There is now clear evidence that species across a broad range of taxa harbour extensive heritable 18 variation in dispersal. While studies suggest that this variation can facilitate demographic outcomes 19 such as range expansion and invasions, few have considered the consequences of intraspecific variation 20 in dispersal for the maintenance and distribution of genetic variation across fragmented landscapes. 21
genetic structure using genomic and spatial data from the Glanville fritillary butterfly. We used linear 23 and latent factor mixed models to identify the landscape features that best predict spatial sorting of 24 alleles in the dispersal-related gene phosphoglucose isomerase (Pgi). We next used structural equation 25 modeling to test if variation in Pgi mediated gene flow as measured by Fst at putatively neutral loci. In 26 a year when the population was expanding following a large decline, individuals with a genotype 27 associated with greater dispersal ability were found at significantly higher frequencies in populations 28 isolated by water and forest, and these populations showed lower levels of genetic differentiation at 29 neutral loci. These relationships disappeared in the next year when metapopulation density was high, 30
suggesting that the effects of individual variation are context dependent. Together our results highlight 31 that 1) more complex aspects of landscape structure beyond just the configuration of habitat can be 32 important for maintaining spatial variation in dispersal traits, and 2) that individual variation in 33 dispersal plays a key role in maintaining genetic variation across fragmented landscapes. 34 35
Impact summary 36
Understanding how fragmentation affects dispersal and gene flow across human-modified landscapes 37 has long been a goal in evolutionary biology. It is typically assumed that individuals of the same 38 species respond to the landscape in the same way, however growing evidence suggests that individuals 39 can vary considerably in their dispersal traits. While the effects of this individual dispersal variation on 40
Introduction 52
Dispersal is key to the maintenance of genetic variation and adaptive potential in fragmented 53 landscapes. Differences in species ability to maintain genetic diversity in fragmented landscapes can, in 54 part, be explained by interspecific differences in dispersal capacity (Steele et al. 2009; Peterman et al. 55 2015) . However, there is now clear evidence that many species across a broad range of taxa harbour 56 extensive heritable variation in dispersal This gap comes partly from a lack of integration of intraspecific variation into fields like 65 landscape and spatial genetics (Edelaar and Bolnick 2012; Pflueger and Balkenhol 2014). Studies in 66 these fields emphasize that gene flow across fragmented landscapes is strongly constrained by 67 population configuration, habitat quality, and matrix heterogeneity (i.e. the landscape features 68 intervening populations), but typically assume that dispersers respond to the landscape in the same way 69 relationships, yet empirical tests of this are lacking (but see McDevitt et al. 2013) . For example, using 74 simulations, Palmer et al. (2014) showed that distance-based connectivity metrics underestimated the 75 number of migrants arriving into isolated populations when individuals were allowed to vary in their 76 dispersal ability, with the effect most severe when dispersal was rare. This spatial sorting of good 77 dispersers into more isolated populations is expected to also impact the distribution of genetic 78 Intraspecific variation thus has the potential to play an important, but so far unexplored role in 85 structuring species genetic response to landscape fragmentation. The maintenance of several dispersal 86 strategies across a single landscape might allow wide-spread gene flow to be maintained under a broad 87 set of ecological conditions. We test this in a model species, the Glanville fritillary butterfly (Melitaea 88 cinxia) in the Åland Islands, Finland. Importantly, individuals vary in their dispersal ability: butterflies 89 heterozygous or homozygous for the "c" allele in a SNP associated with the gene phosphoglucose 90 isomerase (Pgi) have higher flight metabolic rate, which translates to substantially increased dispersal 91 propensity and dispersal distance in the field, especially at cooler temperatures (reviewed in Niitepõld 92 and Saastamoinen 2017). Evidence for this comes from laboratory experiments linking flight metabolic 93 rate to Pgi genotype (Niitepõld 2010) , and from a study linking dispersal distances of butterflies 94 tracked in the field to Pgi genotype (Niitepõld et al. 2009 ). The butterfly persists in a highly dynamic 95 metapopulation with frequent colonizations and extinctions, and we focus on a two-year period 96 representing extremes of fluctuations experience by the butterfly: the year 2011 where populations 97 have extremely low connectivity because of a large decline in the previous year, and 2012 where 98 populations have high connectivity following the recovery of populations in the year prior (Ojanen et 99 al. 2013) . Recent work suggests that Pgi plays a central role in metapopulation persistence by 100 maintaining high recolonization rates despite drastic population fluctuations (Hanski et al. 2017) . 101
However, we do not yet know to what extent Pgi also contributes to the maintenance of neutral genetic 102 variation, which is important given that genetic diversity can exert effects on persistence independently 103 of demographic rescue (e.g. Szucs et al. 2017) . Specifically, we ask: 1) what landscape factors drive 104 spatial sorting of genotypes that vary in their dispersal ability? And, 2) does this dispersal variation 105 mediate the genetic response to landscape structure and population fluctuations? While previous work 106 has found that more isolated patches have higher frequencies of good dispersers (Haag et al. 2005, 107 Hanski and Saccheri 2006; Zheng et al. 2009 ), we further predict that dispersers will respond 108 differentially to heterogeneity in the landscape matrix. We also predict that the good dispersers will 109 facilitate genetic admixture; population with higher frequencies of the Pgi-c allele should be less 110 genetically differentiated than populations with low frequencies. Finally, we predict that the effects of 111
Pgi will be context dependent. Modeling predicts that the dispersive genotype will have the largest 112 advantage when there are many open patches to colonize (Zheng et al. 2009 ), and thus we expect the 113 association between landscape structure, Pgi, and genetic structure to be highest in 2011. 114
Methods 115

Study species and sampling 116
In Finland, the Glanville fritillary butterfly is only found in the Åland Islands where it persists in a 117 metapopulation encompassing over 4000 meadows (hereinafter 'patches') that contain one or both of 118 its host plants, Plantago lanceolata and Veronica spicata. In late summer, females lay clutches of 150-119 200 eggs, which develop into larvae that live gregariously until the last larval instar in the following 120 spring (Boggs and Nieminen 2004). Before winter diapause, larvae spin nests at the base of host plants, 121 and every fall since 1993 the number of nests have been counted in all patches in Åland allowing the 122 quantification of long-term population dynamics (see Ojanen et al. 2013 for survey methods). In any 123
year, only about 20% of patches on average are occupied, with frequent local recolonizations and 124 extinctions, and large variation in the number of total larval nests ( Fig. 1 ). Our study focused on the 125 period 2010-2012, which is characterized by a large population decline in 2010 due to poor weather 126 conditions, followed by a population expansion. The major expansion occurred in 2011 where a record 127 number of new colonizations was documented ( Fig. 1b ). In 2012, there were fewer colonization of 128 previously empty patches but a large increase in population density, with a record number of larval 129 nests (Fig 1a) . 130
In 2011 and 2012, three larvae per nest were collected from patches across Åland for genetic 131 analysis. Larval tissue was homogenized and DNA was extracted as described in Fountain et al. (2018) . 132
Genotyping was performed on the KASP platform. In total 40 putatively neutral markers from 133 noncoding regions of the genome were selected, and an additional five putatively functional markers 134 of which were found in our study region. We additionally overlaid polygons representing patches, and 161 added a category representing edges between agriculture and forested areas as previous work found that 162 M. cinxia tend to move along edges (Ovaskainen et al. 2008 ). We simplified the final land 163 classification by combining structurally similar landscape features, resulting in 11 distinct categories 164 representing major land use in the study region: discontinuous urban, continuous urban, open water, 165 closed forest, transitional woodland scrub, agriculture with no major natural elements, agricultural 166 edges, pasture, bare rock, roads, and patches. 167
We assigned each of these features a value representing its resistance to a dispersing M. cinxia 168 individual. We assigned each feature either a value of one (not resistant to movement) or 10 (restricts 169 movement), generating a total of 20 surfaces with different combinations of resistant and non-resistant 170
features (Table S1 ). Patches were always given a value of one since patches represent suitable habitat 171 for the species, and continuous urban areas were always given a value of 10. For each of these surfaces, 172
we calculated pairwise resistance distances between M. cinxia patches using the program 173 CIRCUITSCAPE (McRae 2006). This program uses circuit theory to calculate effective distances 174 among patches by taking into account the relative permeability of the intervening landscape. 175
For each of the landscape hypotheses, we calculated an index of connectivity for each occupied 176 patch using the incidence function model (Hanski 1994) : 177
where dij is either the geographic distance (in km) or resistance distance (from CIRCUITSCAPE) 179 between focal patch i occupied in year t and source patch j occupied in the previous year (t-1), and Nj is 180 the number of M. cinxia nests found in source patch j in year t-1. The constant α scales the dispersal 181 kernel and should be equal to 1/mean dispersal distance of the species, which has been estimated to be 182 1 km (Fountain et al. 2018) . Because resistance distances are unit-less, mean dispersal distance for each 183 landscape resistance hypothesis was chosen as the resistance value that roughly translated to 1 km in 184
Euclidean distance units, which was then used to calculate α (Table S1 ). We did this by taking the 185 predicted value of the resistance distance at a Euclidean distance value of 1 km using a simple linear 186 model, after first linearizing relationships using log transformations. Many of the connectivity variables 187 calculated from alternative landscape resistance surfaces were highly correlated, because some 188 landscape features were only present in small proportions in our study region and thus did not have 189 large effects on the calculations of resistance distances. For our main analyses we settled on five 190 uncorrelated variables of landscape connectivity: Simetapop, which is scaled by Euclidean distance 191 among patches but assumes that the intervening landscape does not restrict dispersal, Siwater, Siforest, and 192
Siagriculture, which assume that water, forest, and agriculture restrict dispersal, respectively, and Siroads, 193 which assumes that roads facilitate dispersal. The five connectivity variables had pearson correlations 194 below 0.6 and variance inflation factors in linear models under two (Table S2) . 195
196
Associations between landscape connectivity and Pgi 197
Our first objective was to test which landscape connectivity hypothesis best predicted the 198 distribution of the Pgi-c allele. Based on previous work, we expected an interactive effect of patch age; 199 good dispersers are expected to be at the highest frequency in newly colonized (hereinafter "new"), against fitted values and normality assumptions were checked with QQ plots. For model selection, we 212 retained a candidate set of models with high support for further analysis and interpretation. A model 213 was included in the candidate set based on two conditions: 1) the model was within ΔAICc < 2 of the 214 top model, and 2) the model was not simply an embellishment of a higher ranked model (i.e. did not 215 contain uninformative parameters; Arnold 2010). All predictors appearing in the resulting candidate 216 model set were considered as potentially important in their effects on Pgi and were subject to 217 downstream analysis (see below). We used this approach since alternatives such as model averaging 218
and summing akaike weights can lead to flawed interpretation of effects when variables are even 219 weakly collinear (Galipaud et al. 2014; Cade 2015) . 220
The residuals of the top model for both 2011 and 2012 showed evidence of spatial 221 autocorrelation. To test that this did not bias our results, we compared models with and without spatial 222 random effects implemented in r-inla (Lindgren & Rue 2015; Appendix A). In one case we found the 223 sign of a weak main effect changed in the spatial compared to the non-spatial model (from 0.006 to -224 0.003; Table S3 ). However, the major effect of this variable manifested as an interaction with a strong 225 negative association in new populations, and the direction and strength of this interaction did not 226 change. We found very little difference in all other estimates between the spatial and non-spatial 227 models, and thus did not pursue spatial models further (Table S3) . François 2015) to confirm associations identified as significant in the linear mixed effect models. 231
While the linear mixed model approach controlled for potential effects of neutral genetic structure by 232 including genetic cluster membership (calculated from the 34 neutral loci) as a random effect, the 233 latent factor mixed model approach explicitly considers all loci (Pgi and neutral loci) simultaneously. 234
This approach applies a stronger control of background genetic structure, particularly when structure is 235 complex and hierarchical (de Villemereuil et al. 2014), and also allowed us to confirm that we only see 236 associations between connectivity and allele frequencies for Pgi and not for other loci. A drawback is 237 that it cannot incorporate additive or interactive effects, and thus we used it only to confirm results in 238 the partitions of the data that were found to be significant in linear mixed effect models (e.g. new 239 populations). In addition to testing the individual Si variables identified as important in the mixed 240 models, we explored potential additive effects by testing for association between loci and Si variables 241 that incorporated the resistance of two or more of the landscape features. For example, the additive 242 effects of Siwater and Siforest were included in the model as the predictor Siwater+forest (Table S1) . 243
Appendix A describes how the latent factors were specified starting from knowledge of the number of 244 k genetic clusters identified from BAPS6. We ran the lfmms 10 times for each connectivity predictor, 245 for 20,000 iterations following 10,000 iterations of burn-in. Loci included in each analysis were Pgi, 246 34 neutral markers, and four additional markers previously identified as being outliers in fragmented 247 versus continuous landscapes . We calculated median z-scores across the 10 248 repetitions. The resulting p-values were calibrated to correct for type I errors by applying an inflation 249 factor (Francois et al. 2016 ). We corrected for multiple testing by applying the Benjamini-Hochberg 250 algorithm (Benjamini and Hochberg 1995) with a false discovery rate of 10%. 251
252
Direct and indirect effects of landscape structure on genetic structure 253
Our second objective was to test if intraspecific variation at the Pgi locus mediates the effect of 254 landscape on the distribution of neutral genetic variation. We hypothesized that landscape structure 255 will influence neutral genetic structure either directly (i.e. by limiting dispersal of all individuals in the 256 same way), or indirectly through its effect on the spatial distribution of individuals with contrasting 257
Pgi genotypes. We first tested for direct effects for each year separately, and then tested for indirect 258 effects in partitions of the data where we found strong associations between connectivity and Pgi in 259 latent factor mixed models. limited analyses to patches with more than two families, excluding 43 patches in 2011 and 37 patches 268 in 2012. Models were run for each year separately with the five connectivity metrics and population 269 age as fixed predictors, and genetic cluster membership as a random factor. We did not find evidence 270
for an interactive effect of population age and so only included it as a main effect. Predictor variables 271 were transformed, centred, and scaled, and model selection was implemented as described above (see 272
'Association between landscape connectivity and Pgi'). 273
We next tested for indirect effects of landscape structure on genetic differentiation in the 274 partitions of data where we found association between connectivity and Pgi (see above) using 
Associations between landscape connectivity and Pgi 293
For data from 2011, selection on mixed effect models identified ten models with ΔAICc <2 (Table S4) . 294
All of these models included Siforest and Siwater, and seven of the models were embellishments of higher 295 ranked modelsi.e. they were the same as a higher ranked model but included uninformative 296 parameters with little effect on model fit (Arnold 2010). We thus retained three models for further 297 analysis and interpretation: the top model including an interaction of Siforest and age and main effects of 298
Siwater and Siagriculture, a model including an interaction of Siforest and a main effect of Siwater, and a third 299 model including an interaction of Siwater and main effects of Siforest and Siagriculture (Table 1) . All 300 variables showed negative associations with Pgi-c, with Siforest and Siwater having the strongest effects in 301 new populations (Table 1 ). The effect of water and forest in new populations remained significant in 302 latent factor mixed models as evidenced by a significant association of Siwater+forest with Pgi-c but no 303 other loci (Fig. S2) . In contrast Siwater showed a significant association with a putatively neutral locus 304 but not Pgi-c, Siforest showed a significant association with both Pgi-c and a different putatively neutral 305 locus, and Siwater+forest+agriculture and Siagriculture showed no significant associations with Pgi-c or any other 306 locus (Appendix A; Fig. S2 ). 307
The negative association between Pgi and connectivity in new populations switched in linear 308 mixed models in 2012, and the effect of Siforest disappeared (Fig. 2; Table 1 ). Model selection identified 309 six models with ΔAICc <2 (Table S5 ). All of these models included an interaction of age and Siroads, 310 and either a main or interactive effect of Siwater. Four of the models were embellishments of higher 311 ranked models. We thus retained two models for further analysis and interpretation: the top model 312 containing interactions between of both Siroads and Siwater with patch age, and a lower ranked model with 313 an interaction between Siroads and age and a main effect of Siwater (Table 1) . Siroads showed a strong 314 positive association with Pgi-c in new populations, whereas Siwater showed a negative association with 315
Pgi-c in old populations but only a weak or non-existent relationship in new populations in the top 316 model (Table 1 ; Fig. S3 ). Neither Siroads nor Siwater were found to have significant associations with Pgi-317 c or any other loci in latent factor mixed models (Appendix A; Fig. S2 ). Details on the calibration of 318 the latent factor mixed models, including reports of genomic inflation factors can be found in Appendix 319 A and Table S6 . 320 321
Direct and indirect effects of landscape structure on genetic structure 322
For 2011, selection on mixed effect models testing for direct effect of connectivity and age on Fst 323 identified a model containing only the random intercept as the most likely model (Table S7 ). We also 324 tested the model after removing a single patch that had a very high Fst value. This led to the selection of 325 a model including Siwater as the best, however it explained only 3% of the variation in Fst, and the 326 random intercept-alone model remained in the candidate set with ΔAICc <2 (Table S8 ). We thus 327 conclude that there is no, or a very weak, direct effect of connectivity on genetic differentiation in 328 2011. For 2012, eight models had a ΔAICc <2, however five of them were embellishments of higher 329 ranked models (Table S9 ). We thus retained three models: the top model including equal effects of 330
Simetapop and Siwater, a model with just Simetapop, and a model with equal effects of Siwater and Siroads 331 (Table 2) . 332
Pgi showed a significant association with connectivity only in new populations in 2011, and 333 thus we only tested for indirect effects of connectivity on Fst (mediated by Pgi) in this partition. The 334 full structural equation model including all five landscape connectivity indicator variables showed poor 335 fit as indicated by a significant deviation of the observed covariance from the model-implied 336 covariance (χ 2 =37.4, df=13, p<0.001). Because Simetapop did not have strong effects in our earlier 337 models, we removed it as an indicator variable. This model fit the data well as indicated by no 338 significant deviation of the observed and modeled-implied covariance (χ 2 =11.94, df=8, p=0.15). The 339 removal of Simetapop did not affect the strength or significance of associations. Siwater and Siforest were the 340 strongest and only significant indicators of connectivity (Fig. 3) . Our model supported a significant 341 negative effect of connectivity on Pgi-c, and a significant negative effect of Pgi-c on genetic 342 differentiation, but no significant direct effect of connectivity on genetic differentiation ( Fig. 3; Fig.  343   S4) . 344
Discussion 345
Here we show that patch connectivity metrics incorporating landscape matrix best predicted the 346 distribution of a dispersal polymorphism during a population expansion in the Glanville fritillary 347 butterfly. In particular, newly colonized populations that were isolated by water and forest matrix had 348 significantly higher frequencies of an allele associated with increased dispersal ability (Pgi-c allele). 349
We further found that patch connectivity alone did not predict genetic differentiation at neutral 350 markers, but rather the effect of landscape on genetic structure was mediated through individual 351 variation in the Pgi locus; populations with higher frequencies of the Pgi-c allele had lower Fst. In the 352 following year when the density of populations increased, these relationships disappeared, suggesting 353 that good dispersers only have an advantage when there are many empty patches to colonize. Together 354 our results suggest that both individual variation in dispersal traits and landscape matrix heterogeneity 355 are important for predicting spatial patterns of genetic variation. 356
357
Landscape matrix predicts individual variation in dispersal 358
We found that spatial sorting of individuals based on their Pgi genotype was best explained by a 359 connectivity metric that incorporated the effects of water and forest matrix in 2011. Importantly, the 360 basic metapopulation model did not show a significant association with the frequency of Pgi-c. While 361 previous work showed that metapopulation connectivity predicted the spatial sorting of individuals 362 results suggest that more complex processes are at play. There are a number of potential reasons for 364 this. Previous patterns may have been confounded with demographic history. For example, we found 365 evidence for a negative relationship between the frequency of Pgi-c and metapopulation connectivity 366 for new populations, however, this relationship was not supported within individual genetic clusters 367 ( Fig. S5 ). Our sample size is also much larger and we were thus able to capture a larger amount of 368 variation in landscape structure. In comparison, previous work selected population extremes (e.g. 369 extremely low and high connectivity), and geographic distance might have been sufficient to capture 370 patterns. It should also be noted that previous studies tested only a single model of patch connectivity, 371
whereas we competed several models assuming different landscape structures. 372
Our results hence suggest that the Pgi dispersal polymorphism in the M. cinxia system in the 373
Åland islands is not maintained by variation in patch configuration alone (i.e. the metapopulation 374 model), but that the landscape matrix further influence dispersal. This is an important finding given that 375 studies investigating the drivers of dispersal evolution almost exclusively use simplified landscape 376 models that assume a homogenous matrix (Bowler and Benton 2005; Henriques-Silva et al. 2015) . 377
Knowledge of the importance of the landscape matrix is thus lacking, and this is one avenue in which 378 landscape genetic approaches can contribute to understanding how the matrix might modify predictions 379 of dispersal evolution. Our results suggest that landscape features that intervene discrete habitat patches 380 matter, and this is unsurprising given that dispersal traits are often correlated with other aspects of 381 
Individual variation in dispersal predicts genetic differentiation 391
In our test of direct effects of connectivity on genetic differentiation, we found no evidence that any of 392 the connectivity metrics predicted Fst in 2011 -newly colonized patches with lower connectivity did 393 not display higher genetic differentiation at neutral loci compared to highly connected (Table 2) . 394
Rather, patches with higher frequencies of Pgi-c had significantly lower Fst (Fig. 3; Fig. S4 ). Although and it will thus be interesting to see if divergent selection on dispersal genes might be a hidden source 416 of variation contributing to these patterns (e.g. Peterson and Denno 1997) . 417
Our study highlights the role of a single gene on the maintenance of gene flow across the 418 landscape, and also joins a growing list of evidence that Pgi in particular has large effects on ecological 419 processes in M. cinxia (reviewed in Niitepold & Saastamoinen 2018). However, it is unlikely that Pgi 420 is acting alone. For example, work by Wheat et al. (2011) showed that Pgi may epistatically interact 421 with other genes, such as succinate dehydrogenase (Sdhd); an allelic combination at these two loci was 422 associated with maximal metabolic endurance in M. cinxia. Linkage of Pgi to other functional loci have 423 not been resolved, but the low frequency and fitness of individuals homozygous for the C allele suggest 424 possible linkage to a deleterious mutation (Orsini et al. 2009 ), and that the variation in Pgi is 425 maintained through balancing selection via a heterozygote advantage ). Further, females 426 colonizing new populations have been found to be divergent in a suite of life-history traits, many but 427 not all are associated with variation in Pgi (Hanski et al. 2006; Saastamoinen 2008; Kvist et al. 2013; 428 Wheat et al. 2011 ). This suggest a more complex dispersal syndrome, the genomic architecture of 429 which remains to be characterized. We further emphasize that Pgi explained only 10% of variation in 430
Fst, and clearly other processes are at play that may not have been captured by our model (e.g. 431 temperature and condition-dependent dispersal). Thus it was expected that our results would be much stronger in 2011a year that marked the largest 438 expansion recorded in Åland following a large population decline that left many empty patches. In 439 comparison, the metapopulation experienced a large increase in population size in 2012 but relatively 440 fewer colonization events; all patches in 2012 had high connectivity. This appears to be driven by the 441 much higher number of potential source patches and nests in sources in 2012, and less by difference in 442 distances between sources and targets ( Fig. S6) . Observations from mark-recapture suggest that M. 443 cinxia exhibit negative density dependent dispersal (Kuussaari et al. 1996) , suggesting that there should 444 be fewer dispersal events in the high density year 2012 compared to 2011. Intriguingly, effects of 445 connectivity on Pgi even appeared to switch in 2012 (Table 1; Fig. S3 ), although these associations 446
were not significant in latent factor mixed models. This might be suggestive of a more complex 447 interaction between individual variation and density-dependent dispersal. Modeling work predicts that 448
Pgi-c should rise to higher frequencies at very high population densities where it gains an advantage by 449 spreading genes over more patches (Zheng et al. 2009 ), however this has not been empirically 450 demonstrated. Future work should seek to resolve the drivers of yearly differences in dispersal, 451 focusing particularly on the effects of density and weather, which may influence dispersive and non-452 dispersive genotypes differently. 453 Importantly, the association between Pgi and Fst in 2011 suggests that the polymorphism plays 454 a key role in maintaining genetic variation across the landscape following perturbation. This finding 455 provides a more mechanistic understanding of population persistence in this highly dynamic system. 456
Recent work showed that regions in Åland with higher long-term frequencies of Pgi-c maintained 457 higher metapopulation sizes, presumably by increasing colonization rates (Hanski et al. 2017 ). Our 458 results suggest that regional persistence of the metapopulation might be further facilitated through Pgi-459 mediated genetic rescue. 460 461
Model uncertainty 462
While some strong associations emerged from our analysis, model selection suffered from 463 uncertainty with several likely, and sometimes non-nested models appearing to have similar support. 464 This is a common problem with variables derived from landscape measures, which are inherently 465 correlated (Smith et al. 2009; Prunier et al. 2015) . Although our connectivity variables were well below 466 typical collinearity thresholds (Dormann et al. 2013), it is likely that weak linear relationships still 467 contributed to this uncertainty. This might also explain why connectivity variables with strong effects 468
in one year did not emerge as important predictors in the next year, although part of this is also likely 469 due to differences in spatial sampling of populations in the different years. While it is hard to say 470 definitively which landscape features restrict dispersal, our results make a strong case for water as it 471 was an important predictor across years, and forest as it had strong effects across multiple methods and 472 different partitions of the data. What is less clear are the effects of other variables that were found to be 473 important for prediction but of weak effect, with inconsistent results across methods (e.g. Siagriculture in 474 2011). Future work would benefit from fine-tuning landscape resistance surfaces to better account for 475 these potential small additive effects (e.g. using optimization; Peterman 2014), and from testing 476 relationships under a broader set of conditions in carefully selected landscapes where the independent 477 effects of landscape variables can be better teased apart. 478
479
Conclusions 480
Our work adds to growing evidence that intraspecific variation plays a key role in driving diverse 481 and that this individual variation mediated the effects of landscape on genetic structure. Our results 484 therefore highlight a need for better integration of studies on dispersal evolution and landscape 485 genetics. While studies of dispersal evolution may need to consider more complex representations of 486 
