The purpose of this study is to examine the effect of different missing data techniques on the item parameters estimated for Classical Test Theory (CTT) and Item Response Theory (IRT) comparatively through simulated and real data sets. For this purpose, data sets with missing completely at random pattern with different sample sizes and missing data rates have been generated. Item parameters based on CTT and IRT are estimated after applying different missing data techniques (listwise deletion, regression imputation and expectation -maximization). Estimated parameters were compared with the parameters of complete data sets. The same procedure was performed on the data of the PM3 subtest in the PISA 2012 application. It is found that higher difficulty and lower discrimination values are obtained with listwise deletion while accurate item difficulties can be obtained with regression imputation and expectation -maximization algorithm, but the same situation is not valid for item discriminations. It is also seen that missing data at a ratio of %2 can lead to serious problems even if they have missing completely at random pattern.
Introduction
Missing data is a common problem confronted in almost every survey. Empty cells in the data collected within the scope of the research may cause findings and interpretations to be biased and may reduce the effectiveness of the data collection process. There are different disclosures about missing data and its possible causes in the literature. Unit nonresponse is the case when all data is missing for an individual, and item nonresponse is the case when there are unobserved cells within any variable (Heerwegh, 2005) . Field (2005) states that missing data may be seen if some of the items are mistakenly skipped, mechanical measuring instruments are malfunctioning, or in the case of carelessness at data entry. Schafer and Graham (2002) define missing data as wave or dropout for especially longitudinal studies. Missing data is considered as wave, when participants may be present for some waves of data collection and not for others; and as dropout, when one leaves the study and does not return.
The commonly accepted classification for missing data is attributed to the works of Rubin (1976) and Little and Rubin (1987) . According to this classification, any set of data which has missing observations can have missing completely at random, missing at random, and missing not at random patterns. Shortly, missing completely at random (MCAR) pattern means that the probability of being missing of any data is unrelated to other variables measured within the context of the study, and the relevant variable is not related to its value. Missing at random (MAR) pattern refers to cases where this probability is related to another variable. Missing not at random (MNAR) pattern is the case when the probability of data to be missing is related to its own value (Enders, 2010) .
The seriousness of the problem caused by missing data depends on the pattern and the amount; and the pattern is a more serious problem than the amount of missing data. There is also no clear criterion as to what amount of missing data can be tolerated at which sample size (Tabachnick and Fidell, 1996) . While there is an agreement in the literature that small amount of missing data in large data sets does not cause a significant problem (Tabachnick and Fidell, 1996; Field, 2005) , the ratios specified for the amount of ignorable missing data, which have MCAR pattern, have been found inconsistent at %5 (Schafer; 1997; SPSS, 2007) and %10 (Hair, Black, Babin, Anderson and Tatham, 2006) . Leeuw, Hox, and Huisman (2003) indicate that data collection processes and tools, the characteristics of the individuals involved in the sample and even the data entry process should be carefully examined in the presence of missing observations in the data set. From this point of view, it can be said that it is necessary but inadequate to determine the amount of missing data before the analysis of the data obtained in a research starts. Along with the quantity, it is necessary to examine whether the missing data exhibit a certain pattern, in other words, randomness. The pattern of missing data can be examined in several different ways. Tabachnick and Fidell (1996) indicate that the variables in the dataset are divided into two groups with missing data (0) and complete data (1), and the significance of the difference between means over other variables can be examined by considering these groups. Non-significant results give the information that the distribution of data has a MCAR pattern. Similar to this, Alpar (2011) suggests coding variables as 0-1 and examining the correlation between variable pairs. The low correlation coefficients indicate randomness. If this randomness is the case for all variable pairs, the researcher may conclude that missing data has MCAR pattern.
Another inquiry for randomness can be examined with Little's MCAR test developed by Little (1988) . The test is based on the grouping of the rows with the same missing data pattern in the data set and the comparison of their means (Enders, 2010) . This test is available in the missing data module found in the latest versions of the widely-used software, SPSS.
In addition, descriptive investigations, such as whether missing data tends or not to occur in any single variable, determining which combinations of variables have unobserved points and how often they are encountered provide important information about randomness. At this point, it is important for researchers to examine the randomness with multiple methods.
Since statistical analyzes to be performed after these examinations require the data to be complete, it is not possible not to use any missing data techniques. This situation has provided the basis for the emergence of different missing data techniques during the data analysis phase. When the literature is examined, it is seen that there are a lot of missing data techniques. While some of these techniques are based on removing cases, others impute single value and model based techniques such as multiple imputation results with more than one possible imputed data sets. Here, frequently used techniques are summarized regarding to their basic characteristics and similarities / differences. Listwise deletion: In this technique, only rows which have full observations are used. In other words, rows that have at least one missing value are removed. In order to be able to use this technique, which is the most simple and direct approach to the solution of the problem of missing data in the majority of statistical software, data is necessary to have MCAR pattern (Alpar, 2011) . It is also seen that this technique is usually used to obtain a lower limit for estimations in comparative studies of missing data techniques (Ginkel, Ark and Sijtsma, 2007; Akbaş, 2014) . In addition, it should be noted that this technique has a negative effect on sample size.
Pairwise deletion: The basic feature of this technique is that all the available data is used to make calculations (Allison, 2002) . For example, when the covariance needs to be calculated for the variables x and y, the rows with complete values in the variables x and y are considered. For covariance between the x and z variables for the same data set, the calculations are performed over pairs that have the complete data for x and z variables. So, estimations may rely on different subsamples for the same data set. Roth (1994) notes that listwise deletion and pairwise deletion techniques are the most frequently used techniques to deal with missing data.
Mean imputation: The mean calculated over complete part of any variable is imputed to the empty cells in this variable. The basis of this technique is that the mean is the best point estimate for a variable and there are also applications such as the imputation of the group mean according to a group which made up from a variable that is different from the variable to be imputed (Hair et al., 2006) . With an approach similar to the mean imputation, for the missing data in categorical variables, mode (Buuren, 2012) , and for the skewed distributions, the median (McKnight, McKnight, Sidani and Figueredo, 2007) can be imputed.
Regression imputation: With this technique, missing data is estimated over other variables that do not contain missing data. The regression equation in which the variable to be imputed is considered as the dependent and the other variables as the predictor variable is established. The data is completed by adding the known values of the predictor variables in equation (Enders, 2010) .
Expectation -Maximization Algorithm: The values to be imputed are determined by the iteration of the maximization step that the regression equation established over the completed data set and the expectation step that the estimations are obtained by rearranging regression equation (Enders, 2010) . Schafer and Graham (2002) indicate that using expectation -maximization (EM) algorithm under MCAR pattern, unbiased parameter estimates can be achieved.
Multiple imputation: When this technique is used, each missing value in the data set is imputed with different possible values of m>1 number. These values are determined based on a distribution determined for each missing data. While there is no change in the exact parts of the original data set, each set of data is different when considered together with the imputed values. In the next steps, each data set is analyzed separately and the results obtained are combined (Buuren, 2012) . Combining parameters is based on averaging different estimations. And for standard errors, within imputation variance and between imputation variance is calculated separately (Enders, 2010) .
Techniques such as linear interpolation, linear trend at point, imputation of the mean / median of the near points are influenced by the row or column of the data set of imputed data. It would be appropriate to use techniques such as last observation carried forward and next observation carried backward in longitudinal studies where repeated measurements are observed (Akbaş, 2014) . Allison (2002) states that some techniques perform better than others, but there is no technique to deal with a certain level of missing data which can be used in all situations and which can be claimed to be "the best". This statement explains that missing data and many techniques to handle with missing data are used within the scope of many researches.
There are many studies which investigate, the reliability and validity of missing data techniques (Enders, 2003 , 2004 , Bernaards and Sijtsma, 1999 , Çokluk and Kayri, 2011 , Akbaş 2014 , Nartgün, 2015 , t test and ANOVA parameters (Köse and Öztemur, 2014) , SEM model -data adaptation (Çüm and Gelbal, 2015) within the context of descriptive statistics (Bal, 2003 , Şahin Kürşad, 2014 . In addition to these, there are also studies in which Cronbach α and Mokken scalability coefficients (Sijtsma and van der Ark, 2003) and mean squared errors (Holman and Glas, 2005) are examined within the scope of IRT. Finch (2008) examined seven different missing data techniques through 3-PL models. The study included 20 sample data sets for different sample size, missing data rate and missing data patterns. On item level investigations for the items which were relatively low in difficulty and discrimination (b1=-.33, a1=.44 and b2=-2.7, a2=.76) with EM, discrimination was found to be positive; for the items which were relatively high in difficulty and discrimination (b3=1.28, a3=1.02 and b4=.57, a4=1.32) discrimination was found to be negative biased. The item difficulties estimated by EM were found to be negative in all conditions. Demir (2013) examined the effectiveness of 12 different missing data techniques on the SBS 2011 math test booklet data (n = 527517). It has been determined that there are %2 to %34.4 missing data rates for 20 items in the mathematics test and that the assumption of MCAR is not met. Since the situation in which the data is missing is not known, the performances of the missing data techniques have been examined comparatively through EFA, CFA, item parameters, test parameters and internal consistency coefficients. It is seen that the item difficulties and discriminations obtained by the regression imputation and EM are similar to each other, but lower than those obtained by listwise deletion. Doğanay Erdoğan (2012) compared the multiple imputation techniques on the person and item parameters obtained with Rasch models. In the first stage of the research, the analyzes carried out on simulated data sets on the basis of PCM and the same procedure was repeated on a real data set in the second stage. When the performances of missing data techniques are examined comparatively through the graphs, it is seen that when the missing data rate is %10 under MCAR pattern, the estimated b parameters are largely similar to those obtained from complete data, when the missing data rate is %30 and %50, significant differences emerge. The findings obtained from the simulated and real data sets included in the study are found to be similar to each other.
When the current literature is examined, it is seen that item parameters of missing data techniques estimated within the scope of CTT and IRT need to be compared. Findings to be reached by this research are expected to lead the researcher in case of encountering missing data in studies such as large scale tests, test development, equating, and item banking studies which will be carried out for both theories.
Method

Design of the Research
The research is in the nature of a basic research in which the effect of different missing data techniques on item parameters estimated on the basis of CTT and IRT is investigated comparatively with simulated and real data sets. Basic researches are researches aiming to add more on the existing knowledge (Karasar, 2007) . In the research, missing data techniques are given with an explanatory approach.
This research consists of two main and one additional studies. In the first study, the effectiveness of three different missing data techniques was compared over simulated data sets; in the second study, the same comparison was made over the complete PISA 2012 PM3 subtest data. In the additional study, a new data set with the same sample size as the PM3 subtest was produced and compared with the results obtained in the first two studies.
When similar studies (Bal, 2003; Sijstma and van der Ark, 2003; Holman and Glas, 2005; Finch, 2008; Doğanay Erdoğan, 2012; Şahin Kürşad, 2014) are examined, it can be seen that the sample size is generally manipulated between 50 -2000, and the missing data rate changed between %1 and %50. It has been observed that the data sets included in these studies have items in the range of 10 -30. Çakıcı Eser (2015) suggests that it is appropriate to include 12 items in one-dimensional tests so that item parameter estimates can be improved, and the PISA 2012 PM3 subtest contains 12 items. The rationale for selection of PISA 2012 data is that this data is well studied. With reference to these studies, the data sets are set as 500, 1000 and 2000 to represent small, medium and large samples; missing data rate is %2, %5 and %10, respectively, having MCAR pattern and the number of items in the data set is fixed to be k = 12. It has been noted that the rate of χ2/sd is less than 3 for the evaluation of model fit within the scope of IRT. By emphasizing 2 parameter model, it is aimed to compare the item discrimination and item difficulty indices according to the CTT and IRT. In the study, listwise deletion is included since it is often and by default used; regression imputation technique is included since it is considered simple and EM is included since it is accepted as an advanced missing data technique.
Data Sets
In the first stage of the study, the effects of three different types of missing data techniques under different conditions were examined through simulated data sets. Hambleton, Swaminathan and Rogers (1991) indicate that difficulty parameters usually vary between -2.0 and 2.0 and item discrimination parameters usually vary between .00 and 2.00 and when related studies (Can, 2003; Çelen, 2008; Özer Özkan, 2012) are investigated it can be seen that these parameters mostly vary between a narrower range. The sample sizes are 500, 1000 and 2000; data sets with item difficulties [-1, +1] and discriminations [0.5 -1.5] were produced with WinGen 2 (Han, 2007) software. Data sets were generated by performing thirty replications, with the item parameters for the sample sizes included in the study, at specified intervals. Table  1 shows the mean values of the item parameters (p: difficulty and d: discrimination) obtained according to CTT and IRT (b: difficulty and a: discrimination) over the data sets generated and the χ 2 /sd rates for model fit. It has been recognized that item parameters represent negligible deviations from the values established during the data production phase. It is seen that the rates of χ 2 /sd, which indicates data-model and item-model fit, are smaller than 3 for all conditions.
The cognitive data sets of the PISA 2012 achievement test, which was examined during the second phase of the this study, are available at https://www.oecd.org/pisa/pisaproducts/pisa2012databasedownloadabledata.htm. From this file containing data from all the countries participating in the PISA 2012 study, only the data belonging to the Turkish sample were selected. In the study, a total of 13 question sets from seven mathematics, three reading and three science fields were included in each of four different booklets (OECD, 2014) . Before the real data set included in the second part of the study was determined, the distribution of questionnaires to the booklets, the number of questions they contained, whether there were any items partially scored and the number of rows which had missing data were considered. As a result of these examinations, PM3 mathematics subtest, which included 12 items scored as 1-0, and 1482 students answered in a complete way, seemed appropriate.
Process
A special software has been developed to allow deletion of %2, %5 and %10 rates on the complete data sets to make it have MCAR pattern. This software matches each cell in the data set starting from one to different values. In other words, cell one is in the 1st column of the 1st row and last cell (kxn) is in the last column (k) of the last row (n). The developed software selects random numbers with a lower bound of 1, an upper bound of nxk, and the data in the corresponding cell is deleted. If a data in any cell has already been deleted, a new random value is selected. This cycle continues until the requested rate of missing data is reached in the data set.
With this software developed, %2, %5 and %10 data deletion was performed on data sets with different sample sizes. After this process, it was examined by Little's MCAR test whether the MCAR condition was satisfied and it was seen that the test results for all data sets were not significant (p>.05). In other words, the distribution of the cells with missing data in the dataset was not different from the random distribution.
Imputation of values with regression and EM on data sets containing different rates of missing data were performed using the missing data module in SPSS 22. Necessary commands added to BILOG-MG syntax files so that IRT parameter estimates can be reached since there is no value imputation with listwise deletion. On the complete data set of the PM3 subtest, regression imputation and EM processes were performed after data deletion process at %2, %5, and %10 rate which had MCAR pattern, consistent with the first phase of the study.
Data Analysis
Item parameters for simulated and PISA 2012 test under CTT and IRT (2-PL) were estimated by using BILOG-MG. Significance of differences between item parameters obtained from complete and real data sets were examined by the Wilcoxon signed rank test and the effect sizes for the significant differences were calculated.
Findings
The findings of the studies made on the simulated data sets are given first and the findings of the studies made on the PISA 2012 data were given afterwards. The results of the Wilcoxon signed ranks test on the comparison of the item parameters obtained by different missing data techniques with the parameters obtained from the complete data sets within the scope of CTT are given in Table 2 . In Table 2 , "-" and "+" symbols in cells where the significant difference is concerned (p<.05 or p<.01) represent the situation of the parameter obtained under the relevant condition according to the complete data set. For example, when the sample size is 500 and the missing data rate is %2, the item difficulties (p) obtained by the listwise deletion (LD) are found to be lower than the complete data sets (z=2.97, p<.01). Similarly, it is seen that the discriminations (d) obtained with EM are higher than all sample sizes and complete data sets for missing data rates included in the study. Table 2 shows that the item difficulties estimated by the regression imputation and EM do not differ from the complete data sets (n=500 and missing rate=%10, excluded), p>.05; item difficulties estimated by listwise deletion are found to have lower values than complete data sets in all conditions. When the discrimination values are examined, it is seen that the values estimated by listwise deletion are lower in all conditions than the complete data sets, and the values estimated by regression imputation and EM are higher than the complete data sets in all conditions. The effect sizes suggested by Pallant (2007) were calculated for Wilcoxon signed rank test cases where significant differences were observed and evaluated according to the criterion of effect size >.1 "small",> .3 "medium" and >.5 "large" effect. Since the number of items in each dataset is 12, significant z values obtained from the signed rank test which are greater than 1.47 indicate "medium" and which are greater than 2.45 indicate the "large" effect. In Table 2 , when the values for the comparison of item difficulties are examined, it is understood that the effect size is large in all conditions for the listwise deletion. For regression imputation and EM, it is understood that a large effect size is the case only when the sample size is 500 and the missing data rate is %10. Similarly, when the sample size is 2000 and the missing data rate is %2, the effect size is large for all the estimates except for item discriminations obtained from the regression imputation and EM, medium effect. Table 3 shows the χ 2 /sd rates for model fit calculated after reaching complete data sets by listwise deletion, regression imputation and EM under 2-PL model. Table 3 shows that the χ 2 /sd rates obtained by the regression imputation and EM are below 3 for all the sample size and missing data rates included in the study. When the χ 2 /sd rates obtained from the listwise deletion are examined, it is found that χ 2 /sd is smaller than 3 only for the data sets with sample size of 500 and missing data rate of %2; as the sample size or missing data rate increases, χ 2 /sd increases up to 46.36, in other words, data -model fit is not achieved.
In order to obtain accurate estimates in the studies conducted within the scope of the IRT, model fit must be satisfactory (Hambleton et al., 1991) . Beside this, item parameters have been estimated in order to compare the results obtained using different missing data techniques. The results of the Wilcoxon signed rank tests on the comparison of the item parameters obtained by different missing data techniques with the parameters obtained from the complete data sets are given in Table 4 . Table 4 shows that the b-parameters obtained by the listwise deletion are higher than the complete data sets for all sample sizes and missing data rates included in the study. Lower b-parameters are obtained compared to the complete data sets with regression imputation and EM when the sample size is 500 and the missing data rate is %5 or more. With these two techniques, there is no statistically significant difference between the b parameters obtained in cases where the sample sizes are 1000 and 2000 and the parameters obtained from the complete data sets.
When the results of the comparison of a parameters obtained within the scope of IRT in Table 4 are examined, it is seen that lower a parameters are obtained compared to complete data sets under all conditions with listwise deletion; higher a parameters are obtained compared to complete data sets under all conditions with regression imputation and EM. When the sample size is 500 and the missing data rate is %5, the effect size obtained for the regression imputation technique is medium (.43); for all other situations where the difference is significant, it seems that the effect size is large.
Whether the data of 1482 students who responded to the PM3 subtest in the PISA 2012 study meets the assumption of unidimensionality was examined by means of principal components analysis based on the tetrachoric correlation matrix. According to the analysis results, Bartlett sphericity test was significant (p <.01) and KMO value was 0.86. When the eigenvalues were examined, it was seen that there were two eigenvalues (5.07 and 1.15) greater than one. The first factor explained 42.26% of the total variance and the factor loadings were found to be between .37 and .81 So, it can be said that the PM3 subtest of 12 items measures one characteristic ability and the assumption of unidimensionality is satisfied. In cases where the assumption of unidimensionality is met, it is assumed that the assumption of local independence is also met (Hambleton et al., 1991) . From this point, the item parameters estimated from the complete data sets are given in Table 5 . Table 5 shows that for the items included in the PM3 subtest, within the scope of CTT, the item difficulties vary between .04 and .91 and the item discrimination vary between .30 and ,69; within the scope of the IRT item difficulties vary between -3.20 and 2.24, while the discriminations vary between .47 and 1.32. The calculated χ 2 /sd rate is 3.94. For the data sets obtained by data deletion and missing data techniques at different rates, the satisfaction of the assumption of unidimensionality was investigated by analysis of the principal components based on the tetrachoric correlation matrix. The results of the χ2 / sd values obtained for the principal components analysis and the model -data compatibility are given in Table 6 . When principal components analysis result in Table 6 are examined, it can be stated that all data sets meet the unidimensionality assumption. When χ 2 /sd rates are examined, it is seen that 2-PL model fit is achieved at data sets completed with regression imputation and EM. When the χ 2 /sd rates obtained by the listwise deletion are examined, it is seen that the model fit decreases due to the increase of the missing data rate. This finding is in agreement with the findings in Table 3 for simulated data sets. The results of the Wilcoxon signed rank test on the comparison of item parameters estimated using listwise deletion, regression imputation and expectation -maximization algorithm techniques on PM3 test data within the scope of CTT with the parameters estimated from complete PM3 dataset are given in Table 7 . In Table 7 , it is seen that item difficulties obtained by listwise deletion within the scope of CTT are lower than the complete data set. There is no significant difference between item difficulties obtained by using regression imputation and EM and item difficulties of complete data set. In Table 7 , it is seen that item discriminations obtained by different missing data techniques for all sample size and missing data rates included in the study are lower than the complete data set. The Wilcoxon signed rank test results for comparison of item parameters estimated under the IRT through PM3 data with item parameters obtained from the complete data set are given in Table 8 . In Table 8 , it is seen that item difficulties obtained by listwise deletion are lower than the complete data set. There is no significant difference between item difficulties of complete data set and item difficulties obtained by using regression imputation and EM. It is also seen that the item discriminations obtained by different missing data techniques for all sample size and missing data rates are lower than the complete data set. Comparing Table 2 and Table 7 , it is seen that the findings obtained through simulated and real data sets for item difficulties are consistent. According to this, lower item difficulty values are obtained with the listwise deletion than the complete data sets and there is no significant difference between item difficulties obtained from complete data sets and regression imputation and EM (p>.05).
It is seen that there are some inconsistencies for the discrimination values given in Table 2 and Table 7 . With the listwise deletion, lower discrimination values are obtained compared to the complete data sets. However, by using regression imputation and EM, higher discrimination values were obtained with simulated data sets and lower discrimination values were obtained from real data sets. A similar situation is seen when Table 4 and Table 8 , which contain the results within the scope of IRT, are compared. The results found for the item difficulties estimated by regression imputation and EM are similar. However, with listwise deletion, higher item difficulties were obtained in simulated data sets, and lower item difficulties were obtained in real data sets. In addition, for regression imputation and EM, higher discrimination values were obtained with simulated data sets, and lower discrimination values were obtained with real data sets.
It is thought that there are two possible sources of this inconsistency; sample size and item characteristics. An additional study was conducted to investigate the difference between the manipulated sample sizes (n=500, n=1000 and n=2000) and the PM3 subtest sample size (n=1482). In this additional study, a new data set of 12 items, which has the same sample size as PM3 test (n=1482) was produced. For this data set, the item parameters estimated within the scope of CTT and IRT are given in Table 9 . In Table 9 , it is seen that within the scope of CTT, item difficulties obtained is between 0,190 -0,738 and the discriminations is between 0,514 -0,881; within the scope of IRT, item difficulties obtained is between -0.791 -1.084 and the discriminations is between 0,643 -2,057. The χ2 / sd rate is 2.01. The tests carried out on the PM3 test data are repeated one by one on the additional data set. The results of the Wilcoxon signed rank tests carried out on the additional data set within the scope of CTT are given in Table  10 . In Table 10 , it is seen that item difficulties obtained by listwise deletion within the scope of CTT are lower than the complete data set. And also it is seen that the difference between item difficulties obtained from additional data set and the item difficulties obtained by regression imputation and expectationmaximization algorithm is not significant. When the discrimination values are examined, lower values were obtained with listwise deletion and regression imputation techniques compared with additional data set, and higher values were obtained with EM. The results of the Wilcoxon signed rank test carried out on the additional data set within the scope of IRT are given in Table 11 .
In Table 11 , it is seen that item difficulties obtained by listwise deletion are higher than the additional data set. It is seen that the difference between item difficulties obtained from additional data set and the item difficulties obtained by regression imputation and EM is not significant. When the discrimination values were examined, lower values were obtained with listwise deletion (excluding the missing data rate of %2) and regression imputation techniques compared with additional data set, and higher values were obtained with EM. 
Discussion and Conclusion
In this study, the performances of three different missing data techniques were compared through simulated and real data sets and when the findings for the item parameters within the scope of CTT were examined as a whole, the item difficulties and discriminations obtained with the listwise deletion for the whole sample size and the missing data rates were found to be lower compared with the complete data. It has been observed that the discriminations had higher values when there are no significant differences between the item difficulties obtained by regression imputation and EM and the values obtained from the complete data set (except for a few exceptions). In summary, the listwise deletion causes test items to be more difficult; regression imputation and EM cause them to be more discriminating.
Findings of item difficulties obtained from the PM3 subtest in the PISA 2012 study and from the additional data set included in the survey are in agreement with those obtained in the first stage. Based on these findings, it can be generalized that within the scope of CTT, while lower item difficulties can be achieved by using listwise deletion, item difficulties obtained from complete data can be achieved by using regression imputation and expectation -maximization algorithm. Similarly, with the listwise deletion item discriminations tend to be estimated lower.
Findings that are consistent within the scope of the CTT look contradictory to the findings of Demir (2013) . It is known that the performances of the missing data techniques in different missing data patterns can change (Akbaş, 2014) . Therefore, it can be assumed that this contradiction results from the fact that the missing data pattern in the data set given in the study by Demir (2013) had MAR; the fact that the missing data pattern included in this study was MCAR.
When the findings obtained from the PM3 subtest and the additional data set are examined, it is seen that while low discrimination values are obtained with the regression imputation technique, inconsistent results are obtained with the EM algorithm. This inconsistency also applies to findings obtained within the scope of IRT. A possible reason for this inconsistency is that the model fit in the simulated data sets is higher. Another reason may be the fact that the parameters of the simulated data change in a narrower range than the real data. This becomes meaningful when evaluated in conjunction with the work of Finch (2008) . In this study, it has been determined that the estimates obtained by the EM may vary compared with the parameters obtained from the complete data sets. Accordingly, the fact that the items in the complete data set have low or high discrimination can positively or negatively affect the item parameters obtained from the data sets to be completed with the EM algorithm. When all of the simulated data sets included in this research are considered, b parameters vary between -1.05 and 1.03, and the PM3 test b parameters vary between -3.20 and 2.24 (see Table 5 and Table 9 ). Similarly, for n = 500, 1000 and 2000 sample sizes, the number of items with a discrimination value greater than one is 5, 5, and 9, respectively, while this number is 3 in the PM3 subtest. Therefore, it can be expressed that the maximization algorithm produces estimations that are difficult to be predicted in data sets with different item parameters. Estimations obtained by the regression imputation technique are consistent in itself for different sample sizes. From this point of view, it can be said that the regression imputation technique is very sensitive to the sample size.
On the other hand, it is understood that the examination of the percentage of missing data to be made over the entire data set is not sufficient. Depending on the sample size of the listwise deletion and the increase in the missing data rate, it has been determined that the model fit which must be achieved within the scope of the IRT is weakened, even exceeding the acceptable limits. Similarly, it has been observed that as sample size increases for the same missing data rate, model fit decreases. So, it is understood that the use of listwise deletion can cause serious problems when the investigations made within the scope of both CTT and IRT are evaluated. It seems that the widespread view that missing data at a ratio of %2 is tolerable, even though it has MCAR pattern, has not been confirmed for both simulated and real data sets. In other words, it can be said that tolerable missing data rate should be below %2. It can be pointed out that the rate of %5 stated by Schafer (1997) and the rate of %10 stated by Hair et al., (2006) are very high. Therefore, in order to be able to analyze data sets containing %2 or more missing data, data collection should be continued until the size of the previously planned sample is reached. In the cases where data collection is not possible, instead of listwise deletion, regression imputation or EM algorithm given in this study, multiple imputation techniques can be preferred, which are determined to be effective even when %10 of data was missing (Doğanay Erdoğan, 2012) .
In this study, the cases that the data had MCAR pattern were modeled. In future research, the effectiveness of missing data techniques can be explored through MAR and MNAR data patterns. Considering that the number of missing data techniques and the way in which they are implemented change over time, it can be suggested that similar investigations can be performed using different techniques.
In this study, model fit is examined over χ 2 /sd rate within the scope of IRT. It may be considered to repeat the study taking other indicators of fit (G 2 , -2LL, standardized residuals, test characteristic curves) into consideration. In addition, within the scope of IRT, there is a need to examine missing data techniques on data sets which have multidimensional models and complex structures.
