Abstract
Introduction
Parallel computation will play an increasingly important role in many areas of computer systems. As it becomes popular, customers will demand more efficient execution of parallel programs. Code optimization is crucial to achieving good performance of parallel computation. A number of code optimizations have been studied and used for parallel language compilers.
These optimizations are required to be correct and effective in all circumstances, in the sense that they do not change the functional behaviors of their original programs and the optimized programs can perform the behaviors faster than the original ones. However, most existing code optimizations are described in ad hoc fashions. It is difficult to predict what the application of such optimizations will generate. A few techniques have been formally given but they are isolated from other optimization techniques. As a result, we cannot often understand whether a combination of more than one optimization is valid or not. Therefore, we need a formal and common way to analyze optimized programs of parallel programming languages.
The final goal of this work is to construct a theoretical framework for verifying and deriving various optimizations for parallel programs. As the first step in developing such a framework, this paper addresses several optimizations to minimize the overheads of synchronizations and communications among parallel processes, in particular optimizations to reduce synchronization time.
1 This is because these optimizations are very effective for parallel programs. The cost of synchronization goes far beyond just the operations that manipulate data structures in programs, and a processor may often have to wait for other processors to reach the same synchronization point. The framework presented in this paper is characterized among other existing works by having the ability to quantitatively analyze the temporal costs of synchronizations among parallel programs. On the other hand, it may not always be suitable for formulating other optimization techniques, for example redundancy elimination and lock elimination. We believe that such techniques should be analyzed by means of other methods, for example data dependence analysis and control flow analysis.
Organization of this paper:
In the next section we briefly present our basic ideas concerning the formalization of optimizations. In Section 3 we define an extended process calculus and in Section 4 formulate an algebraic order relation as justification for optimized programs. In Section 5 we formalize several optimization techniques as a rewriting system that consists of transformation rules between programs and their optimized ones. In Section 6 we compare related work and in the final section we give some concluding remarks and mention future work.
Preliminaries
The framework presented in this paper consists of a specification language, algebraic semantics for optimized programs, and compositional optimizing transformations of programs. The goal of this paper is to provide a suitable framework for verifying and deriving optimizations to reduce the cost of synchronizations among parallel programs and to parallelize sequential programs.
Specification Language
The language is given as an extended process calculus with the following constructors. This is because process calculi provide a well-founded basis for analyzing parallel computation. The other constructions of this calculus are basically inherited from those of existing process calculi, for example π-calculus [13] , CCS [11] , and CSP [5] .
Specifying Commutativity in Program
A program often contains commutable pieces of code, that generate the same result regardless of the order in which they execute. Such commutable code plays an important role in many optimization techniques. Therefore, we introduce a special constructor to specify commutable subprograms, written as ⊗. For example P 1 ⊗ P 2 means that the order of execution is either P 1 followed by P 2 or P 2 followed by P 1 , nondeterministically. This constructor is not used as an imperative constructor of programming languages. P 1 ⊗ P 2 is just a specification that denotes P 1 and P 2 to be commutable subprograms in a sequential program. It is worth mentioning that this framework does not intend to detect such commutable pieces in a program, because they should be analyzed by other methods, for example data dependency analysis and control flow analysis.
Specifying Conditional Branch in Program
We also introduce a nondeterministic choice operator, written as ⊕. This, like ⊗, is not just a program but is intended to specify various nondeterministic properties in programs. P 1 ⊕ P 2 behaves like either P 1 or P 2 nondeterministically. By using this operator, we thereby specify conditional branch in a program, for example an if-then-else statement or a while-loop statement whose choices cannot be predicted exactly by using other analysis methods.
Specifying Temporal Cost of Computation
In order to analyze optimizations for reducing computation time and synchronization time, the language needs to be quantitatively specify the temporal costs of computation and synchronization. We introduce a new prefix operator to express various execution costs. This suspends a program for a specified period, written as t , where t is the amount of the suspension. For instance, t ; P represents a program which is idle for t time units and then behaves as P . By using this operator, we can quantitatively reflect various execution costs of real computation on the specification of the computation. Instead, we assume that all communications take no time. We also assume that a program having a possible communication action is blocked until another program becomes ready to communicate with it. This assumption enables us to predict the temporal costs of synchronization exactly. Synchronization cost is modeled as the amount of the blocking time.
Algebraic Semantics on Optimization
We formulate an algebraic order relation, called optimization order relation, to verify the correctness and temporal effectiveness of optimizations. It orders two programs presented as expressions of the specification language, with respect to their execution speeds, using the symbol > ∼ . For example, P 1 > ∼ P 2 means that program P 2 is more optimized than program P 1 , in the sense that P 1 and P 2 have the same functional behaviors and P 2 can perform them faster than P 1 . By using this order relation, we can prove whether an optimized program satisfies the following two properties:
correctness: the functional result of an optimized program is not different from that of its original one, and effectiveness: the performance of the optimized program is faster than that of the original one in all circumstances.
Optimizing Transformation
A code optimization can be simplified to finding code that is behaviorally equivalent and can be executed faster than the original code. We thereby formalize code optimizations as transformations from programs into their optimized ones. The transformations are given in the form of inference rules for programs described in the calculus. The assumption of each inference rule specifies the condition under which its optimization can be applied, and its conclusion reflects the effect of applying of the optimization to a program satisfying the condition. A series of applications of the rules to a program is regarded as a process of optimizing the program in real optimizing compilers. Since the central notion of the rules is based on the optimization order relation, the correctness and effectiveness of optimized programs from the rules can be ensured in any context.
Specification Language
This language is formulated based on time extended process calculi studied in [20, 23] . This section defines the syntax and the semantics of the calculus.
Syntax
Definition 3.1 Let T be the set of time values ranged over by t,t 1 ,t 2 ,. . .. It has the following operation:
Hereafter, we assume T to be the set of positive natural numbers including 0. Next, we define symbols to present the events of processes.
Definition 3.2
• Let A be an infinite set of names denoting communication actions. Its elements are denoted as a,b,. . .
• Let A be an infinite set of co-names. Its elements are denoted as a,b,. . ., where a is the complementary action of a.
• Let L ≡ A ∪ A be a set of communication action names. Elements of the set are written as , , . . ..
• Let τ denote a handshake communication. It is considered to be unobservable from outside environments.
• Let √ denote a program termination.
• Let Act ≡ L∪{τ } be the set of operational actions. Its elements are denoted as α,β,. . ..
Definition 3.3
The set P of expressions of the calculus, ranged over by P, P 1 , P 2 , . . . is defined recursively by the following abstract syntax:
where t is an element of T . A is a process variable and is always used in the form A def = P . We assume that in A def = P , P is always closed, and each occurrence of A in P is only within some subexpressions, (π); A where π is not empty. In ( 1 | . . . | n ), 1 , . . . , n are distinct and we denote (π) as () when π is empty. When P is of the form
. We describe an empty element of L(P ) as .
The intuitive meanings of some basic expressions in the calculus are as follows:
• 0 represents a terminated program.
• ( 1 | 2 ); P represents that a process performs either 1 followed by 2 and then P , or 2 followed by 2 and then P .
• P 1 ; P 2 denotes the sequential composition of two program P 1 and P 2 . If the execution of P 1 terminates then the execution of P 2 follows that of P 1 .
• P 1 P 2 expresses that P 1 and P 2 can execute in parallel. Note that P 1 does not contain all the communication actions included in P 2 , and vice versa.
• A def = P has a process identifier A and occurrences of A in expressions are interpreted as P .
• P 1 ⊕ P 2 behaves like either P 1 or P 2 nondeterministically.
• P 1 ⊗ P 2 is either P 1 followed by P 2 or P 2 followed by P 1 nondeterministically. It shows that P 1 and P 2 are commutable programs.
• t is idle for t time units. For example, t ; P behaves like P after t time units. It is used for quantitatively specifying the execution time of an internal processing.
All communications in the calculus are assumed to be one-way synchronous communication. A program having a communication action must wait until another program becomes ready to communicate with it. Once both the partners of a communication are ready, they must perform the actions immediately. It is worth mentioning that the calculus is designed as just a specification language for describing code optimizations.
Operational Semantics
The operational semantics of the calculus is defined as two layers of labeled transition rules: behavioral transition, written as
and temporal transition, written as
The former transition defines the semantics of functional behaviors of programs. For example P µ −→ P means that P performs action µ and then behaves as P . The latter transition corresponds to the advance of time. For example, P 1 −→ P means that process P becomes P after one time unit. We assume that time passes at the same speed in all processes and all communication and internal actions are instantaneous. The definition of the semantics also uses a structural congruence (≡) over expressions in P as studied in [12] .
Definition 3.4 ≡ is defined as follows:
where we assume α-equivalence and syntactic equivalence are included in ≡. We abbreviate transitive closure of ≡ to ≡.
Definition 3.5
The calculus is a labeled transition system P,
The transition relation −→ is defined by two kinds of structural induction rules as given below:
where α ∈ Act and ∈ L. π is not empty.
is an empty symbol of P and α is an action in A.
Note that
√ is performed only at the termination of all parallel processes since α is not √ and P 1 ; P 2 , P 1 P 2 , and P 1 ⊕ P 2 do not have any √ transition.
Example 3.6
(1) a; 2 ; b represents a process which after receiving input action a is suspended for two time units and then can send output action b. (2) (a|b|c); P 1 is a process which has three possible input actions: a, b, and c. Even if it can perform the actions in any sequential order, it becomes P 1 . (3) a; b; P 2 specifies a process which can perform output action a and then behaves as b; P 2 . (4) (a|b|c); P 1 a; b; P 2 means that (a|b|c); P 1 and a; b; P 2 can execute in parallel. The transition relations given in Definition 3.5 do not distinguish between observable actions and unobservable ones. We define some transition relations due to the non-observability of τ .
Definition 3.7 Let
We study some essential properties of the semantics of the calculus.
The first property means that if a process has an executable communication or an internal action, it must perform the action immediately without imposing unnecessary idling. This assumption is the same as the notion of maximal progress shown in [20, 28] . It lets us measure the minimum cost in synchronization among parallel processes. The second means that time is deterministic in the sense that the passage of time does not interfere with any non-determinism.
Example 3.9
We show partial transitions of some basic expressions.
(1) We show a partial transition of communicating processes.
(a|b|c); P 1 a; b;
Moreover, we have Consider the case of 4 ; 2 ; b; 1 . 
Algebraic Semantics for Optimizations
This section formulates an algebraic order relation which is suitable for verifying the correctness and effectiveness of optimized programs. It is an extension of the concept of temporal bisimulation [20] with the ability to compare two processes with respect to their relative execution speeds.
where P 1 > ∼t P 2 if there exist some t-optimization prebisimulations such that (P 1 , P 2 ) ∈ R t . We call > ∼t toptimization order. We shall often abbreviate > ∼0 to > ∼ .
We briefly explain the above definition. R t is a family of relations indexed by a non-negative time value t. Intuitively, t is the relative difference between the time of P 1 and that of P 2 . P 1 > ∼t P 2 starts with a prebisimulation indexed by t (i.e., R t ) and can change t as the bisimulation proceeds only if t ≥ 0. Therefore, P 1 > ∼t P 2 means that P 2 precedes P 1 by t time units. We show several algebraic properties of the order relation below.
The informal meaning of P 1 > ∼0 P 2 is that program P 1 is less improved than program P 2 , in the sense that P 1 and P 2 have the same behaviors except for their internal computations, and P 2 can perform the behaviors faster than P 1 . On the other hand, an optimized program is required to perform the same behavioral properties as the original program but faster. The relation enables us tostrictly prove whether an optimized program and its original one can perform the same behaviors and whether the optimized program can perform them faster than the original one. Proposition 4.2 Let P, P 1 , P 2 , P 3 ∈ P and t 1 , t 2 ∈ T . Then (1) P > ∼ P (2) If P 1 > ∼t1 P 2 and P 2 > ∼t2 P 3 then P 1 > ∼t1+t2 P 3 .
We can directly obtain that P > ∼ P , and if P 1 > ∼ P 2 and P 2 > ∼ P 3 then P 1 > ∼ P 3 . Hence, > ∼ is a preorder relation. The following proposition means that > ∼ is preserved by all the constructors of the calculus.
Theorem 4.4
Let P, P 1 , P 2 ∈ P and t 1 , t 2 ∈ T . Then (1) If P 1 > ∼ P 2 then P 1 ; P > ∼ P 2 ; P , P ; P 1 > ∼ P ; P 2 , and P P 1 > ∼ P P 2 (2) If P 1 > ∼ P and P 2 > ∼ P then P 1 ⊕ P 2 > ∼ P and P 1 ⊗ P 2 > ∼ P ; P (3) If P > ∼ P 1 and P > ∼ P 1 then P > ∼ P 1 ⊕ P 2 and
The above properties are important in constructing optimizing compilers, because they assert that the substitution of an optimized program for the original program can still be an improvement in any context. For example, a program can always be replaced by an optimized one of it in any context without changing any functional behaviors of the original program and the optimized one can perform the behaviors as fast as or faster than the original one. Therefore, the correctness and effectiveness of a compound optimization, which consists of more than one code optimization written in our language, can be guaranteed.
To prove the properties, we need to introduce the concept of confluent processes as studied by Milner and Tofts [11, 26] .
2 Indeed all the processes in P are confluent because when they have any two possible actions, the occurrence of one will never preclude the other. That is, if a process has several possible actions, the processes derived by any sequences of the actions or the passage of time are properly related through > ∼ .
On the other hand, this means that the calculus presented in this paper may not be able to express peculiar contexts that restrict the capability to execute a particular computation due to the passage of time or the other computation, for example timeout handling. This problem is originated from the semantics of the contexts instead of the calculus and the order relation.
Optimizing Transformation
The optimization order relation presented in the previous section provides a suitable method for verifying the correctness and effectiveness of optimized programs. This section constructs a general method for deriving optimized programs written in parallel programming languages. An optimization can be regarded as a program transformation. It transforms program code into better code which has the same behaviors as the original code and can perform them faster than the original one. This section tries to formalize various code optimizations as a rewriting system which transforms a program into an optimized one of the program. The system is defined in the form of inference rules corresponding to code optimizations for programs presented as expressions of the calculus or the specification language. The purpose of this section is to introduce basic optimizing transformations for programs of parallel object oriented languages. To save space, we leave the full theoretical investigation of the transformations to our other paper [25] .
We first define basic optimizing transformation rules for syntactic constructions in the calculus. In the following rules, P 1 > = P 2 corresponds to the transformation of optimizing P 1 into P 2 .
Definition 5.1 < = -theory is given by the following inference rules:
where > = ⊆ P × P. P 1 ≡ P 2 is given in Definition 3.4. P 1 = P 2 is an equation given as an additional axioms and is reflexive, transitive, and symmetric.
The inequality above the horizontal line of each rule specifies the condition under which an optimization can be applied to a program, and the inequality below the line specifies the effect of applying the optimization to the program. For example, rule (5) means that if P 2 is an optimized program of P 1 , then the sequential composition P 2 ; P is still an optimized program of P 1 ; P .
It is worth mentioning the openness of the framework. A new optimization technique can easily be implemented by introducing the transformation rule corresponding to the technique. Hereafter we establish some derivations of < = -theory in order to treat specific optimization techniques. We define notations for such derivations. Let F , F , . . . range over < = -theory with some additional axioms and rules. We denote F P 1 > = P 2 if P 1 > = P 2 is provable in F . We often denote P 1 > = P 2 if the concerned theory is obvious from the context. Given a set of axioms and rules, written as A i , a family of < = -theories, written as F + A i , is the result of adding inequations as axioms to F . We denote < = -theory with no additional axioms or rules as F 0 . Definition 5.2 A 0 is given as the following axioms and rules:
where t, t 1 , t 2 ∈ T such that t > 0.
F 0 + A 0 -theory provides a general rewriting system which can optimize programs of many parallel languages. This is because F 0 + A 0 consists only of optimizing transformation rules which are satisfied independently of the fashion of interactions among parallel programs, for example synchronous communication, asynchronous communication, and shared variables. The remainder of this section addresses several peculiar optimizations for parallel programs. They are formulated as supplementary transformation rules of < = -theory. For example, when interaction among parallel programs is assumed to be via one-way synchronous communication, we have the following equations: Definition 5.3 A 1 is given as the following axioms and rules:
where i = j .
From A 1 , we directly obtain d ; ;
Definition 5.4 F 1 -theory is given by adding the following rules to F 0 . The two rules decide how computative programs are optimized. The left program, ((P 1 ; ; P 2 ) ⊗ P 3 ), has computative subprograms. This means that P 1 ; ; P 2 and P 3 are commutable programs in a parallel program.
After performing program P 1 , the former performs action and then behaves as P 2 and the latter behaves as P 3 . On the other hand, the right program, P 4 ; ; P 5 , may still execute program P 4 before performing . The first rule means that when (P 3 ; P 1 P 4 ); (P 2 P 5 ) is faster than (P 1 P 4 ); (P 2 ; P 3 P 5 ), (P 1 ; ; P 2 ) ⊗ P 3 should be optimized as program P 3 ; P 1 ; ; P 2 . The second rule means that when (P 1 P 4 ); (P 2 ; P 3 P 5 ) is faster than (P 3 ; P 1 P 4 ); (P 2 P 5 ), (P 1 ; ; P 2 ) ⊗ P 3 should be optimized as program P 1 ; ; P 2 ; P 3 . These rules are practical for optimizing programs of parallel languages because they can drastically reduce the temporal cost of synchronizations among parallel programs.
One of the most effective optimizations for parallel computation is to parallelize sequential programs. Although this framework does not intend to extract independent pieces which can be performed concurrently, form a program, it can formalize parallelizing optimizations as transformation rules as follows: Definition 5.5 F 2 -theory is given by adding the following rules to F 1 .
The above rules seem to be restricted because they are designed for rules which are valid at various interprocess communication settings. However, we can get some more practical rules to parallelize sequential processes when communications among parallel processes can be restricted to within peculiar fashions, for example remote procedure call and object oriented computation. We show that the transformation rules presented in this section are sound on the optimization order relation, > ∼ .
This result is important because the rules can be used as correctness-and effectiveness-preserving transformations, in the sense of the optimization order relation studied in the previous section. Consequently, we can ensure that all the programs derived from the rules of < = -theory are more optimized than their original ones.
Unfortunately, we cannot obtain the completeness of < = -theory.
Example 5. 7 We show how to optimize parallel programs by using these optimizing transformations. Consider two parallel programs. They are specified as follows:
( ( The right program is an optimized of program (( 1 ; a; 2 ; b) ⊗ 4 ) 3 ; a; 5 ; b; 6 ; c. It is worth mentioning that a series of applying the transformation rules can be regarded as an automatic derivation of optimized programs in optimizing compilers.
Remark
The reader may wonder why we restrict our attention to a few conservative optimization techniques in this paper. The reason is that the framework aims to ensure the correctness and temporal effectiveness of all the programs derived from the rules. However, the framework has the potential to cope with various optimization techniques by adding transformation rules corresponding to the techniques. To optimize more comprehensive expressions, it is necessary to construct an aggressive framework which can analyze runtime properties of programs but is not always sound.
Related Work
We briefly survey related work. A number of code optimization techniques have been studied and used for parallel programming language compilers. However, the specification and verification of optimizations have not been well advanced. Serval researchers have explored formal frameworks for verifying the correctness and effectiveness of compiler optimization techniques, for example [4, 6, 8, 10, 18] . However, most of them have been essentially designed for sequential programming languages. A few frameworks have the ability to reason about optimizations techniques for parallel languages. Nielsen in [16] studied a control flow analysis for Concurrent ML. It can predict the communication topology of programs presented as terms of a process calculus and a type system. Wand in [27] explored the semantics of a parallel functional language which is applicable to the verification of compiler correctness. The framework presented in this paper is unique among existing related works in having the ability to quantitatively analyze temporal effectiveness of optimizations for parallel programs. The author in [21] proposed a framework to define semantics for parallel programming languages. The framework is characterized by specifying temporal semantics of programs including execution time but can not verify the temporal effectiveness of code optimizations for parallel programming languages. Also, the author in [24] proposed a process calculus to specify and verify optimized programs written by using object oriented languages. Unfortunately, it is essentially dependent on some peculiar features of object orientation and thus is not available in formalizing arbitrary parallel programming languages, unlike the framework presented in this paper.
In the literature of process calculi. There have indeed been many time extended process calculi, for example [3, 20, 28] . Most of the calculi have been equipped with time-sensitive equivalence relations which equate two processes only when they are behaviorally and temporally equivalent. But only a few of them provide a method to compare temporal costs of parallel systems, for example [7, 15, 23] . Moller and Tofts in [15] and Jenner and Vogler in [7] proposed preorder relations over parallel processes with respect to their relative speeds. However, unlike ours, the semantics of the relations assumes to permit an executable communication to be suspended for arbitrary periods of time, and thus cannot exactly predict the synchronization time of parallel programs. In [23] the author studied a speed sensitive order relation but the relation is designed for verifying asynchronously communicating processes. Arun-Kumar and Hennessy [1] , Chen and Gorrieri in [2] , and Natarajan and Cleaveland in [14] proposed approaches to relate processes according to the number of necessary internal actions. However, they do not take the cost of synchronization into consideration and thus are not available in analyzing optimizations for parallel programs.
Conclusion
This paper proposed a theoretical framework for verifying and deriving optimized parallel programs. The framework consists of a specification language, an algebraic order relation, and optimizing transformation rules. The language is formulated as an extended process calculus. The relation can state as an optimized program has the same behaviors as the original one, and the optimized program can perform the behaviors faster than the original one. We also formalized several code optimizations as transformation rules between a program and its optimized one. The advantage of the transformation rules is that the correctness and effectiveness of optimized programs derived from the rules can always be ensured.
There are many issues in this paper that we leave for future work. One of the most important issues is to apply this framework to various code optimizations used in real compilers for parallel programming languages. Also, the framework intentionally makes minimal assumptions about the runtime environment of programs. However, there are many optimization techniques that closely depend on computer architecture, task scheduling policy, and machine instruction. We plan to study the formalization of machine-specific and resource-aware optimizations in future. The calculus presented in this paper consists of only the minimal constructors. The author in [21] developed a technique for defining the functional and temporal semantics of enriched parallel object-oriented languages. We plan to introduce that technique into this framework in order to analyze programs written conventional programming languages, for example FORTRAN and C. Moreover, type systems often enable a program to be optimized well. We are interested in introducing typebased approaches to this framework. In particular, some researchers have recently studied type theories for behaviors of processes, for example [9, 17, 19] . Their approaches allow this framework to formalize more optimization techniques. A series of applications of the transformation rules can be regarded as an automatic derivation of optimized programs in optimizing compilers. We believe that this framework can give theoretical and practical benefits to the design and implementation of real optimizing compilers for parallel programming languages.
