Abstract
Introduction

39
In any population we observe great diversity in phenotypes and life courses 40 among individuals (Tuljapurkar et al., 2009; .
41
How such diversity is generated, how it has evolved and how maintained is of Here we focus on the sensitivity of population entropy to the under- entropy to the sensitivity of the population growth rate, λ. This latter sensi-120 tivity to λ is linked to the evolutionary forces acting on these transition prob-121 abilities, because population growth rate quantifies fitness (Caswell, 2001 to be transformed into a Markov chain before we can estimate the popula-
Population entropy and Matrix of a Markov chain
When the population is ergodic (actually, irreducible and aperiodic) there is a stationary (or equivalently, equilibrium) frequency distribution over the possible stages: a vector w whose elements w i are the frequencies of stages i = 1, . . . , s. A stage's equilibrium frequency also equals the fraction of times that an individual is expected to be in that stage, if we make many repeated observations. Population entropy H(P) quantifies the diversity in individual trajectories described by the Markov chain:
= −e T (P • log(P)) w.
Here P is a matrix of the Markov chain transition probabilities p ij , with wise so that for matrices P, log(P) of equal size with elements p ij , log(p ij )
147
respectively the matrix P • log(P) is of same size and has ij element equal 148 to p ij log(p ij ).
149
We start with deriving sensitivities for an ergodic chain (irreducible,
non-absorbing), by asking what happens if we make a small change in the 151 transition probabilities so that P becomes P + B (for small positive ).
152
Throughout this paper, we consider only perturbations that leave unchanged 153 the signature of the Markov chain: i.e., whenever p ij = 0 we keep b ij = 0.
154
Then the population entropy must change from H(P) to say H(P) + H 1 .
155
Then H 1 is the sensitivity of the population entropy. We obtain here an 156 exact analytical expression for this sensitivity.
that has at least one "absorbing" stage. 
Changing Transition Probabilities
174
The starting point is a population described by a matrix P of transition 175 probabilities; we assume the chain is irreducible and aperiodic, hence ergodic.
176
An ergodic population is characterized by its asymptotic dynamics being 177 independent of the starting conditions. Here, we are mainly interested in such 178 ergodicity since our focus is on revealing underlying processes, i.e. the drivers 179 of diversity in life courses, than on initial conditions a population starts at.
180
For such ergodic models the stationary frequency is an right eigenvector,
181
P w = w. Transition probabilities out of each stage sum to unity, so e T P = 182 e T . We compute the fundamental matrix, which has also been described as 183 the stage duration matrix .
where I is the identity matrix, and −1 indicates the inverse of the function.
185
Now perturb the transition probabilities to P+ B, so that transition 186 probability p ij changes to p ij + b ij . Clearly we must have 187 e T B = 0 T , i.e., the perturbations balance each other and columns sum to zero.
This means that changes in the transition probabilities are necessarily con- 
The more involved expression for y 2 is found in Kato (1966 
Here H 1 is the sensitivity to the population entropy we seek. "alive") stages. The transition probability matrix must have the form
with absorption (death) probabilities given by the elements µ i of vector µ:
Matrix Q, describes the transition probabilities among the life stages,
218
summing over the columns of Q gives the survival probability of each stage.
219
Conditional on non-absorption (i.e., being alive), the transition probabilities 220 among the (s−1) transient stages (Darroch and Seneta, 1967) are the entries
where 0 < ρ < 1 is the dominant eigenvalue of Q, v with elements v i is the corresponding left eigenvector,
and the diagonal matrix
The ij element of matrix R is v i q ij /(ρv j ); clearly, the columns of R sum to 
229
We can measure the diversification of individual trajectories with increasing age while they are still alive by the population entropy of the conditional process (see Appendix),
Perturbing an Absorbing Chain
230
We now want the effect on the population entropy of small changes in the respectively. Here we give explicit formulas to compute these changes and in 235 the next subsection show how these are used to compute the sensitivity of 236 entropy we seek.
237
Recalling that (v T w) = 1, we have the well-known (see e.g., Caswell
We define two new matrices:
Then we have (see Appendix) the less well-known results,
The interpretation of y in (17) is similar to the one in equation (5), 
244
Sensitivity of Entropy for an Absorbing Chain
245
The last step is to compute the difference between the entropy of the per-246 turbed chain (H(Q)) and the original chain,
The sensitivity H 1 is given (see Appendix) by
[(
Illustrative example sensitivity of population (see also equation (4)). We call these sensitivities integrated sensitivities fol- 
344
In Table 4 we show results for the integrated sensitivities of pop-345 ulation entropy for the Thick-billed Murre example. Table 5 shows the (Table 4) .
359
These integrated sensitivities of population entropy are distinct from We thank Hal Caswell and Troy Day for helpful comments on an early draft. The perturbation of the entropy in (1) uses the expansion
Keeping terms to O( ) yield three terms (omitting the summations over i and j),
Recall that i b ij = 0 for every j to see that the first term is zero, leaving The entropy is defined by the middle line of (13). Insert (12) to obtain
Now use the facts j q ij w j = ρw i , i v i q ij = ρv j to see that the two middle 490 terms cancel, and to see that the last term (with sums) is just log ρ. This 491 yields the last line of equation (13).
492
A.2.2 Perturbing Eigenvectors
493
We derive (17); proceed similarly to get (18). Now the perturbed right eigenvector of Q satisfies the usual equation (Q + B) (w + y) = (ρ + ν) (w + y).
The order terms here are:
Now note that w v T is a matrix that projects any vector onto w.
When we perturb the matrix Q, the change y must be orthogonal to w (otherwise we are just making a proportional change in every matrix element).
Hence we must have
Using these facts, multiply all terms of (A-21) by matrix D1 to get, first,
and then
Using the inverse of the matrix on the right (guaranteed to exist because ρ 495 is the dominant eigenvalue) leads to (17).
496
A.2.3 Sensitivity of Entropy
497
We examine separately the two terms of (13) and find perturbations to order . The first term changes to
The second term of (13) has the form 1 ρ F, say, where F stands for the double sum.
498
Now (much as in Section A.1) the perturbation of the double sum in (13) is
Thus the effect of the perturbation on the second term of (13) is to
So the total perturbation is
Using (13) to express F/ρ in terms of the entropy H(Q) yields (20).
499
A.3 Transforming projection matrix to Markov chain 500
To transform a population projection model into a Markov chain, we follow
501
Tuljapurkar's approach (Tuljapurkar, 1982) . Note, Tuljapurkar's projection 502 matrix describes transitions from row to column, whereas our matrix P de-
503
scribes transitions from columns to rows, hence the transformation for our 504 matrix is as follows:
with P M being the Markov chain ( The entropy of this chain is just H = log s (see also Tuljapurkar et al. (2009) ).
516
The chain's fundamental matrix (see (3)) is just Z = I, which means that 517 when we perturb the chain to P + B the eigenvector w becomes (see (5)) 518 just w + y with y = Bw. The second-order perturbation of w is zero (i.e., 519 y 2 = 0).
520
The sensitivity of this chain is zero! To see that this is true in our equations, observe that in (9) we have
where E is a matrix with all elements equal 1. Hence both terms in H 1 (9) 521 are proportional to e T B -but this has to be zero for any possible perturba- Thus perturbing a maximum entropy chain with transition matrix P by the constrained matrix B always yields a reduced entropy 
577
The data only included birds that recruited as breeders (or attempted 578 breeders) to the colony, we therefore adjusted the immature survival for the 579 population projection model using a previously described estimate of 40.5% 580 of fledglings survival to age three, the age when many individuals started to 581 recruit as breeders (Gaston et al., 1994) . This resulted in an annual imma- 
