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Abstract
The utilization of synchronous machines in electric power systems as cen-
tral generators and in electric drive applications as high-performance motors
makes their modeling, simulation, state estimation, and analysis important
in many scenarios; however, the multiple time-scale nature of the associated
dynamic model, coupled with the presence of noise, complicates traditional
methods.
We approach the problem in this work through dimensional reduction in
nonlinear filtering. This can be understood as a combination of filtering
and averaging. Recent advances in the development of particle filters are
applied to the Single Machine Infinite Bus (SMIB) seven dimensional model
of a synchronous generator and to the specific problem of a line contingency.
Excellent system tracking coupled with significant computational savings are
achieved.
In addition to system tracking, the traditional deterministic methods cur-
rently used in industry to quantify system stability are looked at from a
Random Dynamical Systems (RDS) perspective. The maximal Lyapunov
exponent (MLE) for a two dimensional model of a synchronous generator is
calculated analytically to account for multiple white noise forcing elements.
The “real” or colored noise case is also considered and an analytic expression
derived.
Further, the presence of resonant zones and their stability for a two di-
mensional swing model is established. The stability of these zones is looked
at from the Large Deviations perspective and is facilitated through an un-
derstanding of the Mean Exit Time. Numerical procedures are developed to
calculate the Most Probable Exit Path along which; rare, long time transi-
tions take place.
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Modern day power grids have grown from relatively isolated generating cen-
ters serving dense population concentrations to highly interconnected grids
traversing the expanse of vast geopolitical boundaries. Large scale grids
evolved like many booming cities in the early twentieth century: without a
concerted planning effort. This growth largely occurred in a piecemeal man-
ner without the theoretical and logistical know-how that exists today and
that has only gained a sound basis in recent years. Issues such as security,
stability, and efficiency, together with the technical capabilities to effectively
address each, have reached a level of understanding that could not have been
predicted by even the brightest minds at the turn of the twentieth century.
With the natural increase in populations and the inherent complexities in-
volved in catering to a growing number of consumers, both domestic and
commercial, the task of efficiently and safely providing power has scaled
commensurately with regard to this complexity. Dynamic analysis and mod-
eling of the grid is a complicated task; hence, methods which capture the
richness of the network dynamics accurately while simplifying the inherent
complexity are in great demand.
The large-scale interconnected electric power system has been described
as the most complex system ever designed and constructed by humans. The
National Academy of Engineering report titled “A Century of Innovation:
Twenty Engineering Achievements That Transformed Our Lives”, listed elec-
trification as the most important engineering achievement in that time pe-
riod [1]. In North America (US, Canada, and portions of Mexico), this power
system (often called “the grid”) is essentially divided in four sections: The
Western Interconnection, the Eastern Interconnection, the ERCOT Intercon-
nection, and the Quebec Interconnection as shown in Figure 1.1. The North






Figure 1.1: NERC Interconnections of North America [2]
bulk power system reliability, and is sub-divided into eight regional entities
as shown in the four sections.
The separation into four sections has arisen over the years because of var-
ious political, geographical and technical issues. These four sections operate
almost as four independent power systems although there are some intercon-
nections between the four. The key word here is “operate”. Each section
contains hundreds to thousands of generating stations, millions of individual
loads, and thousands of interconnecting lines and interchange points. Each
of the four sections contains a vast Supervisory Control and Data Acquisi-
tion (SCADA) network. This SCADA network includes very large numbers
of sensors, communication networks, computers, and human beings that at-
tempt to monitor the status of the grid and manage the delivery of electric
power to the loads at the most economical price possible within constraints
of security and reliability.
The United States power grid has a capacity factor of approximately 45%
meaning that the built capacity more than doubles the annual consumption
[3]. Due to the difficulty in storing electricity, the capacity at any given time
must be continuously metered out to match the demand and as such the grid
must possess enough capacity at all times. This is typically done through
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forecasts or expectations of demand profiles through various times of the year,
right down to specific times of day. A number of control centers in charge of
scheduling the switching of generators have the task of ensuring efficient and
sufficient capacity is present in the grid at any one point in time. Depending
on the geographic region or “jurisdiction” that the respective control area is
responsible for the capacity will be allocated accordingly.
On the supervisory side of this network, the data measured and sent to
system operators provides input for situational awareness that is a key com-
ponent in ensuring the survival of disturbances and outages (called contingen-
cies) created by natural and man-made causes (lightning storms, accidents
etc.). One initial step in this process is the State Estimation solution -
a computer software calculation that uses both measurements and model
parameters to give a “best estimate” of the current state of the grid. The
second step in this process is the Security Analysis solution - a calculation
that uses a mathematical model to predict what would happen if an outage
occurred. On the control side of the network, the system operators need to
make adjustments to parameters in the grid to maintain acceptable service
conditions and to avoid outages due to overloads. In addition, Indepen-
dent System Operators (ISOs) must also provide control signals for the best
economic dispatch of generating stations, that is, ensuring supply meets de-
mands while cost of production is minimized and certain capacity constraints
are satisfied. These supervisory and control functions also extend across each
of the four sections to ensure that all of the section grid operators are aware
of the grid status and condition. The concept of System Security and the
different Operating States was introduced in the early years to indicate the
condition of a power system. The concept is illustrated in Figure 1.2 below.
One goal of the research discussed in this work is to use measured data di-
rectly to quantify the health of the grid. Another goal is to use the measured
data to improve situational awareness and to improve model quality.
Loss of power, primarily via heat dissipation caused by larger currents,
occurs over transmission wires that limit the capacity of a grid. The capacity
of a wire can be increased by increasing voltages and reducing the current
carried through the wire (reduces heat and therefore losses). The kind of
fault that we consider in Chapter 2 occurs when a line sags due to over-
voltages that can cause a transmission wire to sag due to heating. If the line
hits a tree we have a short circuit and a situation that could lead to voltage
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Figure 1.2: Power System Operating States [4]
collapse if the fault is not detected and isolated in a reasonable amount of
time.
Power outages affecting immense swathes of the population in various
countries around the world are a product of many factors; most grids have
sprouted rather spontaneously and grown at a rate proportional to that of
population and globalization. Large scale outage and financial loss happen
when the stable operating point is impinged upon due to: (i) drastic increases
in demand over and above capacity, (ii) mechanical system damage to any of
a number of key installed components in the grid infrastructure (generators,
transformers, lines, etc.), (iii) destabilizing factors leading to asynchronous
operation of generators, etc.
It has been shown by bodies like the joint Electric Power Research Insti-
tute (EPRI) and the U.S. Department of Defense (DOD) that a grid can
be operated close to the boundary of stability, essentially meaning that the
maximum resources can be extracted from the grid if the grid is kept within
”safe operating” bounds and faults are aptly detected and nullified.
Good visualization techniques are a major challenge for accurate and useful
situational awareness. Computer analysis often results in numbers that must
be examined by operators quickly and effectively. Efforts to “repackage”
traditional engineering analysis numbers have made great progress in recent
years. Animation and color contouring of technical data such as voltage
profiles, line loadings, and the cost of electricity have moved this technology
into wall screens of control centers and operator displays (see Figure 1.3).
4
Figure 1.3: Control Center at ISO New England
Typically the power grid is divided into three main components:
1.) Generation - Large scale power generation occurs in a centralized
manner wherein any of the major generation methods such as coal, nuclear,
hydro, wind, solar, and natural gas plants are constructed far from popula-
tion centers and distribute the generated power accordingly. On the other
hand much smaller scale generation occurs at the consumption end where
consumers often utilize on-site solar, back-up gas powered generation etc.
These days the option exists for the decentralized forms of generation to ac-
tually contribute to the large-scale grid itself, yet another layer of complexity
being intricately woven into power grid dynamics.
2.) Transmission and Distribution - Getting the power generated out to
consumers in as efficient, safe, and reliable a manner as possible is the primary
goal of all major power utilities. This goal is achieved through a network of
long distance transmission lines, and step-up and step-down transformers at
substations that then send the power out to local commercial and residential
consumers.
3.) Consumption - Utilities cater to many different classes of consumers
from residential to industrial, with energy demands ranging from watt-hours
to tera-watt-hours and vastly varying wattage (rate of consumption) de-
mands depending on the industry and the appliances being used. Residential
consumers are commonly charged according to their net energy consump-
tion,Wt.hrs, while industrial customers often demand high rates of energy
consumption as well, Wts.
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The three main areas of dynamic analysis of the power grid are
1. Synchronous Machine and System Dynamics
2. System Governing and Generation Control
3. Energy Supply Dynamics and Control
The emphasis of study here will be on the first area, Synchronous Machine
and System Dynamics within a Random Dynamical Systems setting.
A feature of the grid that complicates dynamic analysis is the wide range
of time-scales of crucial short-term grid interactions. This implies that the
grid is never in an absolute steady state of operation. These interactions
include, for example, switching surges, governor and frequency control, and
boiler and long term dynamics, all of which take place between 10−5 and 103
seconds.
There are many areas of concern within the emergent power industry that
warrant enhanced dynamical systems analysis techniques; in addition, clas-
sical methods which may have presumed a lack of information are quickly
becoming outdated due to innovation within the field of sensor technology.
A novel measurement device known as a Phasor Measurement Unit (PMU)
which has the capability to provide high fidelity time-synchronized data of
key network variables (line current, voltage, and phase) at a high sampling
rate (up to 60 samples/second) is currently becoming a widespread feature of
the modern grid [5]. The data provided by PMUs offers the capability for bet-
ter state and parameter estimation techniques possibly leading to enhanced
system models of reduced complexity. The thrust, then, of dynamical sys-
tems analysis within the context of the power grid is to provide a better state
of situational awareness, with respect to overall system health and efficiency,
for system operators.
This research explores possible tools within the domain of Random Data
Driven Dynamical Systems, Stochastic Stability, Stochastic Averaging, and




Chapter 2 is dedicated to exploring the possibility of applying nonlinear
filtering techniques to a Single Machine Infinite Bus (SMIB) problem which
can be used as the base case problem when considering large scale power
grids. This is accomplished through the adaptation of nonlinear filtering and
particle methods that leverage the presence of time-scale separation within
the system. Time-scale separations in the presence of stable manifolds make
viable stochastic averaging methods that allow for effective model reduction
and increasingly efficient filtering algorithms.
In chapter 3 the classical swing equation, which is a two-degree-of-freedom
model is considered with random fluctuations present in both the load and
power supply. The simpler dynamic setting is chosen in the hopes of ex-
acting the precise relationship between noise intensity, system parameters
such as damping, and stability. Exact analytical expressions for the Maximal
Lyapunov Exponent (MLE) are calculated for white and colored noise.
Having quantified stability in an almost sure sense chapter 4 explores the
finer structure of the stable mode of operation for the swing machine model
in the context of extremely rare events that can cause instability. These are
discrete, very low probability events, and thus cannot be captured by the
Lyapunov exponent. A system can be asymptotically stable with probability
1 and yet, on a long enough time scale, will transition to instability in the
presence of noise - hence the term Large Deviation. In chapter 4 we consider
a six-degree-of-freedom grid interconnection comprising three synchronous
machines. With appropriate assumptions placed on the interconnection, the
model is reduced to a two-degree-of-freedom system and it is established
that the stable point of this system posesses stable resonant surfaces. The
primary concern of this chapter is quantifying the nature of escape from these
surfaces.
In chapter 5 we further elucidate on the nature of large deviations from a
domain of attraction and draw attention to the central quantities of concern
here, namely, the mean exit time, quasipotential, and the most probable exit
path. We conclude this chapter with a methodology for simulating most
probable transition paths between the stable point and any point in the
domain, with the critical point on the boundary as a special case.
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Chapter 2
Fault Analysis & State Estimation
2.1 Introduction
The utilization of synchronous machines in electric power systems as cen-
tral generators and in electric drive applications as high-performance motors
makes their modeling, simulation and analysis important in many scenarios.
In both of these applications, uncertainty in model parameters and model
inputs creates a need for estimating the dynamic trajectories which result
from disturbances or control changes. This is complicated by the fact that
when events do occur on the electrical grid, they can propagate at nearly the
speed of light and create cascading failures as evidenced by the blackout of
August 14, 2003 [6]. The multiple time-scale nature of the dynamic model
complicates traditional simulation methods. An effective scheme to estimate
the dynamic state of a multi-scale complex system in a simple manner is
presented in this chapter.
The approach to the problem presented here is through the dimensional
reduction in nonlinear filtering developed in [9,28,29]. In a nutshell, this can
be understood as a combination of filtering and averaging. Actual implemen-
tation of this scheme makes use of uniquely designed algorithms. The particle
filter (PF) algorithm is used for filtering and the heterogeneous multi-scale
method (HMM) for averaging. PF is a very general method for filtering
problems due to its wide applicability to nonlinear systems [7]. HMM is an
effective and useful algorithm for averaging in multi-scale dynamical systems
besides its various capabilities in other areas [8]. The goal for efficient esti-
mation is established via judicious use of these two computational schemes.
In the next section, the estimation problem of a two-axis model of a single
machine dynamic system with a terminal voltage observation is defined. Even
though it is a simplified model, a two-axis model has enough complexity: it is
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capable of demonstrating transient oscillatory behavior of exciters and both
the signal and observation are multi-scale in nature. Thus, a proper level of
abstraction is maintained through this study. A homogenized Zakai equation
is formulated within this multi-scale setting which becomes the main vehicle
for the reduction in the nonlinear filtering problem. Section 2.3 presents a
brief review of previous work which is a basis of this study. Dimensional
reduction for the system is achieved and the reduced filtering equation is
introduced. Finally in Section 2.6, the combined algorithm is used to solve
the estimation problem for synchronous machine dynamics in a multi-scale
setting.
2.2 Problem Statement
The dynamic equations for the two-axis model of a single machine dynamic
system connected to an infinite bus with the observation coming from a
terminal voltage [10] are given below.
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2.2.1 The Two-Axis Model









(t) = −E ′d(t) + (Xq −X ′q)Iq(t)
dδ
dt





(t) = TM − E ′d(t)Id(t)− E ′q(t)Iq(t)





















and the stator algebraic equations are
E ′d(t)−Vs sin(δ(t)− θvs)
− (Rs +Re)Id(t) + (X ′q +Xep)Iq(t) = 0
E ′q(t)−Vs cos(δ(t)− θvs)
− (Rs +Re)Iq(t)− (X ′d +Xep)Id(t) = 0
These algebraic equations can be combined with the dynamic model by solv-






= E ′d(t)−Vs sin(δ(t)−θvs) and Eq(t)
def




(Re +Rs) Ed(t) + (X ′q +Xep) Eq(t)
}
/∆
Iq(t) = {(Re +Rs) Eq(t)− (X ′d +Xep) Ed(t)} /∆
(2.2)








q, δ). In (2.1), all variables
are scaled, E ′q is the voltage proportional to field flux linkage, E
′
d is the
voltage proportional to damper winding flux linkage, Efd is the field voltage,
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Rf is called the rate feedback and the electromechanical pair is given by δ
and ω. VR is the exciter input and TM is the mechanical torque which is one
of the inputs for the system.
The above dynamic model has already been reduced to eliminate the very
fast stator/network dynamics due to the inductance and capacitance of trans-
mission lines and synchronous machine stator windings. As shown in [10] this
reduction has been done by using a two time-scale model reduction based on
singular perturbation and the resulting zero-order approximation of the in-
tegral manifold for the fast stator/network variables. As such, this model
can be thought of as a dynamic model where the instantaneous trajectories
of the voltages and currents have been “filtered” by the zero-order singular
perturbation.
2.2.2 The Terminal Voltage
The d and q axis components of the voltages and currents can be combined
into one complex number that will equal the steady-state phasors for the
network in sinusoidal steady state. This is brought up here because the latest
measurement technology, known as Phasor Measurement Units (PMUs), is
being introduced in a major way throughout the US interconnected power
grid. Sensors currently exist at a growing number of locations dispersed at
generating stations, at major network substations, and at loads. The voltage
at a terminal is taken as the observation
V̄t(t) = Vt(t)∠γ(t) (2.3)
which is composed of the magnitude
Vt(t) =
√













Vd(t) = ReId(t)−XepIq(t) + Vs sin(δ(t)− θvs)
Vq(t) = ReIq(t) +XepId(t) + Vs cos(δ(t)− θvs)
With modern GPS technology the operator will get instantaneous mea-
sured data of the system (currently partial) 60 times per second. The human
operators make judgments and decisions based on this data and traditional
analysis tools that utilize this data.
2.2.3 Multiscale Model with Uncertainty
Since T ′qo is small compared to other parameters, it is considered as a small
parameter, ε. Then the state variables can be divided into slow and fast
components. For notational convenience, the fast variable E ′d is labelled as
Z and the slow variable as X. To reflect the unmodeled dynamics and the
external noise, standard Wiener processes W xt ∈ R6 and W zt ∈ R are added
to the system. (A more detailed description of the system studied is given
in Section 2.6). Now the system (2.1) is rewritten as
Ẋε(t) = AXε(t) +R(Xε(t), Zε(t))
+ Cu+ ΣxẆx(t) (2.4a)
Żε(t) = −ε−1
(
Zε(t)− (Xq −X ′q)Iq(Xε(t), Zε(t))
)
+ ε−1/2 σzẆz(t) (2.4b)
where
Xε(t) = [E ′q
ε
(t) δ(t) ωε(t) Efd(t) Rf (t) VR(t)]
T
Zε(t) = E ′d
ε
(t)










0 0 1 0 0 0
0 0 − D
M
0 0 0



















































Note that M = 2H/ωs, SE(Efd) = 0.0039 exp(1.555Efd) and Σx is a co-


































for all ε ∈ (0, 1).
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Similarly, the observation can be written as
















and Bt represents a sensor noise.
Below a recursive formula for the conditional law of the coarse grain dy-
namics (slow variables) of the synchronous machine is developed. This is
accomplished for the multiscale Markov process generated by, Lε, with the
observation given by (2.6), using a Zakai equation framework.
2.2.4 The Zakai Equation
In the following, the basic idea of nonlinear filtering in a multi-scale envi-
ronment given in the previous section is introduced. First, let (Ω,F ,P) be
a probability space endowed with a filtration {Ft; t ≥ 0}. R6 × R-valued
processes (Xε, Zε) and an R2-valued observation processes Y ε given by (2.4)
and (2.6), respectively, are considered. The goal of a filtering problem is to
estimate the current state Xεt
def
= (Xεt , Z
ε
t ) based on the observation Y
ε up to
the current time t; i.e., on the basis of the sigma-algebra
Y εt
def
= σ{Y εs : 0 ≤ s ≤ t}
More precisely for each t, the conditional law of Xεt given Y
ε
t is to be deter-





Xεt ∈ Â|Y εt
}
for all Â ∈ B(R7) is what is required. When t is fixed, a variation of Bayes’
formula given in [11] can be used to obtain a conditional distribution. How-
ever, for on-line estimation where the observation is obtained continuously
and the estimation needs to be revised accordingly, a recursive formula for
πε,Xt is desirable. It is remarkable that this conditional measure can be ob-
tained recursively via nonlinear filtering equations. Among the several ver-
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sions of nonlinear filtering equations, the Zakai equation for the unnormalized
density is chosen because it is a linear SPDE (stochastic partial differential
equation) which is more easily amenable to the homogenization procedure.
For a more detailed description of nonlinear filtering equations, refer to [11].
The Zakai equation for the above system with the initial condition πε,X0 = px
is given as
duε(t, x, z) = L ∗ε u
ε(t, x, z)dt+ h(x, z)uε(t, x, z)dY εt
uε(0, x, z) = px
(2.7)
where L ∗ε is the adjoint operator of the Lε. The solution of the Zakai
equation, uε is an unnormalized density since it has the following relation







for Â ∈ B(R7). Note that the denominator is a normalizing constant.
2.3 Dimensional Reduction in Nonlinear Filtering
The claim here is to find a simpler version of (2.7) in such a way that the
problem of estimation could be effectively performed with less computational
effort. As mentioned in Section 3.1, when a system is evolving on widely
separated time scales, the idea of averaging to reduce the dimension of the
system can be applied. The challenge is to show how the reduction interacts
with filtering, i.e., to approximate the solution of the filtering problem for
the original system (2.4), (2.6) by the solution of the filtering problem of the
reduced system (2.8), (2.6). Here, a brief review of the theory behind the
dimensional reduction in nonlinear filtering is given.
2.3.1 Reduced Signal and Observation
In this section, a closed description of the slow variables is derived, i.e., the
evolution of slow variables can be represented in a self-contained way with-
out reference to fast variables. Consider the following multi-scale dynamical
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system:
Ẋε(t) = f(Xε(t), Zε(t)) + γ(Xε(t), Zε(t)) Ẇx(t),
Xε(0) = x ∈ Rn
Żε(t) = ε−1g(Xε(t), Zε(t)) + ε−1/2σ(Xε(t), Zε(t)) Ẇz(t),
Zε(0) = z ∈ Rm
where V (t) and W (t) are independent standard Brownian motions. The goal
is to show that the solution of the slow equation (Xε) is approximated by
the solution of the following equation
Ẋ0(t) = f̄(X0(t)) + γ̄(X0(t)) Ẇx(t), X
0(0) = x ∈ Rn









and µx(dz) is an invariant distribution of the fast variable Z
ε. The basic idea
is that the slow variables can be considered constant as the fast variables
approach invariant distribution. The theory of stochastic averaging [12–14]
shows that Xε → X0 in distribution as ε→ 0.
Applying stochastic averaging, the original system (2.4), (2.6) can be re-
duced to
Ẋ0(t) = AX0(t) + R̄(X0(t)) + Cu+ ΣxẆx(t)
Y 0(t) = h̄(X0(t)) + ΣyB(t)
(2.8)










2.3.2 Reduced Zakai equation
For the problem described, a reformulation of the filtering equation for the
slow variable Xεt is required. For each t ≥ 0, define the C([0, t];R2)-valued




s (ω) for all ω ∈ Ω and s ∈ [0, t]. The
point of filtering is that for each t ≥ 0 and ε ∈ [0, 1), there is a measurable
map
πεt : C([0, t];R2)→P(R6) (2.9)
such that for each t ≥ 0 and A ∈ B(R6), πεt (A;Y ε[0,t]) = P{Xεt ∈ A|Y εt }.












ε(t, x, z)dz dx
(2.10)
where uε(t, x, z) is the solution of the original Zakai equation (2.7). It is
worth while to note that (2.9) (and thus (2.10)) is still coupled with the
fast variable Zεt through X
ε
t . (See (2.4).) As mentioned previously, what is
needed here is a simpler description of the original Zakai equation (2.7), i.e.,
a recursive formula for a conditional law of the reduced signal X0t on the
basis of the sigma algebra Y εt . Note that the signal is estimated based on
the actual observation Y εt not on the reduced one Y
0
t which is usually not
known. For that purpose, first define
π0t : C([0, t];R2)→P(R6) (2.11)










where u0(t, x) is the solution of the reduced Zakai equation
du0(t, x) = L ∗0 u
0(t, x)dt+ h̄(x)u0(t, x)dY 0t
u0(0, x) = px
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The next step is to show that the map (2.11) can be used to obtain a good
estimation even with the actual observation Y ε[0,t]
1 as opposed to Y 0[0,t] as in









where v̄ε(t, x) is governed by the following stochastic PDE
dv̄ε(t, x) = L ∗0 v̄
ε(t, x)dt+ h̄(x)v̄ε(t, x)dY εt (2.13)
In fact, it is shown that (Theorem 2.3 in [29])
πεt (A;Y
ε
[0,t])→ π0t (A;Y ε[0,t]) in probability
as ε → 0. This implies that the reduced version of the filtering equation,
which gives the estimation of the slow state without referring to the fast one,
can be obtained for multi-scale dynamical systems. Note that v̄ε(t, x) is not
an optimal estimation and thus the above equation is not a Zakai equation.
The point here is that v̄ε(t, x) is sub-optimal but quite a good estimation for
a reduced setting.
2.4 Stability Analysis of Deterministic Power System
Machine Dynamics
The stability of the system given in (2.1) as the parameter Xep changes is
investigated. This parameter Xep will be used in the next section where
a contingency - a part of transmission lines is cut off during power system
operations - is considered as a test-bed case for this scheme. To determine
in which range the parameter resides, stability analysis is performed.
As Fig. 2.1 shows, the system is stable until Xep < 0.47 after which it
becomes unstable as a pair of eigenvalues crosses the imaginary axis. A
subcritical Hopf bifurcation occurs at Xep = 0.47, where circles represent
the maximum amplitude of unstable periodic orbits. A similar behavior was










, i.e., the observation
Y 0 is substituted with the actual one, Y ε in the same map.
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Figure 2.1: Bifurcation Diagram (solid: stable, dash-dot: unstable, circle:
maximum amplitude of unstable periodic orbits)
observed in [16].
2.5 A Computational Approach to Multiscale
Nonlinear Filtering Problems
Aside from several special cases where the distribution of the state can be
described with a finite number of modes [18,19], nonlinear filtering problems
in general deal with infinite dimensional objects. In recent decades, there
have been many computational efforts to approximate nonlinear filters, how-
eve,r most of them could be used for reasonably low dimensional models and
have limitations for highly nonlinear systems [17,20]. Particle filters, on the
other hand, can be applied to any nonlinear system since they are based on
the Monte Carlo methods and thus no linearization is required.
However, the huge number of particles required for high dimensional prob-
lems deters the full employment of particle filters in many real-world prob-
lems which demand real time computation with proper estimation accuracy.
Furthermore, particle filters suffer particle degeneracy where the weights of
particles may concentrate on a few ensemble members in a large dimensional
19
setting [21,22]. The approach described here reduces not only the computa-
tional burden for real time applications but also the particle degeneracy.
It is worth mentioning that the numerical scheme presented is based on
particle methods to approximate the solution of nonlinear filtering equations
for multi-scale dynamical systems [28,29]. However, when the observation is
given in the form of (2.6), the scheme becomes similar to the work of Givon
et al. [23]. As mentioned in the introduction, the efficiency of the scheme
comes from the combination of filtering with averaging. In the following,
a brief review of a numerical algorithm for averaging is given and the the
combined numerical scheme introduced.
2.5.1 Heterogeneous Multiscale Method (HMM)
Numerical simulation of multi-scale dynamical systems is quite problematic
because of the wide separation in the time scales of interest. To show this
in a concrete example, the following2 system of stochastic differential equa-
tions (SDEs) is considered. To reflect actual operational conditions of a
synchronous machine, the original model is modified and small noises are ap-
plied noting that since the noise level of power system operations in practice
is very low, the evolutions of the “slow states” are assumed to be determined














For the stability of the simulation, the time step δt required for the simulation
of the fast variable Zε needs to be smaller than ε. However, with this time
step, significant changes of the slow variable can be seen at least at O(1)
time-scale; i.e., much of the computational resource is wasted in solving for
almost stationary evolution of the slow variable Xε.





2An advective time scale model is considered here even though HMM can be used for







However, let alone the evaluation of high dimensional integration in (2.16), it
is generally impossible to obtain an invariant distribution of the fast variable
analytically. HMM is a method in which the effective dynamics (2.15) can
be obtained through numerical approximation of invariant distribution. It
is based on the observation that the fast variable Zε reaches its invariant
distribution (equilibrium) on a time-scale much smaller than the time-scale
needed to evolve the slow variable Xε. This implies that a much larger value
of time step for the evolution of the slow variable can be used while keeping
the time step for the fast variable, δt, small for stability.
Following [24, 25], The procedures involved in HMM are given here. The
evolution of the averaged equation (2.15) is approximated using an Euler
scheme
Xn+1 = Xn + f̃(Xn)∆t (2.17)
which is called the macro-solver and ∆t is the macro time-step. The value










where M is the number of replicas, Nm is the number of steps in time av-
eraging and nT is the number of skipped steps used to eliminate transients.
The evolution of Zn,m,r is governed by the following micro-solver











where δt is called the micro time-step. To concentrate on the essential fea-
tures of HMM, a simple Euler-Maruyama scheme is used even though many
higher order ones are available [26]. Note that a combination of time and
spatial averaging is used in (2.18) since M number of replicas (realizations)
is used as well as Nm time steps. For more detailed explanation and error
analysis, refer to the above references.
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Figure 2.2: Application of the Homogenized Particle Filter
Particle filters approximate probability densities with weighted particles.
These particles evolve according to system dynamics and are updated based
on the observation. There has been extensive research on solving nonlinear
filtering equations via particle methods. (See [7, 27] and references therein.)
In this section, HMM and particle filters are combined from which the hy-
brid filtering equation (2.13) can be solved effectively in a reduced setting.
To proceed, samples (a.k.a. particles) are drawn from the initial distribution
of the state variables. These samples evolve in a macro time step according
to the reduced system model obtained from HMM. The particle filtering al-
gorithm then updates the particles based on the observation. The weight of
each particle is obtained from the actual observation Y ε and the averaged
22









The algorithm below shows a pseudo code for this combined procedure.
Algorithm 1.
Draw samples from initial distribution: {xjn=1}
NS
j=1,{zrn=1,k=1}Mr=1
for n = 1:number of macro time steps (N) do
for r = 1:number of replicas (M) do
for k = 1:number of micro time steps (Nm) do
Solve micro-solver (2.19): zrn,k+1
end for
end for
Perform averaging (2.18) and (2.20): {f̃(xjn), h̃(xjn)}
NS
j=1
Solve macro-solver (2.17): {xjn+1}
NS
j=1
Compute the weight: {wjn+1}
NS
j=1
Resampling: {x̂jn+1, 1NS }
NS
j=1









This combined scheme is illustrated in Fig. 2.2 and has several advantages
over direct application of particle methods to the filtering problem of (2.14):
(a) The number of samples for the fast variable is reduced from NS to M .
Note that the order of M is much lower than that of NS and it is even pos-
sible to set M = 1. (b) The total number of time steps is decreased due to
the relatively large macro time steps. (c) The number of function evalua-
tions also decreased accordingly. Even though there are additional function
evaluations (2.18) in HMM, this is negligible compared to the calculations
needed for the update step in the original setting.
2.6 Simulation: Synchronous Machine Dynamics
In this section, the reduced filtering scheme of Section 2.3.2 is implemented
numerically to an estimation problem of synchronous machine dynamics. As
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mentioned in Section 3.1, a real-time condition assessment of synchronous
machine operation under uncertain conditions is quite necessary and chal-
lenging. The purpose of this section is to show the potential of this study
in this crucial problem. The model given in Section 2.2.3 for signal and
observation is used. As was stated in Section 2.5.1, true operational condi-
tions require that the slow system variables evolve deterministically. We also
note here that the sensor noise for the magnitude (Vt(t)) is almost zero, i.e.,
σy1  1. In our analysis the noise level of the fast state (2.4b) is reduced by
removing ε−1/2 in front of the noise term. The reason that noise for the fast
state is retained is because fast systems are in general more prone to noise
than slow ones. 3 The signal and the observations are therefore respectively
given as
Ẋε(t) = AXε(t) +R(Xε(t), Zε(t)) + Cu (2.21)
Żε(t) = −ε−1
(




Y ε(t) = h(Zε(t), Xε(t)) + ΣyB(t) (2.23)
where
Xε(t) = [E ′q
ε
(t) δ(t) ωε(t) Efd(t) Rf (t) VR(t)]
T
Zε(t) = E ′d
ε
(t)
u = [ωs TM Vref ]
T
Y ε(t) = [Vt(t) γ(t)]
T
The matrices A, R, and C are given in (2.5).
A contingency situation is assumed in which half of the transmission lines
connecting the generator and the load are cut off at time 10. This will be
implemented in the model by changing the value of Xep from 0.2 to 0.4, and
the effect can be easily seen in Fig. 2.3 and 2.4. Other parameters that have
been used in this simulation are: Re = 0, Rs = 0, Vs = 1, θvs = 0. For the
control input, ωs = 1, TM = 1, and Vref = 1 are used. Machine and exciter
data are also given in Table 2.1.
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q, δ, ω, Efd, Rf , VR
To compare with the result of the reduced filtering, the full scale filtering
problem is solved using (2.21) and (2.23). Note that this would be the actual
case needed to be solved if the effective scheme was unavailable. In Fig. 2.5,
2.6, and 2.7 the estimation results for E ′q, δ, and ω from the reduced nonlinear
filtering problem (HHPF) using the following averaged system are given with
the full scale filtering results.
Ẋ0(t) = AX0(t) + R̄(X0(t)) + Cu
Y 0(t) = h̄(X0(t)) + ΣyB(t)
The thick and thin lines represent the actual state and its estimation, re-
spectively. The error bars represent the variance of the samples.4 The time
4100 particles are used for both cases.
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Figure 2.4: Observation - Terminal voltage Vt, Phase γ
taken for the HHPF is much less than that for the full PF. With a 2 GHz
Intel Core 2 Duo workstation, the HHPF took 17 sec as opposed to 243 sec
for the full PF.
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(a) Full Particle filter









Figure 2.5: Estimation of voltage E ′q
In this chapter a particle filter was developed that combined the dimen-
sional reduction techniques with branching methods for nonlinear filtering to
solve the lower dimensional Zakai equation.
The theoretical aspect of data assimilation was accomplished by construct-
ing nonlinear filter equations for the coarse-grained signal (i.e., the lower
dimensional Zakai equation), as explained in [28, 29]. It was shown that a
multi-scale particle method could be effectively applied to large dimensional
systems. The separation of time-scales facilitated the construction of the
particle filter which allows the dimensional reduction of the system needed
to solve for each particle.
The accurate tracking of a standard two-axis synchronous machine dy-
namic model through these methods has been successfully implemented and
proven beneficial from the standpoint of conserving computation resources. It
has been shown that dimensional reduction in nonlinear filtering and particle
27







(a) Full Particle filter








Figure 2.6: Estimation of swing angle δ
filtering algorithms is beneficial and of interest to real-time power electronics
applications even in the single dimensional reduction case. In the near future
this work will be applied to a more complex situation where the results pre-
sented in this chapter could be applied to reduce the resources significantly
and estimate the risk in a timely fashion. There is much work left to be done
in analyzing error and thus showing convergence rate for the computational
algorithm that has been used.
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(a) Full Particle filter







Figure 2.7: Estimation of angular velocity ω
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Chapter 3
Power System Stochastic Stability
3.1 Introduction
In order for the grid to operate as an interconnected system, all of the power
generation units must remain in synchronism with one another (hence the
name synchronous machine), a condition where the power generators are
providing power to the grid at a consistent frequency, typically 60Hz. This
frequency is intimately related to the speed at which the synchronous machine
rotors turn. Loss of synchronism can result in a situation in which no effective
power can be transferred between the machines. A system is said to be
transiently unstable if, following a disturbance, one or more of the generators
lose synchronism [30].
A simplified schematic of power generation from a single generator is de-







Figure 3.1: Schematic for Power Generation
This shows the process flow for a standard coal fired power plant. High
pressure steam moves a turbine which provides the mechanical torque to
turn the rotor within the synchronous generator. This mechanical torque
due to electromagnetic coupling induces the resultant electric torque.
Newton’s second law applied to the generator rotor which experiences a
net torque of Tm − (Te(δ)) + TD) gives
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Jδ̈ = Tm − Te(δ)− TD
where TD, Te, Tm, are the damping, electric and mechanical torque respec-
tively, and δ is the power angle. Multiplying by frequency, ω and normalizing
the variables by the base power yields the final form of the standard swing
equation which is the basic equation used for transient stability analysis in
power systems.
Hδ̈ + βδ̇ + Pe(δ) = Pm (3.1)
here, H, β, Pe, Pm represent system inertia, damping, electrical power out-
put, and mechanical power input respectively. The form of Pe(δ) depends on
the system topology and the various interconnections between the generation
and consumption.
In this chapter we present an accurate study of the classical swing equation
with the incorporation of system noise in the Pe(δ) term which makes physical
sense as will be explained in Section 3.2.
3.2 Lyapunov Exponents in Power Systems
In many cases, instability and eventual loss of synchronism in a power grid are
initiated by some spurious disturbance in the system resulting in oscillatory
behavior that, if not damped sufficiently, will eventually build up. A large
scale stability analysis focuses on multiple synchronous machines and the
nature of inter-area oscillations. Local stability has a single machine and local
oscillations as its primary concern. Indeed system operators need to have a
thorough understanding of individual component wise instabilities as well as
those that may be developing over a larger area, which is the primary thrust
of contributing resources towards greater situational awareness within the
grid. This chapter presents results pertaining to local stability of synchronous
machines in a random environment.
The general form of a deterministic dynamical system with state vector,
x ∈ U ⊂ Rn, is written as the following set of differential equations
˙x(t) = A(t, x(t)), x(0) = x0 ∈ U (3.2)
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With sufficient conditions on the mapping A, guaranteeing the existence of
a solution, we can consider the stability of the trivial or zero equilibrium
for which a number of analysis methods exist. Two principle techniques
dominate in the stability analysis of such systems: (i) Eigenvalue Analysis
and (ii) Energy Methods, both of which have a long history in power systems
[10].
However, there are a number of sources for randomness to enter the con-
ventional power grid warranting stability analysis techniques that capture
the character of this randomness and its effect on the system state. These
sources can occur on the generation and consumption side:
• Generation The modern day grid features many renewable energy
inputs which may be conceptualized as variations in the magnitude of
the power injected into the grid.
• Consumption The consumer power draw or load is inherently ran-
dom and while a mean power consumption curve can be expected from
historical data pertaining to the days of the week or the corresponding
weather of the day, the real consumption is very much a random pro-
cess with large scale industry powering up and down and the everyday
consumer plugging into/out of the grid at random.
With this as motivation in this chapter we will look at quantifying the
stability of power systems from a stochastic perspective.
3.2.1 Stochastic Stability
We may quantify the randomness present within a dynamical system by
adding dependance of the system state on a random vector ξ(t). So we can
write such a system as
˙xt(ω) = A(t, xt(ω), ξt(ω)), x(0) = x0 ∈ U (3.3)
The existence of this randomness changes the methods required to analyse
the stability of the solution, which in the case of parametric disturbance
(where the system state multiplies the noise) can be considered without loss
of generality as the trivial or zero solution. The most widely used notions of
stability for this case are that of almost sure, and moment stability [31].
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Definition 3.2.1. Almost Sure Stability
The equilibrium point x∗ = 0 is stable with probability 1 (w.p.1) if, for
any ε > 0 and ρ > 0, there exists δ(ε, ρ) > 0 such that
P{sup
t≤0
||xt(ω)|| ≤ ε} < ρ (3.4)
whenever ||x0(ω)|| < δ, where P{·} denotes the probability, || · || denotes a
suitable vector norm.
Definition 3.2.2. Almost Sure Asymptotic Stability
The equilibrium x∗ = 0 is asymptotically stable w.p.1 iff
P{ lim
t→∞
||xt(ω)|| = 0} = 1 (3.5)
Definition 3.2.3. Moment Stability
The equilibrium point x∗ = 0 is stable in the pth moment if, for any ε > 0,
there exists δ > 0 such that E[||xt(ω)||p] < ε, for all t ≤ 0 and ||x0(ω)|| < δ,
where E[·] denotes the expectation operator.
The Lyapunov exponent for random dynamical systems is the stochastic







It is known that when the system randomness represented by ξt(ω) is
ergodic and the RDS is smooth, the Lyapunov exponents exist as determin-
istic real numbers which represent the exponential rates of growth (positive
exponent) or decay (negative exponent) of the solution for system (3.3) as
t→∞. The Lyapunov exponents therefore determine the almost sure stabil-
ity as given in Definition 3.2.2 of the RDS. A suitable criterion for stability
is to determine the sign of the maximal Lyapunov exponent (a.k.a the Top
Lyapunov exponent) as a function of system parameters.







Figure 3.2: Generator connected to an Infinite Bus
does not imply convergence in moments. In addition to the maximal Lya-






with asymptotic stability of the p-th moment guaranteed iff Λ(p) < 0.
Figures (3.2) and (3.3) depict an idealization of a synchronous generator
connection to the grid. In the first instance the generator is connected to an
infinite bus which is a theoretical terminal that has infinite power absorbing
capacity, whereas the second scenario looks at the more realistic case which
includes the connection of a load. The differential equations governing both
cases are derived from the energy balance between mechanical torque of the
prime mover and the corresponding electrical energy produced via magnetic
flux linkage and the corresponding induced currents as was briefly outlined
in section 3.1.
3.2.2 Synchronous Generator connected to an Infinite Bus
As a first step to modeling the randomness we refer to figure 3.2 and consider
the situation where the generator is connected only to an infinite bus and
electrical power magnitude varies stochastically.
Considering the basic swing equation given by equation (3.1),






1 < 0Z=V < δ
Figure 3.3: Generator / Infinite Bus System with Loading
We make the substitutions of Pe = P̄ + σζt and δ = δ̂ + η to capture the
random variance of the magnitude of the power generated about the mean
power generation, P̄ . This gives
Hη̈ + βη̇ + (P̄ + σζt)(sin(δ̂) cos(η) + cos(δ̂) sin(η)) = Pm
Expanding cos(η) and sin(η) and keeping linear terms we have
Hη̈ + βη̇ + P̄ cos(δ̂)η + σζ
Pm
P̄
+ σζ cos(δ̂)η = 0
In order to conduct a stability analysis of the above equation we may also
neglect the additive noise term, σζt
Pm
P̄
, and this gives the final form for the
variational equation to be studied.
The appropriate stochastic variational equation to study in the case of a
generator connected to only an infinite bus as in figure (3.2) is therefore given
by






ζt) cos(δ̂))η = 0 (3.8)
where we have used that δ̂ = arcsin(Pm
P̄
).
3.2.3 Generator with Random Loading
For the circuit of figure 3.3 depicting a synchronous machine connected to
a load and an infinite bus, the following swing equation aptly describes the
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dynamics of the machine angle δ for small deviations of the angle
δ̈ + γδ̇ +
V E
X
cos(θ − δ + π
2
) = Pm
where X = X ′d + Xl. We have let, due to random fluctuations in the load
magnitude and angle, θ = θ0 + εζt(ω) and V = V0 + εηt(ω) which gives
δ̈ + γδ̇ + (V0 + εηt) sin(δ − θ0 − εζt) = Pm
With the definition of ψ, substituting ψε = ψ̄0 + ψ, and ignoring terms of
O(ε2) as well as additive noise terms for stability analysis, gives the form of
the variational equation to be studied in this case.
Referring to the circuit of Figure (3.3), the appropriate variational equation
for stability analysis is therefore given by
ψ̈ε + γψ̇ε + (V0 cos(ψ̄0))ψ
ε + ε[ηt cos(ψ̄0) + ζt]ψ
ε = 0 (3.9)
where we have defined ψ(t)
.
= δ(t)− θ0, and ψ̄0 = arcsin(PmV0 ), with 0 < ε <<
1.
3.2.4 Oscillator Driven by Independant Brownian Motions
Looking at the form of the variational equations derived and in order to
remain as general as possible, results for the Lyapunov Exponent of a second
order system parametrically driven by N independent white noise terms have
been derived. The general system we consider then is of the form
ẍ+ 2γẋ+ ω2x+ (
N∑
i=1
σiζi)x = 0 (3.10)
Extending the work of [32] from a single noise disturbance to this particular
case gives the following:
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In order to impose unit frequency we introduce a time shift t = kτ which
renders the system in the following form
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2 = σ̃i and denoting x1 = x, x2 = x
′, the above
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where Wi=1...N are each independent Brownian motion. The infinitesimal































, using Ito’s lemma we derive the stochastic differential equations



















































2 = B2, and setting
c(θ) = B cos2(θ)
b(θ) = −1 + 2β sin(θ) cos(θ)









Where α̃ is a constant of integration. Wishing to use variation of constants,



























































Looking at the generator for the θ process








we employ the same method as was first given in [32], making use of the
observation that choosing f(θ) = −ln(cos(θ))
Lf(θ) = − tan(θ) + ρ(θ) (3.13)






ρ(θ)p(θ)dθ which applies in the instance the θ process attains in-
variance in measure gives by equation 3.13
λ = < ρ(θ), p(θ) >
= < Lf(θ) + tan(θ), p(θ) >
= < Lf(θ), p(θ) > + < tan(θ), p(θ) >
= < L∗p(θ), f(θ) > + < tan(θ), p(θ) >
= 0 + < tan(θ), p(θ) > (3.14)
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which upon evaluation yields the required closed form result. 
This result is validated by comparing the analytical result (which is valid
for a full range of noise intensities) with a numerical approach to calculating
the Lyapunov Exponent. Figures (3.4) - (3.8) display the results obtained
showing good agreement between the analytic expression and simulation re-
sults. As is expected as noise intensity increases the agreement is bolstered
by simulating sample paths over longer time intervals due to the increased
time required for the system to attain invariant measure. It should be noted
that the red curves in Figure (3.8) show the dependency of the accuracy of
the numerical procedure on time interval chosen for the dynamic integration.
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Figure 3.5: Lyapunov exponent with effective noise variance, σ2 = 10.
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Figure 3.6: Lyapunov exponent with effective noise variance, σ2 = 100.
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Figure 3.7: Lyapunov exponent with effective noise variance, σ2 = 1000.
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Figure 3.8: Lyapunov exponent with two independent noise terms,
σ21 + σ
2
2 = 200. The two numerical simulations in red show the increased
dependence on time of simulation for accuracy as effective noise level and
number of independent brownian motions driving the system increases.
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3.2.5 Oscillator Driven by Correlated Coloured Noise
While results for the system perturbed by white noise are useful, performing
circuit analysis on the more general circuit shown in Figure (3.3) reveals a
complicated relationship between both angle, θ, and voltage magnitude, V ,
and the impedance, Z which is truly the stochastic source in our modeling
scenario. So we have
θ = f(Zt(ω))
V = g(Zt(ω))
where the ω signifies that the the impedance is in fact a random variable.
This implies that the more realistic but difficult situation to analyse is that
of the oscillator perturbed by correlated noise signals.
For the case of correlated small intensity noise we follow the analysis pro-
vided in [33], and [34] for the following system where ζt and ηt are correlated
noise processes
ẍ+ 2γẋ+ ω2x+ ε(σ1ζt + σ2ηt)x = 0 (3.15)
where we assume the structure of ζt and ηt satisfy linear filters driven by the
same Brownian motion
dζ = aζdt+ σζdWt
dη = bηdt+ σηdWt (3.16)
the following analytic expression for the maximal Lyapunov exponent is de-
rived:
Theorem 3.2.5. The Lyapunov exponent for equation 3.15 with certain con-
ditions placed on the generator of the filtered noise terms given by equations















We may eliminate the damping in the system by making the substitution
x(t) = exp(−γt)y(t). This gives the following system in y(t)
ÿ + (ω2 − γ2)y + ε(σ1ζt + σ2ηt)y = 0
















where ρ = γ2 − ω2. For ρ > 0 following Arnold et al. [33] we introduce the





















q(φ(τ), ζτ , ητ ))dτ
The triplet (φ(t), ζt, ηt) forms a diffusion independent of r(t) on S
1 ×M
with the generator given by
L = Gζ,η + h(φ, ζ, η)
∂
∂φ
if G is self-adjoint then we have




The invariant density will therefore satisfy
L∗ = Gζ,ηp(φ, ζ, η)−
∂
∂φ
h(φ, ζ, η)p(φ, ζ, η) (3.21)










F (ζ, η) cos2(φ)
√
ρ
p) = 0 (3.22)
Taking an asymptotic expansion for the invariant density p = p0 + εp1 +










(uniform distribution on the circle), and the first order equation










In order to solve for p1 we asssume we have the Green’s function solution
to the homogenous PDE given by
∂g(ζ, η, t)
∂t
−Gζ,ηg(ζ, η, t) = 0 (3.25)
g(ζ, η, 0; η1, η2, 0) = δ(ζ − η1)δ(η − η2) (3.26)










p0F (ζ, η) sin(2φ)√
ρ
(3.27)
With an appropriate change of coordinates this gives the solution of p1 in




















































g(ζ, η, t; η1, η2, t)F (ζ, η)F (η1, η2)dζdηdη1dη2 +O(ε
3)
Noting that F (ζ, η) = σ1ζt +σ2ηt and F (η1, η2) = σ1ζ0 +σ2η0 and evaluating















































g(ζ, η; η1, η2, t)η(t)η(0)dζtdηtdζ0dη0
= σ22E[η(t)η(0)]
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Now defining the covariances as
Ĉ11(t) = E[(ζ(t)− E[ζ(t)])(ζ(0)− E[ζ(0)])]
Ĉ12(t) = E[(ζ(t)− E[η(t)])(ζ(0)− E[η(0)])]
Ĉ21(t) = E[(η(t)− E[ζ(t)])(η(0)− E[ζ(0)])]







C12(t) = σ1σ2Ĉ12(t) + σ1σ2E[ζ(t)]E[η(0)]





















































and noting that E[η(0)] = 0 and E[ζ(0)] = 0 without loss of generality gives
the required result. 
49
The methodology used to evaluate the simulated value of the Lyapunov
exponent at a given value of damping and noise intensity is a Monte Carlo
approach whereby multiple samples are simulated using a first order Euler-
Maruyama evolution scheme and after a sufficient amount of time has passed
the mean value of the state norm is divided by time.
Results derived in this chapter offer a significant contribution with respect
to the local stability of a synchronous machine. In the case of white noise
fluctuations present in the Pe(δ) term the results show the somewhat non-
intuitive notion that there is a confined range over which damping occupies
that maximizes the stability of the system - as opposed to the naive logic
that increased damping leads to an increasingly stable system. The presence
of random fluctuations is responsible for this non-intuitive phenomenon.
The analytic expression derived in the instance of real noise also quantifies
the dependence of stability on system parameters. The exact nature of the
Lyapunov exponent in this instance is yet to be validated and in addition
the requirement that the generator for the linear filter equations, Lηζ , be self
adjoint may imply specific structure in the circuit that this result applies to,





The problem considered in this chapter, a three-machine power system net-
work, brings together three interesting topics in dynamical systems. Namely,
resonances in two-frequency nonlinear systems, where at some moment of
time due to nonlinear effects, a linear dependence of frequencies with integer
coefficients occurs, giving rise to resonance surfaces; domains of attraction,
which are formed in the presence of small dissipation when most of the reso-
nant periodic orbits disappear except for a few stable limit cycles with their
distinct set of initial conditions that are captured into resonance; and fi-
nally large deviations, which provide the asymptotic behavior of rare event
probabilities, transition pathways, and transition rates in stable systems with
small noise. The subtleties of these interactions between noise and nonlinear-
ities are explored in a canonical way by combining the ideas from dynamical
systems, homogenization methods and large deviations to develop a general
collection of new mathematical techniques. Depending on the time-scale of
the rapidly-oscillating periodic dynamics and the strength of the noise, there
are two different limits, namely, homogenization and large deviations. There
is a tug of war between these two scales, and we make use of the asymptotic
methods that combine homogenization with large deviation [35] to discover a
common geometric structure in the phase space and to determine the effects
of noisy perturbations on the passage of trajectories through the resonance
zones based on the energy barrier heights.
In principle, an infinite number of resonance domains exist, but for two-
frequency systems resonance surfaces do not cross each other and the in-
fluence of each resonance can be studied separately using a slow angle. At
the resonance, a trajectory of the fast system’s or the non-resonant angle’s
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fills the torus of the lower dimension and these non-resonant angles can be
averaged out. In the presence of small dissipation, centers become (stable
or unstable) foci, while families of periodic orbits disappear, possibly giving
rise to (stable or unstable) limit cycles. Homoclinic and heteroclinic orbits
also in general disappear. In light of this discussion, the intention of this
chapter is to study the effect of weak noise on the escape from a resonance
zone. When the noise is very weak, large deviations from the corresponding
deterministic system occur with very low probability. The phase space for
the corresponding deterministic system consists of many resonance zones in
which some trajectories of the deterministic system can get “trapped”. The
rate at which noise facilitates the “escape” from resonance is the subject of
this chapter. Our goal is to understand a general collection of mathemati-
cal techniques which can be applied to and understood through one specific
physically-motivated problem. In this chapter we deal with swing equations
of a 3-machine system to derive the “critical clearing time” analytically.
Problems related to large deviations for stochastic processes have attracted
the attention of many physicists and engineers in recent years. For example,
in many devices, failure occurs either the first time the response oversteps a
particular threshold, as when a vibrating relay contact first touches the frame
and shorts out, or due to an accumulation of many small damages inflicted in
the duration of the device, as occurs in wear and fatigue. The exit problem is
an example of such problems, where most probable transition pathways and
the mean transition time τ are useful in determining the direction of failure
propagation after the onset of instability.
The transition rate from one stable regime to another along a certain path
provides valuable information regarding the time available for mitigating the
cascade of failures. The large deviation theory provides the methods to
find transition pathways and transition rates in stable systems with small
noise. The most probable transition pathways are governed by a first or-
der Hamilton-Jacobi type of equation. In the multidimensional non-gradient
vector field case (even in R2) explicit solutions cannot be obtained in general
for the well-known Pontryagin-Witt equation or the HJB equation. How-
ever, taking advantage of the fact the Hamiltonian of the unperturbed sys-
tem evolves slowly (under small perturbations), the Hamiltonian structure is
made use of to identify a reduced one-dimensional equation for the evolution
of the Hamiltonian H, by averaging the fast dynamics (stochastic averaging).
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Hence, the escape from the domain of attraction of stable equilibrium points
and limit cycles in phase-space can be studied analytically. We present a
method based upon an approximation of the Hamiltonian (energy envelope)
of the oscillator response as a one-dimensional Markov process, governed ei-
ther by an appropriate diffusion equation or a one dimensional HJB equation
depending on the strength of the noise. For the homogenized nonlinear sys-
tem, the transition (hopping) rate calculation is based on the energy barrier
heights (the maximum load) between local attractors.
The content of this chapter is organized as follows. Swing equations of
multi-machine systems are discussed in Section 4.2. Making use of several
assumptions, 3-machine equations are modeled as a one-degree-of-freedom
periodically driven nonlinear oscillator. The reduction technique detailed in
Section 4.2 uses the Hamiltonian structure of the unperturbed system. In
section 4.3 we zoom in to a resonance zone and make a change of variables in
order to derive simpler equations that describe the dynamics in the resonance
zone. In section 4.3.1 we consider the deterministic dynamics in the resonance
zone, state the well known problem of capture into resonance, and identify
a variable H whose value can be used to indicate capture. In section 4.4 we
study the rate of escape from a resonance zone. We achieve this by threading
together ideas from averaging and large deviations to derive a large deviation
principle for H. It will be shown that the trajectories of the oscillator trickle
down close to the bottom of the potential wells.
4.2 Swing equations with non-zero damping and small
noise
Transient stability in power systems is concerned with the ability of power
systems to maintain synchronism in coupled swing dynamics when subject to
a severe disturbance. Due to network complexity, power system stability can
be divided into smaller areas that include generator rotor angles, frequency
and voltage stabilities. We analyze a system of n classical swing equations
for a simple power system (related to synchronous generator rotor swing
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angle) [10]:






−βk(ωk − ωR) + Tmk −GkkE2k −
n∑
i 6=k
EkEiYki cos(θki − δk + δi)
]
,
where the rotor angle of machine k is δk and ωk denotes the angular velocity
of the rotor k. The parameters are constants, ωR represents system reference
frequency, Hk, inertial moment of machine k, βk, damping coefficient of ma-
chine k, Tmk, mechanical torque driving machine k, Ek, terminal voltage of
machine k, Gkk, due to the real power load at machine k. The magnitudes
and angles Yki = Yik and θki = θik determine the transfer admittance between
machines k and i:
Gki + jBij = Yki exp
jθki .
If we assume that resistive loads are located only at the generator buses (i.e.
are included in the conductances Gkk), then the transfer admittances are
purely imaginary and θkj =
π
2
(so Gkj = 0 for i 6= k and Yki = Bki).




Tmk −GkkE2k = 0.
Denote by Mk :=
2Hk
ωR
, P̄k := Tmk − GkkE2k , Cki := EkEiYki, and introduce
small noise in the power term,
Pk := P̄k + ε




0 < ε << 1, κ > 0, and ηks are modeled as white noise processes. We
assume symmetry of transfer admittance between machines, so Ckj = Cjk
for j 6= k, j, k = 1, . . . , n. Finally, we also assume proportional damping, i.e.
βk = βMk, where damping ratio β is equal for all k = 1, . . . , n. Then, the
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equations of motion are:





−βMk(ωk − ωR) + P̄k −
n∑
i 6=k




We first describe the dynamics in collective variables that are averages of
individual variables, which are well known in power grid stability analysis as
the COA (Center-of-Angle) or COI (Center-of-Inertia) variables. Consider
























can be obtained by integrating (4.1). The
perturbation coordinates are





































The corresponding equations of motion are








sin(δ̃k − δ̃i) + εκσ̃kηt, (4.3)
where ηt = [η1(t), η2(t), . . . , ηn(t)]
T , and





















Mkδ̃k = 0. (4.4)
4.2.2 3-machine setting
Consider the n = 3 case. Using the fact that the sum of angles of perturbation
is zero, (4.4), we can eliminate one of the k = 1, 2, 3 degrees of freedom.
Arbitrarily, we eliminate δ̃2. We end up with a 2-degree-of-freedom system:
˙̃δ1 = ω̃1,


















sin(δ̃1 − δ̃3) + εκσ1ηt,
˙̃δ3 = ω̃3,





















Consider the n = 3 case. As in [36], we assume that (see Figure 4.1)







, M̄1, M̄2,M3 ∼ O(1),
• coupling of machine 1 with 2 is larger than the coupling of machines 1




, C̄12, C13, C23 ∼ O(1), and













Figure 4.1: Heuristic representation of 3-machine scaling
Using the above scaling and assuming small damping, β = εβ, we have
˙̃δ1 = ω̃1,
˙̃ω1 = −εβω̃1 + α1 − c12 sin
(











































































˙̃δ10. The behavior of δ̂1
can be studied by considering small perturbations of δ̃1 in (4.5) about zero,
with initial conditions δ̃10 and
˙̃δ10. (In other words, shift the initial condition
for δ̃1 by −δ̃∗1 and study small perturbations about zero: For ε << 1, we
replace δ̃1(t) with εδ̂1(t) in (4.5), with initial conditions δ̃1(0) = εδ̂1(0) = εδ̃10




Taylor expanding the δ̃1 terms in (4.5) about zero and keeping only the













3 δ̂1 + . . .+ ε
2c13 cos(δ̃3)δ̂1 = 0.
We asymptotically expand δ̂1 as
δ̂1(t) = u(t) + εψ(t) + ε
2R(t) +O(ε3),
with (u(0), u̇(0)) = (δ̃10,
˙̃δ10), (ψ(0), ψ̇(0)) = (R(0), Ṙ(0)) = (0, 0) and substi-
tute this expansion into the preceeding ODE. Collecting terms by orders of
ε, we have a set of ODEs of orders ε, ε2, ε3, . . . At order ε, u is an undamped,
unforced oscillator. Assuming c12, µ1 > 0, the squared natural frequency
c12[1 + µ1] is > 0, so
u(t) = sin(νt+ ϕ), where ν :=
√











1 + ε sin(νt+ ϕ) + ε
2ψ(t) + ε3R(t) +O(ε4), (4.8)
where ψ and R satisfy the higher order equations. Substituting (4.8) into
(4.6), we have a single-degree-of-freedom system in (δ̃3, ω̃3) along with the
higher order equations for ψ and R. Discarding the higher order deterministic
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dωεt = [−c sin(δεt − r) + α3)] dt− ε [βωεt + c32 µ3δεt cos(δεt + µ1δ∗1)] dt
+ ε [c13 sin(νt+ ϕ) cos(δ
ε
t − δ∗1)− c32µ1 sin(νt+ ϕ) cos(δεt + µ1δ∗1)] dt
+O(ε2)dt+ εκσdWt,
where W is a Wiener process, and c and r are such that
c cos r = c13 cos δ̃
∗
1 + c32 cos(µ1δ̃
∗
1), c sin r = c13 sin δ̃
∗
1 − c32 sin(µ1δ̃∗1),




ω2 − α3δ − c cos (δ − r) =
1
2
ω2 + U(δ). (4.9)
4.3 Dynamics close to a resonance zone: Capture into
resonance
Let (I, ϕ) be action angle variables and assume
I = I(δ, ω), ϕ = ϕ(δ, ω),
δ = δ(I, ϕ), ω = ω(I, ϕ)
can be written. The system (4.9) with ε = 0 can be written as
İ = 0, ϕ̇ = Ω(I). (4.10)
Suppose we want to study the dynamics of the system (4.9) close to m : n
resonance. We then consider dynamics in the region where I is close to the
resonant value Ir defined by
mΩ(Ir) = nν.
Here r is short for resonance m : n. For notational convenience we use
Ωr = Ω(Ir) 6= 0 and Ω′r = ∂Ω∂I
∣∣∣
I=Ir
etc. Without loss of generality we have





1 = τ1, r − δ∗1 = τ2, c32 = c2, c13 = c1 and define
g2(δ, ω, θ)
def
= − [βω − α + c2 µ3(δ + r) cos(δ + τ1)]





































































































Since we are interested in the dynamics close to the resonance I = Ir
and (I, ψ) are slow variables, we make a change of variables in order to
derive simpler equations that describe the dynamics in the resonance zone.















into the above equations and Taylor-expanding in powers of
√
ε about Ir, we
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where ′ indicates differentiation w.r.t. I and all terms (except R) are evalu-







t ). When κ ≥ 1, the higher order terms are Rεi ∼ O(ε)
and R̂εi ∼ O(εκ−
1
4 ), for i = 1, 2.
4.3.1 Capture into resonance
From (4.13)-(4.15) it is clear that θεt and ϕ
ε
t evolve at a faster rate than h
ε
t
and ψ̂εt . Hence we average out the fast variable θ. For this purpose define
an averaging operator 〈〉 as follows: for a function f periodic in θ with








θ, θ) and θ 7→ G(Ir, ψ+ nmθ, θ) are periodic in θ with period 2mπ.
To clearly indicate the dependence of the corresponding averaged function
on ψ, we denote the averaged functions by 〈F(ψ)〉 and 〈G(ψ)〉.
For the analysis in this section, we neglect the stochastic term. To this end,
in (4.13)-(4.15) let us set σ = 0, ignore higher order terms R and perform

















The general structure of the averaged terms are, for m
n
∈ 2Z+
〈F(ψ)〉 = −βIr + Jc cos(mψ/n), 〈F′(ψ)〉 = −β + J ′c cos(mψ/n),
〈G(ψ)〉 = − n
m
J ′c sin(mψ/n), (4.17)
For m
n
∈ 2Z+ + 1
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〈F(ψ)〉 = −βIr + Jc cos(mψ/n) + Js sin(mψ/n) (4.18)
〈F′(ψ)〉 = −β + J ′c cos(mψ/n) + J ′s sin(mψ/n) (4.19)
〈G(ψ)〉 = − n
m
J ′c sin(mψ/n) +
n
m
J ′s cos(mψ/n) (4.20)
where the method to obtain the above (4.17)-(4.20) and the quantities Js,
and Jc is discussed in [35, 38] and in Appendix A the specific values of the
averaged terms for the three machine system studied here are given. We can
restrict ourselves to the case of m
n
∈ 2Z+ as the structure of the equations
for m
n
∈ 2Z+ + 1 is qualitatively equivalent.

















Such Hamiltonians typically occur in resonant problems and (4.22) represents
a “pendulum” under the action of an external torque [37,42]. Note that (4.21)
has fixed point only if
βIr ≤ |Jc|. (4.23)
The fixed points are given by
cos(mψ/n) ≈ βIr
Jc
, h = 0.
There are many ψ which satisfy the above equation. Typical phase portrait
(with Ω′r > 0) for (4.16) is shown in the figure 4.2. The saddle(sd) and
center(sk) fixed point pairs (i.e. the homoclinic orbit of the saddle encloses
the center) for (4.21) can be easily obtained. All the fixed points have h = 0.
Recall the definitions (4.24). Note that h = 0 means I = Ir, i.e. the system
is exactly at resonance. The figure 4.2 shows a finite region around h = 0.
In terms of I coordinates this region is a neighborhood of Ir of a width of
order
√




Figure 4.2: Typical phase portrait for (4.16) with Ω′r > 0. Abscissa is ψ and
ordinate is h. The system cannot leave the region A in the absence of noise.
The measure of the set of initial conditions that lead to trap in A is small.
A trajectory which starts at the top of the figure 4.2 (h > 0) but not in
the narrow neck region would reach the bottom of the figure (h < 0), i.e. the
trajectory ‘passes’ through the resonance zone. A trajectory which starts at
the top of the figure 4.2 (h > 0) in the narrow neck region enters the region
A and is trapped there. Lets call the region A as ‘trap zone’.
For (4.16) the region marked A (in figure 4.2) is a trap—the trajectories
originating in A cannot exit from it at all. However, when σ 6= 0, the noise
facilitates the escape. We want to study how the noise facilitates the escape
from the trap zone.
We denote by H|sd the value of H evaluated at one saddle fixed point of
(4.21) and denote by H|sk the value of H evaluated at the corresponding
center fixed point of (4.21).
4.4 Stochastic dynamics close to a resonance zone:
case κ > 1
To see the fluctuations of H(ψ̂εt , hεt), we need to look on an even longer
O(1/
√
ε) time scale. Hence we redefine the h, ψ̂, ϕ process using the following




(Iεt/ε − Ir), ψ̂εt = ψεt/ε, θεt = θt/ε. (4.24)
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t ). When κ ≥ 1, the higher order terms are Rεi ∼ O(
√
ε)
and R̂εi ∼ O(εκ−1/2), for i = 1, 2.
Since the system (4.25)-(4.27) (after averaging ϕ) can be seen as a per-
turbation of the Hamiltonian system (4.21), to the system (4.25)-(4.27) we
adjoin Hεt := H(ψ̂εt , hεt), where H is defined in (4.22). The evolution of Hεt



























where arguments for F, 〈F〉, G, ∂I
∂q2
are suppressed; and R are higher order
terms. Since 〈F− 〈F〉〉 = 0, Hεt evolves even more slowly than (ψ̂εt , hεt).
Since our goal is to study the escape from the region marked A we set
the initial conditions to (4.25)-(4.26) in this region. In terms of Hεt this
amounts to specifying that Hε0 lies in between1 H|sk and H|sd. When σ = 0
the behaviour of Hεt is to reach H|sk. When σ 6= 0 the noise facilitates the
escape. A good indicator of whether escape occured is Hεt ≥ H|sd in the
case2 Ω′r > 0. Further, Hεt could be a bit greater than H|sd and still be in
the small neck region which still leads to capture. Let H∗ be the value for
which we can be sure that escape occured if Hεt ≥ H∗. Then H|sd differs
from H∗ by a very small amount that goes to zero as ε→ 0. Keeping these
caveats in mind, we still study the probability with which Hεt exceeds H|sd in
presence of noise. However such transition is extremely unlikely because of
1H|sd > H|sk if Ω′r > 0 and H|sd < H|sk if Ω′r < 0.
2If Ω′r < 0 then a good indicator is Hεt ≤ H|sd
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the smallness of the noise. Hence, our intention is to obtain a large deviation
principle for the Hεt process.
4.4.1 Large Deviations principle (LDP) for Hε
We employ the technique described in [39, 40] to obtain the rate function
governing the probability of rare events of Hεt . Averaging would be of help in
this regard: because Hεt evolves slowly compared to (ψ̂εt , hεt) we can average
out the fast (ψ̂εt , h
ε
t) dynamics. For this purpose define an averaging operator
A as follows:












, ḣ = −∂H
∂ψ̂
with H(ψ̂, h) = h and T(h) is the time-period of the solution. The h is
restricted to be in between H|sk and H|sd; outside these values the orbit of
the Hamiltonian system is not closed and the time-period is not defined.
Since h is restricted to be in between H|sk and H|sd we define a stopping
time
eε := inf{t > 0 : Hεt is not in between H|sk and H|sd}. (4.29)
More precisely, if Ω′r > 0 then e
ε := inf{t > 0 : Hεt ≥ H|sd} and if Ω′r < 0
then eε := inf{t > 0 : Hεt ≤ H|sd}.
Following the standard techniques, first we derive the LDP for the random
variable HεT∧eε where H is governed by (4.28) with the initial condition H0
at t = 0. Define
gεT,H0(p)
def























for h in between H|sk and H|sd. So, now we evaluate gT,H0(p). The idea of
using averaging for obtaining large-deviation principle is implemented in, for
example, [35], [39] and [40].


























































dt, ĥ0 = H0, (4.34)
and e is defined by
e := inf{t > 0 : ĥe is not in between H|sk and H|sd}.
3In B1 the term 〈A1F〉 should be interpreted as the average w.r.t θ of the function
θ 7→ A1(ψ̂, θ)F(ψ̂ + nmθ, θ).
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Proof. see [35]









for x ∈ C([0, T ],RH) absolutely continuous where RH is the set of real num-
bers lying in between H|sk and H|sd.
Proof. see [35]









q2 and that at the resonance 〈q22〉 = IrΩr we have
that





4.4.3 Escape from the trap zone
Since we are interested in the escape from the trap zone (region A in the figure
4.2), we need to consider the probabilities Ph0 [eε ≤ t] where eε is defined in
(4.29) and h0 indicates that the initial condition is such that Hε0 = h0. We
restrict ourselves to the case that h0 lies between H|sk and H|sd.
Define
V (t, h0, h) := inf{S0t(x) : x ∈ C([0, t],RH), x(0) = h0, x(t) = h}, (4.36)
for h0, h lying in between H|sk and H|sd. Applying4 theorem 4.1.2 and re-
marks following it in [41], we have
lim
ε→0
ε2(κ−1) logPh0 [eε ≤ t] = − min
0≤s≤t
V (t, h0,H|sd).
4This application should be taken in a heuristic sense. In the problem considered
in theorem 4.1.2 of [41] the vector field does not vary with ε. However, in the problem
considered in this chapter we are averaging an oscillating vector field to get simple equation
for H only in the limit as ε→ 0.
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V (t, h0, h0) = 0.
The solution could not be found explicitly. However, it can be solved by
numerical methods.
Define the quasipotential
V (h) := inf{ST1T2(x) : x ∈ C([T1, T2],RH), T1 ≤ T2, x(T1) = H|sk, x(T2) = h}.
(4.37)
Then, theorem 4.4.1 of [41] shows that the mean exit time satisfies
lim
ε→0
ε2(κ−1) logEh0 [eε] = −V (H|sd),












= 0, V (H|sk) = 0,
which can be easily solved to give






























Since the function in the brackets is monotonically decreasing in |χ|, it can
be deduced that for a fixed β, V (H|sd) is monotonically increasing in |Jc|; i.e.
the higher the strength of periodic excitations the more difficult the escape
from the trap. For a fixed Jr, V (H|sd) has a unique maximum as a function
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of β. As β increases to |Jr|
Ir
, V (H|sd) decreases to 0, because the area of the
trap zone decreases to zero. As β decreases to 0, V (H|sd) also decreases to
zero—this behaviour is not intuitive. Hence, for a fixed strength of periodic
excitations, both high and low damping make the escape easier—intermediate
values of damping make the escape difficult.
4.4.4 Post escape from the trap
Immediately outside the trap region A, the deterministic dynamics alone is
enough to take the system out of the resonance zone (see figure 4.2). Since the
noise is small, getting re-trapped is a rare event, i.e. the system moves out of
the resonance zone quickly. Once outside the resonance zone, full-averaging,
i.e. averaging w.r.t. (ϕ, θ), can be done. The full-averaged system shows that
damping results in a decrease of I with time. However as I decreases the
system might enter a different resonance zone—from results of [42] we know
that the measure of the set of initial conditions which get trapped is small.
Those that get trapped escape at a rate governed by the large-deviations
principle obtained above. In such fashion the system evolves until it reaches
close to (δ, ω) = (±nπ + r, 0), i.e. the bottom of the wells in the potential U
of (4.9).
Note that we have not analysed the behaviour near the homoclinic or-
bit. So, the description in the above paragraph is valid for those trajectories
which start within the region bounded by the homoclinic orbit of the origi-
nal unperturbed Hamiltonian. However, the analysis in previous sections is
valid also for the resonance zones that lie outside the region bound by the
homoclinic orbit.
If the action at the bottom of the well Ib := I|δ=±nπ+r,ω=0 is such that Ω(Ib)
is in resonance with ν, then interesting dynamics occur. Such a situation is
discussed in [43] in an attempt to explain phase-flip of electrons in external
fields.
4.5 Resonance at the Bottom of the Potential Well
In order to quantify the stability of the system at the bottom of the po-
tential well including the nature of the eventual escape from this region of
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stability we need to consider the averaged swing equation with small noise
and damping. Beginning with our original set of equations for the simplified
3-bus system:
δ̇ = ω (4.40)
ω̇ = −c sin(δ) + ε[α− βω − µ3c2(δ + r) cos(δ + τ1)] + ...
...ε[c1 sin(νt+ γ) cos(δ + τ2)− c2µ1 sin(νt+ γ) cos(δ + τ1)]
We make a shift to the steady state and periodic solutions which yields
















































































This final equation when perturbed by small noise will provide the insight
required to quantify the nature of the stability of the fixed point where a
large deviations principle can be applied to the resonant dynamics.
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The full power grid presents a high dimensional complex network for which
any attempt at analysis is nearly impossible. However there are many impor-
tant examples of lower dimensional systems governed by key system variables
that present a rich dynamic behavior that can be studied in order to provide
insight into the phenomena that occur on much larger scales.
The model presented in [36] is an example of a fundamental unit that
is often studied in power system theory, that is, three interconnected syn-
chronous machines. This chapter offers an analytical method to characterize
the stability of a resonant equilibrium mode of operation that such a network
may find itself in dependent on initial conditions.
Understanding the effect on stability of random fluctuations in the grid -
caused both by load (consumers) and generation (renewable energy inputs)
- is a difficult problem and one that has garnered interest in recent years
due to the increased penetration of renewable sources on the grid. The first
section of this chapter presented a formulation that enabled a three machine
system with load fluctuations to be reduced to the study of a one-dimensional,
two-degree-of-freedom problem with small periodic fluctuations. An explicit
analytical method that allows us to understand the relationship between the
stability of the system and these random fluctuations by quantifying the
dependence of minimum action to escape, damping, and periodic excitation
is presented. It is seen that there are a number of modes of operation that




Large Deviations & Numerical Methods
In this chapter we focus on quantities associated with the motion of a damped
stochastic system within a potential well, specifically, the Mean Exit Time
(MET) together with the associated exit location distribution and the Most
Probable Exit Path (MPEP). This problem has been studied extensively with
the fundamental work by Freidlin and Ventcel [41] laying the foundational
theory. The asymptotic analysis of the probability density involved in the
calculations owes much of its development to the earlier works of Schuss
[44], [45], [46] with extensions to this work and the rigorous grounding of
this analysis coming more recently from Day [47], [48], [49]. The intimate
link between large deviations and control theory was given a firm footing by
Fleming [50], [51] wherein a number of special functionals involving the exit
time are interpreted as an optimization problem.
There has been a scattered history of connections drawn between power
system stability and large deviations theory. These connections have estab-
lished that voltage stability can be viewed as a rare event in which an un-
expected sequence of load demands (modelled as the perturbing stochastic
process) can push the system out of equilibrium and towards a new equi-
librium - if this equilibrium causes a violation of voltage constraints the
occurrence of such an event could be catastrophic. While this connection
has been made, the studies considered to date greatly simplify the struc-
ture of the power system and thorough analysis of the connection is yet to
be made [52], [53], [54], [55], [56], [57]. In addition while the simulation of
rare events has been studied extensively [58], [59], [60], [61], there has been
almost no work done on simulating these quantities in the power system set-
ting. This chapter reviews some of the fundamental theory and connections
in this regard and develops flexible numerical methods for the analysis of
power system stability.
We consider a random dynamical system (RDS) with state x ∈ Rn driven
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by a Wiener process Wt ∈ Rk ×R with k ≤ n. The form of system we study
initially is an asymptotically stable system with a single equilibrium point,
x∗, within an attractive domain Ω. That is, b(x∗) = 0 and b(x) · n(x) < 0
for x ∈ ∂Ω and x → x∗ for the corresponding deterministic system and all





εσ(Xεt )dWt, X0 = y (5.1)
With b and σ being time homogenous the statistical properties of the state
are given by the time dependent probability density defined by
p(x, y, t)dx = P{Xεt ∈ x+ dx|X0 = y}

















Here, aij = σ(Xεt )σ(X
ε
t )
′. The boundary and initial conditions are defined
naturally (absorbing with known initial point) as
p(x, y, t)|y∈Ω,x∈∂Ω = 0 (5.3)
p(x, y, 0) = δ(x− y)
These are natural boundary conditions in escape time calculations as we
are interested in the exit statistics of the process over long periods of time.
To appropriately capture these statistics all probabilities once the process
has hit the boundary and escaped the domain are nullified (the process is
killed at the boundary and re-injected into the domain at the initial point).
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5.1 Routes to the Mean Exit Time
5.1.1 Survival Probabilities and Asymptotic Methods
A number of routes can be taken to calculate the mean exit time of a random
dynamical system from an attractive domain. Denoting the first time the pro-
cess hits the boundary of the attractive domain as τ(Xεt ) = inf {t|Xεt ∈ ∂Ω}
and the MET as 〈τ(Xεt )〉, the well known Andronov-Pontryagin-Vitt formu-
lation gives us the partial differential equation to solve for the MET:
L〈τ(Xεt )〉 = −1, x ∈ Ω (5.4)
with the boundary condition
〈τ(Xεt )〉 = 0, Xεt ∈ ∂Ω (5.5)





The Fokker-Planck equation then has the form ṗ = L∗εp where L∗εp =
−∂i[bip] + ( ε2)∂i∂j[a
ijp] is the formal adjoint of L.
A number of differing approaches have been developed for calculating the
MET. This chapter clarifies and ellucidates these approaches with the ap-
plication to a two-dimensional system towards the end. The first question
to ask, that will give some insight into an alternative approach, is: What
is the density involved in the calculation of the average, 〈τ(Xεt )〉? Some
calculations that give some insight into this question follow.
We elaborate on some of the calculations in Schuss [44]. Consider the
probability of the hitting time residing within an incremental unit of time:
P {τ(Xεt ) ∈ (t, t+ δt)} = P {τ(Xεt ) > t} − P {τ(Xεt ) > t+ δt}
Now in terms of the density P {τ(Xεt ) ∈ (t, t+ δt)} = p(τ(Xεt ) = t)dt.
With the above this gives
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p(τ(Xεt ) = t) ≈ −








[P {τ(Xεt ) < t} − 1]
and so we have






[P {τ(Xεt ) < t} − 1]
= [t(P {τ(Xεt ) < t} − 1)]∞0 −
∫ ∞
0




P {τ(Xεt ) > t} dt
With the density of the process given by p(x, y, t) obtained from the Fokker
Planck equation we reason that the probability that the exit time is greater
than any particular time, t, then the process still resides in the domain of
concern at this time. So by the law of total probabilities we have:
P {τ(Xεt ) > t} =
∫
x∈Ω
p(x, y, t) dx (5.7)
So we arrive at









p(x, y) dx (5.9)













= p(x, y,∞)− p(x, y, 0)
= −δ(x− y)
with p(x, y) = 0 for x ∈ ∂Ω. What is commonly done at this point is that a
form for the solution to this PDE is assumed (usually WKB form) and the
terms in this form are solved for paying close attention to all boundary condi-
tions involved. Maier and Stein [61] discuss this in their first section and give
the following insight as to the appropriate quantity to obtain for the mean
exit time calculation is, basing their analysis on the principal eigenvalues of
the Fokker-Planck operator, L∗.
5.1.2 Principal Eigenvalues
In their paper pertaining to exit from a domain of attraction with multi-
ple critical points on the boundary [61], Maier and Stein outline the intri-
cate connection between the fundamental quantities that govern small noise
stochastic processes moving in such a stable domain. These calculations
serve to thread connections between the governing quantities of the long-
time dynamics of such motion, which is the realm of low probability events
(or large deviations). We outline here the formulation that connects the
Fokker-Planck operator’s principal eigenvalue with the Mean Exit Time and
the Action Functional which will be explained in section 5.1.3.
Denote the eigenvalues and corresponding eigenfunctions of−Lε as λ(0)ε , λ(1)ε ,
λ
(2)






ε , ... respectively. The principal eigenvalue λ
(0)
ε is














Now we may write the Fokker-Planck equation as a continuity equation in
terms of a probability current, J , as ṗ = −∇ · J(x, y, t) where
J i = −(ε
2
)∂j[a
ijp] + bip (5.10)
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p(·, t)dt}(x), x ∈ ∂Ω
where ni(x) is the outward pointing unit normal on the boundary.






where the y subscript denotes the initial condition. We may express the op-























It is known that λ0ε decays exponentially to 0 and the other eigenvalues












(x), ε→ 0 (5.14)









(x), ε→ 0 (5.15)
Re-expressing the probability current then in terms of the asymptotic v0ε
dominance we have




ijv0ε ] + b
iv0ε (5.16)
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And the corresponding escape rate corresponds with the principal eigen-















ε → λ00 = 0 exponentially rapidly we may focus our efforts on
L∗εv0ε(x) = 0 as opposed to L∗εv0ε(x) = λ
(0)
ε v0ε . The method used to calculate
the principal eigenfunction, v0ε(x), is to use a WKB expansion of the form






5.1.3 Connections with Large Deviations Theory
The work which first established rare events in terms of large deviations of
a Random Dynamical System (RDS) was that of Freidlin and Wentzell [41].
In chapter 4 of this book the escape of an RDS from a domain of attraction
is considered. For a system of the form (5.1) the action functional is found






|φ̇(Xεt )− b(Xεt )|2dt (5.17)
This functional represents the work the process needs to do when traversing
a particular path, φ(Xεt ) = {Xεt |t ∈ (0, T )}, against the vector field - similar
to control energy in standard optimization problems. The quasi-potential is
defined in terms of this functional as follows




{S0,T (Xεt ) : φ(Xεt ) ∈ C0,T (Rr), X0 = O,Xt = x} (5.18)
The question naturally arises: how do we compute the value of this po-
tential and the corresponding path, φ(Xt), which leads to this value? To
answer this we consider the calculation of the minimisation of a general cost
functional.
78




L(xs, ẋs, s) ds (5.19)






[L(x, v, t)− 〈Wx, v〉] (5.20)
Defining H(x, p, t) = infv[L(x, v, t)− 〈p, v〉] we write the HJB equation as
∂W
∂t
= H(x,Wx, t) (5.21)
In the case of an autonomous system, extending the infimum over times as




which naturally yields ∂W
∂t
= 0 and we arrive at
H(x,Wx) = inf
v
[L(x, v)− 〈Wx, v〉] = 0 (5.22)




〈v − b(x), (σ(x)σ(x)′)−1(v − b(x))〉 (5.23)
transforms the problem into that of determining the value of the quasipoten-
tial and identifies W (x) with V (O, x). We easily get the optimal v
v = b(x) + 〈p, (σ(x)σ(x)′)〉 (5.24)
which gives the final form HJB equation
H(x,Wx) = 〈Wx, b(x)〉+
1
2
|σ′(x)Wx|2 = 0 (5.25)
The connection between large deviations theory and the asymptotic method
of Maier, Stein, and Schuss occurs when we consider the WKB approxi-





, to the principal eigenvalue, v0ε(x), in
L∗εv0ε = 0. Uncannily the first order equation that we retrieve with the sub-
stitution gives us the HJB equation, H(x,Wx) = 0. So we may identify
W (x) = W (x).
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5.1.4 Method of Characteristics
Following the treatment of Evans [62], the method of characteristics yields
a set of curves known as the characteristic curves, along which a nonlinear
PDE solution can be calculated.
Consider a nonlinear PDE of the form
F (Du, u, x) = 0, x ∈ Ω, u = g on Γ, Γ ⊆ ∂Ω (5.26)
The method of characteristics parametrizes the solution along a parameter,
s. Denoting the solution to the PDE by z(s) = u(x(s)), and the derivative





(p(s), z(s), x(s)), j = 1 : n (5.27)
ṗi(s) = −∂F
∂z
(Du, u, x)uxi −
∂F
∂xi









(p(s), z(s), x(s)) (5.29)












= −δ(x− y), ai,j = σσT
(5.30)
We use the WKB approximation for the density as mentioned earlier






Substitution into equation (5.30) and collecting orders of ε gives what
















Using the outlined method of characteristics to solve this PDE yields the
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following set of ODE’s
dx
ds
= 2ai,jp+ b(x) (5.33)
dp
ds









2Qai,j(x)Q+QA+ ATQ = 0
p = Qx+O(|x|2)
This initialization regime stems from the approximation that the density is
Gaussian close to initial time implying that the exponential function, W (x),
is quadratic to leading order.
Two Dimensional System - Cubic Potential Example
We apply the above methodology to the following two-dimensional system
ẍ+ γẋ+ (−3x2 + 15x) =
√
2εσ(x)dW (t) (5.36)
The corresponding eikonal equation to be solved for the quasipotential,















The method of characteristics yields the following set of ODE. Here, (′) =
d
ds




ẋ′ = 2p2 − γẋ+ 3x2 − 15x
p′1 = −6xp2 + 15p2
p′2 = γp2 − p1
W ′ = p22
Figures 5.1 and 5.3 show the domain of attraction for this synthetic ex-
ample populated with characteristic curves along which the quasipotential
can be calculated. The second figure emphasizes that path which minimizes
the quasipotential for any point that is connected to the stable fixed point
via a characteristic curve. The characteristic curves are non intersecting and
form a dense set of paths within the domain, implying any point is uniquely
matched by a characteristic curve that represents the most probable path
that will be taken if the system were to traverse to this point from the origin.
Large deviations theory also tells us that the minimizer when considering
end-points on the boundary of the domain of attraction will connect the
stable fixed point and the critical point on the boundary (the case where
multiple fixed points exist on the boundary reduces to noting which critical
point has the smallest quasipotential value) [41] - in our example, the points
(0, 0) and (5, 0) respectively.
This example problem bears similarity with the synchronous machine prob-
lem studied in chapter 4 as can be seen by the similarity in the structure of
the phase space. This is to be expected as a cubic potential approximates
the sinusoidal potential studied there.
5.2 Minimum Action Method
In the work of [63] and the consequent work of [64] the most probable exit
path is sought by directly minimizing the action functional over all possible
paths and a given time interval. Due to the phenomena of escape taking place
over a much quicker timescale than the deterministic dynamics, a problem
is noted when using a time parametrization to calculate the MPEP - the
concentration of points describing the path is outside the region of transition
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and so the pertinent region which captures the escape is often excluded. This
lead to efforts to obviate or modify the time parametrization. Zhou’s adap-
tive Minimum Action Method (aMAM) modifies the time parametrization
by using a monitor function to change the grid point mesh in the region of
rapid change and thereby captures the essential aspects of the MPEP. In this
section we describe the basic Minimum Action Method.







and discretize the time interval by dividing the interval into m subintervals
to form a mesh tn
T1 = t0 < t1... < tm = T2
An approximate path is constructed at the mesh grid points and the cor-
responding action functional approximated by quadrature








where δtn = tn − tn−1 and Φn−1/2 = (Φn + Φn−1)/2 and the two end points
of the path, Φ0 and Φm are known values. This approximate objective func-
tion is then minimized via the quasi-Newton method known as the Limited
Memory BFGS.
Considering the cubic potential system of the previous section




〈φ̇− b(φ), σ−2(φ̇− b(φ)〉 = (ẋ− y)2 + (ẏ + γy − 3x2 + 15x)2






(ẋ− y)2 + (ẏ + γy − 3x2 + 15x)2dt (5.40)
with x0 = 0, y0 = 0 and xT = 5, yT = 0.
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We may approximate the integrand as follows































5.2.1 Limited Memory BFGS
We wish to minimize S[0,T ](φ) over all paths φ and on the time interval given.
The LBFGS method is a quasi Newton method which iterates the coordinates
in phase space using a search direction according to the following procedure
xk+1 = xk + αkpk (5.43)
yk+1 = yk + αkpk (5.44)
Here αk is chosen by satisfying what are known as the Wolf conditions :
Sk+1 ≤ Sk + c1αk∇STk pk (5.45)
∇STk+1pk ≥ c2∇STk pk (5.46)
where 0 < c1 < c2 < 1 and pk = −Hk∇Sk.
The methods developed through this chapter jointly provide insight into
the nature of the stability of a fixed point. The large deviations theory allows
us to quantify the nature of extremely rare events and allows us to isolate the
path that requires the least effort to traverse - the most probable exit path
(MPEP). This has great potential in a power system setting as it potentially
allows supervisors to understand the exact nature of very rare events on the
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grid. If the region of escape may be controlled by varying system parameters
such that damage in the case of a rare event is minimized, then this theory
is of significant value to service providers.
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−2 0 2 4 6
Figure 5.1: Characteristic curves populating the domain of attraction ˙x(s)
vs x(s)
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Figure 5.2: Characteristic curves populating the domain of attraction
showcasing the path which minimizes the quasipotential
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Figure 5.3: The quasipotential evaluated along the characteristic curves
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Chapter 6
Conclusions and Future Work
The single most important driver behind the work presented in this thesis
is the fact that linear and / or deterministic methods for state estimation
and stability analysis are far from ideal in an industry that is increasingly
complex and influenced by random / noisy inputs as we move into the 21st
century. The key issues within any complex system of comparable scale to
the power grid, are both the nonlinearity present, together with the very
high dimensionality. As such, the methods presented in this thesis center on
model reduction and simplification while conserving the salient features of
the grid dynamics.
Chapter 2 presented the first application of its kind of nonlinear filtering
(estimation) theory to a commonly used model in power systems research; the
2-Axis SMIB model. Compared to the current linear and static methodolo-









q), and angles (δ), through a system-wide least squares approximation [65],
the application of filtering theory here amounts to proof of concept for its
viability within a larger scale industrial setting.
The inherent time-scale separations present in power system dynamics al-
low for the implementation of uniquely designed numerical algorithms that
take advantage of this feature. The homogenized particle filter used in chap-
ter 2 greatly simplifies full slow/fast system dynamics f(Xt, Zt) with the
averaged quantity f̄(Xt). The reduction in model order for a fraction of
the evolution and information update time step that ensues leads to signifi-
cant computational savings as was evidenced in our results with computation
efficiency improving in excess of an order of magnitude.
The problem of a line contingency which is a frequent occurrence during
power system security assessment is the central problem studied in chapter
2. Here, a single line is shorted, leading to an instantaneous increase in
system impedance. With only partial observation, the key system variables
89
are effectively tracked throughout the duration of the disturbance and return
to stable operation.
Recent work on the homogenization and filtering scheme by Imkeller and
Namachchivaya et al. [9] successfully extends the work of J.Park [29], [28]
that was implemented in chapter 2. This offers the potential application of a
nonlinear state estimation scheme to systems of much higher dimensionality
and further levels of scale separation. Algorithms have been developed that
execute in a computationally efficient manner and offer precision tracking of
system states. These new developments hint at the potential application in
systems of far greater complexity and dimensionality than the base case set
of equations considered in chapter 2, that is, the 2-Axis SMIB system - a 7-
DoF system which contained a single-order time scale separation. These new
directions could very well be areas of profit within the power industry when
considering the standard IEEE test models which have hundreds, sometimes
thousands, of degrees of freedom, and therefore constitute an area for future
work.
Tracking a system accurately allows for a significant contribution to the
overall situational awareness operators possess; however, this awareness yields
the most utility when coupled with a sound understanding of the grids op-
erational limits. Encroaching on the limits of operation in a safe manner
increases the capacity within the system, which in many cases can lead to
huge cost savings, as it can be the difference between bringing plants on-line
or not. It is with this understanding that the research presented in chapter
3 was undertaken.
In a situation similar to that of state estimation, within modern day power
systems the current practice in conducting system-wide stability analysis is
through small signal deterministic stability analysis [10]. This gives opera-
tors a quick summary of system modes that may be entering unstable regions
of operation, and is therefore an efficient methodology suitable for large scale
implementation. The component, though, that is not addressed in such anal-
ysis is the presence of noise in the system and, as outlined in the introduction,
the growing population coupled with the increased penetration of renewable
energy sources in the grid, has brought the grid to a place where standard
deterministic analysis may not suffice for the purposes of accurate schedul-
ing and economical dispatch of power. The methods presented in chapter
3 are for this purpose. Calculating the Lyapunov exponent over the range
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of a suitable system parameter such as damping (or other time varying pa-
rameters as the case may be), is a relevant and potentially useful tool for
local generator operators. It requires a sufficiently accurate model for the
noise present in the system as well as a model for the generator dynamics.
Armed with an approximate model such as this, a system operator will more
thoroughly understand, at least locally, the safe bounds of operation for a
generator, and this therefore enables generators to be operated closer to their
limits.
The results obtained in chapter 3 are beneficial from the point of view that
they comprise the first analytic attempts at quantifying transient stability
using Lyapunov exponents for a swing machine under the influence of noise.
There have been a number of studies that look to understand the stability
through the Lyapunov exponent of larger grid connections using data ob-
tained from phasor measurement units [66], [67]. These results provide a
data based approach to stability analysis and do not offer any information
regarding the dependence of system stability on system parameters such as
damping.
The usual trade-off is noticed here; with higher order models it becomes
impossible to obtain closed form results similar to those presented in chapter
3 due to the intractable nature of the multidimensional Fokker-Planck equa-
tion. Lower order models, while still a challenge, pose the potential for closed
form solutions. In both the white and colored noise cases the Lyapunov expo-
nent for a two-degree-of-freedom SMIB model reveals the non-intuitive nature
of the dependence of stability on the variance of the independent perturba-
tions as well as the system damping, λ = f(σ, γ), explicitly revealing that
there exists a range of values of system damping for a given noise intensity
that yield the most stable systems. These insights allow for the possibility of
quantifying local swing machine stability characteristics wherein the larger
interconnected network is abstracted as a lumped parameter forcing on a
connected single generator.
The results obtained for colored noise perturbations can be extended to
consider N such perturbations,
∑N
i=1 σiζi, and the connection between the
requirement that the infinitesimal generator be self-adjoint and the nature
of the circuits that such a requirement would represent requires further elu-
cidation.
Chapters 4 and 5 have a two-fold aim: (i) To further understand the na-
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ture of the stable points within a single machine infinite bus setting and (ii)
to develop numerical methods that quantify the nature of these stable points
through large deviations theory. The application of sophisticated theoretical
concepts such as large deviations theory may seem daunting to service oper-
ators, but it is done with a very specific naturally occurring phenomenon in
mind - systemwide blackout. There have been a number of power outages in
the past that have had catastrophic consequences affecting tens (hundreds in
the case of the July 2012 blackout in India) of millions of people, such as the
2003 NorthEast blackout in the United States. In many instances the causes
have not been well understood.
The first hint that was provided within the context of the power industry
that large deviations could shed some light in this area was contained in the
paper by C.L. DeMarco et al. [54], wherein the theory was appropriately
placed in the context of the grid within a simplified setting with the aim of
developing an understanding of grid vulnerability to extremely rare events
such as blackouts. While the causes of a systemwide blackout are numerous,
the case where the inherent variance of demand and highly volatile renewable
power injections, is justifiably studied within the context of large deviations
theory. To this end, chapters 4 and 5 identify fixed points and regions of
attraction around these fixed points for the SMIB system.
The existence of resonant zones of attraction when considering slowly vary-
ing angles is established within the context of swing machine dynamics and
the crucial observation that the system Hamiltonian (may be viewed as en-
ergy) evolves over a much larger time scale enabled the application of theory
developed by Lingala et al. [35]. The net result is the primary contribution
of chapter 4, a metric that quantifies the expected escape time of the system
dynamics from the resonance zone, V (H|sd) of equation (4.38), and thereby
offers yet another facet of system stability when looking to extremely rare
events.
A review of the existing ideas surrounding escape from a domain of attrac-
tion was presented in chapter 5. The connection between the mean exit time,
quasipotential, and most probable exit path was made clearer and the proce-
dure behind solving the HJB equation that arises through an application
of the method of characteristics was presented. The characteristic solutions
were found to signify the most probable traverses from the stable point to a
point in the domain of attraction.
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Numerous opportunities exist for future work here. It will be noted that
while the metric, V (H|sd), enables one to compare the relative stability of
two stable points and through this indirect means infer the relative magni-
tude of the expected exit times, the result is not the mean exit time itself.
There have been attempts made under the umbrella of “transition path sam-
pling” [68] that attempt to calculate direct values for the mean exit time
using particle methods that “filter” out particles that manage to traverse
the potential landscape successively leading to higher energies and eventual
escape. Sampling around the MPEP would seem intuitive in this context
and presents a clear point of further research having successfully developed
methods that allow for the calculation of the MPEP in this thesis.
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Appendix A
Calculation of Js and Jc in (4.18), (4.19) and
(4.20)
The reduced order system with ε = 0 with c = 1 are the equations for a
non-linear pendulum. The pendulum has two modes of motion dependent on
total system energy. When H ∈ (−1, 1) the system is described by oscillatory
solutions. Denoting k as the elliptic modulus we have [38]
H = 2k2 − 1





[E − (k2 − 1)K], Ω = π2K, ϕ̇ = Ω (A.1)
The oscillating displacement and velocity in terms of the angle variable ϕ are
δ(ϕ) = 2 arcsin(kSn(
2Kϕ
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the resonance condition. Also note that here q1 = δ and q2 = ω. Even though
it is natural to choose θt as the fast variable for multi-phase averaging, in
order to simplify the averaging of certain elliptic functions in the expressions
F and G ϕ is used as the fast angle for multi-phase averaging. We can








We first consider the term
c1 sin(θ) cos(δ + τ2)δ
′(ϕ) = (c1 cos(τ2) sin(θ) cos(δ)−
































I1 − I2 will give us the average of the term in (A.3).
The fact that δ(ϕ) = 2 arcsin(kSn(2Kϕ
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Using these relations and defining A1 =
a1 cos(τ2)
T1

























































In order to evaluate the four integrals in (A.5) we label each as a, c, b, and d
respectively. Noting the following Fourier expansions as found in Byrd and






















































= 2j + 1
With applications of the same Fourier expansions and orthogonality it can
























































At this point we use results obtained for the Fourier expansion of powers




























































































































Returning now to the expression for < F >:
〈F〉 = 〈(α− βω)δ′(ϕ)〉 −
〈µ3c2r cos(δ + τ1)δ′(ϕ)〉 − 〈µ3c2δ(ϕ) cos(δ + τ1)δ′(ϕ)〉+
〈c1 sin(θ) cos(δ + τ2)δ′(ϕ)〉 − 〈µ1c2 sin(θ) cos(δ + τ1)δ′(ϕ)〉
= A+ B + C +D + E
Noting that D = I1 − I2 and that E = D but with c1 = µ1c2 and τ1 = τ2.
From Morozov [38] we know that
〈βωδ′(ϕ)〉 = 8β
πn
((k2 − 1)K + E)
and the α term in A is identically zero using the Fourier expansion for Cn(x)
and orthogonality. A similar argument also shows that B = 0 and thus
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((k2 − 1)K + E) is the resonant value of the action, C rep-
resents the contribution due to the term 〈q1(ϕ) cos(q1(ϕ) + τ1)q2(ϕ)〉, which
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