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Channel Capacity of Equal Matrix Languages 
RANI SIROMONEY 
Madras Christian College, Madras 59, Ind ia  
The channel capacity of the class of equal matrix languages which 
includes several well-known context-sensitive and context-free lan- 
guages is found out. 
where f l ,  
are in V~ 
Equal matrix languages (abbreviated EML)  have the interesting 
property that the corresponding Parikh mappings are semilinear (Siro- 
money, 1969a, 1969b). Further, every equal matrix grammar (abbre- 
viated EMG)  is nonterminal bounded in the sense that in any line of a 
derivation the total number  of nonterminals is less than a constant. This 
concept of nonterminal boundedness was first introduced by Banerji 
(1963) to study the channel capacity of a certain class of context-free 
languages (abbreviated CFL) .  We extend the calculation of channel 
capacity to the class of unambiguous, uniquely deconcatenable EML's ,  
which includes several of the well-known context-sensitive languages. 
Let Z be a finite nonempty set and Z* the free semigroup with identity 
e generated by 2. An equal matrix grammar is a 4-tuple G = (V  ~,, P ,  S )  
where 
(1) the total vocabulary V consists of the terminal vocabulary Z, 
a set V~ of nonterminals (variables) consisting of the initiaI symbol S 
and a set of distinct k-tuples (A t ,  • . .  , Ak}.  
(2) P consists of the following types of matrix rules: 
(i) a set of initial matrix rules of the form [S ---> e] or [S - -~f lA1""  fkAk],  
wheref i ,  . . -  , fk (possibly empty) are elements of ~* and (A1, . . .  , Ak) 
is in VN. 
(ii) a set of nonterminal matrix rules of the form 
Ak ~ f~B d 
" '"  , f~ C 2" are not al lempty and (A1 ,  . . . , A ~ ), (B1 ,  . . . , Bk } 
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(iii) a set of terminal matrix rules of the form 
f l ,  "'" ,f~ and (At, . "  , A~} as in (ii). 
The EMG is said to be of order k. 
A matrix rule p is applicable to a string ~ if ~ contains in the given 
order every element of the k-tuple which occurs on the left side of p and 
the resultant is obtained by replacing every element on the left side by 
the corresponding string on the right side. Thus the rule 
Ak - *£B  d 
can be applied to the string xlA1 ".. xkAk and the resultant is 
In a grammar, if ~ is obtained as the resultant of ~, we write ~ ~ ~, 
and if there is a sequence of strings ~0, ~,  "'" , ~ with ~ ~ ~+1 for 
each i, we write ~0 ~ *~.  ~0 ~ ~t ~ -'" ~ ~ is called the ~0 derivation 
or generation of ¢~, and ¢0 is said to generate ¢~. Each ¢~ is called a step 
(or line) of the derivation. In any grammar G, the set of terminal words 
generated by S is called the language generated by G. Thus L is an EML 
if there is an EMG G such that L = {w in Z*/S ~*  w is a derivation in G} 
and L is CF if the grammar generating L is CF. 
To illustrate the idea of an EML we consider the context-sensitive 
language L3 = {a string of a's and b's followed by an equal string} 
(Chomsky, 1963). This is generated by the EMG consisting of the rules, 
[S --> AB], --~ aA ~ a 
-+  a B ' -+  a ' - - *  b B ' ~ " 
The string aabaab in La is generated by the following derivations: 
S ~ AB ~ aAaB ~ aaAaaB ~ aabaab, i.e. S ~*  aabaab. 
A CFG is nonterminal bounded if there is an integer K such that for all 
S ~*  ~, 6 in V*, then the number of nonterminals in 6 is less than or 
equal to K. This definition was originally given for CFG but it is clear 
that it can be extended to grammars that are not CF, including matrix 
grammars. It  is easily seen that an EMG is nonterminal bounded. Ban- 
erji (1963) has given a method of calculating the channel capacity of 
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= <B~i, 
the form 
unambiguous, uniquely deconcaten~ble, nonterminal bounded CFL and 
we follow an analogous method of associating with every E3~G a finite 
state automaton (Rabin and Scott, 1959). 
Corresponding to every EMG G = (V, Y,, P, S) we associate the finite 
automatonA = (K, E t, 8, A0, A0), where K = V - Z U {3-o, A1} (2,0, A1 
are new symbols not in V), Zr = {p~, . . .  , p~ where p l ,  • "" , p.  are 
the matrix rules in P, A0 is the initial and the final state and ~ is defined 
as follows: 
8(A0, e) = S, 8(S, p~) = (AI~, . . .  , Aki) corresponding to every ini- 
tial rule p~ in P of the form [S --~ fl~A~ . . .  ¢kAk~], ~((AI~, . . -  , A~0, p~) 
• .. , B~) corresponding to every nonterminal rule p~ in P of 
Ak~ ~ f~B~.J 
~((AI~, " "  , Ak~), p~) = A1 for every terminal rule p~. in P of the form 
FAli--~fl~ 1 . . . . . . .  and ~(Al,e) = A0. 
LAk~ ~ G~J 
For every unambiguous, uniquely deconcatenable EML L, a finite 
automaton A can be constructed corresponding to the unambiguous 
E1VIG generating L. A can be used to calculate the channel capacity of L 
where the information theoretic definition of the channel capacity C of a 
language is given by C = l imt~ log N(t)/t, N(t) being the number of 
sequences of words of length t in L. Hence for the calculation of channel 
capacity, we need to know the value of N(t). This is calculated as fol- 
lows from the associated finite automaton. The length lr of the trans- 
formation ~((All, - - .  , Ak~}, pl) = (Bll, . - .  , Bkl) is defined to be equal 
to the length Ir of p~., which is equal to the sum of the number of termi- 
nals in p/ .  For example if pi is the rule 
then 1T(p~) = l(fl~) ~ . . .  ~- l(fiO, where l(fii) is the number of termi- 
nals infix. Length of a word p~ • • • p~ accepted by A is equal to lr(p~) Jr 
• -. -~ /r(p~). 
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H the automaton A has m states $1, " "  , S~, $1 being the initial 
state, let n~. represent the number of transformations from S~ to S~. and 
let the lengths of these transformations be l~(1 < i , j  <= m; 1 < a < n~) 
and N~(t )  the number of strings of length t, accepted by A. Then 
~ .~ + A~)X~ ~ + . . .  + .~ ..~ where theX,(1 -< r -< n) 
are the solutions of the determinant equation 
rill ~12 
2 x -~ - 1 Z x -~ 
~I  a=l 
n21 ~22 
x -~5 Z x -~ - 1 
nml ~m2 
Z ,~2 E _1 a --l a Z ,hi E . . . . . .  
a~l  a=l  
X 1., E __Ze~ 
c~=1 
~2m 
~=1 = 0 
nmra 
~ x-~a~ - 1 
a=l  
and the A~ .) are determined from the boundary values obtained by 
enumeration for small values of t (Banerji, 1963). 
We illustrate the method by calculating the channel capacity of the 
EML L = {a'b~cn/n >= 1} which is known to be context-sensitive 
(Chomsky, 1963). L is generated by the EMG G -- (V, Z, P, S) where 
V = {S, (A, B, C>, a, b, c}, Z = (a, b, c}, S the initial symbol and Peon- 
sists of the rules 
I i  ---> aA7 I i  --+ ! ]  pl: [S -+ ABC], p2: ~ bB[ ,  Ps: -+ • 
-+ cC j ---> 
The associated finite automaton 
A = (K, Z', ~, Ao, A0) where K = {Ao, A1, S, <.4, B, C}}, 
Z' = {pl, p2, P3}, A0 the start and final state. Write A0 = $1, S = $2, 
<-4, B, C> = Sa and A1 = $4. ~ is defined as follows: ~($1, e) = $2, 
~($2, pl) = Sa, ~(S~, p:) = $3, ~($3, p~) = $4, ~($4, e) = $1. It is 
seen that/r(pl)  = 0, /r(p2) = 3, lr(p~) -- 3, lr(e) = 0. The determi- 
nant equation is 
--1 1 0 0 
0 --1 1 0 
0 0 X -3-1 X-3 = 0 
1 0 0 --1 
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i.e. 2X -a -- 1 = 0. Therefore X = 21in, 21tao~, 21/a~ 2 where ~ is the cube 
2t 
root of unity. Hence Nn(t )  = 2tn(A0 + A1J  -]- A2~ ). Solving for 
A0, A1, A2 from the boundary conditions, Nu(1)  = 0 = Nl1(2), 
Nl1(3) = 1, we get Ao = A1 = A2 = 9, and N~(t)  = (2t/a/6) 
• (1 + t + ¢o2t) which is zero when t is not a multiple of 3 and equal to 
2 ~-1 if t = 3m. The channel capacity is ~ bit per symbol• 
We have seen that for every EMG, we can associate a finite state 
automaton, but the method of calculating the channel capacity is re- 
stricted to unambiguous, uniquely deconcatenable EFIL. An EMG G is 
ambiguous if there is a word w generated by G, using more than one 
derivation. Hence for each word ambiguously derivable in G, there will 
correspond more than one word accepted by the associated finite state 
automaton. As seen earlier, the context-sensitive language La can be 
generated by an unambiguous EMG but due to lack of unique deeon- 
catenability Nil(t) cannot be calculated by this method. Nevertheless, we 
note that N22(t) can be calculated using the corresponding automaton 
and it yields the number of strings of length t (instead of the number of 
sequences of strings of length t which is N~l(t)). 
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