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Abstract
This article derives lower bounds on the conver-
gence rate of continuous-time gradient-based op-
timization algorithms. The algorithms are sub-
jected to a time-normalization constraint that
avoids a reparametrization of time in order to
make the discussion of continuous-time con-
vergence rates meaningful. We reduce the
multi-dimensional problem to a single dimen-
sion, recover well-known lower bounds from the
discrete-time setting, and provide insight into
why these lower bounds occur. We present al-
gorithms that achieve the proposed lower bounds,
even when the function class under consideration
includes certain nonconvex functions.
1. Introduction
Many problems in machine learning and statistics can be
formulated as optimization problems. First-order optimiza-
tion algorithms, such as gradient descent, are commonly
used due to their simplicity and due to the fact that their
complexity scales mildly in the number of decision vari-
ables. These algorithms are known to have natural limits on
their convergence rate. We will examine these complexity
lower bounds from a dynamical systems perspective. Un-
usually for the literature on lower bounds, we will work in
continuous time. Our continuous-time perspective not only
leads to insights into why complexity bounds arise, but also
provides guidance for algorithm design.
A commonly used technique for deriving lower bounds is
to construct a function that is difficult to optimize (see, e.g.,
Nesterov, 2004, p. 59). Such a function is typically ob-
tained by ensuring that, at the jth iteration, all gradients
that an algorithm has evaluated so far belong to a (j + 1)-
dimensional subspace which is far away from the optimum.
Dimension-independent lower bounds then result from an
unbounded increase in the problem dimension. This es-
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tablishes, for example, that for the class of smooth and
strongly convex functions at least
√
κ/2 ln(c/ǫ) iterations
are needed to achieve an ǫ-distance to the optimizer (for
large κ), where c is a constant and κ refers to the condi-
tion number (Nesterov, 2004, p. 68). The lower bound
is achieved by accelerated gradient methods; for exam-
ple, Scoy et al. (2018) provide an algorithm that attains the
lower bound up to a factor of two. In the nonconvex setting,
deriving tight lower bounds for smooth functions is an ac-
tive area of research, where important recent contributions
have been made by Carmon et al. (2019), for example.
We are motivated by a line of recent work that
views optimization algorithms as continuous-time dyna-
mical systems (see, e.g., Su et al., 2016; Krichene et al.,
2015; Wibisono et al., 2016; Diakonikolas & Jordan, 2019;
Muehlebach & Jordan, 2019). This work has provided sig-
nificant insight into convergence rates of discrete-time algo-
rithms via translating upper bounds from continuous time
to discrete time. We ask the question whether it is also pos-
sible to obtain insight into lower bounds on gradient-based
algorithms via a continuous-time analysis.
Instead of constructing a function that is difficult to opti-
mize, we exploit invariance properties of the function class
under consideration, which, combined with a local analysis
about a (local) minimum, greatly simplifies the dynamics
that need to be considered. This reduces the problem of de-
termining the worst-case convergence rate over the given
class of functions to the analysis of a parameter-dependent
characteristic polynomial. We show that under certain cir-
cumstances the classical dimension-independent discrete-
time lower bound for smooth and strongly convex functions
can be recovered. We also derive continuous-time algo-
rithms that achieve faster convergence rates. These algo-
rithms include very fast dynamics and it is a matter of fu-
ture research to investigate whether it is possible to derive
practical discretizations of these dynamics.
A related—but discrete-time—perspective has been pre-
sented by Arjevani et al. (2016), where optimization al-
gorithms are modeled by kth-order linear dynamical sys-
tems, and the complexity is shown to be lower bounded
by Ω(κ1/k ln(1/ǫ)).1 In contrast, we model algorithms
1Here, kth order refers to the fact that the jth iterate depends
only on the past k iterates. This should not be confused with
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as continuous-time nonlinear dynamical systems and show
how the lower bound Ω(
√
κ ln(1/ǫ)) for the class of
strongly convex quadratic functions can be recovered.
1.1. Notation and outline
We focus on optimizing real-valued functions f : Rn →
R, where n > 0 is an integer. Without loss of generality,
we assume that the functions f have a local minimum at
x = 0 with value f(0) = 0. The functions are assumed to
have Lipschitz-continuous gradients. Our aim is to find a
lower bound on the convergence rate that any continuous-
time gradient-based algorithm can possibly achieve on a
given class of functions. This class of functions will be
denoted by Cµ,L and is required to satisfy the following
assumptions:
(C1) Each f ∈ Cµ,L is twice continuously differentiable in
a neighborhood of the origin.
(C2) For every f ∈ Cµ,L, it holds that
spec(∆f(0)) ⊂ [µ, L],
where 0 < µ ≤ L are fixed constants, spec denotes
the spectrum, and ∆f(0) refers to the Hessian of the
function f evaluated at the origin. Conversely, for any
λf ∈ [µ, L], there exists a function f ∈ Cµ,L such
that
λf ∈ spec(∆f(0)).
(C3) The class Cµ,L is invariant under orthogonal trans-
formations. In other words, f ∈ Cµ,L implies that
f ◦ T ∈ Cµ,L for all T ∈ O(n), where O(n) denotes
the set of orthogonal matrices of size n× n.
Assumption (C1) imposes local smoothness and Assump-
tion (C2) encodes prior information about the local cur-
vature. It excludes degeneracies, which arise either due
to a non-isolated minimum, or when the curvature about
the minimum is arbitrarily small. Assumption (C3) implies
that the function class Cµ,L is invariant under permutations
and rotations. As we shall see in the sequel, this has impor-
tant implications for algorithm design.
Given these assumptions, the lower bounds that we derive
apply to smooth nonconvex functions with isolated non-
degenerate critical points, convex quadratic functions, and
smooth and strongly convex functions. The assumptions
emphasize the importance of the local shape of the objec-
tive function about a local minimum. From a dynamical
systems perspective imposing limits on the local instead of
the global structure seems more natural. Even though our
analysis includes results about certain nonconvex functions,
accessing higher derivatives of the objective function.
we will not consider the impact of saddle points, for ex-
ample, which greatly limits the convergence rate (Jin et al.,
2019; Carmon et al., 2019).
The complexity of an algorithm can be characterized by the
number of iterations required to achieve an ǫ-distance to
the optimizer. In the following, it will be more convenient
to characterize the convergence rate. We say that an algo-
rithm converges with rate ρ > 0, if the distance to the local
optimum decays at least with exp(−ρt) for a certain set
of initial conditions, where t refers to time. Both notions
are equivalent. However, an upper bound on the conver-
gence rate leads to a lower bound on the complexity, and
vice versa. For example, if the convergence rate is upper
bounded by O(1/κ), the complexity is lower bounded by
Ω(κ ln(1/ǫ)).
The article is structured as follows: Sec. 2 introduces the
class of algorithms that are studied. The resulting lower
bounds are presented in Sec. 3 and simulation results are
provided in Sec. 4. The article concludes with a brief dis-
cussion in Sec. 5.
2. Continuous-time Gradient-based
Optimization Algorithms
We model a gradient-based optimization algorithm as a dy-
namical system of the form
x(k)(t) = g(x(k−1)(t), . . . , x˙(t), x(t),
∇f [h(x(t), x˙(t), . . . , x(k−1)(t)) ] ), (1)
where the functions g : Rn×k×Rn → Rn and h : Rn×k →
Rn are independent of f , where k > 0 is an integer, and
where x(p)(t) denotes the pth derivative with respect to
time. We say that (g, h) is a continuous-time gradient-
based optimization algorithm, (g, h) ∈ G, if (1) has the
following properties (for all f ∈ Cµ,L):
(G1) g and h are continuously differentiable in all argu-
ments,
(G2) critical points of f correspond to equilibria of (1),
(G3) local minima of f correspond to asymptotically stable
equilibria of (1) (in the sense of Lyapunov).
Assumption (G1) implies that (1) is a well-posed differen-
tial equation. Assumption (G2) and (G3) ensures that the
algorithm locally converges to local minima. Assumption
(G1)-(G3) are therefore minimal requirements for ensuring
that (1) minimizes f . A graphical representation of the sys-
tem (1) is shown in Fig. 1.
Remark: We model a gradient-based optimization algo-
rithm as an autonomous dynamical system. On a fundamen-
tal level, introducing non-autonomous dynamics would
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z˙ = g¯(z, u),
y = h(z)
∇f
yu
Figure 1. Graphical representation of the dynamics (1), where z
denotes the internal state, and g¯ is related to g. The feedback con-
nection with the gradient ∇f can be viewed as an oracle query.
The assumptions on the structure of the dynamical system (as
given by (1)) are without loss of generality.
lead to a time-varying vector field, which contrasts with
the fact that the objective function f is fixed. In physics
and engineering, non-autonomous dynamical systems typ-
ically arise in situations where only a sub-component of a
system is studied. In that case, the interactions of the sub-
component with the rest might lead to non-autonomous dy-
namics, even though the system as a whole is autonomous.
Thus, non-autonomous dynamics, as introduced in Su et al.
(2016), for example, might be useful to approximate (1)
with a reduced-order model, whereby higher-order dynam-
ics are captured by time-varying terms. In the following,
we will characterize fundamental limits on the convergence
rate for any integer k > 0; therefore there is no need to ren-
der g and h time varying.
2.1. Rescaling time
In contrast to the discrete-time setting, the time t has no ab-
solute meaning in continuous time. The trajectory x˜(t) :=
x(α(t)), where α : R≥0 → R≥0 is any diffeomorphism
satisfies a differential equation similar to (1).
For k = 2, for example, the trajectory x˜(t) evolves accord-
ing to
¨˜x = g( ˙˜x/α˙, x˜,∇f [h(x˜, ˙˜x/α˙)])α˙2 + ˙˜xα¨
α˙
, (2)
where the dependence on time has been omitted. In or-
der for a discussion of convergence rates to be meaning-
ful, such a rescaling needs to be avoided. This is done by
adding the following requirement: (g, h) ∈ G′,
G′:=
{
(g, h) ∈ G | det
(
∂g(w, v)
∂v
∣∣∣∣
0,0
∂h
∂x
∣∣∣∣
0
)
=(−1/L)n
}
,
(3)
where the variables w ∈ Rn×k and v ∈ Rn are place-
holders, and det denotes the determinant. In the example
of k = 2, the right-hand-side of (2) satisfies the time-
normalization constraint (3) if and only if(−1
L
)n
=det
(
∂g(w, v)
∂v
∣∣∣∣
0,0
∂h
∂x
∣∣∣∣
0
)
α˙(t)2n=
(−α˙(t)2
L
)n
,
where (g, h) ∈ G′ has been used for the last equality. This
implies α˙(t)2 = 1 for all t ∈ R≥0, or equivalently, α(t) =
t + const. The same argument applies for k = 1 or k > 2
and implies that (3) fixes the time scale.
Choosing any other normalization in (3), such as the trace,
the induced two-norm, a specific entry, or a constant differ-
ent than 1/L, fixes the time scale in a different way; how-
ever, the results derived in the remainder of the paper still
apply. The normalization according to (3) is convenient,
since, as a result, a convergence rate of unity is achieved
for the class CL,L, which consists of functions that behave
locally like L|x|2/2. The sign is imposed by the asymp-
totic stability requirement (G3). Additional context on the
normalization (3) is provided in App. A.
2.2. First-order approximation
For deriving the lower bounds on the convergence rate it
will be enough to consider initial conditions that are close
to the origin. We therefore apply Taylor’s theorem to the
dynamics (1),
x(k) = −
k−1∑
j=1
Gjx
(j) −G0∆f(0)

x+ k−1∑
j=1
Hjx
(j)


+ r(x, x˙, . . . , x(k−1)), (4)
where the dependence on time is omitted, and the matrices
G0, . . . , Gk−1 ∈ Rn×n and H1, . . .Hk−1 ∈ Rn×n repre-
sent the different partial derivatives of g and h evaluated at
the origin. The remainder term is denoted by the function
r : Rn×k → Rn, and captures the second-order terms. In
deriving (4), we exploited the fact that the partial deriva-
tive of g with respect to x vanishes, when evaluated at the
origin, due to Assumption (G2). Furthermore, we set the
partial derivative of h with respect to x, evaluated at the
origin, to the identity. This amounts to a normalization of
the state x, which, according to Assumption (G2) can al-
ways be done and does not affect the convergence rate.
By introducing the state variable z := (x, x˙, . . . , x(k−1)),
the dynamics (4) can be rewritten as
z˙(t) = Az(t) + r˜(z(t)), (5)
where A ∈ Rkn×kn is obtained by appropriately stacking
the matrices G0, . . . , Gk−1, H1, . . . , Hk−1 and r˜ captures
the remainder term. The following lemma relates the con-
vergence rate of the nonlinear dynamics to the convergence
rate of the linear dynamics.
Lemma 2.1 Assume that there exists a neighborhoodN of
the origin such that any solution z(t) of (5) with z(0) ∈ N
satisfies
|z(t)| ≤ c1|z(0)| exp(−art), ∀t ∈ [0,∞),
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where c1 ≥ 1 and ar > 0 are constants. Then, there exists
a constant c2 ≥ 1, such that any solution of the correspond-
ing linear equation∆z˙(t) = A∆z(t) satisfies the estimate
|∆z(t)| ≤ c2|∆z(0)| exp(−art).
The lemma is a standard result from the theory of ordinary
differential equations. We included a proof in App. B. A
lower bound on the convergence rate of the linearized dy-
namics provides us therefore with a lower bound on the
convergence of the nonlinear dynamics, as this would oth-
erwise contradict the statement of Lemma 2.1. In order
to find lower bounds on the convergence rate, we will
therefore replace (1) with its first-order approximation (4),
where we neglect the remainder term r.
2.3. Invariance under orthogonal transformations
Assumption (C3) requires that the class Cµ,L is invari-
ant under orthogonal transformations. We will show next
that, without loss of generality, the linearized dynamics (4)
(when r is neglected) can be assumed to be invariant under
orthogonal transformations, which will simplify our deriva-
tions.
Proposition 2.2 Assume (4) converges with rate ρ (or
faster) for all f ∈ Cµ,L. Then, the rate ρ can
be achieved for G0 = g0I, . . . , Gk−1 = gk−1I ,
H1 = h1I, . . . , Hk−1 = hk−1I , where g0, . . . , gk−1 and
h1, . . . , hk−1 are scalars, and I ∈ Rn×n is the identity.
Proof The convergence rate of (4) (with r = 0) is deter-
mined by the roots of the characteristic polynomial
det

skI + k−1∑
j=1
Gjs
j +G0∆f(0)

I + k−1∑
j=1
Hjs
j



 .
We set ∆f(0) = λI and analyze the characteristic poly-
nomial for different λ ∈ [µ, L]. The polynomial can be
factorized into n factors, each having the form
sk + g˜k−1(λ)s
k−1 + · · ·+ g˜1(λ)s+ λg˜0, (6)
where the coefficients g˜j(λ) continuously depend on λ and
g˜0 is given by an eigenvalue ofG0. The latter follows from
evaluating the above determinant at s = 0. By assumption,
each of these factors must have roots with real parts smaller
than −ρ for all λ ∈ [µ, L]. This implies, by Kharitonov’s
theorem (Minnichelli et al., 1989), that the four Kharitonov
polynomials, which are given by different combinations of
the maxima and minima of g˜j(λ) over λ ∈ [µ, L], have
real parts smaller than −ρ. We pick any of the n factors,
(6), and choose g0, . . . , gk−1 and h1, . . . , hk−1 such that
g0 = g˜0,
gj + µhj = min
λ∈[µ,L]
g˜j(λ), gj + Lhj =max
λ∈[µ,L]
g˜j(λ),
j = 1, . . . , k − 1. In that case, for any f ∈ Cµ,L, the char-
acteristic polynomial factorizes into n equal factors, each
having the form
sk + (gk−1 + hk−1λ¯)s
k−1 + · · ·+ λ¯g0, (7)
where λ¯ ∈ [µ, L] is an eigenvalue of ∆f(0). By con-
struction, the Kharitonov polynomials of (6) and (7) agree,
which guarantees a convergence rate of at least ρ.
The fact that a square matrix is invariant under orthogo-
nal transformations if and only if it is a scaled identity
matrix implies that the dynamics (4) are invariant under
orthogonal transformations of f if and only if the matri-
ces G0, . . . , Hk−1 are scaled identity matrices. A game-
theoretic interpretation of Prop. 2.2 is included in App. C.
We therefore conclude that for any (g, h) ∈ G′, a lower
bound on the convergence rate is obtained by the first-order
approximation of (1), which, due to the time-normalization
constraint and the invariance under orthogonal transforma-
tions, takes the form
x(k) = −
k−1∑
j=1
gjx
(j) − 1
L
∆f(0)
(
x+
k−1∑
j=1
hjx
(j)
)
, (8)
where g1, . . . , gk−1, h1, . . . , hk−1 ∈ R are scalars and
the dependence on time has been omitted. The time-
normalization constraint (3) implies g0 = 1/L.
3. Lower Bounds on the Convergence Rate
3.1. Gradient flow (k = 1)
This section analyses the case k = 1, resulting in gradient-
flow algorithms. According to (8), we obtain the first-order
approximation
x˙(t) = − 1
L
∆f(0)x(t). (9)
By choosing an appropriate coordinate system that diago-
nalizes ∆f(0), we conclude that each component xj of x
converges according to
xj(t) = xj(0) exp(−λf t), (10)
where λf is an eigenvalue of∆f(0)/L. Due to the fact that
f ∈ Cµ,L, which implies 1/κ ≤ λf ≤ 1, according to (C2),
x(t) converges in the worst-case with c exp(−t/κ), where
κ := L/µ and c is constant. Hence, by virtue of Lemma 2.1
we conclude:
The convergence rate of any continuous-time optimization
algorithm (g, h) ∈ G′ (with k = 1) is upper bounded by
1/κ on functions Cµ,L. Thus, the time required to achieve
an ǫ-distance to the optimizer is lower bounded by κ ln(c/ǫ)
on functions Cµ,L, where c > 0 is constant.
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3.2. Accelerated gradient flow (k = 2)
This section discusses the case k = 2. According to (8),
the following first-order approximation is obtained:
x¨(t) = −
(
g1 +
h1
L
∆f(0)
)
x˙(t)− 1
L
∆f(0)x(t). (11)
Choosing an appropriate coordinate system that diagonal-
izes ∆f(0), results in the scalar second-order differential
equation for each component xj of x,
x¨j(t) = −(g1 + h1λf )x˙j(t)− λfxj(t), (12)
where λf is an eigenvalue of ∆f(0)/L. The convergence
rate of a single component of x is therefore dictated by the
real part of the roots of the following polynomial:
s2 + (g1 + h1λf )s+ λf = 0. (13)
The roots are given by
− dλf (g1, h1)±
√
dλf (g1, h1)
2 − λf , (14)
with dλf (g1, h1) := (g1+λfh1)/2. Due to the fact that the
square-root term is either positive or imaginary, the conver-
gence rate is limited by the first root (with the + sign). In
addition, f ∈ Cµ,L, hence λf may vary between 1/κ and
1. As a result, the convergence rate is lower bounded by
min
g1,h1
max
λf∈[
1
κ
,1]
Re
(
−dλf +
√
d2λf − λf
)
, (15)
where the dependence of dλf on g1 and h1 has been omit-
ted. For a fixed λf > 0 the function achieves its mini-
mum value −√λf when g1 and h1 are chosen such that
dλf (g1, h1) =
√
λf . Thus, interchanging the min and
the max concludes that (15) is lower bounded by −1/√κ.
Choosing g1 = 2/
√
κ, h1 = 0, reveals that the lower bound
is actually attained.1 This implies
min
g1,h1
max
λf∈[
1
κ
,1]
Re
(
−dλf +
√
d2λf − λf
)
= −1/√κ,
which, by virtue of Lemma 2.1, implies:
The convergence rate of any continuous-time optimization
algorithm (g, h) ∈ G′ (with k = 2) is upper bounded
by 1/
√
κ on functions Cµ,L. Thus, the time required to
achieve an ǫ-distance to the optimizer is lower bounded by√
κ ln(c/ǫ) on functions Cµ,L, where c > 0 is constant.
3.3. Higher-order methods (k > 2)
We follow the reasoning of the previous sections and obtain
the characteristic polynomial
sk + (gk−1 + hk−1λf )s
k−1 + . . .
+ (g1 + h1λf )s+ λf = 0, (16)
1In that case, the real part of (14) evaluates to −1/√κ,
whereas changing λf ∈ [1/κ, 1] only affects the imaginary part.
whose roots determine the convergence rate of a single com-
ponent of x(t), where x(t) satisfies (8) and λf ∈ [1/κ, 1]
is an eigenvalue of ∆f(0)/L. Expressing (16) in terms of
its roots −π1, . . . ,−πk ∈ C, where C denotes the set of
complex numbers, results in
(s+ π1)(s+ π2) . . . (s+ πk) = 0. (17)
The minus sign is introduced for notational convenience.
Equating the coefficients of (16) and (17) yields
λf = π1π2 . . . πk. (18)
In other words, no matter how the coefficient gj and hj are
chosen, the product of the roots of (16) is always equal to
λf . Due to the fact that the coefficients of the polynomial
(16) are real, the roots π1, . . . , πk are complex conjugated.
As a consequence, the previous equation simplifies to
λf = |π1| |π2| . . . |πk| ≥ |πmin|k, (19)
where πmin denotes the the root with the smallest absolute
value. Evaluating (19) for λf = 1/κ therefore yields the
upper bound 1/κ1/k on the absolute value of the smallest
root, which suggests that the convergence rate is limited by
1/κ1/k. We will show next that such a convergence rate
can, in fact, be achieved.
Proposition 3.1 The convergence rate of any continuous-
time optimization algorithm (g, h) ∈ G′ with k ≥ 1 is up-
per bounded by 1/κ1/k on functions Cµ,L. The algorithm
given by (8) with
hj = κ
j/k
(
k − 1
j
)
, gj =
1
κ(k−j)/k
(
k
j
)
− hj
κ
, (20)
locally achieves the upper bound.
Proof The previous discussion implies that 1/κ1/k is in-
deed a lower bound. In case gj and hj are chosen according
to (20), the characteristic polynomial (16) simplifies to
(s+ 1/κ1/k)k + λ¯f (sκ
1/k + 1)k−1 = 0,
where λ¯f := λf − 1/κ. This can be further factorized to
(s+ 1/κ1/k)k−1(s+ 1/κ1/k + λ¯fκ
(k−1)/k) = 0,
which shows that there are k− 1 real roots at −1/κ1/k and
one real root at
− 1
κ1/k
− λ¯fκ(k−1)/k
that depends on λ¯f . For λ¯f ∈ [0, 1 − 1/κ], this root takes
values in [−κ1−1/k,−1/κ1/k].
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The example above locally achieves a convergence rate
of 1/κ1/k, but introduces a single real root that tends to
−∞ for large κ, when λf > 1/κ. Such a fast root
poses a problem for any explicit discretization scheme
(Nevanlinna & Sipila¨, 1974). We show that the conver-
gence rate of any continuous-time optimization algorithm
cannot exceedO(1/√κ)when all roots of (16) are required
to remain bounded for all κ.
Proposition 3.2 The convergence rate of any continuous-
time optimization algorithm (g, h) ∈ G′ (k ≥ 2), whose
characteristic polynomial (16) has bounded roots, cannot
exceed O(1/√κ).
Proof We consider the case where the roots are con-
strained to the unit disk (unit bound); the same arguments
also apply for a bound greater than one. For the subsequent
analysis it will be beneficial to rescale gj and λf by intro-
ducing g¯j := gj + hj/κ, λ¯f = λf − 1/κ such that (16)
takes the form
sk + g¯k−1s
k−1 + · · ·+ g¯1s+ 1/κ
+ λ¯f
(
hk−1s
k−1 + · · ·+ h1s+ 1
)
= 0, (21)
with λ¯f ∈ [0, 1 − 1/κ]. In order to study the dependence
of the roots of (21) on λ¯f we use the Nyquist criterion (see
App. D), which provides a necessary and sufficient condi-
tion for (21) to have all roots in the left-half complex plane
for all λ¯f ∈ [0, 1−1/κ]. The Nyquist criterion implies that
if the roots of (21) are all in the left-half complex plane,
there is no λ¯f ∈ [0, 1 − 1/κ], such that the graph of the
complex function P : R→ C,
P (ω) := λ¯f
hk−1s
k−1 + · · ·+ h1s+ 1
sk + g¯k−1sk−1 + · · ·+ g¯1s+ 1/κ
∣∣∣∣
s=iω
,
(22)
passes through the point −1, where i := √−1 denotes the
imaginary unit. We will show that this condition cannot be
fulfilled when the roots πj of (21) are required to satisfy
|πj | ∈ (1/
√
κ, 1] for all κ ≥ 1. To that end, the function
P (ω) is rewritten as
λ¯f
1− 1/κ
( (s+ π¯1) . . . (s+ π¯k)
(s+ π1) . . . (s+ πk)︸ ︷︷ ︸
:=H(s)
−1
)∣∣∣
s=iω
, (23)
where πj are the roots of (21) for λ¯f = 0 and π¯j are the
roots of (21) for λ¯f = 1− 1/κ. These therefore satisfy (cf.
(19))
1
κ
= |π1| . . . |πk|, 1 = |π¯1| . . . |π¯k|. (24)
Combined with the requirement |πj | ≤ 1, the latter implies
|π¯j | = 1 for j = 1, 2, . . . , k, whereas the former implies
that at least three roots, denoted by π1, π2, π3 tend to zero
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Figure 2. The graph illustrates the behavior of the numerator and
denumerator ofH(iω) for ω ≥ 0 on the example (iω+1)4/((iω+
1/κ0.25)4. Both numerator and denumerator spiral outwards and
their phase approaches 360 degrees for large ω. While the numer-
ator (black) has a phase close to 0 for small ω, the phase of the
denumerator (red) approaches 360 degrees for large κ.
for κ → ∞, since |πj | > O(1/
√
κ). Next, we analyze
the graph of P (ω), and start by considering the numerator
and denominator of H(iω) separately. The numerator of
H(iω) takes the value 1 for ω = 0, is continuous in ω, and
its graph spirals outwards for ω ≥ 0 (since Re(π¯j) > 0,
the phase strictly increases for ω ≥ 0 until it reaches 90 · k
degrees). All roots π¯j satisfy |π¯j | = 1. Hence, there exists
a value ωnum > 0 such that the numerator of H(iω) has a
phase below, say, 10 degrees for all ω ∈ [0, ωnum], and all
κ ≥ 1. The denominator of H(iω) is likewise continuous
in ω, takes the value 1/κ for ω = 0, and spirals outwards
for ω ≥ 0. However, since at least three of the roots πj
tend to zero for κ → ∞, the denominator approaches (for
large κ)
s3(s+ π4) . . . (s+ πk)|s=iω ,
which has a phase of more than 270 degrees for small
ω (due to the s3 term). Thus, there exists a small value
0 < ωdenum ≤ ωnum, such that for sufficiently large κ, the
denominator of H(iω) reaches a phase of more than 190
degrees for ω ∈ [0, ωdenum]. The situation is illustrated
in Fig. 2. The phase of H(iω) is given by the difference
between the phase of the numerator and the denominator,
and therefore, for sufficiently large κ, there exists the value
ωc ∈ [0, ωdenum], such that H(iωc) has a phase of −180
degrees. Hence, according to (23), P (iωc) has likewise a
phase of −180 degrees and P (iωc) < −1. Thus, there
exists a λ¯f such that P (iωc) = −1, contradicting the con-
dition established by the Nyquist criterion.
3.4. Discussion
The analysis provides insights into the convergence limits
of any gradient-based algorithm. It emphasizes the fact that
these convergence limits result from limited curvature infor-
mation, since by Assumption (C2), only upper and lower
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bounds on ∆f(0) are known (i.e. λf ∈ [1/κ, 1]). Com-
pared to the discrete-time case, where the convergence rate
is upper bounded by O(1/√κ), faster convergence rates
can be achieved with continuous-time algorithms. These al-
gorithms, however, necessarily include arbitrarily fast con-
verging dynamics as shown by Prop. 3.2 and cannot be dis-
cretized by explicit linear methods (Nevanlinna & Sipila¨,
1974). This recovers the classical discrete-time result.
Even though the worst-case complexity in discrete-time
cannot be improved, discretizing the dynamics (20) with
variable step-size schemes, or integration methods whose
order increases with κ might still lead to new discrete-time
algorithms that achieve fast convergence rates. Additional
background on the relation to discrete time is included in
App. E.
The proof of Prop. 3.2 provides a graphical interpretation of
the fact that a convergence rate of O(1/√κ) cannot be im-
proved (under the assumption of bounded rates): A faster
convergence rate requires that at least three roots of (16)
become arbitrarily small for large κ. These three roots in-
troduce a negative phase shift of more than 180 degrees
(for κ → ∞ each introduces −90 degrees) in the func-
tion P (iω), cf. (22), which leads to instability for large κ.
Clearly, these issues do not occur for low-order dynamics
with k ≤ 2, as in that case, the phase shift is limited from
the outset to −180 degrees.
One might suspect that the algorithm provided in Prop. 3.2
is fragile, in the sense that it only achieves the rate of
1/κ1/k on quadratic functions. The following proposition
shows that this is not the case; the algorithm converges and
achieves the rate 1/κ1/k for all smooth and strongly convex
functions and even for certain nonconvex functions.
Proposition 3.3 Let f ∈ Cµ,L be such that
(∇f(x)/L − αsx)T(∇f(x)/L − x) ≤ 0, (25)
holds for all x ∈ Rn, where αs > 0 is constant. Then, the
origin is a globally asymptotically stable equilibrium for
the dynamical system
x(k)(t) = −gk−1x(k−1)(t)− · · · − g1x˙(t)
−∇f(x(t) + h1x˙(t) + · · ·+ hk−1x(k−1)(t))/L, (26)
where gj and hj are defined in Prop. 3.1. The trajectories
converge with rate 1/κ1/k if (25) holds for αs = 1/κ.
The result can be proved by rewriting the dynamics as a
Lure´ problem with ∇f(x)/L − x/κ as the nonlinear feed-
back term and applying the circle criterion (Khalil, 1996,
p. 265). A full proof can be found in App. F. The assump-
tion (25) ensures that∇f(x)/L belongs to the sector [αs, 1],
as illustrated on a scalar example in Fig. 3 (top left). The
condition αs = 1/κ is fulfilled by smooth and strongly con-
vex functions, which shows that the lower bound suggested
I1 I2-I4 I5 I6 − I8 I9
∆f (0, 1] [−1, 1] [µ, 1] [−1, 1] (0, 1]
Table 1. The table summarizes the values that the Hessian can
take. The interval I5 ranges from (−0.5, 0.5), thus, the lower
bound µ > 0 ensures that each f has a non-degenerate local min-
imum at the origin. The Hessian is restricted to be positive on the
intervals I1 and I9 in order to exclude any stationary point except
the origin.
by Prop. 3.1 is achieved. However, (25) does not require f
to be convex.
4. Simulation Results
This section illustrates the results from Sec. 3 on a simula-
tion example. We choose Cµ,1 to be the set of all scalar
functions that have a single non-degenerate minimum at
the origin and whose Hessian is constant on the intervals
I1 = (−∞,−4.5), I2 = (−4.5,−3.5), . . . , I9 = (4.5,∞).
The Hessian may change on the interval boundaries and
takes the values summarized in Table 1. Thus, the set Cµ,1
includes certain nonconvex functions and satisfies the As-
sumptions (C1)-(C3). In addition, it is straightforward to
generate random functions f ∈ Cµ,1, by uniformly sam-
pling potential values of the Hessian until the resulting
function has a single local minimum.
We evaluate and compare the performance of two algo-
rithms. The first algorithm is that provided by Prop. 3.1, for
k = 3, which we refer to as Alg. 1. According to Prop. 3.3,
Alg. 1 is guaranteed to converge on functions f ∈ Cµ,1,
and its convergence rate is lower bounded by 1/κ1/3. The
second algorithm is given by a variant of Heavy Ball:
x¨(t) = −2x˙(t)/√κ−∇f(x(t)). (27)
The algorithm is guaranteed to converge on functions f ∈
Cµ,1, since it dissipates energy as long as |x˙(t)| > 0. Ac-
cording to Sec. 3.2, its convergence rate is upper bounded
by 1/
√
κ.
The trajectories are simulated with the standard fourth-
order Runge-Kutta method with a time step of 0.01. Both
algorithms are evaluated on 50 randomly generated func-
tions f ∈ Cµ,1, and for each f , 50 simulations with ran-
domized initial conditions are performed. The initial con-
ditions are sampled from independent normal distributions
with zero mean and standard deviation 4.5 (motivated by
the interval boundary I1 and I9). Each simulation termi-
nates once a tolerance of |zsim(Tmax)| ≤ 10−8 is reached,
where zsim(t) denotes the simulated state trajectory that
includes position, velocity, and, potentially, acceleration.
The convergence rate ρsim is estimated by performing a
least-squares fit:
ln(|zsim(t)|/|zsim(0)|) ≈ −ρsimt+ ln(c),
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Figure 3. Top left: The graph shows a randomly generated nonconvex function f ∈ Cµ,1 in red. Its gradient (black, solid) is shown with
the sector bound [1/κ, 1] (black, dashed). Thus,∇f satisfies the sector bound [αs, 1] for some αs > 0, but not the sector bound [1/κ, 1].
Top right: The graph compares two trajectories obtained with Alg. 1 and Heavy Ball, respectively. The resulting convergence estimates
ρsim and csim are indicated with dashed lines. Bottom left: The graph shows the convergence rate ρsim when varying κ. Black relates
to Alg. 1, blue to Heavy Ball. The solid lines show the mean across all initial conditions and all functions. The two-sigma bounds are
marked with crosses. The dashed lines show the theoretical limits 1/κ1/3, respectively 1/
√
κ. The mean for Heavy Ball lies almost
exactly on the bound 1/
√
κ. Bottom right: The graph shows the constant csim for different κ. The solid lines indicate the mean across
all initial conditions and all functions (black for Prop. 3.1 and blue for Heavy Ball). The crosses indicate the upper two-sigma bound.
with parameters (ρsim, ln(c)). Only times t > 10 are consid-
ered in order to avoid biases from fast-decaying transients.
In a subsequent step, the smallest constant csim satisfying
|zsim(t)| ≤ csim|zsim(0)|e−ρsimt, ∀t ∈ [0, Tmax]
is determined. The situation is illustrated on an example in
Fig. 3 (top right).1
The resulting values ρsim and csim for different κ are sum-
marized in Fig. 3 (bottom row). The results indicate that
the convergence rate of Heavy Ball roughly scales with
−1/√κ, whereas the convergence rate of Alg. 1 scales with
−1/κ1/3 as suggested by Prop. 3.1 and Prop. 3.3. Even
though the convergence rate of Alg. 1 is superior, it tends
to have higher constants csim. Also the variance in ρsim and
csim seems higher. We observe that the obtained conver-
gence rate estimates closely match the theoretical predic-
tions.
1The estimation of ρsim and csim over the finite-time interval
t ∈ [0, Tmax] is ill posed. For example, the constant csim can be
increased in favor of a better convergence rate ρsim. Nevertheless,
the suggested least-squares procedure typically provides reliable
estimates as shown in Fig. 3 (top right). We also tested the pro-
cedure on quadratic functions, where the numerical results match
the available closed-form expressions.
5. Conclusions
We have shown that the convergence rate of first-order opti-
mization algorithms is lower bounded, not only in discrete-
time, but also in continuous time. The analysis shows that
these limits are due to incomplete curvature information,
since only upper and lower bounds on the local curvature
of the objective function are assumed to be known. We
found that the convergence rate of a kth-order algorithm is
limited by 1/κ1/k and provided an explicit algorithm that
achieves this rate on smooth and strongly convex functions
and even on certain nonconvex functions. We also note that
this result is deceptive, since any algorithm whose conver-
gence rate improves upon O(1/√κ) necessarily includes
dynamics that converge arbitrarily fast for large κ. Such an
algorithm cannot be discretized with explicit linear meth-
ods. If such fast-converging dynamics are excluded, the
analysis recovers the well-known asymptotic lower bound
O(1/√κ).
Numerical results with second and third-order dynamics in-
dicate that the lower bound 1/κ1/3 is likely to be achieved
even on nonconvex functions.
Continuous-time Lower Bounds
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A. Interpretation of (3)
In a neighborhood of the origin, the nonlinear dynamics
(1) are closely approximated by the corresponding linear
dynamics (5) (with r˜ = 0). Thus, under mild assumptions
(exponential stability and distinct eigenvalues ofA) and for
large t, the trajectories x(t) of (1) can be approximated by
(Bellman, 1953, p. 50)
x(t) ≈
nk∑
j=1
cj exp(πjt),
where cj ∈ Cn are constants and πj are the eigenvalues
of the matrix A in (5). These are complex conjugated and
have a negative real part, which characterizes the (asymp-
totic) convergence rate. The time-normalization constraint
(3) has the following interpretation:
Proposition A.1 The time-normalization constraint (3)
fixes the geometric mean of the eigenvaluesπj for functions
of the class CL,L, that is,
nk∏
j=1
|πj | = 1.
This implies that the convergence rate is necessarily
bounded by unity for functions of the class CL,L.
Proof The matrix A is a companion matrix and therefore
det(−A) = det
(
− ∂g(w, v)
∂v
∣∣∣∣
0,0
∆f(0)
∂h
∂x
∣∣∣∣
0
)
,
where we exploited the fact that the partial derivative of g
with respect to x vanishes, when evaluated at the origin,
due to Assumption (G2). For functions of the class CL,L,
∆f(0) reduces to L times the identity. It follows that
det(−A) = (−L)ndet
(
∂g(w, v)
∂v
∣∣∣∣
0,0
∂h
∂x
∣∣∣∣
0
)
= 1,
where the time normalization constraint (3) has been used
for the last equality. The eigenvalues of A are complex
conjugated and have a negative real part, which concludes
the first part of the proof:
1 = det(−A) =
nk∏
j=1
(−πj) =
nk∏
j=1
|πj |.
In addition,
1 =
nk∏
j=1
|πj | ≥
(
min
j∈{1,...,nk}
|πj |
)nk
,
which bounds the convergence rate for functions of the
class CL,L by unity.
B. Proof of Lemma 2.1
In a neighborhood of the origin, exponential convergence
of the nonlinear dynamics implies exponential convergence
of the linearized dynamics.1 In addition, (5) relates the so-
lutions of the nonlinear dynamics z(t) to solutions of the
linearized dynamics∆z(t):
z(t) = ∆z(t) +
∫ t
0
exp(A(t− τ))r˜(z(τ))dτ, (28)
with ∆z(0) = z(0) and where exp denotes the matrix ex-
ponential. We now exploit the fact that in a neighborhood
of the origin, both z(t) and ∆z(t) converge to the origin
for t→∞, which concludes∫ ∞
0
exp(A(t− τ))r˜(z(τ))dτ = 0.
Rearranging (28) therefore results in
∆z(t) = z(t) +
∫ ∞
t
exp(A(t− τ))r˜(z(τ))dτ.
Moreover, exp(A(t− τ) is bounded by c3 exp(−α(t− τ)),
for a small enough α > 0 and a constant c3 > 0, due
to the fact that the linearized dynamics converge exponen-
tially. Combined with the fact that r˜ is of second order, we
obtain
|∆z(t)| ≤ c1|z(0)| exp(−art)+
c3c4c
2
1|z(0)|2 exp(−αt)
∫ ∞
t
exp((α − 2ar)τ)dτ,
where c4 > 0 is constant. Without loss of generality, we
can assume α < ar, which yields
|∆z(t)| ≤ c1|z(0)| exp(−art)+
c3c4c
2
1|z(0)|2 exp(−2art)/(2ar − α).
The fact that |z(0)| = |∆z(0)| is bounded concludes the
proof.
C. Interpretation of Prop. 2.2
Prop. 2.2 has the following game-theoretic interpretation:
We assume that Player I, who plays first, chooses the func-
tions (g, h) ∈ G′, which corresponds to the upper block in
Fig. 1. Player II, who plays second, chooses the function
f ∈ Cµ,L, which defines the lower block in Fig. 1. Player I
attempts to maximize the convergence rate, whereas Player
II attempts to minimize the convergence rate. The state-
ment of Prop. 2.2 implies that Player I does not loose any-
thing by choosing dynamics that are invariant under orthog-
onal transformations (at least in the first-order approxima-
tion). If the dynamics are invariant under orthogonal trans-
formations, a potential rotation of the function f by Player
1This can be shown, for example, with the converse Lyapunov
theorem from Sastry (1999, p. 195).
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II has no effect on the convergence rate, which provides an
intuitive explanation of why this is a good choice for Player
I.
D. Background on the Nyquist criterion
This section provides additional details on the application
of the Nyquist criterion in the proof of Prop. 3.2. We
would like to emphasize that a complete treatment is be-
yond the scope of this article, and refer to the excellent texts
by A˚stro¨m & Murray (2008), Callier & Desoer (1991), or
Hahn (1967) for further details.
We start by rewriting the dynamics (8) for a single compo-
nent xj of x in the following way:
x
(k)
j + g¯k−1x
(k−1)
j + · · ·+ g¯1x˙j + xj/κ = u,
y = xj + h1x˙j + · · ·+ hk−1x(k−1), (29)
with u = −λ¯fy, and where the coordinate frame has been
chosen to diagonalize ∆f(0). As before, λf ∈ [1/κ, 1]
denotes an eigenvalue of ∆f(0)/L and λ¯f = λf − 1/κ.
The dynamics (8) are therefore interpreted as a feedback
system according to Fig. 4, where PT describes the relation
between y and u according to (29). The relation from y to
u can be described by the corresponding transfer function
PT : C→ C
PT(s) =
hk−1s
k−1 + · · ·+ h1s+ 1
sk + g¯k−1sk−1 + · · ·+ g¯1s+ 1/κ, (30)
which is obtained by performing the Laplace transform on
(29) and eliminating the state variable xj . We note that
λ¯fPT(iω) = P (ω) for all ω ∈ R, where P (ω) is defined in
(21).
The Nyquist criterion provides a necessary and sufficient
condition for the stability of the closed-loop system (the
interconnection according to Fig. 4) by means of the open-
loop transfer function λ¯fPT:
Theorem D.1 (Simplified version of the Nyquist criterion)
Let the system PT be asymptotically stable in the sense of
Lyapunov (for u = 0). Then, the closed-loop system given
by the interconnection according to Fig. 4 is asymptotically
stable in the sense of Lyapunov if and only if the graph of
λ¯fPT(iω) for ω ∈ (−∞,∞) does not encircle the point
−1.
The statement of the Nyquist theorem is illustrated in
Fig. 5.
The proof relies on the following observations: 1) The
asymptotic stability of the closed-loop system is equiva-
lent to the condition that the rational function 1 + λ¯fPT(s)
does not have any zeros in the closed right-half complex
PT
λ¯f
y
−
u
Figure 4. Interpretation of (8) as feedback system as done in
Prop. 3.2. The system PT in the upper block is described by (29)
and the lower block represents the multiplication by the scalar
λ¯f ∈ [0, 1− 1/κ].
plane. 2) The poles of 1 + λ¯fPT(s) are the same as the
poles of λ¯fPT(s). Therefore, by assumption, λ¯fPT(s) and
1 + λ¯fPT(s) do not have any poles in the closed right-half
complex plane. 3) We consider the Nyquist contour in the
complex plane consisting of a vertical segment [−iR, iR]
along the imaginary axis and a right halfcircle of radius R
centered at the origin. For large enough R, the contour es-
sentially encircles the right-half complex plane. Cauchy’s
argument principle can then be used to relate the argument
of 1 + λ¯fPT(s), i.e. the encirclement of −1 by λ¯fPT(s),
to the number of zeros of 1 + λ¯fPT(s) in the closed right-
half complex plane. A detailed proof of a more general
version of the theorem can be found in Callier & Desoer
(1991, p. 368).
The importance of the Nyquist theorem for the study of
dynamical systems cannot be emphasized enough. One of
the reasons is that the distance of the graph of λ¯fPT(iω) to
the point−1 provides a meaningful characterization of how
close the closed-loop system is to the boundary of stability.
Another important feature is that the graph of λ¯fPT(iω)
can often be obtained from input-output measurements
alone, and that the theorem generalizes to systems with de-
lays and certain nonlinearities. Finally, it is evident from
the sketch of the proof that by shifting the Nyquist contour,
the Nyquist theorem can also be used to derive convergence
rates: Given that the system PT converges with rate ρ > 0,
the closed-loop system converges likewise with rate ρ if
and only if the graph of λ¯fPT(−ρ+ iω) for ω ∈ (−∞,∞)
does not encircle the point−1.
E. The relation to discrete time
This section provides additional context on the discretiza-
tion of (1) and the result of Nevanlinna & Sipila¨ (1974).
Excellent books on the subject are Hairer et al. (1993) and
Butcher (2016). We will concentrate on explicit discretiza-
tion methods, as these solely rely on evaluating the right-
hand side of (1) and do not require the solution of a system
of equations at each time step.
The two commonly used classes of numerical integration
methods are linear multistage and linear multistep methods.
Explicit linear multistage methods compute the next iter-
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Figure 5. The figure illustrates the statement of the Nyquist crite-
rion by showing the graphs of two open-loop transfer functions
evaluated along the imaginary axis. The first graph (black) does
not encircle the point −1 leading to a stable closed-loop system,
whereas the second graph (blue) encircles the point −1, which
leads to an unstable closed-loop system.
ate as a linear combination of the past iterate and different
evaluations of the right-hand side of (1) at predefined in-
termediate locations. In contrast, explicit linear multistep
methods computed the next iterate as a linear combination
of several past iterates and the corresponding evaluations
of the right-hand side of (1). Explicit general linear meth-
ods, as considered in Nevanlinna & Sipila¨ (1974), combine
both ideas, and include evaluations of (1) at intermediate
locations, as well as multiple past iterates (and potentially
also higher derivatives).
A fundamental requirement for the discretization of (1) is
that the resulting discrete trajectories should converge lin-
early. Similar to the reasoning in Sec. 3, we can argue
that this necessarily implies that the discretization of the
corresponding linearized dynamics (5) must be asymptoti-
cally stable. This reduces the problem to studying the dis-
cretization of the model equation x˙m(t) = λmxm(t), for
different λm ∈ C. In our case, λm corresponds to the
roots of the characteristic polynomial (16). The set of all
λm ∈ C, real(λm) ≤ 0, such that the resulting discretiza-
tion of x˙m = λmxm is stable is called the stability region
of the numerical integration scheme. It has been shown in
Nevanlinna & Sipila¨ (1974) that the stability region of any
explicit general linear method is necessarily bounded. In
view of Prop. 3.2, this implies that the discretization of any
continuous-time algorithm that achieves a rate exceeding
O(1/√κ) with a general linear method will fail to even
converge at a linear rate. This precludes any discrete algo-
rithm that arises from the discretization of (1) with a gen-
eral linear method, and achieves a convergence rate faster
than O(1/√κ).
The class of general linear methods considered in
Nevanlinna & Sipila¨ (1974) is large, and includes Runge-
Kutta methods, multistep methods, multistep methods us-
ing higher derivatives, and predictor-corrector formulas. It
is also important to notice that nonlinear or implicit dis-
cretization schemes, which are excluded in the analysis,
typically require a much higher computational effort at
each iteration.
F. Proof of Prop. 3.3
We rewrite the dynamics (26) as a Lure´ problem with
∇f(x)/L − x/κ as the nonlinear feedback term, as illus-
trated in Fig. 7. The linear system PT is given by (29),
where we slightly abuse notation and replace the single
components xj(t) ∈ R, x˙j(t) ∈ R, . . . by the vectors
x(t) ∈ Rn, x˙(t) ∈ Rn, . . . . By assumption, the nonlin-
ear feedback term is sector bounded in [αs− 1/κ, 1− 1/κ]
(Khalil, 1996, p. 232, Def. 6.2). The circle criterion (Khalil,
1996, p. 265) implies that the dynamics (26) are globally
asymptotically stable in the sense of Lyapunov if the trans-
fer function
(1 + (1− 1/κ)PT(s)) (1 + (αs − 1/κ)PT(s))−1 (31)
is strictly positive real. This has the following graphical
interpretation (Khalil, 1996, p. 268): Let D ⊂ C be the
closed disk connecting the two points −1/(αs − 1/κ) and
−1/(1− 1/κ) on the real line. Then, the transfer function
(31) is strictly positive real if
• case αs > 1/κ: the graph of PT(iω), ω ∈ R does not
enterD;
• case αs = 1/κ: the graph of PT(iω), ω ∈ R lies
strictly to the right of the vertical line that crosses the
point−1/(1− 1/κ) on the real line;
• case αs < 1/κ: the graph of PT(iω) is contained in
the interior ofD.
The three different cases are illustrated in Fig. 6. It remains
to evaluate PT(iω). Due to the fact that gj and hj are cho-
sen according to (20), we obtain
PT(s) =
κ1−1/k
s+ 1/κ1/k
, (32)
where the common factor (s + 1/κ1/k)k−1 of the numer-
ator and denominator cancels out.1 Thus, the graph of the
functionPT(iω) forω ∈ R is given by the circle connecting
the origin with the point κ on the real line. The situation is
1The proof of the circle criterion relies on the Kalman-
Yakubovich-Popov Lemma, which does not apply when there is
a cancellation in the numerator and denominator of PT(s) (i.e. in
case the realization is non-minimal). However, the lemma can
be generalized to accommodate non-minimal realizations that are
stabilizable or detectable as done in Kunimatsu et al. (2008).
Continuous-time Lower Bounds
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Figure 6. The figure illustrates that the conditions for (31) to be strictly positive real are indeed met as long as αs > 0. The different
cases αs > 1/κ, αs = 1/κ, and αs < 1/κ are shown on the left, center, and right, respectively. The graph of PT(iω), ω ∈ R is drawn
in black (solid), whereas the disk D is shown in grey. The condition number κ is set to 4, and αs is set to 0.55 (left), 0.25 (center) and
0.01 (right).
PT
∇f(x)/L− x/κ
y
−
u
Figure 7. Block diagram that illustrates the dynamics (26).
illustrated in Fig. 6, and it can be verified that (31) is indeed
strictly positive real as long as αs > 0. This concludes the
first part of the proof.
In view of Fig. 6, we realize that for αs ≥ 1/κ the graph of
PT(jω), ω ∈ R, is nowhere close to the stability boundary
indicated by the shaded regions. In fact, we can replace
PT(s) by PT(s − 1/κ1/k) in (31), which, for αs = 1/κ,
reduces to
1 + (1 − 1/κ)PT(s− 1/κ1/k),
and can be verified to be positive real. This implies that the
dynamics (26) converge at least with rate 1/κ1/k.
