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THE PICARD GROUP OF THE GRADED MODULE CATEGORY OF A
GENERALIZED WEYL ALGEBRA
ROBERT WON
Abstract. The first Weyl algebra, A1 = k〈x, y〉/(xy − yx − 1) is naturally Z-graded by letting
deg x = 1 and deg y = −1. Sue Sierra studied gr -A1, category of graded right A1-modules, comput-
ing its Picard group and classifying all rings graded equivalent to A1. In this paper, we generalize
these results by studying the graded module category of certain generalized Weyl algebras. We show
that for a generalized Weyl algebra A(f) with base ring k[z] defined by a quadratic polynomial f ,
the Picard group of gr -A(f) is isomorphic to the Picard group of gr -A1. In a companion paper, we
use these results to construct commutative rings which are graded equivalent to generalized Weyl
algebras.
1. Introduction
Throughout this paper, fix an algebraically closed field k of characteristic zero. All vector spaces
and algebras are taken over k and all categories and equivalences of categories are k-linear.
The first Weyl algebra, A1 = k〈x, y〉/(xy−yx−1) is a fundamental example in non-commutative
ring theory. There is a natural Z-grading on A1 given by letting deg x = 1 and deg y = −1. In
[Sie09], Sierra studied gr -A1, the category of finitely generated graded right A1-modules. She
determined the group of autoequivalences of gr -A1 modulo natural isomorphism (called the Picard
group of gr -A1) and classified all rings graded equivalent to A1. The simple modules of gr -A1 can
be pictured as follows. For each λ ∈ k\Z, there is a simple moduleMλ = A1/(xy+λ)A1, while for
each n ∈ Z, the module A1/(xy + n)A1 is the nonsplit extension of two simple modules X〈n〉 and
Y 〈n〉. We can therefore represent the simple modules as the affine line with integer points doubled.
Sierra gives the following picture:
−3 −2 −1 0 1 2 3
In determining the Picard group of gr -A1, Sierra showed that there are many symmetries of this
picture. There is an autoequivalence of gr -A1 induced by a graded automorphism of A1 which
reflects the picture, sending A1/(xy+n)A1 to A1/(xy− (n+1))A1 for all n ∈ Z. The shift functor
SA1 is an autoequivalence of the category which translates the picture, sending A1/(xy + n)A1 to
A1/(xy + n + 1)A1 for all n ∈ Z. Hence, Pic(gr -A1) has a subgroup isomorphic to D∞. Further,
Sierra constructed autoequivalences ιn of gr -A1, which permute X〈n〉 and Y 〈n〉 and fix all other
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simple modules. Let Zfin denote the group of finite subsets of the integers, with operation exclusive
or. The subgroup of Pic(gr -A1) generated by the ιn is isomorphic to Zfin.
Theorem 1.1 (Sierra [Sie09, Corollary 5.11]). The group Pic(gr -A1) is isomorphic to Zfin ⋊D∞.
In this paper, we study the graded module category over certain generalized Weyl algebras
(GWAs). We study GWAs A(f) with base ring k[z] defined a quadratic polynomial f ∈ k[z] and
automorphism σ : k[z]→ k[z] mapping z to z + 1. The GWA A(f) has presentation
A(f) =
k[z]〈x, y〉(
xz = σ(z)x yz = σ−1(z)y
xy = f yx = σ−1(f)
) .
We assume, without loss of generality, that f = z(z + α) for some α ∈ k. The properties of A(f)
are determined by the roots of f . When α = 0, we say that f has a multiple root, when α ∈ N+,
we say that f has congruent roots, and when α ∈ k \ Z, we say that f has non-congruent roots.
In the non-congruent root case, the picture of gr -A(f) can be thought of as a “doubled” version of
the picture of gr -A1.
−3
α− 3
−2
α− 2
−1
α− 1
0
α
1
α+ 1
2
α+ 2
3
α+ 3
In this case, for each integer n, A/(z + n)A is a non-split extension of two simple modules which
we call Xf0 〈n〉 and Y
f
0 〈n〉 and additionally, A/(z + n + α) is a non-split extensions of two simple
modules which we call Xfα〈n〉 and Y
f
α 〈n〉. Each pair of these simple modules behaves in the same
way as the pair X〈n〉 and Y 〈n〉 in gr -A1.
In the multiple root case, the picture of gr -A(f) is the same as for gr -A1.
−3 −2 −1 0 1 2 3
For every integer n, A/(z + n)A is a nonsplit extension of two simple modules, Xf 〈n〉 and Y f 〈n〉.
However, although the picture is the same, the category is not—the simple modules Xf 〈n〉 and
Y f 〈n〉 also have non-split self-extensions.
Finally, in the congruent root case, there exist finite-dimensional simple modules: the shifts of a
module we call Zf . For each integer n, A/(z + n)A has a composition series consisting of Xf 〈n〉,
Y f 〈n〉, and Zf 〈n〉.
−3 −2 −1 0 1 2 3
For every quadratic polynomial f , we construct autoequivalences of gr -A(f) which are analogous
to Sierra’s involutions ιn. We determine the Picard group of A(f), showing that Pic (gr -A(f)) ∼=
Pic (gr -A1).
Theorem 1.2 (Theorem 5.15). For any quadratic polynomial f ∈ k[z],
Pic(gr -A(f)) ∼= Zfin ⋊D∞.
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In [Smi11], Paul Smith took an interesting point of view on the first Weyl algebra A1. Using
Sierra’s involutions, Smith constructed a commutative Zfin-graded ring C and showed that gr -A1 ≡
gr -(C,Zfin). As a corollary, he showed that gr -A1 is equivalent to the coherent sheaves on a
certain quotient stack. This result suggests that it may be interesting to consider the geometry of
noncommutative Z-graded rings.
In a companion paper [Won16b], we use the autoequivalences of gr -A(f) constructed in this paper
to construct Zfin-graded commutative rings C(f) which are similar to Smith’s ring C. Let qgr -A(f)
be the quotient category gr -A(f) modulo its full subcategory of finite-dimensional modules.
Theorem 1.3 ([Won16b, Theorems 4.2, 4.10, 4.19]). Let f ∈ k[z] be quadratic. There is a com-
mutative Zfin-graded ring C(f) such that
qgr -A(f) ≡ gr - (C(f),Zfin) .
This generalization of Smith’s result provides an additional example of Z-graded geometry. It
would be interesting to consider other noncommutative Z-graded rings. When is there a commuta-
tive Γ-graded ring with an equivalent graded module category? One could attempt the construction
used in [Smi11] and [Won16b] to study other GWAs R. To do this, one first needs to understand
the autoequivalences of gr -R. Therefore, one might generalize the results of this paper to determine
Pic(gr -R). To start, one could consider GWAs with the same base ring k[z] and automorphism σ
as studied in this paper. Many of the techniques should generalize to higher degree polynomials f .
To close, we briefly summarize the contents of this paper. In section 2, we establish notation
and give background on GWAs and abelian categories. In sections 3.1 and 3.3, we study the finite
length modules of gr -A(f). In section 3.2, we study the graded submodules of Qgr (A(f)), the
graded quotient ring of A(f). We use these results in section 3.4, to investigate the full subcategory
of gr -A(f) consisting of the rank one projective modules. In section 4, we develop some technical
tools to allow us to define a functor on gr -A by first defining it on a full subcategory of projective
modules. Finally, in section 5, we construct the autoequivalences of gr -A(f) which are analogous
to the ιJ of [Sie09] and compute the Picard group of A(f).
Acknowledgments. The author was partially supported by NSF grant DMS-1201572. The re-
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2. Preliminaries
2.1. Graded rings and modules. We begin by fixing basic definitions, terminology, and notation.
We follow the convention that 0 is a natural number so N = Z≥0. We use the notation N
+ to denote
the positive natural numbers.
In this paper, a graded ring is a Z-graded k-algebra. For a Z-graded Ore domain R, we write
Qgr(R) for the graded quotient ring of R, the localization of R at all nonzero homogeneous elements.
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The category of finitely generated Z-graded right R-modules is denoted gr -R, while the category
of all finitely generated right R-modules is denoted mod-R.
For Z-graded right R-modules M and N , let HomR(M,N)d denote the graded R-module homo-
morphisms of degree d from M to N and define
HomR(M,N) =
⊕
d∈Z
HomR(M,N)d.
The morphisms in gr -R are the graded homomorphisms of degree 0. We denote these homomor-
phisms by
Homgr -R(M,N) = HomR(M,N)0.
We write ExtR and Extgr -R for the derived functors of HomR and Homgr -R, respectively.
For a graded k-algebra R, the shift functor on gr -R sends a graded right module M to the new
moduleM〈1〉 =
⊕
j∈ZM〈1〉j , defined byM〈1〉j =Mj−1. We write this functor as SR :M 7→M〈1〉.
Similarly, M〈i〉j = Mj−i. This is in keeping with the convention of Sierra in [Sie09], although we
warn that this is the opposite of the standard convention. For a graded k-vector space V , we use
the same notation to refer to the shift of grading on V : V 〈i〉j = Vj−i. For right R-modules M and
M ′, note that as graded vector spaces,
HomR(M〈d〉,M
′〈d′〉) ∼= HomR(M,M
′)〈d′ − d〉.
Given two categories C and D, a covariant functor F : C→ D is called an equivalence of categories
if there is a covariant functor G : D → C such that G ◦ F ∼= IdC and F ◦ G ∼= IdD. We say that
C and D are equivalent and write C ≡ D. An equivalence of categories F : C → C is called an
autoequivalence of C. Given a category of Γ-graded modules, gr -(R,Γ), let Aut(gr -(R,Γ)) be the
group of autoequivalences of gr -(R,Γ) with operation composition. Denote by ∼ the equivalence
relation on Aut(gr -(R,Γ)) given by natural isomorphism. We define the Picard group of gr -(R,Γ)
Pic(gr -(R,Γ)) = Aut(gr -(R,Γ))/ ∼ .
Following [Sie11], we define a Z-algebra R to be a k-algebra without 1, with a (Z × Z)-graded
k-vector space decomposition
R =
⊕
i,j∈Z
Ri,j
such that for any i, j, k ∈ Z, Ri,jRj,k ⊆ Ri,k and if j 6= j
′ then Ri,jRj′,k = 0. Additionally, we
require that each of the subrings Ri,i has a unit 1i which acts as a left identity on all Ri,j and
right identity on all Rj,i. If R and S are Z-algebras, we say that a k-algebra homomorphism
ϕ : R → S is graded of degree d if ϕ(Ri,j) ⊆ Si+d,j+d. A Z-algebra isomorphism is a degree 0
k-algebra isomorphism ϕ : R→ S such that ϕ(1i) = 1i for all i ∈ Z.
For a Z-graded ring R, we define the Z-algebra associated to R
R =
⊕
i,j∈Z
Ri,j
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where Ri,j = Rj−i. A degree 0 automorphism of R is called inner (see [Sie09, Theorem 3.10]) if for
all m,n ∈ Z, there exist gm ∈ Rm,m and hn ∈ Rn,n such that for all w ∈ Rm,n,
γ(w) = gmwhn.
In [Sie09] and [Sie11], Sierra studies the relationship between R and gr -R. In particular, Sierra
proves the following:
Theorem 2.1 (Sierra, [Sie11, Theorem 3.6]). Let R and S be Z-graded k-algebras. The following
are equivalent:
(1) The Z-algebras R and S are isomorphic via a degree-preserving map.
(2) There is an equivalence of categories Φ : gr -R → gr -S such that Φ(R〈n〉) ∼= S〈n〉 for all
n ∈ Z.
A functor Φ satisfying condition 2 in Theorem 2.1 above is called a twist functor. Sierra further
gives the following result on twist functors.
Theorem 2.2 (Sierra, [Sie09, Corollary 3.11]). Let R be a Z-graded ring and suppose that all
automorphisms of R of degree 0 are inner. If Φ : gr -R → gr -R is a twist functor, then Φ is
naturally isomorphic to Idgr -R.
2.2. Generalized Weyl algebras. Fix f ∈ k[z], let σ : k[z] → k[z] be the automorphism given
by σ(z) = z + 1, and let
A(f) =
k[z]〈x, y〉(
xz = σ(z)x yz = σ−1(z)y
xy = f yx = σ−1(f)
) .
Then A(f) = k[z] (σ, f) is a generalized Weyl algebra of degree 1 with base ring k[z], defining
element f and defining automorphism σ. Generalized Weyl algebras were introduced by Vladimir
Bavula, who studied rings of the form A(f) for f of arbitrary degree [Bav93, BJ01]. Timothy
Hodges studied the same rings under the name noncommutative deformations of type-A Kleinian
singularities [Hod93]. By results in [Bav93], for all f , A(f) is a noncommutative noetherian domain
of Krull dimension 1.
By a theorem of Bavula and Jordan, A(f) ∼= A(g) if and only if f(z) = ηg(τ ± z) for some
η, τ ∈ k with η 6= 0 [BJ01, Theorem 3.28]. Hence, by adjusting η we may assume f is a monic
polynomial and by adjusting τ we may assume that 0 is a root of f . We may also assume that 0
is the largest integer root of f . Results of Bavula and Hodges show that the properties of A(f) are
determined by the distance between the roots of f . In general we say that two distinct roots, λ
and µ are congruent if λ − µ ∈ Z. The global dimension of A(f) depends only on whether f has
multiple or congruent roots, as follows.
Theorem 2.3 (Bavula [Bav93, Theorem 5] and Hodges [Hod93, Theorem 4.4]). The global dimen-
sion of A is equal to
gldimA =

∞, if f has at least one multiple root
2, if f has no multiple roots but has congruent roots;
1, if f has neither multiple nor congruent roots.
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In this paper, we study generalized Weyl algebras A(f) for quadratic polynomials f . Without
loss of generality, f = z(z + α). When α = 0, since f has a multiple root, we say we are in the
multiple root case. When α ∈ N+, we say we are in the congruent root case. Finally, when α ∈ k\Z,
we say that f has distinct non-congruent roots and refer to this case as the non-congruent root
case.
Like the first Weyl algebra, the rings A(f) are naturally Z-graded by letting deg x = 1, deg y =
−1, deg z = 0. Note that every graded right A(f)-module is actually a graded (k[z], A(f))-
bimodule; for any ϕ ∈ k[z], we define its left action on a right A(f)-module M by
ϕ ·m = mσ−i(ϕ)
for any m ∈Mi. This gives M a bimodule structure by the relations xz = σ(z)x and yz = σ
−1(z)y.
Bavula and Jordan [BJ01] call a polynomial g(z) ∈ k[z] reflective if there exists some β ∈ k
such that g(β − z) = g(z). They observe that every quadratic polynomial is reflective. Indeed, if
f is quadratic, there exists an outer automorphism ω of A(f) such that ω(x) = y, ω(y) = x, and
ω(z) = 1−α−z which reverses the grading on A. More specifically, there is a group automorphism
of Z, and the k-algebra automorphism ω respects this automorphism. The group automorphism,
which we denote ω¯, is given by negation and ω(An) = Aω¯(n). Together, we call (ω, ω¯) a ω¯-twisted
graded ring automorphism of A.
For any group automorphism θ¯ of Z, any θ¯-twisted graded ring automorphism (θ, θ¯) of A induces
an autoequivalence of gr -A, denoted θ∗. Given a module M ∈ gr -A, θ∗M is defined to be M with
the grading (θ∗M)n = Mθ¯(n). We write θ∗m to regard the element m ∈ M as an element of θ∗M .
The action of an element a ∈ A on an element θ∗m ∈ θ∗M is given by
θ∗m · a = θ∗(mθ(a)).
We suppress the asterisk in the subscript and simply refer to the autoequivalence induced by
(ω, ω¯) as ω. We also define ω on a graded k-vector space as the functor that reverses grading, i.e.
(ωV )n = V−n. Then, as Sierra notes in [Sie09, (4.2)], if M and N are right A-modules, then ω
gives isomorphisms of graded k-vector spaces
HomA(ωM,ωN)
∼= ωHomA(M,N)
Ext1A(ωM,ωN)
∼= ωExt1A(M,N).
(2.4)
3. The graded module category gr -A
3.1. The simple modules of gr -A. We first describe the simple modules of gr -A(f).
Lemma 3.1. Let f = z(z + α).
(1) If α = 0, then up to graded isomorphism the graded simple A(f)-modules are:
• Xf = A/(x, z)A and its shifts Xf 〈n〉 for each n ∈ Z;
• Y f = (A/(y, z − 1)A) 〈1〉 and its shifts Y f 〈n〉 for each n ∈ Z;
• Mfλ = A/(z + λ)A for each λ ∈ k \ Z.
(2) If α ∈ N+, then up to graded isomorphism the graded simple A(f)-modules are:
• Xf = (A/(x, z + α)A) 〈−α〉 and its shifts Xf 〈n〉 for each n ∈ Z;
• Y f = (A/(y, z − 1)A) 〈1〉 and its shifts Y f 〈n〉 for each n ∈ Z;
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• Zf = A/(yα, x, z)A and its shift Zf 〈n〉 for each n ∈ Z;
• Mfλ = A/(z + λ)A for each λ ∈ k \ Z.
(3) If α ∈ k \ Z, then up to graded isomorphism the graded simple A(f)-modules are:
• Xf0 = A/(x, z)A and its shifts X
f
0 〈n〉 for each n ∈ Z;
• Y f0 = (A/(y, z − 1)A) 〈1〉 and its shifts Y
f
0 〈n〉 for each n ∈ Z;
• Xfα = A/(x, z + α)A and its shifts X
f
α〈n〉 for each n ∈ Z;
• Y fα = (A/(y, z + α− 1)A) 〈1〉 and its shifts Y
f
α 〈n〉 for each n ∈ Z;
• Mfλ = A/(z + λ)A for each λ ∈ k \ (Z ∪ Z+ α).
Proof. We do, as an example, the case that α = 0. The other cases follow similarly from [Bav93,
§3]. In [Bav93, §3], Bavula studies the simple k[z]-torsion A-modules, that is, modules for which
tor(M) := {m ∈M | m · g = 0 for some 0 6= g ∈ k[z]} is equal to M . Every graded simple right A-
module is isomorphic to A/I for some homogeneous right ideal I of A. Further, every homogeneous
element of A can be written as gxi or gyi for some g ∈ k[z] and i ∈ N. Hence, for every element a
of A/I, there exists h ∈ k[z] such that a · h = 0, so A/I is k[z]-torsion. By [Bav93, Theorem 3.2],
up to ungraded isomorphism, the simple k[z]-torsion A-modules are
• A/(x, z)A
• A/(y, z − 1)A
• One module A/(z + λ)A for each coset of k/Z.
For each λ ∈ k \ Z, observe that Mfλ+1
∼= M
f
λ 〈1〉 via the isomorphism mapping 1¯ to y¯. Further,
by Bavula’s theorem, if λ − µ /∈ Z, then Mfλ and M
f
µ are not even ungraded isomorphic. Hence,
if λ 6= µ then Mfλ 6
∼= M
f
µ in gr -A. Finally, we see that there are no other graded isomorphisms
between any shift of Xf , Y f , or Mfλ simply by looking at the degrees in which these modules are
nonzero (see Remark 3.2 below). Hence, we conclude that the graded isomorphism classes of graded
simples correspond to the shifts Xf 〈n〉, Y f 〈n〉, and one module Mfλ for each element of k \ Z. 
When there is no danger of confusion, we will make two changes in notation for convenience.
When it is clear which case we are in (multiple, congruent, or distinct roots), we will suppress the
superscript on graded simple modules and refer to them as X, Y , Z, and Mλ. Also, for a right
ideal I, we will often refer to the element a+ I ∈ A/I simply as a.
Remark 3.2. We also remark that for each integer n and each simple module S, dimk S ≤ 1. We
explicitly give the degrees in which each simple module is nonzero. Additionally, by using the
explicit description of the simple modules as quotients of A, we can also determine the action
of the autoequivalence ω on the graded simple modules. In all cases, for λ ∈ k \ (Z ∪ Z + α),
dimk(Mλ)n = 1 for all n and ω(Mλ) =Mµ for some µ ∈ k \ (Z ∪ Z+ α).
(1) If α = 0, then
• dimkXn = 1 if and only if n ≤ 0,
• dimk Yn = 1 if and only if n > 0,
• ω(X〈n〉) ∼= Y 〈−n− 1〉 and ω(Y 〈n〉) ∼= X〈−n− 1〉.
(2) If α ∈ N+, then
• dimkXn = 1 if and only if n ≤ −α,
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• dimk Yn = 1 if and only if n > 0,
• dimk Zn = 1 if and only if −α < n ≤ 0,
• ω(X〈n〉) ∼= Y 〈α− n− 1〉, ω(Y 〈n〉) ∼= Y 〈α− n− 1〉, and ω(Z〈n〉) ∼= Z〈α− n− 1〉.
(3) If α ∈ k \ Z, then
• dimk(X0)n = dimk(Xα)n = 1 if and only if n ≤ 0,
• dimk(Y0)n = dimk(Yα)n = 1 if and only if n > 0,
• ω(X0〈n〉) ∼= Yα〈−n− 1〉, ω(Y0〈n〉) ∼= Yα〈−n− 1〉,
• ω(Xα〈n〉) ∼= Y0〈−n− 1〉, and ω(Yα〈n〉) ∼= Y0〈−n− 1〉.
Lemma 3.3. Let α ∈ N and let n ∈ Z. Then (z + n)(X〈n〉) = (z + n)(Y 〈n〉) = 0. If α 6= 0, then
(z + n)(Z〈n〉) = 0. As graded left k[z]-modules, we have
(A/zA)〈n〉 ∼= (A/(z − 1)A)〈n + 1〉 ∼=
⊕
j∈Z
k[z]
(z + n)
.
Proof. Recall that there is a left action of k[z] on an A-module. If degm = i then for p ∈ k[z],
p · m = mσ−i(p). This result follows from the fact that in X〈n〉 = (A/(x, z + α)A) 〈−α + n〉,
deg 1 = n− α and
(z + n) · 1 = 1σα−n(z + n) = z + α = 0.
Similarly, in Y 〈n〉, deg 1 = n+ 1 so
(z + n) · 1 = 1σ−n−1(z + n) = z − 1 = 0,
and in Z〈n〉, deg 1 = 0 and
(z + n) · 1 = z = 0.
For each j ≥ n, ((A/zA)〈n〉)j is generated as a left k[z] module by x
j−n. Further, for all g ∈ k[z],
g · xj−n = xj−nσn−j(g) = σn(g)xj−n. Hence, as a left k[z]-module the annihilator of ((A/zA)〈n〉)j
is given exactly by the ideal (z+n). For j < n, ((A/zA)〈n〉)j is generated as a left k[z] module by
yn−j. By a similar argument, the annihilator is given exactly by the ideal (z + n) so
(A/zA)〈n〉 ∼=
⊕
j∈Z
k[z]
(z + n)
.
The same proof shows that
(A/(z − 1)A)〈n + 1〉 ∼=
⊕
j∈Z
k[z]
(z + n)
. 
Lemma 3.4. Let α ∈ k \ Z and let n ∈ Z. Then (z + n)(X0〈n〉) = 0 = (z + n)(Y0〈n〉) and
(z + α+ n)(Xα〈n〉) = 0 = (z + α+ n)(Yα〈n〉). As graded left k[z]-modules, we have
(A/zA)〈n〉 ∼= (A/(z − 1)A)〈n + 1〉 ∼=
⊕
j∈Z
k[z]
(z + n)
and
(A/(z + α)A)〈n〉 ∼= (A/(z + α− 1)A)〈n + 1〉 ∼=
⊕
j∈Z
k[z]
(z + α+ n)
.
Proof. This follows from the same proof as that of Lemma 3.3. 
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Since Mλ ∼=
⊕
j∈Z k[z]/(z + λ) as a left k[z]-module, when combined with the previous lemmas,
any finite length graded A-module, when considered as a left k[z]-module, is supported at finitely
many k-points of Speck[z]. We restate [Sie09, Definition 4.9].
Definition 3.5. If M is a graded A-module of finite length, define the support of M , SuppM , to
be the support of M as a left k[z]-module. We are interested in the cases when SuppM ⊂ Z or
SuppM ⊂ Z−α. When SuppM ⊂ Z, we say thatM is integrally supported. We are also interested
in cases when SuppM = {n} or SuppM = {n− α} for some n ∈ Z (we say M is simply supported
at n or n− α).
Lemma 3.3 shows that in the case that α ∈ N, X〈n〉 and Y 〈n〉 are the unique simples supported
at −n. In the case that α /∈ Z, Lemma 3.4 shows that X0〈n〉 and Y0〈n〉 are the unique simples
supported at −n and Xα〈n〉 and Yα〈n〉 are the unique simples supported at −(n + α). For λ ∈
k \ (Z ∪ Z+ α), the simple module Mλ is the unique simple supported at −λ.
3.2. The structure constants of a graded submodule of the graded quotient ring of A.
We seek to understand the rank one projective modules of gr -A(f). Since A(f) is noetherian,
A(f) is an Ore domain, so we can construct Qgr (A(f)), the graded quotient ring of A(f). Every
homogeneous element of A(f) can be written as xig(z) or yig(z) for some i ≥ 0 and some g(z) ∈ k[z].
Since in the graded quotient ring y = x−1f , we see that Qgr (A(f)) embeds in the skew Laurent
polynomial ring k(z)[x, x−1;σ]. Finally, since every element of k(z)[x, x−1;σ] can be written as a
quotient of elements of A(f), therefore Qgr (A(f)) = k(z)[x, x
−1;σ].
To understand the rank one projective modules, we begin by considering all submodules of
Qgr (A(f)). Let I be a finitely generated graded right A-submodule of Qgr (A(f)). Recall that
σ(z) = z + 1 and every graded right A-module is a graded left k[z]-module with
ϕ ·m = m · σ−i(ϕ)
for ϕ ∈ k[z] and degm = i. We will examine I as a graded left k[z]-submodule of Qgr(A). As a
left k[z]-module,
Qgr(A) ∼=
⊕
i∈Z
k(z)xi.
Suppose I is generated as an A-module by the homogeneous generatorsm1, . . . ,mr, with degmi =
di. Then for each n ∈ Z, In =
∑
miAn−di where In is the degree n graded component of I. Since
each graded component of A is finitely generated as a left k[z]-module, so is In. If we clear denom-
inators and use the fact that k[z] is a PID, we deduce that In is generated as a left k[z]-module by
a single element anx
n where an ∈ k(z). Denote by (an) the left k[z]-submodule of k(z) generated
by an. Then
I =
⊕
i∈Z
(ai)x
i.
Because I is a right A-submodule, we have for each i ∈ Z
(ai)x
i · x ⊆ (ai+1)x
i+1 and
(ai+1)x
i+1 · y = (ai+1)σ
i(f)xi ⊆ (ai)x
i.
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Therefore, for each i ∈ Z, we have (ai) ⊆ (ai+1) and (ai+1σ
i(f)) ⊆ (ai). Define ci = aia
−1
i+1. We
then have 1 | ci and ci | σ
i(f), so ci ∈ k[z]. By multiplying by an appropriate element of k, we
assume that ci is monic so
ci ∈ {1, σ
i(z), σi(z + α), σi(f)}.
Definition 3.6. We call the elements of this sequence {ci}i∈Z the structure constants of I. The
lemma below shows that a finitely generated graded right A-submodule of Qgr(A) is determined
up to graded isomorphism by its structure constants.
As an example, we compute the structure constants of the ring A.
Example 3.7. For n ∈ Z, An is generated as a left k[z]-module by x
n when n ≥ 0 and y−n when
n < 0. Also, for n > 0, ynxn = σ−1(f) · · · σ−n(f), so as a graded left k[z]-module,
A =
⊕
i∈Z
(ai)x
i with ai =
1, i ≥ 0,σ−1(f) · · · σi(f), i < 0.
The structure constants {ci} of A are therefore given by
ci =
1 i ≥ 0,σi(f) i < 0.
Lemma 3.8. Let I and J be finitely generated graded submodules of Qgr(A) with structure constants
{ci} and {di}, respectively. Then I ∼= J as graded right A-modules if and only if ci = di for all
i ∈ Z.
Proof. As argued above there exist {ai}, {bi} ⊆ k(z) such that
I =
⊕
i∈Z
(ai)x
i and J =
⊕
i∈Z
(bi)x
i.
Then by definition, for each i ∈ Z, ci = aia
−1
i+1 and di = bib
−1
i+1. Let g = a
−1
0 b0 ∈ k(z). If ci = di for
all i ∈ Z, then (aig) = (bi) for all i. Hence, I ∼= J via left multiplication by g.
Conversely, suppose ϕ : I → J is a graded isomorphism of A-modules. Since, for each i ∈ Z,
ϕ : Ii → Ji is an isomorphism, we must have, up to a scalar in k
×, ϕ(aix
i) = bix
i. Then, up to a
scalar,
bix
i+1 = ϕ(aix
i)x = ϕ(aix
i+1) = ϕ(ai+1cix
i+1) = ϕ(ai+1x
i+1σ−(i+1)(ci))
= ϕ(ai+1x
i+1)σ−(i+1)(ci) = bi+1x
i+1σ−(i+1)(ci) = bi+1cix
i+1,
so up to a scalar di = bib
−1
i+1 = ci for all i. Since we assumed that structure constants were monic,
ci = di for all i ∈ Z. 
Lemma 3.9. Suppose I =
⊕
i∈Z(bi)x
i is a finitely generated graded right A-submodule of Qgr(A)
with structure constants {ci}. Then for n≫ 0, cn = 1 and c−n = σ
−n(f).
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Proof. Since I is finitely generated as an A-module, if n ∈ Z is greater than the highest degree of
all generators, we have In · x = In+1. Then (bn) = (bn+1) so cn = 1. On the other hand, if n is less
than the least degree of all generators, then In · y = In−1. That is,
(bn−1)x
n−1 = (bn)x
ny = (bn)x
n−1f = (bn)σ
n−1(f)xn−1,
so cn−1 = σ
n−1(f). Hence, for n≫ 0, cn = 1 and c−n = σ
−n(f). 
We remark that for any choice {ci}i∈Z satisfying (i) for each n, cn ∈ {1, σ
n(z), σn(z + α), σn(f)}
and (ii) cn = 1 and c−n = σ
−n(f) for n ≫ 0, we can construct a module with structure constants
{ci}. Let b0 = 1 and for all integers i, define bi such that bib
−1
i+1 = ci. Let I =
⊕
i∈Z(bi)x
i.
Since bix
i · x ∈ (bi+1)x
i+1 and bix
i · y ∈ (bi−1)x
i−1, therefore I is a graded submodule of Qgr(A).
Further, there exists N ∈ N such that for all n ≥ N , cn = 1 and c−n = σ
−n(f). Thus, the
elements {bix
i | −N ≤ i ≤ N} generate I as an A-module, so I is a finitely generated graded right
A-submodule of Qgr(A).
Hence, isomorphism classes of finitely generated graded right A-submodules of Qgr(A) are in
bijection with such sequences of structure constants, {ci}. One reason taking this point of view
is useful is that we can now state properties of a graded submodule I ⊆ Qgr(A) in terms of its
structure constants and vice versa. First, we show that the simple factors of I are determined by
its structure constants. We have the two following lemmas, one in the case that f has congruent
or multiple roots (α ∈ N) and one in the case that the roots of f are distinct (α ∈ k \ Z).
Lemma 3.10. Let α ∈ N. Let I =
⊕
i∈Z(ai)x
i be a finitely generated graded right A-submodule of
Qgr(A) with structure constants {ci}. Then
(1) I surjects onto X〈n〉 if and only if cn−α ∈ {1, σ
n−α(z)},
(2) I surjects onto Y 〈n〉 if and only if cn ∈ {σ
n(z), σn(f)},
(3) If α > 0, I surjects onto Z〈n〉 if and only if cn−α ∈ {σ
n−α(z + α), σn−α(f)} and cn ∈
{1, σn(z + α)}.
Proof. Suppose I surjects onto Z〈n〉. Then there exists a graded submodule J =
⊕
i∈Z(bi)x
i of I
such that
0 −→ J −→ I −→ Z〈n〉 −→ 0
is a short exact sequence. Let {di} be the structure constants of J .
Because Z〈n〉i = 0 for all i > n and all i ≤ n − α, we must have bi = ai for all i > n and all
i ≤ n − α. Now by Lemma 3.3, as a left k[z]-module, for all n− α < i ≤ n, Z〈n〉i ∼= k[z]/(z + n).
Hence, bi = (z + n)ai for all n − α < i ≤ n. Therefore, for all i 6= n, n − α, ci = di. However,
(z+n)dn−α = cn−α and dn = (z+n)cn. Since we know dn−α ∈ {1, σ
n−α(z), σn−α(z+α), σn−α(f)},
this forces cn−α ∈ {σ
n−α(z + α), σn−α(f)}. Similarly, cn ∈ {1, σ
n(z + α)}.
Conversely, if cn−α ∈ {σ
n−α(z + α), σn−α(f)} and cn ∈ {1, σ
n(z + α)}, then we can construct
J =
⊕
i∈Z(bi)k[z] ⊆ I by setting bi = ai for all i > n and i ≤ n − α and bi = (z + n)ai for all
n−α < i ≤ 0. If we define di = bib
−1
i+1 to be monic (by multiplying by the appropriate scalar), then
because cn−α ∈ {σ
n−α(z+α), σn−α(f)} and cn ∈ {1, σ
n(z+α)}, therefore dn−α ∈ {1, σ
n−α(z+α)}
and dn ∈ {σ
n(z), σn(f)}. For all other integers i, di = ci. Therefore, the {di} are the structure
constants of a finitely generated graded submodule of Qgr(A) which is isomorphic to J . By [Bav93,
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Theorem 2.1], A is 1-critical. Hence, the factor module I/J has finite length. Also, I/J is simply
supported at −n, and is nonzero only in degrees n − α < i ≤ 0. Hence, I/J ∼= Z〈n〉 so I surjects
onto Z〈n〉.
The cases of I surjecting onto X〈n〉 or Y 〈n〉 are similar but give a condition on just one structure
constant each. 
Lemma 3.11. Let α ∈ k \Z. Let I =
⊕
i∈Z(ai)x
i be a finitely generated graded right A-submodule
of Qgr(A) with structure constants {ci}. Then
(1) I surjects onto X0〈n〉 if and only if cn ∈ {1, σ
n(z + α)},
(2) I surjects onto Xα〈n〉 if and only if cn ∈ {1, σ
n(z)},
(3) I surjects onto Y 0〈n〉 if and only if cn ∈ {σ
n(z), σn(f)},
(4) I surjects onto Y α〈n〉 if and only if cn ∈ {σ
n(z + α), σn(f)}.
Proof. This follows from essentially the same proof as Lemma 3.10. 
Observe that in the cases of distinct roots or a multiple root, whether a simple module is a factor
of a finitely generated graded right A-submodule of Qgr(A) or not depends on only a single structure
constant. In the case of congruent roots, each simple factor of the form Z〈n〉 is determined by two
different structure constants. Additionally, as a consequence of the constructions in Lemmas 3.10
and 3.11, we obtain the following two corollaries, the latter of which is an analogue of [Sie09, Lemma
4.11].
Corollary 3.12. Let I be a finitely generated graded right A-submodule of Qgr(A) and let S be a
simple graded A-module. Then for each each n ∈ Z
dimkHomA(I, S)n ≤ 1.
Proof. We claim that there is a unique kernel J ⊆ I for any surjection I → S. If S is supported at
Z ∪ (Z− α) then this follows from the construction in Lemmas 3.10 and 3.11.
If S = Mλ for some λ ∈ k, λ /∈ Z ∪ Z + α, then notice that we can construct J = (z + λ)I
such that I/J ∼= Mλ. Further, since Mλ is simply supported at −λ with degree 1 in each graded
component, J is the unique kernel for any surjection I →Mλ.
Hence for any simple module S, if there is a surjection I → S, we have
HomA(I, S)
∼= HomA(I/J, S)
∼= HomA(S, S).
Since all graded simple modules have k-dimension 0 or 1 in each graded component, we conclude
that for each n ∈ Z, dimkHomA(I, S)n ≤ 1. 
Corollary 3.13. Let I be a finitely generated graded right A-submodule of Qgr(A). If α ∈ N, then
for all n≫ 0,
Homgr -A(I,X〈n〉) = Homgr -A(I, Y 〈−n〉) = k.
If α ∈ k \ Z, then for all n≫ 0,
Homgr -A(I,X0〈n〉) = Homgr -A(I, Y0〈−n〉) = k and
Homgr -A(I,Xα〈n〉) = Homgr -A(I, Yα〈−n〉) = k.
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Proof. The result follows from Lemmas 3.9, 3.10, 3.11, and Corollary 3.12. 
3.3. Finite length modules of gr -A. We now seek to understand the finite length modules of
gr -A(f). We will see that the extensions between graded simple modules are few: if M and M ′ are
graded simple modules, then Ext1A(M,M
′) is either 0 or k. For clarity, we consider the three cases
(congruent, multiple, and non-congruent roots) separately.
3.3.1. Multiple root. Let α = 0 so that f = z2 and we are in the multiple root case. We record the
Ext groups between simple modules.
Lemma 3.14. (1) As graded vector spaces, Ext1A(X,Y ) = Ext
1
A(Y,X) = k, concentrated in
degree 0.
(2) As graded vector spaces, Ext1A(X,X) = Ext
1
A(Y, Y ) = k, concentrated in degree 0.
(3) Let λ, µ ∈ k \ Z. If λ 6= µ, then Ext1gr -A(Mλ,Mµ) = 0, but Ext
1
gr -A(Mλ,Mλ) = k.
(4) Let λ ∈ k \ Z. Let S ∈ {X,Y }. Then Ext1A(Mλ, S) = Ext
1
A(S,Mλ) = 0.
Proof. Recall that X = A/(x, z)A and Y = A/(y, z − 1)A〈1〉. Let IX and IY be the ideals of A
defining X and Y respectively, that is, IX = (x, z)A and IY = (y, z − 1)A. Now for S ∈ {X,Y },
we have the exact sequence
(3.15) 0→ IS〈d〉 → A〈d〉 → S → 0
where if S = X then d = 0 and if S = Y then d = 1. For any graded simple module S′, we then
apply the functor HomA(−, S
′) to yield
(3.16) 0→ HomA(S, S
′)→ HomA(A,S
′)〈−d〉 → HomA(IS , S
′)〈−d〉 → Ext1A(S, S
′)→ 0.
We know that HomA(S, S
′) = k, concentrated in degree 0 if and only if S = S′, otherwise
HomA(S, S
′) = 0. We also know that as a graded k-vector space, HomA(A,S
′)〈−d〉 ∼= S′〈−d〉.
Additionally, based on Lemma 3.10 and Corollary 3.12, we can compute HomA(IS , S
′)〈−d〉. Hence,
we will able to deduce Ext1A(S, S
′).
(1) Let S = X, S′ = Y , and d = 0 in the exact sequence (3.16). Notice that by the construction
in Lemma 3.10, A and IX have the same structure constants except in degree 0, where A has
structure constant 1 and IX has structure constant z. Hence, HomA(A,Y ) and HomA(IX , Y ) differ
only in degree 0 where Homgr -A(A,Y ) = 0, Homgr -A(IX , Y ) = k so Ext
1
A(X,Y ) = k, concentrated
in degree 0. By applying the autoequivalence ω as in equation (2.4), we deduce Ext1A(Y,X) = k.
(2) Let S = S′ = X and d = 0 in the exact sequence (3.16). In this case, HomA(X,X) = k.
Again, by the construction in Lemma 3.10, A and IX have the same structure constants except
in degree 0, where A has structure constant 1 and IX has structure constant z. Notice then that
HomA(A,X)n = HomA(IX ,X)n for every degree n ∈ Z. By considering the exact sequence in
each degree, we conclude Ext1A(X,X) = k, concentrated in degree 0. Applying ω yields the result
Ext1A(Y, Y ) = k.
(3) Apply Homgr -A(−,Mµ) to the short exact sequence
(3.17) 0→ (z + λ)A→ A→Mλ → 0
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to yield
0→ Homgr -A(Mλ,Mµ)→ Homgr -A(A,Mµ)→ Homgr -A((z + λ)A,Mµ)
→ Ext1gr -A(Mλ,Mµ)→ 0.
Since dimk(Mµ)0 = 1, Homgr -A(A,Mµ) ∼= Homgr -A((z + λ)A,Mµ) = k. Hence, it follows that
Ext1gr -A(Mλ,Mµ)
∼= Homgr -A(Mλ,Mµ) which is k when λ = µ and 0 otherwise.
(4) Let λ ∈ k \ Z and apply HomA(−,Mλ) to the short exact sequence (3.15). This yields
0→ HomA(A,Mλ)〈−d〉 → HomA(IS ,Mλ)〈−d〉 → Ext
1
A(S,Mλ)→ 0.
Now by Corollary 3.12, in every graded component
HomA(A,Mλ)
∼= HomA(IS ,Mλ)
so Ext1A(S,Mλ) = 0.
Now let S ∈ {X,Y } and apply HomA(−, S) to the short exact sequence (3.17) yielding
0→ HomA(A,S)→ HomA((z + λ)A,S)→ Ext
1
A(Mλ, S)→ 0.
But since z + λ has degree 0, each HomA((z + λ)A,S)
∼= HomA(A,S) so Ext
1
A(Mλ, S) = 0. 
This lemma allows us to characterize all indecomposable modules of length 2 in gr -A. Since
Ext1A(X,Y ) = k, there is a unique (up to isomorphism) nonsplit extension of X by Y . We denote
this module EX,Y and similarly we denote by EY,X , EX,X and EY,Y the extensions of Y by X, X
by X, and Y by Y , respectively. We record these modules explicitly:
Lemma 3.18. Let α = 0. The length two indecomposable modules of gr -A whose simple factors
are X or Y are precisely the modules
(1) EX,Y ∼= A/zA;
(2) EY,X ∼= A/(z − 1)A〈1〉;
(3) EX,X ∼= A/xA;
(4) EY,Y ∼= A/yA〈1〉.
Proof. We record the nonsplit exact sequences. To show that A/zA is an extension of X by Y ,
we consider the natural quotient map A/zA → A/(x, z)A = X whose kernel is the submodule
(xA+zA)/zA. We can construct an isomorphism Y → (xA+zA)/zA mapping 1 to x. This map is
clearly surjective, and is injective since yA+(z−1)A is the right annihilator of x in A/zA. Similar
arguments apply in the other cases. All four nonsplit exact sequences are recorded below.
0 −→ Y
x·
−→ A/zA −→ X −→ 0
0 −→ X
y·
−→ (A/(z − 1)A)〈1〉 −→ Y −→ 0
0 −→ X
z·
−→ A/xA −→ X −→ 0
0 −→ Y
(z−1)·
−→ (A/yA)〈1〉 −→ Y −→ 0
These short exact sequences do not split. As an example, in the first case, any nonzero element
of non-positive degree generates A/zA so there does not exist a nonzero map X → A/zA. 
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3.3.2. Congruent roots. Let α ∈ N+ so that we are in the congruent root case.
Lemma 3.19. (1) As graded vector spaces,
Ext1A(X,Z) = Ext
1
A(Z,X) = Ext
1
A(Y,Z) = Ext
1
A(Z, Y ) = k,
concentrated in degree 0.
(2) Let S ∈ {X,Y,Z}. Then Ext1A(S, S) = 0.
(3) Ext1A(X,Y ) = Ext
1
A(Y,X) = 0.
(4) If λ 6= µ, then Ext1gr -A(Mλ,Mµ) = 0, but Ext
1
gr -A(Mλ,Mλ) = k.
(5) Let λ ∈ k \ Z. Let S ∈ {X,Y,Z}. Then Ext1A(Mλ, S) = Ext
1
A(S,Mλ) = 0.
(6) Ext1A(Z,A) = 0.
Proof. We will use similar arguments as in the proof of Lemma 3.14. Let IX = (x, z + α)A,
IY = (y, z − 1)A, and IZ = (y
α, x, z)A be the right ideals of A defining X, Y , and Z, respectively.
Now for S ∈ {X,Y,Z}, we have the exact sequence
(3.20) 0→ IS〈d〉 → A〈d〉 → S → 0
where if S = X then d = −α, if S = Y then d = 1, and if S = Z then d = 0. For any graded simple
module S′, we then apply the functor HomA(−, S
′) to yield
(3.21) 0→ HomA(S, S
′)→ HomA(A,S
′)〈−d〉 → HomA(IS , S
′)〈−d〉 → Ext1A(S, S
′)→ 0.
We will use Lemma 3.10 and Corollary 3.12 to compute HomA(IS , S
′)〈−d〉 from which we will
deduce Ext1A(S, S
′).
(1) Let S = X and S′ = Z in the exact sequence (3.21). Since HomA(X,Z) = 0, we need only
determine in which degrees HomA(A,Z)〈α〉 differs from HomA(IX , Z)〈α〉. By the construction in
Lemma 3.10, observe that A and IX have the same structure constants except in degree 0 where A
has structure constant 1 and IX has structure constant z + α. Again, by Lemma 3.10, IX surjects
onto exactly those shifts of Z that A does except IX additionally surjects onto Z〈α〉. That is for
each n ∈ Z \ {0},
HomA(A,Z)〈α〉n = HomA(IX , Z)〈α〉n,
In degree 0, we have that Homgr -A(A,Z)〈α〉 = 0 and Homgr -A(IX , Z)〈α〉 = k. Hence, Ext
1
A(X,Z) =
k, concentrated in degree 0. Applying the autoequivalence ω implies that Ext1A(Y,Z) = k.
Now let S = Z and S′ = X in the exact sequence (3.21). By Lemma 3.10, A and IZ have the
same structure constants except in degrees 0 and −α. In degree 0, A has structure constant 1
and IZ has structure constant z whereas in degree −α, A has structure constant σ
−α(f) while IZ
has structure constant σ−α(z). Again, by Lemma 3.10, IZ surjects onto exactly those shifts of X
that A does except IX additionally surjects onto X. Hence, Ext
1
A(Z,X) = k and by applying the
autoequivalence ω, we also see that Ext1A(Z, Y ) = k.
Parts 2 and 3 follow by a similar argument. Parts 4 and 5 follow by the same argument as in
Lemma 3.14.
(6) Suppose for contradiction that for some n ∈ Z, there exists a nonsplit extension of Z〈n〉 by
A. That is, there exists a graded right A-module I such that
0→ A→ I → Z〈n〉 −→ 0
15
is a nonsplit exact sequence.
We claim that I is isomorphic to a submodule of the graded quotient ring of A, so is isomorphic
to a right ideal of A. We first show that A ⊆ I is an essential extension of modules. Suppose for
contradiction that A ⊆ I is not essential so there exists 0 ( J ⊆ I such that J ∩ A = 0. Observe
that we have the inclusion
J +A
A
⊆
I
A
∼= Z〈n〉
so J + A/A is a submodule of Z〈n〉. Since Z〈n〉 is simple, and since J ∩ A = 0, this implies that
J +A/A ∼= Z〈n〉 so we have the isomorphisms
J ∼=
J
J ∩A
∼=
J +A
A
∼=
I
A
∼= Z〈n〉.
Tracing these canonical isomorphisms gives us a splitting I/A → I, which is a contradiction since
I is a nonsplit extension of A by Z〈n〉.
Now since A → I is an essential extension, we can embed in the injective hull of A, which
is Qgr(A), proving our claim. Let {di} be the structure constants of A. By the construction in
Lemma 3.10, since A is the kernel of the surjection I → Z〈n〉, therefore dn−α ∈ {1, σ
n−α(z)} and
dn ∈ {σ
n(z), σn(f)}. But by the computation in Example 3.7, this is impossible. Hence, there are
no nonsplit extensions of Z〈n〉 by A and Ext1A(Z,A) = 0. 
The preceding lemma allows us to characterize all length two indecomposables in gr -A. There
is a unique (up to isomorphism) nonsplit extension of X by Z. We denote this module EX,Z and
similarly we denote by EZ,X , EY,Z and EZ,Y the extensions of Z by X, Y by Z, and Z by Y ,
respectively. We record these modules explicitly:
Lemma 3.22. Let α ∈ N+. The length two indecomposable modules of gr -A whose simple factors
are X, Y , or Z are precisely the modules
(1) EZ,X ∼= A/(x, z)A;
(2) EX,Z ∼= A/(x
α+1, z + α)A〈−α〉;
(3) EZ,Y ∼= A/(y, z + α− 1)〈1 − α〉;
(4) EY,Z ∼= A/(y
α+1, z − 1)A〈1〉.
Proof. We will show that EZ,X is a nonsplit extension of Z by X. There is a natural projection
(3.23) EZ,X =
A
(x, z)A
−→
A
(x, yα, z)A
= Z
whose kernel is given by
(x, yα, z)A
(x, z)A
∼=
yαA
yαA ∩ (x, z)A
.
It is easy to check that there is a well-defined homomorphism
X =
A
(x, z + α)A
〈−α〉 −→
yαA
yαA ∩ (x, z)A
mapping 1 to yα. Since X is simple and this map is a surjection, therefore the kernel of (3.23) is
isomorphic to X.
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To see that EZ,X is a nonsplit extension of Z by X, we will show that Homgr -A(Z,EZ,X) = 0.
If ϕ is a homomorphism Z → EZ,X , then ϕ(1) = g for some g ∈ k[z]. Then ϕ(y
α+1) = gyα+1. But
since yα+1 = 0 in Z, therefore g = 0 in EZ,X so ϕ is the zero map. The remaining computations are
done analogously. By Lemma 3.19, these modules represent all length two indecomposable modules
of gr -A. 
We will also need some understanding of indecomposable modules of length 3. While we will
not characterize all such modules, we will show, for various lists of simple modules, that there is a
unique indecomposable module with those ordered Jordan-Ho¨lder quotients. This will allow us to
name these modules by specifying their Jordan-Ho¨lder quotients, in order.
Lemma 3.24. Let α ∈ N+.
(1) EX,Z,X :=
A
(xα+1, (z + α)x, (z + α)2)A
〈−α〉 is the unique indecomposable module which is
a nonsplit extension of EX,Z by X.
(2) EY,Z,Y :=
A
(yα+1, (z − 1)y, (z − 1)2)A
〈1〉 is the unique indecomposable module which is a
nonsplit extension of EY,Z by Y .
(3) EZ,Y,X := A/zA is the unique indecomposable module which is a nonsplit extension of EZ,Y
by X and a nonsplit extension of EZ,X by Y .
Proof. We will prove the first claim. The other two follow from similar arguments. There is a
natural surjection
EX,Z,X =
A
(xα+1, (z + α)x, (z + α)2)A
〈−α〉 −→
A
(xα+1, z + α)A
〈−α〉 = EX,Z
whose kernel is given by
(xα+1, z + α)A
(xα+1, (z + α)x, (z + α)2)A
〈−α〉 ∼=
(z + α)A
(xα+1, (z + α)x, (z + α)2)A
〈−α〉.
This kernel is isomorphic to X via the homomorphism mapping 1 to z + α. Therefore, EX,Z,X is
an extension of EX,Z by X.
To see that this is a nonsplit extension, suppose ϕ ∈ Homgr -A(EX,Z , EX,Z,X). Then ϕ(1) = g for
some g ∈ k[z]. To ensure that ϕ is well-defined, ϕ(z+α) = 0, so z+α | g. But then ϕ(x) = gx = 0
so ϕ is not an isomorphism onto its image.
Finally, we show that EX,Z,X is the unique module that is an extension of EX,Z by X. Apply
HomA(−,X) to the exact sequence
0→ Z → EX,Z → X → 0
to obtain the sequence
· · · → Ext1A(X,X)→ Ext
1
A(EX,Z ,X)→ Ext
1
A(Z,X)→ Ext
2
A(X,X) → · · · .
By [Bav93, Theorem 5], X has projective dimension 1 so Ext2A(X,X) = 0. Then by Lemma 3.19,
Ext1A(EX,Z ,X) = k, concentrated in degree 0. So there is a unique extension of EX,Z by X, namely
EX,Z,X . 
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3.3.3. Non-congruent roots. Let α ∈ k \Z so that we are in the non-congruent root case. We again
begin by careful analysis of the extensions between graded simple A(f)-modules.
Lemma 3.25. (1) As graded vector spaces, Ext1A(X0, Y0) = Ext
1
A(Y0,X0) = Ext
1
A(Xα, Yα) =
Ext1A(Yα,Xα) = k, concentrated in degree 0.
(2) Let S ∈ {X0, Y0,Xα, Yα}. Then Ext
1
A(S, S) = 0.
(3) Let S0 ∈ {X0, Y0} and Sα ∈ {Xα, Yα}. Then Ext
1
A(S0, Sα) = Ext
1
A(Sα, S0) = 0.
(4) If λ 6= µ, then Ext1gr -A(Mλ,Mµ) = 0, but Ext
1
gr -A(Mλ,Mλ) = k.
(5) Let λ ∈ k \ (Z ∪ Z+ α). Let S ∈ {X0, Y0,Xα, Yα}. Then Ext
1
A(Mλ, S) = Ext
1
A(S,Mλ) = 0.
Proof. We use the same techniques as in our proofs of Lemmas 3.14 and 3.19. Let IX0 = (x, z)A,
IY0 = (y, z − 1)A, IXα = (x, z + α)A, and IXα = (y, z +α− 1)A be the ideals of A defining X0, Y0,
Xα and Yα respectively. Now for S ∈ {X0, Y0,Xα, Yα}, we have the exact sequence
(3.26) 0→ IS〈d〉 → A〈d〉 → S → 0
where if S = X0 or Xα then d = 0 and if S = Y0 or Yα then d = 1. For any graded simple module
S′, we then apply the functor HomA(−, S
′) to yield
(3.27) 0→ HomA(S, S
′)→ HomA(A,S
′)〈−d〉 → HomA(IS , S
′)〈−d〉 → Ext1A(S, S
′)→ 0.
Based on Lemma 3.11 and Corollary 3.12, we can compute HomA(IS , S
′)〈−d〉. Hence, we will able
to deduce Ext1A(S, S
′).
(1) Let S = X0, S
′ = Y0, and d = 0 in the exact sequence (3.27). Now HomA(X0, Y0) = 0 and
HomA(A,Y0)
∼= Y0 as graded k-vector spaces, so to compute Ext
1
A(X0, Y0) we need to compute in
which degrees HomA(IX0 , Y0) is nonzero. By the construction in Lemma 3.11, A and IX0 have the
same structure constants except in degree 0, where A has the structure constant 1 and IX0 has the
structure constant z. Hence, by Lemma 3.11 and Corollary 3.12, A and IX0 surject onto exactly the
same shifts of Y0 except that IX0 surjects onto Y0 while A does not. Therefore, Ext
1
A(X0, Y0) = k,
concentrated in degree 0. Applying the autoequivalence ω shows that Ext1A(Yα,Xα) = k.
An analogous argument shows that Ext1A(Y0,X0) = Ext
1
A(Xα, Yα) = k, concentrated in degree
0.
Parts 2 and 3 follow by similar arguments. Parts 4 and 5 follow by the same argument as in
Lemma 3.14. 
We now know that there is a unique extension of X0 by Y0, Y0 by X0, Xα by Yα and Yα by Xα.
We classify these extensions explicitly. We leave the proof to the reader, since it is similar to the
other cases.
Corollary 3.28. Let α ∈ k\Z. The following nonsplit exact sequences in gr -A represent all length
two indecomposables of gr -A whose simple factors are supported at Z ∪ Z− α:
0→ Y0
x·
−→ A/zA −→ X0 −→ 0,
0 −→ X0
y·
−→ (A/(z − 1)A)〈1〉 −→ Y0 −→ 0,
0 −→ Yα
x·
−→ A/(z + α)A −→ Xα −→ 0,
0 −→ Xα
y·
−→ (A/(z + α− 1)A)〈1〉 −→ Yα −→ 0. 
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3.4. Rank one projective modules.
3.4.1. Structure constants and projectivity. We now seek to understand the finitely generated
graded right projective A-modules of rank one. Since every rank one graded projective A-module
embeds in Qgr(A), we may use the results of section 3.2. For a finitely generated rank one graded
projective A-module P , if we have a graded embedding P ⊆ Qgr(A), then there exists some g ∈ k[z],
such that gP ⊆ A. Since gP ∼= P , we can view P as a graded right ideal of A. We will see that the
projectivity of a finitely generated right A-submodule of Qgr(A) can be determined by its structure
constants.
By Theorem 2.3, the global dimension of A(f) depends on the roots of f . In the non-congruent
root case (α ∈ k \ Z), gldimA(f) = 1, i.e. A(f) is hereditary. Hence, the isomorphism classes of
right ideals of A are the same as the isomorphism classes of rank one projective right A-modules.
However, in the multiple root case (α = 0) gldimA(f) = ∞ and in the congruent root case
(α ∈ N+), gldimA(f) = 2. In these cases, it takes some work to determine whether a finitely
generated graded right A-submodule of Qgr(A) is projective. Eventually we will give conditions on
structure constants (or equivalently, conditions on simple factors) that determine the projectivity
of a right ideal.
In the congruent root case, by [Bav93, Theorem 5], the finite-dimensional simple module Z
and its shifts are the only simple modules with projective dimension 2. We begin our study of
the projectivity of a right ideal by seeing that an ideal P is projective if and only if there is no
extension of Z by P .
Lemma 3.29. Let α ∈ N+ and let P be a right ideal of A. Then the following are equivalent:
(i) P is projective;
(ii) Ext1A(Z,P ) = 0;
(iii) HomA(Z,A/P ) = 0;
(iv) A/P has projective dimension at most 1.
Proof. The equivalence of (i) and (iv) is immediate. Now apply the functor HomA(Z,−) to the
exact sequence
(3.30) 0 −→ P −→ A −→ A/P −→ 0
to obtain
0 −→ HomA(Z,A/P ) −→ Ext
1
A(Z,P ) −→ 0,
because by Lemma 3.19, Ext1A(Z,A) = 0. Hence, (ii) and (iii) are equivalent.
We now prove that (i) implies (iii). Suppose for contradiction that Z is a submodule of A/P for
a projective right ideal P . Then we have the exact sequence
0 −→ Z −→ A/P −→ C −→ 0,
where C is the cokernel of the morphism Z −→ A/P . Consider any right A-module N . By applying
HomA(−, N) we have the long exact Ext sequence
· · · −→ Ext2A(A/P,N) −→ Ext
2
A(Z,N) −→ 0,
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since A has global dimension 2. By the equivalence of (i) and (iv), A/P has projective dimension
1, so Ext2A(A/P,N) = 0 and hence Ext
2
A(Z,N) = 0. Since this holds for all N , Z has projective
dimension at most 1. But this is a contradiction, for in [Bav93, Theorem 5], Bavula shows that Z
has projective dimension 2.
Finally, we show that (iii) implies (iv), completing the proof. We prove the statement by induc-
tion on the length of A/P . For simple modules, [Bav93, Theorem 5] shows that all simples except Z
have projective dimension 1. Now suppose for all modulesM of length at most n, HomA(Z,M) = 0
implies M has projective dimension 1. Suppose A/P has length n + 1 and HomA(Z,A/P ) = 0.
Then A/P has a submodule S isomorphic to either X〈n〉, Y 〈n〉 or Mλ for some λ ∈ k \ Z. The
quotient (A/P )/S has length n, so by the induction hypothesis, as long as HomA(Z, (A/P )/S) = 0,
both S and (A/P )/S have projective dimension 1 and thus A/P will have projective dimension 1.
So suppose that HomA(Z, (A/P )/S) 6= 0, that is, that (A/P )/S has a submodule isomorphic to
Z〈n〉 for some n. Since this Z〈n〉 is not a submodule of A/P , in fact A/P must have a submodule
that is a nontrivial extension of Z〈n〉 by S. By Lemma 3.22, the only such extensions are EZ,X〈n〉
or EZ,Y 〈n〉. Call this submodule T . By [Bav93, Theorem 5], T has projective dimension 1, so as
long as HomA(Z, (A/P )/T ) = 0, we are done by the induction hypothesis.
Suppose for contradiction that HomA(Z, (A/P )/T ) 6= 0. Arguing as above, A/P must now have
a submodule that is a nontrivial extension of Z〈m〉 by T for some integer m. Now the exact
sequence
0 −→ X −→ EZ,X −→ Z −→ 0
induces the long exact Ext sequence
0 −→ HomA(Z,Z) −→ Ext
1
A(Z,X) −→ Ext
1
A(Z,EZ,X) −→ 0,
since Ext1A(Z,Z) = 0 by Lemma 3.19. Again, by Lemma 3.19, Ext
1
A(Z,X) = k and since
HomA(Z,Z) = k, we conclude that Ext
1
A(Z,EZ,X) = 0. Hence, there is no nontrivial extension
of Z〈m〉 by EZ,X〈n〉, which is a contradiction. A similar contradiction arises if T is a nontrivial
extension of Z by EZ,Y 〈n〉. 
Corollary 3.31. Let α ∈ N+ and let P be a graded right ideal of A with structure constants {ci}.
Then P is projective if and only if for each n ∈ Z, it is not the case that both cn−α ∈ {1, σ
n−α(z)}
and cn ∈ {σ
n(z), σn(f)}.
Proof. Suppose P =
⊕
i∈Z(ai)x
i is a projective right ideal of A and suppose for contradiction that
for some n ∈ Z, both cn−α ∈ {1, σ
n−α(z)} and cn ∈ {σ
n(z), σn(f)}. Let
P ′ = (z + n)P =
⊕
i∈Z
((z + n)ai)k[z]
and note that P ′ is graded isomorphic to P . We will construct an ideal I of A which is an extension
of Z〈n〉 by P ′.
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Let I =
⊕
i∈Z(bi)x
i where
bi =

(z + n)ai, i ≤ n− α
ai, n− α+ 1 ≤ i ≤ n
(z + n)ai, i ≥ n+ 1.
This is a well-defined ideal of A as long as di = bib
−1
i+1 ∈ {1, σ
i(z), σi(z + α), σi(f)} for all i ∈ Z.
But for all i 6= n, n − α, by construction di = ci. Further, since cn−α ∈ {1, σ
n−α(z)} therefore
dn−α = (z + n)cn−α ∈ {z + n, σ
n−α(f)}. And finally cn ∈ {σ
n(z), σn(f)} implies that dn =
(z + n)−1cn ∈ {1, σ
n(z + α)}.
Now note that P ′ ⊆ I and I/P ′ has finite length, is simply supported at −n, and is nonzero
precisely in degrees between n − α + 1 and n, inclusive. So I/P ′ ∼= Z〈n〉 and I is an extension of
Z〈n〉 by P ′. Clearly, such an extension is nontrivial, since Z〈n〉 is not a submodule of A. But since
P ′ is projective, this contradicts Lemma 3.29.
Conversely, suppose P is not projective. By Lemma 3.29, there exists a nontrivial extension
0 −→ P −→ I −→ Z〈n〉 −→ 0.
By an argument identical to the one in part 6 of Lemma 3.19, I is isomorphic to a submodule of
Qgr(A). By clearing denominators we may assume that I is a right ideal of A, say I =
⊕
i∈Z(bi)x
i.
But now as in the proof of Lemma 3.10, we can construct P as the kernel of the morphism I → Z〈n〉,
and so conclude that cn−α ∈ {1, σ
n−α(z)} and cn ∈ {σ
n(z), σn(f)}. 
In the multiple root case (α = 0), we get an analogue of Corollary 3.31, though we use a different
technique as there is no analogue of Lemma 3.29. Indeed, the following lemma is the same result
as if we let α = 0 in Corollary 3.31.
Lemma 3.32. Let α = 0. Let P be a graded right ideal of A with structure constants {ci}. Then
P is projective if and only if for each n ∈ Z, cn 6= σ
n(z).
Proof. First we show that if, for all n ∈ Z, cn 6= σ
n(z), then P is projective. Note that both xA
and yA are projective, so EX,X = A/xA and EY,Y = A/yA〈1〉 both have projective dimension 1.
Hence, if Q is any rank one projective that surjects onto EX,X or EY,Y , the kernel of this surjection
will also be projective. Since P is finitely generated, by Lemma 3.9, there exist N1, N2 ∈ Z such
that for all n ≥ N1, cn = 1 and for all n ≤ N2, cn = σ
n(f).
We will construct P by constructing a finite sequence of projective modules {Pi} until we arrive
at a module with the same structure constants as P . Let P0 = A〈N1〉. Clearly P0 is projective.
If the structure constants of P0 are {di} then since P0 is a shift of A, we know that dn = 1 for all
n ≥ N1 and dn = σ
n(f) for all n < N1. Let i0 be the largest index where di0 differs from ci0 . Since
di0 = σ
i0(f), then ci0 = 1 (since we are assuming for all n that cn 6= σ
n(z)). We construct P1 by
letting (P1)n = (P0)n for all n ≤ i0 and letting (P1)n = (z + i0)
2(P0)n for all n > i0. Then P1 is a
submodule of Qgr(A) with structure constants equal to those of P0 except in degree i0, where P1
has structure constant 1. Further, the quotient P0/P1 is supported at i0 and has k-dimension two
in each graded component of degree greater than i0. Hence, P0/P1 is isomorphic to EY,Y 〈i0〉 or
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Y 〈i0〉⊕Y 〈i0〉. There is a unique submodule of P0 containing P1 (the module where P0 is multiplied
by z+i0 in all degrees greater than i0), and therefore P0/P1 ∼= EY,Y 〈i0〉. Therefore, P1 is projective.
We continue this process for the finitely many indices where ci differs from di until we reach a
module PN such that P0/PN has composition series consisting of only distinct shifts of EY,Y . Since
pdEY,Y = 1, therefore P0/PN has projective dimension 1 and so PN is projective. Further, since
they have the same structure constants, PN ∼= P , so P is projective.
Conversely, suppose there exist some indices n such that cn = σ
n(z). Construct a module Q with
structure constants {di} such that Q has the same structure constants as P except if cn = σ
n(z)
then dn = 1. By the above argument, Q is projective. Now we construct a finite sequence {Qi} of
submodules of Q such that QN ∼= P , and we can show QN is not projective. Let Q0 = Q. Let i0 be
the largest index where Q0 differs from P . Construct Q1 by letting (Q1)n = (Q0)n for all n ≤ i0 and
(Q1)n = (z + i0)(Q0)n for all n > i0. Then Q1 is a submodule of Qgr(A) (with structure constants
equal to those of Q0 except in degree i0, where Q1 has structure constant 1). The quotient Q0/Q1
is supported at i0 and has k-dimension one in each graded component of degree greater than or
equal to i0. Hence, Q0/Q1 is isomorphic to Y 〈i0〉.
Continue this process for the finitely many indices where Q differs from P to reach a QN such
that Q0/QN has composition series consisting only of distinct shifts of Y . Since there are no
extensions between any distinct shifts of Y , Q0/QN must be a direct sum of shifts of Y , and since
Y has infinite projective dimension, so does Q0/QN . But since Q0 was projective, this proves that
QN is not projective. Further, QN ∼= P , proving that P is not projective. 
As a corollary, we see that a graded rank one projective module has a unique simple factor
supported at n for each n ∈ Z. As a further corollary, we see that a rank one projective is
determined by its integrally supported simple factors.
Corollary 3.33. Let P be a rank one graded projective A-module. Let n ∈ Z.
• If α = 0, then P surjects onto exactly one of X〈n〉 and Y 〈n〉.
• If α ∈ N+, then P surjects onto exactly one of X〈n〉, Y 〈n〉, and Z〈n〉.
• If α ∈ k \ Z, then P surjects onto exactly one of X0〈n〉 and Y0〈n〉. Likewise, P surjects
onto exactly one of Xα〈n〉 and Yα〈n〉.
Proof. If α = 0 or α ∈ k\Z, then this result follows immediately from Corollary 3.32, Lemma 3.11,
and Lemma 3.10.
If α ∈ N+, then let {ci} be the structure constants of P . First, by Lemma 3.10 if P surjects
onto X〈n〉 or Y 〈n〉, then cn ∈ {σ
n(z), σn(f)} or cn−α ∈ {1, σ
n−α(z)}, so P cannot surject onto
Z〈n〉. Similarly, if P surjects onto Z〈n〉, it cannot surject onto either X〈n〉 or Y 〈n〉. And by
Corollary 3.31, it is not possible that P surjects onto both X〈n〉 and Y 〈n〉. Hence, P surjects onto
at most one of X〈n〉, Y 〈n〉, or Z〈n〉.
Now we show that P surjects onto exactly one of X〈n〉, Y 〈n〉, or Z〈n〉. If P does not surject
onto Y 〈n〉, cn ∈ {1, σ
n(z + α)}. If, additionally, P does not surject onto X〈n〉 then cn−α ∈
{σn−α(z + α), σn−α(f)}. In either case, by Lemma 3.10, P then surjects onto Z〈n〉. 
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Definition 3.34. For a rank one projective P we have shown that for each j ∈ Z, P has a unique
simple factor supported at −j. We use the notation Fj(P ) to refer to this simple factor. Similarly,
if α /∈ Z, for every j ∈ Z, P has a unique simple factor supported at −j − α. We use the notation
Fαj (P ) to refer to this simple factor.
Corollary 3.35. A rank one graded projective A-module is determined up to isomorphism by its
simple factors which are supported at Z ∪ Z− α.
Proof. Let P be a rank one graded projective A-module with structure constants {ci}. In all cases,
the integrally supported simple factors determine the {ci} and therefore determine P . In the non-
congruent root case, the result follows from Lemma 3.11. In the multiple root case, this follows
from Lemma 3.10 and Corollary 3.33. In particular, if P has a factor of X〈n〉 then cn = 1 and if
P has a factor of Y 〈n〉 then cn = σ
n(f).
In the congruent root case, note that by Corollary 3.33, for each n ∈ Z, P surjects onto exactly
one of X〈n〉, Y 〈n〉 or Z〈n〉. Now, for each j ∈ Z, we can determine cj by using Lemma 3.10. In
particular, whether or not X〈j + α〉 and Y 〈j〉 are factors of P completely determine cj . If both
X〈j+α〉 and Y 〈j〉 are factors, then cj = σ
j(z). If X〈j+α〉 is a factor but Y 〈j〉 is not then cj = 1.
If X〈j + α〉 is not a factor but Y 〈j〉 is, then cj = σ
j(f). And if neither X〈j + α〉 nor Y 〈j〉 are
factors of P , then cj = σ
j(z + α). We make this explicit in Table 1, below. 
Table 1. The structure constants of a rank one projective module.
Fj(P ) = X〈j〉 Fj(P ) = Y 〈j〉 Fj(P ) = Z〈j〉
Fj+α(P ) = X〈j + α〉 cj = 1 cj = σ
j(z) cj = 1
Fj+α(P ) = Y 〈j + α〉 cj = σ
j(z + α) cj = σ
j(f) cj = σ
j(z + α)
Fj+α(P ) = Z〈j + α〉 cj = σ
j(z + α) cj = σ
j(f) cj = σ
j(z + α)
Lemma 3.36. (1) Let α ∈ N. For each n ∈ Z choose Sn ∈ {X〈n〉, Y 〈n〉, Z〈n〉} such that for
n ≫ 0, Sn = X〈n〉 and S−n = Y 〈−n〉. Then there exists a rank one graded projective P
such that Fn(P ) = Sn for all n.
(2) Let α = 0. For each n ∈ Z choose Sn ∈ {X〈n〉, Y 〈n〉} such that for n≫ 0, Sn = X〈n〉 and
S−n = Y 〈−n〉. Then there exists a rank one graded projective P such that Fn(P ) = Sn for
all n.
Proof. First, let α ∈ N. We can construct a module P ⊆ Qgr(A) that surjects onto Sn for all n.
We do this by specifying the structure constants {ci} of P : for each n, cn is determined by Sn and
Sn+α as described in Table 1. By the remark following Lemma 3.9, P is a finitely generated graded
right submodule of Qgr(A).
By Corollary 3.31, P will be projective as long as, for each n ∈ Z, it is not the case that both
cn ∈ {1, σ
n(z)} and cn+α ∈ {σ
n+α(z), σn+α(f)}. But if cn ∈ {1, σ
n(z)}, then by the first row of
the table, P surjects onto X〈j + α〉. If P surjects onto X〈j + α〉, then by the first column of the
table, we see that cn+α ∈ {1, σ
n+α(z + α)}. Therefore, in fact P is projective. By construction,
Fn(P ) = Sn for all n ∈ Z.
23
The case α = 0 is analogous. In this case, if Sn = X〈n〉, then let cn = 1 and if Sn = Y 〈n〉 then
let cn = σ
−n(f). 
3.4.2. Morphisms between rank one projectives. In this section, we describe the morphisms between
finitely generated rank one projective A-modules. We again make use of the fact that every right
A-module is also a left k[z]-module. The fact that k[z] is a PID leads to a nice characterization of
the morphisms between rank one projectives. We first note that if P and Q are finitely generated
rank one projectives, then any morphism f ∈ Homgr -A(P,Q) is either 0 or else an injection. This is
because A is 1-critical and therefore P/ ker f is a finite length module, but Q has no nonzero finite
length submodules. Hence, either ker f = P or else ker f = 0. We define a maximal embedding
between right A-modules.
Definition 3.37. Let P andQ be finitely generated right A-modules. An A-module homomorphism
f : P → Q is called a maximal embedding if there does not exist an A-module homomorphism
g : P → Q such that f(P ) ( g(P ).
We will prove that in fact, if P and Q are finitely generated rank one projectives, there exists a
unique (up to scalar) maximal embedding P → Q.
Proposition 3.38. Let P and Q be finitely generated graded rank one projective A-modules embed-
ded in Qgr(A). Then every homomorphism P → Q is given by left multiplication by some element
of k(z) and as a left k[z]-module, Homgr -A(P,Q) is free of rank one.
Proof. Since P and Q are finitely generated graded submodules of Qgr(A), we may multiply by
some element of k[z] and assume P and Q are right ideals of A. Let f ∈ Homgr -A(P,Q). Now
since P0, Q0 ⊆ A0 = k[z], P0 and Q0 are actually left k[z]-submodules of k[z] and hence ideals
of k[z]. Because k[z] is a PID, we can write P0 = (p0) and Q0 = (q0) for some p0, q0 ∈ k[z].
Let f0 be the restriction of f to P0. Since f is a right A-module homomorphism, it is also a left
k[z]-module homomorphism. Therefore, f0 is given by left multiplication by some ϕ ∈ k(z) such
that (ϕp0) ⊆ (q0) in k[z].
We claim that f0 determines f . Define mn = x
n for n ≥ 0 and mn = y
n for n < 0. Now in each
graded component, we have that Pn = (pn)mn and Qn = (qn)mn where pn, qn ∈ k[z]. Let fn be
the restriction of f to Pn. Note that (p0)mn is a nonzero submodule of (pn)mn, and
f(p0mn) = f(p0)mn = ϕp0mn,
so on the submodule (p0)mn ⊆ Pn, f is given by left multiplication by ϕ. Viewing fn as a left
k[z]-module homomorphism, we conclude that fn is given by left multiplication by ϕ for each n, so
f is simply left multiplication by ϕ. Conversely, left multiplication by ϕ ∈ k(z) will be an element
of Homgr -A(P,Q) if and only if (ϕpn) ⊆ (qn) for all n.
Now Homgr -A(P,Q) is a left k[z]-submodule of Homgr -k[z](P,Q) which the above shows is isomor-
phic to some left k[z]-submodule of k(z). Since in addition multiplication by ϕ is a homomorphism
only if ϕ ∈ k[z]q0/p0, we can clear denominators so that (p0)Homgr -A(P,Q) is actually a left k[z]-
submodule of k[z]. Since k[z] is a PID, (p0)Homgr -A(P,Q) = (g) for some g ∈ k[z]. Finally, we
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see that Homgr -A(P,Q) is generated as a left k[z]-module by g/p0 ∈ k(z). Let θ = g/p0. Then all
homomorphisms Homgr -A(P,Q) are given by left multiplication by some k[z]-multiple of θ. 
The above proposition tells us that a Hom set between rank one projective A-modules is generated
as a left k[z]-module by a unique (up to scalar) maximal embedding. Note, however, the element
θ ∈ k(z) as in the previous lemma depends on a fixed embedding of P and Q in A. As an example,
zA ∼= A, but Homgr -A(zA,A) is generated as k[z]-module by left multiplication by z
−1 while
Homgr -A(A,A) is generated by left multiplication by 1.
Given rank one projectives P and Q we would like to have canonical representations of P and Q as
submodules of the graded quotient ring Qgr(A). This would also give us a canonical representation
of the maximal embedding P → Q. We will do this graded component by graded component.
Suppose P has structure constants {ci}. We will give a canonical sequence {pi} such that
P ∼=
⊕
i∈Z
(pi)x
i ⊆ Qgr(A).
By Lemma 3.9, there exists an integer N such that for all n > N , cn = 1. Now recalling that
pi = cipi+1, for any n ∈ Z, let pn =
∏
j≥n cj . Observe that pn ∈ k[z] since all but finitely many of
the factors are 1.
Definition 3.39. Given a graded rank one projective module P , the representation of
⊕
(pi)x
i ⊆
Qgr(A) given above is called canonical representation of P . We call
⊕
(pi)x
i a canonical rank one
projective module.
Now given canonical graded rank one projective modules P =
⊕
(pi)x
i and Q =
⊕
(qi)x
i, we
can compute the maximal embedding of P into Q, which is unique if we require that θ be monic.
Lemma 3.40. Let P and Q be rank one graded projective A-modules with structure constants {ci}
and {di}, respectively. As above, write
P =
⊕
i∈Z
(pi)x
i =
⊕
i∈Z
∏
j≥i
cj
xi and Q =⊕
i∈Z
(qi)x
i =
⊕
i∈Z
∏
j≥i
dj
xi.
Then the maximal embedding P → Q is given by multiplication by
θP,Q = lcm
i∈Z
(
qi
gcd(pi, qi)
)
= lcm
i∈Z
 ∏j≥i dj
gcd
(∏
j≥i cj ,
∏
j≥i dj
)

where the lcm is the unique monic least common multiple θP,Q ∈ k[z].
Proof. As we saw in Proposition 3.38, the maximal embedding P → Q is given by multiplication by
some θP,Q ∈ k(z) such that (θP,Qpi) ⊆ (qi) for all i ∈ Z. Because, for large enough i, pi = qi = 1,
we see that θP,Q ∈ k[z]. In fact, that (θP,Qpi) ⊆ (qi) implies that θP,Q must be a k[z]-multiple of
qi/ gcd(pi, qi) for all i. The minimal such θP,Q is given by
θP,Q = lcm
i∈Z
(
qi
gcd(pi, qi)
)
25
Since the structure constants of a graded submodule of Qgr(A) were defined to be monic, θP,Q is
monic. Because there exists some N ∈ N such that for all n ≥ N , cn = dn and c−n = d−n, therefore
qi/ gcd(pi, qi) = qj/ gcd(pj, qj) for all i, j ≥ N and all i, j ≤ −N , so the least common multiple can
be taken over finitely many indices. 
Corollary 3.41. Suppose α ∈ k \Z or α = 0. Assume the hypotheses of Lemma 3.40. Then there
exists an N ∈ Z such that
θP,Q =
qN
gcd(pN , qN )
=
∏
j≥N dj
gcd
(∏
j≥N cj ,
∏
j≥N dj
) = ∏j≥N dj∏
j≥N gcd (cj, dj)
.
Proof. If α ∈ k \ Z or α = 0, we can compute the maximal embedding P → Q without taking a
least common multiple, as follows. The irreducible factors of θP,Q are all σ
i(z) or σi(z+α) for some
i ∈ Z. If α ∈ k \ Z or α = 0, then σi(z) and σi(z + α) can only appear as factors of the structure
constant in degree i. Thus, if i 6= j, then qi shares no irreducible factors with pj or qj. Hence, if
n < m, then qm/ gcd(pm, qm) divides qn/ gcd(pn, qn). By Lemma 3.9, there exists an N ∈ Z such
that for all i ≤ N , pi = qi. For this N , we can write
θP,Q =
qN
gcd(pN , qN )
=
∏
j≥N dj
gcd
(∏
j≥N cj ,
∏
j≥N dj
) = ∏j≥N dj∏
j≥N gcd (cj, dj)
. 
We now show that the cokernel of a maximal embedding has a special structure.
Lemma 3.42. Let P and Q be graded rank one projective A-modules and let f : P → Q be a
maximal embedding. Then the module Q/f(P ) is supported at Z ∪ Z− α.
Proof. Let N = Q/f(P ). As A has Krull dimension 1, N has finite length. By Lemma 3.1, N has
a finite composition series whose factors are either supported at Z ∪ Z − α or isomorphic to some
Mλ with λ 6∈ Z ∪ Z − α. Suppose for contradiction that Mλ is a subfactor of N . Then we have
f(P ) ⊆ Q1 ⊆ Q2 ⊆ Q with Q2/Q1 ∼= Mλ and so Q1 = (z + λ)Q2. But now (z + λ)
−1f(P ) ⊆
(z + λ)−1Q1 = Q2 ⊆ Q, contradicting the maximality of f . 
Finally, we give necessary and sufficient conditions for a collection of projective objects in gr -A
to generate the category.
Proposition 3.43. A set of rank one graded projective A-modules P = {Pi}i∈I generates gr -A
if and only if for every graded simple module M which is supported at Z ∪ Z − α, there exists a
surjection to M from a direct sum of modules in P.
Proof. One direction is clear. Now suppose P is a set of graded projective A-modules that generates
all graded simple modules supported at Z∪Z−α. We will show that every shift of A is the image of
a surjection from a direct sum of modules in P, and so P generates gr -A. Let P ∈ P and choose a
maximal embedding ϕ : P → A〈n〉. It suffices to construct a surjection ψ :
⊕
j∈J Pj → A〈n〉/P for
some J ⊆ I. This is because, by the projectivity of the Pj , there exists a lift ψ :
⊕
j∈J Pj → A〈n〉
and because imϕ+ imψ = A〈n〉.
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Since A has Krull dimension 1, the quotient A〈n〉/P has finite length. By Lemma 3.42, it is
supported at Z ∪ Z − α. We induct on the length of A〈n〉/P . Now there exists some integrally
supported simple module M0 which fits into the exact sequence
0 −→ K0 −→ A/P −→M0 −→ 0.
Again, it suffices to give surjections ontoM0 andK0. By hypothesis, P generatesM0. By induction,
P generates K0, completing the proof. 
4. Functors defined on subcategories of projectives
The results of section 3.4 suggest that much information about the category gr -A is contained in
its rank one projective modules and the morphisms between them. We will therefore develop the
machinery necessary to define a functor on gr -A by first defining it on the full subcategory of direct
sums of rank one projective modules. We remark that a dual statement to Lemma 4.1 is stated in
[Van01, Proposition 3.1.1(3)] (in terms of injective objects), but no detailed proof is given.
Lemma 4.1. Let C be an abelian category with enough projectives. Let P be a full subcategory
consisting of projective objects in C such that every object in C has a projective resolution by objects
in P. Given an additive functor F : P → C, there is a unique (up to natural isomorphism of
functors) extension of F to a functor F˜ : C→ C which is right exact. 
The above lemma follows from standard homological arguments, and a detailed proof is given in
the author’s PhD thesis [Won16a]. We briefly review the construction of F˜ . For each M ∈ C, fix a
partial projective resolution
P1
d0−→ P0 −→M −→ 0
where P0, P1 are objects in P. Then apply F to yield
F(P1)
F(d0)
−→ F(P0)
and let F˜(M) = cokerF(d0) so there is a right exact sequence
F(P1)
F(d0)
−→ F(P0) −→ F˜(M) −→ 0.
For P ∈ P, we always fix the resolution
0 −→ P −→ P −→ 0
so that F˜(P ) = F(P ).
Next we define F˜ on morphisms. Let f : M → N be a morphism and let P1 → P0 → M and
Q1 → Q0 → N be the partial projective resolutions of M and N , respectively. Because P0 and P1
are projective, there exist lifts of f , homomorphisms h0 and h1 such that
P1
h1

// P0
h0

// M
f

// 0
Q1 // Q0 // N // 0
(4.2)
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commutes. Although h0 and h1 are not necessarily unique, they do induce unique maps on homology
(i.e. any choices for h0, h1 are chain homotopic). Then applying F to this commutative diagram
yields
F(P1)
F(h1)

// F(P0)
F(h0)

// F˜(M) // 0
F(Q1) // F(Q0) // F˜(N) // 0
which induces a unique map F˜(f) : F˜(M)→ F˜(N) such that
F(P1)
F(h1)

// F(P0)
F(h0)

// F˜(M)
F˜(f)

// 0
F(Q1) // F(Q0) // F˜(N) // 0
commutes. Further, since homotopic maps stay homotopic after applying a functor, and since
any choices of h0, h1 were homotopic, therefore F(h0) and F(h1) are also unique up to homotopy.
Hence, the induced map on zeroth homology, F˜(f) is well-defined.
As a corollary of the above lemma, we prove that we can check if two categories are equivalent
by checking if they are equivalent on a full subcategory of projective objects.
Corollary 4.3. Let C and C′ be abelian categories with enough projectives. Let P (respectively P′)
be a full subcategory of projective objects such that every object of C (respectively C′) has a projective
resolution by objects of P (respectively P′). Then if F : P→ P′ is an equivalence of categories, then
there exists an equivalence of categories F˜ : C→ C′ which extends F .
Proof. Suppose F : P → P′ is an equivalence of categories with quasi-inverse G : P′ → P. We may
regard F as a functor F : P → C′ and G as a functor G : P′ → C. Now by Lemma 4.1, there exist
functors F˜ : C→ C′ and G˜ : C′ → C which extend the functors F and G.
Now G ◦F : P→ P is naturally isomorphic to the identity functor IdP. Consider the composition
G˜ ◦ F˜ : C → C. Then G˜ ◦ F˜ is an extension of G ◦ F to the category C so by Lemma 4.1 is the
unique such extension up to natural isomorphism. Since IdC is an extension of IdP, we conclude
that G˜ ◦ F˜ ∼= IdC. Similarly, G˜ ◦ F˜ ∼= IdC′ and hence, C ≡ C
′. 
We have shown that in order to define a functor on a category, it suffices to construct a functor
on “enough” of the projective objects in that category. In the next section, we will construct
autoequivalences of gr -A in this way. We now show that, in fact, the subcategory consisting of
only canonical rank one projective modules is big enough, as additive functors defined on these
objects extend uniquely to direct sums.
Lemma 4.4. Let C be an abelian category. Let R be the full subcategory of gr -A consisting of the
canonical rank one projective modules and let P be the full subcategory of gr -A consisting of all
finite direct sums of canonical rank one projective modules. If F : R → C is an additive functor,
then F extends to an additive functor F˜ : P→ C.
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Proof. We begin by defining F˜ on objects. For P ∈ P, choose canonical rank one projective modules
Pi and write P =
⊕n
i=1 Pi. Define F˜(P ) =
⊕n
i=1F(Pi).
We now define F˜ on morphisms. Let P,Q,R ∈ P and write P =
⊕n
i=1 Pi, Q =
⊕m
j=1Qj, and
R =
⊕r
k=1Rk. First we observe that
Homgr -A(P,Q) = Homgr -A
 n⊕
i=1
Pi,
m⊕
j=1
Qj
 ∼= n⊕
i=1
m⊕
j=1
Homgr -A (Pi, Qj)
so we can represent ϕ ∈ Homgr -A(P,Q) as a sum ϕ =
∑n
i=1
∑m
j=1 ϕi,j where ϕi,j ∈ Homgr -A(Pi, Qj).
Define
F˜(ϕ) =
n∑
i=1
m∑
j=1
F(ϕi,j).
Now we can write IdP =
∑n
i=1 IdPi and use the fact that F is a functor to deduce that
F˜ (IdP ) =
n∑
i=1
F (IdPi) =
n∑
i=1
IdF(Pi) = IdF˜(P ) .
We now check that F˜ preserves compositions. If ψ ∈ Homgr -A(Q,R), then we can write
ψ ◦ ϕ =
n∑
i=1
r∑
k=1
(ψ ◦ ϕ)i,k =
n∑
i=1
m∑
j=1
r∑
k=1
ψj,k ◦ ϕi,j
so, since F is an additive functor,
F˜(ψ ◦ ϕ) =
n∑
i=1
r∑
k=1
F ((ψ ◦ ϕ)i,k) =
n∑
i=1
m∑
j=1
r∑
k=1
F (ψj,k ◦ ϕi,j)
=
n∑
i=1
m∑
j=1
r∑
k=1
F(ψj,k) ◦ F(ϕi,j)
=
m∑
j=1
r∑
k=1
F(ψj,k) ◦
n∑
i=1
m∑
j=1
F(ϕi,j) = F˜(ψ) ◦ F˜(ϕ).
Hence, F˜ preserves compositions of morphisms and so F˜ : P→ C is a functor extending F . 
The remaining results in this section give the technical tools used to construct autoequivalences
of gr -A switching X and Y .
Lemma 4.5. Let C be an abelian category with enough projectives, let P be a full subcategory of C
consisting of projective objects, and let D ⊆ C be a full subcategory which is closed under subobjects.
Suppose that for every M ∈ P, there exists a unique smallest subobject N ⊆M such that M/N ∈ D.
Write N = F(M). Then there is an additive functor F : P→ C where for each projective P , F(P )
is as defined above, with the action of F on morphisms being restriction.
Proof. Let P and Q be projective objects and f ∈ HomC(P,Q). If we can show that f(F(P )) ⊆
F(Q) then f |F(P ) : F(P ) → F(Q) is a well-defined restriction, and it is easy to see the functor
F : P→ C defined as above is additive.
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Now Q/F(Q) ∈ D by the definition of F(Q) and P/f−1(F(Q)) embeds into Q/F(Q). Since D is
closed under subobjects, P/f−1(F(Q)) ∈ D. Then F(P ) ⊆ f−1(F(Q)) because F(P ) was defined
to be the unique smallest N ⊆ P such that P/N ∈ D. Hence, f(F(P )) ⊆ F(Q), as desired. 
The preceding lemma is the main tool we will use to construct our autoequivalence. We will
construct a full subcategory D of gr -A and a functor ι0 that maps a rank one projective module to
the smallest kernel of morphisms to elements of D.
Proposition 4.6. Let C be an abelian k-linear category. Let I = {I1, . . . , In} be a finite set of
indecomposable objects in C and let D ⊆ C be the full subcategory consisting of all finite direct sums
of elements of I, possibly with repeats. Suppose further for every C ∈ C and every D ∈ D that
HomC(C,D) is finite-dimensional and that D is closed under subobjects. Then for each M ∈ C,
there exists a unique smallest N ⊆M such that M/N ∈ D.
Proof. Let M be an object in C. By hypothesis, for each 1 ≤ i ≤ n, HomC(M, Ii) is finite-
dimensional, say spanned by ϕi1 , . . . , ϕid . Note that for 1 ≤ j ≤ d, M/ kerϕij ⊆ Ii is an object in
D, because D is closed under subobjects.
Define Ji = ∩
d
j=1 kerϕij . First, since M/Ji ⊆ ⊕
d
j=1M/ kerϕij and D is closed under direct sums
and subobjects, M/Ji ∈ D. Further, for any ψ ∈ HomC(M, Ii), Ji ⊆ kerψ.
Now consider the intersection N = ∩ni=1Ji ⊆M . Again, since eachM/Ji ∈ D, we haveM/N ∈ D.
To show that N is the unique smallest such object, let L = ⊕rj=1Iαj be an object in D and
let ψ ∈ HomC(M,L). Because C is an abelian category, HomC(M,L) = HomC(M,⊕
r
j=1Iαj ) =
⊕rj=1HomC(M, Iαj ). But as N = ∩
n
i=1 ∩
d
j=1 kerϕij , therefore N ⊆ kerψ. 
5. The Picard group of gr -A
In this section, we determine the Picard group of gr -A. Let Zfin be the group of finite subsets of
Z with operation ⊕ given by exclusive or. For the first Weyl algebra, A1, in [Sie09, Corollary 5.11]
Sierra computed that
Pic(gr -A1) ∼= Zfin ⋊D∞.
The subgroup of Pic(gr -A1) isomorphic to D∞ is generated by the shift functor SA1 and the
autoequivalence reversing the graded structure of A1. For quadratic polynomials f , gr -A(f) is still
equipped with both a shift functor SA(f) as well as the grading-reversing autoequivalence ω. We
therefore expect D∞ to appear as a subgroup of Pic(gr -A(f)).
The subgroup of Pic(gr -A1) isomorphic to Zfin is generated by autoequivalences that Sierra calls
involutions of gr -A1. In section 5.2, we will construct analogous involutions of gr -A(f), and so we
will show that for any quadratic polynomial f ∈ k[z],
Pic(gr -A(f)) ∼= Zfin ⋊D∞ ∼= Pic(gr -A1).
5.1. The rigidity of gr -A. In this section, we will show that gr -A exhibits the same sort of
rigidity as gr -A1. The general structure of our arguments parallel [Sie09, §5]. In particular, we will
first prove that an autoequivalence of gr -A is determined by its action on only the simple modules
supported at Z ∪ Z − α. We will then prove that any autoequivalence of gr -A must permute the
simple modules in a rigid way.
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We begin by proving an analogue of [Sie09, Lemma 5.1]. Recall from section 2.1, that for a
Z-graded ring R, we defined the Z-algebra associated to R
R =
⊕
i,j∈Z
Ri,j
where Ri,j = Rj−i. Recall also that an automorphism γ of R is called inner if for all m,n ∈ Z,
there exist gm ∈ Rm,m and hn ∈ Rn,n such that for all w ∈ Rm,n, γ(w) = gmwhn.
We will first study the automorphisms of A. Following the notation of Sierra, define mij ∈ Aij =
Aj−i to be the canonical k[z]-module generator of Aj−i; that is, mij is x
j−i if j ≥ i and yi−j if
i > j.
Lemma 5.1. Every automorphism of A of degree 0 is inner.
Proof. Let γ be an automorphism of A. Since γ is an automorphism, for all i, j ∈ Z there is a unit
ζij ∈ k[z] such that γ(mij) = ζijmij. Thus, ζij ∈ k
∗. Further, for all n ∈ Z, we have ζnn = 1.
Denote by γn the restriction of γ to Ann = k[z]. Since γn is an automorphism of k[z], we know it
is of the form z 7→ anz + bn for some an, bn ∈ k.
Applying γ to the identity
mn,n+1mn+1,n = z(z + α) · 1n
yields
ζn,n+1ζn+1,nmn,n+1mn+1,n = [a
2
nz
2 + an(2bn + α)z + bn(bn + α)] · 1n.
Since, in addition
ζn,n+1ζn+1,nmn,n+1mn+1,n = (ζn,n+1ζn+1,nz
2 + ζn,n+1ζn+1,nαz) · 1n,
by comparing coefficients, either bn = 0 or bn = −α. If bn = 0, then an = ζn,n+1ζn+1,n = a
2
n.
Since ζn,n+1ζn+1,n is a unit, therefore an = ζn,n+1ζn+1,n = 1. On the other hand, if bn = −α, then
−an = ζn,n+1ζn+1,n = a
2
n. In this case, an = −1. In either case, ζn,n+1ζn+1,n = 1.
Now, apply γ to the identity
(5.2) mn,n+1mn+1,n −mn,n−1mn−1,n = (2z + α− 1) · 1n
to obtain
(5.3) mn,n+1mn+1,n − ζn,n−1ζn−1,nmn,n−1mn−1,n = (2anz + 2bn + α− 1) · 1n.
Subtracting these equations yields
(ζn,n−1ζn−1,n − 1)mn,n−1mn−1,n = (2z − 2anz − 2bn) · 1n
and so
(ζn,n−1ζn−1,n − 1)(z − 1)(z + α− 1) · 1n = (2z − 2anz − 2bn) · 1n.
If ζn,n−1ζn−1,n − 1 6= 0, then the left-hand side is quadratic in z, but the right-hand side is linear
z. Hence, ζn,n−1ζn−1,n = 1. But now, comparing equations (5.2) and (5.3) means
γn(z · 1n) = z · 1n.
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So for all n, γn is the identity on A¯nn. Hence, for any g ∈ k[z] = A¯ii and i, j ∈ Z, we have
γ(g ·mij) = ζijg ·mij.
Now, for all i, j, l ∈ Z, mijmjl = hmil for some h ∈ k[z] = A¯ii. By applying γ, we conclude
ζijζjl = ζil. So if v ∈ Aij , we have γ(v) = ζijv = ζi0vζ0j , so γ is inner by [Sie09, Theorem 3.10]. 
This technical result allows us to prove an analogue of [Sie09, Corollary 5.6]. As in the case of
gr -A1, we can check if two autoequivalences of gr -A are naturally isomorphic by checking on a
relatively small set of simple modules.
Lemma 5.4. Let F and F ′ be autoequivalences of gr -A. Then F ∼= F ′ if and only if F(S) ∼= F ′(S)
for all simple modules S supported at Z ∪ Z− α.
Proof. Suppose F(S) ∼= F ′(S) for all simple modules S supported at Z∪Z−α. By Corollary 3.35,
since any rank one projective is determined by its simple factors supported at Z∪Z−α, we have that
F(P ) ∼= F ′(P ) for all rank one projectives P . In particular, for all integers n, (F ′)−1F(A〈n〉) ∼=
A〈n〉. Hence, (F ′)−1F is a twist functor. Finally, by Lemma 5.1 and Theorem 2.2, (F ′)−1F ∼= Idgr -A
and so F ∼= F ′. 
The proof of the preceding lemma also demonstrates what we noticed in section 3.4—that the
structure of gr -A is largely determined by its subcategory of rank one projective modules. We now
prove analogues of [Sie09, Theorem 5.3].
Theorem 5.5. Let α ∈ N and let F be an autoequivalence of gr -A. Then there exist unique integers
a = ±1 and b such that for all n ∈ Z
{F(X〈n〉),F(Y 〈n〉)} ∼= {X〈an + b〉, Y 〈an+ b〉},
and for all λ ∈ k \ Z,
F(Mλ) ∼=Maλ+b.
If α > 0, then additionally
F(Z〈n〉) ∼= Z〈an+ b〉.
Proof. The proof is essentially the same as Sierra’s. First, let α = 0. Since F is an autoequivalence,
for any integer n there exists an integer n′ such that F maps the pair {X〈n〉, Y 〈n〉} to the pair
{X〈n′〉, Y 〈n′〉} since by Lemmas 3.14, these are the only pairs of simple modules with both nonsplit
self-extensions as well as nonsplit extensions by each other. Now let α > 0. In this case, for any
integer n there exists an integer n′ such F(Z〈n〉) ∼= Z〈n′〉 since the shifts of Z are the only simple
modules that have projective dimension 2. Then we also see that F maps the pair {X〈n〉, Y 〈n〉} to
the pair {X〈n′〉, Y 〈n′〉} since these are the unique simple modules which have nonsplit extensions
with Z〈n′〉.
For any α ∈ Z, for any λ ∈ k \Z, there exists a µ ∈ k \Z such that F(Mλ) ∼=Mµ since these are
the only simple modules whose only nonsplit extensions are self-extensions. Altogether then, there
exists a bijective function g : k→ k such that
(i) If λ ∈ Z, then g(λ) ∈ Z and F({X〈λ〉, Y 〈λ〉}) ∼= {X〈g(λ)〉, Y 〈g(λ)〉} (and if α > 0, F(Z〈λ〉) ∼=
Z〈g(λ)〉).
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(ii) If λ /∈ Z, then g(λ) /∈ Z and F(Mλ) ∼=Mg(λ).
Now consider the functor F0 = F(− ⊗k[z] A)0 : mod-k[z] → mod-k[z]. Notice that F0(k[z]) ∼=
k[z]. Further, for all λ ∈ k, we have that F0(k[z]/(z + λ)) ∼= k[z]/(z + g(λ)). If λ ∈ Z, this follows
from Lemma 3.3, otherwise it follows from the definition of Mλ and Mg(λ). The functor F0 gives
a k-algebra homomorphism ϕ : Homk[z](k[z],k[z]) → Homk[z](F0k[z],F0k[z]). Identify k[z] with
Homk[z](k[z],k[z]), where h ∈ k[z] corresponds to left multiplication by h.
The functor F0 takes the short exact sequence
0→ k[z]
(z+λ)·
−→ k[z] −→ k[z]/(z + λ) −→ 0
to
0→ F0k[z] −→ F0k[z] −→ k[z]/(z + g(λ)) −→ 0,
so ϕ maps multiplication by z+λ to multiplication by c(z+ g(λ)) for some c ∈ k∗. Therefore, ϕ(z)
must be linear in z, i.e. ϕ(z) = γz + δ for some γ, δ ∈ k. Then
γz + δ + λ = ϕ(z + λ) = c(z + g(λ))
and so g(λ) = (λ + δ)/γ. Since g maps Z bijectively to Z, we conclude that γ = ±1 and δ ∈ Z.
Take a = γ and b = aδ. 
Theorem 5.6. Let α ∈ k\Z, and α /∈ Z+1/2. Let F be an autoequivalence of gr -A. Then exactly
one of the following is true:
(1) There exists a unique integer b such that for all n ∈ Z
{F(X0〈n〉),F(Y0〈n〉)} ∼= {X0〈n+ b〉, Y0〈n+ b〉},
{F(Xα〈n〉),F(Yα〈n〉)} ∼= {Xα〈n+ b〉, Yα〈n+ b〉},
and for all λ ∈ k \ (Z ∪ Z+ α)
F(Mλ) ∼=Mλ+b.
(2) There exists a unique integer b such that for all n ∈ Z
{F(X0〈n〉),F(Y0〈n〉)} ∼= {Xα〈−n+ b〉, Yα〈−n+ b〉},
{F(Xα〈n〉),F(Yα〈n〉)} ∼= {X0〈−n+ b〉, Y0〈−n+ b〉},
and for all λ ∈ k \ (Z ∪ Z+ α)
F(Mλ) ∼=M−λ+α+b.
Proof. This proof is quite similar to the previous one, although the details are slightly messier.
From Lemma 3.1 and Lemma 3.25, for any λ ∈ k\(Z∪Z+α), there exists a µ ∈ k\(Z∪Z+α) such
that F(Mλ) ∼=Mµ, since these are the only simple modules with nonsplit self extensions. Further,
by Lemma 3.25, for all n ∈ Z F must map the pair {X0〈n〉, Y0〈n〉} to either a pair {X0〈n
′〉, Y0〈n
′〉}
or a pair {Xα〈n
′〉, Yα〈n
′〉} for some integer n′, since these pairs form the only nonsplit extensions
of two nonisomorphic simples. Likewise for the pair {Xα〈n〉, Yα〈n〉}. That is, there is a bijection
g : k→ k such that
(1) If λ ∈ Z, then either
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• g(λ) ∈ Z and F({X0〈λ〉, Y0〈λ〉}) ∼= {X0〈g(λ)〉, Y0〈g(λ)〉} or else
• g(λ) ∈ Z+ α and F({X0〈λ〉, Y0〈λ〉}) ∼= {Xα〈g(λ) − α〉, Yα〈g(λ) − α〉}.
(2) If λ ∈ Z+ α, then either
• g(λ) ∈ Z+ α and F({Xα〈λ− α〉, Yα〈λ− α〉}) ∼= {Xα〈g(λ) − α〉, Yα〈g(λ) − α〉} or else
• g(λ) ∈ Z and F({Xα〈λ− α〉, Yα〈λ− α〉}) ∼= {X0〈g(λ)〉, Y0〈g(λ)〉}.
(3) If λ /∈ (Z ∪ Z+ α), then g(λ) /∈ (Z ∪ Z+ α) and F(Mλ) ∼=Mg(λ).
As in the proof of Lemma 5.5, consider the functor F0 = F(−⊗k[z] A)0 : mod-k[z]→ mod-k[z].
Just as in the previous proof, there exist δ, γ ∈ k such that g(λ) = (λ+δ)/γ. Since g maps Z∪Z+α
bijectively to itself, we conclude that γ = ±1. Since we assumed α /∈ Z+ 1/2, if γ = 1 then δ ∈ Z,
and if γ = −1 then δ ∈ Z− α.
If γ = 1, let b = δ ∈ Z. In this case,
{F(X0〈n〉),F(Y0〈n〉)} ∼= {X0〈n+ b〉, Y0〈n+ b〉} and
{F(Xα〈n〉),F(Yα〈n〉)} ∼= {Xα〈n+ b〉, Yα〈n+ b〉}.
If γ = −1, let b = −α− δ. In this case,
{F(X0〈n〉),F(Y0〈n〉)} ∼= {Xα〈−n+ b〉, Yα〈−n+ b〉} and
{F(Xα〈n〉),F(Yα〈n〉)} ∼= {X0〈−n+ b〉, Y0〈−n+ b〉}. 
Definition 5.7 ([Sie09, Definition 5.4]). If F is an autoequivalence of gr -A, we call the integer b
above the rank of F . The integer a above is called the sign of F . If a = 1, then we say F is even
and if a = −1, we say F is odd. If F is even and has rank 0, we say that F is numerically trivial.
Example 5.8. As was the case for autoequivalences of gr -A1, S
n
A is an even autoequivalence of
rank n and ω is an odd autoequivalence of rank −1.
Notice that if α ∈ Z + 1/2, then there are potentially extra symmetries of gr -A. In the proof
of Theorem 5.6, the function g : k → k could be of the form g(λ) = λ + 1/2, as this maps Z + α
bijectively to itself if α ∈ Z + 1/2. We show that in fact, in this case, there is an autoequivalence
which acts in this way.
−3
−5/2
−2
−3/2
−1
−1/2
0
1/2
1
3/2
2
5/2
3
7/2
Figure 1. The simple modules of gr -A(f) when α = 1/2.
Proposition 5.9. Let α ∈ Z + 1/2. There exists an autoequivalence F of gr -A such that for all
n ∈ Z,
F(X0〈n〉) ∼= Xα〈n+ 1/2 − α〉, F(Y0〈n〉) ∼= Yα〈n+ 1/2− α〉,
F(Xα〈n〉) ∼= X0〈n+ 1/2 + α〉, F(Yα〈n〉) ∼= Y0〈n+ 1/2 + α〉,
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and for all λ ∈ k \ (Z ∪ Z+ 1/2)
F(Mλ) ∼=Mλ+1/2.
Proof. We will construct an autoequivalence F that translates Figure 1 by 1/2. By Lemmas 4.4
and 4.1, it suffices to define F on the full subcategory R of gr -A consisting of the canonical rank
one projective right A-modules. Let P be a rank one canonical projective module with structure
constants {ci}. By the work in section 3.2, we know we can write each structure constant as
ci = aibi where ai ∈ {1, σ
i(z)} and bi ∈ {1, σ
i(z + α)}. Let σ1/2 be the automorphism of k[z] with
σ1/2(z) = z + 1/2.
Define F(P ) to be the canonical rank one projective module whose structure constants {c′i} are
defined as follows. If an+α−1/2 = σ
n+α−1/2(z), then c′n has a factor of σ
n(z + α). If bn−α−1/2 =
σn−α−1/2(z+α), then c′n has a factor of σ
n(z). Overall, the irreducible factors of the {c′i} are given
by {σ1/2(ai)} and {σ
1/2(bi)}, where the factors appear in the structure constant of the appropriate
degree. Since, for all n, c′n ∈ {1, σ
n(z), σn(z+1/2), σn(f)}, and for n≫ 0, c′n = 1 and c
′
−n = σ
−n(f),
these structure constants define a canonical rank one projective module.
Let P and Q be canonical rank one projective modules with structure constants {ci} and {di},
respectively. Let the structure constants of F(P ) and F(Q) be {c′i} and {d
′
i} respectively. By
Lemma 3.40 and Corollary 3.41, there is an N ∈ Z such that HomA(P,Q) and HomA(F(P ),F(Q))
are generated as a k[z]-module by multiplication by
θP,Q =
∏
j≥N dj∏
j≥N gcd (cj , dj)
and
θF(P ),F(Q) =
∏
j≥N d
′
j∏
j≥N gcd
(
c′j, d
′
j
) ,
respectively. Notice that by the way we defined the structure constants of F(P ) and F(Q),
θF(P ),F(Q) = σ
1/2 (θP,Q) .
Let g ∈ HomA(P,Q), so g = ϕθP,Q for some ϕ ∈ k[z]. Define F(g) to be left multiplication by
σ1/2(ϕθP,Q) = σ
1/2(ϕ)θF(P ),F(Q).
Since every morphism in R is given by left multiplication by an element of k[z] and F acts on
morphisms by applying σ1/2 to this element, clearly F is functorial. Since the identity morphism
is just multiplication by 1, we have F(IdP ) = IdF(P ). Hence, F is a functor. It is also easy
to see that F is essentially surjective on canonical rank one projective modules. Given a rank
one projective module P ′, we reverse the structure constant construction to construct a canonical
rank one projective P such that F(P ) ∼= P ′. Since σ1/2 is an automorphism of k[z], it gives an
isomorphism
HomA(P,Q) = θP,Qk[z]
∼= σ1/2(θP,Qk[z]) = HomA (F(P ),F(Q)) .
Hence, F is full and faithful and so is an autoequivalence of R, which extends uniquely to an
autoequivalence of gr -A by Corollary 4.3 and Lemma 4.4.
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We need only show that F has the claimed action on simple modules. For each λ ∈ k, F maps
the exact sequence
0 −→ A
(z+λ)·
−→ A −→ A/(z + λ)A −→ 0
to the exact sequence
0 −→ F(A)
(z+λ+1/2)·
−→ F(A) −→ F(A/(z + λ)A) −→ 0.
Hence, F(A/(z + λ)A) is supported at −(λ + 1/2) so if λ /∈ Z + 1/2, F(Mλ) ∼= Mλ+1/2. The
pair of simple modules {X0〈n〉, Y0〈n〉} which are supported at −n must be mapped to the pair
{Xα〈n + 1/2 − α〉, Yα〈n + 1/2 − α〉}, as these are the simples supported at −(n+ 1/2). Similarly,
the pair {Xα〈n〉, Yα〈n〉} must map to the pair {X0〈n− 1/2 + α〉, Y0〈n− 1/2 + α〉}.
Now consider the short exact sequence
0 −→ (xA+ zA)〈n〉
1·
−→ A〈n〉 → X0〈n〉 −→ 0.
Using the construction in Lemmas 3.10 and 3.11, we can explicitly compute the structure constants
of xA + zA. Since in each graded component of degree i ≤ 0, (xA + zA)i = z(A)i and for i > 0,
(xA + zA)i = Ai, therefore xA + zA has structure constants which are the same as that of A,
except in degree 0 where xA + zA has a structure constant of z. Multiplying structure constants
to compute the canonical representation of xA+ zA, we observe that xA+ zA is itself a canonical
rank one projective module. Since maximal embeddings of canonical rank one projectives are given
by multiplication by elements in k[z], the inclusion xA+ zA→ A in (5.1) is a maximal embedding.
Since F of multiplication by 1 is again given by multiplication by 1, F maps (5.1) to the exact
sequence
0 −→ F((xA + zA)〈n〉)
1·
−→ F(A〈n〉) −→ F(X0〈n〉) −→ 0.
Hence, F(X0〈n〉) is zero in sufficiently large degree, so F(X0〈n〉) ∼= Xα〈n + 1/2 − α〉. This then
implies F(Y0〈n〉) ∼= Yα〈n+ 1/2− α〉. A similar computation for Xα〈n〉 completes the proof. 
Remark 5.10. The autoequivalence constructed in Proposition 5.9 translates the picture of the
simple modules by 1/2. Since the square of this autoequivalence is isomorphic to SA, we call it
S1/2.
For completeness, we can extend Definition 5.7 to the case α ∈ Z + 1/2 in a natural way. If F
is an autoequivalence of gr -A(f), and for all β ∈ k, F maps the simples supported at β to simples
supported at β + n/2 for some n ∈ Z, we say that F is even and has rank n/2. If F maps the
simples supported at β to simples supported at −β+n/2 for some n ∈ Z, we say that F is odd and
has rank n/2. If F is even and has rank 0 then we say F is numerically trivial. The autoequivalence
S1/2 is even and has rank 1/2.
Corollary 5.11. Let Pic0(gr -A) be the subgroup of Pic(gr -A) of numerically trivial autoequiva-
lences. Then Pic(gr -A) ∼= Pic0(gr -A)⋊D∞.
Proof. By Lemma 5.4, each autoequivalence in Pic(gr -A) is determined by its action on the simple
modules supported at Z∪Z−α. Let α 6∈ Z+1/2. By checking their action on the simple modules
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supported at Z ∪ Z− α, we observe that ωSA ∼= S
−1
A ω and so the subgroup
〈ω,SA〉 ⊆ Pic(gr -A)
is isomorphic to D∞.
Again, by considering the action of numerically trivial autoequivalences on the simple modules,
we observe that Pic0(gr -A) is a normal subgroup of Pic(gr -A). If F is a numerically trivial
autoequivalence in 〈ω,SA〉, then we can write F = S
i
Aω
j for some i, j ∈ Z. Since F is numerically
trivial and ω2 = Idgr -A, in fact F = S
i
A which then implies i = 0 so F = Idgr -A. Therefore,
Pic0(gr -A) ∩ 〈ω,SA〉 = {Idgr -A}.
By Theorems 5.5 and 5.6, any autoequivalence can be written as the product of an autoequiva-
lence in 〈ω,SA〉 and a numerically trivial autoequivalence. Therefore,
Pic(gr -A) ∼= Pic0(gr -A)⋊D∞,
as desired.
In the case α ∈ Z + 1/2, Pic(gr -A) contains a subgroup isomorphic to D∞ generated by the
autoequivalences S1/2 and ω. This is a finer copy of D∞, containing 〈ω,SA〉 as a subgroup. The
remainder of the proof is identical to the previous case. 
5.2. Involutions of gr -A. Having shown that gr -A(f) has the same rigidity as gr -A1, we now
show that Pic0(gr -A(f)) is also isomorphic to Pic0(gr -A1). We construct autoequivalences which
are analogous to the involutions ιj of Sierra.
Proposition 5.12. Let α ∈ N. Then for any j ∈ Z, there is a numerically trivial autoequivalence
ιj of gr -A such that ιj(X〈j〉) ∼= Y 〈j〉, ιj(Y 〈j〉) ∼= X〈j〉, and ιj(S) ∼= S for all other simple modules
S. For any i, j ∈ Z, SiAιj
∼= ιi+jS
i
A, and ι
2
j
∼= Idgr -A.
Proof. First, suppose α ∈ N+. It will suffice to construct ι0, for if ι0 exists then we may define
ιj = S
j
Aι0S
−j
A . Let P be the full subcategory of gr -A whose objects are direct sums of canonical rank
one projective modules and let R be the full subcategory of gr -A whose objects are the canonical
rank one projective modules. Note that since every finitely generated graded right A-module has a
projective resolution by objects in P, by Lemma 4.1, we can construct ι0 by defining it on P, then
extend to gr -A. By Lemma 4.4, it suffices to define ι0 only on R.
Let
S = {0,X, Y, Z,EZ,X , EZ,Y , EX,Z , EY,Z , EZ,Y,X , EX,Z,X , EY,Z,Y }
and let D be the full subcategory of gr -A whose objects are exactly the elements of S. It is clear that
D is closed under subobjects. Let P be a graded rank one projective module. By Corollary 3.33,
P surjects onto exactly one of X, Y , and Z, a module that we call F0(P ). Suppose F0(P ) = X.
Since P is projective, the surjection f0 : P → X lifts to a morphism f1 : P → EX,Z . Since f1 is a
lift of a surjection to X, f1 is surjective, as EX,Z has no subobject isomorphic to X. Again, since
P is projective, f1 lifts to a surjection f2 : P → EX,Z,X , as EX,Z,X has no subobject isomorphic to
EX,Z .
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Given the structure constants {ci} of P , we can in fact construct the submodule of P that is
the kernel of f2. We construct this submodule in three steps. First, we construct K0, the kernel
of f0, which is unique by Corollary 3.12. Following the construction in Lemma 3.10, K0 is the
submodule of P that has structure constants equal to ci for all i ∈ Z except when i = −α, where
K0 has structure constant zc−α. We then construct ker f1 = K1 as a submodule of K0. Note that
since (P/K1)/(K0/K1) ∼= P/K0, we must have that K1 is the unique submodule of K0 which is
the kernel of the surjection K0 → Z. Again, by the construction in Lemma 3.10, K1 has structure
constants ci for all i ∈ Z except when or i = 0 where K1 has structure constant zc0. Finally, we
can construct ker f2 = K2 as a submodule of K1, by constructing the unique submodule such that
K1/K2 ∼= X. Observe that K2 has structure constants ci for all i ∈ Z, except when i = −α, where
K2 has structure constant zc−α and when i = 0, where K2 has structure constant zc0.
Similarly, if F0(P ) = Y , there is a unique submodule of P which is the kernel of a surjection
P → EY,Z,Y . If F0(P ) = Z, then Homgr -A(P,EZ,Y,X) = k so there is a unique submodule which is
the kernel of a surjection P → EZ,Y,X . In any case, there exists a unique smallest submodule N of
P such that P/N ∈ D. Define ι0P = N . By Lemma 4.5, ι0 gives an additive functor R → gr -A
such that ι0 acts on morphisms by restriction. By using Lemma 4.4 and Proposition 4.1, we extend
ι0 to a functor ι0 : gr -A→ gr -A.
We now show that ι0 has the claimed properties. Suppose P has structure constants {ci}. Above,
we computed the structure constants, {di} of ι0P . By Lemma 3.10 and Corollary 3.31 if F0(P ) = X,
then c−α ∈ {1, σ
−α(z)} and c0 ∈ {1, z + α}. We showed that d−α = zc−α and d0 = zc0 ∈ {z, f}.
For all i 6= 0,−α, we saw that ci = di. Hence, we can find ι0(P ) explicitly as a submodule of P as
follows:
(ι0P )i =

z2Pi if i ≤ −α
zPi if − α < i ≤ 0
Pi if i > 0.
Similarly, if F0(P ) = Y , then c0 ∈ {z, f} and c−α ∈ {σ
−α(z + α), σ−α(f)} and d0 = z
−1c0 and
d−α = z
−1c−α. We can explicitly construct ι0P as follows:
(ι0P )i =

Pi if i ≤ −α
zPi if − α < i ≤ 0
z2Pi if i > 0.
Finally, if F0(P ) = Z, then P surjects onto EZ,Y,X = A/zA, and (ι0P )i = zPi for all i ∈ Z, so
ci = di for all i ∈ Z.
We can describe the action of ι0 on P purely in terms of its structure constants, as follows. If
both c0 and c−α can be multiplied by z (i.e. for i = 0,−α, zci ∈ {1, σ
i(z), σi(z + α), σi(f)}) then
ι0P has d0 = zc0 and d−α = zc−α. Likewise, if both c0 and c−α can be divided by z, then ι0P has
d0 = z
−1c0 and d−α = z
−1c−α. Otherwise, d0 = c0 and d−α = c−α. Observe that by Lemma 3.10,
if F0(P ) = X then F0(ι0P ) = Y and vice versa. Hence, by repeating the above process once by
taking the kernel to EX,Z,X and next the kernel to EY,Z,Y we compute that ι
2
0P = z
2P .
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So for any rank one projective, P , ι20P = z
2P ∼= P . Additionally, if P ′ is another rank one
projective, Proposition 3.38 tells us that Homgr -A(z
2P, z2P ′) = Homgr -A(P,P
′) is given by left
multiplication by a k[z]-multiple of some θ ∈ k(z). Since ι0 is defined on morphisms to be restric-
tion, this shows that ι20 also gives an isomorphism Homgr -A(P,P
′) ∼= Homgr -A(ι
2
0P, ι
2
0P
′). Since ι0
is additive, it preserves finite direct sums, so for a direct sum of rank one projectives, ι20 is given by
multiplication by z2 in each component. Hence, ι20 is naturally isomorphic to the identity functor
on the full subcategory of finite direct sums of rank one projectives. Extending to all of gr -A, this
shows that ι0 is an autoequivalence of gr -A (with quasi-inverse ι0).
Now, because for any rank one graded projective module P , the structure constants of ι0P differ
from those of P only in degrees 0 and −α, ι0P has the same integrally supported simple factors
as P except possibly X, X〈α〉, Y , Y 〈−α〉, Z, and Z〈±α〉. But if Fα(P ) = X〈α〉, then by Table 1,
c0 ∈ {1, z}. By the construction of ι0P (multiplying c0 by 1, z or z
−1 to compute d0), this means
d0 ∈ {1, z} as well, so Fα(ι0P ) = X〈α〉. Similarly, if F−α(P ) = Y 〈−α〉 then F−α(ι0P ) = Y 〈−α〉 as
well. If F0(P ) = Z, then we observed above that ιP ∼= P so F0(ι0P ) = Z. If Fα(P ) = Z〈α〉 then
c0 ∈ {z + α, f}. Again, since ι0P acts on structure constants only multiplying by 1, z, or z
−1, this
means d0 ∈ {z+α, f}. Since ι0P does not affect the structure constant in degree α, by Lemma 3.10,
Fα(ι0P ) = Z〈α〉. Similarly, if F−α(P ) = Z〈−α〉, then F−α(ι0P ) = Z〈−α〉. Altogether, all of the
integrally supported simple factors of ι0P are the same as those of P , except that if F0(P ) = X
then F0(ι0P ) = Y and vice versa.
We will now show that ι0 fixes all simples modules other than X and Y . Let S 6∈ {X,Y } be an
integrally supported simple module. Suppose for contradiction that ι0S 6∼= S. By Lemma 3.36, we
can construct a canonical rank one projective module P such that S is a factor of P but ι0S is not.
Note that ι0S is a factor of ι0P . But by the discussion above, P and ι0P have the same integrally
supported simple factors except possibly X and Y , so S is also a factor of ι0P . Applying ι0 again,
we conclude that both ι0S and ι
2
0S are factors of ι
2
0P , but since ι
2
0
∼= Idgr -A, this is a contradiction,
as ι0S is not a factor of P . Hence, ι0 fixes all integrally supported simple modules other than X
and Y .
Since ι0 fixes all integrally supported simple modules other than X and Y , ι0 is numerically
trivial. By Theorem 5.5, ι0Mλ ∼= Mλ for all λ ∈ k \ Z. Further, for a projective module P , if
F0(P ) = X then F0(ι0P ) = Y . Therefore, ι0X ∼= Y .
For the case that α = 0, we use the same argument, letting D be the full subcategory of gr -A
whose objects are in the set S = {0,X, Y,EX,X , EY,Y }. In this case, for a rank one projective P ,
we can again explicitly construct ι0P ⊆ P . If F0(P ) = X, then
(ι0P )i =
z2Pi if i ≤ 0Pi if i > 0
and if F0(P ) = Y , then
(ι0P )i =
Pi if i ≤ 0z2Pi if i > 0.
39
Let {di} be the structure constants of ι0P . In this case, if c0 = 1 then d0 = z
2. If c0 = z
2 then
d0 = 1. The remainder of the proof is analogous to the previous case. 
In the case that α ∈ N, we have thus constructed analogues of Sierra’s autoequivalences ιj [Sie09,
Proposition 5.7]. These autoequivalences, which we also call ιj share many of the same properties
as Sierra’s. First notice that since we defined ιj = S
j
Aι0S
−j
A , we construct ιj by shifting all the
modules of S by j and repeating the same construction. This also that means that for a rank one
graded projective module P , ι2jP = (z + j)
2P , by the same argument as in the previous proof.
Also, reviewing the construction above, it is clear that for any integers i and j, ιiιj = ιjιi and so
the subgroup of Pic(gr -A) generated by the {ιj} is isomorphic to (Z/2Z)
(Z).
We identify (Z/2Z)(Z) with finite subsets of the integers, Zfin with operation given by exclusive
or. We often denote the singleton set {n} ∈ Zfin as simply n. For each J ∈ Zfin, we define the
autoequivalence
ιJ =
∏
j∈J
ιj .
As we noted in the previous proof, ιj has quasi-inverse ιj so ιJ has quasi-inverse ιJ . For complete-
ness, define ι∅ = Idgr -A.
Having constructed involutions in the case α ∈ N, we now turn our attention to the case α ∈ k\Z.
In this case we will also be able to construct generalizations of Sierra’s autoequivalences.
Proposition 5.13. Let α ∈ k\Z. Then for any j ∈ Z, there is a numerically trivial autoequivalence
ι(j,∅) of gr -A such that ι(j,∅)(X0〈j〉) ∼= Y0〈j〉, ι(j,∅)(Y0〈j〉) ∼= X0〈j〉, and ι(j,∅)(S) ∼= S for all other
simple modules S. For any i, j ∈ Z, SiAι(j,∅)
∼= ι(i+j,∅)S
i
A, and (ι(j,∅))
2 ∼= Idgr -A.
Similarly, for any j ∈ Z, there is a numerically trivial autoequivalence ι(∅,j) of gr -A such that
ι(∅,j)(Xα〈j〉) ∼= Yα〈j〉, ι(∅,j)(Yα〈j〉) ∼= Xα〈j〉, and ι(∅,j)(S) ∼= S for all other simple modules S. For
any i, j ∈ Z, SiAι(∅,j)
∼= ι(∅,i+j)S
i
A, and (ι(∅,j))
2 ∼= Idgr -A.
Proof. The construction is similar to that in the proof of Proposition 5.12. We construct ι(∅,0) and
define ι(∅,j) = S
j
Aι(∅,0)S
−j
A . Let R be the full subcategory of gr -A whose objects are the canonical
rank one projectives. We define ι(∅,0) on R, then use Lemmas 4.4 and 4.1 to extend to a functor
defined on all of gr -A. The construction of ι(0,∅) is completely analogous.
Let S = {0,Xα, Yα} and let D be the full subcategory of gr -A whose objects are the elements
of S. Clearly D is closed under subobjects. Let P be a graded rank one projective module. By
Corollary 3.33, P surjects onto exactly one of Xα and Yα, a module that we called F
α
0 (P ). Hence,
there exists a unique smallest submodule N ⊆ P such that P/N ∈ S. Let N = ι(∅,0)P . By
Lemma 4.5, ι(∅,0) gives an additive functor R → gr -A whose action on morphisms is given by
restriction.
Focusing now on structure constants, let {ci} and {di} be the structure constants for P and
ι(∅,0)P , respectively. We can compute d0 by constructing the unique kernel to the surjection P →
Fα0 (P ). If F
α
0 (P ) = Xα, then
(ι(∅,0)P )i =
(z + α)Pi if i ≤ 0Pi if i > 0
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and if Fα0 (P ) = Y , then
(ι(∅,0)P )i =
Pi if i ≤ 0(z + α)Pi if i > 0.
In particular, If c0 ∈ {1, z} then d0 = (z + α)c0 and if c0 ∈ {z + α, f}, then d0 = (z + α)
−1c0. By
repeating this construction, we see that ι2(∅,0)P = (z + α)P and so gr -A is an autoequivalence of
gr -A with quasi-inverse ι(∅,0).
Because for any rank one graded projective module P the structure constants for ι(∅,0)P differ
from those of P only in degree 0, where they differ only by a factor of z+α, by Lemma 3.11, ι(∅,0)P
has the same integrally supported simple factors as P except if Fα0 (P ) = Xα then F
α
0 (ι(∅,0)P ) = Yα
and vice versa. Again, examining the action of ι(∅,0) over all rank one projectives P , we deduce
that ι(∅,0)P has the claimed action on simple modules, fixing all but Xα and Yα. 
We have therefore also constructed analogues of Sierra’s ιj in the case that α ∈ k \ Z. The
subscript on the ι keeps track of which of the simples modules is being permuted: the first coordinate
corresponds to the shifts of X0 and Y0 while the second coordinate corresponds to the shifts of Xα
and Yα. Observe that in this case the subgroup of Pic(gr -A) generated by the {ι(j,∅), ι(∅,j)} is
isomorphic to the direct product Zfin × Zfin. For every J, J
′ ∈ Zfin × Zfin we define
ι(J,J ′) =
∏
j∈J
ι(j,∅)
∏
j∈J ′
ι(∅,j).
For completeness, define ι(∅,∅) = Idgr -A.
Finally, we are able to determine Pic0(gr -A) and therefore Pic(gr -A).
Lemma 5.14. Let α ∈ N. Then the map
Φ : Zfin → Pic0 (gr -A(f))
J 7→ ιJ
is a group isomorphism.
Let α ∈ k \ Z. Then the map
Ψ : Zfin × Zfin → Pic0 (gr -A(f))
(J, J ′) 7→ ι(J,J ′)
is a group isomorphism.
Proof. First let α ∈ N. For any i ∈ Z, we saw that ι2i
∼= Idgr -A. Hence, ιJ ιJ ′ ∼= ιJ⊕J ′ so Φ is a group
homomorphism. It is clear that Φ is injective. To show surjectivity, suppose F ∈ Pic0(gr -A). Since
F is numerically trivial, by Theorem 5.5, F fixes all shifts of Z.
By Lemma 3.36, we can construct a canonical rank one projective P such that Fn(P ) = X〈n〉
for all n ≥ 0 and Fn(P ) = Y 〈n〉 for all n < 0. Note that since F is numerically trivial, for any
j ∈ Z, F(Fj(P )) ∼= Fj(F(P )). Now by Corollary 3.13, F(Fj(P )) can only differ from Fj(F(P )) for
finitely many j. Let J be precisely those indices at which they differ. By Lemma 5.4, ιJ ∼= F , so
Φ is surjective.
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The case α ∈ k \ Z follows from the same argument, doubling the number of indices where
necessary. 
Theorem 5.15. Let f ∈ k[z] be quadratic. Then
Pic(gr -A(f)) ∼= Zfin ⋊D∞.
Proof. This follows from Corollary 5.11, Lemma 5.14, and the fact that
Zfin × Zfin ∼= Zfin. 
Finally, we are interested in when the collections of modules {ιJA | J ∈ Zfin} (in the case α ∈ N)
or {ι(J,J ′) | (J, J
′) ∈ Zfin×Zfin} (in the case α ∈ k \Z) generate gr -A(f). In the cases of a multiple
root or non-congruent roots, then just as in the case for the first Weyl algebra, these collections of
modules generate gr -A(f). However, in the case of a congruent root, we see that {ιJA | J ∈ Zfin}
does not.
Lemma 5.16. Let f = z(z + α).
(1) If α = 0, then {ιJA | J ∈ Zfin} generates gr -A(f).
(2) If α ∈ k \ Z, then {ι(J,J ′)A | (J, J
′) ∈ Zfin × Zfin} generates gr -A(f).
(3) If α ∈ N+, then {ιJA | J ∈ Zfin} does not generate gr -A(f).
Proof. In the first two cases, this follows from Proposition 3.43, Proposition 5.12, and Proposi-
tion 5.13. In the case that α ∈ N+, for all J ∈ Zfin, the shifts of Z that are factors ιJ(A) are exactly
those that are factors of A. Namely, Homgr -A(ιJ(A), Z〈n〉) = 0 for n < 0 and n ≥ α. Hence, no
ιJ(A) has a surjection to Z〈−1〉, and so {ιJ (A) | J ∈ Zfin} does not generate gr -A(f). 
Lemma 5.17. Let α ∈ N+. The action of Pic0(gr -A) on the set of graded rank one projective
modules has infinitely many orbits, one for each finite subset of Z.
Proof. By Lemma 3.36, if for each n we choose Sn ∈ {X〈n〉, Y 〈n〉, Z〈n〉} such that for n ≫ 0,
Sn = X〈n〉 and S−n = Y 〈−n〉, then there exists a rank one projective whose integrally supported
simple factors are precisely the Sn. By Theorem 5.5, an autoequivalence F ∈ Pic0(gr -A) will
have F(Z〈n〉) ∼= Z〈n〉. Also, by Proposition 5.12, there exist numerically trivial autoequivalences
permuting X〈n〉 and Y 〈n〉 for any n. Hence, for each finite subset J of Z there is an orbit consisting
of all rank one graded projective modules that surject onto exactly Z〈j〉 for each j ∈ J . 
Remark 5.18. In the case α = 0 or α ∈ k \ Z, it is easily checked that the action of Pic0(gr -A) is
transitive on the set of graded rank one projective modules.
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