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ABSTRACT
Wearable robots are becoming increasingly common, in both research laboratories and
the industry, due to their significant potential benefits in rehabilitation engineering, assistive
robotics, ergonomics, and power augmentation. Thus far, design and control of these de-
vices have primarily relied on exhaustive experimental procedures. Alternatively, combined
predictive simulations of device and human musculoskeletal mechanics offer a promising ap-
proach to decreasing necessary human subject experiment scenarios and cost. In simulation,
the device parameter space can be explored to determine the most promising design solutions
and parameter values, which, in turn, can inform the human subject experiment design. This
dissertation focuses on building a framework for combined musculoskeletal and exoskeleton
dynamics for walking. In the framework, the actuation profiles of body muscles are optimized
using a single-shooting method. The single-shooting method facilitates convenient consid-
eration of human musculoskeletal system models with varying levels of complexity, various
exoskeletons and controllers, and different objective functions. High-throughput computing
resources are employed for the computationally-intensive optimizations in this framework.
The proposed framework is used for study and design of passive exoskeletons for reducing
the metabolic energy expenditure during walking. The simulation results suggest that elastic
elements acting in parallel with lower–limb uniarticular muscles can reduce the metabolic
cost of walking by up to 28%. These results support the use of predictive simulations as
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Musculoskeletal modeling and dynamic optimization are powerful tools for investigation
of biomechanics of movement and human-robot interaction. Forward dynamics approaches
allow simulation of novel and hypothetical scenarios, and if models of human augment-
ing devices are incorporated into our simulations, the combined simulation can be used for
study and optimal design of devices. Harnessing musculoskeletal modeling and dynamic
optimization for this purpose requires developing an appropriate framework that effectively
incorporates human and device dynamics, and may also take advantage of high performance
computing resources. Rankin and Neptune [44], using such a combined simulation frame-
work, have optimized the chainring shape to maximize average crank power during isokinetic
pedaling. Agarwal et al. [2] have used human-device combined simulation for the study of
an index finger exoskeleton. Optimization of ankle foot prostheses through forward dynamic
simulations have also been considered in [21, 25, 64].
Designing assistive devices that reduce energy consumption during walking and running
is challenging, as these devices disrupt the dynamics of the complex, finely tuned human
biological system. By considering fixed kinematic data and ground reaction forces (GRF),
Uchida et al. [61] and Dembia et al. [16] have used a computed muscle control (CMC)
method for simulation of ideal assistive devices for reducing the metabolic costs of running,
and walking with heavy loads, respectively. Static optimization has been used in [75] to
design an exoskeleton that assists with elbow flexion/extension. Inverse dynamics has also
been used in [10] to design an exoskeleton that provides load carrying assistance.
Although these simulation studies are informative for the study and design of exoskele-
tons and their interaction with human body, the assumption of fixed kinematics and GRFs
places substantial limitations on validity and generalizability of the results. The problem
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becomes even more challenging when using models for the simulation of hypothetical move-
ments/scenarios, such as movement after surgery or while using novel assistive devices such
as ankle foot orthoses (AFO) and prostheses.
Forward dynamic simulation of musculoskeletal movements allow simulations of novel
and hypothetical movements, research in motor control, research in muscle energetic models
[1, 35] and ground contact models [64], and research in joint-contact loading during human
movement [32]. For example, forward dynamic simulation has been considered for optimal
design of chainring shape [44], predictive simulation has been considered for simulation of
vertical jumping [4], and forward dynamic simulation has been used for the study of standing
long jump and the potential assistive effects of exoskeletons [40].
This project is focused on preparing a predictive simulation framework for the optimal
design of wearable robots, which assist with the movement of the lower-limbs. For combined
modeling and simulation of human musculoskeletal biomechanics and a lower-limb exoskele-
ton, first, it is necessary to accurately simulate human bipedal walking. In section 1.1, the
literature on the simulation of human movements and specifically bipedal walking is reviewed
and investigated with the aim to choose the proper approach. Various objective functions are
suggested for the simulation of human movements, which is discussed in section 1.2. Finally,
section 1.3 is focused on the explanation of computation intensity and computational tools
used for forward dynamic simulation of human movements.
1.1 Modeling and simulation of human movements
In general, the predictive simulation of human body movements is defined as an opti-
mal control problem [64]. Often, we wish to determine controls u(t) which will produce a
movement that is in some sense “optimal”. In fully predictive simulations, no observations
of humans are used, and optimality is defined as either maximal performance or as minimal
effort for a given task. The optimal control problem can always be formulated as: find
state trajectories x(t) and control trajectories u(t), which minimize a scalar cost function
J(x(t),u(t)), and satisfy the following constraints:
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f(x, ẋ,u) = 0 system dynamics
uL ≤ u ≤ uU bounds on controls
T(x(t),u(t)) = 0 task constraints
Some typical examples of task constraints are: initial states, final states, periodicity, or
walking speed [64]. For musculoskeletal systems, two methods are widespread for solving
this optimal control problem: single/direct shooting approach and direct collocation. In
the single shooting method, the controls are parameterized and repeated forward dynamics
simulations are run to search for optimal controls in the parameter space.
In the direct collocation method, the state and control trajectories are both discretized
on a temporal mesh, resulting in a large scale constrained optimization problem. The cost
functional J is a function of the unknown discretized states and controls. Using finite
difference approximations, the system dynamics are translated into a series of algebraic
constraints for the adjacent discretized. The optimal control problem is now formulated as a
large scale constrained optimization problem, or a nonlinear program (NLP). Standard large
scale NLP solvers such as SNOPT [24] and INOPT [65] can be used to solve this type of
problem.
The direct collocation method has been used previously in [25, 64] for simulation of
bipedal walking. In this method, for any change in the musculoskeletal model, such as the
number of muscles, degrees of freedom, adding load, changing the slope of the path, or
adding devices, it is necessary to regenerate the NLP equations. Also, the convergence of
the optimization problem depends critically on the availability of a good (close to optimal
solution) initial guess. These practical difficulties illustrate the limitations that these meth-
ods carry when used in a framework for the simulation and study of lower-limb exoskeletons.
The single shooting method, while computationally slower, is easy to use for simulation of
different walking and exoskeleton scenarios, which makes it a promising option to be used
in a predictive simulation framework.
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1.1.1 Simulation of human bipedal walking using the single shooting method
In the single shooting method for optimization of bipedal walking, parameterization of
actuation profiles and determination of controller parameters have been considered.
Actuation profile parameterization
In [35, 62], walking is generated through optimization of actuation profiles. Umberger [62]
simulated bipedal walking for half a gait cycle at 1.3 m/s on a flat surface using a single
shooting method for a 2D model with 9 DOF and 24 musculotendon actuators (9 muscle
groups on each leg) to study the metabolic cost of stance and swing phases of walking. Each
muscle excitation signal was described by seven parameters: 4 excitation timing parameters
and three excitation amplitude parameters.
Miller [35] simulated bipedal walking for half a gait cycle at 1.45 m/s on a flat surface for
the study and comparison of different muscle energy models. A 3D musculoskeletal model
with 40 Hill-based muscles was used. Each muscle was controlled by a trapezoidal-shaped
excitation signal with 4 parameters: on/off times and on/off magnitudes. Excitations for
bilateral muscles were assumed to be equal in magnitude but phase-shifted by half of the
stride duration.
Controller parameters determination
Single shooting has been used for determination of parameters of walking controllers. Control
of the human bipedal walking through the regulation of joint torques have been considered
in [66, 67]. To make the motion more natural, it is suggested to control the human bipedal
walking at muscle force level, instead of at joint torque level. Wang et al. [68] modified and
optimized the controllers suggested in [23].
Based on evidence related to human walking, in [23], seven muscles were considered for
each leg and proper control signals were generated for them. A simple mass and spring
model for the human walking was used in [23]. Then, the model was updated so each leg
had three segments (thigh, shank, and foot), and then, for a compliant leg in stance, the
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soleus (SOL), vasti (VAS), gastrocnemius (GAS) and tibialis anterior (TA) muscle groups
were added to the mentioned segments. The lumped mass of the initial model was then
changed to include a trunk, and to stabilize it, gluteus maximus (GLU), hip flexor (HFL),
and hamstrings (HAM) muscle groups to the hip joint of the model.
Proper controllers were implemented for the mentioned muscles to generate compliant
leg behavior in stance while preventing joint hyperextension and balancing the trunk. The
mentioned controllers were supported by the available evidence from walking. The controllers
involved positive and negative feedback of force in the muscles and lengths of the muscles.
Finally, to enable this model to enter cyclic motion, the authors added swing leg control.
The proposed control in [23], generated human walking for a simple body model with a
small number of muscles. For increasing the accuracy of the proposed method in the paper
[23], in [68], one more muscle was added to each leg (rectus femoris (RF)). Wang et al. [68]
optimized the controller parameters proposed in [23]. Each leg involved a set of 8 Hill-type
musculotendon units in the sagittal plane, and the control parameters were optimized to
reduce the metabolic energy expenditure of walking. The upper body was controlled at
the joint level. To demonstrate the success of the optimized controllers to simulate human
walking, the following observations were presented:
• Hip, knee, and ankle angles of ten subjects were measured during normal walking,
and compared with the motion generated by the model controller. Also, using inverse
dynamics, the hip, knee and ankle net joint moments were computed from the exper-
imental data, and compared with those of the model during walking. The compared
angles and torques were similar.
• By weakening the gastrocnemius and soleus muscles (plantarflexors) of the model, the
optimization of the controller resulted in a mild crouch gait. Crouch gait is common in
children with cerebral palsy, and it is often attributed to weakness in the plantarflexors.
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• Knee hyperextension can result from hamstring lengthening surgery in children cerebral
palsy. In this paper, optimization after weakening the hamstrings (to a quarter of the
original strength), resulted in a mild hyperextension gait.
• This paper reported that weakening the vasti to one-tenth of its original strength led
to a quadriceps avoidance gait, which is seen in people with quadriceps weakness and
anterior cruciate ligament (ACL) deficiency.
In the predictive simulation framework presented here, to generate bipedal walking, mus-
cle actuation profiles will be used, rather than using controllers. This decision is motivated
by two reasons:
1. Reflex controllers are likely not flexible enough to allow approximation/replication of
the neural control system proficiency. For example, when using a PD controller for
muscle activation and optimization of walking for minimum metabolic energy expen-
diture; the optimal activation signal is limited to what can be generated using a PD
controller.
2. Different muscles and joint torques can be considered to generate bipedal walking,
without the requirement of finding proper reflex control law.
1.1.2 Exoskeleton modeling
Various exoskeletons have different mechanical structures, different actuators (pneumatic,
hydraulic, series elastic actuators and electrical motors), and different control strategies.
Passive exoskeletons are easily modeled in the predictive simulation framework. Passive
exoskeletons have applications in supporting and sustaining walking function in individuals
with mildly impaired mobility due to weakened muscles, aging, orthopedic surgery or other
reasons. They can also help individuals whose occupation requires substantial amounts of
walking, such as first responders, by extending their range or stamina via metabolic cost
reduction.
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Collins et al. [12] designed a passive exoskeleton for reducing the metabolic cost of the
human walking through ankle assistance. The metabolic energy savings of this unpowered
exoskeleton (7.2 ± 2.6%) was comparable to the savings with powered devices. This ex-
oskeleton works based on the principle that unlike muscles and tendons, a mechanical spring
restores and returns energy and a clutch sustains force passively. Muscles consume metabolic
energy in acting concentrically (positive work), isometrically (zero work) and eccentrically
(negative work).
Modeling and simulation of the passive clutch-and-spring ankle exoskeleton proposed
by Collins et al. [12] are considered in this project, because of its simple structure and
the available experimental data for the metabolic cost of walking with it. Also, the same
approach is used for the study and design of exoskeletons for other segments of the body.
This investigation demonstrates the potential advantage of simultaneous modeling of the
body and the exoskeletons for the study and design of new devices.
1.2 Objective functions
In data tracking (static optimization, computed muscle control (CMC), direct collocation)
methods, the integral of weighted muscle activations to a power is often considered as the
cost function for performing the optimizations. Although it is usual to consider powers 1-3,
using high exponents of muscle actuations tend to produce more realistic movements (knee
flexion during mid-stance) and ground reaction forces [1].
Using a direct collocation method, Miller and Hamill [36] studied running mechanics
with 44 different cost functions, including metabolic cost of running, maximum weighted
excitation of muscles, average and peak of joint contact forces, joint torques and vertical GRF
impact peak. The majority of these cost functions predicted rearfoot striking as optimal
foot pattern, when running both barefoot (57% of cost functions) and shod (55% of cost
functions).
In the single shooting method, muscle energetics models have been used for the simulation
of bipedal walking [19, 22, 35, 62, 68]. Several Hill–type muscle energetics models have been
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developed for the estimation of metabolic cost movement [6, 27, 31, 62]. These extended
models differ considerably in their approach for computing energy expenditure, particularly
in the treatment of active lengthening and eccentric muscle work [35]. For example, during
eccentric work, the model proposed by Bhargava et al. [6] subtracts the mechanical work
rate from the total mechanical energy rate of the muscle, while the model by Umberger [62]
neglects it.
In addition, predictive simulation kinematics and dynamics results can be used to com-
pute various objective functions. These performance functions can be used for evaluation,
design and optimization of the exoskeletons and their control topologies. Some of the possible
performance functions are the following:
Alignment between body and exoskeleton: Exoskeletons usually are used by peo-
ple with different body dimensions and attach to the body segments through soft tissues.
Misalignments between the user and the exoskeleton lead to the inaccuracy of controlling the
torque to effectively transmit to the user and cause undesired loading forces on articulations
and soft tissues [9]. The simultaneous modeling and simulation of the human body and
exoskeleton can be used for computing the perpendicular and tangential forces between the
exoskeleton and the human body during walking. These forces can be used for the design
of exoskeletons capable of assisting human joints without being subjected to misalignment
effects.
Torque and power of actuators in the exoskeleton: Design of light and cost-
effective exoskeletons is an important factor in increasing their efficacy and also their social
acceptance. Simultaneous modeling and simulation can be used to estimate the torque
and power demand of the exoskeleton, which is a function of the structure and the control
algorithm of the exoskeleton.
Stability of the wearer and the exoskeleton is an important factor for the safety of
the user. This stability is affected by the exoskeleton’s structure and its controller. These
factors can be computed and optimized using modeling and simulation. For example, it can
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be possible to optimize the exoskeleton structure based on the Zero Moment Point (ZMP)
of the entire system (exoskeleton and human body). From the control point of view, the
controller in the frontal plane, proposed by Wang et al. [69], can stabilize walking of the
wearer and the exoskeleton.
1.3 Forward dynamics computation intensity
Generating forward dynamic simulations of human movement require solving optimiza-
tion problems with large numbers of parameters, which is challenging. In late 1990s, Ander-
son and Pandy [4] estimated the required time for dynamic optimization of vertical jumping
in three dimensions using state-of-the-art computational platforms of that time. They esti-
mated that solving their optimization problem will take from 1800 hours (2.5 months) on
serial machines to 23.2 hours using 128-core parallel computation resources. In a later work,
Anderson and Pandy [5] used parallel computers for dynamic optimization of human walk-
ing. Also, in papers [19, 35, 68] parallel computation techniques have been used to solve
some other formulations of forward dynamic simulation of bipedal walking through muscle
actuations.
In addition, because of the redundant nature of the human musculoskeletal system, the
optimization problem is non-convex with multiple local minima, and researchers have chosen
to solve the problem several times to get the closest solution to the global minimum of the
problem. Umberger [62] solved 10 instances of a similar optimization problem concurrently
for simulation of a single stride, and chose the solution with the lowest objective function
value as the optimal solution. Miller [35] simulated a single step of bipedal walking by solving
an optimization problem 4 times, and although parallel computation techniques were used,
each optimization took approximately 2.5 days.
In [39], Ong et al. ran 20 optimizations to simulate walking for a period of 10 seconds.
Then, they used the best solution to seed another round of 20 optimizations. This process
was repeated until the change in the best objective function value decreased by less than
5% from the previous round’s best value. In earlier work, Ong et al. have pursued a similar
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Figure 1.1: Outline summarizing the chapters of the dissertation.
procedure in [40] for the simulation of a standing long jump.
Previously, in [58, 59], high-throughput computing (HTC) was used for probabilistic sim-
ulation and analysis of human movements. Specifically, considering parametric uncertainty
in musculoskeletal models, the HTC was used to investigate cartilage loading in the knee
during movement. In this dissertation, HTC is used as a tool to perform necessary com-
putations related to forward dynamic simulation of human bipedal walking through muscle
actuations, which constitutes an integral part of the human-robot combined predictive sim-
ulation framework.
1.4 Summary
Exoskeletons or wearable robots are devices designed for applications in rehabilitation
engineering, assistive robotics, and power augmentation. Design and control of these robots
have been carried out following arbitrary prototyping of the device and repetitive human sub-
jects testing. In contrast, modeling and simulation of the bipedal walking and the exoskeleton
system simultaneously, facilitate study, design and control of the exoskeleton. Data tracking
methods have been previously used for the design and study of some exoskeletons. However,
the problem becomes more challenging when simulating hypothetical movements/scenarios.
Alternatively, predictive simulation approaches allow simulation of novel and hypothetical
scenarios. This project is focused on preparing a combined predictive simulation framework
that can be used in a straightforward way for the study and optimal design of lower-limb
exoskeletons in different scenarios.
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This dissertation includes five chapters documenting the work done in the project (Fig.
Figure 1.1). In this chapter, a literature review was provided about simulation based design
of exoskeletons to provide a basis from which to design a combined simulation framework.
The remaining chapters summarize the work completed to develop a framework (Chapter 2),
employ high performance computing techniques in this framework (Chapter 3), and to use the
framework for design of uniarticular exoskeletons (Chapter 4). These three studies provide
a platform that is flexible to use and can be applied to many future studies of combined
human-device interaction. Finally, the dissertation is concluded in the fifth chapter with a
summary and potential future extensions of the work.
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CHAPTER 2
A PREDICTIVE SIMULATION FRAMEWORK FOR DESIGN OF LOWER-LIMB
ASSISTIVE AND REHABILITATIVE DEVICES
A paper submitted to the IEEE Transactions on Biomedical Engineering
Authors: Mohammadhossein Saadatzi, Ozkan Celik and Anne K. Silverman
2.1 Abstract
Wearable robots are becoming increasingly common, in both research laboratories and
the industry. Thus far, design and control of these devices have been primarily through ex-
haustive experimental procedures. Alternatively, combined predictive simulations of device
and human musculoskeletal mechanics are a promising approach to decreasing necessary hu-
man subject experiment scenarios and time. In simulation, the device parameter space can
be explored in order to determine the most promising design solutions and parameter values
which, in turn, can inform the human subject experiment design. In this chapter, to deter-
mine the prerequisites of such a framework, a literature review is provided about previous
simulation-based design of human-augmenting and human-assisting devices. Then, according
to these prerequisites, a combined simulation framework is presented, in which the actuation
profiles of body muscles are optimized based on single-shooting method. The single-shooting
method facilitates convenient consideration of different human musculoskeletal systems, var-
ious exoskeletons and controllers, and different objective functions. To decrease convergence
difficulty of the required optimizations, the proposed framework supports changing of the
number of optimization parameters through re-sampling of the actuation profiles. Also,
in this framework, it is possible to optimize for the initial posture of the model or keep
it fixed using the parameters from experimental data or previous rounds of optimizations.
High-throughput computing resources are employed for the computationally-intensive opti-
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mizations in this framework. The results of a successful generation of bipedal walking are
presented with different number of optimization parameters and at different speeds.
2.2 Introduction
Wearable robots are becoming increasingly common, in both research laboratories and
industry, due to their substantial potential in rehabilitation engineering, assistive robotics,
and ergonomics. Many robots have been designed for upper- and lower-extremities, each with
their own unique design and control algorithm [17, 33]. Wearable robots operate in direct
physical contact with the user to aid movement or to increase power of specific skeletal joints.
Musculoskeletal modeling and dynamic optimization are powerful tools for investigation
of biomechanics of movement and human-robot interaction. Forward dynamics approaches
allow simulation of novel and hypothetical scenarios, and if models of human augmenting
devices are incorporated into simulations, the combined model can be used for study and
optimal design of devices. For example, Rankin and Neptune [44] optimized chainring shape
to maximize average crank power during isokinetic pedaling. Forward dynamic simulation
has also been used for the study of standing long jump with exoskeletons [40]. Combined
human-device simulations have also been applied to an index finger exoskeleton [2] and for
optimization of ankle foot prostheses [21, 25, 64].
Designing assistive devices that reduce energy consumption during walking and running
is challenging, as these devices change the dynamics of the complex, finely-tuned human
musculoskeletal system. By considering fixed kinematic data and ground reaction forces
(GRF), Uchida et al. [61] and Dembia et al. [16] have used a computed muscle control
(CMC) method for simulation of ideal assistive devices for reducing the metabolic cost of
running and walking with heavy loads, respectively. Static optimization has been used in
[75] to design an exoskeleton that assists with elbow flexion/extension. Inverse Dynamics
has also been used in [10] to design an exoskeleton that provides load carrying assistance.
Although these simulation studies (data tracking methods) are informative for the study
and design of exoskeletons and their interaction with the human body, the assumption of fixed
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kinematics and GRFs places substantial limitations on generalizability of the results.The
problem becomes even more challenging when using models for the simulation of hypothetical
movements/scenarios, such as results of surgery in children with cerebral palsy (CP), effects
of using ankle foot orthoses (AFO) by these patients, and effects of prostheses stiffness and
geometry on gait symmetry of amputees.
2.2.1 Modeling and simulation of human movements
The predictive simulation of human body movements is often defined as an optimal con-
trol problem [64]. That is, we wish to determine controls u(t) that will produce a movement
such that an optimality criterion is achieved. In fully predictive simulations, no recorded
human movement data is used, and optimality is defined as either maximal performance
or as minimal effort for a given task. The optimal control problem can be formulated as:
find state trajectories x(t) and control trajectories u(t) that minimize a scalar cost function
J(x(t),u(t)), subject to the following constraints:
f(x, ẋ,u) = 0 system dynamics
uL ≤ u ≤ uU bounds on controls
T(x(t),u(t)) = 0 task constraints
Typical examples of task constraints are: initial state, final state, periodicity, and walking
speed [64]. For musculoskeletal systems, single shooting and direct collocation are common
approaches to solving this problem.
In the single shooting method, the controls are parameterized and repeated forward dy-
namics simulations are run to search for optimal controls.In the direct collocation method,
the state and control trajectories are discretized on a temporal mesh, resulting in a large
scale constrained optimization problem, or nonlinear program (NLP). The cost function J
is a function of the unknown discretized states and controls. Using finite difference approx-
imations, the system dynamics are translated into a series of algebraic constraints for the
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adjacent discretizations. Standard solvers such as SNOPT [24] and IPOPT [65] can be used
to solve a large scale NLP.
The direct collocation method has been used previously in [25, 64] for simulation of
bipedal walking. In this method, for any change in the musculoskeletal model, such as the
number of muscles, degrees of freedom, adding load, changing the slope of the path, or adding
devices, the NLP equations must be regenerated. Also, the convergence of the optimization
problem depends critically on the availability of a good (close to optimal solution) initial
guess.
The single shooting method, while computationally slower, facilitates simulation of dif-
ferent walking and exoskeleton scenarios.
Simulation of human bipedal walking using the single shooting method: Single shooting meth-
ods for optimization of walking to predict actuation profiles include parametrization of ac-
tuation profiles [35, 62] and determination of controller parameters [19, 39, 66–68]. A single
stride and a single step of walking were generated through optimization of actuation profiles
in [62] and [35], respectively. Umberger [62] simulated bipedal walking at 1.3 m/s for a 2D
model with 9 DOF and 24 musculotendon actuators (9 muscle groups in each leg), with
each muscle excitation signal defined by seven parameters. Miller [35] simulated bipedal
walking at 1.45 m/s using a 3D musculoskeletal model with 40 musculotendon actuators.
Each actuator was controlled by a trapezoidal-shaped excitation signal with 4 parameters.
Single shooting has been used to determine controller parameters instead of direct predic-
tion of the actuation profiles. For example, control of the bipedal walking has been considered
through the regulation of joint torques [66, 67]. Bipedal walking has also been generated at
muscle force level [19, 39, 68] through optimizing the controller (muscle-reflex model) sug-
gested in [23]. In [23], seven muscles in each leg were implemented with controllers involving
positive and negative feedback of force and lengths of the muscles. To increase the accuracy
of the muscle-reflex model, in [68] and [39], more muscles and controllers were added to the
model.
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In the current predictive simulation framework, to generate bipedal walking, muscle
actuation profiles are used, rather than controllers. This decision was motivated by:
1. Reflex controllers are likely not flexible enough to allow replication of the neural control
system . For example, when using a PD controller for muscle activation and optimiza-
tion of walking for minimum metabolic energy expenditure, the optimal activation
signal is limited to what can be generated using a PD controller.
2. Different combinations and numbers of muscles and joint torques can be considered to
generate bipedal walking, without determining proper reflex control laws.
2.2.2 Objective functions
In data tracking methods (static optimization, computed muscle control (CMC), direct
collocation), the sum of weighted muscle activations to a power is often considered as the
cost function for in the optimization. Although powers 1-3 are often considered, using high
exponents of muscle actuations tends to produce more realistic movements (knee flexion
during mid-stance) and ground reaction forces [1].
Using direct collocation, Miller and Hamill [36] studied running mechanics with 44 dif-
ferent cost functions, including metabolic cost of running, maximum weighted excitation of
muscles, average and peak of joint contact forces, joint torques and vertical GRF impact
peak. The majority of these cost functions predict rearfoot striking as the optimal foot
pattern, when running both barefoot and shod.
In the single shooting method, muscle energetics models have been used for the simulation
of bipedal walking [19, 35, 62, 68]. Several Hill-type muscle energetics models have been
developed to estimate metabolic cost [6, 27, 31, 62, 63]. These extended models differ in
their approach for computing energy expenditure [35]. For example, during eccentric muscle
contraction, the model proposed in [6] subtracts the mechanical work rate from the total
mechanical energy rate of the muscle, while the model in [62, 63] neglects it.
16
Figure 2.1: The optimization framework for the combined simulation of device and bipedal
walking. The human-exoskeleton combined model block features the Vanderbilt exoskeleton
[21] as an example application; however, optimization of parameters of this exoskeleton were
not considered here.
In addition, the simulation kinematics and dynamics can be used to compute various
objective functions. These functions can be used for evaluation, design and optimization of
exoskeletons and their control topologies, such as torque and power of exoskeleton actuators,
alignment between body and exoskeleton, and stability of the wearer and the exoskeleton.
2.2.3 Forward dynamics computation intensity
Generating forward dynamic simulations of human movement requires solving optimiza-
tion problems with large numbers of parameters. In addition, because of the redundant
nature of the human musculoskeletal system, the optimization problem is non-convex with
multiple local minima, and researchers have chosen to solve the problem several times to get
the closest solution to the global minimum. Umberger [62] solved 10 instances of a similar
optimization problem concurrently for simulation of a single stride, and chose the solution
with the lowest objective function value. Miller [35] simulated a single step of bipedal walk-
ing by solving an optimization problem 4 times. Ong et al. [39] ran 20 optimizations to
simulate walking for a period of 10 seconds. Then, the best solution seeded another round of
20 optimizations. This process was repeated until the change in the best objective function
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value decreased by less than 5% from the previous round’s best value. A similar procedure
has been used for the simulation of a standing long jump [40].
Previously, high-throughput computing (HTC) was used for probabilistic simulation and
analysis of human movements [58, 59]. Considering parametric uncertainty in musculoskele-
tal models, HTC was used to investigate cartilage loading in the knee during movement.
Here, HTC has been used to perform computations of the proposed framework for predictive
simulation of human walking and exoskeletons.
2.3 Methods
We used the iterative optimization loop to develop walking simulations with OpenSim
API (v 3.3) in C++ [14] (Figure 2.1).
2.3.1 Musculoskeletal and ground contact models
We used a simplified version of the musculoskeletal model “Gait2392-Simbody” [4, 5, 15,
72], presented in [39]. One trunk segment with 3 planar DOF relative to global represented
the pelvis, torso, arms, and head. The model included one sagittal rotational degree of
freedom at each hip, knee and ankle (9 DOF in total). Each leg contained 9 Hill-type
musculotendon actuators with a compliant tendon, representing the major sagittal plane
muscles (iliopsoas, gluteus maximus, biarticular hamstrings, bicep femoris short head, rectus
femoris, vasti, gastrocnemius, soleus, and tibialis anterior). To model ground contact, 3
spheres of radius 1 cm were located at the heels and metatarsals of each foot. The normal and
tangential forces between the feet and ground surface were computed based on penetration
of the spheres into the ground plane, and the tangential velocity of the feet with respect to
the ground [28, 55]. The contact parameters were
• Stiffness of the contact, k = 10e8(Nm−1.5),
• Dissipation coefficient, c = 2(m/s)−1,
• Transition velocity, vt = 0.1(m/s),
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• Static friction coefficient, µs = 0.8,
• Dynamic friction coefficient µd = 0.8,
• Viscous friction coefficient µv = 0.5.
These parameters were empirically selected for realistic results and computationally effi-
cient simulations [19].
In the framework, it is possible to optimize for the initial posture of the model (position
and velocity of the DOFs), or keep the initial posture fixed based on experimental data or
previous rounds of optimizations. This choice affects the number of optimization parameters
and thus the convergence difficulty of the optimizations.
2.3.2 Control of bipedal locomotion
For control of walking, two controller phases (state machine) were implemented for each
leg, corresponding to stance and swing. For each phase and for each muscle in our model,
a piecewise constant function defined the excitation profile. Through optimization, we com-
puted the set of excitation profiles that drove the walking motion.
State transitions to stance and swing occurred with ground contact changes. The stance
phase was detected when the leading foot contacted the ground and the reaction force reached
a threshold (Fcontact=150 N). Swing was initiated for the trailing leg when its GRF fell below
another threshold (Fcontact=50 N). To ensure our simulations generated a double support
phase, the leading foot was required to be in contact with the ground (Fcontact>150 N)
before the initiation of swing phase of the trailing leg. These thresholds were chosen to
emulate a hysteresis switch and omit control algorithm fluctuations. The implemented state
machine system necessitated having double support during locomotion, and thus the optimal
motion could not be a running gait.
We used piecewise constant functions to encode the excitation profiles. Duration of swing
and stance intervals constituted two optimization parameters. We discretized each of the
intervals and determined values of the discretization points as optimization parameters. The
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number of discretization points for the excitation profiles can be easily adjusted. Expect-
edly, increasing the number of points in the excitation profiles increased the precision of
simulations, but it also increased the convergence time and computational intensity of the
optimizations. An efficient approach is formed by starting with a small number of parame-
ters for excitation profiles and then resampling the excitation profiles with a larger number
of parameters to generate more precise simulations.
2.3.3 Optimization objective function
In our framework, we optimize for excitation profiles of muscles and controller of the
augmenting device parameters simultaneously. A weighted combination of several terms
constitutes our cost function:
J = Jwalking costs + Jdevice costs.
The human walking costs term includes
Jwalking costs = Jeffort + w1Jpos. + w2Jvel. + w3Jpas.+
w4Jsw. & st. intervals + w5Jfeet elevation,





Ėtotal represents the metabolic power consumed by the muscles. The energy consumed by
each muscle and the entire body were computed using the metabolic cost model from [63]
and [62]. xCM(tf ) and xCM(ti) are the final and initial horizontal positions of the whole-body
center of mass. In walking for a single step, to ensure that the solution is cyclic, terminal












v and v̇ are the values of model segment angles and angular velocities, respectively. The
initial and final values of contralateral segments were compared. Walking with large passive





Jpas is the total squared joint limit torque integrated during the interval of walking.
Jsw. & st. intervals, is the squared error between swing and stance durations (the two optimiza-
tion parameters), and the predicted swing and stance intervals in the simulation. Jfeet elevation
is the distance of the initial posture of the feet from the ground. We found considering this
term necessary when optimizing for the initial posture of the model. Without this term, the
optimal solution converges to initial postures with substantial distance from the ground to
minimize metabolic energy expenditure.
The constants w1 = 0.005, w2 = 0.0001, w3 = 0.005, w4 = 1 and w5 = 0.75 were used to
weigh the penalty terms with the energy term in the objective function, and were determined
through trial-and-error to find the smallest values that resulted in acceptable solutions to
the optimization problem [62]. The simulation was terminated when the center of mass fell
below 0.9m (to detect a fall and shorten the computing time of the optimization), or when
the left heel contact was detected.
Similar objective terms related to the cost of walking were considered in [19, 35, 62]. In
addition, it is possible to consider different device related cost functions and constraints, such
as the actuation energy or the maximum torque generated by the device, for the optimization
of a device.
2.3.4 Optimization algorithm
Parameters were optimized using a Covariance Matrix Adaptation algorithm [26], a pack-
age available with OpenSim API, and high-throughput computation (HTC) [41, 54] using
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Table 2.1: Results of using different numbers of optimization parameters for simulation of
bipedal walking at speed 1.5 m/s. The number of parameters used for each muscle during
swing (column 1), during stance (column 2), and to optimize initial posture (column 3) are
shown. In each of the optimizations, two parameters are considered for detection of swing
















1 2 0 29 6.54 7.15 8.4
1 2 17 46 5.86 3.65 1.6
2 3 17 64 4.99 1.87 0.7
4 6 0 92 4.77 1.49 1.0
(a)






































































Figure 2.2: Sagittal plane (a) joint kinematics and (b) ground reaction forces for walking
at 1.5 m/s. Experimental data for symmetric walking are represented by the shaded region
(±1 SD) from [19].
many computing cores simultaneously. We ran several instances of our optimizations on
remote computers and combined their results periodically until the solution converged [50].
Specifically, we ran 100 instances of the optimization problems for 1-hour intervals. We
transferred the best performing parameters to subsequent rounds of optimizations.
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2.3.5 Simulation scenarios
We simulated symmetric walking with different numbers of excitation parameters and at
various speeds (0.5, 0.75, 1, 1.25, 1.5, 1.75 and 2 m/s). To evaluate our nominal predictive
walking simulation at 1.5 m/s, we used experimental data of normal gait from [19], which
was collected in [18]. Nine subjects (5 males, 4 females; age, 27.7 ± 8.0 years; mass, 73.1 ±
8.6 kg; height, 176 ± 7 cm; leg length 93 ± 5 cm) walked at 1.5 m/s along a level platform.
Simulated metabolic cost at different speeds was compared to [8, 34, 39, 43].
At 1.5 m/s, Computed Muscle Control (CMC) was used to find the initial values of
optimization parameters, which helped to reduce the convergence time. Also, we used the
experimental data to determine the initial values of optimization parameters for the initial
musculoskeletal model’s DOF. For other walking speeds, the initial guess of the optimization
was the solution from the neighboring speed.
2.4 Results and discussion
2.4.1 Simulation of bipedal walking using different numbers of optimization
parameters
We evaluated the optimization framework using different numbers of discretization and
initial posture parameters (Table 4.1). We began the optimization with 29 parameters for
excitation profiles (row 1), then we used the best solution of this round of optimization as
the initial parameters for the second round (row 2). In the second round, we optimized for
the initial posture of the model as well (46 parameters in total). As the initial optimization
parameters for the initial posture, experimental data from [19] was used. By including the
posture parameters, metabolic cost, position RMS error and average velocity error decreased
over the gait cycle.
In our third optimization (row 3), we used the profiles obtained in the previous round
(row 2) as the initial optimization parameters. In the 4th round of optimization we again
used the best parameters from the previous round (row 3), but to keep the number of
parameters manageable, we did not optimize the initial posture of the model. We used the
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initial optimization parameters obtained from the previous row. By using a larger number of
parameters, the metabolic energy expenditure, cyclic position error and average velocity error
generally decreased, Re-sampling the optimal excitation profiles and using the optimal initial
posture from previous optimizations are promising to keep the optimization problem solvable.
In the fourth round of optimization, we generated bipedal walking with 92 parameters, which
was not possible without using parameters from previous rounds.
The results of the simulations with 64 and 92 optimization parameters (rows 3 and 4 in
Table 4.1) compared well with prior data (Figure 2.2). Specifically, with 92 optimization
parameters, joint angles during 95% of the gait cycle (hip 85%, knee ∼100%, ankle ∼100%)
were within 1 standard deviation of the experimental data. The ground reaction forces
(GRF) of simulated walking reproduced the main features of the experimental data. In
general, there is good temporal agreement between the bursts of muscle activation from the
simulation and electromyography data (Figure 2.3).
Using more accurate musculoskeletal and ground contact models (and also device and
human-device contact models) will increase the accuracy of a predictive simulation. Single
shooting approaches and not relying on specific control laws to generate bipedal locomotion
facilitates consideration of different models with different numbers of muscles.
2.4.2 Simulation of bipedal walking for different speeds
Bipedal walking was successfully generated at the different target speeds (within ± 2%,
while the root mean squared differences between the initial joint angles of each side and final
joint angles of contralateral side (periodicity error examined over a step) were less than 4◦
(Figure 2.4 (a)). For simulation of bipedal walking at different speeds, 64 parameters were
used: 2 parameters for swing phase and 3 parameters for stance phase for each muscle, 17
parameters for the initial posture of the model, and 2 parameters for detecting the swing
and stance intervals (similar to third row in Table 4.1).
Our simulation framework overestimated the cost of transport, but captured a realistic
parabolic trend across walking speed, similar to that of experimental metabolic cost data
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Figure 2.3: Simulated muscle forces for walking at 1.5 m/s. Shaded regions (±1 SD) repre-
sent muscle forces estimated using static optimization (SO) from [19]. Red horizontal bars
represent periods of muscle activation from EMG data of symmetric walking [19].
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Figure 2.4: Simulation of walking at different speeds. (a) Example walking generated at
speeds 0.5, 1.25, and 2 m/s, (b) Cost of transport from three experimental studies [8, 34, 43],
simulation results from [39], and our simulation results. The experimental data was depicted
together previously in [39].
(Figure 2.4 (b)). This trend result is promising for future applications in exoskeleton design,
as metabolic cost is important for quantifying performance. Among the seven simulated
speeds, the minimum cost of transport was at speed 1.25 m/s (4.95 J/kg.m). Increasing the
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number of excitation values may lead to estimates that approach experimental values.
We used a fixed set of weights for different terms of our objective function across speeds.
We found that the weight for the periodicity term can change the metabolic cost of walking
considerably. By considering large weights for this term gait variations decrease, which may
be necessary. However, gait variation is normal during human walking and decreases the
required energy expenditure [71].
The ability to consider different numbers of optimization parameters for more complex
/ finer resolution excitation profiles, and using high-throughput computation are highly
promising for solving difficult optimization problems in the simulation of bipedal walking.
The framework can be used for design of various types of exoskeletons, including both pas-
sive and active (e.g. [46, 47]), as well as exoskeletons with feedback controllers or optimal
actuation profiles. Future extensions of our work include simulation of bipedal walking in
three-dimensions and running gait.
2.5 Conclusion
Simultaneous predictive simulation of human and device mechanics has significant po-
tential for facilitating design and control of human-augmenting devices. We presented a
combined simulation framework in which the excitation profiles of muscles are optimized
using a single shooting method, facilitating convenient consideration of different human
musculoskeletal systems, various exoskeletons and controllers, and different objective func-
tions. Using the proposed framework, bipedal walking with different number of optimization
parameters was generated, including parameters for the excitation profiles of the muscles
and initial posture of the model. HTC resources were used to run several instances of the
optimizations and ensure that they are not getting stuck in local minima. Results obtained
from predictive simulation of walking at different speeds were presented. The predicted en-




HIGH-THROUGHPUT COMPUTING FOR DYNAMIC SIMULATIONS OF BIPEDAL
WALKING
c© 2017 IEEE. Reprinted, with permission, from a paper published in the proceedings of
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3.1 Abstract
Simulation of human bipedal walking through muscle actuation presents an optimiza-
tion problem with a substantial number of parameters. Calculation of the cost function for
this optimization problem, which can be non-differentiable, necessitates significant compu-
tational power and resources. In addition, because of the redundant nature of the human
musculoskeletal system, the problem is highly prone to getting stuck in local minima. We
have developed a routine using Open Science Grid (OSG), an open source high-throughput
computing (HTC) resource, to solve this optimization problem effectively. The developed
routine utilizes the computation power of the high-throughput computational resources pro-
vided by the OSG to have a powerful optimizer, which reduces the problem of getting stuck
in local minima.
3.2 Introduction
Simulations and dynamic optimization are powerful tools for investigation of biomechan-
ics of human movement and human-robot interaction. We have developed a framework for
simulation of human bipedal walking that does not rely on experimental (motion capture)
data and has the potential to enable prediction of gait kinematics and dynamics under
varying conditions: nominal gait, gait with a prosthesis, or gait with an exoskeleton [48].
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Generating forward dynamic simulations of human movement require solving optimiza-
tion problems with large numbers of parameters, which is challenging. In late 1990s, [4] es-
timated the required time for dynamic optimization of vertical jumping in three dimensions
using state-of-the-art computational platforms of that time. They estimated that solving
their optimization problem will take from 1800 hours (2.5 months) on serial machines to
23.2 hours using 128-core parallel computation resources. In a later work, [4] used parallel
computers for dynamic optimization of human walking. Also, in [19, 35, 68] parallel com-
putation techniques have been used to solve some other formulations of forward dynamic
simulation of bipedal walking through muscle actuations.
In addition, because of the redundant nature of the human musculoskeletal system, the
optimization problem is non-convex with multiple local minima, and researchers have chosen
to solve the problem several times to get the closest solution to the global minimum of the
problem. [62] solved 10 instances of a similar optimization problem concurrently for simula-
tion of a single stride, and chose the solution with the lowest objective function value as the
optimal solution. [35] simulated a single step of bipedal walking by solving an optimization
problem 4 times, and although parallel computation techniques were used, each optimization
took approximately 2.5 days.
In [39], Ong et al. ran 20 optimizations to simulate walking for a period of 10 seconds.
Then, they used the best solution to seed another round of 20 optimizations. This process
was repeated until the change in the best objective function value decreased by less than
5% from the previous round’s best value. In earlier work, Ong et al. have pursued similar
procedure in [40] for the simulation of a standing long jump.
Previously, in [58, 59], high-throughput computing (HTC) was used for probabilistic sim-
ulation and analysis of human movements. Specifically, considering parametric uncertainty
in musculoskeletal model, they HTC was used to investigate cartilage loading in the knee
during movement.
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Figure 3.1: The optimization framework for the combined simulation of device and bipedal
walking. The human-exoskeleton combined model block features the Vanderbilt exoskeleton
[20] as an example application; however, optimization of parameters of this exoskeleton is
not considered here.
In this chapter, we use HTC as a tool to perform necessary computations related to
forward dynamic simulation of human bipedal walking through muscle actuations, which
constitutes an integral part of a single-shooting optimization framework. For clarity of our
manuscript, we have briefly described our framework in the rest of the introduction, since
its thorough description is out of the scope of this chapter.
The chapter is structured as follows: In rest of the introduction we describe our opti-
mization problem. Section 3.3 details the high-level and low-level implementation of the
optimization framework developed in this chapter using HTC. Section 3.4 presents and dis-
cusses results of our framework, and then the chapter is concluded with parameters for the
best implementation of our framework.
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3.2.1 Problem Definition
A simultaneous simulation framework for the human musculoskeletal system and aug-
menting devices can enable a systematic approach to device mechanical and control design,
and can significantly reduce the need for exhaustive human subjects testing [25, 38, 40].
Such framework, however, is computationally intensive and requires development of effective
and efficient computational tools.
We have prepared a predictive simulation framework [48] for combined human-robot
mechanics of bipedal walking (Figure 3.1). The computational framework makes use of
OpenSim API in C++ [14]. It employs forward dynamic simulations that are iteratively
optimized via the Covariance Matrix Adaptation (CMA) [26] method to minimize a cost
function, which is a weighted combination of several terms:
J = wfailJfail + wvelJvel + wmetJmet + wheadJhead. (3.1)
In this equation, Jfail is inversely proportional to the time in the simulation where the
model falls (detected by the displacement of center of mass). Jvel represents integral of
target velocity error. Jhead is to penalize gaits with unrealistic alternating motion of the
upper body, which is detected when the relative linear velocity of the model’s head with
respect to the its center of mass (COM) exceeds a threshold. Jmet represents the metabolic
energy consumed by each muscle and the entire body and is computed using the muscle
energetics model proposed by [63]. Cost functions with similar terms have been used in
[19, 22].
We have manually tuned the weights so that the optimization prioritizes walking for the
entire period of simulation and then, the desired velocity of walking. The walking energetics
term and the alternating head velocity term encourage realistic and energy optimal solutions.
wfailJfail ≫ wvelJvel ≫ wmetJmet > wheadJhead. (3.2)
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We use a simplified version of the musculoskeletal model Gait2392-Simbody available
with OpenSim [4, 5, 15, 72], which is commonly used for simulation of bipedal walking. The
simplified model has 9 sagittal degrees of freedom and 9 muscle groups on each leg: soleus,
vasti (3 muscle paths), gastrocnemius (2 muscle paths), tibialis anterior, bicep femoris short
head, hamstring (3 muscle paths), rectus femoris, gluteus maximus (3 muscle paths), and
iliopsoas (2 muscle paths).
In our framework, we propose to generate bipedal walking through optimization of muscle
actuation profiles, in contrast to the optimization of muscle reflex model presented in [23].
For the control of locomotion, two controller states are considered, corresponding to support
and swing phases, which are detected based on heel strike of the swing leg. Actuations
in each state for one leg are mirrored to the other leg. This selection reduces the number
of optimization parameters. The actuation profile of each muscle is defined as a piecewise
linear function with 10 parameters (6 parameters for stance phase, and 4 parameters for
swing phase). Hence, there are 90 total optimization parameters to be determined. We have
used computed muscle control (CMC) method [60] to generate favorable initial optimization
parameters, which reduces convergence time.
Running each forward dynamic simulation for 3 seconds takes roughly 8 seconds on a
single core computer, and hence, convergence of the solution, which needs tens of thousands
of times computation of the cost function, takes a substantial amount of time. In addition,
because of musculoskeletal redundancy, it is possible to have infinitely many sets of muscle
actuation profiles all of which result in successful bipedal walking, corresponding to local
minima. In this chapter, we have instead used HTC resources, freely provided by the Open
Science Grid (OSG) [41, 54], to find the global minimum of our optimization problem.
3.3 Methods
HTC enables the use of many computers and cores simultaneously; however, these com-
puters cannot communicate with each other continuously. Ideally, we would tap into the
computational power of all the computers, while also combining the results from them regu-
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larly and efficiently. In this way, we can both reduce the necessary time for the convergence
of our optimization (as is expected from high performance computing), and also reduce the
probability of getting stuck in local minima (by running several instances to get the closest
solution to the global minimum).
Our high-level strategy to implement our optimization algorithm is to send different sets
of initial optimization parameters to different remote computers, to seed the first round of
optimization. Then, we compare and combine the optimization solutions on these computers
to generate the initial optimization parameters for the next round of optimizations.
In what follows, Section 3.3.1 explains the approach we have taken to implement the
high-level optimization on OSG. Section 3.3.2 describes the two combination strategies that
we have pursued, and Section 3.3.3 explains the details of running the optimization jobs on
remote computers.
3.3.1 Implementation of our high-level optimization algorithm using DAGMan
The Open Science Grid (OSG) facilitates access to distributed high-throughput com-
puting for research in the US, and HTCondor, an open-source high-throughput computing
software, is the framework used on the OSG [7]. To automate our computational framework,
we have used Directed Acyclic Graph Manager (DAGMan), which is a meta-scheduler for
the execution of programs (computations). DAGMan submits the programs to HTCondor
in an order represented by a DAG and processes the results [13].
A DAG input file describes the DAG, and submit description file(s) are used by DAGMan
when submitting programs to run under HTCondor. Figure 3.2 shows our DAG file for
performing the optimization. The Job “PSitr” determines the specifications of sub-jobs
to be performed on the remote computers. The prescript “initPop.sh” and the postscript
“nextItrPrep.sh” are bashes which are run on the submit server, before and after the job
“PSitr”. DAGMan retries scheduling of the process until the postscript bash returns a value
other than zero or until it reaches 10 (we can choose different numbers).
32
Figure 3.2: The DAG file written for implementing our high-level algorithm (top), and the
flowchart representation of it (bottom).
The Prescript bash has been used to generate the initial population to be transferred
to the remote computers to seed the optimizations on them. The “initPop.sh” code that
we have prepared, generates the initial population from the parameters set that we have
obtained using CMC and copies them into the “pop” Folder.
The Job “PSitr”, runs the sub-jobs, which consist of the optimizations of each round.
Each of the sub-jobs, transfer one of the binary files from the folder “pop” to the remote
computer, and the remote computer performs the optimization with that file as its initial
set of parameters. Each of the sub-jobs transfer out the best set of optimization parameters
found during the optimization (from the remote computer to the submit server).
The Postscript bash “nextItrPrep.sh” compares the objective function according to each
set of (transferred-out) optimization parameters and generates the initial sets of optimization
parameters (population) for the next iteration of computations. If “NextItrPrep.sh” routine
returns “0” value, the DAG will not retry the next round of optimization. This property is
used to stop the converged optimizations.
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Figure 3.3: The simplified version of the file written for submitting jobs to the OSG.
3.3.2 Combination of the results
To combine results of the jobs and generate the subsequent iterations, we use the best
results to seed the optimizations of subsequent generations. In this chapter, we transfer the
first three sets of best parameters with 50%, 30%, 20% ratios to the next generation. In
papers [39, 40], just the best results were transfered to next generation. We used MATLAB
to implement the above algorithms and we used their compiled files in our bash scripts.
Here, we have tested and compared the following scenarios:
1. population = 200, jobs’ run time = 30 min, fixed initial step size σ = 0.005.
2. population = 100, jobs’ run time = 1 hour, fixed initial step size σ = 0.002.
3. population = 200, jobs’ run time = 1 hours, adaptive initial step size
σ = σ0 +
(0.001− σ0)
(10− 1)
(Itr − 1), σ0 = 0.01. (3.3)
4. population = 200, jobs’ run time = 2 hours, adaptive initial step size
σ = σ0 +
(0.001− σ0)
(5− 1)
(Itr − 1), σ0 = 0.015. (3.4)
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5. population = 200, jobs’ run time = 2 hours, adaptive initial step size
σ = σ0 +
(0.001− σ0)
(10− 1)
(Itr − 1), σ0 = 0.015. (3.5)
In Eqs. (1-3), Itr shows the iteration number. In these equations, we consider σ = 0.001
if it decreases below this value. To initialize the “pop”, the prescript bash just copies the
initial set obtained from CMC.
To evaluate the efficiency of our optimization routine, we ran three jobs with 8-core
processors for 12 hours on OSG (σ = 0.02)1. We also ran a similar job for 12 hours using
Amazon Web Services on computation optimized EC2 instances with 36 cores, “c4.8xlarge”.
3.3.3 Running individual optimization jobs on OSG
Figure Figure 3.3 shows the code for the jobs submitted to the OSG. Bash script “myExe.sh”
constitutes our executable. Using the command “queue” at the end of our “PSitr.sub” file,
we determine the number of instances of the jobs to be run on remote computers (effectively,
it determines our population size). The variable “Process” is the argument of our executable
file, and it shows the ID number of the remote computer (it is an integer between 0 and
(number of jobs - 1)).
We transfer the necessary files for running of our compiled code (for the optimization of
bipedal walking), and the initial optimization parameters to each of the remote computers
(from the folder “pop”). After running the executable bash, the best parameters computed
by each remote computer and the objective function value correspond to it is transferred
output from the remote computer to the submit server.
The executable bash on the remote computers runs the compiled optimization code for the
simulation of bipedal walking. The optimization code saves the best optimization parameters
set and the cost function value that corresponds to it, as soon as it finds any solution better
than the previous solutions. The executable bash kills the optimization code after the amount
1We queued 15 jobs, however just three of them finished (it is because we considered a long time for running
the jobs (12 hours), and the requested computers were 8-core processors).
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Figure 3.4: Logarithm of the objective function for the different procedures explained in
section 3.3.2. Logarithmic scale has been chosen for clear depiction of objective value con-
vergence.
of time set for running the code. Then the bash prepares the results of the optimization code
for transferring them back to the submit server. The time set for running the optimization
is one of the parameters that needs to be determined for proper working of our optimization
framework. We present results for three time sets (30 minutes, 1 hour and 2 hours).
In our submit file, using the command “periodic remove”, we remove the jobs that are
not finished before the prespecified time (3600 seconds) plus additional time that is needed
to start the jobs on remote computers (this added time is spare time and is set at 15
minutes (900 seconds)). Hence, OSG removes the jobs that are not finished after 4200
seconds (3600+900). This command prevents unnecessary postponement of running new
iterations of the optimization problem.
3.4 Results and Discussion
Figure 3.4 shows results of the tested strategies presented in section 3.3.2. For clear
representation of objective function convergence, logarithmic value of the objective functions
have been shown on the vertical axis. Also, for a fair comparison of different strategies, we
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Table 3.1: Summary of different tested strategies. “Job time” column represents the time
considered for optimization of each sub-job. Sigma shows the initial step size considered
for the initialization of sub-jobs. “Jobs” column shows the number of jobs considered for
each iteration of the strategy (values in parentheses are mean of successful/finished jobs of
different iterations).
Strategy Job time Sigma Jobs Min
1 0.5 h 0.005 200(136) 50.07
2 1 h 0.002 100(85) 65.57
3 1 h 0.01–0.001 (3) 200(167) 32.95
4 2 h 0.015–0.001 (4) 200(189) 45.85
5 2 h 0.015–0.001 (5) 200(181) 32.85
have used CPU hours for the horizental axis (as we had different number of jobs running for
different set of times).
Strategies 3 and 5 have been equally successful in optimizing the cost function. These
strategies have converged to 32.95 and 32.85, respectively. Both of these strategies determine
the initial step size of optimizations adaptively, starting from a larger initial step size in the
beginning of optimization and reducing it to smaller values through the end. Job times of
these strategies have been enough that during them, in one of the remote computers, CMA
algorithm converges to a lower objective value. It shows the proper selection step size and
job time regarding the landscape of the cost function of our forward dynamic simulation.
It is noteworthy that using AWS 36-core instance, our optimization code converged to
47.52, and also our codes on OSG using 8-core processors converged to 56.61, 54.56 and
48.94. The optimization framework developed here has worked considerably better for the
optimization of our cost function. It is due to running of several smaller jobs for shorter
time and using their best results to seed the subsequent rounds of optimization. Among all
tested experiments in this chapter, just strategies 3 and 5 were able to find solution for the
entire interval of forward dynamic simulation of walking. Figure 3.5 shows the sequence of
snapshots for the last two strides of simulated walking.
37
Table 3.1 details parameters of different strategies. Number of successful jobs in each
iteration strategies is a random number related to OSG computational load at the time of
submitting the jobs. We can increase the spare time (this is a term related to our codes
we defined in section 3.3.3) in our submit file to increase the number of successful jobs, or
instead by decreasing the spare time we can run more iterations in a certain amount of time.
It is also possible to submit more jobs in each iteration, but running more jobs will increase
the waiting time in queue, and consequently will decrease the successful jobs.
To generate the results for this chapter (Figure 3.4), we ran several of the strategies
concerently. At times more than 800 jobs were running on OSG. Hence, instead of running
each of the strategies with 100 or 200 jobs, we can run one of the strategies with more jobs.
Increasing the number of jobs (which corresponds to the algorithm population) will reduce
the convergence time and the possibility of getting stuck in local minima.
It is noteworthy that the optimal parameters we obtained here, work well for our opti-
mization problem, and for other formulations of forward simulation of human body move-
ment (or other optimization problems), it is necessary to re-tune these parameters. Number
of the optimization parameters, landscape of the problem, and the required time for the
computation of cost function are factors to consider for determining the framework optimal
parameters.
Overall, the results obtained for the optimization of forward dynamic simulation of hu-
man movements demonstrated use of HTC for this purpose. We plan to use the developed
computation tools, specifically strategies 3 and 5, along with our simulation framework for
Figure 3.5: Example walking generated using our predictive simulation framework at speed
1.5 m/s.
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study and design of human augmenting devices. A predictive simulation framework can
be used to explore the device parameter space and to determine the most promising design
solutions/parameter values that can be used to inform the human subject experiment design.
HTC provides effective tools for computationally intensive optimization problems such
as those encountered in predictive biomechanics simulations. However, the use of these
tools is not at all limited to biomechanics, and finds applications in a diverse set of fields.
For example, in [73], a high-throughput computing based distributed genetic algorithm is
presented for solving building energy optimization problem. In another example [3], a pattern
search optimization method is used for combination of HTC resources to maximize capacity
of electrical transmission lines. A variety of algorithms and frameworks originating from
various fields therefore are available for future work on more efficient usage of HTC resources.
3.5 Conclusion
In this chapter, we presented results from implementation of a computationally expen-
sive optimization problem, predictive simulation of human bipedal walking, using high-
throughput computing (HTC) resources. Our computational framework automatically runs
optimization jobs on several computers and uses their best results to seed further rounds of
optimizations. We tuned parameters of our framework for best convergence results. In our
optimal framework we were able to combine results of about 1800 computers in about 20
hours. In comparison to the results we obtained using an AWS EC2 instance with 36 cores
(compute optimized instance), our framework converged to a considerably lower objective
function value. Our results suggest that HTC is a promising tool for solving a computa-
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4.1 Abstract
Wearable robots have the potential to make walking more efficient by replacing part of
metabolic energy requirement with power provided by exoskeletons. The weight of actuators
and power supplies in active exoskeletons in a completely wearable application is a barrier to
net metabolic energy savings during walking, because additional weight must be carried by
the wearer. However, the maximumum torque and power of human joints and consequently
the metabolic cost of human walking can be reduced through using unpowered, clutch-and-
spring exoskeletons. In this study, within a predictive simulation framework, we evaluated
the feasibility of using three different passive lower-limb exoskeletons at the hip, knee and
ankle joints, mimicking the function of uniarticular muscles, to reduce the metabolic cost
of walking. The predictive simulations suggest that elastic elements acting in parallel with
uniarticular muscles can reduce the metabolic cost of walking by up to 28%. Our results
support using of predictive simulations a tool for the study and conceptual design of ex-
oskeletons.
4.2 Introduction
Wearable robots are recently being explored to make walking more efficient, through
replacing part of metabolic energy requirement with power provided by exoskeletons. It is
shown by Quinlivan et al. [42] that an active exoskeleton with an off-board actuation and
power supply system has the capability of reducing the metabolic cost of walking by up to
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23%. However, the weight of such a system in a completely wearable application is a barrier
to net metabolic energy savings during walking.
Alternatively, the metabolic cost of human walking can be reduced by approximately
7.2% using a passive, clutch-and-spring ankle exoskeleton [12]. Passive exoskeletons have
applications in supporting and sustaining walking function in individuals with mildly im-
paired mobility due to weakened muscles, aging, orthopedic surgery or other reasons. They
can also help individuals whose occupation requires substantial amounts of walking, such as
first responders, by extending their range or stamina via metabolic cost reduction. Passive
exoskeletons can be light, simple to design and easy to manufacture.
Using exoskeleton emulators and human in the loop design methods have been proposed
for design and control of exoskeletons [29, 74]. Combined simulations of device and human
musculoskeletal mechanics are also a promising approach for decreasing necessary human
subject experiment scenarios and development time. Using simulations, the device parameter
space can be explored to determine promising design solutions and parameter values, which
can inform human subjects experiments.
By considering fixed kinematic data and ground reaction forces (GRF), Uchida et al. [61]
and Dembia et al. [16] have used a computed muscle control (CMC) method for simulation
of idealized assistive devices for reducing the metabolic cost of running and walking with
heavy loads, respectively. In [70], assuming non-variant joint torques and kinematics, gait
data have been analyzed for reducing the torque and power requirements of actuators of
exoskeletons using parallel and series springs. Static optimization has been used in [75] to
design an exoskeleton that assists with elbow flexion/extension. Inverse dynamics has also
been used in [10] to design an exoskeleton that provides load carrying assistance.
A predictive simulation framework enables simulation and study of hypothetical exoskele-
ton scenarios. In contrast to data tracking methods, in predictive simulation methods, kine-
matics and GRFs can change to use the metabolic energy saving benefits of the augmenting
or assistive device. Furthermore, these simulations can address the challenge of device perfor-
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Figure 4.1: Intervals of negative and positive work done by the uniarticular muscles and
the corresponding joint motion (flexion/extension) during a gait cycle for walking on a level
ground at speed 1.5 m/s. Prepared using data from [19].
mance prediction due to human adaptation to device dynamics and control. In this chapter,
within a predictive simulation framework, we have evaluated the feasibility of using three
different passive exoskeleton elements acting in parallel with lower-limb uniarticular muscles
to reduce the metabolic cost of walking.
4.3 Methods
Muscles consume metabolic energy in acting concentrically (positive work), isometrically
(zero work) and eccentrically (negative work). Unlike muscles, a mechanical spring restores
and returns energy and a clutch sustains force passively. A device off–loading muscle forces
onto such passive elements has the potential to reduce the metabolic energy consumed.
Springs acting in parallel with the muscles can replace part of the work done by the
muscles. In fact, a parallel spring may off-load muscles’ forces in the negative work interval
of the gait, and the energy stored in the springs during that interval may be returned during
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the other periods of the stride to fulfill part of the positive work normally done by the
muscles.
A clutch helps to disengage the spring in the intervals that would interfere with the motion
of joint(s). Ideally, a variable stiffness spring (or multiple springs), with a quasi–passive
clutch mechanism that can engage and disengage the spring in discontinuous (non–successive)
intervals of the motion could maximize metabolic cost savings. To limit complexity of our
study, we considered single stiffness springs (linear or torsional) with clutches that engage
them in only one interval during the stride. In this scenario the energy stored in the spring
can only be used right after the negative work interval. The optimization framework remains
expandable to more complex scenarios, and the results obtained lay the groundwork for
studying more complex devices.
In this chapter, for evaluation of our predictive results, and also, for preliminary inves-
tigation of the work done by the muscles during a stride, we used experimental data for
normal gait at 1.5 m/s provided in [19]. Figure 4.1 shows the experimental average joint
kinematics and muscle forces estimated using a static optimization approach. We focused
on the major uniarticular muscles acting in sagittal plane walking (iliopsoas, gluteus max-
imus, biceps femoris short head, vasti, soleus, and tibialis anterior). These muscles include
a uniarticular flexor and a uniarticular extensor around each lower–limb joint (Figure 4.1).
Iliopsoas: In the beginning of the gait cycle (during 15-55% of the gait stride), the
iliopsoas performs negative work in that it applies flexion torque while the hip joint is
extending (Figure 4.1 (a)). Also, during 55-85% of the stride, the iliopsoas performs positive
work, which comes right after the negative work interval. Therefore, a spring can reduce the
muscle load during the negative work interval, and the stored energy can be released during
the positive work interval to provide a portion of the needed torque.
The maximum muscle force (> 1500N) and joint flexion/extension (> 40◦) are substan-
tial. Taking these values into consideration, a torsional spring with proper stiffness can be
used to provide metabolic energy savings. In the remaining portions of the stride (0-15%
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and 85-100%), joint movement is limited, which eliminates the need for a clutch to disengage
the spring acting in parallel with the iliopsoas during these intervals. However, the flexing
spring interferes with the extension function of gluteus maximus, which is active in these
intervals and necessitates disengaging of the spring.
Gluteus maximus: During the entire stride, gluteus maximus performs only positive
work (Figure 4.1 (d)). Hence, a passive exoskeleton acting in parallel with this muscle likely
cannot decrease the metabolic energy consumption of this muscle as effectively.
Vasti: This muscle mainly applies force during early stance (Figure 4.1 (b)). At 1.5 m/s,
the knee flexes to approximately 20◦. Hence, a torsional spring around the knee that applies
extension torque when the heel is on the ground (early and mid stance) may be useful to
reduce the metabolic cost of walking.
Biceps femoris – short head: The maximum force generated by biceps femoris short
head is small (Figure 4.1 (e)), and the magnitude/amount of negative and positive work
intervals are not proportional. Hence, we did not consider an elastic component parallel
with this muscle, although a compliant spring for the entire stride may be useful to assist
with the negative work done by this muscle. Biceps femoris short head goes through two
negative and positive work cycles during a stride. In the first cycle, it performs negative
work during 20-40% of the stride when the knee extends about 20 deg. It then performs
positive work during 40-70% of the stride, with a 65 deg knee flexion. Large difference in
angular displacement between flexion and extension would translate into large differences in
energy that would be stored and released, if a spring were used.
Using a spring for the second negative work interval (70-95%, when the shank starts to
extend towards the ground) could assist with the negative work done by the muscle. However,
the energy stored in the spring would be three times as large as the required energy for the
following positive work interval (95-100% and 0-5%). As the major negative work interval
(70-95%) follows the major positive work interval (40-70%), the restored energy cannot be
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used to perform the required positive work as in this study, we are considering a clutch
system that is acting continuously.
Soleus: The soleus clearly performs substantial negative work during mid-stance (10-
45%, Figure 4.1 (c)), followed by an interval of positive work in late stance (45-60%). Hence,
a spring engaged during mid and late stance has potential to assist the soleus. Indeed, the
clutch of the unpowered exoskeleton in [12] is engaged during the same interval.
Tibialis anterior: The tibialis anterior performs negative work for two small intervals
(defections) and positive work for two larger intervals following them (Figure 4.1 (f)). A
compliant spring during the entire stride could provide energy savings. However, the overall
energy savings would be limited due to the fact that the muscle force is relatively small. We
therefore did not consider a passive element to assist this muscle.
We did not consider biarticular muscles (including biarticular hamstrings, rectus femoris
and gastrocnemius) and muscles functioning in frontal and transverse planes (e.g., adductor
magnus, gluteus medius and quadratus femoris). Investigation of these muscles would be
also informative for the design of exoskeletons reducing the metabolic cost of walking.
4.3.1 A predictive simulation framework
We developed a framework for combined predictive simulation of human bipedal walking
and exoskeletons that does not rely on experimental (motion capture system and force plates)
data [48]. The framework makes use of OpenSim API in C++ [14], and uses a single–shooting
method. It employs forward dynamic simulations that are iteratively optimized using the
Covariance Matrix Adaptation (CMA) [26] method to minimize a cost function, which is a
weighted combination of several terms:
Jwalking costs = Jeffort + w1Jpos. + w2Jvel. + w3Jpas.+
w4Jsw. & st. intervals + w5Jfeet elevation,
(4.1)
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where Jeffort is the average energy cost per traveled distance. The energy consumed by each
muscle and the entire body were computed using the metabolic cost model proposed in [63]
and [62]. In the framework, walking is simulated for a single step. To ensure that the
solution is cyclic, terminal equality constraints were used: Jpos. and Jvel. (the initial and final
values of contralateral segments were compared). Jpas is the total squared joint limit torque
integrated during the interval of walking. This term is used to penalize walking with large
passive joint moments.
Jsw. & st. intervals detects the durations of the swing and stance phases of walking, and is
the squared error between swing and stance durations, and the predicted swing and stance
intervals in the simulation (two optimization parameters). Jfeet elevation is the distance of the
initial posture of the feet from the ground, and is used to penalize the initial postures with
substantial distance from the ground.
We used a simplified version of the musculoskeletal model “Gait2392-Simbody” [4, 5,
15, 72], presented in [39]. The simplified model has nine muscles in each leg (soleus, vasti,
gastrocnemius, tibialis anterior, bicep femoris short head, hamstring, rectus femoris, gluteus
maximus and iliopsoas), and 9 sagittal degrees of freedom: 3 planar DOF with respect to
global frame for the trunk, and one sagittal rotational DOF at each hip, knee and ankle.
Bipedal walking was generated through optimization of muscle excitation profiles. The
excitation profile of each muscle was defined as two piecewise linear functions: one with
three parameters for the stance phase and another with two parameters for the swing phase
of walking (stance and swing phases were detected based on heel–strike and toe–off of the
legs). Our optimizations have had 45 (9× 5) parameters related to the excitation profiles of
the muscles.
Two optimization parameters were considered for identifying the duration of swing and
stance phases of walking. Also, in this framework, the initial posture of the model (17
parameters) can be optimized or fixed using the parameters from experimental data or
previous rounds of optimizations. In simulation of bipedal walking without an exoskeleton,
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Figure 4.2: Lower-limb musculoskeletal model in the beginning of a step. The red paths
show the muscles, and blue lines show the paths between calcaneus and shank considered
for the ankle exoskeleton.
we optimized for the initial position of the model starting from experimental data. Then
in simulation of walking with exoskeletons, we generated simulations once by considering
the initial posture fixed using data from bipedal walking without exoskeleton, and once by
optimizing for the initial position of the model.
We used high-throughput computation (HTC) to perform computations related to our
combined simulation framework [41, 54]. We ran 100 instances of our optimizations on
remote computers for 1-hour intervals, and we transferred the best performing parameters to
subsequent rounds of optimizations. This process was continued until the solution converged
[50].
4.3.2 Modeling and simulation scenarios
The following modeling and simulation scenarios were investigated:
Clutch and torsional spring parallel with iliopsoas muscle: A torsional spring
was considered for mimicking the function of iliopsoas. The clutch disengaged the spring
when the hip angle increased to a certain hip flexion threshold (to be determined through
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optimization). The clutch was considered to reduce the negative effect (interference) of the
spring on extending function of gluteus maximus at the end of swing and the beginning of
stance phases. The torsional spring applies flexion torque in the middle of the gait cycle.
Two parameters were considered for the optimization of the hip exoskeleton: stiffness
of the torsional spring, and its initial angle (the free angle where the spring is disengaged).
As we optimized for the exoskeleton parameters and bipedal walking excitation profiles
simultaneously, the number of optimization parameters increased by two.
Clutch and torsional spring parallel with vasti muscle: A torsional spring and a
clutch were considered for modeling of the knee exoskeleton. The spring was engaged during
early- and mid-stance, from heel contacts with the ground until the heel loses contact with
the ground. In our simulations, we only optimized for the stiffness of the exoskeleton spring.
Clutch and linear spring parallel with soleus muscle: A clutch and linear spring
similar to the unpowered ankle exoskeleton proposed in [11], was considered. “Clutched-
PathSpring” class of OpenSim was used to model a spring connected between shank and
calcaneus of each leg (Figure 4.2). The spring was activated when the foot was on the
ground and when the spring began extending (to only apply tension force).
In our simulations, we optimized for stiffness of the spring. The simulations started when
the right foot contacted the ground and the left foot was in late stance (Figure 4.2). The
initial stretch of the right foot spring was zero, but the initial stretch of the left foot spring
was unknown. An additional optimization parameter was considered for detecting the initial
stretch of the left spring. An additional term was considered in Jpose in the equation (4.1)
for equality between the initial stretch of the left foot spring (in the beginning of the step),
and the final stretch of the right foot spring (at the end of the step). Hence, optimizing for
the ankle exoskeleton added two parameters to the number of our optimization parameters.
In the above three walking with exoskeleton scenarios, we used optimization parameters
of normal walking as initial parameters for optimization of walking with exoskeletons. Also,
we considered the initial stiffness of the exoskeletons to be zero so that the exoskeletons were
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not acting on the skeleton at the beginning of the optimizations. Hence, the values obtained
for optimal exoskeletons could not increase the metabolic cost of walking.
Combined previous exoskeletons around hip, knee and ankle: In this case, we
considered the three previous exoskeleton scenarios simultaneously. Hence, in addition to
the optimization parameters for the bipedal walking, there were five parameters for the
exoskeletons to be optimized. In this case, the optimization was started with simulation
parameters for optimal knee exoskeleton and considering the ankle exoskeleton parmeters to
be zero. Then after optimization of walking with knee and hip exoskeleton, we optimized
for the parameters of the combined ankle, knee and hip exoskeleton scenario.
Also, to compute the metabolic reduction as a result of wearing the exoskeletons, we
normalized the estimated metabolic expenditures. Previously, the metabolic rate of 4.5
(J/Kg.m) is reported for walking at 1.5 m/s with basal rate of 1.5 (J/Kg.m) [56, 57].
Hence, we considered a scale factor for having the metabolic expenditure of normal walking
at 1.5 m/s equal to 3 (J/Kg.m). The same scale factor is used for metabolic expenditure of
walking with the proposed exoskeletons.
4.4 Results and discussion
Bipedal walking with and without the proposed exoskeletons was successfully generated
at 1.5 m/s. Walking speeds were within 2% of the target speed, and the root mean squared











Without 4.50 – 2.78 0.6
Ankle 4.21 6.40 2.85 1.2
knee 4.04 10.20 2.67 0.4
Hip 3.90 13.23 2.09 0.3
Combined 3.25 27.87 2.15 0.7
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differences between the initial joint angles of each side and final joint angles of contralateral
side (periodicity error examined over a step) were less than 3◦ (Table 4.1). Muscle actuations,
walking kinematics and metabolic cost for different gait scenarios are shown in Figure 4.3
and Figure 4.4. Also, Figure 4.5 shows the exoskeleton applying torque/force and the target
muscle torque/force. Discontinuity of the curves in the figures at 50% of the gait cycle, is
due to the simulation of walking for a single step.
Because of the coupled structure of the human musculoskeletal system and multi-articular
muscles, the optimal exoskeletons changed the muscle activation and metabolic expenditure
of both targeted and untargeted muscles (Figure 4.3 and Figure 4.4(b)), which was also noted
by Uchida et al. in [61]. Also, kinematics of all joints changed as the result of wearing each
of the exoskeletons (Figure 4.4(a)). The coupled changes are likely related to maximizing
the energy reduction while walking with the exoskeleton [42, 52].
4.4.1 Hip exoskeleton
The optimal hip exoskeleton (having stiffness of 1.26 (Nm/deg) and equilibrium angle of
21.6 (deg) flexion) decreases the metabolic cost of walking by approximately 13%. Figure 4.5
(a) shows the moment generated by iliopsoas (with and without exoskeleton) and the moment
generated by the optimal hip exoskeleton for a stride cycle. The optimal hip exoskeleton
replaces majority of the work done by the iliopsoas muscle, and the muscle’s activation
reduces substantially Figure 4.3).
The activation and metabolic cost of gluteus maximus and biarticular hamstrings (gen-
erating extension torques) increased, likely to compensate for the undesired effects of the
hip exoskeleton (Figure 4.3 and Figure 4.4 (b)). The combined energy expenditure of soleus
and gastrocnemius did not changed considerably (Figure 4.4 (b)).
4.4.2 Knee exoskeleton
The optimal exoskeleton (with stiffness of 4.06 (Nm/deg)) decreased the metabolic cost
of walking by approximately 10%, although the vasti had approximately 5% contribution in
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Figure 4.3: Simulated muscle forces for walking at 1.5 m/s. Shaded regions (±1 SD) represent
muscle forces estimated using static optimization (SO) from [19].
(a)






















































































Figure 4.4: Kinematics and metabolic cost of walking for different walking scenarios. In
panel (a), shaded regions (±1 SD) represent experimental kinematics data from [19]. In
panel (b), the following abbreviations are used for the muscles: ILPSO: iliopsoas, GMAX:
gluteus maximus, HAMS: biarticular hamstrings, BFSH: biceps femoris short head, RF:
rectus femoris, VAS: vasti, GAS: gastrocnemius, SOL: soleus, and TA: tibialis anterior.
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normal walking metabolic cost (according to the first bar in Figure 4.4(b)). The exoskeleton
replaced majority of the work done by vasti (muscle activation becomes almost zero), and
decreased the metabolic expenditure of all muscles except for soleus (Figure 4.4(b)). The
knee exoskeleton applied a torque that is considerably higher than the moment applied by
the vasti when walking without the exoskeleton (Figure 4.5(b)). Our findings suggest that
the optimal exoskeleton does not necessarily have similar actuation to the human muscular
system during normal unassisted walking. Similar results have been observed in simulation
[61] and through experiment [30].
The joints kinematics change considerably, especially during stance (Figure 4.4(a)), and
the simulation employed a bouncy (spring-like) motion around the knee joint for reducing
the metabolic cost of walking.
4.4.3 Ankle exoskeleton
The ankle stiffness optimization parameter (changing in range 0-70k (N/m)) converged
to an intermediate value of 24.5k (N/m) (or approximately 104 (Nm/rad) around the ankle
joint) suggesting 6.4% metabolic cost reduction during walking. Previously, in [12], for
walking at 1.25 m/s, optimal stiffness 180 (Nm/rad) and metaboilc cost reduction 7.2±2.6%
were obtained experimentally.
The ankle exoskeleton reduced both the soleus and the gastrocnemius activations and as-
sociated metabolic energy expenditure (Figure 4.3 and Figure 4.4(b)). The ankle exoskeleton
did not change the kinematics of walking considerably (Figure 4.4(a)), and it can be inferred
that the exoskeleton does not interfere with the normal walking of the person, as discussed
in prior work [12].
4.4.4 Combined exoskeleton scenario
The combined exoskeleton optimal parameters differ considerably from the cases where
only one of the exoskeletons are used. Each of the optimal exoskeletons not only changed the
















































































Figure 4.5: Torque and force generated by the exoskeletons and their parallel muscles: (a)
torque generated by the hip exoskeleton and iliopsoas muscle, (b) torque generated by the
knee exoskeleton and vasti muscle, (c) force generated by the ankle exoskeleton and soleus
muscle. The discontinuity in the curves at 50% is because one step has been simulated.
the reduction obtained using the combined exoskeleton, is not an addition of the reduction
results for each individual exoskeleton. The combined knee and hip exoskeleton reduced the
metabolic cost of walking by 18.4%, and the combination of the three exoskeletons reduced
the metabolic cost by approximately 28% (having ankle stiffness 67.8k (N/m), knee stiffness
6.74 (Nm/deg), hip stiffness 1.33 (Nm/deg) and equilibrium angle 18.03 (deg)).
In our simulations, we optimized for the metabolic expenditure during the walking with
different exoskeletons. The optimized exoskeletons, while decreasing the metabolic cost of
walking, increased the peak muscle activation for some of the muscles. In [1], it is proposed
that fatigue is related to the muscle activation peak. Hence, use of the exoskeletons may
cause earlier fatigue for the wearer, although metabolic energy expenditure is reduced.
Predictive simulations enable consideration of kinematics and GRF changes as a result
of wearing exoskeletons. However, we determined the target muscles and the proper spring
and clutch rules through preliminary investigation of the muscle forces and joint kinemat-
ics in normal unassisted walking. We did not consider exoskeletons for gluteus maximus,
bicep femoris short head and tibialis anterior muscles, which is a limitation of the design
methodology.
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Through simulation, we showed that it is possible to reduce the metabolic cost of walking
by approximately 6%, 10% and 13% using passive ankle, knee and hip exoskeletons, respec-
tively, and up to 28% using their combination. The obtained values were comparable to the
numbers reported for exoskeletons experimentally. Highest metabolic reductions obtained
using active exoskeletons are reported in [37] for an ankle exoskeleton (about 11±4%), and
in [53] for a light-weight hip exoskeleton (about 13.4±4.3%). Also, 7.2±2.6% metabolic en-
ergy savings is reported a passive ankle exoskeleton in [12]. The accuracy of our findings is
limited to the accuracy of our model and simulations. For example, in the case of the passive
hip exoskeleton, we considered the ideal scenario of applying pure torques through torsional
springs to the hip joints, which is not entirely feasible considering the interferences between
the device and human body.
In using exoskeleton emulators and human in the loop design methodologies, our under-
standing of the metabolic reduction is limited to our entire body muscles for long periods of
time [51, 74]. However, using predictive simulations, it is possible to determine variations
of each muscle metabolic energy expenditure and also during short periods of gait, like the
metabolic energy expenditure of each muscle during the swing and stance phases [62]. Also,
predictive simulation provides us with actuation profile changes of different muscles, which
is valuable information in the design of exoskeletons. It is possible to observe the undesired
effects of each exoskeleton on other muscles and implement design changes accordingly.
In this chapter, we considered springs in parallel with three major uniarticular lower–limb
muscles. We considered simple springs and clutches, and more effective scenarios are possible.
The presented analyses can inform design of passive and active exoskeletons. Analysis of
biarticular elastic elements in parallel with biarticular muscles including the hamstrings,
rectus femoris and gastrocnemius constitutes our future work.
4.5 Conclusion
While current device design efforts have utilized repeated human subjects testing when
device parameter values are being explored, a predictive simulation framework can be used
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to explore the device parameter space and to determine the most promising design solution-
s/parameter values that can be used to inform human subject experiments. Using predictive
simulation, in this chapter, we studied and designed three passive exoskeletons functioning
around hip, knee and ankle joints, and also their combination for reducing the metabolic cost
of walking. The results suggest that it is feasible to reduce the metabolic cost of walking up
to 28% using the proposed passive exoskeletons. Our results support the use of predictive
simulations as a tool for the study and conceptual design of exoskeletons.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
Exoskeletons or wearable robots are devices designed for applications in rehabilitation
engineering, assistive robotics, and power augmentation. So far, design and control of these
robots are often carried out using exhaustive experimental procedures. A few exoskeletons
are reported in the literature to be successful in interaction with the human body, yet these
exoskeletons reduce the metabolic expenditure of the body during walking by at most only a
few percent. Therefore, there are opportunities to improve and optimize these devices. In ad-
dition, recruiting healthy and impaired subjects for exoskeleton performance data collection
when they are wearing exoskeletons is a costly and time-consuming procedure.
Modeling the bipedal walking of human body and the exoskeleton system simultaneously,
enables a systematic approach for design and optimal control of an exoskeleton. In a com-
putational framework, performance of different exoskeletons and different controllers can be
compared to each other easily and efficiently, and a systematic method for their design can
be established.
In this PhD project, a framework was prepared for combined predictive simulation of
bipedal walking and exoskeletons. Specifically, this dissertation included the following chap-
ters:
Chapter I: To identify prerequisites of a combined simulation framework, a literature review
was provided about simulation-based design of human-augmenting and human-assisting de-
vices. Part of the literature review presented in this chapter has been included in a paper
submission as a journal manuscript to IEEE Transactions on Biomedical Engineering.
Chapter II: In this chapter, a framework for combined predictive simulation of human bipedal
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walking and exoskeletons was presented in which the excitation profiles of muscles were
optimized using a single shooting method. Using the proposed framework, bipedal walking
with different numbers of optimization parameters was generated, including parameters for
the excitation profiles of the muscles and initial posture of the model. Results obtained
from predictive simulation of walking at different speeds were presented. The predicted
metabolic cost of walking in these simulations were in accordance with the experimental
data previously reported in the literature. The work conducted in this part of the project
has been presented at several conferences [45, 48, 49], and is currently under review for
publication at IEEE Transactions on Biomedical Engineering.
Chapter III: In this chapter, for solving the computationally expensive optimization prob-
lem of predictive simulations, a computational tool was presented, which makes use of high-
throughput computing (HTC) resources. Using HTC, it is possible to use many computing
cores simultaneously. The computational tool automatically ran optimization jobs on sev-
eral computers and combined their results periodically to find the closest solution to the
global minimum of the predictive simulation problem. The provided computational tool
was published in proceedings of 2017 IEEE International Conference on Bioinformatics and
Biomedicine (BIBM) [50].
Chapter IV: In this chapter, the feasibility of using a predictive simulation framework for
study and design of exoskeletons was evaluated. Specifically, the proposed predictive simula-
tion framework was used to evaluate the feasibility of using passive exoskeletons mimicking
lower-limb uniarticular muscles for reducing the metabolic cost of walking. Results of the
work have been published as two conference abstracts [46, 47], and is currently under review
for publication at IEEE Transactions on Biomedical Engineering.
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5.1 Conclusion
The findings of this thesis indicate that predictive models and simulation tools are pow-
erful means for conceptual design and study of exoskeletons. While current design endeavors
attempt repeated human subjects testing to explore various device variables, a predictive
modeling and simulation framework can be used to investigate the device parameter space
and to identify the most promising solutions/parameter values. The knowledge gained can
be exploited to inform human subjects experimental design. Such a framework enables sim-
ulation and study of hypothetical exoskeleton scenarios and prediction of the exoskeletons’
performance after human-device adaptation. Furthermore, the proposed framework enables
determination of variations in metabolic energy expenditure of each muscle within different
gait stages, and provides actuation profile variations of different muscles caused by wear-
ing the exoskeletons. Through this methodology one can identify undesired effects of the
exoskeletons on muscles and implement design refinements accordingly.
5.2 Future work
Interesting future extensions of this work can include:
Simulation of bipedal walking in three-dimensions and running gait: Gener-
ation of planar bipedal walking, is a limitation of the proposed framework in Chapter II,
and hence, the framework cannot be used to consider muscle contributions and movement
variations in frontal and transverse planes. Also, with few extensions of the framework, it is
possible to use it for simulation of running, which would enable study and design of running
augmenting devices.
Using conventional optimization methods in the proposed computation tool
for a more efficient usage of HTC resources: In the computational framework prepared
in Chapter III, to combine the results of remote computers, the best results of each iteration
are transferred to subsequent rounds of optimization. Previously, a variety of optimization
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algorithms originating from various fields were implemented for more efficient combination
of the results of distributed computation cores, and therefore, using them is promising for
making the proposed tool more efficient.
Investigation of lower–limb biarticular exoskeletons for reducing the metabolic
cost of walking: Also, in Chapter IV, in design of exoskeletons for reducing the metabolic
cost of walking, only devices mimicking the function of uniarticular muscles were considered.
However, biarticular muscles, including the hamstrings, rectus femoris, and gastrocnemius,
play a significant role in generation of bipedal walking. Study and design of passive ex-
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