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2Introduction
The aim of this book is to give a rigorous introduction for the graduate
students to Analysis on Wiener space, a subject which has grown up very
quickly these recent years under the new impulse of the Stochastic Calculus
of Variations of Paul Malliavin (cf. [55]). A portion of the material exposed
is our own research, in particular, with Moshe Zakai and Denis Feyel for the
rest we have used the works listed in the bibliography.
The origin of this book goes back to a series of seminars that I had given
in Bilkent University of Ankara in the summer of 1987 and also during the
spring and some portion of the summer of 1993 at the Mathematics Insti-
tute of Oslo University and a graduate course dispensed at the University of
Paris VI. An initial and rather naive version of these notes has been pub-
lished in Lecture Notes in Mathematics series of Springer at 1995. Since then
we have assisted to a very quick development and progress of the subject in
several directions. In particular, its use has been remarked by mathemati-
cal economists. Consequently I have decided to write a more complete text
with additional contemporary applications to illustrate the strength and the
applicability of the subject. Several new results like the logarithmic Sobolev
inequalities, applications of the capacity theory to the local and global differ-
entiability of Wiener functionals, probabilistic notions of the convexity and
log-concavity, the Monge and the Monge-Kantorovitch measure transporta-
tion problems in the infinite dimensional setting and the analysis on the path
space of a compact Lie group are added.
Although some concepts are given in the first chapter, I assumed that the
students had already acquired the notions of stochastic calculus with semi-
martingales, Brownian motion and some rudiments of the theory of Markov
processes.
The second chapter deals with the definition of the (so-called) Gross-
Sobolev derivative and the Ornstein-Uhlenbeck operator which are indispens-
able tools of the analysis on Wiener space. In the third chapter we begin the
proof of the Meyer inequalities, for which the hypercontractivity property
of the Ornstein-Uhlenbeck semi-group is needed. We expose this last topic
in the fourth chapter and give the classical proof of the logarithmic Sobolev
inequality of L. Gross for the Wiener measure. In chapter V, we complete
the proof of Meyer inequalities and study the distribution spaces which are
defined via the Ornstein-Uhlenbeck operator. In particular we show that
the derivative and divergence operators extend continuously to distribution
spaces. In the appendix we indicate how one can transfer all these results
to arbitrary abstract Wiener spaces using the notion of time associated to a
3continuous resolution of identity of the underlying Cameron-Martin space.
Chapter VI begins with an extension of Clark’s formula to the distribu-
tions defined in the preceding chapter. This formula is applied to prove the
classical 0−1-law and as an application of the latter, we prove the positivity
improving property of the Ornstein-Uhlenbeck semigroup. We then show
that the functional composition of a non-degenerate Wiener functional with
values in IRn, (in the sense of Malliavin) with a real-valued smooth function
on IRn can be extended when the latter is a tempered distribution if we look
at to the result as a distribution on the Wiener space. This result contains the
fact that the probability density of a non-degenerate functional is not only
C∞ but also it is rapidly decreasing. This observation is then applied to prove
the regularity of the solutions of Zakai equation of the nonlinear filtering and
to an extension of the Ito formula to the space of tempered distributions
with non-degenerate Ito processes. We complete this chapter with two non-
standart applications of Clark’s formula, the first concerns the equivalence
between the independence of two measurable sets and the orthogonality of
the corresponding kernels of their Ito-Clark representation and the latter is
another proof of the logarithmic Sobolev inequality via Clark’s formula.
Chapter VII begins with the characterization of positive (Meyer) distri-
butions as Radon measures and an application of this result to local times.
Using capacities defined with respect to the Ornstein-Uhlenbeck process, we
prove also a stronger version of the 0−1-law alraedy exposed in Chapter VI:
it says that any H-invariant subset of the Wiener space or its complement
has zero Cr,1-capacity. This result is then used that the H- gauge functionals
of measurable sets are finite quasi-everywhere instead of almost everywhere.
We define also there the local Sobolev spaces, which is a useful notion when
we study the problems where the integrability is not a priori obvious. We
show how to patch them together to obtain global functionals. Finally we
give a short section about the distribution spaces defined with the second
quantization of a general “elliptic” operator, and as an example show that
the action of a shift define a distribution in this sense.
In chapter eight we study the independence of some Wiener functionals
with the previously developed tools.
The ninth chapter is devoted to some series of moment inequalities which
are important in applications like large deviations, stochastic differential
equations, etc. In the tenth chapter we expose the contractive version of
Ramer’s theorem as another example of the applications of moment inequal-
ities developed in the preceding chapter and as an application we show the
validity of the logarithmic Sobolev inequality under this perturbated mea-
sures. Chapter XI deals with a rather new notion of convexity and concavity
which is quite appropriate for the equivalence classes of Wiener functionals.
4We believe that it will have important applications in the field of convex
analysis and financial mathematics. Chapter XII can be regarded as an im-
mediate application of Chapter XI, where we study the problem of G. Monge
and its generalization, called the Monge-Kantorovitch1 measure transporta-
tion problem for general measures with a singular quadratic cost function,
namely the square of the Cameron-Martin norm. Later we study in detail
when the initial measure is the Wiener measure.
The last chapter is devoted to construct a similar Sobolev analysis on
the path space over a compact Lie group, which is the simplest non-linear
situation. This problem has been studied in the more general case of compact
Riemannian manifolds (cf. [56], [57]), however, I think that the case of Lie
groups, as an intermediate step to clarify the ideas, is quite useful.
Ali Su¨leyman U¨stu¨nel
1Another spelling is ”Kantorovich”.
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Chapter 1
Introduction to Stochastic
Analysis
This chapter is devoted to the basic results about the Wiener measure, Brow-
nian motion, construction of the Ito stochastic integral, Cameron-Martin and
Girsanov theorems, representation of the Wiener functionals with stochastic
integrals and the Ito-Wiener chaos decomposition which results from it. The
proofs are rather sketchy whenever they are given; for complete treatment
of these results we refer the reader to the excellent references given in the
bibliography.
1.1 The Brownian Motion and the Wiener
Measure
Let W = C0([0, 1]), define Wt as to be the coordinate functional, i.e., for
w ∈ W and t ∈ [0, 1], let Wt(w) = w(t) . If we note by Bt = σ{Ws; s ≤ t},
then, the following theorem is well-known (cf. for instance [81]):
Theorem 1.1.1 There is one and only one measure µ on W which satisfies
the following properties:
i) µ {w ∈ W : W0(w) = 0} = 1,
ii) For any f ∈ C∞b (IR), the stochastic process process
(t, w) 7→ f(Wt(w))− 1
2
∫ t
0
∆f(Ws(w))ds
is a (Bt, µ)-martingale, where ∆ denotes the Laplace operator. µ is
called the (standard) Wiener measure.
1
2 Brownian Motion
From Theorem 1.1.1, it follows that, for t > s,
Eµ
[
eiα(Wt−Ws)|Bs
]
= exp
{
−1
2
α2(t− s)
}
,
hence (t, w) 7→ Wt(w) is a continuous additive process (i.e.,a process with
independent increments) and (Wt; t ∈ [0, 1]) is also a continuous martingale.
1.2 Stochastic Integration
The stochastic integration with respect to the Brownian motion is first de-
fined on the adapted step processes and then extended to their completion
by isometry. A mapping K : [0, 1]×W → IR is called a step process if it can
be represented in the following form:
Kt(w) =
n∑
i=1
ai(w) · 1[ti,ti+1)(t), ai(w) ∈ L2(Bti) .
For such a step process, we define its stochastic integral with respect to the
Brownian motion, which is denoted by
I(K) =
∫ 1
0
KsdWs(w)
as to be
n∑
i=1
ai(w)
(
Wti+1(w)−Wti(w)
)
.
Using the the independence of the increments of (Wt, t ∈ [0, 1]), it is easy to
see that
E
[∣∣∣∣∫ 1
0
KsdWs
∣∣∣∣2
]
= E
∫ 1
0
|Ks|2 ds ,
i.e., I is an isometry from the adapted step processes into L2(µ), hence it
has a unique extension as an isometry from
L2([0, 1]×W,A, dt× dµ) I−→ L2(µ)
where A denotes the sigma algebra on [0, 1]×W generated by the adapted,
left (or right) continuous processes. The extension of I(K) is called the
stochastic integral of K and it is denoted as
∫ 1
0 KsdWs. If we define
It(K) =
∫ t
0
KsdWs
Ito Formula 3
as ∫ 1
0
1[0,t](s)KsdWs,
it follows from the Doob inequality that the stochastic process t 7→ It(K) is a
continuous, square integrable martingale. With some localization techniques
using stopping times, I can be extended to any adapted process K such that∫ 1
0 K
2
s (w)ds < ∞ a.s. In this case the process t 7→ It(K) becomes a local
martingale, i.e., there exists a sequence of stopping times increasing to one,
say (Tn, n ∈ IN) such that the process t 7→ It∧Tn(K) is a (square integrable)
martingale. Vector (i.e. IRn)- valued Brownian motion is defined as a pro-
cess whose components are independent, real-valued Brownian motions. A
stochastic process (Xt, t ≥ 0) with values in a finite dimensional Euclidean
space is called an Ito process if it can be represented as
Xt = X0 +
∫ t
0
asdWs +
∫ t
0
bsds ,
where (Wt, t ≥ 0) is a vector valued Brownian motion and a and b are
respectively matrix and vector valued, adapted, measurable processes with∫ t
0(|as|2 + |bs|)ds < ∞ almost surely for any t ≥ 0. In the sequel the no-
tation
∫ t
0 HsdXs will mean
∫ t
0 HsasdWs +
∫ t
0 Hsbsds, we shall also denote by
([X,X ]t, t ≥ 0) the Doob-Meyer process defined as
[X,X ]t =
∫ t
0
trace (asa
∗
s)ds .
This is the unique increasing process such that (|Xt|2 − [X,X ]t, t ≥ 0) is a
(continuous) local martingale. It can be calculated as the limit of the sums
lim
n∑
i=1
(
|Xti+1 |2 − |Xti |2
)
= lim
n∑
i=1
(
|Xti+1 | − |Xti |
)2
= lim
n∑
i=1
E
[
|Xti+1|2 − |Xti |2|Fti
]
,
where the limit is taken as the length of the partition {t1, . . . , tn+1} of [0, t],
defined by supi |ti+1 − ti|, tends to zero.
1.3 Ito formula
The following result is one of the most important applications of the stochas-
tic integration:
4 Brownian Motion
Theorem 1.3.1 Let f ∈ C2(IR) and let (Xt, t ∈ [0, 1]) be an Ito process,
i.e.,
Xt = X0 +
∫ t
0
KrdWr +
∫ t
0
Urdr
where X0 is B0-measurable, K and U are adapted processes with∫ 1
0
[
|Kr|2 + |Ur|
]
dr <∞ (1.3.1)
almost surely. Then
f(Xt) = f(X0) +
∫ t
0
f ′(Xs)KsdWs +
1
2
∫ t
0
f ′′(Xs)K2sds
+
∫ t
0
f ′(Xr)Urdr .
Remark 1.3.2 This formula is also valid in the several dimensional case. In
fact, if K is and U are adapted processes with values in IRn ⊗ IRm and IRm
respectively whose components are satisfying the condition (1.3.1), then we
have, for any f ∈ C2(IRm),
f(Xt) = f(X0) +
∫ t
0
∂if(Xr)Kij(r)dW
j
r +
∫ t
0
∂if(Xr)Ui(r)dr
+
1
2
∫ t
0
∂2ijf(Xr)(KrK
∗
r )ijdr
almost surely.
To prove the Ito formula we shall proceed by
Lemma 1.3.3 Let X = (Xt, t ≥ 0) and Y = (Yt, t ≥ 0) be two Ito real-
valued processes, then
XtYt = X0Y0 +
∫ t
0
XsdYs +
∫ t
0
YsdXs + [X, Y ]t , (1.3.2)
almost surely, where [X, Y ] denotes the Doob-Meyer process. In particular
X2t = X
2
0 + 2
∫ t
0
XsdXs + [X,X ]t . (1.3.3)
Proof: Evidently it suffices to prove the relation (1.3.3), since we can obtain
(1.3.2) via a polarization argument. Since X has almost surely continuous
trajectories, using a stopping time argument we can assume that X is almost
surely bounded. Assume now that {t1, . . . , tn} is a partition of [0, t] and
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denote by (Mt, t ≥ 0) the local martingale part and by (At, t ≥ 0) the finite
variaton part of X . We have
X2t −X20 =
n∑
k=1
(Xtk −Xtk−1)2 + 2
n∑
k=1
Xtk−1(Xtk −Xtk−1) (1.3.4)
=
n∑
k=1
(X2tk −X2tk−1) + 2
n∑
k=1
Xtk−1(Mtk −Mtk−1) (1.3.5)
+2
n∑
k=1
Xtk−1(Atk −Atk−1) . (1.3.6)
Now, when supk |tk − tk−1| → 0, then the first term at the right hand side
of (1.3.5) converges to [X,X ]t and the sum of the second term with (1.3.6)
converges to 2
∫ t
0 XsdXs in probability.
Proof of the Ito formula:
Using a stopping argument we can assume that X takes its values in a
bounded interval, say [−K,K]. The interest of this argument resides in the
fact that we can approach a C2 function, as well as its first two derivatives
uniformly by the polynomials on any compact interval. On the other hand,
using Lemma 1.3.3, we see that the formula is valid for the polynomials. Let
us denote by (Γf)t the random variable
f(Xt)− f(X0)−
∫ t
0
f ′(Xs)dXs − 1
2
∫ t
0
f ′′(Xs)d[X,X ]s .
Assume moreover that (pn, n ≥ 1) is a sequence of polynomials such that
(pn,≥ 1), (p′n,≥ 1) and (p′′n,≥ 1) converge uniformly on [−K,K] to f, f ′ and
to f ′′ respectively. Choosing a subsequence, if necessary, we may assume that
sup
x∈[−K,K]
(|f(x)− pn(x)| + |f ′(x)− p′n(x)|+ |f ′′(x)− p′′n(x)|) ≤ 1/n .
Using the Doob and the Chebytchev inequalities, it is easy to see that (Γf)t−
(Γpn)t converges to zero in probability, since (Γpn)t = 0 almost surely, (Γf)t
should be also zero almost surely and this completes the proof of the Ito
formula.
As an immediate corollary of the Ito formula we have
Corollary 1.3.4 For any h ∈ L2([0, 1]), the process defined by
Et(I(h)) = exp
(∫ t
0
hsdWs − 1
2
∫ t
0
h2sds
)
is a martingale.
6 Brownian Motion
Proof: Let us denote Et(I(h)) by Mt, then from the Ito formula we have
Mt = 1 +
∫ t
0
MshsdWs ,
hence (Mt, t ∈ [0, 1]) is a local martingale, moreover, since I(h) is Gaus-
sian, M1 is in all the L
p-spaces, hence (Mt, t ∈ [0, 1]) is a square integrable
martingale.
1.4 Alternative constructions of the Wiener
measure
A) Let us state first the celebrated theorem of Ito-Nisio about the con-
vergence of the random series of independent, Banach space valued random
variables (cf. [42]):
Theorem 1.4.1 (Ito-Nisio Theorem) Assume that (Xn, n ∈ IN) is a se-
quence of independent random variables with values in a separable Banach
space B whose continuous dual is denoted by B⋆. The sequence (Sn, n ∈ IN)
defined as
Sn =
n∑
i=1
Xi ,
converges almost surely in the norm topology of B if and only if there exists
a probability measure ν on B such that
lim
n
E
[
ei<ξ,Sn>
]
=
∫
B
ei<ξ,y>ν(dy)
for any ξ ∈ B⋆.
We can give another construction of the Brownian motion using Theorem
1.4.1 as follows: Let (γi; i ∈ IN) be an independent sequence of N1(0, 1)-
Gaussian random variables. Let (gi) be a complete, orthonormal basis of
L2([0, 1]). Then Wt defined by
Wt(w) =
∞∑
i=1
γi(w) ·
∫ t
0
gi(s)ds
converges almost surely uniformly with respect to t ∈ [0, 1] and (Wt, t ∈ [0, 1])
is a Brownian motion. In fact to see this it suffices to apply Theorem 1.4.1
to the sequence (Xn, n ∈ IN) defined by
Xn(w) = γn(w)
∫ ·
0
gn(s)ds .
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Remark 1.4.2 In the sequel we shall denote by H the so-called Cameron-
Martin space H([0, 1], IRn) (in case n = 1 we shall again write simply H or,
in case of necessity H([0, 1])) i. e., the isometric image of L2([0, 1], IRn) under
the mapping
g →
∫ ·
0
g(τ)dτ .
Hence for any complete, orthonormal basis (gi, i ∈ IN) of L2([0, 1], IRn),
(
∫ ·
0 gi(s)ds, i ∈ IN) is a complete orthonormal basis of H([0, 1], IRn). The
use of the generic notation H will be preferred as long as the results are
dimension independent.
B) Let (Ω,F ,P) be any abstract probability space and let H be any sep-
arable Hilbert space. If L : H→L2(Ω,F ,P) is a linear operator such that
for any h ∈ H , E[exp iL(h)] = exp−1
2
|h|2H , then there exists a Banach space
with dense injection
H
→֒ W
dense, hence
W ∗
∗→֒ H
is also dense and there exists a probability measure µ on W such that∫
W
exp〈w∗, w〉dµ(w) = exp−1
2
| j∗(w∗) |2H
and
L(j∗(w∗))(w) = 〈w∗, w〉
almost surely. (W,H, µ) is called an Abstract Wiener space and µ is the
Wiener measure (cf. [37]). In the case H is chosen to be
H([0, 1]) =
{
h : h(t) =
∫ t
0
h˙(s)ds, |h|H = |h˙|L2([0,1])
}
then µ is the classical Wiener measure and W can be taken as C0([0, 1]).
Remark 1.4.3 In the case of the classical Wiener space, any element λ of
W ∗ is a signed measure on [0, 1], and its image in H = H([0, 1]) can be
represented as j∗(λ)(t) =
∫ t
0 λ([s, 1])ds. In fact, we have for any h ∈ H
(j∗(λ), h) = < λ, j(h) >
=
∫ 1
0
h(s)λ(ds)
= h(1)λ([0, 1])−
∫ 1
0
λ([0, s])h˙(s)ds
8 Brownian Motion
=
∫ 1
0
(λ([0, 1])− λ([0, s])h˙(s)ds
=
∫ 1
0
λ([s, 1])h˙(s)ds.
1.5 Cameron-Martin and Girsanov Theorems
In the sequel we shall often need approximation of the Wiener functional
with cylindrical smooth functions on the Wiener space. This kind of prop-
erties hold in every Wiener space since this is due to the analyticity of the
characteristic function of the Wiener measure. However, they are very easy
to explain in the case of classical Wiener space, that is why we have chosen
to work in this frame. In particular the Cameron-Martin theorem which is
explained in this section is absolutely indispensable for the development of
the next chapters.
Lemma 1.5.1 The set of random variables{
f(Wt1 , . . . ,Wtn); ti ∈ [0, 1], f ∈ S(IRn);n ∈ IN
}
is dense in L2(µ), where S(IRn) denotes the space of infinitely differentiable,
rapidly decreasing functions on IRn.
Proof: It follows from the martingale convergence theorem and the monotone
class theorem.
Lemma 1.5.2 The linear span of the set
Θ =
{
exp
[∫ 1
0
hsdWs − 1
2
∫ 1
0
h2sds
]
: h ∈ L2([0, 1])
}
is dense in L2(µ).
Proof: It follows from Lemma 1.5.1, via the Fourier transform.
Remark: Although the set Θ separates the points of L2(µ), it does not give
any indication about the positivity.
Lemma 1.5.3 The polynomials are dense in L2(µ).
Proof: The proof follows by the analyticity of the characteristic function of
the Wiener measure, in fact, due to this property, the elements of the set in
Lemma 1.5.2 can be approached by the polynomials.
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Theorem 1.5.4 (Cameron-Martin Theorem) For any bounded Borel mea-
surable function F on C0([0, 1]) and h ∈ L2([0, 1]), we have
Eµ
[
F
(
w +
∫ ·
0
hsds
)
exp
{
−
∫ 1
0
hsdWs − 1
2
∫ 1
0
h2sds
}]
= Eµ[F ] .
This assertion implies in particular that the process (t, w)→Wt(w)+ ∫ t0 hsds
is again a Brownian motion under the new probability measure
exp
{
−
∫ 1
0
hsdWs − 1
2
∫ 1
0
h2sds
}
dµ.
Proof: It is sufficient to show that the new probability has the same char-
acteristic function as µ: if x∗ ∈ W ∗, then x∗ is a measure on [0, 1] and
W ∗〈x∗, w〉W =
∫ 1
0
Ws(w)x
∗(ds)
= Wt(w) · x∗([0, t])
∣∣∣1
0
−
∫ 1
0
x∗([0, t])dWt(w)
= W1x
∗([0, 1])−
∫ 1
0
x∗([0, t]).dWt
=
∫ 1
0
x∗((t, 1])dWt .
Consequently
E
[{
exp i
∫ 1
0
x∗([t, 1])dWt
}(
w +
∫ ·
0
hsds
)
E(−I(h))
]
= E
[
exp
{
i
∫ 1
0
x∗([t, 1])dWt + i
∫ 1
0
x∗([t, 1])htdt−
∫ 1
0
htdWt −1
2
∫ 1
0
h2tdt
}]
= E
[
exp
{
i
∫ 1
0
(ix∗([t, 1])− ht)dWt
}
exp
{
i
∫ 1
0
x∗([t, 1])htdt− 1
2
∫ 1
0
h2tdt
}]
= exp
{
1
2
∫ 1
0
(ix∗([t, 1])− ht)2dt+ i
∫ 1
0
x∗([t, 1])htdt− 1
2
∫ 1
0
h2tdt
}
= exp−1
2
∫ 1
0
(x∗([t, 1]))2dt
= exp−1
2
|j(x∗)|2H ,
and this achieves the proof.
The following corollary is one of the most important results of the modern
probability theory:
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Corollary 1.5.5 (Paul Le´vy’s Theorem) Suppose that (Mt, t ∈ [0, 1]) is
a continuous martingale with M0 = 0 and that (M
2
t − t, t ∈ [0, 1]) is again a
martingale. Then (Mt, t ∈ [0, 1]) is a Brownian motion.
Proof: From the Ito formula
f(Mt) = f(0) +
∫ t
0
f ′(Ms) · dMs + 1
2
∫ t
0
∆f(Ms) ds .
Hence the law of (Mt : t ∈ [0, 1]) is µ.
As an application of Paul Le´vy’s theorem we can prove easily the following
result known as the Girsanov theorem which generalizes the Cameron-Martin
theorem. This theorem is basic in several applications like the filtering of the
random signals corrupted by a Brownian motion, or the problem of optimal
control of Ito processes.
Theorem 1.5.6 (Girsanov Theorem) Assume that u : [0, 1] ×W → IRn
is a measurable process adapted to the Brownian filtration satisfying∫ 1
0
|us|2ds <∞
µ-almost surely. Let
Λt = exp
{
−
∫ t
0
(us, dWs)− 1/2
∫ t
0
|us|2ds
}
.
Assume that
E [Λ1] = 1 . (1.5.7)
Then the process (t, w) → Wt(w) + ∫ t0 us(w)ds is a Brownian motion under
the probability Λ1dµ.
Remark 1.5.7 The condition (1.5.7) is satisfied in particular if we have
E
[
exp
1
2
∫ 1
0
|us|2ds
]
<∞ .
This is called the Novikov condition (cf. [67, 101]). There is another, slightly
more general sufficient condition due to Kazamaki [45], which is
E
[
exp
1
2
∫ 1
0
usdWs
]
<∞ .
Note that the difference between the Cameron–Martin theorem and the Gir-
sanov theorem is that in the former the mapping w → w + ∫ ·0 h(s)ds is an
invertible transformation of the Wiener space W and in the latter the corre-
sponding map w → w + ∫ ·0 us(w)ds is not necessarily invertible.
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1.6 The Ito Representation Theorem
The following result is known as the Ito representation formula:
Theorem 1.6.1 Any ϕ ∈ L2(µ) can be represented as
ϕ = E[ϕ] +
∫ 1
0
KsdWs
where K ∈ L2([0, 1]×W ) and it is adapted.
Proof: Since the Wick exponentials
E(I(h)) = exp
{∫ 1
0
hsdWs − 1/2
∫ 1
0
h2sds
}
can be represented as claimed and since their finite linear combinations are
dense in L2(µ), the proof follows.
Remark 1.6.2 Let φ be an integrable real random variable on the Wiener
space. We say that it belongs to the class H1 if the martingale M = (Mt, t ∈
[0, 1]) satisfies the property that
E[< M,M >
1/2
1 ] <∞ .
The Ito representation theorem extends via stopping techniques to the ran-
dom variables of class H1.
1.7 Ito-Wiener chaos representation
For any h ∈ L2([0, 1]), define Kt = ∫ t0 hsdWs, t ∈ [0, 1]. Then, from the Ito
formula, we can write
Kp1 = p
∫ 1
0
Kp−1s hsdWs +
p(p− 1)
2
∫ 1
0
Kp−2s h
2
sds
= p
∫ 1
0
[
(p− 1)
∫ t1
0
Kp−2t2 ht2dWt2 +
(p− 1)(p− 1)
2
∫ t1
0
Kp−3t2 h
2
t2
dt2
]
dWt1
+ · · ·
where p is a positive integer. Iterating this procedure we see that Kp1 can be
written as the linear combination of the multiple integrals of deterministic
integrands of the type
Jp =
∫
0<tp<tp−1<···<t1<1
ht1ht2 . . . htp dW
i1
t1
. . . dW
ip
tp ,
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ij = 0 or 1 with dW
0
t = dt and dW
1
t = dWt. Hence we can express the
polynomials as multiple Wiener-Ito integrals. Let us now combine this ob-
servation with the Ito representation:
Assume that ϕ ∈ L2(µ), then from the Ito representation theorem :
ϕ = E[ϕ] +
∫ 1
0
KsdWs .
Iterating the same procedure for the integrand of the above stochastic inte-
gral:
ϕ = E[ϕ] +
∫ 1
0
E[Ks]dWs +
∫ 1
0
∫ t1
0
E[K1,2t1,t2 ]dWt2dWt1
+
∫ 1
0
∫ t1
0
∫ t2
0
K1,2,3t1t2t3dWt3dWt2dWt1 .
After n iterations we end up with
ϕ =
n∑
p=0
Jp(Kp) + ϕn+1
and each element of the sum is orthogonal to the other one. Hence (ϕn;n ∈
IN) is bounded in the Hilbert space L2(µ) and this means that it is weakly
relatively compact. Let (ϕnk) be a weakly convergent subsequence and ϕ∞ =
lim
k→∞
ϕnk . Then it is easy from the first part that ϕ∞ is orthogonal to the
polynomials, therefore ϕ∞ = 0 and the weak limit
w − lim
n→∞
n∑
p=0
Jp(Kp)
exists and it is equal to ϕ almost surely. Let
Sn =
n∑
p=0
Jp(Kp) ,
then, from the weak convergence, we have
lim
n
E[|Sn|2] = lim
n
E[Sn ϕ] = E[|ϕ|2] ,
hence (Sn, n ≥ 1) converges weakly to ϕ and its L2-norm converges to the
L2-norm of ϕ and this implies that the series
∞∑
p=1
Jp(Kp)
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converges to ϕ in the strong topology of L2(µ). Let now K̂p be an element
of L̂2[0, 1]p (i.e. symmetric), defined as K̂p = Kp on Cp = {t1 < · · · < tp}.
We define Ip(K̂p) = p!Jp(Kp) in such a way that
E[|Ip(K̂p)|2] = (p!)2
∫
Cp
K2pdt1 . . . dtp = p!
∫
[0,1]p
|K̂p|2dt1 . . . dtp .
Let ϕp =
K̂p
p!
, then we have proven
Theorem 1.7.1 Any element ϕ of L2(µ), can be decomposed as an orthog-
onal sum of multiple Wiener-Ito integrals
ϕ = E[ϕ] +
∞∑
p=1
Ip(ϕp)
where ϕp is a symmetric element of L
2[0, 1]p. Moreover, this decomposition
is unique.
Remark: In the following chapters we shall give an explicit representation
of the kernels ϕp using the Gross-Sobolev derivative.
Notes and suggested reading
The basic references for the stochastic calculus are the books of Dellacherie-Meyer [21]
and of Stroock-Varadhan [81]. Especially in the former, the theory is established for
the general semimartingales with jumps. For the construction of the Wiener measure on
Banach spaces we refer the reader to [37] and especially to [49].
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Chapter 2
Sobolev Derivative, Divergence
and Ornstein-Uhlenbeck
Operators
2.1 Introduction
Let W = C0([0, 1], IR
d) be the classical Wiener space equipped with µ the
Wiener measure. We want to construct on W a Sobolev type analysis in
such a way that we can apply it to the random variables that we encounter
in the applications. Mainly we want to construct a differentiation operator
and to be able to apply it to practical examples. The Fre´chet derivative is
not satisfactory. In fact the most frequently encountered Wiener functionals,
as the multiple (or single) Wiener integrals or the solutions of stochastic
differential equations with smooth coefficients are not even continuous with
respect to the Fre´chet norm of the Wiener space. Therefore, what we need
is in fact to define a derivative on the Lp(µ)-spaces of random variables,
but in general, to be able to do this, we need the following property which is
essential: if F,G ∈ Lp(µ), and if we want to define their directional derivative,
in the direction, say w˜ ∈ W , we write d
dt
F (w + tw˜)|t=0 and ddtG(w + tw˜)|t=0.
If F = G µ-a.s., it is natural to ask that their derivatives are also equal a.s.
For this, the only way is to choose w˜ in some specific subspace ofW , namely,
the Cameron-Martin space H :
H =
{
h : [0, 1]→ IRd/h(t) =
∫ t
0
h˙(s)ds, |h|2H =
∫ 1
0
|h˙(s)|2ds
}
.
In fact, the theorem of Cameron-Martin says that for any F ∈ Lp(µ), p > 1,
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h ∈ H
Eµ
[
F (w + h) exp
{
−
∫ 1
0
h˙(s) · dWs − 12 |h|2H
}]
= Eµ[F ] ,
or equivalently
Eµ[F (w + h)] = E
[
F (w) · exp
{∫ 1
0
h˙s · dWs − 12 |h|2H
}]
.
That is to say, if F = G a.s., then F (·+ h) = G(·+ h) a.s. for all h ∈ H .
2.2 The Construction of ∇ and its properties
If F :W → IR is a function of the following type (called cylindrical ):
F (w) = f(Wt1(w), . . . ,Wtn(w)), f ∈ S(IRn),
we define, for h ∈ H ,
∇hF (w) = d
dλ
F (w + λh)|λ=0 .
Noting that Wt(w + h) = Wt(w) + h(t), we obtain
∇hF (w) =
n∑
i=1
∂if(Wt1(w), . . . ,Wtn(w))h(ti),
in particular
∇hWt(w) = h(t) =
∫ t
0
h˙(s)ds =
∫ 1
0
1[0,t](s) h˙(s)ds.
If we denote by Ut the element of H defined as Ut(s) =
∫ s
0 1[0,t](r)dr, we have
∇hWt(w) = (Ut, h)H . Looking at the linear map h 7→ ∇hF (w) we see that it
defines a random element with values in H⋆, since we have identified H with
H⋆, ∇F is an H-valued random variable. Now we can prove:
Proposition 2.2.1 ∇ is a closable operator on any Lp(µ) (p > 1).
Proof: Closable means that if (Fn : n ∈ IN) are cylindrical functions on W ,
such that Fn → 0 in Lp(µ) and if (∇Fn;n ∈ IN) is Cauchy in Lp(µ,H), then
its limit is zero. Hence suppose that ∇Fn → ξ in Lp(µ;H). In order to prove
ξ = 0 µ-a.s., we use the Cameron-Martin theorem: Let ϕ be any cylindrical
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function. Since such ϕ’s are dense in Lp(µ), it is sufficient to prove that
E[(ξ, h)H · ϕ] = 0 for any h ∈ H . This follows from
E[(∇Fn, h)ϕ] = d
dλ
E[Fn(w + λh) · ϕ]|λ=0
=
d
dλ
E
[
Fn(w)ϕ(w − λh) exp
(
λ
∫ 1
0
h˙(s)dWs − λ
2
2
∫ 1
0
|h˙s|2ds
)]∣∣∣∣∣
λ=0
= E
[
Fn(w)
(
−∇hϕ(w) + ϕ(w)
∫ 1
0
h˙(s)dWs
)]
−→
n→∞ 0
since (Fn, n ∈ IN) converges to zero in Lp(µ).
Proposition 2.2.1 tells us that the operator ∇ can be extended to larger
classes of Wiener functionals than the cylindrical ones. In fact we define first
the extended Lp-domain of ∇, denoted by Domp(∇) as
Definition 2.2.2 F ∈ Domp(∇) if and only if there exists a sequence (Fn;n ∈
IN) of cylindrical functions such that Fn → F in Lp(µ) and (∇Fn) is Cauchy
in Lp(µ,H). Then, for any F ∈ Domp(∇), we define
∇F = lim
n→∞∇Fn.
The extended operator ∇ is called Gross-Sobolev derivative .
Remark 2.2.3 Proposition 2.2.1 implies that the definition of ∇F is inde-
pendent of the choice of the approximating sequence (Fn).
Now we are ready to define
Definition 2.2.4 We will denote by IDp,1 the linear space Domp(∇) equipped
with the norm ‖F‖p,1 = ‖F‖p + ‖∇F‖Lp(µ,H).
Remark 2.2.5 1. If Ξ is a separable Hilbert space we can define IDp,1(Ξ)
exactly in the same way as before, the only difference is that we take
SΞ instead of S, i.e., the rapidly decreasing functions with values in Ξ.
Then we leave to the reader to prove that the same closability result
holds.
2. Hence we can define IDp,k by iteration:
i) We say that F ∈ IDp,2 if ∇F ∈ IDp,1(H), then write ∇2F =
∇(∇F ).
ii) F ∈ IDp,k if ∇k−1F ∈ IDp,1(H⊗(k−1)).
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3. Note that, for F ∈ IDp,k, ∇kF is in fact with values H⊗̂k (i.e. symmetric
tensor product).
4. From the proof we have that if F ∈ IDp,1, h ∈ H and ϕ is cylindrical,
we have
E[∇hF · ϕ] = −E[F · ∇hϕ] + E[I(h) · F · ϕ] ,
where I(h) is the first order Wiener integral of the (Lebesgue) density
of h. If ϕ ∈ IDq,1 (q−1 + p−1 = 1), by a limiting argument, the same
relation holds again. Let us note that this limiting procedure shows in
fact that if ∇F ∈ Lp(µ,H) then F.I(h) ∈ Lp(µ), i.e., F is more than
p-integrable. This observation gives rise to the logarithmic Sobolev
inequality.
2.3 Derivative of the Ito integral
Let ϕ = f(Wt1 , . . . ,Wtn), ti ≤ t, f smooth. Then we have
∇hϕ(w) =
n∑
i=1
∂if(Wt1 , . . . ,Wtn)h(ti) ,
hence ∇ϕ is again a random variable which is Bt-measurable. In fact this
property is satisfied by a larger class of Wiener functionals:
Proposition 2.3.1 Let ϕ ∈ IDp,1, p > 1 and suppose that ϕ is Bt-measurable
for a given t ≥ 0. Then ∇ϕ is also Bt-measurable and furthermore, for any
h ∈ H, whose support is in [t, 1], ∇hϕ = (∇ϕ, h)H = 0 a.s.
Proof: Let (ϕn) be a sequence of cylindrical random variable converging to
ϕ in IDp,1. If ϕn is of the form f(Wt1 , . . . ,Wtk), it is easy to see that, even
if ϕn is not Bt-measurable, E[ϕn|Bt] is another cylindrical random variable,
say θn(Wt1∧t, . . . ,Wtk∧t). In fact, suppose that tk > t and t1, . . . , tk−1 ≤ t.
We have
E[f(Wt1 , . . . ,Wtk)|Bt] = E[f(Wt1 . . . ,Wtk−1 ,Wtk −Wt +Wt)|Bt]
=
∫
IR
f(Wt1 , . . . ,Wtk−1 ,Wt + x)ptk−t(x)dx
= θ(Wt1 , . . . ,Wtk−1 ,Wt) ,
and θ ∈ S if f ∈ S(IRk), where pt denotes the heat kernel. Hence we
can choose a sequence (ϕn) converging to ϕ in IDp,1 such that ∇ϕn is Bt-
measurable for each n ∈ IN. Hence ∇ϕ is also Bt-measurable. If h ∈ H has
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its support in [t, 1], then, for each n, we have ∇hϕn = 0 a.s., because ∇ϕn
has its support in [0, t] as one can see from the explicit calculation for ∇ϕn.
Taking an a.s. convergent subsequence, we see that ∇hϕ = 0 a.s. also. .
Let now K be an adapted simple process:
Kt(w) =
n∑
i=1
ai(w)1(ti,ti+1](t)
where ai ∈ IDp,1 and Bti-measurable for any i. Then we have∫ 1
0
KsdWs =
n∑
i=1
ai(Wti+1 −Wti)
and
∇h
∫ 1
0
KsdWs =
n∑
i=1
∇hai(Wti+1 −Wti)
+
n∑
i=1
ai(h(ti+1)− h(ti))
=
∫ 1
0
∇hKsdWs +
∫ 1
0
Ksh˙(s)ds .
Hence ∣∣∣∣∇ ∫ 1
0
KsdWs
∣∣∣∣2
H
≤ 2
{∣∣∣ ∫ 1
0
∇KsdWs
∣∣∣2
H
+
∫ 1
0
|Ks|2ds
}
and
E
[(∣∣∣∇ ∫ 1
0
KsdWs
∣∣∣2
H
)p/2]
≤ 2pE
[(∣∣∣ ∫ 1
0
∇KsdWs
∣∣∣p
H
+
∫ 1
0
|Ks|2ds
)p/2]
.
Using the Burkholder-Davis-Gundy inequality for the Hilbert space valued
martingales, the above quantity is majorized by
2cpE
{(∫ 1
0
|∇Ks|2Hds
)p/2
+
(∫ 1
0
|Ks|2ds
)p/2}
= c˜p‖∇K˜‖pLp(µ,H⊗H) + ‖K˜‖Lp(µ,H) ,
where
K˜. =
∫ ·
0
Krdr .
Thanks to this majoration, we have proved:
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Proposition 2.3.2 Let K˜ ∈ IDp,1(H) such that Kt = dK˜(t)dt be Bt-measurable
for almost all t. Then we have
∇
∫ 1
0
KsdWs =
∫ 1
0
∇·KsdWs + K˜ (2.3.1)
almost surely.
Remark 2.3.3 The relation 2.3.1 means that, for any h ∈ H , we have
∇h
∫ 1
0
KsdWs =
∫ 1
0
∇hKsdWs +
∫ 1
0
Ksh˙(s)ds .
Corollary 2.3.4 If ϕ = In(fn), fn ∈ Lˆ2([0, 1]n), then we have, for h ∈ H,
∇hIn(fn) = n
∫
[0,1]n
f(t1, . . . , tn)h˙(tn)dWt1 , . . . , dWtn−1 dtn .
Proof: Apply the above proposition n-times to the case in which, first fn is
C∞([0, 1]n), then pass to the limit in L2(µ).
The following result will be extended in the sequel to much larger classes of
random variables:
Corollary 2.3.5 Let ϕ : W → IR be analytic in H-direction. Then we have
ϕ = E[ϕ] +
∞∑
n=1
I˜n
(
E[∇nϕ]
n!
)
,
where I˜n(g), for a symmetric g ∈ H⊗n, denotes the multiple Wiener integral
of
∂ng
∂t1 . . . ∂tn
(t1, . . . , tn) .
In other words the kernel ϕn ∈ Lˆ2[0, 1]n of the Wiener chaos decomposition
of ϕ is equal to
∂n
∂t1 . . . ∂tn
E[∇nϕ]
n!
.
Proof: We have, on one hand, for any h ∈ H ,
E[ϕ(w + h)] = E
[
ϕ exp
∫ 1
0
h˙sdWs − 12
∫ 1
0
h˙2sds
]
= E[ϕ E(I˜(h))] .
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On the other hand, from Taylor’s formula:
E[ϕ(w + h)] = E[ϕ] +
∞∑
1
E
[
(∇nϕ(w), h⊗n)
n!
]
= E[ϕ] +
∞∑
1
1
n!
(E[∇nϕ], h⊗n)H⊗n
= E[ϕ] +
∞∑
1
1
n!
E[I˜n(E[∇nϕ]) I˜n(h⊗n)]
n!
= E[ϕ] +
∞∑
1
E
[
I˜n(E[∇nϕ])
n!
I˜n(h
⊗n)
n!
]
hence, from the symmetry, we have
I˜n(ϕn) =
1
n!
I˜n(E[∇nϕ]) ,
where we have used the notation I˜1(h) = I˜(h) =
∫ 1
0 h˙sdWs and
I˜n(ϕn) =
∫
[0,1]n
∂nϕn
∂t1 . . . ∂tn
(t1, . . . , tn)dWt1 . . . dWtn .
2.4 The divergence operator
The divergence operator, which is the adjoint of the Sobolev derivative with
respect to the Wiener measure, is one of the most important tools of the
Stochastic Analysis. We begin with its formal definition:
Definition 2.4.1 Let ξ : W → H be a random variable. We say that ξ ∈
Domp(δ), if for any ϕ ∈ IDq,1 (q−1 + p−1 = 1), we have
E[(∇ϕ, ξ)H ] ≤ cp,q(ξ).‖ϕ‖q ,
and in this case we define δξ by
E[{δξ}ϕ] = E[(ξ,∇ϕ)H ] ,
i.e., δξ = ∇∗ξ, where ∇∗ denotes the adjoint of ∇ with respect to the Wiener
measure µ, it is called the divergence operator.
22 Derivative, Divergence
Remark: For the emergence of this operator cf. [47], [35] and the references
there.
Let us give some properties of δ:
1.) Let a : W → IR be “smooth”, ξ ∈ Domp(δ). Then we have, for any
ϕ ∈ IDq,1 ,
E [δ(aξ)ϕ] = E [(aξ,∇ϕ)H ]
= E[(ξ, a∇ϕ)H]
= E[(ξ,∇(aϕ)− ϕ ∇a)H ]
= E[(δξ) aϕ− ϕ (∇a, ξ)H ] ,
hence
δ(aξ) = aδξ − (∇a, ξ)H. (2.4.2)
2.) Let h ∈ H , then we pretend that
δh =
∫ 1
0
h˙(s)dWs.
To see this, it is sufficient to test this relation on the exponential mar-
tingales: if k ∈ H , we have
E
[
δh exp
{∫ 1
0
k˙sdWs − 12
∫ 1
0
k˙2sds
}]
= E[(h,∇E(I(k))H)]
= E[(h, k)HE(I(k))]
= (h, k)H .
On the other hand, supposing first h ∈ W ∗,
E[I(h) E(I(k))] = E[I(h)(w + k)]
= E[I(h)] + (h, k)H
= (h, k)H .
Hence in particular, if we denote by 1˜[s,t] the element of H such that
1˜[s,t](r) =
∫ r
0 1[s,t](u)du, we have that
δ(1˜[s,t]) =Wt −Ws . (2.4.3)
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3.) Let now K be an adapted, simple process
Kt(w) =
n∑
1
ai(w).1[ti,ti+1[(t) ,
where ai ∈ IDp,1 and Bti-measurable for each i. Let K˜ be
∫ ·
0Ksds. Then
from the identity (2.4.3), we have
δK˜ = δ
( n∑
1
ai.1˜[ti,ti+1[
)
=
n∑
1
{
aiδ(1˜[ti,ti+1[)− (∇ai, 1˜[ti,ti+1[)
}
.
From the relation (2.4.3), we have δ(1˜[ti,ti+1[) = Wti+1 −Wti , further-
more, from the Proposition 2.3.1, the support of ∇ai is in [0, ti], con-
sequently, we obtain
δK˜ =
n∑
i=1
ai(Wti+1 −Wti) =
∫ 1
0
KsdWs .
Hence we have the important result which says that
Theorem 2.4.2 Domp(δ) (p > 1) contains the set consisting of the primi-
tives of adapted stochastic processes satisfying
E
[( ∫ 1
0
K2sds
)p/2]
<∞ .
Moreover one has
δ
{∫ ·
0
Ksds
}
=
∫ 1
0
KsdWs .
2.5 Local characters of ∇ and δ
Before proceeding further, we shall prove the locality of the Gross-Sobolev
derivative and the divergence operators in this section:
Lemma 2.5.1 Let φ ∈ IDp,1 for some p > 1, then we have, for any constant
c ∈ IR,
∇φ = 0 on {φ = c} ,
almost surely.
Proof: Replacing φ by φ − c, we may assume that c = 0. Let now f be
a positive, smooth function of compact support on IR such that f(0) = 1.
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Let fε(t) = f(t/ε) and let Fε be its primitive. For any smooth, cylindrical,
H-valued random variable u, we have
E[Fε(φ) δu] = E[(∇Fε(φ), u)H]
= E[fε(φ)(∇φ, u)H]
→ E[1{φ=0}(∇φ, u)H]
as ε→ 0. On the other hand |Fε(φ)| ≤ ε ‖f‖L1(IR,dt), hence it follows that
E[1{φ=0}(∇φ, u)H] = 0 ,
since such u’s are dense in Lq(µ,H), the proof follows.
The divergence operator has an analogous property:
Lemma 2.5.2 Assume that u ∈ Domp(δ), p > 1, and that the operator norm
of ∇u, denoted by ‖∇u‖op is in Lp(µ). Then
δu = 0 a.s. on {w ∈ W : u(w) = 0} .
Proof: Let fε be as in the proof of Lemma 2.5.1, then for any cylindrical φ,
using the integration by parts formula:
E
[
fε
(
|u|2H
)
δu φ
]
= E
[
f ′ε
(
|u|2H
) (
u,∇|u|2H
)
H
φ
]
+E
[
fε
(
|u|2H
)
(u,∇φ)H
]
. (2.5.4)
Note that ∣∣∣f ′ε (|u|2H) (u,∇|u|2H)H ∣∣∣ ≤ |u|2H ∣∣∣f ′ε (|u|2H)∣∣∣ ‖∇u‖op
≤ ε sup
IR
|xf ′(x)|‖∇u‖op .
Hence from the dominated convergence theorem, the first term at the right
of (2.5.4) tends to zero with ε. Evidently the second one also converges to
zero and this completes the proof.
Remark 2.5.3 Using the local character of the Sobolev derivative one can
define the local Sobolev spaces as we shall see later.
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2.6 The Ornstein-Uhlenbeck Operator
For a nice function f on W , t ≥ 0, we define
Ptf(x) =
∫
W
f
(
e−tx+
√
1− e−2t y
)
µ(dy) , (2.6.5)
this expression for Pt is called Mehler’s formula. Since µ(dx)µ(dy) is invariant
under the rotations of W ×W , i.e., (µ × µ)(dx, dy) is invariant under the
transformation
Tt(x, y) =
(
xe−t + y(1− e−2t)1/2, x(1− e−2t)1/2 − ye−t
)
,
we have obviously
‖Ptf(x)‖pLp(µ) ≤
∫ ∫
|(f ⊗ 1)(Tt(x, y))|pµ(dx)µ(dy)
=
∫ ∫
|(f ⊗ 1)(x, y)|pµ(dx)µ(dy)
=
∫
|f(x)|pµ(dx) ,
for any p ≥ 1, ‖Ptf‖Lp ≤ ‖f‖Lp ; hence also for p = ∞ by duality. A
straightforward calculation gives that, for any h ∈ H ∩W ∗ (=W ∗),
Pt(E(I(h)) = E(e−tI(h))
=
∞∑
n=0
e−nt
In(h
⊗n)
n!
.
Hence, by homogeneity, we have
Pt(In(h
⊗n)) = e−ntIn(h⊗n)
and by a density argument, we obtain
PtIn(fn) = e
−ntIn(fn) ,
for any fn ∈ Lˆ2([0, 1]n). Consequently Ps ◦ Pt = Ps+t , i.e., (Pt) is a measure
preserving Markov semi-group. Its infinitesimal generator is denoted by −L
and is L is called the Ornstein-Uhlenbeck or the number operator. Evidently,
we have
LIn(fn) = nIn(fn) (2.6.6)
and this relation means that the Wiener chaos are its eigenspaces. From the
definition, it follows directly that (for ai being Fti-measurable)
Pt
(∑
ai(Wti+1 −Wti)
)
= e−t
∑
(Ptai)(Wti+1 −Wti),
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that is to say
Pt
∫ 1
0
HsdWs = e
−t
∫ 1
0
PtHsdWs,
and by differentiation
L
∫ 1
0
HsdWs =
∫ 1
0
(I + L)HsdWs . (2.6.7)
Also we have
∇Ptϕ = e−tPt∇ϕ . (2.6.8)
The following lemma is a consequence of the relation (2.6.6):
Lemma 2.6.1 Assume that φ ∈ L2(µ) with the Wiener chaos representation
φ =
∞∑
n=0
In(φn)
satisfying
∞∑
n=1
n (n!)‖φn‖2H◦n <∞ .
Then
δ ◦ ∇φ = Lφ ,
where δ is the divergence operator 1.
Proof: It is sufficient to prove for ϕ = E(I(h)). In this case from the identity
(2.4.2)
(δ ◦ ∇)ϕ = δ(h E(I(h)))
=
[
I(h)− |h|2H
]
E(I(h))
= LE(I(h)) .
Remark 2.6.2 Let us define for the smooth functions ϕ, a semi-norm
|||ϕ|||p,k = ‖(I + L)k/2ϕ‖Lp(µ) .
At first glance, these semi-norms (in fact norms), seem different from the one
defined by ‖ϕ‖p,k = ∑k0 ‖∇jϕ‖Lp(µ,H⊗j) . We will show in the next chapters
that they are equivalent.
1Sometimes, in the classical case, it is also called Hitsuda-Ramer-Skorohod integral.
Ornstein-Uhlenbeck Operators 27
2.7 Exercises
These exercises are aimed to give some useful formulas about the iterated divergence
operator and related commutation properties.
1. Prove that
∇Ptφ = e−tPt∇φ (2.7.9)
and
Ptδu = e
−tδPtu (2.7.10)
for any φ ∈ IDp,1 and u ∈ IDp,1(H).
2. Assume that u :W → H is a cylindrical random variable. Prove that
δu =
∞∑
i=1
{(u, ei)Hδei −∇ei(u, ei)H} ,
for any complete, orthonormal basis (ei, i ∈ IN) of H . In particular, in the finite
dimensional case we can write
δu(w) =< u(w), w > − trace ∇u(w) ,
although in infinite dimensional case such an expression is meaningless in general.
In case the trace ∇u exists, the remaining part is called the Stratonovitch integral.
3. Assume that u :W → H is a cylindrical random variable. Prove that
E[(δu)2] = E[|u|2H ] + E[ trace (∇u∇u)].
4. Let u be as above, prove the identity
δ2u⊗2 = (δu)2 − |u|2H − trace (∇u∇u)− 2δ(∇uu) ,
where δ2u⊗2 is defined by the integration by parts formula as
E[δ2u⊗2 φ] = E[(∇2φ, u⊗2)2] ,
for any test function φ and (·, ·)2 denotes the inner product of the space of Hilbert-
Schmidt operators on H . Prove that more generally one has
δα δβ = δ2(α⊗ β) + trace (∇α∇β)
+δ(∇αβ +∇βα) + (α, β)H ,
where α and β are two H-valued, cylindrical random variables.
5. With the same hypothesis as above, show that one has
δp+1u⊗p+1 = δu δpu⊗p −∇u(δpu⊗p)− δ(∇pu⊗pu) .
6. For a u :W → H as above, prove that
(δu)p = δ
(
u (δu)p−1
)
+(δu)p−2
[
(p− 1)|u|2H + (p− 2) (δ(∇uu) + trace (∇u∇u))
]
for any p ∈ IN.
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Notes and suggested reading
The notion of derivation in the setting of a Gaussian measure on an infinite dimensional
setting can be found in the books of Quantum Field Theory, cf. [77] also [47] and the
references there. It has also been studied in a little bit more restricted case under the name
H-derivative by L. Gross, cf. also [49], [47]. However the full use of the quasi-invariance
with respect to the translations from the Cameron-Martin space combined with the Lp-
closure of it in the sense of Sobolev has become popular with the advent of the stochastic
calculus of variations of Paul Malliavin: cf. [62], [76], [56].
Chapter 3
Meyer Inequalities
Meyer Inequalities and Distributions
Meyer inequalities are essential to control the Sobolev norms defined with
the Sobolev derivative with the norms defined via the Ornstein-Uhlenbeck
operator. They can be summarized as the equivalence of the two norms
defined on the (real-valued) Wiener functionals as
|||φ|||p,k =
k∑
i=0
‖∇iφ‖Lp(µ,H⊗i),
and
‖φ‖p,k = ‖(I + L)k/2φ‖Lp(µ),
for any p > 1 and k ∈ IN. The key point is the continuity property of
the Riesz transform on Lp([0, 2π], dx), i.e., from a totally analytic origin,
although the original proof of P. A. Meyer was probabilistic (cf. [62]). Here
we develop the proof suggested by [28].
3.1 Some Preparations
Let f be a function on [0, 2π], extended to the whole IR by periodicity. We
denote by f˜(x) the function defined by
f˜(x) =
1
π
p.v.
∫ π
0
f(x+ t)− f(x− t)
2 tan t/2
dt , (3.1.1)
where p.v. denotes the the principal value of the integral in (3.1.1). The
famous theorem of M. Riesz, cf. [105], asserts that, for any f ∈ Lp[0, 2π],
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f˜ ∈ Lp([0, 2π]), for 1 < p <∞ with
‖f˜‖p ≤ Ap‖f‖p ,
where Ap is a constant depending only on p. Most of the classical functional
analysis of the 20-th century has been devoted to extend this result to the
case where the function f was taking its values in more abstract spaces than
the real line. We will show that our problem also can be reduced to this one.
In fact, the main result that we are going to show will be that
‖∇(I + L)−1/2ϕ‖p ≈ ‖ϕ‖p
by rewriting ∇(I + L)−1/2 as an Lp(µ,H)-valued Riesz transform. For this
we need first, the following elementary
Lemma 3.1.1 Let K be any function on [0, 2π] such that
K(θ)− 1
2
cot θ
2
∈ L∞([0, π]) ,
then the operator f → TKf defined by
TKf(x) =
1
π
p.v.
∫ π
0
(f(x+ t)− f(x− t))K(t)dt
is again a bounded operator on Lp([0, 2π]) with
‖TKf‖p ≤ Bp‖f‖p for any p ∈ (1,∞)
where Bp depends only on p.
Proof: In fact we have
∣∣∣TKf − f˜ ∣∣∣ (x) ≤ 1
π
∫ π
0
|f(x+ t)− f(x− t)|
∣∣∣K(t)− 1
2
cot t
2
∣∣∣ dt
≤ c ‖f‖Lp
∥∥∥K − 1
2
cot θ
2
∥∥∥
L∞
.
Hence
‖TKf‖p ≤
(
c
∥∥∥K − 1
2
cot θ
2
∥∥∥
L∞
+ Ap
)
‖f‖p.
Riesz Transform 31
Remark 3.1.2 If for some a 6= 0, aK(θ) − 1
2
cot θ
2
∈ L∞([0, 2π]), then we
have
‖TKf‖p =
1
|a| ‖aTKf‖p
≤ 1|a|
{∥∥∥aTKf − f˜∥∥∥
p
+
∥∥∥f˜∥∥∥
p
}
≤ 1|a|
{∥∥∥aK − 1
2
cot θ
2
∥∥∥
L∞
‖f‖p + Ap‖f‖p
}
≤ cp‖f‖p
with another constant cp.
Corollary 3.1.3 Let K be a function on [0, π] such that K = 0 on
[
π
2
, π
]
and K − 1
2
cot θ
2
∈ L∞
([
0, π
2
])
. Then TK defined by
TKf(x) =
∫ π/2
0
[f(x+ t)− f(x− t)]K(t)dt
is continuous from Lp([0, 2π]) into itself for any p ∈ [1,∞ ) .
Proof: We have
cK(θ)1[0,π
2
] − 1
2
cot
θ
2
∈ L∞([0, π])
since on the interval
[
π
2
, π
]
, sin θ
2
∈
[√
2
2
, 1
]
, then the result follows from the
Lemma 3.1.1.
3.2 ∇(I + L)−1/2 as the Riesz Transform
Let us denote by Rθ(x, y) the rotation on W ×W defined by
Rθ(x, y) =
(
x cos θ + y sin θ,−x sin θ + y cos θ
)
.
Note that Rθ ◦Rφ = Rφ+θ . We have also, putting e−t = cos θ,
Ptf(x) =
∫
W
f(e−tx+
√
1− e−2t y)µ(dy)
=
∫
W
(f ⊗ 1)(Rθ(x, y))µ(dy)
= P− log cos θf(x) .
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Let us now calculate (I + L)−1/2ϕ using this transformation:
(I + L)−1/2ϕ(x) =
∫ ∞
0
t−1/2e−tPtϕ(x)dt
=
∫ π/2
0
(− log cos θ)−1/2 cos θ ·
∫
W
(ϕ⊗ 1)(Rθ(x, y))µ(dy) tan θdθ
=
∫
W
µ(dy)
[∫ π/2
0
(− log cos θ)−1/2 sin θ(ϕ⊗ 1)(Rθ(x, y))dθ
]
.
On the other hand, we have, for h ∈ H
∇hPtϕ(x)
=
d
dλ
Ptϕ(x+ λh)|λ=0
=
d
dλ
∫
ϕ
(
e−t(x+ λh) +
√
1− e−2t y
)
µ(dy)|λ=0
=
d
dλ
∫
ϕ
(
e−tx+
√
1− e−2t
(
y +
λe−t√
1− e−2th
))
µ(dy)|λ=0
=
d
dλ
∫
ϕ
(
e−tx+
√
1− e−2t y
)
E
( λe−t√
1− e−2t I(h)
)
(y)µ(dy)|λ=0
=
e−t√
1− e−2t
∫
W
ϕ
(
e−tx+
√
1− e−2t y
)
δh(y)µ(dy) .
Therefore
∇h(I + L)−1/2ϕ(x)
=
∫ ∞
0
t−1/2e−t∇hPtϕ(x)dt
=
∫ ∞
0
t−1/2
e−2t√
1− e−2t
∫
W
δh(y)ϕ
(
e−tx+
√
1− e−2t y
)
µ(dy)dt
=
∫ π/2
0
(− log cos θ)−1/2 cos
2 θ
sin θ
tan θ
∫
δh(y) (ϕ⊗ 1) (Rθ(x, y))µ(dy)dθ
=
∫ π/2
0
(− log cos θ)−1/2 cos θ
∫
W
δh(y) · (ϕ⊗ 1)(Rθ(x, y))µ(dy)dθ
Since µ(dy) is invariant under the transformation y 7→ −y, we have∫
δh(y)(ϕ⊗ 1)(Rθ(x, y))µ(dy) = −
∫
δh(y)(ϕ⊗ 1)(R−θ(x, y))µ(dy),
therefore:
∇h(I + L)−1/2ϕ(x)
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=
∫ π/2
0
(− log cos θ)−1/2.∫
δh(y)
(ϕ⊗ 1)(Rθ(x, y))− (ϕ⊗ 1)(R−θ(x, y))
2
cos θµ(dy)dθ
=
∫
W
δh(y)
∫ π/2
0
K(θ) ((ϕ⊗ 1)(Rθ(x, y))− (ϕ⊗ 1)(R−θ(x, y))) dθµ(dy) ,
where K(θ) = 1
2
cos θ(− log cos θ)−1/2.
Lemma 3.2.1 We have
2K(θ)− cot θ
2
∈ L∞((0, π/2]).
Proof: The only problem is when θ → 0. To see this let us put e−t = cos θ,
then
cot
θ
2
=
√
1 + e−t√
1− e−t ≈
2√
t
and
K(θ) =
e−t√
t
≈ 1√
t
hence
2K(θ)− cot θ
2
∈ L∞
([
0,
π
2
])
.
Using Lemma 3.1.1, Remark 3.1.2 following it and Corollary 3.1.3, we see
that the map f 7→ p.v. ∫ π/20 (f(x + θ) − f(x − θ))K(θ)dθ is a bounded map
from Lp[0, π] into itself. Moreover
Lemma 3.2.2 Let F : W × W → IR be a measurable, bounded function.
Define TF (x, y) as
TF (x, y) = p.v.
∫ π/2
0
[F ◦Rθ(x, y)− F ◦R−θ(x, y)]K(θ)dθ .
Then, for any p > 1, there exists some cp > 0 such that
‖TF‖Lp(µ×µ) ≤ cp‖F‖Lp(µ×µ) .
Proof: We have
(TF )(Rβ(x, y)) = p.v.
∫ π/2
0
(F (Rβ+θ(x, y))− F (Rβ−θ(x, y)))K(θ)dθ ,
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this is the Riesz transform for fixed (x, y) ∈ W ×W , hence we have∫ π/2
0
|TF (Rβ(x, y))|pdβ ≤ cp
∫ π
0
|F (Rβ(x, y))|pdβ ,
taking the expectation with respect to µ × µ, which is invariant under Rβ ,
we have
Eµ×µ
∫ π
0
|TF (Rβ(x, y))|pdβ = Eµ×µ
∫ π
0
|TF (x, y)|pdβ
=
π
2
E[|TF |p]
≤ cpE
∫ π
0
|F (Rβ(x, y))|pdβ
= πcpE[|F |p] .
We have
Theorem 3.2.3 ∇ ◦ (I + L)−1/2 : Lp(µ) → Lp(µ,H) is a linear continuous
operator for any p ∈ (1,∞).
Proof: With the notations of Lemma 3.2.2, we have
∇h(I + L)−1/2ϕ =
∫
W
δh(y) T (ϕ⊗ 1)(x, y)µ(dy) .
From Ho¨lder inequality:
|∇h(I + L)1/2φ(x)| ≤ ‖δh‖q
(∫
W
|T (φ⊗ 1)(x, y)|pµ(dy)
)1/p
≤ cp|h|H
(∫
W
|T (φ⊗ 1)(x, y)|pµ(dy)
)1/p
,
where the last inequality follows from the fact that y → δh(y) is anN1(0, |h|2H)–
Gaussian random variable. Hence
|∇(I + L)−1/2φ(x)|H ≤
(∫
W
|T (φ⊗ 1)(x, y)|pµ(dy)
)1/p
consequently, from Lemma 3.2.2
‖∇(I + L)−1/2φ‖pp ≤
∫
W×W
|T (φ⊗ 1)(x, y)|pµ(dx)µ(dy)
≤ ‖φ⊗ 1‖pLp(µ×µ)
= ‖φ‖pp
and this completes the proof.
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Corollary 3.2.4 We have
‖(I + L)−1/2δξ‖p ≤ cp‖ξ‖p ,
for any ξ ∈ Lp(µ;H) and for any p ∈ (1,∞).
Proof: It suffices to take the adjoint of ∇(I + L)−1/2.
Corollary 3.2.5 The following identities are valid for any ϕ ∈ ID:
1. ‖∇ϕ‖p ≤ cp‖(I + L)1/2ϕ‖p
2. ‖(I + L)1/2ϕ‖p ≤ c˜p (‖ϕ‖p + ‖∇ϕ‖p),
where cp and c˜p are two constants independent of ϕ.
Proof: The first identity follows easily as
‖∇ϕ‖p = ‖∇(I + L)−1/2(I + L)1/2ϕ‖p
≤ cp‖(I + L)1/2ϕ‖p .
To prove the second we have
‖(I + L)1/2ϕ‖p = ‖(I + L)−1/2(I + L)ϕ‖p
= ‖(I + L)−1/2(I + δ∇)ϕ‖p
≤ ‖(I + L)−1/2ϕ‖p + ‖(I + L)−1/2δ∇ϕ‖p
≤ ‖ϕ‖p + cp‖∇ϕ‖p,
where the last inequality follows from Corollary 3.2.4.
Notes and suggested reading
The inequalities studied in this chapter are due to P. A. Meyer in his seminal paper [62].
He discusses at the last part of it already about the space of test functions defined by the
Ornestein-Uhlenbeck operator and proves that this space is an algebra. Then the classical
duality results give birth immediately to the space of the distributions on the Wiener
space, and this is done in [102]. Later the proof of P. A. Meyer has been simplified by
several people. Here we have followed an idea of D. Feyel, cf. [28].
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Chapter 4
Hypercontractivity
Introduction
We know that the semi-group of Ornstein-Uhlenbeck is a bounded opera-
tor on Lp(µ), for any p ∈ [1,∞]. In fact for p ∈ (1,∞), it is more than
bounded. It increases the degree of integrability, this property is called hy-
percontractivity and it is used to show the continuity of linear operators
on Lp(µ)-spaces defined via the Wiener chaos decomposition or the spectral
decomposition of the Ornstein-Uhlenbeck operator. We shall use it in the
next chapter to complete the proof of the Meyer inequalities. Hypercontrac-
tivity has been first discovered by E. Nelson, here we follow the proof given
by [66]. We complete the chapter by an analytic proof of the logarithmic
Sobolev inequality of Leonard Gross (cf. [36], [22]) for which we shall give
another proof in the fifth chapter.
4.1 Hypercontractivity via Itoˆ Calculus
In the sequel we shall show that this result can be proved using the Ito
formula. Let (Ω,A, P ) be a probability space with (Bt; t ∈ IR+) being a
filtration. We take two Brownian motions (Xt; t ≥ 0) and (Yt; t ≥ 0) which
are not necessarily independent, i.e., X and Y are two continuous, real mar-
tingales such that (X2t − t) and (Y 2t − t) are again martingales (with respect
to (Bt)) and that Xt − Xs and Yt − Ys are independent of Bs, for t > s.
Moreover there exists (ρt; t ∈ IR+), progressively measurable with values in
[−1, 1] such that
(XtYt −
∫ t
0
ρsds, t ≥ 0)
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is again a (Bt)-martingale. Let us denote by
Ξt = σ(Xs; s ≤ t), Yt = σ(Ys; s ≤ t)
i.e., the corresponding filtrations of X and Y and by Ξ and by Y their
respective supremum.
Lemma 4.1.1 1. For any ϕ ∈ L1(Ω,Ξ, P ), t ≥ 0, we have
E[ϕ|Bt] = E[ϕ|Ξt] a.s.
2. For any ψ ∈ L1(Ω,Y , P ), t ≥ 0, we have
E[ψ|Bt] = E[ψ|Yt] a.s.
Proof: Since the two claims are similar, we shall prove only the first one.
From Paul Le´vy’s theorem, we have also that (Xt) is an (Ξt)-Brownian mo-
tion. Hence
ϕ = E[ϕ] +
∫ ∞
0
HsdXs
where H is (Ξt)-adapted process. Hence
E[ϕ|Bt] = E[ϕ] +
∫ t
0
HsdXs = E[ϕ|Ξt] .
Let T be the operator T : L1(Ω,Ξ, P ) → L1(Ω,Y , P ) defined as the restric-
tion of E[ · |Y ] to the space L1(Ω,Ξ, P ). We know that T : Lp(Ξ) → Lp(Y)
is a contraction for any p ≥ 1. If we impose supplementary conditions to ρ,
then we have more:
Proposition 4.1.2 If |ρt(w)| ≤ r (dt × dP a.s.) for some r ∈ [0, 1], then
T : Lp(Ξ)→ Lq(Y) is a bounded operator, where
p− 1 ≥ r2(q − 1) .
Proof: p = 1 is already known. So suppose p, q ∈]1,∞[ . Since L∞(Ξ) is
dense in Lp(Ξ), it is enough to prove that ‖TF‖q ≤ ‖F‖p for any F ∈ L∞(Ξ).
Moreover, since T is a positive operator, we have |T (F )| ≤ T (|F |), hence we
can work as well with F ∈ L∞+ (Ξ). Due to the duality between Lp-spaces, it
suffices to show that
E[T (F )G] ≤ ‖F‖p‖G‖q′ ,
( 1
q′
+
1
q
= 1
)
,
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for any F ∈ L∞+ (Ξ), G ∈ L∞+ (Y). Since bounded and positive random
variables are dense in all Lp+ for any p > 1, we can suppose without loss of
generality that F,G ∈ [a, b] almost surely for some 0 < a < b <∞. Let
Mt = E[F
p|Ξt]
Nt = E[G
q′ |Yt] .
Then, from the Ito representation theorem we have
Mt =M0 +
∫ t
0
φsdXs
Nt = N0 +
∫ t
0
ψsdYs
where φ is Ξ-adapted, ψ is Y-adapted, M0 = E[F p], N0 = E[Gq′ ]. From the
Ito formula, we have
Mαt N
β
t =M
α
0 N
β
0 +
∫ t
0
αMα−1s N
β
s dMs + β
∫ t
0
Mαs N
β−1
s dNs +
+
1
2
∫ t
0
Mαs N
β
s Asds
where
At = α(α− 1)
( φt
Mt
)2
+ 2αβ
φt
Mt
ψt
Nt
ρt + β(β − 1)
(ψt
Nt
)2
and α = 1
p
, β = 1
q′
. To see this it suffices to use the Ito formula as
Mαt = M
α
0 + α
∫ t
0
Mα−1s φsdXs +
α(α− 1)
2
∫ t
0
Mα−2s φ
2
sds
Nβt = · · ·
and then as
Mαt N
β
t −Mα0 Nβ0
=
∫ t
0
Mαs dN
β
s +
∫ t
0
Nβs dM
α
s + αβ
∫ t
0
Mα−1s N
β−1
s φsψsρsds
=
∫ t
0
Mαs
(
βNβ−1s ψsdYs +
β(β − 1)
2
Nβ−2s ψ
2
sds
)
+
∫ t
0
Nβs
(
αMα−1s φsdXs +
α(α− 1)
2
Mα−2s φ
2
sds
)
+αβ
∫ t
0
Mα−1s N
β−1
s φsψsρsds
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and finally to pick up together all the integrands integrated with respect to
the Lebesgue measure ds.
As everything is square integrable, it comes
E[Mα∞N
β
∞] = E
[
E[F p|Ξ∞]α · E[Gq′|Y∞]β
]
= E[F ·G]
=
1
2
∫ ∞
0
E[Nβt M
α
t At]dt+ EM
α
0 N
β
0
= E[F p]αE[Gq
′
]β +
1
2
∫ ∞
0
E[Mαt N
β
t At]dt .
Consequently
E[FG]− ‖F‖p‖G‖q′ = 1
2
∫ ∞
0
E
[
Mαt N
β
t At
]
dt .
Look now at At as a quadratic form of with respect to x =
φ
M
, y = ψ
N
:
At = α(α− 1)x2 + 2αβρtxy + β(β − 1)y2.
Clearly (x, y) = (0, 0) is a stationary point of this quadratic form, moreover
it can not be a minimum, hence it is either a maximum or a saddle point.
For it to be a maximum, the second derivative of At, say D
2At(x, y), should
be a negative definite matrix; in particular the eigenvalues of this second
derivative should be of the same sign and this happens provided that the
determinant ofD2At(x, y) is positive. This latter is implied by the hypothesis
p− 1 ≥ r2(q − 1) and hence At ≤ 0 almost surely and we obtain
E[FG] = E[T (F )G] ≤ ‖F‖p‖G‖q′
which achieves the proof.
Lemma 4.1.3 Let (w, z) = W ×W be independent Brownian paths. For
ρ ∈ [0, 1], define x = ρw + √1− ρ2 z, Ξ∞ the σ-algebra associated to the
paths x. Then we have
E[F (w)|Ξ∞] =
∫
W
F
(
ρx+
√
1− ρ2 z
)
µ(dz).
Proof: For any G ∈ L∞(Ξ∞), we have
E[F (w) ·G(x)] = E
[
F (w)G
(
ρw +
√
1− ρ2 z
)]
= E
[
F
(
ρw +
√
1− ρ2 z
)
G(w)
]
=
∫ ∫
F
(
ρw¯ +
√
1− ρ2 z¯
)
G(w¯) · µ(dw¯)µ(dz¯)
= E
[
G(x)
∫
F
(
ρx+
√
1− ρ2 z¯
)
· µ(dz¯)
]
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where w¯, z¯ represent the dummy variables of integration.
Corollary 4.1.4 Under the hypothesis of the above lemma, we have∥∥∥∥∫
W
F
(
ρx+
√
1− ρ2 z¯
)
µ(dz¯)
∥∥∥∥
Lq(µ)
≤ ‖F‖Lp(µ)
for any
(p− 1) ≥ ρ2(q − 1) .
4.2 Logarithmic Sobolev Inequality
Let (Pt, t ≥ 0) be the Ornstein-Uhlenbeck semigroup. The commutation
relation (cf. 2.7.9)
∇Ptf = e−tPt∇f
is directly related to the logarithmic Sobolev inequality of L. Gross:
E
[
f 2 log f 2
]
−E[f 2] logE[f 2] ≤ 2E
[
|∇f |2H
]
.
In fact, suppose that f is strictly positive and lower and upper bounded. We
have
E[f log f ]− E[f ] logE[f ] = −
∫ ∞
0
E
[
d
dt
Ptf logPtf
]
dt
=
∫ ∞
0
E [LPtf logPtf ] dt
=
∫ ∞
0
E
[ |∇Ptf |2H
Ptf
]
dt
=
∫ ∞
0
e−2tE
[ |Pt∇f |2H
Ptf
]
dt . (4.2.1)
Now insert in 4.2.1 the following,
|Pt(∇f)|2H =
∣∣∣∣∣Pt
(
f 1/2
∇f
f 1/2
)∣∣∣∣∣
2
H
≤ (Ptf)Pt
( |∇f |2H
f
)
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which is a consequence of the Ho¨lder inequality, to obtain
E[f log f ]− E[f ] logE[f ] ≤
∫ ∞
0
e−2tE
[
Pt
( |∇f |2H
f
)]
dt
=
∫ ∞
0
e−2t4E[|∇
√
f |2H ]dt
= 2E[|∇
√
f |2H] ,
replacing f by f 2 completes the proof of the inequality.
Remark 4.2.1 Here we have used the fact that if f > 0 almost surely, then
Ptf > 0 also. In fact one can prove, using the Cameron Martin theorem,
that, if µ{g > 0} > 0, then Ptg > 0 almost surely. Pt is called a positivity
improving semi-group (cf. Corollary 6.1.7).
Notes and suggested reading
The hypercontractivity property of the Ornstein-Uhlenbeck semigroup is due to E. Nelson.
The proof given here follows the lines given by J. Neveu, cf. [66]. For the logarithmic
Sobolev inequality and its relations to hypercontractivity cf. [36, 37, 38, 39].
Chapter 5
Lp-Multipliers Theorem, Meyer
Inequalities and Distributions
5.1 Lp-Multipliers Theorem
Lp-Multipliers Theorem gives us a tool to perform some sort of symbolic
calculus to study the continuity of the operators defined via the Wiener chaos
decomposition of the Wiener functionals. With the help of this calculus we
will complete the proof of the Meyer’s inequalities.
Almost all of these results have been discovered by P. A. Meyer (cf. [62])
and they are consequences of the Nelson’s hypercontractivity theorem ([65]).
First let us give first the following simple and important result:
Theorem 5.1.1 Let F ∈ Lp(µ), p > 1, denote by In(Fn) the projection of F
on the n-th Wiener chaos, n ≥ 1. Then the map F → In(Fn) is continuous
on Lp(µ).
Proof: Suppose first p > 2. Let t be such that p = e2t + 1, then we have
‖PtF‖p ≤ ‖F‖2 .
Moreover
‖PtIn(Fn)‖p ≤ ‖In(Fn)‖2 ≤ ‖F‖2 ≤ ‖F‖p
but PtIn(Fn) = e
−ntIn(Fn), hence
‖In(Fn)‖p ≤ ent‖F‖p .
For 1 < p < 2 we use the duality: let F → In(Fn) = Jn(F ). Then
‖In(F )‖p = sup
‖G‖q≤1
|〈G, Jn(F )〉|
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= sup |〈Jn(G), F 〉|
= sup |〈JnG, JnF 〉|
≤ sup ent‖G‖q‖F‖p
= ent‖F‖p .
Proposition 5.1.2 (Meyer’s Multipliers theorem) Let the function h
be defined as
h(x) =
∞∑
k=0
akx
k
be analytic around the origin with
∞∑
k=1
|ak|
( 1
nα
)k
<∞
for n ≥ n0, for some n0 ∈ IN. Let φ(x) = h(x−α) and define Tφ on Lp(µ) as
TφF =
∞∑
n=0
φ(n)In(Fn) .
Then the operator to Tφ is bounded on L
p(µ) for any p > 1.
Proof: Suppose first α = 1. Let Tφ = T1 + T2 where
T1F =
n0−1∑
n=0
φ(n)In(Fn), T2F = (I − T1)F .
From the hypercontractivity, F 7→ T1F is continuous on Lp(µ). Let
∆n0F =
∞∑
n=n0
In(Fn).
Since
(I −∆n0)(F ) =
n0−1∑
n=0
In(Fn),
∆n0 : L
p → Lp is continuous, hence Pt∆n0 : Lp → Lp is also continuous.
Applying Riesz-Thorin interpolation theorem, which says that if Pt∆n0 is
Lq → Lq and L2 → L2 then it is Lp → Lp for any p such that 1
p
is in the
interval
[
1
q
, 1
2
]
, we obtain
‖Pt∆n0‖p,p ≤ ‖Pt∆n0‖θ2,2 ‖Pt∆n0‖1−θq,q ≤ ‖Pt∆n0‖θ2,2 ‖∆n0‖1−θq,q
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where 1
p
= θ
2
+ 1−θ
q
, θ ∈ (0, 1) . Choose q large enough such that θ ≈ 1 (if
necessary). Hence we have
‖Pt∆n0‖p.p ≤ e−n0tθK, K = K(n0, θ) .
A similar argument holds for p ∈ (1, 2) by duality.
We then have
T2(F ) =
∑
n≥n0
φ(n)In(Fn)
=
∑
n≥n0
(∑
k
ak
(1
n
)k)
In(Fn)
=
∑
k
ak
∑
n≥n0
( 1
n
)k
In(Fn)
=
∑
k
ak
∑
n≥n0
L−kIn(Fn)
=
∑
k
akL−k∆n0F .
We also have
‖L−1∆n0F‖p =
∥∥∥ ∫ ∞
0
Pt∆n0Fdt
∥∥∥
p
≤ K
∫ ∞
0
e−n0θt‖F‖pdt ≤ K · ‖F‖p
n0θ
‖L−2∆n0F‖p =
∥∥∥ ∫ ∞
0
∫ ∞
0
Pt+s∆n0Fdt ds
∥∥∥
p
≤ K · ‖F‖p
(n0θ)2
,
· · ·
‖L−k∆n0F‖p ≤ K‖F‖p
1
(n0θ)k
.
Therefore
‖T2(F )‖p ≤
∑
k
K‖F‖p 1
nk0θ
k
∼=
∑
K‖F‖p 1
nk0
by the hypothesis (take n0 + 1 instead of n0 if necessary).
For the case α ∈ (0, 1) , let θ(α)t (ds) be the measure on IR+, defined by∫
IR+
e−λsθ(α)t (ds) = e
−tλα .
Define
Qαt F =
∑
n
e−n
αtIn(Fn) =
∫ ∞
0
PsFθ
(α)
t (ds) .
Then
‖Qαt∆n0F‖p ≤ ‖F‖p
∫ ∞
0
e−n0θsθ(α)t (ds)
= ‖F‖pe−t(n0θ)α. ,
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the rest of the proof goes as in the case α = 1.
Examples:
1) Let
φ(n) =
(
1 +
√
n√
1 + n
)s
s ∈ (−∞,∞)
= h
√1
n
 , h(x) = ( 1 + x√
1 + x2
)s
.
Then Tφ : L
p → Lp is bounded. Moreover φ−1(n) = 1
φ(n)
= h−1
(√
1
n
)
,
h−1(x) = 1
h(x)
is also analytic near the origin, hence Tφ−1 : L
p → Lp is also a
bounded operator.
2) Let φ(n) =
√
1+n√
2+n
then h(x) =
√
x+1
2x+1
satisfies also the above hypothesis.
3) As an application of (2), look at
‖(I + L)1/2∇ϕ‖p = ‖∇(2I + L)1/2ϕ‖p
≤ ‖(I + L)1/2(2I + L)1/2ϕ‖p
= ‖(2I + L)1/2(I + L)1/2ϕ‖p
= ‖Tφ(I + L)1/2(I + L)1/2ϕ‖p
≤ cp‖(I + L)ϕ‖p .
Continuing this way we can show that
‖∇kϕ‖Lp(µ,H⊗k) ≤ cp,k‖ϕ‖p,k(= ‖(I + L)k/2ϕ‖p)
≤ c˜p,k(‖ϕ‖p + ‖∇kϕ‖Lp(µ,H⊗k))
and this completes the proof of the Meyer inequalities for the scalar-valued
Wiener functionals. If Ξ is a separable Hilbert space, we denote with IDp,k(Ξ)
the completion of the Ξ-valued polynomials with respect to the norm
‖α‖IDp,k(Ξ) = ‖(I + L)k/2‖Lp(µ,Ξ) .
We define as in the case Ξ = IR, the Sobolev derivative ∇, the divergence
δ, etc. All we have said for the real case extend trivially to the vector case,
including the Meyer inequalities. In fact, in the proof of these inequalities
the main step is the Riesz inequality for the Hilbert transform. However this
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inequality is also true for any Hilbert space (in fact it holds also for a class of
Banach spaces which contains Hilbert spaces, called UMD spaces). The rest
is almost the transcription of the real case combined with the Khintchine
inequalities. We leave hence this passage to the reader.
Corollary 5.1.3 For every p > 1, k ∈ IR, ∇ has a continuous extension as
a map IDp,k → IDp,k−1(H).
Proof: We have
‖∇ϕ‖p,k = ‖(I + L)k/2∇ϕ‖p
= ‖∇(2I + L)k/2ϕ‖p
≤ cp‖(1 + L)1/2(2I + L)k/2ϕ‖p
≈ ‖(I + L)(k+1)/2ϕ‖p
= ‖ϕ‖p,k+1 .
Corollary 5.1.4 δ = ∇∗ : IDp,k(H) → IDp,k−1 is continuous for all p > 1
and k ∈ IR.
Proof: The proof follows from the duality.
In particular we have :
Corollary 5.1.5 The Sobolev derivative and its adjoint extend to distribu-
tion spaces as explained below:
• Sobolev derivative operates as a continuous operator on
∇ : ID = ⋂
p,k
IDp,k → D(H) =
⋂
p,k
IDp,k(H)
and it extends continuously as a map
∇ : ID′ = ⋃
p,k
IDp,k → ID′(H) =
⋃
p,k
IDp,k(H).
The elements of the space ID′ are called Meyer-Watanabe distributions.
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• Consequently its adjoint has similar properties:
δ :
⋂
p,k
IDp,k(H) = ID(H)→ ID
is continuous and this map has a continuous extension to
δ : ID′(H)→ ID′
Proof: Everything follows from the dualities
(ID)′ = ID′, (ID(H))′ = ID′(H).
Definition 5.1.6 For n ≥ 1, we define δn as (∇n)∗ with respect to µ.
Here is the generalization of Corollary 2.3.5 promised in Chapter 2:
Proposition 5.1.7 For ϕ ∈ L2(µ), we have
ϕ = E[ϕ] +
∑
n≥1
1
n!
δn(E[∇nϕ]) . (5.1.1)
Proof: If f is a symmetric element of H⊗n, we e shall denote by I˜n(f) the
n-th order multiple Ito-Wiener integral of the density of f with respect to the
Lebesgue measure on [0, 1]n (cf. also Corollary 2.3.5). With this notational
convention, suppose that h 7→ ϕ(w + h) is analytic for almost all w. Then
we have
ϕ(w + h) = ϕ(w) +
∑
n≥1
(∇nϕ(w), h⊗n)H⊗n
n!
.
Take the expectations:
E[ϕ(w + h)] = E[ϕ E(δh)]
= E[ϕ] +
∑
n·
(E[∇nϕ], h⊗n)
n!
= E[ϕ] +
∑
n≥1
E
[
I˜n(E[∇nϕ])
n!
E(δh)
]
.
Since the finite linear combinations of the elements of the set {E(δh); h ∈ H}
is dense in any Lp(µ), we obtain the identity
ϕ(w) = E[ϕ] +
∑
n≥1
I˜n(E[∇nϕ])
n!
.
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Let ψ ∈ ID, then we have (with E[ψ] = 0),
〈ϕ, ψ〉 = ∑
n≥1
E[I˜n(ϕn)I˜n(ψn)]
=
∑
n
E
[
I˜n(E[∇nϕ])
n!
· I˜n(ψn)
]
=
∑
n
(E[∇nϕ], ψn)
=
∑
n
1
n!
(E[∇nϕ], E[∇nψ])
=
∑
n
1
n!
E[(E[∇nϕ],∇nψ)]
=
∑
n
1
n!
E[δn(E[∇nϕ]) · ψ]
hence we obtain that
ϕ =
∑
n
1
n!
δnE[∇nϕ].
In particular it holds true that
δn {E[∇nϕ]} = I˜n(E[∇nϕ]) .
Evidently this identity is valid not only for the expectation of the n-th deriva-
tive of a Wiener functional but for any symmetric element of H⊗n.
Remark 5.1.8 Although in the litterature Proposition 5.1.7 is announced
for the elements of ID, the proof given here shows its validity for the elements
of L2(µ). In fact, although ∇nφ is a distribution, its expectation is an ordi-
nary symmetric tensor of order n, hence the corresponding multiple Wiener
integrals are well-defined. With a small extra work, we can show that in fact
the formula (5.1.1) holds for any φ ∈ ∪k∈ZID2,k.
Let us give another result important for the applications:
Proposition 5.1.9 Let F be in some Lp(µ) with p > 1 and suppose that the
distributional derivative ∇F of F , is in some Lr(µ,H), (1 < r). Then F
belongs to IDr∧p,1.
Proof: Without loss of generality, we can assume that r ≤ p. Let (ei; i ∈ IN)
be a complete, orthonormal basis of the Cameron-Martin space H . Denote
by Vn the sigma-field generated by δe1, . . . , δen, and by πn the orthogonal
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projection of H onto the subspace spanned by e1, . . . , en, n ∈ IN. Let us
define Fn by
Fn = E[P1/nF |Vn],
where P1/n is the Ornstein-Uhlenbeck semi-group at t = 1/n. Then Fn
belongs to IDr,k for any k ∈ IN and converges to F in Lr(µ). Moreover, from
Doob’s lemma, Fn is of the form
Fn(w) = α(δe1, . . . , δen),
with α being a Borel function on IRn, which is in the intersection of the
Sobolev spaces ∩kWr,k(IRn, µn) defined with the Ornstein-Uhlenbeck operator
Ln = −∆+x · ∇ on IRn. Since Ln is elliptic, the Weyl lemma implies that α
can be chosen as a C∞-function. Consequently, ∇Fn is again Vn-measurable
and we find , using the very definition of conditional expectation and the
Mehler formula, that
∇Fn = E[e−1/nπnP1/n∇F |Vn].
Consequently, from the martingale convergence theorem and from the fact
that πn → IH in the weak operators topology, it follows that
∇Fn → ∇F,
in Lr(µ,H), consequently F belongs to IDr,1.
Appendix: Passing from the classical Wiener
space to the Abstract Wiener Space (or vice-
versa):
Let (W,H, µ) be an abstract Wiener space. Since, a` priori, there is no notion
of time, it seems that we can not define the notion of anticipation, non-
anticipation, etc. This difficulty can be overcome in the following
way:
Let (pλ;λ ∈ Σ), Σ ⊂ IR, be a resolution of identity on the separable
Hilbert space H , i.e., each pλ is an orthogonal projection, increasing to IH ,
in the sense that λ 7→ (pλh, h) is an increasing function. Let us denote by
Hλ = pλ(H), where pλ(H) denotes the closure of pλ(H) in H .
Definition 5.1.10 We will denote by Fλ the σ-algebra generated by the real
polynomials ϕ on W such that ∇ϕ ∈ Hλ µ-almost surely.
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Lemma 5.1.11 We have ∨
λ∈Σ
Fλ = B(W )
up to µ-negligeable sets.
Proof: We have already
∨Fλ ⊂ B(W ). Conversely, if h ∈ H , then ∇δh = h.
Since
⋃
λ∈ΣHλ is dense in H , there exists (hn) ⊂
⋃
λHλ such that hn → h
in H . Hence δhn → δh in Lp(µ), for all p ≥ 1. Since each δhn is ∨Fλ-
measurable, so does δh. Since B(W ) is generated by {δh; h ∈ H} the proof
is completed.
Definition 5.1.12 A random variable ξ : W → H is called a simple, adapted
vector field if it can be written as a finite sum:
ξ =
∑
i<∞
Fi(pλi+1hi − pλihi)
where hi ∈ H, Fi are Fλi-measurable (and smooth for the time being) random
variables.
Proposition 5.1.13 For each adapted simple vector field we have
i) δξ =
∑
i<∞ Fiδ(pλi+1hi − pλihi)
ii) with Ito’s isometry:
E
[
|δξ|2
]
= E
[
|ξ|2H
]
.
Proof: The first part follows from the usual identity
δ[Fi(pλi+1 − pλi)hi] = Fiδ[(pλi+1 − pλi)hi]−
(
∇Fi, (pλi+1 − pλi)hi
)
H
and from the fact that the second term is null since ∇Fi ∈ Hλ almost surely.
The verification of the second relation is left to the reader.
Remark 5.1.14 If we denote ΣFi 1]λi,λi+1](λ) hi by ξ˙(λ), we have the follow-
ing relations:
δξ = δ
∫
Σ
ξ˙(λ)dpλ with ‖δξ‖22 = E
∫
Σ
d(ξ˙λ, pλξ˙λ) = ‖ξ‖2L2(µ,H) ,
which are significantly analogous to the relations that we have seen before.
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The Ito representation theorem can be stated in this setting as follows:
suppose that (pλ;λ ∈ Σ) is weakly continuous. We mean by this that the
function
λ→ (pλh, k)H
is continuous for any h, k ∈ H . Then
Theorem 5.1.15 Let us denote with IDa2,0(H) the completion of adapted sim-
ple vector fields with respect to the L2(µ,H)-norm. Then we have
L2(µ) = IR + {δξ : ξ ∈ IDa2,0(H)} ,
i.e., any ϕ ∈ L2(µ) can be written as v
ϕ = E[ϕ] + δ ξ
for some ξ ∈ IDa2,0(H). Moreover such ξ is unique up to L2(µ,H)-equivalence
classes.
The following result explains the reason of the existence of the Brownian
motion (cf. also [90]):
Theorem 5.1.16 Suppose that there exists some Ω0 ∈ H such that the set
{pλΩ0; λ ∈ Σ} has a dense span in H (i.e. the linear combinations from it
is a dense set). Then the real-valued (Fλ)-martingale defined by
bλ = δpλΩ0
is a Brownian motion with a deterministic time change and (Fλ;λ ∈ Σ) is
its canonical filtration completed with the negligeable sets.
Example: Let H = H1([0, 1]), define A as the operator defined by Ah(t) =∫ t
0 sh˙(s)ds. Then A is a self-adjoint operator on H with a continuous spec-
trum which is equal to [0, 1]. Moreover we have
(pλh)(t) =
∫ t
0
1[0,λ](s)h˙(s)ds
and Ω0(t) =
∫ t
0 1[0,1](s)ds satisfies the hypothesis of the above theorem. Ω0 is
called the vacuum vector (in physics).
This is the main example, since all the (separable) Hilbert spaces are
isomorphic, we can carry this time structure to any abstract Hilbert-Wiener
space as long as we do not need any particular structure of time.
Distributions 53
5.2 Exercises
1. Give a detailed proof of Corollary 5.1.4, in particular explain the why of the exis-
tence of continuous extensions of δ and ∇.
2. Prove the last claim of Remark 5.1.8.
Notes and suggested reading
To complete the series of the Meyer inequalities, we have been obliged to use the hypercon-
tractivity property of the Ornstein-Uhlenbeck semigroup as done in [62]. Once this is done
the extensions of ∇ and δ to the distributions are immediate via the duality techniques.
Proposition 5.1.7 is due to Stroock, [80] with a different proof. The results of the appendix
are essentially due to the author, cf. [90]. In [101] a stochastic calculus is constructed in
more detail.
54 Multipliers and Inequalities
Chapter 6
Some Applications
Introduction
In this chapter we give some applications of the extended versions of the
derivative and the divergence operators. First we give an extension of the
Ito-Clark formula to the space of the scalar distributions. We refer the reader
to [11] and [70] for the developments of this formula in the case of Sobolev
differentiable Wiener functionals. Let us briefly explain the problem: al-
though, we know from the Ito representation theorem, that each square inte-
grable Wiener functional can be represented as the stochastic integral of an
adapted process, without the use of the distributions, we can not calculate
this process, since any square integrable random variable is not necessarily
in ID2,1, hence it is not Sobolev differentiable in the ordinary sense. As it
will be explained, this problem is completely solved using the differentiation
in the sense of distributions. Afterwards we give a straightforward appli-
cation of this result to prove a 0 − 1 law for the Wiener measure. At the
second section we construct the composition of the tempered distributions
with non-degenerate Wiener functionals as Meyer-Watanabe distributions.
This construction carries also the information that the probability density of
a non-degenerate random variable is not only infinitely differentiable but also
it is rapidly decreasing. The same idea is then applied to prove the regularity
of the solutions of the Zakai equation for the filtering of non-linear diffusions.
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6.1 Extension of the Ito-Clark formula
Let F be any integrable random variable. Then we the celebrated Ito Rep-
resentation Theorem 1.6.1 tells us that F can be represented as
F = E[F ] +
∫ 1
0
HsdWs ,
where (Hs; s ∈ [0, 1]) is an adapted process such that, it is unique and∫ 1
0
H2sds < +∞ a.s.
Moreover, if F ∈ Lp (p > 1), then we also have
E
[( ∫ 1
0
|Hs|2ds
)p/2]
<∞ .
One question is how to calculate the process H . In fact, below we will
extend the Ito representation and answer to the above question for any F ∈
ID′ (i.e., the Meyer-Watanabe distributions). We begin with
Lemma 6.1.1 Let ξ ∈ ID(H) be represented as ξ(t) = ∫ t0 ξ˙sds, then πξ de-
fined by
πξ(t) =
∫ t
0
E[ξ˙s|Fs]ds
belongs again to ID(H). In other words π : ID(H) → ID(H) is a linear
continuous operator.
Proof: Let (Pt, t ∈ IR+) be the Ornstein-Uhlenbeck semigroup. Then it is
easy to see that, for any τ ∈ [0, 1], if φ ∈ L1(µ) is Bτ -measurable, then so
is also Ptφ for any t ∈ IR+. This implies in particular that Lπξ = πLξ.
Therefore
‖πξ‖p,k = E
[( ∫ 1
0
|(I + L)k/2E[ξ˙s|Fs]|2ds
)p/2]
=
= E
[( ∫ 1
0
|E[(I + L)k/2ξ˙s|Fs]|2ds
)p/2]
≤ cpE
[( ∫ 1
0
|(I + Lk/2ξ˙s|2ds
)p/2]
(cp ∼= p)
where the last inequality follows from the convexity inequalities of the dual
predictable projections (c.f. [21]).
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Lemma 6.1.2 π : ID(H) → ID(H) extends as a continuous mapping to
ID′(H)→ ID′(H).
Proof: Let ξ ∈ ID(H), then we have, for k > 0,
‖πξ‖p,−k = ‖(I + L)−k/2πξ‖p
= ‖π(I + L)−k/2ξ‖p ≤ cp‖(I + L)−k/2ξ‖p
≤ cp‖ξ‖p,−k ,
then the proof follows since ID(H) is dense in ID′(H).
Before going further let us give a notation: if F is in some IDp,1 then
its Gross-Sobolev derivative ∇F is an H-valued random variable. Hence
t 7→ ∇F (t) is absolutely continuous with respect to the Lebesgue measure on
[0, 1]. We shall denote by DsF its Radon-Nikodym derivative with respect
to the Lebesgue measure. Note that DsF is ds× dµ-almost everywhere well-
defined.
Lemma 6.1.3 Let ϕ ∈ ID, then we have
ϕ = E[ϕ] +
∫ 1
0
E[Dsϕ|Fs]dWs
= E[ϕ] + δπ∇ϕ .
Moreover π∇ϕ ∈ ID(H).
Proof: Let u be an element of L2(µ,H) such that u(t) =
∫ t
0 u˙sds with
(u˙t; t ∈ [0, 1]) being an adapted and bounded process. Then we have, from
the Girsanov theorem,
E
[
ϕ(w + λu(w)). exp
{
−λ
∫ 1
0
u˙sdWs − λ
2
2
∫ 1
0
u˙sds
}]
= E[ϕ].
Differentiating both sides at λ = 0, we obtain:
E[(∇ϕ(w), u)− ϕ
∫ 1
0
u˙sdWs] = 0 ,
i.e.,
E[(∇ϕ, u)] = E[ϕ
∫ 1
0
u˙sdWs].
Furthermore
E
[ ∫ 1
0
Dsϕu˙sds
]
= E
[ ∫ 1
0
E[Dsϕ|Fs]u˙sds
]
= E[(π∇ϕ, u)H]
= E
[( ∫ 1
0
E[Dsϕ|Fs]dWs
)( ∫ 1
0
u˙sdWs
)]
.
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Since the set of the stochastic integrals
∫ 1
0 u˙sdWs of the processes u˙ as above
is dense in L20(µ) = {F ∈ L2(µ) : E[F ] = 0}, we see that
ϕ− E[ϕ] =
∫ 1
0
E[Dsϕ|Fs]dWs = δπ∇ϕ .
The rest is obvious from the Lemma 6.1.1 .
Lemma 6.1.3 extends to ID′ as:
Theorem 6.1.4 For any T ∈ ID′, we have
T = 〈T, 1〉+ δπ∇T .
Proof: Let (ϕn) ⊂ ID such that ϕn → T in D′. Then we have
T = lim
n
ϕn
= lim
n
{E[ϕn] + δπ∇ϕn}
= lim
n
E[ϕn] + lim
n
δπ∇ϕn
= lim
n
〈1, ϕn〉+ lim
n
δπ∇ϕn
= 〈1, T 〉+ δπ∇T
since ∇ : ID′ → ID′(H), π : ID′(H) → ID′(H) and δ : ID′(H) → ID′ are all
linear, continuous mappings.
Here is a nontrivial application of the Theorem 6.1.4:
Theorem 6.1.5 (0–1 law)
Let A ∈ B(W ) such that ∇h1A = 0, h ∈ H, where the derivative is in the
sense of the distributions. Then µ(A) = 0 or 1.
Remark: In particular, the above hypothesis is satisfied when A +H ⊂ A.
Proof: Let TA = 1A, then Theorem 6.1.4 implies that
TA = 〈TA, 1〉 = µ(A) ,
hence µ(A)2 = µ(A). Another proof can be given as follows: let Tt be defined
as Pt1A, where (Pt, t ≥ 0) is the Ornstein-Uhlenbeck semigroup. Then, from
the hypothesis, ∇Tt = e−tPt∇1A = 0, consequently Tt is almost surely a
constant for any t > 0, this implies that limt→0 Tt = 1A is also a constant.
Lifting of the Functionals 59
Remark 6.1.6 From Doob-Burkholder inequalities, it follows via a duality
technique, that
E
[(∫ 1
0
|(I + L)k/2E[Dsφ|Fs]|2ds
)p/2]
≤ cp‖(I + L)k/2φ‖pLp(µ)
≤ cp,k‖φ‖pp,k ,
for any p > 1 and k ∈ IR. Consequently, for any φ ∈ IDp,k, π∇φ ∈ IDp,k(H)
and the Ito integral is an isomorphisme from the adapted elements of IDp,k(H)
onto IDop,k = {φ ∈ IDp,k : 〈φ, 1〉 = 0} (cf. [85] for further details).
Corollary 6.1.7 (Positivity improving) Let F ∈ Lp(µ), p > 1 be a non-
negative Wiener functional such that µ{F > 0} > 0, denote by (Pτ , τ ∈ IR+)
the Ornstein-Uhlenbeck semi-group. Then, for any t > 0, the set At = {w :
PtF (w) > 0} has full µ-measure, in fact we have
At +H ⊂ At .
Proof: From the Mehler and Cameron-Martin formulae, we have
PtF (w + h) =
∫
W
F (e−t(w + h) +
√
1− e−2ty)µ(dy)
=
∫
W
F (e−tw +
√
1− e−2ty)ρ(αtδh(y))µ(dy)
where
αt =
e−t√
1− e−2t
and
ρ(δh) = exp
{
δh− 1/2|h|2H
}
.
This proves the claim about the H-invariance of At and the proof follows
from Theorem 6.1.5.
6.2 Lifting of S ′(IRd) with random variables
Let f : IR→ IR be a C1b -function, F ∈ ID. Then we know that
∇(f(F )) = f ′(F )∇F .
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Now suppose that |∇F |−2H ∈
⋂
Lp(µ), then
f ′(F ) =
(∇(f(F )),∇F )H
|∇F |2H
Even if f is not C1, the right hand side of this equality has a sense if we look
at ∇(f(F )) as an element of ID′. In the following we will develop this idea:
Definition 6.2.1 Let F : W → IRd be a random variable such that Fi ∈ ID,
for all i = 1, . . . , d, and that
[det(∇Fi,∇Fj)]−1 ∈
⋂
p>1
Lp(µ).
Then we say that F is a non-degenerate random variable.
Lemma 6.2.2 Let us denote by σij = (∇Fi,∇Fj)H and by γ = σ−1 (as a
matrix). Then γ ∈ ID(IRd ⊗ IRd), in particular det γ ∈ ID.
Proof: Formally, we have, using the relation σ · γ = Id,
∇γij =
∑
k,l
γikγjl∇σkl .
To justify this we define first σεij = σij + εδij , ε > 0. Then we can write
γεij = fij(σ
ε), where f : IRd ⊗ IRd → IRd ⊗ IRd is a smooth function of
polynomial growth. Hence γεij ∈ ID. Then from the dominated convergence
theorem we have γεij → γij in Lp and ∇kγεij−→∇kγij in Lp(µ,H⊗k) (the latter
follows again from γε · σε = Id).
Lemma 6.2.3 Let G ∈ ID. Then, for all f ∈ S(IRd), the following identities
are true:
1.
E[∂if(F ).G] = E[f(F ) li(G)] ,
where G 7→ li(G) is linear and for any 1 < r < q <∞,
sup
‖G‖q,1≤1
‖li(G)‖r < +∞ .
2. Similarly
E[∂i1...ikf ◦ F.G] = E[f(F ) · li1...ik(G)]
and
sup
‖G‖q,1≤1
‖li1...ik(G)‖r <∞ .
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Proof: We have
∇(f ◦ F ) =
d∑
i=1
∂if(F )∇Fi
hence
(∇(f ◦ F ),∇Fj)H =
d∑
j=1
σij∂if(F ) .
Since σ is invertible, we obtain:
∂if(F ) =
∑
j
γij(∇(f ◦ F ),∇Fj)H .
Then
E[∂if(F ).G] =
∑
j
E [γij(∇(f ◦ F ),∇Fj)HG]
=
∑
j
E [f ◦ F δ{∇FjγijG}] ,
hence we see that li(G) =
∑
j δ{∇FjγijG}. Developing this expression gives
li(G) = −
∑
j
[(∇(γijG),∇Fj)H − γijGLFj]
= −∑
j
γij(∇G,∇Fj)H −∑
k,l
γikγjl(∇σkl,∇Fj)HG− γijGLFj
 .
Hence
|li(G)| ≤
∑
j
[∑
kl
|γikγjl| |∇σkl| |∇Fj| |G|
+|γij| |∇Fj| |∇G|+ |γij| |G| |LFj|] .
Choose p such that 1
r
= 1
p
+ 1
q
and apply Ho¨lder’s inequality:
‖li(G)‖r ≤
d∑
j=1
[∑
k,l
‖G‖q‖γikγjl|∇σkl|H |∇Fj|H‖p +
+ ‖γij|∇Fj |‖p‖|∇G|‖q + ‖γijLFj‖p‖G‖q
]
≤ ‖G‖q,1
[ d∑
j=1
‖γikγjl|∇Fkl||∇Fj|‖p +
+ ‖γij|∇Fj |‖p + ‖γijLFj‖p
]
.
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To prove the last part we iterate this procedure for i > 1.
Remember now that S(IRd) can be written as the intersection (i.e., pro-
jective limit) of the Banach spaces S2k which are defined as below:
Let A = I −∆+ |x|2 and define ‖f‖2k = ‖Akf‖∞ (the uniform norm). Then
let S2k be the completion of S(IRd) with respect to the norm ‖ · ‖2k .
Theorem 6.2.4 Let F ∈ ID(IRd) be a non-degenerate random variable. Then
we have for f ∈ S(IRd):
‖f ◦ F‖p,−2k ≤ cp,k‖f‖−2k .
Proof: Let ψ = A−kf ∈ S(IRd). For G ∈ ID,from Lemma 6.2.3, we know
that there exists some η2k(G) ∈ ID with G 7→ η2k(G) being linear, such that
E[Akψ ◦ F G] = E[ψ ◦ F η2k(G)] ,
i.e.,
E[f ◦ F G] = E[(A−kf) ◦ F η2k(G)] .
Hence
|E[f ◦ F G]| ≤ ‖A−kf‖∞‖η2k(G)‖L1
and
sup
‖G‖q,2k≤1
|E[f ◦ F.G]| ≤ ‖A−kf‖∞ sup
‖G‖q,2k≤1
‖η2k(G)‖1
= K‖f‖−2k .
Consequently
‖f ◦ F‖p,−2k ≤ K‖f‖−2k .
Corollary 6.2.5 The linear map f 7→ f ◦ F from S(IRd) into ID extends
continuously to a map from S ′(IRd) into ID′ whenever F ∈ ID(IRd) is non-
degenerate.
As we have seen in Theorem 6.2.4 and Corollary 6.2.5, if F : W → IRd is
a non-degenerate random variable, then the map f 7→ f ◦ F from S(IRd)→
ID has a continuous extension to S ′(IRd) → ID′ which we shall denote by
T 7→ T ◦ F .
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For f ∈ S(IRd), let us look at the following Pettis integral:∫
IRd
f(x)Exdx ,
where Ex denotes the Dirac measure at x ∈ IRd. We have, for any g ∈ S(IRd),〈 ∫
f(x)Exdx, g
〉
=
∫
〈f(x)Ex, g〉dx
=
∫
f(x)〈Ex, g〉dx
=
∫
f(x)g(x)dx = 〈f, g〉 .
Hence we have proven:
Lemma 6.2.6 The following representation holds in S(IRd):
f =
∫
IRd
f(x)Exdx .
From Lemma 6.2.6, we have
Lemma 6.2.7 We have∫
〈Ey(F ), ϕ〉f(y)dy = E[f(F )ϕ],
for any ϕ ∈ ID, where 〈·, ·〉 denotes the bilinear form of duality between ID′
and ID.
Proof: Let ρǫ be a mollifier. Then Ey ∗ ρǫ → Ey in S ′ on the other hand∫
IRd
(Ey ∗ ρǫ)(F )f(y)dy =
∫
IRd
ρǫ(F + y) f(y)dy =
=
∫
IRd
ρǫ(y)f(y + F )dy −→ǫ→0 f(F ) .
On the other hand, for ϕ ∈ ID,
lim
ε→0
∫
IRd
< (Ey ∗ ρǫ)(F ), ϕ > f(y)dy =
∫
IRd
lim
ǫ→0 < (Ey ∗ ρǫ)(F ), ϕ > f(y)dy
=
∫
IRd
< Ey(F ), ϕ > f(y)dy
= < f(F ), ϕ >
= E[f(F )ϕ] .
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Corollary 6.2.8 We have
〈Ex(F ), 1〉 = d(F
∗µ)
dx
(x) = pF (x),
moreover pF ∈ S(IRd) (i.e., the probability density of F is not only C∞ but
it is also a rapidly decreasing function).
Proof: We know that, for any ϕ ∈ ID, the map T → 〈T (F ), ϕ〉 is continuous
on S ′(IRd) hence there exists some pF,ϕ ∈ S(IRd) such that
E[T (F ) .ϕ] = S〈pF,ϕ, T 〉S′ .
Let pF,1 = pF , then it follows from the Lemma 6.2.6 that
E[f(F )] =
∫
〈Ey(F ), 1〉f(y)dy
=
∫
pF (y)f(y)dy .
Remark 6.2.9 From the disintegration of measures, we have
E[f(F ) ϕ] =
∫
IRd
pF (x)E[ϕ|F = x]f(x)dx
=
∫
IRd
f(x)〈Ex(F ), ϕ〉dx
hence
E[ϕ|F = x] = 〈Ex(F ), ϕ〉
pF (x)
dx-almost surely on the support of the law of F . In fact the right hand side
is an everywhere defined version of this conditional probability.
6.3 Supports of the laws of nondegenerate
Wiener functions
Recall the local characters of the Sobolev derivative and the divergence op-
erators, namely: for any φ ∈ IDp,1, p > 1, we have, for any c ∈ IR, ∇φ = 0
on the set {w : φ(w) = c} µ-almost surely. There is also a similar result for
the divergence operator. A simple consequence of this observation is
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Proposition 6.3.1 For a measurable subset A of W to be in some Sobolev
space IDp,1 (p > 1), it is necessary and sufficient that µ(A) ∈ {0, 1}.
Proof: Since the indicator function is idempotent, supposing the sufficiency,
we get ∇1A = 2 1A∇1A, which implies, from the locality property of ∇
explained above, that ∇1A = 0 a.s., hence we get from the Clark formula
1A = E[1A] = µ(A) ,
which implies µ(A) ∈ {0, 1}.
Proposition 6.3.2 Suppose that F ∈ IDp,1(IRm), p > 1. Then the support
of the measure induced by F , denoted as F (µ), is a connected subset of IRm.
Proof: Suppose the contrary, then there exists two closed, disjoint sets A,B
of positive F (µ) measure. For k ≥ 2, choose ψk ∈ C∞(IRm), with values in
[0, 1], such that ψk(x) = 0 for |x| ≥ k and ψk(x) = 1 for |x| ≤ k − 1 with
the property that supk ‖DψK‖∞ < ∞. Let Dk be the closed ball of radius
k in IRm and define Ak = Dk ∩ A,Bk = Dk ∩ B. For any k, we choose an
fK ∈ C1(IRm) which is equal to one on Ak and to zero on Bk. It follows that
(fkψk) ◦ F → 1{F∈A} (6.3.1)
a.s. as k →∞. Moreover
∇((fkψk) ◦ F ) =
m∑
i=1
[(∂fkψk) ◦ F + (fk∂ψk) ◦ F ]∇F i
=
m∑
i=1
(fk∂ψk) ◦ F∇F i
which implies that the sequence ((fkψk) ◦ F, k ≥ 2) is bounded in IDp,1.
This observation, combined with the limiting property (6.3.1) implies that
1{F∈A} ∈ IDp,1, hence from Proposition 6.3.1, we have µ{F ∈ A} = 1 which
is a contradiction to the assumption that F (µ)(B) > 0.
Remark: Note that if F is real-valued, then its support is an interval.
Proposition 6.3.3 Assume that F ∈ IDp,1, p > 2, and that F (µ) possesses
a locally Lipschitz density pF (x). If a ∈ IR is an element of the interior of
the support of F (µ), then pF (a) > 0.
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Proof: Assume the contrary, i.e., that pF (a) = 0, let r = 2p/(2 + p) > 2, by
the hypothesis, we should have µ{F > a} ∈ (0, 1). Fix ε > 0 and define
Gε(x) =
1
2ε
∫ x
−∞
1[a−ε,a+ε](y)dy .
Since Gε is a Lipschitz map, Gε ◦F belongs to IDn,1 for any n ≥ 0, moreover,
using the Ho¨lder inequality, we obtain
E[|∇(Gε ◦ F )|rH ] ≤ E[|∇F |pH]
2
2+p
(
1
2ε2
∫ a+ε
a−ε
pF (y)dy
)p/p+2
.
Since we have supposed that pF (a) = 0, the integrand of the last integral
can be upper bounded as pF (y) = |pF (y)− pF (a)| ≤ K|y − a|, where K is a
Lipschitz constant of pF , corresponding to its Lipschitz character on any fixed
compact interval containing [a − ε, a + ε]. This upper estimate implies the
boundedness of IDp,1-norm of Gε ◦ F uniformly w.r. to ε, which implies that
its weak limit, which is equal to the indicator function of the set {F > a},
belongs to the Sobolev space IDp,1, which is clearly a contradiction.
6.3.1 Extension of the Ito Formula
Let (xt) be the solution of the following stochastic differential equation:
dxt(w) = bi(xt(w))dt+ σi(xt(w))dw
i
t
x0 = x given,
where b : IRd → IRd and σi : IRd → IRd are smooth vector fields with bounded
derivatives. Let us denote by
X0 =
d∑
i=1
b˜i0
∂
∂xi
, Xj =
∑
σji
∂
∂xj
where
b˜i(x) = bi(x)− 1
2
∑
k,α
∂kσ
i
α(x)σ
k
α(x).
If the Lie algebra of vector fields generated by {X0, X1, . . . , Xd} has dimen-
sion equal to d at any x ∈ IRd, then xt(w) is non-degenerate cf. [102]. In fact
it is also uniformly non-degenerate in the following sense:
E
∫ t
s
|det(∇xir,∇xjr)|−pdr <∞ ,
forall 0 < s < t and p > 1.
As a corollary of this result, combined with the lifting of S ′ to ID′, we can
show the following:
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Theorem 6.3.4 For any T ∈ S ′(IRd), one has the following:
T (xt)− T (xs) =
∫ t
s
AT (xs)ds+
∫ t
s
σij(xs) · ∂jT (xs)dW is ,
where the Lebesgue integral is a Bochner integral, the stochastic integral is
as defined at the first section of this chapter and we have used the following
notation:
A =
∑
bi∂i +
1
2
∑
aij(x)
∂2
∂xi∂xj
, a(x) = (σσ∗)ij, σ = [σ1, . . . , σd] .
6.3.2 Applications to the filtering of the diffusions
Suppose that we are given, for any t ≥ 0,
yt =
∫ t
0
h(xs)ds+Bt
where h ∈ C∞b (IRd)⊗ IRd, B is another Brownian motion independent of w
above. The process (yt; t ∈ [0, 1]) is called an (noisy) observation of (xt, t ∈
IR+). Let Yt = σ{ys; s ∈ [0, t]} be the observed data till t. The filtering
problem consists of calculating the random measure f 7→ E[f(xt)|Yt]. Let
P 0 be the probability defined by
dP 0 = Z−11 dP
where
Zt = exp
{∫ t
0
(h(xs), dys)− 1
2
∫ t
0
|h(xs)|2ds
}
.
Then for any bounded, Yt-measurable random variable Yt, we have:
E[f(xt).Yt] = E
[
Zt
Zt
f(xt).Yt
]
= E0 [Ztf(xt)Yt]
= E0
[
E0[Ztf(xt)|Yt] · Yt
]
= E
[
1
E0[Zt|Yt]E
0[Ztf(xt)|Yt] · Yt
]
,
hence
E[f(xt)|Yt] = E
0[Ztf(xt)|Yt]
E0
[
Zt|Yt
] .
If we want to study the smoothness of the measure f 7→ E[f(xt)|Yt], then
from the above formula, we see that it is sufficient to study the smoothness of
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f 7→ E0[Ztf(xt)|Yt]. The reason for the use of P 0 is that w and (yt; t ∈ [0, 1])
are two independent Brownian motions 1 under P 0
Remark 6.3.5 Let us note that the random distribution f → νt(f) defined
by
νt(f) = E
0[Ztf(xt)|Yt]
satisfies the Zakai equation:
νt(f) = ν0(f) +
∫ t
0
νs(Af)ds+
∫ t
0
∑
i
νs(hif)dy
i
s ,
where A denotes the infinitesimal generator of the diffusion process (xt, t ∈
IR+)
After this preliminaries, we can prove the following
Theorem 6.3.6 Suppose that the map f 7→ f(xt) from S(IRd) into ID has
a continuous extension as a map from S ′(IRd) into ID′. Then the measure
f 7→ E[f(xt)|Yt] has a density in S(IRd).
Proof: As explained above, it is sufficient to prove that the (random) mea-
sure f 7→ E0[Ztf(xt)|Yt] has a density in S(IRd). Let Ly be the Ornstein-
Uhlenbeck operator on the space of the Brownian motion (yt; t ∈ [0, 1]). Then
we have
LyZt = Zt
(
−
∫ t
0
h(xs)dys +
1
2
∫ t
0
|h(xs)|2ds
)
∈ ⋂
p
Lp .
It is also easy to see that
LkwZt ∈
⋂
p
Lp .
From these observations we draw the following conclusions:
• Hence Zt(w, y) ∈ ID(w, y), where ID(w, y) denotes the space of test
functions defined on the product Wiener space with respect to the laws
of w and y.
• The second point is that the operator E0[ · |Yt] is a continuous mapping
from IDp,k(w, y) into ID
0
p,k(y), for any p ≥ 1, k ∈ Z), since Ly commutes
with E0[ · |Yt] .
1 This claim follows directly from Paul Le´vy’s theorem of the characterization of the
Brownian motion.
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• Hence the map
T 7→ E0[T (xt)Zt|Yt]
is continuous from S ′(IRd) → ID′(y). In particular, for fixed T ∈ S ′,
there exist p > 1 and k ∈ IN such that T (xt) ∈ IDp,−k(w). Since
Zt ∈ ID(w, y),
ZtT (xt) ∈ IDp,−k(w, y)
and
T (xt).(I + Ly)k/2Zt ∈ IDp,−k(w, y).
• Consequently
E0[T (xt) · (I + Ly)k/2Zt|Yt] ∈ IDp,−k(y).
• Finally it follows from the latter that
(I + L)−k/2E0[T (xt)(I + Ly)k/2Zt|Yt] = E0[T (xt)Zt|Yt]
belongs to Lp(y). Therefore we see that:
T 7→ E0[T (xt)Zt|Yt]
defines a linear, continuous (use the closed graph theorem for instance)
map from S ′(IRd) into Lp(y).
Since S ′(IRd) is a nuclear space, the map
T
Θ7→ E0[T (xt)Zt|Yt]
is a nuclear operator. This implies that Θ can be represented as
Θ =
∞∑
i=1
λifi ⊗ αi
where (λi) ∈ l1, (fi) ⊂ S(IRd) and (αi) ⊂ Lp(y) are bounded sequences.
Define
kt(x, y) =
∞∑
i=1
λifi(x)αi(y) ∈ S(IRd)⊗˜1Lp(y)
where ⊗˜1 denotes the projective tensor product topology. It is easy now to
see that, for g ∈ S(IRd)∫
IRd
g(x)kt(x, y)dx = E
0[g(xt) · Zt|Yt]
and this completes the proof.
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6.4 Some applications of the Clark formula
6.4.1 Case of non-differentiable functionals
In this example we use the Clark representation theorem for the elements
of ID′ and the composition of the tempered distributions with the non-
degenerate Wiener functionals: Let w 7→ κ(w) be the sign of the ran-
dom variable w 7→ W1(w) where W1 denotes the value of the Wiener path
(Wt, t ∈ [0, 1]) at time t = 1. We have, using Theorem 6.2.4
E[Dtκ|Ft] = 2 exp
{
− W
2
t
2(1− t)
}
1√
2π(1− t)
,
dt× dµ-almost surely. Hence
κ = 2
∫ 1
0
exp
{
− W
2
t
2(1− t)
}
1√
2π(1− t)
dWt ,
µ-almost surely. Note that, although κ is not strongly Sobolev differentiable,
the integrand of the stochastic integral is an ordinary square integrable pro-
cess. This phenomena can be explained by the fact that the conditional
expectation tames the distribution, in such a way that the result becomes an
ordinary random variable.
Here is another application of the Clark formula:
Proposition 6.4.1 Assume that A is a measurable subset of W , then from
Theorem 6.1.4, there exists an eA ∈ L2(µ,H) which can be represented as
eA(t) =
∫ t
0 e˙A(τ)dτ, t ∈ [0, 1], such that e˙A is adapted and
1A = µ(A) + δeA .
If B is another measurable set, then A and B are independent if and only if
E [(eA, eB)H ] = 0 .
Proof: It suffices to observe that
µ(A ∩B) = µ(A)µ(B) + E[(eA, eB)H ] , (6.4.2)
hence A and B is independent if and only if the last term in (6.4.2) is null.
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6.4.2 Logarithmic Sobolev Inequality
As another application of the Clark representation theorem, we shall give a
quick proof of the logarithmic Sobolev inequality of L. Gross 2 (cf. [36]).
Theorem 6.4.2 (log-Sobolev inequality) For any φ ∈ ID2,1, we have
E[φ2 log φ2] ≤ E[φ2] logE[φ2] + 2E[|∇φ|2H ] .
Proof: Clearly it suffices to prove the following inequality
E[f log f ] ≤ 1
2
E
[
1
f
|∇f |2H
]
,
for any f ∈ ID2,1 which is strictly positive, lower bounded with some ε > 0
and with E[f ] = 1. Using the Itoˆ-Clark representation theorem, we can write
f = exp
∫ 1
0
E[Dsf |Fs]
fs
dWs − 1
2
∫ 1
0
(
E[Dsf |Fs]
fs
)2
ds
 ,
where fs = E[f |Fs]. It follows from the Itoˆ formula that
E[f log f ] =
1
2
E
f ∫ 1
0
(
E[Dsf |Fs]
fs
)2
ds
 .
Let ν be the probability defined by dν = f dµ. Then we have
E[f log f ] =
1
2
E
f ∫ 1
0
(
E[f Ds log f |Fs]
fs
)2
ds

=
1
2
Eν
[∫ 1
0
(Eν [Ds log f |Fs])2 ds
]
≤ 1
2
Eν
∫ 1
0
(Ds log f)
2ds
=
1
2
E[f |∇ log f |2H ]
=
1
2
E
[ |∇f |2H
f
]
,
2The proof which is given here is similar to that of B. Maurey.
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Remark 6.4.3 We have given the proof in the frame of the classical Wiener
space. However this result extends immediately to any abstract Wiener space
by the use of the techniques explained in the Appendix of the fourth chapter.
Remark 6.4.4 A straightforward implication of the Clark representation,
as we have seen in the sequel of the proof, is the Poincare´ inequality which
says that, for any F ∈ ID2,1, one has
E[|F −E[F ]|2] ≤ E[|∇F |2H ] .
This inequality is the first step towards the logarithmic Sobolev inequality.
Exercises
1. Assume that F :W → X is a measurable Wiener function, where X is a separable
Hilbert space. Assume further that
‖F (w + h)− F (w + k)‖X ≤ K|h− k|H
µ-almost surely, for any h, k ∈ H . Prove that there exists F ′ = F almost surely
such that
‖F ′(w + h)− F ′(w + k)‖X ≤ K|h− k|H
for any w ∈ W and h, k ∈ H .
2. Deduce from this result that if A is a measurable subset of W , such that A+h ⊂ A
almost surely, then A has a modification, say A′ such that A′ +H ⊂ A′.
Notes and suggested reading
Ito-Clark formula has been discovered first by Clark in the case of Fre´chet differentiable
Wiener functionals. Later its connections with the Girsanov theorem has been remarked
by J.-M. Bismut, [11]. D. Ocone has extended it to the Wiener functionals in ID2,1, cf.
[70]. Its extension to the distributions is due to the author, cf. [85]. Later D. Ocone and
I. Karatzas have also extended it to the functionals of ID1,1.
Composition of the non-degenerate Wiener functionals with the elements of S ′(IRd)
is due to Kuo [50]. Watanabe has generalized it to more general Wiener functionals,
[102, 103]. Later it has been observed by the author that this implies automatically
the fact that the density of the law of a non-degenerate Wiener functional is a rapidly
decreasing C∞ function. This last result remains true for the conditional density of the
non-linear filtering as it has been first proven in [89].
Chapter 7
Positive distributions and
applications
7.1 Positive Meyer-Watanabe distributions
If θ is a positive distribution on IRd, then a well-known theorem says that θ
is a positive measure, finite on the compact sets. We will prove an analogous
result for the Meyer-Watanabe distributions in this section, show that they
are absolutely continuous with respect to the capacities defined with respect
to the scale of the Sobolev spaces on the Wiener space and give an application
to the construction of the local time of the Wiener process. We end the
chapter by making some remarks about the Sobolev spaces constructed by
the second quantization of an elliptic operator on the Cameron-Martin space.
We will work on the classical Wiener space C0([0, 1]) = W . First we have
the following:
Proposition 7.1.1 Suppose (Tn) ⊂ ID′ and each Tn is also a probability
on W . If Tn → T in ID′, then T is also a probability and Tn → T in the
weak-star topology of measures on W .
For the proof of this proposition, we shall need the following result whose
proof can be found in [81]
Lemma 7.1.2 (Garsia-Rademich-Ramsey lemma) Let p, ψ be two con-
tinuous, stritly increasing functions on IR+ such that ψ(0) = p(0) = 0 and
that limt→∞ ψ(t) =∞. Let T > 0 and f ∈ C([0, T ], IRd). If
∫
[0,T ]2
ψ
( |f(t)− f(s)|
p(|t− s|)
)
ds dt ≤ B ,
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then for any 0 ≤ s ≤ t ≤ T , we have
|f(t)− f(s)| ≤ 8
∫ t−s
0
ψ−1
(
4B
u2
)
p(du) .
Proof: [of the Proposition] It is sufficient to prove that the sequence
of probability measures (νn, n ≥ 1) associated to (Tn, n ≥ 1), is tight. In
fact, let S = ID ∩ Cb(W ), if the tightness holds, then we would have, for
ν = w − lim νn (taking a subsequence if necessary), where w − lim denotes
the limit in the weak-star topology of measures,
ν(ϕ) = T (ϕ) on S .
Since the mapping w → ei〈w,w∗〉 (w∗ ∈ W ∗) belongs to S, S separates the
probability measures on (W,B(W )) and the proof would follow.
In order to realize this program, let G : W → IR be defined as
G(w) =
∫ 1
0
∫ 1
0
|w(t)− w(s)|8
|t− s|3 ds dt.
Then G ∈ ID and Aλ = {G(w) ≤ λ} is a compact subset of W . In fact, from
Lemma 7.1.2 , the inequality G(w) ≤ λ implies the existence of a constant
Kλ such that
|w(s)− w(t)| ≤ Kλ|t− s| 154 ,
for 0 ≤ s < t ≤ 1, hence Aλ is equicontinuous, then the Arzela-Ascoli
Theorem implies that the set {w : G(w) ≤ λ} is relatively compact in W ,
moreover it is a closed set since G is a lower semi-continuous function by
the Fatou Lemma. In particular, it is measurable with respect to the non-
completed Borel sigma algebra of W . Moreover, we have
⋃
λ≥0Aλ = W
almost surely. Let ϕ ∈ C∞(IR) such that 0 ≤ ϕ ≤ 1; ϕ(x) = 1 for x ≥ 0,
ϕ(x) = 0 for x ≤ −1. Let ϕλ(x) = ϕ(x− λ). We have
νn(A
c
λ) ≤
∫
W
ϕλ(G(w)) νn(dw) .
We claim that ∫
W
ϕλ(G)dνn = 〈ϕλ(G), Tn〉.
To see this, for ε > 0, write
Gε(w) =
∫
[0,1]2
|w(t)− w(s)|8
(ε+ |t− s|)3 ds dt .
Then ϕλ(Gε) ∈ S (but not ϕλ(G), since G is not continuous on W ) and we
have ∫
ϕλ(Gε)dνn = 〈ϕλ(Gε), Tn〉.
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Moreover ϕλ(Gε)→ ϕλ(G) in ID, hence
lim
ε→0〈ϕλ(Gε), Tn〉 = 〈ϕλ(G), Tn〉 .
From the dominated convergence theorem, we have also
lim
ε→0
∫
ϕλ(Gε)dνn =
∫
ϕλ(G)dνn.
Since Tn → T in ID′, there exist some k > 0 and p > 1 such that Tn → T in
IDp,−k. Therefore
〈ϕλ(G), Tn〉 = 〈(I + L)k/2ϕλ(G), (I + L)−k/2Tn〉
≤
∥∥∥(I + L)k/2ϕλ(G)∥∥∥
q
sup
n
∥∥∥(I + L)−k/2Tn∥∥∥
p
.
From the Meyer inequalities, we see that
lim
λ→∞
∥∥∥(I + L)k/2ϕλ(G)∥∥∥
q
= 0 ,
in fact, it is sufficient to see that ∇i(ϕλ(G))→ 0 in Lp for all i ≤ [k]+ 1, but
this is obvious from the choice of ϕλ. We have proven that
lim
λ→∞
sup
n
νn(A
c
λ)
≤ sup
n
∥∥∥(I + L)−k/2Tn∥∥∥
p
lim
λ→∞
∥∥∥(I + L)k/2ϕλ(G)∥∥∥
p
= 0 ,
which implies the tightness and the proof is completed.
Corollary 7.1.3 Let T ∈ ID′ such that 〈T, ϕ〉 ≥ 0, for all positive ϕ ∈ ID.
Then T is a Radon measure on W .
Proof: Let (hi) ⊂ H be a complete, orthonormal basis of H . Let Vn =
σ{δh1, . . . , δhn}. Define Tn as Tn = E[P1/nT |Vn] where P1/n is the Ornstein-
Uhlenbeck semi-group on W . Then Tn ≥ 0 and it is a random variable
in some Lp(µ). Therefore it defines a measure on W (it is even absolutely
continuous with respect to µ). Moreover Tn → T in ID′, hence the proof
follows from Proposition 7.1.1.
Another application is the following:
Proposition 7.1.4 Let F ∈ ID(IRm) be a nondegenerate random vector and
denote by pF the density of its law, which is described as in Corollary 6.2.8.
If pF (a) = 0 for some a ∈ IRm, then any derivative ∂αpF is again zero at this
point a ∈ IRm.
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Proof: Assume then pF (a) = 0, since pF (a) =< Ea(F ), 1 > and we know
that Ea ◦F is a positive measure on the Wiener space, and pF (a) = 0 implies
that this measure is equal to zero. We can also write
∇Ea(F ) =
∑
i
∂iEa(F )∇Fi ,
hence
∂iEa(F ) =
∑
j≤m
(∇Ea(F ),∇F j)H(γ−1F )ji = 0 ,
where γF is the Gramm-Malliavin matrix associated to F . Since
∂αpF (x) =< (∂Ex)(F ), 1 > ,
for any multi-index α, the proof follows by induction.
7.2 Capacities and positive Wiener functio-
nals
We begin with the following definitions:
Definition 7.2.1 Let p ∈ [1,∞) and k > 0. If O ⊂ W is an open set, we
define the (p, k)-capacity of O as
Cp,k(O) = inf{‖ϕ‖pp,k : ϕ ∈ IDp,k, ϕ ≥ 1µ− a.e. on O} .
If A ⊂W is any set, define its (p, k)-capacity as
Cp,k(A) = inf{Cp,k(O);O is open O ⊃ A} .
• We say that some property takes place (p, k)-quasi everywhere if the
set on which it does not hold has (p, k)-capacity zero.
• We say N is a slim set if Cp,k(N) = 0, for all p > 1, k > 0.
• A function is called (p, k)-quasi continuous if for any ε > 0 , there
exists an open set Oε such that Cp,k(Oε) < ε and the function is con-
tinuous on Ocε.
• A function is called ∞-quasi continuous if it is (p, k)-quasi continuous
for any p > 1, k ∈ IN.
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The results contained in the next lemma are proved by Fukushima & Kaneko
(cf. [33]):
Lemma 7.2.2 1. If F ∈ IDp,k, then there exists a (p, k)-quasi continuous
function F˜ such that F = F˜ µ-a.e. and F˜ is (p, k)-quasi everywhere
defined, i.e. if G˜ is another such function, then Cp,k({F˜ 6= G˜})) = 0.
2. If A ⊂W is arbitrary, then
Cp,k(A) = inf{‖ϕ‖p,k : ϕ ∈ IDp,k , ϕ˜ ≥ 1 (p, r)− q.e. on A}
3. There exists a unique element UA ∈ IDp,k such that U˜A ≥ 1 (p, k)-quasi
everywhere on A with Cp,k(A) = ‖UA‖p,k, and U˜A ≥ 0 (p, k)-quasi
everywhere. UA is called the (p, k)-equilibrium potential of A.
Theorem 7.2.3 Let T ∈ ID′ be a positive distribution and suppose that T ∈
IDq,−k for some q > 1, k ≥ 0. Then, if we denote by νT the measure associated
to T , we have
ν¯T (A) ≤ ‖T‖q,−k(Cp,k(A))1/p,
for any set A ⊂ W , where ν¯T denotes the outer measure with respect to νT .
In particular νT does not charge the slim sets.
Proof: Let V be an open set in W and let UV be its equilibrium potential
of order (p, k). We have
〈P1/nT, UV 〉 =
∫
P1/nT UV dµ
≥
∫
V
P1/nT UV dµ
≥
∫
V
P1/nTdµ
= νP1/nT (V ) .
Since V is open, we have, from the fact that νP1/nT → νT weakly,
lim inf
n→∞ νP1/nT (V ) ≥ νT (V ) .
On the other hand
lim
n→∞〈P1/nT, UV 〉 = 〈T, UV 〉
≤ ‖T‖q,−k‖UV ‖p,k
= ‖T‖q,−kCp,k(V )1/p.
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7.3 Some Applications
Below we use the characterization of the positive distributions to give a
different interpretation of the local times. Afterwards the 0−1 law is revisited
via the capacities.
7.3.1 Applications to Ito formula and local times
Let f : IRd → IR be a function from S ′(IRd) and suppose that (Xt, t ≥ 0)
is a hypoelliptic diffusion on IRd which is constructed as the solution of the
following stochastic differential equation with smooth coefficients:
dXt = σ(Xt)dWt + b(Xt)dt (7.3.1)
X0 = x ∈ IRd .
We denote by L the infinitesimal generator of the diffusion process (Xt, t ≥
0). For any t > 0, Xt is a non-degenerate random variable in the sense of
Definition 6.2.1. Consequently we have the extension of the Ito formula
f(Xt)− f(Xu) =
∫ t
u
Lf(Xs)ds+
∫ t
u
σij(Xs)∂if(Xs)dW
j
s ,
for 0 < u ≤ t ≤ 1. Note that, since we did not make any differentiability hy-
pothesis about f , the above integrals are to be regarded as the elements of ID′.
Suppose that Lf is a bounded measure on IRd, from our result about the pos-
itive distributions, we see that
∫ t
u Lf(Xs)ds is a measure onW which does not
charge the slim sets. By difference, so does the term
∫ t
u σij(Xs)∂if(Xs)dW
j
s .
As a particular case, we can take d = 1, L = 1
2
∆ (i.e. σ = 1), f(x) = |x| and
this gives
|Wt| − |Wu| = 1
2
∫ t
u
∆|x|(Ws)ds+
∫ t
u
d
dx
|x|(Ws)dWs .
As d
dx
|x| = sign(x), we have∫ t
u
d
dx
|x|(Ws)dWs =
∫ t
u
sign(Ws)dWs =M
u
t
is a measure absolutely continuous with respect to µ. Since limu→0Mut = Nt
exists in all Lp, so does
lim
u→0
∫ t
u
∆|x|(Ws)ds
in Lp for any p ≥ 1. Consequently ∫ t0 ∆|x|(Ws)ds is absolutely continuous
with respect to µ, i.e., it is a random variable. It is easy to see that
∆|x|(Ws) = 2E0(Ws) ,
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where E0 denotes the Dirac measure at zero, hence we obtain∫ t
0
2E0(Ws)ds =
∫ t
0
∆|x|(Ws)ds
= 2l0t
which is the local time of Tanaka. Note that, although E0(Ws) is singular
with respect to µ, its Pettis integral is absolutely continuous with respect to
µ.
Remark 7.3.1 If F : W → IRd is a non-degenerate random variable, then
for any S ∈ S ′(IRd) with S ≥ 0 on S+(IRd), S(F ) ∈ ID′ is a positive distri-
bution, hence it is a positive Radon measure on W . In particular Ex(F ) is a
positive Radon measure.
7.3.2 Applications to 0− 1 law and to the gauge func-
tionals of sets
In Theorem 6.1.5 we have seen that an H-nvariant subset of W has measure
which is equal either to zero or to one. In this section we shall refine this
result using the capacities. Let us first begin by defining the gauge function
of a measurable subset of W : if A ∈ B(W ), define
qA(w) = inf[|h|H : h ∈ (A− w) ∩H ] , (7.3.2)
where the infimum is defined as to be infinity on the empty set. We have
Lemma 7.3.2 For any A ∈ B(W ), the map qA is measurable with respect
to the µ-completion of B(W ). Moreover
|qA(w + h)− qA(w)| ≤ |h|H (7.3.3)
almost surely, for any h ∈ H and µ{qA <∞} = 0 or 1.
Proof:Without loss of generality, we may assume that A is a compact subset
of W with µ(A) > 0. Then the set K(w) = (A− w) ∩H 6= ∅ almost surely.
Therefore w → K(w) is a multivalued map with values in the non-empty
subsets of H for almost all w ∈ W . Let us denote by G(K) its graph, i.e.,
G(K) = {(h, w) : h ∈ K(w)} .
Since (h, w) 7→ h+w is measurable from H×W toW when the first space is
equipped with the product sigma algebra, due to the continuity of the map
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(h, w) → w + h, it follows that G(K) is a measurable subset of H × W .
From a theorem about the measurable multi-valued maps, it follows that
w → K(w) is measurable with respect to the µ- completed sigma field B(W )
(cf. [16]). Hence there is a countable sequence of H-valued measurable
selectors (ui, i ∈ IN) of K (i.e., ui : W → H such that ui(w) ∈ K(w) almost
surely) such that (ui(w), i ∈ IN) is dense in K(w) almost surely. To see the
measurability, it suffices to remark that
qA(w) = inf(|ui(w)|H : i ∈ IN) .
The relation 7.3.3 is evident from the definition of qA. To complete the proof
it suffices to remark that the set Z = {w : qA(w) < ∞} is H-invariant,
hence from Theorem 6.1.5, µ(Z) = 0 or 1. Since Z contains A and µ(A) > 0,
µ(Z) = 1.
The following result refines the 0− 1–law (cf. [29], [52]):
Theorem 7.3.3 Assume that A ⊂W is an H-invariant set of zero Wiener
measure. Then
Cr,1(A) = 0
for any r > 1.
Proof: Choose a compact K ⊂ Ac with µ(K) > 0. Denote by Bn the ball
of radius n of H and define Kn = K +Bn. It is easy to see that ∪nKn is an
H-invariant set. Moreoever
(∪nKn) ∩ A = ∅ ,
otherwise, due to the H-invariance of of A, we would have A ∩K 6= ∅. We
also have µ(Kn)→ 1. Let
pn(w) = qKn(w) ∧ 1 .
From Proposition 5.1.9, we see that pn ∈ ∩pIDp,1. Moreover pn(w) = 1 on
Kcn+1 (hence on A) by construction. Since pn = 0 on Kn, from Lemma 2.5.1
∇pn = 0 almost surely on Kn. Consequently
Cr,1(A) ≤
∫
(|pn|r + |∇pn|rH)dµ
=
∫
Kcn
(|pn|r + |∇pn|rH)dµ
≤ 2µ(Kcn)→ 0
as n→∞.
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7.4 Local Sobolev spaces
In Chapter II we have observed the local character of the Sobolev derivative
and the divergence operator. This permits us to define the local Sobolev
spaces as follows:
Definition 7.4.1 We say that a Wiener functional F with values in some
separable Hilbert space X belongs to IDlocp,1(X), p > 1, if there exists a sequence
(Ωn, n ≥ 1) of measurable subsets of W whose union is equal to W almost
surely and
F = Fn a.s. on Ωn ,
where Fn ∈ IDp,1(X) for any n ≥ 1. We call ((Ωn, Fn), n ≥ 1) a localizing
sequence for F .
Lemma 2.5.1 and Lemma 2.5.2 of Section 2.5 permit us to define the local
Sobolev derivative and local divergence of the Wiener functionals. In fact, if
F ∈ IDlocp,1(X), then we define ∇locF as
∇locF = ∇Fn on Ωn .
Similarly, if ξ ∈ IDlocp,1(X ⊗H), then we define
δlocξ = δξn onΩn .
From the lemmas quoted above ∇locF and δlocξ are independent of the choice
of their localizing sequences.
Remark: Note that we can define also the spaces IDlocp,k(X) similarly.
The most essential property of the Sobolev derivative and the divergence
operator is the fact that the latter is the adjoint of the former under the
Wiener measure. In other words they satisfy the integration by parts formula:
E[(∇φ, ξ)H ] = E[φ δξ] .
In general this important formula is no longer valid when we replace ∇ and
δ with ∇loc and δloc respectively. The theorem given below gives the exact
condition when the local derivative or divergence of a vector field is in fact
equal to the global one.
Theorem 7.4.2 Assume that φ ∈ IDlocp,1(X), and let ((φn,Ωn), n ∈ IN) be
a localizing sequence of φ. A neccessary and sufficient condition for φ ∈
IDp,1(X) and for ∇φ = ∇locφ almost surely, is
lim
n→∞Cp,1(Ω
c
n) = 0 . (7.4.4)
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Proof: The neccessity is trivial since, from Lemma 7.2.2. To prove the
sufficiency we can assume without loss of generality that φ is bounded. In
fact, if the theorem is proved for the bounded functions, then to prove the
general case, we can replace φ by
φk =
(
1 +
1
k
‖φ‖X
)−1
φ ,
which converges in IDp,1(X) as k →∞ due to the closedness of the Sobolev
derivative. Hence we shall assume that φ is bounded. Let ε > 0 be arbitrary,
since Cp,1(Ω
c
n)→ 0, by Lemma 7.2.2, there exists some Fn ∈ IDp,1 such that
Fn ≥ 1 on Ωcn quasi-everywhere and ‖Fn‖p,1 ≤ Cp,1(Ωcn) + ε2−n, for any
n ∈ IN. Evidently, the sequence (Fn, n ∈ IN) converges to zero in IDp,1. Let
f : IR → [0, 1] be a smooth function such that f(t) = 0 for |t| ≥ 3/4 and
f(t) = 1 for |t| ≤ 1/2. Define An = f ◦ Fn, then An = 0 on Ωcn quasi-
everywhere and the sequence (An, n ∈ IN) converges to the constant 1 in
IDp,1. As a consequence of this observation φAn = φnAn almost surely and
by the dominated convergence theorem, (φnAn, n ∈ IN) converges to φ in
Lp(µ,X). Moreover
∇(φAn) = ∇(φnAn)
= An∇locφ+ φ∇An →∇locφ
in Lp(µ,X ⊗ H) since (An, n ∈ IN) and φ are bounded. Consequently
∇(φnAn)→∇locφ in Lp(µ,X⊗H), since ∇ is a closed operator on Lp(µ,X)
the convergence takes place also in IDp,1(X) and the proof is completed.
We have also a similar result for the divergence operator:
Theorem 7.4.3 Let ξ be in IDlocp,1(H) with a localizing sequence ((ξn,Ωn), n ∈
IN) such that ξ ∈ Lp(µ,H) and δlocξ ∈ Lp(µ). Assume moreover
lim
n→∞Cq,1(Ω
c
n) = 0 , (7.4.5)
where q = p/(p− 1). Then ξ ∈ Domp(δ) and δlocξ = δξ almost surely.
Proof: Due to the hypothesis (7.4.5), we can construct a sequence (An, n ∈
IN) as in the proof of Theorem 7.4.2, which is bounded in L∞(µ), converging
to the constant function 1 in IDq,1 such that An = 0 on Ω
c
n. Let γ ∈ ID be
bounded, with a bounded Sobolev derivative. We have
E
[
An(δ
locξ)γ
]
= E [Anδξn γ]
= E [An(ξn,∇γ)H ] + E [(∇An, ξn)Hγ]
= E [An(ξ,∇γ)H] + E [(∇An, ξ)Hγ]
→ E [(ξ,∇γ)H] .
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Moreover, from the dominated convergence theorem we have
lim
n
E[An(δ
locξ)γ] = E[(δlocξ)γ] ,
hence
E
[
(δlocξ) γ
]
= E [(ξ,∇γ)H ] .
Since the set of functionals γ with the above prescribed properties is dense
in IDq,1, the proof is completed.
7.5 Distributions associated to Γ(A)
It is sometimes useful to have a scale of distribution spaces which are defined
with a more “elliptic” operator than the Ornstein-Uhlenbeck semigroup. In
this way objects which are more singular than Meyer distributions can be
interpreted as the elements of the dual space. This is important essentially
for the constructive Quantum field theory, cf. [77]. We begin with an abtract
Wiener space (W,H, µ). Let A be a self-adjoint operator on H , we suppose
that its spectrum lies in (1,∞), hence A−1 is bounded and ‖A−1‖ < 1. Let
H∞ =
⋂
n
Dom(An) ,
hence H∞ is dense in H and α 7→ (Aαh, h)H is increasing. Denote by Hα
the completion of H∞ with respect to the norm |h|2α = (Aαh, h); α ∈ IR.
Evidently H ′α ∼= H−α (isomorphism). If ϕ : W → IR is a nice Wiener
functional with ϕ =
∑∞
n=0 In(ϕn), define the second quantization of A
Γ(A)ϕ = E[ϕ] +
∞∑
n=1
In(A
⊗nϕn) .
Definition 7.5.1 For p > 1, k ∈ Z, α ∈ IR, we define IDαp,k as the completion
of polynomials based on H∞, with respect to the norm:
‖ϕ‖p,k;α = ‖(I + L)k/2Γ(Aα/2)ϕ‖Lp(µ) ,
where ϕ(w) = p(δh1, . . . , δhn), p is a polynomial on IR
n and hi ∈ H∞ . If
Ξ is a separable Hilbert space, IDαp,k(Ξ) is defined similarly except that ϕ is
taken as an Ξ-valued polynomial.
Remark 7.5.2 If ϕ = exp(δh− 1
2
|h|2) then we have
Γ(A)ϕ = exp
{
δ(Ah)− 1
2
|Ah|2
}
.
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Remark 7.5.3 IDαp,k is decreasing with respect to α, p and k.
Theorem 7.5.4 Let (W α, Hα, µα) be the abstract Wiener space correspond-
ing to the Cameron-Martin space Hα. Let us denote by ID
(α)
p,k the Sobolev
space on W α defined by
‖ϕ‖
ID
(α)
p,k
= ‖(I + L)k/2ϕ‖Lp(µα,Wα)
Then ID
(α)
p,k and ID
α
p,k are isomorphic.
Remark: This isomorphism is not algebraic, i.e., it does not commute with
the point-wise multiplication fion.
Proof: We have
E[eiδ(A
α/2h)] = exp 1
2
|Aα/2h|2 = exp |h|
2
α
2
which is the characteristic function of µα on W
α.
Theorem 7.5.5 1. For p > 2, α ∈ IR, k ∈ Z, there exists some β > α
2
such that
‖ϕ‖IDαp,k ≤ ‖ϕ‖IDβ2,k
consequently ⋂
α,k
IDα2,k =
⋂
α,p,k
IDαp,k .
2. Moreover, for some β > α we have
‖ϕ‖IDαp,k ≤ ‖ϕ‖IDβ2,0 ,
hence we have also ⋂
α
IDα2,0 =
⋂
α,p,k
IDαp,k .
Proof: 1) We have
‖ϕ‖IDαp,k = ‖
∑
n
(1 + n)k/2In((A
α/2)⊗nϕn)‖Lp
=
∥∥∥∑(1 + n)k/2ente−ntIn((Aα/2)⊗nϕn)∥∥∥
Lp
.
From the hypercontractivity of Pt, we can choose t such that p = e
2t+1 then∥∥∥∑(1 + n)k/2ente−ntIn(. . .)∥∥∥
p
≤
∥∥∥∑(1 + n)k/2entIn(. . .)∥∥∥
2
.
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Choose β > 0 such that ‖A−β‖ ≤ e−t, hence∥∥∥∑(1 + n)k/2entIn(. . .)∥∥∥
2
≤
∥∥∥∑(1 + n)k/2Γ(Aβ)Γ(A−β)entIn((Aα/2)⊗nϕn)∥∥∥
2
≤ ∑(1 + n)k/2‖In((Aβ+α/2)⊗nϕn))‖2
= ‖ϕ‖ID2β+α
2,k
.
2) If we choose ‖A−β‖ < e−t then the difference suffices to absorb the action
of the multiplicator (1 + n)k/2 which is of polynomial growth and the former
gives an exponential decrease.
Corollary 7.5.6 We have similar relations for any separable Hilbert space
valued functionals.
Proof: This statement follows easily from the Khintchine inequality.
As another corollary we have
Corollary 7.5.7 Let us denote by Φ(H∞) the space
⋂
α Φ(Hα). Then
1. ∇ : Φ → Φ(H∞) and δ : Φ(H∞) → Φ are linear continuous operators.
Consequently ∇ and δ have continuous extensions as linear operators
∇ : Φ′ → Φ′(H−∞) and δ : Φ′(H−∞)→ Φ′.
2. Φ is an algebra.
3. For any T ∈ Φ′, there exists some ζ ∈ Φ′(H−∞) such that
T = 〈T, 1〉+ δζ .
Proof: The first claim follows from Theorems 7.5.4 and 7.5.5. To prove the
second one it is sufficient to show that ϕ2 ∈ Φ if ϕ ∈ Φ. This follows from the
multiplication formula of the multiple Wiener integrals. (cf. Lemma 8.1.1).
To prove the last one let us observe that if T ∈ Φ′, then there exists some
α > 0 such that T ∈ ID−α2,0 , i.e., T under the isomorphism of Theorem 7.5.4
is in L2(µα,W
α) on which we have Ito representation (cf. Appendix to the
Chapter IV).
Proposition 7.5.8 Suppose that A−1 is p-nuclear, i.e., there exists some
p ≥ 1 such that A−p is nuclear. Then Φ is a nuclear Fre´chet space.
Proof: This goes as in the classical white noise case, except that the eigenvec-
tors of Γ(A−1) are of the formH~α(δhα1 , . . . , δhn) with hαi are the eigenvectors
of A.
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7.6 Applications to positive distributions
Let T ∈ Φ′ be a positive distribution. Then, from the construction of the dis-
tribution spaces, there exists some ID−αp,−k such that T ∈ ID−αp,−k and 〈T, ϕ〉 ≥ 0
for any ϕ ∈ IDαq,k, ϕ ≥ 0. Hence iα(T ) is a positive functional on ID(α)1,k which
is the Sobolev space on W α. Therefore iα(T ) is a Radon measure on W
−α
and we find in fact that the support of T is W−α which is much smaller than
H−∞. Let us give an example of such a positive distribution:
Proposition 7.6.1 Assume that u ∈ L2(µ,H) such that
∞∑
n=0
1√
n!
E [|u|nH]1/2 <∞ . (7.6.6)
Then the mapping defined by
φ→ E[φ(w + u(w))] =< Lu, φ >
is a positive distribution and it can be expressed as
∞∑
n=0
1
n!
δnu⊗n .
Moreover this sum is weakly uniformly convergent in ID−α2,0 , for any α > 0
such that ‖A−1‖2α < 1
2
.
Proof: It follows trivially from the Taylor formula and from the definition
of δn as the adjoint of ∇n with respect to µ, that
< Lu, φ >=
∞∑
n=0
1
n!
E
[
φ δnu⊗n
]
for any cylindrical, analytic function φ. To complete the proof it suffices
to show that φ →< Lu, φ > extends continuously to Φ. If φ has the chaos
decomposition
φ =
∞∑
k=0
Ik(φk) ,
with φk ∈ H◦k∞ , then
E
[
‖∇nφ‖2H◦k
]
=
∑
k≥n
(k!)2
(k − n)! ‖φk‖
2
H◦k
≤ ∑
k≥n
c−αk
(k!)2
(k − n)!‖φk‖
2
H◦kα
,
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where c−α is an upper bound for the norm of A−α/2. Hence we the following
a priori bound:
| < Lu, φ > | ≤
∞∑
n=0
1
n!
| < ∇nφ, u⊗n > |
≤
∞∑
n=0
1√
n!
E [|u|nH]1/2
∑
k≥n
c−αk
(k!)2
(k − n)!‖φk‖
2
H◦kα
1/2
≤
∞∑
n=0
1√
n!
E [|u|nH]1/2
∑
k≥n
(2c−α)k‖φk‖2H◦kα
1/2 .
Choose now α such that c−α < 1/2, then the sum inside the square root is
dominated by
∞∑
k=0
k!‖φk‖2H◦kα = ‖φ‖2IDα2,0 .
Hence the sum is absolutely convergent provided that u satisfies the condition
(7.6.6).
7.7 Exercises
1. Let K be a closed vector subspace of H and denote by P the orthogonal projection
associated to it. Denote by FK the sigma algebra generated by {δk, k ∈ K}. Prove
that
Γ(P )f = E[f |FK ] ,
for any f ∈ L2(µ).
2. Assume thatM andN are two closed vector subspaces of the Cameron-Martin space
H , denote by P and Q respectively the corresponding orthogonal projections. For
any f, g ∈ L2(µ) prove the following inequality:
|E [(f − E[f ])(g − E[g])]| ≤ ‖PQ‖‖f‖L2(µ) ‖g‖L2(µ) ,
where ‖PQ‖ is the operator norm of PQ.
3. Prove that Γ(e−tIH) = Pt, t ≥ 0, where Pt denotes the Ornstein-Uhlenbeck semi-
group.
4. Let B is a bounded operator on H , define dΓ(B) as
dΓ(B)f =
d
dt
Γ(etB)f |t=0 .
Prove that
dΓ(B)f = δ{B∇f}
and that
dΓ(B)(fg) = f dΓ(B)g + g dΓ(B)f ,
(i.e., dΓ(B) is a derivation) for any f, g ∈ ID whenever B is skew-symmetric.
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Notes and suggested reading
The fact that a positive Meyer distribution defines a Radon measure on the Wiener space
has been indicated for the first time in [3]. The notion of the capacity in an abstract frame
has been studied by several people, cf. in particular [12], [56] and the references there.
Application to the local times is original, the capacity version of 0− 1–law is taken from
[52]. Proposition 7.6.1 is taken from [46], for the more general distribution spaces we refer
the reader to [46, 48, 63] and to the references there.
Chapter 8
Characterization of
independence of some Wiener
functionals
Introduction
In probability theory, probably the most important concept is the indepen-
dence since it is the basic property which differentiates the probability theory
from the abstract measure theory or from the functional analysis. Besides
it is almost always difficult to verify the independence of random variables.
In fact, even in the elementary probability, the tests required to verify the
independence of three or more random variables get very quickly quite cum-
bersome. Hence it is very tempting to try to characterize the independence
of random variables via the local operators as ∇ or δ that we have studied
in the preceding chapters.
Let us begin with two random variables: let F,G ∈ IDp,1 for some p > 1.
They are independent if and only if
E[eiαF eiβG] = E[eiαF ]E[eiβG]
for any α, β ∈ IR, which is equivalent to
E[a(F )b(G)] = E[a(F )]E[b(G)]
for any a, b ∈ Cb(IR).
Let us denote by a˜(F ) = a(F )− E[a(F )], then we have:
F and G are independent if and only if
E[a˜(F ) · b(G)] = 0 , ∀a, b ∈ Cb(IR) .
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Since eiαx can be approximated point-wise with smooth functions, we can
suppose as well that a, b ∈ C1b (IR) (or C∞0 (IR)). Since L is invertible on the
centered random variables, we have
E[a˜(F )b(G)] = E[LL−1a˜(F ) · b(G)]
= E[δ∇L−1a˜(F ) · b(G)]
= E[(∇L−1a˜(F ),∇(b(G)))H ]
= E[((I + L)−1∇a(F ),∇(b(G)))]
= E[((I + L)−1(a′(F )∇F ), b′(G)∇G)H ]
= E[b′(G) · ((I + L)−1(a′(F )∇F ),∇G)H]
= E[b′(G) · E[((I + L)−1(a′(F )∇F,∇G)H|σ(G)]] .
In particular choosing a = eiαx, we find that
Proposition 8.0.1 F and G (in IDp,1) are independent if and only if
E
[
((I + L)−1(eiαF∇F ),∇G)H
∣∣∣σ(G)] = 0 a.s.
8.1 The case of multiple Wiener integrals
Proposition 8.0.1 is not very useful, because of the non-localness property
of the operator L−1. Let us however look at the case of multiple Wiener
integrals:
First recall the following multiplication formula of the multiple Wiener
integrals:
Lemma 8.1.1 Let f ∈ Lˆ2([0, 1]p), g ∈ Lˆ2([0, 1]q). Then we have
Ip(f) Iq(g) =
p∧q∑
m=0
p! q!
m!(p−m)!(q −m)!Ip+q−2m(f ⊗m g)
=
p∧q∑
m=0
p! q!
m!(p−m)!(q −m)!Ip+q−2m(f⊗ˆmg) ,
where f ⊗m g denotes the contraction of order m of the tensor f ⊗g, i.e., the
partial scalar product of f and g in L2([0, 1]m) and f⊗ˆmg is its symmetriza-
tion.
To prove above lemma we need to prove the Leibniz formula whose proof
follows from its finite dimensional version:
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Lemma 8.1.2 Assume that F, G are in ID, then, for any n ∈ IN, we have
∇n(F G) =
n∑
i=0
n!
i! (n− i)!∇
iF ⊗ˆ∇n−iG .
almost surely.
Proof of Lemma 8.1.1: Suppose that p > q and let φ ∈ ID, using the
identity δpf = Ip(f) and the fact that δ
p is the adjoint of the operator ∇p,
we get, from Lemma 8.1.2
E[Ip(f)Iq(g)φ] = E[(f,∇p(Iq(g)φ))H⊗ˆp ]
= E
[ p∑
i=0
Cp,i(f,∇iIq(g)⊗ˆ∇p−iφ)H⊗ˆp
]
= E
[ p∑
i=0
Cp,i
q!
(q − i)!(f, Iq−i(g)⊗∇
p−iφ)H⊗p
]
=
p∑
i=0
Cp,i
q!
(q − i)! E
[
(f, Iq−i(g)⊗∇p−iφ)H⊗p
]
=
p∑
i=0
Cp,i
q!
(q − i)! E
[
(Iq−i(g)⊗i f,∇p−iφ)H⊗(p−i)
]
=
p∑
i=0
Cp,i
q!
(q − i)! E[(g ⊗i f,∇
q−i∇p−iφ)H⊗(p+q−2i) ]
=
p∑
i=0
Cp,i
q!
(q − i)! E[(g ⊗i f,∇
p+q−2iφ)H⊗(p+q−2i) ]
=
p∑
i=0
Cp,i
q!
(q − i)! E[Ip+q−2i(g⊗ˆi f), φ] ,
where Cp,i = p!/i!(p− i)! and the proof of the lemma follows.
By the help of this lemma we will prove:
Theorem 8.1.3 Ip(f) and Iq(g) are independent if and only if
f ⊗1 g = 0 a.s. on [0, 1]p+q−2 .
Proof: (⇒) : By independence, we have
E[I2pI
2
q ] = p!‖f‖2q!‖g||2 = p!q!||f ⊗ g‖2 .
On the other hand
Ip(f)Iq(g) =
p∧q∑
0
m!Cmp C
m
q Ip+q−2m(f ⊗m g) ,
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hence
E[(Ip(f)Iq(g))
2]
=
p∧q∑
0
(m!Cmp C
m
q )
2(p+ q − 2m)!‖f⊗ˆmg‖2
≥ (p+ q)!‖f⊗ˆg||2 (dropping the terms with m ≥ 1) .
We have, by definition:
‖f⊗ˆg‖2 =
∥∥∥ 1
(p+ q)!
∑
σ∈Sp+q
f(tσ(1), . . . , tσ(p))g(tσ(p+1), . . . , tσ(p+q))
∥∥∥2
=
1
((p+ q)!)2
∑
σ,π∈Sp+q
λσ,π ,
where Sp+q denotes the group of permutations of order p+ q and
λσ,π =
∫
[0,1]p+q
f(tσ(1), . . . , tσ(p))g(tσ(p+1), . . . , tσ(p+q)) ·
f(tπ(1), . . . , tπ(p))g(tπ(p+1), . . . , tπ(p+q))dt1 . . . dtp+q .
Without loss of generality, we may suppose that p ≤ q. Suppose now
that (σ(1), . . . , σ(p)) and (π(1), . . . , π(p)) has k ≥ 0 elements in common. If
we use the block notations, then
(tσ(1), . . . , tσ(p)) = (Ak, A˜)
(tσ(p+1), . . . , tσ(p+q)) = B
(tπ(1), . . . , tπ(p)) = (Ak, C˜)
(tπ(p+1), . . . , tπ(p+q)) = D
where Ak is the sub-block containing elements common to (tπ(1), . . . , tπ(p))
and (tσ(1), . . . , tσ(p)). Then we have
λσ,π =
∫
[0,1]p+q
f(Ak, A˜)g(B) · f(Ak, C˜)g(D)dt1 . . . dtp+q .
Note that Ak ∪ A˜ ∪ B = Ak ∪ C˜ ∪D = {t1, . . . , tp+q}, A˜ ∩ C˜ = ∅. Hence we
have A˜ ∪ B = C˜ ∪D. Since A˜ ∩ C˜ = ∅, we have C˜ ⊂ B and A˜ ⊂ D. From
the fact that (A˜, B) and (C˜, D) are the partitions of the same set, we have
D\A˜ = B\C˜. Hence we can write, with the obvious notations:
λσ,π =
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=
∫
[0,1]p+q
f(Ak, A˜)g(C˜, B\C˜) · f(Ak, C˜)g(A˜, D\A˜)dt1 . . . dtp+q
=
∫
[0,1]p+q
f(Ak, A˜)g(C˜, B\C˜)f(Ak, C˜)g(A˜, B\C˜)dAkdA˜dC˜d(B\C˜)
=
∫
[0,1]q−p+2k
(f ⊗p−k g)(Ak, B\C˜)(f ⊗p−k g)(Ak, B\C˜) · dAkd(B\C˜)
= ‖f ⊗p−k g‖2L2([0,1]q−p+2k)
where we have used the relation D\A˜ = B\C˜ in the second line of the above
equalities. Note that for k = p we have λσ,π = ‖f ⊗ g‖2L2. Hence we have
E[I2p (f)I
2
q (g)] = p!‖f‖2 · q!‖g‖2
≥ (p+ q)!
[
1
((p+ q)!)2
[∑
σ,π
λσ,π(k = p) +
∑
σ,π
λσ,π(k 6= p))
]]
.
The number of λσ,π with (k = p) is exactly
(
p+q
p
)
(p!)2(q!)2, hence we have
p!q!‖f‖2‖g‖2 ≥ p!q!‖f ⊗ g‖2 +
p−1∑
k=0
ck‖f ⊗p−k g‖2L2([0,1]q−p+2k)
with ck > 0. For this relation to hold we should have
‖f ⊗p−k g‖ = 0 , k = 0, . . . , p− 1
in particular for k = p− 1, we have
‖f ⊗1 g‖ = 0 .
(⇐): From the Proposition 8.0.1, we see that it is sufficient to prove
((I + L)−1eiαF∇F,∇Iq(g)) = 0 a.s.
with F = Ip(f), under the hypothesis f ⊗1 g = 0 a.s. Let us write
eiαIp(f) =
∞∑
k=0
Ik(hk) ,
then
eiαIp(f)∇Ip(f) = p
∞∑
k=0
Ik(hk) · Ip−1(f)
= p
∞∑
k=0
k∧(p−1)∑
r=0
αp,k,rIp−1+k−2r(hk ⊗r f) .
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Hence
(I + L)−1eiαF∇F = p∑
k
k∧(p−1)∑
r=0
(1 + p+ k − 1− 2r)−1Ip−1+k−2r(hk ⊗p f) .
When we take the scalar product with ∇Iq(g), we will have terms of the type:
(Ip−1+k−2r(hk ⊗r f), Iq−1(g))H =
=
∞∑
i=1
Ip−1+k−2r(hk ⊗r f(ei))Iq−1(g(ei)) .
If we use the multiplication formula to calculate each term, we find the terms
as
∞∑
i=1
∫
(hk ⊗r f(ei))(t1, . . . , tp+k−2r−1)g(ei)(t1, . . . , tq−1)dt1dt2 . . .
=
∫ ∫ 1
θ=0
(hk ⊗r f(θ))(t1, . . . , tp+k−2r−1)g(θ, t1, . . . , tq−1)dθ dt1 . . .
From the hypothesis we have∫ 1
0
f(θ, t1 . . .)g(θ, s1 . . . , )dθ = 0 a.s. ,
hence the Fubini theorem completes the proof.
Remark: For a more elementary proof of the sufficiency of Theorem 8.1.3
cf. [43].
Remark 8.1.4 In the proof of the necessity we have used only the fact
that Ip(f)
2 and Iq(g)
2 are independent. Hence, as a byproduct we obtain
also the fact that Ip and Iq are independent if and only if their squares are
independent.
Corollary 8.1.5 Let f and g be symmetric L2-kernels respectively on [0, 1]p
and [0, 1]q. Let
Sf = span{f ⊗p−1 h : h ∈ L2([0, 1])p−1}
and
Sg = span{g ⊗q−1 k; k ∈ L2(]0, 1]q−1)} .
Then the following are equivalent:
i) Ip(f) and Iq(g) are independent,
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ii) Ip(f)
2 and Iq(g)
2 are independent,
iii) Sf and Sg are orthogonal in H,
iv) the Gaussian-generated σ-fields σ{I1(k); k ∈ Sf} and σ{I1(l); l ∈ Sg}
are independent.
Proof: As it is indicated in Remark 8.1.4, the independence of Ip and Iq is
equivalent to the independence of their squares.
(i⇒iii): The hypothesis implies thatf ⊗1 g = 0 a.s. If a ∈ Sf , b ∈ Sg then
they can be written as finite linear combinations of the vectors f ⊗p−1 h
and g ⊗q−1 k respectively. Hence, it suffices to assume, by linearity, that
a = f ⊗p−1 h and b = g ⊗q−1 k. Then it follows from the Fubini theorem
(a, b) = (f ⊗p−1 h, g ⊗q−1 k) = (f ⊗1 g, h⊗ k)(L2)⊗p+q−2
= 0 .
(iii⇒i) If (f ⊗1 g, h⊗ k) = 0 for all h ∈ L2([0, 1]p−1), k ∈ L2([0, 1]q−1), then
f ⊗1 g = 0 a.s. since finite combinations of h⊗ k are dense in L2([0, 1]p+q−2).
Finally, the equivalence of (iii) and (iv) is obvious.
Proposition 8.1.6 Suppose that Ip(f) is independent of Iq(g) and Ip(f) is
independent of Ir(h). Then Ip(f) is independent of {Iq(g), Ir(h)}.
Proof: We have f ⊗1 g = f ⊗1 h = 0 a.s. This implies the independence of
Ip(f) and {Ig(g), Ir(h)} from the calculations similar to those of the proof of
sufficiency of the theorem.
In a similar way we have
Proposition 8.1.7 Let {Ipα(fα);α ∈ J} and Iqβ(gβ); β ∈ K} be two arbi-
trary families of multiple Wiener integrals. The two families are independent
if and only if Ipα(fα) is independent of Iqβ(gβ) for all (α, β) ∈ J ×K.
Corollary 8.1.8 If Ip(f) and Iq(g) are independent, so are also Ip(f)(w+h˜)
and Iq(g)(w + k˜) for any h˜, k˜ ∈ H.
Proof: Let us denote, respectively, by h and k the Lebesgue densities of h˜
and k˜. We have then
Ip(f)(w + h˜) =
p∑
i=0
(
p
i
)
(Ip−i(f), h⊗i)H⊗i .
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Let us define f [h⊗i] ∈ L2[0, 1]p−i by
Ip−i(f [h⊗i]) = (Ip−i(f), h⊗i).
If f ⊗1 g = 0 then it is easy to see that
f [h⊗i]⊗1 g[k⊗j] = 0 ,
hence the corollary follows from Theorem 8.1.3.
From the corollary it follows
Corollary 8.1.9 Ip(f) and Iq(g) are independent if and only if the germ
σ-fields
σ{Ip(f),∇Ip(f), . . . ,∇p−1Ip(f)}
and
σ{Iq(g), . . . ,∇q−1Iq(g)}
are independent.
Corollary 8.1.10 Let X, Y ∈ L2(µ), Y = ∑∞0 In(gn). If
∇X ⊗1 gn = 0 a.s. ∀n ,
then X and Y are independent.
Proof: This follows from Proposition 8.0.1.
Corollary 8.1.11 In particular, if h˜ ∈ H, then ∇h˜ϕ = 0 a.s. implies that
ϕ and I1(h) = δh˜ are independent.
8.2 Exercises
1. Letf ∈ Lˆ2([0, 1]p) and h ∈ L2([0, 1]). Prove the product formula
Ip(f)I1(h) = Ip+1(f ⊗ h) + pIp−1(f ⊗1 h) . (8.2.1)
2. Prove by induction and with the help of (8.2.1), the general multiplication formula
Ip(f) Iq(g) =
p∧q∑
m=0
p! q!
m!(p−m)!(q −m)!Ip+q−2m(f ⊗m g) ,
where f ∈ Lˆ2([0, 1]p) and g ∈ Lˆ2([0, 1]q).
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Notes and suggested reading
All the results of this chapter are taken from [93, 94], cf. also [43] for some simplification
of the sufficiency of Theorem 8.1.3. Note that, in Theorem 8.1.3, we have used only the
independence of Ip(f)
2 and Iq(g)
2. Hence two multiple Ito-Wiener integrals are indepen-
dent if and only if their squares are independent. The important Lemma 8.1.1 is proven
by Shigekawa, cf. [76] using the induction, the proof that we give here is totally original
and it is more in harmony with the spirit of Malliavin Calculus.
98 Independence
Chapter 9
Moment inequalities for Wiener
functionals
Introduction
In several applications, as limit theorems, large deviations, degree theory of
Wiener maps, calculation of the Radon-Nikodym densities, etc., it is impor-
tant to control the (exponential) moments of Wiener functionals by those
of their derivatives. In this chapter we will give two results on this subject.
The first one concerns the tail probabilities of the Wiener functionals with
essentially bounded Gross-Sobolev derivatives. This result is a straightfor-
ward generalization of the celebrated Fernique’s lemma which says that the
square of the supremum of the Brownian path on any bounded interval has an
exponential moment provided that it is multiplied with a sufficiently small,
positive constant. The second inequality says that for a Wiener functional
F ∈ IDp,1, we have
Ew × Ez[U(F (w)− F (z))] ≤ Ew × Ez
[
U
(
π
2
I1(∇F (w)
)
(z)
]
, (9.0.1)
where w and z represent two independent Wiener paths, Ew and Ez are
the corresponding expectations, and I1(∇F (w))(z) is the first order Wiener
integral with respect to z of ∇F (w) and U is any lower bounded, convex
function on IR. Then combining these two inequalities we will obtain some
interesting majorations.
In the next section we show that the log-Sobolev inequality implies the ex-
ponential integrability of the square of the Wiener functionals whose deriva-
tives are essentially bounded. In this section we study with general measures
which satisfy a logarithmic Sobolev inequality.
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The next inequality is an interpolation inequality which says that the
Sobolev norm of first order can be upper bounded by the product of the
second order and of the zero-th order Sobolev norms.
In the last part we study the exponential integrability of the Wiener
functionals in the divergence form, a problem which has gained considerable
importance due to the degree theorem on the Wiener space as it is explained
in more detail in the notes at the end of this chapter.
9.1 Exponential tightness
First we will show the following result which is a consequence of the Doob
inequality:
Theorem 9.1.1 Let ϕ ∈ IDp,1 for some p > 1. Suppose that∇ϕ ∈ L∞(µ,H).
Then we have
µ{|ϕ| > c} ≤ 2 exp
− (c− E[ϕ])22‖∇ϕ‖2L∞(µ,H)

for any c ≥ 0.
Proof: Suppose that E[ϕ] = 0. Let (ei) ⊂ H be a complete, orthonormal
basis of H . Define Vn = σ{δe1, . . . , δen} and let ϕn = E[P1/nϕ|∇n], where
Pt denotes the Ornstein-Uhlenbeck semi-group on W . Then, from Doob’s
Lemma,
ϕn = fn(δe1, . . . , δen).
Note that, since fn ∈ ⋂p,kWp,k(IRn, µn), the Sobolev embedding theorem
implies that after a modification on a set of null Lebesgue measure, fn can
be chosen in C∞(IRn). Let (Bt; t ∈ [0, 1]) be an IRn-valued Brownian motion.
Then
µ{|ϕn| > c} = P{|fn(B1)| > c}
≤ P{ sup
t∈[0,1]
|E[fn(B1)|Bt]| > c}
= P{ sup
t∈[0,1]
|Q1−tfn(Bt)| > c} ,
where P is the canonical Wiener measure on C([0, 1], IRn) and Qt is the heat
kernel associated to (Bt), i.e.
Qt(x,A) = P{Bt + x ∈ A} .
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From the Ito formula, we have
Q1−tfn(Bt) = Q1fn(B0) +
∫ t
0
(DQ1−sfn(Bs), dBs) .
By definition
Q1fn(B0) = Q1fn(0) =
∫
fn(y) ·Q1(0, dy)
=
∫
IRn
fn(y)e
− 1
2
|y|2 dy
(2π)n/2
= E
[
E[P1/nϕ|Vn]
]
= E
[
P1/nϕ
]
= E[ϕ]
= 0 .
Moreover we have DQtf = QtDf , hence
Q1−tfn(Bt) =
∫ t
0
(Q1−sDfn(Bs), dBs) =Mnt .
The Doob-Meyer process (〈Mn,Mn〉t, t ∈ IR+) of the martingale Mn can be
controlled as
〈Mn,Mn〉t =
∫ t
0
|DQ1−sfn(Bs)|2ds
≤
∫ t
0
‖Dfn‖2Cbds = t‖∇fn‖2Cb
= t‖∇fn‖L∞(µn)
≤ t‖∇ϕ‖2L∞(µ,H) .
Hence from the exponential Doob inequality, we obtain
P
{
sup
t∈[0,1]
|Q1−tfn(Bt)| > c
}
≤ 2 exp
− c2
2‖∇ϕ‖2L∞(µ,H)
 .
Consequently
µ{|ϕn| > c} ≤ 2 exp
− c2
2‖∇ϕ‖2L∞(µ,H)
 .
Since ϕn → ϕ in probability the proof is completed.
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Corollary 9.1.2 Under the hypothesis of the theorem, for any
λ <
[
2‖∇ϕ‖L∞(µ,H)
]−1
,
we have
E
[
exp λ|ϕ|2
]
<∞.
Proof: The first part follows from the fact that, for F ≥ 0 a.s.,
E[F ] =
∫ ∞
0
P{F > t}dt .
Remark: In the next sections we will give more precise estimate forE[exp λF 2].
In the applications, we encounter random variables F satisfying
|F (w + h)− F (w)| ≤ c|h|H ,
almost surely, for any h in the Cameron-Martin space H and a fixed con-
stant c > 0, without any hypothesis of integrability. For example, F (w) =
supt∈[0,1] |w(t)|, defined on C0[0, 1] is such a functional. In fact the above
hypothesis contains the integrability and Sobolev differentiability of F . We
begin first by proving that under the integrability hypothesis, such a func-
tional is in the domain of ∇:
Lemma 9.1.3 Suppose that F : W 7→ IR is a measurable random variable
in ∪p>1Lp(µ), satisfying
|F (w + h)− F (w)| ≤ c|h|H, (9.1.2)
almost surely, for any h ∈ H, where c > 0 is a fixed constant. Then F
belongs to IDp,1 for any p > 1.
Remark: If in (9.1.2) the negligeable set on which the inequality is satisfied
is independent of h ∈ H , then the functional F is called H-Lipschitz.
Proof: Since, for some p0 > 1, F ∈ Lp0, the distributional derivative of F ,
∇F exists . We have ∇kF ∈ ID′ for any k ∈ H . Moreover, for φ ∈ ID, from
the integration by parts formula
E[∇kF φ] = −E[F ∇kφ] + E[Fδk φ]
= − d
dt
|t=0E[F φ(w + tk)] + E[Fδk φ]
= − d
dt
|t=0E [F (w − tk)φ ε(tδk)] + E [Fδk φ]
= lim
t→0−E
[
F (w − tk)− F (w)
t
φ
]
,
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where ε(δk) denotes the Wick exponential of the Gaussian random variable
δk, i.e.,
ε(δk) = exp
{
δk − 1
2
|k|2
}
.
Consequently,
|E[∇kF φ]| ≤ c|k|HE[|φ|]
≤ c|k|H‖φ‖q,
for any q > 1, i.e., ∇F belongs to Lp(µ,H) for any p > 1. Let now (ei; i ∈
IN) be a complete, orthonormal basis of H , denote by Vn the sigma-field
generated by δe1, . . . , δen, n ∈ IN and let πn be the orthogonal projection
onto the the subspace of H spanned by e1, . . . , en. Let us define
Fn = E[P1/nF |Vn],
where P1/n is the Ornstein-Uhlenbeck semi-group at the instant t = 1/n.
Then Fn ∈ ∩kIDp0,k and it is immediate, from the martingale convergence
theorem and from the fact that πn tends to the identity operator of H point-
wise, that
∇Fn = E[e−1/nπnP1/n∇F |Vn]→ ∇F,
in Lp(µ,H), for any p > 1, as n tends to infinity. Since, by construction,
(Fn;n ∈ IN) converges also to F in Lp0(µ), F belongs to IDp0,1. Hence we can
apply the Corollary 9.1.2.
Lemma 9.1.4 Suppose that F : W 7→ IR is a measurable random variable
satisfying
|F (w + h)− F (w)| ≤ c|h|H ,
almost surely, for any h ∈ H, where c > 0 is a fixed constant. Then F
belongs to IDp,1 for any p > 1.
Proof: Let Fn = |F | ∧ n, n ∈ IN. A simple calculation shows that
|Fn(w + h)− Fn(w)| ≤ c|h|H,
hence Fn ∈ IDp,1 for any p > 1 and |∇Fn| ≤ c almost surely from Lemma
9.1.3. We have from the Ito-Clark formula (cf. Theorem 6.1.4),
Fn = E[Fn] +
∫ 1
0
E[DsFn|Fs]dWs.
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From the definition of the stochastic integral, we have
E
[(∫ 1
0
E[DsFn|Fs]dWs
)2 ]
= E
[∫ 1
0
|E[DsFn|Fs]|2ds
]
≤ E
[∫ 1
0
|DsFn|2ds
]
= E[|∇Fn|2]
≤ c2 .
Since Fn converges to |F | in probability, and the stochastic integral is bounded
in L2(µ), by taking the difference, we see that (E[Fn], n ∈ IN) is a sequence
of (degenerate) random variables bounded in the space of random variables
under the topology of convergence in probability, denoted by L0(µ). There-
fore supn µ{E[Fn] > c} → 0 as c → ∞. Hence limnE[Fn] = E[|F |] is finite.
Now we apply the dominated convergence theorem to obtain that F ∈ L2(µ).
Since the distributional derivative of F is a square integrable random vari-
able, F ∈ ID2,1. We can now apply the Lemma 9.1.3 which implies that
F ∈ IDp,1 for any p.
Remark: Although we have used the classical Wiener space structure in the
proof, the case of the Abstract Wiener space can be reduced to this case
using the method explained in the appendix of Chapter IV.
Corollary 9.1.5 (Fernique’s Lemma) For any λ < 1
2
, we have
E[exp λ‖w‖2W ] <∞,
where ‖w‖ is the norm of the Wiener path w ∈ W .
Proof: It suffices to remark that
|‖w + h‖ − ‖w‖| ≤ |h|H
for any h ∈ H and w ∈ W .
9.2 Coupling inequalities
We begin with the following elementary lemma (cf. [71]):
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Lemma 9.2.1 Let X be a Gaussian random variable with values in IRd.
Then for any convex function U on IR and C1-function V : IRd → IR, we
have the following inequality:
E[U(V (X)− V (Y ))] ≤ E
[
U
(π
2
(V ′(X), Y )IRd
)]
,
where Y is an independent copy of X and E is the expectation with respect
to the product measure.
Proof: Let Xθ = X sin θ + Y cos θ. Then
V (X)− V (Y ) =
∫
[0,π/2]
d
dθ
V (Xθ)dθ
=
∫
[0,π/2]
(V ′(Xθ), X ′θ)IRd dθ
=
π
2
∫
[0,π/2]
(V ′(Xθ), X ′θ)IRd dθ˜
where dθ˜ = dθ
π/2
. Since U is convex, we have
U(V (X)− V (Y )) ≤
∫ π/2
0
U
(π
2
(V ′(Xθ), X ′θ)
)
dθ˜ .
Moreover Xθ and X
′
θ are two independent Gaussian random variables with
the same law as the one of X . Hence
E[U(V (X)− V (Y ))] ≤
∫ π/2
0
E
[
U
(π
2
(V ′(X), Y )
)]
dθ˜
= E
[
U
(π
2
(V ′(X), Y )
)]
.
Now we will extend this result to the Wiener space:
Theorem 9.2.2 Suppose that ϕ ∈ IDp,1, for some p > 1 and U is a lower
bounded, convex function (hence lower semi-continuous) on IR. We have
E[U(ϕ(w)− ϕ(z))] ≤ E
[
U
(π
2
I1(∇ϕ(w))(z)
)]
where E is taken with respect to µ(dw)×µ(dz) on W×W and on the classical
Wiener space, we have
I1(∇ϕ(w))(z) =
∫ 1
0
d
dt
∇ϕ(w, t)dzt .
106 Moment Inequalities
Proof: Suppose first that
ϕ = f(δh1(w), . . . , δhn(w))
with f smooth on IRn, hi ∈ H , (hi, hj) = δij . We have
I1(∇ϕ(w))(z) = I1
( n∑
i=1
∂if(δh1(w), . . . , δhn(w))hi
)
=
n∑
i=1
∂if(δh1(w), . . . , δhn(w))I1(hi)(z)
= (f ′(X), Y )IRn
where X = (δh1(w), . . . , δhn(w)) and Y = (δh1(z), . . . , δhn(z)). Hence the
inequality is trivially true in this case.
For general ϕ, let (hi) be a complete, orthonormal basis in H ,
Vn = σ{δh1, . . . , δhn}
and let
ϕn = E[P1/nϕ|Vn] ,
where P1/n is the Ornstein-Uhlenbeck semi-group on W . We have then
E[U(ϕn(w)− ϕn(z))] ≤ E
[
U
(π
2
I1(∇ϕn(w))(z)
)]
.
Let πn be the orthogonal projection from H onto span {h1, . . . , hn}. We have
I1(∇ϕn(w))(z) = I1(∇wEw[P1/nϕ|Vn])(z)
= I1(Ew[e
−1/nP1/nπn∇ϕ|Vn])(z)
= I1(πnEw[e
−1/nP1/n∇ϕ|Vn])(z)
= Ez[I
z
1 (Ew[e
−1/nPw1/n∇ϕ|Vn])|V˜n]
where V˜n is the copy of Vn on the second Wiener space. Then
E
[
U
(π
2
I1(∇ϕn(w))(z)
)]
≤ E
[
U
(π
2
I1(Ew[e
−1/nP1/n∇ϕ|Vn])(z)
)]
= E
[
U
(π
2
e−1/nEw[I1(P1/n∇ϕ(w))(z)|Vn]
)]
≤ E
[
U
(π
2
e−1/nI1(P1/n∇ϕ(w))(z)
)]
= E
[
U
(π
2
e−1/nPw1/nI1(∇ϕ(w))(z)
)]
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≤ E
[
U
(π
2
e−1/nI1(∇ϕ(w))(z)
)]
= E
[
U
(π
2
P
(z)
1/nI1(∇ϕ(w))(z)
)]
≤ E
[
U
(π
2
I1(∇ϕ(w))(z)
)]
.
Now Fatou’s lemma completes the proof.
Let us give some consequences of this result:
Theorem 9.2.3 The following Poincare´ inequalities are valid:
i) E[exp(ϕ− E[ϕ])] ≤ E
[
exp
(
π2
8
|∇ϕ|2H
) ]
,
ii) E[|ϕ−E[ϕ]|] ≤ π
2
E[|∇ϕ|H ].
iii) E[|ϕ−E[ϕ]|2k] ≤
(
π
2
)2k (2k)!
2kk!
E[|∇ϕ|2kH ], k ∈ IN.
Remark 9.2.4 Let us note that the result of (ii) can not be obtained with
the classical methods, such as the Ito-Clark representation theorem, since the
optional projection is not a continuous map in L1-setting. Moreover, using
the Ho¨lder inequality and the Stirling formula, we deduce the following set
of inequalities:
‖ϕ−E[ϕ]‖p ≤ p π
2
‖∇ϕ‖Lp(µ,H),
for any p ≥ 1 . To compare this result with those already known, let us recall
that using first the Ito-Clark formula, then the Burkholder-Davis-Gundy
inequality combined with the convexity inequalities for the dual projections
and some duality techniques, we obtain, only for p > 1 the inequality
‖ϕ− E[ϕ]‖p ≤ Kp3/2‖∇ϕ‖Lp(µ,H),
where K is some positive constant.
Proof: Replacing the function U of Theorem 9.2 by the exponential function,
we have
E[exp(ϕ−E[ϕ])] ≤ Ew ×Ez[exp(ϕ(w)− ϕ(z))] ≤
≤ Ew
[
Ez
[
[exp
π
2
I1(∇ϕ(w))(z)
]]
= E
[
exp
π2
8
|∇ϕ|2H
]
.
(ii) and (iii) are similar provided that we take U(x) = |x|k, k ∈ IN.
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Theorem 9.2.5 Let ϕ ∈ IDp,2 for some p > 1 and that ∇|∇ϕ|H ∈ L∞(µ,H).
Then there exists some λ > 0 such that
E[exp λ|ϕ|] <∞ .
In particular, this hypothesis is satisfied if ‖∇2ϕ‖op ∈ L∞(µ), where ‖ · ‖op
denotes the operator norm.
Proof: From Theorem 9.2.3 (i), we know that
E[exp λ|ϕ− E[ϕ]|] ≤ 2E
[
exp
λ2π2
8
|∇ϕ|2
]
.
Hence it is sufficient to prove that
E
[
expλ2|∇ϕ|2
]
<∞
for some λ > 0. However Theorem 9.1.1 applies since ∇|∇ϕ| ∈ L∞(µ,H).
The last claim is obvious since |∇|∇φ|H|H ≤ ‖∇2ϕ‖op almost surely.
Corollary 9.2.6 Let F ∈ IDp,1 for some p > 1 such that |∇F |H ∈ L∞(µ).
We then have
E[exp λF 2] ≤ E
 1√
1− λπ2
4
|∇F |2H
exp
(
λE[F ]2
1− λπ2
4
|∇F |2
) , (9.2.3)
for any λ > 0 such that ‖|∇F |H‖2L∞(µ) λπ
2
4
< 1.
Proof: Ley Y be an auxiliary, real-valued Gaussian random variable, living
on a separate probability space (Ω,U , P ) with variance one and zero expec-
tation. We have, using Theorem 9.2.3 :
E[expλF 2] = E ⊗ EP [exp
√
2λFY ]
≤ E ⊗ EP
[
exp
{√
2λE[F ]Y + |∇F |2Y 2λπ
2
4
}]
= E
 1√
1− λπ2
2
|∇F |2H
exp
(
λE[F ]2
1− λπ2
2
|∇F |2
) ,
where EP denotes the expectation with respect to the probability P .
Remark: In the next section we shall obtain a better estimate then the one
given by (9.2.3).
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9.3 Log-Sobolev inequality and exponential
integrability
There is a close relationship between the probability measures satisfying the
log-Sobolev inequality and the exponential integrability of the random vari-
ables having essentially bounded Sobolev derivatives. We shall explain this in
the frame of the Wiener space: let ν be a probability measure on (W,B(W ))
such that the operator ∇ is a closable operator on L2(ν). Assume that we
have
Eν [Hν(f 2)] ≤ KEν [|∇f |2H ]
for any cylindrical f : W → IR, where Hν(f 2) = f 2(log f 2 − logEν [f 2]).
Since ∇ is a closable operator, of course this inequality extends immediately
to the extended L2- domain of it.
Lemma 9.3.1 Assume now that f is in the extended L2-domain of ∇ such
that |∇f |H is ν-essentially bounded by one. Then
Eν [e
tf ] ≤ exp
{
tEν [f ] +
Kt2
4
}
, (9.3.4)
for any t ∈ IR.
Proof: Let fn = min(|f |, n), then it is easy to see that |∇fn|H ≤ |∇f |H
ν-almost surely. Let t ∈ IR and define gn as to be e t2 fn. Denote by θ(t) the
function E[etfn ]. Then it follows from the above inequality that
tθ′(t)− θ(t) log θ(t) ≤ Kt
2
4
θ(t) . (9.3.5)
If we write β(t) = 1
t
log θ(t), then limt→0 β(t) = E[fn], and (9.3.5) implies
that β ′(t) ≤ K/4, hence we have
β(t) ≤ Eν [fn] + Kt
4
,
therefore
θ(t) ≤ exp
(
tEν [fn] +
Kt2
4
)
. (9.3.6)
It follows from the monotone convergence theorem that E[etf ] <∞, for any
t ∈ IR. Hence the function θ(t) = E[etf ] satisfies also the inequality (9.3.5)
which implies the inequality (9.3.4).
Using now the inequality (9.3.4) and an auxillary Gaussian random vari-
able as in Corollary 9.2.6, we can show easily:
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Proposition 9.3.2 Assume that f ∈ Lp(ν) has ν-essentially bounded Sobolev
derivative and that this bound is equal to one. Then we have, for any ε > 0,
Eν [e
εf2 ] ≤ 1√
1− εK exp
(
2εEν [f ]
2
1− εK
)
,
provided εK < 1.
9.4 An interpolation inequality
Another useful inequality for the Wiener functionals 1 is the following inter-
polation inequality which helps to control the Lp- norm of ∇F with the help
of the Lp-norms of F and ∇2F .
Theorem 9.4.1 For any p > 1, there exists a constant Cp, such that, for
any F ∈ IDp,2, one has
‖∇F‖p ≤ Cp
[
‖F‖p + ‖F‖1/2p ‖∇2F‖1/2p
]
.
Theorem 9.4.1 will be proven, thanks to the Meyer inequalities, if we can
prove the following
Theorem 9.4.2 For any p > 1, we have
‖(I + L)1/2F‖p ≤ 4
Γ(1/2)
‖F‖1/2p ‖(I + L)F‖1/2p .
Proof: Denote by G the functional (I+L)F . Then we have F = (I+L)−1G.
Therefore it suffices to show that
‖(I + L)−1/2G‖p ≤ 4
Γ(1/2)
‖G‖1/2p ‖(I + L)−1G‖1/2p .
We have
(I + L)−1/2G =
√
2
Γ(1/2)
∫ ∞
0
t−1/2e−tPtGdt,
where Pt denotes the semi-group of Ornstein-Uhlenbeck. For any a > 0, we
can write
(I + L)−1/2G =
√
2
Γ(1/2)
[∫ a
0
t−1/2e−tPtGdt+
∫ ∞
a
t−1/2e−tPtGdt
]
.
1This result has been proven as an answer to a question posed by D. W. Stroock, cf.
also [19].
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Let us denote the two terms at the right hand side of the above equality,
respectively, by Ia and IIa. We have
‖(I + L)−1/2G‖p ≤
√
2
Γ(1/2)
[‖Ia‖p + ‖IIa‖p].
The first term at the right hand side can be upper bounded as
‖Ia‖p ≤
∫ a
0
t−1/2‖G‖pdt
= 2
√
a‖G‖p.
Let g = (I + L)−1G. Then∫ ∞
a
t−1/2e−tPtGdt =
∫ ∞
a
t−1/2e−tPt(I + L)(I + L)−1Gdt
=
∫ ∞
a
t−1/2e−tPt(I + L)gdt
=
∫ ∞
a
t−1/2
d
dt
(e−tPt)dt
= −a−1/2e−aPag + 1
2
∫ ∞
a
t−3/2e−tPtgdt,
where the third equality follows from the integration by parts formula. There-
fore
‖IIa‖p ≤ a−1/2‖e−aPag‖p + 1
2
∫ ∞
a
t−3/2‖e−tPtg‖pdt
≤ a−1/2‖g‖p + 1
2
∫ ∞
a
t−3/2‖g‖pdt
= 2a−1/2‖g‖p
= 2a−1/2‖(I + L)−1G‖p.
Finally we have
‖(I + L)−1/2G‖p ≤ 2
Γ(1/2)
[
a1/2‖G‖p + a−1/2‖(I + L)−1G‖p
]
.
This expression attains its minimum when we take
a =
‖(I + L)−1G‖p
‖G‖p .
Combining Theorem 9.4.1 with Meyer inequalities, we have
Corollary 9.4.3 Suppose that (Fn, n ∈ IN) converges to zero in IDp,k, p >
1, k ∈ Z, and that it is bounded in IDp,k+2. Then the convergence takes place
also in IDp,k+1.
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9.5 Exponential integrability of the divergence
We begin with two lemmas which are of some interest:
Lemma 9.5.1 Let φ ∈ Lp(µ), p > 1, then, for any h ∈ H, t > 0, we have
∇hPtφ(x) = e
−t
√
1− e−2t
∫
W
φ(e−tx+
√
1− e−2ty)δh(y)µ(dy)
almost surely, where ∇hPtφ represents (∇Ptφ, h)H .
Proof: From the Mehler formula (cf. 2.6.5), we have
∇hPtφ(x) = d
dλ
∣∣∣
λ=0
∫
W
φ
(
e−t(x+ λh) +
√
1− e−2ty
)
µ(dy)
=
d
dλ
∣∣∣
λ=0
∫
W
φ
(
e−tx+
√
1− e−2t
(
y +
λe−t√
1− e−2th
))
µ(dy)
=
d
dλ
∣∣∣
λ=0
∫
W
φ
(
e−tx+
√
1− e−2ty
)
ε
(
λe−t√
1− e−2t δh
)
(y)µ(dy)
=
∫
W
φ
(
e−tx+
√
1− e−2ty
) e−t√
1− e−2t δh(y)µ(dy),
where ε(δh) denotes exp(δh− 1/2|h|2H).
Lemma 9.5.2 Let ξ ∈ Lp(µ,H), p > 1 and for (x, y) ∈ W ×W, t ≥ 0,
define
Rt(x, y) = e
−tx+ (1− e−2t)1/2y
and
St(x, y) = (1− e−2t)1/2x− e−ty .
Then St(x, y) and Rt(x, y) are independant, identically distributed Gaussian
random variables on (W×W,µ(dx)×µ(dy)). Moreover the following identity
holds true:
Ptδξ(x) =
e−t√
1− e−2t
∫
W
I1(ξ(Rt(x, y)))(St(x, y))µ(dy),
where
I1(ξ(Rt(x, y)))(St(x, y))
denotes the first order Wiener integral of ξ(Rt(x, y)) with respect to the in-
dependent path St(x, y) under the product measure µ(dx)× µ(dy).
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Proof: The first part of the lemma is a well-known property of the Gaussian
random variables and left to the reader. In the proof of the second part, for
the typographical facility, we shall denote in the sequel by e(t) the function
(exp−t)/(1 − exp−2t)1/2. Let now φ be an element of ID, we have, via
duality and using Lemma 9.5.1
< Ptδξ, φ > = < ξ,∇Ptφ >
=
∞∑
i=1
< ξi,∇hiPtφ >
=
∑
i
e(t)E
[∫
W
ξi(x)φ (Rt(x, y)) δhi(y)µ(dy)
]
where (hi; i ∈ IN) ⊂ W ⋆ is a complete orthonormal basis of H , ξi is the
component of ξ in the direction of ei and < ., . > represents the duality
bracket corresponding to the dual pairs (ID, ID′) or (ID(H), ID′(H)). Let us
make the following change of variables, which preserves µ× µ :
x 7→ e−tx+√1− e−2ty
y 7→ √1− e−2tx− e−ty.
We then obtain
< Pt(δξ), φ >= e(t)
∫
W
φ(x)I1 (ξ(Rt(x, y))) (St(x, y))µ(dx)µ(dy),
for any φ ∈ ID and the lemma follows from the density of ID in all Lp-spaces.
We are now ready to prove the following
Theorem 9.5.3 Let β > 1/2 and suppose that η ∈ ID2,2β(H). Then we have
E [exp δη] ≤ E
[
exp
(
α|(2I + L)βη|2H
)]
,
for any α satisfying
α ≥ 1
2
[
1
Γ(β)
∫
IR+
tβ−1e−2t√
1− e−2tdt
]−2
,
where L denotes the Ornstein-Uhlenbeck or the number operator on W .
Proof: Let ξ = (2I + L)βη, then the above inequality is equivalent to
E
[
exp
(
(I + L)−βδξ
)]
≤ E
[
expα|ξ|2H
]
,
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where we have used the identity
(I + L)−βδξ = δ
(
(2I + L)−βξ
)
.
We have from the resolvent identity and from the Lemma 9.5.2,
(I + L)−βδξ = 1
Γ(β)
∫
IR+
tβ−1e−tPtδξdt
=
∫
IR+×W
e−t
Γ(β)
√
1− e−2t t
β−1e−tI1(ξ(Rt(x, y)))(St(x, y))µ(dy)dt.
Let
λ0 =
1
Γ(β)
∫
IR+
tβ−1e−2t√
1− e−2tdt
and
ν(dt) = 1IR+(t)
1
λ0Γ(β)
tβ−1e−2t√
1− e−2tdt.
Then, from the Ho¨lder inequality
E
[
exp
{
(I + L)−βδξ
}]
= E
[
exp
{
λ0
∫
IR+
∫
W
I1(ξ(Rt(x, y)))(St(x, y))µ(dy)ν(dt)
}]
≤
∫
IR+
∫
W
∫
W
exp {λ0I1(ξ(Rt(x, y)))(St(x, y))}µ(dx)µ(dy)ν(dt)
= E
[
exp
{
λ20
2
|ξ|2H
}]
,
which completes the proof.
In the applications, we need also to control the moments like E[exp ‖∇η‖22]
(cf. [101]), where η is an H-valued random variable and ‖ . ‖2 denotes the
Hilbert-Schmidt norm. The following result gives an answer to this question:
Proposition 9.5.4 Suppose that β > 1/2 and that η ∈ ID2,2β(H). Then we
have
E[exp ‖∇η‖22] ≤ E[exp c|(I + L)βη|2H ],
for any
c ≥ c0 =
[
1
Γ(β)
∫
IR+
tβ−1e−2t(1− e−2t)−1/2dt
]2
.
In particular, for β = 1 we have c ≥ 1/4.
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Proof: Setting ξ = (I + L)βη, it is sufficient to show that
E
[
exp ‖∇(I + L)−βξ‖22
]
≤ E
[
exp c|ξ|2H
]
.
Let (Ei, i ∈ IN) be a complete, orthonormal basis of H ⊗ H which is the
completion of the tensor product of H with itself under the Hilbert-Schmidt
topology. Then
‖∇η‖22 =
∑
i
Ki(∇η, Ei)2,
where (., .)2 is the scalar product in H ⊗H and Ki = (∇η, Ei)2. Let θ(t) be
the function
1
Γ(β)
tβ−1e−2t(1− e−2t)−1/2
and let γ0 =
∫∞
0 θ(t)dt. From Lemmas 9.5.1 and 9.5.2, we have
‖∇η(x)‖22 = ‖∇(I + L)−βξ(x)‖22
=
∑
i
Ki(x)
∫
IR+
θ(t)
∫
W
(I1(Ei)(y), ξ(Rt(x, y)))H µ(dy)dt
=
∫
IR+×W
θ(t) (I1(∇η(x))(y), ξ(Rt(x, y)))H µ(dy)dt
≤
∫
IR+
θ(t)
(∫
W
|I1(∇η(x))(y)|2Hµ(dy)
)1/2
(∫
W
|ξ(Rt(x, y))|2Hµ(dy)
)1/2
dt
=
∫
IR+
θ(t)‖∇η(x)‖2(Pt(|ξ|2H))1/2dt,
where I1(∇η(x))(y) denotes the first order Wiener integral of ∇η(x) with
respect to the independent path (or variable) y. Consequently we have the
following inequality:
‖∇η‖2 ≤
∫
IR+
θ(t)
(
Pt(|ξ|2H)
)1/2
dt.
Therefore
E[exp ‖∇η‖22] ≤ E
[
exp
{∫
IR+
γ20Pt(|ξ|2H)
θ(t)
γ0
dt
}]
≤ E
∫
IR+
θ(t)
γ0
exp
{
γ20Pt(|ξ|2H)
}
dt
≤ E
∫
IR+
θ(t)
γ0
exp
{
γ20 |ξ|2H
}
dt
= E
[
exp γ20 |ξ|2H
]
.
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As an example of application of these results let us give the following theorem
of the degree theory of the Wiener maps (cf. [101]):
Corollary 9.5.5 Suppose that η ∈ ID2,2β(H), β > 1/2, satisfies
E
[
exp a
∣∣∣(2I + L)βη∣∣∣2
H
]
<∞,
for some a > 0. Then for any λ ≤
√
a
4c0
and h ∈ H, we have
E
[
ei(δh+λ(h,η)H )Λ
]
= exp−1
2
|h|2H ,
where Λ is defined by
Λ = det2(IH + λ∇η) exp
{
−λδh− λ
2
2
|η|2H
}
.
In particular, if we deal with the classical Wiener space, the path defined by
Tλ(w) = w + λη(w),
is a Brownian motion under the new probability measure E[Λ|σ(Tλ)]dµ, where
σ(Tλ) denotes the sigma field generated by the mapping Tλ.
Proof: This result follows from the degree theorem for Wiener maps (cf.
[94]). In fact from the Theorem 3.2 of [94] (cf. also [101]), it follows that
E[Λ] = 1. On the other hand, from the Theorem 3.1 of the same reference,
we have
E[F ◦ TλΛ] = E[F ]E[Λ].
Hence the proof follows.
Notes and suggested reading
The results about the exponential tightness go back till to the celebrated Lemma of X.
Fernique about the exponential integrability of the square of semi-norms (cf. [49]). It is
also proven by B. Maurey in the finite dimensional case for the Lipschitz continuous maps
with the same method that we have used here (cf. [71]). A similar result in the abstract
Wiener space case has been given by S. Kusuoka under the hypothesis of H-continuity,
i.e., h→ φ(w+h) is continuous for any w ∈ W . We have proven the actual result without
this latter hypothesis. However, it has been proven later that the essential boundedness of
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the Sobolev derivative implies the existence of a version which is H-continuous by Enchev
and Stroock (cf. [24]). Later it has been discovered that the exponential integrability is
implied by the logarithmic Sobolev inequality (cf. [2]). The derivation of the inequality
(9.3.6) is attributed to Herbst (cf. [54]).
In any case the exponential integrability of the square of the Wiener functionals has
found one of its most important applications in the analysis of non-linear Gaussian func-
tionals. In fact in the proof of the Ramer theorem and its extensions this property plays
an important role (cf. Chapter X, [97], [98] and [101]). Corollary 9.5.5 uses some results
about the degree theory of the Wiener maps which are explained below:
Theorem 9.5.6 Assume that γ and r be fixed strictly positive numbers such that r >
(1 + γ)γ−1. Let u ∈ IDr,2(H) and assume that
1. Λu ∈ L1+γ(µ),
2. Λu(IH +∇u)−1h ∈ L1+γ(µ,H) for any h ∈ H,
where
Λu = det2(IH +∇u) exp
{
−δu− 1
2
|u|2H
}
.
Then, for any F ∈ Cb(W ), we have
E [F (w + u(w))Λu] = E[Λu]E[F ] .
In particular, using a homotopy argument, one can show that, if
exp
{
−δu+ 1 + ε
2
‖∇u‖22
}
∈ L1+α(µ) ,
for some α > 0, ε > 0, then E[Λu] = 1. We refer the reader to [101] for further information
about this topic.
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Chapter 10
Introduction to the Theorem of
Ramer
Introduction
The Girsanov theorem tells us that if u : W 7→ H is a Wiener functional
such that du
dt
= u˙(t) is an adapted process such that
E
[
exp
{
−
∫ 1
0
u˙(s)dWs − 1
2
∫ 1
0
|u˙(s)|2ds
}]
= 1,
then under the new probability Ldµ, where
L = exp
{
−
∫ 1
0
u˙(s)dWs − 1
2
∫ 1
0
|u˙(s)|2ds
}
,
w → w+u(w) is a Brownian motion. The theorem of Ramer studies the same
problem without hypothesis of adaptedness of the process u˙. This problem
has been initiated by Cameron and Martin. Their work has been extended by
Gross and others. It was Ramer [74] who gave a main impulse to the problem
by realizing that the ordinary determinant can be replaced by the modified
Carleman-Fredholm determinant via defining a Gaussian divergence instead
of the ordinary Lebesgue divergence. The problem has been further studied
by Kusuoka [51] and the final solution in the case of (locally) differentiable
shifts in the Cameron-Martin space direction has been given by U¨stu¨nel and
Zakai [97]. In this chapter we will give a partial ( however indispensable for
the proof of the general ) result.
To understand the problem, let us consider first the finite dimensional
case: let W = IRn and let µn be the standard Gauss measure on IR
n. If
u : IRn 7→ IRn is a differentiable mapping such that I+u is a diffeomorphism
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of IRn, then the theorem of Jacobi tells us that, for any smooth function F
on IRn, we have∫
IRn
F (x+ u(x))| det(I + ∂u(x))| exp
{
− < u(x), x > −1
2
|u|2
}
µn(dx)
=
∫
IRn
F (x)µn(dx),
where ∂u denotes the derivative of u. The natural idea now is to pass to the
infinite dimension. For this, note that, if we define det2(I + ∂ u) by
det2(I + ∂u(x)) = det(I + ∂ u(x)) e
−trace [∂ u(x)]
=
∏
i
(1 + λi) exp−λi,
where (λi) are the eigenvalues of ∂ u(x) counted with respect to their multi-
plicity, then the density of the left hand side can be written as
Λ = |det2(I + ∂ u(x))| exp
{
− < u(x), x > +trace ∂ u(x)− 1
2
|u|2
}
and let us remark that
< u(x), x > −trace ∂ u(x) = δu(x),
where δ is the adjoint of the ∂ with respect to the Gaussian measure µn.
Hence, we can express the density Λ as
Λ = |det2(I + ∂u(x))| exp
{
−δu(x)− |u(x)|
2
2
}
.
As remarked first by Ramer, cf. [74], this expression has two advantages:
first det2(I + ∂u), called Carleman-Fredholm determinant, can be defined
for the mappings u such that ∂u(x) is with values in the space of Hilbert-
Schmidt operators rather than nuclear operators (the latter is a smaller class
than the former), secondly, as we have already seen, δu is well-defined for a
large class of mappings meanwhile < u(x), x > is a highly singular object in
the Wiener space.
10.1 Ramer’s Theorem
After these preliminaries, we can announce, using our standard notations,
the main result of this chapter:
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Theorem 10.1.1 Suppose that u : W 7→ H is a measurable map belonging
to IDp,1(H) for some p > 1. Assume that there are constants c and d with
c < 1 such that for almost all w ∈ W ,
‖∇u‖ ≤ c < 1
and
‖∇u‖2 ≤ d <∞,
where ‖ · ‖ denotes the operator norm and ‖ · ‖2 denotes the Hilbert-Schmidt
norm for the linear operators on H. Then:
• Almost surely w 7→ T (w) = w + u(w) is bijective. The inverse of T ,
denoted by S is of the form S(w) = w + v(w), where v belongs to
IDp,1(H) for any p > 1, moreover
‖∇v‖ ≤ c
1− c and ‖∇v‖2 ≤
d
1− c,
µ-almost surely.
• For all bounded and measurable F , we have
E[F (w)] = E[F (T (w)) · |Λu(w)|]
and in particular
E|Λu| = 1,
where
Λu = |det2(I +∇u)| exp−δu− 1
2
|u|2H ,
and det2(I +∇u) denotes the Carleman-Fredholm determinant of I +
∇u.
• The measures µ, T ⋆µ and S∗µ are mutually absolutely continuous,
where T ⋆µ (respectively S∗µ) denotes the image of µ under T (respec-
tively S). We have
dS∗µ
dµ
= |Λu| ,
dT ∗µ
dµ
= |Λv|,
where Λv is defined similarly.
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Remark 10.1.2 If ‖∇u‖ ≤ 1 instead of ‖∇u‖ ≤ c < 1, then taking uǫ =
(1− ǫ)u we see that the hypothesis of the theorem are satisfied for uǫ. Hence
using the Fatou lemma, we obtain
E[F ◦ T |Λu|] ≤ E[F ]
for any positive F ∈ Cb(W ). Consequently, if Λu 6= 0 almost surely, then
T ∗µ is absolutely continuous with respect to µ.
The proof of Theorem 10.1.1 will be done in several steps. As we have
indicated above, the main idea is to pass to the limit from finite to infinite
dimensions. The key point in this procedure will be the use of the Theorem
1 of the preceding chapter which will imply the uniform integrability of the
finite dimensional densities. We shall first prove the same theorem in the
cylindrical case:
Lemma 10.1.3 Let ξ : W 7→ H be a shift of the following form:
ξ(w) =
n∑
i=1
αi(δh1, . . . , δhn)hi,
with αi ∈ C∞(IRn) with bounded first derivative, hi ∈ W ∗ are orthonormal1
in H. Suppose furthermore that ‖∇ξ‖ ≤ c < 1 and that ‖∇ξ‖2 ≤ d as above.
Then we have
• Almost surely w 7→ U(w) = w + ξ(w) is bijective.
• The measures µ and U⋆µ are mutually absolutely continuous.
• For all bounded and measurable F , we have
E[F (w)] = E[F (U(w)) · |Λξ(w)|]
for all bounded and measurable F and in particular
E[|Λξ|] = 1,
where
Λξ = |det2(I +∇ξ)| exp−δξ − 1
2
|ξ|2H.
1In fact hi ∈ W ∗ should be distinguished from its image in H , denoted by j(h). For
notational simplicity, we denote both by hi, as long as there is no ambiguity.
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• The inverse of U , denoted by V is of the form V (w) = w+η(w), where
η(w) =
n∑
i=1
βi(δh1, . . . , δhn)hi,
such that ‖∇η‖ ≤ c
1−c and ‖∇η‖2 ≤ d1−c .
Proof: Note first that due to the Corollary 9.1.2 of the Chapter VIII,
E[exp λ|ξ|2] < ∞ for any λ < 1
2c
. We shall construct the inverse of U
by imitating the fixed point techniques: let
η0(w) = 0
ηn+1(w) = −ξ(w + ηn(w)).
We have
|ηn+1(w)− ηn(w)|H ≤ c|ηn(w)− ηn−1(w)|H
≤ cn|ξ(w)|H.
Therefore η(w) = limn→∞ ηn(w) exists and it is bounded by 11−c |ξ(w)|H. By
the triangle inequality
|ηn+1(w + h)− ηn+1(w)|H ≤ |ξ(w + h+ ηn(w + h))− ξ(w + ηn(w))|H
≤ c|h|H + c|ηn(w + h)− ηn(w)|H.
Hence passing to the limit, we find
|η(w + h)− η(w)|H ≤ c
1− c |h|H .
We also have
U(w + η(w)) = w + η(w) + ξ(w + η(w))
= w + η(w)− η(w)
= w,
hence U ◦ (IW + η) = IW , i.e., U is an onto map. If U(w) = U(w′), then
|ξ(w)− ξ(w′)|H = |ξ(w′ + ξ(w′)− ξ(w))− ξ(w′)|H
≤ c|ξ(w)− ξ(w′)|H ,
which implies that U is also injective. To show the Girsanov identity, let
us complete the sequence (hi, i ≤ n) to a complete orthonormal basis whose
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elements are chosen from W ∗. From a theorem of Ito-Nisio [42], we can
express the Wiener path w as
w =
∞∑
i=1
δhi(w)hi,
where the sum converges almost surely in the norm topology of W . Let F
be a nice function on W , denote by µn the image of the Wiener measure
µ under the map w 7→ ∑i≤n δhi(w)hi and by ν the image of µ under w 7→∑
i>n δhi(w)hi. Evidently µ = µn × ν. Therefore
E[F ◦ U |Λξ|] =
∫
IRn
Eν
F
w +∑
i≤n
(xi + αi(x1 . . . , xn))hi
 |Λξ|
µIRn(dx)
= E[F ],
where µIRn(dx) denotes the standard Gaussian measure on IR
n and the equal-
ity follows from the Fubini theorem. In fact by changing the order of inte-
grals, we reduce the problem to a finite dimensional one and then the result
is immediate from the theorem of Jacobi as explained above. From the con-
struction of V , it is trivial to see that
η(w) =
∑
i≤n
βi(δh1, . . . , δhn)hi,
for some vector field (β1, . . . , βn) which is a C
∞ mapping from IRn into itself
due to the finite dimensional inverse mapping theorem. Now it is routine to
verify that
∇η = −(I +∇η)⋆∇ξ ◦ V,
hence
‖∇η‖2 ≤ ‖I +∇η‖‖∇ξ ◦ V ‖2
≤ (1 + ‖∇η‖)‖∇ξ ◦ V ‖2
≤ d
(
1 +
c
1− c
)
=
d
1− c .
Lemma 10.1.4 With the notations and hypothesis of Lemma 10.1.3, we
have
δξ ◦ V = −δη − |η|2H + trace [(∇ξ ◦ V ) · ∇η] ,
almost surely.
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Proof: We have
δξ =
∞∑
i=1
{(ξ, ei)Hδei −∇ei(ξ, ei)H} ,
where the sum converges in L2 and the result is independent of the choice
of the orthonormal basis (ei; i ∈ IN). Therefore we can choose as basis
h1, . . . , hn that we have already used in Lemma 10.1.3, completed with the
elements of W ∗ to form an orthonormal basis of H , denoted by (hi; i ∈ IN).
Hence
δξ =
n∑
i=1
{(ξ, hi)Hδhi −∇hi(ξ, hi)H} .
From the Lemma 10.1.3, we have ξ◦V = −η and since, hi are originating from
W ∗, it is immediate to see that δhi ◦ V = δhi + (hi, η)H . Moreover, from the
preceding lemma we know that ∇(ξ ◦ V ) = (I +∇η)∗∇ξ ◦ V . Consequently,
applying all this, we obtain
δξ ◦ V =
n∑
1
(ξ ◦ V, hi)H(δhi + (hi, η)H)− (∇hi(ξ, hi)H) ◦ V
= (ξ ◦ V, η)H + δ(ξ ◦ V ) +
n∑
1
∇hi(ξ ◦ V, hi)H −∇hi(ξ, hi)H ◦ V
= −|η|2H − δη +
n∑
1
(∇ξ ◦ V [hi],∇η [hi])H
= −|η|2H − δη + trace(∇ξ ◦ V · ∇η),
where ∇ξ [h] denotes the Hilbert-Schmidt operator ∇ξ applied to the vector
h ∈ H .
Remark 10.1.5 Since ξ and η are symmetric, we have η ◦ U = −ξ and
consequently
δη ◦ U = −δξ − |ξ|2H + trace [(∇η ◦ U) · ∇ξ] .
Corollary 10.1.6 For any cylindrical function F on W , we have
E[F ◦ V ] = E [F |Λξ|] .
E[F ◦ U ] = E [F |Λη|] .
Proof: The first part follows from the identity
E [F |Λξ|] = E [F ◦ V ◦ U |Λξ|]
= E[F ◦ V ].
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To see the second part, we have
E[F ◦ U ] = = E
[
F ◦ U 1|Λξ| ◦ V ◦ U |Λξ|
]
= E
[
F
1
|Λξ| ◦ V
]
.
From Lemma 10.1.4, it follows that
1
|Λξ| ◦ V =
1
|det2(I +∇ξ) ◦ V | exp
{
δξ + 1/2|ξ|2H
}
◦ V
=
1
|det2(I +∇ξ) ◦ V |
exp
{
−δη − 1/2|η|2H + trace((∇ξ ◦ V ) · ∇η)
}
= |Λη|,
since, for general Hilbert-Schmidt maps A and B, we have
det2(I + A) · det2(I +B) = exp {trace(AB)}det2((I +A)(I +B)) (10.1.1)
and in our case we have
(I +∇ξ ◦ V ) · (I +∇η) = I .
Remark: In fact the equality (10.1.1) follows from the multiplicative prop-
erty of the ordinary determinants and from the formula (cf. [23], page 1106,
Lemma 22):
det2(I + A) =
∞∏
i=1
(1 + λi)e
−λi ,
where (λi, i ∈ IN) are the eigenvalues of A counted with respect to their
multiplicity.
Proof of Theorem 10.1.1: Let (hi, i ∈ IN) ⊂ W ∗ be a complete orthonor-
mal basis of H . For n ∈ IN, let Vn be the sigma algebra on W generated
by {δh1, . . . , δhn}, πn be the orthogonal projection of H onto the subspace
spanned by {h1, . . . , hn}. Define
ξn = E
[
πn P1/nu|Vn
]
,
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where P1/n is the Ornstein-Uhlenbeck semi-group on W with t = 1/n. Then
ξn → ξ in IDp,1(H) for any p > 1 (cf., Lemma 9.1.4 of Chapter IX). Moreover
ξn has the following form:
ξn =
n∑
i=1
αni (δh1, . . . , δhn)hi,
where αni are C
∞-functions due to the finite dimensional Sobolev embedding
theorem. We have
∇ξn = E
[
πn ⊗ πne−1/nP1/n∇u|Vn
]
,
hence
‖∇ξn‖ ≤ e−1/nE
[
P1/n‖∇u‖|Vn
]
,
and the same inequality holds also with the Hilbert-Schmidt norm. Conse-
quently, we have
‖∇ξn‖ ≤ c , ‖∇ξn‖2 ≤ d ,
µ-almost surely. Hence, each ξn satisfies the hypothesis of Lemma 10.1.3. Let
us denote by ηn the shift corresponding to the inverse of Un = I + ξn and let
Vn = I + ηn. Denote by Λn and Ln the densities corresponding, respectively,
to ξn and ηn, i.e., with the old notations
Λn = Λξn and Ln = Ληn .
We will prove that the sequences of densities
{Λn : n ∈ IN} and {Ln : n ∈ IN}
are uniformly integrable. In fact we will do this only for the first sequence
since the proof for the second is very similar to the proof of the first case.
To prove the uniform integrability, from the lemma of de la Valle´-Poussin, it
suffices to show
sup
n
E [|Λn|| logΛn|] <∞,
which amounts to show, from the Corollary 10.1.6, that
sup
n
E [| log Λn ◦ Vn|] <∞ .
Hence we have to control
E
[
| log det2(I +∇ξn ◦ Vn)|+ |δξn ◦ Vn|+ 1/2|ξn ◦ Vn|2
]
.
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From the Lemma 10.1.4, we have
δξn ◦ Vn = −δηn − |ηn|2H + trace(∇ξn ◦ Vn) · ∇ηn,
hence
E[|δξn ◦ Vn|] ≤ ‖δηn‖L2(µ) + E[|ηn|2] + E[‖∇ξn ◦ Vn‖2 ‖∇ηn‖2]
≤ ‖ηn‖L2(µ,H) + ‖ηn‖2L2(µ,H) + ‖∇ηn‖L2(µ,H⊗H) +
d2
1− c
≤ ‖ηn‖L2(µ,H) + ‖ηn‖2L2(µ,H) +
d(1 + d)
1− c ,
where the second inequality follows from
‖δγ‖L2(µ) ≤ ‖∇γ‖L2(µ,H⊗H) + ‖γ‖L2(µ,H).
From the Corollary 9.1.2 of Chapter IX, we have
sup
n
E
[
expα|ηn|2H
]
<∞,
for any α < (1−c)
2
2d2
, hence
sup
n
E[|ηn|2] <∞ .
We have a well-known inequality (cf. [101], Appendix), which says that
|det2(I + A)| ≤ exp 1
2
‖A‖22
for any Hilbert-Schmidt operator A on H . Applying this inequality to our
case, we obtain
sup
n
|log det2(I +∇ξn ◦ Vn)| ≤ d
2
2
and this proves the uniform integrability of (Λn, n ∈ IN). Therefore the
sequence (Λn, n ∈ IN) converges to Λu in L1(µ) and we have
E[F ◦ T |Λu|] = E[F ],
for any F ∈ Cb(W ), where T (w) = w + u(w).
To prove the existence of the inverse transformation we begin with
|ηn − ηm|H ≤ |ξn ◦ Vn − ξm ◦ Vn|H + |ξm ◦ Vn − ξm ◦ Vm|H
≤ |ξn ◦ Vn − ξm ◦ Vn|H + c |ηn − ηm|H ,
129
since c < 1, we obtain:
(1− c)|ηn − ηm|H ≤ |ξn ◦ Vn − ξm ◦ Vn|H .
Consequently, for any K > 0,
µ {|ηn − ηm|H > K} ≤ µ {|ξn ◦ Vn − ξm ◦ Vn|H > (1− c)K}
= E
[
|Λn|1{|ξn−ξm|>(1−c)K}
]
→ 0,
as n and m go to infinity, by the uniform integrability of (Λn;n ∈ IN) and by
the convergence in probability of (ξn;n ∈ IN). As the sequence (ηn; n ∈ IN)
is bounded in all Lp spaces, this result implies the existence of an H-valued
random variable, say v which is the limit of (ηn; n ∈ IN) in probability. By
uniform integrability, the convergence takes place in Lp(µ,H) for any p > 1
and since the sequence (∇ηn; n ∈ IN) is bounded in L∞(µ,H ⊗H), also the
convergence takes place in IDp,1(H) for any p > 1. Consequently, we have
E[F (w + v(w)) |Λv|] = E[F ],
and
E[F (w + v(w))] = E[F |Λu|] ,
for any F ∈ Cb(W ).
Let us show that S : W → W , defined by S(w) = w+ v(w) is the inverse
of T : let a > 0 be any number, then
µ {‖T ◦ S(w)− w‖W > a} = µ {‖T ◦ S − Un ◦ S‖W > a/2}
+µ {‖Un ◦ S − Un ◦ Vn‖W > a/2}
= E
[
|Λu|1{‖T−Un‖W>a/2}
]
+µ
{
|ξn(w + v(w))− ξn(w + ηn(w))|H > a
2
}
≤ E
[
|Λu|1{|u−ξn|H>a/2}
]
+µ
{
|v − ηn|H > a
2c
}
→ 0,
as n tends to infinity, hence µ-almost surely T ◦ S(w) = w. Moreover
µ {‖S ◦ T (w)− w‖W > a} = µ {‖S ◦ T − S ◦ Un‖W > a/2}
+µ {‖S ◦ Un − Vn ◦ Un‖W > a/2}
≤ µ
{
|u− ξn|H > a(1− c)
2c
}
+E
[
|Ληn|1{|v−ηn|H>a/2}
]
→ 0,
by the uniform integrability of (Ληn; n ∈ IN), therefore µ-almost surely, we
have S ◦ T (w) = w.
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10.2 Applications
In the sequel we shall give two applications. The first one consists of a very
simple case of the Ramer formula which is used in Physics litterature (cf.
[20] for more details). The second one concerns the logarithmic Sobolev
inequality for the measures T ∗µ for the shifts T studied in this chapter.
10.2.1 Van-Vleck formula
Lemma 10.2.1 Let K ∈ L2(H) be a symmetric Hilbert–Schmidt operator
on H such that −1 does not belong to its spectrum. Set TK(w) = w+δK(w),
then TK :W →W is almost surely invertible and
T−1K (w) = w − δ[(I +K)−1K](w) ,
almost surely.
Proof: By the properties of the divergence operator (cf. Lemma 10.1.4)
TK(w − δ((I +K)−1K)(w))
= w − δ((I +K)−1K)(w) + δK(w)− 〈δ((I +K)−1K)(w), K〉H
= w − δ((I +K)−1K)(w) + δK(w)−K(δ((I +K)−1K)(w))
= w + δK(w)− (I +K)δ((I +K)−1K)(w)
= w,
and this proves the lemma.
Lemma 10.2.2 Let K be a symmetric Hilbert–Schmidt operator on H. We
have
‖δK‖2H = δ(2)K2 + trace K2,
where δ(2) denotes the second order divergence, i.e., δ(2) = (∇2)⋆ with respect
to µ.
Proof: Let {ei, i ≥ 0} be the complete, orthonormal basis of H correspond-
ing to the eigenfunctions of K and denote by {αi, i ≥ 0} its eigenvalues. We
can represent K as
K =
∞∑
i=0
αiei ⊗ ei
and
K2 =
∞∑
i=0
α2i ei ⊗ ei .
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Since δK =
∑
i αiδei ei, we have
‖δK‖2H =
∞∑
i=0
α2i δe
2
i
=
∞∑
i=0
α2i (δe
2
i − 1) +
∞∑
i=0
α2i
=
∞∑
i=0
α2i δ(δei.ei) + trace K
2
= δ(2)K2 + trace K2.
Theorem 10.2.3 Let K ∈ L2(H) be a symmetric Hilbert–Schmidt operator
such that (I + K) is invertible and let h1, . . . , hn be n linearly independent
elements of H. Denote by δ~h the random vector (δh1, . . . , δhn). Then we
have, for any x = (x1, . . . , xn) ∈ IRn
E
[
exp
(
−δ(2)
{
K +
1
2
K2
}) ∣∣∣δ~h = x]
= exp
(
1
2
trace K2
) ∣∣∣det2(I +K)∣∣∣−1 qK(x)
q0(x)
,
where q0(x) and qK(x) denote respectively the densities of the laws of the
Gaussian vectors (δh1, . . . , δhn) and(
δ(I +K)−1h1, . . . , δ(I +K)−1hn
)
.
Proof: By the Ramer formula (cf. Theorem 10.1.1), for any nice function f
on IRn, we have
E
[
f(δ~h)|det2(I +K)| exp
(
−δ(2)K − 1
2
‖δK‖2H
)]
= E
[
f(δ~h) ◦ T−1K (w)
]
.
Hence ∫
IRn
E
[
exp
(
−δ(2)
(
K +
1
2
K2
))
|δ~h = x
]
f(x)q0(x) dx
= exp
(
1
2
trace K2
) ∣∣∣det2(I +K)∣∣∣−1 ∫
IRn
f(x)qK(x)dx.
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Corollary 10.2.4 Suppose that A is a symmetric Hilbert–Schmidt operator
whose spectrum is included in (−1/2, 1/2). Let h1, . . . , hn be n linearly inde-
pendent elements of H and define the symmetric, Hilbert-Schmidt operator
K as K = (I + 2A)1/2 − I. Then the following identity holds:
E
[
exp(−δ(2)A) | δ~h = x
]
=
1√
det2(I + 2A)
qK(x)
q0(x)
, (10.2.2)
for any x = (x1, . . . , xn) ∈ IRn.
Proof: Since the spectrum of A is included in (−1/2, 1/2), the operator
I + 2A is symmetric and definite. It is easy to see that the operator K
is Hilbert-Schmidt. We have K + K2/2 = A, hence the result follows by
Theorem 10.2.3.
10.2.2 Logarithmic Sobolev inequality
Recall that the logarithmic Sobolev inequality for the Wiener measure says
E
[
f 2 log
f 2
E[f 2]
]
≤ 2E[|∇f |2H] , (10.2.3)
for any f ∈ ID2,1. We can extend this inequality easily to the measures
ν = T ∗µ, where T = IW + u satisfies the hypothesis of Theorem 10.1.1
Theorem 10.2.5 Assume that ν is a measure given by ν = T ∗µ, where
T = IW+u satisfies the hypothesis of Theorem 10.1.1, in particular ‖∇u‖ ≤ c
almost surely for some c ∈ (0, 1). Then, we have
Eν
[
f 2 log
f 2
E[f 2]
]
≤ 2
(
c
1− c
)2
Eν [|∇f |2H] (10.2.4)
for any cylindrical Wiener functional f , where Eν [· ] represents the expecta-
tion with respect to ν.
Proof: Let us denote by S = IW + v the inverse of T whose existence has
been proven in Theorem 10.1.1. Apply now the inequality 10.2.3 to f ◦ T :
E
[
(f ◦ T )2 log (f ◦ T )
2
E[(f ◦ T )2]
]
≤ 2E
[
|∇(f ◦ T )|2H
]
≤ 2E
[
|∇f ◦ T |2H‖IH +∇u‖2
]
= 2E
[
|∇f ◦ T |2H‖IH +∇u ◦ S ◦ T‖2
]
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= 2Eν
[
|∇f |2H‖IH +∇u ◦ S‖2
]
= 2Eν
[
|∇f |2H‖(IH +∇v)−1‖2
]
≤ 2
(
c
1− c
)2
Eν
[
|∇f |2H
]
and this completes the proof.
We have also the following:
Theorem 10.2.6 The operator ∇ is closable in Lp(ν) for any p > 1.
Proof: Assume that (fn, n ∈ IN) is a sequence of cylindrical Wiener func-
tionals, converging in Lp(ν) to zero, and assume also that (∇fn, n ∈ IN) is
Cauchy in Lp(ν,H), denote its limit by ξ. Then, by definition, (fn◦T, n ∈ IN)
converges to zero in Lp(µ), hence (∇(fn ◦ T ), n ∈ IN) converges to zero in
IDp,−1(H). Moreover
∇(fn ◦ T ) = (IH +∇u)∗∇fn ◦ T ,
hence for any cylindrical η ∈ ID(H), we have
lim
n
E[(∇(fn ◦ T ), η)H] = lim
n
E[(∇fn ◦ T, (IH +∇u)η)H]
= E[(ξ ◦ T, (IH +∇u)η)H]
= 0 .
Since T is invertible, the sigma algebra generated by T is equal to the Borel
sigma algebra of W upto the negligeable sets. Consequently, we have
(IH +∇u)∗ξ ◦ T = 0
µ-almost surely. Since IH +∇u is almost surely invertible, µ-almost surely
we have ξ ◦ T = 0 and this amounts up to saying ξ = 0 ν-almost surely.
Notes and suggested reading
The Ramer theorem has been proved, with some stronger hypothesis (Fre´chet regularity
of u) in [74], later some of its hypothesis have been relaxed in [51]. The version given
here has been proved in [97]. We refer the reader to [101] for its further extensions and
applications to the degree theory of Wiener maps (cf. [98] also). The Van-Vleck formula
is well-known in Physics, however the general approach that we have used here as well as
the logarithmic Sobolev inequalities with these new measures are original.
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Chapter 11
Convexity on Wiener space
Introduction
On an infinite dimensional vector space W the notion of convex or concave
function is well-known. Assume now that this space is equipped with a
probability measure. Suppose that there are two measurable functions on
this vector space, say F and G such that F = G almost surely. If F is
a convex function, then from the probabilistic point of view, we would like
to say that G is also convex. However this is false; since in general the
underlying probability measure is not (quasi) invariant under the translations
by the elements of the vector space. If W contains a dense subspace H
such that w → w + h (h ∈ H) induces a measure which is equivalent to
the initial measure or absolutely continuous with respect to it, then we can
define a notion of “H–convexity” or “H–concavity in the direction of H for
the equivalence classes of real random variables. Hence these notions will be
particularly useful for the probabilistic calculations.
The notion of H-convexity has been used in [101] to study the absolute
continuity of the image of the Wiener measure under the monotone shifts.
In this chapter we study further properties of such functions and some ad-
ditional ones in the frame of an abstract Wiener space, namely H-convex,
H-concave, log H-concave and log H-convex Wiener functions, where H de-
notes the associated Cameron-Martin space. In particular we extend some
finite dimensional results of [73] and [13] to this setting and prove that some
finite dimensional convexity-concavity inequalities have their counterparts in
infinite dimensions.
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11.1 Preliminaries
In the sequel (W,H, µ) denotes an abstract Wiener space, i.e., H is a separa-
ble Hilbert space, called the Cameron-Martin space. It is identified with its
continuous dual. W is a Banach or a Fre´chet space into which H is injected
continuously and densely. µ is the standard cylindrical Gaussian measure on
H which is concentrated in W as a Radon probability measure.
In the sequel we shall use the notion of second quantization of bounded
operators on H ; although this is a well-known subject, we give a brief outline
below for the reader’s convenience (cf. [8], [30], [77]). Assume that A : H →
H is a bounded, linear operator, then it has a unique, µ-measurable (i.e.,
measurable with respect to the µ-completion of B(W )) extension, denoted
by A˜, as a linear map on W (cf. [8, 30]). Assume in particular that ‖A‖ ≤ 1
and define S = (IH −A∗A)1/2, T = (IH −AA∗)1/2 and U : H ×H → H ×H
as U(h, k) = (Ah+Tk,−Sh+A∗k). U is then a unitary operator on H×H ,
hence its µ× µ-measurable linear extension to W ×W preserves the Wiener
measure µ×µ (this is called the rotation associated to U , cf. [101], Chapter
VIII). Using this observation, one can define the second quantization of A
via the generalized Mehler formula as
Γ(A)f(w) =
∫
W
f(A˜∗w + S˜y)µ(dy) ,
which happens to be a Markovian contraction on Lp(µ) for any p ≥ 1. Γ(A)
can be calculated explicitly for the Wick exponentials as
Γ(A) exp
{
δh− 1/2|h|2H
}
= exp
{
δAh− 1/2|Ah|2H
}
(h ∈ H) .
This identity implies that Γ(AB) = Γ(A)Γ(B) and that for any sequence
(An, n ∈ IN) of operators whose norms are bounded by one, Γ(An) converges
strongly to Γ(A) if limnAn = A in the strong operator topology. A particular
case of interest is when we take A = e−tIH , then Γ(e−tIH) equals to the
Ornstein-Uhlenbeck semigroup Pt. Also if π is the orthogonal projection of
H onto a closed vector subspace K, then Γ(π) is the conditional expectation
with respect to the sigma field generated by {δk, k ∈ K}.
11.2 H-convexity and its properties
Let us give the notion of H-convexity on the Wiener space W :
Definition 11.2.1 Let F : W → IR ∪ {∞} be a measurable function. It is
called H-convex if for any h, k ∈ H, α ∈ [0, 1]
F (w + αh+ (1− α)k) ≤ αF (w + h) + (1− α)F (w + k) (11.2.1)
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almost surely.
Remarks:
• This definition is more general than the one given in [99, 101] since F
may be infinite on a set of positive measure.
• Note that the negligeable set on which the relation (11.2.1) fails may
depend on the choice of h, k and of α.
• If G : W → IR ∪ {∞} is a measurable convex function, then it is
necessarily H-convex.
• To conclude the H-convexity, it suffices to verify the relation (11.2.1)
for k = −h and α = 1/2.
The following properties of H-convex Wiener functionals have been proved
in [99, 100, 101]:
Theorem 11.2.2 1. If (Fn, n ∈ IN) is a sequence of H-convex functionals
converging in probability, then the limit is also H-convex.
2. If F ∈ Lp(µ) (p > 1) is H-convex if and only if ∇2F is positive and
symmetric Hilbert-Schmidt operator valued distribution on W .
3. If F ∈ L1(µ) is H-convex, then PtF is also H-convex for any t ≥ 0,
where Pt is the Ornstein-Uhlenbeck semi-group on W .
The following result is immediate from Theorem 11.2.2 :
Corollary 11.2.3 F ∈ ∪p>1Lp(µ) is H-convex if and only if
E
[
ϕ
(
∇2F (w), h⊗ h
)
2
]
≥ 0
for any h ∈ H and ϕ ∈ ID+, where (· , ·)2 denotes the scalar product for the
Hilbert-Schmidt operators on H .
We have also
Corollary 11.2.4 If F ∈ Lp(µ), p > 1, is H-convex and if E[∇2F ] = 0,
then F is of the form
F = E[F ] + δ (E[∇F ]) .
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Proof: Let (Pt, t ≥ 0) denote the Ornstein-Uhlenbeck semigroup, then PtF is
again H-convex and Sobolev differentiable. Moreover ∇2PtF = e−2tPt∇2F .
Hence E[∇2PtF ] = 0, and the positivity of ∇2PtF implies that ∇2PtF = 0
almost surely, hence ∇2F = 0. This implies that F is in the first two Wiener
chaos.
Remark: It may be worth-while to note that the random variable which
represents the share price of the Black and Scholes model in financial math-
ematics is H-convex.
We shall need also the concept of C-convex functionals:
Definition 11.2.5 Let (ei, i ∈ IN) ⊂ W ∗ be any complete, orthonormal basis
of H. For w ∈ W , define wn = ∑ni=1 δei(w)ei and w⊥n = w − wn, then
a Wiener functional f : W → IR is called C-convex if, for any such basis
(ei, i ∈ IN), for almost all w⊥n , the partial map
wn → f(w⊥n + wn)
has a modification which is convex on the space span{e1, . . . , en} ≃ IRn.
Remark: It follows from Corollary 11.2.3 that, if f is H-convex and in some
Lp(µ) (p > 1), then it is C-convex. We shall prove that this is also true
without any integrability hypothesis.
We begin with the following lemma whose proof is obvious:
Lemma 11.2.6 If f is C-convex then it is H-convex.
In order to prove the validity of the converse of Lemma 11.2.6 we need some
technical results from the harmonic analysis on finite dimensional Euclidean
spaces that we shall state as separate lemmas:
Lemma 11.2.7 Let B ∈ B(IRn) be a set of positive Lebesgue measure. Then
B +B contains a non-empty open set.
Proof: Let φ(x) = 1B⋆1B(x), where “⋆” denotes the convolution of functions
with respect to the Lebesgue measure. Then φ is a non-negative, continuous
function, hence the set O = {x ∈ IRn : φ(x) > 0} is an open set. Since B
has positive measure, φ can not be identically zero, hence O is non-empty.
Besides, if x ∈ O, then the set of y ∈ IRn such that y ∈ B and x − y ∈ B
has positive Lebesgue measure, otherwise φ(x) would have been null. Con-
sequently O ⊂ B +B.
The following lemma gives a more precise statement than Lemma 11.2.7:
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Lemma 11.2.8 Let B ∈ B(IRn) be a set of positive Lebesgue measure and
assume that A ⊂ IRn× IRn with B×B = A almost surely with respect to the
Lebesgue measure of IRn × IRn. Then the set {x + y : (x, y) ∈ A} contains
almost surely an open subset of IRn.
Proof: It follows from an obvious change of variables that
1A(y, x− y) = 1B(y)1B(x− y)
almost surely, hence ∫
IRn
1A(y, x− y)dy = φ(x)
almost surely, where φ(x) = 1B ⋆ 1B(x). Consequently, for almost all x ∈ IRn
such that φ(x) > 0, one has (y, x− y) ∈ A, this means that
{x ∈ IRn : φ(x) > 0} ⊂ {u+ v : (u, v) ∈ A}
almost surely.
The following lemma is particularly important for the sequel:
Lemma 11.2.9 Let f : IRn → IR+ ∪{∞} be a Borel function which is finite
on a set of positive Lebesgue measure. Assume that, for any u ∈ IRn,
f(x) ≤ 1
2
[f(x+ u) + f(x− u)] (11.2.2)
dx-almost surely (the negligeable set on which the inequality (11.2.2) fails
may depend on u). Then there exists a non-empty, open convex subset U of
IRn such that f is locally essentially bounded on U . Moreover let D be the
set consisting of x ∈ IRn such that any neighbourhood of x ∈ D contains a
Borel set of positive Lebesgue measure on which f is finite, then D ⊂ U , in
particular f =∞ almost surely on the complement of U .
Proof: From the theorem of Fubini, the inequality (11.2.2) implies that
2f
(
x+ y
2
)
≤ f(x) + f(y) (11.2.3)
dx×dy-almost surely. Let B ∈ B(IRn) be a set of positive Lebesgue measure
on which f is bounded by some constant M > 0. Then from Lemma 11.2.7,
B + B contains an open set O. Let A be the set consisting of the elements
of B × B for which the inequality (11.2.3) holds. Then A = B × B almost
surely, hence from Lemma 11.2.8, the set Γ = {x + y : (x, y) ∈ A} contains
almost surely the open set O. Hence for almost all z ∈ 1
2
O, 2z belongs to
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the set Γ, consequently z = 1
2
(x + y), with (x, y) ∈ A. This implies, from
(11.2.3), that f(z) ≤M . Consequently f is essentially bounded on the open
set 1
2
O.
Let now U be set of points which have neighbourhoods on which f is
essentially bounded. Clearly U is open and non-empty by what we have
shown above. Let S and T be two balls of radius ρ, on which f is bounded
by some M > 0. Assume that they are centered at the points a and b
respectively. Let u = 1
2
(b− a), then for almost all x ∈ 1
2
(S + T ), x + u ∈ T
and x − u ∈ S, hence, from the inequality (11.2.2) f(x) ≤ M , which shows
that f is essentially bounded on the set 1
2
(S+T ) and this proves the convexity
of U .
To prove the last claim, let x be any element of D and let V be any
neighbourhood of x; without loss of generality, we may assume that V is
convex. Then there exists a Borel set B ⊂ V of positive measure on which
f is bounded, hence from the first part of the proof, there exists an open
neighbourhood O ⊂ B + B such that f is essentially bounded on 1
2
O ⊂
1
2
(V + V ) ⊂ V , hence 1
2
O ⊂ U . Consequently V ∩ U 6= ∅, and this implies
that x is in the closure of U , i.e. D ⊂ U . The fact that f =∞ almost surely
on the complement of U is obvious from the definition of D.
Theorem 11.2.10 Let g : IRn → IR ∪ {∞} be a measurable mapping such
that, for almost all u ∈ IRn,
g(u+ αx+ βy) ≤ αg(u+ x) + βg(u+ y) (11.2.4)
for any α, β ∈ [0, 1] with α + β = 1 and for any x, y ∈ IRn, where the
negligeable set on which the relation (11.2.4) fails may depend on the choice
of x, y and of α . Then g has a modification g′ which is a convex function.
Proof: Assume first that g is positive, then with the notations of Lemma
11.2.9, define g′ = g on the open, convex set U and as g′ = ∞ on U c.
From the relation (11.2.4), g′ is a distribution on U whose second derivative
is positive, hence it is convex on U , hence it is convex on the whole space
IRn. Moreover we have {g′ 6= g} ⊂ ∂U and ∂U has zero Lebesgue measure,
consequently g = g′ almost surely. For general g, define fε = eεg (ε > 0),
then, from what is proven above, fε has a modification f
′
ε which is convex
(with the same fixed open and convex set U), hence lim supε→0
f ′ε−1
ε
= g′ is
also convex and g = g′ almost surely.
Theorem 11.2.11 A Wiener functional F : W → IR ∪ {∞} is H-convex if
and only if it is C-convex.
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Proof: We have already proven the sufficiency. To prove the necessity, with
the notations of Definition 11.2.5, H-convexity implies that h → F (w⊥n +
wn + h) satisfies the hypothesis of Theorem 11.2.10 when h runs in any
n-dimensional Euclidean subspace of H , hence the partial mapping wn →
F (w⊥n +wn) has a modification which is convex on the vector space spanned
by {e1, . . . , en}.
11.3 Log H-concave and C-log concaveWiener
functionals
Definition 11.3.1 Let F be a measurable mapping from W into IR+ with
µ{F > 0} > 0.
1. F is called log H-concave, if for any h, k ∈ H, α ∈ [0, 1], one has
F (w + αh+ (1− α)k) ≥ F (w + h)α F (w + k)1−α (11.3.5)
almost surely, where the negligeable set on which the relation (11.3.5)
fails may depend on h, k and on α.
2. We shall say that F is C-log concave, if for any complete, orthonormal
basis (ei, i ∈ IN) ⊂ W ∗ of H, the partial map wn → F (w⊥n +wn) is log-
concave (cf. Definition 11.2.5 for the notation), up to a modification,
on span{e1, . . . , en} ≃ IRn.
Let us remark immediately that if F = G almost surely then G is also
log H-concave. Moreover, any limit in probability of log H-concave random
variables is again log H-concave. We shall prove below some less immediate
properties. Let us begin with the following observation which is a direct
consequence of Theorem 11.2.11:
Remark: F is log H-concave if and only if − logF is H-convex (which may
be infinity with a positive probability), hence if and only if F is C-log concave.
Theorem 11.3.2 Suppose that (Wi, Hi, µi), i = 1, 2, are two abstract Wiener
spaces. Consider (W1 ×W2, H1 ×H1, µ1 × µ2) as an abstract Wiener space.
Assume that F : W1 ×W2 → IR+ is log H1 ×H2-concave. Then the map
w2 →
∫
W1
F (w1, w2) dµ1(w1)
is log H2-concave.
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Proof: If F is log H ×H-concave, so is also F ∧ c (c ∈ IR+), hence we may
suppose without loss of generality that F is bounded. Let (ei, i ∈ IN) be a
complete, orthonormal basis in H2. It suffices to prove that
E1[F ](w2 + αh+ βl) ≥ (E1[F ](w2 + h))α (E1[F ](w2 + l))β
almost surely, for any h, l ∈ span{e1, . . . , ek}, α, β ∈ [0, 1] with α + β = 1,
where E1 denotes the expectation with respect to µ1. Let (Pn, n ∈ IN) be
a sequence of orthogonal projections of finite rank on H1 increasing to the
identity map of it. Denote by µn1 the image of µ1 under the map w1 → P˜nw1
and by µn⊥1 the image of µ1 under w1 → w1 − P˜nw1. We have, from the
martingale convergence theorem,∫
W1
F (w1, w2) dµ1(w1) = lim
n
∫
F (wn⊥1 + w
n
1 , w2) dµ
n
1(w
n
1 )
almost surely. Let (Qn, n ∈ IN) be a sequence of orthogonal projections
of finite rank on H2 increasing to the identity, corresponding to the basis
(en, n ∈ IN). Let wk2 = Q˜kw2 and wk⊥2 = w2 − wk2 . Write
F (w1, w2) = F (w
n⊥
1 + w
n
1 , w
k
2 + w
k⊥
2 )
= Fwn⊥1 ,wk⊥2 (w
n
1 , w
k
2) .
From the hypothesis
(wn1 , w
k
2)→ Fwn⊥1 ,wk⊥2 (wn1 , wk2)
has a log concave modification on the (n + k)-dimensional Euclidean space.
From the theorem of Pre´kopa (cf. [73]), it follows that
wk2 →
∫
Fwn⊥1 ,wk⊥2 (w
n
1 , w
k
2) dµ
n
1(w
n
1 )
is log concave on IRk for any k ∈ IN (upto a modification), hence
w2 →
∫
F (wn⊥1 + w
n
1 , w2) dµ(w
n
1 )
is log H2-concave for any n ∈ IN, then the proof follows by passing to the
limit with respect to n.
Theorem 11.3.3 Let A : H → H be a linear operator with ‖A‖ ≤ 1, denote
by Γ(A) its second quantization as explained in the preliminaries. If F : W →
IR+ is a log H-concave Wiener functional, then Γ(A)F is also log H-concave.
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Proof: Replacing F by F ∧ c = min(F, c), c > 0, we may suppose that F is
bounded. It is easy to see that the mapping
(w, y)→ F (A˜∗w + S˜y)
is log H ×H-concave on W ×W . In fact, for any α + β = 1, h, k, u, v ∈ H ,
one has
F (A˜∗w + S˜y + α(A∗h + Sk) + β(A∗u+ Sv)) (11.3.6)
≥ F (A˜∗w + S˜y + A∗h+ Sk)α F (A˜∗w + S˜y + A∗u+ Sv)β ,
dµ× dµ-almost surely. Let us recall that, since the image of µ×µ under the
map (w, y)→ A˜∗w+ S˜y is µ, the terms in the inequality (11.3.6) are defined
without ambiguity. Hence
Γ(A)F (w) =
∫
W
F (A˜∗w + S˜y)µ(dy)
is log H-concave on W from Theorem 11.3.2.
Corollary 11.3.4 Let F : W → IR+ be a log H-concave functional. Assume
that K is any closed vector subspace of H and denote by V (K) the sigma
algebra generated by {δk, k ∈ K}. Then the conditional expectation of F
with respect to V (K), i.e., E[F |V (K)] is again log H-concave.
Proof: The proof follows from Theorem 11.3.3 as soon as we remark that
Γ(πK)F = E[F |V (K)], where πK denotes the orthogonal projection associ-
ated to K.
Corollary 11.3.5 Let F be log H-concave. If Pt denotes the Ornstein-
Uhlenbeck semigroup on W , then w → PtF (w) is log H-concave.
Proof: Since Pt = Γ(e
−tIH), the proof follows from Theorem 11.3.3.
Here is an important application of these results:
Theorem 11.3.6 Assume that F : W → IR ∪ {∞} is an H-convex Wiener
functional, then F has a modification F ′ which is a Borel measurable convex
function on W . Any log H-concave functional G has a modification G′ which
is Borel measurable and log-concave on W .
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Proof: Assume first that F is positive, let G = exp−F , then G is a positive,
bounded C-log concave function. Define Gn as
Gn = E[P1/nG|Vn] ,
where Vn is the sigma algebra generated by {δe1, . . . , δen}, and (ei, i ∈ IN) ⊂
W ∗ is a complete orthonormal basis of H . Since P1/nE[G|Vn] = E[P1/nG|Vn],
the positivity improving property of the Ornstein-Uhlenbeck semigroup im-
plies that Gn is almost surely strictly positive (even quasi-surely). As we
have attained the finite dimensional case, Gn has a modification G
′
n which is
continuous on W and, from Corollary 11.3.4 and Corollary 11.3.5, it satisfies
G′n(w + ah + bk) ≥ G′n(w + h)aG′n(w + k)b (11.3.7)
almost surely, for any h, k ∈ H and a + b = 1. The continuity of G′n implies
that the relation (11.3.7) holds for any h, k ∈ H , w ∈ W and a ∈ [0, 1].
Hence G′n is log-concave on W and this implies that − logG′n is convex on
W . Define F ′ = lim supn(− logG′n), then F ′ is convex and Borel measurable
on W and F = F ′ almost surely.
For general F , define fε = e
εF , then from above, there exists a modifica-
tion of fε, say f
′
ε which is convex and Borel measurable on W . To complete
the proof it suffices to define F ′ as
F ′ = lim sup
ε→0
f ′ε − 1
ε
.
The rest is now obvious.
Under the light of Theorem 11.3.6, the following definition is natural:
Definition 11.3.7 A Wiener functional F : W → IR ∪ {∞} will be called
almost surely convex if it has a modification F ′ which is convex and Borel
measurable onW . Similarly, a non-negative functional G will be called almost
surely log-concave if it has a modification G′ which is log-concave on W .
The following proposition summarizes the main results of this section:
Theorem 11.3.8 Assume that F : W → IR ∪ {∞} is a Wiener functional
such that
µ{F <∞} > 0 .
Then the following are equivalent:
1. F is H-convex,
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2. F is C-convex,
3. F is almost surely convex.
Similarly, for G : W → IR+, with µ{G > 0} > 0, the following properties are
equivalent:
1. G is log H-concave,
2. G is log C-concave,
3. G is almost surely log-concave.
The notion of a convex set can be extended as
Definition 11.3.9 Any measurable subset A of W will be called H-convex
if its indicator function 1A is log H-concave.
Remark: Evidently any measurable convex subset ofW is H-convex. More-
over, if A = A′ almost surely and if A is H-convex, then A′ is also H-convex.
Remark: If φ is an H-convex Wiener functional, then the set
{w ∈ W : φ(w) ≤ t}
is H-convex for any t ∈ IR.
We have the following result about the characterization of the H-convex
sets:
Theorem 11.3.10 Assume that A is an H-convex set, then there exists a
convex set A′, which is Borel measurable such that A = A′ almost surely.
Proof: Since, by definition, 1A is a log H-concave Wiener functional, from
Theorem 11.3.6, there exists a log-concave Wiener functional fA such that
fA = 1A almost surely. It suffices to define A
′ as the set
A′ = {w ∈ W : fA(w) ≥ 1} .
Example: Assume that A is an H-convex subset ofW of positive measure.
Define pA as
pA(w) = inf (|h|H : h ∈ (A− w) ∩H) .
Then pA is H-convex, hence almost surely convex (and H-Lipschitz c.f.
[101]). Moreover, the {w : pA(w) ≤ α} is an H-convex set for any α ∈ IR+.
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11.4 Extensions and some applications
Definition 11.4.1 Let (ei, i ∈ IN) be any complete orthonormal basis of H.
We shall denote, as before, by wn =
∑n
i=1 δei(w) ei and w
⊥
n = w−wn. Assume
now that F :W → IR ∪ {∞} is a measurable mapping with µ{F <∞} > 0.
1. We say that it is a-convex (a ∈ IR), if the partial map
wn → a
2
|wn|2 + F (w⊥n + wn)
is almost surely convex for any n ≥ 1, where |wn| is the Euclidean norm
of wn.
2. We call G a-log-concave if
wn → exp
{
−a
2
|wn|2
}
G(w⊥n + wn)
is almost surely log-concave for any n ∈ IN.
Remark: G is a-log-concave if and only if − logG is a-convex.
The following theorem gives a practical method to verify a-convexity or log-
concavity:
Theorem 11.4.2 Let F : W → IR ∪ {∞} be a measurable map such that
µ{F <∞} > 0. Define the map Fa on H ×W as
Fa(h, w + h) =
a
2
|h|2H + F (w + h) .
Then F is a-convex if and only if, for any h, k ∈ H and α, β ∈ [0, 1] with
α + β = 1, one has
Fa(αh+ βk, w + αh+ βk) ≤ αFa(h, w + h) + β Fa(k, w + k) (11.4.8)
µ-almost surely, where the negligeable set on which the inequality (11.4.8)
fails may depend on the choice of h, k and of α.
Similarly a measurable mapping G : W → IR+ is a-log-concave if and
only if the map defined by
Ga(h, w + h) = exp
{
−a
2
|h|2H
}
G(w + h)
satisfies the inequality
Ga(αh+ βk, w + αh+ βk) ≥ Ga(h, w + h)αGa(k, w + k)β , (11.4.9)
µ-almost surely, where the negligeable set on which the inequality (11.4.9)
fails may depend on the choice of h, k and of α.
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Proof: Let us denote by hn its projection on the vector space spanned by
{e1, . . . , en}, i.e. hn = ∑i≤n(h, ei)Hei. Then, from Theorem 11.3.8, F is
a-convex if and only if the map
hn → a
2
[
|wn|2 + 2(wn, hn) + |hn|2
]
+ F (w + hn)
satisfies a convexity inequality like (11.4.8). Besides the term |wn|2 being
kept constant in this operation, it can be removed from the both sides of the
inequality. Similarly, since hn → (wn, hn) is being affine, it also cancels from
the both sides of this inequality. Hence a-convexity is equivalent to
Fa(αhn + βkn, w + αhn + βkn) ≤ αFa(hn, w + hn) + β Fa(kn, w + kn)
where kn is defined as hn from a k ∈ H .
The second part of the theorem is obvious since G is a-log-concave if and
only if − logG is a-convex.
Corollary 11.4.3 1. Let Lˆ0(µ) be the space of the µ-equivalence classes
of IR ∪ {∞}-valued random variables regarded as a topological semi-
group under addition and convergence in probability. Then F ∈ Lˆ0(µ)
is β-convex if and only if the mapping
h→ β
2
|h|2H + F (w + h)
is a convex and continuous mapping from H into Lˆ0(µ).
2. F ∈ Lp(µ), p > 1 is β-convex if and only if
E
[(
(βIH +∇2F )h, h
)
H
φ
]
≥ 0
for any φ ∈ ID positive and h ∈ H, where ∇2F is to be understood in
the sense of the distributions ID′.
Example: Note for instance that sin δh with |h|H = 1, is a 1-convex ran-
dom variale and that exp(sin δh) is 1-log-concave.
The following result is a direct consequence of Prekopa’s theorem:
Proposition 11.4.4 Let G be an a-log concave Wiener functional, a ∈ [0, 1],
and assume that V is any sigma algebra generated by the elements of the first
Wiener chaos. Then E[G|V ] is again a-log-concave.
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Proof: From Corollary 11.4.3, it suffices to prove the case V is generated by
{δe1, . . . , δek}, where (en, n ∈ IN) is an orthonormal basis of H . Let
wk =
∑
i≤k
δei(w)ei
zk = w − wk
zk,n =
k+n∑
i=k+1
δei(w)ei
and let z⊥k,n = zk − zk,n. Then we have
E[G|V ] =
∫
G(zk + wk)dµ(zk)
= lim
n
1
(2π)n/2
∫
IRn
G(z⊥k,n + zk,n + wk)e
− |zk,n|
2
2 dzk,n .
Since
(zk,n, wk)→ exp
{
−1
2
(a|wk|2 + |zn,k|2)
}
G(z⊥k,n + zk,n + wk)
is almost surely log-concave, the proof follows from Prekopa’s theorem (cf.
[73]).
The following theorem extends Theorem 11.3.3 :
Theorem 11.4.5 Let G be an a-log-concave Wiener functional, where a ∈
[0, 1). Then Γ(A)G is a-log-concave, where A ∈ L(H,H) (i.e. the space
of bounded linear operators on H) with ‖A‖ ≤ 1. In particular PtG is a-
log-concave for any t ≥ 0, where (Pt, t ≥ 0) denotes the Ornstein-Uhlenbeck
semi-group on W .
Proof: Let (ei, i ∈ IN) be a complete, orthonormal basis of H , denote
by πn the orthogonal projection from H onto the linear space spanned by
{e1, . . . , en} and by Vn the sigma algebra generated by {δe1, . . . , δen}. From
Proposition 11.4.4 and from the fact that Γ(πnAπn) → Γ(A) in the strong
operator topology as n tends to infinity, it suffices to prove the theorem when
W = IRn. We may then assume that G is bounded and of compact support.
Define F as
G(x) = F (x)e
a
2
|x|2
= F (x)
∫
IRn
e
√
a(x,ξ)dµ(ξ) .
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From the hypothesis, F is almost surely log-concave. Then, using the nota-
tions explained in Section 2:
e−a
|x|2
2 Γ(A)G(x)
=
∫ ∫
F (A∗x+ Sy) exp
{
−a |x|
2
2
+
√
a(A∗x+ Sy, ξ)
}
dµ(y)dµ(ξ)
= (2π)−n
∫ ∫
F (A∗x+ Sy) exp−Θ(x, y, ξ)
2
dydξ ,
where
Θ(x, y, ξ) = a|x|2 − 2√a(A∗x+ Sy, ξ) + |y|2 + |ξ|2
= |√ax− Aξ|2 + |√ay − Sξ|2 + (1− a)|y|2 ,
which is a convex function of (x, y, ξ). Hence the proof follows from Pre´kopa’s
theorem (cf. [73]).
The following proposition extends a well-known finite dimensional in-
equality (cf. [41]):
Proposition 11.4.6 Assume that f and g are H-convex Wiener functionals
such that f ∈ Lp(µ) and g ∈ Lq(µ) with p > 1, p−1 = 1− q−1. Then
E[f g] ≥ E[f ]E[g] + (E[∇f ], E[∇g] )H . (11.4.10)
Proof: Define the smooth and convex functions fn and gn on W by
P1/nf = fn
P1/ng = gn .
Using the fact that Pt = e
−tL, where L is the number operator L = δ ◦ ∇
and the commutation relation ∇Pt = e−tPt∇, for any 0 ≤ t ≤ T , we have
E [PT−tfn gn] = E[PTfn gn] +
∫ t
0
E [LPT−sfn gn] ds
= E[PTfn gn] +
∫ t
0
e−(T−s)E [(PT−s∇fn,∇gn)H ] ds
= E[PTfn gn] +
∫ t
0
e−(T−s)E [(PT∇fn,∇gn)H ] ds
+e−2T
∫ t
0
∫ s
0
es+τE
[(
PT−τ∇2fn,∇2gn
)
2
]
dτds
≥ E[PTfn gn]
+E [(PT∇fn,∇gn)H ] e−T (et − 1) (11.4.11)
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where (·, ·)2 denotes the Hilbert-Schmidt scalar product and the inequality
(11.4.11) follows from the convexity of fn and gn. In fact their convexity
implies that Pt∇2fn and ∇2gn are positive operators, hence their Hilbert-
Schmidt tensor product is positive. Letting T = t in the above inequality we
have
E[fn gn] ≥ E [PTfn gn] + (1− e−T )E [(PT∇fn,∇gn)H ] . (11.4.12)
Letting T → ∞ in (11.4.12), we obtain, by the ergodicity of (Pt, t ≥ 0), the
claimed inequality for fn and gn. It suffices then to take the limit of this
inequality as n tends to infinity.
Proposition 11.4.7 Let G be a (positive) γ-log-concave Wiener functional
with γ ∈ [0, 1]. Then the map h→ E[G(w+ h)] is a log-concave mapping on
H. In particular, if G is symmetric, i.e., if G(w) = G(−w), then
E[G(w + h)] ≤ E[G] .
Proof:Without loss of generality, we may suppose that G is bounded. Using
the usual notations, we have, for any h in any finite dimensional subspace L
of H ,
E[G(w + h)] = lim
n
1
(2π)n/2
∫
Wn
G(w⊥n + wn + h) exp
{
−|wn|
2
2
}
dwn ,
from the hypothesis, the integrand is almost surely log-concave on Wn × L,
from Prekopa’s theorem, the integral is log-concave on L, hence the limit is
also log-concave. Since L is arbitrary, the first part of the proof follows. To
prove the second part, let g(h) = E[G(w + h)], then, from the log-concavity
of g and symmetry of G, we have
E[G] = g(0)
= g (1/2(h) + 1/2(−h))
≥ g(h)1/2g(−h)1/2
= g(h)
= E[G(w + h)] .
Remark: In fact, with a little bit more attention, we can see that the map
h→ exp{1
2
(1− γ)|h|2H}E[G(w + h)] is log-concave on H .
We have the following immediate corollary:
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Corollary 11.4.8 Assume that A ⊂ W is an H-convex and symmetric set.
Then we have
µ(A+ h) ≤ µ(A) ,
for any h ∈ H.
Proof: Since 1A is log H-concave, the proof follows from Proposition 11.4.7.
Proposition 11.4.9 Let F ∈ Lp(µ) be a positive log H-convex function.
Then for any u ∈ IDq,2(H), we have
EF
[
(δu− EF [δu])2
]
≥ EF
[
|u|2H + 2δ(∇uu) + trace (∇u · ∇u)
]
,
where EF denotes the mathematical expectation with respect to the probability
defined as
F
E[F ]
dµ .
Proof: Let Fτ be PτF , where (Pτ , τ ∈ IR+) denotes the Ornstein-Uhlenbeck
semi-group. Fτ has a modification, denoted again by the same letter, such
that the mapping h 7→ Fτ (w + h) is real-analytic on H for all w ∈ W
(cf. [101]). Suppose first also that ‖∇u‖2 ∈ L∞(µ,H ⊗ H) where ‖ · ‖2
denotes the Hilbert-Schmidt norm. Then, for any r > 1, there exists some
tr > 0 such that, for any 0 ≤ t < tr, the image of the Wiener measure
under w 7→ w + tu(w) is equivalent to µ with the Radon-Nikodym density
Lt ∈ Lr(µ). Hence w 7→ Fτ (w + tu(w)) is a well-defined mapping on W and
it is in some Lr(µ) for small t > 0 (cf. [101], Chapter 3 and Lemma B.8.8).
Besides t 7→ F (w + tu(w)) is log convex on IR since Fτ is log H-convex.
Consequently t 7→ E[Fτ (w+ tu(w))] is log convex and strictly positive. Then
the second derivative of its logarithm at t = 0 should be positive. This
implies immediately the claimed inequality for ∇u bounded. We then pass
to the limit with respect to u in IDq,2(H) and then let τ → 0 to complete the
proof.
11.5 Poincare´ and logarithmic Sobolev inequal-
ities
The following theorem extends the Poincare´- Brascamp-Lieb inequality:
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Theorem 11.5.1 Assume that F is a Wiener functional in ∪p>1IDp,2 with
e−F ∈ L1(µ) and assume also that there exists a constant ε > 0 such that(
(IH +∇2F )h, h
)
H
≥ ε|h|2H (11.5.13)
almost surely, for any h ∈ H, i.e. F is (1− ε)-convex. Let us denote by νF
the probability measure on (W,B(W )) defined by
dνF = exp
{
−F − logE
[
e−F
]}
dµ .
Then for any smooth cylindrical Wiener functional φ, we have∫
W
|φ−EνF [φ]|2dνF ≤
∫
W
(
(IH +∇2F )−1∇φ,∇φ
)
H
dνF . (11.5.14)
In particular, if F is an H-convex Wiener functional, then the condition
(11.5.13) is satisfied with ε = 1.
Proof: Assume first that W = IRn and that F is a smooth function on
IRn satisfying the inequality (11.5.13) in this setting. Assume also for the
typographical facility that E[e−F ] = 1. For any smooth function function φ
on IRn, we have∫
IRn
|φ− EνF [φ]|2 dνF =
1
(2π)n/2
∫
IRn
e−F (x)−|x|
2/2 |φ(x)− EF [φ]|2 dx .
(11.5.15)
The function G(x) = F (x)+ 1
2
|x|2 is a strictly convex smooth function. Hence
Brascamp-Lieb inequality (cf. [13]) implies that:∫
IRn
|φ− EνF [φ]|2 dνF ≤
∫
IRn
(
(HessG(x))−1∇φ(x),∇φ(x)
)
IRn
dνF (x)
=
∫
IRn
(
(IIRn +∇2F )−1∇φ,∇φ
)
IRn
dνF .
To prove the general case we proceed by approximation as before: indeed
let (ei, i ∈ IN) be a complete, orthonormal basis of H , denote by Vn the
sigma algebra generated by {δe1, . . . , δen}. Define Fn as to be E[P1/nF |Vn],
where P1/n is the Ornstein-Uhlenbeck semigroup at t = 1/n. Then from the
martingale convergence theorem and the fact that Vn is a smooth sigma al-
gebra, the sequence (Fn, n ∈ IN) converges to F in some IDp,2. Moreover Fn
satisfies the hypothesis (with a better constant in the inequality (11.5.13))
since ∇2Fn = e−2/nE[Q⊗2n ∇2F |Vn], where Qn denotes the orthogonal pro-
jection onto the vector space spanned by {e1, . . . , en}. Besides Fn can be
represented as Fn = θ(δe1, . . . , δen), where θ is a smooth function on IR
n
satisfying
((IIRn +∇2θ(x))y, y)IRn ≥ ε|y|2IRn ,
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for any x, y ∈ IRn. Let wn = Q˜n(w) = ∑i≤n(δei)ei, Wn = P˜n(W ) and
W⊥n = (IW − Q˜n)(W ) as before. Let us denote by νn the probability measure
corresponding to Fn. Let us also denote by V
⊥
n the sigma algebra generated
by {δek, k > n}. Using the finite dimensional result that we have derived,
the Fubini theorem and the inequality 2|ab| ≤ κa2 + 1
κ
b2, for any κ > 0, we
obtain
Eνn
[
|φ− Eνn [φ]|2
]
=
∫
Wn×W⊥n
e−F
′
n(wn)|φ(wn + w⊥n )−Eνn [φ]|2dµn(wn)dµ⊥n (w⊥n )
≤ (1 + κ)
∫
W
e−F
′
n|φ−E[e−F ′nφ|V ⊥n ]|2dµ
+
(
1 +
1
κ
)∫
W
e−F
′
n|E[e−F ′nφ|V ⊥n ]− Eνn [φ]|2dµ
≤ (1 + κ)Eνn
[(
(IH +∇2Fn)−1∇φ,∇φ
)
H
]
+
(
1 +
1
κ
)∫
W
e−F
′
n|E[e−F ′nφ|V ⊥n ]− Eνn [φ]|2dµ , (11.5.16)
where F ′n denotes Fn − logE[e−Fn]. Since Vn and V ⊥n are independent sigma
algebras, we have
|E[e−F ′nφ|V ⊥n ]| =
1
E[e−Fn ]
|E[e−F ′nφ|V ⊥n ]|
≤ 1
E[e−Fn ]
E[e−Fn |V ⊥n ]‖φ‖∞
= ‖φ‖∞ ,
hence, using the triangle inequality and the dominated convergence theorem,
we realize that the last term in (11.5.16) converges to zero as n tends to
infinity. Since the sequence of operator valued random variables ((IH +
∇2Fn)−1, n ∈ IN) is essentially bounded in the strong operator norm, we can
pass to the limit on both sides and this gives the claimed inequality with a
factor 1 + κ, since κ > 0 is arbitrary, the proof is completed.
Remark: Let T : W → W be a shift defined as T (w) = w + u(w), where
u : W → H is a measurable map satisfying (u(w + h)− u(w), h)H ≥ −ε|h|2.
In [99] and in [101], Chapter 6, we have studied such transformations, called
ε-monotone shifts. Here the hypothesis of Theorem 11.5.1 says that the shift
T = IW +∇F is ε-monotone.
The Sobolev regularity hypothesis can be omitted if we are after a Poincare´
inequality with another constant:
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Theorem 11.5.2 Assume that F ∈ ∪p>1Lp(µ) with E
[
e−F
]
is finite and
that, for some constant ε > 0,
E
[(
(IH +∇2F )h, h
)
H
ψ
]
≥ ε |h|2HE[ψ] ,
for any h ∈ H and positive test function ψ ∈ ID, where ∇2F denotes the
second order derivative in the sense of the distributions. Then we have
EνF
[
|φ− EF [φ]|2
]
≤ 1
ε
EνF [|∇φ|2H] (11.5.17)
for any cylindrical Wiener functional φ. In particular, if F is H-convex,
then we can take ε = 1.
Proof: Let Ft be defined as PtF , where Pt denotes the Ornstein-Uhlenbeck
semigroup. Then Ft satisfies the hypothesis of Theorem 11.5.1, hence we
have
EνFt
[
|φ− EFt [φ]|2
]
≤ 1
ε
EνFt
[
|∇φ|2H
]
for any t > 0. The claim follows when we take the limits of both sides as
t→ 0.
Example: Let F (w) = ‖w‖+ 1
2
sin(δh) with |h|H ≤ 1, where ‖ · ‖ denotes
the norm of the Banach space W . Then in general F is not in ∪p>1IDp,2,
however the Poincare´ inequality (11.5.17) holds with ε = 1/2.
Theorem 11.5.3 Assume that F is a Wiener functional in ∪p>1IDp,2 with
E[exp−F ] <∞. Assume that there exists a constant ε > 0 such that(
(IH +∇2F )h, h
)
H
≥ ε|h|2H (11.5.18)
almost surely, for any h ∈ H. Let us denote by νF the probability measure
on (W,B(W )) defined by
dνF = exp
{
−F − logE
[
e−F
]}
dµ .
Then for any smooth cylindrical Wiener functional φ, we have
EνF
[
φ2
{
log φ2 − log ‖φ‖2L2(νF )
}]
≤ 2
ε
EνF
[
|∇φ|2H
]
. (11.5.19)
In particular, if F is an H-convex Wiener functional, then the condition
(11.5.18) is satisfied with ε = 1.
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Proof: We shall proceed as in the proof of Theorem 11.5.1. Assume then
that W = IRn and that F is a smooth function satisfying the inequality
(11.5.18) in this frame. In this case it is immediate to see that function
G(x) = 1
2
|x|2 + F (x) satisfies the Bakry-Emery condition (cf. [9], [23]),
which is known as a sufficient condition for the inequality (11.5.19). For
the infinite dimensional case we define as in the proof of Theorem 11.5.1,
Fn, νn, Vn, V
⊥
n . Then, denoting by En the expectation with respect to the
probability exp{−F ′n}dµ, where F ′n = Fn − logE[e−Fn], we have
En
[
φ2
{
log φ2 − log ‖φ‖2L2(νF )
}]
= En
[
φ2
{
logφ2 − logE[e−F ′nφ2|V ⊥n ]
}]
+En
[
φ2
{
logE[e−F
′
nφ2|V ⊥n ]− logEn[φ2]
}]
≤ 2
ε
En
[
|∇φ|2H
]
+En
[
φ2
{
logE[e−F
′
nφ2|V ⊥n ]− logEn[φ2]
}]
, (11.5.20)
where we have used, as in the proof of Theorem 11.5.1, the finite dimensional
log-Sobolev inequality to obtain the inequality (11.5.20). Since in the above
inequalities everything is squared, we can assume that φ is positive, and
adding a constant κ > 0, we can also replace φ with φκ = φ + κ. Again by
the independance of Vn and V
⊥
n , we can pass to the limit with respect to n
in the inequality (11.5.20) for φ = φκ to obtain
EνF
[
φ2κ
{
log φ2κ − log ‖φκ‖2L2(νF )
}]
≤ 2
ε
EνF
[
|∇φκ|2H
]
.
To complete the proof it suffices to pass to the limit as κ→ 0.
The following theorem fully extends Theorem 11.5.3 and it is useful for
the applications:
Theorem 11.5.4 Assume that G is a (positive) γ-log-concave Wiener func-
tional for some γ ∈ [0, 1) with E[G] < ∞. Let us denote by EG[· ] the
expectation with respect to the probability measure defined by
dνG =
G
E[G]
dµ .
Then we have
EG
[
φ2
{
log φ2 − logEG[φ2]
}]
≤ 2
1− γEG[|∇φ|
2
H ] , (11.5.21)
for any cylindrical Wiener functional φ.
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Proof: Since G ∧ c, c > 0, is again γ-log-concave, we may suppose with-
out loss of generality that G is bounded. Let now (ei, i ∈ IN) be a com-
plete, orthonormal basis for H , denote by Vn the sigma algebra generated
by {δe1, . . . , δen}. Define Gn as to be E[P1/nG|Vn]. From Proposition 11.4.4
and Theorem 11.4.5, Gn is again a γ-log-concave, strictly positive Wiener
functional. It can be represented as
Gn(w) = gn(δe1, . . . , δen)
and due to the Sobolev embedding theorem, after a modification on a set
of zero Lebesgue measure, we can assume that gn is a smooth function on
IRn. Since it is strictly positive, it is of the form e−fn , where fn is a smooth,
γ-convex function. It follows then from Theorem 11.5.3 that the inequality
(11.5.21) holds when we replace G by Gn, then the proof follows by taking
the limits of both sides as n→∞.
Example: Assume that A is a measurable subset of W and let H be a
measurable Wiener functional with values in IR ∪ {∞}. If G defined by
G = 1AH is γ-log-concave with γ ∈ [0, 1), then the hypothesis of Theorem
11.5.4 are satisfied.
Definition 11.5.5 Let T ∈ ID′ be a positive distribution. We say that it is
a-log-concave if PtT is an a-log-concave Wiener functional. If a = 0, then
we call T simply log-concave.
Remark: From Corollary 7.1.3, to any positive distribution on W , it corre-
sponds a positive Radon measure νT such that
< T, φ >=
∫
W
φ˜(w)dνT (w)
for any φ ∈ ID, where φ˜ represents a quasi-continuous version of φ.
Example: Let (wt, t ∈ [0, 1]) be the one-dimensional Wiener process and
denote by pτ the heat kernel on IR. Then the distribution defined as ε0(w1) =
limτ→0 pτ (w1) is log-concave, where ε0 denotes the Dirac measure at zero.
The following result is a Corollary of Theorem 11.5.4:
Theorem 11.5.6 Assume that T ∈ ID′ is a positive, β-log-concave distribu-
tion with β ∈ [0, 1). Let γ be the probability Radon measure defined by
γ =
νT
< T, 1 >
.
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Then we have
Eγ
[
φ2
{
log φ2 − logEγ [φ2]
}]
≤ 2
1− βEγ[|∇φ|
2
H ] , (11.5.22)
for any smooth cylindrical function φ :W → IR.
Here is an application of this result:
Proposition 11.5.7 Let F be a Wiener functional in IDr,2 for some r > 1.
Suppose that it is p-non-degenerate in the sense that
δ
{∇F
|F |2φ
}
∈ Lp(µ) (11.5.23)
for any φ ∈ ID, for some p > 1. Assume furthermore that, for some x0 ∈ IR,
(F − x0)∇2F +∇F ⊗∇F ≥ 0 (11.5.24)
almost surely. Then we have
E
[
φ2
{
logφ2 − logE
[
φ2|F = x0
]}
|F = x0
]
≤ 2E
[
|∇φ|2H |F = x0
]
for any smooth cylindrical φ.
Proof: Note that the non-degeneracy hypothesis (11.5.23) implies the exis-
tence of a continuous density of the law of F with respect to the Lebesgue
measure (cf. [56] and the references there). Moreover it implies also the fact
that
lim
τ→0 pτ (F − x0) = εx0(F ) ,
in ID′, where εx0 denotes the Dirac measure at x0 and pτ is the heat kernel
on IR. The inequality (11.5.24) implies that the distribution defined by
φ→ E[φ|F = x0] = < εx0(F ), φ >
< εx0(F ), 1 >
is log-concave, hence the conclusion follows from Theorem 11.5.6.
11.6 Change of variables formula and log-Sobolev
inequality
In this section we shall derive a different kind of logarithmic Sobolev inequal-
ity using the change of variables formula for the monotone shifts studied in
[99] and in more detail in [101]. An analogous approach to derive log-Sobolev-
type inequalities using the Girsanov theorem has been employed in [92].
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Theorem 11.6.1 Suppose that F ∈ Lp(µ), for some p > 1, is an a-convex
Wiener functional, a ∈ [0, 1) with E[F ] = 0. Assume that
E
[
exp
{
c ‖∇2L−1F‖2
2
}]
<∞ , (11.6.25)
for some
c >
2 + (1− a)
2(1− a) ,
where ‖ · ‖2 denotes the Hilbert-Schmidt norm on H ⊗ H and L−1F =∫
IR+
PtF dt. Denote by ν the probability measure defined by
dν = Λ dµ ,
where
Λ = det2(IH +∇2L−1F ) exp
{
−F − 1
2
|∇L−1F |2H
}
and det2(IH + ∇2L−1F ) denotes the modified Carleman-Fredholm determi-
nant. Then we have
Eν
f 2 log
 f 2
‖f‖2L2(ν)
 ≤ 2Eν [|(IH +∇2L−1F )−1∇f |2H] (11.6.26)
and
Eν [|f −Eν [f ]|2] ≤ Eν
[
|(IH +∇2L−1F )−1∇f |2H
]
(11.6.27)
for any smooth, cylindrical f .
Proof: Let Fn = E[P1/nF |Vn], where Vn is the sigma algebra generated
by {δe1, . . . , δen} and let (en, n ∈ IN) be a complete, orthonormal basis of
H . Define ξn by ∇L−1Fn, then ξn is (1 − a)-strongly monotone (cf. [99]
or [101]) and smooth. Consequently, the shift Tn : W → W , defined by
Tn(w) = w + ξn(w) is a bijection of W (cf. [101] Corollary 6.4.1), whose
inverse is of the form Sn = IW + ηn, where ηn(w) = gn(δe1, . . . , δen) such
that gn : IR
n → IRn is a smooth function. Moreover the images of µ under
Tn and Sn, denoted by T
∗
nµ and S
∗
nµ respectively, are equivalent to µ and we
have
dS∗nµ
dµ
= Λn
dT ∗nµ
dµ
= Ln
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where
Λn = det2(IH +∇ξn) exp
{
−δξn − 1
2
|ξn|2H
}
Ln = det2(IH +∇ηn) exp
{
−δηn − 1
2
|ηn|2H
}
.
The hypothesis (11.6.25) implies the uniform integrability of the densities
(Λn, n ≥ 1) and (Ln, n ≥ 1) (cf. [100, 101]). For any probability P on
(W,B(W )) and any positive, measurable function f , define HP (f) as
HP (f) = f(log f − logEP [f ]). (11.6.28)
Using the logarithmic Sobolev inequality of L. Gross for µ (cf. [36]) and the
relation
(IH +∇ηn) ◦ Tn = (IH +∇ξn)−1 ,
we have
E[ΛnHΛndµ(f 2)] = E[Hµ(f 2 ◦ Sn)]
≤ 2E[|∇(f ◦ Sn)|2H ]
= 2E[|(IH +∇ηn)∇f ◦ Sn|2H ]
= 2E[Λn|(IH +∇ξn)−1∇f |2H ] . (11.6.29)
It follows by the a-convexity of F that
‖(IH +∇ξn)−1‖ ≤ 1
1− a
almost surely for any n ≥ 1, where ‖ ·‖ denotes the operator norm. Since the
sequence (Λn, n ∈ IN) is uniformly integrable, the limit of (11.6.29) exists in
L1(µ) and the proof of (11.6.26) follows. The proof of the inequality (11.6.27)
is now trivial.
Corollary 11.6.2 Assume that F satisfies the hypothesis of Theorem 11.6.1.
Let Z be the functional defined by
Z = det2(IH +∇2L−1F ) exp 1
2
|∇L−1F |2H
and assume that Z, Z−1 ∈ L∞(µ). Then we have
E
[
e−Ff 2 log
{
f 2
E[e−Ff 2]
}]
≤ 2KE
[
e−F
∣∣∣(IH +∇2L−1F )−1∇f ∣∣∣2
H
]
(11.6.30)
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and
E
[
e−F
∣∣∣f −E[e−Ff ]∣∣∣2] ≤ KE [e−F ∣∣∣(IH +∇2L−1F )−1∇f ∣∣∣2
H
]
(11.6.31)
for any smooth, cylindrical f , where K = ‖Z‖L∞(µ)‖Z−1‖L∞(µ).
Proof: Using the identity remarked by Holley and Stroock (cf. [40], p.1183)
EP
[
HP (f 2)
]
= inf
x>0
EP
[
f 2 log
(
f 2
x
)
− (f 2 − x)
]
,
where P is an arbitrary probability measure, and H is defined by the relation
(11.6.28), we see that the inequality (11.6.30) follows from Theorem 11.6.1
and the inequality (11.6.31) is trivial.
Exercises
1. Assume that A1, . . . , An are almost surely convex and symmetric sets. Prove the
following inequality:
µ
(
n⋂
i=1
(Ai + hi)
)
≤ µ
(
n⋂
i=1
Ai
)
, (11.6.32)
for any h1, . . . , hn ∈ H .
2. Assume that F is a positive, symmetric, almost surely log-concave Wiener func-
tional such that µ{F > 0} > 0. Denote by µF the probability defined by
dµF =
F
E[F ]
dµ .
Prove the inequality (11.6.32) when µ is replaced by µF .
3. Let A and B be two almost surely convex sets. For α ∈ [0, 1], define the map
(α,w)→ f(α,w) as
f(α,w) = 1Cα(w) ,
where Cα = αA + (1 − α)B. Prove that (α,w) → f(α,w) is almost surely log-
concave. Deduce from that and from Pre´kopa’s theorem the inequality:
µ(Cα) ≥ µ(A)α µ(B)1−α .
4. Let F and G be two almost surely convex, symmetric Wiener functionals from ID2,2.
Prove that
E[(∇F,∇G)H ] ≥ 0 .
5. Let W be the classical Wiener space C0([0, 1], IR) and let f and g be two H-convex
functions in L2(µ). With the help of the Clark’s formula, prove that
E[E[Dtf |Ft]E[Dtg|Ft]] ≥ E[Dtf ]E[Dtg] ,
dt-almost surely.
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Notes and references
The notion of convexity for the equivalence classes of Wiener random variables is a new
subject. It has been studied for the first time in [31]. Even in the finite dimensional case
it is not evident to find a result about the H-convexity.
The log-Sobolev inequalities given here are well-known in the finite dimensional case
except the content of the last section. The fact that log-concavity is preserved under
the action of certain semi-groups and especially its implications concerning log-concave
distributions seem to be novel.
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Chapter 12
Monge-Kantorovitch Mass
Transportation
12.1 Introduction
In 1781, Gaspard Monge has published his celebrated memoire about the
most economical way of earth-moving [64]. The configurations of excavated
earth and remblai were modelized as two measures of equal mass, say ρ
and ν, that Monge had supposed absolutely continuous with respect to the
volume measure. Later Ampe`re has studied an analogous question about the
electricity current in a media with varying conductivity. In modern language
of measure theory we can express the problem in the following terms: let
W be a Polish space on which are given two positive measures ρ and ν, of
finite, equal mass. Let c(x, y) be a cost function onW×W , which is, usually,
assumed positive. Does there exist a map T : W → W such that Tρ = ν
and T minimizes the integral∫
W
c(x, T (x))dρ(x)
between all such maps? The problem has been further studied by Appell
[6, 7] and by Kantorovitch [44]. Kantarovitch has succeeded to transform
this highly nonlinear problem of Monge into a linear problem by replacing
the search for T with the search of a measure γ on W ×W with marginals
ρ and ν such that the integral∫
W×W
c(x, y)dγ(x, y)
is the minimum of all the integrals∫
W×W
c(x, y)dβ(x, y)
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where β runs in the set of measures on W ×W whose marginals are ρ and
ν. Since then the problem adressed above is called the Monge problem and
the quest of the optimal measure is called the Monge-Kantorovitch problem.
In this chapter we study the Monge-Kantorovitch and the Monge problem
in the frame of an abstract Wiener space with a singular cost. In other words,
let W be a separable Fre´chet space with its Borel sigma algebra B(W ) and
assume that there is a separable Hilbert space H which is injected densely
and continuously intoW , hence in general the topology of H is stronger than
the topology induced by W . The cost function c : W ×W → IR+ ∪ {∞} is
defined as
c(x, y) = |x− y|2H ,
we suppose that c(x, y) = ∞ if x − y does not belong to H . Clearly, this
choice of the function c is not arbitrary, in fact it is closely related to Ito
Calculus, hence also to the problems originating from Physics, quantum
chemistry, large deviations, etc. Since for all the interesting measures on
W , the Cameron-Martin space is a negligeable set, the cost function will be
infinity very frequently. Let Σ(ρ, ν) denote the set of probability measures
on W ×W with given marginals ρ and ν. It is a convex, compact set under
the weak topology σ(Σ, Cb(W ×W )). As explained above, the problem of
Monge consists of finding a measurable map T : W → W , called the optimal
transport of ρ to ν, i.e., Tρ = ν1 which minimizes the cost
U →
∫
W
|x− U(x)|2Hdρ(x) ,
between all the maps U : W → W such that Uρ = ν. The Monge-
Kantorovitch problem will consist of finding a measure on W ×W , which
minimizes the function θ→ J(θ), defined by
J(θ) =
∫
W×W
|x− y|2Hdθ(x, y) , (12.1.1)
where θ runs in Σ(ρ, ν). Note that inf{J(θ) : θ ∈ Σ(ρ, ν)} is the square of
Wasserstein metric dH(ρ, ν) with respect to the Cameron-Martin space H .
Any solution γ of the Monge-Kantorovitch problem will give a solution
to the Monge problem provided that its support is included in the graph
of a map. Hence our work consists of realizing this program. Although in
the finite dimensional case this problem is well-studied in the path-breaking
papers of Brenier [14] and McCann [59, 60] the things do not come up easily
in our setting and the difficulty is due to the fact that the cost function is
not continuous with respect to the Fre´chet topology of W , for instance the
1We denote the push-forward of ρ by T , i.e., the image of ρ under T , by Tρ.
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weak convergence of the probability measures does not imply the convergence
of the integrals of the cost function. In other words the function |x − y|2H
takes the value plus infinity “very often”. On the other hand the results we
obtain seem to have important applications to several problems of stochastic
analysis that we shall explain while enumerating the contents of this chapter.
Section 12.3 is devoted to the derivation of some inequalities which con-
trol the Wasserstein distance. In particular, with the help of the Girsanov
theorem, we give a very simple proof of an inequality, initially discovered
by Talagrand ([83]); this facility gives already an idea about the efficiency
of the infinite dimensional techniques for the Monge-Kantorovitch problem2.
We indicate some simple consequences of this inequality to control the mea-
sures of subsets of the Wiener space with respect to second moments of
their gauge functionals defined with the Cameron-Martin distance. These
inequalities are quite useful in the theory of large deviations. Using a differ-
ent representation of the target measure, namely by constructing a flow of
diffeomorphisms of the Wiener space (cf. Chapter V of [101]) which maps
the Wiener measure to the target measure, we obtain also a new control of
the Kantorovitch-Rubinstein metric of order one. The method we employ
for this inequality generalizes directly to a more general class of measures,
namely those for which one can define a reasonable divergence operator.
In Section 12.4, we solve directly the original problem of Monge when the
first measure is the Wiener measure and the second one is given with a den-
sity, in such a way that the Wasserstein distance between these two measures
is finite. We prove the existence and the uniqueness of a transformation of
W of the form T = IW +∇φ, where φ is a 1-convex function in the Gaussian
Sobolev space ID2,1 such that the measure γ = (IW ×T )µ is the unique solu-
tion of the problem of Monge-Kantorovitch. This result gives a new insight
to the question of representing an integrable, positive random variable whose
expectation is unity, as the Radon-Nikodym derivative of the image of the
Wiener measure under a map which is a perturbation of identity, a problem
which has been studied by X. Fernique and by one of us with M. Zakai (cf.,
[26, 27, 101]). In [101], Chapter II, it is shown that such random variables
are dense in L11,+(µ) (the lower index 1 means that the expectations are equal
to one), here we prove that this set of random variables contains the random
variables who are at finite Wasserstein distance from the Wiener measure.
In fact even if this distance is infinite, we show that there is a solution to
this problem if we enlarge W slightly by taking IN×W .
Section 12.5 is devoted to the immediate implications of the existence
and the uniqueness of the solutions of Monge-Kantorovitch and Monge prob-
2In Section 12.7 we shall see another illustration of this phenomena.
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lems constructed in Section 12.4. Indeed the uniqueness implies at once
that the absolutely continuous transformations of the Wiener space, at finite
(Wasserstein) distance, have a unique decomposition in the sense that they
can be written as the composition of a measure preserving map in the form
of the perturbation of identity with another one which is the perturbation
of identity with the Sobolev derivative of a 1-convex function. This means
in particular that the class of 1-convex functions is as basic as the class of
adapted processes in the setting of Wiener space.
In Section 12.6 we prove the existence and the uniqueness of solutions of
the Monge-Kantorovitch and Monge problems for the measures which are at
finite Wasserstein distance from each other. The fundamental hypothesis we
use is that the regular conditional probabilities which are obtained by the
disintegration of one of the measures along the orthogonals of a sequence
of regular, finite dimensional projections vanish on the sets of co-dimension
one. In particular, this hypothesis is satisfied if the measure under question
is absolutely continuous with respect to the Wiener measure. The method we
use in this section is totally different from the one of Section 12.4; it is based
on the notion of cyclic monotonicity of the supports of the regular conditional
probabilities obtained through some specific disintegrations of the optimal
measures. The importance of cyclic monotonicity has first been remarked by
McCann and used abundently in [59] and in [34] for the finite dimensional
case. Here the things are much more complicated due to the singularity of the
cost function, in particular, contrary to the finite dimensional case, the cyclic
monotonicity is not compatible with the weak convergence of probability
measures. A curious reader may ask why we did not treat first the general
case and then attack the subject of Section 12.4. The answer is twofold:
even if we had done so, we would have needed similar calculations as in
Section 12.4 in order to show the Sobolev regularity of the transport map,
hence concerning the volume, the order that we have chosen does not change
anything. Secondly, the construction used in Section 12.4 has an interest by
itself since it explains interesting relations between the transport map and
its inverse and the optimal measure in a more detectable situation, in this
sense this construction is rather complementary to the material of Section
12.6.
Section 12.7 studies the Monge-Ampe`re equation for the measures which
are absolutely continuous with respect to the Wiener measure. First we
briefly indicate the notion of second order Alexandroff derivative and the
Alexandroff version of the Ornstein-Uhlenbeck operator applied to a 1-convex
function in the finite dimensional case. With the help of these observations,
we write the corresponding Jacobian using the modified Carleman-Fredholm
determinant which is natural in the infinite dimensional case (cf., [101]).
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Afterwards we attack the infinite dimensional case by proving that the ab-
solutely continuous part of the Ornstein-Uhlenbeck operator applied to the
finite rank conditional expectations of the transport function is a submartin-
gale which converges almost surely. Hence the only difficulty lies in the calcu-
lation of the limit of the Carleman-Fredholm determinants. Here we have a
major difficulty which originates from the pathology of the Radon-Nikodym
derivatives of the vector measures with respect to a scalar measure as ex-
plained in [84]: in fact even if the second order Sobolev derivative of a Wiener
function is a vector measure with values in the space of Hilbert-Schmidt op-
erators, its absolutely continuous part has no reason to be Hilbert-Schmidt.
Hence the Carleman-Fredholm determinant may not exist, however due to
the 1-convexity, the detereminants of the approximating sequence are all with
values in the interval [0, 1]. Consequently we can construct the subsolutions
with the help of the Fatou lemma.
Last but not the least, in section 12.7.1, we prove that all these difficulties
can be overcome thanks to the natural renormalization of the Ito stochastic
calculus. In fact using the Ito representation theorem and the Wiener space
analysis extended to the distributions, we can give the explicit solution of
the Monge-Ampe`re equation. This is a remarkable result in the sense that
such techniques do not exist in the finite dimensional case.
12.2 Preliminaries and notations
Let W be a separable Fre´chet space equipped with a Gaussian measure µ of
zero mean whose support is the whole space. The corresponding Cameron-
Martin space is denoted by H . Recall that the injection H →֒W is compact
and its adjoint is the natural injection W ⋆ →֒ H⋆ ⊂ L2(µ). The triple
(W,µ,H) is called an abstract Wiener space. Recall that W = H if and
only if W is finite dimensional. A subspace F of H is called regular if
the corresponding orthogonal projection has a continuous extension to W ,
denoted again by the same letter. It is well-known that there exists an
increasing sequence of regular subspaces (Fn, n ≥ 1), called total, such that
∪nFn is dense in H and in W . Let σ(πFn)3 be the σ-algebra generated by
πFn , then for any f ∈ Lp(µ), the martingale sequence (E[f |σ(πFn)], n ≥ 1)
converges to f (strongly if p < ∞) in Lp(µ). Observe that the function
fn = E[f |σ(πFn)] can be identified with a function on the finite dimensional
abstract Wiener space (Fn, µn, Fn), where µn = πnµ.
Let us recall some facts from the convex analysis. Let K be a Hilbert
space, a subset S of K ×K is called cyclically monotone if any finite subset
3For the notational simplicity, in the sequel we shall denote it by piFn .
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{(x1, y1), . . . , (xN , yN)} of S satisfies the following algebraic condition:
〈y1, x2 − x1〉+ 〈y2, x3 − x2〉+ · · ·+ 〈yN−1, xN − xN−1〉+ 〈yN , x1 − xN 〉 ≤ 0 ,
where 〈·, ·〉 denotes the inner product of K. It turns out that S is cyclically
monotone if and only if
N∑
i=1
(yi, xσ(i) − xi) ≤ 0 ,
for any permutation σ of {1, . . . , N} and for any finite subset {(xi, yi) :
i = 1, . . . , N} of S. Note that S is cyclically monotone if and only if any
translate of it is cyclically monotone. By a theorem of Rockafellar, any
cyclically monotone set is contained in the graph of the subdifferential of a
convex function in the sense of convex analysis ([75]) and even if the function
may not be unique its subdifferential is unique.
Let now (W,µ,H) be an abstract Wiener space; a measurable function f :
W → IR ∪ {∞} is called 1-convex if the map
h→ f(x+ h) + 1
2
|h|2H = F (x, h)
is convex on the Cameron-Martin space H with values in L0(µ). Note that
this notion is compatible with the µ-equivalence classes of random variables
thanks to the Cameron-Martin theorem. It is proven in Chapter 11 that this
definition is equivalent the following condition: Let (πn, n ≥ 1) be a sequence
of regular, finite dimensional, orthogonal projections of H , increasing to the
identity map IH . Denote also by πn its continuous extension toW and define
π⊥n = IW − πn. For x ∈ W , let xn = πnx and x⊥n = π⊥n x. Then f is 1-convex
if and only if
xn → 1
2
|xn|2H + f(xn + x⊥n )
is π⊥n µ-almost surely convex.
12.3 Some Inequalities
Definition 12.3.1 Let ξ and η be two probabilities on (W,B(W )). We say
that a probability γ on (W × W,B(W × W )) is a solution of the Monge-
Kantorovitch problem associated to the couple (ξ, η) if the first marginal of γ
is ξ, the second one is η and if
J(γ) =
∫
W×W
|x−y|2Hdγ(x, y) = inf
{∫
W×W
|x− y|2Hdβ(x, y) : β ∈ Σ(ξ, η)
}
,
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where Σ(ξ, η) denotes the set of all the probability measures on W ×W whose
first and second marginals are respectively ξ and η. We shall denote the
Wasserstein distance between ξ and η, which is the positive square-root of
this infimum, with dH(ξ, η).
Remark: Since the set of probability measures onW×W is weakly compact
and since the integrand in the definition is lower semi-continuous and strictly
convex, the infimum in the definition is always attained even if the functional
J is identically infinity.
The following result is an extension of an inequality due to Talagrand [83]
and it gives a sufficient condition for the Wasserstein distance to be finite:
Theorem 12.3.2 Let L ∈ IL log IL(µ) be a positive random variable with
E[L] = 1 and let ν be the measure dν = Ldµ. We then have
d2H(ν, µ) ≤ 2E[L logL] . (12.3.2)
Proof:Without loss of generality, we may suppose thatW is equipped with a
filtration of sigma algebras in such a way that it becomes a classical Wiener
space as W = C0(IR+, IR
d). Assume first that L is a strictly positive and
bounded random variable. We can represent it as
L = exp
[
−
∫ ∞
0
(u˙s, dWs)− 1
2
|u|2H
]
,
where u =
∫ ·
0 u˙sds is an H-valued, adapted random variable. Define τn as
τn(x) = inf
{
t ∈ IR+ :
∫ t
0
|u˙s(x)|2ds > n
}
.
τn is a stopping time with respect to the canonical filtration (Ft, t ∈ IR+) of
the Wiener process (Wt, t ∈ IR+) and limn τn = ∞ almost surely. Define un
as
un(t, x) =
∫ t
0
1[0,τn(x)](s)u˙s(x)ds .
Let Un : W → W be the map Un(x) = x+un(x), then the Girsanov theorem
says that (t, x) → Un(x)(t) = x(t) + ∫ t0 u˙nsds is a Wiener process under the
measure Lndµ, where Ln = E[L|Fτn]. Therefore
E[Ln logLn] = E
[
Ln
{
−
∫ ∞
0
(u˙ns , dWs)−
1
2
|un|2H
}]
=
1
2
E[Ln|un|2H ]
=
1
2
E[L|un|2H ] .
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Define now the measure βn on W ×W as∫
W×W
f(x, y)dβn(x, y) =
∫
W
f(Un(x), x)Ln(x)dµ(x) .
Then the first marginal of βn is µ and the second one is Ln.µ. Consequently
inf
{∫
W×W
|x− y|2Hdθ : π1θ = µ, π2θ = Ln.µ
}
≤
∫
W
|Un(x)− x|2HLndµ
= 2E[Ln logLn] .
Hence we obtain
d2H(Ln.µ, µ) = J(γn) ≤ 2E[Ln logLn] ,
where γn is a solution of the Monge-Kantorovitch problem in Σ(Ln.µ, µ).
Let now γ be any cluster point of the sequence (γn, n ≥ 1), since γ → J(γ)
is lower semi-continuous with respect to the weak topology of probability
measures, we have
J(γ) ≤ lim inf
n
J(γn)
≤ sup
n
2E[Ln logLn]
≤ 2E[L logL] ,
since γ ∈ Σ(L.µ, µ), it follows that
d2H(L.µ, µ) ≤ 2E[L logL] .
For the general case we stop the martingale E[L|Ft] appropriately to obtain
a bounded density Ln, then replace it by P1/nLn to improve the positivity,
where (Pt, t ≥ 0) denotes the Ornstein-Uhlenbeck semigroup. Then, from
the Jensen inequality,
E[P1/nLn logP1/nLn] ≤ E[L logL] ,
therefore, using the same reasoning as above
d2H(L.µ, µ) ≤ lim infn d
2
H(P1/nLn.µ, µ)
≤ 2E[L logL] ,
and this completes the proof.
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Corollary 12.3.3 Assume that νi (i = 1, 2) have Radon-Nikodym densities
Li (i = 1, 2) with respect to the Wiener measure µ which are in IL log IL. Then
dH(ν1, ν2) <∞ .
Proof: This is a simple consequence of the triangle inequality (cf. [10]):
dH(ν1, ν2) ≤ dH(ν1, µ) + dH(ν2, µ) .
Let us give a simple application of the above result in the lines of [58]:
Corollary 12.3.4 Assume that A ∈ B(W ) is any set of positive Wiener
measure. Define the H-gauge function of A as
qA(x) = inf(|h|H : h ∈ (A− x) ∩H) .
Then we have
E[q2A] ≤ 2 log
1
µ(A)
,
in other words
µ(A) ≤ exp
{
−E[q
2
A]
2
}
.
Similarly if A and B are H-separated, i.e., if Aε ∩ B = ∅, for some ε > 0,
where Aε = {x ∈ W : qA(x) ≤ ε}, then
µ(Acε) ≤
1
µ(A)
e−ε
2/4
and consequently
µ(A)µ(B) ≤ exp
(
−ε
2
4
)
.
Remark: We already know that, from the 0 − 1–law, qA is almost surely
finite, besides it satisfies |qA(x + h)− qA(x)| ≤ |h|H, hence E[expλq2A] < ∞
for any λ < 1/2 (cf. [101]). In fact all these assertions can also be proved
with the technique used below.
Proof: Let νA be the measure defined by
dνA =
1
µ(A)
1Adµ .
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Let γA be the solution of the Monge-Kantorovitch problem, it is easy to see
that the support of γA is included in W × A, hence
|x− y|H ≥ inf{|x− z|H : z ∈ A} = qA(x) ,
γA-almost surely. This implies in particular that qA is almost surely finite.
It follows now from the inequality (12.3.2)
E[q2A] ≤ −2 logµ(A) ,
hence the proof of the first inequality follows. For the second let B = Acε and
let γAB be the solution of the Monge-Kantorovitch problem corresponding to
νA, νB. Then we have from the Corollary 12.3.3,
d2H(νA, νB) ≤ −4 logµ(A)µ(B) .
Besides the support of the measure γAB is in A×B, hence γAB-almost surely
|x− y|H ≥ ε and the proof follows.
For the distance defined by
d1(ν, µ) = inf
{∫
W×W
|x− y|Hdθ : π1θ = µ, π2θ = ν
}
we have the following control:
Theorem 12.3.5 Let L ∈ IL1+(µ) with E[L] = 1. Then we have
d1(L.µ, µ) ≤ E
[∣∣∣(I + L)−1∇L∣∣∣
H
]
. (12.3.3)
Proof: To prove the theorem we shall use a technique developed in [18]. Us-
ing the conditioning with respect to the sigma algebra Vn = σ{δe1, . . . , δen},
where (ei, i ≥ 1) is a complete, orthonormal basis of H , we reduce the prob-
lem to the finite dimensional case. Moreover, we can assume that L is a
smooth, strictly positive function on IRn. Define now σ = (I + L)−1∇L and
σt(x) =
σ(x)
t+ (1− t)L ,
for t ∈ [0, 1]. Let (φs,t(x), s ≤ t ∈ [0, 1]) be the flow of diffeomorphisms
defined by the following differential equation:
φs,t(x) = x−
∫ t
s
στ (φs,τ(x))dτ .
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From the standart results (cf. [101], Chapter V), it follows that x→ φs,t(x)
is Gaussian under the probability Λs,t.µ, where
Λs,t = exp
∫ t
s
(δστ )(φs,τ(x))dτ
is the Radon-Nikodym density of φ−1s,tµ with respect to µ. Define
Hs(t, x) = Λs,t(x) {t+ (1− t)L ◦ φs,t(x)} .
It is easy to see that
d
dt
Hs(t, x) = 0
for t ∈ (s, 1). Hence the map t→ Hs(t, x) is a constant, this implies that
Λs,1(x) = s+ (1− s)L(x) .
We have, as in the proof of Theorem 12.3.2,
d1(L.µ, µ) ≤ E[|φ0,1(x)− x|HΛ0,1]
≤ E
[
Λ0,1
∫ 1
0
|σt(φ0,t(x))|Hdt
]
= E
[∫ 1
0
∣∣∣σt(φ0,t ◦ φ−10,1)(x)∣∣∣H dt
]
= E
[∫ 1
0
∣∣∣σt(φ−1t,1 (x))∣∣∣H dt
]
= E
[∫ 1
0
|σt(x)|HΛt,1dt
]
= E[|σ|H ] ,
and the general case follows via the usual approximation procedure.
12.4 Construction of the transport map
In this section we give the construction of the transport map in the Gaussian
case. We begin with the following lemma:
Lemma 12.4.1 Let (W,µ,H) be an abstract Wiener space, assume that f :
W → IR is a measurable function such that it is Gaˆteaux differentiable in the
direction of the Cameron-Martin space H, i.e., there exists some ∇f : W →
H such that
f(x+ h) = f(x) +
∫ 1
0
(∇f(x+ τh), h)Hdτ ,
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µ-almost surely, for any h ∈ H. If |∇f |H ∈ L2(µ), then f belongs to the
Sobolev space ID2,1.
Proof: Since |∇|f ||H ≤ |∇f |H, we can assume that f is positive. Moreover,
for any n ∈ IN, the function fn = min(f, n) has also a Gaˆteaux derivative
such that |∇fn|H ≤ |∇f |H µ-almost surely. It follows from the Poincare´
inequality that the sequence (fn − E[fn], n ≥ 1) is bounded in L2(µ), hence
it is also bounded in L0(µ). Since f is almost surely finite, the sequence
(fn, n ≥ 1) is bounded in L0(µ), consequently the deterministic sequence
(E[fn], n ≥ 1) is also bounded in L0(µ). This means that supnE[fn] < ∞,
hence the monotone convergence theorem implies that E[f ] < ∞ and the
proof is completed.
Theorem 12.4.2 Let ν be the measure dν = Ldµ, where L is a positive
random variable, with E[L] = 1. Assume that dH(µ, ν) < ∞ (for instance
L ∈ IL log IL). Then there exists a 1-convex function φ ∈ ID2,1, unique upto
a constant, such that the map T = IW + ∇φ is the unique solution of the
original problem of Monge. Moreover, its graph supports the unique solution
of the Monge-Kantorovitch problem γ. Consequently
(IW × T )µ = γ
In particular T maps µ to ν and T is almost surely invertible, i.e., there
exists some T−1 such that T−1ν = µ and that
1 = µ
{
x : T−1 ◦ T (x) = x
}
= ν
{
y ∈ W : T ◦ T−1(y) = y
}
.
Proof: Let (πn, n ≥ 1) be a sequence of regular, finite dimensional orthogonal
projections of H increasing to IH . Denote their continuous extensions to W
by the same letters. For x ∈ W , we define π⊥n x =: x⊥n = x − πnx. Let νn be
the measure πnν. Since ν is absolutely continuous with respect to µ, νn is
absolutely continuous with respect to µn := πnµ and
dνn
dµn
◦ πn = E[L|Vn] =: Ln ,
where Vn is the sigma algebra σ(πn) and the conditional expectation is taken
with respect to µ. On the space Hn, the Monge-Kantorovitch problem, which
consists of finding the probability measure which realizes the following infi-
mum
d2H(µn, νn) = inf {J(β) : β ∈M1(Hn ×Hn) , p1β = µn, p2β = νn}
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where
J(β) =
∫
Hn×Hn
|x− y|2dβ(x, y) ,
has a unique solution γn, where pi, i = 1, 2 denote the projections (x1, x2)→
xi, i = 1, 2 from Hn×Hn to Hn and M1(Hn×Hn) denotes the set of proba-
bility measures on Hn ×Hn. The measure γn may be regarded as a measure
onW×W , by taking its image under the injection Hn×Hn →֒W×W which
we shall denote again by γn. It results from the finite dimensional results
of Brenier and of McCann([14], [59]) that there are two convex continuous
functions (hence almost everywhere differentiable) Φn and Ψn on Hn such
that
Φn(x) + Ψn(y) ≥ (x, y)H
for all x, y ∈ Hn and that
Φn(x) + Ψn(y) = (x, y)H
γn-almost everywhere. Hence the support of γn is included in the graph of
the derivative ∇Φn of Φn, hence ∇Φnµn = νn and the inverse of ∇Φn is equal
to ∇Ψn. Let
φn(x) = Φn(x)− 1
2
|x|2H
ψn(y) = Ψn(y)− 1
2
|y|2H .
Then φn and ψn are 1-convex functions and they satisfy the following rela-
tions:
φn(x) + ψn(y) +
1
2
|x− y|2H ≥ 0 , (12.4.4)
for all x, y ∈ Hn and
φn(x) + ψn(y) +
1
2
|x− y|2H = 0 , (12.4.5)
γn-almost everywhere. From what we have said above, it follows that γn-
almost surely y = x+∇φn(x), consequently
J(γn) = E[|∇φn|2H ] . (12.4.6)
Let qn : W ×W → Hn ×Hn be defined as qn(x, y) = (πnx, πny). If γ is any
solution of the Monge-Kantorovitch problem, then qnγ ∈ Σ(µn, νn), hence
J(γn) ≤ J(qnγ) ≤ J(γ) = d2H(µ, ν) . (12.4.7)
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Combining the relation (12.4.6) with the inequality (12.4.7), we obtain the
following bound
sup
n
J(γn) = sup
n
d2H(µn, νn)
= sup
n
E[|∇φn|2H ]
≤ d2H(µ, ν) = J(γ) . (12.4.8)
For m ≤ n, qmγn ∈ Σ(µm, νm), hence we should have
J(γm) =
∫
W×W
|πmx− πmy|2Hdγm(x, y)
≤
∫
W×W
|πmx− πmy|2Hdγn(x, y)
≤
∫
W×W
|πnx− πny|2Hdγn(x, y)
=
∫
W×W
|x− y|2Hdγn(x, y)
= J(γn) ,
where the third equality follows from the fact that we have denoted the γn
on Hn × Hn and its image in W × W by the same letter. Let now γ be
a weak cluster point of the sequence of measures (γn, n ≥ 1), where the
word “ weak”4 refers to the weak convergence of measures on W ×W . Since
(x, y)→ |x− y|H is lower semi-continuous, we have
J(γ) =
∫
W×W
|x− y|2Hdγ(x, y)
≤ lim inf
n
∫
W×W
|x− y|2Hdγn(x, y)
= lim inf
n
J(γn)
≤ sup
n
J(γn)
≤ J(γ) = d2H(µ, ν) ,
from the relation (12.4.8). Consequently
J(γ) = lim
n
J(γn) . (12.4.9)
Again from (12.4.8), if we replace φn with φn−E[φn] and ψn with ψn+E[φn]
we obtain a bounded sequence (φn, n ≥ 1) in ID2,1, in particular it is bounded
4To prevent the reader against the trivial errors let us emphasize that γn is not the
projection of γ on Wn ×Wn.
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in the space L2(γ) if we inject it into latter by φn(x)→ φn(x)⊗1(y). Consider
now the sequence of the positive, lower semi-continuous functions (Fn, n ≥ 1)
defined on W ×W as
Fn(x, y) = φn(x) + ψn(y) +
1
2
|x− y|2H .
We have, from the relation (12.4.5)∫
W×W
Fn(x, y)dγ(x, y) =
∫
W
φndµ+
∫
W
ψn(y)dν +
1
2
J(γ)
=
1
2
(J(γ)− J(γn))→ 0 .
Consequently the sequence (Fn, n ≥ 1) converges to zero in L1(γ), therefore it
is uniformly integrable. Since (φn, n ≥ 1) is uniformly integrable as explained
above and since |x− y|2 has a finite expectation with respect to γ, it follows
that (ψn, n ≥ 1) is also uniformly integrable in L1(γ) hence also in L1(ν).
Let φ′ be a weak cluster point of (φn, n ≥ 1), then there exists a sequence
(φ′n, n ≥ 1) whose elements are the convex combinations of some elements of
(φk, k ≥ n) such that (φ′n, n ≥ 1) converges in the norm topology of ID2,1 and
µ-almost everywhere. Therefore the sequence (ψ′n, n ≥ 1), constructed from
(ψk, k ≥ n), converges in L1(ν) and ν-almost surely. Define φ and ψ as
φ(x) = lim sup
n
φ′n(x)
ψ(y) = lim sup
n
ψ′n(y) ,
hence we have
G(x, y) = φ(x) + ψ(y) +
1
2
|x− y|2H ≥ 0
for all (x, y) ∈ W ×W , also the equality holds γ-almost everywhere. Let now
h be any element of H , since x− y is in H for γ-almost all (x, y) ∈ W ×W ,
we have
|x+ h− y|2H = |x− y|2H + |h|2H + 2(h, x− y)H
γ-almost surely. Consequently
φ(x+ h)− φ(x) ≥ −(h, x− y)H − 1
2
|h|2H
γ-almost surely and this implies that
y = x+∇φ(x)
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γ-almost everywhere. Define now the map T : W →W as T (x) = x+∇φ(x),
then ∫
W×W
f(x, y)dγ(x, y) =
∫
W×W
f(x, T (x))dγ(x, y)
=
∫
W
f(x, T (x))dµ(x) ,
for any f ∈ Cb(W ×W ), consequently (IW × T )µ = γ, in particular Tµ = ν.
Let us notice that any weak cluster point of (φn, n ≥ 1), say φ˜, satisfies
∇φ˜(x) = y − x
γ-almost surely, hence µ-almost surely we have φ˜ = φ. This implies that
(φn, n ≥ 1) has a unique cluster point φ, consequently the sequence (φn, n ≥
1) converges weakly in ID2,1 to φ. Besides we have
lim
n
∫
W
|∇φn|2Hdµ = limn J(γn)
= J(γ)
=
∫
W×W
|x− y|2Hdγ(x, y)
=
∫
W
|∇φ|2Hdµ ,
hence (φn, n ≥ 1) converges to φ in the norm topology of ID2,1. Let us
recapitulate what we have done till here: we have taken an arbitrary optimal
γ ∈ Σ(µ, ν) and an arbitrary cluster point φ of (φn, n ≥ 1) and we have
proved that γ is carried by the graph of T = IW + ∇φ. This implies that
γ and φ are unique and that the sequence (γn, n ≥ 1) has a unique cluster
point γ.
Certainly (ψn,≥ 1) converges also in the norm topology of L1(ν). More-
over, from the finite dimensional situation, we have ∇φn(x) + ∇ψn(y) = 0
γn-almost everywhere. Hence
Eν [|∇ψn|2H] = E[|∇φn|2H ]
this implies the boundedness of (∇ψn, n ≥ 1) in L2(ν,H) (i.e., H-valued
functions). To complete the proof we have to show that, for some measurable,
H-valued map, say η, it holds that x = y + η(y) γ-almost surely. For this
let F be a finite dimensional, regular subspace of H and denote by πF the
projection operator onto F which is continuously extended to W , put π⊥F =
IW − πF . We have W = F ⊕ F⊥, with F⊥ = ker πF = π⊥F (W ). Define the
measures νF = πF (ν) and ν
⊥
F = π
⊥
F (ν). From the construction of ψ, we know
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that, for any v ∈ F⊥, the partial map u → ψ(u + v) is 1-convex on F . Let
also A = {y ∈ W : ψ(y) < ∞}, then A is a Borel set with ν(A) = 1 and it
is easy to see that, for ν⊥F -almost all v ∈ F⊥, one has
ν(A|π⊥F = v) > 0 .
It then follows from Lemma 3.4 of Chapter 11, and from the fact that the
regular conditional probability ν(· |π⊥F = v) is absolutely continuous with
respect to the Lebesgue measure of F , that u → ψ(u + v) is ν(· |π⊥F = v)-
almost everywhere differentiable on F for ν⊥F -almost all v ∈ F⊥. It then
follows that, ν-almost surely, ψ is differentiable in the directions of F , i.e.,
there exists ∇Fψ ∈ F ν-almost surely. Since we also have
ψ(y + k)− ψ(y) ≥ (x− y, k)H − 1
2
|k|2H ,
we obtain, γ-almost surely
(∇Fψ(y), k)H = (x− y, k)H ,
for any k ∈ F . Consequently
∇Fψ(y) = πF (x− y)
γ-almost surely. Let now (Fn, n ≥ 1) be a total, increasing sequence of
regular subspaces of H , we have a sequence (∇nψ, n ≥ 1) bounded in L2(ν)
hence also bounded in L2(γ). Besides ∇nψ(y) = πnx− πny γ-almost surely.
Since (πn(x − y), n ≥ 1) converges in L2(γ,H), (∇nψ, n ≥ 1) converges in
the norm topology of L2(γ,H). Let us denote this limit by η, then we have
x = y+η(y) γ-almost surely. Note that, since πnη = ∇nψ, we can even write
in a weak sense that η = ∇ψ. If we define T−1(y) = y + η(y), we see that
1 = γ{(x, y) ∈ W ×W : T ◦ T−1(y) = y}
= γ{(x, y) ∈ W ×W : T−1 ◦ T (x) = x} ,
and this completes the proof of the theorem.
Remark 12.4.3 Assume that the operator ∇ is closable with respect to ν,
then we have η = ∇ψ. In particular, if ν and µ are equivalent, then we have
T−1 = IW +∇ψ ,
where is ψ is a 1-convex function.
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Remark 12.4.4 Assume that L ∈ IL1+(µ), with E[L] = 1 and let (Dk, k ∈
IN) be a measurable partition of W such that on each Dk, L is bounded.
Define dν = Ldµ and νk = ν(·|Dk). It follows from Theorem 12.3.2, that
dH(µ, νk) < ∞. Let then Tk be the map constructed in Theorem 12.4.2
satisfying Tkµ = νk. Define n(dk) as the probability distribution on IN given
by n ({k}) = ν(Dk), k ∈ IN. Then we have∫
W
f(y)dν(y) =
∫
W×IN
f(Tk(x))µ(dx)n(dk) .
A similar result is given in [27], the difference with that of above lies in the
fact that we have a more precise information about the probability space on
which T is defined.
12.5 Polar factorization of the absolutely con-
tinuous transformations of the Wiener
space
Assume that V = IW + v : W →W be an absolutely continuous transforma-
tion and let L ∈ IL1+(µ) be the Radon-Nikodym derivative of V µ with respect
to µ. Let T = IW +∇φ be the transport map such that Tµ = L.µ. Then it
is easy to see that the map s = T−1 ◦ V is a rotation, i.e., sµ = µ (cf. [101])
and it can be represented as s = IW + α. In particular we have
α +∇φ ◦ s = v . (12.5.10)
Since φ is a 1-convex map, we have h → 1
2
|h|2H + φ(x + h) is almost surely
convex (cf. Chapter11). Let s′ = IW +α′ be another rotation with α′ : W →
H . By the 1-convexity of φ, we have
1
2
|α′|2H + φ ◦ s′ ≥
1
2
|α|2H + φ ◦ s+
(
α +∇φ ◦ s, α′ − α
)
H
,
µ-almost surely. Taking the expectation of both sides, using the fact that s
and s′ preserve the Wiener measure µ and the identity (12.5.10), we obtain
E
[
1
2
|α|2H − (v, α)H
]
≤ E
[
1
2
|α′|2H − (v, α′)H
]
.
Hence we have proven the existence part of the following
Proposition 12.5.1 Let R2 denote the subset of L2(µ,H) whose elements
are defined by the property that x→ x+ η(x) is a rotation, i.e., it preserves
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the Wiener measure. Then α is the unique element of R2 which minimizes
the functional
η →Mv(η) = E
[
1
2
|η|2H − (v, η)H
]
.
Proof: To show the uniqueness, assume that η ∈ R2 be another map mini-
mizing Jv. Let β be the measure on W ×W , defined as∫
W×W
f(x, y)dβ(x, y) =
∫
W
f(x+ η(x), V (x))dµ .
Then the first marginal of β is µ and the second marginal is L.µ. Since
γ = (IW × T )µ is the unique solution of the Monge-Kantorovitch problem,
we should have∫
|x− y|2Hdβ(x, y) >
∫
|x− y|2Hdγ(x, y) = E[|∇φ|2H ] .
However we have∫
W×W
|x− y|2Hdβ(x, y) = E
[
|v − η|2H
]
= E
[
|v|2H
]
+ 2Mv(η)
= E
[
|v|2H
]
+ 2Mv(α)
= E
[
|v − α|2H
]
= E
[
|∇φ ◦ s|2H
]
= E
[
|∇φ|2H
]
=
∫
W×W
|x− y|2Hdγ(x, y)
= J(γ)
and this gives a contradiction to the uniqueness of γ.
The following theorem, whose proof is rather easy, gives a better un-
derstanding of the structure of absolutely continuous transformations of the
Wiener measure:
Theorem 12.5.2 Assume that U : W → W be a measurable map and L ∈
IL log IL a positive random variable with E[L] = 1. Assume that the measure
ν = L · µ is a Girsanov measure for U , i.e., that one has
E[f ◦ U L] = E[f ] ,
for any f ∈ Cb(W ). Then there exists a unique map T = IW + ∇φ with
φ ∈ ID2,1 is 1-convex, and a measure preserving transformation R : W →W
such that U ◦ T = R µ-almost surely and U = R ◦ T−1 ν-almost surely.
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Proof: By Theorem 12.4.2 there is a unique map T = IW + ∇φ, with φ ∈
ID2,1, 1-convex such that T transports µ to ν. Since Uν = µ, we have
E[f ◦ U L] = E[f ◦ U ◦ T ]
= E[f ] .
Therefore x → U ◦ T (x) preserves the measure µ. The rest is obvious since
T−1 exists ν-almost surely.
Another version of Theorem 12.5.2 can be announced as follows:
Theorem 12.5.3 Assume that Z : W → W is a measurable map such that
Zµ≪ µ, with dH(Zµ, µ) <∞. Then Z can be decomposed as
Z = T ◦ s ,
where T is the unique transport map of the Monge-Kantorovitch problem for
Σ(µ, Zµ) and s is a rotation.
Proof: Let L be the Radon-Nikodym derivative of Zµ with respect to µ. We
have, from Theorem 12.4.2,
E[f ] = E[f ◦ T−1 ◦ T ]
= E[f ◦ T−1 L]
= E[f ◦ T−1 ◦ Z] ,
for any f ∈ Cb(W ). Hence T−1 ◦ Z = s is a rotation. Since T is uniquely
defined, s is also uniquely defined.
Although the following result is a translation of the results of this section,
it is interesting from the point of view of stochastic differential equations:
Theorem 12.5.4 Let (W,µ,H) be the standard Wiener space on IRd, i.e.,
W = C(IR+, IR
d). Assume that there exists a probability P ≪ µ which is the
weak solution of the stochastic differential equation
dyt = dWt + b(t, y)dt ,
such that dH(P, µ) <∞. Then there exists a process (Tt, t ∈ IR+) which is a
pathwise solution of some stochastic differential equation whose law is equal
to P .
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Proof: Let T be the transport map constructed in Theorem 12.4.2 corre-
sponding to dP/dµ. Then it has an inverse T−1 such that µ{T−1 ◦ T (x) =
x} = 1. Let φ be the 1-convex function such that T = IW+∇φ and denote by
(Dsφ, s ∈ IR+) the representation of ∇φ in L2(IR+, ds). Define Tt(x) as the
trajectory T (x) evaluated at t ∈ IR+. Then it is easy to see that (Tt, t ∈ IR+)
satifies the stochastic differential equation
Tt(x) = Wt(x) +
∫ t
0
l(s, T (x))ds , t ∈ IR+ ,
where Wt(x) = x(t) and l(s, x) = Dsφ ◦ T−1(x).
12.6 Construction and uniqueness of the trans-
port map in the general case
In this section we call optimal every probability measure5 γ on W ×W such
that J(γ) <∞ and that J(γ) ≤ J(θ) for every other probability θ having the
same marginals as those of γ. We recall that a finite dimensional subspace F
ofW is called regular if the corresponding projection is continuous. Similarly
a finite dimensional projection of H is called regular if it has a continuous
extension to W .
We begin with the following lemma which answers all kind of questions
of measurability that we may encounter in the sequel:
Lemma 12.6.1 Consider two uncountable Polish spaces X and T . Let t→
γt be a Borel family of probabilities on X and let F be a separable sub-σ-
algebra of the Borel σ-algebra B of X. Then there exists a Borel kernel
Ntf(x) =
∫
X
f(y)Nt(x, dy) ,
such that, for any bounded Borel function f on X, the following properties
hold true:
i) (t, x)→ Ntf(x) is Borel measurable on T ×X.
ii) For any t ∈ T , Ntf is an F-measurable version of the conditional
expectation Eγt [f |F ].
5In fact the results of this section are essentially true for the bounded, positive measures.
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Proof: Assume first that F is finite, hence it is generated by a finite partition
{A1, . . . , Ak}. In this case it suffices to take
Ntf(x) =
k∑
i=1
1
γt(Ai)
(∫
Ai
fdγt
)
1Ai(x)
(
with 0 =
0
0
)
.
For the general case, take an increasing sequence (Fn, n ≥ 1) of finite sub-σ-
algebras whose union generates F . Without loss of generality we can assume
that (X,B) is the Cantor set (Kuratowski Theorem, cf., [21]). Then for every
clopen set (i.e., a set which is closed and open at the same time) G and any
t ∈ T , the sequence (Nnt 1G, n ≥ 1) converges γt-almost everywhere. Define
HG(t, x) = lim sup
m,n→∞
|Nnt 1G(x)−Nmt 1G(x)| .
HG is a Borel function on T ×X which vanishes γt-almost all x ∈ X , besides,
for any t ∈ T , x→ HG(t, x) is F -measurable. As there exist only countably
many clopen sets in X , the function
H(t, x) = sup
G
HG(t, x)
inherits all the measurability properties. Let θ be any probability on X , for
any clopen G, define
Nt1G(x) = limnN
n
t 1G(x) if H(t, x) = 0 ,
= θ(G) if H(t, x) > 0 .
Hence, for any t ∈ T , we get an additive measure on the Boolean algebra of
clopen sets of X . Since such a measure is σ-additive and extends uniquely
as a σ-additive measure on B, the proof is completed.
Remark 12.6.2 1. This result holds in fact for the Lusin spaces since
they are Borel isomorphic to the Cantor set. Besides it extends easily
to countable spaces.
2. The particular case where T = M1(X), i.e., the space of probability
measures on X under the weak topology and t→ γt being the identity
map, is particularly important for the sequel. In this case we obtain
a kernel N such that (x, γ) → Nγf(x) is measurable and Nγf is an
F -measurable version of Eγ[f |F ].
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Lemma 12.6.3 Let ρ and ν be two probability measures on W such that
dH(ρ, ν) <∞
and let γ ∈ Σ(ρ, ν) be an optimal measure, i.e., J(γ) = d2H(ρ, ν), where J is
given by (12.1.1). Assume that F is a regular finite dimensional subspace of
W with the corresponding projection πF from W to F and let π
⊥
F = IW − πF
. Define pF as the projection from W ×W onto F with pF (x, y) = πFx and
let p⊥F (x, y) = π
⊥
F x. Consider the Borel disintegration
γ(·) =
∫
F⊥×W
γ( ·|x⊥)γ⊥(dz⊥)
=
∫
F⊥
γ( ·|x⊥)ρ⊥(dx⊥)
along the projection of W ×W on F⊥, where ρ⊥ is the measure π⊥F ρ, γ(· |x⊥)
denotes the regular conditional probability γ(· |p⊥F = x⊥) and γ⊥ is the mea-
sure p⊥Fγ. Then, ρ
⊥ and γ⊥-almost surely γ( ·|x⊥) is optimal on (x⊥+F )×W .
Proof: Let p1, p2 be the projections of W ×W defined as p1(x, y) = πF (x)
and p2(x, y) = πF (y). Note first the following obvious identity:
p1γ(· |x⊥) = ρ(· |x⊥) ,
ρ⊥ and γ⊥-almost surely. Define the sets B ⊂ F⊥ ×M1(F × F ) and C as
B = {(x⊥, θ) : θ ∈ Σ(p1γ(· |x⊥), p2γ(· |x⊥))}
C = {(x⊥, θ) ∈ B : J(θ) < J(γ(· |x⊥)} ,
where M1(F × F ) denotes the set of probability measures on F × F . Let
K be the projection of C on F⊥. Since B and C are Borel measurable, Kis
a Souslin set, hence it is ρ⊥-measurable. The selection theorem (cf. [21])
implies the existence of a measurable map
x⊥ → θx⊥
from K to M1(F × F ) such that, ρ⊥-almost surely, (x⊥, θx⊥) ∈ C. Define
θ(·) =
∫
K
θx⊥(·)dρ⊥(x⊥) +
∫
Kc
γ(· |x⊥)dρ⊥(x⊥) .
Then θ ∈ Σ(ρ, ν) and we have
J(θ) =
∫
K
J(θx⊥)dρ
⊥(x⊥) +
∫
Kc
J(γ(· |x⊥))dρ⊥(x⊥)
<
∫
K
J(γ(· |x⊥))dρ⊥(x⊥) +
∫
Kc
J(γ(· |x⊥))dρ⊥(x⊥)
= J(γ) ,
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hence we obtain J(θ) < J(γ) which is a contradiction to the optimality of γ.
Lemma 12.6.4 Assume that the hypothesis of Lemma 12.6.3 holds and let F
be any regular finite dimensional subspace of W . Denote by πF the projection
operator associated to it and let π⊥F = IW − πF . If π⊥F ρ-almost surely, the
regular conditional probability ρ(· |π⊥F = x⊥) vanishes on the subsets of x⊥+F
whose Hausdorff dimension are at most equal to dim(F )−1, then there exists
a map TF : F × F⊥ → F such that
γ
({
(x, y) ∈ W ×W : πF y = TF (πFx, π⊥F x)
})
= 1 .
Proof: Let Cx⊥ be the support of the regular conditional probability γ(· |x⊥)
in (x⊥ + F ) ×W . We know from Lemma 12.6.3 that the measure γ(· |x⊥)
is optimal in Σ(π1γ(· |x⊥), π2γ(· |x⊥)), with J(γ(· |x⊥)) < ∞ for ρ⊥-almost
everywhere x⊥. From Theorem 2.3 of [34] and from [1], the set Cx⊥ is cycli-
cally monotone, moreover, Cx⊥ is a subset of (x
⊥ +F )×H , hence the cyclic
monotonicity of it implies that the set Kx⊥ ⊂ F × F , defined as
Kx⊥ = {(u, πFv) ∈ F × F : (x⊥ + u, v) ∈ Cx⊥}
is cyclically monotone in F × F . Therefore Kx⊥ is included in the subdif-
ferential of a convex function defined on F . Since, by hypothesis, the first
marginal of γ(· |x⊥), i.e., ρ(· |x⊥) vanishes on the subsets of x⊥ + F of co-
dimension one, the subdifferential under question, denoted as UF (u, x
⊥) is
ρ(· |x⊥)-almost surely univalent (cf. [5, 59]). This implies that
γ(· |x⊥)
({
(u, v) ∈ Cx⊥ : πF v = UF (u, x⊥)
})
= 1 ,
ρ⊥-almost surely. Let
Kx⊥,u = {v ∈ W : (u, v) ∈ Kx⊥} .
Then Kx⊥,u consists of a single point for almost all u with respect to ρ(· |x⊥).
Let
N =
{
(u, x⊥) ∈ F × F⊥ : Card(Kx⊥,u) > 1
}
,
note that N is a Souslin set, hence it is universally measurable. Let σ be
the measure which is defined as the image of ρ under the projection x →
(πFx, π
⊥
F x). We then have
σ(N) =
∫
F⊥
ρ⊥(dx⊥)
∫
F
1N(u, x
⊥)ρ(du|x⊥)
= 0 .
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Hence (u, x⊥) 7→ Kx⊥,u = {y} is ρ and γ-almost surely well-defined and it
suffices to denote this map by TF to achive the proof.
Theorem 12.6.5 Suppose that ρ and ν are two probability measures on W
such that
dH(ρ, ν) <∞ .
Let (πn, n ≥ 1) be a total increasing sequence of regular projections (of H,
converging to the identity map of H). Suppose that, for any n ≥ 1, the
regular conditional probabilities ρ(· |π⊥n = x⊥) vanish π⊥n ρ-almost surely on
the subsets of (π⊥n )
−1(W ) with Hausdorff dimension n− 1. Then there exists
a unique solution of the Monge-Kantorovitch problem, denoted by γ ∈ Σ(ρ, ν)
and γ is supported by the graph of a Borel map T which is the solution of
the Monge problem. T : W → W is of the form T = IW + ξ , where ξ ∈ H
almost surely. Besides we have
d2H(ρ, ν) =
∫
W×W
|T (x)− x|2Hdγ(x, y)
=
∫
W
|T (x)− x|2Hdρ(x) ,
and for π⊥n ρ-almost almost all x
⊥
n , the map u → u + ξ(u + x⊥n ) is cyclically
monotone on (π⊥n )
−1{x⊥n }, in the sense that
N∑
i=1
(
ui + ξ(x
⊥
n + ui), ui+1 − ui
)
H
≤ 0
π⊥n ρ-almost surely, for any cyclic sequence {u1, . . . , uN , uN+1 = u1} from
πn(W ). Finally, if, for any n ≥ 1, π⊥n ν-almost surely, ν(· |π⊥n = y⊥) also
vanishes on the n − 1-Hausdorff dimensional subsets of (π⊥n )−1(W ), then T
is invertible, i.e, there exists S : W → W of the form S = IW + η such that
η ∈ H satisfies a similar cyclic monotononicity property as ξ and that
1 = γ {(x, y) ∈ W ×W : T ◦ S(y) = y}
= γ {(x, y) ∈ W ×W : S ◦ T (x) = x} .
In particular we have
d2H(ρ, ν) =
∫
W×W
|S(y)− y|2Hdγ(x, y)
=
∫
W
|S(y)− y|2Hdν(y) .
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Remark 12.6.6 In particular, for all the measures ρ which are absolutely
continuous with respect to the Wiener measure µ, the second hypothesis is
satisfied, i.e., the measure ρ(· |π⊥n = x⊥n ) vanishes on the sets of Hausdorff
dimension n− 1.
Proof: Let (Fn, n ≥ 1) be the increasing sequence of regular subspaces
associated to (πn, n ≥ 1), whose union is dense in W . From Lemma 12.6.4,
for any Fn, there exists a map Tn, such that πny = Tn(πnx, π
⊥
n x) for γ-almost
all (x, y), where π⊥n = IW − πn. Write Tn as In + ξn, where In denotes the
identity map on Fn. Then we have the following representation:
πny = πnx+ ξn(πnx, π
⊥
n x) ,
γ-almost surely. Since
πny − πnx = πn(y − x)
= ξn(πnx, π
⊥
n x)
and since y − x ∈ H γ-almost surely, (πny − πnx, n ≥ 1) converges γ-almost
surely. Consequently (ξn, n ≥ 1) converges γ, hence ρ almost surely to a
measurable ξ. Consequently we obtain
γ ({(x, y) ∈ W ×W : y = x+ ξ(x)}) = 1 .
Since J(γ) <∞, ξ takes its values almost surely in the Cameron-Martin space
H . The cyclic monotonicity of ξ is obvious. To prove the uniqueness, assume
that we have two optimal solutions γ1 and γ2 with the same marginals and
J(γ1) = J(γ2). Since β → J(β) is linear, the measure defined as γ = 12(γ1 +
γ2) is also optimal and it has also the same marginals ρ and ν. Consequently,
it is also supported by the graph of a map T . Note that γ1 and γ2 are
absolutely continuous with respect to γ, let L1(x, y) be the Radon-Nikodym
density of γ1 with respect to γ. For any f ∈ Cb(W ), we then have∫
W
fdρ =
∫
W×W
f(x)dγ1(x, y)
=
∫
W×W
f(x)L1(x, y)dγ(x, y)
=
∫
W
f(x)L1(x, T (x))dρ(x) .
Therefore we should have ρ-almost surely, L1(x, T (x)) = 1, hence also L1 = 1
almost everywhere γ and this implies that γ = γ1 = γ2. The second part
about the invertibility of T is totally symmetric, hence its proof follows along
the same lines as the proof for T .
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Corollary 12.6.7 Assume that ρ is equivalent to the Wiener measure µ,
then for any h1, . . . , hN ∈ H and for any permutation τ of {1, . . . , N}, we
have, with the notations of Theorem 12.6.5,
N∑
i=1
(
hi + ξ(x+ hi), hτ(i) − hi
)
H
≤ 0
ρ-almost surely.
Proof: Again with the notations of the theorem, ρ⊥k -almost surely, the graph
of the map xk → xk + ξk(xk, x⊥k ) is cyclically monotone on Fk. Hence, for
the case hi ∈ Fn for all i = 1, . . . , N and n ≤ k, we have
N∑
i=1
(
hi + xk + ξk(xk + hi, x
⊥
k ), hτ(i) − hi
)
H
≤ 0 .
Since
∑
i(xk, hτ(i) − hi)H = 0, we also have
N∑
i=1
(
hi + ξk(xk + hi, x
⊥
k ), hτ(i) − hi
)
H
≤ 0 .
We know that ξk(xk+hi, x
⊥
k ) converges to ξ(x+hi) ρ-almost surely. Moreover
h→ ξ(x+ h) is continuous from H to L0(ρ) and the proof follows.
12.7 The Monge-Ampe`re equation
Assume that W = IRn and take a density L ∈ IL log IL. Let φ ∈ ID2,1 be the
1-convex function such that T = I +∇φ maps µ to L ·µ. Let S = I +∇ψ be
its inverse with ψ ∈ ID2,1. Let now ∇2aφ be the second Alexandrov derivative
of φ, i.e., the Radon-Nikodym derivative of the absolutely continuous part
of the vector measure ∇2φ with respect to the Gaussian measure µ on IRn.
Since φ is 1-convex, it follows that ∇2φ ≥ −IIRn in the sense of the distribu-
tions, consequently ∇2aφ ≥ −IIRn µ-almost surely. Define also the Alexandrov
version Laφ of Lφ as the Radon-Nikodym derivative of the absolutely contin-
uous part of the distribution Lφ. Since we are in finite dimensional situation,
we have the explicit expression for Laφ as
Laφ(x) = (∇φ(x), x)IRn − trace
(
∇2aφ
)
.
Let Λ be the Gaussian Jacobian
Λ = det2
(
IIRn +∇2aφ
)
exp
{
−Laφ− 1
2
|∇φ|2IRn
}
.
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Remark 12.7.1 In this expression as well as in the sequel, the notation
det2(IH + A) denotes the modified Carleman-Fredholm determinant of the
operator IH + A on a Hilbert space H . If A is an operator of finite rank,
then it is defined as
det2 (IH + A) =
n∏
i=1
(1 + li)e
−li ,
where (li, i ≤ n) denotes the eigenvalues of A counted with respect to their
multiplicity. In fact this determinant has an analytic extension to the space
of Hilbert-Schmidt operators on a separable Hilbert space, cf. [23] and Ap-
pendix A.2 of [101]. As explained in [101], the modified determinant exists
for the Hilbert-Schmidt operators while the ordinary determinant does not,
since the latter requires the existence of the trace of A. Hence the modified
Carleman-Fredholm determinant is particularly useful when one studies the
absolute continuity properties of the image of a Gaussian measure under non-
linear transformations in the setting of infinite dimensional Banach spaces
(cf., [101] for further information).
It follows from the change of variables formula given in Corollary 4.3 of [60],
that, for any f ∈ Cb(IRn),
E[f ◦ T Λ] = E
[
f 1∂Φ(M)
]
,
where M is the set of non-degeneracy of IIRn +∇2aφ,
Φ(x) =
1
2
|x|2 + φ(x)
and ∂Φ denotes the subdifferential of the convex function Φ. Let us note that,
in case L > 0 almost surely, T has a global inverse S, i.e., S◦T = T ◦S = IIRn
µ-almost surely and µ(∂Φ(M)) = µ(S−1(M)). Assume now that Λ > 0
almost surely, i.e., that µ(M) = 1. Then, for any f ∈ Cb(IRn), we have
E[f ◦ T ] = E
[
f ◦ T Λ
Λ ◦ T−1 ◦ T
]
= E
[
f
1
Λ ◦ T−11∂Φ(M)
]
= E[f L] ,
where T−1 denotes the left inverse of T whose existence is guaranteed by
Theorem 12.4.2. Since T (x) ∈ ∂Φ(M) almost surely, it follows from the
above calculations
1
Λ
= L ◦ T ,
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almost surely. Take now any t ∈ [0, 1), the map x→ 1
2
|x|2H + tφ(x) = Φt(x)
is strictly convex and a simple calculation implies that the mapping Tt =
I + t∇φ is (1− t)-monotone (cf. [101], Chapter 6), consequently it has a left
inverse denoted by St. Let us denote by Ψt the Legendre transformation of
Φt:
Ψt(y) = sup
x∈IRn
{(x, y)− Φt(x)} .
A simple calculation shows that
Ψt(y) = sup
x
[
(1− t)
{
(x, y)− |x|
2
2
}
+ t
{
(x, y)− |x|
2
2
− φ(x)
}]
≤ (1− t) |y|
2
2
+ tΨ1(y) .
Since Ψ1 is the Legendre transformation of Φ1(x) = |x|2/2 + φ(x) and since
L ∈ IL log IL, it is finite on a convex set of full measure, hence it is finite
everywhere. Consequently Ψt(y) <∞ for any y ∈ IRn. Since a finite, convex
function is almost everywhere differentiable, ∇Ψt exists almost everywhere
on and it is equal almost everywhere on Tt(Mt) to the left inverse T
−1
t , where
Mt is the set of non-degeneracy of IIRn + t∇2aφ. Note that µ(Mt) = 1. The
strict convexity implies that T−1t is Lipschitz with a Lipschitz constant
1
1−t .
Let now Λt be the Gaussian Jacobian
Λt = det2
(
IIRn + t∇2aφ
)
exp
{
−tLaφ− t
2
2
|∇φ|2IRn
}
.
Since the domain of φ is the whole space IRn, Λt > 0 almost surely, hence,
as we have explained above, it follows from the change of variables formula
of [60] that Ttµ is absolutely continuous with respect to µ and that
1
Λt
= Lt ◦ Tt ,
µ-almost surely.
Let us come back to the infinite dimensional case: we first give an inequality
which may be useful.
Theorem 12.7.2 Assume that (W,µ,H) is an abstract Wiener space, as-
sume that K,L ∈ IL1+(µ) with K > 0 almost surely and denote by T : W →W
the transfer map T = IW +∇φ, which maps the measure Kdµ to the measure
Ldµ. Then the following inequality holds:
1
2
E[|∇φ|2H] ≤ E[− logK + logL ◦ T ] . (12.7.11)
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Proof: Let us define k as k = K ◦ T−1, then for any f ∈ Cb(W ), we have∫
W
f(y)L(y)dµ(y) =
∫
W
f ◦ T (x)K(x)dµ(x)
=
∫
W
f ◦ T (x)k ◦ T (x)dµ(x) ,
hence
Tµ =
L
k
.µ .
It then follows from the inequality 12.3.2 that
1
2
E
[
|∇φ|2H
]
≤ E
[
L
k
log
L
k
]
= E
[
log
L ◦ T
k ◦ T
]
= E[− logK + logL ◦ T ] .
Suppose that φ ∈ ID2,1 is a 1-convex Wiener functional. Let Vn be the sigma
algebra generated by {δe1, . . . , δen}, where (en, n ≥ 1) is an orthonormal
basis of the Cameron-Martin space H . Then φn = E[φ|Vn] is again 1-convex
(cf. Chapter 11), hence Lφn is a measure as it can be easily verified. However
the sequence (Lφn, n ≥ 1) converges to Lφ only in ID′. Consequently, there
is no reason for the limit Lφ to be a measure. In case this happens, we
shall denote the Radon-Nikodym density with respect to µ, of the absolutely
continuous part of this measure by Laφ.
Lemma 12.7.3 Let φ ∈ ID2,1 be 1-convex and let Vn be defined as above and
define Fn = E[φ|Vn]. Then the sequence (LaFn, n ≥ 1) is a submartingale,
where LaFn denotes the µ-absolutely continuous part of the measure LFn.
Proof: Note that, due to the 1-convexity, we have LaFn ≥ LFn for any
n ∈ IN. Let Xn = LaFn and f ∈ ID be a positive, Vn-measurable test
function. Since LE[φ|Vn] = E[Lφ|Vn], we have
E[Xn+1 f ] ≥ 〈LFn+1, f〉
= 〈LFn, f〉 ,
where 〈·, ·〉 denotes the duality bracket for the dual pair (ID′, ID). Conse-
quently
E[f E[Xn+1|Vn]] ≥ 〈LFn, f〉 ,
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for any positive, Vn-measurable test function f , it follows that the absolutely
continuous part of LFn is also dominated by the same conditional expectation
and this proves the submartingale property.
Lemma 12.7.4 Assume that L ∈ IL log IL is a positive random variable
whose expectation is one. Assume further that it is lower bounded by a con-
stant a > 0. Let T = IW + ∇φ be the transport map such that Tµ = L .µ
and let T−1 = IW +∇ψ. Then Lψ is a Radon measure on (W,B(W )). If L
is upper bounded by b > 0, then Lφ is also a Radon measure on (W,B(W )).
Proof: Let Ln = E[L|Vn], then Ln ≥ a almost surely. Let Tn = IW +∇φn
be the transport map which satisfies Tnµ = Ln .µ and let T
−1
n = IW +∇ψn
be its inverse. We have
Ln = det2
(
IH +∇2aψn
)
exp
[
−Laψn − 1
2
|∇ψn|2H
]
.
By the hypothesis − logLn ≤ − log a. Since ψn is 1-convex, it follows from
the finite dimensional results that det2 (IH +∇2aψn) ∈ [0, 1] almost surely.
Therefore we have
Laψn ≤ − log a ,
besides Lψn ≤ Laψn as distributions, consequently
Lψn ≤ − log a
as distributions, for any n ≥ 1. Since limn Lψn = Lψ in ID′, we obtain
Lψ ≤ − log a, hence − log a − Lψ ≥ 0 as a distribution, hence Lψ is a
Radon measure on W . This proves the first claim. Note that whenever L is
upperbounded, Λ = 1/L ◦ T is lowerbounded, hence the proof of the second
claim is similar to that of the first one.
Theorem 12.7.5 Assume that L is a strictly positive bounded random vari-
able with E[L] = 1. Let φ ∈ ID2,1 be the 1-convex Wiener functional such
that
T = IW +∇φ
is the transport map realizing the measure L .µ and let S = IW + ∇ψ be
its inverse. Define Fn = E[φ|Vn], then the submartingale (LaFn, n ≥ 1)
converges almost surely to Laφ. Let λ(φ) be the random variable defined as
λ(φ) = lim inf
n→∞Λn
=
(
lim inf
n
det2
(
IH +∇2aFn
))
exp
{
−Laφ− 1
2
|∇φ|2H
}
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where
Λn = det2
(
IH +∇2aFn
)
exp
{
−LaFn − 1
2
|∇Fn|2H
}
.
Then it holds true that
E[f ◦ T λ(φ)] ≤ E[f ] (12.7.12)
for any f ∈ C+b (W ), in particular λ(φ) ≤ 1L◦T almost surely. If E[λ(φ)] = 1,
then the inequality in (12.7.12) becomes an equality and we also have
λ(φ) =
1
L ◦ T .
Proof: Let us remark that, due to the 1-convexity, 0 ≤ det2 (IH +∇2aFn) ≤
1, hence the lim inf exists. Now, Lemma 12.7.4 implies that Lφ is a Radon
measure. Let Fn = E[φ|Vn], then we know from Lemma 12.7.3 that (LaFn, n ≥
1) is a submartingale. Let L+φ denote the positive part of the measure Lφ.
Since L+φ ≥ Lφ, we have also E[L+φ|Vn] ≥ E[Lφ|Vn] = LFn. This implies
that E[L+φ|Vn] ≥ L+a Fn. Hence we find that
sup
n
E[L+a Fn] <∞
and this condition implies that the submartingale (LaFn, n ≥ 1) converges
almost surely. We shall now identify the limit of this submartingale. Let
LsG be the singular part of the measure LG for a Wiener function G such
that LG is a measure. We have
E[Lφ|Vn] = E[Laφ|Vn] + E[Lsφ|Vn]
= LaFn + LsFn ,
hence
LaFn = E[Laφ|Vn] + E[Lsφ|Vn]a
almost surely, where E[Lsφ|Vn]a denotes the absolutely continuous part of the
measure E[Lsφ|Vn]. Note that, from the Theorem of Jessen (cf., for exam-
ple Theorem 1.2.1 of [101]), limnE[L+s φ|Vn]a = 0 and limnE[L−s φ|Vn]a = 0
almost surely, hence we have
lim
n
LaFn = Laφ ,
µ-almost surely. To complete the proof, an application of the Fatou lemma
implies that
E[f ◦ T λ(φ)] ≤ E[f ]
= E
[
f ◦ T 1
L ◦ T
]
,
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for any f ∈ C+b (W ). Since T is invertible, it follows that
λ(φ) ≤ 1
L ◦ T
almost surely. Therefore, in case E[λ(φ)] = 1, we have
λ(φ) =
1
L ◦ T ,
and this completes the proof.
Corollary 12.7.6 Assume that K,L are two positive random variables with
values in a bounded interval [a, b] ⊂ (0,∞) such that E[K] = E[L] = 1. Let
T = IW + ∇φ, φ ∈ ID2,1, be the transport map pushing Kdµ to Ldµ, i.e,
T (Kdµ) = Ldµ. We then have
L ◦ T λ(φ) ≤ K ,
µ-almost surely. In particular, if E[λ(φ)] = 1, then T is the solution of the
Monge-Ampe`re equation.
Proof: Since a > 0,
dTµ
dµ
=
L
K ◦ T ≤
b
a
.
Hence, Theorem 12.7.12 implies that
E[f ◦ T L ◦ T λ(φ)] ≤ E[f L]
= E[f ◦ T K] ,
consequently
L ◦ T λ(φ) ≤ K ,
the rest of the claim is now obvious.
For later use we give also the folowing result:
Theorem 12.7.7 Assume that L is a positive random variable of class IL log IL
such that E[L] = 1. Let φ ∈ ID2,1 be the 1-convex function corresponding to
the transport map T = IW + ∇φ. Define Tt = IW + t∇φ, where t ∈ [0, 1].
Then, for any t ∈ [0, 1], Ttµ is absolutely continuous with respect to the
Wiener measure µ.
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Proof: Let φn be defined as the transport map corresponding to Ln =
E[P1/nLn|Vn] and define Tn as IW +∇φn. For t ∈ [0, 1), let Tn,t = IW +t∇φn.
It follows from the finite dimensional results which are summarized in the
beginning of this section, that Tn,tµ is absolutely continuous with respect to
µ. Let Ln,t be the corresponding Radon-Nikodym density and define Λn,t as
Λn,t = det2
(
IH + t∇2aφn
)
exp
{
−tLaφn − t
2
2
|∇φn|2H
}
.
Besides, for any t ∈ [0, 1),(
(IH + t∇2aφn)h, h
)
H
> 0 , (12.7.13)
µ-almost surely for any 0 6= h ∈ H . Since φn is of finite rank, 12.7.13 implies
that Λn,t > 0 µ-almost surely and we have shown at the beginning of this
section
Λn,t =
1
Ln,t ◦ Tn,t
µ-almost surely. An easy calculation shows that t → log det2(I + t∇2aφn)
is a non-increasing function. Since Laφn ≥ Lφn, we have E[Laφn] ≥ 0.
Consequently
E [Lt,n logLt,n] = E [logLn,t ◦ Tn,t]
= −E [log Λt,n]
= E
[
− log det2
(
IH + t∇2φn
)
+ tLaφn + t
2
2
|∇φn|2H
]
≤ E
[
− log det2
(
IH +∇2φn
)
+ Laφn + 1
2
|∇φn|2H
]
= E [Ln logLn]
≤ E[L logL] ,
by the Jensen inequality. Therefore
sup
n
E[Ln,t logLn,t] <∞
and this implies that the sequence (Ln,t, n ≥ 1) is uniformly integrable for
any t ∈ [0, 1]. Consequently it has a subsequence which converges weakly in
L1(µ) to some Lt. Since, from Theorem 12.4.2, limn φn = φ in ID2,1, where φ
is the transport map associated to L, for any f ∈ Cb(W ), we have
E[f ◦ Tt] = lim
k
E [f ◦ Tnk,t]
= lim
k
E [f Lnk,t]
= E[f Lt] ,
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hence the theorem is proved.
12.7.1 The solution of the Monge-Ampe`re equation via
Ito-renormalization
We can interpret the Monge-Ampe`re equation as follows: given two proba-
bility densities K and L, find a map T : W → W such that
L ◦ T J(T ) = K
almost surely, where J(T ) is a kind of Jacobian to be written in terms of T .
In Corollary 12.7.6, we have shown the existence of some λ(φ) which gives
an inequality instead of the equality. Although in the finite dimensional case
there are some regularity results about the transport map (cf., [15]), in the
infinite dimensional case such techniques do not work. All these difficulties
can be circumvented using the miraculous renormalization of the Ito calculus.
In fact assume that K and L satisfy the hypothesis of the corollary. First let
us indicate that we can assume W = C0([0, 1], IR) (cf., [101], Chapter II, to
see how one can pass from an abstract Wiener space to the standard one) and
in this case the Cameron-Martin space H becomes H1([0, 1]), which is the
space of absolutely continuous functions on [0, 1], with a square integrable
Sobolev derivative. Let now
Λ =
K
L ◦ T ,
where T is as constructed above. Then Λ.µ is a Girsanov measure for the map
T . This means that the law of the stochastic process (t, x) → Tt(x) under
Λ.µ is equal to the Wiener measure, where Tt(x) is defined as the evaluation
of the trajectory T (x) at t ∈ [0, 1]. In other words the process (t, x)→ Tt(x)
is a Brownian motion under the probability Λ.µ. Let (FTt , t ∈ [0, 1]) be its
filtration, the invertibility of T implies that∨
t∈[0,1]
FTt = B(W ) .
Λ is upper and lower bounded µ-almost surely, hence also Λ.µ-almost surely.
The Ito representation theorem implies that it can be represented as
Λ = E[Λ2] exp
{
−
∫ 1
0
α˙sdTs − 1
2
∫ 1
0
|α˙s|2ds
}
,
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where α(·) = ∫ ·0 α˙sds is an H-valued random variable. In fact α can be
calculated explicitly using the Ito-Clark representation theorem, and it is
given as
α˙t =
EΛ[DtΛ|FTt ]
EΛ[Λ|FTt ]
(12.7.14)
dt×Λdµ-almost surely, where EΛ denotes the expectation operator with re-
spect to Λ.µ and DtΛ is the Lebesgue density of the absolutely continuous
map t → ∇Λ(t, x). From the relation (12.7.14), it follows that α is a func-
tion of T , hence we have obtained the strong solution of the Monge-Ampe`re
equation. Let us announce all this as
Theorem 12.7.8 Assume that K and L are upper and lower bounded den-
sities, let T be the transport map constructed in Theorem 12.6.5. Then T
is also the strong solution of the Monge-Ampe`re equation in the Ito sense,
namely
E[Λ2]L ◦ T exp
{
−
∫ 1
0
α˙sdTs − 1
2
∫ 1
0
|α˙s|2ds
}
= K ,
µ-almost surely, where α is given with (12.7.14).
Chapter 13
Stochastic Analysis on Lie
Groups
Introduction
This chapter is a partial survey of the construction of Sobolev-type analysis
on the path space of a Lie group. The word partial refers to the fact that
we give some new results about the quasi-invariance of anticipative transfor-
mations and the corresponding measure theoretical degree theorems in the
last section. Almost all the theory has been initiated by S. Albeverio and
R. H.-Krohn ([4]), L. Gross ([38, 39]) and M. P. Malliavin and P. Malliavin
([57]). Although the study of the similar subjects has already begun in the
case of manifolds (cf. [17]), we prefer to understand first the case of the Lie
groups because of their relative simplicity and this will give a better idea of
what is going on in former situation; since the frame of the Lie group-valued
Brownian motion represents the simplest non-linear and non-trivial case in
which we can construct a Sobolev type functional analysis on the space of
the trajectories.
After some preliminaries in the second section we give the definitions of
the basic tools in the third section, namely the left and right derivatives
on the path space. The fourth section is devoted to the left divergence, in
the next one we study the Ornstein-Uhlenbeck operator, Sobolev spaces and
some applications like the zero-one law. Sixth section is a compilation of
the formulas based essentially on the variation of the constants method of
the ordinary linear differential equations which are to be used in the follow-
ing sections. Section seven is devoted to the right derivative which is more
technical and interesting than the left one; since it contains a rotation of the
path in the sense of [96]. We also define there the skew-symmetric rotational
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derivative and study some of its properties. Eighth section is devoted to the
quasi-invariance at the left and at the right with respect to the multiplicaton
of the path with deterministic paths of finite variation. Loop space case is
also considered there.
Section nine deals with the absolute continuity of the path and loop mea-
sures under the transformation which consists of multiplying from the left
the generic trajectory with some random, absolutely continuous and antic-
ipative path. We prove a generalization of the Campbell-Baker-Hausdorff
formula which is fundemental. To prove this we have been obliged to employ
all the recent sophisticated techniques derived in the flat case. Afterwards,
the extension of the Ramer and the degree theorems are immediate.
In this chapter we have focuse our attention to the probabilistic and func-
tional analytic problems. For the more general case of Riemannian manifolds
cf. [56] and the references therein.
13.1 Analytic tools on group valued paths
Let G be a finite dimensional, connected, locally compact Lie group and G
be its Lie algebra of left invariant vector fields which is isomorphic to the
tangent space at identity of G, denoted by Te(G) which is supposed to be
equipped with an inner product. C = CG denotes Ce([0, 1], G) (i.e., p(0) = e
for p ∈ CG). CG denotes C0([0, 1],G). Let
H = HG =
{
h ∈ CG :
∫ 1
0
|h˙(t)|2dt = |h|2 <∞
}
.
Our basic Wiener space is (CG, H, µ). We denote by p(w) the solution of the
following stochastic differential equation:
pt = e +
∫ t
0
ps(w)dWs(w)
where the integral is in Stratonovitch sense andW is the canonical Brownian
motion on CG . In general this equation is to be understood as following: for
any smooth function f on G, we have
f(pt) = f(e) +
∫ t
0
Hif(ps)dW
i
s ,
where (Hi) is a basis of G and W it = (Hi,Wt). Hence w 7→ p(w) defines a
mapping from CG into CG and we denote by ν the image of µ under this
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mapping. Similarly, if h ∈ H then we denote by e(h) the solution of the
following differential equation:
et(h) = e+
∫ t
0
es(h)h˙sds . (13.1.1)
Theorem 13.1.1 (Campbell-Baker-Hausdorff Formula) For any h ∈
H the following identity is valid almost surely:
p(w + h) = e(A˜dp(w)h)p(w) , (13.1.2)
where A˜dp(w)h is the H-valued random variable defined by(
A˜dp(w)h
)
(t) =
∫ t
0
Adps(w)h˙(s)ds .
Remark: In case we work with matrices, A˜dp(w)h is defined as∫ t
0
ps(w)h˙(s)p
−1
s (w)ds .
Remark: This theorem implies in particular that the CG-valued random
variable w → p(w) has a modification, denoted again by the same letter p,
such that h→ p(w + h) is a smooth function of h ∈ H for any w ∈ CG .
Calculation of ∇(f(pt(w))): We have f(pt(w + λh)) = f(et(A˜dpλh)pt)
where et(h), h ∈ H is defined by the equation (13.1.1) . Let us write g =
pt(w) and F (x) = f(xg). Then
F (et(λA˜dph)) = F (e) + λ
∫ t
0
Adpsh˙sF(es(λA˜dph))ds .
Hence
d
dλ
F (et(A˜dpλh))|λ=0 =
∫ t
0
Adpsh˙(s)F(e)ds .
Now if X is a left invariant vector field on G, then we have XF (x) =
X(f(xg)) = X(f(gg−1xg)) = (Adg−1X)f(gx) by the left invariance of X .
In particular, for x = e, we have XF (e) = (Adg−1X)f(g). Replacing g with
pt(w) above, we obtain
∇h(f(pt)) = Adp−1t
∫ t
0
Adpsh˙sf(pt)ds (13.1.3)
=
(
Adp−1t
∫ t
0
Adpsh˙sds
)
f(pt) . (13.1.4)
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Notation: In the sequel, we shall denote the map h 7→ ∫ ·0Adpsh˙(s)ds by
θph or by A˜dph as before, depending on the notational convenience.
Definition 13.1.2 If F : CG → IR is a cylindrical function, h ∈ H, we
define
LhF (p) =
d
dλ
F (e(λh)p)|λ=0 (13.1.5)
RhF (p) =
d
dλ
F (pe(λh))|λ=0 , (13.1.6)
where p is a generic point of CG. L is called the left derivative and R is
called the right derivative.
A similar calculation as above gives us
Lhf(pt) = Adp
−1
t htf(pt) (13.1.7)
Rhf(pt) = htf(pt) . (13.1.8)
If F (p) = f(pt1 , · · · , ptn), then
LhF (p) =
n∑
i=1
Adp−1ti hti f(pt1 , · · · , ptn) (13.1.9)
RhF (p) =
n∑
i=1
htif(pt1 , · · · , ptn) (13.1.10)
∇h(F ◦ p(w)) =
n∑
i=1
Adp−1ti (w)θp(w)hti f(pt1 , · · · , ptn)(w) . (13.1.11)
Proposition 13.1.3 Lh is a closable operator on L
p(ν) for any p > 1 and
h ∈ H. Moreover, we have
(LhF )(p(w)) = ∇θ−1
p(w)
(h)(F (p(w))) .
Proof: Suppose that (Fn) is a sequence of cylindrical functions on CG con-
verging to zero in Lp(ν) and that (LhFn) is Cauchy in L
p(ν). Then, from the
formulas (7) and (9), we have
(LhFn)(p(w)) = ∇θ−1
p(w)
(h)(Fn(p(w))) ,
since ∇ is a closed operator on Lp(µ), we have necessarily limn LhFn = 0
ν-almost surely.
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Remark 13.1.4 On the cylindrical functions we have the identity
RhF (p(w)) = ∇m(h)(F (p(w)))
where m(h)t = Adpt(w)
∫ t
0 Adp
−1
s h˙(s)ds, but this process is not absolutely
continuous with respect to t, consequently, in general, the right derivative is
not a closable operator without further hypothesis on the structure of G, we
will come back to this problem later.
Remark 13.1.5 While working with matrix groups (i.e., the linear case) we
can also define all these in an alternative way (cf. also [38])
LhF (p) =
d
dλ
F (eλhp)|λ=0
RhF (p) =
d
dλ
F (p eλh)|λ=0 ,
where eh is defined (pointwise) as eh(t) = eh(t). The advantage of this def-
inition is that the right derivative commutes with the right multiplication
(however, as we will see later the corresponding Radon-Nikodym derivative
is more complicated):
d
dλ
F (p eλh) = RhF (p e
λh) ,
almost surely. Let us also note the following identity which can be easily
verified on the cylindrical functions:
d
dλ
F (pe(λh)) = Rθe(λh)hF (p e(λh)) ,
where θe(h)k ∈ H is defined as
θe(h)k(t) =
∫ t
0
Ades(h)k˙(s)ds .
Remark 13.1.6 On the extended domain of L, we have the identity
LhF ◦ p(w) = ∇θ−1
p(w)
(h)(F ◦ p) (13.1.12)
= (θ−1⋆p(w)∇(F ◦ p), h) (13.1.13)
= (θp(w)∇(F ◦ p), h) (13.1.14)
if we assume that the scalar product of G is invariant with respect to the inner
automorphisms, in which case G becomes of compact type, hence linear, i.e.,
a space of matrices and θp becomes an isometry of H .
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Proposition 13.1.7 If η : CG → H is a measurable random variable, then
we have
(LηF ) ◦ p = ∇θ−1
p(w)
(η◦p)(F ◦ p)
= (θp∇(F ◦ p), η ◦ p) .
Proof: By definition, F ∈ Dom(L) iff F ◦ p ∈ Dom(∇) and in this case
h 7→ LhF induces an H-valued random variable, denoted by LF . Then, for
any complete orthonormal basis (hi, i ∈ IN) of H
LηF ◦ p =
∑
i
LhiF ◦ p(η, hi) ◦ p
=
∑
i
∇θ−1hi(F ◦ p)(η, hi)H ◦ p
=
∑
i
∇θ−1hi(F ◦ p)(θ−1η ◦ p, θ−1hi)H
= ∇θ−1p (η◦p)(F ◦ p)
=
(
θp∇(F ◦ p), η ◦ p
)
H
13.2 The left divergence L⋆
If η : CG → H is a cylindrical random variable and if F is a smooth function
on CG, we have
Eν [LηF ] = Eµ[(LηF ) ◦ p]
= Eµ[∇θ−1(η◦p)(F ◦ p)]
= Eµ[F ◦ p δ(θ−1(η ◦ p))] .
Since L is a closed operator, its adjoint with respect to ν is well-defined and
we have
Eν [LηF ] = Eη[F L
⋆η]
= Eµ[F ◦ p (L⋆η) ◦ p] .
We have
Proposition 13.2.1 The following identity is true:
(L⋆η) ◦ p = δ(θ−1(η ◦ p)) .
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Proof: We have already tested this identity for cylindrical η and F . To
complete the proof it is sufficient to prove that the cylindrical F are dense
in Lp(ν). Then the proof will follow from the closability of L. The density
follows from the fact that (pt; t ∈ [0, 1]) and the Wiener process generate the
same sigma algebra and from the monotone class theorem.
Lemma 13.2.2 Let (Ht, t ∈ [0, 1]) be the filtration (eventually completed)
of the process (pt, t ∈ [0, 1]) and (Ft, t ∈ [0, 1]) be the filtration of the basic
Wiener process. We have
Eν [φ|Ht] ◦ p = Eµ[φ ◦ p|Ft]
µ-almost surely.
Proof: Let f be a smooth function on IRn. Then
Eµ[φ ◦ p f(pt1(w), . . . , ptn(w))] = Eν [φ f(pt1 , . . . , ptn)]
= Eν [Eν [φ|Ht]f(pt1 , . . . , ptn)]
= Eµ[Eν [φ|Ht] ◦ pf(pt1(w), . . . , ptn(w))] ,
since Eν [φ|Ht] ◦ p is Ft-measurable, the proof follows.
If F is a nice random variable on CG and denote by π the optional pro-
jection with respect to (Ft). Using Ito-Clark representation theorem, we
have
F ◦ p = Eµ[F ◦ p] + δ [π∇(F ◦ p)]
= Eν [F ] + δ
[
θpθ
−1
p π∇(F ◦ p)
]
= Eν [F ] + δ
[
θ−1p πθp∇(F ◦ p)
]
= Eν [F ] + δ
[
θ−1p π(LF ◦ p)
]
= Eν [F ] + δ
[
θ−1p (π˜LF ) ◦ p)
]
= Eν [F ] + (L
⋆(π˜LF )) ◦ p
µ-almost surely, where π˜ denotes the optional projection with respect to the
filtration (Ht). Consequently, we have proved the following
Theorem 13.2.3 Suppose that F ∈ Lp(ν), p > 1 such that F ◦ p ∈ Dp,1.
Then we have
F = Eν [F ] + L
⋆π˜LF
ν-almost surely.
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13.3 Ornstein-Uhlenbeck operator and theWiener
chaos
Let F be a nice function on CG, then
(L⋆LF ) ◦ p = L⋆(LF ) ◦ p (13.3.15)
= δ
[
θ−1p (LF ◦ p)
]
(13.3.16)
= δ
[
θ−1θ(∇(F ◦ p))
]
(13.3.17)
= δ∇(F ◦ p) (13.3.18)
= L(F ◦ p) , (13.3.19)
where L = δ∇ is the Ornstein-Uhlenbeck operator on W .
Definition 13.3.1 We denote by K the operator L⋆L and call it the Ornstein-
Uhlenbeck operator on CG.
Let F be a cylindrical function on G, for t ≥ 0, define QtF (p) as
QtF (p(w)) = Pt(F ◦ p)(w) ,
where Pt is the Ornstein-Uhlenbeck semigroup on CG , i.e.,
Ptf(w) =
∫
CG
f(e−tw +
√
1− e−2ty)µ(dy) .
Then it is easy to see that
d
dt
QtF (p)|t=0 = −KF (p) .
Hence we can define the spaces of distributions, verify Meyer inequalities,
etc. , as in the flat case (cf. [72]): Let φ be an equivalence class of random
variables on (CG, ν) with values in some separable Hilbert space X . For
q > 1, k ∈ IN, we will say that φ is in Sq,k(X), if there exists a sequence of
cylindrical functions (φn) which converges to φ in L
q(ν,X) such that (φn ◦p)
is Cauchy in IDq,k(X). For X = IR, we write simply Sq,k instead of Sq,k(IR).
We denote by S(X) the projective limit of the spaces (Sq,k; q > 1, k ∈ IN).
Using Meyer inequalities and the fact that w 7→ p(w) is smooth in the Sobolev
sense, we can show easily that, for q > 1, k ∈ Z
1. the left derivative L possesses a continuous extension from Sq,k(X) into
S−q,k−1(X ⊗H), where
S−q,k(X) =
⋃
ǫ>0
Sq−ǫ,k(X) .
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2. L∗ has a continuous extension as a map from Sq,k(X⊗H) into S−q,k−1(X).
3. Consequently L maps S(X) continuously into S(X ⊗H) and L∗ maps
S(X ⊗H) continuously into S(X).
4. By duality, L and L∗ have continuous extensions, respectively, from
S ′(X) to S ′(X ⊗H) and from S ′(X ⊗H) to S ′(X).
We can now state the 0− 1 law as a corollary:
Proposition 13.3.2 Let A ∈ B(CG) such that A = e(h)A ν-almost surely
for any h ∈ H, then ν(A) = 0 or 1.
Proof: It is easy to see that Lh1A = 0 (in the sense of the distributions) for
any h ∈ H , hence, from Theorem 6.1.5, we obtain
1A = ν(A)
almost surely.
Using the calculations above we obtain
Proposition 13.3.3 We have the following identity:
Ln(F ◦ p) = (KnF ) ◦ p
µ-almost surely.
Notation: In the sequel we will denote by τ the operator θp(w) whenever
p(w) is replaced by the generic trajectory p of CG.
Let F be a cylindrical function on CG. We know that
F ◦ p = Eµ[F ◦ p] +
∞∑
i=1
1
n!
δnEµ[∇n(F ◦ p)] .
On the other hand
∇(F ◦ p) = θ−1(LF ◦ p) = (τ−1LF ) ◦ p
µ-almost surely. Iterating this identity, we obtain
∇n(F ◦ p) = ((τ−1L)nF ) ◦ p .
Therefore
Eµ[∇n(F ◦ p)] = Eµ[((τ−1L)nF ) ◦ p] (13.3.20)
= Eν [(τ
−1L)nF ] . (13.3.21)
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On the other hand, for K in H⊗ˆn (i.e., the symmetric tensor product), we
have
Eµ[δ
nKH ◦ p] = Eµ [(K,∇n(H ◦ p))n]
= Eµ
[
(K, ((τ−1L)nH) ◦ p)n
]
= Eν
[
(K, (τ−1L)nH)n
]
= Eν [(L
⋆τ)nKH ]
= Eµ [((L
⋆τ)nK) ◦ pH ◦ p] ,
for any cylindrical function H on CG, where (·, ·)n denotes the scalar product
in H⊗ˆn. We have proved the identity
δnK = ((L⋆τ)nK) ◦ p ,
consequently the following Wiener decomposition holds:
Theorem 13.3.4 For any F ∈ L2(ν), one has
F = Eν [F ] +
∞∑
n=1
1
n!
(L⋆τ)n
(
Eν [(τ
−1L)nF ]
)
where the sum converges in L2.
The Ito-Clark representation theorem suggests us a second kind of Wiener
chaos decomposition. First we need the following:
Lemma 13.3.5 The set
Ψ =
{
exp
(
L⋆h− 1
2
|h|2H
)
; h ∈ H
}
is dense in Lp(ν) for any p ≥ 1.
Proof: We have
L⋆h ◦ p = δ(θ−1p(w)h)
=
∫ 1
0
(Adp−1s h˙(s), dWs)
=
∫ 1
0
(h˙(s),AdpsdWs) .
By Paul Le´vy’s theorem, t 7→ Bt = ∫ t0 AdpsdWs defines a Brownian motion.
Hence, to prove the lemma, it suffices to show that W and B generate the
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same filtration. To see this, note that the process (pt) satisfies the following
stochastic differential equation:
df(pt) = Hif(pt) dW
i
t ,
(f ∈ C∞(G)), replacing dWt by AdptdBt we obtain
df(pt) = Adp
−1
t Hif(pt) dB
i
t .
Since everything is smooth, we see that p(w) is measurable with respect to
the filtration of B. But we know that the filtrations of p and W are equal
from the lemma 13.2.2.
Remark 13.3.6 Using the Brownian motion Bt defined above we can also
represent the Wiener functionals, this gives another Wiener chaos decompo-
sition.
13.4 Some useful formulea
Let us first recall the variation of constant method for matrix-valued equa-
tions:
Lemma 13.4.1 The solution of the equation
βt(h) = Φt +
∫ t
0
βs(h)h˙(s)ds
is given by
βt(h) = Φ0 +
(∫ t
0
d
ds
Φses(h)
−1ds
)
et(h) .
Corollary 13.4.2 We have
d
dλ
et(λh) =
(∫ t
0
Ades(λh)h˙(s)ds
)
et(λh) (13.4.22)
= (θe(λh)h)(t)et(λh) . (13.4.23)
Corollary 13.4.3 We have
d
dλ
Adet(λh)k˙t =
[∫ t
0
Ades(λh)h˙sds,Adet(λh)k˙t
]
.
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Corollary 13.4.4 We have
d
dλ
Ade−1t (λh)k˙t = −Ade−1t (λh)
[∫ t
0
Ades(λh)h˙sds, k˙t
]
.
Proof: Since AdeAde−1 = I, we have
0 =
d
dλ
Adet(λh)Ade
−1
t (λh)k˙t
=
(
d
dλ
Adet(λh)
)
Ade−1t (λh)k˙t +Adet(λh)
d
dλ
Ade−1t (λh)k˙t ,
hence
d
dλ
Ade−1t (λh)k˙t = −Ade−1t (λh)
(
d
dλ
Adet(λh)
)
Ade−1t (λh)k˙t
= −Ade−1t (λh)
[∫ t
0
Ades(λh)h˙sds,Adet(λh)Ade
−1
t (λh)k˙t
]
= −Ade−1t (λh)
[∫ t
0
Ades(λh)h˙sds, k˙t
]
.
In further calculations we shall need to control the terms like
|Ade−1t (v)h˙t −Ade−1t (α)h˙t|G .
For this, we have
Ade−1t (v)h˙t − Ade−1t (α)h˙t =
∫ 1
0
d
dλ
Ade−1t (λv + (1− λ)α)h˙tdλ
=
∫ 1
0
d
dλ
Ade−1t (λ(v − α) + α)h˙tdλ .
From the Corollary 6.3, we have
d
dλ
Ade−1t (λ(v − α) + α)h˙t =
−Ade−1t (λ(v − α) + α)
[∫ t
0
Ades(λ(v − α) + α)(v˙s − α˙s)ds, h˙t
]
.
Therefore
|Ade−1t (v)h˙t −Ade−1t (α)h˙t|G ≤∫ 1
0
∣∣∣∣[∫ t
0
Ades(λ(v − α) + α)(v˙s − α˙s)ds, h˙t
]∣∣∣∣G dλ .
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Now we need to control the G-norm of the Lie brackets: for this we introduce
some notations: let (ei) be a complete, orthonormal basis of G. Since [ei, ej ] ∈
G we should have
[ei, ej ] =
n∑
k=1
γkijek .
For h, k ∈ G,
[h, k] =
[∑
i
hiei,
∑
i
kiei
]
=
∑
i,j
hikj[ei, ej ]
=
∑
i,j,k
hikjγ
k
i,j .
Consequently
|[h, k]|2G =
∑
l
∑
i,j
hikjγ
l
ij
2
≤ ∑
l
∑
i,j
h2i k
2
j
∑
i,j
(γlij)
2

=
∑
l
|h|2G|k|2G|γl|22
= |h|2G|k|2G
∑
l
|γl|22 ,
where | · |2 refers to the Hilbert-Schmidt norm on G. Although this is well-
known, let us announce the above result as a lemma for later reference:
Lemma 13.4.5 For any h, k ∈ G, we have
|[h, k]|G ≤ |h|G|k|G
(∑
l
|γl|22
)1/2
.
We have also the immediate consequence
Lemma 13.4.6 For any h, k ∈ H
∣∣∣Ade−1t (v)h˙t −Ade−1t (α)h˙t∣∣∣G ≤ ‖γ‖2|h˙t|G
∫ t
0
|v˙s − α˙s|Gds,
where ‖γ‖22 =
∑ |γl|22.
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Lemma 13.4.7 We have
d
dλ
φ(e(λh)p) =
(
Lφ(e(λh)p), A˜de(λh)h
)
H
.
Proof: We have
et(ah)et(bh) = et(aA˜de
−1(bh)h + bh) ,
hence
et(ah + bh) = et(aA˜de
−1(bh)h)et(bh)
= et(bA˜de
−1(ah)h)et(ah) ,
therefore
et((λ+ µ)h) = et(µA˜de(λh)h)et(λh) ,
which gives
d
dλ
φ(e(λh)p) =
(
Lφ(e(λh)p), A˜de(λh)h
)
H
.
13.5 Right derivative
Recall that we have defined
Rhφ(p) =
d
dλ
φ(p e(λh))|λ=0 .
Since G consists of left invariant vector fields, we have, using the global
notations :
Rhf(pt) = (htf)(pt) ,
where htf is the function obtained by applying the vector field ht to the
smooth function f . The following is straightforward:
Lemma 13.5.1 We have
pt(w)et(h) = pt
(∫ ·
0
Ade−1s (h)dWs + h
)
,
where et(h) for h ∈ H is defined in (13.1.1).
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Lemma 13.5.2 We have
Eµ[RhF ◦ p] = Eµ[F ◦ p
∫ 1
0
h˙sdWs] ,
for any cylindrical function F .
Proof: From the Lemma 13.5.1, pt(w)et(λh) = pt(λh +
∫ ·
0Ade
−1
s (λh)dWs).
Since
∫ ·
0Ade
−1
s (λh)dWs is a Brownian motion, it follows from the Girsanov
theorem that
E
[
F (p(w)e(λh)) exp
{
−λ
∫ 1
0
(h˙s,Ade
−1
s (λh)dWs)−
λ2
2
|h|2H
}]
= E[F ] ,
differentiating at λ = 0 gives the result.
Definition 13.5.3 For h ∈ H and F smooth, define
• QhF (w) by
QhF (w) = F
(∫ ·
0
Ade−1s (h)dWs
)
,
note that since
∫ ·
0Ade
−1
s (h)dWs is a Brownian motion, the composition
of it with F is well-defined.
• And
XhF (w) =
d
dλ
QλhF (w)
∣∣∣∣∣
λ=0
.
Example 13.5.4 Let us see how the derivation operator Xh operates on the
simple functional F = exp δk, k ∈ H : we have
QλhF = exp
∫ 1
0
(k˙s,Ade
−1
s (λh)dWs)
= exp
∫ 1
0
(Ades(λh)k˙s, dWs) ,
hence
Xhe
δk = eδk
∫ 1
0
(
[h(s), k˙s], dWs
)
.
Proposition 13.5.5 We have the following identity:
(RhF ) ◦ p = ∇h(F ◦ p) +Xh(F ◦ p) ,
for any F : CG → IR smooth. In particular, Rh and Xh are closable operators.
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Remark 13.5.6 From the above definition, we see that
(R2h)
⋆1 = δ2h⊗2 −
∫ 1
0
(
[hs, h˙s], dWs
)
.
Hence R⋆n does not give the pure chaos but mixes them with those of lower
order. Here enters the notion of universal envelopping algebra.
Notation : For h ∈ H , we will denote by a˜dh the linear operator on H
defined as
a˜dh(k)(t) =
∫ t
0
[h(s), k˙(s)] ds .
Remark 13.5.7 Suppose that Rhδk = 0, i.e.,
(h, k) +
∫ 1
0
[hs, k˙s] · dWs = 0 .
Then (h, k) = 0 and [h(t), k˙(t)] = 0 dt-almost surely. Hence this gives more
information than the independence of δh and δk.
Remark 13.5.8 Suppose that RhF = 0 a.s. for any h ∈ H . Then we have,
denoting F =
∑
In(fn), RhF = 0 implies
nfn(h) + dΓ(a˜dh)fn−1 = 0 , k ∈ H .
Since f1 = 0 (this follows from E[RhF ] = E[∇hF ] = 0), we find that fn(h) =
0 for any h ∈ H , hence fn = 0, and F is a constant.
Remark 13.5.9 If XhF = 0 for any h ∈ H , we find that
dΓ(a˜dh)fn = 0
for any h ∈ H and for any n. Therefore fn’s take their values in the tensor
spaces constructed from the center of G.
Recall that in the case of an abstract Wiener space, if A is a deterministic
operator on the Cameron-Martin space H , then the operator dΓ(A) is defined
on the Fock as
dΓ(A)φ =
d
dt
Γ(etA)φ|t=0
for any cylindrical Wiener functional φ. We will need the following result
which is well-known in the Quantum Field Theory folklore:
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Lemma 13.5.10 Suppose that A is a skew-symmetric operator on H (i.e.,
A+ A∗ = 0). Then we have
dΓ(A)φ = δA∇φ ,
for any φ ∈ ∪p>1Dp,2.
Proof: By a density argument, it is sufficient to prove the identity for the
functionals φ = exp[δh− 1/2|h|2H] , h ∈ H . In this case we have
Γ(etA)φ = exp
{
δetAh− 1
2
|etAh|2H
}
= exp
{
δetAh− 1
2
|h|2H
}
where the last equality follows from the fact that etA is an isometry of H .
Hence, by differentiation, we obtain
dΓ(A)φ = δ(Ah)φ .
On the other hand
δA∇φ = δ
[
Ah eδh−
1
2
|h|2H
]
= [δ(Ah)− (Ah, h)H ] eδh− 12 |h|2H
= δ(Ah)eδh−
1
2
|h|2H ,
since (Ah, h)H = 0.
As a corollary, we have
Corollary 13.5.11 For any cylindrical function F on (CG , H, µ), we have
the following commutation relation:
[∇h, Xk]F = −∇a˜dk(h)F ,
where h, k ∈ H.
We have also
Proposition 13.5.12 Let φ be a cylindrical function on (CG, H, µ) and h ∈
H. We have
Eµ[(Xhφ)
2] ≤ ‖γ‖22|h|2HE
{
|∇φ|2H + ‖∇2φ‖22
}
,
where γ is the structure constant of G and ‖ · ‖2 denotes the Hilbert-Schmidt
norm of H ⊗H.
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Proof: From Lemma 13.5.10, we have Xhφ = δ
(
a˜dh(∇φ)
)
. Hence
E
[
(Xhφ)
2
]
= E[|a˜dh∇φ|2H] + E
[
trace
(
∇a˜dh∇φ
)2]
.
From Lemma 13.4.5, we have∣∣∣a˜dh∇φ∣∣∣2
H
≤ ‖γ‖22|h|2H |∇φ|2H
and ∣∣∣∣trace (∇a˜dh∇φ)2∣∣∣∣ ≤ ‖γ‖22|h|2H‖∇2φ‖22 .
Suppose that u ∈ D(H) and define XuF , where F is a cylindrical function
on CG , as δa˜du∇F . Then using similar calculations, we see that
Corollary 13.5.13 We have the following majoration:
E[|XuF |2] ≤ ‖γ‖2E
[
|u|2H|∇F |2H
]
+ 2‖γ‖2E
[
|u|2H‖∇2F‖22 + ‖∇u‖22|∇F |2H
]
.
13.6 Quasi-invariance
Let γt be a curve in G such that t 7→ γt is absolutely continuous. We can
write it as
dγt = γ˙tdt
= γtγ
−1
t γ˙tdt
Hence γt = et(
∫ ·
0 γ
−1
s γ˙sds) provided
∫ 1
0 |γ−1t γ˙t|2dt <∞. Under these hypoth-
esis, we have
γt pt(w) = pt
(
w +
∫ ·
0
Adp−1s (w)(γ
−1
s γ˙s)ds
)
.
For any cylindrical φ : G→ IR, we have
Eν [φ(γ p) Jγ] = Eν [φ]
where
Jγ ◦ p(w) = exp
{
−
∫ 1
0
(Adp−1s (γ
−1
s γ˙s), dWs)−
1
2
∫ 1
0
|γ−1s γ˙s|2ds
}
.
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Similarly
pt(w)γt = pt
(∫ ·
0
Adγ−1s dWs +
∫ ·
0
γ−1s γ˙sds
)
,
hence
Eν [φ(p γ)Kγ] = Eν [φ]
where
Kγ ◦ p(w) = exp
{
−
∫ 1
0
(γ−1s γ˙s,Adγ
−1
s dWs)−
1
2
∫ 1
0
|γ−1s γ˙s|2ds
}
= exp
{
−
∫ 1
0
(γ˙sγ
−1
s , dWs)−
1
2
∫ 1
0
|γ−1s γ˙s|2ds
}
. (13.6.24)
As an application of these results, let us choose γ = eh and denote by Kh
the Radon-Nikodym density defined by
Eν [F (pe
h)] = E[F Kh] .
Since λ 7→ Kλh is analytic, from Remark 13.1.5, for smooth, cylindrical F ,
we have
E[F (p eλh)] =
∞∑
n=0
λn
n!
E[RnhF (p)]
=
∞∑
n=0
λn
n!
E[F (p)Rn⋆h 1] ,
hence we have the identity
Kλh =
∞∑
n=0
λn
n!
Rn⋆h 1 .
Let us now choose F (p) of the form f(p1), where f is a smooth function on
G. Then
E[f(p1e
λh(1))] =
∞∑
n=0
λn
n!
E[Rnhf(p1)]
=
∞∑
n=0
λn
n!
E[h(1)nf(p1)] .
Let q(x)dx be the law of p1 where dx is the right invariant Haar measure on
G. Then
E[h(1)nf(p1)] =
∫
G
h(1)nf(x) q(x)dx
= (−1)n
∫
G
f(x)
h(1)nq(x)
q(x)
q(x)dx .
Hence we have proved
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Proposition 13.6.1 We have the following identity:
Eν [Kh|p1 = x] =
∞∑
n=0
(−1)n
n!
h(1)nq(x)
q(x)
,
for all x ∈ G. In particular, if h(1) = 0 then
Eν [Kh|p1 = x] = 1
for all x ∈ G.
Proof: The only claim to be justified is “all x” instead of almost all x. This
follows from the fact that x 7→ Eν [Kh|p1 = x] is continuous due to the non-
degeneracy of the random variable p1 in the sense of the Malliavin calculus.
Although the analogue of the following result is obvious in the flat case, in
the case of the Lie groups, the proof requires more work:
Proposition 13.6.2 The span of {Kh; h ∈ H} is dense in Lr(ν) for any
r > 1.
Proof: Let us denote by Θ the span of the set of the densities. Suppose that
F ∈ Ls with Eν [F ] = 0, where s is the conjugate of r, is orthogonal to Θ. In
the sequel we shall denote again by F the random variable defined as w 7→
F ◦ p(w). From the orthogonality hypothesis, we have E[RnhF ] = 0 for any
h ∈ H and n ∈ IN ( we have not made any differentiability hypothesis about
F since all these calculations are interpreted in the distributional sense). For
n = 1, this gives
0 = Eµ[∇hF +XhF ]
= Eµ[∇hF ] ,
since Xh +X
∗
h = 0. For n = 2
0 = Eµ[R
2
hF ]
= Eµ[∇2hF +Xh∇hF +∇hXhF +X2hF ]
= Eµ[∇2hF ] + Eµ[∇hXhF ] .
Also we have from the calculations of the first order
Eµ[∇hXhF ] = Eµ[XhFδh]
= −Eµ[Fδ(a˜dh(h))]
= −Eµ[(∇F, a˜dh(h))H ]
= 0 .
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By polarization, we deduce that, as a tensor in H⊗, Eµ[∇2F ] = 0. Suppose
now that Eµ[∇iF ] = 0 for i ≤ n. We have
Eµ[R
n+1
h F ] = Eµ[∇n+1h F ] + supplementary terms .
Between these supplementary terms, those who begin with Xh or its powers
have automatically zero expectation. We can show via induction hypothesis
that the others are also null. For instance let us take the term Eµ[∇hXnhF ]:
Eµ [∇hXnhF ] = Eµ[XnhF δh]
= (−1)nEµ[F δ((a˜dh)nh)]
= 0 ,
the other terms can be treated similarly.
We shall apply these results to the loop measure by choosing a special
form of γ. Let us first explain the strategy: replace in the above expressions
the random variable φ(p(w)) by φ ◦ p(w)f(p1(w)). Then we have
•
Eµ
[
φ(γp(w)) f(γ(1)p1)Jγ ◦ p(w)
]
= Eµ [φ ◦ p(w)f(p1(w))]
and
•
Eµ
[
φ(p(w)γ) f(p1γ(1))Kγ ◦ p(w)
]
= Eµ[φ ◦ p(w)f(p1(w))] .
We shall proceed as follows: let f : G→ IR be a smooth cylindrical function.
Replace in the above expressions the map φ ◦ p by φ ◦ p f(p1(w)) where f is
a smooth function on G. Then we have on the one hand
Eν [φ(γp) f(γ(1)p1) Jγ] = Eν [φ(p) f(p1)] (13.6.25)
and on the other hand
Eν [φ(pγ) f(p1γ(1))Kγ] = Eν [φ(p) f(p1)] . (13.6.26)
Choose γ such that γ(1) = e (i.e., the identity of G). Hence (13.6.25) becomes
Eν [φ(γp) f(p1) Jγ] = E[φ(p) f(p1)] ,
therefore∫
G
Eν
[
φ(γp)Jγ(p)
∣∣∣p1 = x] f(x)q1(x)dx = ∫
G
Eν
[
φ(p)
∣∣∣p1 = x] f(x)q1(x)dx ,
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where dx is the Haar measure on G and q1 is the density of the law of p1 with
respect to Haar measure which is smooth and strictly positive. Consequently
we obtain
Eν
[
φ(γp)Jγ(p)
∣∣∣p1 = x] = Eν[φ(p)∣∣∣p1 = x] .
Since both sides are continuous with respect to x, this equality holds every-
where. We obtain a similar result also for the right perturbation using the
relation (13.6.26).
A natural candidate for γ for the loop measure based at e, i.e., for the
measure Eν [ · |p1 = e] which we will denote by E1, would be
γt(h) = et(h)e
−1
1 (th) .
From the calculations of the sixth section, we have
γ˙t(h) = et(h)[h˙te
−1
1 (th)− e−11 (th)(θe(th)h)(1)] .
Hence
Lemma 13.6.3 For γt(h) = et(h)e
−1
1 (th), we have
γ−1t (h)γ˙t(h) = Ade1(th)h˙t − (θe(th)h)(1) .
In this case Jγ becomes
Jγ ◦ p = exp −
∫ 1
0
(
Adp−1s [Ade1(sh)h˙s − (θe(sh)h)(1)], dWs
)
exp − 1
2
∫ 1
0
|Ade1(sh)h˙s − (θe(sh)h)(1)|2ds .
For Kγ we have
Adγt(γ
−1
t γ˙t) = γ˙tγ
−1
t
= Adet(h)h˙t − Ad(et(h)e−11 (th))(θe(th)h)(1) .
Since | · | is Ad-invariant, we have
Kγ ◦ p = exp −
∫ 1
0
(
Adet(h)h˙t − Ad(et(h)e−11 (th))(θe(th)h(1)), dWt
)
exp −
∫ 1
0
|h˙t −Ade−11 (th)(θe(th)h(1))|2dt .
Remark 13.6.4 Note that γ as chosen above satisfies the following differ-
ential equation:
γ˙t = γt(h)[Ade1(th)h˙t − θe(th)h(1)] .
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Let us calculate
d
dλ
φ(pγ(λh))|λ=0 and d
dλ
φ(γ(λh)p)|λ=0
for cylindrical φ. Denote by P0 : H → H0 the orthogonal projection defined
by
P0h(t) = h(t)− th(1) .
Then it is easy to see that
d
dλ
φ(γ(λh)p)|λ=0 = LP0hφ(p)
and
d
dλ
φ(pγ(λh))|λ=0 = RP0hφ(p) .
Moreover, we have
d
dλ
Jγ(λh)(p(w))|λ=0 = −
∫ 1
0
(
Adp−1s (w)(h˙s − h(1)), dWs
)
and
d
dλ
Kγ(λh)(p)|λ=0 = −
∫ 1
0
(
h˙s − h(1), dWs
)
Consequently we have proven
Theorem 13.6.5 For any cylindrical function φ on the loop space of G, we
have
E1[LP0hφ] = E1[φL
⋆P0h]
and
E1[RP0hφ] = E1[φ δP0h]
for any h ∈ H. In particular, the operators LP0h and RP0h are closable on
Lp(ν1) for any p > 1.
Before closing this section let us give a result of L. Gross (cf. [38]):
Lemma 13.6.6 For α < 1 the measure ν(· |p(1) = e) is equivalent to ν on
(CG,Hα) and for any Hα-measurable random variable F , we have
Eν [F |p(1) = e] = Eν
[
F
q1−α(pα, e)
q1(e, e)
]
,
where qt is the density of the law of pt with respect to the Haar measure.
222 Stochastic Analysis on Lie Groups
Proof: Without loss of generality we can suppose that F is a continuous and
bounded function on CG. Let g be a nice function on G, from the Markov
property, it follows that
Eν [F g(p(1))] = E
[
F
∫
G
q1−α(pα, y)g(y)dy
]
.
On the other hand, from the disintegration of measures, we have
Eν [F g(p(1))] =
∫
G
Eν [F |p(1) = y]g(y)q1(e, y)dy .
Equating both sides gives
Eν [F |p(1) = y] = 1
q1(e, y)
Eν [F q1−α(pα, y)]
dy-almost surely. Since both sides are continuous in y the result follows if
we put y = e.
Remark 13.6.7 Note that we have the following identity:
Eν [F (p)|p(1) = e] = Eµ[F ◦ p(w)|p1(w) = e]
for any cylindrical function F on CG.
13.7 Anticipative transformations
In this section we shall study the absolute continuity of the measures which
are defined as the image of ν under the mappings which are defined as the left
multiplication of the path p with the exponentials of anticipative G-valued
processes. To be able to use the results of the flat case we need to extend
the Campbell-Baker-Hausdorff formula to this case. We begin by recalling
the following
Definition 13.7.1 Let (W,H, µ) be an abstract Wiener space. A random
variable F defined on this space is said to be of class Rpα,k if F ∈ Dq,r for
some q > 1, r ≥ 1 and
sup
|h|H≤α
|∇kF (w + h)| ∈ Lp(µ) .
• If p = 0, we write F ∈ R0α,k ,
Anticipative Transformations 223
• We write F ∈ Rp∞,k if the above condition holds for any α > 0, and
F ∈ Rp∞,∞ if F ∈ Rp∞,k for any k ∈ IN.
• Finally, we say that F ∈ R(∞) if F ∈ Rp∞,∞ for any p > 1.
Remark 13.7.2 The importance of this class is easy to realize: suppose
that u is an H-valued random variable, and let F ∈ R0∞,∞. If (un) is a
sequence of random variables of the form
∑
i<∞ hi1Ai converging in prob-
ability to u, with Ai ∩ Aj = ∅ for i 6= j, hi ∈ H , then we can define
F (w + un(w)) as
∑
F (w + hi)1Ai(w) and evidently the sequence (F ◦ Tn)
converges in probability, where Tn = IW + un. Furthermore, the limit is in-
dependent of the particular choice of the elements of the equivalence class of
u. Moreover, if we choose a sequence approximating F as Fn = E[P1/nF |Vn],
where (hn) is a complete basis of H , Vn is the sigma algebra generated by
δh1, · · · , δhn and P1/n is the Ornstein-Uhlenbeck semigroup at t = 1/n, then
supn sup|h|≤α |∇kFn(w + h)| < ∞ almost surely for any α > 0, k ∈ IN, and
we can show, using an equicontinuity argument (cf. [101]) that the limit of
(F ◦ Tn) is measurable with respect to the sigma algebra of T = IW + u.
Lemma 13.7.3 For any t ≥ 0, the random variable w 7→ pt(w) belongs
to the class R(∞). Consequently, for any H-valued random variable u, the
random variable w 7→ pt(w + u(w)) is well-defined and it is independent of
the choice of the elements of the equivalence class of u.
Proof: In fact in [101], p.175, it has been proven that any diffusion with
smooth coefficients of compact support belongs to R0∞,∞. In our particular
case it is easy to see that
sup
|h|H≤α
‖∇kpt(w + h)‖ ∈ ∩pLp(µ)
for any α > 0 and k, n ∈ IN, where ‖·‖ is the Euclidean norm onM(IRn)⊗H⊗k
and M(IRn) denotes the space of linear operators on IRn.
Lemma 13.7.4 Suppose that ξ ∈ Rα∞,∞(H) ∩ D(H), and δξ ∈ Rα∞,∞ and
that u ∈ D(H) with |u|H ≤ a ≤ α almost surely. Denote by T the mapping
IW + u, then we have
(δξ) ◦ T = δ(ξ ◦ T ) + (ξ ◦ T, u)H + trace(∇ξ ◦ T · ∇u) ,
almost surely.
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Proof: Let (ei) be a complete, orthonormal basis in H , denote by Vk the
sigma algebra generated by {δe1, · · · , δek}, by πk the orthogonal projection
of H onto the vector space generated by {e1, · · · , ek}. Let un be defined as
E[πnP1/nu|Vn], then |un|H ≤ a almost surely again. From the finite dimen-
sional Sobolev injection theorem one can show that the map φ 7→ φ ◦ Tn is
continuous from D into itself and we have
∇(φ ◦ Tn) = (I +∇un)∗∇φ ◦ Tn
(cf. [101]). For ξ as above, it is not difficult to show the claimed identity,
beginning first with a cylindrical ξ then passing to the limit with the help of
the continuity of the map φ 7→ φ ◦ Tn. To pass to the limit with respect to
n, note that we have
|δξ ◦ Tn − δξ ◦ T | ≤ sup
|h|H≤α
|∇δξ(w + h)|H |un(w)− u(w)|H ,
and, from the hypothesis, this sequence converges to zero in all the Lp spaces.
For the other terms we proceed similarly.
Theorem 13.7.5 Let u be in Dq,1(H) for some q > 1, then we have
pt ◦ T (w) = et(θpu)pt(w) ,
where et(θpu) is the solution of the ordinary differential equation given by
e˙t = etAdptu˙t.
Proof: Suppose first that u is also bounded. From Lemma 13.7.3, pt belongs
to R(∞) hence the same thing is also true for the Stratonovitch integral∫ t
0 psdWs. We can write the Stratonovitch integral as the sum of the Ito
integral of ps plus
1
2
∫ t
0 Cpsds, where C denotes the Casimir operator (cf. [25]).
Since supr≤t |er(θph)| ≤ exp t|h|H , t 7→ pt ◦ T is almost surely continuous.
Moreover, it is not difficult to see that
∫ t
0 Cpsds is in R(∞). Hence we can
commute the Lebesgue integral with the composition with T . Consequently
we have, using Lemma 13.7.4,(∫ t
0
psdWs
)
◦ T =
∫ t
0
ps ◦ T δWs +
∫ t
0
1
2
Cps ◦ T ds
+
∫ t
0
ps ◦ T u˙sds
+
∫ t
0
∫ s
0
(Drps) ◦ T Dsu˙rdrds
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where δWs denotes the Skorohod integral and Dsφ is the notation for the
Lebesgue density of the H-valued random variable ∇φ. We can write this
expression simply as(∫ t
0
psdWs
)
◦ T =
∫ t
0
ps ◦ Td◦Ws +
∫ t
0
ps ◦ T u˙sds ,
where d◦Ws represents the anticipative Stratonovitch integral, i.e., we add
the trace term to the divergence, whenever it is well-defined. Therefore we
obtain the relation
pt ◦ T = e+
∫ t
0
ps ◦ Td◦Ws +
∫ t
0
ps ◦ T u˙sds .
Let us now develop et(θpu)pt(w) using the Ito formula for anticipative pro-
cesses (cf. [90]):
et(θpu)pt(w) = e+
∫ t
0
es(θpu)ps(w)d
◦Ws +
∫ t
0
es(θpu)Adpsu˙spsds
= e+
∫ t
0
es(θpu)ps(w)d
◦Ws +
∫ t
0
es(θpu)psu˙sds .
Hence, both pt ◦ T and et(θpu)pt satisfy the same anticipative stochastic
differential equation with the obvious unique solution, therefore the proof is
completed for the case where u is bounded. To get rid of the boundedness
hypothesis, let (un) be a sequence in Dq,1(H) converging to u (with respect
to (q, 1)-Sobolev norm) such that |un|H ≤ 2n + 1 and un = u on the set
{w : |u(w)|H ≤ n}. Then from the bounded case, we have pt(w + un(w)) =
et(θpun)(w)pt(w) almost surely. Moreover both sides of this equality converge
in probability respectively to pt ◦T and et(θpu)pt and the proof is completed.
The following results now follow immediately from the flat case and The-
orem 13.7.5: using the change of variable formula for the anticipative shifts
on the abstract Wiener spaces (cf. [94]), we can prove
Theorem 13.7.6 Suppose that u : CG → H be a random variable such that
1. ‖Lu‖L∞(ν,H⊗H) <∞,
2. ‖ ‖Lu‖op ‖L∞(ν) ≤ c < 1, where c is a fixed constant.
Then we have
Eν [F (e(θpu(p))p) |Ju|] = Eν [F ]
for any F ∈ Cb(CG), where
Ju = det2(IH + θ
−1
p Lu) exp−L⋆(θpu)−
1
2
|u|2 .
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Proof: Let us denote by u′(w) the random variable u ◦ p which is defined on
W = C([0, 1],G). From Campbell-Baker-Hausdorff formula, we have
p(w + u′(w)) = e(θp(w)u
′(w))p(w)
(in fact here we are dealing with anticipative processes but the calculations
go as if the things were adapted thanks to the Stratonovitch integral which
defines the trajectory p). We know from [94] that
Eµ[F (p(w + u
′(w)) |Λu′|] = Eµ[F (p(w))]
where
Λu′ = det2(IH +∇u′(w)) exp−δu′ − 1
2
|u′|2 .
To complete the proof it suffices to remark that
∇u′(w) = ∇(u ◦ p(w))
= θ−1p Lu ◦ p(w)
δu′(w) = δ(u ◦ p)(w)
= L⋆(θp u) ◦ p(w) .
We shall observe first the based loop space case. We need the following
notations: if γ(t) is an absolutely continuous curve with values in G, we
denote by κ(γ) the curve with values in G defined by
κ(γ)t =
∫ t
0
γ−1s γ˙sds ,
where we use, as before, the matrix notation.
Theorem 13.7.7 Suppose that γ : [0, 1] × CG → G be a random variable
which is absolutely continuous with respect to dt and that γ(0) = γ(1) = e,
where e denotes the unit element of G. Suppose moreover that
1. ‖Lθ−1p κ(γ)‖L∞(ν,H⊗H) <∞,
2. ‖ ‖Lθ−1p κ(γ)‖op‖L∞(ν) ≤ c < 1,
3. Jγ ∈ Sr,1 for some r > 1, where Sr,1 is the Sobolev space on CG which
consists of the completion of the cylindrical functionals with respect to
the norm ‖φ‖r,1 = ‖φ‖Lr(ν) + ‖Lφ‖Lr(ν,H).
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Then we have
E1 [F (γ(p)p) |Jγ|] = E1[F ]
for any F ∈ Cb(CG), where
Jγ = det2(IH + θ
−1
p Lθ
−1
p κ(γ)) exp
{
−L⋆κ(γ)− 1
2
|κ(γ)|2
}
.
Proof: It is sufficient to take u = θ−1p κ(γ) in the preceding theorem and then
apply the usual conditioning trick to obtain
Eν [F (γ(p)p)|Jγ||p(1) = y] = Eν [F |p(1) = y]
dy-almost surely. Note that by the hypothesis, there is some q > 1 such that
Jγ ◦ p belongs to the Sobolev space IDq,1 and εe ◦ p(1) (εe denotes the Dirac
measure at e) belongs to
⋂
s IDs,−1 (cf. [103]), hence both sides of the above
equality are continuous with respect to y and the proof follows.
13.7.1 Degree type results
In this section we will give some straight-forward applications of the measure
theoretic degree theorem on the flat Wiener space to the path and loop spaces
on the Lie group G. The following theorem is a direct consequence of the
results of the preceding section and the degree theory in the flat case (cf.
[97, 98], [101] and Theorem 9.5.6):
Theorem 13.7.8 Let γ : [0, 1] × CG → G be a random variable which is
absolutely continuous with respect to dt and that γ(0) = e. Suppose moreover
that, for some a > 0,
1. Jγ ∈ L1+a(ν),
2. Jγ
(
IH + θ
−1
p Lθ
−1
p κ(γ)
)
h ∈ L1+a(ν), for any h ∈ H,
3. κ(γ) ∈ Sr,2(H), for some r > 1+aa , where Sr,2 is the Sobolev space of
H-valued functionals as defined before.
Then we have
Eν [F (γ(p)p)Jγ] = Eν [F ]Eν [Jγ ] ,
for any F ∈ Cb(CG).
The following is a consequence of Theorem 3.2 of [98]:
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Proposition 13.7.9 Suppose that κ(γ) ∈ Sq,1(H) for some q > 1 and that
exp
(
−L∗θ−1p κ(γ) + 1/2‖Lθ−1p κ(γ)‖22
)
∈ L1+b(ν) ,
for some b > 1. Then
Eν [Jγ ] = 1 .
Let us look at the loop space case:
Proposition 13.7.10 Let γ be as in Theorem 13.7.8, with γ(1) = e and
suppose moreover that Jγ ∈ Sc,1, for some c > 1. Then
E1 [F (γ(p)p)Jγ] = E1[F ]Eν [Jγ] ,
for any smooth, cylindrical function F .
Proof: Let f be a nice function on G. From Theorem 9.4, we have
Eν [F (γ(p)p)f(p1)Jγ] = Eν [F (γ(p)p)f(γ1(p)p1)Jγ]
= Eν [F (p)f(p1)]Eν [Jγ]
hence
Eν [F (γ(p)p)Jγ|p1 = y] = Eν [F (p)|p1 = y]Eν [Jγ]
dy almost surely. Since both sides are continuous with respect to y, the
equality remains true for every y ∈ G.
Remark 13.7.11 Note that the “degree” of γ, namely Eν [Jγ] remains the
same in both path and loop spaces.
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