Abstract-In previous work, we have introduced an effective, resource-efficient and self-adapting hyperheuristic that uses Genetic Programming (GP) as its method of search in the space of domain-specific metaheuristics. GP employs user-provided, local heuristics from which it produces these metaheuristics (MHs). Here, we show that the hyperheuristic performs even better when working at the subheuristic level, i.e., when building MHs from generic components and specific elementary operations. In particular, this approach supports efficiency of the better MHs. Specifically, these MHs do not excessively iterate local search steps, i.e., their good performance comes from smart patterns of calls of the provided, basic components. Also, a moderate reduction of the maximum allowed MH size does not reduce performance significantly.
heuristics given as primitives to the hyperheuristic, from which it composes MHs.
An advantage of this hyperheuristic is that the provided component heuristics represent free domain knowledge that GP does not have to rediscover. Moreover, by designing a target language appropriately, one can direct evolutionary search towards promising types of metaheuristics. This is necessary as there is no fixed hyperheuristic that works well on all domains [30] . So, it is important to develop search and optimisation methods that are more flexible in their application to different practical domains.
As seen in our previous work, the demands on the user of the GP hyperheuristic are modest in terms of sophistication of heuristics to be supplied to the HH. As demonstrated in [14] , the HH is also easy on its computing resources. Furthermore, while it is more complex than basic (yet often effective) search methods, we have shown that it performs better than, e.g., hill climbing. We have also introduced a generic principle of self-adaptation of its parameters.
Here, we investigate whether we can further improve the search behaviour of the hyperheuristic by having it use elementary components of local heuristics as primitives, so that it performs its search for good metaheuristics by also involving the subheuristic level. From such basic primitives it can then build metaheuristics.
The paper is organised as follows. In Section II, we introduce the hyperheuristic in detail. In Section III, we describe a problem domain used as target of experiments with the hyperheuristic. In Section IV, we describe languages that we then use for the experiments described in Section V. In Section VI, we give a summary and conclusions, while in Section VII we describe possible directions for future work.
II. A HYPERHEURISTIC WITH GENETIC PROGRAMMING
Our GP hyperheuristic accepts the definition of a language in which it expresses metaheuristics for D, an arbitrary, fixed domain of problems. One can change this definition appropriately in order to apply the GP-HH to a different domain, or to obtain evolved metaheuristics with different characteristics.
To give such a description, one may represent some of D's low-level heuristics or proven metaheuristics as components of a grammar, G, that produces the language for D. In this manner, σ ∈ L(G) represents a metaheuristic for D. Thus, any form of grammar-based GP (e.g., [22] , [29] , [20] , [13] , [31] , [12] ), evolving programs from L(G), is a hyperheuristic that makes metaheuristics for D.
Here, we describe our HH approach in some detail. This HH makes use of linear GP [4] . A metaheuristic is represented as a genotype g ∈ L(G) over a domain-specific grammar, G. T shall designate the set of terminals of G. Selection: 2-tournament 8: Reproduction: Copy winner g into loser's place → g
9:
Exploration: with a given probability Mutate copy g → δ EDITING(δ,G)→ g genotype 10: end while Then, L(G) ⊂ T * , the set of all strings over T . We call a terminal t ∈ T a primitive to avoid confusion regarding "terminal" as used in the field of GP. Primitives may represent manually created metaheuristics, local heuristics, or parts of them. The execution of a metaheuristic, g, with g = i 0 i 1 ...i n , i j ∈ T , means the execution of the i j s one by one. This execution constructs a complete structure, s, that is a candidate solution to the given problem that the evolved MHs attempt to tackle. More specifically, s is obtained from an initial, complete structure, i 0 (), via function composition. That is: s = i n (...(i 1 ( i 0 () ))...) = g(). All i j with j = 0 accept a complete structure as input and deliver a complete structure as output. i 0 , in some straightforward fashion, delivers the initial structure. In effect, g's fitness depends on the quality of s.
At the beginning of a run of the GP hyperheuristic (see Algorithm 1), initialisation produces p random primitivesequences from T * , where p is the population size. All such sequences are of the same length, l > 0.
Naturally, a sequence, σ = i 0 ..i j ..i l−1 ∈ T * , may or may not be a sequence from L(G). In the latter case, i.e., σ ∈ L(G) ⊂ T * , σ is not a genotype. It is therefore passed to an operator, EDITING, that starts reading σ from left to right.
If EDITING reads a primitive, i j ∈ T , that represents a syntax error in its current locus, j, EDITING replaces i j with the no-operation primitive, n. This read/replace step is repeated until the last primitive of σ has been processed. Then, either the resulting σ is in L(G), and EDITING ends, or still σ ∈ L(G). In this case, EDITING keeps repeating the read/replace step on σ, but this time processing it from right to left. The result is either a σ ∈ L(G), and EDITING ends, or a σ that consists of n-instances only. In this unlikely case, EDITING then assigns the lowest available fitness value to σ. This way σ will most likely disappear from the population if it is chosen as a candidate during subsequent tournamentselection steps.
Note that, although the initial population only holds sequences of a fixed length, l, the application of EDITING effectively leads to a population containing genotypes of variable lengths not greater than l. This variation in genotype size is beneficial, as, in principle, it allows the evolution of parsimonious heuristics. We actually observed this effect and described it in [16] . It may contribute to saving run time since a shorter genotype may execute faster. In any case, l, the maximally available genotype size, controls the actual genotype sizes.
In summary, EDITING represents a simple and efficient way of turning a sequence σ ∈ T * into a genotype g ∈ L(G), without introducing a subsequence τ ∈ T * into g, which would add information that would not have resulted from the process of evolutionary learning.
Besides its genotype, each member M of the population holds an individual repetition value, ι, which M uses in each of its calls to an iterative primitive. During initialisation of its population, the GP-HH sets this individual ι of each created metaheuristic M to a random value in the interval [2, m] , where m is a user-given, maximal iteration value.
As part of M , its ι may be subject to mutation. If the GP-HH has chosen to mutate a particular M , it will add a value to M 's ι. This value comes from the range [−m, m]. Should the resulting ι be outside of [2, m] , the HH attempts another mutation of ι, and so forth, until a ι ∈ [2, m] results. This simple routine allows for large and small mutations of an individual ι.
The GP-HH uses a slightly modified form of tournament selection. Two uniformly randomly selected candidates compete with each other: if the fitness of the second candidate differs from the fitness of the first by more than a constant, w, selection occurs in the usual manner, with the better individual winning the tournament; otherwise, the candidate with the lower individual ι wins. If both candidates hold the same ι value, the first candidate wins.
This modification of the usual, purely fitness-controlled tournament selection gives a small selective pressure in favour of low ι values, which contributes to saving computing time during execution of evolved metaheuristics that hold such values. The constant w controls this pressure. We suggest to set w to around 1% of a critical, desirable fitness value, e.g., a best-known result.
Eventually, reproduction replaces the loser with g , a copy of the winner. With a given probability, mutation of g ∈ L(G) randomly selects a locus, j, of g , and replaces the primitive at that locus, i j , with a random primitive, t ∈ T, t = i j . If this replacement turns g into an illegal primitive-sequence, δ ∈ L(G), then EDITING rectifies this situation, yielding the final genotype, g ∈ L(G).
The hyperheuristic repeats these steps -selection, reproduction, and search by mutation -until it has produced a user-given number of offspring after the initially created genotypes.
III. PROBLEM DOMAIN
For experiments with our GP hyperheuristic, we select the set of TSPs [19] that are NP-hard. This set, therefore, serves as a good representative of domains that are targets of hyperheuristics. In its simplest form, a TSP involves finding a minimum-cost Hamiltonian cycle, also known as "tour", in a given, complete, weighted graph. Let the n nodes of such a graph be numbered from 0 to n − 1. Then, one describes a tour involving edges
.., n − 1}. We call permutation (0, 1, ..., n − 1) the natural cycle of the graph. The weight of an edge (i, j) represents the cost of travelling between i and j. Here, we shall interpret this cost as the distance between i and j. Thus, the shorter a tour, the higher its quality.
IV. LANGUAGES
We describe domain-specific languages that will support experimenting. To that end, we require a few simple routines that we represent as primitives of a terminal set underlying a language.
The primitive NATURAL designates a method that creates the natural cycle for a problem. The low-level heuristic 2-CHANGE slightly modifies a tour H: when given two of
Therefore, when the hyperheuristic is about to call a 2-CHANGE primitive, it randomly selects two appropriate edges, (a, b), (c, d), as arguments for 2-CHANGE.
Another primitive, IF 2-CHANGE, randomly selects appropriate edges for 2-CHANGE and then determines whether 2-CHANGE would actually shorten the tour under construction. Only if this is the case, IF 2-CHANGE calls 2-CHANGE.
A related low-level heuristic is known as a 3-change: delete three mutually disjoint edges from a given tour, and reconnect the obtained three paths so that a different tour results. Given this method, we define a heuristic, called IF 3-CHANGE, that randomly selects edges as arguments for 3-change; then, if it betters the cycle for the given arguments, IF 3-CHANGE actually executes 3-change.
So far, only sequential and conditional execution of userprovided heuristics is available to evolved metaheuristics. Thus, a loop element is required for completing the set of basal control structures. So, we introduce the primitive REPEAT UNTIL IMPROVEMENT p that executes its argument, a primitive p, until this leads to a better result or until p has been executed ι times.
We build a grammar making use of primitives described above (see Figure 1 ). We will call this grammar Complete.
Previous work, e.g., [16] , indicated that random search, the simplest form of search, cannot compete with the hyperheuristic, and that this is also true for hill climbing, an instance of greedy search which is still simpler than the hyperheuristic approach.
We are interested in keeping our GP hyperheuristic simple while providing it with yet more potential for effective and efficient search in arbitrary domains. Therefore, to keep a target language basic and flexible, we propose to decompose the language's existing primitives and add a subset of resulting components to T , as further primitives.
The stated objective of the present work is to establish whether or not hyperheuristic search can be improved by providing such components, which are more elementary than local heuristics and which become primitives of a target language. Regarding the given target domain, the simplest of all operations randomly selects a node (city) and swaps it with one of its direct neighbours, e.g., its right one. Thus, permutation (..., v i , v j , ...) is replaced by (..., v j , v i , ...). We call this operator SWAP NODE. Figure 2 shows the grammar resulting from the addition of SWAP NODE. We call the associated language Swap.
V. EXPERIMENTS For all experiments, we used a mutation probability (cf. Algorithm 1, step 9) of 0.5.
A. Effectiveness and efficiency
We consider problem eil51 from [1]. Its dimension is n = 51 nodes, and its best high-precision solution known has a length of 428.871765 as discovered by a metaheuristic evolved by the GP hyperheuristic [16] . eil51 has a natural length of approximately 1,313.47. For a symmetrical TSP instance, the number of semantically different tours equals (n − 1)!/2. However, the evolved metaheuristics operate on permutations of n nodes, so that they deal with a search space of a size of n! permutations. Thus, n = 51 gives about 1.6×10
66 search points and 1.52×10 64 different tours. The parameter w that controls the selective pressure in favour of a low individual repetition value, ι, must be set. We follow the rule-of-thumb given above, and set it to about To prepare experimenting, we present the parameters used by the GP hyperheuristic on eil51. One of these parameters is the target language, i.e., either the one described in Figure 1 or Figure 2 , respectively. We summarise the values of mutation probability, number of offspring, population and genotype sizes in Table XII .
We are interested in understanding the potential of the introduced principle regarding effectiveness and efficiency of the search. To this end, during the execution of an evolved metaheuristic, we count each of its calls to a primitive, i.e., NATURAL, 2-CHANGE, IF 2-CHANGE, IF 3-CHANGE, and SWAP NODE, and call the sum γ.
In practice, we may consider a tour length as "very good" if and only if it is within one percent of the corresponding best known result.
We give performance results in Tables I and II . Search effectiveness (col. "mean best") and reliability ("S.D.") of the GP hyperheuristic under target language Swap are slightly worse than under Complete. We explain this by the random nature of SWAP NODE. However, top-quality metaheuristics are still easily found, and effectiveness is well within one third of a percent of the best known result, which is very good. We are, therefore, interested in comparing search efficiency over both languages.
We give results in Table II . There is a significant improvement in efficiency of the top metaheuristics, as evidenced by the mean γ value for language Swap that is but about 73% of that for Complete. This is due to the minimal change of a solution (tour, i.e., node sequence) that is introduced by a call to the elementary, non-greedy SWAP NODE operator. Such a change can come handy during the middle part of metaheuristic search, when small randomised changes, also for the worse, open up new parts of the search space without destroying an already good intermediate solution. Such a small change is also often important during the latter part of search when fine tuning of a solution is required.
B. Increasing problem size
We are interested in whether or not the use of atomic primitives, such as SWAP NODE, remains compatible with a good search performance when considering a problem instance with a somewhat higher dimensionality. There, one typically increases the length of the metaheuristics to be evolved, and one increases the maximum number of iterations allowed in a local search loop. In this way, the resulting MHs may cope with the exponentially larger search space by means of more complex primitive-patterns or more repetitions of favourable primitives. However, this approach implies the risk of performance degradation, either due to premature convergence as a result of using a greedy primitive, or due to over-randomising as an effect of employing a non-greedy primitive, such as our SWAP NODE.
To shed light on this issue, we consider eil76 [1], a 76-node problem with a size of about 1.9×10
111 search points. Parameters are given in Table III.  Table IV gives performance results. One sees that the best known solution and other, very good solutions are found with high reliability (column "S.D."), so that the average best is within one fifth of a percent of the best known solution (column "P.%"). Thus, SWAP NODE, while giving additional flexibility to search, does not interfere with its effectiveness. Table V gives results as to efficiency. The evolved, best metaheuristics do not exhaust, on average, the maximal iteration value of 2, 000 (column "ι" vs Table III ). Most importantly, while the search space over eil76 is larger than that over eil51 by over 40 orders of magnitude, the effort of the best MHs merely rises by about factor 4.6 (cf. columns "γ" for Swap). Thus, the freedom of non-greedy SWAP NODE does not come at the price of unfavourable scaling of the search performed by the evolved MHs. Figure 3 shows the mean-best progress. One can see that most progress happens fast, until about evaluation 200,000, with progress essentially completed by about 300,000.
While the γ values given in the tables characterise the Fig. 3 . Progression of the mean best values over language Swap, 100 runs. On the x-axis, an evaluation number n represents the production of the nth individual during a run r. Let bn r be the shortest tour length found until and incl. n during r. The corresponding y-value is the average of bn r over all runs.
behaviour of the top metaheuristics, we are also interested in the progression of this value over all metaheuristics produced by all runs of a given experiment. Figure 4 shows this progression for language Swap. We discuss this figure.
The natural length of eil76 is significantly higher than the best known quality, so that, at the start of a run, with few calls to primitives, a metaheuristic reaches a better solution whose quality may also be good enough to ensure competitiveness of the MH with other MHs in the population.
Over time, it takes more calls to locate a next better solution, which explains the exponential rise of mean γ between about 100,000 and 300,000 on the x-axis. Also, evolution derives different metaheuristic strategies from the initially homogeneous, randomly created population. This explains the widening of the range of values that becomes prominent from about 200,000.
Beyond 400,000, we notice a lower mean γ limit of about 22,000, and an upper limit of about 32,000. Theoretically, the upper limit could be about 900,000. This is because about every second primitive of a 900-primitive metaheuristic can be a loop call to a primitive that can be iterated up to 2,000 times. Practically, however, an over-greedy MH may succumb to premature convergence. Also, the mild selective pressure toward lower ι values contributes to keeping γ values in check. Eventually, EDITING keeps the actual genotype size clearly below the maximally granted size. On the x-axis, an evaluation number n represents the production of the nth individual during a run r. Let γn r be the γ value of n. The corresponding y-value is the average of γn r over all runs. 
C. Reducing resources
We are interested in the question whether the GP hyperheuristic (HH) has the potential of maintaining its good performance when put under pressure, not just by the problem at hand, but also by reducing its resources. To that end, we shorten the available maximal genotype size by 100 primitives, giving a maximal size of only 800 to the HH. Table VI summarises the resulting set of parameters. Table VII shows results. As one can see from a comparison with Table IV , despite the reduction in genotype size, overall effectiveness and peak effectiveness practically have not changed.
It is tempting to guess that the GP hyperheuristic buys this constancy in effectiveness with a loss in efficiency, i.e., a higher number of calls to primitives. We test this assumption against results given in Table VIII. We compare these results with those from Table V that displays the efficiency of the experiment with genotype size 900. Interestingly, as one can see, the ι and γ values related to genotype size 800 are merely about 99% and 89%, respectively, of the values related to the larger size. Thus, the best metaheuristics of the experiment under size pressure are actually even more efficient than those coming from the more relaxed hyperheuristic. So, the HH under pressure has not exploited the limit of the personal repetition value. Instead, it has learned more efficient patterns of calls to primitives.
D. Increasing language flexibility
To gain another basic primitive, we break up one of the provided local heuristics, for instance, IF 2-CHANGE. Its conditional component is generic regarding domains and some problem-specific primitive, p: if p improves a solution, execute p. We call this conditional primitive IF improve and use it for describing a language over more elementary primitives (see Figure 5) .
We perform an experiment over the given language, Ifi, applying the parameters from Table III. Table IX gives results. One sees that the best known solution and other, very good solutions are found with good reliability (column "S.D."), so that the average best is within one half of a percent of the best known solution (column "P.%"). Thus, language Ifi, allowing for more flexibility in balancing greedy vs randomised search, still supports strong effectiveness of the metaheuristic search, with S.D. and P.% being in the same order of magnitude as under language Swap (cf. Table IV) . Table X gives results as to efficiency. Regarding γ, as for language Swap, during the execution of an evolved metaheuristic, we count each of its calls to primitives NATURAL, 2-CHANGE, IF 2-CHANGE, IF 3-CHANGE, and SWAP NODE. Here, for Ifi, we also count each call to IF improve.
The efficiency of the best metaheuristics found under Ifi is clearly better than under Swap, as can be seen from the respective γ values (cf. Table V) . Figure 6 shows the mean-best progress. One can see that most progress happens with medium speed, until about evaluation 300,000, with progress essentially completed by about 500,000. On the x-axis, an evaluation number n represents the production of the nth individual during a run r. Let bn r be the shortest tour length found until and incl. n during r. The corresponding y-value is the average of bn r over all runs.
Thus, while Swap allows for a somewhat faster progress, Ifi has a greater potential for continued improvements, which may come in useful for more difficult problems.
Under Ifi, including I/O, the GP hyperheuristic produces over 240 metaheuristics per second on an Intel Xeon 3.2 GHz dual core with two GB RAM and two MB cache.
As for Swap, we are also interested for Ifi in the progression of γ over all metaheuristics produced by all runs of a given experiment. Figure 7 shows this progression.
Under Ifi, for the same reasons as discussed for Swap, at the start of a run, with few calls to primitives, a metaheuristic reaches a better solution whose quality may also be good enough to ensure reproduction of the MH.
However, in contrast with the experiment on Swap, the rise of mean γ is clearly milder here, taking longer to reach maximum only toward the end of the progression. Also, this maximum under Ifi, at about 26,000, is clearly smaller than that under Swap, at about 32,000. The same holds for the lower limits. These observations demonstrate that the hyperheuristic uses far less effort under Ifi to produce MHs that are as effective as the ones evolved under Swap. On the x-axis, an evaluation number n represents the production of the nth individual during a run r. Let γn r be the γ value of n. The corresponding y-value is the average of γn r over all runs.
E. Top vs good metaheuristics
The question for the efficiency of evolved metaheuristics makes more sense if one does not merely ask it for those MHs that, during their evaluation, have found the best known solution. Indeed, since evolved MHs employ randomised primitives, those MHs that represent an effective pattern of primitives may well find a best solution during another evaluation. Also, often, a very good solution, as opposed to a best solution, will already satisfy practical expectations. We are therefore rather interested in the efficiency of those generated MHs that have found solutions that come from about the top one-percent range of quality, say, [α, 550[, where α is the best known high-precision result from the literature. Table XI gives performance results.
The γ value is clearly smaller than that of the best MHs under Swap (cf. Table V) , showing that the higher efficiency under Ifi is not just restricted to MHs that came out best in the experiment. Also, the ι value from the table shows that, on average, the individual ι values of the top one-percent MHs stay far away from the given limit of 2,000, contributing to the high efficiency. In previous work [16] , [14] , we have introduced an undemanding, effective, efficient, and self-adapting hyperheuristic (HH) that uses Genetic Programming as its search heuristic on the space of domain-specific metaheuristics. This HH is also simpler than domain-specific, often hybrid approaches that use highly sophisticated, handcrafted operators.
Our HH employs naive, user-provided local heuristics to produce its metaheuristics. Here, we show that this GP hyperheuristic performs even better when it includes the subheuristic level. Such an approach builds metaheuristics from generic components and domain-specific elementary operations. These primitives are gained from the disassembly of local heuristics, or they are directly derived from the very representation of the underlying problem.
We have seen that hyperheuristic search can be successively improved, in particular in terms of efficiency of the produced metaheuristics, by providing more elementary primitives as components of a target language. This also holds for the very good metaheuristics, not just for the excellent ones.
This step, at the same time, keeps the target language simple and flexible. It also showed potential for scaling up. Over such enhanced languages, the GP hyperheuristic avoided both premature convergence and a tendency toward random search.
Effectiveness of the search was maintained, and, contributing to its efficiency, the best found metaheuristics did not abuse the possibility of iterating certain primitives. On average, the entire population used calls to primitives sparingly compared to the theoretical limit of the number of calls.
Depending on the used target language, the hyperheuristic can make rapid progress or maintain its potential for finding yet a better metaheuristic at a later stage of its search.
Interestingly, we have observed that reduction of genotype size did not disturb good effectiveness of the GP hyperheuristic. However, this did not come at the expense of its efficiency. On the contrary, efficiency improved. This suggests that the hyperheuristic has the ability to produce more efficient patterns of calls to primitives when faced with a shortage in its resources.
We conclude that, when using the described type of GP hyperheuristic, one should supply the underlying terminal set and set of production rules with elementary primitives, in particular where the efficiency and resource consumption of the produced metaheuristics are critical.
VII. FURTHER WORK
Here, we have demonstrated that it is advantageous to have both elementary primitives and local heuristics in the terminal set of a target language. A rigorous application of the subheuristic search principle may see a domain-specific terminal set and a generic set of production rules that both contain elementary components only. This, together with an effort toward a parameter-free hyperheuristic, might yield a search method that would eventually release the human user from the task of introducing any complexity at all into the search process. We shall continue on this road.
