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Andersson et al. [L.E. Andersson, G. Chang, T. Elfving, Criteria for
copositive matrices using simplices and barycentric coordinates,
Linear Algebra Appl. 220 (1995) 9–30] gives necessary and
sufﬁcient conditions for symmetric matrices of order n 5 to be
copositive; and Yang and Li [S. Yang, X. Li, Some simple criteria for
copositive matrices, in: Proceedings of the Seventh International
Conference onMatrix Theory and Applications, Advances inMatrix
Theory and Applications, World Academic Union, 2006] gives
necessary and sufﬁcient conditions for symmetric Z-matrices of
any order to be (strictly) copositive; and some simpler sufﬁcient
conditions for symmetric matrices of any order to be copositive or
strictly copositive or to be not copositive. Based on these known
results we will present six algorithms of determining whether a
given symmetric matrix is strictly copositive or copositive or not
copositive. The algorithms for matrices of order 3, 4, 5, 6 or 7 are
efﬁcient, because they quickly give the complete answer for the
test. The algorithm for matrices of order n 8 is not guaranteed
to produce an answer, but usually does produce one.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
For A = (aij) ∈ Rn×n (including Rn = Rn×1) wewill use the notation A 0 (and say A is nonnegative)
when aij  0 for all i, j, 1 i, j  n. A symmetric matrix A is said to be copositive when xTAx  0, for
all x  0, and A is said to be strictly copositive when xTAx > 0, for all x  0 and x /= 0. A square matrix
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is said to be a Z-matrix when its off-diagonal entries are all nonpositive. A Z-matrix A = sI − P with
P  0, is said to be an M-matrix when s  ρ(P), where ρ(P) is the spectral radius of P which is an
eigenvalue of P and called Perron root.
Copositive matrices are important in matrix theory and its applications. Many paper explore ways
of determining copositivity for any given symmetric matrix (see [1,3,5,6,8,10,11,12]).
The general problemof testing for copositivity of a real symmetric n × nmatrix A is anNP-complete
problem, see [9], thus it is not surprising that there is no generally efﬁcient algorithm for determining
the copositivity class of A. Andersson et al. [1] gives necessary and sufﬁcient conditions for symmetric
matrices of order n 5 to be copositive; and [12] gives necessary and sufﬁcient conditions for sym-
metric Z-matrices of any order to be (strictly) copositive; and some simpler sufﬁcient conditions for
any symmetric matrix to be copositive or strictly copositive; or to be not copositive. Based on these
known results we will present six algorithms of determining whether a given symmetric matrix is
strictly copositive or copositive or not copositive. The algorithms for matrices of order 3, 4, 5, 6 or 7
are efﬁcient, because they quickly give the complete answer for the test. The algorithm for matrices of
order n 8 is not guaranteed to produce an answer, but usually does produce one.
Remark 1.1. When developing criteria for copositive matrices one can restrict attention to symmetric
matrices with unit diagonal (that is, all diagonal entries are equal to 1) (see p. 240 of [7]) and with
positive entries all being less than or equal to 1 (see p. 210 of [4]).
Remark 1.2. If A is (strictly) copositive, so is any principal submatrix of A; any symmetric permutation
PAPT of A, where P is a permutationmatrix; and anymatrix of the form DAD, where D 0 is a positive
diagonal matrix. For A,B ∈ Rn×n,A is strictly copositive and B is copositive imply that A + B is strictly
copositive.
2. Basic theory
In this section, we will restate or improve the known results that are foundation of our algorithms.
Among them the ﬁrst theorem and the ﬁrst corollary are from our paper [12] and the others are from
Ref. [1].
Theorem2.1 [12]. Let A = sI − P be a symmetric Z-matrixwith s > 0 and P  0. Let ρ(P) denote the Perron
root of P which is always associated with a nonnegative eigenvector:
(a) A is copositive if and only if s  ρ(P), that is, A is a general M-matrix.
(b) A is strictly copositive if and only if s > ρ(P), that is, A is a nonsingular M-matrix.
Proof. Since the maximum eigenvalue of P is ρ(P), the minimum eigenvalue of A is
λmin(A) = s − ρ(P).
Let v  0 be the nonnegative normalized (that is, of euclidian norm 1) eigenvector of P associated
with the Perron root ρ(P).
For (a), if A is not copositive, then A is not positive semidefinite, hence λmin(A) = s − ρ(P) < 0
which implies s < ρ(P). On the other hand, if s < ρ(P), then for any normalized vector v, vTAv =
svTv − ρ(P)vTv = s − ρ(P) < 0 which implies that A is not copositive.
The proof of (b) is similar to the proof of (a). 
Corollary 2.1 [12]. Let A be symmetric;A+ = (αij) be the nonnegative matrices such that
αij =
{
aij if aij > 0 and i /= j,
0 otherwise.
Then B = A − A+ is a Z-matrix which can be expressed as sI − P, where s = max{b11, . . . , bnn}, P  0
(a) A is copositive, if ρ(P) s;
(b) A is strictly copositive, if ρ(P) < s;
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(c) A is not copositive if vTAv < 0,where v is a normalized nonnegative eigenvector of P associated with
ρ(P).
Remark 2.1. If A ∈ Rn×n is symmetric, has nonnegative diagonal, and n is odd, then Amust have a row
with an even number of negative entries. We will use this remark for Theorems 2.6 and 2.8 below.
Andersson et al. [1] (on p. 22) gives the necessary and sufﬁcient conditions for a 3 × 3 symmetric
matrix to be copositive.
Theorem 2.2 [1]. Let A ∈ R3×3 be symmetric. Then A is copositive if and only if aii  0, i = 1, 2, 3;u =√
a11a22 + a12  0; v = √a11a33 + a13  0;w = √a22a33 + a23  0 and
√
a11a22a33 + a12
√
a33 + a13
√
a22 + a23
√
a11 +
√
2uvw  0. (2.1)
Since Theorem 2.2 does not consider strict copositivity, we need add a result as follows:
Theorem 2.3. Let A ∈ R3×3 be symmetric, then A is strictly copositive if and only if{
aii > 0, i = 1, 2, 3;
u = √a11a22 + a12 > 0; v = √a11a33 + a13 > 0; w = √a22a33 + a23 > 0 (2.2)
and
√
a11a22a33 + a12
√
a33 + a13
√
a22 + a23
√
a11 +
√
2uvw > 0. (2.3)
Proof. Hadeler [2] proved that A is strictly copositive if and only if (2.2) is satisﬁed as well as at least
one of the following conditions:
√
a11a22a33 + a12
√
a33 + a13
√
a22 + a23
√
a11  0, (2.4)
detA > 0. (2.5)
To complete the proof we only need to prove that when Condition (2.2) is satisﬁed Condition (2.3)
is equivalent to Condition (2.4) or Condition (2.5). And this fact is easy to prove. On one hand, since√
2uvw > 0when Condition (2.2) is satisﬁed, Condition (2.4) obviously implies Condition (2.3). On the
other hand, if Condition (2.4) does not satisﬁed, then Condition (2.3) is equivalent to
√
2uvw > |√a11a22a33 + a12
√
a33 + a13
√
a22 + a23
√
a11|.
And the later is equivalent to Condition (2.5). 
We next extend Theorem 2.1, Lemma 3.1 and Theorem 3.1 of [1] from copositivity to strict coposi-
tivity:
Theorem 2.4 [1]. Let A ∈ Rn×n be symmetric and be partitioned into
A =
(
a11 α
T
α A2
)
(2.6)
and B = a11A2 − ααT. Assume that A2 is copositive and a11  0. Then
(a) A is copositive if α  0;A is strictly copositive if α  0, a11 > 0 and A2 is strictly copositive.
(b) If α  0, then A is copositive if and only if B is copositive; A is strictly copositive if and only if B is
strictly copositive, a11 > 0 and A2 is strictly copositive.
As in [1], let T be the standard simplex in Rn−1 : T = {u ∈ Rn−1 : u = (u2, . . . ,un)T  0,
∑n
2 ui = 1},
where the kth vertex of T is the coordinate vector ek with an 1 in the kth position and all 0’s elsewhere
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and let T− = {u ∈ T : αTu 0}. Then T− is a polyhedron in Rn−1 having some vertices being vertices of
T , and all the other vertices being in the hyperplane = {u ∈ Rn−1 : αTu = 0}. It is known (see [1]) that
the polyhedron T− can be subdivided into l simplices Si in Rn−1 such that T− =⋃i=1,...,l Si, Si⋂ Sj /= ∅
is a subsimplex of Si and Sj if i /= j, and the vertices of Si are all vertices of T−. We will mention this
fact as that T− is subdivided into simplices Si.
Lemma 2.1 [1]. Let A,A2 and B be the matrices deﬁned as in Theorem 2.4, and the set T
− be subdivided
into l simplices Si. Let the vertices of Si be Vi
1
, . . . ,Vi
n−1. Then V
i
j
may be a vertex ek of T (i.e. V
i
j
= ek), or a
common point, denoted by Vkm, of the line connecting ek and the other vertex em of T and the hyperplane
 (i.e.Vi
j
= Vkm). As in [1] each Si determines an matrix Wi ∈ R(n−1)×(n−1) (to simplify the symbol we still
write Wi = (Vi
1
, . . . ,Vi
n−1)with V
i
j
= ek or Vkm). For example if Si share only one vertex Vi1 = ek with T and
the other vertices are {Vi
2
, . . . ,Vi
n−1} = {Vk,u1 , . . . ,Vk,un−2 }, then
W = (ek ,Vk,u1 , . . . ,Vk,un−2 ); {u1, . . . ,un−2} = {1, 2, . . . ,n − 1}\{k},
(Vk,u)m =
⎧⎨
⎩
a1,u+1, m = k,
−a1,k+1, m = u,
0 else.
for any u ∈ {1, 2, . . . ,n − 1}\{k}.
It is proved in [1] thatA is copositive if and only if (Wi)TBWi, i = 1, . . . , l are all copositive;A is strictly
copositive if and only if (Wi)TBWi, i = 1, . . . , l are all strictly copositive and a11 > 0 and A2 is strictly
copositive.
Theorem 2.5 [1]. Let A ∈ R4×4 be partitioned into (2.6) and α,A2,B have the same meaning as in Theorem
2.4. Then one of the following ﬁve cases must happen:
(a) If one 3 × 3 principal submatrix of A is not copositive, then A is not copositive (otherwise a11  0
and A2 is copositive).
(b) A is copositive if α  0;A is strictly copositive if α  0, a11 > 0 and A2 is strictly copositive.
(c) If α  0, then A is copositive if and only if B is copositive; A is strictly copositive if and only if B is
strictly copositive and a11 > 0 and A2 is strictly copositive.
(d) If α has exactly one negative entry a1,k+1, then A is copositive if and only if WTBW is copositive; A is
strictly copositive if and only if WTBW is strictly copositive and a11 > 0 and A2 is strictly copositive,
where
W = (ek ,Vk,u,Vk,v), {u, v} = {1, 2, 3}\{k},
(Vf ,g)m =
⎧⎨
⎩
a1,g+1, m = f ,
−a1,f+1, m = g,
0 else.
for any f /= g in {1, 2, 3}.
(e) Let i, j, k be a permutation of {1, 2, 3}. If α has exactly two negative entries a1,i+1, a1,j+1, then A is
copositive if and only if both WT
1
BW1 and W
T
2
BW2 are copositive; A is strictly copositive if and only
if both WT
1
BW1 and W
T
2
BW2 are strictly copositive and a11 > 0 and A2 is strictly copositive, where
W1 = (ei, ej ,Vi,k),W2 = (ej ,Vi,k ,Vj,k).
Theorem 2.6 [1]. Let A ∈ R5×5 be symmetric. Find a row of A which has exactly m (m ∈ {0, 2, 4}) negative
entries. If the ith row does, then interchange the ith row and column with the ﬁrst row and column, and
partition A into (2.6) as in Theorem 2.4. Then one of the following four cases must happen:
(a) If one 4 × 4 principal submatrix of A is not copositive, then A is not copositive (Otherwise a11  0
and A2 is copositive).
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(b) A is copositive if α  0;A is strictly copositive if α  0, a11 > 0 and A2 is strictly copositive.
(c) If α  0, then A is copositive if and only if B is copositive; A is strictly copositive if and only if B is
strictly copositive and a11 > 0 and A2 is strictly copositive.
(d) Let i, j,u, v be a permutation of {1, 2, 3, 4}. If α has exactly two negative entries a1,i+1, a1,j+1, then A is
copositive if and only ifWT
1
BW1,W
T
2
BW2 andW
T
3
BW3 are all copositive; A is strictly copositive if and
only if WT
1
BW1,W
T
2
BW2 andW
T
3
BW3 are all strictly copositive, and a11 > 0 and A2 is strictly coposi-
tive, where W1 = (ei, ej ,Vi,u,Vi,v),W2 = (ej ,Vi,u,Vi,v,Vj,u),W3 = (ej ,Vi,v,Vj,u,Vj,v), {u, v} = {1, 2,
3, 4}\{i, j}.
Andersson et al. [1] mentioned that their Theorem 3.1 implies the way to check whether a given
symmetric matrix of order 4 or 5 is copositive or not. Our Theorems 2.5 and 2.6 are improvement of
this theorem by including strict copositivity. Fortunately Theorem 3.1 of [1] can also be used to check
copositivity for symmetric matrices of order n 6 in the same way. The difﬁculty is how to ﬁgure
out the polyhedron T− should be subdivided into simplices. The following lemma gives necessary and
sufﬁcient conditions for T− to be subdivided into simplices of dimension n − 1.
It is noticed from [1] that if the polyhedron T− ⊆ Rn−1 contains f ( n − 1) vertices (coordinate
vectors of the standard simplex T) not in the hyperplane = {u ∈ Rn−1 : αTu = 0}, then T− contains
exactg = f (n − 1 − f )vertices in thehyperplane, and thatT− canbe subdivided into l = f + g − n + 2
simplices {S1, S2, . . . , Sl} of dimension n − 2 such that Si⋂ Si+1 is a simplex of dimension n − 3 for
i = 1, 2, . . . , l − 1 and Si⋂ Sj is a simplex of dimension < n − 3 when j /∈ {i − 1, i, i + 1}.
Lemma 2.2. Let n 3. If there are l = f (n − f ) − n + 2 (n − 1)-triples of different vertices of T− : {S1, S2,
. . . , Sl} satisfying the following two conditions:
(i) Each Si contains at least one coordinate vector vertex;
(ii) Si
⋂
Si+1 has exactly n − 2 vertices for i = 1, . . . , l − 1, and Si
⋂
Sj has less than n − 2 vertices when
j /∈ {i − 1, i, i + 1}.
Then T− is subdivided into l simplices {S1, S2, . . . , Sl},where Si is the simplexwhose vertices are the elements
of Si.
Proof. Assume, without loss of generality, that the f vertices are e1, . . . , ef and the other g vertices are
x1, . . . , xg . Let
S1 = (e1, . . . , ef , x1, . . . , xn−f−1);
S2 = (e2, . . . , ef , x1, . . . , xn−f−1, xn−f );
S3 = (e3, . . . , ef , x1, . . . , xn−f , xn−f+1);
.
.
.
Sf−1 = (ef−1, ef , x1, . . . , xn−4, xn−3);
Sf = (ef , x1, . . . , xn−3, xn−2);
.
.
.
Sf+g−n+2 = (ef , xg+3−n, . . . , xg−1, xg).
ThenT− canbesubdivided into these l simplices {S1, S2, . . . , Sl}ofdimensionn − 2suchthatSi⋂ Si+1(i =
1, . . . , l − 1) is a simplex of dimension n − 3; Si⋂ Sj is a simplex of dimension < n − 3 when j /∈ {i −
1, i, i + 1}. 
Remark 2.2. Lemma 2.2 gives amethod to construct the simpliceswhich the set T− is subdivided into.
The simplices of thematrices {Wi} in Theorems 2.5 and 2.6 are really formed by thismethod. Let us take
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Theorem 2.6(d) as an example. In the case, n = 5, T− has six vertices: ei, ej ,Vi,u,Vi,v,Vj,u,Vj,v with f =
2; g = 4; l = f + g − n + 2 = 3. Now the three 4-triples: W1 = (ei, ej ,Vi,u,Vi,v),W2 = (ej ,Vi,u,Vi,v,Vj,u),
W3 = (ej ,Vi,v,Vj,u,Vj,v), {i, j, k,h} = {1, 2, 3, 4} obviously satisfy the conditions of Lemma 2.2 (Si
⋂
Sj is a
simplex of dimension 2 when j = i + 1; Si⋂ Sj is a simplex of dimension < 2 when j /∈ {i, i + 1}).
The following theorem gives necessary and sufﬁcient conditions for a 6 × 6 symmetric matrix to
be copositive or to be strictly copositive.
Theorem 2.7. Let A be an n × n symmetric matrix with n = 6 and be partitioned as in (2.6) and the three
statements: (a), (b), (c) have the samemeaning as in Theorem 2.6 (replace 4 × 4 in (a) by (n − 1) × (n − 1)).
Then at least one of the seven cases: (a), (b), (c) and the following four cases must happen:
(d) If α has exactly one negative entry a1,k+1, then A is copositive if and only if WTBW is copositive; A is
strictly copositive if and only if WTBW is strictly copositive, and a11 > 0 and A2 is strictly copositive,where
W = (ek ,Vk,u1 , . . . ,Vk,u4 ); {u1, . . . ,u4} = {1, 2, . . . , 5}\{k},
(Vk,u)m =
⎧⎨
⎩
a1,u+1, m = k,
−a1,k+1, m = u,
0 else.
for any u ∈ {1, 2, . . . , 5}\{k}.
(e) Let i, j,u, v,w be a permutation of {1, 2, 3, 4, 5}. If exactly two entries a1,i+1, a1,j+1 are negative, then A
is copositive if and only ifWT
1
BW1,W
T
2
BW2,W
T
3
BW3 andW
T
4
BW4 are all copositive;A is strictly copositive if
andonly ifWT
1
BW1,W
T
2
BW2,W
T
3
BW3 andW
T
4
BW4 areall strictly copositiveanda11 > 0andA2 is strictly co-
positive, where W1 = (ei, ej ,Vi,u,Vi,v,Vi,w),W2 = (ej ,Vi,u,Vi,v,Vi,w ,Vj,u),W3 = (ej ,Vi,v,Vi,w ,Vj,u,Vj,v),
W4 = (ej ,Vi,w ,Vj,u,Vj,v,Vj,w).
(f) Let i, j, k,u, v be a permutation of {1, 2, 3, 4, 5}. If exactly three entries a1,i+1, a1,j+1, a1,k+1 are negative,
then A is copositive if and only if WT
1
BW1,W
T
2
BW2,W
T
3
BW3,W
T
4
BW4 and W
T
5BW5 are all copositive; A is
strictly copositive if and only if WT
1
BW1,W
T
2
BW2,W
T
3
BW3,W
T
4
BW4 and W
T
5BW5 are all strictly copositive
and a11 > 0 and A2 is strictly copositive,whereW1 = (ei, ej , ek ,Vi,u,Vi,v),W2 = (ej , ek ,Vi,u,Vi,v,Vj,u),W3 =
(ek ,V
i,u,Vi,v,Vj,u,Vj,v),W4 = (ek ,Vi,v,Vj,u,Vj,v,Vk,u),W5 = (ek ,Vj,u,Vj,v,Vk,u,Vk,v).
(g) Let i, j, k,m,u be a permutation of {1, 2, 3, 4, 5}. If exactly four entries a1,i+1, a1,j+1, a1,k+1, a1,m+1 are
negative, then A is copositive if and only ifWT
1
BW1,W
T
2
BW2,W
T
3
BW3,W
T
4
BW4 are all copositive;A is strictly
copositive if and only if WT
1
BW1,W
T
2
BW2,W
T
3
BW3,W
T
4
BW4 are all strictly copositive and a11 > 0 and A2 is
strictly copositive,whereW1 = (ei, ej , ek , em,Vi,u),W2 = (ej , ek , em,Vi,u,Vj,u),W3 = (ek , em,Vi,u,Vj,u,Vk,u),
W4 = (em,Vi,u,Vj,u,Vk,u,Vm,u).
Theorem 2.8. Let A ∈ Rn×n be symmetric with n = 7. Find out if A has any row which has exactly m(m ∈
{0, 2, 4, 6}) negative entries. If the ith row does, then interchange the ith row and column with the ﬁrst row
and column, and partition A into (2.6) as in Theorem 2.4. Let the three statements: (a), (b), (c) have the
same meaning as in Theorem 2.6 (replace 4 × 4 in (a) by (n − 1) × (n − 1)). Then at least one of the cases:
(a), (b), (c) and the following two cases must happen:
(d) Let i, j, t,u, v,w be a permutation of {1, 2, 3, 4, 5, 6}. If exactly two entries a1,i+1, a1,j+1 are negative,
then A is copositive if and only if WT
1
BW1,W
T
2
BW2,W
T
3
BW3,W
T
4
BW4 and W
T
5BW5 are all copositive;A is
strictly copositive if and only if WT
1
BW1,W
T
2
BW2,W
T
3
BW3,W
T
4
BW4 and W
T
5BW5 are all strictly copositive
and a11 > 0 and A2 is strictly copositive, where W1 = (ei, ej ,Vi,t ,Vi,u,Vi,v,Vi,w),W2 = (ej ,Vi,t ,Vi,u,Vi,v,
Vi,w ,Vj,t),W3 = (ej ,Vi,u,Vi,v,Vi,w ,Vj,t ,Vj,u),W4 = (ej ,Vi,v,Vi,w ,Vj,t ,Vj,u,Vj,v),W5=(ej ,Vi,w ,Vj,t ,Vj,u,Vj,v,
Vj,w).
(e) Let i, j, k,m,u, v be a permutation of {1, 2, 3, 4, 5, 6}. If exactly four entries a1,i+1, a1,j+1, a1,k+1, a1,m+1
are negative, then A is copositive if and only if WT
1
BW1,W
T
2
BW2,W
T
3
BW3,W
T
4
BW4,W
T
5BW5,W
T
6
BW6,
WT7BW7 are all copositive;A is strictly copositive if andonly ifWT1BW1,WT2BW2,WT3BW3,WT4BW4,WT5BW5,
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WT
6
BW6,W
T
7BW7 are all strictly copositive and a11 > 0 and A2 is strictly copositive,where W1 = (ei, ej , ek ,
em,V
i,u,Vi,v),W2 = (ej , ek , em,Vi,u,Vi,v,Vj,u),W3=(ek , em,Vi,u,Vi,v,Vj,u,Vj,v),W4=(em,Vi,u,Vi,v,Vj,u,Vj,v,
Vk,u),W5 = (em, Vi,v, Vj,u,Vj,v,Vk,u,Vk,v),W6 = (em,Vj,u,Vj,v,Vk,u,Vk,v,Vm,u),W7 = (em, Vj,v, Vk,u, Vk,v,
Vm,u, Vm,v).
It is difﬁcult (but not impossible) to give a theorem like Theorem 2.8 for matrices of order greater
than 7. The next theorem use our Corollary 2.1 and Theorem 3.1 of [1] to give some simpler sufﬁcient
conditions for determining copositivity of a symmetric matrices of any order n > 7.
Theorem 2.9. Let A ∈ Rn×n be symmetric with n > 7.
(a) If one 7 × 7 principal submatrix of A is not copositive, then A is not copositive; (Otherwise a11  0
and each 7 × 7 principal submatrix is copositive).
(b) According to Corollary2.1 calculate the Z-matrix B = sI − P; the nonnegativematrix P; the nonnega-
tive numbers s, ρ(P) and the nonnegative eigenvector v  0 of P associatedwith the eigenvalue ρ(P),
then A is copositive if ρ(P) s;A is strictly copositive, if ρ(P) < s; A is not copositive if vTAv < 0,
where v is a normalized nonnegative eigenvector of P associated with the Perron root ρ(P).
If n = 8 ﬁnd out if A has any row which has exactly m (m ∈ {0, 1,n − 1}) negative entries. If the ith
row does, then interchange the ith row and column with the ﬁrst row and column, and partition A
into (2.6) as in Theorem 2.4.
(c) A is copositive if α  0; A is strictly copositive if α  0, a11 > 0 and A2 is strictly copositive.
(d) If α  0, then A is copositive if and only if B is copositive; A is strictly copositive if and only if B is
strictly copositive and a11 > 0 and A2 is strictly copositive.
(e) If α has exactly one negative entry a1,k+1, then A is copositive if and only if WTBW is copositive; A is
strictly copositive if and only if WTBW is strictly copositive and a11 > 0 and A2 is strictly copositive,
where
W = (ek ,Vk,u1 , . . . ,Vk,un−2 ); {u1, . . . ,un−2} = {1, 2, . . . ,n − 1}\{k},
(Vk,u)m =
⎧⎨
⎩
a1,u+1, m = k,
−a1,k+1, m = u,
0 else.
for any u ∈ {1, 2, . . . ,n − 1}\{k}.
3. Realization of the algorithms
Theorems 2.2, 2.3, 2.5–2.9 in the previous section give six algorithms to test copositivity for given
symmetric matrices of order 3, 4, 5, 6, 7 and n 8, respectively. Based on the six algorithms, six
MATLAB functions: Cha3(A), Cha4(A), Cha5(A), Cha6(A), Cha7(A) and Cha(n, A) for determining the
copositivity of matrices of order 3, 4, 5, 6, 7 and n 8 are made. In this section, we will explain the
main steps for each of these functions.
Function y = Cha3(A) is based on Theorems 2.2 and 2.3. The input of y = Cha3(A) is any 3 × 3
symmetric matrix A and it has three possible return values: y = 0, 1, 2 meaning “not copositive”, “co-
positive(not strictly)” and “strictly copositive”, respectively.
Main steps of Function y = Cha3(A)
(1) Check ifAhas anegativediagonal entry or not. If aii < 0 for some i, then return “y = 0”.Otherwise
go to next step.
(2) Calculate u = √a11a22 + a12; v = √a11a33 + a13;w = √a22a33 + a23 and
β = √a11a22a33 + a12
√
a33 + a13
√
a22 + a23
√
a11 +
√
2 ∗ u ∗ v ∗ w.
If any one of u, v,w and β is negative, then return with “y = 0”. Otherwise go to next step.
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(3) If any one of a11, a22, a33,u, v,w and β is zero, then return with “y = 1”. Otherwise, return with
“y = 2”.
FunctionsCha4(A), Cha5(A), Cha6(A), Cha7(A), Cha(n,A) arebasedonTheorems2.5–2.9, respectively.
The input is any n × n symmetric matrix A,n = 4, 5, 6, 7 or n 8 and the return values are 0,1,2 with
the same meaning as in Function Cha3(A).
Main steps of Function y = Cha4(A)
(1) Find out if A has any 3 × 3 principal submatrix which is not copositive. If so, then return with
“y = 0” (Theorem 2.5(a)). Otherwise go to next step.
(2) Calculate the numberm of the negative entries of the ﬁrst row.
(3) If m = 0, then use Theorem 2.5(b) to determine copositivity of A and return with “y = 1” or
“y = 2”. Otherwise go to next step.
(4) If m = 3, then use Theorem 2.5(c) to determine copositivity of A and return with “y = 0” or
“y = 1” or “y = 2”. Otherwise go to next step.
(5) If m = 1, then use Theorem 2.5(d) to determine copositivity of A and return with “y = 0” or
“y = 1” or “y = 2”. Otherwise go to next step.
(6) If m = 2, then use Theorem 2.5(e) to determine copositivity of A and return with “y = 0” or
“y = 1” or “y = 2”.
Main steps of Function y = Cha5(A)
(1) Find out if A has any 4 × 4 principal submatrix which is not copositive. If so, then return with
“y = 0” (Theorem 2.6(a)). Otherwise go to next step.
(2) Find out if A has any row which has exactlym (m = 0, 2, 4) negative entries. If the ith row does,
then interchange the ith row and column with the ﬁrst row and column.
(3) If m = 0, then use Theorem 2.6(b) to determine copositivity of A and return. Otherwise go to
next step.
(4) If m = 4, then use Theorem 2.6(c) to determine copositivity of A and return. Otherwise go to
next step.
(5) Ifm = 2, then use Theorem 2.6(d) to determine copositivity of A and return.
Main steps of Function y = Cha6(A)
(1) Find out if A has any 5 × 5 principal submatrix which is not copositive. If so, then return with
“y = 0” (Theorem 2.7(a)). Otherwise go to next step.
(2) Calculate the numberm of the negative entries of the ﬁrst row.
(3) If m = 0, then use Theorem 2.7(b) to determine copositivity of A and return. Otherwise go to
next step.
(4) If m = 5, then use Theorem 2.7(c) to determine copositivity of A and return. Otherwise go to
next step.
(5) If m = 1, then use Theorem 2.7(d) to determine copositivity of A and return. Otherwise go to
next step.
(6) If m = 2, then use Theorem 2.7(e) to determine copositivity of A and return. Otherwise go to
next step.
(7) Ifm = 3, then use Theorem2.7(f) to determine copositivity of A and return. Otherwise go to next
step.
(8) Ifm = 4, then use Theorem 2.7(g) to determine copositivity of A and return.
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Main steps of Function y = Cha7(A)
(1) Find out if A has any 6 × 6 principal submatrix which is not copositive. If so, then return with
“y = 0” (Theorem 2.8(a)). Otherwise go to next step.
(2) Find out if A has any rowwhich has exactlym (m = 0, 2, 4, 6) negative entries. If the ith row does,
then interchange the ith row and column with the ﬁrst row and column.
(3) If m = 0, then use Theorem 2.8(b) to determine copositivity of A and return. Otherwise go to
next step.
(4) If m = 6, then use Theorem 2.8(c) to determine copositivity of A and return. Otherwise go to
next step.
(5) If m = 2, then use Theorem 2.8(d) to determine copositivity of A and return. Otherwise go to
next step.
(6) Ifm = 4, then use Theorem 2.8(e) to determine copositivity of A and return.
Main steps of Function y = Cha(n,A)
(1) Find out if A has any 7 × 7 principal submatrix which is not copositive. If so, then return with
“y = 0” (Theorem 2.9(a)). Otherwise go to next step.
(2) According to Corollary 2.1 calculate B = sI − P, r = ρ(P) and v  0, then return “y = 2”, if r < s;
return “y = 1”, if ρ(P) = s and vTAv = 0; return “y = 0”, if vTAv < 0.
(3) If n > 8, then return with “y = 3” which means that “cannot be determined”.
Otherwise (n = 8) ﬁndout ifAhas any rowwhichhas exactlym (m = 0, 1,n − 1)negative entries.
If no such m, then return with “y = 3”, otherwise if the ith row has exactly m negative entries,
then interchange the ith row and column with the ﬁrst row and column, go to next step.
(4) If m = 0, then use Theorem 2.9(c) to determine copositivity of A and return. Otherwise go to
next step.
(5) If m = n − 1, then use Theorem 2.9(d) to determine copositivity of A and return. Otherwise go
to next step.
(6) If m = 1, then use Theorem 2.9(e) to determine copositivity of A and return. Otherwise return
with “y = 3”.
4. Numerical experiments
According to our six algorithms, we havewritten sixMATLAB functions: Cha3(A), Cha4(A), Cha5(A),
Cha6(A), Cha7(A) and Cha(n, A) for determining the copositivity of matrices of order 3, 4, 5, 6, 7 and
n 8. (We would like to offer these MATLAB functions for free, if a request letter sent to the e-mail
address: sjyang@ahu.edu.cn.)
We have successfully used these MATLAB functions to determine the copositivity of matrices of
order k, k = 3, 4, 5, 6, 7. For instance, in order to determine the copositivity of
A =
⎛
⎜⎜⎜⎜⎝
1 −1 1 2 −3
−1 2 −3 −3 4
1 −3 5 6 −4
2 −3 6 5 −8
−3 4 −4 −8 16
⎞
⎟⎟⎟⎟⎠ ,
we run the following line command in MATLAB command window:
y = Cha5([1,−1, 1, 2,−3;−1, 2,−3,−3, 4;1,−3, 5, 6,−4;2,−3, 6, 5,−8;−3, 4,−4,−8, 16])
to get the answer: y = 1whichmeans A is copositive and not strictly copositive. This quite complicated
matrix is the one given in Example 4.1 of Ref. [11].
Then we restrict attention to symmetric matrices with unit diagonal and whose positive entries all
being less than or equal to 1 in accordancewith Remark 1.1.We also restrict attention to thosematrices
where each 2 × 2 submatrix is copositive, or equivalently, each negative entry of whom is not less than
−1.
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Table 1
n #strico % #notstri % #noncopo % #undeter %
3 902 90.2 0 0 98 9.8 0 0
4 718 71.8 0 0 282 28.2 0 0
5 478 47.8 0 0 522 52.2 0 0
6 251 25.1 4 0.4 745 74.5 0 0
7 100 10 12 1.2 888 88.8 0 0
8 28 2.8 3 0.3 961 96.1 8 0.8
9 1 0.1 0 0 993 99.3 6 0.6
10 0 0 0 0 998 99.8 2 0.2
In order to investigate the sizable percentages for copositivematrices and strictly copositivematri-
ces we have done the following experiments: for each n = 3, 4, 5, 6, 7, 8, 9, 10, we generated 1000 sym-
metric random matrices of order n all having unit diagonal and with positive entries all being less
than or equal to 1 and negative entries all being greater than or equal to −1 and then we use our
six MATLAB functions to determine the copositivity of these matrices. The main numerical result of
the experiments is given in Table 1. Where #strico, #notstri, #noncopo, #undeter denote the number
of strictly copositive matrices; the number of copositive (and not strictly) matrices; the number of
non-copositive matrices and the number of the remained matrices whose copositivity could not be
determined by our algorithms, respectively.
First we observe, from the table, that the percentage of copositive (but not strictly) matrices is
very small comparing to the strictly copositive ones, the reason might be that these matrices tested
have unit diagonal and that it is quite unusual for each of these matrices to satisfy xTAx = 0 for some
x /= 0. Meanwhile we observe the chance that a randommatrix so generated be copositive goes down
quickly as order goes up. And the last line tells thatwhen the order is greater than 9 a randommatrix so
generatedalmostalwaysnotbecopositive.Wealso recorded theruntime foreachexperiment including
generating and testing 1000 normalized random matrix of order n (n = 3, 4, 5, 6, 7, 8, 9, 10) on a com-
puter which is just a common personal computer bought three years ago. For n = 3, 4, 5, 6, 7, 8, 9, 10
the runtime is 0.1, 0.7, 3.2, 19.1, 96.4, 398.7, 351.2, 363.5 (Second), respectively. So the runtime of the 6
MATLAB functions is certainly short.
The experiments shows that our Algorithms work quite well in general.
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