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ON A NEW GRAPH DEFINED ON THE ORDER OF ELEMENTS OF A FINITE GROUP
Subarsha Banerjee
Abstract. In this paper, the author has introduced a new graph structure called the Co-Prime Order Graph
Θ(G) on a finite group G whose vertex set is G and any two vertexes x, y in Θ(G) are adjacent if and only if
gcd(o(x), o(y)) = 1 or prime. We study how the graph properties of Θ(G) and group properties of G are related
among themselves. We have given various conditions when Θ(G) is connected, complete, planar and Hamiltonian
when G = Zn and G = Dn for various n ∈ N. We have also found when the graph Θ(G) is Eulerian for any finite
group G. We have also studied the vertex connectivity of Θ(Zn) for various n ∈ N. Finally we have computed the
Signless Laplacian Spectra of Θ(G) when G = Zn and G = Dn for n = pq and n = pm where p, q are primes and
m ∈ Z.
1. Introduction
It is common to generate graphs from groups and semigroups. Bosak [1] studied various kinds of graphs which
were defined on semigroups. In [2], the author studied Intersection Graphs defined on a finite Abelian Group. The
Cayley digraph is also an important class of directed graphs defined on finite groups and readers may refer to [3, 4]
in order to find some information about them.
Kelarev and Quinn [5] defined two new classes of graphs known as Divisibility Graph and Power Graph on
semigroups. The Divisibility Graph of a semigroup S is a directed graph with vertex set S and any two vertices u
and v are adjacent if and only if u 6= v and u | v. On the other hand the Power Graph of a semigroup S is a directed
graph in which the set of vertices is again S and two distinct elements a, b ∈ S are adjacent if and only if b = am for
some positive integer m.
Motivated by the work on [5], Chakrabarty et. all defined the Undirected Power Graphs on semigroups in [6].
They defined the Undirected Power Graph on a semigroup S to be a graph whose vertex set is S and two distinct
vertices a, b ∈ S are adjacent if and only if a = bm or b = an for some positive integer m,n. The main properties of
this graph were investigated by Cameron and Ghosh in [7, 8].
Recently, researchers have studied various spectral properties of power graphs of finite groups. Chattopadhyay
and Panigrahi in [12] investigated the Laplacian spectra of power graphs of the finite cyclic group Zn and the dihedral
group Dn. In [13], the authors have computed the spectra of Adjacency Matrix of power graphs of certain finite
groups. The authors computed the Signless Laplacian Spectra of Power Graph of finite cyclic groups in [14].
In [9], the authors generalized the notion of Power Graph and introduced a new graph known as Order Supergraph
of the Power Graph of a finite group G whose vertex set is G and any two vertexes x, y are adjacent if and only if
o(x) | o(y) or o(y) | o(x). The automorphism group of this graph was studied in [10]. In [11] the authors calculated
the eigenvalues of the Adjacency Matrix and Laplacian Matrix of the given graph.
Motivated by the above works, in this paper we introduce a new graph known as Co-Prime Order Graph of a finite
group G. We denote it by Θ(G). We characterize some properties of the graph Θ(G) using the algebraic properties
of the group G. We study the completeness, connectedness and diameter of the graph Θ(G). We show that Θ(G) is
Eulerian if and only if G has odd order and every non-identity element of G has prime order. We also find out when
the graph Θ(Zn) is planar and Hamiltonian for various n ∈ N. We also study the vertex connectivity of Θ(G) when
G = Zn for various n ∈ N. Finally we find the Signless Laplacian Spectrum of Θ(Zn) and Θ(Dn) when n = pq and
n = pm where p, q are distinct primes and m is a positive integer.
The paper has been organized as follows:
In Section 2 we have given the preliminary definitions and theorems that have been used throughout the paper.
In Section 3 we formally introduce the Co Prime Order Graph Θ(G) of a finite group G and study its various
properties. In Section 4 we study the Vertex Connectivity of Θ(G) when G = Zn where n ∈ N. In Section 5
we determined the Signless Laplacian Spectrum of Θ(G) for G = Zn, Dn where n = pq, pm, p, q are primes and
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m ∈ N.
We conclude the paper in Section 6 by giving some open problems and providing some directions for future research.
2. Preliminary Definitions & Theorems
In this section, for the convenience of the readers, the author gives some preliminary definitions and theorems
that have been used throughout the paper. We denote a graph G by G = (V,E) where V is the set of all vertexes
of G and E denotes the set of all edges of G. A graph G is said to be simple if it has no loops or parallel edges. A
graph with one vertex and no edges is called a trivial graph. We denote the degree of a vertex v ∈ V (G) by deg(v).
For a given graph G, δ(G) = min{deg(v) : v ∈ G}. A sub-graph H = (W,F ) of G = (V,E) is a graph such that
W ⊆ V and F ⊆ E. Two vertexes a and b of a graph G are said to be adjacent if there exists an edge between a and
b. If there exists an edge between any two vertexes of G then G is said to be complete. A path P of length k in a
graph G is an alternating sequence of vertexes and edges v0, e0, v1, e1, v2, e2, . . . , vk−1, ek−1, vk where v′is are distinct
vertexes and ei is the edge joining vi and vi+1. If v0 = vk then the path P is said to be cycle. A graph G is said
to be connected if for any pair of vertexes u, v ∈ V there exists a path joining u and v. For a connected graph G,
the distance between two vertexes u, v denoted by d(u, v) is defined as the length of the shortest path joining u and
v. The diameter of a connected graph G denoted by diam(G) is defined as diam(G) = max{d(u, v) : u, v ∈ V }. A
planar graph is a graph that can be embedded in the plane, i.e., it can be drawn on the plane in such a way that its
edges intersect only at their endpoints.
An isomorphism of graphs G and H is a bijection f between V (G) and V (H) such that any two vertexes u, v ∈
V (G) are adjacent if and only if the vertexes f(u), f(v) ∈ V (H) are adjacent.
An Euler cycle in a graph G is a cycle which visits every edge exactly once. A graph G is said to be Eulerian
if it has an Euler cycle. A Hamiltonian cycle in a graph G is a cycle which visits every vertex exactly once. A
graph G is said to be Hamiltonian if it has a Hamiltonian cycle. The vertex connectivity κ(G) of a graph G is the
minimum number of vertexes whose removal results in a disconnected or trivial graph. We define the connectivity
of a disconnected graph to be 0. For more information on the terms used above, the readers may refer to any book
on graph theory, say [15, 17].
For n ∈ N, the number of positive integers that are less than or equal to n and are relatively prime to n is denoted
by φ(n). The function φ is known as Eulers phi function. We know that a finite cyclic group of order n is isomorphic
to (Zn,+), where Zn = {0, 1, . . . , n− 1}, hence we prove our results for Zn instead of an arbitrary cyclic group. An
element [a] ∈ Zn is said to be a generator of Zn if gcd(a, n) = 1. An element which is not a generator is known
as a non-generator. We denote the Dihedral Group of order 2n by Dn. The order of an element g denoted by o(g)
in a finite group G is the least positive integer n such that gn = e where e is the identity element of G. For basic
definitions and notions on group theory the readers are referred to [16].
We have used the following theorems in our paper:
Theorem 2.1. [15] A connected graph G has an Euler cycle if and only if deg(v) is even for every vertex v ∈ G.
Theorem 2.2. [17] For any graph G,
κ(G) ≤ δ(G)
where κ(G) denotes the vertex connectivity of G and δ(G) denotes the minimum vertex degree of the graph G.
Theorem 2.3. [15] The complete graph K5 and the complete bipartite graph K3,3 are non-planar.
Theorem 2.4. [Ore] [15] Let G be a (finite and simple) graph with n ≥ 3 vertexes. If deg(v) + deg(w) ≥ n for
every pair of distinct non-adjacent vertexes v and w of G, then G is Hamiltonian.
3. Co-Prime Order Graph of a Finite Group
Let G be a finite group such that order of the group G is greater than 1. The author defines a graph Θ(G) = (V,E)
as follows: The vertex set V is the set G and any two distinct vertexes x, y are adjacent if and only if gcd(o(x), o(y))
is either 1 or a prime number. We now study some basic properties of Θ(G).
Theorem 3.1. The graph Θ(G) is connected and diam(Θ(G)) = 2.
Proof. Let x, y ∈ Θ(G). If gcd(o(x), o(y)) = 1 or prime, then x is adjacent to y and we are done. If gcd(o(x), o(y))
is composite then x and y are not adjacent. Consider the identity element e of G. Since o(e) = 1, so x and y are
both adjacent to e. Thus we find that there always exists a path of length 2 between any two non-adjacent vertexes
x, y ∈ Θ(G).
Thus Θ(G) is connected and diam(Θ(G)) = 2. 
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Theorem 3.2. The graph Θ(G) is Eulerian if and only if G is an odd order group and every non-identity element
has prime order.
Proof. Suppose the graph Θ(G) is Eulerian. Using Theorem 3.1, we find that Θ(G) is connected. Since Θ(G) is
Eulerian and connected, using Theorem 2.1 we find that every vertex in Θ(G) has even degree.
Since the identity element e of G is connected to every other vertex in Θ(G), deg(e) = |G| − 1 where |G| denotes the
number of elements in G.
Since deg(e) must be even, order of G must be odd.
Now let a be any non-identity element of G.We claim that a has prime order.
Assume that order of a is composite. Now consider the set
Ea = {b ∈ G : gcd(o(a), o(b)) = 1 or prime}.
Notice that b ∈ Ea if and only if b−1 ∈ Ea. Thus the number of non-identity elements present in Ea (if any) are
of even number.
Also the identity element e of G belongs to the set Ea for any a ∈ G.
Thus the set Ea has odd number of elements for each a ∈ G \ {e}.
Thus,
(1) |Ea| = odd ∀a ∈ G.
Let E∗a = Ea \ {a}.
Since order of a is composite so a /∈ Ea.
Thus
(2) Ea = E
∗
a
Note that the elements of the set E∗a are nothing but the vertexes of Θ(G) which are adjacent to the vertex a of
Θ(G).
Thus the order of E∗a equals deg(a).
Hence,
(3) |E∗a | = deg(a).
From Equation (2),
(4) |Ea| = deg(a).
Since the graph Θ(G) is Eulerian, deg(a) must be even but from Equation (1) and (4) we find that deg(a) is odd
which is contradictory.
Hence our initial assumption that order of a is composite is wrong.
Thus a must have order 1 or prime.
Conversely, assume that |G| is odd and every non-identity element of G has prime order.
Thus for any a ∈ G,
(5) E∗a = G \ {a}.
Using Equation (3),
(6) deg(a) = |E∗a | = |G \ {a}|.
Since |G| is odd, so |G \ {a}| is even for all a ∈ G.
Using Equation(6),
(7) deg(a) = even ∀a ∈ G.
Since every vertex in Θ(G) has even degree and Θ(G) is connected ,we conclude from Theorem 2.1 that Θ(G) is
Eulerian.

Theorem 3.3. Let G be a finite cyclic group of order n. Then the graph Θ(G) is complete if and only if n is prime.
Proof. Suppose n is prime, say n = p. Consider x, y ∈ G. If either x or y is the identity element of G then either
o(x) = 1 or o(y) = 1 which implies that gcd(o(x), o(y)) = 1 which implies that x and y are adjacent. If neither x nor
y is the identity element of G then o(x) = o(y) = p which implies gcd(o(x), o(y)) = p. Thus x and y are adjacent.
Since x, y are adjacent for all x, y ∈ Θ(G) we conclude that Θ(G) is complete.
Conversely assume that Θ(G) is complete. Assume that n is composite. Then n ≥ 4. Then G being a cyclic
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group has φ(n) generators. Clearly φ(n) ≥ 2 for all n ≥ 4. Thus we can find x, y ∈ G where x 6= y such that
o(x) = o(y) = n. Hence gcd(o(x), o(y)) = n which is composite which implies that x is not adjacent to y. Hence
Θ(G) is not complete which is contrary to our assumption. Hence n must be prime.
Thus Θ(G) is complete if and only if n is prime.
Restating the above theorem we have,
Theorem 3.4. Let G be a finite cyclic group of order n. Then Θ(G) is complete if and only if G ∼= Zp.

Theorem 3.5. Let G be a commutative group of order pm where p is a prime and m ∈ N. Then Θ(G) is complete
if and only if
G ∼= Zp × Zp × · · ·m times · · ·︸ ︷︷ ︸×Zp.
Proof. We know that any finite commutative group is a direct product of cyclic groups. Hence we can write G as
G ∼= Zpα1 × Zpα2 × · · · × Zpαk
where α1 + α2 + · · ·+ αk = m and 1 ≤ αi ≤ m.
Assume that Θ(G) is complete. Then by Theorem 3.3, G is not cyclic.
Since G is not cyclic so αi 6= m for all 1 ≤ i ≤ k.
Now if αi = 1 for all 1 ≤ i ≤ k, we are done.
So let us assume that there exists αi such that αi > 1 for some i.
Since Zpαi is a cyclic group of order pαi , it has φ(pαi) ≥ 2 generators and hence we can find x, y in Zpαi such that
o(x) = o(y) = pαi .
Consider the two elements
x = (0, 0, . . . , 0, x, 0, . . . , 0, 0) and y = (0, 0, . . . , 0, y, 0, . . . , 0, 0) which belong to Θ(G).
Notice that o(x) = o(y) = pαi . Hence gcd(o(x), o(y)) is neither 1 nor prime.
Thus x and y are not adjacent in Θ(G).
Hence Θ(G) is not complete which is a contradiction to our initial assumption.
Hence our assumption that αi > 1 for some i is wrong.
Thus αi = 1 for all 1 ≤ i ≤ k.
Since αi = 1 for all i, we have k = m.
Hence G ∼= Zp × Zp × · · ·m times · · ·︸ ︷︷ ︸×Zp.
Conversely if we assume that G ∼= Zp × Zp × · · ·m times · · ·︸ ︷︷ ︸×Zp then every element of G has order 1 or p which
in turn implies that any two vertexes x, y ∈ Θ(G) are adjacent.
Thus Θ(G) is complete.

Theorem 3.6. If G is a non-commutative group of order 2n where n ≥ 3, then Θ(G) is not complete.
Proof. Since G is a non-commutative group, so there exists a ∈ G such that a 6= a−1. Now for any g ∈ G,
o(g) = o(g−1).
Hence gcd(o(a), o(a−1)) = o(a).
Since a2 6= e, o(a) 6= 2.
Since order of an element divides the order of a group and o(a) 6= 2, we must have o(a) = 2m where 1 < m < n.
Hence o(a) is composite.
Thus we find two distinct elements a and a−1 in G such that gcd(o(a), o(a−1)) is neither 1 nor prime.
Hence we find two vertexes a and a−1 in the graph Θ(G) such that they are not adjacent in Θ(G).
Hence Θ(G) is not complete. 
Theorem 3.7. If G is a non-cyclic group of order pq such that q ≡ 1 mod p then Θ(G) is complete.
Proof. Since G is non-cyclic and q ≡ 1 mod p, so any element of G has order 1, p, q. Thus for any two elements
x, y ∈ G, gcd(o(x), o(y)) = 1 or prime. Thus any two vertexes of Θ(G) are adjacent. Thus Θ(G) is complete. 
Theorem 3.8. If G = Dn where n ≥ 3 then Θ(G) is complete if and only if n is prime.
Proof. Note that
Dn = {〈r, s〉 : rn = s2 = 1, rs = sr−1}.
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Let A = 〈r〉 = {1, r, r2, . . . , rn−1} and B = {sri : 0 ≤ i ≤ n− 1}.
Thus the vertex set of Θ(G) is A ∪B.
The graph induced by the elements of A forms a sub-graph of Θ(G) and is isomorphic to Θ(Zn) where n ∈ N.
Also note that every element of B has order 2 and hence the sub-graph induced by the elements of B is complete.
Also every vertex of A is adjacent to every vertex of B since order of each member of B is prime.
Thus Θ(Dn) is complete if and only if Θ(Zn) is complete.
Using Theorem 3.3, Θ(Zn) is complete if and only if n is prime.
Thus Θ(Dn) is complete if and only if n is prime.

Theorem 3.9. The graph Θ(Zn) is planar if and only if n = 3 or n = 2
i where i ≥ 1.
Proof. Assume that Θ(Zn) is planar.
Let n = pα11 p
α2
2 · · · pαkk where pi’s are primes are αi’s are positive integers.
Assume that αi ≥ 1 for i = i0, i = i1, then we can choose the elements pα11 pα22 · · · pαi0−1i0 · · · pαkk and pα11 pα22 · · · p
αi1−1
i1
· · · pαkk
and consider the subgroup generated by these two elements.
Every element in the subgroup generated by pα11 p
α2
2 · · · pαi0−1i0 · · · pαkk except the identity element has order pi0 which
is prime.
Every element in the subgroup generated by pα11 p
α2
2 · · · pαi1−1i1 · · · pαkk except the identity element has order pi1 which
is also prime.
Thus we obtain pi0 + pi1 − 2 elements of prime order.
Note that pi0 + pi1 ≥ 5 is always true.
We consider the following cases:
Case 1. If pi0 + pi1 ≥ 7, then pi0 + pi1 − 2 ≥ 5.
Thus we can find 5 elements whose order is prime and hence are adjacent to each other.
Case 2: If 5 ≤ pi0 + pi1 < 7 then pi0 + pi1 − 2 = 3.
Here we take 3 elements of prime order together with the zero element and a generator of Zn.
Thus in this case too we can find 5 elements which are adjacent to each other.
We conclude from Case 1 and Case 2 that there always exists a sub-graph in Θ(Zn) which is isomorphic to K5.
By Theorem 2.3, we conclude that Θ(Zn) is not planar which is contrary to our assumption.
Hence there doesn’t exist i0, i1 such that αi0 , αi1 ≥ 1.
Thus αi ≥ 1 for at most one i.
Hence n = pi where p is a prime and i ≥ 1.
Again if p ≥ 5 we can consider the element pi−1. We again notice that pi−1, 2pi−1, 3pi−1, . . . , (p − 1)pi−1 all have
prime order and hence are adjacent to all other members of the graph Θ(Zn).
Since p ≥ 5 so we have p− 1 ≥ 4, hence if we take the 4 elements out of pi−1, 2pi−1, 3pi−1, . . . , (p− 1)pi−1 together
with the zero element of Zn then the graph induced by them is isomorphic to K5 and hence by Theorem 2.3 we find
that Θ(Zn) is not planar.
Thus we are left with primes p = 2, 3.
Hence either n = 2i or n = 3i where i ≥ 1.
We claim that the graph Θ(Zn) is planar when n = 2i for all i ≥ 1.
When n = 2i then the graph Θ(Zn) has exactly two vertexes of degree n− 1 and the remaining vertexes each have
degree 2.
The graph Θ(Zn) for n = 8 is:
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Now we can draw the above graph in the following way:
0
1 23
4
56 7
which shows that the graph Θ(Z8) is planar.
Using the same logic for any n = 2i as above we conclude that Θ(Zn) is planar for n = 2i where i ≥ 1.
Now we show that Θ(Zn) is planar for n = 3i only when i = 1.
Note that when n = 3 then Θ(Z3) is a complete graph on 3 vertexes which is planar.
When i ≥ 2 the graph Θ(Zn) takes the following form
Here if we take the vertexes {[0], 3i−1, 2× 3i−1} and any three vertexes other than these then the graph obtained
contains K3,3 as a sub-graph and hence is not planar.
Hence the graph is planar only when n = 3.
Thus the graph is planar if and only if n = 2i for all i ≥ 1 and for n = 3. 
Theorem 3.10. If p and q are distinct primes then the graph Θ(Zpq) is Hamiltonian if and only if p = 2.
Proof. Assume that p = 2.
Let v1 and v2 be two non-adjacent vertexes in the graph Θ(Zpq).
Then v1 and v2 are generators of Z2q.
Note that the vertex v1 is adjacent to any non-generator of Z2q and so is v2.
Then deg(vi) = 2q − φ(2q) = 2q − (q − 1) = q + 1 where i ∈ {1, 2}.
Thus deg(v1) + deg(v2) = 2(q + 1) > 2q.
Thus sum of degrees of two non-adjacent vertexes is greater than the number of vertexes in Θ(Zpq).
By Theorem 2.4, we conclude that Θ(Z2q) is Hamiltonian.
Now we show that if 2 < p < q then the graph Θ(Z2q) is not Hamiltonian.
Consider A = {i : gcd(i, n) = 1} and B = {0} ∪ {i : gcd(i, n) 6= 1}.
Let |A|, |B| denote the number of elements in the sets A and B.
If we remove all the vertexes of Θ(Z2q) which are in B then the graph Θ(Z2q) has |A| = φ(pq) components.
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Note that since 2 < p < q, hence we have
(p− 2)(q − 2) > 2
=⇒ pq − 2q − 2p+ 4 > 2
=⇒ pq − 2p− 2q + 2 > 0
=⇒ pq + 2 > 2(p+ q)
=⇒ pq − p− q + 1 > p+ q − 1
=⇒ (p− 1)(q − 1) > p+ q − 1
=⇒ φ(pq) > pq − φ(pq)
=⇒ |A| > |B|.
(8)
Thus the graph Θ(Zpq) is not 1-tough.
Since a Hamiltonian graph is necessarily 1-tough ([18]), we conclude that Θ(Zpq) is not Hamiltonian when 2 < p < q.
Thus the graph Θ(Zpq) is Hamiltonian if and only if p = 2.

Theorem 3.11. If two groups G1 and G2 are isomorphic then so are Θ(G1) and Θ(G2).
Proof. If the groups G1 and G2 are isomorphic then the number of elements of each order in G1 is the same as G2.
Thus two elements x, y are adjacent in G1 if and only if x, y are adjacent in G2. Hence the graphs Θ(G1) and Θ(G2)
are isomorphic. 
Proposition 3.12. The converse of the Theorem 3.11 is not true.
Proof. Consider the set
F = {
1 a b0 1 c
0 0 1
 : a, b, c ∈ F3}
where F3 denotes the finite field of order 3.
Clearly F forms a group under matrix multiplication.
Also consider the group Z3 × Z3 × Z3.
Note that the graph Θ(Z3 × Z3 × Z3) is complete by Theorem 3.5.
We also notice that each non-identity element of the group F has order 3. Thus any two elements of the graph Θ(F)
are adjacent which in turn implies that the graph Θ(F) is complete.
We find that the two groups are not isomorphic as one is commutative while the other is not.
But the graphs Θ(F) and Θ(Z3 × Z3 × Z3) are isomorphic as both are complete graphs of order 27. 
4. Vertex Connectivity of Θ(G)
In this section we investigate the vertex connectivity of Θ(G) when G = Zn where n ∈ N.
Let S∗(G) denote the set of all those elements in a group G which have prime order.
Let S(G) = {e} ∪ S∗(G) where e denotes the identity element of the group G.
Let S
′
(G) denote the set of all generators of G. We denote the number of elements in the set S(G) by |S(G)|.
Theorem 4.1. If n is prime, then κ(Θ(Zn)) = n− 1.
Proof. When n is prime, we know from Theorem 3.3 that Θ(Zn) is complete.
Since the vertex connectivity of a complete graph on n vertexes is n− 1, we conclude that κ(Θ(Zn)) = n− 1. 
Theorem 4.2. If n ∈ N is composite, κ(Θ(Zn)) ≤ |S(Zn)|.
Proof. Let v0 be a generator of Zn such that o(v0) = n.
Since n is composite then deg(v0) ≤ deg(w) for all vertexes w ∈ Θ(Zn).
Thus, δ(Θ(Zn)) = deg(v0).
Now we notice that the vertex v ∈ Θ(Zn) is adjacent to every member of S(Zn) and nothing else.
Thus deg(v0) = |S(Zn)|.
By Theorem 2.2, κ(Θ(Zn)) ≤ |S(Zn)|. 
Theorem 4.3. If n = pq where p, q are distinct primes with p < q then κ(Θ(Zn)) = p+ q − 1.
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Proof. When n = pq, then S(Zpq) = {[0], [p], [2p], [3p], . . . , [(q − 1)p], [q], [2q], [3q], . . . , [(p− 1)q]}.
Thus |S(Zpq)| = p+ q − 1.
Also notice that Zpq = S ∪ S′ .
Using Theorem 4.2
(9) κ(Θ(Zn)) ≤ |S(Zpq| = p+ q − 1.
We want to show that
(10) κ(Θ(Zpq)) = |S(Zpq)| = p+ q − 1.
We observe that every element of S
′
is adjacent to all the members of S but not adjacent to any member of itself. Since
the sub-graph induced by the elements of S is complete, so removing the members of S
′
will not disconnect the graph.
In order to disconnect Θ(Zpq) we need to remove members of the set S. We need to remove all elements of the
set S because if we remove |S| − 1 members of S then there exists an a ∈ S such that a is adjacent to s′ for all
s
′ ∈ S′ making the graph connected.
Hence
(11) κ(Θ(Zpq)) ≥ |S| = p+ q − 1.
Combining Equation 9 and Equation 11 we have
(12) κ(Θ(Zpq)) = p+ q − 1.

Theorem 4.4. If n = pm where p is a prime and m ∈ N then κ(Θ(Zn)) = |S| = p.
Proof. The proof can be done in similar ways as done in Theorem 4.3 and hence has been skipped.

Now it is quite natural to ask if κ(Θ(Zn)) is equal to |S(Zn)| for all n ∈ N where n is composite.
We show that the above proposition is not true.
If we take n = 20, we find that κ(Θ(Z20)) < |S(Z20)|.
Note that |S(Z20)| = 6, while κ(Θ(Z20)) = 4.
We illustrate the above using the following pictures.
The graph of Θ(Z20) is
If we delete the vertexes {[0], [10], [16], [18]} of Θ(Z20) the graph becomes
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We find that Θ(Z20) \ {[0], [10], [16], [18]} is disconnected.
Hence Θ(Z20) has vertex connectivity 4.
Clearly κ(Θ(Z20)) < |S(Z20)|.
Hence it is natural to pose the following question:
Problem 4.5. Find all n ∈ N such that κ(Θ(Zn)) = |S(Zn)|.
5. Signless Laplacian Spectra of Θ(G)
In this section we find the Signless Laplacian Spectra of Θ(G) for various finite groups G. In the first two
subsections we find the Signless Laplacian Spectra of Θ(G) when G = Zn where n = pq, pm.
In the last two subsections we find the Signless Laplacian Spectra of Θ(G) when G = Dn where n = pq, p
m.
Here p, q are distinct primes with p < q and m ∈ N.
5.1. Signless Laplacian Spectra of Θ(Zpq)
The rows and columns of the matrix Q have been indexed in the following way:
We start with the zero element [0] of Zn. We then list the elements [m] ∈ Zn such that gcd(m,n) 6= 1. Finally we
list those elements [m] ∈ Zn such that gcd(m,n) = 1.
Using the above indexing Q takes the following form:
Q =
[
A C
CT B
]
where,
A =

n− 1 1 1 1 . . . . . . 1 1
1 n− 1 1 1 . . . . . . 1 1
1 1 n− 1 1 . . . . . . 1 1
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
1 1 1 1 . . . . . . n− 1 1
1 1 1 1 . . . . . . 1 n− 1

(n−φ(n))×(n−φ(n))
,
C is the all 1− matrix of order (n− φ(n))× φ(n) and B = (n− φ(n))Iφ(n).
We now proceed to find the spectrum of Q for various n ∈ N.
The characteristic polynomial of Q is given by
Λ(x) = det(xI −Q) = det(
[
xI −A −C
−CT xI −B
]
).
Using Schur’s Determinant Identity [19] we have,
(13) Λ(x) = det(xI −B) det((xI −A)− C(xI −B)−1CT ).
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Now
(14) det(xI −B) = det((x− (n− φ(n))I) = (x− (n− φ(n)))φ(n).
Again,
(15) (xI −B)−1 = 1
(x− (n− φ(n)))I.
Also
(16) C(xI −B)−1CT = φ(n)
(x− (n− φ(n)))

1 1 1 . . . 1 1
1 1 1 . . . 1 1
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
1 1 1 . . . 1 1
1 1 1 . . . 1 1
 =
φ(n)
(x− (n− φ(n)))J.
Now,
(17) (xI −A)− C(xI −B)−1CT = (xI −A)− φ(n)
(x− (n− φ(n)))J
Hence,
(18)
det((xI −A)− C(xI −B)−1CT )
= det((xI −A)− φ(n)
(x− (n− φ(n)))J)
= det

(x− n+ 1− φ(n)x−(n−φ(n)) ) (−1− φ(n)(x−(n−φ(n))) ) (−1− φ(n)(x−(n−φ(n))) ) . . . . . . (−1− φ(n)(x−(n−φ(n))) )
(−1− φ(n)(x−(n−φ(n))) ) (x− n+ 1− φ(n)x−(n−φ(n)) ) (−1− φ(n)(x−(n−φ(n))) ) . . . . . . (−1− φ(n)(x−(n−φ(n))) )
(−1− φ(n)(x−(n−φ(n))) ) (−1− φ(n)(x−(n−φ(n))) ) (x− n+ 1− φ(n)x−(n−φ(n)) ) . . . . . . (−1− φ(n)(x−(n−φ(n))) )
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
(−1− φ(n)(x−(n−φ(n))) ) (−1− φ(n)(x−(n−φ(n))) ) (−1− φ(n)(x−(n−φ(n))) ) . . . . . . (x− n+ 1− φ(n)x−(n−φ(n)) )

=
1
(x− (n− φ(n)))n−φ(n)×
det

x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n)) −(x− n+ 2φ(n)) −(x− n+ 2φ(n)) . . . . . . −(x− n+ 2φ(n))
−(x− n+ 2φ(n)) x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n)) −(x− n+ 2φ(n)) . . . . . . −(x− n+ 2φ(n))
−(x− n+ 2φ(n)) −(x− n+ 2φ(n)) x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n)) . . . . . . −(x− n+ 2φ(n))
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
−(x− n+ 2φ(n)) −(x− n+ 2φ(n)) −(x− n+ 2φ(n)) . . . . . . x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n))

Applying the row operation R1 → R1 +R2 + · · ·+Rn−φ(n) we have,
det

x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)) x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)) x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)) . . . . . . x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n))
−(x− n+ 2φ(n)) x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n)) −(x− n+ 2φ(n)) . . . . . . −(x− n+ 2φ(n))
−(x− n+ 2φ(n)) −(x− n+ 2φ(n)) x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n)) . . . . . . −(x− n+ 2φ(n))
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
−(x− n+ 2φ(n)) −(x− n+ 2φ(n)) −(x− n+ 2φ(n)) . . . . . . x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n))

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=
(x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)))
(x− (n− φ(n)))n−φ(n) ×
det

1 1 1 . . . . . . 1
−(x− n+ 2φ(n)) x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n)) −(x− n+ 2φ(n)) . . . . . . −(x− n+ 2φ(n))
−(x− n+ 2φ(n)) −(x− n+ 2φ(n)) x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n)) . . . . . . −(x− n+ 2φ(n))
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
−(x− n+ 2φ(n)) −(x− n+ 2φ(n)) −(x− n+ 2φ(n)) . . . . . . x2 + x(1− 2n+ φ(n)) + n(n− 1− φ(n))

Now considering the row operations,
R2 → R2 + (x− n+ 2φ(n))R1, R3 → R3 + (x− n+ 2φ(n))R1, . . . , Rn−φ(n) → Rn−φ(n) + (x− n+ 2φ(n))R1
we have,
(x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)))
(x− (n− φ(n)))n−φ(n) ×
det

1 1 1 . . . . . . 1
0 x2 + x(2− 2n+ φ(n)) + n(n− 2− φ(n)) + 2φ(n) 0 . . . . . . 0
0 0 x2 + x(2− 2n+ φ(n)) + n(n− 2− φ(n)) + 2φ(n) . . . . . . 0
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
0 0 0 . . . . . . x2 + x(2− 2n+ φ(n)) + n(n− 2− φ(n)) + 2φ(n)

Expanding along the first column we have
(x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)))
(x− (n− φ(n)))n−φ(n) ×
det

x2 + x(2− 2n+ φ(n)) + n(n− 2− φ(n)) + 2φ(n) 0 . . . . . . 0
0 x2 + x(2− 2n+ φ(n)) + n(n− 2− φ(n)) + 2φ(n) . . . . . . 0
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
0 0 . . . . . . x2 + x(2− 2n+ φ(n)) + n(n− 2− φ(n)) + 2φ(n)

= (x2+x(2−2n+φ(n))+n(n−2−φ(n))+2φ(n))n−φ(n)−1)× (x
2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)))
(x− (n− φ(n)))n−φ(n) .
Thus we have,
(19) det((xI −A)− C(xI −B)−1CT )
= (x2+x(2−2n+φ(n))+n(n−2−φ(n))+2φ(n))n−φ(n)−1)× (x
2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)))
(x− (n− φ(n)))n−φ(n)
Now,
(x2 + x(2− 2n+ φ(n)) + n(n− 2− φ(n)) + 2φ(n)) = (x− (n− φ(n)))(x− (n− 2)).(20)
From Equations (13), (14), (19) and (20),
Λ(x) = (x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)))× {(x− (n− φ(n)))}φ(n)−1(x− (n− 2))n−φ(n)−1
(21)
Hence the eigenvalues of Q are n−φ(n) with multiplicity φ(n)− 1, n− 2 with multiplicity n−φ(n)− 1 and other
two are the roots of the equation (x2 + x(2− 3n+ 2φ(n)) + (2n− 2φ(n))(n− 1− φ(n)).
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On substituting n = pq we find that the eigenvalues of Q are p + q − 1 with multiplicity pq − p − q, pq − 2
with multiplicity p+q−2 and other two are the roots of the equation (x2−x(pq+2p+2q−4)+2(p+q−1)(p+q−2).
Thus we have,
Theorem 5.1. The eigenvalues of Q(Θ(Zpq)) are p + q − 1 with multiplicity pq − p − q, pq − 2 with multiplicity
p+ q − 2 and other two are the roots of the equation (x2 − x(pq + 2p+ 2q − 4) + 2(p+ q − 1)(p+ q − 2).
5.2. Signless Laplacian Spectrum of Zpm
We now proceed to find the Signless Laplacian Spectrum of Zpm denoted by Q(Zpm).
The rows and columns of the matrix Q have been indexed in the following way:
We start with the zero element [0] of Zn.
We then list the following elements of Zn: {pm−1, 2pm−1, 3pm−1, . . . , (p− 2)pm−1, (p− 1)pm−1}
We then list the non-generators of Zn and finally we list the generators of Zn.
Using the above indexing the matrix of Q takes the following form:
Q =
[
A C
CT B
]
where,
A =

n− 1 1 1 1 . . . . . . 1 1
1 n− 1 1 1 . . . . . . 1 1
1 1 n− 1 1 . . . . . . 1 1
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
1 1 1 1 . . . . . . n− 1 1
1 1 1 1 . . . . . . 1 n− 1

p×p
,
Cp×(n−p) is the all 1 matrix and B = (pI)(n−p) where I denotes the Identity Matrix.
If we apply the same procedure as in Section 5.1 the characteristic polynomial of Q becomes
(22) Λ(x) = {x2 + x(−2p+ 2− pm) + 2p(p− 1)}{(x− p)(pm−p−1)}{(x− (pm − 2))(p−1)}
Thus the eigenvalues of Q when n = pm are p with multiplicity pm − p − 1, pm − 2 with multiplicity p − 1 and the
other two are given by the roots of the equation x2 − x(pm + 2p− 2) + 2p(p− 1).
Thus we have,
Theorem 5.2. The eigenvalues of Q(Θ(Zpm)) are p with multiplicity pm− p− 1, pm− 2 with multiplicity p− 1 and
the other two are given by the roots of the equation x2 − x(pm + 2p− 2) + 2p(p− 1).
5.3. Signless Laplacian Spectra of Θ(Dpq)
In this section we find the Signless Laplacian Spectra of Θ(Dn) for n = pq.
We know that Dn = 〈r, s〉 where rn = s2 = 1 and rs = sr−1.
Now let A denote the set A = {ri : gcd(i, n) = 1}.
Let B = {1} ∪ {ri : gcd(i, n) 6= 1} ∪ {sri : 0 ≤ i ≤ n− 1}.
We first list the elements of B and then list the elements of A.
Using the above indexing we find that the Signless Laplacian Matrix Q(Θ(Dn)) takes the following form:
Q =
[
A C
CT B
]
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where,
A =

n− 1 1 1 1 . . . . . . 1 1
1 n− 1 1 1 . . . . . . 1 1
1 1 n− 1 1 . . . . . . 1 1
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
1 1 1 1 . . . . . . n− 1 1
1 1 1 1 . . . . . . 1 n− 1

(2n−φ(n))×(2n−φ(n))
,
C is the all 1− matrix of order (2n− φ(n))× φ(n) and B = (n− φ(n))Iφ(n).
Using the same procedure as in Section 5.1, the characteristic polynomial of Q(Θ(Dn)) becomes
Λ(x) = (x2 + x(2− 6n+ 2φ(n)) + (4n− 2φ(n))(2n− 1− φ(n)))× {(x− (2n− φ(n)))}φ(n)−1(x− (2n− 2))2n−φ(n)−1
(23)
Hence the eigenvalues of Q are 2n−φ(n) with multiplicity φ(n)− 1, 2n− 2 with multiplicity 2n−φ(n)− 1 and other
two are the roots of the equation (x2 + x(2− 6n+ 2φ(n)) + (4n− 2φ(n))(2n− 1− φ(n)).
Thus we have,
Theorem 5.3. The eigenvalues of Q(Θ(Dpq)) are pq+p+ q−1 with multiplicity pq−p− q, 2pq−2 with multiplicity
pq + p + q − 2 and other two are the roots of the equation (x2 + x(2 − 6pq + 2(p − 1)(q − 1)) + (4pq − 2(p − 1)(q −
1))(2pq − 1− (p− 1)(q − 1)).
5.4. Signless Laplacian Spectrum of Dpm
In this section we find the Signless Laplacian Spectra of Θ(Dn) for n = p
m. We index the rows and columns of
the matrix Q in the following way:
We start with the the identity element of Dn. We then list the following elements of Dn:
{rpm−1 , r2pm−1 , . . . , r(p−1)pm−1}.
We then list the elements of the form {sri : 0 ≤ i ≤ n− 1}.
At the end we list the remaining elements of Dn.
Using the above indexing we find that the Signless Laplacian Matrix Q(Θ(Dn)) takes the following form:
Q =
[
A C
CT B
]
where,
A =

n− 1 1 1 1 . . . . . . 1 1
1 n− 1 1 1 . . . . . . 1 1
1 1 n− 1 1 . . . . . . 1 1
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
1 1 1 1 . . . . . . n− 1 1
1 1 1 1 . . . . . . 1 n− 1

(n+p)×(n+p)
,
C is the all 1− matrix of order (n+ p)× (n− p) and B = (n+ p)I(n−p).
Using similar techniques as in Section 5.1 the characteristic polynomial of Q(Θ(Dn)) for n = p
m can be obtained as:
Λ(x) = {x2 + x(2− 4pm − 2p) + 2(pm + p)(pm + p− 1)}{(x− (pm + p))pm−p−1}{(x− (2pm − 2))pm+p−1}(24)
Hence the eigenvalues of Q are pm + p with multiplicity pm − p− 1, 2pm − 2 with multiplicity pm + p− 1 and other
two are the roots of the equation {x2 + x(2− 4pm − 2p) + 2(pm + p)(pm + p− 1)}.
Thus,
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Theorem 5.4. The eigenvalues of Q(Θ(Dpm)) are p
m + p with multiplicity pm − p − 1, 2pm − 2 with multiplicity
pm + p− 1 and other two are the roots of the equation {x2 + x(2− 4pm − 2p) + 2(pm + p)(pm + p− 1)}.
6. Conclusion
In this paper we have introduced a new graph structure on a finite group G and defined it as the Co-Prime Order
graph of G denoted by Θ(G). We have studied various properties of Θ(G). Additionally we have studied the vertex
connectivity of Θ(G) and found an upper bound of it. We have also posed a problem for further research. The
readers are also welcome to study various graph properties and spectral properties of Θ(G) for different finite groups.
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