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Abstract
The well-known Schiffer conjecture saying that for a smooth bounded domain Ω ⊂ Rn, if there exists
a positive Neumann eigenvalue such that the corresponding Neumann eigenfunction u is constant on the
boundary of Ω , then Ω is a ball. In this paper, we shall prove that the Schiffer conjecture holds if and only
if the third order interior normal derivative of the corresponding Neumann eigenfunction is constant on
the boundary. We also prove a similar result to the Berenstein conjecture for the overdetermined Dirichlet
eigenvalue problem.
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1. Introduction
The study of the relations between the eigenvalues of the Laplace operator and the geometry
of the domain is a very old one and it remains an area of extremely active research. Beyond the
beauty of many of the results obtained, a sustaining force has been its wide number of applica-
tions (see, for example, [4,13,35,50]). Originating in harmonic analysis, the Pompeiu problem is
a long-standing open problem, which has puzzled many mathematicians during the past 77 years.
Let Ω be a nonempty bounded open subset of Rn with n 2. LetM denote the set of rigid
motions of Rn onto itself: each σ ∈M can be thought of as a rotation followed by a translation.
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which ∫
σ(Ω)
f (x1, x2, . . . , xn) dx = 0 for every σ ∈M (1.1)
is the function f ≡ 0. Here σ(Ω) denotes the image of Ω under the rigid motion σ (see [36,37]).
A ball of any radius R > 0 fails to have the Pompeiu property. This was first realized in two-
dimensional case by Chakalov [12]: if B(0,R) = {x = (x1, x2) | x21 + x22 < R2}, then choosing
a ∈ R1 such that aR is a positive zero of the Bessel function of the first kind of order one, one
can easily check that f (x1, x2) = sin(ax1) and Ω = B(0,R) satisfy (1.1). The result extends
directly to n 2: see e.g. [47]. It is very tempting to conjecture (see, for example, [47, p. 185],
[4,50] and [26, p. 168]) the following:
Among bounded open sets of Rn, each of which has a Lipschitz connected boundary, only the
balls fail to have the Pompeiu property.
Inspired by the ideas in Zalcman’s paper [51], in 1973 Brown, Schreiber and Taylor [9] proved
that a bounded set Ω ⊂ R2 has the Pompeiu property if and only if for any α ∈ C \ {0} the
complexified Fourier transform of the characteristic function of Ω ,
χˆΩ(ζ ) =
∫
Ω
e−i〈x,ζ 〉 dx, ζ = (ζ1, ζ2) ∈ C2,
does not vanish identically on the set {ζ = (ζ1, ζ2) ∈ C2 | ζ 21 + ζ 22 = α}. Using the above charac-
terization it was proved in [9] that every convex set with at least a true corner has the Pompeiu
property.
Berenstein [4] subsequently observed that if domain Ω ⊂ R2 is also simply connected then
“for every α ∈ C \ {0}” in the statement of [9] can be replaced by “for every α > 0.”
In 1976 Williams [47] proved a remarkable connection between the Pompeiu problem and a
symmetry problem in partial differential equations, known as Schiffer’s conjecture:
Let Ω ⊂ Rn be a bounded C1 domain. Does the existence of a nontrivial solution u of the
over-determined Neumann eigenvalue problem
{
u + αu = 0 in Ω , α > 0,
u|∂Ω = c = const, ∂u∂ν
∣∣
∂Ω
= 0 (1.2)
imply that Ω is a ball, and that u is symmetric about the center of the ball? Here ν denotes the
unit exterior normal to ∂Ω .
It was proved in [47] (also see [4]) that for a bounded C1 domain Ω ⊂ Rn, the failure of
the Pompeiu property is equivalent to the existence of a nontrivial solution of (1.2). Inspired
by the results of Kinderlehrer–Nirenberg [27] and Caffarelli [10] on the regularity of free-
boundaries, in 1981 Williams [48] proved that if a bounded Lipschitz domain Ω ⊂ Rn has a
connected boundary ∂Ω , and if Ω fails to have the Pompeiu property, then ∂Ω is real ana-
lytic.
When Ω is a ball in Rn, center at the origin and with radius R, there exist infinitely many cou-
ples (αj , uj ) that solve (1.2). Namely, if we choose {αj } such that √αjR are zeros of the Bessel
function of the first kind of order n , then uj (x) = Cj |x|−(n−2)/2J(n−2)/2(√αj |x|), |x| < R,2
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x21 + x22 + · · · + x2n . Berenstein [4] proved that in R2 the disk can be characterized
as the only simply-connected domain with C2,η boundary for which there exist infinitely many
(αj , uj ) that solve (1.2). His result has been extended by Berenstein and Yang [6] to any number
of dimensions.
Concerning convex sets with real analytic boundary, a result of Brown and Kahane [7] states
that if the minimum diameter of the domain is less than or equal to half the maximum diame-
ter, then the domain has the Pompeiu property. It should be remarked, however, that in [47], it
was proved that every proper ellipsoid has the Pompeiu property (see [9] when n = 2, and also
Johnsson [24] when n 2).
The Pompeiu problem is not only connected with eigenvalue problems, but also with problems
in harmonic analysis, mathematical physics, mechanics, plasma physics [46], nuclear reactors
[34] and topography (see [41,42]). Many papers have contributed partial solutions to this prob-
lem (see [3–9,11,14–20,40,47,48,51], etc.). The Pompeiu problem (or equivalently, the Schiffer
conjecture) has been included in Yau’s famous list of problems (see [49, problem Section IV,
problem 80]). For a magnificent exposition for the history of the problem, and for information
about various aspects of the Pompeiu problem, we also refer the reader to Zalcman [50,52].
Similarly, Berenstein posed the following conjecture for the overdetermined Dirichlet prob-
lem (see [4–6]), which states that for a bounded C2,η domain Ω ⊂ Rn, if there exists a nontrivial
solution v of the eigenvalue problem
{
v + αv = 0 in Ω , α > 0,
v|∂Ω = 0, ∂v∂ν
∣∣
∂Ω
= c (1.3)
then Ω is a ball.
In this paper, we shall prove that the Schiffer conjecture holds if and only if the third or-
der interior normal derivative of the corresponding Neumann eigenfunction u is constant on the
boundary of Ω . Furthermore, we shall show that the corresponding eigenfunction u is symmet-
ric about the center of the ball Ω . By a similar way we shall also prove that the Berenstein
conjecture holds if and only if the second order interior normal derivative of the corresponding
Dirichlet eigenfunction v is constant on the boundary of Ω . And the mentioned v is still radially
symmetric.
Note that if Ω fails to have the Pompeiu property, then there is an α > 0 and a function u
satisfying (1.2). However, u can be uniquely represented (up to a constant multiple) by the α and
Ω (see Section 3):
u(x) = 1 − (
√
α )(n+2)/2
2n/2+1πn/2−1
∫
Ω
Y(n−2)/2(
√
α |x − y|)
|x − y|(n−2)/2 dy, x ∈ Ω¯,
where x = (x1, . . . , xn), y = (y1, . . . , yn), |x−y| = [(x1 −y1)2 +· · ·+ (xn −yn)2]1/2, and Ym(z)
is the Bessel function of the second kind of order m. Therefore, the shape of Ω is determined by
[
∂3
∂ν3−
(∫
Y(n−2)/2(
√
α |x − y|)
|x − y|(n−2)/2 dy dy
)]∣∣∣∣
∂Ω
.Ω
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lemma. In Section 3, by applying Alexandrov’s theorem, we prove the symmetry theorems for
the overdetermined eigenvalue problems.
2. Some lemmas
Let g(x) be a real-valued function defined in an open set Ω in Rn. For y ∈ Ω we call g real
analytic at y if there exist aβ ∈ R1 and a neighborhood N of y (all depending on y) such that
g(x) =
∑
β
aβ(x − y)β
for all x in N . We say g is real analytic in Ω , if g is real analytic at each y ∈ Ω .
A subset S of Rn is an (n − 1)-dimensional real analytic surface if and only if S is nonempty
and if for every point x in S, there is a real analytic diffeomorphism of the open unit ball B(0,1)
in Rn onto an open neighborhood J of x such that B(0,1)∩ {x ∈ Rn | xn = 0} maps onto J ∩ S.
Lemma 2.1 (Unique continuation of real analytic function, see, for example, [25, p. 65]). Let Ω
be a connected open set in Rn, and let g be real analytic in Ω . Let z ∈ Ω . Then g is determined
uniquely in Ω if we know the Dβg(z) for all β ∈ Zn. In particular g is determined uniquely in
Ω by its values in any nonempty open subset of Ω .
Lemma 2.2 (The real analyticity of the solutions of real analytic elliptic equations, see [28,29,
31,32] or [33, §6.6]). Let Ω ⊂ Rn be a bounded domain with real analytic boundary. Let A be
a strongly elliptic linear operator (of order 2m) with real analytic coefficients on Ω¯ and let Bj
(0 j  2m− 1) be differential operators with real analytic coefficients on ∂Ω . If f and gj are
real analytic on Ω¯ and ∂Ω , respectively, and if u is a solution of
{
Au = f in Ω ,
Bju = gj on ∂Ω , (2.1)
then u is real analytic up to boundary (i.e., u is real analytic on Ω¯).
Lemma 2.3 (Rellich’s identity, see [39]). Let Ω ⊂ Rn be a bounded C2 domain. If u is an
eigenfunction corresponding to eigenvalue λ in the Dirichlet problem for Ω , i.e.,
{
u + λu = 0 in Ω ,
u = 0 on ∂Ω , (2.2)
then
λ =
∫
∂Ω
(
∂u
∂ν
)2 ∂(r2)
∂ν
dS
4
∫
Ω
u2 dx
, (2.3)
where r2 = x21 + x22 + · · · + x2n , and dS is the element of the (n− 1)-dimensional volume in ∂Ω .
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P(x,D) be a linear elliptic partial differential operator of order m, with real analytic coefficients
on a connected open set G ⊂ Rn, and let Γ be a piece of real analytic hypersurface in G. Suppose
that a real analytic function u defined in G satisfies Pu = 0 and for all |β|  m − 1, ∂βu = 0
on Γ , then u ≡ 0 in G.
A fundamental solution for the Helmholtz operator  + α on Rn is a function F(x, ξ) =
F(ξ − x) satisfying
(ξ + α)F (x, ξ) = δ(ξ − x), (2.4)
where ξ denotes the Laplace operator taken with respect to the variables ξ , and δ(ξ) is the
Dirac δ-function. More precisely, (ξ + α)F (x, ξ) = 0 with respect to ξ 	= x for any fixed x.
It is well known (see [30, Theorem 9.4]) that for any constant b ∈ R1, a fundamental solution
F(x, ξ) = F(ξ − x) for the Helmholtz operator  + α on Rn is given by
F(y) = α
(n−2)/2
2(2π)(n−1)/2
[
y0
(
n,
√
α |y|)+ bj0(n,√α |y|)], (2.5)
where
j0(n, z) =
√
π
2
J(n/2)−1(z)
z(n/2)−1
and
y0(n, z) =
√
π
2
Y(n/2)−1(z)
z(n/2)−1
;
here Jμ denotes the usual Bessel function of the first kind of order μ, which has the series repre-
sentation
Jμ(z) =
∞∑
p=0
(−1)p(z/2)μ+2p
p!Γ (μ + p + 1) for |arg z| < π,
and Yμ is the Bessel function of the second kind, which is defined by
Yμ(z) = Jμ(z) cosπμ − J−μ(z)
sinπμ
for |arg z| < π, if μ /∈ Z
and by
Ym(z) = lim
μ→mYμ(z) for |arg z| < π, if m ∈ Z.
Note that if n = 3, then the expression (2.5) reduces to
F(y) = − cos(
√
α |y|) − b sin(√α |y|)
4π |y| .
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solution of (1.2), then u|∂Ω ≡ c 	= 0.
Proof. Let F(x, ξ) be a fundamental solution for the Helmholtz operator  + α on Rn. Since
F(x, ξ) is singular at ξ = x we cut out from Ω a ball B(x, ) contained in Ω with center x,
radius  > 0. Since ξF(x, ξ) + αF(x, ξ) = 0 in Ω \ B(x, ), by Green’s formula we obtain
0 =
∫
Ω\B(x,)
u(ξ)
(
ξF(x, ξ) + αF(x, ξ)
)
dξ
=
∫
Ω\B(x,)
(
ξu(ξ)
)
F(x, ξ) dξ +
∫
∂(Ω\B(x,))
u(ξ)
∂F (x, ξ)
∂νξ
dSξ
−
∫
∂(Ω\B(x,))
F (x, ξ)
∂u(ξ)
∂νξ
dSξ + α
∫
Ω\B(x,)
u(ξ)F (x, ξ) dξ
=
∫
∂(Ω\B(x,))
u(ξ)
∂F (x, ξ)
∂νξ
dSξ −
∫
∂(Ω\B(x,))
F (x, ξ)
∂u(ξ)
∂νξ
dSξ
=
∫
∂Ω
u(ξ)
∂F (x, ξ)
∂νξ
dSξ −
∫
∂B(x,)
u(ξ)
∂F (x, ξ)
∂νξ
dSξ +
∫
∂B(x,)
F (x, ξ)
∂u(ξ)
∂νξ
dSξ , (2.6)
where the subscript “ξ” in Sξ and ∂νξ indicates the variable of integration respectively differenti-
ation. We now wish to evaluate the limits of the individual integrals in this formula for  → 0. On
∂B(x, ), we have F(x, ξ) = F(). From [30, Proof of Theorem 9.4], we know that for n 2,
F(z) = F(z)
[
1 + f (z)]+ g(z) as |z| → 0, (2.7)
where
F(z) =
{ |z|2−n
(2−n)ωn for n > 2,
1
2π log |z| for n = 2,
f (z) = O(|z|2)
and
g(z) =
⎧⎪⎨
⎪⎩
const + O(|z|2) for n = 2,
0 for odd n > 2,
const × log(√α |z|/2)[1 + O(|z|2)] for even n > 2;
here ωn denotes the surface “area” of the unit sphere in Rn, and the O(|z|2) terms are analytic
functions of |z|2. Since u ∈ C2(Ω¯), it follows from (2.7) that for  → 0,∣∣∣∣
∫
F(x, ξ)
∂u(ξ)
∂νξ
dSξ
∣∣∣∣ ωnn−1F() sup
B(x,)
|∇u| → 0. (2.8)
∂B(x,)
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∂B(x,)
u(ξ)
∂F (x, ξ)
∂νξ
dSξ = ∂F ()
∂
∫
∂B(x,)
u(ξ) dSξ
=
(
1
ωnn−1
+ b()
) ∫
∂B(x,)
u(ξ) dSξ → u(x), (2.9)
where b() satisfies lim→0 ωnn−1b() = 0. Altogether, we get
u(x) =
∫
∂Ω
u(ξ)
∂F (x, ξ)
∂νξ
dSξ . (2.10)
Since u does not vanish identically in Ω , by the above formula we obtain that u|∂Ω = c 	= 0, and
the proof is complete. 
Lemma 2.6 (Alexandrov’s theorem, see [1] or [44, p. 507]). Let Γ be a closed (n − 1)-
dimensional surface in Rn of class C2, and suppose that Γ has no multiple points and therefore
bounds a bounded domain in Rn. If Γ has constant mean curvature, then Γ is a sphere of Rn.
Proof. When dimension n = 2, this is a well-known result. When n > 2, this was proved by
Alexandrov (see [1, Remarks 1 and 2, p. 304] or [44, Chapter 9, Addendum 3]). 
Remark 2.7. In Lemma 2.6, when n = 3 and Γ is a regular image of a sphere, the correspond-
ing result was also proved by Hopf (see [22] or [23]). In fact, the curvature condition in [1]
is Φ(λ1, . . . , λn−1) = const on Γ with ∂Φ∂λi > 0 (i = 1, . . . , n − 1), where λ1, . . . , λn−1 are the
principal curvatures of Γ . For more general condition imposed on Γ , we refer the reader to [1].
3. Proofs of the main results
Theorem 3.1. Let Ω be a bounded Lipschitz domain in Rn with connected boundary. Assume
that there exists an α > 0 and a function u 	= 0 satisfying (1.2). Then Ω is a ball if and only if
the third order interior normal derivative of u is a constant on ∂Ω . Furthermore, u is symmetric
about the center of the ball.
Proof. Since u is a solution of the over-determined Neumann problem (1.2) and Ω is a bounded
Lipschitz domain with connected boundary, it follows from [48] that the boundary ∂Ω of the
bounded domain Ω is actually real analytic. Thus, by the real analyticity of the solutions for real
analytic elliptic equations (Lemma 2.2), the solution u of (1.2) is real analytic on Ω¯ .
We let ν− = ν−(x) = −ν(x) = −(ν1, ν2, . . . , νn)(x) be the unit interior normal to ∂Ω at
x ∈ ∂Ω . Since u = c on ∂Ω we easily see that the gradient ∇u(x) and the unit normal vector
ν−(x) are parallel at each x ∈ ∂Ω . This implies ∇u = ( ∂u∂ν− )(−ν1, . . . ,−νn) on ∂Ω , and hence
by ∂u
∂ν− |∂Ω = 0,
∂u = ∂u (−νi) = 0 on ∂Ω; i = 1,2, . . . , n. (3.1)
∂xi ∂ν−
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∂xi
defined in Ω¯ we find that
∂2u
∂xj ∂xi
= ∂
∂xj
(
∂u
∂xi
)
=
[
∂
∂ν−
(
∂u
∂xi
)]
(−νj )
= ∂
2u
∂ν2−
νiνj on ∂Ω; i, j = 1,2, . . . , n. (3.2)
From this we infer that
u =
n∑
i=1
∂2u
∂x2i
=
n∑
i=1
∂2u
∂ν2−
ν2i =
∂2u
∂ν2−
on ∂Ω, (3.3)
i.e.,
∂2u
∂ν2−
= −αc on ∂Ω. (3.4)
Recall that ∂Ω is real analytic. For each fixed p ∈ ∂Ω , we consider a rectangular coordinate
frame with the origin at p, the xn axis being directed along the inward normal to ∂Ω at p. In this
frame, there is a B(n)(0, h) = {x(n) = (x1, . . . , xn−1) | |x(n)| = (x21 + · · · + x2n−1)1/2 < h} so that
∂Ω can locally be expressed as the graph xn = φ(x1, . . . , xn−1) of a function φ :B(n)(0, h) → R
which is real analytic. Thus we have
φ(x1, . . . , xn−1) =
n−1∑
i,j=1
aij xixj +O
(∣∣x21 + · · · + x2n−1∣∣3/2),
where aij (1  i, j  n − 1) are real constants, and O(|x21 + · · · + x2n−1|3/2) =∑n−1
i,j,k=1 bijkxixj xk + · · · is a real analytic function of x1, . . . , xn−1. By making an orthogo-
nal transformation of x1, . . . , xn−1 space, we may arrange to have
φ(x1, . . . , xn−1) =
n−1∑
i=1
1
2
λix
2
i + O
(∣∣x21 + · · · + x2n−1∣∣3/2). (3.5)
For each fixed point p ∈ ∂Ω , let us use such a standard rectangular coordinate frame. Note that
the origin of the frame is still the point p and
∂φ
∂xi
∣∣∣∣
p
= 0, i = 1, . . . , n− 1. (3.6)
For a general point X = (x1, . . . , xn−1, φ(x1, . . . , xn−1)) ∈ ∂Ω ,
ν =
(− ∂φ
∂x1
, . . . ,− ∂φ
∂xn−1 ,1
)
2 1/2 (3.7)(1 + |∇φ| )
G. Liu / J. Differential Equations 233 (2007) 585–600 593is a unit normal to ∂Ω at X, hence the volume element is given by
dv =
∣∣∣∣det
(
∂X
∂x1
, . . . ,
∂X
∂xn−1
, ν
)∣∣∣∣dx1 · · ·dxn−1 = (1 + |∇φ|2)1/2 dx1 · · ·dxn−1.
The second fundamental form is given (see [43, p. 12]) by
II(Y1, Y2) = −〈DY1ν,Y2〉
and in terms of the tangent frame ei = (0, . . . ,0,1,0, . . . ,0, ∂φ∂xi )
II(ei, ej ) = −
〈
∂
∂xi
(− ∂φ
∂x1
, . . . ,− ∂φ
xn−1 ,1
(1 + |∇φ|2)1/2
)
,
(
0, . . . ,0,1,0, . . . ,0,
∂φ
∂xj
)〉
= (1 + |∇φ|2)−1/2 ∂2φ
∂xi∂xj
(3.8)
hence at the origin where (ei) are orthonormal. In fact, by (3.5) and (3.8) we have
II(ei, ej ) = ∂
2φ
∂xi∂xj
∣∣∣∣
p
= λiδij , (3.9)
i.e., λi are the principal curvatures of ∂Ω at the origin p. (This shows that for each fixed point
p ∈ ∂Ω , our standard rectangular coordinate frame with the origin at p is chosen in such a way
that the xn axis is directed along the inward normal to ∂Ω at p, and the directions of x1, . . . , xn−1
axes are the principal curvature directions of ∂Ω at p.)
Since u is real analytic on Ω¯ , the condition u = 0 on ∂Ω can then be expressed as an infinitely
differentiable identity
u
(
x1, . . . , xn−1, φ(x1, . . . , xn−1)
)≡ c. (3.10)
Differentiating (3.10) with respect to xi , i = 1, . . . , n− 1, we find that
∂u
∂xi
+ ∂u
∂xn
∂φ
∂xi
= 0. (3.11)
From this and ∂u
∂xn
∣∣
p
= 0 we know
∂u
∂xi
∣∣∣∣
p
= 0, i = 1, . . . , n− 1. (3.12)
Differentiating (3.11) with xj , i = 1, . . . , n − 1, we get
∂2u
∂xi∂xj
+ ∂
2u
∂xi∂xn
∂φ
∂xj
+
(
∂2u
∂xn∂xj
+ ∂
2u
∂x2n
∂φ
∂xj
)
∂φ
∂xi
+ ∂u
∂x
∂2φ
∂x ∂x
= 0, i, j = 1, . . . , n− 1. (3.13)n i j
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∂2u
∂xi∂xj
∣∣∣∣
p
= 0, i, j = 1, . . . , n− 1. (3.14)
Thus
∂2u
∂x2n
∣∣∣∣
p
=
n−1∑
i=1
∂2u
∂x2i
∣∣∣∣
p
+ ∂
2u
∂x2n
∣∣∣∣
p
= (u)|p = −αu|p = −αc.
Similarly, the boundary condition ∂u
∂ν
= 0 on ∂Ω can be written as an identity,
∂u
∂xn
−
n−1∑
m=1
∂u
∂xm
∂φ
∂xm
= 0, (3.15)
where xn is to be replaced throughout by φ(x1, . . . , xn−1). Differentiating (3.15) with respect to
xi , i = 1, . . . , n− 1, we have
∂2u
∂xn∂xi
+ ∂
2u
∂x2n
∂φ
∂xi
−
n−1∑
m=1
[(
∂2u
∂xm∂xi
+ ∂
2u
∂xm∂xn
∂φ
∂xi
)
∂φ
∂xm
+ ∂u
∂xm
∂2φ
∂xm∂xi
]
= 0. (3.16)
It follows from (3.1), (3.6) and (3.16) that
∂2u
∂xnxi
∣∣∣∣
p
= 0, i = 1, . . . , n− 1. (3.17)
Differentiating (3.16) with xi , i = 1, . . . , n − 1, we have
∂3u
∂xn∂x
2
i
+ ∂
3u
∂x2n∂xi
∂φ
∂xi
+
(
∂3u
∂x2n∂xi
+ ∂
3u
∂x3n
∂φ
∂xi
)
∂φ
∂xi
+ ∂
2u
∂x2n
∂2φ
∂x2i
−
n−1∑
m=1
{[
∂3u
∂xm∂x
2
i
+ ∂
3u
∂xm∂xi∂xn
∂φ
∂xi
+
(
∂3u
∂xm∂xn∂xi
+ ∂
3u
∂xm∂x2n
∂φ
∂xi
)
∂φ
∂xi
+ ∂
2u
∂xm∂xn
∂2φ
∂x2i
]
∂φ
∂xm
+
(
∂2u
∂xm∂xi
+ ∂
2u
∂xm∂xn
∂φ
∂xi
)
∂2φ
∂xm∂xi
+
(
∂2u
∂x ∂x
+ ∂
2u
∂x ∂x
∂φ
∂x
)
∂2φ
∂x ∂x
+ ∂u
∂x
∂3φ
∂x ∂x2
}
= 0. (3.18)m i m n i m i m m i
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∂3u
∂xn∂x
2
i
∣∣∣∣
p
+
(
∂2u
∂x2n
∣∣∣∣
p
)(
∂2φ
∂x2i
∣∣∣∣
p
)
= 0, i = 1, . . . , n− 1.
It follows from this, (3.4) and (3.9) that
∂3u
∂xn∂x
2
i
∣∣∣∣
p
= αcλi, i = 1, . . . , n − 1. (3.19)
From (1.2), (3.1), (3.4) and (3.19) we see that
0 = −α ∂u
∂xn
∣∣∣∣
p
= ∂(u)
∂xn
∣∣∣∣
p
=
[
∂
∂xn
(
n−1∑
i=1
∂2u
∂x2i
+ ∂
2u
∂x2n
)]∣∣∣∣∣
p
=
n−1∑
i=1
∂3u
∂xn∂x
2
i
∣∣∣∣
p
+ ∂
3u
∂x3n
∣∣∣∣
p
= αc
n−1∑
i=1
λi + ∂
3u
∂x3n
∣∣∣∣
p
,
i.e.,
n−1∑
i=1
λi = − 1
αc
∂3u
∂x3n
∣∣∣∣
p
.
In view of ∂3u
∂x3n
|p = ∂3u
∂ν3−
|p , we get that at every point p ∈ ∂Ω ,
1
n − 1 (λ1 + · · · + λn−1)
∣∣∣∣
p
= −
(
1
(n − 1)αc
)
∂3u
∂ν3−
∣∣∣∣
p
. (3.20)
Note that ∂3u
∂ν3−
|∂Ω is a constant c3. We find by (3.20) that on ∂Ω ,
1
n − 1 (λ1 + · · · + λn−1) = −
c3
(n − 1)αc , (3.21)
i.e., ∂Ω has constant mean curvature. Since ∂Ω is real analytic, it follows from Lemma 2.6
(Alexandrov’s theorem) that ∂Ω is a sphere of Rn. Therefore Ω is a ball of Rn.
Conversely, suppose that Ω is a ball. Then the mean curvature is constant on ∂Ω , i.e.,
1
n−1 (λ1 + · · · + λn−1)|p = 1R for every point p ∈ ∂Ω , where R is the radius of the ball Ω . It
follows from this and (3.20) that for every p ∈ ∂Ω ,
∂3u
∂ν3−
∣∣∣∣
p
= − (n − 1)αc
R
,
which implies that ∂3u3 |∂Ω is constant − (n−1)αcR .∂ν−
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order to do this, let A be a rotation about a. If we put
w(x) = u(Ax), x ∈ Ω,
where u satisfies (1.2), then w also satisfies (1.2), hence, by Lemma 2.4 and Lemma 2.1, u = w
in Ω . 
Remark 3.2. (a) From the proof of Theorem 3.1, we see that the condition ∂2u
∂ν2−
|∂Ω ≡ αc = const
can directly be derived by (1.2).
(b) In Theorem 3.1, if Ω is a bounded C2, domain, then the condition “∂Ω is connected”
is superfluous. In fact, it follows from the regularity of elliptic equations (see [2] or [21, Chap-
ter 6]) that u ∈ C2,(Ω¯). Setting w = u− c, we see that w satisfies the following boundary value
problem
{
w + αw = −αc in Ω ,
w = ∂w
∂ν
= 0 on ∂Ω .
By [27, Theorem 1′], we find that ∂Ω is real analytic. Combining this and the compactness
of Ω¯ , we get that ∂Ω is composed of finitely many connected surfaces Γ1, . . . ,Γm. If m = 1,
the desired result has been proved in Theorem 3.1. Suppose that m > 1. The same argument as
in the proof of Theorem 3.1 shows that for each fixed i ∈ {1, . . . ,m}, the (n − 1)-dimensional
surface Γi in Rn has constant mean curvature − c3(n−1)αc . Therefore, it follows from Lemma 2.6
(Alexandrov’s theorem) that each Γi is a sphere of Rn, and Γ1, . . . ,Γm have the same radius.
This contradicts the fact that Γ1, . . . ,Γm bound the bounded domain Ω , which implies that case
m > 1 is impossible.
Similar to the proof of Theorem 3.1, we can prove the following result.
Theorem 3.3. Let Ω ⊂ Rn be a bounded C2, domain. Assume that there exists a β > 0 and a
function v 	= 0 such that
{
v + βv = 0 in Ω ,
v = 0, ∂v
∂ν
= c = const on ∂Ω . (3.22)
Then Ω is a ball if and only if ∂2u
∂ν2−
|∂Ω is a constant. And v is radially symmetric.
Proof. We first claim that c 	= 0. This can be obtained by Rellich’s formula (see Lemma 2.3)
since
β =
∫
∂Ω
(
∂v
∂ν
)2 ∂(r2)
∂ν
dS
4
∫
Ω
v2 dV
= c
2
4
(∫
∂Ω
∂(r2)
∂ν
dS∫
Ω
v2 dV
)
. (3.23)
Because ∂Ω is of class C2, , we have (see [2] or [21, Chapter 6]) that v ∈ C2(Ω¯) and hence
we can apply Theorem 2 of [27] (with the function g(p) = |p|2 − c in their statement), and
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Lemma 2.2 that v is real analytic on Ω¯ .
For each fixed point p ∈ ∂Ω , let us choose the standard rectangular coordinate frame and the
local expression function φ of the boundary ∂Ω as in the proof of Theorem 3.1. Since v is real
analytic on Ω¯ , the condition v = 0 on ∂Ω can then be expressed as an infinitely differentiable
identity
v
(
x1, . . . , xn−1, φ(x1, . . . , xn−1)
)≡ 0. (3.24)
Differentiating (3.24) with respect to xi , i = 1, . . . , n− 1, we find that
∂v
∂xi
+ ∂v
∂xn
∂φ
∂xi
= 0. (3.25)
From this and (3.6) we get
∂v
∂xi
∣∣∣∣
p
= 0, i = 1, . . . , n− 1. (3.26)
Differentiating (3.25) with xi , i = 1, . . . , n− 1, we get
∂2v
∂x2i
+ ∂
2v
∂xi∂xn
∂φ
∂xi
+
(
∂2v
∂xn∂xi
+ ∂
2v
∂x2n
∂φ
∂xi
)
∂φ
∂xi
+ ∂v
∂xn
∂2φ
∂x2i
= 0, i = 1, . . . , n− 1. (3.27)
It follows from (3.6) and (3.27) that
∂2v
∂x2i
∣∣∣∣
p
+
(
∂v
∂xn
∣∣∣∣
p
)(
∂2φ
∂x2i
∣∣∣∣
p
)
= 0, i = 1, . . . , n− 1. (3.28)
By (3.9), (3.28) and ∂v
∂xn
|p = c, we have
∂2v
∂x2i
∣∣∣∣
p
+ cλi = 0, i = 1, . . . , n − 1. (3.29)
Note that ∂2v
∂x2n
|p = ∂2v
∂ν2−
|∂Ω ≡ b2 = const. We find by (1.3) and (3.29) that
0 = (−βv)|p = (v)|p =
(
n−1∑
i=1
∂2v
∂x2i
)∣∣∣∣∣
p
+ ∂
2v
∂x2n
∣∣∣∣
p
= −c
n−1∑
i=1
λi + b2,
which implies that ∂Ω has constant mean curvature. It follows from Lemma 2.6 (Alexandrov’s
theorem) that ∂Ω is a sphere of Rn, i.e., Ω is a ball. The remaining part of the proof is similar to
that of Theorem 3.1 and Remark 3.2. 
598 G. Liu / J. Differential Equations 233 (2007) 585–600Remark 3.4. When Ω is a ball in Rn, with center at the origin and with radius R, there
exist infinitely many couples (βj , vj ) that solve (1.3). Namely, if we choose {βj } such
that
√
βjR are zeros of the Bessel function of the first kind of order n−22 , then vj (x) =
Cj |x|−(n−2)/2J(n−2)/2(
√
βj |x|), |x| < R (this follows from Holmgren’s uniqueness theorem).
Obviously, any order normal derivatives of vj is constant on the boundary of the ball.
Remark 3.5. Let Ω be a bounded Lipschitz domain in Rn with connected boundary, and let α
and u satisfy (1.2). Putting w = 1
αc
(u − c), we get
{
w + αw = −1 in Ω ,
w = ∂w
∂ν
= 0 on ∂Ω .
By (2.5) we know that
F(x, y) = (
√
α )(n−2)/2
2n/2+1πn/2−1
Y(n−2)/2(
√
α |x − y|)
|x − y|(n−2)/2
is a fundamental solution for the Helmholtz operator + α on Rn. It follows that
∫
Ω
F(x, y)w(y)dy + α
∫
Ω
F(x, y)w(y)dy = −
∫
Ω
F(x, y) dy.
By Green’s formula and the same way as in proof of Lemma 2.5, we get
w(x) = −
∫
Ω
F(x, y) dy, x ∈ Ω¯,
i.e.,
w(x) = − (
√
α )(n−2)/2
2n/2+1πn/2−1
∫
Ω
Y(n−2)/2(
√
α |x − y|)
|x − y|(n−2)/2 dy, x ∈ Ω¯.
This implies that u can be uniquely represented (up to a constant multiple) by the α and Ω , i.e.,
u(x) = 1 − (
√
α )(n+2)/2
2n/2+1πn/2−1
∫
Ω
Y(n−2)/2(
√
α |x − y|)
|x − y|(n−2)/2 dy, x ∈ Ω¯. (3.30)
Therefore, Ω is a ball if and only if
[
∂3
∂ν3−
(∫
Ω
Y(n−2)/2(
√
α |x − y|)
|x − y|(n−2)/2 dy
)]∣∣∣∣
∂Ω
is a constant.
G. Liu / J. Differential Equations 233 (2007) 585–600 599Acknowledgments
I wish to express my sincere gratitude to Professor L. Nirenberg and Professor J.-M. Bismut
for their support. This work was supported in part by NSF of China.
References
[1] A.D. Alexandrov, A characteristic property of spheres, Ann. Mat. Pura Appl. 58 (1962) 303–315.
[2] S. Agmon, A. Douglis, L. Nirenberg, Estimates near the boundary for solutions of elliptic partial differential equa-
tions satisfying general boundary conditions. I, Comm. Pure Appl. Math. 12 (1959) 623–727.
[3] P. Aviles, Symmetry theorems related to Pompeiu’s problem, Amer. J. Math. 108 (1986) 1023–1036.
[4] C.A. Berenstein, An inverse spectral theorem and its relation to the Pompeiu problem, J. Anal. Math. 37 (1980)
128–144.
[5] C.A. Berenstein, P. Yang, An overdetermined Neumann problem in the unit disk, Adv. Math. 44 (1982) 1–17.
[6] C.A. Berenstein, P.C. Yang, An inverse Neumann problem, J. Reine Angew. Math. 382 (1987) 1–21.
[7] L. Brown, J.P. Kahane, A note on the Pompeiu problem for convex domains, Math. Ann. 259 (1982) 107–110.
[8] C.A. Berenstein, M. Shahashahani, Harmonic analysis and the Pompeiu problem, Amer. J. Math. 105 (1983) 1217–
1230.
[9] L. Brown, B.M. Schreiber, B.A. Taylor, Spectral synthesis and the Pompeiu problem, Ann. Inst. Fourier (Greno-
ble) 23 (1973) 125–154.
[10] L.A. Caffarelli, The regularity of free boundaries in higher dimensions, Acta Math. 139 (1977) 155–184.
[11] L.A. Caffarelli, L. Karp, H. Shahgholian, Regularity of a free boundary with application to the Pompeiu problem,
Ann. of Math. 151 (2000) 269–292.
[12] L. Chakalov, Sur un problème de D. Pompeiu, Annuaire Univ. Sofia Fac. Phys.–Math., Livre 1 40 (1944) 1–44.
[13] R. Courant, D. Hilbert, Methods of Mathematical Physics, Interscience, New York, 1953.
[14] R. Dalmasso, A new result on the Pompeiu problem, Trans. Amer. Math. Soc. 352 (1999) 2723–2736.
[15] P. Ebenfelt, Singularities of solutions to a certain Cauchy problem and an application to the Pompeiu problem, Duke
Math. J. 71 (1993) 119–142.
[16] P. Ebenfelt, Some results on the Pompeiu problem, Ann. Acad. Sci. Fenn. 18 (1993) 323–341.
[17] P. Ebenfelt, Propagation of singularities from singular and infinite points in certain analytic Cauchy problems and
an application to the Pompeiu problem, Duke Math. J. 73 (1994) 561–582.
[18] N. Garofalo, F. Segala, New results on the Pompeiu problem, Trans. Amer. Math. Soc. 325 (1991) 273–286.
[19] N. Garofalo, F. Segala, Another step toward the solution of the Pompeiu problem in the plane, Comm. Partial
Differential Equations 18 (1993) 491–503.
[20] N. Garofalo, F. Segala, Univalent functions and the Pompeiu problem, Trans. Amer. Math. Soc. 346 (1994) 137–146.
[21] D. Gilbarg, N. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-Verlag, Berlin, 1983.
[22] H. Hopf, Über Flächen mit einer Relation zwischen den Hauptkrümmungen, Math. Nachr. 4 (1951) 232–249.
[23] H. Hopf, Differential Geometry in the Large, Lecture Notes in Math., vol. 1000, Springer-Verlag, Berlin, 1983.
[24] G. Johnsson, The Cauchy problem in Cn for linear second order partial differential equations with data on a quadric
surface, Trans. Amer. Math. Soc. 344 (1994) 1–48.
[25] F. John, Partial Differential Equations, fourth ed., Springer-Verlag, New York, 1982.
[26] B. Kawohl, Remarks on some old and current eigenvalue problems, in: A. Alvino, et al. (Eds.), Partial Differential
Equations of Elliptic Type, Cambridge Univ. Press, Cambridge, 1994, pp. 165–183.
[27] D. Kinderlehrer, L. Nirenberg, Regularity in free boundary problems, Ann. Scuola Norm. Sup. Pisa 4 (1977) 373–
391.
[28] E. Magenes, G. Stampacchia, I problemi al contorno per le equazioni differenziali di tipo ellittico, Ann. Scuola
Norm. Sup. Pisa 12 (1958) 247–357.
[29] M.K.V. Murthy, A remark on the regularity at the boundary for solutions of elliptic equations, Ann. Scuola Norm.
Sup. Pisa 15 (1961) 355–370.
[30] W. McLean, Strongly Elliptic Systems and Boundary Integral Equations, Cambridge Univ. Press, Cambridge, 2000.
[31] C.B. Morrey, On the analyticity of the solutions of analytic non-linear elliptic systems of partial differential equa-
tions, Amer. J. Math. 80 (1958) 198–218.
[32] C.B. Morrey, On the analyticity of the solutions of analytic non-linear elliptic systems of partial differential equa-
tions, Amer. J. Math. 80 (1958) 219–237.
[33] C.B. Morrey, Multiple Integrals in the Calculus of Variations, Springer-Verlag, New York, 1966.
600 G. Liu / J. Differential Equations 233 (2007) 585–600[34] P. Nowosad, Operadores positivose optimizacao; Aplicacoes à energia nuclear, preprint, 1977.
[35] L.E. Payne, Isoperimetric Inequalities and Their Applications, SIAM Rev., vol. 9, SIAM, Philadelphia, 1967,
pp. 413–488.
[36] D. Pompeiu, Sur certains systèmes d’équations linéaires et sur une propriété intégrale des fonctions de plusieurs
variables, C. R. Acad. Sci. Paris 188 (1929) 1138–1139.
[37] D. Pompeiu, Sur une propriété intégrale des fonctions de deux variables réelles, Bull. Sci. Acad. Roy. Belg. 15
(1929) 265–269.
[38] J. Rauch, Partial Differential Equations, Springer-Verlag, New York, 1991.
[39] F. Rellich, Darstellung der Eigenwerte von u + λu = 0 durch ein Randintegral, Math. Z. 46 (1940) 635–636.
[40] J. Serrin, A symmetry problem in potential theory, Arch. Ration. Mech. Anal. 43 (1971) 304–318.
[41] L.A. Shepp, J.B. Kruskal, Computerized tomography the new medical X-ray technology, Amer. Math. Monthly 85
(1978) 420–439.
[42] K.T. Smith, D.C. Solmon, S.L. Wagner, Practical and mathematical aspects of the problem of reconstructing objects
from radiographs, Bull. Amer. Math. Soc. 83 (1997) 1227–1270.
[43] M. Spivak, A Comprehensive Introduction to Differential Geometric, vol. 3, Publish or Perish, 1979.
[44] M. Spivak, A Comprehensive Introduction to Differential Geometric, vol. 4, Publish or Perish, 1979.
[45] M.E. Taylor, Partial Differential Equation I, Basic Theory, Spring-Verlag, New York, 1996.
[46] R. Teman, A non-linear eigenvalue problem: The shape at equilibrium of a confined plasma, Arch. Ration. Mech.
Anal. 60 (1975) 51–73.
[47] S.A. Williams, A partial solution of the Pompeiu problem, Math. Ann. 223 (1976) 183–190.
[48] S.A. Williams, Analyticity of the boundary for Lipschitz domains without the Pompeiu property, Indiana Univ. J. 30
(1981) 357–369.
[49] S.-T. Yau, Problem section, in: S.-T. Yau (Ed.), Seminar on Differential Geometry, Ann. of Math. Stud., vol. 102,
Princeton Univ. Press, Princeton, 1982, pp. 669–706, see problem 80 on p. 688, in particular.
[50] L. Zalcman, Offbeat integral geometry, Amer. Math. Monthly 87 (1980) 161–175.
[51] L. Zalcman, Analyticity and the Pompeiu problem, Arch. Ration. Mech. Anal. 47 (1972) 237–254.
[52] L. Zalcman, A bibliographic survey of the Pompeiu problem, in: B. Fuglede, et al. (Eds.), Approximation by Solu-
tions of Partial Differential Equations, Kluwer Academic, Dordrecht, 1992, pp. 185–194.
