Abstract. We prove three main theorems on the surjectivity of certain maps for symplectic groups over commutative rings with unity in two different contexts. In the first context, we prove in Theorem Λ, the surjectivity of the reduction map of strong approximation type for a ring quotiented by an ideal which satisfies unital set condition in the case of symplectic groups. In the second context of the surjectivity of the map from (2k × 2k) -order symplectic group over a ring to the product of generalized projective spaces of 2k -mutually co-maximal ideals associating the 2k -rows or 2k -columns, we prove the remaining two main Theorems [Ω,Σ], under certain conditions, either on the ring or on the generalized projective spaces. Finally in the second context, we give counter examples where, the surjectivity fails for (p, q) -indefinite orthogonal groups over integers.
Introduction and a Brief Survey
Generalized projective spaces are introduced in C.P. Anil Kumar [2] and surjectivity of certain maps are proved for special linear groups in C.P. Anil Kumar [2] . The surjectivity theorem of strong approximation type for special linear groups is proved in C.P. Anil Kumar [1] . Here in this article for a commutative ring R with unity, we prove surjectivity theorems for the infinite family of symplectic groups SP 2k (R), k ≥ 1 just similar to the infinite family special linear groups SL k (R), k ≥ 2 in C.P. Anil Kumar [1] , [2] . We find and conclude that these two infinite families of groups behave similarly with respect to the surjectivity of certain maps, that is,
• both the families give surjectivity of strong approximation type when the ring R is quotiented by an ideal I which satisfies unital set condition and • both the families give surjective map onto the product of generalized projective spaces associated to mutually co-maximal ideals, when similar conditions are imposed, either on the ring R or on the type of generalized projective spaces themselves.
A survey of results on strong approximation can be found in [4] . We state the main theorems of the article in this section below after introducing the required definitions. is an equivalence relation for any ideal I R. Now we define the generalized projective space associated to an ideal in a commutative ring with unity and a finite tuple of positive integers. Now we mention some more definitions in the context of commutative rings with unity.
Definition 1.3 (Unital Set
. Let R be a commutative ring with unity. Let k ∈ N. We say a finite subset {a 1 , a 2 , . . . , a k } ⊂ R consisting of k -elements (possibly with repetition) is unital or a unital set if the ideal generated by the elements of the set is a unit ideal.
Based on the previous definition, we make a relevant definition, the unital set condition for an ideal. The motivation for this definition also comes from Remark 3.3.
Definition 1.4 (Unital set condition for an ideal)
. Let R be a commutative ring with unity. Let k ∈ N and I R be an ideal. We say I satisfies unital set condition U SC if for every unital set {a 1 , a 2 , . . . , a k } ⊂ R with k ≥ 2, there exists an element j ∈ (a 2 , . . . , a k ) such that a 1 + j is a unit modulo I.
The first main theorem
Now we state the first main theorem of the article.
Theorem Λ. Let R be a commutative ring with unity. Let k ∈ N. Let SP 2k (R) = A ∈ M k×k (R) | A t JA = J where J = 0 k×k I k×k −I k×k 0 k×k .
Let I R be an ideal which satisfies the unital set condition (see Definition 1.4). Then the reduction map
is surjective.
A survey of results on strong approximation can be found in [4] .
The second main theorem
The second main theorem of the article is stated as:
Theorem Ω. Let R be a commutative ring with unity. Suppose every nonJacobson element in R is contained in finitely many maximal ideals. Let k ∈ N and I i , 1 ≤ i ≤ 2k be mutually co-maximal ideals in R. Also if there is exactly one proper ideal I j for some 1 ≤ j ≤ 2k then we suppose it is contained in finitely many maximal ideals. Let m 
be 2k -pairwise co-maximal ideals in R where rad(
given by is surjective. Note 1.6. The hypothesis about exactly one proper ideal in Theorem Ω is to make sure that each of the ideals is contained in finitely many maximal ideals by mutual co-maximality. When the ring has infinitely many maximal ideals, this hypothesis avoids the case where we have one Jacobson ideal and the rest are all unit ideals.
The third main theorem
The third main theorem of the article is stated as:
Theorem Σ. Let R be a commutative ring with unity. Let k ∈ N and I i , 1 ≤ i ≤ 2k be mutually co-maximal ideals in R each of which is contained in finitely many maximal ideals. Let m
where P is a permutation on k-elements and P σ = P 0 0 P or
given by is surjective. Also we have the following particular instances.
1. Especially if m i j = 1 for all 1 ≤ i, j ≤ 2k, that is, for usual projective spaces, also, we have surjectivity.
Also in particular let
given by
Definitions of some Classical Groups
Now we define various groups over a general commutative ring with unity. Definition 1.7 (Classical Groups over a Ring). Let R be a commutative ring with unity. Let k, n, p, q ∈ N.
1. The (2k × 2k) -symplectic group over the ring R is defined as
2. The (n × n) -orthogonal group over the ring R is defined as
3. The (n × n) -special orthogonal group over the ring R is defined as
4. The (p, q) -indefinite orthogonal group over the ring R is defined as
5. The (p, q) -special indefinite orthogonal group over the ring R is defined as
Projective Spaces and Generalized Projective Spaces Associated to Ideals
Here in this section we prove the existence of the projective space associated to an ideal and the generalized projective space associated to an ideal and a finite tuple of positive integers. First we have a couple of definitions. 
Definition 2.2 (Projective Space Equivalence Relation)
. Let R be a commutative ring with identity. Let k ∈ N. Let 0 = I ⊂ R be an ideal such that
. Suppose each of the sets {a 0 , a 1 , a 2 , . . . , a k }, {b 0 , b 1 , b 2 , . . . , b k } generate the unit ideal R. We say Proof. The relation is reflexive and symmetric. We need to prove transitivity.
k+1 and each of the sets {a 0 , a 1 , a 2 , . . . , a k },{b 0 , b 1 , b 2 , . . . , b k },{c 0 , c 1 , c 2 , . . . , c k } generate the unit ideal R. First consider the case when 0 = I ∈ IN T RAD(R) is an ideal whose radical is a maximal ideal M. Suppose (
So a 1 is a unit mod I. We assume a 1 = 1. Now for any 0 is an equivalence relation on the set GCD k+1 (R).
Proof. The proof is immediate.
Here we observe that the equivalence relation ∼ 
Then the two equivalence relations
are identical, that is, they are same or they give rise to the same equivalence classes.
Proof. Suppose (a 0 , a 1 , a 2 
. . , b k ) then we observe the following. For every 1 ≤ r ≤ l there exists a ir / ∈ M r for some 1 ≤ i r ≤ l because we have
So both a ir , b ir are units modulo Q r . Hence we can choose λ r ∈ R such that λ r ≡ bi r ai r mod Q r . We have
This proves the lemma.
Preliminaries
Here in this section we go through preliminaries which are required to prove the main theorems.
On Arithmetic Progressions
In this section we prove a lemma on arithmetic progressions for integers and generalize it in the context of schemes.
Lemma 3.1 (On Arithmetic Progressions for Integers).
Let a, b ∈ Z be integers such that gcd(a, b) = 1. Let m ∈ Z be any non-zero integer. Then there exists n 0 ∈ Z such that gcd(a + n 0 b, m) = 1.
Proof. Assume a, b are both non-zero. Otherwise Lemma 3.1 is trivial. Let q 1 , q 2 , q 3 , . . . , q t be the distinct prime factors of m. Suppose q | gcd(m, b) then q ∤ a + nb for all n ∈ Z. Such prime factors q need not be considered. Let q | m, q ∤ b. Then there exists t q ∈ Z such that the exact set of elements in the given arithmetic progression divisible by q is given by
Since there are finitely many such prime factors for m which do not divide b we get a set of congruence conditions for the multiples of b as n ≡ t q mod q. In order to get an n 0 we solve a different set of congruence conditions for each such prime factor say for example n ≡ t q + 1 mod q. By Chinese remainder theorem we have such solutions n 0 for n which therefore satisfy gcd(a + n 0 b, m) = 1. 
Proof. Let the set of closed points be given by E = {M 1 , M 2 , . . . , M t }. If g vanishes in the residue field at M i then for all regular functions a ∈ O(Y ), f + ag does not vanish in the residue field at M i . Otherwise both f, g ∈ M i which is a contradiction to ½ Y ∈ (f, g).
Consider the finitely many maximal ideals M ∈ E such that g / ∈ M. Then there exists t M such that the set
a complete arithmetic progression. This can be proved as follows.
Since there are finitely such maximal ideals M such that g / ∈ M in the set E we get a finite set of congruence conditions for the multiples a of g as a ≡ t M mod M. In order to get an a 0 we solve a different set of congruence conditions for each such maximal ideal in E say for example a ≡ t M + 1 mod M. By Chinese Remainder Theorem we have such solutions a 0 for a which therefore satisfy f + a 0 g / ∈ M for all maximal ideals M ∈ E and hence the regular function f + a 0 g does not vanish in the residue field k(M) for every M ∈ E. This proves Proposition 3.2.
Remark 3.3. If a, b ∈ Z, gcd(a, b) = 1 then there exist x, y ∈ Z such that ax + by = 1. Here we note that in general x need not be one unless a ≡ 1 mod b. However for any non-zero integer m we can always choose x = 1 to find an integer a + by such that gcd(a + by, m) = 1. In the context of schemes this observation gives rise to regular functions which do vanish at a given finite set of closed points.
Ring Theoretic Preliminaries
Now we state a proposition which gives a criterion for U SC.
Proposition 3.4. Let R be a commutative ring with unity. Let J R be an ideal contained in only finitely many maximal ideals. Then J satisfies U SC, that is, if k ≥ 2 is a positive integer and if {a 1 , a 2 , . . . , a k } ⊂ R is a unital
(a i ) = R, then there exists a ∈ (a 2 , . . . , a k ) such that a 1 + a is a unit mod J .
Proof. Let {M i : 1 ≤ i ≤ t} be the finite set of maximal ideals containing J . For example J could be a product of maximal ideals. Since the set {a 1 , a 2 , . . . , a k } is unital there exists d ∈ (a 2 , a 3 , . . . , a k ) such that (a 1 ) + (d) = (1). We apply Proposition 3.2, where X = Y = Spec(R), E = {M i : 1 ≤ i ≤ t} to conclude that there exists n 0 ∈ R such that a = n 0 d and
We restate the previous proposition for a finite set of maximal ideals in the following lemma.
Lemma 3.5. Let R be a commutative ring with unity and k ≥ 2 be a positive
(a i ) = R and E be a finite set of maximal ideals in R. Then there exists a ∈ (a 2 , . . . , a k ) such that
Proof. The proof is essentially similar to Proposition 3.4 even though we need not have to construct an ideal J which is contained in exactly the maximal ideals in the set E.
Here we state an useful lemma on ideal avoidance.
Lemma 3.6 (On Ideal avoidance).
Let R be a commutative ring with unity and I ⊂ R be an ideal. Let r ∈ N and N 1 , N 2 , . . . , N r be maximal ideals in
Proof. This follows from ideal avoidance as we have I N i , 1 ≤ i ≤ r. Refer to Proposition 1.11 in Chapter 1 on Page 8 of M. F. Atiyah and I. G. Macdonald [3] .
Below we prove a proposition which is useful to pick up elements from the co-maximal ideals similar to the case of principal co-maximal ideals in a ring.
Proposition 3.7. Let R be a commutative ring with unity. Every non-Jacobson element is contained in finitely many maximal ideals in R. Let k ∈ N and
Proof. If k = 1 the conclusion is vacuously true and for k = 2 the conclusion holds because of co-maximality. If I i = R for some 1 ≤ i ≤ k then we can choose for that value i, q i = 1 ∈ R = I i trivially. So we assume without loss of generality that none of the ideals is a unit ideal and k > 2. Hence by mutual co-maximality, since k > 2, there exists a non-Jacobson element in each of the ideals
in finitely many maximal ideals. Let I i be contained in the maximal ideals
. . , M iri with 0 < r i ∈ N. By using Lemma 3.6 let
The element q 1 is non-Jacobson. Hence there exist finitely many maximal ideals N 1 , N 2 , . . . , N r containing q 1 by hypothesis. We observe that I 2 N i , 1 ≤ i ≤ r. So again using Lemma 3.6 let
The element q 2 is non-Jacobson. There exist finitely many maximal ideals P 1 , P 2 , . . . , P s containing q 2 by hypothesis. We observe that I 3 N i , 1 ≤ i ≤ r and I 3 P i , 1 ≤ i ≤ s. Again using Lemma 3.6 let
The element q 3 is non-Jacobson. Continuing this procedure we obtain ele-
Since there are no common maximal ideals con-
This proves the proposition.
Below we prove two Propositions [3.8, 3 .9] which are very useful to prove the main theorems.
Proposition 3.8. Let R be a commutative ring with unity. Every non-Jacobson element is contained in finitely many maximal ideals in R. Let 1 < k ∈ N and I 1 , I 2 , . . . , I k be mutually co-maximal ideals in R. Let a 1 , a 2 , . . . , a k ∈ R be such that for
Proof. If all I i are unit ideals then we choose
. Now we can assume that there are at least two ideals (say) I 1 = R = I 2 . Here we choose d j = 1 if I j = R for some j > 2. Hence we ignore unit ideals and assume that none of the ideals are unit ideals and k ≥ 2.
We have a i , 1 ≤ i ≤ k that are all non-Jacobson as each a i is a unit modulo a proper ideal I i which is contained in at least one maximal ideal. So for any
we choosed 2 = a 2 + α 2q2 / ∈ N for all maximal ideals containingd 1 or any q i , 1 ≤ i ≤ k. Continuing this procedure we obtain elementsd i ∈ a i + I i such that
• There is no common maximal ideal containingd i , q j for 1 ≤ i, j ≤ k.
• Also we have by choice there is no common maximal ideal containing
Then there is no maximal ideal containing all the elements e 1 , e 2 , . . . , e k . Hence we have
. . , X k be variables such that
Consider the equation
We choose values X i = β i ∈ R (which exist) such that
Then we obtain the product
and the proposition follows.
Proposition 3.9. Let R be a commutative ring with unity. Let k ∈ N ∪ {0}
and (a 0 , a 1 , . . . , a k ) ∈ R k+1 be a unital vector that is k i=0
(a i ) = R. Let I R, J ⊂ R be pairwise co-maximal ideals and I is contained in finitely many ideals. For any subscript 0 ≤ i ≤ k there exist
such that the element
is a unit modulo the ideal I.
Proof. Let q 1 ∈ I, q 2 ∈ J be such that
Let l 0 = i, r 0 = 0. There exists a subscript l 1 such that a l1 / ∈ M r1+1 . Again by renumbering the subscripts r 1 + 2, r 1 + 3, . . . , n we assume that
We continue this procedure finitely many times to obtain distinct subscripts l 0 , l 1 , l 2 , . . . , l t and subscripts 0 = r 0 < 1 ≤ r 1 < r 2 < . . . < r t+1 = n with the property that
Consider the element
This element a does not belong to any of the maximal ideals M 1 , . . . , M n . Hence it is unit modulo I. Now we take
This completes the proof of the proposition. A modified conclusion of the proposition is as follows. Even the element
q 2 y lj a lj .
also does not belong to any of the maximal ideals M 1 , . . . , M n . Hence it is unit modulo I. Now we can also take
This gives the modified conclusion.
Here we give a criterion called the U SC which is given in Definition 1.4 and state a surjectivity theorem.
Theorem 3.10. Let R be a commutative ring with unity. Let k ∈ N. Let
R be an ideal which satisfies the unital set condition (see Definition 1.4). Then the reduction map
Proof. A proof of Theorem 3.10 can be found in (refer to Theorem 1.7 on Page 338) C. P. Anil Kumar [1] .
A survey of results on strong approximation can be found in [4] . Now we prove a proposition which states that if there is a unit in a row or column then the row or column can be extended to a symplectic matrix.
Proposition 3.11 (Unit in a Row or Column Extension).
Let R be a commutative ring with unity. Let (a 1 , a 2 , . . . , a k , a k+1 , . . . , a 2k ) ∈ R 2k be such that one of a i , 1 ≤ i ≤ 2k is a unit in R. Then there exist matrices g 1 , g 2 ∈ SP 2k (R) such that the l th -row of g 1 is given by (g 1 ) lj = a j , 1 ≤ j ≤ 2k and the l th -column of (g 2 ) il = a i , 1 ≤ i ≤ 2k for any 1 ≤ i ≤ 2k.
Proof. We suppose l = 1 using a permutation matrix in N ∈ SP 2k (R) of the form either N = P 0 0 P or N = 0
with N e 2k l = e 1 without loss of generality. The first column of a matrix M is the l th -column of matrix M N .
If k = 1 then the proof is easy as SP 2 (R) = SL 2 (R). So assume k ≥ 2. We suppose first that a 1 is a unit. Then we consider the matrix
Consider the symmetric matrix
  where
Then the first row of AB is given by (a k+1 , a k+2 , . . . , a 2k ). Now the matrix
has the required first row. For obtaining g 2 we take g 2 = g
The first column of g 2 has the required first column.
Also the first row of g 2 is given by (a 1 , 0, 0, . . . , 0) = a 1 e 2k 1 ∈ R 2k . The entries of the matrix BA t are in the ideal generated by (a k+1 , . . . , a 2k ) ⊆ R. This observation is useful later. If a i is a unit for some 1 < i ≤ k then using in addition a permutation matrix P 0 0 P ∈ SP 2k (R) such that P e R k the j th -standard vector for 1 ≤ j ≤ k the positions of a 1 and a i are interchanged. Now we construct a matrix g as before so that the first row is g is (a i , a 2 , . . . , a i−1 , a 1 , a i+1 , . . . , a 2k ). Now we exchange back the positions of a i and a 1 . Now we obtain a matrix g 1 ∈ SP 2k (R) such that the first row of g 1 is (a 1 , a 2 , . . . , a k , a k+1 , . . . , a 2k ) . If a k+i is a unit for some 1 ≤ i ≤ k then using in addition a matrix of the form 0 P −P 0 ∈ SP 2k (R) such that P e k i = e k 1 for a transposition permutation matrix corresponding to 1 and i and changing the signs a k+1 , . . . , a 2k we obtain a matrix g ∈ SP 2k (R) such that the first row of g is (−a k+i , −a k+2 , . . . , −a k+i−1 , −a k+1 , −a k+i+1 , . . . , −a 2k ,   a i , a 2 , . . . , a i−1 , a 1 , a i+1 , . . . , a k ) . Now we obtain a matrix g 1 ∈ SP 2k (R) such that the first row of g 1 is (a 1 , a 2 , . . . , a k , a k+1 , . . . , a 2k ) again using the same matrix 0 P −P 0 three times. The proof for the column case follows by taking transpose. This proves the proposition.
Note 3.12. Let R be a commutative ring with unity. Let I R be an ideal which satisfies the unital set condition. We already know that the map
is surjective for k ∈ N. Let (a 1 , a 2 , . . . , a k , a k+1 , . . . , a 2k ) 
Surjectivity of the map
We prove first main Theorem Λ below.
Proof of Theorem Λ. If k = 1 then the theorem follows because SP 2 (R) =
be the image of the reduction map. We need to prove that G = SP 2k
Step I: First Simplification, a 1,1 is a unit in modulo I
We have g t Jg = J ⇒ Det(g) is a unit in R I . So the first row (a 1,1 , . . . , a 1,k , b 1,1 , . . . , b 1,k ) is a unital vector modulo I. Since I satisfies the unital set condition there exists (1, e 1,2 , . . . , e 1,k , f 1,1 , .
such that we have that 
Consider the matrix gg 2 . The element (gg 2 ) 1,1 = t 1 is a unit modulo I.
Step II:Second Simplification a 1,1 = 1
and a 1,1 is a unit modulo I.
Consider the matrix Diag(a
We have (gg 3 ) 1,1 ≡ 1 mod I.
Step III:Third Simplification (a 1,1 , a 1,2 , . . . , a 1,k ) = e
∈ SP 2k (R) be such that
. . .
Then we have (g 5 gg 4 ) 1,1 = 1, (g 5 gg 4 ) 1,j = 0 = (g 5 gg 4 ) j,1 , 2 ≤ j ≤ k.
Step IV:Fourth Simplification: The first row of B is zero,
The first column of C is zero.
Now right multiply g by the following matrix g 6 ∈ SP 2k (R) given by
Then left multiply by the following matrix g 7 given by
Then the matrix g 7 gg 6 has the required properties.
Step V: Fifth Simplification
with g = A B C D ∈ SP 2k R I and
Now we repeat steps I,II,III for the second row and column of A keeping the first row and column of A intact. The second row of g is given by (0, a 2,2 , a 2,3 , . . . , a 2,k , b 2,1 , b 2,2 , . . . , b 2,k ) which is unital modulo the ideal I. There exists (0, 1, e 2,3 , . . . , e 2,k , f 2,1 , f 2,2 , . . . , f 2,k ) ∈ R 2k such that we have that t 2 = a 2,2 + k j=3 a 2,j e 2,j + k j=1 b 2,j f 2,j is a unit modulo I. Now using Proposition 3.11 there exists a matrix
∈ SP 2k (R) such that the second column of g 8 is (0, 1, e 2,3 , . . . , e 2,k , f 2,1 , f 2,2 , . . . , f 2,k ) t .
Here infact
The first column of g 8 is given by (1, 0, . . . , 0, 0, f 2,1 , . . . , 0)
k+2 . The second column of g 8 is given by (0, 1, e 2,3 , . . . , e 2,k , f 2,1 , f 2,2 , . . . , f 2,k )
t . The first two rows of g 8 are given by e We make t 2 = 1 if k ≥ 3 by right multiplying with a matrix
which is congruent modulo I to
where
2 t 2 ≡ 1 mod I. Otherwise we keep t 2 as it is. Now using elementary matrices in SL k (R) and hence the corresponding matrices in SP 2k (R) we make the first two columns and first two rows other than the diagonal elements of A as zeroes modulo I and hence zeroes.
Step VI: Sixth Simplification
is a unit modulo I and a 2,2 = 1 if k ≥ 3
Right multiply g by
The matrixB is symmetric and more importantly we have
This follows because we have
This is because we have
The matrix g 9 ∈ SP 2k (R). If we rewrite gg 9 = A B C D then the first two row entries of B are zero modulo I and hence can be replaced by zeroes. We similarly now make the first two column entries of C zero.
Step VII: Seventh Simplification A = [a i,j ] i,j=1,...,k is a diagonal matrix of the form Diag (1, 1, 1, . . . , t) where t is a unit modulo I
We repeat the steps done for the second row till we reach the k th -row and k th -column of A keeping the previous rows and columns of A intact after the simplification. Then we get a matrix
Step VIII: Eighth Simplification Here we make in a similar manner B = 0 = C. To make B zero we multiply g by g 8 where
Here the matrix B ′ is symmetric. Now we observe that since
So the submatrix B can be made zero. Similarly the matrix C can be made zero. So the matrix g reduces to
So we get D = Diag(1, . . . , 1, t −1 ). Therefore g = Diag(1, . . . , 1, t, 1, . . . , 1, t −1 ) where t −1 ∈ R and t −1 t ≡ 1 mod I. We conclude that Det(g) = 1 ∈ R I that is SP 2k ( R I ) ⊆ SL 2k ( R I ). Since g ∈ SL 2k ( R I ) we have that there exists a matrix h ∈ SL 2k (R) such that h = g.
Step IX: Final Step Now consider the matrix x y z w ∈ SL 2 (R) such that x y z w ≡ t 0 0 t . . . , 1, x) Diag(0, . . . , 0, y)  Diag(0, . . . , 0, z) Diag(1, . . . , 1, w) .
This matrix is in SP 2k (R) and reduces to g. This completes the proof of Theorem Λ. is generated by the set of generators given as follows:
Proposition 4.2. Let R be a commutative ring with identity. Suppose zero ideal satisfies the unital set condition. Then we have for k ∈ N,
• SP 2k (R) is generated by the set of generators mentioned above in Proposition 4.1 by taking I to be the zero ideal.
A General Congruence Theorem
In this section we prove a general congruence theorem which is a key ingredient to prove Theorem Ω.
Theorem 5.1. Let R be a commutative ring with unity. Every non-Jacobson element is contained in finitely many maximal ideals. Let k ∈ N and I 1 , I 1 , . . . , I 2k be 2k co-maximal ideals in R. Also if there is exactly one proper ideal I j for some 1 ≤ j ≤ 2k we suppose it is contained in finitely many maximal ideals. Let M (2k)×(2k) = [m i,j ] 1≤i,j≤2k ∈ M (2k)×(2k) (R) such that for every
Proof. First we make the following observations.
1. The i th -row of M (2k)×(2k) is unital if and only if the i th -row of M (2k)×(2k) .X is for any X ∈ SP 2k (R). 2. The conclusion holds for the matrix M (2k)×(2k) if and only if the conclusion holds for the matrix M (2k)×(2k) .X for any X ∈ SP 2k (R)
We mention regarding the hypothesis about the ideals in the theorem. If there are at least two mutually co-maximal proper ideals then all the proper ideals among them contain a non-Jacobson because of co-maximality. So each ideal I j , 1 ≤ j ≤ 2k is contained in finitely many maximal ideals. Suppose there exists only one ideal say I 1 = R and I 2 = I 3 = . . . = I 2k = R then by hypothesis I 1 is contained finitely many maximal ideals. Hence in all cases we can assume that each ideal I j , 1 ≤ j ≤ 2k is contained in finitely many maximal ideals. If
I i = R then the proof is easy. So we also assume that
We prove this theorem in several steps with the central idea being to transform M (2k)×(2k) = A B C D to another matrix for which the conclusion of the theorem holds.
(A): By applying Proposition 3.7 we have that there exist q i ∈ I i , 1 ≤ i ≤ 2k such that (q i ) + (q j ) = R for 1 ≤ i = j ≤ 2k. This is used in Step(F).
(B): If
I i = R then we replace A by the identity matrix I k×k and go to
Step(I). Hence we assume that
(C): If I 1 = R then using Proposition 3.4 we can make m 1,1 a unit modulo I 1 by applying an SP 2k (R) transformation as I 1 is contained in finitely many maximal ideals and satisfies unital set condition (Definition 1.4 and refer to Proposition 3.4).
If
is a unit modulo I 1 then using Proposition 3.11 there exists a matrix
such that the first column of g 2 is (1, e 1,2 , . . . , e 1,k , f 1,1 , . . . , f 1,k ) t . Here
The matrix M g 2 has the property that (M g 2 ) 11 = t 1 is a unit modulo I 1 . So we assume that m 1,1 is a unit modulo I 1 Let z 1,1 ∈ R such that z 1,1 m 1,1 ≡ 1 mod I 1 . Now we add −z 1,1 m 1,j times the 1 th -column to the j th -column for 1 ≤ j ≤ k. The matrices used in these transformations are of the form
The 1 th -row of A becomes [a 1,1 . . . a 1,k ] with the following properties. Here if I i = R and a i,i is not a unit modulo I i then we use Proposition 3.9 for the subscript i and for the ideals I = I i and J = I 1 . . . I i−1 which is co-maximal with I i to make a i,i a unit modulo I i . In this procedure we get a unit t i modulo I i in the (i, i) th -position as
where e i,j ∈ I 1 . . .
By a slightly modified application of Proposition 3.9 we can assume infact that e i,j ∈ I 1 . . .
Using Proposition 3.11 there exists a matrix
and the matrix entries in F are contained in the ideal (
The matrix M g 3 has the property that (M g 3 ) i,i = t i is a unit modulo I i . So we assume that m i,i = a i,i is a unit modulo I i . Now the matrix A will have the following properties.
• a l,l is a unit modulo
is applied approriately, (that is, for the i th -row the subscript i is chosen, the ideal I = I i is chosen, the ideal J = I 1 . . . I i−1 is chosen in Proposition 3.9 and using the fact that the ideal
Let z i,i ∈ R such that z i,i m i,i ≡ 1 mod I i . Now we add −z i,i m i,j times the i th -column to the j th -column for 1 ≤ j ≤ k. The matrices used in these transformations are of the form
Now the matrix A will have the following properties.
• a l,l is a unit modulo I l for 0 ≤ l ≤ i if I l = R.
• a l,j ∈ I j for j = l, 0 ≤ j ≤ k, 0 ≤ l ≤ i. Also when l = i.
• All rows of M (2k)×(2k) are unital. (E): We continue this procedure till the k th -row. After this procedure we have the following properties for A.
• The diagonal entry a i,i is a unit modulo
• The non-diagonal entry a i,j ∈ I i for 1 ≤ i = j ≤ k.
• All rows of M 2k×2k are unital. (F): Consider only the diagonal part of the matrix A, that is, the matrix D k×k = Diag(a 1,1 , . . . , a k,k ). We use Proposition 3.8 to change the diagonal matrix to
We observe by using Proposition 3.4, that, I 1 . . . I k satisfies unital set condition as it is contained in finitely many maximal ideals. Hence by an application of the surjectivity theorem for the map
(G): We observe the following.
• The diagonal entriesã i,i ≡ d i ≡ a i,i mod I i .
• The non-diagonal entriesã i,j ∈ I i and henceã i,j ≡ a i,j for 0 ≤ i = j ≤ k. 
be a unit modulo I k+i with e i,j ∈ I k+1 . . .
. . . I k+i−1 , 1 ≤ j ≤ k using an application of Proposition 3.9 appropriately. Then multiply M by the matrix
and the matrix entries of F are in the ideal (
. . . I k+i−1 . Now we multiply M = U 0 C D by a matrix of the form
. Now replace U S by zero and rows of M are still unital. We solve for s i,i ∈ R such that q 1 q 2 . . . 
The ideal I k+1 . . . I 2k = R by assumption. Otherwise this step is trivial. Hencẽ
We observe by using Proposition 3.4, that, I k+1 . . . I 2k satisfies unital set condition as it is contained in finitely many maximal ideals. Hence by an application of the surjectivity theorem for the map
we conclude that there exists a matrix
We observe the following.
• The diagonal entries d
that D is diagonal modulo I k+1 . . . I 2k and hence symmetric modulo I k+1 . . . I 2k . Now make the matrix C symmetric in the usual manner and the rows of M will still be unital as D ∈ SL k (R). 
This proves Theorem 5.1.
The main results
Now we prove second main Theorem Ω of the article. 
Consider its corresponding matrix
We make some observations.
1. The image of the map in the theorem is invariant under SP 2k (R) action on the right. 2. The i th -row of M 2k×2k is unital if and only if the i th -row of M 2k×2k .X is for any X ∈ SP 2k (R). We prove this theorem in several steps with the central idea being to transform M 2k×2k to another matrix whose corresponding element in the product of projective spaces is in the image. To perform these four steps, we do not require the fact that every non-Jacobson element is contained in finitely many maximal ideals. After these steps we have
• All rows of M 2k×2k are unital. Here we use the fact that m 
and the matrix entries of F are in the ideal (f i,1 , f i,2 , . . . , f i,k ) ⊆ I k+1 . . . I k+i−1 . We have I 1 . . . I k + I k+1 . . . I 2k = R. So let (q) + (q ′ ) = R for some q ∈ I 1 . . . I k , q ′ ∈ I k+1 . . . I 2k . We observe that q is a unit modulo any maximal ideal containing I k+1 . . . This proves Theorem Σ when σ is identity. For a general P σ ∈ SP 2k (R) we permute accordingly the projective spaces and assume that σ is identity. Later we may need to change the sign of a complete row but that does not change the element as [a 7. The Classical Groups O n (Z), O (p,q) (Z) over Integers
Here we give examples of certain classical groups over the integers where the surjectivity fails. Let n ∈ N and O n (Z) = {P ∈ M n (Z) | P t P = P P t = I n×n }.
Then it is a finite group consisting of n × n monomial matrices with ±1 non-zero entries of determinant ±1. Hence it is immediate that surjectivity fails. • for each p + 1 ≤ i ≤ p + q, • for each 1 ≤ j ≤ p, • for each p + 1 ≤ j ≤ p + q, 
Equation x
2 + y 2 − z 2 = 1: Simply-connectedness
Here in this section we prove simply-connectedness of X(C) = {(x, y, z) ∈ C 3 | x 2 + y 2 − z 2 = 1}.
Lemma 8. 4 . Let X(C) = {(x, y, z) ∈ C 3 | x 2 + y 2 − z 2 = 1}. Then X(C) is simply-connected.
Proof. First we note that X(C) is homeomorphic to the two dimensional complex sphere S 2 C = {(x, y, z) ∈ C 3 | x 2 + y 2 + z 2 = 1}. So we consider S 2 C instead of X(C). We observe that SO 3 (C) acts transitively on S 2 C and the stabilizer of e We also observe that SO 2 (C) = { a −b b a ∈ M 2 (C) | a 2 +b 2 = 1} ⊂ SL 2 (C).
Now we proceed one step further which is useful and prove that in fact With this fibre bundle SO 2 (C) ֒→ SL 2 (C) −→ X(C) we have the long exact sequence of homotopy groups given by −→ π 1 (SO 2 (C)) −→ π 1 (SL 2 (C)) −→ π 1 (X(C)) −→ π 0 (SO 2 (C)) −→ Since SO 2 (C) is path connected we have π 1 (X(C)) = 0 and hence X(C) is simply connected.
Note 8.5. If F ֒→ E p −→ B is a fiber bundle with path connected fiber F then any loop in B based at b ∈ B can be lifted to a path whose end points can be joined in the same fiber p −1 (b) ∼ = F and be made a loop. Hence if E is simply-connected and F is path connected then B is simply-connected.
