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Motivated by recent experiments on EuS/Bi2Se3 heterostructures, we study the temperature dependent screen-
ing effects on the surface of a three-dimensional topological insulator proximate to a ferromagnetically ordered
system. In general, we find that besides the chemical potential and temperature, the screening energy scale
also depends on the proximity-induced electronic gap in an essential way. In particular, at zero temperature the
screening energy vanishes if the chemical potential is smaller than the proximity-induced electronic gap. We
show that at finite temperature, T , and/or chemical potential, µ, the Chern-Simons (topological) mass, which
is generated by quantum fluctuations arising from the proximity-effect, can be calculated analytically in the
insulating regime. In this case the topological mass yields the Hall conductivity associated to edge states. We
show that when the chemical potential is inside the gap the topological mass remains nearly quantized at finite
temperature.
PACS numbers: 75.70.-i,73.43.Nq,64.70.Tg,75.30.Gw
I. INTRODUCTION
Recently three-dimensional topological insulators (TIs)
with magnetically ordered surface states had attracted much
attention, both theoretically1–12 and experimentally.14–21 The
topological surface states, usually gapless and featuring a
low-energy Dirac dispersion protected by time-reversal (TR)
symmetry, generally become gapped when a ferromagnet-
ically ordered layered material is grown over it. In this
case the TR symmetry is broken by the proximity effect
to the magnetic material. Interesting effects on the mag-
netization dynamics arise when the topological surface be-
comes ferromagnetic.1,4,7,8 Quantum fluctuations of the sur-
face Dirac fermions induce an additional Berry phase, which
modifies the Landau-Lifshitz (LL) equation for the magne-
tization dynamics.1,8 Furthermore, when an electric field is
present, either external or originating from Coulomb inter-
actions, a topological magnetoelectric torque also appears in
the LL equation.8 Actually both effects arise from an induced
Chern-Simons (CS) term22 upon integrating out the Dirac
fermions.8,13
It is important to notice that most of the theoretical calcu-
lations in TIs were performed so far only at zero tempera-
ture, although some aspects like the shift of the Curie temper-
ature in the ferromagnetic insulator/TI heterostructure were
discussed.8,20 The disregard of the temperature effects till now
is partially connected to the fact that finite temperature is not
expected to modify the topological contribution to the effec-
tive electromagnetic Lagrangian of a TI in the bulk,23
LEM = 18pi
(
E2 − 1
µ0
B2
)
+
α
4pi2
θ E · B, (1)
where α = e2/(~c) is the fine-structure constant and θ is the so-
called axion field24. While both the dielectric constant, , and
magnetic permeability, µ0, receive finite temperature correc-
tions, θ remains temperature-independent.25 This somewhat
confirms the naive expectation for the term being topological
in origin. This, however, is not the full story. For example,
differently from the chiral anomaly leading to the axion term
in Eq. (1), the parity anomaly in d = 2 + 1 dimensions does
indeed receive finite temperature corrections.26 Therefore, in-
tegrating out the Dirac fermions in 2+1 dimensions and at fi-
nite temperature generates additional temperature-dependent
CS term.
Another important finite temperature aspect relates to the
electromagnetic response and the many-body screening of the
Coulomb interaction. In graphene, where the chemical po-
tential is typically zero, there is no screening of the long-
range Coulomb interaction at zero temperature, although a
renormalization of the dielectric constant occurs.27 However,
at finite temperature a thermal screening should occur, cor-
responding to a situation reminiscent of massless QED in
2 + 1 dimensions.28 Moreover, in contrast to graphene, most
three-dimensional TIs feature surface Dirac fermions at a non-
vanishing chemical potential, and we may expect that the
screening in TIs3,29 and in doped graphene30 at zero tempera-
ture behaves differently.
In recent experiments20,21 thin films of EuS/Bi2Se3 het-
erostructure were grown, and it has been shown that the topo-
logical surface becomes ferromagnetic due to a proximity-
induced symmetry breaking mechanism. The experiments
also confirmed the theoretical expectations that the surface
Dirac fermions become gapped.20,21 Many measurements in
such a heterostructure are made at temperatures close to the
Curie temperature. Therefore, it is of paramount importance
to study theoretically quantum field theory models of Dirac
fermions at finite temperature and chemical potential. As we
have mentioned above, there are finite temperature corrections
to the generated CS term. Furthermore, since the CS term pro-
vides a correction to the Berry phase of the proximity-induced
ferromagnetism,1,8 the precessional behavior of the magneti-
zation will be modified at finite temperature and in turn affect
the spin-wave excitations.
A finite chemical potential influences the physics on the
surface dramatically even at zero temperature. For example,
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2it is known that when the chemical potential is larger than the
gap, the Hall conductivity is not quantized any longer and is
given by3 σxy = e2m0/(2hµ). Here m0 represents the zero tem-
perature gap. This suggests that in such a metallic regime the
Hall conductivity cannot always be identified with the coeffi-
cient of a local fluctuation-generated CS term, i.e., the topo-
logical mass which is induced by quantum fluctuations rather
than by an external response. Since the relevant situation for
the magnetization dynamics is when the chemical potential is
inside the gap, it is important to ask whether the Hall conduc-
tivity remains quantized in this case when the temperature is
finite. In this paper we will derive an analytical expression for
Hall conductivity at finite temperature and chemical potential
in precisely this regime. We will show that a plateau persists
at finite temperature when the chemical potential is inside the
gap.
The plan of the paper is as follows. In Section II we in-
troduce the model and discuss some simple thermally induced
screening effects following from the vacuum polarization on
the TI surface. In Section III we derive the low-energy CS
term at finite temperature and chemical potential. We discuss
the physical consequences of this result for the magnetization
dynamics in Section IV, and in Section V we summarize the
main results.
II. MODEL AND VACUUM POLARIZATION AT FINITE
TEMPERATURE
Our starting point is the following Hamiltonian for the sur-
face Dirac fermions, H = ψ†H ψ, where ψ = [ψ↑, ψ↓]T . The
2 × 2 matrixH reads,
H = vF(−i~∇ × zˆ) · σ − eϕ − J(nxσx + nyσy) − J⊥nzσz, (2)
where ϕ is a scalar potential including contributions both from
external electric field and Coulomb interaction, and the mag-
netization n satisfies the constraint n2 = 1. The Lagrangian
L = ψ†i~∂tψ − H can be after a rescaling ϕ → (J/e)ϕ conve-
niently written in QED-like form,8,13
L = ψ¯(i /∂ − J /a − J⊥nz)ψ, (3)
In the above equation the Dirac slash notation is used, /Q =
γµQµ, with γ0 = σz, γ1 = −iσx, and γ2 = iσy, and ∂µ =
~(∂t, vF∇), ψ¯ = ψ†γ0, and the vector field aµ = (a0, a) =
(ϕ, ny,−nx).
In order to study thermal effects on the magnetization dy-
namics and the screening of the Coulomb interaction, we will
perform the calculations in the imaginary time formalism, set-
ting as usual t = −iτ with τ ∈ [0, β], and integrating out the
fermions with anti-periodic boundary conditions, ψ(0, r) =
−ψ(β, r). Thus, the amplitude exp(i~−1 ∫ d3xLF) appearing
in the functional integral becomes exp(−~−1 ∫ β0 dτ ∫ d2rLeuclF )
in the imaginary time formalism, with the Lagrangian in eu-
clidean spacetime given by,
Leucl = ψ¯( /∂ − µγ0 − iJ /a + J⊥nz)ψ, (4)
where now the Dirac slash features the euclidean Dirac ma-
trices γµ = (σz, σx,−σy) and a chemical potential µ was in-
cluded (note that ψ†ψ = ψ¯γ0ψ). Integrating out the fermions
yields the effective action in the form, Seff = SF + Smag(n),
with
SF = −NV Tr ln( /∂ − µγ0 − iJ /a + J⊥nz), (5)
where N is the number of Dirac fermion species and V is the
(infinite) volume. Smag(n) is the magnetic action, which has
the general form in the imaginary time formalism,
Smag =
∫
dτ
∫
d2r
[
b(n) · ∂τn +Hmag
]
, (6)
featuring a Berry gauge potential satisfying ∇n × b = n, rep-
resenting a magnetic monopole in the magnetization space.
The magnetic Hamiltonian density Hmag may contain several
contributions, the most important ones being the coupling to
external fields and the exchange terms.
In TIs the number N of fermion species is odd. In the
present context this is essential, otherwise no parity and TR
symmetry breaking via the generation of a CS term would oc-
cur dynamically.13 Assuming that the system orders along the
z-axis, we can write nz = 〈nz〉 + n˜z and expand Eq. (5) up to
quadratic order in the fields,
SF ≈ N2
∫ β
0
dτ
∫
d2r
∫ β
0
dτ′
∫
d2r′
[
Πµν(τ − τ′, r − r′)
× aµ(τ, r)aν(τ′, r′) + χzz(τ − τ′, r − r′)n˜z(τ, r)n˜z(τ′, r′)
]
, (7)
where Πµν(τ−τ′, r−r′) = δ2SF/[δaµ(τ, r)δaν(τ′, r′)]|nz=〈nz〉, is
the vacuum polarization tensor at finite temperature encom-
passing screening effects in the Coulomb potential and the
transverse magnetic susceptibility, and χzz(τ − τ′, r − r′) =
δ2SF/[δn˜z(τ, r)δn˜z(τ′, r′)]|nz=〈nz〉, is the longitudinal magnetic
susceptibility. The fermionic propagator has the form, GF =
( /∂ − µγ0 +m)−1, or in momentum space, GF(p) = (i /p + µγ0 +
m)−1 = [m − (iωn + µ)γ0 − iγ · p]/[m2 + p2 − (iωn + µ)2],
where p = (pµ) = (p0,p) = (ωn, vFk), m = J⊥〈nz〉, and
ωn = (2n+ 1)pi/β is the usual fermionic Matsubara frequency.
The units are such that ~ = 1.
The calculation of the vacuum polarization in 2 + 1 dimen-
sions and zero temperature is well known22 and has been re-
viewed by us in detail recently in Ref. 13. Due to current
conservation, it fulfills pµΠµν = 0. Periodicity in the Matsub-
ara time allows one to choose a rest frame for the heat bath
given by the vector uµ = (1, 0, 0).31 Therefore, in this case we
can write the vacuum polarization in momentum space in the
form,
Πµν(p) = A(p)PTµν + B(p)P
L
µν +C(p)µνλpλ, (8)
where PTµν and P
L
µν are both transverse in 2+1 dimensions,
with PTµν being transverse and P
L
µν longitudinal in two spatial
dimensions. Thus, we have PT0i = P
T
00 = 0, P
T
i j = δi j− pip j/p2,
and PTµν + P
L
µν = δµν − pµpν/p2, where Latin indices refer to
3spatial dimensions. At the same time,
Πµν(ωn,p) = −NJ2T
×
∑
l
∫
d2k
(2pi)2
tr[γµGF(νl,k)γνGF(νl + ωn,k + p)], (9)
where νl = pi(2l + 1)T and ωn = 2pinT , l, n ∈ Z.
At finite temperatures, an interesting aspect of the vac-
uum polarization in relativistic-like fermionic systems is the
generation of a thermal mass for the vector field along the
time direction.28,31 In other words, the Coulomb potential ac-
quires a thermal gap or thermal screening. In the case of
a TI surface, for example, the Coulomb interaction φC(r) =
e2/(r) in momentum space is given by φC(q) = 2pie2/(|q|),
similarly to interacting graphene.27 The vacuum polarization
screens this Coulomb interaction, and we have, φeff(q) =
J2/{J2[φc(q)]−1+Π00(0,q)}, allowing us to define the so called
electric mass,31 m2el ≡ Π00(0, 0). An explicit calculation as-
suming |q|  √2(µ2 − m2) yields,
Π00(0,q) =
NJ2
2piv2F
T ln[cosh(|m|/T ) + cosh(µ/T )] −
q2 + 2m2√
q2 + 4m2
sinh
( √
q2+4m2
2T
)
cosh(µ/T ) + cosh
( √
q2+4m2
2T
)
 , (10)
so that the electric mass is given by,
m2el =
NJ2
2piv2F
{
T ln[cosh(|m|/T ) + cosh(µ/T )]
− |m| sinh(|m|/T )
cosh(|m|/T ) + cosh(µ/T )
}
. (11)
At zero temperature, m2el|T=0 = [NJ2µ/(2piv2F)]θ(µ − |m0|),
where m0 = limT→0 m(T ). Thus, the electric mass vanishes
for 0 ≤ µ < |m0|. Using the above results, we obtain that in
the long wavelength limit the effective Coulomb interaction
becomes,
φeff(q) ≈ J
2
J2[φc(q)]−1 + Π00(0, 0)
=
2pie2
(|q| + s) , (12)
where s = 2pie2m2el/(J
2), featuring in this way a screening of
the Thomas-Fermi type. At zero temperature, s|T=0 ≡ s0 =
Ne2µθ(µ − |m0|)/(v2F). In real space we have,
φeff(r) =
e2
r
{1 + (pisr/2)[Y0(sr) − H0(sr)]}, (13)
where Y0(x) is a Bessel function of second kind and H0(x) is
a Struve function.
The above results imply that no screening would occur at
zero temperature if µ < |m0| = J⊥|〈nz〉|, i.e., the screening
takes place only when the chemical potential is located above
the gap. This is a reasonable result, since this regime corre-
sponds to a metallic state.
For temperatures above the Curie temperature, Tc, we have,
s|T≥Tc =
Ne2
v2F
T ln
[
2 cosh2
(
µ
2T
)]
. (14)
The above equation is also valid when no ferromagnetic ma-
terial is in contact with the TI surface. In this case Eq. (14)
is valid for all T ≥ 0. Interestingly, since we are dealing with
interacting Dirac fermions, we have that in absence of ferro-
magnetism Eq. (14) would also apply to doped graphene30
if one replaces N → N/2 to account for the even number of
Dirac cones.
III. THE CHERN-SIMONS TERM AND THE HALL
CONDUCTIVITY AT FINITE TEMPERATURE
Next, we consider the finite temperature behavior of the CS
term, which will yield a finite temperature correction to the
Berry phase on the TI surface. The finite temperature behav-
ior of the CS term is generally a highly nontrivial matter,26,32
depending on the type of background field configuration in-
volved. However, in our case we are mainly interested in the
low-energy behavior, so that the calculation simplifies consid-
erably. The calculation parallels the zero temperature one,13
and thus C(p) = −2NJ2mI(p), where
I(ωn,p) = T
∑
l
∫
d2k
(2pi)2
1
(iνl + µ)2 − v2Fk2 − m2
× 1
(iνl + iωn + µ)2 − v2F(k − p)2 − m2
. (15)
When the chemical potential is inside the gap, i.e., µ < |m|, the
surface state is insulating and we can take I(p) ≈ I(0) in the
low-energy regime, since in this case m yields the dominant
energy scale in the problem and there is no Fermi momentum.
The effective action is local in this case, following straight-
forwardly from a derivative expansion. On the other hand,
in the metallic regime where µ > |m|, the effective action is
inherently non-local. In this case there is a Fermi surface sin-
gularity with a Fermi momentum pF =
√
µ2 − m2.
Generally, the coefficient of the CS term, the so called topo-
logical mass, yields a measure of the Hall conductivity, when
scaled in appropriate unities. We will now show that in the
insulating regime, the topological mass can be evaluated ana-
lytically at finite temperature and chemical potential. In this
4regime the CS contribution to the effective action is given ap-
proximately by,
SCS ≈ σ(T,m)2
∫
dt
∫
d2rµνλaµ∂νaλ (16)
where in the above expression we have returned to real time
and have defined σ(T,m) = 2NJ2I(0)m. Expressing σ(T,m)
in units of conductivity via σ(T,m) = NJ2σ˜(T,m)/(v2Fe
2) and
using that I(0) = [ f−(0)− f+(0)]/(8pi|m|) (see appendix A), we
obtain,
σ˜(T,m) =
e2sgn(m) sinh(|m|/T )
2h[cosh(|m|/T ) + cosh(µ/T )] , (17)
where we have reintroduced the Planck constant. The above
equation provides an analytical expression for the Hall con-
ductivity for the case where the chemical potential is inside
the gap, i.e., in the insulating regime. However, it differs from
the actual Hall conductivity σxy when µ > m. In order to
see this, let us first compare Eq. (17) to the Hall conduc-
tivity at zero temperature, where it can be calculated exactly
for a nonzero chemical potential. Introducing the unit vector
(a) (b)
(c) (d)
FIG. 1. Calculated topological mass σ˜(T,m) and Hall conductivity
σxy as a function of temperature, T , and the chemical potential, µ,
normalized by the Curie temperature Tc. We consider for m(T ) a
mean-field temperature dependence, m(T ) ≈ J⊥
√
1 − T/Tc and use
the estimate J⊥/Tc ≈ 37.4 [(a) and (b)] based on experimental results
from Ref. 20 for the Bi2Se3/EuS interface. Note the plateau regions
in both panels (a) and (b), indicating nearly quantized σ˜ and σxy,
although both T and µ are finite. There is a large region in the T − µ
plane where the Hall conductivity is finite and not quantized, while
the topological mass vanishes. Panels (a) and (b) depict a situation
where J⊥ is large compared to Tc. In panels (c) and (d) we illustrate
a situation with J⊥/Tc = 0.8. Observe that the region of the plateau
is smaller and less sharp. In any situation, the plot of the topological
mass represents the Hall conductivity only in the regime µ < |m|.
dˆ(k) = d(k)/|d(k)| associated to the mean-field Hamiltonian
HMF = d(k) · σ = −kyσx + kxσy + mσz, we can write an
expression for σxy(T,m) in terms of the topological charge
density,
Qxy(k) = 12pi dˆ(k) · [∂kx dˆ(k) × ∂ky dˆ(k)]. (18)
as
σxy(T,m) =
e2
2h
∫
d2k Qxy(k)[ f−(k) − f+(k)], (19)
where f±(k) = 1/[eβ(±|d(k)|−µ) + 1] are Fermi-Dirac distribu-
tions. Thus, it is straightforward to compute σxy at T = 0,3
σxy(0,m0) =
e2
2h
[(
sgn(m0) − m0
µ
)
θ(|m0| − µ) + m0
µ
]
, (20)
and we see that the Hall conductivity at T = 0 is non-
quantized and non-universal in the metallic regime (µ > m0).
The topological mass, on the other hand, vanishes in the limit
T → 0 when µ > |m0|,
σ˜(0,m0) =
e2
2h
sgn(m0)θ(|m0| − µ). (21)
Thus, when the system is in the metallic phase, the topological
mass obtained from the low-energy regime of the CS action
does not agree with the Hall conductivity. This means that
non-local corrections have to be considered in order to make
the local effective action approach to agree with the expression
obtained from linear response. Further insight on this point is
obtained by considering how the topological mass relates to
the actual Hall conductivity and see how it deviates from it in
the metallic regime. First, we note that we can write,
σ˜(T,m) = σxy(T,m) + τxy(T,m), (22)
where
τxy(T,m) = − e
2
2h
∫
d2k Qxy(k)|d(k)| ∂
∂µ
[ f+(k) + f−(k)], (23)
The quantity τxy yields the deviation of the coefficient of the
local contribution to the CS term from the Hall conductivity
when the chemical is above the gap. We see that for |m0| <
µ the contribution τxy is responsible for canceling the non-
quantized contribution at T = 0, since,
τxy(T = 0) = − e
2
2h
∫
d2kQxy(k)|d(k)|δ(|d(k)| − µ)
= −e
2m0
2hµ
= −σxy(T = 0, |m0| < µ), (24)
precisely canceling the last term in Eq. (20). Thus, we see
that the chemical potential acts as a cutoff setting the limit of
validity of the local effective action.
In Fig. 1(a) we show σ˜(T,m) for a typical mean-field the-
ory dependence with the temperature for m. In order to plot
σ˜ and σxy we have used values for J⊥ and Curie temperature
estimated from the experiment by Wei et al.20 performed on
Bi2Se3/EuS samples. There the estimated value for J⊥ at the
interface is considerably larger (∼ 150 meV33) than the one
obtained in ab initio calculations for Bi2Se3/MnSe,11,12 which
features an antiferromagnet material (MnSe) rather than a fer-
romagnetic one.
The numerical calculation of the Hall conductivity is shown
in Fig. 1(b). We note a plateau similar to the one arising
5for σ˜, which indicates that quantization nearly holds for finite
T and µ in a region of the T − µ plane determined by the
inequality µ < |m(T )|. However, there is also a region in the
T−µ plane where the Hall conductivity is non-quantized while
the topological mass σ˜ vanishes.
Note that sharp and large plateau regions up to T = Tc [Fig.
1, panels (a) and (b)] occur only if the gap is larger than Tc,
which is precisely the case in the experiment from Ref. 20.
In panels (c) and (d) of Fig. 1 we also illustrate the opposite
situation, taking for example, J⊥/Tc = 0.8. Observe that the
plateau region here is not as sharp and loses its approximate
quantization long before Tc is reached.
IV. MAGNETIZATION DYNAMICS
Let us now derive the LL equation in the insulating regime
where µ < |m|. In this case the CS action (16) contributes
to the LL equation in two different ways. This can be see by
decomposing Eq. (16) into two parts, SCS = SBerry + STME,
where
SBerry = σ(T,m)2
∫
dt
∫
d2r (n × zˆ) · ∂tn, (25)
is the correction to the Berry phase, and
STME = −eσ(T,m)J
∫
dt
∫
d2r n · E, (26)
is the magnetoelectric contribution. Therefore, these two con-
tributions lead to the LL equation,[
1 − σ(T,m)
2
(n · zˆ)
]
∂tn = n×Heff−α(n×∂tn)+TTME, (27)
where
TTME =
eσ(T,m)
J
n × E (28)
is the magnetoelectric torque. Note that within the one-loop
accuracy of our calculations (zˆ ·n)∂tn ≈ 〈nz〉∂tn = (m/J⊥)∂tn.
Thus, due to the magnetoelectric torque, the spin-wave excita-
tion will be gapped in general. For instance, if E = −Exˆ with
E = const, we have,
ωsw(k) =
1
1 − mσ2J⊥
√
H2eff(k) +
e2σ2
J2
E2, (29)
where in the absence of an external magnetic field, Heff(k) →
0 as k → 0.
V. CONCLUSIONS
We have discussed the screening of the Coulomb interac-
tion on the surface of a TI at finite temperature and chem-
ical potential. In the presence of proximity-induced ferro-
magnetism we found a peculiar behavior where the screen-
ing length depends on the magnetization via the electronic
gap. This implies in particular that no screening occurs at
zero temperature if the chemical potential is smaller than the
proximity-induced fermionic gap. We have also calculated the
coefficient of the CS term (the topological mass) analytically
for finite temperature and chemical potential in the regime
µ < |m|. This topological mass yields the Hall conductiv-
ity in this regime and directly influence the magnetization dy-
namics at the surface, modifying the spin-wave velocity and
inducing an magnetoelectric gap in the spin-wave excitation
spectrum. Interestingly, in the insulating regime the topolog-
ical mass remains nearly quantized even at finite temperature
and chemical potential.
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Appendix A
In this appendix we will discuss the integral (15) in more
detail. Let us first consider the case where ωn = 0 and p = 0
simultaneously. In this case it is very simple to perform the
momentum integral to obtain,
I(0, 0) = − T
4pi
∑
n
1
(iνn + µ)2 − m2
=
1
8pi|m| [ f−(0) − f+(0)], (A1)
which after some straightforward simplifications lead to Eq.
(17).
Now, let us set p = 0 and leave the bosonic Matsubara fre-
quency ωn , 0. If we now perform the fermionic Matsubara
sum, we obtain,
I(ωn, 0) =
∫
d2k
(2pi)2
f+(k) − f−(k)
E(k)[(iωn)2 − 4E2(k)] , (A2)
where E(k) =
√
k2 + m2. If we now take the limit ωn → 0,
we obtain the result needed to compute the Hall conductivity.
Clearly, limωn→0 I(ωn, 0) is not the same as I(0, 0) in Eq. (A1).
Thus, the Matsubara sum and momentum integral do not com-
mute with the limit ωn → 0. We note that when ωn → 0 be-
fore performing the Matsubara sum, the poles coalesce, such
that an additional contribution arises, which makes σ˜ to differ
from the Hall conductivity by the term τxy [recall Eq. (22)].
Just to compare further with Eq. (19), note that |d(k)| =
E(k), and
Qxy(k) = 12pi dˆ · (∂kx dˆ × ∂ky dˆ) =
m
2piE3(k)
, (A3)
6such that,
lim
ωn→0
I(ωn, 0) =
1
8pi|m|
∫
d2kQxy(k)[ f−(k) − f+(k)]. (A4)
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