In this paper we propose and analyze nonlinear least squares methods, which process the data incrementally, one data block at a time. Such methods are well suited for large data sets and real time operation, and have received much attention in the context of neural network training problems. We focus on the Extended Kalman Filter, which may be viewed as an incremental version of the Gauss-Newton method. We provide a nonstochastic analysis of its convergence properties, and we discuss variants aimed at accelerating its convergence. One of the most common iterative methods for solving least squares problems is the Gauss-Newton method, given by
INTRODUCTION
We consider least squares problems of the form where g is a continuously differentiable function with component functions 91,. . . ,g,, where g, : 9tn -92rs. Here we write I(z(J for the usual Euclidean norm of a vector L, that is, JIzll = 6, where prime denotes transposition. We also write Vg, for the nxr, gradient matrix of g,, and Vg for the n x (n + . . . + r , ) gradient matrix of g. Least squares problems very often arise in contexts where the functions g, correspond to measurements that we are trying to fit with a model parameterized by z. Motivated by this context, we refer to each component g, as a data block, and we refer to the entire function g = (91,. . . ,gm) as the data set.
One of the most common iterative methods for solving least squares problems is the Gauss-Newton method, given by
where a k is a positive stepsize, and we assume that the n x n matrix If ak is instead taken to be a s m d constant, an oscillation within each data cycle typically arises, as shown by [LuoSl] .
In this paper we focus on methods that combine the advantnges of backpropagation methods for large data sets with the oft~en superior convergence rate of the Gauss-Newton method. Wt- 
where &(z, $+I ) are the linearized functions and $0 is the estimate of z at the end of the kth cycle xk = *o.
As will be seen later, the quadratic niinimizations above can be efficiently implemented.
The most common version of the preceding algorithm is ob- The matrix Hk has the meaning of the inverse of an approximate error covariance of the estimate zk. In the case X < 1, the effect of old data blocks is discounted, and successive estimates produced by the method tend to change more rapidly. In this way one may obtain a faster rate of progress of the method, and this is the main motivation for considering X < 1.
The EKF has been used extensively in a variety of control and estimation applications (see e.g. (AWB681, [Jaz70] One nice aspect of the deterministic analysis is that it decouples the stochastic modeling of the data generation process from the algorithmic solution of the least squares problem. Otherwise expressed, the EKF discussed here will typically find a least squares solution even if the least squFes formulation is inappropriate for the real parameter estimation problem. This is a valuable insight because it is sometimes thought that convergence of the EKF depends on the validity of the underlying stochastic model assump tions.
The full text of the paper is given in an MIT Report obtainable from the author (dimitribOmit.edu). .
