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1. Introduction
Front propagation modeled by reaction–diffusion equations has been used in many areas of science
such as physics, biology, ecology, and chemistry (see, for instance, [11,12,14,21,30]). Since the pioneer-
ing works of Kolmogorov et al. [28], and Fisher [22], both from 1937, this ﬁeld has been continuously
growing. In one dimension, Fisher–Kolmogorov equation is the reaction–diffusion equation
ut = Duxx + f (u), (1)
where the nonlinearity f is a C1 function satisfying
f (0) = f (1) = 0, f ′(1) < 0, f ′(0) > 0, f > 0 in (0,1). (2)
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original work [22] considered the particular nonlinearity f (s) = ku(1−k) which leads to the equation
ut = Duxx + ku(1− u) (3)
and proposed this equation as a model for the spreading of a gene throughout a population.
Eq. (3) has two homogeneous, steady-state solutions, u ≡ 0, u ≡ 1. These solutions correspond to
spatially-uniformly empty and full population, respectively. The model also supports solutions that de-
scribe locally saturated populations expanding into the empty region. These solutions describe fronts
connecting the region where u = 1 to the region where u = 0. The interaction of diffusion and reac-
tion terms in Eq. (3) yield steady-proﬁle traveling wave solutions in which fronts move with constant
velocity and do not change shape as they propagate, i.e., solutions of the form u(t, x) = v(x − σ t). It
is well known that the rate σ at which the wave propagates can be determined exactly in terms of
the diffusion coeﬃcient D and the growth rate k, namely, σ = √4Dk. The basic disadvantage of this
formula is that it gives us an inﬁnite speed of wave propagation when the chemical kinetic constant
k is very large. Clearly this contradicts the simple physical fact that the speed σ should not exceed
the propagation rate of the real transport process. This contradiction requires the modiﬁcation of the
transport process described by the conventional diffusion (Fick’s law) term Duxx which gives rise to
the inﬁnite speed of heat/mass propagation; that is, if a sudden change of temperature/concentration
takes place somewhere in the space, it will be felt immediately everywhere with an exponentially
small amplitude. It is therefore desirable to have a theory for nonlinear wave propagation in which
the boundedness of the transport process is taken into account. Following the literature, there are
two ways of solving this problem. One consists in changing the classical diffusion term Duxx by a
power law diffusion of porous medium type (Dumux)x (see, for instance, [30,27,31] or [35]). Another
approach is due to S. Fedotov [23–25]. He changed Fick’s law by Cattaneo’s law [17,26] and proposed
the following equation
∂u
∂t
= D
τ
t∫
0
exp
(
− t − s
τ
)
∂2u(s, x)
∂x2
ds + ku(1− u). (4)
Observe that when the relaxation time τ = 0, (4) reduces to Fisher–Kolmogorov equation (3), and if
k = 0, we have Cattaneo’s telegraph equation
τ
∂2u
∂t2
+ ∂u
∂t
= D ∂
2u
∂x2
. (5)
Now, in 1992, M.B. Rubin [33] showed that Cattaneo’s model of hyperbolic heat conduction violates
the second law of thermodynamics because it predicts that heat may ﬂow from cold to hot regions
during ﬁnite time periods.
We propose a different approach to overcome the problem of inﬁnite speed of propagation, namely,
we change the classical linear diffusion by a ﬂux limited diffusion term. Flux limited diffusion equa-
tions were introduced by Ph. Rosenau in [32] (and studied in [6–9]), where he proposed to change
the classical ﬂux (Fick’s law)
F = −ν∇u, ν > 0, (6)
associated with the heat equation
ut = νu, (7)
2530 F. Andreu et al. / J. Differential Equations 248 (2010) 2528–2561by a ﬂux that saturates as the gradient becomes unbounded. To do that, he associated u and the ﬂux
F through the velocity v deﬁned by the relation F = uv. Together with (6) this gives
v= −ν∇u
u
. (8)
According to (8), if | ∇uu | ↑ ∞, so will do v. However, the inertia effects impose a macroscopic upper
bound on the allowed free speed, namely, the acoustic speed, or light’s speed c, depending on the
context. With this aim, Rosenau proposed to modify (8) by taking
ν
∇u
u
= −v√
1− |v|2
c2
. (9)
The postulate (9) forces v to stay in the subsonic regime (in case that c is the acoustic speed). The
sonic limit is approached only if | ∇uu | ↑ ∞. Solving (9) for v, we obtain
F = uv= −u∇u√
1+ ( ν|∇u|cu )2
. (10)
Using this new ﬂux (10) in the conservation energy equation, we obtain
ut = ν div
(
u∇u√
u2 + ν2
c2
|∇u|2
)
. (11)
This equation was also formally derived by Brenier [15] by means of Monge–Kantorovich’s mass
transport theory and he named it as the relativistic heat equation. As Brenier pointed out in [15], the
relativistic heat equation (11) is one among the various ﬂux limited diffusion equations used in the
theory of radiation hydrodynamics [29]. Indeed, a very similar equation
ut = ν div
(
uDu
u + νc |Du|
)
, (12)
where ν is a constant representing a kinematic viscosity and c the speed of light, was proposed by
J.R. Wilson in an unpublished work and it can be found in [29]. The use of ﬂux limiters is advocated
to enforce the physical restriction that the ﬂux cannot exceed energy density times the speed of light,
that is, the ﬂux cannot violate causality. The basic idea is to modify the diffusion-theory formula for
the ﬂux in a way that it gives the standard result in the high opacity limit, while simulating free
streaming (at light speed) in transparent regions. As an example, one of the expressions suggested for
the ﬂux of the (positive) energy density u is
F = −νu Du
u + νc−1|Du| (13)
whose associated diffusion equation is (12). As suggested in [15], both equations, (11) and (12), are
designed to interpolate between the usual heat equation (when c → ∞) and the diffusion equation
in transparent media (when ν → ∞) with constant speed of propagation c
ut = c div
(
u
Du
|Du|
)
. (14)
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there are fronts with discontinuities at the interface propagating also at speed c. We prove in this
paper that the same thing happens for the model
ut = ν div
(
u∇u√
u2 + ν2
c2
|∇u|2
)
+ ku(1− u), (15)
which is a combination of the Fisher–Kolmogorov model and the diffusion term in (11), and also for
the models that combine Fisher–Kolmogorov with the diffusion terms in (12), or (14). In the case of
model
ut = c div
(
u
Du
|Du|
)
+ ku(1− u), (16)
we compute explicit solutions when the initial condition is u0(x) = αχB(x), α > 0, and B a ball in RN .
From this we derive the existence of an entropy solution when u0(x) = αχH where H is a hyperplane.
This is the proﬁle of a traveling wave connecting the two equilibrium states given by 0 and 1. While
we are able to prove uniqueness of solutions of models (15) and (16) which have a null ﬂux at inﬁnity,
this result cannot be applied to (16) since we are not able to prove that such entropy solutions exist.
On the other hand, we are not able to prove a uniqueness result for solutions of the above models
when the initial condition is a general function in L∞(RN )+ .
For simplicity we only study the problem (15), but let us point out that the results we obtain on
(16) are also true for the more general case in which the reaction term is of the form f (u) with f a
function satisfying (2).
Finally, let us note that recently the existence of traveling waves for Eq. (15) connecting the two
equilibrium states given by 0 and 1 has been studied in [16]. The authors prove the existence of ﬁnite
speed moving fronts of class C2 and the existence of discontinuous entropy traveling wave solutions.
Let us explain the plan of the paper. In Section 2 we recall some basic facts about functions of
bounded variation, denoted by BV , functionals deﬁned on BV , and Green’s formula. Those are the tools
required to deﬁne the notion of entropy solution for ﬂux limited diffusion equations. In Section 3 we
study Eq. (15), we derive the existence and uniqueness of entropy solutions and we prove that the
support of its solutions propagates at speed c. The existence and uniqueness results will be formulated
in a more general context where the diffusion operator is of ﬂux limited type and for a Lipschitz
continuous reaction term. In Section 4 we study Eq. (16) and we prove the results mentioned at the
end of the last paragraph.
2. Preliminaries
2.1. Functions of bounded variations and some generalization
Let us start with some notation. We denote by LN and HN−1 the N-dimensional Lebesgue measure
and the (N − 1)-dimensional Hausdorff measure in RN , respectively. Given an open set Ω in RN we
denote by D(Ω) the space of inﬁnitely differentiable functions with compact support in Ω . The space
of continuous functions with compact support in RN will be denoted by Cc(RN ).
Due to the linear growth condition on the Lagrangian, the natural energy space to study the prob-
lems we are interested in is the space of functions of bounded variation. Recall that if Ω is an open
subset of RN , a function u ∈ L1(Ω) whose gradient Du in the sense of distributions is a vector valued
Radon measure with ﬁnite total variation in Ω is called a function of bounded variation. The class of
such functions will be denoted by BV(Ω). For u ∈ BV(Ω), the vector measure Du decomposes into
its absolutely continuous and singular parts Du = Dau + Dsu. Then Dau = ∇uLN , where ∇u is the
Radon–Nikodym derivative of the measure Du with respect to the Lebesgue measure LN . We also
split Dsu in two parts: the jump part D ju and the Cantor part Dcu. It is well known (see, for in-
stance, [1]) that
2532 F. Andreu et al. / J. Differential Equations 248 (2010) 2528–2561D ju = (u+ − u−)νuHN−1 Ju,
where Ju denotes the set of approximate jump points of u, and νu(x) = Du|Du| (x), Du|Du| being the Radon–
Nikodym derivative of Du with respect to its total variation |Du|. For further information concerning
functions of bounded variation we refer to [1,20] or [36].
We need to consider the following truncature functions. For a < b, let Ta,b(r) := max(min(b, r),a).
As usual, we denote Tk = T−k,k . We also consider truncature functions of the form T la,b(r) := Ta,b(r)− l
(l ∈R). We denote
Tr := {Ta,b: 0< a< b},
T + := {T la,b: 0< a< b, l ∈R, T la,b  0},
and
T − := {T la,b: 0< a< b, l ∈ R, T la,b  0}.
Given any function u and a,b ∈ R we shall use the notation [u  a] = {x ∈ RN : u(x)  a}, [a 
u  b] = {x ∈ RN : a  u(x)  b}, and similarly for the sets [u > a], [u  a], [u < a], etc. We denote
u+ := max{u,0}, and u− := min{u,0}.
We need to consider the function space
TBV+
(
R
N) := {u ∈ L1(RN)+: T (u) ∈ BVloc(RN), ∀T ∈ Tr},
and to give a sense to the Radon–Nikodym derivative (with respect to the Lebesgue measure) ∇u of
Du for a function u ∈ TBV+(RN ). Using chain’s rule for BV-functions (see, for instance, [1]), in [4] we
obtain the following result.
Lemma 2.1. For every u ∈ TBV+(RN ) there exists a unique measurable function v :RN →RN such that
∇Ta,b(u) = vχ[a<u<b] LN-a.e., ∀Ta,b ∈ Tr . (17)
Thanks to this result we deﬁne ∇u for a function u ∈ TBV+(RN ) as the unique function v which
satisﬁes (17). This notation will be used throughout in the sequel.
We denote by P the set of Lipschitz continuous functions p : [0,+∞[→ R satisfying p′(s) = 0
for s large enough. We write P+ := {p ∈ P: p  0}.
2.2. Functionals deﬁned on BV
Let Ω be an open subset of RN . Let g : Ω ×R×RN → [0,∞[ be a Borel function such that
C(x)‖ξ‖ − D(x) g(x, z, ξ) M ′(x)+ M‖ξ‖ (18)
for any (x, z, ξ) ∈ Ω ×R×RN , |z| R , where M is a positive constant and C, D,M ′  0 are bounded
Borel functions which may depend on R . Assume that C, D,M ′ ∈ L1(Ω).
Following Dal Maso [18] we consider the following functional for u ∈ BV(Ω)∩ L∞(Ω):
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∫
Ω
g
(
x,u(x),∇u(x))dx+ ∫
Ω
g0
(
x, u˜(x),
Du
|Du| (x)
)∣∣Dcu∣∣
+
∫
Ju
( u+(x)∫
u−(x)
g0
(
x, s, νu(x)
)
ds
)
dHN−1(x), (19)
where the recession function g0 of g is deﬁned by
g0(x, z, ξ) = lim
t→0+
tg
(
x, z,
ξ
t
)
, (20)
and is convex and homogeneous of degree 1 in ξ , and u˜ is the approximated limit of u (see [1]).
In case that Ω is a bounded set, and under standard continuity and coercivity assumptions, Dal
Maso proved in [18] that Rg(u) is L1-lower semi-continuous for u ∈ BV(Ω).
Assume that g :R×RN → [0,∞[ is a Borel function such that
C‖ξ‖ − D  g(z, ξ) M(1+ ‖ξ‖) ∀(z, ξ) ∈RN , |z| R, (21)
for some constants C, D,M  0 which may depend on R . Given a function u ∈ BV(RN )∩ L∞(RN ), we
deﬁne the Radon measure g(u, Du) in RN by
〈
g(u, Du),φ
〉 := Rφg(u), φ ∈ Cc(RN)+. (22)
If φ ∈ Cc(RN ), we write φ = φ+ − φ− with φ+ = max(φ,0), φ− = −min(φ,0), and we deﬁne
〈g(u, Du),φ〉 := Rφ+ g(u)− Rφ−g(u).
Let us observe that if g0(z, ξ) = ϕ(z)ψ0(ξ), where ϕ is Lipschitz continuous and ψ0 is a homoge-
neous function of degree 1, by applying the chain rule for BV-functions (see [1]), we have
Rφg(u) =
∫
RN
φ(x)g(u,∇u)dx+
∫
RN
φ(x)ψ0
(
Du
|Du|
)∣∣Ds Jϕ(u)∣∣, (23)
where, for any function q, Jq(r) denotes the primitive of q, i.e., Jq(r) =
∫ r
0 q(s)ds. In this case we have
g(u, Du)s = ψ0
(
Du
|Du|
)∣∣Ds Jϕ(u)∣∣. (24)
2.3. A generalized Green’s formula
We shall need several results from [10] (see also [3]) in order to give a meaning to integrals of
bounded vector ﬁelds with divergence in L1 integrated with respect to the gradient of a BV-function.
Following [10], we denote
X1
(
R
N)= {z ∈ L∞(RN ,RN): div(z) ∈ L1(RN)}. (25)
If z ∈ X1(RN ) and w ∈ BV(RN ) ∩ L∞(RN ) we deﬁne the functional (z, Dw) : D(RN ) → R by the for-
mula
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(z, Dw),ϕ
〉 := − ∫
RN
wϕ div(z)dx−
∫
RN
wz · ∇ϕ dx. (26)
Then (z, Dw) is a Radon measure in RN , and
∫
RN
(z, Dw) =
∫
RN
z · ∇w dx ∀w ∈ W 1,1(RN)∩ L∞(RN). (27)
Moreover, (z, Dw) is absolutely continuous with respect to |Dw|.
We have the following Green’s formula for z ∈ X1(RN ) and w ∈ BV(RN )∩ L∞(RN ) [10]:
∫
RN
w div(z)dx+
∫
RN
(z, Dw) = 0. (28)
2.4. A functional calculus
For each u ∈ TBV+(RN )∩ L∞(RN ) and φ ∈ Cc(RN ), φ  0, we deﬁne
R(φg, T )(u) := Rφg
(
Ta,b(u)
)+ ∫
[ua]
φ(x)
(
g
(
u(x),0
)− g(a,0))dx
+
∫
[ub]
φ(x)
(
g
(
u(x),0
)− g(b,0))dx. (29)
If φ ∈ Cc(RN ), we deﬁne R(φg, T )(u) := R(φ+g, T )(u)− R(φ−g, T )(u).
Observe that, with this notation, we have R(φg, T )(u) = R(φg, Ta,b)(u). Moreover, if u ∈
W 1,1(RN ), we get
R(φg, T )(u) =
∫
RN
φ(x)g
(
u(x),∇T (u(x)))dx. (30)
For u ∈ TBV+(RN ) ∩ L∞(RN ) and T ∈ T + ∪ T − , we deﬁne the Radon measure g(u, DT (u)) in RN
by
〈
g
(
u, DT (u)
)
, φ
〉 := R(φg, T )(u) ∀φ ∈ Cc(RN). (31)
Let u ∈ TBV+(RN ) ∩ L∞(RN ), S ∈ P+ and T ∈ T + ∪ T − . We denote by hS(u, DT (u)) the Radon
measure deﬁned by (31) with g(z, ξ) := S(z)h(z, ξ). If −S ∈ P+ and T ∈ T + ∪ T − , by deﬁnition we
set
hS
(
u, DT (u)
) := −h(−S)(u, DT (u)).
If h(z,0) = 0 for all z ∈R, and S, T ∈ T + ∪ T − with T = Ta,b − c, we have
hS
(
u, DT (u)
)= hS(Ta,b(u), DT (u))= hS(Ta,b(u), DTa,b(u)). (32)
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of degree 1, then, by (24), we have
(
hS
(
u, DT (u)
))s = (hS(u, DTa,b(u)))s
= ψ0
(
DTa,b(u)
|DTa,b(u)|
)∣∣Ds J Sϕ(Ta,b(u))∣∣ if S ∈ T +, (33)
and
(
hS
(
u, DT (u)
))s = (hS(u, DTa,b(u)))s
= −ψ0
(
DTa,b(u)
|DTa,b(u)|
)∣∣Ds J (−S)ϕ(Ta,b(u))∣∣ if S ∈ T −. (34)
By the representation formulas in Section 2.2, the absolutely continuous part of hS(u, DT (u)) is
S(u)h(u,∇T (u)). Similar identities are true when S = 1.
3. A Fisher–Kolmogorov type equation associated with the relativistic heat equation
Our purpose in this section is to study the existence and uniqueness of solutions of the reaction–
diffusion equation
⎧⎪⎨
⎪⎩
ut = ν div
(
uDu√
u2 + ν2
c2
|Du|2
)
+ ku(1− u) in Q T = (0, T )×RN ,
u(0, x) = u0(x) in x ∈RN .
(35)
To do that we ﬁrst study the following Lipschitz perturbations of the general Cauchy problem.
3.1. Lipschitz perturbations
Let F :R→R be a Lipschitz continuous function such that F (0) = 0. Consider the problem
⎧⎨
⎩
∂u
∂t
= diva(u, Du)+ F (u) in Q T = (0, T )×RN ,
u(0, x) = u0(x) in x ∈ RN ,
(36)
where a(z, ξ) = ∇ξ f (z, ξ) and f satisﬁes the following assumptions.
3.1.1. Assumptions on the Lagrangian f
Assume that the Lagrangian f : R × RN → R+ satisﬁes the following hypothesis, which we shall
refer to collectively as (H):
(H1) f is continuous on R×RN and it is a convex differentiable function of ξ such that ∇ξ f (z, ξ) ∈
C(R×RN ). Further we require f to satisfy the linear growth condition
C0(z)‖ξ‖ − D0(z) f (z, ξ) M0(z)
(‖ξ‖ + 1) (37)
for any (z, ξ) ∈ R × RN , and some positive and continuous functions C0, D0, M0, such that
C0(z) > 0 for any z = 0. Moreover, we assume that f 0 exists.
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we have
a(z, ξ) · (η − ξ) f (z, η)− f (z, ξ), (38)
and the following monotonicity condition is satisﬁed
(
a(z, η)− a(z, ξ)) · (η − ξ) 0. (39)
Moreover, it is easy to see that for each R > 0, there is a constant M = M(R) > 0, such that
∣∣a(z, ξ)∣∣ M ∀(z, ξ) ∈R×RN , |z| R. (40)
We also assume that a(z,0) = 0 for all z ∈R, and a(z, ξ) = zb(z, ξ) with
∣∣b(z, ξ)∣∣ M0 ∀(z, ξ) ∈R×RN , |z| R. (41)
We consider the function h :R×RN →R deﬁned by
h(z, ξ) := a(z, ξ) · ξ.
By (39), we have
h(z, ξ) 0 ∀ξ ∈RN , z ∈R. (42)
Moreover we assume that
h(z, ξ) M(z)‖ξ‖ (43)
for some positive continuous function M(z) and for any (z, ξ) ∈R×RN . On the other hand, from (38)
and (37), it follows that
C0(z)‖ξ‖ − D1(z) h(z, ξ) (44)
for any (z, ξ) ∈R×RN where D1(z) = D0(z)+ f (z,0). We assume that there exist constants A, B > 0
and α,β  1, such that
∣∣D1(z)∣∣ A|z|α + B|z|β for any z ∈ RN . (45)
As we noticed in [6], this condition was used in only to prove some estimates during the proof of
existence, and a more general condition could be used.
(H2) We assume that ∂a∂ξi (z, ξ) ∈ C(R×RN ) for any i = 1, . . . ,N .
(H3) h(z, ξ) = h(z,−ξ) for all z ∈R and ξ ∈RN , and h0 exists.
Observe that we have
C0(z)‖ξ‖ h0(z, ξ) M‖ξ‖ for any (z, ξ) ∈R×RN , |z| R.
F. Andreu et al. / J. Differential Equations 248 (2010) 2528–2561 2537(H4) f 0(z, ξ) = h0(z, ξ) for all ξ ∈RN and all z ∈R.
(H5) a(z, ξ) · η h0(z, η) for all ξ,η ∈RN and all z ∈R.
(H6) We assume that h0(z, ξ) can be written in the form h0(z, ξ) = ϕ(z)ψ0(ξ) with ϕ a Lipschitz con-
tinuous function such that ϕ(z) > 0 for any z = 0, and ψ0 being a convex function homogeneous
of degree 1.
(H7) For any R > 0, there is a constant C > 0 such that
∣∣(a(z, ξ)− a(zˆ, ξ)) · (ξ − ξˆ )∣∣ C |z − zˆ|‖ξ − ξˆ‖ (46)
for any (z, ξ), (zˆ, ξˆ ) ∈R×RN , |z|, |zˆ| R .
Observe that, by the monotonicity condition (39) and using (46), it follows that
(
a(z, ξ)− a(zˆ, ξˆ )) · (ξ − ξˆ )−C |z − zˆ|‖ξ − ξˆ‖ (47)
for any (z, ξ), (zˆ, ξ) ∈R×RN , |z|, |zˆ| R .
Let us observe that under assumptions (H4) and (H6), applying (24), we have
f (u, Du)s = h(u, Du)s = ψ0
(
Du
|Du|
)∣∣Ds Jϕ(u)∣∣. (48)
By L1w(0, T ;BV(RN )) we denote the space of weakly measurable functions w : [0, T ] → BV(RN )
(i.e., t ∈ [0, T ] → 〈w(t),φ〉 is measurable for every φ ∈ BV(RN )∗) such that ∫ T0 ‖w(t)‖dt < ∞. Observe
that, since BV(RN ) has a separable predual (see [1]), it follows easily that the map t ∈ [0, T ] →
‖w(t)‖ is measurable. By L1loc,w(0, T ;BV(RN )) we denote the space of weakly measurable functions
w : [0, T ] → BV(RN ) such that the map t ∈ [0, T ] → ‖w(t)‖ is in L1loc(]0, T [).
Let us deﬁne the notion of entropy solution for (36). This notion is a slight simpliﬁcation of the
notion given in [6], and it contains the conditions that allow to prove existence and uniqueness of
solutions of (11). The other conditions given in [6] are used during the proof of existence but are not
necessary to the notion of entropy solution. On the other hand, this permits us to avoid using here
all notation that was required in [6].
Deﬁnition 3.1. A measurable function u : (0, T ) × RN → R is an entropy solution of (36) in Q T if
u ∈ C([0, T ]; L1loc(RN )), F (u(t)) ∈ L1loc(RN ) for almost all 0 t  T , Ta,b(u(·)) ∈ L1loc,w(0, T ,BV(RN )) for
all 0< a< b, and
(i) ut = diva(u(t),∇u(t))+ F (u(t)) in D′((0, T )×RN ), and
(ii) the following inequality is satisﬁed
T∫
0
∫
RN
φhS
(
u, DT (u)
)
dt +
T∫
0
∫
RN
φhT
(
u, DS(u)
)
dt

T∫
0
∫
RN
J T S
(
u(t)
)
φ′(t)dxdt −
T∫
0
∫
RN
a
(
u(t),∇u(t)) · ∇φT (u(t))S(u(t))dxdt
+
T∫
0
∫
RN
φ(t)T
(
u(t)
)
S
(
u(t)
)
F
(
u(t)
)
dxdt
for truncatures S ∈ P+ , T ∈ T + and any smooth function φ  0 of compact support.
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turbed one studied in [6,5]. In [5] it was studied the following problem:
v = −diva(u, Du) in RN , (49)
with a verifying hypotheses (H). The following concept of solution for this problem and an existence
and uniqueness result were established in [5].
Deﬁnition 3.2. Given v ∈ L∞(RN ) ∩ L1(RN ), v  0, we say that u  0 is an entropy solution of (49) if
u ∈ TBV+(RN ), and a(u,∇u) ∈ X1(RN ) satisﬁes
v = −diva(u,∇u) in D′(RN), (50)
hS
(
u, DT (u)
)

(
a(u,∇u), D JT ′ S(u)
)
as measures ∀S ∈ P+, T ∈ T +, (51)
h
(
u, DT (u)
)

(
a(u,∇u), DT (u)) as measures ∀T ∈ T +. (52)
Theorem 3.3. (See [5].) Assume that assumptions (H) hold. Then, for any 0  v ∈ L∞(RN ) ∩ L1(RN ) there
exists a unique entropy solution u ∈ TBV+(RN )∩ L∞(RN ) of the problem
u − diva(u, Du) = v in RN . (53)
Moreover, given v, v ∈ L∞(RN )+ , if u,u are bounded entropy solutions of the problems
u − diva(u, Du) = v in RN
and
u − diva(u, Du) = v in RN ,
respectively, then
∫
RN
(u − u)+ 
∫
RN
(v − v)+.
Our main result is the following existence and uniqueness theorem.
Theorem 3.4. Assume we are under assumptions (H) and also that F is Lipschitz continuous with F (0) = 0.
Then, for any initial datum 0  u0 ∈ L∞(RN ) ∩ L1(RN ) there exists a unique entropy solution u of (36) in
Q T for every T > 0 such that u(0) = u0 , satisfying u ∈ C([0, T ]; L1(RN )), F (u(t)) ∈ L1(RN ) for almost all
0 t  T . Moreover, if u(t), u(t) are the entropy solutions corresponding to initial data u0 , u0 ∈ (L∞(RN ) ∩
L1(RN ))+ , respectively, then
∥∥u(t)− u(t)∥∥1  et‖F‖Lip‖u0 − u0‖1 for all t  0. (54)
Proof. The contraction principle (54) is a consequence of (3.9).
Let us prove the existence of entropy solutions. As a consequence of Theorem 3.3, it can be deﬁned
the operator B in L1(RN ) as follows: (u, v) ∈ B if and only if 0  u ∈ TBV+(RN ) ∩ L∞(RN ), 0  v ∈
L∞(RN ) ∩ L1(RN ) and u is the entropy solution of problem (49). In [5] it is proved that if B is the
closure in L1(RN ) of the operator B , B is accretive in L1(RN ), it satisﬁes the comparison principle and
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continuous, if we deﬁne in L1(RN ) the operator A := B − F is also accretive in L1(RN ), it satisﬁes the
comparison principle and veriﬁes the range condition D(A)L1(RN ) = L1(RN )+ ⊂ R(I+λA) for all λ > 0
(see [13]). Therefore, according to Crandall–Liggett’s Theorem (cf., e.g., [13]), for any 0 u0 ∈ L1(RN )
there exists a unique mild solution u ∈ C([0, T ]; L1(RN )) of the abstract Cauchy problem
u′(t)+ Au(t)  0, u(0) = u0. (55)
From here, using the approximation Crandall–Liggett’s scheme and following the same techniques
as in the proof of Theorem 4.5 in [6], we can prove that mild solutions are entropy solutions of
problem (36). 
Remark 3.5. We have shown that semigroup solutions are entropy solutions. The uniqueness of en-
tropy solutions proves that both concepts of solution coincide.
3.2. Sub- and super-solutions. Comparison principles
Deﬁnition 3.6. Given 0  u0 ∈ L∞(RN ) ∩ L1(RN ) (respectively 0  u0 ∈ L∞(RN )), we say that a
measurable function u : (0, T ) × RN → R is an entropy supersolution (respectively, entropy sub-
solution) of the Cauchy problem (36) in Q T = (0, T ) × RN if u ∈ C([0, T ]; L1(RN )) (respectively
u ∈ C([0, T ]; L1loc(RN ))), u(0)  u0 (respectively u(0)  u0), F (u(t)) ∈ L1(RN ) (respectively F (u(t)) ∈
L1loc(R
N )) for almost all 0 t  T , Ta,b(u(·)) ∈ L1loc,w(0, T ,BV(RN )) (respectively Ta,b(u(·)) ∈ L1loc,w(0, T ,
BVloc(R
N ))) for all 0< a< b, a(u(·),∇u(·)) ∈ L∞(Q T ), and the following inequality is satisﬁed:∫
Q T
hS
(
u, DT (u)
)
φ +
∫
Q T
hT
(
u, DS(u)
)
φ

∫
Q T
J T S(u)φ
′ −
T∫
0
∫
RN
a
(
u(t),∇u(t)) · ∇φT (u(t))S(u(t))dxdt
+
T∫
0
∫
RN
φ(t)T
(
u(t)
)
S
(
u(t)
)
F
(
u(t)
)
dxdt (56)
(respectively with  sign instead of ) for any φ ∈ D((0, T )×RN ), φ  0, and any T ∈ T + , S ∈ T − .
Note that taking T (r) = 1 and S(r) = −1, for all r ∈R, from (56), we get
∂u
∂t
 diva
(
u(·),∇u(·))+ F (u(·)) in D′(Q T ). (57)
We cannot use these truncation functions directly, instead we can use T = T 1
n ,
2
n
+1 and S = T 1
n ,
2
n
−1,
and so obtain (57) by a limit process.
Deﬁnition 3.7. Let u be a subsolution or supersolution of (36) in Q T . We say that u has a null ﬂux at
inﬁnity if
lim
R→+∞
T∫
0
∫
BR
∣∣a(u(t),∇u(t))∣∣∣∣∇ψR(x)∣∣dxdt = 0
for all ψR ∈ D(RN ) such that 0ψR  1, ψR ≡ 1 on BR , supp(ψR) ⊂ BR+1 and ‖∇ψR‖∞  1.
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tions.
Theorem 3.8. Assume we are under assumptions (H) and also that there is some constant C > 0 such that the
function M(z) in (43) satisﬁes M(z) Cz for z  0 small enough. Assume also that F is Lipschitz continuous
with F (0) = 0. Then, if u is an entropy solution of (36) corresponding to initial datum u0 ∈ (L∞(RN ) ∩
L1(RN ))+ , and either
(a) u is an entropy supersolution of (36) corresponding to initial datum u0 ∈ (L∞(RN )∩ L1(RN ))+ such that
u(t) ∈ BV(RN ) for almost all 0< t < T , or
(b) u is an entropy supersolution of (36) corresponding to initial datum u0 ∈ L∞(RN )+ such that u(t) ∈
BVloc(R
N ) for almost all 0< t < T , and u, u have a null ﬂux at inﬁnity,
then we have
∥∥(u(t)− u(t))+∥∥1  et‖F‖Lip∥∥(u0 − u0)+∥∥1 for all 0 t < T . (58)
With the analogous assumptions, the same result holds when u is an entropy subsolution and u is an entropy
solution.
Proof. Being similar, we only give the proof when u is an entropy solution and u is an entropy
supersolution. Let b > a> 2ε > 0, T (r) := Ta,b(r)− a. Let us denote
Rε,l(r) := Tε(r − l)+ = Tl,l+ε(r)− l if l > 0,
Sε,l(r) := Tε(r − l)− = −Tε(l − r)+ = Tl−ε,l(r)− l if l > ε.
Observe that T , Rε,l ∈ T + , Sε,l ∈ T − . Let us denote
J+T ,ε,l(r) =
r∫
l
T (s)Tε(s − l)+ ds,
J−T ,ε,l(r) =
r∫
l
T (s)Tε(s − l)− ds = −
r∫
l
T (s)Tε(l − s)+ ds.
Notice that the sign of Sε,l(r) is negative. Then the inequality  for a supersolution changes into .
Since u is an entropy solution of (36) and u is an entropy supersolution of (36), if z(t) :=
a(u(t),∇u(t)), z(t) := a(u(t),∇u(t)), and l1, l2 > ε, we have
T∫
0
∫
RN
η(t)
(
hT
(
u(t), DRε,l1
(
u(t)
))+ hRε,l1 (u(t), DT (u(t))))
−
T∫
0
∫
RN
J+T ,ε,l1
(
u(t)
)
ηt +
T∫
0
∫
RN
z(t) · ∇η(t)T (u(t))Rε,l1(u(t))
−
T∫
0
∫
N
η(t)T
(
u(t)
)
Rε,l1
(
u(t)
)
F
(
u(t)
)
dxdt  0, (59)R
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T∫
0
∫
RN
η(t)
(
hT
(
u(t), DSε,l2
(
u(t)
))+ hSε,l2 (u(t), DT (u(t))))
−
T∫
0
∫
RN
J−T ,ε,l2
(
u(t)
)
ηt +
T∫
0
∫
RN
z(t) · ∇η(t)T (u(t))Sε,l2(u(t))
−
T∫
0
∫
RN
η(t)T
(
u(t)
)
Sε,l2
(
u(t)
)
F
(
u(t)
)
dxdt  0, (60)
for all η ∈ C∞(Q T ), with η 0, η(t, x) = φ(t)ρ(x), being φ ∈ D((0, T )), ρ ∈ D(RN ).
We choose two different pairs of variables (t, x), (s, y), and consider u, z as functions of (t, x), and
u, z as functions of (s, y). Let 0 φ ∈ D(]0, T [), ψ ∈ C∞(RN ), ρm be a classical sequence of molliﬁers
in RN (supported in the ball B(0, 1m )) and ρ˜n a sequence of molliﬁers in R. We deﬁne
ηm,n(t, x, s, y) := ρm(x− y)ψ
(
x+ y
2
)
ρ˜n(t − s)φ
(
t + s
2
)
.
If u satisﬁes the assumption (a), we take ψ = 1, if u satisﬁes (b), then we take ψ ∈ D(RN ). For (s, y)
ﬁxed, if we take l1 = u(s, y) in (59), we have
−
T∫
0
∫
RN
J+T ,ε,u(s,y)
(
u(t, x)
)
(ηm,n)t dxdt
+
T∫
0
∫
RN
ηm,n
(
hT
(
u(t, x), DxRε,u(s,y)
(
u(t, x)
))+ hRε,u(s,y)(u(t), DxT (u(t))))dt
+
T∫
0
∫
RN
z(t, x) · ∇xηm,nT
(
u(t, x)
)
Rε,u(s,y)
(
u(t, x)
)
dxdt
−
T∫
0
∫
RN
ηm,nT
(
u(t)
)
Rε,u(s,y)
(
u(t)
)
F
(
u(t)
)
dxdt  0. (61)
Similarly, for (t, x) ﬁxed, if we take l2 = u(t, x) in (60), we have
−
T∫
0
∫
RN
J−T ,ε,u(t,x)
(
u(s, y)
)
(ηm,n)s dy ds
+
T∫
0
∫
N
ηm,n
(
hT
(
u(s, y), Dy Sε,u(t,x)
(
u(s, y)
))+ hSε,u(t,x)(u(s), DyT (u(s))))ds
R
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T∫
0
∫
RN
z(s, y) · ∇yηm,nT
(
u(s, y)
)
Sε,u(t,x)
(
u(s, y)
)
dy ds
−
T∫
0
∫
RN
ηm,nT
(
u(s)
)
Sε,u(t,x)
(
u(s)
)
F
(
u(s)
)
dy ds 0. (62)
To avoid unnecessary long expressions, we shall use u, z instead of u(t, x), z(t, x), and u, z instead
of u(s, y), z(s, y). Integrating (61) in (s, y), (62) in (t, x), adding both inequalities and taking into
account that ∇xηm,n + ∇yηm,n = m,n , where
m,n(t, x, s, y) := ρm(x− y)∇ψ
(
x+ y
2
)
ρ˜n(t − s)φ
(
t + s
2
)
,
we have
−
∫
Q T ×Q T
(
J+T ,ε,u(u)(ηm,n)t + J−T ,ε,u(u)(ηm,n)s
)
+
∫
Q T ×Q T
ηm,nhT
(
u, DxRε,u(u)
)+ ∫
Q T ×Q T
ηm,nhT
(
u, Dy Sε,u(u)
)
+
∫
Q T ×Q T
ηm,nhRε,u
(
u, DxT (u)
)
+
∫
Q T ×Q T
ηm,nhSε,u
(
u(s), DyT (u)
)
−
∫
Q T ×Q T
z · [∇xηm,n −m,n]T (u)Sε,u(u)
−
∫
Q T ×Q T
z · [∇yηm,n −m,n]T (u)Rε,u(u)
−
∫
Q T ×Q T
ηm,nT
(
u(t, x)
)
Rε,u(s,y)
(
u(t)
)
F
(
u(t)
)
−
∫
Q T ×Q T
ηm,nT (u)Sε,u(t,x)
(
u(s)
)
F
(
u(s)
)
 0. (63)
Then, since
∫
Q T ×Q T
ηm,nhRε,u(s,y)
(
u(t), DxT
(
u(t)
))
 0,
we get
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∫
Q T ×Q T
(
J+T ,ε,u(u)(ηm,n)t + J−T ,ε,u(u)(ηm,n)s
)
+
∫
Q T ×Q T
ηm,nhT
(
u, DxRε,u(u)
)+ ∫
Q T ×Q T
ηm,nhT
(
u, Dy Sε,u(u)
)
−
∫
Q T ×Q T
z · ∇xηm,nT (u)Sε,u(u)−
∫
Q T ×Q T
z · ∇yηm,nT (u)Rε,u(u)
+
∫
Q T ×Q T
z ·m,nT (u)Sε,u(u)+
∫
Q T ×Q T
z ·m,nT (u)Rε,u(u)
−
∫
Q T ×Q T
ηm,nT (u)Rε,u(s,y)(u)F (u)−
∫
Q T ×Q T
ηm,nT (u)Sε,u(u)F (u)
−
∫
Q T
ηm,nhSε,u
(
u(s), DyT (u)
)
. (64)
Let
I1 :=
∫
Q T ×Q T
ηm,nhT
(
u, DxRε,u(u)
)+ ∫
Q T ×Q T
ηm,nhT
(
u, Dy Sε,u(u)
)
−
∫
Q T ×Q T
z · ∇xηm,nT (u)Sε,u(u)−
∫
Q T ×Q T
z · ∇yηm,nT (u)Rε,u(u). (65)
Arguing as in the proof of uniqueness in Theorem 4.1 in [5] (see also [6]) we prove that
1
ε
I1  ‖φ‖∞o(ε),
where o(ε) denotes an expression converging to 0 as ε → 0+. Thus, by (64), it follows that
−1
ε
∫
Q T ×Q T
(
J+T ,ε,u(u)(ηm,n)t + J−T ,ε,u(u)(ηm,n)s
)
+ 1
ε
∫
Q T ×Q T
z ·m,nT (u)Sε,u(u)+ 1
ε
∫
Q T ×Q T
z ·m,nT (u)Rε,u(u)
− 1
ε
∫
Q T ×Q T
ηm,nT (u)Rε,u(u)F (u)− 1
ε
∫
Q T ×Q T
ηm,nT (u)Sε,u(u)F (u)
 ‖φ‖∞o(ε)− 1
ε
∫
Q T ×Q T
ηm,nhSε,u
(
u, DyT (u)
)
 ‖φ‖∞o(ε)+
∫
Q ×Q
ηm,nh
(
u, DyT (u)
)
. (66)T T
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−
∫
Q T ×Q T
ηm,nT (u)Rε,u(u)F (u)−
∫
Q T ×Q T
ηm,nT (u)Sε,u(u)F (u)
= −
∫
Q T ×Q T
ηm,nTε(u − u)+
[
T (u)F (u)− T (u)F (u)], (67)
and
∫
Q T ×Q T
z ·m,nT (u)Sε,u(u)+
∫
Q T ×Q T
z ·m,nT (u)Rε,u(u)
=
∫
Q T ×Q T
m,nTε(u − u)+
[
zT (u)− zT (u)]. (68)
Therefore, letting ε → 0 in (66) we obtain
−
∫
Q T ×Q T
(
J T ,sign+,u(u)(ηm,n)t + J T ,sign−,u(u)(ηm,n)s
)
+
∫
Q T ×Q T
m,n sign
+
0 (u − u)
[
zT (u)− zT (u)]
−
∫
Q T ×Q T
ηm,n sign
+
0 (u − u)
[
T (u)F (u)− T (u)F (u)]

∫
Q T ×Q T
ηm,nh
(
u, DyT (u)
)
, (69)
where
J T ,sign±,l(r) =
r∫
l
T (s) sign±0 (s − l)ds, l ∈ R, r  0.
Now, using (43), our assumption on M(z) and the coarea formula we have
∫
Q T ×Q T
ηm,nh
(
u, DyT (u)
)
 c‖ψ‖∞‖φ‖∞b
T∫
0
b∫
0
P
([
u(s) λ
]
, B
)
dλds,
where B = RN if the assumption (a) holds and ψ = 1 and, in case that we assume (b), B denotes
a ball such that {y: dist(y, suppψ) 1m } ⊆ B , and P (X, B) denotes the perimeter of X in B for any
rectiﬁable subset X ⊆RN .
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−
∫
Q T ×Q T
(
J T0,b,sign+,u(u)(ηm,n)t − J T0,b,sign−,u(u)(ηm,n)s
)
+
∫
Q T ×Q T
m,n sign
+
0 (u − u)
[
zT0,b(u)− zT0,b(u)
]
−
∫
Q T ×Q T
ηm,n sign
+
0 (u − u)
[
T0,b(u)F (u)− T0,b(u)F (u)
]
 c‖ψ‖∞‖φ‖∞b
T∫
0
b∫
0
P
([
u(s) λ
]
, B
)
dλds. (70)
Since P ([u(s) λ], B) is integrable as a function of λ, dividing by b > 0 and letting b → 0+ we deduce
−
∫
Q T ×Q T
(u − u)+((ηm,n)t + (ηm,n)s)
+
∫
Q T ×Q T
sign+0 (u − u)m,n
[
z sign+0 (u)− z sign+0 (u)
]
−
∫
Q T ×Q T
ηm,n sign
+
0 (u − u)
[
sign+0 (u)F (u)− sign+0 (u)F (u)
]
 0. (71)
Now, letting m → ∞ and using that F is Lipschitz we obtain
−
∫
(0,T )×Q T
(
u(t, x)− u(s, x))+ψ((χn)t + (χn)s)

∫
(0,T )×Q T
(∣∣z(t, x)∣∣+ ∣∣z(s, x)∣∣)|∇ψ |χn + ‖F‖Lip
∫
(0,T )×Q T
(
u(t, x)− u(s, x))+ψχn, (72)
where
χn(t, s) = ρ˜n(t − s)φ
(
t + s
2
)
.
Since F (0) = 0 and
(χn)t + (χn)s = ρ˜n(t − s)φ′
(
t + s
2
)
,
letting n → ∞ in (72) we obtain
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∫
Q T
(
u(t, x)− u(t, x))+ψφ′(t)dt dx

∫
Q T
(∣∣z(t, x)∣∣+ ∣∣z(t, x)∣∣)|∇ψ |φ + ‖F‖Lip
∫
Q T
(
u(t, x)− u(t, x))+ψφ. (73)
Consider ﬁrst the case where u0 ∈ (L1(RN ) ∩ L∞(RN ))+ . In that case, we have taken ψ = 1 and we
may write (73) as
−
∫
Q T
(
u(t, x)− u(t, x))+φ′(t)dt dx ‖F‖Lip
∫
Q T
(
u(t, x)− u(t, x))+φ dt dx. (74)
Since this is true for all 0 φ ∈ D(]0, T [), we have
d
dt
∫
RN
(
u(t, x)− u(t, x))+ dx ‖F‖Lip
∫
RN
(
u(t, x)− u(t, x))+ dx.
Hence
∫
RN
(
u(t, x)− u(t, x))+ dx et‖F‖Lip ∫
RN
(
u0(x)− u0(x)
)+
dx for all 0 t < T .
If 0 u0 ∈ L∞(RN ), then we consider ψ = ψR ∈ D(RN ) as in Deﬁnition 3.7 in (73) and since the
inequality is true for all 0 φ ∈ D(]0, T [), we obtain
d
dt
∫
RN
(
u(t, x)− u(t, x))+ψR dx
∫
RN
(∣∣z(t, x)∣∣+ ∣∣z(t, x)∣∣)∣∣|∇ψR |
+ ‖F‖Lip
∫
RN
(
u(t, x)− u(t, x))+ψR dx. (75)
Integrating in time the above inequality, for almost all t ∈]0, T [, we have
∫
BR
(
u(t, x)− u(t, x))+ dx ∫
BR+1
(
u0(x)− u0(x)
)+
dx
+
t∫
0
∫
RN
(∣∣z(s, x)∣∣+ ∣∣z(s, x)∣∣)∣∣∣∣∇ψR(x)∣∣dxds
+ ‖F‖Lip
t∫
0
∫
BR+1
(
u(s, x)− u(s, x))+ dxds. (76)
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R → ∞. Then, letting R → ∞ and applying Gronwall inequality, we obtain∫
RN
(
u(t, x)− u(t, x))+ dx et‖F‖Lip ∫
RN
(
u0(x)− u0(x)
)+
dx for all 0 t < T . 
We also have uniqueness of entropy solutions for initial data in L∞(RN ) when they have null ﬂux
at inﬁnity.
Theorem 3.9. Assume we are under assumptions (H) also that F is Lipschitz continuous with F (0) = 0. Let
u(t) and u(t) be entropy solutions of (36), with initial data u0,u0 ∈ L∞(RN )+ . Then, if u(t) and u(t) have
null ﬂux at inﬁnity, we have∥∥u(t)− u(t)∥∥1  et‖F‖Lip‖u0 − u0‖1 for all t  0. (77)
Proof. Let b > a> 2ε > 0, T (r) = Ta,b(r)− a. Let us denote
Rε,l(r) := Tε(r − l)+ ε = Tl−ε,l+ε(r)+ ε − l,
J T ,ε,l(r) =
r∫
0
T (s)Rε,l(s)ds, jT ,ε,l(r) =
r∫
l
T (s)Tε(s − l)ds.
Then, if z(t) := a(u(t),∇u(t)) and z(t) := a(u(t),∇u(t)), for l1, l2 > ε, we have
T∫
0
∫
RN
η(t)
(
hT
(
u(t), DRε,l1
(
u(t)
))+ hRε,l1 (u(t), DT (u(t))))
−
T∫
0
∫
RN
J T ,ε,l1
(
u(t)
)
ηt +
T∫
0
∫
RN
z(t) · ∇η(t)T (u(t))Rε,l1(u(t))
−
T∫
0
∫
RN
η(t)T
(
u(t)
)
Rε,l1
(
u(t)
)
F
(
u(t)
)
dxdt  0, (78)
and
T∫
0
∫
RN
η(t)
(
hT
(
u(t), DRε,l2
(
u(t)
))+ hRε,l2 (u(t), DT (u(t))))
−
T∫
0
∫
RN
J T ,ε,l2
(
u(t)
)
ηt +
T∫
0
∫
RN
z(t) · ∇η(t)T (u(t))Rε,l2(u(t))
−
T∫
0
∫
RN
η(t)T
(
u(t)
)
Rε,l2
(
u(t)
)
F
(
u(t)
)
dxdt  0, (79)
for all η ∈ C∞(Q T ), with η 0, η(t, x) = φ(t)ρ(x), being φ ∈ D((0, T )), ρ ∈ D(RN ).
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−
∫
(0,T )×RN
∣∣u(t, x)− u(t, x)∣∣ψφ′(t)dt dx

∫
(0,T )×RN
φ(t)|∇ψ |[∣∣z(t, x)∣∣+ ∣∣z(t, x)∣∣]
+ ‖F‖Lip
∫
(0,T )×RN
φ(t)ψ(x)
∣∣u(t, x)− u(s, x)∣∣. (80)
If we consider ψ = ψR ∈ D(RN ) as in Deﬁnition 3.7 in (80) and since the inequality is true for all
0 φ ∈ D(]0, T [), we obtain
d
dt
∫
RN
∣∣u(t, x)− u(t, x)∣∣ψR(x)dx
∫
RN
(∣∣z(t, x)∣∣+ ∣∣z(t, x)∣∣)∣∣|∇ψR |
+ ‖F‖Lip
∫
RN
ψR(x)
∣∣u(t, x)− u(s, x)∣∣. (81)
Integrating in time the above inequality, for almost all t ∈]0, T [, we have
∫
BR
∣∣u(t, x)− u(t, x)∣∣dx ∫
BR+1
∣∣u0(x)− u0(x)∣∣dx
+
t∫
0
∫
RN
(∣∣z(s, x)∣∣+ ∣∣z(s, x)∣∣)∣∣∣∣∇ψR(x)∣∣dxds
+ ‖F‖Lip
t∫
0
∫
BR+1
∣∣u(s, x)− u(s, x)∣∣dxds. (82)
Since u and u have a null ﬂux at inﬁnity, the second term of the right-hand side tends to 0 as
R → ∞. Then, letting R → ∞, we obtain
∫
RN
∣∣u(t, x)− u(t, x)∣∣dx e−t‖F‖Lip ∫
RN
∣∣u0(x)− u0(x)∣∣dx for all t  0.
This implies the uniqueness of entropy solutions. 
3.3. Existence, uniqueness and evolution of the support of solutions of (35) for nonnegative data in
L1(RN )∩ L∞(RN )
Theorem 3.10. Let u0 ∈ L1(RN ) ∩ L∞(RN ) be such that 0  u0  1. Then, there exists a unique entropy
solution u(t) of (35), and
0 u(t) 1 for all t  0.
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supp
(
u(t)
)⊂ K (ct) := {x ∈ RN : d(x, K ) ct} for all t  0. (83)
Moreover, if we assume that
for any closed set F  K , there is αF > 0 such that u0  αF in F , (84)
then
supp
(
u(t)
)= K (ct) for all t  0.
Proof. Given the Lipschitz function F (r) := T1(r)(1− T1(r)), consider the Cauchy problem
⎧⎪⎨
⎪⎩
ut = ν div
( |u|Du√
u2 + ν2
c2
|Du|2
)
+ F (u) in Q T = (0, T )×RN ,
u(0, x) = u0(x) in x ∈RN .
(85)
By Theorem 3.4, there is a unique entropy solution u(t) of the Cauchy problem (85) for the ini-
tial datum u0. Let un(t) be the entropy solution of the Cauchy problem (85) for the initial datum
u0,n := u0χBn(0) . By [7], we know that un(t) = χBn+ct (0) is an entropy supersolution of (11). Then, since
F (un(t)) = 0, un(t) is an entropy supersolution of problem (85). Therefore, applying Theorem 3.8, we
obtain that 0  un(t)  un(t). Since un(t) → u(t) in L1(RN ), we have that 0  u(t)  1, and conse-
quently, u(t) is an entropy solution of (35).
By [7], we know that v(t) = χK (ct) is an entropy supersolution of (11). Then, since F (v(t)) = 0,
v(t) is an entropy supersolution of problem (85). Therefore, applying Theorem 3.8, we obtain that
0 u(t) v(t) ∀t  0,
and consequently, (83) holds.
To prove the last assertion, assume that (84) holds. Observe that u(t, x) is an entropy solution of
(35) if and only if v(t, x) = u( ν
c2
t, νc x) is an entropy solution of the same equation with ν = c = 1.
Thus, we may assume that ν = c = 1. Let y ∈ K and let R y := d(y,∂K )2 and αy > 0 be such that
u0(x) u0,y(x) for all x ∈RN , where
u0,y(x) :=
{
αy
√
R2y − |x− y|2 if |x− y| < R y,
0 if |x− y| R y .
Then, by Proposition 2 in [7],
uy(t, x) :=
{
αye−β1t−β2t
2
√
(R y + t)2 − |x− y|2 if |x− y| < R y + t,
0 if |x− y| R y + t,
is a subsolution of (35) since it is a subsolution of the same equation when k = 0. Then, by the
comparison principle with subsolutions, we have that there exist positive constants β1, β2 such that
u(t, x) uy(t, x), t > 0, x ∈RN .
This implies that K (t) ⊆ supp(u(t)). 
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Lemma 3.11. Let u0 ∈ L∞(Ω), whereΩ ⊆RN is an open set. Assume that 0< u0  1 inΩ and is log-concave
there. If u(t, x) is the solution of ut = ku(1− u) with u(0) = u0 , k> 0, then u(t) is also log-concave in Ω .
Proof. If v = 1u , then vt = −k(v − 1). Then v(t) = 1+ e−kt(v0 − 1). Since v0 is log-convex, then v is
also log-convex. Thus, u is log-concave. 
Let us recall the following result proved in [9].
Proposition 3.12. Assume that Ω ⊆ RN is a C1,1 open bounded convex set. Let u0 ∈ L1(RN ) ∩ L∞(RN ),
u0(x)  α > 0 when x ∈ Ω and u0 = 0 outside Ω . Assume that u0 is log-concave in Ω . Let u(t, x) be the
entropy solution of (11) with u(0, x) = u0(x). Then u(t) is log-concave in Ω(ct) and u is smooth in Ω T :=
{(t, x): t ∈ (0, T ), x ∈ Ω(ct)}.
Proposition 3.13. Assume that Ω ⊆ RN is a C1,1 open bounded convex set. Let u0 ∈ L1(RN ) ∩ L∞(RN ),
0  u0  1, u0(x)  α > 0 when x ∈ Ω and u0 = 0 outside Ω . Assume that u0 is log-concave in Ω . Let
u(t, x) be the entropy solution of (35)with u(0, x) = u0(x). Then u(t) is log-concave inΩ(ct) and u is smooth
in Ω T .
Proof. We use the same notation as in Theorem 3.4. Let SB(t), S−F (t), and SA(t) be the semigroups
generated by B, −F , and A = B − F , respectively. Then by Trotter–Kato’s Theorem (see [13]) we have
that SA(t)u0 = limn(SB( tn )S−F ( tn ))nu0. Then the log-concavity of u follows from Lemma 3.11 and
Proposition 3.12. Then the regularity follows as in the proof of Proposition 3.12. 
Proposition 3.14. For every initial datum u0 ∈ L∞(RN ), 0  u0  1, there exists an entropy solution u(t)
of (35) such that u(0) = u0 . If Ω ⊆ RN is convex, u0(x)  α > 0 when x ∈ Ω and u0 = 0 outside Ω , and
log-concave in Ω , then u(t) is log-concave in Ω(ct) and u is smooth in Ω T .
Proof. To prove this result it suﬃces to apply Theorem 3.4 to the initial condition u0n = u0χB(0,n) to
obtain the entropy solution un(t, x) of (35). By the comparison principle (Theorem 3.8), we have
0 un(t) um(t) for all nm and almost all t  0. (86)
Moreover, since un(t) := ‖u0‖∞χBn+ct (0) is an entropy supersolution of (35). Again by the comparison
principle, we have
0 un(t) ‖u0‖∞ for all n ∈N and almost all t  0. (87)
By (86) and (87), we have there is a nonnegative function u ∈ C([0, T ]; L1loc(RN )), such that
lim
n→∞un(t) = u(t) ‖u0‖∞ in L
1
loc
(
R
N), t  0. (88)
Then using the techniques in [6] one can prove that u is an entropy solution of (35). Under the
assumptions of the proposition, if u0 is log-concave in Ω , then u(t) is log-concave in Ω(ct). Indeed,
since u0n is log-concave in Ω ∩ B(0,n), then the result follows by application of Proposition 3.13. We
notice that the smoothness given in Proposition 3.13 does not pass directly to the limit. But the log-
concavity does, and implies a bound for the gradient of u locally inside its support. Then this bound
implies the smoothness of u in Ω T (see [9]). 
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and u0 is log-concave in (0,+∞). Then there is an entropy solution u(t) of (35) such that u(0) = u0 , u is
log-concave in (−ct,+∞) and has a null ﬂux at inﬁnity.
Proof. Let u(t) = limn un(t), where un(t) is the entropy solution of (35) such that un(0) = u0χ(0,n) .
Then un is log-concave and smooth in
{
(t, x): t ∈ (0, T ), x ∈ (−ct,n + ct)}.
The log-concavity of un implies the gradient bound
∣∣unx(t, x)∣∣ C
d(x, ∂(−ct,n + ct)) ,
where the constant C > 0 only depends on ‖u0‖∞ . Letting n → ∞ we obtain
∣∣ux(t, x)∣∣ C|x+ ct| .
In particular, if x> 0, we have that |ux(t, x)| Cx . Then
∣∣a(u,ux)∣∣= ν
∣∣∣∣ uux√
u2 + ν2
c2
u2x
∣∣∣∣ ν|ux| νCx for any x> 0,
and a(u,ux) = 0 for any x< −ct . Let ψR be as in Deﬁnition 3.7. Then, for R  cT , we have
T∫
0
∫
BR
∣∣a(u(t),∇u(t))∣∣∣∣∇ψR(x)∣∣dxdt 
T∫
0
R+1∫
R
νC
x
dxdt = νCT log
(
R + 1
R
)
.
This implies that u has null ﬂux at inﬁnity. 
This proposition can be applied to u0(x) = χ(0,∞)(x). Then there is an entropy solution of u(t)
of (35) such that u(0) = u0 and has a null ﬂux at inﬁnity. Moreover, the solution is unique within this
class. It is also log-concave in its support.
4. A Fisher–Kolmogorov type equation associated with the homogeneous relativistic heat equation
Our purpose in this section is to study the reaction–diffusion equation
⎧⎨
⎩ut = c div
(
u
Du
|Du|
)
+ ku(1− u) in Q T = (0, T )×RN ,
u(0, x) = u0(x) in x ∈RN .
(89)
2552 F. Andreu et al. / J. Differential Equations 248 (2010) 2528–2561To make precise our notion of solution we need to recall several deﬁnitions given in [2] (see
also [3]). We deﬁne the space
Z
(
R
N) := {(z, ξ) ∈ L∞(RN ,RN)× BV(RN)∗: div(z) = ξ in D′(RN)}.
We need to consider the space BV(RN )2, deﬁned as BV(RN )∩ L2(RN ) endowed with the norm
‖w‖BV(RN )2 := ‖w‖L2(RN ) + |Dw|
(
R
N).
It is easy to see that L2(RN ) ⊂ BV(RN )∗2 and
‖w‖BV(RN )∗2  ‖w‖L2(RN ) ∀w ∈ L
2(
R
N). (90)
It is well known (see [34]) that the dual space (L1(0, T ;BV(RN )2))∗ is isometric to the space
L∞(0, T ;BV(RN )∗2,BV(RN )2) of all weakly∗ measurable functions f : [0, T ] → BV(RN )∗2, such that
v( f ) ∈ L∞([0, T ]), where v( f ) denotes the supremum of the set {|〈w, f 〉|: ‖w‖BV(RN )2  1} in the
vector lattice of measurable real functions. Moreover, the duality pair is
〈w, f 〉 =
T∫
0
〈
w(t), f (t)
〉
dt
for w ∈ L1(0, T ;BV(RN )2) and f ∈ L∞(0, T ;BV(RN )∗2,BV(RN )2).
Let us recall the following deﬁnitions given in [2].
Deﬁnition 4.1. Let Ψ ∈ L1(0, T ;BV(RN )). We say Ψ admits a weak derivative in the space L1w(0, T ;
BV(RN ))∩ L∞(Q T ) if there is a function Θ ∈ L1w(0, T ;BV(RN ))∩ L∞(Q T ) such that Ψ (t) =
∫ t
0 Θ(s)ds,
the integral being taken as a Pettis integral [19].
Deﬁnition 4.2. Let ξ ∈ (L1(0, T ;BV(RN )))∗ . We say that ξ is the time derivative in the space
(L1(0, T ;BV(RN )))∗ of a function u ∈ L1(0, T ; L1loc(RN )) if
T∫
0
〈
ξ(t),Ψ (t)
〉
dt = −
T∫
0
∫
RN
u(t, x)Θ(t, x)dxdt
for all test functions Ψ ∈ L1(0, T ;BV(RN )) with compact support in time, which admit a weak deriva-
tive Θ ∈ L1w(0, T ;BV(RN ))∩ L∞(Q T ) with compact support in space.
Note that if w ∈ L1(0, T ;BV(RN )) ∩ L∞(Q T ) and z ∈ L∞(Q T ,RN ) is such that there exists ξ ∈
(L1(0, T ;BV(RN )))∗ with div(z) = ξ in D′(Q T ), we can deﬁne, associated to the pair (z, ξ), the distri-
bution (z, Dw) in Q T by
〈
(z, Dw),φ
〉 := −
T∫
0
〈
ξ(t),w(t)φ(t)
〉
dt −
T∫
0
∫
RN
z(t, x)w(t, x)∇xφ(t, x)dxdt (91)
for all φ ∈ D(Q T ).
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(L1(0, T ;BV(RN )))∗ if (z, Dw) is a Radon measure in Q T such that
∫
Q T
(z, Dw)+
T∫
0
〈
ξ(t),w(t)
〉
dt = 0
for all w ∈ L1(0, T ;BV(RN ))∩ L∞(Q T ).
Deﬁnition 4.4. A measurable function u : (0, T ) × RN → R is an entropy solution of (89) in Q T if
u ∈ C([0, T ]; L1(RN )), Ta,b(u) ∈ L1loc,w(0, T ,BV(RN )) for all 0< a< b, and there exist z ∈ L∞(Q T ,RN),
ξ ∈ (L1(0, T ,BV(RN )))∗ such that:
(i) (z(t), ξ(t)) ∈ Z(RN ) a.e. in t ∈ [0, T ],
(ii) ξ + ku(1− u) is the time derivative of u in (L1(0, T ,BV(RN )))∗ in the sense of Deﬁnition 4.2,
(iii) ξ = c div z(t) in the sense of Deﬁnition 4.3,
(iv) z(t, x) = u(t, x)zb(t, x) where zb ∈ L∞(Q T ,RN ), ‖zb‖∞  1, is such that
z(t, x) · ∇u(t, x) = u(t, x)∣∣∇u(t, x)∣∣ for almost all (t, x) ∈ Q T , and
(v) the following inequality is satisﬁed
T∫
0
∫
RN
φhS
(
u, DT (u)
)
dt +
T∫
0
∫
RN
φhT
(
u, DS(u)
)
dt

T∫
0
∫
RN
J T S
(
u(t)
)
φ′(t)dxdt −
T∫
0
∫
RN
cz(t) · ∇φT (u(t))S(u(t))dxdt
+
T∫
0
∫
RN
φ(t)T
(
u(t)
)
S
(
u(t)
)
ku(t)
(
1− u(t))dxdt
for truncatures S ∈ P+ , T ∈ T + and any positive smooth function φ of compact support, where
h(z, ξ) = cz‖ξ‖.
Working as in [8] we can state the following result.
Theorem4.5. Let u0 ∈ L1(RN )∩L∞(RN ) be such that 0 u0  1. Then, there exists a unique entropy solution
u(t) of (89), and
0 u(t) 1 for all t  0.
In the next result we shall obtain explicit solutions of problem (89) when the initial datum is the
characteristics function of some ball.
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u(t, x) = e
kt
(R + ct)N
(
1
αRN
+ k
t∫
0
eks
ds
(R + cs)N
)−1
χBR+ct (x)
is the entropy solution of (89) with initial datum u0(x) = αχBR (x), α > 0.
Proof. Let us look for a solution of (89) of the form u(t, x) = α(t)χBR+ct (x), with initial datum u0 =
αχBR , with α > 0. To give a short explanation for the form of our solutions, let us ﬁrst proceed with
a formal computation. Formally, we compute
ut = α′(t)χBR+ct + cα(t)HN−1 ∂BR+ct,
div
(
u
Du
|Du|
)
= u div
(
Du
|Du|
)
+ |Du|.
For t  0, if we deﬁne the vector ﬁeld
zb(t, x) :=
{− xR+ct if ‖x‖ < R + ct,
−(R + ct)N−1 x‖x‖N if ‖x‖ > R + ct,
then ‖zb(t)‖∞  1, (zb(t), Du(t)) = |Du(t)| and
div
(
zb(t)
)= − N
R + ctχBR+ct = −
P (BR+ct)
|BR+ct | χBR+ct .
The vector ﬁeld zb(t) playing the role of
Du(t)
|Du(t)| . Hence
div
(
u
Du
|Du|
)
= −α(t) N
R + ctχBR+ct + α(t)H
N−1 ∂BR+ct .
Thus, if
ut = div
(
u
Du
|Du|
)
+ ku(1− u),
we must have
α′(t)χBR+ct = −cα(t)
N
R + ctχBR+ct + kα(t)
(
1− α(t))χBR+ct .
We arrive to the ordinary differential equation
α′(t)+
(
cN
R + ct − k
)
α(t)+ kα(t)2 = 0. (92)
(92) is a Bernouilli equation, then the solution of (92) with α(0) = α is
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kt
(R + ct)N
(
1
αRN
+ k
t∫
0
eks
ds
(R + cs)N
)−1
. (93)
Let us now verify that u(t, x) = α(t)χBR+ct (x) is the entropy solution of (89).
Step 1. Let ξ(t) := −α(t) cNR+ctχBR+ct + cα(t)HN−1 ∂BR+ct . Since α(t) is solution of the ordinary dif-
ferential equation (92), we have
ξ + ku(1− u) = d
dt
(
α(t)χBR+ct
)
in D′((0, T )×RN).
Then, using molliﬁers (see the proof of Theorem 5.2 of [8]), it is easy to see that ξ + ku(1− u) is the
time derivative of u in the sense of Deﬁnition 4.2.
Step 2. Let z(t, x) = α(t)χBR+ct (x)zb(t, x). Observe that z(t, x) satisﬁes condition (iv) of Deﬁnition 4.4.
On the other hand, we know that ξ ∈ (L1(0, T ,BV(RN )))∗ . It is easy to check that
c div z(t) = −cα(t) N
R + ctχBR+ct + cα(t)H
N−1 ∂BR+ct = ξ(t) (94)
in D′((0, T )×RN ) and in D′(RN ) for almost any t . Then, (z(t), ξ(t)) ∈ Z(RN ) a.e. in t ∈ [0, T ]. Let us
prove that ξ = c div(z) in the sense of Deﬁnition 4.3. Let w ∈ L1(0, T ,BV(RN )) ∩ L∞(Q T ). Deﬁne the
distribution (z, Dw) by (91). Let us prove that (z, Dw) is a Radon measure in Q T . Let φ ∈ D(Q T ),
and wn = ρn ∗ w . Using (94) we have
∫
Q T
φcz(t, x) · ∇xwn dxdt
= −
T∫
0
〈
ξ(t),wn(t)φ(t)
〉
dt −
T∫
0
∫
RN
cz(t, x)wn(t, x)∇xφ(t, x)dxdt. (95)
Now observe that
〈
ξ(t),wn(t)φ(t)
〉 = −α(t) cN
R + t
∫
BR+ct
φ(t, x)wn(t, x)dx+ cα(t)
∫
∂BR+ct
φ(t, x)wn(t, x)dHN−1
→ −α(t) cN
R + ct
∫
BR+ct
φ(t, x)w(t, x)dx+ cα(t)
∫
∂BR+ct
φ(t, x)w∗(t, x)dHN−1
= 〈ξ(t),w(t)φ(t)〉.
By Lebesgue’s Convergence Theorem we have
T∫
0
〈
ξ(t),wn(t)φ(t)
〉
dt →
T∫
0
〈
ξ(t),w(t)φ(t)
〉
dt
as n → ∞. Thus, letting n → ∞ in (95) we deduce that
2556 F. Andreu et al. / J. Differential Equations 248 (2010) 2528–2561∫
Q T
φcz(t, x) · ∇xwn →
〈
(z, Dw),φ
〉
and (z, Dw) is a Radon measure in Q T . Moreover, since the Radon measures z · ∇xwn are uniformly
bounded, we also have that z · ∇xwn weakly∗ converges to (z, Dw) as measures in Q T . This implies
that
∫
Q T
cz(t, x) · ∇xwn dxdt →
∫
Q T
(cz, Dw).
Now, using φ = 1 in (95) we have
∫
Q T
cz(t, x) · ∇xwn dxdt +
T∫
0
〈
ξ(t),wn(t)
〉
dt = 0.
Letting n → ∞ we deduce that
∫
Q T
(cz, Dw)+
T∫
0
〈
ξ(t),w(t)
〉
dt = 0.
Step 3. Let ϕ(r) = cr. Working as in the proof of Theorem 5.2 of [8], if S, T ∈ T + , then
(
hS
(
u, DT (u)
)) j = ∣∣D j J SϕT ′(u)∣∣. (96)
Now, observe that for any Lipschitz nondecreasing function g ,
Dg
(
u(t)
)= −(g(α(t))− g(0))νBR+ctHN−1 ∂BR+ct .
Hence, if we denote by [g](t)= g(α(t))− g(0), we have
∣∣Dg(u(t))∣∣= [g](t)HN−1 ∂BR+ct .
Thus, by (96), we get
hS
(
u(t), DT
(
u(t)
))+ hT (u(t), DS(u(t)))
= ∣∣D J SϕT ′(u(t))∣∣+ ∣∣D JTϕS ′(u(t))∣∣= ([ J SϕT ′ ](t)+ [ J TϕS ′ ](t))HN−1 ∂BR+ct
= [ J (T S)′ϕ](t)HN−1 ∂BR+ct = [T Sϕ − J T S ](t)HN−1 ∂BR+ct .
Consequently, for any φ ∈ D((0, T )×RN),
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Q T
φhS
(
u(t), DT
(
u(t)
))
dt +
∫
Q T
φhT
(
u(t), DS
(
u(t)
))
dt
=
T∫
0
[T Sϕ − J T S ](t)
∫
∂BR+ct
φ dHN−1 dt. (97)
On the other hand,
d
dt
(
J T S
(
u(t)
))= d
dt
(
J T S
(
α(t)
)
χBR+ct
)
= d
dt
(
J T S
(
α(t)
))
χBR+ct + c[ J T S ](t)HN−1 ∂BR+ct .
In particular, for any smooth test function φ, we have
∫
Q T
J T S
(
u(t)
)
φ′(t)dxdt = −
∫
Q T
d
dt
(
J T S
(
u(t)
))
φ(t)dxdt
= −
T∫
0
d
dt
J T S
(
α(t)
)( ∫
BR+t
φ(t)dx
)
dt
−
T∫
0
c[ J T S ](t)
( ∫
∂BR+ct
φ(t)dHN−1
)
dt
= −
T∫
0
α′(t)T
(
α(t)
)
S
(
α(t)
)( ∫
BR+ct
φ(t)dx
)
dt
−
T∫
0
c[ J T S ](t)
( ∫
∂BR+ct
φ(t)dHN−1
)
dt.
Thus,
∫
Q T
J T S
(
u(t)
)
φ′(t)dxdt = −
T∫
0
α′(t)T
(
α(t)
)
S
(
α(t)
)( ∫
BR+ct
φ(t)dx
)
dt
−
T∫
0
c[ J T S ](t)
( ∫
∂BR+ct
φ(t)dHN−1
)
dt. (98)
By (92), we have
∫
Q
cz(t) · ∇φ(t)T (u(t))S(u(t))dxdt
T
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T∫
0
cα(t)T
(
α(t)
)
S
(
α(t)
)( ∫
BR+ct
zb(t) · ∇φ(t)dx
)
dt
= −
T∫
0
cα(t)T
(
α(t)
)
S
(
α(t)
)( ∫
BR+ct
div
(
zb(t)
)
φ(t)dx
)
dt
+
T∫
0
cα(t)T
(
α(t)
)
S
(
α(t)
)( ∫
∂BR+ct
[
zb(t), ν
BR+ct ]φ(t)dHN−1)dt
=
T∫
0
α(t)T
(
α(t)
)
S
(
α(t)
)( ∫
BR+ct
cN
R + ct φ(t)dx
)
dt
−
T∫
0
cα(t)T
(
α(t)
)
S
(
α(t)
)( ∫
∂BR+ct
φ(t)dHN−1
)
dt
= −
T∫
0
α′(t)T
(
α(t)
)
S
(
α(t)
)( ∫
BR+ct
φ(t)dx
)
dt
+
T∫
0
kα(t)
(
1− α(t))T (α(t))S(α(t))( ∫
BR+ct
φ(t)dx
)
dt
−
T∫
0
cα(t)T
(
α(t)
)
S
(
α(t)
)( ∫
∂BR+ct
φ(t)dHN−1
)
dt.
Thus,
∫
Q T
cz(t) · ∇φ(t)T (u(t))S(u(t))dxdt
= −
T∫
0
α′(t)T
(
α(t)
)
S
(
α(t)
)( ∫
BR+ct
φ(t)dx
)
dt
+
T∫
0
kα(t)
(
1− α(t))T (α(t))S(α(t))( ∫
BR+ct
φ(t)dx
)
dt
−
T∫
0
cα(t)T
(
α(t)
)
S
(
α(t)
)( ∫
∂BR+ct
φ(t)dHN−1
)
dt. (99)
Finally, from (97), (98) and (99) it follows that
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0
∫
RN
φhS
(
u(t), DT
(
u(t)
))
dt +
T∫
0
∫
RN
φhT
(
u(t), DS
(
u(t)
))
dt

T∫
0
∫
RN
J T S
(
u(t)
)
φ′(t)dxdt −
T∫
0
∫
RN
cz(t) · ∇φ(t)T (u(t))S(u(t))dxdt
+
T∫
0
∫
RN
φ(t)T
(
u(t)
)
S
(
u(t)
)
ku(t)
(
1− u(t))dxdt.
We have proved that u(t) is an entropy solution of (89). 
Remark 4.7. Let u(0) = δ0. Then, if
u0,n =
χB1/n(0)
|B1/n(0)| =
nN
ωN
χB1/n (0),
with ωN = |B1(0)|, we have u0,n ⇀ δ0. Now, by the above theorem the entropy solution of (89) for
the initial datum u0,n is given by
un(t, x) = e
kt
( 1n + ct)N
(
ωN + k
t∫
0
eks
ds
( 1n + cs)N
)−1
χB 1
n +ct
(x).
Hence, for every t > 0,
un(t) → e
kt
(ct)N
(
ωN + k
t∫
0
eks
ds
(cs)N
)−1
χBct =: u(t) in L1
(
R
N).
u(t) is the candidate to be the solution of (89) for the initial datum δ0.
Remark 4.8. If we consider the more general problem
⎧⎨
⎩ut = c div
(
u
Du
|Du|
)
+ au − bu2 in Q T = (0, T )×RN ,
u(0, x) = u0(x) in x ∈ RN ,
(100)
then with a similar proof to the one of the previous theorem we can show that the function
u(t, x) = e
at
(R + ct)N
(
1
αRN
+ b
t∫
0
eks
ds
(R + ct)N
)−1
χBR+cs (x)
is the entropy solution of (100) with initial datum u0(x) = αχBR (x), α > 0, and the function
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at
(ct)N
(
ωN + b
t∫
0
eas
ds
(cs)N
)−1
χBct
is the candidate to be the solution of (100) for the initial datum δ0.
Notice that, since Eq. (89) is invariant by space translations, the function
ueR(t, x) =
ekt
(R + ct)N
(
1
αRN
+ k
t∫
0
eks
ds
(R + cs)N
)−1
χB(Re,R+ct)(x) (101)
is the entropy solution corresponding to the initial condition ue0(x) = αχB(Re,R)(x), where e is a unit
vector in RN , B(Re, R) denotes the ball of center Re and radius R > 0, and α > 0.
Remark 4.9. By the previous observation, letting R → ∞ in (101), we obtain
ue(t, x) := lim
R→+∞u
e
R(t, x) = ekt
(
1
α
+ k
t∫
0
eks ds
)−1
χHet
(x)
= e
kt
1
α − 1+ ekt
χHet
(x),
where Het = {x ∈RN : 〈x, e〉−ct}. In the particular case α = 1, we get that the function
ve(t, x) = χHet (x)
is the candidate to be the entropy solution of (89) for the initial datum ue0 = χHi0 . The uniqueness of
entropy solutions in L∞(RN ) is an open question.
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