We organize and review some material from various sources about prepotentials, Riemann surfaces and kernels, WDVV, and the renormalization group, provide some further connections and information, and indicate some directions and problems.
INTRODUCTION
We extract here extensively from the important paper [38] where a profusion of relations between differentials on certain Riemann surfaces (RS) and the prepotential for Seiberg-Witten (SW) theory are exhibited. This leads one to a complete determination of the prepotential (and associated SW differential) via the structure of the RS. A crucial ingredient here is the generating functional of differentials W (ξ, ζ) = ∞ 1 nζ n−1 dζdΩ n (ξ) = ∂ ξ ∂ ζ log E(ξ, ζ) (1.1)
(where E is the Fay prime form) and its use is reminiscent of the complete determination of the free energy F for dKP via a certain kernel K(µ, λ) = 1 P (µ) − P (λ) = ∞ 1 ∂ P Q n µ −n ; nQ n = B n = λ n + = ∂ n S (1.2) in [13, 19] (cf. also [2, 14, 15, 35, 41, 48, 49, 76] ). We showed in [19] that K has an analogue on a RS which can be written in terms of a local Cauchy kernel based on the prime form E and its construction involves the generating functional W . There is a slight difference in notation in [19] due to using dΩ n (ξ) ∼ (−nξ −n−1 − ∞ 1 q mn ξ m−1 )dξ, while in [38] dΩ n = (ξ −n−1 + O(1))dξ is used (thus a factor of (−n) arises in W of (1.1) which is not present in [19] ). Both W and the RS analogue of K are based on a one puncture situation so the connection is legitimate and meaningful; the development for the two puncture SW situation is indicated below for W following [38] . Connections to K will also be exhibited in Section 6. We also indicate relations between [38] and [18, 51, 52, 53, 69] leading to a discussion of WDVV for the Whitham theory and its relation to WDVV for SW theory as in [5, 59, 64, 65, 66] . Some relations between [65, 66] and the Egorov geometry of [28] are also indicated. We do not deal with prepotentials and master equations in the more general context of string compactifications and Calabi-Yau (CY) manifolds (see e.g. [50] ).
BACKGROUND FROM [38]
We take a SW situation following [5, 8, 9, 11, 12, 18, 24, 26, 27, 32, 37, 43, 47, 53, 55, 61, 62, 63, 69, 70, 73] and recall the SW curves Σ g (g = N − 1) for a pure SU (N ) susy YM theory det N ×N [L(w) − λ] = 0; P (λ) = Λ N w + 1 w ; (2.1)
Here the u k are Schur polynomials of h k = (1/k) N 1 λ k i via the formula (A) log(λ −N P (λ)) = − k (h k /λ k ); there are g = N − 1 moduli u k and we refer to [43] for the Lax operator L. Thus u 0 = 1, u 1 = 0, u 2 = h 2 , u 3 = h 3 , u 4 = h 4 − (1/2)h 2 2 , etc. (h 1 = 0 for SU (N )). One also has the representation
giving a two fold covering of the punctured Riemann sphere with parameter λ. Such Toda chain curves are characterized by a function (B) 2Λ N w = (P + y). Note also from (2.1) -(2.2) one obtains
On a given curve (fixed u k and λ) dw w = P ′ dλ y ; dS SW = λ dw w = λdP y (2.4)
where the dv k are g = N − 1 holomorphic one forms with
and dω i = (σ ik ) −1 dv k are the canonical holomorphic differentials with (C) Ai dω j = δ ij ; Bi dω j = B ij . Note in (2.5) it is necessary to assume w is constant when the moduli u k are varied in order to have ∂dS SW /∂u k = dv k holomorphic. Now the periods a i = Ai dS SW define the a i as functions of u k (i.e. h k ) and Λ, or inversely, the u k as functions of a i and Λ. One proves for example (see below)
and generally Λ and T 1 can be identified after suitable scaling (cf. [5, 8, 9, 18, 32, 38] ). This is in keeping with the idea in [32] that Whitham times are used to restore the homogeneity of the prepotential when it is disturbed by renormalization (cf. also [18] ).
For the prepotential one goes to [43, 69] for example and defines differentials (D) dΩ n ∼ (ξ −n−1 + O(1))dξ for n ≥ 1 with Ai dΩ n = 0 (pick one puncture momentarily). This leads to W in (1.1) where
One can also impose a condition of the form (E) ∂dΩ/∂ (moduli) = holomorphic on differentials dΩ n and use a generating functional (note we distinguish dS and dS SW )
T n dΩ n (2.9)
The periods α i = Ai dS can be considered as coordinates on the moduli space (note these are not the α i of [11, 69] ). They are not just the same as the a i but are defined as functions of h k and T n (or alternatively h k can be defined as functions of α i and T n so that derivatives ∂h k /∂T n for example are nontrivial. One will consider the variables α i and T n = Res ξ=0 ξ n dS(ξ) as independent so that ∂dS ∂α i = dω i ; ∂dS ∂T n = dΩ n (2.10)
Next one can introduce the prepotential F (α i , T n ) via an analogue of a D i = ∂F /∂a i , namely
Then one notes the formulas
Res 0 ξ −m dΩ n (2.12) (the choice of ξ is restricted to w ±1/N in the situation of (2.2)) and factors like n −1 arise since
Below one uses also a slightly different normalization dΩ n ∼ w n/N (dw/w) = (N/n)dw n/N so that residues in (2.11) will be multiplied by N/n instead of 1/n. By definition F is a homogeneous function of α i and T n of degree two, so that
Note however that F is not just a quadratic function of α i and T n ; a nontrivial dependence on these variables arises through the dependence of dω i and dΩ n on the moduli (such as u k or h k ) which in turn depend on α i and T n . The dependence is described by a version of Whitham equations, obtained for example by substituting (2.9) into (2.10). Thus
(since AI dΩ n = 0). By (E) one has Ai (∂dS/∂u ℓ ) = AI dV i = Σ iℓ where dV ℓ ∼ holomorphic, and hence from (2.9) there results (F)
ki α i , which furnishes the Whitham dynamics for u k (cf. also [43] ). Now the SW spectral curves (2.2) are related to Toda hierarchies with two punctures. We recall (2.1) -(2.2) and note therefrom that (G)
The w parametrization is of course not hyperelliptic. It would now be possible to envision differentials dΩ ± n and dΩ ± n but dΩ n = dΩ + n + dΩ − n is then clearly the only admissible object (i.e. dΩ n must have poles at both punctures); this is suggested by the form dw/w in (2.4) and the coefficients of w n/N at ∞ + and of w −n/N at ∞ − must be equal. This corresponds to the Toda chain situation with the same dependence on plus and minus times. Moreover one takes differentials dΩ n for (2.2) (Λ = 1 here for awhile to simplify formulas)
These differentials satisfy (E) provided the moduli derivatives are taken at constant w (not λ) and we can use the formalism developed above for ξ = w ∓1/N . The SW differential dS SW is then simply
With this preparation we can now write, with dΩ n as indicated in (2.15)
One can introduce Hamiltonians here of great importance in the general theory (cf. [18, 30, 38, 43, 56] ) but we only indicate a few relations since our present concerns lie elsewhere. Then evaluating at T n = δ n,1 (2.17) becomes
where
This can be rephrased as
Now for the mixed derivatives one writes
From (A) and σ
For the second T derivatives one uses the general formula (2.12) written as
while for the second α derivatives one has evidently
Note that one can also use differentials dΩ defined by (D) with ξ = λ −1 where ξ = w ∓(1/N . This leads to dω
(one need only check the singular terms with k > 0). Putting (H) and (2.28) into (2.26) gives then
where dΩ ℓ = dΩ
Further analysis in [38] involves theta functions and the Szegö kernel (cf. [33, 38] ). Thus let E be the even theta characteristic associated with the distinguished separation of ramification points into two equal sets
. This allows one to write the square of the corresponding Szegö kernel as
We can write (cf. [38] )
and utilize the formula
(cf. [33, 38] ). Here one uses (2.24) and (
To use this we note
Then there results
Here one is taking dS SW = λdw/w and using (2.3) in the form (δP = δw = 0) δdS SW /δ log(Λ) = δλ(dw/w)/δ log)Λ) = (N P/P ′ )(dw/w). Then (2.4) gives N P dλ/y and the next step involves (2.5) , and (2.35) (middle term)
which evidently implies (2.7). Now from (2.35) there results
Here one can replace u k by any function of u k alone such as h k or H n+1 (note u 2 = h 2 ). Note also (cf. [18, 23, 32, 38, 42, 63, 73] ) that identifying Λ and T 1 (after appropriate rescaling
(this equation for ∂F/∂ log(Λ) also follows directly from (2.18) -(2.20) when T n = 0 for n ≥ 2 since
Finally consider (2.3) in the form (N)
On the other hand for
and for constant Λ with T n = 0 for n ≥ 2
(cf. (2.7) -note the evaluation points are different and
). This relation is true for any homogeneous algebraic combination of the u k (e.g. for h k and H k ). We will return to the log(Λ) derivatives later in connection with WDVV. For further relations involving Whitham theory and Λ derivatives see [3, 5, 6, 8, 9, 10, 18, 23, 24, 32, 38, 43, 71] and references there.
Let us now look at this material from a different point of view. The discovery of SW curves and their connection to physics goes back to [70] and has further mathematical connections involving Calabi-Yau (CY) and mirror manifolds, special geometry, etc., to string theory and branes (cf. [21, 22, 26, 27, 34, 39, 40, 47, 55, 56, 57, 78] ). What seems to result is that at various stages there appear purely mathematical constructions describing various subsets of some general still unknown physical theory. That mathematics should play such a fundamental role is not of course surprising in view of historical developments in mathematical physics (which are still being refined and updated). To describe the roles of RS in general physical theories seems therefore not at all unnatural. This is especially so in view of the solution of the famous Schottky problem in [68, 72] (cf. [20, 75] for sketches, references, etc.). Thus roughly a principally polarized Abelian variety is the Jacobian of a RS if and only if it is the orbit of a suitable KP flow. Such a connection between RS and KP flows is also evident from the construction of a unique BA function on a general RS as in [1, 4, 11, 31] for example, which determines a finite zone (quasiperiodic) KP flow. This really says that KP flows are mathematical objects basically (which can be seen also from their derivation via Kac-Moody (KM) algebras, the Hirota bilinear identity, etc.) but there are also classical physical meanings in terms of water waves for example as well as many connections to conformal field theory (CFT) and other quantum mechanical disciplines. In the present situation one looks at a subclass of RS described by (2.1) -(2.2). Given the RS (with a fixed homology basis) the holomorphic differentials dω i and the a i variables are completely determined. Similarly, with the various parametrizations indicated, the differentials dΩ ± n , dΩ n , and dΩ n are determined, alone with the Szegö kernel, and there will be various connections between the dΩ ± n and dω i via Riemann relations etc. (cf. [11, 19, 74] and Section 6).
, and ∂ 2 F/∂α i ∂α j from (2.27) (also for T n = δ n,1 , α i = a i as in (2.16) with Λ = 1). Finally the equation (2.39) for ∂F/∂ log(Λ) corresponds to an identification T 1 ∼ Λ and follows from (2.18) -(2.20) when T n = 0 for n ≥ 2. Therefore, since F ∼ F SW for T 1 = 1 we see that all derivatives of F SW are determined by the RS alone so up to a normalization the prepotential is completely determined by the RS. We emphasize that F SW involves basically T n = δ n,1 only, with no higher T n , and α i = a i , whereas F involving α i and T n is defined for all T n (cf. here [38] ).
REMARK 2.2. In [38] one writes
where GKM refers to an apparently associated generalized Kontsevich model (cf. [45, 46, 67] -we omit all details about GKM matrix models). Some calculations based on (2.26) and (2.29) leads then to
There is an extensive theory of GKM in [45, 46, 67] for example involving Miwa times and Whitham times but it is not entirely clear what model is referred to here. For LG models one might think of P (λ) ∼ W ′ (λ) where W is a superpotential. The SW theory is apparently a kind of 1-loop generalization of the Kontsevich theory.
REMARK 2.3. Going to [5] we see that in the present context one can define a beta function matrix (for
where i, j = 1, · · · , N − 1. We will think here of T 1 ∼ Λ so there are no adjoined T n variables, only a i (1 ≤ i ≤ N − 1) and Λ. One introduces now a new variable a 0 and defines ∂ 0 F SW = ∂ Λ F SW ; in comparing with formulas such as (2.39) one would presumably take then T 1 = Λ. It follows first in [5] that β ij in (2.47) plays the role of a metric η ij for WDVV equations in the sense that (write F now for
With the addition of an a 0 variable this can be extended to the more general WDVV form of [59, 64, 65, 66] as
where (F k ) ij = F ijk and i, j, k are now in the range 0 → N − 1. We see moreover that going back to The formulation in Section 2, based on [38] , differs from [32, 43, 51, 52, 53, 69] in certain respects and we want to clarify the connections here. Thus first we sketch very briefly some of the development in [69] (cf. also [7, 11] ). Toda wave functions with a discrete parameter n lead via T k = ǫt k ,T k = ǫt k , T 0 = −ǫn, and a j = iǫθ j (= Aj dS) to a quasiclassical (or averaged) situation where (noteT does not mean complex conjugate)
where dΩ n ∼ dΩ
Here dΩ 0 has simple poles at P ± with residues ±1 and is holomorphic elswhere; further dΩ
In addition the Abelian differentials dΩ ± n for n ≥ 0 are normalized to have zero A j periods and for the holomorphic differentials dω j we write at P ± respectively
where z is a local coordinate at P ± . Further for the SW situation where (g = N − 1)
(cf. (2.1) where the notation is slightly different) one can write near P ± respectively
(the 2πi is awkward but let's keep it -note one defines a D j = Bj dS). In the notation of [69] one can write now (•) h = y + P,h = −y + P, and hh = Λ 2N with h
and calculations in [69] give (• • •) dS = λdP/y = λdy/P = λdh/h. Further the holomorphic dω i can be written as linear combinations of holomorphic differentials (g = N − 1)
(cf. (2.5) where the notation differs slightly). Note also from (3.9) that 2ydy = 2N 1 α =β (λ−λ α )dλ so dλ = 0 corresponds to y = 0. From the theory of [69] (cf. also [11] ) one has then Whitham equations
along with structural equations
Finally we note that in [69] one presents a case (cf. also [18] ) for identifying N = 2 susy Yang-Mills (SYM) with a coupled system of two topological string models based on the A N −1 string. This seems to be related to the idea of tt fusion (cf. [21, 29, 36] ).
Next we refer to the Krichever formulation dS = QdE (cf. [52] ). Thus going to [53] one takes a RS Σ g of genus g with M punctures P α . Pick Abelian differentials dE and dQ such that E and Q have poles of order n α and m α respectively at P α and set dS = QdE with a pole of order n α +m α +1 at P α . Pick local coordinates z α near P α so that E ∼ z −nα α + R E α log(z α ), require Aj dQ = 0, and fix the additive constant in S by requiring that its expansion near P 1 have no constant term. Define times
where 2 ≤ α ≤ M in the last set. This gives
The remaining parameters needed to parametrize the space M g (n, m) of the creatures indicated consist of the 2M − 2 residues of dE and dQ, namely R
where 1 ≤ i ≤ g in the last set. Then it is proved in [51] that, if D is the open set in M g (n, m) where the zero divisors {z; dE(z) = 0} and {z; dQ(z) = 0} do not intersect, then the joint level sets of the set of all parameters except the a i define a smooth g-dimensional foliation of D. Further near each point in D the 5g
, and a i have linearly independent differentials and thus define a local holomorphic coordinate system. Assume now that dE has simple zeros q s (s = 1, · · · , 2g + n − 1 in the case of M g (n, 1) below) and we come to the Whitham times. The idea here is that suitable submanifolds of M g (n, m) are parametrized by 2g + M − 1 + 
with Aj dΩ i = 0). For g > 0 there are 5g more parameters and we consider only foliations for which A k dE, B k dE, and A k dQ are fixed. This leads to
The corresponding differentials are dω k and dΩ E k where the dΩ E k are holomorphic on Σ except along A j cycles where (♣) dΩ
We will assume that Q is holomorphic away from the P α and thus jumps on the A j cycles are not entertained; hence the variables T Q,k ∼ T Q k of [52] will not arise. Thus one has 2g + n + m times T A = (T j
dS where 2 ≤ α ≤ M , corresponding to differentials dΩ 3 α which are Abelian differentials of third kind with simple poles at P 1 and P α and residue 1 at P α . The Whitham tau function is τ = exp(F (T )) where
Here A k ∩ B k is the point of intersection of these cycles. When Res Pα dE = 0 one obtains the derivatives of F with respect to the 2g + (n α + m α ) + M − 1 Whitham times as
For one puncture the case of interest would be Q + = z −1 and there are two Whitham times T n = 0 and T n+1 = n/(n + 1) fixed so we will have 2g + n − 1 Whitham times for M g (n, 1). Next one shows that each 2g + n − 1 dimensional leafM of the foliation of M g (n) parametrizes the marginal deformation of a TFT on Σ. The free energy of such theories is the restriction of F to the appropriate leaf. Thus we consider the leaf within M g (n, 1) of dimension 2g + n − 1 which is defined by the constraints
Thus the leaf is parametrized by the n − 1 Whitham times T A (A = 1, · · · , n − 1) and by the periods
There will be primary fields φ i ∼ dΩ i /dQ (i = 1, · · · , n − 1) plus 2g additional fields dω i /dQ and dΩ E j /dQ. We will use the symbol ∼ to mean either "is asymptotic to", or "corresponds to", or "is associated with"; the meaning should be clear from context. Then one can define
The formulas (3.17) hold as before and the Whitham equations are generically ∂ A dΩ B = ∂ B dΩ A which can in fact be deduced from ∂ A E = {Ω A , E} where {f, g} = f p g X − g p f X with dp ∼ dΩ 1 (cf. [11, 51, 52, 53] ). We see that for A = 1, dΩ A = dQ implies formally c 1BC = η BC so T 1 plays a special role in the general theory with one puncture.
For two punctures we follow now [18, 23, 24, 51, 52, 53] with N c = N, N f = 0, and no masses m i . Thus λ SW ∼ dS = QdE and for SU (N ) theories (P) dE has simple poles at points P ± with residues −N and N . Its periods around homology cycles are multiples of 2πi. (R) Q is a meromorphic function with simple poles only at P ± . The other parameters of the leaf are determined by the following normalizations of dS = QdE
These conditions imply that Σ is hyperelliptic and has an equation of the form
(cf. here (3.6)). There are corrections a k =ā k +O(Λ N ) which can be absorbed in a reparametrization leaving F invariant so that one can identify theā k of (3.21) with diagonal elements in a Cartan subalgebra decomposition with N 1ā k = 0. If one represents the RS (3.21) by a two sheeted covering of the complex plane then Q is just the coordinate in each sheet while (♣♣♣) E = log(y + A(Q)). The points P ± are points at infinity with the two possible sign choices ± for y = ± √ A 2 − B. The prepotential then satisfies (z is a local coordinate)
It is known that the right side of (3.22) is a modular form (cf. [3, 8, 10] ) and one arrives at
k . Thus near P + one writes
(so Q ∼ λ in a sense indicated also in (3.21)) and E = log(y + P ) which means E ∼ log(h) with dE = dh/h as above. Note also e.g.
REMARK 3.1. Note that the formats of [28, 52] do not include log(Q) terms in E but we record here a few facts from [28, 52] for background and to illustrate some examples. Thus first, Hurwitz spaces are moduli spaces of RS of a given genus g with n+1 sheets, i.e. of pairs (Σ g , E) where E is a meromorphic function on Σ g of degree n + 1. The ramification is to be entirely determined by E. One assumes there are m + 1 punctures ∞ j and that E has degree n j + 1 at ∞ j (E : Σ g → CP 1 and E −1 (∞) = ∞ 0 ∪ · · · ∪ ∞ m ) with n = 2g + n 0 + · · · + n m + 2m. Thus for one puncture n = 2g + n 0 . The ramification points of Σ g are u j = E(P j ) where dE(P j ) = 0 (j = 1, · · · , n) and the P j are the branch points of Σ g . To see how this works we consider (S) g = 0, m = 0, n 0 = n with E = k n+1 + a n k n−1 + · · · + a 1 where k represents a local coordinate at ∞ 0 = ∞. It is important to note here that if Σ g is the RS of an irreducible algebraic equation P (z, k) = 0 of degree N in k and if the r branch points have orders N i (N i + 1 ∼ degree) then the Riemann-Hurwitz (RH) formula says g = 1−N +(1/2) r 1 N i (cf. [44] ). Thus in (S) if E ′ (k) = n 1 (k−k j ) with distinct k j then N j = 1 and there is a branch point at ∞ of order n. Hence for P (E, k) = E −k n+1 −a n k n−1 −· · ·−a 1 = 0 one has g = 1 − (n + 1) + (1/2) 1 + (1/2) while n = 2g + 1. Another special example is (U) namely elliptic curves µ 2 = 4(E − c) 3 − g 2 (E − c) − g 3 = 4(E − c − e 1 )(E − c − e 2 )(E − c − e 3 ). Using Weierstrass uniformization one writes E = P(z) + c and k = P ′ (z) where P = P(z, g 2 , g 3 ) is the Weierstrass function. The infinity point is z = 0 and one can take P(ω) = e 1 with P(ω ′ ) = e 3 . Setting dk = dz/2ω one obtains E(k) = P(2ωk, ω, ω
Now for two punctures we look first at the moduli space M g,n± where n = 2g + n + + n − and E −1 (∞) = ∞ + ∪ ∞ − (here n + ∼ n 0 and n − ∼ n 1 ). We are going to want E as in (3.23) -(3.24) corresponding to dP/y with P as in (3.6) and dS ∼ QdE will be used with Q ∼ λ as indicated in (3.6) and (3.21). Thus dE(q s ) = 0 for distinct simple zeros q s means #(q s ) − 2 = 2g − 2 by RiemannRoch (cf. [74] ) so s = 1, · · · , 2g (recall this is 2g − 1 for one puncture in M g (n, 1) with n = 0). Now looking at the differentials and times in [28] we see that the situation (3.23) -(3.24) is not covered (log(p) terms are not included). The development of Hurwitz spaces could clearly be expanded to cover this situation but we will not dwell on this here. The formulation of [52] is similar in that no logarithmic terms are involved in E. Thus go to [23, 51, 53] and look at the two puncture situation P ± with special attention to N = 2 susy YM (SW theory). Thus take P 1 ∼ P + and P 2 ∼ P − so by (3.23) -(3.24) at P + , E ∼ −N log(z) and Q ∼ 2 −1/N z −1 while at P − , E ∼ N log(z) and Q ∼ 2 [32] ). In [53] this set of times is referred to as Whitham times on leaves of M g (n, m) where τ A k E = A k dE, τ B k ,E = B k dE, and τ A k ,Q = A k dQ are fixed. Thus in particular one is not using times T ± j associated to differentials dΩ ± j for j > 1 which seems to be saying that in the two puncture situation Whitham theory on certain prescribed leaves of M g (n, m) involves only 2g + 3 times as indicated (since such leaves are parametrized by such a set of times). Evidently other times T ± j will not occur under the definitions since if we write in (3.12) 
n ]dz then Res ± z j dS = 0 for j > 1. This is consistent with the development above and quite different from LG situations coupled to gravity or generic Whitham situations as in [2, 11, 13, 14, 15, 28, 52, 58, 76, 77] where an infinity of times T A arise naturally (also in [38, 69] for example before specialization to SW theory). Note also in (3.22 ) that the right side will involve
which shows that the variables T ± 1 (and their duals) can be used to restore homogeneity in F (this differs slightly from [32] where the T − j are not used). Note that in [32] (and also in [37, 43] ) this point of view is expressed by saying that when the higher T n are zero in a full Whitham theory (as in [11, 69] ) and T 0 , T ± 1 are given special values, one recovers the form of dS and F appropriate to SW theory. This is accomplished directly in [51, 53] by the definitions of T ± j in (3.12) and the formulation on leaves of M g (n, m). One notes here that in [69] (cf. also [32] ) 1 2πi
(we have inserted the factor 1/2πi) so the right side of (3. 
This gives then the two puncture version of a result in [32] (cf. [18] ), namely, writing
One sees incidently that the definition of T 
The two puncture situation as described suffers however from a lack of symmetry in (3.25) with respect to Λ and this could surely be symmetrized to make a nice combination of X andX correspond to Λ. Indeed this is precisely what has been attained in [38] by dealing with dΩ ± j in a symmetric manner, as indicated in Conclusion 2.1 (cf. also Proposition 3.3).
With this background let us think of a general Whitham theory in the spirit of [51, 52, 53] for the RS (2.1) -(2.2) or the equivalent forms of [69] or [53] with basic differentials dΩ n ∼ T n as in Section 2 for n ≥ 1, plus dΩ 0 ∼ T 0 ∼ R 
where dE(q s ) = 0 and these formulas should apply to the basic dΩ n (n ≥ 1), dΩ 0 , and the dω j .
The formulas in (3.29) are heuristic but should simply correspond to a reshuffling of terms in (3.19) . This also leads to REMARK 3.4. Given (3.29) one has for A, B ∼ a i , a j the formula
as the sum of residues of a meromorphic differential. This is in keeping with the results of [53] for one puncture but seems to contradict (2.47) where β ij = η ij = Λ∂ Λ τ ij if we think of Λ ∼ T 1 . To resolve this note that there is a certain subtlety involved relative to Λ and T 1 derivatives (cf. (2.43) and [38] ). Thus F SW contains no T n but Λ ∼ T 1 is a permitted agreement. On the other hand F W = F W hit as in (3.29) contains both Λ and T 1 with α i = T 1 a i + O(T 2 , T 3 , · · ·) so Λ and T 1 derivatives will both occur and will be related in some manner similar to (2.43) (recall F W is homogeneous of degree two in the T n and a i -we will examine the details elsewhere). Now for A, B ∼ T n , T m the residue sum reverts to the residues at ∞ ± where from (3.23) -(3.24) dE contributes a multiplier ±z via E ∼ ±log(z). Since the coefficients of the singular terms in dΩ n are the same at P ± with w ±n/N ∼ ξ −n (z ∼ ξ) we can write at P ± for n ≥ 1
(note this is consistent with (3.3) -(3.4)). Then
and only T 1 would be involved in a putative WDVV metric so one considers only η 11 = 2(s
). Concerning A ∼ T 1 and B ∼ a j one has η AB = qs Res[dω j dΩ n /dE] and this again reduces to the residue sum at ∞ ± . Thus writing (V)
This is somewhat different from standard LG models where dE ∼ ξ −n−1 and η AB = δ i+j,n corresponding to A ∼ T i and B ∼ T j with i, j ≤ n (cf. [28, 51, 52, 53, 58] ). We note one other peculiarity. Recall dΩ E k is holomorphic except on A j cycles where dΩ (3.15) and this seems to be a problem here if dQ ∼ dΩ 1 ∼ dS SW since (3.15) . The results of [52] (where no logarithmic terms are involved) suggest that for A ∼ a j and B ∼ T it may indicate some kind of interplay between geometry and "duality" and/or the role of T E k as a "basic" variable may change in the present format. In terms of possible gravitational couplings for additional T j , or simply deformations of a basic SW theory therewith, one does not expect the WDVV metric to extend but the a j and T 1 ∼ Λ ∼ a 0 would become functions of the T j for j > 1. One could then imagine hydrodynamic type equations for a j (T m ), 0 ≤ j ≤ g, m > 1 as in [28] . REMARK 3.5. This should all be examined further in connection with special geometry (cf. [6, 21, 22, 34, 40, 57, 78] ). In this spirit turning on the Whitham dynamics could perhaps correspond to allowing deformations via T j for j > 1. Such terms T j are of course intrinsic to the RS via the BA function, as indicated in Section 2. The dependence of moduli (such as branch points) on higher T j seems to indicate change of complex structure and this corresponds to changing the Casimir moduli h k of the associated Toda theory. Given the independence of a j and T j as provided for in [43] for example one can perhaps think of the a j variables as determining the Kähler structure and thus variations in Kähler structure and complex structure can be separated. In that spirit the renormalization parameter Λ ∼ a 0 is naturally associated with the Kähler structure in keeping with comments in [34] .
WDVV
Now one goal of this paper is to understand the relations between WDVV theory as in [51, 53] (modified via Section 2 to suitable formulas such as (3.29)) and the WDVV theory for the a j alone as defined in [5, 8] or in [59, 64, 65, 66] (cf. also [54] for still another approach). We will have to deal here with the variables T E k = B k dQ and dΩ
where dΩ E k is holomorphic except on A j cycles as indicated). Formulas of the form (3.16), (3.17) , and (3.19) are for one puncture however as are conclusions such as Theorem 18 in [53] so we will have to find the two puncture version (cf. [52] for a multi-puncture version for LG type theories without log(Q) terms). First we remark that for TFT with a LG potential W (λ) one writes
and F ijk = η kℓ c ℓ ij with φ 1 ∼ 1. This corresponds to standard Whitham theory type WDVV using just the T n times, and can be phrased via differentials dΩ A as in (3.19) . For the truncated WDVV with only variables a i involved one writes a i = Ai dS with a D i = Bi dS and a i ∼ dω i where the dω i are holomorphic differentials with Ai dω j = δ ij . In the present situation one can write the dω i as linear combinations of holomorphic differentials (as in (3.9) ). Then in [59] one defines (note dw/w ∼ dh/h = dP/y)
Note dw/w ∼ dh/h = dP/y = dy/P as in (• • •) and one asks if P ′ dλ/y is a holomorphic differential; this is assured via (3.9), so one is truly in the context of [59] . For the metric one takes
Then the c k ij (dω) can be obtained via
(see below). These formulas could also be expressed via
and via dw/w = dP/y = dE the calculation can be taken over the q s where dE(q s ) = 0 (with dλ ∼ dQ). Thus the formula of (4.1) is compatible with F ABC of (3.19) (and with (3.29)) but the η terms (3.19) (or (3.29)) and (4.2) are incompatible since η aiaj = 0 in (3.19) (or (3.29) ). This sort of illustrates the problem; the η terms in (3.19) with dω j ∼ a j produce η ij = qs Res[dω i dω j /dE] = 0 since no new residues are introduced at P ± . In [18] we suggested using some sort of combination of prepotentials F SW and F W hit to produce a WDVV theory encompassing both situations and we will expand upon that later. First however consider [52] . The formalism is basically the same but E has the form
Unfortunately this is the only point considered as ∞ and the notation does not directly lead to much improvement over [53] (and (3.17), (3.19) ); in particular, although dQ is allowed to have poles at the P α along with dE, no expression for η AB is given and our equation (3.29) is meant to remedy this situation. The full WDVV theory is however not worked out for this general situation in [52] so we are left with [53] from which the main conclusions (based on (3.19)) of interest here is that η aj ,(E,k) = δ jk and all other η A,B involving a i , a j are zero (although this is a one puncture situation we have also seen that (3.29) implies η AB = 0 for A, B ∼ a i , a j ). In any event, since one will have ∂ 2 F /∂a i ∂a j = Bi dω j = B ij for 1 ≤ i, j ≤ g in both contexts some part of the respective prepotentials should be equal.
Let us call F SW the prepotential for the truncated theory based on a j variables alone as in (4.1) -(4.4) (with a 0 ∼ Λ ∼ T 1 included or not) and F W the prepotential arising in the full Whitham theory as in (3.16) , (3.17) , but for two punctures P ± , so we tentatively retain the c ABC of (3.19) (or better (3.29) ). In [59, 64, 65, 66] the relation of prepotentials is essentially avoided by working with the a j variables alone as in (4.1) -(4.4); no attempt is made to connect this with the larger system. In principle one might try to extend by using the definition
leading to (4.3) and setting
Then as in [59, 60] , formally
(where P F G is a polynomial). Here Ξ is singular at the zeros of y (branch points) and at poles of dΩ A . In order to have Ξ = 0 it is thus required that Res ± (P F G dΩ A /y) = 0 (which is automatic in [59] where only dΩ A holomorphic is involved). We note that with only a j variables in (4.6) -(4.7) one obtains (cf. (4.5))
dλ 2 should be of the same or lower order. Thus p ij is of order g−2 < g+1 and Res dλ=0 [p ij dω k /y] = 0 (cf. [59] -no residue arises for large λ). Suppose we consider (4.6) -(4.7) with differentials dΩ ± j restricted to dΩ ± 1 plus dΩ 0 and dω k . Then dΩ (4.6) and this is impossible unless P AB (λ) is of degree g + 2 so that Res dλ=0 P AB (dΩ H /y) could be nonzero. Thus it seems that an extension of (4.5) to an enlarged context containing just dΩ ± 1 and dΩ 0 will not work and this is confirmed by further calculation. Let us suggest now that F SW can be F W hit when all T A = 0 except for the a j (and T 1 ∼ Λ ∼ a 0 as in Conclusion 2.1). This would take care of ∂ 2 F/∂a i ∂a j = B ij for F SW and F W hit (with a i replaced by α i in F W hit ). The only difference then arises from using a different metric η with F SW and F W hit and including more variables in F W hit . One is dealing with two distinct theories SW and Whitham and for the corresponding WDVV theories two different metrics are involved. The Whitham "geometry" does not interact with the SW geometry nor does it even see it. Higher T j deformations in the Whitham theory do not seem to affect the Whitham geometry beyond possibly the η AB for A, B ∼ T 1 or A ∼ T 1 , B ∼ a j , insofar as the σ ± 1j and s ± 11 depend on higher T j . [65, 66] First in [66] one considers the operator (ψ z (T ) ∼ ψ(z, T ))
SURVEY OF
where z is a spectral variable, T = (T µ ) is some collection of "times" (µ = 1, · · · ; ∂ µ = ∂/∂T µ ), and a variable T 0 lurks in the background (see below); mostly here however the
The background is of course
, where η is momentarily unspecified. The associativity condition (φ i φ j )φ k = φ i (φ j φ k ) can be written as
Thus the equations (5.1) are referred to as an integrable (Whitham style) structure behind WDVV, and we remark that this is related to a well known structure from [16, 28] , namely
To see this one can writeξ i = η iα ξ α or η jkξ i = δ jα ξ α = ξ j so that (5.3) becomes
while (5.1) can be written as
We state this as [16, 28] . One deals with equations (5.3) where ∂ 1 ξ β = zξ β along with equations (cf. also [30] ) 
We note here also from [16] that (Ξ) ∂ α ∂ βt = zc ǫ αβ ∂ ǫt where ξ α = ∂ αt and a familyt γ is involved. This says in particular (for 
where one posits N independent solutionsψ m of (5.1).
We hope to develop the meaning of this later but continue now to sketch results in [65, 66] . The WDVV equations for truncated F = F SW depend only on a j (1 ≤ j ≤ g) and they are involved in a more general formulation
(note the first equation corresponds to 
and this is the same as
Indeed from AB = BA and CB = BC one has ABC = BAB −1 BC = BAC with CBA = BCB −1 B = BCA. Now generally (5.9) may not include a constant, moduli independent, F λ and hence may not imply (5.1); therefore in [66] (based apparently on [28] ) one takes instead the equations
for all λ, µ (note here C 
. Then in order to arrive at (5.1) from the generic system (5.10) take ψ = exp(zT 0 )ψ z which is a self consistent ansatz when the C 0 µ are independent of T 0 .
Next go to [65] where one takes
where the F i are r × r matrices with (F i ) jk = F ijk as usual and the η k (T ) are (row) vectors. Via [5] one can also use (
and writing G = r 0 η K F K with (r + 1) × (r + 1) matrices F K andĜ −1 = (detG)G −1 the WDVV equations can be rewritten as
As in (5.10) the WDVV equations imply the consistency of
and contracting with η ℓ (T ) this can be rewritten as
The equations (5.12) can be rewritten as [C i , C j ] = 0 and they are invariant under linear changes of T k with F fixed. There are also nonlinear transformations preserving the WDVV structure but they change the prepotential. It is shown in [65] k . Any constant matrices A i = A will work in which case (subscripts on ξ denote partial derivatives)
The last term on the right is of the desired form so one demands that (Γ) F iℓ ξ ℓ j + F ℓj ξ ℓ i + ∂ ℓ F ξ ℓ ij = −f ij . This is however exactly the infinitesimal variation of the period matrix so the invariance of the period matrix is the condition for infinitesimal WDVV covariance.
KERNELS
The results of [13] show that dKdP is characterized by the kernel in (1.2). Thus dKdP can be defined via (Θ) B n (P ) = λ n + = n 0 b nm P m = ∂ n S which implies that ∂ n P = ∂B n , while the approach of [76] characterizes dKdP via the dispersionless differential Fay identity (cf. also [14] ) which is shown in [13] to be equivalent to the kernel (1.2). The version of K appropriate to a RS (we take one point at infinity or one puncture for convenience) is then obtained as in [19] via B n ∼ Ω n ∼ γ dΩ n with γ dΩ 1 = Ω 1 ∼ p corresponding to P = S X (here γ ∈ Σ g is a generic point). Thus in (1.2)
∂ P Q n ∼ (1/n)(∂Ω n /∂Ω 1 ) and we can write
∂Ω n /∂γ ∂Ω 1 /∂γ = 1 n dΩ n dΩ 1 (6.1) so for λ, µ near ∞
Thus K is a generating function for differentials dΩ j and to compare this with W of (1.1) one would write first for ξ ∼ 1/λ and ζ ∼ 1/µ with λ, µ → ∞ the identity dΩ j (λ) ∼ dΩ j (ξ) for dΩ j (ξ) ∼ dΩ + j (ξ) as in (3.3) so dΩ j (ξ) ∼ −jdΩ j (ξ) where dΩ j is the differential used in [38] . Hence K(µ, λ) ∼ K(ζ, ξ) where Following [19] we can write further
where (Σ) d ξ log E(ξ, ζ) = Z ζ (ξ) is a local Cauchy kernel on Σ g and formally this becomes (p ∼ Ω 1 ) dp(ξ) p(ζ) − p(ξ) = dξ ξ − Z ζ (ξ); (6.6)
(q ms as in (3.3) for dΩ j ∼ dΩ + j ). In any event we know that the dΩ n or dΩ n are determined by the Szegö kernel on Σ g and (working in the one puncture situation for convenience) we use (3.3) for dΩ n ∼ dΩ + n (normalized via Aj dΩ n = 0) with (3.5) for dω j . Then (cf. [11, 69, 74] ) we recall that (Φ) Bj dΩ n = Ω nj = −2πiRes z −n dω j = 2πiσ jn which means that the Szegö kernel also determines the holomorphic differentials dω j . Hence as in Conclusion 2.1 one has CONCLUSION 6.1. For Whitham theories based on times T n and α j alone (as in (2.9) -(2.10)) the Szegö kernel on a given Σ g (or K of (6.2) -(6.3)) determines the Whitham prepotential F W hit and action differential dS. Conversely from dΩ n = ∂dS/∂T n etc. one can recover the Szegö kernel in terms of the full Whitham dS, as well as the dω j and α j , and this represents some kind of weak determination of Σ g (the canonical homology basis and the complex structure are unspecified for example and the ramification is undetermined). Given a Toda type hyperelliptic curve Σ g the determination of moduli u k or h j should suffice for specification. In terms of prepotential F W hit it is evidently determined by the RS as indicated before. Conversely F W hit determines the period matrix B ij via (2.27) and in fact the expansion (2.13) can be written out as in [69] in terms of the q ij , σ ij , and B ij for normalized differentials dΩ ± n and dω j , thus giving the same kind of information as just indicated for dS.
