This paper describes an experimental study of the effect of acoustic excitation on bluff body stabilized flames, specifically on the flow field characteristics. The Kelvin-Helmholtz (KH) instability of the shear layer is excited due to the incident acoustics. In turn, the KH instability imposes a convecting, harmonic excitation on the flame, which leads to spatially periodic flame wrinkling and heat-release oscillations. Understanding the factors influencing these heat release oscillations requires an understanding of the generation, convection, and dissipation of these vortical disturbances. Phase locked particle image velocimetry was carried out over a range of conditions to characterize the vortical dynamics. It was found that the vortex core location exhibits "phase jitter", manifested as cycle-to-cycle variation in flame and vorticity field at the same excitation phase. Phase jitter is shown to be a function of separation point dynamics, downstream convection time, and amplitude of acoustic excitation. It leads to fairly significant differences between instantaneous and ensemble averaged flow fields and, in particular, the decay rate of the vorticity in the axial direction.
INTRODUCTION
The objective of this research to explore the dynamical processes controlling the response of bluff body stabilized flames to harmonic oscillations. It is motivated by the problem of combustion instabilities in afterburners (Lovett et al. [1] ), which arise due to complex feedback process between pressure, velocity and heat-release oscillations (Sivakumar and Chakravarthy [2] , Hegde et al. [3] , Poinsot et al. [4] , Yu et al. [5] , Balasubramanian and Sujith [6] ). Both the flame and the flow are influenced by acoustic excitation; e.g., shear layer rollup and/or vortex shedding frequency events lock into the forcing. As such, understanding the problem of interest requires understanding these interactions and their relative significance.
There are three key issues of interest. The first is the response of the flame to harmonic excitation. Substantial contributions have been made towards understanding the interaction between harmonic waves and premixed flames, and several issues have been identified as significant, such as stabilization dynamics and the spatial character of the disturbance field (Ducruix et al. [7] , Preetham et al. [8] ). The second point of interest is the response of the flow-field to imposed acoustic oscillations. Studies (Sheridan et al. [9] , Konstantinidis et al. [10] ) have shown that harmonic flow oscillations influence the characteristics of absolute and convective instabilities already present in bluff body flowfields (Williamson [11] ), which have their respective frequency/amplitude response characteristics. Elucidating certain characteristics of the flowfield is the specific focus of this paper. The third issue is the influence of the flame on the flowfield. For example, baroclinic vorticity and volume dilatation effects alter the downstream evolution of the flow oscillations at the flame. The following subsections treat each of these issues in more detail.
Response of the flame to harmonic excitation
A number of prior studies have characterized the interaction of flames with harmonic waves arising due to both acoustic waves (Birbaud et al. [12] ) and also convecting, vortical disturbances (Preetham and Lieuwen [13, 14] ). The dynamics of the flame are controlled by flame kinematics; i.e., the propagation of the flame normal to itself at the local burning velocity, and the flow field that the flame is locally propagating into. This is mathematically described by the so-called G-equation (Peters [15] ): (1) In this equation, the flame position is described by the parametric equation
. Also, and S L denote the flow field just upstream of the flame and the laminar burning velocity, respectively. In the unsteady case, the flame is being continually wrinkled by the unsteady flow field, . The action of flame propagation normal to itself, the term on the right side of Eq. (1), is to attempt to smooth these wrinkles out. As such, a wrinkle created at one point of the flame due to a velocity perturbation propagates downstream and diminishes in size due to flame propagation. Indeed, the dynamical interaction between the driving (acoustic oscillations) and the damping (restoration property of the flame) can lead to a range of effects depending upon the relative values of the flow oscillations and flame speed. This manifests itself through both local influences upon the flame topology (e.g., cusping, amplitude of corrugation, pocket formation), and global influences upon the overall unsteady heat release response of the flame. r u′ r r r u u x t = ( , ) G x t ( , ) r = 0
Response of the bluff body flow-field to oscillations
The bluff-body flow-field consists of a boundary layer, a separated shear layer and a wake. The velocity field of the separated shear layer and the wake has an inflexion point, rendering them susceptible to hydrodynamic instabilities. The wake mode, referred to here as the Bénard/von Kármán instability (BvK), leads to alternate shedding of vorticity from opposite sides of the bluff body and a sinuous wake structure. The frequency of this instability scales f BVK = StU o /D. The shear layer instability, or Kelvin-Helmholtz (KH) instability, is a convective instability associated with the amplification of disturbances, leading to vortex rollup and pairing. The frequency of the most amplified KH instability mode is different than that of the BvK, because the relevant length scale is the shear layer thickness rather than the bluff body size. As such, for high Reynolds number flows the KH instability frequency is much larger than the BvK instability; e.g., relations from Prasad and Williamson [16] lead to f KH = 0.0235f BVK Re 0.67 . Under the influence of harmonic excitation, the separated shear layer rolls up into vortices with a frequency commensurate with the frequency of excitation (Sheridan et al. [9] ). In addition, due to nonlinear interactions, velocity fluctuations occur at sum and difference frequencies of the forcing frequency and its harmonics (Sheridan et al. [9] ). As discussed in the next section, due to the apparent suppression of the BvK instability in flames with burned to unburned gas temperature ratios greater than about two (Erickson et al. [17] ), the shear layer instability is of particular significance in controlling the dynamics of acoustically excited, bluff body flames. This observation has been corroborated by a number of flow visualizations and calculations (Blackshear [18] , Kaskan and Noreen [19] ) and is discussed in detail in Shanbhogue et al. [20] .
Effect of heat-release on the flow-field
Heat release substantially influences the flow disturbances which are disturbing the flame (Hermanson and Dimotakis [21] , Mcmurtry et al. [22] , Soteriou and Ghoniem [23] ). As an example of such an influence, consider the stabilization of the wake mode instability by volume dilatation, as discussed by Erickson et al. [17] . In the absence of any combustion (equivalent to dilatation ratio of 1) the wake mode instability is clearly seen. However, as the dilatation ratio increases, the strength of the shed vortices decreases, until at a dilatation ratio of about two, the wake mode instability is apparently absent.
The physics of heat release influences on the flow field can be understood from the vorticity transport equation:
This equation explains the evolution of the vorticity of a fluid element as it moves in space. Terms I and IV are the vortex stretching term and viscous diffusion term,
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+ ∇× ∇ ⋅ r r r r Ξ ρ respectively. These terms exert an influence regardless of whether combustion occurs in the flow or not. The presence of combustion introduces three notable influences in the flow-field.
First, the kinematic gas viscosity (term IV above) sharply rises through the flame, due to its large temperature sensitivity. This will enhance the rate of diffusion and damping of vorticity (Coats [24] ). Second, due to the inclination of the flame with respect to the flow (and, therefore, the pressure gradient), vorticity is generated by the baroclinic mechanism (term III above), due to the misaligned pressure and density gradients. This vorticity is of the opposite sign as bluff-body-wall generated vorticity, but the same sign as channel-wall generated vorticity, if the body is confined in a channel. As such, there is a competition between the former two vorticity sources, which can result in complete cancellation, and then sign reversal, of flow vorticity in certain regions of the flow (Mehta and Soteriou [25] ). Third, there is generally significant gas expansion behind the flame (term II above). The flow dilatation acts as a vorticity sink, as can be seen by the negative sign of this term in the vorticity transport equation above.
Fundamental studies of vortex-flame interactions has shown that the nature of the flow changes substantially with the amplitude of vorticity perturbation (Wu and Driscoll [26] , Sinibaldi et al. [27] , Louch and Bray [28] ). For low vortex strengths, the flame is wrinkled with an amplitude proportional to the ratio of u θ /S L , where u θ denotes the velocity amplitude associated with the vortex. The amplitude of the vortex decreases through the flame due to volume dilatation and the large diffusivity of the products. Furthermore, if the flow and flame are nominally normal to each other, the baroclinic term is zero. As the amplitude of the vortex increases, the flame becomes highly wrinkled to the point that vorticity can also be produced/destroyed by baroclinic processes; i.e., very strong vortices distort the flame to such an extent that they change the sign of the baroclinically generated vorticity along the corrugated flame sheet. Quoting Louch and Bray [28] : "with increasing vortex rotation rates, the flame wraps around the vortex and results in 'scrambling' the alignment of the density and pressure gradients, causing different signs of baroclinic torque along the flame". However, one key difference between the present investigation and the above cited studies is the fact that the flame is nominally at an angle to the flow, so that baroclinic vorticity is present even in the nominal, unforced case. Nonetheless, this discussion illustrates the complications that can arise between shear generated vorticity that has its own dynamics (e.g., rollup, pairing, growth, etc.), viscous diffusion, volume dilatation, and baroclinic processes.
Because of the strong interactions between the flame and flowfield, studying the problem of acoustic wave interactions with bluff body flames does not allow breaking this problem into the more simple sub-problems, such as "direct" acoustic wave interactions with the flame (because the flame response is dominated by the vorticity fluctuations excited by the acoustics), or acoustic wave interactions with a non-reacting bluff body flow field (because volume dilatation associated with the flame fundamentally changes the nature of the interaction). r r r ω( ) ∇ ⋅V
Vortex Phase -Jitter
With this background, we next motivate the specific focus of this work -the cycle to cycle fluctuations in the vortex core location under phase locked acoustic excitation. This issue is very important in predicting the response of the flame to vortical disturbances. A significant amount of work on this problem has been performed for the purely deterministic problem, e.g., see references cited in Sec. 1A above. For treating this problem in the presence of noise, the key quantity of interest is the ensemble averaged flame response at the excitation frequency, f o ; e.g., if the flame position is given by the expression G = x − ζ(y,t) = 0, then the principle quantity of interest is the ensemble averaged Fourier transform of ζ(y,t) at f o . From this, in turn, the ensemble averaged unsteady flame area and heat release can be determined -the necessary input for a larger thermoacoustic stability calculation. Calculating ζ(y,t) requires solving the G-equation (Eq. (1)), using the perturbation velocity, , as an input. However, because of the cyclic variation in vortex core location, the ensemble averaged value of differs considerably from its instantaneous characteristics. This implies that ensemble averaged values of velocity field cannot be used for the solution of the G equation to solve for the flame position. This poses a significant barrier towards prediction of the flame response to harmonically oscillating disturbances in a turbulent flow field.
Treating this problem requires tackling two key sub-problems, (1) characterizing and quantifying these vortical field phase jitter characteristics, and (2) modeling the flame response to a harmonically oscillating, convecting vortical field with stochastic phase velocity (or, equivalently, vortex core locations). The latter problem is an intrinsically nonlinear problem to determine the ensemble averaged flame response, <ζ(y,t)>, to an excitation field of the form, , where u c is the stochastic propagation velocity of the vorticity. The specific focus of this paper is on the first problem. We use Mie scattering images of the flame front and PIV measurements of the flow field to characterize the influence of phase jitter on the vorticity field and flame response. We then quantify this phase jitter and show how it is a function of separation point dynamics, downstream convection time, and also amplitude of acoustic excitation. These results can then be used as inputs for the second problem, that of solving the nonlinear G-equation to determine the actual ensemble averaged flame response. 
EXPERIMENTAL SETUP
Experiments were carried out in an atmospheric pressure burner with a square cross-section (3.75'' × 3.75'') that is 3' long ( Figure 2 ). Natural gas and air are introduced in a mixing chamber located at the base of the burner. The air, fuel, and seeding flow rates are measured with Dwyer rotameters having ranges spanning 10-100 SCFM, 25-400 SCFH, and 60-600 SCFH, respectively, with accuracies of 2%. Aluminum oxide (Al 2 O 3 ) is used as seed, with particle size ranging from 0.9 -2.2 µm. A cyclone seeder (not pictured) is used to introduce the seeding particles into the air flow and is mixed with the main flow in the mixing chamber at the bottom of the burner. The seeded fuel-air mixture exits the mixing chamber into a six inch long tube of the same cross-section as the burner, which also contains four 100 Watt Walsch PA acoustic loudspeakers. The mixture then passes through a honeycomb grid flow straightening section, beyond which it flows all the way up to the exit of the channel. The acoustic excitation was carried out using loudspeakers that were sinusoidally forced with an Agilent 33120A-15 MHz function generator Schematic of the experimental setup.
(frequency accurate to 20 ppm) connected in series with a RadioShack MPA-101, 100 Watt amplifier. The bluff body is mounted at the immediate exit of the channel and has a triangular cross-section. The velocity field was characterized with particle image velocimetry (PIV). A dual head 532 nm Nd:YAG laser with a peak power output of 120mJ/pulse was used as the light source. The interval between the beam pulses was varied between 25 -60µs depending on the flow speed. The light sheet was generated using two cylindrical lenses of 150 and 1000 mm focal length. The latter was used to reduce the thickness of the beam and the former was used to diverge the 5 mm laser beam to a height of 40 mm. A 1600 × 1200 pixels CCD camera fitted with a 55 mm micro-lens with an aperture of f/5.6 was used for imaging. In addition, a 532 ± 3 nm laser line filter was also attached to the camera to eliminate background radiation. The distance between the imaging plane and the camera was set at 30.5 mm.
Phase synchronization of the excitation signal with the PIV system was managed by a LaVision timing generator. At each phase, 128 images were recorded and the resulting data was ensemble averaged to provide velocity data repeatable to within 2% of its reported value.
The velocity vectors were processed from the raw seeding images using DaVis 7.0 commercial software. The field of view varied between 37 mm and 50 mm in the axial direction depending upon the diameter of the bluff body imaged and was split into interrogation regions of 64 × 64 pixels, with a 50% overlap.
Single point velocity measurements were also obtained with a Dantec Streamline CTA hotwire system (with a 55p11 probe) calibrated using a Dantec 90H02 unit to a precision of 2%. This technique was used to check the uniformity of the velocity profile, estimate the turbulent intensities in the setup and to measure the acoustic amplitudes output by the loudspeakers.
Experiments were conducted at velocities ranging as 2.7 < U ∞ (m/s) < 4.1, bluff body diameters 9.52 < D (mm) < 19.05 and forcing frequencies 300 < f (Hz) < 600, resulting in Strouhal numbers varying between 0.7 < St D < 2.12 and Reynolds numbers varying between 1143 < Re D < 3429. The free stream velocity, U ∞ , referred to in the results is defined as the velocity at the burner centerline with the bluff body removed. The amplitude of acoustic excitation, also measured at the same location, was varied between 0 < u′/U ∞ < 0.6.
To estimate the turbulent intensities in the approach flow, 131,072 (2 17 ) velocity samples were collected at each velocity by fixing the probe at the center of the burner. This way, we estimate the axial turbulent intensities, for the setup to be 7.4% for the range of experiments conducted.
Flame front locations were extracted from PIV seeding images using a standard Canny edge detection technique. This method yields good results as is illustrated in Figure 3 . The raw seeding image shows the significant difference in seed density in products and reactants. The edge detection algorithm checks for changes in the intensity gradient, which corresponds to the flame location in the field of view. All images were manually inspected and corrected as needed, as the algorithm occasionally outputs spurious results.
RESPONSE OF THE FLOW-FIELD TO ACOUSTIC EXCITATION
A comparison of the flow-field and flame dynamics during forced and unforced conditions is shown in Figure 4 , which overlays instantaneous and ensemble averaged vorticity contours with flame sheet locations. In the absence of acoustic forcing, u′/U ∞ = 0 (Figure 4a ), the vorticity is concentrated in the shear layer and monotonically decays downstream, being strongest at the separation point. The same figure overlays instantaneous flame sheet locations from 128 realizations, illustrating the flame brush.
Notice that the flame is stabilized in the shear layer. The rest of this section describes the evolution of vorticity in the reacting flow-field and its interaction with the flame. In all data sets that will be presented, the vorticity originates from the separation point and, thus, is associated with the separating shear layer (as can be anticipated based upon the discussion in the Introduction). To understand the evolution of vorticity and its interaction with the flame during acoustic excitation, Figure 4 (b-d) plots phase locked images of the vorticity field at three different phases. Examination of the plots illustrates the formation of regions of intense vorticity at the bluff body separation point that subsequently convect downstream. These are associated with the rollup of the harmonically pulsing vortex sheet originating at the separation point. The decay in vorticity field farther downstream is also clearly evident in these figures -note that the vortex formed in the immediate cycle of forcing is clearly present, the one formed in the prior cycle of forcing (the one associated with the second wrinkle on the flame) is nearly gone but recognizable, and the one forced two preceding cycles earlier is not recognizable. This means that the vortex decays within two convective wavelengths for this result; in other results shown later it persists up to at least four convective wavelengths downstream. Also, note the symmetric response of the shear layer, as evidenced by the nearly identical vorticity and flame sheet on both the top and bottom sides of the bluff body shear layer.
Figure 3:
A sample raw PIV seeding image with extracted flame edge overlaid (thick line).
These images illustrate how the vortical flow strongly distorts the flame, causing it to be wrapped around the center of vorticity. These vorticity fluctuations result in flame surface-area fluctuations, and therefore, heat release fluctuations. The degree of flame contortion depends on the strength of the vortex and this in turn depends on the amplitude of acoustic excitation, see Figure 5 . For increasing amplitudes (Figure 5b-c) the flame is more highly contorted around the vortex.
So far, all results presented were obtained with the triangular bluff body (referred to as TBB) that employed a sharp separation point. Now, consider how these results are altered with a circular bluff body (referred to as CBB), where the separation point is not well-defined and can possibly exhibit oscillations with periodic and/or stochastic characteristics. An overlay of instantaneous flame images and the vorticity field are plotted in Figure 6 at three phases of the cycle. Significantly, the vortex dynamics are not as phase synchronized as in the TBB. This can be seen from Figure 7 , which shows an overlay of 128 flame images and the ensemble averaged vorticity field obtained at the same phase and at identical conditions for the TBB and CBB experiments. It can clearly be seen that the instantaneous flame position varies substantially more from cycle to cycle for the CBB than the TBB, and the vorticity is much more spatially smeared out. Interestingly, however, the vorticity decay rate for the CBB was often observed to be substantially lower than for the TBB at the same temperature ratio, i.e., three distinct vortices can clearly be seen downstream for the CBB. Part of this is due to the relative location of the flame and vortex sheet. Note that in many of the images the vortex centers are in the cold, reactant regime, where the diffusivity is substantially lower.
All these images indicate that the flame sheet dynamics are controlled by their interaction with the convecting vorticity field, as opposed to a direct response to the velocity oscillations directly associated with the acoustic field. This illustrates that understanding this flame interaction problem requires an understanding of the growth, propagation, and decay of these vortices in a reacting, harmonically oscillating flow field. They also illustrate the phase jitter in position of this vortex and suggest the influence this can have on ensemble averaged flame and vorticity characteristics.
To illustrate this latter point, consider the spatial evolution of the vorticity field at different phases of the cycle more quantitatively. This was accomplished by determining Vortex phase-jitter in acoustically excited bluff body flames the maximum value of the vorticity at each axial location, x. This corresponds to the trajectory of the vortex sheet. As a baseline, Figure 8a plots the time averaged value of this maximum vorticity value for the unforced case and the ensemble averaged value at 45°phase, both for the TBB case. The unforced case shows the intense vorticity at the bluff body separation point, which monotonically decays downstream, as discussed elsewhere in the literature (Bush and Gutmark [29] , Nair and Lieuwen [30] ). The forced case clearly shows the phase locked modulation of vorticity amplitude about this mean value. However, the convecting vortical structure is very rapidly dissipated; i.e., two clear structures are evident, and a third structure of very small amplitude can be seen, albeit faintly. As such, these trends are consistent with the behavior seen in both the instantaneous and ensemble averaged vorticity fields of the TBB, shown in Figure 4c and Figure 7a respectively. However, due to phase jitter, quantification of the vorticity fields for the CBB reveals significant differences between the ensemble averaged and instantaneous flow-fields, see Figure 8b . Consistent with what Figure 6 depicts, the instantaneous vorticity distribution shows three strong peaks downstream. However after ensemble averaging, the second and third peaks vanish, and the magnitude of the first peak is reduced by 75%. The disparity in magnitudes exists even for the TBB as also shown in Figure 8b . These characteristics are discussed further in the next section.
PHASE JITTER
The previous section revealed the cycle-to-cycle variation in the position of the vortices which we shall henceforth refer to as phase jitter. That is, the trajectory of the vortex center is not perfectly repeatable, even under harmonic excitation. This effect is wellknown in the non-forced case and leads to a broadened peak in the shear layer velocity perturbation spectra, if measurements are carried out without conditional sampling (Cardell [31] ). The above data suggest that this effect is much larger in CBB stabilized flames than TBB stabilized flames, due to the fluctuations of the flow separation point in the former case, as will be quantified in this section. Phase jitter has significant influences even for the TBB, see Figure 9 . Figure 9a shows the instantaneous vorticity contours, with the flame sheet location superimposed. Under identical conditions, an average of 128 images is also shown in the Figure 9b . These two figures show that the locations and magnitudes of the vortices close to the bluff-body have closer values compared to the vortices downstream. As an example, compare the contour levels of the second and third vortex, between these two images. In the averaged image, there is an order of magnitude difference between the peak vorticity levels of the third vortex compared with the third vortex in the instantaneous image.
To further quantify this effect, Figure 10 plots the instantaneous axial variation of vorticity from three different realizations, but at the same phase with respect to the excitation. First, notice the presence of three well-defined peaks in all the realizations, coinciding with the vortex center. This location is not constant from image to image. Next, notice the decaying magnitude of these peaks in downstream direction, due to decay in vorticity amplitude. Finally, notice that this variation in position increases in the downstream direction -arrows are drawn to similar peaks and a horizontal line is drawn below each arrow-set to indicate the extent of deviation. Clearly, phase jitter is enhanced as the vortex develops in space. The green dashed line indicates the same quantity calculated from the ensemble-averaged image. Note the substantial variation in vorticity magnitude between the instantaneous and ensemble averaged results at the second and third vortex center. Clearly, vorticity decay rates estimated from instantaneous and ensemble averaged images can differ considerably, solely because of the movement/jitter of the peak at the same phase, from one cycle to next.
The rest of this section further discusses the parametric dependence of phase jitter. 
Convection Time Effects
These phase jitter characteristics resemble a "random-walk process" (Taylor [32] ) shown schematically in Figure 11 . The bottom half of the figure shows three discrete vortices, typical of an instantaneous representation at a given phase (see Figure 4c & Figure 9a ). In the absence of phase jitter, this picture would be identical from cycle to cycle, if recorded at the same phase. The centers of each of these vortices are shown by a green dot on the top-half of the figure. In the presence of phase jitter, on an instantaneous basis (at the same phase), the recorded position varies from cycle to cycle. If all the vortex centers (at the same phase) were superimposed on top of each other, one would obtain a picture shown as clouds of blue points. That is, centered about a mean position, there is a random deviation of the vortex. The question of interest is how this deviation varies from one vortex location to another (i.e. from one grey dot to another). On this issue, the random walk description tells us that as the vortex moves from one position to another, the standard deviation in the position of the vortex (x σ ) increases, with the convection time (T), with a functional dependence that depends upon the degree of correlation of the motions. Two limits can be worked out easily -for perfectly correlated motions: 
where c is a constant. Since the vortex is convected with the free-stream velocity, the convection time can be related to the mean position of the vortex as: (5) Then, for uncorrelated motions, (6) These results can be used to interpret the measured dependence of x σ (calculation details provided in appendix) shown in Figure 12a . This graph plots raw phase jitter data as a function of downstream distance for two different velocity conditions, i.e. U ∞ = 2.3 m/s (triangles:
) and U ∞ = 4.1 m/s (stars:
). The figure clearly shows the monotonic increase in x σ with downstream distance. The scatter in the data reflect the fact that these data were obtained over a variety of conditions. This scatter can be reduced substantially by replotting x σ as a function of convection time, T, see Figure 12b . To further strengthen this point, the same data is plotted along with a much larger data set in Figure 13 . The conditions for each data set are detailed in Table 1 . A fit through these data suggest a fit exponent of T 0.7 , which lies between the two limits described above. There is a mild dependence of phase jitter on the amplitude of excitation, which will be discussed in the following section.
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Separation point effects
The previous section discussed phase jitter largely for triangular bluff bodies (TBB) where the separation point is sharp, showing that it monotonically increases with convection time downstream. This section will show that the shape of the separation point is also important, as it acts as an "initial condition" to the vortex location. It can be anticipated that phase jitter should be much higher for CBB compared to TBB, as is indeed the case. Figure 14 compares the dependence of x σ upon T for the TBB and CBB, at identical conditions. As expected, phase jitter is systematically higher for a CBB compared to the TBB. Both results have a similar slope -the difference appears to lie in a higher offset for the CBB than TBB if the results are extrapolated back to the origin. This point is consistent with the idea of larger fluctuations in separation point for the CBB. However, these data also illustrate that the rate of increase of x σ is the same downstream for the TBB and CBB. Table 1 . Figure 12 and Figure  13 . For a given symbol shape, the grey background indicates the parameters that were varied within the data sets, all other conditions being the same. Triangular bluff body used for all these experiments. Table 2 .
Perturbation amplitude effects
Experiments were also performed to determine the amplitude dependence of phase jitter. The results are plotted in Figure 12 . It can be seen that phase jitter magnitudes decrease with increasing excitation amplitude. This may reflect the decreasing significance of random turbulent fluctuations, which are presumably responsible for phase jitter in the first place, upon the vortex relative to the deterministic, harmonically oscillating velocity field.
DISCUSSION -EFFECT OF PHASE JITTER ON VORTICITY DECAY RATE ESTIMATION
In order to determine the flame response to flow oscillations, it is necessary to prescribe the disturbance field at the flame, as shown by the flame front tracking equation in Eq. (1). The above results illustrate, however, that there are substantial differences between instantaneous and ensemble averaged vorticity magnitudes, implying that use of ensemble averaged vorticity fields to determine ensemble averaged flame responses to harmonic excitation will lead to erroneous results. For example, a recent flame response model considered by the authors models the disturbance velocity field as decaying downstream as e −γx (Shanbhogue et al. [33] ). The value of decay rate, γ, clearly differs between instantaneous and ensemble averaged results. This section quantifies the magnitude of phase jitter upon estimated vorticity decay rates. This was accomplished by comparing the results from two different procedures (1) extracting maximum vorticity amplitudes from ensemble averaged images, i.e. ω′(x) = max (<ω′(x)>) and (2) averaging the maximum of the vorticity at each phase from the instantaneous images, yielding ω′(x) = <max ω′(x)>. For the first procedure, the velocity fields from all 128 realizations were averaged. The local maxima in vorticity were then identified. For the second procedure, the magnitude and position of each local maxima in vorticity were identified from the 128 images individually. Then, the amplitudes and positions of each peak are averaged separately using the procedure described in the appendix.
Typical results illustrating the output from both methods are shown in Figure 16 . The horizontal bars in the peak averaged data indicate the standard deviation, x σ , in vortex location. In Figure 16a , the two curves have comparable amplitudes in the bluff body near-field, where phase jitter effects are minimal. Moving downstream, the ensemble averaged representation overestimates the decay rate, as suggested above. Second, the ensemble averaged representation indicates a monotonic reduction in amplitude, while the peak averaged representation indicates an initial region of amplitude growth. In Figure 16b , even close to the bluff body, the ensemble-averaged method severely underpredicts the decay rate, since the CBB has high jitter even close to the bluff body due to the separation point fluctuations, as expected (see Figure 14) .
CONCLUSIONS
The response of bluff body stabilized flames is controlled by the excitation of the shear layer, leading to flame wrinkling at locations of the convecting vortex cores. However, the location of these vortex cores exhibits "phase jitter", manifested as cycle-to-cycle variation in flame and vorticity field at the same excitation phase. Phase jitter is shown to be a function of separation point dynamics, downstream convection time, and also amplitude of acoustic excitation. Future work should consider the associated flame response more quantitatively. As noted above, utilizing the ensemble averaged velocity field to determine the ensemble averaged flame response to harmonic excitation can lead to erroneous results, due to the nonlinearity of the flame tracking equation, Eq. (1). This effect needs to be quantified and methods developed for determining the ensemble averaged flame response.
APPENDIX
This appendix details the methods used to compute phase jitter and vorticity decay rates for the peak averaged method.
For a vorticity image obtained at any given phase (see Figure 9a as an example) N vortices are identified. The position and (maximum) vorticity characteristic of each vortex from m images obtained at that phase are then grouped into sets as follows: (7) Here ω represents the total vorticity and ω′ and Ω denote the fluctuating and mean vorticity (the latter is obtained from the ensemble averaged, unforced case), respectively; i.e., (ω = Ω + ω′),. The mean vorticity decreases along the shear layer. 
