The subject is the applications of the use of quasi-entropy in finite dimensional spaces to many important quantities in quantum information. Operator monotone functions and relative modular operators are used. The origin is the relative entropy, and the f -divergence, monotone metrics, covariance and the χ 2 -divergence are the most important particular cases. The extension of monotone metrics to those with two parameters is a new concept. Monotone metrics are also characterized by their joint convexity property.
Introduction
Quasi-entropy was introduced by Petz in 1985 as the quantum generalization of Csiszár's f -divergence in the setting of matrices or von Neumann algebras. The important special case was the relative entropy of Umegaki and Araki. In this paper the applications are performed in the finite dimensional setting. Quasi-entropy has some similarity to the monotone metrics. In both cases the modular operator is included, but there is an essential difference: In the quasi-entropy two density matrices are included, and the monotone metric has a single parameter of density matrices as foot-points. Indeed, the general form of the quasi-entropy in the matrix algebra setting is is the relative modular operator in the matrix setting. For the monotone metric, an operator monotone function f : R + → R + is used.
The aim of this paper is twofold. The first is to give a unified study of the f -divergence, monotone metrics, the generalized covariance and the χ 2 -divergence in terms of quasientropy. Those important concepts in quantum information have often been discussed separately in their own languages. The second is to introduce a new concept of monotone metrics with two parameters and obtain its joint convexity, an extension of the Lieb convexity.
In Section 1 of the paper the definition and the basic properties of the quasi-entropy are reviewed. In Section 2 we discuss the quantum concepts mentioned above to show that many important quantities in quantum information are special cases (or simple reformulations) of the quasi-entropy. We show that rather recent results on the generalized WYD information and the χ 2 -divergence can also be understood in terms of the quasientropy. Finally in Section 3 we consider the extended monotone metrics γ 
Quasi-entropy
Let M n denote the algebra of n × n matrices with complex entries. For positive definite matrices ρ 1 , ρ 2 ∈ M n , for A ∈ M n and a function f :
where B, C := Tr B * C is the so-called Hilbert-Schmidt inner product and ∆(ρ 1 /ρ 2 ) : M n → M n is a linear mapping acting on matrices:
This concept was introduced by Petz in 1985, see [23, 24] , or Chapter 7 in [22] . (The relative modular operator ∆(ρ 1 /ρ 2 ) was born in the context of von Neumann algebras and the paper of Araki [2] had a big influence even in the matrix case.) The quasientropy is the quantum generalization of the f -divergence of Csiszár used in classical information theory (and statistics) [3, 20] . Therefore the quantum f -divergence could be another terminology as in [10] .
The definition of quasi-entropy can be formulated with mean. For a function f the corresponding mean is defined as m f (x, y) = f (x/y)y for positive numbers, or for commuting positive definite matrices. (In fact, if f : R + → R + satisfies f (1) = 1 and certain other conditions, then m f is a mean discussed in [9] .) The linear mappings
are positive and commuting. The mean m f makes sense for them and
Let α : M n → M m be a linear mapping between two matrix algebras. The dual α * : M n → M m with respect to the Hilbert-Schmidt inner product is positive if and only if α is positive. Moreover, α is unital if and only if α * is trace-preserving. The mapping α is called a Schwarz mapping if
for every B ∈ M n .
The quasi-entropies are monotone and jointly convex (under a suitable condition for f ) [22, 24] .
Theorem 1 Assume that f : R + → R is an operator monotone function with f (0) ≥ 0 and α : M n → M m is a unital Schwarz mapping. Then
holds for A ∈ M n and for invertible density matrices ρ 1 and ρ 2 from the matrix algebra M m .
It is remarkable that for a multiplicative α (i.e., α is a * -homomorphism) we do not need the condition f (0) ≥ 0. Moreover, since V * ∆V = ∆ 0 , we do not need the operator monotony of the function f . In this case the operator concavity is the only condition to obtain the result analogous to Theorem 1. If we apply the monotonicity (4) (with −f in place of f ) to the embedding α(X) = X ⊕ X of M n into M n ⊕ M n ⊂ M n ⊗ M 2 and to the densities ρ 1 = λE 1 ⊕ (1 − λ)F 1 , ρ 2 = λE 2 ⊕ (1 − λ)F 2 , then we obtain the joint convexity of the quasi-entropy:
is jointly convex in the variables ρ 1 and ρ 2 .
If we consider the quasi-entropy in the terminology of means, then we can have another proof. The joint convexity of the mean is the inequality
which can be simplified as
Here CC * + DD * = I and
So the joint convexity of the quasi-entropy has the form
which is true for an operator convex function f [6, 28] .
If f : R + → R + is operator monotone, then it is operator concave and we have joint concavity in the previous theorem. The book [28] contains information about operator monotone functions. The standard useful properties are integral representations. The Löwner theorem is
where β ≥ 0 and µ is a finite positive measure on (0, ∞).
An operator monotone function f : R + → R + will be called standard if f is symmetric and normalized, i.e., xf (x −1 ) = f (x) and f (1) = 1. A standard function f admits a canonical representation
where
is a measurable function [7] .
Applications
The concept of quasi-entropy includes many important special cases.
f -divergences
If ρ 2 and ρ 1 are different and A = I, then we have a kind of relative entropy. For f (x) = x log x we have Umegaki's relative entropy S(ρ 1 ρ 2 ) = Tr ρ 1 (log ρ 1 − log ρ 2 ). (If we want an operator monotone function, then we can take f (x) = log x and then we get S(ρ 2 ρ 1 ).) This makes the probabilistic and non-commutative situation compatible as one can see in the next argument.
Let ρ 1 and ρ 2 be density matrices in M n . If in certain basis they have diagonal p = (p 1 , p 2 , . . . , p n ) and q = (q 1 , q 2 , . . . , q n ), then the monotonicity theorem gives the inequality
for an operator convex function f , where D f (p q) is the f -divergence of p, q. If ρ 1 and ρ 2 commute, then we can take the common eigen-basis and in (7) the equality appears. It is not trivial that otherwise the inequality is strict.
If ρ 1 and ρ 2 are different, then there is a choice for p and q such that they are different as well. Then
as long as f is a non-linear operator convex function and f (1) = 1. Conversely, if S f (ρ 1 ρ 2 ) = 0, then p = q for every basis and this implies ρ 1 = ρ 2 . For the relative entropy, a deeper result is known. The Pinsker-Csiszár inequality says that
This extends to the quantum case as
see [11] or [28, Chap. 3] .
Example 1
The f -divergence with f (x) = x log x is the relative entropy. The rather familiar modification of the logarithm is
whose limit as β → 0 is the log. If we take f β (x) = x log β x, then
Since f β is operator convex, this is a good generalized relative entropy. It appeared in the paper [31] (see also [22, Chap. 3] ) and
was proven. The relative entropies of degree α
are essentially the same.
The f -divergence is contained in details in the recent papers [29, 10] . Recent results on the monotonicity of the f -divergence in the case where f is operator convex are in [18, 10] .
WYD information
In the paper [14] the functions
were used, which is a reparametrization of f β (x) in Example 1 (up to a constant). (Note that g p is well-defined for x > 0 and p = 0.) The considered case is p ∈ (0, 2]; then g p is operator concave.
For strictly positive A and B, Jenčová and Ruskai [14] defined
which is the particular case of the quasi-entropy S K f (A B) with f = g p . The joint concavity of J p (K, A, B) is stated in Theorem 2 in [14] and this is a particular case of Theorem 2 above. For K = K * , we have
which is the Wigner-Yanase-Dyson information [33] (up to a constant) and extends it to the range (0, 2].
Monotone metrics
Let M n be the set of positive definite density matrices in M n . This is a differentiable manifold and the set of tangent vectors is {A = A * ∈ M n : Tr A = 0}. A Riemannian metric is a family of real inner products γ D (A, B) on the tangent vectors [21] . By monotone metrics we mean a family of inner products for all manifolds M n such that
for every completely positive trace-preserving mapping β :
where f : R + → R + and m f is the mean induced by the function f .
It was obtained in the paper [26] that monotone metrics with the property
has the form
where f is a standard operator monotone function. These monotone metrics are abstract Fisher informations [25] ; the condition (12) tells that in the commutative case the classical Fisher information is required. The familiar case in physics corresponds to f (x) = (1 + x)/2, this gives the SLD (or Bures-Uhlmann) Fisher information [13] Since
So the monotone metric can be reformulated in terms of the quasi-entropy, but there is another relation. The next example has been well-known.
Example 2 The Bogoliubov-Kubo-Mori Fisher information is induced by the function
and computing the inverse we have
A characterization is in the paper [5] and the relation with the relative entropy is
Lesniewski and Ruskai [18] discovered that any monotone Fisher information is obtained from an f -divergence by derivation:
The relation of the function F to the function f in this formula is
When f is an operator monotone function, the monotone metric γ f D (A, B) in (13) makes sense for all positive definite matrices D and general A, B ∈ M n , and the monotonicity (10) holds for such general D and A [26] . In this general situation, if (10) is assumed but condition (12) is not required, then we have the generalized monotone metric characterized by Kumagai [16] . They have the form
where f :
This is completely positive and trace-preserving, it is a so-called partial trace. For
the inequality (10) gives
Since γ tD (tA, tB) = tγ D (A, B) , we obtain the joint convexity: 
Generalized covariance
If ρ 1 = ρ 2 = ρ and A, B ∈ M n are arbitrary, then one can approach to the generalized covariance [27] , which is defined as
The first term is A, J f ρ B and the covariance has some similarity to the monotone metrics.
If ρ, A and B commute, then (15) Assume that Tr ρA = Tr ρB = 0 and ρ = Diag (λ 1 , λ 2 , . . . , λ n ). Then
The usual symmetrized covariance corresponds to the function f (t) = (t + 1)/2:
It turns out that there is a one-to-one correspondence between generalized covariances and Fisher informations. 
χ 2 -divergence
The χ 2 -divergence
was first introduced by Karl Pearson in 1900. Since
We also remark that the χ 2 -divergence is an f -divergence of Csiszár with f (x) = (x − 1) 2 which is an operator convex function. In the quantum case definition (1) gives
Another quantum generalization was introduced very recently in [32] :
where α ∈ [0, 1]. If ρ and σ commute, then this formula is independent of α. In the general case the above S f (ρ, σ) comes for α = 0.
More generally, they defined
σ k(∆(σ/σ)) and 1/k is a standard operator monotone function. In the present notation Ω
−1 and for density matrices we have
Up to the additive constant this is a monotone metric. The monotonicity of the χ 2 -divergence follows from (10) and monotonicity is stated as Theorem 4 in the paper [32] , where the important function k is The monotonicity and the classical inequality (17) imply that
Indeed, if E is the conditional expectation onto the commutative algebra generated by ρ − σ, then
Extension of monotone metric
As an extension of the operator (11), define J
where f : R + → R + . In this terminology,
Theorem 2 says that for an operator monotone function f , A, J
A is a jointly concave function of the variables ρ 1 and ρ 2 .
The monotone metrics contains (J f ρ,ρ ) −1 ; therefore we consider the inverse
whenever f (x) > 0 for x > 0. In this section β is completely positive trace-preserving mapping between matrix spaces.
, and β(D 2 ) are positive definite and that f (x) > 0 for x > 0. Then the conditions
and βJ
are equivalent.
Proof: The following inequalities are equivalent forms of (18):
The last inequality is equivalent to (19) .
This was studied in the paper [18] , where the result
was obtained. Another formulation is
which is equivalent to βJ
due to the previous lemma.
For f (x) = sx + 1 this is rather obvious:
The Schwarz inequality
is used, which gives (22) and hence (20) . 
Proof: Due to Lemma 1 it is enough to prove (19) for an operator monotone function. Based on the Löwner theorem (5), we may consider f (x) = x/(λ + x) (λ > 0). So
, and the equivalent form (19) is
This inequality is true due to the matrix inequality
see [19] .
The generalized monotone metric
is an extension of the monotone metric which is the case D 1 = D 2 = D. We can call it also as monotone metric with two parameters. (The geometric meaning of this quantity is not clear in the moment, although the case f (x) = 1 + sx appeared already in the paper [18] .)
B.
dt.
where m f is the logarithmic mean. (The formula is general, it holds for all functions f :
is really the inverse, we may compute
We can recognize that in the commuting case
where m f is the mean generated by the function f , i.e., m f (x, y) = xf (y/x). 
Obviously, h is symmetric, i.e., h(x) = xh(x −1 ) for x > 0, so we may call h the harmonic symmetrization of f .
Theorem 6
In the above situation consider the following conditions:
−1 A is jointly convex in positive definite D and general A in M n for every n,
When f is symmetric, one can define the metric γ f D on the manifold of positive definite matrices in M n by formula (13) . Then the theorem says that γ The difference between two parameters and one parameter is not essential if the matrix size can be changed. We need the next lemma.
Proof: First we show that
Since continuous functions can be approximated by polynomials, it is enough to check (28) for f (x) = x k , which is easy. From (28) , (26) is obvious and
By (24) we further have
Therefore,
Proof of Theorem 6: (i) ⇒ (ii) is Theorem 3 and (ii) ⇒ (iii) follows from (26) . We prove (iii) ⇒ (i). For each ξ ∈ C n let X ξ := [ξ 0 · · · 0] ∈ M n , i.e., the first column of X ξ is ξ and all other entries of X ξ are zero. When D 2 = I and X = X ξ , we have for
Hence it follows from (iii) that ξ, f (D) −1 ξ is jointly convex in D > 0 in M n and ξ ∈ C n . By a standard convergence argument we see that (D, ξ) → ξ, f (D) −1 ξ is jointly convex for positive invertible D ∈ B(H) and ξ ∈ H, where B(H) is the set of bounded operators on a separable infinite-dimensional Hilbert space H. Now Theorem 3.1 in [1] is used to conclude that 1/f is operator monotone decreasing, so f is operator monotone.
(ii) ⇒ (iv) is trivial. Assume (iv); then it follows from (27) that (iii) holds for h instead of f , so (v) holds thanks to (iii) ⇒ (i) for h. From (29) 
Hence (v) implies (iv) by applying (i) ⇒ (ii) to h.
It is worthwhile to note that condition (iii) is strictly stronger than (iv) in Theorem 6. Consider any non-symmetric operator monotone function f 0 : (0, ∞) → (0, ∞) (for example, f 0 (x) = x α with α ∈ (0, 1), α = 1/2) and define
Then f is not operator monotone but h given in (25) is operator monotone as the harmonic symmetrization of f 0 . Hence the above fact has been shown by Theorem 6.
In the next theorem we prove the implication (i) ⇒ (iii) of Theorem 6 again in a more general setting.
Theorem 7
For an operator monotone function f and θ ∈ (0, 1], the mapping
This is the joint convexity. is jointly convex for D 1 , D 2 > 0 and general A in M n . This is a joint convexity theorem of Lieb [17] .
More detailed discussions about joint convexity of quasi-entropy type functions are in the forthcoming paper [12] .
