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Abstract
This work develops a rigorous setting allowing one to prove several features related to the behaviour of the
Heisenberg-Ising (or XXZ) spin-1/2 chain at finite temperature T . Within the quantum inverse scattering method
the physically pertinent observables at finite T , such as the per-site free energy or the correlation length, have been
argued to admit integral representationswhose integrands are expressed in terms of solutions to auxiliary non-linear
integral equations. The derivation of such representationswas based on numerous conjectures: the possibility to ex-
change the infinite volume and the infinite Trotter number limits, the existence of a real, non-degenerate, maximal
in modulus Eigenvalue of the quantum transfer matrix, the existence and uniqueness of solutions to the auxiliary
non-linear integral equations, as well as the possibility to take the infinite Trotter number limit on their level. We
rigorously prove all these conjectures for temperatures large enough. As a by product of our analysis, we obtain
the large-T asymptotic expansion for a subset of sub-dominant Eigenvalues of the quantum transfer matrix and
thus of the associated correlation lengths. This result was never obtained previously, not even on heuristic grounds.
1 Introduction and main results
Quantum statistical mechanics deals with the description of the large volume behaviour of interacting particle
systems coupled to a heat bath of temperature T . In many situations of interest to physics, the particle degrees of
freedom are attached to a finite lattice Λ ⊂ Zd. The interactions between these degrees of freedom are captured by
the Hamiltonian H, an operator on the Hilbert space h of the model which for a finite lattice Λ has a tensor-product
structure h =
⊗
a∈Λ ha. Here ha plays the role of a local quantum space where the degrees of freedom associated
with the lattice site a ∈ Λ evolve. The most basic physically interesting quantity characterising such models is the
per-site free energy
−T lim
Λ→Zd
1
|Λ| ln trh
[
e−
H
T
]
. (1.1)
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In this expression |Λ| stands for the number of points in Λ. It turns out that for quite general Hilbert spaces
and Hamiltonians, one may rigorously prove the existence of the above limit, provided that Λ → Zd in some
appropriate sense [28]. However, obtaining an explicit and thorough characterisation of the limit turned out to be
a notoriously hard problem.
So far, rigorous and explicit descriptions of the per-site free energy could only be obtained for one dimensional,
viz. when d = 1, quantum systems and, even in such a simplified setting, only for an extremely limited number of
cases. Basically the only rigorous results concern models equivalent to free fermions [24,34], viz. non-interacting
models, and the non-linear Schrödinger model [10]. In both cases the models belong to the class of quantum
integrable models for which one may rely on powerful algebraic tools, originating from the theory of quantum
groups, to obtain a certain amount of information on the spectra, Eigenvectors and many other observables. Still,
the models for which the free energy could be computed rigorously are very specific, even among the quantum
integrable models. This implicates, in particular, that the techniques of proofs developed for these models have low
chances to be applicable to more complex quantum integrable models. It is the purpose of this paper to develop
new strategies and techniques of proofs which will have a large scope of applicability. In this work, we will focus
on the XXZ spin-1/2 chain, but more generally, we expect our approach to work for any quantum integrable model
associated with a fundamental R-matrix.
The XXZ spin-1/2 chain is an archetypical example of a quantum integrable model. It refers to the Hamilto-
nian operator
H = J
L∑
a=1
{
σxa σ
x
a+1 + σ
y
a σ
y
a+1
+ ∆ (σza σ
z
a+1
+ 1)
}
− h
2
L∑
a=1
σza . (1.2)
Here J > 0 represents the so-called exchange interaction, ∆ ∈ R is the anisotropy parameter, h > 0 the external
magnetic field and L ∈ 2N corresponds to the number of sites. H acts on the Hilbert space hXXZ =
⊗L
a=1
ha with
ha ≃ C2, σα, α ∈ {x, y, z}, are the Pauli matrices, and the operator σαa acts as the Pauli matrix σα on ha and as the
identity on all the other spaces:
σαa = id ⊗ · · · ⊗ id︸        ︷︷        ︸
a−1
⊗σα ⊗ id ⊗ · · · ⊗ id︸        ︷︷        ︸
L−a
. (1.3)
Finally, the model is subject to periodic boundary conditions, viz. σα
L+1
= σα
1
.
The per-site free energy of the XXZ chain is defined as
f = −T lim
L→+∞
{ 1
L
ln trhXXZ
[
e−
1
T
H
]}
. (1.4)
As already mentioned, the existence of the limit in (1.4) follows from well-known results in the theory of thermo-
dynamic limits, see e.g. [28]. However, such existence results do not provide one with any direct characterisation
of the value of this limit. First approaches based on the integrability of the XXZ chain model and aiming at a char-
acterisation of this limit go back to the works of Gaudin [16] and Takahashi [35]. Those works provided a formal
computation of the assumedly dominant contribution, in the large-L limit, to the partition function trhXXZ
[
e−
1
T
H
]
by generalising the arguments first invoked by Yang and Yang [38] in the context of studying the thermodynam-
ics of another quantum integrable model, the one-dimensional non-linear Schrödinger model [3, 25]. While the
approach of Yang and Yang could, in fine, be put on rigorous grounds by Dorlas, Lewis and Pulé [10] for the
non-linear Schrödinger model, it appears that doing so in the case of the XXZ spin-chain is hardly possible. In-
deed, the proof of [10] invokes, at some stage, the completeness of the Bethe states, a set of eigenstates of an
integrable model’s Hamiltonian which is parameterised by roots of a coupled system of algebraic equations in
many variables, the Bethe Ansatz equations [2]. Whilst completeness of Bethe states could be proven to hold for
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the non-linear Schrödinger model [9], it turns out that completeness issues are, by far more, subtle for the XXZ
chain [26]. Gaudin and Takahashi based their calculations on the so-called string hypothesis, assuming that in the
large-L limit all solutions of the Bethe Ansatz equations can be classified according to certain patterns of roots in
the complex plane, called "string solutions" and discovered by Bethe in his original work [2]. Although the result
of Gaudin and Takahashi for the dominant contribution to trhXXZ
[
e−
1
T
H
]
is very likely to be correct, their derivation
based on the string hypothesis is certainly not. It is well-established for a while [4,7,11,26] that that the so-called
"string solutions" do not provide one with a complete set of Eigenvectors for the XXZ chain and, in some cases,
do not give rise to solutions of the Bethe equations.
Thus, an alternative approach to the thermodynamics had to be devised. An important step forward in this
direction was made by Koma [22, 23]. By implementing the Trotter discretisation of the Boltzman statistic op-
erator first proposed by Suzuki [33], and further developed by Suzuki and Inoue [34], Koma proposed a Trotter
approximant of the finite-L partition function of the XXX [22] and then of the XXZ [23] chain. By this one means
a representation of the type
trhXXZ
[
e−
1
T
H
]
= lim
N→+∞
trhq
[
T LN,T
]
. (1.5)
More precisely, Koma rewrote the original finite-L partition function as resulting from taking an infinite Trotter
limit N → +∞ of the trace of the Lth-power of an operator TN,T acting on an auxiliary Hilbert space hq. Koma’s
transfer matrix TN,T corresponds to the transfer matrix of a vertex model related to the product of two Ising
models and acts on an auxiliary Hilbert space hq whose dimension blows up exponentially with N. Koma built on
the setting of [33,34] so as to establish the validity of the commutativity of the L→ +∞ and N → +∞ limits when
substituting (1.5) into (1.4). He also proved that the transfer matrix TN,T admits a non-degenerate, real, maximal
in modulus Eigenvalue Λmax(TN,T ). This led to the representation
f = −T lim
N→+∞
{
ln
[
Λmax(TN,T )]} . (1.6)
Within Koma’s approach, the Eigenvalue Λmax(TN,T ) was expressed in terms of a particular solution to the Bethe
Ansatz equations. However, Koma only managed to treat rigorously the calculation of the Trotter limit when
∆ = 0, which is a trivial situation and which was dealt with, by much simpler means, in [34]. For general ∆,
Koma did not manage to establish a way of effectively taking the Trotter limit in (1.6). He could only perform a
numerical analysis [22] in the case ∆ = 1. Later, Takahashi [36] proposed a formal scheme for taking the infinite
Trotter number limit of the Bethe Ansatz equations obtained by Koma, but that did not lead to any closed formula
for f , nor was it the result of rigorous handlings.
The above discussion stresses the serious problems arising within Koma’s transfer matrix approach relating
to taking care, in an efficient way, of the infinite Trotter number limit. Furthermore, Koma’s transfer matrix does
not appear to exhibit enough algebraic structure so as to allow one for conforming it to a larger class of problems
such as the computation of thermal correlation functions, which are the objects of main interest to the physics of
the model. For that purpose, as observed in [18], it is more adapted to use a different quantum transfer matrix
tq directly related to a staggered six-vertex model, whose construction was pioneered in [32] and then further
improved in [20], where tq was introduced as a member of a commuting family of ‘column-to-column’ transfer
matrices. The latter construction has proved to be most convenient in the context of integrable lattice models. Over
the years it was used to push rather far, many concrete calculations of various observables associated with the finite
temperature XXZ spin-1/2 chain [12–14, 17–19]. Those results, which stress the wide scope of applicability of
the quantum transfer matrix, constitute an important motivation for putting the handlings based on the use of tq
on rigorous grounds.
In the approach based on tq, it holds that
trhXXZ
[
e−
1
T
H
]
= lim
N→+∞
trhq
[
t
L
q
]
, (1.7)
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see, e.g. [18] for an exposure thereof in a modern language. The quantum transfer matrix acts on the ‘quan-
tum’ space hq =
⊗2N
a=1
ha, with ha ≃ C2. It is defined as the trace over the auxiliary space h0 of the quantum
monodromy matrix
tq = trh0
[
Tq;0(0)
]
, (1.8)
where the latter object is defined as an ordered product of R-matrices:
Tq;0(ξ) = R
t2N
2N,0
(
− ℵ
N
− ξ
)
R0,2N−1
(
ξ − ℵ
N
)
· · · Rt2
2,0
(
− ℵ
N
− ξ
)
R0,1
(
ξ − ℵ
N
)
· e h2T σz0 with ℵ = J
T
sinh(η) . (1.9)
Above, R represents the R-matrix of the six-vertex model
R(λ) =
1
sinh(η)

sinh
(
η + λ
)
0 0 0
0 sinh
(
λ
)
sinh(η) 0
0 sinh(η) sinh
(
λ
)
0
0 0 0 sinh
(
η + λ
)
 , (1.10)
while the notation Rab stands for the embedding of R into an operator on h0 ⊗ hq which acts as the identity operator
on all spaces hk, k , a, b and as R(λ) on the spaces ha ⊗ hb. Finally, the superscript ta stands for the partial
transposition with respect to the space ha.
Here and in the following, for definiteness, we choose the parameterisation
∆ = cosh(η) η = −iζ and ζ ∈]0 ; π[ (1.11)
corresponding to the regime −1 < ∆ < 1. We shall always assume, without further notice, that ζ is generic.
However, with minor modifications, the whole analysis developed in the following also carries through to the
regimes |∆| ≥ 1.
1.1 Main results of the paper
On formal grounds, the calculation of the free energy based on the quantum transfer matrix tq follows the same
strategy as with Koma’s Trotter approximant TN,L. One first assumes the exchangeability of the thermodynamic
(L → +∞) and the Trotter (N → +∞) limits. Then, one assumes that tq admits a maximal in modulus, real
non-degenerate Eigenvalue Λ̂max. The two conjectures put together, allow one to write the per-site free energy of
the model as
f = −T lim
N→+∞
{
ln
[
Λ̂max
]}
. (1.12)
On the basis of Bethe Ansatz calculations and a certain amount of numerical input, one then argues an integral
representation for Λ̂max which is given in terms of a solution Â to an auxiliary non-linear integral equation. By
assuming that it is licit to take the infinite Trotter limit formally on the level of this non-linear integral equation, one
obtains an integral representation for f . This strategy was developed in [5,21]. While all of the above assumptions
were supported by thorough numerical calculations, no mathematically rigorous proof was ever given. The main
progress achieved in this work consists in establishing rigorously, for T large enough:
i) the exchangeability of the Trotter and infinite volume limits;
ii) the existence of a maximal in modulus Eigenvalue of the quantum transfer matrix which, furthermore, is
real and non-degenerate;
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iii) the well-definiteness of the class of non-linear integral equations describing the Eigenvalues of tq, as well
as the existence and uniqueness of their solutions;
iv) the rigorous identification of the non-linear integral equation describing the dominant Eigenvalue of the
quantum transfer matrix.
Points i)-iv), all put together, allow one to establish the below theorem which crowns the efforts of this paper.
In order to state the theorem, we shall agree that Dz0,α ⊂ C stands for the open disc of radius α centred at z0, c.f.
(1.20). Also, Br stands for the space of holomorphic functions on the strip of width 12min(ζ, π−ζ) around Rwhose
L∞-norm on this strip is bounded by r, c.f. (1.21).
Theorem 1.1. There exist T0 > 0 and ǫ > 0 such that for any T > T0, the per-site free energy of the XXZ chain
defined by (1.4) admits the integral representation
− f
T
=
h
2T
− 2J
T
cos(ζ) −
∮
∂D0,ǫ
sin(ζ)Ln[1 + eA ](u)
sinh(u − iζ) sinh(u) ·
du
2π
(1.13)
in which A is the unique solution to the non-linear integral equation on Bc
A(ξ) = − 1
T
{
h − 2J sin
2(ζ)
sinh(ξ) sinh(ξ − iζ)
}
+
∮
∂D0,ǫ
sin(2ζ) · Ln[1 + eA](u)
sinh(ξ − u + iζ) sinh(ξ − u − iζ) ·
du
2π
. (1.14)
Here, the logarithm is defined as
Ln[1 + eA](ξ) =
ξ∫
ǫ
A′(u)
1 + e−A(u)
· du
2iπ
+ ln
[
1 + eA(ǫ)
]
(1.15)
in which the integral runs from ǫ to ξ ∈ ∂D0,ǫ in positive direction along ∂D0,ǫ and ln stands for the principal
branch of the logarithm with arg ∈ [−π ; π[. The claim of uniqueness and existence of solutions to (1.14) is part of
the statement of the theorem.
Finally, the per-site free energy admits the high-T asymptotic expansion:
− f
T
= ln 2 − J cos(ζ)
T
+ O
(
T−2
)
. (1.16)
The expansion (1.16) was already obtained in the literature, without the rigorous justification, through various
methods [6, 27], up to order O
(
T−5
)
for the XXZ chain in a magnetic field and up to order O(T−100) for the XXX
chain at zero magnetic field [29]. In fact, taking for granted the conclusions of Theorem 1.1, it is not a problem to
build on the non-linear integral equation (1.14) so as to push the expansion (1.16) to very high orders in T−1, this
with the help of formal computer algebra.
The techniques developed in this work allow one, in fact, to obtain a much larger range of results. Indeed,
while the dominant Eigenvalue Λ̂max of the quantum transfer matrix provides a means to access the per-site free
energy through (1.12), the other Eigenvalues Λ̂ex;k provide an access to the correlation lengths ξk of the model.
These control the speed of the exponential decay of multi-point correlation functions seen as a function of the
distances separating the local operators, see e.g. [12, 13] for more details. The correlation lengths are defined as
e
− 1
ξk = lim
N→+∞
{
Λ̂ex;k
Λ̂max
}
. (1.17)
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Our analysis allows us to show that, for temperatures large enough, and for a rather large subset of the Eigenvalues
Λ̂ex;k the limit (1.17) exists and is characterised in terms of the unique solution to a non-linear integral equation.
See Proposition 5.3, Theorem 5.4 and Proposition 6.2 for more details. These results allow one, in the end, to
characterise rigorously the large-temperature behaviour of a certain subset of the correlation lengths.
Theorem 1.2. Fix integers nx, ny and pick some ̺ > 0 small enough. Let {ya}ny1 correspond to a solution to the
system
(−1)nx−ny+1
ny∏
b=1
{
sinh(iζ + yb − ya)
}
·
(
sinh(iζ + ya)
)nx
=
ny∏
b=1
{
sinh(iζ + ya − yb)
}
·
(
sinh(iζ − ya)
)nx
(1.18)
for a = 1, . . . , ny, such that the following three subsidiary constraints are satisfied
1. ya , yb ± iζ, ya , yb mod iπZ for a, b ∈ [[ 1 ; ny ]] ;
2.
∣∣∣∣∣(−1)nx−ny ny∏
b=1
sinh(iζ + yb)
sinh(iζ − yb)
+ 1
∣∣∣∣∣ > ̺ ;
3. for a = 1, . . . , ny,
ya ∈
{
z ∈ C : |ℑ(z)| ≤ π
2
, z < D±iζm ,̺ ∪ {0}
}
with ζm = min
{
ζ, π − ζ} .
Finally, let h1, . . . , hnx ∈ Z be pairwise distinct. Then, there exists a correlation length ξk whose large-T
asymptotics take the form
e
− 1
ξ k · e− fT = 1
T nx
nx∏
a=1
{ −2iJ
(2ha + 1 + nx − ny)π −∑nya=1 θ+(−ya)
} ny∏
a=1
sinh(ya − iζ)
sinh(ya)
(1.19)
where −iθ is a determination of the logarithm of λ 7→ sinh(iζ + λ)/ sinh(iζ − λ) and the + subscript in θ+ indicates
that one should take the + boundary value if −ya is located on the logarithm’s cut.
This theorem thus provides a classification of a subset of the correlation lengths of the spin-1/2 XXZ chain in
terms of solutions to the Bethe Ansatz equations (1.18) describing the spectrum of a spin-1 XXZ chain of length
nx, c.f. [30, 31]. Also, note that the choice of the determination of the logarithm in Theorem 1.2 is irrelevant in
that it simply results in shifts, by a global integer, of the integers h1, . . . , hnx .
1.2 Notations
• Given α > 0, z0 ∈ C, we shall denote
Sα =
{
z ∈ C : |ℑ(z)| < α
}
and Dz0,α =
{
z ∈ C : |z − z0| < α
}
. (1.20)
• Given an open subset U ⊂ C, O(U) stands for the ring of holomorphic functions on U, and for any function
g on U, we denote ||g||L∞(U) = supessu∈U |g(u)|.
• Given r > 0, set
Br =
{
ξ ∈ O(Sζm/2) : ||ξ||L∞(Sζm/2) ≤ r
}
with ζm = min(ζ, π − ζ) . (1.21)
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• For integers a < b, [[ a ; b ]] = {a, a + 1, . . . , b}.
• Consider n complex numbers z1, . . . , zn ∈ C, distinct or not. If some roots coincide, the total number of
roots equal to a given complex number z is called their multiplicity and denoted kz. One then defines the set
{za}n1 =
{
(λ, kλ) : λ ∈ {z1, . . . , zn}
}
(1.22)
in which {z1, . . . , zn} stands for the usual set build up from the numbers z1, . . . , zn.
• Given Ω a finite set and a map n : (Ω, x)→ (Z, nx), the weighted cardinality |A| of the set A = {(x, nx) : x ∈
Ω
}
is defined by |A| = ∑
x∈Ω
nx.
• Given a function f on the set Ω and A defined as above, we agree upon the shorthand notation∑
λ∈A
f (λ) ≡
∑
x∈Ω
nx f (x) and
∏
λ∈A
f (λ) ≡
∏
x∈Ω
{
f (x)
}nx . (1.23)
• Given two sets A = {(x, nx) : x ∈ ΩA} and B = {(y, ny) : x ∈ ΩB}, one defines their algebraic sum ⊕ and
difference ⊖ as
A ⊕ B =
{
(x, nx + mx) : x ∈ ΩA ∪ΩB
}
, A ⊖ B =
{
(x, nx − mx) : x ∈ ΩA ∪ΩB
}
(1.24)
in which one understands that the maps n and m are extended as nx = 0, resp. mx = 0, on ΩB \ ΩA, resp.
ΩA \ΩB. Furthermore, if ΩA, ΩB are two sets, then ΩA ⊖ΩB ≡ A ⊖ B, where A, B = {(x, 1) : x ∈ ΩA,B}
• These notation allow one to introduce compact notations for sums and products. Given a function f on
ΩA ∪ΩB parameterising sets A, B as above,our conventions imply
∑
λ∈A⊖B
f (λ) =
∑
x∈ΩA
nx f (x) −
∑
y∈ΩB
my f (y) ,
∏
λ∈A⊖B
f (λ) =
∏
x∈ΩA
{
f (x)
}nx
∏
y∈ΩB
{
f (y)
}my . (1.25)
• Given a point x ∈ C, {x}⊕n denotes the set {(x, n)}, meaning that one should understand∑
t∈{x}⊕n
f (t) ≡ n f (x) . (1.26)
• Given an operator A, |||A||| stands for its norm, σ(A) for its spectrum and rS (A) for its spectral radius.
• ln stands for the principal branch of the logarithm continued to R− \ {0} with the convention arg(z) ∈ [−π ; π[.
1.3 Outline of the paper
The paper is organised as follows. In Section 2 we develop a setting allowing one to establish, for T large enough,
various structural properties of the spectrum of the quantum transfer matrix. In Section 3 we apply these results to
the proof of properties i)-ii) stated earlier on. Then, in Section 4, we recall the connection, at finite Trotter number,
between the Bethe Ansatz approach to the characterisation of the spectrum of tq and non-linear integral equations.
In Section 5 we develop the rigorous treatment, for T large enough, of these non-linear integral equations. In
Section 6, we gather all of the previous results so as to establish Theorem 1.1. As a byproduct we also characterise
the expression, at high T , of the model’s correlation lengths. Quite remarkably, these appear to be governed by
solutions to the Bethe Ansatz equation for the spin-1 XXZ chain. Finally, in Section 7, we illustrate our analysis
by providing numerical results for the solution sets to the Bethe Ansatz equations describing the spectrum of the
quantum transfer matrix at finite Trotter number.
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2 Traces of powers of the quantum transfer matrix at high temperatures
It is useful to recall that given an elementary matrix Eik acting on L(C2), Eika stands for its canonical embedding
into an operator on h0 ⊗ hq acting non-trivially only on the ath factor in the tensor product:
E
ik
a = id ⊗ · · · ⊗ id︸        ︷︷        ︸
a
⊗ Eik ⊗ id ⊗ · · · ⊗ id︸        ︷︷        ︸
2N−a
. (2.1)
This notation allows one to write down embeddings of operators on C2⊗C2 into operators on h0⊗hq. For instance,
Pab stands for the embedding of the permutation operator P on C
2 ⊗ C2 into operators on h0 ⊗ hq: Pab acts as P
on ha ⊗ hb and as the identity operator on the other spaces in the tensor product decomposition of h0 ⊗ hq. This
operator, along with its partial transpose on the ath space P
ta
a b
, can be recast in terms of the elementary matrices
introduced above as
Pa b =
2∑
i,k=1
E
ik
a E
ki
b , P
ta
a b
=
2∑
i,k=1
E
ik
a E
ik
b . (2.2)
The explicit expression for the six-vertex R-matrix (1.10) ensures that
Rab
( − ℵ
N
)
= Pab + Nab , (2.3)
where
Nab =
2∑
i,k=1
nik · Eiia Ekkb with
 n11 = n22 = cosh
( ℵ
N
) − 1 − coth(η) sinh ( ℵ
N
)
n12 = n21 = − sinh ( ℵN )/ sinh(η) . (2.4)
Define the operators
Πℓ = P
t2ℓ
2ℓ 0
P0 2ℓ−1 (2.5)
and
Wℓ = R
t2ℓ
2ℓ 0
(
− ℵ
N
)
· R0 2ℓ−1
(
− ℵ
N
)
− Πℓ . (2.6)
Further, given ℓ ≥ m, define
Ωℓ;m =

Πℓ · · ·Πm+1 · e h2T σ
z
0
δm0 if ℓ ≥ m + 1
e
h
2T
σz
0
δm0 if ℓ = m
, (2.7)
where δab stands for the Kronecker symbol.
Upon expressing each factor associated to a pair of spaces h2ℓ−1 ⊗ h2ℓ in (1.9) as Wℓ + Πℓ one obtains that
Tq;0(0) = ΩN;0 +
N∑
n=1
∑
ℓ∈L(n)
N
Oℓ with Oℓ = ΩN;ℓn · Wℓn · Ωℓn−1;ℓn−1 · · · Wℓ1 · Ωℓ1−1;0 , (2.8)
Tq;0(ξ) as given in (1.9) and where the summation runs through
L(n)
N
=
{
ℓ = (ℓ1, . . . , ℓn) : 1 ≤ ℓ1 < · · · < ℓn ≤ N
}
. (2.9)
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The decomposition (2.8) entails an analogous expansion for the quantum transfer matrix
tq = ωN;0 + δtq , (2.10)
where
ωN;0 = Tr0
[
ΩN;0
]
(2.11)
and
δtq =
N∑
n=1
∑
ℓ∈L(n)
N
Oℓ with Oℓ = tr0
[
Oℓ
]
. (2.12)
It appears useful for further purposes to introduce a convention for writing vectors in hq =
⊗2N
a=1
ha. Given
vectors v1, . . . , v2N in h1, . . . , h2N , we shall write
2N∏
a=1
v
(a)
a = v1 ⊗ · · · ⊗ v2N , (2.13)
viz. v
(a)
a stands for the a
th vector appearing in the full tensor product. Further, we shall denote by ea, a = 1, 2, the
canonical basis of C2:
e1 =
(
1
0
)
, e2 =
(
0
1
)
. (2.14)
Lemma 2.1. The operator ωN;0 introduced in (2.11) has rank 1 and takes the form
ωN;0 = v · wt with

v =
∑
i∈{1,2}N
e
h
2T
εiN
N∏
s=1
{
e
(2s)
is
e
(2s−1)
is−1
}
w =
∑
j∈{1,2}N
N∏
s=1
{
e
(2s)
js
e
(2s−1)
js
} , (2.15)
where εi = (−1)i−1 and where we made use of periodic boundary conditions for the indices of i = (i1, . . . , iN), viz.
i0 ≡ iN . Furthermore, it holds that(
w, v
)
= 2 cosh
( h
2T
)
, ||v||2 = 2N cosh
( h
T
)
and ||w||2 = 2N . (2.16)
Proof —
Upon inserting the expression for the permutation operators in terms of elementary matrices (2.2), one obtains
that the operator Ωℓ;m introduced in (2.7) can be expressed as
Ωℓ;m =
∑
is ,ks∈{1,2}
s=2m+1,...,2ℓ
2ℓ∏
s=2m+1
{
E
isks
s
}
· Ei2ℓk2ℓ
0
E
k2ℓ−1i2ℓ−1
0
· · ·Ek2m+1i2m+1
0
· e h2T εi2m+1δm0 . (2.17)
The algebra of elementary matrices EabEcd = δbcE
ad then allows one to simplify the product of elementary matrices
over the auxiliary space 0 as
E
i2ℓk2ℓ
0
E
k2ℓ−1i2ℓ−1
0
· · · Ek2m+1i2m+1
0
= E
i2ℓi2m+1
0
·
ℓ∏
s=m+1
{
δk2sk2s−1
}
·
ℓ∏
s=m+2
{
δi2s−1 i2s−2
}
. (2.18)
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The Kronecker symbols allow one to get rid of the summation over the odd labeled variables i2s−1, s = m+2, . . . , ℓ,
and k2s−1, s = m + 1, . . . , ℓ. Then, relabeling in the sum the even labeled variables as
{k2s, i2s} ֒→ {k′s, i′s} , s = m + 1, . . . , ℓ and i2m+1 ֒→ i′m , (2.19)
one obtains
Ωℓ;m =
∑
{is}ℓm
∑
{ks}ℓm+1
ℓ∏
s=m+1
{
E
isks
2s
E
is−1ks
2s−1
}
· Eiℓim
0
· e h2T εimδm0 . (2.20)
Above, it is undercurrent that each is or ks runs through the set {1, 2}. At this stage, one can readily take the trace
over the auxiliary space, hence leading to
ωN;0 =
∑
{is,ks}N1
e
h
2T
εiN ·
N∏
s=1
{
E
isks
2s
E
is−1ks
2s−1
}
. (2.21)
Here, we stress that the dependence on the id operator on the auxiliary space h0 has been projected out in the
elementary matrices appearing above. Finally, observe that an elementary matrix on M2(C) can be recast as
E
ab
= ea ·
(
eb
)t
. This decomposition entails that
N∏
s=1
{
E
isks
2s
E
is−1ks
2s−1
}
=
N∏
s=1
{
e
(2s)
is
e
(2s−1)
is−1
}
·
{ N∏
s=1
e
(2s)
ks
e
(2s−1)
ks
}t
. (2.22)
The above factorisation allows one for a separation of the sums over the ia’s and the ka’s and leads to the claimed
form ofωN;0. Finally, the value of the scalar product of v, w along with their norms follows from direct calculations.
Observe that one has the representation
Wℓ =
2∑
i,k=1
M
ik
ℓ E
ik
0 , where M
ik
ℓ = id ⊗ · · · ⊗ id︸        ︷︷        ︸
2ℓ−2
⊗ Mik ⊗ id ⊗ · · · ⊗ id︸        ︷︷        ︸
2N−2ℓ
(2.23)
and
M
ik
=
4∑
α=1
vik;α ·
(
wik;α
)t
(2.24)
for some explicitly computable vectors vik;α,wik;α which are normalised such that
||vik;α || = 1
2
and ||wik;α || ≤ Cw
∣∣∣∣ℵ
N
∣∣∣∣ (2.25)
for a constant Cw > 0 and any α ∈ [[ 1 ; 4 ]].
Lemma 2.2. Let ℓ = (ℓ1, . . . , ℓn). Then the operator Oℓ defined in (2.12) can be decomposed as
Oℓ =
∑
i, ĵℓ
∑
αℓ
x
(αℓ,ℓ)
i
·
(
y
(αℓ,ℓ)
i, ĵℓ
)t
. (2.26)
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Above, one sums over vectors
αℓ = (αℓ1 , . . . , αℓn
) ∈ [[ 1 ; 4 ]]n , (2.27)
and
i = (i1, . . . , iN) ∈ {1, 2}N , ĵℓn = ( j1, . . . , jℓ1−1, ĵℓ1 , jℓ1+1, . . . , ĵℓn , . . . , jN) ∈ {1, 2}N−n . (2.28)
Thêindicates the coordinates which are omitted. Furthermore, one has
x
(αℓ,ℓ)
i
= e
h
2T
εiN
N∏
s=1
,ℓ1,...,ℓn
{
e
(2s)
is
e
(2s−1)
is−1
}
·
n∏
r=1
v
(ℓr)
iℓr iℓr−1;αℓr
(2.29)
y
(αℓ,ℓ)
i,̂ jℓ
=
N∏
s=1
,ℓ1,...,ℓn
{
e
(2s)
js
e
(2s−1)
js
}
·
n∏
r=1
w
(ℓr)
iℓr iℓr−1;αℓr
. (2.30)
Note that, in the above expression for x
(αℓ,ℓ)
i
, we use periodic boundary conditions for the indices of i, viz. iN ≡ i0.
In (2.29), (2.30) v
(ℓ)
i j;α
, resp. w
(ℓ)
i j;α
, means that the vector vi j;α, resp. wi j;α, appears on the position reserved to
the spaces h2ℓ−1 ⊗ h2ℓ in the tensor product decomposition of the full vector.
Proof — Inserting the expressions for each operator and using the representation (2.20) for Ωℓ;m yields that
Oℓ =
∑
{
{i (r)s }ℓr+1−1s=ℓr
}n
r=0
∑
{
{ j (r)s }ℓr+1−1s=ℓr+1
}n
r=0
∑
{qt ,pt}n1
n∏
r=0
ℓr+1−1∏
s=ℓr+1
{
E
i
(r)
s j
(r)
s
2s
E
i
(r)
s−1 j
(r)
s
2s−1
}
·
n∏
t=1
M
qt pt
ℓt
× Ei
(n)
N
i
(n)
ℓn
0
E
qn pn
0
E
i
(n−1)
ℓn−1 i
(n−1)
ℓn−1
0
E
qn−1pn−1
0
· · · Eq1 p1
0
E
i
(0)
ℓ1−1i
(0)
0
0
e
h
2T
ε
i
(0)
0 . (2.31)
Here, we agree upon ℓ0 = 0 and ℓn+1 = N + 1. The last line can be simplified as
E
i
(n)
N
i
(n)
ℓn
0
E
qnpn
0
E
i
(n−1)
ℓn−1 i
(n−1)
ℓn−1
0
E
qn−1pn−1
0
· · · Eq1 p1
0
E
i
(0)
ℓ1−1i
(0)
0
0
= E
i
(n)
N
i
(0)
0
0
·
n∏
s=1
{
δ
i
(s)
ℓs
qs
}
·
n∏
s=1
{
δ
ps i
(s−1)
ℓs−1
}
. (2.32)
These Kronecker symbols allow one to compute the sums over the pt and qt indices. In order to have a more
compact expression it is useful to change the summation variables as
ia = i
(r)
a if ℓr ≤ a ≤ ℓr+1 − 1 with a ∈ [[ 0 ; N ]]
ja = j
(r)
a if ℓr ≤ a ≤ ℓr+1 − 1 with a ∈ [[ 1 ; N ]] \ {ℓ1, . . . , ℓn}
. (2.33)
Then, one has
Oℓ =
∑
{ia}Na=0
∑
{ ja}Na=1
a,ℓ1 ,...,ℓn
N∏
s=1
,ℓ1,...,ℓn
{
E
is js
2s
E
is−1 js
2s−1
}
·
n∏
r=1
{
M
iℓr iℓr−1
ℓr
}
· EiN i0
0
e
h
2T
εi0 . (2.34)
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At this stage, one may readily take the trace over the auxiliary space h0. Upon projecting out the dependence on
the id operator on h0, it remains to observe that
N∏
s=1
,ℓ1,...,ℓn
{
E
is js
2s
E
is−1 js
2s−1
}
·
n∏
r=1
{
M
iℓr iℓr−1
ℓr
}
=
∑
αℓ
N∏
s=1
,ℓ1,...,ℓn
{
e
(2s)
is
e
(2s−1)
is−1
}
·
n∏
r=1
v
(ℓr)
iℓr iℓr−1;αℓr
·
{ N∏
s=1
,ℓ1,...,ℓn
{
e
(2s)
js
e
(2s−1)
js
}
·
n∏
r=1
w
(ℓr)
iℓr iℓr−1;αℓr
}t
(2.35)
where αℓ is as introduced in (2.27). This entails the claim.
Given two vectors ℓ ∈ Nn, r ∈ Nm, introduce the sets
Sℓ =
{
ℓ1, . . . , ℓn
}
, Sr =
{
r1, . . . , rm
}
. (2.36)
Further define
Sℓ∩r = Sℓ ∩ Sr , Sℓ∪r = Sℓ ∪ Sr
Sc
ℓ
= Sℓ \ Sℓ∩r , Scr = Sr \ Sℓ∩r
. (2.37)
Lemma 2.3. Let
Sℓ∪r =
{
t1, . . . , tu
}
with 1 ≤ t1 < · · · < tu ≤ N . (2.38)
Then
Oℓ · Or =
∑
i,̂qr
∑
αℓ,βr
(
2 cosh
[ h
2T
])δn,0δm,0 · x(αℓ,ℓ)
i
·
{ ∑
{pta }ua=1
e
h
2T
εptu
∏
tk∈Sℓ∩r
(
witk itk−1;αtk , vptk ptk−1 ; βtk
)
×
∏
tk∈Scℓ
(
witk itk−1;αtk , eptk−1 ⊗ eptk
)
·
∏
tk∈Scr
(
u, vptk ptk−1 ; βtk
)}
·
(
y
(βr,r)
pt ,̂qr
)t
. (2.39)
Above, we use periodic boundary conditions on the indices of ta, viz. t0 = tu, we agree upon
u = e1 ⊗ e1 + e2 ⊗ e2 , (2.40)
and have set
pt =
(
ptu , . . . , ptu︸       ︷︷       ︸
t1−1
, pt1 , . . . , pt1︸       ︷︷       ︸
t2−t1
, . . . , ptu−1 , . . . , ptu−1︸           ︷︷           ︸
tu−tu−1
, ptu , . . . , ptu︸       ︷︷       ︸
N−tu+1
)
. (2.41)
Proof —
Obviously, one has
Oℓ · Or =
∑
i, ĵℓ
∑
αℓ
∑
p, q̂r
∑
βr
x
(αℓ,ℓ)
i
·
(
y
(αℓ,ℓ)
i, ĵℓ
, x
(βr,r)
p
)
·
(
y
(βr,r)
p,̂qr
)t
. (2.42)
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It further holds that
(
y
(αℓ,ℓ)
i, ĵℓ
, x
(βr,r)
p
)
= e
h
2T εpN
N∏
s=1
<Sℓ∪r
{
δ js ps−1δpsps−1
} ∏
k∈Sℓ∩r
(
wik ik−1;αk , vpkpk−1; βk
)
×
∏
k∈Sc
ℓ
(
wik ik−1;αk , epk−1 ⊗ epk
)
·
∏
s∈Scr
(
e js ⊗ e js , vps ps−1; βs
)
. (2.43)
The product over Kronecker symbols allows one to compute most of the sums over the pas and jas occurring in
(2.42). We first treat the case when Sℓ∪r , ∅. To start with, consider the product
N∏
s=1
<Sℓ∪r
δpsps−1 =
t1−1∏
s=1
δps ps−1 ·
u∏
v=2
tv−1∏
s=tv−1+1
δpsps−1 ·
N∏
s=tu+1
δpsps−1 . (2.44)
Thus, the above string of Kronecker deltas will set
ps = ptv for s ∈ [[ tv ; tv+1−1 ]] v = 1, . . . , u−1 and ps = ptu for s ∈ [[ 1 ; t1−1 ]]∪[[ tu ; N ]] . (2.45)
Note that the disjoint interval for the ptu variable comes from the boundary conditions p0 = pN on the indices of
p. Thus, the summation over p reduces to one over pt1 , . . . , ptu .
Recall that the indices ℓ1, · · · , ℓn are absent in ĵℓ. Thus,
N∏
s=1
<Sℓ∪r
δ js ps (2.46)
leaves free only the variables ja with a ∈ Scr. These variables only appear in the last scalar product in (2.43).
Hence, by linearity one can pull the summation over each such variable into the corresponding scalar product.
This yields the vectors u appearing in the last line of (2.39).
Finally, when Sℓ∪r = ∅, the summation over ĵℓ can be explicitly performed, while the summation over then
pas reduces to the summation over pN . Then, due to the presence of the weight factor e
h
2T
εpN in (2.43), one obtains
2 cosh
[
h/2T
]
.
One can straightforwardly generalise the above result to the computation of any product of Oℓ operators for
any choice of vectors ℓ.
Corollary 2.1. Let n1, . . . , nM ∈ N be given and consider, for every ns > 0, a vector ℓ(s) = (ℓ(s)1 , . . . , ℓ(s)ns ) with
components 1 ≤ ℓ(s)
1
< · · · < ℓ(s)ns ≤ N. Further, denote
Sℓ(k)∪ℓ(k+1) =
{
t1;k+1, . . . , tuk+1;k+1
}
. (2.47)
Then, upon denoting t0;k+1 = tuk+1;k+1, it holds that
Oℓ(1) . . . Oℓ(M) =
∑
{
{p(k)ta;k }
uk
a=1
}M
k=2
∑
α(k)
k:nk>0
∑
i,̂q
ℓ(M)
x
(α(1),ℓ(1))
i
·
(
y
(α(M),ℓ(M))
pt ,̂qℓ(M)
)t · (2 cosh [ h
2T
])δn1 ,0δnM ,0
×
M−1∏
s=1
{
e
h
2T
ε
p
(s+1)
tus+1;s+1 ·
(
2 cosh
[ h
2T
])δns ,0δns+1 ,0 · ∏
tk;s+1∈Sℓ(s)∩ℓ(s+1)
(
w
p
(s)
tk;s+1
p
(s)
tk−1;s+1 ;α
(s)
tk;s+1
, v
p
(s+1)
tk;s+1
p
(s+1)
tk−1;s+1 ;α
(s+1)
tk;s+1
)
×
∏
tk;s∈Sℓ(s) \Sℓ(s)∩ℓ(s+1)
(
w
p
(s)
tk;s
p
(s)
tk−1;s ;α
(s)
tk;s
, e
p
(s+1)
tk−1;s
⊗ e
p
(s+1)
tk;s
)
·
∏
tk;s+1∈Sℓ(s+1)\Sℓ(s)∩ℓ(s+1)
(
u, v
p
(s+1)
tk;s+1
p
(s+1)
tk−1;s+1 ;α
(s+1)
tk;s+1
)}
. (2.48)
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Here, one parameterises
α(k) =
(
α
(k)
t1;k
, . . . , α
(k)
tuk ;k
)
(2.49)
and agrees upon the convention
p
(1)
ta;k
= ita;k and pt =
(
p
(M)
tuM ,M
, . . . , p
(M)
tuM ,M︸               ︷︷               ︸
t1,M−1
, p
(M)
t1,M
, . . . , p
(M)
t1,M︸           ︷︷           ︸
t2,M−t1,M
, . . . , p
(M)
tuM−1,M
, . . . , p
(M)
tuM−1,M︸                   ︷︷                   ︸
tuM ,M−tuM−1,M
, p
(M)
tuM ,M
, . . . , p
(M)
tuM ,M︸               ︷︷               ︸
N−tuM ,M+1
)
. (2.50)
Likewise, one has
trhq
[
Oℓ(1) . . . Oℓ(M)
]
=
∑
{
{p(k)ta;k }
uk
a=1
}M
k=1
∑
α(k)
k:nk>0
M∏
s=1
(
2 cosh
[ h
2T
])δns,0δns+1 ,0
×
M∏
s=1
{
exp
{
h
2T
ε
p
(s+1)
tus+1;s+1
} ∏
tk;s+1∈Sℓ(s)∩ℓ(s+1)
(
w
p
(s)
tk;s+1
p
(s)
tk−1;s+1 ;α
(s)
tk;s+1
, v
p
(s+1)
tk;s+1
p
(s+1)
tk−1;s+1 ;α
(s+1)
tk;s+1
)
×
∏
tk;s∈Sℓ(s) \Sℓ(s)∩ℓ(s+1)
(
w
p
(s)
tk;s
p
(s)
tk−1;s ;α
(s)
tk;s
, e
p
(s+1)
tk−1;s
⊗ e
p
(s+1)
tk;s
)
·
∏
tk;s+1∈Sℓ(s+1)\Sℓ(s)∩ℓ(s+1)
(
u, v
p
(s+1)
tk;s+1
p
(s+1)
tk−1;s+1 ;α
(s+1)
tk;s+1
)}
. (2.51)
Proposition 2.2. There exists an N-independent constant C > 0 such that the spectral radius of the operator δtq
appearing in the decomposition of the quantum transfer matrix (2.10) is bounded as
rS
(
δtq
)
≤ C · |ℵ| . (2.52)
Furthermore, there exist constants C,C′ > 0 such that, for any n ∈ N,∣∣∣∣trhq[ωN;0 · (δtq)n]∣∣∣∣ ≤ C′ · (C · |ℵ|)n , (2.53)
where ωN;0 has been introduced in (2.11).
More generally, there exist constants C,C′ > 0 such that, for any ℓ1, . . . , ℓn ∈ N,∣∣∣∣trhq[ωN;0 · (δtq)ℓ1ωN;0 · · ·ωN;0 · (δtq)ℓn]∣∣∣∣ ≤ (C′)n · n∏
a=1
(
C · |ℵ|)ℓa . (2.54)
Proof —
It follows from the expansion (2.12) that
(
δtq
)M
=
N∑
{ns}Ms=1
ns=1
∑
{ℓ(s)}M
s=1
ℓ(s)∈L(ns)
N
Oℓ(1) . . . Oℓ(M) . (2.55)
The expression obtained for the products of operators Oℓ(1) . . .Oℓ(M) in Corollary 2.1, eqn. (2.48), leads to the bound∣∣∣∣∣∣∣∣∣Oℓ(1) . . . Oℓ(M) ∣∣∣∣∣∣∣∣∣ ≤ ∑{
{p(k)ta;k }
uk
a=1
}M
k=2
∑
α(k)
∑
i,̂q
ℓ(M)
∣∣∣∣∣∣x(α(1),ℓ(1))
i
∣∣∣∣∣∣ · ∣∣∣∣∣∣y(α(M),ℓ(M))
pt ,̂qℓ(M)
∣∣∣∣∣∣
×
M−1∏
s=1
{
exp
{
h
2T
ε
p
(s+1)
tus+1;s+1
}
·
∏
tk;s∈Sℓ(s)
∣∣∣∣∣∣w
p
(s)
tk;s
p
(s)
tk−1;s ;α
(s)
tk;s
∣∣∣∣∣∣ · ∏
tk;s+1∈Sℓ(s+1)
{
2
∣∣∣∣∣∣v
p
(s+1)
tk;s+1
p
(s+1)
tk−1;s+1 ;α
(s+1)
tk;s+1
∣∣∣∣∣∣} } . (2.56)
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Here we took into account that nk > 0 for any k and ||u|| = 2. Thus, upon recalling the estimates (2.25) on wi j;α,
vi j;α and the expression for the vectors x
(α,ℓ)
i
(2.29) and y
(α,ℓ)
p,̂qrm
(2.30), one obtains
∑
i
∣∣∣∣∣∣x(α(1),ℓ(1))
i
∣∣∣∣∣∣ ≤ 2N
2n1
· cosh
( h
2T
)
and
∑
q̂
ℓ(M)
∣∣∣∣∣∣y(α(M),ℓ(M))
pt ,̂qℓ(M)
∣∣∣∣∣∣ ≤ 2N
2nM
·
(
Cw |ℵ|
N
)nM
(2.57)
and thus
∣∣∣∣∣∣∣∣∣Oℓ(1) . . . Oℓ(M) ∣∣∣∣∣∣∣∣∣ ≤ M∏
k=1
{
4nk
} · 22N−nM−n1 · cosh ( h
2T
)
·
(
Cw |ℵ|
N
)nM
·
M−1∏
s=1
{
2us cosh
( h
2T
)
·
(
Cw|ℵ|
N
)ns}
. (2.58)
Since uk ≤ nk + nk+1, this eventually leads to
∣∣∣∣∣∣∣∣∣Oℓ(1) . . . Oℓ(M) ∣∣∣∣∣∣∣∣∣ ≤ 22N · [ cosh ( h2T
)]M × M∏
s=1
{
16 · Cw|ℵ|
N
}ns
. (2.59)
Inserting the latter bound into the series and using that
∑
1≤ℓ1<···<ℓn≤N
1 ≤ 1
n!
N∑
ℓ1,...,ℓn=1
1 =
Nn
n!
(2.60)
implies the estimate
∣∣∣∣∣∣∣∣∣ (δtq)M ∣∣∣∣∣∣∣∣∣ ≤ 22N · [ cosh ( h
2T
)]M N∑
{ns}Ms=1
ns=1
M∏
s=1
{
16 · Cw|ℵ|
}ns
ns!
≤ 22N
{
cosh
( h
2T
)(
e|ℵ|C˜ − 1
)}M
, (2.61)
for some N-independent C˜ > 0. Hence
rS
(
δtq
)
= lim sup
M→+∞
{∣∣∣∣∣∣∣∣∣(δtq)M ∣∣∣∣∣∣∣∣∣ 1M } ≤ cosh ( h
2T
)(
e|ℵ|C˜ − 1
)
. (2.62)
This readily entails the bound (2.52).
The second bound (2.53) is obtained in an analogous way upon using the representation (2.51) and specialising
the dimension n1 associated with the vector ℓ
(1) to zero. The same strategy yields (2.54) as well.
3 Existence of a dominant Eigenvalue and commutativity of limits
3.1 Bound on the dominant and subdominant Eigenvalues
Since the quantum transfer matrix tq has real-valued entries, its characteristic polynomial has real coefficients
which entails that the Eigenvalues of the quantum transfer matrix tq are either real or appear in complex conjugate
pairs.
Proposition 3.1. The largest modulus Eigenvalue Λ̂max of the quantum transfer matrix tq is non-degenerate, real
and satisfies the estimate
Λ̂max = 2 + O
(
T−1
)
, (3.1)
this uniformly in N. All the other Eigenvalues Λ̂a, a = 1, . . . , 2
2N − 1 repeated according to their multiplicities,
satisfy
Λ̂a = O
(
T−1
)
uni f ormly in N . (3.2)
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Proof —
Proposition 2.2 ensures that the operator δtq appearing in tq = ωN;0 + δtq has its spectral radius such that
rS
(
δtq
)
= O
(
T−1
)
, uniformly in N . (3.3)
Then, λ − δtq is invertible for any λ < σ(δtq), the spectrum of δtq. Thus, for such λs, it holds that
det
[
λ − tq
]
= det
[
λ − δtq
]
· det
[
id −
(
λ − δtq
)−1
ωN;0
]
= det
[
λ − δtq
]
·
{
1 − (w, [λ − δtq]−1v)} , (3.4)
where we used the explicit expression for ωN;0 given in Lemma 2.1. The estimates obtained in Proposition 2.2,
(2.53), can be recast as∣∣∣∣(w, (δtq)nv)∣∣∣∣ ≤ (C
T
)n
(3.5)
for some N-independent constant C > 0. Thus, the series
S(λ) = 1
λ
∑
n≥0
(
w,
(
λ−1δtq
)n
v
)
(3.6)
converges uniformly on the set{
λ ∈ C : |λ| > C(1 + ǫ)T−1
}
, this for any ǫ > 0 . (3.7)
Furthermore, since the series
1
λ
∑
n≥0
(
δtq
λ
)n
(3.8)
converges in the operator norm to
[
λ − δtq
]−1
on the set{
λ ∈ C : |λ| > |||δtq|||
}
, one has that S(λ) = (w, [λ − δtq]−1v) (3.9)
on this set. Thus, since λ 7→ [λ − δtq]−1 is analytic on C \ σ(δtq), by uniqueness of the analytic continuation, it
holds that
S(λ) = (w, [λ − δtq]−1v) for any |λ| > C · (1 + ǫ) · T−1 . (3.10)
The bound (3.5) also entails that
S(λ) = 1
λ
·
=2 cosh( h
2T
)︷︸︸︷(
w, v
)
+ O
( 1
Tλ2
)
(3.11)
with a differentiable remainder.
Let S0(λ) = 2/λ. Then, using (3.11), it is easy to see that for some C > 0 large enough∣∣∣∣S(λ) − S0(λ)∣∣∣∣ < ∣∣∣∣1 − S0(λ)∣∣∣∣ for λ ∈ ∂D2,C
T
. (3.12)
Since 1 − S0(λ) admits a unique zero in D2,C
T
at λ = 2 and since 1 − S0(λ) does not vanish on ∂D2,C
T
, it follows
by the Rouché theorem that 1 − S(λ) admits a unique zero in D2,C
T
. An analogous reasoning based on (3.5) and
applied to the domain C \
{
D2,C
T
∪ D
0,C
′
T
}
with C′ > 0 large enough implies that 1 − S has no zeroes in this
domain. Thus, since the zeroes of λ 7→ det
[
λ − δtq
]
belong to the spectrum σ
(
δtq
)
of the operator δtq and since
σ
(
δtq
) ⊂ D
0,C
′′
T
for some C′′, it follows that the characteristic polynomial det
[
λ − tq
]
has a non-degenerate zero
in the disk D2,C
T
and all its other zeroes are contained in the disk D
0, C˜
T
with constants C, C˜ being N-independent.
This entails the claim.
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3.2 Commutativity of the limits
In this subsection, we establish a theorem allowing one to exchange the Trotter and the thermodynamic limits
when computing the free energy. One of the ingredients of the proof is the lemma below which was established
by M. Suzuki in [33].
Lemma 3.1. Suzuki [33]
Let aN,L be a sequence in C such that
• for any L ∈ N, limN→+∞ aN,L = αL;
• limL→+∞ αL = α;
• limL→+∞ aN,L = zN , with a convergence holding uniformly in N.
Then, limN→+∞ zN exists and equals α.
Theorem 3.2. There exists T0 > 0 such that, for any T ≥ T0,
lim
L→+∞
lim
N→+∞
1
L
ln trhq
[
t
L
q
]
= lim
N→+∞
lim
L→+∞
1
L
ln trhq
[
t
L
q
]
. (3.13)
Proof —
The aim is to apply Lemma (3.1) to the sequence
τN,L =
1
L
ln trhq
[
t
L
q
]
. (3.14)
The equality
lim
N→+∞
τN,L =
1
L
ln trhXXZ
[
e−
1
T
H
]
(3.15)
holds from the very way the quantum transfer matrix is built. Indeed, one can show through elementary algebra
based on the quantum inverse scattering method (see [18] for details) that
trhq
[
t
L
q
]
= trhXXZ
[
e−
1
T
H+AN
]
(3.16)
where |||AN ||| = O(N−1), but with an estimate that is non-uniform in the volume L.
As discussed in the introduction, the existence of the limit
−T lim
L→+∞
1
L
ln trhXXZ
[
e−
1
T
H
]
(3.17)
defining the per-site free energy f follows from standard considerations in rigorous statistical mechanics, see [28].
Hence, it remains to establish the existence of the limit limL→+∞ τN,L and its uniformness in N.
Following the notations and conclusions of Proposition 3.1, one has for T large enough that
trhq
[
t
L
q
]
= Λ̂
L
max +
22N−1∑
a=1
Λ̂
L
a . (3.18)
Thus, it is clear that
lim
L→+∞
τN,L = ln
[
Λ̂max
]
. (3.19)
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In order to establish the uniformness in N of this convergence, one should provide sharp bounds on the sum over
the sub-dominant Eigenvalues.
Let P denote the projector on the subspace of hq given as the direct sum of the Eigenspaces of tq associated
with the subdominant Eigenvalues. Then, it holds that
trhq
[(
PtqP
)L]
=
22N−1∑
a=1
Λ̂
L
a . (3.20)
By using that P2 = P and the cyclicity of the trace, one obtains
trhq
[(
PtqP
)L]
= trhq
[(
Ptq
)L]
. (3.21)
The projector P can be computed in an explicit form. Namely, standard considerations of functional calculus
on the spectrum of an operator and Proposition 3.1 ensure that, for T large enough, it holds that
P =
∮
∂D0,1
dλ
2iπ
1
λ − tq
. (3.22)
Recall that tq = ωN;0 + δtq with rS (δtq) = O(T
−1) as established in Proposition 2.2. The latter ensures that the
operator λ − δtq is invertible for any λ ∈ ∂D0,1, hence leading to the representation
1
λ − tq
=
1
λ − δtq
· 1
id − [λ − δtq]−1 · ωN;0 . (3.23)
Furthermore,[
λ − δtq]−1 · ωN;0 = u · wt , with u = [λ − δtq]−1 · v , (3.24)
and by virtue of (3.10)-(3.11), one has (w, u) = 2 · λ−1 +O(T−1) uniformly in λ ∈ ∂D0,1 and in N. Then, it is easy
to check that
1
id − [λ − δtq]−1 ·ωN;0 = id +
1
1 − S(λ)
[
λ − δtq]−1 · ωN;0 (3.25)
with S as defined in (3.10). This yields
P =
∮
∂D0,1
dλ
2iπ
1
λ − δtq ·
{
id +
1
1 − S(λ)
[
λ − δtq
]−1 ·ωN;0
}
. (3.26)
It is established in the proof of Proposition 3.1 that 1 − S admits a unique zero in C \ D0,1 which corresponds to
Λ̂max. Thence, by taking the integral (3.26) by the residues lying outside of D0,1, one obtains
P = id +
[
Λ̂max − δtq]−2 · ωN;0
S′(Λ̂max)
. (3.27)
Finally, one has the decomposition
Ptq = T0 + δT with
{
T0 = P · ωN;0
δT = P · δtq , (3.28)
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which entails the expansion
trhq
[(
PtqP
)L]
=
L∑
n=0
∑
ℓ∈L(n)
L
trhq
[
T
ℓ1−1
0
· δT · Tℓ2−ℓ1−1
0
· δT · · · Tℓn−ℓn−1−1
0
· δT · TL−ℓn
0
]
. (3.29)
Here ℓ = (ℓ1, . . . , ℓn) and L(n)L is as introduced in (2.9).
In order to provide estimates for the summand, it is convenient to first recast T0. By using that S(Λ̂max) = 1,
one obtains that
−S′(Λ̂max) = 1
Λ̂max
· (1 + sT ) with sT = 1
Λ̂max
∑
n≥1
n
(
w,
[
δ˜tq
]n
v
)
and δ˜tq =
δtq
Λ̂max
. (3.30)
The estimates (2.53) and (3.1) entail that sT = O(T
−1) uniformly in N. Furthermore, one has the rewriting
2 cosh
(
h
2T
)
· (1 + sT )−1 = Λ̂max (1 + wT ) (3.31)
where wT = O
(
T−1
)
owing to (3.1). This yields
T0 =
{
id − [id − δ˜tq]−2(1 + wT )
}
· ωN;0 = −
{
wT + δ˜tq ·
2 − δ˜tq[
id − δ˜tq]2 · (1 + wT )
}
· ωN;0 . (3.32)
This representation for T0 is already enough so as to bound the summands in (3.29). Since the operator
products appear under the trace, as in the proof of Proposition 3.1, one justifies that it is licit to expand all
expressions of the form
[
id − δ˜tq
]−k
for some k ∈ N into power series in δ˜tq and to commute the trace with the
summation symbols. Upon expanding each such factor, writing up the issuing sums, and then, in the very end,
applying the bounds based on (2.54) followed by various resummations of the resulting sums, one easily concludes
that bounding the trace
trhq
[
T
ℓ1−1
0
· δT · Tℓ2−ℓ1−1
0
· δT · · · Tℓn−ℓn−1−1
0
· δT · TL−ℓn
0
]
(3.33)
amounts to dropping the trace symbol and replacing each appearance of the operator ωN;0 in the product contained
under the trace or by a constant C1 > 0, each appearance of wT or sT by C2/T with a constant C2 > 0, and each
appearance of δ˜tq or δtq by C3/T with a constant C3 > 0, viz.∣∣∣∣∣trhq[Tℓ1−10 ·δT·Tℓ2−ℓ1−10 ·δT · · · Tℓn−ℓn−1−10 ·δT·TL−ℓn0 ]
∣∣∣∣∣ ≤ Zℓ1−10 ·δZ·Zℓ2−ℓ1−10 ·δZ · · · Zℓn−ℓn−1−10 ·δZ·ZL−ℓn0 (3.34)
where
Z0 = C1
{
C2
T
+
C3
T
2 +
C3
T[
1 − C3
T
]2 · (1 + C2T )
}
and δZ =
{
1 + C1
|Λ̂max|−1
(1 − C2
T
) · [1 − C3
T
]2
}
· C3
T
. (3.35)
This immediately yields, for some C,C′ > 0, the estimate∣∣∣∣∣trhq[Tℓ1−10 · δT · Tℓ2−ℓ1−10 · δT · · · Tℓn−ℓn−1−10 · δT · TL−ℓn0 ]
∣∣∣∣∣ ≤ (C′)L−n(CT
)L
. (3.36)
Thus, one obtains
∣∣∣∣trhq[(PtqP)L]∣∣∣∣ ≤ +∞∑
n=0
Ln
n!
· [C′]L−n · (C
T
)L
=
(
CC′e
1
C′
T
)L
. (3.37)
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This bound allows one to obtain the estimate
∣∣∣∣τN,L − Λ̂max∣∣∣∣ = 1
L
∣∣∣∣ ln [1 + ( Λ̂max)−L · 2
2N−1∑
a=1
Λ̂
L
a
]∣∣∣∣ ≤ 1
L
(
C′′
T
)L
(3.38)
for some N-independent constant C′′ > 0, hence ensuring a uniform in N convergence in (3.19). One is then able
to conclude by virtue of Lemma 3.1.
4 The non-linear integral equation based description of the spectrum
4.1 Preliminary discussion
The main advantage of rewriting the partition function as the Trotter limit involving the quantum transfer matrix
(1.8) is that one may construct the Eigenvectors of tq through the Bethe Ansatz [2, 15]. We stress that it has not
been established whether the Bethe Ansatz provides one with a complete set of Eigenstates or not, although one
may explicitly check that it is so when ∆ = 0. The question of the completeness of the Bethe Ansatz is however
not so relevant in that the computation of f only demands to be able to construct the largest Eigenvalue by means
of the Bethe Ansatz. Further information, such as the finite temperature correlation lengths, can also be accessed
at least for the sub-dominant Eigenvalues which can be constructed by the Bethe Ansatz.
Consider M complex numbers λ1, . . . , λM ∈ C, distinct or not. If some of these numbers coincide, the total
amount of these that is equal to a given complex number z is called their multiplicity and denoted kz. One then
defines the set
{λa}M1 =
{
(λ, kλ) : λ ∈ {λ1, . . . , λM}
}
. (4.1)
In the Bethe Ansatz approach, one looks for Eigenstates of tq in the form of combinatorial sums parametrised
in terms of M complex numbers λ1, . . . , λM,
Ψ
(
{λa}Ma=1
)
. (4.2)
In order for Ψ
(
{λa}Ma=1
)
to give rise to an Eigenstate of the quantum transfer matrix tq, the roots λ1, . . . , λM should
be admissible, namely satisfy
• λa , λb ± iζ mod iπZ for any a, b,
• λa < { ± ℵ/N,±ℵ/N ± iζ} for any a,
and, for any a = 1, . . . ,M, solve the set of Bethe Ansatz equations:
e
− h
T (−1)s ∂
p
∂ξp
{ M∏
k=1
{
sinh(iζ − ξ + λk)
sinh(iζ + ξ − λk)
}
·
{
sinh(ξ − ℵ/N) sinh(iζ + ξ + ℵ/N)
sinh(ξ + ℵ/N) sinh(iζ − ξ + ℵ/N)
}N}
|ξ=λa
= −δp,0 , p = 0, . . . , kλa−1
(4.3)
where kλa is the multiplicity of λa and one adds the subsidiary condition that the derivative does not vanish for
p = kλa . Further, ℵ corresponds to a reparametrisation of the temperature:
ℵ = −iJ sin(ζ)
T
(4.4)
20
and s = N − M is called the spin. Note that, if λ1, . . . , λM are all pairwise distinct and admissible, the system of
Bethe Ansatz equations reduces to the usually encountered form
e−
h
T (−1)s
M∏
k=1
{
sinh(iζ − λa + λk)
sinh(iζ + λa − λk)
}
·
{
sinh(λa − ℵ/N) sinh(iζ + λa + ℵ/N)
sinh(λa + ℵ/N) sinh(iζ − λa + ℵ/N)
}N
= −1 , a = 1, . . . ,M . (4.5)
When all of the above conditions are fulfilled, the vector (4.2) is associated with the Eigenvalue
τ
(
ξ | {λk}M1
)
= (−1)Ne h2T
M∏
k=1
{
sinh(ξ − λk + iζ)
sinh(ξ − λk)
}
·
(
sinh(ξ + ℵ/N) sinh(ξ − ℵ/N − iζ)
sinh2(−iζ)
)N
+ (−1)Ne− h2T
M∏
k=1
{
sinh(ξ − λk − iζ)
sinh(ξ − λk)
}
·
(
sinh(ξ + ℵ/N + iζ) sinh(ξ − ℵ/N)
sinh2(−iζ)
)N
(4.6)
of the trace of the quantum monodromy matrix trh0
[
Tq;0(ξ)
]
. See, e.g. [21], for more details.
The system of Bethe Ansatz equation is highly non-trivial to solve, with the exception of the case ζ = π/2,
viz. ∆ = 0, where the equations decouple and can thus be solved explicitly. Furthermore, it appears hopeless
to take directly the infinite Trotter number limit on the level of the Bethe equations (4.3). An alternative has
been proposed in the literature [5, 21]. The idea consists in putting the problem of finding solutions to (4.3) in
correspondence with the one of solving certain non-linear integral equations. The non-linear integral equations
appear easier to deal with, be it with respect to a numerical calculation of the spectrum or relatively to various
formal manipulations thereof, for instance the calculation of the infinite Trotter number limit.
In the following, we will make use of the notations
Sα =
{
z ∈ C :
∣∣∣ℑ(z)∣∣∣ < α} and ζm = min{ζ, π − ζ} . (4.7)
Also, in order to state the non-linear integral equation based characterisation, it is convenient to introduce
θ(λ) =

i ln
(
sinh(iζ + λ)
sinh(iζ − λ)
)
for |ℑ(λ)| < ζm
−πsgn(π − 2ζ) + i ln (sinh(iζ + λ)
sinh(λ − iζ)
)
for ζm < |ℑ(λ)| < π/2
(4.8)
where "ln" corresponds to the principal branch of the logarithm. The above definition makes θ an iπ-periodic
holomorphic function on C \
{
R
+ ± iζm + iπZ
}
with cuts on R+ ± iζm + iπZ. In the following, θ+(z) will stand
for the + boundary value of θ, viz. the limit θ+(z) = limǫ→0+ θ(z + iǫ). This regularisation is only needed if
z ∈
{
R
+ ± iζm + iπZ
}
.
Further, we introduce
K(ξ) =
1
2π
θ′(ξ) =
sgn(π − 2ζ)
2iπ
{
coth(ξ − iζm) − coth(ξ + iζm)
}
. (4.9)
Finally, a set M will be called admissible if, for any x, x′ ∈ M it holds x , x′ ± iζ mod iπZ and if ±ℵ/N and
±ℵ/N ± iζ do not belong toM, mod iπZ.
Proposition 4.1. Let the set {λa}Ma=1 be built up form an admissible solution to the Bethe Ansatz equations (4.3).
Then, there exists a bounded domain D ⊂ Sζm/2 containing −ℵ/N, such that {λa}Ma=1 allows one to construct a
solution
(
Â, X̂, Ŷ) to the below non-linear problem.
Find
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• Â piecewise continuous on ∂D;
• a set X̂ = {x̂a}|̂X|1 with x̂a ∈ D \
{ ℵ
N
,− ℵ
N
}
, for a = 1, . . . , |̂X|;
• a set Ŷ = {̂ya}|Ŷ|1 with ŷa ∈ Sπ/2 \ D for a = 1, . . . , |Ŷ|, and
{̂
y1, . . . , ŷ|Ŷ|
}
being an admissible set;
such that
• eÂ extends to a meromorphic, iπ-periodic function on C whose only poles inD build up exactly the set
Ŷsg =
{
(y − i sgn(π − 2ζ) · ζm, ky) : (y, ky) ∈ Ŷ and y − i sgn(π − 2ζ) · ζm ∈ D} , (4.10)
the order of the pole at y being given by the multiplicity ky of (y, ky) ∈ Ŷ;
• 1 + eÂ does not vanish on ∂D;
• for any (x, kx) ∈ X̂, resp. (y, py) ∈ Ŷ:
∂r
ξ
{
eÂ(ξ)
}
|ξ=x = −δr,0 f or any x ∈ X̂, r = 0, . . . , kx − 1
∂r
ξ
{
eÂ(ξ)
}
|ξ=y = −δr,0 f or any x ∈ Ŷ, r = 0, . . . , py − 1
(4.11)
and the derivatives do not vanish for r = kx, resp. r = py;
• Â is subject to the monodromy constraint
∮
∂D
Â ′(u)
1 + e−Â(u)
· du
2iπ
= −s − |Ŷ| − |Ŷsg| + |̂X| . (4.12)
for some s ∈ Z;
• Â solves the non-linear integral equation
Â(ξ) = − h
T
+ wN(ξ) − iπs + i
∑
y∈Ŷκ
θ+(ξ − y) +
∮
∂D
K(ξ − u) · Ln
[
1 + eÂ
]
(u) · du (4.13)
with ξ ∈ Sζm/2 and where, for v ∈ ∂D, one has
Ln
[
1 + eÂ
]
(v) =
v∫
κ
Â ′(u)
1 + e−Â(u)
· du + ln
[
1 + eÂ(κ)
]
. (4.14)
Here κ is some point on ∂D and the integral is taken, in the positive direction along ∂D, from κ to v. The
function ” ln ” appearing above corresponds to the principal branch of the logarithm extended to R− with
the convention arg(z) ∈ [−π ; π[.
Finally, we have set
wN(ξ) = N ln
(
sinh(ξ − ℵ/N) sinh(ξ + ℵ/N − iζ)
sinh(ξ + ℵ/N) sinh(ξ − ℵ/N − iζ)
)
. (4.15)
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The sets appearing in the non-linear integral equation (4.13) are defined as
Ŷκ = Ŷ ⊖ {κ}⊕(s+|Ŷ|) with Ŷ = Ŷ ⊕ Ŷsg ⊖ X̂ , (4.16)
where we employed the conventions introduced in (1.24) and above (1.26). Finally, (4.13) also builds on the
summation convention introduced in (1.25)-(1.26).
Conversely, any solution to the above non-linear problem gives rise to an admissible solution of the Bethe
Ansatz equations (4.3).
The above proposition was first formulated and argued in [5] and subsequently developed in many works.
Since the construction plays an important role in our analysis, we reproduce the proof for the reader’s convenience.
Note also that Ln[1 + eÂ ] introduced above is well-defined since 1 + eÂ does not vanish on ∂D. Furthermore,
the definition of Ln implies that
eLn
[
1+eÂ
]
(v)
= 1 + eÂ(v) (4.17)
meaning that it provides one with a determination for the logarithm of 1 + eÂ.
Proof —
Given a distribution of roots {λa}M1 solving the Bethe equations (4.3), one introduces an auxiliary function â
by the formula
â
(
ξ
)
= e−
h
T (−1)s
M∏
k=1
{
sinh(iζ − ξ + λk)
sinh(iζ + ξ − λk)
}
·
{
sinh(ξ − ℵ/N) sinh(iζ + ξ + ℵ/N)
sinh(ξ + ℵ/N) sinh(iζ − ξ + ℵ/N)
}N
. (4.18)
Obviously, by definition of the Bethe roots, it holds that
(
∂
p
ξ
â
)(
λa
)
= −δp,0 for a = 1, . . . ,M and p = 0, . . . , kλa −1
where kλa is the multiplicity of the root λa, while
(
∂
kλa
ξ
â
)(
λa
)
, 0. Since
• the total order of â ’s poles in a fundamental strip of width π is M + 2N,
• limℜ(λ)→±∞ a(λ) = e−
h
T
+2iζ(N−M),
the function 1 + â admits 2N more zeroes, counted with multiplicities, in a strip of width π.
One then picks a domain D ⊂ Sζm/2 such that
• the N-fold pole at −ℵ/N of â is contained inD;
• 1 + â does not vanish on ∂D and also, has no poles on this boundary;
• D is bounded.
A domainD being chosen, the auxiliary function â associated with the Bethe roots {λa}M1 will be such that 1+ â
might have zeroes in D. Some of these zeroes correspond to the subset of {λa}M1 contained in D, but there may
be other zeroes not corresponding to Bethe roots. These will form the set X̂. Namely, one denotes x̂1, . . . , x̂|̂X| the
zeroes of 1 + â inD which do not belong to the set {λa}M1 and which are repeated according to their multiplicities.
One defines
X̂ = {x̂a}|̂X|1 =
{
(z, kz) : z ∈ D with z , λ1, . . . , λM and z is a zero of 1 + â of order kz
}
. (4.19)
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The roots λa which are not contained in D are denoted as ŷ1, . . . , ŷ|Ŷ| and repeated according to their multi-
plicity. They are gathered in the set
Ŷ = { ŷa}|Ŷ|1 =
{
(z, kz) ∈ {λa}M1 : z < D mod iπZ
}
. (4.20)
Since the Bethe roots are admissible, so is the set
{̂
y1, . . . , ŷ|Ŷ|
}
. One further defines the set Ŷsg as in (4.10).
Then the poles of â inD are located at y, with (y, ky) ∈ Ŷsg. The order of the pole if then given by the multiplicity
ky of y.
The crucial observation of [5] is that one may express a logarithm Â of â, viz. a function Â satisfying to the
relation
â = exp
{
Â
}
, (4.21)
by means of a direct calculation of residues. Indeed, observe that for any |ℑ(ξ)| ≤ ζm/2, the map u 7→ θ(ξ − u) is
holomorphic on D due toD ⊂ Sζm/2 what ensures that the function’s cuts are located away from that domain. By
definition of the sets X̂, Ŷ, and Ŷsg, this then yields
Â(ξ) = − h
T
+ wN(ξ) − iπs + i
∑
y∈Ŷ
θ+(ξ − y) + i
∮
∂D
θ(ξ − u) â
′(u)
1 + â (u)
· du
2iπ
. (4.22)
Here, the summation set Ŷ is as defined in (4.16). Finally, if for some (y, ky) ∈ Ŷ, ξ − y lies on a cut of θ, then the
formula should be understood in the sense of +boundary values†.
Upon using that Â is a logarithm for â, one may recast (4.22) into a non-linear integral equation for Â
Â(ξ) = − h
T
+ wN(ξ) − iπs + i
∑
y∈Ŷ
θ(ξ − y) + i
∮
∂D
θ(ξ − u) Â
′(u)
1 + e−Â(u)
· du
2iπ
. (4.23)
It remains to recast (4.23) into its equivalent form given by (4.13). To achieve this, one should first establish the
monodromy condition∮
∂D
Â ′(u)
1 + e−Â(u)
· du
2iπ
= M − N − |Ŷ| − |Ŷsg| + |̂X| (4.24)
which is a simple consequence of a residue calculation. Then, an integration by parts yields∮
∂D
θ(ξ − u) · Â
′(u)
1 + e−Â(u)
· du
2π
=
∮
∂D
K(ξ − u)Ln
[
1 + eÂ
]
(u) · du − i
(
s + |Ŷ|
)
θ(ξ − κ) . (4.25)
This concludes the proof of the first part of the statement.
It remains to prove the second part of the statement, namely that a solution to the non-linear problem gives
rise to an admissible solution to the Bethe Ansatz equations. Thus, assume that one is given a solution
(
Â, X̂, Ŷ)
to the non-linear problem.
† While we make the choice of such a prescription, it is not so relevant in that the choice of any boundary value would still lead to the
same definition of â.
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The very form of the non-linear integral equation satisfied by Â, ensures that â(ξ) = eÂ(ξ) is a meromorphic
function on D that extends to a meromorphic, iπ-periodic function on C by the formula
â(ξ) = (−1)s ·
∏
ǫ=±
[
1 + eÂ(ξ−ǫiζm)
]ǫsgn(π−2ζ)1D(ξ−ǫiζm) · ∏
y∈Ŷκ
{
sinh(iζ + y − ξ)
sinh(iζ + ξ − y)
}
(
sinh(ξ − ℵ/N) sinh(ξ + ℵ/N − iζ)
sinh(ξ + ℵ/N) sinh(ξ − ℵ/N − iζ)
)N
· exp
{
− h
T
+
∮
∂D
K(ξ − u) · Ln
[
1 + eÂ
]
(u) · du
}
. (4.26)
Here, 1A stands for the indicator function of the set A. In particular, 1 + â has no poles or zeroes on ∂D and the
only singularities of â in D consist of an Nth order pole at −ℵ/N and poles at y modulo iπZ, with (y, ky) ∈ Ŷsg,
whose order corresponds to the multiplicity ky of y. Being meromorphic on D, 1 + â admits a finite number NZ
of zeroes on D, which are repeated according to their multiplicities µ1, . . . , µNZ . Then, by construction, one has
X̂ ⊂ {µa}NZ1 .
Integrating by parts the contour integral in (4.13) with the help of the monodromy condition and, then taking
the resulting integral by residues, ensures that, for ξ ∈ D, it holds
Â(ξ) = − h
T
+ wN(ξ) − iπs + i
∑
y∈Ŷ
θ+(ξ − y) − iNθ
(
ξ + ℵ
N
)
− i
∑
y∈Ŷsg
θ(ξ − y) + i
NZ∑
a=1
θ(ξ − µa) . (4.27)
The set {µa}NZ1 ⊕ Ŷ ⊖ X̂ unambiguously defines the set {λa}M1 built up from M complex numbers λ1, . . . , λM . The
cardinality M of this set can be related to the parameter s by taking explicitly the monodromy condition, leading
to the constraint s = N − M. Then, the above ensures that â is expressed in terms of λ1, . . . , λM exactly as given
in (4.18). Furthermore, it holds that (∂
p
ξ
â )(λa) = −δp,0 for a = 1, . . . ,M and p = 0, . . . , kλa − 1, where kλa is the
multiplicity of the root λa and that (∂
kλa
ξ
â )(λa) , 0. Thus, the λa’s satisfy the system of Bethe Ansatz equations.
It remains to establish that the roots λ1, . . . , λM so constructed are admissible. Since {µa}NZ1 ⊂ D ⊂ Sζm/2, the
roots µa are mutually admissible. Also, by the properties of solutions to the non-linear problem, so are the roots
Ŷ. Thus, the only possibility for {λa}M1 to be a non-admissible solution set is that there exists a root µa such that
µa = y ± iζm. Since the set Ŷsg gathers the poles of â inside of D, which obviously cannot give rise to zeroes of
1 + â, the only possible solution is that µa = λb + isgn(π − 2ζ)ζm, for some (λb, kλb ) ∈ Ŷ. However, one has that
â
(
λb + isgn(π − 2ζ)ζm + ǫ
)
=
(−1)se− hT sinh(−ǫ)
sinh
[
2iζ + ǫ
] · M∏
k=1
,b
{
sinh(λk − λb − ǫ)
sinh(2iζ + λb − λk + ǫ)
}
×
(
sinh(λb − ℵ/N + iζ + ǫ) sinh(2iζ + λb + ℵ/N + ǫ)
sinh(λb + ℵ/N + iζ + ǫ) sinh(−λb + ℵ/N − ǫ)
)N
. (4.28)
In order for the ǫ → 0 limit not to give zero, one needs the sinh(ǫ) prefactor to be compensated by some ǫ−1
singularity which would stem from the remaining factors. By definition of Ŷ being admissible, the last term
cannot blow up in the ǫ → 0 limit. Hence, the only possibility is that 2iζ + λb − λk = 0 for some k. This however
means that µa = λk − isgn(π − 2ζ)ζm, what is a contradiction to the previous argument.
It turns out that the knowledge of the Â function allows one to compute all the quantities of interest in the
model. For instance, one may recast the Eigenvalue of the transfer matrix associated with a distribution of roots
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{λa}Ma=1 in terms of the associated function Â as
τ
(
0 | {λa}Ma=1
)
=
∏
y∈Ŷκ
{
sinh(y − iζ)
sinh(y)
}
·
(
sinh(ℵ/N + iζ)
sinh(iζ)
)2N
× exp
{
h
2T
−
∮
∂D
sin(ζ)Ln[1 + eÂ ](u)
sinh(u − iζ) sinh(u) ·
du
2π
}
. (4.29)
See e.g. [5] for the details of the algebraic manipulations. Also, in (4.29), we employed the convention for
products which was introduced in (1.25). Finally, by changing the integration point from κ to κ′ in the definition
of ln
[
1 + eÂ
]
one may readily check that (4.29) does not depend on the choice of κ, as it should be.
It is clear from the proof that for a given set of admissible Bethe roots {λa}M1 , there is a very large choice of
domainsD and that different choices of domainsDmay lead to very different sets X̂ and Ŷ. Thus, apparently very
different non-linear integral equations may lead to exactly the same solution to the Bethe Ansatz equations. Thus,
in order to hope finding all distinct solutions to the original problem of solving Bethe equations, a reasonable
strategy seems to fix, once and for all, the domain D and to look for different solutions giving rise to distinct sets
X̂ and Ŷ. Such a construction is also dictated by the physical content of the non-linear integral equation.
As shown earlier on in Proposition 3.1, tq admits a non-degenerate dominant Eigenvalues Λ̂max: all the other
Eigenvalues are smaller in modulus. It was argued in the literature [5,6,18,21] and this property will be established
rigorously in the following, that this dominant Eigenvalue is described by a solution set {λ(max)a }N1 to the Bethe
equations containing exactly N distinct admissible Bethe roots, λ
(max)
1
, . . . , λ
(max)
N
.
Let âmax stand for the auxiliary function associated with this distribution of roots. One then considers a domain
D along with its canonically oriented boundary ∂D such that
• {λ(max)a }M1 ⊂ D ;
• no other zero of 1 + âmax, viz. one that would not be a Bethe root, is contained in D;
• the N-fold pole at −ℵ/N is contained in D;
• no other pole of âmax, is contained in D.
Note that there is still a rather large freedom of choice of the domainD, although for practical purposes, some may
turn out to be more suited than others. Traditionally, owing to its important physical interpretation, this domain D
is then used to study the non-linear problem involving non-empty sets X̂ and Ŷ for which the associated solution,
if existing, will give rise to some Eigenvalue of the quantum transfer matrix differing from the dominant one.
The domain D so chosen for the dominant state’s Bethe roots could, in principle, be located outside of Sζm/2.
However, as will be shown in a later stage of this work, for temperature high enough, it is not so and, in fact, D
can be taken as a small disc centred at the origin.
The domainD associated with the dominant Eigenvalue’s Bethe roots being fixed, the sets X̂ and Ŷ subordinate
to it are usually called the hole set -for X̂- and the particle set -for Ŷ-.
4.2 The formal infinite Trotter number limit
The main advantage of the non-linear integral equation based description, relies on the possibility to easily take,
at least on formal grounds, the Trotter limit on the level of the integral representation for the Eigenvalues (4.29)
and for the solution to the non-linear integral equations (4.13) driving these. Indeed, the parameter N only appears
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in the driving term wN of (4.13). Thus, assuming that Â −→
N→+∞
A pointwise on ∂D, and that all properties of the
non-linear problem are preserved under this limit, one may readily characterise the limit of τ
(
0 | {λa}Ma=1
)
as well
as derive a non-linear integral equation satisfied by A. Indeed, in the infinite Trotter number limit, one has
wN(ξ) −→
N→+∞
−2ℵ
(
coth(ξ) − coth(ξ − iζ)
)
=
2J sin2(ζ)
T sinh(ξ) sinh(ξ − iζ) . (4.30)
In addition one assumes the existence of the limit of the particle and hole roots
x̂a → xa , a = 1, . . . , |X| and ŷa → ya , a = 1, . . . , |Y| . (4.31)
All these assumptions result in the non-linear integral equation satisfied by the limit function on Sζm/2:
A(ξ) = − 1
T
e0(ξ) − iπs + i
∑
y∈Yκ
θ(ξ − y) +
∮
∂D
K(ξ − u) · Ln
[
1 + eA
]
(u) · du . (4.32)
Here,
e0(ξ) = h − 2J sin
2(ζ)
sinh(ξ) sinh(ξ − iζ) . (4.33)
Furthermore,
Yκ = Y ⊖
{
κ
}⊕(s+|Y|)
with Y = Y ⊕Ysg ⊖ X , (4.34)
and where
X =
{
xa
}|X|
a=1
and Y = {ya}|Y|a=1 . (4.35)
The non-linear integral equation at infinite Trotter number is to be supplemented with the constraints
∮
∂D
A′(u)
1 + e−A(u)
· du
2iπ
= |X| − |Y| − |Ysg| − s , (4.36)
and 
{
∂r
ξ
eA(ξ)
}
|ξ=x = −1 for (x, kx) ∈ X , r = 0, . . . , kx − 1 ,{
∂r
ξ
eA(ξ)
}
|ξ=y = −1 for (y, py) ∈ Y , r = 0, . . . , py − 1
(4.37)
where kx, resp. py, is the multiplicity of x in respect to the roots x1, . . . , x|X|, resp. of y in respect to the roots
y1, . . . , y|Y|.
Similar handlings lead to
lim
N→+∞
{
τ
(
0 | {λa}Ma=1
)}
=
∏
y∈Yκ
{
sinh(y − iζ)
sinh(y)
}
× exp
{
h
2T
− 2J
T
cos(ζ) −
∮
∂D
sin(ζ)Ln[1 + eA ](u)
sinh(u − iζ) sinh(u) ·
du
2π
}
. (4.38)
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5 Existence and uniqueness of solutions to the NLIE for large T
Recall the notations Sα for the strip of width α centred around R and Dz0,α for the disc of radius α centred at
z0 ∈ C, both introduced in (1.20). In this section, we develop a rigorous framework allowing one to lay a firm
ground to the heuristics outlined in the previous section.
5.1 An auxiliary problem grasping the leading high-temperature behaviour
The first step of the proof consists in providing a characterisation of the properties of an auxiliary function which
will subsequently be shown to grasp the leading large-T asymptotic behaviour of A.
For further convenience it appears useful to single out a specific class of "particle"-"hole" sets.
Definition 5.1. The sets X, Y are said to belong to the class Cǫα,̺ with cardinalities nx, ny if
• X = {x1, . . . , x|X|} ⊂ D0,ǫ with |X| = nx and all xa’s are pairwise distinct;
• Y ⊂ S π
2
\
{
D0,ǫ ∪υ=± Dυiζm,α
}
and Y = {y1, . . . , y|Y|} with |Y| = ny and the ya’s being pairwise distinct;
• the elements of Y are subject to the constraint∣∣∣∣(−1)s∏
y∈Y
sinh(iζ + y)
sinh(iζ − y) + 1
∣∣∣∣ > ̺ . (5.1)
Note that for ǫ < α, all sets X and Y in the class Cǫα,̺ are such that there are no singular roots Ysg relative to
D0,ǫ , viz. y − iζm < D0,ǫ modulo iπZ, for any y ∈ Y.
Lemma 5.1. Fix integers nx, ny ≥ 0 and nκ ∈ Z. Let α, ̺ > 0 be given. Then, there exists ǫ > 0, α/2 > ǫ > 0 such
that
• for any X, Y in the class Cǫα,̺ with cardinalities nx, ny,
• for any κ ∈ D0,ǫ ,
the function 1 + f with
f (λ) = (−1)s
∏
y∈Y
⊖
{
X⊕{κ}⊕nκ
}
sinh(iζ + y − λ)
sinh(iζ + λ − y) , (5.2)
has no zeroes inside ofD0,ǫ and, uniformly inD0,ǫ , is subject to the lower bound∣∣∣1 + f (λ)∣∣∣ ≥ ̺
2
. (5.3)
Proof. On may recast
1 + f (λ) =
(
(−1)s
∏
y∈Y
sinh(iζ + y)
sinh(iζ − y) + 1
)
eu(λ) + 1 − eu(λ) (5.4)
with
u(λ) = i
∑
y∈Y
[˜
θ(λ − y) − θ˜(−y)] − i ∑
y∈X⊕{κ}nκ
θ˜(λ − y) . (5.5)
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Here, θ˜ corresponds to a choice of the branch of the logarithm defining θ in such a way that λ 7→ θ˜(λ − y) is
holomorphic on D0,ǫ . Note that the branch may differ for different choices of y ∈ Y. We point out that such a
choice is possible since singular roots do not exist due to Y ⊂ Bα,ǫ with
Bα,ǫ = S π
2
\
{
D0,ǫ ∪υ=± Dυiζm,α
}
(5.6)
for ǫ > 0 small enough. Observe that if 0 < ǫ < α/2 and α is small enough, then for any λ ∈ D0,ǫ ,
y ∈ Bα,ǫ ⇒ λ − y ∈ S π
2
+ǫ \ ∪
υ=±Dυiζm,α−ǫ . (5.7)
Thus, by the mean value theorem and iπ- periodicity of K,∣∣∣u(λ)∣∣∣ ≤ ǫ |Y| sup
s∈D0,ǫ
sup
w∈Bα,ǫ
|2πK(s − w)| + 2ǫ
(
|X| + |nκ|
)
sup
s∈D0,2ǫ
|2πK(s)| (5.8)
≤ 4πǫ
(
|Y| + |X| + |nκ |
)
sup
w∈B α
2
,0
|K(w)| . (5.9)
The above bounds ensure the existence of an ǫ-independent constant C > 0 such that∣∣∣1 + f (λ)∣∣∣ ≥ ∣∣∣ρe−|u(λ)| − |u(λ)|e|u(λ)| ∣∣∣ ≥ ρe−ǫC − ǫCeǫC ≥ ̺
2
(5.10)
provided that ǫ is small enough.
The above lemma has an immediate corollary.
Corollary 5.2. For given nx, ny ∈ N there exists ǫ > 0 such that for any X andY in the class Cǫα,̺ with cardinalities
nx, ny and, for any κ ∈ ∂D0,ǫ , upon denoting
Yκ = Y ⊖
{
X ⊕ {κ}⊕s+|Y|+|Ysg |−|X|
}
, (5.11)
the function
A∞(ξ) = −iπs + i
∑
y∈Yκ
θ(ξ − y) (5.12)
has no zeroes inD0,ǫ , satisfies the lower bound∣∣∣1 + eA∞(λ)∣∣∣ ≥ ̺
2
on D0,ǫ (5.13)
and solves the non-linear integral equation
A∞(ξ) = −iπs + i
∑
y∈Yκ
θ(ξ − y) +
∮
∂D0,ǫ
K(ξ − u)Ln
[
1 + eA∞
]
(u) · du , (5.14)
for ξ ∈ Sζm/2, where the logarithm is defined as
Ln
[
1 + eA∞
]
(u) =
u∫
κ
A′∞(s)
1 + e−A∞(s)
· ds + ln
[
1 + eA∞(κ)
]
(5.15)
and the integral runs along ∂D0,ǫ , from κ to u.
Finally, A∞ satisfies the zero-monodromy condition∮
∂D0,ǫ
A′∞(s)
1 + e−A∞(s)
· ds
2iπ
= 0 . (5.16)
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Note that, (5.14) is well-defined since the condition (5.13) ensures that Ln
[
1 + eA∞
]
can be extended to an
analytic function onD0,ǫ ; in particular, the result does not depend on the path used for the continuation. Also, we
recall that due to Y ⊂ S π
2
\
{
D0,ǫ ∪υ=± Dυiζm,α
}
, one has that Ysg = ∅ and hence the definitions of Yκ given in
(5.11) and (4.34) are consistent.
Proof —
The zero-monodromy condition follows from the fact that A∞ is holomorphic on D0,ǫ and that one has the
lower bound (5.13).
Using that K(ξ − u) is meromorphic in S π
2
with simple poles at u = ξ ± iζm mod iπn we conclude by means of
the residue theorem that, for ξ ∈ Sζm/2∮
∂D0,ǫ
K(ξ − u)Ln
[
1 + eA∞
]
(u) · du = 0 . (5.17)
5.2 An auxiliary fixed point problem
Recall the definition (5.12) of the function A∞(ξ), and introduce
L (ν, x) =
1
1 + e−A∞(ν)−x
. (5.18)
Further set
̟N(λ) = h − TwN(λ) (5.19)
and, given ǫ > 0, define
χN;ǫ (λ) = −
∮
∂D0,ǫ
K(λ − u)
1 + e−A∞(u)
·̟N(u) · du . (5.20)
Next, given ξ ∈ O(Sζm/2), denote
G[γ](ν, t) = γ(ν)γ′(ν) ∂2L
(
ν,
tγ(ν)
T
)
+ (1 − t) γ2(ν)A′∞(ν) ∂22L
(
ν,
tγ(ν)
T
)
. (5.21)
Finally, given γ ∈ O(Sζm/2), define the map OT,N
OT,N[ξ](λ) = χN;ǫ (λ) +
1
T
∮
∂D0,ǫ
duK(λ − u)
u∫
κ
dv
1∫
0
dt G
[
ξ −̟N
]
(ν, t) . (5.22)
Above, the v integral runs along ∂D0,ǫ .
We are going to establish that the operator OT,N
• is well-defined on an appropriate functional space, provided T and N are large enough;
• is closely related to the problem of interest, in that it provides one with a rewriting of the non linear integral
equation (4.13).
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We first introduce the appropriate functional space. Given r > 0, set
Br =
{
ξ ∈ O(Sζm/2) : ||ξ||L∞(Sζm/2) ≤ r
}
with ||g||L∞(U) = supessu∈U |g(u)| . (5.23)
By virtue of Montel’s theorem, for any r > 0, Br is a complete metric space with respect to the distance
d( f , g) = || f − g||L∞(Sζm/2) . (5.24)
In the following set
c = 2||χ∞;ǫ ||L∞(Sζm/2) . (5.25)
Proposition 5.3. For given nx, ny ∈ N there exist T0 > 0, N0 ∈ N and ǫ > 0 such that for any X and Y in the class
Cǫα,̺ with cardinalities nx, ny and for any κ ∈ ∂D0,ǫ
(i) OT,N is well-defined on Bc, with c as given in (5.25);
(ii) OT,N stabilises Bc, viz. OT,N
[Bc] ⊂ Bc;
(iii) the solutions to the non-linear integral equation (4.13) associated with the sets Y and X are in one-to-one
correspondence with the fixed points of the operator OT,N.
Proof —
We start by establishing (iii). Upon making the change of unknown function
Â(λ) =
1
T
(
ξ(λ) − ̟N(λ)
)
+ A∞(λ) , (5.26)
where A∞(λ) was introduced in (5.12), one recasts the NLIE (4.13) in the form
ξ(λ) = T
∮
∂D0,ǫ
K(λ − u) ·
{
Ln
[
1 + eA∞+
ξ−̟N
T
]
(u) − Ln
[
1 + eA∞
]
(u)
}
, (5.27)
defining ξ(λ) not only on ∂D0,ǫ but for all λ ∈ Sζm/2. Then, the Taylor-integral expansion
L (ν, x) = L (ν, 0) + x∂2L (ν, 0) + x
2
1∫
0
(1 − t)∂22L (ν, tx) · dt (5.28)
leads to the expression
Ln
[
1 + eA∞+
γ
T
]
(u) = Ln
[
1 + eA∞
]
(u) +
1
T
[
γ(u)
1 + e−A∞(u)
− γ(κ)
1 + e−A∞(κ)
]
+
1
T 2
u∫
κ
dν
1∫
0
dt
{
γ′(ν) γ(ν) ∂2L
(
ν,
tγ(ν)
T
)
+ (1 − t) γ2(ν)A′∞(ν) ∂22L
(
ν,
tγ(ν)
T
)}
. (5.29)
Altogether, this entails that ξ is a fixed point of OT,N :
ξ(λ) = OT,N[ξ](λ) . (5.30)
31
By tracing the above steps backwards, one concludes that any fixed point ξ of OT,N gives rise to a solution Â of
(4.13).
The first claim of the proposition follows once a few preparatory bounds are set. As shown in Lemma 5.1,
uniformly in the parameters forming the sets Y,X, it holds that∣∣∣∣1 + eA∞(ν)∣∣∣∣ ≥ ̺
2
and
∣∣∣∣eA∞(ν)∣∣∣∣ ≤ C (5.31)
for any ν ∈ D0,ǫ , provided that ǫ > 0 is small enough. Then, there exists x0 such that for any |x| ≤ 2x0, one has
|1 − e−x | ≤ ̺/4. Thence, for any |x| ≤ 2x0 and ν ∈D0,ǫ one has the lower bound∣∣∣∣1 + e−x−A∞(ν)∣∣∣∣ ≥ ̺
4
∣∣∣∣e−A∞(ν)∣∣∣∣ leading to ∣∣∣∣L (ν, x)∣∣∣∣ ≤ 4C
̺
. (5.32)
Since x 7→ L (ν, x) is holomorphic on D0,2x0 it follows that
||∂k2L (ν, ·)||L∞(D0,x0 ) ≤ Ck||L (ν, ·)||L∞(∂D0,2x0 ) ≤ C˜k (5.33)
for some constants Ck, C˜k uniformly in ν ∈D0,ǫ .
Let ξ ∈ Bc and define
γξ = ξ −̟N . (5.34)
Then there exists N0 ≥ 0 such that for all N ≥ N0 the function ̟N is holomorphic in an annulus containing ∂D0,ǫ
and ∂D0,2ǫ . Thus, for N ≥ N0, there are constants C′k such that
||γ(k)
ξ
||L∞(∂D0,ǫ ) ≤ C′k ||γξ ||L∞(∂D0,2ǫ ) ≤ C′k
(
c + ||̟N ||L∞(∂D0,2ǫ )
)
(5.35)
where γ
(0)
ξ
= γξ and γ
(k)
ξ
for k > 0 stands for the kth derivative of γξ. Due to (5.35) there exists T0 such that
T−1 · ||γξ ||L∞(∂D0,ǫ ) ≤ x0 for all T > T0. Using (5.21), (5.22), (5.33) and (5.35), one establishes the bound
||OT,N[ξ]||L∞(Sζm/2) ≤ ||χN;ǫ ||L∞(Sζm/2)
+
4π2ǫ2
T
· ||K||L∞(Sζm/2+ǫ) · C′0
(
c + ||̟N ||L∞(∂D0,2ǫ )
)2 · {C′1C˜1 + C′0C˜22 · ||A′∞||L∞(∂D0,ǫ)
}
. (5.36)
Then, since χN,D = χ∞;ǫ + O
(
1
NT
)
, it is enough to take T and N large enough so as to get
||OT,N[ξ]||L∞(Sζm/2) ≤ 2||χ∞;ǫ ||L∞(Sζm/2) . (5.37)
This entails the claim.
Let OT be defined as
OT [ξ](λ) = χ∞;ǫ(λ) +
1
T
∮
∂D0,ǫ
duK(λ − u)
u∫
κ
dv
1∫
0
dt G
[
ξ − e0](ν, t) (5.38)
with
χ∞;ǫ (λ) = −
∮
∂D0,ǫ
K(λ − u)
1 + e−A∞(u)
· e0(u) · du (5.39)
and the v integral in (5.38) running along ∂D0,ǫ .
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Theorem 5.4. There exist N0, T0 such that, for any N > N0 and T > T0:
• the operator OT,N admits a unique fixed point in Bc;
• the fixed point is continuous in N ≥ N0 and converges, when N → +∞, to the unique fixed point of OT in Bc.
The existence of a unique fixed point for OT is part of the conclusions.
Proof —
One starts by showing that OT,N is strictly contractive on Bc, viz. for any ξ1, ξ2 ∈ Bc,
||OT,N[ξ1] − OT,N[ξ2]||L∞(Sζm/2) ≤
C
T
· ||ξ1 − ξ2||L∞(Sζm/2) (5.40)
for some constant C > 0. Notice that
γ2ξ1 − γ2ξ2 =
(
ξ1 − ξ2
)(
ξ1 + ξ2 − 2̟N
)
. (5.41)
Likewise, one has
γξ1 (ν)γ
′
ξ1
(ν) · ∂2L
(
ν,
tγξ1(ν)
T
)
− γξ2 (ν)γ′ξ2 (ν) · ∂2L
(
ν,
tγξ2 (ν)
T
)
=
1
2
∂ν
[
γ2ξ1(ν) − γ2ξ2 (ν)
]
· ∂2L
(
ν,
tγξ1(ν)
T
)
+
1
2
∂ν
[
γ2ξ2 (ν)
]
·
{
∂2L
(
ν,
tγξ1(ν)
T
)
− ∂2L
(
ν,
tγξ2(ν)
T
)}
, (5.42)
which allows one to express the difference involving the L ’s by a first order Taylor integral formula
L (ν, x) = L (ν, 0) + x
1∫
0
∂2L (ν, tx)dt . (5.43)
By proceeding analogously relatively to the second term present in (5.21) one obtains
G[γξ1 ](ν, t) − G[γξ2](ν, t) =
1
2
∂ν
{(
ξ1 − ξ2)(ν)(ξ1 + ξ2 − 2̟N)(ν)} · ∂2L (ν, tγξ1(ν)
T
)
+
t
2T
(
ξ1 − ξ2
)
(ν)∂ν
[
γ2ξ2(ν)
]
·
1∫
0
∂22L
(
ν,
tγξ2(ν)
T
+
tx
T
[
γξ1(ν) − γξ2(ν)
])
dx
+ (1 − t)A′∞(ν)
{(
ξ1 − ξ2)(ν)(ξ1 + ξ2 − 2̟N)(ν) · ∂22L (ν, tγξ1(ν)T
)
+
t
T
(
ξ1 − ξ2)(ν) γ2ξ2 (ν) ·
1∫
0
∂32L
(
ν,
tγξ2 (ν)
T
+
tx
T
[
γξ1(ν) − γξ2(ν)
])
dx
}
. (5.44)
This representation readily allows one to infer that there exists a constant C > 0 such that
||OT,N[ξ1] − OT,N[ξ2]||L∞(Sζm/2) ≤
C
T
||ξ1 − ξ2||L∞(∂D0,ǫ ) (5.45)
from where the strict contractivity of OT,N follows provided that T is large enough. Thus, by the Banach fixed
point theorem, OT,N admits a unique fixed point in Bc.
Furthermore, by dominated convergence and the previous bounds, one has that, for any ξ ∈ Bc, the map
N 7→ OT,N[ξ] is continuous with a uniform in N strict contractivity constant. This ensures that the solution is
continuous in N as well. The claims relative to the operator OT follow from this continuity.
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6 The free energy and correlation lengths at high temperatures
6.1 Identification of the dominant Eigenvalue
Theorem 6.1. There exist T0 > 0, N0 > 0 such that, uniformly in N ≥ N0 and T ≥ T0, the quantum transfer
matrix admits a non-degenerate dominant Eigenvalue Λ̂max. There exist ǫ > 0 such that Λ̂max admits the integral
representation
Λ̂max =
(
sinh(ℵ/N + iζ)
sinh(iζ)
)2N
exp
{
h
2T
−
∮
∂D0,ǫ
sin(ζ) · Ln[1 + eÂmax ](u)
sinh(u − iζ) sinh(u) ·
du
2π
}
(6.1)
which involves the unique solution to the non-linear integral equation on Bc:
Âmax(ξ) = − h
T
+ wN(ξ) +
∮
∂D0,ǫ
K(ξ − u) · Ln
[
1 + eÂmax
]
(u) · du . (6.2)
Proof — Let ξ̂max be the unique fixed point of the operator OT,N in (5.22) associated with the choices s = 0,Y = ∅
and X = ∅. Since A∞ = 0, and since ̟N is bounded for T large enough, uniformly in N on ∂D0,ǫ , it follows that
the associated function Âmax (5.26) solving the non-linear integral equation (4.13) is such that
Âmax = O
(
T−1
)
uniformly on ∂D0,ǫ . (6.3)
Furthermore, it holds that
exp
{
Âmax(λ)
}
=
(
λ − ℵ/N
λ + ℵ/N
)N
· e 1T Âeff (λ) (6.4)
where, upon defining sinhc(λ) = sinh(λ)/λ, we have set
Âeff (λ) = ξ̂max(λ) + NT ln
(
sinh(λ + ℵ/N − iζ)
sinh(λ − ℵ/N − iζ)
)
+ NT ln
(
sinhc(λ − ℵ/N)
sinhc(λ + ℵ/N)
)
− h . (6.5)
It is easy to see that ||Âeff ||L∞(D0,ǫ ) < C uniformly in N and T large enough. This representation shows explicitly
that eÂmax admits an Nth-order pole at −ℵ/N and no other singularities on D0,ǫ . Hence, the zero monodromy
condition∮
∂D0,ǫ
dλ
2iπ
Â′max(λ)
1 + e−Âmax(λ)
= 0 (6.6)
entails that 1 + eÂmax admits N zeroes, counted with multiplicities, inside of D0,ǫ . Let z be any such zero. The
explicit form for Âeff given in (6.5), leads, upon taking the N
th root, to
z − ℵ
N
=
(
z +
ℵ
N
)
· eiψN with ψN = 1
N
{(
2p − 1)π + i
T
Âeff(z)
}
(6.7)
for some p ∈ ZN , where ZN = [[−N/2 + 1 ; N/2 ]] if N is even, ZN = [[−(N − 1)/2 ; (N − 1)/2 ]] if N is odd. One
then readily concludes that
z − ℵ
N
=
2ℵ · eiψN
N · [1 − eiψN ] and z + ℵN = 2ℵN · [1 − eiψN ] . (6.8)
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The root z has multiplicity higher or equal to 2 if and only if(
1 + eÂmax
)′
(z) = −Â′max(z) = 0 . (6.9)
The above allows one to compute Â′max(z) explicitly in the form
Â′max(z) = 2
N2
ℵ · sin
2
(
ψN
2
)
+
1
T
Â′eff(z) (6.10)
=
π2(2p − 1)2
2ℵ
{
1 + i
Âeff(z)
πT (2p − 1)
}2
·
(
sin
[
ψN/2
]
ψN/2
)2
+
1
T
Â′eff (z) . (6.11)
Pick 1/2 > c > 0 small enough, then uniformly in N, T large enough and for any p ∈ ZN
ℜ(ψN) ∈ [−π(1 + c) ; π(1 + c)] and ℑ(ψN) ∈ [− cT ; cT ] viz.
∣∣∣∣∣sin
[
ψN/2
]
ψN/2
∣∣∣∣∣ > C′ (6.12)
for some N and T independent constant C′ > 0. This is enough to conclude that Â′max(z) , 0 and that all the zeroes
of 1 + eÂmax onD0,ǫ are necessarily simple. Let λ(max)1 , . . . , λ
(max)
N
denote these distinct zeroes.
By tracing backwards the steps that led to the construction of the non-linear integral equation, viz. taking the
non-linear terms by means of residues, one obtains
eÂmax(ξ) = e−
h
T
N∏
k=1
{sinh (iζ − ξ + λ(max)
k
)
sinh
(
iζ + ξ − λ(max)
k
)} · {sinh(ξ − ℵ/N) sinh(iζ + ξ + ℵ/N)
sinh(ξ + ℵ/N) sinh(iζ − ξ + ℵ/N)
}N
. (6.13)
Thus, it exactly coincides with the functional form of the auxiliary function introduced in (4.18). Since the
zeroes λ
(max)
1
, . . . , λ
(max)
N
are pairwise distinct, the vector Ψ
({
λ
(max)
a
}N
a=1
)
introduced in (4.2) does indeed produce an
Eigenvector of tq. The associated Eigenvalue (4.6) then has the integral representation
τ
(
0 | {λa}Ma=1
)
=
(
sinh(ℵ/N + iζ)
sinh(iζ)
)2N
exp
{
h
2T
−
∮
∂D0,ǫ
sin(ζ)Ln[1 + eÂmax ](u)
sinh(u − iζ) sinh(u) ·
du
2π
}
. (6.14)
Since the result does not depend on the choice of κ, one may as well set κ = ǫ, which allows one to get rid of
the last term. It is then readily seen that the integral term appearing in the Eigenvalue of tq associated with this
solution exhibits the large-T behaviour
∮
∂D0,ǫ
sin(ζ)Ln[1 + eÂmax ](u)
sinh(u − iζ) sinh(u) ·
du
2π
= − ln 2 + O(T−1) . (6.15)
Thence, (6.14) entails that the associated Eigenvalue of the quantum transfer matrix takes the form
τ
(
0 | {λ(max)a }Na=1
)
= 2 + O
(
T−1
)
. (6.16)
Thus, by virtue of Proposition 3.1, τ
(
0 | {λ(max)a }Na=1
)
does coincide with the dominant Eigenvalue Λ̂max.
All is now set in place so as to allow for the proof of Theorem 1.1 stated in the introduction
Proof —
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It is a corollary of Proposition 3.1, Theorem 3.2, the classical result for the existence of the limit (1.4) and the
one for the limit (3.15) that
− f
T
= lim
N→+∞
ln Λ̂max . (6.17)
The existence of the Trotter limit of the solution Âmax to the non-linear integral equation, and the convergence,
uniformly on ∂D0,ǫ of Âmax to the solution Amax adjoined to the integral representation for Λ̂max provided in
Theorem 6.1 then allows one to conclude.
6.2 Sub-dominant Eigenvalues at high temperatures
In this section we study the solvability of the non-linear integral equation problem associated with the infinite
Trotter number limit, namely the existence of solutions A to the non-linear integral equation (4.32) subject to
additional constraints (4.36) on the monodromy of the solution and on the parameters building up the particle-
hole sets. We focus only on the characterisation of a subset of solutions, namely those whose sets X and Y belong
to the class Cǫα,̺ with fixed cardinalities nx, ny and parameters ǫ, α, ̺ small enough but finite. While it is not a
problem to carry out the same analysis at finite Trotter number, such an analysis would be of limited use in that,
from the point of view of physical applications, one is interested, in the end, in results at infinite Trotter number.
Recall that, by virtue of Proposition 5.3 and Theorem 5.4, given α, ̺ > 0, nx, ny ∈ N fixed, there exist T0 > 0
and ǫ > 0 such that any solution to the non-linear integral equation (4.32) with X, Y belonging to the class Cǫα,̺
with cardinalities nx, ny takes the form
A = A∞ + 1T b with b = ξ − e0 . (6.18)
Here ξ is the unique fixed point of the operator OT (5.38) associated with the roots X, Y and the function b is
bounded on ∂D0,ǫ . Below we study the solvability, in the large-T regime, of the additional constraints (4.36)
assuming that X, Y belong to the class Cǫα,̺ with cardinalities nx, ny.
LetY = {y1, . . . , yny} and Y′ = {y′1, . . . , y′ny} be two sets of equal cardinality. One defines the distance between
the sets Y and Y′ as
d
(Y,Y′) = min
σ∈Sny
{ ny∑
a=1
|ya − y′σ(a)|
}
. (6.19)
Further, define the collection of solution sets to the Bethe Ansatz equations connected with the ordinary transfer
matrix of the spin-1 XXZ chain:
σ∞ =
{
Y∞ = {y∞;1, . . . , y∞;ny} : ∀a ∈ [[ 1 ; ny ]] , (−1)s+1 lim
u→y∞;a
ny∏
b=1
{
sinh(iζ + y∞;b − u)
sinh(iζ + u − y∞;b)
}
·
(
sinh(iζ + u)
sinh(iζ − u)
)nx
= 1
}
.
(6.20)
Note that this way of defining the solution set allows, in principle, for roots located at∞. Indeed, the limit of some
roots going to∞ is well-defined within the prescription used for defining the full solution set σ∞.
One defines the distance of a set Y of cardinality ny to σ∞ as
d
(
σ∞,Y) = minY∞∈σ∞
{
d
(Y∞,Y)} . (6.21)
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Proposition 6.2. Let α, ̺ > 0, nx, ny ∈ N be fixed. Let X and Y belong to the class Cǫα,̺ with cardinalities nx, ny
and let T0 > 0 and ǫ > 0 be such that the non-linear integral equation (4.32) admits a unique solution.
If X = {x1, . . . , xnx} and Y = {y1, . . . , yny} are T-dependent sets satisfying the subsidiary conditions (4.36)
uniformly in T large enough, then necessarily
• |X| = |Y| + s;
• there exist integers ka ∈ Z such that the "hole roots" take the form
xa =
−2J sin(ζ)
T
[
(2ka + 1 + s)π − ∑
y∈Y
θ(−y)
] + O(T−2) a = 1, . . . , nx ; (6.22)
• d(σ∞,Y) = o(1), where the control on the remainder only depends on ǫ, ̺, α, nx and ny.
Note that the integers ka appearing in the statement of the proposition may, in principle, dependent on T .
Proof —
The expansion (6.18) ensures that
A′(λ)
1 + e−A(λ)
=
A′∞(λ)
1 + e−A∞(λ)
+
1
T
∂λ
{
b(λ)
1 + e−A∞(λ)
}
+ O
( 1
T 2
)
, (6.23)
with the O
(
T−2
)
remainder being uniform on ∂D0,ǫ .
Upon inserting the above expansion into the monodromy constraint (4.36), one obtains that∮
∂D0,ǫ
A′∞(ξ)
1 + e−A∞(ξ)
· du
2iπ
+ O
( 1
T
)
= |X| − |Y| − s , (6.24)
since the sets X,Y, belonging to the class Cǫα,̺ with ǫ > 0 small enough, do not give rise to singular roots. However,
due to (5.13), the first integral vanishes. Since the lhs is integer valued, and since the sole dependence on X , Y of
the remainder O
(
T−1
)
is bounded by |X| + |Y|, one concludes that, for any T > T ′
0
for some T ′
0
large enough, in
case of sets X, Y belonging to the class Cǫα,̺, one may produce solutions to the joint problem (4.36) if and only if
the sets’ cardinalities are constrained as
|X| = |Y| + s . (6.25)
We now analyse more precisely the structure of the sets X and Y satisfying to the subsidiary constraints in
(4.36).
• The hole set X
One starts by determining elements forming the hole set X. By virtue of (6.18), b is meromorphic on D0,ǫ with a
single pole at ξ = 0 and such that
Res
(
b(ξ)dξ, ξ = 0
)
= −2iJ sin(ζ) . (6.26)
As a consequence, there exits a holomorphic function b(r) on D0,ǫ that is bounded uniformly in T large enough
and such that
b(ξ) = −2iJ
ξ
sin(ζ) + b(r)(ξ) . (6.27)
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Any hole root x will satisfy the equation
A∞(x) +
b(x)
T
= (2kx + 1)iπ for some kx ∈ Z . (6.28)
By virtue of (5.13), it holds that d
(
A∞(x), iπ + 2iπZ
)
> C̺ for some C̺ > 0 depending on the parameter ̺ > 0.
Hence, any solution to (6.28) has to be such that |b(x)/T | > C̺. The form of the behaviour around the origin
(6.27) then entails that T x has to be uniformly bounded. Thus, one reparametrises x = ux/T , with ux bounded in
T , which leads to the equation
(2kx + 1)iπ = A∞(0) − 2iJ
ux
sin(ζ) + O
(
T−1
)
. (6.29)
Thus
ux =
−2iJ sin(ζ)
(2kx + 1)iπ − A∞(0) + O
(
T−1
)
. (6.30)
This entails that all hole roots converge to 0 with speed at least O
(
T−1
)
. Note that this convergence may be faster
than T−1 in case of integers kx also going to infinity with T .
• The particle set Y
The very definition of the class Cǫα,̺ entails that particle roots y ∈ Y are such that y ± iζ < D0,ǫ . Then, one has
eA(λ) = eA∞(λ) · e
b(λ)
T for λ ∈ S π
2
\
{
D0,ǫ ∪υ=± Dυiζm,α
}
(6.31)
and thus any root y ∈ Y satisfies
(−1)s+1 · lim
u→y
{ ∏
y′∈Y⊖X
sinh(iζ + y′ − u)
sinh(iζ + u − y′)
}
· eO(T−1) = 1 . (6.32)
Note that the limit procedure provides one with a prescription for treating roots at ∞ and also for regularising
potential zeroes and poles which cancel eventually out between the numerator and the denominator. It follows
from the above that x = O(T−1) for any x ∈ X. Thus, the properties of the class Cǫα,̺ allow one to recast the above
equation in the form
(−1)s+1 · lim
u→y
{∏
y′∈Y
sinh(iζ + y′ − u)
sinh(iζ + u − y′)
}
·
{
sinh(iζ + y)
sinh(iζ − y)
}nx
· eO(T−1) = 1 . (6.33)
Now assume that Y is a one parameter T family of particle sets solving the constraints (4.36) and such that
d(Y, σ∞) 6→ 0 as T → ∞. Thus, one may extract a sequence of setsYn associated with a sequence of temperatures
Tn → +∞ such that d(Yn, σ∞) > γ for some γ > 0. By taking the n→ +∞ on the level of the associated equation
(6.33), one gets that the limiting set Y∞ ∈ σ∞, which is a contradiction to d(Yn, σ∞) > γ. This entails the claim.
Basically, Proposition 6.2 states that, for temperatures large enough, for the solutions to the non-linear integral
equations describing the Eigenvalues of the quantum transfer matrix with the hole and particle sets X,Y belonging
to a class Cǫα,̺ with cardinalities nx, ny, any element of the hole set collapses to 0 with speed T−1, and the leading
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behaviour of this collapse is parametrised by a collection of integers. In their turn, the elements of the particle set
Y essentially collapse onto the zero set, on S π
2
\
{
D0,ǫ ∪υ=± Diυζm ,α
}
, of the map
f :
{
C
|Y| → C|Y|
y 7→ f (y) f (y) =
(
f1(y), · · · , f |Y|(y)
)
, (6.34)
with
f b(y) = 1 + (−1)s ·
|Y|∏
a=1
sinh(iζ + ya − yb)
sinh(iζ + yb − ya) ·
(
sinh(iζ + yb)
sinh(iζ − yb)
)|Y|+s
. (6.35)
So as to be more precise relatively to the speed of the convergence of the set Y, one would need to have more
information on the behaviour of f in the vicinity of its zeroes. In particular, if y∞ =
(
y∞;1, · · · , y∞;|Y|
)
is a zero
of f and the differential of f at y∞ is invertible, then if y =
(
y1, . . . , y|Y|
)
is the vector built up from the elements
of the particle set Y, and if it holds that y = y∞ + o(1), where the remainder is to be understood coordinate-wise
when T → +∞, then it is easy to show using the implicit function theorem, that, in fact,
ya = y∞;|Y| + O
(
T−1
)
. (6.36)
Thus, our analysis shows that, in the high-temperature regime, at least part of the subdominant Eigenvalues of
the quantum transfer matrix, and hence the associated correlation lengths, are parameterised by solutions to the
Bethe Ansatz equations of the spin-1 XXZ spin chain.
7 Numerical illustration
In this section, we illustrate the conclusions of the analysis carried out in the previous Sections 5, 6 by providing
a numerical analysis of the solutions to the Bethe Ansatz equations for finite Trotter numbers. The fact that the
results are obtained at finite and relatively small Trotter numbers is not a problem when T is high enough, in that
the convergence of the infinite Trotter number limit results is controlled as O([TN]−1). Our analysis deals with
the Trotter numbers N = 4, 5, 6, and we employed an algorithm proposed in [1]. The latter combines a numerical
diagonalisation of the quantum transfer matrix and the use of an expansion of Baxter’s TQ relation. The algorithm
enables us, for generic ζ, to locate the Bethe roots associated with any Eigenstate and then to find the zeros of the
Eigenvalues of the quantum transfer matrix associated with the given Eigenstate easily. This information provides
the data for X̂ and Ŷ.
7.1 Examples of of Bethe and hole roots
We first present a few examples of the Bethe roots and hole roots X̂.
For the first example, we have determined the solutions to (4.3) with the choice of parameters N = 5,M =
5, T = 100, ζ = π
7
. Here, for the sake of brevity, we only list three solutions. The Eigenvalues Λ̂a, associated
Bethe roots and set X̂ for the 2nd, the 12-th and 83-th subdominant Eigenvalues of tq(0) are gathered in Table 1.
Note that the Eigenvalues are labelled in respect to the non-increasing order† of |Λ̂a|.
Among these three states, the 12-th state gives rise to sets X̂ and Ŷ belonging to a class Cǫα,̺ 5: the condition
(5.1) is violated for any ̺ > 0 for the 2nd excited state, while the 83-th excited state contains singular roots6, viz.
Ŷsg , ∅.
†In principle, degeneracies of |Λ̂a| may occur and then the choice of the ordering for the various Eigenvalues with fixed modulus is
taken in the direction of increasing arguments, with arg ∈ [−π ; π[.
5The class Cǫα,̺ is defined in Definition 5.1
6To be precise, they are slightly away from ±i; they are at ±1.00000000629 · · · i
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Λ̂a
{
λa
ζ
} {
x̂a
ζ
}
2nd −9.19523 × 10−3 {
π
2ζ
i,±1.329782 × 10−3,
±3.14044 × 10−4 } {±6.4790 × 10
−2}
12-th
−4.07262 × 10−4+
9.0811 × 10−5i
{2.18463 × 10−7, 7.02268 × 10−4,
2.98366 × 10−3,
−1.14080 × 10−3 ± 0.575835i}
{−2.97906 × 10−3,
7.02935 × 10−4}
83-th 2.01835 × 10−6 {0,±3.140243 × 10−4,±i} {±1.32951 × 10
−3,
±5.65988 × 10−2}
Table 1: Eigenvalues Λ̂a, associated Bethe roots and sets X̂ and Ŷ for N = 5,M = 5, T = 100, ζ = π7 . The numbers
are given with a 6 digit accuracy. The underlined roots are the members of the set Ŷ.
The examples for the same parameters but with M = 4 are given in Table 2.
Λ̂a
{
λa
ζ
} {
x̂a
ζ
}
10-th 2.10835 × 10−4 { π
2ζ
i, 0,±7.019646 × 10−4} {±2.96294 × 10−3}
17-th 1.99318 × 10−4 {±7.15137 × 10−2,±3.14057 × 10−4} {±1.32993 × 10−3}
123-th −4.54205 × 10−8 {±i,±1.88769 × 10−8} {±2.96082 × 10
−3,
±7.01891 × 10−4}
Table 2: Examples of eigenstates: N = 5,M = 4, T = 100, ζ = π
7
.
In this sector, the 10-th excited state belongs to Cǫα,̺, ̺ = 0 for the 17-th excited state and the 123-th excited
state contains Ŷsg.
7.2 Optimal choice of parameters ǫ, α and ̺
The Cǫα,̺ classes provide a convenient subset in the parameter space of particle roots which allows one to easily
describe any particle parameters, subject to the constraints (4.11). Ideally, the parameters ǫ, α and ̺ should be
taken as small as possible. However, the analysis developed in Section 6 is not refined enough so as to be able
to handle rigorously the presumably most optimal case when these parameters go to zero with some power of T.
Also, it is clear that there might be solution sets X̂, Ŷ to the constraints (4.11) such that the parameters Ŷ do not
belong to any class Cǫα,̺. We have investigated these cases numerically.
We set
δa := (−1)nx−ny+1
ny∏
b=1
{
sinh(iζ + yb − ya)
sinh(iζ + ya − yb)
}
·
(
sinh(iζ + ya)
sinh(iζ − ya)
)nx
− 1 (7.1)
and regard {ya} as a set of solutions if maxa |δa| < δ for a fixed small δ.
With this convention we classify all Eigenstates into five cases:
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1. The states with Y = ∅.
2. The states containing singular roots Ŷsg.
3. The states which satisfy
∣∣∣∣(−1)s∏
y∈Ŷ
sinh(iζ + y)
sinh(iζ − y) + 1
∣∣∣∣ < ̺ .
4. The states which belong to Cǫα,̺ and satisfy (7.1) with a fixed δ.
5. The states which belong to Cǫα,̺ but do not satisfy (7.1) with a fixed δ.
The first three cases do not belong to Cǫα,̺.
The classification depends on the actual choice of parameters ǫ, α, ̺ and δ. We performed the numerical
estimation for various N,M and T and found that a consistent choice is
ǫ ∝ 1√
T
, ̺ ∝ 1√
T
, δ ∝ 1
T
.
They are thus expected to be infinitesimally small in the high-temperature limit. On the other hand, the choice of
α seems almost independent of T : it does not change the classification for 10−4 ≤ α ≤ 10−2 for 100 ≤ T ≤ 1000.
A rigorous justification of these observations is left as a future problem.
7.3 Conclusion from numerics
Taken the above choice for granted, we have verified that each state is classified into either (A) not a member of
Cǫα,̺ or (B) a member of Cǫα,̺and satisfying (7.1) with δ. We tabulate the number of states in each case for N = 6,
M = 5, 6 and ζ = π/7 in Table 3.
case 1 case 2 case 3 case 4
N = 6,M = 5, T = 100 11 26 178 577
N = 6,M = 5, T = 1000 11 26 178 577
N = 6,M = 6, T = 100 1 53 211 659
N = 6,M = 6, T = 1000 1 75 189 659
Table 3: The distribution of numbers of states into different cases. Here we set α = 0.01, ǫ = ̺ = 0.6/
√
T , δ =
10/T .
One notices that the majority of states belongs to case 4, namely to class Cǫα,̺, which satisfies the higher-level
Bethe ansatz. The distribution of numbers of states in each case seems stable against a change in temperature
although it depends on the sector M. It also depends on the Trotter number N. Although we have tried it only for
N = 4, 5, 6, we find that the relative number of members in class Cǫα,̺ increases with N. The percentage of Cǫα,̺ in
the total number of eigenstates for each N,M is given in Table 4. It suggests that most of the states will belong to
class Cǫα,̺ in the Trotter limit N → +∞.
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N = 4 N = 5 N = 6
M = N 0.586 0.655 0.713
M = N − 1 0.589 0.671 0.729
Table 4: The percentage of Cǫα,̺ for several N,M.
7.4 Higher level Bethe Ansatz equation
Alternatively we can solve the higher level Bethe Ansatz equation directly for the members in Cǫα,̺.
Recall that the higher level Bethe Ansatz equations governing the positions of the particle roots take the form
(−1)nx−ny+1
ny∏
b=1
{
sinh(iζ + yb − ya)
sinh(iζ + ya − yb)
}
·
(
sinh(iζ + ya)
sinh(iζ − ya)
)nx
= 1 . (7.2)
However, these are obtained upon simplifying the original form of the equations in the case where the hole
roots are small. In the case where the xas are not sufficiently small in magnitude, one should rather consider
(−1)nx−ny+1
ny∏
b=1
{
sinh(iζ + yb − ya)
sinh(iζ + ya − yb)
}
·
nx∏
ℓ=1
sinh(iζ + ya − xℓ)
sinh(iζ − ya + xℓ) = 1 . (7.3)
While (7.2) can be solved directly for the yas, In order to solve (7.3) w.r.t. {ya}, one needs the input data {xℓ}.
The hole roots are substituted from the values obtained by the algorithm proposed in [1].
First we choose the same parameters with Table 1 and present some examples including the 12-th excited state
in Table 5
{ya/ζ} {x̂a/ζ} {ya/ζ} from (7.2) {ya/ζ} from (7.3)
12-th
{−1.140806 × 10−3
±0.575835i}
{−2.979061 × 10−3,
7.029353 × 10−4} {±0.577223i}
{−1.138063 × 10−3
±0.577224i}
27-th {±1.379263 + π2ζ i} {±2.962552 × 10−3} {±1.378826 + π2ζ i} {±1.378828 + π2ζ i}
41-th
{−0.381523±
0.547636i,
0.764017 + π
2ζ
i}
{−4.518492 × 10−3,
5.582956 × 10−4,
2.169682 × 10−3}
{−0.381245±
0.548153i,
0.762489 + π
2ζ
i}
{−0.381847±
0.548154i,
0.761903 + π
2ζ
i}
120-th
{−0.295790±
0.550527i,
0.2961415±
0.550527i}
{−2.977582 × 10−3,
1.183573 × 10−8,
7.024496 × 10−4,
2.977334 × 10−3}
{±0.295564±
0.551187i}
{−0.295393±
0.551188i,
0.295745±
0.551188i}
Table 5: The comparison of the result by the algorithm of [1], and the solutions to higher level Bethe ansatz
equations (7.2) and (7.3) : N = 5,M = 5, T = 100, ζ = π
7
. States are selected “randomly".
Second we choose the same parameters with Table 2 and present examples including the 10-th excited state in
Table 6
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{ya/ζ} {x̂a/ζ} {ya/ζ} from (7.2) {ya/ζ} from (7.3)
10-th { π2ζ i} {±2.962940 × 10−3} { π2ζ i} { π2ζ i}
24-th
{3.496022 × 10−4+
π
2ζ
i}
{7.021791 × 10−4,
1.404799 × 10−7} {
π
2ζ
i} {3.511598 × 10
−4
+
π
2ζ
i}
32 -th
{−0.466727±
0.566923i}
{−4.520602 × 10−3,
−8.699320 × 10−4,
2.168664 × 10−3}
{−0.465800±
0.567469i}
{−0.466880±
0.567469i}
200-th
{−1.537113 + π
2ζ
i,
0.240380 + π
2ζ
i,
1.084164±
0.582417i}
{−3.715887 × 10−3,
−7.987464 × 10−4,
−6.083815 × 10−5,
6.127055 × 10−4,
2.426153 × 10−3}
{−1.536740 + π
2ζ
i,
0.240603 + π
2ζ
i,
1.083662±
0.582535i}
{−1.537050 + π
2ζ
i,
0.240295 + π
2ζ
i,
1.083357±
0.582535i}
Table 6: The comparison of the result by the algorithm of [1], and the solutions to higher level Bethe Ansatz
equations (7.2) and (7.3) : N = 5,M = 4, T = 100, ζ = π
7
. States are selected “randomly".
8 Conclusion
This work sets the quantum transfer matrix approach to the thermodynamics of spin chains into a rigorous frame-
work which is applicable for sufficiently high temperatures. For temperatures high enough we have proven all
those conjectures raised in the literature, whose validity is necessary for a rigorous use of the approach: the ex-
changeability of the infinite volume and infinite Trotter number limits, the existence of a maximal in modulus
Eigenvalue of the quantum transfer matrix which, furthermore, is real and non-degenerate, the well-definiteness
of the class of non-linear integral equations describing the Eigenvalues of the quantum transfer matrix along with
the existence and uniqueness of their solutions and, finally, the rigorous identification of the non-linear integral
equation describing the dominant Eigenvalue of the quantum transfer matrix. In this way, we have rigorously
established the integral representation for the per-site free energy of the spin-1/2 XXZ chain which was argued
earlier on on the basis of heuristic arguments [5, 21].
We stress that the uniqueness of solutions to the non-linear integral equation established in this work is a
rather non-trivial property. While desirable and potentially expected on the basis of physical arguments, examples
of non-linear integral equations, seemingly similar to those considered above, are known, for which, on the basis
of numerical investigations, uniqueness has been observed to fail [8]. Moreover, another type of nonlinear integral
equations directly for the eigenvalues of the quantum transfer matrix [37] is known to have many inequivalent
solutions.
While all the exposition of this paper was focused on the spin-1/2 XXZ chain, the reasoning employed in
sections 2, 3 is quite general and needs only very weak assumptions. In particular, upon minor modifications, our
proof of Theorem 3.2 is applicable to all quantum integrable models associated with a fundamental R-matrix.
In this work we have also obtained a characterisation of a subset of subdominant Eigenvalues of the quantum
transfer matrix in the high-temperature regime, this after taking the infinite Trotter number limit. As we have
shown, the calculation of these Eigenvalues reduces, to leading order in T−1, to finding solutions to the Bethe
Ansatz equations associated with the ordinary transfer matrix of the spin-1 XXZ chain. The main tool used in
this description are the classes Cǫα,̺. The solutions to the Bethe Ansatz equations have been thoroughly studied
numerically, and we have found that, for Trotter numbers up to N = 6, the classes Cǫα,̺ are non-empty. In fact,
it appears that, in this range of N, they capture around 70% of all subdominant Eigenvalues for large T . For the
time being we do not have any further mathematical interpretation of our numerical data. It will be interesting to
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attempt to interpret them on rigorous grounds.
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