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Two Formal Systems of the λδ Family Revised
FERRUCCIO GUIDI, University of Bologna, Italy
We present the framework λδ -2B that significantly improves and generalizes two previous formal systems of
the λδ family, i.e., λδ -1A and λδ -2A. Our main contributions are, on the one hand, a short definition for the
framework and, on the other hand, some important results that we are presenting here for the first time. The
definition stands just on two notions, i.e., bound rt-reduction and parametric validity. Our new results are
the confluence of bound rt-reduction on valid terms, the decidability of validity, of type inference and type
checking and an axiomatization of the type judgment for the system λδ -2A. As a key feature, the framework
and its theory have been developed and checked with the unavoidable help of the interactive prover Matita.
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bility condition, infinite degrees of terms, preservation of validity, strong normalization, terms as types
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1 INTRODUCTION
The formal systems of the λδ family stand as one of the many efforts aiming to provide typed
λ-calculi [Barendregt 1993] with de Bruijn’s quantifier (often appearing as [x :A] in Automath’s
literature [Nederpelt et al. 1994]) in such a way that desired invariants are guaranteed (i.e., conflu-
ence of reduction, preservation of type by reduction, strong normalization of typed terms, etc.).
Presently, the λδ family includes two stable and superseded systems having the expressive
power of λ→ (termed hereafter λδ -1A [Guidi 2009] and λδ -2A [Guidi 2015a]) and a proposed
system containing λP (termed hereafter λδ -3A [Guidi 2015b]) in which we can validate the Grund-
lagen [van Benthem Jutting 1979]: the only non-trivial development using de Bruijn’s quantifier.
In this article we show that equivalent versions of λδ -1A and λδ -2A can be defined without
the help of some auxiliary notions used by Guidi [2009, 2015a]. To this aim we introduce here
for the first time our system λδ -2B, that generalizes both systems and features a straightforward
definition.
In particular, we show that λδ -2B justifies the type rules of λδ -1A and the validity rules of
λδ -2A, while enjoying the invariants of both systems. Moreover, as an original contribution, we
give the type rules for λδ -2A. Finally, we conjecture a link between these systems by means of
η-conversion.
As a logical framework, λδ -2B supports only the propositions-as-objects interpretation of logic
in the style of Aut-68 [van Benthem Jutting 1994a] or LF [Harper et al. 1993]. On the other hand,
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Table 1. Summary of the digital specification (Oct. 2015 to Nov. 2019).
Branch Definitions Propositions
Shared structures for the λδ family 132 938
Specific structures for λδ -2B 46 1039
λδ -2B can serve as a specification language for some logical frameworks including the MF of
Maietti [2009] and its predecessors. See the online Appendix A of Guidi [2009] for more details.
As λδ -2B is not intended primarily as a logical framework, we are not suggesting an interpreta-
tion of logic into it. This would mean discussing the notion of proposition, assertion and proof.
We stress that the λδ family is not related intentionally to any other system having (variations of)
the symbols λ andδ in its name or syntax. Examples include: λ-δ [Church 1941],∆Λ [de Bruijn 1993,
1994a], λ∆ [Rehof and Sørensen 1994], λ∆ [Ronchi Della Rocca and Paolini 2004], λD [Nederpelt
and Geuvers 2014], Cλξ [de Bruijn 1978], and others like [Bloo et al. 1996; Nederpelt 1979, 1980].
In the rest of this section we discuss the design features of the systems in the λδ family compar-
ing then with similar frameworks. One remark resulting from the discussion is that our systems
borrow some features from both the pure type systems (PTS) [Barendregt 1993] and the Automath
languages, but stand outside both families. In Section 2 we define λδ -2B, Then we focus on the so-
called three problems: the confluence of ordinary reduction (Section 3), the strong normalization
properties (Section 4, Section 5, Section 6) culminating in the so-called big-tree theorem, and the
preservation of validity by reduction (Section 7). The latter mutually depends on the confluence of
bound rt-reduction, a result that we are presenting here for the first time. Preservation and conflu-
ence open the road to the decidability of the next problems: validity, type inference, type checking.
Moreover they are the key devices to explore in Section 8 the relationships between λδ -2B, λδ -2A
and λδ -1A.
Section 9 contains a selection of theorems on λδ -2B with sketched proofs, and our conclusions
are in Section 10. References to the formalized proofs appear in Appendix B, while in Appendix A
we report on the exclusion binder, a technical device appearing in λδ -1A ([Guidi 2009], Section 4).
1.1 Machine-Checked Digital Specification
The reference description of λδ -2B is the machine-checked digital specification of Guidi [2019],
which is developed from the start within the Calculus of Inductive Constructions (CIC) of Co-
quand and Paulin-Mohring [1990] with the help of the interactive prover Matita of Asperti et al.
[2011]. We stress that this specification is not the formalized counterpart of some previous infor-
mal material. In fact we are unable to manage the theory summarized in Table 1 just with pen and
paper.
The detailed specification of λδ -2B currently exists only in its digital version. In this article
we include some selected definitions and we outline some selected proofs (see Section 9). The
complete digital proof objects corresponding to these proofs are available in full as resources of the
Hypertextual Electronic Library of Mathematics (HELM) of Asperti et al. [2003] (see Appendix B).
Information on the current status of the λδ family is available at <http://lambdadelta.info/>.
1.2 Variables
Following the description of Λ∞ of van Benthem Jutting [1994b], the digital specification of λδ -2B
turns α-equivalence into syntactical equivalence by representing variable occurrences with po-
sition indexes by depth [de Bruijn 1994b] rather than with names. In this article, however, we
ACM Trans. Comput. Logic, Vol. ??, No. 1, Article . Publication date: December 2019.
Two Formal Systems of the λδ Family Revised 3
Table 2. The declared variable in our system.
(start)
Γ ⊢W
Γ, x :W ⊢ x :W (no restrictions on the type ofW )
Table 3. Postulates for de Bruijn’s quantification.
(β-reduction) Γ ⊢ ((λ∞x :W )T )V →
+ T [x ≔V ] (may take more than one step)
(pure abstraction)
Γ, x :W ⊢ T : U Γ ⊢W
Γ ⊢ (λ∞x :W )T : (λ∞x :W )U (the termW may have restrictions)
will use names for the convenience of the reader and we will assume the so-called Barendregt’s
convention [Barendregt 1993], i.e., all variables, free and bound, always have distinct names.
Following a widely accepted notation, meta-variables for names will be made of lowercase let-
ters, i.e., usually x , whereas uppercase letters will denote meta-variables for terms and other enti-
ties.
By design, as we show in Table 2 with the notation of the λ-Cube [Barendregt 1993], the expected
type of a valid declared variable must be valid but doesn’t needs to be a sort or to have a sort type.
In this way, and contrary to a PTS, type chains like Γ ⊢ x1 : · · · : xn :W are possible for any n
as in some Automath-related systems. See the Aut-4 family of de Bruijn [1994c] for applications.
In λδ -2B all variables are bound locally. However, global constants are unavoidable in realistic
mathematical developments and we plan to support them in future extensions of our system.
1.3 Abstraction andantification
De Bruijn’s quantification, which we write (λ∞x :W ) in this article, is the construction for abstract-
ing a variable x of typeW in the system ∆Λ [de Bruijn 1993, 1994a] and in simpler systems of
the Automath tradition such as: System Λ [Nederpelt 1973], λλ [de Vrijer 1994],Λ∞ [van Benthem
Jutting 1994b]. By design, λ∞ is subjected to β-reduction and pure typing as we show in Table 3
with the notation of the λ-Cube [Barendregt 1993]. Depending on the system, β-reduction may
occur in one or more steps and restriction may apply in the minor premise of pure abstraction.
Outside the project Automath, we find it in λλ [de Groote 1993] and in System d [Weber 2018].
Remarkably, Γ, x :W ⊢ M : T : S and Γ ⊢ W give Γ ⊢ (λ∞x :W )M : (λ∞x :W )T : (λ∞x :W )S
meaning that the function (λ∞x :W )M belongs to the dependent function space (λ∞x :W )T , which
belongs to the family of function spaces (λ∞x :W )S , all whose members haveW as their source.
De Bruijn’s quantification arises naturally when we consider the simplest syntactical modifi-
cation that turns untyped λ-calculus into Church-typed λ-calculus, i.e., adding at least one sort,
decorating λ-abstractions with an expected type and taking the resulting terms as the types.
The well-known result of this modification is a λ-calculus with uniformly dependent types,
whose valid terms (and types) are valid in a system of simple types referred to as norms or arities.
The importance of λ∞-abstraction appears clearly from the propositions-as-types (PAT) perspec-
tive [Kamareddine et al. 2004] since it provides for a predicative universal quantification on sorts.
In fact Γ ⊢ (λ∞x :W )T :W does not hold regardless of the termW , including any sort.
Higher-order universal quantifications, for instance on the sort of propositions, are unavoidable
in formal logic (inference rules do contain propositional variables) and a predicativist logician
accepts them provided that they are schematic, i.e., they occur just in the meta-language.
When such quantifications are formalized explicitly in typed λ-calculus following the PAT in-
terpretation of logic, the predicativist logician expects to render them with predicative means, and
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λ∞-abstraction is one of such means indeed. Moreover we notice that the λ∞-quantification of
schematic variables is standard practice in the languages of the Automath family from the start.
Other constructions serving the same purpose are the parametric constants ofCp -PTS [Kamared-
dine et al. 2001] and the parametric abstraction and quantification (§ and ¶) of λ68 [Kamareddine
et al. 2003]. In this respect, we can see λ∞ as a construction playing the role of both § and ¶.
Some systems of the Automath family pursue another well-known identification: the one con-
cerning functional abstraction and universal quantification (the constructions λ and Π of the
λ-Cube). If in Aut-68 [van Benthem Jutting 1994a] this identification is just syntactical, for we
can recover the role of each unified binder by looking at its degree, the situation is different is
Aut-QE [van Daalen 1994], where the unified binders of degree 2 can play both roles at once.
Outside the Automath family, the unification of λ and Π is investigated by Kamareddine [2005].
Although discussing λ and Π goes beyond the scope of this article, we notice that λ∞ can unify
just the λ and the Π of category (⋆,⋆) according to the classification of Barendregt [1993]. Thus,
we stress that the λδ -family does not pursue the unification of λ and Π in the general sense.
As a final remark we notice that no term can be a universe if λ∞ is the only universal quantifier.
In particular no sort, call it ⋆, can be a universe given that Γ ⊢ (λ∞x :W )T : ⋆ is impossible.
For the reader’s convenience we recall that a universe must type function spaces of any arity.
In the previous consideration lies the deep reason why λδ -2B cannot support the BHK-based
PAT interpretation of logic: in this interpretation the sort of propositions must be a universe.
1.4 Application
As its predecessors, λδ -2B displays application according to the so-called item notation of Kamared-
dine and Nederpelt [1996b] in order to improve the visual understanding of redexes. In particular,
(@V )T will denote the functionT applied to the argumentV , whose mainstream notation is (T )V .
The applicability condition in Automath’s tradition allows Γ ⊢ (@V )(λ∞x :W )T of every degree
which allows Γ ⊢ (λ∞x :W )T (provided that Γ ⊢ V : W ). The reader should notice that T can be a
type and, in this case, (λ∞x :W )T is a dependent function space. The benefit of this policy is that
every typable term X has a unique canonical type typ(X ) whose construction is syntax-directed
and does not involve reduction. Interestingly, Kamareddine et al. [1999] show that the same thing
works in the λ-Cube extended with Π-application, Π-reduction and abbreviations in contexts.
Comforted by these results, the policy of λδ -2B is to allow Γ ⊢ (@V )(λ∞x :W )T of any degree.
Another aspect of the applicability condition concerns the case Γ ⊢ (@V )x1. In a PTS-like type
system, where the types of types are sorts or (by our mistake!) in λδ -1A, we just require that x1
inhabits a function space, for instance by postulating Γ ⊢ x1 : (Πx :W )U or Γ ⊢ x1 : (λ∞x :W )U
(provided that Γ ⊢ V : W ). On the other hand, in an Automath-like type system as Aut-QE or
λδ -2A, where type chains of the kind Γ ⊢ x1 : · · · : xn : · · · are possible, we must extend the
previous condition by postulating that there exists some n for which Γ ⊢ x1 : · · · : xn : (λ∞x :W )U .
In order to catch both the restricted (PTS-like) condition and the extended (Automath-like) con-
dition, λδ -2B allows to choose n in a parametric subset A of natural numbers. So A = {any n}
implies the extended condition, A = {1} implies the restricted condition, if A = {0} only the
applications of explicit functions are valid, i.e., (@V )(λ∞x :W )T , if A = {} no application is valid.
Finally we want to stress that the applicability condition in this article is strong in that Γ ⊢
(@V )T implies Γ ⊢ V and Γ ⊢ T . This is opposed to the weak applicability of ∆Λ [de Bruijn 1993,
1994a], where Γ ⊢ (@V )T implies Γ ⊢ V but not necessarily Γ ⊢ T . For the reader’s convenience,
here is a term of a PTS which is weakly valid but not strongly valid. For Γ ⊢ N : V : S and Γ ⊢ M : T ,
consider Γ ⊢ (@V )(λα :S)(@N )(λx:α)M . In this case we do not have Γ ⊢ (λα :S)(@N )(λx:α)M
because of the inner β-redex, but the outer β-reduct is valid indeed because Γ ⊢ (@N )(λx :α)M[α≔
V ].
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1.5 Sorts
By design, λδ -2B avoids the distinction between valid terms and typable terms by making sure
that every valid term has a type. This distinction, occurring in systems like the λ-Cube where the
sort  is valid but untyped, complicates the statement and the proof of many system’s properties,
and yet is useless since we can inject any system with top sorts into a system without top sorts.
Moreover λδ -2B pursues uniqueness of types up to conversion, thus a sort determines its type.
We shall write a generic sort as⋆s , where s is a meta-variable ranging over a set S of identifiers.
The type of ⋆s in the λδ family is ⋆next〈s〉 where next is a parameter function from S to S.
Restrictions on S and next appear in λδ -1A and λδ -2A, but both S and next can be chosen at
will in λδ -2B provided that S , ∅ and equality in S is decidable. As observed by Weber [2018] for
System d, even choosing S
def
= {⋆} and next〈⋆〉
def
= ⋆ does not break the properties of the system.
In the digital specification most notions depend on an instantiable structure for S, next and their
postulates. For the reader’s convenience we will hide this dependence in the present article.
1.6 Abbreviation
The λδ family, aiming to be a realistic tool for the specification of mathematics, features abbre-
viations in terms (i.e., the local non-recursive definitions of functional programming languages)
because of their undeniable importance in the practice ofmathematical development. Indeed,math-
ematics is unimaginable without some kind of abbreviation mechanism. For instance they appear
in practical implementations of CIC [Bertot and Castéran 2004] and of other logical frameworks.
The construction (δx=V )T represents the abbreviation ofV with x inT and allows the λδ family
to delay the substitution of V in T during β-reduction, that is realized in call-by-name style.
We notice that a sequence of adjacent abbreviations realizes a telescopic explicit substitution.
We also notice that the presence of abbreviations allows to develop the whole meta-theory of
λδ -2B (and of λδ -2A and contrary to λδ -1A) without the meta-linguistic substitution, i.e.,T [x≔V ].
1.7 Expected Type Annotation
Another linguistic feature that the λδ family takes from real-world programming languages and
logical frameworks is the expected type annotation, which is also known as the explicit type cast.
This construction appears as (©U )T in the present article and may appear as (T :U ) elsewhere.
Both notations mean that U is an expected type of T . Its importance lies in the possibility of
expressing a type checking problem as a validity asserting problem, in that Γ ⊢ T : U iff Γ ⊢ (©U )T .
We would like to point out that a variant of ©, termed ©0 and planned in the forthcoming
systems of the λδ family, will allow to rephrase with validity even the convertibility of valid terms.
1.8 Environment
In the λδ family an environment is the structure containing the information on the free variables
of a valid term. In the literature it may appear as a context, but we follow Sørensen and Urzyczyn
[2006] that use this term for a different structure. There are well-established motivations to allow
more than just type declarations in this structure, and in the λδ family we allow abbreviations,
i.e., non-recursive definitions, as well. This extension enables small-step β-reduction, which is a
convenient design feature, and is crucial in systems like [Kamareddine et al. 1999] where it helps
to separate type construction and type conversion while the desired invariants are maintained.
Some systems, see for instance Λ∞ of van Benthem Jutting [1994b] and MF of Maietti [2009],
provide for the notion of valid environment, i.e., ⊢ Γ, and are designed so as to ensure that Γ ⊢ T
implies ⊢ Γ. If on the one hand this notion simplifies the proofs of some system’s properties and
for instance is reasonable in the scenario of categorical semantics (where the objects correspond
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Table 4. Reduction steps (r-steps).
(theta-swap) L ⊢ (@V )(δx=W )T →
θ
(δx=W )(@V )T
(beta-contraction) L ⊢ (@V )(λ∞x :W )T →β (δx=(©W )V )T
(delta-expansion) K(∆x=V ) ⊢ x →
δ
V
(zeta-contraction) L ⊢ (δx=V )T →
ζ
T (x not free in T )
(epsilon-contraction) L ⊢ (©U )T →ϵ T
Table 5. Type synthesis steps (t-steps).
(ess-transition) L ⊢ ⋆s →s ⋆next〈s〉 (applies endlessly)
(ell-expansion) K(Λx:W ) ⊢ x →
l
W
(ee-contraction) L ⊢ (©U )T →e U
to the valid environments), on the other hand it is redundant in many cases and forces a mutual
recursion between the definitions of ⊢ Γ and Γ ⊢ T that the systems of the λδ family aim to avoid.
In the present article L and K will be meta-variables for environments, (Λx:W ) will denote a
type declaration, (∆x=V ) will denote an abbreviation and ∗ will denote the empty environment.
Finally, we want to stress that here we are simplifying the environments with respect to λδ -1A.
1.9 Transitions
The transition system of λδ -2B is environment-aware and is is designed to be deterministic and to
minimize critical pairs. It is derived from the extended reduction system used by de Vrijer [1994]
to prove the strong normalization of λλ and comprises two families of steps: the r-steps of Table 4
implementing small-step reduction and the t-steps of Table 5 implementing basic type synthesis.
The big-step β-contraction of Table 3 is realized by one small-step β-contraction followed by
zero oremore δ -expansions and one ζ -contraction. The presence of e-contraction and the presence
of the expected typeW in the β-reduct are the key device to extend without effort the strong
normalization of r-steps alone to the strong normalization of r-steps and t-steps combined.
The θ -swap is meant to realize the β-contraction at a distance, i.e., the β1-step of Nederpelt
[1973], that we plan to use in forthcoming systems of the λδ family. noticeably, this notion is
convenient in many situations: for instance [Accattoli and Dal Lago 2016; Accattoli et al. 2018].
The r-steps and the t-steps do not commute in general and (ϵ, e) is a critical pair, which is
confluent if the redex (©U )T is valid. On the other hand, r-steps alone are always confluent.
1.10 Validity
Generally speaking, a validity condition is meant to discriminate the λ-terms having specific prop-
erties. In the case of λδ -2B a term X valid in the environment L will satisfy the next conditions:
(1) the term X is closed in L;
(2) every hereditary subterm of X in L is valid in L;
(3) for a type annotation X
def
= (T :U ), a synthesized type forT converts to U in L;
(4) for an application X
def
= (T V ), a synthesized n-type for T converts to a functional term
(λ∞x :W )U in L and a synthesized type for V converts toW in L, provided that n ∈ A.
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Table 6. Terms and environments.
Term: T ,U ,V ,W F ⋆s | x | (@V )T | (λ∞x :W )T | (δx=V )T | (©U )T
Environment: K , LF ∗ | K(Λx:W ) | K(∆x=V )
Table 7. Shared notations.
#| ⋆ s for s or ⋆s (λ∞ |δx+V )T for (λ∞x :V )T or (δx=V )T
(©|@V )T for (©V )T or (@V )T K(Λ|∆x+V ) for K(Λx :V ) or K(∆x=V )
In our system validity corresponds to typability and is a primitive notion mainly because the
property of preservation by reduction is easier to prove for validity than type assignment when
the extended applicability condition is in effect, as types are assigned up to conversion. Notice that
Kamareddine and Nederpelt [1996a] define typability as a primitive notion in the λ-Cube as well.
2 DEFINITION OF THE FRAMEWORK
Contrary to λδ -1A and λδ -2A, the definition of λδ -2B, whose syntax we explain in Section 2.1,
stands on two notions: bound rt-reduction (Section 2.2) and parametric validity (Section 2.3).
In particular, the definition does not involve neither the degree of a term nor the canonical type
of a term. Moreover, the expected type assignment, i.e., L ⊢ T : U , here becomes a derived notion.
2.1 Syntactic Categories
The grammar of λδ -2B features two syntactic categories: the terms and the environments of Ta-
ble 6. Terms include sorts (Section 1.5), variable occurrences (Section 1.2), applications (Section 1.4),
typed abstractions (Section 1.3), abbreviations (Section 1.6), and expected type annotations (Sec-
tion 1.7). Environments (Section 1.8) contain typed declarations and explicit substitutions.
We observe that @ (circled “a”) is a standard symbol for applicative nodes in the tree represen-
tation of λ-terms, © (circled “c”) stands for cast, and ⋆ (star) is a sort symbol as in the λ-Cube.
To display our rules in a compact way we introduce the shared notations of Table 7. We take #
from the digital specification (Section 1.1), where #i denotes the variable reference at depth i .
If a shared notation occurs many times in a statement, we must take the same symbol in every
occurrence. By (Λ|∆x+V ) and (λ∞ |δx+V ) we mean (Λx :V ) and (λ∞x :V ), or (∆x=V ) and (δx=V ).
Finally, notice that bound and free variable occurrences are implicitly defined as one expects.
2.2 Reduction and Type Synthesis for Terms
In this section we define reduction and type synthesis at once by means of bound rt-reduction.
Speaking informally, an rt-reduction sequence of height n contains any number of r-steps and
exactly n t-steps (Section 1.9) taken along the spine. In this setting the spine of (©U )T contains
both the spine ofU and the spine ofT , while we define the spine as usual in the other cases.
Notice that the spine of x in the environment K(Λ|∆x+V ) contains the spine of V in K .
We begin by defining in Table 8 the relation L ⊢ T1 →n T2 stating that the term T1 reduces to
the term T2 in the environment L by simultaneously firing an arbitrary and unspecified subset of
its independent rt-redexes, provided that this subset contains n t-redexes located on the spine.
Following Takahashi [1995] our reduction is parallel to ease the proof of its confluence.
We include five structural rules (1A, 1P, 1L, 1@, 1©) and one operational rule for each rt-step.
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Table 8. Bound rt-reduction for terms (one parallel step).
L ⊢ V1 →0 V2 L ⊢ T1 →n T2
L ⊢ (@V1)T1 →n (@V2)T2
1@
L ⊢ #| ⋆ s →0 #| ⋆ s
1A
L ⊢ ⋆s →1 ⋆next〈s〉
1s
K ⊢ x1 →n T2
K(Λ|∆y+V ) ⊢ x1 →n T2
1L
K ⊢ V1 →n V2
K(∆x1=V1) ⊢ x1 →n V2
1δ
K ⊢W1 →n W2
K(Λx1:W1) ⊢ x1 →n+1 W2
1l
L ⊢ V1 →0 V2 L(Λ|∆x+V1) ⊢ T1 →n T2
L ⊢ (λ∞ |δx+V1)T1 →n (λ∞ |δx+V2)T2
1P
L ⊢ T1 →n T2
L ⊢ (δx=V )T1 →n T2
1ζ
L ⊢ U1 →n U2 L ⊢ T1 →n T2
L ⊢ (©U1)T1 →n (©U2)T2
1©
L ⊢ T1 →n T2
L ⊢ (©U )T1 →n T2
1ϵ
L ⊢ U1 →n U2
L ⊢ (©U1)T →n+1 U2
1e
L ⊢ V1 →0 V2 L ⊢W1 →0 W2 L(Λx :W1) ⊢ T1 →n T2
L ⊢ (@V1)(λ∞x :W1)T1 →n (δx=(©W2)V2)T2
1β
L ⊢ V1 →0 V2 L ⊢W1 →0 W2 L(∆x=W1) ⊢ T1 →n T2
L ⊢ (@V1)(δx=W1)T1 →n (δx=W2)(@V2)T2
1θ
Rule 1L: y , x1 and y not free in T2 . Rule 1ζ : x not free in T1 .
Table 9. Bound rt-reduction for terms (sequence of parallel steps).
L ⊢ T1 →n T2
L ⊢ T1 →
∗
n T2
2I
L ⊢ T1 →
∗
n1
T L ⊢ T →∗n2 T2
L ⊢ T1 →
∗
n1+n2
T2
2T
The reader should notice that L ⊢ T1 →0 T2 does not involve t-steps and thus expresses ordinary
reduction. In particular, Rule 1P includes the well-known ξ -rule. Moreover, our β-reduction is
more parallel than its context-free version based on implicit substitution. Considering (A), where
we removed the types for simplicity, each occurrence of x in T2 gets the same reduct V2 of V1. On
the other hand, by means of our Rule 1δ each occurrence of x inT2 can get a different reduct ofV1
in a single reduction step. This advanced parallelism gives important properties to rt-reduction.
V1 → V2 T1 → T2
(@V1)(λx)T1 → T2[x ≔V2]
β (A)
Our next step is to introduce bound rt-reduction sequences by defining in Table 9 the relation
L ⊢ T1 →
∗
n T2 as the transitive closure of L ⊢ T1 →n T2. Notice that our notation has the symbol ∗
(Kleene star), which is appropriate since L ⊢ T1 →
∗
0 T2 is reflexive (because so is L ⊢ T1 →0 T2).
The reader should notice that substitution occurs by δ -expansion. Thus, if we do not reduce
outside the spine of a term, we do not substitute outside that spine either. This yields that, in a
weak head reduction sequence, substitution is linear in the sense of Danos and Regnier [2004].
Finally, we stress that an rt-reduction sequence of height 1 is connected to type synthesis in that
we desire the following invariant to hold: L ⊢ T and L ⊢ T →∗1 U imply L ⊢ T : U (see Section 7.4).
2.3 Parametric Validity and Parametric Type Assignment for Terms
Our primitive validity predicate L ⊢ T !A , whose rules are shown in Table 10, catches the require-
ments of Section 1.10 and depends on the applicability domainA as we explained in Section 1.4.
The definition includes one structural rule (3L) and one operational rule for each term con-
struction. Reduction appears in both Rule 3@ and Rule 3© rather than just in the well-known
conversion rule. To us this is not a drawback, but a feature that allows a finer tuning of validity
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Table 10. Parametric validity for terms.
L ⊢ ⋆s !A
3⋆
K ⊢ V !A
K(Λ|∆x+V ) ⊢ x !A
3#
K ⊢ x !A
K(Λ|∆y+V ) ⊢ x !A
3L
L ⊢ V !A K(Λ|∆x+V ) ⊢ T !A
L ⊢ (λ∞ |δx+V )T !A
3P
L ⊢ U !A L ⊢ T !A L ⊢ T →
∗
1 U0 L ⊢ U →
∗
0 U0
L ⊢ (©U )T !A
3©
L ⊢ V !A L ⊢ T !A n ∈ A L ⊢ T →
∗
n (λ∞x :W0)U0 L ⊢ V →
∗
1 W0
L ⊢ (@V )T !A
3@
Rule 3L: y , x .
Table 11. Parametric type assignment for terms.
L ⊢ (©U )T !A
L ⊢ T :
A
U
4©
with respect to type assignment and that is meant to play a role in the forthcoming systems of the
λδ family.
Interestingly, most properties of validity do not depend on the choice of A. The decidability
properties require the next decidability condition on A, which holds in all reasonable cases.
For all n1 we can decide (∃n2 ∈ A) n1 ≤ n2 (B)
At this point, we define the parametric type assignment L ⊢ U :
A
T with the rule of Table 11.
3 CONFLUENCE OF REDUCTION
In this sectionwe introduce the auxiliary notions thatwe need in order to prove Theorem9.1(4): the
confluence of our reduction L ⊢ T1 →
∗
0 T2, i.e., its Church-Rosser property. These notions include:
the support for well-founded induction on the structure of closures (Section 3.1), the reduction for
environments (Section 3.2), the refinement for the preservation of reduction (Section 3.3).
The reader should be aware that most properties of λδ -2B are proved by structural induction
on a premise, but this proof method fails for some important results like the confluence theorem.
In most cases a proof by induction on the proper subclosures provides for a good alternative.
We remark that r-steps (Table 4) yield no critical pairs by design, thus confluence comes easily.
Theorem 9.1(6), i.e., the confluence of our reduction for environments L1 →
∗
0 L2, is a corollary.
3.1 Structural Order for Closures
Following Nederpelt [1994], we observe that, contrary to untyped λ-calculus, typed λ-calculus is
concerned just with valid terms, which are not absolutely open. Thus, the notion of closure, i.e., a
pair 〈L,T 〉 of an environment L binding the free variables of a termT , emerges naturally in λδ -2B.
Induction on the structure of closures is granted by the strict partial order emerging from the
successor relation we give next. This relation defines the s-step of the rst-transition system, origi-
nally due to de Vrijer [1994], that we are developing in this article as a main tool for λδ -2B.
The relation 〈L1,T1〉 ց 〈L2,T2〉 we define in Table 12, states that 〈L2,T2〉 is a direct subclosure of
〈L1,T1〉. Its transitive closure 〈L1,T1〉 ց
+ 〈L2,T2〉, i.e., the proper subclosure. is defined in Table 13.
We want to stress that restricting T to x in Rule 5L invalidates the important Theorem 9.5(4).
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Table 12. Direct subclosure (one s-step).
〈K(Λ|∆x+V ), x〉 ց 〈K ,V 〉
5#
〈K(Λ|∆y+V ),T 〉 ց 〈K ,T 〉
5L
〈L, (λ∞ |δx+V )T 〉 ց 〈L,V 〉
5P1
〈L, (λ∞ |δx+V )T 〉 ց 〈L(Λ|∆x+V ),T 〉
5P2
〈L, (©|@V )T 〉 ց 〈L,V 〉
5F1
〈L, (©|@V )T 〉 ց 〈L,T 〉
5F2
Rule 5L: y not free in T .
Table 13. Proper subclosure (sequence of s-steps).
〈L1,T1〉 ց 〈L2,T2〉
〈L1,T1〉 ց
+ 〈L2,T2〉
6I
〈L1,T1〉 ց
+ 〈L,T 〉 〈L,T 〉 ց+ 〈L2,T2〉
〈L1,T1〉 ց
+ 〈L2,T2〉
6T
Table 14. Pointwise reduction for environments (one parallel step on all entries).
∗ →0 ∗
7∗
K1 →0 K2 K1 ⊢ V1 →0 V2
K1(Λ|∆y+V1) →0 K2(Λ|∆y+V2)
7P
Table 15. Pointwise reduction for environments (sequence of parallel steps on all entries).
L1 →0 L2
L1 →
∗
0 L2
8I
L1 →
∗
0 L L →
∗
0 L2
L1 →
∗
0 L2
8T
By observing that s-steps decrease the sum of the term constructors occurring in closures, we
easily argue that infinite sequences of s-steps are impossible. Using other words, we are saying
that the s-transition system is strongly normalizing and that 〈L1,T1〉 ց
+ 〈L2,T2〉 is well-founded.
3.2 Pointwise Reduction for Environments
Pointwise reduction for environments is a standard tool in the development of typed λ-calculus.
for instance Barendregt [1993] uses it to prove the preservation theorem, i.e., subject reduction,
for a PTS. In λδ -2B we use it more often since most of our relations are aware of environments.
The rules of Table 14 define the relation L1 →0 L2 denoting one step of parallel pointwise
reduction for environments. The rules of Table 15 define its reflexive and transitive closure L1 →
∗
0
L2.
Notice that it makes no sense to define these notions for a bound n , 0 since the minor premises
of Rules 1P, 1β and 1θ are L ⊢ V1 →0 V2 and L ⊢W1 →0 W2. So the bound appears for uniformity.
Finally notice that L1 →
∗
0 L2 has the next alternative axiomatization because of Theorem 9.1(1).
∗ →∗0 ∗
8∗ K1 →
∗
0 K2 K1 ⊢ V1 →
∗
0 V2
K1(Λ|∆y+V1) →
∗
0 K2(Λ|∆y+V2)
8P (C)
3.3 Refinement for the Preservation of Reduction
The theory of the λδ family contains reflexive relations for environments termed here refinements.
They are invoked when proving that reduction preserves some property and, specifically, they
come into play in the case of the β-rule, given that, by design, the backward application of the
corresponding P-rule moves part of the β-redex and part of the β-reduct in the environment.
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Table 16. Refinement for the preservation of reduction.
∗ ⊆ ∗ 9∗
K1 ⊆ K2
K1(Λ|∆y+V ) ⊆ K2(Λ|∆y+V )
9B
K1 ⊆ K2
K1(∆y=(©W )V ) ⊆ K2(Λy:W )
9β
The rules of Table 16 define the relation L1 ⊆ L2 stating that L1 refines L2 for the preservation
of reduction. The main properties of this refinement are Theorem 9.1(2) and Theorem 9.2(1).
This refinement is transitive (see Guidi [2015a]) and is implied by the other refinements.
4 STRONG NORMALIZATION OF RT-REDUCTION FOR TERMS
Strong normalization of rt-reduction poses two design issues. Firstly, we want an extension of
K ⊢ T1 →n T2 (Section 2.2) that commutes with 〈L,U1〉 ց 〈K ,T1〉 (Section 3.1) so as to prove
strong normalization of rst-reduction (the so-called big-tree theorem of de Vrijer [1994]) by clus-
tering the rt-steps and the s-steps of an rst-reduction sequence. Secondly, we need to define strong
normalization taking into account that our ess-transition (Table 5) applies endlessly. These consid-
erations lead us to introduce extended rt-reduction in Section 4.1 and strong normalization modulo
sort irrelevance in Section 4.2. Following Guidi [2015a] we base our proof of strong normalization
on Tait-style reducibility candidates [Tait 1975], that we present in Section 4.3. These differ from
the Girard-style reducibility candidates [Girard et al. 1989] used by Guidi [2009] in that they con-
tain untyped terms and they are not closed by forward reduction (Girard’s condition CR2). This
simplification gives more freedom for constructing their elements. Strong normalization is proved
for all terms to which a reducibility candidate can be assigned according to well-established rules
introduced in Section 4.4. In the end we argue that these terms form a decidable superset of the
valid terms.
4.1 Extended RT-Reduction
Extended rt-reduction emerges by removing the bounds on the number of t-steps in the definition
of bound rt-reduction. Thus we define the four relations L ⊢ T1 ր T2 (Table 17), L ⊢ T1 ր
∗ T2
(Table 18), L1 ր L2 (Table 19), L1 ր
∗ L2 (Table 20). Notice that Rule 10# merges Rules 1δ and 1l.
Notice as well that L1 ր
∗ L2 has the next alternative axiomatization because of Theorem 9.5(9).
∗ ր∗ ∗
13∗ K1 ր
∗ K2 K1 ⊢ V1 ր
∗ V2
K1(Λ|∆y+V1) ր
∗ K2(Λ|∆y+V2)
13P (D)
4.2 Strongly Normalizing Terms for Extended RT-Reduction
Given that ess-transitions are the only ones that are always possible, the most sensible definition
of a normal term in our transition system is that of a term to which only ess-transitions apply.
Independently of the function next, if only ess-transitions are applied in L ⊢ T1 ր T2 then T1
and T2 differ only in their ⋆s items, thus they verify the equivalence relation T1  T2 defined by
the rules of Table 21. The converse is true as well because of a property of our transition system.
The one-step cycles allowed by the small-step reduction we defined in Section 4.1 contain just
ess-transitions, i.e., in a derivation of L ⊢ T ր T every operational rule is an instance of Rule 10s.
In particular, taking ∆s
def
= (λ∞x :⋆s)(@x)x and Ωs
def
= (@∆s )∆s , the digital specification contains
a proof that, without reflexivity, L ⊢ Ωs →
∗
0 Ωs in at least three parallel steps (β , δ and ϵ , ζ ).
Therefore we have the right to consider a termT rt-normal in the environment Lwhen it verifies
the condition րN〈L,T 〉 defined by Rule 15N of Table 22. The condition րSN〈L,T 〉 verified by a
strongly rt-normalizing term T in L follows immediately and is defined by Rule 15S of Table 22.
Notice that the non-recursive introduction rule of this relation is: ifրN〈L,T 〉 thenրSN〈L,T 〉.
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Table 17. Extended rt-reduction for terms (one parallel step).
L ⊢ V1 ր V2 L ⊢ T1 ր T2
L ⊢ (@V1)T1 ր (@V2)T2
10@
L ⊢ #| ⋆ s ր #| ⋆ s
10A
L ⊢ ⋆s ր ⋆next〈s〉
10s
K ⊢ x1 ր T2
K(Λ|∆y+V ) ⊢ x1 ր T2
10L
K ⊢ V1 ր V2
K(Λ|∆x1+V1) ⊢ x1 ր V2
10#
L ⊢ V1 ր V2 L(Λ|∆x+V1) ⊢ T1 ր T2
L ⊢ (λ∞ |δx+V1)T1 ր (λ∞ |δx+V2)T2
10P
L ⊢ T1 ր T2
L ⊢ (δx=V )T1 ր T2
10ζ
L ⊢ U1 ր U2 L ⊢ T1 ր T2
L ⊢ (©U1)T1 ր (©U2)T2
10©
L ⊢ T1 ր T2
L ⊢ (©U )T1 ր T2
10ϵ
L ⊢ U1 ր U2
L ⊢ (©U1)T ր U2
10e
L ⊢ V1 ր V2 L ⊢W1 րW2 L(Λx :W1) ⊢ T1 ր T2
L ⊢ (@V1)(λ∞x :W1)T1 ր (δx=(©W2)V2)T2
10β
L ⊢ V1 ր V2 L ⊢W1 րW2 L(∆x=W1) ⊢ T1 ր T2
L ⊢ (@V1)(δx=W1)T1 ր (δx=W2)(@V2)T2
10θ
Rule 10L: y , x1 and y not free in T2 . Rule 10ζ : x not free in T1.
Table 18. Extended rt-reduction for terms (sequence of parallel steps).
L ⊢ T1 ր T2
L ⊢ T1 ր
∗ T2
11I
L ⊢ T1 ր
∗ T L ⊢ T ր∗ T2
L ⊢ T1 ր
∗ T2
11T
Table 19. Pointwise extended rt-reduction for environments (one parallel step on all entries).
∗ ր ∗
12∗
K1 ր K2 K1 ⊢ V1 ր V2
K1(Λ|∆y+V1) ր K2(Λ|∆y+V2)
12P
Table 20. Pointwise extended rt-reduction for environments (sequence of parallel steps on all entries).
L1 ր L2
L1 ր
∗ L2
13I
L1 ր
∗ L L ր∗ L2
L1 ր
∗ L2
13T
Moreover, w.l.o.g., we can replace L ⊢ T1 ր T2 with L ⊢ T1 ր
∗ T2 in Rule 15N and Rule 15S.
4.3 Reducibility Candidates, Neutral Terms and Inner Reduction
The most important property of strongly normalizing terms is thatրSN
def
= {〈L,T 〉 | րSN〈L,T 〉}
is a reducibility candidate (Theorem 9.2(3)), i.e., a subset C of րSN verifying the six saturation
conditions expressed by the rules of Table 23. In this definition we use some vector notation: V is
a list of terms, (@V )T is the n-ary application andրSN〈L,V 〉 meansրSN〈L,V 〉 for every V ∈ V .
Rule 16J is Girard’s condition CR1, Rule 16N is Tait’s condition iii or Girard’s condition CR4, Rule
16β generalizes Tait’s condition ii. The neutral term T in Rule 16N does not make a redex with a
preceding application, so it is neither an abstraction (because of β-reduction) nor an abbreviation
(because of θ -reduction). The formal definition of Neutral〈T 〉 is given by the two rules of Table 24.
When we say in Rule 16# that the environment L extends the environment K , we mean that
all entries (Λ|∆x+V ) of K are in L in the same order. Moreover, the entries of L that are not in K
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Table 21. Sort irrelevance for terms.
⋆s1  ⋆s2
14⋆ x  x 14#
V1  V2 T1  T2
(λ∞ |δx+V1)T1  (λ∞ |δx+V2)T2
14P
V1  V2 T1  T2
(©|@V1)T1  (©|@V2)T2
14F
Table 22. Normal and strongly normalizing terms for extended rt-reduction.
(∀T2) (L ⊢ T1 ր T2) ⊃ (T1  T2)
րN〈L,T1〉
15N
(∀T2) (L ⊢ T1 ր T2) ⊃ (T1  T2) ⊃ (րSN〈L,T2〉)
րSN〈L,T1〉
15S
Table 23. Reducibility candidate.
〈L,T 〉 ∈ C
րSN〈L,T 〉
16J
L Extends K(Λ|∆x+V ) 〈L, (@V )V 〉 ∈ C
〈L, (@V )x〉 ∈ C
16#
րSN〈L,V 〉 Neutral〈T 〉 րN〈L,T 〉
〈L, (@V )T 〉 ∈ C
16N
〈L, (@V )(δx=(©W )V )T 〉 ∈ C
〈L, (@V )(@V )(λ∞x :W )T 〉 ∈ C
16β
րSN〈L,V 〉 〈L(∆x=V ), (@V )T 〉 ∈ C
〈L, (@V )(δx=V )T 〉 ∈ C
16δ
〈L, (@V )U 〉 ∈ C 〈L, (@V )T 〉 ∈ C
〈L, (@V )(©U )T 〉 ∈ C
16©
Table 24. Neutral (or simple) term.
Neutral〈#| ⋆ s〉
17A
Neutral〈(©|@V )T 〉
17F
do not depend on the variables bound in K . Guidi [2015a] reports on how extension is realized in
λδ -2A. In the case of Rule 16# we can assume that K(Λ|∆x+V ) is an initial segment of L, but this
assumption is too weak in the case of Rule 18λ coming next (see the comment on Rule 16δ ).
Compound reducibility candidates are built through well-established constructions. In λδ -2B
we need just the functional construction C1 → C2 defined by the rule of Table 25, whose relevant
property is Theorem 9.2(4) stating that if C1 andC2 are candidates, so is C1→C2. Notice that Lmust
extend K in order to prove the case of Rule 16δ , in which L and L(∆x=V ) have different lengths.
When we prove that րSN is a reducibility candidate, for example in the case of Rule 16β , we
need to separate the reductions involving the top redex (the outer reductions) from the reductions
preserving the top redex (the inner reductions). Here it is enough to say that L ⊢ T1 ր
∗ T2 is
inner when T1 and T2 have the same top construction in the sense of T1 ∽ T2 defined by the
rules of Table 26. For the sake of elegance T1  T2 implies T1 ∽ T2 and we show its usage in
Theorem 9.2(2).
4.4 Arity Assignment and Related Refinements
Arities are simple types representing the abstract syntax of our reducibility candidates, which
are built from C
def
= րSN and C
def
= C1 → C2 of Section 4.3. Table 27 introduces arities and their
interpretation. Such arities are assigned to terms according to thewell-established rules of Table 28.
Our reducibility theorem states that L ⊢ T ... A implies 〈L,T 〉 ∈ [[A]], thus րSN〈L,T 〉 by Rule
16J, but we prove it in the general form of Theorem 9.3(6) to obtain suitable inductive hypotheses.
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Table 25. Functional construction for subsets of closures.
(∀L,V ) (L Extends K) ⊃ (〈L,V 〉 ∈ C1) ⊃ (〈L, (@V )T 〉 ∈ C2)
〈K ,T 〉 ∈ C1 → C2
18λ
Rule 18λ : T does not depend on the variables bound in L but not in K .
Table 26. Equivalence for inner reduction.
⋆s1 ∽ ⋆s2
19⋆ x ∽ x 19#
(λ∞ |δx+V1)T1 ∽ (λ∞ |δx+V2)T2
19P
(©|@V1)T1 ∽ (©|@V2)T2
19F
Table 27. Arities and their interpretation as reducibility candidates.
Arity: A,B F ⋆ | B→A
[[⋆]]
def
= րSN [[B→A]]
def
= [[B]] → [[A]]
Table 28. Arity assignment.
L ⊢ ⋆s ... ⋆
20⋆
K ⊢ V ... A
K(Λ|∆x+V ) ⊢ x ... A
20#
K ⊢ x ... A
K(Λ|∆y+V ) ⊢ x ... A
20L
L ⊢W ... B L(Λx :W ) ⊢ T ... A
L ⊢ (λ∞x :W )T
.
.
. B→A
20λ
L ⊢ V ... B L(∆x=V ) ⊢ T ... A
L ⊢ (δx=V )T ... A
20δ
L ⊢ V ... B L ⊢ T ... B→A
L ⊢ (@V )T ... A
20@ L ⊢ U
.
.
. A L ⊢ T ... A
L ⊢ (©U )T ... A
20©
Rule 20L: y , x .
The picture is completed by Theorem 9.3(7) stating that L ⊢ T !A implies L ⊢ T
.
.
. A for some A.
The refinement L1 ⊆| L2 appearing in our reducibility theorem is defined by the rules of Table 29
and expresses a simultaneous substitution like the one we find in the reducibility theorem for
System F, which is stated using the so-called parametric reducibility of Girard et al. [1989].
Arities clarify that the valid terms of λδ -2B can have a simple type with one base type ⋆ and
that strong normalization in λδ -2B amounts to strong normalization in λ→. In this respect the
type assignment L ⊢ T ... A has two interpretations: either A is the simple type of the objectT , or A
is the simple type associated to the typeT . Theorem 9.3 shows that this type assignment has other
expected properties as well (uniqueness, preservation by extended rt-reduction, decidability).
The proof of preservation requires the refinement L1 ⊆
.
.
. L2 defined by the rules of Table 30,
whose main properties are Theorem 9.3(3) and Theorem 9.3(4) that btw make L1 ⊆
.
.
. L2 transitive.
5 STRONG NORMALIZATION OF RT-REDUCTION FOR ENVIRONMENTS
In order to prove normalization of rst-reduction in full generality, wewant it to include rt-reduction
for environments (Section 4.1) as well. To this aim we need to define in Section 5.2 a condi-
tion րSN〈L〉 for a strongly normalizing environment L in such a way that րSN〈L,T 〉 implies
րSN〈L〉.
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Table 29. Refinement for reducibility.
∗ ⊆| ∗
21∗
K1 ⊆| K2
K1(Λ|∆y+V ) ⊆| K2(Λ|∆y+V )
21B
K1 ⊆| K2 〈K1,W 〉 ∈ [[B]] 〈K1,V 〉 ∈ [[B]] K2 ⊢W
.
.
. B
K1(∆y=(©W )V ) ⊆| K2(Λy:W )
21β
Table 30. Refinement for preservation of arity.
∗ ⊆... ∗
22∗
K1 ⊆
.
.
. K2
K1(Λ|∆y+V ) ⊆
.
.
. K2(Λ|∆y+V )
22B
K1 ⊆
.
.
. K2 K1 ⊢ (©W )V
.
.
. B K2 ⊢W
.
.
. B
K1(∆y=(©W )V ) ⊆
.
.
. K2(Λy:W )
22β
Table 31. hereditarily free variables.
Free+〈L,⋆s〉 = ∅ (23⋆) Free+〈K(Λ|∆x+V ), x〉 = Free+〈K ,V 〉 ∪ {x} (23#)
Free+〈∗, x〉 = {x} (23∗) Free+〈K(Λ|∆y+V ), x〉 = Free+〈K , x〉 (23L)
Free+〈L, (λ∞ |δx+V )T 〉 = Free
+〈L,V 〉 ∪ Free+〈L(Λ|∆V+x),T 〉 \ {x} (23P)
Free+〈L, (©|@V )T 〉 = Free+〈L,V 〉 ∪ Free+〈L,T 〉 (23F)
Rule 23L: y , x .
Table 32. Sort irrelevance for environments (on selected entries).
∗ F ∗
24∗
K1 F K2
K1(Λ|∆y+V1) F K2(Λ|∆y+V2)
24B
K1 F K2 V1  V2
K1(Λ|∆y+V1) F∪{y } K2(Λ|∆y+V2)
24P
Rules 24B and 24P: y < F .
Notice however that according to the rules of Table 17 (s, L, #), a reduction L ⊢ T1 ր T2 does not
involve the entries of L which are not hereditarily referred by T1. Thus if L Extends K(Λ|∆x+V )
thenրSN〈L,T 〉 impliesրSN〈K ,V 〉 only whenT hereditarily refers to x . SoրSN〈L〉 isրSNT 〈L〉
and depends on the variables hereditarily referred byT in L, that we introduce in Section 5.1.
Indeed, working under the assumption that every entry of L is strongly normalizing simplifies
the development significantly, but we aim at showing that this assumption is redundant.
5.1 Hereditarily Referred Free Variables
The finite subset Free+〈L,T 〉 defined in Table 31 contains the free variables hereditarily referred
byT in L. In the following we will also use F and G for generic finite subsets of variables.
With some machinery presented in Appendix A, we can prove the next equivalent of Rule 23P:
Free+〈L, (λ∞ |δx+V )T 〉 = Free
+〈L,V 〉 ∪ Free+〈L,T 〉 \ {x} (x not bound in L) (E)
5.2 Strongly Normalizing Environments for Extended RT-Reduction
In this section we introduce the environments whose entries hereditarily referred by a termT are
strongly normalizing. To this aim, we follow the pattern of Section 4.2 and firstly we define with
the rules of Table 32 the equivalence relation L1 F L2 imposingV1  V2 on the entries (Λ|∆x+V1)
of L1 and (Λ|∆x+V2) of L2 such that x ∈ F . Then L1 T L2 is a shorthand for L1 Free+ 〈L1,T 〉 L2.
ACM Trans. Comput. Logic, Vol. ??, No. 1, Article . Publication date: December 2019.
16 Ferruccio Guidi
Table 33. Strongly normalizing environments for extended rt-reduction (on referred entries).
(∀L2) (L1 ր L2) ⊃ (L1 T L2) ⊃ (րSNT 〈L2〉)
րSNT 〈L1〉
25S
Table 34. Compatibility relation for strongly normalizing environments.
∗ ⊒ ∗ 26∗
K1 ⊒ K2
K1(Λ|∆y+V ) ⊒ K2(Λ|∆y+V )
26B
K1 ⊒ K2 րSNK2 〈V 〉
K1(Λ|∆y+V ) ⊒ K2
26P
Rule 26P: y not bound in K2.
Table 35. Proper subclosure (sequence of s-steps).
〈L,T 〉 ց∗ 〈L,T 〉
27R
〈L1,T1〉 ց 〈L2,T2〉
〈L1,T1〉 ց
∗ 〈L2,T2〉
27I
〈L1,T1〉 ց
∗ 〈L,T 〉 〈L,T 〉 ց∗ 〈L2,T2〉
〈L1,T1〉 ց
∗ 〈L2,T2〉
27T
The condition րSNT 〈L〉 verified by a strongly rt-normalizing environment L follows immedi-
ately and is defined in Table 33. Notice that w.l.o.g., we can replace L1 ր L2 with L1 ր
∗ L2 in
Rule 25S.
We stress that the P-like introduction rule (F) for this condition differs from the other rules of
this kind in that its inverse holds only if the item (Λ|∆x+V ) is not present and x is not bound in L.
րSNV 〈L〉 րSNT 〈L(Λ|∆x+V )〉
րSN(λ∞ |δx+V )T 〈L〉
25P (F)
This means that whenրSNT1 〈L〉 and L ⊢ T1 ր T2 appear as premises in a statement proved by
induction, for instance if L ⊢ T1 ր T2 thenրSNT1 〈L〉 impliesրSNT2 〈L〉, the premise րSNT1 〈L〉
must be generalized as րSNT1 〈K〉 and a compatibility relation L ⊒ K between the two environ-
mentsmust be set up. The result is Theorem9.4(1). This reflexive and transitive relation, that we de-
fine with the rules of Table 34, accommodates the proof in the casesT1
def
= x andT1
def
= (λ∞ |δx+V )T .
6 STRONG NORMALIZATION OF QRST-REDUCTION FOR CLOSURES
The strong normalization theorem for qrst-reduction that we present in this section is an extension
of the so-called big-tree theorem [de Vrijer 1994] of the Automath tradition. It states that if every
sequence of extended rt-steps starting from the closure 〈L,T 〉 is finite in the sense ofրSN〈L,T 〉
(Section 4.2) then every sequence of steps starting from 〈L,T 〉 and including extended rt-steps,
s-steps (Section 3.1), q-steps (Section 6.2) is finite as well in a sense that we explain in Section 6.3.
This result is fundamental in that is provides for a very powerful induction principle which is
the basis for proving the most important properties of validity (see Section 7).
6.1 Auxiliary Notions for Strong Normalization
The reflexive and transitive closure 〈L1,T1〉 ց
∗ 〈L2,T2〉, i.e., the reflexive subclosure (Section 3.1),
defined by the rules of Table 35 appears in the decomposition Theorem 9.5(10) (Section 6.2).
In order to prove two prerequisites of this result, i.e., Theorem 9.5(7) and Theorem 9.5(8), it
is convenient to introduce the auxiliary notion L1 րT L2 following the pattern of L1 T L2
(Section 5.2). Thus we define L1 րF L2 in Table 36 and L1 րT L2 means L1 րFree+ 〈L1,T 〉 L2.
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Table 36. Extended rt-reduction for environments (on selected entries).
∗ րF ∗
28∗
K1 րF K2
K1(Λ|∆y+V1) րF K2(Λ|∆y+V2)
28B
K1 րF K2 K1 ⊢ V1 ր V2
K1(Λ|∆y+V1) րF∪{y } K2(Λ|∆y+V2)
28P
Rules 28B and 28P: y < F .
Table 37. Extended qrst-reduction for closures (one step).
L1 ր L2
〈L1,T 〉  〈L2,T 〉
29lx
L ⊢ T1 ր T2
〈L,T1〉  〈L,T2〉
29ex
〈L1,T1〉 ց 〈L2,T2〉
〈L1,T1〉  〈L2,T2〉
29cs
L1 T L2
〈L1,T 〉  〈L2,T 〉
29lq
T1  T2
〈L,T1〉  〈L,T2〉
29tq
Table 38. Extended qrst-reduction for closures (sequence of steps).
〈L1,T1〉  〈L2,T2〉
〈L1,T1〉 ≥ 〈L2,T2〉
30I
〈L1,T1〉 ≥ 〈L,T 〉 〈L,T 〉 ≥ 〈L2,T2〉
〈L1,T1〉 ≥ 〈L2,T2〉
30T
Table 39. Sort irrelevance for closures.
L1 T1 L2 T1  T2
〈L1,T1〉  〈L2,T2〉
31I
6.2 Extended QRST-Reduction for Closures
In this section we define the steps, i.e., the arcs, our very big trees are made of. Such steps act on
closures and we will refer to them as qrst-steps. The single (reflexive) qrst-step is denoted by the
relation 〈L1,T1〉  〈L2,T2〉 defined by the rules of Table 37. Rule 29lx and Rule 29ex introduce an
rt-step, Rule 29cs introduces an s-step, Rule 29lq and Rule 29tq introduce a q-step. These steps
arise quite naturally since our normal forms are up to sort irrelevance (see Rule 25S and Rule 15S).
Following a pattern, the sequence of qrst-steps is denoted by the (reflexive and) transitive closure
〈L1,T1〉 ≥ 〈L2,T2〉 defined by the rules of Table 38. The main result here is the decomposition
Theorem 9.5(10) stating that we can assume that in a sequence of qrst-steps the rt-steps for terms
precede the s-steps, these precede the rt-steps for environments and these precede the q-steps.
6.3 Strongly Normalizing Closures for Extended QRST-Reduction
Strongly normalizing closures for the reduction of Section 6.3 are introduced following the pattern
of Section 4.2 and Section 5.2. Thus, first we define the equivalence relation 〈L1,T1〉  〈L2,T2〉 with
the rule of Table 39 and then we define the predicate SN〈L,T 〉 with the rule of Table 40.
Notice that, w.l.o.g., we can replace 〈T1, L1〉  〈T2, L2〉 with 〈T1, L1〉 ≥ 〈T2, L2〉 in Rule 32S.
With this predicate we can state the (very big tree) Theorem9.6(2), i.e., (L ⊢ T !A) ⊃ (SN〈L,T 〉).
7 PRESERVATION AND CONFLUENCE FOR RT-REDUCTION
In this section complete the tour of λδ -2B by discussing two mutually dependent main results
on bound rt-reduction, i.e., it preserves parametric validity and is confluent on valid terms (Sec-
tion 7.1), and their general consequences on the calculus. Remarkably, among these we find the
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Table 40. Strongly normalizing closures for extended qrst-reduction.
(∀T2, L2) (〈T1, L1〉  〈T2, L2〉) ⊃ (〈T1, L1〉  〈T2, L2〉) ⊃ (SN〈T2, L2〉)
SN〈T1, L1〉
32S
decidability of parametric validity (Section 7.3) that stands on the existence of suitable normal
forms (Section 7.2).
Other consequences include the fact that the type assignment we defined in Section 2.3 hasmany
desired properties (Section 7.4). An axiomatization of this assignment in the general case, when
the applicability domain is not fixed in advance, requires to introduce iterated typing (Section 7.5).
7.1 Bound RT-Reduction of Valid Terms and Related Notions
In this section we discuss the fact that bound rt-reduction (Section 2.2) preserves parametric valid-
ity (Section 2.3), i.e., if L ⊢ T1 !A and L ⊢ T1 →n T2 then L ⊢ T2 !A . A difficulty arises because this
property mutually depends on another interesting invariant: the confluence of rt-reduction, i.e., if
L ⊢ T0 !A then L ⊢ T0 →
∗
n1
T1 and L ⊢ T0 →
∗
n2
T2 imply L ⊢ T1 →
∗
n2−n1
T and L ⊢ T2 →
∗
n1−n2
T
for some termT . Thus the two properties must be proved together. Moreover the proof needs the
well-founded induction on the qrst-reducts of 〈L,T0〉 provided by the very-big-tree Theorem 9.6(2)
(Section 6). Notice that in our setting 0−n = 0, thus n1−n2 = 0 or n2−n1 = 0. Furthermore, notice
that the premise L ⊢ T0 !A is essential in this confluence theorem since the critical pair (ϵ, e) on
〈L, (©U0)T0〉 may not be confluent without L ⊢ (©U0)T0 !A . We remark that in the special case of
ordinary reduction (Section 3), where n1 = n2 = 0, the premise is not needed because the critical
pair does not occur. Another difficulty arises since bound rt-reduction has the kite property rather
than the diamond property, hence we cannot reach its confluence through a co-called strip lemma.
Intuitively, if we are proving the confluence of L ⊢ T0 →n1 T1 →
∗
m1
U1 and L ⊢ T0 →n2 T2 →
∗
m2
U2, we can apply the kite lemma to the closure 〈L,T0〉, but the inductive hypotheses apply to
〈L,T1〉 only if T0  T1 and apply to 〈L,T2〉 only if T0  T2. In either case we can easily proceed,
but a difficulty arises whenT0  T1 and T0  T2. In that event we are lucky because the reduction
L ⊢ T1 →n T2 with the restrictionT1  T2 has the diamond property (Theorem 9.7(2)), and not just
the kite property. So the confluence of its sequences easily comes from a strip lemma. In addition,
by Theorem 9.7(3) we can move these restricted reductions at the end of reduction sequences.
We stress that the mentioned diamond property holds because just ess-transitions (Section 1.9)
are possible in the aforesaid restricted reduction, thus the critical pair (ϵ, e) does not occur.
As a side remark, notice that the confluence theorem stands on the next arithmetical property:
(n2 +m2) − (n1 +m1) = n2 − n1 −m1 + (m2 − (n1 − n2) − (m1 − (n2 − n1))) (G)
Following van Daalen [1980] we introduce in Table 41 some abbreviations for the predicates of
interest. They are: diamond (D), swap (S), kite (K), confluence (C), and preservation (P).
It might be the case that the premise L0 ⊢ T0 !A of DA 〈L0,T0〉 and the premise L ⊢ T1 !A of
SA 〈L,T1〉 could be avoided. As of now the digital specification (Section 1.1) uses them indeed.
These abbreviations simplify the statements of the main Theorem 9.7(7) and of its prerequisites.
Moreover, we introduce the handy relation 〈T1, L1〉 > 〈T2, L2〉 defined by the rule of Table 42.
In the proof of the preservation Theorem 9.7(5), i.e., (∀A, L,T ) PA 〈L,T 〉 under assumptions, a
refinement L1 ⊆!A L2 is needed to handle the case of the β-rule as it happens for Theorem 9.1(3)
(Section 3.3) and for Theorem 9.3(5) (Section 4.4). This refinement is defined by the rules of Table 43.
Its main property is Theorem 9.7(1) that, contrary to λδ -2A of Guidi [2015a], makes it transitive.
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Table 41. Predicates for preservation and confluence of bound rt-reduction.
DA 〈L0,T0〉 is if L0 ⊢ T0 !A and L0 →0 L1 and L0 →0 L2
and L0 ⊢ T0 →n1 T1 andT0  T1
and L0 ⊢ T0 →n2 T2 andT0  T2 then there exists T
such that L1 ⊢ T1 →n2−n1 T and T1  T and L2 ⊢ T2 →n1−n2 T andT2  T
SA 〈L,T1〉 is if L ⊢ T1 !A and L ⊢ T1 →n1 T0 and T1  T0 and L ⊢ T0 →n2 T2
then there exists T such that L ⊢ T1 →n2 T and L ⊢ T →n1 T2 andT  T2
KA 〈L0,T0〉 is if L0 ⊢ T0 !A and L0 →0 L1 and L0 →0 L2
and L0 ⊢ T0 →n1 T1 and L0 ⊢ T0 →n2 T2 then there exists T
such that L1 ⊢ T1 →
∗
n2−n1
T and L2 ⊢ T2 →
∗
n1−n2
T
CA 〈L0,T0〉 is if L0 ⊢ T0 !A and L0 →0 L1 and L0 →0 L2
and L0 ⊢ T0 →
∗
n1
T1 and L0 ⊢ T0 →
∗
n2
T2 then there exists T
such that L1 ⊢ T1 →
∗
n2−n1
T and L2 ⊢ T2 →
∗
n1−n2
T
PA 〈L1,T1〉 is if L1 ⊢ T1 !A and L1 →0 L2 and L1 ⊢ T1 →n T2 then L2 ⊢ T2 !A
Variables on the right not occurring on the left are universally quantified.
Table 42. Extended qrst-reduction for closures (proper sequence of steps).
〈L1,T1〉 ≥ 〈L2,T2〉 〈T1, L1〉  〈T2, L2〉
〈L1,T1〉 > 〈L2,T2〉
33I
Table 43. Refinement for the preservation of validity.
∗ ⊆!A ∗
34∗
K1 ⊆!A K2
K1(Λ|∆y+V ) ⊆!A K2(Λ|∆y+V )
34B
K1 ⊆!A K2 K1 ⊢ (©W )V !A
K1(∆y=(©W )V ) ⊆!A K2(Λy:W )
34β
Table 44. Bound rt-reduction to full r-normal form.
(∀T2) (L ⊢ T1 →0 T2) ⊃ (T1 = T2)
→N0〈L,T1〉
35N
L ⊢ T1 →
∗
n T2 →N0〈L,T2〉
L ⊢ T1 →
∗
n N0〈T2〉
35E
7.2 RT-Reduction to Normal Form
The fact that we can rt-reduce the valid terms to suitable normal forms is a key step towards
the decidability of parametric validity (Section 7.3). In particular we decide the existence of the
common reducts W0 in Rule 3@ and U0 in Rule 3© by comparing full ordinary normal forms.
Moreover, we decide ifT rt-reduces to a λ∞-form in Rule 3@ by inspecting its weak head rt-normal
form.
In Table 44 we define the relation L ⊢ T1 →
∗
n N0〈T2〉, meaning that the term T1 rt-reduces to
a full ordinary normal form T2 in L. Note that w.l.o.g. we can use multi-step rt-reduction in Rule
35N.
We follow the same pattern in Table 46 where we define the relation L ⊢ T1 →
∗
n NW
∗〈T2〉,
meaning that the term T1 rt-reduces to a weak head rt-normal form T2 in L. This is based on the
equivalenceT1 ⋍ T2 defined by the rules of Table 45. The reader may want to compare this relation
withT1  T2 (Table 21). We stress that we must use multi-step rt-reduction in Rule 37N, otherwise
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Table 45. Equivalence for weak head rt-normal form.
⋆s1 ⋍ ⋆s2
36⋆ x ⋍ x 36# (λ∞x :W1)T1 ⋍ (λ∞x :W2)T2
36λ
T1 ⋍ T2
(δx=V1)T1 ⋍ (δx=V2)T2
36δ
T1 ⋍ T2
(@V )T1 ⋍ (@V )T2
36@
U1 ⋍ U2 T1 ⋍ T2
(©U1)T1 ⋍ (©U2)T2
36©
Table 46. Bound rt-reduction to weak head rt-normal form.
(∀n,T2) (L ⊢ T1 →
∗
n T2) ⊃ (T1 ⋍ T2)
→NW∗〈L,T1〉
37N
L ⊢ T1 →
∗
n T2 →NW
∗〈L,T2〉
L ⊢ T1 →
∗
n NW
∗〈T2〉
37E
Table 47. Generalized conversion.
L ⊢ T1 →
∗
n1
T0 L ⊢ T2 →
∗
n2
T0
L ⊢ T1
∗
n2
↔∗n1 T2
38I
the term T1 = (δx=⋆s)(λ∞y:⋆s)x is in weak head rt-normal form. In fact L ⊢ T1 →n X implies
X = T1 or X = T2 = (δx=⋆s)(λ∞y:⋆s)⋆s and T1 ⋍ X holds in both cases because of the λ-forms.
On the other hand L ⊢ T1 →
∗
n X admits the solution T3 = (λ∞y:⋆s)⋆s that is the ζ -contraction of
T2.
The existence and uniqueness conditions for these normal forms are listed in Theorem 9.8.
7.3 Generalized Conversion and Decidability of Parametric Validity
In this section we discuss the proof of the main Theorem 9.9(3) stating that the condition L ⊢ T !A
is decidable provided that the applicability domainA satisfies condition (B) (Section 2.3). A result
that is missing for λδ -2A of Guidi [2015a] where we consider the caseA = {any n} satisfying (B).
Firstly, we extend ordinary conversion by introducing with the rule of Table 47 the relation
L ⊢ T1
∗
n2
↔∗n1 T2 stating that the terms T1 and T2 have a common rt-reduct in L. Thus ordinary
conversion becomes L ⊢ T1
∗
0↔
∗
0 T2 . We use this notion to gain the next formulation of Rule 3@
and Rule 3©. The decidability of generalized conversion, stated by Theorem 9.9(2), stands on the
comparison of X1 and X2 provided by L ⊢ T1 →
∗
n1
N0〈X1〉 and L ⊢ T2 →
∗
n2
N0〈X2〉 (Section 7.2).
L ⊢ V !A L ⊢ T !A n ∈ A L ⊢ T →
∗
n (λ∞x :W )U L ⊢ V
∗
0↔
∗
1 W
L ⊢ (@V )T !A
38@ (H)
L ⊢ U !A L ⊢ T !A L ⊢ U
∗
1↔
∗
0 T
L ⊢ (©U )T !A
38© (I)
The decidability of the premise L ⊢ T →∗n (λ∞x :W )U of Rule 38@ stands on L ⊢ T →
∗
n0
NW∗〈X0〉 for some λ-form X0 and for the least n0 (Section 7.2). Now the premises n ∈ A and
L ⊢ T →∗n X with X ⋍ X0 can or cannot hold together depending on (∃n ∈ A) n0 ≤ n, which is
decidable by condition (B). Notice that we can find the mentioned least n0 because the condition
(∃U ) L ⊢ T →∗m NW
∗〈U 〉 is decidable for everym provided that L ⊢ T !A , which implies that T is
strongly rt-normalizing.
7.4 General Properties of Type Assignment
In this section we want to discuss the clauses of Theorem 9.10 that lists the properties of the type
judgment L ⊢ T :
A
U (Section 2.3, Table 11) that do not depend on the applicability domainA.
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Table 48. Axioms for the type judgment not concerning application.
K ⊢W !A
K(Λx :W ) ⊢ x :
A
W
39Λ
K ⊢ V :
A
W
K(∆x=V ) ⊢ x :
A
W
39∆
K ⊢ x :
A
U
K(Λ|∆y+V ) ⊢ x :
A
U
39L
L ⊢ ⋆s :
A
⋆next〈s〉
39⋆
L ⊢ V !A L(Λ|∆x+V ) ⊢ T :A U
L ⊢ (λ∞ |δx+V )T :A (λ∞ |δx+V )U
39P
L ⊢ T :
A
U
L ⊢ (©U )T :
A
U
39©
L ⊢ T :
A
U2 L ⊢ U1
∗
0↔
∗
0 U2 L ⊢ U2 !A
L ⊢ T :
A
U2
39C
Rule 39L: y , x1 and y not free in T2.
Table 49. Iterated Parametric type assignment for terms.
L ⊢ U !A L ⊢ T !A L ⊢ T →
∗
n U0 L ⊢ U →
∗
0 U0
L ⊢ T :n
A
U
40©
Clause (9): asserting L ⊢ T :
A
U (type checking) corresponds to asserting L ⊢ (©U )T !A by
definition, so type checking is decidable when validity is. Clause (2): a immediate consequence
of the definition is that types are valid. Clause (3): another consequence is that typed terms and
their types have the same arity (Section 4.4), therefore both are strongly normalizing. Clause (4):
another implication is that λ∞-quantification is predicative, as we announced in Section 1.3, in
the sense that L ⊢ (λ∞x :W )T :A W cannot not hold. The preservation of validity by rt-reduction
(Section 7.1) has three important consequences. Clause (5): firstly, as we announced in Section 2.2,
if L ⊢ T →∗1 U and T is valid then U is indeed a type for T . Clause (1) and Clause (6): secondly, a
term is valid if and only if it has a type. Clause (10): it follows immediately that type existence is
decidable when validity is. Clause (7): thirdly, types are preserved by reduction. The confluence of
rt-reduction on valid terms (Section 7.1) yields Clause (8): types are unique up to conversion.
Coming now to the problem of axiomatizing the type relation, we see that, apart from the case
of application, the axioms do not depend on the applicability domain A and are equivalent to
the ones we gave for λδ -1A in Guidi [2009] (see Section 8.3 for details). We list them in Table 48.
Certainly, we can regard the validity judgments in these rules as shorthands for the existence of
types.
7.5 Iterated Parametric Type Assignment for Terms
As of the axioms for typing the application, we notice that Rule 3@ (Section 2.3, Table 10) makes
an essential use of the bound n, which appears in the premise n ∈ A. If A is fixed in advance
we can reasonably find a set of axioms that do not mention n (see for example Section 8.2), but
in the parametric case we need to define a generalized type assignment in which n occurs. This
is the iterated type assignment L ⊢ T0 :
n
A
Tn sketched in Section 1.4, which holds when we can
prove a chain of type assignments L ⊢ Ti :A Ti+1 where 0 ≤ i < n. Therefore L ⊢ T :
1
A
U means
L ⊢ T :
A
U . Formally speaking, we introduce this notion with the rule of Table 49, that generalizes
Rule 4© by replacing the constant 1 with n and that immediately gives L ⊢ T :n
A
U if L ⊢ T !A and
L ⊢ T →∗n U .
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Not surprisingly, we can axiomatize L ⊢ T :n
A
U in terms of L ⊢ T :
A
U with the next three
rules.
L ⊢ T1 !A L ⊢ T2 !A L ⊢ T1
∗
0↔
∗
0 T2
L ⊢ T1 :
0
A
T2
40R
L ⊢ T1 :A T2
L ⊢ T1 :
1
A
T2
40I
L ⊢ T1 :
n1
A
T L ⊢ T :n2
A
T2
L ⊢ T1 :
n1+n2
A
T2
40T (J)
As we see, L ⊢ T :n
A
U comprises convertibility, validity and type assignment in a single notion.
With this machinery set up, the parametric axioms for typing the application take the form:
0 ∈ A L ⊢ V :
A
W L ⊢ T :0
A
(λ∞x :W )U0 L(Λx:W ) ⊢ U0 :A U
L ⊢ (@V )T :
A
(@V )(λ∞x :W )U
40@0 (K)
n + 1 ∈ A L ⊢ V :
A
W L ⊢ T :
A
U L ⊢ U :n
A
(λ∞x :W )U0
L ⊢ (@V )T :
A
(@V )U
40@+ (L)
where we need to make a distinction between the null bound and the positive bound.
8 SOME MEMBERS OF THE FRAMEWORK
As we saw in Section 2.3, the definition of our framework depends on a parameter A possibly
satisfying condition (B). Thus, what we defined is a system λδ -2BA for each specific choice of A,
In Section 8.4 we develop a general tool for relating these systems, by which we argue that some
of them are equivalent, i.e., they validate the same closures 〈L,T 〉. Three choices forA deserve spe-
cial attention here. Firstly, the system λδ -2Bω , whereω = {any n}, is essentially the system λδ -2A
of Guidi [2015a] (Section 8.2). Secondly, the system λδ -2B{1} , which is equivalent to λδ -2B{0,1}, is
essentially the system λδ -1A of Guidi [2009] (Section 8.3). Finally, the system λδ -2B{0} comes into
play when we try to relate λδ -2Bω with λδ -2B{1} using η-conversion (Section 8.5).
8.1 Iterated Inferred Type Assignment for Terms
Generally speaking and following the widely accepted terminology of Coscoy [1996], the inferred
(or preferred) type of a termT is a specific representative in the equivalence class of the types ofT ,
which are defined up to conversion. It is provided by the function typ of the Automath tradition
[van Daalen 1980] and it is the canonical type of Kamareddine and Nederpelt [1996a] in a PTS. It
appears as the static type in λδ -1A and in λδ -2A, and plays a central role in the latter system being
part of its definition. Here, we introduce it as an auxiliary notion for the sole purpose of relating
λδ -2A with λδ -2Bω in Section 8.2 and we make some changes w.r.t. the former presentations.
Firstly, we do not define a single inferred type ofT , but a family of alternatives that comprise the
(different) choices we made in λδ -1A and in λδ -2A. Secondly, we do not require an inferred type of
T in L to be closed in L. This approach brings a simplification and works w.l.o.g. since an inferred
typeU ofT in L is indeed a type ofT in L under the assumption thatT is valid in L, which already
ensures that U is closed in L. Notice that in λδ -2A the inferred type U must be closed in L so as
to ensure that U has a degree in L, but, thanks to sort irrelevance, λδ -2B can stand without this
notion.
The inferred n-type of T is also of interest being crucial in the definition of λδ -2A. This is
the term we obtain from T by iterating type inference n times, which is related to L ⊢ T :nα U
(Section 7.5).
Practically speaking, we define a relation L ⊢ T1 ↑n T2 by peeking the rules of L ⊢ T1 →n T2
(Table 8, Section 2.2) that make it sensible to considerT2 as the inferred n-type ofT1 in L. These are
the rules of Table 50. What is missing from bound rt-reduction are the βζθϵ-steps. In other words
we consider just the t-steps and the δ -steps. It follows by construction that L ⊢ T1 ↑n T2 implies
L ⊢ T1 →n T2, thus by Theorem 9.10(5), L ⊢ T !A and L ⊢ T ↑1 U imply L ⊢ T :A U as one expects.
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Table 50. Bound t-reduction for terms (one parallel step).
L ⊢ V1 ↑0 V2 L(Λ|∆x+V1) ⊢ T1 ↑n T2
L ⊢ (λ∞ |δx+V1)T1 ↑n (λ∞ |δx+V2)T2
41P
L ⊢ #| ⋆ s ↑0 #| ⋆ s
41A
L ⊢ ⋆s ↑1 ⋆next〈s〉
41s
K ⊢ x1 ↑n T2
K(Λ|∆y+V ) ⊢ x1 ↑n T2
41L
K ⊢ V1 ↑n V2
K(∆x1=V1) ⊢ x1 ↑n V2
41δ
K ⊢W1 ↑n W2
K(Λx1:W1) ⊢ x1 ↑n+1 W2
41l
L ⊢ V1 ↑0 V2 L ⊢ T1 ↑n T2
L ⊢ (@V1)T1 ↑n (@V2)T2
41@
L ⊢ U1 ↑n U2 L ⊢ T1 ↑n T2
L ⊢ (©U1)T1 ↑n (©U2)T2
41©
L ⊢ U1 ↑n U2
L ⊢ (©U1)T ↑n+1 U2
41e
Rule 41L: y , x1 and y not free in T2.
Table 51. Bound t-reduction for terms (sequence of parallel steps).
L ⊢ T1 ↑n T2
L ⊢ T1 ↑
∗
n T2
42I
L ⊢ T1 ↑
∗
n1
T L ⊢ T ↑∗n2 T2
L ⊢ T1 ↑
∗
n1+n2
T2
42T
Then we define L ⊢ T1 ↑
∗
n T2 following the pattern of L ⊢ T1 →
∗
n T2 with the rules of Table 51.
This is the general inferred n-type assignment whose desired properties are listed in Theorem 9.11.
Notice that we can gain more invariants by strengthening the inferred type assignment. These
may include the uniqueness and closeness properties we required both in λδ -1A and λδ -2A.
8.2 A System with Automath-Like Applicability
In this section we argue in favor of the fact that the system λδ -2Bω we introduced in this article is
equivalent to the system λδ -2A ofGuidi [2015a]. This system has the same constructions, reduction
rules and validity rules (because the premise n ∈ ω of Rule 3@ always holds) apart from the fact
that bound rt-reduction is replaced by iterated inferred type (Section 8.1) followed by ordinary
reduction in Rule 3@ and Rule 3©. Our main point here is that Theorem 9.11 guarantees the
equivalence of these reduction sequences, given that we apply these sequences to valid terms.
Moreover, we can provide for the first time a set of axioms that fully describe the type relation of
λδ -2Bω . They are the rules of Table 48 and the next. Rule 39@ω is advocated by de Bruijn [1991].
L ⊢ V :ω W L(Λx :W ) ⊢ T :ω U
L ⊢ (@V )(λ∞x :W )T :ω (@V )(λ∞x :W )U
39@0
L ⊢ T :ω U L ⊢ (@V )U !ω
L ⊢ (@V )T :ω (@V )U
39@ω (M)
8.3 A System with PTS-Like Applicability
In this section we argue in favor of the fact that the system λδ -2B{1} we introduced in this article
is equivalent to the system λδ -1A of Guidi [2009]. This system has the same terms and additional
environment constructions, which are unused in conversion and typing. The transitions are the
same except for β-contraction, L ⊢ (@V )(λ∞x :W )T →β (δx=V )T , in which the expected typeW
is lost. The single reduction step allows for less parallelism, but the reduction sequences reach
the same normal forms, thus convertibility is preserved. Since we specified λδ -1A and λδ -2B{1} in
different versions of CIC, we are not able to verify this equivalence formally at the moment.
The main point here is that the type relation of λδ -1A is primitive and we can prove that its
axioms fully describe the type relation of λδ -2B{1}. They are the rules of Table 48 and the next:
L ⊢ V :
{1}
W L ⊢ T :
{1}
(λ∞x :W )U
L ⊢ (@V )T :
{1}
(@V )(λ∞x :W )U
39@1 (N)
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Table 52. Partial order for applicability domains.
(∀m ∈ A1) (∃n ∈ A2) m ≤ n
A1 ⊆ A2
43I
Table 53. η-expansion on declared variable occurrences for terms (one parallel step).
L ⊢ ⋆s →η ⋆s
44⋆
K ⊢ x1 →
η T2
K(Λ|∆y+V ) ⊢ x1 →
η T2
44L
K(∆x=V ) ⊢ x →η x
44∆
(∀n,W ,U ) K ⊢ V 9∗n (λ∞y:W )U
K(Λx :V ) ⊢ x →η x
44Λ
K ⊢ V →∗n (λ∞y:W )U
K(Λx :V ) ⊢ x →η (λ∞y:W )(@y)x
44η
L ⊢ V1 →
η V2 L(Λ|∆x+V1) ⊢ T1 →
η T2
L ⊢ (λ∞ |δx+V1)T1 →
η (λ∞ |δx+V2)T2
44P
L ⊢ V1 →
η V2 L ⊢ T1 →
η T2
L ⊢ (©|@V1)T1 →
η (©|@V2)T2
44F
Rule 44L: y , x and y not free in T2 . Rule 44η: y , x and x not free inW .
In λδ -1A we use the following pure type policy for (©U )T , which is equivalent to Rule 39©.
L ⊢ T :
{1}
U L ⊢ U :
{1}
W
L ⊢ (©U )T :
{1}
(©W )U
39©p (O)
These considerations lead us to reserve a special name for the system λδ -2B{1} , i.e., λδ -1B.
Finally, we remark that in this system, as in a PTS, a structural induction on the type judgment
is enough to prove the preservation of type by reduction, thus the big-tree theorem is not needed.
8.4 Partial Order for Applicability Domains
In this section we present a general condition A1 ⊆ A2 on two applicability domains by which
L ⊢ T !A1 implies L ⊢ T !A2 for every closure 〈L,T 〉. The condition is defined by the rule of
Table 52.
The proof of our claim is straightforward and corresponds to Theorem 9.12(2). The equivalence
of λδ -2B{1} and λδ -2B{0,1} follows immediately from it given that {1} ⊆ {0, 1} and {0, 1} ⊆ {1}.
Other relationships between the corresponding systems follow from {0} ⊆ {0, 1} and {0, 1} ⊆
ω.
Obviously, we can prove that A1 ⊆ A2 is a reflexive and transitive relation as one expects.
8.5 A Conjecture on Eta-Conversion
In this section we formulate a conjecture about the relation between λδ -2Bω and λδ -2B{0}. Infor-
mally speaking, if a closure 〈L,T 〉 is valid in λδ -2Bω , then a suitable η-expansion of it is valid in
λδ -2B{0}. This η-expansion, which concerns the termT and the terms in L hereditarily referred by
T , must be applied systematically on every variable instance x referring to an abstraction (λ∞x :W )
or to a declaration (Λx :W ) where the expected typeW is functional, i.e., rt-reduces to a function.
Formally, we apply the η-expansion to 〈L1,T1〉 with two functional relations. One on terms: L1 ⊢
T1 →
η T2 (Table 53) and one on environments L1 →
η
T1 L2 (Table 54). Both relations are total when
L1 ⊢ T1 !α and our expectation is: (L1 ⊢ T1 !ω ) ⊃ (L1 →
η
T1 L2) ⊃ (L1 ⊢ T1 →
η T2) ⊃ (L2 ⊢ T2 !{0}).
Thework on the proof is in progress and seems to involve some notions, as standard rt-reduction
sequences, whose exposition deserves more space than the one at our disposal in this article.
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Table 54. η-expansion on declared variable occurrences for environments (on selected entries).
∗ →η F ∗
45∗
K1 →
η
F K2
K1(Λ|∆y+V1) →
η
F K2(Λ|∆y+V2)
45B
K1 →
η
F K2 K1 ⊢ V1 →
η V2
K1(Λ|∆y+V1) →
η
F∪{y } K2(Λ|∆y+V2)
45P
Rules 45B and 45P: y < F . L1 →
η
T L2 means L1 →
η
Free+ 〈L1,T 〉 L2.
We stress that Guidi [2015b] supports our conjecture by showing that the Grundlagen can be
translated from an extension of λδ -2Bω to the corresponding extension of λδ -2B{1}, which con-
tains λδ -2B{0} as of Section 8.4, by η-expanding 21 declared variable instances as we do in Rule
44η.
9 SELECTED PROPOSITIONS ON THE FRAMEWORK
This section contains the main propositions on λδ -2B. Their proofs are just outlined, as pointers
to their digital version are given in Appendix B for reference. Here we just report on their proof
strategy and on their main dependences. Most proofs are broken in a lot of easy cases which
we do not give the details of. A proof by cases on a premise is by cases on the last step of its
derivation. A proof by induction on a premise is by induction on the length of its derivation and it
is by cases as well. A proof by induction on a closure is by well-founded induction on the relation
〈L1,T1〉 ց
+ 〈L2,T2〉 of Section 3.1. A proof by big-tree induction on a closure is by well-founded
induction, granted by Theorem 9.6(2), on the relation 〈L1,T1〉 > 〈L2,T2〉 of Section 7.1.
Theorem 9.1 (bound rt-reduction: Section 3).
(1) If K →0 L and L ⊢ T1 →n T2 then K ⊢ T1 →
∗
n T2.
(2) If K ⊆ L and L ⊢ T1 →n T2 then K ⊢ T1 →n T2.
(3) If L0 ⊢ T0 →0 T1 and L0 ⊢ T0 →0 T2 and L0 →0 L1 and L0 →0 L2
then there exists T such that L1 ⊢ T1 →0 T and L2 ⊢ T2 →0 T .
(4) If L ⊢ T0 →
∗
0 T1 and L ⊢ T0 →
∗
0 T2 then there exists T such that L ⊢ T1 →
∗
0 T and L ⊢ T2 →
∗
0 T .
(5) If L0 →0 L1 and L0 →0 L2 then there exists L such that L1 →0 L and L2 →0 L.
(6) If L0 →
∗
0 L1 and L0 →
∗
0 L2 then there exists L such that L1 →
∗
0 L and L2 →
∗
0 L.
Proof. Clause (1) and Clause (2) are proved by induction on the second premise and by cases on
the first premise. Notice that Rule 1e is essential to conclude Clause (2) in the case of Rule 1l against
Rule 9β . Clause (3) is proved by induction on the closure 〈L0,T0〉 and by cases on the premises.
Notice that we need Clause (2) in the cases of Rule 1β . Clause (5) follows fromClause (3). Clause (4)
(the confluence theorem) and Clause (6) follow from Clause (3) and Clause (5) respectively by
invoking strip lemmas after Barendregt [1993]. Notice that Clause (6) needs Clause (1) as well. 
Theorem 9.2 (reducibility candidates: Section 4.3).
(1) If K ⊆ L and L ⊢ T1 ր T2 then K ⊢ T1 ր T2 .
(2) If L ⊢ (@V )(λ∞x :W )T1 ր
∗ T2 then either (@V )(λ∞x :W )T1 ∽ T2 or L ⊢ (δx=(©W )V )T1 ր
∗ T2.
(3) րSN is a reducibility candidate.
(4) If C1 and C2 are reducibility candidate, so is C1 → C2.
Proof. Clause (1) is proved as Theorem 9.1(2). Clause (2) is proved by cases on T2. We need
Clause (1) and Theorem 9.5(9) whenT2 comes from a β-contraction. Clause (3) (the normalization
theorem) is proved by Theorem 9.5(7) and by lemmas like Clause (2). Clause (4) is immediate. 
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Theorem 9.3 (arity: Section 4.4).
(1) If L ⊢ T ... A1 and L ⊢ T
.
.
. A2 then A1 = A2.
(2) We can decide (∃A) L ⊢ T ... A.
(3) If L ⊆... K and L ⊢ T ... A then K ⊢ T ... A.
(4) If K ⊆... L and L ⊢ T ... A then K ⊢ T ... A.
(5) If L1 ⊢ T1
.
.
. A and L1 ⊢ T1 ր T2 and L1 ր L2 then L2 ⊢ T2
.
.
. A.
(6) If L1 ⊆| L2 and L2 Extends K2 and K2 ⊢ T
.
.
. A then 〈L1,T 〉 ∈ [[A]].
(7) If L ⊢ T !A then there exists A such that L ⊢ T
.
.
. A.
Proof. Clause (1), Clause (3) and Clause (4) are proved by induction on the second premise and
by cases on the first premise. Notice that Clause (3) and Clause (4) depend on Clause (1). Clause (2)
is proved by induction on the closure 〈L,T 〉 with some invocations of Clause (1). Clause (5) is
proved by induction on the first premise and by cases on the other premises. Notice that Clause (4)
is needed in the case of Rule 10β . Clause (6) is proved by induction on the closure 〈K2,T 〉 and by
cases on the premises with an invocation of Clause (1). Clause (7) is proved by induction on the
premise with invocations of Clause (1) and Clause (5) in the cases of Rule 20@ and Rule 20©. 
Theorem 9.4 (strongly rt-normalizing environments: Section 5.2).
(1) If L ⊢ T1 ր T2 and L ⊒ K andրSNT1 〈K〉 thenրSNT2 〈K〉.
(2) IfրSN〈K1,V 〉 andրSNV 〈K2〉 and K1 ր
∗ K2 then րSNx 〈K2(Λ|∆x+V )〉.
(3) IfրSN〈L,T 〉 thenրSNT 〈L〉.
Proof. Clause (1) is proved by induction on the first premise and by cases on the other premises
with some invocations of Rule 25P←r (Appendix A), Theorem 9.5(8) and Theorem 9.5(9). Clause (2)
is proved by induction on the first premise, then by induction on the second premise and by cases
on the third premise by means of Clause (1) and Theorem 9.5(9). Clause (3) is proved by induction
on the closure 〈L,T 〉 with the help of Clause (2) when L = K(Λ|∆x+V ) and T = x . 
Theorem 9.5 (decomposition of the qrst-reduction seqence: Section 6.2).
(1) If T1  T2 and L1 T1 L2 then Free
+〈L1,T1〉 = Free
+〈L2,T2〉.
(2) If 〈L1,U1〉 ց 〈L2,T1〉 and U1  U2 then there exist L andT2
such that 〈L1,U2〉 ց 〈L,T2〉 and L2 T2 L andT1  T2.
(3) If 〈L2,U 〉 ց 〈K2,T 〉 and L1 U L2 then there exist K1 and T0
such that 〈L1,U 〉 ց 〈K1,T0〉 and T0  T and K1 T K2.
(4) If 〈L,U1〉 ց 〈K ,T1〉 and K ⊢ T1 ր T2 then there exists U2
such that L ⊢ U1 ր U2 and 〈L,U2〉 ց 〈K ,T2〉.
(5) If L1 ⊢ T1 ր T2 and L1 T1 L2 then L1 T2 L2.
(6) If L1 ր L2 and 〈L2,U 〉 ց 〈K2,T 〉 then there exist K1 andU0
such that L1 ⊢ U ր U0 and 〈L1,U0〉 ց 〈K1,T 〉 and K1 ր K2.
(7) If L0 ⊢ T0 ր T1 andT0  T2 and L0 րT0 L1 and L0 T0 L2
then there exists T such that T1  T and L2 ⊢ T2 ր T .
(8) If L0 րT L1 and L0 T L2 then there exists L such that L1 T L and L2 րT L.
(9) If K ր L and L ⊢ T1 ր T2 then K ⊢ T1 ր
∗ T2 .
(10) If 〈L1,T1〉 ≥ 〈L4,T4〉 then there exist L2, T2 , L3 and T3
such that L1 ⊢ T1 ր
∗ T2 and 〈L1,T2〉 ց
∗ 〈L2,T3〉 and L2 ր
∗ L3 and L3 T3 L4 andT3  T4.
Proof. Clause (1) is proved by induction on Free+〈L1,T1〉 and by cases on the other premises.
Clause (2), Clause (3), Clause (4) and Clause (7) are proved by induction on the first premise and
by cases on the other premises. Notice that Clause (3) needs Clause (1) and that Clause (4) needs
Theorem 9.2(1) in the case of Rule 10β . Clause (5) is proved by induction on the closure 〈L1,T1〉
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and by cases on the premises. Clause (6) is proved by induction on the second premise and by
cases on the first premise. Clause (8) follows from Clause (1) and Clause (7). Clause (9) is proved
as Theorem 9.1(1). Clause (10) (the decomposition theorem) follows from Clause (2), Clause (3),
Clause (4), Clause (5), Clause (6), Clause (8) and Clause (9). 
Theorem 9.6 (very big trees: Section 6.3).
(1) IfրSN〈L1,T1〉 and 〈L1,T1〉 ≥ 〈L2,T2〉 then SN〈L2,T2〉.
(2) If L ⊢ T !A then SN〈L,T 〉.
Proof. Clause (1) is proved by induction on the first premise with the help of Theorem 9.4(3)
and Theorem 9.5(10). Clause (2) (the very big tree theorem) follows fromClause (1), Theorem9.2(3),
Theorem 9.3(6) and Theorem 9.3(7). 
Theorem 9.7 (bound rt-reduction of valid terms: Section 7.1).
(1) If K ⊆!A L and L ⊢ T !A then K ⊢ T !A .
(2) If (∀L2,T2) 〈L1,T1〉 ց
+ 〈L2,T2〉 ⊃ DA 〈L2,T2〉 then DA 〈L1,T1〉.
(3) If (∀L2,T2) 〈L1,T1〉 > 〈L2,T2〉 ⊃ PA 〈L2,T2〉
and (∀L2,T2) 〈L1,T1〉 ց
+ 〈L2,T2〉 ⊃ SA 〈L2,T2〉 then SA 〈L1,T1〉.
(4) If (∀L2,T2) 〈L1,T1〉 > 〈L2,T2〉 ⊃ CA 〈L2,T2〉
and (∀L2,T2) 〈L1,T1〉 > 〈L2,T2〉 ⊃ PA 〈L2,T2〉 then KA 〈L1,T1〉.
(5) If (∀L2,T2) 〈L1,T1〉 > 〈L2,T2〉 ⊃ CA 〈L2,T2〉
and (∀L2,T2) 〈L1,T1〉 > 〈L2,T2〉 ⊃ PA 〈L2,T2〉 then PA 〈L1,T1〉.
(6) If (∀L2,T2) 〈L1,T1〉 > 〈L2,T2〉 ⊃ CA 〈L2,T2〉
and (∀L2,T2) 〈L1,T1〉 > 〈L2,T2〉 ⊃ PA 〈L2,T2〉 then CA 〈L1,T1〉.
(7) If L ⊢ T !A then CA 〈L,T 〉 and PA 〈L,T 〉.
Proof. Clause (1) is proved by induction on the second premise and by cases on the first premise
with the help of Theorem 9.1(2) in the cases of Rule 3@ and Rule 3©. Clause (2) and Clause (3)
are proved by cases on T1 with the help of Theorem 9.6(2). Clause (4) is proved by cases on T1
with the help of Theorem 9.1(3). Clause (5) is proved by cases on T1 with the help of Clause (1),
Theorem 9.1(4) and Theorem 9.12(1). Clause (6) follows from Clause (2), Clause (3), Clause (4)
and Clause (5). Clause (7) (the preservation theorem and the confluence of bound rt-reduction) is
proved at once by big-tree induction on the closure 〈L,T 〉 with the help of Clause (5) and Clause (6).

Theorem 9.8 (rt-reduction to normal form: Section 7.2).
(1) If L ⊢ T1
.
.
. A then there exists T2 such that L ⊢ T1 →
∗
n T2.
(2) If L ⊢ T1
.
.
. A then there exists T2 such that L ⊢ T1 →
∗
n N0〈T2〉.
(3) IfրSN〈L,T1〉 then there exist n and T2 such that L ⊢ T1 →
∗
n NW
∗〈T2〉.
(4) If L ⊢ T !A and L ⊢ T →
∗
n N0〈T1〉 and L ⊢ T →
∗
n N0〈T2〉 then T1 = T2.
(5) If L ⊢ T !A and L ⊢ T →
∗
n1
NW∗〈T1〉 and L ⊢ T →
∗
n2
NW∗〈T2〉
then T1 ⋍ T2 and L ⊢ T1
∗
n1−n2
↔∗n2−n1 T2.
Proof. Clause (1) is proved by induction on n with the help of Theorem 9.3(5) in the inductive
case. Clause (2) follows from Clause (1), Theorem 9.2(3) and Theorem 9.3(6). Clause (3) is proved
by induction on the premise with the help of Theorem 9.1(1), Theorem 9.1(2) and Theorem 9.5(7).
Clause (4) and Clause (5) follow from Theorem 9.7(7). 
Theorem 9.9 (decidability of parametric validity: Section 7.3).
(1) If L ⊢ T1 !A then for every n we can decide (∃T2) L ⊢ T1 →
∗
n NW
∗〈T2〉.
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(2) If L ⊢ T1 !A and L ⊢ T2 !A then we can decide L ⊢ T1
∗
n2
↔∗n1 T2.
(3) if A satisfies condition (B) (Section 2.3) then we can decide L ⊢ T !A .
Proof. Clause (1) and Clause (2) follow from Theorem 9.7(7) and Theorem 9.8(2). Clause (3)
(the decidability theorem) is proved by induction on the closure 〈L,T 〉 with the help of Clause (1),
Clause (2), Theorem 9.8(3) and Theorem 9.8(5). 
Theorem 9.10 (general properties of type assignment: Section 7.4).
(1) If L ⊢ T :
A
U then L ⊢ T !A .
(2) If L ⊢ T :
A
U then L ⊢ U !A .
(3) If L ⊢ T :
A
U then there exists A such that L ⊢ T ... A and L ⊢ U ... A.
(4) L ⊢ (λ∞x :W )T :A W does not hold.
(5) If L ⊢ T !A and L ⊢ T →
∗
1 U then L ⊢ T :A U .
(6) If L ⊢ T !A then there exists U such that L ⊢ T :A U .
(7) If L ⊢ T1 :A U and L ⊢ T1 →
∗
0 T2 then L ⊢ T2 :A U .
(8) If L ⊢ T :
A
U1 If L ⊢ T :A U2 then L ⊢ U1
∗
0↔
∗
0 U2.
(9) We can decide L ⊢ T :
A
U .
(10) We can decide (∃U ) L ⊢ T :
A
U .
Proof. Clause (1) andClause (2) are immediate. Clause (3) follows fromTheorem9.3(7). Clause (4)
follows from Clause (3) and Theorem 9.3(1). Clause (5), Clause (7) (the subject reduction theo-
rem) and Clause (8) (the uniqueness of types) follow from Theorem 9.7(7). Clause (6) follows from
Clause (5). Clause (9) follows from Theorem 9.9(3). Clause (10) follows from Clause (1), Clause (6)
and Theorem 9.9(3). 
Theorem 9.11 (iterated inferred type assignment: Section 8.1).
(1) If L ⊢ T1 ↑
∗
n T and L ⊢ T →
∗
0 T2 then L ⊢ T1 →
∗
n T2.
(2) If L ⊢ T0 !A and L ⊢ T0 ↑
∗
n T1 and L ⊢ T0 →
∗
n T2 then L ⊢ T1
∗
0↔
∗
0 T2.
Proof. Clause (1) is immediate. Clause (2) follows from Theorem 9.9(3). 
Theorem 9.12 (partial order for applicability domains: Section 8.4).
(1) If L ⊢ T !A and L ⊢ T →
∗
n1
(λ∞x :W )U1 and n1 ≤ n2
then there exists U2 such that L ⊢ T →
∗
n1
(λ∞x :W )U2 and L(Λx:W ) ⊢ U1 →
∗
n2−n1
U2.
(2) If L ⊢ T !A1 and A1 ⊆ A2 then L ⊢ T !A2 .
Proof. Clause (1) follows from Theorem 9.1(1), Theorem 9.3(7) and Theorem 9.8(1). Clause (2)
is proved by induction on the first premise with the help of Clause (1) in the case of Rule 3@. 
10 CONCLUSIONS AND FUTUREWORK
In this article we presented the formal system λδ -2B that significantly improves and generalizes
the previous system λδ -2A of Guidi [2015a]. Our main contributions are, on the one hand, a shorter
definition for the system and, on the other hand, some important results that we are presenting
here for the first time. The definition (Section 2) stands just on two notions, i.e., bound rt-reduction
and parametric validity. Our new results are the confluence of bound rt-reduction on valid terms
(Section 7.1), the decidability of validity, of type inference and type checking (Section 7.3) and an
axiomatization of the type judgment for λδ -2A (Section 8.2). Some main results already proved for
λδ -2A have been included for completeness. They are the confluence of ordinary reduction (Sec-
tion 3), the big-tree theorem on strong normalization (Section 6) and the preservation of validity
by reduction (Section 7). The present framework is a family of systems depending on a parameter
that rules the applicability condition. One of such systems turns out to be λδ -1A of Guidi [2009]
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(Section 8.3). As a key feature, we specified the whole theory in digital format and we machine-
checked it with the interactive prover Matita (Section 1.1). This process took four years.
Future work on the systems of the λδ family includes proving the conjecture onη-conversion we
posed in Section 8.5 and generalizing the type annotation (©U )T with the iterated type annotation
(©nU )T , whose validity condition is given by the next Rule 3©n (to be compared with Rule 40©).
L ⊢ U !A L ⊢ T !A L ⊢ T →
∗
n U0 L ⊢ U →
∗
0 U0
L ⊢ (©nU )T !A
3©n (P)
With this device we can define L ⊢ T :n
A
U as L ⊢ (©nU )T !A superseding Rule 4© and Rule 40©.
The reader should be aware that reducing the number of auxiliary notions needed to develop the
theory of the λδ family is a priority for us and that we will continue to work in this direction. On
the one hand, we are interested in the conditions that allow to regard our conversion as definitional
equality in the sense of Martin-Löf [1975]. The final aim here is to propose one of our systems as
a specification language for the Minimalist Foundation of Maietti [2009]. On the other hand we
are interested in the theory of the layered abstraction (λex :W )T of Guidi [2015b]. Our objective
here is to develop a logical framework that comprises Λ∞ and λP while solving some issues with
Aut-QE.
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Table 55. Rules for environments with excluded entries.
K1 →0 K2
K1(Xy) →0 K2(Xy)
7X
K1 ր K2
K1(Xy) ր K2(Xy)
12X
K1 ⊒ K2 րSNK2 〈V 〉
K1(Λ|∆y+V ) ⊒ K2(Xy)
26X
K1 F K2
K1(Xy) F∪{y } K2(Xy)
24X
K1 րF K2
K1(Xy) րF∪{y } K2(Xy)
28X
K1 →
η
F K2
K1(Xy) →
η
F∪{y } K2(Xy)
45X
Rule 26X replaces Rule 26P. Rules 24X, 28X, 45X: y < F .
A ENVIRONMENTS WITH EXCLUDED ENTRIES
— Why don’t you show your face to your king?
— Sire, because I do not exist!
Italo Calvino, The Nonexistent Knight
Even if free variable occurrences are unlikely to appear in the theory of a typedλ-calculus,where
all terms of interest are typed and thus are closed in their contexts, there are cases in which they
do show up. In the case of λδ -2B we face an issue when we need to invert Rule 25P of Section 5.2.
In the digital specification of λδ -2B we refer to a variable x by position via its depth index i
(Section 1.2). Hence a closure 〈L, x〉 is indeed 〈L, #i〉 where the symbol # denotes a constructor. In
this situation the occurrence x is free in L if and only if i exceeds |L|, i.e., the number of entries in
L.
Nevertheless, the free x occurring in the right inverse of Rule 25P does not satisfy this condition.
Certainly we could solve the issue by binding x to a fake declaration, or by introducing non-
positive depth indexes, but the most elegant solution to us lies on considering the exclusion binder
of Guidi [2009]: a device we removed from λδ -2A, but that the ongoing discussion fully justifies.
In particular we extend environments with the clause L F K(Xx) and we pose that an occur-
rence of x bound by (Xx) is free. The letter X is a capital χ after χα´oσ : Greek for “gaping void”.
With this extension set up, the two inverses (left and right) of Rule 25P look as follows.
րSN(λ∞ |δx+V )T 〈L〉
րSNV 〈L〉
25P←l
րSN(λ∞ |δx+V )T 〈L〉
րSNT 〈L(Xx)〉
25P←r (Q)
Setting up the extension includes adding specific rules that take care of the entry (Xx). This
leads to replace (Λ|∆y+V ) with (X |Λ|∆y+V ) in the L-like rules and in the B-like rules. Then we
have to introduce the X -like rules of Table 55 and the definition: Free+〈K(Xx), x〉 = {x} (23X).
The reader may want to notice that the exact form of equation (E) in this extension is as follows.
Free+〈L, (λ∞ |δx+V )T 〉 = Free
+〈L,V 〉 ∪ Free+〈L(Xx),T 〉 \ {x} (R)
Observing that the excluded entry (Xx) always appears at the right hand side of an environment,
i.e., not in the middle of it, we could certainly avoid it by referring to x by level rather than by
depth at the cost of passing level information to every function and relation we use. In the end,
this consideration leads us quite naturally to pose the general question whether the theory of a
typed λ-calculus is formalized more conveniently by referring to variables by level or by depth.
B POINTERS TO THE DIGITAL SPECIFICATION
At the the moment of writing this article, the certified specification of λδ -2B is available on the
Web at <http://helm.cs.unibo.it/lambdadelta/download/lambdadelta_2B.tar.bz2> as a bundle of
script files for the i.t.p. Matita version 0.99.4. For each proposition stated in Section 9 we give
a pointer consisting of a path with four components: a two-level directory inside the bundle,
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a file name inside this directory and a proved statement inside this file. Notice that the nota-
tion in the files and in the article may differ because of incompatibilities between the characters
available for LATEX and for Matita. Moreover, we might modify these pointers in the forthcom-
ing revisions of λδ -2B. Here we are referring to the revision 2019-11-19 20:45:15 of the directory
</matita/matita/contribs/lambdadelta/> of the helm.git repository at<http://matita.cs.unibo.it/gitweb/>.
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