We provide some new estimates of the smallest possible Lipschitz constant for retractions of the unit ball B onto the unit sphere S in infinite-dimensional Banach spaces.
Our aim is to present some samples which are modifications of known results (see, e.g., [6] ). We hope they may attract the reader's attention to the subject.
First recall the so-called minimal displacement problem. Let T : B → B be of class ᏸ(k). It may happen that T is fixed point free and even more d T = inf{ x − Tx : x ∈ B} is positive.
For any space X, we define the function
Since, in view of Banach fixed-point theorem, for any ε > 0, the equation
has a solution, we have
For some spaces, this estimate is the best possible. For example, this is the case for C [−1,1] (or any C [a,b] ).
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Let
(1.9)
The function α generates the retraction Q :
We leave to the reader the justification of the fact that the mapping T :
The same holds for many other square spaces like c 0 , c, l
, and all the subspaces of C[a,b] of finite codimension. We call such spaces extremal. Uniformly convex spaces, Hilbert space, but also l 1 , are not extremal.
Since the discussed function depends on the geometry of the space X, if necessary, we will indicate this writing ψ(k) = ψ X (k). List some basic properties of ψ valid for all spaces X:
Property (a) is trivial, (b) is an exercise for the reader, (c) follows from the simple observation that if T ∈ ᏸ(k) and
is a reformulation of (c). Since property (e) plays a role in our further considerations, we present its proof. Then (f), (g), and (h) easily follow.
Take any A > k. Let T ∈ ᏸ(k). Fix x ∈ B and consider the equation
In view of Banach contraction principle, it has exactly one solution y depending on x. Put y = Fx. We have the implicit formula
Consequently,
which ends the proof.
Remark 1.2.
It is naturally expected that there are some relations between the function ψ X (k) and the constants ψ (1) and k 0 (X).
General case
Now we pass to a certain scheme for construction of Lipschitzian retraction of B onto S. Suppose we have a mapping
Assume additionally that for all x ∈ S, Tx = 0. It will be shown that such mappings do exist. Each one generates the retraction R : B → S defined by
where P : X → B is the radial projection
We can try to optimize this evaluation selecting various mappings T.
Begin with a mapping T 0 :
Thus T 1 ∈ ᏸ(2k + 1) and for all x ∈ 2S, we have Tx = 0. For x ∈ B, we have
we have
On the other hand,
Finally, putting
we obtain a mapping T :
Using (2.1), we construct a retraction R : B → S of class ᏸ(16((k + 1)/d)). Observing that the initial mapping can be selected so that d is close to ψ(k), we come to the conclusion that for any space X,
for all k > 1. Using the above mentioned properties (e), (f), and (g) of ψ(k), we obtain
The above evaluation ties two unknown values k 0 (X) and ψ (1). Since all the estimates used in deriving it were very rough, the above evaluation is, probably, very imprecise. For example, it is known (see [4] ) that in the case of extremal spaces where ψ (1) = 1, we have k 0 (X) ≤ 37.74.... An interesting and a little stronger evaluation can be derived from (2.10) by rewriting it in the form
and observing that the left-hand side increases with k but the right-hand side of the above inequality decreases until it takes the minimal value at k = 1 + Since, besides extremal spaces, good evaluations of ψ(k) from below are practically unknown, the estimates of Section 2 have to be treated with reserve. In next sections, we show some better estimates in particular spaces.
The case of C[0,1]
Let X = C[0,1]. As we observed in the introduction, besides the radial projection P : 
It is not difficult to check that for any r 1 > 0, r 2 > 0, and f ,g ∈ C[0,1], 
Again T 1 ∈ ᏸ(k), and for all f ∈ 2S we have T 1 f = 0. Moreover, it can be ob-
we get a mapping T : B → B with d T = (1/2)(1 − 1/k) and T(S) = 0. Finally, we can generate a retraction R : B → B by putting
As before, we observe that R ∈ ᏸ(4((k + 1)k/(k − 1))) and therefore,
Probably, this estimate is far from being sharp but, according to our knowledge, it is the best known.
The case of Hilbert space
Let H be a Hilbert space. In this case, the radial projection P of H onto the unit ball B is of class ᏸ(1) and, moreover, for any x ∈ H \ B and any y ∈ B, we have ( 
The modified mapping T 1 is also of class
Again, some Hilbert space geometry calculations show that for any x ∈ S, µ ∈ [0,1] and any λ > 1, we have
First, we construct an extension of T 1 by defining the domain D = {x ∈ H :
(4.4)
Obviously, T 2 ∈ ᏸ(k) and d T2 = d. In the next step, observe that the mapping
is also of class ᏸ(k) with d T3 = d. Finally, the mapping T 3 can be extended to a mapping T 4 : (1 + 1/k)B → B, again of class ᏸ(k) via the use of the well-known Kirszbraun's theorem. However, since for each x ∈ S, such extension has to map the segment joining (1 + 1/k − (1/k) T 1 Px )x and (1 + 1/k)x of length (1/k) T 1 Px onto an arc joining T 1 Px, and 0 of length exceeding T 1 Px . This extension can be done in exactly one way
For points with T 1 Px = 0, obviously T 4 x = 0. In view of (4.3) it is clear that
Kazimierz Goebel 109
Coming back to the unit ball, we obtain the mapping T :
Our standard construction 8) in view of the fact that P ∈ ᏸ(1) and T 0 can be chosen so that d is close to ψ H (k), leads to the estimate
Consequently, in view of property (g) of ψ,
The minimum is taken at k = 3. Repeating the trick from Section 3 we can rewrite (4.9) in the following way:
and taking the optimal value of k, k = 3, we get
(4.12)
Final remarks
All the above constructions and evaluations seem to be very imprecise. This comes from the fact that the evaluation from below of the function ψ, indicated by property (g), is not sharp for nonextremal spaces. It is known that lim k→∞ ψ(k) = 1. The problem of finding k 0 (X) for at least one space X remains open.
