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Abstract
We study the expressivity and complexity of two modal log-
ics interpreted on finite forests and equipped with standard
modalities to reason on submodels. The logicML( ) extends
the modal logic K with the composition operator from am-
bient logic, whereasML(∗) features the separating conjunc-
tion ∗ from separation logic. Both operators are second-order
in nature. We show thatML( ) is as expressive as the graded
modal logic GML (on trees) whereas ML(∗) is strictly less
expressive than GML. Moreover, we establish that the sat-
isfiability problem is Tower-complete for ML(∗), whereas
it is (only) AExpPol-complete for ML( ), a result which is
surprising given their relative expressivity. As by-products,
we solve open problems related to sister logics such as static
ambient logic and modal separation logic.
CCS Concepts: • Theory of computation→Modal and
temporal logics.
Keywords: modal logic on trees, separation logic, static am-
bient logic, gradedmodal logic, expressive power, complexity
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1 Introduction
The ability to quantify over substructures to express prop-
erties of a model is often instrumental to perform modular
and local reasoning. Two well-known examples are provided
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by separation logics [30, 37, 44], dedicated to reasoning on
pointer programs, and ambient (or more generally, spatial)
logics [10, 13, 15, 20], dedicated to reasoning on disjoint
data structures. In the realm of modal logics dedicated to
knowledge representation, submodel reasoning remains a
key ingredient to express the dynamics of knowledge and be-
lief, as done in the logics of public announcement [5, 35, 39],
sabotage modal logics [4], refinement modal logics [12] and
relation-changing logics [1–3]. Though the models may be
of different nature (e.g. memory states for separation logics,
epistemic models for logics of public announcement or fi-
nite edge-labelled trees for ambient logics), all those logics
feature composition operators that enable to compose or
decompose substructures in a very natural way.
From a technical point of view, reasoning about submodels
requires a global analysis, unlike the local approach for clas-
sical modal and temporal logics (typically based on automata
techniques [49, 50]). This makes the comparison between
those formalisms quite challenging and often limited to a su-
perficial analysis on the different classes of models and com-
position operators. For instance, the composition operator
in ambient logics decomposes a tree into two disjoint pieces
such that once a node has been assigned to one submodel,
all its descendants belong to the same submodel. Instead,
the separating conjunction ∗ from separation logic decom-
poses the memory states into two disjoint memory states.
Obviously, these and other well-known operators are closely
related but no uniform framework investigates exhaustively
their relationships in terms of expressive power.
Most of these logics can be easily encoded in monadic
second-order logicMSO (or in second-order modal logics [25,
32]). Complexity-wise, if models are tree-like structures, we
can then infer decidability thanks to the celebrated Rabin’s
theorem [42]. However, most likely, this does not produce the
best decision procedures when it comes to solving simple
reasoning tasks (e.g. the satisfiability problem of MSO is
Tower-complete [45]). Thus, relying onMSO as a common
umbrella to capture and understand the differences between
those logical formalisms is often not satisfactory.
Our motivations. Our intention in this work is to provide
an in-depth comparison between the composition operator
from static ambient logic [13] and the separating conjunc-
tion ∗ from separation logics [44] by identifying a common
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ground in terms of logical languages and models. As a con-
sequence, we are able to study the effects of having these op-
erators as far as expressivity and complexity are concerned.
We aim at defining two logics whose only differences rest on
their use of and ∗ syntactically and semantically (by consid-
ering the adequate composition operation). To do so, we pick
as our common class of models, the Kripke-style finite trees
(actually finite forests, so that the class is closed under taking
submodels), which provides an ubiquitous class of structures,
extremely well-studied in computer science. For the under-
lying logical language (i.e. apart from or ∗), we advocate
the use of the standard modal logic K (i.e. to have Boolean
connectives and the standard modality 3) so that the main
operations on the models amount to quantify over submod-
els or to move along the edges. This framework is sufficiently
fundamental to give us the possibility to take advantage of
model theoretical tools from modal logics [6, 9, 21]. The ben-
efits of settling a common ground for comparison may lead
to further comparisons with other logics and new results.
Our contributions. We introduce ML( ) and ML(∗), two
logics interpreted on Kripke-style forest models, equipped
with the standard modality3, and respectively with the com-
position operator from static ambient logic [13] and with
the separating conjunction ∗ from separation logic [44]. Both
logical formalisms can state non-trivial properties about sub-
models, but the binary modalities and ∗ operate differently:
whereas ∗ is able to decompose the models at any depth,
is much less permissive as the decomposition is completely
determined by what happens at the level of the children of
the current node. We study their expressive power and com-
plexity, obtaining surprising results. We show thatML( ) is
as expressive as the graded modal logicGML [6, 47] whereas
ML(∗) is strictly less expressive than GML. Interestingly,
this latter development partially reuses the result forML( ),
hence showing how our framework allows us to transpose
results between the two logics. To show that GML is strictly
more expressive thanML(∗), we define Ehrenfeucht-Fraïssé
games for ML(∗). In terms of complexity, the satisfiability
problem for ML( ) is shown AExpPol-complete1, interest-
ingly the same complexity as for the refinement modal logic
RML [12] handling a quantifier over refinements (generalis-
ing the submodel construction). The AExpPol upper bound
follows from an exponential-size model property, whereas
the lower bound is by reducing the satisfiability problem for
an AExpPol-complete team logic [28]. Much more surpris-
ingly, althoughML(∗) is strictly less expressive thanML( ),
its complexity is much higher (not even elementary). Pre-
cisely, we show that the satisfiability problem forML(∗) is
Tower-complete. The Tower upper bound is a consequence
of [42], whereas hardness is shown by reduction from a
Tower-complete tiling problem, adapting substantially the
1 Problems inAExpPol are decidable by an alternating Turing machine work-
ing in exponential-time and using polynomially many alternations [11].
Tower-hardness proof from [7] for second-order modal logic
K on finite trees. To conclude, we get the best of our results
on ML( ) and ML(∗) to solve several open problems. We
relateML( ) with an intensional fragment of static ambient
logic SAL( ) from [13] by providing polynomial-time reduc-
tions between their satisfiability problems. Consequently,
we establish AExpPol-completeness of SAL( ), refuting hints
from [13, Section 6]. Similarly, we show that the modal sepa-
ration logic MSL(3−1, ∗) from [22] is Tower-complete.
This document extends [8] with a technical appendix including
additional information and all omitted proofs.
2 Preliminaries
In this section, we introduce the logics ML( ) and ML(∗)
interpreted on tree-like structures equipped with operators
to split the structure into disjoint pieces. Due to the presence
of such operators, we are required to consider a class of
models that is closed under submodels, which we call Kripke-
style finite forests (or finite forests for short).
Let AP be a countably infinite set of atomic propositions.
A (Kripke-style) finite forest is a tripleM = (W ,R,V ) where
W is a non-empty finite set of worlds, V : AP → P(W ) is a
valuation and R ⊆W ×W is a binary relation whose inverse
R−1 is functional and acyclic. Then, in particular the graph
described by (W ,R) is a finite collection of disjoint finite
trees (where R encodes the child relation).
We define R(w) def= {w ′ ∈W | (w,w ′) ∈ R}. Worlds in R(w)
are understood as children of w . We inductively define Rn :
R0 def= {(w,w) | w ∈W }; Rn+1 def= {(w,w ′′) | ∃w ′ (w,w ′) ∈ Rn
and (w ′,w ′′) ∈ R }. R+ denotes the transitive closure of R.
We define operators that chop a finite forest. It should be
noted that these operators, as well as the resulting logics, can
be cast under the umbrella of the logic of bunched implica-
tions BI [26, 41], with the exception that we do not explicitly
require them to have an identity element (as enforced on the
multiplicative operators of BI, see [26]). LetM = (W ,R,V )
andMi = (Wi ,Ri ,Vi ) (for i ∈ {1, 2}) be three finite forests.
The separation logic composition. We introduce the bi-
nary operator + that performs the disjoint union at the level
of parent-child relation. Formally,
M = M1 +M2
def⇔ R1 ⊎ R2 = R,W1 =W2 =W ,V1 = V2 = V.
This is the composition used in separation logic [22, 44]. The
figure below depicts possible instances forM,M1 andM2.
= +
The ambient logic composition. We introduce the oper-
ator +w , wherew ∈W , that constraints further +:
M = M1 +w M2
def⇔ M = M1 +M2 and R+i (w ′) = R+(w ′)
holds for all i ∈ {1, 2} andw ′ ∈ Ri (w).
M is a disjoint union between M1 and M2 except that, as
soon as w ′ ∈ Ri (w), the whole subtree of w ′ in R belongs
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toMi , like the composition in ambient logic [13]. Below, we
illustrate a model decomposed with +w .
w
=
w
+w
w
We say that M1 is a submodel of M, written M1 ⊑ M if
there isM2 such thatM = M1 +M2.
Modal logics on trees. The logicML( ) enriches the modal
logic K (a.k.a. ML) with a binary connective , called com-
position operator , that admits submodel reasoning via the
operator +w . Similarly, ML(∗) enriches ML with the con-
nective ∗, called separating conjunction (or star) that admits
submodel reasoning via the operator +. Both connectives
and ∗ are understood as binary modalities. As we show
throughout the paper,ML( ) andML(∗) are strongly related
to the graded modal logic GML [21]. For conciseness, let us
define all these logics by considering formulae that contain
all of their ingredients. These formulae are built from
φ := ⊤ | p | φ ∧ φ | ¬φ | 3φ | 3≥k φ | φ ∗ φ | φ φ,
where p ∈ AP and k ∈ N (encoded in binary). A pointed
forest (M,w) is a finite forestM = (W ,R,V ) together with
a world w ∈ W . The satisfaction relation |= is defined as
follows (standard clauses for ∧, ¬ and ⊤ are omitted):
M,w |= p ⇔w ∈ V (p);
M,w |= 3φ ⇔ there isw ′ ∈ R(w) s.t.M,w ′ |=φ;
M,w |= 3≥k φ ⇔ |{w ′ ∈ R(w) | M,w ′ |= φ}| ≥ k ;
M,w |= φ1 ∗ φ2 ⇔ there areM1,M2 s.t.M = M1 +M2,
M1,w |= φ1 andM2,w |= φ2;
M,w |= φ1 φ2 ⇔ there areM1,M2 s.t.M = M1 +w M2,
M1,w |= φ1 andM2,w |= φ2.
The formulae φ ⇒ ψ , φ ∨ ψ and ⊥ are defined as usual.
We use the following standard abbreviations: 2φ def= ¬3¬φ,
3≤k φ def= ¬3≥k+1 φ and3=k φ def= 3≥k φ ∧3≤k φ. We write
size(φ) to denote the size of φ with a tree representation of
formulae and with a reasonably succinct encoding of atomic
formulae. Besides, wewritemd(φ) to denote themodal degree
of φ understood as the maximal number of nested unary
modalities (i.e. 3 or 3≥k ) in φ. Similarly, the graded rank
gr(φ) of φ is defined as max({k | 3≥k ψ ∈ subf(φ)} ∪ {0}),
where subf(φ) is the set of all the subformulae of φ.
Given the formulae φ andψ , φ ≡ ψ denotes that φ andψ
are logically equivalent; i.e., for every pointed forest (M,w),
M,w |= φ iffM,w |= ψ . For instance (k ≥ 1 and p ∈ AP):
1. 3φ ≡ 3≥1 φ; 2. (22⊥ 22⊥) . (22⊥ ∗22⊥);
3. 3≥k p ≡ 3p ∗ · · · ∗3p︸           ︷︷           ︸
k times
; 4. 3≥k φ ≡ 3φ · · · 3φ︸        ︷︷        ︸
k times
.
The modal logicML is the logic restricted to formulae with
the unique modality3 [9]. Similarly, the graded modal logic
GML is restricted to the graded modalities 3≥k [21]. We
introduce the modal logicsML( ) andML(∗), which are re-
stricted to the suites of modalities (3, ) and (3, ∗), respec-
tively. The two equivalences (3) and (4) already shed some
light onML( ) andML(∗): the two logics are similar when
it comes to their formulae of modal degree one.
Lemma 2.1. Let φ be a formula in ML( ) with md(φ) ≤ 1.
Then, φ ≡ φ[ ← ∗] where φ[ ← ∗] is the formula in ML(∗)
obtained from φ by replacing every occurrence of by ∗.
However, as shown by the non-equivalence (2), it is un-
clear how the two logics compare when it comes to formu-
lae of modal degree greater than one. Indeed, since M =
M1 +w M2 impliesM = M1 +M2, but not vice-versa, the sep-
arating conjunction ∗ is more permissive than the operator .
However, further connections between the two operators can
be easily established. Let us introduce the auxiliary operator
defined as φ def= φ ∗2⊥. Formally,
(W ,R,V ),w |= φ⇔ there is R′ ⊆ R s.t. R′(w) = R(w)
and (W ,R′,V ),w |= φ.
Similar operators are studied in [2, 4, 12].We show that and
are sufficient to capture ∗ (essential property for Section 5).
Lemma 2.2. Let φ,ψ ∈ GML. We have φ ∗ψ ≡ (φ ψ ).
Unlike , when ∗ splits a finite forestM intoM1 andM2, it
may disconnect in both submodels worlds that are otherwise
reachable, from the current world, inM. Applying before
allows us to imitate this behaviour. Indeed, even though
preserves reachability in eitherM1 orM2, deletes part ofM,
making some world inaccessible. This way of expressing the
separating conjunction allows us to reuse some methods
developed forML( ) in order to studyML(∗).
The logic QKt . BothML( ) andML(∗) can be seen as frag-
ments of the logic QKt , which in turn is known to be a
fragment of monadic second-order logic on trees [7]. The
logic QKt extendsML with second-order quantification and
is interpreted on finite trees. Its formulae are defined accord-
ing to the following grammar:
φ := p | 3φ | φ ∧ φ | ¬φ | ∃p φ.
GivenM = (W ,R,V ) andw ∈W , the satisfaction relation |=
ofML is extended as follows:
M,w |= ∃p φ iff ∃W ′ ⊆W s.t. (W ,R,V [p ←W ′]),w |= φ.
One can show logspace reductions from ML( ) and ML(∗)
to QKt , by simply reinterpreting the operators ∗ and as
restrictive forms of second-order quantification, and by rela-
tivising 3 to appropriate propositional symbols in order to
capture the notion of submodel (details are omitted).
Satisfiability problem. The satisfiability problem for a logic
L, written Sat(L), takes as input a formula φ in L and checks
whether there is a pointed forest (M,w) such thatM,w |= φ.
Note that any L among ML, GML, ML( ) or ML(∗) has
the tree model property, i.e. any satisfiable formula is also
satisfied in some tree structure. The problems Sat(ML) and
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Sat(GML) are known to be PSpace-complete, see e.g. [9, 31,
46, 47], and therefore Sat(ML( )) and Sat(ML(∗)) are PSpace-
hard. As an upper bound, by Rabin’s theorem [42], the sat-
isfiability problem for QKt is decidable in Tower, which
transfers directly to Sat(ML( )) and Sat(ML(∗)).
Expressive power. Given two logics L1 and L2, we say that
L2 is at least as expressive as L1 (written L1 ⪯ L2) whenever
for every formula φ ofL1, there is a formulaψ ofL2 such that
φ ≡ ψ . L1 ≈ L2 denotes that L1 and L2 are equally expressive,
i.e. L1 ⪯ L2 and L2 ⪯ L1. Lastly, L1 ≺ L2 denotes that L2
is strictly more expressive than L1, i.e. L1 ⪯ L2 and L1 0 L2.
The equivalence (1) recalls us that ML ≺ GML [21]. From
the equivalence (4), we get GML ⪯ ML( ).
3 ML( ): Expressiveness and Complexity
In this section, we study the expressive power ofML( ) and
the complexity of Sat(ML( )). We show constructively that
ML( ) ⪯ GML, hence provingML( ) ≈ GML. Next, we show
that Sat(ML( )) is AExpPol-complete. The upper bound is
achieved by proving an exponential-size model property. The
lower bound is by reduction from the satisfiability problem
for propositional team logic [28, Thm. 4.9].
3.1 ML( ) is not more expressive than GML
EstablishingML( ) ⪯ GML amounts to show that given φ1,
φ2 inGML, one can constructψ inGML such thatφ1 φ2 ≡ ψ .
For instance, a simple case analysis yields the equivalence
(p ∨3≥3 r ) (q ∨3≤5 q) ≡ (p ∨3≥3 r ). With this property,
the general algorithm consists in iteratively replacing in-
nermost subformulae of the form φ1 φ2 by a counterpart in
GML, allowing us to eliminate all the occurrences of and
obtain an equivalent formula inGML. The base case involves
subformulae φ1 and φ2 inML (a fragment of GML).
Let us provide a few definitions. Let φ be a formula in
GML. We write maxPC(φ) to denote the set of subformulaeψ
of φ that are maximal and modality-free, i.e.
1. ψ is modality-free: it does not contain modalities3≥k
and one of its occurrences is not in the scope of 3≥k ;
2. ψ is maximal: one of its occurrences does not belong
to a larger modality-free subformula of φ.
For instance, maxPC((p∨3≥3 r )∧(q∨p)) = {p,q∨p}. Similarly,
maxGM(φ) denotes the set of subformulaeψ of φ such thatψ
is of the form 3≥k ψ ′ and one of its occurrences in φ is not
in the scope of graded modalities 3≥k . For instance,
maxGM((p∨3≥3 r )∧ (q∨3≥5 3≥2 q)) = {3≥3 r ,3≥5 3≥2 q}.
Every formula φ in GML is a Boolean combination of formu-
lae from maxPC(φ) ∪ maxGM(φ). Lastly, φ is in good shape if the
properties (1) and (2) below hold:
1. maxPC(φ) ⊆ {⊥,⊤}. Consequently, every propositional
variable in φ occurs in the scope of a graded modality;
2. For all 3≥k ψ ,3≥k ′ ψ ′ in maxGM(φ) with ψ , ψ ′, the
conjunctionψ ∧ψ ′ is unsatisfiable.
Let φ1 and φ2 be GML formulae. First, we show that when
φ1 ∧ φ2 is in good shape, there is a GML formula ψ such
that φ1 φ2 ≡ ψ . To do so, we take a slight detour through
Presburger arithmetic (PA), see e.g. [27, 40]. Given two for-
mulae φ1,φ2 in GML, we will characterise the formula φ1 φ2
by using arithmetical constraints for the number of succes-
sors. Then, we will take advantage of basic properties of
PA in order to eliminate quantifiers, and obtain a GML for-
mula. Below, the variables x, y, z, . . ., possibly decorated and
occurring in formulae, are from PA and therefore they are
interpreted by natural numbers.
Let φ be in GML s.t. maxPC(φ) ⊆ {⊤,⊥} and {ψ1, . . . ,ψn}
contains the set {ψ | 3≥k ψ ∈ maxGM(φ)}. We define formulae
in PA that state constraints about the number of children
satisfying a formula ψj . The variable xj is intended to be
interpreted as the number of children satisfyingψj . We write
φPA(x1, . . . , xn) to denote the arithmetical formula obtained
from φ by replacing with xj ≥ k every occurrence of3≥k ψj
that it is not in the scope of a graded modality. For instance,
assuming that φ = 3≥5 (p ∧ q) ∨ ¬3≥4 ¬p, the expression
φPA(x1, x2) denotes the formula x1 ≥ 5 ∨ ¬(x2 ≥ 4).
Let φ1,φ2 be GML formulae such that φ1 ∧ φ2 is in good
shape and {ψ1, . . . ,ψn} = {ψ | 3≥k ψ ∈ maxGM(φ1 ∧ φ2)}.We
consider the formula [φ1,φ2]PA in PA defined below:
[φ1,φ2]PA def= ∃ y11, y21, . . . , y1n , y2n (
∧n
j=1 xj = y
1
j + y
2
j )∧
φPA1 (y11, . . . , y1n) ∧ φPA2 (y21, . . . , y2n).
The formula [φ1,φ2]PA states that there is a way to divide the
children in two distinct sets and each set allows to satisfy
φPA1 or φPA2 , respectively. As PA admits quantifier elimina-
tion [17, 40, 43], there is a quantifier-free formula χ equiva-
lent to [φ1,φ2]PA and its free variables are among x1, . . . , xn .
A priori, the atomic formulae of χ may not be of the simple
form xj ≥ k (e.g. ‘modulo constraints’ or constraints of the
form
∑
aixj ≥ k may be involved). However, if the atomic
formulae of χ are restricted to expressions of the form xj ≥ k ,
then we write χGML to denote the GML formula obtained
from χ by replacing every occurrence of xj ≥ k by 3≥k ψj .
Lemma 3.1. Let φ1, φ2 be in GML such that φ1 ∧ φ2 is in
good shape. [φ1,φ2]PA is equivalent to a quantifier-free PA
formula χ whose atomic formulae are only of the form xj ≥ k .
Moreover, φ1 φ2 ≡ χGML and gr(χGML) ≤ gr(φ1) + gr(φ2).
The bound on gr(χGML) stated in this key lemma is essen-
tial to obtain an exponential bound on the smallest model
satisfying a formula in ML( ) (see Section 3.2). Thanks to
Lemma 3.1, we can show thatGML is closed under the opera-
tor by reducing the occurrences of this operator to formulae
in good shape. In particular, we show that given two arbi-
trary formulae φ1 and φ2 in GML, φ1 φ2 is equivalent to a
disjunction of formulae of the form (ψ1 ψ2)∧ χ , where χ is a
Boolean combination of atomic propositions andψ1∧ψ2 is in
good shape (henceψ1 ψ2 is equivalent to a formula in GML
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by Lemma 3.1). This is shown syntactically: atomic proposi-
tions are dealt with by propositional reasoning, whereas to
produceψ1 andψ2 we use axioms from GML [6] and rely on
the following equivalences:
(guess) 3≥k φ ≡ 3≥k
((φ ∧ψ ) ∨ (φ ∧ ¬ψ ));
(3≥k dist) if φ ∧ψ unsat., 3≥k (φ∨ψ ) ≡∨k=k1+k2 (3≥k1φ ∧3≥k2ψ );
( dist) (φ ∨ψ ) χ ≡ (φ χ ) ∨ (ψ χ ).
Notice that the conjunction of φ ∧ψ and φ ∧¬ψ from (guess)
is trivially unsatisfiable, allowing us to use (3≥kdist). AsGML
is shown to be closed under the operator , we conclude.
Theorem 3.2. ML( ) ⪯ GML. Therefore,ML( ) ≈ GML.
To prove ML( ) ⪯ GML, we iteratively put subformulae
in good shape and apply Lemma 3.1. This is done several
times, potentially causing an exponential blow-up each time
a formula is transformed. To provide an optimal complexity
upper bound, we need to tame this combinatorial explosion.
3.2 AExpPol-completeness
In order to show that Sat(ML( )) is in AExpPol, the main
ingredient is to show that given φ inML( ), we build φ ′ in
GML such that φ ′ ≡ φ and the models for φ ′ (if any) do not
require a number of children per node more than exponential
in size(φ). The proof of Theorem 3.2 needs to be refined to
improve the way φ ′ is computed. In particular, this requires
a strategy for the application of the equivalences used to put
a formula in good shape.
We need to introduce a few more simple notions. Let φ
be aGML formula with maxGM(φ) = {3≥k1 ψ1, . . . ,3≥kn ψn}.
We define bd(0,φ) def= k1 + · · · + kn . For allm ≥ 0, we define
bd(m + 1,φ) def= max{bd(m,ψ ) | 3≥k ψ ∈ maxGM(φ)}. Hence,
bd(m,φ) can be understood as the maximal bd(0,ψ ) for some
subformulaψ occurring at the modal depthm within φ. We
write maxbd(φ) for the value max{bd(m,φ) | m ∈ [0,md(φ)]}.
If φ is satisfiable, we can use maxbd(φ) to obtain a bound on
the smallest model satisfying it, as stated in Lemma 3.3 below.
Lemma 3.3. Every satisfiable φ in GML is satisfied by a
pointed forest with at most maxbd(φ)md(φ)+1 worlds.
To show thatML( ) has the exponential-size model prop-
erty, we establish that given φ inML( ), there is φ ′ in GML
such that φ ′ ≡ φ,md(φ ′) ≤ md(φ) and maxbd(φ ′) is exponen-
tial in size(φ). First, we consider the fragment F of ML( ):
φ ::= 3≥k ψ | p | φ φ | φ ∧ φ | ¬φ, where p ∈ AP and
3≥k ψ is a formula in GML (abusively assumed in ML( )
but we know GML ⪯ ML( )). Given φ inML( ) or in F, we
write cd(φ) to denote its composition degree, i.e. the maximal
number of imbrications of in φ. We extend the notion of bd
to formulae in F, so that bd(m,φ) = bd(m,φ[ ← ∧]), where
φ[ ← ∧] is the formula obtained from φ by replacing every
occurrence of by ∧. Similarly, maxGM(φ) def= maxGM(φ[ ← ∧]).
Letφ be in F such that maxGM(φ) = {3≥k1 χ1, . . . ,3≥kn χn}.
The key step to show the exponential-size model property
essentially manipulates the formulae in maxGM(φ) in order
to produce equivalent formulae ψ1, . . . ,ψn , so that for all
distinct i and j ,ψi ∧ψj is in good shape. Moreover, by replac-
ing in φ every 3≥ki χi with the equivalent formula ψi , we
only witness an exponential blow-up on bd(0,φ), whereas
for everym > 1, bd(m,φ) remains polynomially bounded by
the bd of the original formula. With the bound on the graded
rank found in Lemma 3.1, we derive Lemma 3.4.
Lemma 3.4. Let φ be a formula of the fragment F such that
maxGM(φ) = {3≥k1 χ1, . . . ,3≥kn χn} and k̂ = max{k1, . . . ,kn}.
There is a GML formulaψ such that φ ≡ ψ and,
1. md(ψ ) ≤ md(φ); 2. bd(0,ψ ) ≤ k̂ × 2n+cd(φ);
3. bd(1,ψ ) ≤ n × bd(1,φ); 4. ∀m ≥ 2, bd(m,ψ ) = bd(m,φ).
In the proof of Lemma 3.4, a first step essentially consists
in applying multiple times (guess) in order to derive, for
every i ∈ [1,n], an equivalence 3≥ki χi ≡ψ ′i where
ψ ′i
def
= 3≥ki
∨
f:[1,n]→{⊤,⊥}
(
χi ∧ [χ1]f(1) ∧ · · · ∧ [χn]f(n)
)
.
Here, [χj ]⊤ def= χj and [χj ]⊥ def= ¬χj . Roughly speaking, in
this step, we expand χi by considering all the possible truth
values for the formulae χ1, . . . , χn (the disjuncts where χi
is negated can be simply discharged from the disjunction,
as they are unsatisfiable). Substituting every 3≥ki χi byψ ′i
in φ leads to a formula φ ′ such that bd(1,φ ′) ≤ n × bd(1,φ)
(as in Lemma 3.4) and for everym , 1, bd(m,φ ′) = bd(m,φ).
Afterwards, we repeatedly apply (3≥k dist) toψ ′i and obtain
the formula ψi satisfying the aforementioned property, i.e.
for all distinct i and j,ψi ∧ψj is in good shape. With ( dist),
this allows us to apply Lemma 3.1 until all the operators are
removed. Besides, replacing everyψ ′i byψi in φ ′ leads to a
formula having the same bd as the formulaψ in Lemma 3.4.
Applying adequately the transformation from Lemma 3.4
to a formula inML( ), i.e. by considering maximal subformu-
lae of the fragment F, allows us to get a logically equivalent
GML formula having small models.
Lemma 3.5. Every satisfiable φ in ML( ) is satisfied by a
pointed forest of size at most exponential in size(φ).
The proof of Lemma 3.5 (relying on Lemma 3.4) consists
in showing that for all φ inML( ), there is φ ′ in GML such
that φ ′ ≡ φ and maxbd(φ ′) is exponential in size(φ), which is
sufficient by Lemma 3.3 to get the exponential-size model
property, whence the upper bound AExpPol.
Theorem 3.6. Sat(ML( )) is in AExpPol.
The (standard) proof consists in observing that to check
the satisfiability status of φ in ML( ), first guess a pointed
forest of exponential-size (thanks to Lemma 3.5) and check
whether it satisfies φ. This can be done in exponential-time
using an alternating Turing machine with a linear amount of
alternations (between universal states and existential states)
by viewingML( ) as a fragment ofMSO.
It remains to establish AExpPol-hardness. We provide a
logspace reduction from the satisfiability problem for the
team logic PL[~] shown AExpPol-complete in [28, Thm. 4.9].
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PL[~] formulae are defined by the following grammar:
φ := p | Û¬p | φ ∧ φ | ~φ | φ Û∨φ ,
where p ∈ AP and the connectives Û¬ and Û∨ are dotted to
avoid confusion with those ofML( ). PL[~] is interpreted on
sets of (Boolean) propositional valuations over a finite subset
of AP. They are called teams and are denoted by T,T1, . . . . A
model for φ is a team T over a set of propositional variables
including those occurring in φ and such that T |= φ with:
T |= p ⇔ for all v ∈ T, we have v(p) = ⊤;
T |= Û¬p ⇔ for all v ∈ T, we have v(p) = ⊥;
T |= φ1 Û∨φ2 ⇔∃T1,T2 s.t. T =T1 ∪T2, T1 |=φ1, T2 |=φ2.
The connectives ~ and ∧ are interpreted as the classical nega-
tion and conjunction, respectively. Notice that, in the clause
for Û∨, the teams T1 and T2 are not necessarily disjoint.
Let us discuss the reduction from Sat(PL[~]) to Sat(ML( )).
A direct encoding of a team T into a pointed forest (M,w)
consists in having a correspondence between the proposi-
tional valuations in T and the propositional valuations of
the children of w . This would work fine if there were no
mismatch between the semantics for (disjointness of the
children) and the one for Û∨ (disjointness not required). To
handle this, when checking the satisfaction of φ in PL[~]
with n occurrences of Û∨, we impose that if a propositional
valuation occurs among the children ofw , then it occurs in
least n + 1 children. This property must be maintained after
applying Û∨ several times, always with respect to the number
of occurrences of Û∨ in the subformula of φ that is evalu-
ated. Non-disjointness of the teams is encoded by carefully
separating the children ofw having identical valuations.
We now formalise the reduction. Assume that we wish
to translate φ from PL[~], written with atomic propositions
in P = {p1, . . . ,pm} and containing at most n occurrences
of the operator Û∨. We introduce a set Q = {q1, . . . ,qn+1} of
auxiliary propositions disjoint from P. The elements of Q
are used to distinguish different copies of the same proposi-
tional valuation of a team. Thus, with respect to a pointed
forest (M,w), we require each child of w to satisfy exactly
one element of Q . This can be done with the formula
uni(Q) def= 2(∧i,i′∈[1,n+1] ¬(qi ∧ qi′) ∧∨i ∈[1,n+1] qi ).
We require that if a child ofw satisfies a propositional val-
uation over (elements in) P, then there are n + 1 children
satisfying that valuation over P, each of them satisfying a
distinct symbol in Q . So, every valuation over P occurring in
some child ofw , occurs at least in n + 1 children ofw . How-
ever, as the translation of the operator Û∨ modifies the set of
copies of a propositional valuation, this property must be
extended to arbitrary subsets of Q . Given ∅ , X ⊆ [1,n + 1],
we require that for all k , k ′ ∈ X , if a children of w sat-
isfies qk , then there is a child satisfying qk ′ with the same
valuation over P. The formula cp(X ) below does the job:∧
k,k ′∈X
¬(2qk (3=1 qk ∧ ¬(⊤ 3=1 qk ∧3=1 qk ′ ∧∧
j ∈[1,m]
3pj ⇒ 2pj ))
)
.
Lastly, before defining the translation map τ , we describe
how different copies of the same propositional valuation are
split. We introduce two auxiliary choice functions c1 and
c2 that take as arguments X ⊆ [1,n + 1], and n1,n2 ∈ N
with |X | ≥ n1 + n2 such that for each i ∈ {1, 2}, we have
ci (X ,n1,n2) ⊆ X , |ci (X ,n1,n2)| ≥ ni . Moreover c1(X ,n1,n2)⊎
c2(X ,n1,n2) = X . The maps c1 and c2 are instrumental to de-
cide how to split X into two disjoint subsets respecting basic
cardinality constraints. The translation map τ is designed as
follows (∅ , X ⊆ [1,n + 1]):
τ (p,X ) def= 2((∨j ∈X qj ) ⇒ p);
τ ( Û¬p,X ) def= 2((∨j ∈X qj ) ⇒ ¬p);
τ (φ1 ∧ φ2,X ) def= τ (φ1,X ) ∧ τ (φ2,X ); τ (~φ,X ) def= ¬τ (φ,X );
τ (φ1 Û∨φ2,X ) def= (τ (φ1,X1) ∧ cp(X1)) (τ (φ2,X2) ∧ cp(X2)),
where (i) |X | is greater or equal to the number of occurrences
of Û∨ in φ1 Û∨φ2 plus one; (ii) given n1,n2 such that n1 (resp.
n2) is the number of occurrences of Û∨ in φ1 (resp. φ2) plus
one, for each i ∈ {1, 2} we have ci (X ,n1,n2) = Xi .
Lemma 3.7 below guarantees that starting with a linear
number of children with the same propositional valuation is
sufficient to encode Û∨ withinML( ).
Lemma 3.7. Let φ be in PL[~] with n occurrences of Û∨ and
built upon p1, . . . , pm . Then, φ is satisfiable iff so is
uni(q1, . . . ,qn+1) ∧ cp([1,n + 1]) ∧ τ (φ, [1,n + 1]).
The ML( ) formula involved in Lemma 3.7 has modal
depth one. By Theorem 3.6, Sat(ML( )) is AExpPol-complete
even restricted to formulae of modal depth at most one.
Corollary 3.8. Sat(ML( )) is AExpPol-complete.
As we show in the next section, the complexity ofML(∗)
does not collapse to modal depth one: Sat(ML(∗)) restricted
to formulae of modal depth k is exponentially easier than
Sat(ML(∗)) restricted to formulae of modal depth k + 1.
4 ML(∗) is Tower-complete
We show that Sat(ML(∗)) is Tower-complete, i.e. complete
for the class of all problems of time complexity bounded
by a tower of exponentials whose height is an elementary
function [45]. Given k,n ≥ 0, we inductively define the
tetration function t as t(0,n) def= n and t(k + 1,n) = 2t(k,n).
Intuitively, t(k,n) defines a tower of exponentials of height
k . By k-NExpTime, we denote the class of all problems de-
cidable with a nondeterministic Turing machine (NTM) of
working timeO(t(k,p(n))) for some polynomial p(.), on each
input of length n. To show Tower-hardness, we design a uni-
form elementary reduction allowing us to get k-NExpTime-
hardness for all k greater than a certain (fixed) integer. In
our case, we achieve an exponential-space reduction from
the k-NExpTime variant of the tiling problem, for all k ≥ 2.
The tiling problem Tilek takes as input a triple T =
(T ,H ,V) where T is a finite set of tile types,H ⊆ T × T
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(resp.V ⊆ T × T ) represents the horizontal (resp. vertical)
matching relation, and an initial tile type c ∈ T . A solution
for the instance (T , c) is a mapping τ : [0, t(k,n) − 1] ×
[0, t(k,n) − 1] → T such that (first) τ (0, 0) = c, and
(hor&vert) for all i ∈ [0, t(k,n) − 1] and j ∈ [0, t(k,n) − 2],
(τ (j, i),τ (j + 1, i)) ∈ H and (τ (i, j),τ (i, j + 1)) ∈ V .
The problem of checking whether an instance of Tilek has
a solution is known to be k-NExpTime-complete (see [38]).
The reduction below from Tilek to Sat(ML(∗)) recycles
ideas from [7] to reduce Tilek to Sat(QKt ). To provide the
adequate adaptation for ML(∗), we need to solve two ma-
jor issues. First, QKt admits second-order quantification,
whereas inML(∗), the second-order features are limited to
the separating conjunction ∗. Second, the second-order quan-
tification ofQKt essentially colours the nodes in Kripke-style
structures without changing the frame (W ,R). By contrast,
the operator ∗ modifies the accessibility relation, possibly
making worlds that were reachable from the current world,
unreachable in submodels. The Tower-hardness proof for
Sat(ML(∗)) becomes then much more challenging: we would
like to characterise the position on the grid encoded by a
worldw by exploiting properties of its descendants (as done
for QKt ), but at the same time, we need to be careful and
only consider submodels wherew keeps encoding the same
position. In a sense, our encoding is robust: when the opera-
tor ∗ is used to reason on submodels, we can enforce that no
world changes the position of the grid that it encodes.
4.1 Enforcing t(j,n) children.
Let M = (W ,R,V ) be a finite forest. We consider two dis-
joint sets of atomic propositions P = {p1, . . . ,pn , val} and
Aux = {x, y, l, s, r} (whose respective role is later defined).
Elements from Aux are understood as auxiliary propositions.
We call ax-node (resp. Aux-node) a world satisfying the propo-
sition ax ∈ Aux (resp. satisfying some proposition in Aux).We
call t-node a world that satisfies the formula t def=
∧
ax∈Aux ¬ax.
Every world ofM is either a t-node or an Aux-node. We say
thatw ′ is a t-child ofw ∈W ifw ′ ∈ R(w) andw ′ is a t-node.
We define the concepts of Aux-child and ax-child similarly.
The key development of our reduction is given by the
definition of a formula, of exponential size in j ≥ 1 and
polynomial size in n ≥ 1, that when satisfied by (M,w)
forces every t-node in Ri (w), where 0 ≤ i < j , to have exactly
t(j−i,n) t-children, each of them encoding a different number
in [0, t(j − i,n) − 1]. As we impose thatw is a t-node, it must
have t(j,n) t-children. We assume n to be fixed throughout
the section and denote this formula by type(j). From the
property above, if M,w |= type(j) then for all i ∈ [1, j−1]
and all t-nodesw ′ ∈ Ri (w) we haveM,w ′ |= type(j−i).
First, let us informally describe how numbers are encoded
in the model (M,w) satisfying type(j). Let i ∈ [1, j]. Given
a t-node w ′ ∈ Ri (w), ni (w ′) denotes the number encoded
by w ′. We omit the subscript i when it is clear from the
context. When i = j, we represent n(w ′) by using the truth
values of the atomic propositions p1, . . . ,pn . The proposition
pb is responsible for the b-th bit of the number, with the least
significant bit being encoded by p1. For example, for n = 3,
we have M,w ′ |= p3 ∧ p2 ∧ ¬p1 whenever n(w ′) = 6. The
formula type(1) forces the parent of w ′ (i.e. is a t-node in
R j−1(w)) to have exactly 2n t-children by requiring one t-
child for each possible valuation upon p1, . . . ,pn . Otherwise,
for i < j (and therefore j ≥ 2), the number ni (w ′) is repre-
sented by the binary encoding of the truth values of val on
the t-children ofw ′ which, since (M,w ′) |= type(j − i), are
t(j − i,n) children implicitly ordered by the number they, in
turn, encode. The essential property of type(j) is therefore
the following: the numbers encoded by the t-children of a
t-nodew ′′ ∈ Ri (w), represent positions in the binary repre-
sentation of the number ni (w ′′). Thanks to this property, the
formula type(j) forcesw to have exactly t(j,n) children, all
encoding different numbers in [0, t(j,n) − 1]. This is roughly
represented in the picture below, where “1” stands for val
being true whereas “0” stands for val being false.
.w
. . .
. . .
<<
. . .
<<
. . .
<<
1 1 1 0 0 1 0 0 0
type(j), has t(j,n) children
type(j−1)
type(j−2)
To characterise these trees inML(∗), we simulate second-
order quantification by using Aux-nodes. Informally, we re-
quire a pointed forest (M,w) satisfying type(j) to be such
that (i) every t-node w ′ ∈ R(w) has exactly one x-child,
and one (different) y-child. These nodes do not satisfy any
other auxiliary proposition; (ii) for every i ≥ 2, every t-
nodew ′ ∈ Ri (w) has exactly five Aux-children, one for each
ax ∈ Aux. We can simulate second-order existential quan-
tification on t-nodes with respect to the symbol ax ∈ Aux
by using the operator ∗ in order to remove edges leading to
ax-nodes. Then, we evaluate whether a property holds on
the resulting model where a t-node “satisfies” ax ∈ Aux if
it has a child satisfying ax. To better emphasise the need to
move along t-nodes, given a formula φ, we write ⟨t⟩φ for the
formula 3(t ∧ φ). Dually, [t]φ def= 2(t ⇒ φ). ⟨t⟩i and [t]i are
also defined, as expected.
Let us start to formalise this encoding. Let j ≥ 1. First, we
restrict ourselves to models where every t-node reachable
in at most j steps does not have two Aux-children satisfying
the same proposition. Moreover, these Aux-nodes have no
children and only satisfy exactly one ax ∈ Aux. We express
this condition with the formula init(j) below:
⊞j
∧
ax∈Aux
( (
t ⇒ ¬(3ax ∗3ax)) ∧2(ax ⇒ 2⊥ ∧∧
bx∈Aux\{ax}
¬bx) ),
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where ⊞0φ def= φ and ⊞m+1φ def= φ ∧2⊞m (φ). Notice that if
M,w |= init(j) andM′ ⊑ M, thenM′,w |= init(j).
Among the models ((W ,R,V ),w) satisfying init(j), we
define the ones satisfying type(j) described below (see simi-
lar conditions in [7, Section IV]):
(subj ) every t-node in R(w) satisfies type(j − 1);
(zeroj ) there is a t-node w˜ ∈ R(w) such that n(w˜) = 0;
(uniqj ) distinct t-nodes in R(w) encode different numbers;
(complj ) for every t-nodew1 ∈ R(w), if n(w1) < t(j,n) − 1
then n(w2) = n(w1) + 1 for some t-nodew2 ∈ R(w);
(aux) w is a t-node, every t-node in R(w) has one x-child
and one y-child, and every t-node in R2(w) has three
children satisfying l, r and s, respectively.
We define type(0) def= ⊤, and for j ≥ 1, type(j) is defined as
type(j) def= sub(j) ∧ zero(j) ∧ uniq(j) ∧ compl(j) ∧ aux,
where each conjunct expresses its homonymous property.
The formulae for sub(j), aux and zero(j) can be defined as
sub(j) def= [t]type(j − 1);
aux def= t ∧ [t](3x ∗3y) ∧ [t]2(3l ∗3s ∗3r);
zero(1) def= ⟨t⟩∧b ∈[1,n]¬pb ;
zero(j + 1) def= ⟨t⟩[t]¬val.
The challenge is therefore how to express uniq(j) and
compl(j), to guarantee that the numbers of children ofw span
all over [0, t(j,n) − 1]. The structural properties expressed by
type(j) lead to strong constraints, which permits to control
the effects of ∗ when submodels are constructed. This is a
key point in designing type(j) as it helps us to control which
edges are lost when considering a submodel.
Nominals, forks and number comparisons. In order to
define uniq(j) and compl(j) (completing the definition of
type(j)), we introduce auxiliary formulae, characterising
classes of models that emerge naturally when trying to cap-
ture the semantics of (uniqj ) and (complj ).
Let us consider a finite forestM = (W ,R,V ) andw ∈W .
A first ingredient is given by the concept of local nominals,
borrowed from [7]. We say that ax ∈ Aux is a (local) nominal
for the depth i ≥ 1 if there is exactly one t-nodew ′ ∈ Ri (w)
having an ax-child. In this case,w ′ is said to be the world that
corresponds to the local nominal ax. The following formula
states that ax is a local nominal for the depth i:
nomi (ax) def= ⟨t⟩i3ax ∧
∧
k ∈[0,i−1]
[t]k¬(⟨t⟩i−k3ax ∗ ⟨t⟩i−k3ax) .
We define the formula@iaxφdef= ⟨t⟩i (3ax∧φ)which, under the
hypothesis that ax is a local nominal for the depth i , states
that φ holds on the t-node that corresponds to ax. Moreover,
we define nomi (ax,bx) def= nomi (ax) ∧ nomi (bx) ∧ ¬@iax3bx,
which states that ax and bx are two nominals for the depth i
with respect to two distinct t-nodes.
As a second ingredient, we introduce the notion of fork
that is a specific type of models naturally emerging when try-
ing to compare the numbers n(w1) and n(w2) of two worlds
w1,w2 ∈ Ri (w) (e.g. when checking whether n(w1) = n(w2)
or n(w2) = n(w1) + 1 holds). Given j ≥ i ≥ 1 we introduce
the formula forkij (ax, bx) that is satisfied by (M,w) iff:
• ax and bx are nominals for the depth i .
• w has exactly two t-children, saywU andwD .
• For every k ∈ [1, i − 1], both Rk (wU ) and Rk (wD ) con-
tain exactly one t-child.
• The only t-node in Ri−1(wU ), saywax, corresponds to
the nominal ax. The only t-node in Ri−1(wD ), saywbx,
corresponds to the nominal bx.
• If i < j, then (M,wax) and (M,wbx) satisfy
typelsr(j − i) def= type(j − i) ∧ [t](3l ∧3s ∧3r).
It should be noted that, whenever (M,w) satisfies the for-
mula forkij (ax, bx), we witness two paths of length i , both
starting atw and leading towax andwbx, respectively.Worlds
in this path may have Aux-children. Below, we schematise a
model satisfying forkij (ax, bx):
.
forkij (ax, bx)
w
typelsr(j−i)
typelsr(j−i)
ax
bx
i
Since the definition of forkij (ax, bx) is recursive on i and j
(due to type(j − i)), we postpone its formal definition to the
next two sections where we treat the base cases for i = j and
the inductive case for j > i separately.
The last auxiliary formulae are [ax< bx]ij and [bx=ax+1]j .
Under the hypothesis that (M,w) satisfies forkij (ax, bx), the
formula [ax< bx]ij is satisfied whenever the two (distinct)
worlds wax,wbx ∈ Ri (w) corresponding to the nominals ax
and bx are such that n(wax) < n(wbx). Similarly, under the
hypothesis that (M,w) satisfies fork1j (ax, bx), the formula
[bx = ax+1]j is satisfied whenever n(wbx) = n(wax)+1 holds.
Both formulae are recursively defined, with base cases for
i = j and j = 1, respectively.
For the base case, we define the formulae forkjj (ax, bx)
and [ax< bx]jj (for arbitrary j), as well as [bx = ax+1]1.
From these formulae, we are then able to define uniq(1) and
compl(1), which completes the characterisation of type(1)
and typelsr(1). Afterwards, we consider the case 1 ≤ i < j
and j ≥ 2, and define forkij (ax, bx), [ax< bx]ij , [bx = ax+1]j ,
as well as uniq(j) and compl(j), by only relying on formulae
that are already defined (by inductive reasoning).
Base cases: i = j or j = 1. In what follows, we consider
a finite forest M = (W ,R,V ) and a world w . Following its
informal description, we have
forkjj (ax, bx) def= 3=2t ∧ [t]⊞j−2 (t⇒3=1t) ∧ nomj (ax,bx),
where ⊞jφ def= ⊤ for j < 0. As previously explained, in the
base case, the number n(w ′) encoded by a t-nodew ′ ∈ R j (w)
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is represented by the truth values of p1, . . . ,pn . Then, the
formula [ax< bx]jj is defined as
[ax< bx]jj def=
∨
u ∈[1,n]
(
@jax¬pu ∧ @jbx pu ∧
∧
v ∈[u+1,n]
(@jax pv ⇔@jbx pv )
)
.
The satisfaction of (M,w) |= forkjj (ax, bx) enforces that the
distinct t-nodes wax,wbx ∈ R j (w) corresponding to ax and
bx satisfy n(wax) < n(wbx), which can be shown by using
standard properties about bit vectors.
The formula [bx = ax+1]1 is similarly defined:∨
u ∈[1,n]
(
@1ax(¬pu∧
∧
v ∈[1,u−1]
pv ) ∧ @1bx(pu∧
∧
v ∈[1,u−1]
¬pv )∧
∧
v ∈[u+1,n]
(@1axpv⇔@1bxpv )
)
.
Assuming (M,w) |= fork11(ax, bx), this formula states that
the two distinct t-nodeswax,wbx ∈ R(w) corresponding to ax
and bx are such that n(wbx) = n(wax)+ 1. Again, correctness
is guaranteed by standard analysis on bit vectors.
To define uniq(1), we recall that amodel satisfying type(1)
satisfies the formula aux and hence every t-node in R(w) has
two auxiliary children, one x-node and one y-node. The idea
is to use these two Aux-children and rely on ∗ to state that
it is not possible to find a submodel of M such that w has
only two distinct childrenwx andwy corresponding to the
nominals x and y, respectively, and such that n(wx) = n(wy).
In a sense, the operator ∗ simulates a second-order quantifi-
cation on x and y. Let [x= y]11 def= ¬([x< y]11 ∨ [y< x]11). We
define uniq(1) def= ¬(⊤ ∗ (fork11(x, y) ∧ [x= y]11)) .
To capture compl(1) we state that it is not possible to find
a submodel ofM that looses x-nodes from R2(w), keeps all
y-nodes, and is such that (i) x is a local nominal for the depth
1, corresponding to a worldwx encoding n(wx) < 2n − 1; (ii)
there is no submodel wherew has two t-children,wx and a
second worldwy, such thatwy corresponds to the nominal y
and n(wy) = n(wx)+1. Thus, compl(1) is defined as:
¬(2⊥∗ ([t]3y∧@1x¬11∧¬(⊤∗(fork11(x, y)∧[y = x+1]1))) ) .
The subscript “1” in the formula 11 refers to the fact that we
are treating the base case of compl(j) with j = 1. We have
11
def
=
∧
i ∈[1,n] pi , reflecting the encoding of 2n − 1.
This concludes the definition of type(1) (and typelsr(1)),
which is established correct with respect to its specification.
Lemma 4.1. LetM,w |= init(1). We haveM,w |= type(1)
iff (M,w) satisfies (sub1), (zero1), (uniq1), (compl1) and (aux).
Inductive case: 1 ≤ i < j. As an implicit inductive hypoth-
esis used to prove that the formulae are well-defined, we
assume that [bx = ax+1]j′ and type(j ′) are already defined
for every j ′ < j, whereas forki′j′(ax, bx), and [ax< bx]i
′
j′ are
already defined for every 1 ≤ i ′ ≤ j ′ such that j ′ − i ′ < j − i .
Therefore, we define:
forkij (ax, bx) def= forkii (ax, bx) ∧ [t]itypelsr(j − i).
It is easy to see that this formula is well-defined: forkii (ax, bx)
is from the base case, whereas typelsr(j−i) is defined by in-
ductive hypothesis, since we have j − i < j.
Consider now [ax< bx]ij . AssumingM,w |= forkij (ax, bx),
wewish to express n(wax)< n(wbx) for the two distinct worlds
wax,wbx ∈ Ri (w) corresponding to the nominals ax and bx,
respectively. As i < j, n(wax) (resp. n(wbx)) is encoded us-
ing the truth value of val on the t-children of wax (resp.
wbx). To rely on arithmetical properties of binary numbers
used to define [ax< bx]jj , we need to find two partitions
Pax = {Lax, Sax,Rax} and Pbx = {Lbx, Sbx,Rbx}, one for the t-
children ofwax and another one for those ofwbx s.t.:
(LSR): Given b ∈ {ax, bx}, Pb splits the t-children as follows:
• there is a t-child sb ofwb such that Sb = {sb };
• n(r ) < n(sb ) < n(l), for every r ∈ Rb and l ∈ Lb .
(LESS): Pax and Pbx have constraints to satisfy <:
• n(sax) = n(sbx),M, sax |= ¬val andM, sbx |= val;
• for every lax ∈ Lax and lbx ∈ Lbx, if n(lax) = n(lbx)
thenM, lax |= val iffM, lbx |= val.
It is important to notice that these conditions essentially
revolve around the numbers encoded by t-children, which
will be compared using the already defined (by inductive
reasoning) formulae [ax< bx]i′j′ , where j ′ − i ′ < j − i . Since
the semantics of [ax< bx]ij is given under the hypothesis that
M,w |= forkij (ax, bx), we can assume that every child of
wax andwbx has all the possible Aux-children. Then, we rely
on the auxiliary propositions in {l, s, r} in order to mimic
the reasoning done in (LSR) and (LESS).
We start by considering the constraints involved in (LSR)
and express them with the formula lsr(j), which is satisfied
by a pointed forest (M = (W ,R,V ),w) whenever:
• (M,w) satisfies type(j).
• Every t-child ofw has exactly one {l, s, r}-child, and
only one of these t-children (sayw ′) has an s-child.
• Every t-child of w that has an l-child (resp. r-child)
encodes a number greater (resp. smaller) than n(w ′).
Despite this formula being defined in terms of type(j), we
only rely on lsr(j − i) (which is defined by inductive reason-
ing) in order to define [ax< bx]ij . The picture below schema-
tises a model satisfying lsr(j).
.w
. . . . . .
<<< <
lsr(j), implies type(j)
ll s r r
The definition of lsr(j) follows closely its specification:
lsr(j) def= type(j) ∧ nom1(s) ∧¬(⊤∗(fork1j (s, l)∧¬[s< l]1j ))
∧¬(⊤∗(fork1j (s, r)∧¬[r< s]1j )) ∧ [t]3=1(l∨ s∨ r).
We define the formula [ax< bx]ij as follows:
⊤ ∗ (nomi (ax,bx) ∧ [t]ilsr(j − i) ∧ Sij (ax, bx) ∧ Lij (ax, bx)),
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where Sij (ax, bx) and Lij (ax, bx) check the first and second
condition in (LESS), respectively. In particular, by defining
[ax= bx]ij def= ¬([ax< bx]ij ∨ [bx< ax]ij ), we have
Sij (ax, bx) def= ⊤ ∗
(
forki+1j (x, y) ∧ @iax⟨t⟩(3s ∧3x) ∧
@ibx⟨t⟩(3s ∧3y) ∧ [x= y]i+1j ∧ @i+1x ¬val ∧ @i+1y val
)
Lij (ax, bx) def= ¬
(⊤ ∗ (forki+1j (x, y) ∧ @iax⟨t⟩(3l ∧3x) ∧
@ibx⟨t⟩(3l ∧3y) ∧ [x= y]i+1j ∧¬(@i+1x val ⇔ @i+1y val)
) )
.
Both forki+1j (x, y) and [x= y]i+1j used in these formulae are
defined recursively. The formula Sij (ax, bx) states that there
is a submodelM′ ⊑ M such that
I. M′,w |= forki+1j (x, y);
II. sax corresponds to the nominal x at depth i + 1;
III. sbx corresponds to the nominal y at depth i + 1;
IV-VI. n(sax) = n(sbx),M, sax ̸ |= val andM, sbx |= val.
(The enumeration I-VI refers to the conjuncts in the formula)
Sij (ax, bx) correctly models the first condition of (LESS).
Regarding Lij (ax, bx) and (LESS), a similar analysis can be
performed. We define LSij (ax, bx) def= Lij (ax, bx) ∧ Sij (ax, bx).
Let us consider [bx = ax+1]j . Under the hypothesis that
M,w |= forkij (ax, bx), this formula must express n(wbx) =
n(wax) + 1 for the two (distinct) worlds wax,wbx ∈ Ri (w).
Then, as done for defining [ax< bx]ij , we take advantage of
arithmetical properties on binary numbers and we search for
two partitions Pax = {Lax, Sax,Rax} and Pbx = {Lbx, Sbx,Rbx}
of the t-children ofwax andwbx, respectively, such that Pax
and Pbx satisfy (LSR) as well as the condition below:
(PLUS): Pax and Pbx have the arithmetical properties of +1 :
• Pax and Pbx satisfy (LESS);
• for every rax ∈ Rax, we haveM, rax |= val;
• for every rbx ∈ Rbx, we haveM, rax ̸ |= val,
where Sax = {sax} and Sbx = {sbx}, as required by (LSR).
The definition of [bx = ax+1]j is similar to [ax< bx]ij :
⊤∗(nom1(ax,bx) ∧ [t]lsr(j − 1) ∧ LS1j (ax, bx) ∧ R(ax, bx)),
where R(ax, bx)def=@1ax[t](3r ⇒ val)∧@1bx[t](3r ⇒ ¬val)
captures the last two conditions of (PLUS).
To define uniq(j) and compl(j), we rely on forkij (ax, bx),
[ax< bx]ij and [bx = ax+1]j .
uniq(j) def= ¬(⊤ ∗ (fork1j (x, y) ∧ [x= y]1j ))
compl(j) def= ¬
(
2⊥ ∗
(
[t](typelsr(j − 1) ∧3y) ∧ nom1(x)∧
@1x¬1j ∧ ¬
(⊤ ∗ (fork1j (x, y) ∧ [y = x+1]j )) )),
where 1j def= [t]val reflects the encoding of t(j,n) − 1 for
j > 1. The main difference between compl(1) and compl(j)
(j > 1) is that the conjunct [t]3y of compl(1) is replaced
by [t](typelsr(j − 1) ∧ 3y) in compl(j), as needed to cor-
rectly evaluate fork1j (x, y). Indeed, the difference between
fork11(x, y) and fork1j (x, y) is precisely that the latter re-
quires [t]typelsr(j − 1). The definition of type(j) is now
complete. We can state its correctness.
Lemma 4.2. LetM,w |= init(j). We haveM,w |= type(j)
iff (M,w) satisfies (subj ), (zeroj ), (uniqj ), (complj ) and (aux).
The size of type(j) is exponential in j > 1 and polynomial
in n ≥ 1. As its size is elementary, we can use this formula
as a starting point to reduce Tilek .
4.2 Tiling a grid [0, t(k,n) − 1] × [0, t(k,n) − 1]
Below, we briefly explain how to use previous developments
to define a uniform reduction from Tilek , for every k ≥ 2.
Several adaptations are needed to encode smoothly the grid
but the hardest part was the design of type(j). Let k ≥ 2
and (T , c) be an instance of Tilek . We can construct a for-
mula tilingT ,c(k) that is satisfiable if and only if (T , c)
as a solution. To represent [0, t(k,n) − 1]2 in some pointed
forest (M,w), whereM = (W ,R,V ), we recycle the ideas for
defining type(k). From Lemma 4.2, we know that ifM,w |=
init(k) ∧ type(k) then the t-children of w encode the in-
terval [0, t(k,n) − 1]. A position in the grid is however a
pair of numbers, hence the crux of our encoding rests on
the fact that each w ′ ∈ R(w) encodes two numbers nH(w ′)
and nV(w ′). Similarly to type(k), these numbers are repre-
sented by the truth values on the t-children ofw ′, with the
help of new propositions valH and valV . We are in luck:
since both numbers are from [0, t(k,n) − 1], w ′ just needs
as many children as when encoding a single number, and
therefore if M,w |= tilingT ,c(k) then M,w ′ |= type(k−1).
In fact, the portion of tilingT ,c(k) that encodes the grid
can be described quite naturally by slightly updating the
characterisation of type(k). For example, (uniqj ) becomes
(uniqT ,k ) for all distinct t-nodesw1,w2 ∈ R(w)
nH(w1) , nH(w2) or nV(w1) , nV(w2).
The formula uniq(k) has to be updated accordingly, but with-
out major differences or complications. Of course, more is
required as tilingT ,c(k) must also encode the tiling condi-
tions (first) and (hor&vert). Fortunately, the kit of formulae
defined for type(k) allows us to have access to nH(w ′) and
nV(w ′) in such a way that both conditions can be expressed
rather easily. For example, to express vertical constraints, we
design a formula stating that for all t-nodes w1,w2 ∈ R(w),
if nV(w2) = nV(w1)+1 and nH(w2) = nH(w1) then there is
(c1, c2) ∈ V such that w1 ∈ V (c1) and w2 ∈ V (c2). Further
details are omitted by lack of space.
Theorem 4.3. Sat(ML(∗)) is Tower-complete.
5 ML(∗) Strictly Less Expressive Than GML
Below, we focus on the expressivity ofML(∗). We first show
ML(∗) ⪯ GML and then we prove the strictness of the inclu-
sion. The former result takes advantage of the notion of g-
bisimulation, i.e. the underlying structural indistinguishabil-
ity relation of GML, studied in [21]. To showML(∗) ≺ GML,
we define an ad hoc notion of Ehrenfeucht-Fraïssé games
for ML(∗), see e.g. classical definitions in [33] and similar
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approaches in [14, 19]. Then, we design a simple formula in
GML that cannot be expressed inML(∗).
5.1 ML(∗) is not more expressive than GML
To establish thatML(∗) ⪯ GML, we proceed as in Section 3.1.
In fact, by Lemma 2.2, given φ1, φ2 in GML, the formula
φ1 ∗ φ2 is equivalent to (φ1 φ2). Moreover, we know that
given φ1, φ2 in GML, φ1 φ2 is equivalent to some formula in
GML, as shown in Section 3. So, to prove thatML(∗) ⪯ GML
by applying the proof schema of Theorem 3.2, it is sufficient
to show that given φ in GML, there is ψ in GML such that
φ ≡ ψ . To do so, we rely on the indistinguishability relation
of GML, called g-bisimulation [21].
A g-bisimulation is a refinement of the classical back-
and-forth conditions of a bisimulation (see e.g. [9]), tailored
towards capturing graded modalities. It relates models with
similar structural properties, but up to parametersm,k ∈ N
responsible for the modal degree and the graded rank, re-
spectively. The following invariance result holds: g-bisimilar
models are modally equivalent in GML (up to formulae of
modal degreem and graded rank at most k). For simplicity,
we present the construction of the above-mentioned for-
mula ψ by directly using the notion of model equivalence,
without going explicitly through g-bisimulations.
Given m,k ∈ N and P ⊆fin AP, we write GML[m,k,P]
to denote the set of GML formulae ψ having md(ψ ) ≤ m,
gr(ψ ) ≤ k and propositional variables from P. GML[m,k, P]
is finite up to logical equivalence [21]. Given pointed forests
(M,w) and (M′,w ′), we write (M,w) ≡Pm,k (M′,w ′) when-
ever (M,w) and (M′,w ′) areGML[m,k, P]-indistinguishable,
i.e. for every ψ in GML[m,k,P], M,w |= ψ iff M′,w ′ |= ψ .
We write T P(m,k) to denote the quotient set induced by the
equivalence relation ≡Pm,k . As GML[m,k,P] is finite up to
logical equivalence, we get that T P(m,k) is finite.
To establish that GML is closed under , we show that
there is a function f : N2 → N such that for allm,k ∈ N and
P ⊆fin AP, if two models are in the same equivalence class
of ≡Pm, f(m,k), then they satisfy the same formulae of the form
φ, where φ is in GML[m,k, P]. By standard arguments and
using the fact that GML[m, f(m,k),P] is finite up to logical
equivalence, we then conclude that φ is equivalent to a
formula in GML[m, f(m,k),P]. Similar approaches are fol-
lowed in [23, 24, 36]. As we are not interested in the size of
the equivalent formula, we can simply use the cardinality of
T P(m,k) in order to inductively define a suitable function:
f(0,k) def= k , f(m + 1,k) def= k × (|T P(m, f(m,k))| + 1).
In conformity with the results in Section 4, the map f can
be shown to be a non-elementary function. To prove that
f satisfies the required properties, we start by showing a
technical lemma which essentially formalises a simulation
argument on the relation ≡Pm, f(m,k ) with respect to the sub-
model relation. By taking submodels as with the operator,
equivalence in GML is preserved.
Lemma 5.1. Let (M,w) ≡Pm, f(m,k ) (M′,w ′) wherem,k ∈ N,
P ⊆fin AP,M = (W ,R,V ) andM′ = (W ′,R′,V ′). Let R1 ⊆ R.
There is R′1 ⊆ R′ s.t. ((W ,R1,V ),w) ≡Pm,k ((W ′,R′1,V ′),w ′)
and if R1(w) = R(w), then R′1(w ′) = R′(w ′).
The proof of Lemma 5.1 is by induction on m. The last
condition about R1(w) = R(w) will serve in the proof of
Lemma 5.2, as it allows us to capture the semantics of , by
preserving the children of the world w ′. In the proof, we
rely on the properties of g-bisimulations [21] to define a
binary relation↔ between worlds of R(w) and R′(w ′). Every
w1 ↔ w ′1 is such that (M,w1) ≡Pm−1, f(m−1,k ) (M′,w ′1). The
operator does not necessarily preserve the children ofw1
andw ′1, so that the induction hypothesis, naturally defined
from the statement of Lemma 5.1, is applied on models where
the condition R1(w1) = R(w1) may not hold. We show that
for allR1 ⊆ R, it is possible to constructR′1 ⊆ R′ such that, for
all w1 ↔ w ′1, ((W ,R1,V ),w1) ≡Pm−1,k ((W ′,R′1,V ′),w ′1). The
result is then lifted to ((W ,R1,V ),w) ≡Pm,k ((W ′,R′1,V ′),w ′),
again thanks to the properties of the g-bisimulation.
Intuitively, Lemma 5.1 states that given two models satis-
fying the same formulae up to the parametersm and f(m,k),
we can extract submodels satisfying the same formulae up to
m and k (reduced graded rank). This allows us to conclude
that if φ is in GML, there is some GML formula equivalent
to φ (Lemma 5.2). In other words, the operator can be
eliminated to obtain a GML formula. This, together with
Lemma 2.2 and Theorem 3.2 entailML(∗) ⪯ GML.
Lemma 5.2. For every φ ∈ GML[m,k,P] there is a formula
ψ ∈ GML[m, f(m,k),P] such that φ ≡ ψ .
5.2 ShowingML(∗) ≺ GML with EF games forML(∗)
We tackle the problem of showing that ML(∗) is strictly
less expressive than GML. To do so, we adapt the notion
of Ehrenfeucht-Fraïssé games (EF games, in short) [33] to
ML(∗), and use it to design a GML formula that is not ex-
pressible in ML(∗). We write ML(∗)[m, s,P] for the set of
formulae φ ofML(∗) having md(φ) ≤ m, at most s nested ∗,
and atomic propositions from P ⊆fin AP. It is easy to see that
ML(∗)[m, s,P] is finite up to logical equivalence.
We introduce the EF games forML(∗). A game is played
between two players: the spoiler and the duplicator . A game
state is a triple made of two pointed forests (M,w) and
(M′,w ′) and a rank (m, s,P), wherem, s ∈ N and P ⊆fin AP.
The goal of the spoiler is to show that the two models are
different. The goal of the duplicator is to counter the spoiler
and to show that the two models are similar. Two models are
different whenever there is φ ∈ ML(∗)[m, s,P] that is satis-
fied by only one of the two models. The EF games forML(∗)
are formally defined in Figure 1. The exact correspondence
between the game and the logic is formalised in Lemma 5.3.
Using the standard definitions in [33], the duplicator has
a winning strategy for the game ((M,w), (M′,w ′), (m, s,P))
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Game on [(M1=(W1, R1, V1), w1), (M2=(W2, R2, V2), w2), (m, s, P)].
if there is p ∈ P s.t. w1 ∈ V1(p) iff w2 < V2(p) then the spoiler wins.
else the spoiler chooses i ∈ {1, 2} and plays onMi . The duplicator replies
onMj where j , i . The spoiler must choose one of the following moves,
otherwise the duplicator wins:
modal move: ifm ≥ 1 and Ri (wi ) , ∅ then the spoiler can choose to
play a modal move by selecting an element w ′i ∈ Ri (wi ). Then,
• the duplicator must reply with a w ′j ∈ Rj (w j ) (else, the spoiler wins);
• the game continues on [(M1, w ′1), (M2, w ′2), (m − 1, s, P)].
spatial move: if s ≥ 1 then the spoiler can choose to play a spatial move
by selecting two finite forestsM1i andM
2
i s.t.M
1
i +M
2
i = Mi . Then,
• the duplicator replies with two forestsM1j andM2j s.t.M1j +M2j = Mj ;
• The game continues on [(Mk1 , w1), (Mk2 , w2), (m, s − 1, P)], where
k ∈ {1, 2} is chosen by the spoiler.
Figure 1. Ehrenfeucht-Fraïssé games forML(∗)
if she can play in a way that guarantees her to win regard-
less how the spoiler plays. When this is the case, we write
(M,w) ≈Pm,s (M′,w ′). Similarly, the spoiler has a winning
strategy, written (M,w)0Pm,s (M′,w ′), if he can play in a way
that guarantees him to win, regardless how the duplicator
plays. Lemma 5.3 guarantees that the games are well-defined.
Lemma 5.3. (M,w)0Pm,s (M′,w ′) iff there is a formula φ in
ML(∗)[m, s,P] such thatM,w |= φ and M′,w ′ ̸ |= φ.
Lemma 5.3 is proven with standard arguments from [33],
for instance the left-to-right direction, i.e. the completeness of
the game, is by induction on the rank (m, s, P). Thanks to the
EF games, we are able to find a GML formula φ that is not
expressible in ML(∗). By Lemma 2.1 and as ML( ) ≈ GML,
such a formula is necessarily of modal degree at least 2.
Happily, φ = 3=2 3=1 ⊤ does the job and cannot be ex-
pressed inML(∗). For the proof, we show that for every rank
(m, s,P), there are two structures (M,w) and (M′,w ′) such
that (M,w) ≈Pm,s (M′,w ′), M,w |= φ and M′,w ′ ̸ |= φ. The
inexpressibility of φ then stems from Lemma 5.3. The two
structures are represented below ((M,w) on the left).
w
. . . . . .
≥ 2s + 1 ≥ 2s−1(s + 1)(s + 2) + 1
≈Pm,s
w ′
. . . . . .
≥ 2s + 1 ≥ 2s−1(s + 1)(s + 2) + 1
In the following, we say that a world has type i if it has i
children. As one can see in the figure above, children of the
current worldsw andw ′ are of three types: 0, 1 or 2. When
the spoiler performs a spatial move in the game, a world of
type i can take, in the submodels, a type between 0 and i .
That is, the number of children of a world weakly monotoni-
cally decreases when taking submodels. This monotonicity,
together with the finiteness of the game, lead to bounds on
the number of children of each type, over which the duplica-
tor is guaranteed to win. For instance, the bound for worlds
of type 2 is given by the value 2s (s + 1)(s + 2), where s is the
number of spatial moves in the game. In the two presented
pointed forests, one child of type 0 and one of type 2 are
added with respect to these bounds, so that the duplicator
can make up for the different numbers of children of type 1.
Lemma 5.4. ML(∗) cannot characterise the class of models
satisfying the GML formula 3=2 3=1 ⊤.
Notice thatML(∗) is more expressive thanML.
Indeed, the formula 3⊤ ∗3⊤ distinguishes
the two models on the right, which are bisim-
ilar and hence indistinguishable inML [48].
0
ByML(∗) ⪯ GML, Lemma 5.4 and Theorem 3.2, we conclude.
Theorem 5.5. ML ≺ ML(∗) ≺ GML ≈ ML( ).
6 ML( ),ML(∗) and Sister Logics
Below, we show how our new results onML( ) andML(∗)
allow us to make substantial contributions for sister logics.
6.1 Static ambient logic
Static ambient logic (SAL) is a formalism proposed to reason
about spatial properties of concurrent processes specified in
the ambient calculus [16]. In [13], the satisfiability and valid-
ity problems for a very expressive fragment of SAL are shown
to be decidable and conjectured to be in PSpace (see [13,
Section 6]). We invalidate this conjecture by showing that
the intensional fragment of SAL (see [34]), herein denoted
SAL( ), is already AExpPol-complete. More precisely, we de-
sign semantically faithful reductions between Sat(ML( ))
and Sat(SAL( )) (in both directions), leading to the above-
mentioned result by Corollary 3.8. SAL( ) formulae are from
φ := ⊤ | 0 | n[φ] | φ ∧ φ | ¬φ | φ φ,
where n ∈ AP is an ambient name. Historically, the semantics
of SAL is given on a class of syntactically defined finite trees.
However, this class of models is isomorphic to the class
of finite trees M = (W ,R,V ), such that each world inW
satisfies exactly one atomic proposition (its ambient name).
Then, the satisfaction relation |= for SAL( ) is standard for ⊤
and Boolean connectives,φ1 φ2 is as inML( ), and otherwise
M,w |= 0 ⇔ R(w) = ∅;
M,w |= n[φ]⇔ there isw ′ ∈W such that R(w) = {w ′},
w ′ ∈ V (n) andM,w ′ |= φ.
With such a presentation, SAL( ) is a fragment of ML( ),
where 0 and n[φ] correspond to 2⊥ and 3=1⊤∧3(n∧φ),
respectively. However, to reduce Sat(SAL( )) to Sat(ML( )),
we must deal with the constraint on V (uniqueness of the
ambient name). Let φ be in SAL( ) written with the ambient
names in N= {n1, . . . , nm}. It is known (see [13, Lemma 8])
that if φ is satisfiable, then it can be satisfied by a tree having
ambient names from N∪ {n}, where n is a fresh name. Thus,
we can show that φ is satisfiable iff so is theML( ) formula
φ ∧⊞md(φ)(∨n∈N∪{n}(n ∧∧n′∈(N∪{n})\{n} ¬n′)),
where the right conjunct states thatV , restricted to the propo-
sitions in N ∪ {n}, forms a partition of the worlds reachable
from the current one in at most md(φ) steps.
Modal Logics with Composition on Finite Forests LICS ’20, July 8–11, 2020, Saarbrücken, Germany
Reducing Sat(ML( )) to Sat(SAL( )) requires a bit more
work. Let M = (W ,R,V ) be a finite forest and w ∈ W .
Assume we want to check the satisfiability status of φ in
ML( ) having atomic propositions from P = {p1, . . . ,pm}
and with n occurrences of . We encode (M,w) into a model
(M′ = (W ′,R′,V ′),w) of SAL( ) as follows. Let rel and ap
be two ambient names not in P. The ambient name rel en-
codes the relation R whereas ap can be seen as a container for
propositional variables holding on the current world. (i)We
requireW ⊆ W ′, R ⊆ R′ and ⋃i ∈[0,md(φ)] Ri (w) ⊆ V ′(rel),
i.e., every world reachable fromw in at mostmd(φ) steps has
the ambient name rel. Letw ′ be one of these worlds and sup-
pose that {p | w ′ ∈ V (p)} ∩ P = {q1, . . . ,ql }. (ii)We require
W ′ to contain n+1 worldsw ′1, . . . ,w ′n+1 ∈ R′(w ′) \R(w ′), all
having ambient name ap. These worlds encode copies ofw ′’s
valuation, similarly to what is done in Section 3.2 to encode
teams from PL[~]. (iii) For all j ∈ [1,n + 1], R′(w ′j ) contains
l worlds, all satisfying 0 and a distinct ambient name from
{q1, . . . ,ql }. Below we schematise the encoding (w.r.t.w ′).
w ′{q1, . . . , ql }
w1
. . .
wk
⇝
w ′
rel
wk
rel ap
q1
0
ql
0
ap
q1
0
ql
0
. . . n+1 . . .
timesw1
rel
. . .. . .
. . .
Let n ∈ AP. We define the modality ⟨n⟩φ def= n[φ] ⊤ and its
dual [n]φ def= ¬⟨n⟩¬φ. We write ∀[n] for ¬((¬0 ∧ ¬n[⊤]) ⊤),
so that (M,w) |= ∀[n] whenever every child of w has the
ambient name n. Moreover, [# ≥ 0] def= ⊤ and [# ≥ β+1] def=
¬0 [# ≥ β], so that (M,w) |= [# ≥ β]wheneverw has at least
β children. Lastly, [#= β]def= [# ≥ β]∧¬[# ≥ β+1]. The models
of SAL( ) encoding models ofML( ) are characterised by
Cφ
def
=
∧
j ∈[0,md(φ)]
[rel]j
(
∀[rel] (∀[ap] ∧ [#=n+1] ∧ [ap]((p1[0]∨0)
. . . (pm[0]∨0)
) ∧∧i ∈[1,m](⟨ap⟩⟨pi⟩⊤ ⇒ [ap]⟨pi⟩⊤)) ) .
Lastly, we define the translation of φ, written τ (φ), into
SAL( ). It is homomorphic for Boolean connectives and ⊤,
τ (p) def= ⟨ap⟩⟨p⟩⊤ and otherwise it is inductively defined:
τ (3ψ ) def= ⟨rel⟩τ (ψ );
τ (ψ1 ψ2) def=
(
τ (ψ1) ∧ ⟨ap⟩≥j⊤
) (
τ (ψ2) ∧ ⟨ap⟩≥k⊤
)
,
where in τ (ψ1 ψ2), j (resp. k) is the number of occurrences of
inψ1 (resp.ψ2) plus one and ⟨ap⟩≥α⊤ def= (∀[ap] ∧ [#=α]) ⊤.
We show that φ is satisfiable in ML( ) iff Cφ ∧ τ (φ) is
satisfiable in SAL( ), leading to the following results about
the complexity of static ambient logics.
Corollary 6.1. Sat(SAL( )) is AExpPol-complete. Sat(SAL)
with SAL from [13] is AExpPol-hard.
6.2 Modal separation logic
The family of modal separation logics (MSL), combining sep-
arating and modal connectives, has been recently introduced
in [22]. Its models, inspired from the memory states used in
separation logic (see also [18]), are Kripke-style structures
M = (W ,R,V ), whereW = N and R ⊆W ×W is finite and
functional. Hence, unlike finite forests,M may have loops.
Among the fragments studied in [22], the modal separa-
tion logicMSL(∗,3−1) was left with a huge complexity gap
(between PSpace and Tower). Its formulae are defined from
φ := p | 3−1φ | φ ∧ φ | ¬φ | φ ∗ φ .
The satisfaction relation is as inML(∗) for p ∈ AP, Boolean
connectives and φ1 ∗ φ2, otherwise
M,w |= 3−1φ⇔ ∃w ′ s.t. (w ′,w) ∈ R andM,w ′ |= φ.
SinceMSL(∗,3−1) is interpreted over a finite and functional
relation, 3−1 effectively works as the 3 modality ofML(∗).
Then, assume we want to check the satisfiability of φ in
ML(∗) by relying on an algorithm for Sat(MSL(∗,3−1)). We
simply need to consider the formula φ[3←3−1] obtained
fromφ by replacing every occurrence of3 by3−1, and check
if it can be satisfied by a locally acyclic model (M,w) ofMSL,
i.e. one wherew does not belong to a loop of length ≤ md(φ).
Local acyclicity can be enforced by the formula
locacycl def= r ∧∧i ∈[1,md(φ)](2−1)i¬r ,
where r ∈ AP is fresh. Then, φ in ML(∗) is satisfiable iff
φ[3←3−1]∧locacycl inMSL(∗,3−1) is satisfiable. Hence,
the results in Section 4 allow us to close the complexity gap.
Corollary 6.2. Sat(MSL(∗,3−1)) is Tower-complete.
7 Conclusion
We have studied and comparedML( ) andML(∗), two modal
logics interpreted on finite forests and featuring composition
operators. We have not only characterised the expressive
power and the complexity for both logics, but also identi-
fied remarkable differences and export our results to other
logics.ML( ) is shown as expressive as GML, and its satis-
fiability problem is found to be AExpPol-complete. Besides
the obvious similarities betweenML( ) andML(∗), these re-
sults are counter-intuitive: though the logicML(∗) is strictly
less expressive than GML (and consequently, than ML( )),
Sat(ML(∗)) is Tower-complete. We also recalled that there
are logspace reductions fromML(∗) andML( ) to the second-
order modal logic QKt from [7].
Our proof techniques go beyond what is known in the lit-
erature. For instance, to design the Tower-hardness proof we
needed substantial modifications from the proof introduced
in [7] for QKt . On the other hand, to show the expressiv-
ity inclusion of ML(∗) within GML, we provided a novel
definition of Ehrenfeucht-Fraïssé games forML(∗).
Lastly, our framework led to the characterisation of the
satisfiability problems for two sister logics . We proved that
the satisfiability problem for the modal separation logic
MSL(∗,3−1) is Tower-complete [22]. Moreover, the satisfia-
bility problem for the static ambient logic SAL( ) is AExpPol-
complete, solving open problems from [13, 22] and paving
the way to study the complexity of the full SAL.
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A Proofs of Section 2
We start this appendix by showing a classical property of ML and GML which carries over to ML(∗) and ML( ). Let M =
(W ,R,V ) be a finite forest andw ∈W . We introduce the notation
R |≤nw def= {(w ′,w ′′) ∈ R | w ′ ∈ Ri (w) for some i ∈ [0,n − 1]}.
Informally, R |≤nw is the maximal subset of R encoding exactly a subtree rooted atw having only paths of length at most n. We
denote with R |w the set {(w ′,w ′′) ∈ R | w ′ ⊆ R∗(w)}, i.e. the maximal subset of R encoding exactly a subtree rooted at w .
Alternatively, R |w = ⋃n∈N R |≤nw .
Lemma A.1. Let n ∈ N and φ be a formula of ML( ) or ML(∗) such that md(φ) ≤ n. LetM = (W ,R,V ) be a finite forest and
w ∈W .M,w |= φ if and only if (W ,R |≤nw ,V ),w |= φ.
Proof. The proof is by structural induction on φ. As this is the first proof by structural induction of the appendix, we depict
also the trivial cases for ∧ and ¬. In later proofs, these cases will be omitted (when straightforward) in order to shorten the
presentation. Every case but the ones for and ∗ are from the analogous lemma forML.
Base case: φ = p. This formula only depends onw andV , hence the statement of the lemma trivially holds for these formulae.
Induction case: φ = ¬ψ . The statements below are equivalent.
• M,w |= ¬ψ
• M,w ̸ |= ψ (by definition of |=)
• (W ,R |≤nw ,V ),w ̸ |= ψ (by the induction hypothesis, as md(ψ ) = md(¬ψ ) ≤ n)
• (W ,R |≤nw ,V ),w |= ¬ψ (by definition of |=).
Induction case: φ = ψ ∧ χ . The statements below are equivalent.
• M,w |= ψ ∧ χ
• M,w |= ψ andM,w |= χ (by definition of |=)
• (W ,R |≤nw ,V ),w |= ψ and (W ,R′,V ),w |= χ
(by the induction hypothesis, as max(md(ψ ),md(χ )) = md(ψ ∧ χ ) ≤ n)
• (W ,R |≤nw ,V ),w |= ψ ∧ χ (by definition of |=).
Induction case: φ = 3ψ . The statements below are equivalent.
• M,w |= 3ψ
• there isw1 ∈ R(w) such thatM,w1 |= ψ (by definition of |=)
• there isw1 ∈ R(w) such that (W ,R |≤n−1w1 ,V ),w1 |= ψ
(by the induction hypothesis, as md(ψ ) = md(3ψ ) − 1 ≤ n − 1)
• there isw1 ∈ R(w) such that (W ,R |≤n−1w1 ∪ {(w,w1)},V ),w |= 3ψ (by definition of |= and by recalling that our models
are forests).
• (W ,R |≤nw ,V ),w |= 3ψ (since {(w ′,w ′′) ∈ R |≤nw |w ′ ∈ R∗(w1)} = R |≤n−1w1 ).
Induction case: φ = ψ χ . The statements below are equivalent.
• M,w |= ψ χ
• there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such thatM1 +w M2 = M,M1,w |= ψ andM2,w |= χ (by definition of
|=)
• there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) s.t.M1 +w M2 = M,
(W ,R1 |≤nw ,V ),w |= ψ and (W ,R2 |≤nw ,V ),w |= χ
(by the induction hypothesis, as max(md(ψ ),md(χ )) = md(ψ χ ) ≤ n)
• (W ,R |≤nw ,V ),w |= ψ χ (by definition of |= and as R |≤nw = R1 |≤nw ∪ R2 |≤nw ).
Induction case: φ = ψ ∗ χ . The statements below are equivalent.
• M,w |= ψ ∗ χ
• there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such thatM1 +M2 = M,M1,w |= ψ andM2,w |= χ (by definition of
|=)
• there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) s.t.M1 +M2 = M,
(W ,R1 |≤nw ,V ),w |= ψ and (W ,R2 |≤nw ,V ),w |= χ
(by the induction hypothesis, as max(md(ψ ),md(χ )) = md(ψ χ ) ≤ n)
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• there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such thatM1 +M2 = M,
(W ,R′1,V ),w |= ψ and (W ,R′2,V ),w |= χ where for every j ∈ {1, 2}
R′j
def
= R j ∩ R |≤nw
(again by the induction hypothesis, right to left direction, as R′j |≤nw = R j |≤nw )
• iff (W ,R |≤nw ,V ),w |= ψ ∗ χ (by definition of |= and as R |≤nw = R′1 |≤nw ∪ R′2 |≤nw ). □
A.1 Proof of Lemma 2.1
Proof. LetM = (W ,R,V ) be a finite forest andw ∈W . Notice that if md(φ) is at most 1, by Lemma A.1 the satisfaction of φ
only depends on the set of worlds {w} ∪ R(w). More precisely,M,w |= φ iff (W ,R |≤1w ,V ),w |= φ. The same holds for formulae
inML(∗). Similarly,ψ def= φ[ ← ∗] (as in the statement) has modal degree at most 1 and again by Lemma A.1 we haveM,w |= ψ
iff (W ,R |≤1w ,V ),w |= ψ . To conclude the proof it is sufficient then to prove the following:
(W ,R |≤1w ,V ),w |= φ iff (W ,R |≤1w ,V ),w |= ψ .
Notice that this result already trivially holds formd(φ) = 0. Indeed, in this case the satisfaction of φ andψ only depends on the
satisfaction of propositional variables on the current worldw and therefore not at all on the accessibility relation. Instead, the
proof for md(φ) = 1 boils down to the proof of the equivalence
(W ,R |≤1w ,V ),w |= φ1 φ2 iff (W ,R |≤1w ,V ),w |= φ1 ∗ φ2.
depicted as follows. The statements below are equivalent.
• (W ,R |≤1w ,V ),w |= ψ χ
• there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) s.t.M1 +w M2 = (W ,R |≤1w ,V ),M1,w |= ψ andM2,w |= χ (by definition
of |=)
• there are disjoint R1 and R2 such that R1 ∪ R2 = R |≤1w , (W ,R1,V ),w |= ψ and (W ,R2,V ),w |= χ (by definition of +w , as
R |≤1w = {w} × R(w))
• there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) s.t.M1 +M2 = (W ,R |≤1w ,V ),M1,w |= ψ andM2,w |= χ (by definition of
+)
• (W ,R |≤1w ,V ),w |= ψ ∗ χ (by definition of |=). □
A.2 Proof of Lemma 2.2
Proof. LetM = (W ,R,V ) be a finite forest andw ∈W .
For the left to right direction, supposeM,w |= φ ∗ψ . Then, by definition of |=, there areM1 = (W ,R1,V ) andM2 = (W ,R2,V )
such that M1 +M2 = M, M1,w |= φ and M2,w |= ψ . By Lemma A.1 we can easily conclude that (W ,R1 |w ,V ),w |= φ and
(W ,R2 |w ,V ),w |= ψ , where R |w def= {(w ′,w ′′) ∈ R | w ′ ∈ R∗(w)}. Indeed, this holds as by definition, for every n ∈ N,
(R |w )|≤nw = R |≤nw . Now, consider the model M̂ = (W ,R1 |w ∪R2 |w ,V ). It is easy to see that (W ,R1 |w ,V ) and (W ,R2 |w ,V ) are such
that (W ,R1 |w ,V )+w (W ,R2 |w ,V ) = M̂. Hence M̂,w |= φ ψ . Moreover by definitionR1 |w∪R2 |w ⊆ R and (R1 |w∪R2 |w )(w) = R(w).
We conclude thatM,w |= (φ ψ ).
For the right to left direction, supposeM,w |= (φ ψ ). Then by definition of |= there is a model M̂ = (W , R̂,V ) such that
R̂ ⊆ R, R̂(w) = R(w) and M̂,w |= φ ψ . Again by definition of |=, there are M1 = (W ,R1,V ) and M2 = (W ,R2,V ) such that
M1 +w M2 = M̂ andM1,w |= φ andM2,w |= ψ . Consider now the set R = R \ R̂. We define:
R′1
def
= R1 ∪ {(w ′,w ′′) ∈ R | w ′ < R∗1(w)}
R′2
def
= R2 ∪ (R \ R′1)
By definition, it is easy to see that R′1 |w = R1 |w and R′2 |w = R2 |w . Moreover, R′1 ∩R′2 = ∅ and R′1 ∪R′2 = R. Hence, again by using
Lemma A.1 we can easily conclude that (W ,R′1,V ),w |= φ and (W ,R′2,V ),w |= ψ . From the properties of R′1 and R′2 expressed
above, we obtainM,w |= φ ∗ψ . □
B Proofs of Section 3
B.1 Proof of Lemma 3.1
Before proving Lemma 3.1, we establish the lemma below.
Lemma B.1. Let φ1, φ2 be in GML such that φ1 ∧ φ2 is in good shape. If there is some quantifier-free χ equivalent to [φ1,φ2]PA
whose atomic formulae are of the form xj ≥ k , we have φ1 φ2 ≡ χGML.
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Proof. Letφ1 andφ2 be formulae inGML such that maxPC(φ1∧φ2) ⊆ {⊤,⊥} and for all3≥k ψ and3≥k ′ ψ ′ in maxGM(φ1∧φ2)with
ψ , ψ ′, the formulaψ ∧ψ ′ is unsatisfiable, i.e. φ1∧φ2 is in good shape. Let {ψ1, . . . ,ψn} be the set {ψ | 3≥k ψ ∈ maxGM(φ1∧φ2)}.
By assumption, for all i , j, the formulaψi ∧ψj is unsatisfiable.
In order to grasp the relationship between φi and its arithmetical counterpart φPAi , letMi = (Wi ,Ri ,Vi ) be a model,w ∈Wi ,
and for each j ∈ [1,n], let β ij = |{w ′ ∈ Wi | Mi ,w ′ |= ψj and (w,w ′) ∈ Ri }|. Moreover, let vw : {x1, . . . , xn} → N be the
arithmetical valuation such that vw (xj ) def= β ij for all j ∈ [1,n]. We have the following equivalence
(†) Mi ,w |= φi iff vw |=PA φPAi ,
where |=PA is the satisfaction relation in PA. Below, we also use the notation “φPAi (β i1, . . . , β in)” instead of “vw |=PA φPAi ”.
Now, let us show that φ1 φ2 ≡ χGML. We start by showing that φ1 φ2 ⇒ χGML is valid. Let M = (W ,R,V ) be a model,
w ∈W such thatM,w |= φ1 φ2. By definition of |=, there areM1,M2 such thatM = M1 +w M2,M1,w |= φ1 andM2,w |= φ2.
Let us keep the definition of the β ij ’s from above, and for each j ∈ [1,n], let α j = |{w ′ ∈W | M,w ′ |= ψj and (w,w ′) ∈ R}|. By
(†) and asM = M1 +M2 holds too, we have the following relationships:
(j ∈ [1,n]) α j = β1j + β2j φPA1 (β11 , . . . , β1n) φPA2 (β21 , . . . , β2n).
We recall the definition of the arithmetical formula [φ1,φ2]PA:
[φ1,φ2]PA def= ∃ y11, y21, . . . , y1n , y2n (
n∧
j=1
xj = y
1
j + y
2
j ) ∧ φPA1 (y11, . . . , y1n) ∧ φPA2 (y21, . . . , y2n).
By assumption, there is a quantifier-free formula χ with free variables among x1, . . . , xn such that χ is logically equivalent
to [φ1,φ2]PA and its atomic formulae are of the form xj ≥ k . The formula χGML is defined as the GML formula obtained from
χ by replacing every occurrence of xj ≥ k by 3≥k ψj . Let vw : {x1, . . . , xn} → N be the arithmetical valuation such that
vw (xj ) def= α j for all j. Obviously vw |=PA ψ PA, which is equivalent to vw |=PA χ . Similarly to (†), we can getM,w |= χGML.
Now, we show that χGML ⇒ φ1 φ2 is valid. LetM = (W ,R,V ) be a model, w ∈W such thatM,w |= χGML. As above, for
each j ∈ [1,n], let α j = |{w ′ ∈W | M,w ′ |= ψj and (w,w ′) ∈ R}|. Let vw : {x1, . . . , xn} → N be the arithmetical valuation
such that vw (xj ) def= α j for all j . Similarly to (†), we can get vw |=PA χ and equivalently vw |=PA [φ1,φ2]PA. So, by the semantics
of the arithmetical formula [φ1,φ2]PA, there are natural numbers β11 , β21 , . . . , β1n , β2n such that
(j ∈ [1,n]) α j = β1j + β2j φPA1 (β11 , . . . , β1n) φPA2 (β21 , . . . , β2n).
For each i ∈ {1, 2} let us build Mi such that for all j ∈ [1,n], w has β ij children in Mi , and by construction for each such a
child, its whole subtree in (W ,R) is present in (W ,Ri ) too. Such a division is possible because if a child of w contributes to
the value α j inM (and therefore it satisfies ψj ), it cannot contribute to any value α j′ with j ′ , j (as by assumption ψj ∧ψj′
is unsatisfiable). Hence, by construction M = M1 +w M2. Moreover, for any child w ′ of w in Mi , we have Mi ,w ′ |= ψj iff
M,w ′ |= ψj (for all j ∈ [1,n]) as the whole subtree ofw ′ inM is present inMi . For each i ∈ {1, 2}, let viw be the arithmetical
valuation such that for all j ∈ [1,n], we have viw (xj ) def= β ij . So, obviously, viw |=PA φPAi (β i1, . . . , β in) and therefore by (†), we have
Mi ,w |= φi . Consequently, we getM,w |= φ1 φ2. □
Condition 2. in the definition of φ1 ∧ φ2 in good shape is essential here to obtain φ1 φ2 ≡ χGML. Here is a simple counter-
example. The formula [φ1,φ2]PA obtained from3≥1 p 3≥1 q is defined as ∃ y11, y21, y12, y22 (x1 = y11 + y21) ∧ (x2 = y12 + y22) ∧ (y11 ≥
1) ∧ (y22 ≥ 1). Obviously, [φ1,φ2]PA is arithmetically equivalent to (x1 ≥ 1) ∧ (x2 ≥ 1) but 3≥1 p 3≥1 q . 3≥1 p ∧ 3≥1 q.
Indeed, whenM,w |= 3≥1 p ∧3≥1 q andw has a unique child satisfying p ∧ q, there is no way forw to satisfy 3≥1 p 3≥1 q.
So the aforementioned assumption is crucial in order to simulate the appropriate partitioning of subtrees.
To prove the result in full generality, we need to establish that such a quantifier-free formula χ always exists. Here is the
proof of Lemma 3.1.
Proof. For each i ∈ {1, 2}, let φ ′i be an arithmetical formula logically equivalent to φPAi such that:
• φ ′i is in disjunctive normal form (DNF),
• each disjunct of φ ′i is a conjunction such that for each j ∈ [1,n], the variable yij is in at most two literals with the
following three options:
– yij occurs in a unique literal of the form yij ≥ k ,
– yij occurs in a unique (negative) literal of the form ¬(yij ≥ k),
– yij occurs in two literals whose conjunction is yij ≥ k1 ∧ ¬(yij ≥ k2) and k2 > k1.
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In the case such a formula φ ′i does not exist, typically when φ ′i is inconsistent, χ can simply take the value ⊥. In the sequel,
we assume that both φ ′1 and φ ′2 exist. Using propositional reasoning and the fact that disjunction distributes over existential
first-order quantification, the formula [φ1,φ2]PA is therefore logically equivalent to a formula of the form∨
α,β
∃ y11, y21, . . . , y1n , y2n (
n∧
j=1
xj = y
1
j + y
2
j ) ∧C1α ∧C2β
whereC1α (resp.C2β ) is a conjunction from φ
′
1 (resp. from φ ′2). In order to build χ from [φ1,φ2]PA, we take advantage of quantifier
elimination in PA and we explain below how this can be done. It is sufficient to explain how to eliminate quantifiers for
subformulae of the form
Ψ = ∃ y11, y21, . . . , y1n , y2n (
n∧
j=1
xj = y
1
j + y
2
j ) ∧C1α ∧C2β .
Let j ∈ [1,n] and suppose that by performing quantifier elimination on ∃ y1j+1, y2j+1, . . . , y1n , y2n , the formula Ψ is equivalent to
∃ y11, y21, . . . , y1j , y2j Ψj+1.
with Ψn+1 = (∧nj=1 xj = y1j + y2j ) ∧C1α ∧C2β , and,
1. Ψj+1 is quantifier-free with no occurrences of the variables y1j+1, y2j+1, . . . , y1n , y2n ,
2. Ψj+1 is of the form
(
j∧
a=1
xa = y
1
a + y
2
a) ∧ D ∧C ′1 ∧C ′2
where
a. D is a conjunction of literals built from constraints of the form xj′ ≥ k with j ′ ∈ [j,n],
b. for each i ∈ {1, 2}, C ′i a conjunction such that for each j ′ ∈ [1, j], yij′ is in at most two literals with the following three
options:
• yij′ occurs in a unique literal of the form yij′ ≥ k ,
• yij′ occurs in a unique (negative) literal of the form ¬(yij′ ≥ k),
• yij′ occurs in two literals whose conjunction is yij′ ≥ k1 ∧ ¬(yij′ ≥ k2) and k2 > k1.
Now, let us show how to perform quantifier elimination of ∃ y1j ∃ y2j Ψj+1 to preserve the property for j − 1. First note that
∃ y1j ∃ y2j Ψj+1 is logically equivalent to
(
j−1∧
a=1
xa = y
1
a + y
2
a) ∧ D ∧C ′′1 ∧C ′′2 ∧ ∃ y1j ∃ y2j (xj = y1j + y2j ) ∧ D1 ∧ D2,
where C ′1 = C ′′1 ∧ D1 (assuming abusively that A ∧ ⊤ = A), C ′2 = C ′′2 ∧ D2 and each variable yij does not occur in C ′′i ,
and each Di is either ⊤, or contains at most 2 literals involving the variable yij . It is then easy to eliminate quantifiers in
∃ y1j ∃ y2j (xj = y1j + y2j ) ∧ D1 ∧ D2 and below we treat all the cases depending on the value for D1 ∧ D2 leading to the formula
D12 (we omit the symmetrical cases):
• ⊤ ∧ ⊤: D12 def= ⊤,
• (y1j ≥ k) ∧ ⊤: D12 def= (xj ≥ k),
• ¬(y1j ≥ k) ∧ ⊤: D12 def= ⊤,
• (y1j ≥ k) ∧ ¬(y1j ≥ k ′) ∧ ⊤: D12 def= (xj ≥ k),
• (y1j ≥ k) ∧ (y2j ≥ k ′′): D12 def= (xj ≥ k + k ′′),
• ¬(y1j ≥ k) ∧ (y2j ≥ k ′′): D12 def= (xj ≥ k ′′),
• (y1j ≥ k) ∧ ¬(y1j ≥ k ′) ∧ (y2j ≥ k ′′): D12 def= (xj ≥ k + k ′′),
• (y1j ≥ k) ∧ ¬(y1j ≥ k ′) ∧ (y2j ≥ k ′′) ∧ ¬(y2j ≥ k ′′′): D12 def= (xj ≥ k + k ′′) ∧ ¬(xj ≥ k ′ + k ′′′).
It is now easy to check that the formula
∃ y11, y21, . . . , y1j−1, y2j−1 (
j−1∧
a=1
xa = y
1
a + y
2
a) ∧ (D ∧ D12) ∧C ′′1 ∧C ′′2 ,
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satisfies the conditions for Ψj . By iterating the process of quantifier elimination, we get the desired formula χ . By Lemma B.1,
we conclude that φ1 φ2 ≡ χGML. □
B.2 Proof of Theorem 3.2
Proof. Let φ be a formula in ML( ). As 3ψ ≡ 3≥1 ψ , we can assume that the only modalities in φ are of the form 3≥1 or
. If φ has no occurrence of , we are done. Otherwise, let ψ be a subformula of φ whose outermost connective is and the
arguments are in GML, say ψ = φ1 φ2. By Lemma B.2, there is a formula ψ ′ in GML such that φ1 φ2 ≡ ψ ′. One can show
that φ ≡ φ[ψ ← ψ ′], where φ[ψ ← ψ ′] is obtained from φ by replacing every occurrence ofψ byψ ′. Note that the number of
occurrences of in φ[ψ ← ψ ′] is strictly less than the number of occurrences of in φ. By repeating such a type of replacement,
eventually we obtain a formula φ ′ in GML such that φ ≡ φ ′. □
B.3 GML is closed under the operator
Given φ ∈ GML, we write submaxGM(φ) to denote the set {χ | 3≥k χ ∈ maxGM(φ)}.
Lemma B.2. Let ψ1 and ψ2 be two formulae in GML with maxGM(ψ1) ∪ maxGM(ψ2) = {3≥k1 χ1, . . . ,3≥kn χn} and k̂ =
max{k1, . . . ,kn}. There is a GML formulaψ such thatψ ≡ψ1 ψ2, bd(0,ψ ) ≤ k̂ 2n+1 and bd(1,ψ ) ≤ n bd(1,ψ1∧ψ2).
Proof. Without loss of generality, we assume that submaxGM(ψ1) = submaxGM(ψ2). Otherwise, if χ ∈ submaxGM(ψj )\submaxGM(ψ3−j ),
then we add toψ3−j the conjunct 3≥0 χ ∨ ¬(3≥0 χ ), and we repeat the process until submaxGM(ψ1) = submaxGM(ψ2). Moreover,
we assume that the propositional variables not in the scope of a modality are among p1, . . . , pα .
In order to computeψ , we perform the following steps.
1. For each i ∈ {1, 2}, let ψˆi be a formula logically equivalent toψi such that ψˆi is in disjunctive normal form (DNF) with
respect to the atoms in maxGM(ψi )∪{p1, . . . ,pα }. Assume that maxGM(ψi ) = {3≥k1 χ1, . . . ,3≥kn′ χn′} with {χ⋆1 , . . . , χ⋆n } =
{χ1, . . . , χn′}, i.e. some χ⋆i may occur more than once but with different graded rank.
Let B = {0, 1}. Given a formula φ, we write φ1 for φ and φ0 for ¬φ. Hence, the formula ψˆi satisfies
ψˆi ⊆
∨
f : [1,n′+α ]→B
((3≥k1 χ1)f(1) ∧ · · · ∧ (3≥kn′ χn′)f(n
′)) ∧ (pf(n′+1)1 ∧ · · · ∧ pf(n
′+α )
α ),
where the relation ⊆ in that context means that ψˆi is subdisjunction of the generalised disjunction on the right-hand
side. Note that bd(0,ψi ) = bd(0,ψˆi ).
2. The second step consists in partitioning the modalities so that ψ˜i is obtained from ψˆi by replacing any occurrence of
(3≥kj χj )f(j) by
(
∨
g : [1,kj ]→{Y |χj ∈Y and Y ⊆{χ⋆1 , ..., χ⋆n }}
∧
Y ∈ran(g)
3≥ |g−1(Y ) | (Y ∧ Y¯ ))f(j),
where Y stands for
∧
ψ ∈Y ψ and Y¯ stands for
∧
ψ ∈({χ⋆1 , ..., χ⋆n }\Y ) ¬ψ .
It is easy to check thatψi ≡ ψˆi and ψˆi ≡ ψ˜i . We write ˆ˜ψi to denote ψ˜i in DNF of the form below
ˆ˜
ψi ⊆
∨
f : [1,n′′+α ]→B
((3≥l1 χ⋆⋆1 )f(1) ∧ · · · ∧ (3≥ln′′ χ⋆⋆n′′ )f(n
′′)) ∧ (pf(n′′+1)1 ∧ · · · ∧ pf(n
′′+α )
α ),
with li ≤ k̂ (because |g−1(Y )| above is always bounded by k̂), and there are at most 2n distinct χ⋆⋆j . Consequently, ˆ˜ψ1 ˆ˜ψ2 is
logically equivalent to a disjunction of the form below as the disjunction distributes over the composition operator:∨ (
(pf(n′′+1)1 ∧ · · · ∧ pf(n
′′+α )
α ) ∧ (pf
′(n′′+1)
1 ∧ · · · ∧ pf
′(n′′+α )
α )∧((3≥l1 χ⋆⋆1 )f(1) ∧ · · · ∧ (3≥ln′′ χ⋆⋆n′′ )f(n′′) (3≥l1 χ⋆⋆1 )f′(1) ∧ · · · ∧ (3≥ln′′ χ⋆⋆n′′ )f′(n′′)) ) .
Observe that (p ∧ ψ ) (p ′ ∧ ψ ′) is logically equivalent to p ∧ p ′ ∧ (ψ ψ ′). By Lemma 3.1, the subformula with outermost
connective can be rewritten as a GML formula φ with graded rank at most twice the maximal graded rank (i.e. 2 × k̂)
and with |submaxGM(φ)| ≤ 2n . Note that the condition of being in good shape is guaranteed by construction of ψ˜i . The
formulaψ is obtained by applying Lemma 3.1 on the large disjunction above as much as needed. It is now easy to check that
bd(0,ψ ) ≤ (2 × k̂) × 2n . □
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B.4 Proof of Lemma 3.3
Proof. The proof is by induction on the modal degree of φ and we show that the branching degree of the models is at most
maxbd(φ) (which allows us to get the number of worlds at most maxbd(φ)md(φ)+1 as only nodes reachable in at mostmd(φ) steps
are relevant for satisfaction). The base case with md(φ) = 0 is by an easy verification as then maxbd(φ) = bd(0,φ) = 0 and
therefore satisfaction of φ can be witnessed on a single node model. For the induction step, let us suppose that for all formulae
ψ of modal depth less than d , ifψ has a model then it has model in which each node has at most maxbd(ψ ) children.
Let φ be a satisfiable formula in GML of modal depth d + 1. Let maxGM(φ) = {ψ1, . . . ,ψn} and p1, . . . ,pm be the propositional
variables in φ that are not in the scope of a graded modality. We write DNF(φ) to denote the set of formulae in disjunctive
normal form logically equivalent to φ with atomic formulae among {ψ1, . . . ,ψn ,p1, . . . ,pm}. We exclude from DNF(φ) the
conjunctions and disjunctions with repetitions as well as conjunctions that do not respect the conditions below to avoid
obvious inconsistencies. Typically, the conjunctions are of the form (modulo AC and without repetitions)
3≥k1 φ1 ∧ . . . ∧3≥km φm ∧ ¬3≥k ′1 φ ′1 ∧ . . . ∧ ¬3≥k ′m φ ′m′ ∧ L1 ∧ · · · ∧ Lm′′,
where the Li ’s are literals built over p1, . . . ,pm . Without loss of generality, we assume that if φi = φ ′j , then k ′j > ki and there
are no contradictory literals in L1 ∧ · · · ∧ Lm′′ .
Let φ ′ ∈ DNF(φ). As φ ′ is satisfiable too, there is a conjunction φ ′′ in φ ′ that is satisfiable, say of the form below:
φ ′′ = 3≥k1 φ1 ∧ . . . ∧3≥km φm ∧ ¬3≥k ′1 φ ′1 ∧ . . . ∧ ¬3≥k ′m φ ′m′ ∧ L1 ∧ · · · ∧ Lm′′ .
By definition of bd(0,φ ′), we have (k1 + · · · + km) = bd(0,φ ′) ≤ maxbd(φ). LetM = (W ,R,V ) be a model andw ∈W such that
M,w |= φ ′′. By definition of |=, for each i ∈ [1,m], there is a set Xi made of ki children ofw such that each child in Xi satisfies
φi . LetM′ = (W ′,R′,V ′) be the model such thatW ′ def= {w} ∪ {w ′ | w ′ ∈ R∗(w ′′),w ′′ ∈ X1 ∪ · · · ∪ Xm}, R′ = R ∩ (W ′ ×W ′)
and V ′ is the restriction of V toW ′. It is easy to verify thatM′,w |= φ ′′ andw has at most (k1 + · · · + km) children inM′. By
the induction hypothesis, for each i ∈ [1,m], there is a modelMi = (Wi ,Ri ,Vi ) andwi ∈Wi (say (Wi ,Ri ) is rooted atwi ) such
thatMi ,wi |= φi and each node inMi has at most maxbd(φi ) children. As φi is a subformula of φ, by definition of bd(φ), we
have also maxbd(φi ) ≤ maxbd(φ). Let us build the modelM′′ obtained fromM′ such that for all i ∈ [1,m] and for all children
w ′ ∈ Xi , we replace the subtree rooted atw ′ inM′ by a copy ofMi . It is then easy to verify thatM′′,w |= φ ′′ and each node in
M′′ has at most maxbd(φ) children. This completes the proof for the induction step. □
B.5 Proof of Lemma 3.4
Proof. Let φ be a formula in F built over the GML formulae in {3≥k1 χ1, . . . ,3≥kn′ χn′} and the propositional variables p1, . . . ,
pα . We write {χ⋆1 , . . . , χ⋆n } to denote the set {χ1, . . . , χn′} (therefore n ≤ n′). Without loss of generality, we can assume that
for all subformulae (ψ1 ψ2) of φ, we have submaxGM(ψ1) = submaxGM(ψ2) = {χ⋆1 , . . . , χ⋆n } (see Appendix B.3 for the definition
fo submaxGM(φ)). In the previous equality, we need to define submaxGM(ψ ) for the formulaeψ in F (as it was done only for GML
formulae so far). Assuming thatψ in F is built over {3≥l1 φ1, . . . ,3≥lm φm}, we set submaxGM(ψ1) def= {φ1, . . . ,φm}.
In the case the assumption above is not satisfied, we proceed as follows to lead to a logically equivalent formula satisfying
the condition, at a polynomial computational cost only.
1. Compute the outermost GML formulae of the form 3≥k ψ in φ.
2. Let Φ be the tautology
∧(3≥k ψ ∨ ¬3≥k ψ ) where the generalised conjunction goes through all the above 3≥k ψ in φ.
3. In a bottom-up fashion, replaceψ1 ψ2 by (ψ1 ∧ Φ) (ψ2 ∧ Φ).
The resulting formula is of polynomial size in the size of φ. So, in the sequel, we can assume that for all subformulae (ψ1 ψ2) of
φ, we have submaxGM(ψ1) = submaxGM(ψ2) = {χ⋆1 , . . . , χ⋆n }.
LetCD = cd(φ) (composition degree ofφ). In order to defineψ fromφ, we construct a sequence of formulaeφ = φ0, . . . ,φM =
ψ such that:
1. The number of occurrences of decreases strictly from φi to φi+1.
2. Suppose that χ ′1 χ ′2 is a subformula of φi at the composition depth CD ′ ≤ CD such that χ ′1, χ ′2 are GML formulae and
any subformula of χ ′1 ∧ χ ′2 of the form 3≥k χ has k ≤ k̂ × 2(CD−CD
′) and bd(0, χ ) ≤ n × bd(1,φ). By using Lemma B.2
and its proof, we replace χ ′1 χ ′2 by the formula A in GML with bd(0,A) ≤ k̂ × 2(CD+1−CD
′) × 2n , bd(1,A) ≤ n × bd(1,φ)
and for allm ≥ 2, bd(m,A) = bd(m,φ).
Let us explain below how to perform the transformation in (2.). It is worth noting that all the subformulae 3≥k χ belonging
to maxGM(χ ′j ) for some j ∈ {1, 2} and obtained by a transformation using Lemma B.2, has χ already equal to Y ∧ Y¯ for some
Y ⊆ {χ⋆1 , . . . , χ⋆n } and k ≤ k̂ × 2(CD−CD
′). In order to compute A from χ ′1 χ ′2, we perform the following steps.
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1. Let χ˜ ′j be the formula obtained from χ ′j by replacing any occurrence of 3≥k χ with χ ∈ {χ⋆1 , . . . , χ⋆n }, by∨
g : [1,kj ]→{Y |χ ∈Y and Y ⊆{χ⋆1 , ..., χ⋆n }}
∧
Y ∈ran(g)
3≥ |g−1(Y ) | (Y ∧ Y¯ ).
Hence, if χ were already of the form Y ∧ Y¯ in χ ′j , nothing is done at this stage.
2. It is easy to check thatψ ′j ≡ ψ˜ ′j . We write ψˆ ′j to denote ψ˜ ′j in DNF of the form below
ψˆ ′j ⊆
∨
f : [1,n′′+α ]→B
((3≥l1 χ⋆⋆1 )f(1) ∧ · · · ∧ (3≥ln′′ χ⋆⋆n′′ )f(n
′′)) ∧ (pf(n′′+1)1 ∧ · · · ∧ pf(n
′′+α )
α ),
with lk ≤ k̂×2(CD−CD′), and there are at most 2n distinct χ⋆⋆k . Consequently, χˆ ′1 χˆ ′2 is logically equivalent to a disjunction
of the form: ∨
f, f′
(
(pf(n′′+1)1 ∧ · · · ∧ pf(n
′′+α )
α ) ∧ (pf
′(n′′+1)
1 ∧ · · · ∧ pf
′(n′′+α )
α )∧((3≥l1 χ⋆⋆1 )f(1) ∧ · · · ∧ (3≥ln′′ χ⋆⋆n′′ )f(n′′) (3≥l1 χ⋆⋆1 )f′(1) ∧ · · · ∧ (3≥ln′′ χ⋆⋆n′′ )f′(n′′)) ) .
By Lemma 3.1, the subformula with outermost connective can be rewritten as a GML formula A with graded rank at
most twice the maximal graded rank (i.e. 2 × k̂ × 2(CD−CD′)) and with |submaxGM(A)| ≤ 2n . Note that the condition of
being in good shape is guaranteed by construction of χ˜ ′j .
The formula ψ is obtained from φ by applying the above transformations. As the number of occurrences of decreases
strictly, we get some formula φM in GML logically equivalent to φ. It remains to check that the outcome formula ψ = φM
satisfies the announced quantitative properties. □
B.6 Proof of Lemma 3.5
Given a formula φ in ML( ) or in F, recall that we write cd(φ) to denote its composition degree, i.e. the maximal number of
imbrications of in φ. Similarly, we write w3(φ) to denote its diamond weight, i.e. the number of distinct subformulae of φ
whose outermost connective is a modality 3 or 3≥k .
The following lemma subsumes Lemma 3.5.
Lemma B.3 (Exponential-size model property). Let φ be a formula inML( ). Then, there is a GML formula φ ′ such that φ ′ ≡ φ
and maxbd(φ ′) ≤ gr(φ) × (w3(φ))md(φ) × 2cd(φ) × 2w3(φ) and md(φ ′) ≤ md(φ).
We recall that bd(m,φ) can be understood as the maximal bd(0,ψ ) for some subformulaψ occurring at the modal depthm
within φ and maxbd(φ) is equal to max{bd(m,φ) | m ∈ [0,md(φ)]}.
Proof. Based on Lemma 3.4 and on its proof, one can show the following property. Then, we shall explain how to compute φ ′
from φ.
Let φ be a formula in the fragment F built over GML formulae in {3≥k1 χ1, . . . ,3≥kn χn}, kmax = max{k1, . . . ,kn} and
maxbd(χi ) ≤ B for all i ∈ [1,n] for some B ≥ 0. By Lemma 3.4, there is a GML formulaψ such that
1. φ ≡ ψ ,
2. bd(0,ψ ) ≤ kmax × 2cd(φ) × 2n ,
3. bd(1,ψ ) ≤ n × B,
4. bd(m,ψ ) ≤ B for allm ≥ 2,
5. md(ψ ) ≤ md(φ).
Consequently, maxbd(ψ ) ≤ max{kmax × 2cd(φ) × 2n ,n × B}. Let φ be anML( ) formula with D = md(φ). In order to define φ ′
from φ, we define a sequence of formulae φ = φ0, . . . ,φM = φ ′ such that:
1. The number of occurrences of decreases strictly from φi to φi+1.
2. Suppose that 3≥k ψ is a subformula of φi at modal depth D ′ ≤ D such thatψ belongs to the fragment F and it contains
at least one occurrence of . If ψ is built upon 3≥k1 ψ1, . . . ,3≥kn ψn , then n ≤ w3(φ) and for all i ∈ [1,n], we have
maxbd(ψi ) ≤ gr(φ) × (w3(φ))D−D′ × 2cd(φ) × 2w3(φ).
Let us explain how the substitutions are operated. If φ belongs to the fragment F, then we apply Lemma 3.4 gettingψ ≡ φ
withψ in GML and maxbd(ψ ) ≤ max(gr(φ) × 2cd(φ) × 2w3(φ), w3(φ) × (w3(φ) × gr(φ))).
Now assume that φi contains some occurrences of in the scope of a graded modality. There is necessarily a subformula
3≥k ψ of φi , say at modal depth D ′ ≤ D such that ψ belongs to the fragment F and it contains at least one occurrence of
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. We can assume that ψ is built from 3≥k1 ψ1, . . . ,3≥kn ψn with n ≤ w3(φ) and by the induction hypothesis, maxbd(ψi ) ≤
gr(φ) × (w3(φ))D−D′ × 2cd(φ) × 2w3(φ). By the variant of Lemma 3.4 stated above, there isψ ′ in GML such that
1. ψ ≡ ψ ′,
2. bd(0,ψ ′) ≤ kmax × 2cd(φ) × 2n ≤ gr(φ) × 2cd(φ) × 2w3(φ),
3. bd(1,ψ ′) ≤ n × gr(φ) × (w3(φ))D−D′ × 2cd(φ) × 2w3(φ) ≤ gr(φ) × (w3(φ))D+1−D′ × 2cd(φ) × 2w3(φ).
4. bd(m,ψ ′) ≤ gr(φ) × (w3(φ))D−D′ × 2cd(φ) × 2w3(φ) for allm ≥ 2,
5. md(ψ ′) ≤ md(φ).
Let φi+1 be obtained from φi by replacing 3≥k ψ by 3≥k ψ ′. Since the substitution is performed in a bottom-up manner, still,
if 3≥k χ is a subformula of φi+1 such that χ belongs to the fragment F, it contains at least one occurrence of and it is built
over 3≥k1 χ1, . . . ,3≥kα χα then α ≤ w3(φ). □
B.7 Proof of Lemma 3.7
This section contains the proof of Lemma 3.7 and its first part is dedicated to preliminary definitions and results.
Given P = {p1, . . . ,pm} and a finite forestM = (W ,R,V ), for all w ′,w ′′ ∈W , we write w ′ ≈P w ′′ iff for all i ∈ [1,m], we
haveM,w ′ |= pi iffM,w ′′ |= pi , i.e. w ′ and w ′′ agree on the truth values of all the propositional variables in P. As done in
Section 3.2, we recall that Q = {q1, . . . ,qn+1}.
Lemma B.4. Let ∅ , X ⊆ [1,n + 1] and (M,w) be a pointed forest such thatM,w |= uni(Q). We haveM,w |= cp(X ) iff for all
w ′ ∈ R(w) ∩ (⋃k ∈X V (qk )), X ⊆ {k ∈ [1,n + 1] | there is w ′′ ∈ R(w) such that w ′ ≈P w ′′ and M,w ′′ |= qk }.
The second condition can be restated as follows: whenever a child ofw satisfies a valuation with respect to P and belongs
to (⋃k ∈X V (qk )), then the valuation is satisfied in a child ofw satisfying qk for all k ∈ X . We recall that cp(X ) is defined as
follows. ∧
k,k ′∈X
¬(2qk (3=1 qk ∧ ¬(⊤ 3=1 qk ∧3=1 qk ′ ∧∧
j ∈[1,m]
3pj ⇒ 2pj ))
)
.
Proof. In order to show the main equivalence of the statement, we proceed by showing intermediate properties for subformulae
of cp(X ). Actually, we shall state the properties, assuming that their proof are by an easy verification. In what follows, we
always assume that (M,w) be a pointed forest such thatM,w |= uni(Q).
(unicity) The first intermediate property is related to the formula uni(Q), which allows us to state a unicity property. We
have M,w |= uni(Q) with uni(Q) equal to 2(∧i,i′∈[1,n+1] ¬(qi ∧ qi′) ∧ ∨i ∈[1,n+1] qi ) iff for all w ′ ∈ R(w), there is a
unique i ∈ [1,n + 1] such thatM,w ′ |= qi .
(uniformity) The second property is related to the subformula
∧
j ∈[1,m]3pj ⇒ 2pj that states a uniformity condition. We
haveM,w |= ∧j ∈[1,m]3pj ⇒ 2pj iff for allw ′,w ′′ ∈ R(w), we havew ′ ≈P w ′′.
(two-witnesses) Let k , k ′ ∈ X andψk,k ′ be the formula (⊤ 3=1 qk ∧3=1 qk ′ ∧∧j ∈[1,m]3pj ⇒ 2pj ). We haveM,w |= ψk,k ′
iff there arew ′ , w ′′ ∈ R(w) such thatM,w ′ |= qk ,M,w ′′ |= qk ′ andw ′ ≈P w ′′.
(no-witness-1) Again, let k , k ′ ∈ X . We haveM,w |= 3=1 qk ∧ ¬ψk,k ′ iff there is a uniquew ′ ∈ R(w) such thatM,w ′ |= qk
and there is now ′′ ∈ R(w) such thatM,w ′′ |= qk ′ andw ′ ≈P w ′′.
(no-witness-2) Finally, we have M,w |= 2qk (3=1 qk ∧ ¬ψk,k ′) there is w ′ ∈ R(w) such that M,w ′ |= qk and there is no
w ′′ ∈ R(w) such thatM,w ′′ |= qk ′ andw ′ ≈P w ′′.
Consequently, M,w |= cp(X ) iff for all k , k ′ ∈ X , there is no w ′ ∈ R(w) such that M,w ′ |= qk and for which there is no
w ′′ ∈ R(w) such thatM,w ′′ |= qk ′ andw ′ ≈P w ′′. Otherwise said, for allw ′ ∈ R(w) such thatM,w ′ |= qk , there isw ′′ ∈ R(w)
such thatM,w ′′ |= qk ′ andw ′ ≈P w ′′ (P and Q are disjoint). □
Let (M,w) be a pointed forest satisfying uni(Q), T be a team built upon P and ∅ , X ⊆ [1,n + 1]. We write (M,w) ≡XP T iff
the conditions below are satisfied.
1. For all valuations v ∈ T, for all k ∈ X , there is w ′ ∈ R(w) such that for all i ∈ [1,m], we haveM,w ′ |= pi iff v(pi ) = ⊤
(writtenM,w ′ |= v) andM,w ′ |= qk .
2. For all valuations v such that (for all k ∈ X , there isw ′k ∈ R(w) such thatM,w ′k |= v andM,w ′k |= qk ), we have v ∈ T.
Hence, when (M,w) ≡XP T, the children ofw encodes the team T with the property that each encoding of v ∈ T is witnessed
by |X | witness worlds.
Given an PL[~] formula φ, its Û∨-weight, written w Û∨(φ), is defined as the number of occurrences of Û∨ in φ.
Lemma B.5. Let ∅ , X ⊆ [1,n + 1], (M,w) be a pointed forest such thatM,w |= uni(Q) ∧ cp(X ) and T be a team built over P
such that (M,w) ≡XP T. For all PL[~] formulaψ built over P such that w Û∨(ψ ) ≤ |X | − 1, we have T |= ψ iffM,w |= τ (ψ ,X ).
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Proof. The proof is by structural induction.
Base case withψ = pi , i ∈ [1,m]. First, assume that T |= pi , which means that for all valuations v ∈ T, we have v(pi ) = ⊤. Ad
absurdum, suppose that there isw ′ ∈ R(w) ∩ (⋃k ∈X V (qk )), such thatM,w ′ ̸ |= pi . Let v be the valuation over P satisfied
byw ′. AsM,w |= cp(X ), by Lemma B.4, the valuation v is satisfied in a child ofw satisfying qk for all k ∈ X . By (2.) in the
definition of ≡XP , this implies that v ∈ T, which leads to a contradiction. Consequently, for allw ′ ∈ R(w) ∩ (
⋃
k ∈X V (qk )),
we have M,w ′ |= pi , which can be expressed precisely with M,w |= 2((∨j ∈X qj ) ⇒ pi ). Hence, M,w |= τ (pi ,X ) by
definition of τ . For the proof of the other direction, we assume that M,w |= 2((∨j ∈X qj ) ⇒ pi ) and one can show
T |= pi by using this time (1.). Indeed, ad absurdum, suppose that T ̸ |= pi . So, there is a valuation v such that v(pi ) =⊥.
By (1.), for all k ∈ X , there is w ′k ∈ R(w) such that M,w ′k ̸ |= pi and M,w ′k |= qk . Since w ′k ∈ R(w), M,w ′k |= qk and
M,w |= 2((∨j ∈X qj ) ⇒ pi ), we getM,w ′k |= pi , which leads to a contradiction.
Base case withψ = Û¬pi , i ∈ [1,m]. Similar to the caseψ = pi .
Induction step. The cases in the induction step for which the outermost connective of ψ is either ∧ or ~ are by an easy
verification. Let us consider the caseψ = ψ1 Û∨ψ2. Observe that w Û∨(ψ ) = w Û∨(ψ1)+w Û∨(ψ2)+ 1 and recall that w Û∨(ψ ) ≤ |X | − 1.
Consequently, w Û∨(ψ1) + w Û∨(ψ2) + 2 ≤ |X | and let Xi = ci (X , w Û∨(ψ1) + 1, w Û∨(ψ2) + 1) for i ∈ {1, 2}.
Assume T |= ψ1 Û∨ψ2. By definition of |= for PL[~], there are T1 and T2 such that T = T1 ∪ T2, T1 |= ψ1 and T2 |= ψ2.
Let us defineM1 = (W ,R1,V1) andM2 = (W ,R2,V2) such thatM = M1 +w M2 and satisfying the conditions below
(only the relevant part is explicitly specified).
• Assume v ∈ T1 ∩ T2. As (M,w) ≡XP T, for all k ∈ X , there isw ′k ∈ R(w) such thatM,w ′k |= v andM,w ′k |= qk . For
all i ∈ {1, 2} and k ∈ X , for all w ′ ∈ R(w) ∩V (qk ) such that M,w ′ |= v, if k ∈ Xi , then (w,w ′) ∈ Ri by definition,
otherwise (w,w ′) ∈ R3−i . For all w ′ ∈ R(w) such that w ′ < (⋃k ∈X V (qk )) and M,w ′ |= v, it is irrelevant whether
(w,w ′) belongs to R1 or to R2.
• Assume that v ∈ Tj \ T3−j for some j ∈ {1, 2}. For allw ′ ∈ R(w) such thatM,w ′ |= v, (w,w ′) ∈ R j by definition.
One can check that M1,w ≡X1P T1, M2,w ≡X2P T2, w Û∨(ψ1) ≤ |X1 | − 1 and w Û∨(ψ2) ≤ |X2 | − 1. By the induction
hypothesis, we haveM1,w |= τ (ψ1,X1) andM2,w |= τ (ψ2,X2). Moreover, asM,w |= cp(X ), it is also easy to check that
M1,w |= cp(X1) andM2,w |= cp(X2). Hence,M,w |= (τ (ψ1,X1) ∧ cp(X1)) (τ (ψ2,X2) ∧ cp(X2)), i.e.M,w |= τ (ψ ,X ) by
definition of τ .
AssumeM,w |= τ (ψ1 Û∨ψ2,X ). There areM1,M2 such thatM = M1 +w M2,M1,w |= cp(X1) ∧ τ (ψ1,X1) andM2,w |=
cp(X2) ∧ τ (ψ2,X2). Let us define T1 and T2 such that T = T1 ∪ T2, M1,w ≡X1P T1 and M2,w ≡X2P T2. Let v ∈ T
and j ∈ {1, 2}. We have v ∈ Tj def⇔ for all k ∈ X j , there is w ′k ∈ R j (w) such that Mj ,w ′k |= v and Mj ,w ′k |= qk . As
M,w |= cp(X ) and X = X1 ⊎X2, one can verify that the definition of T1 and T2 is well-designed and the teams T1 and
T2 satisfy the expected properties. Using that w Û∨(ψ1) + 1 ≤ |X1 | and w Û∨(ψ2) + 1 ≤ |X2 |, by the induction hypothesis,
we have T1 |= ψ1 and T2 |= ψ2. Consequently, T |= ψ .
□
The proof of Lemma 3.7 is now by an easy verification.
Proof. (Lemma 3.7) Let φ be an PL[~] formula built upon P = {p1, . . . ,pm} with w Û∨(φ) = n and Q = {q1, . . . ,qn+1}.
Suppose that φ is satisfiable, meaning that there is a team T = {v1, . . . , vK } satisfying φ. LetM = (W ,R,V ) be the finite
forest such thatw = {0} ∪ [1,K] × [1,n + 1], R = {(0, (i, j)) | (i, j) ∈ [1,K] × [1,n + 1]}, and V is a valuation such that,
• V (qj ) = [1,K] × {j} for all j ∈ [1,n + 1],
• V (ps ) = {(i, j) | vi (ps ) = ⊤} for all s ∈ [1,m].
One can show thatM,w |= uni(Q) ∧ cp([1,n + 1]) andM,w ≡[1,n+1]P T. As w Û∨(φ) = |[1,n + 1]| − 1 (= n), by Lemma B.5, we
haveM,w |= τ (φ, [1,n + 1]).
Conversely, suppose that uni(Q) ∧ cp([1,n + 1]) ∧ τ (φ, [1,n + 1]) is satisfiable, meaning that there is a pointed forest (M,w)
satisfying it withM = (W ,R,V ). We define the team T such that for all valuations v built over P, v belongs to T iff there is
w ′ ∈ R(w) such thatM,w ′ |= qk for some k ∈ [1,n + 1] andM,w ′ |= v. Again, one can check thatM,w ≡[1,n+1]P T (here we
use the fact theM,w |= uni(Q) ∧ cp([1,n + 1])) and by Lemma B.5, we have T |= φ. □
C Proofs of Section 4
C.1 Correctness of init(j), nomi (ax), @iaxφ and nomi (ax,bx)
In the following statements and proofs, letM = (W ,R,V ) be a finite forest andw ∈W .
Lemma C.1. Let j ≥ 1.M,w |= init(j) if and only if for every 0 ≤ i ≤ j, everyw ′ ∈ Ri (w) and every ax ∈ Aux,
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1. if M,w ′ |= t then ∀w ′1,w ′2 ∈ R(w ′), ifM,w ′1 |= ax andM,w ′2 |= ax thenw ′1 = w ′2 (i.e. at most one child ofw ′ satisfies ax);
2. for everyw ′′ ∈ R(w ′), if M,w ′′ |= ax, then R(w ′′) = ∅ (i.e.w ′′ does not have children) and it cannot be that M,w ′′ |= bx
for some bx ∈ Aux syntactically different from ax (i.e. among the propositions in Aux,w ′′ only satisfies ax).
Moreover, givenM′ ⊑ M,M′,w |= init(j).
Proof. (sketch). Recall that init(j) is defined as follows:
⊞j
∧
ax∈Aux
( (
t ⇒ ¬(3ax ∗3ax)) ∧2(ax ⇒ 2⊥ ∧∧
bx∈Aux\{ax}
¬bx) )
The proof is straightforward (and hence here only sketched). Indeed, the statement “for every 0 ≤ i ≤ j, every w ′ ∈ Ri (w)
and every ax ∈ Aux” is captured by the prefix ⊞j∧ax∈Aux of init(j). Then, (1) corresponds to the conjunct t ⇒ ¬(3ax ∗3ax)
whereas (2) corresponds to the conjunct 2
(
ax ⇒ 2⊥ ∧∧bx∈Aux\{ax}¬bx) . □
Lemma C.2. Let ax ∈ Aux and 0 < i ≤ j ∈ N. SupposeM,w |= init(j).
M,w |= nomi (ax) if and only if ax is a nominal for the depth i . Recall that ax is a nominal for the depth i if there is exactly one
t-world in Ri (w) having a child satisfying ax.
Proof. Recall that nomi (ax) is defined as follows:
⟨t⟩i3ax ∧
∧
k ∈[0,i−1]
[t]k¬(⟨t⟩i−k3ax ∗ ⟨t⟩i−k3ax) .
(⇒): Suppose M,w |= nomi (ax), then by definition of |= and the relativised modality ⟨t⟩, there exists a path of t-worlds
w1,w2, . . . ,wi , such thatwRw1Rw2 . . .Rwi , and there existsw ′ such that (wi ,w ′) ∈ R andM,w ′ |= ax. The second conjunct
of nomi (ax) guarantees that there is only one such paths, leading towi being a nominal for the depth i . Indeed, suppose ad
absurdum that there is a second worldw ′i ∈ Ri (w), distinct fromwi , such thatM,w ′i |= 3ax. SinceM,w |= init(j),w ′i must
be a t-node and there must be a path of t-worldsw ′1,w ′2, . . . ,w ′i such thatwRw ′1Rw ′2 . . .Rw ′i . Then, there must be k ∈ [0, i − 1]
such that for every j ≤ k , w j = w ′j , and for every l ∈ [j + 1, i], wl , w ′l . By considering the pointed forest (M,wk ), we can
easily show that M,wk |= ⟨t⟩i−k3ax ∗ ⟨t⟩i−k3ax. This implies that M,w |= ⟨t⟩k
(⟨t⟩i−k3ax ∗ ⟨t⟩i−k3ax) , in contradiction
with the second conjunct of nomi (ax). Hence,w ′i cannot be distinct fromwi .
(⇐): This direction is analogous. Suppose thatM,w |= init(j) and ax is a nominal for the depth i . By definition, there is a
unique t-worldw ′ in Ri (w) having a child satisfying ax. SinceM,w |= init(j), the path fromw tow ′must only witness t-nodes.
Hence M,w |= ⟨t⟩i3ax. Moreover, by the uniqueness of this path we conclude that M,w |= ∧k ∈[0,i−1][t]k¬(⟨t⟩i−k3ax ∗
⟨t⟩i−k3ax) also holds. Thus,M,w |= nomi (ax). □
Lemma C.3. Let ax ∈ Aux and 0 < i ≤ j ∈ N. SupposeM,w |= init(j) ∧ nomi (ax).
M,w |= @iaxφ if and only if the world (sayw ′) corresponding to the nominal ax for the depth i is such thatM,w ′ |= φ.
Proof. Both directions are straightforward. Recall that @iaxφ is defined as ⟨t⟩i (3ax ∧ φ). Moreover, as we are working under
the hypothesis thatM,w |= init(j) ∧ nomi (ax), by Lemma C.2, ax is a nominal for the depth i . In the following, letw ′ be the
world in Ri (w) corresponding to the nominal ax (i.e.w ′ has an ax-child).
(⇒): SupposeM,w |= @iaxφ. By definition, there isw ′′ ∈ Ri (w) s.t.M,w ′′ |= 3ax ∧ φ. Since ax is a nominal for the depth i ,
we conclude thatw ′ = w ′′ and henceM,w ′′ |= φ.
(⇐): Suppose thatw ′ is such thatM,w ′ |= φ. By definition,w ′ is the world corresponding to the nominal ax (for the depth
i). Hence M,w ′ |= 3ax. Since w ′ ∈ Ri (w) by M,w |= init(j) we conclude that there is a path of t-nodes from w to w ′, of
length i . Thus,M,w |= ⟨t⟩i (3ax ∧ φ). □
Lemma C.4. Let ax , bx ∈ Aux and 0 < i ≤ j ∈ N. SupposeM,w |= init(j).
M,w |= nomi (ax,bx) if and only if ax and bx are nominals for the depth i , corresponding to two different worlds.
Proof. Given Lemmata C.2 and C.3, this proof is straightforward. Recall that nomi (ax,bx) def= nomi (ax) ∧ nomi (bx) ∧ ¬@iax3bx.
(⇒): Suppose M,w |= nomi (ax , bx). By Lemma C.2 ax and bx are nominals for depth i . Let wax (resp. wbx) be the
world in Ri (w) corresponding to the nominal ax (resp. bx). Notice that, in particular,M,wbx |= 3bx. ByM,w |= ¬@iax3bx
and Lemma C.3, we conclude thatM,wax ̸ |= 3bx. Thus,wax , wbx.
(⇐): This direction is analogous and simply relies on Lemmata C.2 and C.3. □
C.2 Formal semantics of the inductively defined formulae used for type(j)
Let us formalise the expected semantics of the formulae introduced in order to define type(j), and whose definition is inductive.
LetM = (W ,R,V ) be a finite forest andw ∈W . Let 1 ≤ i ≤ j and let ax , bx ∈ Aux.
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( forkij (ax, bx) ): SupposeM,w |= init(j).
M,w |= forkij (ax, bx) if and only if (i)w has exactly two t-children and exactly two paths of t-nodes, both of length i;
(ii) one of these two paths ends on a world (saywax) corresponding to the nominal ax whereas the other ends on a world
(saywbx) corresponding to the nominal bx; (iii) if i < j then (M,wax) and (M,wbx) satisfy typelsr(j − i) def= type(j − i) ∧
[t](3l ∧3s ∧3r).
( [ax< bx]ij ): SupposeM,w |= init(j) ∧ forkij (ax, bx).
M,w |= [ax< bx]ij if and only if there are two distinct t-nodeswax,wbx ∈ Ri (w) such thatwax corresponds to the nominal
ax,wbx corresponds to the nominal bx and n(wax) < n(wbx).
( [bx = ax+1]j ): SupposeM,w |= init(j) ∧ fork1j (ax, bx).
M,w |= [bx = ax+1]j if and only if there are two distinct t-nodes wax,wbx ∈ R(w) such that wax corresponds to the
nominal ax,wbx corresponds to the nominal bx and n(wbx) = n(wax) + 1.
( uniq(j) ): SupposeM,w |= init(j) ∧ sub(j) ∧ aux.
M,w |= uniq(j) if and only if (M,w) satisfies (uniqj ), i.e. distinct t-nodes in R(w) encode different numbers.
( compl(j) ): SupposeM,w |= init(j) ∧ sub(j) ∧ aux.
M,w |= compl(j) if and only if (M,w) satisfies (complj ), i.e. for every t-node w1 ∈ R(w), if n(w1) < t(j,n) − 1 then
n(w2) = n(w1) + 1 for some t-nodew2 ∈ R(w).
( type(j) ): SupposeM,w |= init(j).
M,w |= type(j) if and only if (M,w) satisfies (subj ), (zeroj ), (uniqj ), (complj ) and (aux).
The formulae sub(j), aux and zero(j) (j ≥ 1) are also required in order to define correctly type(j). However their definition
and proof of correctness are straightforward. Hence we omit the proofs, and simply state the expected semantics of these
formulae. It should be noted that a formal proof of zero(j) relies on type(j − 1), which (as we will see multiple times in the
next sections), we can assume to be correctly defined by inductive hypothesis (on j).
Lemma C.5. Let j ≥ 1. LetM = (W ,R,V ) be a finite forest andw ∈W .
• M,w |= sub(j) if and only if (M,w) satisfies (subj ), i.e. every t-node in R(w) satisfies type(j − 1).
• M,w |= aux if and only if (M,w) satisfies (aux), i.e. w is a t-node, every t-node in R(w) has one x-child and one y-child,
and every t-node in R2(w) has three children satisfying l, r and s, respectively.
• SupposeM,w |= sub(j).M,w |= zero(j) if and only if (M,w) satisfies (zeroj ), i.e. there is a t-node w˜ ∈ R(w) s.t. n(w˜) = 0.
We now prove the correctness of all the formulae listed above, starting from the base case where j = 1 or i = j , to then show
the proof for 1 ≤ i < j.
C.3 Base case i = j / j = 1: Correctness of forkjj (ax, bx), [ax< bx]jj and [bx = ax+1]1
In the following statements and proofs, letM = (W ,R,V ) be a finite forest andw ∈W .
Lemma C.6. Let ax , bx ∈ Aux and j ≥ 1. SupposeM,w |= init(j).
M,w |= forkjj (ax, bx) if and only if
1. w has exactly two t-children and exactly two paths of t-nodes, both of length j, ending in two t-nodes (sayw1 andw2);
2. w1 corresponds to the nominal ax (for the depth j), whereasw2 corresponds to the nominal bx (for the depth j).
Proof. Reall that forkjj (ax, bx) is defined as 3=2t ∧ [t]⊞j−2 (t⇒3=1t) ∧ nomj (ax,bx).
(⇒): Suppose M,w |= forkjj (ax, bx). By M,w |= 3=2t, w has exactly two t-children (let us say w ′1 and w ′2). Then, by
M,w |= [t]⊞j−2 (t⇒3=1t), it is easy to show that
• there is exactly one path of t-nodes of length j − 1, starting inw ′1 and ending in a t-nodew1 ∈ R j (w);
• there is exactly one path of t-nodes of length j − 1, starting inw ′2 and ending in a t-nodew2 ∈ R j (w).
Then, the property (1) of the statement is verified and {w1,w2} = R j (w). The property (2) of the statement is then verified by
simply applying Lemma C.4.
(⇐): This direction is straightforward. In short, from (1) we conclude thatM,w |= 3=2t ∧ [t]⊞j−2 (t⇒3=1t), whereas from
(2) together with Lemma C.4 we haveM,w |= nomj (ax,bx). □
Lemma C.7. Let ax , bx ∈ Aux and j ≥ 1. SupposeM,w |= init(j) ∧ forkjj (ax, bx).
M,w |= [ax< bx]jj if and only if there are two distinct t-nodeswax,wbx ∈ R j (w) such thatwax corresponds to the nominal ax,
wbx corresponds to the nominal bx and n(wax) < n(wbx).
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Proof. Recall that [ax< bx]jj is defined as
∨
u ∈[1,n]
(
@jax¬pu ∧@jbx pu ∧
∧
v ∈[u+1,n](@jax pv ⇔ @jbx pv )
)
. The proof uses standard
properties of numbers encoded in binary. Let x ,y be two natural numbers that can be represented in binary by using n bits.
Let us denote with xi (resp. yi ) the i-th bit of the binary representation of x (resp. y). We have that x < y if and only if
(A) there is a position i ∈ [1,n] such that xi = 0 and yi = 1;
(B) for every position j > i , x j = 0 ⇔ yj = 0.
The formula [ax< bx]jj uses exactly this characterisation in order to state that n(wax) < n(wbx).
In the following, since we are working under the hypothesis thatM,w |= init(j) ∧ forkjj (ax, bx), letwax (resp.wbx) be the
world corresponding to the nominal ax (resp. bx), w.r.t. the depth j.
(⇒): Suppose M,w |= [ax< bx]jj . Then there is u ∈ [1,n] s.t. M,w |= @jax¬pu ∧ @jbx pu ∧
∧
v ∈[u+1,n](@jax pv ⇔ @jbx pv ).
By Lemma C.3 andM,w |= @jax¬pu ∧ @jbx pu we conclude thatM,wax |= ¬pu andM,wbx |= pu . Hence, the u-th bit is 0 in
the number encoded bywax, whereas it is 1 in the number encoded bywbx, as required by (A). Similarly, by Lemma C.3 and
M,w |= ∧v ∈[u+1,n](@jax pv ⇔ @jbx pv ), we conclude that for every v ∈ [u + 1,n], M,wax |= pv if and only if M,wbx |= pv .
This corresponds to the property (B) above, leading to n(wax) < n(wbx).
(⇐): This direction follows similar arguments (backwards). □
Lemma C.8. Let ax , bx ∈ Aux. SupposeM,w |= init(1) ∧ fork11(ax, bx).
M,w |= [bx = ax+1]1 if and only if there are two distinct t-nodeswax,wbx ∈ R(w) such thatwax corresponds to the nominal ax,
wbx corresponds to the nominal bx and n(wbx) = n(wax) + 1.
Proof. Recall the definition of [bx = ax+1]1:∨
u ∈[1,n]
(
@1ax(¬pu∧
∧
v ∈[1,u−1]
pv ) ∧ @1bx(pu∧
∧
v ∈[1,u−1]
¬pv )∧
∧
v ∈[u+1,n]
(@1ax pv ⇔@1bx pv )
)
The proof uses standard properties of numbers encoded in binary. Let x ,y be two natural numbers that can be represented in
binary by using n bits. Let us denote with xi (resp. yi ) the i-th bit of the binary representation of x (resp. y). We have that
y = x + 1 if and only if
(A) there is a position i ∈ [1,n] such that xi = 0 and yi = 1;
(B) for every position j > i , x j = 0 ⇔ yj = 0;
(C) for every position j < i , x j = 1 and yj = 0.
Notice that (A) and (B) are as in the characterisation of x < y given in Lemma C.7. The formula [bx = ax+1]1 uses exactly this
characterisation in order to state that n(wbx) = n(wax) + 1.
Since we are working under the hypothesis thatM,w |= init(1) ∧ fork11(ax, bx), there are two distinct worldswax andwbx
corresponding to the two nominals ax and bx for the depth 1, respectively. Then, the proof of this lemma follows closely the
proof of Lemma C.7, and enforcing (C) by means of the subformula @1ax(¬pu∧
∧
v ∈[1,u−1]pv ) ∧ @1bx(pu∧
∧
v ∈[1,u−1]¬pv ). □
C.4 Base case i = j / j = 1: Correctness of uniq(1) and compl(1)
In the following statements and proofs, letM = (W ,R,V ) be a finite forest andw ∈W .
Lemma C.9. SupposeM,w |= init(1) ∧ aux.
M,w |= uniq(1) if and only if (M,w) satisfies (uniq1), i.e. distinct t-nodes in R(w) encode different numbers.
Proof. Let us recall that uniq(1) def= ¬(⊤ ∗ (fork11(x, y) ∧ [x= y]11)) where [x= y]11 stands for ¬([x< y]11 ∨ [y< x]11).
(⇒): Conversely, suppose that there are two distinct t-nodeswx andwy encoding the same number. SinceM,w |= init(1) ∧
aux, every world in R(w) has exactly one child satisfying x and exactly one (different) child satisfying y. Let us then consider
the submodelM′ = (W ,R1,V ) where R1(w) = {wx,wy}, R1(wx) = {w1} and R1(wy) = {w2}, so thatw1 satisfies x whereasw2
satisfies y. By Lemma C.6,M′,w |= fork11(x, y). By hypothesis, n(wx) = n(wy) and therefore we also haveM′,w |= [x= y]11.
Thus, by definition,M,w ̸ |= uniq(1).
(⇐): Again conversely, suppose thatM,w ̸ |= uniq(1) and thereforeM,w |= ⊤ ∗ (fork11(x, y) ∧ [x= y]11). Then, by definition
there is a submodelM′ = (W ,R1,V ) ofM such thatM′,w |= fork11(x, y) ∧ [x= y]11. Moreover, since the satisfaction of init(1)
is monotonic w.r.t. submodels, we haveM′,w |= init(1). We can then apply Lemmata C.6 and C.7 in order to conclude that
there are two distinct worlds wx and wy in R′(w) such that n(wx) = n(wy). Since the encoding of a number (for j = 1) only
depends on the satisfaction of the propositional symbols p1, . . . ,pn on a certain world, we conclude that the same property
holds forM: the two worldswx andwy in R(w) are such that n(wx) = n(wy). Therefore, (M,w) does not satisfy (uniq1). □
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Lemma C.10. SupposeM,w |= init(1) ∧ aux.
M,w |= compl(1) if and only if (M,w) satisfies (compl1), i.e. for every t-nodew1 ∈ R(w), if n(w1) < 2n−1 then n(w2) = n(w1)+1
for some t-nodew2 ∈ R(w).
Proof. Recall that compl(1) is defined as:
¬(2⊥ ∗ ([t]3y ∧ @1x¬11 ∧ ¬(⊤ ∗ (fork11(x, y) ∧ [y = x+1]1))) ) .
(⇒): Suppose M,w |= compl(1). By definition of |=, this implies that for any M′ = (W ,R′,V ) submodel of M such
that R′(w) = R(w), if M′,w |= [t]3y ∧ @1x¬11, then M′,w |= ⊤ ∗ (fork11(x, y) ∧ [y = x+1]1). Then, let us pick a t-node
wx ∈ R′(w) = R(w) such that n(wx) < 2n − 1. We show that there must be a world wy ∈ R′(w) such that n(wy) = n(wx) + 1.
Let us consider the submodel M′′ = (W ,R′,V ) of M such that for every w ∈ W , if w , wx then R′(w) = R(w) and
otherwise R′(wx) = {w1} wherew1 is the only Aux-child ofwx (w.r.t. R) satisfying x. Notice thatw1 exists and it is unique by
M,w |= init(1) ∧ aux. Moreover,wx corresponds inM′ to the nominal x for the depth 1. Again byM,w |= init(1) ∧ aux, we
conclude thatM′,w |= [t]3y. Moreover, since n(wx) < 2n − 1, by Lemma C.3 we haveM′,w |= @1x¬11. Hence by hypothesis,
M′,w |= ⊤ ∗ (fork11(x, y) ∧ [y = x+1]1). Then, let M′′ = (W ,R′′,V ) ⊑ M′ be such that M′′,w |= fork11(x, y) ∧ [y = x+1]1.
By Lemmata C.6 and C.8, there iswy ∈ R′′(w) such that n(wy) = n(wx) + 1. Since the encoding of a number (for j = 1) only
depends on the satisfaction of the propositional symbols p1, . . . ,pn on a certain world, we conclude that the same property
holds forM. Thus, (M,w) satisfies (compl1).
(⇐): Suppose that (M,w) satisfies (compl1), and ad absurdum assume thatM,w ̸ |= compl(1), henceM,w |= 2⊥ ∗
([t]3y ∧
@1x¬11 ∧ ¬(⊤ ∗ (fork11(x, y) ∧ [y = x+1]1))
)
. Then, there is a submodel M′ = (W ,R′,V ) of M such that R′(w) = R(w) and
M′,w |= [t]3y ∧ @1x¬11 ∧ ¬(⊤ ∗ (fork11(x, y) ∧ [y = x+1]1)). Notice that this formula does not enforce x to be a nominal
for the depth 1, however fromM′,w |= @1x¬11 we deduce that there is at least one t-nodewx such thatM′,wx |= 3x ∧ ¬11.
Then, n(wx) < 2n − 1 and by hypothesis there is a t-nodewy such that n(wy) = n(wx) + 1. Let us consider now the submodel
M′′ = (W ,R′′,V ) of M′ where R′′(w) = {wx,wy}, R′′(wx) = {w1} and R′′(wy) = {w2}, where w1 (resp. w2) is the only
Aux-children ofwx (resp.wy) that satisfies x (resp. y). The existence ofw1 andw2 is guaranteed byM′,wx |= 3x ∧ ¬11 and
M′,w |= [t]3y. By Lemma C.6, M′′,w |= fork11(x, y). Moreover, as the encoding of a number (for j = 1) only depends on
the satisfaction of the propositional symbols p1, . . . ,pn on a certain world, M′′,w |= [y = x+1]1. Then, we conclude that
M′,w |= ⊤ ∗ (fork11(x, y) ∧ [y = x+1]1), in contradiction withM′,w |= [t]3y ∧ @1x¬11 ∧ ¬(⊤ ∗ (fork11(x, y) ∧ [y = x+1]1)).
Thus,M,w |= compl(1). □
C.5 Proof of Lemma 4.1 and satisfiability of type(1)
Proof. (Lemma 4.1) Follows directly from Lemmata C.5, C.9 and C.10. □
A quick check of init(1) and the conditions (sub1), (zero1), (uniq1), (compl1) and (aux) should convince the reader that they
are simultaneously satisfiable, leading to init(1) ∧ type(1) being satisfiable. However, in the following we provide an explicit
model satisfiying this formula
Lemma C.11. init(1) ∧ type(1) is satisfiable.
Proof. Consider the finite forestM = (W ,R,V ) and a worldw such that
1. R is the minimal set of pairs such that R(w) = {w0, . . . ,w2n−1} (where w0, . . . ,w2n−1 are all distinct worlds), and for
every i ∈ [0, 2n − 1], R(wi ) = {wxi ,wyi } (again,wxi ,wyi distincts);
2. W = {w} ∪ R(w) ∪⋃w ′∈R(w ) R(w ′);
3. V (x) = {wx0 , . . . ,wx2n−1}, V (y) = {wy0 , . . . ,wy2n−1} and for every i ∈ [0, 2n − 1] and j ∈ [1,n],wi ∈ V (pj ) if and only if the
j-th bit in the binary encoding of i is 1.
It is easy to check that (M,w) satisfies init(1) as well as (sub1), (zero1), (uniq1), (compl1) and (aux). Thus, by Lemma 4.1
M,w |= init(1) ∧ type(1). □
C.6 Inductive case 1 ≤ i < j : Correctness of forkij (ax, bx), lsr(j), [ax< bx]ij and [bx = ax+1]j
In the following statements and proofs, letM = (W ,R,V ) be a finite forest andw ∈W . Let 1 ≤ i < j . We show the correctness
of the definitions of forkij (ax, bx), lsr(j), [ax< bx]ij and [bx = ax+1]j , under the inductive hypothesis that all the statements
in Appendix C.2 holds for all i ′, j ′ ∈ N such that 1 ≥ i ′ ≥ j ′ ≥ j and (j ′ < j or j ′ − i ′ < j − i).
First of all, assume for a moment that type(j) is correctly defined, with semantics as in C.2. Then the following result holds.
Lemma C.12. Let 0 ≤ i ≤ j with j ≥ 2. LetM = (W ,R,V ) andw ∈W such thatM,w |= init(j) ∧ type(j). Consider a world
w ′ ∈ Ri (w) and a numberm ∈ [0, t(j − i,n) − 1]. Lastly, supposeM′ ⊑ M such thatM′,w ′ |= type(j − i). Then,
n j−i (w ′) =m w.r.t. (M,w ′) if and only if n j−i (w ′) =m w.r.t. (M′,w ′).
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Proof. The proof is rather straightforward. From the semantics of type(j), w.r.t. any of the two models (M,w ′) or (M′,w ′),
n j−i (w ′) is encoded by using
1. the t-nodes reachable fromw ′ in at most j − i steps;
2. the {x, y}-nodes reachable fromw ′ in exactly 2 steps;
3. the Aux-nodes reachable fromw ′ in at least 3 steps and at most j − i + 1 steps.
LetM′ = (W ,R1,V ). FromM′,w ′ |= type(j − i) we can show that the accessibility to all these nodes is preserved between
(M,w ′) and (M′,w ′), leading to the result (or rather, that losing the accessibility to any of these nodes leads to a model not
satisfying type(j − i)). Indeed,
1. suppose that there is a t-node w ∈ Rk (w ′), with k ∈ [1, j − i], not in Rk1 (w ′). Let w1 be the parent of w in R. Then in
particular, w1 ∈ Rk−1(w ′) and (w1,w) ∈ R. Since w < Rk1 (w ′), we conclude that (M′,w1) does not satisfy (complj ) and
thereforeM′,w1 ̸ |= type(j − i − k). Then, (M′,w ′) cannot satisfy (subj ), in contradiction withM′,w ′ |= type(j − i);
2. suppose that one {x, y}-node in R2(w ′) is not in R21(w ′). Then trivially (M′,w ′) cannot satisfy (aux), in contradiction
withM′,w ′ |= type(j);
3. similarly, suppose that one Aux-node in Rk (w ′), where k ∈ [3, j − i + 1], is not in R21(w ′). Then again (M′,w ′) cannot
satisfy (aux), in contradiction withM′,w ′ |= type(j). □
Lemma C.13. Let ax , bx ∈ Aux and 1 ≤ i < j. SupposeM,w |= init(j).
M,w |= forkij (ax, bx) if and only if (i) w has exactly two t-children and exactly two paths of t-nodes, both of length i ; (ii)
one of these two paths ends on a world (say wax) corresponding to the nominal ax whereas the other ends on a world (say wbx)
corresponding to the nominal bx; (iii) (M,wax) and (M,wbx) satisfy typelsr(j − i) def= type(j − i) ∧ [t](3l ∧3s ∧3r).
Proof. Recall that forkij (ax, bx) is defined as forkii (ax, bx) ∧ [t]itypelsr(j − i). We have:
• M,w |= forkii (ax, bx) if and only if (by Lemma C.6) (i)w has exactly two t-children and exactly two paths of t-nodes,
both of length j; (ii) one of these two paths ends on a world corresponding to the nominal ax whereas the other ends on
a world corresponding to the nominal bx.
• Letwax,wbx ∈ Ri (w), sinceM,w |= [t]itypelsr(j − i) we getM,w ′ |= typelsr(j − i), forw ′ ∈ {wax,wbx}.
This concludes the proof. □
Lemma C.14. Let 1 ≤ i < j. SupposeM,w |= init(j).
M,w |= lsr(j − i) if and only if
1. M,w |= type(j − i);
2. every t-node in R(w) has exactly one Aux-child satisfying an atomic proposition from {l, s, r};
3. exactly one t-node in R(w) (sayws) has an Aux-child satisfying s;
4. givenw ′ ∈ R(w),w ′ has an Aux-child satisfying l if and only if n(w ′) > n(ws);
5. givenw ′ ∈ R(w),w ′ has an Aux-child satisfying r if and only if n(w ′) < n(ws).
Proof. This proof is rather straightforward. Recall that lsr(j − i) is defined as
type(j − i) ∧ [t]3=1(l ∨ s ∨ r) ∧ nom1(s) ∧ ¬(⊤ ∗ (fork1j−i (s, l) ∧ ¬[s< l]1j−i )) ∧ ¬(⊤ ∗ (fork1j−i (s, r) ∧ ¬[r< s]1j−i )).
Then,
• the first conjunct of lsr(j − i), i.e. type(j − i), directly realises the requirement (1);
• the second conjunct of lsr(j − i), i.e. [t]3=1(l ∨ s ∨ r), directly realises the requirement (2);
• the third conjunct of lsr(j − i), i.e. nom1(s), directly realised the requirement (3);
• the fourth conjunct of lsr(j − i) realises the requirement (4). Suppose M,w |= ¬(⊤ ∗ (fork1j−i (s, l) ∧ ¬[s< l]1j−i )).
Then, for all submodelsM′ ⊑ M, ifM′,w |= fork1j−i (s, l) thenM′,w |= [s< l]1j−i . Let w ′ ∈ R(w) be such that w ′ has
an Aux-child satisfying l. Then by Lemma C.13M,w |= fork1j−1(s, l) and as a consequenceM,w |= [s< l]1j−i . Let us
considerM′ = (W ,R′,W ) obtained fromM by removing from R every pair (w1,w2) ∈ R such that
– w1 andw2 are t-nodes;
– (w1,w2) does not belong to the path fromw tows, nor to the path fromw tow ′;
– (w1,w2) does not belong to any path starting fromws orw ′.
Then, we can show thatM′,w |= fork1j−i (s, l) and therefore, by hypothesis,M′,w |= [s< l]1j−i . By inductive hypothesis,
from [s< l]1j−i we conclude that n(w ′) > n(ws) with respect to (M′,w). Now, from M′,w |= fork1j−i (s, l) we also
conclude thatM′,ws |= type(j − i) andM′,w ′ |= type(j − i). Then, by C.12, n(w ′) > n(ws) also holds with respect to
(M,w). The other direction is analogous;
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• the fifth conjunct of lsr(j − i) realises the requirement (5). The proof is similar to the one for the requirement (4), just
above. □
We prove a technical lemma that will help us with the proof of correctness of [ax< bx]ij and [bx = ax+1]j .
Lemma C.15. Let ax , bx ∈ Aux and 1 ≤ i < j. Suppose that (M,w) is such that Ri (w) = {wax,wbx} for some t-nodeswax and
wbx inW , and these two worlds satisfy the conditions of lsr(j − i), i.e. for every b ∈ {ax, bx}
(A) M,wb |= type(j − i);
(B) every t-node in R(wb ) has exactly one Aux-child satisfying an atomic proposition from {l, s, r};
(C) exactly one t-node in R(wb ) (saywb,s) has an Aux-child satisfying s;
(D) givenw ′ ∈ R(wb ),w ′ has an Aux-child satisfying l if and only if n(w ′) > n(wb,s);
(E) givenw ′ ∈ R(wb ),w ′ has an Aux-child satisfying r if and only if n(w ′) < n(wb,s).
Then,
I. M,w |= Sij (ax, bx) if and only if n(wax,s) = n(wbx,s),M,wax,s |= ¬val andM,wbx,s |= val;
II. M,w |= Lij (ax, bx) if and only if for every two worldswax,l ∈ R(wax) andwbx,l ∈ R(wbx) such that n(wax,l) > n(wax,s) and
n(wbx,l) > n(wbx,s), if n(wax,l) = n(wbx,l) then,M,wax,l |= val if and only ifM,wbx,l |= val.
III. If i = 1 then,M,w |= R(ax, bx) if and only if
• for every worldwax,r ∈ R(wax), if n(wax,r) < n(wax,s) thenM,wax,r |= val;
• for every worldwbx,r ∈ R(wbx), if n(wbx,r) < n(wbx,s) thenM,wbx,r |= ¬val.
Proof. We will prove each item.
(Proof of I) We recall that Sij (ax, bx) is defined as
⊤ ∗ (forki+1j (x, y) ∧ @iax⟨t⟩(3s ∧3x) ∧ @ibx⟨t⟩(3s ∧3y) ∧ [x= y]i+1j ∧ @i+1x ¬val ∧ @i+1y val) .
(⇒): SupposeM,w |= Sij (ax, bx). By unfolding the definition just given, there existsM′ = ⟨W ,R1,V ⟩, such thatM′ ⊑ M
and:
a. w has exactly two t-children and exactly two paths of t-nodes, both of length i + 1;
b. one of these two paths ends on a world (saywx) corresponding to the nominal x whereas the other ends on a world
(saywy) corresponding to the nominal y;
c. there exists a t-worldwax ∈ Ri1(w) corresponding to the nominal ax such thatM′,wax |= ⟨t⟩(3s ∧3x);
d. there exists a t-worldwbx ∈ Ri1(w) corresponding to the nominal bx such thatM′,wbx |= ⟨t⟩(3s ∧3y);
e. M′,w |= [x= y]i+1j ;
f. M′,wx |= ¬val andM′,wy |= val.
Letwax,s ∈ R1(wax) andwbx,s ∈ R1(wbx) be such that they are the only t-children of wax andwbx respectively, having
a child satisfying s (notice they exist due to hypothesis (C)). Notice by item b. above, there exists w ′ ∈ R1(wax) such
thatM′,w ′ |= t andM′,w |= 3s ∧3x. Sincewax,s is the only child ofwax having an s-child, thenwax,s = w ′, and as a
consequenceM′,wax,s |= 3x. The same argument can be applied by using item c. above in order to getM′wbx,s |= 3y.
By item a. and b. above, we have that the correspondingwx andwy must be the unique t-worlds at distance i + 1 ofw
having x and y children, respectively. Therefore, we have necessarilywax,s = wx andwbx,s = wy, soM,wax,s |= ¬val
andM,wbx,s |= val as wanted (by using item f. above).
Finally, by applying inductive hypothesis on item e., together with Lemma C.12, we get n(wax,s) = n(wbx,s), which
concludes the proof of this direction.
(⇐): For this direction, we can use a similar argument backwards.
(Proof of II) We recall that Lij (ax, bx) is defined as
¬(⊤ ∗ (forki+1j (x, y) ∧ @iax⟨t⟩(3l ∧3x) ∧ @ibx⟨t⟩(3l ∧3y) ∧ [x= y]i+1j ∧¬(@i+1x val ⇔ @i+1y val)) ) .
Notice also that by definition of the satisfaction relation |=, we have that M,w |= Lij (ax, bx) if and only if for all
M′ = ⟨W ,R1,V ⟩ such thatM′ ⊑ M, we have
M′,w |= (forki+1j (x, y) ∧ @iax⟨t⟩(3l ∧3x) ∧ @ibx⟨t⟩(3l ∧3y) ∧ [x= y]i+1j ) ⇒ (@i+1x val ⇔ @i+1y val)
(⇒): SupposeM,w |= Lij (ax, bx). Then, for allM′ = ⟨W ,R1,V ⟩ such thatM′ ⊑ M, if the following conditions hold
a. w has exactly two t-children and exactly two paths of t-nodes, both of length i + 1;
b. one of these two paths ends on a world (saywx) corresponding to the nominal x whereas the other ends on a world
(saywy) corresponding to the nominal y;
c. there exists a t-worldwax ∈ Ri1(w) corresponding to the nominal ax such thatM′,wax |= ⟨t⟩(3l ∧3x);
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d. there exists a t-worldwbx ∈ Ri1(w) corresponding to the nominal bx such thatM′,wbx |= ⟨t⟩(3l ∧3y);
e. M′,w |= [x= y]i+1j ;
then it follows that
f. M′,wx |= val iffM′,wy |= val.
By hypothesis, there existwax,wbx at distance i fromw corresponding to nominals ax and bx, respectively. Letwax,l ∈
R(wax)) and wbx,l ∈ R(wbx)) such that n(wax,l) > n(wax,s) and n(wbx,l) > n(wbx,s). If we are able to satisfy all the
conditions a.–e. above, we can conclude what we want. Suppose n(wax,l) = n(wbx,l). By the induction hypothesis,
together with Lemma C.12, we getM,w |= [x= y]i+1j . Also, since by hypothesisM,wb |= type(j− i), forwb ∈ {wax,wbx},
then it is easy to check that we satisfy the remaining conditions above. Therefore we can concludeM′,wx |= val iff
M′,wy |= val.
(⇐): The other direction uses similar steps backwards.
(Proof of III) We recall that R(ax, bx) def= @1ax[t](3r ⇒ val) ∧ @1bx[t](3r ⇒ ¬val).
(⇒): Suppose M,w |= R(ax, bx). By unfolding the definition above, there exist two distinct t-nodes wax,wbx ∈ R(w),
corresponding to nominals ax and bx respectively, such that:
a. M,wax |= [t](3r ⇒ val), and
b. M,wbx |= [t](3r ⇒ ¬val).
By item (C) in the hypothesis, we know that there is exactly one t-node in R(wax) (say wax,s) having an Aux-child
satisfying s. Letwax,r ∈ R(wax) be such that n(wax,r) < n(wax,s). By item (E) in the hypothesis, there existsw ′ ∈ R(wax,r)
such thatM,w ′ |= r, soM,wax,r |= 3r. As a consequence, by the item a. above, we haveM,wax,r |= val.
By applying the same reasoning with wbx,r ∈ R(wbx) such that n(wbx,r) < n(wbx,s), and the item b. above, we get
M,wbx,r |= ¬val.
(⇐): This direction uses similar arguments (backwards).
□
Lemma C.16. Let ax , bx ∈ Aux and 1 ≤ i < j. SupposeM,w |= init(j) ∧ forkij (ax, bx).
M,w |= [ax< bx]ij if and only if there are two distinct t-nodeswax,wbx ∈ Ri (w) such thatwax corresponds to the nominal ax,
wbx corresponds to the nominal bx and n(wax) < n(wbx).
Proof. Recall that [ax< bx]ij is defined as ⊤ ∗ (nomi (ax,bx) ∧ [t]ilsr(j − i) ∧ Sij (ax, bx) ∧ Lij (ax, bx)). As in Lemma C.7, the
proof uses standard properties of numbers encoded in binary. Again, let x ,y be two natural numbers that can be represented
in binary by using n bits. Let us denote with xi (resp. yi ) the i-th bit of the binary representation of x (resp. y). We have that
x < y if and only if
(A) there is a position i ∈ [1,n] such that xi = 0 and yi = 1;
(B) for every position j > i , x j = 0 ⇔ yj = 0.
The formula [ax< bx]ij uses exactly this characterisation in order to state that n(wax) < n(wbx).
SupposeM,w |= init(j) ∧ forkij (ax, bx). From Lemma C.13, in (M,w) it holds that
(i) w has exactly two t-children and exactly two paths of t-nodes, both of length i;
(ii) one of these two paths ends on a world (saywax) corresponding to the nominal ax whereas the other ends on a world
(saywbx) corresponding to the nominal bx;
(iii) (M,wax) and (M,wbx) satisfy typelsr(j − i) def= type(j − i) ∧ [t](3l ∧3s ∧3r).
To complete the proof, we prove each direction separately.
(⇒): SupposeM,w |= [ax< bx]ij . Then (by |=) there existsM′ = ⟨W ,R′,V ⟩, such thatM′ ⊑ M and
M′,w |= nomi (ax,bx) ∧ [t]ilsr(j − i) ∧ Sij (ax, bx) ∧ Lij (ax, bx).
Then, from (i)–(iii), we can conclude that in (M′,w), the two worlds wax and wbx (corresponding to the nominals ax and
bx in (M,w)) are exactly the ones responsible for the satisfaction of nomi (ax, bx). Moreover, from M′,w |= [t]ilsr(j − i)
and Lemma C.14, we have M′,wax |= type(j − i). Then, by Lemma C.12 we conclude that wax encodes the same number
w.r.t. (M,w) and (M′,w). The same property holds forwbx, since again byM′,w |= [t]ilsr(j − i) and Lemma C.14, we have
M′,wbx |= type(j − i). Lastly, again from Lemma C.14,
1. every t-node in R′(wax) and R′(wbx) has exactly one Aux-child satisfying an atomic proposition from {l, s, r};
2. exactly one t-node in R′(wax) (say wax,s) has an Aux-child satisfying s. Similarly, exactly one t-node in R′(wbx) (say
wbx,s) has an Aux-child satisfying s.
3. given wax,l ∈ R′(wax) (resp. wbx,l ∈ R′(wbx)), it has an Aux-child satisfying l if and only if n(wax,l) > n(wax,s) (resp.
n(wbx,l) > n(wbx,s)).
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Recall that the number n(wax) (resp. n(wbx)) is represented by the binary encoding of the truth values of val on the t-children
ofwax (resp.wbx) which, since (M′,wax) |= type(j − i) (resp. (M′,wbx) |= type(j − i)), are t(j − i,n) children implicitly ordered
by the number they, in turn, encode. As (M′,w) satisfies the hypothesis of Lemma C.15, fromM′,w |= Sij (ax, bx) ∧ Lij (ax, bx)
we conclude that
• n(wax,s) = n(wbx,s),M,wax,s |= ¬val andM,wbx,s |= val. Thus, in the binary representation of n(wax), the n(wax,s)-bit
is 0, whereas in the binary representation of n(wbx), it is 1. Hence, the property (A) of numbers encoded in binary holds
for n(wax) and n(wbx);
• for all worlds wax,l ∈ R(wax) and wbx,l ∈ R(wbx) such that n(wax,l) > n(wax,s) and n(wbx,l) > n(wbx,s), if n(wax,l) =
n(wbx,l) then
M,wax,l |= val if and only ifM,wbx,l |= val.
Thus, the binary representation of n(wax) and n(wbx), is the same when restricted to the bits that are more significant
than n(wax,s) (which is equal to n(wbx,s) by the previous case). Hence, the property (B) is also verified by n(wax) and
n(wbx).
Directly, we then conclude that n(wax) < n(wbx).
(⇐): The right-to-left direction is proven analogously by essentially relying on Lemma C.15 (I and II). □
Lemma C.17. Let ax , bx ∈ Aux and 1 ≤ i < j. SupposeM,w |= init(j) ∧ fork1j (ax, bx).
M,w |= [bx = ax+1]j if and only if there are two distinct t-nodeswax,wbx ∈ R(w) such thatwax corresponds to the nominal ax,
wbx corresponds to the nominal bx and n(wbx) = n(wax) + 1.
Proof. We recall the definition of [bx = ax+1]j (where we expand the definition of LS1j (ax, bx) given in the body of the paper):
[bx = ax+1]j def= ⊤∗
(
nom1(ax,bx) ∧ [t]lsr(j − 1) ∧ S1j (ax, bx) ∧ L1j (ax, bx) ∧ R(ax, bx)
)
.
As in Lemma C.8, the proof uses standard properties of numbers encoded in binary. Again, let x ,y be two natural numbers
that can be represented in binary by using n bits. Let us denote with xi (resp. yi ) the i-th bit of the binary representation of x
(resp. y). We have that y = x + 1 if and only if
(A) there is a position i ∈ [1,n] such that xi = 0 and yi = 1;
(B) for every position j > i , x j = 0 ⇔ yj = 0;
(C) for every position j < i , x j = 1 and yj = 0.
The formula [bx = ax+1]j uses exactly this characterisation in order to state that n(wbx) = n(wax) + 1.
One can see that the formula [bx = ax+1]j can be obtained (syntactically) from the formula [ax< bx]1j def= ⊤ ∗ (nom1(ax,
bx) ∧ [t]ilsr(j − 1) ∧ S1j (ax, bx) ∧ L1j (ax, bx)) by simply adding the conjunct R(ax, bx) to the right of L1j (ax, bx). Because of this,
it is easy to see that the proof of this lemma follows very closely the structure of the proof of Lemma C.16. Indeed, to prove (A)
and (B) we essentially rely on Lemma C.15 (I and II), whereas to prove (C) we rely on the third point of Lemma C.15. □
C.7 Inductive case 1 ≤ i < j : Correctness of uniq(j) and compl(j)
LetM = (W ,R,V ) be a finite forest andw ∈W .
Lemma C.18. Let j ≥ 2. SupposeM,w |= init(j) ∧ aux.
M,w |= uniq(j) if and only if (M,w) satisfies (uniqj ), i.e. distinct t-nodes in R(w) encode different numbers.
Proof. As in Lemma C.9, but using Lemma C.16 on the inductive formula [x= y]1j . □
Lemma C.19. Let j ≥ 2. SupposeM,w |= init(j) ∧ aux.
M,w |= compl(j) if and only if (M,w) satisfies (complj ), i.e. for every t-node w1 ∈ R(w), if n(w1) < t(j,n) − 1 then
n(w2) = n(w1) + 1 for some t-nodew2 ∈ R(w).
Proof. As in Lemma C.10, but using Lemma C.17 and the formula typelsr(j − 1) in order to properly evaluate fork1j (x, y). □
C.8 Proof of Lemma 4.2
Proof. It follows directly from Lemmata C.5, C.18 and C.19. □
Again, a quick check of init(j) and the conditions (subj ), (zeroj ), (uniqj ), (complj ) and (aux) should be enough to convince
the reader that they are simultaneously satisfiable, making init(j) ∧ type(j) also satisfiable. However, in the following we
show a model satisfying init(j) ∧ type(j).
Lemma C.20. Let j ≥ 2. init(j) ∧ type(j) is satisfiable.
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Proof. Let j ≥ 2. By induction on j, we suppose that init(j − 1) ∧ type(j − 1) is satisfiable (we already treated the base case
for j = 1 in Lemma C.11). Let us consider w0, . . . ,wt(j,n)−1 distinct worlds. By the induction hypothesis, we can construct
t(j,n) models Mi = (Wi ,Ri ,Vi ) (i ∈ [0, t(j,n) − 1]), so that wi ∈Wi and Mi ,wi |= init(j − 1) ∧ type(j − 1). W.l.o.g. we can
assume, for each two disjoint i, j ∈ [0, t(j,n) − 1],Wi ∩Wj = ∅. Similarly, we can assume that eachMi is minimal, i.e. for every
M′ ⊑ Mi different from M′, M′,wi ̸ |= init(j − 1) ∧ type(j − 1). This implies that wi does not have any Aux-children, and
every t-node in Ri (wi ) does not have {l, s, r}-children (as these two properties are not guaranteed by (aux)).
Letw be a fresh world not appearing in the aforementioned models. Similarly, for every i ∈ [0, t(j,n) − 1], letwxi andwyi be
fresh worlds. Lastly, we also introduce, for every worldw ∈ Ri (wi ), three (distinct) new worldswlw ,wsw andwrw .
Then, let us consider the modelM = (W ,R,V ) defined as follows:
1. W def= {w} ∪Wi ∪ {wxi ,wyi | i ∈ [0, t(j,n) − 1]} ∪ {wwl ,wws ,wwr , | i ∈ [0, t(j,n) − 1],w ∈ Ri (wi )}
2. R def= {(w,w0), . . . , (w,wt(j,n)−1)} ∪⋃i ∈[0, t(j,n)−1] Ri ∪ {(wi ,wxi ), (wi ,wyi ) | i ∈ [0, t(j,n) − 1]}
∪ {(w,wwl ), (w,wws ), (w,wwr ), | i ∈ [0, t(j,n) − 1],w ∈ Ri (wi )}
3. V is such that
• for every i ∈ [0, t(j,n) − 1], p ∈ AP and every w ′ ∈ R2i (wi ), w ′ ∈ V (p) if and only if w ′ ∈ Vi (p). Hence, w.r.t. (M,w),
the evaluations w.r.t. worlds in R3i (w) ∩Wi is unchanged compared to the one in (Mi ,wi ).
• For every i ∈ [0, t(j,n) − 1] and everyw ′ ∈ Ri (wi ),w ′ ∈ V (val) if and only if w.r.t. (Mi ,wi ), the n(w ′)-bit in the binary
representation of i is 1. Notice that this will lead to n(wi ) = i .
• For every i ∈ [0, t(j,n) − 1] and ax ∈ Aux,wxi ∈ V (ax) if and only if ax = x. Similarly,wyi ∈ V (ax) if and only if ax = y.
Thus, everywxi is a x-node, whereas everyw
y
i is a y-node.
• For every ax ∈ Aux,w < V (ax) and for every i ∈ [0, t(j,n) − 1],wi < V (ax). Moreover, for everyw ∈ Ri (wi ),w < V (ax)
(notice that, by minimality,w is a t-node also inMi ). Thus,w ,wi andw (as above) are all t-nodes.
• For every ax ∈ Aux, w < V (ax) and for every i ∈ [0, t(j,n) − 1] and w ∈ Ri (wi ), (1) wlw ∈ V (ax) iff ax = l, (2)
wsw ∈ V (ax) iff ax = s, (3) wrw ∈ V (ax) iff ax = r. Hence, every wlw , wsw and wrw (as above) is a l-node, s-node and
r-node, respectively.
We can check that (M,w) satisfies init(j) as well as (subj ), (zeroj ), (uniqj ), (complj ) and (aux). Thus, by Lemma 4.2,M,w |=
init(j) ∧ type(j). □
C.9 Definitions and Proofs of Section 4.2
We develop the material from Section 4.2, providing all the necessary details. As usual, in the following we letM = (W ,R,V )
be a finite forest and consider one of its worldsw ∈W .
Let k ≥ 2 and let (T , c) be an instance of Tilek , where T = (T ,H ,V) and c ∈ T . In the following, we define a formula
tilingT ,c(k) such that the following lemma holds.
Lemma C.21. (T , c) as a solution for Tilek if and only if the formula tilingT ,c(k) is satisfiable.
Recall that a solution for (T , c) w.r.t. Tilek is a map τ : [0, t(k,n) − 1]×[0, t(k,n) − 1]→T satisfying (first) and (hor&vert).
W.l.o.g. we assume T to be a set of atomic propositions, disjoint from {p1, . . . ,pn , val} ∪ Aux used in the definition of type(j).
Let us first describe how to represent a grid [0, t(k,n) − 1]2 in the pointed forest (M,w). We use the same ideas needed in
order to define type(k), but with some minor modifications. As previously stated, if M,w |= type(k) then given a t-node
w ′ ∈ R(w), the number n(w ′) ∈ [0, t(k,n) − 1] is encoded using the t-children of w ′, where the numbers encoded by these
children represent positions in the binary encoding of n(w ′). Instead of being a single number, a position in the grid is a pair
of numbers (h,v) ∈ [0, t(k,n) − 1]2. Hence, in a model (M,w) satisfying tilingT ,c(k) we require thatw ′ ∈ R(w) encodes two
numbers nH(w ′) and nV(w ′), and say that w ′ encodes the position (h,v) if and only if nH(w ′) = h and nV(w ′) = v . Since
both numbers are from [0, t(k,n) − 1], the same amount of t-children as in type(k) can be used in order to encode both nH(w ′)
and nV(w ′). Thus, we rely on the formula type(k − 1) to forcew ′ to have the correct amount of t-children, by requiring it to
hold in (M,w ′). Similarly to what is done previously for type(j) (j ≥ 2), we encode the numbers nH(w ′) and nV(w ′) by using
the truth value, on the t-children ofw ′, of two new atomic propositions valH and valV , respectively. Then, we use similar
formulae to zero(k), uniq(k) and compl(k) in order to state thatw witnesses exactly one child for each position in the grid.
Once the grid is encoded, the tiling conditions can be enforced rather easily.
We introduce the formula gridT (k) that characterises the set of models encoding the [0, t(k,n) − 1]2 grid. A model
(M = (W ,R,V ),w) satisfying gridT (k) is such that:
(zeroT ,k ) One t-node in R(w) encodes the position (0, 0), i.e. there is an t-node w˜∈ R(w) s.t. nH(w˜) = nV(w˜) = 0;
(uniqT ,k ) for all two distinct t-nodesw1,w2 ∈ R(w), nH(w1) , nH(w2) or nH(w1) , nH(w2);
(complT ,k ) for every t-nodew1 ∈ R(w),
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• if nH(w1) < t(j,n) − 1 then nH(w2) = nH(w1) + 1 and nV(w2) = nV(w1), for some t-nodew2 ∈ R(w);
• if nV(w1) < t(j,n) − 1 then nV(w2) = nV(w1) + 1 and nH(w2) = nH(w1), for some t-nodew2 ∈ R(w);
(init/sub/aux) (M,w) satisfies init(k), sub(k) and aux;
It is easy to see that, with these conditions, (M,w) correctly encodes the grid. The definition of gridT (k) follows rather closely
the definition of type(j). It is defined as
zeroT (k) ∧ uniqT (k) ∧ complT (k) ∧ init(k) ∧ sub(k) ∧ aux
where each conjunct expresses the homonymous property above. In order to define the first three conjuncts of gridT (k) (hence
completing its definition) we start by defining the formulae [ax D= bx]k and [bx D= ax+1]k , where D ∈ {H ,V}. Similarly to
[ax= bx]1k and [bx = ax+1]k , Given a model (M = (W ,R,V ),w) satisfying fork1k (ax, bx), and the two t-nodeswax,wbx ∈ R(w)
corresponding to the nominals ax and bx, respectively,
• [ax D= bx]k states that nD (wax) = nD (wbx);
• [bx D= ax+1]k states that nD (wbx) = nD (wax) + 1.
To encode [ax D= bx]k we simply require that for all two t-childrenwx ∈ R(wax) andwy ∈ R(wbx), if n(wx) = n(wy) thenwx and
wy agree on the satisfaction of valD . In formula:
[ax D= bx]k def= ¬
(⊤ ∗ (fork2k (x, y) ∧ @1ax⟨t⟩3x ∧ @1bx⟨t⟩3y ∧ [x= y]2k ∧ ¬(@2xvalD ⇔ @2yvalD ))) .
Lemma C.22. Let ax , bx ∈ Aux and k ≥ 2. SupposeM,w |= init(k) ∧ fork1k (ax, bx).
M,w |= [ax D= bx]k if and only if there are two distinct t-nodeswax,wbx ∈ Ri (w) such thatwax corresponds to the nominal ax,
wbx corresponds to the nominal bx and nD (wax) = nD (wbx).
Proof. This proof is similar to the one of Lemma C.15 (II). SinceM,w |= init(k) ∧ fork1k (ax, bx), by Lemma C.13 there are
two worldswax andwbx in R(w) corresponding to the nominals (for the depth 1) ax and bx, respectively.
(⇒): Suppose M,w |= [ax D= bx]k . Then, for every M′ = (W ,R1,V ), if M′ ⊑ M and M′,w |= fork2k (x, y) ∧ @1ax⟨t⟩3x ∧
@1bx⟨t⟩3y ∧ [x= y]2k then M′,w |= @2xvalD ⇔ @2yvalD . Now, from M,w |= fork1k (ax, bx) we have M,wax |= type(k − 1)
andM,wbx |= type(k − 1) (notice that then, all the worlds in R(wax) ∪ R(wbx) satisfy type(k − 2)). Thus, let us consider any
two worldswx andwy such that
• wx ∈ R(wax) andwy ∈ R(wbx);
• nk−1(wx) = nk−1(wy).
We show thatM,wx |= valD if and only ifM,wy |= valD , thus concluding that nD (wax) = nD (wbx). Let us consider the finite
forestM′ = (W ,R1,V )where R1 is obtained from R by removing every edge (wb ,w ′) ∈ R where b ∈ {ax, bx}, andw ′ is a t-node
different fromwx andwy. We also remove the edge (wx,w ′) ∈ R where w′ is the only y-child ofwx, as well as (wy,w ′′) where
w ′′ is the only x-child ofwy. The existence of these nodes is guaranteed byM,wax |= type(k − 1) andM,wbx |= type(k − 1).
By Lemma C.13 we haveM′,w |= fork2k (x, y), wherewx corresponds to the nominal (at depth 2) x, whereaswy corresponds
to the nominal (at depth 2) y. Moreover, Lemma C.13 ensures thatM,wx |= type(k − 2) andM,wy |= type(k − 2), hence by
Lemma C.12 we conclude that wx (resp. wy) encodes the same number w.r.t. (M,w) and (M′,w). Again from the definition
of R1 it is easy to see thatM′,w |= @1ax⟨t⟩3x ∧ @1bx⟨t⟩3y. Lastly, by hypothesis on wx and wy, together with Lemma C.16
and [x= y]2k def= ¬([x< y]2k ∨ [y< x]2k ), we conclude thatM′,w |= [x= y]2k . Thus, by hypothesis,M′,w |= @2xvalD ⇔ @2yvalD ,
concluding the proof.
(⇐): This direction is proved analogously by essentially relying on Lemma C.16 and Lemma C.12. □
The formula [bx D= ax+1]k can be defined by slightly modifying the formula [bx = ax+1]k . We start by defining the formulae
L[D]k (ax, bx), S[D]k (ax, bx) and R[D](ax, bx) with semantics similar to L1k (ax, bx), S1k (ax, bx) and R(ax, bx), respectively, but
where, for a given t-node in R2(w), we are interested in the satisfaction of valD instead of val. For example, the formula
S[D]k (ax, bx) is defined as
S[D]k (ax, bx) def= ⊤ ∗
(
fork2k (x, y) ∧ @1ax⟨t⟩(3s ∧3x) ∧ @1bx⟨t⟩(3s ∧3y) ∧ [x= y]2k ∧ @2x¬valD ∧ @2yvalD
)
i.e. by replacing the two last conjuncts of S1k (ax, bx), @2x¬val and @2yval with @2x¬valD and @2yvalD , respectively. Sim-
ilarly, L[D]k (ax, bx) is defined from L1k (ax, bx) by replacing the last conjunct of this formula, i.e. ¬(@2xval ⇔ @2yval), by
¬(@2xvalD ⇔ @2yvalD ). Lastly, R[D](ax, bx) is defined from R(ax, bx) by replacing every occurrence of val by valD . The
formula [bx D= ax+1]k is then defined as follows:
[bx D= ax+1]k def= ⊤ ∗
(
nom1(ax,bx) ∧ [t]lsr(k − 1) ∧ L[D]k (ax, bx) ∧ S[D]k (ax, bx) ∧ R[D](ax, bx)
)
.
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Lemma C.23. Let ax , bx ∈ Aux and k ≥ 2. SupposeM,w |= init(k) ∧ fork1k (ax, bx).
M,w |= [bx D= ax+1]k if and only if there are two distinct t-nodeswax,wbx ∈ Ri (w) such thatwax corresponds to the nominal
ax,wbx corresponds to the nominal bx and nD (wbx) = nD (wax) + 1.
Proof. The proof unfolds as the proofs of Lemmata C.8 and C.17. □
We are now ready to define the formulae zeroT (k), uniqT (k) and complT (k), achieving the conditions (zeroT ,k ), (uniqT ,k )
and (complT ,k ), respectively. All these formulae follow closely the definitions of zero(k), uniq(k) and compl(k) of the previous
sections, hence we refer to these latter formulae for an informal description on how they work. The formula zeroT (k) is
simply defined as ⟨t⟩([t](¬valH ∧ ¬valV)).
Lemma C.24. M,w |= zeroT (k) if and only if (M,w) satisfies (zeroT ,k ).
Proof. The proof is straightforward, by definition of zeroT (k) and how (0, 0) is encoded in the grid. □
The formula uniqT (k) is defined from uniq(k) by simply replacing [x= y]1k with [x H= y]k ∧ [x V= y]k :
uniqT (k) = ¬
(⊤ ∗ (fork1k (x, y) ∧ [x H= y]k ∧ [x V= y]k ))
Lemma C.25. Let k ≥ 2. SupposeM,w |= init(k) ∧ aux.
M,w |= uniq(k) if and only if (M,w) satisfies (uniqT ,k ), i.e. distinct t-nodes in R(w) encode different pairs of numbers.
Proof. This lemma is proven as Lemma C.9 and Lemma C.18, by relying on Lemma C.22 in order to show that, given two
distinct worldswx andwy corresponding to nominals (for the depth 1) x and y, respectively, [x H= y]k ∧ [x V= y]k holds if and
only if nH(wx) = nH(wy) and nV(wx) = nV(wy). □
Lastly, complT (k) def= compl[H]T (k) ∧ compl[V]T (k) where
compl[H]T (k) def= ¬
(
2⊥∗
(
[t](typelsr(k−1) ∧3y) ∧ nom1(x) ∧ @1x¬1Hk ∧ ¬
(⊤ ∗ (fork1j (x, y) ∧ [y H= x+1]k ∧ [x V= y]k )) ))
and compl[V]T (k) is defined form compl[H]T (k) by replacing 1Hk , [y H= x+1]k and [x V= y]k with 1Vk , [y V= x+1]k and [x H= y]k ,
respectively. Here, 1Dk (D ∈ {H ,V}) is defined as [t]valD , and hence it is satisfied by the t-nodes w ′ ∈ R(w) such that
nD (w ′) = t(k,n) − 1.
Lemma C.26. Let k ≥ 2. SupposeM,w |= init(k) ∧ aux.M,w |= complT (k) if and only if (M,w) satisfies (complT ,k ).
More precisely,
1. M,w |= compl[H]T (k) if and only if for every t-nodew1 ∈ R(w), if nH(w1) < t(j,n) − 1 then there is a t-nodew2 ∈ R(w)
such that nH(w2) = nH(w1) + 1 and nV(w2) = nV(w1);
2. M,w |= compl[V]T (k) if and only if for every t-nodew1 ∈ R(w), if nV(w1) < t(j,n) − 1 then there is a t-nodew2 ∈ R(w)
such that nH(w2) = nH(w1) and nV(w2) = nV(w1) + 1.
Proof. Both (1) and (2) are proved as Lemma C.10 and Lemma C.19, with the sole difference that we rely on Lemma C.22
and Lemma C.23 in order to show that, given two distinct worldswx andwy corresponding to nominals (for the depth 1) x
and y, respectively, [y H= x+1]k ∧ [x V= y]k holds if and only if nH(wx) = nH(wy) + 1 and nV(wx) = nV(wy) (in the proof of 1).
Similarly, (in the proof of 2) [y V= x+1]k ∧ [x H= y]k holds if and only if nH(wx) = nH(wy) and nV(wx) = nV(wy) + 1. □
This concludes the definition of gridT (k). It is proved correct in the following lemma.
Lemma C.27. M,w |= gridT (k) if and only if (M,w) satisfies (zeroT ,k ), (uniqT ,k ), (complT ,k ) and (init/sub/aux).
Proof. Directly from Lemmata C.1, C.5 and C.24 to C.26. □
Corollary C.28. gridT (k) is satisfiable.
Proof. (sketch) The satisfiability of gridT (k) can be established by Lemma C.27 as (zeroT ,k ), (uniqT ,k ), (complT ,k ) and
(init/sub/aux) can be simultaneously satisfied. A model satisfying these constraints can be defined similarly to what is done in
Lemma C.20, the main difference being that t(k,n)2 t-nodes need to be considered, instead of just t(k,n). □
We can now proceed to the encoding of the tiling conditions (first) and (hor&vert). Given a model (M = (W ,R,V ),w)
satisfying gridT (k), the existence of a solution for (T , c), w.r.t. Tilek , can be expressed with the following conditions:
(oneT ) every p-node in R(w) satisfies exactly one tile in T ;
(firstT ,c) for w˜∈ R(w), if nH(w˜)=nV(w˜)=0 then w˜ ∈ V (c);
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(horT ) for allw1,w2 ∈ R(w), if nH(w2) = nH(w1) + 1 and nV(w2) = nV(w1) then there is (c1, c2) ∈ H such thatw1 ∈ V (c1)
andw2 ∈ V (c2);
(vertT ) for allw1,w2 ∈ R(w), if nV(w2) = nV(w1) + 1 and nH(w2) = nH(w1) then there is (c1, c2) ∈ V such thatw1 ∈ V (c1)
andw2 ∈ V (c2).
Then, the formula tilingT ,c(k) can be defined as
gridT (k) ∧ oneT ∧ firstT ,c(k) ∧ horT (k) ∧ vertT (k)
where the last four conjuncts express the homonymous property above. Given the toolkit of formulae introduced up to now,
these four formulae are easy to define. oneT is simply defined as [t]∨c1∈T(c1 ∧∧c2∈T ¬c2). Similarly, firstT ,c(k) is also
straightforward to define:
firstT ,c(k) def= [t]
([t](¬valH ∧ ¬valV) ⇒ c) .
Notice that, in this formula, we use the fact that the t-nodew ′ ∈ R(w) encoding (0, 0) is the only one, among the t-children of
w , satisfying [t](¬valH ∧ ¬valV).
Lemma C.29. Let k ≥ 2 and supposeM,w |= gridT (k). Then,
I. M,w |= oneT if and only if (M,w) satisfies (oneT );
II. M,w |= firstT ,c(k) if and only if (M,w) satisfies (firstT ,c).
Proof. Both I and II are easily proven directly from the definition of oneT and firstT ,c(k). □
For the formula horT (k), we essentially state that there cannot be two t-nodes w1,w2 ∈ R(w) such that w2 encodes the
position (nH(w1) + 1, nV(w1)) andw1 ∈ V (c1),w2 ∈ V (c2) does not hold for any (c1, c2) ∈ H . In formula:
horT (k) def= ¬
(⊤ ∗ (fork1k (x, y) ∧ [y H= x+1]k ∧ [x V= y]k ∧ ¬∨(c1,c2)∈H(@1xc1 ∧ @1yc2)) ) .
Lastly, vertT (k) is defined as horT (k), but replacingH byV and vice-versa:
vertT (k) def= ¬
(⊤ ∗ (fork1k (x, y) ∧ [y V= x+1]k ∧ [x H= y]k ∧ ¬∨(c1,c2)∈V(@1xc1 ∧ @1yc2)) ) .
Lemma C.30. Let k ≥ 2 and supposeM,w |= gridT (k). Then,
I. M,w |= horT (k) if and only if (M,w) satisfies (horT );
II. M,w |= vertT (k) if and only if (M,w) satisfies (vertT ).
Proof. We show the proof for I, the one for II being analogous. Recall that (horT ) stands for:
∀w1,w2 ∈ R(w), if nH(w2) = nH(w1) + 1 and nV(w2) = nV(w1) then there is (c1, c2) ∈ H s.t.w1 ∈ V (c1) andw2 ∈ V (c2).
Suppose M,w |= gridT (k). Then in particular M,w |= type(k) and every world w ′ ∈ R(w) encodes a pair of numbers
(nH(w), nV(w)) ∈ [0, t(k,n) − 1]2.
(⇒): Suppose M,w |= horT (k). Then, by definition, for every M′ ⊑ M, if M′,w |= fork1k (x, y) ∧ [y H= x+1]k ∧ [x V= y]k
then M′,w |= ∨(c1,c2)∈H(@1xc1 ∧ @1yc2). Consider now two worlds ∀wx,wy ∈ R(w) such that nH(wy) = nH(wx) + 1 and
nV(wy) = nV(wx). LetM′ = (W ,R1,V ) be the submodel ofM where R1 is defined from R by removing the following pairs of
worlds:
• (w,w ′) ∈ R wherew ′ is different fromw1 andw2;
• (wx,w ′′) ∈ R wherew ′′ is the only Aux-child ofwx satisfying y (this world exists asM,w |= type(k));
• (wy,w ′′′) ∈ R wherew ′′′ is the only Aux-child ofwy satisfying x (again, this world exists asM,w |= type(k)).
We can easily check that the pointed forest (M′,w) satisfies fork1k (x, y), wherewx andwy correspond to two nominals (for
the depth 1) x and y, respectively. Thus,M′,wx |= type(k − 1) andM′,wy |= type(k − 1). Therefore, by Lemma C.12 (which
can be easily extended in order to consider pairs of numbers described with valH and valV , instead of a single number
described with val), we conclude that wx and wy keep encoding the same two pairs of numbers when M is modified to
M′. Then, since by hypothesis nH(wy) = nH(wx) + 1 and nV(wy) = nV(wx), by Lemmata C.22 and C.23 we conclude that
M′,w |= [y H= x+1]k ∧ [x V= y]k . Then, by hypothesis M,w |= horT (k), we conclude that M′,w |= ∨(c1,c2)∈H(@1xc1 ∧ @1yc2).
Thus, there must be a pair (c1, c2) ∈ H such thatM′,w |= @1xc1 ∧ @1yc2. Sincewx (resp.wy) corresponds to the nominal (for
the depth 1) x (resp. y), we conclude thatM,wx |= c1 andM,wy |= c2. By definition, this implies that (M,w) satisfies (horT ).
(⇐): This direction is rather straightforward and, analogously to the left-to-right direction, relies on Lemmata C.12, C.22
and C.23. Briefly, suppose that (M,w) satisfies (horT ) and, ad absurdum, assume thatM,w ̸ |= horT (k). Therefore,
M,w |= ⊤ ∗ (fork1k (x, y) ∧ [y H= x+1]k ∧ [x V= y]k ∧ ¬∨(c1,c2)∈H(@1xc1 ∧ @1yc2)) .
LICS ’20, July 8–11, 2020, Saarbrücken, Germany Bednarczyk, Demri, Fervari & Mansutti
Then, there is a submodelM′ = (W ,R,V ) ofM such thatM′,w |= fork1k (x, y)∧[y H= x+1]k∧[x V= y]k∧¬
∨
(c1,c2)∈H(@1xc1∧@1yc2).
By M′,w |= fork1k (x, y) we conclude that there are two worlds wx and wy corresponding to two nominals (depth 1) x and
y, respectively. Moreover, by C.12, these worlds encode the same two numbers w.r.t. (M,w) and (M′,w). From M′,w |=
[y H= x+1]k ∧ [x V= y]k and the fact that (M,w) satisfies (horT ), together with Lemmata C.22 and C.23 we conclude that there
is a pair (c1, c2) ∈ H such that wx ∈ V (c1) and wy ∈ V (c2). However, this contradictsM′,w |= ¬∨(c1,c2)∈H(@1xc1 ∧ @1yc2).
Thus,M,w |= horT (k). □
This concludes the definition of tilingT ,c(k).
Lemma C.31. M,w |= tilingT ,c(k) if and only if (M,w) satisfies (zeroT ,k ), (uniqT ,k ), (complT ,k ), (init/sub/aux), (oneT ),
(firstT ,c), (horT ) and (vertT ).
Proof. Directly from Lemmata C.27, C.29 and C.30. □
We can now prove Lemma C.21 (shown below), leading directly to Theorem 4.3.
Lemma [C.21] Let k ≥ 2 and let (T , c) be an instance of Tilek , where T = (T ,H ,V) and c ∈ T . Then,
(T , c) as a solution for Tilek if and only if the formula tilingT ,c(k) is satisfiable.
Proof. (⇒): Suppose that (T , c) has a solution τ : [0, t(k,n) − 1]2 → T . Let M = (W ,R,V ) and w ∈ W be such that
M,w |= gridT (k) (such a pointed forest exists by Corollary C.28). We slightly modify V so that the resulting model still
satisfies gridT (k), but also satisfies (oneT ), (firstT ,c), (horT ) and (vertT ). This can be done rather straightforwardly. Indeed,
sinceM,w |= gridT (k), by Lemma C.27 every t-nodew ′ ∈ R(w) encodes a pair of numbers (nH(w ′), nV(w ′)) ∈ [0, t(k,n) − 1].
Then, let us consider the modelM′ = (W ,R,V ′) such that
1. for every p ∈ AP \ T , V ′(p) = V (p). This property leads to M′,w |= gridT (k), since gridT (k) is written with
propositional symbols not appearing in T .
2. for every c ∈ T andw ′ ∈ R(w),w ′ ∈ V (c) if and only if τ (nH(w ′), nV(w ′)) = c.
The second condition allows us to conclude that (M′,w) satisfies (oneT ), (firstT ,c), (horT ) and (vertT ). Indeed, (oneT )
holds as τ is functional; (firstT ,c) holds as τ satisfies (first); whereas (horT ) and (vertT ) hold as τ satisfies (hor&vert). Thus,
(M′,w) |= tilingT ,c(k) and therefore tilingT ,c(k) is satisfiable.
(⇐): Suppose tilingT ,c(k) satisfiable and let M = (W ,R,V ) and w ∈ W s.t. M,w |= tilingT ,c(k). Let us consider the
relation τ ⊆ [0, t(k,n) − 1] × [0, t(k,n) − 1] × T defined as
(i, j, c′) ∈ τ if and only if there isw ′ ∈ R(w) s.t. nH(w ′) = i , nV(w ′) = j andw ′ ∈ V (c′).
Directly by Lemma C.31 we have that:
I. from (uniqT ,k ) and (oneT ), τ is (possibly weakly) functional in its first two components, i.e. for every (i, j) ∈ [0, t(k,n)−1]2
there is at most one c′ such that (i, j, c′) ∈ τ ;
II. from (zeroT ,k ) and (complT ,k ), τ is total (hence not weakly functional), i.e. cannot be that there is (i, j) ∈ [0, t(k,n) − 1]2
such that for every c′ ∈ T , (i, j, c′) < τ . Together with I, this means that τ is a map;
III. from (firstT ,c), (0, 0, c) ∈ τ ;
IV. from (horT ) and (vertT ), for all i ∈ [0, t(k,n)−1] and j ∈ [0, t(k,n)−2], (τ (j, i),τ (j+1, i)) ∈ H and (τ (i, j),τ (i, j+1)) ∈ V .
Therefore, we conclude that τ is a solution for Tilek . □
D Proofs of Section 5
To show the existence of a formula in GML that is equivalent to φ, we rely on the indistinguishability relation GML, called
g-bisimulation and studied in [21]. So, let us first recall what is a g-bisimulation. LetM = (W ,R,V ) andM′ = (W ′,R′,V ′) be
two finite forests. Letm ∈ N,k ∈ N>0 and P ⊆fin AP. A g-bisimulation up to (m,k, P) betweenM andM′ is a sequence ofm + 1
k-upleZ0 = (Z01 ,Z02 , . . . ,Z0k ), . . . ,Zm = (Zm1 ,Zm2 , . . . ,Zmk ) satisfying:
init: Z01 is not empty and for every i ∈ [1,k] and j ∈ [0,m],Z ji ⊆ P(W ) × P(W ′);
refine: for every i ∈ [1,k] and j ∈ [1,m],Z ji ⊆ Z j−1i ;
size: if XZ ji Y then |X | = |Y | = i;
atoms: if {w}Z01 {w ′} then for every p ∈ P,w ∈ V (p) if and only ifw ′ ∈ V ′(p);
m-forth: if {w}Z j+11 {w ′} and X⊆R(w) with |X |∈[1,k], then there is Y⊆R′(w ′) such that XZ j|X |Y ;
m-back: if {w}Z j+11 {w ′} and Y⊆R′(w ′) with |Y |∈[1,k], then there is X⊆R(w) such that XZ j|Y |Y ;
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g-forth: if XZ ji Y andw ∈ X , then there isw ′ ∈ Y such that {w}Z j1{w ′};
g-back: if XZ ji Y andw ′ ∈ Y , then there isw ∈ X such that {w}Z j1{w ′}.
We writeM,w ⇆Pm,k M
′,w ′ and we say that the two models are g-bisimilar iff there is a g-bisimulation up to (m,k, P) between
M andM′, sayZ0, . . . ,Zm , such that {w}Zm1 {w ′}. We write Γ(M,w)Pm,k to denote the set of formulae in GML of rank (m,k)
and with propositional symbols from P that are satisfied inM,w , i.e. Γ(M,w)Pm,k def= {ψ ∈ GML[m,k, P] | M,w |= ψ }. We write
T P(m,k) the quotient set induced by the equivalence relation⇆Pm,k . Let us summarise the main results from [21].
Proposition D.1 ([21]). 1. Γ(M,w)Pm,k contains finitely many non-equivalent formulae.
2. M,w ⇆Pm,k M
′,w ′ if and only if Γ(M,w)Pm,k = Γ(M′,w ′)Pm,k .
3. ⇆Pm,k is a finite index equivalence relation. T P(m,k) is finite.
So, ≡Pm,k and⇆Pm,k are identical relations (see the definitions for ≡Pm,k and GML[m,k, P] in Section 5.1) and there is a finite
set {χ1, . . . , χQ } ⊆ GML[m,k,P] such that
• χ1 ∨ · · · ∨ χQ is valid, and each χi is satisfiable,
• for all i , j ∈ [1,Q], χi ∧ χj is unsatisfiable,
• (M,w) ≡Pm,k (M′,w ′) iff there is i such that (M,w) |= χi and (M′,w ′) |= χi .
Hence, χi characterises one equivalence class of ≡Pm,k (or equivalently of⇆Pm,k ).
In what follows, recall that R |w def= {(w ′,w ′′) ∈ R | w ′ ⊆ R∗(w)}.
Lemma D.2. Let m ∈ N, k ∈ N>0 and P ⊆fin AP. Let M = (W ,R,V ) be a finite forest and let w ∈ W . Then, M,w ⇆Pm,k
(W ,R |w ,V ),w .
Proof. As⇆Pm,k is an equivalence relation (Proposition D.1.3), it is reflexive and henceM,w ⇆
P
m,k M,w . There is therefore
a g-bisimulation up to (m,k,P) betweenM and itself, say Z0, . . . ,Zm where Zi = (Zi1, . . . ,Zik ) for every i ∈ [0,m], such
that {w}Zm1 {w}. Consider now the restriction of Zij , where i ∈ [0,m] and j ∈ [1,k], to those sets where every element is
reachable from w . Formally, we define Ẑij = {(X ,Y ) ∈ Zij | X ∪ Y ⊆ R∗(w)}. It is easy to show that Ẑ0, . . . , Ẑm , where
Ẑi = (Ẑi1, . . . , Ẑik ) for every i ∈ [0,m], is a g-bisimulation up to (m,k, P) betweenM and (W ,R |w ,V ). Moreover, as {w}Ẑm1 {w}
by definition, we conclude thatM,w ⇆Pm,k (W ,R |w ,V ),w . □
D.1 Proof of Lemma 5.1
In the following, we denote with T P(m,k) the set T P(m, f(m,k)). Then, notice that T P(m,k) = T P(0,k) for m = 0, and
otherwise (m ≥ 1) T P(m,k) = T P(m,k × (|T P(m − 1,k)| + 1)). Since T P′(m′,k ′) is finite for allm′,k ′ and P′, T P(m,k) is
well-defined and finite. Lemma 5.1 can be reformulated using T P(m,k) as follows.
Lemma Letm,k ∈ N and P ⊆fin AP. Let (M,w), (M′,w ′) be pointed forests such thatM = (W ,R,V ) andM′ = (W ′,R′,V ′). If
{(M,w), (M′,w ′)} ⊆ T for some T ∈ T P(m,k), then for every R1 ⊆ R there is R′1 ⊆ R′ s.t. ((W ,R1,V ),w) ≡Pm,k ((W ′,R′1,V ′),w ′),
and if R1(w) = R(w) then R′1(w ′) = R′(w ′).
Proof. In the case k = 0, any formula in GML[m, 0,P] is equivalent to a formula in the propositional calculus built over
propositional variables in P as 3≥0 ψ is logically equivalent to ⊤. Hence, the lemma trivially holds.
Otherwise (k ≥ 1), we prove semantically the lemma as ≡Pm,k and⇆Pm,k are identical relations. The proof is by induction on
the modal depthm. The induction step is articulated in three main steps:
(I) definition and proof of various properties of the two models,
(II) definition of a strategy to reduce R′ to R′1 that closely follows the relationship between R and R1 with respect to the
children ofw and,
(III) a proof that the relation R′1 is such that (W ,R1,V ),w ⇆Pm,k (W ′,R′1,V ′),w ′. By construction, we also obtain that if
R1(w) = R(w) then R′1(w ′) = R′(w ′).
Let us begin with the base case.
Base case:m = 0. The base case is straightforward from the following property of g-bisimulations. When m = 0, given
M̂ = (Ŵ , R̂, V̂ ), R̂1 ⊆ R̂, ŵ ∈ Ŵ and k̂ ∈ N, we have M̂, ŵ ⇆P0, k̂ (Ŵ , R̂1, V̂ ), ŵ . This statement holds as it can be easily
shown that the set of relations Z0 = (Z01 , . . . ,Z0k̂ ) where Z
0
1 = {(w,w)} and Z0j = ∅ for j ∈ [2, k̂] satisfies all the
requirements for being a g-bisimulation.
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Then, with respect to the statement of the lemma, by definition, we have (W ,R1,V ),w ⇆P0,k M,w . Now, by definition
T P(0,k) = T P(0,k) and by hypothesis there is T ∈ T P(0,k) such that {(M,w), (M′,w ′)} ⊆ T. By definition of T P(0,k),
we have
M,w ⇆P0,k M
′,w ′.
As⇆P0,k is an equivalence relation, we conclude (W ,R1,V ),w ⇆P0,k M′,w ′ and therefore it is sufficient to take R′1 def= R′
to end the proof. Note that in this case, R′1(w ′) = R′(w ′) holds too.
Induction case. In particular, we have m > 1 and T P(m,k) = T P(m,k × (|T P(m − 1,k)| + 1)). Moreover, by hypothesis
there exists T ∈ T P(m,k × (|T P(m − 1,k)| + 1)) such that {(M,w), (M′,w ′)} ⊆ T. By definition, we have
M,w ⇆Pm,k×(|T P(m−1,k ) |+1) M
′,w ′.
Let us explain the main idea of the proof. Let us pick one child w1 of w in M. Obviously, the pointed forest (M,w1)
belongs to a specific equivalence class T ∈ T P(m − 1,k). The effect of reducing R to R1 is that w1, together with the
updated model, “jumps”2 to an equivalence class T1 ∈ T P(m − 1,k). Obviously, (M,w1) already belongs to a class in
T P(m − 1,k). However (from the statement of the lemma), we are only interested in T P(m − 1,k) when considering R1,
whereas we focus on T P(m − 1,k) when studying R. To prove the result, we have to show that there is a child w ′1 of
w ′ inM′ so that (M′,w ′1) is in the same equivalence class T of (M,w1) and to show that it is possible to update R′ to
makew ′1 (together with the updated model) “jump” to the equivalence class T1. However, we need to do this for all the
children ofw andw ′, respecting the constraints of being a g-bisimulation. The key step is to show that the graded rank
k × (|T P(m − 1,k)| + 1) is all we need to find enough children in R′(w ′) and to be able to construct a relation R′1 so that
the resulting models are g-bisimilar up to (m,k,P). Let us now formalise the proof, which requires some intermediate
steps that are below highlighted .
We start by considering a single equivalence class T ∈ T P(m − 1,k) (in fact, our proof is done modularly on these
classes). We introduce the two following sets:
• R(w)|T def= {w1 ∈ R(w) | (M,w1) ∈ T}.
• R′(w ′)|T def= {w ′1 ∈ R′(w ′) | (M′,w ′1) ∈ T}.
It is fairly simple to see that the following property holds:
(⋆): min(|R(w)|T |,k × (|T P(m − 1,k)| + 1)) = min(|R′(w ′)|T |,k × (|T P(m − 1,k)| + 1))
Indeed, ad absurdum, suppose that
(†): |R(w)|T | < k × (|T P(m − 1,k)| + 1) and |R(w)|T | < |R′(w ′)|T |
The other case |R′(w ′)|T | < k × (|T P(m − 1,k)| + 1) and |R′(w ′)|T | < |R(w)|T | is analogous and therefore its treatment
is omitted below. Since it holds by hypothesis that M,w ⇆Pm,k×(|T P(m−1,k ) |+1) M
′,w ′, there is a g-bisimulation up to
(m,k × (|T P(m − 1,k)| + 1),P) betweenM andM′, sayZ0, . . . ,Zm , such that {w}Zm1 {w ′}.
• From (m-back), by taking Y as a subset of R′(w ′)|T such that
|Y | = min(|R′(w ′)|T |,k × (|T P(m − 1,k)| + 1)),
it must hold that there is a subset X ⊆ R(w) such that XZm−1|Y | Y .
• From (size), |X | = |Y |. Hence, by (†) there must be a worldw2 ∈ X s.t. (M,w2) < T.
• From (g-forth), there isw ′2 ∈ Y such that {w2}Zm−11 {w ′2}.
• As {w2}Zm−11 {w ′2}, from the definition of g-bisimulation it holds that
M,w2 ⇆Pm−1,k×(|T P(m−1,k) |+1) M
′,w ′2.
• Again by definition of g-bisimulation, it is easy to see that if two models are in the same equivalence class w.r.t.⇆Pm′,k ′
then they are in the same equivalence class w.r.t.⇆Pm′,k ′′ for every k
′′ ≤ k ′. ThereforeM,w2 ⇆Pm−1,k×(|T P(m−2,k) |+1)
M′,w ′2. Notice that the set of equivalence classes induced by⇆Pm−1,k×(|T P(m−2,k ) |+1) is T
P(m − 1,k). We conclude
that (M,w2) and (M′,w ′2) belong to the same class in T P(m − 1,k). However, this leads to a contradiction as we have
w2 < T andw ′2 ∈ T (where T ∈ T P(m − 1,k)).
This concludes the proof of (⋆).
Given an equivalence class T′ in T P(m − 1,k), we define the set below
R1(w)|T▶T′ def= R(w)|T ∩ R1(w)|T′ .
2We always put the word “jump” in quotes as it is used in an informal way.
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Following the proof idea presented above, a world w1 ∈ R1(w)|T▶T′ is a child of w such that (M,w1) is in the class T
and “jumps” to the class T′ when updating the accessibility relation from R to R1. In what follows, we denote with R |w1
the restriction of R to those worlds reachable fromw1, i.e. the set {(w2,w3) ∈ R | {w2,w3} ⊆ R∗(w1)}, as defined in the
statement of Lemma D.2. We also consider similar restrictions for R′ and R′1. We are interested in the following key
property:
(⋆⋆): for everyw1 ∈ R1(w)|T▶T′ andw ′1 ∈ R′(w ′)|T there is R′1,w ′1 ⊆ R
′ |w ′1
such that (W ,R1 |w1 ,V ),w1 ⇆Pm−1,k (W ′,R′1,w ′1 ,V
′),w ′1
Let us prove (⋆⋆). By definition, we have w1 ∈ R(w)|T and w ′1 ∈ R′(w ′)|T. Therefore, {(M,w1), (M′,w ′1)} ⊆ T ∈
T P(m − 1,k). By Lemma D.2, it follows that (W ,R |w1 ,V ),w1 and (W ′,R′ |w ′1 ,V ′),w ′1 are also in T. Moreover, by definition
R1 |w1 ⊆ R |w1 . Then, we can use the induction hypothesis (notice that the modal degree is now m − 1) to conclude
that there is R′1,w ′1 ⊆ R
′ |w ′1 such that (W ,R1 |w1 ,V ),w1 ⇆Pm−1,k (W ′,R′1,w ′1 ,V
′),w ′1, concluding the proof of (⋆⋆). This
intermediate result gives us an important information: every single “jump” (as informally expressed above) done while
updating the accessibility relation ofM can be mimicked by updatingM′. An important missing piece is proving that all
jumps can be simultaneously mimicked. In order to prove this, we start by considering the following partition of R(w)|T:
R(w)T▶R1
def
= {R1(w)|T▶T′ | T′ ∈ T P(m − 1,k)} ∪ {R(w)|T \ R1(w)}.
Informally, R(w)T▶R1 partitions the children ofw in R(w)|T in different sets depending on what is the set T′ ∈ T P(m − 1,k)
they “jump” to. One additional set, i.e. R(w)|T \R1(w), contains all the children ofw in R(w)|T that are lost when updating
R to R1. To be completely formal, let us first prove that R(w)T▶R1 is a partition of R(w)|T. Indeed, R(w)|T can be written
as (R(w)|T ∩ R1(w)) ∪ (R(w)|T \ R1(w)). Moreover, by definition of T P(m − 1,k) as the quotient set of⇆Pm−1,k , we have
R1(w) = ⋃T′∈TP(m−1,k) R1(w)|T′ . Lastly, R(w)|T ∩⋃T′∈TP(m−1,k ) R1(w)|T′ is equivalent to⋃T′∈TP(m−1,k )(R(w)|T ∩R1(w)|T′),
which leads to the definition of the partition R(w)T▶R1 from the definition of R1(w)|T▶T′ together with the remaining
component R(w)|T \ R1(w). The figure below presents schematically the results we have shown so far, only considering
the children ofw in R(w)|T (on the left) and the children ofw ′ in R′(w ′)|T (on the right).
w w ′
T T
T▶T1 T▶T2 ... T▶T|TP(m−1,k )|
{R1(w ) |T▶T′ | T′ ∈ TP(m − 1, k )}
R(w ) |T \ R1(w )
(⋆): if |R(w ) |T | < k × (|T P(m − 1, k ) | + 1) then
there are |R(w ) |T | children, otherwise there
are at least k × (|T P(m − 1, k ) | + 1) children.
To work towards the definition of R′1 (as in the statement of the lemma), we now deal with the children in R′(w ′)|T
and find suitable subsets of R′1 in order to define a partition of R′(w ′)|T that is similar to R(w)T▶R1 (where “similar” here
means that, later, we will be able to construct a g-bisimulation using this partition). More precisely, we show that:
(⋆⋆⋆): it is possible to construct a family of sets
R′(w ′)|T;T′ for every T′ ∈ T P(m − 1,k)
GT
satisfying the following properties.
1. For every T′ ∈ T P(m − 1,k), R′(w ′)|T;T′ is a set of pairs (R′1,w ′1 ,w
′
1) s.t. w ′1 ∈ R′(w ′)|T, R′1,w ′1⊆R
′,
((W ′,R′1,w ′1 ,V
′),w ′1) ∈ T′, and for all (w ′2,w ′3) ∈ R′1,w ′1 , {w
′
2,w
′
3} ⊆ R′∗(w ′1).
2. GT ⊆ R′(w ′)|T.
3. Everyw ′1 ∈ R′(w ′)|T appears in exactly one set among R′(w ′)|T;T′ (for every T′ ∈ T P(m − 1,k)) and GT. Then,
these sets underlie a partition of R′(w ′)|T.
4. For every T′ ∈ T P(m − 1,k), min(|R1(w)|T▶T′ |,k) = min(|R′(w ′)|T;T′ |,k).
5. min(|R(w)|T \ R1(w)|,k) = min(|GT |,k).
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Let us informally explain these properties (apart from the second and third properties, which are self-explanatory). The
first property basically requires us to modify R′ so that the children of R′(w ′)|T “jumps” to specific sets in T P(m − 1,k),
in line with the developments that lead to the proof of (⋆⋆). Instead, the set GT is dedicated to those worlds that should
be made unaccessible fromw ′. The updates to R′ cannot be arbitrary, and this is where the fourth and fifth properties
come into play. These properties impose cardinality constraints on the sets we construct, in line with the graded rank k
that is used in the equivalence relation⇆Pm,k . For example, suppose that for a given set T
′ we have |R1(w)|T▶T′ | < k .
Then, we need to select exactly |R1(w)|T▶T′ | children in R′(w ′)|T and modify R′ so that all of them can be used to define
the set R′(w ′)|T;T′ . If instead |R1(w)|T▶T′ | ≥ k , it is possible to select an arbitrary amount of children from R′(w ′)|T,
as long as they are at least k . Again, after selecting these children we need to modify R′ so that they define the set
R′(w ′)|T;T′ . To comply with these two last properties we rely on (⋆). The proof of (⋆⋆⋆) distinguishes two cases (which
are very similar in substance):
• |R(w)|T | < k × (|T P(m − 1,k)| + 1). By (⋆) it follows that |R′(w ′)|T | = |R(w)|T |. This case is the easiest one. Consider
a bijection f : R(w)|T → R′(w ′)|T. Then define GT as the set {f(w1) | w1 ∈ R(w)|T \ R1(w)}. By doing this, trivially
the second and fifth properties required by (⋆⋆⋆) are satisfied. In order to define the sets of the form R′(w ′)|T;T′ ,
we start by an initialisation to the empty set ∅ and then we populate them. Iteratively, for every T′ ∈ T P(m − 1,k)
and every w1 ∈ R1(w)|T▶T′ , consider f(w1). By (⋆⋆), there is R′1, f(w1) ⊆ R′ |f(w1) such that (W ,R1 |w1 ,V ),w1 ⇆Pm−1,k
(W ′,R′1, f(w1),V ′), f(w1). By Lemma D.2, it follows that (W ,R1,V ),w1 ⇆Pm−1,k (W ′,R′1, f(w1),V ′), f(w1) and therefore((W ′,R′1, f(w1),V ′), f(w1)) ∈ T′. Then, add to R′(w ′)|T;T′ the pair (R′1, f(w1), f(w1)). Notice that this pair satisfies the
constraints required in the first property of (⋆ ⋆ ⋆). After the iterations over all T′ ∈ T P(m − 1,k) and over all
w1 ∈ R1(w)|T▶T′ , the construction is completed. As we are guided by the bijection f, we obtain that everyw ′1 ∈ R′(w ′)|T
appears in exactly one set among R′(w ′)|T;T′ for some T′ ∈ T P(m − 1,k) or in GT (condition 3 of (⋆⋆⋆)). Moreover
(again thanks to the bijection f) it holds that for every T′ ∈ T P(m − 1,k), |R′(w ′)|T;T′ | = |R1(w)|T▶T′ |, which implies
condition 4 of (⋆⋆⋆). Hence, (⋆⋆⋆) is proved.
• |R(w)|T | ≥ k × (|T P(m − 1,k)| + 1). By (⋆), it follows that |R′(w ′)|T | ≥ k × (|T P(m − 1,k)| + 1) too. For this case,
it is easy to show that there is a set in the partition R(w)T▶R1 of R(w)|T that has cardinality at least k . Indeed, ad
absurdum, suppose all the sets in R(w)T▶R1 are of cardinality less than k . As R(w)T▶R1 partitions R(w)|T and it contains
|T P(m − 1, )| + 1 sets (where the +1 refers to the set R(w)|T \ R1(w)) this would imply that |R(w)|T | ≤ (k − 1) ×
(|T P(m − 1,k)| + 1). This leads to a contradiction as by definition |T P(m − 1,k)| ≤ |T P(m − 1,k)| and we are in the
case where |R(w)|T | ≥ k × (|T P(m − 1,k)| + 1). Hence, let Ω be a set in R(w)T▶R1 that has at least k elements.
For the construction, we initialise all the sets R′(w ′)|T;T′ and GT to the empty set ∅ and we show how to populate
them. Moreover, we introduce an auxiliary set ∆ which is initially equal to R′(w ′)|T and keeps track of which elements
of this latter set have not been already used in the construction (and are hence available). The set ∆ can be understood
as a copy of R′(w ′)|T with unmarked elements and marked elements. Unmarked elements are the worlds yet to be
handled by the algorithm. Iteratively,
1. consider some T′ ∈ T P(m − 1,k) such that R1(w)|T▶T′ , Ω and that was not already treated;
2. select β = min(|R1(w)|T▶T′ |,k) worlds, sayw ′1, . . . ,w ′β from the pool of available worlds ∆.
3. As in the previous case of the proof, by (⋆⋆) we have that for each i ∈ [1, β] there is R′1,w ′i ⊆ R
′ |w ′i such that for
everyw1 ∈ R1(w)|T▶T′ it holds that
(W ,R1 |w1 ,V ),w1 ⇆Pm−1,k (W ′,R′1,w ′i ,V
′),w ′i .
By Lemma D.2, it follows also that (W ,R1,V ),w1 ⇆Pm−1,k (W ′,R′1,w ′i ,V
′),w ′i and therefore ((W ′,R′1,w ′i ,V
′),w ′i ) ∈ T′.
Then, define the set R′(w ′)|T;T′ as
{(R′1,w ′i ,w
′
i ) | i ∈ [1, β]}.
Notice that by construction this set satisfies the first and fourth properties of (⋆⋆⋆).
4. Removew ′1, . . . ,w ′β from ∆ (they will not be used in the successive iterations).
After this iterative construction, only two sets still need to be handled: Ω and R(w)|T \ R1(w). In the case these two
sets are different, we proceed as follows.
1. We start by considering R(w)|T \ R1(w), and we select β = min(|R(w)|T \ R1(w)|,k) worlds, sayw ′1, . . . ,w ′β from the
pool of available worlds ∆.
2. We define GT as {w ′1, . . . ,w ′β } and remove these worlds from ∆. By construction, GT satisfies the second and fifth
properties of (⋆⋆⋆).
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3. We consider Ω. A few things should be noted now.
• There is T′ ∈ T P(m − 1,k) such that Ω = R1(w)|T▶T′ , and by definition of Ω, we have |R1(w)|T▶T′ | ≥ k .
• At this point of the construction, we dealt with |T P(m − 1,k)| of the |T P(m − 1,k)| + 1 sets needed for the
construction. For each of these sets we used at most k new worlds of R′(w ′)|T. Hence, as |R′(w ′)|T | ≥ k ×
(|T P(m − 1,k)| + 1) and |T P(m − 1,k)| ≥ |T P(m − 1,k)|, we conclude that ∆ has at least k elements.
4. Consider the set ∆. By (⋆⋆) we have that for eachw ′1 ∈ ∆ there is R′1,w ′1 ⊆ R
′ |w ′1 such that for everyw1 ∈ R1(w)|T▶T′
it holds that
(W ,R1 |w1 ,V ),w1 ⇆Pm−1,k (W ′,R′1,w ′1 ,V
′),w ′1.
By Lemma D.2, it follows that (W ,R1,V ),w1 ⇆Pm−1,k (W ′,R′1,w ′1 ,V
′),w ′1 and therefore ((W ′,R′1,w ′1 ,V
′),w ′1) ∈ T′.
Then, define the set R′(w ′)|T;T′ as
{(R′1,w ′1 ,w
′
1) | w ′1 ∈ ∆}.
By construction, this set satisfies the first and fourth properties of (⋆⋆⋆) (recall that both R′(w ′)|T;T′ and R1(w)|T▶T′
have at least k elements, see the previous point).
5. Empty ∆ as every remaining world in it is now used. We completed the construction in the case of Ω , R(w)|T \R1(w).
In the case Ω = R(w)|T \ R1(w), the construction is trivially completed by adding to GT every world in ∆. Notice that
for the same considerations done before (point 3 of the construction for Ω , R(w)|T \ R1(w)) it holds that ∆ has at
least k elements. Hence, GT satisfies both the second and the fifth properties of (⋆⋆⋆). Again, as a last step, we empty
∆ as every remaining world is now used.
During the definition of the construction, we already detailed why the first, second, fourth and fifth properties of (⋆⋆⋆)
are satisfied. The same holds true for the third one, as we relied on the set ∆ to never use twice the same world, and at
the end of the construction ∆ was always empty.
Therefore (⋆⋆⋆) holds. A last note about this construction: from the first and third properties of (⋆⋆⋆), in particular that
“for all (w ′2,w ′3) ∈ R′1,w ′1 , {w
′
2,w
′
3} ⊆ R′∗(w ′1)}”, it is easy to see that for all (R′1,w ′1 ,w
′
1) ∈ R′(w ′)|T;T1 and (R′1,w ′2 ,w
′
2) ∈
R′(w ′)|T;T2 withw ′1 , w ′2, we have R′1,w ′1 ∩ R
′
1,w ′2
= ∅. Keeping this in mind, we are now ready to construct R′1.
We consider every T ∈ T P(m − 1,k) and apply (⋆⋆⋆) to construct the sets R′(w ′)|T;T′ (for every T′ ∈ T P(m − 1,k))
and GT. We then define R′1 as
R′1
def
=
⋃
T∈T P(m−1,k )
T′∈TP(m−1,k )
(R′1,w′1,w
′
1)∈R′(w ′) |T;T′
{(w ′,w ′1)} ∪ R′1,w ′1 .
Clearly. we have that R′1 ⊆ R1. Moreover, from the properties of (⋆⋆⋆), it holds that for everyw ′1 ∈ R′1(w), R′1 |w ′1 = R′1,w ′1 . In
order to conclude the proof, we need to show that
1. (W ,R1,V ),w ⇆Pm,k (W ′,R′1,V ′),w ′;
2. if R1(w) = R(w) then R′1(w ′) = R′(w ′).
Let us first prove (2) by using the fifth property of (⋆⋆⋆). Suppose R1(w) = R(w) and hence R(w) \ R1(w) = ∅. It is easy to
see that R(w) \ R1(w) can also be written as ⋃T∈T P(m−1,k )(R(w)|T \ R1(w)). We conclude that |R(w)|T \ R1(w)| = 0 for every
T ∈ T P(m − 1,k). Similarly, R′(w ′) \ R′1(w ′) can be shown to be equivalent to
⋃
T∈T P(m−1,k )(R′(w ′)|T \ R′1(w ′)). Notice that
for every T ∈ T P(m − 1,k), a worldw ′1 ∈ R′(w ′)|T \ R′1(w ′) cannot be inside a pair of R′(w ′)|T;T′ (for any T′ ∈ T P(m − 1,k)).
Indeed, if this was the case, then (w ′,w ′1) ∈ R′1 (see definition of R′1) in contradiction withw ′1 ∈ R′(w ′)|T \R′1(w ′). Thenw ′1 ∈ GT
and we conclude that R′(w ′)|T \R′1(w ′) = GT and R′(w ′) \R′1(w ′) =
⋃
T∈T P(m−1,k ) GT. By construction, every worldw ′1 ∈ R′(w)
can appear in at most one set in {GT | T′ ∈ T P(m − 1,k)} and hence |R′(w ′) \ R′1(w ′)| =
∑
T∈T P(m−1,k) |GT |. We can now apply
the fifth property of (⋆⋆⋆), i.e.
min(|R(w)|T \ R1(w)|,k) = min(|GT |,k)
that, together with k ≥ 1 (see the beginning of the proof) and |R(w)|T \ R1(w)| = 0 leads to |R′(w ′) \ R′1(w ′)| = 0. As by
definition R′1(w ′) ⊆ R′(w ′), this ends the proof of (2).
In order to conclude the proof, let us prove (1) and this is done by constructing a g-bisimulationZ0, . . . ,Zm up to (m,k, P)
between (W ,R1,V ) and (W ′,R′1,V ′) such that {w}Zm1 {w ′}. Here, we iteratively construct the g-bisimulation starting from the
setsZ ji = {(w,w ′)} (for every i ∈ [1,k] and j ∈ [0,m]). During the constructionwemake sure to always preserve the satisfaction
of the conditions (init), (refine), (size) and (atoms). Notice that these conditions hold for our initial sequence of relations. In
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particular, (atoms) holds as by hypothesis there is T ∈ T P(m,k × (|T P(m − 1,k)| + 1)) such that {(M,w), (M′,w ′)} ⊆ T and
henceM,w ⇆Pm,k×(|T P(m−1,k ) |+1) M
′,w ′. The construction can be split into four steps:
m-forth-step: Let X ⊆ R1(w) be a set such that |X | ∈ [1,k]. As required by the condition (m-forth), we want to pair this
set with a suitable subset Y ⊆ R′1(w) of cardinality |X | so that it is possible to then satisfy the conditions (g-forth)
and (g-back). Let us consider the partition of X defined as {XT▶T′ | T ∈ T P(m − 1,k) and T′ ∈ T P(m − 1,k)} where
XT▶T′ = X ∩ R1(w)|T▶T′ . We consider the set R′(w ′)|T;T′ and select |XT▶T′ | worlds appearing in one of its pairs (which
are of the form (R′1,w ′1 ,w
′
1)). Let YT;T′ be the set of these selected worlds. By (⋆⋆⋆) this set is guaranteed to exist and is
such that every worldw ′1 in it is also in R′1(w ′). Let Y =
⋃
T∈T P(m−1,k ),T′∈TP(m−1,k) YT;T′ . It is easy to see that |X | = |Y |.
For every j ∈ [0,m − 1] we add (X ,Y ) toZ j|X | .
m-back-step: Let Y ⊆ R′1(w) be a set such that |Y | ∈ [1,k]. Let us follow the condition (m-back) symmetrically to what was
done for the condition (m-forth) in the previous step of the construction. Let us first consider the partition of Y defined as
{YT;T′ | T ∈ T P(m − 1,k) and T′ ∈ T P(m − 1,k)} where YT;T′ = Y ∩ {w ′1 | (R′1,w ′1 ,w
′
1) ∈ R′(w ′)|T;T′ for some R′1,w ′1 }.
We select a subset XT▶T′ of R1(w)|T▶T′ having cardinality |YT;T′ |, which is guaranteed to exist by (⋆⋆⋆). Let X =⋃
T∈T P(m−1,k ),T′∈TP(m−1,k )XT▶T′ . It is easy to see that |Y | = |X |. For every j ∈ [0,m − 1] we add (X ,Y ) toZ j|Y | .
g-forth-step: From the first two steps of the construction, the set Z ji was updated with new pairs (X ,Y ) where every
element in X is from R1(w) and every element of Y is from R′1(w). Consider then one of these pairs (X ,Y ) and letw1 ∈ X .
There is T ∈ T P(m − 1,k) and T′ ∈ T P(m − 1,k) such that w1 ∈ R1(w)|T▶T′ . By construction (first and second steps
above), there isw ′1 ∈ Y such that for some R′1,w ′1 ⊆ R
′
1 it holds that (R′1,w ′1 ,w
′
1) ∈ R′(w ′)|T;T′ . Again, by applying (⋆⋆⋆)
we obtain that (W ,R1,V ),w1 ⇆Pm−1,k (W ′,R1,w ′1 ,V ′),w ′1. Since by definition R′1,w ′1 = R
′
1 |w ′1 and from Lemma D.2 we
obtain (W ,R1,V ),w1 ⇆Pm−1,k (W ′,R′1,V ′),w ′1. Then, let K0, . . . ,Km−1 be the g-bisimulation up to (m − 1,k, P) between
(W ,R1,V ) and (W ′,R′1,V ′) such that {w1}Km−11 {w ′1}. For every i ∈ [1,k] and every j ∈ [0,m − 1], updateZ ji toZ ji ∪K ji .
g-back-step: Symmetrically to the previous point of the construction, let us consider again a pair (X ,Y ) introduced by one
of the two steps (m-forth-step) and (m-back-step). Letw ′1 ∈ Y . Then there is T ∈ T P(m − 1,k) and T′ ∈ T P(m − 1,k) and
R′1,w ′1 ⊆ R
′
1 such that (R′1,w ′1 ,w
′
1) ∈ R′(w ′)|T;T′ . By construction (steps (m-forth-step) and (m-back-step)), there isw1 ∈ X
such thatw1 ∈ R′(w)|T▶T′ . Then by (⋆⋆⋆), we obtain that (W ,R1,V ),w1 ⇆Pm−1,k (W ′,R1,w ′1 ,V ′),w ′1. Again, by definition
R′1,w ′1 = R
′
1 |w ′1 and from Lemma D.2 we obtain (W ,R1,V ),w1 ⇆Pm−1,k (W ′,R′1,V ′),w ′1. Then, let K0, . . . ,Km−1 be the
g-bisimulation up to (m − 1,k, P) between (W ,R1,V ) and (W ′,R′1,V ′) such that {w1}Km−11 {w ′1}. For every i ∈ [1,k] and
every j ∈ [0,m − 1], updateZ ji toZ ji ∪ K ji .
It is simple to see that this construction leads to a sequence of relationsZ0, . . . ,Zm that is a g-bisimulation up to (m,k,P)
between (W ,R1,V ) and (W ′,R′1,V ′) such that {w}Zm1 {w ′}. Indeed, the conditions (init), (refine), (size) and (atoms) hold at
any point during the construction. For the other condition, let (X ,Y ) be a pair in someZ ji . If it was not introduced by the first
two steps of the construction, then (X ,Y ) is a member of some set K ji ⊆ Z ji that is used in a g-bisimulation whose elements
are all used to constructZ0, . . . ,Zm (third and fourth point of the proof). Hence, w.r.t. (X ,Y ) no condition can be violated. If
instead (X ,Y ) is added to the g-bisimulation during the first and second point of the construction, then by construction it is
easy to check that it satisfies all the conditions. Therefore (W ,R1,V ),w ⇆Pm,k (W ′,R′1,V ′),w ′, which ends the proof of the
whole lemma. □
D.2 Proof of Lemma 5.2
Proof. If k = 0, then the proof is by an easy verification as the formula φ from the statement is logically equivalent to
a formula from the propositional calculus (each subformula 3≥0 ψ is logically equivalent to ⊤). Otherwise (k ≥ 1), let
k+ = k × (|T P(m − 1,k)| + 1). As, ≡Pm,k+ and⇆Pm,k+ are identical relations, there is a finite set {χ1, . . . , χQ } ⊆ GML[m,k+, P]
such that
• χ1 ∨ · · · ∨ χQ is valid, and each χi is satisfiable,
• for all i , j ∈ [1,Q], χi ∧ χj is unsatisfiable,
• (M,w) ≡Pm,k+ (M′,w ′) iff there is i such that (M,w) |= χi and (M′,w ′) |= χi .
This is a direct consequence of PropositionD.1 containing results established in [21]. Letψ be the formula
∨{χi | ∃M,w s.t.M,w |=
χi ∧ φ}. An empty disjunction is understood as ⊥.
Now, we show thatψ is logically equivalent to φ. Suppose thatM,w |= φ. As χ1 ∨ · · · ∨ χQ is valid, there is i ∈ [1,Q]
such thatM,w |= χi . Therefore χi occurs inψ and consequently,M,w |= ψ .
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Conversely, suppose thatM,w |= ψ withM = (W ,R,V ). So, there is χi occuring inψ such thatM,w |= χi and there exist a
modelM′ = (W ′,R′,V ′) andw ′ ∈W ′ such thatM′,w ′ |= χi∧ φ. So, (M,w) ≡Pm,k+ (M′,w ′). By the definition of the satisfaction
relation |=, there is R′1 ⊆ R′ such that R′1(w ′) = R′(w ′) and (W ′,R′1,V ′),w ′ |= φ. All the assumptions of Lemma 5.1 apply and
therefore, there is R1 ⊆ R such that R1(w) = R(w), (W ,R1,V ),w ⇆Pm,k (W ′,R′1,V ′),w ′ and (W ,R1,V ),w ≡Pm,k (W ′,R′1,V ′),w ′.
As φ belongs toGML[m,k, P], we also get that (W ,R1,V ),w |= φ. But then by definition of |=, we conclude thatM,w |= φ. □
D.3 Proof ofML(∗) ⪯ GML
Lemma D.3. ML(∗) ⪯ GML.
Proof. Let φ be a formula inML(∗). As 3ψ ≡ 3≥1 ψ , we can replace every occurrence of the modality 3 appearing in φ with
the modality 3≥1 . Moreover, by Lemma 2.2, we can replace every subformula of the formψ ∗ χ with the formula (ψ χ ). In
this way, we obtain a formula φ ′ that is equivalent to φ and where all the modalities are of the form 3≥1 , and . If φ ′ has no
occurrence of or , we are done. Otherwise, letψ be a subformula of φ ′ of the form (φ1 φ2) where φ1 and φ2 are in GML.
• By Theorem 3.2, there is a formulaψ ′ in GML such thatψ ′ ≡ φ1 φ2.
• By Lemma 5.2 there is a formulaψ ′′ in GML such thatψ ′′ ≡ ψ ′.
One can show that φ ′ ≡ φ ′[ψ ← ψ ′′], where φ ′[ψ ← ψ ′′] is obtained from φ ′ by replacing every occurrence ofψ byψ ′′. Note
that the number of occurrences of and in φ ′[ψ ← ψ ′′] is strictly less than the number of occurrences of and in φ ′. By
repeating such a type of replacement, eventually we obtain a formula φ ′′ in GML such that φ ′ ≡ φ ′′. Indeed, all the occurrences
of and only appear as instances of the pattern (ψ χ ). Hence, we get a formula in GML logically equivalent to φ. □
D.4 Proof thatML(∗)[m, s,P] is finite up to logical equivalence
Lemma D.4. ML(∗)[m, s,P] is finite up to logical equivalence.
Proof. This proof is standard and relies on the analogous result from classical logic [33]:
(⋆): given a finite set of formulae X there are only finitely many Boolean combinations of formulae
from X , up to logical equivalence.
The proof of the lemma is by induction on (m, s). For the base case, i.e. (0, 0), every formula ofML(∗)[0, 0, P] is by definition a
Boolean combination of formulae from P. Then by (⋆) this set of formulae is clearly finite up to logical equivalence. For the
induction step, we divide the set of formulae ofML(∗)[m, s, P] in three disjoint sets and we show that each of them is finite up
to logical equivalence.
1. We consider the set of formulae dominated by the operator 3, i.e. the set of every formula φ that is syntactically
equivalent to 3ψ for someψ ∈ ML(∗)[m − 1, s,P]. By the induction hypothesis, there are only finitely many suchψ up
to logical equivalence. Hence, the set of formulae dominated by 3 is finite up to logical equivalence.
2. We consider the set of formulae dominated by the operator ∗, i.e. the set of every formula φ that is syntactically equivalent
toψ ∗ χ for someψ ∈ ML(∗)[m, s ′, P] andψ ∈ ML(∗)[m, s ′′, P] such that max(s ′, s ′′) = s−1. By the induction hypothesis,
there are only finitely many suchψ and χ up to logical equivalence. Hence, the set of formulae dominated by the operator
∗ is finite up to logical equivalence.
3. Lastly, we consider the set of formulae ofML(∗)[m, s,P] that are not dominated by 3 or ∗ operators. Each formula φ
of this set is therefore a Boolean combination of formulae φ1, . . . ,φn of ML(∗)[m, s,P] that are dominated by 3 or ∗
operators (hence every of these formulae are different form φ). From the previous two cases, the set of such φ1, . . . ,φn
formulae is finite up to logical equivalence. Then, by (⋆) we conclude that the set of formulae ofML(∗)[m, s, P] that are
not dominated by 3 or ∗ operators is also finite up to logical equivalence, concluding the proof. □
D.5 Characteristic formulae
As usual, thanks to Lemma D.4, given a pointed forest (M,w), we can define a finite characteristic formula Π(M,w)Pm,s in
ML(∗)[m, s, P] that is logically equivalent to the infinite conjunction∧{φ ∈ ML(∗)[m, s, P] | M,w |= φ}. Notice thatΠ(M,w)Pm,s
is inML(∗)[m, s,P]. Moreover, we can prove the following result.
Lemma D.5. Let (M,w) and (M′,w ′) be two pointed forests. For every rank (m, s,P) it holds that
• M,w |= Π(M,w)Pm,s ;
• M,w |= Π(M′,w ′)Pm,s iff M′,w ′ |= Π(M,w)Pm,s .
Proof. This proof is standard. The first part of the lemma follows directly by definition of the characteristic formulae. For the
second part, by symmetry we just need to show one direction. Assume thatM,w |= Π(M′,w ′)Pm,s . Letψ ∈ ML(∗)[m, s, P] such
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thatM,w |= ψ . To prove the result it is sufficient to show that thenM′,w ′ |= ψ . Ad absurdum, suppose thatM′,w ′ ̸ |= ψ . By
definitionM′,w ′ |= ¬ψ and notice that ¬ψ ∈ ML(∗)[m, s,P]. Therefore from the equivalence
Π(M′,w ′)Pm,s ≡
∧{φ ∈ ML(∗)[m, s,P] | M′,w ′ |= φ},
it is easy to see that Π(M′,w ′)Pm,s ⇒ ¬ψ is a tautology. From M,w |= Π(M′,w ′)Pm,s we then derive that M,w |= ¬ψ , in
contradiction with the hypothesisM,w |= ψ . Hence,M′,w ′ |= ψ . □
D.6 Proof of Lemma 5.3
Proof. We first prove that the games are sound (right to left direction).
If there is φ ∈ ML(∗)[m, s,P] s.t.M,w |= φ andM′,w ′ ̸ |= φ then (M,w)0Pm,s (M′,w ′)
The proof is rather standard and is done by structural induction on φ.
Base case: φ = p, where p ∈ P. Then by hypothesisM,w |= p andM′,w ′ ̸ |= p and the spoiler wins from the condition of the
game imposed before each round.
Induction case: φ = ψ ∧ χ . By hypothesis M,w |= ψ ∧ χ whereas M′,w ′ ̸ |= ψ or M′,w ′ ̸ |= χ . In both cases (M′,w ′ ̸ |= ψ
or M′,w ′ ̸ |= χ ), by the induction hypothesis the spoiler has a winning strategy for ((M,w), (M′,w ′), (m, s,P)), i.e.
(M,w)0Pm,s (M′,w ′).
Induction case: φ = ¬ψ . By hypothesisM,w ̸ |= ψ whereasM′,w ′ |= ψ . Then by symmetry and by the induction hypothesis
(M,w)0Pm,s (M′,w ′).
Induction case: φ = 3ψ . By hypothesisM,w |= 3ψ andM′,w ′ ̸ |= 3ψ . Then there is a worldw1 accessible fromw and such
that M,w1 |= ψ . Moreover by definition the modal depth of 3ψ is at least 1 and the spoiler can play a modal move.
Then, the spoiler chooses the structure (M,w) and chooses exactlyw1. The duplicator has then to reply by choosing a
worldw ′1 accessible fromw ′ (otherwise the spoiler wins and the result clearly follows). SinceM′,w ′ ̸ |= 3ψ , it holds that
M′,w ′1 ̸ |= ψ . By the induction hypothesis, it holds that (M,w1)0Pm−1,s (M′,w ′1). Hence, by choosingw1, the spoiler builds
a winning strategy for the game ((M,w), (M′,w ′), (m, s,P)).
Induction case: φ = ψ ∗ χ . By hypothesis, M,w |= ψ ∗ χ and M′,w ′ ̸ |= ψ ∗ χ . Then, there are M1 and M2 such that
M1 +M2 = M, M1,w |= ψ and M2,w |= χ . Moreover, by definition, the number of nested stars in ψ ∗ χ is at least
1 and therefore the spoiler can play a spatial move. The spoiler chooses the structure (M,w) and chooses exactly
M1 and M2. The duplicator has then to reply by choosing two structures M′1 and M′2 such that M′1 + M′2 = M′.
Since M′,w ′ ̸ |= ψ ∗ χ , either M′1,w ′ ̸ |= ψ or M′2,w ′ ̸ |= χ . If the former holds, then by the induction hypothesis,
(M1,w)0Pm,s−1(M′1,w ′). Hence, by choosing to continue the game on ((M1,w), (M′1,w ′), (m, s − 1,P)) the spoiler built a
winning strategy for the game ((M,w), (M′,w ′), (m, s, P)). Symmetrically, if insteadM′2,w ′ ̸ |= χ then by the induction hy-
pothesis (M2,w)0Pm,s−1(M′2,w ′). Hence, by choosing to continue the game on ((M2,w), (M′2,w ′), (m, s −1, P)), the spoiler
builds a winning strategy for the game ((M,w), (M′,w ′), (m, s, P)). In either case, we conclude that (M,w)0Pm,s (M′,w ′).
We now prove that the games are complete (left to right direction).
If (M,w)0Pm,s (M′,w ′) then there is φ ∈ ML(∗)[m, s,P] s.t.M,w |= φ andM′,w ′ ̸ |= φ
Again, the proof is rather standard and it is by induction on (m, s) and by cases on the first move that the spoiler makes in his
winning stategy for the game ((M,w), (M′,w ′), (m, s,P)).
Base case:m = 0 and s = 0. Since the spoiler has a winning strategy, in particular it wins the game of rank (0, 0,P) and
therefore by definition of the game it must hold that there is a propositional symbol p ∈ P such that M,w |= p iff
M′,w ′ ̸ |= p. IfM,w |= p, then φ (as in the statement) is p. Otherwise (i.e.M′,w ′ |= p) we take φ = ¬p.
Notice that this case also holds for games on arbitrary rank (m, s, P): the spoiler wins simply from the conditions of the
game that are imposed before each round.
Induction case: the spoiler plays a modal move. Notice that then m ≥ 1. Suppose that, by following its strategy, the
spoiler chooses (M,w) and a worldw1 accessible fromw . By Lemma D.5, we have thatM,w1 |= Π(M,w1)Pm−1,s . Let φ be
defined as the formula 3Π(M,w1)Pm−1,s . By definition,M,w |= φ and φ ∈ ML(∗)[m, s,P]. Ad absurdum, suppose that
M′,w ′ |= φ. Then there is a worldw ′1 accessible fromw ′ such thatM′,w ′1 |= Π(M,w1)Pm−1,s . By Lemma D.5 there is no
formula inML(∗)[m − 1, s, P] that can discriminate between (M,w1) and (M′,w ′1). As our games are determined, by the
induction hypothesis this implies that the duplicator has a winning strategy for the game ((M,w1), (M′,w ′1), (m− 1, s, P)).
This is contradictory, as by hypothesis the spoiler has a winning strategy and the move it played is part of this strategy.
Hence,M,w |= φ andM′,w ′ ̸ |= φ.
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The proof is analogous for the case where the spoiler chooses (M′,w ′) and a worldw ′1 accessible fromw . In this case
we obtainM,w ̸ |= ψ andM′,w ′ |= ψ , where ψ is defined as 3Π(M′,w ′1)Pm−1,s . Hence, we take φ (as in the statement)
defined as ¬ψ .
Induction case: the spoiler plays a spatial move. Notice that then s ≥ 1. Suppose that, by following its strategy, the
spoiler chooses (M,w) and two finite forestsM1 andM2 such thatM1 +M2 = M. Recall that, by Lemma D.5,M1,w |=
Π(M1,w)Pm,s−1 andM2,w |= Π(M2,w)Pm,s−1. Let φ be defined as Π(M1,w)Pm,s−1 ∗ Π(M2,w)Pm,s−1. By definitionM,w |= φ
and φ ∈ ML(∗)[m, s,P]. Ad absurdum, suppose thatM′,w ′ |= φ. Then there areM′1 andM′2 such thatM′1 +M′2 = M′,
M′1,w
′ |= Π(M1,w)Pm,s−1 andM′2,w ′ |= Π(M2,w)Pm,s−1. Then, by Lemma D.5, there is no formula inML(∗)[m, s − 1,P]
that can discriminate between (M1,w) and (M′1,w ′), or that can discriminate between (M2,w) and (M′2,w ′). As our
games are determined, by the induction hypothesis this implies that the duplicator has a winning strategy for both the
games ((M1,w), (M′1,w ′), (m, s−1, P)) and ((M2,w), (M′2,w ′), (m, s−1, P)). This leads to a contradiction, as by hypothesis
the spoiler has a winning strategy and the move it played is part of this strategy. Hence,M,w |= φ andM′,w ′ ̸ |= φ.
The proof is analogous for the case where the spoiler chooses (M′,w ′) and two finite forests M′1 and M′2 such that
M′1 +M
′
2 = M
′. In this case we obtainM,w ̸ |= ψ andM′,w ′ |= ψ whereψ is defined as Π(M′1,w ′)Pm,s−1 ∗Π(M′2,w ′)Pm,s−1.
Hence, we take φ (as in the statement) defined as ¬ψ . □
D.7 Proof of Lemma 5.4
Proof. As usual, the non-expressivity of 3=2 3=1 ⊤ is shown by proving that for every rank (m, s, P) there are two structures
(M,w) and (M′,w ′) such that
• (M,w) ≈Pm,s (M′,w ′), and
• M,w |= 3=2 3=1 ⊤ whereasM′,w ′ ̸ |= 3=2 3=1 ⊤.
Here, we divide the proof into two parts, named below (A) and (B). We start with some preliminary definitions. Let M =
(W ,R,V ) be a finite forest and w ∈ W . We denote with R(w)=n the set of worlds in R(w) having exactly n children, i.e.
{w1 ∈ R(w) | |R(w1)| = n}. During the proof, we only use pointed forests (M,w) satisfying the following properties:
I V (p) = ∅ for every p ∈ AP;
II R(w)=0, R(w)=1 and R(w)=2 form a partition of R(w);
III R3(w) = ∅, i.e. the set of worlds reachable fromw in at least three steps is empty.
Below, we represent schematically the models satisfying the properties I, II and III (notice that each world does not satisfy any
propositional symbol).
w
. . . . . . . . .
R(w )=0 R(w )=1 R(w )=2
Let us consider two models M1 = (W ,R1,V ) and M2 = (W ,R2,V2) such that M1 +M2 = M. We pinpoint three important
properties of the models we are considering.
S1: Every world in R(w)=0 is either in R1(w)=0 or R2(w)=0;
S2: Every worldw1 ∈ R(w)=1 is in R1(w)=0, R2(w)=0, R1(w)=1 or in R2(w)=1. Indeed, suppose (w,w1) ∈ Ri (for some i ∈ {1, 2}).
Ifw1 is in the domain of the same relationRi thenw1 ∈ Ri (w)=1. Otherwise (w1 is in the domain ofR3−i ) thenw1 ∈ Ri (w)=0.
S3: Every world in R(w)=2 is in R1(w)=0, R2(w)=0, R1(w)=1, R2(w)=1, R1(w)=2 or R2(w)=2. The justification is similar to the
one given above for R(w)=1.
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We first prove the following property:
(A): Given a rank (m, s,P) and two pointed forests (M = (W ,R,V ),w) and
(M′ = (W ′,R′,V ′),w ′) satisfying I, II and III, if
• min(|R(w)=0 |, 2s ) = min(|R′(w ′)=0 |, 2s );
• min(|R(w)=1 |, 2s (s + 1)) = min(|R′(w ′)=1 |, 2s (s + 1));
• min(|R(w)=2 |, 2s−1(s + 1)(s + 2)) = min(|R′(w ′)=2 |, 2s−1(s + 1)(s + 2))
then (M,w) ≈Pm,s (M′,w ′)
First, as worlds in our models do not satisfy any propositional symbol, the spoiler cannot win because of distinct propositional
valuations. The proof is by cases onm and on the moves done by the spoiler, and by induction on s . First, supposem = 0. Then
it is easy to see that the duplicator has a winning strategy. Indeed, asm = 0, the spoiler cannot play the modal move and
therefore cannot change the current worldsw andw ′. Then, after s spatial moves the game will be in the state (M1,w) and
(M′1,w ′) w.r.t. the rank (0, 0,P). From I we conclude that the duplicator wins.
Suppose nowm ≥ 1 and the spoiler decides to perform a modal move. Notice that, in particular, this case also takes care of
the case where s = 0 and the spoiler is forced to play a modal move. Moreover, suppose that the spoiler chooses (M,w) (the
case where it picks (M′,w ′) is analogous). We have to distinguish the following situations.
• Suppose that the spoiler chooses a world w1 ∈ R(w)=0. Then |R(w)=0 | ≥ 1 and by hypothesis min(|R(w)=0 |, 2s ) =
min(|R′(w ′)=0 |, 2s ), it follows that |R′(w ′)=0 | ≥ 1. It is then sufficient for the duplicator to choose w1 ∈ R′(w ′)=0 to
guarantee him a victory, as the subtrees rooted inw1 andw ′1 are isomorphic.
• Suppose that the spoiler chooses a world w1 ∈ R(w)=1. Then |R(w)=1 | ≥ 1 and by hypothesis min(|R(w)=1 |, 2s (s +
1)) = min(|R′(w ′)=1 |, 2s (s + 1)), it follows that |R′(w ′)=1 | ≥ 1. Then again, it is sufficient for the duplicator to choose
w1 ∈ R′(w ′)=1 to guarantee him a victory, as the subtrees rooted inw1 andw ′1 are isomorphic.
• Suppose that the spoiler chooses a world w1 ∈ R(w)=2. Then |R(w)=2 | ≥ 1 and by hypothesis min(|R(w)=2 |, 2s−1(s +
1)(s + 2)) = min(|R′(w ′)=2 |, 2s−1(s + 1)(s + 2)), it follows that |R′(w ′)=2 | ≥ 1 (notice here that 2s−1(s + 1)(s + 2) = 1 for
s = 0). Then again, it is sufficient for the duplicator to choosew1 ∈ R′(w ′)=2 to guarantee him a victory, as the subtrees
rooted inw1 andw ′1 are isomorphic.
As stated before, the case where the spoiler decides to perform a modal move also captures the base case of the induction
on s . Then, it remains to show the case where s ≥ 1 and the spoiler decides to do a spatial move. Again suppose that the
spoiler chooses (M,w) (the case where it picks (M′,w ′) is analogous). It then picks two structures M1 = (W ,R1,V ) and
M2 = (W ,R2,V ) such thatM1 +M2 = M. Notice that these two structures are such what both (M1,w) and (M2,w) satisfy I, II
and III, as it is easy to see that these three properties are all preserved when taking submodels. The duplicator has now to pick
two structuresM′1 = (W ′,R′1,V ′) andM′2 = (W ′,R′2,V ′) such thatM′1 +M′2 = M′ and that guarantees him a victory. It does so
by constructing R′1 and R′2 as follows (from the empty set):
Split of R′(w)=0. We introduce the sets
R1(w)|0▶0 def= R1(w)=0 ∩ R(w)=0
R2(w)|0▶0 def= R2(w)=0 ∩ R(w)=0.
It is easy to see that these sets are pairwise disjoint. From (S1) it follows that
R(w)=0 = (R1(w)=0 ∩ R(w)=0) ∪ (R2(w)=0 ∩ R(w)=0).
The duplicator start by partitioning R′(w)=0 into two sets Z1 and Z2 according to the cardinalities of the two components
of R(w)=0 highlighted above, namely the two sets R1(w)=0 ∩ R(w)=0 and R2(w)=0 ∩ R(w)=0.
• Suppose that |R1(w)|0▶0 | < 2s−1 and |R2(w)|0▶0 | < 2s−1. Hence, |R(w)=0 | < 2s and by hypothesis |R′(w ′)=0 | = |R(w)=0 |.
Then the split of R′(w)=0 into Z1 and Z2 is made so that |Z1 | = |R1(w)|0▶0 | and |Z2 | = |R2(w)|0▶0 |.
• Suppose that there is i ∈ {1, 2} such that |Ri (w)|0▶0 | < 2s−1 and |R j (w)|0▶0 | ≥ 2s−1, where j = 3 − i is the index of the
other set. Then the split of R′(w)=0 into Zi and Z j is made so that |Zi | = |Ri (w)|0▶0 |. Notice that by hypothesis on the
cardinality of R′(w)=0 it holds that |Z j | ≥ 2s−1 (otherwise min(|R(w)=0 |, 2s ) , min(|R′(w ′)=0 |, 2s )).
• Suppose that |R1(w)|0▶0 | ≥ 2s−1 and |R2(w)|0▶0 | ≥ 2s−1. Then the split of R′(w)=0 into Z1 and Z2 is made so that
|Z1 | = 2s−1. Notice that by hypothesis on the cardinality of R′(w)=0 it holds that |Z j | ≥ 2s−1.
For eachw ′1 ∈ Z1, the duplicator adds (w ′,w ′1) to R′1. For eachw ′2 ∈ Z2, it adds (w ′,w ′2) to R′2. Notice that by construction
the two sets introduced are always such that
Z1: min(|R1(w)|0▶0 |, 2s−1) = min(|Z1 |, 2s−1)
Z2: min(|R2(w)|0▶0 |, 2s−1) = min(|Z2 |, 2s−1).
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Split of R′(w)=1. We introduce the following sets:
R1(w)|1▶0 def= R1(w)=0 ∩ R(w)=1 R2(w)|1▶0 def= R2(w)=0 ∩ R(w)=1
R1(w)|1▶1 def= R1(w)=1 ∩ R(w)=1 R2(w)|1▶1 def= R2(w)=1 ∩ R(w)=1.
It is easy to see that these sets are pairwise disjoint. From (S2) it follows that
R(w)=1 = R1(w)|1▶0 ∪ R2(w)|1▶0 ∪ R1(w)|1▶1 ∪ R2(w)|1▶1.
The duplicator starts by partitioning R′(w)=1 into four sets Z ′1, Z ′2, O1 and O2 according to the cardinalities of the
four sets above (‘Z’ for ‘zero’, ‘O’ for ’one’). In order to shorten the presentation, instead of concretely make ex-
plicit all the cases as we did in the previous point of the construction, we treat them “schematically”. Let X =
{R1(w)|1▶0,R2(w)|1▶0,R1(w)|1▶1,R2(w)|1▶1} and let f be the bijection
f(R1(w)|1▶0) def= Z ′1, f(R2(w)|1▶0) def= Z ′2 f(R1(w)|1▶1) def= O1, f(R2(w)|1▶1) def= O2.
Moreover, we define (B stands for “bound”)
B(R1(w)|1▶0) def= B(R2(w)|1▶0) def= 2s−1
B(R1(w)|1▶1) def= B(R2(w)|1▶1) def= 2s−1s .
So, these definitions (actually notations) are helpful at the metalevel. Besides, notice that, from s ≥ 1, it holds that 2s−1
and 2s−1s are both at least 1.
• Suppose that for every set S ∈ X it holds that |S | < B(S). Then, since it holds that
|R(w)=1 | = |R1(w)|1▶0 | + |R2(w)|1▶0 | + |R1(w)|1▶1 | + |R2(w)|1▶1 |
it holds that |R(w)=1 | < 2s−1 + 2s−1 + 2s−1s + 2s−1s = 2s (s + 1) and therefore by hypothesis we conclude that
|R(w)=1 | = |R′(w ′)=1 |. Then, the split of R′(w ′)=1 into Z ′1, Z ′2, O1 and O2 is made so that for every S ∈ X, |f(S)| = |S |.
• Suppose instead that there is Ŝ ∈ X such that |Ŝ | ≥ B(Ŝ). Then, the split of R′(w ′)=1 into Z ′1, Z ′2, O1 and O2 is made so
that for every S ∈ X \ {Ŝ}, |f(S)| = min(|S |,B(S)). From the hypothesis
min(|R(w)=1 |, 2s (s + 1)) = min(|R′(w ′)=1 |, 2s (s + 1))
we conclude that this construction can be effectively made and it is such that |f(Ŝ)| ≥ B(Ŝ).
For each w ′1 ∈ Z ′1, the duplicator adds (w ′,w ′1) to R′1 and the only element of R′ |w ′1 to R′2. For each w ′2 ∈ Z ′2, it adds(w ′,w ′2) to R′2 and the only element of R′ |w ′2 to R′1. For eachw ′1 ∈ O1, it adds (w ′,w ′1) and the only element of R′ |w ′1 to R′1.
Lastly, for eachw ′2 ∈ O2, it adds (w ′,w ′2) and the only element of R′ |w ′2 to R′2. Notice that by construction the four sets
introduced are always such that
Z11: min(|R1(w)|1▶0 |, 2s−1) = min(|Z ′1 |, 2s−1)
Z21: min(|R2(w)|1▶0 |, 2s−1) = min(|Z ′2 |, 2s−1)
O1: min(|R1(w)|1▶1 |, 2s−1s) = min(|O1 |, 2s−1s)
O2: min(|R2(w)|1▶1 |, 2s−1s) = min(|O2 |, 2s−1s)
or, more schematically, for every S ∈ X, min(|S |,B(S)) = min(|f(S)|,B(S)).
Split of R′(w)=2. Similarly to the previous steps, we introduce the following sets:
R1(w)|2▶0 def= R1(w)=0 ∩ R(w)=2 R2(w)|2▶0 def= R2(w)=0 ∩ R(w)=2
R1(w)|2▶1 def= R1(w)=1 ∩ R(w)=2 R2(w)|2▶1 def= R2(w)=1 ∩ R(w)=2
R1(w)|2▶2 def= R1(w)=2 ∩ R(w)=2 R2(w)|2▶2 def= R2(w)=2 ∩ R(w)=2.
It is easy to see that these sets are pairwise disjoint. From (S3) it follows that
R(w)=2 = R1(w)|2▶0 ∪ R2(w)|2▶0 ∪ R1(w)|2▶1 ∪ R2(w)|2▶1 ∪ R1(w)|2▶2 ∪ R2(w)|2▶2
The duplicator starts by partitioning R′(w)=2 into six sets Z ′′1 , Z ′′2 , O ′1, O ′2, T1 and T2 according to the cardinalities of the
six sets above (‘T’ for ‘two’). Again, to shorten the presentation we introduce the set
X = {R1(w)|2▶0,R2(w)|2▶0,R1(w)|2▶1,R2(w)|2▶1,R1(w)|2▶2,R2(w)|2▶2},
and the bijection f such that
f(R1(w)|2▶0) def= Z ′′1 , f(R2(w)|2▶0) def= Z ′′2 f(R1(w)|2▶1) def= O ′1,
f(R2(w)|2▶1) def= O ′2, f(R1(w)|2▶2) def= T1, f(R2(w)|2▶2) def= T2.
Moreover, we define
B(R1(w)|2▶0) def= B(R2(w)|2▶0) def= 2s−1
B(R1(w)|2▶1) def= B(R2(w)|2▶1) def= 2s−1s
B(R1(w)|2▶2) def= B(R2(w)|2▶2) def= 2s−2s(s + 1)
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Notice that, from s ≥ 1, it holds that 2s−1, 2s−1s and 2s−2s(s + 1) are both at least 1.
• Suppose that for every set S ∈ X it holds that |S | < B(S). Then, since |R(w)=2 | is
|R1(w)|2▶0 | + |R2(w)|2▶0 | + |R1(w)|2▶1 | + |R2(w)|2▶1 | + |R1(w)|2▶2 | + |R2(w)|2▶2 |
it holds that
|R(w)=2 | < 2 × 2s−1 + 2 × 2s−1s + 2 × 2s−2s(s + 1) = 2s−1(s + 1)(s + 2)
and therefore by hypothesis we conclude that |R(w)=2 | = |R′(w ′)=2 |. Then, the split of R′(w ′)=2 into Z ′′1 , Z ′′2 ,O ′1,O ′2,T1
and T2 is made so that for every S ∈ X, |f(S)| = |S |.
• Suppose instead that there is Ŝ ∈ X such that |Ŝ | ≥ B(Ŝ). Then, the split of R′(w ′)=2 into Z ′′1 , Z ′′2 , O ′1, O ′2, T1 and T2 is
made so that for every S ∈ X \ Ŝ , |f(S)| = min(|S |,B(S)). From the hypothesis
min(|R(w)=2 |, 2s−1(s + 1)(s + 2)) = min(|R′(w ′)=2 |, 2s−1(s + 1)(s + 2))
we conclude that this construction can be effectively made and it is such that |f(Ŝ)| ≥ B(Ŝ).
Then, the duplicator updates R′1 and R′2 as follows:
• For eachw ′1 ∈ Z ′′1 , the duplicator adds (w ′,w ′1) to R′1 and the two elements of R′ |w ′1 to R′2.• For eachw ′2 ∈ Z ′′2 , it adds (w ′,w ′2) to R′2 and the two elements of R′ |w ′2 to R′1.• For eachw ′1 ∈ O ′1, it adds (w ′,w ′1) and one of the two elements of R′ |w ′1 to R′1. The other element of R′ |w ′1 is assigned to
R′2.
• For eachw ′2 ∈ O ′2, it adds (w ′,w ′2) and one of the two elements of R′ |w ′2 to R′2. The other element of R′ |w ′2 is assigned to
R′1.
• For eachw ′2 ∈ T1, it adds (w ′,w ′2) to R′1 and the two elements of R′ |w ′2 to R′1.• For eachw ′2 ∈ T2, it adds (w ′,w ′2) to R′2 and the two elements of R′ |w ′2 to R′2.
Notice that by construction the six sets introduced are always such that
Z12: min(|R1(w)|2▶0 |, 2s−1) = min(|Z ′′1 |, 2s−1)
Z22: min(|R2(w)|2▶0 |, 2s−1) = min(|Z ′′2 |, 2s−1)
O11: min(|R1(w)|2▶1 |, 2s−1s) = min(|O ′1 |, 2s−1s)
O21: min(|R2(w)|2▶1 |, 2s−1s) = min(|O ′2 |, 2s−1s)
T1: min(|R1(w)|2▶2 |, 2s−2s(s + 1)) = min(|T1 |, 2s−2s(s + 1))
T2: min(|R2(w)|2▶2 |, 2s−2s(s + 1)) = min(|T2 |, 2s−2s(s + 1))
or, more schematically, for every S ∈ X, min(|S |,B(S)) = min(|f(S)|,B(S)).
After these steps, since (M′,w ′) satisfies II and III, every element (w ′1,w ′2) ∈ R′ such that w ′1 ∈ R′∗(w) has been assigned to
either R′1 or R′2. Duplicator then conclude the construction ofM′1 andM′2 by assigning the remaining elements of R′ (i.e. the
pairs (w ′1,w ′2) ∈ R′ such thatw ′1 < R′∗(w)) to either R′1 or R′2 (for example, it can put all these elements in R′1). The two models
M′1 andM′2 are now defined and they trivially satisfy I, II and III (as they are submodels ofM′). Moreover, by construction it is
easy to verify that:
• R′1(w ′)=0 = Z1 + Z ′1 + Z ′′1
• R′1(w ′)=1 = O1 +O ′1
• R′1(w ′)=2 = T1
• for every n > 2, R′1(w ′)=n = ∅
• R′2(w ′)=0 = Z2 + Z ′2 + Z ′′2
• R′2(w ′)=1 = O2 +O ′2
• R′2(w ′)=2 = T2
• for every n > 2, R′2(w ′)=n = ∅
Indeed, we specifically built R′1 and R′2 so that these properties (which we later refer to with (†):) hold. Now, we end the proof
of (A) by showing that for all i ∈ {1, 2},
zero: min(|Ri (w)=0 |, 2s−1) = min(|R′i (w ′)=0 |, 2s−1);
one: min(|Ri (w)=1 |, 2s−1s) = min(|R′i (w ′)=1 |, 2s−1s);
two: min(|Ri (w)=2 |, 2s−2s(s + 1)) = min(|R′i (w ′)=2 |, 2s−2s(s + 1)).
Indeed, once these three properties are shown we can apply the induction hypothesis to conclude that (M1,w) ≈Pm,s−1 (M′1,w ′)
and (M2,w) ≈Pm,s−1 (M′2,w ′) and therefore, the play described with the construction above leads to a winning strategy for the
duplicator on the game ((M,w), (M′,w ′), (m, s, P)), i.e. (M,w) ≈Pm,s (M′,w ′). The proof of these three properties is quite easy
(each case is similar to the others). Let i ∈ {1, 2}. By using the definitions given during the construction of R′1 and R′2 it holds
that
• Ri (w)=0 = Ri (w)|0▶0 ∪ Ri (w)|1▶0 ∪ Ri (w)|2▶0, and by definition for all j,k ∈ [0, 2] such that j , k it holds that
Ri (w)|j▶0 ∩ Ri (w)|k▶0 = ∅.
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• Ri (w)=1 = Ri (w)|1▶1 ∪ Ri (w)|2▶1, and by definition Ri (w)|1▶1 ∩ Ri (w)|2▶1 = ∅.
• Ri (w)|=2 = Ri (w)|2▶2.
In what follows, we refer to these three properties with (‡):.
proof of (zero). By (‡), it holds that |Ri (w)=0 | = |Ri (w)|0▶0 | + |Ri (w)|1▶0 | + |Ri (w)|2▶0 |. We divide the proof into two cases.
For the first case, suppose |Ri (w)|0▶0 | < 2s−1, |Ri (w)|1▶0 | < 2s−1 and |Ri (w)|2▶0 | < 2s−1. Then,
1. |Zi | = |Ri (w)|0▶0 | (by (Z1) or (Z2), depending on whether i = 1 or i = 2)
2. |Z ′i | = |Ri (w)|1▶0 | (by (Z11)/(Z21))
3. |Z ′′i | = |Ri (w)|1▶0 | (by (Z12)/(Z22))
4. |R′i (w ′)=0 | = |Ri (w)|0▶0 | + |Ri (w)|1▶0 | + |Ri (w)|1▶0 | (from (1), (2) and (3), by (†))
5. |R′i (w ′)=0 | = |Ri (w)=0 | (from 4, by (‡)).
Otherwise, suppose that there is a set among Ri (w)|0▶0, Ri (w)|1▶0 and Ri (w)|2▶0 whose cardinality is at least 2s−1. Then
from (Z1)/(Z2), (Z11)/(Z21) or (Z12)/(Z22) (depending on whether i = 1 or i = 2 and on which set has at least 2s−1
elements) there is a set among Zi , Z ′i and Z ′′i that has cardinality 2s−1. Then, by (†) and (‡) we have that Ri (w)=0 and
R′i (w ′)=0 have both more than 2s−1 elements.
proof of (one). By (‡), it holds that |Ri (w)=1 | = |Ri (w)|1▶1 | + |Ri (w)|2▶1 |. We divide the proof into two cases. First, suppose
|Ri (w)|1▶1 | < 2s−1s and |Ri (w)|2▶1 | < 2s−1s . Then,
1. |Oi | = |Ri (w)|1▶1 | (by (O1) or (O2), depending on whether i = 1 or i = 2)
2. |O ′i | = |Ri (w)|2▶1 | (by (O11)/(O21))
3. |R′i (w ′)=1 | = |Ri (w)|1▶1 | + |Ri (w)|2▶1 | (from (1) and (2), by (†))
4. |R′i (w ′)=1 | = |Ri (w)=1 | (from 3, by (‡)).
Otherwise, suppose that there is a set among Ri (w)|1▶1 and Ri (w)|2▶1 whose cardinality is at least 2s−1s . Then from
(O1)/(O2) or (O11)/(O21) (depending on whether i = 1 or i = 2 and on which set has at least 2s−1s elements) there is a set
among Oi , O ′i that has cardinality 2s−1s . Then, by (†) and (‡) we have that Ri (w)=1 and R′i (w ′)=1 have both more than
2s−1s elements.
proof of (two). By (‡), it holds that |Ri (w)=2 | = |Ri (w)|2▶2 |. Again we divide the proof into two cases. First, suppose
|Ri (w)|2▶2 | < 2s−2s(s + 1). Then,
1. |Ti | = |Ri (w)|2▶2 | (by (T1) or (T2), depending on whether i = 1 or i = 2)
2. |R′i (w ′)=2 | = |Ri (w)|2▶2 | (from (1), by (†))
3. |R′i (w ′)=2 | = |Ri (w)=2 | (from 2, by (‡)).
Otherwise, suppose that |Ri (w)|2▶2 |, and hence |Ri (w)=2 |, is at least 2s−2s(s + 1). Then,
1. |Ti | ≥ 2s−2s(s + 1) (by (T1)/(T2))
2. |R′i (w ′)=2 | ≥ 2s−2s(s + 1) (from (1), by (†)).
By relying on the (now proved) validity of (A), we show the following crucial property.
(B): Given a rank (m, s,P) and two structures (M = (W ,R,V ),w) and
(M′ = (W ′,R′,V ′),w ′) satisfying I, II and III, if
• |R(w)=0 | ≥ 2s + 1 and |R′(w ′)=0 | ≥ 2s + 1;
• |R(w)=1 | = 2 and |R′(w ′)=1 | = 1;
• |R(w)=2 | ≥ 2s−1(s + 1)(s + 2) + 1 and |R′(w ′)=2 | ≥ 2s−1(s + 1)(s + 2) + 1
then (M,w) ≈Pm,s (M′,w ′)
Notice that (B) implies the statement of the lemma, asM,w |= 3=2 3=1 ⊤ whereasM′,w ′ ̸ |= 3=2 3=1 ⊤. Indeed, ad absurdum
suppose that such an ML(∗) formula φ exists. Let m be its modal degree, s be its maximal number of imbricated ∗ and P
be the set of propositional variables occurring in φ. Let us consider two pointed forests (M1,w1) and (M2,w2) such that
M1,w1 |= 3=2 3=1 ⊤,M2,w2 ̸ |= 3=2 3=1 ⊤ and satisfying the conditions in (B). This would lead to a contradiction, as (M1,w1)
and (M2,w2) are supposed to satisfy φ (or not) equivalently.
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The two finite forests of the statement are schematically represented below, with (M,w) on the left and (M′,w ′) on the
right.
w
. . . . . .
≥ 2s + 1 ≥ 2s−1(s + 1)(s + 2) + 1
w ′
. . . . . .
≥ 2s + 1 ≥ 2s−1(s + 1)(s + 2) + 1
The proof of (B) is shown by cases onm, s and on the moves done by the spoiler. As in the proof of (A), ifm = 0 then the
duplicator has a winning strategy as after s spatial moves the game will be in the state (M1,w) and (M′1,w ′) (notice thatw and
w ′ do not change, sincem = 0) w.r.t. the rank (0, 0,P). From I, we conclude that the duplicator wins.
Now, supposem ≥ 1 and the spoiler decides to perform a modal move. Notice that, in particular, this case also takes care of
the case where s = 0 and the spoiler is forced to play a modal move. Moreover, suppose that the spoiler chooses (M,w) (the
case where it picks (M′,w ′) is analogous). Then, suppose that the spoiler chooses a worldw1 ∈ R(w)=n for some n ∈ {0, 1, 2}.
It is then sufficient for the duplicator to choosew ∈ R′(w ′)=n (which is a non-empty set by hypothesis) to guarantee him a
victory, as the subtrees rooted inw1 andw ′1 are isomorphic.
It remains to show the strategy for the duplicator when the spoiler decides to perform a spatial move (and therefore s ≥ 1).
The proof distinguishes several cases depending on the structure choosen by the spoiler.
The spoiler picks (M,w). Notice that then the spoiler chooses the structure such that |R(w)=1 | = 2 and the duplicator has to
reply in the structure (M′,w ′), where we recall that |R′(w ′)=1 | = 1. The idea is to make up for this discrepancy by using
an element of R′(w ′)=2. Let us see how.
For a moment, consider the model obtained fromM′ by removing from R′ exactly one pair (w ′1,w ′2) wherew ′1 is a world
of R′(w ′)=2. Formally, we are interested in a model M̂′ = (W ′, R̂′,V ′) such that R̂′ = R′ \ {(w ′1,w ′2)} where (w ′1,w ′2) ∈ R′
and w ′1 ∈ R′(w ′)=2. If the game was played on (M,w) and (M̂′,w ′) w.r.t. (m, s,P) then it is clear than the duplicator
would have a winning strategy. Indeed, both (M,w) and (M̂′,w ′) satisfy I, II and III. Moreover,
• |R(w)=0 | and |R̂′(w ′)=0 | are both at least 2s . Notice that by definition R̂′(w ′)=0 = R′(w ′)=0.
• |R(w)=1 | = 2 and |R̂′(w ′)=1 | = 2. Here, by definition R̂′(w ′)=1 = R′(w ′)=1 ∪ {w ′1}.
• |R(w)=2 | and |R̂′(w ′)=2 | are both at least 2s−1(s + 1)(s + 2). Here, by definition R̂′(w ′)=2 = R′(w ′)=2 \ {w ′1}.
These properties allow us to apply (A) and conclude that (M,w) ≈Pm,s (M̂′,w ′). In particular, in this game, if the spoiler
picks (M,w) and choosesM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such thatM1 +M2 = M, then the duplicator can apply
the strategy described in (A) in order to construct two structures M̂′1 = (W ′, R̂′1,V ′) and M̂′2 = (W ′, R̂′2,V ′) such that
M̂′1 + M̂
′
2 = M̂
′ and for every i ∈ {1, 2}:
• min(|Ri (w)=0 |, 2s−1) = min(|R̂′i (w ′)=0 |, 2s−1);
• min(|Ri (w)=1 |, 2s−1s) = min(|R̂′i (w ′)=1 |, 2s−1s);
• min(|Ri (w)=2 |, 2s−2s(s + 1)) = min(|R̂′i (w ′)=2 |, 2s−2s(s + 1)).
Notice that these properties, which we later refer to with (††): are exactly (zero), (one) and (two) in the proof of (A).
Let us see how to use these pieces of information to derive a strategy for the duplicator in the original game ((M,w), (M′,w ′), (m, s, P)).
As the spoiler chooses (M,w), it selects M1 and M2 such that M1 + M2 = M. Consider the two structures M̂′1 =
(W ′, R̂′1,V ′) and M̂′2 = (W ′, R̂′2,V ′) choosen by the duplicator following the strategy, discussed above, for the game
((M,w), (M̂′,w ′), (m, s,P)) in the case when the spoiler chooses (M,w) and again selects M1 and M2. In particu-
lar these structures satisfy (††). Moreover, the two forests M̂′1 and M̂′2 are such that M̂′1 + M̂′2 = M̂ and therefore
R̂′1 ∪ R̂′2 = R̂′ = R′ \ {(w ′1,w ′2)} where (w ′1,w ′2) ∈ R′ andw ′1 ∈ R′(w ′)=2. We distinguish two cases.
• Ifw ′1 ∈ R̂′1(w ′) then in the original game ((M,w), (M′,w ′), (m, s, P)), the duplicator replies toM1 andM2 with the two
forestsM′1 = (W ′,R′1,V ′) andM′2 = (W ′,R′2,V ′) such that R′1 = R̂′1 and R′2 = R̂′2 ∪ {(w ′1,w ′2)}.
• Otherwisew ′1 ∈ R̂′2(w ′) and in the game ((M,w), (M′,w ′), (m, s, P)) the duplicator replies toM1 andM2 with the two
forestsM′1 = (W ′,R′1,V ′) andM′2 = (W ′,R′2,V ′) such that R′1 = R̂′1 ∪ {(w ′1,w ′2)} and R′2 = R̂′2.
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In both cases, as the pair (w ′,w ′1) is in one relation between R′1 and R′2 whereas (w ′1,w ′2) is in the other relation, the
worldw ′1 effectively behaves like if it was a member of the set R′(w ′)=1 instead of R′(w ′)=2, exactly as in the case of R̂′.
In particular, it is easy to see that for i ∈ {1, 2}:
|R′i (w ′)=0 | = |R̂′i (w ′)=0 | |R′i (w ′)=1 | = |R̂′i (w ′)=1 | |R′i (w ′)=2 | = |R̂′i (w ′)=2 |
Hence, by (††) we have that
• min(|Ri (w)=0 |, 2s−1) = min(|R′i (w ′)=0 |, 2s−1);
• min(|Ri (w)=1 |, 2s−1s) = min(|R′i (w ′)=1 |, 2s−1s);
• min(|Ri (w)=2 |, 2s−2s(s + 1)) = min(|R′i (w ′)=2 |, 2s−2s(s + 1)).
Moreover,M1,M2,M′1 andM′2 all satisfy I, II and III (as they are submodels ofM orM′), we can apply (A) and conclude
that (M1,w) ≈Pm,s−1 (M′1,w ′) and (M2,w) ≈Pm,s−1 (M′2,w ′). Therefore, the play we just described leads to a winning
strategy for the duplicator on the game ((M,w), (M′,w ′), (m, s, P)), under the hypothesis that the spoiler chooses (M,w).
The spoiler picks (M′,w ′). Then, the spoiler chooses the structure such that |R′(w ′)=1 | = 1 and the duplicator has to reply
in the structure (M,w) where |R(w)=1 | = 2. The proof is very similar to the previous case, but instead of choosing an
element of R′(w ′)=2 to make up for the discrepancy between |R(w)=1 | and |R′(w ′)=1 |, the duplicator manipulates the
additional element in R(w)=1 so that it becomes a member of R1(w)=0 or R2(w)=0. Let us formalise this strategy.
For a moment, consider the model obtained fromM by removing from R exactly one pair (w1,w2) wherew1 is a world
of R(w)=1. Formally, we are interested in a model M̂ = (W , R̂,V ) such that R̂ = R \ {(w1,w2)} where (w1,w2) ∈ R and
w1 ∈ R(w)=1. If the game was played on (M̂,w) and (M′,w ′) w.r.t. (m, s,P) then it is clear than the duplicator would
have a winning strategy. Indeed, both (M̂,w) and (M′,w ′) satisfy I, II and III. Moreover,
• |R̂(w)=0 | and |R′(w ′)=0 | are both at least 2s . Here, by definition, R̂(w)=0 = R(w)=0 ∪ {w1}.
• |R̂(w)=1 | = 1 and |R′(w ′)=1 | = 1. Here, by definition R̂(w)=1 = R(w)=1 \ {w1}.
• |R̂(w)=2 | and |R′(w ′)=2 | are both at least 2s−1(s + 1)(s + 2). Here, by definiton R̂(w)=2 = R(w)=2.
These properties allow us to apply (A) and conclude that (M̂,w) ≈Pm,s (M′,w ′). In particular, in this game, if the spoiler
picks (M′,w ′) and choosesM′1 = (W ′,R′1,V ′) andM′2 = (W ′,R′2,V ′) such thatM′1 +M′2 = M′, then the duplicator can
apply the strategy described in (A). Two structures M̂1 = (W , R̂1,V ) and M̂2 = (W , R̂2,V ) are constructed such that
M̂1 + M̂2 = M̂ and for every i ∈ {1, 2}:
• min(|R̂i (w)=0 |, 2s−1) = min(|R′i (w ′)=0 |, 2s−1);
• min(|R̂i (w)=1 |, 2s−1s) = min(|R′i (w ′)=1 |, 2s−1s);
• min(|R̂i (w)=2 |, 2s−2s(s + 1)) = min(|R′i (w ′)=2 |, 2s−2s(s + 1)).
Again, notice that these properties, which we later refer to with (‡‡), are exactly (zero), (one) and (two) in the proof
of (A). Let us see how to use these pieces of information to derive a strategy for the duplicator in the original game
((M,w), (M′,w ′), (m, s, P)). As the spoiler chooses (M′,w ′), it selectsM′1 andM′2 such thatM′1 +M′2 = M′. Consider the
two structures M̂1 = (W , R̂1,V ) and M̂2 = (W , R̂2,V ) choosen by the duplicator following the strategy, discussed above,
for the game ((M̂,w), (M′,w ′), (m, s,P)) in the case when the spoiler chooses (M′,w ′) and again selectM′1 andM′2. In
particular these structures satisfy (‡‡). Moreover, the two forests M̂1 and M̂2 are such that M̂1 + M̂2 = M̂ and therefore
R̂1 ∪ R̂2 = R̂ = R \ {(w1,w2)} where (w1,w2) ∈ R andw1 ∈ R(w)=1. We distinguish two cases.
• Ifw1 ∈ R̂1(w) then in the original game ((M,w), (M′,w ′), (m, s, P)), the duplicator replies toM′1 andM′2 with the two
structuresM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such that R1 = R̂1 and R2 = R̂2 ∪ {(w1,w2)}.
• Otherwisew1 ∈ R̂2(w) and in the game ((M,w), (M′,w ′), (m, s,P)) the duplicator replies toM′1 andM′2 with the two
structuresM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such that R1 = R̂1 ∪ {(w1,w2)} and R2 = R̂2.
In both cases, as the pair (w,w1) is in one relation between R1 and R′2 whereas (w1,w2) is in the other relation, the world
w1 effectively behaves as if it was a member of the set R(w)=0 instead of R(w)=1, exactly as in the case of R̂′. In particular,
it is easy to see that for i ∈ {1, 2}:
|Ri (w)=0 | = |R̂i (w)=0 | |Ri (w)=1 | = |R̂i (w)=1 | |Ri (w)=2 | = |R̂i (w)=2 |
Hence, by (‡‡) we have
• min(|Ri (w)=0 |, 2s−1) = min(|R′i (w ′)=0 |, 2s−1);
• min(|Ri (w)=1 |, 2s−1s) = min(|R′i (w ′)=1 |, 2s−1s);
• min(|Ri (w)=2 |, 2s−2s(s + 1)) = min(|R′i (w ′)=2 |, 2s−2s(s + 1)).
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Moreover,M1,M2,M′1 andM′2 all satisfy I, II and III (as they are submodels ofM orM′), we can apply (A) and conclude
that (M1,w) ≈Pm,s−1 (M′1,w ′) and (M2,w) ≈Pm,s−1 (M′2,w ′). Therefore, the play we just described leads to a winning
strategy for the duplicator on the game ((M,w), (M′,w ′), (m, s, P)), under the hypothesis that the spoiler chooses (M′,w ′).
As we constructed a strategy for the duplicator in both cases where the spoiler picks (M,w) and (M′,w ′), we have that
(M,w) ≈Pm,s (M′,w ′) and therefore (B) holds. This implies that the class of models satisfying3=2 3=1 ⊤ cannot be characterised
by a formula inML(∗). □
E Proofs of Section 6
E.1 Definitions and Proofs of Section 6.1 (Static Ambient Logic)
In this part of the appendix, we provide equisatisfiability preserving translations from SAL( ) toML( ), and fromML( ) to
SAL( ). Since the translations are in polynomial-time and in Section 3.2 we have shown that Sat(ML( )) is AExpPol-complete,
this entails that the complexity of the satisfiability problem for SAL( ) is also AExpPol-complete. In the body of the paper, these
results are shown with respect to Kripke-like structures that can be shown isomorphic to the syntactical trees historically used
in ambient calculus. Here, we provide the reductions directly on these syntactical trees. Let us start by introducing SAL( ).
Let Σ be a countably infinite set of ambient names. The formulae of SAL( ) are built from:
φ := ⊤ | 0 | n[φ] | φ ∧ φ | ¬φ | φ φ,
where n ∈ Σ. SAL( ) is interpreted on edge-labelled finite trees: syntactical objects equipped with a structural equivalence
relation ≡. We denote with TSAL the set of these finite trees. The grammar used to construct these structures, their structural
equivalence as well as the satisfaction predicate |= for SAL( ) are provided in Figure 2 (the cases for ∧ and ¬ being omitted).
Trees
T := 0 | n[T ] | T T
Semantics
T |= ⊤ always holds
T |= 0 iff T ≡ 0
T |= n[φ] iff ∃T ′ s.t. T ≡ n[T ′] and T ′ |= φ
T |= φ ψ iff ∃T1,T2 s.t. T ≡ T1 T2,T1 |= φ and T2 |= ψ
Structural eqivalence
• T 0 ≡ T
• T1 ≡ T2 ⇒ T2 ≡ T1
• T1 ≡ T2, T2 ≡ T3 ⇒ T1 ≡ T3
• T1 T2 ≡ T2 T1
• (T1 T2) T3 ≡ T1 (T2 T3)
• T1 ≡ T2 ⇒ T1 T ≡ T2 T
• T1 ≡ T2 ⇒ n[T1] ≡ n[T2]
Figure 2. Interpretation and semantics of SAL( ).
Obviously SAL( ) andML( ) are strongly related, but how close? For example, n[φ] ⊤ can be seen as a relativised version of
3 of the form3(n∧φ). To formalise this intuition, we borrow the syntax fromHML [29] and define the formulae ⟨n⟩φ def= n[φ] ⊤
and its dual [n]φ def= ¬⟨n⟩¬φ. Below, w.l.o.g. we assume Σ = AP (for the sake of clarity).
From Sat(SAL( )) to Sat(ML( )). This reduction is also quite simple as SAL( ) is essentially interpreted on finite trees where
each world satisfies a single propositional variable (its ambient name). Let T ∈ TSAL be a tree built with ambient names from
P⊆finAP,M = (W ,R,V ) be a finite forest andw ∈W . We say that (M,w) encodes T iff:
1. everyw ′ ∈ R∗(w) satisfies at most one symbol in P;
2. there is f :W → TSAL such that f(w) ≡ T and for all w ′ ∈ R∗(w), we have f(w ′) ≡ ∑i ∈[1,K ] ni [f(wi )] where {w1, . . . ,
wK } = R(w ′) and ∀i ∈ [1,K],wi ∈ V (ni ) (given I = {i1, . . . , im}, ∑i ∈I Ti def= Ti1 Ti2 . . . Tim ).
It is easy to verify that every tree in TSAL has an encoding. The figure just below depicts a tree T (on the left) and one of its
possible encodings as a finite forest (on the right).
0
0 0
n 1
n2
n 3
n4 n1 n2
n3 n4
Lemma E.1. Every tree in TSAL has an encoding.
Proof. Let T ∈ TSAL. Letm be the number of ambients in T , i.e. the number of occurrences of the n[T ′] constructor in T . LetW
be a set ofm + 1 elements. We fix a total order < with least element 0 onW . Then T <(W , ∅, ∅)(T , 0) is an encoding of T , where
• T <(W ,R,V )(0,w) = (W ,R,V );
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• T <(W ,R,V )(T1 T2,w) = T <T<(W ,R,V )(T1,w )(T2,w);
• T <(W ,R,V )(n[T ],w) = T <(W ,R′,V ′)(T ,w ′) where
– w ′ = min<{w ′′ | w ′′ < π1(R) ∪ π2(R) ∪ {w}};
– R′ = R ∪ {(w,w ′)};
– V ′ = λp.
{
V (p) ∪ {w ′} if p = n
V (p) otherwise
It remains to verify that T <(W , ∅, ∅)(T , 0) is an encoding of T . Condition 1 is obvious, since each ambient name corresponds
to a different state in T <(W , ∅, ∅)(T , 0). For condition 2, we need to check that there is a map f such that f(w) ≡ T and for every
w ′ ∈W reachable fromw (i.e. (w,w ′) ∈ R∗) it holds that f(w ′) ≡ ∑i ∈[1,K ] ni [f(wi )], where {w1, . . . ,wK } = {w ′′ | (w ′,w ′′) ∈ R}
is the set of distinct worlds accessible fromw ′, and for every i ∈ [1,K],wi ∈ V (ni ). Take the mapping that assigns f(w) ≡ T ,
and if T ≡ n[T1] T2, (w,w ′) ∈ R andw ′ ∈ V (n), then f(w ′) ≡ T1. One can easily show that f validates condition 2. □
As done in the previous section, we now state two intermediate lemmata that will be helpful to prove the correctness of the
forthcoming translation (Lemma E.4).
Lemma E.2. Let T ∈ TSAL and (M,w) be an encoding of T . Let f be a witness of this encoding. For everyw ′ accessible fromw it
holds that (M,w ′) encodes f(w ′).
Proof. It trivially follows from the definition of encoding of a tree in TSAL. Moreover, for every worldw ′ accessible fromw , the
function f is also the witness of the encoding of f(w ′) in (M,w ′). □
Lemma E.3. Let T be a SAL( )-tree and (M,w) an encoding of T . Then,
1. for every T1 and T2 such that T ≡ T1 T2 there areM1 andM2 such thatM = M1 +w M2, (M1,w) is an encoding of T1, and
(M2,w) is an encoding of T2.
2. For everyM1 andM2 such thatM = M1 +w M2 there are T1 and T2 such that T ≡ T1 T2, (M1,w) is an encoding of T1, and
(M2,w) is an encoding of T2.
Proof. In the proof of both points, let M (as in the statement) be a model (W ,R,V ). Moreover, let f be the witness of the
encoding of T in (M,w).
1. Suppose T1 and T2 such that T ≡ T1 T2. Let Rw = {w1, . . . ,wK } def= {w ′ | (w,w ′) ∈ R} be the set of worlds that are
accessible from w (notice that this set could be empty). By definition of f, we have f(w) ≡ T ≡ ∑i ∈[1,K ] ni [f(wi )] for
some n1, . . . , nk ∈ Σ. Notice that if Rw is empty then ∑i ∈[1,K ] ni [f(wi )] is equivalent to the empty tree 0. Following∑
i ∈[1,K ] ni [f(wi )] ≡ T ≡ T1 T2, we know that we can partition Rw into two sets R′w = {wi1 , . . . ,wic } and R′′w =
{wic+1 , . . . ,wiK } (c ∈ [0,K]) such that
• T1 ≡ ∑j ∈[1,c] ni j [f(wi j )];
• T2 ≡ ∑j ∈[c+1,K ] ni j [f(wi j )].
By relying on the partitioning ofRw intoR′w andR′′w it is easy to show that we can derive two finite forestsM1 = (W ,R1,V )
andM2 = (W ,R2,V ) such that
• M = M1 +w M2;
• everyw ′ ∈ R′w is accessible fromw in R1, i.e. (w,w ′) ∈ R1;
• everyw ′′ ∈ R′′w is accessible fromw in R2, i.e. (w,w ′′) ∈ R2.
Concretely, by defining R1 def= {(w ′,w ′′) ∈ R | there isw ′′′ ∈ R′w such that (w ′′′,w ′′) ∈ R∗} and R2 def= R \ R1, we obtain
M1 andM2 satisfying these properties. It is now sufficient to consider the two functions f1 and f2 defined as:
• f1(w) = T1 and f2(w) = T2
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈ R′w , f1(w ′′) = f(w ′′) and f2(w ′′) = 0;
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈ R′′w , f2(w ′′) = f(w ′′) and f1(w ′′) = 0;
• for everyw ′ ∈W s.t. (w,w ′) < R∗, f1(w ′) = f2(w ′) = 0.
By definition of the witness function, f1 is a witness of the encoding of T1 in (M1,w), and f2 is a witness of the encoding
of T2 in (M2,w), ending the first part of the proof.
2. The proof is analogous to the case above. SupposeM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such thatM = M1 +w M2. Let
Rw = {w1, . . . ,wK } def= {w ′ | (w,w ′) ∈ R}, R′w def= {w ′ | (w,w ′) ∈ R1} and R′′w def= {w ′ | (w,w ′) ∈ R2}. By definition ofM1
andM2, the two sets R′w and R′′w partition Rw . Let then R′w = {wi1 , . . . ,wic } and R′′w = {wic+1 , . . . ,wiK } (c ∈ [0,K]). By
definition of f, it holds that f(w) ≡ T ≡ ∑i ∈[1,K ] ni [f(wi )] and from the properties of the congruence relation ≡ we obtain∑
i ∈[1,K ] ni [f(wi )] ≡
( ∑
j ∈[1,c] ni j [f(wi j )]
) ( ∑
j ∈[c+1,K ] ni j [f(wi j )]
)
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Let T1 ≡ ∑j ∈[1,c] ni j [wi j ] and T2 ≡ ∑j ∈[c+1,K ] ni j [wi j ]. Trivially, by definition T1 T2 ≡ T . Again, it is now sufficient to
consider the two functions f1 and f2 defined as:
• f1(w) = T1 and f2(w) = T2
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈ R′w , f1(w ′′) = f(w ′′) and f2(w ′′) = 0;
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈ R′′w , f2(w ′′) = f(w ′′) and f1(w ′′) = 0;
• for everyw ′ ∈W s.t. (w,w ′) < R∗, f1(w ′) = f2(w ′) = 0.
By definition of witness function, it is easy to show that f1 is a witness of the encoding of T1 in (M1,w), and f2 is a
witness of the encoding of T2 in (M2,w). □
Given a formula φ of SAL( ), we define its translation τ (φ) inML( ). τ is homomorphic for Boolean connectives and ⊤, and
otherwise it is inductively defined as follows:
τ (0) def= 2⊥; τ (φ ψ ) def= τ (φ) τ (ψ ); τ (n[φ]) def= 3(n ∧ τ (φ)) ∧ ¬(3⊤ 3⊤).
We prove that this translation is correct.
Lemma E.4. If (M,w) encodes T ∈ TSAL, for every φ be in SAL( ), T |= φ iffM,w |= τ (φ).
We are now ready to tackle the proof of Lemma E.4. Thanks to the previous three results, the proof can be achieved with an
easy structural induction.
Proof of Lemma E.4. LetM be defined as (W ,R,V ) and f be the witness of the encoding ofT in (M,w). The proof is by structural
induction on φ, as done for Lemma E.9 (again, the cases for ∧ and ¬ are omitted, see proof of Lemma A.1).
Base case: φ = ⊤. Trivially T |= ⊤ andM,w |= ⊤.
Base case: φ = 0.
• T |= 0
• if and only if T ≡ 0 (by definition of |=)
• if and only if f(w) ≡ 0 (by definition of f)
• if and only ifw < π1(R) (by definition of f)
• if and only ifM,w |= 2⊥ (by definition of |= for 2⊥)
• if and only ifM,w |= τ (0) (by definition of τ ).
Induction case: φ = n[ψ ]. For the left to right direction, suppose T |= n[ψ ]. Then,
1. there is T ′ such that T ≡ n[T ′] and T ′ |= ψ (by definition of |= and hypothesis T |= n[ψ ])
2. f(w) ≡ n[T ′] and there isw ′ ∈W such that {w ′} = R(w), f(w ′) ≡ T ′ andw ′ ∈ V (n) (from (1), by definition of f)
3. (M,w ′) encodes T ′ (from (2), by Lemma E.2)
4. M,w ′ |= τ (ψ ) (from (1) and (3), by the induction hypothesis)
5. M,w ′ |= n (fromw ′ ∈ V (n) (see 2), by definition of |=)
6. M,w ′ |= n ∧ τ (ψ ) (from (4) and (5), by definition of |=)
7. M,w |= 3(n ∧ τ (ψ )) (from (6) and (w,w ′) ∈ R (see 2), by def. of |=)
8. M,w |= ¬(3⊤ 3⊤) (from {w ′} = R(w) (see 2), by def. of |=)
9. M,w |= 3(n ∧ τ (ψ )) ∧ ¬(3⊤ 3⊤) (from (7) and (8), by def. of |=)
10. M,w |= τ (n[φ]) (from (9), by definition of τ ).
For the right to left direction, supposeM,w |= τ (n[φ]). Then,
1. M,w |= 3(n ∧ τ (ψ )) ∧ ¬(3⊤ 3⊤) (by def. of τ and hyp.M,w |= τ (n[φ]))
2. |R(w)| is at most 1 (fromM,w ̸ |= 3⊤ 3⊤ (1), by def. of |=)
3. (w,w ′) ∈ R andM,w ′ |= n ∧ τ (ψ ) for somew ′ ∈W (from (1), by def. of |=)
4. w ′ ∈ V (n) (from (3), by def. of |=)
5. M,w ′ |= τ (ψ ) (from (3), by def. of |=)
6. (M,w ′) encodes f(w ′) (by Lemma E.2, since (M,w) encodes T )
7. f(w ′) |= ψ (from (5) and (6), by the induction hypothesis)
8. T ≡ f(w) ≡ n[f(w ′)] (from (2), (3), (4) and (6), by definition of f)
9. there is T ′ (concretely, f(w ′)) such that T ≡ n[T ′] and T ′ |= ψ (from (7) and (8))
10. T |= n[ψ ] (from (9) by definition of |=).
Induction case: φ = ψ χ . For the left to right direction, suppose T |= ψ χ . Then,
1. there are T1 and T2 such that T ≡ T1 T2, T1 |= ψ and T2 |= χ (by definition of |=)
2. there are M1 and M2 such that M = M1 +w M2, (M1,w) encodes T1, and (M2,w) encodes T2 (from (1) and (M,w)
encodes T , by Lemma E.3.1)
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3. M1,w |= τ (ψ ) andM2,w |= τ (χ ) (from (1) and (2), by the induction hypothesis)
4. M |= τ (ψ ) τ (χ ) (from (2) and (3), by definition of |=)
5. M |= τ (ψ χ ) (from (4), by definition of τ )
For the right to left direction, supposeM,w |= τ (ψ χ ). Then,
1. there areM1 andM2 such thatM = M1 +w M2,M1,w |= τ (ψ ), andM2,w |= τ (χ ) (by definition of τ and |=)
2. there are T1 and T2 such that T ≡ T1 T2, (M1,w) encodes T1, and (M2,w) encodes T2 (from (1) and (M,w) encodes T ,
by Lemma E.3.2)
3. T1 |= ψ and T2 |= χ (from (1) and (2), by the induction hypothesis)
4. T |= ψ χ (from (2) and (3), by definition of |=) □
So, we can complete the reduction.
TheoremE.5. Letφ be in SAL( ) built over P ⊆fin AP andp < P.φ is satisfiable if and only if τ (φ)∧∧i ∈[1,size(φ)]2i ∨n∈P∪{p } (n∧∧
m∈(P∪{p })\{n} ¬m
)
is satisfiable.
Proof. Suppose φ satisfiable. Then, there isT such thatT |= φ. In general, it could be thatT contains ambient names that do not
appear in φ. However, we can assume that there is only one name in T that does not appear in φ and that name is p (as in the
statement of this theorem). Indeed, this assumption relies on the following property of static ambient logic (see [13], Lemma 8).
Let p,q be two ambient names not appearing in φ. ThenT |= φ iffT [p ← q] |= φ, whereT [p ← q] is the tree obtained
from T by replacing every occurrence of p with q.
Let (M,w) be a pointed forest, whereM = (W ,R,V ), encoding ofT (it exists by Lemma E.1). By Lemma E.4 we haveM,w |= τ (φ).
Let us recall the properties of the encoding of T by a model (M,w):
1. every world inW satisfies at most one propositional symbol in P;
2. there is a function f fromW to TSAL such that f(w) ≡ T and for every w ′ ∈ R∗(w), we have f(w ′) ≡ ∑i ∈[1,K ] ni [f(wi )]
where {w1, . . . ,wK } = R(w ′) and for all i ∈ [1,K],wi ∈ V (ni ) .
The first property together with the highlighted part of the second property imply that every world reachable in at least one step
fromw satisfies exactly one propositional symbol of P. Then triviallyM,w |= ∧i ∈[1,size(φ)]2i ∨n∈P∪{p } (n∧∧m∈(P∪{p })\{n} ¬m) .
Conversely, supposeψ = τ (φ)∧∧i ∈[1,size(φ)]2i ∨n∈P∪{p } (n∧∧m∈(P∪{p })\{n} ¬m) satisfiable. To prove the result it is sufficient
to show that there is a pair (M,w) encoding a tree T that satisfiesψ . Indeed, if this is the case then byM,w |= τ (φ) we obtain
T |= φ by Lemma E.4. Asψ is satisfiable, we know that there is a forestM = (W ,R,V ) and a worldw ∈W such thatM,w |= ψ .
It is important to notice that, as in Theorem E.10, we can get rid of all the parts beyond md(φ), so we can ensure that as
M,w |= ψ , then it is a encoding of some T , and therefore, T |= φ. □
From Sat(ML( )) to Sat(SAL( )). As explained in Section 6.1, to obtain a polynomial-time reduction from Sat(ML( )) to
Sat(SAL( )), we have to understand how to encode a finite set of propositional symbols. It is crucial to deal with two issues: we
need to avoid an exponential blow up in the representation, and we have to maintain information about the children of a node.
We solve both issues by representing a propositional symbol p as a particular ambient, and copying enough times the ambient
encoding p. Let P ⊆fin AP and n ∈ N>0, where N>0 denotes the set of positive natural numbers. LetM = (W ,R,V ) be a finite
forest andw ∈W . Let rel and ap be two ambient names not in P. The ambient name rel encodes the relation R whereas ap
can be seen as a container for propositional variables holding on the current world. We say that T ∈ TSAL is an encoding of
(M,w) with respect to P and n iff
1. every ambient name in T is from P ∪ {rel, ap};
2. there is a function f fromW to TSAL s.t. f(w) ≡ T and for everyw ′ ∈ R∗(w) there ism ≥ n s.t.
f(w ′) ≡
( ∑
i ∈[1,m]
ap[
∑
p∈P
w ′∈V (p)
p[0]]
) ∑
w ′′∈R(w ′)
rel[f(w ′′)]
We recall that given I = {i1, . . . , im}, ∑i ∈I Ti def= Ti1 Ti2 . . . Tim .
The figure below shows on the right a possible encoding of the model on the left.
It is easy to verify that (M,w) always admits such an encoding.
We start by stating three intermediate results about the encoding of a finite forest in a model of static ambient logic. These
lemmata will be fundamental to show the correctness of the translation in Lemma E.9. The first lemma below shows that such
an encoding always exists. In what follows, we call f (as in the definition of the encoding) the witness of the encoding of (M,w)
in T .
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Lemma E.6. LetM be a finite forest andw be one of its worlds. Let P ⊆fin AP and n ∈ N>0. There is a treeT ∈ TSAL that encodes
(M,w) w.r.t. P and n.
Proof. Let M = (W ,R,V ) be a model. By following directly the properties of the witness function, we define the tree T as
T P(W ,R,V )(w,n) where
T P(W ,R,V )(w,n) =
( ∑
i ∈[1,n]
ap[
∑
p∈P
w ∈V (p)
p[0]]
) ∑
w ′∈W
(w,w ′)∈R
rel[T P(W ,R,V )(w ′,n)]
AsM is a finite forest, for every w ∈W and n ∈ N, the computation of T P(W ,R,V )(w,n) terminates. Let f(w) def= T P(W ,R,V )(w,n).
Trivially, f witnesses that T is an encoding of (M,w) w.r.t. P and n. □
The second lemma can be seen as a semantical counterpart of the modality 3.
Lemma E.7. Let M be a finite forest and w be one of its worlds. Let P ⊆fin AP and n ∈ N>0. Let T ∈ TSAL be an encoding of
(M,w) with respect to P and n. Then,
1. For every n′ ≤ n, T is also an encoding of (M,w) with respect to P and n′.
2. Let f be a witness of this encoding. For everyw ′ accessible fromw it holds that f(w ′) is an encoding of (M,w ′) with respect
to P and n.
Proof. Both properties trivially follow from the definition of encoding. Moreover, for (2) notice that for every worldw ′ accessible
fromw the function f is also the witness that f(w ′) is an encoding of (M,w ′) with respect to P and n. □
The third lemma can be seen as the semantical counterpart of the modality .
Lemma E.8. Let M be a finite forest and w be one of its worlds. Let P ⊆fin AP and n ∈ N>0. Let T ∈ TSAL be an encoding of
(M,w) with respect to P and n. Let n1,n2 ∈ N such that n = n1 + n2. Then,
1. For allM1 andM2 such thatM = M1 +w M2 there are T1 and T2 such that T ≡ T1 T2, T1 is an encoding of (M1,w) with
respect to P and n1, and T2 is an encoding of (M2,w) with respect to P and n2.
2. For all T1 and T2 such that
T ≡ T1 T2 ∑i ∈[1,n] ap[∑p∈P, w ∈V (p) p[0]],
there areM1 andM2 such thatM = M1 +w M2 and
• T1 ∑i ∈[1,n1] ap[∑p∈P, w ∈V (p) p[0]] is an encoding of (M1,w) w.r.t. P and n1;
• T2 ∑i ∈[1,n2] ap[∑p∈P, w ∈V (p) p[0]] is an encoding of (M2,w) w.r.t. P and n2.
Proof. In the proof of both points, letM (as in the statement) be (W ,R,V ). Moreover, let f be the witness of the encoding of
(M,w) in T .
1. SupposeM1 = (W ,R1,V ) andM2 = (W ,R2,V ) such thatM = M1 +w M2. LetWw = {w1, . . . ,wK } def= {w ′ | (w,w ′) ∈ R},
W ′w
def
= {w ′ | (w,w ′) ∈ R1} and R′′w def= {w ′ | (w,w ′) ∈ R2} be the set of worlds accessible fromw by considering respectively
R, R1 and R2 as accessibility relations. By definition of M1 and M2, the two setsW ′w andW ′′w partitionWw . Then, let
W ′w = {wi1 , . . . ,wic } andW ′′w = {wic+1 , . . . ,wiK } (c ∈ [0,K]). By definition of f, it holds that
f(w) ≡ T ≡
( ∑
i ∈[1,m]
ap[
∑
p∈P
w ∈V (p)
p[0]]
) ∑
i ∈[1,K ]
rel[f(wi )].
wherem ≥ n. Asm ≥ n, there arem1 andm2 such thatm =m1 +m2,m1 ≥ n1 andm2 ≥ n2. From the properties of the
congruence relation ≡ we can show that T is equivalent to T1 T2, where
T1
def
=
(∑
i ∈[1,m1]
ap[
∑
p∈P
w ∈V (p)
p[0]]) ∑
j ∈[1,c]
rel[f(wi j )];
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T2
def
=
(∑
i ∈[1,m2]
ap[
∑
p∈P
w ∈V (p)
p[0]]) ∑
i ∈[c+1,K ]
rel[f(wi j )].
By definition, T1 T2 ≡ T . We now consider the two functions f1 and f2 defined as:
• f1(w) = T1 and f2(w) = T2
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈W ′w , f1(w ′′) = f(w ′′) and f2(w ′′) = 0;
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈W ′′w , f2(w ′′) = f(w ′′) and f1(w ′′) = 0;
• for everyw ′ ∈W s.t. (w,w ′) < R∗, f1(w ′) = f2(w ′) = 0.
By definition of the witness function and recalling thatm1 ≥ n1 andm2 ≥ n2, it is easy to show that f1 witnesses that T1
is an encoding of (M1,w) w.r.t. P and n1, whereas f2 witnesses that T2 is an encoding of (M2,w) w.r.t. P and n2.
2. Suppose now T1 and T2 such that
T ≡ T1 T2 ∑i ∈[1,n] ap[∑p∈P, w ∈V (p) p[0]].
By recalling that n = n1 + n2, from the properties of the congruence relation ≡, we can then show that T is equivalent to
(†)
(
T1
∑
i ∈[1,n1]
ap[
∑
p∈P
w ∈V (p)
p[0]]
) (
T2
∑
i ∈[1,n2]
ap[
∑
p∈P
w ∈V (p)
p[0]]
)
Then, for j ∈ {1, 2} let
T ′j
def
= Tj
∑
i ∈[1,nj ] ap[
∑
p∈P, w ∈V (p) p[0]]
so thatT ≡ T ′1 T ′2 . In order to conclude the proof, we have to show that it is possible to partition R into R1 and R2 so that
M1 = (W ,R1,V ),M2 = (W ,R2,V ),M = M1 +w M2 and
• T ′1 is an encoding of (M1,w) w.r.t. P and n1;
• T ′2 is an encoding of (M2,w) w.r.t. P and n2.
We consider the accessibility relation R. LetWw = {w1, . . . ,wK } def= {w ′ | (w,w ′) ∈ R} be the set of worlds that are
accessible fromw (notice that this set could be empty). AsT is an encoding of (M,w), we have the following equivalence:
f(w) ≡ T ≡
( ∑
i ∈[1,m]
ap[
∑
p∈P
w ∈V (p)
p[0]]
) ∑
i ∈[1,K ]
rel[f(wi )],
with m ≥ n. Notice that if Ww is empty then we have that ∑i ∈[1,K ] rel[f(wi )] is equivalent to the empty tree 0.
Following the equivalence betweenT and (†), we know that we can partitionWw into two setsW ′w = {wi1 , . . . ,wic } and
W ′′w = {wic+1 , . . . ,wiK } (c ∈ [0,K]) so that, for somem1,m2 ∈ N such thatm =m1 +m2,m1 ≥ n1 andm2 ≥ n2 we have
• T ′1 ≡
( ∑
j ∈[1,c] rel[f(wi j )]
) ∑
i ∈[1,m1] ap[
∑
p∈P, w ∈V (p) p[0]];
• T2 ≡
( ∑
j ∈[c+1,K ] rel[f(wi j )]
) ∑
i ∈[1,m2] ap[
∑
p∈P, w ∈V (p) p[0]].
By relying on the partitioning ofWw intoW ′w andW ′′w it is easy to show that we can derive two finite forests M1 =
(W ,R1,V ) andM2 = (W ,R2,V ) such that
• M = M1 +w M2;
• everyw ′ ∈W ′w is accessible fromw in R1, i.e. (w,w ′) ∈ R1;
• everyw ′′ ∈W ′′w is accessible fromw in R2, i.e. (w,w ′′) ∈ R2.
By defining R1 def= {(w ′,w ′′) ∈ R | there isw ′′′ ∈W ′w such that (w ′′′,w ′′) ∈ R∗} and R2 def= R \ R1 we obtainM1 andM2
satisfying these properties. It is now sufficient to consider the two functions f1 and f2 defined as:
• f1(w) = T ′1 and f2(w) = T ′2
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈W ′w , f1(w ′′) = f(w ′′) and f2(w ′′) = 0;
• for everyw ′′ ∈W s.t. (w ′,w ′′) ∈ R∗ for somew ′ ∈W ′′w , f2(w ′′) = f(w ′′) and f1(w ′′) = 0;
• for everyw ′ ∈W s.t. (w,w ′) < R∗, f1(w ′) = f2(w ′) = 0.
By definition of the witness function, f1 witnesses the encoding of T ′1 in (M1,w), and f2 witnesses the encoding of T ′2 in
(M2,w). □
In the figure just above, we present a model forML( ) (on the left), and one possible encoding (on the right), via some f and
w.r.t. n. We define the translation of φ, written τ (φ), into SAL( ). It is homomorphic for Boolean connectives and ⊤, τ (p) def=
⟨ap⟩⟨p⟩⊤ and otherwise it is inductively defined:
τ (3φ) def= ⟨rel⟩τ (φ);
τ (φ ψ ) def= (τ (φ) ∧ ⟨ap⟩≥size(φ)⊤) (τ (ψ ) ∧ ⟨ap⟩≥size(ψ )⊤) ,
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where ⟨n⟩≥kφ is the graded modality defined as ⊤ for k = 0, otherwise (⟨n⟩φ) ⟨n⟩≥k−1φ. In the translation of , the model
of SAL( ) has to be split in such a way that both subtrees contain enough ap ambients to correctly answer to the formula
⟨ap⟩⟨p⟩⊤. It is easy to see that the size of τ (φ) is quadratic in size(φ).
Lemma E.9. LetM be a finite forest andw be one of its worlds. Let P ⊆fin AP and n ∈ N>0. Let T be an encoding of (M,w) w.r.t
P and n. For every formula φ built over P with size(φ) ≤ n, we haveM,w |= φ iff T |= τ (φ).
Proof. LetM be a model (W ,R,V ). and f be the witness thatT encodes (M,w)with respect to P and n. The proof is by structural
induction on φ and it is quite straightforward (cases for ∧ and ¬ omitted, see the proof of Lemma A.1).
Base case: φ = p.
• M,w |= p
• if and only ifw ∈ V (p) (by definition of |=)
• if and only if there are T1,T2 ∈ TSAL such that f(w) ≡ T ≡ ap[p[0] T1] T2 (by def. of f)
• if and only if T |= ⟨ap⟩⟨p⟩⊤ (by definition of |=)
• if and only if T |= τ (p) (by definition of τ ).
Induction case: φ = 3ψ . For the left to right direction, supposeM,w |= 3ψ . Then,
1. there isw ′ ∈W s.t. (w,w ′) ∈ R andM,w ′ |= ψ (by def. of |= and hyp.M,w |= 3ψ )
2. f(w ′) is an encoding of (M,w ′) w.r.t. P and n (from (w,w ′) ∈ R (see 1), by Lemma E.7.2)
3. f(w ′) |= τ (ψ ) (from (1) and (2), by the induction hypothesis)
4. there is T ′ ∈ TSAL s.t. f(w) ≡ T ≡ rel[f(w ′)] T ′ (by def. of f, as T encodes (M,w))
5. T |= ⟨rel⟩τ (ψ ) (from (3) and (4), by definition of |=)
6. T |= τ (3ψ ) (from (5), by definition of τ ).
For the right to left direction, suppose T |= τ (3ψ ). Then,
1. T |= ⟨rel⟩τ (ψ ) (by definition of τ )
2. T ≡ rel[T1] T2 and T1 |= τ (ψ ) for some T1,T2 ∈ TSAL (from (1), by def. of |=)
3. there isw ′ ∈W s.t. (w,w ′) ∈ R and f(w ′) ≡ T1 (from (2) and f(w) ≡ T , by def. of f)
4. T1 is an encoding of (M,w ′) w.r.t. P and n (from (3), by Lemma E.7.2)
5. M,w ′ |= ψ (from (2) and (4), by the induction hypothesis)
6. M,w |= 3(ψ ) (from (w,w ′) ∈ R (see 3) and (5), by definition of |=).
Induction case: φ = ψ χ For the left to right direction, supposeM,w |= ψ χ . Then,
1. M1,w |= ψ andM2,w |= χ for someM1 andM2 such thatM = M1 +w M2 (by def of |= and hyp.M,w |= ψ χ )
2. There are n1,n2 ∈ N s.t. n1+n2 = n, n1 ≥ size(ψ ) and n2 ≥ size(χ ) (as n ≥ size(φ) = size(ψ )+size(χ )+1 by hypothesis)
3. there areT1 andT2 such thatT ≡ T1 T2,T1 is an encoding of (M1,w) with respect to P and n1, andT2 is an encoding of
(M2,w) with respect to P and n2 (from (1), (2) and since T is an encoding of (M,w), from Lemma E.8.1)
4. T1 |= τ (ψ ) and T2 |= τ (χ ) (from (1) and (3), by the induction hypothesis)
5. T1 |= ⟨ap⟩≥size(ψ )⊤ and T2 |= ⟨ap⟩≥size(χ )⊤ (from (3), by the definition of witness of an encoding, recalling that
n1 ≥ size(ψ ) and n2 ≥ size(χ ))
6. T |= τ (ψ χ ) (from T ≡ T1 T2 (see 3), (4) and (5), by def. of |= and τ ).
For the right to left direction, suppose T |= τ (ψ χ ).
1. There are two trees T1 and T2 such that T ≡ T1 T2, T1 |= τ (ψ ) ∧ ⟨ap⟩≥size(ψ )⊤ and T2 |= τ (χ ) ∧ ⟨ap⟩≥size(χ )⊤ (by
definition of τ and |=)
2. f(w) ≡ T ≡
( ∑
i ∈[1,m]
ap[
∑
p∈P
w ∈V (p)
p[0]]
) ∑
i ∈[1,k ]
rel[f(wi )] for somem ≥ n
(by hypothesis T encodes (M,w))
3. there are n1,n2 ∈ N, T ′1 and T ′2 so that n = n1 + n2, n1 ≥ size(ψ ), n2 ≥ size(χ ) and
T1 ≡ T ′1 |
∑
i ∈[1,n1]
ap[
∑
p∈P
w ∈V (p)
p[0]] T2 ≡ T ′2 |
∑
i ∈[1,n2]
ap[
∑
p∈P
w ∈V (p)
p[0]]
(from (1) and (2) as otherwise T1 ̸ |= ⟨ap⟩≥size(ψ )⊤ or T2 ̸ |= ⟨ap⟩≥size(χ )⊤)
4. T ≡ T ′1 | T ′2 |
∑
i ∈[1,n]
ap[
∑
p∈P
w ∈V (p)
p[0]]
(from T ≡ T1 T2 (see 1) and (3) by the definition of ≡)
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5. there areM1 andM2 s.t.M = M1 +w M2,T1 is an encoding of (M1,w) w.r.t. P and n1, andT2 is an encoding of (M1,w)
w.r.t. P and n2 (from (3) and (4), by Lemma E.8.2)
6. M1,w |= ψ andM2,w |= χ (from (1) and 5, by the induction hypothesis)
7. M,w |= ψ χ (fromM = M1 +w M2 (see 5) and (6), by definition of |=) □
The subset of TSAL encoding pointed forests can be properly approximated, which completes our reduction.
Theorem E.10. Let φ be inML( ) built over P. φ is satisfiable iffψ below is satisfiable:
ψ def= τ (φ) ∧
∧
i ∈[0,size(φ)]
[rel]i
(
⟨ap⟩≥size(φ)⊤ ∧
∧
p∈P
(⟨ap⟩⟨p⟩⊤ ⇒ [ap]⟨p⟩⊤) ∧ [ap]∑
p∈P
(p[0] ∨ 0)
)
.
Now, we are ready to provide the proof of the correctness of the reduction from Sat(ML( )) to Sat(SAL( )).
Proof. Let φ be inML( ) built over propositional variables in P ⊆fin AP. For the left to the right direction, suppose that φ is
satisfiable. There exist a finite forestM and a worldw such thatM,w |= φ. Let T be an encoding of (M,w) via f, with respect
to P and size(φ). Given a tree T congruent to n[T ′] T ′′, by an n-successor of T , we mean a tree T ′.
First, by Lemma E.9 we know thatT |= τ (φ). For the second conjunct, suppose f(w) has at least one rel-successor, otherwise
it becomes trivially true. Take some child f(w ′) reachable from f(w) in an arbitrary number of rel steps. So, by the definition of
f, there is at least size(φ) ap-successors. On the other hand, suppose ⟨ap⟩⟨p⟩⊤ is true at f(w ′), for p ∈ P. Again, since f(w ′) is
an encoding of (M,w ′), for each ap-successor of f(w ′), there exists a p-successor. Finally, to check [ap]∑p∈P(p[0] ∨ 0), notice
that each ap-successor of f(w ′) is either the ambient 0 (in case the valuation ofw ′ is the empty set), or there are successors via
some p ∈ P, and these successors are the ambient 0.
For the other direction, suppose T |= ψ , for some T ∈ TSAL. Let P′ = P ∪ {rel, ap} and T |P′ be the tree obtained from T by
replacing with 0 every occurrence of n[T ′] s.t. n < P′. One can show that T |P′ |= τ (φ). Let us extend adequately the notion of
modal degree to formulae in SAL( ), for example by counting the maximal number of imbricated formulae of the form n[·].
Notice that a property similar to Lemma A.1 (Appendix A) holds for SAL( ), so we can remove all the parts of the model which
are not reachable beyond md(ψ ) steps. Hence, w.l.o.g., we can assume that T such that T |= ψ has tree depth at most md(ψ )
with md(τ (φ)) ≤ md(ψ ) ≤ md(φ) + 2. As seen earlier, T |P′ |= τ (φ). What about the satisfaction of
ψ ′ def=
∧
i ∈[0,size(φ)]
[rel]i
(
⟨ap⟩≥size(φ)⊤ ∧
∧
p∈P
(⟨ap⟩⟨p⟩⊤ ⇒ [ap]⟨p⟩⊤) ∧ [ap]∑
p∈P
(p[0] ∨ 0)
)
?
It is easy to show that T |P′ |= ψ ′, as transforming T to T |P′ does not remove any edge labelled by a name in {ap} ∪ P, which is
the set of names that may occur inψ ′ with a “⟨·⟩ polarity”. Note thatT |P′ is almost the encoding of some pointed forest, except
that there may exist a subtree reachable from the root with a path reld with d = md(φ) that does not satisfy the conditions
for being part of an encoding. Thanks to the satisfaction ofψ ′, we know that the subtree is congruent to a tree of the form
T ′ ap[T1 · · · Tn] · · · ap[T1 · · · Tn]
where P = {p1, . . . ,pn}, and each Ti is either 0 or pi [0]. Moreover, T ′ is not congruent to a tree of the form ap[T ′′] T⋆. In T |P′ ,
we replace that occurrence of the subtree by ap[T1 · · · Tn] · · · ap[T1 · · · Tn]. By performing all the necessary replacements,
we obtain a tree T ′ that is the encoding of some pointed forest (M,w) with respect to size(φ) and P′. Note also that ψ ′ is
satisfied by T ′ because we took the precaution to keep the subtrees of the form ap[T1 · · · Tn] · · · ap[T1 · · · Tn]. Similarly,
one can show by structural induction that T ′ |= τ (φ), using essentially that in the formula tree of τ (φ), there is no branch with
strictly more than d + 1 ⟨rel⟩ nodes and the truncations to defineT ′ preserve the number of ap-successors. By Lemma E.9, we
conclude thatM,w |= φ. □
E.2 Proofs of Section 6.2 (Modal Separation Logic)
LetM = (W ,R,V ) be a finite forest andw ∈W . LetM′ = (W ′,R′,V ′) andw ′ ∈W ′ be a model ofMSL(∗,3−1). Given n ∈ N and
r ∈ AP, we say that (M′,w ′) is an (n, r )-encoding of (M,w) if and only if there is a bijection f : (R |≤nw )∗(w) → (R′−1 |≤nw ′ )∗(w ′)
such that
1. f(w) = w ′ and for every (w1,w2) ∈ R |≤nw , (f(w2), f(w1)) ∈ R′−1 |≤nw ′ ;
2. for every p ∈ AP \ {r } andw1 ∈ (R |≤nw )∗(w),w1 ∈ V (p) ⇔ f(w1) ∈ V ′(p);
3. V ′(r ) ∩ (R |≤nw )∗(w) = {w}.
Recall that (R |≤nw )∗(w) corresponds to the set of worlds appearing in R |≤nw . Notice that then, in particular f describes a tree
isomorphism between the trees defined from R |≤nw and R′−1 |≤nw ′ . Moreover, for every n ≥ 2, if (M′,w ′) is a n-encoding of (M,w)
then (M′,w ′) is also a (n − 1)-encoding of (M,w).
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Lemma E.11. Let φ inML(∗). LetM = (W ,R,V ) be a finite forest andw ∈W . LetM′ = (W ′,R′,V ′) andw ′ ∈W ′ be a model
ofMSL(∗,3−1) such that (M′,w ′) is a (n, r )-encoding of (M,w), for some n ≥ md(φ) and r ∈ AP not appearing in φ. Then,
M,w |= φ ⇔ M′,w ′ |= φ[3← 3−1].
Proof. The result is proven with a rather straightforward structural induction on φ, by using the property of f, the bijection
witnessing that (M′,w ′) is an (n, r )-encoding of (M,w). The base case for atomic propositions, as well as the inductive cases
for Boolean connectives are trivial. For the inductive cases 3ψ and φ1 ∗ φ2, we have
(φ = 3ψ ). (⇒) If M,w |= 3ψ then there is w1 ∈ R(w) such that M,w1 |= ψ . It is easy to see that (M′, f(w1)) is a (n − 1, r )-
encoding of (M,w1). By the induction hypothesis,M′, f(w1) |= ψ [3← 3−1]. Moreover, by definition of f, (f(w1),w ′) ∈
R′−1. Hence,M′,w ′ |= 3−1ψ [3← 3−1]. The other direction is analogous.
(φ = φ1 ∗ φ2) (⇒) IfM,w |= φ1 ∗ φ2 then there areM1 = (W ,R1,V ) andM2 = (W ,R2,V ) s.t.M = M1 +M2,M1,w |= φ1 and
M2,w |= φ2. We partition R′ into R′1 and R′2 (hence,M′ = (W ′,R′1,V ′) + (W ′,R′2,V ′)) so that
• for every (w1,w2) ∈ R1 |≤nw R′1−1, (w2,w1) ∈ R′1;
• for every (w1,w2) ∈ R2 |≤nw R′1−1, (w2,w1) ∈ R′2.
From the first property of f, this partitioning can always be done, and moreover ((W ′,R′1,V ′),w ′) can be shown to
be a (n, r )-encoding of (M1,w), whereas ((W ′,R′2,V ′),w ′) is a (n, r )-encoding of (M2,w). By the induction hypothesis,
(W ′,R′1,V ′),w ′ |= φ1[3← 3−1] and (W ′,R′2,V ′),w ′ |= φ2[3← 3−1]. Thus,M′,w ′ |= (φ1 ∗ φ2)[3← 3−1]. The other
direction is analogous. □
LemmaE.12. Letφ inML(∗). Let locacycl be theMSL(∗,3−1) formula r∧∧i ∈[1,md(φ)](2−1)i¬r , where r is an atomic proposition
no appearing in φ. φ is satisfiable w.r.t.ML(∗) if and only if φ[3← 3−1] ∧ locacycl is satisfiable w.r.t.MSL(∗,3−1).
Proof. (⇒): Let φ be satisfiable and suppose M = (W ,R,V ) be a finite forest and w ∈ W s.t. (M,w) |= φ. W.l.o.g. assume
W ⊆fin N. Let us consider theMSL(∗,3−1) modelM′ = (N,R−1,V ′), whereV ′(r ) def= {w} whereas for every p ∈ AP \ {r }
V ′(p) = V (p).
It is straightforward to show that (M′,w) is a (md(φ), r )-encoding of (M,w). SinceM is acyclic, so isM′ and from the
definition of V ′ we conclude thatM,w |= locacycl. By Lemma E.11,M,w |= φ[3← 3−1].
(⇐): Let φ[3 ← 3−1] ∧ locacycl be satisfiable. Let M′ = (W ′,R′,V ′) be a model of MSL(∗,3−1) and w ′ ∈ W ′ such that
M′,w ′ |= φ[3← 3−1] ∧ locacycl. Let us consider the Kripke-like structureM = (W ,R,V ) such that
• R = R′−1 |≤md(φ)w ′ ;
• W = R∗(w ′), i.e. the set of worlds appearing in R′−1 |≤md(φ)w ′ ;• for every p ∈ AP, V (p) = V ′(p) ∩W .
By (M′,w ′) |= locacycl, we can show that R is acyclic. Hence,M is a finite forest. By definition, (M′,w ′) is a (md(φ), r )-
encoding of (M,w ′). Thus, from (M′,w ′) |= φ[3← 3−1] and by Lemma E.11, we conclude that (M,w ′) |= φ. □
