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Abstract—Deep neural networks (DNNs) have been employed
for designing wireless networks in many aspects, such as
transceiver optimization, resource allocation, and information
prediction. Existing works either use fully-connected DNN or
the DNNs with specific structures that are designed in other
domains. In this paper, we show that a priori information widely
existed in wireless tasks is permutation invariant. For these tasks,
we propose a DNN with special structure, where the weight
matrices between layers of the DNN only consist of two smaller
sub-matrices. By such way of parameter sharing, the number
of model parameters reduces, giving rise to low sample and
computational complexity for training a DNN. We take predictive
resource allocation as an example to show how the designed DNN
can be applied for learning the optimal policy with unsupervised
learning. Simulations results validate our analysis and show
dramatic gain of the proposed structure in terms of reducing
training complexity.
Index Terms—Deep neural networks, a priori information,
permutation invariant, parameter sharing
I. INTRODUCTION
Deep neural networks (DNNs) have been introduced to
design wireless networks recently in various aspects, ranging
from signal detection and channel estimation [1], multi-cell
coordinated beamforming [2], inter-cell interference manage-
ment [3], resource allocation [4]–[7], traffic load prediction
[8], and uplink/downlink channel calibration [9], etc.
These research efforts are motivated by the fact that DNNs
can learn an input-output relation thanks to the universal
approximation theorem [10]. For the tasks of transceiver
design and resource allocation, the relation is the dependence
of a concerned policy (e.g., beamforming vector or power
allocation) on the input parameters (e.g., channel gains). For
the tasks of information prediction, the relation is the temporal
correlation between historical and future samples of a time
series (e.g., traffic load at a base station).
In the literature of solving wireless problems with DNNs,
the considered structure of the DNNs is either the fully-
connected (FC)-DNN to illustrate how deep learning can
be employed for wireless applications [1]–[3], [9], or the
combination of several variants of existing DNNs adequate for
the specific tasks [5], [6], [8]. Most of these DNNs are trained
with labels, disregard the fact that gathering or generating
large number of training samples is cost-prohibitive or time-
consuming. While the recently proposed frameworks for a
large class of wireless problems, learning to optimize, have
leveraged the feature of this type of applications such that
the labels for training no longer need to generate [4], [5],
[11], the sample and computational complexity is still quite
high for complex problems. Even though the computational
complexity of off-line training is less of a concern in a
static environment, wireless networks often operate in highly
dynamic environments. Hence the DNNs have to be re-trained
whenever the input parameters change significantly, or even
need to be trained in an on-line manner. For example, the DNN
in [2] for coordinated beamforming needs to be re-trained in
each time duration in the scale of minutes. Therefore, training
DNNs efficiently is critical for wireless applications.
A promising way of designing efficient DNN is to introduce
adequate structure for specific tasks. For example, convolu-
tional neural network (CNN) is efficient for learning images,
and recurrent neural network (RNN) is efficient for predicting
time-series. While some wireless applications are analogous
to image processing hence can use CNN and some wireless
applications are concerned with information prediction hence
can use RNN, wireless problems themselves also have unique
feature. In many wireless tasks, the relation between concerned
solutions and relevant parameters satisfies a property of per-
mutation invariant. For example, if the permutation of multiple
users’ channel gains changes, the permutation of allocated
resources to the users also changes. This is because each user’s
resource allocation depends on its own channel but not on the
permutation of other users’ channels [2]–[6]. Such a priori
information can be exploited to design the structure of DNNs
for these wireless tasks.
In this paper, we strive to show how to design a DNN by
harnessing the a priori information of permutation invariant.
We show that for the wireless tasks with such property, the
DNN with a special structure can represent the relation of
concerned, where the model parameters in most hidden nodes
are identical. The proposed DNN with the special structure
can be incorporated with any design of DNN that accounting
for the features of wireless problems. To illustrate how to use
the DNN structure, we consider a problem of finding the op-
timal predictive resource allocation (PRA) with unsupervised
learning. Simulation results show that much fewer samples
and much lower computational complexity are required for
training the DNN with parameter sharing. The proposed DNN
structure can be widely applied for wireless tasks, including
but not limited to the tasks in [2]–[6], [8], [11].
Notations: E{·} denotes mathematical expectation, ‖ · ‖
denotes two-norm, ‖ · ‖1 denotes the summation of all the
absolute-termed elements in a vector or matrix, and (·)H
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denotes conjugate transpose, 1 denotes a column vector with
all elements being 1.
II. DNN FOR TASKS WITH PERMUTATION INVARIANT
For many wireless tasks such as resource allocation and
transceiver design, the solution y = f(x) is a function of
known parameters x, where x = [x1, · · · ,xK ] and y =
[y1, · · · ,yK ].
Definition 1. For arbitrary permutation to x, i.e., x˜ =
[xN1 , · · · ,xNk ], where N1, · · · , NK is arbitrary permutation
of 1, · · · ,K, if y˜ = f(x˜) = [yN1 , · · · ,yNK ], which is
the corresponding permutation to y = f(x), then f(x) is
permutation invariant to x.
A widely-existed relationship between the solution y and
the parameters x in wireless communications is permutation
invariant to x, where the kth block in y can be expressed as
yk = ζ(ψ(xk),
∑K
n=1,n6=k φ(x
n)), k = 1, · · · ,K, (1)
where ζ(·), ψ(·) and φ(·) are arbitrary functions. This is be-
cause for any permutation of x, x˜ = [xN1 , · · · ,xNK ], the kth
block of y˜ is y˜k = ζ(ψ(xNk),
∑K
n=1,n6=Nk φ(x
n)) = yNk .
Hence, the solution corresponding to x˜ is y˜ = [y˜1, · · · , y˜K ] =
[yN1 , · · · ,yNK ].
For example, for the task of optimizing transceivers to
coordinate interference among K users, xk is the channel
vector of the kth user and yk is the transceiver for the kth
user [3]. The optimized transceiver can be expressed as yk =
ζ
(
ψ(xk)/(
∑K
n=1,n6=k φ(x
n))
)
that depends on the signal to
interference ratio, where ψ(xk) reflects the received signal at
the kth user, and
∑K
n=1,n6=k φ(x
n) reflects the interference
from other users.
In fact, a more general relationship than (1) can be proved
as permutation invariant to x.
Proposition 1. The sufficient and necessary condition that
y = f(x) is permutation invariant to x is,
yk = ζ(ψ(xk),FKn=1,n6=kφ(xn)), k = 1, · · · ,K, (2)
where ζ(·), ψ(·) and φ(·) are arbitrary functions, and F is
arbitrary operation satisfying the commutative law.
Proof: See Appendix A.
The relationship in (2) has two properties: (i) the impact of
xk and the impact of other blocks xn, n 6= k in x on yk are
different, and (ii) the impact of every single block xn, n 6= k
on yk does not need to differentiate.
When we use DNN for wireless tasks, the essential design
goal is to learn a function y = f(x,W), where x and y
are respectively the input and output of the DNN, and W is
the model parameters that need to be trained. When f(x,W)
is permutation invariant to x, we can reduce the number of
model parameters by introducing parameter sharing into the
FC-DNN, as shown in Fig. 1.
The input-output relation of FC-DNN can be expressed as,
y=f(x,W),g(W[L−1,L]g(· · · g(W[1,2]x+b[2]) · · · )+b[L]),
(3)
where g(·) is the activation function of each layer (here we
let the activation function in each layer be same for notational
simplicity), W[l−1,l] is the weight matrix between the (l−1)th
layer and the lth layer, b[l] is the bias of the lth layer, W =
{{W[l−1,l]}Ll=2, {b[l]}Ll=1}, and L is the number of hidden
layers.
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Fig. 1. Structure of the DNN with parameter sharing, where in each layer
the links with the same color are with the same weights, i.e., U[l−1,l] and
V[l−1,l].
We can construct the weight matrices with special structure
to make f(x,W) permutation invariant to x.
Proposition 2. The weight matrices with the following struc-
ture can make f(x,W) in (3) permutation invariant to x,
W[l−1,l] =

U[l−1,l] V[l−1,l] · · · V[l−1,l]
V[l−1,l] U[l−1,l] · · · V[l−1,l]
...
...
. . .
...
V[l−1,l] V[l−1,l] · · · U[l−1,l]
 , (4)
where U[l−1,l] and V[l−1,l] are sub-matrices with the numbers
of rows and columns respectively equal to the numbers of
elements in h[l],k and h[l−1],k, and h[l],k and h[l−1],k are
respectively the kth block in the output of the lth and (l−1)th
hidden layers, k = 1, · · · ,K, l = 2, · · · , L.
Proof: See Appendix B.
In (4), all the diagonal sub-matrices of W[l−1,l] are U[l−1,l],
which are the model parameters to learn the impact of xk
on yk. All the other sub-matrices are V[l−1,l], which are the
model parameters to learn the impact of xn, n 6= k on yk.
In this way of parameter sharing, the training complexity of
the DNN can be reduced since only two sub-matrices need to
be trained in each layer. In what follows, we provide several
examples, say information prediction and learning to optimize
wireless systems, to explain the role of the two sub-matrices.
1) Information Prediction: We take the traffic load predic-
tion for K base stations (BSs) as an example [8]. The kth
block of the input x and output y of the DNN are respectively
xk and yk, where xk includes the historical traffic load and
the location information of the kth BS, yk is the future traffic
load of the kth BS. U[l−1,l] is used to learn the temporal
correlation between the past and future traffic load of each BS,
and V[l−1,l] is used to learn the temporal-spatial correlation
between the future traffic load of each BS and the past traffic
load of other BSs.
2) Interference Coordination: To learn the optimized
transceivers for coordinating inter-cell interference as in [3],
xk and yk are the instantaneous channel vector and transceiver
for the kth user, respectively. We use U[l−1,l] to learn the
impact of each user’s channel on its own transceiver, and use
V[l−1,l] to learn the impact of other users’ channels on each
user’s transceiver, i.e., interference.
3) Predictive Resource Allocation: To learn the optimal
resource allocation plan for each user as in [6], xk is the
predicted average data rates of the kth user in a prediction
window with duration Tf , and yk is the predicted plan for the
user. We use U[l−1,l] to learn the impact of each user’s past
average data rates on its own plan, and use V[l−1,l] to learn
the impact of other users’s average rates on each user’s plan,
i.e., the total resource occupied by other users.
When Tf = 1, PRA degenerates to non-PRA. Since the
dimension of xk and yk and hence the scale of the DNN
increases with Tf , in the sequel we use PRA to illustrate how
to use parameter sharing to reduce the training complexity.
III. CASE STUDY: PREDICTIVE RESOURCE ALLOCATION
In this section, we illustrate how the optimal solution of
a resource allocation policy can be learned by a DNN with
parameter sharing. We consider unsupervised learning, while
the basic idea is also applicable to supervised learning.
A. Problem Statement and Formulation
1) System Model: Consider a wireless network with Nb
cells, where each BS is equipped with Ntx antennas and
connected to a central processor (CP). The BSs may serve both
real-time traffic (e.g., phone calls) and non-real-time (NRT)
traffic (e.g., file downloading). Since real-time service is with
higher priority, NRT traffic is served with residual resources of
the network after the quality of real-time service is guaranteed.
We design PRA for mobile stations (MSs) requesting NRT
service. Suppose that K ≤ Kmax MSs in the network initiate
requests at the beginning of a prediction window, and the kth
MS (denoted as MSk) requests a file with Bk bits, where
Kmax is the maximal number of MSs that the network can
serve simultaneously.
Time is discretized into frames each with duration ∆, and
each frame includes Ts time slots each with duration of unit
time. The durations are defined according to the channel
variation, i.e., the coherence time of large scale fading (i.e.,
path-loss and shadowing) and small scale fading due to user
mobility. The prediction window contains Tf frames.
Assume that a MS is only associated to the BS with the
highest average channel gain (i.e., large scale channel gain) in
each frame. To avoid multi-user interference, each BS serves
only one MS with all residual bandwidth and transmit power
after serving real-time traffic in each time slot, and serves
multiple MSs in the same cell in different time slots. Assume
that the residual transmit power is proportional to the residual
bandwidth [12], then the achievable rate of MSk in the tth time
slot of the jth frame can be expressed as Rkj,t = Wj,t log2
(
1+
αkj ‖γkj,t‖2
σ20
Pmax
)
, where Wj,t and Pmax are respectively the
residual bandwidth in the tth time slot of the jth frame and the
maximal transmit power, σ20 is the noise power, γ
k
j,t ∈ CNtx×1
is the small scale channel vector with E{γkj,t} = Ntx, αkj is
the large scale channel gain. When Ntx and Ts are large, it
is easy to show that the time-average rate in the jth frame of
MSk can be accurately approximated as,
Rkj ,
1
Ts
Ts∑
t=1
Rkj,t=
1
Ts
Ts∑
t=1
Wj,t log2
(
1 +
αkj ‖γkj,t‖2
σ20
Pmax
)
≈ Wj log2
(
1 +
αkjNtx
σ20
Pmax
)
, (5)
where Wj = 1Ts
∑Ts
t=1Wj,t is the time-average residual
bandwidth in the jth frame.
The time-average rates of each MS in the frames of the
prediction window can either be predicted directly [13] or
indirectly by first predicting the trajectory of each MS [14]
and the RT traffic load of each BS [8] and then translating to
average channel gains and residual bandwidth [7].
2) Optimizing Predictive Resource Allocation Plan: We
aim to optimize a resource allocation plan that minimizes
the total transmission time required to ensure the quality of
service (QoS) of each MS. The plan for MSk is denoted as
sk = [sk1 , · · · , skTf ]H, where skj is the fraction of time slots
assigned to the MS in the jth frame. The objective function
can be expressed as
∑K
k=1
∑Tf
j=1 s
k
j . To guarantee the QoS,
the requested file should be completely downloaded to the MS
before an expected deadline. For mathematical simplicity, we
let the duration between the time instant when a MS initiates
a request and the transmission deadline equals to the duration
of the prediction window. Then, the QoS constraint can be
expressed as
∑Tf
j=1 s
k
jR
k
j /Bk∆ = 1. Denote r
k
j , Rkj /Bk∆
and rk = [rk1 , · · · , rkTf ]H, which is called average rate in the
sequel. The optimization problem can be formulated as,
P1 : min
S
‖S‖1 (6a)
s.t. S ·RH ? I = I, (6b)
S ·MHi ? I  I, i = 1, · · · , Nb, (6c)
where S = [s1, · · · , sK ],R = [r1, · · · , rK ], (Mi)kj = 1 or 0
if MSk associates or not associates to the ith BS in the jth
frame, I is the identity matrix, (·)kj stands for the element
in the kth row and jth column of a matrix. (6b) is the QoS
constraint, and (6c) is the resource constraint that ensures the
total time allocated in each frame of each BS not exceeding
one frame duration. In (6b) and (6c), “·” denotes matrix
multiplication, and “?” denotes element wise multiplication,
A  B and A  B mean that each element in A is not
larger or smaller than each element in B, respectively.
After the plan for each MS is made by solving P1 at the start
of the prediction window, a transmission progress can be com-
puted according to the plan as well as the predicted average
rates, which determines how much data should be transmitted
to each MS in each frame. Then, each BS schedules the MSs
in its cell in each time slot, see details in [12].
B. Unsupervised Learning for Resource Allocation Plan
Problem P1 is a convex optimization problem, which can be
solved by interior-point method. However, the computational
complexity scales with O(KTf )3.5, which is prohibitive. To
reduce on-line complexity, we can design a DNN to learn
the optimal resource allocation plan. To reduce the off-line
complexity in generating labels, we train the DNN with
unsupervised learning. To this end, we transform problem P1
into a functional optimization problem as suggested in [11],
from which the relationship between the optimal solution of
P1 and the known parameters can be found.
Denote the relationship as S(θ), which can be found from
the following problem as proved in [11],
P2 : min
S(θ)
Eθ{‖S(θ)‖1} (7a)
s.t. S(θ) ·RH ? I = I, (7b)
S(θ) ·MHi ? I  I, i = 1, · · · , Nb. (7c)
where θ = {R,M1, · · · ,MNb} are the known parameters.
Problem P2 is convex, hence it is equivalent to its La-
grangian dual problem [15],
P3 :
max
λ(θ)
min
S(θ)
L , Eθ{‖S(θ)‖1+µH(θ)
(
S(θ) ·RH ? I− I)·1+∑Nb
i=1 ν
H
i (θ)
(
S(θ) ·MHi ? I− I
)·1} (8a)
s.t. νi(θ)  0,∀i ∈ {1, · · · , Nb}, (8b)
where L is the Lagrangian function, λH(θ) =
[µH(θ),νH1 (θ), · · · ,νHNb(θ)] is the vector of Lagrangian
multipliers. Considering the universal approximation theorem
[10], S(θ) and λ(θ) can be approximated with DNN [11].
1) Design of the DNN: The input of a DNN to
learn S(θ) can be designed straightforwardly as θ =
{R,M1, · · · ,MNb}, which is of high dimension. To reduce
the training complexity, we learn the resource allocated by
each BS (say the ith BS) by a neural network called DNN-s.
The input of DNN-s is xi = vec(R ? Mi) =
[(x1i )
H, · · · , (xKmaxi )H]H, where vec(·) denotes the operation
of concatenating each column of a matrix into a vector, xki
is the average rate of MSk if it served by the ith BS. If
K < Kmax, then xki = 0 for ∀k > K. The output of
DNN-s is the resource allocation plan of all the MSs when
they are served by the ith BS, which is normalized by the
total resources allocated to each MS to meet the constraint in
(7b), i.e., sˆkj =
sˆk
′
j r
k
j∑Tf
τ=1 sˆ
k′
τ r
k
τ
/
rkj =
sˆk
′
j∑Tf
τ=1 sˆ
k′
τ r
k
τ
, k= 1,· · ·,K, j=
1,· · ·, Tf , where sˆk′j and sˆkj are respectively the output of
DNN-s before and after normalization. We use the commonly
used Softplus (i.e., y = g(x) , log(1 + exp(x))) as the
activation function of the hidden layers and output layer to
ensure the learned plan being equal or larger than 0. Since
DNN-s is used to learn S(θ) that is permutation invariant to
xi, we can apply parameter sharing introduced in section II
to learn its input-output relationship fs(xi,Ws), where Ws
denotes all the weight matrices and biases in DNN−s.
To learn the Lagrange multipliers, we design a fully-
connected neural network called DNN-λ, which has different
structure from DNN-s and cannot use parameter sharing. Since
the constraint in (7b) already holds due to the normalization
operation in the output of DNN-s, we do not need to learn
multiplier µ in (8a) and hence we only learn multiplier νi.
Since νi is used to satisfy constraint (7c), which depends
on xi, the input of DNN-λ is the same as DNN-s. The
activation functions in hidden layers and output layer are also
Softplus to ensure the Lagrange multipliers being equal or
larger than 0, hence (8b) can be satisfied. The input-output
relationship of DNN-λ is denoted as fν(xi,Wν).
2) Training Phase: DNN-s and DNN-λ are trained in
multiple epochs, where in each epoch Ws and Wν are
sequentially updated using the gradients of a cost function
with respective to Ws and Wν via back-propagation. The cost
function is the empirical form of (8a), where S(θ) and λ(θ)
are replaced by fs(xi,Ws) and fν(xi,Wν). In particular,
we replace Eθ{·} in the cost function with empirical mean,
because the probability density function of θ is unknown. We
omit the second term in (8a) because the constraint in (7b)
can be ensured by the normalization operation in the output
of DNN-s. The cost function is expressed as,
Lˆ(Ws,Wν)
=
1
N
N∑
n=1
Nb∑
i=1
(
‖f (n)s,i ‖1+(f (n)ν,i )H
(
[f
(n)
s,i ]Tf×Kmax ·MHi ?I−I
)·1),
where f (n)s,i , fs(x
(n)
i ,Ws), f
(n)
ν,i , fν(x
(n)
i ,Wν), and x
(n)
i
denotes the nth sample, [a]m×n is the operation to represent
vector a as a matrix with m rows and n columns. In DNN-
s, Ws is trained to minimize Lˆ(Ws,Wν). In DNN-λ, Wν
is trained to maximize Lˆ(Ws,Wν). The learning rate is
adaptively updated with Adam algorithm [16].
3) Operation Phase: For illustration, assume that R and
Mi, i = 1, · · · , Nb are known at the beginning of the
prediction window. Then, by sequentially inputting the trained
DNN-s with xi = vec(R ?Mi), i = 1, · · · , Nb, DNN-s can
sequentially output the resource allocation plans for all MSs
served by the 1, · · · , Nbth BS.
IV. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
solution with simulations.
Consider a cellular network with cell radius Rb = 250 m,
where four BSs each equipped with Ntx = 8 antennas are
located along a straight line. For each BS, Pmax is 40 W,
Wmax = 20 MHz and the cell-edge SNR is set as 5 dB, where
the intercell interference is implicitly reflected. The path loss
model is 36.8+36.7 log10(d), where d is the distance between
the BS and MS in meter. The MSs move along three roads
of straight lines with minimum distance from the BSs as 50
m, 100 m and 150 m, respectively. At the beginning of the
prediction window, K MSs each requests a file with size of
Bk = 1 Mbytes (MB). Each frame is with duration of ∆ = 1
second, and each time slot is with duration 10 ms, i.e., each
frame contains Ts = 100 time slots.
To characterize the different resource usage status of the
BSs by serving the RT traffic in an under-utilized network,
we consider two types of BSs: busy BS with average residual
bandwidth in the prediction window W = 5 MHz and idle
BS with W = 10 MHz, which are alternately located along
the line as idle, busy, idle, busy. The residual transmit power
is proportional to the residual bandwidth [12]. The results
are obtained from 100 Monte Carlo trials. In each trial,
K is randomly selected from 1 to Kmax = 40, the MSs
initiate requests randomly at a location along the trajectory,
and the trajectories change randomly with speed uniformly
distributed in (10, 25) m/s and directions uniformly selected
from 0 or +180 degree. The small-scale channel in each time
slot changes independently according to Rayleigh fading, and
the residual bandwidth at each BS in each time slot varies
according to Gaussian distribution with mean value W and
standard derivation 0.2W . The setup is used in the sequel
unless otherwise specified.
The fine-tuned hyper-parameters for the DNNs when Tf =
30 seconds are summarized in Table I. When Tf changes,
the hyper-parameters should be tuned again to achieve the
best performance. The training set contains 10,000 samples
and the testing set contains 100 samples. In order to increase
the generalization ability on the number of MSs, the training
samples are generated when K = Kmax.
TABLE I
HYPER-PARAMETERS FOR THE TWO DNNS WHEN Tf = 30 SECONDS
Parameters Values
DNN-s DNN-λ
Number of input nodes KmaxTf = 600 KmaxTf = 600
Number of hidden layers 2 2
Number of hidden nodes 1000, 1000 200, 100
Number of output nodes KmaxTf = 600 Tf = 30
Initial learning rate 0.01
A. Sample and Computational Complexity
Sample complexity is defined as the minimal number of
training samples for a DNN to achieve an expected perfor-
mance. We provide the sample complexity when the objective
in P1 on the testing set can achieve less than 20% performance
loss from the optimal value (i.e., the total allocated time
resource for all MSs), which is obtained by solving P1
with interior-point method. Both DNN-s with and without
parameter sharing are trained with 200 epochs. The results
are shown in Table II. As expected, the sample complexity
of the DNN-s with parameter sharing is much less than the
DNN-s without parameter sharing.
TABLE II
SAMPLE COMPLEXITIES OF DNNS
Tf = 5 s Tf = 15 s Tf = 30 s
With parameter sharing 2,000 3,000 4,000
Without parameter sharing 7,000 10,000 10,000
To show how much computational complexity can be re-
duced by parameter sharing, we train two groups of DNNs,
(i) DNN-s with parameter sharing and DNN-λ, (ii) DNN-s
without parameter sharing and DNN-λ, with same number of
training samples. Since the two groups of DNNs have the same
number of layers, same number of neurons in each layer and
are trained with same number of samples, the computational
complexity in each epoch is identical for the two groups of
DNNs. Then, the computational complexity in the training
phase can be measured by the number of training epochs
required to achieve the expected performance. The results
when Bk = 1 MB and Bk ∼ U(1, 3) MB are shown in
Table III, where each DNN-s contains three hidden layers each
with 1000 neurons and is trained with 16000 samples when
Bk ∼ U(1, 3) MB.
TABLE III
COMPUTATIONAL COMPLEXITIES OF DNNS
Bk Tf = 5 s Tf = 15 s Tf = 30 s
1 MB
w sharing 20 epochs 33 epochs 32 epochs
w/o sharing 59 epochs 80 epochs 60 epochs
U(1, 3) MB w sharing 19 epochs 24 epochs 35 epochs
w/o sharing 97 epochs 101 epochs 170 epochs
It is shown that the computational complexity of the DNN
with parameter sharing is much less than the DNN without
parameter sharing, especially for the case where Bk ∼ U(1, 3)
MB. This is because in this case the wireless network is
extremely busy, hence it is hard for DNN to learn a resource
allocation plan that satisfies constraint (7b).
It should be noted that although we do not apply parameter
sharing in DNN-λ, The convergence speed in the training
phase is still faster by only applying parameter sharing to
DNN-s. This is because the fine-tuned DNN-λ has much
simpler structure as shown in Table I.
B. Performance of PRA Learned with DNNs
To evaluate the performance of the proposed method using
the DNN with parameter sharing and unsupervised learning
(with legend “Proposed”), we compare the total transmission
time required for downloading the files averaged over all MSs
with the following methods.
• Supervised: This is the method where the resource
allocation plan is obtained by a DNN with parameter
sharing trained in the supervised manner, where the labels
in the training samples are generated by solving P1 with
interior-point method.
• Optimal: This is the optimal PRA policy, where the
resource allocation plan is obtained by solving problem
P1 with interior-point method.
• Baseline: This is a non-predictive method [17], where
each BS serves the MS with the earliest deadline in each
time slot. If several MSs have the same deadline, then
the MS with most bits to be transmitted is served firstly.
The results are shown in Fig. 2. We can see that the
proposed method performs closely to the optimal policy and
dramatically outperforms the baseline. Besides, the proposed
method with unsupervised DNN outperforms the method with
supervised DNN. This is because the resource allocation policy
learned from labels cannot satisfy the constraints in problem
P1, which leads to resource confliction among users.
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Fig. 2. Performance comparison of all methods, Tf = 30 seconds.
V. CONCLUSIONS
In this paper, we proposed a structure of DNN with pa-
rameter sharing, which exploits a priori information in many
wireless tasks, i.e., permutation invariant. We used a case
study to illustrate how this structure can be applied, where
unsupervised DNN is used to learn the optimal solution of
predictive resource allocation. Simulation results showed that
the proposed DNN with parameter sharing performs closely to
the numerically obtained optimal solution, and can reduce the
sample and computational complexity for training remarkably
compared to the fully-connected DNN without parameter
sharing.
APPENDIX A
PROOF OF PROPOSITION 1
We first prove the necessity. Assume that the function f(x)
is permutation invariant to x. If the kth block xk in x =
[x1, · · · ,xK ] is changed to another position in x while the
permutation of other blocks in x remains unchanged, i.e.,
x˜ = [x1, · · · ,xk−1︸ ︷︷ ︸
(a)
,xk+1, · · · ,xK︸ ︷︷ ︸
(b)
], (A.1)
where xk may be in the blocks in (a) or (b), then
y˜k = yk−1 if xk is in (a) and y˜k = yk+1 if xk is
in (b), hence y˜k 6= yk. This indicates that the kth out-
put block should change with the kth input block xk. On
the other hand, if the position of xk remains unchanged
while the positions of other blocks x arbitrarily change,
i.e., x˜ = [xN1 , · · · ,xNk−1,xk,xNk+1 , · · · ,xNk ], then y˜ =
[yN1 , · · · ,yNk−1,yk,yNk+1 , · · · ,xNk ], and y˜k = yk. This
means that yk is not affected by the permutation of the input
blocks other than xk. Therefore, the function should have the
form in (2).
We then prove the sufficiency. Assume that the func-
tion f(x) has the form in (2). If x is changed to
x˜ = [xN1 , · · · ,xNK ], then the kth block of y˜ is y˜k =
ζ(ψ(xNk),Fn=1,n6=Nkφ(xn)) = yNk . Hence, the output cor-
responding to x˜ is y˜ = [y˜1, · · · , y˜K ] = [yN1 , · · · ,yNK ].
According to Definition 1, the function in (2) is permutation
invariant to x.
APPENDIX B
PROOF OF PROPOSITION 2
For notational simplicity, in the following proof we omit
the biases in the DNN. With the weight matrices in (4), the
output of the 2nd hidden layer is h[2] = g(W[1,2]x), and the
output of the lth hidden layer (2 < l < L) can be written as,
h[l]=g(W[l−1,l]h[l−1])
=
[
g
(
U[l−1,l]h[l−1],1+V[l−1,l]
∑K
k=2 h
[l−1],k), · · · ,
g
(
U[l−1,l]h[l−1],K+V[l−1,l]
∑K−1
k=1 h
[l−1],k)],(B.1)
where h[l] = [h[l],1, · · · ,h[l],K ]. From (B.1) the kth block
of h[l] can be expressed as h[l],k = g
(
U[l−1,l]h[l−1],k +
V[l−1,l]
∑K
n=1,n6=k h
[l−1],n).
We can see that the relation between h[l],k and h[l−1],k has
the same form as in (2). Hence g(W[l−1,l]h[l−1]) is permuta-
tion invariant to h[l−1]. Since the output of every hidden layer
is permutation invariant to the output of its previous layer,
and y = g(W[L−1,L]h[L−1]) is also permutation invariant to
h[L−1], f(x,W) in (3) is permutation invariant to x.
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