Abstract. This paper considers estimation and inference of nonparametric conditional expectation relations with a high dimensional conditioning set. Rates of convergence and asymptotic normality are derived for series estimators for models where conditioning information enters in an additively separable manner and satisfies sparsity assumptions. Conditioning information is selected through a model selection procedure which chooses relevant variables in a manner that generalizes the post-double selection procedure proposed in [9] to the nonparametric setting. The proposed method formalizes considerations for trading off estimation precision with omitted variables bias in a nonparametric setting. The results account for both flexibility in allowing an unknown functional form for the response of the outcome to regressor of interest and allow a high dimensional set of confounders. Simulation results demonstrate that the proposed estimator performs favorably in terms of size of tests and risk properties relative to other estimation strategies.
Introduction
Nonparametric estimation in economic and statistical problems is common because it is appealing in applications for which functional forms are unavailable. In many problems, the primary quantities of interest can be calculated from the conditional expectation function of an outcome variable y given a regressor of interest x. Nonparametric methods are often attractive since assuming an incorrect simple parametric model between the variables of interest will lead to incorrect inference.
In many econometric models, it is important to take into account conditioning information, z. When x is not randomly assigned, estimates of partial effects of x on y will often be incorrect if z is ignored. However, if x can be considered as approximately randomly assigned given z, then the conditional expectation of y given x and z can be used to calculate causal effects of x on y and to evaluate counterfactuals. Therefore, properly accounting for conditioning information z is of primary importance.
When conditioning information is important to the problem, it is necessary to replace the simple objective of learning the conditional mean function E[y|x] = g(x) with the new objective of learning a family of conditional mean functions E[y|x, z] = g z (x) (1.1) indexed by z. Properly accounting for conditioning information in z may be done in several ways and leaves the researcher with important modeling decisions. For the sake of illustration, four potential ways to account for conditioning information are (1) by specifying a partially linear model g z (x) = g(x) + z ′ β, (2) by specifying an additive model g z (x) = g(x) + h(z), (3) by specifying a multiplicative model g z (x) = g(x)h(z), or (4) by specifying a fully nonparametric model g z (x) = g(x, z). The fully nonparametric model suffers from the curse of dimensionality even for moderately many covariates, while the partially linear model may be too rigid and miss important conditioning information.
Many applications have potentially large conditioning sets. A large conditioning set in economics may arise because the researcher wishes to control for many measured characteristics, like demographics, at the observation level. In the extreme cases, the dimension of z can be large enough so that all four example specifications for g z (x) listed above require an infeasible amount of data in order to avoid statistical overfitting and ensure good inference.
This paper is restricted to studying the partially linear model and the additive model shown above.
1 Therefore, the interest is the specialization of model (1.1) to the case E[y|x, z] = g(x) + h(z).
(
1.2)
When the model provides a good approximation to the underlying data generating structure, it is useful since many quantities describing the relationship of x and y conditional on z can be learned with a good understanding of g(x) alone. In addition, it provides a clear description of how the conditional relation between x and y changes as z changes. An important structure that has been used in recent econometrics is approximate sparsity. See for example [5] , [3] , and [9] . In the context of this paper, approximate sparsity informally refers to the condition that the conditional expectation function g z (x) can be approximated by a family of functions which depend only on a small (though a priori unknown) subset of the conditioning information contained in z. Sparsity is useful because in principal, a researcher can address statistical overfitting problems by locating and controlling for only correct conditioning information. The focus of this paper is on providing a formal model selection technique over models for the conditioning set z which retrieve the relevant conditioning information. The retrieval of relevant conditioning information must be done in such a way standard estimation techniques performed after model selection will provide correct inference for nonparametric partial effects of x. This paper takes model (1.2) as a starting point and assumes that h(z), a complicated function of many conditioning variables, has sparse structure. The strategy for identifying a sparse structure, thereby allowing statistical estimation of a much simpler model, is to search for a small subset of relevant terms within a long series expansion for h(z). To formalize this, a high dimensional framework, allowing the long series expansion for h(z) to have more terms than the sample size is particularly convenient. The paper contributes to the nonparametrics literature by establishing rates of convergence of estimates and asymptotic normality for functionals of g(x) after formal model selection has been performed to simplify the way the conditioning variable z affects the conditional expectation relation between x and y.
In addition to addressing questions about flexible selection of conditioning set in a nonparametric setting, this paper contributes to a broader program aimed at conducting inference in the context of high-dimensional models. Statistical methods in high dimensions have been well developed for the purpose of prediction. Two widely used methods for estimating high dimensional predictive relationships and are important for the present paper are Lasso and Post Lasso. The Lasso is a shrinkage procedure which estimates regression coefficients by minimizing a loss function plus a penalty for the size of the coefficient. Post-Lasso fits an ordinary least squares regression on variables with non-identically-zero estimated Lasso coefficients. For theoretical and simulation results about the performance of these two methods, see [18] [37] , [19] [15] [1], [2] , [10] , [13] , [12] [14] , [15] , [20] , [23] , [24] , [26] , [27] , [28] , [33] , [37] , [38] , [40] , [41] , [4] , [11] , [4] , among many more. Regularized estimation buy stability through reduction in estimate variability at the cost of a modest bias in estimates. Regularized estimators like the Lasso where many parameter values are set identically to zero, also favor parsimony. Recently, several authors have begun the task of assigning uncertainties or estimation error to parameter estimates in a wide variety of models models with high dimensional regressors (see, for example, [5] ; [3] ; [42] ; [6] ; [9] ; [39] ; [21] ; and [8] ).
Quantifying estimation precision has been shown to be difficult theoretically (for formal statements, see [31] , [25] ) because of model selection mistakes and regularization typically bias estimates to the same order of magnitude (relative to the sample size) as estimation variability. The paper builds on the methodology found in [9] which gives robust statistical inference for the slope parameter of a treatment variable x with high-dimensional confounders z in the context of a partially linear model E[y|x, z] = αx + z ′ η.
2
By selecting the elements of z in two steps: step 1 selects the terms in z that are most useful for predicting x, and step 2 selects elements of z most useful for predicting y in a second step. The use of two model selection steps is motivated partially by the intuition that a necessary condition for omitted variables bias to occur is that a variable is correlated with both the treatment x and the outcome y overcomes impossibility results about statistical inference. In their paper, they prove that under the right conditions, the two described model selection steps are sufficient for obtaining asymptotically normal estimates of α and in turn constructing confidence intervals. This paper generalizes the approach from estimating a linear treatment model to estimating a component in nonparametric additively separable models. The main technical contribution is providing conditions which nonparametric estimates for functionals of g(x) are uniformly asymptotically normal after model selection on a conditioning set over a large set of data generating processes.
A high dimensional additively separable model
This section provides an intuitive discussion of the additively separable nonparametric model explored in this paper. Recall the additive conditional expectation model described in the introduction:
The interest is in recovering the function g(x) which describes the conditional relationship between the treatment variable of interest, x, and the outcome y. The component functions g and h belong to ambient spaces g ∈ G, h ∈ H which restricted sufficiently to allow f and g to be uniquely identified. 3 The function h and the variable z will be allowed to depend on n to facilitate a high-dimensional thought experiment for the conditioning set. As an example, this allows estimation of models of the form E[y|x, z] = g(x) + z ′ n β n with dim(z n )→∞. Dependence on n will be supressed for ease of notation. The formulation will allow x and z to share variables to some extent. For instance, the setup will allow for additive interaction models like those found in Andrews and Whang (1991) so that the model E[y|x, z] = g(x)+γ·x·z+h(z) where γ is an unknown scalar.
The estimation of (g, h) proceeds by a series approximation with a dictionary that is partially data-dependent. As a review, a standard series estimator of the conditional expectation function without conditioning set, g(x) = E[y|x], is obtained with the aid of a dictionary of transformations 2 Their formulation is slightly more general because it allows the equality to be an approximate equality.
3 For example, it necessary to require additional conditions like g(0) = 0, otherwise, at best, g and h are identified up to addition by constants
The dictionary consists of a set of K functions of x with the property that a linear combination of the p jK (x) can approximate g to an increasing level of precision that depends on K. K is permitted to depend on n and p K (x) may include splines, fourier series, orthogonal polynomials or other functions which may be useful for approximating g. The series estimator is simple and implemented with standard least squares regression. Given data (y i , x i ) for i = 1, ..., n, a series estimator for g is takes the form:
Traditionally, the number of series terms, chosen in a way to simultaneously reduce bias and increase precision, must be small relative to the sample size. Thus the function of interest must be sufficiently smooth or simple in order for nonparametric estimation to work well. The econometric theory for nonparametric regression estimation using an approximating series expansion is well-understood under standard regularity conditions; see, for example, [36] , [16] , [29] . Series estimation is particularly convenient for estimating models of the form of (1.2) because they can be approached using two dictionaries,
consisting of K and L terms which individually approximate g(x) and h(z). The dictionaries can simply be combined into one larger dictionary. To describe the estimation procedure in this paper, suppose such a
.., q LL (z)) compatible with the additively separable decomposition exists. In what follows, dependence on K and L is suppressed in the notation so that p K (x) = p(x) and q L (x) = q(x).
The two dictionaries differ in nature. The first dictionary, p(x) is traditional, and follows standard conditions imposed on series estimators, for example, [29] , requiring among other conditions, that K → ∞, K/n → 0. The first dictionary must be chosen to approximate the function g(x) sufficiently well so that if h(z) were known exactly, g(x) could be estimated in the traditional nonparametric way and inferences on functionals of g(x) would be reliable.
The second dictionary, q(z), is afforded much more flexibility. This is convenient and appropriate when entertaining a high dimensional conditioning set z. When the problem of interest is in recovering and performing inference for g(x), the second component h(z) may be considered a nuisance parameter. In particular, this paper will not be concerned with constructing confidence intervals for h(z), and therefore the requirements on the magnitude of bias in estimating h(z) will less stringent. As a consequence, model selection bias of estimates of h(z), when done according to the method below, will have negligible impact on the coverage probabilities of condifence . In addition L > n will be allowed. Increased flexibility in modeling h(z) can make subsequent inference for g(x) more robust, however, the increased flexibility requires additional structure of q(z); the key conditions are sparse approximation. The first sparsity requirement is that there is a small number of components of q(z) that adequately approximate the function h(z). The second sparsity requirement is that information about functions h ∈ H conditional on G can be suitably approximated using a small number of terms in q(z). The identities of the contributing terms, however, can be unknown to the researcher a priori.
Aside from estimating an entire component of conditional expectation function g(x) itself, a goal of this paper is to obtain asymptotically normal estimates certain functionals of g(x). Given a, a functional a(g), that satisfies certain regularity conditions, the model selection procedure on q(z) will deliver a model such that subsequent plug-in estimates a( g) will be asymptotical normal around a(g). Such functionals include integrals of g, weighted average derivatives of g(x), evaluation of g(x) at a point x 0 , and the arg max g(x).
Estimation
When the number of free parameters is larger than the sample size, model selection or regularization is necessary. There are a variety of different model selection techniques available to researchers. A popular approach is via the Lasso estimator given by [18] and [37] which in the context of regression, simultaneously performs regularization and model selection. The Lasso is used in many areas of science and image processing and has demonstrated good predictive performance. Lasso allows the estimation of regression coefficients even when the sample size is smaller than the number of parameters by adding to the quadratic objective function a penalty term which mechanically favors regression coefficients that contain zero elements. By taking advantage of ideas in regularized regression, this paper demonstrates that quality estimation of g(x) can be attained even when K + L, the effective number of parameters, exceeds the sample size n. Estimating proceeds by a model selection step that effectively reduces the number of parameters to be estimated. There are many other sensible candidates for model selection devices in the statistics and econometrics literature. The appropriate choice of model selection methodology can be tailored to the application. In addition to the Lasso, variants of Lasso like the group-Lasso, the Scad (see [17] ), the BIC, the AIC all feasible examples. In the exposition of the results, the model selection procedure used will be specifically the Lasso because it is simple and widely used. The section 3.2 below provides a brief review of Lasso, especially those that arise in econometric applications.
Estimation of E[y|x, z] will be based on a reduced dictionary (p(x),q(z)) comprised of a subset of the series terms in p(x) and q(x). Because the primary object of interest is g(x), it is natural to include all terms belonging to p(x) in the reduced dictionary, givingp(x) ≡ p(x).
4 Therefore, the main 4 An interesting related question is how to perform inference for data dependent K.
The present paper abstracts away from this issue.
selection step involves choosing a subset of terms from q(z). Given a model selection procedure which provides a new reduced dictionaryq(z), containing L < L series terms, the post-model selection estimate of g(x) is defined by
Since estimation of h(z) is of secondary concern, only the components of h(z) predictive of g(x) and y need to be estimated. These two predictive goals will guide the choice of model selection procedure as described in the upcoming sections. The results will demonstrate that under standard regularity, the post-model selection estimates give convergence rates for g(x) which are the same as in classic nonparametric estimation as well as asymptotic normality results for plug in estimators, a(g) = a( g) for nonlinear functionals a of the underlying conditional expectation function.
3.1. Nonparametric Post-Double Selection in the Additive Model. The main challenge in statistical inference after model selection is in attaining robustness to model selection errors. When coefficients are small relative to the sample size (ie statistically indistinguishable from zero), model selection mistakes are unavoidable.
5 When such errors are not accounted for, subsequent inference has been shown to be potentially severely misldeading. This intuition is formally developed in [31] and [25] . Offering solutions to this problem is the focus of a number of recent papers; see, for example, [5] , [3] , [42] , [6] , [9] , [39] , [21] , [8] , and [7] . 6 This section extends the approach of [9] to the nonparametric setting.
Informally, model selection in the additively separable model proceeds in two steps. The two selection steps are based on the observation that the functional relation g(x) can be learned with knowledge of the conditional expectations
(3.4) for a robust enough family of test functions ϕ(x), for instance, smooth functions with compact support. Equivalently, the relation g(x) can be learned by projecting out the variable z and working with residuals. In the additively separable model, the two selection steps are summarized as follows:
Step -Select those terms in q which are relevant for predicting terms in p.
(2) Reduced Form Model Selection
Step -Select those terms in q which are relevant for predicting y. 5 Under some restrictive conditions, for example beta-min conditions which constrain nonzero coefficients to have large magnitudes, perfect model selection can be attained. 6 Citations are ordered by date of first appearance on arXiv.
To further describe the selection stages, it is convenient to ease notation by introducing an operator T on functions that belong to G:
This notion is convenient for understanding the validity behind post double selection in the additively separable model. The operator T measures dependence between functions in the ambient spaces G, H which house the functions g, h and the conditioning is understood to be on all function ϕ ∈ H.
If the operator T can be suitably well approximated, then the post double selection methodology generalizes to the nonparametric additively separable case. The operator T on φ will be approximated as a linear combination, given by Γ φ of basis terms q so that
Meanwhile, Γ ϕ is approximated with linear combinations of Γ p k , 1 k K.
The final selected modelq consists of the union of terms selected during the first stage model selection step and the reduced form model selection step. A practical implementation algorithm is provided in Section3.3 [9] develop and discuss the post-double-selection method in detail for partially linear model. They note that including the union of the variables selected in each variable selection step helps address the issue that model selection is inherently prone to errors unless stringent assumptions are made. As noted by [25] , the possibility of model selection mistakes precludes the possibility of valid post-model-selection inference based on a single Lasso regression within a large class of interesting models. The chief difficulty arises with covariates whose effects in (3.3) are small enough that the variables are likely to be missed if only (3.3) is considered but have large effects in (3.4). The exclusion of such variables may lead to substantial omitted variables bias if they are excluded which is likely if variables are selected using only (3.3) . 7 Using both model selection steps guards against such model selection mistakes and guarantees that the variables excluded in both model selection steps have a neglible contribution to omitted variables bias under the conditions listed below.
Lasso methods in econometrics.
The following description of the Lasso estimator is a review of the particular implementation given in [3] . Consider the conditional expectation E[y|w] = f (w) and assume that ̺(w) is an approximating dictionary for the function f (w), so that f (w) ≈ ̺(w) ′ ϑ, with dimension M = dim(̺(w)). The Lasso estimates for ϑ and f (w) are defined by
The same is true if only (3.4) is used for variable selection exchanging the roles of (3.3) and (3.4) .
where λ and Ψ j are tuning parameters named the penalty level and the penalty loadings. [3] provided estimation methodology as well as results guaranteeing performance for the Lasso estimator under conditions which are common in econometrics including heteroskedastic and non-Gaussian disturbances. Tuning parameters are chosen to balance regularization and bias considerations. 8 Performance bounds for the Lasso, including rates at which
derived on the what is called the Regularization event. The Regularization event is defined by R = {λ > 2c Ψ −1 j S j f or each j L}, for a fixed constant c > 1 where S j is the partial derivative of the least squares part of the objective in the jth direction. Informally, under the regularization event, the penalty level is high enough so that coefficients which cannot be statistically separated from zero are mechanically set to identically zero as a consequence of the aboslute values in the above objective function. Because performance bounds are directly proportional to λ, Lasso can be shown to perform well small values of λ which are nevertheless large enough so that the regularization event occurs with high probability.
Lasso performs particularly well relative to some more traditional regularization schemes (eg. ridge regression) under sparsity: the parameter ̺ satisfies |{j : ̺ j = 0}| s for some sequence s << n. A feature of the nature of the Lasso penalty that has granted Lasso success is that it sets some components of ̺ to exactly zero in many cases. Under general conditions, I = |j : ϑ j = 0| Cs with probability 1 − o(1)
for a constant C that depends on the problem. The Post-Lasso estimator is defined as the least squares series estimator that considers only terms selected by Lasso (ie terms with nonzero coefficients):
Lasso in post-double selection in the additively separable model. In this section, the use of Lasso is applied directly to the first and second stage problems described in section 3.2 Starting with constructing 8 For the simple heteroskedastic Lasso above, [3] recommend setting
with γ → 0 sufficiently slowly, and c > 1. The choices γ = log −1 n and c = 1.1 are acceptable. The exact values f (wi) are unobserved, and so a crude preliminary estimate f (wi) = yi is used to give Ψj = n i=1 ̺j(wi) 2 (yi − f (wi)) 2 . Estimates of f (wi) can be iterated on as suggested by [3] . The validity of the of the crude preliminary estimate as well as iterative estimates are detailed in the appendix.
an approximation to the operator T . Each component of p is regressed onto the dictionary q giving an approximation for T p k (x) as a linear combination of elements q(x) for 1 k K. If this can be done with all p k , for each 1 k K, then T applied to a linear combination of p(x), namely T p(x) ′ β, can also be approximated by a linear combination of elements of q. The estimation can be summarized with one optimzation problem which is equivalent to K separate Lasso problems. All nonzero components of the solution to the optimization are collected and included as elements of the refined dictionaryp.
Note that the estimate Γ approximates T in the sense that (
The first stage tuning parameters λ F S , Ψ F S jk are chosen similarly to the method outlined above but account for the need to estimate effectively K different regressions. Set
As before, the Ψ F S jk are not directly observable and so estimates Ψ F S jk are used in their place. The mechanical implementation for calculating Ψ F S is described in the appendix. Details for the constants involved in choosing λ are also given in the appendix. The appearence of K term in λ ensures that the performance of the Lasso model selection works uniformly well over over the K different Lassos of the first stage.
Running the regression above will yield coefficient estimates of exactly zero for many of the Γ kj . For each 1 j K let I k = {j : Γ kj = 0}. Then the first stage model selection produces the terms
The reduced form selection step proceeds after the first stage model selection step. For this step, let
Where the reduced form tuning parameters λ RF , Ψ RF jk are chosen according to the method outlined above with
Let I RF = {j : π j = 0} be the outcome of the reduced form step of model selection.
Considering the set of dictionary terms selected in the first stage and reduced form model selection steps. Let I be the union of all dictionary terms: I = I F S ∪ I RF . Then define the refined dictionary by (p(x), {q(z)} j∈ I ). Let
[PQ] be the n×(K +| I|) matrix with the observations of the refined dictionary stacked. The post-double-model selection estimate for g(x) is defined by
where
Regularity and Approximation Conditions
In this section, the model described above is written formally and conditions guaranteeing convergence and asymptotic normality of the PostDouble Selection Series Estimator are given.
. random variables and satisfy
with g ∈ G and h ∈ H for pre-specified classes of functions G, H.
The first assumption specifies the model. The observations are required to be identically distributed, which is stronger than the treatment of i.n.i.d variables given in Belloni, Chernozhukov and Hansen (2011).
4.1.
Regularity and approximation conditions concerning the first dictionary. The following few definitions help characterize smoothness properties of target function g and approximating functions p. Letf be a function defined on the support X of x. Define the Sobolev
/∂x a where · denotes the Euclidean norm. All assumptions hold for each n for the same set of implied constants.
Assumption 2.
There is an integer d 0, a real number α > 0, and vectors
Assumption 2 is standard in nonparametric estimation. It requires that the dictionary p can approximate g at a pre-specified rate. Values of d and α can be derived for particular classes of functions. [29] gives approximation rates for several leading examples, for instance orthogonal polynomials, regression splines, etc.
Assumption 3. For each K, the smallest eigenvalue of the matrix
This condition is a direct analogue of a combination of Assumption 2 from Newey (1997) and the necessary and sufficient conditions for estimation of partially linear models from [32] . Requiring the eigenvalues of
) ′ ] to be uniformly bounded away from zero is effectively an identifiability condition. It is an analogue of the standard condition that E[p(x)p(x) ′ ] have eigenvalues bounded away from zero specialized to the residuals of p(x) after conditioning on z. The second condition of Assumption 3 is a standard regularity condition on the first dictionary. 4.2. Sparsity Conditions. The next assumptions concern sparsity properties surrounding the second dictionary q(z), used for approximating h(z). As outlined above, sparsity will be required along two dimensions in the second dictionary: both with respect to the outcome equation (1) and with respect to the functional T . Consider a sequence s = s n that controls the number of nonzero coefficients in a vector. A vector X is s−sparse if |{j : X j = 0}| s. The following give formal restrictions regarding the sparsity of the outcome equation relative to the second approximating dictionary as well as a sparse approximation of the operator T described above. 
(ii) Approximate sparsity in the first stage. There are s−sparse
The assumption above imposes only a mild condition on the sparsity s and in a sense may be thought of as definitional. In the discussion that follows, additional conditions on the size of the sparsity level s will be imposed. As a preview, the conditions listed in Assumption 7 will require that Kφn −1/2 = Ks log(max{KL, n})n −1/2 → 0, among other conditions.
The first statement requires that the second dictionary can approximate h using a small number of terms. The average squared approximation error from using a sparse η must be smaller than the conjectured estimation error when the support of the correct small number of terms is known. This restriction on the approximation error follows the convention used by [3] . The second restriction on the maximum approximation error is used to simplify the proofs. The second statement of Assumption 4 generalizes the first approximate sparsity requirement. It requires that each component of the dictionary p can be approximated by a linear combination of a small set of terms in q.
4.3.
Regularity conditions concerning the second dictionary. The following conditions restrict the sample Gram matrix of the second dictionary. A standard condition for nonparametric estimation is that for a dictionary P , the Gram matrix P ′ P/n eventually has eigenvalues bounded away from zero uniformly in n with high probability. If K + L > n, then the matrix [P Q] ′ [P Q]/n will be rank deficient. However, in the high-dimensional setting, to assure good performance of Lasso, it is sufficient to control certain moduli of continuity of the empirical Gram matrix. There are multiple formalizations of moduli of continuity that are useful in different settings, see [10] , [43] for explicit examples. This paper focuses on a simple condition that seems appropriate for econometric applications. In particular the assumption that only small submatrices of Q ′ Q/n have well-behaved eigenvalues will be sufficient for the results that follow. In the sparse setting, it is convenient to define the following sparse eigenvalues of a positive semi-definite matrix M :
In this paper, favorable behavior of sparse eigenvalues is taken as a high level condition and the following is imposed.
Assumption 5. For every constant C > 0 there are constants κ ′′ > κ ′ > 0 which may depend on C such that with probability → 1, the sparse eigenvalues obey
Assumption 5 requires only that certain "small" CsK × CsK submatrices of the large p × p empirical Gram matrix Q ′ Q/n are well-behaved. This condition seems reasonable and will be sufficient for the results that follow. Informally it states that now small subset of covariates in q suffer a multicollinearity problem. The could be shown to hold under more primitive conditions by adapting arguments found in [4] which build upon results in [41] and [35] ; see also [34] .
4.4. Moment Conditions. The next conditions are high level conditions about moments and the convergence of certain sample averages which ensure good performance of the Lasso as a model selection device. They allow the use of moderate deviation results given in [22] which ensures good performance of Lasso under non-Gaussian and heteroskedastic errors. [9] discuss plausibility of these types of moment conditions for various models for the case K = 1. For common approximating dictionaries for a single variable, the condition can be readily checked in a similar manner.
. Let c, C be constants that do not depend on n. The following conditions are satisfied with probability
The first result is a preliminary result which gives bounds on convergence rates for the estimator g. They are used in the course of the proof of Theorem 1 below, the main inferential result of this paper. The proposition is a direct analogue of the rates given in Theorem 1 of [29] which considers estimation of a conditional expectation g without model selection over a conditioning set. The rates obtained in Proposition 1 match the rates in [29] .
Proposition 1. Under assumptions listed above, the post-double-modelselection estimates for the function g given in equation 3.5 satisfy
(g(x) − g(x)) 2 dF (x) = O p (K/n + K −2α ) | g − g| d = O P (ζ d (n) √ K/ √ n + K −α ).
Inference and asymptotic normality
In this section, formal results concerning inference are stated. Consider estimation of a functional a on the class of functions G. The quantity of interest, θ = a(g), is estimated by
The following assumptions on the functional a are imposed. They are regularity assumptions that imply that a attains a certain degree of smoothness. For example, they imply that a is Fréchet differentiable.
there is a linear function D(f,f ) that is linear in f and such that for some constants C, ν > 0 and allf ,f with
The function D is related to the functional derivative of a. The following assumption imposes further regularity on the continuity of the derivative. For shorthand, let D(g) = D(g; g 0 ).
In order to use θ for inference on θ, an approximate expression for the variance var( θ) is necessary. As is standard, the expression for the variance will be approximated using the delta method. An approximate expression for the variance of the estimator θ therefore requires an appropriate derivative of the function a, (rather, an estimate). Let A denote the derivatives of the functions belonging to the approximating dictionary,
The approximate variance, given by the delta method is given by V = V K :
These quantities are unobserved but can be estimated:
The estimates p are defined as component-wise least squares projections. For each k K, p k is the orthogonal projection of p k onto the components of q that belong to I. Then V is used as an estimator of the asymptotic variance of θ and assumes a sandwich form.
The following assumptions are needed in order to bound V − V :
The assumption that q > 4 moments of ǫ are bounded slightly strengthens the condition in [29] that fourth moments are bounded. The condition is necessary for the estimation of standard errors. Similarly, condition (iii) is stronger than the rate condition listed in Assumption 3. The more stringent condition is useful for estimating standard errors. Finally, condition (ii) is analogous to Assumption 7, condition (iii) and is again useful for controlling the tail behavior of certain self-normalized sums.
The next result is the main result of the paper. It establishes the validity of standard inference procedure after model selection as well as validity of the plug in variance estimator.
Theorem 1. Under the Assumptions 1-7,9 and Assumption 8(i), and in addition
√ nK −α → 0 then θ = θ + O P (ζ d (K) √ n) and √ nV −1/2 ( θ − θ) d → N (0, 1), √ n V −1/2 ( θ − θ) d → N (0, 1)
If Assumptions 1-7,9 and Assumption 8(ii) hold with d = 0 and in addi-
This establishes the validity of standard inference for functionals after selection of series terms. Note that under assumption 8(i) the √ n rate is not achieved because the functional a does not have a mean square continuous derivative. By contrast, Assumption 8(ii) is sufficient for √ n-consistency.
Conditions under which the particular assumptions regarding the approximation of g hold are well known. For example, conditions on K for various common approximating dictionaries including power series or regression splines etc follow those directly derived in [29] . Asymptotic normality of these types of estimates under the high dimensional additively separable setting should therefore be viewed as a corollary to the above result. Consider one example with the functional of interest being evaluation of g at a point x 0 : a(g) = g(x 0 ). In this case, a is linear and D(ḡ) =ḡ(x 0 ) for all functionsḡ. This particular example does not attain a √ n convergence rate provided there is a sequence of functions g K in the linear span of
Another example is the weighted average derivative a(g) = w(x)∂g(x)/∂x for a weight function w which satisfies regularity conditions. For example, the theorem holds if w is differentiable, vanishes outside a compact set, and the density of x is bounded away from zero wherever w is positive. In this case, a(g) = E[v(x)g(x)] for v(x) = −f (x) −1 ∂w(x)/∂x by a change of variables provided that x is continuously distributed with non vanishing density f . These are one possible set of sufficient conditions under which the weighted average derivative does achieve √ n-consistency.
Simulation study
The results stated in the previous section suggest that post double selection type series estimation should exhibit good inference properties for additively separable conditional expectation models when the sample size n is large. The following simulation study is conducted in order to illustrate the implementation and performance of the outlined procedure. Results from several other candidate estimators are also calculated to provide a comparison between the post-double method and other methods. Estimation and inference for two functionals of the conditional expectation function are considered. Two simulation designs are considered. In one design, the high dimensional component over which model selection is performed is a large series expansion in four variables. In the other design, the high dimensional component is a linear function of a large number of different covariates.
6.1. Low Dimensional Additively Separable Design. Consider the following model of continuous variables x, z of form:
where in this simulation, the true function of interest, g(x), and the conditioning function h(z) are given by :
1+exp(x) and the 1 2 terms in the expression for g is used to ensure identifiability via g(0) = 0. Ex post, the function is simple, however, for the sake of the simulation, knowledge of the logistic form is assumed unknown. Importantly, the logistic function will not belong exactly in the span of any finite series expansion used in the below simulation. The second function h is similar, being defined by a combination of a logistic function of a linear combination of the z variables. The logistic part can potentially require many interaction terms unknown in advance to produce an accurate model. The component functions g and h will be used throughout the simulation. The remaining parameters, eg. dictating the data generating processes for (y, x, z) will be changed across simulation to give an illustration of performance across different settings.
The objective is to estimate a population average derivative, θ (1) , and a function evaluation, θ (2) given by g(quantile(x, .75)) − g(quantile(x, .25) ). θ 1 and θ 2 and estimates of standard errors are obtained using the post-double methodology outlined in the paper with approximating dictionaries specified below. The plug in estimate of the average derivative, θ 1 , is integrated against the empirical distribution of x.
The covariates and outcome are drawn as follows. The distribution of the conditioning set z is set at z ∼ N (0, S 
Several simulations of this model are conducted by varying the sample size n, the dependence between x and the remaining regressors z, as well as the size of the residual errors ǫ. The sample size varied and is set to n ∈ {500, 1000}. The dependence between x and the remaining covariates is dictated by σ v . To capture high and low dependence between the covariates, the values σ v ∈ {1, 2} are used. Finally, the variability of the structural shocks are set to σ ǫ ∈ {1, 2}.
Estimation is based on series expansion using Hermite polynomials. K is set to K = floor(n 1/3 ). Therefore, g(x) is approximated using a K order polynomial. The series expansion q(z) for the function h(z) spans all polynomials in z of order K. Specifically, using interactions (products) of univariate m-order Hermite polynomials, H m , on single components of z, the elements of q(z) consist of terms in
In addition to the post-double lasso based model, several alternative estimates are calculated for comparison. Two additional series estimators which are designed to approximate the function g(x) + h(z) are compared. The first is based on a series approximation which assumes that h(z) is additively separable so that h(z) = dim(z) j=1 h j (z j ). The approximating series for each term h j (z j ) consist of Hermite polynomials in z j of order K. The second series estimator uses identical series as the post-double selection model, but performs no model selection; that is, it proceeds under the same mechanical procedure as would be used for a standard series estimator and uses the Moore-Penrose pseudo-inverse if it needs to invert a singular matrix. Second, a single step selection estimator is provided. The single step estimator is done by performing a first stage lasso on the union of the two dictionaries, then re-estimating coefficients of the remaining dictionary terms in the second Table 5 .4. In each design, estimates of θ based on post double selection exhibit small median absolute deviation relative to the competing estimates. With the exception of the infeasible estimates the post double selection estimates are also the only estimates which exhibit reasonable rejection frequencies consistently across all settings. Results for estimation of θ 2 are reported in Table 5 .5. The results are qualitatively similar to those for θ 1 . The only reasonable rejection frequencies are obtained with the post-double selection. A small amount of size distortion can be seen as rejection frequencies are closer to 10-percent in most simulations. The distortion in the post double estimator matches that in the infeasible estimator suggesting that they are driven by bias in approximating a nonlinear function with a small bias rather than a consequence of model selection.
6.2. High Dimensional Additively Separable Design. In this design, a high dimensional setting is considered:
For the functions
In this model, the dimension of z is large compared to the sample size and is set to dim(z) = floor remains the same as before. The dependence between x and z is defined with x = h(z) + v. The specifications for v, σ v , ǫ, and σ ǫ are the same as they were in the low dimensional example. Estimation is again based on a series expansion in terms of Hermite polynomials in x. K is taken to be K = floor(n 1/3 ). The second dictionary comprises of the variables z j themselves. The simulation evaluates the performance of the estimator when the goal is to control for many distinct possible sources of confounding. Results are recorded in Table 5 .6 for sample size n = 500 and Table 5 .7 for n = 1000.
In this simulation, the single selection and infeasible estimators are defined as they were in the low dimensional simulation. The series estimator simply uses the entire set of controls in estimation. The results are qualitatively similar to those for the first design. Relative to other methods, the postdouble selection method exhibits substantially lower bias. The rejection frequencies obtained with the post-double selection are considerably closer to the target 5% level than with other methods.
Empirical Application: Estimating the Effect of Export on HIV
The results in the preceding sections show how variable selection methods can be used to estimate additively separable models in which the component of interest can be considered effectively randomly assigned conditional on observables. This section illustrates use of the results by reexamining [30] which studies of the impact of trade on HIV incidence rates in a sample of African countries. The original results are briefly reviewed after which estimates using the methods developed in this paper are calculated and discussed.
The arguments presented in [30] propose two causal mechanisms relating trade to HIV incidence rates in African countries. The first is simply that increased income provided by more exports leads to increase in risky behavior. The second mechanism is that increased trade leads to an increase in trucking and movement of people who engage in risky behavior. The basic problem in estimating the causal impact of trade on HIV is that country-level export rates are not randomly assigned. It is likely that there are factors like government specific policies that are associated to both trade rates and HIV rates.
The baseline model estimated in [30] is for country-level incidence rates running from 1985 to 2007 which conditions on country level fixed effects, time level effects as well as lagged HIV prevelance. 9 In the present analysis, the argument given in [30] that the export rates defined above may be taken as exogenous relative to HIV incidence once observables and government or policy variables are controlled for. While [30] controls for these possible confounds by includes country-specific and year-specific fixed effects and lagged prevelance, this paper allows a much richer set of variables to be used as controls. All of the new control variables are described below and can conveniently be constructed from the original dataset used by [30] . An additional benefit is that selection of a conditioning set offers a very attractive complimentary analysis to the standard practice of robustness checks, where the baseline model is tweaked slightly to assess the stability 9 The arguments in this paper in conjuction with those given for selection of controls in high dimensional panel models in [7] could be used to justify allowing dependence within countries over time. The standard errors in the current analysis are clustered by country whereas [30] assumes an AR(1) structure and a linear model and proceeds wih Prais-Winston regression.
of estimates accross various model specifications. While robustness checks are useful, it is very difficult to come up with a principaled argument of which perturbed models should be found in a robustness. Therefore, the methods here give a formalized procedure for choosing a robust conditioning set which can compliment the robustness checks performed in [30] .
This paper considers a model specified by:
where i indexes country, t indexes times, α i are country-specific effects that control for any time-invariant country-specific characteristics, γ t are timespecific effects that control flexibly for any aggregate trends, w it is the lagged HIV prevelance rate. The outcome y it is log measure of HIV incidence calculated in two different ways. The first measure, named UNAIDS-based incidence, is based on data from UNAIDS, the United Nations organization responsible for reporting on the global HIV epidemic. The second way, named Death-based incidence, extrapolates backwards from mortality rates from the Demographic Yearbook Historical Suppliment. The x it are logs of three different export measures: total export value reported by the World Development Indicators; total export value reported by NBER -United Nations Trade Data; and total export volume reported by NBER-United Nations Trade Data. The measures are labeled Log Value (WDI), Log Value (NBER) Value, and Log Volume (NBER). For details, the reader is referred to [30] . This paper abstracts away from important issues arising from measurement error in both incidence rates and export rates in order to provide a clearer illustration of the model selection methods. The set of controls represented by z it is richer than the controls considered in the original paper.
z it is constructed from interactions of an aggregate linear time trend, t, an aggregate quadratic time trend, t 2 , aggregate periodic time trends with periods 4 and 8 years, sin(2πt/4), cos(2πt/4), sin(2πt/8), cos(2πt/8), log-population, indicator for larger region in Africa, intial values of HIV prevalence, gdp, log-population, and export levels. The final set of controls consists of 78 variables and can be obtained by request. By contrast, the samples consists of between 720-747 observations for the UNAIDS-based incidence measure and 161-166 for the Death-based incidence measure, with discrepencies arising from missing observations. Therefore, a conditioning set of 78 variables, though more robust than the baseline, is large enough to potentially cause statistical problems. Therefore, this analysis will apply the model selection procedure discussed in the earlier sections. The estimates of g(x it ) are based on a series expansion for g in terms of Hermite polynomials. The order of the approximating polynomial is chosen by K = floor(n 1/4 ), where n is the total number of observations (not observational units).
Estimates for the sample average derivative 1 n g ′ (x it ) based on the UN-AIDS measure are presented in Table 5 and estimates based on Death-based incidence are presented in Table 6 . In each table, the first panel uses the Log Value (WDI) measure, the second panel uses the Log Value (NBER) measure, and the third panel uses the Log Volume (NBER) measure. The estimate is interpreted as the average percent increase in HIV incidence resulting from an exogenously given percent increase in export over the sample export values. The tables present estimates and 95% confidence intervals, as well as lists of selected variables for each analysis. In addition to the postmodel selection estimates, a baseline estimate, corresponding to the baseline model in [30] (excluding z it , yielding y it = g(x it ) + α i + γ t + w ′ it δ + ε it ), and a model using the full set of controls without model selection are presented.
The estimates presented in Table 5 are not significantly different from 0 in any of the circumstances. This is partly consistent with the findings in [30] in that the significance does not withstand the robustness checks. The estimates here are in principal more variable relative to [30] since this paper considers non-parametric specifications for g whereas [30] considers a linear specification. The estimates in Table 6 are considerably more interesting. In particular, the interepretation of the estimates changes depending on which set of controls is used. Using the first measure of export, Log Value (WDI), the estimated average derivative, is significantly different from zero under the baseline model. However, the estimate fails to maintiain significant separation from zero when the full set of controls is used. This can be because the true causal effect based on the richer conditioning set is null, or because the inclusion of many control variables presents a serious limitation in terms of statistical precision. In this situation, using a selected set of controls yields a statistically significant, positive. In addition, the corresponding confidence interval in more narrow. Therefore, for these particular measures of incidence and export, the model selection method supports the conclusion of the baseline estimate of a positive average effect. Using the other two measures of export, the interpretations of the estimates, presented in Panels 2-3, do not change between the three estimation strategies.
Conclusion
This paper considers the problem of choosing a parsimonious conditioning set in the context of nonparametric regression. Convergence rates and inference results are provided for series estimators of additively separable models with a high dimensional component. Lasso continues to have good selection properties in this context and can be used in post-model selection inference when two model selection steps are performed.
Appendix A. Lasso Penalty Loadings Implementation
For completeness, this section presents implementation details for ClusterLasso. The details are the same as those given in [3] . Following a mechanical description of penalty loadings choice, conditions are presented which are sufficient for establishing the asymptotic validity of the proposed algorithm in this appendix.
Feasible options for setting the penalty level and the loadings for j = 1, . . . , L are Initial:
where c > 1 is a constant, γ ∈ (0, 1), Φ is the cummulative distribution function for the standard Gaussian distribution, and ε i is an estimate of Algorithm of Cluster-Lasso penalty loadings (1) Specify penalty loadings according to the initial option above. Use these penalty loadings in computing the Lasso/Post-Lasso estimators defined in Section 3.3. Then compute residuals
.., n and k = 1, ..., K.
(2) If N penalty > 1, update the penalty loadings according to the refined option above and update the Lasso/Post-Lasso estimator. Then compute a new set of residuals using the updated Lasso/Post-Lasso coefficients
.., n and k = 1, ..., K. 
B.1. Additional notation used in proofs.
In the course of the proofs, the following notation will be used. First, we use the standard stacking convention for random variables indexed by i = 1, ..., n into a column vector of size n × 1 so that y i are stacked in Y , g i = g(x i ) are stacked in G, h i = h(z i ) are stacked in H, and so forth, Let I be the full set of series terms chosen in the final estimation coming from the dictionary q. I is given by I = I 0 ∪ I R. . Let M I = I n − P I be projection onto the corresponding orthogonal subspace. Let Ω = P ′ M I P/n.
Let · denote Euclidean norm when applied to a vector and the matrix norm A = √ trA ′ A when applied to a square matrix. Let 
Using the decomposition,
Bounds for each of the three previous terms are established in Lemma 4 giving Ω − Ω = O P (Kφ/n).
Since Ω has minimal eigenvalues bounded from below by assumption, it follows that Ω is invertible with probability approaching 1 (byΩ being invertible with probability approaching 1 and by Lemma 4). Consider the event L = {λ min ( Ω) > λ min (Ω)/2}. By reasoning identical to that given in [29] , the following "variance" and "bias" terms have bounds
To proceed, it is required to obtain analogous bounds for 1 L Ω −1 P ′ M I ǫ/n and 1 L Ω −1 P ′ M I (G − P β)/n . Considering the "variance" term first, note that
Consider the first term above. 1
Turning to the "bias" term,
by assumption on (G − P β) and idempotency of
The last intermediate ingredient before putting together the proof of the proposition is a bound on
√ n by triangle inequality and Lemma 4(iv) and 4(v).
This reduces to
To show the proposition, bound the difference β − β. Note that
Triangle inequality and bounds described above give
The statement of the proposition follows from the bound on β − β using the arguments in [29] .
By arguments given in the proof of Theorem 2 in Newey (1997),
Using the above expansion and
The terms
will be shown negligible while the third term √ nF A ′ [ Ω −1 P ′ M I ǫ] will be shown satisfying
both hold by arguments in Newey (1997) . Beginning with the first term,
Cauchy-Schwartz and Lemma 4,
Next consider the last remaining term for which a central limit result will be shown. Note that using the bounds for
→ N (0, 1). Next consider the plug in variance estimate. First, bound A − A . In the case that a(g) is linear in g, then a(p ′ β) = A ′ β =⇒ A = A. Therefore, it is sufficient to consider the case (ii) of Assumption 7, that a(g) is not linear in g. For ν as in the statement of Assumption 7, Define the event E = E n = {| g − g| d < ν/2}. In addition, let J = (D(p 11 ; g), . .., D(p 1K ; g)) ′ . Then for any β such that |p ′ β − g| < ν/2, it follows that |p ′ β − g| ≤ ν and
Therefore, A exists and equals J if 1 E = 1.
Next, note that u ′ Σu = 1 E . In addition, Σ C · I in the positive definite sense by Assumption. Therefore,
BoundΣ to Σ by considering the quantity
Both terms on the right hand side will be bounded. Consider the first term. Expanding (
These five terms above are bounded in order of their appearence by
Where the bounds max i n |∆ 1i | = o P (1) follows by the proposition and max i n |∆ 2i | = o P (1) follows from Lemma 5 below. On the other hand, the argument that
is the same as in [29] .
The second term is bounded by
where the last bounds come from the rate condition in Assumption 9 and
With probability approaching 1,
To provide a rate of convergence,
The proof of the second statement of the Theorem uses similar arguments as the proof of the first and follows from the proof of Theorem 3 in [29] .
Appendix C. Lemmas
The first lemma is a performance bound for Post-Lasso estimates. It is required for use in the next two Lemmas. It is based on the results of [3] . Define the following four events which are useful for describing the regularization properties of the lasso regressions. 
1 where ∆ C,T = {δ = 0 : δ T c 1 C δ T 1 }. This defines the restricted eigenvalue and is useful for Lasso bounds. For more details regarding the definition, see for example, [10] .
analogously using the reduced form Ψ RF .
Lemma 1.
Under the conditions given in the text, the following inequalities holds.
In addition, the regularization event satisfies P(R) → 1.
Proof. That A RF holds with probability approaching 1 was established in [3] . The conditions listed in Assumption 6 allow use of the same argument to show that A F S holds with high probability by allowing the application of the moderate deviation results of [22] . In addition, B F S , B RF hold by Assumption 6.
Therefore, 1 R p → 1 giving the last claim of the lemma. The first two claims follow immediately from the third statement of Lemma 7 in [3] .
Proof. For the first result, let a = min k,j | Ψ F S kj | and b = max k,j | Ψ F S kj |.
Step 1 of the the proof of Theorem 1 in [3] shows that max k K (1/κ k c 0 ) b(κ bc 0 /a (Q ′ Q/n)) −1 . As a simple consequence of Assumption 6, a and b are bounded from above and away from zero with probability approaching 1. Then, also by assumption, (κ bc 0 /a (Q ′ Q/n)) −1 = O P (1). This implies the first statement. For the second statement, let s k be the number of incorrectly selected terms in the k-th first stage regression. Then By Lemma 10 of [3] 
by Assumption 5 and by using max k,j
The following lemmas bounds various quantities used in the proof above. The lemma provides analogous results to steps 4-6 of [9] in the proof of their Theorem 1 but accounts increasing number of series terms terms in the first dictionary.
Lemma 3. First Stage and Reduced Form Performance Bounds
Proof. Statement (i) follows from an application of Lemma 1:
Where the last equality follows from Lemma 2 and the definition of λ F S , ξ F S = O P ( φ/n) and 1 R p → 1. Next, Consider statement (ii).
To control the approximation error for the reduced form, ie. to bound ξ RF , note that
The approximation error ξ RF is then given by
By statement (i) of this lemma,
and the second term M I E[P β − mβ|z]/ √ n vanishes identically. These put together establish that
Where the last bound follows from ϕ min ( T ) = O P (1) by Assumption 5 on the restricted eigenvalues and by T = O P (Ks) by the result of the lemma above. Statement (iv) follows from similar reasoning as for statement (iii). Statement (v): note that by Lemma 4 of [9] , a sufficient condition for
and log(KL) = o(n 1/3 ). These conditions follow from Assumption 6. In ad-
by Assumption 6. This gives the first part of statement (vi). The second part follows in the same manner.
Statement (vi):
Proof. Bounds for statement (i):
Where the last probability bounds follow from Lemma 3.
Next, bounds for statement (ii):
where again the final probability bounds follow from Lemma 3. This implies that m ′ M I m/n = o P (1) by Kφ/n → 0. Statement (iii): Let R m = m − QΓ track approximation errors in the first stage. Then
Then the first term in the last line is bounded by R ′ m W/n = O P (ζ 0 (K) K/n φ/n) while the second term has
With the last asertion following from Lemma 3. This gives Statement (iii) and m ′ M I W/n = o P (1). Statement (iv):
Statement (v):
Statement (vii): By reasoning similar to that for Lemma 4(iii), it is sufficient to bounds R ′ m ǫ/ √ n = O P ( φ/n) and
Then Statement (vii) follows and the proof of Lemma 3 is complete.
The first term has the bound max i |h(x i ) − q(x i ) ′ η| = O P ( φ/n) by assumption. A bound on the second term is obtained by the following:
by the rate condition in Assumption 9. This completes the argument that , median absolute deviation (MAD) and rejection frequency for a 5% level test (RP 5%) for six different estimators of the function evaluated at the mean: the Post-Double proposed in this paper; a post-model selection estimator (Post-Single I) based on selecting terms with Lasso on the reduced form equation only; a post-model selection estimator (Post-Single II) based on selecting terms using Lasso on the outcome equation (Post-Single II); an estimator that uses a small number of series terms (Series I); an estimator that uses a large number of series terms (Series II); and and infeasible estimator that is explicitly given the control function. five different estimators of the average derivative: the Post-Double proposed in this paper; a post-model selection estimator (Post-Single I) based on selecting terms with Lasso on the reduced form equation only, a post-model selection estimator (Post-Single II) based on selecting terms using Lasso on the outcome equation (Post-Single II); an estimator that includes every covariate (Series); and infeasible estimator that is explicitly given the control function. five different estimators of the functional evaluated at the mean: the Post-Double proposed in this paper; a post-model selection estimator (Post-Single I) based on selecting terms with Lasso on the reduced form equation only, a post-model selection estimator (Post-Single II) based on selecting terms using Lasso on the outcome equation (Post-Single II); an estimator that includes every covariate (Series); and infeasible estimator that is explicitly given the control function. 0.059 [ -0.053 0.172 ] n = 747, K = 5, L = 78 Selected vars: lag-incidence, t × incidence 0 sin(2πt/4) × incidence 0 sin(2πt/8) × 1 region 2 incidence 0 × lag-incidence pop × pop 0
The table presents estimates of the sample weighted average derivative of growth in HIV incidence with respect to growth in export. The estimates are calculated using a baseline model, using post-double selection over the set of conditioning variables, and over the entire set of conditioning variables. All variables are generated from data given in [30] . n gives the number of total observsations (not observational units). Estimates are based on a K-order Hermite polynomial in the export measure. L gives the number of conditioning variables. The table presents estimates of the sample weighted average derivative of growth in HIV incidence with respect to growth in export. The estimates are calculated using a baseline model, using post-double selection over the set of conditioning variables, and over the entire set of conditioning variables. All variables are generated from data given in [30] . n gives the number of total observsations (not observational units). Estimates are based on a K-order Hermite polynomial in the export measure. L gives the number of conditioning variables.
