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Abstract—Three science and engineering problems of re-
cent interests—index coding, locally recoverable distributed
storage, and guessing games on graphs—are discussed
and the connection between their optimal solutions is
elucidated. By generalizing recent results by Shanmugam
and Dimakis and by Mazumdar on the complementarity
between the optimal broadcast rate of an index coding
problem on a directed graph and the normalized rate
of a locally recoverable distributed storage problem on
the same graph, it is shown that the capacity region
and the optimal rate region of these two problems are
complementary. The main ingredients in establishing this
result are the notion of confusion graph introduced by Alon
et al. (2008), the vertex transitivity of a confusion graph,
the characterization of the index coding capacity region
via the fractional chromatic number of confusion graphs,
and the characterization of the optimal rate region of the
locally recoverable distributed storage via the independence
number of confusion graphs. As the third and final facet
of the complementarity, guessing games on graphs by Riis
are discussed as special cases of the locally recoverable
distributed storage problem, and it is shown that the
winning probability of the optimal strategy for a guessing
game and the ratio between the winning probabilities of the
optimal strategy and a random guess can be characterized,
respectively, by the capacity region for index coding and
the optimal rate region for distributed storage.
I. INTRODUCTION
This paper discusses index coding, locally recoverable
distributed storage, and guessing games on directed
graphs, with the goal of elucidating the relationship
between the optimal solutions of these three problems.
Index coding. A server has multiple messages and
wishes to send them to their corresponding receivers.
Each receiver has some side information about a subset
of messages (not including the desired message). The
goal is to exploit the side information of the receivers
to minimize the number of required transmissions. This
problem arises in many contexts such as intra-cell com-
munication, content broadcasting and coded caching
[1], as well as satellite communication as originally
introduced by Birk and Kol [2].
It is easy to see that index coding is a special case of
network coding which is a key open problem in network
information theory. Effros, El Rouayheb, and Langberg
[3] showed that for any network coding problem, there
exists an equivalent index coding problem. This equiv-
alence makes index coding even more intriguing. So
far the index coding problem has been attacked using
tools from various disciplines such as graph theory [2],
[4]–[10], algebra [11], [12], interference alignment [13]–
[15], source coding [16], and random coding [17].
Locally recoverable distributed storage. A set of
servers collectively store data such that if a server fails,
its contents can be efficiently reconstructed from the
contents of the other servers (among many others, see
[18]–[20]). The goal is to design a distributed storage
code that maximizes the amount of data that can be
stored while satisfying the single-failure recovery con-
straint. In the mentioned references, it is assumed that
each server is able to connect to all the other servers
of the system. However, in a real system, due to some
constraints, a server may only have access to a subset
of the other servers. In [21], Mazumdar took this point
into consideration by assuming that the topology of the
system is given by a directed graph and established a
duality between the normalized rate of such a distributed
storage system and the broadcast rate of the index coding
problem. In particular, Mazumdar showed that for any
directed graph on n nodes, the broadcast rate of the
index coding problem and the normalized rate of the
locally recoverable distributed storage problem sum up
to n. In an independent concurrent work, Shanmugam
and Dimakis [22] established a similar result for vector
linear codes and showed that the dual code of a linear
index code is a linear code for the locally recoverable
distributed storage problem and vice versa.
Guessing games on graphs. Consider a cooperative
game among multiple players, in which a value (hat
color) is assigned to each player independently. The
value of each player is not revealed to her, but she knows
the values assigned to a subset of the other players she
can observe. The players should simultaneously guess
their own values and they win if all of them guess
correctly. After the values are assigned, the players are
not allowed to communicate, but they can come up
with a strategy beforehand to maximize their probability
of winning. What is the best strategy and how much
improvement over random guesses can we make by
employing the optimal strategy? This interesting puzzle,
which apparently seems to be in the realm of recreational
mathematics, was introduced originally by Riss [23] for
studying multiple unicast network coding problems. Its
relationship to index coding was observed firstly by Yi,
Sun, Jafar, and Gesbert [9].
In this paper, we define the λ-directed capacity C(λ)
of the index coding problem and the λ-directed optimal
rate R(λ) of the distributed storage problem and rewrite
the capacity region of the index coding problem and the
optimal rate region of the distributed storage problem in
terms of the set of λ-directed capacities, and the set of λ-
directed optimal rates respectively. Denoting the all-ones
vector by 1, C(1) is equal to the reciprocal of the broad-
cast rate of the index coding problem and R(1) equals
the reciprocal of the normalized rate of the distributed
storage. The complementarity between the capacity re-
gion and the optimal rate region of the two problems is
demonstrated by generalizing the complementarity result
by Mazumdar [21], and by Shanmugam and Dimakis
[22], to a complementarity relationship between C(λ)
and R(λ) for any nonnegative real n-tuple λ. The same
technique is used to make a complementary connection
between the sum-capacity of the index coding problem
and the optimal sum-rate of the distributed storage. Next,
we will discuss that the optimal guessing number of
guessing games on graphs is inversely related to the op-
timal sum-rate of the distributed storage problem which
together with the complementary connection between
the sum-capacity and the optimal sum-rate makes the
inverse relationship between the optimal complementary
guessing number and the sum-capacity of the index
coding problem clear (see Fig. 1). As a result of the clear
connection between the optimal solutions of these three
problems, the known results for one of these problems
can be easily extended to the other problems. We will
conclude the paper by one such example.
The rest of the paper is organized as follows. We first
review some mathematical preliminaries in Section II. In
Section III, formal definitions of the problems are pre-
sented. In Section IV, we overview the characterization
of the capacity region of the index coding problem, the
optimal rate region of the distributed storage problem,
and the guessing number of the guessing games via
the notion of confusion graph. Section V is the main
part of the paper in which the complementarity between
the index coding problem and the distributed storage
problem is presented and the guessing game on a graph
is shown to be a special case of the distributed storage
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Fig. 1. The relationship between index coding, distributed storage, op-
timal guessing number, and optimal complementary guessing number.
problem on the same graph. Finally, in Section VI, we
conclude by mentioning some results for the guessing
games that due to the established connections, also hold
for the index coding problem.
II. MATHEMATICAL PRELIMINARIES
Throughout the paper, 1 denotes the n×1 vector of all
ones. The notations V (Γ) and E(Γ) mean the vertex set
and the edge set of a graph Γ respectively. For v1, v2 ∈
V (Γ), v1 ∼ v2 denotes that there exists an edge between
v1 and v2. The set of positive integers that are less than
or equal to n, {1, 2, . . . , n}, is denoted by [n].
A. Graph Coloring
A (vertex) coloring of an undirected graph Γ is a
mapping that assigns a color to each vertex such that
no two adjacent vertices share the same color. The
chromatic number χ(Γ) is the minimum number of
colors such that a coloring of the graph exists. More
generally, a b-fold coloring assigns a set of b colors to
each vertex such that no two adjacent vertices share the
same color. The b-fold chromatic number χ(b)(Γ) is the
minimum number of colors such that a b-fold coloring
exists. The fractional chromatic number of the graph is
defined as
χf (Γ) = lim
b→∞
χ(b)(Γ)
b
= inf
b
χ(b)(Γ)
b
,
where the limit exists since χ(b)(Γ) is subadditive.
Consequently, χf (Γ) ≤ χ(Γ).
B. Vertex Transitive Graphs
Definition 1. An automorphism of a graph Γ is a
bijective function σ : V (Γ) → V (Γ), such that the pair
of vertices (σ(u), σ(v)) form an edge iff (if and only if)
the pair (u, v) form an edge.
Definition 2. A graph Γ is said to be vertex transitive
if for any two vertices u and v of Γ, there exists some
automorphism σ : V (Γ) → V (Γ) such that σ(u) = v.
Definition 3. The independence number of the undi-
rected graph Γ denoted α(Γ) is the cardinality of the
largest independent set of the graph.
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Fig. 2. (a) A 3-node directed graph. (b) The confusion graph
corresponding to the integer tuple (t1, t2, t3) = (1, 1, 1).
Lemma 1 (Scheinerman and Ullman [24, Prop. 3.1.1]).
For any vertex transitive graph Γ we have
χf (Γ) = |V (Γ)|/α(Γ).
C. Disjunctive Graph Product
Given two (undirected) graphs Γ1 and Γ2, the dis-
junctive product Γ = Γ1 ∗ Γ2 produces a graph Γ on
the Cartesian product of the original vertex sets, i.e.,
V (Γ) = V (Γ1)× V (Γ2) and the edge set is constructed
from the original edge sets according to the following
rule. (u1, u2) ∼ (v1, v2) iff u1 ∼ v1 or u2 ∼ v2. The
fractional chromatic number of the disjunctive product
is multiplicative.
Lemma 2 (Scheinerman and Ullman [24, Cor. 3.4.2]).
χf (Γ1 ∗ Γ2) = χf (Γ1)χf (Γ2).
D. Confusion Graphs
The notion of confusion graph is originally introduced
by Alon, Hassidim, Lubetzky, Stav, and Weinstein [25].
Consider a directed graph G = (V,E) with V = [n].
Let Aj = {i ∈ V : (i, j) ∈ E}, j ∈ [n] and let t =
(t1, . . . , tn) be a length-n integer tuple. Two binary n-
tuples xn, zn ∈
∏n
i=1{0, 1}
ti are said to be confusable
at node j ∈ [n] if xj 6= zj and xi = zi for all i ∈ Aj .
We say xn and zn are confusable if they are confusable
at some node j.
Given a directed graph G and a length-n integer
tuple t = (t1, . . . , tn), the confusion graph Γt(G) is
an undirected graph with
∏n
i=1 2
ti vertices such that
every vertex corresponds to a binary tuple xn and two
vertices are connected iff the corresponding binary tuples
are confusable. As an example, the confusion graph
of the directed graph in Fig. 2(a) corresponding to
(t1, t2, t3) = (1, 1, 1) is depicted in Fig. 2(b).
Remark 1. Every confusion graph is vertex transitive.
The following lemma shows that given any directed
graph G, confusion graph corresponding to a larger
integer tuple has a larger fractional chromatic number.
The proof is presented in Appendix A.
Lemma 3. Let s = (s1, . . . , sn) and t = (t1, . . . , tn) be
two integer tuples such that s ≤ t. Then for any directed
graph G with n vertices, we have
χf (Γs(G)) ≤ χf (Γt(G)). (1)
III. PROBLEM DEFINITIONS
A. Index Coding
In the index coding problem, a sender wishes to
communicate a tuple of n messages, xn = (x1, . . . , xn),
xj ∈ {0, 1}tj , to their corresponding receivers using a
shared noiseless channel. Receiver j ∈ [n] has prior
knowledge of a subset x(Aj) := (xi : i ∈ Aj), Aj ⊆
[n] \ {j}, of the messages and wishes to recover xj .
It is assumed that the sender is aware of A1, . . . , An.
The goal is to minimize the amount of information that
should be broadcast from the sender to the receivers so
that every receiver can recover its desired message.
Any instance of this problem, referred to collectively
as the index coding problem, is fully specified by the
side information sets A1, . . . , An. Equivalently, it can be
specified by a side information graph G with n nodes,
in which a directed edge i→ j represents that receiver j
has message i as side information (i ∈ Aj). For instance,
Fig. 2(a) shows the directed graph representing the index
coding problem with A1 = {2, 3}, A2 = {1}, and
A3 = {1, 2}. We often identify an index coding problem
with its side information graph and simply write “index
coding problem G.”
A (t1, . . . , tn, r) index code is defined by
• an encoder φ :
∏n
i=1{0, 1}
ti → {0, 1}r that maps
n-tuple of messages xn to an r-bit index and
• n decoders ψj : {0, 1}r ×
∏
k∈Aj
{0, 1}tk →
{0, 1}tj that maps the received index φ(xn) and
the side information x(Aj) back to xj for j ∈ [n].
Thus, for every xn ∈
∏n
i=1{0, 1}
ti
,
ψj(φ(x
n), x(Aj)) = xj , j ∈ [n].
A rate tuple (R1, . . . , Rn) is said to be achievable for the
index coding problem G if there exists a (t1, . . . , tn, r)
index code such that
Rj ≤
tj
r
, j ∈ [n].
The capacity region C of the index coding problem
is defined as the closure of the set of achievable rate
tuples. Let λ = (λ1, . . . , λn) be a non-negative real
tuple. Define the λ-directed capacity C(λ) of the index
coding problem G as
C(λ) = max{R : Rλ ∈ C }. (2)
Remark 2. The capacity region can be written in terms
of λ-directed capacities.
C =
⋃
λ∈Rn
≥0
:
∑
n
i=1
λi=n
{
R ∈ Rn≥0 : R ≤ C(λ)λ
}
. (3)
If λ1 = cλ2 for some constant c, then C(λ1)λ1 =
C(λ2)λ2 and thus in (3), it suffices to do the union
over vectors λ such that
∑n
i=1 λi = n. The 1-directed
capacity of the index coding problem G is referred to as
the symmetric capacity,
Csym = C(1) = max{R : (R, . . . , R) ∈ C }.
The reciprocal of the symmetric capacity is referred to
as the broadcast rate β of the index coding problem
G. For any nonnegative real vector µ = (µ1, . . . , µn),
the µ-weighted sum-capacity C¯(µ) of the index coding
problem G is defined as
C¯(µ) = max
{
n∑
i=1
µiRi : (R1, . . . , Rn) ∈ C
}
.
The 1-weighted sum-capacity is simply referred to as
sum-capacity,
Csum = C¯(1) = max
{
n∑
i=1
Ri : (R1, . . . , Rn) ∈ C
}
.
B. Locally Recoverable Distributed Storage
In the locally recoverable distributed storage problem,
data is to be stored in a network of n servers such that
by having access to all of the servers the stored data
can be exactly recovered. Let xj ∈ {0, 1}tj denote the
content of server j, j ∈ [n]. It is assumed that each
server has access to the contents of a subset of the other
servers x(Aj), where Aj ⊆ [n] \ {j} and is referred
to as the recoverability set of node j. The goal is to
find the maximum amount of data that can be stored
in the network such that if any of the servers fails,
its content can be recovered from the contents of its
recoverability set. Any instance of the distributed storage
problem is fully represented by the storage recovery
graph G = (V,E) in which each node represents a server
and there exists a directed edge i → j iff server i is in
the recoverability set of server j.
A (t1, . . . , tn, r) distributed storage code is defined by
• a message set [2r],
• a one-to-one encoding function xn : [2r] →∏n
i=1{0, 1}
ti that assigns a codeword xn(m)
to each message m ∈ [2r], (the set C =
{xn(1), . . . , xn(2r)} is referred to as the code-
book), and
• n recovery functions fj :
∏
k∈Aj
{0, 1}tk →
{0, 1}tj that maps the contents of the recoverability
set x(Aj) to xj for j ∈ [n].
Thus, for every xn ∈ C,
f(x(Aj)) = xj , j ∈ [n].
A rate tuple (R′1, . . . , R′n) is said to be achievable
for the distributed storage problem G if there exists a
(t1, . . . , tn, r) distributed storage code such that
R′j ≥
tj
r
, j ∈ [n].
The optimal rate region R of the distributed stor-
age problem is defined as the closure of the set of
achievable rate tuples. For any non-negative real tuple
λ = (λ1, . . . , λn), the λ-directed optimal rate R(λ) of
the distributed storage problem G is defined as
R(λ) = min{R′ : R′λ ∈ R}. (4)
Remark 3. The optimal rate region can be written in
terms of λ-directed optimal rates.
R =
⋃
λ∈Rn
≥0
:
∑
n
i=1 λi=n
{R′ ∈ Rn : R′ ≥ R(λ)λ} . (5)
The 1-directed optimal rate of the distributed storage
problem G is referred to as the symmetric coding rate,
Rsym = R(1) = min{R
′ : (R′, . . . , R′) ∈ R}.
The reciprocal of the symmetric coding rate is sometimes
referred to as the normalized rate. For any nonnegative
real vector µ = (µ1, . . . , µn), the µ-weighted optimal
sum-rate R¯(µ) of the distributed storage problem G is
defined as
R¯(µ) = min
{
n∑
i=1
µiR
′
i : (R
′
1, . . . , R
′
n) ∈ R
}
.
The 1-weighted optimal sum-rate R¯(1) is simply re-
ferred to as optimal sum-rate
Rsum = R¯(1) = min
{
n∑
i=1
R′i : (R
′
1, . . . , R
′
n) ∈ R
}
.
C. Guessing Games on Directed Graphs
Given a directed graph G = (V,E), V = [n], consider
the following cooperative game among n players. Player
j ∈ [n] is associated to node j and is assigned a value
xj ∈ {0, 1}tj independently from the other players. It is
assumed that player j can observe the values assigned
to a subset of the other players x(Aj) := (xi : i ∈ Aj),
Aj ⊆ [n] \ {j}. Aj is referred to as the set of neighbors
of player (node) j. The players should simultaneously
guess their own value and the goal is to maximize the
probability that all players guess their value correctly.
No communication is allowed between the players, but
they can agree on a strategy beforehand. Note that the
setting that we presented here is slightly different from
the original one defined by Riis [23] in that the range of
the values assigned to the players can be different.
A (t1, . . . , tn,W ) guessing strategy is defined by
• n functions hj :
∏
k∈Aj
{0, 1}tk → {0, 1}tj that
maps the values of the neighbors x(Aj) to xj , for
j ∈ [n], and
• a set W of n-tuples that can be guessed correctly
using these functions,
W :=
n⋂
j=1
{
xn ∈
n∏
i=1
{0, 1}ti : hj(x(Aj)) = xj
}
.
Let Pwin be the probability of winning, namely, the
probability that everyone guesses her value correctly. If
the players adopt a (t1, . . . , tn,W ) strategy, i.e., player
j, j ∈ [n] uses function hj to guess her value based on
the values of her neighbors, then
Pwin = |W |/
n∏
i=1
2ti .
Let Prand be the probability of winning if every player
guesses her value randomly. As player j, j ∈ [n], is
correct with probability 1
2tj
independent of others, we
have
Prand = 1/
n∏
i=1
2ti .
To measure the performance of adopting a strategy, in
[23] guessing number is defined as the logarithm of the
ratio between the winning probabilities of an strategy
and a random guess. In the following, we define the
guessing number for the general case where the range
of the values assigned to the players are different.
Definition 4. Given a directed graph G, the guessing
number of a (t1, . . . , tn,W ) guessing strategy is defined
as
k(G, t) = logs (Pwin/Prand) , (6)
where s = 2 1n
∑n
i=1
ti
, and Pwin is the probability that
the players win if they adopt that strategy.
Note that for the case where tj = t, ∀j, we have
k(G, t) = log(|W |)/t. The optimal guessing number
k(G) of a directed graph G is defined as
k(G) = sup
t
sup k(G, t), (7)
where the second supremum is over all (t1, . . . , tn,W )
strategies. The following is an alternative way to measure
the performance of adopting a strategy.
Definition 5. Given a directed graph G, the comple-
mentary guessing number of a (t1, . . . , tn,W ) guessing
strategy is defined as
k′(G, t) = logs (1/Pwin) , (8)
where s = 2 1n
∑n
i=1
ti and Pwin is the probability that the
players win if they adopt that strategy.
The optimal complementary guessing number is de-
fined in a similar way.
k′(G) = inf
t
inf k′(G, t), (9)
where the second infimum is over all (t1, . . . , tn,W )
guessing strategies.
Remark 4. For any (t1, . . . , tn,W ) guessing strategy,
we have k′(G, t) = n− k(G, t), and thus
k′(G) = n− k(G). (10)
Based on the definitions, it is easy to see the following
relationship between the guessing games and the dis-
tributed storage problem.
Remark 5. Given any directed graph G, a (t1, . . . , tn, r)
distributed storage code exists iff a (t1, . . . , tn,W )
guessing strategy with |W | ≥ 2r exists.
We will return to the relationship between these two
problems at the and of Section V.
IV. CAPACITY REGION, OPTIMAL RATE REGION,
AND GUESSING NUMBER VIA CONFUSION GRAPH
In order to shed light on how these three problems
are related, we will review the characterization of the
capacity region of the index coding problem, the optimal
rate region of the distributed storage problem, and the
guessing number of guessing games on graphs via the
notion of confusion graph.
A. Index Coding
In [8], the capacity region is characterized through the
fractional chromatic number of the confusion graph.
Proposition 1. The capacity region C of the index
coding problem G is the closure of all rate tuples
(R1, . . . , Rn) such that
Rj ≤
tj
log(χf (Γt(G)))
, j ∈ [n], (11)
for some t = (t1, . . . , tn).
B. Distributed Storage and Guessing Game
In [21], Mazumdar characterized the normalized rate
of the distributed storage problem through the indepen-
dence number of the confusion graph. The following is
a simple generalization of Mazumdar’s result.
Proposition 2. A rate tuple (R′1, . . . , R′n) is achievable
for the distributed storage problem G iff there exists an
integer tuple t = (t1, . . . , tn) such that
R′j ≥
tj
⌊log(α(Γt(G)))⌋
, j ∈ [n].
Proof: Sufficiency (achievability). For a given tuple
t = (t1, . . . , tn), consider a maximal independent set of
the confusion graph Γ = Γt(G). By the definition of the
confusion graph, no two n-tuples in this independent set
are confusable and therefore for these α(Γ) n-tuples,
contents of each server is a function of the contents
of its recoverability set. Therefore, it is possible to use
these α(Γ) n-tuples to store r = ⌊log(α(Γ))⌋ bits in
the distributed network. This proves the existence of a
(t1, . . . , tn, ⌊log(α(Γt(G)))⌋) distributed storage code.
Necessity (converse). Consider any (t1, . . . , tn, r) dis-
tributed storage code, which has at least 2r distinct n-
tuples that satisfy the required function relationship. By
definition, these n-tuples form an independent set of
the confusion graph Γ = Γt(G). Thus, α(Γ) ≥ 2r, or
equivalently, r ≤ ⌊log(α(Γ))⌋. Therefore, any achiev-
able (R′1, . . . , R′n) must satisfy
R′j ≥
tj
⌊log(α(Γt(G)))⌋
, j ∈ [n],
for some t = (t1, . . . , tn).
Since
ktj
⌊k log(α(Γt(G)))⌋
≤
ktj
k log(α(Γt(G)))− 1
,
letting k →∞ establishes the following.
Proposition 3. The optimal rate region R of the dis-
tributed storage problem G is the closure of all rate
tuples (R′1, . . . , R′n) such that
R′j ≥
tj
log(α(Γt))
, j ∈ [n],
for some t = (t1, . . . , tn).
Using an argument similar to the proof of Proposition
2, the optimal guessing number of the guessing game on
directed graph G can be characterized via the indepen-
dence number of confusion graphs.
Proposition 4. For the guessing game on directed graph
G on n nodes we have
k(G) = sup
t∈Zn
≥0
log(α(Γt))/(
1
n
n∑
i=1
ti).
V. RELATIONSHIPS
In this section, we first discuss the complementarity
between the index coding and the distributed storage and
then clarify the relationship between guessing games and
the distributed storage problem.
A. Index Coding Versus Distributed Storage
For any length-n integer tuple t, the confusion graph
Γt is vertex transitive. Therefore, Lemma 1 yields
log(χf (Γt)) =
n∑
i=1
ti − log(α(Γt)), (12)
which is the key to establishing the complementarity
between the index coding problem and the distributed
storage problem. We start by stating the following
proposition. The proof of the proposition is relegated
to Appendix B.
Proposition 5. For any directed graph G on n nodes
and any λ ∈ Qn≥0,
C(λ) = sup
r:rλ∈Zn
≥0
r
log(χf (Γrλ(G)))
, (13)
R(λ) = inf
r:rλ∈Zn
≥0
r
log(α(Γrλ(G)))
. (14)
The following theorem is the main result of this paper
which establishes the complementarity between the λ-
directed capacity C(λ) and the λ-directed optimal rate
R(λ), for any nonnegative real tuple λ.
Theorem 1. For any directed graph G on n nodes and
any λ ∈ Rn≥0, we have
1
C(λ)
=
n∑
i=1
λi −
1
R(λ)
. (15)
Proof: For λ ∈ Qn≥0, we have
C(λ) = sup
r:rλ∈Zn
≥0
r
log(χf (Γrλ(G)))
(16)
= sup
r:rλ∈Zn
≥0
r
r
∑n
i=1 λi − log(α(Γrλ(G)))
(17)
=
1∑n
i=1 λi −
1
R(λ)
, (18)
where (16) and (18) follow from Proposition 5, and (17)
follows from (12).
For λ 6∈ Qn, (15) holds due to the continuity of the
functions C(λ) and R(λ) and Q being dense in R.
Due to equations (3) and (5), the above theorem
establishes the complementarity between the two prob-
lems in the strong sense that given the capacity region
of the index coding problem G (more precisely, given
the boundary points of the capacity region), Theorem
1 completely determines the optimal rate region for
the distributed storage problem G and vice versa. This
includes as an special case the complementarity between
the symmetric capacity of the index coding problem
and the symmetric coding rate of the distributed storage
established by Mazumdar [21], and by Shanmugam and
Dimakis [22].
Corollary 1. Setting λ = 1 in Theorem 1 yields
1
Csym
= n−
1
Rsym
. (19)
Equation (12) can also be used to show how the sum-
capacity of the index coding problem is related to the
optimal sum-rate of the distributed storage problem. The
proof is straightforward and is omitted.
Theorem 2.
1
Csum
= 1−
1
Rsum
. (20)
B. Guessing Games Versus Distributed Storage
The following proposition shows that for any directed
graph G, the optimal guessing number of the guessing
game on G is inversely related to the optimal sum-rate
of the distributed storage problem G.
Theorem 3. For any directed graph G on n nodes
k(G) =
n
Rsum
.
Proof: For any tuple t, let s(t) = 2 1n
∑
n
i=1
ti
, then
Rsum = min
R′∈R
n∑
i=1
R′i
= inf
t
∑n
i=1 ti
log(α(Γt))
(21)
=
n
sup
t
log(α(Γt))
log(s(t))
=
n
k(G)
, (22)
where (21) follows from Proposition 3, and (22) follows
from Proposition 4.
Combining Theorems 2 and 3, and (10) yields the
inverse relationship between the optimal complementary
guessing number and the index coding sum-capacity.
Corollary 2. For any directed graph G on n nodes
k′(G) =
n
Csum
.
VI. CONCLUDING REMARKS
In this paper, we surveyed three problems and elabo-
rated on the connections between their optimal solutions.
This can be used in directly translating any achievability
scheme or converse result for one problem to the other
problems. For example, in [26], it is shown that even
for undirected graphs, the guessing strategy based on
the fractional clique covering [27] is not optimal. It is
also shown via an example that non-Shannon inequal-
ities provide a better bound on the guessing number
of undirected graphs than Shannon inequalities. The
established connections between the problems answer
the corresponding open problems in the context of in-
dex coding, namely, even when restricted to undirected
graphs, neither the fractional clique covering inner bound
nor the polymatroidal outer bound is tight for the index
coding problem.
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APPENDIX A
PROOF OF LEMMA 3
First assume that sj + k = tj for some j ∈ [n] and
some positive integer k and si = ti, ∀i 6= j. In this case,
we will prove the lemma by contradiction. Assume that
(1) does not hold. Then as any confusion graph is vertex
transitive, by Lemma 1, we have
α(Γt(G)) > 2
kα(Γs(G)). (23)
Each vertex of Γt is associated with an n-tuple that
has ti bits for user i ∈ [n]. Consider the α(Γt) n-
tuples in a maximal independent set of Γt and partition
them into (at most 2k) subsets based on the first k
bits of user j. As these k bits are the same for all the
members of each partition, after removing these k bits
from all the n-tuples, each partition will correspond to
an independent set of Γs. However, there are at most 2k
partitions and hence if (23) holds, due to the pigeonhole
principle, there exists a partition with more than α(Γs)
members, i.e., there exists an independent set of size
more than α(Γs) in Γs, which contradicts the definition
of the independence number of a graph. Therefore, (1)
holds if the two integer tuples differ only at one element.
Applying this (at most n times) to length-n tuples that
differ only at one element, completes the proof of the
lemma.
APPENDIX B
PROOF OF PROPOSITION 5
Due to Proposition 1, C = cl(C ◦), where
C
◦
= {R ∈ Rn≥0 : R ≤
t
log(χf (Γt))
for some t ∈ Zn≥0}.
The following lemma shows that the λ-directed capacity
defined in (2), can also be defined in terms of C ◦ .
Lemma 4. For any non-negative real tuple λ,
C(λ) = sup{R : Rλ ∈ C
◦
}. (24)
Proof: Let R∗ = sup{R : Rλ ∈ C ◦}, then R∗λ ∈
C and by the definition of C(λ) we have R∗ ≤ C(λ).
Assume that R∗ < C(λ). Let
ǫ =
1
2
(C(λ)−R∗) min
i:λi>0
λi,
and define the ǫ-neighborhood Nǫ(C(λ)λ) as
Nǫ(C(λ)λ) =
⋂
i:λi>0
{
R ∈ Rn : eTi (C(λ)λ−R) < ǫ
}
,
where all of the components of the n × 1 vector ei
are zero, except the i-th component, which is one. If
Nǫ(C(λ)λ) ∩ C
◦
= ∅, then it contradicts the fact that
C(λ)λ belongs to C . Alternatively, if Nǫ(C(λ)λ) ∩
C
◦
6= ∅, then there exists R > R∗ such that Rλ ∈
C
◦
, which contradicts the definition of R∗. Therefore,
R∗ = C(λ) and the proof is complete.
Proof of Proposition 5: Let λ = (a1
b
, . . . , an
b
)T ,
b ∈ N, and a1, . . . , an ∈ Z≥0. If rλ ∈ Zn≥0, then due to
Proposition 1, we have
rλ
log(χf (Γrλ(G)))
∈ C .
Therefore, we have
C(λ) ≥ sup
r:rλ∈Zn
≥0
r
log(χf (Γrλ(G)))
.
Next, let R be any real number such that Rλ ∈ C 0.
Then, there exists integer tuple t such that Rλ ≤
t/ log(χf (Γt)), and hence R ≤ tiλi / log(χf (Γt)), for
all i such that λi > 0. Let
j = arg min
i:λi>0
ti
λi
, (25)
then we have
R ≤
q
aj log(χf (Γt))
, (26)
where q = tjb. Due to (25), ajt ≥ qλ =
tj(a1, . . . , an)
T ∈ Zn≥0 and we have
log(χf (Γqλ)) ≤ log(χf (Γajt)) (27)
≤ log(χf (Γ
aj
t
)) (28)
= aj log(χf (Γt)), (29)
where (27) follows from Lemma 3, (28) follows from
the fact that the set of edges of Γajt is a subset of the
set of edges of Γaj
t
, and (29) follows from Lemma 2.
Combining (26) and (29), we have
R ≤
q
log(χf (Γqλ))
≤ sup
r:rλ∈Zn
≥0
r
log(χf (Γrλ(G)))
,
which together with Lemma 4 yields
C(λ) ≤ sup
r:rλ∈Zn
≥0
r
log(χf (Γrλ(G)))
,
and hence (13) holds. Following similar steps as above,
one can show that (14) also holds.
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