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Our goal is to characterize systematically all admissible couplings between the single systems.
By an admissible coupling we mean a condition that guarantees the existence, uniqueness and regularity of solutions to the respective initial boundary value problem. For the proofs of our results we refer the reader to [3] , [4] and [5] .
The paper is organized as follows. In Section 1.1 we consider an example in order to illustrate the goal of our investigations. In Section 2 we formulate the initial boundary value problems under consideration. Moreover, we list some problems from continuum mechanics to which our general theory is applicable. In Section 3 we formulate the assumptions and the theorems about existence, uniqueness and regularity of solutions. In the above sense the regularity assumptions about the coefficients of the differential operators and about the right hand sides define the admissible couplings. In Section 4 we give a sketch of proof of our main theorem that involves the energy method. In Section 5 we specify the assumptions of our theory for the case of two coupled systems. Finally, in Section 6 we show some limitations of our theory.
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Throughout this paper we will use a double index notation to enumerate the systems under consideration. The first index j indicates the type of the system: j = 1 indicates a hyperbolic system satisfying a symmetry condition. j = 2 indicates a parabolic system satisfying no symmetry condition. j = 3 indicates a parabolic system satisfying a symmetry condition. The second index i j enumerates the systems of type j.
2.1. The abstract problem. We make the following definition:
In the above definition the square bracket notation Φ[u] means that Φ acts as a nonlinear operator on the functions u ji j . In particular, A ji j [u](∇, x, t) denotes a differential operator of order 2m ji j with coefficients depending on u 11 , . . . , u 3I 3 . We consider the following abstract initial boundary value problem:
According to our notation (H) is a collection of hyperbolic PDEs for the functions u 1i 1 whereas (P1) and (P2) are collections of parabolic PDEs for the functions u 2i 2 and u 3i 3 respectively.
2.2.
The hyperbolic-parabolic problem. As an application we consider the following hyperbolic-parabolic initial boundary value problem that generalizes the example given in the introduction:
In the above initial boundary value problem the U φ ji j denote the collections of partial derivatives of the functions u 11 , . . . , u 3I 3 that occur in the constitutive functions φ ji j where φ = F, f .
2.3.
Applications in continuum mechanics. The single PDE systems in our initial boundary value problems are suitable to describe a wide range of problems in continuum mechanics. Some of them are the following:
Elasticity (hyperbolic, second order). Viscoelasticity (hyperbolic, second order). Higher gradient materials (hyperbolic, higher order). Shell theory-Reissner Mindlin Type (hyperbolic, second order). Shell theory-Kirchhoff Love Type (hyperbolic, higher order). Heat flow (parabolic, second order). Heat flow-Müller Type (hyperbolic, second order). Compressible fluid flow (parabolic, second order). Multipolar compressible fluids (parabolic, higher order). Magnetodynamics (parabolic, second order). Phase transitions-Cahn Allen Type (parabolic, second order). Phase transitions-Cahn Hilliard Type (parabolic, higher order).
We note that the mathematical structure of some of the above problems can be identical, but their coupling with other problems can be quite different. Moreover, we note that many of the above problems immediately fit into the scheme of our hyperbolicparabolic problem. However, some other problems have to be transformed and fit only into the scheme of our abstract problem, such as viscoelasticity and compressible fluid flow.
3. Statement of the theorem 3.1. The abstract problem. For the case of the abstract initial boundary value problem problem we make the following assumptions: (A1) Symmetry condition (j = 1, 3):
(A2) Legendre-Hadamard condition (strong ellipticity):
(A3) Compatibility condition:
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(A4) Boundedness condition:
(A5) Lipschitz condition:
In the above assumptions the
denote suitable function spaces. The assumptions (A1), (A2) and (A3) are structural conditions. The regularity assumptions (A4) and (A5) define the admissible couplings.
Theorem (Local Existence, Uniqueness, Regularity). Let the assumptions (A1)-(A5) be satisfied. Then there exists 0 < T * ≤ T such that the abstract initial boundary value problem has a unique smooth solution:
We note that the scales of function spaces in the above theorem enter into our nonlinear theory in a natural way through the underlying linear theory.
3.2.
The hyperbolic-parabolic problem. For the case of the hyperbolic-parabolic initial boundary value problem we make the following definition:
Moreover, we use the following notation:
denotes the highest order of spatial derivatives of u lk l that occurs in the constitutive functions φ ji j where φ = F, f .
denotes the highest order of spatial derivatives of ∂ t u 1k 1 that occurs in the constitutive functions φ ji j where φ = F, f .
We also make the following assumptions: (B1) F ji j ,α and f ji j are smooth functions.
(B2) Symmetry condition (j = 1, 3):
T .
(B3) Legendre-Hadamard condition (strong ellipticity):
(B4) Compatibility condition:
(B5) Regularity assumptions (I):
Regularity assumptions (II):
In the above assumptions the Φ φ,ν ji j ,lk l denote suitable functions specified in [5] . The assumptions (B1), (B2), (B3) and (B4) are structural conditions. The regularity assumptions (B5) define the admissible couplings now. In particular, the regularity assumptions (B5) imply the previous regularity assumptions (A4) and (A5). We note that by Poincaré's lemma the symmetry condition (B2) is equivalent to the following integrability condition:
Corollary (Local Existence, Uniqueness, Regularity). Let (B1)-(B5) be satisfied. Then there exists 0 < T * ≤ T such that the hyperbolic-parabolic initial boundary value problem has a unique smooth solution:
4. Sketch of proof (energy method). In order to prove our main theorem we make use of the so called energy method, see e.g. [1] (Dafermos-Hrusa), [7] (Kato) and [8] (Majda) . Therefore, we proceed in several steps: (c) Solve the linearized initial boundary value problem for u ν+1 .
The crucial point in this step is that we cannot make use of the full regularity of u ν as we insert it into the A ji j ,αβ [ · ] and f ji j [ · ]. Therefore, we linearize the single systems successively in the following way, cf.
[6] (Jiang-Racke):
2. Next, we derive a priori estimates for {u ν } ∞ ν=0 using Galerkin's method. In view of the regularity of the u ν ji j we have the following correspondence:
One crucial point in this step is that we need an elliptic regularity theory for linear elliptic differential operators with minimal regularity in the coefficients. Such a theory was previously developed by the author, see [2] . Another crucial point in this step is that we have to find suitable scales of function spaces. The important observation is that we can find some µ ≥ 1 and corresponding scales of function spaces such that for any (j, i j ) one temporal derivative of u ji j corresponds to µ spatial derivatives of u ji j , cf. [6] (Jiang-Racke).
3. Next, with the help of the above a priori estimates we show that the sequence {u ν } ∞ ν=0 is bounded with respect to some high norm and contractive with respect to above initial value problem this means that we consider the diagonal of A(∇) as the principal part and the remainder as a perturbation. This approach has the feature, that we obtain existence and uniqueness of solutions either for all α ∈ R or only for α = 0. Now it is easy to see that for some α 1 = 0 the solution operator G(t) extends to a bounded linear operator on L 2 (R n , R 2 ) whereas for some other α 2 = 0 the solution operator G(t) becomes unbounded on L 2 (R n , R 2 ). Consequently, for α 1 the above initial value problem has a unique solution but nevertheless the approach of our general theory fails.
