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The bilayers of Transition Edge Sensors (TESs) are often modified with additional normal-metal
features such as bars or dots. Previous device measurements suggest that these features improve
performance, reducing electrical noise and altering response times. However, there is currently no
numerical model to predict and quantify these effects. Here we extend existing techniques based
on Usadel’s equations to describe TESs with normal-metal features. We show their influence on
the principal TES characteristics, such as the small-signal electrothermal parameters α and β and
the superconducting transition temperature Tc. Additionally, we examine the effects of an applied
magnetic field on the device performance. Our model predicts a decrease in Tc, α and β as the
number of lateral metal structures is increased. We also obtain a relationship between the length L
of a TES and its critical temperature, Tc ∝ L−0.7 for a bilayer with normal-metal bars. We predict
a periodic magnetic flux dependence of α, β and Ic. Our results demonstrate good agreement with
published experimental data, which also show the reduction of α, β and Tc with increasing number
of bars. The observed Fraunhofer dependence of critical current on magnetic flux is also anticipated
by our model. The success of this model in predicting the effects of additional structures suggests
that in the future numerical methods can be used to better inform the design of TESs, prior to
device processing.
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I. INTRODUCTION
Transition Edge Sensors (TESs) are used as ultra-
sensitive detectors for astronomical observations across
the whole of the electromagnetic spectrum.1,2 They are
operated at low temperatures (T ∼ 1 K or below), and
give unparalleled performance in terms of energy reso-
lution when used as microcalorimeters, or noise equiv-
alent powers when used as bolometers. Various groups
worldwide have achieved performances approaching the-
oretical limits, but understanding the factors that deter-
mine the achieved performance remains a goal. TESs
are currently used in ground-based telescopes such as
EBEX,3 SPTpol,4 Keck/SPIDER,5 and GISMO,6 and
will be used, or are proposed for use, in a number of
upcoming space missions.7,8
In its simplest form a TES consists of a superconduct-
ing thin-film (denoted here by S′), typically ∼ 100 nm
thick, operated very close to its superconducting transi-
tion temperature Tc,S′ . This film has length L and width
W satisfying L,W  ξ, the superconducting coherence
length. The TES is coupled electrically to an external
readout circuit by superconducting leads (denoted S), of
higher transition temperature Tc,S, so that Andreev re-
flection minimizes the electronic thermal conduction out
of the superconducting film. The presence of the higher-
Tc leads influences the operating conditions of the TES
due to the superconducting proximity effect, in which
Cooper pairs formed in the leads diffuse into the lower-
Tc superconducting film, inducing or enhancing super-
conductivity.
In many TESs the superconducting film is modified,
perhaps empirically, by adding features such as dots or
lateral metal bars, which often only extend partially
across the TES. These modifications reduce excess elec-
trical noise6 and change aspects of performance such as
response times.4,9–13 In microcalorimeters normal-metal
or semi-metal structures act as, or thermally couple to,
photon absorbers.14 Changes in the TES response time
indicate a change in the small-signal electrothermal pa-
rameter α = (∂ lnR(T, I)/∂ lnT )I , which characterizes
the sharpness of the superconducting-normal resistive
transition (here R is the TES resistance and I the bias
current). Large values of α optimize the current-to-power
sensitivity of a TES operated as a bolometer and re-
duce its response time, whilst at the same time reduc-
ing its in-band Johnson noise. Changes in R(T, I) al-
ter the more easily measurable resistance-current sensi-
tivity β = (∂ lnR/∂ ln I)T .
1 Large values of β increase
the response time and also reduce the electrical stability
of the TES when biased optimally at low bias voltage
Vb.
1 Understanding the dependence of critical current
Ic on magnetic field B as a function of TES geometry
is also important in achieving ultimate power or energy
sensitivity and insensitivity to environmental magnetic
fields. The current to incident-power sensitivity of a
bolometer is dI/ dP ≈ −1/Vb, to first order. Assum-
ing I = kIc, where the constant of proportionality k is
less than unity, k . 1, (as in a simple two-fluid model1),
the sensitivity of apparent detected power to field is then
dP/ dB = −kVb dIc/ dB.
From a design perspective, the effective Tc of the TES,
that we define for a fixed current as the temperature at
which the resistance of the actual structure equals half
its normal-state value Rn, should be engineered to match
experimental requirements determined by bath temper-
2ature, power handling, power sensitivity and electrical
impedance. In practice, there are few elemental super-
conductors with the desired characteristics such as low
Tc, mechanical stability, ease of deposition and pattern-
ing, and resistance to environmental influences such as
oxidation. Superconducting bilayers, composed of either
a normal metal and a superconductor or two dissimilar
superconductors, offer the flexibility to adjust Tc of the
superconducting film, again using the superconducting
proximity effect.15 Mo/Au, Ti/Au and Ti/Nb have all
been used as bilayer combinations in this context. The
use of these bilayers means that a TES can consist of a
superconducting proximity structure in which the prox-
imity effect acts in all spatial directions. Any additional
bars or dots, denoted S′′, are often formed for practical
reasons (such as available thin film deposition capabil-
ity) by thickening the lower-Tc material of the bilayer in
selected areas.
The experimental work of Sadleir et al.16, which
strongly suggests the existence of a long-range proximity
effect in MoAu TESs at low T/Tc,S, included the obser-
vation of a Fraunhofer-like relationship between the flux
Φ and the critical current Ic(Φ), where Φ = BLW with
B the applied magnetic field. A similar dependence was
found by Smith et al.14 for MoAu TESs with partial bars
and Hijmering et al.17 for bare TiAu TESs. The measure-
ments reported in the latter also indicate a more com-
plicated field-dependence in MoAu TESs in large fields
Φ/Φ0 ∼ 50, where Φ0 = h/2e is the flux quantum, pos-
sibly due to the additional partial lateral metal bars.
Our brief synopsis of experimental observations is as
follows:
i. The effective Tc scales approximately as (1/L
2).16
ii. The width of the transition shows a similar depen-
dence on L, suggesting that α is unchanged.
iii. α is reduced by the addition of lower Tc, S
′′ bars (and
likewise increased by higher-Tc bars).
11,18
iv. α and β show oscillations when a magnetic field is
applied. The maximum of these oscillations reduces
with increasing field, so both parameters are max-
imised in the zero field case.13,19
v. The ratio α/β is typically in the range 10 −
200.13,20–22
vi. The measured Ic(Φ) shows a mostly Fraunhofer-
like dependence, although the dependence is
not exact.13,17,23,24 Some measurements on TESs
with partial bars show a more complicated field
dependence.17
A general method for describing the spatial proximity
effect in materials with short electronic mean-free-paths
is provided by the diffusive Usadel equations.25 These
equations have been used widely to describe SS′S struc-
tures near Tc,S, including calculation of the critical cur-
rent dependence on magnetic flux Ic(Φ).
26–30 Cuevas and
Bergeret31 solved the Usadel equations at low temper-
atures T/Tc ∼ 0.01 in two dimensions for short wires
L/ξ = 2 with varying widths 0.5 ≤ W/ξ ≤ 50, find-
ing a Fraunhofer-like dependence of Ic(Φ) for wide junc-
tions W/ξ ∼ 50. Kozorezov et al. extended the mod-
elling to long one-dimensional superconducting struc-
tures L/ξS′  1 in simple SS′S geometries at low temper-
atures T/Tc,S  1, and showed how to describe a TES in
the context of the resistively shunted Josephson junction
(RSJ) model.32,33 This latter work we refer to here as the
“1-D model”.
Here we extend the 1-D model to explore numerically
the effects of additional structures, such as bars, calcu-
lating how these change the observed Tc, the electrother-
mal parameters α and β, and the current-field depen-
dence Ic(Φ). We calculate the effect of magnetic field on
α and β. We describe the generic effects of changes in
the number of bars or the length L on the electrother-
mal parameters. To enable this work we also describe
how to account for changes in thickness arising from the
structures, taking into account the necessary boundary
conditions.
We make the following assumptions:
i. We assume that electron diffusion in the lateral, y,
direction can be ignored so that electron trajecto-
ries are parallel to the x axis (see Figure 1). In this
approximation, the effects of bars and dots become
identical, as both can be modelled as thickened re-
gions of the bilayer.
ii. In the transverse direction, z, we assume that the
superconducting film is sufficiently thin (thickness
t ξS′′,S′) that its properties are spatially invariant,
even if the film is a proximity bilayer.15 We denote
the composite bilayer simply as S′, S′′ as required,
but we include the effect of thickness changes.
iii. We ignore pair-breaking by the current.
iv. In the lateral, y, direction we assume that the film
is uniform. The problem is then reduced to the
x−dimension.
In order to present the most general form of our model
and its predictions, we have not assumed any particu-
lar material parameters for the bias leads, TES or bars.
We have used normalized parameters and dimensions
wherever possible to emphasize the generic nature of the
study.
The ultimate aim of this modelling work is to better
inform the detailed design of TESs. By using a model to
test possible device designs, we can develop TESs with
the required performance parameters, reducing the need
for intermediate experimental measurements.
In Section II, we outline the theoretical basis of the
model, and describe the numerical method in Section III.
Section IV shows a number of outcomes of the modelling
and draws qualitative comparisons with existing experi-
mental data. Section V summarizes the work.
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FIG. 1. The geometry used to model a TES with a single
bar. This is given for illustrative purposes - the techniques
described are applied to TESs with multiple metal bars. The
axes indicate the coordinate system used to describe the sen-
sor and the cut-through shows the one-dimensional model.
The regions labelled S are the superconducting electrodes,
the bilayer is labelled S′ and the region with the additional
metal bar is labelled S′′. L denotes the length of the sensor,
and W its width. di indicates the length of region i and ti its
thickness. B shows the direction in which the magnetic field
is applied. We assume the supercurrent density jS is in the x
direction as indicated.
II. THEORY
We model the TES in one dimension as shown by
the dashed line in Figure 1. We follow (2)-(4) from
Vasenko et al.29, parameterizing the normal and anoma-
lous Green’s functions as G = cos θ and F = sin θeiχ
respectively, where θ is the pairing angle and χ is the
superconducting phase. Using matrix notation for the
Green’s function
Gˆ =
(
G F
F ∗ −G
)
=
(
cos θ sin θ eiχ
sin θ e− iχ − cos θ
)
, (1)
we obtain the one-dimensional Usadel equations27,29,32
~D
(
d2θ
dx2
−
(
dχ
dx
)2
cos θ sin θ
)
= 2~ω sin θ − cos θ(∆ e− iχ + ∆∗ eiχ), (2a)
~D
d
dx
(
sin2 θ
dχ
dx
)
= i(∆ e− iχ −∆∗ eiχ) sin θ, (2b)
where ∆ is the spatially varying superconducting order
parameter. ω represents the Matsubara frequencies given
by ~ω = pikBT (2n + 1) for integer n. The Usadel equa-
tions (2) make no assumptions about the relationship
between the phase of ∆ and the superconducting phase
χ.
The order parameter varies as a function of χ and θ
according to the self-consistency equation
∆ ln
(
T
Tc
)
+ 2pikBT
∑
ω>0
(
∆
~ω
− sin θ eiχ
)
= 0, (3)
and the supercurrent density is
js(x, ψ) = −2σpikBT
e
∑
ω>0
sin2 θ
dχ
dx
. (4)
ψ = χ(L/2+dS)−χ(−(L/2+dS)) is the phase difference
between the superconducting leads.
The Usadel equations (2) and (3) need to be solved
with appropriate boundary conditions. We assume bulk
superconductor behaviour at the external boundaries
±(L/2 + dS), the outer edges of the superconducting
electrodes, so here ∆ = ∆BCS, θ = atan (∆BCS/ω) and
∂χ/∂x = 0. We set χ(±(L/2 + dS)) = ±ψ/2.27,29 The
boundary conditions at the S-S′ and S′-S′′ internal inter-
faces are given in terms of the Green’s functions of (1)
by29,34
ξjγ
tj
ti
(
Gˆj
∂
∂x
Gˆj
)
= ξi
(
Gˆi
∂
∂x
Gˆi
)
, (5)
and
2ξjγB
(
Gˆj
∂
∂x
Gˆj
)
= ±[Gˆi, Gˆj ]. (6)
In the direction of increasing x, the positive sign in (6)
refers to the interface from material i to material j and
the negative sign to the interface from material j to mate-
rial i. The coherence length is ξ2i = ~Di/2pikBTc,i, where
Di is the diffusion coefficient. At temperatures above
Tc,i, this becomes a correlation length ξ
2
i = ~Di/2pikBT .
The material interfaces are characterized by two param-
eters: γB is a measure of the boundary resistance;
34 and
γ describes the strength of suppression of superconduc-
tivity in S near the interface compared to the bulk.27
We modify the first boundary condition (5) compared
with the condition given by Kuprianov et. al. (34) with
an additional factor tj/ti. This takes into account the
discontinuities in thickness between the S′ and S′′ regions,
ensuring conservation of supercurrent.
With zero applied magnetic field, the phase difference
between the S-electrodes, ψ, is constant as a function of
y, and the total supercurrent
Is(x, ψ) = Wt(x)js(x, ψ) (7)
follows directly by integration with respect to y. This
spatially varying supercurrent is useful for comparing the
characteristics of TES with different geometries. We use
4the value of ψ = ψ0 that maximizes Is. In the presence
of a magnetic field Bz, the gauge-invariant phase differ-
ence between the electrodes varies as a function of y such
that28,30,31
ψ(y) =
2piΦ(y)
Φ0
+ ψ0, (8)
where Φ0 = h/2e is the quantum flux and Φ(y) =
Bzy(L+ 2λL), with λL the penetration depth in S.
Now the supercurrent density varies as js(x, ψ(y)),
so defining the critical current density as jc(ψ) =
minx(js(x, ψ)) we find the total critical current
Ic(Φ) = t
∫ y=L/2
y=−L/2
jc(ψ(y)) dy. (9)
It is only necessary to calculate jc(ψ) for ψ ∈ (0, pi), due
to the properties of the current-phase relation.27 This
analysis assumes a relatively weak magnetic field, and so
the order parameter ∆ does not change.
We model the overall TES resistance using a resistively
shunted Josephson junction (RSJ) model.33,35 The resis-
tance is given by
R(T, I) = Rn
{
1 +
1
κ
Im
[I1+iζκ(ζ)
Iiζκ(ζ)
]}
, (10)
where ζ = ~Ic/2eT describes the effect of thermal fluc-
tuations, and Iµ(ν) are modified Bessel functions of the
first kind of complex order µ and real variable ν. The
ratio of current to critical current is κ = I/Ic,T . The
Bessel functions are calculated using a continued frac-
tion method.36
III. MODEL
We solve the Usadel equations (2) iteratively and check
for convergence of the order parameter ∆(x = 0) to bet-
ter than 0.1%. We assume throughout that Tc,S′/Tc,S =
0.01 and Tc,S′′/Tc,S = 0.005. We take γ(S,S′) = 0.1,
γB(S,S′) = 1 to describe the interfaces of S-S
′, and
γ(S′,S′′) = 1, γB(S′,S′′) = 0 to describe the interfaces of
S′-S′′. Where additional S′′ features are included, we de-
note their number by N and we assume that they are
uniformly positioned with respect to the centre of the
TES bilayer. This method is general and will work for
any phase difference ψ between the two electrodes. We
use the converged values of θ and χ to calculate the su-
percurrent in material i according to (4). From this, we
calculate the R(T, I) surface using (10) and hence α and
β.
IV. RESULTS
Here we present representative results of the mod-
elling. Figure 2 shows the variation of the supercon-
ducting order parameter ∆ with position for a TES with
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FIG. 2. Real and imaginary parts of ∆(x) across a bare TES
with L/ξS = 100, T/Tc,S = 0.02. The phase difference between
the leads is ψ = 0 for the solid and dashed lines and ψ =
pi/2 for the dotted and dot-dashed lines. The units used are
dimensionless: ∆ is normalised by a factor of pikBTc,S and x
by a factor of ξS.
-20 0 20
x/ξS
-4
-2
0
2
4
6
∆
(x
)/
(pi
k
B
T
c,
S
)
×
1
0
−
3
S′ S′S′′ S′′S′
Re(∆)
Im(∆)
FIG. 3. Real (solid line) and imaginary (dashed line) parts of
∆(x) in the central region of a sensor with N = 2, ψ = pi/2,
T/Tc,S = 0.02.
L/ξS = 100, N = 0. The phase differences of 0 and pi/2
were chosen for comparison to the earlier calculations of
Kozorezov et al. and show good qualitative agreement
with published results.32 Although the temperature used
here, T/Tc,S = 0.02, is above the superconducting tran-
sition temperature of S′, there is still a non-zero order
parameter throughout the length of the sensor due to the
long-range proximity effect. Figure 3 shows the effect on
the order parameter of adding two S′′ sections each of
length dS′′/ξS = 20. The magnitudes of both the real
and imaginary parts of the order parameter are reduced
inside these bars.
Figure 4 shows how the supercurrent Is varies with po-
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FIG. 4. Supercurrent Is for TESs with N = 0 (solid line), 1
(dashed line) and 2 (dot-dashed line). Inset is a magnification
of the central region of the plot for N = 1 to illustrate the
effects of the lower-Tc S
′′ structure. The phase difference of
ψ = pi/2 means that the supercurrent is close to its maximum
value; and we take T/Tc,S = 0.02. Is is normalized to Ic in a
sensor with N = 0 and no magnetic flux (Ic(0)|N=0)
sition in a TES of fixed overall length L/ξS = 100 with
N = 0, 1, 2 bars of dS′′/ξS = 20. Is(x) is normalized by
the critical current for a bare TES with zero applied field
Ic(0)|N=0. As N is increased, both the overall super-
current and hence the critical current are reduced. We
also see in the inset how the supercurrent magnitude is
reduced within the metal bars themselves. However, con-
sistent with our modified boundary conditions at the S-S′
and S′-S′′ interfaces (5), the current Is is continuous. At
the far edges of S, Is → 0 as required by the boundary
conditions.
Figure 5 shows the R(T, I) surface normalised to Rn
as a function of normalised temperature T/Tc,S and nor-
malised current I/Ic0. Ic0 is the critical current in the
sensor for T/Tc,S = 0.05. The sensor has N = 0, L/ξS =
100. The effective superconducting transition occurs at
about T/Tc,S ' 0.12 dependent on current. This is con-
siderably higher than the intrinsic transition temperature
of the bilayer, Tc,S′/Tc,S = 0.01, due to the proximity ef-
fect of the electrodes, the TES geometry and the choice
of boundary conditions. The TES length chosen is rela-
tively small for ease of computation and the value of γB
relatively low - increasing both the length and the value
of γB would reduce the transition temperature. Figure
6 shows the calculated R(T, I) surface for a TES with
L/ξS = 100 and N = 2. Both lower-Tc bars have length
dS′′/ξS = 20. A reduction in the effective Tc relative to
Figure 5 is immediately evident. There is also a sugges-
tion that the R(T, I) surface becomes less steep.
The effect on α(T, I) and β(T, I) for the same geome-
tries is shown in Figures 7 to 10. Figure 7 shows the log-
arithmic resistance-temperature sensitivity α(T, I) with
N = 0 and phase difference ψ = pi/2. Figure 9 shows
FIG. 5. R(T, I) for a TES with N = 0, ψ = pi/2. The tem-
perature is normalised to Tc,S, the superconducting transition
temperature of S; the current to Ic0, the critical current in the
sensor for T/Tc,S = 0.05; and the resistance to Rn, the nor-
malised TES resistance.
FIG. 6. R(T, I) for a TES with N = 2, ψ = pi/2.
β(T, I) for the same parameters. We compare these with
Figures 8 and 10, which show the same surfaces for a
TES with N = 2. A reduction in both α and β caused
by the bars is evident and we also see a ratio α/β ≈ 10,
agreeing with experimental observations.10,13,21
These trends are more fully shown in Figure 11. The
left panel shows the effects on α(T )|I of increasing the
number of bars and the magnetic flux. In (a) N =
0,Φ/Φ0 = 0; (b) N = 1,Φ/Φ0 = 0; (c) N = 2,Φ/Φ0 = 0;
(d) N = 2,Φ/Φ0 = pi/2. L/ξS = 100 and I/Ic,0 = 0.005
throughout. The right panel shows the effect on α(T )|I
of lengthening the sensor: (e) L/ξS = 100 (f) L/ξS = 150;
and (g) L/ξS = 200. Φ = 0, N = 2, I/Ic,0 = 0.1 through-
out. Comparison of curves (a) to (c) shows how, as ob-
served experimentally18,37, α and hence β are reduced as
N increases. Comparison of curves (c) and (d) shows the
6FIG. 7. α(T, I) for a TES with N = 0, ψ = pi/2.
FIG. 8. α(T, I) for a TES with N = 2, ψ = pi/2.
FIG. 9. β(T, I) for a TES with N = 0, ψ = pi/2.
FIG. 10. β(T, I) for a TES with N = 2, ψ = pi/2.
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FIG. 11. Left panel shows the effects on α(T )|I of increasing
the number of bars and the magnetic flux: (a) N = 0,Φ/Φ0 =
0; (b) N = 1,Φ/Φ0 = 0; (c) N = 2,Φ/Φ0 = 0; (d) N =
2,Φ/Φ0 = pi/2. L/ξS = 100 and I/Ic0 = 0.005 throughout.
Right panel shows the effect on α(T )|I of lengthening the
sensor: (e) L/ξS = 100 (f) L/ξS = 150; and (g) L/ξS = 200.
Φ = 0, N = 2, I/Ic,0 = 0.1 throughout. β shows the same
trends as α - from Figures 7 to 10, α/β ≈ 10.
reduction of α and hence β by an applied field. Compar-
ison of curves (e) to (g) shows the effect of increasing the
TES length with fixed N . The effective Tc is reduced by
increasing either N or L and we find that Tc ∝ L−0.7 in
this instance with N = 2. These predictions enable us to
quantify the effects of adding bars and lengthening the
sensor on key device parameters.
Figure 12 shows the variation of critical current with
magnetic flux Ic(Φ), normalized to Ic(0)|N=0. The pre-
dicted critical current-phase relationships have the form
of a Fraunhofer diffraction pattern even with the addi-
tion of lower-Tc features. The calculated current-phase
relationship jc(ψ) is not sinusoidal, showing the ex-
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FIG. 12. Critical current in the sensor Ic as a function of
magnetic flux Φ, for TESs with (0) N = 0, (1) N = 1 and
(2) N = 2. Magnetic field is applied perpendicular to the
sensor, in the z direction, T/Tc,S = 0.02 and L/ξS = 100. Ic
is normalized to the zero-field critical current for a bare TES,
Ic(0)|N=0, and Φ is in units of the magnetic flux quantum
Φ0. Left inset shows jc/maxψ(jc(ψ, T )), the critical current
normalized to its maximum value, as a function of phase dif-
ference ψ across the sensor, at T/Tc,S = (a) 0.01, (b) 0.02 and
(c) 0.05. Right inset shows the ratio of the normalised critical
current for N = 0 to a sinc function of the same period and
magnitude.
pected temperature-dependent skew.26,27 The maximum
of jc(ψ) increases with phase as the temperature is re-
duced, as shown in the left inset to Figure 12. As de-
scribed in Section II, we use this jc(ψ) relationship cal-
culated directly from the Usadel equations to determine
the field dependence. The right inset demonstrates that
the sinc form is not exact showing deviations of up to
15% from a sinc function of the same period and magni-
tude. Such Fraunhofer-like flux-dependencies have been
observed experimentally.24,38
We also see a periodic dependence of the electrother-
mal parameters α and β on applied magnetic field, as
demonstrated by Figure 13. Again, the relationship is
not perfectly symmetric - there is a slight skew in the
curve. This behaviour agrees qualitatively with measure-
ments made by Smith et al.13 Calculations of this kind
will be important in quantifying the effects of stray mag-
netic fields on device performance.
V. DISCUSSION AND CONCLUSIONS
We have developed a 1-D model of TESs operating
at low temperatures T/Tc,S  1 to include the effects
of normal-metal structures on the bilayer, describing the
sensor in terms of the diffusive Usadel equations. We
have presented boundary conditions that account for
thickness discontinuities in the TES, ensuring supercur-
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FIG. 13. α and β as a function of magnetic flux in units of
the magnetic flux quantum Φ/Φ0. The calculations of both
parameters are carried out for a resistance of R/Rn = 0.015.
For α, I/Ic0 = 0.8 and for β, T/Tc,S = 0.063.
rent conservation. We explore the effects of these bars
on the principal TES characteristics: α, β, Tc and Ic(Φ).
We find qualitative agreement with existing experi-
mental measurements for the dependence of α, β and
Tc on the number of bars for fixed TES length. Our cal-
culated α/β ratios are also in agreement with the mea-
surements. Likewise calculated absolute values of α are
very similar to published values. We find a good account
of the effect of TES length on Tc and find a dependence
Tc ∝ L−0.7 for the TES parameters used here. We also
show that α and β display oscillatory behaviour when a
magnetic field is applied.
These observations are in general agreement with
trends seen in the literature, which is a qualitative valida-
tion of the predictive power of our model, and supports
the idea that models of this kind can be important in
device design. We envisage that our model could be used
to validate designs prior to device processing work being
undertaken. For example, the ability to check whether
the electrothermal parameters and transition tempera-
ture meet instrument specifications would be immensely
beneficial.
We conclude that our model gives a good first-order
account of the behaviour of structured TESs. In view of
our success to date, we will investigate implementing a
full 2-D model39 within the context of the Usadel equa-
tions.
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