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Resumen—La gran mayorı´a de modelos matema´ticos propues-
tos hasta la fecha para simular la propagacio´n del malware esta´n
basados en el uso de ecuaciones diferenciales. Dichos modelos
son analizados de manera crı´tica en este trabajo, determinando
las principales deficiencias que presentan y planteando distintas
alternativas para su subsanacio´n. En este sentido, se estudia el
uso de los auto´matas celulares como nuevo paradigma en el que
basar los modelos epidemiolo´gicos, proponiendo una alternativa
explı´cita basada en ellos a un reciente modelo continuo.
Palabras clave—Auto´matas Celulares (cellular automata).
Co´digo malicioso (malware). Ecuaciones diferenciales (differen-
tial equations). Epidemiologı´a matema´tica (mathematical epide-
miology). Modelizacio´n matema´tica (mathematical modelling).
I. INTRODUCCIO´N
El malware es una de las principales amenazas a la Se-
guridad de la Informacio´n con la que nos enfrentamos en
la actualidad. Esta amenaza (y los efectos causados), lejos
de disminuir, se acrecentara´ en los pro´ximos an˜os debido
fundamentalmente al perfeccionamiento de sus te´cnicas y
fines (APT, Crimeware, etc.) y a la progresiva implantacio´n
de la Internet de las Cosas. La lucha contra el malware se
lleva a cabo en diferentes frentes: desde la concienciacio´n
del usuario para que adopte medidas de seguridad, hasta el
desarrollo de software antimalware por parte de las empresas
especializadas, pasando por el establecimiento de polı´ticas de
seguridad adecuadas en los distintos organismos y compan˜ı´as,
etc. El gran olvidado en este escenario es el desarrollo
de software simulador de la propagacio´n de malware. Este
tipo de aplicaciones, tan usadas en otros campos como en
la propagacio´n de enfermedades infecciosas o de incendios
forestales, serı´a de gran utilidad para el gestor ya que le
permitirı´a simular el comportamiento de la propagacio´n del
co´digo malicioso en una red, probar la efectividad de contra-
medidas y, en definitiva, tomar decisiones adecuadas para la
contencio´n de la propagacio´n o, al menos, la minimizacio´n de
sus efectos nocivos. El software de simulacio´n se deriva de
la implementacio´n computacional de un determinado modelo
matema´tico. Ası´ pues el desarrollo de este tipo de modelos
que traten de explicar el comportamiento de la propagacio´n
del co´digo malicioso es ba´sico.
Existen muy pocos modelos publicados en la literatura
cientı´fica cuyo propo´sito sea el mencionado anteriormente; la
gran mayorı´a de ellos se basan en el paradigma heredado de la
Epidemiologı´a Matema´tica y ma´s concretamente en el modelo
de Kermack y McKendrick ([5]) que hace uso de un sistema
de ecuaciones diferenciales. Aunque estos modelos continuos
poseen una so´lida base matema´tica que posibilita un estudio
cualitativo muy detallado, presentan serios problemas a la hora
de aplicarlos en determinadas situaciones reales. Ello hace
conveniente explorar otro tipo de herramientas matema´ticas
de naturaleza discreta (auto´matas celulares, modelos basados
en agentes, etc.) que posibiliten el disen˜o de modelos ma´s
eficaces.
El objetivo fundamental de este trabajo es realizar un
ana´lisis crı´tico de los modelos matema´ticos propuestos, de-
terminando los puntos fuertes y de´biles y, a partir de ello,
proponer paradigmas alternativos que permitan soslayar los
problemas planteados por los existentes. En este sentido, y con
la finalidad de ilustrar las conclusiones obtenidas, se propone
un modelo basado en auto´matas celulares para el estudio de la
propagacio´n de malware, alternativo al desarrollado por Feng
et al. ([3]) que se basa en ecuaciones diferenciales ordinarias.
El resto del trabajo esta´ organizado como sigue: en la
seccio´n II se analizan los modelos matema´ticos que se han
desarrollado para simular la propagacio´n del malware, deter-
minando ventajas y desventajas; en la seccio´n III se detalla
el modelo continuo debido a Feng et al.. La propuesta y
ana´lisis de la alternativa discreta es presentada en la seccio´n
IV; finalmente, en la seccio´n V se presentan las conclusiones.
II. MODELOS MATEMA´TICOS BASADOS EN ECUACIONES
DIFERENCIALES
Los modelos matema´ticos desarrollados para estudiar la
propagacio´n de malware se basan en los modelos disen˜ados
para estudiar la diseminacio´n de las enfermedades infecciosas;
ello es debido a las similitudes entre el comportamiento de los
virus biolo´gicos, bacterias, hongos o priones y el del malware
(virus computacionales, gusanos, etc.) Ası´ pues muchas de
las propiedades y caracterı´sticas de los primeros se traducen
y tienen su reflejo en los segundos (ve´ase [10], [14]), a
saber: clases en que se divide la poblacio´n, la naturaleza del
modelo y mecanismos que rigen la dina´mica de la infeccio´n.
Los modelos epidemiolo´gicos de cara´cter matema´tico son
modelos compartimentales, esto es, la poblacio´n se divide en
diferentes tipos (o compartimentos) teniendo en cuenta las
caracterı´sticas de la enfermedad: susceptibles, expuestos (con
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o sin sı´ntomas), infectados, infecciosos, recuperados, en cua-
rentena, vacunados, aislados, etc. Ası´ pues nos podemos en-
contrar con modelos SIS (Susceptible-Infectado-Susceptible),
modelos SIR (Susceptible-Infectado-Recuperado), mode-
los SEIR (Susceptible-Expuesto-Infectado-Recuperado), mo-
delos SEIQR (Susceptible-Expuesto-Infectado-Cuarentena-
Recuperado), etc.
Consecuentemente, en los modelos cuyo objeto de estudio
es el malware podemos encontrar estos mismos compartimen-
tos; ası´ se han propuesto modelos SIS (ve´ase, por ejemplo,
[1]), SIR (ve´ase, por ejemplo, [13]), SEIR (ve´ase, por ejemplo,
[12]), SEIRS (ve´ase [15]), etc. Se puede ver co´mo no existe un
tipo de modelo compartimental que centre el mayor nu´mero de
trabajos sino que se observa una cierta homogeneidad en cuan-
to a los modelos compartimentales propuestos. Estos modelos
se pueden clasificar tambie´n atendiendo a la naturaleza y a las
herramientas matema´ticas en las que se basan. En este sentido
nos podemos encontrar con modelos deterministas (ve´ase,
por ejemplo [11], [17]) o con modelos estoca´sticos ([2],
[6]). Los modelos deterministas esta´n basados en ecuaciones
diferenciales, mientras que los modelos estoca´sticos hacen uso
fundamentalmente de las cadenas de Markov (sobre tiempo
y estados continuos o discretos). Los modelos deterministas
proporcionan buenos resultados cuando la poblacio´n es muy
grande, mientras que los modelos estoca´sticos se muestran ma´s
eficaces cuando se intenta simular la propagacio´n de malware
en redes pequen˜as de ordenadores. La gran mayorı´a de los
modelos propuestos (ya sean deterministas o estoca´sticos) se
pueden calificar como modelos globales ya que estudian la
dina´mica de la poblacio´n en su conjunto sin tener en cuenta
las interacciones locales entre los individuos ma´s alla´ de lo
reflejado en los para´metros. Por el contrario existen muy
pocos modelos de cara´cter individual; todos ellos basados en
auto´matas celulares (ve´ase [4], [7], [8], [9]).
El objetivo de la inmensa mayorı´a de los modelos propues-
tos es el estudio de la dina´mica de los diferentes compartimen-
tos en que se divide la poblacio´n, es decir, el conocimiento
del nu´mero de ordenadores susceptibles, expuestos, infectados,
etc. que hay en cada instante de tiempo y cua´l es su tendencia.
Todo modelo matema´tico viene caracterizado por tres ele-
mentos: las variables que se estudian, los para´metros que
se utilizan y las relaciones funcionales que rigen la dina´mi-
ca considerando las variables y para´metros. En el caso de
la simulacio´n de la propagacio´n del malware, las variables
utilizadas son el nu´mero de ordenadores que se encuentran
en alguno de los tipos considerados. Los para´metros que se
utilizan en la modelizacio´n suelen ser los siguientes (el uso de
unos u otros depende del modelo implementado y del tipo de
malware considerado): tasa de infeccio´n, tasa de recuperacio´n
(debida al efecto de los antivirus), ı´ndice de eliminacio´n de un
ordenador de la red, ı´ndice de aparicio´n de nuevos ordenadores
en la red, probabilidades de paso de un compartimento a
otro, probabilidad de adquisicio´n de inmunidad (temporal o
indefinida), periodo de latencia, periodo de inmunidad, etc. La
evolucio´n de los diferentes compartimentos viene regida por
las relaciones funcionales que tienen en cuenta los para´metros
introducidos en el modelo. Estas relaciones se pueden articular
en torno a diferentes herramientas matema´ticas, siendo la ma´s
utilizada las ecuaciones diferenciales.
El pilar sobre el que se fundamentan los modelos basados
en ecuaciones diferenciales es el modelo de Kermack y
McKendrick ([5]). Se trata de un modelo SIR en el que el
taman˜o de la poblacio´n se mantiene constante e igual a N y
se consideran dos para´metros: el ı´ndice de transmisio´n a, y el
ı´ndice de recuperacio´n b. La dina´mica del modelo se rige segu´n
el siguiente sistema de ecuaciones diferenciales ordinarias: S
′ (t) = − aN S (t) I (t)
I ′ (t) = aN S (t) I (t)
R′ (t) = bI (t)
(1)
donde S (t) , I (t) y R (t) representan el nu´mero de ordena-
dores susceptibles, infectados y recuperados en el instante t,
respectivamente.
El uso de ecuaciones diferenciales permite realizar un
detallado ana´lisis matema´tico del modelo en cuestio´n. El com-
portamiento de estos modelos depende fundamentalmente de
un para´metro umbral llamado nu´mero reproductivo ba´sico, R0,
el cual determinara´ la estabilidad del equilibrio sin infeccio´n
(disease-free equilibrium) y del equilibrio ende´mico (endemic
equilibrium). El nu´mero reproductivo ba´sico se define como
el nu´mero de infecciones secundarias causadas por un u´nico
ordenador infectado en una poblacio´n enteramente susceptible.
De esta manera, se demuestra que si R0 < 1 la infeccio´n se
ira´ reduciendo (el nu´mero de ordenadores infectados decre-
cera´ hasta erradicarse) alcanza´ndose un estado de equilibrio
estable sin infeccio´n; si, por el contrario, se verifica que
R0 > 1, entonces la infeccio´n se propagara´ (el nu´mero
de individuos infectados crecera´) llega´ndose a un estado de
equilibrio ende´mico estable.
Se trata pues de modelos bien fundamentados y coherentes
desde el punto de vista matema´tico y con un detallado estudio
de las principales caracterı´sticas de su dina´mica: estabilidad,
equilibrio, etc. No obstante presentan algunos inconvenientes
que pasaremos a detallar a continuacio´n y que son debidos a
su propia naturaleza:
(1) No tienen en cuenta las interacciones locales entre los
ordenadores que forman la red. Se utilizan para´metros
como la tasa de infeccio´n, la tasa de recuperacio´n, etc.
que son de cara´cter general: el valor del para´metro
es constante para todos los elementos de la red o, en
algunos casos, sigue una determinada distribucio´n de
probabilidad. Consecuentemente no se contempla el uso
de para´metros individualizados para cada uno de los
ordenadores.
(2) Suponen que los ordenadores que forman la red (a trave´s
de la que se propaga el co´digo malicioso) esta´n ho-
moge´neamente distribuidos y conectados todos entre sı´.
Cuando se analiza la propagacio´n del co´digo malicioso
de manera macrosco´pica (en toda Internet, por ejemplo)
los resultados que se obtienen dan una aproximacio´n
bastante buena de lo que ocurre en la realidad; ahora
bien, si analizamos dicha propagacio´n en redes locales,
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intranets, etc. los resultados obtenidos son manifies-
tamente mejorables ya que a escala microsco´pica la
dina´mica es muy sensible a las interconexiones locales.
(3) No es posible simular la dina´mica individual de cada uno
de los elementos de la red. Bien es cierto que, cuando
el taman˜o de la red es muy grande, el comportamiento
general obtenido puede ser muy similar (en cuanto a
tendencias) a lo que se produce en la realidad pero se
omite el uso de informacio´n fundamental: por ejemplo
aquellas computadoras cuyo sistema operativo sea Mac
OS no se deberı´an ver afectadas (en el sentido de ser
infectadas) por el co´digo malicioso disen˜ado para siste-
mas que utilicen Windows (aunque podrı´an considerarse
expuestas), etc.
Consecuentemente, en los modelos basados en ecuaciones
diferenciales podemos obtener buenos resultados acerca del
comportamiento global aunque no tendremos informacio´n
sobre el comportamiento individual de cada una de los or-
denadores de la red. Estas tres deficiencias fundamentales que
presentan estos modelos podrı´an ser subsanadas si utiliza´ramos
otro tipo de modelos como los basados en auto´matas celu-
lares. En e´stos es posible tener en cuenta las caracterı´sticas
individuales de cada una de las computadoras o dispositivos
que se encontraran conectados a la red; adema´s podrı´amos
considerar diferentes topologı´as de red e incluso variarlas con
el tiempo. De esta manera tendrı´amos definido un modelo en el
que la dina´mica variara en funcio´n de los distintos para´metros
individuales.
III. EL MODELO DE FENG et al.
En [3] Feng et al. propusieron un modelo SIRS basado en un
sistema de ecuaciones diferenciales ordinarias con retardo para
simular la propagacio´n de un determinado co´digo malicioso.
Este modelo se caracteriza porque en e´l se considera una tasa
de infeccio´n β (t) variable, un cierto periodo de inmunidad
temporal τ tras la eliminacio´n satisfactoria del malware, y se
supone que el nu´mero total de ordenadores puede variar con
el tiempo: S (t) + I (t) +R (t) = N (t).
La dina´mica del mismo viene definida por las siguientes
consideraciones:
(1) Un ordenador susceptible pasa a estar infectado con tasa
de infeccio´n β (t). Este ı´ndice depende de mu´ltiples
factores como: nu´mero de ordenadores susceptibles,
dan˜os causados por el malware, etc.
(2) Un ordenador susceptible (resp. infectado) pasa a estar
recuperado con tasa de inmunidad φ (resp. γ) si sobre
e´l se tienen implementadas diferentes medidas de segu-
ridad: software antivirus, firewall, sistema de deteccio´n
de intrusos, etc.
(3) Un ordenador recuperado pasa a ser susceptible segu´n
la tasa δ despue´s de un cierto periodo de tiempo τ .
Concretamente, las ecuaciones que rigen el modelo son las
Tabla I: Para´metros del modelo debido a Feng et al.
Para´metro Descripcio´n
p Porcentaje de ordenadores susceptibles
Λ Nu´mero de nuevos nodos
δ Tasa de pe´rdida de inmunidad
β (t) Tasa de infeccio´n en el instante t
µ Tasa de reposicio´n de ordenadores
φ Tasa de inmunidad proporcionada por el software antivirus
γ Tasa de recuperacio´n de la infeccio´n
siguientes:
S′ (t) = pΛ− β (t)S (t) I (t)− (µ+ φ)S (t) (2)
+δR (t− τ)
I ′ (t) = β (t)S (t) I (t)− (µ+ γ) I (t)
R′ (t) = (1− p)Λ + φS (t) + γI (t)− δR (t− τ)
−µR (t) .
de manera que los para´metros utilizados se muestran en la
tabla I.
Obse´rvese que e´stos son para´metros globales, es decir,
el valor de cada uno de ellos es constante sobre todos los
ordenadores de la red.
Un laborioso ca´lculo matema´tico (ve´ase [3]) demuestra que
el nu´mero reproductivo ba´sico asociado es:
R0 =
β0 (pµ+ δ) Λf
′ (0)
µ (µ+ γ) (µ+ δ + φ)
, (3)
donde f (t) = β(t)I(t)β0 , siendo β0 la tasa inicial de infeccio´n.
Adema´s, si R0 ≤ 1 se obtiene el estado de equilibrio sin
infeccio´n dado por E∗0 = (S
∗
0 , I
∗
0 , R
∗
0), donde:
S∗0 =
(pµ+ δ) Λ
µ (µ+ δ + φ)
, I∗0 = 0, R
∗
0 =
(1− p) Λ + φS∗0
δ + µ
. (4)
Se verifica que E∗0 es globalmente asinto´ticamente estable para
cualquier τ si R0 < 1. Por otro lado, si R0 > 1 entonces se
alcanza un estado de equilibrio ende´mico. Se demuestra que
dicho estado es localmente asinto´ticamente estable si τ < τ0
e inestable cuando τ > τ0, donde τ0 es un cierto para´metro
umbral.
IV. EL MODELO BASADO EN AUTO´MATAS CELULARES
IV-A. Descripcio´n del modelo
En el modelo de Feng et al. descrito en la Seccio´n III se
emplean para´metros generales sin atender a las caracterı´sticas
especı´ficas de cada uno de los ordenadores que se encuentra
en la red ni a las posibles conexiones entre ellos. A fı´n de
tener en cuenta estos condicionantes, proponemos un modelo
alternativo basado en auto´matas celulares cuyos resultados
globales son los similares a los obtenidos por el modelo
original pero que, al mismo tiempo, permite incorporar las
caracterı´sticas particulares de cada uno de los ordenadores y
obtener, adicionalmente, la evolucio´n temporal de los mismos.
Los auto´matas celulares son modelos simples de compu-
tacio´n (un tipo particular de modelos basados en agentes) que
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son capaces de simular de manera eficaz y eficiente sistemas
complejos (ve´ase [16]). Esta´n formados por un nu´mero finito
de unidades de memoria denominadas ce´lulas que se encuen-
tran conectadas entre sı´ segu´n una cierta topologı´a definida por
un grafo, de tal manera que en cada instante de tiempo cada
ce´lula esta´ en un estado de entre un nu´mero finito de ellos.
Este estado va cambiando con el paso discreto del tiempo de
acuerdo una regla de transicio´n local cuyas variables son los
estados en el instante anterior de la propia ce´lula y sus vecinas
(aquellas ce´lulas adyacentes a la dada).
En el caso que nos ocupa supondremos que cada ce´lula
representara´ un ordenador de la red considerada y que la ve-
cindad de la misma vendra´ definida por el conjunto de ordena-
dores que se encuentran conectados de manera que sea posible
la transmisio´n del malware entre ellos (vı´a correo electro´nico,
bluetooth, etc.) A este respecto denotaremos por [i] al i-e´simo
ordenador de la red y por Vi = {[ji,1], [ji,2], . . . , [ji,vi ]} a
su vecindad. El estado de la ce´lula/ordenador i-e´simo en el
instante de tiempo t se denotara´ por Ei (t) y tomara´ alguno de
los siguientes tres valores: S (susceptible), I (infectado), o R
(recuperado). La transicio´n entre dichos estados vendra´ regida
por las siguientes suposiciones:
(1) Transicio´n de susceptible a infectado: El ordenador
susceptible [i] pasara´ estar infectado cuando exista un or-
denador vecino infectado, en cuyo caso dicha infeccio´n
se producira´ con probabilidad βi (t). La existencia de un
vecino infectado vendra´ dada por la siguiente variable
booleana:
ri,j (t) =
{
1, si [j] esta´ infectado en t
0, si [j] no esta´ infectado en t (5)
donde [j] ∈ Vi.
(2) Transicio´n de susceptible a recuperado: El ordenador
susceptible [i] pasara´ a estar recuperado cuando se tomen
las medidas necesarias para que el malware no le afecte.
Ello se producira´ con probabilidad φi (t).
(3) Transicio´n de infectado a recuperado: El ordenador
infectado [i] pasara´ a estar recuperado cuando tenga
software antivirus instalado, en cuyo caso la recupera-
cio´n se producira´ con probabilidad γi (t). La existencia
de software de proteccio´n vendra´ dada por la siguiente
variable booleana:
si (t) =
{
1, si [i] tiene antivirus instalado en t
0, si [i] no tiene antivirus instalado en t
(6)
(4) Transicio´n de recuperado a susceptible: Un ordenador
recuperado se mantendra´ en este estado durando un
cierto periodo de tiempo: τi unidades temporales dis-
cretas. Posteriormente pasara´ a encontrarse en estado
susceptible con probabilidad δi (t).
Consecuentemente, las respectivas funciones de transicio´n
local sera´n las siguientes:
Ei (t+ 1) =

S si Ei (t) = S y fS 7→I (t) = 0
S si Ei (t) = S y fS 7→R (t) = 0
S si Ei (t) = R y fR 7→S (t) = 1
I si Ei (t) = S y fS 7→I (t) = 1
I si Ei (t) = I y fI 7→R (t) = 0
R si Ei (t) = S y fS 7→R (t) = 1
R si Ei (t) = I y fI 7→R (t) = 1
R si Ei (t) = R y fR 7→S (t) = 0
(7)
donde:
fS 7→I (t) =
∧
[j]∈Vi
ri,j (t) ∨ Ωi (t) , (8)
fS 7→R (t) =
{
1, con probabilidad φi (t)
0, con probabilidad 1− φi (t) (9)
fR 7→S (t) =
{
1, con probabilidad δi (t)
0, con probabilidad 1− δi (t) (10)
fI 7→R (t) = si (t) ∨ Γi (t) , (11)
siendo:
Ωi (t) =
{
1, con probabilidad βi (t)
0, con probabilidad 1− βi (t) (12)
Γi (t) =
{
1, con probabilidad γi (t)
0, con probabilidad 1− γi (t) (13)
IV-B. Simulaciones
A continuacio´n se realizara´n una serie de simulaciones
para poder comparar los dos modelos. En estos casos y para
simplificar, no tendremos en cuenta la dina´mica poblacional
(aparicio´n y desaparicio´n de ordenadores). En ellas se consi-
derara´n n = 500 ordenadores en la red y se supondra´n que
inicialmente hay 5 ordenadores infectados (I (0) = 5).
En primer lugar se tiene en cuenta un escenario homoge´neo
(condiciones de los modelos continuos), esto es, se consi-
derara´ que todos los ordenadores se encuentran conectados
entre sı´ en todo momento (es decir, la topologı´a asociada al
auto´mata celular viene definida por un grafo completo), y se
supondra´ que todos los ordenadores poseen los mismos valores
de los para´metros:
βi (t) = β (t) , φi (t) = φ, δi (t) = δ, γi (t) = γ, ∀i. (14)
Concretamente usaremos los mismos valores de los para´metros
que los empleados por Feng et al. en [3], esto es:
γ = 0,2, β = 0,8, φ = 0,46, δ = 0,7, τ = 10. (15)
La simulacio´n obtenida con el modelo de Feng et al se
muestra en la figura 1-(a), mientras en que la figura 1-(b)
se presenta la simulacio´n obtenida con el modelo discreto.
Como se puede apreciar en estas simulaciones las tendencias
globales obtenidas en ambos casos son similares aunque
en la conseguida a partir del modelo basado en auto´matas
celulares (escenario individual) se puede observar co´mo es ma´s
sensible a las interconexiones entre los diferentes elementos
de la red. Como se ha comentado anteriormente, el modelo
discreto permite obtener tambie´n la evolucio´n individual de
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Figura 1: Evolucio´n global de las diferentes clases en un
escenario homoge´neo. (a) Modelo continuo de Feng et al. (b)
Modelo discreto propuesto en este trabajo.
Figura 2: Evolucio´n individual de una coleccio´n de ordena-
dores: cada columna representa un ordenador de manera que
el estado susceptible se representa en color verde, el estado
infectado en color rojo, y el estado recuperado en color azul.
cada uno de los ordenadores de la red. En la figura 2 se puede
observar el diagrama de evolucio´n de estados de una serie
de ordenadores: cada columna representa la evolucio´n de un
ordenador diferente.
Por otro lado, y dentro del escenario individualizado, su-
pondremos en primer lugar que se mantienen las conexiones
segu´n un grafo completo (todo ordenador esta´ conectado
con el resto) y que la poblacio´n se divide en dos grupos
atendiendo a las caracterı´sticas y pra´cticas de seguridad que
presentan y tienen tanto los ordenadores como sus usuarios.
El tipo A estara´ definido por aquellos ordenadores y usuarios
asociados que se preocupen por la seguridad (tengan sistemas
operativos y software antivirus instalado y actualizado, tengan
pra´cticas seguras en el uso de Internet, etc.), mientras que
el tipo B lo constituira´n aquellos dispositivos y usuarios con
pra´cticas ma´s relajadas en temas de seguridad. En la tabla II
se muestra el rango de valores nume´ricos asignados a cada
uno de los para´metros para cada uno de los tipos (estos
Tabla II: Valores de los para´metros en el escenario individua-
lizado
Para´metro Valores (usuarios tipo A) Valores (usuarios tipo B)
δi 0,25 ≤ δi ≤ 0,5 0,5 ≤ δi ≤ 0,75
βi 0,25 ≤ βi ≤ 0,5 0,5 ≤ βi ≤ 0,75
φi 0,5 ≤ φi ≤ 1 0 ≤ φi ≤ 0,5
γi 0,5 ≤ γi ≤ 0,75 0,1 ≤ γi ≤ 0,4
τi 1 ≤ τi ≤ 10 1 ≤ τi ≤ 10
10 20 30 40 50
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Figura 3: Evolucio´n de las diferentes clases en un escenario
individual con topologı´a definida por un grafo completo. (a)
Dina´mica global (b) Dina´mica individual.
valores son meramente ilustrativos). Se supondra´ adema´s que
los ordenadores se reparten por igual entre los dos tipos.
En la figura 3 se puede observar la evolucio´n tanto global
(figura 3-(a)) como individual (figura 3-(b)) de los ordenadores
de la red. Obse´rvese que los ordenadores correspondientes al
tipo A (cuya evolucio´n viene representada por la primera mitad
de columnas de la figura 3-(b)) se infectan pra´cticamente en
la misma proporcio´n que el resto pero se recuperan antes y
permanecen en dicho estado mucho ma´s tiempo que el resto.
Por otra parte, y dentro del escenario individualizado,
supondremos a continuacio´n que la topologı´a de la red de
ordenadores no viene definida por un grafo completo sino por
el grafo que se muestra en la figura 4 (en gris se encuentran
representados los ordenadores del tipo A, mientras que en
negro se colorean los ordenadores correspondientes al tipo
B). En este caso supondremos que los para´metros siguen lo
establecido en la tabla II. En la figura 5 se ilustra la situacio´n
que presenta la red en tres instantes de tiempo: t = 0, 3 y
t = 6.
Obse´rvese que los ordenadores del cu´mulo de la izquierda
(todos ellos pertenecientes al tipo A) tardan ma´s tiempo en
144 A. Fu´ster Sabater, A. Martı´n del Rey, G. Rodrı´guez Sa´nchez
Figura 4: Grafo que define la topologı´a de la red.
t = 0
t = 3
t = 6
Figura 5: Evolucio´n individual de las diferentes clases.
infectarse que el resto de los ordenadores. Asimismo, se
comprueba co´mo ma´s del 50 % de los ordenadores del cu´mulo
de la derecha (todos ellos son del tipo B) se infectan en los 5
primeros pasos de tiempo.
V. CONCLUSIONES
Los modelos matema´ticos disen˜ados para simular la pro-
pagacio´n de malware en redes de ordenadores son eminente-
mente de naturaleza determinista y continua, y su dina´mica se
basa en sistemas de ecuaciones diferenciales ordinarias.
Estos modelos, debido al paradigma en el que se fundamen-
tan, presentan las siguientes deficiencias:
(a) Consideran que todos los ordenadores se encuentran
conectados entre sı´. Consecuentemente no se tienen en
cuenta la conexiones locales entre los elementos de la
red.
(b) No tienen en cuenta las caracterı´sticas individuales de
los ordenadores que forma la red, esto es, los para´metros
de los que depende la dina´mica del malware, son globa-
les: se utilizan los mismos para todos los ordenadores.
Estos problemas se pueden solventar si basamos los modelos
en otro tipo de herramientas matema´ticas que permitan incor-
porar las caracterı´sticas propias de cada uno de los ordenado-
res, a saber: tipo de sistema operativo instalado y frecuencia
con la que se actualiza, tipo de software de seguridad instalado
(firewall, software antivirus, etc.), concienciacio´n del usuario
en temas de seguridad, pra´cticas del usuario, etc.
Ası´ se considera el uso de los auto´matas celulares como
posible herramienta para el disen˜o de dichos modelos. En este
sentido se estudia el modelo basado en ecuaciones diferencia-
les propuesto por Feng et al. y se propone una alternativa al
mismo basada en un auto´mata celular booleano. Se comprueba
que las simulaciones obtenidas en el caso homoge´neo (en el
que se suponen las condiciones de los modelos continuos) son
similares en ambos modelos cuando el nu´mero de ordenadores
es elevado. Asimismo, se han realizado tambie´n simulaciones
en el caso individual (cuando los valores de los para´metros
varı´an con el ordenador) y se han mostrado tanto la evolucio´n
global como la individual (cosa que no es posible con el
modelo basado en ecuaciones diferenciales). Se comprueba
como el modelo basado en auto´matas celulares es ma´s sensible
a las conexiones locales entre los diferentes elementos de la
red; asimismo, produce resultados ma´s ajustados a la realidad
que el modelo basado en ecuaciones diferenciales cuando el
nu´mero de ordenadores es pequen˜o.
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