We revisit Min-Mean-Cycle, the classical problem of finding a cycle in a weighted directed graph with minimum mean weight. Despite an extensive algorithmic literature, previous work falls short of a near-linear runtime in the number of edges m-in fact, there is a natural barrier which precludes such a runtime for solving Min-Mean-Cycle exactly. Here, we give a much faster approximation algorithm that, for graphs with polylogarithmic diameter, has near-linear runtime. In particular, this is the first algorithm whose runtime for the complete graph scales in the number of vertices n asÕ(n 2 ). Moreover-unconditionally on the diameter-the algorithm uses only O(n) memory beyond reading the input, making it "memory-optimal". The algorithm is also simple to implement and has remarkable practical performance.
Introduction
Let G = (V, E, w) be a weighted directed graph (digraph) with vertices V , directed edges E ⊆ V ×V , and edge weights w ∶ E → R. The mean weight of a cycle σ is the arithmetic mean of the weights of the cycle's constituent edges, denotedw(σ) ∶= 1 σ ∑ e∈σ w(e). The Min-Mean-Cycle problem (MMC for short) is to find a cycle of minimum mean weight. The corresponding value is denoted µ(G) ∶= min cycle σ in Gw (σ).
(MMC)
Over the past half century, MMC has received significant attention due to its numerous fundamental applications in periodic optimization, algorithm design, and max-plus algebra. Applications in periodic optimization include solving deterministic Markov Decision Processes and mean-payoff reading the input 2 , which means it is so-called "memory-optimal" in the sense that its memory usage is of the same order as the (maximum possible) output size. Theorem 1.1 (Informal version of Theorem 5.14). Let G = (V, E, w) be a weighted digraph with edge weights in [−w max , w max ]. There is an algorithm (AMMCbal on page 19 ) that given G and any accuracy ε > 0, finds a cycle σ in G satisfyingw(σ) ⩽ µ(G) + ε using O(n) memory beyond reading the input and O md 2 w max ε 2 log n time, both in expectation and with (exponentially) high probability.
This algorithm AMMCbal is based on approximately solving an entropically regularized version of an LP relaxation of MMC, followed by rounding the obtained fractional LP solution using a fast, approximate version of the classical Cycle-Cancelling algorithm; details in the overview section §1.2. The entropic regularization approach has two key benefits (among others). First, it effectively reduces the optimization problem to Matrix Balancing-a well-studied problem in scientific computing for which near-linear time algorithms were recently developed [5, 9, 23, 51] . Second, it enables a compact O(n)-size implicit representation of the (naïvely O(m)-size) fractional solution to the LP relaxation. At a high-level, this optimization procedure parallels the popular entropic-regularization reduction of Optimal Transport to Matrix Scaling [26, 63] . 3 In fact, there are intimate connections between MMC and Optimal Transport; we expose these in Appendix E.
Discussion.
Alternative algorithm AMMCarea. WWe also provide a different algorithm AMMCarea which, albeit less practical and not memory-optimal, has a slightly faster runtimẽ O md w max ε .
(1.1)
This algorithm uses the same rounding procedure, but solves the LP relaxation by leveraging recent developments in area-convexity regularization [39, 59] ; see the overview section §1.2.
Near-optimal runtimes. In §7, we establish that our algorithms have near-optimal dependence on the scale-invariant quantity w max ε, and thus on both the parameters w max and ε individually. Specifically-barring a major breakthrough in algorithmic graph theory, namely faster Shortest Paths algorithms-the runtime dependence is unimprovable to (w max ε) c for any constant c < 1, for any algorithm which has near-linear runtime on graphs with polylogarithmic diameter. In particular, this implies that modulo polylogarithmic factors, the runtime (1.1) of AMMCarea has optimal dependence on all parameters for graphs with polylogarithmic diameter. (It is an interesting open question whether the diameter dependence is improvable. 4 If such a result is possible, it would require different techniques, as this is unavoidable with our approach.)
Multiplicative approximation of MMC. If all edge weights are positive, then the additive approximation of AMMCbal also yields a multiplicative approximation. (If the edge weights are not all positive, then it is impossible to compute any multiplicative approximation in near-linear time, barring a major breakthrough in algorithmic graph theory, namely faster algorithms for the classical Negative Cycle Detection problem; see also [22, §1.2] .) Specifically, if all edge weights lie in [w min , w max ] for w min > 0, then we can find a cycle σ satisfyingw(σ) ⩽ (1+ε)µ(G) in O(md 2 ( wmax εw min ) 2 log n) time using the memory-optimal, practical algorithm AMMCarea, or in timeÕ(md wmax εw min ) using AMMCarea.
5
Practicality of AMMCbal. AMMCbal is simple to implement and enjoys good practical performance. This is in contrast to the aforementioned state-of-the-art theoretical algorithms, which heavily rely on (currently) impractical subroutines such as Fast Matrix Multiplication or fast Laplacian solvers, and/or have large constants in their runtimes which can be prohibitive in practice. Indeed, there is currently a large discrepancy between the state-of-the-art MMC algorithms in theory and in practice: the MMC algorithms with best empirical performance have worst-case runtimes no better than Ω(mn); see the experimental surveys [20, 27, 28, 33] .
Bit-complexity. We also address numerical precision issues by showing that our algorithms are implementable using numbers with logarithmically few O(log(nw max ε)) =Õ(1) bits.
Weighted vs unweighted diameter. For simplicity, our runtime bounds are written in terms of the unweighted diameter. However, w max times the unweighted diameter d can be replaced by the weighted diameter of the graph with weights w(e) − w min which are translated to be all nonnegative. 6 This yields tighter bounds since this weighted diameter is at most d times the weight range.
Implications for related problems. Our improved approximation algorithms for MMC immediately imply similarly improved approximation algorithms for several related problems. For instance, the Min-GeoMean-Cycle problem-in which weights are strictly positive, and we seek a cycle σ with minimum geometric-mean weight (∏ e∈σ w(e)) 1 σ -can be multiplicatively approximated by using our algorithms to additively approximate MMC with weightsw(e) ∶= log w(e).
Other straightforward examples are the Max-Mean-Cycle and Max-GeoMean-Cycle problems, which are defined analogously to their aforementioned "Min" counterparts, and are trivially reduced to them by negating or inverting the edge weights.
Another immediate implication is the first near-linear time algorithm (again assuming moderate connectedness) for approximating fundamental quantities in max-plus spectral theory. Specifically, let A be an n × n matrix with entries in R max = R ∪ {−∞}. It is known that the max-plus eigenvalues and the cycle-time vector of A are characterizeable in terms of the Min-Mean-Cycles of the strongly connected components of the associated digraph G = ({1, . . . , n}, {(i, j) ∶ A ij ≠ −∞}), see, e.g., [13, 32, 36] . Thus, after first topologically sorting the strongly connected components of G in linear time [40, 61] , we can compute both the max-plus spectrum and the cycle-time vector of A to ∞ error ε inÕ(md 2 ( wmax ε ) 2 ) time using the memory-optimal, practical algorithm AMMCbal, or inÕ(md wmax ε ) time using AMMCarea, where w max ∶= max ij∶A ij ≠−∞ A ij and d denotes the diameter of G. 5 Indeed, since µ(G) ⩾ wmin, thus an ±εw min additive approximation yields an (1±ε) multiplicative approximation. 6 Intuitively, this weighted diameter is an appropriate quantity since it is invariant under the simultaneous translation of all edge weights-a transformation which does not change the complexity of (additively approximating) MMC. To get such bounds, essentially the only change to our algorithms is to compute Single Source Shortest Paths using these translated weights (rather than unit weights), which can be done in near-linear time since they are nonnegative.
Approach
In contrast to previous combinatorial approaches, we instead tackle this discrete problem MMC via continuous optimization techniques. On a high level, we follow a standard continuous optimization template consisting of two steps: approximately solve a linear programming (LP) relaxation; and then round the fractional solution to a vertex without worsening the LP cost by much. While this high-level template is standard, implementing it efficiently for MMC poses several obstacles. In particular, both steps require new specialized algorithms since out-of-the-box LP solvers and rounding algorithms are too slow for our desired runtime. Moreover, our goal of designing a memory-optimal algorithm restricts memory usage to being sublinear in the graph size, thereby precluding many natural approaches.
Our starting point is the classical LP relaxation of MMC
where above the decision set F E is the polytope consisting of circulations on G that are normalized to have unit total flow. Details on this LP are in the preliminaries section §2.
Step 1: optimization. In this step, we find a near-optimal solution for (MMC-P). For simplicity of exposition, we allow this solution to be slightly infeasible in that we allow the "circulation" to have slightly imbalanced netflow; we correct this infeasibility in the rounding step below. We give two different algorithms for this optimization step, each with its own advantages. Both algorithms approximately solve (MMC-P) via convex regularization: informally, they modify the linear objective function to become "more convex" in such a way that the optimization problem becomes easier to solve, yet still resembles the original LP enough that approximately solving the new regularized problem is sufficient for approximately solving the original one.
Approach 1: entropic regularization. (Details in §5.) Our primary algorithm employs entropic regularization, a celebrated technique for regularizing optimization problems over probability distributions. This is motivated by viewing the normalized circulations in F E as probability distributions on the edges of G (see Remark 2.1). The key insight is that entropically regularizing (MMC-P) results in a convex optimization problem that corresponds to an associated Matrix Balancing problem. This effectively reduces approximating (MMC-P) to a problem for which near-linear time algorithms were recently developed [5, 9, 23, 51] . Moreover, the fractional solution for (MMC-P) obtained through Matrix Balancing is represented implicitly using O(n) memory despite having m nonzero entries.
Approach 2: area-convex regularization. (Details in §6.) Our alternative algorithm uses areaconvex regularization, a powerful technique recently introduced by [59] for faster optimization of bilinear two-player games. Leveraging these techniques requires reducing the LP relaxation (MMC-P) to such a game. The main step in this reduction is establishing an exact penalty reformulation of (MMC-P) in which the flow-balancing constraint is relaxed and instead added to the objective via a carefully chosen penalty term. This penalty term is precisely the cost our rounding algorithms (below) pay in objective value for fixing the flow-imbalance infeasibility of a solution. Such an idea of penalizing infeasibility by the rounding cost is inspired by previous continuous optimization approaches for graph problems, namely [58] for Maximum Flow and [39] for Optimal Transport.
Remarks. (i) Roughly speaking, the entropic regularization approach is a "dual" algorithm, whereas the area-convex regularization approach is a "primal-dual" algorithm. Indeed, the former approximately solves the dual of (MMC-P), and then uses this to compute a (compactly represented) near-optimal primal solution via an approximate form of Complementary Slackness. In contrast, the latter always maintains a primal-dual pair of iterates. (ii) The entropic regularization approach has several elegant equivalent interpetations. One is that the regularization itself has a dual interpretation as smoothing a "min" into a "softmin". Another is that the algorithm for solving the entropically regularized LP is equivalent to Lazy Mirror Descent for solving the (original, unregularized) LP using the entropic mirror map. Details for these interpretations in §5.
Step 2: rounding. In this step, we take as input a near-circulation with near-optimal objective value for the LP relaxation (MMC-P), and output a near-optimal cycle for MMC. We perform this task in two steps.
Step 2a: correcting feasibility. (Details in §4.1.) First, we round the near-circulation to a circulation without changing much flow-thereby preserving near-optimality. A simple procedure for this is: until all vertices have balanced netflow, take any vertex i with negative netflow and any vertex j with positive netflow, and push flow from i to j along the shortest unweighted path in G until one of them is balanced. Although this procedure balances the circulation by adjusting a near optimally small amount of flow, it uses both too much time and too much memory for our purposes. Indeed, it has Θ(mn) runtime due to Θ(n) shortest path computations, each taking Θ(m) time; and it requires Θ(nd) memory since there are roughly this many edges with adjusted flow. We fix these issues by using cheap estimates of the shortest paths: route all paths through a fixed (arbitrary) vertex v, taking the shortest path from i to v and then the shortest path from v to j. This modification has two key advantages. First is runtime: these paths are all computable in a linear time pre-processing step, namely Single Source/Sink Shortest Paths computation at v. Second is memory: since these paths only take edges on the Shortest Paths trees in/out of v-which contains in total O(n) edges-we can compactly represent the outputted circulation as the inputted near-circulation plus an O(n)-size adjustment.
Step 2b: extracting a cycle. (Details in §4.2.) Second, we round this near-optimal circulation F (a fractional point in the polytope F E ) to a cycle (a vertex of F E ) with no worse cost for (MMC-P). A simple procedure for this is: decompose the circulation into a convex combination of cycles by the Cycle-Cancelling algorithm (see, e.g., [57] ), and then output the cycle with best objective. This procedure performs the task correctly (by linearity), and with a simple tweak we notice it can also be run with O(n) memory given a compact representation of F . However, it has Θ(mn) runtime which is too slow for us. The bottleneck is Θ(m) cycle cancellations, each taking Θ(n) time-we speed this up by first 7 quantizing the entries of F , which by a Ford-Fulkerson-esque argument betters the runtime by roughly a factor of n. Intuitively, this speedup is because quantization makes cancelling long cycles give a proportionally larger benefit than short cycles, thereby amortizing the increased time required to cancel a long cycle by its increased benefit. Note that the quantization size poses a natural tradeoff: quantizing to larger buckets makes this rounding step faster, but worsens the objective value. For efficiency, we choose the quantization as large as possible to achieve ε final error for MMC.
Prior work

Exact algorithms
There is an extensive literature on MMC algorithms; Table 1 summarizes just the fastest known runtimes. These runtimes are incomparable in that each is best for a certain parameter regime. The fastest algorithm for very large edge weights is the O(mn) dynamic-programming algorithm of [42] . 8 For more moderate weights (e.g., integers of polynomial size in n), the O(m √ n log(nw max )) scaling-based algorithm of [49] is faster. Faster runtimes for certain parameter regimes are implicit from recent algorithmic developments for Single Source Shortest Paths (SSSP). The connection is that SSSP algorithms can detect negative cycles, and MMC on an integer-weighted graph is easily reduced to detecting negative cycles on O(log(nw max )) graphs with modified edge weights [44] . This results in an O(n ω w max log(nw max )) runtime which is faster for dense graphs with small weights [56, 65] , and an m 11 8+o(1) log 2 w max runtime which is faster for sparse graphs with small weights [10] .
Author
Runtime Memory
Orlin and Ahuja (1992) [49] O(m) We briefly remark that faster runtimes are possible in certain special cases, e.g., O(n 2 ) for the complete graph where edge weights only take two values [18] . There are also heuristics such as policy-iteration algorithms-in particular, the Howard iteration-that sometimes work well in practice (c.f., the disagreeing empirical conclusions in [27, 33] ) but have worst-case runtimes which are provably much slower those in Table 1 [38]. Table 2 lists existing approximation algorithms for MMC. There is surprisingly little prior work: we are aware only of theÕ(n ω δ) algorithm of [22] for approximating MMC to a (1±δ) multiplicative factor, in the special case of nonnegative integer weights. By taking δ = O(ε w max ), this can be converted into an ±ε additive approximation algorithm with runtimeÕ(n ω w max ε). This runtime is only faster than the exact algorithms of [56, 65] by a factor ofÕ(1 ε), which provides significant runtime gains only when ε is quite large (i.e., when the approximation is quite inaccurate).
Approximation algorithms
Author
This paper (Theorem 5.14)Õ(md 1.4 Roadmap §2 recalls preliminaries. §3 presents our algorithmic framework for approximating MMC and details the two steps-optimize and round-which we show how to implement efficiently in the following three sections. Specifically, §4 presents our rounding algorithm, and then §5 and §6 present two algorithms for the optimization step with different advantages, based respectively on entropic regularization and area-convex regularization. §7 presents matching conditional lower bounds. Finally, §8 provides preliminary numerical simulations.
Preliminaries
Throughout, we assume that G is strongly connected, i.e., that there is a directed path from every vertex to every other. This is without loss of generality since we can decompose a general graph G into its strongly connected components in linear time [61] , and then solve MMC on G by solving MMC on each component. For simplicity, we assume that each input edge weight is represented using anÕ(1)-bit number. This is essentially without loss of generality since after translating the weights and truncating them to ±ε additive accuracy-which does not change the problem of additively approximating MMC-all weights are representable using O(log(w max ε)) =Õ(1)-bit numbers.
In the sequel, we make use of a trivial, folklore algorithm for approximating the unweighted diameter d to within a factor of 2 in near-linear O(m) time. This algorithm, which we call ADIAM, runs Breadth First Search to and from some vertex v ∈ V , and returns the sum of the maximum distance found to and from v. It is straightforward to show that the outputd satisfies d ⩽d ⩽ 2d. While efficiently computing better approximations is an active area of research (see, e.g., [12] ), a 2-approximation suffices for the purposes of this paper.
Notation
Throughout, we reserve G for the graph, V for its vertex set, E for its edge set, w for its edge weights, n = V for its number of vertices, m = E for its number of edges, and d for its unweighted diameter (i.e., the maximum over u, v ∈ V of the shortest unweighted path from u to v).
Linear algebraic notation. Although this paper targets graph theoretic problems, it is often helpful-both for intuition and conciseness-to express things using linear algebraic notation. For a weighted digraph G = (V, E, w), we write W to denote the n × n matrix with ij-th entry w(i, j) if (i, j) ∈ E, and ∞ otherwise. The support of a matrix A is supp(A) ∶= {(i, j) ∶ A ij ≠ 0}. We write 0 and 1 to denote the all-zeros and all-ones vectors, respectively, in an ambient dimension clear from context (typically R n ). For a vector v ∈ R n , we denote its 1 norm by v 1 ∶= ∑ i v i , its ∞ norm by v ∞ = max i v i , and its diagonalization by D(v) ∈ R n×n . For a matrix A, we denote the 1 norm of its vectorization by A 1 ∶= ∑ ij A ij , and its entrywise exponentiation by exp[A].
Flows and circulations. A flow on a digraph G = (V, E) is a function f ∶ E → R ⩾0 . In linear algebraic notation, this is a matrix F ∈ R n×n ⩾0 with supp(F ) ⊆ E. The corresponding inflow, outflow, and netflow for a vertex i ∈ V are respectively ∑ (j,i)∈E f (j, i),
A flow is balanced at a vertex if that vertex has 0 netflow. A circulation is a flow that is balanced at each vertex. The total netflow imbalance of a flow F is denoted δ(F ) ∶= F 1 − F T 1 1 . We say a flow or circulation is normalized if it has unit total flow ∑ (i,j)∈E f (i, j) = 1.
Graph perspective
Probabilistic perspective 
, which is the decision set for the primal LP relaxation (MMC-P). See Remark 2.1 for details.
Probability distributions. The set of discrete distributions on k atoms is associated with the
, the set of joint distributions on V × V with ∆ n×n ∶= {P ∈ R n×n ⩾0 ∶ ∑ ij P ij = 1}, and the set of distributions on E with ∆ E ∶= {P ∈ ∆ n×n ∶ supp(P ) ⊆ E}.
Miscellaneous notations. For a positive integer n, we denote [n] ∶= {1, . . . , n}. We abbreviate "with respect to" by w.r.t., "without loss of generality" by w.l.o.g., and "such that" by s.t. All other specific notation is introduced in the main text.
LP relaxations of Min-Mean-Cycle
Here we recall the classical primal/dual pair of LP relaxations of MMC. Consider a weighted digraph G = (V, E, w). Associate to each cycle σ an n × n matrix F σ with ij-th entry equal to 1 σ if (i, j) ∈ σ, and 0 otherwise. Then MMC can be formulated in linear algebraic notation as
where the inner product ⟨F σ , W ⟩ ∶= ∑ (i,j)∈E (F σ ) ij W ij ranges only over the edges of G. The LP relaxation of this discrete problem (2.1) is min
where F E is the convex hull of the set {F σ ∶ σ cycle}. It is well-known (e.g., [2, Problem 5.47] ) that
Remark 2.1 (Interpretations of F E ). In the sequel, it is helpful to interpret the polytope F E in two different ways. From a graph theoretic perspective, F E is the set of normalized circulations on G; and from a probabilistic perspective, F E is the set of joint distributions on the edge set E with identical marginal distributions. There are also natural interpretations of the distance of a matrix F ∈ ∆ E from F E when measured in the 1 norm F 1 − F T 1 1 . From a graph theoretic perspective, F 1 − F T 1 1 is the sum, over all vertices v ∈ V , of the magnitude of the netflow imbalance at v; and from a probabilistic perspective, F 1 − F T 1 1 is (two times) the total variation distance between the marginals. This discussion is summarized in Table 3 .
Throughout, we call (MMC-P) the primal LP relaxation. We refer to the dual of (MMC-P) as the dual LP relaxation. This is the LP max p∈R n ,λ∈R ∶ λ⩽W ij +p i −p j , ∀(i,j)∈E λ, but in the sequel it is helpful to re-write it in the following saddle-point form:
Regularizations
In the sequel, we make frequent use of two regularizations. One is the Shannon entropy H(p) ∶= − ∑ i p i log p i of a discrete probability distribution p ∈ ∆ k , where we adopt the standard convention that 0 log 0 = 0. For a joint distribution P ∈ ∆ n×n , we write H(P ) ∶= − ∑ ij P ij log P ij . We make use of the following standard bound.
Lemma 2.2 (Entropy bound). For any probability distribution
The other regularization is the softmin operator, defined for a parameter η > 0 by
To extend this notation to a i ∈ R ∪ {−∞}, we adopt the standard convention e −∞ = 0. We make use of the following standard bound.
Lemma 2.3 (Softmin approximation bound).
For any a 1 , . . . , a k ∈ R ∪ {−∞} and η > 0,
Note also that both the entropy and softmin functions are concave. In fact, the entropy is strictly concave, and the softmin is strictly concave along every direction except for 1.
Algorithmic framework
Here we detail the algorithmic framework used in this paper for approximating MMC. As overviewed in §1.2, the framework consists of two steps: approximately solve the LP relaxation (MMC-P), and then round the obtained fractional solution to a vertex with nearly as good value for (MMC-P). While the optimization step is sufficient for estimating the value µ(G) of MMC, the rounding step yields a feasible solution (i.e., a cycle).
Algorithm 1 summarizes the accuracy required of the two steps. Note that the optimization step produces a near-optimal solution that is not necessarily feasible, but rather near-feasible in that we allow a slightly imbalanced netflow δ(P ) = P 1 − P T 1 1 up to some δ > 0; in the sequel, we take δ = Θ(ε (w max d)). Our rounding step accounts for this near-feasibility.
Algorithm 1 AMMC: Algorithmic framework for approximating MMC.
Input:
compute near-feasible, near-optimal solution P for (MMC-P) 1: Find matrix P ∈ ∆ E satisfying δ(P ) ⩽ δ and ⟨P, W ⟩ ⩽ µ(G) + ε 2 \\ Rounding step: round P to a vertex of F E with nearly as good cost for (MMC-P)
Observation 3.1 (Approximation guarantee for AMMC). Given any weighted digraph G and any
The proof is immediate by definition of AMMC. The difficulty is in how to efficiently implement the two steps in AMMC. §4 gives an efficient implementation of the rounding step; and §5 and §6 give two alternative efficient implementations of the optimization step.
Efficient rounding for the LP relaxation
Here we present an efficient implementation of the rounding step in AMMC.
Theorem 4.1 (Efficient rounding for AMMC).
There is an algorithm (namely, RoundQCirc in §4.1 followed by RoundCycle in §4.2) that, given a strongly connected digraph G = (V, E, w), a normalized flow P ∈ ∆ E with netflow imbalance δ(P ) ⩽ 1 d, and an accuracy ε > 0, takes O(mdw max ε) time to output a cycle σ in G satisfyinḡ
In particular, if
Furthermore, this algorithm can be implemented using only O(n) additional memory. However, as this requires only minor algorithmic modifications, for simplicity we defer this memory discussion to Appendix A.3.
We perform the rounding in Theorem 4.1 in two steps. The first step, RoundQCirc, rounds the near-circulation P to a circulation F ∈ F E such that (i) little flow is adjusted, and (ii) F is γ-quantized 9 for an appropriately chosen scalar γ. Property (i) ensures that the linear cost is approximately preserved, and property (ii) enables the efficient implementation of the second step. The second step, RoundCycle rounds F ∈ F E to a vertex while exactly preserving the linear cost. The formal guarantees are as follows.
Lemma 4.2 (Guarantee for RoundQCirc).
Given a strongly connected digraph G = (V, E, w), P ∈ ∆ E satisfying δ(P ) ⩽ 1 d, and ε > 0, RoundQCirc takes O(m + nd) time to output F ∈ F E such that F is γ-quantized for γ = Ω(ε (mdw max )), and
The proof of Theorem 4.1 is immediate from these two lemmas.
Proof of Theorem 4.1. The runtime follows from Lemmas 4.2 and 4.3. Let F be the output of RoundQCirc. By Lemma 4.3,w(σ) ⩽ ⟨F, W ⟩ = ⟨P, W ⟩ + ⟨F − P, W ⟩. By Hölder's inequality and Lemma 4.2, the latter summand is bounded by ⟨F − P, W ⟩ ⩽ w max F − P 1 ⩽ 4w max dδ(P ) + ε 4. §4.1 and §4.2 respectively detail these subroutines RoundQCirc and RoundCycle, and prove their respective guarantees Lemmas 4.2 and 4.3. 9 We say a matrix is γ-quantized if each entry is an integer multiple of γ.
Rounding to the circulation polytope
Here we describe the algorithm RoundQCirc and prove Lemma 4.2. Let us first focus just on the problem of efficiently rounding to F E without adjusting much flow; quantization is then addressed in §4.1.1. Specifically, given G and a normalized flow P ∈ ∆ E , our present goal is to efficiently compute a normalized circulation F ∈ F E such that the amount of adjusted flow F − P 1 is small compared to the total netflow imbalance δ(P ) = P 1 − P T 1 1 . Since this task does not require edge weights, for simplicity we presently think of G as an unweighted digraph G = (V, E).
A simple approach is: until all vertices have balanced flow, take any vertex i with negative netflow and any vertex j with positive netflow, and push flow from i to j along the shortest path in G until i or j is balanced. After a normalization at the end, this produces an F ∈ F E satisfying 10
While this ratio of F − P 1 to δ(P ) is optimally small in the worst-case (Remark 4.5), this procedure takes Θ(mn) time, which is too slow for our purposes. The bottleneck is Θ(n) shortest path computations, each taking Θ(m) time-we speed this up by using cheap estimates of the shortest paths. Specifically, in a linear time pre-processing step, we compute paths for all pairs of vertices that while not shortest paths, are all of length at most 2d. We then run the procedure using these inexact shortest paths. As we show below, the guarantee (4.2) still holds. Algorithm 2 RoundCirc: efficiently rounds to F E without adjusting much flow.
Input: Digraph G = (V, E), normalized flow P ∈ ∆ E Output: Normalized circulation F ∈ F E satisfying (4.3)
1: Choose v ∈ V , run Single Source Shortest Paths to v and Single Sink Shortest Paths from
Choose any vertices i and j with δ i (Q) > 0 and δ j (Q) < 0 5:
Add δ ij in Q to each edge on paths found in line 1 from i to v to j ▷ Push saturating flow 7:
Lemma 4.4 (Guarantee for RoundCirc). Given a strongly connected digraph G = (V, E) and a matrix P ∈ ∆ E , RoundCirc takes O(m + nd) time to output F ∈ F E satisfying
Proof. All steps besides the while loop take O(m) time. For the while loop: each iteration takes O(d) time since flow is pushed along at most 2d edges. Moreover, there are at most n iterations, since each path saturates at least one vertex. Thus the while loop takes takes O(nd) time.
For correctness, clearly F ∈ F E ; it remains to show the guarantee (4.3). Consider the path from i to v to j along which we add flow in line 6. Since the paths from i to v and from v to j are both shortest paths, each is of length at most d. Thus
Note that the sum ∑ ij δ ij , over all pairs (i, j) between which we send flow, equals δ(P ) 2. Thus by summing (4.4) over the paths, we bound
Now since Q is entrywise bigger than F and P , and since
Combining this with (4.5), we conclude that Remark 4.6 (Simplifying RoundCirc). RoundCirc can be simplified if short paths in line 6 are known a priori or can be computed quickly; e.g., if G is complete, then the edge (i, j) suffices.
Rounding to a quantized circulation
We now address the quantization guarantee required in Lemma 4.2. A simple solution is to quantize (and re-normalize) the input P before RoundCirc; pseudocode is in Algorithm 3. Note this quantization must be performed before RoundCirc since quantizing afterwards can unbalance the circulation. Note also that we need an estimate of the diameter d for the quantization size; this is computed using the trivial linear-time 2-approximation algorithm ADIAM (see §2). The proof of Lemma 4.2 (i.e., the guarantee of RoundQCirc) is straightforward from Lemma 4.4 (i.e., the guarantee of RoundCirc), and is deferred to Appendix A.2.
Algorithm 3 RoundQCirc: efficiently rounds to quantized circulation in F E without adjusting much flow. Input: Weighted digraph G = (V, E, w), normalized flow P ∈ ∆ E , accuracy ε Output: Quantized, normalized circulation F ∈ F E satisfying (4.1)
Rounding a circulation to a cycle
Here we describe the algorithm RoundCycle and prove Lemma 4.3.
A simple approach for rounding a fractional F ∈ F E to a vertex while preserving a linear cost is the classical Cycle-Cancelling algorithm. This algorithm decomposes a normalized circulation F ∈ F E into a convex decomposition of cycles and then outputs the cycle with best objective value; see, e.g., [57] . While this algorithm performs the desired rounding task (immediate by linearity), its runtime is Θ(mn) which is too slow for our purposes. The bottleneck is Θ(m) cycle cancellations, each taking up to Θ(n) time. Intuitively, this factor of n arises since cancelling a long cycle of length up to n takes a long time yet does not give more "benefit" than a short cycle. We speed up this algorithm by exploiting the quantization of F to ensure that cancelling long cycles gives a proportionally larger benefit than short cycles, thereby amortizing the increased time required to cancel a long cycle by its increased benefit. Specifically, our proposed algorithm RoundCycle is the following minor modification of the Cycle-Cancelling algorithm. InitializeF = F . WhileF ≠ 0, choose any vertex i that has an outgoing edge (i, j) with nonzero flowF ij ≠ 0. Run Depth First Search (DFS) from i until some cycle σ is created. Ifw(σ) ⩽ ⟨F, w⟩, then terminate. Otherwise, cancel the cycle σ by subtracting f σ ∶= min e∈σFe from the flowF e on each edge e ∈ σ. Then continue the DFS in a way that re-uses previous work-this is crucial for our near-linear runtime. Specifically, if the previous DFS created a cycle by returning to an intermediate vertex j ≠ i, then continue the DFS from j, keeping the work done previously by the DFS from i to j. Otherwise, if the previous DFS created a cycle by returning to the initial vertex i, then restart the DFS at any vertex which has an outgoing edge with nonzero flow. Note that RoundCycle leverages the quantization property only in the runtime analysis, where we make a Ford-Fulkerson-esque argument.
Proof of Lemma 4.3. Correctness is immediate by linearity. For the runtime, the key is the invariant thatF stays a γ-quantized circulation. ThatF is a circulation ensures that the DFS always finds an outgoing edge and thus always finds a cycle since some vertex is eventually repeated. When such a cycle σ is found, its cancellation lowers the total flow ∑ ijFij byf σ σ , which is at least γ σ by the invariant. Since the total flow is initially ∑ ij F ij = 1, RoundCycle therefore terminates after cancelling cycles with at most γ −1 total edges, counting multiplicity if an edge appears in multiple cancelled cycles. Since processing an edge takes O(1) amortized time (again counting multiplicity), we conclude the desired O(m + γ −1 ) runtime bound.
Min-Mean-Cycle via Matrix Balancing
Here, we efficiently implement the optimization step in AMMC via Matrix Balancing, and then combine this with our rounding step in §4 to conclude our (primary) proposed algorithm for approximating MMC. Below, §5.1 describes the connections between MMC and Matrix Balancing, §5.2 makes these connections algorithmic, and then §5.3 concludes our MMC algorithm. Some preliminary definitions for this section. A matrix A ∈ R n×n ⩾0 is said to be balanced if A1 = A T 1. The Matrix Balancing problem for input K ∈ R n×n ⩾0 is to find a positive diagonal matrix D (if one exists) such that A = DKD −1 is balanced. K is said to be balanceable if such a solution D exists (see Remark 5.2). The notion of approximate Matrix Balancing is introduced later in §5.2.
Connection to Matrix Balancing
The key connection is that appropriately regularizing the LP relaxation of MMC results in a convex optimization problem that is equivalent to an associated Matrix Balancing problem. This regularization can be equivalently performed on either the primal or dual LP (see Table 4 ); we describe both perspectives as they give complementary insights. We note that while these regularized problems are well-known to be connected to Matrix Balancing (e.g., [30, 41] ), the relation of MMC to these regularized problems and Matrix Balancing is, to the best of our knowledge, not previously known.
In the primal, we employ entropic regularization: we subtract η −1 times the Shannon entropy H(F ) (see §2.3 for the definition) from the objective in the primal LP relaxation (MMC-P). Note
Primal Dual
Min-Mean-Cycle min
Matrix Balancing min that this results in a convex optimization problem by convexity of the regularization (see §2.3). This regularization is motivated by the Max-Entropy principle; indeed, recall from Remark 2.1 the interpretation that (MMC-P) is an optimization problem over probability distributions. The choice of the regularization parameter η is discussed in Remark 5.6 below.
In the dual, we employ softmin smoothing: we re-write the dual LP relaxation as the max-min saddle-point problem (MMC-D), and then replace the inner min by a smooth approximation smin η (see §2.3 for the definition). Note that this results in a concave optimization problem by concavity of the softmin function (see §2.3). The resulting optimization problem (MB-D) is given in Table 4 . Expanding the softmin and re-parameterizing x ∶= −ηp gives the more convenient equivalent form:
where K ∶= exp[−ηW ] denotes the entrywise exponentiated matrix with entries K ij = e −ηW ij . Not only are (MB-P) and (MB-D) are both convex optimization problems, but also they are convex duals 11 satisfying strong duality. In fact, the corresponding KKT conditions give insight to the connection between these regularized problems and Matrix Balancing: the (unique) solution of (MB-P) corresponds to the (unique) balancing of K modulo normalization, and the solutions x of (MB-D) (unique up to translation by 1) correspond to the diagonal balancing matrices (unique up to a constant factor). This is formally stated as follows.
Lemma 5.1 (KKT conditions for (MB-P) and (MB-D) ). Let G = (V, E, w) be strongly connected and η > 0. Then F ∈ F E and x ∈ R n are optimal solutions for (MB-P) and (MB-D'), respectively, if and only if
A similar result can be found in [41, Theorem 1] . For completeness, Appendix B.1 provides concise proofs of Lemma 5.1, strong duality of the regularized problems, and the uniqueness of properties of their solutions.
We conclude this discussion with several remarks. First, we explain the strongly connected assumption in Lemma 5.1 and its relation to the Matrix Balancing problem.
Remark 5.2 (Balanceability for MMC). K ∈ R n×n
⩾0 is balanceable if and only if K is irreduciblei.e., the graph G K = ([n], supp(K)) is strongly connected [50] . Thus, in our MMC application, 
. Further, balanceability implies strict convexity of the primal regularized problem (MB-P), which guarantees the uniqueness of its optimal solution; and also implies strict concavity of the dual regularized problem (MB-D) on the orthogonal complement of the subspace spanned by 1, which guarantees the uniqueness of its optimal solutions modulo translations by 1.
Next, we note that the primal regularized problem (MB-P) is the so-called "Information Projection" of K onto the family F E of joint distributions with identical marginals. 
Next, we relate the optimal solution F η of the regularized problem (MB-P) to iterates of the Mirror Descent algorithm (for background see, e.g., [16, §4.4] ) applied to the original LP (MMC-P).
Remark 5.4 (Regularized MMC as Lazy Mirror Descent on (MMC-P)). Consider running Lazy Mirror Descent (a.k.a., Nesterov's Dual Averaging) on (MMC-P) w.r.t. the entropic mirror map. The t-th iterate is F η , where η is the sum of the first t stepsizes.
The final two remarks discuss the effects of the regularization parameter η.
Remark 5.5 (Effect of regularizing MMC). The solution F η is readily characterized in the limit as the entropic penalty dominates (η → 0) or vanishes (η → ∞): lim η→0 F η is the max-entropy element of F E , and lim η→∞ F η is the max-entropy solution among optimal solutions for (MMC-P). 12 For every finite η, the solution F η is dense in that F η ij > 0 for every edge (i, j). However, as η increases (i.e., the regularization decreases), F η concentrates on edges belonging to Min-Mean-Cycle(s); see Figure 1 for an illustration.
Remark 5.6 (Tradeoff for regularizing MMC). There is a natural algorithmic tradeoff for choosing η: roughly, more regularization makes K = exp[−ηW ] easier to balance, while less regularization ensures that the regularized problems are more similar to the original LPs. Therefore, we take η as small as possible such that solving the regularized problems still yields an O(ε) optimal solution for the original LPs (and thus MMC). A simple argument-either bounding the primal entropy regularization by η −1 log m using Lemma 2.2, or bounding the dual softmin approximation error by η −1 log m using Lemma 2.3-shows that η = O(ε −1 log m) suffices.
We mention also that there are close parallels between how regularized MMC corresponds to Matrix Balancing, and how regularized Optimal Transport corresponds to Matrix Scaling; details in Appendix E.
Optimization via Matrix Balancing
The approximate Matrix Balancing problem for K ∈ R n×n ⩾0 and accuracy δ > 0 is to find a positive diagonal matrix D such that A ∶= DKD −1 is δ-balanced and satisfies ∑ ij A ij ⩽ ∑ ij K ij .
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Remark 5.8 ( 1 versus 2 balancing norm). Approximate Matrix Balancing is sometimes defined with the 2 norm [23, 51] rather than the 1 norm in (5.1) and in, e.g., [9, 46] (see [9, Remark 1.1]). However, the 1 norm in the definition (5.1) is critical for approximating MMC as it gives the necessary error bound for our rounding step. Moreover, the 1 imbalance has natural graph theoretic and probabilistic interpretations for MMC (Remark 2.1). See also [6] for a similar discussion in the context of Optimal Transport.
We now state the main result of this section: a reduction from the optimization step in AMMC (see line 1 of Algorithm 1) to approximately balancing the matrix K = exp[−ηW ] to accuracy δ = Θ(ε (w max d), where η = Θ((log m) ε). The upshot is that this allows us to leverage known near-linear time algorithms for approximate Matrix Balancing.
Theorem 5.9 (Reducing AMMC optimization to approximate Matrix Balancing). Let G = (V, E, w) be strongly connected, η = (2.5 log m) ε, and δ ⩽ ε (16w max d). Let x ∈ R n be such that D(e x ) solves the approximate Matrix Balancing problem on K = exp[−ηW ] to δ accuracy, and denote
It is clear by construction that P ∈ ∆ E and δ(P ) ⩽ δ; the near-optimality ⟨P, W ⟩ ⩽ µ(G) + ε 2 is what requires proof. The intuition is as follows. Since P is approximately balanced, the (nearly feasible) pair of primal-dual solutions (P, x) nearly satisfies the KKT conditions in Lemma 5.1, and thus in particular P is nearly optimal for the optimization problem (MB-P). Since (MB-P) is pointwise close to the primal LP relaxation (MMC-P) (since the regularization is small by Lemma 2.2), therefore P is also nearly optimal for the original optimization problem (MMC-P).
We now formalize this intuition. This requires three lemmas. First, we compute the gap between objectives for a certain family of primal-dual "solution" pairs for (MB-P) and (MB-D') inspired by the KKT conditions in Lemma 5.1. Note that the primal solution is not necessarily feasible since it may not be balanced-in fact, Lemma 5.10 shows that this imbalance precisely controls this gap. 
Proof. Straightforward calculation.
The second lemma shows that the dual balancing objective always gives a lower bound on MMC. This amounts to the pointwise nonnegativity of our regularizations of the LP relaxations.
Lemma
Proof. Let p = ηx. By Lemma 2.3, we have −η
(G).
The third lemma is a standard bound (see, e.g., [9, Lemma 3.5]) on the conditioning of nontrivial balancings, i.e., x ∈ R n with objective value for (MB-D') no worse than 0 (when no balancing has performed). Below, let κ ∶=
Lemma 5.12 (Conditioning of nontrivial balancings). Let
Note that in AMMCbal, we have K = exp[−ηW ] and η = O((log m) ε), and thus
which is of size O ((w max ε) log m). We are now ready to prove Theorem 5.9.
Proof of Theorem 5.9. Rearranging the inequality in Lemma 5.10 yields
We show the right hand side is at most µ(G)+ε 2. The first term is at most −η −1 log ∑ ij A ij ⩽ µ(G) by Lemma 5.11. The second term is at most η −1 H(P ) ⩽ η −1 log m = 2ε 5 by Lemma 2.2 and the choice of η. Finally, the third term is at most
where above the first inequality is by applying Hölder's inequality after possibly re-centering x (since x ↦ x T (P 1 − P T 1) is invariant under adding multiples of the all-ones vector 1 to x); the second inequality is by Lemma 5.12 and the construction of P by re-normalizing a δ-balanced matrix; and the final inequality is by the conditioning bound (5.2), the choice of η, and the bound ε ⩽ 2w max (which we may assume w.l.o.g. since otherwise every cycle is ε-suboptimal).
Concluding the approximation algorithm
Here we conclude our proposed algorithm AMMCbal for approximating MMC; pseudocode in Algorithm 4. This algorithm instantiates the algorithmic framework AMMC in §3 using the approximate Matrix Balancing reduction in Theorem 5.9 for the optimization step, and using the algorithm in Theorem 4.1 for the rounding step. Note that by Theorem 5.9, AMMCbal succesfully approximates MMC regardless of how the approximate Matrix Balancing is performed. Since approximate Matrix Balancing is in itself an active area of research (e.g., [5, 9, 23 , 51]), we abstract this computation into a subroutine ABAL: given a balanceable K ∈ R n×n ⩾0 and an accuracy δ > 0, AMMCbal outputs a vector x ∈ R n such that D(e x ) solves approximate Matrix Balancing on K to δ accuracy. Concrete, state-of-the-art implementations of ABAL are discussed in §5.3.4. Note that the balancing precision δ depends on the diameter d; it suffices to compute this to within a factor of 2 using the trivial, linear-time algorithm ADIAM (see §2).
Algorithm 4 AMMCbal: Matrix Balancing approach for approximating MMC.
Input: Weighted digraph G = ([n], E, w), accuracy ε > 0 Output: Cycle σ in G satisfyingw(σ) ⩽ µ(G) + ε \\ Optimization step: compute near-feasible, near-optimal solution P for (MMC-P)
\\ Rounding step: round P to a vertex of F E with nearly as good cost for (MMC-P) 4: F ← RoundQCirc(G, P, ε)
▷ Correct feasibility and quantize 5: σ ← RoundCycle(G, F ) ▷ Round to vertex 6: return σ Below, we establish guarantees for AMMCbal. §5.3.1 shows accuracy and runtime guarantees, §5.3.2 gives a memory-optimal implementation, and §5.3.3 gives a low bit-complexity implementation. These guarantees are established for a general subroutine AMMCbal, thereby reducing approximating MMC to approximate Matrix Balancing. In §5.3.4, we implement AMMCbal with a concrete, state-of-the-art balancing algorithms to conclude our proposed MMC algorithm.
Accuracy and runtime guarantees for AMMCbal
Below, let T ABAL (K, δ) denote the runtime of ABAL on inputs K and δ. Theorem 5.13.A (Guarantees for AMMCbal: runtime and accuracy). Given a weighted digraph G = (V, E, w) and an accuracy ε > 0, AMMCbal computes a cycle σ in G satisfyingw(σ) ⩽ µ(G) + ε in time T ABAL (K, δ) + O(mdw max ε).
Proof. Note that d ⩽d ⩽ 2d by the guarantee of ADIAM (see §2). The runtime of AMMCbal follows from the runtimes of its constituent subroutines: O(m) for ADIAM, and O(mdw max ε) for rounding (Theorem 4.1). Correctness follows from Observation 3.1 since AMMCbal implements both the optimization step (Theorem 5.9) and the rounding step (Theorem 4.1) to the accuracies prescribed in AMMC for δ = ε (16w maxd ) ⩽ ε (16w max d).
Memory-optimality of AMMCbal
Here, we describe how to implement AMMCbal using only O(n) additional memory. For simplicitly of exposition, the memory usage counts the total numbers stored. (Note that in §5.3.3, AMMCbal is shown to be implementable usingÕ(1)-bit numbers.)
Since just storing G requires Θ(m) memory, we assume that G = (V, E, w) is input to AMMCbal through two oracles:
• Edge oracle: given i ∈ V and k ∈ [n], it returns the k-th incoming and outgoing edges from i (in any arbitrary but fixed orders). If k is larger than the indegree or outdegree of i, the respective edge query returns null.
• Weight oracle: given i, j ∈ V , it returns w(i, j) if (i, j) ∈ E, and ∞ otherwise.
For simplicity, we assume that queries to these oracles take O(1) time. In practice, the edge oracle can be implemented with simple, standard adjacency lists; and the weight oracle by e.g., hashing or re-computing weights on the fly if w(⋅, ⋅) is an efficiently computable function. Critically, in AMMCbal we do not explicitly compute the intermediate matrices K, A, P , and F ; instead, we form implicit representations for them. To formalize this, it is helpful to define the notion of an (T, M ) matrix oracle for a matrix: this is a data structure that uses M storage, and can return a queried entry of the matrix in T time and O(1) additional memory.
We now state the memory guarantee for AMMCbal. Below, let M ABAL (K, δ) denote the memory of AMMCbal (for the implementation in §5.3.4, M ABAL (K, δ) = O(n)).
Theorem 5.13.B (Guarantees for AMMCbal: memory-optimality). There is an implementation of AMMCbal that, given G through its edge and weight oracles, achieves the accuracy guarantee in Theorem 5.13.A and uses T ABAL (K, δ) + O(mdw max ε + m log n) time and M ABAL (K, δ) + O(n) memory.
Proof. We form an (O(1), O(1)) matrix oracle for K by storing η-a query for entry K ij is performed by querying the weight oracle for w(i, j) and computing e −ηw(i,j) . We form an (O(1), O(n)) matrix oracle for P by storing x and s A ∶= ∑ ij e x i −x j K ij -a query for entry P ij is performed by querying K ij and computing e x i −x j K ij s A . This matrix oracle for P is passed as input to the rounding algorithms, which are implemented in the memory-efficient manner in Theorem A.3.
Bit-complexity of AMMCbal
Above, our analysis assumes exact arithmetic for simplicity; however, numerical precision is an important issue since naïvely implementing AMMCbal can require large bit-complexity-indeed, since max i x i −min j x j can be Ω(d) [ This implementation essentially only modifies how AMMCbal computes quantities on the exponential scale (namely, entries of K, A, and P ): these are computed using standard log-sum-exp tricks. (See also Remark 5.15 below for how to implement ABAL in a similar way.) Briefly, the main proof idea is that AMMCbal is robust in the sense that it outputs an O(ε)-suboptimal cycle even if these entries are computed to low precision. Details are deferred to Appendix B.2.
Concrete implementation of AMMCbal
By Theorem 5.13, AMMCbal succesfully approximates MMC for any choice of the approximate Matrix Balancing subroutine ABAL. The fastest practical instantiations of ABAL are variants of Osborne's algorithm [50] . In particular, combining Theorem 5.13 with the recent analysis of the Random Osborne algorithm in [9] yields the following near-linear runtime for approximating MMC on graphs with polylogarithmic diameter, both in expectation and with high probability. To emphasize the algorithm's practicality, below we write the single logarithmic factor in the runtime rather than hiding it with theÕ notation.
Theorem 5.14 (AMMC with Random Osborne). Consider implementing ABAL using the Random Osborne algorithm in [9] . Then given a weighted digraph G through its edge and weight oracles, and an accuracy ε > 0, AMMCbal computes a cycle σ in G satisfyingw(σ) ⩽ µ(G) + ε using O(n) memory and T arithmetic operations on O(log( nwmax ε )) =Õ(1)-bit numbers, where T satisfies
• (High probability guarantee.) For all α ∈ (0, 1), P T ⩽ md 2 ( wmax ε ) 2 log n log Remark 5.15 (Numerical implementation of AMMCbal). As described in §5.3.3, a naïve implementation of AMMCbal that explicitly computes K = exp[−ηW ] runs into numerical precision issues for large η. This is circumvented by not explicitly computing K. Indeed, numerical implementations of Osborne's algorithm operate on K ij only through log K ij = −ηW ij , and compute all intermediate quantities on the exponential scale via a standard log-sum-exp trick, see [9, Remarks 2.6 and 8.2]. Finally, using the output x of Osborne's algorithm, a similar log-sum-exp translation trick is used to stably compute the nearly-balanced matrix P , see Appendix B.2.
Remark 5.16 (Alternative implementation of AMMCbal)
. ABAL can also be implemented using the algorithm of [23] 14 . This achieves comparable theoretical guarantees to Random Osborne, namelỹ O(md(w max ε)
3 ) arithmetic operations (by combining Theorem 4.18 and Lemma 4.24 of [23] with the bound (5.2)) overÕ(poly(w max ε))-bit numbers-but heavily relies on Laplacian solvers which (currently) have no practical implementation.
Min-Mean-Cycle via area-convexity regularization
Here, we present a different algorithm for approximating MMC that achieves a slightly better dependence on the diameter and error, albeit is not memory-optimal and is less practical. We do this by efficiently implementing the optimization step in our framework AMMC using area-convexity regularization, and then combining this with our rounding algorithm in §4.
Below, §6.1 reduces the optimization step to approximately solving a certain 1 -penalized relaxation of (MMC-P), §6.2 efficiently performs this latter task using area-convexity regularization, and then §6.3 concludes by combining this efficient optimization with our rounding algorithm. Our reduction of approximating (MMC-P) to approximating an 1 -penalized formulation in order to use area-convexity is inspired by the recent approach of [39] for Optimal Transport.
Connection to 1 -penalized formulation
Here we show that the optimization step in AMMC (see line 1 of Algorithm 1)-i.e., finding a nearfeasible, near-optimal solution for the LP relaxation (MMC-P), which we recall is min P ∈∆ E ∶ P 1=P T 1 ⟨P, W ⟩-is achieved by approximately solving the optimization problem
In fact, (MMC-1 ) is a so-called "exact penalty reformulation" of (MMC-P) (Lemma 6.2).
Theorem 6.1 (Reducing AMMC optimization to approximating (MMC-1 )). Consider any weighted digraph G = (V, E, w) and accuracyε > 0. If P ∈ ∆ E isε-suboptimal for (MMC-1 ), then ⟨P, W ⟩ ⩽ µ(G) +ε and δ(P ) ⩽ε (dw max ).
Before proving Theorem 6.1, let us first give intuition for (MMC-1 ). This optimization problem (MMC-1 ) is obtained from (MMC-P) by "dualizing" the balancing constraint P 1 = P T 1 via an 1 penalty λ P 1 − P T 1 1 , where λ = O(dw max ). The motivation for this 1 penalty is that our rounding algorithm corrects imbalance δ(P ) ≠ 0 of infeasible solutions for (MMC-P), at the cost of worsening the objective by O(w max dδ(P )); see Lemma 4.4. The penalty size λ is critical in the sequel due to the algorithmic tradeoff that, informally, smaller λ makes (MMC-1 ) easier to solve, while larger λ enforces the 1 penalty and thereby ensures the regularized problem (MMC-1 ) is similar to (MMC-P). We now establish that λ = O(dw max ) ensures the values of (MMC-P) and (MMC-1 ) match, and then use this to prove Theorem 6.1.
Lemma 6.2 (Exact penalty reformulation). The optimal value of (MMC-1 ) is µ(G).
Proof. If F is optimal for (MMC-P), then F is also feasible for (MMC-1 ) and has the same objective value. This establishes the inequality "(MMC-P) ⩾ (MMC-1 )". Next, we establish "(MMC-P) ⩽ (MMC-1 )". Let P be optimal for (MMC-1 ). By Lemma 4.4, there exists F feasible for (MMC-P)
and thus (MMC-
Proof of Theorem 6.1. Lemma 6.2 and nonnegativity of the 1 penalty implies ⟨P, W ⟩ ⩽ µ(G) +ε. Next, we establish the bound on δ(P ). By Lemma 4.4, there exists F ∈ F E such that
, where the first inequality is by feasibility of F for (MMC-P), and the other inequality is byε suboptimality of P for (MMC-1 ) and Hölder's inequality. Re-arranging establishes δ(P ) ⩽ε (dw max ).
Optimization via area-convexity
Here we efficiently approximate the 1 -penalized formulation (MMC-1 ), which by Theorem 6.1 above constitutes an efficient implementation of the optimization step in AMMC. Specifically, by duality between the 1 and ∞ norms, the 1 -penalized formulation (MMC-1 ) is (pointwise) equivalent to the 1 -∞ bilinear saddle-point problem
which is amenable to optimization via area-convexity regularization. The breakthrough work of [59] implies the following efficient algorithm for optimizing (MMC-SP) and thus (MMC-1 ).
Theorem 6.3 (Efficient approximation of (MMC-1 )).
There is an algorithm (AL1 on page 31) that finds anε-suboptimal solution P ∈ ∆ E for (MMC-1 ) inÕ(mdw max ε) time.
For completeness, §6 gives a high-level overview and pseudocode for the algorithm AL1. We conclude with several remarks about AL1, the details of which are also deferred to §6.
Remark 6.4 (Parallelizability of AL1). AL1 is parallelizeable toÕ(dw max ε) depth. (MMC-1 ) ). Besides computing a near-optimal primal solution P for (MMC-1 ), AL1 also computes a near-optimal dual solution y; however, we do not use y.
Concluding the approximation algorithm
Algorithm 5 implements our framework AMMC in §3 using the algorithm in Theorem 6.3 for the optimization step and our algorithms in §4 for the rounding step. Note that the n × n matrices P and F are stored and operated on as sparse matrices supported on the m edges of E.
Algorithm 5 AMMCarea: area-convexity approach for approximating MMC.
Input: Weighted digraph G = ([n], E, w), accuracy ε > 0 Output: Cycle σ in G satisfyingw(σ) ⩽ µ(G) + ε \\ Optimization step: compute near-feasible, near-optimal solution P for (MMC-P) 1:ε ← ε 16, P ← AL1(G,ε)
▷ Approximate (MMC-1 ) using area-convexity \\ Rounding step: round P to a vertex of F E with nearly as good cost for (MMC-P) 2: F ← RoundQCirc(G, P, ε)
▷ Correct feasibility and quantize 3: σ ← RoundCycle(G, F ) ▷ Round to vertex 4: return σ Theorem 6.7 (Guarantee for AMMCarea). Given a weighted digraph G = (V, E, w) and an accuracy ε > 0, AMMCarea computes a cycle σ satisfyingw(σ) ⩽ µ(G) + ε inÕ(mdw max ε) arithmetic operations overÕ(1)-bit numbers.
Proof. The runtime follows from the runtimes of its constituent subroutines:Õ(mdw max ε) for the optimization (Theorem 6.3) and O(mdw max ε) for the rounding (Theorem 4.1). The bitcomplexity for AL1 is by Remark 6.5, and for the rounding algorithms is by the same argument as in Theorem 5.13.C. Correctness follows from Observation 3.1 since AMMCarea implements both the optimization step (Theorem 6.3) and the rounding step (Theorem 4.1) to the accuracies prescribed in AMMC for δ = ε (16w max d).
Remark 6.8 (Memory usage of AMMCarea). In contrast to AMMCbal which has a memory-optimal implementation using O(n) additional memory (Theorem 5.13.B), AMMCarea requires Θ(m) memory.
Lower bounds
Here, we show that barring a breakthrough on a longstanding open problem in algorithmic graph theory, the runtime of AMMCarea (Theorem 6.7) has optimal dependence on the accuracy ε among all algorithms that "do not use Fast Matrix Multiplication" (FMM). 15 Note that by scale-invariance, this also shows optimality of our runtime depence on w max .
Formally, we show the following reduction. Note that below, by approximately "solving" MMC to ±ε, we mean obtain an ε-suboptimal potential p ∈ R n for the dual LP relaxation (MMC-D). This is a natural assumption since, e.g., both approximation algorithms proposed in this paper produce such a potential along the way. 15 Although it is difficult to formalize the notion of whether an algorithm "uses" FMM, this intuitive distinction is prevalent in the theoretical computer science literature (e.g., [4, 14] .) We remark that the lower bound established here can be made unconditional on the use of FMM at the cost of slightly degrading the exponent on 1 ε from 1 − c to (ω − 2) (3 − ω) − c, which is approximately 0.587 − c for the current matrix multiplication exponent [62] . The only difference in the proof is replacing the O(n 2.5 ) current barrier for algorithms that do not use FMM [31, 34] , with the O(n ω ) current unconditional barrier for all algorithms (possibly using FMM) [56, 65] . Theorem 7.1 (Reducing SSSP to approximating MMC). Assume that there is an oracle for computing an ε-suboptimal solution to the dual LP relaxation (MMC-D) in time T (n, ε) on a complete digraph G = (V, E, w) with weights in {−1, 0, 1} and no negative cycles. Then SSSP on G from any source vertex s ∈ V can be solved in time T (n, ε) + O(n 3 ε log n + n 2 log n).
Therefore, if the approximate MMC oracle can be implemented in time T (n, ε) = O(n 2 ε 1−c ) for some constant c > 0, then SSSP with {−1, 0, 1} weights can be solved in time o(n 2.5 ) with an appropriate choice of ε = n −1 (2−c) . However, the only SSSP algorithms with o(n 2.5 ) runtime use FMM [56, 65] , and it is a longstanding open problem to achieve such runtimes without FMM.
For the proof of Theorem 7.1, we introduce some notation. Fix some SSSP source vertex s ∈ V . Let d w (v) denote the w-weighted distance from s to v. For a spanning tree T rooted at s, let d w,T (v) denote the w-weight of the path from s to v in T .
Proof of Theorem 7.1. Use the oracle to compute an ε-suboptimal potential p ∈ R n for the dual LP relaxation (MMC-D). Then w(i, j) + p i − p j ⩾ µ(G) − ε for each edge (i, j). Since µ(G) ⩾ 0, the weightsw(i, j) ∶= w(i, j) + p i − p j are all at least −ε. Thus we can solve SSSP w.r.t. the nonnegative weightsw(i, j) ∶=w(i, j) + ε in O(n 2 ) time using Djikstra's algorithm [29] , yielding a shortest path tree T rooted at s for the weightsw. Now for each v ∈ V , the path in T from s to v is suboptimal with respect to the original weights w by at most
where above the first equality is by telescoping, the inequality is by dw ,T (v) ⩽ dw ,T (v) and dw(v) ⩽ dw(v) + εn, and the last step is by definition of T being a shortest path tree forw. We conclude that
The proof is then complete by the following lemma.
Lemma 7.2 (Correcting an approximate shortest path tree).
There is an algorithm that, given a digraph G = (V, E, w) with integer weights and no negative cycles, a source vertex s ∈ V , and a spanning tree T rooted at s, outputs a shortest path tree rooted at s in time O(nα log n + n 2 log n)
Proof. The algorithm maintains three data structures. First is a spanning tree rooted at s, initialized to T and iteratively improved. Second is a vectord ∈ R n with entriesd i = d w,T (i); this is initialized in an O(n) pre-processing step by traversing T . In words, T contains the shortest paths found so far, andd contains their lengths. Third is a Balanced Binary Search Tree 16 (BBST) B containing all edges which can be relaxed; i.e., all (i, j) ∈ E such thatd i + w(i, j) <d j .
After initializing these data structures, the algorithm iteratively relaxes edges (i, j) as follows. If B is empty, then terminate; otherwise, let (i, j) be the root of B. Remove (i, j) from B, compute δ ij ← w(i, j) +d i −d j , and make i the parent of j in T . We then process all vertices u in the subtree of T rooted at j, including j itself. To process u, updated u ←d u + δ ij , and update B with respect to all adjacent edges to u.
Proof of correctness. The algorithm maintains the invariant that at the end of each edgerelaxation step,d i = d w,T (i) and B contains all edges which can be relaxed. Thus, at termination, all edges (i, j) satisfyd j ⩽d i + w(i, j) since B is empty. By a standard argument (see e.g., [24, §24] ), this means thatd contains the SSSP distances and T is therefore a shortest path tree.
Proof of runtime. Initialization takes O(n 2 log n) time. We now show that the rest of the algorithm takes O(nα log n) time. Since processing a vertex takes O(n log n) time, it suffices to show that at most α vertices are processed in total, counting multiplicity. Define the potential function
Since the weights w are integral,d is always integral, thus processing a vertex decreases the potential by at least 1. Since the potential is initally α (by assumption) and always nonnegative (sinced v ⩾ d v ), the algorithm processes at most α vertices, counting multiplicity.
Experiments
Here we provide preliminary numerical simulations that complement our theoretical findings. We focus on investigating the various practical aspects of only our proposed algorithms, since there are already several extensive experimental surveys of existing algorithms [20, 27, 28, 33] . The reported experiments are run on a real-world financial-arbitrage graph with n = 127 ≈ 2 7 vertices, m = 15946 ≈ 2 14 directed edges, and weights in [0, 1]. Further details on the dataset are in Appendix D.1, and a link for reproducibility is in the arXiv ancillary files. Qualitatively similar results are obtained on different graph ensembles (e.g., sparse or random graphs) and are omitted for brevity. Figure 2 illustrates that despite the slightly faster theoretical runtime of AMMCarea, in practice AMMCbal requires several orders of magnitude fewer operations. In fact, AMMCbal typically needs only several passes through the input graph before convergence. Figure 3 corroborates our main theoretical results (Theorems 5.14 and 6.7) by empirically verifying that AMMCbal and AMMCarea have near-linear runtime for low-diameter graphs. Several remarks below. For interpretability, operation counts are reported in terms of the number of passes through G-a pass corresponds to a matrix-vector multiplication with G's incidence matrix for AMMCarea, or roughly n iterations of Osborne's balancing algorithm for AMMCbal; details in Appendix D.1. We do not report timing for the (near-linear time) rounding since it is common to all algorithms. The reported error is the suboptimality for the LP relaxation (MMC-P) before running RoundCycle-this is a conservate overestimate of the final MMC error since RoundCycle only improves the error (Lemma 4.3).
Remark 8.1 (Effect of entropic regularization). Notice that reasonably high accuracy is obtained with only moderate values of η. Figure 2 empirically demonstrates the theoretical tradeoff described in Remark 5.6, namely that as η increases (i.e., the regularization decreases), AMMCbal takes longer to converge, but converges to a more accurate solution. This mirrors the phenomenon in Optimal Transport [26, 53] . 
Remark 8.2 (Large constants for AMMCarea).
The poor practical performance of AMMCarea is partly due to the large constants in its theoretical runtime, which are hidden by theÕ notation. Specifically, each iteration of the optimization procedure AL1 requires roughly 12 to 20 passes through G. (Each iteration requires two approximate proximal computations (APROX), each of which requires alternating minimization iterations until convergence (typically 3 to 5 suffice), each of which requires 2 passes through G.) This is also why the AMMCarea plots start further right than AMMCbal. Remark 8.3 (Parameter tuning for AMMCarea). As shown in Figure 2 , the version of AMMCarea used in the theoretical analysis converges extremely slowlyempirically. Better practical performance is obtained by mirroring several heuristics described in [39, Appendix D] for improving area-convexitybased algorithms; this is the plotted line called "optimized" AMMCarea. We note that these heuristics require extremely careful parameter tuning: unless the parameters are chosen very precisely, performance is quite poor; details in Appendix D.2. Moreover, even with tuned parameters, AMMCarea converges much more slowly than AMMCbal.
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A Deferred details for §4
A.1 Minimal flow adjustment for balancing
Here we detail the simple lower bound construction alluded to in Remark 4.5.
Lemma A.1 (Lower bound on flow adjustment for balancing). For every n ∈ N and d ⩽ n 2, there exists a strongly connected digraph G = (V, E) with n vertices and diameter d, and a matrix P ∈ ∆ E , such that inf F ∈F E F − P 1 ⩾ dδ(P ) 2.
Proof. First assume n = 2d; the general case n ⩾ 2d is a straighforward extension, described afterwards. Let G be a simple, directed cycle of length n, and let u and v be two antipodal nodes on this cycle, i.e. each of distance d from the other. Let P be have flow 1 d on each of the d edges from u to v. By definition, F E is the singleton set containing only the normalized circulation F with flow 1 n on each edge of the cycle. Since F − P 1 = 1 and δ(P ) = 2 d, thus F − P 1 = dδ(P ) 2.
For the general case where n ⩾ 2d, let G consist of the aforementioned simple, directed cycle on 2d vertices, as well as n − 2d "dummy vertices" w i for which the only adjacent edges are (w i , u) and (u, w i ). We conclude by essentially the same proof as above: for the analogous P , the F ∈ F E minimizing F − P 1 is the same, and thus F − P 1 ⩾ dδ(P ) 2 for any F ∈ F E .
A.2 Proof of Lemma 4.2
Lemma A.2 (Helper lemma for RoundQCirc). Consider P , R,P , and α in RoundQCirc. Then (i) P − P 1 ⩽ 2αm, and (ii) δ(P ) ⩽ 2δ(P ) + 4αm.
Proof. Since rounding P to R changes every entry by at most α,
Proof of item (i). By definition ofP and then (A.2), P − R 1 = 1 − R 1 ⩽ αm. Thus by the triangle inequality and (A.1), we conclude P − P 1 ⩽ P − R 1 + R − P 1 ⩽ 2αm.
Proof of item (ii). Note that rounding down the flow on an edge to an integer multiple of α increases the flow imbalance at each adjacent vertex by at most α, thereby increasing the total imbalance by at most 2α. Thus R has imbalance at most δ(R) ⩽ δ(P ) + 2αm. By definition ofP , we have δ(P ) = δ(R) (∑ ij R ij ) ⩽ (δ(P ) + 2αm) (∑ ij R ij ). We therefore conclude by observing that 1 (∑ ij R ij ) ⩽ 2, which follows from (A.2) combined with the fact that α ⩽ 1 (2m).
Proof of Lemma 4.2. The runtime bound follows from the runtimes of ADIAM (see §2) and RoundCirc (Lemma 4.4). The guarantee F ∈ F E is immediate from Lemma 4.4.
Next, we establish (4.1). By item (i) of Lemma A.2, P − P 1 ⩽ 2αm. Moreover, by Lemma 4.4 and then item (ii) of Lemma A.2, F −P 1 ⩽ 2dδ(P ) ⩽ 4dδ(P ) + 8αmd. Thus F − P 1 ⩽ F −P 1 + P − P 1 ⩽ 4dδ(P ) + 10αmd. By our choice of α and the boundd ⩾ d (see §2)), the latter summand is at most ε (4w max ).
Finally, we establish the quantization guarantee. By construction, R is α-quantized, and sõ P is β-quantized for β ∶= α (∑ ij R ij ) ⩾ α. SinceP is the input to RoundCirc in RoundQCirc, in RoundCirc Q will be β-quantized sinceP is. Thus F is γ-quantized for γ ∶= β ∑ ij Q ij . Now ∑ ij Q ij = ∑ ijPij + ∑ ij (Q ij −P ij ) ⩽ 1 + dδ(P ) by (4.5), and this is O(1) by item (ii) of Lemma A.2 and the assumption that δ(P ) ⩽ 1 d. Therefore γ = Ω(β) = Ω(α). We conclude by our choice of α and the fact thatd ⩽ 2d (see §2).
A.3 Memory optimality
Here we describe a memory-efficient implementation of the rounding algorithm in Theorem 4. Memory-efficient rounding) . If G is given through its edge oracle and weight oracle, and P is given through an (T, M ) matrix oracle, then the algorithm in Theorem 4.1 can be run in O(m(T + log n + dw max ε)) time and O(M + n) memory.
Proof. We describe how to implement the algorithms in Theorem 4.1 in a memory-efficient way that does not change the outputted cycle σ. The subroutine ADIAM in line 1 of RoundQCirc can be implemented using O(n) memory since Breadth First Search can be implemented using the edge oracle for G and O(n) memory. To perform lines 2 and 3, RoundQCirc forms an (T +O(1), M +O(1)) matrix oracle forP by using O(1) additional memory to compute and store s R ∶= ∑ ij R ij -then an entryP ij can be queried by querying P ij and computing α⌊P ij α⌋ s R .
RoundCirc takes this matrix oracle forP as input and forms an (T +O(log n), M +O(n)) matrix oracle for F . Specifically, it implicitly performs line 6 by storing in a Balanced Binary Search Tree the amount of flow, totalled over these saturating paths, pushed along each edge. This takes O(n) additional storage since all edges lie on the Shortest Paths trees in or out of v, which collectively contain at most 2(n − 1) edges. The matrix oracle for F also stores s Q ∶= ∑ ij Q ij -then an entry F ij can be queried by queryingP ij , querying the amount of adjusted flow on edge (i, j) in the Balanced Binary Search Tree, and re-normalizing by s Q .
In RoundCycle, we maintain for each vertex i a counter j i . This is the lowest index with respect to the (outgoing) edge oracle of G, that corresponds to an outgoing edge from i with nonzero flow. The DFS always takes these edges. We query each F ij at most once: the first time we cancel a cycle with that edge. If the edge is partially cancelled, then we store the remaining flow. (If the edge is fully saturated, then we do not need to store anything since we will never come back to it, and we simply update the indices j i accordingly). By the bias of the DFS, there are always at most n partially cancelled edges (one for each vertex), so this requires O(n) additional memory.
We briefly remark that the O(m log n) runtime factor can be ameliorated by using a hash table instead of a binary search tree; however, we report this simpler, deterministic approach since anyways the O(m log n) is dominated by the Matrix Balancing runtime (see §5.3).
B Deferred details for §5
B.1 Convex duality for Matrix Balancing regularization
Proof of Lemma 5.1.
Dualize the affine constraint
n is the associated Lagrange multiplier. This results in the minimax problem
By Sion's Minimax Theorem [60] , this equals the maximin problem
The inner minimization problem can now be solved explicitly. A standard Lagrange multiplier calculation shows that at optimality, F is the matrix with ij-th entry equal to
2) and simplifying yields
which is precisely (MB-D). This establishes item (1). Item (2) then follows from the KKT conditions derived above in (BAL-KKT). For item (3), strict concavity of entropy (see §2. 3) implies that (MB-P) has a strictly convex objective and thus a unique optimal solution. This combined with the KKT condition in item (2) implies that
is invariant among all optimal solutions x of (MB-D). Since G is assumed strongly connected, K = exp[−ηW ] is irreducible, thus these optimal solutions are unique up to additive shifts of 1.
B.2 Bit complexity
Here we prove Theorem 5.13.C. For simplicity of exposition, we omit constants and show how to ensure AMMCbal outputs an O(ε)-suboptimal cycle; the claim then follows by re-normalizing ε. . Since P has low bit-complexity, the rest of AMMCbal does too by construction of the rounding algorithms.
Proof of correctness. We make use of the following lemma.
Lemma B.1 (Robustness of AMMCbal). The following changes to AMMCbal affect the mean-weight w(σ) of the returned cycle σ by at most ±O(ε):
(1) The entries of P are approximated to ±α additive error and remain nonnegative. Proof. The proof of item (1) is identical to the analysis of the truncation in RoundQCirc in Lemma 4.2. Item (2) follows from item (1) and the fact that P ij ⩽ 1. Item (3) follows from item (2) and the definition P = A (∑ ij A ij ).
By the guarantee for AMMCbal in exact arithmetic (Theorem 5.13.A), it suffices to show that these modifications (i)-(v) affectw(σ) by at most ±O(ε). (i) and (ii) change A ij by [1±O(α)] multiplicative error, which is acceptable by item (3) of Lemma B.1. (iii) rescales A, which does not alter P . (iv) First we argue the effect of dropping all A ij < α to 0. The only affected entries of P ij are those that are dropped to 0; and since (iii) ensures
have been at most α, and so setting P ij to 0 is acceptable by item (1) of Lemma B.1. Next, we argue the truncation of A ij . The ±α 2 additive precision of A ij implies [1±α] multiplicative error for the nonzero entries of A (since they are at least α by our truncation), which is acceptable by item (3) of Lemma B.1. Finally, (v) is acceptable by item (1) of Lemma B.1.
C Deferred details for §6
Here, we briefly sketch how the result of [59] implies Theorem 6.3; i.e., how to use area-convex regularization to efficiently solve (MMC-1 ). We follow the simplified exposition of these areaconvexity techniques as described in the context of Optimal Transport in [39] .
To mirror the notation in the area-convexity literature, we vectorize the primal variable. Abusing notation slightly, let p and w ∈ R m be vectorizations of P and W , respectively. Let A ∈ R n×m denote the signed edge-incidence matrix of G; i.e., the matrix with entries A k,(i,j) equal to −1 if k = i, 1 if k = j, and 0 otherwise, for each vertex k ∈ V and each edge (i, j) ∈ E. In words, A is the linear operator computing netflows, i.e., Ap = P T 1 − P 1. To optimize (MMC-SP'), we use the primal-dual extragradient method of [59] . This algorithm makes two proximal mirror-descent steps in each iteration, and at termination returns an average of the iterates, nearly identically to the dual extrapolation framework in [47] ; see also [39, §3.1] . The key insight of [59] is in the regularizer defining the proximal step. For our setting, this regularizer is:
where A denotes the entrywise absolute value of A (i.e., the unsigned edge-incidence matrix of G), and y (2) denotes the entrywise squaring of the vector y. The key property of this regularizer R enabling rapid optimization is that R is so-called area-convex. (For brevity, we refer the reader to [59] for the definition, interpretations, and detailed discussion of this property.) Lemma C.1 (Area convexity of regularizer R). R is 3 area-convex with respect to φ.
Remark C.2 (Differences from Optimal Transport). The regularizer R in (C.1) differs slightly from the analog in [39] : it uses the signed adjacency matrix since MMC is on a directed graph, whereas the regularizer in [39] uses the unsigned adjacency matrix since Optimal Transport is on an undirected graph. However, the area-convexity of our regularizer follows from the original paper [59] , and also can be shown via only a minor modification to the simplified proof in [39] . Algorithm 7 APROX: approximate proximal step w.r.t. area-convex regularizer.
Input: Signed adjacency matrix A, scaling c, vector v ∈ R m+n , accuracy ε 
Dataset. Our primary benchmark is a real-world dataset obtained by scraping currency exchange rates from Google Finance (for reproducibility, the dataset is included in the ancillary arXiv files). The dataset is a nearly complete digraph on n = 127 ≈ 2 7 vertices (each corresponding to a nation's currency) and m = 15, 946 ≈ 2 14 directed edges (each corresponding to an exchange rate). Since an arbitrage opportunity corresponds to a directed cycle for which the product of the exchange rates is greater than 1, we apply a standard log-transform [24] and set the edge weight w(i, j) to be the negative logarithm of the exchange rate from currency i to currency j (taken from January 1, 2020). We then normalize weights to [0, 1] by rescaling and translating (the reported error ε thus corresponds to (w max − w min )ε for the unnormalized weights). This instance is nontrivial. But we follow a slight modification used in the experimental MMC literature [33] to make the problem more difficult and thereby more illustrative of the algorithms' performance. Specifically, we plant a random Hamiltonian cycle where one edge has low weight 0.1 and the rest have larger weight 0.5, and then disguise this cycle by replacing all edge weights w(i, j) withw(i, j) ∶= w(i, j) + p i − p j , where p ∈ R n is a random perturbation vector with entries independently sampled uniformly from [0, 0.1].
Operation counts
19 . For AMMCarea, the runtime is dominated by the number of matrix-vector multiplications with the sparse m × n incidence matrix of G. Each such multiplication constitutes one "pass" through G. For AMMCbal, an iteration of Osborne's algorithm on coordinate i requires iterating through all nonzero entries on row and column i of the matrix K to balance, see [9, §2] . Since K = exp[−ηW ] in AMMCbal, this corresponds to iterating through the (in and out) neighbors of vertex i. The number of "passes" through G this constitutes is the degree of i divided by m.
D.2 Parameter tuning for AMMCarea
While great in theory, algorithms based on area-convexity regularization are currently not very practical. Several heuristics for improving empirical performance are described in [39, Appendix D] for the problem of Optimal Transport. These heuristics include increasing the stepsize in the Dual Extrapolation algorithm AL1, decreasing the amount of entropy in the area-convex regularizer (C.1), and terminating the alternating minimization early when the 1 movement between primal iterates becomes sufficiently small. Figure 4 investigates the efficacy of these heuristics, painting a clear picture: AMMCarea is extremely sensitive to parameter tuning, and convergence is quite slow unless parameters are tuned precisely. For instance, the parameters used in the theoretical analysis result in very slow convergence. A better choice of parameters appears to be entropy 1 and stepsize 3: this is the "optimized AMMCarea" used in the other experiments. Intuitively, a small stepsize makes convergence slow, while a large stepsize makes the algorithm unstable. A larger regularization (entropy size) makes the algorithm more biased, while a smaller regularization makes the algorithm unstable. A poor parameter choice can also lead to severe numerical precision issues: a large stepsize and small regularization requires APROX to exponentiate very large numbers, which is why some lines stop prematurely in Figure 4 . 
E Connections to Optimal Transport and implications
Here, we describe remarkable parallels between MMC and Optimal Transport (OT).
First, let us recall the OT problem. To highlight connections, we describe OT in the setup of a general bipartite graph rather than the standard setup of a complete bipartite graph. Let G = (V, E, w) be an undirected bipartite graph with vertex set V = V 1 ⊍ V 2 , edge set E ⊆ V 1 × V 2 , and weights w ∶ E → R. Let µ ∈ ∆ V 1 and ν ∈ ∆ V 2 be probability distributions on V 1 and V 2 , respectively. The OT problem for input G, µ, and ν is to find the minimal cost flow on G routing the supplies µ on V 1 to the demands ν on V 2 . This is an LP; see (OT-P) in Table 5 .
We observe that the MMC LP relaxation (MMC-P) is strikingly similar to the OT LP (OT-P). Indeed, they are identical except for the affine constraints: F 1 = F T 1 for (MMC-P), whereas F 1 = µ and F T 1 = ν for (OT-P). These constraints can be interepretedá la Remark 2.1 as follows. From a probabilistic perspective, (MMC-P) optimizes over joint distributions with identical marginals, whereas (OT-P) optimizes over joint distributions with prescribed marginals. From a graph theoretic perspective, (MMC-P) optimizes over flows with balanced netflow constraints, whereas (OT-P) optimizes over flows with supply/demand flow constraints. Table 5 : Parallels between the entropic regularization approach for MMC and OT.
These parallels extend beyond similarities between problem formulations, to algorithmics. Consider our entropic regularization approach for solving (MMC-P) in §5, and the popular entropic regularization approach for solving (OT-P) in [26, 63] . Both approaches regularize the corresponding primal LPs in the same way: subtracting η −1 H(F ) for η = Θ((log n) ε) [6] . In both cases, this regularization has a softmin-smoothing interpretation in the dual. In both primal and dual, the regularized optimization problems correspond to solving classical matrix problems on the entrywise exponentiated matrix K = exp[−ηW ], namely Matrix Balancing for MMC (see §5), and Matrix Scaling for OT [63] . Simple iterative algorithms for these problems are the Osborne and Sinkhorn iterations, respectively, which correspond to coordinate descent algorithms on the regularized dual problems. These algorithms iteratively improve the dual objective value essentially by the current iterate's violation of these affine constraints-measured by the Hellinger divergence in the case of Matrix Balancing [9] , and measured by the Kullback-Leibler divergence in the case of Matrix Scaling [6] . This discussion is summarized in Table 5 .
Some other methods for optimizing (OT-P) besides entropic regularization also extend to optimizing (MMC-P). One such method is the area-convexity approach for OT [39] , which we modified in §6 for (MMC-P). However, we caution that the non-trivial differences in the affine constraints between (OT-P) and (MMC-P) render some optimization methods for one problem unadaptable to the other. For instance, positive linear programming techniques can solve OT in near-linear time [14, 54] , but appear to be unamenable to the flow constraints in (MMC-P).
There are also parallels in the lower bounds. In §7, we showed that a runtime dependence of ε −1
is optimal for near-linear MMC approximation algorithms, by reducing to Single Source Shortest Paths. A similar ε −1 optimality result was shown for near-linear OT approximation algorithms in [14] , by reducing instead to Maximum Cardinality Bipartite Matching.
Moreover, due to these parallels, the techniques developed in this paper for MMC also imply several new results for OT. One implication is bit-complexity: the popular Sinkhorn approach for OT has a bit-complexity of O( wmax log n ε ) =Õ( wmax ε ) [6, Remark 1], but with the same methods as described in §5.3.3 (combined with [9, Appendix B] which describes how to perform Matrix Scaling using logarithmic bit-complexity), this can be improved to O(log( wmaxn ε )) =Õ (1) . A second implication is rounding. In §4.1, we propose a near-linear time algorithm for correcting feasibility in (MMC-P) while adjusting little flow. For OT, there is a similar near-linear time algorithm for correcting feasibility in the special case of the complete bipartite graph [6] ; however, it does not extend to general graphs due to the analogous obstacles as described for (MMC-P) in §4. Instead,
