We study thermal states of strongly interacting quantum spin chains and prove that those can be represented in terms of convex combinations of matrix product states. Apart from revealing new features of the entanglement structure of Gibbs states our results provide a theoretical justification for the use of White's algorithm of minimally entangled typical thermal states. Furthermore, we shed new light on time dependent matrix product state algorithms which yield hydrodynamical descriptions of the underlying dynamics.
Introduction-The theory of entanglement and tensor networks have provided a novel language for describing strongly correlated quantum many body systems. This has led to a deeper understanding of the properties of topological phases of matter [5, 22, 24, 28] , to novel computational algorithms for simulating such spin systems [27, 32] and to rigorous proofs that ground states of gapped one-dimensional quantum spin systems can be represented [13, 30] and simulated [19] using matrix product states as those ground states satisfy the area law for the entanglement theory.
In this paper, we are concerned with representing thermal states of quantum spin systems. It has been proven that such Gibbs states satisfy the area law for the mutual information [37] , that matrix product operators [23, 31, 38] provide a faithful approximation [11, 21] to Gibbs states, and efficient algorithms for finding those operators have been formulated [2, 16, 31] . Conceptually, those algorithms suffer from a major drawback: no distinction is made between the "classical" and "quantum" correlations. Classical correlations should be dealt with by using Monte Carlo sampling techniques, and one should not waste a large "bond dimension" to those fluctuations. Furthermore, all algorithms dealing with matrix product operators either deal with purifications, which can potentially lead to a huge increase in bond dimension [6] , or cannot assure positivity of the matrix product density operator. Those algorithms also become inefficient for low temperatures, as a matrix product operator description of a pure state has a bond dimension with is the square of that of a pure state. Those problems can be cured by invoking mixtures of pure matrix product states, and this is the main topic of this paper.
Our main result states that thermal states of onedimensional local Hamiltonians can be approximately written as such as convex combination of Matrix product states, all of which have a bounded bond dimension. Unlike the case of ground states [12, 30] , the Hamiltonians do not need to be gapped -we only require a uniform bound on the interaction strength. The proof relies on recent results by one of the authors concerning the Markov structure of Gibbs states [17] . We illustrate this by providing arguments for using Matrix product states as subroutines in algorithms dealing with thermal states of quantum spin systems: first, the METTS algorithm of White [29, 35] yielding an approximation of Gibbs states using DMRG techniques, and second, for the quantum thermalization algorithm of Leviatan et al. revealing hydrodynamical properties of quantum spin chains [20] .
Our paper is organized as follows. We first review the definition of Matrix product states and state of main result. After sketching the proof (the details can be found in the appendix), we study the two mentioned numerical algorithms, starting with the static case which is followed by the dynamical case. We end by discussing further applications of our results. Matrix Product states-A prominent example of quantum states representable by a tensor network are Matrix product states (MPS) [7, 30, 36] . They form a submanifold [10 
n of the state space of n distinguishable spin-d particles and can be represented as
where A ij , j = 1, . . . , n are D × D dimensional matrices. The parameter D is called the bond dimension and measures the entanglement in the system. Matrix product states satisfy the area law of entanglement and have been proven to capture the ground state physics of one-dimensional local gapped Hamiltonians [13] . In addition, they allow for an efficient computation of expectation values, independently of the system size. Various algorithms exists which find the best approximate state within the submanifold M D M P S for the ground state of a local Hamiltonian, either variationally using the density matrix renormalization group (DMRG) [26] or by simulating imaginary time evolution using time-evolving block decimation (TEBD) [34] or the time-dependent variational principle (TDVP) [8] . In this letter, we are interested in mixed states which can be written as convex combinations of Matrix product states of a fixed bond arXiv:1709.07423v2 [quant-ph] 5 Oct 2017 dimension,
Here µ(A i1 , . . .) denotes some probability measure on the manifold M D M P S and is otherwise arbitrary. We note that if we can efficiently sample from this distribution, then we can also efficiently compute expectation values of local observables, as in the case of Matrix product states. Main Result-Sharing many properties with the class of pure Matrix product states which model the ground state physics of gapped local Hamiltonians, we expect that convex combinations of Matrix product states also possess physical significance.
And indeed we find that they approximate thermal states ρ H,T = Z −1 exp(−H/T ) of local Hamiltonians H = i h i where Z = Tr[exp(−H/T )] is the partition function (T : temperature). Here local means that each term h i only acts on a finite number of neighboring sites. In addition, we assume that the interaction terms all satisfy a unique upper bound on their interaction strength, h i ∞ ≤ C, where . ∞ denotes the operator norm (the largest singular value). Theorem 1. Let H be a local one-dimensional Hamiltonian such that it interaction terms possess a uniform upper bound on their interaction strength. Then, for any temperature T and any ε > 0 there exists a bond dimension D and a probability distribution µ ε on the manifold M D M P S of Matrix product states with bond dimension D such that the associated convex combination of Matrix product states ρ[µ] is ε-close to the thermal state at temperature T :
Here, the norm . 1 is the trace-norm, or equivalently the sum of all singular values. The bond dimension D scales quasi-polynomially in the system size and 1/ε, and doubly exponential in the temperature T .
In the following, we only present the main ideas which go into the proof, and refer the reader interested in the exact quantitative bounds and mathematical details to the appendix. To start with, we mention that the entanglement structure of Gibbs states with finite correlation length is known to fulfill an area law for the correlation measure quantum mutual information [37] 
where H(A) ρ := −Tr [ρ A log ρ A ] denotes the von Neumann entropy. Now, to prove Thm. 1 it would be sufficient to extend that to an area law for another correlation measure: the so-called entanglement of formation defined as [3] E F (A : B) ρ := inf
where the infimum is over all pure state decompositions ρ AB = i p i |ρ i ρ i | AB . However, since the mutual information is neither a convex nor a concave function in the state it generally behaves very differently than the entanglement of formation. In particular, there exist quantum states with E F (A : B) ρ I(A : B) ρ [15] and hence this argument cannot be used to prove the desired statement. Instead we will make use of a recent result showing that Gibbs states of one-dimensional local Hamiltonians have an approximate local Markov chain structure [17] .
Markov chain structure of Gibbs states: for every tripartite split of the lattice αβγ, there exists a local quantum channel Λ β→βγ only acting on the region β and approximately recovering the global Gibbs state from the reduced state on the region αβ.
Lemma 2 (Markov chain structure of Gibbs states). Let H be a local one-dimensional Hamiltonian. Then, for any tripartite split L := αβγ as depicted in Fig. 1 , there exists a local quantum channel Λ β→βγ such that
where d(α, γ) measures the distance in system size between the regions α and γ, and q(T ) denotes some temperature dependent constant.
As shown in [17] the intuition behind the recovery channel in Lem. 2 is as follows. First one uses the quantum belief propagation equations from [14] to obtain the following approximate decomposition of the Gibbs state
where β L β R are regions each composed of half the qubits of β and P β,t is a local operator of size t := d(α, γ)/2 centered in the cut between β L and β R with P β,t ∞ ≤ 2 O(1/T ) . The approximation error in Eq. (7) is exponentially small in t. From this decomposition one can define the completely positive and trace non-increasing map (8) and show that ρ αβγ ≈ (I A ⊗ K β→βγ ) (ρ αβ ) up to an error 2 −O(t) . This almost achieves our goal, however, the map K B→BC is not trace preserving. To make it trace preserving one uses a repeat-until-success strategy by probabilistically implementing K β→βγ : if it succeeds the state is recovered and if it fails one traces out the region it was applied to and a shield region just next to it. Now since the Gibbs state has an exponential decay of correlations [1] and since the map is applied with probability 2 −O(1/T ) independent of the system size one obtains a good approximation of the reduced state of the Gibbs state (on a slightly smaller length). One can then repeat the procedure until it is successful and this increases the total error to 2
−O( √ t) (see [17] for more details). With the help of Lem. 2 we are now ready to give a proof of our main result.
Proof of Thm. 1. Our argument is based on three steps: (i) Using Lem. 2 we construct a Matrix product state |Ψ D,ε with bond dimension D quasi-polynomial in the system size n and inverse quasi-polynomial in ε > 0.
(ii) We show that |Ψ D,ε is the purification of a convex combination of Matrix product states with bond di-
(iii) We show that ρ[µ ε ] is close to the Gibbs state ρ H,T .
For step (i) we split the lattice into three consecutive regions (as depicted in Fig. 2 )
of dimension |A i | = |B i | = 2 l and |C i | = 2 l·5ξ where ξ ≤ exp(c/T ) denotes the correlation length of the Gibbs state [1] . We then prepare a purification |ρ i Ā iAiBiBi of all the reduced states on A i B i of the Gibbs state ρ H,T and fill in the missing C i pieces together with their purificationsC i by making use of the Markov chain structure of the Gibbs state (Lem. 2). In more detail, we apply Lem. 2 to the full lattice L with the decomposition
leading to quantum channels Λ i BiAi+1→BiAi+1Ci with the approximation property as in Eq. (6) . We then apply all the corresponding (minimal) Stinespring dilations of these channels leading to
where
It is straightforward to check that the resulting global pure state |Ψ D,ε becomes a Matrix product state with bound dimension upper bounded by D ≤ 2 l(8+10ξ) and choosing l = log 2 (n/ε) establishes step (i).
For step (ii) we arrive at ρ[µ ε ] from |Ψ D,ε by tracing out the purifying registersĀ i+1Bi as well as the Stinespring registersB iÂi+1Ĉi . By the SLOCC monotonicity of the Schmidt-rank [33] this exactly creates a convex combination of Matrix product states with bond dimension upper bounded by D from step (i).
Finally, step (iii) is deduced from the approximate quantum Markov structure as in Eq. (6) together with a telescoping sum argument as well as some non-lockability bound from [4, Lem. 20] . We refer to the appendix for a derivation of the exact error bounds. Gibbs states and the METTS algorithm-An algorithm to construct thermal ensembles of MPS is already available in the literature. It was introduced by White and goes by the name of the Minimally entangled typical thermal states (METTS) algorithm. Our theorem provides a theoretical justification for this algorithm. Like in the MPO case, we can start from the trivial infinite temperature state and evolve it with imaginary time β/2 on both sides. However, instead of keeping the exact representation, we can represent the infinite temperature state by uniformly sampling over the basis of product states | i = |i 1 · · · |i n , and capture the action of the evolution exp(−β/2H) on | i by promoting it to an MPS. We thus obtain the representation
with p( i) = Z −1 i | exp(−βH) i being the probability to sample the minimally entangled typical thermal state METTS |φ T, i = p( i) −1/2 exp(−βH/2)| i . To accurately approximate the probability distribution p( i), a Markov process was defined using standard time evolution algorithms for MPS, and as far as the steps are small and the entanglement growth is limited, this process satisfies an approximate version of detailed balance and typically leads to a good approximation of the equilibium state. Note however that there is no guarantee that this algorithm converges to the true Gibbs state, as otherwise spin glasses could be simulated. Our theorem shows that a representation in terms of a mixture of MPS exists, not that it is easy to find this mixture Hydrodynamics and continuous time updates-So far, we only considered the static case, that is, thermal equilibrium. But now consider a one-dimensional physical system which is first in thermal equilibrium and then, at time zero, subject to a quench such as a local spin flip at the origin, given by a unitary U . The system will eventually converge again into thermal equilibrium, albeit at a different temperature due to the injection of energy at time zero. Our theorem shows that at both ends of the time evolution, the state can be represented as a mixture of MPS. It is hence natural to assume that the time dependent density matrix can at all times be represented as a mixture of matrix product states, as the "classical" entropy suppresses the quantum correlations. We are hence interested in developing an algorithm for doing time evolution with mixtures of MPS.
Recently, Leviathan and co-workers [20] suggested an algorithm for time-evolving quantum systems at infinite temperature, which, although not presented in this way, can be modified to do exactly that.
Their algorithm starts by sampling Matrix product states from a given distribution. In [20] , mostly the uniform distribution was considered, but given our thoughts it is of course very plausible to start with the state given by the METTS algorithm as this is expected to approximate the thermal state before the spin flip. Next, we apply the local spin flip, which is easily implemented on each Matrix product state. Indeed, acting with U on a MPS produces just another MPS. Hence acting with the local spin flip on the output of the METTS algorithm gives rise to another convex combination of MPS,
with |ψ T, i = U † |ψ T, i . The system is then subject to the time evolution under the Hamiltonian H, |ψ T, i → exp(−itH)|ψ T, i . In general, this action will not produce an MPS, and the approximation would be even quite bad [25] . However, the key idea of [20] is to ignore this difficulty and just project the state exp(−itH)|ψ T, i back onto the manifold M D M P S using the method of TDVP applied to MPS [8, 9] such as to preserve all local constants of motion. This leads to an update rule which as a whole takes the initial convex combination of MPS to a new mixture of MPS, which gives a completely new interpretation of their algorithm. Their algorithm can immediately be generalized as follows.
Considering an infinitesimal step of the evolution, we can transform the update rule to act directly on the probability distribution µ, giving rise to a Fokker-Planck-like equation. Starting from the pure state evolution i ∂|ψ(t) ∂t = H|ψ(t) , we can systematically decompose the right hand side into terms acting parallel to the state, in the tangent space, in the double tangent space, and so on
where the first three terms already give rise to an equality in case of a nearest neighbour Hamiltonian. Here, partial derivatives correspond to derivates with respect to the variational parameters, i.e. every single entry of every single MPS tensor A. Furthermore, we have E = ψ|H|ψ , h i = g i, ∂ψ|H −E|ψ where g i, is the inverse of the metric gī ,j = ∂īψ|∂ j ψ of the MPS manifold, h ij = g ij,kl [ ∂k∂lψ|H − E|ψ − ∂kψ|H − E|ψ ∂lψ|ψ − ∂lψ|H − E|ψ ∂kψ|ψ ] with gkl ,ij = ∂k∂lψ|∂ i ∂ j ψ , and so on. Partial integration in the convex combination of MPS leads to
The first order derivative term gives rise to a drift term of the probability distribution, and corresponds to the prediction of the TDVP (as applied in Ref. [20] ). In particular, this term will preserve a pure state. While the second derivative term might be interpreted as a diffusion term at first, one easily observes that the corresponding diffusion matrix is not positive definite. This is to be expected, as we would otherwise capture the exact evolution (for a nearest neighbour Hamiltonian) with our convex combination of MPS, even when starting from an initial pure state. In that case, the above equation will immediately give rise to negative values of the probability distribution µ and therefore to a sign problem when trying to sample. However, for initial distributions that are sufficiently broad, the above evolution might not destroy positivity right away and could yield an improvement over the pure drift case considered in Ref. [20] .
Conclusions-Using recently developed tools from quantum information theory, we proved that thermal states of local, one-dimensional Hamiltonians can be approximately written as a convex combination of Matrix product states. We employed this fact to reconsider two algorithms developed within condensed matter theory, and showed how our result provides a theoretical justification. We believe that the description of thermal states in term of mixtures will provide the right framework for simulating quantum hydrodynamical effects.
The main question left open by our work is if the bound dimension scaling can be improved from quasipolynomial in the system size n and 1/ε to polynomial.
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Appendix A: Proof of Thm. 1
Here we give a full proof of Thm. 1 from the main text. Let H = i h i be a one-dimensional short-range Hamiltonian with h i ∞ ≤ 1. For a temperature T > 0, let
be the corresponding Gibbs state. We will make use of the following restatement of Lem. 2 -which shows that Gibbs states of one-dimensional local Hamiltonians have an approximate local Markov chain structure [17, Thm. 1].
Lemma 3 (Local Markov chain structure of Gibbs states [17] ). For every tripartite split of the lattice αβγ, there exist a completely positive and trace preserving map Λ β→βγ such that
for any d(α, γ) ≥ l 0 and q(T ) := C exp(−c/T ) (where 0 < l 0 , C, c < 100 are universal constants and d(α, γ) quantifies the minimal distance in system size between α and γ).
More precisely we will make use of an adapted, purified version of [17, Cor. 4] . This original corollary says that Gibbs states of one dimensional local Hamiltonians can be well-approximated by a depth-two circuit with each gate acting locally on O(log 2 (n)) qubits. The following is a more precise restatement of Thm. 1 from the main text that we seek to prove.
Theorem 4. For a n-qubit system with fixed temperature T > 0 we can write
where p j denotes a probability distribution and all the |ϕ j are matrix product states with bond dimension
Furthermore, J is exponential in n and the temperature dependence of the bond dimension is exp(exp(O(1/T ))).
Proof. The proof is done in multiple steps:
(i) We construct one global matrix product state |Ψ D,ε with bond dimension D as in (A4).
(ii) We show that this state |Ψ D,ε is the purification of some state J j=1 p j |ϕ j ϕ j | with all the |ϕ j matrix product states having bond dimension D as in (A4).
(iii) We show that this state J j=1 p j |ϕ j ϕ j | is ε-close to the Gibbs state ρ H,T in trace distance.
For (i) split the lattice into three consecutive regions
and |C i | = 2 l·5ξ with ξ ≤ exp(c/T ) the correlation length of the Gibbs state (where c is the constant from Lem. 3). , where we chose the dilation registers Fig. 2 ). 3 We define
where the last V
is only acting on B I . Since small Stinespring dilations imply small Schmidt-rank (Lem. 5) this becomes a matrix product state with bond dimension
Choosing l = log 2 (n/ε) establishes step (i).
For (ii) we trace out the purifying systemsĀ 1B1 · · ·Ā IBI as well as the Stinespring dilation registersD 1 · · ·D I , leading to the state
where each |φ j φ j | is generated by conditioning on a basis element of the traced out systems. We normalize to
and choose a local basis for the traced out systemsĀ 1B1D1 · · ·Ā IBIDI (see Fig. 2 ). We can then use that the Schmidt-rank is monotone under local operations and post-selection -so-called SLOCC monotonicity (see e.g., [33] ) -and hence conclude that all the |ϕ j are again matrix product states with bond dimension D as in (A4). J becomes exponential in n.
For (iii) we need to show that the state in Eq. (A9) is close to the Gibbs state ρ A1B1C1···A I B I C I (the following part is a slightly simplified version of the proof of [17, Cor. 4] ). We first note that by the monotonicity of the trace distance under partial trace Eq. (A6) implies
2 Choose in Thm.
, and γ i = C i . 3 The dimension of the Stinespring dilation register is without loss of generality as small as input dimension times output dimension of the completely positive trace preserving map in question (see, e.g., [18] ). 4 In more detail, to apply Lem. 5 we need to extend the maps Λ i
, e.g., by just first throwing the C i -register away and then applying Λ i
where we have used the triangle inequality for the trace distance and the monotonicity of the trace distance under partial trace (plus the sub-additivity with respect to tensor products). To bound the first term in Eq. (A12) we use the estimate
where we used [4, Lem. 20] for the first inequality and the exponential decay of correlations for the second inequality [1] . In particular, this then implies
where we used Eq. (A11) in the second step together with the monotonicity of the trace distance under partial trace.
To estimate the second term in Eq. (A12) we iterate the argument leading to
since l = log 2 (n/ε) as chosen before. We have I ≤ n and hence the claim follows. Proof. The total system is given by α 2 α 1 γβ 1 β 2 and we treat the different possible bipartite cuts separately:
(i) For any cut through α 2 as well as for the cut α 2 |α 1 γβ 1 β 2 the Schmidt-rank is upper bounded by log d since V α1β1→α1γβ1 does not act on α 2 β 2 .
(ii) For the cut α 2 α 1 |γβ 1 β 2 we choose
Taking the operator Schmidt decomposition for each K i α1β1 in the cut α 1 |β 1 gives
and we find for the output state 
as well as the following operator Schmidt-decomposition of the Kraus operators in Eq. (B2):
Hence, we find for the output state 
