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ABSTRACT
It is well known that the historical logs are used for evaluating
and learning policies in interactive systems, e.g. recommendation,
search, and online advertising. Since direct online policy learning
usually harms user experiences, it is more crucial to apply off-policy
learning in real-world applications instead. Though there have been
some existing works, most are focusing on learning with one sin-
gle historical policy. However, in practice, usually a number of
parallel experiments, e.g. multiple AB tests, are performed simulta-
neously. To make full use of such historical data, learning policies
from multiple loggers becomes necessary. Motivated by this, in this
paper, we investigate off-policy learning when the training data
coming from multiple historical policies. Specifically, policies, e.g.
neural networks, can be learned directly from multi-logger data,
with counterfactual estimators. In order to understand the general-
ization ability of such estimator better, we conduct generalization
error analysis for the empirical risk minimization problem. We then
introduce the generalization error bound as the new risk function,
which can be reduced to a constrained optimization problem. Fi-
nally, we give the corresponding learning algorithm for the new
constrained problem, where we can appeal to theminimax problems
to control the constraints. Extensive experiments on benchmark
datasets demonstrate that the proposed methods achieve better
performances than the state-of-the-arts.
CCS CONCEPTS
• Information systems → Recommender systems; • Theory
of computation→ Sample complexity and generalization bounds; •
Computing methodologies→ Learning from implicit feedback.
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1 INTRODUCTION
In many interactive systems, such as search engines, recommender
systems, and ad-placement [3, 7], large batches of logs are collected
from the past periods for model improvement. Usually, the inter-
active process can be formulated as follows. Given an input (or
context) from users, the system draws an output (or action) based
on its current policy. Then we observe feedback of the chosen out-
put for that input. The logged data are counterfactual since they
only provide partial information. For example, in a movie recom-
mendation system, we can only observe the feedback for the output
chosen by the system (e.g. the recommended movie) but not for all
the other movies that the system could have recommended poten-
tially. Although the logs are biased, they are informative and can
be exploited for many purposes.
One application of logged data is off-policy evaluation, which is to
evaluate new given policies offline [26]. Since the online evaluation
is prohibitively expensive and may harm the user experiences,
leveraging such logged data could provide a useful alternative.
Nevertheless, direct evaluation over the logged data which are
collected from a historical policy, leads to a biased estimation. To
address this issue, many estimators have been proposed [12, 17,
38, 46]. Another important application of such logs is to learn
policy with better performance, also known as off-policy learning
[7, 45, 50]. For example, the counterfactual estimator had been used
for learning in advertisement applications [7].
Though there have been some existing works, most are focusing
on learning with one single historical policy. However, in practice,
usually a number of parallel experiments, e.g. multiple AB tests, are
performed simultaneously. This typically generates the logged data
from many policies. To make full use of such historical data, learn-
ing policies from multiple loggers becomes an important problem.
More recently, there have been few preliminary investigations for
the case of multiple loggers. The work [1] proposed three estima-
tors for off-policy evaluation, which are named as naive, balanced,
and weighted inverse propensity score (IPS) estimators. However,
it focuses on the evaluation problem but not on the learning. Fol-
lowing [1], a weighted counterfactual risk minimization (WCRM)
principle was proposed in [42], which combined the weighted IPS
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estimator with counterfactual risk minimization principle. While
they give an empirical sample variance regularization, it results in
a more difficult optimization due to its dependency on the whole
training data.
In this paper, we investigate off-policy learning in the setting of
multiple loggers. Specifically, we study the popular multi-logger
counterfactual estimators, and apply them to the off-policy learning,
where the popular model, e.g. neural networks based policies, could
be learned directly. To better leverage such counterfactual estima-
tors, we conduct generalization error analysis for the empirical risk
minimization problem. Then, based on the analysis, we propose to
optimize the generalization error bound instead to improve the gen-
eralization ability. The optimization of generalization error bound
is further reduced to a constrained optimization problem, which is
not uncommon and is kind of related with distributionally robust
learning [5, 30]. Finally, we propose the learning algorithm for the
new constrained problem, appealing to the minimax problems for
the constraints. We evaluate our new methods on three benchmark
datasets. Empirically, our new methods perform better than the
state-of-the-arts, and the results confirmed the theoretical analyses.
To sum up, the main contributions of this paper are summarized
as follows.
• Theoretically, we conduct generalization error analyses for
popular counterfactual estimators in multi-logger setting;
• Based on the generalization error analyses, we use the gen-
eralization error bound as the new risk objectives and for-
mulate them into constrained optimization problems;
• We provide corresponding learning algorithms for the new
constrained optimization problems, appealing to the mini-
max problems to control the constraints;
• Empirically, we carry out experiments and analyses on three
benchmark datasets. The results show that our new methods
improve over the state-of-the-art methods.
The rest of the paper is organized as follows. We introduce the
background of off-policy learning from multiple historical poli-
cies and review some related works in Section 2. We conduct the
generalization error analysis for λ-weighted risk estimator in Sec-
tion 3. The constrained learning methods and their corresponding
algorithms are proposed in Section 4. Experiments are reported in
Section 5 and a variant of estimator is provided in Section 6.
2 PRELIMINARIES
In this section, we describe the off-policy learning problem of mul-
tiple loggers and review some related works.
2.1 Problem Setting
We first recall how an interactive system works. Specifically, given
an input (or context) x ∈ X, which is drawn from an unknown
distribution P(X), the system selects an output (or action) y ∈
Y based on existing policy h0(Y|x) : X 7→ Y. We denote the
probability assigned by h0(Y|x) to y as h0(y |x). Then we observe
feedback for the couple (x ,y) from an unknown function δ : X ×
Y → [0,L]. The lower the value of δ (x ,y), the higher the user
satisfaction with this given output y for the input x .
To perform the off-policy evaluation, we need to consider a
specific risk objective. Usually, the risk of a new given policyh(Y|x)
can be defined as
R(h) = Ex∼P (X),y∼h(Y |x ) [δ (x ,y)] .
Due to the distribution mismatch between the policy h(Y|x) and
the historical policy h0(Y|x), we apply the importance sampling
technique [10, 38]. Therefore, the risk can be rewritten as
R(h) = Ex∼P (X),y∼h0(Y |x )
[
h(y |x)
h0(y |x)δ (x ,y)
]
.
In addition, since the distribution P(X) is unknown, we have to
use the empirical estimator. Assume we have a dataset from the
historical policy h0(Y|x), denoted as
D = {(x1,y1,δ1,p1), . . . , (xn ,yn ,δn ,pn )}
where δi ≡ δ (xi ,yi ) and pi ≡ h0(yi |xi ), i ∈ {1, 2, . . . ,n}. We can
use the following unbiased empirical estimator
Rˆ(h) = 1
n
n∑
i=1
h(yi |xi )
h0(yi |xi )δi ,
for the expected lossR(h). This is thewidely used inverse propensity
score (IPS) approach [38].
In this paper, we study off-policy learning in the multi-logger
setting, i.e., learning a policy that has low risk by using the logs
from multiple policies. This is practical and necessary as the policy
gets updated frequently in most online systems. Denote the logs
obtained from each logging policy hj with
D j =
{
(x j1,y
j
1,δ
j
1,p
j
1), . . . , (x
j
nj ,y
j
nj ,δ
j
nj ,p
j
nj )
}
,
where x ji ∼ P(X) and y
j
i ∼ hj (Y|x
j
i ) for j ∈ {1, 2, . . . , J }, i ∈
{1, 2, . . . ,nj }. The feedback δ ji ≡ δ (x
j
i ,y
j
i ) and the logging prob-
ability p ji ≡ hj (y
j
i |x
j
i ). Therefore, we obtain a larger dataset D ≡
∪Jj=1D j . Note that we can assume that all of the logging policies
have the same input and output spaces. For simplicity, we denote
[J ] = {1, 2, . . . , J } and n = ∑Jj=1 nj . Sometimes, we will use the
abbreviations h and hj for h(y |x) and hj (y |x), respectively.
Let us briefly review two recent related works below .
2.1.1 Direct Learning Principle. In the case of multiple loggers, the
work [1] proposed an estimator for off-policy evaluation, which is
called naive IPS estimator. Its definition is as follows.
Naive IPS Estimator
Rˆnaive (h) = 1
n
J∑
j=1
nj∑
i=1
h(y ji |x
j
i )
hj (y ji |x
j
i )
δ
j
i ,
This is an unbiased estimator when the logging policies have a full
support for the target policy.
However, as stated in [1], it suffers when they diverge to a degree
where throwing away data lowers the estimator’s variance. As
a result, they proposed λ-weighted IPS estimator, which is also
unbiased but has a smaller variance than the naive IPS estimator.
λ-Weighted IPS Estimator
Rˆλ(h) =
J∑
j=1
λj
nj∑
i=1
h(y ji |x
j
i )
hj (y ji |x
j
i )
δ
j
i ,
where λj ≥ 0 and∑Jj=1 λjnj = 1. When taking λj = 1n , it reduces to
the naive IPS estimator. If imposing λj = λ∗j ≡ 1σ 2δ (h | |hj )
∑J
j=1
nj
σ 2δ (h | |hj )
,
it becomes the weighted IPS estimator. The termσ 2δ (h | |hj ) is defined
as the divergence from hj to h in terms of the naive IPS estimator
variance, which is estimated by the empirical divergence estimator
in [1].
Once having an estimator, we can carry out off-policy learning
by solving
min
h
Rˆλ(h).
While it is simple and natural, direct learning from the counterfac-
tual estimators and choosing the empirical optimal minimizer still
have several pitfalls [45], such as it may have vastly different vari-
ances for two different loggers. An improved learning method for
multiple loggers is needed. In previous works [42, 45], the learned
policies are usually formulated as stochastic softmax rules. In this
paper, we adopt neural network to express the learned policy.
2.1.2 WCRM Principle. Following the above work, a weighted
counterfactual risk minimization (WCRM) principle was proposed
in [42]. The WCRM objective is
arg min
J∑
j=1
λ∗j
nj∑
i=1
u
j
i (h) + λ
√
ˆVar
(
λ∗jnju
j
i (h)
)
n
,
ˆVar
(
λ∗jnju
j
i (h)
)
=
1
n − 1
J∑
j=1
nj∑
i=1
©­«λ∗jnju ji − 1n
J∑
j=1
nj∑
i=1
λ∗jnju
j
i
ª®¬
2
,
where u ji (h) =
h(y ji |x ji )
hj (y ji |x ji )
δ
j
i . The divergence σ
2
δ (h | |hj ) is estimated
by a self-normalized divergence estimator. The variance term in
WCRM principle depends on the whole dataset, which results in a
more difficult stochastic optimization.
2.2 Related Work
Our paper is related to off-policy evaluation, which has many ap-
plications in practice, such as recommendation, search engine, and
learning to rank [20, 21, 25, 27, 47, 49]. The counterfactual estimator
can date back to the inverse propensity score (IPS) estimator [16, 38].
It uses importance weighting technique, which solves the mismatch
between the training distribution and the test distribution. In [10],
the authors firstly give the theoretical learning bound analysis for
importance weighting. However, the IPS estimator may have large
or unbounded variance. As a result, many new estimators have
arisen, such as truncated importance sampling [17], doubly robust
estimator [12], and self-normalized estimator [46]. The doubly ro-
bust estimator was first developed for regression [8], then it had
been brought to contextual bandits. The self-normalized estimator
was developed to avoid propensity overfitting problem. Both dou-
bly robust and self-normalized estimators fall into the method of
control variate [34]. Recently, researchers proposed many counter-
factual estimators with smaller mean square error [31, 43].
The off-policy evaluation can be regarded as counterfactual rea-
soning for analyzing the causal effect of a new treatment from
previous data [7, 39]. It can also be viewed as a special case of off-
policy evaluation in reinforcement learning [13, 19, 29, 36, 44, 48],
which also has been applied in real applications [51–57]. Exploiting
logs is important in multi-armed bandit and its variants, such as
contextual bandit [40, 41].
The counterfactual estimator is often the first step for learn-
ing problem. For off-policy learning, there are also some related
works [6, 7, 41, 45, 46, 50]. For example, the work [7] used the
counterfactual estimator for learning in advertisement application.
In [45], the authors developed the counterfactual risk minimization
(CRM) principle for batch learning from bandit feedback (BLBF).
The key idea lies in controlling the differences in variance between
different target policies. They derived an algorithm, policy opti-
mizer for exponential models (POEM) , for learning stochastic linear
rules for structured output prediction. The work [46] proposed the
Norm-POEM algorithm by combining the self-normalized estimator
with POEM algorithm. The work that is the most related to ours
is [1], in their work, they pointed out the sub-optimality of the naive
IPS estimator and proposed two alternative estimators: balanced
IPS estimator and weighted IPS estimator. Recently, in [42], the
authors combined the weighted IPS estimator with counterfactual
risk minimization principle for learning from multiple loggers.
3 GENERALIZATION ERROR ANALYSIS
Now that we have an empirical risk minimization (ERM) problem,
we can study its generalization error bound, which is frequently-
used in supervised learning. In this section, we give the generaliza-
tion error analyses for λ-weighted IPS estimator, while the analysis
for naive IPS estimator can be obtained by letting λj = 1n .
Before conducting the generalization error analysis, we first
borrow one lemma from [10] as follows.
Lemma 3.1. ( [10]) For a random variable z, let Q and Q0 be two
probability measures, assume q and q0 are two probability density
functions of Q and Q0, respectively. Let l be a loss function bounded
in [0, 1]. Letw = qq0 , then the following results hold:
Ez∼Q0 [w(z)] = 1, Ez∼Q0 [w2(z)] = d2(q | |q0),
Ez∼Q0
[
w2(z)l2(z)] ≤ d2(q | |q0),
where d2(q | |q0) ≡ 2D2(q | |q0) and D2(q | |q0) is Rényi divergence [37].
Based on lemma 3.1, we can obtain an upper bound for the second
moment of the importance weighted loss, i.e.,
Ex∼P (X),y∼h0(Y |x )
[(
h(y |x)
h0(y |x)δ (x ,y)
)2]
≤ L2d2(h(y |x)| |h0(y |x); P(x)),
where d2(h(y |x)| |h0(y |x); P(x)) ≜ d2(P(x)h(y |x)| |P(x)h0(y |x)) =∫
X,Y
h2(y |x )
h0(y |x )P(x)dxdy. This can be easily derived by some substitu-
tions, i.e., letting z = (x ,y),q(z) = P(x)h(y |x),q0(z) = P(x)h0(y |x),
and l(z) = δ (x ,y) ∈ [0,L], so here we omitted the proof [50].
Now we are ready to give our main theorem and the sketch of
the proof as follows.
Theorem 3.2. Let R(h) be the risk of a new policy h on the loss
function δ , and Rˆλ(h) be the λ-weighted empirical risk. Assume the
divergence is bounded by Mj , i.e., d2(h | |hj ) ≤ d∞(h | |hj ) = Mj 1,
1The divergence d∞(h | |hj ) ≡ supy h(y |x )hj (y |x ) .
j ∈ [J ] and denote Mλ ≡ max j {λjMj }. Then, for any η > 0, with
probability at least 1 − η, the following bound holds:
R(h) ≤ Rˆλ (h) +
2LMλ log 1η
3 + L
√√
2
J∑
j=1
njλ2jd2(h | |hj ; P (x )) log
1
η
.
Proof. By the definition of λj , we have
R(h) − Rˆλ (h) =
J∑
j=1
nj∑
i=1
λj
[
R(h) − h(y
j
i |x ji )
hj (y ji |x ji )
δ (x ji , y ji )
]
,
DenoteZ ji = R(h)−
h(y ji |x ji )
hj (y ji |x ji )
δ (x ji ,y
j
i ) andZ = R(h)−
h(y |x )
hj (y |x )δ (x ,y).
We can obtain that Ex∼P (X),y∼hj (Y |x )Z = 0 and |Z | ≤ MjL.
In addition, by applying lemma 3.1, we have
Ex∼P (X),y∼hj (Y|x )
[(
h(y |x )
hj (y |x )δ (x, y)
)2]
≤ L2d2(h(y |x ) | |hj (y |x ); P (x )).
Thus, we have the following bound for the second moment of Z ,
Ex∼P (X),y∼hj (Y |x )Z
2 ≤ L2d2(h(y |x)| |hj (y |x); P(x)).
Applying Bernstein’s inequality [4], we have
P
( J∑
j=1
nj∑
i=1
λjZ
j
i > ϵ
)
≤ exp ©­«−
1
2 ϵ
2∑J
j=1
∑nj
i=1 Ex∼P (X),y∼hj (Y|x )(λjZ ji )2 + 13LMλϵ
ª®¬
≤ exp ©­«−
1
2 ϵ
2∑J
j=1
∑nj
i=1 λ
2
jL
2d2(h(y |x ) | |hj (y |x ); P (x )) + 13LMλϵ
ª®¬ ,
whereMλ =max j {λjMj }.
Let the right hand be equal to η, we can obtain an quadratic
function of ϵ . With some calculations and using
√
a + b ≤ √a +√b,
we obtain that
ϵ ≤
2LMλ log 1η
3 + L
√√
2
J∑
j=1
njλ2jd2(h(y |x ) | |hj (y |x ); P (x )) log
1
η
.
Therefore, the following inequality
R(h) ≤ Rˆλ (h)
+
2LMλ log 1η
3 + L
√√
2
J∑
j=1
njλ2jd2(h(y |x ) | |hj (y |x ); P (x )) log
1
η
holds with probability at least 1 − η. □
When taking λj as λ∗j , we obtain the generalization error bound
of weighted IPS estimator. When letting λj = 1n ,∀j , λ-weighted IPS
estimator reduces to the naive IPS estimator. Therefore, we give
the following corollary.
Corollary 3.3. Let R(h) be the risk of a new policy h on the
loss function δ , and Rˆnaive (h) be the naive empirical risk. Assume
that the divergence is bounded by Mj , i.e., d2(h | |hj ) ≤ d∞(h | |hj ) =
Mj , j ∈ [J ] and denote Mnaive ≡ max j {Mj }. Then, for any η > 0,
with probability at least 1 − η, the following bound holds:
R(h) ≤Rˆnaive (h)
+
2LMnaive log 1η
3n + L
√
2
∑J
j=1 njd2(h | |hj ; P (x )) log 1η
n2
.
In the next section, we show how to apply the generalization
error analyses to the off-policy learning.
4 CONSTRAINED LEARNING METHODS
In this section, we introduce our new constrained learning methods
and study how to apply them in practice. Based on the results in
Section 3, we propose to use the generalization error bound as the
new regularized objectives. Specifically, we have
min
h
Rˆweiдhted (h) + β
√√ J∑
j=1
nj (λ∗j )2d2(h | |hj ; P (x )), (1)
min
h
Rˆnaive (h) + β
√∑J
j=1 njd2(h | |hj ; P (x ))
n2
, (2)
for the weighted IPS estimator and the naive IPS estimator, respec-
tively. The parameter β =
√
2L2 log 1η is to trade-off the bias and
the regularization, which is challenging to be set empirically and
solving the optimization problem. Thus, inspired by the work [50],
we study a constrained optimization problem instead. For eq.(1)
and eq.(2), we consider the following general constrained problem
min
h
J∑
j=1
λj
nj∑
i=1
h(y ji |x ji )
hj (y ji |x ji )
δ ji (3)
s .t .
J∑
j=1
njλ2jd2(h | |hj ; P (x )) ≤
ρ
n2
,
where ρ is a pre-defined constant. Similarly, it corresponds to the
formulation of the naive IPS estimator with λj = 1n , j ∈ [J ].
In the next sections, we first review the derivations of variational
divergence minimization. Then we give our algorithms for the
proposed constrained formulations.
4.1 About the Constraints
For eq.(3), we have to analyze the constraint, where the term
d2(h | |hj ; P(x)) is defined as
d2(h | |hj ; P(x)) =
∫
X,Y
h2(y |x)
hj (y |x)P(x)dxdy.
With some derivations, we can obtain
d2(h | |hj ; P(x)) = Df (h | |hj ; P(x)) + 1,
whereDf (h | |hj ; P(x)) =
∫
X Df (h | |hj )P(x)dx and f (t) = t2−1. Here
the term Df (h | |hj ) is the f -divergence [11]. Hence, if we are able
to control the part of Df (h | |hj ; P(x)) well, we can obtain the upper
bound of d2(h | |hj ; P(x)) immediately. Thus, we omit the constant 1
without loss of generality.
By following the techniques in [32, 33], we obtain the lower
bound of Df (h | |hj ; P(x)),
Df (h | |hj ; P(x)) ≥ supT ∈T
{
Ex,y∼hT (x ,y) − Ex,y∼hj f ∗(T (x ,y))
}
,
(4)
where f ∗ is a convex conjugate function of f [14] 2, and T is an
arbitrary class of functions T : X → R. For the inequality, under
mild conditions on f [32], the bound is tight for T ∗(x) = f ′( hhj ),
where f ′ is the first derivative of f . On the other hand, we can
2The convex conjugate function is defined as f ∗(t ) = supu∈domf {ut − f (u)}.
Algorithm 1: Constrained Naive and Weighted Learning Al-
gorithm
Input: Dataset D j , j ∈ [J ], learning rate η1, threshold ρ, max
iteration I , max epochesMAX
Output: Optimized generator hθ∗ (y |x) that is an approximate
minimizer of R(h)
initialization
1: Repeat
2: Sample a mini-batch of B real samples (x ji ,y
j
i ) from D j
3: Calculate Rˆmini = n 1JB
∑J
j=1 λj
∑B
i=1
hθt (y ji |x ji )
hj (y ji |x ji )
δ
j
i and the
gradient д = ∂θ Rˆmini
4: Update θt+1 = θt − η1д
5: Call Algorithm 2 to minimize
∑J
j=1 njλ
2
j Dˆf (h | |hj ; P(x)) with
threshold ρn2 and max iteration I
6: Until epoch > MAX
choose T as the family of neural networks to obtain tight bound
which benefits from the universal approximation theorem [15].
Therefore, in order to control the constraint, we need to solve a
minimax problem. More specifically, we first maximize the lower
bound for the establishment of eq.(4), then we minimize the f -
divergence by choosing the optimal h. We represent T function as
a discriminative network parameterized with w and express the
policy h(Y|x) as a generator network with parameter θ . Define
F (θ ,w j ) as
F (θ ,w j ) = Ex,y∼hθTw j (x ,y) − Ex,y∼hj f ∗(Tw j (x ,y)). (5)
To optimize eq.(5) on a finite training dataset, we can use mini-batch
version to approximate the expectation. To approximate Ex,y∼hj [·],
we sample B instances without replacement from the training set.
To approximate Ex,y∼hθ [·], we can sample B instances from the
current generative policy hθ .
4.2 Learning Algorithms
For constrained naive and weighted learning methods, we propose
their algorithms in Algorithms 1–2. Correspondingly, for λj =
1
n ,∀j ∈ [J ], it becomes the constrained naive learning algorithm,
and if letting λj = λ∗j , it turns to the learning algorithm of weighted
IPS estimator.
In Algorithm 2, we leverage the Gumbel-softmax estimator in
step 3. For structured output problem with discrete values, the gra-
dients of samples obtained from the distribution h(Y|x) cannot
backpropagate to all other parameters. The works [18] and [28]
developed a continuous relaxation of discrete random variables in
stochastic computational graphs, which can generate approximated
and differentiable samples. The main ideas are as follows. They
first use Gumbel-Max trick to represent a multinomial distribu-
tion, then it can be approximated by Gumbel-softmax distribution.
Mathematically, given a categorical distribution with class proba-
bilities π1,π2, . . . ,πk , the Gumbel-softmax estimator generates an
approximate one-hot sample y with
yi =
exp ((log(πi )+дi )/τ )∑k
j=1 exp
((log(πj )+дj )/τ ) , i = 1, . . . ,k, (6)
Algorithm 2: Variational Minimization of the Constraint
Input: Dataset D j , j ∈ [J ], threshold D, an initial generator
hθ0 (y |x), discriminator function Tw j0 (x ,y), j ∈ [J ], learning
rates ηh ,ηT , max iteration I
Output: Optimized generator hθ∗ (y |x) which satisfies the
constraint
initialization
1: Repeat
2: Sample a mini-batch of B real samples (x ji ,y
j
i ) from D j for
each j ∈ [J ]
3: Sample a mini-batch of B input x from D j for each j ∈ [J ],
and construct fake samples (x ji , yˆ
j
i ) by sampling from hθ t (y |x)
with Gumbel-softmax sampling
4: Update θt+1 = θt − ηh∂θ
(∑J
j=1 njλ
2
j F (θt ,w jt )
)
5: Update
w
j
t+1 = w
j
t + ηT ∂w j
(
njλ
2
j F (θt ,w jt )
)
, j ∈ [J ]
6: Until
∑J
j=1 njλ
2
j Dˆf (h | |hj ; P(x)) ≤ D or iteration > I
Table 1: Statistics on Scene, Yeast, and TMC.
Dataset pF (#feature) qL (#label) ntrain ntest
Scene 294 6 1211 1196
Yeast 103 14 1500 917
TMC 30438 22 21519 7077
where τ is the temperature and д1, . . . ,дk are i.i.d samples drawn
from Gumbel(0, 1) distribution. The term Dˆf (h | |hj ; P(x)) denotes
1
B
∑
(x ji ,yˆ
j
i )∼hθt
T
w jt
(x, y) − 1
B
∑
(x ji ,y
j
i )∼hj
f ∗(T
w jt
(x, y)),
i.e., the mini-batch version of F (θt ,w jt ).
5 EXPERIMENTS
In this section, we empirically evaluate the proposed algorithms,
i.e., naive and weighted constrained algorithms on three benchmark
datasets.
5.1 Experimental Settings
We first introduce the datasets and the experimental methodology.
5.1.1 Datasets and Methodology. In our experiments, we choose
multi-label classification task due to the access of a rich feature
space and an easily scalable label space. Three multi-label datasets
are collected from the LibSVM repository [9] for the following
experiments. Each dataset consists of feature x ∈ RpF and its
corresponding supervised label y∗ ∈ {0, 1}qL . The datasets have
different feature dimension pF , label dimension qL , and sample
number n. Statistics on the datasets are given in Table 1. For the
dataset TMC, since it has sparse features with high dimension, we
reduce the feature dimension to 1000 via truncated singular value
decomposition (latent semantic analysis).
To control the experiments more effectively, we derive bandit
data from these three full-information datasets. We follow the
supervised 7→ bandit conversion method in [2]. For supervised
data D∗ = {(xi ,y∗i )}ni=1, we first train the conditional random
fields (CRF) method [23] on a part of D∗ to obtain logging policies.
For the simplest setting, CRF actually performs logistic regression
for each label independently. Following [45], we consider using the
stochastic softmax rules
hw (y |x ) = exp(w
T ϕ(x, y))
Z(x )
as the hypothesis space. The ϕ(x ,y) is the joint feature map of
input x and output y, and Z(x) = ∑y′∈Y exp(wTϕ(x ,y′)) is the
partition function. We also use a stochastic multiplier α in the map
of w 7→ αw to control the "stochasticity" of the logging policies,
where larger α will induce a more deterministic variant of hw .
For simplicity and ease of interpretability, we consider two log-
ging policies in the following experiments. We first train a CRF
on 20% of data, then scale the parameter w 7→ αw with α = 0.05
to obtain logger h1. The second logger h2 is trained on the same
data with stochastic multiplier to be 2. To create bandit feedback
datasets D ≡ D1 ∪ D2, we take 4 passes through D∗ and sample
labels by simulating y ji ∼ hj (xi ). We use the Hamming loss as the
loss function δ (x ji ,y
j
i ), which is the number of incorrectly assigned
labels between the sampled label y ji and the supervised label y
∗
i .
For the test dataset, we report the expected loss per test instance
EXP =
1
ntest
ntest∑
i=1
Ey∼h(Y |xi )[δ (y∗i ,y)]
for the learned policy h(Y|x).
5.1.2 Baselines and Implementations. We compare our constrained
naive andweighted algorithms, denoted byNaive-Reg andWeighted-
Reg, with the following baselines:
• WCRM: We compare with the weighted counterfactual risk
minimization (WCRM) principle [42]. They used the clipped
version of estimator and applied the limited memory-BFGS
(L-BFGS) algorithm [24] from scikit-learn [35] for optimiza-
tion. We conduct it by following their experimental descrip-
tions.
• Naive/Weighted: We utilize neural networks to present the
policies for direct naive and weighted learning principles in
Section 2.
For references, we also report the results from a supervised CRF (de-
noted as CRF), and the expected Hamming losses of h1 (denoted
as Logger 1) and h2 (denoted as Logger 2). All CRF, Logger 1 and
Logger 2 are actually built in supervised learning, where CRF is
trained on the whole training dataset and the stochastic multiplier
α is set as 1. We follow the implementations in [45] and the details
can be found in their paper.
We keep aside 25% of the bandit dataset D as the validation set.
The EXP is chosen according to the performance of the validation
loss. For loggers and WCRM principle, we follow the experimen-
tal setup in [42, 45]. Direct learning principle and our algorithms
are implemented with TensorFlow 3 in the experiments. We use
Adam [22] to train the neural networks. The learning rate of the
3https://www.tensorflow.org/
Table 2: The comparisons of the expected Hamming loss on
three datasets.
Method Scene Yeast TMC
Logger 1 2.866 6.898 10.322
Logger 2 0.960 4.306 2.014
WCRM 1.088 3.908 4.232
Naive 1.056 4.001 4.452
Naive-Reg 1.037 3.551 2.415
Weighted 1.011 3.756 3.041
Weighted-Reg 0.994 3.263 2.748
CRF 0.942 4.133 1.612
re-weighted loss is set as 0.0001. For the regularization part, we
set 0.0001 for the learned policy network. The learning rates for
the discriminative networks are not fixed, one need to adjust it
and we usually choose 0.00025. We set the batch size as 500 for
Yeast and Scene datasets, and 4096 for TMC dataset. Some detailed
configurations are put in the appendix. In addition, we leverage
the Gumbel-softmax estimator for differential sampling, which was
developed for variational methods [18, 28]. For the weight λj , we
apply the self-normalized divergence estimator in [42], i.e.,
σ˜ 2δ (h | |hj ) =
1
nj − 1
nj∑
i=1
(
u ji (h)
S j (h) − u¯(h)
)2
,
S j (h) = 1
nj
nj∑
i=1
h(y ji |x ji )
hj (y ji |x ji )
, u¯(h) = 1
n
J∑
j=1
nj∑
i=1
u ji (h).
5.2 Experimental Results
The expected Hamming loss EXP on three datasets are reported in
Table 2. Lower loss is better. From the results we can see that, Naive-
Reg beats the baseline of WCRM and Naive, while Weighted-Reg
beats the baseline ofWCRMandWeighted. Not surprised,Weighted-
Reg achieves better performance than Naive-Reg in Scene and Yeast
data set. The results indicate that our constrained learning method
is effective due to the improvement of the generalization ability.
Although Naive-Reg/Weighted-Reg can not surpass the better log-
ger (i.e., Logger 2, trained in supervised learning), both of them
performmuch better than the baselines. We also notice that in some
cases (e.g. on Yeast dataset), Weighted-Reg even gets competitive
results, against supervised CRF method which is trained on the
whole training dataset.
5.3 Experiments on Varying Replay Count
In this section, we aim to explore how the constrained naive and
weighted algorithms work with varying replay count.
In the previous section, we both take 4 passes through D∗ and
sample labels for the two loggers. The stochastic multipliers are
still set as 0.05 and 2 for logger h1 and h2, respectively. Keeping 4
passes for logger h2, we vary the number of times that we replayed
the training set (replay count) to collect labels from logger h1 over
{20, 21, 22, 23, 24}. The purpose of varying h1 replay count rather
than h2, is to see the performance change of two proposed algo-
rithms Naive-Reg and Weighted-Reg under different proportions
of stochastic data (recall that h1 has more explorations).
0 1 2 3 4
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Weighted-Reg
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Figure 1: Generalization performance of Naive-Reg and
Weighted-Reg as varying h1 replay count on the Yeast
dataset.
We report the results of Logger 1 and Logger 2, CRF, Naive-Reg
and Weighted-Reg on Yeast dataset in Figure 1. The horizontal
axis denotes the replay count number and the vertical axis is the
inverse of the expected Hamming loss. The blue curve denotes the
constrained naivemethod and the red curve denotes the constrained
weighted method.
As shown in the figure, the performance of constrained naive al-
gorithm gets worse with the increasing replay count. As mentioned
above, smaller multiplier would lead to more stochastic logging
policy. Logger 1 is more stochatic and adding more data of it will
dilute those information from Logger 2. Intuitively, this would de-
teriorate the performance of the learned policy. Whereas the cases
are different for the constrained weighted algorithm, it performs
better along with the increasing replay count. Since the constrained
weighted learning method assigns diïňĂerent weights for loggers,
it can take advantage of the growing training data size and get rid
of the effects from stochastic data.
5.4 Experiments on Varying Temperature
As mentioned in sec.4.2, we leverage the Gumbel-softmax trick for
differential sampling. There is a temperature parameter τ in the
Gumbel-softmax estimator, in this section, we study whether our
learning methods are robust to this parameter.
We conduct the following analyses on two bandit datasets gener-
ated from Yeast. To eliminate the effects of parameters, the parame-
ters for constrained naive learning method are set to be same with
direct learning, except those parameters for the regularization. Fur-
thermore, we keep the same parameters for all of the constrained
naive learningmethods except for the varying temperature τ . Specif-
ically, naive method use one hidden layer with 10 hidden nodes for
the learned policy network. The learning rate is set as 0.0001 and
the batch size is set as 500. For the regularization, we also adopt
one hidden layer but with 59 hidden nodes. The learning rates are
set to be 0.0001 and 0.00025 for the step 4 and step 5 in algorithm 2,
respectively.
For constrained weighted learning, we hold the same parameter
set with that of direct weighted learning. All of the constrained
0 1 2 3 4 50.22
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Figure 2: Generalization performance of Naive-Reg as vary-
ing temperature parameter τ on the Yeast dataset.
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Figure 3: Generalization performance of Weighted-Reg as
varying temperature parameter τ on the Yeast dataset.
weighted learning methods use identical structure for the regular-
ization except for the varying temperature τ . Specifically, weighted
method has two hidden layers with 7 nodes in each hidden layer.
The learning rate is also set as 0.0001 and the batch size is 500. For
the regularization, we choose to use one hidden layer with 30 nodes,
and also set 0.0001 and 0.00025 for step 4 and step 5 in algorithm 2.
We vary the temperature τ over {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5}
and report the experimental results in Figures 2-3. The figures
include WCRM, the direct learning version, and the constrained
version. The vertical axis still denotes the inverse of the expected
Hamming loss. As shown in the figures, we can see that the con-
strained versions are usually better than the direct learning versions.
This shows that our new constrained learning methods are stable
with the Gumbel-softmax temperature parameter.
6 OTHER VARIANTS OF ESTIMATORS
Besides the λ-weighted IPS estimator, in this section, we introduce
the balanced IPS estimator [1], provide its generalization error
analysis and the constrained learning algorithm correspondingly.
Balanced IPS Estimator
Rˆbal (h) =
1
n
J∑
j=1
nj∑
i=1
h(y ji |x
j
i )
havд(y ji |x
j
i )
δ
j
i ,
where havд(y |x) ≡
∑J
j=1 njhj (y |x )
n . This is also an unbiased estima-
tor with a smaller variance than naive IPS estimator.
Theorem 6.1. LetR(h) be the risk of a new policyh on the loss func-
tion δ , and Rˆbal (h) be the balanced empirical risk. Assume that the
divergence is bounded by Mavд , i.e., d2(h | |havд) ≤ d∞(h | |havд) =
Mavд . Then, for any η > 0, with probability at least 1−η, the follow-
ing bound holds:
R(h) ≤ Rˆbal (h) +
2LMavд log 1η
3n + L
√
2d2(h | |havд ; P (x )) log 1η
n
.
If the last term is reformulated asL
√
2
∑J
j=1 njd2(h | |havд ;P (x )) log 1η
n2 ,
it becomes similar to that of the naive IPS estimator.
We propose to use the following regularized objective, i.e.,
min
h
Rˆbal (h) + β
√
d2(h | |havд ; P (x ))
n
. (7)
Similarly, weminimize the following constrained optimization prob-
lem instead, i.e.,
min
h
1
n
J∑
j=1
nj∑
i=1
h(y ji |x ji )
havд (y ji |x ji )
δ ji (8)
s .t .d2(h | |havд ; P (x )) ≤ ρn .
We can give the corresponding algorithm for the constrained
balanced learning method. Compared with Algorithm 1, we should
replace step 3, i.e., the computation of minibatch gradient, with
Rˆminibal =
1
JB
∑J
j=1
∑B
b=1
hθt (y ji |x ji )
havд (y ji |x ji )
δ (x ji ,y
j
i ). The step 2 in Algo-
rithm 2 should be modified by constructing samples from the policy
havд . Since the quantities of hj (y ji |x
j
i ) are assumed to be available
for all possible (x ,y) pairs, we are able to calculate havд(y ji |x
j
i )
and sample from it. For the constrained balanced learning algo-
rithm, we use Dˆf (h | |havд ; P(x)) to denote the mini-batch version
of F (θt ,wavдt ), i.e.,
Dˆf (h | |havд ; P (x )) =
1
JB
∑
(x ji ,yˆ
j
i )∼hθt
Twavдt
(x, y) − 1
JB
∑
(x ji ,y
avд
i )∼havд
f ∗(Twavдt (x, y)).
Please refer to the appendix for the complete algorithm.
7 CONCLUSION
Preforming off-policy learning is becoming more important than
online policy learning in real-world applications. Most of previous
works are focused on the off-policy learning with one single histor-
ical policy. In this paper, we studied the off-policy learning from
multiple historical policies, which is important and realistic. The
learned policy and the discriminative networks for learning are
adopted as deep neural networks. The generalization error analysis
for the empirical risk minimization problem is provided. Based on
the analysis, we proposed to use the generalization error bound
as the new risk function, which can be alternatively transformed
into a constrained optimization problem. Learning algorithm for
the optimization problem is designed, through a minimax setting,
to solve the constraint of the optimization problem. In experiments,
we test the new methods on three benchmark datasets. Compared
with direct learning principle and the WCRM principle, the per-
formances of proposed algorithms outperform the state-of-the-art
baselines. In the future, we will try to find other measures to control
the differences between the logging policies and the learned policy.
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APPENDIX
A PROOFS OF THEOREM 6.1
Theorem A.1. Let R(h) be the risk of a new policy h on the loss
function δ , and Rˆbal (h) be the balanced empirical risk. Assume that
the divergence is bounded byMavд , i.e.,d2(h | |havд) ≤ d∞(h | |havд) =
Mavд . Then, for any η > 0, with probability at least 1−η, the follow-
ing bound holds:
R(h) ≤ Rˆbal (h) +
2LMavд log 1η
3n + L
√
2d2(h | |havд ; P (x )) log 1η
n
.
Proof. By definition, we have
R(h) − Rˆbal (h) = 1n
J∑
j=1
nj∑
i=1
[
R(h) − h(y
j
i |x ji )
havд (y ji |x ji )
δ (x ji , y ji )
]
.
DenoteX ji = R(h)−
h(y ji |x ji )
havд (y ji |x ji )
δ (x ji ,y
j
i ) andX = R(h)−
h(y |x )
havд (y |x )δ (x ,y).
Taking expectation, we have Ex∼P (X),y∼havд (Y |x )X = 0. We can
also derive that
|X | ≤
 h(y |x)havд(y |x)δ (x ,y)
 ≤ MavдL.
If h(y |x )havд (y |x ) ≥ Mavд , then d2(h | |havд) ≡
∫
y
h(y |x )
havд (y |x )h(y |x)dy ≥∫
y Mavдh(y |x)dy = Mavд . This contradicts with the assumption.
In addition, by applying lemma 3.1, we have
Ex∼P (X),y∼havд (Y|x )
[(
h(y |x )
havд (y |x )δ (x, y)
)2]
≤ L2d2(h(y |x ) | |havд (y |x ); P (x )).
Thus, we have the following bound for the second moment of X ,
Ex∼P (X),y∼havд (Y |x )X
2 ≤ L2d2(h(y |x)| |havд(y |x); P(x)).
Applying Bernstein’s inequality [4], we have
P
(
1
n
J∑
j=1
nj∑
i=1
X ji > ϵ
)
≤ exp ©­«−
1
2n
2ϵ 2∑J
j=1
∑nj
i=1 Ex∼P (X),y∼havд (Y|x )(X ji )2 + 13LMavдnϵ
ª®¬
≤ exp ©­«−
1
2n
2ϵ 2∑J
j=1 njL
2d2(h(y |x ) | |havд (y |x ); P (x )) + 13LMavдnϵ
ª®¬ .
Let the right hand be equal to η, then we can obtain that
log 1
η
=
1
2n
2ϵ 2∑J
j=1 njL
2d2(h(y |x ) | |havд (y |x ); P (x )) + 13LMavдnϵ
.
This is an quadratic function of ϵ and we solve that
ϵ ≤
2LMavд log 1η
3n + L
√
2
∑J
j=1 njd2(h(y |x ) | |havд (y |x ); P (x )) log 1η
n2
.
Therefore, the following inequality
R(h) ≤ Rˆbal (h)+
2LMavд log 1η
3n + L
√
2
∑J
j=1 njd2(h(y |x ) | |havд (y |x ); P (x )) log 1η
n2
holds with probability at least 1 − η. □
B CONSTRAINED BALANCED LEARNING
ALGORITHM
In this section, we will give the corresponding algorithm for the
balanced IPS estimator.
Algorithm 3: Constrained Balanced Learning Algorithm
Input: Dataset D j , j ∈ [J ] , threshold D, an initial generator
hθ0 (y |x), discriminator function T
avд
w0 (x ,y), max iteration I
Output: Optimized generator hθ∗ (y |x) that is an approximate
minimizer of R(w)
1: Repeat
2: Sample each mini-batch of B real samples (x ji ,y
j
i ) from
D j , j ∈ [J ]
3: Calculate Rˆminibal =
1
JB
∑J
j=1
∑B
i=1
hθt (y ji |x ji )
havд (y ji |x ji )
δ (x ji ,y
j
i ) and the
gradient д = ∂θ Rˆminibal
4: Update θt+1 = θt − η2д
5: Call Algorithm 4 to minimize the divergence
Dˆf (h | |havд ; P(x)) with threshold ρn , and max iteration I
6: Until epoch > MAX
Algorithm 4: Variational Minimization of the Constraint
Input: Dataset D j , j ∈ [J ], threshold D, an initial generator
hθ0 (y |x), discriminator function T
avд
w0 (x ,y), learning rates
ηh ,ηT , max iteration I
Output: Optimized generator hθ∗ (y |x) that has minimum
divergence to havд
1: Repeat
2: Sample a mini-batch of B real samples (x ji ,y
j
i ) from D j for
each j ∈ [J ], and construct JB samples (x ji ,y
avд
i ) by sampling
from havд(y |x)
3: Sample a mini-batch B of input x ji from D j for each j ∈ [J ],
and construct fake samples (x ji , yˆ
j
i ) by sampling from hθt (y |x)
with Gumbel-softmax sampling
4: Update θt+1 = θt − ηh∂θ F (θt ,wavдt )
5: Updatewavдt+1 = w
avд
t + ηT ∂wavд F (θt ,wavдt )
6: Until Dˆf (h | |havд ; P(x)) ≤ D or iteration > I
C NETWORK CONFIGURATIONS
For the discriminative networkT and the generative network h, we
use structures like below:
Discrimitive NN: Linear→ BatchNorm → ReLU → Linear →
BatchNorm→ ReLU→ Linear
Generative NN: Linear→ BatchNorm→ ReLU→ Linear→ Batch-
Norm→ ReLU→ Linear→ Sigmoid
