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a b s t r a c t
We offer the following structural result: every triangle-free graph G of maximum degree




of its edges, where γo(G)
denotes the odd girth of G. In particular, every triangle-free graph G of maximum degree 3
has 3 matchings which cover at least 13/15 of its edges. The Petersen graph, where we can
3-edge-color at most 13 of its 15 edges, shows this to be tight. We can also cover at least
6/7 of the edges of any simple graph of maximum degree 3 bymeans of 3matchings; again
a tight bound.
For a fixed value of a parameter k ≥ 1, the Maximum k-Edge-Colorable Subgraph
Problem asks to k-edge-color the most of the edges of a simple graph received in input.
The problem is known to beAPX-hard for all k ≥ 2. However, approximation algorithms
with approximation ratios tending to 1 as k goes to infinity are also known. At present,
the best known performance ratios for the cases k = 2 and k = 3 were 5/6 and
4/5, respectively. Since the proofs of our structural result are algorithmic, we obtain an
improved approximation algorithm for the case k = 3, achieving approximation ratio of
6/7. Better bounds, and allowing also for parallel edges, are obtained for graphs of higher
odd girth (e.g., a bound of 13/15when the inputmultigraph is restricted to be triangle-free,
and of 19/21 when C5’s are also banned).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The results in this note may have both a mathematical and algorithmic interest. From the theoretical viewpoint, we
obtain the following structural results concerning subcubic graphs.
Theorem 1. Let G be a triangle-free graph with ∆(G) ≤ 3. Then G contains three matchings M1, M2 and M3 such that




|E(G)|, where γo(G) denotes the odd girth of G.
Corollary 2. Let G be a triangle-free graph with ∆(G) ≤ 3. Then G contains three matchings M1, M2 and M3 such that
|M1 ∪M2 ∪M3| ≥ 1315 |E(G)|.
Proof. The odd girth of a triangle-free graph is at least 5. 
Theorem 3. Let G be a graph with ∆(G) ≤ 3 and no parallel edges. Then G contains three matchings M1, M2 and M3 such that
|M1 ∪M2 ∪M3| ≥ 67 |E(G)|.
The two graphs in Fig. 1 show that these bounds are actually tight. Most notably, the extremal graph for the property in
Corollary 2 is the Petersen graph. To both theorems we provide an algorithmic proof in Section 3.
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Fig. 1. The Petersen graph (on the left) shows that 1315 in Corollary 2 is tight. Graph G5 (on the right) shows that
6
7 in Theorem 3 is tight.
From the perspective of computer science, we improve on the approximability of a basic edge-coloring problem. The
Maximum k-Edge-Colorable Subgraph Problem (k-ECS) is a well studied variant of classical edge-coloring in which the goal
is to assign colors from the range {1, . . . , k} to as many edges of the input graph as possible, preserving the constraint that
adjacent edges must receive different colors. Formally, the problem may be stated as follows.
Problem 1 (Maximum k-Edge-Colorable Subgraph Problem (k-ECS)). Given a simple graph G, find a subgraph Gsol ⊆ G together
with a legal k-edge-coloring of Gsol maximising the number of edges in Gsol.
Edge-coloring techniques are used to model many real-world problems of resource allocation, such as scheduling
of tasks requiring the cooperation of two processors, file transfer operations, and assignment of channels for satellite
communication [3,6,9]. The optimisation criterion of k-ECS describes situations in which there exists a fixed limit of k on
the number of available resources (e.g. time slots or communication channels) and the quality of the solution is expressed
in terms of the proportion of input which is handled within these constraints.
The k-ECSproblem is known to beAPX-hard for all k ≥ 2 [2,4,7] (cf. [3] for a detailed discussion). However, approximation
algorithmswith approximation ratios tending to 1 as k goes to infinity are also known; for simple graphs, such an asymptotic
approximation can be achieved by simply following the approach outlined below.
The k-matching-based algorithm [1,3]. It first finds a maximum k-matching F in the input graph G. Subgraph F is then edge-
colored with at most∆(F)+ 1 = k+ 1 colors using Vizing’s algorithm [8], and all the edges of F , except for those which in
the coloring of F received the least often used color, form the solution SOL. The algorithm achieves an approximation ratio
of kk+1 ; note that this ratio tends to 1 as k tends to infinity.
Algorithmswith an approximation ratio which tends to 1 as k tends to infinity have been proposed also for the casewhen
G is allowed to be amultigraph [3,10]. These asymptotic results show that the k-ECS Problem ismore difficult to approximate
for small values of k > 1. In the special case of k = 2, the 2-ECS problem can be equivalently defined as the problem of
finding a maximum subgraph of G whose connected components are isolated vertices, paths, and cycles of even length. A
3
4 -approximate solution for the 2-ECS Problem is achieved by a greedy approach (see [3]). However, a slight modification of
the k-matching-based algorithm delivers a 45 -approximation, and this ratio has recently been improved first to
468
575 ≈ 0.814
by Chen and Tanahashi [1] and then to 56 by Kosowski [5], always starting from a maximum 2-matching (though the nice
construction in [5] looks also outside the starting 2-matching). For the 3-ECS, Kosowski [5] obtained a 45 -approximation
algorithm improving over the trivial 34 -approximation approach to this problem.
In this paper we provide a 67 -approximation algorithm to the 3-ECS problem and a
13
15 -approximation algorithm to the
3-ECS problem when restricted to triangle-free graphs (but allowing for parallel edges). These algorithms follow the k-
matching-based approach and exploit our structural results on subcubic graphs to squeeze out themost from themaximum
3-matching produced in the first phase. To be more explicit, this is the approach we follow.
Let F be a maximum 3-matching in the input graph G and let OPT denote a maximum 3-edge-colorable subgraph of
G, which constitutes an optimal solution to 3-ECS for G. Clearly, |E(OPT )| ≤ |E(F)| the only problem being that F
might not be 3-edge-colorable. However, ∆(F) ≤ 3 and, moreover, F is triangle-free (resp., simple) whenever G is
triangle-free (resp., simple). Our only concern in Section 3 is therefore to provide an algorithmic proof to Theorems 1
and 3.
In this sense, the graph G5 in Fig. 1 on the right shows that 67 is the best bound attainable for the 3-ECS problem when
following the general k-matching-based approach. Similarly, the Petersen graph (Fig. 1 on the right), where we can 3-
edge-color at most 13 edges out of its 15 edges, shows that the general k-matching-based approach cannot deliver an
approximation guarantee better than 1315 for the 3-ECS problem even when attention is restricted to triangle-free graphs.
2. Notation and preliminaries
For two sets A and B, let A∆B := (A∪B)\ (A∩B) denote their symmetric difference. We do not allow for loops within our
graphs, but parallel edges are allowed unless we explicitly state the graph to be simple. For a given graph G, let V (G) denote
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its vertex set and E(G) its edge set. The number of neighbors of a vertex v ∈ V (G) is the degree degG(v) of the vertex; the
maximum vertex degree in graph G is denoted∆(G). The edges of a simple graph G can be colored using at most∆(G)+ 1
colors using Vizing’s polynomial time algorithm [8]. The length of a shortest circuit of G, denoted γ (G), is called the girth of
G. The length of a shortest odd circuit of G, denoted γo(G), is called the odd girth of G. Where T ⊆ V (G), then F ⊆ E(G) is
called a T-join of G if degF (v) is odd for every v ∈ T and even for every v ∈ V \ T . Thus, in order for a T -join F to exist, |T |
must be even. Where s, t ∈ V (G), an acyclic {s, t}-join is also called an s, t-path. Where ∅ denotes the empty set, an ∅-join
is also called an Eulerian graph, and it is well known to decompose into circuits. Note that if F1 is a T1-join and F2 is a T2-join
then F1∆F2 is a (T1∆T2)-join. Later in the proofs we will need the following fact.
Fact 1. If P1 and P2 are two s, t-paths of G with |P1| and |P2| having different parities then |P1| + |P2| ≥ γo(G).
Proof. This is because the Eulerian graph P1∆P2 has a number of edges which is odd and at most |P1| + |P2|. When this
Eulerian graph is decomposed into circuits, at least one circuit of a length which is odd and at most |P1| + |P2| will be
produced. 
Where k is a natural number, a subgraph F of a graph G = (V , E) is called a k-matching of G if V (F) = V and degF (v) ≤ k
for all v ∈ V . A 1-matching is more commonly known as a matching. We recall that the problem of finding a maximum
k-matching in a graph can be solved in polynomial time (cf. [11] for a survey of approaches). When convenient, a subgraph F
of G is more simply regarded as just the set E(F) of its edges. Thus, when no confusion can arise, |F | is a shorthand for |E(F)|.
When considering the k -ECS problem, the symbolOPT is used to denote some arbitrarily chosen (but fixed) k-edge-colorable
subgraph of G which constitutes an optimal solution to k -ECS for G, and SOL denotes some k-edge-colorable subgraph
which may be returned as a solution by the currently considered algorithm. An algorithm is said to be an α-approximation
algorithm (α ≤ 1) if |SOL| ≥ α|OPT | for all possible input instances and all possible executions of the algorithm.
3. Proofs and algorithms
We first provide an algorithmic proof of our main result.
Proof of Theorem 1. We assume G to be simple (if not, even better). An edge e = uv of G is called regular if degG(u) =
degG(v) = 3. A partition of the edges of G as E = E0 ∪ E1 ∪ E2 ∪ E3 is called legal if Ei is a matching for i = 1, 2, 3. To prove
the theorem, we show how to obtain in polynomial time a legal partition with |E0| ≤ 23 γo(G) |E|. Since E0 := E together with
E1 := E2 := E3 := ∅ already provides a first legal partition from where to start with, then it will suffice to show how to
perform in polynomial time the following fundamental step.
Given a legal partition E = E0 ∪ E1 ∪ E2 ∪ E3 with |E0| > 23 γo(G) |E|, build up a legal partition E = E ′0 ∪ E ′1 ∪ E ′2 ∪ E ′3
which is better than E0∪E1∪E2∪E3. We say that partition (E ′0, E ′1, E ′2, E ′3) is better than partition (E0, E1, E2, E3)when|E ′0| < |E0|, or when |E ′0| = |E0| and in E ′0 there are fewer regular edges than in E0.
This step is implemented by performing, among the rules that follow, the first one which applies. Some of these rules
involve Kempe-chain arguments much in the spirit as Vizing’s result. For this purpose, we observe here that for every pair
i, j ∈ {1, 2, 3} every connected component C in the graph (V , Ei ∪ Ej) is either a path (possibly of a single node) or an even
cycle. Therefore, where component C is regarded as an edge set, then a new legal partition is obtained by replacing Ei with
Ei∆C and Ej with Ej∆C . Notice that E0 is not affected by this swap of colors i and j over the edges of C .
Case 1: an edge e ∈ E0 is adjacent to at most two edges in E1 ∪ E2 ∪ E3. In this case there exists an ı ∈ {1, 2, 3} such that e
is adjacent to no edge in Eı. Notice that E ′0 := E0 \ {e}, E ′ı := Eı ∪ {e} and E ′j := Ej ∪ {e} for every j ∈ {1, 2, 3} \ {ı}
delivers a better partition.
Case 2: E0 contains two adjacent edges e = uw and f = vw. Since Case 1 did not occur, it follows that e and f are not
parallel and are both regular. Furthermore, after possibly renaming the three sets E1, E2 and E3, we can assume
the existence of an edge ww1 ∈ E1, two edges uu2 and vv2 in E2 and two edges uu3 and vv3 in E3 where {u, v, w}
and {w1, u2, v2, u3, v3} are disjoint since G is triangle-free but u2 = v3 and/or u3 = v2 are possible. In the graph
(V , E1 ∪ E3), let Cu be the connected component containing the edge uu3 and Cv be the connected component
containing the edge vv3. Notice that if the edgeww1 belongs to Cu (to Cv) then Cu (respectively, Cv) is a path from
w to u (respectively, to v). Therefore, by possibly exchanging u and v, we can assume that edge ww1 does not
belong to Cu. Notice that E ′0 := E0 \ {wu}, E ′1 := E1∆Cu, E ′2 := E2, E ′3 := (E3∆Cu) ∪ {wu} is a legal partition of G
with |E ′0| < |E0|.
Case 3: building private circuits and twin private circuits. Whenever the two rules here above do not apply, then E0 is a
matching and for every edge e = uv in E0 there exist two edges f = f (e) = u′u and h = h(e) = v′v, with u′ 6= v
and v′ 6= u, and two different indexes if (e), ih(e) ∈ {1, 2, 3} such that the edge f (edge h) is the only edge in Eif
(in Eih , respectively) adjacent to edge e. At this point, if the edges f and h are not contained in the same connected
component of the graph (V , Eif ∪Eih), thenwe switch the two colors on the component Ch of (V , Eif ∪Eih) containing
edge h and then color edge e with color ih (i.e. set E ′0 := E0 \ {e}, E ′if := Eif∆Ch, and E ′ih := Eih∆Ch ∪ {e} whence
obtaining a better legal partition).
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In the following rules we hence assume that for every edge e = uv ∈ E0 there exists an alternating path Pe in
(V , Eif (e) ∪ Eih(e)) between the nodes u and v. To edge ewe hence associate its private circuit Ce = Pe ∪ {e}. Notice
that Ce is an odd circuit and, where e′ is any edge of Ce, then there exist two legal colorings which can be obtained
from the current one by placing e′ in E0 and then placing all other edges in Ce \ {e′} in Eif (e) ∪ Eih(e) (alternating in
colors between color if (e) end ih(e)).
Let us consider the case when the edge e = uv in E0 is not regular, that is, one of the two endnodes of e,
say u, has degree 2 in G. In this case, where f = f (e) = u′u, h = h(e) = v′v, and h∗ = h∗(e) = v′′v are
the three edges of G adjacent to edge e, then everything said above concerning the two edges f = f (e) = u′u
and h = h(e) = v′v still applies. Moreover, everything said above still applies even with regard to the two
edges f = f (e) = u′u and h∗ = h∗(e) = v′′v. We can hence assume that for every edge e = uv ∈ E0 with
degG(u) = 2, between the nodes u and v there exists both an alternating path Pe in (V , Eif (e) ∪ Eih(e)) and an
alternating path P∗e in (V , Eif (e) ∪ Ei∗h(e)). In this case, to edge e we associate its twin private circuits Ce = Pe ∪ {e}
and C∗e = P∗e ∪ {e}. We claim that |Ce ∪ C∗e | ≥ 32 (γo + 1) − 1. The claim follows easily when Ce \ {e, f } and C∗e
are disjoint, since |Ce|, |C∗e | ≥ γo ≥ 5 (remember that Ce and C∗e are odd circuits and G is triangle-free). Moreover,
C∗e ∩ Eih(e) = ∅ = Ce ∩ Ei∗h(e), whence |Ce ∪ C∗e | ≥ |Ce| + |C∗e ∩ Ei∗h(e)| and |Ce ∪ C∗e | ≥ |C∗e | + |Ce ∩ Eih(e)|. Also,
|Ce ∩ Eih(e)| = 12 (|Ce| − 1) and |C∗e ∩ Ei∗h(e)| = 12 (|C∗e | − 1). Thus the claim already follows except for the case|Ce| = γo = |C∗e |. Assume now there exists an edge ab ∈ (Ce ∩ C∗e ) \ {e, f } that is traversed from a to b when
we move from u to v within Pe but is traversed from b to a when we move from v to u within P∗e . In this case, let
Ce[u, a] (resp., C∗e [u, a]) the {u, a}-path in Ce (resp., in C∗e ) not containing the edge ab (so that uv ∈ C∗e \ Ce) and
let Ce[u, b] (resp., C∗e [u, b]) the {u, b}-path in Ce (resp., in C∗e ) not containing the edge ab (so that uv ∈ Ce \ C∗e ).
Notice that the lengths of Ce[u, a] and C∗e [u, a] (resp., of Ce[u, b] and C∗e [u, b]) have opposite parities. Furthermore,|Ce[u, a]|+ |Ce[u, b]|+ |C∗e [u, a]|+ |C∗e [u, b]| = |Ce|− 1+|C∗e |− 1 = 2γo− 2, which leads to a contradiction with
Fact 1. We assume therefore that every edge ab ∈ (Ce∩C∗e )\{e, f } gets traversed into the same direction whenwe
move from u to v within Pe or within P∗e . This, combined with |Ce| = γo = |C∗e |, bears the following implication: if
we label every node of Cewith its distance from vwithin Pe and every node of C∗e with its distance from vwithin P∗e ,
then, for all nodes which get both labels, the two labels coincide. This implies that when going from u to v within
Pe (or within P∗e ) no two consecutive edges in Eif (e) can be both contained in Ce ∩ C∗e , which delivers the claim also
in this last case. Thus |Ce ∪ C∗e | ≥ 32 (γo + 1)− 1 as stated above.
Case 4: the private circuit Ce of a regular edge e ∈ E0 contains a node z with degG(z) = 2. Let e′ be any edge incident with
z. Notice that e′ ∈ Ce and is not regular. As explained above, from the current partition E = E0 ∪ E1 ∪ E2 ∪ E3 we
can obtain a new partition E = E ′0 ∪ E ′1 ∪ E ′2 ∪ E ′3 which differs from the previous one only on the edges in Ce, and
with E ′0 ∩ Ce = {e′}. This new partition is better than the previous one since E ′0 = (E0 \ {e}) ∪ {e′} and e is regular
whereas e′ is not.
Case 5: there are two edges e, e∗ ∈ E0 such that e∗ has an endpoint on a private circuit Ce of edge e. Clearly e∗ is not an edge
of Ce since no edge in Ce except e belongs to E0. Let e′ be any edge of Ce which is adjacent to e∗. As explained above,
we canmodify the current legal ordering placing edge e′ in E0 in place of edge e. At this point we have that the two
edges e′ and e∗ are two adjacent edges in E0. Next apply Case 2 (or Case 1) to reduce |E0| by at least 1.
Case 6: a private circuit Ce of an edge e, and a private circuit Ce∗ of an edge e∗ 6= e have some node in common. Notice that if
Ce and Ce∗ have some node in common then they have some edge in common. Let eĎ be the first edge incident with
a node of Ce which is encountered when moving away from e∗ along the circuit Ce∗ . Consider the coloring which
is obtained from the current coloring by placing eĎ in E0 in place of e∗ only switching the colors of the edges in Ce∗
that we have traversedwhen going from e∗ to eĎ along the circuit Ce∗ . Notice that this re-coloring does not increase
|E0| and does not affect the private circuit Ce. Apply Case 5 to reduce |E0| by at least 1.
We claim that when none of the above rules can be applied then |E0| ≤ 23 γo |E|. Indeed, |E0| = |Er0| + |En0 | where Er0
(En0 ) consists of the regular (respectively, non-regular) edges in E0. As stated within Case 3 above, for every edge e in E
n
0
we have that at least 32 (γo + 1) − 1 edges belong to the twin private circuits associated to edge e. Furthermore, by what
can be seen in Case 6, none of these 32 (γo + 1) − 1 edges can belong to private circuits associated to other edges in E0 nor
be incident to nodes of such circuits. At the same time, for every edge e in Er0 we have that at least γo edges belong to the
only private circuit Ce associated to e, since Ce is an odd circuit. As above, by what can be seen in Case 6, none of these γo
edges can belong to private circuits associated to other edges in E0 nor be incident to nodes of such circuits. Furthermore,
by what can be seen in Case 4 and since e is regular, for each of the at least γo nodes of Ce there is an edge in E \ Ce incident
with it, and, again by Case 6, this edge belongs to no private circuit. Since every edge has precisely two endnodes, then
|E| ≥ ( 32 (γo + 1)− 1)|En0 | + γo |Er0| + γo2 |Er0| ≥ 3 γo2 |En0 | + 3 γo2 |Er0| = 3 γo2 |E0|.
The proof of Theorem 1 is complete. 
It is important to remark that within the proof of Theorem 1 we have described a polynomial time algorithm which




|E(G)| together with a 3-edge-coloring
of G′.
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Theorem 3 follows from Corollary 2 by using the following simple and standard local reductions as also employed in [5].
• If G contains a G5 as an induced subgraph, then let G′ be the graph obtained from G by deleting the 7 edges in that G5.
Apply induction and observe that |OPTG| = |OPTG′ | + 6 whereas |G| = |G′| + 7.
• If G contains no G5 and contains a diamond (i.e. the graph G5 \ v) as an induced subgraph, then let G′ be obtained from
G by removing the nodes of that diamond. Apply induction and observe that, whenever |G| = |G′| + 7, then |OPTG| ≥
|OPTG′ | + 6. Also, in case |G| < |G′| + 7, then G was not 2-edge-connected. Clearly, every minimal counterexample to
Theorem 3 is bound to be 2-edge-connected.
• If G contains no diamond but contains a triangle as an induced subgraph, then let G′ be obtained from G by collapsing
the three nodes of that triangle into a single node. Notice that G′ is simple since G did not contain any diamond. Apply
induction and observe that |OPTG| = |OPTG′ | + 3 whereas |G| = |G′| + 3.
4. Conclusions
In this paper we have provided a 67 -approximation algorithm to the 3-ECS problem and a
13
15 -approximation algorithm
to the 3-ECS problem when restricted to triangle-free graphs. Both algorithms follow the k-matching-based approach. We
have also provided two examples of graphs showing that the two approximation guarantees here obtained are best possible
within the framework of the k-matching-based approaches. In particular, for the case of triangle-free graphs, the Petersen
graph (with its 15 edges atmost 13 of which can be 3-edge-colored) plays once again the role of the extreme example. Based
on this, we hope our structural results might say something about properties and conjectures related to the Petersen graph.
Also, our bounds get better and better when, besides triangles, one forbids all the odd circuits up to a certain length. As such,
our results encourage the study of the influence of high values of odd girth on the approximability of the k -ECS problem for
higher values of k.
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