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Abstract
We explore the use of distributed processing to enhance the performance of explicit state
enumeration based safety model-checking. State enumeration based model-checkers em-
ploy a hash-table to cut off search when a state is revisited. Distributed model-checkers
distribute this table across the processing nodes, employing inter-node messages to per-
form state lookups. This approach incurs the following penalties: hashing states, looking
up hash-tables, and possibly exchanging messages. In this paper, we study how to avoid
these penalties in the context of safety model-checking, assuming that completeness can
be sacriﬁced (acceptable for quick error detection). We employ the basic strategy of dis-
tributed random walk - a process of multiple processors randomly, and in an uncoordinated
fashion, moving through the state-space looking for safety violations, without recording
visited states. This process has the potential of maximizing CPU utilization, and conse-
quently greatly increase the rate of state generation, as the pressure on the memory system
as well as communication network are minimal. Moreover, the probability that a random-
walk repeats the same sequence of moves can decrease exponentially with the length of
the sequence; thus, the work wasted by occasionally repeating short sequences of searches
may be more than offset by the increased state generation rate. Our choices are ideal for
distributed systems that have low amounts of memory per node, and are interconnected
by low bandwidth networks. We also explore techniques that backoff slightly from our
extremal choices, by exploring heuristic combinations of breadth-ﬁrst search (BFS) and
random-walk (RW) that require a modest amount of hash-table lookup and message ex-
changes. These search methods are natural to combine, since BFS requires higher amounts
of memory to maintain queues, but guarantees to ﬁnd the shortest path to a state, while RW
has the opposite characteristics. In this paper, we ﬁrst study these heuristic methods on
synthetic benchmarks to gain sharper (more quantiﬁable) insights. We then conduct studies
on some realistic examples as well. We employ up to 10 single-processor CPUs that happen
to be connected via 100BASE-T Ethernets. Our code was easily ported to other platforms,
thanks to our use of the popular MPI distributed programming library.
c©2003 Published by Elsevier Science B. V. CC BY-NC-ND license.  Open access under 
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1 Introduction
Explicit state enumeration based model-checking [6] tools play an important role in
the formal veriﬁcation of protocols appearing in diverse domains, such as cache co-
herence and embedded software — a fact easily noted by observing the popularity
of tools such as Murphi [9], SPIN [18], TLC [21], and Java based model-checking
tools such as PathFinder [32] and Bandera [7]. The sheer size of models in these
domains often implies that designers are often satisﬁed if only they can formally
verify a handful of safety properties. In the setting of realistic projects with ever-
changing speciﬁcations, even this can be a tall order. In this paper, we address how
safety property veriﬁcation can beneﬁt from distributed processing.
When multiple processors expand the state graph in parallel, each newly gen-
erated state has to be checked against the states already generated by all the pro-
cessors for possible repetition, so that redundant searches are avoided. This is
commonly achieved by distributing the state hash-table across processors, and gen-
erating look-up messages. In many systems, each state is sent to its ‘owner’ node 4
(determined through a partitioning function based on uniform hashing function).
The owner looks the state up in a local hash table; upon not ﬁnding the state there,
it continues to explore the state. IfN is the number of processors used, the probabil-
ity that a newly generated state ﬁnds the processor generating the state as its home
is only 1/N , implying that on the average (N − 1)/N of the states are shipped
via lookup messages - exactly as happens in the distributed model checker de-
veloped by Stern and Dill [28]. If the message-handling software library and the
physical medium itself cannot keep up with this high message exchange rate, the
performance of the model-checker will be severely affected, and/or the run-time
system will crash in the midst of model-checking. We observed this while porting
the code of Stern and Dill which was written originally for the Berkeley Active
Messages library to run under the MPI library [25], using 100BASE-T Ethernet
connections. (The cluster we have access to comes with 100BASE-T Ethernet that
runs at 100Mbps; the problem will be worse for 10BASE-T Ethernet that runs
1/10th as fast.) We found that using a straight-forward porting of their code, the
MPI/100BASE-T combination is unable to sustain a high message exchange rate,
resulting in inexplicable system crashes attributable to MPI buffer overﬂows (MPI
does not provide any ﬂow control). It was only after we implemented sufﬁcient
ﬂow-control that we obtained the required reliability to run model-checking for
hours or even days at a stretch. Our earlier results were reported in [5].
1 This work was supported in part by the Semiconductor Research Corporation under Contract
1031.001, and by the National Science Foundation (NSF) under ITR Grants CCR-0081406 and
CCR-0219805.
2 Email: hemanth@cs.utah.edu
3 Email: ganesh@cs.utah.edu
4 In this paper, the terms “node” and “processor” are used interchangeably.
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In this work, we explore the following questions: (i) How can distributed safety
veriﬁcation be supported by explicit enumeration tools without maintaining dis-
tributed hash-tables? (ii) More fundamentally, how can the demands on memory
and network bandwidths be kept modest while achieving a high degree of speed-
up, without losing coverage by a signiﬁcant amount? These questions are especially
relevant, considering basic facts about processor / cache / main-memory / network
speed ratio trends (processors are becoming faster, faster than main memories are,
etc.). The ZChaff SAT Solver [24] pays special attention to memory-system per-
formance, in the same manner as we motivate.
1.1 Why distributed Random-walk?
No. of CPUs Unique States Factor of Increase over 1 processor
1 93,436 1
2 180,281 1.92
5 411,845 4.41
10 727,013 7.78
Table 1
Unique-state coverage as a function of the number of CPUs for a distributed locking
protocol with 7,820,300 states and 25,968,260 transitions
In this paper, we report our work based on distributed random walk as a pos-
sible means of achieving these goals. In this work, we focus exclusively on error
detection (error-trail generation will be addressed in our future work, as discussed
in Section 5). By “random walk,” we mean the following process:
• pick an initial state, and select a random next move
• compute the next state and set the current state to it
• continue until a safety violation is encountered or some other stopping crite-
rion is reached.
The attractive features of this process that are intuitively clear, and we hope to
establish through ongoing experiments 5 , are:
• No states are saved, thus allowing the process to operate on a large cluster of
computers with extremely low memory sizes
• The networks used can have very low bandwidths sufﬁcient to achieve oc-
casional coordination during execution (as well as error-trail generation, as
planned for the future)
• The probability of random-walk repeating the same sequence of moves can
decrease exponentially with the length of the sequence. This guarantees that
new states will be explored fairly frequently.
• Multiple random-walks running within a CPU as well as in parallel across
multiple such CPUs, each based on different random next-state selection func-
5 Details of our workmay be obtained from http://www.cs.utah.edu/formal veriﬁcation/pdmc03.html.
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tions, can ensure a high rate of new-state generation. In Table 1, we report
measurements on how many more unique states are covered as we increase
the number of CPUs. Thus, going to 2 CPUs, the number of unique states go
up by a factor of 1.92, all the way to 10 CPUs where the factor is 7.78.
We propose random walk as a way to detect bugs fast - and not to replace exhaus-
tive veriﬁcation. That said, the state of model-checking vis-a-vis the exhaustive
veriﬁcation of ﬁnite-state models is not that rosy either. Modern cache coherence
protocols that are on the drawing boards today cannot be exhaustively veriﬁed us-
ing today’s best explicit-enumeration or BDD-based tools even for modest conﬁg-
urations such as four CPUs interacting over two cache lines. These protocols are
iterated over a year, and occupy about 60 pages of description in a language like
Murphi or TLA+, and are enormously complex. Most often, one has no knowl-
edge of the ﬁnite-state cutoff bounds 6 . Often, many bugs are found after “an
overnight run.” If many of these bugs can be found much faster (say, in a mat-
ter of minutes), designer productivity will increase. Our proposal is really quite
straightforward: employ distributed random-walk / BFS combinations to quickly
weed out a signiﬁcant number of errors; then switch over to exhaustive methods.
The results presented in Table 5 provide some supporting evidence to our proposal.
In this table, we present an example where 10 distributed random-walks found a
seeded error in 0.92 seconds with extremely modest memory requirements, while
parallel (or sequential) breadth-ﬁrst search could not ﬁnish in tens of minutes. In
this example, even a single random walk found the error in 4.8 seconds. We also
conducted the following experiment in a real industrial context:
• In an early version of a highly complex cache coherence protocol under devel-
opment in an industrial corporation, three ‘deep’ errors were discovered (and
corrected) over several hours of run using Murphi.
• We deployed our heuristic combination of search on these buggy models -
without any knowledge of what bugs to look for. The exact same errors were
detected in less than a minute, each.
• Random simulation on a single CPU could occasionally hit some of these
errors, but often ended up missing them.
While this evidence is highly qualitative, we did make a sufﬁcient impression on
our industrial partner to be encouraged to further our approach 7 .
In [33], West observes that errors seldom occur at exactly one state. Specif-
ically, if a property p is violated in state s, it is very likely that p will also be
violated in thousands of other states s′ that are different from s in bits that do not
affect p. This increases the likelihood that random walk will detect the violation.
For example, for a seeded error scenario that we discuss in Table 2, there are 7,955
equivalent states that violate the property.
While conducting distributed random-walk, one can also be determining plau-
sible invariants of the system, following approaches similar to that reported in
6 The number of processors / memory locations, etc, verifying up to which implies correctness for
all sizes.
7 Unfortunately, further details of our experiment cannot be revealed at this time.
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[10,14]. The advantage that distributed random-walk offers in this context is in
being able to consider signiﬁcantly more executions per unit of time than possible
using sequential search.
One obvious question might be the stopping criterion to employ (how long to
run random walks). This situation is no different from exhaustive model-checking
that does not appear to ﬁnish - both cases requiring a judgment call from the ver-
iﬁcation engineer. A more serious problem with our tool, as it stands, is that it
does not generate an error trail. In Section 5 we provide some directions being
researched.
1.2 Why Combine Random-Walk and Breadth-First Search?
The model-checking community has developed a reasonably solid understanding
of what is good and bad about various search methods such as depth-ﬁrst search
(DFS), breadth-ﬁrst search (BFS), various priority search methods, etc. Summariz-
ing this accumulated knowledge very brieﬂy to set the context for our work, we can
say: DFS is good for liveness checking, but in a safety model-checking framework
may get “lost” in deep sub-spaces of the overall state-space; BFS ensures short
error-traces, but the queue growth can be a real problem; and priority schemes are
speciﬁc to the problem domain and the models.
In this context, one can say these about a single Random-Walk:
• It is akin to DFS in that it may get “lost” in sub-spaces.
• If enhanced to save error-traces (by using low overhead methods to record
periodic checkpoints), it tends to give very long traces.
• It can run very efﬁciently, without taxing the memory- or communication sub-
system.
It therefore appears very attractive to study the following heuristic combinations:
• Heuristic 1: Pure multiple random walks.
• Heuristic 2: RWs + bounded breadth ﬁrst search from states visited by the
random walks.
• Heuristic 3: Initial random walks + bounded breadth ﬁrst search from the
states visited by the initial random walks, followed by random walks from the
states visited by bounded breadth ﬁrst search.
• Heuristic 4: Initial random walks followed by second set of random walks
from states visited by initial random walks.
The rest of the paper is organized as follows. Section 2 talks about some of the
related work in this area. In Section 3, we describe our overall implementation as
well as the heuristics studied in this paper. In Section 4 we discuss the nature of
our synthetic benchmarks and our results. Section 5 concludes.
2 A Glimpse at Related Work
2.1 Explicit state representation based
Safety property model checking. Some of the early work in this area include [2]
and [20], which present distributed reachability algorithms. The work in [28] by
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Stern and Dill in the context of Murphi [9] forms the basis for our work. In this
approach, whenever a state on the breadth ﬁrst search queue is expanded, a uniform
hashing function is applied to each successor state s to determine its “owner” —
the node that records the fact that s has been visited, and pursues the expansion
of s. In [28], speedups of about 20 and 50 are reported for runs on 32 processors
(Berkeley NOW) and 64 processors (IBM SP2), respectively. Typical results from
our MPI porting of this algorithm [5] are as follows (numbers obtained on the SCI
protocol in the Murphi distribution running on a loaded 10Base-T network):
• Parallel Murphi running on a single processor is slower than sequential Mur-
phi by a factor of 6, due to overheads.
• At about 7 CPUs, we break even in terms of time. Beyond this, till up to
about 12 CPUs, we obtain speed-up (and, of course, increased hash-table
space availability).
• After about 12 CPUs, the curve saddles up again, as we experience a slow-
down because of CPU under-utilization (of less than 30%) while the overheads
keep increasing due to the increasing state distribution.
In [22], a distributed implementation of the SPIN [18] model checker, restricted
to perform safety only model checking is described. They exploit the structure of
SPIN’s state representation and reduce the number of messages exchanged between
the processors. Their algorithm is also compatible with partial order reduction,
although the reported results do not include the effects of this optimization. They
report results on examples like Bakery and Dining Philosophers running on up to
four nodes on 300MHz machines with 64M memory.
Liveness property model checking. In [3], the authors build on the safety
model checking work of [22] to create a distributed memory version of SPIN that
does LTL-x model checking. They experience a loss in parallelism during the phase
of nested depth ﬁrst search [8,17]. This is to be expected because depth ﬁrst search
has been proved to be inherently sequential [27]. Their paper reports feasibility
(without actual examples) on a nine node 366MHz Pentium cluster.
In [4], Bu¨chi acceptance is reduced to detecting negative cycles (those that have
a negative sum of edge weights) in a weighted directed graph. This reduction is
achieved by attaching an edge weight of −1 to all outgoing edges out of an ac-
cepting state, and a weight of 0 to all other edges. Despite the worst theoretical
complexity, the authors report good performance. They treat examples such as
Dining Philosophers on an eight node 366MHz Pentium cluster.
2.2 Symbolic state representation based
The system presented in [16] carries out BDD based reachability analysis on a
distributed platform. Their primary objective is to obtain the beneﬁts of the large
combined amounts of memory in a distributed context. They study various slicing
heuristics for load balancing. The experiments are performed on up to 32 266MHz
RS6000 machines, each with 256MB memory, connected by a 16Mb/s token ring
network. Their distributed implementation could reasonably well utilize the avail-
able memory (the overhead being close to a factor of 3), and in one case reached
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35 steps in the ﬁxed-point iteration, compared to 18 steps on a uniprocessor with
768MB memory.
[29,30,26] describe implementations of parallel BDD packages developed for
a distributed environment such as a network of workstations (NOW). In [13], a
distributed symbolic model checking algorithm for the µ-calculus, its correctness
proof, as well as sources of scalability are presented.
In [11], encouraging results are reported in parallelizing SAT algorithms. Using
this algorithm, the authors are able to signiﬁcantly increase the number of clock
cycles over which bounded model checking can be performed on industrial-scale
circuit descriptions. The authors pay special attention to work distribution as well
as communication.
2.3 Random walk in model checking
In [33], the author gives one of the ﬁrst evidence that random walk method yields
useful results when the size of the reachable state space is such that only a small
fraction of the reachable states can be visited given the constraints on computa-
tional resources. The study yielded two encouraging results for using random walk.
Firstly, the frequency of detecting errors was such that repeating the random walk
runs using different random seeds will detect the majority of errors again, although
the sequences exercised will be different. This shows that the results are repro-
ducible which is not obvious from the probabilistic nature of the process. Secondly,
the size of the sample required for a given coverage is related to the complexity of
the errors we wish to ﬁnd, and not to the overall complexity of the system, as mea-
sured by the total number of system states.
In [19], the authors present a parallel algorithm based on honeybee forager
allocation techniques for ﬁnding violations of LTL properties. Their parallel algo-
rithm uses idle CPU cycles of workstations and can tolerate workstations joining
and leaving the group. The algorithm is geared toward ﬁnding errors and does not
certify correctness. Tests conducted on a set of simple parametrized models indi-
cate that a parallel implementation of this algorithm ﬁnds errors more quickly than
uncoordinated parallel random walks.
In [23], the authors make the case that random walk could be used for effective
testing by sampling accurately the state space of a family of protocols called the
“symmetric dyadic ﬂip-ﬂops”. [15] presents an algorithm that is based on random
walk to decide certain safety properties. It assumes that the reachable state space
considered as a graph is Eulerian and also assumes knowledge of the number of
vertices and edges in the graph. The algorithm is demonstrated on two simple
examples.
3 Experimental Setup and Heuristics Explored
In this section, we discuss our experimental setup, our past work, as well as the
new methods.
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3.1 Experimental Setup, including Our Past Work
In our past work, we took the Stern and Dill parallel model-checker written for the
Berkeley Active Messages library, and ported the code over to use the MPI library.
Due to the high message exchange rate, and the fact that MPI does not provide ﬂow
control, we observed that most runs crashed due to message buffer overﬂows. It
took considerable amounts of programming to put in ﬂow control features before
we obtained a stable MPI version of the distributed breadth-ﬁrst model-checker.
Using this model-checker, we ran experiments on cache coherence protocol ver-
iﬁcation on the Utah Emulab platform (http://www.emulab.net). Sixteen
850MHz machines, each with 512MB RAM and connected by a 100 Mbps LAN
(100BASE-T) were to do the experiments. The MPICH [12] implementation of the
MPI standard was used for message passing between the nodes. We were able to
verify models of size up to 1 billion states and about 3 billion transitions, taking
sometimes up to 11 hours to ﬁnish the runs [5]. The same hardware conﬁguration
above is used for the experiments reported in the remainder of the paper.
3.2 New Heuristic Search Algorithms
As described earlier, the key contribution of this paper is the four new heuristics
situated around distributed randomwalk. Figure 1 portrays the four heuristic search
methods that we have experimented with so far. These methods will now be brieﬂy
explained.
Heuristic 1: Pure multiple random walks: In this scheme, one random walk is
run per processor. The user speciﬁes a total number, M , of random walk steps to
be run by the random walk in each processor. Each processor also maintains a hash
table to record the total number of unique states visited. In Heuristic 1, this infor-
mation is used to collect experimental data - not to perform any actual computation
(so in the ‘deployment mode’ of Heuristic 1, hashing will be turned off). Thus,
with the hashing enabled, each state is hashed using a uniform hashing function
to determine its owner, and sent to the owner for recording purposes. Additional
details of this heuristic are discussed in Section 4.
In this heuristic the walks may get stuck in a dense region of the state space,
unable to cross over to other similar dense regions through articulations (“pinched-
off” regions). It is also possible that a walk may ‘graze’ past a bug without hitting
it 8 . The next heuristic attempts to remove these drawbacks.
Heuristic 2: random walks + bounded breadth ﬁrst search from states visited
by the random walks: This heuristic combines random walk and breadth ﬁrst
search in the following manner.
• The master node begins the whole process by performing a breadth ﬁrst search
of a user-speciﬁed depth, B, from the start states to obtain a reasonably good
spread of states across the state graph. The depth of this initial BFS must
be small, as it runs in a non-distributed manner, and as its purpose is only to
8 All these discussions assume that the critical limiting resource is the veriﬁcation time available
to explore states.
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Initial states
BFS to eliminate
common initial segments
and to descend deep into
the state space
Heuristic 2
Initial states
Distributed RWs
Heuristic 1
Initial states
Heuristic 3
(Heuristic 4 also, where the 
secondary BFSs are of 0 radius)
Fig. 1. Heuristic searches 1, 2, and 3 combining distributed RW and BFS (Heuristic 4 is a
special case of Heuristic 3, with the depth of the secondary BFS being 0
help “spread out” the random walks to ensue, helping to minimizing overlaps
among them. The frontier states Q resulting from the initial BFS are ‘cut up’
and distributed equally among the processors.
• Each processor i that receives a piece of the BFS frontier Qi does the fol-
lowing in parallel with the other processors. The user would have (before
the whole process begins) speciﬁed the number, N , of random walk steps for
each processor. So, if Qi has q states, then processor i runs q random walks
for N/q steps each. Each random walk begins at a different state in Qi.• Every Sth state of each random walk is sent to its home node. We call these
the potential secondary BFS start states.
• Each processor has the option to ignore many of the potential secondary BFS
start states sent to it. In fact, it picks only every Rth potential secondary BFS
start states sent to it. For each such state, it performs a bounded BFS of depth
D.
Figure 1 portrays these details of Heuristic 2. This heuristic forces the search to
occasionally sample a small radius “halo” surrounding the main locus of the ran-
dom walks. This bounded BFS idea is inspired by the Zero-Search technique used
with success by 0-in Inc [1]. Note that all the bounded BFSs run sequentially, with-
out incurring message overheads compared to the ‘plain’ parallel BFS described in
Section 3.1. These advantages do show up in our ﬁnal results.
Heuristic 3: Initial random walks + bounded breadth ﬁrst search from the
states visited by the initial random walks, followed by random walks from
the states visited by bounded breadth ﬁrst search: Even with bounded BFS en-
velopes developing from the main locus of a random-walk, it is likely that searches
based on Heuristic 2 can become stuck in tightly connected regions of a state-space.
To circumvent this problem, in Heuristic 3, additional secondary random-walks are
started from some of the states visited by the bounded breadth ﬁrst searches. The
algorithm is similar to the previous algorithm except that the frontier states gener-
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Nprocs States Transitions Diameter
2 26 44 7
3 816 1,848 19
4 58,872 164,784 38
5(*) 7,820,300 25,968,260 59
Table 2
State-space statistics for example DistLock. (*) = For this value of Nprocs, the seeded bug
manifests in 7,955 equivalent states
ated by each of the secondary bounded breadth ﬁrst searches are stored in an array.
After the initial set of random walks and secondary bounded breadth ﬁrst searches
are over and if an error state has not been reached yet, we display to the user the
total number of frontier states generated. The user is then asked to enter the param-
eters for the total number of secondary random walks (V ) and the total steps for
these random walks (W ) for each processor. See Figure 1 for a picture.
Heuristic 4: Initial random walks followed by second set of random walks
from states visited by initial random walks: This heuristic is a special case of
Heuristic 3, with the depth of the secondary bounded breadth ﬁrst searches set to 0,
i.e., we start the secondary random walks from states already visited by the initial
set of random walks (instead of from the frontier states of the secondary BFSs).
This is more space efﬁcient than the previous approach. A comparison of the ef-
fectiveness of this method against the previous method will tell us about the impor-
tance of the bounded breadth ﬁrst searches. It would also be interesting to compare
the state space coverage of this method with that of just running n random walks
for the same number of steps (equivalent to Heuristic 2 with a bounded breadth ﬁrst
search depth of 0).
4 Experimental Results
We select two of the benchmark examples developed at BYU 9 . We call these the
“DeepDense” and “DeepSparse” examples. We use a third example— a distributed
locking protocol derived from the Quarks distributed shared memory system [31]
(called “DistLock” in this paper). Figure 2 gives the state space structure of Deep-
Dense and DeepSparse. A brief description of these examples is as follows.
DeepDense: This consists of two rectangular grid-like state spaces connected through
a single state. Many bugs are sprinkled in the second state space, and none in the
ﬁrst. To reach the bugs, the search has to traverse an expanding region of the ﬁrst
state space, then traverse a converging region, ultimately proceeding through the
constriction represented by a single connecting state before reaching the second
state space. In addition,
• The state space size is 913,951
9 Please see http://lal.cs.byu.edu/
˜
tonga.
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Algorithm No. CPUs Time (Seconds) Network Messages Bug missed?
1 34.74 0 (Sequential run!) no
2 162.27 1,041,374 no
Parallel BFS 5 187.21 2,695,622 no
10 137.63 3,309,198 no
1 5.98 0 4 out of 5 runs were misses
2 11.04 0 2 out of 5 runs were misses
Heuristic 1 5 11.27 0 no
10 11.17 0 no
2 14.36 5,393 1 out of 5 runs were misses
Heuristic 2 5 13.73 17,715 no
10 3.26 8,943 no
2 11.82 8,252 3 out of 5 runs were misses
Heuristic 3 5 9.12 20,382 no
10 6.08 23,203 no
2 6.85 5,433 no
Heuristic 4 5 7.11 21,058 no
10 4.49 26,059 no
Table 3
Results for example DeepDense. Parameters for Heuristic 1: M=1,000,000. Parameters
for Heuristic 2: B=5, N=100,000, S=100, R=10, D=5. Parameters for Heuristic 3: B=5,
N=100,000, S=100, R=10, D=5, V =20,W=1,000,000. Parameters for Heuristic 4: B=5,
N=100,000, S=100, R=0, D=0, V =20,W=1,000,000
• The number of transitions is 7,171,013
• There are 9,621 errors sprinkled at BFS-level 161.
• The diameter of the state graph is 200.
DeepSparse: This example consists of a rapidly expanding grid-structure where
bidirectional moves are possible, with exactly one error state:
• The state space size is 6,765,201 (514, achieved through the use of four mod-
ulo counters that can count 0 through 50)
• The number of transitions is 53,591,004
• There is exactly one bug planted at BFS-level 121.
• The diameter of the state graph is 200.
DistLock: In this example, a collection of processors (Nprocs number of them)
compete for a global lock. Each processor points to a processor that, it thinks,
currently has the lock (“probable owner”). There are protocol rules that move
the lock around and lazily update the probable owner chains. In Table 2, we
tabulate the state-space size, the number of transitions, and the diameter of the
11
Sivaraj and Gopalakrishnan
Algorithm No. CPUs Time (Seconds) Network Messages Bug missed?
1 153.05 0 (Sequential run!) no
2 1,466.26 9,466,219 no
Parallel BFS 5 > 1, 000 > 9M yes (aborted)
10 > 1, 000 > 9M yes (aborted)
1 0 0 5 out of 5 runs were misses
2 3.56 0 3 out of 5 runs were misses
Heuristic 1 5 4.22 0 2 out of 5 runs were misses
10 4.26 0 no
2 0 0 5 out of 5 runs were misses
Heuristic 2 5 1.61 3,191 3 out of 5 runs were misses
10 2.08 8,151 3 out of 5 runs were misses
2 6.01 8,524 3 out of 5 runs were misses
Heuristic 3 5 3.93 14,198 3 out of 5 runs were misses
10 5.00 41,179 no
2 4.17 7,720 2 out of 5 runs were misses
Heuristic 4 5 2.35 13,978 1 out of 5 runs were misses
10 2.71 28,954 no
Table 4
Results for example DeepSparse. Parameters for Heuristic 1: M=1,000,000. Parameters
for Heuristic 2: B=5, N=100,000, S=100, R=10, D=5. Parameters for Heuristic 3: B=5,
N=100,000, S=100, R=10, D=5, V =20,W=1,000,000. Parameters for Heuristic 4: B=5,
N=1,00,000, S=100, R=0, D=0, V =20,W=1,000,000
state graph for various values of Nprocs.
We now report our results under various heuristics for these three examples.
While we need to run far more examples to draw conclusions, here is an overview
of what we have run so far:
• We ran ‘plain’ parallel BFS plus four heuristics on DeepSparse and Deep-
Dense. We ran Heuristic 1 on DistLock for Nprocs = 6 and 7.
• Each particular run was run using 2 nodes, 5 nodes, and 10 nodes (and in some
cases also on 1 node)
• Each run was repeated 5 times and the average results are reported
• In repeating 5 times, sometimes we “miss” the error, and these are separately
noted
Even such modest-scale experiments represent approximately 5× 3× 3× 5 = 225
different parallel model-checking experiments. Once we obtain dedicated access
to machine clusters (which are always on high demand), we hope to run larger
experiments on more processors through automated scripts.
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Heuristic 1. Nprocs = 6,
M = 1,000,000
No. CPUs Time (Seconds) Network Messages Bug missed?
1 4.8 0 no
2 4.85 0 no
5 1.05 0 no
10 0.92 0 no
Heuristic 1. Nprocs = 7,
M = 1,000,000
1 52.88 0 2 out of 5 runs were misses
2 35.16 0 3 out of 5 runs were misses
5 11.97 0 no
10 26.86 0 no
Table 5
Results for example DistLock.
50, 50, 50, 50
49, 50, 50, 50 50, 49, 50, 50 50, 50, 49, 50 50, 50, 50, 49
1, 0, 0, 0 0, 1, 0, 0 0, 0, 1, 0 0, 0, 0, 1
0, 0, 0, 0
50, 50, 50, 50
49, 50, 50, 50 50, 49, 50, 50 50, 50, 49, 50 50, 50, 50, 49
     25, 25, 25, 25
0, 1, 0, 0  1, 0, 0, 0 0, 0, 1, 0 0, 0, 0, 1
0, 0, 0, 0
    DeepDense DeepSparse
Fig. 2. State space structure of DeepDense and DeepSparse. The start state is assumed to
be (50,50,50,50) and the constriction for DeepDense is assumed to be (25,25,25,25).
Summary of Results:
• From using parallel BFS to using the heuristics, the vast reduction in the num-
ber of messages exchanged can be seen from Tables 3 and 4.
• The fact that Heuristics 2, 3, and 4 increase the number of messages slightly
(Heuristic 1 does not exchange any messages!) while reducing the number of
bug misses and reducing veriﬁcation times can be seen in both tables.
• In many cases, using Heuristics 3 and 4 either reduces the time taken to ﬁnd
an error state or decreases the number of misses as compared to Heuristics 1
and 2. This shows the efﬁcacy of spawning secondary random walks.
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• Even within one heuristic, increasing the number of processors has the obvi-
ous effect - it either decreases the time to ﬁnd an error state or reduces the
number of misses.
• Heuristic 4 seems to be better than Heuristic 3 (which means that spawning
secondary BFSs does not seem to help much).
• The efﬁcacy of Heuristics 2, 3, and 4 in allowing DeepDense to cross over the
‘state-space constriction’ is seen in Tables 3.
• In Table 5, the fact that all runs ﬁnish quickly forNprocs = 6 is due to hitting
the bug soon (the 1,000,000 RW steps allocated were not fully consumed).
• The low run-time overhead of Heuristic 1 is apparent in its taking lower exe-
cution time even though it may not catch the error.
5 Conclusions
We report our study of several heuristic combinations of distributed random walk
and BFS in the context of enumerative model checkers. Preliminary results from
the industrial site where our tool was installed suggest that our tool can indeed help
reduce the time it takes to detect errors. The reduction, in three instances, was from
hours to minutes.
One glaring drawback of our tool as it exists now is that it does not maintain any
information on paths leading to errors. We believe that this support can be added
with only a modest overhead, along the following lines:
• In each Random-Walk, record every N (say, N = 20) states on the disk.
• When BFS searches are spawned during heuristic combinations of search,
record pertinent details of the BFS.
• When an error is hit, rerun the search guided by the coarse sampling of the
path maintained on the disk. To bridge the gap between the coarse samples,
run a series of N-bounded BFSs.
Error-trail generation will be the focus of our immediate future research. The other
capability we plan to explore is execution based generation of likely invariants.
Full source codes of our tool, including installation instructions, are available
by contacting the authors.
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