We present a coherent approach to recurrence and transience, starting from a version of the Riesz decomposition theorem for superharmonic elements. Our approach allows straightforward proofs of some known results, entails new theorems, and has applications to other aspects of completely positive operators: It leads to a classification of idempotent Markov operators, thereby identifying concretely the Choi-Effros product, which can be introduced on the range of these maps. We obtain an abstract Poisson integral and a representation theorem for idempotent entanglement breaking channels.
Introduction
In the present paper we investigate the long term behavior of discrete time Quantum Markov Processes by characterizing recurrent and transient parts in terms of the corresponding transition operators. In classical probability theory the notions of recurrence and transience provide a fundamental tool in the study of Markov processes. However, due to the lack of points in the state space of a quantum Markov process, these notions do not allow an immediate and unique generalization to the non-commutative situation, and thus their study is still in its infancy.
In the following we present a coherent approach to non-commutative versions of these notions for discrete time quantum Markov processes in terms of the corresponding transition operators, thereby incorporating several partial results scattered around the literature. Inspired by the work of F. Fagnola, R. Rebolledo, and V. Umanità (cf.
[ FR03] , [Fag04] , [Uma06] ) and F. Haag (cf. [Hag02] ) we use notions of classical (probabilistic) potential theory (see, e.g., [Rev75] or [DM83] ) to define potentials, transient projections, and recurrent projections for quantum Markov operators; positive recurrent projections are defined via support projections of stationary normal states of such operators (see, e.g., [EHK78] , [FV82] , [Gro86] , [ Luc95] , [Fag04] , or [Uma06] ).
Different notions of recurrence and transience have been studied, for example, in [AK91] , [Moh05] , [RZ11] , or [GV + 12] .
At the starting point of our approach stands a non-commutative version of the Riesz decomposition theorem, which we put to use several times throughout this paper. After having explored the basic notions of recurrence and transience under various aspects, it turns out that our results have applications to idempotent Markov operators, to the Choi-Effros product (cf. [CE77] ), and to entanglement breaking channels (cf. [Hol98] , [HSR03] ). We also draw a connection between the theory of non-commutative Poisson boundaries (cf. [Izu02] , [Izu04] ) and weak* mean ergodicity (see, e.g., [KN79] ).
The paper is organized as follows: Apart from notation and preliminaries, Section 2 contains a brief revision of classical definitions in their algebraic reformulation. In Section 3 we define potentials, study superharmonic elements and projections, and obtain a version of the Riesz decomposition theorem,which is the starting point of our approach. Finally, we show that the set of superharmonic projections is a complete lattice. Transient projections are defined and investigated in Section 4. In particular, for Markov operators on the algebra B(H ), we obtain various characterizations of such projections.
In Section 5 we direct our attention to recurrent projections and show that superharmonic elements are fixed on recurrent parts. To emphasize the differences to the classical case, we also define skew recurrent projections, which coincide with positive recurrent projections if the considered algebra is commutative. Finally, we employ a theorem of F. Haag to study reformulations of classical criteria for positive recurrence. Section 6 examines the finite dimensional case, where further characterizations of transient projections are obtained.
In Section 7 we apply the previous results to the study of idempotent Markov operators: our analysis of recurrent and transient projections leads to a structure theorem of such maps and allows to put the Choi-Effros product into more concrete terms. Section 8 deals with non-commutative Poisson boundaries and establishes a new characterization of weak* mean ergodic Markov operators, for which we obtain an abstract Poisson integral. We also show that such operators never have null recurrent projections.
Finally, in Section 9 we include an application to entanglement breaking channels. We show that for a Markov operator with Holevo representation any two projections in the fixed space commute, and we determine the idempotent Markov operators which admit a Holevo representation.
Notation and Preliminaries
Throughout this paper H denotes a Hilbert space (with scalar product · , · linear in the first component) and B(H ) the algebra of all bounded linear operators on H . If x ∈ B(H ) is positive, we write x ≥ 0 and we denote by B(H ) + the set of all positive elements. The ideals of all trace class operators and all compact operators in B(H ) are denoted by T (H ) and K (H ), respectively. For x ∈ T (H ) the trace norm is given by x tr := tr( √ x * x). The strong operator topology is referred to as stop. Whenever we discuss infinite sums in B(H ), we consider convergence in this topology. The rank one operators t ξ : H → H : η → η, ξ ξ in B(H ) will appear several times in our discussions. We write 1 H or simply 1 for the identity operator on H .
The set of all normal states on the algebra B(H ), i.e. the set of all linear functionals ϕ, for which there is a (unique) density operator ρ ∈ T (H ) with ρ ≥ 0 and tr(ρ) = 1 such that ϕ(x) = tr(ρx), is denoted by S.
More generally, we consider a von Neumann algebra A ⊆ B(H ), i.e. a *-algebra of operators on H , which is closed in the strong operator topology. We always assume 1 H ∈ A. As for B(H ), the cone of all 0 ≤ x ∈ A is denoted by A + . By S(A) we denote the set of all normal states on A, i.e. the set of all linear functionals ϕ which can be implemented by a density operator ρ ∈ T (H ), which is, however, not unique in this more general case. A normal state ϕ ∈ S(A) is faithful if ϕ(x * x) = 0 implies x = 0. The von Neumann algebra A is called σ-finite if there exists a faithful normal state on A.
For an orthogonal projection p ∈ A its orthogonal complement 1 − p is denoted by p ⊥ .
If P is any set of orthogonal projections in A then {p ∈ P} stands for the supremum of this set, i.e. the smallest projection q ∈ A such that p ≤ q for all p ∈ P. For a bounded increasing net (a i ) i∈I ⊆ A + the supremum i∈I a i is defined likewise. If a is a self-adjoint element in a von Neumann algebra A then supp a denotes its support projection, i.e. the smallest projection p ∈ A such that a = pap. Similarly, for a normal state ϕ on A the support supp ϕ is the smallest projection p ∈ A such that ϕ(x) = ϕ(pxp) for all x ∈ A.
For the mathematical background of these notations we refer to [Mur90] or [Tak02] .
A map T : A → A is positive if T (A + ) ⊆ A + and completely positive if the map Id n ⊗T : M n ⊗ A → M n ⊗ A is positive for every n ∈ N, where Id n is the identity map on M n . If T (1) = 1, it is called unital. Such a map T is normal if T i∈I a i = i∈I T (a i ) for every bounded increasing net (a i ) i∈I ⊆ A + or, equivalently, if ϕ • T is normal for every normal state ϕ. In this case the map S(A) ϕ → ϕ • T ∈ S(A) is denoted by T * and called the pre-adjoint of T . A normal completely positive unital map T on A is called a (quantum) Markov operator. Its fixed space is denoted by
Finally, a positive element a ∈ A + is called subharmonic (w.r.t. T ) if T (a) ≥ a; if, on the other hand, T (a) ≤ a then a is called superharmonic. It is elementary to see that the support of a normal stationary state is subharmonic. Indeed, if ϕ • T = ϕ ∈ S(A) and p := supp ϕ then ϕ( 
(b) Let p ∈ A be a subharmonic projection and
for any x ∈ pAp and n ∈ N.
A Brief Revision of Classical Markov Chains
As a motivation for our approach we introduce classical notions of recurrence and transience and present them in a way that allows us to generalize them. For further details and the corresponding proofs we refer to [Rev75] and [Dur05] .
Let Ω be a discrete state space (finite or countable) and T the transition matrix of a (homogeneous) Markov chain on Ω. In order to distinguish states in Ω from general states on operator algebras we prefer to call elements of Ω "point-states". The probability t (k) ij to get from a point-state i ∈ Ω to j ∈ Ω in k steps is equal to the (i, j)-th entry of T k . The limit
jj can be interpreted as the expected number of visits of the point-state j when the Markov chain starts in j ∈ Ω.
Denoting the probability to ever reach a point-state j when starting from i by ρ ij , we call a point-state j ∈ Ω transient if ρ jj < 1 and recurrent if ρ jj = 1. A point-state j which can be reached from a recurrent point-state i is itself recurrent, i.e. ρ ii = 1 and ρ ij > 0 imply ρ jj = 1. A recurrent point-state j ∈ Ω is called positive recurrent if lim n→∞ We want to reformulate this algebraically. Let ∞ (Ω) be the C * -algebra of all uniformly bounded functions from Ω to C. Then every f ∈ ∞ (Ω) can be identified with a column vector and every finite measure on Ω (regarded as a row vector) is a linear functional on ∞ (Ω). The (normal) states S( ∞ (Ω)) correspond to the probability distributions on Ω. Furthermore, for every point-state i ∈ Ω we obtain a state δ i ∈ S( ∞ (Ω)) with δ i ({j}) = δ ij (Kronecker delta) and each state ψ ∈ S( ∞ (Ω)) can uniquely be written as a (finite or infinite) convex combination of these δ i . If ϕ ∈ S( ∞ (Ω)) is stationary,
i.e. ϕ • T = ϕ, then every i ∈ Ω with ϕ({i}) > 0 is positive recurrent. Hence we have the following 2.3 Theorem. The support of a stationary state is positive recurrent.
Let χ A ∈ ∞ (Ω) be the characteristic function of A ⊆ Ω and set χ i := χ {i} . Then
ij and T k (χ A )(i) describes the probability to hit A in k steps when starting from the point-state i ∈ Ω. We define
, where G(f ) may also attain the value +∞. Then we have G(
ii , hence G(χ A )(i) can be interpreted as expected number of visits to A ⊆ Ω when starting from i ∈ Ω (be it finite or infinite).
If i ∈ Ω is recurrent and 
Thus by a standard argument f can be chosen as a suitable (infinite) weighted sum of χ j , j ∈ A, (cf. the proof of Theorem 4.8). Hence we arrive at the following characterization of transient sets:
2.4 Theorem. A set A ⊆ Ω is transient if and only if there is a positive function f ∈ ∞ (Ω) with G(f ) finite such that A is contained in the support of G(f ).
These are the versions of (positive) recurrence and transience which we will generalize to the non-commutative context.
Potentials and the Riesz Decomposition Theorem
In order to define transient projections in Section 4, we introduce non-commutative potentials (cf. [FR03] , [Fag04] , and [Uma06] ) as a generalization of the classical notion (see, e.g., [Rev75] and [DM83] ). We investigate their relation to superharmonic elements and projections and obtain a non-commutative version of the Riesz decomposition theorem, which will be a key tool in our discussion.
3.1 Definition. Let T : A → A be a Markov operator on a von Neumann algebra
An element y ∈ A + is called potential (for T ) if there exists a T -summable element
(or simply A pot if no confusion can arise) we denote the set of all potentials for T .
is a potential then y is superharmonic and x = y −T (y); in particular, x is uniquely determined. Indeed, since T is normal and the net of partial sums is increasing, we have
In this case x ∈ A + is also called the charge of the potential y ∈ A pot .
In 3.4 Corollary. Let 0 ≤ h ∈ F(T ). If there is a potential y ∈ A pot such that h ≤ y then h = 0.
Proof. Since T is completely positive, we have
3.5 Corollary. The set of potentials A pot ⊆ A + for a Markov operator T : A → A is a norm-closed T -invariant cone.
Proof. It is immediate from Theorem 3.3.(a) that A pot is a T -invariant cone. Let (y j ) j∈N ⊆ A pot be a sequence converging uniformly to y ∈ A + . Then we have
For ε > 0 choose j ∈ N with y − y j < ε 2 . Let ξ ∈ H with ξ ≤ 1 and n 0 ∈ N such that T n (y j )ξ < ε 2 for every n ≥ n 0 . Then we have
Hence y ∈ A pot by Theorem 3.3.(a).
3.6 Remark. Consider A = ∞ (N) and T 0 the left shift on A, i.e.
Then A pot is given by the positive decreasing sequences which converge to zero. Since 1 / ∈ A pot , the cone of potentials cannot be strongly closed.
Furthermore, this example shows that the cone of charges does not need to be closed. Here it is given by the positive elements of 1 (N) ⊆ A.
The following observation can be useful for the computation of potentials.
3.7 Proposition. Let A ⊆ B(H ) be a von Neumann algebra, T : A → A a Markov operator, and N ∈ N. If y ∈ A + is a potential for
is a potential for T .
Note that if x := y − T N (y) is the charge for y with respect to T N then x is also the charge forỹ with respect to T .
Proof. Let y be a potential for T N . By the characterization of potentials of the Riesz decomposition theorem 3.3.(a) it follows that y is superharmonic for T N and stop-lim
i.e.ỹ is superharmonic for T . Hence T n (y) ≤ T n (ỹ) ≤ỹ (n ∈ N), which implies that T n (y) n∈N is bounded. Since the map T is σ-stop-continuous, it is stop-continuous on bounded sets. Therefore, the stop-limit of the sequence T m (T N k (y)) k∈N is zero for each 0 ≤ m ≤ N − 1. Hence T n (y) n∈N can be decomposed into N disjoined subsequences that are stop-convergent to zero. This implies stop-lim n→∞ T n (y) = 0.
3.8 Lemma. Let T : A → A be a Markov operator on a von Neumann algebra A ⊆ B(H ) and let x ∈ A + with support p := supp x. Then supp T (x) = supp T (p).
In particular, if supp x = supp y for x, y ∈ A + then supp T (x) = supp T (y).
Proof. Since supp x = supp(α · x) for every α > 0, we can assume that 0 ≤ x ≤ 1. Let
Conversely, using the spectral theorem let
Then each p k is an orthogonal projection and (p k ) k∈N converges monotonically from below to supp
3.9 Proposition. If T : A → A is a Markov operator and a ∈ A + is superharmonic, i.e. T (a) ≤ a, then its support projection is superharmonic, too.
Proof. Let p := supp a, then we have supp T (p) = supp T (a) ≤ p by Lemma 3.8. Since
In particular, support projections of potentials are superharmonic. This special case is implicitly contained in [FR03, Prop. 4 ].
In general, the support of a potential is not in A pot itself. Compare, however, Proposition 8.5 and the subsequent remarks.
3.10 Theorem. [RZ11] Let T : A → A be a Markov operator on a von Neumann algebra A ⊆ B(H ). Then the set of superharmonic projections is a complete lattice.
Since p is subharmonic if p ⊥ is superharmonic, it follows that the set of subharmonic projections is a complete lattice, too.
Infima of superharmonic projections are easily seen to be superharmonic (see, e.g., [ Luc95] ). Their suprema are superharmonic, too, as was recently shown by Raggio and Zangara by considering faces of normal states (cf. [RZ11] ). In the present approach this appears as an easy consequence of the previous proposition.
Proof. We have to show that for any family (p i ) i∈I ⊆ A of superharmonic projections the supremum p ∨ := i∈I p i and the infimum p ∧ := i∈I p i are both superharmonic.
Let J ⊆ I be a finite subset and p J := i∈J p i = supp i∈J p i . Then T ( i∈J p i ) = i∈J T (p i ) ≤ i∈J p i and by Proposition 3.9 we have
The finite subsets of I are directed by inclusion and, obviously, (p J ) J⊆I finite is an increasing net of orthogonal projections such that p ∨ = i∈I p i = J⊆I finite p J . Hence (T (p J )) J⊆I finite is a bounded increasing net in A + and since T is normal,
Transient Projections
In this section we use potentials to characterize the transient part of an arbitrary von Neumann algebra A ⊆ B(H ) with respect to a Markov operator T : A → A. The second part of this section concentrates on transience on B(H ).
Our notion of transience relies on the following observations.
Lemma. Let T : A → A be a Markov operator on a von Neumann algebra
A ⊆ B(H ) and let y ∈ A pot .
(a) There exists a T -summable elementx ∈ A + such that suppx = supp y.
(b) There is an increasing sequence of T -summable orthogonal projections (p m ) m∈N such that m∈N p m = supp y.
A version of this lemma for continuous semigroups can be deduced from [Uma06] . Since their proof uses the resolvent, we give a proof which is adapted to our discrete situation.
Proof. (a) Let x ∈ A + be the charge of y. Fix 0 < λ < 1 and define
4.2 Theorem. Let A ⊆ B(H ) be a von Neumann algebra, T : A → A a Markov operator, and p ∈ A an orthogonal projection. Then the following statements are equivalent:
(i) There is a family (y i ) i∈I ⊆ A pot of potentials for T such that p ≤ i∈I supp y i .
(ii) There is a family
This is immediate from Lemma 4.1.
(ii)⇒(iii):
Then each y j is a potential and y j ≥ p j and thus supp y j ≥ p j for all j ∈ J. Clearly, the transient projections form a complete lattice. In particular, p Tr is also transient and can be written as Moreover, it is shown in [Uma06, Thm. 8] that if A is σ-finite then p Tr is the support of a potential.
In general a superharmonic projection does not need to be transient. Indeed, 1 ∈ A is always superharmonic, since T (1) = 1. But 1 is not transient whenever there is a stationary normal state ϕ ∈ S(A) as we will see in the next section. For the rest of this section we restrict ourselves to the case A := B(H ). This allows us to provide additional characterizations of transient projections and support projections of potentials. For this we need the following elementary observation, for which we couldn't find a suitable reference.
4.6 Lemma. Let A ⊆ B(H ) be a von Neumann algebra. If (a n ) n∈N0 ⊆ A + is a sequence such that ∞ n=0 a n η, η < ∞ for every η ∈ H then ∞ n=0 a n exists in A + .
Proof. Set s N := N n=0 a n ∈ A + . Then for η ∈ H we have:
M , since the square root is operator monotone. Consequently, for all η ∈ H we have:
Applying the Principle of Uniform Boundedness yields sup
N ) N is a bounded and increasing sequence of elements in A + , which converges strongly to an element b ∈ A + . Therefore, the limit
2 exists by stop-continuity of multiplication on bounded sets.
4.7 Proposition. Let T : B(H ) → B(H ) be a Markov operator and p ∈ B(H ) an orthogonal projection. Then the following statements are equivalent:
(ii) There is a family of unit vectors (ξ j ) j∈J ⊆ H such that pH ⊆ span {ξ j | j ∈ J} and each rank one operator t ξj is T -summable.
(iii) There is a family of unit vectors
Note that condition (iii) is quite close to one of the classical characterizations for transience mentioned in Section 2. For a stronger condition in the finite dimensional case compare Theorem 6.2.
Proof. (i) ⇒ (ii): Since p is transient, there exists a family of T -summable orthogonal projections (p
For each i ∈ I choose an orthogonal basis (ξ j ) j∈Ji for p i H . Set J := i∈I J i then for each j ∈ J there is an i ∈ I with j ∈ J i and (ii) ⇔ (iii): Direct consequence of Lemma 4.6.
In the following theorem we characterize support projections of potentials with separable range. Clearly, these orthogonal projections are transient and by Proposition 3.9 they are superharmonic.
Theorem. Let T : B(H ) → B(H ) be a Markov operator and q ∈ B(H )
an orthogonal projection such that qH is separable. If q is superharmonic then the following statements are equivalent:
(i) There exists a potential y ∈ A pot such that q = supp y.
(ii) There is an orthonormal basis (ξ j ) j∈J for qH such that each rank one operator t ξj is T -summable.
(iii) There is an orthonormal basis (ξ j ) j∈J for qH such that
The implications (i) ⇒ (ii) ⇔ (iii) hold without the assumption of qH being separable.
Proof. (i) ⇒ (ii): By Lemma 4.1 there is an increasing sequence (q m ) m∈N of T -summable orthogonal projections such that m∈N q m = q. For each m ≥ 1 choose an orthonormal basis (ξ i ) i∈Im+1 for (q m+1 − q m )H ⊆ q m+1 H and (ξ i ) i∈I1 for q 1 H . Let I := m∈N I m then (ξ i ) i∈I is an orthonormal basis for qH . Since each t ξi ≤ q m for some m ∈ N and ∞ n=0 T n (q m ) exists in A + , the same holds true for
(ii) ⇒ (iii): Trivial.
(iii) ⇒ (i): Let (ξ j ) j∈J be an orthonormal basis for qH having the above properties. Then J is finite or countable (since qH is separable) and we can assume that J = {1, 2, . . . , m} or J = {1, 2, 3, . . .}, respectively.
Hence defining y j := ∞ n=0 T n (t ξj ) we can find a sequence (a j ) j∈J ⊆ ]0, 1[ such that a j y j < 1 2 j for every j ∈ J. Thus for all η ∈ H with η ≤ 1 we have:
This allows us to swap the above limits and T being normal, we obtain for all η ∈ H :
If we define x := j∈J a j t ξj then x ≥ 0 and q = supp x. Applying Lemma 4.6 again we see that y :=
On the other hand, since q is superharmonic, we have supp y = supp
In addition to Proposition 4.7 and Theorem 4.8 we find the following sufficient conditions for an arbitrary orthogonal projection p ∈ B(H ) to be transient.
4.9 Corollary. Let T : B(H ) → B(H ) be a Markov operator and p ∈ B(H ) an orthogonal projection. The following are sufficient conditions for p to be transient:
(i) For all ξ ∈ pH the rank one operator t ξ is T -summable.
(ii) There exists an orthonormal basis (ξ i ) i∈I for pH such that each rank one operator t ξj is T -summable.
Proof. Obviously, (ii) is a direct consequence of (i). If condition (ii) is satisfied p is transient by 4.7.
(ii), since pH = span {ξ i | i ∈ I}.
The following example disproves some further possible conjectures.
4.10 Example. Consider the Hilbert space H := L 2 ([0, 2π]) and let e n ∈ H be given by e n (s) := e ins , s ∈ [0, 2π]. Then (e n ) n∈Z is an orthonormal basis for H .
Since ∞ n=0 t e k−n = 1 for every k ∈ N, this sum converges to a bounded operator y on H . Note that supp y ≥ supp x = ∞ k=1 t e k and supp y ≥ 
since f g, e n = f g, e n = f g, e −n for all n ∈ Z. Hence
Furthermore, f g(n) := f g, e n is the nth
This example shows:
(1) If y ∈ A pot and q := supp y such that qH is separable then by Theorem 4.8 there is always an orthonormal basis (ξ i ) i∈I of qH such that each t ξi is T -summable, but this does not exclude the existence of a vector ξ ∈ qH for which t ξ is not T -summable. In particular, Condition (i) of Corollary 4.9 is no necessary condition.
(2) Unlike the classical situation it might happen that there is no vector ξ = 0 in the range of a transient projection p such that the corresponding rank one operator t ξ is T -summable: In the above example p := 1 f 2 t f is a transient projection with range pH = {λf | λ ∈ C} but t f is not T -summable. In particular, even Condition (ii) of Corollary 4.9 is not a necessary condition.
(3) We also see that
Recurrent Projections
After treating transient projections, we examine the recurrent part of the algebra now.
5.1 Definition. Let A ⊆ B(H ) be a von Neumann algebra and T : A → A a Markov operator. We call an orthogonal projection p ∈ A
• recurrent (w.r.t.
• positive recurrent (w.r.t. T ) if there is a family of stationary normal states (ϕ i ) i∈I on A such that p ≤ i∈I (supp ϕ i ),
• skew recurrent (w.r.t. T ) if there is a family of stationary normal states (ψ i ) i∈I on A which is faithful on pAp.
Furthermore, we define the maximal positive recurrent projection as the supremum of all positive recurrent projections and denote it by p R (T ) (or p R for short).
For commutative A the notions of positive recurrence and skew recurrence coincide. However, this is no longer true for general non-commutative algebras (cf. Example 5.8).
Clearly, the positive recurrent projections form a complete lattice. In particular, p R is positive recurrent, too, and can be written as:
5.2 Remark. By Theorem 3.10 the maximal positive recurrent projection p R is subharmonic, i.e. T (p R ) ≥ p R .
Proposition. [Uma06]
(a) The maximal positive recurrent projection p R is recurrent, i.e. p R ≤ p ⊥ Tr .
(b) If A is σ-finite then p R is the support of a stationary normal state ϕ ∈ S(A).
For convenience we include the short proof.
Proof. (a) Let y ∈ A pot be a potential with charge x := y − T (y) and ϕ ∈ S(A) a stationary normal state, then
Therefore, ϕ(x) = 0 = ϕ(y) which implies supp y ≤ (supp ϕ) ⊥ . Since this holds for every stationary normal state ϕ ∈ S(A) and since p Tr coincides with the supremum of the support projections of all potentials y ∈ A pot , it follows that
(b) By definition there is a family (ϕ i ) i∈I ⊆ S(A) of stationary normal states such that p R = i∈I (supp ϕ i ). Choose a well-ordering on I and for j ∈ I set q j := i j (supp ϕ i ) − i j (supp ϕ i ). Then (q j ) j∈I is a family of mutually orthogonal projections. Since A is σ-finite, the set I 0 := {j ∈ I | q j = 0} ⊆ I is at most countable and p R = j∈I q j = j∈I0 q j = i∈I0 (supp ϕ i ). If I is finite, we set ϕ := 1 |I| i∈I ϕ i . Otherwise, we identify I 0 with N and define ϕ := i∈N 2 −i ϕ i to obtain the desired state.
From 5.3.(a) follows that every positive recurrent projection is also recurrent and an orthogonal projection A p ≤ p ⊥ R cannot be skew recurrent.
5.4 Definition. We call p R0 := 1 − (p Tr + p R ) the maximal null recurrent projection and every orthogonal projection p ≤ p R0 is said to be null recurrent.
In the classical setting, by the so called Hopf decomposition, superharmonic elements are fixed on recurrent parts (see, e.g., [Kre85, Thm. 3.1.3]). In the non-commutative situation an analogous statement clearly holds on positive recurrent parts. The following theorem shows that this remains true on the entire recurrent part.
5.5 Theorem. Let A ⊆ B(H ) be a von Neumann algebra, T : A → A a Markov operator, and p ∈ A an orthogonal projection. Then the following statements are equivalent:
(ii) For all a ∈ A + with T (a) ≤ a we have pT (a)p = pap.
Proof
Conversely, assume that p ≤ p Now we investigate the relation between skew recurrence and (positive) recurrence.
5.7 Proposition. Let T : A → A be a Markov operator.
(a) For an orthogonal projection p ∈ A the following statements are equivalent:
(b) Every positive recurrent projection is also skew recurrent.
Proof. (i)⇒(ii):
Let q := p ∧ p ⊥ R and (ψ i ) i∈I ∈ S(A) as in Definition 5.1. Then q ∈ pAp and ψ i (q) = ψ i (p R qp R ) = 0 for all i ∈ I. Since (ψ i ) i∈I is faithful on pAp, it follows that q = 0.
(ii)⇒(i): Suppose p is not skew recurrent. Then there exists an orthogonal projection 0 = r ≤ p such that ϕ(r) = 0 for all stationary normal states ϕ ∈ S(A), i.e. r ≤ (supp ϕ)
(b) Let p be positive recurrent. Then there is a family (ϕ i ) i∈I ∈ S(A) of stationary normal states such that p ≤ i∈I (supp ϕ i ) =: q. Since (ϕ i ) i∈I is faithful on qAq, it is faithful on pAp.
The next example shows, that the converse of (b) does not hold: There are skew recurrent projections which are not (positive) recurrent.
Example.
Let A := M 2 (C) and let (e ij ) i,j∈{1,2} be the canonical system of matrix units. Then ϕ := tr(e 22 · ) is a normal state and T :
x → e * 21 xe 21 + e * 22 xe 22 = ϕ(x)1 is completely positive with T (1) = 1.
If we set p := e 11 then T (p) = 0 and For such operators we obtain another characterization of skew recurrence, which is equivalent to a well-known classical characterization of positive recurrence. In order to prove this, we need the following result, which also provides a criterion for the existence of a stationary normal state. It was proven by Haag in his diploma theses [Hag02] . Since it is not publicly available, we also include its proof.
5.9 Theorem. [Hag02, Thm. 2.1.6] Let T : B(H ) → B(H ) be a Markov operator such that T (K (H )) ⊆ K (H ) and let ξ ∈ H . Then the following statements are equivalent:
(ii) There exists a stationary normal state ϕ such that ϕ(t ξ ) = 0.
Proof. Let ξ = 1 and define ϕ ξ := · ξ, ξ = tr(t ξ · ) ∈ S. Then for a ∈ B(H ) we have ϕ ξ (T n (a)) = T n (a)ξ, ξ = tr (t ξ T n (a)) = tr (T n * (t ξ ) a), where T * : T (H ) → T (H ) is the pre-adjoint of T regarded as a map on the trace class operators. Let S N := 1 N N −1 n=0 T n * and σ N := S N (t ξ ) for N ∈ N. Then σ N ∈ T (H ) and tr(σ N t ξ ) =
We can assume that (tr(σ N t ξ )) N ∈N ⊆ R is convergent (otherwise we could use a convergent subsequence). Hence by assumption we have α := lim N →∞ tr(σ N t ξ ) > 0.
Since t ξ ∈ T (H ) 1 := {t ∈ T (H ) | t tr ≤ 1} and T * is a contraction, we have
Hence there is a subnet (σ N λ ) λ∈Λ of (σ N ) N ∈N ⊆ T (H ) 1 and an element˜ ∈ T (H ) 1 such that tr(˜ c) = lim λ tr(σ N λ c) for all compact operators c ∈ K (H ).
For every λ ∈ Λ the operator σ N λ is positive and by our assumption tr(˜ t ξ ) = lim λ tr(σ N λ t ξ ) = α > 0. Therefore, we have˜ 0 and hence ϕ := tr( · ) with :=˜ ˜ tr is a normal state and ϕ(t ξ ) = α ˜ tr > 0. Furthermore, for all c ∈ K (H ) we conclude from the compactness of T (c) that
This implies T * ( ) = , since K (H ) is separating for T (H ). Hence ϕ is a stationary normal state with ϕ(t ξ ) = 0. T n (t ξ )ξ, ξ = 0. Let ϕ = tr( · ) be a stationary normal state with ϕ(t ξ ) = tr( t ξ ) = 0. Since T * ( ) = and t ξ is an orthogonal projection,
Using the Cauchy-Schwarz inequality we obtain that
and similarly tr t ξ S N (t ξ t ⊥ ξ ) 2 are both majorized by
Using that t ξ xt ξ = ϕ ξ (x)t ξ for every x ∈ B(H ), we see that tr t ξ S N (t ξ t ξ ) =
.
ξ there is an n 1 ∈ N such that tr t ξ T n1 * ( 1 ) ≥ 1 2 tr(t ξ ) and similarly to Equation ( * ) it follows that
Hence tr(t ξ ) = lim N →∞ tr t ξ S N (T n1 * ( 1 )) . But now we can repeat the steps above for T n1 * ( 1 ) to see that tr(t ξ ) = lim N →∞ tr t ξ S N (t
, we obtain an n 2 ∈ N such that tr t ξ T n2 * ( 2 ) ≥ 1 2 tr(t ξ ). Continuing in this fashion, we obtain a recursively defined sequence
But since T (1) = 1 and x tr = tr(x) for every 0 ≤ x ∈ T (H ), we have
Hence 0 ≤ i+1 tr ≤ i tr − 1 2 tr(t ξ ) for all i ∈ N. But this is not possible.
We note that we did not make use of the invariance of the set of compact operators in the proof of the implication (ii) ⇒ (i). (i) p is skew recurrent, i.e. there exists a family of stationary normal states (ψ i ) i∈I ⊆ S(A) which is faithful on pB(H )p.
Corollary. Let T : B(H ) → B(H ) be a Markov operator on B(H ) that satisfies T (K (H )) ⊆ K (H ).
(ii) For all ξ ∈ pH we have: lim sup
Hence there is an i ∈ I such that ψ i (t ξ ) > 0 and Theorem 5.9 implies lim sup N →∞ We have already seen that skew recurrent projections are not necessarily recurrent. This is different to the classical situation, where Corollary 5.10.(ii) provides a criterion for positive recurrence.
As an illustration of our notions of positive recurrence and transience we discuss as an example a *-automorphism on B(H ).
5.11 Example. Let T : B(H ) → B(H ) be a *-automorphism. Then there is a unitary u ∈ B(H ) such that T (x) = u * xu for all x ∈ B(H ) and we denote by σ(u) ⊆ T := {ζ ∈ C | |ζ| = 1} ⊆ C the spectrum of u.
For simplicity we assume that u admits a cyclic vector ξ ∈ H . It induces a spectral measure µ on T, which is in fact supported by σ(u). By the Spectral Theorem we may identify H with L 2 (T, µ), u with the multiplication operator M Id which is given
, z ∈ T, and ξ with the constant function
The von Neumann subalgebra of B(H ) generated by u, as well as its commutant, may both be identified with L ∞ (T, µ), where a function
is identified with the corresponding multiplication operator on L 2 (T, µ) (cf. also Example 4.10).
The spectral measure µ can be uniquely decomposed into µ = µ pp + µ ac + µ sc , where µ pp , µ ac , and µ sc denote its pure point, absolutely continuous, and singular continuous part, respectively. Correspondingly, there are three mutually orthogonal projections p pp , p ac , and p sc in L
and p sc u have pure point, absolutely continuous, and singular continuous spectrum, respectively.
Clearly, T admits a stationary normal state ϕ if and only if its corresponding density operator ρ ∈ T (H ) commutes with u, hence is contained in L ∞ (T, µ). Since ρ is a compact operator, this implies ρ ∈ p pp L ∞ (T, µ). It easily follows that the maximal positive recurrent projection p R of T is given by p pp .
On the other hand, we show that whenever p ac = 1 then for the maximal transient projection p Tr we have p Tr = 1 (hence, in general, we have p ac ≤ p Tr ): Let µ be absolutely continuous with respect to the Lebesgue measure λ on T. Then µ has a density f ∈ L 1 (T, λ) with respect to λ. For any l ∈ N let A l := {z ∈ T | |f (z)| ≤ l}
For k ∈ Z we define the function e k on T by e k (z) := z k for z ∈ T and we let e k,l := χ l e k (k ∈ Z, l ∈ N). Then (M * Id ) n e k = e k−n and for every g ∈ L 2 (T, µ) we have
Since χ l f g ∈ L 2 (T, λ) and χ l f g, e m is the mth Fourier coefficient of χ l f g we obtain for all k ∈ Z, l ∈ N and all g ∈ L 2 (T, µ):
Hence each t e k,l is T -summable by Lemma 4.6. Finally, since lim l→∞ e k,l = e k for all k ∈ Z, the set {e k,l | k ∈ Z, l ∈ N} is total in H and Proposition 4.7 implies p Tr = 1.
The Finite Dimensional Case
In the finite dimensional case the Markov-Kakutani Theorem ensures the existence of a stationary state for any Markov operator. Therefore, we have p R = 0, hence A version of the next result is also contained in [Uma06] as Lemma 7. However, the proof there seems to lack the final argument.
6.1 Lemma. Let A ⊆ B(H ) be a finite dimensional von Neumann algebra and 
Hence T n (p ⊥ R ) n∈N is (norm-)convergent to zero and there is an n 0 ∈ N such that
In particular, in the finite dimensional setting lim n→∞ T n (p R ) = 1 always holds.
From the previous lemma we can deduce several equivalent characterizations for transient projections.
6.2 Theorem. Let A ⊆ B(H ) be a finite dimensional von Neumann algebra and T : A → A a Markov operator. Then for an orthogonal projection p ∈ A the following statements are equivalent:
(1) p is transient.
(2) p is T -summable, i.e.
(4) For every stationary state ϕ ∈ S(A) we have ϕ(p) = 0.
(5) There is an element y ∈ A pot such that p ≤ supp y.
If A = B(H ) and (ξ i ) i∈I an orthonormal basis for pH then these statements are equivalent to the following ones: Hence p ≤ p ⊥ R and applying Lemma 6.1 we have y :
clearly, p ≤ supp y.
(5)⇒(2): Since p ≤ p Tr , Lemma 6.1 yields
(2)⇒(6)⇒(7)⇒(8)⇒(9): Trivial.
(9)⇒(4): Let ϕ ∈ S be a stationary state. By Theorem 5.9 we have ϕ(t ξi ) = 0 for all i ∈ I. Since p = i∈I t ξi this yields ϕ(p) = i∈I ϕ(t ξi ) = 0.
Idempotent Markov Operators
For a general unital completely positive projection P on a C*-Algebra A, Choi and Effros have shown in [CE77, Thm. 3.1] that P (A) can be turned into a C * -algebra if a new multiplication a b := P (ab) is introduced on P (A). In general, no further information about the structure of such maps seems to be available in the literature.
For a normal such map, i.e. an idempotent Markov operator P on a von Neumann algebra A ⊆ B(H ), we obtain a complete description of its structure. In particular, this will allow us to retrieve the Choi-Effros multiplication for such maps, thereby putting it into concrete terms.
Thus consider an idempotent Markov operator P : A → A. Denote as above by p R and p Tr the maximal positive recurrent projection and the maximal transient projection for P , respectively, and set A R := p R Ap R and A Tr := p Tr Ap Tr .
If p R = 1 or, equivalently, if there is a faithful family of stationary normal states then it is well-known (cf. [KN79, Thm. 2.4]) that P (A) is a von Neumann subalgebra and P is a faithful normal conditional expectation from A onto P (A). If p R = 1 this does no longer need to be the case. As an example, let ϕ ∈ S(A) be some normal state on A with support projection p = 1 and set P (x) := pxp + ϕ(x) p ⊥ .
Remember that a conditional expectation Q is called faithful if Q(x * x) = 0 implies
7.1 Theorem. Let P : A → A be a Markov operator on a von Neumann algebra A ⊆ B(H ) with p R = 1. Then the following conditions are equivalent:
(i) P is idempotent, i.e. P 2 = P .
(ii) There is a faithful normal conditional expectation Q : A R → A R and a completely positive unital normal map S : Q(A R ) → A Tr such that
In this case
This establishes a biunique correspondence between idempotent Markov operators on
A with maximal positive recurrent projection p R = 1 and pairs (Q, S) where Q is a faithful normal conditional expectation on A R and S : Q(A R ) → A Tr a completely positive unital normal map. Moreover, P is a conditional expectation if and only if S is a *-homomorphism.
For a normal state ψ ∈ S(A) with ψ(p R ) = 1 we denote its restriction ψ| AR ∈ S(A R ) by ψ again.
Proof. (i)⇒(ii):
Since ψ • P is a stationary normal state for every ψ ∈ S(A), we may write
Hence ψ(P (x)) = ψ(P (p R xp R )) for all x ∈ A and ψ ∈ S(A). This implies P (x) = P (p R xp R ) for every x ∈ A and P (x * x) = 0 if and only if p R x * xp R = 0,
The support projection of a normal unital positive projection on a JW-algebra has already been examined by Effros and Størmer: [ES79, Lem. 1.2.(2)] implies that p R commutes with all self adjoint elements in the range of P and thus with all elements in P (A). It follows that for all x ∈ A we have
Then Q is normal, completely positive, and unital. Furthermore, Q is idempotent, since p R is the support projection of P and hence for every x ∈ A R we obtain
Finally, if ϕ ∈ S(A) is stationary for P then ϕ is stationary for Q, too, since supp ϕ ≤ p R and for every x ∈ A R we have
Hence Q has a faithful family of stationary normal states. Thus we infer from [KN79, Thm. 2.4] that Q is a faithful normal conditional expectation onto the von Neumann subalgebra
Then S is normal, completely positive, and unital. Summing up, for x ∈ A we have:
(ii)⇒(i): We have to check that P is idempotent. Since p R S(Q(p R xp R ))p R = 0, we obtain for x ∈ A:
Clearly, this correspondence is biunique.
It remains to prove the last assertion. An idempotent Markov operator P is a conditional expectation if and only if P (A) is multiplicatively closed. For each x ∈ A set
If S is a *-homomorphism then for x, y ∈ A we have
On the other hand, if S is not multiplicative then there are
i.e. P (x Q )P (y Q ) =x / ∈ P (A). Hence P (A) is not multiplicatively closed.
7.2 Corollary. (Choi-Effros product) Let P : A → A be an idempotent Markov operator on a von Neumann algebra A ⊆ B(H ). Then P (A) becomes an abstract von Neumann algebra with the new product x y := P (xy) for x, y ∈ P (A) while the involution and Banach space structure are inherited from A. Moreover, the map P | Q(AR) is a *-isomorphism from p R P (A)p R = Q(A R ) to (P (A), ).
Proof. As in the proof of Theorem 7.1 set x Q := Q(p R xp R ) for x ∈ A. Then x Q and S(x Q ) have orthogonal support projections and, as a vector space, P (A) = {x Q + S(x Q ) | x ∈ A} is isomorphic to the graph of S and thus to Q(A R ). Employing our structure theorem for P , we obtain for x, y ∈ P (A) more explicitly:
Hence the Choi-Effros product corresponds to the original one on Q(A R ). Therefore, it is associative. As in [CE77] we easily see that the norm is submultiplicative for this product and satisfies the C * -property by using the corresponding properties for the original product and the Kadison-Schwarz inequality. Since P is idempotent and normal, its range (P (A), ) is a weak*-closed *-algebra. This implies that P (A) has a predual and, therefore, becomes an abstract von Neumann algebra by a well-known theorem of Sakai.
The main work of Choi and Effros in [CE77] goes into showing that this product is associative. In our setting this follows more easily, since we have identified the Choi-Effros multiplication with the usual multiplication on Q(A R ) = p R P (A)p R . As pointed out to us by Izumi, another characterization of the Choi-Effros product was given by Arveson: He interpreted the Choi-Effros product as the usual multiplication on the fixed point algebra of a minimal dilation of T (cf. [Izu12] ).
For convenience we collect some consequences which follow immediately from the proof of Theorem 7.1.
7.3 Corollary. Let P 2 = P : A → A be a Markov operator on some von Neumann algebra A ⊆ B(H ) with a decomposition as in Theorem 7.1.
(a) There exists no null recurrent part, i.e. p R + p Tr = 1.
(b) Any transient projection is mapped to zero. In particular, P (p Tr ) = 0.
(c) The maximal positive recurrent projection p R is the support projection (supp P ) of P , i.e. P (x) = P (p R xp R ) = P (p R xp R p R ) = P (xp R ) = P (p R x) for all x ∈ A, and P (x * x) = 0 if and only if p R x * xp R = 0.
(d) The range of P is a sum of the transient part and the positive recurrent part:
(e) For x ∈ Q(A R ) = p R P (A)p R we have P (x) = x + S(x) ∈ P (A).
As an illustration of such a decomposition, we include the following classical example (cf. also Example 9.4).
Example.
Let Ω be a state space with three points and let P := If T : A → A is any Markov operator on a von Neumann algebra A ⊆ B(H ) then there is a (not necessarily normal) projection P in the pointwise weak*-closure of the convex hull co {T n | n ∈ N} satisfying T P = P T = P = P 2 (see, e.g., [ES79] ). This implies P (A) = F(T ) and following [ Luc95] we call such P an ergodic projection. Even though P may not be normal we define p R (P ) as in Definition 5.1.
8.1 Lemma. Let T : A → A be a Markov operator on a von Neumann algebra A ⊆ B(H ) and P an ergodic projection for T . Then the maximal positive recurrent projections for T and P coincide, i.e. p R (T ) = p R (P ).
Proof. Let (Φ α ) be a net in co {T n | n ∈ N} converging in the pointwise weak*-topology to an ergodic projection P and let ϕ ∈ S(A).
If there exists a normal ergodic projection for T then this is the only ergodic projection and T is called weak* mean ergodic (cf. [KN79] ). As in Section 7 we abbreviate p R Ap R by A R .
Proposition. [ Luc95] Let T : A → A be a Markov operator on a von Neumann algebra A ⊆ B(H ).
(a) The map T R : A R → A R : x → p R T (x)p R admits a faithful family of stationary normal states. In particular, T R is weak* mean ergodic.
is a von Neumann algebra acting on the Hilbert space p R H .
This result is already contained in [ Luc95, Thm. 3, Cor. 4] for arbitrary semigroups of positive (but not necessarily completely positive) contractions. For convenience we will give a proof which is adapted to our situation.
Proof. The map T R is normal and completely positive and it is unital, since
Let (ϕ i ) i∈I ⊆ S(A) be a family of stationary normal states for T such that p R = i∈I supp ϕ i . Then (ϕ i ) i∈I is faithful on A R and each ϕ i is stationary for T R , because
for all x ∈ A R . This allows us to apply [KN79, Thm. 2.4] to obtain that T R is weak* mean ergodic and that F(T R ) = {x ∈ A R | T R (x) = x} is a von Neumann subalgebra of A R .
n (y)p R and thus y = p R Φ(y)p R for all Φ ∈ co {T n | n ∈ N}. Let P : A → A be an ergodic projection for T and (Φ α ) a net in co {T n | n ∈ N} converging to P in the pointwise weak*-topology.
Defining x := P (y) we have T (x) = x and
The set of fixed points of a Markov operator T can be turned into an abstract von Neumann algebra by using the Choi-Effros product w.r.t. an ergodic projection P (cf. Section 7). This result was already proven by Effros and Størmer in the context of positive operators on JW-algebras [ES79, Cor. 1.6]. More recently, this structure was studied and identified as non-commutative Poisson boundary in [Izu02] and [Izu04] (cf. also [Arv04] ).
8.3 Theorem. Let T : A → A be a Markov operator on a von Neumann algebra A ⊆ B(H ) and let p R be its maximal positive recurrent projection. Then the following statements are equivalent:
(i) T is weak* mean ergodic.
(ii) There is an ergodic projection P such that P (p R ) = 1.
(iv) There is an ergodic projection P such that the map
is a *-isomorphism, where a b := P (ab) denotes the corresponding Choi-Effros product.
In particular, the Poisson boundary (F(T ), ) of a weak* mean ergodic Markov operator T can be faithfully represented on the Hilbert space p R H . More precisely, the von Neumann algebra p R F(T )p R is a concrete realization of (F(T ), ), as Izumi calls it (cf. [Izu04, Def. 3.4]), if and only if T is weak* mean ergodic.
Proof. (i)⇒(ii): Let P be the (unique) normal ergodic projection for T . Then ϕ • P is a stationary normal state (for T ) for every ϕ ∈ S(A) and hence supp(ϕ • P ) ≤ p R . Therefore, we have ϕ(P (p R )) = ϕ(P (1)) for all ϕ ∈ S(A), which implies
(ii)⇒(iii): By assumption we have P (p ⊥ R ) = 0. Let a ∈ A then the Kadison-Schwarz inequality implies
Hence P (a p ⊥ R ) = 0 and, analogously, P (p ⊥ R a) = 0. It follows that for x ∈ F(T )
and, therefore, the linear map
We show that the stationary normal linear functionals separate the points of
for all a ∈ A. Hence ϕ is a stationary normal linear functional for T and ϕ(x) =φ(p R xp R ) = 0.
(i)⇒(iv): If T is weak* mean ergodic then there is a unique normal ergodic projection P . By Corollary 7.2 it follows that J T :
Luczak has already proven the equivalence of (i) and (ii) in [ Luc95, Thm. 5], where he gave a different proof. The equivalence of (i) and (iii) is implicitly contained in [FV82] .
As in the classical situation the operator J T defined in Condition (iv) extends elements of the Poisson boundary uniquely to an element of the fixed space of the Markov operator. Therefore, for a weak* mean ergodic Markov operator T we may view
as a non-commutative or abstract Poisson Integral, where S comes from the decomposition of the normal ergodic projection P (cf. Theorem 7.1).
The following example shows that it is not enough to require the existence of an arbitrary *-isomorphism from p R F(T )p R to (F(T ), ) to ensure that a Markov operator T is weak* mean ergodic, i.e. Condition 8.3.(iv) cannot be weakened in this way.
Example. Let
we define a Markov operator T : A → A by
Then p R = χ (−N) , since there are no normal stationary states for the shift T 0 (cf. Remark 3.6). Furthermore, we have
already is a subalgebra, the Choi-Effros product coincides with the usual one. Using the Riesz decomposition theorem (3.3) and Corollary 3.4 we conclude that the support projection of every potential for a weak * mean ergodic Markov operator is a potential, too.
Entanglement Breaking Channels
As another application of our theory we consider entanglement breaking channels (see [Hol98] , [HSR03] , [Rus03] , or [Arv08] ).
9.1 Definition. Let A ⊆ B(H ) be a von Neumann algebra and T : A → A a Markov operator. If there are ϕ 1 , . . . , ϕ n ∈ S(A) and a 1 , . . . , a n ∈ A + with
then we call (9.2) a Holevo representation for T . Note that being of finite rank, a Markov operator T : A → A with Holevo representation is automatically weak* mean ergodic.
9.3 Theorem. Let T : A → A be a Markov operator with Holevo representation. Then any two orthogonal projections in the fixed space F(T ) commute. Moreover, p R F(T )p R is a finite dimensional commutative von Neumann subalgebra of A R = p R Ap R .
Arbitrary elements of the fixed space F(T ) do not need to commute (see Example 9.4 below) even though F(T ) is a commutative von Neumann algebra w.r.t. the Choi-Effros product, being isomorphic to p R F(T )p R (cf. Theorem 8.3).
Proof. As first step we show that for p * = p 2 = p ∈ F(T ) there is a subset J p ⊆ {1, . . . , n} such that p = i∈Jp a i and pa i = a i p for all 1 ≤ i ≤ n. The first assertion is an immediate consequence of this fact.
Define J p := {1 ≤ i ≤ n | ϕ i (p) = 0} then p = T (p) = i∈Jp ϕ i (p)a i . Hence a i ≤ supp a i ≤ p and thus pa i = a i = a i p for i ∈ J p . Together with n i=1 a i = 1 this implies i∈Jp a i ≤ p = i∈Jp ϕ i (p)a i from which ϕ i (p) = 1 for i ∈ J p follows, i.e. p = i∈Jp a i . Setting J p ⊥ := {1 ≤ i ≤ n | ϕ i (p) = 0} it follows that p ⊥ = i∈J p ⊥ a i .
Hence p also commutes with all a i , i ∈ J p ⊥ .
Let T R : A R → A R : x → p R T (x)p R as in Proposition 8.2. Then T R (x) = p R T (x)p R = n i=1 ϕ i (x)p R a i p R for x ∈ A R . Hence T R has a Holevo representation, too, and any two orthogonal projections of F(T R ) commute. Since F(T R ) = p R F(T )p R is a von Neumann subalgebra of A R and since a von Neumann algebra is generated by its projections, this completes the proof.
9.4 Example. Let A := M 5 (C) and let (e ij ) 1≤i,j≤5 be the canonical system of matrix units. Set ϕ 1 := tr(e 11 · ), ϕ 2 := tr(e 22 · ), and ϕ 3 := tr(e 33 · ), as well as Then P : M 5 (C) → M 5 (C) : x → ϕ 1 (x)a 1 + ϕ 2 (x)a 2 + ϕ 3 (x)a 3 is an idempotent Markov operator in Holevo representation. Note that F(P ) = P (A) = span {a 1 , a 2 , a 3 } contains no orthogonal projections except for 0 and 1. Obviously, the states ϕ 1 , ϕ 2 , and ϕ 3 are stationary and p R = 3 i=1 supp ϕ i = e 11 + e 22 + e 33 . Hence as an algebra p R F(P )p R ∼ = C 3 but neither a 1 and a 2 , nor a 1 and a 3 , nor a 2 and a 3 do commute.
However, the Choi-Effros product turns the elements a 1 , a 2 , and a 3 into orthogonal projections which are mutually orthogonal.
For a Markov operator which is idempotent we have a converse of Theorem 9.3.
9.5 Theorem. Let A ⊆ B(H ) be a von Neumann algebra and P 2 = P : A → A a Markov operator such that p R P (A)p R is finite dimensional and commutative. Then P has a Holevo representation and a 1 , . . . , a n ∈ A + and ϕ 1 , . . . , ϕ n ∈ S(A) can be chosen linearly independent.
Proof. Let P have a decomposition as in Theorem 7.1 and let p 1 , . . . , p n be a family of minimal mutually orthogonal projections generating p R P (A)p R = Q(A R ). Then for each 1 ≤ i ≤ n there is is normal state ϕ i ∈ S(A) such that p i Q(p R xp R )p i = p i P (x)p i = ϕ i (x)p i for all x ∈ A.
Moreover, ϕ i (x)p i = p i Q(p R xp R )p i = p i Q(p i xp i )p i = ϕ i (p i xp i )p i for all x ∈ A, because Q is a conditional expectation. Hence supp ϕ i ≤ p i ≤ p R , in particular, ϕ 1 , . . . , ϕ n are linearly independent. Furthermore, for x ∈ A R we have
Let b i := S(Q(p i )) = S(p i ), where S comes from the decomposition of P , and set a i := p i + b i = P (p i ). Obviously, a 1 , . . . , a n are linearly independent and
If P is already a conditional expectation such that P (A) is commutative then P ⊗ Id projects onto P (A)⊗M n . Since every state on this algebra is separable, such a P is entanglement breaking and thus has a Holevo representation. In general, however, P (A) is not necessarily contained in a commutative subalgebra as Example 9.4 shows.
The naturally arising question is whether such a representation is unique. The following proposition is answering this question affirmatively.
9.6 Proposition. Let P 2 = P : A → A be a Markov operator which admits a Holevo representation P (x) = n i=1 ϕ i (x)a i with linearly independent normal states ϕ i and linearly independent positive elements a i (1 ≤ i ≤ n). Then a 1 , . . . , a n ∈ A + and ϕ 1 , . . . , ϕ n ∈ S(A) are uniquely determined up to permutation.
Proof. For all x ∈ A we have
Since a 1 , . . . , a n are linearly independent, for every i ≤ n and x ∈ A this yields ϕ i (x) = Now the linear independence of ϕ 1 , . . . , ϕ n implies ϕ i (a j ) = δ ij (Kronecker delta). It follows easily that P (a i ) = a i and ϕ i • P = ϕ i for every 1 ≤ i ≤ n. On the other hand, every stationary state is a linear combination of ϕ 1 , . . . , ϕ n . Therefore, we have
Let p i := supp ϕ i , then p i ≤ a i and thus ϕ j (p i ) ≤ ϕ j (a i ) = 0 for i = j. Therefore, we have p i ≤ a i ≤ p ⊥ j for all 1 ≤ i, j ≤ n with i = j, i.e. the support projections of ϕ 1 , . . . , ϕ n are mutually orthogonal and p R = n j=1 p j .
Clearly, p 1 , . . . , p n commute and linearly span p R P (A)p R . Hence we have shown that p i = p R a i p R and thus a i = P (a i ) = Q(p R a i p R ) + S(Q(p R a i p R )) = p i + S(p i ) for all i ≤ n. So a i has the same form as in the proof of Theorem 9.5 which completes the proof.
