Über einen Satz von Khintchine by Mišík, Ladislav
Matematický časopis
Ladislav Mišík
Über einen Satz von Khintchine
Matematický časopis, Vol. 22 (1972), No. 3, 243--252
Persistent URL: http://dml.cz/dmlcz/126517
Terms of use:
© Mathematical Institute of the Slovak Academy of Sciences, 1972
Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to
digitized documents strictly for personal use. Each copy of any part of this document must contain
these Terms of use.
This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://project.dml.cz
Matematický časopis 22 (1972), No. 3 
ÜBER EINEN SATZ VON KHINTCHINE 
LADISLAV M l S l K 
A. K h i n t c h i n e hat im [1], S. 243 folgenden Satz bewiesen: 
Eine approximative Ableitung / a p auf dein Intervall J ist dann und nur dann 
die Ableitung einer Funktion, wenn eine Ableitung g' so existiert, daß/ap ^ g' ist. 
Der Beweis dieses Satzes wird mittels folgender zwei Lemmaten durch­
geführt : 
Lemma 1. Wenn f eine nichtfallende Funktion ist und wenn die approximative 
Ableitung f'av(x) im Punkte x existiert, dann hat die Funktion f im Punkte x 
eine Ableitung und es gilt f'(x) — f&p(x). 
Lemma 2. Wenn f&v(x) ^ 0 für alle x aus dem Intervall J gilt, dann ist f eine 
nichtfallende Funktion auf J. 
Wir bemerken, daß A. K h i n t c h i n e für die Werte approximativer Ableitun­
gen nur endliche Werte betrachtet hat, aber sein Resultat ist auch für approxi­
mative Ableitungen gültig, die auch oo und —co annehmen können ([2]), 
wenn / a p und g' in keinem Punkt denselben unendlichen Wert annehmen. 
Das Ziel dieses Artikels ist den Zusammenhang dieser Behauptungen mit 
einigen sehr einfachen Sätzen über Grenzfunktionen der Funktionen von 
zwei Variablen zu zeigen. 
Es sei H eine offene Halbebene die durch eine Gerade P begrenzt ist. Es sei 
x G P, dann sei 3P'x ein nichtleeres System von Teilmengen von H, die den 
Punkt x als Fläufungspunkt haben. Für A e ^ x bezeichnen wir mit Ah die 
Menge aller Punkte aus A, die die Entfernung von P kleiner als h haben. 
Es sei jetzt g eine reelle Funktion, die auf H definiert ist. Dann definieren wir: 
lim s u p ^ g ^ , v) = lim inf {sup {g(u, v) : (u, v) e Ah} : A e 2FX} 
und 
lim inf^ g(u, v) = lim sup {inf {g(u, v) : (u, v) e Ah} : A e ^x} . 
Ä-*0+ 
Wenn lim sup^ö^w, v) = lim \\\i^xg(u, v) ist, dann werden wir sagen, daß 
der Grenzwert der Funktion g(u, v) im Punkte x bezüglich des Systems 1FX 
existiert und dieser Grenzwert f^x (x) = lim &wp&xg(u, v)(
]) ist. 
(l) fj?x (x) k a n n a u c h oo oder — oo sein. 
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Satz 1. (Die Verallgemeinerung des Satzes von Khintchine) Es seien J^1* 
und J^ 2 ) zwei solche nichtleere Systeme von Teilmengen von H, die den Punkt x 
aus P als Häufungspunkt haben. Es sei g eine reelle Funktion, die auf H definiert 
ist. Dann folgt aus der Existenz von f^xw die Existenz von f&xW und die Gleich-
heit f^x(2)(x) = f^xd)(x) dann und nur dann, wenn die folgende Bedingung er-
füllt ist: 
es gilt für alle a: 
lim sup^i.) g(u, v) ^ a => lim s u p ^ ^ g(u, v) ^ a 
und (1) 
lim infj-̂ 2) g(u, v) ^ a => lim inf^u g(u, v) ^ a. 
B e w e i s . Es ist leicht zu sehen, daß (1) eine notwendige Bedingung ist. 
Aus (1) bekommt man lim inf^(1) g(u, v) ^ lim m£^xW g(u, v) und lim sup ^x^g(u, 
v) S lim sup j - x ( 1 ) g(u, v). Daraus folgt leicht, daß (1) auch eine hinreichende 
Bedingung ist. 
Jetzt werden wir zeigen wie aus dem Satz 1. Lemma 1. abgeleitet werden 
kann. Wir nehmen für H die Halbebene {(u, v) : v > u}. Wir nehmen für 
das System JF^2) das System {Lx U Px}, welches nur von einer Menge gebildet 
ist, wobei Lx = {(y, x) : y < x} und Px = {(x, y) : y > x} ist. Für 3F^ nehmen 
wir das System aller Teilmengen von LX\J Px, die den Punkt (x, x) als Dichtig-
keitspunkt bezüglich Lx wie auch bezüglich Px haben. Für die Funktion 
f(u)—f(v) 
g(u, v) nehmen wir die Funktion auf der Menge H. 
u — v 
Jetzt werden wir zeigen, daß (1) erfüllt ist, falls / e i n e nichtfallende Funktion 
f(u) - f(v) 
darstellt. Es sei a eine solche Zahl, daß lim sup ^ ( 2 ) ^ a > 
u — v 
f(u) - f(v) 
> lim sup pxW gilt. Dann existieren zwei positive Zahlen a\ und 
u — v 
f(u) - f(v) f(u) - f(v) 
«2, für welche lim supj-^(1) < a± < a% < lim sup pxW gilt. 
u — v u — v 
Wir können also eine positive Zahl ö\ so wählen, daß für jedes h', 0 < h' < 
\f(u)-f(v) 
< di, eine Menge i(A ') e ^ 7 so existiert, daß ai > sup 
y u — v 
, J f(u) - f(v) 
: (u, v) e Aßn ist. Es sei 0 < h' = 2h < di. Dann gilt < ax für 
J u — v 
h 
jedes (u, v) e Affi. Es existiert weiter eine positive Zahl d kleiner als — 
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„ 1 fa± 1\ l 
so, daß — \AW n {(w, a:) : a: — ^ < u < x}\ > max — , — und— \A<2h> n 
V \a2 2) rj 
n {(x, u) : x < u < x + ??}| > max I — , — für jedes 77 e (0,4d) gilt. 
\a2 2) 
Aus der Ungleichung a2 < lim sup^ ( 2 ) geht hervor, daß entwe-
ih — v 
der ein Punkt (y, x) e (Lx U Px)6 oder ein Punkt (x, y) e (Lx U Px)ö 
f(y) — f(x) 
existiert, für welchen > a2 ist. 
y — x 
Wir nehmen zuerst den ersten Fall in Betracht . Dann ist das Intervall 
( f(u)—f(x) } 
(y,x) m\u : > ax\ enthalten. Es ist leicht zu sehen, daß {(u, 
[ u — x J 
x) :y <u <x} n ^<2Ä> ^ 0 ist, weil die Ungleichung 
\AW n {(y, x):y <u< x}\ I ai l \ 
> max I — , — I > 0 gilt. 
x — y \a2 2 
Aus {(u, x) :y<u<x}n AW ^ 0 folgt jetzt, daß sup \ :(u,v)e 
I u — V 
c -4i2/} > rta ist. Das ist aber ein Widerspruch. 
Im zweiten Fall ist x 
ÎУ 
i/— f a2 
<y<x + ö\/2 und oc — min lx + — (y — x), 
\ ai 
- x\ = x + 26 ]J2 < x + 4(5, also ist das Intervall (y, oc) in der Menge 
f f(u)-f(x) ) 
\u: > ai enthalten, weil für t e (y, oc) die Ungleichung 
f(t) — f(x) f(y) — f(x) y — x ax a2 
= > a2 — ai gut. Wenn oc = x + — (y—x) 
t x y x t x a2 ax 
y — x ax y x 1 
ist, dann ist = — , wenn oc = 2y - x ist, dann i s t - = —. Da 
oc — x a2 a _ x 2 
M<2A> n {(x ,u):x <u < oc}\ iax \\ 
> max I , — I i st existiert ein Punkt (x, u) e 
oc — x \a2 2) 
e AW, für welchen oc > u > x ist. Es ist (x, u) e Afk
h\ weil oc S x + 2(51/2 ist. 
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(f(u) -f(v) 9 1 
Darum muß sup j : (u, v) e A^) > ci\ sein, was ein Widerspruch 
[ u — v j 
ist. 
Ähnlich können wir auch den zweiten Teil von (1) beweisen. 
Einen anderen Beweis des Lemmas 1. von K h i n t c h i n e können wir mittels 
unseres Satzes 1. durch eine Methode geben, die L. E. S n y d e r in [4] gibt. 
In diesem Falle nehmen wir im Satz 1. für H die Menge {(x, y) : y > 0}. 
In der zitierten Arbeit hat L. E. S n y d e r im Beweise des Satzes 3. folgendes 
( r r 
(x, r) : xo — — < x < xo -\- — , r > 0 
und BXo eine Teilmenge von (—oo, oo), die den Punkt xo als Dichtigkeitspvinkt 
z I \ r r 
\ / , / , hat. Dann hat die Menge EXo = l(x, r) : (x, r) e H, x — — und x + — sind 
aus BXo den Punkt (xo, 0) als Dichtigkeitspunkt bezüglich der Menge SXo. 
Für F^ nehmen wir das System {EXo} mit einer einzigen Menge EXo und für 
F^ nehmen wir das System {SXo} mit einer einzigen Menge SXo.(
2) Es gilt 
folgender: 
Satz 2. Es seif:(— oo, oo) -> (— oo, oo) eine monotone Funktion und <P(u, v) = 
f(u + (vi2)) —f(u - (vj2)) 
= . Dann sind die Implikationen in (1) erfüllt. 
B e w e i s . Wir werden annehmen, daß / eine nichtfallende Funktion ist. 
Für eine nichtsteigende Funktion ist der Beweis ähnlich. 
Jetzt nehmen wir an, daß die erste Implikation von (1) nicht gilt. Dann 
existiert eine Zahl a so, daß lim sup F{XZO> @(U, V) ^ a > lim sup F^- &(u, v) 
ist. Dann existieren zwei Zahlen a\ und a% so, daß 0 < a% < a\ < 2a-2 und 
lim sup Fx
2
o> 0(u,v) > a\ > a^ > lim sup F
1J£ &(U, V) gilt. Es sei rj eine 
solche positive Zahl, für welche sup {@(u, v) : (u, v) e (EXo)h>} < a2 und 
1 / a2V \(EXo)h>\ 
1 — — 1 — — 1 < für jedes 0 < h' < r\ gilt. Es sei 0 < h < 
2 \ ax \(SXo)h>\ 
(2) L . E . S n y d e r definiert die Mengen EXo und SXQ so, daß er in seinen Definitionen 
r r r r 
a n s t a t t von XQ < x < xo -{ die Ung leichung xo ^ x ^ x o H n i m m t . 
2 2 2 2 
Die Mengen EXo n a c h unserer und Snyderscher Definition sind dieselben. 
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1 r 
< — rj. Dann existiert ein solcher Punkt (x, r) e (SXo)h-, d . h . xo — ~ < x < 
r 
< xo + — und 0 < r < h, &(x, r) > ax ist. 
jj 
f t r 
Es sei x 51 x0 . Setzen wir A =l(u, t) : x <i u ^ x + , r ^ t <; hx = 
= r . Dann gilt für jedes (u, t)eA: &(u, t) ^ 0(x, r)— > a2, weil x + 
a2 J hx 
r t t r \A\ 
+ — < u + —, u — — < x — — und £ < hx ist. Es gilt weiter -= 
2 ~ 2 2 ~ 2 - * |(S.O*J 
! ( A l - " ) 2 1 / \ 2 
4 1 / a2\
2 
= - 1 - — > o . 1 o 2 \ « 1 / 
f £ r 
Wenn xo < x ist, dann gilt für jedes (u, t) e A = \(u, t) : x — 1 ^ 
1 2 2 
ax ) r 
^ u ^ x, r <: t <: hx — — r die folgende Ungleichung 0(u, t) ^ 0(x, r)— > 
a2 J hx 
r t t r 
> a2, weil x +~ ^ u + —, u — — ^ x — — und t <i Äi ist. Es gilt weiter 
2 2 2 2 
1.41 1 / a2 \2 
= 1 — — > 0. Jetzt bekommen wir in jedem von diesen zwei 
K A W A J 2 \ «i/ 
Fällen, daß 4 n (EXo)hl =£ 0 ist. Es muß also sup {&(u, v) : (u, v) e (KzoUi} >
 az 
sein. Das ist aber ein Widerspruch. 
Wenn die zweite Implikation von (1) nicht gilt, dann existiert eine solche 
Zahl a, daß lim inf F®> 0(U, V) <, a < lim inf F$ 0(U, V) ist. Dann existieren 
zwei positive Zahlen ax und a2 so, daß lim inf FfJ 0 (u, v) < a2 < a i< l im inf 
F{^0(u, v) und ax < 2a2 gilt. Dann existiert ein <5 > 0 derart, daß \(EXo)u\ > 
> ( l - - j 1 - — j | \(SXo)h\, ax < inf {0(u, v) : (u, v) e (EXo)h}, \BXo n <x0 -
2a2h 2a2h 
— h, xo}\ > und \BXo n <x0, xo + A>| > für jedes h, 0 < 
ax + ®2 ax + a2 
< h ^ ö, gilt. Wir werden jetzt beweisen, daß a2 <; inf {0(u, v) : (u, v) e 
e (SXO)Ö} ist. Daraus wird folgen, daß lim inf FfJ 0(u, v) ^ a2 ist und das ist 
ein Widerspruch. 
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Die Funktion &(u, v) = hat die folgende Eigen-
v 
schaft: Wenn @(u0, v0) <i a2 ist, dann ist &(u, v) <? ax für jedes (u, v), welches 
v0 v v0 v a2 
die Ungleichung u0 — 1— ^ u <^ u0 + — — — und — v0<lv <J v0 erfüllt 
2 2 2 2 ax 
v0 v0 
Es gilt nämlich &(u, v) <i @(u0, v0)~ <i a2— <i ax für jedes (u, v), welches 
V V 
v0 v v0 v a2 
uo — 1 <i u <i uo + und ~ Vo ̂  v <, vo erfüllt. 
2 2 2 2 a! 
Es sei 0(uo, vo) <i ax für (^o, v0) e (#E0)<$. Dann ist 0 < v0 < (3 und 0(u, v) <i 
vo ^ 
<J ai und deshalb (u, v) eEXo für jedes (u, v) für welches it0 — 1 <i 
2 2 
#0 ^ «2 
<i u <: u0 + und — vo ^ v <z v0 gilt. Wenn uo <i #o ist, dann 
2 2 ai 
können zwei Möglichkeiten bestehen: entweder ist die Länge des Durch -
t ( Vo 
Schnitts der Halbgerade xo — — für t > 0 mit der Menge j (u, v) : uo — h 
Z I 2 
v vo v a2 ] 1 / a2\ 
H <, u <i u0 + , — v 0 <= v <i v0) mindestens — 11 — — v0 oder 
2 2 2 ax J 4 \ ax J 
sie ist kleiner. 
(/ 1 \ v0 
Im ersten Fall ist jede Menge Tx = { Lr — — (v — v0), v : ^ 0 — f-
\\ 2 / -
v a2 vo 
H— <i ^, — vo <i ^ <£ v0j fur.ro — '— <i a; <i ^o eine Teilmenge von SXo — 
2 ax J 2 
1 1 
— EXo. Darum muß entweder x + — v0 & BtCo oder x + — v0 — v $ BXo sein. 
2 2 
. [ 1 v0 } I 1 \ 
Weil \x + — v0 : x0 — — <£ # <i ^o} = #o, w0 + — v0 ) ist und weil x0 ein 1 2 2 J \ 2 / 
Dichtigkeitspunkt von BXo ist, existiert eine Zahl x e \x0, u0 + — v0 \ n BXo. 
\ 2 / 
1 a2 
Für diese Zahl .r muß x + — v0 — v <£ BXo für jedes v sein, für welches — v0 <i 
2 ai . 
1 / a 2 \ ., ^T i / 1 a 2 , 
<i v <i — 1 + — v0 gut. JNehmen wir den Intervall ( x — v0, x0 
2\ axJ \ 2 ax 
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a2 1 a2 
Es ist ( x — vo, x + — vo — — v0 ) n -Z?̂  = 0- Darum gilt : 
2ax 2 ai 
1 a 2 
x — г>0? xo ) П Ą 0 
2 Oa 
#0 — x 
1 a 2 
— г>0 + — г>0 
2 a± 
1 a2 
2*0 — x + г>0 
2 a\ 
1 «2 




#i + a2 
Aber es gilt aucli 
1 a2 vo 1 a2 l i a2\ 
xo — x + v0 < I vo = —11 + — I 0o < vo < á. 
2 ai 2 2 ax 2 \ a j 




Vo, Xo ) O i?.ro > 
2a2 / 1 « 2 \ \Xo — x + — — v0 
«1 + «2 \ 2 % / 
geJten. Das ist aber ein Widerspruch. 
Im zweiten FaJJ gilt folgendes: 
г>o г> vo v a2 ] I 
Äc0 П \(u, v) : щ — — + — ѓ u й Щ + > — г>0 á v < г>0 > 
9 9 9 9 л . ~ /l = 




v0 v Vo v 
\Sxo П {(?£, г>) : ?t0 — í ѓ u ѓ u0 + 
2 2 2 2 
nEx, = 0. 
Daraus foJgt jetzt, daß 
1 
\(EXo)Vo\ < _2__ 
1 ^ 2 





1 — — | ist 
« i 
Das ist aber ein Widerspruch, weil Vo < d ist. 
Folgerung. Es sei f: (—co, oo)-» (— oo, oo) ri»6 monotone Funktion, die 
im Punkte xo die approximative Ableitung besitzt. Dann hat f die Ableitung in x 
und es giltf(xo) =fap(x0). 
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B e w e i s . Da die Funktion / im Punkte xo die approximative Ableitung 
besitzt, muß eine Teilmenge BXo <=• (— oo, co) so existieren, daß XQ ihr Dichtig -
f(x) — f(xo) , 
keitspunkt ist und lim = /ap(^o) für x -> XQ nnd x e -B^ gilt. Jetzt 
x — xo 
nehmen wir eine Folge {(xn,rn)}^=1 von Punkten aus EXo, die gegen den 
Punkt (#o> 0) konvergiert. Dann ist 
rn rn rn rn 
Xn+ , Xn — eBXo,Xo — < Xn < XQ + 
2 2 2 2 
und 
A rn\ I rn\ rn I rn\ 
f\Xn +~^\ —f\xn —~\ Xn + ~ ~ x0 f\xn +~ \~f(Xo) 
lim ^ ' * '- = lim I * -^ + 
w-»oo rn w-*oo \ rn rn 
\ Xn + — — XQ 
Tn ( rn\ 
Xo — xn + — f(xo) —f\xn——\ 
+ — • = / a p ( * 0 ) . 
rn _ J_ ^ 
XQ Xn -\-
2 
Daraus folgt, daß 0E^ (XQ) = /ap(^o) ist. 
Aus dem Satz 2. geht hervor, daß &F{£ (X0) existiert und es ist 0F% (X0) = 
= /ap(^o)- ^ s s e i jetzt {x^.}^ eine Folge von Zahlen, die gegen xo konvergiert. 
f(xn) —f(Xo) 
Wir werden zeigen, daß lim = &F{2)(xo) ist. 
w->oo Xn — Xo 
f(xn) — f(Xo) 
Zuerst beweisen wir, daß lim sup <; &F{*J(XQ) ist. Nehmen 
n-><x> Xn — Xo 
f(xn) — f(Xo) 
wir an, daß lim sup > a > &F{£ (xo) ist. Dann existiert eine 
n-»oo Xn — Xo 
f(yn) ~f(xo) 
Teilfolge {yn}n=1 der Folge {xn}^x derart, daß > a für n = 
yn — XQ 
1 f(Vn)—f(X0) 
= 1, 2, 3, . . . ist. Wählen wir 0 < rn < — so, daß a < 
n yn — XQ + Tn 
1 $n 
für n = 1, 2, 3, . . . ist. Wenn yn < #o ist, dann setzen wir yn — — r?l = wrt — —-
_. _•> 
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rn Qn . Tn 
u n d xo -\- = un -f- — ; w e n n XQ < y n ist , d a n n se tzen war yÄ -f- - = un -f-
. ö» , T" Qn Qn Qn 
-\ und XQ — — = un — — . Dann ist XQ — — < un < XQ -f- — lur 
2 2 2 2 2 
jedes n. Also bekommen wir: lim (un, on) = (XQ, 0), (un, on) e SXo und 
n->oo 
> a für jedes n. Es muß also lim supE((
2) &(u, v) ^ 
/(«» +y) -/(«. -^; 
^ a sein, was unmöglich ist. 
f(xn) — f(Xo) 
Wir zeigen noch die Gültigkeit von lim inf 7> &F^ (XQ) für 
n-*<x> 3?ft — 3?o 
jede Folge {xn}™=1 die gegen a;0 konvergiert. Wenn für eine Folge {yn)n-X, 
f(yn) — f(xo) 
die gegen xo konvergiert, die Ungleichung lim == a < 0F(J2O)(XQ) 
n-+ao yn — XQ 
gilt, dann ist entweder yn < XQ oder yn > XQ. Im ersten Falle wählen 
rn rn 
wir yn = xo — — und zn = xo -f- ; im zweiten Falle wählen wir yn = 
2 2 
rn rn 
= xo + — und 2W = xo — — . Dann ist (xo, rn) e SXo für jedes n und 
_w - J 
4°+f)-4°-f) i t/(-+i)-/<-') 
lim sup = l imsup — I -f-
«-»•oo rn 7i-*x> 1 l Tft 
* 2 
/(*o) - / U o - y ) X 
+ — < — (a -f 0E£2>(a;o)) < 0P(2)(#o), was unmöglich ist. 
r ^ 2 
2 
Es ist jetzt evident, daß f'(xo) existiert und gleich 0F(^(XQ) ist. 
Lemma 3. Es sei g eine reelle Funktion auf H = {(x, y) : y > x}, die folgende 
Bedingung 
(2) min (g(ax, bi), g(bx, cx)) ^ g(ax, cx) für alle ax < bx < cx 
erfüllt. Es sei Fx = {Lx U Px}. Es sei oc = g(a, b). Bann existiert in (a, b) 
mindestens ein Funkt fi so, daß lim inf F^g(u, v) <; a ist. 
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( ( a + b\ (a + b \\ 
B e w e i s . Aus min ga, \,g\ , b I ^ oc folgt die Existenz eines 
Punktes (fW #>) derart, daß g(£\ <£>) g a und #> - #> = - J H ? gilt. 
Wir können mit dieser Methode die Existenz einer solchen Folge {(^>, £(2
n))}™-i 
von Punkten beweisen, daß g(^\ <$*>) ^ a und f̂ > — £<"> = — ^ ^ - gilt. 
Es sei £ das Limes lim £<w>. Weil min (g(^l\ f), gr(f, £<2
W>)) ^ g(£[n\ £2
n)) g a 
für alle w gilt, muß für jedes n eintweder g(^\ f) g a oder gr(f, f!f>) ^ a 
gelten. Darum muß lim infj- gr(w, v) ^ oc sein. 
Lemma 4. FJs sei g eine reelle Funktion auf H = {(x, y) : y > .r}, die die He-
dingung (2) erfüllt. Es sei ^x = {.Lr U P^}. Ks «sei oc < ß undf^x(x) ^ 0 /&r alle 
x e (oc, ß). Dann gilt g(a, b) ^ 0 für alle a und b, welche die Ungleichung oc < 
< a < b < ß erfüllen. 
Bewe i s . Das Lemma folgt unmittelbar aus dem Lemma 3. 
Satz 2. (Die Verallgemeinerung von Lemma 2) Es sei Jr .̂1> das System aller 
Teilmengen von LX\J Px, die den Punkt (x, x) als Dichtigkeitspunkt bezüglich Lx 
wie auch bezüglich Px haben und J
r^2) sei {Lx U Px}. Es sei g eine reelle Funktion 
auf H = {(x, y) : y > x}, die die Bedingungen (1) und (2) erfüllt. Wenn / j w (x) 
für jedes x existiert und wenn f^>(x) ^ 0 für alle x ist, dann ist g(x, y) ^ 0 
auf der Menge H. 
B e w e i s . Dieser Satz geht aus dem Satz 1. und dem Lemma 4. hervor. 
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