Most traditional routing problems assume perfect operability of all arcs and nodes. However, when independent arc failure probabilities exist, a secondary objective must be present to retain some measure of expected functionality, introducing nonlinear, nonconvex constraints. We examine the Robust Two-Path Problem, which seeks to establish two paths between a source and destination node wherein at least one path must remain fully operable with some threshold probability. We consider the case where both paths must be arc-disjoint and the case where arcs can be shared between the paths. We begin by proving the NP-hardness of these problems, and then examine various strategies for solving the resulting nonlinear integer program, including pruning, coefficient tightening, lifting, and branch-and-bound partitioning schemes. We discuss the advantages and disadvantages of these methods, and conclude with computational results.
Problem Framework
In this paper, we examine a class of routing problems on a directed graph G (N, A) , where N is the set of nodes {1, ..., n} and A is the set of arcs. Each arc (i, j) ∈ A has a usage cost c ij and a reliability 0 < p ij ≤ 1, which denotes the probability that arc (i, j) successfully operates. These probabilities are assumed to be independent. The fundamental problem that we consider in this paper seeks to find the minimum-cost pair of directed paths from an origin node to a destination node, such that the probability that all arcs successfully operate in at least one path is larger than some threshold value τ , where 0 < τ < 1. In one variation of this problem, we enforce a restriction that the paths must be arc-disjoint, while in the other variation, arcs may be shared by both paths. Two paths are said to be arc-disjoint if no arc belongs to both of these paths.
Note that in the latter case, the failure of a shared arc causes both paths to fail.
Consider the example in Figure 1 . Each of the thirteen arcs is labeled with its associated cost and reliability.
For this example, suppose τ = 0.65. If we require that the two paths must be arc-disjoint, then the optimal solution uses paths ABF H and ADGH at a cost of 31, and a joint reliability of 72.6%. If we consider the case in which the two paths can share arcs, then the best solution uses paths ABEH and ABF H, at a total cost of only 27 and a joint reliability of 67%.
As an introduction to our problem, consider the single shortest-path problem that minimizes the sum of arc usage costs, subject to the side constraint that the successful traversal of the path is greater than some threshold value τ . For 0 < τ < 1, it is not hard to show that this problem is ordinarily NP-hard. (By contrast, we will demonstrate that the two-path problem considered in this paper is strongly NP-hard for 0 < τ < 1.)
The reliability-constrained shortest-path problem is related to several other single-path problems that have appeared in the literature. This problem falls into the category of a shortest-path problem with an additional linear constraint, since the reliability condition can be converted to a linear constraint by a simple use of logarithms. Such problems are referred to as resource-constrained shortest-path problems in the literature, since the side constraints on these problems can represent limitations on the consumption of resources as the path is traversed. Joksch (1966) presented both a linear programming and a dynamic programming approach for solving the shortest-path problem subject to a side constraint for a graph with nonnegative costs and constraints. One type of method used to solve this problem applies approximation schemes, such as those introduced by Hassin (1992) , to a reduced graph. Another method is to enumerate paths (the k-shortest path problem) in order of increasing reduced cost and terminate when the constraint is met. This is suggested by Handler and Zang (1980) , who developed a dual algorithm for the constrained shortest-path problem, developed further by Beasley and Christofides (1989) . Mehlhorn and Ziegelmann (2000) suggest a method of enumerating paths in order of increasing reduced cost combined with on-line pruning, and also show the resource-constrained shortest-path problem to be NP-complete. Much additional work has been done in the realm of the constrained single shortest-path problem. Aneja, Aggarwal, and Nair (1983) explore a labeling process to reduce the network size, eliminating arcs that violate a side constraint by implementing Dijkstra's algorithm (Dijkstra 1959) . Desrochers and Soumis (1988) develop a labeling algorithm for the shortest-path problem with time windows, which the authors state is also applicable for the shortest-path problem with a single side constraint. The idea of equity as a side constraint is investigated by Gopalan, Batta, and Karwan (1990) , who examine both looping-path and loopless-path problems. More recently, Chen, Song, and Sahni (2004) , compare and improve upon methods for discretization of link delay or link cost, and Boland (2001, 2003) present an algorithm that implements weight-scaling and graph reduction through preprocessing techniques.
In related studies, Bard and Miller (1989) address an application in research and development project selection where spending additional money on projects could increase their probability of technical success and improve their performance. Dummy nodes are added for each project to represent success at different funding levels, and heuristics are used to discover the optimal solution. Zabarankin, Uryasev, and Pardalos (2001) consider the problem of the optimal risk single-path problem in the context of optimizing aircraft flight trajectory through a threat environment. Elimam and Kohler (1997) describe some unique applications of the resource-constrained shortest-path problem, such as the determination of optimal wastewater treatment processes and thermal resistance of building structures.
Certain variations on the problem examined in this paper have also been studied. Suurballe (1974) presents a polynomial-time labeling algorithm to find k node-disjoint paths between two nodes in a network, labeling arcs positive or negative depending upon the optimal path in the network and using a technique called arc-simple interlacing. Fortune, Hopcroft, and Wyllie (1980) provide an important characterization of NPcomplete vertex-independent routing problems on directed graphs, showing via the graph homeomorphism problem that finding a path that includes a certain arc or vertex is strongly NP-complete.
The problem studied here has to some extent existed before in the context of a network survivability problem. In these problems, active and backup paths are not usually chosen in consideration of each others' reliabilities. Instead, the assumption is made that at most one link in the network can fail at a time, so as long as the two paths are edge-disjoint, if the active path goes down, the backup path can be used with full reliability. Therefore, the objective is to minimize the total bandwidth reserved to meet a given demand, allowing the sharing of the backup links among disjoint connections. Li et al. (2002) approach the problem in terms of networking for multi-protocol label switched networks, developing extensions to the signaling protocol to distribute additional link usage information, and compare their algorithm in terms of bandwidth efficiency and message overhead to two other well-known distributed restoration path selection algorithms.
The authors also explain how to extend the algorithm to account for single node failures (multiple link failures) and fiber span failures. Several other groups explore this problem, including Liu and Tipper (2001) , Xu, Qiao, and Xiong (2002) , and Yee and Lin (1992) .
In this paper, we examine both the case in which paths must be arc-disjoint and in which paths may share common arcs. We refer to the former as the Reliable Two-Path Problem with Disjoint Arcs (RTP-D), and to the latter as the Reliable Two-Path Problem with Arc Sharing (RTP-S). The arc-disjoint provision may be required due to policy restrictions on backup paths (if one path fails, another path continues to exist between the two nodes with some confidence), or due to bandwidth or capacity restrictions arising in telecommunication and transportation applications. However, if these restrictions are not present, an improved solution may exist in which paths share one or more arcs (at the risk of both paths failing when any shared arc fails, although this risk would necessarily lie within the specified threshold tolerance).
We begin our discussion by examining the complexity of RTP-D and RTP-S in Section 2. In Section 3, we develop a mathematical programming formulation for RTP-D, using an analogy to the single-path problem with a side constraint. In Section 4 we extend the logic for modeling and solving RTP-D to RTP-S, and examine the complications that arise when sharing arcs between paths is allowed. We provide computational results of our methods in Section 5, and summarize our work in Section 6 with a discussion of areas for future research.
Problem Complexity
In this section, we prove that both RTP-D and RTP-S are strongly NP-hard, as opposed to the ordinary NP-hardness result for the reliable-single-path case. Consider the decision problem 3SAT, defined as follows (Garey and Johnson 1979) . The inputs to a 3SAT decision problem are a set of V binary variables, which can take on values of true or false, and a set of M clauses C 1 , ..., C M . (Assume that V ≥ 3 and M ≥ 3.)
Each clause contains three variable values, of which at least one must be satisfied by the variable value assignments (e.g., a clause might require that variable 1 is true, or variable 3 is false, or variable 4 is true).
The 3SAT decision problem seeks to find a set of variable values such that each clause is satisfied by at least one variable assignment. For short, we can define v i to be the event that variable i is true, and v i to be the
...¨¨B r r r r r j r r r r r j¨¨¨B Problem DRTP-D: given a network G(N, A) with designated source and destination nodes, arc costs c ij and reliabilities p ij , ∀(i, j) ∈ A, along with a cost goal of κ and reliability goal of τ , does there exist a set of arc-disjoint paths from the source to the destination such that the total cost of the two paths is not more than κ, while the probability that at least one path survives (i.e., all arcs on at least one path remain operational) is at least τ ? Proposition 1. Problem RTP-D is strongly NP-hard.
Proof. Problem DRTP-D clearly belongs to NP, as a solution can be encoded as two different O(n)-length paths, and both the cost summation and probability that at least one path survives can be evaluated in O(n) time. To show that DRTP-D is NP-complete, we execute the following transformation from any arbitrary instance of 3SAT to DRTP-D, such that the 3SAT instance is a yes-instance if and only if the transformed DRTP-D instance is a yes-instance.
This transformation creates a topology that is virtually identical to that employed by Xu et al. (2004) for a different type of arc-disjoint routing problem. We create a "lobe" for each variable i = 1, . . . , V , consisting of nodes u i and u i+1 , x Set the cost of each Type I arc to 0, and its reliability to 1. Set the cost of each Type II arc to 0, and its reliability to 1/2. Finally, set the cost of each Type III arc to 1 and its reliability to 1. Our cost goal is κ = 3M + 1, and our reliability goal is τ = 1. for j = 1, . . . , M − 1 along the Type III arc that connects these two nodes. The total reliability of this first path equals to 1 since only Type I and Type III arcs are used, and hence the τ = 1 restriction is met regardless of the second path. However, the cost of this path is 3M + 1. We construct the second path by proceeding from u i to u i+1 via nodes
is assigned a true value, and otherwise via nodes
, in order to avoid any arcs possibly used by the first path. This path has a cost of zero, since it does not use any Type III arcs, and hence the cost goal of κ is also satisfied. Therefore, the transformed DRTP-D instance is also a yes-instance.
Next, suppose that the DRTP-D instance is a yes-instance. We must have one path in the solution to DRTP-D with a total reliability of 1 in order to meet the restriction that τ = 1. This can only be done by using Type I and Type III arcs. Hence, this path must have used arcs (u 1 , w 
Thus, the 3SAT instance is a yes-instance if and only if the transformed DRTP-D instance is a yesinstance. Moreover, since all numerical data used in this transformation is of polynomial size, we have proven that DRTP-D is strongly NP-complete, and that RTP-D is strongly NP-hard. This completes the proof. 2 Proposition 2. Problem RTP-S is strongly NP-hard.
The proof of this proposition is similar to Proposition 1. In this case, τ must be set just less than 1, and the probabilities must be carefully arranged so that the only feasible solution has the same form of the path pair in the proof of Proposition 1. A full proof of this proposition appears in the Appendix.
Reliable Two Disjoint Path Problem
In this section we discuss the model formulation of RTP-D, beginning in Section 3.1 with the case of the single-path problem having a threshold probability side constraint. For the single-path problem, this probability threshold is a linear side constraint, but when the problem is complicated by searching for two paths, the requirement that at least one path survives with a threshold probability becomes nonlinear. We cope with the difficulties imposed by this constraint in Section 3.2. In Section 3.3, we offer strategies for improving the model via preprocessing techniques that tighten the formulations introduced in Section 3.1.
Mathematical Programming Formulation
For the following problems, define the forward star F S(i) as the set of arcs that exit node i, and the reverse star RS(i) as the set of arcs that enter node i, ∀i ∈ N . (That is, F S(i) = {j ∈ N : (i, j) ∈ A} and
) As a preliminary step to our formulation, suppose we wish to find a path from node 1 to node n of minimum cost, subject to the restriction that the probability of path survival is at least τ . For the following problem, let decision variables x ij equal 1 if arc (i, j) ∈ A is used in the path, and 0 otherwise. The formulation of this problem as a mixed-integer nonlinear program uses standard flow balance constraints to enforce the integrity of the path, plus the following reliability constraint:
( 1) Although (1) is a nonlinear constraint, we can linearize it in one of two ways. First, taking the log of both sides of (1), we obtain the linear constraint
An alternative technique is to define variables s i for each i ∈ N to be the probability of successfully reaching node i, given that the path visits node i. If the path does not visit node i, these variable values can arbitrarily be determined. The reliability restriction can thus be equivalently formulated by replacing (1) with the following set of constraints:
Constraints (3) require that if x ij = 1 for some (i, j) ∈ A, the probability of reaching node j ∈ N is no more than the probability of reaching its preceding node i ∈ N , multiplied by the reliability of arc (i, j) ∈ A. If for some j ∈ N , we have that x ij = 0 ∀i ∈ RS(j), the path does not visit j and the value of s j is irrelevant. (This technique is similar to one used by Pan, Charlton, and Morton (2003) for interdicting nuclear material.) The bound s n ≥ τ enforces the desired reliability constraint. Whereas the logarithm-based constraint (2) seems to be a preferable constraint for use in the single-path problem, obtaining the value s n (instead of log (s n ))
via (3) becomes necessary in the two-path formulation.
We modify the reliable-single-path formulation for the case in which at least one path must survive with probability of at least τ . Let binary decision variables x q ij equal 1 if arc (i, j) is used in path q, ∀(i, j) ∈ A, ∀q = 1, 2, and let continuous decision variables s q i equal the probability that path q successfully reaches node i from node 1, for q = 1, 2, given that path q visits node i. RTP-D can be formulated as follows:
The objective (4a) minimizes the cost of the two paths. Constraints (4b) and (4c) are path flow balance constraints, while (4d) enforces arc disjointness. The definition of the s-variables is stated by (4e) and (4f).
Constraint (4g) states that the probability that at least one path survives must be at least τ . Note that (4h) removes some symmetry present in the model since the feasible region for which s Remark 1. One situation that can arise in our problem is that multiple pairs of paths exist that satisfy the threshold probability constraint, such that the costs of these pairs of paths are equal. We may choose to view this problem as a multi-objective optimization problem with a secondary objective that maximizes the highest probability of success from among all lowest-cost path pairs that satisfy the threshold reliability constraint. To partially address this multi-objective view, we can subtract α s 1 n + s 2 n from the objective function for some scalar α.
In order to determine an appropriate value for α, we assume that
where Z is the set of all integers. Given this assumption, a suboptimal solution objective exceeds the optimal objective by at least one. Since we must first find the least expensive path pair that meets the threshold probability, and then maximize the probability of those routes with equal cost, the contribution from the s 1 n and s 2 n terms must be strictly less than one. Since s 1 n + s 2 n ≤ 2, an appropriate value for α would be any value in the range 0 < α < 1/2.
Of course, even this additional term does not necessarily maximize the nonconvex term s
which cannot be achieved using a simple bicriteria linear objective. However, consider the situation where we have a choice between two solutions, each with the same total cost, and each with an identical sum of
n increases, the probability that at least one path survives also increases. Thus we might also seek to maximize s 1 n − s 2 n as part of the secondary objective. With this in mind, we can replace (4a) with the following:
The requirement that α s
One can then tune β relative to α to experiment in finding the best set of parameters that encourages maximum-reliable path pairs from among alternative optimal solutions. 2
Algorithmic Strategies
A relaxation of RTP-D can be formed by replacing (4g) with a linear constraint that forms a necessary condition for (4g) to hold true. Noting that s 1 n and s 2 n are both nonnegative, (4g) implies that
This constraint is akin to underestimating the constraint (4g) with a linear function that intersects (4g) at 
We state this constraint as a necessary condition within the mixed-integer relaxation program, and solve it to optimality. For the remainder of this paper, define the relaxed mixed-integer program RTP-D to be given by model (4), with (4g) replaced with (5). We now investigate several approaches for solving problem
n ≥ τ , then this solution must be optimal to RTP-D itself. Otherwise, we state that this solution is infeasible with respect to our nonlinear constraint, which we hereafter call a nonlinear-infeasible solution. To eliminate this infeasibility, we employ a branch-and-bound algorithm.
Suppose that we have restricted s 1 n to lie within some interval [a, b] , where 1 In the first interval, the linear chord that underestimates (4g) is improved by intersecting that function at endpoints a andŝ 1 n . The second interval is approached similarly. Both intervals are then recursively solved in this fashion. Observe that in each of these intervals, the previous solution can no longer be feasible, and will not be regenerated. Also observe that a lower bound for the optimal objective function value is obtained for an interval each time it is solved. If this lower bound is not less than the best solution found so far, then this interval search is fathomed. In the process described by Figure 3 , we branch on s A well-known key to accelerating the convergence of branch-and-bound algorithms on minimization problems is to partition active nodes in a manner that forces the minimum objective of the two new subproblems to be as large as possible. While a strong branching algorithm is computationally prohibitive (due to the fact that each subproblem is a mixed-integer program), we can encourage this desired behavior by maximizing the minimum Euclidean distance from ŝ 
For the case in which we branch on s 2 n , called a horizontal partition, the minimum distance is given by
Hence, one partitioning policy would branch on s Remark 2. The Reformulation-Linearization Technique (RLT) for continuous-variables nonlinear programming problems Adams 1999, Sherali and Tuncbilek 1992) , can be applied to this problem as an alternative to our branching scheme. When applied to the rectangular region tightly surrounding the relaxation for our problem in which a 1 ≤ s
n . There exist four inequalities that we can obtain from these bounds:
Replacing the s 1 n s 2 n terms with w in equations (4g) and (9), we obtain the following relaxed linear constraints:
Using Fourier-Motzkin elimination, the combinations of (10b) and (10d), (10c) and (10d), (10b) and (10e), and (10c) and (10e) state the original constraints a 1 ≤ s
. The combination of (10a) and (10b) produces the following inequality:
where (11) is in slope-intercept form, and is identical to (6). Combining (10a) and (10c) reveals the same inequality. As a result, the RLT procedure of branching based on s 1 n is identical to our vertical partition scheme, while the RLT-branching on s 2 n is identical to our horizontal partition scheme. However, the maximin diagonal branching scheme is a problem-specific strategy that does not appear to be readily obtainable from the RLT process. 2
Model Enhancements
As a precursor to this discussion, note that we can compute the most reliable path from each node i ∈ N to node n, or from node 1 to each node i ∈ N , by using a simple variation of Dijkstra's algorithm. Using this information, we can establish an upper bound on the probability of successfully reaching node i ∈ N from node 1, which we denote as u i . Also, given lower bounds a q on the minimum path probability for paths q = 1 and 2 derived from the foregoing partitioning scheme, we derive a lowest-permissible probability of reaching node i ∈ N so that we can reach node n with probability at least a q , which we denote as Directed acyclic graphs provide another opportunity for preprocessing. For these graphs, we compute the least reliable path from node 1 to each node i ∈ N and from each node i ∈ N to node n. (This task is strongly NP-hard for general graphs.) Denote m i as the smallest possible probability of reaching node i ∈ N from node 1, and v q i as the highest-permissible probability of reaching node i ∈ N such that it is still possible to reach node n with probability no more than b q , where b q is the largest permissible path reliability for path q for q = 1, 2. This latter value is obtained by dividing b q by the least reliable path from node i to node Once a variable is fixed to zero by this process, this fixing remains valid for the remaining exploration of that branch of the branch-and-bound tree, since the child nodes contain intervals on s 1 n and s 2 n that are subsets of the parent interval. We define A q as the set of all arcs (i, j) ∈ A such that x q ij has not been fixed to zero, and will henceforth tailor our methods to arcs in this set. The coefficient tightening and lifting techniques that we discuss below is only valid after the graph has been pruned as described above.
Next, note that (4e) essentially employs a "big-M" value of 1 as a coefficient to the 1 − x q ij term, in order to disable the constraint when x q ij = 0. However, we may tighten constraint (4e) by reducing the coefficient of this term and by investigating certain constraint-lifting techniques. We begin by rewriting constraint (4e)
where we have previously set γ q ij = 1. For the case in which arc (i, j) is used in path q, the value of γ q ij is not significant. However, if x q ij = 0, then for this particular (i, j) ∈ A q and q = 1, 2, (12) becomes the inequality
In order to tighten (13) 
We can perform lifting for this constraint by considering the consequences on the upper bound of s 
Robust Non-Independent Paths
Although we have previously limited our discussion only to arc-independent paths, it may be preferable to share arcs on both paths, while incurring the risk that a single shared arc failure may ruin both paths. We discuss the formulation and algorithm adjustments required to solve the shared-arcs variation of our problem (RTP-S) in this section.
First, we define z ij as a binary variable equal to 1 if arc (i, j) ∈ A is shared by both paths and equal to 0 otherwise. We revise our definition of x q ij to equal 1 if and only if arc (i, j) ∈ A is used only by path q = 1 or 2 (and not by the other path). Hence, if z ij = 1, this implies that both x 1 ij and x 2 ij will equal 0.
Using these new variable definitions, we adjust the objective function as follows:
The flow balance and capacity constraints now become
The next challenge is in stating the probability threshold constraint. The probability that at least one path remains operational is given by [probability that all shared arcs remain operational] × (1 − [probability that both paths fail due to non-shared arc failures]). We further specify our definition of s q i in this case to denote the probability that path q = 1, 2 does not fail en route to node i ∈ N due to a non-shared arc failure.
Hence, (4e) and (4f) become
where we retain the symmetry-breaking constraint (18c).
Now s
n represents the probability that all the non-shared arcs on at least one path remain operational. To assess the probability that a shared arc fails, we then retrace through a path and compute the likelihood that this path fails due to shared-arc failure. (We choose path 1 arbitrarily; the shared-arc failure probability is by definition equal for either path.) Toward this end, define S i to be the probability that at least one path of non-shared arcs remains operational, and that the shared arcs on path 1 remain operational en route to node i ∈ N (where S i is once again irrelevant if path 1 does not visit node i). We enforce this mechanism as follows:
For the remainder of this paper, define RTP-S to be given by (16), (17), (18), and (19). Again, we seek an appropriate relaxation of (19a), by controlling the values of s 1 n and s 2 n . A conic partitioning scheme proves difficult here due to the fact that (19a) is neither a convex nor a concave constraint. Instead, we can implement the continuous-variables RLT scheme. The equivalent of (10) for RTP-S is as follows, where we replace w = s 1 n s 2 n , and where s
Note that (20d) and (20e) are not necessary to include in our formulation, since these constraints represent upper bounds on w. Since (19a) will force w = s 
Define RTP-S as the relaxation of RTP-S, with (19a) replaced by (21). Also, define σ n as the product of the reliabilities of all shared arcs, i.e., σ n = (i,j)∈A p
The procedure for solving RTP-S is similar to that described in Section 3.2. The primary difference is that instead of maintaining bounds for either s 1 n or s 2 n , we record bounds on both variables. We initially solve RTP-S over s
If the solution is not feasible to RTP-S, initialize a list of active subproblems with the intervals as described above, and with the interval optimal solution of (ŝ 
As would be expected, model tightening and preprocessing is also less straightforward for RTP-S. Initially, in light of our new definition of s q i , we recognize that u i should be equal to 1 for any i ∈ N , since we could choose to share all arcs on the path to 1. Calculating q i as a q (the minimum feasible value of s q n ) divided by the most reliable path to n from i (which is now 1 since all remaining arcs may be shared), we obtain q i = a q ∀q = 1, 2, ∀i ∈ N . Hence, while our previous pruning rules for u i and q i still apply to RTP-S, we must first be able to tighten the bounds on s q i .
In order to accomplish this bound-tightening, we examine conditions under which certain z ij -variables can be set to zero. If p ij < τ , then z ij = 0 in any feasible solution, and hence we set z ij = 0 ∀(i, j) ∈ A where p ij < τ . (This is equivalent to defining L i = τ and U i = 1 as the lower and upper bounds on S i , respectively, and then pruning z ij if U i p ij < L i .) In the example given by Figure 1 , if τ = 0.65, then we fix z AC = z CE = z CG = z DF = 0. As before, define A q as the set of all arcs (i, j) ∈ A such that x q ij has not been fixed to zero by pruning and preprocessing, and define A z as the set of all arcs (i, j) ∈ A such that z ij has not been fixed to zero.
With this information, we may be able to improve the bounds for u i and q i . Previously it was necessary to set the upper bound u i = 1, representing the possibility that all arcs on the path to node i could be shared.
After pruning arcs to obtain A z , however, the situation can arise where at least one arc on any path from the origin to a node k ∈ N cannot be shared; that is, any path to node k uses at least one arc (i, j) ∈ A q , where (i, j) ∈ A z . This is the case for node C in Figure 1 . Any path from the origin node to node C must use (A, C) ∈ A q where (i, j) ∈ A z , implying that u C = 0.6. Similarly, if at least one arc cannot be shared on any path from a node k to the destination node, then q k is again calculated as a q divided by the most reliable path to n from k. This path will involve at least one non-shared arc, and will have a probability less than 1. For directed, acyclic graphs, we can still employ the same pruning rules regarding m i and v 
Again, it is important to note that this coefficient tightening and the lifting described below is only valid after the graph has been fully pruned according to the foregoing procedures. We use A 1 in (22d) since a 1 ≥ a 2 and path 1 will thus experience more pruning, making
Constraint (22a) can be lifted precisely as in (15), resulting in the following lifted inequality:
For constraint (22b), if path q uses the shared arc (k, j) ∈ A, k = i, then the upper bound on s q j can be reduced to u k , and if path q uses the shared arc (i, k) ∈ A, k = j, then the lower bound on s q i can be increased to q k . The resulting lifted inequality is given by:
For constraint (22c), if any path uses the shared arc (k, j) ∈ A, k = i, then the upper bound on S j can be reduced to p kj , and if any path uses the shared arc (i, k) ∈ A, k = j, then the lower bound on S i can be increased to τ /p ik , yielding the lifted inequality:
Finally, for constraint (22d), if either path uses the non-shared arc (k, j) ∈ A, k = i, then there is no net effect on the upper bound on S j , and if either path uses the non-shared arc (i, k) ∈ A, k = j, then again, there is no net effect on the lower bound on S i . Therefore, we will not perform lifting on (22d).
Computational Results
In this section, we evaluate the computational efficacy of our various strategies for solving RTP-D and RTP-S. First, we consider the task of finding the most reliable path pair in RTP-D from among multiple optimal solutions. Second, we will compare the different pruning, coefficient tightening, and lifting strategies discussed for RTP-D. Our third comparison will attempt to determine the most effective partitioning strategy for RTP-D out of those discussed in Section 3.2. Finally, we will examine pruning, tightening, and lifting for RTP-S, and then use the best strategy from this experiment to compare partitioning strategies for RTP-S.
All computations were done on a 500 Mhz Sun Blade 100 running Solaris version 5.8 with 1.5 GB of installed memory. All computational times listed are in CPU seconds. Linear and integer programming problems were solved using CPLEX 8.1.
Problem Set Generation. Three problem sets were necessary for the different computational comparisons. We created Set 1, a test set of 40 directed, acyclic networks, to examine the impact of secondary objective criteria in finding most-reliable alternative optimal solutions to RTP-D instances. Four subsets of instances were generated, one for each combination of n = 50 or 75, and arc density of 30% or 70%. To generate a graph with roughly d% arc density, for each possible (i, j) node pair, i < j, a random number was generated with a uniform distribution between 0 and 1, hence prohibiting the generation of directed cycles.
An arc was generated between node i and node j if and only if the randomly generated number was not more than d%. We prohibited the generation of an arc connecting node 1 directly to node n. Ten instances were generated for each of the four subsets, for a total of 40 instances. For each of these instances, each arc cost was generated according to a uniform distribution of the integers 1, . . . , 10. We created instances in this manner with the density and node requirements until ten instances were discovered in each group that had multiple optimal values of s Next, we created Set 2 instances to compare the pruning, lifting, and coefficient tightening methods for RTP-D and RTP-S. We generated 20 directed, acyclic graphs for each combination of total nodes and arc densities, where a graph could have 25, 50, 75, or 100 nodes, and could have an arc density of 20%, 50%, or 80%, for a total of 240 instances. The arc density was enforced as above, as was the exclusion of any arc
(1, n) from A. Arc costs were assigned by generating a random number with a uniform distribution between 0 and 100.
To compare the different partitioning strategies discussed in Section 3.2, we generated Set 3 instances in a similar manner as the Set 2 instances. This set consists of 20 directed, acyclic graphs for each combination of total nodes and arc densities, for combinations of n = 25, 50, or 75, and arc densities of 20%, 50%, or 80%, for a total of 180 instances. Arc density requirements were met as for previous problem sets and arc costs again were uniformly distributed real numbers between 0 and 100. Problem instances were generated in this manner until 20 problems instances in each set were found that solved RTP-D, but that returned a nonlinear-infeasible solution. We used the same problem instances to compare computational times for the two partitioning methods for RTP-S as described in Section 4, noting that occasionally problems requiring branching for RTP-D will not require branching for RTP-S.
Remark 3. Due to the inequalities in our problem formulation, the solver may return a value ofs 1 n , for example, which is lower than the actual (non-shared) path reliabilityŝ (14). Method IV expanded upon Methods II and III by using the pruning, coefficient tightening, and lifting strategy described in (15). Table 2 shows the average and standard deviations of the computational times by each method for each instance group. As the problem instances get larger, Method III proves to be the most efficient solution method, with Method II being just slightly less effective. Note that for the problem instances of size 100, density 50%, two outliers in Method I caused the average solution time to be significantly larger than that for the problem instances of the same size but higher density. This is reflected in the standard deviation.
The results from this comparison beg the question of whether or not there exists a threshold value of the lifting coefficients over which it becomes effective to use lifting along with pruning and coefficient tightening.
We ran comparisons allowing only those lifting coefficients over a certain value to be included in the s q j constraints; this conditional coefficient lifting never provided a consistently faster solving time than Method III, regardless of the selected threshold. Method III solved RTP-S using pruning and the coefficient tightening described in (22), and Method IV used pruning, coefficient tightening, and lifting, as illustrated in (23), (24), and (25). Table 4 demonstrates that the computational times for solving RTP-S exhibit significantly different behavior than for RTP-D. In this case, Method II had a faster average solution time, implying that coefficient tightening is not providing an advantage for RTP-S. This is perhaps due to the limited degree of tightening that can be performed when arcs are allowed to be shared. Note that one problem instance in the size 50, 50% density group failed to solve within the three hour time limit, as did two instances in the size 100, 50% density group, and one in the size 100, 80% density group. The associated standard deviations reflect these extremes.
For further clarification on the extent to which coefficient tightening might provide a computational advantage over using Method II, we ran an additional test comparing computational times on four new methods, Table   5 . Method III a appears to be slightly more efficient than the other limited tightening methods, or using pruning only with no tightening. We also ran experiments coupling Method III a with each of the other three tightening strategies, but none of these improved the execution time required to solve RTP-S.
Comparison of Partitioning Strategies for RTP-S. As a final experiment, we compared the computational times for partitioning on RTP-S instances, branching on either s Table 6 , and demonstrate that Strategies I and III clearly dominate Strategy II. This could be due to the fact that s 1 n ≥ s 2 n by our anti-symmetry restriction, and thus determining minimum values for s 1 n guides the branch-and-bound process toward feasible solutions more quickly by implying tighter bounds on s 2 n as well.
Conclusions
In this paper we have developed several strategies for approaching the problem of finding two paths between a source and destination node wherein the probability that at least one path survives must be greater than or equal to some threshold. We considered both the problem in which the two paths must be arc-disjoint and where arc sharing is allowed, and proved that both these problems are strongly NP-hard. Due to the nonlinear nature of the feasible region for these problems, we built an integer programming formulation around relaxed versions of these problems, accompanied by a nonlinear branch-and-bound algorithm to provably identify an optimal solution.
In order to improve the solvability of RTP-D, we introduced methods for pruning the graph and tightening the inequality constraints in the formulation. We also examined various partitioning strategies to prevent a nonlinear-infeasible solution from recurring during future iterations. Our computational results demonstrate that a combination of graph preprocessing, coefficient tightening, and diagonal branching strategies can significantly reduce the computational effort required to solve RTP-D instances. We adapted the formulation and tightening techniques of RTP-D to the shared-arcs version of our problem, RTP-S. Our test results suggest that graph preprocessing with limited coefficient tightening, along with a ReformulationLinearization-Technique-based branching process is the most effective algorithm for solving RTP-S of the alternatives that we proposed.
Future studies along these lines will investigate extensions and applications of the RTP-D and RTP-S problems. For instance, one can consider a robust k-shortest path problem, instead of the specific case in which k = 2 here. Additionally, vertex-independent routing problems are typically much harder to solve, even without the robustness constraint imposed in this paper. While some of the strategies used in this paper would apply to the robust vertex-independent routing problem, their efficacy in that setting is an open question. Finally, one might explore conditions (either due to topology or input data) in which these problems become polynomially-solvable. This is an important consideration in practical settings, where certain topologies might exist that render large RTP-D and RTP-S instances tractable. Therefore, the DRTP-S solution must have achieved this upper bound by not sharing any arcs between the two paths. Since these arcs were not shared, we have now reduced this case to the same scenario as in the proof of Proposition 1. Observe that all numerical data is polynomially bounded in terms of M and V , and thus DRTP-S is strongly NP-complete, i.e., RTP-S is strongly NP-hard. 2
