The Foldy-Lax (or the point-interaction) approximation of the electromagnetic fields generated by a cluster of small scaled inhomogeneities is derived in the mesoscale regime, i.e. when the minimum distance δ between the particles is proportional to their maximum radi a in the form δ = cr a with a positive constant cr that we call the dilution parameter. We consider two types of families of inhomogeneities. In the first one, the small particles are modeled by anisotropic electric permittivities and/or magnetic permeabilities with possibly complex values. In the second one, they are given as perfectly conductive inclusions. In both the cases, we provide the dominating field (the so-called Foldy-Lax field) with explicit error estimates in terms of the dilution parameter cr. In the case of perfectly conductive inclusions, the results provided here improve sharply the ones derived recently in [8] . Such approximations are key steps in different research areas as imaging and material sciences.
1 General setting and main results
General setting
Understanding the interaction between the waves (as the light or the acoustic fluctuations or the elastic displacements) with the matter has been of fundamental importance since a long time. Since the pioneering works of Rayleigh and Kirchhoff, it was known that the wave diffracted by small scaled inhomogeneities is dominated by the first multipoles (poles or dipoles). In modern terminology, the dominating fields are given by (polarized) point sources located at the center of the particles. As far as the three types of waves, cited above, are concerned these point sources are the Green's functions of the corresponding propagator. In this direction, the next key step is achieved by Mie [25] in his full expansion of the electromagnetic field for spherically shaped particles. These formal expansions were later mathematically justified, see for instance [15] in the framework of low frequencies expansions. A further step was achieved in [5] where the full expansion at any order is derived and justified.
These works dealt with single or well separated inhomogeneities. In other words, only the interaction of the single inhomogeneity and the wave is taken into account. In the presence of multiple and close inhomogeneities, then mutual interactions between them and the waves should be taken into account. In this respect, a formal argument to handle such multiple interaction was proposed by Foldy in his seminal work [16] . To state his formulas, he looks the inhomogeneities as point-like potentials (i.e. Dirac-like potentials). Then, he states a close form of the scattered wave by simply eliminating the singularity on the locations of these potentials. This elimination of the singularity translates a physical motivation saying that 'the scattering coefficient of each point-like scatterer is proportional to the external field acting on it', which is known as the Foldy assumption. These formal representations of the scattered waves are then stated on more sound mathematical arguments by Berezin-Faddeev, see [7] , in the framework of the Krein's selfadjoint extension of symmetric operators. Another related method is the so called regularization method (or the renormalization technique) which aims at computing the Green's function, and hence the Schwartz integral operator, in the presence of the collections of inhomogeneities. This idea consists in taking the Fourier transform of the formal equation,'cut' or regularize and invert the related equations, via Weinstein-Aronsza theorem, in the Fourier domain and then comeback. More details on these ideas can be found in the book [1] . The Faddeev approach was extended to singular potentials supported not only on points but also on curves and surfaces, see [22, 23] for more details. This approach gives as, via the Krein's resolvent representations, exact formulas to represent the scattered waves generated by singular potentials. However, our goal is to deal with cluster of small scaled inhomogeneities. The intuitive believe is that the dominant part of the generated waves would be reminiscent to the exact formulas described above, for Dirac-like potentials supported on the centers of the inhomogeneities, but with scattering coefficients modeled by geometric or contrasts properties of the inhomogeneities. This is called the Foldy-Lax approximation or the point-interaction approximation.
Several methods were proposed in the literature to justify such approximations, see [11, 12, 24, 31] for instance regarding acoustic and elastic waves. Descriptions and relation/differences between these works can be found in [13] . Let us emphasize here that those works dealt with exterior problems (impenetrable inclusions, holes or voids). Regarding electromagnetic waves, very few works are proposed, apart from [32] where both the results and the justifications are quite questionable. In our previous work [8] , we considered the case of perfectly conductive inclusions and we gave a rigorous justification of this Foldy-Lax approximation under general conditions on the cluster of such inclusions as their minimum distance between them δ and their maximum radius a of the form ln(δ −1 ) a δ is bounded by a constant depending only on the Lipschitz character of the shapes of the inclusions. The only limitation of this result, to handle the mesoscale regime (i.e. δ ∼ a), is the appearance of the term ln(δ −1 ). This term appears naturally in the analysis, in that work, which is heavily based on the scales of the related layer potentials knowing that the dyadic Maxwell fundamental solution has a singularity of order 3 (while the ones of Laplace or Lamé have singularities of the order 1).
In this present work, we get rid of this logarithmic term and state the approximation in the mesoscale regime. But the most important contribution is to handle the transmission problem and the impenetrable problem in a unified way. In addition, anisotropic and eventually complex valued electromagnetic material parameters can be handled as well. Our arguments can be summarized as follows. To handle the anisotropic transmission problem, we provided a representation of the solution using the electromagnetic Lippmann-Schwinger operator and give an estimate of the total field. To overcome the logarithmic constraint, instead of using Neumann series to estimates the density of the used representation, we make use of a Rellich identity and, inspired by some arguments from [27] , with appropriate changes, we prove that both the exterior and the interior traces have an equivalent norm modulo a constant which depends on the geometry of the inhomogeneities and the material parameters (via their contrasts). Regarding the perfect conductor problem, we use layer potential representation of the solution. Using an appropriate Helmholtz decomposition for the density, appearing in the layer potential representation, we transforme the boundary integral interaction operator into a volume one to get Lippmann-Schwinger like integral representation. This allows us to translate the result obtained for the transmission problem to the perfectly conductive case.
It is worth mentioning that even in the scalar case, i.e. related to the Laplace operator, with a cluster of small obstacles with Neumann boundary conditions was left open to our best knowledge. The approach we follow here definitely handles this case and provides the corresponding Foldy-Lax approximation in the same generality as we are proposing in it this work.
In the case of periodically distributed small inhomogeneities, the homogenization applies, see [6, 19] , and provides the equivalent media with averaged materials. As compared to homogenization, the Foldy-Lax approximation has several advantages. The first one is that we have the dominating field (i.e. the Foldy-Lax field) for general (and not only periodic) distributions of the small inhomogeneities. This reduces the complexity of the forward problem to compute the scattered fields by inverting an algebraic system. Second, higher order approximations are possible with more effective dominating fields, i.e. with generalized Foldy-Lax fields. So far, this is not fully justified, but we believe it to be true and we will report on it in the future. Third, as we have freedom in distributing these inhomogeneities, then we can generate not only volumetric equivalent materials but also low dimensional ones as surfaces and curves. This opens the way to applications in low dimensions metamaterials as well, see [2, 3] for instance. As far as the Maxwell model is concerned, the Foldy-Lax approximation provided here shows that one can generate volumetric materials and Gradient-metasurfaces. The first situation is modeled by modifying both the background permittivity and permeability. The second is modeled by an equivalent interface with jumps of both the electric and magnetic fields across it.
The rest of the paper is described as follows. In the next subsection, we state clearly the models and the obtained results with critical discussion about them. In section 2 and section 3, we provide the full proofs of the results for the transmission and the perfectly conducting models respectively. A short Appendix is added at the end to include technical tools and in particular a useful lemma on the counting of the number of small particles distributed in any given bounded set in terms of the parameters δ and a.
Main results
We deal with the scattering of time-harmonic electromagnetic plane waves at a frequency ω in a medium composed of an isotropic and constant background and an anisotropic material represented by multiply connected, bounded, Lipschitz
with the notation ∂D := ∪ ℵ m=1 ∂D m where ε and σ are respectively the electric permittivity and the conductivity and µ corresponds to the magnetic permeability. These parameters can be real or complex tensor or scalar valued functions. Here E in stands for the incident wave. It is solution of the first two equations above everywhere in the space. The vector field E sc stands for the scattered vector field.
We also consider the scattering from a perfect conductor modeled by the following problem
where ν is the unit outward normal vector to the boundary of D − . The surrounding background of D − is homogeneous with constant parameter ε 0 , µ 0 and null conductivity σ. In both the two models above, the scattered field must satisfy the radiation conditions
for the inhomogeneous (i.e. transmission) problem and
for the conductive (i.e. exterior) problem. For both the two models the incident field (E in , H in ) satisfies in the whole space the system
Motivated by applications, typical incident electric fields are plane waves, i.e of the form
where P is the (constant) vector modeling the polarization direction and θ, with |θ| = 1, is the incident direction such that P · θ = 0. The related magnetic incident field is then H in := H in (x, θ) := P × θ e ikθ·x /ik.
We suppose that,
where each set D i , contained in the ball B 1/2 0 := B(0, 1/2), and contains the origin, is assumed to be a Lipschitz bounded domain. The points (z i ) ℵ i=1 are their given locations in R 3 and a ∈ R + is a small parameter measuring the maximum relative radius. Let δ mj := min x∈Dm,y∈Dj d(x, y), be the distance between two bodies D m , D j , m = j, and set δ := min m =j∈{1,...,ℵ} δ mj .
Let us recall that a bounded open connected domain B, is said to be a Lipschitz domain with character (l ∂B , L ∂B ) if for each x ∈ ∂D there exist a coordinate system (y i ) i=1,2,3 , a truncated cylinder C centered at x whose axis is parallel to y 3 with length l satisfying l ∂B ≤ l ≤ 2l ∂B , and a Lipschitz function f that is
In this work, we assume that the sequence of Lipschitz characters (l ∂Dm , L ∂Dm ) ℵ i=1 of the bodies D m , i = 1, ..., ℵ, is bounded.
Regarding the problem P 1 , we need some assumptions on the electromagnetic material properties of the small particles. Precisely, we suppose that the contrast of magnetic permeability and electric permittivity , which are assumed to be respectively real and complex valued 3 × 3-tensor, are, with their derivative, essentially uniformly bounded , i.e.
and essentially uniformly coercive that is, for almost every x ∈ D, we have
with positive constants c ε− ∞ and c µ− ∞ . Here we used the notation C A := A − I, where I is the identity matrix of R 3 × R 3 . I will stand for the identity operator.
Under these conditions, both the scattering problem (P 1 ) and (P 2 ) under their respective transmission/boundary and radiating conditions are well posed in appropriate spaces following the lines described in [14, 30] for instance. More details are given in the text. In addition, due to the Stratton-Chu formula when ℑk is different from zero, the scattered electromagnetic fields have a fast decay at infinity as we have attenuation. But when ℑk = 0, i.e. in the absence of attenuation, we have the following behavior (as spherical-waves) of the scattered electric fields far away from the sources D m 's
and we have a similar behavior for the scattered magnetic field as well
where (E ∞ (x), H ∞ (x)) is the electromagnetic far field pattern in the direction of propagationx := x |x| .
We set, for m ∈ {1, ..., ℵ},
and
Here dv is the volume measure of R 3 , and dv(x) will be denoted dx while for the surface measure of R 3 write ds and ds x when the variable of integration is specified. Finally, we recall the Green's function for the Helmholtz operator (i.e. the fundamental solution for the Helmholtz equation)
e ik|x−y| |x − y| , x = y, and the electromagnetic dyadic Green's function
Our main results are stated in the following two theorems.
Theorem 1.1. For the scattering by a cluster of small anisotropic particles embedded in a homogeneous background whose parameter satisfy the conditions (1.7), with maximal diameter a and minimal distance separating them δ = c r a. The far field of the scattered wave admits, provided that c r = O(|k|), the following expansions,
• If both ε r and µ r are symmetric, then we have the following approximation
where (R ε r m , Q µ r m ) ℵ m=1 is the solution of the following invertible linear system
For m = 1, ..., ℵ. (1.14)
• If, in the contrary, ε r or µ r is not symmetric, then, with (A m ε r ) ℵ m=1 and (A m µ r ) ℵ m=1 standing for their respective average in each particle D m , we have is the solution the invertible following linear system
For a given matrix B, we have
with V is the solution of the following integral equation
For the scattering by a cluster of small conducting particles, with maximal diameter a and minimal distance separating them δ = c r a, with c r = O(|k|), the far field of the scattered wave admits the following expansion
19)
where (R m , Q m ) ℵ m=1 is the solution the invertible linear system
Before we provide the proofs of the above theorem, we would like to address some remarks.
• In the error of approximation, the constant appearing in the Landau notation are bounded by the largest ratio of the eigenvalues of both ε, µ, for the Theorem 1.1, and the largest Lipschitz constant for Theorem 1.2.
• In our opinion, and in the current form of the algebraic systems, it is hard to improve the approximation error order, except maybe for rotation invariant geometries by using the fundamental Newton's theorem for fields that are also rotation invariant.
• The tensor that appears could be explicitly calculated for simple geometries (sphere, ellipsoid) for more details see [4] . Further more, for a perfect conductor case, the tensor can be explicitly calculated, for convex geometries, using Neumann series as the spectral radius of the double layer potential have a spectral radius that is smaller than 1 2 .
• It is also possible to evaluate [P µ r Dm ] and [P ε r Dm ], using boundary integral equation when both ε * r and µ * r are symmetric definite positive matrix see Section 2.1 here after.
2 Scattering by Anisotropic Inhomogenities. Problem (P 1 )
Let us introduce the Newton-like potential
defined, for V in L 2 (D) and maps continuously L 2 (D) into H 2 (D), (see Theorem 9.11 [17] ) precisely
which is a compact integral operator from L 2 (D) to H s (D), s < 1. The constant c 2,k remains independent of D. To show it, it suffices to write
for any sufficient large radius R to contain D and v ∈ D, and
Finally by H(curl, D), we mean the subspace of L 2 (D)-vector fields, with L 2 (D) rotational, that is
We also define, for a bounded tensor C,
5)
for V in L 2 (D).
Anisotropic polarization tensor
Let us set
The problem (Pr Ani (1)) is solved by the following Lippmann-Schwinger integral equation with
(2.7)
The following proposition summarizes the needed properties of the polarization tensor introduced above.
Proposition 2.1. Every solution to (Pr Ani (1)) satisfies the following estimate
Furthermore, whenever B ∈ W 1,∞ (D m ) and a sufficiently small, the tensor (2.6) behaves like C B in terms of positive or negative definiteness and symmetry, namely
9)
In addition, we have the following scaling property
11)
where for s ∈ D m , B(s) := B(as + z m ).
Before stating the proof, we need to introduce the anisotropic polarization tensor, defined in ( [4] , p.121-122 ), as
where Θ m solves, for a fixed m ∈ {1, ..., ℵ}, the following transmission problem
Obviously, we have
(2.12)
Hence, being
we get 2
where the divergence is applied to each line of the matrix taken as a vector field, and C * B stands for the transpose of C B . With the above notations, we have the following lemma. Dm ∇] is one-to-one on H 1 (D m ), provided that C B is definite-positive, and it satisfies the following estimates (see [21] or the proof of (2.32) in the next subsection.) 
being, obviously, 
The remaining part of the proof is due to the fact that, for a sufficiently small, [P B Dm ] inherits its property from [P B ∂Dm ] through Lemma 2.2.
Finally, we have the following, obvious, statement.
20)
for C B symmetric. If B is a constant matrix and not necessarily symmetric, we have
Lippmann-Schwinger integral formulation and apriori estimates.
In this section, we establish the wellposedness of our problem (P 1 ). We start with showing the uniqueness of its solution and then prove its existence using a Lippmann-Schwinger integral representation of the electromagnetic field and at the same time we give an estimate of the total field taking into account the cluster of our small inhomogeneities.
We first recall that the contrast of magnetic permeability and electric permittivity, which are assumed to be respectively real and complex valued 3 × 3-tensor, essentially uniformly bounded with their derivatives, i.e.
and essentially uniformly coercive, that is, for almost every x ∈ D, we have
23)
A sufficient condition to get the above inequality for the contrast of the relative electric permittivity is given by
where ρ + (A) and ρ − (A) stand respectively, for the largest and the smallest eigenvalue of A. As C µ r is a real valued 3 × 3-tensor, it suffices for it to be definite positive. Indeed, we have
(2.24)
Proposition 2.4. The Problem (P 1 ) admits a unique solution.
Proof. We suppose that ε r and µ r are 3 × 3-tensors. Let (E = E 1 − E 2 , H = H 1 − H 2 ) be the difference of two solutions of the problem (P 1 ). Obviously both the normal trace of E and H are continuous across the boundary and satisfy the SilverMüller radiation condition, hence, due to Green's formula, we have
and taking the real part gives
The same observation concerning the second integral of the right-hand side of (2.26), implies that
The Rellich lemma (see [14] ) induces that E ≡ H ≡ 0.
To prove the exitence of the solution and derive the needed estimates, we use the equivalent Lippmann-Schwinger equation. For that, we define the operator of Lippmann-Schwinger to be
(2.28)
We set (E, H) to be a solution, provided that it is solvable, of the integral equation,
and (E A , H A ) the solution of the Lippmann-Schwinger equation with averaged parameter, that is
With the previous notations, we have the following proposition.
29)
and V := E, H, satisfy the following estimates
for some positive constant which depends only on k.
To prove this proposition, we need the following lemma.
are compact operators, and it holds that
satisfies the Maxwell equation for k = iα, a direct application of Green's identity outside of D, for a sufficiently large R > 0, 4 implies that
. 4 The continuity of the normal trace of N iα,C A D,V across ∂D is due the facts that the operator ν × ∇ is an isomorphism From
(·) have a continuous Dirichlet trace. 5 The obvious thing is that
due to the exponential decay of the kernel as α > 0.
Further, we have
which, with the radiation condition, gives
The above inequality in (2.36) gives
Then this last inequality in (2.35) ends the proof of (2.32).
Let us now prove (2.34) and (2.33). We write, for α = 1,
(2.38)
Obviously, we have, due to (A.2), that 
We have, using Hölder's inequality, 6 6 We have considered |k| > 1.
which helps conclude, using Hölder's inequality for the second step once more and (A.6) of Lemma A.1, that
(2.40)
We deal now with the first term of the right-hand side of (2.38). We write
and, as done in (2.18), we obtain
(2.41) Gathering (2.40) and (2.41), we have
The first term of the second member can be estimated using young's inequality
(2.44)
The later sum in the right hand side of (2.43) is smaller than
and similar calculation, as done above and using (A.6) of Lemma A.1, gives successively
Proof. (Proposition 2.5) Consider the equation (M L.S ), which is, with the notation of Lemma 2.6 and ·, · standing for the scalar product in L 2 (D),
and with (2.32), taking the real part of the above equation, we get With the estimations (2.33), (2.34) of Lemma 2.6 and the assumption (2.23) we get 8
which, under the conditions
,
More precisely, 
then, due to estimates (2.30) for the solution of Lippmann-Schwinger integral equation, we obtain
Remark 2.7. We have two observations:
• We can consider either both real tensor or complex valued ones for the relative electric permittivity and magnetic permeability inducing similar assumption concerning the corresponding contrast in (2.23).
• We could improve the condition on the ratio a δ by taking a larger α. But this would increase the constant that appears in the estimation (2.30) which will result in the worsening of the error of approximation in the latter calculation.
Field approximation and the related linear system
We set
are the respective solutions of (Pr Ani (1)) with B = µ * r and B = ε * r , we recall that
is a positive constant.
The following assumption could be seen as a consequence of the scaling (2.11) and Lemma 2.2, for A = ε r , µ r ,
58)
where µ + A := max m µ + A,m , µ − A := min m µ − A,m and (µ ± A,m ) ℵ m=1 are constants that satisfy the previous inequalities for each D m .
We set for U, V ∈ L 2 (D m )
The far field of the scattered wave is given by, see ( [14] , (6.26)-(6.27) p. 199), 
(2.63)
With the above estimates, we have the following result.
Proposition 2.8. Forx ∈ S 1 , we have the following approximations for the far field of the scattered waves are solutions of the following system are solutions the following system 
69)
• (Derivation of (2.66)) Multiplying the first member of (2.68), by U µ * r m and integrating over D m , we derive
(2.70)
Indeed, due to the third identity (A.4), for α = 0, it is obvious that
We also have, for similar reasons,
Regarding the third term of (2.70), we have
Hence, we get from (2.70) 
and a first order approximation, considering (A.1), gives
72)
which gives, when the contrasts are symmetric, joined with (2.71), the first approximation in (2.66).
Similar calculation gives the second one starting from (2.69), and multiplying by U ε * r m as defined in (2.54).
• (Derivation of (2.67)) When, in the other hand, both C ε r , C µ r are in W 1,∞ (∪ ℵ m=1 D m ), and not necessarily symmetric, we get, with a first order approximation, for the combined eqs. 
which we rewrite as
or more precisely
as for the symmetric case, the slights changes, for the second equation, are retrieved in the error of approximation.
• (Derivation of (2.64)) Concerning the far field approximation (2.64), a first order approximation gives
(2.76)
The conclusion comes using the estimations (2.62) and (2.63). The approximation (2.65) could be achieved by adding-subtracting to (2.76) above the following expression
(2.77)
Using Hölder's inequality, with both (2.31) and similar (2.62) and (2.63) for E A , we get ℵ m=1 Dm 
80)
For |k| > 1 we have the following estimates
Proof. We deal with the case of real valued coefficients (i.e assumption (2.57) is fulfilled). When either one of them or both are complex valued, we procceed in the same way taking the real parts in the the coming derivations.
• (First linear system) We start writing the system (2.80) as follows 
in such a way that
(2.87)
With this in mind we have, from the first equation of linear system,
(2.88)
As we have, see ( [17] , Theorem 9.9),
we get, with S ℵ (Π 0 ) standing for the third term of the left-hand side of (2.88),
|B(0, 1)| 
(2.90)
From the above inequality, with calculations similar to (2.39), we get
then, with the original notations, we get
(2.91) Due to (2.57), considering that, both
are satisfied, both (2.91) and the obtained result from repeating the same calculation for the second equation, gives, with c r ≥ 3|k|µ + (ε r ,µ r ) and |k| > 1,
Then follows the conclusion, namely
• (Non symmetric case) We could deduce the estimate from the above calculation writing down the linear system as follows, first we set, for m ∈ {1, ..., ℵ}
and, this time 
(2.96) hence, following the same line as in the proof for the first linear system, we get For the last statement, it suffices to observe, that C A and its transpose C * A share the same eigenvalues, and hence leave those of [P A * Dm ] −1 identical to those of [T A * Dm ] −1 .
Proof. (Of Theorem 1.1)
• We start with (1.13), noticing that, for ( Q µ r m , R µ r m ) ℵ m=1 solution of (2.80) and (Q
.
(2.100) Thus, with the estimates (2.83), (2.84) and (2.92), we have, with the aid of (2.60) for the third inequality
Er m (H, E) 2
Er m (E, H) 2
With the estimates (2.62) and (2.63), for the scattering of plane waves, we obtain 
Recalling the approximation (2.64), we have 
(2.106)
• Let φ and U be smooth, respectively, scalar and vector valued functions. The tangential gradient of φ, is given by ∇ t φ := −ν × ν × ∇φ , where ν is the outward unit normal to D. Then the (weak) surface divergence of A, of tangential fields, that is ν · A = 0, is defined by the duality identity
Obviously, from (3.1), if Div A exists, taking φ m (x) = 1, gives ∂D Div A(x) ds x = 0, see [27] and Chapter 2 in [14] for more details.
The spaces L 2,Div t (∂D) denote the space of all tangential fields of L 2 (∂D) that have an L 2 0 (∂D) weak surface divergence, precisely
where
We recall, the usual Single and Double layer-potentials, either scalar or vector field, defined, respectively, as follows
These fields are C ∞ (R 3 \ ∂D). In addition, they admit the following Dirichlet trace, for almost every x ∈ ∂D were Γ ± (x), x ∈ ∪ ℵ m=1 ∂D m is a family of doubly truncated cones with a vertex at x, which lies in both sides of the boundary, such that Γ ± (x) ∩ D ∓ = ∅ and the integral (3.6) is taken in the principal value of Cauchy sense. For every s ∈ [0, 1], all the operators
are isomorphisms. More details can be found in [26, 33] .
Virtual-mass and Polarization tensor
The following two quantities will play an important role in the sequel Both − P Dm and T Dm are positive-definite symmetric matrices, (see Lemma 5 and Lemma 6 in [10] or Theorem 4.11 in [4] ) and satisfy the following scales P Dm = a 3 P Di , and T Dm = a 3 T Dm .
(3.8)
For i ∈ {1, ..., ℵ} let (µ T i ) + , (µ P i ) + be the respective maximal eigenvalues of T D m , − P D m , and let (µ T i ) − , (µ P i ) − be their minimal ones. We define
Hence for every vector C, we get
(3.10)
Existence and uniqueness of the solution

Maxwell layer potentials and boundary traces
The well-posedness of the problem (P 2 ) is addressed in [14] and [29] , for instance, and the unique solution can be expressed in terms of layer potentials. Especially, when k ∈ C \ R * , with ℑk > 0, or with additional hypothesis on k ∈ R + , we can use the following representation,
where A is the unknown vector density in L 2,Div t (∂D), to be found to solve the problem. In this case, the magnetic field is given by
with, for almost every x ∈ ∪ ℵ m=1 ∂D m , the following traces are valid, see [27] ), are valid For the perfect conductor boundary condition, such a representation gives birth to the following singular integral equation
which can be written as
with, for x ∈ ∂D m and j ∈ {1, ..., ℵ},
For the surface divergence, we have
In addition, for every u ∈ H 1 (∂D m ) (cf. Lemma 5.11 in [27] )
The fact that the operators appearing in (3.14) are isomorphisms on L 2,Div t (∂D) is addressed in the next section together with an estimate of the density.
A priori estimates of the densities
The following result together with the fact that [±I/2 + M k ∂D ] is of closed range, makes it describe an isomorphism of L 2,Div t (∂D). The proof goes in two steps. In the first step, we prove the estimate when the wave number k has a positive imaginary part, ℑk > 0, (ex. k = i). As [M k ∂D − M i ∂D ] is compact, we deduce, in a second step, a similar estimates for k ∈ R + , under an appropriate condition on c r (i.e. the dilution parameter). 
In order to derive this estimate, we need to use the following key Helmholtz decomposition of the densities
with the estimates
where (c i ) i=1,2,3,4. are constants which depend only on the Lipschitz character of the D ′ m s. To prove Lemma 3.2, it suffices to seek for the solution of the following equation, 20) and get the desired estimations, using the scaling properties of the implied operators, with A 2 m = [ν × S 0 ∂Di ](W ) and A 1 m = [ν × ∇S 0 ∂Di ](w). The details can be found in [9] .
In what follows, c L and c k will designate generic constants independent of a and depend, respectively, on the Lipschitz character of D and k.
Suppose that E and H = curl E/ik are two vector fields that satisfy the Maxwell system, with a complex wave number k, ℑ(k) > 0 and such that ν × E is in L 2,Div (∂D := ∪ ℵ m=1 ∂D m ). Hence, in view of the decomposition of Lemma 3.8, there exist e i and E i such that, in each ∂D m , ν i × E = ν × ∇e i + ν × E i with the following estimate,
Let us set e := ℵ m=1 χ ∂Dm e i , E := ℵ m=1 χ ∂Dm E i . With this notations, for every 21) and the following estimates hold
Indeed, with Lemma 3.8,
The second estimation can be done in the same way. 
23)
with c L independent of a and k, from which follows
where c k := 1/ min ℑk/|k| 2 , ℑ(k) .
Proof. Considering the decomposition (3.21), and using (3.1) for the second identity, we have
Taking the absolute value, with Hölder's inequality and involving the estimates (3.22), we get successively
For (3.24), consider the following Green's identity
The real part gives, 27) and due to the Maxwell equation symmetry, same estimates remain true for the magnetic field H.
Proof. Let E and X be two vector fields, with X real valued, and consider the following identity
(3.28)
Following [28] , let X m ∈ C ∞ (D m ) be compactly supported in R 3 , such that X m · ν ∂Dm ≥ c Lm > 0 with support as small as wanted. Such a choice is possible due to Lemma 1.5.1.9 in [18] . Recall that D m ⊂ B(0, 1 2 ) and D m = aD m + z m .
Set c − L := min m∈{1,...,ℵ} c Lm , and define, for every x ∈ R 3 ,
Then X satisfies, for any positive scalar function V, 29) and for c + L := max m sup Dm |div X|, |∇ X|, | X| , we obtain
(3.30)
Being |E| 2 = E · E, we get both
Taking their real parts then their difference 9 , gives
which, in view of (3.29), gives both
Using (3.24), we get
(3.33)
Concerning the exterior field, we consider a ball B r (0), with a sufficiently large radius r, which contains D = ∪ ℵ m=1 D m and the support of X. Let D r := B r \ D, applying Green's formula (3.25) on D r gives
As ℑk > 0, due to the asymptotic behavior (1.8), we have
then, the real part of (3.34) and letting r to ∞ gives
which is the analogue formula for (3.24) . The rest of the proof is identical.
As a direct consequence of Lemma 3.4, we have the following assertion 
Hence, with the first inequality of Lemma 3.4, we get
and with the same argument, for the magnetic field using the second inequality of Lemma 3.4, we get
Adding the last two inequalities and observing that
and that
gives
Hence
Interchanging E and H in (3.40) and (3.42) then repeating the same calculation gives
The two last inequalities give us the desired result.
The estimates in Theorem 3.1 follow using the triangular inequality and (3.38). Indeed,
(3.44) Remark 3.6. Similar calculations lead to the following estimates
with instead of (3.25), we use the following inequality
including the following one
where the norms are either of L 2 (D) or L 2 (R 3 \ D) with the use of a similar decomposition (i.e Lemma 3.2). for c L,1 stands for the constant that appears in (3.1) of Theorem 3.1 for k = i.
The following lemma will help us provide a short cut to derive the desired estimates and approximations, using the results of section 2.3. where w and W are solutions of (3.20), then
49)
and we have the following estimates holds 
Again, using Green formula, we have
Lemma 3.9. For every k ∈ R + , the operator M k ∂D − M i ∂D is compact and we have, under the condition on c r ,
(3.52)
Proof. We have, due to the representation (3.14) 
For x ∈ ∂D m , we have, with the notation of Lemma 2.6 
(3.60)
Proof. (Theorem 3.7). Now, we end up the proof of Proposition 3.7 as follows
Then for c L,k a ≤ 1
Fields approximation and the linear algebraic systems
Based on the representation (3.11), the expression of the far field pattern is given by
61) wherex = (x/|x|) ∈ S 2 and A is the solution of the (3.14). As it was done in [9] , let us consider (ψ m l ) 3 l=1 as the solution of 0) . Taking the surface divergence of (3.62) gives As curl V l = e l , it holds that
for any scalar function u ∈ H 1 (∂D m ). Finally, let φ m be the solution to the following integral equation
Lemma 3.10. Due to the scale invariance of both the double-layer and the Maxwell-dipole operators, the following estimates hold
(3.67) Proposition 3.11. For ℑk = 0, the far field pattern can be approximated by
are solutions of the following linear algebraic system This representation (3.71) is the analogous of (2.61), stated for the transmission problem, in such a way that, the far field approximation is done in similar way, with the appropriate changes that involve (3.8) (i.e the appearance of the constant c L ).
• (Derivation of the linear system) For As already done in (2.72), with a first order approximation, the second member of (3.73) can be approximated by As in the proof of Proposition 2.9, with µ + and µ − as defined in (3.9), we have the following proposition. Proof. From a given position z i we split the space into equidistant cubes (CU l ), centered at z i , such that each of its faces support some of the (z j ) ℵ j≥1 j =m , and each of its faces, (F l ) are distant from F l±1 with distance δ + a, (see fig. 1 ). Obviously the distance from a point z j ∈ F l to z i is
z l being the orthogonal projection of z i on F l . Repeating the same splitting on each faces F l , we draw concentric squares (SQ k ) l k=1 , centered at z l , and there is 4 or 8 location that are equidistant from a given square SQ k to z l which correspond to the intersection of a circle with a square sharing the same center, similarly, for a point z p ∈ SQ k , we get, with z k standing for one of its orthogonal projection on SQ k , d(z p , z l ) = (d(z p , z k ) 2 + d(SQ k , z l ) 2 ), 
