Abstract-In this paper, we focus on providing a novel image browsing and visualization experience for local photo repository. The so-called Friend Wall system solves two problems: (1) How to effectively classify the local images with respect to related social characters and events. (2) How to efficiently generate layout to compactly arrange many photos onto a single canvas. For the first problem, we propose a novel image annotation scheme by employing both of the image visual features and Metadata. Motivated by the observation that SNS (Social Networking Service) images, especially those come from the user's acquaintances always contain rich information, we apply these images as our training set and explore their social attributes. In our definition, social attributes contain a set of intrinsic labels such as Who, When, Where, and What. To effectively arrange the photos on a single canvas, we proposed a binary tree based representation and fast algorithm for layout generation. Experiments show the examples of Friend Wall. The effectiveness of social attribute annotation is proved as well.
I. INTRODUCTION
The rapid development of digital camera and multimedia technology has significantly changed the way of our life. With convenient access to photographic devices such as digital camera, mobile phone, tablet PC, web camera, people can take pictures at will and they are getting used to log their daily experiences by taking photos rather than using text. Meanwhile, taking the privacy and security issue into account, a trustworthy and user-friendly local image repository is being required and has attracted intensive research attention [1] [2] [3] [4] [5] [6] [7] .
To provide satisfactory user experience for local media repository, previous research efforts concentrated on the following three problems: 1) Image visualization: A picture is said to be worth a thousand words. Nevertheless, without appropriate photo organization and visualization strategy, the large amounts of photos may draw a potential problem with respect to information access and acquisition. Previous work such as [1] proposed to use music-driven photo slideshows, in which photos having similar characteristics would be displayed in the same frame, and the demonstration of photos proceeds as the pace of the incidental music. In [6] , the media files are formed into a matrix-like representation according to the taken time and taken places. The time axis and space axis allow the user to efficiently browse the local repository as well as effectively organize the media files. 2) Image Annotation: By incorporating the local photo collection with state-of-the-art content-based image analysis technology, the image can be annotated with high-level semantic concepts such as scene and event category. Moreover, because that users are more interested about the people in the pictures, the faces and human bodies are further detected and indexed [3] , [5] . However, since the existence of gap between low-level visual features and high-level semantic concepts, effective and efficient local photo annotation still remains a problem.
3) Image v.s. social networking: Nowadays, in the age of social networking, it is not surprising to find that everyone around us is using Social Network Service (SNS, e.g. facebook, twitter, and Google+). According to facebook statistics, in 2012, there are more than 900 million active users, and more than 50% of these active users log on it in any given day. In other words, from user's perspective, SNS is changing the way people live. Meanwhile, it is reported that there have already been more than 140 billion photos uploaded onto facebook. How could we make good use of these social networking images and effectively mining the relationship between online photo and local images are the new problems we are interested in. As an anwser to the first problem, in this paper, we propose Friend Wall as a novel photo visualization scheme to let the user browse and share a set of images at the same time. As shown in Fig. 1 , Friend Wall organizes pictures into a collage-like representation which provides a compact and palatable form for photos displayed on the same canvas. Friend Wall has an advantage in accommodating photos of various sizes together into a compact rectangular canvas while keeping their original orientations and aspect ratios unchanged. Since we aim to provide users the best visualization experience as well as preserve all the important information of the photos, unlike traditional collage generation systems [8] [9] [10] we neighther crop images to fit in pre-defined templates nor dispatch them into layers and allow occulusion between different layers. Our Friend Wall can be build in real-time. Once the images are classified based on their attributes (e.g. event, time, and related friend), it takes less than 10 -3 seconds to generate a Friend Wall representation for up to 100 images.
The coming of social networking era allows us to adding friends,circles, following interesting individuals, and even redefine ourselves on the virtual Internet world. We call such relocation process finding social attributes. As another observation, not only individuals have social attributes, files, music, posts, videos, and photos also have social attributes For instance, users on facebook can tag a specific rectangle area on photos. As soon as the photo is tagged by people's names, social attribute is assigned to it. Based on this information (e.g. name), we can easily tell who is relevant to this photo. Moreover, in order to keep our precious memories, social attributes can help us find the right one to share photo with.
Comparing with the traditional semantic attributes, which emphasize the 'cues' hidden behind the visual image content, social attributes focus more on the relations with certain social characters and events. Take Fig. 2 as an example. This photo was taken in summer 2011 when the user went to Mount Fuji with his friend Li. By analyzing the image visual contents, we can assign semantic attributes like 'Mountain', 'Sky', and 'Cloud'. A better approach can even get the name of the place.
However, we can never find out the related character (Li) because he did not appear in the visual content. From the perspective of social networking, we define social attributes as complement for the traditional image attributes. Social attribute annotation aims to annotate photo's intrinsic property. The annotation process may take advantage of photo's visual content but not limited to it. As we mentioned above, it should be noted that the Who attribute is different from traditional "person annotation" [3] , [5] , [11] . In "person annotation", researchers focus on "who is in the image". In that case, "person annotation" can be seen as a typical kind of content-based image annotation, which emphasizes the detection and recognition of person/face.
In Friend Wall system, social attribute annotation is formulated as a classification problem, in which the training data are photos from friends' SNS albums (Fig 3) . Our approach has several advantages:
1. The proposed Friend Wall system clusters the photos based on their related social characters and events. It enables the user to browse the clustering results on a compact 'Wall-like' canvas. Besides, after obtaining social attributes, we can recommend the user to share photos with certain friend/circle. In other words, the social attributes come from the SNS and serve SNS back.
2. Because of the existing varieties (e.g. lighting, facial expression, occlusion), automatic face annotation is still a difficult task in practice. Using SNS photos makes our approach independent of faces or body detection. Even there is no founded face we can still annotate the photo.
3. The use of friends' online photos provides a novel training dataset. Moreover, the amount of training data is growing as we upload more and more photos.
II. RELATED WORK

A. Image Annotation and Person Indexing
Previous Image annotation methods involve various kinds of models. Some of these models focus on building a probabilistic correlation between images and keywords, and some of them treat each semantic concept as independent class and employ trained classifiers for annotation. In [12] , Wang et al. built a system including 600 semantic categories and 40 training images in each. They introduced a statistical method for describing images based on two-Dimensional Multi-resolution Hidden Markov Models (2-D MHMMs). In [13] , inspired by the relevance language models, Cross-Media Relevance Model (CMRM) was proposed. Wang et al. formulated the annotation refinement process as the states of Markov Chain [14] . Motivated by the prosperity of social multimedia (e.g. images, music, videos on Flickr and YouTube), [15] learnt the relevance of a tag with respect to an image from tagging behaviors of its visual near neighbors on social network. Taking a step beyond image annotation, Liu et al. assigned labels to the regions in an image (label-to-region, [16] ). This work showed its effectiveness in both label to region assignment and image annotation.
Recently, graph-based method has been introduced into image annotation and received satisfactory results [17] . The graph-based algorithm can be seen as a semisupervised learning approach [18] . The core idea is to represent a data point with respect to the intrinsic manifold structure collectively revealed by a great amount of data. Graph-based algorithm has several derived varieties. In [19] , He et al. introduced relevance feedback into the graph-based framework and further proposed three active learning methods in order to select the most effective samples. In [20] , Tong et al. extracted features of different modalities (e.g. visual features and surrounding text) and fused them together. For image annotation, in order to capture the complex distribution of data, researchers in [17] proposed Nearest Spanning Chain (NSC) to construct the graph G. Besides, wordbased graph learning was developed to refine the relationship between images and words.
Among all the annotation tasks, the most relevant one to this paper is "person indexing". Intuitively, the goal of "person indexes" is to let the user easily access the photo repository with their familiar names and individuals. This can be achieved by detecting and recognizing the faces in images. However, certain controlled environments limit current face recognition methods. Because of the existed instability such as illumination and facial expression, it is difficult to automatically align and recognize faces in family photos. Noticing this fact, Zhang et al. proposed a semi-artificial approach to annotate and propagate the face labels [5] . They allowed user to multi-select and assign names to a group of photos. After that, the names were propagated from image level to face level based on an optimization algorithm. In [11] , with the help of adopting multi-clue information (face, body, and visual/social context), the overall performance was shown to be better than only using face information.
In this paper, we propose a graph-learning based approach for annotating social attributes. As mentioned above, social labels occupy a more generalized meaning than "person annotation". It describes the image's intrinsic relationship with social individuals even if there is not a body/face detected in it. In graph learning, the training dataset is obtained from friends' SNS albums.
However, instead of directly importing all the photos, we propose a batch-based method, which firstly cluster the photos by events and annotate identical-event photos at the same time with the same labels. Moreover, the annotation results are further refined by a post-processing step based on the idea of maximizing between-class variance. The adoption of batch copes well with limited training data and greatly improves the annotation performance. Once the photos are annotated with their related person, we can group them and let the user to browse images according to social friends. This is why the name "Friend Wall" comes from.
B. Image Collage Generation
Image collage, as it provides a compact and visually delectable summary for the user to browse a photo collection, has recently attracted great attention in the industry as well as the research area [1] [9], [10] , [21] [22] [23] [24] . Although the formulation of collage is restricted to a twodimensional canvas, the generation of collage can sometimes be involved with the third dimension information, which simply refers to placing the images on different layer hierarchy. With respect to the image layout generation schemes, previous approaches can be roughly divided into the following two categories. (Fig. 4-a, b ). These methods do not take the layer hierarchy arrangement into account and all the photos are placed on the same layer without occlusion. A simple technique for page layout generation is achieved by using pre-defined templates. These templates are carefully designed which make the final created collages compact in composition and the canvas being fully utilized. However, since the user input images are not always having unique sizes, orientations, and aspect ratios, the main drawback for template-based collage generation scheme is that it requires additional preprocessing step for the inputs, such as image cropping and shrinking. On the other hand, in [21] , the author proposed to maximize the canvas coverage without having photos overlap. They adopted the "slicing structure" [25] which is analogous to the page layout as a binary tree. Different node types of the tree further corresponds to horizontal ("H") ot vertical ("V") divisions (Fig. 7-b) .
2) 3-D collage (Fig. 4-c, d ). Intuitively, a 3-D collage incoporates the layout hierarchy of photos and thus the problem of occlusion seems to be unavoidable. In [10] , the collage creation was formulated in a Bayesian framework. The salient regions of each images are firstly extracted and represented as a set of weighted rectangles to avoid false occlusion. Yang et al. proposed to employ belief propagation to maximize the visibility of all the important information embedded in the current collage meanwhile maintaining the visual continuity of a incremental image insertion scheme [8] . Although the 3-D collage provides a novel browsing experience by arranging the photos in a "natual manner", the existing overlap and occlusion restricts the user to see the complete details of all the pictures and sometimes seem to be non-preferable when we are focusing on one specific image.
While image cropping and overlapping limit the expressive power of the photo collage, researcher devoted to a novel style of layout generation, in which photos are tightly packed into a rectangular canvas while the aspect ratio, orientation, and the photo content remain preserved [26 [27] . However, these methods are always timeconsuming and it usually takes several seconds to generate a fine-composed image collage. For instance, Atkins proposed BRIC (block recursive image composition) algorithm in [26] which adopts the "slicing structure" used in floor-plan design. BRIC must solve up to two linear equations of N (the number of input images) variables, which occupies the complexity of O(N 3 ). Motivated by these "content-preserved" collage generation schemes and the "slicing structure", in this paper, we present a fast collage layout generation algorithm to create the proposed Friend Wall. Comparing with previous methods, our algorithm has the complexity of O(N), and it usually takes around 10 -3 seconds to build a Friend Wall with less than 100 input images. Details of the Friend Wall generation algorithm can be found in Section IV.
III. SOCIAL ATTRIBUTES ANNOTATION
In this section, we will fully discuss our graphlearning-based social attribute annotation as well as the post-processing step by using variance optimization. After inputting the user's local images and online friends' albums, we output a set of associated labels. For instance, we can use the Who label to index and browse photos related with one specific person. Moreover, all the photos are further arranged into a Friend Wall as discussed in next section.
A. Using Batch for Social Attribute Annotation
In the proposed framework, instead of processing photo-by-photo, a batch of photos is the basic unit for annotation. It is generally defined as the photos, which belong to the same event. The idea of using batch comes from the way people organize their photo albums in daily lives.
In [11] , event is narrated as the basic and important organization unit for photo album. It usually represents a meaningful happening within short time duration and nearby places [28] . From the perspective of social attribute annotation, batch can be defined as a photo set S, in which all the photos share identical "When, Where, Who, and What" tags. In other words, these photos belong to the same event.
When we are going to cluster photos into events, the problem is that we cannot directly obtain the What, Who, Where (in case GPS is not available) tags. We then make the first assumption:
Assumption 1: The photos taken in the same time interval (usually one day or several hours) and by the same camera belong to the same batch (event).
Note that the information about taken time and taken camera can be easily accessed by digital photo's metadata. As a simple way for organizing photos, this assumption is intuitively true if we do not expect the clustering result to be 100% perfect. Although there are previous works about automatic event clustering [4] , we find it has already been done by digital cameras and album software. In fact, the photos are stored into different folders classified by the date taken in digital cameras. When you want to import the photos into your local machine or web album, the software also suggests you to create new folders for new coming events.
Since photos have been automatically clustered into batches (events), all the photos in one batch share the same social attributes. For annotation, instead of photoby-photo, these photos are annotated at the same time and with the same social attributes, which is the reason why we use the word "batch".
1) Batch-Based VS. Photo-by-Photo Annotation
The adoption of batch has two advantages. 1) It copes well with limited training data; 2) It organizes the photos in a more feature-effective way. The process of social attribute annotation can be briefly described as follows. By calculating photos' similarities (visual features + metadata features), the affinity matrix G is built. Then the annotation labels can be propagated from training data to test data. However, the limited number of training data restricts the annotation performance. Fig. 5 illustrates an example. The batch at the left side is from user's photo collection. The batch at the right side is the corresponding training data obtained from friend's SNS album. These two batches describe the same event and we aim to annotate all the unknown photos. Unfortunately, because of various reasons, (e.g. storage limitation of web album; Different people have different interested objects; Inconsistent photo taken conditions like angle and focal length), only few test photos can find their correspondents from the training set, and thus can be correctly annotated. Intuitively, the annotation recall is quite low under such limited training data situation. Therefore, rather than regarding photos as independent objects, batch-based method takes batch as the basic annotation unit. In our approach, the high similarities of matched photo pairs can be preserved and further instruct the batch-level annotation (Section 3.3). It is worth noticing that the clustering of photos into batches provides higher feature separability and thus improves the annotation precision. We have a simple two-class shown in Fig. 6(a) 
Intuitively, the larger the separability value, the better feature performance. According to the second column in Table 1 , these features underperform with low discriminative powers. However, are they really "not good" features? Observation shows that the inconsistency of feature values between events/batches within the same class (person) raises S W up and degrades the separability. This motivates us to separate training classes into more elaborate subclasses with a better in-class feature consistency. The third column in Table 1 illustrates the situation when we cluster photos by events (batches). It is clear that the discriminative power of feature is dramatically increased with the help of using batch. 
B. Graph Learning Framework
The graph learning framework has a wide application in image ranking, retrieval, clustering, and annotation [17] [18] [19] [20] . In this Section, we start from an overview of the algorithm and go deep into the details from a top-down perspective.
1) Graph Learning Algorithm
Given a set of images represented by feature vectors X = {x 1 , x 2 ,..., x N }, we initialize the labeling matrix Y N×C according to prior knowledge (C is the number of categories). Intuitively, y i,j = 1 if x i is initially from training set j, and y i,j, = 0 otherwise. The matrix Y can be iteratively updated and reach its stable state as follows:
Step 1: Construct the affinity matrix W N × N by calculating the similarities of any image pairs.
Step 2: Symmetrically normalize W by S = D -1/2 WD -1/2 . where D is a diagonal matrix and D ii = ∑j=1…N W ij .
Step 3: Iterate until convergence:
where t denotes the iteration round and α is a parameter. The final element values in Y show the confidence of each data point relevant to each category. After obtaining the Y matrix for the current batch, a post-processing step is introduced for refining the annotation results (Section 3.3).
2) Image Similarity
In graph learning, a critical issue is how to select features and define image similarity. Our approach takes advantage of photo's visual content but not limited to it. In fact, we adopt visual features as well as photo's metadata.
When taking photos, it is possible and convenient to record additional information such as GPS coordinates, focal length, and exposure time. In [29] 
Supposing k features are independent to each other:
Moreover, we still hope the similarity metric can cope well with feature missing (e.g. GPS information is not available indoor or bad weather). Supposing feature z is missed, as derived in [3] , it can be rewritten as:
3) Metadata and Visual Feature Equation (5) enables us to extract multi-features and fuse them for graph construction. In our approach, we use the metadata as well as the visual features.
The Exif specification for camera metadata (JPEG images) includes hundreds of tags. Previous study categorized these tags into four families for scene classification: "Scene Brightness", "Flash", "Subject Distance", "Focal Length" [29] . In this paper, by analyzing their correlations with social attribute annotation, we prepare six candidate features as shown in Table 2 .
Local feature is widely used in state-of-the-art image researches and applications. Local feature such as SIFT [31] is prominent for the invariability to illumination, scale, and rotation transforms. However, since the detection and calculation of local feature descriptors are time-consuming, global features such as color, shape, and texture are adopted as practical complements. In all, we use a set of global color and texture descriptors proposed by MPEG-7 [32] . For local visual features, we extract SIFT descriptors and use hierarchical k-means to quantize them into visual words. Table 2 shows the candidate visual features in our approach.
Given 12 candidate features (6 metadata + 6 visual), the next step is to select which cues are most discriminative for social attribute annotation. Similar to what we did in Section 3.1.1, we created a feature evaluation dataset with 1K photos from 10 friends and conduct separability analysis on it. Details of the results can be found in Table 2 . It is worth noticing that the original separability analysis can further be extended into a kernelized version [33] . However, in our evaluation, there are no significant changes by using no kernel, RBF kernel, and Polynomial kernel. Therefore, we illustrate the results by using no kernel in Table 2 and select "GPS", "DateTime", "SCD", and "SIFT + visual words" for graph learning-based annotation.
C. Post-Processing by Variance Optimization
The graph learning-based iteration in Section 3.2 finally generate the stable state of labeling matrix Y N×C . Supposing there are N a input photos in the test batch, we can therefore obtain result matrix R Na×C as a sub matrix from Y. As mentioned above, all the N a photos are from the same batch and should be annotated identically.
A naï ve way to generate the final class label is by summing all the row values of R into a 1×C vector. Then, the larger the ith element value is, the higher possibility this photo should be annotated with class C i . However, this method is under the assumption that each of the photos in batch contributes equally to the final result. As we discussed above, because of the limited training data, only part of the test photos can find their correspondents in the training set. In other words, we should assign weightings to test photos and treat them differently.
Noticing in the result matrix R, each column stands for a specific class, we obtain the weighting vector u Na×1 by maximizing between-class variance. Our method borrows from the idea of Principal Component Analysis. We have the following assumption:
Assumption 2: The larger the between-class variance of matrix R, the more discriminative annotation result is.
This assumption can be rephrased as: we want the columns in R to be separated. If they are too closed, it is difficult for us to choose the result label.
Given the weighting vector u
Na×1
, the new betweenclass variance for R is defined as:
where p i stands for the i th column in R, p is column mean, and S is the covariance matrix. 
To solve the optimization problem, we use Lagrange multipliers:
The solution in (10) motivates us to decompose matrix S, to select the largest eigenvalue as λ, and to choose the corresponding eigenvector as weighting vector u. The refined annotation result can be obtained by u T ×R.
IV. FAST FRIEND WALL GENERATION
Social attributes classify the images in local repository according to different social hints, such as related social friends and related social events. The Friend Wall is proposed to help the user better visualize a set of photos classified based on social attributes. As mentioned above, our collage generation scheme is fast enough for realtime applications. We define the problem of Friend Wall collage generation as follows:
Given a set of N input tile images
, we aim to arrange all the images on a canvas C anv by three constraints.
To arrange large amount of photos on one single canvas, we allow the original images to be resized into smaller tile images. However, in order to keep the visual consistency, the aspect ratio and orientation of image I i are strictly reserved.
All the tile images should be compactly placed on canvas C anv without obvious blanks except tile image borders.
Image cropping and overlapping are not allowed in Friend Wall collage generation. Motivated by [26] [27], the layout of a "slicing structure" collage can be one-to-one mapped into a binary tree as illustrated in Fig. 7-a. For the tree at the left hand side, each leaf node (I i , i=1,…,5) corresponds to a photo. Each inner node corresponds to a bounding box on the canvas, and it is assigned with either an "H" (Horizontal cut) or a "V" (Vertical cut) sign which denotes the split type of the tree node. According to this observation,
for collage generation, we should first generate a binary tree with N leaves. Meanwhile, for all the (N -1) inner nodes, we have to randomly assign either "H" or "V" label to them. Fig. 7 -b shows how we calculate the layout aspect ratio with a simple two-image combination. This observation inspires us to save the aspect ratio of leaf nodes (tile images) first. Then, the aspect ratio for the whole tree combination can be computed recursively from its leaf layer up to the tree root. Since the total number of tree nodes is (2N -1) , the complexity of computing the aspect ratio is only O(N).
Once we have the aspect ratio for each node calculated, we can set the size and position for the canvas accordingly. For example, we have a pre-defined canvas width as w = 600px, the return aspect ratio for the tree root node is 1.5, then the height for the canvas is set as h = 400px, with position x = 0 & y = 0, which indicates the location of the top-left point for the root bounding box. Next, the positions for each of the inner and leaf nodes can be propagated top-down, from the tree-node to the bottom layer.
For N input images, the binary tree has (N -1) inner nodes and N leaf nodes. Generating a random binary tree costs O(N) complexity, recursively calculating aspect ratio and top-down propagating position have complexity O(N). In all, our Friend Wall collage generation can be finished in O(N) time.
V. EXPERIMENTS
A. Social Attributes Annotation
Dataset: We prepare a test dataset containing 1K images from one user's personal photo collection and 1K training images from the user's SNS friends. The training images are obtained from 10 friends and 25 events. Fig. 8 shows histograms of the largest in-event DateTime and GPS differences of the training data. We can find that most of these events last less than 8 hours and the inevent GPS differences are small too (less than 0.05 degree). For evaluation simplicity, we form the experiment into a single-class annotation problem, in which 900 of the test images are related with just only one friend/event and the other 100 are added as noises. We use labels "A, B,…, J" to denote 10 friends, and the noise images should be annotated with "Otherwise" label. All of the training and test photos have DateTime tags, and around 40% of them have GPS information.
Evaluation: The final annotation result can be obtained from the 1×C vector, where C is the number of classes. For comparison simplicity, the annotation output is set as the Who label. We employ the following evaluation metrics:
Average Precision [30] : For each of the 1K test images, we select the largest element in the 1×C vector. If the element's value is larger than a pre-defined threshold, the corresponding class label is set as the annotation result. Otherwise the current image is regarded as noise. We build the confusion matrix (Fig. 9 ) and calculate average precision for all the test images. Complete Length [34] : For each of the 900 non-noise test images, we rank the 1×C vector in descending order. Complete length is defined as the minimum length, which covers the input image's ground truth (Fig. 10) .
Comparison: We compare four kinds of approaches.
(i) The first one is the original graph learning-based annotation. We simply built a 2K×2K graph G for all the images and do annotation without the post-processing step. In this approach, we only employ visual features ("SCD" and "SIFT + visual words"). (GRAPH) (ii) We apply batch-based method in this approach. After graph learning, the post-processing step is adopted to refine the annotation result. We employ the same features as in approach (i). (BATCH_GRAPH) (iii) This approach differs from (i) in that we employ both of the metadata ("GPS" and "DateTime") and visual features. (META_GRAPH) (iv) This approach is the metadata + visual features version of (ii). (META_BATCH) While being accessible under the owner's permission in many websites (e.g. Flickr and Google+), photo's metadata is sometimes not available (e.g. facebook). We set approaches (i) and (ii) only using visual features to simulate situations when metadata is not available.
Results: According to Fig. 9 , since only using visual features cannot provide enough discriminative power for classification (Table 2 ), (i) and (ii) receive unsatisfactory results. However, by using batch-based method, average annotation precision has been increased from 0.311 to 0.433, which has a 39% performance improvement. Meanwhile, for approaches (iii) and (iv), with the help of using "DateTime" and "GPS", the precision and recall are highly improved. The batch-based method also increases average precision by 26% compared to the graph learning-based method.
In Fig. 10 , we plot the complete length for four approaches. Intuitively, the lower complete length, the better annotation performance it achieves. For approach (i) and (ii), compared with the 39% performance boost under average precision metric, there is not an obvious improvement under complete length. This can be attributed to the difference of evaluation metric. In precision, we focus on whether the ground truth is returned as the largest element in the 1×C vector. However, in complete length, we check all the elements in the vector to find the ground truth position. Under visual-feature-only circumstances, high-precision annotation is not guaranteed. Since photos in the same batch are finally annotated with the same label, some falsely annotated results tend to be exaggerated in batchbase method. However, when we incorporate more effective features (e.g. "GPS" and "DateTime"), by using batches, complete length has been improved from 1.524 (iii) to 1.182 (iv), which is close to the ideal case (complete length = 1). It should be noticed that the proposed graph learningbased framework is not extendable to multi-class annotation, in which one photo can be related with multiperson. In such situation, the following modification should be adopted: 1) Remove duplicate images from different people and initialize labeling matrix Y N×C with proper values. 2) After the variance optimization step, instead of directly choosing the largest element from the 1×C vector, analysis the membership of each class and allow multilabel output. 
B. Friend Wall Generation
After social attribute annotation, photos in the local repository can be categorized based on their related social person. We further generate image collages for each of the person category. Fig. 11 illustrates the user interfaces for Friend Wall. At the very beginning, the user can chose one of the related friends for photo browsing (Fig. 11-a) . Then, all the events/batches annotated with that person are listed (Fig.  11-b) . As shown in Fig. 11 -c, the proposed Friend Wall provides compact and palatable photo visualization with strong visual impact. If the user is interested in single images, he can further browse the photo details with one mouse click (Fig. 11-d) .
VI. CONCLUSIONS
We present a new way to annotate local photo repository as well as visualize it. Motivated by the coming of social networking era and the huge image resource on the Internet, we introduce the idea of social attributes and the specific methodology and technology to annotate them. Instead of treating images independently, photos belonging to the same event are annotated simultaneously. Such a batch-based method can cope well with limited training data and make better use of image features. Besides, after image annotation, the related photos are tightly packed into a canvas while their aspect ratio and orientation remain preserved. The proposed Friend Wall collage generation algorithm occupies O(N) complexity, which shows its capacity in real-time applications. Future work will focus on improving annotation result by using multi-cues, such as human faces in photos. Moreover, we are still working on a new collage generation algorithm, which can arrange photos on a size-fixed canvas.
