Abstract. Let x 0 ∈ Ω ⊂ R n , n ≥ 2, be a domain and let m ≥ 2. We will prove that a solution u of the polyharmonic equation ∆ m u = 0 in Ω \ {x 0 } has a removable singularity at x 0 if and only if
Recently there is a lot of study of the singularities of equations. Singularities of solutions of the Ricci flow was studied by R.S. Hamilton [H] and G. Perelman [P1] , [P2] . Removable singularities of the solution of the Ricci flow equation on R 2 was studied by S.Y. Hsu in [Hs1] . Removable singularities of the solution of the harmonic map assoicated with the standard solution of the Ricci flow and removable singularities of the heat equation was studied by S.Y. Hsu in [Hs2] . Let x 0 ∈ Ω ⊂ R n , n ≥ 2, be a domain. It is well known [F] that a solution u of the harmonic equation ∆u = 0 in Ω \ {x 0 } has a removable singularity at x 0 if and only if
In this paper we will generalize the above result to the case of polyharmonic equation. We refer the reader to the book [ACL] by N. Aronszajn, T.M. Creese and L.J. Lipkin for various properties of polyharmonic functions and the papers [A] , [CGS] , [PV] , [X] We now state some definitions. For any R > 0 and x 0 ∈ R n , let B R (x 0 ) = {x ∈ R n : |x − x 0 | < R} and B R = B R (0). Let G(x, y) be the Green function for the Laplacian on unit ball B 1 . That is ∆ x G(x, y) = −δ y (x) and G(x, y) = 0 for all x ∈ ∂B 1 , |y| < 1, where δ y is the delta mass at y.
We say that a solution of of the polyharmonic equation
in Ω \ {x 0 } has a removable singularity at x 0 if there exists a constant δ > 0 such that B δ (x 0 ) ⊂ Ω and a smooth solution v of (1) 
We choose a radially symmetric function φ ∈ C ∞ 0 (R n ), 0 ≤ φ ≤ 1, R n φ dx = 1, such that φ(x) = 1 for any |x| ≤ 1/2 and φ(x) = 0 for any |x| ≥ 1. For any ε > 0 and function f , let φ ε (x) = ε −n φ(x/ε) and
We will assume m ≥ 2 and n ≥ 2 for the rest of the paper. (1) in Ω \ {x 0 } has a removable singularity at x 0 if and only if
Proof. Suppose u has a removable singularity at x 0 . Then there exists B δ (x 0 ) ⊂ Ω and a smooth solution v of (1) 
Conversely suppose (2) holds. Without loss of generality we may assume that x 0 = 0 and B 1 ⊂ Ω. For any x ∈ B 1 , let
and
where ∂/∂n y is the derivative with respect to the unit inward normal at the boundary y ∈ ∂B 1 of the domain B 1 . Then v 1 ∈ C ∞ (B 1 ) ∩ C(B 1 ) and
By (4) v 2 ∈ C ∞ (B 1 )∩C(B 1 ). Then by (4) and an induction argument v i ∈ C ∞ (B 1 )∩C(B) for all i = 1, 2, . . . , m. By (4),
By (3), max
By (1) ∆ m−1 u is harmonic in B 1 \ {0}. Hence by (2), (5), (6), and standard theory of removable singularity for harmonic functions [F] ,
Hence ∆ m−1 u has a removable singularity at 0 and we can extend ∆ m−1 u to a smooth function on B 1 by letting ∆ m−1 u(0) = v 1 (0). By (4) and (6), ∀i = 2, 3, . . . , m,
where
We now claim that
for any i = 1, 2, . . . , m. We will prove the claim by induction. By the previous discussion the claim holds for i = 1. Suppose the claim holds for some i = i 0 ∈ {1, 2, . . . , m − 1}. Then by (4),
By (2), (6), (9), (11) and standard theory of removable singularity for harmonic functions [F] we get that (10) holds for i = i 0 + 1. Hence by induction (10) holds for any i = 1, 2, . . . , m.
) for all i = 1, 2, . . . , m. Hence u has a removable singularity at x = 0. Theorem 2. Let x 0 ∈ Ω. Suppose u is a solution of (1) in Ω \ {x 0 } which satisfies
Then u has a removable singularity at x 0 .
Proof. With loss of generality we may assume that x 0 = 0 and B 1 ⊂ Ω. Since u satisfies (1) in Ω \ {0}, ∆ m−1 u is harmonic in Ω \ {0}. By the mean value theorem for harmonic functions (cf. Appendix C of [S] ),
By (12), for any ε > 0 there exists 0 < δ 1 < 1 such that
Then
for some constants 0 < δ 2 < δ 1 /2 and C 2 > 0. By (13) and (15),
for some constant C 3 > 0. Let v 1 , v 2 , . . . , v m be given by (3) and (4). Then by (16) and an argument similar to the proof of Theorem 1, (8) holds. Hence ∆ m−1 u(x) has a removalbe 4 singularity at x = 0. By letting ∆ m−1 u(0) = v 1 (0), ∆ m−1 u(x) is extended to a smooth function on B 1 . We now claim that both (10) and
holds for any i = 1, 2, . . . , m. We will prove the claim by induction. By the previous discussion the claim holds for i = 1. Suppose (10) and (17) 
Now by (15),
