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INTRODUCTION
Modern metaheuristic algorithms find widespread application in different engineering problems. They have the ability to deal with complex and hard-to-solve optimization problems (e.g. non-convex, discontinuous, a multimodal search space). The competitions organized in the context of IEEE-CEC (World Congress on Evolutionary Computation) [1] provide various groups of test functions. These sets of problems offer a common reference for testing and conducting comparative performance assessment of different types of stochastic optimization algorithms. This practice allows comparing different heuristic optimization algorithms with one another, and help the emergence of more powerful optimization solvers.
The MVMO algorithm (Mean-Variance Mapping Optimization), which belongs to the family of evolutionary algorithms, is one of the emerging algorithms. The first published algorithmic framework of MVMO is essentially a single parent-child approach (i.e. a single solution is generated throughout each function evaluation). The evolutionary mechanism of MVMO is conceived to perform within a search space in the range [0,1] regardless of the type of the optimization variable [2] . Additionally, a solution archive is adopted in MVMO to continuously record a small set of best solutions found so far throughout the function evaluations. To generate a new (child) solution, MVMO selects the best ranked solution in the archive as a parent solution. The numerical value of some dimensions of the new solution are assigned from the parent, and the remainder dimensions are generated by using the mapping function, which accounts for the mean and variance computed from the numerical values of these dimension stored in the solution archive. The output of the mapping function is defined in the [0, 1] range. The shape of the mapping function adapts throughout the search process to automatically swap the search priority between exploration and exploitation.
Recently, MVMO was modified to be able to also perform as a population-based approach. This variant of MVMO has the option of calling a local search strategy. The new version with the additional features is referred to as MVMO-PH, where P refers to population based approach, and H refers to hybridization to account for local search. Broadly speaking, the evolution of each solution is similar to the first variant of MVMO (evolution of a single solution). However, MVMO-PH uses rules to merge information from different parents to generate new solution. In this way, it is possible to reorient the search of unsuccessful solutions (with worse fitness) towards more attractive search space sub-regions [3] . This paper addresses, on the one hand, the adoption of a new mapping function, and on the other, the implementation of an improved crossover strategy. Both modifications aim to achieve higher diversification of the generation of solutions across the problem search space. MVMO-PH is applied to the IEEE-CEC 2018 test suite of single objective optimization problems with continuous (real parameter) decision variables. The numerical performance of MVMO-PH is tested on each problem of the test suite tested with different dimensions (10D, 30D, 50D, and 100D). The settings defined by the organizers of the IEEE-CEC 2018 competition are considered in the application of MVMO-PH [4].
The remainder of the paper has the following structure: Section II overviews the principles of MVMO-PH. The experimental setup and discussion on numerical are presented in Section III. Section IV summarizes the concluding remarks.
II. PROCEDURE OF MVMO-PH
The calculation steps of MVMO-PH are depicted in Fig. 1 . Initially, MVMO-PH reads the settings defined by the user and a set (population) of NP trial solutions is generated randomly. (1) where the counter of function evaluations is denoted by i. The local search algorithm to be used is selected by the MVMO-PH based on the fitness achieved so far.
B. Relevance of the solution archive
A solution archive is defined to track the success throughout the evolution of each solution of the population. This archive is conceived to save the n best positions of the evolved solutions, ranking them according to a descending order of fitness.(cf. Fig. 2) [3]. The size of the archive is defined in the initial stage of MVMO-PH and is kept fixed in the whole optimization procedure. In addition, the archive is updated only if a newly generated solution is found to be more successful (i.e. better fitness value) than those solutions already stored in the preceding function evaluation number.
In every update of the archive, the mean value i x and the shape factor i s corresponding to every optimization variable are computed. In the calculation of the mean value and the shape factor, the following minimum distance between the variables saved in the archive is assumed:
With the progress of the iteration (increasing alpha), the value of the distance becomes continuously smaller. In this way, a more global search is made possible at the beginning (Δx is still large) while towards the end of the iteration Δx becomes small and so the emphasis is on local search.
The initial value ini
x is defined as 0. 
C. Parent assignment
In the beginning of the MVMO-PH search, trial solutions are randomly and independently sampled for a couple of function evaluations. Afterwards, the procedure illustrated in Fig. 3 is followed to discriminate between a group of GP "good solutions" and a group of Np-GP "bad solutions". This is done by comparing the first ranked solution among all archives. The good particles are evolved by considering their first ranked solution in the corresponding archive. The bad particles are evolved by considering a multi-parent crossover as defined in (3) In the evolution of either a "good" or a "bad" solution, the mean value passed as input of the mapping function is picked up randomly among the "good" solutions. The shape variables si and di are determined from the information stored in the corresponding solution archive.
The number of GP "good" solutions is recalculated after every function evaluation as follows [3]:
It is worth mentioning that (6) is not calculated in beginning of MVMO-PH, since every solution is evaluated on an individual basis. It can be observed from (5) and (6) 
where irand denotes a random integer between 0 and the value indicated in the brackets of (7). The m variables, in which the mapping function is applied, are selected by using one of the strategies presented in [8] .
E. Generation of new solution: mapping function
The classical mapping function (denoted as Mapping #1 hereafter), cf. (9), is applied to generate new values of selected
where r * x denotes a uniform random number generated in the [0, 1] range. The term h denotes the mapping, and hx, h1 and h0 are computed according to (10) [3] . 
where r v is the variance associated to r x and s f constitutes a scaling factor which allows to control the shape of the mapping function.
For the application of MVMP-PH to the CEC2018 test suite, two alternative mapping functions are considered. The first one is named as Mapping #2. Essentially, it is derived from Mapping #1. Nevertheless, as shown in (13), the mathematical function is formulated differently around the mid-point of the random variable . Therefore, there is equal probability that the optimization variables can increase or decrease from the mid-point towards the maximum and minimum boundaries. 
Another mapping function, named as Mapping #3, is developed in a similar fashion as shown in (14). Unlike Mapping #1 and Mapping #2, hyperbolic functions are used instead of exponential functions. Fig. 4 shows the resulting shapes for the three mapping functions, when different values of mean and shape factors are considered. It can be seen that Mapping #2 and Mapping #3 ensure that the mean value is reached at exactly 0.5 at the horizontal axis. This entails that there is equal probability of generating a value of r x that is smaller of bigger than the mean value. By contrast, this probability cannot be ensured when using Mapping #1. Note also in Fig. 4 that when having the same values of r1 s and r 2 s , the slope Mapping #3 is more pronounced than the slope of Mapping #1 and Mapping #2.
This entails that Mapping #3 is more attractive to pursue global search more efficiently. It is also important to highlight that Mapping #2 is more attractive when local search is of higher probability. In view of this, Mapping #3 was chosen for the application of MVMO-PH to the IEEE CEC2019 test suite.
( ) allows to achieve higher exploration. of local search probability.
For tuning, the trial and error method was used. Due to restricted computing budget, 10 test runs were used to determine the parameters. These parameters were then used uniformly for all test functions. This determination was made in accordance with the rules of the competition. It is clear that an individual tuning for each function would have resulted in a better optimization result. 
where Dim can be 10D or 30D, OF represents the error computed according to the guidelines given in [4] , and the number 30 stands for the number of functions to be minimized in the competition. The abbreviation "MaxFE" stands for the allowed number of function evaluations.
III. NUMERICAL TESTS
MVMO-PH is evaluated by using the IEEE-CEC 2018 set of single objective problems with continuous (real number) optimization variables. The experiments were done by using a personal computer with the following features: Intel Core i7-3770 CPU, 3.4 GHz and 16 GB RAM, Windows 8.1, 64 bit operating system. MVMO-PH was programmed by using the version R2017b of Matlab . The Parallel Computing Toolbox was also used to distribute the optimization trials among seven cores. • Number of optimization variables: 10D, 30D, 50D, 100D.
A. CEC2018 test bed
• Search range: [ ] D 100,100 − .
• Computing budget: 10000*D function evaluations.
• 51 optimization trials.
• Initial solution sampled by using a uniform distribution..
• The objective function computed as an error defined by
The term i F * constitutes the theoretical global optimum of each optimization problem (denoted as TF given in TABLE I. ). If the obtained value of OF is lower than 1E-08, it is set to zero.
B. Analysis of results
The Appendix provides the statistics associated to OF. These statistical metrics were computed after running 51 runs of MVMO-PH. TABLES II and III show the results for all considered problem dimensions. From these tables, several conclusions are drawn:
• Performance on unimodal functions: MVMO-PH has a satisfactory performance in all dimensions of each function, and was able to find near zero error values (smaller than 1E-08) for OF in all runs. This is mainly attributed to the evolutionary mechanism of MVMO-PH, which is enhanced by the use of the new mapping function (to decide the search priority between exploration and exploitation), and the multi-parent crossover (to reorient the evolution of less successful solutions). Local search strategy supported MVMO-PH to effectively intensify the search around the global optimum. This evidences the ability of MVMO-PH to successfully solve all unimodal problems, without facing stagnation in any of the dimensions.
• Performance on simple multimodal functions: MVMO-PH was able to find zero and near zero (close to 1E-01) error values in all functions in 10D case. For 30D cases, the errors were in the order of 1E+01 for functions TF5, TF7 and TF8, whereas it was in the order of 1E+02 for TF10. The errors were in the order between 1E+02 and 1E+04 for the functions in the case of 50D and 100D. MVMO-PH found zero errors for all other multi modal functions in 30D. • Performance on hybrid functions: In 10D case, MVMO-PH was able to find zero and near zero (smaller than 1E-01). For 30D, 50D, and 100D cases, MVMO found errors (local minimum) in the orders of 1E+00, 1E+01, 1E+02 and 1E+03.
• Performance on composition functions: MVMO-PH was able to find near zero error (smaller than 1E-08) for TF1-TF23, TF26, and TF28 in 10D case. By contrast, it converged to error values (local minimum) in the order of 1E+02 for these functions in 30D case, and all other functions in both 10D, 30D, 50D, and 100D. For some functions the error was in the order of 1E+03 and 1E+05.
The score measures defined in (17) and (18) were calculated for 10 repetitions of the application of MVMO-PH to solve the IEEE-CEC 2018 IEEE-CEC2018 competition test bed of single objective optimization problems, with continuous (real-parameter) optimization variables, for 10D, 30D, 50D, and 100D. The calculated scores for each repetition are shown in Table IV . Note that the score measures have comparable values for 10D, 30D, and 50D, whereas a significant difference is observed for 100D.
IV. CONCLUSIONS
This paper presented the application of population based approach of MVMO-PH on 30 test functions of the IEEE-CEC2018 competition test bed of single objective optimization problems, with continuous (real-parameter) optimization variables. Simply put, MVMO-PH evolves a set of candidate solutions. Each solution has an archive to record and track the statistical success of the evolution of the corresponding solution throughout the iterations. From each archive, mean and variance are computed for selected dimensions (i.e. optimization variables). These statistical measures are fed into a newly proposed mapping function, which guides the generation of new variables for the selected dimensions. MVMO-PH also includes a fitness-based discrimination between successful (good) solutions, which entail smaller fitness value, and unsuccessful (bad) solutions, which show slow or no improvement of fitness. Concerning the good solutions, the starting point to generate a new solution is by choosing the first ranked solution from their solution archive as parent. By contrast, multi-parent crossover is adopted in MVMO-PH to guide the bad solutions to more attractive portions of the search space. MVMO-PH offers the option of calling a local search strategy based on Interior-Point algorithm or Active-Set algorithm. The tests performed on the 30 test functions evidenced a good performance of MVMO-PH, which is mainly attributed to the application of the newly proposed mapping function, which is the key factor to ensure efficient global search capability. Ongoing research effort is devoted to develop alternative strategies for local search, which can perform with significantly reduced computational budget. The implementation of MVMO-PH on high dimensional realparameter and single objective problems in short-term operational planning of electrical power systems is also being investigated.
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