The objective of this work is to develop an efficient and practical sensor placement method for the failure detection and localization in water networks. We formulate the problem as the minimum test cover problem (MTC) with the objective of selecting the minimum number of sensors required to uniquely identify and localize pipe failure events. First, we summarize a single-level sensing model and discuss an efficient fast greedy approach for solving the MTC problem. Simulation results on benchmark test networks demonstrate the efficacy of the fast greedy algorithm. Second, we develop a multi-level sensing model that captures additional physical features of the disturbance event, such as the time lapsed between the occurrence of disturbance and its detection by the sensor. Our sensor placement approach using MTC extends to the multi-level sensing model and an improved identification performance is obtained via reduced number of sensors (in comparison to single-level sensing model). In particular, we investigate the bi-level sensing model to illustrate the efficacy of employing multi-level sensors for the identification of failure events. Finally, we suggest extensions of our approach for the deployment of heterogeneous sensors in water networks by exploring the trade-off between cost and performance (measured in terms of the identification score of pipe/link failures).
INTRODUCTION
Sensor placement problems for fault detection, localization, and response arise in most engineering disciplines for secure and resilient system operations. For electric networks, placement of phasor measurement units monitoring voltage and current phasors of buses and incident branches has been suggested for the observability of electric networks under Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. normal and critical contingency conditions such as line outages [10] . Intelligent transportation systems heavily rely on data collected by traffic sensors, where a limited number of sensors are typically placed to optimize travel times estimation for travel control [20] . Applications of sensors for water distribution has been extensively studied, primarily considering deliberate contamination of the water system maximizing detection likelihood and minimizing the volume of contaminated water [7, 8] . Several problem formulations and solution approaches have been developed and implemented to solve sensor placement problems in water, transportation, and electric systems. These approaches include integer and mixed integer programming based methods [2] , submodular optimization techniques [12] , greedy heuristic based solutions [11] , and evolutionary algorithms [5] , to name a few.
In our previous work [17] , we formulated the sensors placement problem for fault location identification as a minimum test cover problem,which is known to be NP-hard [14] . MTC problem can be approximately solved by first transforming it to the well known minimum set cover (MSC) problem, and then solving MSC using greedy approach [6] . In [17] we proposed a fast greedy approach for solving the MTC problem that does not require a complete transformation of the MTC to the MSC, and directly computes the objective function in a greedy manner. The algorithm is faster than the straight-forward greedy approach, which makes it well suited for large-scale network applications.
In this work, we first discuss the sensor placement problem over a flow network for the purpose of identification and localization of link failures (Section 2.3). We then, evaluate our approach on benchmark test networks. Moreover, we compare our fast greedy algorithm and the straight-forward greedy algorithm in terms of the running times required to solve the MTC problem for various water networks (Section 2.4). Some of the other main features of this work include the following: -Single and multi-level sensing models (Section 3). We develop a multi-level sensing model that extends our initial single-level model [17] . We generalize the 1-bit sensors whose output consists of only a binary decision -detected or not detected failure event. The σ-bit sensor output is one of the multiple (more than two) possible outcomes. It means that such a sensor not only detects a disturbance once it occurs, but also encodes some of the physical features of the disturbance, such as the time lapsed between the occurrence of distur-bance and its detection by the sensor, or the intensity of the detected disturbance at the sensor. The advantage of this better sensing technology in the form of multi-level sensing is twofold: (1) The maximum number of link failures that can be detected by σ-bit sensors is greater than the 1-bit sensor. (2) For a given number of sensors, more link failures can be uniquely detected by σ-bit sensors as compared to 1-bit sensors. We illustrate these advantages through a specific case of bi-level sensing using the three water networks (Section 3.4).
-Heterogeneous sensors (Section 4). We further explore inclusion of heterogeneous sensors, assuming a limited number of 1-bit and σ-bit sensors, and demonstrate that heterogeneous sensors achieve a better trade-off between the performance and the cost entailed (in terms of the numbers of 1-bit and σ-bit sensors used). Furthermore, we explore the applicability of network topology based criteria for the sensor placement for fault localization.
The outcome of our approach would be a decision support tool for the water utilities for sensor placement for failure detection and localization. Given a budget and the target performance score, the water utility can select the number, type, and location of sensors to be placed in the network. The main steps of the suggested approach involve: (1) defining the network, events, and sensing models, (2) formulating the failure identification problem as the minimum test cover problem, (3) solving the MTC problem, and (4) evaluating the performance based on multiple criteria.
PROBLEM FORMULATION
There are several technologies for active pipe burst detection, which can be categorized into surface, inline, and online technologies. Surface and inline technologies include acoustic, thermography, umbilical tools, and advanced autonomous robots, which are principally used to verify and pinpoint the location of the burst. Their operation is typically time consuming and costly, and they are also not suitable for continuous operation [19] . In this work we consider the use of online sensors continuously monitoring the system state, particularly hydraulic pressure sensors for analyzing the transient flow regime. Pipe burst causes rapid change in the flow, which moves through the system as a pressure wave with very high velocity known as water surge [18] . We consider the use of real-time event detection hardware-software system consisting of sensors continuously measuring water pressure and analyzing the transient flow regime for detecting the events.
In a previous work [17] , we developed network dynamics in response to pipe failure events, formulated a sensor placement problem for detection and localization as minimum set and minimum test cover problems respectively, solved the minimum test cover problem using transformed greedy approach, and suggested a fast greedy solution approach. To provide background for our models in Sections 3 and 4, we summarize the sensor placement problem and discuss the fast greedy solution approach.
System model
Given a set of sensors S and a set of events L, the sensor placement problem is to find a subset of sensor locations S ⊆ S, such that the sensor network performance function, which is the location identification of pipe failure events, is maximized while using the minimum number of sensors. Consider a set of n pipe failure events, L = { 1, . . . , n}, where j denotes the location of the event and a set of m sensors that can be placed at the nodes of the network, S = {S1, . . . , Sm}, where Si denotes the location of the i th sensor. Let p(t) be a vector of the sensed pressures in the system, and yS i (t, ) be the state (output) of the Si sensor at time t. Assume ξ : p(·) −→ R be some function characterizing the distance between the expected and the measured data, then we define yS(t, ) ∈ {0, 1} to be a discrete sensor state vector -0 representing a normal operating state and 1 representing otherwise. The sensor outcome can then be formulated as:
where ε is a threshold value and τ is the time taken by the sensor to detect the event . An example of this simple sensing model would be case in which sensor Si indicates occurrence of the event whenever change in pressure is above some threshold value ε. Single-level sensing: First we introduce the single-level sensing model, in which during a given time horizon (much longer than the characteristic time of water surge) the sensor either detects the event or not. We achieve this by allowing sensor Si to detect event in a certain finite time T , thus, neglecting time dependency of the sensor to detect the event. Hence, we can restate the output of sensor as:
o t h e r w i s e (2) Consequently, for a sensor set S and the set of events L, we can instantiate a boolean matrix of dimensions |L| × |S| called as influence matrix and denoted by M. The rows of the matrix are sensor outputs, yS ( ), ∈ L. Moreover, Mij = 1 indicates that sensor Si detects a failure in the link j , and Mij = 0 implies otherwise. Thus,
. . .
For the set of link failures L, and the set of all available sensors S, we define a collection of subsets of links, denoted by C = {Ci : ∀i}, where Ci = { j ∈ L| yS i ( j ) = 1}, for each sensor Si. In other words, Ci ⊆ L is the set of link failure events detected by the sensor Si and CS is a collection of Ci's corresponding to the set of sensors in S ⊆ S. Example 1a: Consider a small network having 8 nodes connected by 10 links as shown the Figure 1 . A pipe burst event is simulated in the middle of pipe 1 and system response at network nodes is recorded. For the ease of notations, we designate the failure events as pipes' ids, j . The transient simulations were computed using the HAMMER software [1] .
The first plot in Figure 2 shows the pressure head, p(t), generated at nodes 2 and 5 in response to the pipe failure 1. A sharp pressure drop is observed at both nodes. Since the disturbance arrives first at node 2, the pressure drop at node 2 is larger and occurs before the pressure drop at node 5. The second plot in Figure 2 shows the sensors' states 
Identification as the minimum test cover
For a set of events L and a set of sensors S, the objective of the identification problem is to maximize the number of uniquely identified link failures through the minimum number of sensors. In other words, based on unique outputs of sensors, we improve the localization of the event. One way to achieve that is by selecting a set of sensors S, such that for every pair of events i and j , sensors' states yS( i) and yS( j ) differ by at least one element, i.e. sensors' state vector yS( i) is unique for every event i ∈ L. In terms of the influence matrix of the network, this is possible whenever for every row pair i, j , i = j, there exists a column Cu with different i and j row entries (i.e., Miu = Mju). The objective of the identification problem, denoted by fI (S; L), is then to find the minimum number of sensors that can distinguish between the maximum number of pair-wise events.
This problem can be formulated as the minimum test cover (MTC) problem. The MTC problem is a combinatorial optimization problem in which the objective is to select the minimum number of tests from a collection of tests such that every event involved can be uniquely classified in one of the given categories based on the outcomes of selected tests [14] . In our sensor placement problem for water distribution networks, set of outcomes of tests are sensors' states, events are pipe bursts, and classification categories are locations of the failed pipes.
Definition 1. (Minimum test cover (MTC)) Given a finite set L and a collection of subsets
The minimum test cover problem is to find Ct ⊆ C with the minimum cardinality such that if for a pair of elements { u, v } ∈ L there exists Ci ∈ C that contains exactly one of u and v , then there exists some Cj ∈ Ct that also contains exactly one of u and v .
From the above definition and discussion, we can state the following [17] :
Maximizing the identification of link failures in networks is equivalent to solving the minimum test cover problem.
Example 1b Following example 1a, consider two sensors placed at nodes 2 and 4, SA = {S2, S4}. We observe that although sensors S2 and S4 cover all link failures with C2 ∪ C4 = L, they are not sufficient for identification. Sensors S2 and S4 generate only three unique states for the 10 events, which makes it impossible to distinguish between all link failures. For instance, given sensors' outputs, i.e., yS A ( 1) = [1, 0], we can uniquely identify or localize the failure on link 1 (see (4)). Given the output [1, 1], we can not uniquely localize the failure, but identify a set of links 2, 3, 6, or 8, that are associated with this output of sensors. We later define this set of links as the localization set.
However, for the set of sensors SB = {S1, S2, S3, S5}, which solve the MTC problem in example 1a, the output is unique for each link failure and 10 distinct indicator vectors corresponding to each failure event are obtained.
Fast greedy MTC solution
The minimum test cover problem is NP-hard [6] . One approach to solve the MTC problem is by first transforming it to the minimum set cover problem (MSC) [3] . Given an instance of MTC, i.e., L and C, we obtain a new matrix
×m in which each row corresponds to a pairwise link failure and each column represents sensor's output. The row element is equal to 1 if the corresponding column sensor distinguishes i from j by producing different outputs for i and j respectively, i.e., if the sensor output is 1 in case of i and 0 for another event j , and vice versa. Next, the MSC can be efficiently solved and a solution of the original problem can be directly obtained from the solution of the MSC problem.
The MSC has been extensively studied in the context of sensor placement for detectability. The detection problem can be posed as the MSC problem where the objective is to maximize the detection of failure events with the minimum number of sensors. A straight-forward way to solve the MSC is by the greedy approach. In each iteration, a sensor that detects the maximum number of uncovered link failures is selected. This continues until all link failures are covered, or no further link failure can be detected by any sensor. The MSC is submodular, i.e. the objective function depicts the diminishing return behavior. The submodularity property can be exploited to further improve the efficiency of the greedy solution approach by getting rid of the redundant computations in each iteration [13] . The greedy approach to solve MTC yields the best possible (1 + 2 ln n) approximation ratio, where n is the total number of link failures. Details on the transformation of the MTC problem to the MSC problem can be found in [3] and accelerated greedy MSC solution in [13, 12] .
However, if n failure events need to be localized, the corresponding set cover instance contains , where m is the total number of sensors. Even for small networks with a small number of link failures, this approach becomes extremely inefficient owing to a large number of computations required. Moreover, employing accelerated greedy also does not solve the problem due to a large number of events in the event space. Next, we propose a fast greedy approach to improve the time complexity of the identification solution.
Main algorithm
The main idea of the fast greedy approach is to avoid the complete transformation of the MTC to the MSC and reducing the number of comparisons made in each step. , where k is the maximum number of link failures detected by any sensor, and K is the number of sensors that are included in the test cover until that iteration. Since k is typically much smaller than n, a large number of computations are thus avoided in each iteration.
Before explaining our algorithm, we note that:
• A sensor i that detects k link failures, detects k(n − k) pairwise link failures, since a sensor can distinguish between k detected events and (n−k) undetected events. Unlike the detection problem in which a sensor with a large k is desirable for the detection purposes, a sensor that detects a large number of failures is not always useful for the identification.
• A distinction between the occurrence of events u and v is not possible through the sensor i whenever both u, v ∈ Ci, or u, v ∈ Ci. Thus, if a sensor i is selected in the test cover, then sensor(s) that can distinguish between events u, v ∈ Ci also need to be included in the test cover.
Based on these observations, two components contribute to the overall utility of adding a sensor Si to the test cover: (i) the number of pairwise events corresponding to the links that are not already covered by existing sensors (i.e. sensors selected in previous iterations) that can be detected by the sensor Si and (ii) the number of undetected pairwise events by existing sensors that can be detected by sensor Si. We denote the overall utility by wi and the individual contributions, (i) and (ii), as xi and yi.
Consider L the set of link failures, S the set of available sensors, Cu ⊆ L the set of link failures detected by the sensor Su, and C the collection of all such Cu's. We define C * ⊆ C to be the test cover under construction, and Ccov be the set of link failures detected by the sensors that are included in the test cover under the construction, i.e., Ccov = Cu∈C *
Cu.
Then the utility of adding sensor Si to the test cover, i.e. adding Ci to C * is computed as the sum of xi and yi. In each iteration j, we compute xi and yi as:
• xi -if nj is the number of link failures that are not yet included in Ccov, (i.e., nj = n−|Ccov|), and Ci contains ki of such link failures, then xi = ki(nj − ki).
• yi -if a sensor Su is already included in the test cover, then the pairwise link failures corresponding to the links in Cu remain undetected. Thus, yi computes how many of such pair-wise link failures can be detected by the inclusion of sensor Si in the test cover.
A sensor Si * that maximizes this overall utility wi * , will then be included in the test cover, and Ccov will be updated to Ccov ← Ccov ∪ Ci * .
The steps of the fast greedy algorithm for the solution of the MTC are given in Algorithm 1. Additionally, to support Algorithm 1, we define: 
Applications
In all our simulations we: (1) consider a single failure event occurring at the center of each pipe; (2) enumerate all possible failure events in each network; (3) consider the shortest distance threshold model, [4] with ε = 1 [km] . We assume that the disturbance in pressure can be sensed while within a specified distance from the location of the burst, where d is the length of the shortest path between two locations Si and and ε is the detectable travel distance; and (4) solve the identification problem for the single-level sensing model using the transformed greedy (TG) and the fast greedy (FG) approaches.
Algorithm 1
for all i do 7:
10:
y i ← j−1 t=0 |α(Y i , Gt)|
11:
end for 13 :
if w i * > 0 then 15:
18:
for t = 0 to j − 1 do
19:
Gt ← Gt \ α(Y i * , Gt)
20:
end for 21:
22:
end if
23: end while
We evaluate the performance of the sensor placement based on four scores:
1. Identification -is the number of uniquely identified pairs of events by a given set of sensors S. The identification score is the objective function of our optimization problem. The normalized identification score, II (S; L), is the ratio of the detected pair-wise events to the total number of pair-wise events.
2. Detection -is the number of events that are detected by at least one sensor in the given set of sensors S. The normalized detection score, denoted by ID(S; L), is then the ratio of the total number of detected events given a sensor set S to the total number of event failures |L|.
3. Localization -is defined as the number of localization sets, where each localization set is associated with a unique sensors' state. Let L ⊆ L be a localization set under the sensor configuration S if for all i ∈ L, the outputs of sensors in S remain the same. In other words, it is not possible to distinguish between failure events in a localization set based on sensors' outputs. The normalized localization score, denoted by IL(S; L), is the ratio of the number of unique localization sets formed under the sensor configuration S to the total number of event failures.
Ideally, all three normalized performance scores should be equal to 1, indicating that each fault can be detected and uniquely identified. We apply our approach on three real water systems [9, 15] . Net1 is a benchmark system that has been previously extensively studied in the context of sensor placement for water quality [15] . The system consists of 168 pipes, 126 nodes, one reservoir, one pump, and two storage tanks and its layout is shown in Figure 3a Table 1 . Full data and hydraulic model can be obtained from [9] .
We first formulate the identification problem as the MTC (Section 2.2) based on the single-level sensing model. We then solve the optimization problem using the transformed greedy (TG) and the fast greedy (FG) approaches (Section 2.3), and compare solutions and running times of the two approaches. The solutions based on TG and FG approaches were identical, as suggested in Section 2.3. Figure 4 shows the normalized identification score II (S; L) as a function of the number of sensors for the three networks. The identification score function exhibits the submodular property, i.e. diminishing return behavior. The number of sensors required for the maximum identification, and running times [sec] required for each network are listed in Table 1 . The results indicate that, as expected for networks with larger pipe length and failure events, the required number of sensors is larger as well. Additionally, the FG approach was found to be 2.8 to 4.2 times faster than the TG approach for the given networks and require significantly less memory.
Next, for each network we evaluate the detection and localization scores as a function of the number of sensors for each solution of the identification problem. We observe that the detection score (Figure 5a ) behaves similarly to the identification score (Figure 4 ), although not truly submodular. The identification and detection scores are improved to a greater extent with the first few sensors |S| < 20, and only minor improvements are seen when more sensors are added. The localization score (Figure 5b ) exhibits a more graduate improvement with each added sensor and does not reach the theoretical maximum of 1, even when more sensors are added. This can be primarily attributed to the single-level sensing model that captures only a single-level of the event dynamics. Additional factors that affect this behavior are network structure and the dynamics of the failure event.
HIGH RESOLUTION SENSORS
Previously, we have considered single-level sensing model, i.e. 1-bit sensors whose output consisted of only one binary decision -failure event is detected and failure event is not detected. However, a more general scenario would be to have the sensor output consisting of more than two possible outcomes, in which case multiple output bits would be needed. For instance, the time stamp and intensity of the detected event might also be encoded in the sensor output. We define this as multi-level or σ-bit sensing model.
Multi-level sensing model
In a simplistic scenario, we assume that a sensor, if able to detect, can only detect a failure event within the T time duration of the occurrence of the event. This is a valid assumption as the signal (such as pressure wave) generated as a result of the failure event typically decays with time as it travels more distance within the network. Thus, the output of the sensor can be made of higher resolution by dividing the interval [0 T ] into further σ sub-intervals such as [0 t1) , [t1 t2) , · · · , [tσ−1 T ], where 0 < t1 < t2 < · · · , tσ−1 < T. The time taken by the sensor to detect an event would then lie in one of these intervals. Thus, there are (σ + 1) possible outcomes of a sensor including the outcome corresponding to the no detection of the event. Note that at least log 2 (σ + 1) bits would be needed to encode the sensor output in this case. For instance, if the interval [0 T ] is divided into two sub-intervals [0 t1) and [t1 T ], where t1 < T , then we get the following possible sensor outputs:
1. Event is not detected at all, corresponding to the two bit output of (0 0), 2. Event is detected early, i.e., within a certain time threshold [0 t1) after its occurrence, represented by the twobit output of (1 0), 3. Event is detected later, i.e., within the interval [t1 T ], represented by the output (0 1). Now, exploiting a direct relationship between the time taken by the signal (such as pressure wave) to reach the sensor and the distance traveled by the signal from the point of origin to the sensor, we can develop a high resolution version of the single-level sensing model discussed previously. In the single-level model, a 1-bit sensor Si could detect a failure on a link whenever ξ(pS i (t)) ≤ ε, i.e.,
Now, let τ be the time taken by the sensor to detect the event after its occurrence, then τ lies in one of the subintervals of [0 T ]. Note that τ depends on the event . Based on the sub-interval in which τ lies in, a 2 − bit output of the sensor can be obtained as follows:
(5) The model can be extended to σ-bit output in a similar way by dividing the interval [0 T ] into σ further sub-intervals. As previously, if yS ( ) = [yS 1 ( ), · · · , yS m ( )] is a boolean vector with 2m entries corresponding to the outputs of m sensors in response to the failure event , then a 2-bit influence matrix, denoted byM(L, S), could be defined as,
. . . 
where each 2-bit sensor output is represented by a pair of columns.
Identification through multi-level sensing
The objective of identification of link failures through σ-bit sensors remains the same as with the 1-bit sensors, i.e. maximizing the identification of link failures using the minimum number of sensors. The basic idea is same -select the minimum number of sensors to maximize the detection of pair-wise link failures. However, as a result of multiple output bits, more pairwise link failures can now be detected by the multiple output bits sensor as compared to the 1-bit sensor as explained below. This leads to the lesser number of sensors required to achieve the same level of identification in the network. For instance, in the above example, in comparison to the four sensors required in the case of 1-bit sensors for complete identification, three sensors {S2, S3, S4} are sufficient when 2-bit sensors are used.
1-bit vs. σ-bit sensors
If the number of events detected by a 1-bit sensor is k, then the number of pair-wise link failures detected by the sensor, denoted by P1, is
where n is the total number of events. 1-bit sensor can be replaced by a σ-bit sensor, in which the threshold of detection is divided into σ further levels, i.e., [0 T ] interval is further divided into σ sub-intervals. Each of the σ output bits corresponds to one of the sub-intervals and is 1 whenever the event is detected within the sub-interval, and 0 otherwise. Let ki be the number of events detected by the i th output bit in the σ-bit sensor, i.e., the number of events detected by the sensor in the i th sub-interval of [0 T ]. Note that the total number of link failures detected by the 1-bit sensor and the corresponding σ-bit sensor described here are same, i.e,
However, the number of pair-wise link failures detected by the σ-bit sensor, denoted by P σ , are
which is the number of pair-wise link failures detected by each i th bit minus the number of pair-wise link failures mutually detected by the pairs of output bits.
To compare pair-wise link failures detected by the 1-bit and the corresponding σ-bit sensors, we use (7) and (8) .
Thus, the σ-bit sensor detects ki = k, we get the following,
Note that the lower bound is achieved when ki = 1 for all i but one, for which the value is k −σ +1. Similarly, the upper bound is achieved when ki = k σ for all i ∈ {1, · · · , σ}. For a 2-bit sensor, in which k1 and k2 are the number of detected events by the first and second bits respectively, the number of pair-wise link failures detected is
Comparing it to the pair-wise link failures detected by the corresponding 1-bit sensor in which k = k1+k2 is the number of detected link failures, we get
Solving the multi-level MTC problem
To solve identification problem through σ-bit sensors, we can modify the transformed greedy algorithm for the test cover problem. The algorithm consists of two main steps -transforming the test cover to the equivalent set cover problem and solving the set cover problem using greedy approach.
Given a σ-bit influence matrixM(L, S) of dimension n × σm, in which rows correspond to the n events in L and columns correspond to the m number of σ-bit sensors in S. Note that the consecutive columns indexed by {(σu + 1), (σu + 2), · · · , (σu + σ)} represent the output of sensor Su+1, where u ∈ {0, 1, · · · , m − 1}.
Transformation of the Test Cover to Set
×mσ, in which rows correspond to the pair-wise link failures, i.e.
InMT , the row entry corresponding to i j pair-wise event of the (σu + p) th column represents the outcome of p th output bit of sensor Su+1 for u = {0, 1, · · · , m − 1} and p = {1, · · · , σ}. This entry is 1 whenever p th output of sensor Su+1 detects either i or j , but not both, i.e., eitherM i,(σu+p) = 1, orM j,(σu+p) = 1, whereM is the σ-bit influence matrix. This implies that Su+1 can distinguish between events i and j through its p th output bit.
Solving Set Cover Using Greedy:
OnceMT is constructed fromM, the objective is to select the minimum number of sensors so that all pairwise events are detected, which is basically a set cover problem. We select iteratively, a sensor Su+1 that detects the maximum number of uncovered pair-wise events, i.e., the set of columns {(σu + 1), (σu + 2), · · · , (σu + σ)} in MT for u ∈ {0, 1, · · · , m − 1} that collectively covers the maximum number of uncovered pair-wise events.
Simulation results
In this section, we illustrate the significance of using the multi-level sensing model. In particular, we formulate and solve the identification problem considering 2-bit sensors for the three networks. The results demonstrate the advantage of using 2-bit sensors in terms of improvement in localization of the failure events and the required number of sensors compared to the 1-bit sensors.
The maximum number of link failures that can be uniquely identified by sensors primarily depends on the network topology and the sensing model, i.e. either 1-bit or σ-bit. It is possible that complete identification might not be achieved even if a sensor is placed at every node within the network.
Thus, maximum number of link failures that can be uniquely detected or identified is of interest in the context of sensor placement. Another metric to quantify the performance of sensor placement is the number of sensors required to achieve the maximum identification. Thus, σ-bit sensors for σ > 1 would be better than 1-bit sensors if 1. The maximum number of link failures that can be uniquely detected by σ-bit sensors is greater than in the case of 1-bit sensors.
2. For a given number of sensors, more link failures can be uniquely detected by σ-bit sensors as compared to 1-bit case.
As illustrated in the following simulations for the 2-bit sensing model, both (1) and (2) are achieved in the three water networks. We consider the sensor placement for localization in three real water networks as defined in Section 2.4 using 2-bit sensors. For a single failure event occurring at the center of each pipe, the output of a 2-bit sensor Si, denoted by yS i ( ), is defined as follows:
where d(S i, ) is the length of the shortest path between Si and , d1 = 0.5 [km] , and d2 = 1 [km] . The transformation from time interval to length interval can be easily deduced through the propagation velocity of the pressure wave. Note that the previous threshold of 1 [km] , which corresponds to the maximum time within which an event can be detected, is now divided into two further thresholds, which correspond to the two sub-intervals of time within which the event can be detected by the sensor.
Figures 6a-6c compare the localization performance achieved through 1-bit and 2-bit sensing models for the three networks. Table 2 summarizes the maximum localization score and the number of sensors required based on the two sensing models. Note that using 2-bit sensors, the localization score increases significantly compared to 1-bit sensors. Moreover, for Net2 and Net3, the number of sensors required to achieve maximum localization is smaller compared to the corresponding cases of 1-bit sensors. This two-fold advantage entailed by 2-bit sensors, which are the simplest instance of multi-bit sensors, make them particularly attractive for the fault localization in urban water networks. The results demonstrate that the minimum test cover formulation provides a promising decision support tool for the identification problem. The decision on the number of sensors is affected, in addition to budget constraint, by the detection and localization performance. The number of sensors required for the localization of failure events is significantly large as compared to detection of the events. In the next section, we extend the single-level sensing model to a multilevel sensing model that considers higher resolution sensors and event detection schemes.
HETEROGENEOUS SENSORS
Multi-level sensing can improve the localization performance in terms of increasing the maximum number of link failures that can be uniquely identified while minimizing the required number of sensors. However, multi-level sensors may incur additional cost by requiring higher sampling and data transmission rates. To have a trade-off between cost and localization performance, another approach could be to utilize heterogeneous sensors, rather than using same sensors throughout the network. In this regard, some of the issues of great significance are as follows:
-How can we define and characterize heterogeneous sensors, specially in the context of urban water networks?
-Does deploying heterogeneous sensors allow a tradeoff between performance and cost, which might be depicted by the number of sensors required?
-Where should these heterogeneous sensors be deployed within the network? In particular, how can we use the underlying network structure to determine potential locations for heterogeneous sensors?
Heterogeneity can be viewed along a number of dimensions, including the classification of sensors based on the physical aspects of the network being measured by the sensors, such as pressure, flow, or water quality [16] . Another distinction, even among the sensors which measure the same physical quantity, can be made based on their detection ranges and the detection algorithms used. For instance, sensors may be different in terms of their ability to detect the pressure signal generated at various distances.Yet another aspect of heterogeneity, which we use in the remainder of this section, can be construed in terms of the sensing levels, such that the value of σ is different for various sensors, as we explained in the setup of multi-level sensing. Note that in this case, sensors might have same detection ranges, but they are different in terms of the number of levels into which they classify their outputs such as 1-bit, 2-bits, etc.
In regards to the second question above, we illustrate using networks 1 and 2, and 1-bit and 2-bit sensors, that heterogeneous sensors leverage a trade-off between localization performance and the associated cost. The cost can be viewed in terms of the number of deployed sensors of various levels. Low level sensing is typically assumed to incur a smaller cost as compared to the high level sensing. In the case of all 1-bit sensors, the maximum localization scores (using greedy approach) achieved in networks 1 and 2 are 110 and 317 respectively ( Table 2 ). This required 48 sensors for the network 1 and 98 for the network 2. How much could these scores be improved if few of these 1-bit sensors are replaced by the 2-bit ones? As shown in Table 2 , the maximum localization scores with all 2-bit sensors are 150 and 351 for the networks 1 and 2, respectively, we expect the maximum scores to be in the ranges 110-150 for the network 1 and 317-351 for the network 2 when a mix of 1-bit and 2-bit sensors are used. We fix the total number of sensors, 50 and 100 for the networks 1 and 2, respectively, and compute the Figure 7 shows the localization score as a function of the number of 2-bit sensors based on the results. These plots demonstrate the trade-off between localization performance and the cost in terms of the number of heterogeneous sensors employed.
To address the last question, we examine sensor placement purely on network topology based metrics, in which the preference to deploy resources is given to the nodes that are important purely from the underlying graph perspectives, such as node degree 1 and betweenness centrality 2 . To illustrate this, for both networks 1 and 2, we first rank their nodes based on the network topology based measures of degree and betweenness centrality separately. We then fix the total number of sensors and assign the available number of 2-bit and 1-bit sensors to nodes in the decreasing order of their ranks, while giving a preference to the 2-bit sensors. The localization scores are then computed for various number of available 2-bit and 1-bit sensors. For comparison purposes, in a separate experiment, we assign the given number of 2-bit and 1-bit sensors randomly (as per uniform distribution), and compute the localization scores of the resulting sensor configurations. Finally, we compare the results with the greedy selection of the nodes for the 2-bit and 1-bit sensors (as computed in Figure 7 ). In Figure 8 , a comparison of approaches (network topology based, random, greedy se- 1 The degree of a node in a graph is the number of nodes (or edges) that are adjacent the node. 2 The betweenness centrality of a node is the number of shortest paths from all nodes to all others that pass through that node. In fact, our simulations illustrate that purely network based metrics serve as a bad choice for the sensor placement, in which higher level sensors are placed on the central locations in the underlying network graph. In physical networks, such as water distribution systems, the dynamics of physical process are crucial along with the network structure information for the most effective distribution of resources, including high and low level sensors for the failure detection. Thus, more carefully designed network based measures that also incorporate the physical aspects of the system are needed for the placement of heterogeneous sensors for the fault localization.
CONCLUSIONS
In this work, we proposed an efficient and practical method for sensor placement for failure detection and localization in water networks. The main contribution of this work are: (1) formulating the identification problem as minimum test cover problem, (2) suggesting an efficient fast greedy algorithm to solve the optimization problem, (3) introducing a multi-level sensing model to capture different types of available sensors and event detection schemes, and (4) controlling network performance by considering heterogeneous sensors. Multi-level sensing improves fault localization both in terms of improving the localization scores and reducing the required number of sensors, though it may incur additional cost. Heterogeneous sensing, on the other hand, leverages a trade-off between cost and performance. So, which of the following options serve as the best choice for sensor placement for fault localization in urban water networks: (1) all lowlevel sensors, (2) all high-level sensors, or (3) heterogeneous sensors. There might not be a straight-forward answer here as a number of factors play a significant role in the selection. Among others, some of these factors include the cost of network reinforcement, the quality of online detection and corresponding cost of delay in response, robustness to random failures in the sensor network, and resilience to strategic failures in the sensor network. Thus, sensors' selection and placement criteria that can incorporate simultaneously all major aspects of the fault localization performance are crucial for a design of a comprehensive decision support tool for the fault localization in water networks, and is also our future work.
