In this paper, we describe an experimental facility for studying robotic grasping of objects in space. This problem arises in several applications, including on-orbit servicing of satellites and removal of space debris. The facility is based on a novel concept for experimental evaluation of robotic capture of freefloating objects. The central idea behind it is to use a small helium airship to emulate a free-floating object. Over the past year, a facility has been developed at McGill University to implement this concept in a laboratory setting. The main components of our facility are: a seven-degree-of-freedom robot, a spherical helium airship 5 ft in diameter, a stereo-based vision system and control hardware. One key issue that had to be addressed for the airship is how to make it balanced and neutrally buoyant. Control architecture has been developed allowing the airship to fly under computer control. The function of the robot is to intercept the airship and grab it by a grapple fixture. A 'look then move' visual servoing architecture has been implemented allowing the robot to follow a target. The paper describes the main components of the facility and the algorithms implemented for balloon balancing, robot control and visual servoing.
INTRODUCTION

Background
Robotic manipulators have been used in the space environment for over twenty years. Their functions include deploying and retrieving satellites from orbit, and more recently, assembling the Space Station. Over the past year, much discussion has taken place on in-orbit maintenance and servicing of satellites [1] and spacecraft. Space scientists have also proposed to employ robotic arms to collect space debris. In all these operations, a robotic manipulator is required to grasp (or grapple) an object that is either passively floating or is under active attitude control. Verifying the success of such operations is extremely important but difficult on earth, the main issue being how to overcome terrestrial gravity?
Few groups around the world have experimental facilities to carry out research on dynamics, control and motion planning for space robotic systems. Examples include the WATFLEX facility at University of Waterloo [2] , the Aerospace Robotics Laboratory at Stanford University [3] , the Neutral Buoyancy Research Facility at University of Maryland [4] and the Space Telerobotics test-bed at Carnegie Mellon [5] The existing facilities use one of the following concepts to emulate weightless environment of space on earth: (a) the robot moves on a flat horizontal surface; (b) a neutral buoyancy water tank; (c) complicated gravity compensation systems and (d) a free-fall tower. The first method, adopted by several research groups in North America and Japan [6] [7] [8] [9] , is limited to twodimensional testing and therefore precludes full 3D validation of the dynamics, mission planning and control strategies. The neutral buoyancy water tank has the potential for high-fidelity emulation of weightlessness but is very costly to implement, and, understandably, is a rare facility. A mechanical gravity compensation system involves passive compensation via counter-weight mechanisms and a system of cables and pulleys, as well as additional compensation in software [10] [11] . A free-fall tower, 490 m deep, has been constructed at the Japan Microgravity Center. This highly specialized facility is used to perform experiments with a robot capturing a target [12] .
Concept
In this paper, we present a novel concept for emulating gravity-free conditions, specifically for studying robotic grasping of objects in space. The key idea is to use a small (≈ 5-ft diameter) indoor helium balloon for laboratory emulation of a floating object. Being neutrally buoyant, the balloon together with a robot arm and a vision system will allow us to emulate the robot/object interactions that would occur in space.
Objectives
This manuscript describes the development of an experimental facility comprising a helium balloon, a six-degree-of-freedom (6-dof) robot moving on a linear track, an 'eye-in-hand' vision system for the robot, and control architecture. We describe the components of the facility, discuss the main design issues addressed up to date, describe our current ideas on the control of the balloon and present initial system tests with the robot and the balloon. In the near future, our main goal is to demonstrate the feasibility of this concept for emulation of robotic grasping in space. This will require implementation of several basic algorithms including visual servoing control, vision-based target pose estimation, motion planning for interception and grasp control. Our immediate goal is to grasp a known grapple fixture with welldefined visual features on the balloon hovering near robot end-effector. Ultimately, this laboratory will be used to address a still to be solved problem: how to grasp an unknown object, moving or spinning in space, with a robotic manipulator operating autonomously.
SYSTEMS OVERVIEW
Construction of the robot-balloon facility has been ongoing since spring 2003 and procurement of the main components has been completed as described below. Table 1 : CRS A465 Joint limits and specifications
Robot and Controller
The manipulator selected for the test-bed is a CRS 465 six-dof robot with the following specifications: harmonic drive transmission, nominal payload of 2 kg, tip position repeatability of ± 0.05 mm, reach of 711 mm horizontally, outward from base joint axis and vertical reach of 1041 mm from the base. The joint specifications for the robot are summarized in Table 1 .
To meet the objectives of the research planned with the facility, the robot was procured with a 3-m linear track. Placing the robot on a track provides several benefits and significantly enhances the capabilities of the system. First, the track increases the workspace of the robot and enables experiments where the robot intercepts the balloon as it flies. The track also adds another degree of freedom to the robotic arm, making it kinematically redundant. This redundancy will be useful for object recognition and planning of interception trajectories. A photograph of the robot on the track is included in Figure 1 . The robot position is controlled with independent PID joint controllers that employ conditional antiwindup logic. The gains for the current controller (see Table 2 ) were tuned individually for each joint to produce desired step response near a reasonable operating set point. The joints on the A465 are not equipped with tachometers for velocity measurement and hence the angular velocity for derivative control must be estimated from the shaft angle as measured by the optical encoders. This can be accomplished with a finite difference scheme in which we count the net number of pulses during a fixed interval of time, multiply by the angle corresponding to successive pulses and divide by the duration of the interval. However as the sampling time increases it can be shown that these estimates become significantly degraded [13] . To reduce the variance in velocity estimation it is necessary to use filtering.
In our case a passive filter, a 3 rd order low-pass Bessel function with a cut-off frequency of 1500 rad/second, smoothed the estimated velocity sufficiency without adding any significant lag (as compared to the systems time constant).
Input commands to the controller can be specified either directly as joint commands or as Cartesian commands fed through the robot's inverse kinematics to produce the appropriate joint commands. If the set-points are sent to the controller at a slower rate than the controller sample time, as is the case in our visual servoing application, the resulting robot motion will in effect be a sequence of step responses. To smooth the motion between these incoming set points, it is necessary to generate a series of intermediate set points at the controller update rate. This is achieved with a continuous sigmoid function that produces a smooth trajectory from the current position and velocity to the target position with a trapezoidal velocity profile.
Helium Balloon
The airship used in the facility is a custom design spherical airship of 5 ft in diameter (see Figure 2 ). The airship was designed to meet three principal requirements: 1) it must closely emulate a freefloating object which requires it to be neutrally buoyant and balanced; 2) the airship must carry a grapple fixture, initially, a simple design and ultimately more sophisticated designs, weighing up to 1 lb; 3) it has to be capable of performing 6-dof motions, to emulate, for example, a spin-stabilized satellite or a spacecraft out of control. Moreover, these motions need to be generated in a controlled manner to allow multiple experimental tests under the same conditions. Based on the above, the following components for the airship were selected:
1. a 5-ft diameter spherical bladder bag for maximum lift of 1.9 kg. The lighter bladder bag (381g) was selected to maximize the available lift of the airship.
2. six identical propellers mounted in ducted fans, MPI model #EPF200, are capable of maximum thrust of 73 g at 7.2V, 3A. The propellers are mounted in custom-made nacelles in a symmetrical arrangement on the sphere. The number and arrangement of the propellers deviate substantially from those for off the-shelf helium airships making our airship fully actuated.
3. six speed controls for the propellers. The ducted fan speed control electronics, procured from Southern Balloon Works, perform two main functions: signal conditioning and amplification of the control signal. The incoming standard PWM signal is converted to a bipolar PWM signal zeroed around 50% duty cycle, allowing for forward and reverse thrusting of the ducted fans.
4. The battery currently used on the airship to power the propellers and electronics is a 6-pack of Ni-MH cells manufactured by GP Batteries and supplying 7.2V. An aluminum grapple fixture, weighing 163 grams, has been designed and constructed for the balloon.
A CAD model of the airship (Figure 3 ) was created for the purpose of laying out components on the airship, keeping account of its mass and inertia properties and for optimizing its mass distribution. A special procedure described in section 3.3 has been designed to balance the airship, i.e., to move the center of mass of the airship as close as possible to the geometric center of the sphere, as well as to make it neutrally buoyant. The vision system includes a 1.57GHz Celeron, equipped with a Firewire adapter card. This machine is interfaced to Bumblebee Firewire stereo camera from Point Grey Research Inc. The camera consists of two 640x480 pixel Sony grayscale, 1/3′′ progressive scan CCDs. Both stereo images can be updated at a frame rate of 30Hz. The camera is pre-calibrated for lens distortions and camera misalignments, resulting in image alignment between left and right images of 0.05 pixels RMS. Point Grey ships the Bumblebee with Triclops, their extensive machine and stereo vision library as well as application software that can track the pose of a circle in 3D at 30Hz.
System Architecture
All vision computations, including feature extraction and pose determination of the grapple fixture, will be performed on the dedicated hardware discussed above, and the extracted pose data sent to the robot controller at a minimum rate of 30Hz. This allows the robot controller to run at a much higher frequency without being burdened with the computationally intensive visionprocessing task. The robot control PC and the vision PC communicate via Ethernet using the low overhead UDP/IP protocol. Currently, we are using the V-Scope 110 Pro sensor to determine the pose (position of the geometric center and orientation of the body-fixed frame) of the airship. The V-Scope is a threedimensional, multi-body tracking system and can be operated at a maximum sampling rate of 100 Hz.
The sensor system includes a microcomputer, three stationary transmitter/receiver towers, and eight colour-coded transponder buttons mounted on the moving object(s). The towers emit a coded infrared signal which activates the corresponding button to respond with a short ultra-sonic signal. The 3D location of the button relative to the tower frame is determined by time-of-flight triangulation.
We have mounted the eight transponders in a symmetrical arrangement at the corners of a cube inside the spherical airship (see Figure 5 ). Ideally, this arrangement ensures that at any time, three buttons, referred to as the triad, are 'visible' from the towers and so the pose of the airship can be uniquely defined. In this case, the pose determination for the airship is based on the following kinematics: 
This predictor can also be used to determine which three buttons will be closest to the towers at the next sample time. Only these can then be activated for measurement at the next time step, thus maximizing the sampling rate of the system.
Control Architecture
In designing the control architecture for the airship it was desirable to use off-the-shelf components where possible to decrease the development time and increase the reliability of the final product. Commands are calculated on a standalone control PC and sent to the ducted fans through a standard R/C chain, from handset to the receiver, through the motor speed controls to the dc motors of the ducted fans. These commands can either be generated manually using the control joysticks on the R/C handset, or automatically generated by the control PC. In the latter case, the control PC must be attached to the handset through its "trainer port"
interface. Appropriately formatted commands sent to the trainer port will be sent out from the R/C transmitter bypassing the manual controls. The trainer port requires that the commands be formatted into a PPM signal. Each PPM frame consists of 8 pulses, the duration of each being proportional to the incoming control signal, and a termination pulse that indicates the end of a signal frame. The PPM signal is then frequency modulated by the transmitter electronics, sent to the receiver on the airship, which then demodulates and de-multiplexes it into 8 individual PWM command signals. In our application we use 6 of these signals to control the 6 ducted fan actuators. The speed control electronics supplied by Southern Balloon Works map the incoming unipolar PWM control signal to a bipolar PWM signal allowing bidirectional thrust. An H-bridge power amplifier then amplifies this control signal before it is used to power the dc motors in the ducted fans.
Pose feedback is provided by the pose estimation algorithm described in Section 3.1. The button positions required by this algorithm are retrieved through a serial interface between the V-Scope electronics and the control PC. This interface is based on the published V-Scope message formatting and has been written in Labview. The complete control architecture for the balloon is shown in Figure 6 .
Airship Balancing
In order for the airship to closely emulate a freefloating object in space it must be both neutrally buoyant and balanced eliminating the effects of gravity. With these conditions met the airship freely floats in air and has no preferred orientation. To accomplish this, a balancing procedure was developed in which a force torque sensor is used to measure the unbalance in the airship and counter weights are added to the balloon surface to eliminate the unbalance.
Three counter balance posts are attached to the surface of the balloon in an orthogonal right hand frame arrangement.
This allows independent adjustment of the center of mass location in x, y and z. The orientation of this orthogonal frame wrt the balloon frame was chosen to minimize the sum of the masses of the counter weights. In this arrangement post x is attached to the force/torque sensor (see Figure 7) , which can now measure the airship unbalance as a torque about the attached post. Counter weights can then be added to post y to eliminate the unbalance torque thus moving the center of mass onto the x-z plane. The above procedure is then repeated, clamping post y into the force/torque sensor ensuring the x-y plane remains perpendicular to the gravity vector. Counter weights are then added to post x to move the center of mass onto the z-axis. Lastly, the balloon is oriented so that the x-z plane is perpendicular to the gravity vector and the x-post is clamped to the torque sensor. Eliminating the final unbalance torque by adding mass to post-z, moves the center of mass along the z-axis towards the geometric center of the airship balancing the balloon. The airship is made neutrally buoyant by varying its air to helium ratio.
COMPONENT TESTS
Pose Estimation Experiments
Initial experiments on pose estimation with VScope were conducted with the balloon nearly stationary, within approximately 2 m from the towers. Table 3 shows the number of buttons measured at sampling rate of 90ms during an 800-sample interval (72s), after a basic filter was applied to eliminate erroneous measurements. These results show that all three buttons can be measured for majority of the samples and pose estimation of the balloon should be feasible. Table 3 : Button visibility for stationary airship
Robot Tracking Experiments
We present end-effector trajectory tracking tests for the robot, demonstrating performance of the PID control implemented on the six joints of the arm. The desired maneuver is specified in joint space using sinusoidal joint motions (see Table 2 ). To simulate the commands generated by a camera the continuous input sinusoids are sampled at a the camera rate of 30Hz. The tracking errors for each of the six joints are shown in Figures 8-13 and they remain below 1.6° for all joints. Our visual servoing task is to intercept and catch a targeted grapple fixture moving through the robot workspace. To accomplish this we proposed several subtasks:
Fixation, Target Approach, Orientation Correction and Target Frame Matching. If the target pose is used to drive all of the visual servoing tasks it is necessary that the target be in view at all times. Fixation ensures this by controlling the camera's orientation so that the target is centered in the camera frame. Fixation will be achieved in one of two ways, by either performing joint based fixation, in which two joints are actuated to control the pan and tilt angles of the camera, or though Cartesian fixation. In Cartesian fixation the robot is actuated with knowledge of its kinematics so that the camera's origin remains fixed while its orientation is changed to control the pan and tilt angles. It is proposed that joint fixation is initially used to put the robot into advantageous configuration, for the subsequent tasks.
Once the target has been fixated upon, the remainder of the subtasks should serve to reduce the position and orientation errors between the camera's current position and the final capture position. Our tact will be to first approach the target without correcting the orientation errors, and then finally when the camera is sufficiently close to the target we can reduce the orientation errors. The approach task is performed first because at larger target to camera distances the robot motions required to correct orientation errors are magnified and could easily result in unachievable configurations.
Camera Mounting and Frame Calibration
The stereo camera used is mounted to the last joint of the robot in a position that best meets two conflicting requirements. 1) The camera must be far enough away from the target so that the target remains fully visible to both cameras when the target is at the capture distance, and 2) The camera/mount must be located far enough forward that it does not significantly impede the motion of joint 5. The mount used as shown in Figure 14 , meets requirement 1 while acceptably reducing joint 5's motion from ±105° to ±90°.
In order for the robot to use the vision system's estimate of the 3D pose of the target relative to a global reference frame, it is necessary to know the relative pose between the robot base and hand, between the hand and the camera frame and between the camera and target. Figure 14 : Robot end-effector with camera and mount A technique [14] was used for performing robot hand/eye calibration for an eye on hand configuration. Calibration is performed by computing the 3D position and orientation of a camera with respect to the tool frame of the robot manipulator. It requires calculating the rotation and translation (homogeneous transformation matrix ) between the two coordinate frames, the camera frame and the tool frame.
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The robot makes a series of pre-planned movements, with the camera rigidly attached to last joint of the robot while the vision system captures a set of images of the calibration object, which is placed at a fixed position. Using the vision libraries provided Point Grey Research the pose of the target with respect to the camera frame ( ) can be accurately determined. The end-effector pose, is also computed at each prescribed position using information provided by the robot controller. Multiple sets of data are collected by moving the robot and capturing images at each position, while keeping the camera generally pointed at the target. Using two sets of data, the homogeneous transformation between two positions of the camera and two positions of the robot end-effector frame, are computed using the following equations. 
Using more than a minimum of three sets of data of all the homogeneous transformation matrices ( , , and ), the transformation matrix can be computed using the least squares method [14] . The resulting transformation for our camera setup is given in (6) with translations in mm. 
Control Structure
Our visual control uses a dynamic look then move strategy in which the joint position feedback loop is surrounded by a second control loop using target pose estimation as feedback(see Figure 15) . Errors in the camera pose are generated by the balloon subtask error generation algorithms based on the target pose wrt the camera frame. These errors each take the form of camera frame transformations from the camera's current pose to a future pose.
Each of these transformation errors are then acted upon by separately tuned PID compensators to generate a command transformation. By controlling each task with a separate controller, we can achieve several conflicting goals simultaneously (for example stiff position control with slow overdamped orientation control). The resulting command transformations are then multiplied to generate a composite command transformation. These commands are then transformed into joint coordinates using the A465 inverse kinematics algorithm and passed to the inner loop. In this tracking mode the camera is fixated on the target ( pointing at target origin) by actuating joint 1 and joint 5 for pan and tilt control respectively. Correction angles for pan and tilt are obtained from , through the following basic geometric relationships. For the control of joint 1 the target frame location is determined in base frame coordinates through (7) . 
where x and y are obtained .
target 0 T Tilt control is achieved by actuating joint 5. The tilt correction angle, or tilt error is calculated in camera frame coordinates. This is an approximation since joint 5 does not rotate about the camera frame but if the offset distance between joint 5's rotation axis and the camera frame is reasonably small, under control action the approximation is valid. Joint 5's error is calculated from the following:
where y and z are obtained from .
target camera T
Fixation Results
We present fixation step responses for joints 1 and 5 in Figure 16 and Figure 17 respectively, based on the scheme described in section 5.3, using the PID gains in Table 4 . In this paper, we described the development of a new facility for studying control of robotic operations in space. Initial experimental results were presented on robot control and visual servo control. Our current efforts are focusing on the control of the helium airship to achieve stationkeeping to 1 cm. The development of the vision based interception program also continues, incorporating the seventh axis into the trajectory planning.
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