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We give asymptotic expansions for zonal functions of the Cartan motion group; 
they generalize the classical expansion for Bessel functions. 0 1986 Academic Press. Inc. 
Soit G un groupe de Lie reel semi-simple de type non-compact, connexe 
et A centre tini. Soit g son algebre de Lie, et soit g = f + p une dtcomposi- 
tion de Cartan de g. 
Soit K le sous-groupe compact (maximal) de G d’algtbre de I. 11 opkre 
par l’action adjointe sur p en prbervant le produit scalaire induit par la 
forme de Killing de g, notee ( , ). Soit G,, le produit semi-direct de K par 
p, appeli le groupe de deplacements de Cartan. L’espace homogene Go/K, 
qui s’identifie naturellement a p est un espace riemannien symetrique de 
type euclidien (cf. [7] ). 
Si A est un element de p, on lui associe la fonction zonale J,, definie par 
J,,(X) = [K ei<n*Adkx> dk, pour XE p, 
oi dk designe la mesure de Haar normalike sur K. De plus, pour A, A’ E p, 
J,, = J,,, si et seulement si A et A’ sont conjugues par l’action de K, et on 
obtient ainsi toutes les fonctions zonales associees aux representations uni- 
taires irreductibles de G, qui sont de classe 1 par rapport a K. 
On se propose de determiner leur comportement asymptotique lorsque X 
tend vers l’infini. Les resultats ont CtC partiellement annoncis dans la 
note [2]. 
Contrairement aux fonctions zonales de l’espace homogene G/K qui sont 
les solutions d’un systeme d’equations aux dtrivees partielles lineaires ayant 
une singularite reguliere a I’inIini, pour Go/K le systeme correspondant a 
une singulerite irregulitre a l’inlini comme on peut s’en convaincre sur 
l’exemple K = SO(n) et p = R” qui correspond a G = SOo(n, 1) 06 les zona- 
les se calculent simplement a partir des fonctions de Bessel. 
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On ne peut done pas esperer, dans cette situation, prouver l’existence du 
dtveloppement asymptotique par un thtoreme general comme cela a tte 
fait pour G/K (voir par exemple [l, lo]) ni s’attendre a obtenir un deve- 
loppement asymptotique convergent. 
Suivant une methode classique pour Ctablir le dtveloppement asymp- 
totique des fonctions de Bessel, nous utiliserons la mtthode de la phase 
stationnaire. 
1. NOTATIONS ET PR~LIMINAIRES 
Soit a un sous-espace abelien maximal de p; tout element de p est conju- 
gue par Ad(K) dun element de a. Dans la suite, on identifie p et son dual, 
et de m&me a et son dual grace a la structure euclidienne sur p donnee par 
la restriction de la forme de Killing. Comme K agit isometriquement sur p, 
et que la mesure dk est invariante a droite et a gauche, l’etude des fonctions 
J,, se ramene au cas ou n E a, et il s&it d’etudier la restriction de JA a a. 
Soit M le centralisateur de a dans K, et m son algebre de Lie. On note 
par r faction a gauche de K sur K/M donnee par r(k). k,M= kk,M. 
Soit I l’orthogonal pour la forme de Killing de m dans f. L’espace 
tangent a K/M au point 12 = eM s’identifie a I par l’isomorphisme: 
Si maintenant on se place en un point quelconque k de KIM, on choisit 
k E K, tel que r(k). C = f ; comme z(k) est un diffeomorphisme de K/M, cela 
permet d’identifier l’espace tangent a K/M en k avec I via l’application 
tangente a r(k) au point P. Explicitement 
Dz(k), (L)f=-$(r(kexp tL).t)l,=,. 
L’opposC de la restriction de la forme de Killing a I d&nit un produit sca- 
laire sur I, invariant par M. 11 en rbulte qu’il existe une unique mitrique 
riemannienne sur KIM, invariante par K et coi’ncidant en chaque point 
avec l’image par z(k) de ce produit scalaire d&i sur I. En particulier, on 
note dk, la mesure riemannienne associee, et vol(K/M) sa masse totale. 
Avec ces notations, on a pour ,4 E a 
J,,(X) = vol(K/M)-’ s,, ei<n,Adk’x> dk,. 
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Soit he une sous-algebre de Cartan de gc contenant a,; elle est stable 
par 8, l’involution de Cartan associee A la decomposition g = I + p. Soit A 
l’ensemble des racines de la paire (ge, I&); on sait que les. racines sont 
rtelles sur 
$,=a+i(&nk). 
Choisissons une chambre de Weyl dans $, et notons par A + l’ensemble des 
racines positives sur cette chambre. Notons par A,, l’ensemble des elements 
de A qui sont identiquement nuls sur a, et par A+ le compltmentaire de 
A,n A+ dans A+. 
Soit enlin Z+ l’ensemble des racines positives de la paire (9, a) relative- 
ment a l’ordre sur le dual de a induit par l’ordre choisi sur le dual de h, ; 
alors L’, est forme des restrictions a a des elements de A+. 
Si C(E A definissons ~1’ par c8(H)=cr(B(H)) pour h~hc; il est immtdiat 
que ~1’ est encore dans A, puisque 8 est un automorphisme de g. De plus 
(a’)’ = 0: puisque 0 est involutif. Une racine a est dans A, si et seulement si 
a’ = a. Si a est une racine quelconque, a’ + a s’annule sur a; done si a E A + , 
a’ est une racine negative; nous poserons a’ = -a’ pour a E A +. 11 est clair 
que a + a’ est une involution de A + , et que les restrictions A a de a et a’ 
coincident. 
Numtrotons les elements de A+ de man&e a avoir: 
a! = ai pour 1 <i<m, 
et 
LI+2j-~=~Clm,+2j Pour I<j<m,(donc #(A+)=m,+2m,=n). 
Pour chaque a E A notons par grx le sous-espace radiciel associe. Choisis- 
sons X, E ga non nul pour chaque a E A. Une base de I, est alors form&e des 
vecteurs X, + 0X, pour a E A + (voir [7]). 
De plus, on a 
(x,+ex,,xg+exB)=o si a#fi’ 
comme on le voit aisement en utilisant l’orthogonalite de go, et gs pour 
u+pzo. 
Entin (X, + 0X,, X,. + 8X,,) # 0 puisque la forme de Killing est non- 
degeneree sur gc ; g&e A un choix convenable des X, on peut toujours 
supposer que I’on a 
(x,+ex,,x,.+ex,,)=i pour UEA,. 
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Dtsignons par q l’orthogonal de a dans p; une base de qc est donnee par 
les vecteurs X, - 0X,, c1 E d + (cf. [7]). Notons de plus que 
(x,-ex,,x~-exB)=o si p#cr’, 
et 
(X, - ex,, x,, - ex,.> = -1, 
par calcul elementaire. 
2. BTUDE DES POINTS CRITIQUES DE LA FONCTION DE PHASE 
Considerons maintenant X et ,4 dans a fixes. Pour t E R + posons: 
I(t)=J eir<&Wk)‘W dk,. 
KIM 
Nous allons Ctudier le comportement de Z(t) quand t + cc au moyen de 
la methode de la phase stationnaire. Soit cp: K/M + Iw la “fonction de 
phase” qui est donnee par q(k) = (A, Ad(k). X). C’est une fonction C” a 
valeurs reelles sur K/M dont nous allons determiner les points critiques. Si 
LEI, on a: 
cp(k . exp(sl) ..G) = (4 Ad(k). Ad(exp(sL)) . X) 
= (Ad(k-‘).A, exp(sad(L)). X) 
=<Ad(k-‘).n,X+s.IL,X]+~.[L, [L,X]+O(s3)). 
Done k E K/M est un point critique de cp si et seulement si la forme lineaire 
L -+ (Ad(k-‘). /i, [L, X] ) est identiquement nulle sur I. 
(2.1) LEMME. Soit X un PlPment rPgulier de a; alors [I, X] = q oli q est 
lbrthogonal de a dans p. 
Ddmonstration. Soit Z E f et TE a. Alors on a 
puisque a est abklien; on a done [t, X] c q. 
Soit aEd+; on a [X, + 0X,, X] = -+X)(X,-0X,) puisque ex, E ga, et 
que a = a’ sur a. Comme X est regulier, a(X) n’est pas nul, et done 
X,-OX, est dans [I, X] pour tout a ELI +. On a done q c [I, X], ce qui 
prouve le lemme (2.1). 
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Supposons maintenant X regulier; d’apres le lemme 1 une condition 
ntcessaire et suffrsante pour que k soit point critique de cp est que 
Ad(k-‘) . n soit orthogonal a q, ce qui equivaut a 
Ad(k-‘)./fEa. 
Si n est aussi regulier dans a, cette condition Cquivaut au fait que Ad(k-‘) 
normalise a. Notons par M’ le normalisateur de a dans K. Les points criti- 
ques de cp sont done les points de M//M, c’est-a-dire les elements du groupe 
de Weyl W de la paire (g, a). 
Nous supposerons dtsormais X et n reguliers dans a, et nous allons 
montrer que les points critiques de cp sont alors non-degeneres. 
Soit done w  E W; la differentielle seconde de rp en w  est donnie par: 
Q(L)=-$ (w-‘/i,exp(sad(L)).X),=, 
ce qui donne 
c?(L) = <w-*4 CL, CL, Xl > pour LEI. 
Comme CL,, CL XII + LX CL, &II + CL LX Lll =O, et que 
[X [b,~Ml~q, on a: 
(w-‘4 CL, CL XII> = (w-‘4 CL CL,, XII> 
ce qui montre que la forme bilineaire symetrique associee a Q (que l’on 
notera encore Q) est donnte par: 
Q(b, &I= (w-l4 CL, CJL-UI>= -Uw-‘4Ll, Cx,Ll). 
Etendons Q en une forme @-bilineaire sur I, et calculons sa matrice dans 
la base forme des (Xa + 0X,}, E d + . On a 
Q(X~+KYJ,+eX,)= -a(w -‘n)B(x)(x,-ex,,x,-ex,>, 
ce qui donne 0 si a’#fi et a(w-‘A)a(X) si a’=/3, d’apres le choix des X,. 
(2.2) PROPOSITION. Soient X et A deux ilbments r&guliers de a. Les 
points critiques de la fonction cp: K/M+ R d@nie par cp(k) = 
(A, Ad(k). X) sont les points de W= Ml/M; ils sont non-d~g&u!r&s. 
Dbmonstration. La matrice de la differentielle seconde de cp au point w  
dans la base {X, +KYol},.,+ (modulo l’identification pricisee plus haut 
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entre I et I’espace tangent en w  a K/M) est calculee ci-dessus, et son deter- 
minant vaut au signe pres 
.G a(w-‘A) a(X), 
+ 
ce qui prouve la proposition. 
Determinons la signature de cette forme quadratique. Pour ceci con- 
sidtrons l’endomorphisme de I, defini par - (A(X), Y) = Q(A’, Y) pour 
tout A’, YE I,. Comme la forme de Killing est definie negative sur I, la 
signature de Q n’est autre que la difference entre le nombre de valeurs 
propres positives de A et le nombre de valeurs propres negatives de A. 
Mais la matrice de A dans la base (Xol + OXa}asd+ est clairement 
diagonale, avec 
-a(w-‘A) a(X) pour aed, 
sur la diagonale. Si 12 designe la restriction de a a a, et si WE designe 
l’eltment de C defini par wB(H) = a( w  - ‘H), les valeurs propres de A sont 
done les -w&(A) * Z(X), pour a E A + . 
Pour prtciser les signes, notons que par conjugaison par le groupe de 
Weyl, on peut toujours supposer que A et X appartiennent a a+. 11 en 
resulte que 
w(Q) = Y(W) = # i aEA+IwG<O}-#{aEA+IwZ>O}. 
3. LA MbTHODE DE LA PHASE STATIONNAIRE 
Soit E un espace vectoriel sur R, de dimension n, muni d’un produit 
scalaire euclidien, note ( , ). 
Soit q une forme quadratique non-degenerie sur E, et Q la forme 
bilineaire associee. Soit A l’isomorphisme de E dtfini par 
vx, YEE, Qk Y) = (Ax, ~1. 
Par definition le determinant de la forme quadratique q est le determinant 
de A, et on le note det(q). 
On note & la forme bilineaire symetrique definie par 
Qx, Y E 4 &x, Y) = (A -‘x9 Y), 
et 4 la forme quadratique, non-degeneree sur E associte a $. On note enfin 
d l’operateur differentiel a coefficients constants sur E, naturallement 
associb a 4, via l’identification entre E et E* a l’aide du produit scalaire 
( 3 1. 
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Avec ces notations, le theortme de la phase stationnaire s’enonce ainsi 
(cf. c4, 31). 
(3.1) T~~?OFIJ!ME. Soit f une fonction de classe C” sur b, h ualeurs 
reelles, et g une fonction de classe C” 6 valeurs complexes, a support com- 
pact. On suppose que f possede un seul point critique x0 dam le support de g, 
et que x0 est non-degentre. On pose E = R” muni du produit scalaire standard 
et q = d'f (x0). On note sgn(q) la signature de q, d&(q) le Gterminant de q, 
et 6 lbperateur dtfferentiel associe comme ci-dessus. Soit enfin h la fonction 
definie par 
h(x) = g(x) - g(x”) - ;q(x - x0). 
Alors, posant 
Z(t) = 1. eitfcx) g(x) dx, 
on a, pour t+ +a~ 
z(t) wn’2 
-n/2 Wql- 
l/2 ewPon(9)e’ff(x0) 
t 
Xf! c&(g(x) exp ith(x))l,,+ 
j=o j! 
La signification precise du dtveloppement est la suivante: l’expression 
fij(g(x) exp ith(x))l,= ti est un polyn6me en t, de degre < [2j/3]. En 
regroupant dans le membre de droite les termes (en nombre tini) en tpk, 
pour chaque k, on obtient un dtveloppement asymptotique suivant les 
puissances negatives de t. Autrement dit, la difference entre Z(t) et la 
somme partielle d’ordre k du developpment est en 0( t -““), avec 
a,=;+& 2k. [ 1 3 
Ajoutons que si f et toutes ses d&ivies dependent continfiment dun 
parametre o, l’estimation du reste est, pour chaque k, localement uniforme 
en o (cf. [4, p. 76 sqq]). 
Soient X et II deux elements reguliers de a. La fonction de phase q(k) = 
(A, Ad k * X) admet pour seuls points critiques les points w  E M’/M. Soit, 
pour chaque w  E Ml/M, xw une fonction C” sur K/M, igale a 1 en 
voisinage de w, a support suffrsamment petit, pour que la carte: 
LHwexpL.6, l+K/M 
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y soit un differomorphisme (w dbigne ici un representant quelconque, mais 
fix6 de la classe modulo M). On suppose de plus que les supports des 
fonctions xw sont disjoints. On pose 
r,(t)=J e”q(k)xw(k) dk,. 
KIM 
(3.2) LEMME. La d$firence J,,(tX) --Cw, wvol(K/M)-l Z,(t) est ci 
dkcroissance rapide, localement uniformkment par rapport h X et A. 
En chaque point du support de 1 -C,, w  x,(k), la difference de la 
fonction de phase ne s’annule pas. De sorte que (3.2) est consequence du 
resultat suivant. 
(3.3) PROPOSITION. Soit V une vari&k differentiable munie d’une mesure 
dv den&t C” et X une variktk compacte. 
Soit f: V x X + l% une fonction C”, et g: V x X + 63 une fonction C” ci 
support compact. On suppose que d, f est toujours dlffkrente de 0 sur le rap- 
port de g. Alors la fonction sur Xx IF!, dkfinie par Z(x, t) = j v eiU(“,x)g(v, x) dv 
est h dkcroissance rapide en t, unzformkment par rapport ti x E X. 
De maniere precise, VN 2 0, 3C,, telle que 
IZ(x, t)l < C,(l + t)rN, VXEX,V’tElR. 
Pour chaque (v, x) dans le support de g, il existe des voisinages A, et B, 
de v et x dans V et X, et une carte 
+,:A,-+R” (n=dim V), 
telle que la fonction f(ll/;'( ), ) w x coincide sur $,(A,) avec la premiere 
coordonnee de R”, d’aprts le theorbme des fonctions implicites avec 
parametres. Extrayons un sous-recouvrement fini du recouvrement du sup- 
port de g formi des A, x B,, soit (A,, x Bg)jeJ, et soit ‘pi une partition de 
l’unite subordonnte a ce recouvrement. 
Alors 
Z(x, t) = c I ei’f(“+)qj(v, x) g(v, x) dv. 
jsJ V 
Pour prouver le lemme, il sufht de montrer, pour chaque j E J, que 
zj(x9 t) = jv e itf(“~x)(pi(v, x) g(v, x) dv 
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est a dicroissance rapide quand t + +co. Mais par changement de 
variable, on a 
Zj(X, t)=I,” eirwly(w,, W2 ,..., W,, X) dWl “‘dW,, 
oti y est une fonction C” en w, et continue ainsi que toutes ses d&iv&es par 
rapport au couple (w, x). Les estimations d&sir&es s’obtiennent alors par IV 
integrations par parties par rapport a w  r . 
Nous allons maintenant preciser le dtveloppment asymptotique de 
chacune des integrales Z,,,(t). Supposons d’abord w  =&, et choisissons e 
comme reprbentant de cette classe modulo M. 
Soit exp: I + K/M la carte L H r(exp L) e; par changement de variable, 
il vient 
Ze(t) = Z(t) = i ei’(A*Ad(cxPL)‘X> g(L) dL, 
oti g est C” a support compact, et independante de X et n (en fait g est 
Cgale au voisinage de 0 au jacobien de la carte; en particulier g(0) = 1). 
Posant f(L) = (/1, Ad(exp L) . X), on voit que f et g satisfont aux con- 
ditions du thtoreme (3.1). 
Pour chaque L E I, notons 1 le champ de vecteur dtfini par 
Comme f est analytique, et que g est analytique au voisinage de 0, on peut 
etendre ces fonctions a un voisinage de 0 dans Ic, et utiliser pour les calculs 
la base de Ic formee des (X= + OXor}nrd+. 
Rappelons que le produit scalaire sur I est l’oppose de la forme de 
Killing; l’opkrateur A associe a q = &f(O) est done dtfini par 
- (AX, Y) = Q(X, Y). D’apres les calculs du paragraphe 2, on voit que la 
matrice de A dans la base {Xii + (IX,) D E d + est don&e par 
On a done 
65716112-6 
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NOtOnS tSi)l <i<n les coordonnees associees a la base choisie. L’optrateur 
differentiel & s’ecrit alors 
“==Z+ a(x:a(n)& avec s,, = si, 1 < i < n. (I n’ 
Soit .I= (jr ,..., j,) un multi-indice, et notons 81Jl/&’ l’operateur differen- 
tie1 
Notons TJ l’optrateur differentiel Cgal au coefficient de sJ = sp *. . si dans 
l’expression 
ts,t~GGJ + . . . + s”(x>a”,,IJ1. 
Une consequence de la formule de Taylor (cf. [7, p. 3921) donne 
(3.4) 
(3.5) LEMME. Soient 
jy.. 
Y, = Xai, + l&Y,,,,..., Yj= Xar + OX,,,, j> 2. Ah 
?jcp(i)=ci,...iiai,(A) a&X), oli ci,...$ est une constante bien d&r- 
minde, ne d&pendant que des Yi, 1 d i < j. 
Dbmonstration. 
a =-...- aas,(o(r(exPSjYj)"'r(eXPs, Y,)t)ls=o 
asI J 
a =-...- 1, (A, (AdexpsjYjo ... 
as, , 
DAdexp s1 Yl) X>l,,o 
= (A, [Y,[...[Y,X].-*I) 
= -a,t/i)a,tX).(X,il-8X,,/, [yj-~“‘[y,x~,,-8X~,,]..‘]) 
=Cil...i/ai,(A) a,(X). 
Si J= (jr,.,., j,) est un multi-indice, on note w’ le monome a”(X) = 
a,(X)” . . . a,,(X)“. Les multi-indices sont munis dun ordre partiel: J-C K si 
ji < ki, pour tout i, 1~ i < n. 
Entin le multi-indice J + K est dtfini comme &ant (jr + k, ,..., j, + k,). 
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(3.6) ~oPosITION. Soit J un multi-indice; alors (ab”l/asJ)( ge”“)l,,, est 
un polyndme en t, de degrk infhieur ou &gal b 151/3, dont le coefficient du 
terme de degrt! k est de la forme: 
K?J = aK,LaKW) aLO ), L<J 
lK:)=k ILI=k 
avec aK,‘ E @ indP,pendants de t, X et A. 
On remarque d’abord que les d&iv&es d’ordre infkrieur ou Cgal B 2 de h 
sont nulles en 0,’ et que les dbrivkes d’ordre suptrieur ou kgal I 3 sont les 
m&mes que celles de f: 
Par application de la formule de Leibnitz, on voit ensuite que la dkivke 
A calculer est effectivement un polynBme en t de degrk infkieur ou kgal g 
[IJ1/3]. Se rappelant que g ne dkpend ni de t, ni de A’, ni de A, on voit 
aussi que le coeffkient de tk dans ce polyn8me est une combinaison linkaire 
de termes de la forme 
avec [J,1>3 ,..., lJkla3, et J,+ *.* +J,<J. 
Pour calculer ((alJ1l/asJ1) h),=o,..., ((81J”‘/~sJk) h) = s 0, on utilise la formule 
(3.4), et le lemme (3.5). 
Une telle dkrivte est combinaison lintaire de termes de la forme 
(0 ,..., 0, 1, 0 ,..., 0, 1, 0 ,..., 0) < J,, pour 1 <l<k. 
i! J? 
Un tel terme se r&xx% 
a”(X) aL(A 1, oti K<JI+ **’ +J,<J, 
et de m$me pour L. Ceci compltte la dhmonstration de la proposition (3.6). 
’ On utilise les notations du thkor2me (3.1). 
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(3.7) COROLLAIRE. ai(geir")IszO est un polynBme en t, de a’egre inf%ieur 
ou Pgal ci [2j/3], dont le coefficient du terme de degrC k est de la forme: 
IKI=j-k ILI=j-k 
Ceci est en effet consequence de l’expression de l’optrateur d dans les 
coordonntes (s,) et de la proposition (3.6). 
(3.8) PROPOSITION. I1 existe des constantes rJ,K E @, avec r,,, = 1, telles 
we 
Z(t),iW!te ic<n,x> (in/4)sgn(y) 
42 e t 
le dheloppement asymptotique Ptant valable uniformbment lorsque X et A 
varient dans un compact des points r&guliers de a. 
C’est une consequence du theoreme (3.1) et des calculs anterieurs, 
notamment le corollaire (3.7). 
Soit maintenant w  quelconque, et choisissons un representant de la classe 
modulo M, note encore w. 
On a 
Z,,,(t) = JK,, ei”+‘(‘)Xw(k) dk,. 
Faisons le changement de variable I = r(w - 1 ) k. Alors 
eirrpcrcw)‘)X,,(t(w) 1) dl,. 
Mais cp(r(w)l)= (n,Ad(r(w)I)X)= (w-‘n,Adl.X), et l-+~w(z(w)l) 
est une fonction C” a support dans un petit voisinage de e, et Cgale a 1 au 
voisinage de e. 11 en resulte que Z,,(t) a pour developpement asymptotique 
celui qu’on obtient en changeant n en w  - ‘LI dans celui de Z(t). Supposons 
dtsormais que X et A sont dans la chambre de Weyl dominante a+. 
(3.9) TH~OR~E. On a le dheloppement asymptotique 
t2n)“‘2 c 
-l/2 
J/i(X) N www WE w 
ew4Mw)e’<“‘wx> n 4X) atA) 
‘ZcA+ 
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au sens suivant: la dzffkrence entre JA(X) et la contribution des termes du 
dheloppement d’indice <k fixp est un 0( (1 XII -k-nf2- ‘), uniformement pour 
X dans un cbne ci base compacte strictement contenu dans a+, et A dans un 
compact de a + ; les r,, ttant a!es constantes complexes, avec r,,, = 1. 
Remarque 1. Comme l’a observe Helgason dans [S], les fonctions l/a” 
ne sont pas lineairement independantes, en dehors bien entendu du cas de 
rang un. Cela implique que la determination des constantes r,, par un 
proddt de recurrence analogue a celui du cas non-compact semble 
delicate. 
Remarque 2. Dans le cas oh g possbde une structure complexe J, on 
connait une expression explicite des fonctions zonales; si u est une forme 
reelle compacte de g, alors g = u + JU est une decomposition de Cartan de 
g. Designons par U le groupe adjoint de u, et par T un tore maximal de U, 
d’algebre de Lie t. Alors Jt est un sous-espace abelien maximal de Ju, et 
h = t + Jt est une sous-algebre de Cartan de g. Si P designe le sysdme de 
racines de la paire complexe (g, h), qui s’identifie au systtme de racines de 
(u, t), alors chaque racine B restreinte a Jt est de multiplicite deux. Soit a le 
produit des racines positives de la paire complexe (g, h), et p la demi- 
somme des racines positives. On a alors (cf. [5, thioreme 2; 10, p. 204]), 
pour X, X’E~ 
n(X) a(X’) fu e<X’*AduX) du 
= ,g+ (B, p> C 4~) e<x’*wx). 
wsw 
On en deduit pour XE Jt et n E Jt, X et A reguliers la formule 
JAW = 
(-i)” 
I-I 
n 
aeP+ 4v l-Lp+ WI flep+ 
( j?, p ) . 1 e(w) ei<n,wx) 
wew 
avec m= #(P+)=n/2. 
Pour comparer avec le premier terme du developpement asymptotique, 
on note que 
~w=wu3~P+~ wa<O}-#{/3EP+,Wcr>O}) 
=4#{/lEP+,wa<O}-2#(P+). 
eu7c/4)Y(w) = (_ 1) ~(BEP+IwScol(~i)m, 
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et d’apis un risultat classique 
t-11 #(BEp+l~B~ol 
n’est autre que la signature E(W). 
Finalement, on obtient comme sous-produit de l’identification la formule 
deja obtenue ailleurs.* 
4. LE CAS /d COMPLEXE 
Utilisant les resultats de [9], qui &tend la methode de la phase station- 
naire au cas dune fonction phase a valeurs complexes, on peut ttendre les 
resultats prtddents au cas od le parametre est complexe. 
Modifiant quelque peu les notations, on pose pour /1’, A” E a, 
Jn~,AX) = JK e <A’+ M”,AdkX) &, 
On suppose toujours n = /i’ + i/l” regulier; grace a la conjugaison par le 
groupe de Weyl, on peut toujours supposer que A’ E CI +. 
(4.1) LEMME. Soit A’cza+ et XECI+; alors,pour tout kEK, (A’,X)> 
(A’, Ad k. X), et I’t!galitt! n’est atteinte que si k appartient au stabilisateur 
de A’. 
Supposons d’abord A’ E a+ ; la fonction k H (A’, Ad k. X) atteint son 
maximum en un point critique de cette fonction. D’apres (2.2), cela impli- 
que k E W; mais la hessienne en ce point doit $tre negative; d’aprbs le calcul 
de la signature cela implique k = P. D’ou le lemme dans ce cas. 
Si maintenant A’ E Ci + , alors l’intgalite large s’obtient par passage a la 
limite. Si maintenant k est tel que 
(A’, Ad kX) = (A’, X), 
il est clair que k est encore un point critique de cette fonction. 
D’apres la premiere partie de la demonstration de (2.2), cela implique 
que Ad kP’AlEa, et done qu’il existe un element WE W tel que 
WA’ = Ad k-IA’. Si WA # A’, alors l’argument de [6] (corollaire 1 du 
* Voir par exemple l’article de M. Flensted-Jensen, J. Funcf. Anal. 30 (1978), 106146. 
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lemme 35) s’applique, et par consequent on a l’inegalite stricte. Par suite 
wn’ = A’, autrement dit Ad k-‘A’ = /i’. Ceci complete la demonstration du 
lemme. 
On profite du lemme pour reecrire JA,,ngP sous la forme 
JAP,n,,(X) = e<n’9x> 
s 
K e -<A’,,%‘> + <A’+ i/l”,AdkX> & 
1 
= vol(K/M) 
e<n’.x> ei(<A”-iA’,AdkX+i<A’,X>)~k,, 
et poser q(k) = (A” - i/i’, Ad kX) + i( A’, A’). 
Comme A” - i/i’ = -i(n’ + i/i”) est regulier, les points critiques de cp 
sont encore les points WE W et sont non-dtgenerts. De plus, d’apres le 
lemme (4.1), Im rp >, 0, avec Cgaliti pour k E W’, ou W’ est la stabilisateur 
dans W de A’. Ce sont exactement les hypotheses necessaires pour appli- 
quer la mtthode de [9]. 
filiminons d’abord les contributions inessentielles. 
Soit MA le stabilisateur de A’ dans K, et soit x une fonction C”, tgale a 0 
dans un voisinage U de MA, et a un en dehors dun voisinage Y un peu 
plus grand. Alors d’aprb le lemme (4.1) (A’, Ad kX) < (A’, X) pour 
k 4 U, ce qui par compacite fournit un E > 0, tel que 
(A’, Ad kX) - (A’, X) < -.zIIXII, 
pour k $ U, et mCme uniformement pour X dans un compact de a+. 11 en 
resulte que 
e(A’+iA”,Adk.tX> & <e<A’,rX) e-~flIXII 
, 
pour tout t >/ 0, et ce terme va se reveler ntgligeable dans le developpement 
asymptotique ulterieur. 
Soit maintenant k, E MA/M, mais distinct dun Clement w  E W’. 
Soit p une fonction &gale a un, au voisinage de kO, et a support petit, et 
contenu dans le complementaire de W’. On a clairement dq # 0 sur le sup- 
port de p. Le fait que l’inttgrale correspondante 
s eizq(k)p(k) dk KIM 
soit ntgligeable resulte du lemme suivant. 
(4.2) LEMME. Soit V une oari& dlyfirentiable, munie d’une mesure dv ri 
densite C” ; soit cp: V + @ une fonction C”, et p: V + @ une fonction C” d 
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support compact; on suppose que dq # 0 sur le support de p, et que Im cp 2 0 
sur le support de p. Alors l’inttigrale 
ifv(“)p(u) du 
est ri dkroissance rapide en t (t -+ + co). De plus, si cp et p dkpendent con- 
tiniiment d’un paramitre, la dkroissance rapide de Z(t) est localement 
uniforme par rapport au paramttre. 
G&e a un argument de partition de l’unite, on peut toujours supposer 
que le support de p est contenu dans un ouvert arbitrairement petit. De 
plus si Im cp 2 E > 0 sur le suport de p, l’argument precedent s’applique. On 
peut done supposer que Im cp s’annule en un point x0 E V; mais alors Im cp 
a un minimum local, et done d(Im cp)(x’) = 0; comme dq(x’) #O, on a 
done d(Re cp)(x”) # 0. On peut done (quitte a restreindre le support de p) 
choisir un systbme de coordonnees pour avoir, avec $ reelle 
q(x) = q(x”) + xl’+ i@(x) 
sur un voisinage de x0. 
Alors pour t > 0, on a 
b(x) - 1 1 e a( 1, -7 i- (~~/~x,)(x) ax, 
eimQ) 
et i- (a$/ax,)(x) ne s’annule pas au voisinage de x0. Si Z est le champ de 
vecteur 
1 a 
i- (atj/ax,)(x)TQ 
on a 
Z(t) = I eitrpcx) dx = $ j ZN(ei”P(X)) p(x) do 
1 
=7 t s 
eifP(“)(Z*)” p(x) dv, 
ou Z* est l’adjoint de Z relativement a la mesure du. 
Onendtduitque IZ(t)J<C.tPN,pourt>O. 
Un examen de la demonstration montre que cette estimation est 
localement uniforme par rapport au parametre Cventuel. 
Un argument de partition de l’unite montre qu’il n’y a plus a considtrer 
que les contributions a l’inttgrale des voisinages des points w. E W’. 
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Soit done W+,E W’, et p une fonction C” Cgale a un au voisinage de 
WOE M/M et a support dans un petit voisinage de w,,. L’existence d’un 
developpement asymptotique, lorsque t tend vers l’inlini pour l’integrale 
I e”++‘p(k) dk KIM 
est alors consequence des resultats de [9]. 
Nous contenterons de preciser le premier terme du developpement. Pour 
cela, soit q = &q( w,,) la forme quadratique hessienne (a valeurs complexes) 
au point wO. 11 faut calculer avec les notations du paragraphe 3, 
(det( l/i) A)-‘/‘, oti l’on choisit la determination de la racine carree qui est 
continument deformee en 1 par l’homotopie 
[O l]w+l-s)A+sl. 
Or dans la base {X~+Wa}or.d+, cette matrice est diagonale, et vaut . . 
i. (l-~)~(-a(wo’(n”-i/i))a(X))+s * ..I . . = i* (l-s)a(w,‘A)a(X)+s . . . .I 
Notons, pour z E @, Re z 2 0, par z ‘I2 la determination de la racine carre 
qui est reelle positive sur les reels positifs. 
Alors comme 
on a clairement 
-l/2 
= J a(w,1A)-1’2 a(X)-‘12. 
A 
Dans le cas particulier examine au paragraphe 3, i.e., A’= 0, on a 
Re a(A) = 0, d’oh 
a(~w,l~~~)-l/2=e-~~/4~a(w~l~~~)-l/2 si a(w;ln”)>O 
=ein~4~a(wg1A”)~-11/2 si a(w;‘A”)<O 
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de sorte que 
En general on obtient pour le premier terme du developpement 
asymptotique le resultat suivant : 
(4.3) T&OR&ME. Soit A = A’+ i/l” un &ment rkgulier de a,; on sup- 
pose que fl’Eii+; on note W’ le stabilisateur dans W de A’. Alors, quand X 
tend vers l’infini dans a +, 
oti le signe - signlfie que la dlffLrence entre les deux expressions est un 
O( II XII ~ n/2- le<“‘,X>), y um ormkment pour X dans un c&e ci base compacte 
contenu dans a +. 
En particulier si /i’ est rtgulier, alors W’ = {id ), et dans ce cas 
42 
J nt,n?,(X) - (2n3 l-j CC(X)~“~ n c~(A)-‘/~e<“~~). 
www aE A + ICA+ 
Remarquefinale. Par la m&me methode, il est possible d’ttudier le com- 
portement a l’intini de J,,(X), pour LI regulier, lorsque X tend vers l’intini le 
long dun rayon singulier. En effet, introduisons le stabilisateur MO de X 
dans K; alors on peut ecrire 
KAtX) = 1 eit</i,Adb’) djtMO, 
K/MO 
et, par les memes raisonnements qu’aux paragraphes 2, 3 et 4 montrer que 
la fonction de phase k + (A, Ad LX) est une fonction de Morse sur K/M,. 
Cela conduit a des developpements asymptotiques analogues a ceux ren- 
contres, mais seules interviennent les racines qui ne s’annulent pas en X. 
1. W. CASSELMAN, Systems of analytic partial differential equations of finite codimension, 
preprint. 
2. J. L. CLEW, On the asymptotic behaviour of generalized Bessel functions, Suppl. Ren- 
diconti Circ. Math. Palermo 1 (1981), 145-147. 
3. J. J. DUISTERMAAT, “Fourier Integral Operators,” Courant Institute of Mathematical 
Sciences, New York University, New York, 1973. 
FONCTIONS DE BESSEL 183 
4. M. V. FEDORYUK, The stationary phase method and pseudo differential operators, Rumion 
Mad Surveys 26 (1971), 65-115. 
5. HARISH CHANDRA, Differential operators on a semi-simple Lie algebra, Amer. J. Math. 
(1957), 87-120. 
6. HARISH CHANDRA, Spherical functions on a semi-simple Lie group, I, Amer. J. Murh. 80 
(1958), 241-310. 
7. S. HELGASON, “DilIerential Geometry and Symmetric Spaces,” Academic Press, New 
York, 1962. 
8. S. HELGASON, A duality for symmetric spaces with applications to group representations. 
III. Tangent space analysis, Ado. in Math. 36 (1980), 297-323. 
9. A. MELIN AND J. WISTRAND, Fourier integral operators with complex valued phase 
functions, in “Lecture Notes in Mathematics Vol. 459,” pp. 120-223, Springer-Verlag, 
Berlin/New York/Heidelberg. 
10. G. WARNER, “Harmonic Analysis on Semi-simple Lie Groups, I, II,” Springer-Verlag, 
Berlin. 1972. 
