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LOCAL DECAY IN NON-RELATIVISTIC QED
T. CHEN, J. FAUPIN, J. FRO¨HLICH, AND I. M. SIGAL
Abstract. We prove the limiting absorption principle for a dressed electron at
a fixed total momentum in the standard model of non-relativistic quantum elec-
trodynamics. Our proof is based on an application of the smooth Feshbach-Schur
map in conjunction with Mourre’s theory.
1. Introduction
In this paper we study a non-relativistic electron interacting with the quantized
electromagnetic field. Since the total momentum of the system is conserved, the
Hamiltonian, HSM := 1
2
(
p − α 12A(xel))2 + Hf , can be written as a direct integral,
HSM =
∫ ⊕
R3
H(P )dP , where the fiber Hamiltonians, H(P ), are self-adjoint operators
acting on photon Fock space F . (Precise definitions will be given later in this in-
troduction.) We will analyze these fiber Hamiltonians at a fixed total momentum
P ∈ R3.
We prove the limiting absorption principle (LAP) for H(P ), for |P | small enough.
As a consequence, we obtain local decay estimates and absolute continuity of the
spectrum of H(P ) in the interval (E(P ),+∞), where E(P ) denotes the bottom of
the spectrum of H(P ). The former implies that photons move out of any bounded
domain around the electron with probability one, as time tends to infinity.
The quantity E(P ) is the energy of a dressed one-particle state of momentum
P , provided |P | is small enough. Some of its properties have been investigated in
several papers (see [Ch, BCFS2, CF, HH, CFP2, FP]). It has been shown that, for
P sufficiently small, H(P ) has a ground state in the Fock space if and only if P = 0,
(unless an infrared regularization is introduced). This result is sometimes referred to
as “infrared catastrophe”. In [CF], the existence of a ground state is obtained in a
non-Fock coherent infrared representation. The regularity of the map P 7→ E(P ) is
studied in [Ch, BCFS2, CFP2, FP]. This yields, among other things, bounds on the
renormalized electron mass. We also draw the reader attention to [AFGG], where
related results for a model of a dressed non-relativistic electron in a magnetic field
are established.
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Our proof of the LAP forH(P ) is based on an application of the isospectral smooth
Feshbach-Schur map introduced in [BCFS1] (see also [GH, FGS3]), in conjunction
with Mourre’s theory (see [Mo, PSS, ABG, HS]). For the standard model of charged
non-relativistic particles bound to a static nucleus and interacting with the quantized
electromagnetic field, a LAP just above the ground state energy has been recently
proven in [FGS1, FGS3]. An important ingredient in the proof of [FGS1] is the use
of a unitary Pauli-Fierz transformation (combined with exponential decay of states
bound to the nucleus in the position variables of the electrons). Such a transformation
does not exist in the model considered in the present paper so that the proof of [FGS1]
is not applicable.
The method developed in [FGS3] is based on a spectral renormalization group
analysis; (see [BFS, BCFS1, FGS2]). A similar analysis has been used in [Ch, BCFS2]
to study properties of dressed one-particle states in the model studied in the following.
The proof we present in the following is technically simpler, in that we require only
one application of the smooth Feshbach-Schur map, whereas renormalization group
methods are based on an iteration of this map. The renormalization group might,
however, yield somewhat more precise results, in the sense that it is expected to
provide an optimal estimate on the Ho¨lder constant appearing in the LAP.
In an appendix, we explain how to modify the proof given in this paper to arrive
at a LAP for bound electrons coupled to the radiation field. We emphasize that the
infrared singularity in the interaction form factor is not an essential difficulty in our
proof.
Next, we describe the model, state our main results and outline the strategy of
our proof. Whenever the readers meet an unfamiliar notation they are encouraged
to consult Appendix D.
Definition of the model
We consider a freely moving non-relativistic electron interacting with the quantized
electromagnetic field. The Hilbert space describing the pure states of the system is
given by H = Hel ⊗ F , where Hel = L2(R3) is the Hilbert space for the electron.
For the sake of simplicity, the spin of the electron is neglected. The symmetric Fock
space, F , for the photons is defined as
F := Γs(L2(R3 × Z2)) ≡ C⊕
∞⊕
n=1
Sn
[
L2(R3 × Z2)⊗n] , (1.1)
where Sn denotes the symmetrization operator on L
2(R3 × Z2)⊗n. As usual, the
operators on this space will be expressed in terms of the photon creation and anni-
hilation operators, a∗λ(k), aλ(k), which are operator-valued distributions obeying the
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canonical commutation relations
[a#λ (k), a
#
λ′(k
′)] = 0, [aλ(k), a
∗
λ′(k
′)] = δλλ′δ(k − k′), (1.2)
where a# stands for a∗ or a. As usual, for any h ∈ L2(R3 × Z2), we set
a∗(h) :=
∑
λ=1,2
∫
R3
h(k, λ)a∗λ(k)dk, a(h) :=
∑
λ=1,2
∫
R3
h¯(k, λ)aλ(k)dk. (1.3)
In the standard model of non-relativistic QED, the Hamiltonian for a freely moving
electron interacting with photons is given by
HSM :=
1
2
(
p− α 12A(xel))2 +Hf , (1.4)
acting on H = Hel ⊗ F . Here xel denotes the position of the electron and p =
−i∇xel is the electron momentum operator. The Hamiltonian for the free quantized
electromagnetic field is given by
Hf :=
∑
λ=1,2
∫
R3
|k|a∗λ(k)aλ(k)dk, (1.5)
and the electromagnetic vector potential is defined as
A(xel) :=
1√
2
∑
λ=1,2
∫
R3
κΛ(k)
|k| 12 ελ(k)(a
∗
λ(k)e
−ik·xel + aλ(k)e
ik·xel)dk. (1.6)
In this expression, the ultraviolet cutoff function κΛ is chosen such that
κΛ ∈ C∞0 ({k, |k| ≤ Λ}; [0, 1]) and κΛ = 1 on {k, |k| ≤ 3Λ/4}. (1.7)
Furthermore, the polarization vectors ελ(k), λ = 1, 2, are assumed to be real-valued,
orthogonal to each other and to k.
The system is translation invariant in the sense that HSM commutes with the total
momentum operator p+ Pf , where
Pf :=
∑
λ=1,2
∫
R3
ka∗λ(k)a(k)dk. (1.8)
It follows that HSM admits the fiber decomposition
HSM =
∫ ⊕
R3
H(P )dP, (1.9)
where the fiber operators H(P ), P ∈ R3, are self-adjoint operators on F . The
corresponding decomposition of the state space H = Hel ⊗ F can be written as
Ψ(x) =
∫
R3
eix·(P−Pf)Φ(P )dP , with the fibers Φ(P ) ∈ F . Using that A(x)eix·(P−Pf ) =
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eix·(P−Pf )A(0), we compute HΨ(x) =
∫
R3
eix·(P−Pf )H(P )Φ(P )dP , where H(P ) are
given explicitly by
H(P ) =
1
2
(
P − Pf − α 12A
)2
+Hf . (1.10)
Here
A := A(0) =
1√
2
∑
λ=1,2
∫
R3
κΛ(k)
|k| 12 ελ(k)(a
∗
λ(k) + aλ(k))dk. (1.11)
We define E(P ) := inf σ(H(P )). If α = 0, and if |P | is less than the bare electron
mass (equal to 1 in the units used in this paper), then E(P ) = P 2/2 is an eigenvalue
of H(P ). If |P | > 1, then E(P ) = |P |−1/2, and E(P ) is not an eigenvalue of H(P ).
The map P 7→ E(P ) is pictured in figure 1, for α = 0.
P1
E(P)
Figure 1. The map E(P ) = inf σ(H(P )) for α = 0:
If |P | ≤ 1, E(P ) = P 2/2 ∈ σpp(H(P )),
If |P | > 1, E(P ) = |P | − 1/2 /∈ σpp(H(P )).
We prove a limiting absorption principle for H(P ) in an energy interval just above
E(P ), for |P | ≤ pc, where 0 < pc < 1. In this paper we choose pc = 1/40, and we do
not attempt to find an optimal value for pc.
Main results
For an interval J , we set J± =
{
z ∈ C,Rez ∈ J, 0 < ±Imz ≤ 1}. Let
y := i∇k (1.12)
be the observable accounting for the “position” of the photon relative to the electron
position. Let dΓ(b) denote the usual (Lie-algebra) second quantization of an operator
b acting on L2(R3 × Z2). Our goal is to prove the following result.
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Theorem 1.1. There exists an α0 > 0 such that, for any |P | ≤ pc (≤ 1/40), 0 ≤
α ≤ α0, 1/2 < s ≤ 1, and any compact interval J ⊂ (E(P ),∞), we have that
sup
z∈J±
∥∥(dΓ(〈y〉) + 1)−s[H(P )− z]−1(dΓ(〈y〉) + 1)−s∥∥ ≤ C, (1.13)
where C is a constant depending on J and s. Moreover, the map
J ∋ λ 7→ (dΓ(〈y〉) + 1)−s[H(P )− λ± i0]−1(dΓ(〈y〉) + 1)−s ∈ B(H) (1.14)
is uniformly Ho¨lder continuous in λ of order s− 1/2.
This theorem follows from Corollaries 2.3 and 5.4 below. Our proof will show that,
if dist(E(P ), J) = σ then the constant C in (1.13) is bounded by O(σ−1). Finding
an optimal upper bound on C with respect to σ is beyond the scope of this paper.
As a consequence of Theorem 1.1, we obtain the following
Corollary 1.2. There exists α0 > 0 such that for any |P | ≤ pc and 0 ≤ α ≤ α0, the
spectrum of H(P ) is purely absolutely continuous in the interval (E(P ),+∞).
Physical interpretation of the results
Next, we describe a consequence of Theorem 1.1 related to a key physical property
of the system. We consider an initial state consisting of a dressed electron together
with a cloud of additional photons supported in a finite ball centered at the position
of the electron. As we demonstrate below, Theorem 1.1 implies that asymptotically,
as t→∞, all photons disperse to spatial infinity.
Corollary 1.3. Let S := {P ∈ R3| |P | < pc}, and let Φ =
∫ ⊕
S
dP Φ(P ) ∈ H =
Hel ⊗ F denote an arbitrary state, satisfying
‖ (dΓ(〈y〉) + 1)sΦ(P ) ‖ < ∞ , (1.15)
for some 1/2 < s ≤ 1 and for all P ∈ S. Furthermore, let f ∈ C∞0 (Ma.c.) be a
smooth, compactly supported function on the set
Ma.c. := {(λ, P ) ∈ R× S | λ > E(P )} . (1.16)
Finally, let xph denote the photon “position” operator, xph := xel + y. Then
‖ (dΓ(〈xph − xel〉) + 1)−s e−itH f(H,P )Φ ‖ ≤ C t−(s− 12 ) . (1.17)
Proof. Let Φf := f(H,P ) Φ . The state Φf ∈ H can be written as
Φf = f(H,P )Φ =
∫ ⊕
S
dP f(H(P ), P ) Φ(P ) . (1.18)
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We recall that, in Theorem 1.1, the observable y is the relative position of a photon
with respect to the electron. We note that
e−itHΦf = lim
ε→0
1
2ipi
∫
S
dP
∫
dλ f(λ, P ) e−itλIm
1
H(P )− λ− iεΦ(P ) , (1.19)
so that
‖ (dΓ(〈xph − xel〉) + 1)−s e−itH Φf ‖
= sup
‖Φ′‖=1
∣∣∣ lim
ε→0
∫
S
dP
∫
dλ e−itλ f(λ, P )
〈
Φ′ , (dΓ(〈y〉) + 1)−sIm 1
H(P )− λ− iεΦ(P )
〉 ∣∣∣ . (1.20)
Since f(λ, P ) is supported on the set {λ > E(P )}, Theorem 1.1 implies that the
expectation 〈· · · 〉 in (1.20) is (s− 1
2
)-Ho¨lder continuous in λ, for any choice of Φ′, and
for a Ho¨lder constant independent of Φ′, because Φ˜(P ) := (dΓ(〈y〉) + 1)sΦ(P ) ∈ F .
The Fourier transform ĝ(t) =
∫
dλeitλg(λ) of an (s− 1
2
)-Ho¨lder continuous function
g(λ) satisfies |ĝ(t)| ≤ Ct−(s−1/2). Thus, (1.17) follows. 
As was mentioned above, this corollary implies that photons which are not perma-
nently bound to the electron move out of any bounded domain around the electron
with probability one, as time tends to ∞.
We consider an observable A, given by a selfadjoint operator onH which we assume
to satisfy
‖(dΓ(〈xph − xel〉) + 1)sA(dΓ(〈xph − xel〉) + 1)s‖ < ∞ , (1.21)
Then,
lim
t→0
〈
Φf , e
itH Ae−itH Φf
〉
= 0 . (1.22)
Indeed, we have
|
〈
e−itHΦf , A e
−itHΦf
〉
| ≤ ‖(dΓ(〈xph − xel〉) + 1)sA(dΓ(〈xph − xel〉) + 1)s‖
× ‖ (dΓ(〈xph − xel〉) + 1)−s e−itH Φf ‖2
≤ C t−2(s− 12 ). (1.23)
More generally, we expect the following picture to hold true. We assume that
h ∈ C∞((−∞, Ec)× S), where Ec = E(P ) with |P | = pc, and consider the state
Φh := h(H,P ) Φ
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where Φ ∈ H is as above. Let A = ∫ ⊕ dP AP denote a translation invariant observ-
able. Then, we expect that
lim
t→∞
〈
eitHΦh , A e
itHΦh
〉
=
∫
S
dµΦh(P )
〈
ΨP , AP ΨP
〉
, (1.24)
where supp{dµΦh} ⊆ S. Here, 〈ΨP , ( · ) ΨP 〉 denotes an expectation in the gener-
alized ground state of the fiber Hamiltonian H(P ). This describes the relaxation of
the state Φh to the mass shell, asymptotically as t→∞, under emission of photons
which disperse to spatial infinity. (Note that, for P 6= 0, ΨP does not belong to
the Fock space, but to a Hilbert space carrying an infrared representation of the
canonical commutation relations.)
Strategy of the proof
The proof of Theorem 1.1 is divided into two steps. First, we prove a LAP in any
compact interval J ⊂ (E(P ),∞) with the property that inf J ≥ E(P ) + C0α1/2,
where C0 is a fixed, sufficiently large, positive constant. This follows from a Mourre
estimate of the form
1J(H(P ))[H(P ), iB]1J(H(P )) ≥ c1J(H(P )), (1.25)
where B is the generator of dilatations on Fock space (see Equation (2.1)) and c is
positive. Using the assumption that inf J ≥ E(P ) + C0α1/2 and standard estimates,
Equation (1.25) can be proven in a straightforward way.
In a second, more difficult step, we prove a limiting absorption principle near E(P ).
We use a theorem due to [FGS3] (see Theorem B.2 in Appendix B of the present
paper), which essentially says that one can derive a LAP for H(P ) from a LAP for
an operator resulting from applying a smooth Feshbach-Schur map to H(P ).
Our construction of the smooth Feshbach-Schur map is based on a low-energy
decomposition of the Hamiltonian H(P ):
H(P ) = Hσ(P ) + Uσ(P ), (1.26)
where σ ≥ 0, Uσ(P ) is defined by this equation and the infrared cutoff Hamiltonian
Hσ(P ), σ ≥ 0, is given by
Hσ(P ) :=
1
2
(P − Pf − α 12Aσ)2 +Hf , (1.27)
for every P ∈ R3, with
Aσ :=
1√
2
∑
λ=1,2
∫
{|k|≥σ}
κΛ(k)
|k| 12 ελ(k)(a
∗
λ(k) + aλ(k))dk, (1.28)
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(see Section 3). Note that Hσ(P ) is cutoff in the infrared, with the property that
photons of energy less than σ do not interact with the electron. Such a decomposition
was used previously in the analysis of non-relativistic QED; (see, e.g., [BFP, FGS1]).
Next we use the fact that the Hilbert space F is unitarily equivalent to Fσ ⊗ Fσ
where Fσ := Γs(L2({(k, λ), |k| ≥ σ})) and Fσ := Γs(L2({(k, λ), |k| ≤ σ})). Below we
will use this representation without always mentioning it. The operatorHσ(P ) leaves
invariant the Fock space Fσ of photons of energies larger than σ, and its restriction
to Fσ,
Kσ(P ) := Hσ(P )|Fσ , (1.29)
has a gap of order O(σ) in its spectrum above the ground state energy. We use
the projection, Pσ(P ), onto the ground state of Kσ(P ) in order to construct the
smooth Feshbach-Schur map Fχ, where χ = Pσ(P )⊗χσf (Hf), with χσf (Hf) a smooth
“projection” onto the spectral subspace Hf ≤ σ; (see Section 4). This map projects
out the degrees of freedom corresponding to photons of energies larger than σ. The
resulting operator F (λ) := Fχ(H(P )− λ), where λ is the spectral parameter, is of
the form
F (λ) =Kσ(P )⊗ 1+ 1⊗
(1
2
P 2f +Hf
)−∇Eσ(P )⊗ Pf − λ+W, (1.30)
where the operator W can be estimated by O(α1/2σ), and Eσ(P ) := inf σ(Hσ(P )).
Next, in order to obtain a LAP for F (λ), we use again Mourre’s theory, choosing
a conjugate operator Bσ defined as the generator of dilatations with a cutoff in the
photon momentum variable:
Bσ :=
∑
λ=1,2
∫
R3
a∗λ(k)κ
σbκσaλ(k)dk, (1.31)
with κσ a cutoff in the photon momentum variable defined in (1.7), and b := i
2
(k ·
∇k +∇k · k), the generator of dilatations (see Section 5). Let λ be in the interval
J<σ := [E(P ) + 11ρσ/128, E(P ) + 13ρσ/128], (1.32)
where σ satisfies σ ≤ C′0α1/2 for some fixed, sufficiently large positive constant
C′0 ≥ C0, and ρσ is the size of the gap above Eσ(P ) in the spectrum of Kσ(P ).
The Mourre estimate for F (λ), on the spectral interval ∆σ = [−ρσ/128, ρσ/128], is
established as follows. By energy localization and the facts that the operator Kσ(P )
commutes with Bσ and that |∇Eσ(P )| ≤ |P | + Cα ≤ 1/4 for |P | ≤ 1/40 and α
sufficiently small, the commutator of the unperturbed part in F (λ) with Bσ gives
a positive term of order O(σ). This and the fact that the commutator with the
perturbation W is of order O(α1/2σ) yield the Mourre estimate, and therefore the
LAP, for F (λ). Once the LAP is established for F (λ), it is transferred by the theo-
rem of [FGS3], mentioned above, to the original Hamiltonian H(P ) on the interval
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J<σ . Finally, we use that the intervals above with σ ≤ C′0α1/2 cover the interval
(E(P ),C0α
1/2].
Organization of the paper
Our paper is organized as follows. In the next section, we prove the LAP for H(P )
outside a certain neighborhood of the ground state energy. Section 3 is concerned
with the approximation of H(P ) by the infrared cutoff Hamiltonian Hσ(P ). In
Section 4, we prove the existence of the Feshbach-Schur operator F (λ) mentioned
above. We establish the Mourre estimate for F (λ) in Section 5, from which we deduce
the LAP for H(P ) near E(P ). In Appendix A, we collect some technical estimates
used in Sections 4 and 5. Appendix B recalls the definition of the smooth Feshbach-
Schur map and some of its main properties. In Appendix C, we briefly explain how
to adapt the method used in this paper to a model of bound non-relativistic electrons
coupled to the radiation field. Finally, for the convenience of the reader, a list of
notations used in this paper is contained in Appendix D.
Throughout the paper, C,C′,C′′ will denote positive constants that may differ
from one line to another.
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2. Limiting absorption principle outside a neighborhood of the
ground state energy
In this section we shall prove Theorem 1.1 for any interval J of the form
J = J>σ := E(P ) + [σ, 2σ],
where the parameter σ is chosen to satisfy σ ≥ C0α 12 , for some fixed positive constant
C0. Our proof is based on the standard Mourre theory ([Mo]), the conjugate operator
B being chosen as the generator of dilatations on F , i.e.,
B := dΓ(b), with b :=
i
2
(k · ∇k +∇k · k). (2.1)
One can easily check that
[Hf , iB] = Hf , [Pf , iB] = Pf , (2.2)
10 T. CHEN, J. FAUPIN, J. FRO¨HLICH, AND I. M. SIGAL
and, for any f ∈ D(b),
[Φ(f), iB] = −Φ(ibf), (2.3)
where
Φ(h) :=
1√
2
(a∗(h) + a(h)), (2.4)
so that
A = Φ(h), h(k, λ) :=
κΛ(k)
|k| 12
ελ(k). (2.5)
Theorem 2.1. There exist constants α0 > 0 and C0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0 and σ ≥ C0α1/2,
1J>σ (H(P ))[H(P ), iB]1J>σ (H(P )) ≥
σ
2
1J>σ (H(P )). (2.6)
Proof. Note that H(P ) can be written as
H(P ) =
1
2
P 2 +
1
2
P 2f +Hf − P · Pf − α
1
2P · Φ(h)
+
α
1
2
2
(
Φ(h) · Pf + Pf · Φ(h)
)
+
α
2
Φ(h)2. (2.7)
It follows from (2.2) and (2.3) that
[H(P ), iB] =− 1
2
(
P − Pf − α 12Φ(h)
) · (Pf − α 12Φ(ibh))
− 1
2
(
Pf − α 12Φ(ibh)
) · (P − Pf − α 12Φ(h))+Hf . (2.8)
By (2.7) we get
[H(P ), iB] ≥H(P )− 1
2
P 2 + α
1
2P · (Φ(h) + Φ(ibh)) − α
2
Φ(h)2
− α
1
2
2
(
Φ(ibh) · (Pf + α 12Φ(h)) + (Pf + α 12Φ(h)) · Φ(ibh)
)
. (2.9)
Multiplying both sides of Inequality (2.9) by 1J>σ (H(P )), using in particular that
Φ(h) and Φ(ibh) are H(P )-bounded, this yields
1J>σ (H(P ))[H(P ), iB]1J>σ (H(P )) ≥
(
E(P )− 1
2
P 2 + σ − Cα 12 )1J>σ (H(P )). (2.10)
Since, by Proposition 3.1, |E(P )− P 2/2| ≤ C′α, we obtain
1J>σ (H(P ))[H(P ), iB]1J>σ (H(P )) ≥
(
σ − C′′α 12 )1J>σ (H(P ))
≥ σ
2
1J>σ (H(P )), (2.11)
provided that σ ≥ C0α1/2, the constant C0 being chosen sufficiently large. 
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Corollary 2.2. There exists α0 > 0 such that, for any |P | ≤ pc, 0 ≤ α ≤ α0 and
1/2 < s ≤ 1, and for any compact interval J ⊂ [E(P ) + C0α1/2,∞),
sup
z∈J±
∥∥〈B〉−s[H(P )− z]−1〈B〉−s∥∥ <∞. (2.12)
Here C0 > 0 is given by Theorem 2.1. Moreover, the map
J ∋ λ 7→ 〈B〉−s[H(P )− λ± i0]−1〈B〉−s ∈ B(H) (2.13)
is uniformly Ho¨lder continuous in λ of order s− 1/2.
Proof. Using the well-known conjugate operator method (see [Mo], [ABG]), it suffices
to show that H(P ) ∈ C2(B). Since D(H(P )) = D(P 2f /2 + Hf), one can check, in
the same way as in [FGS1, Proposition 9], that for all t ∈ R,
eitBD(H(P )) ⊂ D(H(P )). (2.14)
Therefore, in order to obtain the C2-property of H(P ) with respect to B, it is suf-
ficient to verify that [H(P ), iB] and [[H(P ), iB], iB] extend to H(P )-bounded oper-
ators. This follows easily from the expression of the commutator of H(P ) with iB,
Equation (2.8), and by computing similarly the double commutator [[H(P ), iB], iB].

Corollary 2.3. Under the conditions of Corollary 2.2,
sup
z∈J±
∥∥(dΓ(〈y〉) + 1)−s[H(P )− z]−1(dΓ(〈y〉) + 1)−s∥∥ <∞, (2.15)
and the map
J ∋ λ 7→ (dΓ(〈y〉) + 1)−s[H(P )− λ± i0]−1(dΓ(〈y〉) + 1)−s ∈ B(H) (2.16)
is uniformly Ho¨lder continuous in λ of order s− 1/2.
Proof. Let φ ∈ C∞0 (R; [0, 1]) be such that φ = 1 on [E(P ), sup J ] and supp(φ) ⊂
(−∞, 3
2
sup J). Let φ¯ = 1− φ. We have
sup
z∈J±
∥∥φ¯(H(P ))[H(P )− z]−1∥∥ <∞. (2.17)
Therefore, to establish (2.15), it suffices to prove that
sup
z∈J±
∥∥(dΓ(〈y〉) + 1)−sφ(H(P ))[H(P )− z]−1(dΓ(〈y〉) + 1)−s∥∥ <∞. (2.18)
Recall that κΛ denotes a function in C∞0 ({k, |k| ≤ Λ}; [0, 1]) chosen such that
κΛ = 1 on {k, |k| ≤ 3Λ/4}. Let Λ˜ := max(Λ, 2 supJ) and let U denote the unitary
operator identifying F and FΛ˜ ⊗ F Λ˜,
U : F → FΛ˜ ⊗ F Λ˜, (2.19)
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where FΛ˜ := Γs(L2({(k, λ), |k| ≥ Λ˜})) and F Λ˜ := Γs(L2({(k, λ), |k| ≤ Λ˜})). Let
PΩ denote the projection onto the Fock vacuum and P¯Ω := 1 − PΩ. Since A =
U∗(1⊗A)U , it follows that H(P ) commutes with U∗(PΩ ⊗ 1)U . Moreover, we have
that
H(P )U∗(P¯Ω ⊗ 1)U ≥ Hf U∗(P¯Ω ⊗ 1)U
= U∗((Hf P¯Ω)⊗ 1+ 1⊗Hf)U
≥ U∗((Hf P¯Ω)⊗ 1)U
≥ Λ˜U∗(P¯Ω ⊗ 1)U , (2.20)
and hence, since supp(φ) ⊂ (−∞, 3
2
sup J) with 3
2
sup J < Λ˜, we obtain that
φ(H(P )) = φ(H(P ))U∗(PΩ ⊗ 1)U . (2.21)
Recall that, given an operator a on L2(R3 × Z2), the operator Γ(a) on F is defined
by its restriction to the n-particle sector as
Γ(a)|SnL2(R3×Z2)⊗n = a⊗ · · · ⊗ a. (2.22)
From (2.21) and the fact that U∗(PΩ ⊗ 1)U = U∗(PΩ ⊗ 1)UΓ(κ2Λ˜), we obtain
φ(H(P )) = φ(H(P ))Γ(κ2Λ˜). (2.23)
Note that the advantage in using (2.23) rather than (2.21) in what follows comes
from the fact that the function κ2Λ˜ is smooth.
Considering the restriction of the operator below to all n-particles subspaces of
the Fock space, one verifies that∥∥B Γ(κ2Λ˜)(dΓ(〈y〉) + 1)−1∥∥ ≤ C. (2.24)
Using an interpolation argument, this implies∥∥〈B〉s Γ(κ2Λ˜)(dΓ(〈y〉) + 1)−s∥∥ ≤ C, (2.25)
for any 0 ≤ s ≤ 1. Combining Corollary 2.2 with (2.23) and (2.25), we obtain (2.18),
which concludes the proof of (2.15). The Ho¨lder continuity stated in (2.16) follows
similarly. 
Henceforth and throughout the remainder of this paper, we assume that
σ ≤ C′0α
1
2 , (2.26)
where C′0 is a positive constant such that C
′
0 ≥ C0 (here C0 is given by Theorem
2.1).
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3. Low energy decomposition
For σ ≥ 0 we define the infrared cutoff Hamiltonian Hσ(P ) by
Hσ(P ) :=
1
2
(P − Pf − α 12Aσ)2 +Hf , (3.1)
where
Aσ := Φ(hσ), hσ(k, λ) :=
κΛσ (k)
|k| 12 ελ(k), (3.2)
and
κΛσ (k) := 1{|k|≥σ}(k)κ
Λ(k). (3.3)
Note that H0(P ) = H(P ). Let
Eσ(P ) := inf σ(Hσ(P )). (3.4)
For σ = 0 we set E(P ) := E0(P ). Let Fσ := Γs(L2({(k, λ), |k| ≥ σ})) and
Kσ(P ) := Hσ(P )|Fσ . (3.5)
Let Gap(H) be defined by Gap(H) := inf{σ(H)\{E(H)}}−E(H), where E(H) :=
inf{σ(H)}, for any self-adjoint and semi-bounded operator H . The following propo-
sition is proven in [Ch, BCFS2, CFP2, FP]:
Proposition 3.1. There exists α0 > 0 such that for all 0 ≤ α ≤ α0, the following
properties hold:
1) For all σ > 0 and |P | ≤ pc,
Gap(Kσ(P )) ≥ ρσ for some 0 < ρ < 1. (3.6)
Moreover inf σ(Kσ(P )) = Eσ(P ) is a non-degenerate (isolated) eigenvalue of
Kσ(P ).
2) For all σ ≥ 0 and |P | ≤ pc,∣∣Eσ(P )− E(P )∣∣ ≤ Cασ, (3.7)
where C is a positive constant independent of σ.
3) For all σ > 0, the map P 7→ Eσ(P ) is twice continuously differentiable on
{P ∈ R3, |P | ≤ pc} and satisfies∣∣Eσ(P )− P 2
2
∣∣ ≤ Cα, ∣∣∇Eσ(P )− P ∣∣ ≤ Cα, (3.8)∣∣∇Eσ(P )−∇Eσ(P ′)∣∣ ≤ C|P − P ′| for all |P |, |P ′| ≤ pc, (3.9)
where C is a positive constant independent of σ.
4) For all σ ≥ 0, |P | ≤ pc and k ∈ R3,
Eσ(P − k) ≥ Eσ(P )− 1
3
|k|. (3.10)
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We fix P ∈ R3 and, to simplify notations, we drop, from now on, the dependence
on P everywhere unless a confusion may arise. Note that the Hilbert space F is
unitarily equivalent to Fσ ⊗ Fσ where Fσ := Γs(L2({(k, λ), |k| ≤ σ})). In this
representation we have
Hσ = Kσ ⊗ 1+ 1⊗
(1
2
P 2f +Hf
)−∇Kσ ⊗ Pf , (3.11)
where we used (with obvious abuse of notation) that Pf = Pf ⊗ 1 + 1 ⊗ Pf , Hf =
Hf ⊗ 1+ 1⊗Hf and Aσ = Aσ ⊗ 1, and where we used the notation
∇Kσ := ∇Hσ|Fσ , with ∇Hσ := P − Pf − α
1
2Aσ. (3.12)
In conclusion of this section we mention the decomposition
H = Hσ + Uσ, (3.13)
where
Uσ := −α 12∇Kσ ⊗Aσ + α
1
2
2
1⊗
(
Aσ · Pf + Pf · Aσ
)
+
α
2
1⊗ (Aσ)2, (3.14)
and
Aσ := Φ(hσ), hσ(k, λ) := h(k, λ)− hσ(k, λ) =
1{|k|≤σ}(k)
|k| 12 ελ(k). (3.15)
4. Feshbach-Schur operator
In this section we use the “smooth Feshbach-Schur map”, Fχ, introduced in [BCFS1]
to map the operators H − λ onto more tractable operators. Define
χσf := χ
σ
f (Hf) ≡ κρσ(Hf), χ¯σf :=
√
1− (χσf )2, (4.1)
with κρσ as defined in (1.7), ρ the same as in (3.6), and
χ := Pσ ⊗ χσf , χ¯ := Pσ ⊗ χ¯σf + P¯σ ⊗ 1, (4.2)
where
Pσ := 1{Eσ}(Kσ) and P¯σ := 1− Pσ. (4.3)
Note that χ2 + χ¯2 = 1 and [χ, χ¯] = 0.
It is tempting to apply the Feshbach-Schur map Fχ to H − λ, the operator T of
Appendix B being chosen as T = Hσ − λ. However this choice is not suitable, since,
because of the term −∇Kσ⊗Pf in Hσ (see Equation (3.11)), the commutator [Hσ, χ]
does not vanish (hence Hypothesis (1) of Appendix B is not satisfied).
One could apply Fχ to H − λ with T = Hσ + ∇Kσ ⊗ Pf − λ. However, as far
as the Mourre estimate of Section 5 is concerned, this choice is not suitable either,
since it gives rise to “perturbation” terms of order O(σ) in Fχ(H − λ), that is the
same order as the leading order terms in Fχ(H − λ).
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To circumvent this difficulty, we set Tσ := Hσ + (∇Kσ −∇Eσ)⊗ Pf , that is
Tσ = Kσ ⊗ 1+ 1⊗
(1
2
P 2f +Hf
)−∇Eσ ⊗ Pf . (4.4)
Notice that [χ, Tσ] = 0, and that
H = Tσ +Wσ, where Wσ := Uσ − (∇Kσ −∇Eσ)⊗ Pf . (4.5)
Using the Feynman-Hellman formula, we shall see in the following that the term
(∇Kσ −∇Eσ) ⊗ Pf can indeed be treated as a perturbation, and leads to terms of
order O(α1/2σ) in Fχ(H − λ); (see Lemmata 5.6, 5.7 and 5.8).
On operators of the form H − λ we introduce the Feshbach-Schur map (see Ap-
pendix B):
Fχ(H − λ) = Tσ − λ + χWσχ− χWσχ¯
[
Hχ¯ − λ
]−1
χ¯Wσχ, (4.6)
where (cf. Appendix B)
Hχ¯ := Tσ + χ¯Wσχ¯. (4.7)
This family is well-defined as follows from the fact that the operators χWσ and Wσχ
are bounded and from the Proposition 4.1 below. The Feynman-Hellman formula
gives Pσ∇KσPσ = ∇EσPσ and hence χWσχ = χUσχ. Thus Equations (4.4) and
(4.6) imply
Fχ(H − λ) =Kσ ⊗ 1+ 1⊗
(1
2
P 2f +Hf
)−∇Eσ ⊗ Pf − λ
+ χUσχ− χWσχ¯
[
Hχ¯ − λ
]−1
χ¯Wσχ. (4.8)
Proposition 4.1. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0 and 0 < σ ≤ C0α1/2, for all λ ≤ Eσ+ ρσ/4, Hχ¯−λ is bounded invertible
on Ran(χ¯) and ∥∥χ¯[Hχ¯ − λ]−1χ¯∥∥ ≤ Cσ−1, (4.9)∥∥χ¯[Hχ¯ − λ]−1χ¯Wσχ∥∥ ≤ C. (4.10)
Proof. By (4.5), the perturbation Wσ consists of two terms. As a first step in the
proof of Proposition 4.1, we focus on the term (∇Kσ−∇Eσ)⊗Pf , which is analyzed
in the following lemma.
Lemma 4.2. Let
H1χ¯ := Tσ − χ¯(∇Kσ −∇Eσ)⊗ Pf χ¯ . (4.11)
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For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc, 0 ≤ α ≤ α0 and
0 < σ ≤ C0α1/2, for all λ ≤ Eσ + ρσ/4, H1χ¯− λ is bounded invertible on Ran(χ¯) and∥∥χ¯[H1χ¯ − λ]−1χ¯∥∥ ≤ Cσ−1, (4.12)∥∥χ¯[H1χ¯ − λ]−1χ¯(∇Kσ −∇Eσ)⊗ Pfχ∥∥ ≤ C. (4.13)
Proof. Let Φ = χ¯Ψ ∈ D(Hσ) ∩ Ran(χ¯), ‖Φ‖ = 1. Let us first prove that
(Φ, HσΦ) ≥ Eσ + 3
8
ρσ. (4.14)
We decompose
(Φ, HσΦ) = (Φ, Hσ(1⊗ 1Hf≤3ρσ/4)Φ) + (Φ, Hσ(1⊗ 1Hf≥3ρσ/4)Φ), (4.15)
and use that Φ = χ¯Ψ = (P¯σ ⊗ 1)Ψ + (Pσ ⊗ χ¯σf )Ψ. Using Lemma A.4 and the fact
that 1Hf≤3ρσ/4 χ¯
σ
f = 0, we obtain that
(Φ, Hσ(1⊗ 1Hf≤3ρσ/4)Φ) ≥ (1−
3
4
ρσ)(Φ, Kσ ⊗ 1(1⊗ 1Hf≤3ρσ/4)Φ)
= (1− 3
4
ρσ)((P¯σ ⊗ 1)Ψ, Kσ ⊗ 1(P¯σ ⊗ 1Hf≤3ρσ/4)Ψ).
(4.16)
Since, by Proposition 3.1, P¯σKσP¯σ ≥ Eσ + ρσ, this implies
(Φ, Hσ(1⊗ 1Hf≤3ρσ/4)Φ) ≥ (1−
3
4
ρσ)(Eσ + ρσ)(Φ, (1⊗ 1Hf≤3ρσ/4)Φ)
≥ (Eσ + 3
8
ρσ)(Φ, (1⊗ 1Hf≤3ρσ/4)Φ). (4.17)
Note that in the last inequality we used that, by Proposition 3.1, Eσ ≤ 1/100 for
|P | ≤ 1/40 and α sufficiently small. The second term on the hand side of (4.15) is
estimated thanks to Lemma A.3, which gives:
(Φ, Hσ(1⊗ 1Hf≥3ρσ/4)Φ) ≥ Eσ +
1
2
(Φ, (1⊗Hf)(1⊗ 1Hf≥3ρσ/4)Φ)
≥ (Eσ + 3
8
ρσ)(Φ, (1⊗ 1Hf≥3ρσ/4)Φ). (4.18)
Hence (4.14) is proven.
From the definition of H1χ¯, we infer that
H1χ¯ =Hσ + (∇Kσ −∇Eσ)⊗ Pf − χ¯(∇Kσ −∇Eσ)⊗ Pf χ¯
=Hσ +
(
Pσ ⊗ (χ¯σf − 1)
)∇Kσ ⊗ Pf(P¯σ ⊗ 1)
+
(
P¯σ ⊗ 1
)∇Kσ ⊗ Pf(Pσ ⊗ (χ¯σf − 1)) (4.19)
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where we used that χ¯ = Pσ ⊗ (χ¯σf − 1) + 1⊗ 1, and(
1⊗ 1)(∇Kσ −∇Eσ)⊗ Pf(Pσ ⊗ (χ¯σf − 1))
=
(
P¯σ ⊗ 1
)∇Kσ ⊗ Pf(Pσ ⊗ (χ¯σf − 1)). (4.20)
Equation (4.20) follows from the Feynman-Hellman formula, Pσ∇KσPσ = ∇EσPσ,
and orthogonality, PσP¯σ = 0. By Proposition 3.1, for |P | ≤ pc = 1/40 and α
sufficiently small, ∥∥∇KσPσ∥∥2 ≤ 2Eσ ≤ P 2 + Cα ≤ 1
362
. (4.21)
Thus, combined with
‖Pf(χ¯σf − 1)‖ ≤ 2‖Hf(χ¯σf − 1)‖ ≤ 2ρσ (4.22)
and (4.14), Equations (4.19)–(4.21) imply that
(Φ, H1χ¯Φ) ≥ Eσ + (
3
8
− 1
9
)ρσ = Eσ +
19
72
ρσ, (4.23)
provided that α is sufficiently small. This establishes that H1χ¯ − λ is bounded in-
vertible for any λ ≤ Eσ + ρσ/4, and leads to (4.12). To obtain (4.13), it suffices to
combine (4.12) with (4.21) and the fact that ‖Pfχσf‖ ≤ Cσ. 
We return to the proof of Proposition 4.1. Using the operator H1χ¯ introduced in
the statement of Lemma 4.2, we have that
Hχ¯ = H
1
χ¯ + χ¯Uσχ¯. (4.24)
Consider the Neumann series
χ¯
[
Hχ¯ − λ
]−1
χ¯ = χ¯
[
H1χ¯ − λ
]−1∑
n≥0
(
− χ¯Uσχ¯
[
H1χ¯ − λ
]−1)n
χ¯. (4.25)
We claim that ∥∥[H1χ¯ − λ]− 12 χ¯Uσχ¯[H1χ¯ − λ]− 12 χ¯∥∥ ≤ Cα 12 . (4.26)
Indeed, inserting the expression (3.14) of Uσ into the left-hand side of (4.26), we
obtain three terms: The first one is given by∥∥α 12 [H1χ¯ − λ]− 12 χ¯∇Kσ ⊗ Aσχ¯[H1χ¯ − λ]− 12 χ¯∥∥. (4.27)
It follows from Lemmata A.1, A.3 and 4.2 that∥∥(1⊗ a(hσ))χ¯[H1χ¯ − λ]− 12 χ¯∥∥ ≤ Cσ 12 . (4.28)
Using in addition that, by Lemma 4.2,∥∥(∇Kσ ⊗ 1)χ¯[H1χ¯ − λ]− 12 χ¯∥∥ ≤ Cσ− 12 , (4.29)
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we get ‖(4.27)‖ ≤ Cα1/2. The second and third terms from (3.14) are estimated
similarly, which leads to (4.26). Together with (4.12) from Lemma 4.2 this implies
that, for any n ∈ N,∥∥∥χ¯[H1χ¯ − λ]−1(− χ¯Uσχ¯[H1χ¯ − λ]−1)nχ¯∥∥∥ ≤ Cσ−1(C′α 12 )n. (4.30)
Hence, for α sufficiently small, the right-hand-side of (4.25) is convergent and (4.9)
holds. Estimate (4.10) follows similarly. 
5. Mourre estimate for the Feshbach-Schur operator
In this section we shall prove Theorem 1.1 in the case where
J = J<σ := [E(P ) + 11ρσ/128, E(P ) + 13ρσ/128],
and σ is such that σ ≤ C0α1/2. We shall begin with proving a limiting absorption
principle for the Feshbach-Schur operator
F (λ) := Fχ(H − λ)|Ran(Pσ⊗1), (5.1)
defined in (4.6), Section 4. Note that the operator F (λ) is self-adjoint ∀λ ∈ J<σ .
Here the parameter λ shall be fixed such that λ ∈ J<σ and we shall prove a LAP for
F (λ) on the interval ∆σ defined in this section by
∆σ = [−ρσ/128, ρσ/128]. (5.2)
Then we shall deduce a limiting absorption principle for H near the ground state
energy E by applying Theorem B.2.
We begin with showing the Mourre estimate for F (λ), λ ∈ J<σ .
Recall that κσ denotes a function in C∞0 ({k, |k| ≤ σ}; [0, 1]) such that κσ = 1 on
{k, |k| ≤ 3σ/4}. The conjugate operator we shall use in this section is the operator
Bσ, defined by:
Bσ = dΓ(bσ), with bσ = κσbκσ. (5.3)
Clearly, Bσ acts on the second component of the tensor product Fσ⊗Fσ. The main
theorem of this section is:
Theorem 5.1. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, and λ ∈ J<σ ,
1∆σ(F (λ))[F (λ), iB
σ]1∆σ(F (λ)) ≥
ρσ
128
1∆σ(F (λ)). (5.4)
Before proceeding to the proof of this theorem we draw the desired conclusions
from it.
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Proposition 5.2. For any C0 > 0, there exists α0 > 0 such that, for any |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, 1/2 < s ≤ 1, and λ ∈ J<σ ,
sup
z∈(∆σ)±
∥∥〈Bσ〉−s[F (λ)− z]−1〈Bσ〉−s∥∥ <∞. (5.5)
Here (∆σ)± = {z ∈ C,Rez ∈ [−ρσ/128, ρσ/128], 0 < ±Imz ≤ 1}. Moreover, the
map
J<σ ×∆σ ∋ (λ× µ) 7→ 〈Bσ〉−s
[
F (λ)− µ± i0]−1〈Bσ〉−s ∈ B(H) (5.6)
is uniformly Ho¨lder continuous in (λ, µ) of order s− 1/2.
Proof. It follows from Equations (4.4) and (4.6) that
F (λ) =1⊗ (1
2
P 2f +Hf
)−∇Eσ ⊗ Pf + Eσ − λ,
+ χWσχ− χWσχ¯
[
Hχ¯ − λ
]−1
χ¯Wσχ. (5.7)
By standard Mourre theory (see for instance [ABG]) and in view of Theorem 5.1,
the limiting absorption principle (5.5) and the Ho¨lder continuity in µ follow from
the fact that F (λ) ∈ C2(Bσ). Since χWσ and Wσχ are bounded operators, it follows
that D(F (λ)) = D(1 ⊗ (1
2
P 2f +Hf )), and, using the method of [FGS1, Proposition
9], one verifies that
eitB
σ
D(1⊗ (1
2
P 2f +Hf)) ⊂ D(1⊗ (
1
2
P 2f +Hf)), (5.8)
for all t ∈ R. Hence it suffices to show that [F (λ), iBσ] and [[F (λ), iBσ], iBσ] are
bounded with respect to 1⊗ (1
2
P 2f +Hf ), which follows easily from the expressions
of the commutators; (see, in particular, the proofs of Lemmata 5.5 and 5.8).
Now, for λ, λ′ ∈ J<σ , we have
F (λ)− F (λ′) = (λ′ − λ)(Pσ ⊗ 1+ χWσχ¯[Hχ¯ − λ]−1[Hχ¯ − λ′]−1χ¯Wσχ). (5.9)
Equation (4.10) in the statement of Proposition 4.1 implies that∥∥χWσχ¯[Hχ¯ − λ]−1[Hχ¯ − λ′]−1χ¯Wσχ∥∥ ≤ C, (5.10)
where C is independent of λ and λ′. Thus, the Ho¨lder continuity in (λ, µ) stated
in (5.6) follows again by standard arguments of Mourre theory (see [PSS, AHS,
HS]). 
This proposition and Theorem B.2 imply the following
Corollary 5.3. For any C0 > 0, there exists α0 > 0 such that, for any |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2 and 1/2 < s ≤ 1,
sup
z∈(J<σ )±
∥∥〈Bσ〉−s[H − z]−1〈Bσ〉−s∥∥ <∞, (5.11)
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where (J<σ )± = {z ∈ C,Rez ∈ [E + 11ρσ/128, E + 13ρσ/128], 0 < ±Imz ≤ 1}.
Moreover, the map
[E +
11ρσ
128
, E +
13ρσ
128
] ∋ λ 7→ 〈Bσ〉−s[H − λ± i0]−1〈Bσ〉−s ∈ B(H) (5.12)
is uniformly Ho¨lder continuous in λ of order s− 1/2.
By arguments similar to ones used in the proof of Corollary 2.3, Corollary 5.3
implies the following result.
Corollary 5.4. Under the conditions of Corollary 5.3, for any compact interval
J ⊂ (E,C0α 12 ],
sup
z∈J±
∥∥(dΓ(〈y〉) + 1)−s[H(P )− z]−1(dΓ(〈y〉) + 1)−s∥∥ <∞, (5.13)
and the map
J ∋ λ 7→ (dΓ(〈y〉) + 1)−s[H(P )− λ± i0]−1(dΓ(〈y〉) + 1)−s ∈ B(H) (5.14)
is uniformly Ho¨lder continuous in λ of order s− 1/2.
Now we proceed to the proof of Theorem 5.1. It will be divided into a sequence
of Lemmata. In what follows we often do not display the argument λ. First, let us
write
F = F0 +W1 +W2, (5.15)
where
F0 := 1⊗
(1
2
P 2f +Hf
)−∇Eσ ⊗ Pf + Eσ − λ, (5.16)
W1 := χUσχ, (= χWσχ by Feynman-Hellman; see above) (5.17)
W2 := −χWσχ¯
[
Hχ¯ − λ
]−1
χ¯Wσχ. (5.18)
Let us begin by estimating [F0, iB
σ] from below on the range of 1⊗1Hf≤δρσ, for some
suitably chosen δ > 0.
Lemma 5.5. Let |P | ≤ pc and δ > 0 be such that δρσ < 3σ/4. Then on Ran(1 ⊗
1Hf≤δρσ), [
F0, iB
σ
] ≥ 1
2
(1⊗Hf)− Cσ2, (5.19)
where C is a positive constant.
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Proof. We have that
[Hf , iB
σ] = dΓ(κσ(k)2|k|), [Pf , iBσ] = dΓ(κσ(k)2k). (5.20)
Therefore,[
F0, iB
σ
]
= 1⊗ (Pf · dΓ(κσ(k)2k) + dΓ(κσ(k)2|k|))−∇Eσ ⊗ dΓ(κσ(k)2k). (5.21)
For j = 1, 2, 3, we have
± dΓ(κσ(k)2kj) ≤ dΓ(κσ(k)2|k|) ≤ 1⊗Hf , (5.22)
so that
∇Eσ ⊗ dΓ(κσ(k)2k) ≥ −(
∑
j
|(∇Eσ)j |)dΓ(κσ(k)2|k|)
≥ −2|∇Eσ|dΓ(κσ(k)2|k|). (5.23)
Moreover, using again (5.22), it can easily be checked that
1⊗ (Pf · dΓ(κσ(k)2k)1Hf≤δρσ) ≥ −Cσ2. (5.24)
Hence Equations (5.21), (5.23) and (5.24) yield[
F0, iB
σ
]
(1⊗ 1Hf≤δρσ)
≥ (1− 2|∇Eσ|)(1⊗ dΓ(κσ(k)2|k|))(1⊗ 1Hf≤δρσ)− Cσ2(1⊗ 1Hf≤δρσ)
≥ 1
2
(1⊗ dΓ(κσ(k)2|k|))(1⊗ 1Hf≤δρσ)− Cσ2(1⊗ 1Hf≤δρσ). (5.25)
In the second inequality we used that, by Proposition 3.1, |∇Eσ| ≤ |P |+Cα 12 ≤ 1/4
for |P | ≤ 1/40 and α sufficiently small. To conclude the proof of the lemma, it
remains to justify that the operator dΓ(κσ(k)2|k|) in (5.25) can be replaced by Hf .
To this end, we define
Hσf,3σ/4 =
∑
λ=1,2
∫
3σ/4≤|k|≤σ
|k|a∗λ(k)aλ(k)dk,
Nσ3σ/4 =
∑
λ=1,2
∫
3σ/4≤|k|≤σ
a∗λ(k)aλ(k)dk, (5.26)
and P σ3σ/4 = 1{0}(H
σ
f,3σ/4), P¯
σ
3σ/4 = 1− P σ3σ/4. Then we have that
(1⊗Hf)P¯ σ3σ/4 ≥ Hσf,3σ/4P¯ σ3σ/4 ≥
3σ
4
Nσ3σ/4P¯
σ
3σ/4 ≥
3σ
4
P¯ σ3σ/4. (5.27)
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Therefore, since 1⊗Hf commutes with P σ3σ/4, we get
δρσP¯ σ3σ/4(1⊗ 1Hf≤δρσ) ≥ (1⊗Hf)P¯ σ3σ/4(1⊗ 1Hf≤δρσ)
≥ 3σ
4
P¯ σ3σ/4(1⊗ 1Hf≤δρσ) (5.28)
and since δρσ < 3σ/4 by assumption, this implies
(1⊗ 1Hf≤δρσ) = P σ3σ/4(1⊗ 1Hf≤δρσ). (5.29)
Since κσ(k) = 1 for any |k| ≤ 3σ/4, we obtain that(
1⊗ dΓ(κσ(k)2|k|))P σ3σ/4 = (1⊗Hf )P σ3σ/4. (5.30)
We conclude the proof using (5.25), (5.29), (5.30), and the fact that
1⊗ dΓ(κσ(k)2|k|) ≥ (1⊗ dΓ(κσ(k)2|k|))P σ3σ/4. (5.31)

The following lemma is an important ingredient to show Theorem 5.1. It justifies
the fact that one can consider the term (∇Kσ −∇Eσ)⊗Pf in Wσ as a small pertur-
bation. The idea of its proof is due to [AFGG], and is based on the C2-regularity of
the map P 7→ Eσ(P ) uniformly in σ, established in [Ch] and [FP] (see more precisely
inequality (3.9) in Proposition 3.1).
Let (ej , j = 1, 2, 3) be the canonical orthonormal basis of R
3. For any y ∈ R3, we
set yj = y · ej.
Lemma 5.6. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, λ ∈ J<σ , j ∈ {1, 2, 3}, and 0 < δ ≪ 1,∥∥∥[Hχ¯ − λ]− 12 χ¯((∇Kσ −∇Eσ)jPσ)⊗ 1Hf≤δ∥∥∥ ≤ C(1 + δ 12σ− 12 ). (5.32)
Proof. For any u > 0, we can write
(∇Kσ)j = 1
u
(
Kσ(P + uej)−Kσ(P )
)− u
2
. (5.33)
Using that Kσ(P )Pσ = Eσ(P )Pσ, this implies
(∇Kσ −∇Eσ)jPσ =1
u
(Kσ(P + uej)− Eσ(P + uej))Pσ
+
(1
u
(Eσ(P + uej)− Eσ(P ))− (∇Eσ)j − u
2
)
Pσ. (5.34)
By Proposition 3.1, ∣∣1
u
(Eσ(P + uej)−Eσ(P ))− (∇Eσ)j
∣∣ ≤ Cu, (5.35)
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where C is independent of σ. Consequently, it follows from the Feynman-Hellman
formula, Pσ(∇Kσ)jPσ = (∇Eσ)jPσ, together with Equation (5.33) that, for any
Φ ∈ Ran(Pσ), ‖Φ‖ = 1,∥∥(Kσ(P + uej)− Eσ(P + uej)) 12Φ∥∥2
=
(
Φ, (Kσ(P + uej)−Eσ(P + uej))Φ
)
=
(
Φ, (Kσ(P ) + u(∇Kσ)j + u
2
2
− Eσ(P + uej))Φ
)
= Eσ(P )− Eσ(P + uej) + u(∇Eσ)j + u
2
2
≤ Cu2. (5.36)
From (5.34), we obtain that
(∇Kσ −∇Eσ)jPσ = (Kσ(P + uej)−Eσ(P + uej)) 12B1 +B2, (5.37)
where
B1 :=
1
u
(Kσ(P + uej)−Eσ(P + uej)) 12Pσ, (5.38)
B2 :=
(1
u
(Eσ(P + uej)− Eσ(P ))− (∇Eσ)j − u
2
)
Pσ. (5.39)
By (5.36) and (5.35), the operators B1, B2 are bounded and satisfy
‖B1‖ ≤ C, ‖B2‖ ≤ Cu. (5.40)
Thus, choosing u ≤ σ, the lemma will follow if we show that∥∥∥χ¯[Hχ¯ − λ]− 12 χ¯(Kσ(P + uej)−Eσ(P + uej)) 12 ⊗ 1Hf≤δ∥∥∥2 ≤ Cδσ−1. (5.41)
Let us prove (5.41). To simplify notations, we set
χ¯≤δ := (1⊗ 1Hf≤δ)χ¯ (5.42)
Let Φ ∈ Ran(χ¯), ‖Φ‖ = 1. Since∥∥(H1χ¯ − λ)[Hχ¯ − λ]−1χ¯∥∥ ≤ C, (5.43)
(see the proof of Proposition 4.1), it suffices to estimate(
Φ, χ¯
[
H1χ¯−λ
]− 1
2 χ¯≤δ
(
(Kσ(P +uej)−Eσ(P +uej))⊗1
)
χ¯≤δ
[
H1χ¯−λ
]− 1
2 χ¯Φ
)
. (5.44)
Using that∥∥∥χ¯[H1χ¯ − λ]− 12 χ¯((∇Kσ −∇Eσ)⊗ 1)χ¯[H1χ¯ − λ]− 12 χ¯∥∥∥ ≤ Cσ−1, (5.45)
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and since 0 < u ≤ σ, we get
(5.44) ≤
(
Φ, χ¯
[
H1χ¯−λ
]− 1
2 χ¯≤δ
(
(Kσ(P )−Eσ(P ))⊗1
)
χ¯≤δ
[
H1χ¯−λ
]− 1
2 χ¯Φ
)
+C. (5.46)
Next, by Lemma A.4,
χ¯≤δ
(
(Kσ(P )−Eσ(P ))⊗ 1
)
χ¯≤δ
≤ 1
1− δ χ¯≤δ
((
Hσ(P )−Eσ(P )
)
+ 4δEσ
)
χ¯≤δ. (5.47)
Using the expression (4.19) of H1χ¯, we conclude from (5.47) that
χ¯≤δ
(
(Kσ(P )− Eσ(P ))⊗ 1
)
χ¯≤δ
≤ χ¯≤δ
((
H1χ¯(P )−Eσ(P )
)
+ C(σ + δ)
)
χ¯≤δ. (5.48)
The statement of the lemma follows from (5.46), (5.48) and Lemma 4.2. 
In the following lemma, we prove that the “perturbation” operators W1, W2 in
(5.17)–(5.18) are of order O(α1/2σ).
Lemma 5.7. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, and λ ∈ J<σ ,∥∥Wi∥∥ ≤ Cα 12σ, i = 1, 2, (5.49)
where W1 and W2 are as in (5.17), (5.18).
Proof. Let us first prove (5.49) for i = 1. Equation (3.14) combined with the
Feynman-Hellman formula gives
χUσχ =− α 12
(∇EσPσ)⊗ (χσfAσχσf)+ α
1
2
2
Pσ ⊗
(
χσf
(
Pf ·Aσ + Aσ · Pf
)
χσf
)
+
α
2
Pσ ⊗
(
χσf (A
σ)2χσf
)
. (5.50)
It follows from Lemma A.1 that∥∥Aσχσf∥∥ ≤ Cσ 12∥∥[Hf + σ] 12χσf∥∥ ≤ C′σ, (5.51)∥∥(Aσ · Pf)χσf∥∥ ≤ Cσ 12∥∥[Hf + σ] 12 |Pf |χσf∥∥ ≤ C′σ2. (5.52)
Therefore (5.49) for i = 1 follows.
To prove (5.49) for i = 2 it suffices to show that for λ ∈ J<σ ,∥∥∥[Hχ¯ − λ]− 12 χ¯Wσχ∥∥∥ ≤ Cα 14σ 12 . (5.53)
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By Equations (3.14) and (4.5),
Wσχ =− α 12
(∇KσPσ)⊗ (Aσχσf) (5.54)
+
α
1
2
2
Pσ ⊗
((
Pf · Aσ + Aσ · Pf
)
χσf
)
(5.55)
+
α
2
Pσ ⊗
(
(Aσ)2χσf
)
(5.56)
−
((∇Kσ −∇Eσ)Pσ)⊗ (Pfχσf). (5.57)
We insert this expression into (5.53) and estimate each term separately. First, it
follows from Proposition 4.1 and Estimate (5.51) that∥∥∥[Hχ¯ − λ]− 12 χ¯(5.54)∥∥∥ ≤ Cα 12σ 12 . (5.58)
Similarly, Lemma A.2 combined with Proposition 4.1 and (5.51)–(5.52) implies∥∥∥[Hχ¯ − λ]− 12 χ¯((5.55) + (5.56))∥∥∥ ≤ Cα 12σ 32 . (5.59)
Finally the contribution from (5.57) is estimated thanks to Lemma 5.6: Using (5.32)
with δ = ρσ, we get, for j ∈ {1, 2, 3},∥∥∥[Hχ¯ − λ]− 12 χ¯((∇Kσ −∇Eσ)jPσ
)
⊗ 1Hf≤ρσ
∥∥∥ ≤ C. (5.60)
Together with ‖(Pf)jχσf‖ ≤ Cσ, this yields∥∥∥[Hχ¯ − λ]− 12 χ¯(5.57)∥∥∥ ≤ Cσ ≤ C′α 14σ 12 . (5.61)
Estimates (5.58), (5.59) and (5.61) imply (5.53), so (5.49), i = 2, follows. 
In the next lemma, we estimate the commutators [Wi, iB
σ], i = 1, 2.
Lemma 5.8. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, and λ ∈ J<σ
‖[Wi, iBσ]‖ ≤ Cα 12σ, i = 1, 2, (5.62)
where W1 and W2 are as in (5.17), (5.18).
Proof. Using for instance the Helffer-Sjo¨strand functional calculus, the following
identities follow straightforwardly from (5.20):
[χ, iBσ] = Pσ ⊗
(
dΓ(κσ(k)2|k|)(χσf )′(Hf)
)
, (5.63)
[χ¯, iBσ] = Pσ ⊗
(
dΓ(κσ(k)2|k|)(χ¯σf )′(Hf)
)
. (5.64)
Furthermore,
[Aσ, iBσ] = −Φ(ibσhσ). (5.65)
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We first prove (5.62) for i = 1. We have that
[W1, iB
σ] = [χ, iBσ]Uσχ+ χ[Uσ, iB
σ]χ + χUσ[χ, iB
σ]. (5.66)
As in the proof of (5.49), i = 1, in Lemma 5.7, we obtain, using (5.63), that
∥∥[χ, iBσ]Uσχ∥∥ = ∥∥χUσ[χ, iBσ]∥∥ ≤ Cα 12σ. (5.67)
It follows from (5.20) and (5.65) that
[Uσ, iB
σ] =α
1
2∇Kσ ⊗ Φ(ibσhσ)− α
1
2
2
1⊗ (Φ(ibσhσ) · Pf + Pf · Φ(ibσhσ))
+
α
1
2
2
1⊗ (Φ(hσ) · dΓ(κσ(k)2k) + dΓ(κσ(k)2k) · Φ(hσ))
− α
2
1⊗ (Φ(hσ) · Φ(ibσhσ) + Φ(ibσhσ) · Φ(hσ)). (5.68)
Arguing as in the proof of (5.49), i = 1, in Lemma 5.7, we then obtain
∥∥χ[Uσ, iBσ]χ∥∥ ≤ Cα 12σ. (5.69)
Hence (5.62), i = 1, is proven. In order to prove (5.62), i = 2, let us decompose
[W2, iB
σ] =− [χ, iBσ]Wσχ¯
[
Hχ¯ − λ
]−1
χ¯Wσχ+ h.c. (5.70)
− χ[Wσ, iBσ]χ¯
[
Hχ¯ − λ
]−1
χ¯Wσχ+ h.c. (5.71)
− χWσ[χ¯, iBσ]
[
Hχ¯ − λ
]−1
χ¯Wσχ+ h.c. (5.72)
− χWσχ¯
[[
Hχ¯ − λ
]−1
, iBσ
]
χ¯Wσχ. (5.73)
Using Equations (5.20), (5.63), (5.64) and (5.65) for the different commutators en-
tering the terms (5.70), (5.71) and (5.72), one can check in the same way as in the
proof of (5.49), i = 2, in Lemma 5.7 that
∥∥(5.70) + (5.71) + (5.72)∥∥ ≤ Cα 12σ. (5.74)
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To conclude we need to estimate (5.73). We expand [Hχ¯ − λ]−1 into the Neumann
series (4.25), which leads to[[
Hχ¯ − λ
]−1
, iBσ
]
= −[Hχ¯ − λ]−1[Hχ¯, iBσ][Hχ¯ − λ]−1
= −[H1χ¯ − λ]−1∑
n≥0
(
− χ¯Uσχ¯
[
H1χ¯ − λ
]−1)n[
Hχ¯, iB
σ
]
× [H1χ¯ − λ]−1∑
n′≥0
(
− χ¯Uσχ¯
[
H1χ¯ − λ
]−1)n′
. (5.75)
Inserting this series into (5.73) yields a sum of terms of the form
χWσχ¯
[
H1χ¯ − λ
]−1(
χ¯Uσχ¯
[
H1χ¯ − λ
]−1)n[
Hχ¯, iB
σ
]
× [H1χ¯ − λ]−1(χ¯Uσχ¯[H1χ¯ − λ]−1)n′χ¯Wσχ, (5.76)
where n, n′ ∈ N. To estimate (5.76), we notice that, by Lemma A.2, Wσχσf =
(1⊗1Hf≤3σ)Wσχσf , and likewise with Uσ replacingWσ. Thus, since 1⊗Hf commutes
with H1χ¯, we conclude from (5.53) and (4.26) that∥∥(5.76)∥∥ ≤ Cα 12σ(C′α 12 )n+n′∥∥∥[H1χ¯ − λ]− 12 (1⊗ 1Hf≤(2n+1)σ)[
Hχ¯, iB
σ
]
(1⊗ 1Hf≤(2n′+1)σ)
[
H1χ¯ − λ
]− 1
2
∥∥∥. (5.77)
Using identities (5.20) and (5.63)–(5.65), one can check that, for any γ > 0,∥∥[Hχ¯, iBσ](1⊗ 1Hf≤γσ)∥∥ ≤ Cγσ. (5.78)
This implies ∥∥(5.76)∥∥ ≤ Cα 12σ(n+ n′ + 1)(C′α 12)n+n′. (5.79)
Summing over n, n′, we get that ∥∥(5.73)∥∥ ≤ Cα 12σ, (5.80)
for α small enough, which concludes the proof of (5.62), i = 2. 
In the proof of Theorem 5.1, it will be convenient to replace F by an operator F˜ ,
translated from F in such a way that the unperturbed part in F˜ do not depend on
the spectral parameter λ anymore. More precisely, let
F˜ := F + λ−Eσ. (5.81)
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Then we have that F˜ = F˜0 +W1 +W2, where
F˜0 := F0 + λ− Eσ = 1⊗
(1
2
P 2f +Hf
)−∇Eσ ⊗ Pf , (5.82)
and W1, W2 are defined as in (5.17), (5.18).
Lemma 5.9. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, and λ ∈ J<σ ,
1∆σ(F ) = 1∆σ(F )1∆′σ(F˜ ), (5.83)
where ∆′σ := [ρσ/16, ρσ/8] and ∆σ is given in (5.2).
Proof. Since F˜ is a translate of F , it is only necessary to check that ∆σ ⊆ ∆′σ−λ+Eσ
for all λ ∈ J<σ , or equivalently, that ∆σ ⊆ ∆′σ − J<σ + Eσ in the sense of “sumsets”.
Using the definitions of ∆σ, ∆
′
σ, J
<
σ , and the fact that |E−Eσ| ≤ Cασ by Proposition
3.1, one can verify that this is the case for α sufficiently small. 
Let fσ ∈ C∞0 (R; [0, 1]) be such that fσ = 1 on ∆′σ = [ρσ/16, ρσ/8] and
supp(fσ) ⊂ [ 3
64
ρσ,
9
64
ρσ]. (5.84)
Lemma 5.10. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, and λ ∈ J<σ ,∥∥fσ(F˜ )− fσ(F˜0)∥∥ ≤ Cα 12 . (5.85)
Proof. Let f˜σ be an almost analytic extension of fσ obeying
supp(f˜σ) ⊂
{
z ∈ C,Re(z) ∈ supp(fσ), |Im(z)| ≤ σ
}
, (5.86)
∂z¯f˜σ(z) = 0 if Im(z) = 0, and ∣∣∂f˜σ
∂z¯
(z)
∣∣ ≤ Cn
σ
( |y|
σ
)n
, (5.87)
for any n ∈ N (see for instance [HS]). Here we used the notations
z = x+ iy,
∂
∂z¯
=
∂
∂x
+ i
∂
∂y
. (5.88)
By the Helffer-Sjo¨strand functional calculus and the second resolvent equation,
fσ(F˜ )− fσ(F˜0) = i
2pi
∫
∂f˜σ
∂z¯
(z)
[
F˜ − z]−1(F˜ − F˜0)[F˜0 − z]−1dz ∧ dz¯. (5.89)
Lemma 5.7 implies∥∥F˜ − F˜0∥∥ = ∥∥F − F0∥∥ = ∥∥W1 +W2‖ ≤ Cα 12σ. (5.90)
The statement of the lemma then follows from (5.86)–(5.90). 
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Lemma 5.10 will allow us to replace fσ(F˜ ) by fσ(F˜0) in our proof of Theorem 5.1.
In view of Lemma 5.5, we shall also need to replace fσ(F˜0) by some function of Hf .
This is the purpose of the following lemma.
Lemma 5.11. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, and λ ∈ J<σ ,
fσ(F˜0)(1⊗ 1 1
32
ρσ≤Hf≤
1
4
ρσ) = fσ(F˜0). (5.91)
Proof. We recall that
F˜0 = F˜0(Hf , Pf) = 1⊗
(1
2
P 2f +Hf
)−∇Eσ ⊗ Pf . (5.92)
The claim of the lemma is equivalent to the statement that whenever F˜0(X0, X) ∈
supp(fσ) with |X| ≤ X0, then X0 ∈ [ 132ρσ, 14ρσ].
Let [a, b] ≡ [ 3
64
ρσ, 9
64
ρσ] ⊃ supp(fσ). We assume that
a ≤ F˜ (X0, X) = X0 + 1
2
X2 −∇Eσ ·X ≤ b (5.93)
with |X| ≤ X0. Clearly, this implies, on the one hand, that
X0 − |∇Eσ|X0 ≤ F˜ (X0, X) ≤ b (5.94)
so that X0 ≤ (1− |∇Eσ|)−1b, and, on the other hand,
X0 +
1
2
X20 + |∇Eσ|X0 ≥ F˜ (X0, X) ≥ a (5.95)
so that X0 ≥ (1 + |∇Eσ|)−1(a− 12(1− |∇Eσ|)−2b2).
By Proposition 3.1, |∇Eσ| ≤ |P | + Cα ≤ 1/10 for |P | ≤ 1/40 and α sufficiently
small. Thus, one concludes that X0 ∈ [ 132ρσ, 14ρσ], as claimed. 
We will also make use of the following easy lemma.
Lemma 5.12. For any C0 > 0, there exists α0 > 0 such that, for all |P | ≤ pc,
0 ≤ α ≤ α0, 0 < σ ≤ C0α1/2, and λ ∈ J<σ , the operators [F, iBσ]fσ(F˜0) and
[F, iBσ]fσ(F˜ ) are bounded on Ran(Pσ ⊗ 1) and satisfy∥∥[F, iBσ]fσ(F˜0)∥∥ ≤ Cσ, ∥∥[F, iBσ]fσ(F˜ )∥∥ ≤ Cσ. (5.96)
Proof. The first bound in (5.96) is a consequence of Lemmata 5.8 and 5.11. Indeed,
using expression (5.21) for [F0, iB
σ], we get∥∥[F, iBσ]fσ(F˜0)∥∥ ≤ ∥∥[F0, iBσ](1⊗ 1Hf≤ 14ρσ)∥∥+ ∥∥[W1, iBσ]∥∥+ ∥∥[W2, iBσ]∥∥
≤ Cσ. (5.97)
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Likewise, to prove the second bound in (5.96), it suffices to show that
fσ(F˜ ) = (1⊗ 1Hf≤ρσ)fσ(F˜ ). (5.98)
Since χσf1Hf≤ρσ = χ
σ
f , and since F˜0 commutes with 1 ⊗ 1Hf≤ρσ, it follows that F˜
commutes with 1⊗ 1Hf≤ρσ. By Lemma 5.7,
F˜ (1⊗ 1Hf≥ρσ) ≥ F˜0(1⊗ 1Hf≥ρσ)− Cα
1
2σ(1⊗ 1Hf≥ρσ). (5.99)
Using the fact that |∇Eσ| ≤ 1/8 for |P | ≤ 1/40 and α sufficiently small (see Propo-
sition 3.1), we obtain
F˜0(1⊗ 1Hf≥ρσ) =
(
1⊗ (1
2
P 2f +Hf
)−∇Eσ ⊗ Pf)(1⊗ 1Hf≥ρσ)
≥ (1− 2|∇Eσ|)(1⊗Hf)(1⊗ 1Hf≥ρσ)
≥ 3
4
ρσ(1⊗ 1Hf≥2ρσ). (5.100)
Hence, for α sufficiently small,
F˜ (1⊗ 1Hf≥ρσ) ≥
1
2
ρσ(1⊗ 1Hf≥ρσ). (5.101)
Since supp(fσ) ⊂ [3ρσ/64, 9ρσ/64], it follows that (1 ⊗ 1Hf≥ρσ)fσ(F˜ ) = 0, which
establishes (5.98) and concludes the proof. 
Next, we turn to the proof of Theorem 5.1. Recall that the intervals ∆σ, ∆
′
σ
are given by ∆σ = [−ρσ/128, ρσ/128], ∆′σ = [ρσ/16, ρσ/8], and that the function
fσ ∈ C∞0 (R; [0, 1]) is such that fσ = 1 on ∆′σ and supp(fσ) ⊂ [3ρσ/64, 9ρσ/64]. Let
us also recall the notations F˜ = F + λ− Eσ, F˜0 = F0 + λ− Eσ. By Lemma 5.9, we
have that
1∆σ(F )[F, iB
σ]1∆σ(F )
= 1∆σ(F )1∆′σ(F˜ )[F, iB
σ]1∆′σ(F˜ )1∆σ(F ) (5.102)
= 1∆σ(F )1∆′σ(F˜ )fσ(F˜ )[F, iB
σ]fσ(F˜ )1∆′σ(F˜ )1∆σ(F ). (5.103)
Next, we write
fσ(F˜ )[F, iB
σ]fσ(F˜ )
= fσ(F˜0)[F, iB
σ]fσ(F˜0) (5.104)
+ (fσ(F˜ )− fσ(F˜0))[F, iBσ]fσ(F˜ ) + fσ(F˜0)[F, iBσ](fσ(F˜ )− fσ(F˜0)). (5.105)
Lemmata 5.10 and 5.12 imply
‖(5.105)‖ ≤ Cα 12σ. (5.106)
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Using Lemmata 5.5, 5.8, 5.10 and 5.11, we estimate (5.104) from below as follows:
fσ(F˜0)[F, iB
σ]fσ(F˜0)
≥ fσ(F˜0)[F0, iBσ]fσ(F˜0)− Cα 12σfσ(F˜0)2
≥ fσ(F˜0)[F0, iBσ](1⊗ 1 1
32
ρσ≤Hf≤
1
4
ρσ)fσ(F˜0)− Cα
1
2σfσ(F˜0)
2
≥ 1
2
fσ(F˜0)(1⊗Hf )(1⊗ 1 1
32
ρσ≤Hf≤
1
4
ρσ)fσ(F˜0)− C′α
1
2σfσ(F˜0)
2
≥ ρσ
64
fσ(F˜0)
2 − C′α 12σfσ(F˜0)2
≥ ρσ
64
fσ(F˜ )
2 − C′′α 12σ. (5.107)
Inequality (5.107) combined with (5.106) yield
fσ(F˜ )[F, iB
σ]fσ(F˜ ) ≥ ρσ
64
fσ(F˜ )
2 − Cα 12σ
≥ ρσ
128
fσ(F˜ )
2 − Cα 12σ(1− fσ(F˜ )2), (5.108)
provided that α is sufficiently small. Multiplying both sides of (5.108) by 1∆′σ(F˜ )
gives
1∆′σ(F˜ )[F, iB
σ]1∆′σ(F˜ ) ≥
ρσ
128
1∆′σ(F˜ ). (5.109)
Inserting this into (5.102) and using Lemma 5.9 conclude the proof of the theorem.

Appendix A. Technical estimates
In this appendix we collect some estimates that were used in Sections 4 and 5. For
f : R3 × Z2 7→ C and γ > 0, we define
f γ(k, λ) = f(k, λ)1|k|≤γ. (A.1)
Similarly we set
Hγf =
∑
λ=1,2
∫
|k|≤γ
|k|a∗λ(k)aλ(k)dk. (A.2)
We begin with two well-known lemmata; (see for instance [BFS] for a proof).
Lemma A.1. For any f ∈ L2(R3 × Z2) such that |k|−1/2f ∈ L2(R3 × Z2), and any
γ > 0,
‖a(f γ)[Hγf + γ]−1/2‖ ≤ ‖|k|−
1
2 f γ‖, (A.3)
‖a∗(f γ)[Hγf + γ]−1/2‖ ≤ ‖|k|−
1
2f γ‖+ γ− 12‖f γ‖. (A.4)
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Lemma A.2. For any f ∈ L2(R3 × Z2), and any γ > 0, δ > 0,
a(f γ)1Hγf≤δ = 1H
γ
f≤δ
a(f γ)1Hγf≤δ (A.5)
a∗(f γ)1Hγf≤δ = 1H
γ
f≤γ+δ
a∗(f γ)1Hγf≤δ (A.6)
Proof. The statement of the lemma follows directly from the “pull-through formula”
a(k)g(Hγf ) = g(H
γ
f + |k|)a(k), (A.7)
which holds for any bounded measurable function g : [0,∞) → C, and any k ∈ R3,
|k| ≤ γ. 
In the following, the parameters α, σ and P are fixed with 0 ≤ α ≤ α0, where α0
is sufficiently small, 0 < σ ≤ C0α1/2, where C0 is a positive constant, and |P | ≤ pc =
1/40. We use the notations introduced in Section 3.
Lemma A.3. For any c ≥ 1/2, we have that
Kσ ⊗ 1+ 1⊗
(1
2
P 2f + cHf
)−∇Kσ ⊗ Pf ≥ Eσ. (A.8)
In particular,
1⊗Hf ≤ 2(Hσ −Eσ). (A.9)
Proof. To simplify notations, we set
Hσ,c = Hσ,c(P ) = Kσ ⊗ 1+ 1⊗
(1
2
P 2f + cHf
)−∇Kσ ⊗ Pf . (A.10)
Note that
Hσ,c =
1
2
(
P − Pf − α 12Aσ
)2
+Hf ⊗ 1+ c1⊗Hf
=
1
2
(∇Hσ)2 +Hf ⊗ 1+ c1⊗Hf . (A.11)
Let Φ ∈ D(Hσ,c), ‖Φ‖ = 1. We propose to show that
(Φ, Hσ,cΦ) ≥ Eσ. (A.12)
Since the number operator Nσ =
∑
λ=1,2
∫
|k|≤σ
a∗λ(k)aλ(k)dk commutes with Hσ,c, in
order to prove (A.12), it suffices to consider Φ ∈ D(Hσ,c) of the form Φ = Φ1 ⊗ Φ2
where Φ1 ∈ Fσ and Φ2 is an eigenstate of Nσ|Fσ . Let us prove the following assertion
by induction:
(hn) For all Φ = Φ1⊗Φ2 ∈ D(Hσ,c) such that ‖Φ1‖ = ‖Φ2‖ = 1 and NσΦ2 = nΦ2,
(A.12) holds.
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Since Hσ,c(Φ1 ⊗ Ω) = (KσΦ1) ⊗ Ω and since Eσ = inf σ(Kσ) (see Proposition 3.1),
(h0) is obviously satisfied. Assume that (hn) holds and let Φ = Φ1 ⊗ Φ2 ∈ D(Hσ,c)
with ‖Φ1‖ = ‖Φ2‖ = 1 and NσΦ2 = (n+ 1)Φ2. Let us write
Φ2
(
(k, λ), (k1, λ1), . . . , (kn, λn)
)
= Φ2(k, λ)
(
(k1, λ1), . . . , (kn, λn)
)
. (A.13)
One can compute
(Φ, Hσ,cΦ) =
∑
λ=1,2
∫
|k|≤σ
(
Φ1 ⊗ Φ2(k, λ),
(Hσ,c(P − k) + c|k|)Φ1 ⊗ Φ2(k, λ)
)
dk. (A.14)
Next, it follows from (A.11) that(
Φ1 ⊗ Φ2(k, λ), (Hσ,c(P − k) + c|k|)Φ1 ⊗ Φ2(k, λ)
)
=
(
Φ1 ⊗ Φ2(k, λ),
(
Hσ,c − k · ∇Hσ + k
2
2
+ c|k|
)
Φ1 ⊗ Φ2(k, λ)
)
. (A.15)
Using that k · ∇Hσ ≤ |k|/4 + |k|(∇Hσ)2 and that (∇Hσ)2 ≤ 2Hσ,c, we obtain that(
Φ1 ⊗ Φ2(k, λ), (Hσ,c(P − k) + c|k|)Φ1 ⊗ Φ2(k, λ)
)
≥
(
Φ1 ⊗ Φ2(k, λ),
(
Hσ,c − |k|(∇Hσ)2 + k
2
2
+ (c− 1
4
)|k|
)
Φ1 ⊗ Φ2(k, λ)
)
≥
(
Φ1 ⊗ Φ2(k, λ),
(
(1− 2|k|)Hσ,c + (c− 1
4
)|k|
)
Φ1 ⊗ Φ2(k, λ)
)
. (A.16)
Since by the induction hypothesis (Φ1⊗Φ2(k, λ), Hσ,cΦ1⊗Φ2(k, λ)) ≥ Eσ‖Φ2(k, λ)‖2,
this implies (
Φ1 ⊗ Φ2(k, λ), (Hσ,c(P − k) + |k|)Φ1 ⊗ Φ2(k, λ)
)
≥
(
(1− 2|k|)Eσ + (c− 1
4
)|k|
)
‖Φ2(k, λ)‖2
≥
(
Eσ + |k|(c− 1
4
− 2Eσ)
)
‖Φ2(k, λ)‖2. (A.17)
By Rayleigh-Ritz (see Proposition 3.1),
Eσ ≤ 1
2
P 2 + Cα ≤ 1
100
(A.18)
for α sufficiently small and |P | ≤ 1/40, so that, in particular, c − 1/4 − 2Eσ ≥ 0;
(recall that c ≥ 1/2). Therefore (hn+1) holds, and hence (A.12) is proven.
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To prove (A.9), it suffices to write, using (A.8) with c = 1/2,
Hσ = Kσ ⊗ 1+ 1⊗
(1
2
P 2f +
1
2
Hf
)−∇Kσ ⊗ Pf + 1
2
(
1⊗Hf
)
≥ Eσ + 1
2
(
1⊗Hf
)
. (A.19)

Lemma A.4. Let 0 < δ < 1. Then
Hσ(1⊗ 1Hf≤δ) ≥ (1− δ)
(
Kσ ⊗ 1
)
(1⊗ 1Hf≤δ). (A.20)
Proof. Note that 1⊗ 1Hf≤δ commutes both with Hσ and Kσ ⊗ 1. In addition, since
the number operator Nσ also commutes with Hσ and Kσ ⊗ 1, it suffices to prove
(A.20) on states Φ ∈ D(Hσ) of the form Φ = Φ1 ⊗ Φ2 with ‖Φ1‖ = ‖Φ2‖ = 1,
Φ1 ∈ D(Kσ), and Φ2 ∈ Ran(1Hf≤δ) is an eigenstate of Nσ|Fσ . For such a vector Φ,
we have
(
Φ, HσΦ
)
=
(
Φ1, KσΦ1
)
+
(
Φ2, (
1
2
P 2f +Hf)Φ2
)
− (Φ1,∇KσΦ1)(Φ2, PfΦ2). (A.21)
One can check that ∣∣(Φ1,∇KσΦ1)∣∣ ≤ (Φ1, (∇Kσ)2Φ1)1/2, (A.22)∣∣(Φ2, PfΦ2)∣∣ ≤ (Φ2, HfΦ2), (A.23)
and hence
(
Φ1,∇KσΦ1
)(
Φ2, PfΦ2
) ≤ 1
2
(
Φ1, (∇Kσ)2Φ1
)(
Φ2, HfΦ2
)
+
1
2
(
Φ2, HfΦ2
)
. (A.24)
Inserting this into (A.21) and using that (∇Kσ)2 ≤ 2Kσ, we obtain
(
Φ, HσΦ
) ≥ (Φ1, KσΦ1)+ 1
2
(
Φ2, HfΦ2
)− 1
2
(
Φ1, (∇Kσ)2Φ1
)(
Φ2, HfΦ2
)
≥ (Φ1, KσΦ1)− δ(Φ1, 1
2
(∇Kσ)2Φ1
)
≥ (1− δ)(Φ1, KσΦ1), (A.25)
which concludes the proof. 
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Appendix B. The smooth Feshbach-Schur map
In this appendix we recall the definition and some of the main properties of the
smooth Feshbach-Schur map introduced in [BCFS1]. The version we present uses
aspects developed in [GH] and [FGS3].
Let H be a separable Hilbert space. Let χ, χ¯ be nonzero bounded operators on
H, such that [χ, χ¯] = 0 and χ2+ χ¯2 = 1. Let H and T be two closed operators on H
such that D(H) = D(T ). Define W = H − T on D(T ) and
Hχ = T + χWχ, Hχ¯ = T + χ¯W χ¯ (B.1)
We make the following hypotheses:
(1) χT ⊂ Tχ and χ¯T ⊂ T χ¯.
(2) T,Hχ¯ : D(T ) ∩ Ran(χ¯)→ Ran(χ¯) are bijections with bounded inverses.
(3) Wχ and χW extend to bounded operators on H.
Given the above assumptions, the (smooth) Feshbach-Schur map Fχ(H) is defined
by
Fχ(H) = Hχ − χWχ¯H−1χ¯ χ¯Wχ. (B.2)
Note that Fχ(H) is well-defined on D(T ). If Hypotheses (1),(2),(3) above are satis-
fied, we say that H is in the domain of Fχ. In addition, we consider the two auxiliary
bounded operators Qχ(H) and Q
#
χ (H) defined by
Qχ(H) = χ− χ¯H−1χ¯ χ¯Wχ, Q#χ (H) = χ− χWχ¯H−1χ¯ χ¯. (B.3)
It follows from [BCFS1, GH, FGS3] that the smooth Feshbach-Schur map Fχ is
isospectral in the following sense:
Theorem B.1. Let H, T, χ, χ¯ be as above. Then the following holds:
(i) Let V be a subspace such that Ranχ ⊂ V ⊂ H, T : D(T ) ∩ V → V and
χ¯T−1χ¯V ⊂ V . Then H : D(T ) → H is bounded invertible if and only if
Fχ(H) : D(T ) ∩ V → V is bounded invertible, and we have
H−1 = Qχ(H)Fχ(H)
−1Q#χ (H) + χ¯H
−1
χ¯ χ¯, (B.4)
Fχ(H)
−1 = χH−1χ+ χ¯T−1χ¯. (B.5)
(ii) If φ ∈ H\{0} solves Hφ = 0 then ψ := χφ ∈ Ranχ\{0} solves Fχ(H)ψ = 0.
(iii) If ψ ∈ Ranχ \ {0} solves Fχ(H)ψ = 0 then φ := Qχ(H)ψ ∈ H \ {0} solves
Hφ = 0.
(iv) The multiplicity of the spectral value {0} is conserved in the sense that
dimKerH = dimKerFχ(H). (B.6)
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Next, we recall a result given in [FGS3] showing that a LAP for H can be deduced
from a corresponding LAP for Fχ(H − λ), for suitably chosen λ’s. Notice that, in
[FGS3], Fχ(H−λ) is considered as an operator on H, whereas its restriction to some
closed subspace V is considered here. However, the the following theorem can be
proven is the same way. For the convenience of the reader, we recall the proof.
Theorem B.2. Let H, T, χ, χ¯ be as above. Let ∆ be an open interval in R. Let
V be a closed subspace of H satisfying the assumptions of Theorem B.1(i). Let B
a self-adjoint operator on H such that B : D(B) ∩ V → V and [B ± i]−1V ⊂ V .
Assume that ∀λ ∈ ∆,
[Aλ, B] extends to a bounded operator, (B.7)
where Aλ stands for one of the operators Aλ = χ, χ, χW, Wχ, χ¯[Hχ¯ − λ]−1χ¯. If
H − λ is in the domain of Fχ, then for any ν ≥ 0 and 0 < s ≤ 1,
λ 7→ 〈B〉−s(Fχ(H − λ)− i0)−1〈B〉−s ∈ Cν(∆;B(V ))
implies that λ 7→ 〈B〉−s(H − λ− i0)−1〈B〉−s ∈ Cν(∆;B(H)). (B.8)
Proof. It follows form Equation (B.4) with H replaced by H − λ− iε that
[H − λ− iε]−1 =Qχ(H − λ− iε)Fχ(H − λ− iε)−1Q#χ (H − λ− iε)
+ χ¯[Hχ¯ − λ− iε]−1χ¯. (B.9)
The map ε 7→ [Hχ¯ − λ − iε]−1 ∈ B(Ran(χ¯)) is analytic in a neighborhood of 0, and
can be expanded as
[Hχ¯ − λ− iε]−1 = [Hχ¯ − λ]−1 + iε[Hχ¯ − λ]−1χ¯2[Hχ¯ − λ]−1 +O(ε2). (B.10)
This yields
lim
ε→0
〈B〉−sFχ(H − λ− iε)−1〈B〉−s = 〈B〉−s[Fχ(H − λ)− i0]−1〈B〉−s. (B.11)
Note that
〈B〉−s = Cs
∫ ∞
0
dω
ωs/2
(ω + 1 +B2)−1, (B.12)
where Cs :=
[ ∫∞
0
dω
ωs/2
(ω+1)−1
]−1
. Hence, Conditions (B.7) imply that the operators
〈B〉−sχ〈B〉s, 〈B〉−sχ〈B〉s, 〈B〉−sχ〈B〉s, 〈B〉−sχ¯〈B〉s (B.13)
are bounded. Similarly, the maps
λ 7→ 〈B〉−sχ¯[Hχ¯ − λ]−1χ¯〈B〉s and λ 7→ 〈B〉sχ¯[Hχ¯ − λ]−1χ¯〈B〉−s (B.14)
are in C∞(∆;B(H)). This property shows that
〈B〉sQχ(H − λ)〈B〉−s and 〈B〉sQ#χ (H − λ)〈B〉−s (B.15)
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are bounded and smooth in λ ∈ ∆. The theorem then follows from (B.11), the fact
that H − λ is in the domain of Fχ, and (B.4). 
Appendix C. Bound particles coupled to a quantized radiation field
In this appendix, we explain how to adapt the proof of Theorem 1.1 to the case of
non-relativistic particles interacting with an infinitely heavy nucleus and coupled to
a massless radiation field. To simplify matters, we assume that the non-relativistic
particles are spinless, and that the bosons are scalar (Nelson’s model). The Hamil-
tonian HN associated to this system acts on H = Hel ⊗ F , where Hel = L2(R3N),
and F = Γs(L2(R3)) is the symmetric Fock space over L2(R3). It is given by
HN := Hel ⊗ 1+ 1⊗Hf +W. (C.1)
Here, Hel =
∑N
j=1 p
2
j/2mj + V denotes an N -particle Schro¨dinger operator on Hel.
For k in R3, we denote by a∗(k) and a(k) the usual phonon creation and annihilation
operators on F obeying the canonical commutation relations
[a∗(k), a∗(k′)] = [a(k), a(k′)] = 0 , [a(k), a∗(k′)] = δ(k − k′). (C.2)
The operator associated with the energy of the free boson field, Hf , is given by the
expression (1.5), except that the operators a∗(k) and a(k) now are scalar creation
and annihilation operators as given above. The interaction W in (C.1) is assumed to
be of the formW = gφ(Gx) where g is a small coupling constant, x = (x1, x2, . . . , xn)
and
φ(Gx) :=
1√
2
N∑
j=1
∫
R3
κΛ(k)
|k|1/2−µ
[
e−ik·xja∗(k) + eik·xja(k)
]
dk. (C.3)
As above, the function κΛ denotes an ultraviolet cutoff, and the parameter µ is
assumed to be non-negative.
We assume that V is infinitely small with respect to
∑
j p
2
j , and that the spectrum
of Hel consists of a sequence of discrete eigenvalues, e0, e1, . . . , below some semi-axis
[Σ,∞). Let EN := inf(σ(HN)) and y := i∇k. Adapting the proof of Theorem 1.1,
one can show the following
Theorem C.1. Let HN be given as above. For any µ ≥ 0, there exists g0 > 0 such
that, for any 0 ≤ g ≤ g0, 1/2 < s ≤ 1, and any compact interval J ⊂ (EN, (e0 +
e1)/2),
sup
z∈J±
∥∥(dΓ(〈y〉) + 1)−s[HN − z]−1(dΓ(〈y〉) + 1)−s∥∥ ≤ C, (C.4)
where C is a positive constant depending on J and s. In particular, the spectrum of
HN in (EN, (e0 + e1)/2) is absolutely continuous. Moreover, the map
J ∋ λ 7→ (dΓ(〈y〉) + 1)−s[HN − λ± i0]−1(dΓ(〈y〉) + 1)−s ∈ B(H) (C.5)
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is uniformly Ho¨lder continuous in λ of order s− 1/2.
Let us emphasize that Theorem C.1 does not require any infrared regularization
in the form factor. In comparison, the proof of [FGS1] would give Theorem C.1 for
any µ ≥ 1, and the one in [FGS3] for any µ > 0. However, for the standard model
of non-relativistic QED (which is considered in [FGS1] and [FGS3]), thanks to a
Pauli-Fierz transformation, the methods given in [FGS1] and [FGS3] work without
any infrared regularization.
Proof. We briefly explain how to adapt the proof of Theorem 1.1. First, using the
generator of dilatations on Fock space, B, as a conjugate operator, it follows from
standard estimates that a Mourre estimate holds outside a neighborhood of ENg ; see
[BFS].
To obtain the LAP near EN, we modify Sections 4 and 5 as follows: We take
Tσ = H
N
σ , where H
N
σ is the infrared cutoff Hamiltonian
HNσ := Hel ⊗ 1+ 1⊗Hf +Wσ. (C.6)
Here Wσ = gφ(Gx,σ), and φ(Gx,σ) is given by (C.3) except that the integral over
R3 is replaced by the integral over {k ∈ R3, |k| ≥ σ}. We define similarly W σ =
HN − HNσ = gφ(Gσx) with the obvious notation. The Hilbert space H is unitarily
equivalent to Hσ ⊗ Fσ, where Hσ = Hel ⊗ Fσ and Fσ = Γs(L2({k ∈ R3, |k| ≥ σ})),
respectively Fσ = Γs(L2({k ∈ R3, |k| ≤ σ})). In this representation, we can write
HN = KNσ ⊗ 1+ 1⊗Hf +W σ, (C.7)
where KNσ denotes the restriction of H
N
σ to Hσ. It is known that the ground state
energy ENσ of K
N
σ is separated from the rest of the spectrum by a gap of order
O(σ). Thus, letting Pσ = 1{ENσ }(K
N
σ ) and χ = Pσ ⊗ χσf , one can define the smooth
Feshbach-Schur operator in the same way as in Section 4, that is
F (λ) = Fχ(H
N − λ)|Ran(Pσ⊗1)
= ENσ − λ+ 1⊗Hf + χW σχ− χW σχ¯
[
Hχ¯ − λ
]−1
χ¯W σχ, (C.8)
for λ in a neighborhood of ENσ . The proof of the Mourre estimate for F (λ) follows
then in the same way as in Section 5, using Bσ as a conjugate operator. Note that
the “perturbation” W σ is simpler here than the one considered in Section 4, in that
it only consists of the sum of a creation and an annihilation operator. However, some
exponential decay in the electronic position variables xj has to be used in order to
control the commutator of W σ with Bσ. (We do not present details.) 
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Appendix D. List of notations
Hilbert spaces
H = L2(R3)⊗F , (D.1)
F = Γs(L2(R3 × Z2)), (D.2)
Fσ = Γs(L2({(k, λ) ∈ R3 × Z2, |k| ≥ σ})), (D.3)
Fσ = Γs(L2({(k, λ) ∈ R3 × Z2, |k| ≤ σ})). (D.4)
Hamiltonians
H =
1
2
(P − Pf − α 12A)2 +Hf , (D.5)
Hσ =
1
2
(P − Pf − α 12Aσ)2 +Hf (as an operator on F), (D.6)
= Kσ ⊗ 1+ 1⊗
(1
2
P 2f +Hf )−∇Kσ ⊗ Pf (as an operator on Fσ ⊗Fσ), (D.7)
∇Hσ = P − Pf − α 12Aσ, (D.8)
Kσ = Hσ|Fσ , ∇Kσ = ∇Hσ|Fσ , (D.9)
Uσ = H −Hσ, (D.10)
Tσ = Kσ ⊗ 1+ 1⊗
(1
2
P 2f +Hf )−∇Eσ ⊗ Pf , (D.11)
Wσ = H − Tσ = Uσ − (∇Kσ −∇Eσ)⊗ Pf , (D.12)
Hχ = Tσ + χWσχ, Hχ¯ = Tσ + χ¯Wσχ¯, (D.13)
H1χ¯ = Tσ − χ¯(∇Kσ −∇Eσ)⊗ Pf χ¯, (D.14)
F = Fχ(H − λ)|Ran(Pσ⊗1) (D.15)
= Eσ − λ+ 1⊗
(1
2
P 2f +Hf
)−∇Eσ ⊗ Pf + χUσχ− χWσχ¯[Hχ¯ − λ]−1χ¯Wσχ, (D.16)
F0 = Eσ − λ+ 1⊗
(1
2
P 2f +Hf
)−∇Eσ ⊗ Pf , (D.17)
W1 = χUσχ, (D.18)
W2 = −χWσχ¯
[
Hχ¯ − λ
]−1
χ¯Wσχ, (D.19)
F˜ = F + λ− Eσ, F˜0 = F0 + λ− Eσ. (D.20)
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Conjugate operators
B = dΓ(b), b =
i
2
(k · ∇k +∇k · k), (D.21)
Bσ = dΓ(bσ), bσ = κσbκσ. (D.22)
Intervals
E = inf σ(H), Eσ = inf σ(Hσ), (D.23)
J>σ = E + [σ, 2σ] (for σ ≥ C0α
1
2 ), (D.24)
J<σ = E + [11ρσ/128, 13ρσ/128] (for σ ≤ C′0α
1
2 ), (D.25)
ρ : fixed parameter such that 0 < ρ < 1 and Gap(Kσ) ≥ ρσ, (D.26)
∆σ = [−ρσ/128, ρσ/128], (D.27)
∆′σ = [ρσ/16, ρσ/8], (D.28)
σ
E Eσ
<Jσ
0E+C  α1/2
>J
Figure 2. The intervals J<σ and J
>
σ
Functions
κΛ ∈ C∞0 ({k, |k| ≤ Λ}; [0, 1]) and κΛ = 1 on {k, |k| ≤ 3Λ/4}, (D.29)
fσ ∈ C∞0 ([3ρσ/64; 9ρσ/64]; [0, 1]) and fσ = 1 on ∆′σ, (D.30)
f˜σ : almost analytic extension of fσ. (D.31)
(Almost) projections
Pσ = 1{Eσ}(Kσ), P¯σ = 1− Pσ, (D.32)
χσf = κ
ρσ(Hf ), χ¯
σ
f =
√
1− (χσf )2, (D.33)
χ = Pσ ⊗ χσf , χ¯ = Pσ ⊗ χ¯σf + P¯σ ⊗ 1. (D.34)
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