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Resumo O processamento de imagem digital tem sido usado em diversas a´reas
de pesquisa como instrumento para o reconhecimento de padro˜es e de filtragens
especı´ficas nas imagens. Entretanto, dependendo das caracterı´sticas da aplicac¸a˜o
o tempo de processamento pode ser extremamente alto e dificultar o avanc¸o das
pesquisas associadas. Nesse contexto, este trabalho propo˜e a paralelizac¸a˜o de um
algoritmo para o processamento de imagem digital utilizado no ca´lculo de ı´ndice
de fragmentac¸a˜o multidimensional. Os resultados obtidos demostram o grande
benefı´cio da paralelizac¸a˜o, pois a paralelizac¸a˜o e´ capaz de reduzir o tempo de
processamento em ate´ 80% para alguns casos.
Palavras chave: Cluster, Memo´ria Compartilhada Distribuı´da, Processamento
de Imagem, ´Indice de Fragmentac¸a˜o
1 Introduc¸a˜o
Os avanc¸os das pesquisas nas diversas a´reas de conhecimento humano teˆm aumentado
cada vez mais a demanda por plataformas de hardware e software, que possam oferecer
maior capacidade de processamento para a execuc¸a˜o de aplicac¸o˜es associadas a proble-
mas complexos do mundo real. Aliado ao crescimento dos novos adventos tecnolo´gicos,
a popularizac¸a˜o dos computadores tem permitido a criac¸a˜o de novas plataformas com
um alto poder de processamento. Computadores off-the-shelf em conjunto com soft-
wares de co´digo aberto permitem a construc¸a˜o de um cluster com capacidade similar
a`quela oferecida por supercomputadores. Nesse contexto, a computac¸a˜o paralela e´ uti-
lizada para implementar aplicac¸o˜es que demandam alto poder computacional [1].
Simulac¸o˜es de fenoˆmenos fı´sico-quı´micos, reconhecimento de padro˜es biolo´gicos,
previso˜es sı´smicas e climatolo´gicas e identificac¸a˜o de transformac¸o˜es na superfı´cie do
globo, entre outros, envolvem grande quantidade de processamento e podem levar dias
para serem resolvidos com uso de programac¸a˜o sequencial. Este tempo elevado retarda
o avanc¸o das pesquisas, principalmente em a´reas que exigem experimentos exaustivos
e diversificados.
Muitas destas pesquisas fazem uso de processamento de imagens digitais no re-
conhecimento de padro˜es [2], sendo a convoluc¸a˜o uma te´cnica comum de filtragem de
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frequeˆncia que atua no domı´nio espacial da imagem a fim de se produzir o efeito que se
deseja, conforme descrita em [3]. Entretanto, dependendo do tamanho, da quantidade e
do tipo de filtragem das imagens, o processamento sequencial tradicional ja´ na˜o atende
mais os requisitos de tempo de execuc¸a˜o.
Nesse contexto, este trabalho propo˜e e avalia um modelo de paralelizac¸a˜o para o
processamento de imagens digitais baseado em convoluc¸a˜o, com o objetivo principal
de reduzir o tempo de execuc¸a˜o do processamento. Como estudo de caso, usamos o
me´todo de convoluc¸a˜o proposto por [3] para gerar o ı´ndice de fragmentac¸a˜o de uma
imagem de sensoriamento remoto por sate´lite descrito em [4]. Esse modelo foi proposto
para um sistema de memo´ria distribuı´da e implementado utilizando o protocolo HLRC
[5]. A avaliac¸a˜o de desempenho realizada comprova a importaˆncia de tal modelo.
Este artigo esta´ organizado como se segue. A Sec¸a˜o 2 apresenta o referencial teo´rico
relacionado ao presente trabalho. A descric¸a˜o e a ana´lise do algoritmo alvo sa˜o ap-
resentados na Sec¸a˜o 3. A Sec¸a˜o 4 descreve a ana´lise da aplicac¸a˜o com o objetivo
de especificar a paralelizac¸a˜o. A Sec¸a˜o 5 discorre sobre o modelo proposto e a sua
implementac¸a˜o paralela. A avaliac¸a˜o experimental da versa˜o paralela e´ discutida na
Sec¸a˜o 6. E, por fim, a Sec¸a˜o 7 apresenta as considerac¸o˜es finais.
2 Referencial Teo´rico
As arquiteturas paralelas podem ser organizadas de diversas formas de acordo com a
Taxinomia de Flynn [6]. Tanenbaum [7], ainda subdivide a classe MIMD, proposta
por Flynn, em multiprocessadores e multicomputadores. Os multiprocessadores uti-
lizam memo´ria global e u´nica, compartilhada entre os processadores, para realizar
a comunicac¸a˜o entre os processos. Por outro lado, os multicomputadores possuem
memo´ria distribuı´da e comunicam-se por meio de passagem de mensagens. Dash [8] e
Yu [9] conceituam uma categoria hı´brida, denominada por memo´ria compartilhada dis-
tribuı´da (DSM), cuja comunicac¸a˜o e´ realizada por meio do mapeamento das memo´rias
compartilhadas de cada ma´quina dando a visa˜o de uma u´nica memo´ria para todo o
ambiente de execuc¸a˜o. Dentro deste contexto, surge uma classe arquitetural que tem
chamado atenc¸a˜o dos pesquisadores: o cluster.
Um cluster e´ uma arquitetura de multicomputadores interligados por um meio de
uma rede de interconexa˜o dedicada, normalmente acessado do mundo externo por meio
de um servidor de acesso e execuc¸a˜o, comportando-se portanto como um sistema u´nico
do ponto de vista do usua´rio. Os clusters esta˜o sendo cada vez mais explorados de-
vido ao seu custo/benefı´cio [10], proporcionado pela facilidade de aproveitamento de
ma´quinas que ja´ na˜o atendem as expectativas de uso enquanto isoladas. Todos os as-
pectos relativos a` distribuic¸a˜o de dados, tarefas e comunicac¸a˜o entre os computadores
podem ser abstraı´dos do usua´rio [11] por meio de uma plataforma de programac¸a˜o
paralela baseada nos modelos de passagem de mensagem, memo´ria compartilhada ou
ainda memo´ria compartilhada distribuı´da.
O modelo de memo´ria distribuı´da usando passagem de mensagem [12] e´, a`s vezes,
uma alternativa que na˜o agrada tanto os programadores. A passagem de mensagens
exige que o programador fac¸a chamadas explı´citas no co´digo para enviar ou receber
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dados de um computador a outro. Esse processo abre uma maior possibilidade a erros
de programac¸a˜o e torna difı´cil a depurac¸a˜o de co´digo.
No ponto de vista do programador, o paradigma de memo´ria compartilhada e´ atraente
devido a facilidade de abstrac¸a˜o. Assim, va´rias pesquisas teˆm sido realizadas para o de-
senvolvimento de ambientes de memo´ria compartilhada distribuı´da. Neste modelo, cada
memo´ria encontra-se respectivamente distribuı´da com o seu processador, mas cada pro-
cessador tem uma visa˜o de um espac¸o u´nico e global da memo´ria [13].
2.1 O Protocolo HLRC
O protocolo home-based lazy release consistency (HLRC) [5] e´ uma implementac¸a˜o
de um modelo relaxado de memo´ria compartilhada distribuı´da baseado em resideˆncia.
Inicialmente desenvolvido para uma plataforma VIA, possui atualmente uma versa˜o
com suporte ao protocolo TCP/IP [14]. A vantagem deste modelo e´ o fato de facilitar
a programac¸a˜o, retirando a responsabilidade do desenvolvedor no controle do envio e
recebimento de mensagens.
A implementac¸a˜o do protocolo utiliza o conceito de intervalos para sua gereˆncia.
Um intervalo delimita um espac¸o no tempo onde deve exitir sincronizac¸a˜o, ocasionando
a realizac¸a˜o de consisteˆncia entre as memo´rias. Um intervalo e´ delimitado pelo uso de
primitivas de sincronizac¸a˜o, que pode ser o uso de locks ou barreiras. No final de cada
intervalo sa˜o calculados os diffs para todas as pa´ginas modificadas. Apo´s criados, estes
sa˜o enviados para os seus respectivos homes. Os homes aplicam os diffs a medida que
estes chegam e, em seguida, os discarta. Desta forma e´ garantido que o home sempre
tenha a co´pia mais atual de um dado.
3 Aplicac¸a˜o Alvo: Processamento de Imagens e o ´Indice de
Fragmentac¸a˜o
Os me´todos de filtragem permitem que determinadas caracterı´sticas de uma determi-
nada imagem sejam visualizadas de uma forma melhor, transformando-a em uma forma
adequada a` aplicac¸a˜o [15]. Tais me´todos esta˜o estruturados em dois domı´nios: espacial
e de frequeˆncia. O domı´nio espacial esta´ relacionado a` influeˆncia da vizinhanc¸a de um
pixels sobre ele, enquanto o domı´nio de frequeˆncia refere-se ao processamento exclu-
sivo de um pixel.
No domı´nio espacial, um ponto p(x,y) depende do nı´vel de cinza original do pro´prio
ponto e de seus pixels vizinhos. A convoluc¸a˜o e´ uma te´cnica que atua sobre o domı´nio
espacial atrave´s de matrizes denominadas de janelas ou ma´scaras. Esta te´cnica pode
fazer uso de diferentes algoritmos: soma ponderada dos pontos vizinhos, mediana dos
pontos, nu´mero de vizinhos distintos, entre outros. A cada elemento da janela esta´ asso-
ciado um valor nume´rico denominado de coeficiente. A aplicac¸a˜o da janela com centro
na coordenada (a,b), sendo a uma linha e b uma coluna, consiste na substituic¸ao do
valor do pixel central por um novo valor que depende de operac¸o˜es que envolvem o
coeficiente dos pixels vizinhos. Em filtragens de imagens digitais e´ possı´vel aplicar
os filtros em janelas de quaisquer dimenso˜es. Pore´m, alguns programas definem um
tamanho ma´ximo das janelas devido a limitac¸o˜es computacionais [2].
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Turner [4] apresenta o ı´ndice de fragmentac¸a˜o para medir o grau de variabilidade
da paisagem e revelar as possı´veis influeˆncias da atividade humana sobre a mesma. O
ı´ndice fragmentac¸a˜o pode ser adotado como uma medida local de textura, com valores
no domı´nio entre zero e um, sendo calculado para cada ponto da imagem por meio
da aplicac¸a˜o de uma convoluc¸a˜o especı´fica na regia˜o vizinha do ponto. Se todos os
pixels posicionados em relac¸a˜o a` janela de convoluc¸a˜o forem de classes diferentes, seu
valor sera´ 1, indicando ma´xima variabilidade na regia˜o em ana´lise. Em contrapartida,
se todos os pixels da imagem forem iguais, tem-se o coeficiente de variabilidade 0 [16].
Em termos de reconhecimento de padro˜es, o ı´ndice de fragmentac¸a˜o multidimensional
(IFM) considera, ale´m da vizinhanc¸a do pixel em cada banda, seu contexto nas mu´ltiplas
bandas para classifica´-lo [17].
Para este trabalho, foi adotada a versa˜o sequencial do algoritmo de IFM implemen-
tada pelo Grupo de Pesquisas em Geode´sia da Universidade Estadual de Sa˜o Paulo
(UNESP). Esta versa˜o foi utilizada como refereˆncia e serviu de co´digo base para a
criac¸a˜o da versa˜o paralela. O algoritmo implementado pelo Gruopo da UNESP consid-
era imagens com qualquer nu´mero de bandas e, apo´s o processamento, gera uma u´nica
banda de saı´da. Para cada posic¸a˜o da janela, os pixels da imagem sa˜o mapeados para
classes e indexados numericamente em intervalos a que cada pixel pertence. O tamanho
desses intervalos e´ determinado a partir da divisa˜o do nu´mero total de nı´veis de cinza
da imagem pelo nu´mero de elementos da janela (n). Apo´s o mapeamento dos pixels da
janela para as classes de intervalos, realiza-se a contagem do nu´mero de pixels distintos





Supondo uma imagem em escala de cinza de 8 bits com janela 3 por 3. O primeiro
procedimento de processamento atua em que cada posic¸a˜o da janela que possui apenas
um valor que representa o nu´mero digital de brilho do pixel. Os valores de brilho sa˜o
mapeados conforme as classes de intervalos definidos pela divisa˜o dos intervalos. A
atribuic¸a˜o do novo valor de brilho para o pixel central depende do nu´mero de valores
presentes na janela em cada iterac¸a˜o. Assim, pela Equac¸a˜o anterior, tem-se o ı´ndice de
fragmentac¸a˜o, o qual e´ multiplicado ao final do processamento do pixel associado por
255, para converter os ı´ndices em tons de cinza e assim permitir sua visualizac¸a˜o como
uma imagem.
O tempo de execuc¸a˜o do Algoritmo IFM cresce com o aumento dos seguintes atrib-
utos: dimensa˜o da imagem, o nu´mero de bandas de cada imagem e o tamanho da janela
(ma´scara). A dimensa˜o da imagem e o nu´mero de bandas alteram linearmente o tempo
de execuc¸a˜o desde que os demais paraˆmetros sejam os mesmos. O terceiro paraˆmetro
influencia exponencialmente o tempo de execuc¸a˜o.
3.1 Descric¸a˜o do Algoritmo Sequencial
Para facilitar o entendimento geral do programa e do me´todo de paralelizac¸a˜o proposto,
o Algoritmo 1 apresenta a versa˜o sequencial utilizada.
Primeiramente, sa˜o inicializadas as varia´veis de acordo com os paraˆmetros passados
pelo usua´rio. Nesta etapa, sa˜o fornecidos como paraˆmetros a ma´scara e o arquivo da
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06 se lin < totalLinhas enta˜o
07 se col < totalColunhas enta˜o
08 DefinirValoresDoPixel();









imagem de entrada. Apo´s ler os dados de inicializac¸a˜o, e´ realizada a alocac¸a˜o das es-
truturas matriciais de entrada e saı´da de acordo com a dimensa˜o da imagem de entrada.
Posteriormente, os intervalos sa˜o divididos de acordo com o tamanho da ma´scara para
a representac¸a˜o em tons de cinza.
Este algoritmo e´ marcado por func¸o˜es que conte´m muito lac¸os de repetic¸a˜o anin-
hados. A sub-rotina de inı´cio da convoluc¸a˜o realiza L x C chamadas ao procedimento
de ca´lculo do ı´ndice do pixel central. Esta func¸a˜o percorre cada pixel da matriz para
classificar o intervalo de cada elemento e, tambe´m, realiza a contagem de nu´meros dis-
tintos contidos na janela. As iterac¸o˜es dos lac¸os de repetic¸a˜o aninhados dependem di-
retamente dos paraˆmetros iniciais que definem quantas iterac¸o˜es sera˜o realizadas. Para
cada ca´lculo do pixel central realizado na rotina de convoluc¸a˜o e´ calculado o valor do
pixel central da janela. No final do processo de convoluc¸a˜o em todos os pixels da im-
agem e´ gravada uma imagem de saı´da.
4 Ana´lise para a Paralelizac¸a˜o do Algoritmo
O primeiro passo para paralelizar o Algoritmo IFM foi analisar o problema em busca
de segmentos particiona´veis. Apo´s analisar e compreender as suas peculiariedades,
observou-se que o ca´lculo de cada pixel central da imagem de saı´da pode ser realizado
de maneira independente do ca´lculo de pixels vizinhos.
Na versa˜o sequencial, para cada janela e´ processado um pixel central de acordo os
paraˆmetros iniciais do algoritmo. Para o ca´lculo de cada pixel central e´ gerada uma
janela a partir da imagem de entrada em que sa˜o computados os intervalos distintos
entre cada pixel. Este ca´lculo independe de qualquer outro resultado previamente cal-
culado, havendo a independeˆncia de dados. Enta˜o, e´ possı´vel prosseguir o ca´lculo dos
pro´ximos pixels sem a necessidade de aguardar outras instruc¸o˜es serem executadas.
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Deste modo, distribuir segmentos da imagem de entrada entre os elementos de pro-
cessamento do cluster e´ uma maneira coerente para se particionar o domı´nio da im-
agem. Assim, cada no´ do cluster sera´ responsa´vel por calcular cada pixel central do
segmento de imagem recebida e, posteriormente, devolver o segmento de saı´da calcu-
lado a` uma ma´quina mestre. Este modelo de particionamento independe do nu´mero
de no´s existentes, pois o ca´lculo da divisa˜o da imagem e´ dada pela raza˜o entre a al-
tura da imagem e nu´mero de no´s do cluster. Assim, se temos uma imagem de entrada
de dimensa˜o 8460 x 9530 pixels e um cluster formado por 12 no´s de processamento,
podemos processar segmento de imagem de 705 x 9530 pixels em cada no´.
´E importante observar que este trabalho trata o particionamento e distribuic¸a˜o dos
dados entre os no´s sem considerar as caracterı´sticas individuais de cada no´. Neste tra-
balho na˜o tratamos o balanceamento de carga para o caso de haver variac¸a˜o do poder
computacional de cada no´. Poree´m, existem diversas te´cnicas para executar o balancea-
mento de carga, como as descritas por [18], que geralmente adotam soluc¸o˜es baseadas
em ana´lise da capacidade de processamento do hardware de cada no´ e o status dos
recursos computacionais disponı´veis.
5 Modelo e Implementac¸a˜o Paralela
Um modelo de paralelizac¸a˜o foi desenvolvido utilizando o protocolo HLRC a partir
do algoritmo IFM sequencial. Este modelo ba´sico aplica a convoluc¸a˜o sobre todos os
pontos da imagem.
O Modelo Ba´sico calcula todos os pixels da imagem de saı´da da mesma maneira
que a versa˜o sequencial, pore´m de forma paralela, usando uma abordagem de memo´ria
compartilhada distribuı´da. Neste modelo, apenas um no´ da aplicac¸a˜o leˆ a imagem de
entrada e todos os paraˆmetros necessa´rios para o processamento. Em seguida, cada no´
calcula a sua faixa de dados de modo proporcional ao nu´mero total de no´s disponı´veis.
Este particionamento e´ feito nas linhas da imagem. Por exemplo, supondo que uma
imagem de entrada possua a dimensa˜o igual a 12 linhas e 80 colunas e um cluster com-
posto por 3 no´s escravos, cada no´ tera´ um segmentos de 4 linhas e 80 colunas. Apo´s o
particionamento dos dados, cada no´ executa o Algoritmo IFM sobre sua porc¸a˜o. Quando
todos os no´s terminam, o no´, que carregou a imagem para a memo´ria compartilhada,
grava em disco a imagem de saı´da resultante.
6 Ana´lise Experimental
O Laborato´rio de Computac¸a˜o de Alto Desempenho (LECAD) do Departamento de In-
forma´tica da Universidade Estadual de Maringa´ possui um cluster com no´s escravos
homogeˆneos onde todos os experimentos deste trabalho foram executados. Este cluster
e´ composto por seis ma´quinas da Sun Microsystems. Cada ma´quina possui um pro-
cessador AMD Opteron 1218 de 2.6Ghz de dois nu´cleos, 2MB de cache L2, 4 GB de
memo´ria RAM, 1TB de armazenamento e rede Ethernet Gigabit.
O ambiente de execuc¸a˜o dos no´s e´ formado pelo sistema operacional Linux CentOS
com kernel 2.6.18, GCC 4.1.2, versa˜o TCP/IP do protocolo HLRC, e pela ferramenta
de monitoramento Ganglia [19]. Toda esta plataforma operacional e´ gerenciada pela
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ferramenta ROCKS [20]. Ale´m disso, foi adotada a biblioteca OpenCV 2.1 para a leitura
e gravac¸a˜o das imagens [21].
6.1 Desempenho da Versa˜o Paralela
A Figura 1 apresenta o speedup obtido pela versa˜o paralela. Nesta figura e´ apresentado
o speedup relativo, como tambe´m o speedup real. O speedup relativo foi calculado
tendo como versa˜o sequencial a versa˜o paralela executada em apenas um processador.
Por outro lado, o speedup real foi calculdado tendo como versa˜o sequencial o melhor
co´digo sequencial, ou seja, um co´digo eficiente sem nenhuma primitiva paralela.












































Figura 1. Speedups obtidos pela versa˜o paralela.
Como e´ demonstrado na Figura 1(a), o ganho de desempenho somente e´ obtido
quando a quantidade de pixels aumenta. Utilizando uma ma´scara de ate´ sete pixels,
o speedup na˜o ultrapassa dois. Isto e´ ocasionado pelo fato de uma ma´scara pequena
proporcionar pouco processamento, aumentando o overhead da comunicac¸a˜o.
Com uma ma´scara de nove pixels a versa˜o paralela comec¸a a se mostrar uma boa
alternativa. Contudo, utilizando esta ma´scara o speedup ainda na˜o e´ o ideal, sendo de
apenas 3,24.
O melhor speedup foi obtido com o uso de uma ma´scara de quinze pixels, chegando
bem pro´ximo do linear, ou seja, 5,30 para uma execuc¸a˜o com seis no´s. Este e´ um resul-
tado muito bom, mostrando que a versa˜o paralela e´ escala´vel a medida que o tamanho
da entrada aumenta.
CACIC 2010 - XVI CONGRESO ARGENTINO DE CIENCIAS DE LA COMPUTACIÓN                                                 128
Como pode ser observado na Figura 1(b), o speedup real e´ menor que o relativo. Isto
devido ao overhead da paralelizac¸a˜o. Mesmo utilizando a versa˜o paralela em um u´nico
no´, existe o overhead das operac¸o˜es paralelas, que no caso da aplicac¸a˜o implementada
chega a ser de 10% da melhor versa˜o sequencial.
O overhead imposto pelas operac¸o˜es paralelas ocasionam um aumento do tempo
de execuc¸a˜o e consequentemente um aumento do speedup. Contudo, a paralelizac¸a˜o de
uma determinada aplicac¸a˜o deve levar em considerac¸a˜o, como base de comparac¸a˜o, o
tempo da melhor versa˜o sequencial. Pois desta forma, tem-se um speedup que realmente
representa o ganho efetivo.
Assim como o speedup relativo, o speedup real somente passa a ter um valor con-
sidera´vel quando o tamanho da ma´scara ultrapassa nove pixels. Para a maior entrada, o
speedup real e´ de 4,80. Mesmo com uma reduc¸a˜o de 10% do speedup relativo ainda se
tem um bom desempenho para a versa˜o paralela. Isto demonstra que a versa˜o paralela
implementada foi efetiva para melhorar o desempenho da melhor versa˜o sequencial.
6.2 Ana´lise Detalhada
A Figura 2 apresenta o tempo de execuc¸a˜o paralelo (para uma execuc¸a˜o com seis no´s)
decomposto em treˆs componentes, a saber: tempo gasto em computac¸a˜o, tempo gasto
em comunicac¸a˜o e tempo gasto pela gereˆncia do protocolo (overhead).














Figura 2. Breakdown do tempo de execuc¸a˜o da versa˜o paralela, para seis ma´quinas.
Como pode ser observado, estes dados corroboram com os resultados mostrados na
sec¸a˜o anterior. Para quantidade pequenas de pixels a comunicac¸a˜o chega a consumir
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64% do tempo total de execuc¸a˜o. Este alto custo comec¸a a reduzir somente quanto a
quantidade de pixels e´ igual ou superior a nove.
Utilizando uma ma´scara de nove pixels o custo da comunicac¸a˜o e´ reduzido para
40%. Contudo, quando e´ utilizado uma mascara´ de quinze pixels o custo da comunicac¸a˜o
e´ de apenas 10%. Isto explica o valor do speedup obtido pela execuc¸a˜o com esta ma´scara.
Um ponto importante a ser destacado e´ o fato do tempo de gereˆncia do protocolo
HLRC ser muito baixo, chegando a ser desprezı´vel. Isto demonstra que o modelo de
memo´ria compartilhada distribuı´da e´ uma boa alternativa a ser utilizada na paralelizac¸a˜o
de aplicac¸o˜es para clusters.
´E importante ressaltar que paralelizar uma determinada aplicac¸a˜o na˜o garante a
obtenc¸a˜o de um ganho de desempenho considera´vel, em outras palavras, que o speedup
sera´ bem pro´ximo do linear. Para que o ganho de desempenho seja efetivo uma car-
acterı´stica essencial que deve ser enderec¸ada pela estrutura paralela da aplicac¸a˜o e´
a reduc¸a˜o ao ma´ximo da sincronizac¸a˜o entre as unidades paralelas. No tocante, a
implementac¸a˜o realizada ter alcanc¸ado esta caracterı´stica foi o que proporcionou a
obtenc¸a˜o de um bom desempenho.
7 Concluso˜es
A computac¸a˜o paralela em cluster e´ indicustivelmente uma soluc¸a˜o atrativa para au-
mentar o desempenho de aplicac¸o˜es com investimento relativamente pequeno. Entre-
tanto, ainda existe uma careˆncia quanto a proposic¸a˜o e utilizac¸a˜o de metodologias
de paralelizac¸a˜o em aplicac¸o˜es complexas do mundo real. O presente trabalho obje-
tivou diminuir esta lacuna, propondo e avaliando um modelo de paralelizac¸a˜o de uma
aplicac¸a˜o importante para a cieˆncia geogra´fica.
O modelo proposto neste trabalho permitiu executar uma aplicac¸a˜o paralela re-
duzindo o esforc¸o computacional. Este modelo implementado com o protoloco HLRC
comec¸a a ser vantajoso a partir de nove pixels de ma´scara obtendo um tempo de execuc¸a˜o
66,97% menor do que a versa˜o sequencial e 79,15% com quinze pixels de ma´scara. A
inviabilidade da execuc¸a˜o deste modelo com ma´scaras menores se da´ devido aos do
custo de comunicac¸a˜o entre os no´s chegar a 64%. Assim, com os dados obtidos pode-
mos comprovar que o modelo paralelo proposto apresenta desempenho e eficieˆncia sat-
isfato´ria para ma´scaras que utilizem mais de nove pixels.
Certamente, os benefı´cios do modelo aqui apresentado poderiam ser maiores se con-
siderarmos uma convoluc¸a˜o mais demorada. Para trabalhos futuros sera´ desenvolvido
polı´ticas de selec¸a˜o mais elaboradas, bem como o uso deste modelo em imagens de
multibandas.
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