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A GREEN–JULG ISOMORPHISM FOR INVERSE SEMIGROUPS
BERNHARD BURGSTALLER
Abstract. For every finite unital inverse semigroup S and S-C∗-algebra A we establish
an isomorphism between KKS(C, A) and K(A⋊S). This extends the classical Green–Julg
isomorphism from finite groups to finite inverse semigroups.
1. Introduction
Let G be a compact group and A a G-C∗-algebra. The Green–Julg isomorphism by
Green and Julg [4] states that there is an isomorphism between G-equivariant K-theory
KKG(C, A) of A and the K-theory of the crossed product A ⋊ G, that is, one has
KKG(C, A) ∼= K(A ⋊ G). This isomorphism plays a fundamental role in operator K-
theory and has been successfully extended to other categories than compact groups G as
well, for example compact groupoids by J. L. Tu [12, 11] and compact quantum groups by
R. Vergnioux [13, 14].
In this note we extend the Green–Julg isomorphism to the class of unital finite inverse
semigroups S and the universal crossed product by Khoshkam and Skandalis [7]. Formally,
it look like the classical isomorphism, that is, we have KKS(C, A) ∼= K(A⋊S), see Theorem
5.4. The proof is done as follows. We have proven in [2] that there exists a Baum–Connes
map for a certain class of inverse semigroups, including finite inverse semigroups, by trans-
lating inverse semigroup equivariant KK-theory to groupoid equivariant KK-theory and
then applying the Baum–Connes map for groupoids by Tu [11]. Since S is finite, this Baum–
Connes map is an isomorphism K̂KS(C⋊E,A⋊E) ∼= K(A⋊ S), where E denotes the set
of idempotent elements of S, and K̂KS compatible S-equivariant KK-theory [2]. Our main
work in this note is to establish an isomorphism δS : KKS(A,B) → K̂KS(A ⋊ E,B ⋊ E)
between S-equivariant KK-theory [3] and compatible S-equivariant KK-theory [2] in The-
orem 5.3, from which the announced Green–Julg isomorphism follows in Theorem 5.4.
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This note is organized as follows. In Section 2 we recall some basic definitions of S-
equivariant KK-theory. In Section 3 we define the compatible internal tensor product of S-
equivariant Hilbert bimodules. In Section 4, Proposition 4.4, we show a certain equivalence
of categories between compatible and incompatible S-equivariant Hilbert bimodules. In
Section 5, we use this to prove that δS is an isomorphism, see Theorem 5.3, and deduce the
Green–Julg isomorphism for inverse semigroups in Theorem 5.4.
2. S-equivariant KK-theory
Let S be a unital inverse semigroup and E its subset of idempotent elements. We recall
here some basic definitions about C∗-algebras and KK-theory in the S-equivariant case, see
[3] or [1]. Because S is an inverse semigroup, these definitions become slightly compacter
than in [1]. We shall always assume that the unit 1 ∈ S acts as the identity on the respective
category.
Definition 2.1. An S-Hilbert C∗-algebra is a Z/2-graded C∗-algebra A with a unital
semigroup homomorphism α : S → End(A) such that αs respects the grading and
αss∗(x)y = xαss∗(y) for all x, y ∈ A and s ∈ S.
We usually write s(a) := αs(a) for the action of S on A. A ∗-homomorphism f : A→ B
between S-Hilbert C∗-algebras A and B is called S-equivariant if f(s(a)) = s(f(a)) for all
a ∈ A and s ∈ S. We regard the class of S-Hilbert C∗-algebras as a category where the
morphisms are the S-equivariant ∗-homomorphisms.
Definition 2.2. Let B be an S-Hilbert C∗-algebra. An S-Hilbert B-module E is a Z/2-
graded Hilbert B-module which is equipped with a unital semigroup homomorphism U :
S → Lin(E) (linear maps on E) such that Us respects the grading, Uss∗ is a self-adjoint
projection in L(E), and the identities 〈Us(ξ), η〉 = s(〈ξ, Us∗(η)〉) and Us(ξb) = Us(ξ)s(b)
hold for all s ∈ S and ξ, η ∈ E .
Definition 2.3. Let A and B be S-Hilbert C∗-algebras. An S-Hilbert A,B-bimodule E is
an S-Hilbert B-module E with a ∗-homomorphism π : A→ L(E), which is an S-equivariant
representation of A on E in the sense that Usπ(a)Us∗ = π(s(a))UsUs∗ and [UsUs∗ , π(a)] = 0
(commutator) for all a ∈ A and s ∈ S.
We often write aξ rather than π(a)ξ. We remark that A and B act usually incompatibly
on E in the sense that Ue(ξ)b 6= ξUe(b) for e ∈ E and b ∈ B, and similarly so on the A-side.
We shall consider compatible versions of Hilbert bimodules in the following sense.
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Definition 2.4. We call an S-Hilbert A,B-bimodule E compatible if e(a)ξ = aUe(ξ) and
Ue(ξ)b = ξe(b) for all e ∈ E, ξ ∈ E , a ∈ A and b ∈ B.
A morphism µ : E → F between S-Hilbert A,B-bimodules E and F is understood to
strictly respect all involved structures on both sides (including the B-valued inner prod-
uct). We view the class of S-Hilbert A,B-bimodules together with these morphisms as a
category. It forms a subclass of the class of all (sometimes called incompatible) S-Hilbert
A,B-bimodules.
Definition 2.5. An S-equivariant A,B-cycle (E , T ) consists of an S-Hilbert A,B-bimodule
E and an operator T ∈ L(E) such that (E , T ) is a non-equivariant cycle in the sense of
Kasparov ([5, 6]) and both [Uss∗, T ] and UsTUs∗ − Uss∗T are in {S ∈ L(E)| aS, Sa ∈ K(E)}
for all s ∈ S. KKS(A,B) is defined to be the class of S-equivariant A,B-cycles divided by
homotopy induced by S-equivariant A,B[0, 1]-cycles.
A cycle is called compatible if the underlying S-Hilbert A,B-bimodule is compatible.
K̂KS(A,B) is defined to be the set of compatible cycles divided by homotopy (induced
by compatible cycles), see also [1, Section 3]. The full crossed product A ⋊ S of an S-
Hilbert C∗-algebra A (see [7]) is the enveloping C∗-algebra of the involutive Banach al-
gebra ℓ1(S,A) := {a : S → A| as ∈ Ass∗ := ss
∗(A),
∑
s∈S ‖as‖ < ∞} under convolu-
tion (
∑
s∈S as ⋊ s)(
∑
t∈S bt ⋊ t) :=
∑
s,t∈S ass(bt) ⋊ st and involution (
∑
s∈S as ⋊ s)
∗ :=∑
s∈S s
∗(a∗s) ⋊ s
∗ (standard elements of A ⋊ S are denoted by a ⋊ s). Sieben’s crossed
product [10] is denoted by A⋊̂S.
3. The compatible internal tensor product
For the rest of the paper we assume that E is a finite set. The commutative C∗-algebra
C∗(E) freely generated by the set E of commuting projections (see [7]) may be identified with
the full crossed product C ⋊ E, and with C0(X), where X denotes the (finite) spectrum
of C∗(E). The canoncial generators of C∗(E) are denoted by ue ∈ C
∗(E) (e ∈ E). By
universality, C∗(E) induces a ∗-homomorphism C0(X) → Z(M(A)) : ue 7→ αe (center
of the multiplier algebra) for every S-Hilbert C∗-algebra (A, α). Similarly we have a ∗-
homomorphism C0(X)→ L(E) : ue 7→ Ue for every S-Hilbert module E .
Every minimal projection P in C∗(E) corresponds to an element x ∈ X such that P = 1{x}
in C0(X), and thus we loosely write P ∈ X for a minimal projection P . It may be written
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as
(1) P = ue1 . . . uen(1− uf1) . . . (1− ufm),
where E = {e1, . . . , en} ⊔ {f1, . . . , fm} is some partition of E into two parts (n ≥ 1, m ≥ 0).
We also have P = ue(1 − uef1) . . . (1 − uefm), where e = e1 . . . en. In this way we see that
every P can be written in so-called standard form P = ue
∏
f∈E,f<e(1 − uf) with e ∈ E,
and vice versa, every expression in standard form is an element of X . Define Ee := eE for
e ∈ E. For all s ∈ S there is an order preserving isomorphism γs : Es∗s → Ess∗ (with inverse
γs∗) defined by γs(e) = ses
∗.
For general considerations, we enlarge the set of letters ue (e ∈ E) by considering also
formal letters us for every s ∈ S. In practical terms we mean by u a formal S-action which
is not specified, and which has to be replaced by the concrete S-action when applied to
concrete Hilbert C∗-algebras and modules. Note that we have usP = Psus for s ∈ S, where
(2) Ps := usPus∗ = use1s∗ . . . usens∗(1− usf1s∗) . . . (1− usfms∗).
Let E and F be incompatible S-Hilbert bimodules with S-actions U and V , respectively.
Define the self-adjoint diagonal projection D :=
∑
P∈X P ⊗P on the internal tensor product
E ⊗B F . (Recall from [3] that Ue ⊗ 1 and 1⊗ Ve are well-defined self-adjoint projections on
E ⊗B F .)
Lemma 3.1. D commutes with us ⊗ us.
Proof. Write P = ue
∏
f<e(1 − uf) in standard form. Let s ∈ S. Since P is a minimal
projection, either usP = usus∗sP = 0 or P ≤ us∗s. In the latter case we have e ∈ Es∗s and
usP = Psus = uses∗
∏
f<e
(1− usfs∗)us = uγs(e)
∏
f<e
(1− uγs(f))us.
We see here that Ps is again in standard form as γs is an order isomorphism. Setting
Yg = {P ∈ X|P ≤ ug}, the map P 7→ Ps defines a bijection Ys∗s → Yss∗ (with inverse map
P 7→ Ps∗). Consequently,
(us ⊗ us)D =
∑
P∈Ys∗s
usP ⊗ usP =
∑
P∈Ys∗s
Psus ⊗ Psus = D(us ⊗ us).

From the arguments in the last proof we also get the following corollary.
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Lemma 3.2. (i) For every P ∈ X and s ∈ S one has P ≤ us∗s iff Ps 6= 0 iff Ps ∈ X.
(ii) If P is in standard form in (1) then Ps is also in standard form in (2).
(iii) Denoting Ye = {P ∈ X|P ≤ ue} for e ∈ E, the map P 7→ Ps defines a bijection
Ys∗s → Yss∗.
Definition 3.3. Let E an S-Hilbert A,B-bimodule and F an S-Hilbert B,C-bimodule. The
compatible internal tensor product E ⊗XB F is the sub-S-Hilbert A,C-bimodule D(E ⊗B F)
of E ⊗B F .
By Lemma 3.1, E ⊗XB F is invariant under the S-action. The tensor product E ⊗
X
B F
is now compatible, that is, D(ue(ξ) ⊗ η) = D(ξ ⊗ ue(η)) for every e ∈ E. If the module
multiplication between E and B is compatible then it is also compatible with respect to P ,
that is, P (ξ)b = ξP (b) = P (ξb) = P (ξ)P (b) (by induction with expression (1)).
4. A categorial equivalence
Given an S-Hilbert C∗-algebra A, we regard the crossed product A ⋊ E as a S-Hilbert
C∗-algebra under the S-action βs(a ⋊ e) = s(a) ⋊ ses
∗, see [7]. We let A act on A ⋊ E
by multiplication, which is an S-equivariant representation A → L(A ⋊ S) in the sense of
Definition 2.3. Throughout let us now fix two S-Hilbert C∗-algebras A and B. The category
of (incompatible) S-Hilbert A,B-bimodules is denoted by C, and the category of compatible
S-Hilbert A⋊E,B ⋊E-bimodules by D.
Lemma 4.1. We have a functor F : C→ D given by F(E) = E ⊗XB (B ⋊E) for objects E in
C, and F(µ) = (µ⊗ 1)D := (µ⊗ idB⋊E)|F(E) for morphisms µ in C.
Proof. We turn E ⊗B (B ⋊ E) into a left A ⋊ E-module via the compatible S-equivariant
representation
π : A⋊ E −→ L(E ⊗B (B ⋊E)) : π(a⋊ e) = (π(a)⊗ 1)Ue,
where U s = Us ⊗ βs denotes the diagonal action, see also [2, Lemma 6.5]. Clearly, D
commutes with π(a) ⊗ 1 and U e and so with π(a ⋊ e). Hence D(E ⊗B (B ⋊ E)) is an S-
Hilbert A⋊E,B⋊E-bimodule. It remains to check that it is compatible on the B⋊E-side.
Let x and y in B ⋊ E and e ∈ E. Then we have
D(ξ ⊗ x)ue(y) = D(ξ ⊗ xue(y)) = D(ξ ⊗ ue(xy)) = D(ue(ξ)⊗ ue(x)y)
= ((ue ⊗ ue)D(ξ ⊗ x))y
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by Lemma 3.1. For a morphism µ : E → E ′ between S-Hilbert bimodules, µ⊗ 1 commutes
with D on E ⊗B F , and so (µ⊗ 1)D is a map on the compatible tensor product. 
For simplicity, we will from now on assume that B has a unit 1B. If B has not a unit,
one replaces it by an approximate unit and takes the limit along the approximate unit in all
expressions there where 1B appears in the text. Given P as in (1), denote by ρP : B → B
the projection ue1 . . . uen acting on B.
Lemma 4.2. For every x ∈ B ⋊E and P ∈ X there exists a unique xP ∈ ρP (B) such that
xP (1B⋊1) = xPP (1B⋊1). The map σP : B⋊E → B, σP (x) = xP , is a ∗-homomorphism.
Proof. In every S-Hilbert C∗-algebra the multiplication is compatible and so in particular
one has P (a)b = aP (b). We choose for P a representation as in (1). Let x = b ⋊ g be an
elementary element in B⋊E. Then (b⋊g)P (1B⋊1) = P (b⋊g)(1B⋊1) = P (b⋊g). Either
g = fi for some i, in which case
P (b⋊ g) = P · (1− ufi)(b⋊ fi) = 0 = 0P (1B ⋊ 1),
or g = ei for some i, in which case we choose the standard form P = ue
∏
f<e(1− uf) for P
and get
P (b⋊ g) = P (b⋊ 1) = (b⋊ 1)P (1B ⋊ 1) = b(ue(1B)⋊ 1 + . . .)
= ue(b)ue(1B)⋊ 1 + . . . = ue(b)(ue(1B)⋊ 1 + . . .) = ρP (b)P (1B ⋊ 1)
by expansion of P (1B ⋊ 1). So in either case we have found some xP ∈ ρP (B) satisfying
the claimed identity. On the other hand, any such xP is unique because in the expansion
xPP (1P ⋊1) = xP ⋊e+ . . . the factor xp⋊e is linearly independent from the other factors in
the expansion, and so is unique. We have checked that σP (b⋊g) = 0 if g ≤ fi, and σP (b⋊g) =
ρP (b) if g = ei, and with that one easily verifies that σP is a ∗-homomorphism. 
We are going to describe how we may associate incompatible Hilbert bimodules to com-
patible Hilbert bimodules.
Lemma 4.3. There is a functor G : D → C defined by G(F) := E for objects F in D and
G(µ) := µ for morphisms µ in D, where E is defined to be identical to F as a graded vector
space with the same S-action as F , and the Hilbert A,B-bimodule structure on E is defined
by ξ · b := ξ(b⋊ 1), a · ξ := (a⋊ 1)ξ, and
〈Pξ, Pη〉EP (1B ⋊ 1) := 〈Pξ, Pη〉F(3)
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for all a ∈ A, b ∈ B, ξ, η ∈ F and P ∈ X, where 〈Pξ, Pη〉E in (3) has to be chosen to be the
unique xP ∈ B of Lemma 4.2 for x = 〈Pξ, Pη〉F ∈ B⋊E. Moreover, we have L(F) ⊆ L(E)
canonically.
Proof. Notice that 〈Pξ, Pη〉F = 〈Pξ, Pη〉FP (1B ⋊ 1) in (3) by compatibility of F . The
inner product on E is determined by (3) and 〈ξ, η〉E =
〈∑
P∈X Pξ,
∑
Q∈X Qη
〉
E
:=∑
P∈X〈Pξ, Pη〉E. (The last identity is necessary since ue, and consequently P , need to
act as self-adjoint projections on E .) We are going to check that the inner product on E
respects the B-module multiplication. We have
〈Pξ, P (η · b)〉EP (1B ⋊ 1) = 〈Pξ, P (η(b⋊ 1))〉F = 〈Pξ, Pη〉FP (b⋊ 1)
= (〈Pξ, Pη〉Eb)P (1B ⋊ 1).
By the uniqueness of xP in Lemma 4.2 we get 〈Pξ, P (η · b)〉E = 〈Pξ, Pη〉Eb. (Note that
ρP (a)b = ρP (ab).) Writing
(4) 〈ξ, η〉E =
∑
P∈X
〈Pξ, Pη〉E =
∑
P∈X
σP (〈Pξ, Pη〉F),
we easily see that we have here indeed a (positive definite) B-valued inner product on E
because σP is a ∗-homomorphism by Lemma 4.2.
We aim to show that L(F) ⊆ L(E), which proves the last claim of the lemma. Let
T ∈ L(F) and T ∗ its adjoint in L(F). Since the module multiplication F × B → F is
compatible, TP = PT for all P ∈ X . Hence, by (4) we get 〈Tξ, η〉E = 〈ξ, T
∗η〉E , proving
the claim. This also shows that A acts via adjoint-able operators on E , and we easily see
that A acts through a ∗-homomorphism on L(E). We now focus on the S-action. We have,
for ξ ∈ E ,
Us(ξ · b) = Us(ξ)s(b⋊ 1) = Us(ξ)(s(b)⋊ ss
∗) = Us(ξ)ss
∗(s(b)⋊ 1)
= Us(ξ)(s(b)⋊ 1) = Us(ξ) · s(b),
proving one identity of Definition 2.2. The operator UsUs∗ is self-adjoint on F and so also
on E . It is easy to check that A acts as an S-equivariant representation on E (Definition
2.3).
We are going to show that 〈Usξ, η〉E = s〈ξ, Us∗η〉E (Definition 2.2). Assume that P ∈ X ,
Ps∗ 6= 0, b ∈ B and b = ρPs∗ (b). By Lemma 3.2, P ≤ ss
∗ and so e ≤ ss∗ since e = e1 . . . en
in identity (1) and ei = ss
∗ for some i. Then, writing P = ue
∏
f<e(1−uf) in standard form
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and expanding it, we get
s(bPs∗(1B ⋊ 1)) = es(b)⋊ ss
∗ess∗ + . . . = s(b)P (1B ⋊ 1),(5)
ρP (s(b)) = ue(s(b)) = uss∗es(b) = s(ρPs∗ (b)) = s(b)(6)
by Lemma 3.2. Note that Pus = usPs∗ . Hence,
〈PUsξ, Pη〉EP (1B ⋊ 1) = 〈PUsξ, Pη〉F = s〈Ps∗ξ, Ps∗Us∗η〉F
= s
(
〈Ps∗ξ, Ps∗Us∗η〉EPs∗(1B ⋊ 1)
)
= s
(
〈Ps∗ξ, Ps∗Us∗η〉E
)
P (1B ⋊ 1),
where the last identity is by (5) for b := 〈Ps∗ξ, Ps∗Us∗η〉E ∈ ρPs∗ (B). By (6), the last
computation and the uniqueness of xP , we get 〈PUsξ, Pη〉E = s〈Ps∗ξ, Ps∗Us∗η〉E . If Ps∗ = 0
then the last identity is trivially also true. Hence it follows
〈Usξ, η〉E =
∑
P∈X
〈PUsξ, Pη〉E =
∑
P∈X
s〈Ps∗ξ, Ps∗Us∗η〉E = s〈ξ, Us∗η〉E ,
where the last identity is by Lemma 3.2.(iii). Hence, U is evidently an S-action on E .
One easily checks that G(µ) is a morphism if µ is a morphism (note that we have L(F) ⊆
L(E)). 
Proposition 4.4. The functors F and G define a categorial equivalence between C and D.
Proof. We need to show that the functor GF is naturally equivalent to idC by a natural
isomorphism κ, and the functor FG to idD by a natural isomorphism λ. Let F be an object
in D. Let us denote the map F → G(F) by W for greater clarity (for any F), although it
is regarded as an identical map on sets. We define κE : E → GF(E) and λF : F → FG(F)
by κE =W ◦ f and λF = f ◦W , where f denotes the linear isomorphism
(7) f : E −→ E ⊗XB (B ⋊ E) : f(ξ) = D(ξ ⊗ (1B ⋊ 1)).
It is indeed surjective, as
D(ξ ⊗ (b⋊ e)) = D(ξb⊗ ue(1B ⋊ 1)) = D(ue(ξb)⊗ (1B ⋊ 1))
for any given ξ ∈ E , e ∈ E and b ∈ Be. For s ∈ S we have
f(Usξ) = D
(
Usξ ⊗ (1B ⋊ 1)
)
= D
(
Uss∗Us(ξ)s(1B)⊗ (1B ⋊ 1)
)
= D
(
Usξ ⊗ ss
∗(s(1B)(1B ⋊ 1))
)
= D
(
Usξ ⊗ s(1B ⋊ 1)
)
= usf(ξ)
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by Lemma 3.1. Hence f , and so κE and λF respect the S-action. We have f(aξ) =
(a⋊ 1)f(a), and thus κE(aξ) = W (a⋊ 1f(a)) = a ·W (f(a)) = a · κE(a), and
λF((a⋊ e)η) = λF(ue(a⋊ 1)η) = λF((a⋊ 1)ue(η)) = (a⋊ 1)ue(λF(η)) = (a⋊ e)λF(η).
Hence κE and λF respect the left module structure. They automatically also respect the
right module structure as we are even going to show that they are unitary operators. We
have, for ξ, η ∈ F , and by omitting notating the map W ,
〈PλFξ, PλFη〉 = 〈Pfξ, Pfη〉 = 〈Pξ ⊗ P (1B ⋊ 1), P η ⊗ P (1B ⋊ 1)〉
= 〈Pξ, Pη〉P (1B ⋊ 1) = 〈Pξ, Pη〉F,
and so λF is evidently a unitary operator. Similarly we have, for ξ, η ∈ E ,
〈PκEξ, PκEη〉P (1B ⋊ 1) = 〈Pfξ, Pfη〉 = 〈Pξ, Pη〉EP (1B ⋊ 1),
which also shows that κE is a unitary operator by the uniqueness of the coefficient xP
(Lemma 4.2). For morphisms µ we have GF(µ) = (µ ⊗ 1)D and FG(µ) = (µ ⊗ 1)D. So we
get GF(µ) ◦ κE = κE ′ ◦ µ and FG(µ) ◦ λF = λF ′ ◦ µ, which completes the proof. 
5. The Green–Julg isomorphism
Lemma 5.1. There is a homomorphism δS : KKS(A,B) −→ K̂KS(A⋊E,B⋊E) defined
by δS(E , T ) =
(
E ⊗XB (B ⋊E),D(T ⊗ 1)D
)
on cycles.
Proof. There is a homomorphism ǫ : KKS(A,B) −→ KKS(A ⋊ E,B ⋊ E) defined by
ǫS(π, E , T ) = (π, E ⊗B (B ⋊ E), T ⊗ 1) on cycles by [2, Theorem 6.7.(a)] and the remark
after that theorem. The action π of A ⋊ E on E ⊗B (B ⋊ E) commutes with D (see the
proof of Lemma 4.1). The cycle δS(E , T ) is then just the cycle ǫS(π, E , T ) cut down by the
projection D, so is a cycle again. More precisely, for example, to check Definition 2.5, one
has (with Lemma 3.1 and Definition 2.3)
(a⋊ e)
(
(us ⊗ us)D(T ⊗ 1)D(us∗ ⊗ us∗)− (uss∗ ⊗ uss∗)D(T ⊗ 1)D
)
= D(ue ⊗ ue)(1⊗ uss∗)
(
a(usTus∗ − uss∗T )⊗ 1
)
D
= D(ue ⊗ ue)(1⊗ uss∗)(k ⊗ 1)D,
and this is a compact operator on D(E ⊗B (B ⋊E))D because k := a(usTus∗ − uss∗T ) is in
K(E) by Definition 2.5. We omit the straightforward proof that δS respects homotopy. 
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Lemma 5.2. There exists a homomorphism γS : K̂KS(A ⋊ E,B ⋊ E) −→ KKS(A,B)
defined by γS(F , T ) = (G(F), T ) on cycles.
Proof. By the last assertion of Lemma 4.3, the identical map ι : T 7→ T sends L(F) into
L(G(F)). We aim to show that ι maps compact operators to compact operators. Let
θξ,η ∈ L(F) denote the elementary compact operator ζ 7→ ξ〈η, ζ〉F . Set E = G(F). We have
ξ〈η, ν〉F =
∑
P∈X
P (ξ)〈Pη, ν〉F =
∑
P∈X
P (ξ)〈Pη, ν〉EP (1B ⋊ 1)
=
∑
P∈X
P (ξ)(〈Pη, ν〉E ⋊ 1) =
∑
P∈X
P (ξ) · 〈Pη, ν〉E ,
which is a compact operator in L(E), where · denotes the B-module multiplication in E . It
is not difficult to check that γS(F , T ) is a cycle.
It remains to check that γS respects homotopy. Let (F , T ) be a homotopy, so an A ⋊
E, (B⋊E)[0, 1]-Kasparov cycle, and denote (E , T ) := γS(F , T ). (Recall that E is an identical
copy of F as a set.) Write ϕt : (B⋊E)[0, 1]→ B⋊E and ψt : B[0, 1]→ B for the evaluation
maps at time t, and denote by Ft = F ⊗ϕt (B ⋊ E) and Et = E ⊗ψt B evaluation of F and
E at time t. We aim to show that E is a homotopy connecting (E0, T ⊗ 1) with (E1, T ⊗ 1),
where we denote (E t, T ⊗ 1) := γ
S(Ft, T ⊗ 1). To this end it is enough to show that
ω : Et → E t with ω(ξ ⊗ b) = ξ ⊗ (b ⋊ 1) is an isomorphism of S-Hilbert A,B-bimodules,
because (E0, T ⊗ 1) and (E1, T ⊗ 1) are homotopically connected by (E , T ). That ω respects
the A,B-bimodule structure is obvious. Note that F is a compatible bimodule and ϕ is a
compatible representation. Thus
(8) ξ ⊗ b⋊ e = ξ ⊗ ue(b⋊ 1) = ξue(1(B⋊E)[0,1])⊗ (b⋊ 1) = ue(ξ)⊗ (b⋊ 1)
in E t, which shows that ω is surjective. Similarly, we see that ω is S-equivariant as
ω(us(ξ)⊗ s(b)) = uss∗us(ξ)⊗ (s(b)⋊ 1) = us(ξ)⊗ s(b⋊ 1).
We have P (ξ ⊗ (b ⋊ 1)) = P (ξ) ⊗ P (b ⋊ 1) in Ft. Hence, the inner product of E t is
computed from the one of Ft by
(9)
〈
P (ξ ⊗ (b⋊ 1)), P (η ⊗ (c⋊ 1))
〉
Et
P (1B ⋊ 1) = P (b⋊ 1)
∗ϕt
(
〈Pξ, Pη〉F
)
P (c⋊ 1).
By the connection between the inner products of E and F , we have
ψt
(
〈Pξ, Pη〉E
)
P (1B ⋊ 1) = ϕt
(
〈Pξ, Pη〉EP (1B[0,1] ⋊ 1)
)
= ϕt〈Pξ, Pη〉F .
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Multiplying here from the left and right with P (b∗ ⋊ 1) and P (c⋊ 1), respectively, gives
(
b∗ψt(〈Pξ, Pη〉E)c
)
P (1B ⋊ 1) = P (b
∗ ⋊ 1)ϕt
(
〈Pξ, Pη〉F
)
P (c⋊ 1).(10)
By a similar computation as in (8) we get ue⊗ue = ue⊗1 on Et, and so also P ⊗P = P ⊗1
on Et. Consequently, the left hand side of (10) equals 〈P (ξ ⊗ b), P (η ⊗ c)〉EtP (1B ⋊ 1). A
compare of the identities (9) and (10) shows that
(11) 〈Pω(ξ ⊗ b), Pω(η ⊗ c)〉EtP (1B ⋊ 1) = 〈P (ξ ⊗ b), P (η ⊗ c)〉EtP (1B ⋊ 1).
By the uniqueness of the ρP (B)-factor (Lemma 4.2), we see that ω respects the inner
product. 
Theorem 5.3. δS and γS are isomorphisms which are inverses to each other.
Proof. By Lemmas 5.1 and 5.2 we have γSδS(E , T ) = (GF(E),D(T ⊗ 1)D). By the proof of
Proposition 4.4 there is an isomorphism κ : E → GF(E) of S-Hilbert A,B-bimodules, where
κ = W ◦ f . Since (E , T ) is a cycle, k := aTP − aPT is a compact operators on E for a ∈ A
and P ∈ X . Consequently,
aκ−1D(T ⊗ 1)Dκ(ξ) = κ−1
∑
P∈X
aPTP (ξ)⊗ P (1)
= κ−1
∑
P∈X
P (aT (ξ) + k(ξ))⊗ P (1) = aT (ξ) + k(ξ).
This shows that κ−1D(T ⊗ 1)Dκ is a compact perturbation of T , and hence γSδS = id.
Similarly, one checks δSγS = id. 
Theorem 5.4. Let S be a finite unital inverse semigroup. Then there exists a Green–Julg
isomorphism µS determined by the commutative diagram
KKS(C, A)
δS
//
µS
,,❨❨❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
❨
K̂KS(C0(X), A⋊ E)
̂µS
// K((A⋊ E)⋊̂S)
γ∗

K(A⋊ S).
Proof. Since S is finite, Paterson’s groupoid GS [8] associated to S is finite and Hausdorff,
and we may choose X = G(0) as an example for an universal space for proper actions by GS.
In this simple case, the Baum–Connes map for groupoids by Tu [11] becomes an isomorphism
µGS : KKGS(C0(X), A) −→ K(A⋊ GS).
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In [2] we have shown that K̂KS(A,B) and KKGS(A,B) are isomorphic, and use this,
together with an isomorphism B⋊̂S ∼= B⋊GS for S-algebras B by Quigg and Sieben [9], to
translate the last Baum–Connes isomorphism for groupoids to a Baum–Connes isomorphism
µ̂S as in the above diagram. The down arrow in the diagram is induced by an isomorphism
γ : (A⋊E)⋊̂S −→ A⋊ S by Khoshkam and Skandalis in [7, Theorem 6.2]. The map δS of
the diagram is the map of Lemma 5.1, which is an isomorphism by Theorem 5.3. 
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