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1 Abstract
Anwendungen setzen zunehmend auf Protokollierung ihrer Aktivita¨ten, sei es aus Gru¨nden der
Nachverfolgbarkeit, zu Abrechnungszwecken oder zur Fehleranalyse. Die entstehenden Doku-
mente sind gescha¨ftskritisch und mu¨ssen daher sicher gespeichert werden. Aufgrund seiner Fle-
xibilita¨t hat sich XML in vielen Anwendungsbereichen als bevorzugtes Protokollformat durch-
gesetzt. In diesem Artikel werden wir zeigen, woher der wachsende Bedarf an Protokollierung
stammt und welche Anforderungen an eine Infrastruktur zur Verarbeitung dieser Protokolle be-
stehen. Wir werden die Bedeutung von XML fu¨r diesen Kontext beschreiben und die Vorteile des
Formats erla¨utern. Ein exemplarisches Szenario wird eine einfache Infrastruktur aufzeigen, die
sich zur anschaulichen Erla¨uterung der prinzipiellen Anforderungen nutzen la¨sst. Abschließend
werden einige neue Anforderungen angesprochen, die bislang von Standardsoftware noch nicht
hinreichend unterstu¨tzt werden und bei denen noch Verbesserungsbedarf besteht.
2 Einleitung
Moderne IT-Infrastrukturen bewegen sich seit Jahren weg von einem zentralisierten Mainfra-
me hin zu einer verteilten Client-Server-Architektur. Zunehmend werden Aufgaben und Prozesse
auf mehrere Rechner verteilt. Serviceorientierte Architekturen ermo¨glichen rechneru¨bergreifende
Prozesse, aber auch Abteilungs-, Standort- oder sogar Unternehmensgrenzen werden u¨berschrit-
ten. Diese Trends fo¨rdern den Bedarf an Protokolldaten, um gescha¨ftskritische Ereignisse ver-
folgen zu ko¨nnen.
2.1 Motivation
Viele Unternehmen verfu¨gen u¨ber ein verteiltes Netz von Rechner, die Protokolldaten erzeugen.
Ein neues und in letzter Zeit ha¨ufiger beobachtetes Problem besteht fu¨r viele Unternehmen
darin, diese Protokolle zentral zu sammeln und auszuwerten (Application Logging). Außerdem
mu¨ssen die Daten u¨ber mehrere Monate sicher gespeichert und jederzeit verfu¨gbar sein. Da die
Unternehmen bisher nicht u¨ber die notwendige Infrastruktur verfu¨gen, um diese Aufgaben zu
erfu¨llen, musse eine Lo¨sung erarbeitet werden. Zuna¨chst soll jedoch erla¨utert werden, woher der
zunehmende Bedarf an Protokollen stammt.
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2.2 Application Logging
Anwendungsprotokolle werden aus vielerlei Gru¨nden erzeugt. Zum einen zur Nachvollziehbar-
keit von Vorga¨ngen sowie auf Grund von gesetzlicher Auflagen, zum anderen aus technischen
Gru¨nden um den Ablauf von Anwendungen verfolgen zu ko¨nnen.
2.3 Nachvollziehbarkeit
Die Abrechnung von Diensten erfolgt zunehmend nach On-Demand-Regeln und nach tatsa¨chlich-
er Nutzung. Eine pauschale Abrechnung von Komplettleistung weicht dabei der feingranularen
Bereitstellung und entsprechenden Abrechnung von kleinen Service-Einheiten. Ein Beispiel ist
der Trend weg vom Komplettkauf eines Server zum flexiblen Einkauf von Rechenzeiten und
Speicherplatz in Cloud-Computing-Szenarien. [1] Dadurch werden viele kleine Leistungseinhei-
ten beansprucht, die exakt und nachvollziehbar abgerechnet werden mu¨ssen. Gesetzliche Re-
gelungen wie der Sarbanes-Oxley-Act, die Unternehmen zu detaillierten Protokollierung aller
finanziellen Aktivita¨ten zwingen, und die zunehmende beleglose Buchung von Transaktionen
fo¨rdern ebenso den Bedarf an detaillierten Protokollen. [2] Allein die Finanzindustrie hat u¨ber
ein Dutzend Standards geschaffen, um den Informationsaustausch zu vereinheitlichen und die
vorgeschriebenen Daten zu erfassen. FIXML1 (Financial Information eXchange Markup Lan-
guage) oder FpML2 (Financial Products Markup Language) sind nur zwei Beispiele fu¨r neu
entstandene Protokollformate. Der Inhalt der Protokollen orientiert sich dabei am Prozess und
den zur Durchfu¨hrung der Aktivita¨t beno¨tigten Daten wie etwa Buchungsnummern, Betra¨gen
und workflow-spezifische Angaben. [3]
2.3.1 Technische Motive
Auf der anderen Seite erfordern verteilte Anwendungen eine Verfolgung ihrer Aktivita¨ten zur
Ablaufanalyse und Fehlerbehebung. Hier sind technische Daten, wie etwa Bearbeitungszeit, Ser-
verauslastung oder beanspruchter Speicherplatz, von hohem Interesse. Fu¨r diese Art der Proto-
kolldaten gibt es keine gesetzlich vorgegebenen Aufbewahrungsfristen. Sicherheitskritische Da-
ten wie etwa Zugriffsprotokolle oder Fehleranalysen ko¨nnen jedoch ebenfalls u¨ber einen la¨ngeren
Zeitraum von Interesse sein. Ein Standardformat fu¨r technische Protokolle hat sich noch nicht
durchgesetzt.
3 Eigenschaften der Protokolle
Als Formatsprache der Protokolldateien hat sich XML durchgesetzt, da es flexible Dateiforma-
te mit optionalen und wiederholenden Elementen erlaubt und zahlreiche Erweiterungen zur
Auswertung und Transformation der Daten bietet. Zu nennen sind hier XML Schema zur
Definition von XML-Datenstrukturen, die XQuery-Abfragesprache zur Auswertung von XML-
Dokumenten, sowie XSLT zur Umformung von XML-Dokumenten in andere Formate. Trotz
verbreiteter XML-Standards wie das erwa¨hnte FIXML, sind die entstehenden Protokolldateien
sehr heterogen. So umfasst die Version 4.4 von FIXML bereits 1310 verschiedene XML Typen
und 41 XSD Dateien.
Das Headerformat der Nachrichten ist dabei meist identisch, der Inhalt variiert.
Anwendungen generierten meist hybride Protokolldateien, die sowohl gescha¨ftskritische, als auch
technische Daten in einer Protokolldatei vereinen.
Spitzenlasten von bis zu 500 Nachrichten pro Sekunde sind ebenso mo¨glich wie ein Gesamtauf-
kommen von bis zu 20 Millionen Nachrichten pro Gescha¨ftstag.
Bei einer durchschnittlichen Gro¨ße von 4 - 20 kByte pro Nachricht ko¨nnen also monatlich ca. 7
1http://www.fixprotocol.org/
2http://www.fpml.org/
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Terabyte an Protokolldateien anfallen. [4]
Die Lebensdauer der Protokolle ist je nach Typ sehr unterschiedlich. Teils ist eine Mindestvor-
haltedauer gesetzlich geregelt, teils bestimmt die Verwendung der Protokolle deren Lebensdauer.
So sind technische Protokolldateien im Normalfall eher kurzlebig im Bereich von Stunden bis
einigen Tagen, gescha¨ftliche Protokolldaten erfordern teilweise eine Lebensdauer von Jahren
oder sogar Jahrzehnten. In Deutschland sind beispielsweise alle Rechnungen, gestellt oder er-
halten, zehn Jahre lang aufzubewahren. Daru¨ber hinaus mu¨ssen diese den Finanzbeho¨rden auf
Verlangen unverzu¨glich zur Verfu¨gung gestellt werden. [5]
3.1 Log Shipping
Da die Nachrichten zum Großteil von Anwendungen generiert werden, die auf speziell ange-
passter Hardware ausgefu¨hrt werden, wie etwa Geldautomaten oder integrierte Schaltungen,
ko¨nnen diese weder ausreichend Speicherplatz noch Verarbeitungskapazita¨ten bereitstellen, um
die Nachrichten direkt am Ort ihrer Entstehung verarbeiten zu ko¨nnen. Die Nachrichten mu¨ssen
daher u¨ber ein Netzwerk an einen (zentralisierten) Speicherort weitergeleitet werden, bevor die
Auswertung und Archivierung der Daten erfolgen kann. Da sich die Netzwerklandschaft der
Kunden u¨ber ein Netz aus Filialen, Tochterfirmen und ausgelagerten Betriebssta¨tten erstreckt,
besteht der Wunsch, alle anfallenden Protokolldaten vorab zu filtern und die gescha¨ftskritischen
Anteile in die Hauptverwaltung zur Auswertung und Sicherung zu leiten. Der Verlust von Nach-
richten muss dabei ausgeschlossen werden.
4 Infrastruktur
Eine Infrastruktur, die Funktionen fu¨r das Sammeln der Protokolle bereitstellt und in einen
Backend-Speicher leitet, wird beno¨tigt. Die Anforderungen an diese und der Entwurf einer In-
frastruktur basierend auf IBM Technologien wird im Folgenden vorgestellt.
4.1 Anforderungen an die Infrastruktur
Basierend auf den Eigenschaften der Protkolle und den Bedu¨rfnissen der Unternehmen, ergeben
sich fu¨r die Infrastruktur zur Anwendungsprotokollierung folgende Anforderungen: Die Infra-
struktur muss eine Schnittstelle fu¨r die Annahme von Protokolldateien bieten, sodass An-
wendungen Daten u¨bergeben ko¨nnen. Alle Arbeitsschritte sollen wenn mo¨glich Unterstu¨tzung
fu¨r verteilte Transaktionen bieten um einen Verlust von Nachrichten ausschließen zu ko¨nnen.
Ein Caching von Nachrichten auf Clientseite ist hilfreich um Netzwerke zu entlasten und Cli-
ents von der Infrastruktur zu entkoppeln. Ebenso kann Routing helfen, die Protokolle zu ver-
schiedenen Back-End-Speichern zu leiten. Die Infrastruktur kann durch Transformation die
Nachrichten in ein einheitliches Format bringen, bevor diese gespeichert werden. Insbesonde-
re ko¨nnen dadurch beliebige Protokollformate in XML u¨berfu¨hrt werden um eine einheitliche
Verarbeitung zu ermo¨glichen. Gleichzeitig muss die Infrastruktur eine hohe Durchsatzrate
erreichen, um alle anfallenden Protokolle verarbeiten zu ko¨nnen. Eine effiziente Auswertung
und persistente Speicherung der Protokolle muss trotz der großen Datenmenge gewa¨hrleistet
werden, die Speicherung auf Bandlaufwerken oder in Dateiordnern scheidet daher fu¨r aktuelle
Protokolldateien aus. Weiterhin soll die Infrastruktur eine gute Verteilbarkeit aufweisen und
mit wachsender Anzahl der Clients Skalierbarkeit bringen. Da die Protokolldaten im XML-
Format vorliegen, soll die Infrastruktur eine gute Unterstu¨tzung dieses Formats bieten. Daher
sind XQuery-Unterstu¨tzung, XSLT und die Unterstu¨tzung von XML-Schemata wu¨nschenswert.
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4.2 Entwurf einer Infrastruktur
Die vorgestellten Anforderungen an die Infrastruktur sind bisher von keiner eigensta¨ndigen Soft-
warelo¨sung zu erbringen. Durch eine Kombination mehrerer bekannter Technologien la¨sst sich
ein grundlegendes Szenario fu¨r das Application Logging jedoch einfach entwerfen. Abbildung 1
zeigt den Systementwurf, der im Folgenden vorgestellt wird.
Abbildung 1: Szenario
Als Cache und zur Entkopplung der Anwendungen vom Protokollversand wird IBMs so-
lidDB Datenbank eingesetzt. Diese In-Memory-Datenbanken dienen als Zwischenspeicher zur
Vermeidung von Lastspitzen. WebSphere Message Queue dient als persistente Warteschlange,
die Nachrichten speichert und u¨ber große Distanzen leiten kann. WebSphere Message Broker
(WMB) wird eingesetzt, um die Protokolle zu unterschiedlichen Zielen routen, den Inhalt ana-
lysieren und Nachrichten in andere Formate u¨berfu¨hren. WMB unterstu¨tzt XML-Daten und
bietet dneben dem Import von XML-Schemata, XSLT-Umformungen und XQuery außerdem
eine native Unterstu¨tzung fu¨r XML-Daten. WebSphere Message Broker wird auch eingesetzt,
um die Nachrichten in die Back-End-Datenbank zu schreiben. Da der Message Broker verteilte
Transaktionen (XA) unterstu¨tzt, ist ein Verlust von Nachrichten ausgeschlossen. Als persisten-
ter Back-End-Datenspeicher wird IBMs DB2 for Linux, Unix and Windows eingesetzt. Dieses
Datenbanksystem ist einerseits durch die pureXML-Technologie in der Lage, XML-Nachrichten
nativ zu speichern und andererseits die aufkommende Datenlast durch Partitionierung der Da-
tenbank aufzuteilen. Die Partitionierung von XML-Daten ist in der neuesten Version der DB2
hinzugekommen und erlaubt es nun, auch Tabellen, die XML-Spalten enthalten, zu partitionie-
ren. Da die DB2 auch das Erstellen von XML-Indices erlaubt, ist eine effiziente Analyse der
Datenmengen mo¨glich.
5 Fazit
Es wurden die Anforderungen an eine Application Logging Infrastruktur vorgestellt und es
konnte gezeigt werden, dass der Aufbau einer Infrastruktur mo¨glich ist. Die vorgestellte Infra-
struktur erfu¨llt die prinzipiellen Anforderungen an die Anwendungsprotokollierung, allerdings
bleiben noch viele Mo¨glichkeiten fu¨r Verbesserungen. Eine detaillierte Ausarbeitung und An-
passung auf kundenspezifische Gegebenheiten steht bei diesem generischen Ansatz noch aus,
ebenso die Auswertung der XML-Daten im Backend. Auch wurden Sicherheitsaspekte in diesem
Entwurf nicht betrachtet.
6 Ausblick
Die professionelle Anwendungsprotokollierung ist ein bisher kaum beachtetes Arbeitsfeld. Zwar
bieten einzelne Produkte (SAP, DB2, Microsoft Windows, etc.) Tools zur Auswertung anwen-
dungseigener Protokolle, eine allgemeine Lo¨sung fu¨r die Auswertung von beliebigen Protokol-
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len ist allerdings noch nicht verfu¨gbar. Auch beim Log Shipping setzen Hersteller auf eigene
Lo¨sungen. Eine integrierte Infrastruktur, die definierte Schnittstellen fu¨r Clientanwendungen
bietet ist derzeit ebenfalls noch nicht absehbar. Wu¨nschenswert wa¨re eine Standardisierung der
Middleware fu¨r die Anwendungsprotokollierung, wie schon in einigen Arbeiten angedacht. [6]
Einheitliche Benchmarks wie TPoX, ein Benchmark fu¨r XML-Datenbanken, die speziell auf
die Probleme und Anforderungen der Protokollierung verteilter Anwendungen abzielen, sind
ebenso wie ein einheitliches, doma¨nenu¨bergreifendes Protokolldateiformat, das gescha¨ftlichen
und technische Informationsbedu¨rfnisse vereinen kann, noch zu entwickeln. [7] Die Speicherung
großer relationaler Datenmengen ist zwar von DBM-Systemen unterstu¨tzt und praxiserprobt,
zur Speicherung großer Mengen von XML-Daten gibt es jedoch weit weniger Erfahrung. Speziell
XML-Warehousing und die Echtzeitanalyse von XML-Daten sind weit weniger ausgereift als ihre
relationalen Entsprechungen. [8]
7 Zusammenfassung
Es wurde gezeigt, woher der wachsende Bedarf an Anwendungsprotokollen stammt, welche An-
forderungen an die Anwendungsprotokollierung bestehen und wie eine unterstu¨tzende Infra-
struktur basierend auf Standardsoftware aufgebaut werden kann. Die Bedeutung von XML in
diesem Kontext wurde erla¨utert und gezeigt, wie die Infrastruktur die Vorteile von XML nutzen
kann.
Deutlich wurde, dass das Application Logging noch Potential bietet, insbesondere die Verein-
heitlichung der Infrastruktur, sowie verbesserte Auswertungsmo¨glichkeiten sind wu¨nschenswert.
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