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Microwave techniques have been widely used to characterize properties of con-
ventional superconducting systems. Examples include characterizing the magnetic
penetration depth of bulk crystals and thin films, residual resistance of superconduct-
ing radio-frequency cavity systems for use in particle accelerators, and resonance prop-
erties of superconducting microwave electronic circuit components such as coplanar
waveguides and Josephson junction devices.
In recent decades, new types of superconducting systems have appeared and
massive characterization efforts have been made through low frequency techniques
such as transport resistivity measurement, quantum oscillations in electrical resistance
and magnetic susceptibility, scanning tunneling microscopy, optical frequency tech-
niques, X-ray, angle-resolved photoemission spectroscopy, and Raman spectroscopy.
On the other hand, microwave characterization of these new systems has been less fre-
quent. As the diversity of an ecosystem helps the system to be more robust, the diver-
sity of scientific measurements provides a more thorough understanding of a physical
system because of the complimentary advantages of each measurement. The advan-
tages of the microwave technique are first, it is non-destructive since the measurement
does not require galvanic contact between the probe and the sample. Second, it has a
good signal-to-noise ratio because it employs sensitive high frequency instruments and
techniques. Third, the microwaves only marginally perturb the system under investi-
gation since the photon energy of the probing signal is typically much lower than the
maximum superconducting energy gap, which is not the case for optical techniques.
In this thesis, unconventional superconducting systems, such as superconduc-
tors with non-s-wave pairing symmetry and superconductors with non-trivial topol-
ogy, are investigated by means of microwave techniques. The thesis consists of two
parts. In Part 1, I will discuss a newly developed microwave superconducting gap spec-
troscopy system. Using a combination of resonant microwave transmission technique
and laser scanning microscopy, I demonstrated that the new technique can directly
image the pairing symmetry of superconductors with unconventional pairing symme-
tries. During the demonstration with an example d-wave superconductor, a signature
of Andreev bound states was also found. A phenomenological model to explain the
observed properties of the Andreev bound states is also discussed. Lastly, an effort to
broaden the adaptability of the new technique to samples of more general morphology
is discussed.
In Part 2, I describe a microwave surface impedance technique and its applica-
tion to the characterization of topological superconducting systems. A thickness de-
pendent surface reactance study of an artificial topological superconductor SmB6/YB6
(topological insulator / superconductor bilayer) was used to determine the character-
istic lengths of the system (normal coherence length, penetration depth, and thick-
ness of the topological surface state), and revealed robust bulk insulating properties
of SmB6 thin films. A surface resistance and reactance study on the candidate intrinsic
topological superconductor UTe2 revealed the existence of residual normal fluid and a
chiral spin-triplet pairing state, which together point out the possible existence of an
itinerant Majorana normal fluid on the surface of chiral superconductors.




Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment




Professor Steven M. Anlage, Chair/Advisor
Professor Frederick C. Wellstood
Professor Ichiro Takeuchi






When I started my Ph. D. program, I had an experiment-phobia. Back in my
undergrad experimental courses, occasionally some measurement devices went out
of order when I operated them. Despite this, Dr. Anlage accepted me as his student
even though I had no background in experimental physics. He has guided me on how
to study physics experimentally, and patiently waited for me to develop skills. I still
remember the time I broke a vacuum pump in my first month in the lab. He encour-
aged me, saying "Mistakes happen in experiments, but it is fine as long as you learn a
lesson from it and make progress". He has always been respectful to his students and
their opinions and treated us as his colleagues. He always tried his best to help us to
solve the research problem together by sacrificing his time. If it had not been for his
unconditional support and guidance, I would not pass through the many hurdles in
getting a Ph. D.. It was my honor and pleasure to work with him.
I would also like to appreciate other committee members: Dr. Takeuchi, Dr.
Paglione, Dr. Butch, and Dr. Wellstood. As I worked together with them in various
projects, Their guidance not only broadened my sight on condensed matter physics,
but also helped to improve my research skills. I truly learned a lot especially on how
to put my research in a greater context, how to display figures to efficiently deliver my
claim, and how to check rigor of a claim in a step-by-step manner. Even though he is
not in the committee, I would like to also thank Dr. Ciovati for his help on annealing
our niobium top plate of the disk dielectric resonator. His help enabled us to obtain a
very high quality factor resonator.
2
I would also like to thank post-docs and research scientists: Seunghun, Hyun-
soo, Yun-Sok, and Alexander for their invaluable help. When I first met Seunghun, I
was in a sort of slump and depression. Seunghun provided me not only top-quality
samples but also shared his precious know-how on research while sacrificing his time.
His insight and passion motivated me, and discussion with him helped me to re-realize
the fact that "Physics is Phun!". Finally, I could get out of my a year-long depression.
Hyunsoo was a master of ultra-low temperature experiment. He helped and taught
me to avoid numerous pitfalls in realizing a sub 100 mK measurement system. Yun-
sok was the person I could trust the most when it comes to the topological systems.
He always tried to express the abstract concept of topology in an experimentalist lan-
guage, which helped me to understand the concept more intuitively. Alexander is a
hard-core optics expert. He provided me tons of useful advice when I and Yuewen
built a Laser scanning microscope system for the dilution fridge.
I would like to thank my labmates: Yuewen, Bakhrom, Shukai, Jingnan, Lei,
Tamin, Bo, and Min. We helped each other out in solving research obstacles and
supported each other emotionally. I cannot forget the conversations we had when we
assembled the heavy vacuum cans of the dilution fridge. I would also like to thank
my friends who I met at UMD for supporting each other during hard times.
Finally, I would like to thank my family for their unconditional love and support.
I feel sorry for them as I stay abroad for my study and not taking care of them enough.
However, they have always supported my dream and loved me unconditionally. The
word "Thank you" cannot express my gratitude enough.
3
Table of Contents
Table of Contents 4
List of Tables 7
List of Figures 8
List of Abbreviations 12
Chapter 1 Introduction 1
1.1 Superconductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Unconventional superconductivity . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Superconductivity with various pairing states . . . . . . . . . . . 2
1.3 Topological superconductivity . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1 Gapped topological systems . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 Intrinsic topological superconductor . . . . . . . . . . . . . . . . . 7
1.3.3 Artificial topological superconductor . . . . . . . . . . . . . . . . . 8
1.4 Microwave study of superconducting systems: past, present, and outlook 9
Chapter 2 Laser Scanning Microscopy Photoresponse Measurement 12
2.1 Working principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Measurement setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Microwave devices setup, signal flow, and acquisition of PR . . 17
2.2.2 Cryogenics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 4f laser scanning system . . . . . . . . . . . . . . . . . . . . . . . . 20
Chapter 3 Gap Nodal Spectroscopy through Anisotropic Nonlinear Meiss-
ner Effect - Bulk response 23
3.1 Gap spectroscopy: survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Anisotropic nonlinear Meissner effect . . . . . . . . . . . . . . . . . . . . . 26
3.3 First demonstration of LSM-PR as a Gap spectroscope: spiral resonator 31
Chapter 4 Gap Nodal Spectroscopy through Anisotropic Nonlinear Meiss-
ner Effect - Surface response 34
4.1 Rotation of the PR pattern - new PR origin . . . . . . . . . . . . . . . . . . 34
4.2 Paramagnetic Meissner effect from surface Andreev Bound states . . . 37
4.2.1 Formation of surface Andreev bound states . . . . . . . . . . . . . 37
4.2.2 Energy level splitting of ABS due to the Doppler shift . . . . . . 40
4.2.3 Consequence of the energy level splitting: paramagnetic Meiss-
ner effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4
4.3 Theoretical model for Andreev bound State PR . . . . . . . . . . . . . . . 43
4.3.1 Calculation of the surface and bulk current density . . . . . . . . 45
4.3.2 PR estimation model . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.3 Comparison of the model calculation and experimental data . . 55
Chapter 5 Gap Nodal Spectroscopy through Anisotropic Nonlinear Meiss-
ner Effect - Improvement 59
5.1 An issue with the spiral resonator . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Second generation resonator: Dielectric resonator . . . . . . . . . . . . . 60
5.2.1 Resonator design and simulation . . . . . . . . . . . . . . . . . . . 60
5.2.2 Estimation of systematic uncertainty in anisotropy of PR due to
the effect of the resonator geometry . . . . . . . . . . . . . . . . . 65
5.3 Experimental results with dielectric resonator . . . . . . . . . . . . . . . . 67
5.3.1 LSM-PR from a conventional s-wave superconductor . . . . . . . 67
5.3.2 LSM-PR from a dx2−y2-wave superconductor . . . . . . . . . . . . 71
5.3.3 Future direction: LSM-PR with DR on single crystal samples . . 74
Chapter 6 Microwave Impedance Spectroscopy 79
6.1 Microwave complex conductivity . . . . . . . . . . . . . . . . . . . . . . . 79
6.1.1 Drude model of conductivity . . . . . . . . . . . . . . . . . . . . . . 80
6.1.2 Two fluid model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.1.3 Connection between complex conductivity and surface impedance 85
6.2 Microwave surface impedance measurement . . . . . . . . . . . . . . . . 87
6.2.1 Transmission measurement setup and procedure . . . . . . . . . 87
6.2.2 Determination of resonance properties f0 and Q . . . . . . . . . . 91
6.2.3 Converting resonance properties ( f0 and Q) into surface impedance
(Zs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2.4 Nonlocal limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.3 Types of resonators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.1 Disk Dielectric resonator . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3.2 Hollow rutile cylindrical dielectric resonator . . . . . . . . . . . . 101
6.3.3 Upgrade on the hollow cylindrical dielectric resonator . . . . . . 106
Chapter 7 Microwave Meissner Screening study of an Artificial Topological
Superconductor - SmB6/YB6 113
7.1 Motivation for a microwave study of TI/SC systems . . . . . . . . . . . . 114
7.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.2.1 Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
7.2.2 Effective penetration depth measurement . . . . . . . . . . . . . . 118
7.3 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.3.1 Meissner screening model of the bilayer system . . . . . . . . . . 121
7.3.2 Spatial and temperature dependence of the Meissner screening 124
7.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.4.1 YB6 Single layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.4.2 SmB6/YB6 bilayer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5
7.4.3 Validity of the extracted characteristic lengths of the SmB6/YB6
bilayers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.5 Implication of the results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.5.1 Robust bulk insulation and thickness of the surface states . . . . 130
7.5.2 Design parameters for a vortex Majorana device . . . . . . . . . 133
7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Chapter 8 Microwave Conductivtiy study of an Intrinsic Topological Super-
conductor - UTe2 136
8.1 Possibility of topological superconductivity in UTe2 . . . . . . . . . . . . 137
8.1.1 Types of intrinsic topological superconductors . . . . . . . . . . . 137
8.1.2 Possibility of Weyl superconductivity in UTe2 . . . . . . . . . . . . 138
8.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.2.1 UTe2 sample growth and preparation . . . . . . . . . . . . . . . . 141
8.2.2 Microwave impedance measurement in the disk DR . . . . . . . 142
8.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
8.3.1 Microwave surface impedance and complex conductivity . . . . 144
8.3.2 Real part of σ̃ analysis . . . . . . . . . . . . . . . . . . . . . . . . . 146
8.3.3 Imaginary part σ̃ analysis . . . . . . . . . . . . . . . . . . . . . . . 147
8.4 Discussion of the origin of residual normal fluid . . . . . . . . . . . . . . 153
8.4.1 Extrinsic origins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8.4.2 Intrinsic origins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
8.5 Issues and future plans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8.5.1 Quantitative estimation of the scattering life time . . . . . . . . . 155
8.5.2 Microwave impedance measurement in the first generation hol-
low DR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
Chapter 9 Conclusion 159
Chapter A Further details on the electromagnetic screening model 161
A.1 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161





Table 3.1 Summary of some advantages and disadvantages of several rep-
resentative superconducting gap spectroscopy techniques (not an
exhuastive list). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Table 7.1 Summary of the extracted characteristic lengths from the electro-
dynamic screening model for TI/SC bilayers for different SmB6
layer thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
Table 7.2 Characteristic lengths (ξN and tTSS) of the SmB6/YB6 bilayers and
derived property (Fermi velocity vF) for SmB6 obtained from the
microwave Meissner screening study compared to those from pre-
vious studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
Table 8.1 Low temperature theoretical asymptotes of the normalized super-
fluid density ρs(T ) for the various spin-triplet pairing states . . . 151
7
List of Figures
Fig. 1.1 Schematic illustration of the gapless metallic boundary state of a
topological insulator (TI). . . . . . . . . . . . . . . . . . . . . . . . . 6
Fig. 2.1 Principle of photoresponse generation . . . . . . . . . . . . . . . . 15
Fig. 2.2 An example microwave transmission of a YBa2Cu3O7−δ (YBCO)
coplaner waveguide (CPW) resonator . . . . . . . . . . . . . . . . . 16
Fig. 2.3 Block diagram and procedure of LSM-PR measurement . . . . . . 18
Fig. 2.4 Schematic view of optical path of the laser beam in the 4f scan-
ning system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Fig. 3.1 The relation between pairing symmetry of the Cooper pair wave-
function and gap structure in momentum space for the s-wave,
px -wave, and dx2−y2-wave superconductor. . . . . . . . . . . . . . . 24
Fig. 3.2 Temperature dependence of the nonlinear Meissner coefficient
bΘ(T ) when the direction of the current is parallel to the gap
nodal direction and anti-nodal direction for the case of dx2−y2-
wave superconductor, py -wave superconductor, isotropic s-wave
superconductor, and anisotropic s-wave superconductor. . . . . . 29
Fig. 3.3 Schemetic view of a circulating current induced by a perpendic-
ular magnetic field B. . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
Fig. 3.4 Schematic view of a spiral resonator, transmission measurement
setup for the spiral resonator, and an example frequency profile
of the transmission through a niobium spiral resonator. . . . . . . 32
Fig. 3.5 PR images from a YBCO spiral on LAO substrate at 81.9 K and
4.4 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Fig. 4.1 PR image from the YBCO/LAO spiral at 4.4 K and 3.9 K. . . . . . 36
Fig. 4.2 Schematic illustration of the Andreev reflection (AR) at the inter-
face between normal and superconducting region, illustration of
(110) physical boundary of a dx2−y2-wave superconductor and an
order parameter suppressed normal region (N), and an expected
density of states for a dx2−y2 superconductor with (110) boundaries. 38
Fig. 4.3 Illustration of the energy level slitting between quasiparticles mov-
ing in the same direction and the opposite direction to the screen-
ing superfluid motion under the external magnetic field. . . . . . 41
8
Fig. 4.4 Surface density of states split into counter-moving states and co-
moving states due to the Doppler shift in the presence of a su-
percurrent flow, and temperature dependence of the penetration
depth of YBCO thin films with different angles between the bound-
ary direction and a-axis of the lattice. . . . . . . . . . . . . . . . . . 43
Fig. 4.5 Crystal structure of YBCO and top view of the twin boundary of
YBCO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
Fig. 4.6 Diagram showing the geometry setup of the sample system. . . . 47
Fig. 4.7 Anisotropy ratio in the bulk Meissner current density . . . . . . . 48
Fig. 4.8 Temperature dependence of the current densities at the surface
and the bulk when vs ‖ gap node (χ = π/4) and superfluid mo-
mentum q = pF vs/∆0 = 0.1. . . . . . . . . . . . . . . . . . . . . . . . 50
Fig. 4.9 The calculated temperature dependence of the Antinodal and
nodal PR (magnitude) from the model calculation . . . . . . . . . 54
Fig. 4.10 Input microwave power (PRF) and angular (χ) dependence of
total (surface+bulk) PR. . . . . . . . . . . . . . . . . . . . . . . . . . 56
Fig. 5.1 Optical microscope image of a spiral sample made from a Ba1−xKxFe2As2
thin films, the PR image taken from the Ba1−xKxFe2As2 spiral, op-
tical microscope image from the PCCO spiral, and PR image from
the PCCO spiral. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Fig. 5.2 Schematic cross-section diagram of the dielectric resonator setup
with a sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Fig. 5.3 Numerical simulation (HFSS) setup geometry of the DR, microwave
magnetic field density plot inside the dielectric disk, and surface
current density plot on the sample. . . . . . . . . . . . . . . . . . . 64
Fig. 5.4 HFSS simulated setup asymmetries to test the robustness of the
uniformity of the angular dependence of the current density. . . 67
Fig. 5.5 A PR image taken with a sapphire dielectric disk placed on a Nb
thin film sample and corresponding reflectivity image. . . . . . . 68
Fig. 5.6 PR image from a 40 nm thick unpatterned YBCO thin film. . . . . 72
Fig. 5.7 Photo and PR image of rutile disk (3 mm diameter) and the CeCoIn5
crystal. Photo and PR image of KFe2As2 crystal. . . . . . . . . . . . 76
Fig. 5.8 The proposed waveguide setup for examining pairing symmetry
of single crystal samples with LSM-PR. . . . . . . . . . . . . . . . . 78
Fig. 6.1 Schematic view of the signal path of the microwave transmission
measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Fig. 6.2 Typical S21 measurement near a resonance peak and temperature
dependence of the resonant frequency f0(T ). . . . . . . . . . . . . 90
Fig. 6.3 Example plot of |S21( f )| data in linear scale (black) near the peak
and corresponding fit curves (yellow) . . . . . . . . . . . . . . . . . 92
Fig. 6.4 Calculated surface current density on the bottom surface of the
rutile disk DR (top surface of the sample) normalized by its max-
imum value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
9
Fig. 6.5 Cross section view of the first generation hollow DR design . . . 104
Fig. 6.6 Resonant frequency f0(T ) study of the first generation hollow DR
without a sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Fig. 6.7 HFSS simulation design of the second generation of the hollow DR107
Fig. 6.8 Integrated surface magnetic field over the surface of each com-
ponent of the resonator in terms of the height and radius of the
cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Fig. 6.9 The second generation, large-cavity hollow DR design with hot
finger technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
Fig. 7.1 Comparison table of DC, microwave, and THz techniques as char-
acterization tools for the TI/SC system . . . . . . . . . . . . . . . . 116
Fig. 7.2 A schematic of the bilayer consisting of an SmB6 film and a YB6
film. Temperature dependence of the effective penetration depth
of the SmB6/YB6 bilayers for various SmB6 layer thickness, and
that of Cu/Nb (conventional metal / superconductor) bilayers for
various Cu layer thickness. . . . . . . . . . . . . . . . . . . . . . . . . 119
Fig. 7.3 Schematic spatial profile of the order parameter and the local
penetration depth through the normal layer (N) / superconductor
(S) bilayer sample for the case of the absence/presence of an
insulating bulk. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Fig. 7.4 ∆λe f f (T ) vs. T/Tc data and fits for SmB6/YB6 bilayers at low
temperature, T/Tc < 0.3 . . . . . . . . . . . . . . . . . . . . . . . . . 128
Fig. 7.5 Schematic view of the proposed position dependence of the sur-
face states wavefunction and induced order parameter in the SmB6/YB6
bilayer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Fig. 7.6 Illustrations of the surface state wavefunctions in a TI/SC bilayer
and band structure near the Dirac point for each limit is plotted
from the ARPES measurement on Bi2Se3/NbSe2, a representative
TI/SC bilayer for various limits of the TI layer thickness . . . . . 134
Fig. 8.1 Bulk and surface Brillouin zone of a Weyl superconductor . . . . 138
Fig. 8.2 Polar Kerr rotation and Specific heat measurement on UTe2 . . . 140
Fig. 8.3 Photo and input microwave power Pin dependence of the reso-
nant frequency f0(T ) of a UTe2 crystal measured in a disk DR . . 143
Fig. 8.4 The measured temperature dependence of the surface impedance
Zs of a UTe2 sample, and comparison to that of topologically triv-
ial superconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Fig. 8.5 Complex conductivity of a UTe2 sample and comparison to that
of topologically trivial superconductors . . . . . . . . . . . . . . . . 147
Fig. 8.6 Effective penetration depth of UTe2 sample . . . . . . . . . . . . . 148
Fig. 8.7 Low temperature behavior of the normalized superfluid density
ρs(T ) in UTe2 with best fits for various triplet pairing states . . . 152
Fig. 8.8 Examination of possible extrinsic origins of residual normal fluid 154
10
Fig. 8.9 Measured surface impedance from UTe2 sample in the first gen-
eration hollow DR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
11
List of Abbreviations
ABS Andreev bound state
AR Andreev reflection
AC Alternating current
aNLME Anisotropic nonlinear Meissner effect
ARPES Angle-resolved photoemission spectroscopy




CDW Charge density wave
CPW Coplaner waveguide
CP Cold plate
dBm Power ratio in decibels (dB) of the measured power
DC Direct current
DOS Density of states
DR Dielectric resonator
GHz Gigahertz, 109 Hz
HFSS High frequency structure simulator
ITL Infinity corrected tube lens
LAO LaAlO3
LSM Laser scanning microscope
LSM-PR Laser scanning microscope photoresponse
MZM Majorana zero mode
MXC Mixing chamber plate
NLME Nonlinear Meissner effect
NMR Nuclear magnetic resonance
PEC perfect electric conductor
PME Paramagnetic Meissner effect
PR Photoresponse
SC Superconductor
SEM Scanning electron microscopy
SQUID Superconducting quantum interference device
STM Scanning tunneling microscopy




TSS Topological surface state
VNA Vector network analyzer
YBCO YBa2Cu3O7−x





Superconductivity is a phenomenon in which the electrical resistivity of a mate-
rial goes to zero upon cooling down below a critical temperature Tc. A superconductor
(SC) can be distinguished from a perfect electrical conductor through the Meissner ef-
fect, which is the spontaneous exclusion of a static magnetic field. The superconduct-
ing transition is a second order phase transition, and an energy gap develops in the
electron excitation spectrum below Tc. Superconductivity was first found in mercury
(Hg) in 1911, and was soon followed by the discovery of many other superconductors.
At that moment, most of the superconductors that were found were metallic elements
such as niobium and aluminum, and their Tc was below 30 K.
The first microscopic theory that actually explained superconductivity was con-
structed by Bardeen, Cooper, and Schrieffer (BCS) in 1957 [1]. The BCS theory
showed that two electrons can form a bound pair (Cooper pair) and exhibit zero
electrical resistivity, the Meissner effect, and a jump in specific heat at Tc when an
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attractive potential between the electrons is introduced. For the metallic elemental
superconductors, the electron-phonon interaction was identified as the source of the
attractive potential. These weak electron-phonon coupling mediated superconductors
have an isotropic, s-wave pairing state wavefunction with no orbital angular momen-
tum. Hence, their superconducting energy gap∆ in momentum space is also isotropic,
and this type of superconductor is often denoted as a conventional superconductor.
Also note that conventional superconductors are non-magnetic and vulnerable to the
presence of magnetic impurities.
1.2 Unconventional superconductivity
1.2.1 Superconductivity with various pairing states
Later in the 1970s and 80s, new classes of superconductors were found. One
class is the heavy Fermion superconductors [2, 3] whose Cooper pairs involve d and f
orbital electrons with large effective mass. The other class is the copper oxide super-
conductors (Cuprates) with high transition temperature above 80 K [4, 5]. Unlike con-
ventional superconductors, both of these new superconductors cannot be explained by
the electron-phonon interaction. In fact, their actual superconducting pairing mech-
anism is still under debate. Also, these new classes of superconductors were found
to coexist with magnetic order [6] and exhibit strong Coulumb interaction from the
localized d and f orbital electrons.
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A more striking difference arises in the pairing state. Many of the Cuprates
and heavy Fermion superconductors possess p- or d-wave pairing state with non-
zero orbital angular momentum and, whose gap function is highly anisotropic. For
example, several types of measurement concluded that YBa2Cu3O7−δ (YBCO) and
Bi2Sr2CaCu2O8+δ (BSCCO), representative Cuprates, have a dx2−y2-wave pairing state,
which yields a 4-fold symmetric gap structure with 4 line nodes [7–9]. For the case
of heavy Fermion superconductors, evidence shows that CeCoIn5 has a dx2−y2-wave
pairing state [10, 11], and UBe13 has a p-wave pairing state which yields a 2-fold
symmetric gap with two point nodes [12].
The various pairing states and their gap nodal structures are of importance in
understanding the properties of a material. The various pairing states result in distin-
guishable behaviors of penetration depth, thermal conductivity, specific heat, and spin
relaxation rate of nuclear magnetic resonance (NMR) with respect to temperature and
magnetic field [13–15]. Therefore, these newly emerging superconductors with ex-
otic pairing states require them to be classified as a separate category; "Unconventional
superconductors". Until now, when a new type of superconductor is discovered, the
first property to be investigated is the pairing state in order to understand the pairing
mechanism and various material properties. In Chap. 3, we will introduce our effort
to develop new types of pairing state spectroscopy utilizing a microwave measurement
technique.1
1For the readers who are not familiar with finite frequency techniques, the frequency range of the
microwave signal is 0.3 ∼ 300 GHz (photon energy in the µeV range), and that of THz signals is 0.1 ∼




The concept of non-trivial band topology in the bulk of a solid, and its cor-
responding boundary states, have brought completely new insights into our ways of
understanding condensed matter systems. The field of superconductivity has not been
an exception. In this section, I will first introduce gapped topological systems in gen-
eral. Then, several types of superconducting systems with non-trivial topology will be
introduced, and these are subjects of this thesis (Chap. 7 and 8).
1.3.1 Gapped topological systems
Topology is one way to "categorize" a physical system.2 If a Hamiltonian (or
wavefunction equivalently) of one system cannot be connected to that of the other
system by adiabatic deformation without changing a globally defined quantity, those
two systems are considered as "topologically distinct", and that globally defined quan-
tity is called "topological invariant" [16, 17]. Examples of non-adiabatic deformations
are band inversion or change in symmetry of the Hamiltonian (or wavefunction). Ex-
amples of topological invariants are the Chern number of a 2D Quantum Hall system
or Z2 invariant of a 3D topological insulator [16].
Naturally, gapped systems are good candidates to possess non-trivial topology.
For example, if a gapped Hamiltonian has a certain set of symmetries which are not
2Actually, every physical system is topological. Systems are either topologically "trivial" or "non-
trivial". But for the convenience, one refers to topologically non-trivial systems as "topological systems".
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present in the atomic limit (i.e., vacuum)3, the gap hinders the Hamiltonian of the
system from being adiabatically connected to the topologically trivial Hamiltonian of
the atomic limit. The non-trivial topology in this case is protected by the gap and is
therefore robust. The types of symmetries of the bulk gap and corresponding topolog-
ical invariants are well summarized by the seminal work of Schnyder et al [18]. The
same story is true for gapped systems with band inversion.
One of the most interesting features of the gapped topological systems is its gap-
less boundary state. The existence of a boundary state is required by nothing but the
continuity condition of the wavefunctions. Imagine a vacuum which can be consid-
ered as atoms that are infinitely far from each other. There should be only atomic
orbital energy levels in the vacuum. Now, if we bring atoms together to form a solid,
these atomic orbitals start to hybridize and form energy bands. At the same time, var-
ious other interactions between atoms can be involved. Some of the interactions, for
example spin-orbit coupling, may invert the energy order of the bands from different
atomic orbital origins (See Fig. 1.1). Now, imagine an electron which is trying to
move out from that solid. The Hamiltonian which dictates the electron wavefunction
starts from that of the gapped inverted bands to that of the gapped atomic levels with-
out inversion. For the wavefunction of the electron to satisfy the continuity condition,
the inverted band gap must be closed (un-twisted) at the boundary. This condition
enforces the existence of gapless metallic boundary states of the gapped topological
systems. Again, the same story is true for the symmetry imposed gapped system.
3One can consider moving from a solid to a vacuum as separating the close-packed atoms to the
individual atoms that are infinitely far apart.
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Fig. 1.1 Schematic illustration of the gapless metallic boundary state of a topological insu-
lator (TI).
A representative example of the gapped system is an insulator. An insulator
with non-trivial topological invariant (due to symmetries or band inversion) is de-
noted as a topological insulator (TI). Interestingly, the gapless boundary state of this
system is predicted to have a linear dispersion with helical spin-momentum locking
[19] (The direction of a spin is not free but determined by the direction of a mo-
mentum). These predicted exotic boundary states, which are denoted as topological
surface states (TSS), have been a huge motivation for the condensed matter commu-
nity to find realizations of TI. Bi-based compounds such as Bi1−xSnx , Bi2Te3 and Bi2Se3
were first confirmed as being TI with evidence of a bulk gap and gapless helical surface
states [20–22]. Soon, the topological Kondo insulator SmB6 was added as an excellent
example of this species [23, 24]. There may be numerous other examples but those
shall be omitted to focus on the main points of this thesis.
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1.3.2 Intrinsic topological superconductor
Superconductors are another excellent example of a gapped system. Although
its normal state is not insulating, an energy gap opens below Tc in the electron exci-
tation spectrum. The Hamiltonian which describes the gapped states of the supercon-
ductor is called the Bogoliubov-de-Gennes (BdG) Hamiltonian. If this BdG Hamilto-
nian has certain symmetries, it can also be topologically non-trivial. Again, Ref. [17,
18] serve as an excellent "brochure" for the symmetry conditions on the BdG Hamil-
tonian which can make the system topological. These types of superconductors are
called topological superconductors (TSC) or intrinsic TSC, in contrast to an artificial
TSC which will be introduced in Sec. 1.3.3. A TSC can also harbor gapless boundary
states just as their insulating counterparts (TI) do. However, more excitement and
interest has been given to the boundary states of TSC. Due to the particle-hole sym-
metry of the BdG Hamiltonian, the gapless zero-energy boundary state of a TSC is an
excellent platform to realize Majorana zero modes. The Majorana zero mode (MZM)
is a state whose Hermitian conjugate (anti-state) is itself, and has been proposed to
be a building block for topological quantum computation. So far, Sr2RuO4 has been
proposed to be an intrinsic TSC, but this is still under debate [25]. Very recently, a
newly found spin-triplet superconductor UTe2 is also proposed as a candidate intrinsic
TSC [26, 27], and Chap. 8 will cover the evidence of intrinsic TSC in this material
from my microwave measurements.
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1.3.3 Artificial topological superconductor
Another way to realize topological superconductivity, and host MZMs, is by cre-
ating the proximity effect between the TSS of a TI and an adjacent s-wave supercon-
ductor in a TI/SC heterostructure. Theoretically predicted by L. Fu and C. Kane [28],
the induced superconductivity in the TSS results in a Hamiltonian that is effectively
equivalent to that of the 2D spinless chiral p-wave superconductor, which is an ex-
ample of an intrinsic TSS [29]. In this superconducting system, one can produce a
boundary to the topologically trivial normal state by creating a magnetic vortex, and
an MZM is predicted to be hosted at the vortex core [28]. The proposed signatures of
TSC and MZM have been experimentally verified by scanning tunneling microscopy
(STM) measurements on Bi2Te3/NbSe2 thin film bilayers, CuxBi2Se3 and FeTe1−xSex
single crystals [30–32].4
4CuxBi2Se3 and FeTe1−xSex are not a TI/SC heterostructure so many of papers categorize them as an
intrinsic TSC. However, rather than having non-trivial topological invariants in their superconducting
state, their topological superconductivity is achieved by a different mechanism. In the normal state,
their bulk has non-trivial topology and hence they possess TSS. Upon cooling and control of doping, the
bulk enters a topologically trivial superconducting state. From the proximity effect, the superconduc-
tivity is "induced" in the topological surface state. This is the same mechanism used to create artificial
TSCs. Therefore, here they are categorized as artificial TSCs.
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1.4 Microwave study of superconducting systems: past,
present, and outlook
Microwave studies have served as a useful tool in investigating the properties of
superconducting systems. The probing signal in microwave techniques is in the GHz
frequency range, giving only marginal perturbation to the system (microwave photon
energy (∼ µeV) typical SC gap size (∼ meV)). Also, it can investigate the temper-
ature dependence of the properties of superconductors even after the DC transport
resistance drops to zero below Tc.
The main usage of microwave techniques has been for measurement of the sur-
face impedance Zs of a superconducting system. For engineering purposes, the Zs
measurement of the superconducting circuit elements, such as coplanar waveguide,
helps to characterize them for use as telecommunication devices (filters and detectors,
etc.) [33]. For basic science research of superconductivity, it provides information on
the low energy excitations from the temperature dependence of the penetration depth,
from which one can obtain a hint for the pairing symmetry.
Usage of the microwave techniques for engineering purposes has boomed re-
cently as most of the qubit designs (e.g., transmon) adopt microwave techniques on
superconductors for qubit readout and manipulation. However, the use of microwave
spectroscopy for science studies; characterizing unconventional superconductors, has
dwindled. One reason for the dwindling use of microwave tecniques is that there
has been massive development in optical techniques such as angle-resolved photoe-
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mission spectroscopy (ARPES) which directly measures electronic band structure [7].
Also there has been development in DC imaging techniques such as STM which directly
measures the gap size and information on microscopic order such as charge density
waves (CDW) [34]. As a result, these techniques have been popular among the un-
conventional superconductor research community. Another reason for the dwindling
use is that most of the superconducting systems shows nearly zero residual surface re-
sistance and hence, researchers in the unconventional superconductor community are
only interested in measuring the reactance part of the surface impedance of unconven-
tional superconductors. The surface reactance, from which the penetration depth is
calculated, can be easily measured by the low frequency tunnel diode oscillator (TDO)
technique [35]. Moreover, a TDO setup is cheaper to build compared to the setup for
the microwave surface impedance measurement.
This competitive environment has narrowed down the role of microwave tech-
niques in fundamental research on superconductivity, and only a few groups are left
in the world. It is required for the microwave community either to make a techni-
cal invention which allows measurement of information related to microscopics and
electronic structure, or to find information which complements that obtained by DC
or optical techniques.
In this regard, Chap. 2 will introduce the working principle and measurement
setup of a newly developed microwave technique which resolves the above disadvan-
tages. The new technique, a Laser scanning microscopy photoresponse measurement,
combines the microwave transmission measurement with the scanning laser thermal
perturbation technique. This new technique allows one to image the superconducting
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gap nodal structure of various pairing states in momentum space (Chap. 3, 4, 5), and
to image microscopic defects and weak links in real space (Chap. 3).
On top of that, Chap. 6, 7, 8 will introduce a new usage of the microwave surface
impedance measurement on topological superconducting systems. Optical techniques
have the disadvantage of strongly perturbing the TSC due to its photon energy being
larger than the typcial gap size. DC techniques suffer from the disadvantage that the
probing signal (DC current) cannot penetrate the insulating bulk to reach the prox-
imitized TSS in the artifical TSC. The microwave surface impedance technique com-
plements those disadvantages by utilizing low enough photon energy and employing
a penetrating probing signal. For intrinsic TSCs, Chap. 8 will discuss how the surface
resistance information, whose importance has not been recognized until now, helps to
establish evidence of the surface Majorana normal fluid of the intrinsic TSC. For the
artificial TSCs, Chap. 7 will discuss how the microwave measurement on the TI/SC
thin-film bilayers accesses and reveals the properties of the proximitized TSSs which
are buried by an insulting bulk that blocks access by DC techniques.
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CHAPTER 2
Laser Scanning Microscopy Photoresponse
Measurement
• Recommended readings for this chapter: [36–38]
2.1 Working principle
Laser scanning microscopy photoresponse (LSM-PR) measurement is a combi-
nation of a microwave transmission measurement and scanning laser microscopy. The
microwave transmission monitors the global response of the sample of interest, and
the scanning laser beam acts as a local perturbation. Through this combination, the
LSM-PR technique has served as a micron-resolution, non-contact (and hence non-
destructive), fast imaging tool for the local properties of superconducting microwave
devices [36, 37]. Especially with its sensitivity to the local current density, the tech-
nique has been successfully utilized to image current distributions due to microscopic
defects or weak links [38, 39] and grain boundaries [40].
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The principle of how an LSM-PR measurement of a superconducting device
works is as follows. First, a microwave resonator which involves a superconducting
sample or device is prepared. The sample can be prepared either in a self-resonant
structure (i.e., spiral or coplaner waveguide), or be placed adjacent to a resonance-
facilitating structure such as a microwave cavity or dielectric disk. A microwave signal
is injected to this resonant structure and transmission P = |S21|2 is measured near a
resonance. Here, |S21| is a component of the scattering matrix which describes the
voltage ratio V2/V1 between the input V1 and output V2 port of the resonator.
Depending on the dimensions of the resonant structure, the microwave trans-
mission shows resonant modes at certain frequencies. The frequency profile of the
transmission around these resonances can be described by a Lorentzian curve, with a
resonant frequency f0 and quality factor Q [41],
P( f ) = Pin|S21( f )|2 =
Pin
(1− f0/ f )
2 + (1/2Q)2
, (2.1)
where Pin is input microwave power to the resonator. The resonance properties f0 and
Q are determined by the reactance X s and resistance Rs of the resonator. The detailed
relation between the resonance properties and surface impedance can be found in Sec.
6.2.3.
Now, while the resonator transmission is being measured, a scanning laser beam
can be focused on a local point of the superconducting sample in the resonator. Quali-
tatively, this focused laser beam provides a local temperature increase δT (x , y), which
yields thermally excited quasi-particles and a decrease of local superfluid density ns(x , y).
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This decrease δns(x , y) results in an increase in the local magnetic penetration depth
δλ(x , y) and resistivity δρ(x , y) of the sample. δλ(x , y) results in an increase in the
surface reactance of the sample δX s, and hence a decrease in the resonant frequency
δ f0. δρ(x , y) results in an increase in the surface resistance of the sample δRs, and
hence a decrease in the quality factor δQ. Note that δ f0 and δQ are weighted by
the amount of local current density ~j flowing at the laser spot [36] (δ f0 ∼ |~j|2δλ,
δ(1/Q) ∼ |~j|2δρ). This chain relation is visually summarized in Fig. 2.1(a). As a
result, under laser illumination of the sample, the transmission resonance shifts to
lower frequency and the bandwidth becomes larger (Fig. 2.1(b)). Then, at a certain
fixed frequency, one can measure a change in the microwave transmission between
when the laser is on and off. This quantity is what is called photoresponse (PR).
The contribution to PR from the shift in the resonant frequency f0 is denoted
as the reactive (or also called inductive) PR (PRX ) and the contribution to PR from
the change in the quality factor Q is denoted as the resistive PR (PRR). Note that the
shift of f0 gives a transmission change of the opposite sign between the left frequency
fL = f0 −∆ f and the right frequency fR = f0 +∆ f as seen from Fig. 2.2. Therefore,
PRX is antisymmetric about f0. In contrast, the change of Q (and hence broadening of
the peak) gives a transmission change of the same sign between fL and fR. Thus, PRR
is symmetric with respect to f0. This difference in the frequency dependence allows
one to decompose the measured PR into PRX and PRR [42],
PRX ( f ) = |PR( fL)− PR( fR)|/2 (2.2)
PRR( f ) = |PR( fL) + PR( fR)|/2. (2.3)
14
Fig. 2.1 (a) A schematic diagram which shows how a change in the local temperature T
due to the laser illumination results in a change in the resonance properties f0,Q. Note that
changes in the Xs, Rs, f0, and Q are weighted by the amount of local microwave current
density | j(x , y)|2 at the laser spot. (b) Schematic microwave transmission in frequency domain
|S21( f )|2 around the resonance when the laser is on (red) and off (black). The increase in the
local temperature δT decreases f0 which shifts the peak to the left, and decreases Q which
broadens the peak bandwidth. Here, fm, the optimal measurement frequency for PR, is chosen
where PR shows its maximum as a function of frequency.
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Fig. 2.2 (a) An example microwave transmission of a YBa2Cu3O7−δ (YBCO) coplaner waveg-
uide (CPW) resonator on LaAlO3 (LAO) substrate at a temperature T1 = 80.7 K, and slightly
higher temperature T2 = 80.9 K. (b) Decomposition of PR measured at T1 into reactive (in-
ductive) and resistive components. Real space images of (c) PRX (x , y) and (d) PRR(x , y)
along the patterned edge of a YBCO CPW, showing distinctly different spatial distributions.
Reprinted figure with permission from Ref. [42].
The spatial maps of PRX (x , y) and PRR(x , y) provide an idea of the inductance and
dissipation distribution along the sample (Fig. 2.2(c-d)).
To be more quantitative, PRX and PRR can be expressed in terms of δ f0 and δQ
as [36, 37],
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λ2 j2RF(x , y)
W
g(λ)Aδλ(x , y) (2.4)
PRR( f , x , y) = Pin
∂ |S21|2
∂ (1/2Q)
δ(1/2Q)∝− j2RF(x , y)δRs(x , y). (2.5)
Here, W is the sum of the field and kinetic stored energy of the resonator, jRF(x , y)
is the local microwave current density induced on the sample, g(λ) is a prefactor
determined by the resonator geometry, and A is the area heated by the laser. As
one may notice, while other quantities are global, jRF(x , y), δλ(x , y) =
∂ λ(x ,y)
∂ T δT ,
and δRs(x , y) =
∂ Rs(x ,y)
∂ T δT are local in nature. Therefore, investigating spatially re-
solved PR(x , y) images under various conditions can provide useful information on
the microwave current, inductance, and resistance distributions of the superconduct-
ing structures under study. The detailed measurement setup to obtain PR images is
described in the next section.
2.2 Measurement setup
2.2.1 Microwave devices setup, signal flow, and acquisition of PR
The flow of the microwave signals (blue line) in the LSM-PR measurement setup
is shown in Fig.2.3. For the transmission measurement, a microwave signal from the
signal generator is injected into a resonator containing a superconducting sample. Be-
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Fig. 2.3 (a) Block diagram and procedure of LSM-PR measurement. The path for each type
of signal is described in the box inset.
low Tc and for specific resonant modes, a resonant screening current is induced on the
surface of the sample and generates a response field. The transmitted microwave sig-
nal involves this response field. The transmitted signal then goes through an amplifier
and arrives at a microwave detector which converts the amplitude (transmission) of
the signal into a voltage signal (green line). This voltage signal is read by the lock-
in amplifier and is sent to the data aquisition kit (NI-DAQ) that is connected to the
recording computer.
While the above transmission measurement is going on, a focused scanning laser
beam (red line) illuminates a small part of the sample and the laser intensity is mod-
ulated periodically in time by a modulation voltage wave input from the reference
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output of the lock-in amplifier (yellow line). The illumination induces a local temper-
ature modulation δT that is periodic in time. δT brings about a modulation in the
microwave transmission as described in Fig. 2.1. This modulation is monitored by the
lock-in amplifier and recorded as a PR signal. As noted above, the lock-in amplifier has
an internal modulation source which modulates the laser intensity (Fig.2.3), so that
the lock-in only accepts transmission modulation whose modulation frequency ( fmod)
agrees with lock-in’s fmod . This design helps to increase the signal-to-noise ratio of the
measured PR signal. Once PR from the local position of the sample is acquired, the
laser beam spot moves its position by changing the angle of the XY scanning mirrors
and PR is measured from the new location. Once this scanning is done, one obtains a
2D image of PR(x,y).
For the reader’s infomation, the devices used to construct the microwave and
PR signal path are the Agilent E8257C signal generator, LNF-LNC6-20C cryogenic am-
plifier (mounted at 4 K stage), HP 8473C microwave detector, and SRS865 lock-in
amplifier.
2.2.2 Cryogenics
The resonator and sample requires an ultra low temperature environment for the
measurement of both low-Tc and high-Tc samples. Thus, the resonator is mounted on
the mixing chamber of a BlueFors XLD-400 optical cryostat and its position is aligned
with a cryostat window, as seen in Fig. 2.4. The temperature of the cold finger, where
the resonator resides, ranges down to 40 mK with the window open before laser il-
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Fig. 2.4 Schematic view of optical path of the laser beam in the 4f scanning system. The
grey vertical lines are focal planes. Drawing not to scale.
lumination. With ∼ 0.2 mW laser illumination, the temperature of the cold finger
typically settles to 200 mK. The optical window of the cryostat facilitates scanned
laser illumination for the spatially-resolved thermal perturbation of the sample while
in the resonator.
2.2.3 4f laser scanning system
To obtain a 2D PR image from the current, inductance, and resistance distribu-
tion of the sample surface, a 4f laser scanning system is used. As depicted in Fig.2.4,
the 638 nm laser beam from the laser source (Omicron LuxX+ 638) is collimated to a
2 mm diameter 1/e2 Gaussian beam, and incident on two closely-spaced galvanomet-
ric mirrors (XY scanner). The deflection angle of the mirrors, which ranges through
±10◦, is controlled by voltage applied to their motors. The deflected scanning beam
first passes though an achromatic scan lens, and then is directed into an infinity cor-
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rected tube lens (ITL) (Edmunds Optics MT-1) with long focal length (200 mm) so
that the transmitted beam is collimated again with almost two times smaller diver-
gence. The collimated beam is then incident on the entrance pupil of the telecentric
f-theta lens (Edmunds Optics 64-427). The telecentric f-theta lens directs the beams
with different incident angle into orthogonally focused XY scanning beams with paral-
lel translation paths in the image plane. The position of the spot (parallel translation
of the beam) on the image plane is linearly proportional to the scan angle. This en-
sures the beams with different translated path share a flat (not curved) image plane,
yielding a low distortion of the beam spot size. This ensures the beam intensity on the
sample surface remains constant while scanning. The cryostat has optical windows
for visible light which let the beams from the f-theta lens illuminate the sample. The
working distance (212 mm) of the f-theta lens is long enough to have an image plane
on the sample holder (or resonator) inside the cryostat.
After the beam applies a thermal perturbation to the sample to generate PR,
the reflected beam pass through the telecentric f-theta lens which makes the beam
follow the original incident path until it encounters a beam splitter (Edmund Optics
#54-823) located in between the ITL and f-theta lens. The reflected beam is then
guided to a photo-detector (Edmund Optics #53-373) which is connected to a second
lock-in amplifier that is referenced to the light modulation. The obtained reflectivity
image contains optical microscope information of the sample surface so that one can
align the PR image to a real-space image of the sample. In addition, it can relate any
artifacts in the PR image arising from optical interference patterns (such as Newton
rings) or mechanical defects like a scratch on the sample surface. An example usage
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of the reflective image is demonstrated in Fig. 5.5(a,b)
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CHAPTER 3
Gap Nodal Spectroscopy through Anisotropic
Nonlinear Meissner Effect - Bulk response
• This Chapter expands upon material previously published as Ref. [38].
• Recommended readings for this chapter: [14, 38, 43–47]
In this chapter, I will discuss how the LSM-PR technique can be utilized to image
the gap nodal structure of unconventional superconductors via the anisotropic non-
linear Meissner effect (aNLME). The chapter will start by discussing the importance of
the gap nodal structure and surveying existing gap spectroscopies. Then aNLME will
be introduced and I will explain how PR measurements with the aNLME can image
the gap nodal structure.
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Fig. 3.1 The relation between pairing symmetry of the Cooper pair wavefunction and gap
structure in momentum space for the (a) s-wave, (b) px -wave, and (c) dx2−y2-wave supercon-
ductor.
3.1 Gap spectroscopy: survey
Among the several quantities that characterize superconductors, the supercon-
ducting gap function in momentum space is one of the most important parameters
which governs the phenomenon. The symmetry of this gap function is directly related
to the symmetry of the wavefunction of the superconducting electron pairs (Fig. 3.1)





which are robust and arise from the symmetry of the pairing wavefunc-
tion. Thus, determining this gap nodal structure can give a significant clue about the
pairing mechanism for the material.
Because of this importance, there have been numerous measurement methods
developed to map out the gap structure on the Fermi surface [14]. For example, Ra-
man scattering [8], angle-resolved photoemission spectroscopy (ARPES) [7], angle-
resolved specific heat measurement (ARSH) [49–51], and superconducting quantum
interference device (SQUID) interferometry [9] are commonly used. However, each
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method has advantages and disadvantages (see Table 3.1) and it is best to use multiple
methods to develop a consistent and complete picture of gap symmetry. ARPES and
SQUID interferometry are sensitive to near-surface properties so they require very
clean surfaces or high-quality tunnel barriers, respectively. Many materials present
surfaces that are not characteristic of the bulk, or do not make high quality tunnel
junctions, and this drawback limits them to study a relatively small number of mate-
rials. Meanwhile, ARSH and to some extent Raman scattering measure bulk response
so they are free from the near-surface sensitive issue. However, they directly inves-
tigate quasiparticle response whose anisotropy is generally weaker than that of the
superfluid response. In addition, ARSH depends on the presence of magnetic vor-
tices. Also, to interpret the data from these methods, detailed information about the
Fermi surface is required. To augment and partially overcome the limitations of these
techniques, a new gap nodal spectroscopy method using the anisotropic nonlinear
Meissner effect (aNLME) was proposed theoretically by Yip, Sauls, and Xu [43, 52],
Dahm and Scalapino [44, 53], and recently manifested in the experiment of Zhuravel
et al. [47, 54]. This new gap nodal spectroscopy using the aNLME gives an image
of the gap nodal structure from both the bulk superfluid response and the surface
Andreev bound state response, for appropriate surfaces [47, 54].
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Technique Advantages Disadvantages
ARPES[7] Directly image band struc-
ture and gap ∆(~k)
Requires very pristine surfaces,
finite energy resolution
SQUID[9] Sensitive to the sign change
of the gap ∆(~k)
Requires high-quality tunnel junc-
tions
ARSH[50] Relatively simple thermody-
namic measurement
Depends on the presence of mag-
netic vortices
Interpretation is dependent on
knowledge of Fermi surface de-
tails
Raman[8] Able to choose specific sym-
metries under test by choos-
ing polarization orienta-
tions
Requires detailed theoretical cal-
culations of response functions





Directly image gap nodal
structure in real-space, not
sensitive to near-surface
quality
Requires high-Q resonance with
circulating currents over a single-
domain sample.
Table 3.1 Summary of some advantages and disadvantages of several representative super-
conducting gap spectroscopy techniques (not an exhuastive list).
3.2 Anisotropic nonlinear Meissner effect
The principle of how the NLME brings out the gap nodal structure is as follows.
When an external magnetic field is applied to a superconductor, it generates a su-
percurrent to expel the field, a hallmark of superconductivity known as the Meissner
effect. The kinetic energy invested in this screening current diminishes the differ-
ence in free energy between the superconducting and normal states. This means that
more superconducting electrons are excited to the normal state at a finite tempera-
ture, which leads a decrease in the superfluid density ns(T, ~j). As a result, the magnetic
penetration depth λ(T, ~j) ∼ 1/
Æ
ns(T, ~j) increases correspondingly. This effect of the
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current density ~j on ns and λ can be expressed in a series expansion. In the regime
where the screening current density is small compared to the zero temperature criti-
cal current density ( j/ jc(0) 1), higher order terms have marginal contribution and
only the linear and the first non-zero nonlinear terms matter [53].
















where bΘ(T ) is the coefficient of the first non-zero nonlinear term, the so-called non-
linear Meissner coefficient. Θ represents the direction of the superfluid velocity rela-
tive to a reference direction of the gap in k-space (usually the gap antinode direction is
set to Θ = 0), and ~j is the vector current density. Note that the anisotropy of bΘ(T ) in
k-space is directly determined (calculated) by the nodal structure of the gap function
∆(~k). For example, if the gap function has four nodes and anti-nodes, which is the
case of a dx2−y2-wave superconductor, bΘ(T ) is also 4-fold symmetric [53]. Vice versa,
if one can image the anisotropy of the bΘ(T ) in k-space, one can deduce the gap nodal
structure.
Experimentally, a thermal perturbation method is suitable to image the anisotropy
in bΘ. For the case of gap nodal superconductors such as the d- or p-wave cases, bΘ(T )
shows a large anisotropic temperature dependence at low temperature T/Tc < 0.2
between situations when the direction of the current is parallel to the gap nodal and
anti-nodal direction (Fig.3.2(a),(b)). On the other hand, for the case of an s-wave
or slightly anisotropic s-wave superconductor, the temperature dependence of bΘ(T )
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is isotropic and weak for T/Tc < 0.2 (Fig.3.2(c)) (Note that, however, a strongly
anisotropic s-wave superconductor will reveal anisotropic bΘ(T ) at low temperature
(Fig.3.2(d))). Under a local thermal perturbation which modulates the temperature at
a point on the sample, the sharp temperature derivative of bΘ(T ) governs the sample
nonlinear response at T/Tc < 0.2. As a result of heating, the modulation in the local
superfluid density δns(T, ~j) (δλ(T, ~j) equivalently) inherits the anisotropy in d bΘ/dT
[44, 47], hence creating anisotropy in the electromagnetic response of the supercon-
ductor.
The electromagnetic response under a local thermal thermal perturbation is pre-
cisely the subject of the LSM-PR measurement. As explained in Chap. 2, LSM-PR mea-
sures modulation in the microwave transmission (electromagnetic response) from the
superconducting sample under thermal perturbation given by a laser beam. To sim-
ply summarize the discussion on the electromagnetic response under a local thermal
perturbation so far,
PR(T, ~j)∼ |~j|2δλ(T, ~j)∼ |~j|2d bΘ(T )/dT. (3.3)
The last piece to finish the puzzle is how the anisotropy of PR in momentum space
PR(~j) will be measured. The answer is incorporated in the resonator design. What
we need to test anisotropy is the response from all possible momentum directions
while constraining the magnitude of the momentum to be the same. If one designs a
resonator in a way that a uniform (constraining the magnitude) circulating (surveying
all momentum directions) current is induced on the surface of the sample, at each
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Fig. 3.2 Temperature dependence of the nonlinear Meissner coefficient bΘ(T ) when the di-
rection of the current is parallel to the gap nodal direction (red) and anti-nodal direction (blue)
for the case of (a) dx2−y2-wave superconductor, (b) py -wave superconductor, (c) isotropic s-
wave superconductor, and (d) anisotropic s-wave superconductor. For the s-wave case, since
there is no gap nodal direction, only one curve is plotted. For the case of the anisotropic s-
wave case, the red line represents the gap minimum direction and the blue line represents the
gap maximum direction. The green ovals in (a), (b) denote the temperature regime where the
anisotropy in bΘ is large. Reprinted with permission from Ref. [38].
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Fig. 3.3 (Left) Schemetic view of a circulating current induced by a perpendicular magnetic
field B displayed in real-space (green) induced on the single-domain sample. (Right) Direc-
tion of the circulating current displayed in momentum space. A scanning laser beam which
provides thermal perturbation δT at a point is displayed in red. The local temperature change
δT yields the local change in the penetration depth δλ(~j), resulting in a modulation in the
microwave transmission PR(~j).
position along the circle, the direction of the current is tangential. The tangential
current at each position represents each direction in momentum space, making a one-
to-one mapping between real space and momentum-space (Fig. 3.3). Note that the
sample should be a single domain (the crystallographic direction should be preserved
throughout the area of scanning) for this one-to-one mapping to be valid.
Once the one-to-one mapping is achieved, the focused local laser beam can scan
through the positions along the circle. By comparing the magnitude of the PR(~j)
around the full angular range, one can obtain the anisotropy of the electromagnetic
response, which is directly related to that of bΘ, the gap function, and the pairing
symmetry can be finally determined.
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3.3 First demonstration of LSM-PR as a Gap spectroscope:
spiral resonator
The first generation resonator design to satisfy the requirement (uniform circu-
lating current) is a spiral resonator. It starts from a sample in a thin-film form. The
thin-film sample is then patterned into a spiral shape through a photo-lithography
procedure. For the best performing spiral design, the width of the 40-turn spiral strip
is 10 µm with the same 10 µm spacing between the spiral strips. The inner diameter
of the spiral is 4.4 mm and the outer diameter is 6 mm. The thickness of the thin
films was determined in a way that it ensures coherent lattice orientation throughout
the film, which was 300 nm for YBa2Cu3O7−x (YBCO) films that are used in our study.
The schematic view of the spiral resonator is shown in Fig. 3.4(a).
The spiral strips, if one unfolds and stretches it, are nothing but a long stripline
resonator. Hence, it should be self-resonant with standing wave resonances whose
resonant frequency is determined by the length of the strip. Fig. 3.4(b) shows a trans-
mission measurement setup which involves the spiral resonator, microwave excitation
loop, and pick-up loop. Once the frequency profile of the transmission through the
spiral resonator is measured as seen in Fig. 3.4(c) (an example from the niobium spi-
ral), those standing wave resonances are clearly seen. Note that the even harmonics
shows lower peak transmission. This is because the field outside the spiral from the
currents with opposite directions of the even-order harmonic modes tend to cancel
each other.
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Fig. 3.4 (a) Schematic view of a spiral resonator (Not to scale). The purple part is the
spiral strip. (b) Transmission measurement setup for the spiral resonator. The red arrow indi-
cates the direction of the incident of magnetic field from the excitation loop. (c) An example
frequency profile of the transmission through a niobium spiral resonator. The fundamental
standing wave mode and its harmonics are clearly seen for temperature below Tc ≈ 9 K. (c) is
reprinted with permission from Ref. [46].
The demonstration of LSM-PR with the spiral resonator as a gap spectroscope
is shown in Fig. 3.5 [47]. The spiral resonator is made with 300 nm thick epitaxial
in-plane oriented YBCO thin film grown on LaAlO3 (LAO) substrate. The Tc of the
YBCO thin flim is ≈ 91 K. YBCO is a well-established example of a dx2−y2-wave super-
conductor. Therefore, as Fig. 3.2(a) shows, one expects mostly isotropic PR image in
the high temperature region T > 0.7Tc and sharp anisotropy in PR images in the low
temperature region T < 0.1Tc. Indeed, the PR data taken at 81.9 K is isotropic as seen
in Fig. 3.5(a). Note that the three ring patterns along the radial direction are present
because the data was taken from the 3rd harmonic mode ( f0 ≈ 375 MHz). In con-
trast, the PR image taken at 4.4 K is clearly anisotropic and shows a 4-fold symmetric
pattern which is expected from the angular dependence of the gap function and bΘ of
a dx2−y2-wave superconductor.
These results demonstrate the performance of the LSM-PR with the spiral res-
onator as a gap spectroscope. In the following Chap. 4, we will discuss new types
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Fig. 3.5 PR images from a YBCO spiral on LAO substrate at (a) 81.9 K, which is T > 0.7Tc
and (b) 4.4 K, which is T < 0.1Tc . The blue and red ellipses represent the gap antinode
directions with opposite sign, and yellow dashed arrows represent the gap nodal directions.
(c) Angular dependence plot (PR(Θ)) of the PR image in the inset. Here, the Θ = 0 direction
is aligned to the gap antinodal direction. Reprinted with permission from Ref. [47].
of PR image pattern which originates from the surface response in this dx2−y2-wave
superconductor that emerges at lower measurement temperature. The new features
in PR at lower temperature shows that LSM-PR technique is sensitive not only to the
bulk response and but also the surface response. In Chap. 5, a shortcoming of the
spiral resonator will be discussed, and the second generation resonator design which
overcomes the shortcoming will be introduced and demonstrated.
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CHAPTER 4
Gap Nodal Spectroscopy through Anisotropic
Nonlinear Meissner Effect - Surface response
• This Chapter expands upon material previously published as Ref. [54].
• Recommended readings for this chapter: [54, 56–61]
4.1 Rotation of the PR pattern - new PR origin
As seen from the previous chapter, LSM-PR measurements on the YBCO spiral,
whose anisotropy originates from the nonlinear Meissner effect, shows a clear 4-fold
symmetric image (Fig. 4.1(a)) [47], confirming the dx2−y2-wave pairing symmetry of
YBCO. The image shows larger PR when the current density ~j is parallel to the gap
nodal direction compared to the antinodal direction (PRN > PRAN ). This is consis-
tent with intuition because one expects more quasi-particle creation under external
thermal perturbation where the gap is small (i.e., a gap nodal direction).
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However, as the system is further cooled down, a phenomenon which goes
against this intuition occurs. The PR image at 3.9 K (Fig. 4.1(b)) [47] shows a 45◦
rotated pattern, such that now PRAN is larger than PRN . This appearance of the ro-
tated PR pattern implies a new origin of PR, which is qualitatively different from the
typical bulk diamagnetic nonlinear Meissner effect. The new PR pattern also implies
the new mechanism dominates the response of the sample below a certain "cross-over"
temperature T PRcr . For the YBCO spiral on a different substrate (sapphire) where PR
is studied continuously as a function of temperature, this cross-over behavior is more
clear (Fig. 4.1(c)).
This cross-over behavior might look puzzling. However, it turned out that a
similar cross-over behavior was observed in the temperature dependence of the mag-
netic penetration depth of YBCO crystals [59, 62], where the behavior at the lower
temperature was attributed to the response from the surface Andreev bound states
(ABS) which are predicted to exist in a dx2−y2-wave superconductor [56]. With the-
oretical modeling for the PR estimation from the ABS, the cross-over behavior in the
temperature dependence, input microwave power PRF dependence [54], and angular
(Θ) dependence are explained in the following sections, supporting the interpretation
that rotation of the PR pattern upon cooling down is due to ABS response.
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Fig. 4.1 (a) PR image from the YBCO/LAO spiral at 4.4 K and (b) 3.9 K [47]. The LSM PR
pattern rotates 45◦ at 3.9 K. (c) Temperature dependence of the PR from a YBCO/sapphire
spiral, along the gap nodal (PRN ) and antinodal (PRAN ) directions. The inset PR images shows
PR images below and above the cross-over temperature T PRcr . Inset is a close-up plot of PRN (T)
near T PRcr from the YBCO/Sapphire spiral. Reprinted from Ref. [47].
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4.2 Paramagnetic Meissner effect from surface Andreev Bound
states
4.2.1 Formation of surface Andreev bound states
At the boundary of a dx2−y2-wave superconductor, the superconducting order
parameter is suppressed approximately for a distance given by the coherence length
ξ (roughly the size of a Cooper pair) [63, 64]. This is due to a sign change of the
pair potential between the incident and reflected Cooper pair at the boundary. This
normal state region (N region) has two boundaries. One is the physical boundary of
the material and the other is the interface between the normal region and the fully
superconducting region (SC region). At the interface of the N and SC region, the nor-
mal electrons whose energy is smaller than the superconducting gap (E <∆) cannot
penetrate into the SC region because there are no allowed quasiparticle states within
the energy gap in the SC region. Instead, the normal electron penetrates into the SC
region by forming a Cooper pair by "borrowing" an electron with opposite-signed en-
ergy and momentum,1 which leaves a hole with opposite energy and momentum to
be reflected in the normal region, as depicted in Fig. 4.2(a).
The reflected hole now propagates to the physical boundary of the superconduc-
tor, is reflected, comes back to the interface, reflected as an original electron with an-
other Andreev reflection, and eventually comes back to its starting point (Fig. 4.2(b)).
If the phase accumulated during one cycle of this closed path travel is an integer multi-
1The zero of energy is the Fermi energy here.
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Fig. 4.2 (a) Schematic illustration of the Andreev reflection (AR) at the interface between
normal and superconducting region [65]. A normal electron (black circle) finds its pair elec-
tron with opposite energy and momentum, forms a Cooper pair, and penetrates into the super-
conducting region, which leaves a reflected hole (empty black circle). (b) Illustration of (110)
physical boundary of a dx2−y2-wave superconductor and an order parameter suppressed nor-
mal region (N) [58]. A fully superconducting region (SC) is adjacent to it. The normal carriers
(electrons and holes) are traveling a closed path consisting of two ARs and one reflection at
the physical boundary. The bulk order parameters that carriers see at each AR are also drawn.
(c) An expected density of states for a dx2−y2 superconductor with (110) boundaries. The
peak at E = 0 (red arrow) is due to the surface bound state due to Andreev reflections.
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ple of 2π, the electron forms a bound state (i.e., it satisfies the Bohr-Sommerfeld quan-
tization condition). This bound state due to Andreev reflection is called an Andreev
bound state (ABS). The electron (and hole) acquires phase from electron Andreev
reflection (−γ − χ) and hole Andreev reflection (−γ̄ + χ̄), as well as the round trip
propagation between the physical boundary and interface (β(E) ≈ 4LE/ħhvF cosθ).
Here, γ = arccos [E/∆] (γ̄ = arccos [−E/∆]) is the reflection phase shift at the in-
terface and χ (χ̄) is the phase of the order parameter, which the incident electron
(hole) sees. L ∼ ξ is the thickness of the normal region, and θ is an incident angle
of electrons to the interface. The total accumulated phase during one cycle of travel
becomes [58],
−(γ+ γ̄)− (χ − χ̄) + β(E) = 2nπ, (4.1)
where n = 0,±1,±2, · · · to achieve constructive interference and a bound state. The
order parameter of a dx2−y2-wave superconductor is anisotropic and changes its sign
every 90◦ on the Fermi surface (Fig. 4.2(b)). The relative phase difference of the order
parameter for two Andreev reflections χ−χ̄ varies depending on the orientation of the
boundary (and hence interface) relative to the orientation of the crystallographic axis.
If the sample has a (110) boundary where the boundary makes aπ/4 angle (gap nodal
direction) to the a-axis of the lattice (gap antinodal direction), the electron and hole
see order parameters with an opposite sign during the two ARs (χ−χ̄ = π) regardless
of their incident angle θ , as illustrated in Fig. 4.2(b). This condition χ− χ̄ = π yields
quite an interesting consequence. Eq. (4.1) now becomes (again, after taking cosine
39












which has a solution at E=0 for any value of θ . Therefore, regardless of the incident
angle of the electrons, the electrons form zero energy bound states, and hence it is
expected to show a sharp peak in the density of states (DOS) at E = 0 (Fig. 4.2(c))
on this exposed surface of a dx2−y2 superconductor.
4.2.2 Energy level splitting of ABS due to the Doppler shift
The existence of the predicted surface zero energy Andreev bound state (ABS) at
the (110) boundary of the dx2−y2-wave superconductor [56] is indeed experimentally
verified by a zero-bias conductance peak (ZBCP) in the point-contact spectroscopy
measurement [57]. The existence of zero energy ABS results in an interesting response
in terms of the applied magnetic field. When an external magnetic field is applied to
the ABS, peak splitting occurs in the ZBCP due to the Doppler shift. The scheme of
how the Doppler shift splits a ZBCP is shown in Fig. 4.3. First, the applied magnetic
field induces a screening superfluid motion (vs) (Fig. 4.3(a)). For the quasiparticles
generated by the depaired superfluid, some may move in the same direction as the
superfluid and the others move in the opposite direction. The relative velocity of these
co (vco) and counter (vc t) moving quasiparticles seen from the frame of the superfluid
is ±vF (Fermi velocity) (Fig. 4.3(b)). In the lab frame, the net velocity of the co and
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Fig. 4.3 Illustration of the energy level slitting between quasiparticles (normal carriers) mov-
ing in the same direction (co-moving) and the opposite direction (counter moving) to the
screening superfluid motion under the external magnetic field. (a) shows the direction of the
superfluid velocity vs, (b) shows quasiparticle velocity vF seen in the moving frame of the su-
perfluid, and (c) shows quasiparticle velocity of counter-moving vc t = vs − vF and co-moving
vco = vs+ vF electrons in the lab frame, and a comparison of their corresponding kinetic ener-
gies.
counter moving quasiparticles are vco = vs+ vF and vc t = vs− vF each, which is exactly
analogous to the Doppler shift. Therefore, if one compares the speeds, |vc t | < |vF | <
|vco|, and this splits their kinetic energy in the following order: |Ec t | < |EF | < |Eco|
(Fig. 4.3(c)).
4.2.3 Consequence of the energy level splitting: paramagnetic Meiss-
ner effect
For the case of zero-energy ABS, this Doppler shift splits the ZBCP into counter-
moving electron states below zero energy Ec t < 0 and co-moving electron states above
zero energy Eco > 0. At a high temperature where the thermal fluctuations are much
larger than the energy splitting, both states are equally occupied. However, as the
temperature goes down, the counter-moving states are preferentially occupied (Fig.
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4.4(a)). If one remembers that superfluid flows in a direction which gives a diamag-
netic response to the external field, one may notice that the co-moving quasiparticles
also give a diamagnetic response, while the counter-moving quasiparticles give a para-
magnetic response. This means that the paramagnetic response starts to dominate the
response of the surface ABS as the temperature goes down and thermal fluctuations
are suppressed.
Indeed, as briefly mentioned at the end of Sec. 4.1 several studies on the
temperature dependence of the magnetic penetration depth in dx2−y2 superconduc-
tors showed a dominant diamagnetic response in the high temperature region (Fig.
4.4(b)). As the temperature decreases, the number of bulk quasiparticles decreases,
the diamagnetic screening becomes stronger, and the penetration depth decreases.
However, below a certain temperature where the thermal excitation is suppressed
below the energy splitting of the ABS, the surface paramagnetic response starts to
dominate, which leads to an increase of the penetration depth. Note that as Ref. [59,
62] showed, this paramagnetic surface response appears most clearly when the sam-
ple has an exposed (110) boundary which yields the π-phase difference in the order
parameter between two Andreev reflections.
Now the question for the YBCO spiral resonator, which showed the cross-over
behavior in its PR images, is whether it possesses (110) boundary surfaces. It turns
out that during the epitaxial thin film growth, YBCO is very susceptible to develop
twin boundaries along the (110) direction. A twin boundary is an interface between
two domains whose lattice vector directions are swapped. As seen in Fig. 4.5(b-c),
for the case of a YBCO thin film, the a-axis and b-axis of the lattice vector changes
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Fig. 4.4 (a) Surface density of states split into counter-moving states Ec t < 0 and co-moving
states Eco > 0 due to the Doppler shift in the presence of a supercurrent flow. As T → 0,
only the Ec t states are occupied, producing a paramagnetic response. (b) Temperature depen-
dence of the penetration depth of YBCO thin films with different angles between the boundary
direction and a-axis of the lattice (Ref. [62]).
its orientation across the twin boundary, and hence the twin domain boundary gives
a (110) termination at the boundary. This internal (110) domain boundary can host
zero energy ABS and its paramagnetic Meissner effect (PME) even without physically
cleaving the film in the (110) direction.
4.3 Theoretical model for Andreev bound State PR
Given the existence of (110) twin boundaries of the YBCO spirals which host
surface ABS, a quasi-classical Green function approach is introduced to describe how
a dx2−y2 superconductor sample with twin boundaries responds to external microwave
magnetic field (basically calculating the induced current density of the sample). Then,
from the calculated microwave field response of the sample (Sec. 4.3.1) and a theo-
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Fig. 4.5 (a) Crystal structure of YBCO. The Cu-O-Cu chain corresponds to the a-axis direction
and the O-Ba-O chain direction is the b-axis direction. (b) Top view of the twin boundary of
YBCO. Across the boundary, the a and b-axis directions are swapped. (c) Electron microscope
image of a twin boundary of YBCO [66].
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retical model of the PR (Sec. 4.3.2), the experimentally observed cross-over behav-
ior in the temperature dependence of PR will be theoretically reproduced. Also, the
anisotropy (angular dependence) and input microwave power (PRF) dependence of
the photoresponse will be estimated and the results will be compared to experimen-
tal data (Sec. 4.3.3). The agreement between the estimation and the experimental
result will further verify the claim that the new type of PR (Fig. 4.1(b-c)) below the
cross-over temperature T PRcr originates from the paramagnetic Meissner effect from the
surface ABS.
4.3.1 Calculation of the surface and bulk current density
First, when an external microwave magnetic field is applied to such a sample,
it induces current both in the bulk and on the boundary surfaces of the sample. The
transport phenomena in a superconductor can be described by a quasi-classical Green





which satisfies the Eilenberger equation
[67–69].2 Here, g and f are normal and anomalous components of the Green function
Ĝ of a given system. The induced current under the external magnetic field can be
calculated from this Green function [60, 71, 72]. The resulting current density is given
by





〈v̂F Img(r, v̂F , eω)〉vF , (4.3)
2For those who want a more extensive introduction and details of the quasi-classical Green function
formalism, please refer to a chapter in the well-written textbook Ref. [70], and anonymous lecture note
(https://openaccess.leidenuniv.nl/bitstream/handle/1887/14751/02.pdf?sequence=7).
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where j0 = 4πeN(EF)vF Tc, and N(EF) is the density of states at the Fermi energy, r
is the distance from the boundary surface, 〈...〉vF represents averaging over the Fermi
surface, v̂F = ~vF/vF is the unit vector along the direction of the Fermi velocity, and
eω = ωn + i~pF · ~vs represents the Matsubara frequencies under the external magnetic
field where ~vs is the superfluid velocity and ħhωn = πkB T (2n+ 1). In the case when
the boundary surface is aligned with the (110) crystallographic direction, which is
true for a twin boundary in YBCO, the normal component of the Green function at the









Here,∆=∆0(T, ~vs) cos 2(θ−χ) is the angle dependent order parameter where∆0(T, ~vs)
is the magnitude of the order parameter of a bulk dx2−y2 superconductor at tempera-
ture T and superfluid velocity ~vs, which can be obtained by solving the self-consistent
gap equation. Here, as seen in Fig. 4.6, θ is the angle between ~vF and the superfluid
velocity ~vs. χ is the angle between ~vs (tangential direction of a position on the spiral)
and the a-axis direction of the YBCO film (or gap antinode direction equivalently). χ
can be mapped into the real-space angle Θ of the spiral in Fig. 3.5(c). Ω=
p
eω2 +∆2
is the quasi-particle energy spectrum. Note that barred quantities represent those after
reflection from the surface boundary and unbarred quantities represent those before
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Fig. 4.6 Diagram showing the geometry setup of the sample system. The vertical blue line is
the boundary surface, which is a twin boundary in the YBCO sprial sample. The red lines are
the a and b-axis directions of the sample, which make a π/4 angle to the boundary surface.
The green arrows show the direction of an incident (~vF ) and reflected (~̄vF ) quasi particle from
the Andreev bound state at the surface. The purple arrow is the direction of superfluid ~vs
driven by the external microwave field. θ (or θ̄) is the angle between ~vF (or ~̄vF ) and ~vs (see
green arcs). χ is the angle between the a-axis direction and ~vs. Since ~vF and ~̄vF are mirror
images of each other through the boundary surface, [(θ −χ)+(θ̄ −χ)]/2= π/4. Note that as
one moves around the spiral, the direction of ~vs changes but the direction of the twin surface
and a,b-axis directions of the sample do not change.
reflection, which means (θ −χ) + (θ̄ −χ) = π/2. Therefore,







eω2 + (−∆)2 = Ω. (4.7)
With the Green function presented above, the current density of the bulk Meiss-
ner state jbulk and of the surface Andreev bound state jsur f for various experimental
parameters can be calculated. For a validation of the presented numerical scheme,
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Fig. 4.7 Anisotropy ratio in the bulk Meissner current density, written as the relative value of
jbulk for the angles χ = 0 and π/4, as a function of superfluid momentum q = pF vs/∆0. The
solid line illustrates Eq. (4.8) which ignores superfluid momentum dependence of the order
parameter∆0 =∆(T, ~vs = 0), while the dashed line is the result of the numerical calculations,
which take into account the dependence of ∆0 =∆(T, ~vs), demonstrated at low temperature,
T/Tc = 0.05.
its result is compared to the famous Yip and Saul’s result [52] where they derive a
theoretical formula for the superfluid momentum q(= pF vs/∆0) dependence of the
anisotropy ratio of jbulk, defined as the relative value of the jbulk for the angles χ = 0












This is demonstrated in Fig. 4.7 by the solid red line. The result from this theoretical
formula Eq. (4.8) and the result from our numerical calculation is similar for small
q < 0.3 but starts to deviate from each other for large q. This is because the respective
formulas in Ref. [52] are obtained in the first approximation on this parameter q
while the result of our numerical calculation further takes into account the superfluid
momentum dependence of the order parameter.
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With this validation of our calculation, the temperature-(T) and angular-(χ)
dependence of jsur f and jbulk is presented in Fig. 4.8. As shown in Fig. 4.8(a), both
of the current components increase in magnitude as temperature decreases, but the
slope of increase for the case of the current at the surface is much steeper than that
of the bulk current, which implies that the surface response will play a much more
important role in photoresponse at low temperature. Also, note that the sign of the
surface current and bulk current is opposite, which implies that the surface current is
a paramagnetic current in contrast to the bulk diamagnetic current. Also note that, as
shown in Fig. 4.8(b), the anisotropy of the surface current is much larger than that of
the bulk current.
With a proper weighting factor, the average current can be calculated. Assum-
ing that the surface paramagnetic current flows within a depth on the order of the
coherence length and the bulk diamagnetic Meissner current flows within a depth on
the order of the penetration depth, and they add linearly, the average current density















jsur f + 0.5 jbulk. (4.9)
Hence the contribution of the surface current relative to that of the bulk current is
determined by ξ0/λ as a weight factor. For the case of YBCO, which is a representative
type-2 superconductor, this ratio is quite small (ξ0 ∼ 4 nm, λ0 ∼ 160 nm, ξ0/λ0 ∼
0.025) so the sample gives a net diamagnetic response.
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Fig. 4.8 (a) Temperature dependence of the current densities at the surface and the bulk
when vs ‖ gap node (χ = π/4) and superfluid momentum q = pF vs/∆0 = 0.1. The sign of
the surface current is the opposite to that of the bulk diamagnetic current which implies the
surface current is paramagnetic. (b) The angular dependence of the current density at the
surface, bulk, and their average when q = 0.2 and T/Tc = 0.05. Inset is a close-up plot of
average current density vs. χ.
4.3.2 PR estimation model
With these calculation results for the microwave field response of the sample,
a microscopic model can be introduced to estimate the temperature dependence,
anisotropy (angular dependence), and input microwave power dependence of the
photoresponse. In this model, we shall assume that the photoresponse is entirely
inductive in character as a first step for comparison to data. Under the perturbation
given by laser illumination, the sample response to the microwave field changes, and
the inductive component of this photoresponse (PR) can be estimated as [36]
PR∼ δ f0/ f0 ∼ −δW/W, (4.10)
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where W is energy stored in both magnetic fields and kinetic energy of the superfluid.
Note that the changes in the field outside the superconducting sample are marginal for
small local perturbations on the sample. Therefore the contribution of the outside field
on the change in stored energy δW can be ignored and we will focus on the stored
energy inside the sample [36]. Also note that the resistive component of PR is not
discussed here due to the dominance of the inductive component at low temperature.
Also, we lack a quantitative model for the dependence of the dissipation in terms of
various experimental parameters, although the qualitative behavior in the anisotropy
should be the same as the inductive component. If the magnetic field imposed at the
surface of the film is B0 and the bulk penetration depth is λ, the kinetic and magnetic
field energy stored inside the sample in the wide thin film case (t is comparable to λ









where t ∼ 300 nm is the thickness of the sample, s ∼ 10 µm is the width of the film
(spiral arm), µ0 is the permeability of free space, and A is area of the surface of the
spiral with differential area da. This area integral will be ignored below since we
are interested in the angular (χ) and superfluid momentum (q, or PRF equivalently)
dependence of the perturbation on the local stored energy, so it is sufficient to just
discuss stored energy per unit area, which we denote as w= B20λ
2/µ0 t.
However, when there is a twin domain boundary within the sample, it hosts a
paramagnetic surface current (Ksur f = | jsur f ξ0|) at that interface and the part of the
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sample nearby the twin boundary experiences an enhanced magnetic field (Bs0 = B0+
µ0Ksur f ). We introduce a paramagnetic weighting factor p which reflects the portion
of the sample that experiences an enhanced field Bs0. This parameter is different for
each sample depending on its twin density (note that the T PRcr varies more than 2 K
among different samples, showing a sample variation in the weighting factor p). With
this parameter introduced, the averaged magnetic field experienced by the sample,
corresponding stored energy, and change in stored energy per unit area due to the
external perturbation can be written as















The first term in Eq. (4.14) shows the contribution to nonlinear response from the
surface current in an Andreev bound state (ABS) and the second term shows that
from bulk current due to the nonlinear Meissner effect.
To estimate the photoresponse, one needs to know Ksur f and jbulk (which in turn
gives an estimation for λ). We have already derived expression for those quantities
through Eqs. (4.3-4.7) for the sample geometry in Fig. 4.6. Once the surface (Ksur f )
and bulk ( jbulk) current densities are calculated from the Green function, one can
expand them in terms of the superfluid momentum (q = pF vs/∆0(0,0)) in the regime
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of q T/∆0 [74]
Ksur f (T, q) = j0ξ0
 
αsur f q− βsur f q3 + · · ·

, (4.15)
jbulk(T, q) = j0
 
αbulkq− βbulkq3 + · · ·

, (4.16)
λ2(T, q) = λ2(T )
 
1+ bχ( j/ jc)
2 + · · ·

, (4.17)
where βsur f is the surface ABS nonlinear coefficient, bχ = βbulk/α3bulk is the bulk
nonlinear Meissner coefficient [53, 61, 74], and jc is the critical current density at
T = 0 K. Under illumination by a modulated scanning laser beam, these quantities
are modulated (δKsur f ,δλ in Eq. (4.14)). The previous experimental study [47] on
the temperature dependence of the photoresponse and the theoretical study [61] on
the nonlinear Meissner coefficient are consistent with a model which attributes PR
to the modulation in the nonlinear terms in the above expansion (Eqs. (4.15-4.17)).













What insights does this model give to us? Here, the first term represents photore-
sponse from paramagnetic current in surface Andreev bound states and the second
term represents that from diamagnetic Meissner current in the bulk. Therefore, their
signs are opposite so they compete with each other. In terms of temperature de-
pendence, δβsur f (T ) which governs the temperature dependence of the surface re-
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Fig. 4.9 The calculated temperature dependence of the Antinodal (χ = 0) and nodal (χ =
π/4) PR (magnitude) from the model calculation (Eqs. (4.10),(4.18)).
sponse shows ∼ 1/T 4 behavior and δbχ(T ) which governs that of the bulk response
shows ∼ 1/T 2 behavior [61]. Hence at low temperature the surface response is
expected to dominate, at high temperature the bulk response is expected to domi-
nate, and in the intermediate temperature, PR should touch zero and experience a
sign change. In terms of anisotropy, since |βsur f (χ = 0)| > |βsur f (χ = π/4)| and
|βbulk(χ = 0)|< |βbulk(χ = π/4)|, it should be PR (χ = 0) > PR (χ = π/4) below the
cross-over temperature T < T PRcr and PR (χ = 0) < PR (χ = π/4) for T > T
PR
cr .
Indeed, the above model calculation result (Eqs. (4.10),(4.18)) on the overall
temperature dependence of the antinodal PR (χ = 0) and nodal PR (χ = π/4) for an
example value of the paramagnetic weight factor p = 0.015 and critical temperature
Tc = 92 K gives the expected cross-over behavior (magnitude of PR touches zero) as
seen in Fig. 4.9. Also, the expected flip of the anisotropy in PR is clearly shown:
PR(χ = 0) > PR(χ = π/4) below T PRcr ≈ 5.5 K, and PR(χ = 0) < PR(χ = π/4) above
T PRcr .
The above predictions from the model calculation with surface ABS scenario
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qualitatively agrees with the experimental observations of PR mentioned in Sec. 4.1 in
terms of the temperature dependence (cross-over behavior - zero crossing of PR) and
anisotropy (rotation of PR image). This agreement provides strong evidence that the
features of the PR images at low temperature should originate from the paramagnetic
surface ABS. In the following, it will be also shown that the input microwave power
(PRF) dependence and the angular dependence (χ) can be quantitatively calculated,
and they agree with experimental data, further supporting our claims about surface
ABS PR.
4.3.3 Comparison of the model calculation and experimental data
With Eqs. (4.10),(4.18), the input microwavepower (PRF) dependence and the
angular dependence (χ) of the photoresponse at representative PRF is calculated and
compared to those from experimental data [54] as shown in Fig. 4.10(a),(b). Here,
the thickness of the film t is 300 nm. The zero current penetration depth λ(T ) which
contributes temperature dependence in Eq. (4.17) is obtained from λ2(T )/λ20 =
n/ns(T ) = 1/αbulk [44] with λ0 = 160 nm [75]. Note that αbulk for the clean limit
is used here. The nonlinear coefficients βsur f , βbulk (and hence bχ) are obtained by






























Fig. 4.10 (a) Input microwave power (PRF ) dependence of total (surface+bulk) PR when
vs ‖ gap antinode (χ = 0) and vs ‖ gap node (χ = π/4). The solid lines are the theoretical
estimation with the paramagnetic weight factor p = 0.015 at T = 0.025Tc and the dotted
lines are the experimental data at T = 3 K where both temperatures are in the surface response
dominant regime. Here, theoretically estimated PR is calculated in arbitrary units. To focus on
comparison of the PRF dependence and anisotropy between the antinodal and nodal PR from
the theory and experiment, PR from the theory is re-scaled so that the value of the theoretical
and experimental PR in the gap antinodal direction at PRF = 5 µW are the same. (b) The
angular (χ) dependence plot of PR at various PRF shows a 4-fold symmetric pattern which
reflects the anisotropic ABS response of the sample. Solid lines are the theoretical estimation
curves at T = 0.025Tc and dotted lines are fitted curves from the experimental data at T = 4.8
K [54]. Again, the same normalization scheme as (a) is used here. PR from the theory is re-
scaled so that PR at χ = 0, PRF = −12 dBm is set to be the same as the experimental value.
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The modulation in βsur f (T ), bχ(T ) is estimated by δβsur f = ∂ βsur f /∂ T × δT and
δbχ = ∂ bχ/∂ T × δT . Since δT is independent of PRF and χ, it is set to be a propor-
tionality constant. For the spiral sample where the experimental data that appeared in
this section is taken (a YBCO spiral on MgO substrate), the PR crossover temperature
T PRcr where antinodal PR (χ = 0) becomes larger than nodal PR (χ = π/4) is ∼ 5.6 K.
The PRF and χ dependence of PR are measured well below this temperature (T = 3
K, 4.8 K) where the surface response dominates the total PR. For direct comparison
between experiment and theory, PR is theoretically calculated with the choice of the
paramagnetic weight factor p = 0.015 in order to give similar T PRcr ≈ 5.6 K = 0.06Tc
(for Tc = 92 K) as the experimental value, and the PRF and χ dependence of PR is
estimated at about half of the PR crossover temperature T = 0.025Tc ∼ T PRcr /2 which
again ensures the surface PR dominating regime.
As seen from Fig. 4.10(a), in the theoretical estimation, PR increases as PRF
increases since larger external field drives larger superfluid momentum q. Also, antin-
odal (χ = 0) PR is larger than nodal (χ = π/4) PR, which is expected for the surface
ABS response dominant regime. The anisotropy between antinodal and nodal PR re-
mains about the same throughout the whole PRF range where the PR is estimated.
Note that these estimated behaviors of the PRF dependence agree well with those of
the experimental data plotted together in Fig. 4.10(a).
As presented in Fig. 4.10(b), the theoretical angular dependence of PR shows a
4-fold symmetric pattern which is a signature of the ABS anisotropy. Again, the theo-
retical and experimental angular dependence mostly agree with each other. The fact
that the PRF and angular dependence results from the presented theoretical estima-
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tion are in good agreement with the experimental data confirms that the microscopic
model is consistent with the measured photoresponse, and especially, is valid to pre-
dict the response from surface Andreev bound states under microwave excitation.
Throughout this section, the origin of the rotation in the PR images obtained
from YBCO spirals at low temperature limit is discussed. The presence of the (110)
twin boundaries of the YBCO epitaxial thin films which are predicted to host zero en-
ergy Andreev Bound state, the similar cross-over behavior in the temperature depen-
dence of the PR from the ABS model calculation, and agreement on input microwave
power dependence between ABS PR model and experimental data all suggest the ori-
gin of the rotation in the PR images should be due to a strong paramagnetic Meissner
effect from the ABS in the low temperature limit.
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CHAPTER 5
Gap Nodal Spectroscopy through Anisotropic
Nonlinear Meissner Effect - Improvement
• This Chapter expands upon material previously published as Ref. [38].
• Recommended readings for this chapter: [38, 76–78]
5.1 An issue with the spiral resonator
The above results from LSM-PR measurement on spiral resonators demonstrated
its capability as an effective gap spectroscope and has created a great deal of excite-
ment. However, despite the advantages, it has one significant drawback. Patterning
a spiral shape on a thin film sample requires an elaborate and potentially destructive
lithographic procedure. During the procedure, it is not only easy to degrade the su-
perconducting properties (Tc, for example) of the film but also easy to create defects
(holes, cuts, or shorts, etc) on the spiral. These defects induce sharply peaked current
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density distribution around them. This results in PR "hot spots" which dominate the
entire PR image and make it difficult to deduce the gap symmetry from the image.
In fact, many of the newly emerged unconventional superconductors of inter-
est are very vulnerable to this defect issue during the lithographic process due to
their sensitivity to solvents, water, and the ambient atmosphere. This drawback is
demonstrated in Fig. 5.1, which shows optical microscope images of defects in spirals
from the iron-based superconductor Ba1−xKxFe2As2 and an electron-doped cuprate
Pr2−xCexCu2O4 (PCCO) thin films, and their defect-hotspot dominated PR images.
5.2 Second generation resonator: Dielectric resonator
5.2.1 Resonator design and simulation
As seen from the previous Sec. 5.1, the limited availability of a stable lithog-
raphy recipe was an obstacle for the LSM Gap spectroscope based on the spiral res-
onator. Naturally, there have been demands for a new resonator design which does
not require a patterning procedure so that a greater variety of superconductors can be
examined. To satisfy the demands while maintaining all three requirements for the
gap spectroscope via LSM-PR measurement (a high Q resonance mode, uniform cir-
culating current, and optical access for the laser beam), the dielectric resonator (DR)
design with an aperture (see Fig. 5.2) is adopted. This DR is a modified version of
the Hakki-Coleman type resonator [76, 77]. It consists of a top and bottom metallic
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Fig. 5.1 (a) Optical microscope image of a spiral sample made from a Ba1−xKxFe2As2 thin
films. A hole and shorted parts created during the lithographic procedure are clearly visible.
(b) The PR image taken from the Ba1−xKxFe2As2 spiral. Brightness represents the magnitude
of PR. The hole and shorted parts show bright PR which dominates the PR image. (c) Optical
microscope image from the PCCO spiral. Again, a shorted part is visible. (d) PR image from
the PCCO spiral. The sharp PR from the shorted part dominates the image. (c-d) are Reprinted
with permission from Ref. [38].
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Fig. 5.2 Schematic cross-section diagram of the dielectric resonator (DR) setup with a sample
(not to scale). The transparent dielectric disk is sandwiched between the top plate and the
sample. The diameter of the dielectric disk Ddisk is either 6.35 mm (sapphire disk) or 3 mm
(rutile disk). The diameter of the aperture in the top plate is 0.35 mm smaller than Ddisk. The
resonator is coupled to microwave coaxial cables through magnetic loops.
plate (Cu or Nb) which confine the microwave fields inside the resonator-like a cavity.
A cylindrical dielectric disk with high dielectric constant, which is placed on top of a
superconducting sample, creates a resonance that induces strong microwave currents
on the sample. The resonant frequency f0 is determined mainly by the dimension and
the dielectric constant of the disk. The unpatterned sample is placed in contact with
one face of the disk to modify the resonant properties of the DR.
The dielectric material must satisfy three requirements. First is a high dielectric
constant εr that is isotropic in the plane of the sample to concentrate the microwave
fields to a small part of the sample. The second requirement is a low loss tangent
(tanδ) at cryogenic temperatures to enable a high quality factor for a microwave
resonance.1 The third requirement is to be transparent at the wavelength of the laser
1Maximum quality factor< 1 / loss tangent. Low loss tangent means higher quality factor available.
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used for thermal perturbation. Sapphire and rutile are the best choices satisfying these
requirements. Sapphire has high dielectric constant (εa,b,c ∼ 10 where a, b are the
in-plane crystallographic axes and c is the out-of-plane axis) and very low loss tangent
(∼10−10) at temperatures below 10 K [79–81]. Rutile has even higher dielectric con-
stant (εc > 250, εa,b > 120) and still low loss tangent (∼10−8) at temperatures below
10 K [78, 82]. Due to the difference in the dielectric constant, sapphire is suitable
for a large or homogeneous sample (∼10×10 mm2) and rutile is suitable for a small
sample (∼5×5 mm2). Both materials are transparent to visible light.
Among the resonant modes generated by the cylindrical dielectric resonator, the
TE011 mode [83] (≈ 11 GHz for the rutile, ≈ 20 GHz for the sapphire resonator)
shows high quality factor (typically > 104 at 30 mK)2, and provides the desired field
configuration on the sample surface. The microwave magnetic field in this mode has
a toroidal shape as shown from an high-frequency structure simulator (HFSS) simu-
lation (Fig. 5.3(b)). In response to this field, the superconducting sample generates
current which circles around the axial line of the cylindrical disk to screen out the field
(Fig. 5.3(c)). Fig. 5.3(d) shows that this microwave current distribution is uniform
in its angular distribution. Therefore, the modified DR satisfies all three requirements
of the microwave resonator for LSM-PR measurement.
To verify the validity of the presented resonator design as a new gap spectro-
scope, one must make sure that there is no resonator-geometry induced anisotropy
2Note that having an aperture of diameter Daper = 6 mm does not noticeably increase the radiation
loss. The aperture can be considered as a cylindrical waveguide. The cut-off frequency (the lowest
frequency with which a microwave can propagate through a waveguide) of this aperature is 29.3 GHz.
The measurement frequency is 20 GHz. Therefore, the wave which passes through the aperture decays
as if it passes through a tunnel barrier.
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Fig. 5.3 (a) Numerical simulation (HFSS) setup geometry of the DR with a sapphire disk
(top plate is hidden from view) to simulate the surface current of the sample and the field
distribution of the resonator. Here, the sample is set to a perfect electric conductor (PEC) to
mimic the surface current and field response of an ideal superconductor (i.e., no quasi-particles
and dissipation) to the external microwave field.a (b) Microwave magnetic field density plot
inside the dielectric disk in the TE011 resonance mode ( f0 ∼ 20 GHz). (c) Surface current
density plot on the sample and (d) its angular dependence for an input RF power Pin = −20
dBm. The angular (Θ) dependence of the induced current density is nearly constant.
aThe PEC condition sets the electric field inside the object to zero. It does not screen out DC magnetic
field inside the object. In contrast, a PEC object screens out the microwave magnetic field. This is
because a microwave electromagnetic field is a time-varying electric field and magnetic field that induce
one to the other. Therefore, canceling the electric field (and hence its time variation) inside the object
leads to the exclusion of the time-varying magnetic field.
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in the circulating current distribution. As seen from the expression to estimate the
inductive and resistive PR in Eqs.(2.4),(2.5), the anisotropy of PR can arise from both
sample-intrinsic (δλ, δRs) and resonator-geometric (|~j|2) origins. The anisotropy in
δλ and δRs is introduced from the gap ∆(~k) which is encoded in bΘ. However, there
can also be anisotropy in |~j|2 introduced by the possible asymmetries of the geometry
of the resonator. To fully claim that measured PR anisotropy is equivalent to that of the
gap function, it should be proven that the geometric anisotropy of the DR is negligible
compared to the expected PR anisotropy for the case of a nodal gap superconductor.
In the following discussions, we use a combination of simulation and experiment to
prove the claim.
5.2.2 Estimation of systematic uncertainty in anisotropy of PR due to
the effect of the resonator geometry
To validate the absence of geometric anisotropy, a current density ~j on an isotropic
sample (assumed perfect conductor) is simulated with HFSS. We want to examine
the degree to which |~jΘ| = |~j(rm,Θ)| is a uniform function of angle Θ, where rm is
the radius which gives the largest |~j(r,Θ)| as a function of radius r (see the red cir-
cular region in Fig. 5.3(c)). In the simulation, Cu is used for the top and bottom
plates, and a sapphire disk whose c-axis is aligned with the cylindrical axis of the
disk is used for the dielectric material, with a diameter of 6.35 mm and a height of
3 mm. With these dimensions, the TE011 mode occurs at ∼20 GHz which is in a typ-
ical operating frequency for microwave transmission lines and devices. The lateral
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dimension of the sample is 9×9 mm2 to fully screen the field from the DR. As seen
from Fig. 5.3(c),(d), the magnitude of the current density along the circle is uniform,





min around the circle. This small anisotropy occurs due to an
effect of the coupling loops to the microwave field distribution which is small but
breaks cylindrical symmetry. To further ensure the robustness of the uniformity of
the current density, various kinds of possible geometric asymmetries are imposed on
the resonator. As seen from Fig. 5.4, we consider displacements in one of the loop
positions (shift in the x, z-direction), a tilt of the top plate, and a rectangular shaped
sample with a 45◦ rotation. For each of these asymmetries, the simulations show the
anisotropy ratio of 6.6%, 5.2%, 5.5%, and 7.3%, respectively. This result establishes
the typical scale for geometric anisotropy in the presented dielectric resonator design
in a simulational aspect. If one observes larger anisotropy in the PR image than this
geometric anisotropy scale, the observed anisotropy in PR can be due to the gap nodal
structure of the sample. In the following section, the degree of geometric anisotropy
will be established again through experimental tests.
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Fig. 5.4 HFSS simulated setup asymmetries to test the robustness of the uniformity of the
angular dependence of the current density. (a) A shift in the loop position by 1 mm in the
x-direction, (b) by 0.75 mm in the z-direction, (c) a tilted top plate by an angle of 1◦, (d)
rectangular shaped sample with 45◦ counterclockwise rotation.
5.3 Experimental results with dielectric resonator
5.3.1 LSM-PR from a conventional s-wave superconductor
The first validation required for the DR design to be utilized as a gap spectro-
scope is to experimentally prove that it imposes only marginal geometric anisotropy to
the measured PR. To do this, the PR is measured and imaged from a Nb sample whose
superconducting gap has small (® 9%) [84] anisotropy. Since the anisotropy in bΘ(T )
is only< 0.4% for this case at the measurement temperature (∼ 8 K), the anisotropy in
the PR image from the Nb sample should arise mainly from the geometric anisotropy
of the resonator.
The Nb thin film sample was grown on a silicon substrate by Ar sputtering from
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Fig. 5.5 (a) A PR image taken with a sapphire dielectric disk placed on a Nb thin film sample
at temperature T = 8.02 K, modulation frequency fmod = 10 kHz, input microwave power
Pin = −10 dBm, and TE011 resonance frequency f0 ∼ 20.57 GHz. The image is dominated by
the Newton-ring pattern. (b) Corresponding reflectivity image, which is also dominated by a
Newton-ring pattern. Note that the bright pattern in the reflectivity corresponds to the dark
pattern in PR and vice versa. (c) Schematic cross section diagram (not to scale) of the teflon
insertion. A 25 µm-thick teflon flake (yellow) is inserted between the sapphire disk and the
sample, which makes the separation ∼40 times larger than the wavelength of the laser. (d)
PR image taken after the teflon insertion and with a modulation frequency of 175 kHz. The
Newton-ring pattern is greatly suppressed and the doughnut shape of the uniform circulating
current distribution appears. (e) Corresponding reflectivity image showing the teflon and
residual Newton rings. (f) Angular dependence of PR in (d) averaged over a wedge 0.02π
wide, showing ∼8% anisotropy.
a Nb target, and showed a thickness of 300 nm, Tc = 9.25 K, and high RRR = 100.
With this sample mounted and with the same sapphire disk and Cu top plate described
above, a high Q (> 104) resonance is obtained at around 20.6 GHz and 4 K. Because
an s-wave superconductor is predicted to have stronger PR near Tc (Fig. 3.2(c)) [53],
PR is measured around 8 K, slightly below Tc.
Fig. 5.5(a) and (b) shows the image of PR and the corresponding reflectivity
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with a laser modulation frequency of 10 kHz. The PR is mostly isotropic but there are
two features which are not predicted by the HFSS simulation of the current distribu-
tion. One is the Newton-ring pattern and the other is the absence of doughnut-shaped
PR pattern. Since PR is proportional to |~j|2, it is expected to have a very weak signal
at the center and a strong signal at the outer radius of the sample as |~j(x , y)|2 shows
(Fig.5.3(c)). However, in Fig.5.5(a), the PR at the center is also strong.
For the first feature, this pattern originates from the interference of the laser
light at the interface of the sapphire disk and the sample, creating Newton-rings [85].
The surface of the film and sapphire disk are smooth but not perfectly planar, creating
a variable-thickness air-gap. Note that the reflectivity image has a ring pattern that
is the exact complement to that of the PR image. This is expected since PR will be
strong when the reflectivity is low (means more light is absorbed). Therefore, to elim-
inate this pattern, a 25 µm-thick teflon flake is inserted and spring-loaded pressure is
applied to fix it in place (see Fig. 5.5(c)). The role of the teflon flake placed at the
center of the disk is to separate the disk from the sample by a large distance compared
to the wavelength of the laser light so that it suppresses the optical interference, but
it is a small distance compared to the microwave wavelength so that it does not dis-
turb the field distribution. Note that the flake is added at a location with minimal
microwave current in the TE011 mode. Also note that the spring-loaded pressure plays
a crucial role to make rigid machanical and thermal contact between components of
the resonator (dielectric disk, sample, and top-bottom plates) while not breaking the
sample.
For the second feature, the homogeneous magnitude of PR over the entire sam-
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ple within the field of view of the aperture is due to the high thermal conductivity of
the silicon substrate and the resulting low resolution of the PR image. Since the vol-
ume of the Nb film in this sample (300 nm thick) is small, the heat diffusion process
is mainly governed by thermal properties of the silicon substrate [86]. The thermal
conductivity of silicon κSi near Tc of the Nb is of order 100 W/mK. The thermal prop-
agation length [87], which is the distance that heat travels within one period of the




κSi/ρcρ fmod , where DSi is the
thermal diffusivity, ρ is the mass density, cρ is the specific heat of the silicon, and fmod
is the modulation frequency of the laser. With fmod = 10 kHz we find ΛSi ∼ 2 cm,
which is larger than the field of view of the PR image. This large thermal propagation
length of the substrate significantly reduces the resolution of the images and hence
makes the magnitude of PR homogeneous throughout the sample regardless of the
current distribution. To resolve this issue, a higher modulation frequency (175 kHz)
is used to decrease the thermal propagation length (ΛSi ∼ 4.7 mm) and enhance the
resolution of the PR images. Note that using a high modulation frequency decreases
the magnitude of the PR signal.3 Therefore, an optimal modulation frequency is de-
termined as the lowest modulation frequency that still clearly resolves the ring pattern
of the circulating current as seen from Fig. 5.3(c). Under such conditions it should be
possible to resolve the anisotropy of the PR as well.
With these two modifications adopted, PR is retaken while the other condi-
tions are fixed. As a result, the Newton-ring pattern is effectively eliminated and the
3If one increases the modulation frequency of the laser intensity (decreases the modulation period),
the area of the heated region within one modulation period decreases. This decreases the change in
microwave transmission during one modulation period, which is the magnitude of PR.
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doughnut-shaped PR is observed, as seen from Fig. 5.5(d), which confirms the simu-
lated circulating uniform current. From this Newton-ring-free high-resolution image,
the angular dependence of PR is examined and shows∼8% of anisotropy (Fig. 5.5(f)).
The result is consistent with the HFSS simulated geometric anisotropy in |~j|2 (5∼ 7%
each from several mechanisms) from Sec. 5.2.2. This means that if there is any sys-
tematic anisotropy in PR larger than the ≤ 8% background geometric anisotropy ob-
served, it should originate from the anisotropy of the superconducting gap function,
which establishes conditions for the validity of the LSM-DR method. Note that even
though there exists PR from a point defect at theΘ = π direction in Fig. 5.5(d), it does
not overwhelm the PR from the defect-free area and also its contribution is marginal
in the PR angular dependence plot in Fig. 5.5(f). This confirms the advantage of the
new dielectric resonator method over the previous spiral resonator method, whose
issue was illustrated in Fig. 5.1.
5.3.2 LSM-PR from a dx2−y2-wave superconductor
With these baseline results established, an unpatterned epitaxial and coherent c-
axis oriented YBa2Cu3O7 (YBCO) thin film, a representative example unconventional
superconductor with a 4-fold symmetric dx2−y2 gap, is examined with the dielectric
resonator. The film thickness is 40 nm and it is c-axis normal on a sapphire substrate
with CeO2 buffer layer, having a coherent structure in the a-b plane. Note that this film
is heavily twinned and these boundaries can host Andreev bound states (ABS) [56, 59,
62]. Note that twinning does not disrupt the 4-fold symmetry of the dx2−y2 gap. As
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Fig. 5.6 (a) PR image from a 40 nm thick unpatterned YBCO thin film measured at T = 275
mK, Pin = −5 dBm, fmod = 250 kHz, and Plaser = 0.35 mW. The definition of angle Θ is shown
in red. (b) Angular dependence of PR with a sin2 2Θ fit as a guide to the eye. A weak 4-fold
anisotropy is visible, consistent with a 4-fold symmetry of the dx2−y2 gap of YBCO.
long as the a, b-directions are the same throughout the film, the 4-fold anisotropy will
survive. Since the temperature dependence of the nonlinear Meissner coefficient bΘ of
a nodal superconductor becomes large as T → 0 [53], the PR is measured at T = 275
mK. A high modulation frequency fmod = 250 kHz is used to obtain sufficiently high
resolution for the PR image. With 4 nodes in its gap function, YBCO is expected to
show 4-fold symmetric PR. Indeed, as one can observe in Fig. 5.6(a) and (b), the
PR image and its angular dependence show a 4-fold symmetric pattern with ∼12.5%
anisotropy, making a clear contrast to the Nb case in Fig. 5.5(d) and (f). This result
confirms the ability of the LSM-PR measurement with the dielectric resonator as a gap
spectroscope for unpatterned superconducting samples.
In the PR image, one can specifically relate a real space angle Θ to a direction in
k-space. Assuming the crystallographic directions (a, b-axes) of the film follow those
of the substrate, which is true for the coherent YBCO film grown on the sapphire
substrate, one can deduce the crystallographic directions of the film from the cleaving
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directions of the substrate. With the crystallographic directions known, the kx and
kx y directions in k-space and hence the gap nodal and anti-nodal directions can be
determined. Then, the direction of the tangential current on the sample at a real
space angle Θ can be matched to those k-space directions.
Note that the PR along the gap nodal direction (Θ = 0 in Fig. 5.6) is smaller than
that along the gap anti-nodal direction, contrary to the simple expectation from the
bulk superconducting state of a dx2−y2 superconductor. This is due to the paramagnetic
nonlinear Meissner effect which occurs due to the ABS at the twin boundary surfaces
of the YBCO film [56]. This paramagnetic Meissner effect (PME) becomes dominant
as T → 0 [59, 62]. The PME gives a 45-degree rotated anisotropy in bΘ(T ) compared
to that from the conventional (diamagnetic) NLME [47, 54]. This causes the PR image
to rotate 45-degrees compared to the expectation from the conventional NLME, giving
larger PR along the gap anti-nodal direction. The detailed explanation of the PR from
PME can be found in Ref [47, 54] and Chap. 4.
Regarding the comparison with the previous spiral resonator in terms of the
performance as a gap nodal spectroscope, the 4-fold 12.5% anisotropy that the dielec-
tric resonator shows from un-patterned YBCO sample is similar to the 13% anisotropy
obtained from the patterned YBCO spiral resonator under the same measurement con-
ditions. However, the PR from the spiral resonator shows > 5 times larger magnitude
of the signal and a clearer image since the sample is self-resonant and thus very sen-
sitive to the thermal perturbation. Thus, if a sample can be prepared in a spiral form
without any defects, the spiral resonator is still preferred. However, if a sample is
prone to degradation or defects under the patterning procedure, the dielectric res-
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onator method is superior.
PR contrast in the dielectric resonator method can be enhanced by utilizing sev-
eral strategies. The first strategy is to increase the kinetic inductance fraction [88]
of the sample in the resonator (which reveals anisotropy originating from the gap)
over the geometric inductance of the entire resonator. This can be done by making
the thickness of the film comparable or smaller than the magnetic penetration depth.
A second strategy is to decrease the geometric factor [89] which is defined by the
field energy stored in the volume of the dielectric disk over that in the surface of the
sample. This can be achieved by decreasing the height of the disk or measuring PR in
higher TE01n modes with n> 1.
5.3.3 Future direction: LSM-PR with DR on single crystal samples
In most cases, a recipe for creating new superconducting materials is first dis-
covered in the form of single crystals. Then, with some years of hard work by the
sample growing experts, a recipe for the new material in the form of thin films can be
found. A recipe for a fabricated thin film device comes at the final stage. Therefore,
it would be good if one can extend the LSM-PR technique to single crystal samples
so that the pairing symmetry of the new material can be revealed at the early stages
of discovery. In this section, we list some of the preliminary results of the LSM-PR
technique with DR on single crystal samples, and propose an alternative future design
of the resonator which can study LSM-PR effectively on these single crystal samples.
The first examined single crystal was CeCoIn5 from Chris Ekberg (University of
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Maryland). The material is one of the heavy Fermion superconductors and evidence
for dx2−y2-wave pairing symmetry already exists [10, 11, 90]. Thus, one expects an
anisotropic, 4-fold symmetric PR image, and it would be an excellent example to see if
the dielectric resonator design works for single crystals. However, an important issue
has been identified. For most of the unconventional superconductors in single crystal
form, including CeCoIn5, even the largest piece has a lateral size smaller than 3 mm,
which is the diameter of the rutile disk, as seen in Fig. 5.7(a). In order for the induced
circulating current density on the sample in the TE011 mode to be azimuthally uniform,
each lateral dimension of the crystal should be larger than 5 mm.4 If the size of the
crystal is smaller than that, the high magnetic field region will see the sharp edge of
the crystal and the induced current on the sample will be enhanced around the edge.
This edge effect dominates and distorts the PR image as seen in Fig. 5.7(b), so that
determination of the pairing symmetry is hindered.
The next examined single crystal was KFe2As2 from Yong Liu (AMES lab). Again,
this material also has evidence for dx2−y2-wave pairing symmetry from previous studies
[91–93]. The issue with this material is that even the cleaved surface is not flat, and
the polished surface degrades very quickly in air. Fig. 5.7(c) shows a polished surface
of the cleaved KFe2As2 crystal. The PR image from this rocky surface is dominated
by topographic features as seen in Fig. 5.7(d), which again hinders determination of
pairing symmetry from the image.
One proposal to circumvent these issues of the crystal size and the surface terrain
4Thickness can be arbitrary although 0.5 ∼ 1 mm is preferred so that the sample is not too fragile
and to not increase radiation loss from the opened side space of the dielectric resonator.
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Fig. 5.7 (a) Photo of rutile disk (3 mm diameter) and the CeCoIn5 crystal under study. The
object at the center is the Teflon flake used to minimize the Newton ring pattern in the PR
image. As seen, the size of the crystal is smaller than the disk and edges are exposed. (b) PR
image from CeCoIn5 at 460 mK. (c) Polished KFe2As2 crystal (grey) soldered to 1 mm
2 Cu sheet
(brown). Topographic features still remain. (d) PR image from 200 mK of the KFe2As2 crystal.
Teflon flake insertion was not required here as the topographic features already prevented the
formation of the Newton ring pattern. The color scales in (b) and (d) are in arbitrary units.
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features is to give up on the spatial scanning of the laser beam. Instead, one can try
to find a region somewhere on the surface of the sample that is free from terrain
features and is away from the edges. This kind of clean region should be present
at least in a certain area of the crystal. On the clean area, if one applies a linearly
polarized microwave magnetic field by locating a microwave waveguide with a sub-
mm-length linear slit above the clean area (Fig. 5.8)5, the microwave transmission
can survey the response of the sample with polarized induced current. Experiments
with a similar working principle but different purpose were already manifested [94,
95]. In this situation if one illuminates a laser beam on the clean area under the
slit and then rotates the sample (which is sitting on a piezo-rotator), the polarization
direction of the induced current will rotate with respect to the sample. Eventually, one
will accumulate LSM-PR for the entire 2π range of the current direction (momentum
space), which will reveal the anisotropy of PR and the gap function.
5As long as it does not make the sample kinetic inductance fraction too small, the slit length can be
sub-mm. A simulation should be carried to determine the slit length to check this point.
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Fig. 5.8 The proposed waveguide setup for examining pairing symmetry of single crystal
samples with LSM-PR. The waveguide has an aperture for the laser light to illuminate the





• Recommended readings for this chapter: [10, 81, 90, 96–99]
This chapter begins the second part of this thesis. In this chapter, an introduction
to the microwave surface impedance study of superconducting systems will be given.
The introduction includes background theory, measurement and data processing pro-
cedures, a way to interpret the data, and cavity design. This information will be a
preparation for the readers to understand the results and discussion of the example
studies of topological superconductors in the following chapters (Chap. 7, 8).
6.1 Microwave complex conductivity
Conductivity is a quantity which describes the response of a physical system to
a given electromagnetic field. For example, when a sample is subjected to an electric
and magnetic field, it generates a current in response. The conductivity determines
how much current the sample generates. In the local electrodynamics limit where
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the penetration depth λ is greater than the BCS coherence length ξ0 (for the case of
a superconductor) and skin depth δ > mean free path lmf p (for the case of normal
metal),
~j = σ~E. (6.1)
Here, ~j is the current density, σ is conductivity, and ~E is the electric field. In the
case of direct current (DC) drive, σ is real. However, for the case of a finite frequency,
alternating current (AC) drive, the system has both in-phase and out-of-phase response
to the field. Therefore, σ becomes complex.
~j = σ̃ ~E = (σ1 − iσ2)~E. (6.2)
Here, the real part (σ1) represents the in-phase response, the imaginary part (σ2) rep-
resents the 90◦ out-of-phase (quadrature) field response of the system, and the minus
sign is a convention associated with the choice of time dependence eiωt . In the fol-
lowing sections, I will introduce how one can model this finite frequency conductivity
in the case of normal metals and superconductors.
6.1.1 Drude model of conductivity
For the case of a normal metal, the complex conductivity produced by free car-








Here, n is electron density of the system, e is an electric charge of the electron, m∗ is the
effective mass of the electrons in the energy bands that govern transport phenomena,
τ is scattering life time which represents the time interval between two scattering
events that alter the electron momentum, and ω is the angular frequency (2π f ) of
the electromagnetic field applied to the system. The combination ne2/m∗ is often
called the "oscillator strength" and is a common coefficient that appears in conductivity
expressions.
An important figure which determines the nature of the response to the electro-





In this case the system is governed by a dominant in-phase response σ1  σ2, and





In this case, the system is governed by a dominant out-of-phase responseσ1 σ2, and
the system behaves essentially as an inductor. Therefore, for a given τ, by controlling
the measurement frequency ω of the microwave experiment, one can in principle
switch the character of the response for a normal metal, although it may require going
to the THz or infrared frequency range.
81
6.1.2 Two fluid model
For the case of a superconductor at finite temperature, primarily due to thermal
excitation there exists a mixture of normal electrons (normal fluid) with normal fluid
fraction fn and superconducting electrons (superfluid) with superfluid fraction fs. The








The superfluid, on the other hand, with infinite electron scattering life time τ→∞,


















Note that fs + fn = 1, and this model, which is called the two fluid model [100], has
successfully explained the temperature and frequency dependence of electrodynamic
properties of superconductors. Note that in this model, fn and fs are temperature de-
pendent but not frequency dependent quantities. However, if the photon energy of the
probing electromagnetic signal (ħhω) becomes comparable to the energy required to
break a Cooper pair into excited quasiparticles (2∆), one needs to consider frequency
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dependence of fn and fs, which complicates the analysis. Thus, it is a good habit to
compare ħhω and 2∆ before proceeding with a two-fluid analysis.
The real and imaginary parts of the complex conductivity take different roles in
describing the field response of the superconductor. While σ1 describes the normal
Ohmic transport behavior of the normal fluid, σ2 describes the screening of the field
mainly due to the superfluid. The propagation constant k̃ of the electromagnetic field
inside a material with a propagation factor ei(k̃z+ωt) is [98, 101],




−iµω(σ1 − iσ2). (6.9)
Here, µ is magnetic permeability of the material, and κ is the decay constant of the
field whose inverse is the screening length, which is the penetration depth λ for the
case of a superconductor. In the superconducting state well below Tc and at a low
frequency ħhω 2∆ which satisfies the σ1 σ2 condition,
κ2 = 1/λ2(ω, T ) = µωσ2(ω, T ). (6.10)
From this relation, the magnetic penetration depth λ can be found. λ is an important
piece of information not only for designing microwave devices for applications but
also because its temperature dependence can help to reveal the pairing symmetry of
the superconductor [15].
On top of the penetration depth information from σ2, if one is able to measure
frequency dependence of the complex conductivity σ̃(ω) at each temperature, by fit-
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ting the frequency dependent data with the two-fluid model expression (Eq. (6.8)) in
terms of ω, one can estimate the oscillator sthrength ne2/m∗, quasiparticle scattering
life time τ, and normal fluid fraction fn. If the frequency dependent data of σ̃(ω, T ) is
not available but one has only the temperature dependence σ̃(T ) from a single mea-
surement frequency, one can still estimate τ(T ) and fn(T ) with the following trick.














If one divides Eq. (6.12) by Eq. (6.11), it yields a quadratic equation for ωτ in terms

























from which one can estimate the minimum value of fn(T ) (min fn(T )) with the mea-
sured data of σ2 and σ1. With min fn(T ) and Eq. (6.13), one can also estimate the
scattering life time τ(T ). Finally, by plugging the obtained min fn(T ) and τ(T ) back
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to Eq. (6.11), the oscillator strength ne2/m∗ can be estimated. Note that this two-fluid
model assumes a homogeneous medium. For a inhomogeneous medium, one needs
to consider a detailed current distribution in the medium. Therefore, the estimated
values of fn, τ, and ne
2/m∗ from the simple two-fluid model above should only be
taken as "effective" values in such case.
6.1.3 Connection between complex conductivity and surface impedance
The conductivity is a key piece of information governing the field response of
a superconductor. How can one experimentally determine it? For the case of DC,
the conductivity can be calculated once the resistance of the sample is experimentally
measured. For the case of AC, microwave complex conductivity can be obtained by
experimentally measuring the surface impedance Zs = Rs + iX s of the sample. Rs is
the surface resistance which dictates microwave dissipation of the sample, and X s is
the surface reactance which describes the microwave inductance of the sample. In the
same local limit as mentioned above, σ̃ and Zs have a simple relation,





Surface impedance in various limits
In the low frequency and low temperature limit of the superconducting state (σ1 
σ2), σ ' −iσ2 and the right hand side of Eq. (6.15) becomes pure imaginary. By












and after taking the squre of Eq. 6.15,














one can arrive at (Yes! It is being very kind for the future student!),
Rs(ω, T ) =
1
2
µ2ω2λ3(ω, T )σ1(ω, T ), (6.16)
X s(ω, T ) =
Æ
µω/σ2 = µωλ(ω, T ). (6.17)
Hence, a measurement of the surface reactance X s can also provide the penetration
depthλ, while the surface resistance Rs provides information onσ1(ω, T ). This regime
σ1  σ2 and the corresponding results for Zs (Eq. (6.10, 6.16, 6.17)) hold for most
of the topologically trivial superconductors at low temperature. However, for the case
of an intrinsic topological superconductor with surface residual normal fluid, even in
the superconducting state at low frequency and temperature, the σ1  σ2 regime
does not hold anymore. The analysis of Zs for intrinsic TSCs will be discussed in more
detail in Chap. 8.
Now, back to the general case, if one raises the temperature high enough so
that one moves into the normal state (T > Tc) with large scattering rate (ωτ 1),
86
σ1 σ2 so that












and hence Rs = X s. One may ask what the benefit of studing Zs in this "Large scat-
tering rate regime" (ωτ 1) is. In surface impedance experiments, while it is easy
to measure the relative change in the surface reactance ∆X s(T ) = X s(T ) − X s(Tre f ),
it is very hard to directly measure the absolute value of X s(T ). However, if one mea-
sures Rs in the large scattering rate regime, by equating Rs = X s, one can obtain the
absolute value of X s. Then, by applying the measured relative change ∆X s(T ), one
can finally obtain the absolute value of X s(T ) in the full temperature range down to
the superconducting state. In the following sections, the experimental methods and
procedures of the surface impedance Zs measurement will be discussed.
6.2 Microwave surface impedance measurement
6.2.1 Transmission measurement setup and procedure
The surface impedance Zs of a superconducting sample can be obtained from
both resonant techniques and non-resonant techniques. In this thesis, we will dis-
cuss only the resonant techniques. Readers who are interested in the non-resonant
techniques can refer to Ref. [102, 103]. For the resonant techniques, one can obtain
Zs from the resonance properties (resonant frequency f0 and quality factor Q) of a
microwave transmission resonance that involves the sample of interest. Therefore, a
87
transmission measurement should be performed to obtain Zs of the sample.
Since the LSM-PR measurement introduced in Chap. 2 is nothing but a mi-
crowave transmission measurement with a laser perturbation, the same setup can be
used for Zs measurement by just turning off the laser. One change for convenience
is that the input and output microwave signals are now generated and received by
the Keysight vector network analyzer (VNA) N5242A (Fig. 6.1), instead of the signal
generator and the microwave detector (Fig. 2.3(a)). The VNA calculates a voltage
ratio of the signal at its input and output port to obtain the microwave transmission
scattering parameter S tot21 .
1 The generated input signal goes into the microwave trans-
mission line (blue lines in Fig. 6.1) of the dilution fridge and reaches down to the
resonator attached to the mixing chamber plate (MXC). With no laser illumination
and the optical windows closed, the typical base temperature at the resonator is ≈ 30
mK. The signal passed through the resonator comes back to the output port of the
VNA. The details of various resonator designs will be discussed in Sec. 6.3
Since S tot21 calculated by the VNA includes cable loss from the transmission line,
one needs to subtract out this cable loss in order to obtain the scattering parameter
purely from the resonator. For this correction, an additional transmission line mea-
surement called a thru line measurement, which follows the same signal path but
bypasses the resonator in a separate cooldown, is used. The measured transmission
from this correction line is called thru-S21 (S
thru





1Note that all the scattering parameters are complex functions of frequency.
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Fig. 6.1 Schematic view of the signal path of the microwave transmission measurement S tot21
(blue) that includes the resonator, and the signal path of the thru line transmission measure-
ment S thru21 (green) that shares the same signal path except that it bypasses the resonator at a
separate cooldown. The thru line measurement S thru21 gives a measure of the cable loss.
can estimate the resonator transmission S res21 ,





With the above procedure for finding S res21 , broadband transmission (0.1 ∼ 20
GHz) is first measured to locate the resonant peaks.2 For each located peak, a narrow
band measurement is done to precisely resolve the sharp S res21 ( f ) near the peak of each
resonance (Fig. 6.2(a)). This peak S21( f ) measurement is conducted with various
input microwave powers Pin. In principle, higher Pin is preferred since it helps to
enhance the signal-to-noise ratio of the S21 measurement. However, if one increases
2One may be concerned about the possible presence of broadband noise coming down the cable
to the resonator. However, the resonator itself behaves as a narrow-band filter, inducing a large field
intensity on the sample surface only at the resonant frequencies. Therefore, the effect of broadband
noise can be ignored.
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Fig. 6.2 (a) Typical S21 measurement near a resonance peak. Inset shows the effect on S21( f )
with variation of Pin. Data at Pin = −15 dBm (skyblue) shows a suppression of the peak due to
the microwave heating of the sample. (b) Temperature dependence of the resonant frequency
f0(T ) for various values of Pin. The dependence on Pin saturates below -30 dBm.
Pin too much, the input signal induces sample heating which distorts the peak S21( f )
as seen in the inset of Fig. 6.2(a) (distortion starts at Pin = −15 dBm).3 The effect
of sample heating at high Pin can also be seen in the temperature dependence of the
resonant frequency f0(T ) (Fig. 6.2(b)). Therefore, one needs to find a sweetspot
for Pin; utilize the largest Pin without affecting S21( f ) and f0(T ). For example, in
Fig. 6.2(b), the f0(T ) curve depends on Pin at high power but the dependence is
independent of power below −30 dBm. This means S21( f ) is free from the effect of
microwave heating or nonequilibrium qausiparticles. In this case, using Pin ∼ −30
dBm would be an optimal choice.
3dB is a logarithmic ratio. When it is converted from the linear ratio (lin), dB = 10log10(lin). dBm
is a unit of power in logarithmic ratio widely used in the microwave community. 0 dBm corresponds
to 1 mW and -20 dBm corresponds to 0.01 mW, for example.
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6.2.2 Determination of resonance properties f0 and Q
With the measured S21( f ) curve, one can characterize the resonance properties.
There are the resonant frequency f0, which is related to the reactance of the system
( f0 ∼ 1/
p
LC where L is the inductance and C is the capacitance of the system), and
the quality factor Q which is related to the microwave dissipation Pdiss in the system
(1/Q ∼ Pdiss). The characterization of f0 and Q can be done by fitting the S21( f ) curve
near the resonance in two different ways. One method is Lorentzian fitting [96]which
fits the magnitude of S21( f ) only with the following model,
|S21( f )|= a1 + a2 f +









Here, a1, a2, and a3 are coefficients which account for background frequency depen-
dence of S21( f ), |Smax21 | is the magnitude of the peak S21 without the background, and
Q L is a "loaded" quality factor. The other way of fitting is to use the "Phase versus
frequency fit" [96] which models the phase φ of the complex S21( f ) = |S21( f )|eiφ( f )
with,










where φ0 is a phase offset. Each method has its own advantages. Lorentzian fitting
is known to perform better when the S21( f ) data is noisy. Phase versus frequency
fitting performs better when the noise is small [96] and only requires half of the fitting
parameters (3) compared to the Lorentzian fitting (6).
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Fig. 6.3 (a) Example plot of |S21( f )| data in linear scale (black) near the peak and corre-
sponding Lorentzian fit curve (yellow). The fitting results in a1 = 0, a2 = 2.71 × 10−14 s,
a3 = −1.75× 10−13 s, |Smax21 | = 0.206, f0 = 11.048 GHz, and QL = 11520. (b) Phase φ( f )
of the same |S21( f )| data (black) and Phase versus frequency fit curve (yellow). The fitting
results in φ0 = −0.0153, f0 = 11.048 GHz, and QL = 12122.
Ideally, the quality factor 1/Q should describe the dissipation from the resonator
itself. However, to excite and pick up the microwave signal, the resonator should be
coupled to the external world through excitation/pick-up loops. This coupling causes
some portion of the energy in the resonator to leak out to the external world, adding
an additional source of dissipation which is described by 1/Qc where Qc is called
the coupling Q. The Q arising purely from losses within the resonator is called the
unloaded Q (Qu). The Q factor obtained from fitting the raw S21 data above is called
the loaded Q (Q L) because it describes the dissipation from both the resonator itself
1/Qu and the coupling 1/Qc,
1/Q L = 1/Qu + 1/Qc. (6.22)
To obtain information on the dissipation purely from the resonator, one needs to know
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Qu which removes the effect of coupling. In the case of equal coupling from the input





To obtain the dissipated microwave power from the sample P sdiss, which is related
to the resistance Rs of the sample, one needs to further subtract the dissipated power
from the background components of the resonator. The main sources of the back-
ground dissipation of the resonator are Ohmic dissipation from the metallic enclosure
P encdiss of the resonator, dielectric loss from the dielectrics P
diel
diss , and radiation loss from
any openings of the resonator P raddiss . Therefore the unloaded Q can be written as,
























The detailed estimation and subtraction of Pdiss from each background component
varies depending on the resonator design, so it will be discussed further in Sec. 6.3.
Once the subtraction is done, it leaves only the sample contribution to the quality
factor Qs.
On the other hand, extracting the absolute value of the sample contribution to
the resonant frequency f0 is not a simple task [81]. In contrast to the case of the re-
sistance and dissipated power, contributions to the reactance from each component of
the resonator do not simply add up linearly. Instead of the absolute value of the reso-
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nant frequency, a relative temperature dependence ∆ f0(T ) = f0(T )− f0(Tre f )4 can be
studied much more easily since the change in the inductive response is dominated by
the superconducting sample. The background components of the resonator typically
have very weak temperature dependence on their material properties in the low tem-
perature limit below 10 K, whereas most of the superconducting samples undergo a
large change in their electromagnetic properties in that temperature range. The con-
version of Qs(T ) and ∆ f0(T ) to Rs(T ) and X s(T ) will be discussed in the following
Sec. 6.2.3.
6.2.2.1 Error bar determination
Ideally, the error bars of the resonance properties ( f0 and Q L) should be deter-
mined by repeating S21( f )measurement under the same conditions (temperature and
Pin) and in large number > 30). Once the distribution of f0 and Q L is obtained from
the repeated S21( f ) dataset, the error bar of f0, Q L can be determined as the stan-
dard deviation of the f0, Q L distribution. However, performing this procedure for all
temperatures and Pin points takes an enormous amount of time.
Instead, the error bar can be also determined by a deviation of f0 and Q L from
the estimated values which increases the root-mean-square error σRMS of the fit by
5%. The main source of the error bar of f0 and Q L is the noise in the S21( f ) data.
If the signal-to-noise ratio of S21 is large (small) which makes the S21( f ) curve well-
(poorly-) defined, f0 and Q L can have a narrower (wider) range of values while giving
4Tre f is a reference temperature and usually set to the base temperature of the measurement.
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fits with similar values of σRMS. Once the error bar of f0 and Q L are determined, I uti-
lize the standard error propagation methods from the relation between the resonance
properties and extracted quantities of interest (Zs, λ, etc.), so that the error bar for
the extracted quantities can also be determined.
6.2.3 Converting resonance properties ( f0 and Q) into surface impedance
(Zs)
Once ∆ f0(T ) and Qs(T ) are obtained, the surface impedance Zs = Rs + iX s of
the sample can be determined as [89],
Rs(T ) = Ggeo/Qs(T ) (6.26)




















represents the integration over the surface of the sample. Ggeo is the sample geometric
factor which can be calculated either analytically using the field solution inside the
resonator for each resonant mode (if the solution is available), or experimentally by
comparing the measured Rs from Eq. (6.26) with calculated Rs =
p
µωρt rans/2 from
transport resistivity ρt rans. Note that this calculation is valid in theωτ 1 limit in the
normal state of the sample. Ramping the temperature to reach this large scattering
rate regime helps to find not only Ggeo but also the absolute value of X s(T ). When the
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ωτ 1 regime is reached, the complex conductivity σ̃ only has a real part, resulting
in Rs = X s = ∆X s(T ) + X s0 (as already discussed in Eq. 6.18). By comparison of
Rs and ∆X s, the offset in the sample reactance X s0 can be found, which yields the
absolute value of X s(T ). With the absolute values of Rs(T ) and X s(T ) determined,
one can calculate the microwave complex conductivity σ̃(T )whose real and imaginary
parts provide useful information about the normal fluid and superfluid response of a
superconductor.
One important question here is, what is the unambiguous experimental signa-
ture that one has achieved theωτ 1 regime? In this regime, Rs(T ) = X s(T ) so their
temperature derivative dRs/dT , dX s/dT should also be the same above the temper-
ature Tls where the large scattering rate ωτ  1 regime is achieved. Therefore, by
translating the ∆X s(T ) curve (note that dX s/dT = d(∆X s)/dT) and finding a tem-
perature regime above which dRs/dT = d(∆X s)/dT is satisfied, Tls can be identified.
Note that the relative magnitude of the temperature derivative of Rs and X s has Ggeo
as a common factor, thus the estimated value of Ggeo does not affect this comparison
test.
6.2.4 Nonlocal limit
In Sec. 6.1.3, the simple relation beteen σ̃ and Zs (Eq. (6.15)) is discussed in
the local limit (λ > ξ0 and δ > lmf p). While the local limit holds for most of the
unconventional superconductors (especially for type II), it would be good to mention
how the relation changes in the nonlocal limit. In the extreme nonlocal limit (ωτ 1
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and lmf p λ), Zs approaches to Znonlocals which is given by [106],










m∗/µne2 is the London penetration depth. Nonlocal effects also influ-
ence the temperature dependence of the penetration depth. Readers who are inter-
ested in the nonlocal effect on the temperature dependence of the penetration depth
λ(T ) can refer to Ref. [15].
6.3 Types of resonators
In this section, various types of dielectric resonators (DR) which host microwave
transmission resonances for surface impedance measurement will be introduced.
6.3.1 Disk Dielectric resonator
The disk shape dielectric resonator (DR) is our first generation microwave res-
onator for Zs measurement which allows simultaneous LSM-PR measurement. As in-
troduced in Fig. 5.2, the details of the resonator dimensions, field distributions, mode
frequencies have already been introduced in Sec. 5.2.1. Only the detailed aspects for
surface impedance measurement, which have not introduced in Sec. 5.2.1, will be
discussed here.
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The geometric factor of the disk DR can be calculated from its definition (Eq.
(6.28), while the analytical field solution in the resonant modes was obtained by B.
W. Hakki and P. D. Coleman [76]. For the rutile disk resonator with a diameter of 3
mm, height of 2mm, and at its fundamental mode (TE011) f0 ≈ 10 GHz, and a sample
on one side of the disk, one finds that Ggeo ≈ 225Ω. For the sapphire disk resonator
with a diameter of 6.35 mm, height of 3mm, and at its fundamental mode (TE011)
f0 ≈ 20 GHz, one finds that Ggeo ≈ 391Ω. The calculated Ggeo directly connects the
measured temperature dependence of the resonant frequency∆ f0(T ) data to the that
of the surface reactance∆X s(T ) (Eq. 6.27). In theσ1 σ2 limit which holds for most
of the superconductors (without residual normal fluid) at T < 0.3Tc, ∆X s(T ) can be
converted directly to the temperature dependence of the penetration depth ∆λ(T )
(Eq. 6.17). In this manner, the disk DR is employed to study ∆λ(T ) of thin-film
superconducting samples (Chap. 7)
Regarding the surface resistance Rs of a sample in the disk DR, the examination
of the dissipation (1/Q) from sources other than the sample can be done as follows.
First, the radiation loss in the disk DR is marginal since the cutoff frequency of wave
propagation through the aperture is 58.6 GHz for the rutile and 29.3 GHz for the
sapphire disk DR. These cutoffs are much higher than the measurement frequencies of
11 GHz (rutile DR) and 20 GHz (sapphire DR), and hence the radiation field cannot
propagate. Also, the dielectric loss should be marginal too since the loss tangent
tanδ = 1/Qdiel is ∼ 10−8 for both rutile and sapphire below 10 K [78]. Finally, in
terms of Ohmic dissipation from the enclosure, the top plate is a niobium plate which
was annealed to 800 ◦C for 3 hours in a high vacuum at Jefferson Lab [107]. This is the
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same treatment which has been applied to produce niobium cavities with low loss for
the use in radio frequency particle accelerator cavities. The treatment typically yields
an extremely low surface resistance of ∼ 1 nΩ at 1.5 GHz and 2 K [107]. As Rs ∼ω2
for conventional superconductors at low temperature (T < 0.3Tc) (Eq. (6.16)), one
expects Rs ∼ 54 nΩ at 11 GHz ( f0 of the rutile disk DR). If one assumes Ggeo of the
top plate to be on the same order compared to that of the bottom plate (the sample),
1/Qtop plate ∼ 1.38× 10−10.
The unloaded quality factor 1/Qu of the disk DR at the base temperature with
a fully gapped superconducting sample is typically on the order of 10−5 (other nodal
superconducting samples should have larger 1/Qu). Considering this, 1/Qu 1/Qdiel ,
1/Qtop plate, and the cutoff frequency which is larger than the measurement frequency
implies that the dissipation should dominantly originate from the bottom side of the
disk (Fig. 6.5(a)), where the sample is screening the magnetic field. Therefore, for
the case of the disk DR, 1/Qs = 1/Qu − 1/Qdiel − 1/Qtop plate ≈ 1/Qs. Note that the
size of the sample in the disk DR should be larger than the diameter of the disk (3
mm). Otherwise, some of the field will leak out and be dissipated by the exposed
copper bottom plate. As seen from Fig. 6.4, the induced surface current density J
on the top surface of the sample at distance r = 1.5 mm away from the center axis
of the disk is still strong (J(r = 1.5) ≈ 0.4Jmax).5 Only when r = 2.5 mm or larger,
the induced current density becomes small (J(r > 2.5) ® 0.05Jmax). This calculation
result imposes a lower bound of the sample size (≥ 5x5 mm2) for the disk DR to fully
attribute the Qs from the measurement to the surface resistance Rs of the sample. This
5Jmax is the maximum surface current density.
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Fig. 6.4 Calculated surface current density J(r) on the bottom surface of the rutile disk DR
(top surface of the sample) normalized by its maximum value. The coordinate r represents the
radial distance from the center-axis of the disk. The calculation is based on the field solution
given by Ref. [76]. The red dash line represents the radius of the rutile disk.
requirement is fulfilled by almost all of the thin film samples although it is not satisfied
for the many of sub-mm size single crystals.
The advantage of the disk DR is that it provides a well-defined in-plane elec-
tromagnetic response, from the top surface of the sample. As long as the lateral di-
mension of the sample is larger than 5 mm, there is no magnetic field making detours
around the edges and onto the out-of-plane facets of the sample. Therefore, the re-
sponse one observes can be fully attributed to the plane adjacent to the bottom of the
dielectric disk.
The disadvantage of the disk DR arises from the niobium top plate. A fully
gapped s-wave superconductor starts to develop finite temperature dependence in
its superfluid fraction fs above ∼ 0.25Tc [15] due to thermal excitation out of the
ground state. Therefore, above T = 2.5 K (0.25Tc) the niobium top plate develops
its own contribution to the frequency shift ∆ f0(T ) of the resonance. The top plate
contribution is convoluted with the sample contribution, and this makes it hard to
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determine∆ f0(T ) purely from the sample. This was the main reason that the disk DR
has been used to study mainly the low temperature behavior (T < 0.3Tc) of∆λ(T ) of
the thin film samples whose Tc is below 8 K. Also, above the Tc of niobium, the top plate
becomes too lossy so that Qu becomes ∼ 103 or less. In such a low Q peak, our S21( f )
fitting methods cannot determine f0 and Q with the necessary accuracy. Hence, these
niobium top plate properties limit the temperature window of the measurement. Thus,
the absolute value of X s(T )may not be found by applying the Rs = X s trick (Sec. 6.2.3),
if the ωτ 1 regime is achieved at temperatures above the Tc of niobium. Indeed,
even for low-Tc (1 ∼ 3 K) unconventional superconductors including Sr2RuO4 and
CeCoIn5, the ωτ 1 regime is achieved at around 20 K in the 2∼ 15 GHz frequency
range [90, 97]. Therefore, we want to have a capability of the temperature dependent
Zs measurement at least up to 20 K.
6.3.2 Hollow rutile cylindrical dielectric resonator
The hollow rutile cylinder dielectric resonator (hollow DR, Fig. 6.7(b)) [10,
81, 99] was introduced to address the disadvantages of the disk DR in examining
small-sized single crystals, and in accurately measuring the absolute value of X s, so
that the full complex conductivity σ̃ can be obtained. The two main changes are
replacing the niobium top plate with a copper top plate, and replacing the solid rutile
disk with a hollow rutile cylinder (Fig. 6.7(b)). Removing the niobium top plate
enables determination of the absolute value of X s. Due to the absence of significant
background temperature dependence of f0 and Q from the niobium, we can measure
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Rs(T ) and ∆X s(T ) of the sample up to high temperature so that the absolute value of
X s(T ) can be determined. The newly introduced copper top plate (or wall) shows only
a small change (< 3 %) in its electrical resistivity between 4 to 20 K [108], cutting
down the background temperature dependence to a manageable level.
However, the drawback of using copper walls is that it introduces much more
Ohmic dissipation compared to the niobium plate for the same amount of field ex-
posure. To resolve this issue, one needs to decrease the amount of the field that is
exposed to the copper walls. This can be done by introducing a space between the ru-
tile cylinder (where most of the fields are concentrated) and the top and bottom walls.
The spacing can be introduced by using a sapphire rod (Fig. 6.5(b)) as a mechanical
supporting structure of the hollow rutile cylinder.
Once the minimal field exposure to the walls is achieved, introducing the hollow
rutile cylinder instead of the solid disk allows one to study small-sized (∼ 1 mm3)
crystals. The sample is inserted in the middle of the empty bore (Fig. 6.5(b)). Since
the sample changes the field distribution inside the bore, and not the field distribution
far away from the rutile cylinder, the amount of the field exposed to the copper walls
remains low regardless of the sample size. This fact means that the measured resonant
properties ( f0 and Q) from the hollow DR will be dominated by the field response of
the sample rather than that of the walls regardless of the sample size. Therefore,
samples with a variety of sizes can be tested.6
Figure. 6.5(b) shows our first generation hollow DR cavity design which includes
6Of course, one should be warned that if the crystal is too small (imagine the extreme case of a 1
µm3 sized sample), the field response would be insensitive to the Zs of the sample.
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the above remedies. The hollow rutile cylinder has dimensions of outer diameter
OD = 10 mm, inner diameter ID = 3 mm, and height H = 10 mm. The cylinder is
made by SurfaceNet GmBH, which is located in Germany. There are top and bottom
sapphire disk spacers which separate the cavity walls and the DR. The top spacer has
a dimension of D = 4 mm and H = 2 mm. The bottom spacer has a rod structure of D
= 2.95 mm, H = 5 mm (which thermally anchors the sample to the rest of the parts)
connected to the disk structure of D = 4 mm and H = 2 mm. The diameter of the top
and bottom copper cavity walls are the same as the copper bottom plate of the disk
DR.
The first generation hollow DR hosts more than 20 resonant modes in between
2 and 20 GHz. However, depending on the field distribution, not all of these modes
involve the response of the sample. By comparison of the resonance properties ( f0, Q)
between when the sample is inserted and when it is absent, five modes which clearly
involve the sample response were found at 2.71 (TE011), 4.58 (TE013), 5.73 (TE021),
6.89 (TE015), and 7.12 GHz (TE023).
7
In the standard cavity perturbation theory, as the sample is inserted, the sam-
ple introduces an additional dissipation channel. Hence the quality factor Q of the
resonator should decrease. However, among the 5 sample-response-dominant modes,
the two low frequency modes (2.71 and 4.58 GHz modes) shows the opposite behavior
where Q increases after the sample insertion. One possible scenario is that the exposed
field to the top and bottom cavity walls with the 2 mm height sapphire spacers are
7In the notation "TEmnl ", "TE" means "transverse electric field". The indices m, n, l represent the
number of nodes of the field distribution in the azimuthal, radial, and height-directional coordinates of
the cylinder. The identification of the modes is done by HFSS simulation, confirming previous results
by X. Zhang [99] with a hollow DR of the same dimension and dielectric constant.
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Fig. 6.5 (a) Schematic cross section diagram of the disk DR as a reminder (Fig. 5.2) and
comparison to (b). Note that the large sample acts as a superconducting bottom plate for the
DR. (b) Cross section view of the first generation hollow DR design. The bright grey parts
are sapphire spacers which allow spacing between the lossy copper walls and the DR. The DR
structure is a hollow cylinder with empty space of diameter = 3 mm. The sample is sitting in
the middle as a perturbation to the field distribution generated by the hollow DR resonance.
The drawing is not to scale.
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actually not ignorable for those low frequency modes. In this case, if the redistributed
field after the insertion of the sample results in lower amounts of exposed field on the
copper walls, the Ohmic dissipation from the walls decreases and the Q of the modes
increases. Indeed, the low frequency modes, due to their longer wavelength, have a
greater proportion of the field outside of the rutile cylinder compared to the high fre-
quency modes. This fact makes the above hypothesis more plausible. A quantitative
check of the hypothesis, estimation on how far the copper walls should be separated
from the rutile cylinder, and a remedy to fix this issue will be introduced in the next
section (Sec. 6.3.3).
Another issue of the first generation hollow DR is the large temperature depen-
dence of the rutile dielectric properties above 10 K. The hollow DR design adopts a
large rutile cylinder so the contribution to the field stored energy from the rutile cylin-
der is much larger than in other DR designs. Therefore, the temperature dependence
of the dielectric properties of the rutile significantly affects the DR resonant frequency
f0(T ), which is demonstrated in Fig. 6.6. First, dielectric crystals, such as rutile and
sapphire, are known to contain paramagnetic impurities which act inductively in re-
sponse to the external microwave field [109]. These paramagnetic impurities were
reported to lead to a sharp upturn in f0(T ) as T → 0 [99, 109]. Indeed, this effect
can be seen in the low temperature close-up of f0(T ) of the first generation hollow DR
with no sample present (Fig. 6.6(a)). Second, the high dielectric constant of rutile,
which enables resonant modes in a compact volume, undergoes a rapid decrease as
the temperature is increased above 10 K [78, 109]. The rapid decrease in the dielec-
tric constant ε(T ) yields a rapid increase in f0(T )∼ 1/
p
ε(T ), and this is clearly seen
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Fig. 6.6 (a) Low temperature resonant frequency f0(T ) study of the first generation hollow
DR without a sample. The legend indicates the input microwve power Pin used in the mea-
surement. (b) High temperature f0(T ) study of the hollow cylinder DR in the absence of a
sample.
in the high temperature range data in the absence of a sample (Fig. 6.6(b)).
6.3.3 Upgrade on the hollow cylindrical dielectric resonator
As described above, the first generation hollow DR had two major issues. One
is the substantial presence of fields on the cavity walls. The other is the highly tem-
perature dependent dielectric and magnetic properties of rutile. To resolve the first
issue, two remedies can be applied. One is to remove the disk sapphire spacers which
unfortunately guide the fields to the top and the bottom walls due to their high (≈ 10)
dielectric constant. Instead, a very thin, wide sapphire wafer can suspend the hollow
rutile in vacuum away from the walls (Fig. 6.7). The other remedy is to push back
the walls away from the rutile. The first generation hollow DR has a cavity radius
Rcav = 15 mm and a height of the cavity Hcav = 14 mm. An HFSS field simulation
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Fig. 6.7 HFSS simulation design of the second generation of the hollow DR (view from the
side).
was performed to see how far the walls should be moved away to minimize the field





dS represents surface integration) of the sample and the top,
bottom, and side walls of the cavity. As expected, the increase in both Hcav and Rcav di-
minishes the surface field at the walls while increasing, or at least not decreasing, the
surface field on the sample. For a more quantitative comparison, we defined the ratio









If this figure of merit M is small, it means the sample takes a larger portion while
the wall takes a smaller portion of the field response. This ratio was on the order of 1
(M = 0.65) for the first generation hollow DR, which means that a large field intensity
is reaching the walls. However, as seen in Fig. 6.8(b),(d), the increase in Hcav (when
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Rcav = 15 mm) rapidly decreases M more than a factor of 6 and almost saturates at
Hcav = 30 mm. Further, the increase in Rcav up to 20 mm (when Hcav = 30 mm)
smoothly decreases M more than a factor of 2. Note that Rcav larger than 20 mm was
not simulated as it makes the cavity thermal and physical mass too large. In the end,
an Rcav = 20 mm, Hcav = 30 mm cavity is predicted to have a walls-to-sample field
energy ratio M = 0.048 which is much smaller compared to the value M = 0.65 of the
original geometry. At the moment this thesis is being written, the new cavity design of
Rcav = 20 mm, Hcav = 30 mm is being constructed and will be experimentally tested
soon.
The second issue of the 1st generation hollow DR, which is the temperature de-
pendence of the rutile dielectric properties, can be resolved by thermally disconnecting
the sample temperature and the resonator (cavity walls + hollow DR) temperature.
This can be done by a "hot finger" technique [110]. As seen in Fig. 6.9, the cavity and
hollow rutile are thermally anchored to the cold plate of the fridge. This cold plate
(CP) is thermally isolated from the mixing chamber plate (MXC), so that it can stay at
its base temperature of 100 mK even though the temperature at the MXC changes. On
the top wall of the cavity, a separate thermal stage is mechanically mounted through
Vespel SP-1 rods. The thermal stage acts as a thermal reservoir for the sample and
it is thermally connected to the MXC through copper braidings so that it can reach
the base temperature of the MXC. The Vespel rods have a vanishingly small thermal
conductivity at cryogenic temperature [111]. Considering the temperature dependent
thermal conductivity of the Vespel, 3 Vespel rods with D = 0.125 inch, H = 2 inches
will transmit 90 µW of heat when the thermal reservoir is even at 20 K and the cold
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Fig. 6.8 Integrated surface magnetic field over the surface of each component of the res-
onator in terms of (a) Hcav variation and (c) Rcav variation. The walls-to-sample integrated
surface field ratio M as a function of (b) Hcav (for Rcav = 15 mm) and (d) Rcav (for Hcav = 30
mm).
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plate (CP) is at 100 mK. The cooling power of the CP at 100 mK is 100 µW, so the heat
should be handled by the CP.
The thermal reservoir and the sample are connected by a non-magnetic 304
stainless steel (SS304) weak link.8 The weak link is designed to provide cooling power
to the sapphire hot finger and the sample so that they can reach the base tempera-
ture within a reasonable time frame. At the same time, the weak link design aims
to provide modest thermal isolation so that MXC and the reservoir do not have too
large a temperature increase when the sample and the finger are heated up for the
f0(T ), Q(T ) studies of the sample. Considering these requirements, the SS304 weak
link dimensions are determined to be D = 0.125 inch, H = 0.5 inch, and thickness =
0.006 inch [112], transmitting 1 mW of heat when the sample and the finger are at
20 K and the reservoir is at 100 mK for example. Note that the MXC (where the reser-
voir is anchored) has a cooling power of 1 mW at 350 mK. Therefore, if one increases
the sample temperature up to 20 K, it will increase the MXC temperature to ∼ 350
mK, and that only increases the CP temperature by 9 mK in our system due to a weak
thermal connection between the CP and MXC.
The second generation hollow DR design which adopts the two modifications
(large cavity, hot finger) is shown in Fig. 6.9. With this new design, two measurements
are needed to determine the surface impedance Zs of the sample. The first one is
for the background dissipation measurement without the sample but with the hot
finger carried to high temperature. The second one is for the actual sample property
measurement with the sample inserted on the hot finger and the temperature of the
8This weak link design is adopted from the design of N. Murphy [112].
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Fig. 6.9 The second generation, large-cavity hollow DR design with hot finger technique.
In practice, this resonator will be inverted (upside down) when placed in the Bluefors XLD
dilution fridge. The drawing is not to scale.
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finger and sample varied. The sample quality factor Qs(T ) can be determined by the
results of those two measurements [81] (after coupling effects are removed),
1/Qwo sampleu = 1/Qwalls + 1/Qdiel + 1/Q rad , (6.31)
1/Qw sampleu = 1/Qs + 1/Qwalls + 1/Qdiel + 1/Q rad , (6.32)
1/Qs(T ) = 1/Q
w sample
u (T )− 1/Q
wo sample
u (T ), (6.33)
where the difference is carried out at each temperature of interest. Here, Qw sampleu and
Qwo sampleu are the unloaded quality factor with and without the sample present. The
surface resistance of the sample Rs can be determined from the sample quality factor
Qs (Eq. (6.26)). The geometric factor, to convert Qs to Rs and to obtain the absolute
value of X s, can be found by the experimental method described in Sec. 6.2.3. In the
following two chapters, the above described disk DR and hollow DR techniques will
be applied to the topologically non-trivial superconductors, as promised.
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CHAPTER 7
Microwave Meissner Screening study of an Artificial
Topological Superconductor - SmB6/YB6
• This Chapter expands upon material previously published as Ref. [113].
• Recommended readings for this chapter: [28–30, 113–118]
In this chapter, a microwave penetration depth study of SmB6/YB6 thin film bi-
layers, a proximity coupled topological insulator / superconductor (TI/SC) system,
will be introduced. The TI/SC system is a representative example of artificial topo-
logical superconductors (TSC). The importance of studying the TI/SC bilayer system
will be discussed and the strength of the microwave technique in characterizing the
properties of this system will be demonstrated. Finally, the interpretation of the ob-
tained characteristic properties of the TI/SC system through the microwave Meissner
screening study will be discussed.
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7.1 Motivation for a microwave study of TI/SC systems
Creating an experimental platform which hosts Majorana bound states (MBSs)
in a condensed matter system is a goal that has received great attention recently [119,
120]. Due to robust topological protection, the MBS is a promising qubit candidate
for quantum computation [121]. One of the platforms proposed to realize the MBS
is a topological insulator / superconductor (TI/SC) bilayer system [28]. With the
induced spinless p-wave superconductivity (a type of TSC) in the topological surface
states (TSS), an MBS has been predicted to exist in its vortex core [29, 122–124].
Therefore, it is important for the physics community to establish and understand the
properties of TI/SC bilayer systems.
There have been a number of studies on the Bi-based TI (Bi2Se3, Bi2Te3, etc) /
SC systems through point contact spectroscopy (PCS) [125], ARPES [22, 126], and
STM [30, 127, 128] measurements. DC techniques such as PCS and STM probe the
magnitude of the superconducting order parameter induced in the top surface of the
TI with a probing depth range limited to the mean free path or coherence length, and
cannot be applied to the case when an insulating bulk region is present (Fig. 7.1).
ARPES studies the angle-resolved magnitude of the induced order parameter from
the first few atomic layers of the top surface of the TI.
In contrast, a microwave Meissner screening study investigates the high fre-
quency electromagnetic field response. The microwave field propagates through an
insulating layer and penetrates inside the superconducting system to the scale of the
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penetration depth, which is comparable to the thickness of typical thin-film bilayers
(< 200 nm) (Fig. 7.1). Since the field screening response is induced throughout the
entire bilayer, it can reveal more details of the proximity-coupled bilayer [114, 115,
117, 129, 130] that are not directly available to the other techniques. It is also im-
portant to note that the screening response study does not require specialized surface
preparation which is critical for success of many of the other techniques.
The distinct capabilities of the Meissner screening study on the proximity-coupled
system have been previously demonstrated on conventional normal (N) / supercon-
ductor (S) bilayer systems such as Cu (N) / Nb (S) [115, 116, 131–138]. It can reveal
the spatial distribution of the order parameter and the magnetic field profile through-
out the film, as well as their evolution with temperature. From such information,
superconducting characteristic lengths such as the normal coherence length ξN and
normal penetration depth λN of the proximity-coupled normal layer can be estimated.
The study can also reveal thickness dependent proximity-coupling behavior, which
helps to estimate the thickness of the surface states (tTSS) for TI/SC bilayers. The
ξN, λN, and tTSS of a proximity-coupled TI layer determine the radius of a vortex, the
maximum spacing between vorticies in a lattice, and the minimum thickness of the
TI layer. Such information is required to avoid intervortex tunneling of MBSs, which
would result in a trivial fermionic state [139].
Compared to other high frequency electromagnetic techniques such as THz op-
tical measurement, the advantage of the microwave Meissner screening study for in-
vestigating the properties of a TI/SC bilayer is that the energy of a 1 GHz microwave
photon (≈ 4 µeV) is a marginal perturbation to the system. On the other hand, the
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Fig. 7.1 Comparison table of DC, microwave, and THz techniques as characterization tools
for the TI/SC system. Black arrows represent the spatial penetration of the probing signal of
each technique. Here, ω is the angular frequency of the probing signal, and ∆0 is BCS gap of
the parent superconductor.
energy of a 1 THz optical photon (≈ 4 meV) is comparable to the gap energy (≤ 3
meV) of typical superconductors used in TI/SC systems such as Nb, Pb, Al, NbSe2, and
YB6 [140–142]. This high photon energy of the THz technique breaks Cooper pairs,
which hinders investigation of the ground state superconducting properties of the sys-
tem. Therefore, the microwave screening study is an ideal method to study details
of the induced order parameter in TI/SC bilayers. The advantages of the microwave
study in TI/SC systems are well summarized in Fig. 7.1.
As seen from the advantages listed in Fig. 7.1, There is a clear demand for
the demonstration of the microwave Meissner screening study for the TI/SC bilayer
system. In the remainder of the chapter, we will introduce the results of our mi-
crowave Meissner screening study (penetration depth measurement) on SmB6/YB6.
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SmB6/YB6 is a strong candidate for a topological Kondo insulator / superconductor
bilayer systems. The existence of the insulating bulk in SmB6 has been under debate
[23, 24, 143–148]. From measurements of the temperature dependence of the Meiss-
ner screening with a systematic variation of SmB6 thickness, our study shows evidence
for the presence of an insulating bulk region in the SmB6 thin films. Through a model
of the electrodynamics, the study also provides an estimation for the characteristic
lengths of the bilayer system including the thickness of the surface states. The details
of the experiment and the model will be discussed in the following sections.
7.2 Experiment
7.2.1 Sample preparation
SmB6/YB6 bilayers were prepared by an in-situ sequential sputtering process
(i.e., without breaking vacuum) to insure the ideal superconducting proximity effect,
which is a prerequisite for the current study and analysis [149]. SmB6 and YB6 share
the same cubic crystal structure with almost the same lattice constant (≈ 4.1 Å), which
allows the fabrication of bilayers by sequential high-temperature growth under the
same conditions. YB6 is a superconducting rare-earth hexaboride and it has been re-
ported that slight boron deficiency improves the superconducting transition tempera-
ture (Tc) of YB6 [118]. Thus, for this study, slightly boron deficient YB6 films (B/Y =
5.6) were used as the superconducting layers.
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YB6 thin films were deposited on Si(001) substrates. To remove the native oxide
layer on the Si substrate, we treated it with hydrofluoric acid (HF) before the thin
film deposition. The base pressure of the deposition system was 2 × 10−8 Torr. The
deposition process was performed at 860 ◦C under a pressure of 10 mTorr Ar gas
(99.999 %). The thickness of the YB6 layers for all films was fixed to be 100 nm. The
subsequent SmB6 deposition was performed under the same temperature and pressure
conditions, and an additional sputtering of a B target was employed to compensate B
deficiency which is present in the films fabricated by the sputtering of a stoichiometric
SmB6 target [149, 150]. The compositions (i.e., stoichiometry) of YB6 and SmB6 thin
films were examined with wavelength dispersive spectroscopy (WDS) measurements.
The thicknesses of the bilayers were confirmed with cross-sectional scanning electron
microscopy (SEM) measurements.
The geometry of the bilayers is schematically shown in Fig. 7.2(a). The YB6 film
has a thickness of 100 nm and Tc = 6.1 K obtained from a DC resistance measurement
[118]. The thickness of the SmB6 layers (tSmB6) are varied from 20 to 100 nm for
systematic study. These bilayers all have Tc = 5.8± 0.1 K without a noticeable tSmB6
dependence of Tc.
7.2.2 Effective penetration depth measurement
The measurement of the effective penetration depth λe f f is conducted with the
rutile disk dielectric resonator (DR) setup described in Sec. 6.3.1. The resonator is
cooled down to the base temperature of 40 mK. As the temperature of the sample
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Fig. 7.2 (a) A schematic of the bilayer consisting of an SmB6 film and a YB6 film. A parallel
microwave magnetic field (H0) is applied to the top surface of the SmB6 layer (red arrows).
(b) Temperature dependence of the effective penetration depth ∆λe f f (T ) of the SmB6/YB6
bilayers for various SmB6 layer thickness (tSmB6). (c) ∆λe f f (T ) of a Cu/Nb (conventional
metal / superconductor) bilayers [116] for various Cu layer thickness (tCu). The dashed lines
are the model fits [116].
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is increased from the base temperature, the change of the resonance frequency is
measured, ∆ f0(T ) = f0(T )− f0(Tre f ) (See Sec. 6.2.2). Tre f here is set to 230 mK (≈
0.04Tc of the bilayers), below which f0(T ) of the bilayers shows saturated temperature
dependence. This data is converted to the change in the effective penetration depth
∆λe f f (T ) using a standard cavity perturbation theory [10, 151, 152],




f 20 (T )
. (7.1)
Here, Ggeo is the geometric factor of the resonator described in Sec. 6.2.3. Note that
the error bar in the ∆λe f f (T ) data is estimated from the error bar of f0 (Sec. 6.2.2.1)
and the standard error propagation from the relation between ∆λe f f (T ) and f0(T ).
Fig. 7.2(b) shows ∆λe f f (T ) for the SmB6 (N) / YB6 (S) bilayers for various
SmB6 layer thickness tSmB6 . The single layer YB6 thin film (i.e., tSmB6 = 0) shows
temperature independent behavior below T/Tc < 0.2. This is not only consistent
with the BCS temperature dependence of ∆λ(T ) for a spatially homogeneous, fully-
gapped superconductor [15, 153], but also consistent with previous observations on
YB6 single crystals [142, 154]. However, once the SmB6 layer is added, ∆λe f f (T )
clearly shows temperature dependence below T/Tc < 0.2. Here, the important un-
conventional feature is that the low temperature profile of∆λe f f (T ) for the SmB6/YB6
bilayers shows only a marginal tSmB6 dependence. This is in clear contrast to the case
of the Cu (N) / Nb (S) bilayers shown in Fig. 7.2(c). The ∆λe f f (T ) for this con-
ventional metal/superconductor bilayer system shows considerable evolution as the
normal layer thickness tCu increases. This is because when the decay length of the
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induced order parameter ξN(T ) decreases with increasing temperature, the thicker
(thinner) normal layer undergoes a larger (smaller) change in the spatial distribution
of the order parameter, and hence the spatial profile of the screening. Therefore, the
marginal tSmB6 dependence of ∆λe f f (T ) for the SmB6/YB6 bilayer implies that even
though tSmB6 is increased, the actual thickness of the proximity-coupled screening re-
gion in the SmB6 layer remains roughly constant.
7.3 Model
7.3.1 Meissner screening model of the bilayer system
To quantitatively analyze this unconventional behavior, an electromagnetic screen-
ing model for a proximity-coupled bilayer is introduced.[115, 116, 136, 138] The
model solves Maxwell’s equations combined with the second London equation for the
current and field inside the bilayer with appropriate boundary conditions at each tem-
perature (See Appendix A), to obtain the spatial profile of the magnetic field H(z, T )
and the current density J(z, T ) as a function of temperature [115], where z denotes
the coordinate along the sample thickness direction as depicted in Fig. 7.2(a). From

































from which one can obtain an effective penetration depth from the relation L(T ) =
µ0λe f f (T ). Here, H0 is the amplitude of the applied microwave magnetic field at the
top surface of the normal layer (see Fig. 7.2(a)), λS (λN) is local penetration depth
of the superconductor (normal layer), tS is the thickness of the superconductor, tN
(N=SmB6 or Cu) is the total thickness of the normal layer, and dN (≤ tN, integration
limit of the second and third terms in Eq. (7.2)) is the thickness of the proximity-
coupled region in the normal layer, which is assumed to be temperature independent.
In Eq. (7.2), H2 is proportional to field stored energy and λ2J2 is proportional to
kinetic stored energy of the supercurrent. The first, second, and third integration
terms come from the superconductor, the proximity-coupled part of the normal layer,
and the uncoupled part of the normal layer, respectively.
A schematic view of the order parameter profile in the bilayers is shown in Fig.
7.3. As seen in Fig. 7.3(a), for a conventional metal, dN is the same as tN since the en-
tire normal layer is uniformly susceptible to induced superconductivity, and thus the
third integration term in Eq. (7.2) becomes zero. However, as seen in Fig. 7.3(b), if
there exists an insulating bulk region blocking the propagation of the order parameter
up to the top surface in the normal layer (as in the case of a thick TI), only the bottom
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Fig. 7.3 (a) Schematic spatial profile of the order parameter ∆N,S (blue) and the local pen-
etration depth λN,S (red) through the normal layer (N) / superconductor (S) bilayer sample
for the case of the absence of an insulating bulk. z is the thickness direction coordinate and
tN (tS) is the thickness of the normal layer (superconductor). The proximitized thickness dN
is equal to the normal layer thickness tN. (b) In the presence of an insulating bulk, dN < tN
since the insulating bulk blocks propagation of the order parameter to the top surface. Note
that the microwave magnetic field is applied to the right surfaces.
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conducting surface adjacent to the superconductor is proximity-coupled. In this case,
dN becomes the thickness of the bottom conducting surface states. The third integra-
tion term in Eq. (7.2), which accounts for the uncoupled portion of the normal layer,
becomes non-zero. However, this third term can be removed by taking ∆L(T ) into
account since the un-coupled SmB6 region has temperature-independent microwave
properties below 3 K [155], whereas the temperature range of the measurement here
extends well below 2 K.
7.3.2 Spatial and temperature dependence of the Meissner screening
The spatial dependence of screening of the proximity-coupled normal layer is
imposed by that of the induced order parameter ∆N (Fig. 7.3(a)), which can be ap-
proximated by an exponential decay profile ∆N(z, T ) = ∆N(0, T )e−z/ξN(T ) in terms of
the normal coherence length ξN(T ) [117]. The position dependent normal penetra-
tion depth is inversely proportional to the order parameter λN ∼ 1/∆N [156] so its
position dependence is expressed as λN(z, T ) = λN(0, T )ez/ξN(T ). Here, the tempera-
ture dependence of λN at the interface is assumed to follow that of the superconductor
[157] λN(0, T )/λN(0, 0) = λS(T )/λS(0) ∼= 1+
p
π∆0/2kB T exp(−∆0/kB T ), which is
the asymptotic behavior below 0.3Tc for a fully-gapped superconductor [15, 153].1
For the temperature dependence of the screening in the normal layer, ξN(T )
plays a crucial role since it determines the spatial distribution of ∆N(z, T ). If the
1YB6 is a well-known fully-gapped s-wave superconductor [142, 154]. The superconducting Hamil-
tonian of the proximitized surface states of the TI layer is expected to have an effective px + ipy pairing
symmetry [28], which is also fully-gapped in the kx y plane where the screening response in our mea-
surement is investigated.
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sample is in the clean limit, the temperature dependence of the normal coherence
length is given by ξN = ħhvF/2πkB T , where vF denotes the Fermi velocity of the N
layer. In the dirty limit, it is given by ξN =
p
ħhvF lN/6πkB T [114], where lN denotes
the mean-free path of the N layer. For the model fitting, the simplified expressions
ξcleanN (T ) = ξ
clean
N (T0)×T0/T and ξ
dir t y




T0/T are used, with ξN(T0)
as a fitting parameter. Here, T0 is an arbitrary reference temperature of interest. Note
that the divergence of ξN(T ) as T → 0 should be cut off below a saturation temper-
ature due to the finite thickness of the normal layer, which is theoretically predicted
[114, 158], and also experimentally observed from magnetization studies on other bi-
layer systems [134, 137]. In our measurements, the effect of this saturation of ξN(T )
can be seen from the sudden saturation of the ∆λe f f (T ) data below 0.04Tc (see Fig.
7.2(b) and Fig. 7.4(b-d)). Therefore, only the data obtained in a temperature range
of T/Tc ≥ 0.04 is fitted, where the ∆λe f f (T ) data indicates that ξN is temperature
dependent.
A given set of these parameters λS(0), λN(0, 0), ξN(T0), and dN determines a
model curve of ∆λe f f (T ). Therefore, by fitting the experimental data to a model
curve, one can determine the values of these characteristic lengths. This screening
model has successfully described ∆λ(T ) behavior of various kinds of normal / super-
conductor bilayers [116, 136, 138].
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7.4 Results
7.4.1 YB6 Single layer
As seen in Fig. 7.4(a), the model is first applied to fit ∆λe f f (T ) of a single
layer YB6 thin film (i.e., no SmB6 layer on top) to obtain λS(0): the simplest case
where one needs to consider only the first term in Eq. (7.2). Here, the data in a
temperature range of T < 1.6 K (≈ 0.28Tc of the SmB6/YB6 bilayers) is fitted to avoid
the contribution from the niobium top plate to ∆ f0(T ). The best fit is determined
by finding the fitting parameters that minimize the root-mean-square error σRMS of
∆λe f f (T ) between the experimental data and the model fit curves. The error bar
for the estimated fit parameters are determined by a deviation from the estimated
parameter value which increases σRMS by 5%. The best fit for the single layer YB6
data gives λS(0) = 227 ± 2 nm (and 2∆(0)/kB Tc = 3.66 ± 0.01). This estimate is
larger than the value λS(0) ≈ 134 nm measured by a muon spin rotation study from
a single crystal YB6 sample [142] with higher Tc = 6.94 K (and 2∆(0)/kB Tc = 3.67).
This is reasonable considering that the higher Tc implies a longer mean free path
lmf p [159], and shorter λS(0) through the relation λS(0) = λL(0)
Æ
1+ ξ0/lmf p [160]




We now fix the value of λS(0) of the YB6 layer and focus on extracting the char-
acteristic lengths of the induced superconductivity of the bilayers. Recent PCS mea-
surements on a series of SmB6/YB6 bilayers [118] help to reduce the number of fitting
parameters: the point contact measurement on the bilayer with tSmB6 = 20 nm at 2
K showed perfect Andreev reflection, i.e., conductance doubling at the interface be-
tween a metal tip and the top surface of the SmB6, indicating that the entire 20 nm
thick SmB6 layer is proximity-coupled. Therefore, dN is fixed to 20 nm when fitting
the ∆λe f f (T ) data of the bilayer with tSmB6 = 20 nm.
The fitting is conducted with the clean and the dirty limit temperature depen-
dence of ξN(T ) as shown in Fig. 7.4(b). The clean limit fit (blue) gives ξcleanN (2K) =
52± 1 nm, λN(0, 0) = 340± 2 nm with σRMS of 0.237. On the other hand, the dirty
limit fit (red) gives ξdir t yN (2K) = 262± 180 nm, λN(0,0) = 505± 7 nm with σRMS of
0.780. According to the fitting result, not only does the dirty limit fit apparently devi-
ate from the data points, but also the σRMS of the dirty limit is three times larger than
that of the clean limit, implying that the clean limit is more appropriate for describing
ξN(T ) of the SmB6 layer. Henceforth, the ∆λe f f (T ) data for the bilayers with other
tSmB6 is fit using the clean limit temperature dependence of ξN. Also, the obtained
value of ξN(2K) = 52 nm will be used when the data of the bilayers with other tSmB6
is fitted, as the Fermi velocity of the surface bands, which determines the value of ξN,
does not have a clear TI layer thickness dependence [22].
For the bilayers with tSmB6 = 40 and 100 nm, dN is now set to be a free fitting
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Fig. 7.4 ∆λe f f (T ) vs. T/Tc data and fits for SmB6/YB6 bilayers at low temperature, T/Tc <
0.3. (a) The single layer YB6 (100 nm) (tSmB6 = 0 nm). The magenta points are data, and the
blue line is a fit from the electromagnetic screening model. (b) The bilayer with tSmB6 = 20
nm. The blue line is a fit with the clean limit temperature dependence of ξN(T ), and the
red line is a fit with the dirty limit temperature dependence. (c) and (d) The bilayers with
tSmB6 = 40 nm and 100 nm, respectively.
Characteristic lengths
SmB6 layer thickness
20 nm 40 nm 100 nm
ξN(2K) (nm) 52± 1 52∗ 52∗
dN (nm) 20
∗ 8± 2 10± 1
λN(0,0) (nm) 340± 2 159± 2 207± 2
Table 7.1 Summary of the extracted characteristic lengths from the electrodynamic screening
model for TI/SC bilayers for different SmB6 layer thickness. All fits on the bilayers assume
λS(0) = 227 nm which is obtained from the fitting on the single layer YB6. Note that the
values with the asterisk are fixed when the fitting is conducted.
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parameter. As seen from Fig. 7.4(c) and (d), the resulting fit line gives dN = 8 ± 2
nm, λN(0,0) = 159 ± 2 nm for the bilayer with tSmB6 = 40 nm, and dN = 10 ± 1
nm, λN(0,0) = 207 ± 2 nm for the bilayer with tSmB6 = 100 nm. The estimated
dN ≈ 9 nm is much smaller than tSmB6 , which is consistent with the absence of induced
order parameter in the top surface of 40 and 100 nm thick SmB6 layers measured by
point contact spectroscopy [118]. A summary of the estimated characteristic lengths
ξN(2K), dN, and λN(0,0) for the case of 20, 40, and 100 nm thick SmB6 layers on top
of YB6 is presented in Table. 7.1.
7.4.3 Validity of the extracted characteristic lengths of the SmB6/YB6
bilayers
To confirm the validity of the estimated values of the characteristic lengths of
the SmB6/YB6 bilayers obtained in Sec. 7.4.2, one of the parameters ξN is converted
to the Fermi velocity vF , whose value has been reported from other measurements on
SmB6. From the clean limit relation ξN = ħhvF/2πkB T , one arrives at vF = 8.5× 104
m/s. As seen from Table. 7.2, this value is similar to the values obtained from the
ARPES and DC transport measurements. However, the vF values from theory and
STM are an order of magnitude smaller. Recent DFT calculation accompanied by
STM measurements [161, 162] and an independent theoretical calculation [163] show
that the discrepancy can be explained by termination-dependent band bending at the
surface of SmB6. The value of ξN(2K) is also directly compared to that obtained from
the DC transport study on Nb/SmB6 bilayers [149]. The transport study has estimated
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This work previous work
ξN(2K) (nm) 52 9[149]
(clean limit) (dirty limit)
vF 8.5 4[164, 165] (ARPES)
(104 m/s) 9[149] (transport)
0.6[161] (STM)
0.4[166] (theory)
tTSS (nm) ≈ 9 6[149] (transport)
32[167] (spin pumping)
Table 7.2 Characteristic lengths (ξN and tTSS) of the SmB6/YB6 bilayers and derived property
(Fermi velocity vF ) for SmB6 obtained from the microwave Meissner screening study compared
to those from previous studies.
a smaller value (9 nm) compared to our result (52 nm). This could be due to the
differences in the grain size. Note that the grain size of the sample in the transport
study is 4 nm whereas that of this study is 100 nm.
7.5 Implication of the results
7.5.1 Robust bulk insulation and thickness of the surface states
We now discuss the implications of these results and propose a microscopic pic-
ture for the proximity coupled bilayers. The important implication of the above results
is the absence of Meissner screening in the bulk of proximity-coupled SmB6, which is
consistent with the existence of an insulating bulk region inside the SmB6 layer. If
the entire SmB6 layer is conducting without an insulating bulk inside, the proximity-
coupled thickness dN should be equal to tSmB6 for thicker films too, considering the
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Fig. 7.5 Schematic view (not to scale) of the proposed position dependence of the sur-
face states wavefunction |ψTSS(z)| (black) and induced order parameter ∆N(z) (red) in the
SmB6/YB6 bilayer. The |ψTSS(z)| is also visualized by the blue gradations. The sketches are
based on the estimated proximity-coupled thickness dN ≈ 9 nm and the normal coherence
length ξN(2K) = 52 nm for the case of tSmB6= (a) 40 nm, and (b) 20 nm.
long normal coherence length of ≈ 52 nm. In that case, as tSmB6 increases, one would
expect a continuous evolution of stronger ∆λ(T ) as seen in the Cu/Nb system (Fig.
7.2(c)), which is not observed in Fig. 7.2(b). Also, the estimated dN ≈ 9 nm for the
bilayers with tSmB6= 40 and 100 nm is much smaller than half of tSmB6 . As illustrated
in Fig. 7.5(a), this situation can only be explained if a thick insulating bulk region of
tbulk ≈ 22 and 82 nm exists in the bilayers with tSmB6 =40 and 100 nm respectively.
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This thick insulating bulk provides a spatial separation between the top and
bottom surface conducting states, not allowing the order parameter to propagate to
the top surface. Thus, only the bottom surface states are proximitized in the tSmB6 =40
and 100 nm cases, and hence one can conclude that the proximitized thickness dN ≈ 9
nm equals the thickness of the surface states tTSS. Note that this confirmation of the
presence of the insulating bulk in the TI layer cannot be made solely from the PCS
study. Even if the PCS study observed the absence of the order parameter on the top
surface of the TI layer (SmB6 in this case), it could be either due to an insulating bulk,
or due to a short normal coherence length ξN < tSmB6 . The large value of ξN = 52
nm, which is larger than tSmB6 = 40 nm, rules out the latter scenario and confirms the
presence of an insulating bulk inside the SmB6 layers.
This picture is also consistent with the observation that the entire SmB6 layer
with tSmB6 = 20 nm is proximity-coupled (Fig. 7.5(b)); the top and the bottom
conducting surface state wavefunctions are likely to be weakly overlapped based on
2tTSS ≈ tSmB6 through the exponentially decaying profile (Fig. 7.5(b)). Thus the in-
duced order parameter is able to reach to the top surface states, giving dN = 20 nm for
this case. Although such overlap is expected to open a hybridization gap in the surface
states, the fact that 20 nm SmB6 on YB6 is entirely proximity-coupled implies that the
opened gap is much smaller than the energy difference between the Fermi level of
SmB6 and the Dirac point. Note that topological protection might not be affected by
such weak hybridization, provided that the Fermi level is sufficiently far away from
the Dirac point present in thick SmB6 [22].
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7.5.2 Design parameters for a vortex Majorana device
Besides confirming the existence of an insulating bulk in the SmB6 layer, the
extracted fitting parameters based on the electromagnetic model provide an estimate
for the important characteristic lengths such as ξN, λN, and tTSS, as seen from Sec.
7.4.2. These estimates can be utilized in designing a TI/SC device such as a vortex
MBS device. ξN determines the radius of the vortex core rv. In the mixed state above
the first critical field, λN determines the maximum spacing Rv between neighboring
vortices in the vortex lattice [160]. The ratio rv/Rv determines the overlap of the
two adjacent MBSs. The overlap of the wavefunctions of the two MBSs results in
intervortex tunneling, which splits the energy level of the MBSs away from zero energy












Therefore, information on ξN and λN helps to evaluate how secure the MBSs of a
device will be against intervortex tunneling.
tTSS determines a minimum required thickness of the device. If the thickness of
the device is too thin (tSmB6 ∼ tTSS), the wavefunction overlap between the top and
bottom surface states becomes significant, which opens a large hybridization gap up
to the Fermi level (Fig. 7.6(c)). As a result, the surface states lose not only the elec-
tric conduction but also lose the spin-momentum locking property [22]. In this case,
an MBS is not hosted in the vortex core, and hence a thickness larger than the esti-
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Fig. 7.6 (Top row) Illustrations (not to scale) of the surface state wavefunctions |ψTSS(z)|
in a TI/SC bilayer for various limits of the TI layer thickness tN . (Bottom row) Band structure
near the Dirac point for each limit is plotted from the ARPES measurement on Bi2Se3/NbSe2,
a representative TI/SC bilayer (Ref. [22]). (a) For the thick TI layer limit (tN  tTSS), no
overlap occurs between the top and bottom surface state wave functions. (b) For the interme-
diate TI layer limit (tN ∼ 2tTSS), a small wavefunction overlap occurs. A small hybridization
gap opens but it does not reach the Fermi level. The spin-momentum locking of the surface
state is still intact. (c) For the thin TI layer limit (tN  2tTSS), the top and bottom surface
states are fully hybridized. A large hybridization gap eliminates the linear Dirac dispersion.
mated 2tTSS is recommended. These discussions show how the characteristic lengths
extracted from the Meissner screening study serve as a guideline to design a vortex
MBS device with TI/SC bilayer systems.
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7.6 Summary
In this chapter, a microwave Meissner screening study is introduced and utilized
to investigate the spatially dependent electrodynamic screening response and the cor-
responding properties of the TI/SC bilayers, an example artifical Topological super-
conducting system. The advantages of the study in investigating the properties of a
TI/SC system is demonstrated by the measurement and modeling of the temperature
dependence of the screening with systematic TI-layer thickness variation. The study
goes beyond the surface response to examine the screening properties of the entire
TI layer, and uncovers the existence of an insulating bulk in the TI layer conclusively.
Also, the study provides an estimate for characteristic lengths of the TI/SC bilayer,
which sheds light on the design of a vortex MBS device providing guidelines for the
radius of the vortex core, the energy level splitting due to the intervortex tunneling,
and the thickness of the device. With its versatile capabilities, the microwave Meissner
screening study can serve as a standard characterization method for a variety of TI/SC
systems before using them as building blocks in topological quantum computation.
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CHAPTER 8
Microwave Conductivtiy study of an Intrinsic
Topological Superconductor - UTe2
• This Chapter expands upon material previously published as Ref. [26].
• Recommended readings for this chapter: [12, 17, 26, 27, 168–173]
In this chapter, the microwave impedance spectroscopy method introduced in
Chap. 6 will be applied to a candidate intrinsic topological superconductor (TSC),
UTe2. Intrinsic TSCs are expected to possess a Majorana normal fluid at their bound-
ary on top of the superfluid in their bulk, analogous to topological insulators and
semimetals. A microwave impedance Zs measurement and consequent complex con-
ductivity σ̃ study is the right tool to investigate the expected mixture of normal and
superfluid in an intrinsic TSC since σ̃ is sensitive to the response of both fluids. Evi-
dence for the existence of a normal fluid in the zero temperature limit, and the chiral
spin-triplet pairing state of UTe2, will be provided through this study.
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8.1 Possibility of topological superconductivity in UTe2
8.1.1 Types of intrinsic topological superconductors
As discussed in Sec. 1.3.2, fully gapped superconductors with certain symme-
tries can possess nontrivial topological invariants in their BdG hamiltonian [18]. The
non-trivial topology gives rise to an intrinsic Majorana normal fluid at the boundary,
which is protected by the superconducting gap. Despite the intense interest arising
from their potential application for topological quantum computation, there have been
only a few TSC candidate materials, such as Sr2RuO4 [174] and Sn1−x InxTe [175]. The
pairing state of Sr2RuO4 is still controversial [168], raising doubts on the possibility
of TSC in this material. The pairing state of Sn1−x InxTe is very sensitive to disorder
[17], being an obstacle for further examining the possibility of TSC.
For the case of nodal superconductors, due to the existence of the nodes in the
gap, there is no global topological protection for a surface normal fluid. However,
when a superconductor with accidental point-nodes breaks time-reversal symmetry
(TRS), the nodes come in pairs and may possess Chern numbers1 with opposite sign
[17, 169]. In this case, the system is predicted to host gapless Majorana arc states in
the surface Brillouin zone, which connect the pairs of point nodes (Fig. 8.1) [169].
The nodes and surface arc states connecting the nodes are protected (robust) by the
topological invariant (Chern number) assigned to the nodes, so this system forms a
second type of intrinsic topological superconductor with surface normal fluid. Since
1A Chern number is a type of topological invariant which is defined by geometric phase (Berry phase)
of the electron wavefunction.
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Fig. 8.1 (Left) Bulk Brillouin zone (BZ) of a time-reversal symmetry breaking superconductor
with two point nodes (red arrows) on the Fermi surface (sphere). These two point nodes
may have non-zero Chern numbers with opposite sign (denoted as black and white). (Right)
Surface Brillouin zone of such a system. Surface Majorana arc states which connect the pair
of point nodes are depicted by the blue line (green arrow). Reprinted with permission from
Ref. [169].
the nodes in the superconducting gap and the Majorana arc are analogous to the Weyl
nodes in the Fermi surface and the Fermi arc of a Weyl semimetal, the system is often
nick-named a "Weyl superconductor" [17].
8.1.2 Possibility of Weyl superconductivity in UTe2
A Weyl superconductor has not been found in spite of its exotic topological phase
and the predicted surface Majorana normal fluid. This is because the system is re-
quired to break TRS, but superconductors with broken TRS are extremely rare. How-
ever, a recently discovered equal-spin-triplet superconductor UTe2 [170] has showed
evidence of broken TRS [27]. One of the representative methods to check for broken
TRS is the polar Kerr effect measurement [176]. The polar Kerr effect is the rotation of
the polarization angle of a light reflected from a magnetic material. By investigating
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the rotation angle across the Tc of a superconductor, one can check whether the su-
perconducting state of the material breaks TRS. Indeed, as seen in Fig. 8.2(a), a UTe2
crystal shows a finite polar Kerr rotation as the system enters the superconducting
state, which indicates the broken TRS in this system.
Another method to check the possibility of broken TRS for the case of the spin-
triplet superconductor is the specific heat measurement. The superconducting order
parameter of a triplet superconductor is in a vector form ~d, contrary to the scalar
order parameter ∆ of a singlet superconductor. The orbital magnetic moments ~mor b
of the Cooper pair of a triplet superconductor can be represented by its vector order
parameter; | ~mor b| ∼ |~d × ~d∗| [177]. A non-zero ~mor b breaks the TRS of a system. For
~mor b to be non-zero, ~d should have a chiral (complex) form with a two-component
order parameter; ~d = ~d1+ i ~d2. Therefore, having the two-component order parameter
is the prerequisite for a triplet superconductor to break TRS. The specific heat mea-
surement should show a sharp jump in its temperature dependence when each order
parameter develops. As seen in Fig. 8.2(b), the specific heat data across the Tc of
the UTe2 crystals show two sharp jumps, implying the existence of a two-component
order parameter in this material. The evidence again supports the scenario of broken
TRS in UTe2.
With evidence of broken TRS, it is a natural question whether one can find evi-
dence of a chiral spin-triplet pairing state with nodes in the gap (Weyl nodes) in UTe2,
and the existence of the expected surface normal fluid. To address this question, a
microwave complex conductivity σ̃ = σ1 − iσ2 study (Chap. 6) is employed with
UTe2. The real part σ1 is dominated by the response from the normal fluid. Hence
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Fig. 8.2 (a) Polar Kerr rotation measurement on the ab-plane of a UTe2 single crystal under
zero-field cooldown. The difference between the results of two cooldowns is attributed to
the formation of different magnetic moment domains below Tc in each cooldown. (b) Specific
heat measurement of UTe2 near Tc , showing clear two transition behavior (red arrows). These
two results are reprinted from Ref. [27].
σ1 is ideal to examine the question of the existence of the surface normal fluid. The
imaginary part σ2 is dominated by the superfluid response. Hence σ2 is ideal to study
the superconducting pairing state. This complex conductivity σ̃ can be obtained once
the surface impedance Zs of the sample is measured (Eq. 6.15). Therefore, in the
following sections, Zs measurement of UTe2 will be discussed.
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8.2 Experiment
8.2.1 UTe2 sample growth and preparation
For the microwave impedance measurement, single crystal samples (S1, S2, and
S3) of UTe2 were grown by the chemical vapor transport method using iodine as the
transport agent [170]. The crystal structure is orthorhombic where the a (and b)-axis
consists of a chain of U (and Te) atoms each, as shown in Ref. [170]. The sample sizes
are about ∼2×3×0.5 mm3 for S1, S2 and ∼1.8×2×0.5 mm3 for S3 with the shortest
dimension being the crystallographic c-axis of the orthorhombic structure. For the
microwave surface impedance measurement, the top and bottom ab-plane facets were
polished on an aluminum oxide lapping film with 0.3 µm particle size. The mid-point
Tc of the samples from DC transport measurements ranges from 1.6 to 1.75 K. Samples
S1, S2 were polished under ambient conditions and then stored in a nitrogen-filled
gloved box (oxygen content < 0.5 ppm). Sample S3 was polished and encapsulated
by Apeizon N grease inside a nitrogen-filled glove bag (oxygen content < 0.05%) to
exclude the possibility of surface oxidization. After this treatment, Sample S3 was
stored in the same nitrogen-filled glove box (oxygen content < 0.5 ppm) when the
sample was not in use.
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8.2.2 Microwave impedance measurement in the disk DR
The initial Zs measurement on sample S1 was conducted with the disk DR whose
setup and the measurement procedure is explained in Sec. 6.3.1. A rutile disk was
placed on top of the sample surface and facilitates microwave transmission resonances
(Fig. 8.3(a)). The TE011 resonance mode occurs at ≈ 11 GHz in this structure. The
microwave magnetic field of the mode is radial from the axis of the disk (which is par-
allel to the c-axis of the sample) and induces an azimuthal circulating current on the
ab-plane sample surface, and hence surveys the ab-plane electrodynamic response.
The temperature of the sample was varied from 20 mK to 2.4 K. As the temperature of
the sample was varied, the change in resonant frequency ∆ f0(T ) = f0(T )− f0(Tmin),
and the quality factor Q(T ) were measured. To avoid sample heating by microwave
currents, weak microwave power Pin = −30 dBm was used.2 Note that we found the
Pin dependence of f0(T ) saturates below Pin = −25 dBm (Fig. 8.3).
The measured resonant properties ( f0(T ),Q(T )) can be converted into surface
resistance Rs(T ) and the change in surface reactance ∆X s(T ) as explained in Sec.
6.2.3. The exact absolute value of X s should be obtained by equating Rs(T ) = X s(T ) in
the temperature region where dRs/dT = dX s/dT is satisfied due to the large scattering
rate above Tc (See Sec. 6.2.3). This temperature region is typically much higher
than Tc and cannot be reached in the disk DR due to the background temperature
dependence from the niobium top plate above ∼ 2.5 K. Thus the main utility of the
disk DR is to obtain a rough estimate for Zs by equating Rs(T ) and X s(T ) just above
2This value is the power at the output port of the network analyzer. The actual microwave power
incident to the resonator is ≈ Pin − 10 dB due to the cable loss at 11 GHz.
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Fig. 8.3 (a) Top view of the rutile disk (transparent disk) placed on top of a UTe2 crystal
(grey). The input and output coupling loops are also shown. (b) Input microwave power Pin
dependence of the resonant frequency f0(T ) of a UTe2 crystal measured in a disk DR. For input
power below −25 dBm, no change in f0(T ) was seen, implying that the sample heating effect
is not present.
Tc assuming the large scattering rate regime is almost reached. As the slope of Rs(T )
(dRs/dT) and ∆X s(T ) (dX s/dT) is similar above Tc (Fig. 8.4(a)), this trick will not
change the qualitative behavior and the temperature dependence of Zs in the low
temperature limit (T < 0.3Tc). Hence, it is a good place to start. The data and
analysis which will be presented in the sections below is on sample S1 in the disk
DR unless otherwise noted. For the quantitatively rigorous approach to obtaining the
absolute X s, the hollow DR setup has been designed (Sec. 6.3.2, 6.3.3) but is still
under construction at the moment this thesis is being written. This new setup will
facilitate measurement of the absolute value of Zs of UTe2 without any ambiguity.
One thing to note before discussing the Zs measurement results is the sample
thickness and shape. The microwave field intensity decays exponentially within a
magnetic penetration depth inside a superconductor. Therefore, the microwave re-
sponse of the sample originates from a depth of 1 ∼ 2 magnetic penetration depths.
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This means that if there exists a surface response distinct from a bulk response, the
contribution from the surface would not be overwhelmed by that of the bulk even
though the thickness of the sample is much larger than the penetration depth. Also,
the microwave current density is sharply enhanced at the exposed edges and surfaces
as the magnetic field changes its direction rapidly [36], which increases the weighting
factor for the surface contribution even further. Therefore, if there exists a surface
normal fluid response, one should still be able to observe a signature of it from Zs
study even in a thick single crystal.
8.3 Results
8.3.1 Microwave surface impedance and complex conductivity
The left y-axis of Fig. 8.4(a) shows the obtained surface impedance Zs = Rs+ iX s
of sample S1 as a function of temperature. The surface resistance Rs decreases mono-
tonically below Tc ≈ 1.6 K and reaches a surprisingly high residual value Rs(0) ≈ 22
mΩ at 11 GHz. To have a better sense on how large the residual Rs(0) of UTe2 is,
the normalized Rs (normalized by Rn = Rs(Tc)) of UTe2 is compared to that of a
few examples of topologically trivial superconductors in Fig. 8.4(b). Below Tc, the
fully-gapped s-wave superconductor Ti shows a sharp drop in Rs(T )/Rn and the resid-
ual value Rs(0)/Rn ≈ 0. Even for the case of the line nodal d-wave superconductor
CeCoIn5, the residual Rs is finite but small (Rs(0)/Rn ≈ 0.04). Contrary to these cases,
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Fig. 8.4 (a) The measured temperature dependence of the surface impedance Zs of a UTe2
sample (S1) at 11 GHz. The blue curve represents the surface resistance Rs and the red curve
represents the surface reactance Xs. The two curves were constrained to merge above ≈ 1.6 K
which is the Tc of this sample. After the surface impedance measurement, the sample (dashed
rectangle inset) was divided into two pieces (L and R). Normalized electric resistivity for L (or-
ange) and R (green) were measured with a 4 contact transport technique. The vertical dashed
line shows the mid-point Tc of these pieces. (b) Normalized plot of Zs(T ) of UTe2 sample S1 is
compared to Rs of the examples of topologically trivial superconductors measured at a similar
frequency-to-gap ratio ħhω/2∆0 ≈ 0.08. The skyblue line is Rs(T ) of a CeCoIn5 single crystal
(Ref. [90]) and Green line is Rs(T ) of a Ti thin film (Ref. [178]). The normalization is done
by dividing Zs by Rn = Rs(Tc).
UTe2 shows a large residual Rs (Rs(0)/Rn ≈ 0.21). Note that all three datasets are ob-
tained from the measurement with the same frequency-to-gap ratio ħhω/2∆0 ≈ 0.08
for a fair comparison. The result of the comparison qualitatively shows that there
exists a significant dissipation channel in UTe2 even in the zero-temperature limit, im-
plying the existence of a substantial normal fluid. Also note that the sample S1 was
cut into two pieces after the Zs measurement, and their electric resistivity (right y-axis
of Fig. 8.4(a)) was measured. The temperature-dependent resistivity from each piece
is identical, implying good homogeneity of the sample.
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8.3.2 Real part of σ̃ analysis
To see the dissipative channel from the possible residual normal fluid more
clearly, the Zs data of sample S1 is converted into σ̃ = σ1 − iσ2 with Eq. (6.15)
assuming the local electrodynamics regime. The validity of this assumption, at least
in the superconducting state, will be discussed in Sec. 8.3.3. Figure 8.5(a) shows σ1
and σ2 of S1 as a function of temperature.
3 Here, an anomalous feature is the mono-
tonic increase of σ1(T ) as T decreases. Note that σ1 is a property solely of the normal
fluid. For superconductors with a topologically trivial pairing state, most of the normal
fluid turns into superfluid and is depleted as T → 0. As a result, in the low temper-
ature regime, σ1 shows a strong decrease as temperature decreases, and is expected
to reach a theoretically predicted residual value σ1(0)/σ1(Tc) = 0 (for fully gapped
s-wave [179]) and 0.1 ∼ 0.3 (for line nodal dx2−y2-wave [180, 181]). As shown in
Fig. 8.5(b), this behavior is observed from the case of Ti [178] (s-wave) as well as
CeCoIn5 [90] (dx2−y2-wave). In contrast, the UTe2 crystal shows a monotonic increase
in σ1 as the temperature decreases and reaches a much larger σ1(0)/σ1(Tc) = 1.25,
implying the normal fluid conduction channel is still active and provides a significant
contribution even at the lowest temperature.
3Note that the relatively large size of the error bar is not the statistical (physical) error bar but
determined by the deviations of f0, Q which increase the root-mean-square error of S21( f ) fit by 5%,
followed by error propagation.
146
Fig. 8.5 (a) Real (red) and imaginary (blue) part of the complex conductivity σ̃ = σ1− iσ2
of the UTe2 sample (S1) at 11 GHz. (b) Normalized real part of conductivity of UTe2 (red),
a line nodal dx2−y2-wave superconductor CeCoIn5 (blue) [90], and a fully gapped s-wave
superconductor Ti (green) [178] versus reduced temperature T/Tc . All measurements are
done with the same low frequency-to-gap ratio of ħhω/2∆0 ≈ 0.08.
8.3.3 Imaginary part σ̃ analysis
Another property one can extract from the complex conductivity is the effective
pentration depth. σ2(T ) determines the absolute value of the effective penetration
depth at each temperature as σ2(T ) = 1/µ0ωλ2eff(T ). Figure 8.6(a),(b) show the ob-
tained λeff(T ) of sample S1, S2. From the temperature dependence λeff(T ), a zero
temperature absolute penetration depth λeff(0) can be obtained by extrapolating the
data with a power law fit λeff(T ) − λeff(0) = aT c over the low temperature regime
T < 0.3Tc as seen in Fig. 8.6(c). The fit results in λeff(0) = 1126 nm and c = 2.00
for S1 (λeff(0) = 947 nm and c = 1.92 for S2) [172]. This value is similar to the Ura-
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Fig. 8.6 Absolute value of the effective penetration depth λeff of sample (a) S1 and (b) S2.
(c) Temperature dependence of the penetration depth∆λeff(T ) at low temperature T/Tc < 0.3
of the sample S1, S2 and their fits to a power law∆λeff(T ) = aT c+ b. The vertical dash line is
the estimated error bar (See Sec. 6.2.2.1). Inset is the same data plotted in terms of (T/Tc)2
to examine the quadratic (c = 2) temperature dependence. The linear dash line is a guide to
the eyes. (c) is reprinted from Ref. [172] with permission.
nium based ferromagnetic superconductor series such as UCoGe (λeff(0)∼ 1200 nm)
[182] and URhGe (λeff(0)∼ 900 nm) [183], where UTe2 represents the paramagnetic
end member of the series [170]. This result is also consistent with recent muon-spin
rotation measurements on UTe2 which concluded λeff(0)¦ 1000 nm [184]. Note that
the estimated λeff ¦ 1000 nm is much larger than the BCS coherence length ξ0 < 10
nm for all three crystallographic axis estimated from Hc2 measurement [170], the as-
sumption of the local electrodynamics (λeff  ξ0) is justified in the superconducting
state.4
4For the normal state, the mean-free-path lmf p = vFτ and skin depth δ should be compared to check
for local electrodynamics. However, a fully quantitative determination of τ requires Zs(T ) data well
into the normal state (which requires a measurement in the hollow DR) and will not be discussed in
this section.
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Once the absolute value of the penetration depth is known, the normalized su-
perfluid density can be calculated as ρs(T ) = λ2eff(0)/λ
2
eff(T ). Its low temperature be-
havior gives information on the low energy excitations of the superconductor, which is
sensitive to the pairing state [15]. If the pairing state is an eigenstate of the exchange
operator, the pairing state can be either spin-singlet or spin-triplet. The spin-singlet
pairing state scenario cannot explain our penetration depth data. Our penetration
depth data shows a quadratic temperature dependence. For the singlet pairing states
to show the quadratic temperature dependence, the possible cases are a dx2−y2 pairing
state in the dirty limit [185], or the nonlocal electrodynamics regime [186]. In both of
these cases, the low temperature behavior of the penetration depth shows a quadratic
behavior below a crossover temperature T ∗ and shows a linear behavior above T ∗.
This crossover behavior can be expressed as [185, 186],
∆λeff(T ) = α
T 2
T + T ∗
. (8.1)
The possibility of the dirty d-wave scenario can be examined by checking the
value of T ∗. If one fits the penetration depth data of samples S1 and S2 with the
above expression, one obtains T ∗impurity ≥ 2.96Tc for both samples. T
∗
impurity can be
converted to the impurity scattering rate Γ ' (kB T ∗impurity)
2/(0.832∆(0)) [15]. If one
assumes∆(0) = 2.14kB Tc, which is valid for a typical weakly coupled BCS dx2−y2 state,
one obtains Γ ≥ 5.96kB Tc. This impurity scattering rate is much larger than the criti-
cal temperature which is inconsistent with the presence of a robust superconducting
state. Therefore, the dirty limit dx2−y2 pairing scenario is inconsistent to our data. The
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nonlocal electrodynamics scenario can be disregarded considering the large T ∗ value
found above and the established λeff ξ0 relation. Also singlet states cannot explain
the reported upper critical field Hc2 which is larger than the paramagnetic limiting
field [170]. Thus, only the spin-triplet pairing states are discussed below.
For a spin-triplet pairing state, ρs(T ) follows different theoretical low temper-
ature5 behaviors ρs(T ) = 1− a(kB T/∆0(0))n depending on two factors which deter-
mine the value of a and n. One is whether the magnitude of the energy gap |∆(~̂k, T )|
follows that of an axial state with point nodes ∆0(T )|~̂k × ~̂I | (Fig. 8.7(a)) or a polar
state with a line node ∆0(T )|~̂k · ~̂I | (Fig. 8.7(b)). Here, ~k is the wave vector of an
electron and ~̂I is the symmetry axis of the gap (an axis around which the gap function
is symmetric) (Fig. 8.7(a),(b)). The other is whether the vector potential direction ~̂A
is parallel or perpendicular to ~̂I [12, 15]. Table 8.1 shows the theoretically calculated
values of a and n for 4 different possibilites of various triplet states and current di-
rections. Figure 8.7(c) shows fits of ρs(T ) to the theoretical behavior of the various
triplet pairing states classified in Table 8.1. Note that the resulting fit parameter∆0(0)
and the root-mean-square error σRMS of the fit for each classified case is also shown
in Table 8.1. Apparently, the data follows the behavior of the axial pairing state with
the direction of the current aligned to ~̂I . An axial pairing state with broken TRS is
a chiral pairing state (~d ∼ (kx − iky) x̂ + i(kx − iky) ŷ), while the one with preserved
TRS is a helical state (~d ∼ kx x̂ + ky ŷ)6 [168]. With the evidence of broken TRS
5Here, the low temperature region means T/Tc < 0.26 where ∆0(T ) ≈ ∆0(0), which makes the
fitting procedure below much simpler.
6Unlike the usual convention, please be warned that the k̂z and ẑ directions are not necessarily
aligned with the c-axis of the crystal. Here, they are aligned with the direction of point nodes, which
is the symmetry axis of the gap Î .
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relative orientation a n ∆0(0)/kB Tc σRMS
Axial state
~I ‖ ~A π2 2 1.991 1.63× 10−3
~I ⊥ ~A 7π4/15 4 0.672 2.05× 10−2
Polar state
~I ‖ ~A 27πζ(3)/4 3 0.956 1.24× 10−2
~I ⊥ ~A 3π ln2/2 1 20.49 1.70× 10−2
Table 8.1 (First four columns) Low temperature theoretical asymptotes of the normalized
superfluid density ρs(T ) for the various spin-triplet pairing states, and the relative direction
between the symmetry axis of the gap ~I and the direction of the vector potential ~A (which is
same as that of the current) [15]. (Last two columns) The results of fitting the ρs(T ) data
with the theoretical asymptotes of each scenario.
from Ref. [27], one can argue that UTe2 shows normalized superfluid density ρs(T )
consistent with a chiral triplet pairing state. In addition, since the symmetry axis con-
nects the two point nodes of the chiral pairing order parameter, and the measurement
surveys the ab-plane electrodynamics, one can further conclude that the point nodes
are located in the ab-plane. The low temperature asymptote of ρs(T ) in this case is
given as ρs(T ) = 1−π2(kB T/∆0(0))2. The fitting the ρs(T ) data into the theoretical
asymptotes with a fit parameter ∆0(0) (Fig. 8.7(c)) yields an estimate for the gap
size ∆0(0) = 1.991 ± 0.003kB Tc ≈ 0.275 meV.7 Note that a recent STM study [173]
measures a similar gap size (0.25 meV).
7The error bar of the fit parameters (here and the rest of the chapter) is determined by a deviation
of fit parameter from the estimated values which increases the root-mean-square error σRMS of the fit
by 5 %.
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Fig. 8.7 (a) A schematic plot of the gap magnitude |∆(~k)| (orange) and the Fermi surface
(blue) in momentum space for the chiral triplet pairing state. ~I represents the symmetry axis
of the gap function (an axis around which the gap function is symmetric). Note that two
point nodes (red) exist along the symmetry axis. (b) For the case of the polar state. A line
node (red) exists along the equatorial plane. (c) Low temperature behavior of the normalized
superfluid density ρs(T ) in UTe2 with best fits for various triplet pairing states, and relative
direction between the symmetry axis ~I and the vector potential ~A (The values of the fitting
parameter and root-mean-square error can be found in Table. 8.1). Since ~I connects the two
point nodes of the gap of the chiral pairing state and the measurement surveys the ab-plane
electrodynamics, one can conclude that the point nodes are located in the ab-plane.
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8.4 Discussion of the origin of residual normal fluid
8.4.1 Extrinsic origins
Our study shows evidence for a chiral triplet pairing state and a substantial
amount of normal fluid in the ground state of UTe2. Before attributing this resid-
ual normal fluid to an intrinsic origin, one must first examine the possibilities of an
extrinsic origin. One of the possible extrinsic origins would be a large impurity scat-
tering rate Γ of the bulk superfluid, which will lead to bulk normal fluid. However,
if one fits the temperature dependence of the normalized superfluid density into the
modified theoretical asymptote for the chiral triplet state which considers impurity
scattering rate Γ [12],














one obtains Γ = 0.005 ± 0.003kB Tc and ∆0(0) = 1.995 ± 0.003kB Tc (Fig. 8.8(a)).
This small impurity scattering rate is inconsistent with the impurity-induced normal
fluid scenario.8 Another possibility is a large number of quasiparticles excited by the
microwave photons of the measurement signal. However, this scenario is also im-
probable because the energy to break and excite a Cooper pair to the normal state
2∆0(0) = 550 µeV (∆0 is the maximum energy gap) is much larger than that of the
8For an axial superconductor which has two point nodes, a theoretical calculation predicts
σ1(0)/σ1(Tc) < 0.2 (Ref. [187]) even with a larger impurity scattering rate Γ = 0.01 (and with the
same frequency-to-gap ratio ħhω/∆0(0) = 0.16 used in our measurement). In our data, σ1(0)/σ1(Tc) =
1.25 which cannot be explained by even the smaller Γ = 0.005.
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Fig. 8.8 Examination of possible extrinsic origins of residual normal fluid. (a) Scenario
for the pair-breaking bulk impurity scattering rate Γ is examined. (b) Scenario for the pair-
breaking energetic probing signal ħhω is examined.
microwave photon Eph = 45 µeV used here (Fig. 8.8(b)).
8.4.2 Intrinsic origins
With several candidates for extrinsic origin excluded, a possible intrinsic origin
of the large residual normal fluid response is surface Majorana arc states predicted for
a Weyl superconductor, which is a chiral superconductor with topologically non-trivial
point nodes [17, 169]. This scenario is supported by several pieces of evidence. The
chiral pairing state and the existence of point nodes are supported by evidence of an
axial pairing state with point nodes from the superfluid density analysis (Sec. 8.3.3),
and the evidence of broken time-reversal symmetry from the polar Kerr rotation and
specific heat measurement [27] (an axial state with broken time-reversal symmetry is
a chiral state). Recently, the results from a bulk thermal conductivity measurement
in UTe2 [172] reveals the absence of a residual linear term as a function of tempera-
154
ture in the thermal conductivity, implying the absence of residual normal carriers, in
the bulk. This suggests the residual normal fluid response observed in the microwave
conductivity study should originate from the surface, consistent with the scenario of
surface Majorana arc states of a Weyl superconductor. Later, the existence of the sur-
face states is further supported by evidence of surface chiral in-gap density of states
from STM studies of UTe2 [173]. In the future when superconducting UTe2 thin film
growth is available, it will be interesting to see the thickness dependence of σ̃(T )
near the magnetic penetration depth, which will allow us to quantitatively isolate and
estimate the conductivity and dissipation of the surface state.
8.5 Issues and future plans
8.5.1 Quantitative estimation of the scattering life time
Although the above results and analysis done with the disk DR are qualitatively
correct, if one wants to make the results quantitatively meaningful, the issue men-
tioned in the last paragraph of Sec. 8.2.2 needs to be resolved. For a recap, the issue
is that the disk DR is not designed to test the sample properties above 2.5 K, whereas
to obtain the exact absolute value of X s(T ) one needs to keep increasing the sample
temperature until dRs/dT = dX s/dT is shown for more than a several Kelvin interval
(Sec. 6.2.3). Determining the exact absolute value of X s will lead to the exact estima-
tion of the complex conductivity σ̃ and normal state scattering life time τn. With τn,
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the assumption of local electrodynamics can be confirmed by comparison between the
mean free path lmf p = vFτn and skin depth δ = 2Rs/ωµ0 in the normal state.
8.5.2 Microwave impedance measurement in the first generation hol-
low DR
To address the above issue, the first generation hollow DR setup was built (Sec.
6.3.2. By replacing the niobium top plate with copper, this resonator design allows
the system to reach more than 20 K where the dRs/dT = dX s/dT regime in UTe2 is
expected to be achieved. Also, to eliminate a possible effect from surface oxidization
of UTe2, the sample used in this measurement (S3) was polished, encapsulated, and
mounted in the resonator within a nitrogen filled glove bag (Sec. 8.2.1). The sam-
ple quality factor is obtained by the subtraction of background dissipation (using Eq.
(6.33)) [81].
Figure 8.9 shows the Zs(T ) obtained from sample S3 in the first generation hol-
low DR in the TE023 mode (7.12 GHz) with Pin = −30 dBm. Again, the sample shows
a large residual resistance in the zero temperature limit (Rs(0)/Rn(Tc) = 0.094), con-
sistent with previous results. The Rs(T ) and X s(T ) curves were matched at 9 K and
indeed share the same slope for a 3 K interval (7 to 10 K), but the curves diverge from
each other above 10 K. The downturn in X s(T ) above 10 K is due to a background
effect from the temperature-dependent dielectric constant of the hollow rutile, which
shows a sharp decrease above 10 K (Fig. 6.6 and Sec. 6.3.2).
To eliminate the background temperature dependence, a second generation hol-
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Fig. 8.9 Measured surface impedance from UTe2 sample S3 in the first generation hollow
DR in the TE023 mode (7.12 GHz) up to 15 K. The large residual resistance Rs(0) was still
observed. The Rs(T ) and Xs(T ) curves are matched at 9 K to convert ∆Xs(T ) to Xs(T ). The
two curves shows similar slope from 7 to 10 K but diverge above 10 K due to a background
temperature dependence in the rutile.
low DR was designed (Sec. 6.3.3). The new design will fix the temperature of the res-
onator while independently varying the temperature of the sample with a hot finger
technique (Fig. 6.9) [110]. The resonator will also decrease the cavity wall dissipa-
tion by enlarging the cavity size, which will yield better accuracy in determining the
surface resistance Rs of the sample. The new design is under construction and soon
will deliver quantitatively rigorous Zs(T ) data of UTe2.
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8.6 Summary
In this chapter, a microwave surface impedance study is introduced on the TRS
breaking superconductor UTe2. The study revealed evidence of the existence of a
residual normal fluid in this system through an anaylsis of the real part of the com-
plex conductivity. The study also revealed the chiral spin-triplet pairing state with
point nodes in the ab-plane from an analysis of the imaginary part of the complex
conductivity. Together with the apparant absence of bulk normal fluid from the ther-
mal conductivity study [172], the revealed pairing state, nodal structure, and presence
of the residual normal fluid in this study further supports the possibility of Weyl super-
conductivity in UTe2. A rigorous quantitative analysis will follow with measurements




In this thesis, microwave studies of various unconventional superconducting sys-
tems are introduced and their versatility is demonstrated. For discovering unconven-
tional superconductors of various pairing states, the laser scanning microscopy pho-
toresponse technique (LSM-PR) (Chap. 2) is introduced as a new method to "directly
image" their gap nodal structure (Chap. 3). The performance of the technique is
demonstrated in a patterned YBCO thin film, which is a representative dx2−y2 super-
conductor. The new technique has advantages which complement pre-existing meth-
ods in a way that does not require a pristine sample surface under ultra high vacuum
nor complicated signal processing to interpret the data. The technique is not only
sensitive to the bulk response of the sample but it is also able to study the response
and underlying physics of exotic surface zero-energy bound states such as the Andreev
bound state (Chap. 4). Finally, an improved design of LSM-PR gap spectroscopy was
introduced (Chap. 5) to extend the applicability of the technique to samples without a
patterning procedure. This will enable a newly discovered material to be examined at
an earlier stage of its development. However, there is still room for further improve-
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ment in the design. The LSM-PR gap spectroscope would have greater impact if its
applicability could be extended to sub-mm size single crystals, since that is the form
which most of the new superconducting materials first appear. A potential design is
depicted in Fig. 5.8, which provides a rotating linear excitation at a local spot of the
crystal.
For unconventional superconductors with non-trivial topology, an extended ver-
sion of microwave surface impedance spectroscopy is introduced (Chap. 6) and em-
ployed (Chap. 7, 8). The technique investigates the properties of the topologically
non-trivial pairing states and/or properties of the consequent boundary states. For
the artificial topological superconductor (TSC) SmB6/YB6 bilayer, the characteristic
length scales of the proximity coupled topological surface states are determined, which
inform the design of a vortex Majorana device out of this system. For the candidate in-
trinsic TSC UTe2, the chiral spin-triplet pairing state with point nodes and evidence for
residual normal fluid are identified, elevating the system to one of the most promising
candidates for a Weyl superconductor.
The next step of the described microwave studies would include testing other
interesting candidate unconventional superconductors such as YPtBi [188], URh2Si2
[189], and so on, whose pairing symmetry and topology are not yet known. It is also
important and interesting to study these candidate unconventional superconductors
in extreme conditions such as high magnetic field and pressure, where a new quantum
phase of matter may emerge [171, 190].
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APPENDIX A
Further details on the electromagnetic screening model
A.1 Boundary conditions
Although explained in detail in Ref. [115], for the reader’s convenience, the
equation and the boundary conditions for the magnetic field inside a proximity-coupled
bilayer, whose geometry is shown in Fig. 7.2(a), are described below. First, by com-
bining Maxwell’s equations with London’s equation, one can obtain an equation for













H(z) = 0. (A.1)
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The boundary conditions for the tangential magnetic field are as follows,
H(dN ) = H0, (top surface) (A.2)
H(−dS) = 0, (bottom surface) (A.3)
H(0+) = H(0−), (interface) (A.4)
λ2N (0, T )
dH(z)
dz




where dN ≤ tSmB6 is the proximity-coupled thickness of the normal layer and dS =
tY B6 is the thickness of the parent superconductor. The last boundary condition is a
continuity condition for the superfluid velocity at the interface.
A.2 Field solutions
With Eq.(A.1) and the approximated spatial profile of the induced order parame-
ter in the normal layer∆N (z, T ) =∆N (0, T )e−z/ξ(T ) and the normal penetration depth
λN (z, T ) = λN (0, T )e+z/ξN (T ), one can obtain the spatial profile of the magnetic field
in the normal and superconducting layer as follows [115]:
HN (z, T ) = ApI1(p) + BpK1(p), ( 0≤ z ≤ dN ) (A.6)
HS(z, T ) = Ce
z/λS + De−z/λS , (−dS ≤ z ≤ 0), (A.7)
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Here, the parameter p is defined as p(z, T ) = (ξN (T )/λN (z, T ))e−z/ξN (T ) and I1, K1
are the modified Bessel functions of the first, second kind. The coefficients A, B, C , D
can be calculated using the boundary conditions. The corresponding spatial profile
of the current density can be obtained from z derivative of the magnetic field profile.
After all the coefficients are obtained, the spatial profiles of the magnetic field and
the current density of a normal/superconductor bilayer are fully determined. When
calculating the inductance, the microwave loss is ignored so that the supercurrent
density of the bilayer is approximated as the total current density Js ' J . This is a
valid approximation since the temperature range of the measurement (0∼1.6 K) is
well below Tc of the bilayer (∼5.86 K) and the microwave photon energy (∼0.044
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