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Abstract
We study connection networks in which certain pairs of nodes have to be connected by k
edge-disjoint paths, and study bounds for the minimal sum of lengths of such k paths. We dene
the related notions of totalk -distance for a pair of nodes and totalk -diameter of a connection
network, and study the value TDk(d) which is the maximal such totalk -diameter of a network with
diameter d. These notions have applications in fault-tolerant routing problems, in ATM networks,
and in compact routing in networks. We prove an upper bound on TDk(d) and a lower bound
on the growth of TDk(d) as functions of k and d; those bounds are tight, (dk), when k is
xed. Specically, we prove that TDk(d)62k−1dk , with the exceptions TD2(1) = 3, TD3(1) = 5,
and that for every k; d0>0, there exists (a) an integer d>d0 such that TDk(d)>dk=kk , and (b)
a k-connected simple graph G with diameter d such that d>d0, and whose totalk -diameter is at
least (d− 2)k =kk . c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Communication network; Connection network; Edge-disjoint paths; Totalk -distance;
Totalk -diameter; Flow in networks
1. Introduction
A connection network consists of a network (modeled by a graph) and a set of pairs
of its nodes between which a reliable communication is required. This new concept is
a generalization of a communication network, in the sense that some pairs of nodes are
distinguished. Dene the totalk -distance for a pair of nodes as the minimal sum of the
lengths of k edge-disjoint paths between them. This quantity corresponds to the cost
of a reliable routing of a message between those nodes in a network with less than k
undetected faults of links. We give upper and lower bounds on the worst case value
 Corresponding author.
E-mail address: zaks@cs.technion.ac.il (S. Zaks).
1 Up to 1990, E.A. Dinic, Moscow.
2 Research supported by the Bernard Elkin Chair for Computer Science and by US{Israel BSF grant
95-00238.
0304-3975/00/$ { see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(98)00348 -X
214 Y. Dinitz et al. / Theoretical Computer Science 247 (2000) 213{228
of this quantity in a connection network, as a function of its diameter, which are tight
up to a multiplicative constant when k is xed. Besides the \natural" implications of
our results in the eld of fault tolerant routing, our work has implications also in the
eld of ATM networks and compact routing methods.
Previous works in this eld [9, 12, 14] concentrate on node connectivity. They dene
a k-container for s and t as a set of k node-disjoint paths between s and t, and its
length as the maximal length of a path in it; the k-distance for two nodes is the minimal
length of a k-container for them, and the k-diameter is the maximal k-distance among
all pairs of nodes in the graph. Upper and lower bounds for the k-diameter of k-regular
k-connected graphs are given in [9] (as a function of k and the number of nodes in the
graph). In [14], a family of graphs, termed ip-trees, is introduced; it is shown that in
a ip-tree with degree d and diameter 2l− 1 there exists a container of width d and
length 62l+ 1 for any two nodes. The 2-diameter of de-Bruijn graphs is discussed in
[12]; it is shown that the 2-diameter of the de-Bruijn graph of dimension n is exactly n.
1.1. Denitions and notations
We dene a new concept of a connection network S = (G; ) which consists of
(i) a graph G= (V; E), where V is the set of nodes and E is the set of edges, and
(ii) a connection demand system , which is a set of pairs of distinct nodes in V . This
concept is a generalization of a communication network in the sense that it models a
network in which a reliable communication is required for every pair of nodes in 
but not necessarily for every pair of nodes in the underlying graph (see [5, 15]). (Note
that when  includes all pairs of nodes in G, then our model coincides with the more
familiar model of a communication network.) In this paper we restrict ourselves to the
undirected case, i.e, when the graph G is undirected and the pairs in  are unordered.
Let s and t be two nodes in G. An edge-container for s and t is a set of edge-
disjoint paths between s and t. The width of an edge-container is the number of paths
in it. We abbreviate an edge-container of width k to a k-container. The total-length
of a k-container A, denoted by jAj, is the sum of the lengths of all of its paths.
A k-container for s and t is minimum if there is no k-container for s and t with
a smaller total-length. The totalk -distance for s and t, tdk(s; t), is the total-length
of a minimum k-container for them if one exists, otherwise tdk(s; t) =1 (evidently,
tdk(s; t) = tdk(t; s)). Two nodes s and t are k-edge-connected if the deletion of any set
of k − 1 edges from G does not disconnect them. It is well known (see, e.g., [7]) that
s and t are k-edge-connected if and only if there exist k-edge-disjoint paths between
them; it follows that tdk(s; t)<1 if and only if s and t are k-edge-connected.
We note that the triangle inequality holds for totalk -distances as for ordinary dis-
tances. A sketch of the proof is as follows. The union of any two minimum k-containers
for s and u and for u and t is a subgraph, say, G0, where s and t are k-connected.
Indeed, neither s and u nor u and t can be disconnected in G0 by at most k − 1
edges. Hence, this is true for s and t as well (since otherwise such an edge subset
would disconnect u from either s or t). Therefore, there exists an s; t-container in G0;
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evidently, it has a total-length of at most the sum of the total-lengths of the two above
containers. Interestingly, the triangle inequality does not hold for the \k-distance" of
[9, 12, 14].
The totalk -diameter, tdk(S), of a connection network S = (G; ), is the maximum
tdk(s; t) over all pairs of nodes in . A connection network S is k-edge-connected if s
and t are k-edge-connected for every pair fs; tg2 . (Note that tdk(S)<1 if and only
if S is k-edge-connected.) We denote by TDk(d) the maximal totalk -diameter over all
k-connected connection networks whose underlying graph has diameter d.
We consider two special cases. The rst one is when the connection network (G; ) is
such that  includes all pairs of distinct nodes in the graph; in this case we refer to the
totalk -diameter of the graph G, denoted tdk(G). The second one is when = ffs; tgg
(i.e., it includes only one unordered pair of nodes); in this case we abbreviate the
notation (G; ffs; tgg) to (G; s; t).
There are two well-known routing paradigms. The rst is the one-to-one routing
paradigm [2, 4, 9, 10, 12, 14], which nds disjoint paths between two nodes in the net-
work; we concentrate on this paradigm. The second paradigm is the one-to-many rout-
ing paradigm [4, 8, 13, 16] which aims to nd k disjoint paths between one node and
each of the nodes in a given set of k nodes. We extend our upper and lower bound
results also for this case.
We summarize the dierences in the model and denitions between our work and
the works mentioned above as follows.
1. We concentrate on edge-connectivity (rather than node-connectivity). In the se-
quel k-connected always means k-edge-connected and disjoint always means edge-
disjoint.
2. We consider the total-length of a k-container, i.e., the sum of lengths of the paths
in it, rather than its length (which is the maximal length of a path in it). Note that
the total-length and the length of any 1-container are equal.
3. Previous works examined k-node-connected graphs. We generalize the term \graph"
(or \network") to \connection network" and examine k-connected connection net-
works (G; ) for which the underlying graph G is not necessarily k-connected.
4. We examine the relations between TDk(d) and the diameter d of the underlying
graph G, whereas other works discuss the relationship between the k-diameter and
other parameters such as the degree of nodes and the number of nodes.
1.2. Our results
We prove an upper bound on TDk(d) and a lower bound on the growth of TDk(d)
as functions of k and d, which are tight when k is xed. Specically, we prove:
1. TDk(d)62k−1dk , with the exceptions TD2(1) = 3, TD3(1) = 5.
2. For every k; d0>0, there exists an integer d>d0 such that TDk(d)>dk=kk .
20. For every k; d0>0, there exists a k-connected simple graph G 3 with diameter d
such that d>d0 and tdk(G)>(d− 2)k =kk .
3 A graph is termed simple if it has no multiple edges and no loops.
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(It is worth noting that our lower bounds are reached on connection networks of type
(G; s; t); hence, evidently, these bounds hold for any structural type of the connection
demand system .)
These results are extended also to the one-to-many routing paradigm [4, 8, 13, 16].
Let k be xed (but arbitrary). Then 2 above implies that there are innitely many val-
ues of d such that TDk(d)>dk=kk . On the other hand, by 1 above, TDk(d)62k−1dk+1.
Thus, for any xed k, the upper and lower bounds on the worst case growth of TDk
dier by a multiplicative constant and are both of order dk .
1.3. Applications and related results
One possible application of our results is in the eld of fault-tolerant routing meth-
ods. Consider a network N = (V; E) in which some edges may fail. We say that the
communication between two nodes s and t is (k − 1)-reliable in N if there exists a
routing scheme, termed (k−1)-reliable, that guarantees that in the presence of at most
k − 1 edge failures, a message sent from s to t will eventually arrive. Assuming that
edge-failures cannot be detected, it is not hard to see that a (k − 1)-reliable routing
scheme from s to t requires that { in the case that all edges are non-faulty { each
message sent from s to t is delivered on a set of edges which forms a k-connected
subgraph, i.e., includes a k-container for s and t. On the other hand, if a k-container A
for s and t exists, then a (k − 1)-reliable routing scheme between s and t is achieved
by the algorithm that delivers k copies of any message sent from s to t over the k
edge-disjoint paths connecting s and t in A.
Let the cost of a routing scheme between s and t be the maximal number of hops
performed by a message sent from s to t (\hop" denotes the delivery of a message
from a node to its neighbor over an edge connecting them). Then the discussion above
implies that the cost of a most ecient (k − 1)-reliable routing scheme between s and
t is equal to the totalk -distance between s and t.
The denition of (k−1)-reliable communication is easily generalized to an arbitrary
set of distinct pairs of nodes . Specically, a network is called (k − 1)-reliable w.r.t.
 if and only if it is (k − 1)-reliable for each pair fs; tg2 . By the discussion above,
N = (V; E) is (k − 1)-reliable w.r.t.  if and only if the connection network S = (N; )
is k-edge-connected, and the maximal cost of a delivery of a message between a pair
of nodes in , when using a most ecient (k − 1)-reliable routing scheme, is equal to
tdk(S).
A few special cases are worth consideration. The familiar one is when a reli-
able communication is required between every pair of nodes in the network, which
is the case where  is the set of all pairs of distinct nodes in the network. An-
other special case, introduced and discussed in [5], is when a subset of important
nodes (\terminals"), is distinguished, and a reliable communication is required for
all pairs of terminals. Following [5], we argue that such a reliability model
is more realistic than the usual \all-to-all" model. Yet another case is when
a reliable communication is required between one \special" node and every one
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in a set of other nodes, which does not necessarily include all the nodes of the
network.
One conclusion of our result, which holds for each of the special cases considered
above, is that a small diameter of the underlying graph of a k-connected connection
network does not guarantee, in general, existence of an ecient fault-tolerant routing
scheme for it. In fact, the cost of an optimal (k − 1)-reliable routing scheme could
be as large as the diameter to the power k but not larger than that (ignoring factors
depending on k only).
The fault-tolerant routing application above corresponds to the one-to-one routing
paradigm in which the goal is to construct disjoint paths between pairs of given nodes.
Another well-known paradigm is the one-to-many routing that aims to construct dis-
joint paths between a given node and each of the nodes in a given set. To extend our
model for the one-to-many paradigm, given a node s2V and a set of nodes T V
of size k (which does not include s), we dene tdk(s; T ) as the minimal sum of
lengths of a set of k edge-disjoint paths between s and each node in T . The quantity
tdk(s; T ) could be seen as the cost of a reliable routing of a message in the presence
of at most k − 1 undetected faults, where the interpretation of \reliable communica-
tion" is a communication that guarantees that at least one node in T will eventually
receive the message. We extend our results to similar upper and lower bounds for
tdk(s; T ).
Observe that our general worst case bounds are in contrast with previous results
for special settings. For example, for one-to-n routing in the n-dimensional hypercube
(whose diameter is n), there always exists a set of node-disjoint paths of length at
most n+ 1 each (see [16]). It could be interesting to study the worst case behavior of
the totalk -diameter for other network topologies which are used in practice.
In a related work in the area of hop-congestion trade-o for ATM networks, [11]
studies the following problem, termed the augmented path problem: \Determine the
minimal diameter DN (k), of an augmented path of length N and cutwidth k." (The
denitions of augmented path and cutwidth will be given in Section 5). In [11] upper
and lower bounds are given for DN (k). We show that by applying our upper bound
on the totalk -distance of two nodes we can easily derive the same (and even slightly
better) lower bound on DN (k) as a special case. The construction which we use for
proving the lower bound on the totalk -distance is actually similar to the construction
used in [11] for proving the upper bound for DN (k).
Another related work is in the eld of space-ecient routing methods (termed com-
pact routing). In [6] we show a strong connection between the eciency of linear
interval routing (which is one such method) for a network N and the total2-diameter
of N . Specically, we present a lower bound on the eciency of linear interval routing
for a network in terms of its total2-diameter.
The rest of the paper is organized as follows: In Section 2 we present and prove
the lower bound. The upper bound is proved in Section 3. Our results are extended to
the one-to-many paradigm in Section 4. In Section 5 we discuss the connection to the
augmented path problem.
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2. Lower bound
In this section we discuss lower bounds on the growth of TDk(d), specically, we
prove the following theorem.
Theorem 2.1. a. For every k; d0>0; there exists a graph G with diameter d; d06d6
d0 + 3k; and a k-connected connection network S = (G; s; t) such that
tdk(S)>dk=kk ;
thus; TDk(d)>dk=kk . Hence; for any xed k; TDk(d) =
(dk).
b. For every k; d0>0; there exists a k-connected simple graph G with diameter d;
where d06d6d0 + 3k + 2; such that
tdk(G)>(d− 2)k =kk :
For any k>0, we construct (Section 2.1) an innite series of graphs Gx(k), where
x is any positive integer. We show that for every positive diameter d0, there exists
a graph Gx0 (k), with diameter d, d06d6d0 + 3k, and a pair of its nodes s and t,
such that the connection network Sx0 (k) = (Gx0 (k); s; t) satises d
k=kk6tdk(Sx0 (k))<1.
The graph Gx0 (k) is 2-connected for k>1. Then we transform Gx0 (k) (Section 2.2)
to a k-connected simple graph G0x0 (k) with diameter d
0 =d + O(1) such that (d0 −
2)k =kk6tdk(G0x0 (k))<1.
2.1. The connection network Sx(k)
Let x>2 be an arbitrary positive integer. We construct a family of connection net-
works fSx(k) j k 2N+g, where Sx(k) = (Gx(k); s; t). The nodes s and t are termed the
endpoints of Gx(k). The graph Gx(1) is simply a path of length x, and the nodes s and
t are its endpoints. The graph Gx(k) is constructed from x copies of Gx(k− 1); the ith
copy, 16i6x, is denoted Gix(k − 1) and its endpoints are si and ti. To each copy i
we add an edge fsi; tig termed a k-edge, and we combine the copies by identifying the
node si with the node ti−1, for every 26i6x. The endpoints s and t of the new graph
Gx(k) are the nodes s1 and tx, respectively. Fig. 1(a) demonstrates the construction.
Fig. 1(b) shows the graphs G3(1); G3(2), and G3(3). It is worthwhile to mention that
a similar construction is also used in [11].
The following three propositions form the proof of Theorem 2.1(a).
Proposition 2.2. The diameter dx(k) of Gx(k) satises: dx(k)6kx.
Proof. We prove the following two facts by induction on k: (a) For any node u
in Gx(k), its distance from either s or t is at most kbx=2c and, (b) dx(k)6kx. The
basis (k = 1) is trivial. Now consider the graph Gx(k), for k>1. By the induction
hypothesis (a), the distance from any node u in Gix(k − 1) to si or to ti is at most
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Fig. 1. (a) A recursive description of the graph Gx(k). (b) The graphs G3(1), G3(2), and G3(3).
(k − 1)bx=2c. Consider the following path between any pair of nodes u in Gix(k − 1)
and v in Gjx(k − 1). The path starts in u, continues in the shortest way to the nearest
endpoint of Gix(k−1) (si or ti), then continues on k-edges to the endpoint of Gjx(k−1)
which is the nearest to v, and then continues in the shortest way to v. Since there are
exactly x k-edges, and by the induction hypothesis (a), the length of this path is at most
(k − 1)bx=2c+ x+ (k − 1)bx=2c6kx and thus, dx(k)6kx. By using similar arguments
for any node u, one of the distances to s or to t is at most (k − 1)bx=2c + bx=2c6
kbx=2c.
Proposition 2.3. The diameter dx(k) of Gx(k) satises dx(k)>k(x − 2).
Proof. We rst prove the following claim: there exists a node at distance at least
kd(x − 2)=2e from both s and t (such a node is termed a middle node). The basis
(k = 1) is trivial. Consider the dx=2e-th copy Gdx=2ex (k − 1) of Gx(k − 1) in Gx(k). By
the induction hypothesis, there is a middle node u in Gdx=2ex (k − 1) with distances at
least (k − 1)d(x− 2)=2e from both sdx=2e and tdx=2e. From the construction of the graph
Gx(k) and by the induction hypothesis, it is clear that the distance of u from s and t
is at least (k − 1)d(x − 2)=2e + d(x − 2)=2e>kd(x − 2)=2e. Thus, u is a middle node
in Gx(k).
Now consider the middle nodes in G1x (k − 1) and Fxx (k − 1). Since t1 and sx are
separation nodes in Gx(k) at distance x−2 and by the above claim, the distance between
the two middle nodes is at least (k−1)d(x−2)=2e+(x−2)+(k−1)d(x−2)=2e>k(x−2)
and thus dx(k)>k(x − 2).
Proposition 2.4. The connection network Sx(k) satises: dk=kk6tdk(Sx(k))<1;
where d is the diameter of Gx(k).
220 Y. Dinitz et al. / Theoretical Computer Science 247 (2000) 213{228
Proof. Consider the graph Gx(k) and its endpoints s and t. We rst show that there
exists a k-container for s and t, thus Sx(k) is k-connected (so, tdk(Sx(k))<1), and
then we show that the total-length of any k-container for s and t is at least dk=kk .
Let the path Pj between s and t, 16j6k, be the one consisting exactly of the set
of all j-edges (i.e., the edges which we add when constructing Gx(j) from x copies
of Gx(j − 1)). The paths P1; P2; : : : ; Pk are edge-disjoint and, clearly, they form a
k-container for s and t.
Now, since every edge in the graph is in a cut of size k between s and t, it
must be contained in any set of k edge-disjoint paths between s and t (by [7]); thus,
any k-container for them contains all the edges of the graph. Since Gx(k) contains xk
1-edges, tdk(Sx(k))>xk = (kx)k =kk>dk=kk (the last inequality is by Proposition 2.2).
Remark 2.5. Note that we actually proved in Proposition 2.4 that the number of
1-edges in Gx(k) is at least dk=kk . (We will use this observation in Section 5.)
Proof [of Theorem 1(a)]. Given any positive constant d0, consider the connection
network Sx(k), where x= d(d0 + 2k)=ke. By Proposition 2.2, the diameter d of Gx(k)
satises: d6kx= kd(d0 + 2k)=ke6d0 + 3k. By Proposition 2.3, d>k(x− 2)>kd(d0 +
2k)=k−2e>d0. Thus, d06d6d0 +3k and, by Proposition 2.4, tdk(Sx(k))>dk=kk .
2.2. The k-connected graph G0x(k)
Note that if we just replace every 1-edge (i.e., an edge in a copy of Gx(1)) by k
parallel edges, then we get a (non-simple) k-connected graph with the same diameter
as that of Gx(k) and the totalk -diameter at least as large as tdk(Sx(k)). We show a
k-connected simple graph that satises a slightly weaker inequality.
For any k; d0>0, we construct a k-connected graph G0x(k) with diameter d
0>d0,
for which tdk(G0)>(d0 − 2)k =kk . Consider the graph Gx(k). To construct G0x(k) from
Gx(k), we replace each 1-edge in Gx(k) by a complete graph of size k + 1, i.e., for
each such edge fvi; vi+1g we add the nodes v1i ; : : : ; vk−1i , an edge between each vmi
and vni , and the edges fvi; vmi g and fvi+1; vmi g 16m 6= n6k − 1. The graph Gx(k) is a
subgraph of G0x(k); we term the nodes and edges of Gx(k) original, and the new nodes
and edges new.
Note that G0x(k) is k-connected; even if we remove all the j-edges, j>2, then we
get xk copies of a (k + 1)-clique such that the ith copy and the (i + 1)st copy have
one node in common, for every 16i6xk − 1. Clearly, such a graph is k-connected.
In the construction of G0x(k) from Gx(k), we didn’t remove any edge, thus the
distance between any two original nodes did not increase. Moreover, any new node is
at distance 1 from an original node. It follows that the diameter of G0x(k), d
0, satises:
d06d+ 26kx + 2.
Proposition 2.3 holds also for G0x(k) (i.e., d
0>k(x−2)), since a shortest path between
two original nodes never passes through a new node and there are no new edges
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between original nodes, thus the distances between any two original nodes did not
decrease.
Finally, it is easy to see that the same k-container for s and t as described in
the proof of Proposition 2.4 is a minimum k-container for s and t also in G0x(k)
(since a passage through a new node never shortens the distance). It follows that
tdk(G0)>xk>(xk)k =kk>(d0 − 2)k =kk .
Given any positive integer d0, we consider the graph G0x(k), where x= d(d0 +2k)=ke.
We have shown that the diameter d0 of G0x(k) satises d06k(x − 2)6d06kx +
26d0 + 3k + 2 and (d0 − 2)k =kk6tdk(G0x(k))<1. This completes the proof of
Theorem 2.1(b).
3. Upper bound
The upper bound is stated in the following theorem.
Theorem 3.1. Every k-connected system S = (G; ); the underlying graph G of which
has diameter d; satises
tdk(S)62k−1dk ;
except for the cases d= 1; k = 2; 3; where
tdk(S)62k−1dk + 1:
Thus; for any xed k; tdk(S) = O(dk).
Clearly, this theorem is implied by the following lemma, which is proven in the
next subsection.
Lemma 3.2. The totalk -distance of any two k-connected nodes in an arbitrary graph
with diameter d is at most 2k−1dk ; except for the cases d= 1; k = 2 and d= 1; k = 3;
when it can exceed this bound by one; i.e.; be equal to 3 and 5; respectively.
3.1. Proof of Lemma 3.2
The mathematical foundations of the considered eld are closely related to network
ow theory. As mentioned in Section 1.1, the totalk -distance tdk(s; t) of two nodes s
and t is nite if and only if s and t are k-edge-connected. For any graph G= (V; E)
and its two nodes s and t, let ~G(s; t) = (V; ~E; s; t) be the directed ow network with
source s, sink t, and ~E dened as follows: each edge fu; vg in E denes a pair of
anti-parallel arcs (u; v) and (v; u) in ~E with capacities 1 (we use the term \arc" for a
directed edge). In what follows, we mean by \ow" a ow in ~G(s; t) with ows in
arcs equal to 0 or 1 only and without ows both equal to 1 in any two anti-parallel
arcs. We will shorten the notation ~G(s; t) to ~G.
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Fig. 2. (a) A graph G and 2-connected vertices s and t in it. (b) The network ~G and a ow f with value
1 in it (the arcs with ow 1 are shown bold). (c) The residual network ~Gf and an augmenting path P in
it (its arcs are shown bold). (d) The ow f0 in ~G obtained via augmenting f by P. (e) The corresponding
2-container A for s and t in G (its edges are shown bold).
It is well known (see [7]) that s and t are k-connected in G (i.e., a k-container for
them exists) if and only if there is a ow with value k from s to t in ~G. For a ow
f, let us denote by #f the number of edges of G such that f is 1 in any of the two
arcs dened by it; henceforth, we call such edges \used by f". It can be easily shown
that for any k-container for s and t there exists a ow from s to t with value k, which
uses exactly the edges of that k-container, and that for any ow f from s to t with
value k there exists a k-container for s and t, all of whose edges are used by f. It
follows that tdk(s; t) is equal to the number of edges used by a ow f with minimal
#f among all ows from s to t with value k. 4
Consider any two k-connected nodes s and t in a graph G with diameter d. By the
above, the value of a maximum ow is at least k. For our proof it is sucient to show
that there exists a ow fk with value k with #fk bounded as in the statement of the
lemma. We establish the existence of such a ow by induction. Let (x; y) denote the
distance between nodes x and y in G. Trivially, a ow f1 as required can be dened
as the unit ow along a shortest path from s to t, with (s; t)6d used edges. For the
induction step we need the following lemma.
Lemma 3.3. For any non-maximum ow f with value at least 1; there exists a ow
f0 with value greater by one with #f06maxf2d  #f; #f + 2dg.
Proof. As is widely known (see, for example, [3]), to transform any non-maximum
ow f in ~G into a ow with value greater by one, it is sucient to nd a path P from
s to t in the residual network ~Gf = (V; ~Ef) (an augmenting path 5 ), and to augment
4 Such a ow, in the usual network ow terminology, is a min-cost (s; t)-ow with value k, where the
cost 1 is assigned to each arc of ~G.
5 To distinguish from the notion of augmented path of [11].
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Fig. 3. An example of the distribution of used vertices in a network ~Gf and of the path P=P1 +P2, where
y2 Li and jP2j= 2. (Vertices and arcs are shown partly, layers are encircled by dotted lines, used vertices
are shown black, and paths P1 and P2 in G are shown by dashed lines.)
f by the unit ow along P (henceforth, for simplicity, \to augment f by P"). Details
are as follows (for illustration see Fig. 2(b){(d)). The arcs in ~Ef are dened as the
arcs a in ~E for which f(a) = 0; for our purposes, all edge capacities in ~Gf maybe
assumed 1. The augmentation of a ow f in ~G by a ow g in ~Gf is almost the usual
vector addition, with the unique exception, in our case: if for some two anti-parallel
arcs a and a, f(a) = 1, f( a) = 0, g(a) = 0, g( a) = 1, then the sum ow in a and a is
set to be 0 and 0, respectively (instead of 1 and 1).
Let us denote the length of a path Q by jQj. Let a ow f0 be the ow f augmented
by a path P. It is straightforward to see that #f0 is at most #f + jPj (for illustration
see Fig. 2, where #f= 3, jPj= 3, and #f0 = 4). Thus, it is sucient to prove that for
any non-maximum ow f with value at least 1, the minimum length of an augmenting
path is at most maxf(2d− 1)  #f; 2dg.
Let us denote by (v) the distance from s to any node v in ~Gf (or 1, when v is
not reachable from s). By non-maximality of f, (t) is nite, and we prove that it
satises the above bound. Let us consider, in the BFS-structure of ~Gf with the origin
s, the layers Li = fv : (v) = ig, 16i6(t) (see Fig. 3). Clearly, there is no arc of ~Gf
from Li to Lj with j>i + 2.
A node v is termed used by f if there is an edge incident to v used by f; clearly,
s and t are used by f. Let us denote by N the number of nodes used by f; clearly,
N6#f + 1.
We rst prove that (t) is at most 2d(N −1)62d #f (observe that this implies the
weaker upper bounds (2d + 1)  #f for #f0 and thus, by induction, d(2d + 1)k−1 for
tdk(s; t)). We say that a layer is marked if it contains a node used by f. Assuming,
to the contrary, that (t)>2d(N −1) + 1, we obtain that there exist two marked layers
Li and Lj, j>i + 2d+ 1, and i; j6(t), with no marked layers between them. Let us
224 Y. Dinitz et al. / Theoretical Computer Science 247 (2000) 213{228
consider a node x in layer Li+d; by assumption, x is not used by f. Let P(x) be a
shortest path from x to t in the original graph G; its length is at most d (the diameter
of G). Let y be the rst node on P(x) used by f, and let P1; P2 be the sub-paths of
P(x) from x to y and from y to t, respectively (see Fig. 3).
Observe that, for any edge fu; vg in P1, the ow f cannot be 1 in any of the arcs
(u; v) and (v; u) (otherwise, y would not be the rst used vertex in P1 and, thus, in
P); therefore, for each such edge, both these arcs belong to ~Gf. We obtain now that
the entire P1 is contained in ~Gf, hence, (y) is nite and jP1j>j(x) − (y)j.
By the choice of x and y, (x) 6= (y). Let us consider two cases.
Case 1: (y)<(x). By our assumptions, (y)6i and so y cannot coincide with
t. We obtain jP(x)j= jP1j + jP2j>((x) − (y)) + 1>((i + d) − i) + 1 =d + 1, a
contradiction.
Case 2: (y)>(x). Now (y)>j>i+2d+1, hence jP(x)j>jP1j>(y)−(x)>(i+
2d+ 1) − (i + d) =d+ 1, a contradiction.
It follows that (t)62d  #f, as required.
Let us enhance this method to achieve the bound of the lemma. For this, we show
that if (t)>(2d−1)#f, then (t) = 2d. The above inequality implies that (t)>(2d−
1)(N − 1), and hence that there exist two marked layers Li and Lj with no marked
layers between them, with j>i + 2d and i; j6(t).
As before, let x be any vertex in layer i + d and P(x) a shortest path in G from x
to t. Going along the same lines, we obtain that the only case that does not produce
the contradiction jP(x)j>d+ 1 is when t lies in Lj and j= i + 2d, i.e. (t) = i + 2d.
Let now Q(x) be a shortest path from x to s in G. Similar considerations as above,
using the fact that x is in layer Lj−d =Li+d, show that the only case without the
contradiction jQ(x)j>d + 1 is when s lies in Li, i.e., i= 0. j= i + 2d. Hence, our
assumption (t)>(2d− 1)(N − 1) leads to (t) = j= 0 + 2d= 2d, as claimed.
We now return to the inductive proof of Lemma 3.2. We prove that fk , the ow
with value k constructed from f1 by a sequence of augmentations as in the proof of
Lemma 3.3, satises the inequality #fk62k−1dk , with exceptions as in Lemma 3.2.
We assume the inequality holds for k = l, i.e., #fl62l−1dl, and prove it for k = l+ 1,
l>1. Let us denote 2ldl+1 − 2l−1dl = (2d − 1)2l−1dl by l. Then, by the induction
hypothesis and Lemma 3.3, #fl+16#fl + maxf(2d− 1)  #fl; 2dg6#fl + maxfl; 2dg.
Assume rst that d is at least 2. Then l = (2d− 1)2l−1dl>3  1 d= 3d>2d. Hence,
in this case #fl+16#fl + l62ldl+1, as required.
Assume now that d= 1, i.e., G is a complete graph with, maybe, multiple edges.
In this case, #f1 is equal to 1. In the considered sequential construction of fk , let
l denote the length of the lth augmenting path (i.e., #fl+16#fl + l). Since in G
there are at least jV j − 2 edge-disjoint paths of length 2 between s and t, the rst
jV j−2 shortest augmenting paths must be each of length at most 2. Clearly, the length
of any augmenting path is at most jV j − 1. Hence, for jV j= 2, l = 1 for all l. For
jV j= 3, l62 for all l. For jV j= 4, 1; 262 and l63 for l>2. For jV j>4; l62 for
l= 1; 2; 3. Thus, we get that for any graph with diameter 1, #f1 = 1, #f263, #f365
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and #f468. In particular, #f462314 is within the bound 2k−1dk . Also, for l>4 it
always holds that l = (2d− 1)2l−1dl>2d. Therefore, the bound 2k−1dk for the case
d= 1 and k>4 can be proved by induction. Thus, the cases d= 1, k = 2; 3 are the
only possible exceptions, and the bounds for them are as in Lemma 3.2.
This completes the proof of Lemma 3.2 and, thus, of Theorem 3.1.
3.2. Discussion
Observe that the minimization of the length of the augmenting path does not imply
exact minimization of the number of edges used by the resulted ow. Indeed, assume
that we wish to compute the exact minimum. Then, we must take into account that
using in an augmentation path a \reverse" arc (u; v) (i.e., with the ow in (v; u) equal to
1) decreases, not increases, the number of used edges by 1 (for example see Fig. 2). In
fact, the exact minimization of the number of edges used by a ow is the minimization
of the ow cost when the price of pushing a unit of ow through any arc is 1.
The theory of min-cost ows is well known (see [7] and many others), but is rather
complicated. Observe, however, that in our induction step the total number of reverse
arcs is O(#f), which is of smaller order than the upper bound obtained, and hence their
inuence is negligible in our order-of-magnitude calculations. Therefore, we preferred
to use the simpler proof tools ignoring a smaller-order term.
4. Extensions
In this section we extend our model to the one-to-many routing paradigm. Given
a node s2V and a set of k nodes T V (which does not include s), we dene a
k-container for s and T as a set of k edge-disjoint paths between s and each node
in T . The denitions of total-length (of a k-container), minimality (of a k-container)
and totalk -distance of s and T (denoted by tdk(s; T )) are similar to the denitions for
the one-to-one paradigm with respect to the modied denition of a k-container. We
present and prove similar upper and lower bounds on tdk(s; T ).
Theorem 4.1. Let s be a node and T a set of k nodes (which does not include s) in
a graph G with diameter d. If tdk(s; T )<1 then
tdk(s; T )62k−1(d+ 1)k − k + 1:
Proof. Given G, s, and T as in Theorem 4.1, construct a new graph G0 by adding to G
a node t and k edges: one between t and each node in T . Note that, by the construction
of G0, any k-container for s and t contains k disjoint paths, each of which starts in s and
terminates with the unique edge from a node in the set T to the node t. Therefore, there
is a natural bijective correspondence between k-containers for s and t in G0 and for s
and T in G, given by removing=adding the new edges from/to the paths of containers,
respectively. Let A be a minimal k-container for s and t in G0. Since clearly the
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diameter of G0 is at most d+ 1, by Theorem 3.1, jAj62k−1(d+ 1)k + 1. Hence, the
corresponding k-container A0 for s and T in G satises jA0j62k−1(d+ 1)k − k + 1.
Theorem 4.1 follows.
Now, let us adjust our proof of the lower bound for the totalk -distance for two nodes
to the one-to-many case.
Theorem 4.2. For every k; d0>0; there exists a graph G; with a node s and a set
T of k nodes (which does not include s) such that the diameter d of G satises
d06d6d0 + 3k + 2 and
(d− 2)k =kk6tdk(s; T )<1:
Proof. Let us consider the graph Gx(k), where x= d(d0 + 2k)=ke, as dened in
Section 2. We construct a graph G from it by adding a node breaking each of the
k edges that meet node t. Formally, every edge fu; tg that meets t in Gx(k), is re-
placed by the two edges fu; wg and fw; tg the node w is termed new.
Every path P in Gx(k) corresponds to a path in G in a natural way (replace each
edge in P that meets t by the corresponding path of length 2 in G). Since every shortest
path in Gx(k) is simple, it contains at most two edges that meet t, and therefore the
corresponding path in G has length which is at most greater by 2. Also, a path from
a new node of G can be composed of a new edge and a path in Gx(k). It follows that
the diameter d of G is at most the diameter of Gx(k) plus 2, i.e., the latter is at least
d− 2.
Consider the node s and the set T of the new nodes in G (of size k). By the con-
struction of G and by the same arguments as in the proof of Theorem 2.1, the minimal
k-container for s and T consists of exactly all edges in G, except for the edges that
meet t. It follows that (d− 2)k =kk6tdk(s; T )<1, as required.
By Theorems 4.1 and 4.2, when extending our model to the one-to-many paradigm,
similar upper and lower bounds on totalk -distances hold.
5. The connection to the augmented path problem
The augmented path problem, studied in [11] in relation with hop-congestion tradeo
in ATM networks, is informally described as follows: An augmented path of length N
and cutwidth k, denoted PN (k), is a chain of N + 1 nodes drawn on a plane, to which
some auxiliary edges are added, such that each chain-edge is bypassed by at most k−1
auxiliary edges (not including the chain-edge itself). The problem is to determine the
minimum diameter, DN (k), of an augmented path of length N and cutwidth k. In [11]
it is shown that 12N
1
k6DN (k)6kN
1
k .
Y. Dinitz et al. / Theoretical Computer Science 247 (2000) 213{228 227
We show that our upper bound on the totalk -distance for two nodes in a graph
can be used to slightly improve the lower bound on DN (k) in [11]: Let PN (k) be an
augmented path and let the endpoints of the path be the nodes s and t. It is easy to see
that if there are no k edge-disjoint paths between s and t, then one could add to PN (k)
edges in such a way that the cutwidth remains k and the diameter does not increase.
Therefore, we can assume, w.l.o.g., that there are k edge-disjoint paths between s
and t in PN (k). Now, let us consider the system S = (PN (k); s; t). By Theorem 3.1,
tdk(S)62k−1dk (except for uninteresting cases), and we get N6tdk(S)62k−1dk . It
follows that for every augmented path PN (k) with diameter d (d>1), d>2
− k−1k N
1
k ,
specically, DN (k)>2
− k−1k N
1
k , which is slightly better than the lower bound in [11].
Note also that our graphs Gx(k) are similar to the ones used in the proof of the
upper bound of [11], and by Remark 2.5, we actually provide an identical upper bound,
since we show that N>dk=kk , where N is the number of nodes and DN (k)6d.
Though we do not signicantly improve any known result, we show that there is a
strong connection between the two considered problems (actually, the augmented path
problem could be seen as a special case of the totalk -diameter problem). We believe
that improvements of our results will imply with no additional eort corresponding
improvements of the results in [11] and other related problems (such as the problem
of augmented ring networks in [1]).
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