Abstract. In this paper we consider the regularity of the trust region-cg algorithm, when it is applied to nonlinear ill-posed iverse problems. The trust region algorithm can be viewed as a regularization method, but it di ers from the traditional regularization method, because no penalty term is need. Thus, the determing of the so-called regularization parameter in a standard regularization method is avoided. Theoretical analysis of the trust region-cg method is presented, convergency and regularity of the trust region algorithm are proved, and numerical tests are also given.
Introduction
In scienti c and engineering computing, we are often encountered with nonlinear inverse problems. An inverse problem consists of a direct problem and some unknown function(s) or parameters. Inverse problems are usually ill-posed in the sense of J. Hadmard, i.e., at leat one term of the existence, uniqueness, stability of the solution is vilated. Particularly we are concerned with the stability, since in many applications the solution does not depend continuously on the unknown quantities and the problem is ill-posed. A typical ill-posed problems is to determine these unknowns given measured, or condaminated data.
We can outline the nonlinear ill-posed problems into an abstract operator equations F(x) = y; (1) where F : D(F) X ?! Y is a nonlinear mapping, X and Y are both seperable Hilbert spaces. We assume that F is continuous and compact for xed x 2 D(F).
Problem (1) is typically ill-posed in the sense that a solution x + does not depend continuously on the obervation data y. Since in practice only approximate data with some error level Partially supported by Chinese NSF grant 19731010 and the Knowledge Innovation Program of CAS. The rst author also partially supported by Hebei Province NSF grant 101001.
, i.e., ky ? yk (2) are available, problem (1) has to be regularized (see e.g. 3, 7, 23] ). Through out this paper we assume that a solution x + of (1) exists, i.e.
F(x + ) = y: (3) Regularization methods are such kind of methods which replace the ill-posed problem with a stabilized problem whose solution depends on a parameter, named as the regularization parameter. The regularized problem is well-posed in the sense of J. Hadamard. For a complete theoretical analysis of such kind of method, please see some well-written books 23, 3, 13, 7, 14, 17] .
Certainly the most well-known and most widely used regularization method for nonlinear illposed problems is the method of Tikhonov regularization. In which one solves the unconstrained minimization problem If an approximate solution k of (5) is computed, we can let x k+1 = x k + k .
Assume that x k is some approximation of the solution x + , then
where r(x + ; x k ) is the Taylor remainder. Denoting + = x + ? x k and solving for it leads to F 0 (x k ) + = y ? F(x k ) ? r(x + ; x k ):
The above relation can be rewritten as F 0 (x k ) + = y ? F(x k ) + y ? y ? r(x + ; x k ):
Thus, the linearized problem
is an approximation to the original problem up to up to an error err = y ? y + r(x + ; x k ) with kerrk + kr(x + ; x k )k:
Clearly (5) is equivalent to applying Tikhonov regularization to problem (9). (11) for all x;x 2 B.
This assumption is helpful for analyzing the properties of the trust region algorithm which we presented in this paper. Recently, optimization methods are becoming popular for solving nonlinear ill-posed inverse problems, for example, Gauss-Newton method ( 1, 12] ), Broyden's method ( 11] ), and Levenberg-Marquardt method ( 9] ), which have been well developed in nonlinear programming.
Trust region method has been used in parameter identi cation problem and image restoration problem (see 25, 26] ) and seems promising. This paper will consider trust region method for nonlinear ill-posed inverse problems.
A Trust Region-CG Algorithm
Considering the unconstrained optimization problem min x2X J x; y ] := kF(x) ? y k 2 : (12) We denote by g(x) the gradient of the functional J, Hess(x) the approximate Hessian of J,
At the k-th iteration, a trust region subproblem (TRS) for (12) is min x2R n g T k + 1 2 (Hess k ; ) := k ( ); (13) s: t: k k ; (14) where g k = g(x k ); Hess k = Hess(x k ) and > 0 is the trust region bound. (13){ (14) is solved exactly or inexactly to obtain a trial step k . The ratio r k = Ared k Pred k (15) is used to decide whether the trial step k is acceptable and to adjust the trust region bound.
is called the actual reduction in the objective model, and
is the predicted reduction. We outline the general trust region algorithm for unconstrained optimization as follows. (20) and that Hess k + I is positive semi-de nite, k k and ( ? k k) = 0: (21) It is shown by Powell 20] that trust region algorithms for (12) is convergent if the trust region step satis es Pred( ) ckgk minf ; kgk=kHesskg (22) and some other conditions on Hess are satis ed. It is easy to see that
(s) 1 2 kgk minf ; kgk=kHesskg: (23) Therefore it is quite common that in practice the trial step at each iteration of a trust region method is computed by solving the TRS (13)- (14) inexactly. One way to compute an inexact solution of (13)- (14) was the truncated conjugate gradient method proposed by Toint 24] and Steihaug 22] and analyzed by Yuan 30] .
The conjugate gradient method for (13) generates a sequence as follows: l+1 = l + l d l ; (24) d l+1 = ?g l+1 + l d l ; (25) where g l = r k ( l ) = Hess k l + g k with g k = g(
with the initial values 1 = 0; d 1 = ?g 1 = ?g k .
Toint 24] and Steihaug 22] were the rst to use the conjugate gradient method to solve the general trust region subproblem (13) (27) Let be the inexact solution of (13)- (14) obtained by the above truncated CG method and be the exact solution of (13)- (14) . Recently Yuan 30] shows that (0) ? ( ) (0) ? (^ ) 1 2 ; (28) which can be written as the following theorem: Theorem 2.4 For any > 0; g 2 R n and any positive de nite matrix Hess 2 R n n , letŝ be the global solution of the trust region subproblem (13)- (14), and let be the solution obtained by the truncated CG method, then
This theorem tells us that the reduction in the approximate model is at least half of the maximum reduction if we use the truncated conjugate gradient method for solving the subproblem (13)- (14) .
Applying Algorithm 2.3 to compute the trial step k in Step 2 of Algorithm 2.1, we obtain a trust region-cg algorithm for nonlinear ill-posed inverse problems. The algorithm consists of two stage iterations: the inner loop and the outer loop. The inner loop is the truncated conjugate gradient method, the outer loop is the trust region method.
To avoid too many inner loop iterations in one out loop iteration, we terminate the inner loop iteration if itermax cg steps have been taken, where itermax is a given positive number.
We also terminate the inner look iteration if a progress in function reduction in the cg step is smaller than . However, in our numerical tests, this termination rule was not activated.
Properties of Algorithm 2.3
In this section we give some properties of the truncated conjugate gradient method. The main result is the monotonicity of the iterates. First, we present an equivalent form of the conjugate gradient method. Denote
we have
If we let d l = A k z l provided that such z l exists, then
Further For simplicity, p l 2 0 l denotes the residual polynomial associated with l , the l-th CG iterate. 
With the above analysis, we can now present the monotonicity of the iterates for perturbed right-hand side. Then the iterates fx k g generated by Algorithms 2.1 and 2.3 converge to a solution of (1) as k ! 1.
Proof. First we prove that fx k g forms a Cauchy sequence. Let us denote the iteration errors by e k = x + ? x k . Given k; j 2 N with k > j, let 
Therefore, fx k g form a Cauchy sequence because the monotonicity of fkx + ? x k kg.
Denote the limit of x k by x. From (49) we know P 1 k=1 ku k k 2 converges, and therefore F(x k ) ! y as k ! 1. This indicates that x is a solution of (1).
Q.E.D 5 Regularity of the Algorithm for Inexact Data
Now we consider the case where inexact date y instead of y. It is assumed that (2) is satis ed.
Our stopping rule is based on the discrepancy principle, i.e., we terminate the calculations at the smallest iteration index k D such that the discrepancy inequality ky ? F(x k )k ! ; with! > 1 (52) holds.
We denote x k the corresponding iterates and consider the regularity of the trust region-cg algorithm.
Theorem 5.1 Assume that Assumptions 1.2 and 4.1 hold. Let x be a solution of (1) we can estimate that
By the induction assumption x k ! x k , we have that
Therefore, it follows that i ! i ; z i ! z i . Consequently, it from (55) that x k+1 ! x k+1 .
Q.E.D Theorem 5.3 Assume that F satis es (11) in some ball B D(F) and let y ; x as before. Then the iterates x k generated by Algorithms 2.1 and 2.3 converge to a solution of (1) In which, s j = jh; h = 1 n ; j = 1; 2; ; n. The integral can be computed numerically. Remark 6.1 To safeguard Pred is not too small, we choose = 1:0 10 ?32 . If Pred , then we regard it as zero and stop the inner iteration. However, this is not activated in our numerical test. Remark 6.2 In practical applications, the right-hand side is the observation data y which contains noise or error instead of the exact data y true . To give a reasonable simulation of the observation data, we add Gaussian white noise rand to the right-hand side y true , i.e., y noise = y true + rand; (58) where rand is a vector with its components some random numbers in 0; 1].
Note that should not be too small or too large. If is too small, according to (58), the noise will not be enough important to give interesting results. However, if is too large, the observation is a poor approximation to the original problem, it will also not enough to give a reasonable results.
Conclusion
We have establised the convergence and regularity of the trust region-cg method for nonlinear illposed inverse problems. It deserved pointing out that Plato in 18] had establised the regularity property of the conjugate gradient method. Later on, Hanke in 8] had established the regularity of Newon-CG method. All of the methods are stable for solving ill-posed inverse problems.
