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Abstract 
If H is an r-uniform hypergraph of order p without (r + 1)-cliques, then the transversal 
number of H has an upper bound in terms of the parameter c = p - 2r. As corollaries of the 
main theorem, lower bounds for the largest order of r-uniform hypergraphs with specified 
transversal number and for the stability number of triangle-free graphs are given as well. 
1. Introduction 
All standard terminology of hypergraphs i from [1] unless otherwise specified. 
Suppose H = (V, E) is a hypergraph. Let X c V(H). X is an r-clique if IX[ = r and 
each pair of vertices in X is contained in some edge of H. X is a transversal set of H if 
X contains at least one vertex in each edge of H. The transversal number of H, z(H), is 
the smallest cardinality in a transversal set of H. H is said to be a (p, r)-hypergraph if 
H is an r-uniform hypergraph of order p without (r + 1)-clique. 
The main aim of this paper is to present an upper bound of z(H) for a (p, r)- 
hypergraph H. Lai and Chang [5] investigated the problem of finding an upper bound 
of z(H) for an r-uniform hypergraph H in terms of its order and size. In I-3, 12] Tuza 
and Gy~rfhs et al. investigated the bounds of the largest order for r-uniform r-critical 
hypergraphs. An important case of the arrow-symbol problems proposed by Erdrs 
(see [8, 10, 11]) is to determine the function 
f ( r ,  t):= max {p: if H is a (p,r)-hypergraph t en z(H)  <~ t}. 
The main result on f ( r ,  t) is [8, Relations (10) and (22)] 
f ( r ,  t) >1 2r + t + A(t) - 3, (1.1) 
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where A (t) is the largest integer k such that 1 + 2 + ..- + k ~< t. The inductive proof of 
(1.1) presented in [8] (based on Theorem 4 of I-8]) is not quite correct (see Section 4), 
but in this paper we shall prove a strengthening of Theorem 4 of [8] (Lemma 2 below) 
which enables us to establish an even stronger lower bound than (1.1). Let 
h(r, c): = max {t: there exists a (p, r)-hypergraph H 
with p - 2r = c such that T(H) = t}. 
Let LnJ denote the largest integer k satisfying k ~< n. Let q(c, i) = l(2c + i)l/2J. The 
main result of this paper is the following 
Theorem 1. The following statements are true for arbitrary positive integers r and c: 
(1) h(2, c) <~ c - q(c, 6) + 4. 
(2) h(3,c) <~ c - Lq(c, 4.25) - 0.5_J + 3 if 3 ~< c ~< 24; 
h (3 ,c )~<c-q(c , -14)+2 i fc~>25. 
(3) h(r,c) <<. c -  q(c, 3) + 3 i f r~>4and3~<c~<15;  
h( r ,c )<~c-q(c , -6 )+2 i f r />4and 16~<c~<28; 
h( r ,c )<~c-q(c , -21)+ 1 i f r>~4andc~>29.  
The proof of Theorem 1 will be given in Section 3. 
2. Preliminaries 
Throughout his section we suppose that H is a (p, r)-hypergraph with p - 2r = c. 
Let G[H]  be the graph having V(G) = V(H) and E(G) = {vw: v, w e V(H) and there 
exists no e e E(H) such that e contains both v and w}. If X c V(H), H - X is the 
hypergraph aving V(H - X )  = V(H) - X and E(H - X) = {e E E(H): e c~ X = 0}. 
Let NG(v) denote the neighbour set of a vertex v in G and let de(v) = ING(v)I. 
A graph G is called r-critical if its stability (independence) number ~(G) = r and 
~(G - e) > r for each edge e of G. It was proved by Lov~isz 1-6] that 
Theorem A. For each f ixed integer c >~ 0, there exists a constant ro(c) such that if G is 
a connected r-critical graph of order p with p - 2r = c then G has a vertex v with 
de(v) <<. 2, whenever  > ro(c). 
The following result is due to Hajnal (see [1, Th. 9]). 
Theorem B. I f  G is an r-critical graph of order p without isolated vertices, then 
de(V) <<. p -  2r + 1 ( re  V(G)). 
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Clearly Theorem B implies ro(0) = ro(1) = 0. It has been proved that ro(2) = 1 by 
Andr~sfai (see [10, Th. 3]) and ro(3) = 3 by the author [13]. Let F(G) denote the 
family of max imum stable sets of a graph G. If H is a (p, r)-hypergraph, let G = G [-HI 
and let G' be an r-critical spanning subgraph of G, then E(H) c_ F(G) ~_ F(G') clearly. 
Since the set Nw(v)w{v}(veV(G ' ) ) i s  a transversal set of F(G'), we have 
r(H) <~ z(F(G'))<~ dw(v) + 1. So TheoremB implies that if z(H)/> 2 then 
r(H) ~< c + 2, and Theorem A suggests that we always have r(H) ~< 3 provided r is 
large enough. It follows from Theorem B that 
h(r, c) = 1 if c < 0. (2.1) 
If H consists of two independent r-edges, then T(H) = 2. This shows h(r, 0) >t 2. So 
Theorem B also gives 
h(r, 0) = 2. (2.2) 
Lemma 1. l f  c >>. 1, then h(r,c) >t 3 and lim, o~h(r,c) = 3. 
Proof. Let G O = Kc+2. For r ~> 1, let G r be obtained from G by inserting 2r new 
vertices into some edge uv of G. Thus in G the edge uv is replaced by a path u = Xo, 
xl . . . . .  xz,+~ = v with 2r + 1 edges {x,,x,+l} (i ~< 2r). Let L = {x,: i~< 2r}. Clearly 
~(G) = r + 1. Let H be defined by V(H) = V(Gr), E(H) = F(G'). We claim that 
T(H) = 3. It is clear that {Xo,Xl,X2} is a 3-element ransversal of H. Suppose for 
a contradiction that H has a 2-element transversal T. Since L contains the two disjoint 
r + 1 independent sets {xi:i even} and {xi: i odd}, it follows that T__. L, say 
T = {xi, x~} where i < j and i, j have different parity. It is easy to check that there is 
an independent set of size r + 1 disjoint from T (which includes {u, v} if i is odd and 
which is disjoint from {u, v} if i is even). To prove the rest of Lemma 1, it suffices to 
show that there exists a constant r'o(C) such that h0:, c) ~< 3 whenever > r'o(c). Let 
H be a (p,r) - hypergraph with p - 2r = c >~ 1 and z(H) = h(r,c) >/3. Let G' be an 
r-critical spanning subgraph of the graph G [H] .  Let C1 . . . . .  Cm be connected compo- 
nents of G'. Let ci = I V(G)I  - 2~(G), i = 1 . . . . .  m. Since z(H) >/3, it follows from (2.1) 
and (2.2) that c~ >~ 0. Put r'o(C) = to(C1) + ... + ro(c,,). I f r  > r'o(C), then there must be 
an i such that ~(C~) > ro(c~), and hence h(r,c) <<. T(F(G')) <~ 3 by Theorem A. [] 
Let e' be an r-element set, e'c~ V(H)--0. Let V(H')= V(H)u e' and E(H')= 
E(H) w {e'}. Then H'  is a {p + r, r)-hypergraph and z(H')  = r(H) + 1. So we obtain 
Observation 1. h(r,c) <~ h(r,c + r) - 1. 
Also, if v e V(H), then H -- v is a (p - 1, r)-hypergraph and z(H - v) >~ z(H) - 1 
obviously. This fact implies that 
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Observation 2. h(r, c) <~ h(r, c - 1) + 1. 
Let H' be a (p - 1, r)-hypergraph with z(H') = h(r, c - 1). Let T be a minimum 
transversal set of H'. By the minimum property of T, there is an ei e E(H') such that 
eic~ T= {vi} for each vie T, i=  1 ..... h( r ,c -  I). If H is obtained by adding to H' 
a new vertex w and new edges el = (e l -  {vi})u {w}, then H is a (p, r)-hypergraph. 
Clearly, each transversal set of H is also one of H'  and z(H) ~< h(r,c). So we have 
Observation 3. h(r, c) >>. h(r, c - 1). 
It follows from (2.2), Observation 2 and Lemma 1 that 
h(r, 1) = 3. (2.3) 
It has been proved by Szemer6di (see [7, Ex. 8.27]) that if G is a graph with 
z(F(G)) >~ 4 then either I V(G)I t> 2~t(G) + 3 or G is a complete graph. This result 
implies that h(r, 2) ~< 3 if r/> 2. So Lemma 1 gives again 
h(r, 2) = 3 (r >t 2). (2.4) 
Now we need the following theorem that was proved by the author in [13]. 
Theorem C. Let G be a connected r-critical graph of order p with p - 2r = 3. I f  
d~(v) >>. 3for every v ~ V(G), then G is either a complete graph of order 5 or one of the 
graphs in Fig. 1. 
Theorem C will play an essential part in the proof of Lemma 3 below. Observation 2 
and (2.4) give h(r, 3) ~< 4 (r >~ 2). Let Gi be one of the graphs in Fig. 1, i = 1, 2 or 3. Let 
Hi = F(Gi). Then it is easy to see that HI is a (7,2)-hypergraph, H2 and n 3 are 
(9, 3)-hypergraphs, and z(H;) = 4 for i = 1, 2 and 3. This shows that 
h(2, 3) = h(3, 3) = 4. (2.5) 
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In fact, Observation 1 gives h(2, 3) t> h(2, 1) + 1 = 4. It follows from (2.4) by using 
Observation 2 repeatedly that 
h(r, c) <% c + 1 (r >~ 2, c >~ 3). (2.6) 
In order to prove Theorem 1, we need to strengthen (2.6). Let 
g(r, t ) := rain {p: there exists a (p,r)-hypergraph H with z(H) >~ t}. 
If H is a (p, r)-hypergraph with z(H) = t, let T be a minimum transversal set of H and 
let X c T with [XI = k. Then r (H - X) = t - k and ]V(H - X)l >/g(r,t  - k). It 
follows that 
Observation 4. g(r, t) >1 g(r, t - k) + k (t > k >1 1). 
Let H be a (g(r ,z (H)) , r ) -hypergraph with z(H) = h(r,c). Then T(H) < t implies 
2r + c = g(r, z(H))  < g(r, t), and g(r, t + 1) > 2r + c implies z(H) ~< t. So we obtain 
Relation 1. h(r, c) = min {t: g(r, t + 1) > 2r + c}. 
The following relationship is clear from the definitions. 
Relation 2. g( r , t )=f ( r , t -  1)+ 1 (t>~2. 
The following lemma is a strengthening ofTheorem 4 of [8] and the proof  is similar, 
in [-8] the same lower bound for g(r, t) is proved but with i = 0. 
Lemma 2. Let  r, t and k be integers satisfying r >1 2, t > k + 1 >~ 2. Let  i = 1 i f  t is even 
and g(r - l, k + 1) is odd, and let i = 0 otherwise. Then 
g(r, t) >~ min{k + 1 + g(r ,t  - k), t + i + g( r -  1,k + 1)}. 
Proof. Assume that g(r,t) % t + g( r -  1, k + 1) for some k, 1 -%< k ~< t -  2. Let H be 
a (g(r,t),r)-hypergraph with z (H)= t and let G= G[H] .  Let X=SG(v)w{v} 
(v e V(G)). Clearly v is in a minimum transversal set of F(G) since otherwise 
[V(H - v)l >1 g(r,t). So v is in some member of F(G). If g(r,t) < t + g(r - l ,k  + 1), 
then [ V(G - X)] < g(r - l, k + 1) and hence F(G - X) has a transversal set T with 
J TI = k by the definition of g ( r -  l ,k  + 1). Let Y= Tw {v}. Then Y is not con- 
tained in any minimum transversal set of F(G) since T covers all members of F(G) 
containing v. So we have [V(G - Y)] = g(r, t) - k - l >~ g(r,t - k), and Lemma 2 has 
been proved for the case i=  0. For  i=  l, we only have to consider the case that 
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g(r,t) = t + g(r - 1,k + 1). I fG  is not (t - 1)-regular, then we can choose the vertex v 
such that do(v) f> t. So we also obtain I V(G - X) I  < g(r - 1, k + 1). Hence G must be 
( t -  1)-regular. Since IE(G)I = ( t -  1)-g(r, 0/2 which is an integer, t -  1 and g(r, t) 
cannot both be odd, and hence g(r, t) is even. Since g(r,t) = t + g(r - 1,k + 1) it 
follows that g(r - 1, k + 1) is even and not odd as assumed. [] 
Lemma3.  h(r,c) <<. c if r >12, c >13 and r + c >>. 7. 
Proof. It follows from Relation 1 and (2.4) that g(2,4)/> 7. So Lemma 2 gives further 
that 
g(2, 6) ~> min {3 + g(2, 4), 6 + 1 + 3} = 10. 
So we obtain h(2, 5) ~< 5 from Relation 1, and h(2, c) ~< c for c/> 5 from Observation 2. 
In case r/> 3, let H be a (p, r)-hypergraph with p - 2r = c and z(H)  = h(r,c), and let 
G = G[H] .  Then z(H)  <~ z(F(G)). Let z(F(G))  = t. We want to prove t ~< c. According 
to (2.6), we can assume indirectly that t = c + 1. Let X c V(G) and P XI = t - 4. Then 
iV (G-  X)l = p -  c + 3 = 2r + 3, ~(G - X) = r and z (F (G-  X)) >/4. Let G' be an 
r-critical spanning subgraph of G - X. We have z(F(G'))  >~ z(F(G - X)) /> 4. If G' is 
disconnected, let G1 .. . . .  Gn be the connected components of G'. Clearly r(F(GI)) >>, 4 
for i=  1 .... .  n. So do,@)~> 3 for all ve  V(G'), and hence I V(Gi)l >>-2~(GI)+ 2 by 
Theorem B. So we have 
2r + 3 = p = £ I V (G i ) l~>2r+4 (s incen/>2).  
i=1 
This contradiction shows that G' is connected. Theorem C indicates that G' must be 
either G2 or  G 3 of Fig. 1, and hence r = 3. So h(r, c) <~ t <~ c for r ~> 4 and c >/. 3 has 
been proved. 
In case r = 3, we have c/> 4. It suffices from Observation 2 to show h(3, 4) ~< 4. Let 
c = 4. Assume again that t = c + 1 = 5 as before. Then X = {v} ( re  V(G)), G' is 
a spanning subgraph of G - v and I V(G')I = 9. We complete the proof by deriving the 
contradiction that t ~< 4. Let x ,y  e V(G'). Then r V(G' - x - Y)I - 2r = c - 3 = 1. So 
r (F (G ' -x -y ) )<<.h( r ,  1 )=3.  It has been shown that if G* is a graph with 
r V(G*)I = 2r + 1 and z (F (G*) )>/3  then G* is an odd chordless cycle (cf. [7, 
Ex. 8.26]). It is easy to check that there is no odd chordless cycle of order 7 as an 
induced subgraph in both G2 and G 3 of Fig. 1; hence we have r (F(G'  - x - y)) <~ 2. 
This implies that any three vertices of G are contained in some minimum transversal 
set of F(G). If do(w) >/5 for some w ~ V(G), let Gw = G - w - No(w),  then ct(Gw) = 2 
and I V(Gw)l = 4. So z(F(Gw)) <~ h(2,0) = 2. Let T be a minimum transversal set of 
F(Gw). Then Tu  {w} is contained in some minimum transversal set ofF(G). But this is 
impossible since T covers all members of F(G) containing w. So do(w) ~< 4 for all 
w ~ V(G). On the other hand we have do(w) >~ t - 1 = 4. So G is 4-regular and the 
vertex v has to be adjacent o four of those vertices having degree 3 in G', and at least 
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two of them are ad jacent  in G' since ~(G') = r = 3. Now it is not  difficult to f ind two 
vertex-dis jo int  tr iangles in G whenever  G' = Gz or G3 in Fig. 1, and the remain ing  four 
vertices form a t ransversa l  set of F(G). [] 
3. The proof of Theorem 1 
If H is a (p, r ) -hypergraph with z(H)  = t, then c = p - 2r /> g(r, t) - 2r. In view of 
Re lat ion 1, it will be enough to show that,  if t is the upper  bound of h(r, c) given in the 
s tatement  of Theorem 1, then g(r, t + 1) > 2r + c. 
Proof of Statement (1). Let c~ = - 1, and for  m >~ 2 let c~, = cm- ~ + m i fm is odd  and 
c , ,=c , , _~+m+ 1 i fm is even. Then c , .=  - 1 +3+3+5+5+. . .+m+m= 
(m 2 + 2m - 5)/2 and hence m = (2c,, + 6) 1/2 - 1 if m is odd; c., = (m 2 + 2m - 4)/2 
and hence m = (2Cr, + 5) 1/2 -- 1 if m is even. Let c,, ~< c < cm+l. If (2c + 5) 1/2 is an 
integer then q(c, 5) = q(c, 6). So m = q(c, 6) - 1. By Observat ion  2 and Relat ion 1, we 
only have to show g(2, c,, - m + 4) 1> c,, + 5. The proo f  is induct ion  on m. It fol lows 
that  9(2,2) >~ 4 = cl  + 5 f rom (2.1) and 9(2,4) ~> 7 = c2 + 5 f rom (2.4). Let m ~> 3. 
Note  that  c,, has the same par i ty  as m. Put  k = m - 1 i fm is odd  and k = m i fm is even. 
Then  Lemma 2 gives 
9(2 ,cm-  m + 4) >~ min(k  + 1 + 9(2,cm - m + 4 - k),c.~ - m + 5 + k + 1} 
>/min  {k + 1 + c,._ ~ + 5, c,. + 5} (by the induct ion 
hypothesis)  
= c,. + 5. [] 
Corollary 1. 9(2, t) >1 t + q(t, - 3) + 1 (t ~> 2). 
Proof. Let  p = 9(2, t), c = p - 4. Assume p <~ t + q(t, - 3). Then 
t ~< h(2, c) 




<t .  
This cont rad ic t ion  completes the proof.  
q(p - 4,6) (by Statement  (1) of Theorem 1) 
q(p, - 2) 
q(t, - 3) - q(t + q(t, - 3), - 2) (since p - q(p, - 2) is increasing) 
q(t, -- 3 ) - -k  q(t, - -3 )+ l J  
[] 
Proof of Statement (2). Let cl  = 4, c2 = 8, c3 = 13, c4 = 19 and c5 = 25. It fol lows 
f rom Lemma 3 that  h(3,4)~< 4, and hence 9(3,5)>~ 11 by Relat ion 1. By actual  
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m 1 2 3 4 5 6 7 8 9 
c,, 4 8 13 19 25 32 39 48 57 
t=c,.--[_q(cm,4.25)--O.5J+4 5 8 12 17 
t = cm -- q(c~,, -- 14) + 3 22 28 34 42 50 
9(3, t) 11 15 20 26 32 39 46 55 64 
calculations using Lemma 2 and Corollary 1 we obtain the first few lower bounds of 
g(3, t) as shown in Table 1. 
If cm ~< c< cm+l, 1 ~< m~< 8, the corresponding lower estimates of g(3,t) 
(5 ~< t ~< 50) can be obtained from Table 1 and using Observation 4. It may be seen 
from the first'four columns of Table 1 that g(3, Cr~ - - [q (cm,  4.25) -- 0.5.J + 4) /> Cm + 7 
for 1 -%< m ~< 4. So the first inequality of Statement (2) follows immediately from 
Relation 1 and Observation 2. 
For m/> 6, let c,, = cm-1 + m(m odd) and cm = cm-1 + m + 1 (m even). Then it is 
easy to compute that cm = (m 2 + 2m + 15)/2 (m odd), cm = (m 2 + 2m + 16)/2 (m even), 
and hence m = q(c, - 14) - 1 if c,, .%< c < cm+l. What we need to do is to prove g(3, 
cm -- m + 2) ~> c~ + 7 by induction on m. This inequality holds for 5 ~< m ~< 9, which 
can be seen from the last five columns of Table 1. Noting that Corollary 1 and 
Observation 4 give g(2, t)/> t + 5 for t/> 10, and putting k = m - 1 (m odd), k = m (m 
even) in Lemma 2, we have k + 1 + g(3, cm - m + 2 - k)/> k + 1 + c m_ 1 ~- 7 = 
Cm + 7 by the induction hypothesis, and cm - m + 2 + i + g(2, k + 1)/> Cm + 7. [] 
Coro l la ry  2. g(3,t) >>. t + q(t,  I) + 3 if 5 -%< t ~< 13; 
g(3 , t )  >>. t + q(t,  -19)  + 5 i f  t ~>14. 
Proof .  It is easy to verify from Table 1 and Observation 4 that the first inequality 
holds for 5 -%< t ~< 13 and the second for 14 ~< t ~< 21. For example, g(3, 13)/> g(3, 12)+ 
1/> 21 = q(13, 1) + 16; g(3,21) ~> g(3, 17) + 4/> 30 = 26+q(21, - 19). Let p = g0,t). 
If t ~> 22 then c = p -  6 i> 26. Assume p <% t + q(t, - 19) + 4. Then the following 
contradiction would be derived: 
t -%< h(3, c) 
<~ p - 4 - q (p  - 6, - 14) (by Statement (2) of Theorem 1) 
= p-  4 -  q (p -  4, -  18) 
<~ t + q(t, - 19) - q(t  + q(t, - 19), - 18) (since p - 4 - q(p  - 4, - 18) 
is increasing) 
<.% t + q(t, - 19) - ]q ( t , -  19) + l J  
<t .  [] 
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Table 2 
m 1 2 3 4 5 6 7 8 9 10 11 12 
c,. 3 7 11 16 21 28 35 43 51 61 71 83 
t = c,. - q(cm, 3) + 4 4 7 10 
t=c , . -q (c , . ,  -6 )+ 3 14 18 24 
t=cm-m+2 30 37 44 53 62 73 
go(4, t) 12 16 20 25 30 37 44 52 60 70 80 92 
Proof of Statement (3). Let ¢1 = 3,  C 2 = 7,  ¢3 ~--- 11, c4 = 16, c5 = 21, c6 = 28, c7 = 35, 
cm=cm- l+mi fm>t8 isevenandcm=cm- l+m-1  if m >/ 9 is odd. Then, for 
m >1 7, cm = (m 2 + 21)/2 if m is odd and Cm = (m 2 + 22)/2 if m is even. So we obtain 
that m = q(c, - 21) if Cm <<, C < C~+ 1 and m >/7. Furthermore, if r >/1 and t >/2 are 
integers, define rio(l, t) = t, go(2, t) = t + q(t, - 3) + 1, go(r, 2) = 2r, go(r, 3) = 2r + 1, 
rio(3, 4) = 9, rio(3, t) = t + q(t, 1) + 3 if 5 ~< t ~< 13, and go(3,t) = t + q(t, - 19) + 5 if 
t >/14. For  r >/4, define go(r,t) = 2r + t if 4 ~< t 4 6 and 
go(r,t) = maxmin{k  + 1 + go( r , t -  k), t  + i+  go( r -  1,k + 1)} 
k 
if t /> 7, where t is an integer satisfying 1 ~< k < t - 1; i = 1 if t is even and go(r - 1, 
k + 1) is odd, and i=  0 otherwise. We first consider the case r = 4. By actual 
calculations we obtain the values of go(4, t) shown in Table 2. 
By Lemma 2 and the definition of go(r, t) we have g(r, t) >i rio(r, t) for arbitrary r/> 1 
and t/> 2. So it may be seen from Table 2, and by Relation 1 and Observat ion 2, 
that for r = 4 the first inequality in Statement (3) holds if 3 ~ c ~< 15, the second 
holds if 16 ~< c ~< 28 and the third holds if 35 ~< c ~< 83. If c = 29, we have c -  
q(c, - 21) + 2 = 25. Observation 4 gives riO, 25) >/go(4, 24) + 1 = 38 > 8 + c. Hence the 
third inequality also holds for 29 -%< c 4 34. Now let c ~> 83. It suffices to prove that if 
m >/ 12 then h(4,cm) < c~ - m + 1. Note that go(3, t)/> t + 8 i ft  >/12. Put k = m - 1 
/ fmeven;k=m-2/ fmodd.  Thenk+l+go(4 ,  cm-m+2-k)~>k+l+c~_ l+ 
9 = cm + 9 by the induction hypothesis and cm-  m + 2 + i + go(3,k + 1) >/c~-  
m+2+k+9>~cm+9s incek+l>/12 .  Soweobta inh(4 ,Cm)<%cm-m+l .  
In case r >~ 5, we only need to prove h(r,c) ~< h(r - 1,c). Let t = h(r - 1,c) + 1. 
It suffices to show go(r,t)~> go( r -  1, t )+ 2 since this implies that if go( r -  1,t)> 
2r - 2 + c then rio(r, t) > 2r + c. We use induction on t >/2. For  t ~< 4, the inequality 
follows from the definition of go(r, t). For t >/5, let 
r io ( r -  1,t) = min{ko + 1 + go( r -  1 , t -  ko) , t  + io + go( r -  2, ko + 1)}. 
Then 
go(r , t )  >~ min {ko + 1 + go(r , t  - ko),t + i + go(r - 1,ko + 1)}. 
Using the induction hypothesis we have go( r , t -  ko )>>-go( r -  1, t -  ko )+ 2 and 
go( r -  1, ko + l ) /> go( r -  2, ko + 1) + 2 since 1 -%< ko < t -  1. Moreover,  if i # io, 
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then go( r -  1, ko + 1) has parity different from go( r -  2, ko + 1), 
go( r -  1, ko+ 1) >/ go(r - 2, ko+ 1)+3.  [] 
which means 
4. Lower bounds on f ( r ,  t) 
In fact, Lemma 2 is an improvement of [8, Th. 4]. It follows from Lemma 2 and 
Relation 2 that 
f ( r , t )  >t min {k + 1 + f ( r , t  - k), t + 1 + i + f ( r  - 1,k)}. (4.1) 
In case i = 0, (4.1) becomes the inequality given in [8]. Based on (4.1) (put i = 0), it was 
defined in [8] that u(1) = 0, and 
u( t )=maxmin{k  + l +u( t -k ) , t -  l +u(k )}  ( t>k~>l ) .  
And then (1.1) was derived from the following inequality, which was obtained from 
(4.1) by induction on t: 
f ( r ,  t) >~ 2r - 1 + u(t). (4.2) 
Because f ( r ,  t) depends not only on t but also on r, (4.2) is incorrect. By the definition, 
f(1,  t) = t < 1 + u(t) for t >i 3. Moreover, it is easy to compute that u(9)= 11, 
u(63) = 73, but using directly [8, Th. 4] we only obtain f(2, 9) ~> 13, f(3,  63) ~> 77. We 
can obtain from Theorem 1 the following lower bounds of f ( r ,  t) stronger than (1.1). 
Corollary 3. f(2,  t) >>. t + q(t, - 1) + 1 if t >~ 1. 
f (3 , t )>~t+q( t ,  3 )+3 if t>_-4; 
f(3, t )>>-t+q( t , -17)+5 i ft~>13. 
f ( r , t )>12r+t+q( t , -2 ) -2  i f r>/4andt~>3;  
f ( r , t )  >~ 2r + t + q( t , -  9 ) -  I i f r~>4andt~>13;  
f ( r , t )  >12r + t + q(t, - 22) i f r>~4andt />24.  
Proof. In cases r = 2 and r = 3, Corollary 3 is a direct consequence of Corollaries 1 
and 2. For r/> 4 we only have to prove that g(r, t) >~ 2r + t + q(t, - 4) - 2 if t >~ 4, 
g(r,t) >~ 2r + t + q( t , -  11) -  1 i f t /> 14andg(r , t )  >~ 2r + t + q( t , -  24)i f t  ~> 25. We 
give here the proof of the first inequality. The remaining cases can be proved by using 
the same method. Assume g(r, t) <~ 2r + t + q(t, - 4) - 3. Let H be a (g(r, t), r)-hyper- 
graph with r(H) = t. Then c = g(r, t) - 2r and t <~ h(r, c). So it would be obtained that 
t <<. c - q(c, 3) + 3 (by Statement (3) of Theorem 1) 
<-% t + q(t, - 4) - q(t + q(t, - 4) - 3, 3) (since c - q(c, 3) is increasing) 
= t + q(t, - 4) -  q(t + q( t , -  4) , -  3) 
<t.  [] 
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5. The stability number of triangle-free graphs 
Numerous authors have investigated bounds for the stability number of a triangle- 
free graph in terms of its order and degrees of vertices. See [2] for a survey of known 
results and see [4, 9] for recent results. As an application of Theorem 1, we give the 
following simple lower bound for the stability number of triangle-free graphs, which 
depends only on the order p. This bound is the best possible in the sense that there 
exist triangle-free graphs in which the bound is achieved. 
Corollary 4. I f  G is a triangle-free graph of order p, then 
~(G) >~ q(p, - 2). 
Proof. It is well known that ~(G)+ z(E(G))= p. It follows from Statement (1) of 
Theorem 1 that 
ct(G) >~ p - h(2, p - 4) 
>>. p -  (p - q(p - 4, 6)) 
= q(p , -  2). [] 
Let Vi-~-{Uil,1.)i2 . . . . .  1.)ik}, i=1 ,  2. For k>~4 define the graph Gk, k as  
V(Gk,k) = I/1 ~ V2, E(Gk, k) = {vijvlt: i = 1, 2; 1 ~< l, j ~< k; II - J l  = k/2 i lk is even and 
I I - j l=(k+l ) /2  if k is odd}w{v2jvxt :  l< j<k;  l= j ,  j+ l , . . . , j+Lk /2  j -  
l(modk)}. It is easy to verify that a(Gk, k) = d6kk(V) = L(k + 3)/2J. So :t(Gk.k) = 
q(2k, -- 2) for k = 4, 5, 6, 8 and 10. 
For k = 9 or k t> 11, Corollary 4 gives lower estimates of ot(G~,k) better than all 
other known bounds. 
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