The paper provides modification of the linear matrix inequality conditions for H ∞ design of the observer-based fault estimation to obtain desired observer dynamics, specified by a stable circle D-stability region. To be possible to design the observer which guarantees the pre-specified H ∞ norm attenuation level to disturbance and unknown fault dynamics properties, the design conditions are newly defined as an bounded real lemma equivalent of the D-stability circle area. Analyzing the ambit of performances given on H ∞ -norm, the design conditions are formulated as a minimization problem subject to convex constraints, expressed by a system of LMIs. The feasibility of the conditions is illustrated by a numerical example.
Introduction
Development of different frameworks for design of the fault tolerant control (FTC), based on fault estimation observers for linear time invariant (LTI) systems, has received considerable attention in research and applications (see, e.g., [12] and the reference therein). In order to improve the fault estimation performances being achieved by conventional adaptive fault estimation algorithms, a variety of observer-based fault estimation structures is proposed, arranging the conditions of existence in terms of linear matrix inequalities (LMI) [5] . To conduct directly the fault estimation for purpose of compensating the effect of system faults on control performance, the integrated design of fault observer and controller structure parameters is proposed [11] . One of the serious role in the considered synthesis is to adjust the dynamics of the fault observer to the dynamics of the closed-loop control structure with fault compensation. The standard way proposed in [9] exploits the principle of D-stability areas, however, the presented form of D-stability region leads to very widespread set of LMIs.
The aforementioned difficulty in system dynamics adjustment is the motivation of this paper. Using a regular fault estimation prototype and constructing an augmented state observer, the fault estimation rule utilizes the H ∞ norm principle to pursue minimize the influence of disturbances and unknown fault shape dynamics on fault estimation performance. Considering such fault estimator model, an improved bounded real lemma with the prescribed D-stability circle region is proposed to design the observer gain matrices based on LMI constraint technique and to minimize the number of LMIs. The method adapts the technique presented in [7] to improve the rapidity and accuracy of fault estimation. The problem is shown to be related to the integral quadratic constraint principle.
The content and the scope of the paper are as follows. Placed after the introduction presented in Sec. 1, Sec. 2 gives the set of LMI-based preliminaries being exploited to simplify derivation of the fault observer design conditions. The augmented fault observer structure for additive faults is analyzed in Sec. 3, to outline the design conditions reflecting the prescribed D-stability circle region in the observer parameter design. Section 4 provides an illustrative example and Sec. 5 outlines some concluding remarks.
Throughout the paper, the notations is narrowly standard in such a way that x T , X T denotes the transpose of the vector x and the matrix X, respectively, rank( · ) remits the rank of a matrix, for a square matrix X < 0 means that X is a symmetric negative definite, the symbol I n indicates the n-th order unit matrix, IR designates the set of real numbers, IR n×r refers to the set of all n × r real matrices, · ∞ represents the H ∞ norm of a matrix, and s is the Laplace variable from the complex plane S.
Basic Preliminaries
In order to illustrate the concept in a simple and effective way, the LTI systems are considered and given in the state-space form by the set of equationṡ
where q(t) ∈ IR n , u(t) ∈ IR r , y(t) ∈ IR m are the vectors of the state, input and output variables, f (t) ∈ IR p is the fault vector, d(t) ∈ IR w is the disturbance vector, A ∈ IR n×n , B ∈ IR n×r , C ∈ IR m×n , F ∈ IR n×p E ∈ IR n×w are real finite values matrices, m, r, p, w < n and
The autonomous part of fault-as well as disturbance-free system (1) iṡ
and the transfer function matrix of fault-and disturbance-free system is
where I n ∈ IR n×n is the identity matrix and the complex number s is the transform variable (Laplace variable) of the Laplace transform. If A has no imaginary eigenvalues then G(jω) is defined for all ω ∈ IR, where ω is the frequency variable and j := √ −1. The singular values of the transfer function matrix G(s), evaluated on the imaginary axis, are σ i (G(jω)), where the i-th singular value of the complex matrix G(jω) is the nonnegative square-root of the i-th largest eigenvalue of G(jω)G * (jω), where G * (jω) is the adjoint of G(jω). It is usually assumed that the singular values are ordered such that
The H ∞ norm of the transfer function matrix G(s) is [3]
and expresses the maximum of generalized gain of the system transfer function matrix for a class of input signals characterized by their 2-norm. In order to analyze the system stability under defined quadratic constraints, the concept can be summarized by the following LMI forms. Lemma 2.1 (Schur complement) [10] Let S is a real matrix, and R (Q) is a positive definite symmetric matrix of appropriate dimension, then the following inequalities are equivalent
Lemma 2.2 (Lyapunov linear matrix inequality) [8] The matrix A is Hurwitz if there exists a symmetric positive definite matrix T ∈ IR n×n such that
Lemma 2.3 (Krasovskii theorem) [4] The autonomous system (4) is asymptotically stable if for given symmetric positive semi-definite matrix G ∈ IR n×n there exists a symmetric positive definite matrix
where G is the weight matrix of an integral quadratic constraint interposed on the state variable vector q(t).
Lemma 2.4 [1]
The matrix A is Hurwitz and G(s) ∞ < γ ∞ if there exists a symmetric positive definite matrix U ∈ IR n×n and a positive scalar
where I r ∈ IR r×r , I m ∈ IR m×m are identity matrices and γ ∞ > 0 is H ∞ norm of the transfer function matrix (4).
Hereafter, * denotes the symmetric item in a symmetric matrix.
Note, the matrix A ∈ IR n×n is Hurwitz (stable) if the real parts of all its eigenvalues are negative and non-zero, i.e.,
Hereafter, σ(·) denotes the eigenvalues spectrum of a real square matrix.
Lemma 2.5 [7] If the matrix A of the autonomous system (4) is Hurwitz, then there exists another stable autonomous systeṁ
such that with a, ∈ IR, a > > 0, it yields
where
I n ∈ IR n×n is identity matrix, s h , s * h is the pair of complex conjugate eigenvalues of the matrix A, σ a (A • ) is the eigenvalue spectrum of A • , while the related matrix inequality condition takes the form
where P ∈ IR n×n is a symmetric, positive definite matrix.
Summarizing the results of Lemma 2.2 and Lemma 2.5, the following yields.
Lemma 2.6
The matrix A is Hurwitz if there exists a symmetric positive definite matrix T ∈ IR n×n such that
while the eigenvalues of A are clustered in the left half-plane of the complex plane S. The matrix A is D-stable Hurwitz if for given positive scalars a, ∈ IR, a > > 0, there exists a symmetric positive definite matrix P ∈ IR n×n such that
while the eigenvalues of A are clustered in the D-circle with the origin s o = (−a + 0 i) and radius within the complex plane S.
Proof: Completing the elements in (17) to square leads to
(A + aI n ) T P (
respectively, and using the Schur complement property (7), then (21) implies (19). This concludes the proof.
Corollary 2.1 Denoting
and marking the LMI region by the characteristic function
then M D (A, P ) and f D (s) are related by the substitution
where M D (A, P ) ∈ IR 2n×2n is a negative definite symmetric block matrix, characterizing eigenvalue clustering in the given LMI region. 
where f D (s) is the region characteristic function.
Observer-Based Fault Estimation
Limiting to time invariant systems and focusing on fault estimation for slowlyvarying faults, the fault observer is considered in the following forṁ q e (t) = Aq e (t) + Bu(t) + F f e (t) + J (y(t) − y e (t)) ,
where q e (t) ∈ IR n , y e (t) ∈ IR m , f e (t) ∈ IR p are estimates of the system states vector, the output variables vector and the fault vector, respectively, and J ∈ IR n×m , L ∈ IR p×m are the observer gain matrices. It is assumed that the fault f (t) may occur at an uncertain time, f (t) and its time derivativeḟ (t) are bounded and, to estimate the system state, it is supposed that the pair (A, C) is observable.
If the errors to be found are defined as follows e q (t) = q(t)−q e (t), e f (t) = f (t)−f e (t), e y (t) = y(t)−y e (t) = Ce q (t), (29) then, using (1), (2) and (26), (27), it iṡ e q (t) = (A − J C)e q (t) + F e f (t) + Ed(t)
and, analyzing (28), it can writė e f (t) =ḟ (t)−ḟ e (t) =ḟ (t)−f e (t)−Le y (t) = e f (t)−Le y (t)−f (t)+ḟ (t) .
In order to formulate the observer equations, (29), (30), (31) are written as
Thus, exploiting the notations
n+p , the above reduces tȯ
where e • (t) is the extended fault observer error and
Theorem 3.1 The fault observer (36), (37) is stable if there exist a symmetric positive definite matrix P ∈ IR (n+p)×(n+n) and a matrix X ∈ IR (n+p)×m
The fault observer (36), (37) is D-stable if for given positive scalars a, ∈ IR, a > > 0, there exist a symmetric positive definite matrix P
• ∈ IR and a matrix X • ∈ IR (n+p)×m such that
When the above conditions hold, the observer gain matrix can be found as
respectively, and with the notations
(44) implies (40) and (45) implies (42). This concludes the proof.
Theorem 3.2
The fault observer (36), (37) is stable in the H ∞ norm sense if there exist a symmetric positive definite matrix U ∈ IR (n+p)×(n+p) , a matrix Z ∈ IR (n+p)×m and a positive scalar γ ∞ ∈ IR such that
The fault observer (36), (37) is D-stable in the H ∞ norm sense if for given positive scalars a, ∈ IR, a > > 0, there exist a symmetric positive definite matrix U
• ∈ IR (n+p)×(n+p) , a matrix Z • ∈ IR (n+p)×m and a positive scalar γ
When the above conditions hold, the gain matrix can be found as
Proof:
Since the reformulation of (12) by using the Schur complement property gives
which implies
Since
using the Krasovskii theorem, (54) can by reset as
that is to apply for (54)
Completing to square in the same manner as in (21), then it yields
respectively. Thus, using three-times the Schur complement property, (61) gives
Since, with (38),
then with the notations
(52) implies (48) and (62) implies (50). This concludes the proof.
Illustrative Example
To illustrate the proposed method, a system whose dynamics is described by equations (1), (2) Because the matrix A is not Hurwitz, for the simulation purpose, the system is stabilized using the state feedback control law with the desired system output vector w(t)
where K ∈ IR 2×4 , W ∈ IR 2×2 are the gain matrices. Since, according to the separation principle, the control gain matrix can be designed independently of the fault observer parameters, the MATLAB function K = place( · ) is used. Designing, for simplicity, using the desired set of closed-loop system matrix eigenvalues ρ(A c ) = ρ(A − BK) = {−1, −2, −3, −4}, and exploiting the relation W = −(CA 
0,
t ≤ t sa , Figure 1 shows the fault and its estimate, and the corresponding closed-loop system outputs and their estimates, when the fault arises.
Conclusion
To be included into observer design conditions the fault time-derivative upper bound, in addition to fault amplitude boundary, a modified form of the fault estimation equation is proposed in the paper. Whereas such a procedure generally intensifies influence of the external disturbance on the fault estimation policy, H ∞ -norm approach is used to compensate for this effect. To adjust the fault observer dynamics to the frequency range of the fault, the LMI technique involving a new D-stability circle criterion is exploited to establish design as feasible problem, accomplishing under given quadratic constraint. Presented illustrative example confirms the effectiveness of the proposed design alternative, giving a fault observer structure with sufficient approximation of given class slowly warring faults.
