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FRAMED CORRESPONDENCES AND THE MILNOR–WITT
K-THEORY
ALEXANDER NESHITOV
Abstract. Given a field k of characteristic zero and n > 0, we prove that
H0(ZF (∆•k ,G
∧n
m )) = K
MW
n (k), where ZF∗(k) is the category of linear framed
correspondences of algebraic k-varieties, introduced by Garkusha–Panin in [5]
(see [4, §7] as well), and KMW
∗
(k) is the Milnor–Witt K-theory of the base
field k.
1. Introduction
The theory of framed correspondences and framed (pre)sheaves was developed by
Voevodsky in [13]. Using this theory, Garkusha and Panin introduce and study in [4]
framed motives of algebraic varieties. As an application, they construct an explicit
fibrant replacement of the suspension bispectrum Σ∞S1Σ
∞
Gm
X+ of a smooth algebraic
variety X ∈ Smk. As a consequence, this allows to reduce the computation of
the motivic cohomotopy groups πn,n(Σ∞S1Σ
∞
Gm
S0)(k) to the computation of the
zeroth homology group H0(ZF (∆
•
k,G
∧n
m )) of an explicit simplicial abelian group
ZF (∆•k,G
∧n
m ) (see [4, Corollary 10.7]).
Let k be a field of characteristic zero. We show in this paper thatH0(ZF (∆
•
k,G
∧n
m ))
is the nth Milnor–Witt groupKMWn (k) of k. This result together with [4, Corollary
10.7] recovers the celebrated theorem of Morel [10, Theorem 5.40] for such fields.
Framed correspondences. Here we briefly sketch the definition of framed corre-
spondences. We refer the reader to [4, §2] for more details.
1.1. Definition. Let U be a smooth scheme and Z ⊆ U a closed subset of codi-
mension n. The set of regular functions φi, . . . , φn ∈ k[U ] is called a framing of Z
in U if Z coincides with the closed subset defined by equations φ1 = 0, . . . , φn = 0.
1.2. Definition. An explicit framed correspondence c = (U, φ, f) of level n from
X to Y consists of the following data:
• a closed subset Z of AnX which is finite over X ,
• an e´tale neighborhood α : U → AnX of Z,
• a framing φ = (φ1, . . . , φn) of Z in U ,
• a morphism f : U → Y.
The subset Z, also denoted by supp(c), is called the support of the explicit
correspondence c = (U, φ, f). Two explicit level n correspondences (U, φ, f) and
(U ′, φ′, f ′) are equivalent if their supports coincide and in some open neighborhood
of Z in U×AnXU ′ one has φ◦pr = φ′◦pr′ and f ◦pr = f ′◦pr′. By definition, a framed
correspondence of level n is an equivalence class of explicit framed correspondences
The work was supported by the Russian Science Foundation grant 14-11-00456.
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of level n. We shall write Frn(X,Y ) to denote the set of framed correspondences
of level n from X to Y .
There is a well defined composition [4, §2] of correspondences:
Frn(X,Y )× Frm(Y, Z)→ Frn+m(X,Z).
The composition of (U, φ, f) ∈ Frn(X,Y ) and (U ′, φ′, f ′) ∈ Frm(X,Y ) is given by
the triple (U ×Y U ′, (φ ◦ prU , φ′ ◦ prU ′), f ′ ◦ prU ′).
Linear Framed Correspondences. Here we sketch the construction of the cat-
egory of linear framed correspondences ZF∗(k) introduced in [5] (see also [4, §7]).
1.3. Definition. Given n > 0 we define ZFn(X,Y ) as a quotient of the free abelian
group ZFrn(X,Y ) generated by Frn(X,Y ). Namely one sets,
ZFn(X,Y ) = ZFrn(X,Y )/〈c− c1 − c2 | supp(c) = supp(c1) ⊔ supp(c2)〉.
Note that ZFn(X,Y ) is a free abelian group generated by correspondences with
connected support. The composition of correspondences descends to a composition
ZFn(X,Y )× ZFm(Y, Z)→ ZFn+m(X,Z).
1.4. Definition. The category of linear framed correspondences ZF∗(k) is an ad-
ditive category whose objects are those of Smk and for every X,Y ∈ Smk
HomZF∗(k)(X,Y ) = ⊕n>0ZFn(X,Y ).
For any Y ∈ Smk consider a correspondence σY = (A1Y , id, prY ) ∈ Fr1(Y, Y ).
Note that for any c = (U, φ, f) ∈ Frn(X,Y ) the composition σY ◦ c = (U ×k
A
1, (φ, idA1), f ◦ prU ) ∈ Frn+1(X,Y ).
For any X,Y ∈ Smk we set
ZF (X,Y ) = colim(ZF∗(X,Y )
σY→ ZF∗+1(X,Y ) σY→ . . .).
We consider the simplicial abelian group ZF (∆•k×X,Y ) where ∆•k is the standard
cosimplicial object in Smk defined as follows: ∆
n
k is the hyperplane defined by the
equation x0 + . . .+ xn = 1 in A
n+1
k with standard coface and codegeneracy maps.
In particular we will be interested in its zeroth homology group
H0(ZF (∆
•
k ×X,Y )) = coker(ZF (A1k ×X,Y )
i∗0−i∗1→ ZF (X,Y )).
1.5. Remark. Since σY does not commute with the composition map, there is no
well-defined composition ZF (X,Y )×ZF (Y, Z)→ ZF (X,Z). Nevertheless applying
the simplicial resolution, we get that the composition defined in 1.3 descends to a
well-defined composition
H0(ZF (∆
•
k ×X,Y ))×H0(ZF (∆•k × Y, Z))→ H0(ZF (∆•k ×X,Z)).
Let Gm be the pointed scheme (A
1 \ {0}, 1). For n > 0 and 1 6 i 6 n let
fi : G
n−1
m → Gnm be an inclusion given by fi(x1, . . . , xn−1) = (x1, . . . , xi−1, 1, xi, . . . xn−1).
Define the simplicial abelian group
ZF (∆•k,G
∧n
m ) = coker(⊕ni=1ZF (∆•k,Gn−1m )
fi∗→ ZF (∆•k,Gnm)).
The main result of the paper states that
H0(ZF (∆
•
k,G
∧n
m )) = K
MW
n (k).
For brevity we will say that two framed correspondences c, c′ ∈ Fr∗(k, Y ) are
equivalent (and write c ∼ c′) if their classes coincide in H0(ZF (∆•k, Y )).
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The paper is organized as follows: The section 2 contains some auxiliary results.
In the section 3 there is constructed the multiplication which endowsH0(ZF (∆
•
k,G
∧∗
m ))
with a structure of a graded ring and a transfer morphism trL/k : H0(ZF (∆
•
L,G
∧∗
m ))→
H0(ZF (∆
•
k,G
∧∗
m )) for finite field extensions k ⊆ L. Section 4 and 5 are devoted to
some reduction results needed in the proof of the main result. In the section 6 the
construction of the map Φ∗ : H0(ZF (∆•k,G
∧∗
m )) → KMW∗ (k) is given. In the sec-
tion 7 we prove that Φ0 is a ring isomorphism. The section 8 gives the construction
of the opposite direction map Ψ∗ : KMW∗ (k)→ H0(ZF (∆•k,G∧∗m )). In the section 9
we check that Φ∗ and Ψ∗ are mutually inverse graded ring isomorphisms.
Acknowledgement
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2. Preliminary lemmas
For a smooth Y we will need the following facts about
H0(ZF (∆
•
k, Y )) = coker(ZF (A
1
k, Y )
i∗0−i∗1→ ZF (Spec k, Y ))
2.1.Lemma. Suppose c = (U, φ, f) represents a framed correspondence in Fr∗(Spec k, Y )
such that Z = supp(c) a single point. Then there is an equivalent framed corre-
spondence c′ = (U ′φ′, f ′) such that there is a projection U ′ → Spec k(Z).
Proof. There is a projection from the Henselization SpecOhens
An,Z → Spec k(Z).
Therefore there is an e´tale neighborhood U ′ of Z with a projection U ′ → Spec k(Z)
and an e´tale map β : U ′ → U . Then c is equivalent to (U ′φ ◦ β, f ◦ β). 
2.2.Lemma. Let c = (U, φ, f) represent a framed correspondence in Frn(Spec k, Y ).
Let L be a field and assume there is a regular map U → SpecL. Let A ∈ SLn(L).
Then the classes of c and c′ = (U,A · φ, f) coincide in H0(ZF (∆•k, Y ))
Proof. Since SLn is simply-connected, SLn(L) is generated by Uα(L) where Uα de-
note the root subgroups. For any A1 ∈ Uα(L) there us a rational curve A(t) : A1L →
Uα such that A(0) = 1 and A(1) = A1. Note that the data d = (U × A1, A(t) ·
φ, f ◦ prU ) define a correspondence in Frn(A1, Y ) with supp(d) = Z × A1. Since
i∗0(d) = (U, φ, f) and i
∗
1(d) = (U,A1 · φ, f), the lemma follows. 
2.3. Lemma. Let (U, φ, f) represent a correspondence in Frn(Spec k, Y ). Assume
that U is affine. Let δ ∈ k[U ] be a regular function such that δ+(φ2, . . . φn) is nilpo-
tent in the quotient ring k[U ]/(φ2, . . . , φn). Then the classes of correspondences
c = (U, φ, f) and c′ = (U, (φ1 + δ, φ2, . . . , φn), f) coincide in H0(ZF (∆•k, Y )).
Proof. Note that the radicals of the ideals (φ1+ δ, . . . φn) and (φ1, . . . , φn) coincide
in k[U ], so the data (U, φ1+δ, . . . , φn, f) defines a correspondence in Frn(Spec k, Y ).
Let us check that the data d = (U × A1, (φ1 + δt, φ2, . . . , φn), f ◦ prU ) defines a
framed correspondence in Frn(A
1, Y ).
First we need to check that the support of (φ1 + δt, φ2, . . . , φn) is finite over A
1.
i.e. k[U ][t]/(φ1 + δt, φ2, . . . , φn) is a finite k[t]-module. Note that for any m we
have that φm1 − (δt)m is divisible by φ1 − δt, so there is an inclusion of ideals
(φm1 − (δt)m, φ2, . . . , φn) ⊆ (φ1 − δt, φ2, . . . , φn)
4 ALEXANDER NESHITOV
By assumption, there is m such that δm ∈ (φ2 . . . φn). Then the ideals (φm1 −
(δt)m, φ2, . . . , φn) and (φ
m
1 , φ2, . . . , φn) coincide in k[U ][t]. Thus there is a surjection
k[U ][t]/(φm1 , φ2, . . . , φn)→ k[U ][t](φ1 − δt, φ2, . . . , φn)→ 0
Since k[U ]/(φ1, . . . , φn) is finite over k, then k[U ]/(φ
m
1 , . . . , φn) is finite over k,
hence k[U ][t]/(φm1 , φ2, . . . , φn) is finite over k[t]. Then k[U ][t](φ1 − δt, φ2, . . . , φn)
is also finite over k[t].
Second we need to check that the equations (φ1 + δt, φ2, . . . , φn) define a closed
subset in An × A1, i.e. the composition k[An][t] → k[U ][t] → k[U ][t]/(φ1 +
δt, φ2, . . . , φn) is surjective. Again, we take m such that k[U ][t]/(φ
m
1 , φ2, . . . , φn)
covers k[U ][t](φ1 − δt, φ2, . . . , φn). Then the equations (φm1 , φ2, . . . , φn) have the
same support as φ, therefore the composition k[An]→ k[U ]→ k[U ]/(φm1 , φ2, . . . , φn)
is surjective, hence the composition k[An][t] → k[U ][t]/(φ1 + δt, φ2, . . . , φn) is sur-
jective.
Then the data d defines a correspondence in Frn(A
1, Y ) with i∗0(d) = c and
i∗1(d) = c
′. 
2.4. Lemma. Let c = (U, φ, f) represent a framed correspondence in Frn(Spec k, Y )
with U affine and Z = supp(c) is a single point. Denote by MZ,U the maximal ideal
of k[U ] defining Z. Suppose m ∈MZ,U
Then there is an open neighborhood U ′ of Z in U such that c is equivalent to the
correspondence c′ = (U ′, (φ1(1 +m), φ2, . . . φn), f) in H0(ZF (∆•k, Y )).
Proof. Let us check that the data d = (U×A1\Z(1+mt), ((1+mt)φ1, φ2, . . . φn), f ◦
prU ) define a correspondence in Frn(A
1, k).
First, we check that the support of equations φ′ = ((1 + mt)φ1, φ2, . . . φn) is
finite over A1, i.e. the quotient ring k[U ][t, (1 +mt)−1]/((1 +mt)φ1, φ2, . . . , φn) is
finite over k[t]. Note that
k[U ][t]1+mt/((1 +mt)φ1, φ2, . . . , φn) = k[U ][t]1+mt/(φ1, φ2, . . . φn)
Thus φ′ defines an open subset of Z×A1 defined be the 1+mt 6= 0. Show that this
open subset coincides with the whole Z×A1, i.e. the ideal I = (φ1, . . . , φn)+(1+mt)
equals (1) in k[U ][t]. Note that the radical of the ideal (φ) coincides with MZ :√
(φ1, . . . φn) =MZ,U , so m
r ∈ (φ1, . . . φn) for big enough r. We may assume that
r is odd, so 1+(mt)r is divisible by (1+mt). Then 1+(mt)r ∈ (φ1, . . . , φn)+(1+mt).
Since mrtr ∈ (φ1, . . . , φn) we get that 1 ∈ I.
As we have checked, the equations φ′ define the closed subset Z×A1 in An×A1.
Then d defines an element in Frn(A
1, Y ) and i∗0(d) = c and i
∗
1(d) = c
′.

2.5. Lemma. Suppose p(x), q(x) ∈ k[x] are degree n polynomial with the same
leading term. Then two correspondences c = (A1, p(x), prk) and c
′ = (A1, q(x), prk)
are equivalent in H0(ZF (∆
•
k, Spec k)).
Moreover, if p(x) has separable rational roots α1, . . . , αn, then the correspondence
(A1, p(x), prk) is equivalent to the sum
∑n
i=1(A
1, p′(αi)x, prk).
Proof. Since p and q have the same leading term, we have that deg(q − p) < n.
Then for the data d = (A1 × A1, p(x) + (q(x) − p(x))t, prk) supp(d) is finite over
Spec k[t], so d defines an element of Fr1(A
1, k) giving an equivalence between c and
c′.
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When all roots of p are separable and rational note that (A1, p(x), prk) =
∑n
i=1(Ui, p(x), prk)
in ZF1(Spec k, Spec k) where Ui is an open neighborhood of the root αi that does
not contain other roots. Since p(x) = p′(xi)(x− xi) + δi where δi ∈ ((x− xi)2), by
lemma 2.3 we have that (Ui, p(x), prk) ∼ (Ui, p′(xi)(x − xi), prk) = (A1, p′(xi)(x −
xi), prk). Finally note that A
1, p′(xi)(x− xi), prk) ∼ (A1, p′(xi)x, prk) by means of
elementary homotopy (A1 × A1, p′(xi)(x − txi), prk). 
2.6. Lemma. Suppose that p(x), q(x) ∈ k[x] are degree n polynomials with the same
leading term, such that p(0) = q(0) 6= 0. Then the correspondences (Gm, xdp(x), id)
and (Gm, x
dq(x), id) in Fr1(Spec k,Gm) are equivalent in H0(ZF (∆
•
k,Gm)) for any
integer d > 0.
Proof. Note that p(x) = axn + xp1(x) + b and q(x) = ax
n + xq1(x) + b for some
polynomials p1, q1 ∈ k[x] such that deg p1, deg q1 6 n−2. Then the equation axn+
x(tp1(x)+(1−t)q1(x))+b = 0 defines a closed subset Z A1×A1 = Spec k[x, t] which
is finite over Spec k[t]. Moreover, Z is contained in Spec k[x, x−1, t] = Gm × A1.
Then the data d = (Gm ×A1, xd(axn + x(tp1(x) + (1− t)q1(x)) + b), prGm) defines
a correspondence in Fr1(A
1,Gm) which gives a desired equivalence. 
2.7.Lemma. Let c = (U, φ, f) ∈ Frn(k, Y ) represent a correspondence with supp(c) =
Z and γ ∈ k[U ]. Then c is equivalent to the correspondence (U ×A1, (φ, x− γ), f ◦
prU ) where x denotes the coordinate on the additional copy of A
1.
Proof. We may assume that U is affine. Consider the data d = (U×A1×A1, (φ, x−
tγ), f ◦ prU ). Then k[U ][x, t]/(φ, x− tγ) ∼= k[U ]/φ[t] is finite over Spec k[t] and the
map k[An][x, t] → k[U ][x, t]/(φ, x − tγ) is surjective, so supp(d) is a closed subset
of An × A1 × A1 which is finite over A1 = Spec k[t]. Then d defines an equivalence
between (U, φ, f) ∼ (U × A1, (φ, x), f ◦ prU ) and (U × A1, (φ, x− γ), f ◦ prU ). 
2.8. Lemma. Let A ∈ SLn(k) be a matrix with trivial determinant over k. Suppose
that c = (U, φ, f) represents a correspondence in Frn(X,Y ). Let UA be an e´tale
neighbourhood of the closed subset A · Z in An given by UA = U → An A→ An.
Then φ is a framing of A · Z in UA. We claim that c is equivalent to (UA, φ, f) in
H0(ZF (∆
•
k, Y )).
Proof. Any matrix with trivial determinant can be derived from the identity matrix
by a sequence of elementary homotopies A1 → SLn, so we may assume that there
is a homotopy H : A1 → SLn with H(0) = Id and H(1) = A. Then H is an
automorphism of An
A1
. Let (A1×U)H denote an e´tale neighborhood of H · (A1×Z)
given by (A1 × U)H = A1 × U → A1 × An H→ A1 × An. Then the data d =
((A1×U)H , φ◦prU , f ◦prU ) define a correspondence in Frn(A1, Y ). Since i∗0(d) = c
and i∗1(d) = c
′ the lemma follows. 
2.9. Corollary. Let L be a a finite field extension of k and µ1, µ2 ∈ L, λ ∈ L×
such that L = k(µ1, µ2). Let f ∈ Y (L). Then the data c = (A2L, (λ(x1 − µ1), x2 −
µ2), f) and c
′ = (A2L, (x1 + µ2, λ(x2 − µ1)), f) define framed correspondences in
Fr2(Spec k, Y ) which are equivalent in H0(ZF (∆
•
k, Y ))
Proof. Take
(
0 −1
1 0
) ∈ SL2(k). Then by 2.8 (A2L, (λ(x1 − µ1), x2 − µ2), f) ∼
((A2L)A, (λ(x1 − µ1), x2 − µ2), f) = (A2L, (λ(x2 − µ1),−x1 − µ2), f) 2.2∼ (A2L, (x1 +
µ2, λ(x2 − µ1), f). 
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2.10. Definition. Let c = (α,U, Z, φ1, . . . φn) be a level n correspondence. Then
the closed subscheme U ×φ 0 is finite over k and we define the degree of the corre-
spondence c defined by deg c as the degree of this subscheme over k, i.e.
deg c = dimk k[U ×φ 0.]
2.11. Remark. The degree is additive: deg(c + c′) = deg(c) + deg(c′) and is pre-
served by the equivalence relation: deg(c) = deg(c′) if c ∼ c′.
3. Multiplicative structure and transfer map on H0(ZF (∆
•
k,G
∧∗
m )).
Multiplicative structure. For X,X1, Y, Y1 ∈ Smk there is an obvious product
structure
Frn(X,Y )× Frm(X1, Y1)→ Frn+m(X ×k X1, Y ×k Y1)
defined as follows: if a = (U, φ, f) represents a correspondence in Frn(X,Y ) and
b = (U ′, φ′, f ′) in Frn(X1, Y1) then a × b is represented by data a × b = (U ×k
U ′, φ× φ′, f × f ′) in Frn+m(X ×X1, Y × Y1). Applying an isomorphism Frn(X ×
A1×X1, Y ×Y1) ∼= Frn(A1×X×X1, Y ×Y1) we see that it descends to the product
H0(ZFn(∆
•
k×X,Y ))×H0(ZFm(∆•k×X1, Y1))→ H0(ZFn+m(∆•k×X×X1, Y ×Y1)).
Moreover, this product is compatible with composition:
3.1. Remark. For fi ∈ H0(ZFni (∆•k×Xi, Yi)) and gi ∈ H0(ZFmi (∆•k×Yi, Zi)) for
i = 1, 2 we have that (g1 × g2) ◦ (f1 × f2) = (g1 ◦ f1) × (g2 ◦ f2) in H0(ZFn(∆•k ×
X1 ×X2, Z1 × Z2)) where n = n1 + n2 +m1 +m2.
3.2. Lemma. Let (U, φ, f) represent a correspondence in Frn(X,Y ). Then (U ×
A1, φ× id, f ◦prU ) and (A1×U, id×φ, f ◦prU ) are equivalent in H0(ZF (∆•, Y )(k))
Proof. By the lemmas 2.2 and 2.8 we have (U × A1, φ × idA1 , f ◦ prU ) = (U ×
A
1,−idA1 × φ, f ◦ prU ) = (U ′,−idA1 × φ, f ◦ prU ) Here the neighbourhood U ′ is
given by
U ′ = U × A1 → AnX × A1
(v,x,t) 7→(−t,v,x)→ An × A1X for v ∈ An, t ∈ A1, x ∈ X.
Note that the latter correspondence is equivalent to (A1×U, idA1 ×φ, f ◦ prU ). 
This lemma shows that multiplication is compatible with the stabilization map
σY , so it descends to
H0(ZF (∆
•
k ×X,Y ))×H0(ZF (∆•k ×X1, Y1))→ H0(ZF (∆•k ×X ×X1, Y × Y1)).
This construction for X = Spec k and Y = G∗m gives a multiplicative structure
on the graded abelian group H0(ZF (∆
•
k,G
∗
m) which descends to the multiplication
on the graded abelian group H0(ZF (∆
•
k,G
∧∗
m ).
3.1. Transfer map on H0(ZF (∆
•
k,G
∧∗
m )). Let L be a finite extension of k. We
will construct the map trL/k : H0(ZF (∆
•
L,G
∧∗
m ))→ H0(ZF (∆•k,G∧∗m )) as follows:
Suppose that v1, . . . vn ∈ L is an k-basis of L and v1 ∈ k.
3.3. Definition. Define cL/k as a framed correspondence represented by the data
c = (AnL, (x1 − v1, . . . , xn − vn), prL). Since v1, . . . , vn generate L over k, we get
that supp(c) = Z → AnL → Ank is a closed embedding, so c defines a correspondence
in Frn(Spec k, SpecL).
3.4. Lemma. The class of element cL/k in H0(ZF (∆
•
k, SpecL) does not depend on
the choice of a basis set.
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Proof. Suppose that u1, . . . , un with u1 ∈ k is another basis set. Then there is a
matrix A ∈ SLn(k) such that (v1, . . . , vn) ·A = (λu1, u2, . . . , un) for some λ ∈ k×.
Denote by x = (x1, . . . , xn) the vector of coordinates on A
n
L and v = (v1, . . . , vn)
the vector in Ln. Then by lemma 2.8 we have cL/k = (A
n
L, x−v, prL) ∼ ((AnL)A, x−
v, prL) = (A
n
L, A
−1 · x− v, prL) ∼ (AnL, x−A · v, prL) by lemma 2.2. Since u1 ∈ k,
Lemma 2.7 implies (AnL, x−A·v, prL) = (AnL, (x1−λu1, x2−u2, . . . , xn−un), prL) ∼
(An−1L , (x2− u2, . . . , xn− un), prL) ∼ (AnL, (x1− u1, x2− u2, . . . , xn− un), prL). 
3.5. Remark. Chose a generator α ∈ L, so L = k(α). Then cL/k is equivalent to
the correspondence (A1L, x− α, prL) in H0(ZF (∆•k, SpecL)
Proof. Take a basis 1, α, α2, . . . , αn−1. Thus we may define cL/k as cL/k = (AnL, x1−
1, x2 − α, . . . , xn − αn−1, prL). Consider the data d = (AnL ×L A1L, x1 − t, x2 −
α, x3−α2t, . . . , xn−αn−1t, prL). Then supp(d) = SpecL[x1, . . . , xn, t]/(x1− t, x2−
α, x3−α2t, . . . , xn−αn−1t, prL) = SpecL[t] is finite over A1k = Spec k[t], and since
k(α) = L, we have that supp(d) → An+1L → An+1k is a closed embedding. Thus
cL/k is equivalent to the correspondence (A
1
L, x − α, prL) and does not depend on
a choice of generator α. 
3.6. Definition. trL/k = (cL/k)
∗ : H0(ZF (∆•L,G
∧∗
m ) → H0(ZF (∆•k,G∧∗m ) is a map
induced by the composition with cL/k ∈ H0(ZF (∆•k, SpecL)).
3.7. Lemma. Suppose k ⊆ L′ ⊆ L. Then trL/k = trL′/k ◦ trL/L′ .
Proof. Take α, β ∈ L such that L′ = k(α) and L = L′(β). Then there are λ, µ ∈ k
such that k(λα + µβ) = L. Then by Remark 3.5 it is sufficient to check that
(A1L, x−β, prL)◦(A1L′, x−α, prL′) = (A1L, x−(λα+µβ), prL) inH0(ZF (∆•k, SpecL)).
The left hand side is given by (A2L, (x1 − α, x2 − β), prL). There is a matrix A ∈
SL2(k) such that (α, β) ·A = (λα + µβ, γ) for some γ ∈ L×. Then by 2.8 we have
(A2L, (x1 − α, x2 − β), prL) = ((A2L)A, (x1 − α, x2 − β), prL) ∼ (A2L, (x1 − (λα +
µβ), x2 − γ), prL) 2.7= (A1L, x− (λα + µβ), prL). 
3.1.1. Projection formula. Note that the pullback homomorphism (composition
with the projection p : SpecL→ Spec k) p∗ : H0(ZF (∆•k,G∧∗m ))→ H0(ZF (∆•L,G∧∗m ))
is a ring homomorphism. We prove that the transfer map trL/k : H0(ZF (∆
•
L,G
∧∗
m ))→
H0(ZF (∆
•
k,G
∧∗
m )) is an H0(ZF (∆
•
k,G
∧∗
m ))-module homomorphism:
3.8. Lemma. (p∗x · y) ◦ cL/k = x · (y ◦ cL/k) and (y · p∗x) ◦ cL/k = (y ◦ cL/k) · x in
for any x ∈ H0(ZF (∆•k,G∧∗m )) and y ∈ H0(ZF (∆•L,G∧∗m )).
Proof. Let x be represented by data (U, φ, f) ∈ Fr∗(k,G∧am ) and y by (V, γ, g) ∈
Fr∗(L,G∧bm ). Then p
∗x = (UL, φ, f) and p∗x · y = (UL ×L V, (φ, γ), (f, g)) and
(p∗x · y) ◦ cL/k = (A1L ×L UL ×L V, (x− α, φ, γ), (f, g))
where t is the coordinate on A1L and α generates L over k and By lemma 2.8 and 2.2
we have that (A1L ×L UL ×L V, (x − α, φ, γ), (f, g)) ∼ (A1L ×L UL ×L V, (φ,−(x −
α), γ), (f, g)) ∼ (UL ×L A1L ×L V, (φ, x− α, γ), (f, g)) Note that UL ×L A1L ×L V =
U ×k (A1L ×L V ) so we get that (p∗x · y) ◦ cL/k = x · (y ◦ cL/k). 
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4. Moving lemma
The aim of this section is to prove the moving lemma 4.11.
4.1. Lemma. Let x ∈ PNk be a closed point in a projective space. Then there exists
an integer dx such that for any finite subset of closed points Y ⊂ PNk , x /∈ Y , there
is a hypersurface H defined by a single homogeneous polynomial F of degree dx such
that x ∈ H and H is disjoint from Y .
Proof. First, we may assume that x and Y are contained in some affine space
ANk ⊂ PNk with coordinates ti. Let x = (x1, . . . , xN ) for some xi ∈ k(x). Let pi be a
minimal polynomial for xi over k. For any λi ∈ k consider F0 =
∑N
i=1 λipi(ti). Let
H0 denote the set of zeroes of F . Then x ∈ H0 for any choice of λi. Now we check
that one can choose λi such that H0 is disjoint from Y. Note that for any y ∈ Y the
vector vy = (p1(y1), . . . , pN (yN )) is non-zero in A
N (k(y)). Then for λ ∈ AN (k) the
condition λ · vy = 0 defines a proper linear subspace in AN (k). Since k is infinite,
then there is λ ∈ AN (k) such that λ · vy 6= 0 for all y ∈ Y . With this choice of λ we
have that H0 is disjoint from Y , so its closure H defined by the homogenization F
of F0 is the desired hypersurface. 
4.2. Lemma. Let X be a projective curve, Z be its closed point. Assume that X \Z
is smooth and X∞ be a finite set of closed points of X \ Z. Let D be an effective
divisor and suppose that |D| has no base point. Then there is a simple divisor D′
in |D| such that supp(D′) is disjoint from Z and X∞.
Proof. Let D be an effective divisor and suppose that |D| has no base point. Then
letD′ be a divisor from |D| such that supp(D′) is disjoint with supp(D). Then there
are two sections s1, s2 of L(D) = L(D
′) such that div(s1) = D and div(s2) = D′.
Then they define a regular function f = [s1 : s2] : X → P1. The fibers over all
points except f(Z) are contained in the smooth curve X \ Z. Since chark = 0, [8,
III, Corollary 10.7] implies that f : X \Z → P1 is smooth over some open subset U
of P1. Pick a rational point x ∈ U \ f(Z) \ f(X∞). Then the fiber over x defines a
divisor D′ with the desired properties. 
4.3. Lemma. Suppose X is a projective curve over k, Z is its closed point and
X \ Z is smooth over k. Let X∞ be closed subset disjoint with Z. Let φ ∈ k(X)
be a rational function that is defined in a neighbourhood of Z and φ(Z) = 0. Then
there is a rational function ψ ∈ k(X) such that
(1) ψ/φ is defined and invertible in a neighborhood of Z
(2) ψ has a pole at any x ∈ X∞,
(3) ψ considered as a regular function ψ : X \ Z → P1 is smooth over 0.
Proof. Let D be a Cartier divisor defined by a system ((U, φ), (X \ Z, 1)) where
U is an open neighborhood of Z such that φ is defined and invertible on U \ Z.
Choose an embedding X → PN for some N and the corresponding very ample
bundle D1. By Serre’s theorem [8, II, Theorem 5.17] there is n such that the line
bundle L(D+nD1) is generated by global sections. By Lemma 4.2, there is a simple
divisor D′ ∼ nD1 away from Z and X∞.
Since L(D + D′) is generated by global sections, the linear system |D +D′| is
base-point free [8, II, Lemma 7.8]. Then by Lemma 4.2 D+D′ ∼M where M is a
simple divisor supported away from Z ∪X∞ ∪ supp(D′).
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Write M = y1 + . . . yk where yi are points on X \ Z. By Lemma 4.1 applied
to the embedding X → PN there is a very ample divisor Hi containing yi with
supp(Hi) disjoint from supp(D + D
′) ∪ X∞ Then M ′ = M −
∑
i = 1
kHi is an
effective divisor. For each i we can choose H ′i by lemma 4.1 such that supp(H
′
i) is
disjoint from supp(
∑
Hi). Then M
′ ∼ M −∑H ′i, so the linear system |M ′| has
no base points. Thus by Lemma 4.2 we may assume that M ′ is simple and disjoint
from Z ∪X∞. Note that M +M ′ ∼
∑
Hi is very ample. Now fix the embedding
X → PN1 so that D +D′ +M ′ ∼ M +M ′ becomes a hyperplane section for this
embedding.
For any x ∈ X∞ choose by lemma 4.1 applied to the embedding the X → PN1 the
divisorHx such thatHx contains x and supp(Hx) is disjoint from supp(D+D
′+M ′).
Then Hx ∼ dxL where L is any hyperplane section, so Hx ∼ dx(M +M ′). Let
d =
∑
x∈X∞ dx. Then d(M +M
′) ∼∑x∈X∞ Hx.
Then
∑
x∈X∞ Hx = d(M + M
′) ∼ (D + D′ + M ′) + (d − 1)(M + M ′). By
Lemma 4.2 (d− 1)(M +M ′) is equivalent to a simple divisor M ′′ supported away
from Z∪X∞∪supp(D′)∪supp(M ′)∪supp(
∑
x∈X∞ Hx)). ThusM
′′′ = D′+M ′+M ′′
is a simple divisor supported away from Z and X∞.
So, finally we get two equivalent divisors
∑
x∈X∞ Hx ∼ D +M ′′′ on X. Let
L be the corresponding line bundle. Then we have a global section s1 such that
div(s1) = D + M
′′′ and s2 such that div(s2) =
∑
x∈X∞ Hx. By construction,
div(s1) and div(s2) are disjoint, then there is a regular map ψ = [s1 : s2] : X → P1.
Since div0(ψ) = D +M
′′′, we have that ψ defines the same Cartier divisor as φ in
a neighborhood of Z, so ψ satisfies the condition (1). Since X∞ ⊆ div∞(ψ), then
ψ satisfies the condition (2). Moreover, since M ′′′ is a simple divisor on X \ Z, ψ
satisfies the condition (3). 
4.4. Lemma. Consider a framed correspondence c = (U, φ = (φ1, . . . φn), f) ∈
Frn(k, Y ) such that Z = supp(c) is a single point and α : U → An is an e´tale
neighborhood of Z. Let X denote the curve defined in U by the equations φ2 =
0, . . . φn = 0. Suppose there is a finite map ψ : X → A1 with ψ−1(0) = Z0 = Z
∐
Z ′
and ψ−1(0) = Z1. Then
(1) There is an integer m and a morphism ρ : U → Am such that ρ(Z) = 0 and
the map U
α×ρ→ An × Am is injective.
(2) The correspondence c = (U \ Z ′, (ψ, φ2, . . . , φn), f) is equivalent to the dif-
ference c′ − c′′ where
c′ = (U × Am, (ψ − 1, (φi(u))ni=2, (ti − ρi(u))mi=1), f ◦ prU )
c′′ = ((U \ Z)× Am, (ψ, (φi(u))ni=2, (ti − ρi(u))mi=1), f ◦ prU ).
Proof. Let L denote the residue field of the point Z. We may assume that U is
affine. Let ρ′ : U → Am be some closed embedding. Then ρ′(Z) is a point in
Am with residue field L. Since α gives a closed embedding of Z in An we have
that α(Z) is also a point with residue field L. Then there is some regular map
g : An → Am with g(α(Z)) = ρ′(Z). Take ρ = ρ′− g ◦ i : U → Am. Let is check that
α×ρ : An×Am is injective on all points: for any u ∈ U (α(u), ρ(u)) = (α(u′), ρ(u′))
implies g(α(u)) = g(α(u′), then ρ′(u) = ρ′(u′) so u = u′.
Let t1, . . . , tm denote the coordinates on A
m. Consider a data d = (U × Am ×
A
1, (ψ(u)− t, (φi(u))ni=2, (ti − ρi(u))mi=1), f ◦ prU ) where t is the coordinate on the
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additional copy ofA1. The framing in d defines a curveX embedded into U×Am×A1
via the composition
X
Γψ→ X × A1 → U × A1 Γρ×id→ U × Am × A1
Since X is finite over A1 and α × ρ is injective, we get a closed embedding X →
An×Am×A1. Thus the data d defines a framed correspondence in Frn+m(A1, Y )
from A1. Its fiber over zero is a framed correspondence
d0 = (U × Am, (ψ(u), (φi(u))ni=2, (ti − ρi(u))mi=1), f ◦ prU ).
In ZFn+m(Spec k, Y ) the correspondence d0 is equivalent to the sum dZ + dZ′
where
dZ = ((U \ Z ′)× Am, (ψ(u), (φi(u))ni=2, (ti − ρi(u))mi=1), f ◦ prU )
dZ′ = ((U \ Z)× Am, (ψ(u), (φi(u))ni=2, (ti − ρi(u))mi=1), f ◦ prU )
Note that the radical of the ideal (ψ, φ2, . . . , φn) equals to the maximal ideal defining
the point Z, so it contains ρi(u) for each i. Then lemma 2.3 implies that dZ is
equivalent in H0(ZF (∆
•
k, Y )) to
((U\Z ′)×Am, (ψ(u), (φi(u))ni=2, (ti)mi=1), f◦prU ) ∼ (α, (U\Z ′), (ψ, (φi)ni=2), f◦prU ).
The lemma follows. 
4.5. Definition. Consider a correspondence c = (U, φ, f) ∈ Frn(k, Y ). We will call
it simple, if the scheme U ×φ 0 is smooth over k.
4.6. Lemma. Consider a level n framed correspondence c = (U, φ, f) ∈ Frn(k, Y )
with Z a single point. Then c is equivalent in H0(ZF (∆
•
k, Y )) to a difference of
two simple correspondences.
Proof. Consider a composition θ : U \ Z φ→ An \ 0 → Pn−1. Since chark = 0 θ is
smooth over some open subset V of Pn−1([8, III, Corollary 10.7]) Take a rational
point a ∈ V . It defines a line l in An and θ−1(a) = φ−1(l) \Z is smooth. Since a is
rational, there is a matrix A ∈ SLn(k) that moves the coordinate line (∗, 0, . . . , 0)
to l, so (φ · A)−1(∗, 0, . . . , 0) = φ−1(l). Then by lemma 2.2 we may assume that l
coincides with the coordinate line (∗, 0, . . . , 0), so X \Z is smooth where the curve
X is defined in U by the equations φ2 = 0, . . . φn = 0.
There is a projective curve X with an open embedding X → X and X \ Z
smooth. Take X∞ = X \ X . By lemma 4.3 there is a regular map ψ : X → P1
with the properties (1)− (3). It is finite since X is projective and irreducible. Take
A1 = P1 \ ∞ and X0 = ψ−1(A1). Then X0 is an open subset of X and Z ⊂ X0.
Take U0 be an open subset of U such that X0 = X ∩ U0. Note that ψ : X0 → A1
is finite and generically smooth. Then it is smooth over some rational point of A1.
Without loss of generality we may assume that ψ is smooth over 1.
We have ψ−1(0) = Z⊔Z ′. Then the correspondence c˜ = (U\Z ′, (ψ, φ2, . . . φn), f)
is equivalent to a difference c′ − c′′ given by lemma 4.4. Since X \ Z is a smooth
curve and ψ : X \Z → P1 is smooth over 1 and 0, the correspondences c′ and c′ are
simple.
Recall that ψ/φ1 is invertible on U \ Z ′. By Lemma 2.1 we may assume that
there is a projection U → Spec k(Z). Let λ = ψ/φ1(Z) ∈ k(Z)×. Using the latter
projection we can consider λ as a constant regular function on U. Moreover, ψ =
γφ1 = (λ + δ)φ1 where δ lies in the maximal ideal MZ . Then by lemma 2.4 c˜ is
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equivalent to (U \ Z ′, (λφ1, φ2, . . . φn), f). Note that the choice of ψ depends only
on the curve X, hence on the ideal (φ2, . . . , φn). Then by the same reasoning the
correspondence b = (U \ Z ′, (λφ1, λ−1φ2, . . . φn), f) is equivalent to a difference of
two simple correspondences. By lemma 2.2, b ∼ c, hence the lemma. 
4.7. Lemma. Let c = (U, φ, f) represent a correspondence in Frn−1(Spec k, Y ).
Assume that there is a projection U → Z and λ ∈ k(Z). Let t denote the coordinate
on A1. Then c is equivalent to the correspondence (A1 × U, (t − λ, φ), f ◦ prU ) in
H0(ZF (∆
•
k, Y )).
Proof. Consider an affine line A1 with coordinate θ and a data
d = (A1 × A1 × U, (t− θλ, φ), f ◦ prU ).
We may assume that U is affine. Then k[U ][t, θ]/(t− θλ, φ) = (k[U ′]/(φ))[t, θ]/(t−
θλ) = k[U ]/(φ)[θ], so supp(d) = A1×Z is finite over A1, where Z = supp(c). Then d
defines a deformation in Frn(A
1, Y ) which establishes the desired equivalence. 
4.8. Lemma. Let Y be an open subset of an affine space Am. Let c = (U, φ, f)
represent a correspondence in Frn(Spec k, Y ). Denote Z = supp(c) and let f
′ : U →
Y be a regular function such that two restrictions coincide: f ′|Z = f |Z . Then c is
equivalent to the correspondence c′ = (U, φ, f ′) in H0(ZF (∆•k, Y )).
Proof. Let A1 = Spec k[t]. Consider the function F = tf+(1− t)f ′ : U×A1 → Am.
Denote W = F−1(Y ). Then W contains Z×A1. Consider the data d = (W,φ, tf +
(1 − t)f ′) Then supp(d) = Z × A1 and d defines a correspondence in Frn(A1, Y )
which deforms c to c′. 
4.9. Lemma. Let Y be an open subset of an affine space Am. Suppose Z is a closed
point in An and α = (α1, . . . , αn) : U → An is its e´tale neighborhood. Assume that
there is a projection U → Z. Let λ = α1(Z) ∈ k(Z). Suppose we have a simple
correspondence c = (U, (α1 − λ, φ), f) ∈ Frn(k, Y ) for some φ = (φ2, . . . , φn) with
supp(c) = Z.
Then c is equivalent to some simple correspondence c′ ∈ Frn−1(k, Y ).
Proof. The element λ defines the closed embedding Spec k(λ)→ A1. Define a closed
subset U ′ ⊆ U as the pullback of the diagram
Spec k(λ)× An−1 → A1 × An−1 α← U.
Denote by α′ the composition α′ : U ′ → Spec k(λ) × An−1 → An−1. Then id ×
α′ : A1×U ′ → An is an e´tale neighborhood of Z in An. Take U ′′ = U×An (A1×U ′).
Then the correspondence c is represented by explicit correspondence (U ′′, ((α1 −
λ) ◦ prU , φ ◦ prU ), f ◦ prU ). Note that U ′ is a closed subset of U ′′ and there is a
retraction p : U ′′ → U ′
The regular function φi ◦ prU −φi ◦ p vanishes on U ′, hence φi ◦ p = φi ◦ prU + δi
for some δi ∈ (α1−λ)◦prU . Then by lemma 2.3 we have that c is equivalent to the
correspondence c˜ = (U ′′, ((α1−λ) ◦ prU , φ ◦ p), f). By Lemma 4.8 we have that c˜ is
equivalent to (U ′′, ((α1 − λ) ◦ prU , φ ◦ p), f(Z)) where f(Z) is a constant function
on U ′′.
By construction, there is an e´tale map (α1 ◦ prU , p) : U ′′ → A1 × U ′ It gives an
equivalence between c˜ and a correspondence A1 × U ′, (t − λ, φ|U ′ ), f(Z)) which is
equivalent to the level n− 1 correspondence c′ = (U ′φ|U ′ , f(Z)) by 4.7. Note that
the scheme U ′ ×φ 0 equals to U ×(α1−λ,φ) 0 is smooth, so c′ is simple. 
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4.10. Lemma. Let Y be an open subset of an affine space Am. Let c = (U, φ, f) ∈
Frn(k, Y ) be a simple correspondence. Then c is equivalent to a sum of level 1
simple correspondences.
Proof. Let n > 1. We may assume that Z is a single point. Since U ×φ 0 is smooth
over k, φ is a regular system, so the residues φ1, . . . , φn form a basis of the vector
space of MZ/M
2
Z over k(Z) = OU,Z/MZ . Then there is a matrix A ∈ SLn(k(Z))
such that A · (φ1, . . . , φn) = (α1 − λ, φ′2, . . . , φ′n where λ = α1(Z) ∈ k(Z). Applying
of A does not change the equivalence class of c, by 2.2 hence we may assume that
φ1 = α1 − λ, so φ1 = (α1 − λ)(1 +m) + δ with m ∈MZ and δ ∈ (φ2, . . . φn). Then
by 2.4 and 2.3 we may assume that φ1 = α1−λ. Therefore by lemma 4.9 c ∼ c′ for
a simple correspondence c′ of level n− 1. The lemma follows by induction. 
This allows us to state the main result of the section:
4.11. Lemma. Let Y be an open subset of an affine space Am. Then any corre-
spondence c ∈ Frn(k, Y ) is equivalent to a difference of simple correspondences in
Fr1(k, Y ) in H0(ZF (∆
•
k, Y )).
Proof. Consider a framed correspondence c. In ZFn(Spec k, Y ) it is equivalent to a
sum of correspondences of the form c′ = (U, φ, f) such that supp(c′) is a single point.
By lemma 4.6 every c′ is equivalent to a difference c′′−c′′′ of simple correspondences.
By lemma 4.10 both c′′ and c′′′ are equivalent to some simple correspondences in
Fr1(k, Y ). 
5. Level one correspondences
5.1. Definition. We will call a correspondence c in ZF (Spec k, Y ) standard if it is
given by the sum of correspondences of the form (A1k, λx, µ ◦ prk) for some λ ∈ k×
and µ ∈ Y (k).
5.2. Lemma. Let c = (U, φ, f) ∈ Fr1(k, Y ) be a simple level one correspondence
with Z = supp(c) a single point and a projection U → Z. Then there are µ ∈ k(Z)×
and λ ∈ k(Z) such that k(Z) = k(λ) and c is equivalent in H0(ZF (∆•k, Y )) to the
correspondence represented by the data (A1k(Z), µ(t− λ), f(Z)) where t denotes the
coordinate on A1k(Z) and f(Z) is the constant function on A
1
k(Z).
Proof. Take λ = α(Z) ∈ k(Z). Since c is simple, we have that k[U ]/φ = k(Z) and
the composition Z → U → A1 is a closed embedding, so k[t] α
∗
→ k[U ]/φ = k(Z) is a
surjection. Hence k(Z) = k(λ). Since the residue φ generates MZ/M
2
Z over k(Z),
we have that φ = µα− λ for some µ ∈ k(Z)×. Therefore φ = (1 + δ)(µ(α − λ))
for some δ ∈ MZ . Therefore, by lemma 2.4 we have that c is equivalent to c′ =
(α,U, Z, µ(α − λ), f). Consider the map β : U → A1k(Z) that consists of α and the
projection U → Z. Note that β is e´tale, π ◦β = α and µ(t−λ) ◦β = µ(α−λ). This
with Lemma 4.8 gives an equivalence between c′ and (A1k(Z), µ(t− λ), f(Z)). 
5.3. Lemma. Consider a correspondence c = (A1k(Z), µ(x − λ), prk) ∈ Fr1(k, k)
with λ ∈ k(Z) such that k(Z) = k(λ) and µ ∈ k(Z)×. Let p ∈ k[x] denote the
minimal polynomial of λ. Then there is a polynomial q ∈ k[x] with deg(q) < deg(p),
and an open neighborhood U = A1k \ Z(q) in A1 such that c is equivalent to the
correspondence represented by (U, q(x)p(x), prk) ∈ Fr1(k, k).
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Proof. Note that p is separable and its residue generatesMZ/M
2
Z . Then µ(x−λ) =
µ
p′(λ)p(t)(1 + m) for some m ∈ MZ . Then by lemma 2.4 we can replace c with
c′ = (U ′, µp′(λ)p(t), prk) for some open neighborhood U
′ of Z in A1k(Z). Further,
k(λ) = k[t]/p(t), therefore µp′(λ) = q(λ) for some polynomial q ∈ k[t] with deg(q) <
deg(p). Denote by δ = q(λ) − q(t) ∈MZ . Then we have
µ
p′(λ)
p(t) = (1 +
δ
q(t)
)q(t)p(t).
Thus we have that c′′ is equivalent to the correspondence (U, q(x)p(x), prk) ∈
Fr1(k, k) where U is the image of U
′ under the e´tale map A1k(Z) → A1k. 
5.4. Lemma. Any correspondence in Fr(Spec k, Spec k) is equivalent to a standard
correspondence.
Proof. By Lemma 4.11, 5.2 and 5.3 any correspondence in Fr(Spec k, Spec k) is
equivalent to a sum of correspondences of the form c = (A1 \ Z(q), qp(x), prk) for
some q, p ∈ k[x] with deg(q) < deg(p). We proceed by induction on deg(c). Take
c′ = (A1 \ Z(p), qp(x), prk). Note that c + c′ = (A1, qp(x), prk). Since deg(c′) =
deg(q) < deg(p) by induction hypothesis it is sufficient to prove the statement for
the correspondence (A1, qp(x), prk). There is a polynomial p1(x) with the same
leading term as qp(x) and all roots of p1(x) are rational and separable. The lemma
follows then by 2.5. 
5.5.Lemma. Suppose c = (U, φ, f) represents a framed correspondence in Frn(k, Y )
and supp(c) consists of rational points in Ank . Then c is equivalent to a standard
correspondence.
Proof. We may assume that Z = supp(c) is a single point. Then f(Z) ∈ Y (k).
Then by Lemma 4.8 c is equivalent to the composition c = (U, φ, prk) ◦ f(Z) where
f(Z) : Spec k → Y is the rational point inclusion and (U, φ, f) ∈ Frn(k, k). The
lemma follows then from 5.4. 
6. Map Φ: H0(ZF (∆
•
k,G
∧∗
m ))→ KMW∗ (k)
In this section we construct a homomorphism Φ: H0(ZF (∆
•
k,G
∧∗
m ))→ KMW∗ (k).
(see subsection 6.2). To do that we need certain preliminaries. Suppose the data
c = (U, φ, f) represents a correspondence in Frn(k,G
×m
m ). Let Z = supp(c). Then
the sequence φ defines a Koszul complex K(φ) which can be considered as an
element of WnZ (U)
We will use the theory of Chow-Witt groups introduced by Barge-Morel and
developed by Fasel ([2],[3]). Recall( [2]) that for a smooth scheme X ∈ Smk,
integer n and a line bundle L over X there is a complex C(X,Gn, L) defined by
Cm(X,Gn, L) =
∐
x∈X(m)
KMn−m(k(x)) × In−m
In−m+1
In−mfl (OX,x, L)
For a closed subset Z and its complement U = X\Z define a subcomplex C(X,Gn, L)Z
as the kernel of the map C(X,Gn, L) → C(U,Gn, L), so there is a short exact se-
quence
0→ C(X,Gn, L)Z → C(X,Gn, L)→ C(U,Gn, L)→ 0
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6.1. Two commutative squares. Now let d = (U, φ, f) ∈ Frn(A1,Gmm) be a
framed correspondences. Let α be the e´tale map α : U → An
A1
and j : An
A1
→ Pn
A1
be an open embedding. The composition j◦α : U → An
A1
→ Pn
A1
induces a morphism
of complexes ([2, §3],[3, Corollary 10.4.2])
j∗ ◦ α∗ : C(Pn
A1
, Gn+m,O(−n− 1))→ C(U,Gn+m).
Denote Z = supp(d). For any point z ∈ Z the map α induces an isomorphism
Wfl(OPn
A1
,z)→Wfl(OU,z). Then we get an isomorphism of complexes
j∗ ◦ α∗ : C(Pn
A1
, Gn+m,O(−n− 1))Z
∼=→ C(U,Gn+m)Z .
Let i0 : U0 → U denote the inclusion of zero fiber of the composition map U →
A
n
A1
→ A1 and I0 : {0} → A1 be the standard inclusion. Note that the oriented
Gysin map defined in [2, Definition 5.5] gives rise to the Gysin map with support
i!0 : H
n(C(Ut, G
n+m)Zt)→ Hn(C(U0, Gn+m)Z0) where Z0 is the support of the zero
fiber correspondence (U0, φ|U0 , f |U0) Note the following
6.1. Remark. The following diagram commutes
Hn(C(Ut, G
n+m)Z)
i!0 // Hn(C(U0, Gn+m)Z0)
Hn(C(Pn
A1
, Gn+m,O(−n− 1))Z)
j∗◦α∗
OO
I!0 // Hn(C(Pn, Gn+m,O(−n− 1))Z0)
j∗0 ◦α∗0
OO
Proof. The remark follows from the fact that the oriented Gysin map commutes
with flat pullback by [2, Lemma 5.7]. 
Recall that for a proper morphism f there is a notion of pushforward map f∗
(see [2, Remark 3.36],[3, Chapitre 8]).
6.2. Lemma. The following diagram commutes:
Hn(C(Pn
A1
, Gn+m,O(−n− 1))Zt)
p∗

I!0 // Hn(C(Pn, Gn+m,O(−n− 1))Z0)
p∗

H0(C(A1, Gm)) // H0(C(Spec k,Gm, ))
Here p denotes the projection and the bottom arrow is the Gysin map for the em-
bedding {0} → A1.
Proof. Denote O(−n − 1) by L for brevity. Recall that the Gysin morphism I !0 is
defined as the composition
Hn(C(Pn
A1
, Gn+m, L)Zt)→ Hn(C(PnA1\0, Gn+m, L)Zt\Z0)
·{t}→ Hn(C(Pn
A1\0, G
n+m+1, L)Zt\Z0)
∂→
→ Hn+1(C(Pn
A1
, Gn+m+1, L)Z0)
∼=→ Hn(C(Pn, Gn+m, L)Z0).
We have to show that p∗ commutes with each arrow in this decomposition.
First, p∗ commutes with flat pullbacks by [3, Corollaire 12.3.7.]
Second, p∗ commutes with multiplication by {t} by the projection formula which
can be derived from the definition of p∗ and projection formula for the transfer map
for finite field extensions: Here we fix once a trivialisation of the canonical bundle on
A
1. Following [3, §8] there map p∗ : Ci(PnA1\0,W, L)→ Ci−n(A1\0,W ) is defined as
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follows: for every x ∈ Pn
A1
(i) take y = f(x) and define θyx : W (k(x), Lx)→W (k(y))
using the Scharlau transfer map for finite extension when k(x) is finite over k(y)
and set θyx = 0 when k(x) is an infinite extension of k(y). This transfer map satisfies
the projection formula property, as well as transfer for Milnor K-theory. Therefore
induced map on cohomology satisfies the projection formula property.
Third, by [3, Corollaire 10.4.5.] the projection map Pn
A1
→ A1 induces morphism
of complexes C∗(Pn
A1
, Gn+m, L)→ C∗−n(A1, Gm). Then it induces a morphism of
short exact sequences of complexes:
C∗(Pn
A1
, Gn+m+1, L)Z0

 //
p∗

C∗(Pn
A1
, Gn+m+1, L)Zt // //
p∗

C∗(Pn
A1\0, G
n+m+1, L)Zt\Z0
p∗

C∗−n(A1, Gm+1){0}

 // C∗−n(A1, Gm+1) // // C∗−n(A1 \ 0), Gm+1)
Therefore p∗ commutes with the connecting homomorphism ∂ in the corresponding
long exact sequence of cohomologies: 
6.2. Map construction. Using the results of 6.1 we will define a map
Φ: H0(ZF (∆
•
k,G
m
m))→ KMWm (k).
Let c = (U, φ, f) ∈ Frn(X,Gmm) represent a framed correspondence of level n.
Suppose that X is affine. We will be interested in the casesX = A1 and X = Spec k
so assume that there is a fixed trivialization of a canonical bundle on X . Further
we may assume that U is affine. Let Z = supp(c). Note that Z = ∪{zi} for some
points codimension n points z1, . . . , zd ∈ U (n).
The framing φ defines its Koszul complex K(φ) :
Kp(φ) = ∧p(⊕ni=1k[U ]ei), dp : Kp(φ)→ Kp−1(φ)
dp(ei1 ∧ . . . ∧ eip) =
p∑
j=1
(−1)jfijei1 ∧ . . . ∧ eij−1 ∧ eij+1 ∧ . . . ∧ eip .
The complex K(φ) is a free resolution of k[U ]/(φ1, . . . , φn).We consider K(φ) as an
element of the bounded derived category with support DbZ(U). Endow K(φ) with
the structure of the quadratic space:
θ : Kp(φ)→ Homk[U ](Kn−p(φ), k[U ]), θ(x) : y 7→ x ∧ y.
We will use the notation of [2, Definition 3.1] Thus we consider K(φ) as an element
of DbZ(U) ⊆ Db(U)(n) which defines a quadratic space (K(φ), θ) ∈ Wn(Db(U)(n)).
Let Kc be the image of (K(φ), θ) under the composition where the second map is
the devissage isomorphism (see [2, Proposition 3.3])
Wn(Db(U)(n))→Wn(Dbn(U)) ∼= ⊕x∈U(n)Wfl(OU,x).
Note that Kc lies in the sum ⊕dj=1Wfl(OU,zj ). The latter is canonically isomorphic
to ⊕j=1W (k(zj), ωzj/U ) where ωzj/U ∼=
∧n(MU,zj/M2U,zj) (see [1, (6)]). The e´tale
map α and trivialization of the canonical bundle on AnX gives an isomorphism∧n
(MU,zj/M
2
U,zj
)
α∗∼= (MAnX ,zj/M2AnX ,zj) ∼= k(zj). Then for any j = 1..d we get the
pair yj = (lOU,zj (k[U ]/(φ)),Kc) ∈ Z ×Z/2 W (k(zj)) = GW (k(zj)). The elements
f(zj) = (a1,j , . . . am,j) ∈ Gmm(k(zj)) this gives element
xj = yj · [a1,j ] . . . [am,j ] ∈ KMWm (k(zj)).
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Note that since φ and f are defined on U , this element has a zero residue for every
point x ∈ zj(1), thus xc =
∑d
j=1 xj defines an element in H
n(C(U,Gn+m)Z).
Then we set Φ(c) to be the image of y under the composition
Hn(C(U,Gn+m)Z)
(j∗◦α∗)−1→ Hn(C(PnX , Gn+m, L)Z)
p∗→ H0(C(X,Gm)).
Note that if we take an equivalent presentation of c as c′ = (U ′, φ′, f ′) then the
image of yc′ ∈ Hn(C(U,Gn+m)Z) in Hn(C(An, Gn+m)Z) will coincide with the
image of xc, sot his definition does not depend on the choice of presentation of the
correspondence c.
Let us check that this definition is compatible with the stabilization map. Take
a correspondence given by the data c′ = (U ×A1, (φ, x), f ◦prU ) in Frn+1(k,G×mm ).
Note that the Koszul complex K((φ, x))i equals to K(φ)i in W (Li) and for the cor-
responding element y′ ∈ Hn+1(C(U ×A1, Gn+m+1)Z) we have the diagram and the
image of xc′ under the composition H
n+1(C(An+1X , G
n+m+1, L)Z)
∼=→ Hn+1(C(P1×
AnX , G
n+m+1, L)Z)
p∗→ Hn(C(AnX , Gn+m, L)Z) equals to the image of xc under the
isomorphism Hn(C(U,Gn+m)Z)→ Hn(C(An, Gn+m)Z)
The results of 6.1 allows us to check that this definition is compatible with
the homotopy: When d = (U, φ, f) ∈ Frn(A1,G×mm ), we get an element xd ∈
Hn(C(U,Gn+m)Z). The element xd specialized at 0 and 1 gives the elements xd0
and xd1 where d0 and d1 in Frn(k,G
×m
m ) are the fibers of d over 0 and 1 respectively.
Then by remark 6.1 and 6.2 and homotopy invariance of Chow-Witt groups, we have
that images of xd0 and xd1 are equal in H
0(C(Spec k,Gm)) = KMWm (k).
Therefore Φ descends to a map
Φm : H0(ZF (∆
•
k,G
m
m))→ KMWm (k).
6.3. Lemma. For a1, . . . , am ∈ k× Φm([x− a1] · . . . · [x− am]) = [a1] · . . . · [am]
Proof. The correspondence [x − a1] · . . . · [x − am] is given by the correspondence
c = (Gmm, (x1− a1, . . . , xm− am), id) ∈ Frm(k,Gmm). Then its Koszul complex gives
trivial element in GW (k). Then yc = ([a1] · . . . · [am]), so Φm(c) = [a1] · . . . · [am]. 
7. The case m = 0
In this section we prove (7.6) that Φ0 induces an isomorphism betweenH0(ZF (∆
•
k, Spec k))
and KMW0 (k) = GW (k).
For p(x) ∈ k[x] let us denote the class of correspondence (A1k, p(x), prk) in
H0(ZF (∆
•
k, Spec k)) by 〈p(x)〉.
7.1. Lemma. Suppose p(x), q(x) ∈ k[x] be the polynomials with the same leading
term. Then 〈p(x)〉 = 〈q(x)〉
Proof. We have q(x) = p(x)+δ(x) with deg(δ) < deg(p). Then the data (A2, p(x)+
δ(x)t, prk) defines a correspondence in Fr1(Spec k[t], Spec k) which gives a defor-
mation between 〈p〉 and 〈q〉. 
7.2. Remark. By Lemma 2.4 for a polynomial p with rational separable roots
xi, i = 1, . . . , n we have 〈p(x)〉 = 〈p′(x1)x〉+ . . . 〈p′(xn)x〉 where p′ is the derivative
of p.
7.3. Lemma. For any λ, c ∈ k× the following holds: 〈cx〉 = 〈cλ2x〉 and 〈cx〉 +
〈−cx〉 = 〈x〉+ 〈−x〉.
FRAMED CORRESPONDENCES AND THE MILNOR–WITT K-THEORY 17
Proof. By 2.5 for any λ, a ∈ k× we have 〈ax2〉 = 〈ax2 − aλ2〉 = 〈2aλx〉+ 〈−2aλx〉.
Thus 〈x2〉 = 〈2x〉 + 〈−2x〉 = 〈ax2〉. Lemma 2.5 implies 〈cx3〉 = 〈cx3 + cλx2〉 =
〈cx2(x+ λ)〉 = 〈cλ2x〉+ 〈cλx2〉. Then
〈cλ2x〉 = 〈cx3〉 − 〈cλx2〉 = 〈cx3〉 − 〈cx2〉 = 〈cx〉.

7.4. Proposition. Suppose a1, a2, b1, b2 ∈ k× such that
• a1 + a2 = b1 + b2,
• a1a2 = α2b1b2 for some α ∈ k×.
Then 〈a1x〉 + 〈a2x〉 = 〈b1x〉+ 〈b2x〉.
Proof. Consider a polynomial p(x) such that p(0) = p(1) = 0, p′(0) = a1, p′(1) =
a2. We can take p = x(x− 1)((a1 + a2)x− a1) = x(x− 1)((b1+ b2)x− a1). Denote
by d the element d = a1 + a2 = b1 + b2.
By 2.5 〈x(x−1)(dx−a1)〉 = 〈x(x−1)(dx−b1)〉. On the other hand 〈x(x−1)(dx−
a1)〉 = 〈a1x〉+ 〈a2x〉+ 〈−a1a2d x〉 and 〈x(x− 1)(dx− b1)〉 = 〈b1x〉+ 〈b2x〉+ 〈−b1b2d x〉.
Since a1a2 = α
2b1b2, Lemma 7.3 implies that 〈−a1a2d x〉 = 〈−b1b2d x〉. Then 〈a1x]+
〈a2x〉 = 〈b1x〉+ 〈b2x〉 
7.5. Lemma. There is a surjective homomorphism Ψ0 : K
MW
0 (k) = GW (k) →
H0(ZF (∆
•
k, Spec k)) such that Ψ0 : 〈a〉 7→ 〈ax〉 for any a ∈ k×
Proof. According to the lemma [10, 2.9] the Grothendieck-Witt group is generated
by the 1-forms 〈a〉 modulo the relations:
• 〈ab2〉 = 〈a〉,
• 〈a〉+ 〈−a〉 = 〈1〉+ 〈−1〉,
• 〈a〉+ 〈b〉 = 〈a+ b〉+ 〈(a+ b)ab〉 if a+ b 6= 0.
By lemma 7.3 in H0(ZF (∆
•
k, Spec k)) we have 〈ab2x〉 = 〈ax〉 and 〈cx〉 + 〈−cx〉 =
〈x〉 + 〈−x〉. Lemma 7.4 implies the third relation 〈ax〉 + 〈bx〉 = 〈a(1 + b)2x〉 +
〈b(1 + a)2x〉 = 〈(a + b)x〉 + 〈(a + b)abx〉. Thus the assignment 〈a〉 7→ 〈ax〉 gives a
well-defined homomorphism F. It is surjective by 5.4. 
7.6. Proposition. The maps Ψ0 and Φ0 are mutually inverse ring isomorphisms
between H0(ZF (∆
•
k, Spec k)) and K
MW
0 (k).
Proof. Check that Φ0(〈ax〉) = 〈a〉. The Koszul complex K(ax) = (0 → k[x] ·ax→
k[x] → 0). It defines an element in W 1{0}(A1) ∼= W (k). According to the results of
Gille [6, Definition 8.2] the devissage isomorphism ν : W (k) → W 1{0}(A1k) is given
by y 7→ s∗(y) ⋆ K(x) where K(x) is the Koszul complex of framing x. Then ν(〈a〉)
is given by
k[x]e
·x

·a // k[x]
·(−x)

= Homk[x](k[x], k[x])
k[x]
·(−a) // k[x] = Homk[x](k[x]e, k[x])
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is isomorphic to the quadratic space K(ax) by means of isomorphism
k[x]
·x

·1 // k[x]
·ax

k[x]
·a // k[x]
Thus K(ax) is mapped to 〈a〉 ∈ W (k) ⊂ H1(C(A1, G1)), therefore Φ0(〈ax〉) = 〈a〉.
Thus Φ0 ◦Ψ0 = idGW (k) and Ψ0 is surjective by 7.5. Then Φ0 and Ψ0 are mutually
inverse isomorphisms. It remains to show that Ψ0 is a ring isomorphisms. Indeed,
Ψ0(〈ab〉) = 〈abx〉 = (A1, abx, prk) ∼ (A2, (abx, x2), prk) 2.2∼ (A2, (ax, bx2), prk) =
〈ax〉 · 〈bx〉 = Ψ0(〈a〉) ·Ψ0(〈b〉). 
7.7. Definition. Following [10, Lemma 2.14] we denote nǫ =
∑n
i=1〈(−1)i−1〉 for
n > 0 and nǫ = −〈−1〉(−n)ǫ for n < 0.
7.8. Remark. Φ0(〈xn〉) = nǫ.
Proof. By 7.6 Φ0(〈x〉) = 〈1〉. By induction Φ0(〈xn〉) 7.1= Φ0(〈xn−1(x + 1)〉) =
(n− 1)ǫ + 〈(−1)n−1〉. 
7.9. Lemma. Suppose p(x) ∈ k[x] and U be an open subset of A1k and p(x) =
q(x)(x− λ1)r1 · . . . · (x− λk)rk where q(x) is invertible over U and λi ∈ k. Let c be
a class of correspondence in Fr1(k, k) given by data (U, p(x), prk). Then we have
in KMW0 (k)
Φ0(c) =
k∑
i=1
(ri)ǫ〈q(λi)
∏
j 6=i
(λi−λj)rj 〉 = −∂−1/x∞ (
k∑
i=1
[(x−λi)ri ·q(λi)
∏
j 6=i
(λi−λj)rj ]).
Proof. By 2.4 we have (U, p(x), prk) =
∑k
i=1(Ui, p(x), prk) ∼
∑k
i=1〈q(λi)(x −
λi)
ri
∏
j 6=i(λi − λj)rj 〉 where Ui is the neighborhood of λi that does not contain
any λj for j 6= i. Since Φ0(〈xn〉) = nǫ in KMW0 (k) we get the first equality. The
second follows from the fact that for u ∈ k× we have −∂−1/x∞ ([(x − λi)riu]) =
−((−ri)ǫ〈(−1)riu〉) = 〈(−1)ri+1〉(ri)ǫ〈u〉 = (ri)ǫ〈u〉. 
7.10. Lemma. Suppose [L : k] = l is a prime number and k has no prime-to-l
extensions. Then the transfer diagram is commutative
KMW0 (L)
Ψ0 //
TrLk

H0(ZF (∆
•
L, SpecL))
trL/k

KMW0 (k)
Ψ0 // H0(ZF (∆•k, Spec k))
Proof. Take α ∈ L. Since l is prime, we may assume that L = k(α). Then
trL/k(Ψ0(〈α〉)) = trL/k(〈αx〉) ∼ (A1L, α(x−α), prk). Let p(x) ∈ k[x] be the minimal
monic polynomial for α. Then (A1L, α(x− α), prk) ∼ (U ′, xp′(x)p(x), prk) where U ′
is an open subset of A1L that does not contain any root of xp
′(x)p(x) except α.
Take U ⊆ A1k to be the image of U ′. Then trL/k(Ψ0(〈α〉)) = (U ′, xp′(x)p(x), prk) =
(U, xp′(x)p(x), prk) = 〈xp′(x)p(x)〉 − (A1k \ Z(p), xp′(x)p(x), prk) 7.1= 〈x2l〉 − (A1k \
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Z(p), xp′(x)p(x), prk). Since k has no prime-to-l extensions, all roots of p′(x) are
rational. So write xp′(x) = l(x− λ1)r1 . . . (x − λk)rk . Then by 7.9
Φ0(trL/kΨ0(〈α〉)) = 〈l〉(2l)ǫ −


k∑
i=1
(ri)ǫ〈lp(λi)λi
∏
j 6=i
(λi − λj)rj 〉

 .
From the other hand, TrLk (〈α〉) = τLk (α)(〈p′(α)α〉) = −∂−1/x∞ ([xp′(x)p(x)]−
∑k
i=1[(x−
λi)
ri lp(λi)λi
∏
j 6=i(λi − λj)rj ]) = 〈l〉(2l)ǫ −
(∑k
i=1(ri)ǫ〈lp(λi)λi
∏
j 6=i(λi − λj)rj 〉
)
by 7.9. Thus Φ0(trL/kΨ0(〈α〉)) = TrLk (α), so the diagram commutes. 
Further we will identify GW (k) with H0(ZF (∆
•
k, Spec k)). Then the multiplica-
tion structure of 3 endows H0(ZF (∆
•
k,G
∧∗
m )) with the structure of GW (k)-module.
7.11. Lemma. Suppose that L is a degree n extension of k. Then Φ0(trL/k(〈x〉)) =
nǫ ∈ KMW0 (k).
Proof. Take a generator α with minimal monic polynomial p(x) ∈ k[x]. Con-
sider the Gaussian algorithm p = r0, p
′ = r1, ri = ri−2 mod ri−1. Let di =
deg(ri). Since p and p
′ are coprime, dN = 0 for some N . Then Φ0(trL/k(〈x〉)) =
Φ0((A
1
k\Z(p′), p′(x)p(x), prk)) = Φ0(〈p′(x)p(x)〉−(A1k\Z(p), p′(x)p(x), prk))
2.4,7.1
=
(d0 + d1)ǫ −Φ0((A1k \ Z(r2), p′(x)r2(x), prk)) = (d0 + d1)ǫ − ((d1 + d2)ǫ −Φ0((A1k \
Z(r3), r2(x)r3(x), prk))) = . . . =
∑N
i=0(−1)i(di + di+1)ǫ = (d0)ǫ = nǫ. 
8. Map from Milnor-Witt K-theory to Framed correspondences.
In this section we extend Ψ0 to a morphism Ψ∗ : KMW∗ (k)→ H0(ZF (∆•k,G∧∗m ))
(see subsection 8.3). Recall that Milnor-Witt K-theory Is defined using the gener-
ators [a] of degree 1 for a ∈ k×, η of degree −1 and the relations of [10, Definition
2.1]
8.1. Notation. For a polynomial p(x) ∈ k[x] we will denote by [p(x)] the class of
the correspondence (Gm, p(x), id) ∈ Fr1(Spec k,Gm) in H0(ZF (∆•k,G∧1m ))
8.1. Some relations in H0(ZF (∆
•
k,G
∧1
m )).
8.2. Remark. By Lemma 4.8 for any correspondence c = (U, φ, f) ∈ Fr(k,Gm)
such that f(Z) = {1} its class vanishes in ZF (k,G∧1m ) = coker(ZF (k, k) i1∗→ ZF (k,Gm)).
8.3. Lemma. [(x− a)2] = h[x− a] where h ∈ GW (k) is the hyperbolic plane
Proof. (Gm, (x − a)2, id) ∼ (Gm × A1, ((x1 − a)2, x2), prGm) ∼ (Gm × A1, ((x1 −
a)2, x2−(x1−a)), prGm) 2.3∼ (Gm×A1, (x22, x2−(x1−a)), prGm) ∼ (Gm×A1, (x22,−(x1−
a)), prGm)
2.2∼ (Gm × A1, ((x1 − a), x22), prGm) = (Gm, x1 − a, idGm) · (A1, x2, prk).
Since (A1, x2, prk) in H0(ZF (∆
•
k, Spec k)) is equivalent to the sum 〈x〉+ 〈−x〉, it is
mapped to h in GW (k). 
8.4. Lemma. The following equality holds in H0(ZF (∆
•
k,G
∧1
m )):
[x− a2b] = [x− b] + h[x− a] where h ∈ GW (k) is the hyperbolic plane
Proof. By Lemma 2.6 we have that [(x− 1)2(x− a2b)] = [(x− a)2(x − b)]. By 2.4
and Remark 8.2 we have [(x− 1)2(x − a2b)] = 〈(a2b− 1)2〉[x − a2b] = [x− a2b].
For the right hand side by 8.3 we have [(x − a)2(x − b)] = 〈a − b〉[(x − a)2] +
〈(b− a)2〉[x− b] = 〈a− b〉h[x− a] + [x− b] = h[x− a] + [x− b]. 
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8.5. Lemma. The following equality holds in H0(ZF (∆
•
k,G
∧1
m )) for a, b ∈ k× \ 1
and ab 6= 1
〈ab− 1〉[x− ab] = 〈a− 1〉[x− a] + 〈ab− a〉[x− b]
Proof. For any a′, b′ ∈ k×, a′ 6= b′ consider a polynomial p(x) = 1/(a′ − b′)(x −
1)(x− a′)(x− b′). Then [p(x)] = 〈a′− 1〉[x− a′] + 〈1− b′〉[x− b′]. By lemma 2.6 we
have
[p(x)] = [1/(a′−b′)(x−1)2(x−a′b′)] = 〈1/(a′−b′)(a′b′−1)2〉[x−a′b′] = 〈a′−b′〉[x−a′b′].
Thus we get the equality
〈a′ − 1〉[x− a′] + 〈1− b′〉[x− b′] = 〈a′ − b′〉[x− a′b′]
For a′ = a and b′ = ab we get 〈a− 1〉[x− a] + 〈1− ab〉[x− ab] = 〈a− ab〉[x− a2b].
By 8.4 this implies 〈a − 1〉[x − a] + 〈1 − ab〉[x − ab] = 〈a − ab〉[x − b] + h[x − a].
Multiplying by 〈−1〉 we get 〈ab− a〉[x− b] + (h− 〈1− a〉)[x− a] = 〈ab− 1〉[x− ab].
Since h− 〈1− a〉 = 〈a− 1〉 we get the needed equality. 
8.2. The Steinberg relation.
8.6. Lemma. Let L = k(α) and p(x) be the unital minimal polynomial of α. Let
n = deg p. Then trL/k(〈p′(α)〉[x − α]) = 〈(N(α) − 1)n−1〉[x−N(α)].
Proof. We have that trL/k(〈p′(α)〉[x − α]) ∼ ((Gm)L, p′(α)(x − α), prGm). Then
by 2.4 it is equivalent to (Gm, p(x), prGm)
2.6∼ (Gm, (x − 1)n−1(x − (−1)np(0))) =
〈((−1)np(0)− 1)n−1〉[x− (−1)np(0)] if (−1)np(0) 6= 1 and 0 otherwise. The lemma
follows since N(α) = (−1)np(0). 
8.7. Lemma. Let l be a prime number and a ∈ k× \ k×l and L = k( l√a). Then
trL/k([x−(1− l
√
a)]) = 〈l〉[x−(1−a)] and trL/k([x− l
√
a]) = 〈l〉[x−a]in H0(ZF (∆•k,G∧1m )).
Proof. When l is odd the lemma follows from 8.6 applied to the polynomial p(x) =
xl−a. Then p′(x) = lxl−1 and since l−1 is even, 〈p′(α)〉 = 〈l〉 and 〈(N(α)−1)l−1〉 =
1.
When l = 2 take f(x) = (−2)(1 − x)((1 − x)2 − a). Then f ′(1 − √a) = 4a2.
Let U = (Gm)L \ {1}. Then (U, f(x), prGm) = trL/k([x− (1−
√
a])). Then [f(x)] =
trL/k([x−(1−
√
a)]) in H0(ZF (∆
•
k,G
∧1
m )). Since [f(x)] = [−2(1−x)4((1−x)−a)] =
〈2〉[x − (1 − a)], we get the statement of the lemma. The proof of the second
statement goes analogously for f(x) = pxp+1(xp − a). 
8.8. Lemma. Let n be an integer and suppose that nh[x − a][x − (1 − a)] = 0 in
H0(ZF (∆
•
L,G
∧2
m )) for all field extensions L/k and a ∈ L×, a 6= 1. Then h[x−a][x−
(1− a)] = 0 in H0(ZF (∆•k,G∧2m )).
Proof. Let n = mp for p a prime number. We will prove thatmh[x−a][x−(1−a)] =
0. Let b = p
√
a. Then 0 = mph[x− b][x− (1− b)] = mh[x− a][x− (1− b)] over k(b).
Then by 8.7
0 = trk(b)/k([mh[x−a][x−(1−b)]]) = mh[x−a]trk(b)/k[x−(1−b)] = mh[x−a][x−(1−a)].

8.9. Lemma. For any a ∈ k×, a 6= 1 we have [x − a] · [x − (1 − a)] = 0 in
H0(ZF (∆
•
k,G
∧2
m )).
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Proof. The proof consists of two steps. First we prove that h[x−a]·[x−(1−a)] = 0 in
H0(ZF (∆
•
L,G
∧2
m )) for any field extension L/k, and a ∈ L×, a 6= 1 where h ∈ GW (L)
is the hyperbolic plane.
Once this is done, the Steinberg relation follows since 0 = trk(
√
a)/k(h[x−
√
a][x−
(1−√a)]) 8.4= trk(√a)/k([x−a][x− (1−
√
a)]) = [x−a] · trk(√a)/k([x− (1−
√
a)])
8.7
=
〈2〉[x− a][x− (1− a)].
Now we check that h[x− a] · [x− (1− a)] = 0. Here we use the same arguments
as in [9, Proposition 5.9]. The lemma 8.5 implies that
h[x− ab] = h[x− a] + h[x− b] (∗)
Now consider a framed correspondence in Fr1(A
1,A1 \ {1, 0}) defined as c =
(A2, x3− t(a3+1)x2+ t(a3+1)x− a3, p2) where t is the coordinate on A1 and x is
the coordinate on A1 \ {1, 0}. Composing with the embedding A1 \ {1, 0} → G2m,
a 7→ (a, 1 − a) we get a correspondence c′ ∈ Fr(A1,G2m). Let c′0 and c′1 be its
fibers in Fr(k,G2m) over 0 and 1 respectively. Consider the field k(ω) where ω is a
principal third root of unity. Then by (∗) we have in H0(ZF (∆•k(ω),G∧2m ))
hc′0 = h[x− a][x− (1− a)] + h[x− ωa][x− (1− ωa)] + h[x− ω2a][x− (1− ω2a)] =
= h[x− a][x− (1− a3)] + h[x− ω][x− (1− ωa)(1− ω2a)2]
and
hc′1 = h[x− a3][x− (1 − a3)] + h[x+ ω][x− (1 + ω)] + h[x+ ω2][x− (1 + ω2)]
Since 3h[x− ω] = h[x− 1] = 0 and 3h[x− a] = h[x − a3] and 3hc′0 = 3hc′1, we get
that
h[x−a3][x−(1−a3)] = 3h[x−a3][x−(1−a3)]+h[x+1][x−(1+ω)]+h[x+1][x−(1+ω2)].
Note that h[x + 1][x − (1 + ω)] + h[x + 1][x − (1 + ω2)] = h[x + 1][x − 1] = 0 so
2h[x− a3][x− (1− a3)] = 0 in H0(ZF (∆•k(ω),G∧2m )).
Then by the projection formula 3.8
0 = trk(ω)/k(2h[x− a3][x− (1− a3)]) = 2h[x− a3][x− (1− a3)]trk(ω)/k(〈1〉)
Since trk(ω)/k(〈1〉) is some quadratic from of degree 2 we have h · trk(ω)/k(〈1〉) = 2h
Thus 0 = 4h[x− a3][x− (1− a3)] = 12h[x− a][x− (1− a3)] in H0(ZF (∆•k,G∧2m )).
Now take L = k( 3
√
a) so we have 0 = 12h[x− 3√a][x − (1 − a)] over L and since
htrL/k([x − 3
√
a]) = h[x− a] by 8.7 we get that 12h[x− a][x− (1 − a)] = 0 over k.
Then h[x− a][x− (1− a)] = 0 by Lemma 8.8.

8.10. Definition. Denote by cη the correspondence in Fr1(Gm, Spec k) defined
by the data (Gm × A1, xy − 1, prk) where x is the coordinate on Gm and y is
the coordinate on A1. Consider the projection p : Gm → Spec k as an element of
Fr0(Gm, Spec k). So cη − p is an element of ZF (Gm, Spec k).
8.11. Lemma. cη ◦ (〈λ〉[x − a]) = 〈λa〉.
Proof. By definition, the composition cη ◦ ([x − a]) is given by (Gm × A1, (xy −
1, λ(y − a)), prk) ∼ (Gm × A1, λ(ax− 1), y), prk) ∼ (A1, λax, prk) = 〈λa〉. 
8.12. Lemma. The composition H0(ZF (∆
•
k, Spec k))
i1∗→ H0(ZF (∆•k,Gm))
(cη−p)∗→
H0(ZF (∆
•
k, Spec k)) is zero.
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Proof. By proposition 7.6 it is sufficient to check that (cη − p) ◦ (〈a〉[x − 1]) = 0.
Since p◦(〈a〉[x−1]) = 〈a〉, by 8.11 we have (cη−p)◦(〈a〉[x−1]) = 〈a〉−〈a〉 = 0. 
8.13. Lemma. The operator ((cη−p)×id)∗ : H0(ZF (∆•k,G2m))→ H0(ZF (∆•k,Gm))
descends to a map (cη − p) ∧ id)∗ : H0(ZF (∆•k,G∧2m ))→ H0(ZF (∆•k,G∧1m )) and for
f, g ∈ H0(ZF (∆•k,G∧1m )) we have ((cη − p) ∧ id)∗(f · g) = (cη − p)∗(f) · g.
Proof. Let i1 : Spec k → Gm be the inclusion of unity. For every a ∈ H0(ZF (∆•k,Gm))
we will show that (cη − p) × id ◦ (a × i1) = 0 and (cη − p) × id ◦ (i1 × a) = 0 in
H0(ZF (∆
•
k,G
∧2
m )) Indeed, (cη − p) × id ◦ a × i1 = ((cη − p) ◦ a) × i1 = 0 and
(cη − p) × id ◦ i1 × a = ((cη − p) ◦ i1) × a = 0 by 8.12. The last statement follows
from 3.1. 
8.14. Corollary. 〈1− a〉[x− a] = [x− a] in H0(ZF (∆•k,G∧1m )).
Proof. By 8.9 [x−(1−a)]·[x−a] = 0. Then 0 = (cη−p)∧id)∗([x−(1−a)]·[x−a]) =
(cη − p)∗([x− (1− a)]) · [x− a] = (〈1− a〉 − 1) · [x− a]. 
8.15. Remark. According to [10, Lemma 2.4] KMW1 (k) is generated as an abelian
group by the symbols [ηm, u1, . . . um+1] for m > 0, ui ∈ k× modulo the following
relations:
(1) (Steinberg relation) [ηm, u1, . . . , um+1] = 0 if ui + ui+1 = 1 for some i
(2) [ηm, u1, . . . , ui−1, ab, ui+1, . . . , um] = [ηm, u1, . . . , ui−1, a, ui+1, . . . , um]+
+[ηm, u1, . . . , ui−1, b, ui+1, . . . , um] + [ηm+1, u1, . . . , ui−1, a, b, ui+1, . . . , um]
(3) [ηm+2, u1, . . . , ui−1,−1, ui+1, . . . , um+3]+2[ηm+1, u1m. . . , ui−1, ui+1, . . . , um+3] =
0
8.16. Lemma. As a GW (k)-module, degree one Milnor-Witt K-theory KMW1 (k) is
generated by symbols [a] modulo the relations 〈1− a〉[a] = [a], [ab] = [a] + 〈a〉[b] for
a, b ∈ k×
Proof. Let A denote the GW (k)-module generated by the symbols [a] modulo the
relations 〈1 − a〉[a] = [a], [ab] = [a] + 〈a〉[b] for a, b ∈ k×. Recall that GW (k) is
identified with KMW0 (k) via 〈a〉 = η[a] + 1 ([10, §2.1]). This suggests a mapping
F : KMW1 (k)→ A.
F : [ηm, u1, . . . um+1] 7→ (〈u1〉 − 1) . . . (〈um〉 − 1)[um+1]
Let us check that F is well defined. First, note that the relation [ab] = [a]+〈a〉[b]
implies that (〈a〉 − 1)[b] = (〈b〉 − 1)[a] in A. Then for any permutation σ of the set
{u1, . . . um+1} we have F ([ηm, σ(u1), . . . σ(um+1)]) = F ([ηm, u1, . . . um+1]). Now
check that the relations (1)− (3) of Remark 8.15 hold for F -images in A:
The Steinberg relation (1) : consider a symbol x = [ηm, u1, . . . , um+1] with uj +
uj+1 = 1 for some j. Since F (x) is stable under any permutation of ui, we may
assume that j = m, so um = 1 − um+1. Then F (x) = 0 since (〈1 − um+1〉 −
1)[um+1] = 0 in A.
The relation (2): Let x = [ηm, u1, . . . , ui−1, ab, ui+1, . . . , um+1]. Then F (x) =
F ([ηm, u1, . . . , ui−1, ui+1, . . . , um+1, ab]) =
∏
j 6=i(〈uj〉−1)[ab] =
∏
j 6=i(〈uj〉−1)[a]+∏
j 6=i(〈uj〉 − 1)〈a〉[b] = F ([ηm, u1, . . . , um+1, a]) + F ([ηm, u1, . . . , um+1, b])+
+F ([ηm+1, u1, . . . , um+1, a, b].
The relation (3). Denote y = F ([ηm+2, u1, . . . , ui−1,−1, ui+1, . . . , um+3])+
+F (2[ηm+1, u1, . . . , ui−1, ui+1, . . . , um+3]). We may assume that i 6= m+3. Denote
q =
∏
j 6=i(〈uj − 1〉 − 1) ∈ GW (k). Then we have that y = q(〈−1〉+ 1)[um+3] in A.
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Since m > 0, q has at least one factor (〈u1〉 − 1). Since (〈u1〉 − 1)(〈−1〉+ 1) = 0 in
GW (k) we get that y = 0.
Therefore F : KMW1 (k)→ A is a well-defined homomorphism ofGW (k)-modules.
Since the relation [ab] = [a] + 〈a〉[b] holds in KMW1 (k), the mapping 〈a〉[b] 7→
[η0, a] + [η, a, b] from A to KMW1 (k) is a well-defined inverse of F , so F is an iso-
morphism. 
8.3. Construction of Ψ. Now we are ready to construct the map Ψ: KMW∗ (k)→
H0(ZF (∆
•
k,G
∧∗
m )) as follows: First we construct the GW (k)-linear homomorphism
Ψ1 : K
MW
1 (k)→ H0(ZF (∆•k,G∧1m )),Ψ1 : [a] 7→ [x− a].
Using the presentation of KMW1 (k) given by 8.16 we see that the relations of
KMW1 (k) hold in H0(ZF (∆
•
k,G
∧1
m )) by Corollary 8.14 and Lemma 8.5. Then Ψ1 is
well defined. Now we use the presentation of KMW>0 (k) given by [10, Remark 2.2]:
it is the quotient of the tensor algebra of the GW (k)-module KMW1 (k) modulo the
Steinberg relation.
KMW>0 (k) = TensGW (k)K
MW
1 (k)/([a][1− a] = 0)
Since the Steinberg relation holds in H0(ZF (∆
•
k,G
∧∗
m )) by 8.9, we get that the map
Ψ: KMW>0 (k)→ H0(ZF (∆•k,G∧∗m )),Ψ: a1 ⊗ . . .⊗ an 7→ Ψ1(a1) · . . .Ψ1(an)
is well defined.
9. Isomorphism
In this section we prove the main theorem 9.6.
9.1. Lemma. Let L = k(α) be a finite extension of k. Let τLk (α) : K
MW
1 (L) →
KMW1 (k) be the geometrical transfer defined in [10, 3.2] Then τ
L
k (α)[α] = 〈(−1)[L:k]+1〉[N(α)].
Proof. Consider a part of the long exact sequence given by [10, Theorem 2.24]
KMW2 (k(t))
⊕∂P(P )→ ⊕PKMW1 (k[t]/P ). Let p be the minimal monic polynomial for α.
Then [p(t)][t]+〈−1〉[t][p(0)] is the preimage of [α] under this map. Let n = [L : k] =
deg(p) Then by definition we have τLk (α)([α]) = −∂−1/t∞ ([p(t)][t] + 〈−1〉[t][p(0)]) =
−〈−1〉[(−1)n] + 〈−1〉[p(0)] = 〈(−1)n+1〉[p(0)(−1)n] = 〈(−1)n+1〉[N(α)]. 
We will use the notation of [10, Definition 3.26] and for an extension L = k(α)
let ω0(α) = p
′(α) where p is the minimal polynomial of α and p′ is its derivative.
9.2. Lemma. Let L be a finite extension of k, [L : k] = l is a prime number and k
has no field extensions of degree prime to l. Then KMW1 (L) is generated as abelian
group by GW (L) ·KMW1 (k) +A where A = {〈±ω0(a)〉[a] | a ∈ L×}
Proof. Consider Ψ1 : K
MW
1 (L)→ H0(ZF (∆•L,G∧1m )). It is injective since Φ1 ◦Ψ1 =
id. Take a ∈ L×. If a /∈ k, then L = k(a). Let p ∈ k[t] be the minimal monic
polynomial for a. Since k has no prime-to-l extensions, all roots of p′(x) lie in k.
Then p′(x) = xd(x−α1) . . . (x−αm) where m+d = l−1. Let α = α1 · . . . ·αm ∈ k×.
Note that 〈x〉[x] = (η[x]+1)[x] = η[x][x]+ [x] [10, Lemma 2.7]= η[x][−1]+ [x] = 〈−1〉[x]
and 〈x − 1〉[x] = 〈−1〉[x]. Then we get that 〈(aα)d(aα − 1)m〉[aα] equals [aα] or
〈−1〉[aα] depending on parity of d and m
Then Ψ1(〈(aα)d(aα−1)m〉[aα]) = [xd(x−1)m(x−aα)] 2.6= [p′(x)(x−a)]. Finally
note that for c = ((Gm)L \ {aα}, p′(x)(x − a)) we have [p′(x)(x − a)] = [p′(a)(x −
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a)] + c. By Lemma 5.5 we have that c lies in the image of Ψ1 and since all roots of
p′ lie in k we have that c ∈ Ψ1(GW (L)KMW1 (k)).
Since Ψ1 is injective, we get 〈±1〉[aα] = 〈p′(a)〉[aα] + Φ1(c). Thus 〈±1〉([a] +
〈a〉[α]) = 〈p′(a)〉[a] + 〈p′(a)a〉[α] + Φ1(c). Since Φ1 ∈ GW (L)KMW1 (k). So we
expressed 〈±1〉[a] as a sum of elements in A and GW (L) ·KMW1 (k). 
9.3. Lemma. Suppose F/k is a finite field extension. Then F ⊗k F =
∐
Fi for
some fields Fi. Then the following diagram commutes in Milnor-Witt K-theory:
∐
KMW∗ (Fi)
∑
i Tr
Fi
F // KMW∗ (F )
KMW∗ (F )
diag
OO
TrFk // KMW∗ (k)
OO
(∗)
Proof. Since F/k is separable, for every monic irreducible p1 ∈ k[t] and monic
irreducible p ∈ F [t] such that the point (p) ∈ A1F lies over (p1) ∈ A1k (we will write
p|p1 in this case) we have that the residue p1/p is invertible in the field F [t]/(p).
Then by [10, Axiom B3] the following diagram commutes:
KMW∗ (F ) K
MW
∗+1 (F (t))
−∂−1/t∞oo
⊕∂p
(p)// ⊕pKMW∗ (F [t]/p)
KMW∗ (k)
j
OO
KMW∗+1 (k(t))
−∂−1/t∞oo
⊕∂p1
(p1)//
j
OO
⊕p1KMW∗ (F [t]/p1)
∑
p|p1
〈p1/p〉·j
OO
where j denotes the pullback map for the field extension. Now take a generator α of
F over k and p its minimal polynomial. This gives embedding SpecF → A1k. Taking
the fiber product with A1F → A1k we get an embedding
∐
SpecFi = SpecF ⊗k F →
A1F . This gives a choice of generators αi of Fi. Let pi be the monic irreducible
polynomials for αi. This implies the commutative diagram for geometric transfers:
KMW∗ (F )
∐
KMW∗ (Fi)
∑
τ
Fi
F (αi)oo
KMW∗ (k)
j
OO
KMW∗ (F )
τFk (α)oo
∑
i〈p/pi〉·j
OO
Since p/pi = p
′(αi)/(p′i(αi)) the latter diagram implies the commutativity of the
diagram with canonical transfers (∗). 
So it is sufficient to check that the map Ψ is surjective. We will need the following
analogue of [9, Lemma 5.11]:
9.4.Lemma. Let L/k be a finite field extension. There is a transfer map TrLk : K
MW
n (L)→
KMWn (k) given by [10, Definition 3.26] and [10, Theorem 3.27]. Then the diagram
commutes:
KMWn (L)
ΨL //
TrLk

H0(ZF (∆
•
L,G
∧n
m ))
trL/k

KMWn (k)
Ψ // H0(ZF (∆•k,G
∧n
m ))
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Proof. We use the same strategy as [9, Lemma 5.11].
First, consider the case when L : k = l is prime and k has no extensions of
degree prime to l. Then by [10, Lemma 2.25] we have that KMWn (L) is generated
by the elements of the form ηm[a1] . . . [an+m] where a2, . . . , an+m ∈ k×. Then,
the projection formulas for TrLk and trL/k imply that it is sufficient to check the
commutativity of the diagram for n = 0, 1. The case n = 0 is given by 7.10.
For the case n = 1 note that for any a ∈ L× with minimal polynomial p over k
we have trL/k(Ψ1(〈p′(a)〉[a])) = trL/k(〈p′(a)〉[x−a]) 8.6= 〈(N(a)−1)l−1〉[x−N(a)] =
〈(−1)l−1〉〈(1−N(a))l−1〉[x−N(a)] 8.14= 〈(−1)l−1〉[x−N(a)] = Ψ1(〈(−1)l−1〉[N(a)]) 9.1=
Ψ1(τ
L
k (a)([a])) = Ψ1(Tr
L
k (〈p′(a)〉[a])).
For any a ∈ L× and b ∈ k× we have trL/k(Ψ1(〈a〉[b])) = trL/k(〈a〉[x − b]) 3.8=
trL/k(〈a〉)[x − b] 7.10= Ψ1(TrLk (〈a〉)[b]). Then the diagram commutes by 9.2.
In the general case we use the standard reduction. Let L′ be the maximal prime-
to-l field extension of k. Denote H0(ZF (∆
•
L,G
∧n
m )) by H
n(L). Then for any x in
the kernel of Hn(k)→ Hn(L′) we have thatmǫx = 0 for somem prime to l by 7.11.
Let t = trL/k(Ψ(a)) − Ψ(TrLk (a)). Then tL′ = 0 by the previous case, so mǫt = 0
for some m prime to l. Then since (mǫ, lǫ) = 1 in GW (k), it is sufficient to check
that tL = 0. Note that L ⊗k L =
∐
Li where Li are field extensions of L with
[Li : L] < [L : k]. The two diagrams commute:
KMWn (L) //
TrLk

⊕KMWn (Li)
∑
Tr
Li
L

Hn(L) //
trL/k

⊕Hn(Li)
∑
trLi/L

KMWn (k) // K
MW
n (L) H
n(k) // Hn(L)
The left diagram commutes by 9.3 To show the commutativity of the right diagram
check that cL/k ◦ prk =
∑
i prL ◦ cLi/L in H0(ZF (∆•L, SpecL)). Choose a generator
α of L. Then cL/k ◦prk = (L⊗kA1L, (x−α)◦prA1L , prL) = (
∐
A1Li
,
∐
x−αi, prL) =∑
i prL ◦ cLi/L, where αi are the generators of Li given by the pullback of the
diagram
SpecL
α→ A1k ← A1L.
By induction on [L : k], the diagram commutes for all extensions Li/L, so we
have
tL =
∑
i
trLi/L(Ψ(a))−Ψ(TrLiL (a)) = 0.
So tL is zero, then t = 0, so the diagram is commutative. 
9.5. Proposition. The map Ψ: KMW∗ (k)→ H0(ZF (∆•k,G∧∗m )) is surjective.
Proof. By lemma 5.2 the group H0(ZF (∆
•
k,G
∧n
m )) is generated by the correspon-
dences of the form c = (A1L, µ(x−λ), f(Z)◦prL) where L = k(λ) and f(Z) ∈ Gnm(L).
Take a correspondence c′ ∈ Fr(L,Gnm) represented by the data c′ = (A1L, µ(x −
λ), f(Z) ◦ prL). Then trL/k(c′) is given by the data (A2L, µ(x − λ), x2 − λ, f(Z) ◦
prL)
2.7∼ (A1L, µ(x− λ), f(Z) ◦ prL) = c.
Lemma 5.5 implies that c′ is equivalent to a standard correspondence, thus c′
lies in the image of ΨL : K
MW
n (L) → H0(ZF (∆•L,G∧nm )). Then by Lemma 9.4
c = trL/k(c
′) lies in the image of Ψ. 
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This immediately implies the main theorem:
9.6.Theorem. The maps Φ and Ψ are mutually inverse ring isomorphisms between
KMW∗>0 (k) and H0(ZF (∆
•
k,G
∧∗
m ))
Proof. By Lemma 6.3 and construction on Ψ we have that Φ◦Ψ = idKMW (k). Since
Ψ is surjective by 9.5, this implies that Ψ and Φ are mutually inverse isomorphisms
of groups. By its construction, Ψ is a ring homomorphism, so Φ is also a ring
homomorphism. 
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