This article deals with estimating an extension of the well-known stressstrength reliability in nonparametric setup. By means of Monte Carlo simulations, the proposed estimator is compared with its parametric analogs in the case of exponential distribution. The results show that the estimator could be highly efficient in many situations considered.
Introduction
In the reliability literature, the stress-strength term refers to a component with random strength Y which is subjected to random stress X. The component functions if the strength exceeds the stress applied, while it fails otherwise. Thus, θ = P (X < Y ) is a measure of component reliability.
The estimation of θ has been extensively investigated in the literature when X and Y are independent variables belonging to the same univariate family of distributions. An exhaustive account of this topic is given by [4] .
Suppose Y 1 , . . . , Y n are random strength of n components which are subjected to random stresses X 1 , . . . , X m . It is further assumed that X i 's and Y j 's are independent with density functions f and g, respectively. A generalized reliability measure can be defined as (1.1) θ r,s = P (X r:m < Y s:n ), where X r:m (Y s:n ) is the rth (sth) order statistic of X 1 , . . . , X m (Y 1 , . . . , Y n ). The standard stress-strength reliability θ is obtained when m = n = 1. Some other especial cases are listed below:
• r = 1 and s = 1: minimum strength component is subjected to minimum stress component.
• r = 1 and s = n: maximum strength component is subjected to minimum stress component.
• r = m and s = 1: minimum strength component is subjected to maximum stress component.
• r = m and s = n: maximum strength component is subjected to maximum stress component. [7] considered estimation of θ r,s when f (x) = α exp{−αx}, x > 0, and g(y) = β exp{−βy}, y > 0. This will be referred to as model I. Under this setup, it can be shown that
Mathematical form of the exponential distribution allows one to derive maximum likelihood estimator (MLE), uniformly minimum variance unbiased estimator (UMVUE) and Bayesian estimator of θ r,s . For example, MLE is given by
where
Even in this case the estimators have complicated form and their variances are computed numerically. The reader is referred to [7] for details. There are similar concerns about the Bayesian estimator. So we do not consider it in the sequel. As mentioned before, the above developments are possible owing to the tractable mathematical form of the exponential distribution. This is not an easy job for many other distributions. Moreover, estimation in parametric settings is sensitive to violation of distributional assumptions. In this work, nonparametric estimation of θ r,s in an especial case is studied. We consider the situation that X r:m are Y s:n are extreme order statistics, i.e. r = 1, m and s = 1, n. This setup is particularly important from practical point of view. For example, information about θ m,1 and θ m,n are vital for planning a reliability experiment.
Section 2 reviews the design under which we study nonparametric estimation of θ r,s . The estimator is presented in Section 3. Section 4 contains results of Monte Carlo simulations conducted to compare our estimator with its parametric competitors in the case of exponential distribution. We conclude the paper with a summary in Section 5.
Sampling designs
Ranked set sampling (RSS), introduced by [6] , is a technique designed for situations where the sampling units are difficult or expensive to measure, but can be easily ordered by some means without actual quantification. Inference procedures based on RSS are often superior to their counterpart based on simple random sampling (SRS), given a fixed sample size. Although McIntyre's work was motivated by the problem of estimating the average yields from plots of cropland, RSS has also been applied in areas such as environmental science, reliability and medicine.
[1] provides a review of nonparametric RSS methodology. For a book-length treatment of RSS and its applications, see [2] .
To implement basic RSS scheme, a set size k and a number of cycles t are specified at first. Select k random samples of size k from the target population. The units within each sample are (judgment) ranked with respect to the variable of interest without making any formal quantification. The ranking can be done based on expert opinion, concomitant variable, or a combination of them. From the ith (i = 1, . . . , k) sample, actual measurement is made from the unit with ith smallest rank. This forms a cycle of RSS which yields k measured units. The cycle may be repeated t times to obtain tk units.
There is a connection between RSS and reliability theory. In each cycle of RSS, the ith (i = 1, . . . , k) observation, measured from the ith sample, may be viewed as the lifetime of a (k − i + 1)-out-of-k system consisting of k components. Recall that a -out-of-k system functions if at least ( = 1, . . . , k) of its components are working (see [5] ). Two recent papers in the context of reliability estimation from exponential populations based on RSS are [9] and [3] .
Many authors have introduced extensions of RSS to construct improved estimators of different population attributes. Extreme ranked set sampling (ERSS) is one such a design proposed by [8] . In the ERSS, one only identifies extreme order statistics, and thereby errors in ranking process are reduced.
The ERSS procedure in a single cycle can be summarized as follows. First, draw k random samples of size k from the target population. The units within each sample are ranked with respect to the variable of interest. If the set size k is even, select the smallest unit from k/2 samples, and the largest unit from the other k/2 samples, for actual measurement. If the set size is odd, select the smallest unit from (k − 1)/2 samples, the largest unit from the other (k − 1)/2 samples, and the median of the last sample, for actual measurement. In the next section, we build on ERSS to construct an efficient estimator of (1.1).
Proposed estimator
Let θ r,s be defined as in (1.1), r = 1, m and s = 1, n. Nonparametric estimation of θ r,s based on SRS involves drawing M samples of size m from f , and N samples of size n from g. From each sample of size m(n), one measures rth (sth) order statistic. The natural estimator is given bŷ
where X i r:m (Y j s:n ) is the rth (sth) order statistic from the ith (jth) sample of size m(n). In doing so, a total of mM + nN measurements are made which could be too large for an accurate estimation. The situation will deteriorate if measurement is costly.
The above argument led us to resort to RSS. Particularly, we employ a modification of ERSS in which the first/last order statistic is quantified from any sub-sample of size k. Suppose X It is worth noting that the above mentioned variation of ERSS allows to draw m (n) independent copies of X We close this section by a result concerning distributional properties of the proposed estimator. Let F r (G s ) be the distribution function of X 
The result then follows from (3.2) and unbiasedness ofθ 
Numerical results
This section reports results of simulation studies carried out to compare the performance ofθ ERSS r,s withθ r,s andθ r,s . To this end, for some configurations of the involved parameters, values of θ r,s in (1.2) were computed that appear in Table  1 . For each combination of (m, n) and (r, s), four choices of β were used which are marked with asterisks. The parameter α was always set to unity.
The efficiency ofθ ERSS r,s relative to the parametric rivals, defined as ratio of the corresponding mean squared errors (MSEs), were estimated based on 5,000 replications. Also, biases of the three estimators were computed. The results are given in Tables 2 and 3 . In each case, the three entries show bias ofθ r,s orθ r,s , bias ofθ ERSS r,s , and the relative efficiency (RE), respectively. For convenience, the REs are given in bold. The values of β are not reported as they can be read from Table 1 .
It is observed thatθ
has less absolute bias thanθ r,s andθ r,s . Also, there are few cases that MLE or UMVUE is more efficient than the new estimator. Most of the RE values are in the range (1, 6) confirming that the nonparametric estimator could be highly efficient in some cases.
To assess robustness properties of the parametric estimators, a partial simulation study was conducted. To do so, we assume X has exponential distribution with mean 1/α, and Y has Weibull distribution with shape parameter γ, and scale parameter β. That is f (x) = α exp{−αx}, x > 0, and g(y) = γβ γ y γ−1 exp{−(βy) γ }, y > 0. It is to be noted that model I corresponds to the case γ = 1.
Again, for some configurations of the involved parameters, values of θ r,s in (4.1) were computed which are given in Table 4 . The choices of (m, n), (r, s), α and β are nearly as in Table 1 . We only set γ = 2 to deviate from model I. Now, biases and MSEs forθ r,s andθ r,s were estimated based on 5,000 replications. Tables 5  and 6 show the results. In each case, the four entries are two biases, and then two MSEs. To facilitate comparisons, the biases and MSEs under model I are given in bold. With few exceptions, the absolute biases, and MSEs of both estimators increase under model II, as expected. The amount of increase will be more pronounced if the departure from model I is not so mild. This supports the use of nonparametric estimator whenever possible.
Computer codes used to compareθ ERSS r,s withθ r,s are given in the appendix. They can be easily modified for comparing the suggested estimator andθ r,s .
Conclusion
This article attends to estimation of a reliability measure which extends the usual stress-strength reliability. Estimating this index in parametric settings is generally a difficult task. Moreover, the resulting estimators are prone to violation of distributional assumptions. Therefore, a nonparametric approach merits investigation. Toward this end, we employ a variation of a sampling design which often leads to improved inference procedures as compared with the usual SRS scheme. The aforesaid design called RSS combines measurement with judgment ranking information for statistical inference purpose. Monte Carlo simulations are conducted to compare the proposed estimator with its parametric rivals in the case of exponential distribution. The results confirm preference of the estimator in many situations considered. 
