Based on a simple proof of the classical Gauss-Lucas theorem from [5, Theorem 4.4.1] and an inequality from [2] , we give an improvement of this theorem by showing that all the nontrivial roots of the derivative of a polynomial lie in a smaller convex polygon than predicted by the Gauss-Lucas theorem. In fact, our result is closely related to the following consideration of J. L. Walsh. In [12, §3.4 ] J. L. Walsh wrote: "A deleted neighborhood of an arbitrary zero of p(z) can be assigned which is known to contain no critical point of p(z). Since no critical point other than a multiple zero of p(z) can lie on the boundary of the Lucas polygon (assumed non-degenerate), it follows that no critical point lies in a certain strip inside the polygon and bounded by a side of the polygon and by a line parallel to that side. We proceed to make this conclusion more precise under certain conditions: [...]" However, Walsh's results as described in [12] improve the Lucas polygon only along sides spanned by two roots of the same multiplicity and not containing any other root in the interior. Also, the formulas and calculations required in order to practically compute his improvement seem prohibitive.
A significant improvement of the Gauss-Lucas theorem was achieved by D. Dimitrov in [3] . The regions that are guaranteed to contain all the nontrivial critical points of a polynomial p in [3] are given as intersections of certain unions of circles. The main difference between the results in [3] and our result is that the regions in [3] are not easy to visualize, they are not convex and there is no guarantee that these regions are strictly contained in the Gauss-Lucas polygon. In fact, a calculation of the regions studied in [3, Corollary 1] shows that in none of the cases studied in Example 3 below are these regions strictly included in the corresponding contracted Gauss-Lucas polygons constructed in this note. Therefore, the best prediction for the location of the nontrivial critical points of a polynomial is obtained as the intersection of the regions from [3] and our contracted Gauss-Lucas polygon.
BRANKOĆURGUS AND VANIA MASCIONI
What we set out to do in this paper (see Theorem 2) is to furnish a much easier procedure that allows us to give a simple specific description of "a certain strip" from Walsh's quote for any polynomial p with at least two distinct roots, and this strip actually applies to the entire boundary of the Lucas polygon.
For a historic account on the Lucas theorem see [6, Section 2] . For applications of the Lucas theorem in different settings see [1, 4, 7, 8, 9, 10, 11, 13] .
We consider complex polynomials. By z we denote the complex conjugate of z ∈ C and D(u, r) denotes a closed disk in C with radius r > 0 and center u ∈ C. Proof. Let ζ be a nontrivial root of p ; that is, let p (ζ) = 0 and p(ζ) = 0. Let w 1 , . . . , w k be all the (distinct) roots of p with multiplicities m 1 , . . . , m k , respectively. It is no restriction to assume that p is of the form
Taking the derivative of (1) and dividing by p(z) = 0 we get
Substituting ζ in (2) and using the fact that 0 = 0 we obtain
where we put
Thus, (4) shows that ζ is in the convex hull of the roots of p and the theorem is proved.
Next we define the quantities that we will need to formulate and prove an improvement of the Gauss-Lucas theorem. Let p be a polynomial of degree n, n ≥ 2, and assume that p has at least two distinct roots. Let Z(p) denote the set of all roots of p. Define
In [2, Theorem 4] we proved the following inequalities:
where m w is the multiplicity of w ∈ Z(p). We will also need the following elementary estimate:
To see this, let w ∈ Z(p) and ζ ∈ Z(p ), ζ = w, be such that |w − ζ| = T (p). If is the line passing through ζ and perpendicular to the segment wζ, then Lucas' theorem implies that some v ∈ Z(p) exists in the half-plane bounded by and not containing w. Since v does not lie inside the disk D(v, τ (p)), it follows that
and so (8) follows. Using (8) and (6) now gives Proof. Since the contraction centered at w b with the contraction coefficient 1 − δ is an affine bijective transformation of the complex plane, it maps the Lucas polygon of p onto the convex hull of the points
To prove that this smaller polygon contains all the roots of p , we give detailed estimates for the coefficients c j and d j , j = 1, . . . , k, from the proof of the GaussLucas theorem. Put ω(p) = ω and Ω(p) = Ω. By the definitions and with ζ and d j as in (4) and (5), we have (for every j = 1, . . . , k)
Since by (9) ,
the equality (10) implies
It follows from (11) and the definition of d j in (5) (or (10)) that
and k µ=1 δ µ = δ < 1. Also, for an arbitrary j ∈ {1, . . . , k} we have
By (4), (12) and (13) all the nontrivial roots of p lie in the convex region
Denote by R v the convex hull of the points
that is,
To prove that R w = R v we will establish a one-to-one correspondence between the simplices
This will be accomplished by solving the system As = t where
The matrix A is invertible with the inverse
Therefore, the entries of s = A −1 t for t ∈ S w are (14)
The equalities in (14) imply that A −1 maps the simplex S w into the simplex S v . Conversely, calculating the components of t = As for s ∈ S v we get Figures 1 through 6 show the original Lucas polygon, the shrunken Lucas polygon and the "Swiss" cheese-like region that contains the roots of the derivative as described in Theorem 2 of the polynomials given in the captions. The roots of the polynomials are marked by small black disks and the nontrivial roots of the derivatives are marked by small circles. More details for each figure are given below. However, the "Swiss-cheese" part of the theorem in this case gives something substantially better than the previous calculations, since shaving off the circles D(0, 1/n) and D(1, 1/n) from [0, 1] leaves us with the interval [1/n, 1 − 1/n], which is of course better (and optimal, since 1 − 1/n ∈ Z(p )).
