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Abstract—This paper suggests that the appropriate combination of
a stability-oriented and a performance-oriented control technique is a
promising way to implement advanced control schemes in power systems.
The particular approach considered combines control Lyapunov functions
(CLF) and reinforcement learning. The capabilities of the resulting con-
troller are illustrated on a control problem involving a thyristor-controlled
series capacitor (TCSC) device for damping oscillations in a four-machine
power system.
Index Terms—Control Lyapunov functions, power system stability con-
trol, reinforcement learning.
I. INTRODUCTION
The concept of control Lyapunov functions (CLF) provides a pow-
erful tool for studying stabilization problems [1]. Most nonlinear con-
trol design methods based on CLF provide strong guarantees of sta-
bility but do not directly address important issues of control perfor-
mances.
Reinforcement Learning (RL) emerges as an attractive learning par-
adigm that offers a panel of methods that allow controllers to learn a
goal-oriented control law from interactions with a system or its simu-
lation model [2], [3] but do not provide stability guarantees when em-
ployed online.
In principle, a feedback control system should try to optimize some
mix of stability and performance [4], [5], and this paper suggests a
combination of RL and CLF as a way to implement an advanced con-
trol scheme for the system stability control. Results of controlling a
thyristor-controlled series capacitor (TCSC) to damp power system os-
cillations are presented.
II. RL AND CLF: A SHORT DESCRIPTION
RL is a general algorithmic approach to solve stochastic optimal con-
trol problems by trial and error. Dynamic programming is the under-
lying formal framework [2]. An RL agent (controller) interacts with its
environment (system) as follows [2], [3]: At each discrete time step,
the agent receives (through measurements) st, which is a representa-
tion of the system state, and the agent selects an action ut from the
set of actions available in the state. As a consequence of taking the
action, the agent receives (through measurements) a numerical reward
rt = r(st; ut) that the agent tries to maximize (minimize) over time.
In the usual setting, the discounted sum of rewards 1
t=0
tr(st; ut)
is to be maximized. A model-based RL method, known as prioritized
sweeping [2], is used here.
In the concept of CLF, for a nonlinear system _x = f(x; u), one se-
lects a Lyapunov function candidate V (x) and ﬁnds a stabilizing feed-
back control law u(x) that renders _V (x) negative deﬁnite. In short, the
CLF approach, assuming a V (x) has been found, allows the search for
stabilizing inputs. The results from [6] on application of a CLF concept
to control a TCSC device are largely followed.
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Fig. 1. Conceptual diagram of the proposed control.
III. PROPOSED CONTROL SCHEME
The learning by trial and error is not justiﬁed when one intends to
apply it online and when the primary concern is the system stability. In
this case, the “exploration-stability” tradeoff is to be resolved. On the
other hand, in the CLF concept, assuming a Lyapunov function candi-
date has been found, there are many control laws that render its deriva-
tive negative deﬁnite, and the problem is to choose the most appropriate
one. This paper introduces a control scheme that tries to make use of
the advantages of the two control techniques and, at the same time,
to overcome the mentioned difﬁculties in applying them alone (assure
safe learning in online mode by limiting available control actions to be
stabilizing ones and, at the same time, to improve over stabilizing con-
trols by the minimizing prespeciﬁed cost).
The idea is to employ a RLmethod (in online mode) in order to com-
pute an approximation of the optimal sequence comprising basic con-
trol laws derived from the concept of CLF (for stability guarantees of
the sequence of stabilizing control laws, see [7]), as illustrated in Fig. 1.
For the particular case considered, each individual control law is derived
as a stabilizing continuous control law that renders a common (global)
Lyapunov function candidate decreasing. The aim of having the active
control signal as an input to each of the control laws is to assure a “jump-
less” switch from one control law to another. Furthermore, the control
scheme as a whole is assumed to rely on strictly locally measurable in-
formation. Although only the combination of the RL and CLF concept
is considered in this short note, the proposed control scheme is not lim-
ited to these control techniques. Any control with stability guarantees
can be combined with the RL and any heuristic search technique can be
combined with the CLF control in a similar way.
IV. TEST RESULTS
To illustrate the capabilities of the proposed control scheme to con-
trol a TCSC aimed to improve damping of power system oscillations, a
four-machine power system model, as described in [8], is used. For the
simulation purposes, four linear, continuous with “hard” limits, basic
control laws [6]
u = Xref = F (Vlm _Vlm) = k  (Vlm _Vlm) (1)
0885-8950/$20.00 © 2005 IEEE
526 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 20, NO. 1, FEBRUARY 2005
Fig. 2. Controlled system response. (a) = 5 0 (dotted), = 8 0 (dashed), after 300 learning scenarios (solid). (b) Control efforts. (c) Sequence of .
are used. Vlm is the locally inferred magnitude of the voltage
drop across the line l-m, where the TCSC is installed [6] and
Xref([ 61:57; 0] 
) is the FACTS reactance reference. _Vlm can be
inferred based upon tracking of Vlm. The values of the parameter
considered are k = (5:0; 6:0; 7:0; 8:0) (as in [6]). In this setting, the
sequence of parameter k is to be learned.
The active power ﬂow through the line l-m is chosen as the measure-
ment. A pseudo state (due to partial observability), used inside the RL
algorithm, is deﬁned from the history of the measurements and actions
taken
st = (Pet; Pet 1; Pet 2; kt 1; kt 2): (2)
The aim of the control is to maximize damping of the electrical





  c  ut (3)
where Pe represents an online estimate of the steady-state value of the







which is a moving average over the last 1200  50 ms = 60 s, and
parameter c penalizes the value of the control.
The system becomes unstable through growing interarea oscillations
of about 0.72 Hzwhen subjected to the 100-ms three-phase self-cleared
short circuit on one of the two lines. The learning period is partitioned
into different scenarios. Each scenario starts with the power system
being at rest and is such that at 1 s, the short circuit occurs. The sim-
ulation then proceeds in the post-fault conﬁguration until t is greater
than 60 s. The electrical power transmitted in the line is discretized in
100 values within interval [ 250; 250]MW, and parameters are set to
 = 0:98 and c = 0:5. The controlled system responses when sub-
jected to the fault with the TCSC controlled by CLF-based control for
k = 5:0 and k = 8:0 are given in Fig. 2(a) (in terms of a relative
generator speed). In the same ﬁgure, the response of the system being
controlled by the proposed control scheme after 300 learning scenarios
is presented. Note that the proposed control scheme improves the oscil-
lations damping in initial as well as subsequent swings, and the settling
time is quite smaller than in the case of standard CLF-based controls.
The “jumpless” nonexcessive control law is achieved [see Fig. 2(b)].
The sequence of the values of k is illustrated in Fig. 2(c).
V. CONCLUSION
The initial results of our research efforts in combining stability-ori-
ented and performance-oriented control techniques to solve power
system control problems are presented in this paper. It is demonstrated
by the combination of the RL algorithm and the concept of the CLF
applied to the problem of power system oscillations damping.
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