Backcalculation is a technique that was originally developed for the study of HIV incidence. Here we introduce some variants of the estimation technique that allow for (i) correlation of the unobserved disease incidence counts, and (ii) the use of a smoothing step as part of the maximizing step in the EM algorithm to reduce instability due to small diagnosis counts. Both of these issues can be important in the analysis of small "epidemics." In addition, identification of correlation between diagnosis counts provides indirect evidence of correlation among unobserved incidence counts, hinting at the possibility of an infectious agent. We illustrate the ideas by reconstructing an incidence intensity function for the onset of multiple sclerosis, using data from the Faroe Islands. Previously, this data had been examined statistically, by Joseph, Wolfson & Wolfson (1990) , to address the issue of infectiousness of multiple sclerosis. We argue that the incidence function cannot directly shed light on the enigmatic origin of multiple sclerosis in the Faroe Islands during World War II, and, in particular, cannot discriminate between hypotheses of an infectious or environmental agent.
Introduction: Backcalculation of the Incidence Intensity Function
Backcalculation, widely used to reconstruct HIV infection patterns (Brookmeyer & Gail, 1988; Bacchetti, Segal & Jewell, 1993) , is used here to estimate an incidence intensity for smaller "epidemics". The method uses an assumed known distribution for the incubation period in a given population to deduce incidence counts that must have occurred in the past to give rise to the observed pattern of diagnoses over time. See Brookmeyer & Gail (1994) for a detailed account of backcalculation in the context of AIDS. Recent applications of backcalculation to study Bovine Spongiform Encephalopathy (BSE) and hepatitis C epidemics can be found in Donnelly et al. (2003) and Deuffic et al. (1999) , respectively.
In the study of HIV, backcalculation usually addressed substantial AIDS incidence counts for populations over wide geographical areas so that correlation between HIV incidence counts from one time period to another was often ignored, despite the infectious nature of the epidemic at the individual level. Here we are motivated by applications to smaller epidemics where correlation may be more substantial and have a significant impact on inference procedures. In part, our interest was motivated by published data on multiple sclerosis incidence in the Faroe Islands during and after World War II. This data has been widely discussed and critiqued and we cannot do justice to the debate on its validity and value in shedding light on the nature of the disease (although we cite several relevant articles in §2 for the interested reader). Here we focus on some simple modifications to the standard backcalculation toolbox that are particularly useful in the study of smaller "epidemics". However, the methods cannot determine the nature of disease origination, in particular whether a disease is specifically caused by an infectious or environmental agent. Nevertheless, the study and accommodation of correlation of incidence counts, the role of covariates, and the comparison of rigid parametric and more flexible nonparametric models, all quantify aspects of this debate that are of considerable interest.
Basic Idea of Backcalculation
We briefly describe the convolution equation that forms the basis of backcalculation. Suppose that, (i) in a certain interval of chronological time with endpoints T j−1 and T j , there are y j diagnoses of a disease in a given population; (ii) disease incidence occurs in time according to an arrival process with intensity function θ(·) ; that is, the expected total incidence count by time s is given by s −∞ θ(u)du; and (iii) the incubation distribution is F (·), i.e. F (t) is the probability that diagnosis occurs within t time units after incidence. Since time of diagnosis is the sum of time of incidence and the incubation period, the expected number of diagnoses occurring in [T j−1 , T j ] is given by
with F (t) = 0 for t ≤ 0 . The time −∞ can be replaced by the time marking the beginning of the epidemic; from this point on, we will use the time origin, s = 0 , to denote this point in time. Note that (1) assumes that the incubation distribution is stationary over chronological time-see Bacchetti, Segal & Jewell (1993) for a discussion of allowance for non-stationary incubation in the study of HIV incidence. We note that the deconvolution equation (1) is a Volterra equation of the first kind and is also a special case of a Fredholm integral equation: such equations have been much studied in the mathematical and statistical literature as they have application to a broad array of scientific problems.
If diagnosis counts, (y 1 , . . . , y n ) , are available for a series of n (nonoverlapping) intervals, then we have a vector of observations to analyze, with the expectation of each component satisfying the appropriate version of (1). The basic idea of backcalculation is to exploit an assumed incubation distribution, F , together with the observed (y 1 , . . . , y n ) to estimate θ through deconvolution. In §1.2, we assume a Poisson arrival process as the basis for inference on the incidence curve and residual analysis. In §1.3, we use a quasilikelihood approach to address possible over-dispersion effects. In §1.4 we consider estimation of flexible models for the intensity function θ(·) , using a variant of the EM algorithm in likelihood maximization. Finally, in §1.5 we briefly discuss incorporation of individual covariate information.
Likelihood Approach
Assume that incident cases arise according to a non-homogeneous Poisson process so that (i) the number of new infections I s in year s follows a Poisson distribution with parameter θ s , and (ii) the numbers of incident cases in different years are independent. We consider all cases diagnosed by some year n , i.e. y t = # diagnosed in year t, 1 ≤ t ≤ n , and we wish to estimate θ using known D st = pr{diagnosed in year t | incidence in year s }. The numbers D st reflect information on the incubation distribution F . The assumption concerning incidence implies that the y t are independent Poisson, yielding the likelihood
Estimation of θ can be approached by assuming a parametric form, say, log(θ i ) = a + bi , followed by maximization of this likelihood, assuming D st is known for relevant values of s and t. Alternatively, when less structure is imposed on the θ i 's, nonparametric techniques can be used for incidence curve estimation (Bacchetti, Segal & Jewell, 1993 
Quasi Likelihood Approach
Standardized residuals reflect informally the fit of an assumed model. In some cases, such residuals may show evidence of correlation. In principle, this may reflect correlation in the incidence or diagnosis process, or both. However, the likelihood (2) assumed that incident cases arose according to a non-homogeneous Poisson process; that is, the number of infections in different years are independent. This assumption also implies independence in the diagnosis process as used in the likelihood formulation of §1.2. We now present an alternative approach which allows a more general covariance structure for the diagnosis process.
Let Y and I represent the vectors for y t and I s , the diagnosis and infection counts. Let x st denote the number of cases who were infected in year s and diagnosed in year t, and x sn+1 the number infected in year s and not diagnosed by year n;
, where D in+1 is the probability that a case infected in year i is not diagnosed by year n. Therefore,
with i ∧ j = min(i, j), and the matrix D has elements D ij .
From the above equation, it is apparent that correlation in the incidence process introduces a complex correlation structure in the diagnosis process, although independence among the elements of I implies independence in elements of Y . For this reason, although it would be appealing to model dependence in the incidence process from a biological point of view, it is more practical to focus the data analysis on modeling covariance in the diagnosis process. This is particularly true for small data sets where at most one or a few degrees of freedom may be available to accommodate correlation parameters. This strategy is also advantageous in that it allows for correlation in the observed diagnoses counts that may arise from other sources. In §1.3.1, we account for correlation in diagnosis counts in estimation of the incidence intensity.
Linear model formulation
The discrete version of the backcalculation equation (1), with a log-linear incidence curve θ, can also be formulated as a linear model (Lawless & Sun, 1992 ) Y = Dθ + where log(θ i ) = a + bi and E( i ) = 0. Assume, for example, the following correlation structure for the "residuals" of the diagnosis counts
We now use a 2-step iterative algorithm to minimize the generalized least
over the parameters, a and b, in θ.
Step 1: Assuming ρ is known, findâ andb that minimize the generalized least squares function; ; estimateρ by the autocorrelation of the standardized residuals.
Step 3: Iterate steps 1 and 2 until convergence.
Alternative models for the incidence curve and/or correlation structure can be handled similarly.
The ES Variant of the EM algorithm
To examine the shape of the infection curve, θ, with less structural assumptions, we consider fitting a nonparametric smooth incidence curve using the Expectation-Smoothing (ES) algorithm (see Lu, 1995) . The algorithm is a variant of the popular EM algorithm (Dempster, Laird & Rubin, 1977) which uses a nonparametric smoothing technique at the M step instead of a parametric fit for the complete data. For the Poisson model of §1.2 and likelihood function (2), the E-step is reduced to calculation of the expected complete data:
and, up to a constant, the complete data log likelihood is
with I i = j x ij , and x ij = # infected at year i and diagnosed at year j. In the ES algorithm, a generalized additive model (Hastie & Tibshirani, 1990) , is fitted to the complete data with a nonparametric link function of log(θ i ) = S(i), where S is a smooth function incorporating a pre-determined amount of smoothness-as reflected by a bandwidth choice for the smoothing kernel. We now provide further details of the ES algorithm and consider some of its theoretical properties in the Appendix.
In general, the Expectation-Smoothing algorithm iteratively estimates an unknown function given a number of indirect observations. The method replaces the M-step in the EM algorithm (Dempster et al, 1977 ) with a smoothing or local-scoring step (Hastie & Tibshirani, 1990) . Under the framework of the EM algorithm, the term "indirect" observation, or incomplete data, imply the existence of two sample spaces Y and X and a many-to-one mapping x(y) from X to Y. The observed data y are a realization from Y. The data of interest x in X are not observed directly, but only indirectly through y. We postulate a family of sampling densities f(x|φ) for x, indexed by a parameter φ, and derive the corresponding family of sampling densities for y by the following equation
The log likelihood of the observed data is
Further, we assume that the expectation of x, denoted by µ, is linked to a certain predictor z via h(µ) = φ and φ = ρ(z). Given the observed data y, the ES algorithm is aimed at recovering the regression curve φ(·), nonparametrically, with the only condition that φ(·) is a smooth function.
For simplicity, in the following we provide a brief description of the ES algorithm in the case where the complete data x follow a regular exponential family density and its expectation, denoted by µ, is canonically linked to z. Generalizations beyond this setting can be similarly made as for the EM algorithm. So let
After choosing a starting estimate φ 0 , the ES algorithm consists of the following iterative steps:
(a) E-step: Estimate the complete data x by finding
where y is the observed data, and i = 1, . . . , n.
(b) S-step: Determine φ 1 via the following local-scoring procedure: for the i th observation, construct an adjusted dependent variable
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Fit a weighted smooth function of z i to u i , to obtain the estimated function ρ 1 , predictor φ 1 , and fitted values µ 1 . Compute the convergence criterion
for an appropriate norm. We then repeat this S-step replacing φ 0 by φ 0 until ∆(φ 1 , φ 0 ) is below an appropriate threshold.
Inclusion of Covariate Information
In some examples, individual covariate information may be available for factors thought to influence incidence. We briefly consider incorporation of covariates by illustration in the simple case where, say, age and sex are the variables of interest, using the method of Becker & Marschner (1993) . This is of interest because different sex and age groups may possess varying disease susceptibility, and the use of such information might improve the precision of an estimated incidence curve. Assume that infections occurring in each age and sex category again follow a Poisson process and are independent from each other. Let y jtk = # diagnosed at time t, of age j and sex k.
The convolution equation that relates the expected diagnosis counts to the number of incident cases and the incubation distribution is now expressed as follows:
where {ν j−t+i,i,k } give age/sex specific incidence rates. We return to assuming a parametric form for these rates:
with θ j−t+i,i,k = 0 otherwise. We can now jointly estimate the parameters a, b, c and d, the latter three reflecting the effects on incidence of time, age, and sex, respectively. The likelihood can again be written as: 
where ν jtk and θ jtk are given by (6) and (7), respectively. These ideas can readily be extended to allow for additional covariates, and a less parametric relationship between incidence and time and/or the factors under study. Further, correlation between diagnosis counts can also be incorporated using the quasi likelihood approach of §1.3. Joseph, Wolfson & Wolfson (1990) discuss the controversial hypothesis that the disease multiple sclerosis (MS) is infectious, drawing attention to the argument of Kurtzke & Hyllested (1986) As background, it is important to note that the causes of MS remain elusive. The evidence for the role of genetic factors is strong, and somewhat less so regarding the roles of environmental or infectious agents. See Dyment, Ebers & Sadovnick (2002) for a review of the genetics of MS. Further, review of familial data strongly argues against the possibility of infectious transmission of MS. The latter point is also supported by a recent comprehensive case-control study of MS in Scotland (Rothwell & Charlton, 1998) .
Application to Faroe Islands Data on Multiple Sclerosis Incidence
The Faroe Islands MS data has been heavily scrutinized with several questions raised as to its accuracy. Detailed concerns have been discussed by Poser, Hibbard & Benedikz (1988) , , Benedikz, Magnusson & Guomundsson (1994) , and Hibberd (1994) amongst others. We do not further address data questions here but throughout this section, we assume for illustration, the accuracy of this data both in terms of inclusion and exclusion of cases. With this mind, we recognize that any interpretation of the statistical analysis must at best be speculative given these issues. Joseph, Wolfson & Wolfson (1990) assumed that (i) counts of (unobserved) MS incidence occur according to a (non-homogenous) Poisson process with an intensity function θ(t); (ii) incubation periods, from incidence to disease onset, follow a known distribution function F ; and (iii) θ(t) ≡ 0 for t < 0, where this origin is set to be the year 1941. They then use a clever argument to develop a one-sided test of the null hypothesis that θ(t) is constant for t ≥ 0 against the alternative hypothesis that θ(t) is increasing, based on a similar hypothesis test on the intensity function of the observed process of disease onset. Their subsequent analysis indicate that the data do not provide any evidence of an increasing intensity function θ(·). The authors conclude that "the increase in the observed onset rate of MS on the Faroe Islands following the arrival of the British troops in 1941 is not necessarily indicative of an infectious agent. The data are compatible with the introduction of some non-infectious cause" (p.344).
In our view, models for infectious diseases do not require that the infection intensity necessarily increases, although epidemics with decreasing intensity will necessarily disappear and therefore attract little attention. We here use the Faroe Islands data to provide estimates of the incidence intensity, and show that there is strong evidence that it is decreasing after 1941. In addition, we consider the effects of the covariates, sex and age, on the incidence intensity.
Log-linear Incidence
In absence of data supporting an appropriate incubation distribution for MS, Joseph, Wolfson & Wolfson (1990) chose the χ 2 and standard Weibull distributions (with scale parameter of 1) because of their contrasting shapes. Following their lead, we use the χ 2 distribution with 6 and 10 degrees of freedom, standard Weibull distributions with shape parameters of 0.333, 0.295, and 0.257 (corresponding to means of 6, 10, and 20 years, respectively), and finally, an exponential distribution with mean 5 years. This provides incubation distributions with constant, increasing and decreasing hazard functions.
The results from fitting a log-linear parametric model for the incidence intensity function, θ, to the data given in Joseph, Wolfson & Wolfson (1990) are summarized in Table 1. For each choice of incubation distribution, the incidence slope parameter, b, is significantly smaller than zero, suggesting that incidence is systematically decreasing. The estimated mean incidence curve, mean diagnosis curve and standardized residuals are shown in Figures 1-2 for two representative models from Table 1. Figure 1 is based on an incubation distribution given by the χ 2 distribution with 6 degrees of freedom. Very similar plots arise from the other four models in Table 1 with approximately the same deviance although the standardized residuals under exponential and standard Weibull incubation distributions are more centered around zero than those from the two χ 2 distributions. On the other hand, a less successful fit is illustrated in Figure 2 , reflecting a χ 2 distribution with 10 degrees of freedom. Although the incubation distribution and the mean incidence curve are not jointly identifiable in a fully nonparametric setting, the deviance for this model indicates that the combination of this particular incubation assumption with a log-linear incidence model fails to provide a satisfactory fit to the data, at least in comparison with other plausible alternatives. While definitive application of backcalculation requires accurate knowledge of the incubation distribution (see Bacchetti, Segal & Jewell, 1993) , the analysis here is hindered by such knowledge in the case of MS, primarily because there is little known about the timing of its onset. It is comforting that qualitative-and to some extent, quantitative-inference about the shape of the incidence intensity function is robust to the choices of incubation distribution. Nevertheless, the limited possibilities studied in Table 1 would need to be extended in a more complete sensitivity analysis to provide a more definitive picture. 
Correlation and Quasi-Likelihood Fits
There is some evidence of correlation in the standardized residuals from either the parametric fit of Figure 1 or the less parametric models later illustrated in Figures 3-4 (although less apparent in Figure 3 ). For example, the autocorrelation of the standardized residuals for a Weibull (20) incubation distribution and log-linear incidence curve (Table 1) Table 2 .
Residuals are now calculated as = (Γ −1 ) T r, where
In comparison with Table 1 , the estimates of b shrink somewhat to zero while the estimated variances ofb increase substantially, thereby considerably reducing the test statistics for the null hypothesis b = 0. Figure 5 illustrates the estimated incidence curve,θ, and associated standardized residuals for the log-linear model with a χ 2 incubation distribution with 6 degrees of freedom, analogous to Figure 1 that is based on independent incidence counts. Note that incorporation of a simple correlation structure for diagnosis counts makes little difference to the estimated incidence curve, whereas standardized residuals now appear to exhibit less correlation.
Incidence Curve Estimation Using the ES Algorithm
For illustration, we show the results of the ES algorithm of §1.4 using an assumed standard Weibull incubation distribution with mean 20 years. Figures  3-4 show the results of fits arising from two extreme choices of bandwidth. Figure 3 with a low bandwidth-reflecting an assumption of a relatively "bumpy" incidence curve-provides a much better fit than the parametric model; however, there is a real danger of overfitting the small amount of data with this flexible a model for incidence. We return to further interpretation of this estimate in §3. Figure 4 uses a large bandwidth and essentially reproduces the results of the parametric model since the smoothing algorithm tends to a log-linear model as the bandwidth goes to infinity. Figure 3 now hints at the possibility of increasing incidence in the first 5 years followed by declining incidence as seen in Figure 4. 
The Influence of Age and Sex on Incidence
Using the method of Becker & Marschner (1993) In these results the scale for both time and age is in years, and sex is coded as 1 for females and 0 for males. The deviance analysis for various sub-models is shown in Table 3 . The likelihood ratio tests for the age and time effects are significant. It appears that the incidence of MS decreases with age, an observation that is relevant to the discussion of Kurtzke & Hyllestad (1986) that MS incidence risk may be related to pubertal status. There is no apparent difference in incidence rates by sex. Finally, after adjustment for these two covariates, the estimated (parametric) decline in incidence rate with chronological time persists.
Discussion
We have presented some simple backcalculation analysis of a small data set on MS diagnoses. As described, we can allow for correlation in diagnosis counts and the effects of simple covariates that vary in time in a deterministic fashion. It should be stressed that uncertainty regarding the incubation distribution is known to be a primary source of variability in resulting incidence rate estimates (Rosenberg, Gail & Carroll, 1992; Bacchetti, Segal & Jewell, 1993) and that this is not accounted for in variability estimates shown here. In contrast to AIDS where seroconversion is a good surrogate for infection, there are no solid data on incubation for MS due to lack of understanding about the unobserved onset of the disease. It is therefore necessary to consider a wide variety of candidate incubation distributions to determine consistent properties of an incidence intensity function. Further, we have arbitrarily chosen 1941 to be the earliest "starting point" of possible incidence of MS, corresponding to the arrivals of British troops, an assumption that also interacts with an assumed incubation distribution. Additional sensitivity analysis would possibly shed some light of the robustness of fitted models to these assumptions.
The advantage of backcalculation is its reconstruction of an incidence pro-cess over time. For the data set studied, incidence rates appear to generally decline each year after 1941 so that it is to be expected that any test of a constant incidence rate against an increasing alternative, as performed by Joseph, Wolfson & Wolfson (1990) , will not yield a significant test statistic.
The more flexible smooth nonparametric approach of §1.4 and §2.2 is intriguing although the reliability of interpretation is open to question due to the small amount of data. With a low bandwidth (Figure 3 ) one observes three "waves" of "epidemics" in the incidence curve, corroborating the postulations of Kurtzke & Hyllestad (1986) . This provides the most intriguing support for an infectious agent particularly in light of the differing ages associated with these waves. Kurtzke & Hyllestad (1986) divided observed cases into three groups by time of diagnosis (see the mean diagnosis curve in Figure  3 ) and informally characterized these groups by their common age at diagnosis. Namely, early cases were post-pubertal in 1943, the next group reached 11 years of age somewhere in 1941-1951 with the most recent cases reaching 11 in the interval 1949-1963. They conjectured that "MS occurred as three separate and decreasing epidemics beginning in 1943 and ending in 1973....We conclude that "MS" is a widespread, systematic, specific infectious disease." A value of the backcalculation approach is that the three "peaks" are more clearly visible and interpretable in the incidence curve than in either the diagnosis counts or mean diagnosis curve. Note that, in our parametric model, the association of the "waves" with age could be investigated through study of an age-time interaction term in a model of the kind used in §3; however, even a simple analysis of this kind is difficult to support with the few data points available. One can further argue that correlation effects in incidence counts lends additional support to an infectiousness hypothesis, although as we have indicated it is essentially impossible to model such effects directly using only diagnosis counts. In addition correlation in incidence counts could arise from other sources including surveillance effects. The limited amount of data leaves us in a position of speculation rather than confirmation. We also re-emphasize that these speculations are introduced for illustration and depend crucially on the accuracy of the diagnoses data used. As previously indicated, there is no compelling evidence elsewhere of an infectious agent for MS. We note that the possibility of an environmental agent remains open even in light of strong evidence of a genetic pre-disposition to MS, in part because of the possibility of gene-environment interactions.
The ES algorithm described here can potentially used in a wide variety of ill-posed inverse problems. In Lu (1995) another application to HIV research-estimation of HIV infectivity from partner study data-is described and illustrated.
APPENDIX: FURTHER RESULTS ON THE ES ALGORITHM.
The term "local scoring" is used by Hastie & Tibshirani (1990) to reflect the fact that the Fisher scoring update is computed using a local estimate of the score. The S-step in the local scoring procedure can be summarized as the following (weighted) smoothing step:
where u = (u 1 , . . . , u n ), and S is the smoothing operator. Hastie & Tibshirani (1990) discussed the convergence property of this local-scoring step.
Convergence of the ES loop can be demonstrated using the same approach as Dempster et al (1977) , and the rate of convergence can also be determined with similar arguments to Dempster et al (1977) and Green (1990) . 
the difference of the unconditional and conditional expectation of the sufficient statistics. When the ES algorithm converges to a limit φ 1 = φ 0 =φ, we have, from (4)- (5) and (9) 
The right hand side of (10) is the derivative of the log likelihood. Hence the limiting point of the ES algorithm is a stationary point of a penalized likelihood. We state this result as the following theorem. Figure 1 (a) MS diagnosis counts (+) and estimated mean diagnosis curve based on a log-linear incidence model and a χ 2 incubation distribution with 6 degrees of freedom.
LIST OF FIGURES
(b) Standardized residuals from fitted diagnoses counts.
(c) Estimated log-linear mean incidence curve. (c) Estimated nonparametric mean incidence curve.
