One-dimensional Kronig-Penney superlattices at the LaAlO$_3$/SrTiO$_3$
  interface by Briggeman, Megan et al.
One-dimensional Kronig-Penney superlattices at the
LaAlO3/SrTiO3 interface
Megan Briggeman1,2, Hyungwoo Lee3, Jung-Woo Lee3, Kitae Eom3, Franc¸ois Damanet2,4, Elliott
Mansfield2,4, Jianan Li1,2, Mengchen Huang1,2, Andrew J. Daley2,4, Chang-Beom Eom3, Patrick
Irvin1,2, and Jeremy Levy1,2,*
1Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh, PA 15260, USA
2Pittsburgh Quantum Institute, Pittsburgh, PA 15260, USA
3Department of Materials Science and Engineering, University of Wisconsin-Madison, Madison, WI 53706, USA
4Department of Physics and SUPA, University of Strathclyde, Glasgow G4 0NG, United Kingdom
*corresponding author jlevy@pitt.edu
ABSTRACT
The paradigm of electrons interacting with a periodic lattice potential is central to solid-state physics [1]. Semiconductor
heterostructures [2, 3, 4] and ultracold neutral atomic lattices [5, 6, 7] capture many of the essential properties of 1D electronic
systems. However, fully one-dimensional superlattices are highly challenging to fabricate in the solid state due to the inherently
small length scales involved. Conductive atomic-force microscope (c-AFM) lithography has recently been demonstrated to create
ballistic few-mode electron waveguides with highly quantized conductance and strongly attractive electron-electron interactions
[8]. Here we show that artificial Kronig-Penney-like superlattice potentials can be imposed on such waveguides, introducing a
new superlattice spacing that can be made comparable to the mean separation between electrons. The imposed superlattice
potential “fractures” the electronic subbands into a manifold of new subbands with magnetically-tunable fractional conductance
(in units of e 2/h ). The lowest G =2e 2/h plateau, associated with ballistic transport of spin-singlet electron pairs [8], is stable
against de-pairing up to the highest magnetic fields explored (|B |=16 T). A 1D model of the system suggests that an engineered
spin-orbit interaction in the superlattice contributes to the enhanced pairing observed in the devices. These findings represent an
important advance in the ability to design new families of quantum materials with emergent properties, and mark a milestone in
the development of a solid-state 1D quantum simulation platform.
Introduction
Quantum theory provides a unified framework for understanding the fundamental properties of matter.
However, there are many quantum systems whose behavior is not well understood because the relevant
equations are are not able to be solved using known approaches. The idea of “quantum simulation”, first
articulated by Feynman [9], aims to exploit the quantum-mechanical properties of materials to compute the
properties of interest and gain insight into the quantum nature of matter. There are two main “flavors” of
quantum simulation: one based upon the known efficiency of circuit-based quantum computers to solve the
Schrödinger equation, and the other based on microscopic control over quantum systems to emulate a given
Hamiltonian. The former approach is limited by the capabilities of present-day quantum computers. The latter
approach has shown great promise using a variety of methods including ultracold atoms [5, 10, 11], spin systems
from ion trap arrays [12, 13, 14], superconducting Josephson junction arrays [15, 16, 17] photonic systems
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[18, 19, 20], and various solid-state approaches [2, 3, 4, 21, 22]. Platforms capable of quantum simulation of
Hubbard models would be of enormous value in condensed matter physics and beyond.
Complex oxides offer new opportunities to create a platform for quantum simulation in a solid-state
environment. Their complexity gives access to important quantum phases of matter, such as superconductivity,
where the model Hamiltonians (e.g., 2D Hubbard model) are challenging to understand theoretically, while
their nanoscale reconfigurability makes it possible to engineer new forms of quantum matter with extreme
nanoscale precision [23, 24].
Here we present experiments which constitute a first step towards developing a solid-state quantum
simulation platform based on a reconfigurable complex-oxide material system. Using conductive atomic force
microscope (c-AFM) lithography, we create Kronig-Penney-like [25] 1D superlattice structures by spatially
modulating the potential of a 1D electron waveguide device at the LaAlO3/SrTiO3 interface. Two main effects
are found. The superlattice modulation introduces new fractional conductance features that are believed to be
the combined result of enhanced electron-electron interactions and the new periodic structure. The potential
modulation also significantly enhances the stability of spin-singlet pair transport. The unique combination of
strongly attractive electron-electron interactions, combined with the engineered properties demonstrated here,
hold promise for the development of new families of quantum materials with programmable characteristics.
C-AFM lithography has been used to create a variety of devices at the LaAlO3/SrTiO3 interface [26]. A
conductive AFM tip, moving in contact with the LaAlO3 surface and positively-biased with respect to the
LaAlO3/SrTiO3 interface, locally creates (“writes”) conducting regions at the interface (Figure 1(A)), while a
negatively biased tip locally restores (“erases”) the interface to an insulating state. The mechanism behind the
writing (erasing) is the local (de)protonation of the LaAlO3 surface [27, 28]. The protons on the surface create a
confining potential which defines the conducting regions at the interface. This technique achieves nanoscale
control, with precision as high as 2 nm, over the conductivity of the LaAlO3/SrTiO3 interface and most of its
properties.
The work described here concerns LaAlO3/SrTiO3 electron waveguide devices [8] that have been perturbed
by a spatially periodic potential, similar to the one first envisioned by Kronig and Penney [25]. Unperturbed
waveguides exhibit highly quantized ballistic transport with conductance steps at or near integer values
of the conductance quantum e 2/h . The subband structure of LaAlO3/SrTiO3 electron waveguides can be
described by a waveguide model which takes into account vertical, lateral, and spin degrees of freedom [8].
Representative orbitals for electron waveguides, subject to parabolic lateral confinement and half-parabolic
vertical confinement, are shown in Figure 1(B), where |m ,n ,s 〉 is a state specified by quantum numbers m ,
n , and s that correspond to the number of lateral (m) and vertical (n) nodes of the wavefunction, and the
spin s . The complete set of states form a basis for describing extended states along the waveguide direction x .
The periodic modulation of the waveguide may couple different vertical modes (for example those highlighed
in black in Figure 1) with the ground state |0,0,↑〉. Due to attractive electron-electron interactions, subband
energy minima can “lock" together to form electron pairs [8] that also propagate ballistically. Pairing in electron
waveguides arises from the same electron-electron interactions that give rise to superconductivity [29]. In
some cases, more exotic locking of subbands can occur, e.g., the Pascal conductance plateaus which indicate
the binding of n ≥2 electron states [30]. The presence of strong, tunable electron-electron interactions makes
these electron waveguide devices an interesting starting point for engineering 1D quantum systems.
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Results
1D superlattice devices are created by first writing a conductive nanowire with a constant positive voltage
applied to the AFM tip (Vtip ∼ 10 V). The same path is re-traced along the same direction while applying a
sinusoidally varying tip voltage Vtip(x ) =V0+Vk sin(k x ), to produce a spatially periodic potential modulation.
A short unpatterned waveguide is written in series next to the superlattice, which helps to control the chemical
potential in the device structure [8]. Four-terminal magnetotransport measurements are carried out in a
dilution refrigerator at or near its base temperature T =25 mK. Figure 2A shows the transconductance dG /dVsg
as a function of out-of-plane magnetic field B and side-gate voltage Vsg for Device A. The transconductance
map provides a visual indication of the subband structure. Purple regions, where the transconductance is
nearly zero, represent conductance plateaus. Bright colored (red/yellow/green/blue) regions signify increases
in conductance that generally correspond to the emergence of new subbands. White regions indicate negative
transconductance, resulting from an overshoot in conductance. The transconductance is generally found to
be highly symmetric with respect to the applied magnetic field. By comparison, Figure 2B shows a calculated
transconductance map for a single-particle model of a straight, unmodulated electron waveguide. The non-
interacting waveguide model includes the geometry of a typical electron waveguide device as well as vertical,
lateral, and spin degrees of freedom, and is described in more detail elsewhere [8]. The experimental data for
the superlattice shows an overall resemblance to the waveguide model, except that the subbands are “fractured”
into a manifold of new states with fractional conductances. Figure 2C shows a series of conductance curves
versus Vsg for a sequence of out-of-plane magnetic fields B , ranging between 0 T (leftmost) to 16 T (rightmost).
Curves are offset by ∆Vsg ∼ 7.5 mV/T for clarity and curves at 1 T intervals are highlighted in black. At low
magnetic fields (|B | ≈2 T), a plateau at around 1.8 e 2/h develops before bifurcating into two distinct plateaus,
one of which decreases in value, while the other increases towards a nearly quantized value of 1.99 e 2/h . The
onset of the two plateaus can be seen clearly in the transconductance (Figure 2A) as a minigap that appears in
the lowest subband.
In addition to the plateau at 2 e 2/h , many other subband features are readily seen at higher conductance
values. Some of the subbands that make up this additional manifold of states are shown in more detail in
Figure 3. Conductance curves (Figure 3C-E) at several parameter values. Corresponding colored boxed, as a
guide to the eye, indicate where they exist within the transconductance map (Figure 3A) and the full range
of conductance curves (Figure 3B). In Figures 3B and C there are several conductance plateaus visible. The
conductance increases between these plateaus correspond to new subbands, the so-called “fractured” states,
becoming available in the transconductance map. These appear to be fractional subbands as the increase
in conductance between the plateaus are fractions of the conductance quanta e 2/h . Figure 3D shows the
fractional conductance feature occuring below the 2 e 2/h plateau in more detail. The feature first appears in the
form of a conductance peak then bifurcates forming the ∼2 e 2/h plateau, and a lower fractional conductance
feature that evolves with magnetic field.
Data for a second superlattice device, shown in (Figure S1), yields qualitatively similar behavior. The overall
subband structure resembles the subband structure of an electron waveguide device with no superlattice
patterning, but the subbands are, like with Device A, “fractured” into additional manifolds with fractional
conductance plateaus. Device B also shares the prominent highly quantized conductance plateau at 2 e 2/h .
Finite-bias spectroscopy for 1D superlattice device A (Figure 4) reveals a characteristic diamond structure
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in the transconductance. This feature is associated with clean ballistic transport [31, 32] and is due to unevenly
populated subbands at large finite biases which give rise to half-plateaus. The diamond visible in the transcon-
ductance corresponds to a fractional conductance feature below the 2 e 2/h plateau at around 0.5 e 2/h at
zero-bias and about half that value at finite-bias. The presence of this characteristic diamond structure rules
out the likelihood that the fractional features are due to reduced transmission in the channel.
Control devices, straight unmodulated waveguides, discussed in more detail elsewhere [8, 30]), do not show
fractional conductances. Although not shown here, the behavior of such “control” devices consists mainly of
conductance plateaus that are quantized in integer values of e 2/h , i.e., lacking in the fractionalized subbands
observed here.
Discussion
Fractional conductances in 1D transport have been reported in a variety of systems, and the phenomenon
generally arises when there are strong electron-electron interactions The fractional quantum Hall state [33] is
perhaps the best known and investigated example. The "0.7 anomaly" [34] in quantum point contacts [35, 36]
has been extensively investigated REF. While electron-electron interactions are believed to play a central role
in the formation of the conductance plateau observed at 0.7× (2e 2/h ) [37]. Fractional conductances have
been observed in several 1D quantum wire systems such as strained Ge-based hole quantum wires [38] and
GaAs-based quantum wires [39].
Shavit et al have considered a theoretical framework[40, 41] in which fractional conductances arise in multi-
channel 1D quantum wires due to high order scattering processes. These processes necessarily require strong
repulsive electron-electron interactions. The electron-electron interactions enable momentum-conserving
back-scattering processes in the nanowires which lead to fractional conductance states. This theory predicts a
robust plateau at 1.8e 2/h , which is due to a coordinated scattering process that explicitly breaks time reversal
symmetry. Our observation of a stable conductance plateau near 1.8e 2/h near B =2 T is consistent with this
prediction.
A defining characteristic of the LaAlO3/SrTiO3 system is the prevalence of strong attractive electron-
electron interactions [8, 29, 30, 42]. Both vertical superlattice devices show signs of (weak) superconductivity
at B =0 T. Empirically, unperturbed electron waveguides (which possess attractive interactions) do not exhibit
fractional conductance plateaus. Devices at the LaAlO3/SrTiO3 interface exhibit electron pairing without
superconductivity [8, 29]. In electron waveguides, this interaction causes electron subband energy minima
to lock together, either near zero magnetic field or at re-entrant values, resulting in conductance steps of
2 e 2/h . The superlattice modulation of the electron waveguides is empirically linked to enhanced electron
pairing fields. The effect is significant: superlattice devices have pairing fields of BP >16 T. Control devices
written in the same area of the sample generally show smaller pairing fields BP ∼10 T [8]. The enhanced pairing
strength appears to be a consequence of the potential modulation, although the physical mechanism is unclear.
Superlattices formed by lateral modulation do not show an enhanced pairing field [43].
Another effect that is correlated with the vertical modulation is a spin-orbit like effect in the device.
The lowest subband in device A (seen in the transconductance map in Figure 2B) bends upward at zero
magnetic field, so that the minima of the lowest subband are at a finite magnetic field. This may be due to
the engineering of a spin-orbit field, and is not usually observed in quasi-1D electron waveguide devices at
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the LaAlO3/SrTiO3 interface. As the electrons travel through the device with momentum ~k =k xˆ the periodic
vertical modulation will create an effective electric field ~Eeff(x ) =E0sin(k x )zˆ which will yield an effective spin-
orbit field ~BSO∝ ~k× ~Eeff in the yˆ direction. This could result in a coupling between the spin-up and spin-down
particles which may be the mechanism for enhancing the pairing field in these devices.
We present below a minimal model for the pairing of the two first orbitals |0,0,↓〉 and |0,0,↑〉 that supports
this interpretation, as it predicts an enhanced pairing of these orbitals in the presence of a spin-orbit coupling.
Our theory is based on a 1D model with an additional simple spin-orbit coupling term of the formHSO =αSOkσy ,
with no spatial dependence of the spin-orbit coupling strength αSO to simplify the calculations. In the mean-
field approximation, our Hamiltonian in momentum space reads
H =
∑
k
Hk =
∑
k

(ξ↑k +Σ↑)c †↑k c↑k +(ξ↓k +Σ↓)c
†
↓k c↓k +∆(c
†
↑k c
†
↓−k −c↑k c↓−k )+iαSOk (c †↑k c↓k −c †↓k c↑k )

, (1)
where ξσk (σ=↓,↑) are the single-particle energies of the states |0,0,↓〉⊗|k 〉 and |0,0,↑〉⊗|k 〉, and whereΣσ and
∆ are respectively the Hartree shifts and the pairing order parameter defined as
Σσ =
U
2pi
∫
〈c †σ¯k cσ¯k 〉dk , ∆= U2pi
∫
〈c↓−k c↑k 〉dk , (2)
whereU is the electron-electron interaction. The mean-fields are found self-consistently, and indicate the
presence of electrons and paired electrons in the waveguide. Calculating∆ and other single-particle correlation
functions (see supplemental information) determines phase diagrams for different values of αSO andU . Our
results are shown in Figure 5. An enhanced pairing area, defined as the region of non-zero∆, is obtained for
increasingαSO. This minimal model (which could be extended to position-dependent potentials and spin-orbit
coupling) thus supports the idea that a spin-orbit coupling engineered by the experimental setup increases
the pairing of the two lowest subbands |0,0,↓〉 and |0,0,↑〉 into a singlet state, yielding a first conductance step
of 2e 2/h . Future experiments applying an in-plane magnetic field could test this theory. A similar effect is
seem in lateral 1D superlattice devices [43].
The ability to create new superlattice structures, and modulate interactions in 1D systems, opens new
frontiers in the development of quantum matter. The systems created here focus on low-dimensional confined
structures, which are challenging to create using other methods. The regular superlattice structure can be
replaced with quastiperiodic order, artificially imposed disorder, topological defects, or combined with lateral
perturbations, to name just a few possibilities. Unlike the Kronig-Penney description, electron-electron
interactions play a defining role in the resulting quantum phases, and future discoveries of emergent phases in
this family of 1D systems are highly likely.
Methods
3.4 unit cell (u.c.) LaAlO3/SrTiO3 samples were grown using pulsed laser deposition (PLD) (described in more
detail elsewhere [44]). Electrical contact was made to the interface by ion milling through the interface and
backfilling with Ti/Au. C-AFM writing was performed by applying a voltage bias between the AFM tip and
the interface, with a 1 GΩ resistor in series. Writing was performed in 30-40% relative humidity using an
Asylum MFP3D AFM. Written samples were then transferred into a dilution refrigerator and cooled to a base
5/14
temperature of ∼ 25 mK. 4-terminal measurements were performed using standard lockin techniques at a
frequency of 11 Hz with an oscillation amplitude of 1 mV. 4-terminal I-V curves were performed by applying a
DC source-drain bias across the device.
References
1. F. Bloch, Zeitschrift für Physik 52, 555 (1929).
2. T. Byrnes, N. Y. Kim, K. Kusudo, and Y. Yamamoto, Physical Review B 78 (2008), 10.1103/phys-
revb.78.075320.
3. A. Singha, M. Gibertini, B. Karmakar, S. Yuan, M. Polini, G. Vignale, M. I. Katsnelson, A. Pinczuk, L. N.
Pfeiffer, K. W. West, and V. Pellegrini, Science 332, 1176 (2011).
4. M. R. Slot, T. S. Gardenier, P. H. Jacobse, G. C. P. van Miert, S. N. Kempkes, S. J. M. Zevenhuizen, C. M. Smith,
D. Vanmaekelbergh, and I. Swart, Nature Physics 13, 672 (2017).
5. D. Jaksch and P. Zoller, Annals of Physics 315, 52 (2005).
6. T. Kinoshita, T. Wenger, and D. S. Weiss, Science 305, 1125 (2004).
7. M. Lebrat, P. Grišins, D. Husmann, S. Häusler, L. Corman, T. Giamarchi, J.-P. Brantut, and T. Esslinger, Phys.
Rev. X 8, 011053 (2018).
8. A. Annadi, G. Cheng, H. Lee, J.-W. Lee, S. Lu, A. Tylan-Tyler, M. Briggeman, M. Tomczyk, M. Huang,
D. Pekker, C.-B. Eom, P. Irvin, and J. Levy, Nano Letters 18, 4473 (2018).
9. R. P. Feynman, International Journal of Theoretical Physics 21, 467 (1982).
10. A. Mazurenko, C. Chiu, G. Ji, M. Parsons, M. Kanász-Nagy, R. Schmidt, F. Grusdt, E. Demler, D. Greif, and
M. Greiner, Nature 545, 462 (2017).
11. J.-y. Choi, S. Hild, J. Zeiher, P. Schauß, A. Rubio-Abadal, T. Yefsah, V. Khemani, D. A. Huse, I. Bloch, and
C. Gross, Science 352, 1547 (2016).
12. D. Porras and J. I. Cirac, Physical Review Letters 92 (2004), 10.1103/physrevlett.92.207901.
13. J. G. Bohnet, B. C. Sawyer, J. W. Britton, M. L. Wall, A. M. Rey, M. Foss-Feig, and J. J. Bollinger, Science 352,
1297 (2016).
14. T. Brydges, A. Elben, P. Jurcevic, B. Vermersch, C. Maier, B. P. Lanyon, P. Zoller, R. Blatt, and C. F. Roos,
Science 364, 260 (2019).
15. A. A. Houck, H. E. Türeci, and J. Koch, Nature Physics 8, 292 (2012).
16. A. Chiesa, P. Santini, D. Gerace, J. Raftery, A. A. Houck, and S. Carretta, Scientific Reports 5 (2015),
10.1038/srep16036.
6/14
17. M. Fitzpatrick, N. M. Sundaresan, A. C. Li, J. Koch, and A. A. Houck, Physical Review X 7 (2017),
10.1103/physrevx.7.011016.
18. A. Politi, J. C. F. Matthews, and J. L. O’Brien, Science 325, 1221 (2009).
19. A. Peruzzo, M. Lobino, J. C. F. Matthews, N. Matsuda, A. Politi, K. Poulios, X.-Q. Zhou, Y. Lahini, N. Ismail,
K. Worhoff, Y. Bromberg, Y. Silberberg, M. G. Thompson, and J. L. OBrien, Science 329, 1500 (2010).
20. J. C. F. Matthews, K. Poulios, J. D. A. Meinecke, A. Politi, A. Peruzzo, N. Ismail, K. Wörhoff, M. G. Thompson,
and J. L. O’Brien, Scientific Reports 3 (2013), 10.1038/srep01539.
21. R. Drost, T. Ojanen, A. Harju, and P. Liljeroth, Nature Physics 13, 668 (2017).
22. S. N. Kempkes, M. R. Slot, J. J. van den Broeke, P. Capiod, W. A. Benalcazar, D. Vanmaekelbergh, D. Bercioux,
I. Swart, and C. M. Smith, Nature Materials (2019), 10.1038/s41563-019-0483-4.
23. C. Cen, S. Thiel, G. Hammerl, C. W. Schneider, K. E. Andersen, C. S. Hellberg, J. Mannhart, and J. Levy,
Nature Materials 7, 298 (2008).
24. C. Cen, S. Thiel, J. Mannhart, and J. Levy, Science 323, 1026 (2009).
25. R. D. L. Kronig and W. G. Penney, Proceedings of the Royal Society A: Mathematical, Physical and Engineer-
ing Sciences 130, 499 (1931).
26. Y.-Y. Pai, A. Tylan-Tyler, P. Irvin, and J. Levy, Reports on Progress in Physics 81, 036503 (2018).
27. F. Bi, D. F. Bogorin, C. Cen, C. W. Bark, J.-W. Park, C.-B. Eom, and J. Levy, Applied Physics Letters 97, 173110
(2010).
28. K. A. Brown, S. He, D. J. Eichelsdoerfer, M. Huang, I. Levy, H. Lee, S. Ryu, P. Irvin, J. Mendez-Arroyo, C.-B.
Eom, C. A. Mirkin, and J. Levy, Nature Communications 7, 10681 (2016).
29. G. Cheng, M. Tomczyk, S. Lu, J. P. Veazey, M. Huang, P. Irvin, S. Ryu, H. Lee, C.-B. Eom, C. S. Hellberg, and
J. Levy, Nature 521, 196 (2015).
30. M. Briggeman, M. Tomczyk, B. Tian, H. Lee, J.-W. Lee, Y. He, A. Tylan-Tyler, M. Huang, C.-B. Eom, D. Pekker,
R. S. K. Mong, P. Irvin, and J. Levy, (2019), http://arxiv.org/abs/1909.05698v1 .
31. L. I. Glazman and A. V. Khaetskii, Europhysics Letters (EPL) 9, 263 (1989).
32. N. K. Patel, L. Martin-Moreno, M. Pepper, R. Newbury, J. E. F. Frost, D. A. Ritchie, G. A. C. Jones, J. T. M. B.
Janssen, J. Singleton, and J. A. A. J. Perenboom, Journal of Physics: Condensed Matter 2, 7247 (1990).
33. D. C. Tsui, H. L. Stormer, and A. C. Gossard, Physical Review Letters 48, 1559 (1982).
34. K. J. Thomas, J. T. Nicholls, M. Y. Simmons, M. Pepper, D. R. Mace, and D. A. Ritchie, Physical Review
Letters 77, 135 (1996).
7/14
35. B. J. van Wees, H. van Houten, C. W. J. Beenakker, J. G. Williamson, L. P. Kouwenhoven, D. van der Marel,
and C. T. Foxon, Physical Review Letters 60, 848 (1988).
36. D. A. Wharam, T. J. Thornton, R. Newbury, M. Pepper, H. Ahmed, J. E. F. Frost, D. G. Hasko, D. C. Peacock,
D. A. Ritchie, and G. A. C. Jones, Journal of Physics C: Solid State Physics 21, L209 (1988).
37. F. Bauer, J. Heyder, E. Schubert, D. Borowsky, D. Taubert, B. Bruognolo, D. Schuh, W. Wegscheider, J. von
Delft, and S. Ludwig, Nature 501, 73 (2013).
38. Y. Gul, S. N. Holmes, M. Myronov, S. Kumar, and M. Pepper, Journal of Physics: Condensed Matter 30,
09LT01 (2018).
39. S. Kumar, M. Pepper, S. Holmes, H. Montagu, Y. Gul, D. Ritchie, and I. Farrer, Physical Review Letters 122
(2019), 10.1103/physrevlett.122.086803.
40. Y. Oreg, E. Sela, and A. Stern, Physical Review B 89 (2014), 10.1103/physrevb.89.115402.
41. G. Shavit and Y. Oreg, Physical Review Letters 123 (2019), 10.1103/physrevlett.123.036803.
42. G. Cheng, M. Tomczyk, A. B. Tacla, H. Lee, S. Lu, J. P. Veazey, M. Huang, P. Irvin, S. Ryu, C.-B. Eom, A. Daley,
D. Pekker, and J. Levy, Physical Review X 6 (2016), 10.1103/physrevx.6.041042.
43. M. Briggeman, J. Li, M. Huang, H. Lee, J. Lee, C.-B. Eom, P. Irvin, and J. Levy, In preperation (2020).
44. G. Cheng, P. F. Siles, F. Bi, C. Cen, D. F. Bogorin, C. W. Bark, C. M. Folkman, J.-W. Park, C.-B. Eom, G. Medeiros-
Ribeiro, and J. Levy, Nature Nanotechnology 6, 343 (2011).
Acknowledgements
JL acknowledges support from a Vannevar Bush Faculty Fellowship, (N00014-15-1-2847) and the National
Science Foundation (PHY-1913034). Work at the University of Wisconsin was supported by funding from
the DOE Office of Basic Energy Sciences under award number DE-FG02-06ER46327 (C.B.E). F. D. and A. J. D.
acknowledge support from the EPSRC Programme Grant DesOEQ (EP/P009565/1) and the AFOSR (FA9550-18-
1-0064).
Author contributions statement
M.B., P.I., and J. Levy conducted the experiments. F.D., E.M., and A.J.D. made the theoretical model calculations.
J.Li and M.H. processed the samples. H.L., J.-W.L., K.E. and C.-B.E. synthesized the thin films and performed
structural and electrical characterizations. All authors reviewed the manuscript.
Additional information
Competing interests The authors declare no competing interests.
8/14
Figure 1. Schematic of c-AFM writing and 1D superlattice device. (A) C-AFM writing schematic. A positive
bias on the AFM tip protonates the LaAlO3 surface, locally creating a conducting channel at the LaAlO3/SrTiO3
interface. (B) Chart showing different representative wavefunctions calculated using a single particle model
for electron waveguide devices [8]. The imposed vertical superlattice structure may cause mixing of vertical
modes of an electron waveguide device, possibly mixing the ground state with modes highlighted in black. (C)
1D vertical superlattice device schematic. The superlattice is created by first writing the main channel with a
positive tip voltage. The same path is then traced while applying a sinusoidal tip voltage to periodically
modulate the confining potential of the device. The superlattice is created in series with two highly
transparent tunnel barriers.
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Figure 2. Magnetotransport characteristics of a 1D vertical superlattice. (A) Transconductance dG /dVsg as
a function of magnetic field B and side gate voltage Vsg for vertical superlattice Device A. Purple regions
indicate zero transconductance, or conductance plateaus. Bright regions indicate increasing conductance
when new 1D subbands become available. Negative transconductance is indicated in white, mainly in two
lobes above the 2 e 2/h plateau around 5 T. (B) Transconductance spectra for non-interacting single-particle
electron waveguide model. (C) Conductance G vs side gate voltage Vsg at magnetic fields from B = 0 T to 16 T
for Device A. Curves are offset by∆Vsg∼ 7.5 mV/T for clarity. Curves at 1 T intervals are highlighted in black.
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Figure 3. Fractional conductance features for vertical superlattice Device A. (A) Transconductance map
with regions highlighted in colored boxes as a guide to the eye to indicate the location of the conductance
curves. (E) Full conductance curves with colored boxes indicating corresponding locations in the
transconductance map and other conductance panels. (C) and (D) Conductance curves showing
conductance plateaus which correspond to the “fractured” states in the transconductance map. The
conductance jump between the plateaus are fractions of the conductance quanta e 2/h . (E) Conductance
curves highlighting the fractional conductance feature occurring below the 2 e 2/h plateau.
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Figure 4. Finite-bias spectroscopy for Device A. (A) Conductance (G ) intensity map as a function of
four-terminal voltage V4t and side gate voltage Vsg, pink and blue dashed lines indicate the locations for the
vertical linecuts shown in (C). (B) Transconductance (dG /dVsg) intensity map as a function of four-terminal
voltage V4t and side gate voltage Vsg. The transconductance map shows the diamond features indicating
ballistic transport in the superlattice devices. (C) Vertical conductance linecuts at V4t =0 and 90 µV. Circles
indicate fractional conductance values below the ∼2 e 2/h plateau (corresponding to the lowest diamond
features visible in the transconductance map in panel (B)) that become half of their value at a finite bias.
Curves are offset for clarity. Data taken at B = 13 T.
Figure 5. Phase diagrams of the mean-field model. The diagrams A, B and C show the different phases of the
waveguide obtained from the mean-field model (1) as a function of the dimensionless magnetic field B ′ and
chemical potential µ′. (A): No interaction (U =0) and no spin-orbit coupling (αSO =0). The areas labelled as
"vacuum", "1S" and "2S" correspond respectively to an empty phase, a single-particle phase and a
two-single-particle phase. They are delimited by the Zeeman-splitted single-particle energies ξσk (B ′,µ′) of
the states |0,0,↓〉⊗|k 〉 and |0,0,↑〉⊗|k 〉 (see Supplemental Information for detailed expressions) satisfying
ξσ0(B ′,µ′) =0 (solid black lines). The inset shows the associated conductance. (B): Finite dimensionless
interaction (U ′=0.2) and no spin-orbit coupling (αSO =0). The presence of interactions induces a pairing∆ of
the orbitals in some region of parameters (phase "P"), moving the splitting of the two single-particle bands to
higher magnetic field (B ′∼0.7). The dashed black line corresponding to ξ↑0(B ′,µ′) =0 is left there as a guide
for the eye. (C): Finite dimensionless interaction (U ′=0.2) and spin-orbit coupling (α′SO =0.12). The presence
of the spin-orbit coupling increases the area of the paired phase up to B ′∼1.2. This phenomenon is not
sensitive to the specific parameter values.
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1 Supplemental information
1.1 Device writing and measurement parameters
All three devices discussed were written in the same location on the LaAlO3 surface during different cooldowns.
1D vertical superlattice device A and B were written with the same c-AFM writing parameters. The main
channel of the device was written with a tip voltage Vtip = 12 V at a speed of 50 nm/s. The barriers for the
electron waveguide were LB =5 nm separated by LS =10 nm and created by applying negative voltage pulses
of -9 V at a speed of 5 nm/s. The superlattice was created by applying a tip voltage Vtip(x ) =5V sin((pi/5 nm)x )
with 18 periods. The control device, Device C, consisted of only the electron waveguide section written with
the same parameters.
Data was taken at base temperature of a dilution refrigerator T ∼30 mK. Transport data for 1D superlattice
devices was taken using standard lockin techniques with an oscillation amplitude of 1 mV (250 µV) at a
reference frequency of 11 (13.46) Hz for Devices A (B). Data displayed for Device C is the zero bias cut of a finite
bias spectroscopy. More examples of typical electron waveguide devices can be found in ref [8, 30].
1.2 Device B
The transport in Device B did not appear to be as clean as Device A. There was also an issue with the side gate
leaking at low side-gate and magnetic field values, causing the data to be distorted.
1.3 Mean-field model
The single-particle energies ξσk of the states |m ,n ,σ〉⊗|k 〉 are given by [8]
ξσk =
h¯2k 2
2m∗x

1−ω
2
c
Ω2

−gµBB s + h¯Ω

m+
1
2

+ h¯ωz

(2n+1)+
1
2

−µ, (3)
where ωc = e B/m∗y is the cyclotron frequency, m∗x (m∗y ) the effective mass of the electron along the x (y )-
direction,ωz (Ω=
q
ω2y +ω2c ) the trapping frequency along the vertical (lateral) direction, g the Landé factor,
µB the Bohr magneton and s =−1/2 (1/2) forσ=↓ (↑). In Figure 5, we defined the dimensionless parameters
µ′=µ/E0, B ′=B/[E0m∗y /(e h¯ )],U ′=U /E0 andα′SO =αSO/(E0a ), in terms of energy E0 = h¯2/(pim∗xa 2) and lattice
spacing a , and used m =n =0, g =0.6, h¯ωz =0.18E0, h¯ωy =0.07E0 and m∗y =1.5me where me is the electron
mass.
The eigensystem (1) was solved iteratively in the electron-hole basis (c↑k ,c †↑−k ,c↓k ,c
†
↓−k ) until convergence of
the mean-fields. Single-particle phases were identified from non-zero values of
∫ 〈d †σkdσk 〉dk (taken in thermal
equilibrium at zero temperature) where d±k are the single-particle annihilation operators that diagonalize the
non-interacting version of (1) as H =
∑
k ,±E±kd †±kd±k with E±k = (ξ↓k +ξ↑k ±
q
4k 2α2SO +(ξ↓k −ξ↑k )2)/2. The
pair phase in Figure 5 corresponds to the regime where∆>10−2E0.
13/14
Figure S1. Magnetotransport data for vertical superlattice device B. (A) Transconductance map dG /dVsg
as a function of side gate voltage Vsg and magnetic field B . Purple regions indicate conductance plateaus, zero
transconductance. Red/yellow/green/blue regions indicate increases in conductance when new subbands
become available. White regions indicate negative transconductance. Colored boxes are guides to the eye
indication the location of highlighted conductance curves. (B) Plot showing full conductance data.
Conductance curves at 1T intervals are highlighted in black and are offset clarity. (C)-(E) Conductance G as a
function of side gate voltage Vsg curves at different out-of-plane magnetic field B values highlighting some
fractional conductance features.
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