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MIXED SCHUR-WEYL-SERGEEV DUALITY
FOR QUEER LIE SUPERALGEBRAS
JI HYE JUNG1, SEOK-JIN KANG2
Abstract. We introduce a new family of superalgebras
−→
B r,s for r, s ≥ 0 such that
r + s > 0, which we call the walled Brauer superalgebras, and prove the mixed Scur-
Weyl-Sergeev duality for queer Lie superalgebras. More precisely, let q(n) be the queer
Lie superalgebra, V = Cn|n the natural representation of q(n) and W the dual of V.
We prove that, if n ≥ r + s, the superalgebra
−→
B r,s is isomorphic to the supercentralizer
algebra Endq(n)(V
⊗r
⊗W
⊗s)op of the q(n)-action on the mixed tensor spaceV⊗r⊗W⊗s.
As an ingredient for the proof of our main result, we construct a new diagrammatic
realization
−→
Dk of the Sergeev superalgebra Serk. Finally, we give a presentation of
−→
B r,s
in terms of generators and relations.
Introduction
The general linear group GLn(C) of n× n invertible complex matrices acts on V = C
n
by matrix multiplication. It is easy to see that the diagonal action of GLn(C) is well-
defined on the k-fold tensor space V ⊗k. On the other hand, the symmetric group Σk acts
on V ⊗k by place permutation. Clearly, these actions commute with each other. Moreover,
Schur proved that, if n ≥ k, then these two group actions generate the full centralizer of
each other [12, 13]. This celebrated result, often referred to as the Schur-Weyl duality,
connects the representation theories of GLn(C) and Σk in a fundamental way.
There are several generalizations of the Schur-Weyl duality. For example, consider the
mixed tensor space V ⊗r ⊗W⊗s, where V = Cn is the natural representation of GLn(C)
and W = V ∗ is its dual. The vector spaces W⊗s and V ⊗r ⊗W⊗s inherit GLn(C)-module
structures in a natural way. To describe the centralizer algebra EndGLn(C)(V
⊗r ⊗W⊗s),
Koike and Turaev independently introduced the notion of walled Brauer algebra Br,s(n)
[7, 16]. (See also [1].) As is the case with the pair GLn(C) and Σk, the actions of GLn(C)
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and Br,s(n) on the mixed tensor space V
⊗r ⊗W s generate the full centralizers of each
other whenever n ≥ r + s. It is called the mixed Schur-Weyl duality.
On the other hand, in [15], Sergeev considered the queer Lie superalgebra q(n) and its
natural representation V = Cn|n. To describe the supercentralizer algebra Endq(n)(V
⊗k),
Sergeev introduced a super-extension of the symmetric group Σk, denoted by Serk, and
showed that Serk is isomorphic to Endq(n)(V
⊗k) whenever n ≥ k. Moreover, he obtained
a decomposition of V ⊗k into a direct sum of irreducible (q(n), Serk)-bimodules. The
superalgebra Serk is called the Sergeev superalgebra and the duality thus obtained is called
the Schur-Weyl-Sergeev duality. (See [8, Section 13] for more details.)
In this paper, we prove the mixed Schur-Weyl-Sergeev duality for the action of q(n)
on the mixed tensor space V⊗r ⊗W⊗s, where V = Cn|n is the natural representation
of q(n) and W = V∗ is the dual of V. To prove our main result, we first construct a
new diagrammatic realization of Serk, denoted by
−→
Dk, which has a basis consisting of
k-superdiagrams. A k-superdiagram is a diagram with k-vertices on its top and bottom
row and the k edges connecting vertices such that each vertex on the top row is connected
to exactly one vertex in the bottom row and each edge may (or may not) be marked. The
multiplication on
−→
Dk is defined by marked concatenation of diagrams with sign. We show
that the superalgebra
−→
Dk is isomorphic to Serk, the supercentralizer algebra Endq(n)(V
⊗k)
(Theorem 2.2).
Next, we move on to define the walled Brauer superalgebra
−→
B r,s with a basis consisting
of (r, s)-superdiagrams. An (r, s)-superdiagram is a diagram with (r + s) vertices on the
top and bottom row, the edges connecting vertices, and a vertical wall separating the r-th
and (r + 1)-th vertices in each row. Each vertex must be connected to exactly one other
vertex, and each edge may (or may not) be marked. In addition, each vertical edge cannot
cross the wall and each horizontal edge should cross the wall. There is a natural action of
each (r, s)-superdiagram on the mixed tensor space V⊗r ⊗W⊗s.
As a superspace, we show that
−→
B r,s is isomorphic to the supercentralizer algebra
Endq(n)(V
⊗r ⊗W⊗s) whenever n ≥ r + s. We give an explicit description of this lin-
ear isomorphism in Section 3. We define a multiplication on
−→
B r,s by marked concatena-
tion of diagrams with sign such that the product is zero whenever we get a loop in the
middle row. Thus
−→
B r,s becomes a superalgebra. It is easy to see that the even part of
−→
B r,s contains the walled Brauer algebra Br,s(0) as a subalgebra. Our main result shows
that the walled Brauer superalgebra
−→
B r,s is isomorphic to the supercentralizer algebra
Endq(n)(V
⊗r ⊗W⊗s)op whenever n ≥ r + s (Theorem 4.5). We also give a presentation
of
−→
B r,s in terms of generators and relations (Theorem 5.1).
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This paper is organized as follows. In Section 1, we briefly recall the basic properties of
Sergeev superalgebras. In Section 2, we construct a diagrammatic realization of Sergeev
superalgebras. In Section 3, we define the superspace
−→
B r,s with a basis consisting of (r, s)-
superdiagrams and describe the natural action of
−→
B r,s on V
⊗r ⊗W⊗s. Moreover, we
show that there is a linear isomorphism between
−→
B r,s and Endq(n)(V
⊗r⊗W⊗s) whenever
n ≥ r + s. In Section 4, we define a multiplication on
−→
B r,s and prove our main result:
the superalgebra
−→
B r,s is isomorphic to the supercentralizer algebra Endq(n)(V
⊗r⊗W⊗s)op
whenever n ≥ r+s. Finally, in Section 5, we give a set of generators and defining relations
for the walled Brauer superalgebra
−→
B r,s.
Acknowledgements. The authors would like to thank Professor Alberto Elduque at Uni-
versity of Zaragoza for valuable discussions on walled Brauer algebras.
1. The Sergeev superalgebras
In this paper, we will follow the notations in [8, Section 12] for the super-objects:
superspaces, tensor product of superspaces, superalgebras, supermodules, superalgebra
homomorphisms, supermodule homomorphisms, etc. We will also consider non-associative
superalgebras.
The ground field in this paper will be C, the field of complex numbers. We denote by
Z≥0 the set of nonnegative integers and set Z2 = Z/2Z. For a homogeneous element v in
a superspace V = V0 ⊕ V1, we write |v| ∈ Z2 for its degree.
Let Σk be the symmetric group of k letters which is generated by the transpositions
s1, . . . , sk−1.
Definition 1.1. The Sergeev superalgebra Serk is the associative superalgebra generated
by s1, . . . , sk−1 and c1, . . . , ck with the following defining relations (for admissible i, j):
s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi (|i− j| > 1),(1.1)
c2i = −1, cicj = −cjci (i 6= j),(1.2)
sicisi = ci+1, sicj = cjsi (j 6= i, i+ 1).(1.3)
The generators s1, . . . , sk−1 are regarded as even and c1, . . . , ck are odd. The subalgebra
generated by s1, . . . , sk−1 is isomorphic to the group algebra CΣk of Σk and the subalgebra
generated by c1, . . . , ck is isomorphic to the Clifford superalgebra Clk. Note that Serk is
isomorphic to the superalegbra CΣk ⋉ Clk, which is CΣk ⊗ Clk as a superspace with the
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multiplication given by
(σ ⊗ ci1 · · · ciℓ)(τ ⊗ cj1 · · · cjm) = στ ⊗ cτ−1(i1) · · · cτ−1(iℓ)cj1 · · · cjm
for 1 ≤ is, jt ≤ k.
Let V = Cn|n be the superspace with V0 = C
n and V1 = C
n. Choose a basis B0 =
{v1, . . . , vn} (resp. B1 = {v1, . . . , vn}) of V0 (resp. V1). We write |i| := |vi| ∈ Z2 for
i = 1, . . . , n, 1, . . . , n. Define an odd operator P : V→ V by
vi 7−→ −vi, vi 7−→ vi (i = 1, . . . , n).(1.4)
If we abuse the notation i = i for i = 1, . . . , n, (1.4) can be written as
P (vi) = (−1)
|i|+1vi (i = 1, . . . , n, 1, . . . , n).
Recall that the superbracket on EndC(V) is given by
[f, g] = fg − (−1)|f ||g|gf
for homogeneous elements f, g ∈ EndC(V). Define
q(n) := {f ∈ EndC(V) | [f, P ] = 0}.
Note that it is closed under the superbracket. We call q(n) the queer Lie superalgebra.
With respect to the basis B = B0 ⊔B1, we have
P =
(
0 I
−I 0
)
and the queer Lie superalgebra q(n) can be expressed in the matrix form
q(n) =
{(
A B
B A
)∣∣∣ A,B are arbitrary n× n complex matrices} .
There is a natural action of q(n) on V by matrix multiplication, which extends to an
action on the k-fold tensor product V⊗k; i.e.,
g · (w1 ⊗ · · · ⊗ wk)
=
k∑
j=1
(−1)(|w1|+···+|wj−1|)|g|w1 ⊗ · · · ⊗ wj−1 ⊗ gwj ⊗ wj+1 ⊗ · · · ⊗ wk,
where the elements g ∈ q(n) and wj ∈ V (j = 1, · · · , k) are all homogeneous.
There is also a natural (right) action of the Sergeev superalgebra Serk on V
⊗k [15]. Let
wj be the homogeneous element in V. The sj ’s act on V
⊗k by graded place permutation:
(w1 ⊗ · · · ⊗ wk) · sj = (−1)
|wj ||wj+1|w1 ⊗ · · · ⊗ wj−1 ⊗ wj+1 ⊗ wj ⊗ wj+2 ⊗ · · · ⊗ wk.
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The action of cj ’s on V
⊗k is defined as follows:
(w1 ⊗ · · · ⊗ wk) · cj = (−1)
|w1|+···+|wj−1|w1 ⊗ · · · ⊗ wj−1 ⊗ P (wj)⊗ wj+1 ⊗ · · · ⊗ wk,
where P is defined in (1.4). It is easy to check that the actions of si and cj (i = 1, . . . , k−
1, j = 1, · · · , k) give rise to an action of the Sergeev superalgebra Serk on V
⊗k. Thus we
obtain an algebra homomorphism
(1.5) Φk : Serk −→ EndC(V
⊗k)op.
Since Serk acts on V
⊗k from the right, we consider the opposite algebra EndC(V
⊗k)op.
Let Endq(n)(V
⊗k) be the supercentralizer algebra of the q(n)-action on V⊗k. Then we
have
Endq(n)(V
⊗k) = Endq(n)(V
⊗k)0 ⊕ Endq(n)(V
⊗k)1,
where
Endq(n)(V
⊗k)j : = {f ∈ EndC(V
⊗k)j | f(g · w) = (−1)
|g||f | g · f(w)
for all homogeneous elements g ∈ q(n) and w ∈ V⊗k}.
In [15], Sergeev proved the following fundamental theorem, the Schur-Weyl-Sergeev dual-
ity.
Theorem 1.2. [15, Theorem 3,4]
(a) The actions of q(n) and Serk on V
⊗k supercommute with each other; i.e., the image
of Φk is in Endq(n)(V
⊗k).
(b) The superalgebra homomorphism Φk : Serk −→ Endq(n)(V
⊗k)op is surjective.
(c) If n ≥ k, Φk is an isomorphism.
2. Diagrammatic realization of Sergeev superalgebras
In this section, we construct a new diagrammatic realization of Sergeev superalgebras.
A k-superdiagram is defined to be a diagram consisting of k vertices on its top and bottom
row together with k edges such that each vertex on the top row must be connected to
exactly one vertex on the bottom row and each edge may (or may not) be marked. We
denote the normal edge by
•
•
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and the marked edge by
•
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. . We number the vertices
in each row of a k-superdiagram from left to right with 1, 2, . . . , k. In Figure 1, d is an
example of a 5-superdiagram.
As usual, we can identify τ ∈ Σk with its permutation diagram, the diagram with k
vertices on the top and bottom row and k normal vertical edges connecting the i-th vertex
on the top row to the τ(i)-th vertex (from left) on the bottom row for each 1 ≤ i ≤ k.
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Figure 1. 5-superdiagram d
The k-superdiagram which has even (respectively, odd) number of marked edges is
regarded as even (respectively, odd). Let
−→
Dk be the superspace with a basis consisting of
k-superdiagrams. The k-superdiagrams without marked edges form a basis of CΣk.
Now we define a multiplication on
−→
Dk in two steps.
Step 1: Marked concatenation
For d1, d2 ∈
−→
Dk, we define the marked concatenation d1 ∗ d2 as follows. We first put d1
under d2 and identify the vertices on the bottom row of d2 with the vertices on the top
row of d1. Next, we declare an edge in this diagram is marked if and only if the number
of marked edges from d1 and d2 to form this edge is odd. The diagram thus obtained is
the marked concatenation d1 ∗ d2.
For example, if
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d1 ∗ d2 =
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Step 2: The multiplication on
−→
Dk
We first define the numbers ρ(d1, d2), ℓ(d1, d2) ∈ Z≥0 as follows.
(1) Let ρ(d1, d2) be the number of edges in d1 ∗ d2 obtained by connecting a marked
edge in d1 and a marked edge in d2.
(2) Consider the i-th marked edge ei in d1 reading the top vertices from left to right.
Let ai be the top vertex of the edge in d2 that is connected to ei. Then we obtain
a sequence a1 · · · ap. Let b1 · · · bq be the sequence obtained by reading the top
vertices of the marked edges in d2.
Consider the sequence a1 · · · apb1 · · · bq. Suppose that the smallest entry in this
sequence appears i times, and the next smallest one appears j times, etc. We
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replace the i occurrences of the smallest entry by 1, 2, · · · , i from left to right, the
j occurrences of the next smallest entry by i + 1, . . . , i + j from left to right, etc.
We denote by a′1 · · · a
′
pb
′
1 · · · b
′
q the new sequence obtained in this manner. Then
we obtain a permutation
(
1 2 · · · p p+ 1 · · · p+ q
a′1 a
′
2 · · · a
′
p b
′
1 · · · b
′
q
)
in Σp+q. Let
ℓ(d1, d2) be the length of the above permutation.
We now define the multiplication on
−→
Dk by
(2.1) d1d2 = (−1)
ρ(d1,d2)+ℓ(d1,d2)d1 ∗ d2.
The number ℓ(d1, d2) is called the arranging number for a sequence a1 · · · apb1 · · · bq.
Example 2.1. In the above example, we have ρ(d1, d2) = 1. In (2), we obtain a1a2a3a4 =
3125, b1b2 = 34 and a
′
1a
′
2a
′
3a
′
4b
′
1b
′
2 = 312645. Hence ℓ(d1, d2) = ℓ(s2s1s5s4) = 4. It follows
that
d1d2 = (−1)
1+4d1 ∗ d2.
If d1 has i marked edges and d2 has j marked edges, then the number of the marked
edges in d1d2 is i + j − 2ρ(d1, d2). It follows that
−→
Dk is a superalgebra (which may not
be associative at this point). The identity element in
−→
Dk is the diagram such that each
vertex on the top row is connected with the corresponding vertex on the bottom row by
the normal edge.
Let d be a k-superdiagram. If we forget the marks on d, we get a permutation, say, σ.
By reading the vertices at the top of marked edges from left to right, we obtain a sequence
i1 · · · im such that 1 ≤ i1 < · · · < im ≤ k. For example, in Figure 1, we obtain
σ = s2s4s1s3 =
(
1 2 3 4 5
3 1 5 2 4
)
∈ Σ5, i1i2i3 = 145.
Recall that the Sergeev superalgebra Serk has a basis
{σci1 · · · cim | σ ∈ Σk, 1 ≤ i1 < · · · < im ≤ k}.(2.2)
Therefore we get a linear map φk :
−→
Dk → Serk given by
d 7−→ σci1 · · · cim ,
where σ and i1, . . . , im are defined above. Since dim
−→
Dk = 2
kk! = dimSerk, φ is a linear
isomorphism.
We would like to stress that, for instance, the 5-superdiagram
•
•
•
•
•
•
•
•
•
•....
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.
. corre-
sponds to an element c1c2 ∈ Ser5, not c2c1.
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We now prove the main result of this section which gives a diagrammatic realization of
the Sergeev superalgebra Serk.
Theorem 2.2. The linear map φk preserves the multiplication:
φk(d1d2) = φk(d1)φk(d2) for all d1, d2 ∈
−→
Dk.
Hence
−→
Dk is isomorphic to Serk as an associative superalgebra.
Proof. Since φk((
−→
Dk)i) ⊂ (Serk)i for all i ∈ Z2, φk is an even linear map. For d1, d2 ∈
−→
Dk,
let φk(d1) = σci1 · · · cip , φk(d2) = τcj1 · · · cjq , (σ, τ ∈ Σk, 1 ≤ i1 < · · · < ip ≤ k, 1 ≤ j1 <
· · · < jq ≤ k). Then
φk(d1)φk(d2) = σci1 · · · cipτcj1 · · · cjq = στcτ−1(i1) · · · cτ−1(ip)cj1 · · · cjq .
We rearrange cτ−1(i1) · · · cτ−1(ip)cj1 · · · cjq to obtain an element of the form (2.2). Since
ci
2 = −1, cicj = −cjci for i 6= j,
we have
cτ−1(i1) · · · cτ−1(ip)cj1 · · · cjq = (−1)
x+ych1 · · · cht ,
where x is the number of pairs with the same entries in τ−1(i1) · · · τ
−1(ip)j1 · · · jq and y is
the smallest number of transpositions that needed to rearrange τ−1(i1) · · · τ
−1(ip)j1 · · · jq
in order from the smallest one to the biggest one (from left to right). We observe
τ−1(i1) · · · τ
−1(ip)j1 · · · jq = a1 · · · apb1 · · · bq
and x = ρ(d1, d2), y = ℓ(d1, d2). Also, φk(d1 ∗ d2) = στch1 · · · cht . Therefore,
φk(d1)φk(d2) = (−1)
ρ(d1,d2)+ℓ(d1,d2)στch1 · · · cht
= φk(d1d2).

Remark 2.3. There have been a lot of works done on diagram algebras with marked
edges or marked vertices (see, for example, [2, 5, 10, 11]). This work is different from
those in that we deal with superalgebras.
Since
−→
Dk is isomorphic to Serk, it is isomorphic to Endq(n)(V
⊗k)op. Still, we will give
a direct proof of this fact because it will serve as a guideline for the proof of our main
theorem in Section 4.
We define a (right) action of each k-superdiagram on V⊗k as follows. Let I :=
{1, . . . , n, 1, . . . , n} and i := (i1, . . . , ik) ∈ I
k. Define |i| := 0 if i ∈ {1, . . . , n} and |i| := 1
if i ∈ {1, . . . , n}. For d ∈
−→
Dk and i, j ∈ I
k, we label the vertices at the bottom row of d
with i1, . . . , ik (from left to right) and the vertices at the top row of d by j1, . . . , jk (from
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left to right). We denote this labeled diagram by idj and define the weight of the labeled
diagram idj to be
wt(idj) :=
∏
e
δe
∏
c
(−1)|c|
∏
e˜i
(−1)m(e˜i),
where the notations are explained below:
(1) The first product is taken over all edges e in idj. For each normal edge e with
labels i and j at the end points, let δe = δi,j. We define δe = δi,j for each marked
edge e with label i at the bottom vertex and j at the top vertex.
(2) The second product is taken over all crossings c in idj. We define |c| = |e1||e2| for
each crossing of two different edges e1 and e2, where we define |ei| = |im| if the
edge ei is labeled im at the bottom vertex.
(3) The last product is taken over all marked edges in idj. Read the top vertices of the
marked edges from left to right to obtain a sequence b1 · · · bq for 1 ≤ b1 < · · · <
bq ≤ k and let each marked edge be e˜i. We define m(e˜i) = |j1|+ · · ·+ |jbi |.
If wt(idj) 6= 0, we say that idj is consistently labeled. Since there are only vertical edges
in a k-superdiagram d, the labeling i ∈ Ik determines a unique labeling j ∈ Ik such that
wt(idj) 6= 0.
Example 2.4. For i = (1, 2, 1, 1, 2) and j = (1, 1, 2, 2, 1), the diagram idj of d in Figure 1
is consistently labeled and has wt(idj) = −1 for n = 2:
idj =
•
•
•
•
•
•
•
•
•
•
1 2 1 1 2
1 1 2 2 1
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....
.
To calculate the weight, we use∏
c
(−1)|c| = (−1)|1||1|+|2||1|+|2||2|+|1||2| = −1,
(−1)m(e˜1)+m(e˜2)+m(e˜3) = (−1)|1|+(|1|+|1|+|2|+|2|)+(|1|+|1|+|2|+|2|+|1|) = 1.
Let vi = vi1 ⊗ · · · ⊗ vik for i = (i1, . . . , ik) ∈ I
k. Obviously, {vi | i ∈ I
k} forms a basis
of V⊗k. Define a linear map Φ˜k from
−→
Dk into EndC(V
⊗k) by
Φ˜k :
−→
Dk −→ EndC(V
⊗k)(2.3)
d 7−→
vi 7→∑
j∈Ik
wt(idj) vj
 .
10 J. H. JUNG, S.-J. KANG
Lemma 2.5. Φ˜k(d) = Φk(φk(d)) for all d ∈
−→
Dk.
Proof. We observe that the action Φ˜k of the k-superdiagram without marked edges is
the same as the action Φk of the corresponding permutation on V
⊗k. Assume that
d ∈
−→
Dk has some marked edges. If we forget the marks on d, we obtain a permu-
tation σ. Read the top vertices of the marked edges from left to right to obtain a
sequence b1 · · · bq for 1 ≤ b1 < · · · < bq ≤ k. For i ∈ I
k, idj is consistently labeled
when j = (iσ(1), · · · , iσ(b1−1), iσ(b1), · · · , iσ(bq), iσ(bq+1), · · · , iσ(k)). Therefore, Φ˜k(d)(vi) =
(−1)
∏
|c|(−1)m(e˜1)+···+m(e˜q)vj, where (−1)
∏
|c| comes from the crossing part of idj.
By the definition, φk(d) = σcb1 · · · cbq . Therefore we have
Φk(φk(d))
(
vi
)
= Φk(σcb1 · · · cbq )(vi) = Φk(cbq ) · · ·Φk(cb1)Φk(σ)
(
vi
)
= (−1)
∏
|c|Φk(cbq ) · · ·Φk(cb1)
(
viσ(1) ⊗ · · · ⊗ viσ(k))
= (−1)
∏
|c|+m(e˜1)Φk(cbq ) · · ·Φk(cb2
)(
viσ(1) ⊗ · · · ⊗ viσ(b1)
⊗ · · · ⊗ viσ(k)
)
= (−1)
∏
|c|+m(e˜1)+···+m(e˜q) viσ(1) ⊗ · · · ⊗ viσ(b1)
⊗ · · · ⊗ viσ(bq)
⊗ · · · ⊗ viσ(k) ,
which yields the desired result. 
Therefore, the map Φ˜k provides a well-defined (right) action of
−→
Dk on V
⊗k. Note that
the action of the k-superdiagram without marked edges (i.e., permutation diagram) on
V⊗k is given by graded place permutation. Moreover, we have:
Proposition 2.6.
(a) The actions of
−→
Dk and q(n) on V
⊗k supercommute with each other.
(b) The homomorphism Φ˜k :
−→
Dk −→ Endq(n)(V
⊗k)op is surjective.
(c) If n ≥ k, Φ˜k is an isomorphism.
Proof. Because φk is an even homomorphism, we deduce (a) from Theorem 1.2 and Lemma
2.5. The assertions (b) and (c) follow from Theorem 1.2 and Lemma 2.5 immediately. 
3. The walled Brauer superalgebras
In this section, we will introduce a new family of superspaces
−→
B r,s with a basis consisting
of (r, s)-superdiagrams. We will also describe the natural (right) action of
−→
B r,s on V
⊗r ⊗
W⊗s and show that it defines a linear isomorphism between
−→
B r,s and Endq(n)(V
⊗r⊗W⊗s)
whenever n ≥ r+ s. Here, V = Cn|n is the natural representation of q(n) and W = V∗ is
its dual.
To begin with, we explain the q(n)-supermodule structure on the mixed tensor space
V⊗r ⊗W⊗s. Fix r, s ∈ Z≥0 such that r + s > 0. Let I = {1, . . . , n, 1, . . . , n}. Recall
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that we fix a basis B = {v1, . . . , vn, v1, . . . , vn} of V. Let us denote its dual basis by
B∗ = {w1, . . . , wn, w1, . . . , wn} of W such that wi(vj) = δi,j for i, j ∈ I. The universal
enveloping algebra U(q(n)) is a Hopf superalgebra with the comultiplication ∆ and the
antipode S given by
∆(g) = g ⊗ 1 + 1⊗ g, S(g) = −g (g ∈ q(n)).
The dual space W becomes a q(n)-supermodule via
(gw)(v) := (−1)|g||w|w(S(g)v)
for homogeneous elements g ∈ q(n), w ∈W and v ∈ V.
Let Ei,j be the n× n matrix having 1 at the (i, j)-entry and 0 elsewhere. We define
ei,j :=
(
Ei,j 0
0 Ei,j
)
, ei,j :=
(
0 Ei,j
Ei,j 0
)
for 1 ≤ i, j ≤ n. We obtain the formulae
(3.1)
ei,j vk = δj,kvi + δj,kvi,
ei,j wk = −(−1)
|j||k|(δi,kwj + δi,kwj)
for all i ∈ {1, . . . , n} and j, k ∈ I. Using the comultiplication ∆, we give a q(n)-
supermodule structure to the mixed tensor space V⊗r⊗W⊗s. Let us denote this action by
ρ : U(q(n))→ EndC(V
⊗r⊗W⊗s). Then the supercentralizer algebra Endq(n)(V
⊗r⊗W⊗s)
of the q(n)-action on V⊗r ⊗W⊗s has a decomposition
Endq(n)(V
⊗r ⊗W⊗s) := Endq(n)(V
⊗r ⊗W⊗s)0 ⊕ Endq(n)(V
⊗r ⊗W⊗s)1,
where
Endq(n)(V
⊗r ⊗W⊗s)j := {f ∈ EndC(V
⊗r ⊗W⊗s)j |
ρ(g)f = (−1)|g||f |fρ(g) for all homogeneous g ∈ q(n)}.
Now we construct a combinatorial model for Endq(n)(V
⊗r⊗W⊗s). An (r, s)-superdiagram
is a diagram with (r+ s) vertices on the top and bottom rows, and a vertical wall separat-
ing the r-th and (r+1)-th vertices (from left) in each row. Each vertex must be connected
to exactly one other vertex and each edge may (or may not) be marked. In addition, we
require that each vertical edge cannot cross the wall and each horizontal edge should cross
the wall. We number the vertices in each row of an (r, s)-superdiagram from left to right
with 1, 2, . . . , r + s. The examples of (3, 2)-superdiagrams are given in Figure 2:
12 J. H. JUNG, S.-J. KANG
d1 =
•
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d2 =
•
•
•
•
•
•
•
•
•
•
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Figure 2. (3, 2)-superdiagrams
The (r, s)-superdiagram which has even (respectively, odd) number of marked edges is
regarded as even (respectively, odd).
Let
−→
B r,s be the superspace with a basis consisting of (r, s)-superdiagrams. The (r, s)-
superdiagrams without marked edges form a basis of the walled Brauer algebra Br,s(δ)
(δ ∈ C) (See, for example, [1, 3, 4, 9, 14]).
From an (r+ s)-superdiagram in
−→
Dr+s, we obtain an (r, s)-superdiagram by adding the
wall between the rth and (r+1)th vertices and interchanging the vertices on the top row
with the vertices on the bottom row on the right side of the wall without disconnecting
any of the edges and changing the mark of the edges. We denote this map by
flip :
−→
D r+s −→
−→
B r,s.(3.2)
For example, the (3, 2)-superdiagrams d1, d2 in Figure 2 can be obtained by flipping the
following 5-superdiagrams in
−→
D5, respectively:
flip−1(d1) =
•
•
•
•
•
•
•
•
•
•
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flip−1(d2) =
•
•
•
•
•
•
•
•
•
•
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
..
.
.
.
.
..
.
.
.
.
.
.
.
..
.
.
.
..
.
.
.
.
..
.
.
.
..
.
.
.
.
.
..
.
.
.
.
..
.
.
.
.
..
.
.
.
..
.
.
.
.
..
.
.
.
.
.
..
.
.
.
..
.
.
.
.
.
..
.
.
.....
.
.
.
.
.
..
...
.
.
.
.
.
.
.
.
..
.
.
.
....
.
.
.
.
.
.
.
.
.
.
....
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.. .. .. .. .. .. .. ..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...............
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
It is clear that the map flip is a bijection, which implies dimC
−→
B r,s = dimC
−→
Dr+s =
2r+s(r + s)!.
As we did for
−→
Dk on V
⊗k in Section 2, we will define a (right) action of each (r, s)-
superdiagram in
−→
B r,s on the mixed tensor space V
⊗r ⊗W⊗s. In this section, we will
define a linear map Ψr,s from
−→
B r,s to Endq(n)(V
⊗r ⊗W⊗s) and will complete the job in
Section 4 by showing that Ψr,s is a superalgebra homomorphism.
Given i = (i1, . . . , ir, ir+1, . . . , ir+s) ∈ I
r+s, let iL := (i1, . . . , ir), i
R := (ir+1, . . . , ir+s)
and i = iLiR. We write vi = vi1 ⊗ · · · ⊗ vir and wj = wj1 ⊗ · · · ⊗ wjs for i ∈ I
r, j ∈ Is.
Clearly, {viL ⊗ wiR | i
L ∈ Ir, iR ∈ Is} forms a basis of V⊗r ⊗W⊗s. For i, j ∈ Ir+s and
d ∈
−→
B r,s, we label the vertices on the bottom row of d with i1 . . . ir+s (from left to right)
and the vertices on the top row with d by j1 . . . , jr+s (from left to right). We denote this
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labeled diagram by idj. We define the weight of the labeled diagram idj to be
wt(idj) :=
∏
e
δe
∏
h
(−1)|h|
∏
c
(−1)|c|
∏
ei,e˜i
(−1)m(ei)+m(e˜i),
where the notations are explained below:
(1) The first product is taken over all edges e in idj. For each normal (vertical or
horizontal) edge e with label i and j at the end points, let δe = δi,j . We define
δe = δi,j for each marked vertical edge e with label i at the bottom vertex and j at
the top vertex, or for each marked horizontal edge e with label i at the left vertex
and j at the right vertex.
(2) The second product is taken over all (normal or marked) horizontal edges h on the
bottom row in idj. For each (normal or marked) horizontal edge h on the bottom
row with label j at the right vertex of the edge, we define |h| = |j|.
(3) The third product is taken over all the crossings c in idj. We define |c| = |e1||e2|
for each crossing of two different edges e1 and e2, where we define |ei| = |im| if the
edge ei is a (normal or marked) vertical edge with label im at the bottom vertex,
or a (normal or marked) horizontal edge with label im at the right vertex.
(4) The last product is taken all marked (vertical or horizontal) edges in idj.
(i) Read the left vertices of the marked horizontal edges on the bottom row in
order from left to right. Then we obtain a sequence a1 · · · ap for 1 ≤ a1 < · · · <
ap ≤ r. Let each marked edge be ei. We define
m(ei) = m(ei−1) + |iai−1+1|+ · · · + |iai |+ 1,
m(e1) = |i1|+ · · ·+ |ia1 |+ 1.
(ii) Read the top vertices of the marked vertical edges and the left vertices of
the marked horizontal edges on the top row in order from left to right. Then we
obtain a sequence b1 · · · bq for 1 ≤ b1 < · · · < bq ≤ r + s. Let each marked edge e˜i.
We define m(e˜i) as follows: (let |j0| = 0)
m(e˜i) = |j1|+ · · ·+ |jbi | if bi ≤ r,
m(e˜i) = |j1|+ · · ·+ |j(bi)−1| if bi > r.
If wt(idj) 6= 0, we say that idj is consistently labeled.
Example 3.1. The labeled diagram idj of d in Figure 3 has
wt(idj) = δi1,i3δi2,j2δi4,j3δj1,j4(−1)
|i3|(−1)|i2||i3|+|i2||j4|+|i4||j4|(−1)(|i1|+1)+(|j1|+|j2|)+(|j1|+|j2|).
14 J. H. JUNG, S.-J. KANG
d =
•
•
•
•
•
•
•
•
i1 i2 i3 i4
j1 j2 j3 j4
.
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Figure 3. (2, 2)-superdiagram d
The above procedure provides a linear map Ψr,s from
−→
B r,s into EndC(V
⊗r ⊗W⊗s):
Ψr,s :
−→
B r,s −→ EndC(V
⊗r ⊗W⊗s)(3.3)
d 7−→
viL ⊗wiR 7→ ∑
j∈Ir+s
wt(idj) vjL ⊗ wjR
 .
Note that the linear map Ψr,s corresponding to the (r, s)-superdiagram without marked
edges is the same as the action of the walled Brauer diagram given in [3, Section 7].
Define ci to be the following (r, s)-superdiagram:
(3.4)
ci :=
•
•
•
•
•
•
•
•
•
•
•
•
•
•
· · · · · · · · ·
1 i − 1 i i+ 1 r + sr
if i ≤ r,
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(3.5)
ci :=
•
•
•
•
•
•
•
•
•
•
•
•
•
•
· · · · · · · · ·
1 i− 1 i i+ 1 r + sr
if i ≥ r + 1.
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We decompose the (2, 2)-superdiagram d in Figure 3 into the three parts as follows:
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d =
•
•
•
•
•
•
•
•...
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Let d′ be the (2, 2)-superdiagram obtained from d by forgetting the marks on d. By a
direct calculation, we observe
Ψ2,2(d) = Ψ2,2(c1)Ψ2,2(d
′)Ψ2,2(c2)Ψ2,2(c3).
The general case is stated in the following lemma, which can be proved by a similar
calculation.
Lemma 3.2. Let d be an (r, s)-superdiagram with the sequences a1 · · · ap and b1 · · · bq
which are given in (4) (i), (ii). If d′ is the (r, s)-superdiagram obtained from d by forgetting
the marks on d, then we have
Ψr,s(d) = Ψr,s(ca1) · · ·Ψr,s(cap)Ψr,s(d
′)Ψr,s(cb1) · · ·Ψr,s(cbq ) ∈ EndC(V
⊗r ⊗W⊗s)op.
Since Ψr,s(d
′) is even and Ψr,s(cj) is odd, we conclude that the map Ψr,s is an even
linear map. Moreover, we obtain
Proposition 3.3. The linear maps Ψr,s(d) and ρ(g) on V
⊗r ⊗W⊗s supercommute with
each other for all d ∈
−→
B r,s and g ∈ q(n). That is, the image of Ψr,s is contained in
Endq(n)(V
⊗r ⊗W⊗s).
Proof. By [3, Lemma 7.4], we know that the action of the (r, s)-superdiagram without the
marked edges commutes with the action of q(n). To prove the general case, by Lemma
3.2, it is enough to show that
(3.6) ρ(g)Ψr,s(cj) = (−1)
|g|Ψr,s(cj)ρ(g)
for all homogeneous elements g ∈ q(n).
Define the bar involution on V (resp. on W) by vi = vi (resp. wi = wi) for all i ∈ I.
Using (3.1), it is easy to check that
ei,jvk = ei,jvk, ei,jwk = (−1)
|j|ei,jwk(3.7)
16 J. H. JUNG, S.-J. KANG
for all i ∈ {1, . . . , n} and j, k ∈ I. Here, we use the notation i = i for i = 1, . . . , n and
δi,j = δi,j, δi,j = δi,j for i, j ∈ I.
Suppose r + 1 ≤ j ≤ r + s and we will compare the both sides of (3.6). Set
viL = i
L and wiR = i
R for i ∈ Ir+s.
Then the left-hand side of (3.6) is equal to
ρ(g)
(
Ψr,s(cj)(i
L ⊗ iR)
)
= ρ(g)
(
(−1)|i1|+···+|ij−1| i1 ⊗ · · · ⊗ ij−1 ⊗ ij ⊗ ij+1 ⊗ · · · ⊗ ir+s
)
=
∑
k<j
(−1)|i1|+···+|ij−1|+|g|(|i1|+···+|ik−1|) i1 ⊗ · · · ⊗ g · ik ⊗ · · · ⊗ ij ⊗ · · · ⊗ ir+s
+ (−1)|i1|+···+|ij−1|+|g|(|i1|+···+|ij−1|) i1 ⊗ · · · ⊗ g · ij ⊗ · · · ⊗ ir+s
+
∑
k>j
(−1)|i1|+···+|ij−1|+|g|(|i1|+···+(|ij |+1)+···+|ik−1|) i1 ⊗ · · · ⊗ ij ⊗ · · · ⊗ g · ik ⊗ · · · ⊗ ir+s.
On the other hand, the right-hand side of (3.6) is the same as
Ψr,s(cj)
(
ρ(g)(iL ⊗ iR)
)
= Ψr,s(cj)
( r+s∑
k=1
(−1)|g|(|i1|+···+|ik−1|) i1 ⊗ · · · ⊗ ik−1 ⊗ g · ik ⊗ ik+1 ⊗ · · · ⊗ ir+s
)
=
∑
k<j
(−1)|g|(|i1|+···+|ik−1|)+|i1|+···+(|g|+|ik|)+···+|ij−1| i1 ⊗ · · · ⊗ g · ik ⊗ · · · ⊗ ij ⊗ · · · ⊗ ir+s
+ (−1)|g|(|i1|+···+|ij−1|)+|i1|+···+|ij−1| i1 ⊗ · · · ⊗ g · ij ⊗ · · · ⊗ ir+s
+
∑
k>j
(−1)|g|(|i1|+···+|ik−1|)+|i1|+···+|ij−1| i1 ⊗ · · · ⊗ ij ⊗ · · · ⊗ g · ik ⊗ · · · ⊗ ir+s.
Now our assertion follows from (3.7).
The other case 1 ≤ j ≤ r can be verified in a similar manner. 
We will show that the map Ψr,s :
−→
B r,s → Endq(n)(V
⊗r ⊗W⊗s) is a linear isomorphism
whenever n ≥ r + s. Our argument will follow the outline given in [9, Theorem 3.4] and
[3, Theorem 7.8], in which the case of gl(m) and gl(m|n) were treated, respectively.
Let M,N,K and L be finite dimensional q(n)-supermodules. We define the action of
q(n) on HomC(M,N) by
(gf)(m) := g(f(m)) − (−1)|g||f |f(gm)
for homogeneous elements f ∈ HomC(M,N), g ∈ q(n) and m ∈ M . Note that a linear
map f : M → N is a q(n)-supermodule homomorphism if and only if f is annihilated by
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all g ∈ q(n). We define f∗ ∈ HomC(N
∗,M∗) by
(f∗(λ))(m) := (−1)|f ||λ|λ(f(m))
for homogeneous element λ ∈ N∗ and all m ∈M . We identify
HomC(M,N)⊗HomC(K,L) = HomC(M ⊗K,N ⊗ L)
by
(f ⊗ g)(m⊗ k) = (−1)|g||m|f(m)⊗ g(k)(3.8)
for f ∈ HomC(M,N), k ∈ K and homogeneous elements g ∈ HomC(K,L),m ∈M .
By [3, Lemma 7.4], one can deduce that the map flip is a q(n)-supermodule isomorphism:
(3.9)
flip : EndC(V
⊗(r+s)) −→ EndC(V
⊗r ⊗W⊗s)
f ⊗ g 7−→ f ⊗ g∗,
where f ∈ EndC(V
⊗r) and g ∈ EndC(V
⊗s).
Recall the map flip :
−→
Dr+s −→
−→
B r,s given in (3.2). For a given (r + s)-superdiagram
d ∈
−→
Dr+s, let ℓ (respectively, m) be the number of the marked vertical edges on the left-
hand side (respectively, right-hand side) of the wall in flip(d). Let x (respectively, y) be
the number of the marked horizontal edges on the top row (respectively, the bottom row)
in flip(d).
We define
Flip :
−→
Dr+s −→
−→
B r,s
d 7−→ (−1)u(d)+(ℓ+x)yflip(d),
where u(d) is the number of crossings that are involved in the marked edges in d such that
the top vertices are between the (r + 1)th vertex and (r + s)th vertex.
Lemma 3.4. The following diagram is commutative:
(3.10)
−→
D r+s
	
Flip
//
Φ˜r+s

−→
B r,s
Ψr,s

EndC(V
⊗(r+s))
flip
// EndC(V
⊗r ⊗W⊗s)
Proof. For a superdiagram without the marked edges, it was proved in [3, Lemma 7.7].
For i, j,k ∈ Ir, we define ei,j ∈ EndC(V
⊗r) by ei,j(vk) = δj,kvi and for i, j,k ∈ I
s, we
define fi,j ∈ EndC(W
⊗s) by fi,j(wk) = δj,kwi. For i ∈ I
t, let
|i| = |i1|+ · · ·+ |it|, p(i) =
∑
1≤a<b≤t
|ia||ib| (if t ≥ 2), p(i) = 0 (if t = 1).
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As in the proof of [3, Lemma 7.7], we can check that
wi(vj) = (−1)
p(i)δi,j, (ei,j)
∗ = (−1)(|i|+|j|)|i|+p(i)+p(j)fj,i.(3.11)
From the identification (3.8), we have
Φ˜r+s(d) =
∑
i,j∈Ir+s
(−1)(|i
R|+|jR|)|iL|wt(idj)ejL,iL ⊗ ejR,iR
and
Ψr,s(Flip(d)) = (−1)
u(d)+(ℓ+x)y
∑
i,j∈Ir+s
(−1)(|i
R|+|jR|)|iL|wt(id˜j)ejL,iL ⊗ fjR,iR
for d ∈
−→
Dr+s and d˜ := flip(d). If we interchange the variables i
R and jR and apply the
flip map, we have
flip(Φ˜r+s(d)) =
∑
i,j∈Ir+s
(−1)(|i
R|+|jR|)|i|+p(iR)+p(jR)wt(iLjRdjLiR)ejL,iL ⊗ fjR,iR.
Therefore, it is enough to show that
(−1)(|i
R|+|jR|)|iR|+p(iR)+p(jR)wt(iLjRdjLiR) = (−1)
u(d)+(ℓ+x)y wt(id˜j).(3.12)
Clearly, the labeled diagram iLjRdjLiR is consistently labeled if and only if id˜j is consistently
labeled. So we may assume wt(iLjRdjLiR) is not zero.
Let
ci :=
•
•
•
•
•
•
•
•
•
•
· · · · · ·
1 i− 1 i i+ 1 r + s
∈
−→
Dr+s for 1 ≤ i ≤ r + s.
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If we forget the marks on d, we get a permutation σ. Note that
d = σcb1 · · · cbℓ+xca1 · · · cay+m,
where bi, ai are the numbers obtained by reading the top vertices of marked edges in d in
order from left to right. The condition on the marked edges of d˜ implies
1 ≤ b1 < · · · < bℓ+x ≤ r, r + 1 ≤ a1 < · · · < ay+m ≤ r + s.
By the relations in
−→
D r+s, we obtain
(3.13)
d = (−1)(ℓ+x)(y+m)σca1 · · · cay+mcb1 · · · cbℓ+x
= (−1)(ℓ+x)(y+m)cσ(a1) · · · cσ(ay+m)σcb1 · · · cbℓ+x
= (−1)(ℓ+x)(y+m)+u(d)ca′1 · · · ca′yca′′1 · · · ca′′mσcb1 · · · cbℓ+x ,
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where 1 ≤ a′1 < · · · < a
′
y ≤ r < a
′′
1 < · · · < a
′′
m ≤ r + s. We rearrange the indices of
cσ(a1) · · · cσ(ay+m) in order from the smallest one to the biggest one (from left to right).
From Proposition 2.6 (1), we know Φ˜ preserves the multiplication on
−→
D r+s. Since all
elements σ, cj have only vertical edges and iLjRdjLiR is consistently labeled, we obtain
(3.14)
wt(iLjRdjLiR) =(−1)
(ℓ+x)(y+m)+u(d) wt(iLjRca′1k1) · · ·wt(ky+m−1ca′′mky+m)
×wt(ky+mσk˜1)wt(k˜1cb1 k˜2) · · ·wt(k˜ℓ+xcbℓ+x jLiR),
where kj (respectively, k˜j) ∈ Ir+s is determined by kj−1 (respectively, k˜j−1), k0 =iLjR ,
and k˜0 = ky+m. Therefore, to prove (3.12), we need to calculate the right-hand side of
(3.14).
(I) First, we calculate (|iR|+ |jR|)|iR|+ p(iR) + p(jR).
Consider the partition of the set {r+1, . . . , r+ s} = {p1 < · · · < pk1}⊔{q1 < · · · < qk2}
such that the pi-th vertices are the right vertices of horizontal edges on the top row in d˜,
and qi-th vertices are the top vertices of vertical edges on the right-hand side of the wall
in d˜. Set jRH := (jp1 , · · · , jpk1 ), j
RV := (jq1 , · · · , jqk2 ) for id˜j. Similarly, we define i
RH and
iRV such that iRH list the labels of the right vertices of all horizontal edges on the bottom
row and iRV list the labels of the bottom vertices of all vertical edges on the right side of
the wall for id˜j. Then we obtain
|jR| = |jRH |+ |jRV |, p(jR) = p(jRH) + |jRH ||jRV |+ p(jRV ),
|iR| = |iRH |+ |iRV |, p(iR) = p(iRH) + |iRH ||iRV |+ p(iRV ).
Since the a′′k-th vertex is the bottom vertex of the marked vertical edge in d for all
1 ≤ k ≤ m, we note {a′′1 , . . . , a
′′
m} ⊆ {q1, · · · , qk2} and ja′′k = ib
′′
k
, where b′′k-th vertex is the
top vertex of the marked edge connected with a′′k-th vertex on the bottom in d. Thus we
obtain the following equalities in Z2:
|iRV | = |jRV |+m, p(iRV ) = p(jRV ) +m|jRV | − (|ja′′1 |+ · · ·+ |ja′′m |) +
(
m
2
)
,
where
(
a
b
)
=
a!
(a− b)!b!
and let
(
0
2
)
=
(
1
2
)
= 0. From the above formulae, we obtain
the following equality in Z2:
(3.15)
(|iR|+ |jR|)|iR|+ p(iR) + p(jR)
= |iRH |+ p(iRH) + p(jRH) + |iRH ||jRH |
+m|jRH |+m|iRH | − (|ja′′1 |+ · · · + |ja′′m |) +
(
m
2
)
+m.
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(II) Secondly, we calculate the crossing part.
An edge which does not cross the wall in d˜ has the same crossings in d and d˜. Observe
that there are only crossing parts in wt(ky+mσk˜1) and
ky+m = (i1, . . . , ia′1 , . . . , ia′2 , . . . , ja′′m , . . . , jr+s)
in (3.14). For example, consider the three crossings of the edge with labels i2 and j3 in
the left diagram given below. We observe
∏
c(−1)
|c| associated with the edge with labels
i2 and j3 is (−1)
|i2||i3|+|i2|(|i1|+1)+|i2||j4|. In d˜, we obtain
∏
c(−1)
|c| associated with the edge
with labels i2 and j3 is (−1)
|i2||i3|+|i2||i4|+|i2||j4|. Since iLjRdjLiR is consistently labeled, they
are the same.
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Since we calculate crossing parts in wt(ky+mσk˜1) for the left diagram above, we must
multiply by |i1|+1. When the edge which does not cross the wall in d˜ is in the right-hand
side of the wall, the situation is the same. Therefore there is no change in this part before
and after flipping.
Consider two edges in d such that both edges cross the wall in d˜. They cross before
flipping if and only if they do not cross after flipping. For example, in the following case,
the crossing of the left diagram is (−1)|j4||j6|+|j5||j6|, and the one of the right diagram is
(−1)|j4||j5|, which differs by (−1)p(j
RH ).
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For the crossing of edges which become horizontal edges on the top and the bottom row
in d˜, respectively, it differs by (−1)|i
RH ||jRH |.
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The crossing part of the left diagram is (−1)(|i1|+1)|j2| = (−1)|i2||j2| because iLjRdjLiR is
consistently labeled. So it differs by (−1)|i
RH ||jRH |.
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Similarly, we can check that for the crossing of edges which become horizontal edges on
the bottom row in d˜, it differs by (−1)p(i
RH ). Therefore comparing the crossing part, we
obtain the equality ∏
c
(−1)|c| =
∏
c′
(−1)|c
′|+|iRH ||jRH |+p(iRH)+p(jRH )(3.16)
for all crossings c and c′ in the expression of wt(ky+mσk˜1) and wt(id˜j), respectively.
(III) We calculate the part concerning with the marked edges.
In (3.13), the bi-th vertex on the top row in d is the top vertex of a vertical marked edge
e˜ on the left-hand side of the wall in d˜ or the left vertex of a horizontal marked edge e˜ on
the top row in d˜. We observe wt(
k˜1
cb1 k˜2) · · ·wt(k˜ℓ+xcbℓ+x k˜ℓ+x+1) is the same as
∏
e˜(−1)
m(e˜)
in wt(id˜j). We also observe that the a
′
i-th vertex on the bottom row is the left vertex of
the horizontal marked edge e on the bottom row in d˜ for all 1 ≤ i ≤ y. Then we have
wt(iLjRca′1k1) · · ·wt(ky−1ca′yky) is the same as
∏
e(−1)
m(e) in wt(id˜j).
Now we consider the marked edges which are the vertical edges on the right-hand side
of the wall in d˜. Recall that their bottom vertices in d are r+ 1 ≤ a′′1 < · · · < a
′′
m ≤ r+ s.
Consider the partition of the set {1, · · · , r} = {s1 < · · · < sk3}⊔{t1 < · · · < tk4} such that
the si-th vertices are the left vertices of the horizontal edges on the bottom in d˜, and the
ti-th vertices are the bottom vertices of the vertical edges on the left-hand side of the wall
in d˜. Let iLH := (is1 , · · · , isk3 ), i
LV := (it1 , · · · , itk4 ). Similarly, we can define j
LH , jLV
such that jLH list the labels of the left vertices of all horizontal edges on the top row and
jLV list the labels of the top vertices of all vertical edges on the left-hand side of the wall
for id˜j. Then we obtain the following equalities in Z2:
|iLV | = |jLV |+ ℓ, |iLH | = |iRH |+ y, |iRV | = |jRV |+m, |jRH | = |jLH |+ x.(3.17)
By a direct calculation we can check that
wt(kyca′′1 ky+1) = (−1)
|iL|+y+|jr+1|+···+|ja′′1
|+1
,
wt(ky+1ca′′2 ky+2) = (−1)
|iL|+y+|jr+1|+···+|ja′′
1
|+1+|ja′′
1
+1|+···+|ja′′
2
|+1
.
Consequently, we obtain
wt(kyca′′1 ky+1) · · ·wt(ky+m−1ca′′mky+m) = (−1)
(y+|iL|)m+
∑m
k=1
∑a′′
k
p=r+1 |jp|+(
m+1
2 ).
From the identity (3.17), we see that the following equality holds in Z2:
(y + |iL|)m = (y + |iLV |+ |iLH |)m = ℓm+m|jLV |+m|iRH |.(3.18)
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Note that
∏
e˜(−1)
m(e˜) = (−1)m|j
L|+
∑m
k=1
∑a′′
k
−1
p=r+1 |jp| for all marked vertical edges e˜ on the
right-hand side of the wall in d˜.
Combining the equalities (3.14)–(3.18), we obtain the desired result (3.12). 
We now prove the main result of this section.
Theorem 3.5. The linear map Ψr,s :
−→
B r,s −→ Endq(n)(V
⊗r ⊗W⊗s) is surjective. More-
over, when n ≥ r + s, Ψr,s is a bijection.
Proof. Since the map flip : EndC(V
⊗(r+s)) −→ EndC(V
⊗r ⊗W⊗s) is a q(n)-supermodule
isomorphism, our assertion follows from Proposition 2.6, Proposition 3.3, and Lemma
3.4. 
4. The mixed Schur-Weyl-Sergeev duality
This section is devoted to the proof of our main result: the mixed Schur-Weyl-Sergeev
duality. We will define a multiplication on
−→
B r,s and show that
−→
B r,s is isomorphic to the
supercentralizer algebra Endq(n)(V
⊗r ⊗W⊗s)op as an associative superalgebra whenever
n ≥ r + s.
As we did for
−→
Dk, we define a multiplication on
−→
B r,s in two steps.
Step 1: Marked concatenation
For d1, d2 ∈
−→
B r,s, we define the marked concatenation d1 ∗ d2 as follows. We first put
d1 under d2 and identify the vertices on the bottom row of d2 with the vertices on the
top row of d1. If there is a loop in the middle row, we define d1 ∗ d2 = 0. If there is no
loop in the middle row, we declare that an edge in this diagram is marked if and only if
the number of marked edges from d1 and d2 to form this edge is odd. The diagram thus
obtained is the marked concatenation d1 ∗ d2.
Step 2: Multiplication on
−→
B r,s.
To define a multiplication, we first define the numbers c(d1, d2), ℓ(d1, d2), ρ(d1, d2), p(d1, d2) ∈
Z≥0 as follows.
(1) We say that a vertex is good if it is the left vertex of a horizontal edge or the top
vertex of a vertical edge. For a good vertex of a marked edge in d1 that becomes
a horizontal edge in the bottom row of d1 ∗ d2, we color it with i . On the other
hand, for a good vertex of a marked edge in d1 that becomes a horizontal edge in
the top row of d1 ∗ d2, we color it with i©. A good vertex of a marked edge in
d1 that becomes a vertical edge in d1 ∗ d2 is colored with i©. The numbering i
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is determined by reading the good vertices from bottom to top and left to right.
For the diagram d2, we carry out the same procedure succeeding the numbering
obtained from d1. For each i©, we count the number of j ’s such that j > i. Let
c(d1, d2) be the sum of these numbers for all i©.
(2) Let ak be the good vertex in a new edge in d1 ∗ d2 connected to a marked edge
with color ik© such that i1 < · · · < it. Then we obtain a sequence a1 · · · at. Let
ℓ1(d1, d2) be the arranging number for a1 · · · at defined in Section 2.
(3) Let ρ1(d1, d2) be the number of pairs with the same entry in {1, . . . , r} in the
sequence a1, . . . , at.
(4) For each i©, we define the passing number to be the number of j©’s such that j < i
and i© passes on j© when i© goes to a good vertex of a new edge. Let p1(d1, d2)
be the sum of passing numbers for all i©.
(5) We carry out the same calculation of (3),(4) for the color i to obtain the numbers
ℓ2(d1, d2) and ρ2(d1, d2).
(6) The passing number for i is defined to be the number of j ’s such that i < j and
i passes on j when i goes to the good vertex of a new edge. Let p2(d1, d2) be
the sum of passing numbers for all i .
(7) We define
ℓ(d1, d2) := ℓ1(d1, d2) + ℓ2(d1, d2), ρ(d1, d2) := ρ1(d1, d2) + ρ2(d1, d2),
and p(d1, d2) := p1(d1, d2) + p2(d1, d2).
With these data, we define the multiplication on
−→
B r,s by
(4.1) d1d2 = (−1)
c(d1,d2)+ℓ(d1,d2)+ρ(d1,d2)+p(d1,d2)d1 ∗ d2.
Note that if the new edge in d1 ∗ d2 consists only of the vertical edges of d1 and d2, the
passing number of i© included in this new edge is always 0.
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then the colored diagram is given as follows:
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We observe the following:
(1) The colored vertices 3©, 4 and 5 yield c(d1, d2) = 2.
(2) The good vertices of the edges that are connected to 3©, 6©, 7© are 3, 3, 1, respec-
tively. So ℓ1(d1, d2) = 2, ρ1(d1, d2) = 1.
(3) The colored vertices 3© and 6© yield p1(d1, d2) = 1.
(4) The good vertices of the edges that are connected to 1 , 2 , 4 , 5 are 2, 1, 1, 1,
respectively. So ℓ2(d1, d2) = 3, ρ2(d1, d2) = 1.
(5) The colored vertices 4 and 5 yield p2(d1, d2) = 1.
Consequently, we obtain
d1d2 = −
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From the definition of marked concatenation, we observe that
−→
B r,s is a superalgebra
(which may not be associative at this point). We call
−→
B r,s the (r, s)-walled Brauer su-
peralgebra, or simply the walled Brauer superalgebra. The identity element is the diagram
such that each vertex on the top row is connected with the corresponding vertex on the
bottom row by the normal edge.
Note that the multiplication of (r, s)-superdiagrams without marked edges is the same
as the multiplication on the walled Brauer algebra Br,s(0). Therefore, the even part of
−→
B r,s contains the walled Brauer algebra Br,s(0) as a subalgebra.
Now we will show that the linear map Ψr,s gives a well-defined (right) action of
−→
B r,s
on V⊗r ⊗W⊗s. For 1 ≤ p ≤ r, r + 1 ≤ q ≤ r + s, we define ep,q to be the following
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(r, s)-superdiagram:
ep,q :=
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
· · · · · · · · · · · ·
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We use the same definition ci given in (3.4), (3.5). A diagram in
−→
B r,s with normal
vertical edges only will usually be denoted by σ and will be identified with an element in
Σr × Σs. For simplicity, we write Ψr,s(σ) = σ˜, Ψr,s(ep,q) = e˜p,q and Ψr,s(ci) = c˜i.
Lemma 4.2. With the above notations, the following relations hold in Endq(n)(V
⊗r ⊗
W⊗s)op.
(4.2)
σ˜c˜j = c˜σ(j)σ˜ for σ ∈ Σr × Σs,
e˜ 2p,q = 0, e˜p,q c˜pe˜p,q = 0,
c˜ 2i = −1 for 1 ≤ i ≤ r, c˜
2
i = 1 for r + 1 ≤ i ≤ r + s,
c˜ic˜j = −c˜j c˜i for i 6= j,
c˜pe˜p,q = c˜q e˜p,q, e˜p,q c˜p = e˜p,qc˜q, e˜p,qc˜p′ = c˜p′ e˜p,q for different p, q, p
′.
Proof. Each of the relations can be checked by direct calculations. For instance, we show
the first relation for the case r + 1 ≤ j ≤ r + s. Let iL ∈ Ir, iR ∈ Is. We have
c˜jσ˜(viL ⊗ wiR) =c˜j((−1)
x+yviσ(1) ⊗ · · · ⊗ viσ(r) ⊗ wiσ(r+1) ⊗ · · · ⊗wiσ(r+s))
=(−1)x+y+|i
L|+|iσ(r+1)|+···+|iσ(j−1)|viσ(1) ⊗ · · · ⊗ viσ(r)
⊗ wiσ(r+1) ⊗ · · · ⊗ wiσ(j) ⊗ · · · ⊗ wiσ(r+s),
where x and y arise from crossings of the left-hand side and right-hand side of the wall in
σ, respectively.
Let σ(j) = k. Then
σ˜c˜k(viL ⊗ wiR) =σ˜((−1)
|iL|+|ir+1|+···+|ik−1| vi1 ⊗ · · · ⊗ vir
⊗ wir+1 ⊗ · · · ⊗ wik ⊗ · · · ⊗ wir+s),
=(−1)|i
L|+|ir+1|+···+|ik−1|+x+y
′
viσ(1) ⊗ · · · ⊗ viσ(r)
⊗ wiσ(r+1) ⊗ · · · ⊗ wiσ(j) ⊗ · · · ⊗ wiσ(r+s),
where x and y′ arise from crossings of the left-hand side and right-hand side of the wall
in σ, respectively. One can verify that
(−1)y+|iσ(r+1)|+···+|iσ(j−1)| = (−1)y
′+|ir+1|+···+|ik−1|.
There are three types of the edges of σ as shown below:
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•
•
•
•
•
•
•
•
ia ib ik ic
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We have y = |ik||ib| + |ik||ic| + |ib||ic| and |iσ(r+1)| + · · · |iσ(j−1)| = |ia| + |ic|. Since
y′ = (|ik|+1)|ib|+(|ik|+1)|ic|+ |ib||ic| and |ir+1|+ · · ·+ |ik−1| = |ia|+ |ib|, we obtain the
desired result. 
The following proposition is one of the key ingredients in proving our main theorem.
Proposition 4.3. The linear map Ψr,s defines a superalgebra homomorphism between
−→
B r,s and Endq(n)(V
⊗r ⊗W⊗s)op. That is, for all d1, d2 ∈
−→
B r,s, we have
Ψr,s(d1d2) = Ψr,s(d1)Ψr,s(d2) in Endq(n)(V
⊗r ⊗W⊗s)op.
Proof. By [3, Lemma 7.4], the map Ψr,s preserves the multiplication for (r, s)-superdiagrams
without marked edges.
First, we assume that there is a loop in the middle row of d1 ∗ d2. If the number of
marked edges to form a loop is odd, there is no j such that id1j, jd2k are all consistently
labeled. For any starting point of the loop, we label j and j simultaneously since there is
an odd number of the horizontal edges. Therefore,
∑
j∈Ir+s wt(id1j)wt(jd2k) = 0 for all
k ∈ Ir+s, and hence Ψr,s(d1)Ψr,s(d2) = 0.
Suppose the number of marked edges to form a loop is even. Simply, we write x˜ =
Ψr,s(x) for x ∈
−→
B r,s. Let c˜A := c˜a1 · · · c˜am for a non-empty subset A = {a1 < · · · < am} ⊂
{1, · · · , r + s}, and c˜A := 1 for an empty set A. Using the decomposition in Lemma 3.2,
we obtain
d˜1 = c˜a1 · · · c˜ap d˜
′
1c˜b1 · · · c˜bq , d˜2 = c˜a′1 · · · c˜a′t d˜
′
2c˜b′1 · · · c˜b′u .
Since the proof for the general case is too messy, we will work with the following example
to explain the main idea of proof. Let us draw only a loop in the middle row in d1 ∗ d2
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and let the vertices in the loop be x1, x2, x3, y1, y2, y3 from left to right.
d1 ∗ d2 = ••
•
•
•
•
•
•
•
•
•
•· · · · · ·
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Observe that
d′1 = σex1,y1ex2,y3ex3,y2 , d
′
2 = ex1,y3ex2,y2ex3,y1τ
for some (r, s)-superdiagrams σ, τ without the marked edges. Since Ψr,s preserves the
multiplication for (r, s)-superdiagrams without the marked edges, combined with Lemma
4.2, we obtain
d˜1 = ±c˜A1σ˜c˜B1 e˜x1,y1 e˜x2,y3 e˜x3,y2 c˜x2 , d˜2 = ±c˜x3 e˜x1,y3 e˜x2,y2 e˜x3,y1 c˜A2 τ˜ c˜B2 ,
where Ai, Bi are the set of indices of the marked edges. Since c˜ic˜j = −c˜j c˜i for i 6= j, we
need to take the sign into account.
By the associativity of EndC(V
⊗r ⊗W⊗s)op and the relations in Lemma 4.2, we know
c˜x3 can be transformed into c˜x2 in e˜x1,y1 e˜x2,y3 e˜x3,y2 c˜x2 c˜x3 e˜x1,y3 e˜x2,y2 e˜x3,y1 . In general case,
since there are even number of the marked edges in a loop, the c˜i’s will be canceled out,
too. Notice that
e˜x1,y1 e˜x2,y3 e˜x3,y2 e˜x1,y3 e˜x2,y2 e˜x3,y1 = Ψr,s(ex1,y1ex2,y3ex1,y3ex2,y2ex3,y1) = 0.
Since d˜1d˜2 = ± · · · e˜x1,y1 e˜x2,y3 e˜x3,y2 c˜x2 c˜x3 e˜x1,y3 e˜x2,y2 e˜x3,y1 · · · , we obtain the desired result.
The general case can be handled in this manner.
Next, let us consider the case d1d2 6= 0. For an (r, s)-superdiagram d without marked
edges, we can decompose d as follows.
(1) For d in
−→
B r,s, read the left vertex of each horizontal edges on the bottom row
from left to right to obtain a sequence p1 · · · pa. We denote by qa the right vertex of the
horizontal edge connected with pa-th vertex.
(2) Read the left vertex of each horizontal edge on the top row from left to right to
obtain a sequence p′1 · · · p
′
a. Let q
′
a be the right vertex of the edge connected with p
′
a-th
vertex.
(3) Let σ be the (r, s)-superdiagram such that p′i-th vertex (respectively, q
′
i-th vertex)
on the top row is connected with pi-th vertex (respectively, qi-th vertex) on the bottom
row by a normal edge. The other edges of σ are all normal and have the same connection
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as d. Therefore, σ ∈ Σr × Σs and σ
−1(pi) = p
′
i, σ
−1(qi) = q
′
i for all i, which implies
d = ep1,q1 · · · epa,qaσ.
For a general d ∈
−→
B r,s, let P (respectively, Q) be the set of good vertices of marked
horizontal edges on the bottom row (respectively, marked vertical edges or marked hor-
izontal edges on the top row) of d. Let cA := (((ca1ca2) · · · )cam) for a non-empty set
A = {a1 < · · · < am} ⊂ {1, · · · , r + s}, and cA := 1 for an empty set A, where ci is
the (r, s)-superdiagram defined in (3.4), (3.5). Then we can decompose d in the following
form:
d = ((((cP ep1,q1) · · · epa,qa)σ)cQ)(4.3)
satisfying the conditions
(i) 1 ≤ p1 < · · · < pa ≤ r, and r + 1 ≤ qi ≤ r + s are all distinct,
(ii) σ ∈ Σr × Σs and σ
−1(p1) < · · · < σ
−1(pa),
(iii) P ⊂ {p1, · · · , pa}, Q ⊂ {1, · · · , r + s} \ {σ
−1(q1), · · · , σ
−1(qa)}.
Note that when we calculate the multiplication in the right-hand side of (4.3), the ex-
ponent of −1 is always 0. By Lemma 3.2 and [3, Lemma 7.4], we obtain the decomposition
d˜1 = c˜P e˜p1,q1 · · · e˜pa,qaσ˜c˜Q, d˜2 = c˜T e˜t1,u1 · · · e˜tx,ux τ˜ c˜U .
For simplicity, let d˜′1 = e˜p1,q1 · · · e˜pa,qaσ˜, d˜
′
2 = e˜t1,u1 · · · e˜tx,ux τ˜ .
Note that we color all the elements of P,Q, T, U with i or i©. Also we color the
elements of P (respectively, U) with the square (respectively, circle). Let A1 (respectively,
A2) be the set of elements in Q which are colored with the square (respectively circle).
Similarly, let B1 (respectively, B2) be the set of elements in T which are colored with the
square (respectively, circle). Then we have
d˜1d˜2 = (−1)
c(d1,d2)c˜P d˜
′
1c˜A1 c˜B1 c˜A2 c˜B2 d˜
′
2c˜U .
We shift the element c˜i (i ∈ A2, B2, U) using the relations in Lemma 4.2. Then we have
d˜1d˜2 = (−1)
c(d1,d2)+p1(d1,d2)c˜P d˜
′
1c˜A1 c˜B1 d˜
′
2c˜a1 · · · c˜at ,
where ai’s are the good vertices of new edges in d1 ∗d2 and p1(d1, d2) is the sum of passing
numbers for all i©. The exponent p1(d1, d2) arises from the following formula:
e˜p,q c˜b1 · · · c˜bm c˜q = (−1)
xe˜p,q c˜b1 · · · c˜bm c˜p,
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where all bi 6= q and x is the number of bi’s such that bi = p. For example, if
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the labeled diagram is as follows:
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By Lemma 4.2, we obtain
d˜1d˜2 = (e˜2,3c˜2)(c˜1e˜1,3s˜1) = e˜2,3c˜2(c˜1e˜1,3)s˜1 = e˜2,3c˜2(c˜3e˜1,3)s˜1 = (e˜2,3c˜2c˜3)e˜1,3s˜1
= (−1) (e˜2,3c˜2c˜2)e˜1,3s˜1 = (−1) e˜2,3c˜2(c˜2e˜1,3s˜1) = (−1) e˜2,3c˜2(e˜1,3s˜1c˜1)
= (−1) e˜2,3(c˜2e˜1,3s˜1)c˜1 = (−1) e˜2,3(e˜1,3s˜1c˜1)c˜1 = (−1) e˜2,3e˜1,3s˜1c˜1c˜1.
Moreover, we have
c˜a1 · · · c˜at = (−1)
ℓ1(d1,d2)+ρ1(d1,d2)c˜h′1 · · · c˜h′z ,
where h′1 < h
′
2 < · · · < h
′
z. It follows that
d˜1d˜2 = (−1)
c(d1,d2)+p1(d1,d2)+ℓ1(d1,d2)+ρ1(d1,d2)c˜P d˜
′
1c˜A1 c˜B1 d˜
′
2c˜h′1 · · · c˜h′z .
Similarly, by shifting c˜i’s for i ∈ P,A1, B1, we have
d˜1d˜2 = (−1)
c(d1,d2)+p(d1,d2)+ℓ(d1,d2)+ρ(d1,d2)c˜h1 · · · c˜hy d˜
′
1d˜
′
2c˜h′1 · · · c˜h′z ,
where h1 < h2 < · · · < hy. Note that Ψr,s(d1 ∗ d2) = c˜h1 · · · c˜hy d˜
′
1d˜
′
2c˜h′1 · · · c˜h′z . Hence we
obtain
Ψr,s(d1)Ψr,s(d2) = Ψr,s(d1d2)
as desired. 
Example 4.4. For (3, 3)-superdiagrams d1, d2 in Example 4.1, we can decompose
d1 = c2e2,5s4c1c2c6, d2 = c1c3e1,6e3,4s2c1.
The decomposition of d1 is shown below:
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Now we are ready to state and prove our main theorem.
Theorem 4.5.
(a) The walled Brauer superalgebra
−→
B r,s is an associative superalgebra for all r, s ≥ 0.
(b) When n ≥ r + s, the walled Brauer superalgebra
−→
B r,s is isomorphic to the super-
centralizer algebra Endq(n)(V
⊗r ⊗W⊗s)op as an associative superalgebra.
Proof. (a) When n ≥ r + s, since Endq(n)(V
⊗r ⊗W⊗s)op is an associative superalge-
bra, Theorem 3.5 and Theorem 4.3 show that
−→
B r,s is an associative superalgebra. Note
that the associativity condition (d1d2)d3 = d1(d2d3) does not depend on n for all (r, s)-
superdiagrams d1, d2, d3 ∈
−→
B r,s. Therefore, if
−→
B r,s is associative for large enough n, then
−→
B r,s is associative for all r, s ≥ 0.
Now the assertion (b) is obvious. 
5. Presentation of walled Brauer superalgebras
Another main result of this paper is a presentation of
−→
B r,s. Assume that 1 ≤ i ≤
r − 1, r + 1 ≤ j ≤ r + s− 1, 1 ≤ k ≤ r, r + 1 ≤ l ≤ r + s. Let us consider the following
diagrams in
−→
B r,s :
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sj :=
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j j + 1
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er,r+1 :=
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· · · · · · ,
1 r r + 1 r + s
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Theorem 5.1. The walled Brauer superalgebra
−→
B r,s is the associative superalgebra gen-
erated by (even generators) 1, s1, . . . , sr−1, sr+1, . . . , sr+s−1, er,r+1 and (odd generators)
c1, . . . , cr+s with the following defining relations (for admissible i, j) :
s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi (|i− j| > 1),(5.1)
e2r,r+1 = 0, er,r+1sj = sjer,r+1 (j 6= r − 1, r + 1),(5.2)
er,r+1 = er,r+1sr−1er,r+1 = er,r+1sr+1er,r+1,(5.3)
sr−1sr+1er,r+1sr+1sr−1er,r+1 = er,r+1sr−1sr+1er,r+1sr+1sr−1,(5.4)
c2i = −1 (1 ≤ i ≤ r), c
2
i = 1 (r + 1 ≤ i ≤ r + s), cicj = −cjci (i 6= j),(5.5)
sicisi = ci+1, sicj = cjsi (j 6= i, i+ 1),(5.6)
crer,r+1 = cr+1er,r+1, er,r+1cr = er,r+1cr+1,(5.7)
er,r+1crer,r+1 = 0, er,r+1cj = cjer,r+1 (j 6= r, r + 1).(5.8)
Proof. We observe that the subalgebra of
−→
B r,s generated by si’s (i = 1, . . . , r − 1, r +
1, . . . , r+ s− 1) is isomorphic to the group algebra of Σr×Σs. Also we have σer,r+1σ
−1 =
eσ(r),σ(r+1) for σ ∈ Σr × Σs. Since every element d ∈
−→
B r,s can be decomposed into the
form (4.3), the elements s1, . . . , sr−1, sr+1, . . . , sr+s−1, er,r+1 and c1, . . . , cr+s generate the
associative superalgebra
−→
B r,s. By direct calculations, one can verify that these elements
satisfy the above relations.
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Now take the associative superalgebra F over C generated by si (i = 1, . . . , r − 1, r +
1, . . . , r+s−1), er,r+1 and cj (1 ≤ j ≤ r+s) with the above defining relations. Then
−→
B r,s
is a quotient of F . In particular, dimC(
−→
B r,s) ≤ dimC F . Therefore, to prove our theorem,
it is enough to show that dimC F ≤ dimC(
−→
B r,s).
Let Σ be the subalgebra of F generated by si’s and let s˜i be the transposition in Σr×Σs
corresponding to i = 1, . . . , r−1, r+1, . . . , r+s−1. We define an algebra homomorphism
ψ : C(Σr × Σs) −→ Σ by s˜i 7→ si. It is a well-defined surjective homomorphism. So Σ
is a quotient of C(Σr × Σs). Let ep,q := σer,r+1σ
−1, where σ = sq−1 · · · sr+1sp · · · sr−1
for 1 ≤ p ≤ r − 1, r + 2 ≤ q ≤ r + s. Set cA := ca1 · · · cam for a non-empty set
A = {a1 < · · · < am} ⊂ {1, · · · , r + s} and cA := 1 for an empty set A. We define
X := {cP ep1,q1 · · · epa,qacQσ | (i) 1 ≤ p1 < · · · < pa ≤ r,
(ii) r + 1 ≤ qi ≤ r + s and qi are all distinct,
(iii) σ ∈ Σ, and ∃σ˜ such that ψ(σ˜) = σ, and σ˜−1(p1) < · · · < σ˜
−1(pa),
(iv) P ⊂ {p1, . . . , pa}, Q ⊂ {1, . . . , r + s} \ {q1, . . . , qa}}.
We will prove our assertion in two steps:
Step 1: Every word in the generators of F belongs to the linear span of elements of X.
Step 2: The number of elements in X is less than or equal to the dimension of
−→
B r,s.
Proof of Step 1 :
For 1 ≤ i < j ≤ r or r + 1 ≤ i < j ≤ r + s, we define
(i j) := sisi+1 · · · sj−2sj−1sj−2 · · · si+1si ∈ Σ.
For 1 ≤ j < i ≤ r or r + 1 ≤ j < i ≤ r + s, define (i j) := (j i)−1 ∈ Σ. From the relations
(5.1)–(5.8), we obtain the following relations:
(1) (p′ q′)ep,q = ep,q(p
′ q′),
(2) (p p′)ep,q = ep′,q(p p
′), (q q′)ep,q = ep,q′(q q
′),
(3) ep,qep′,q′ = ep′,q′ep,q,
(4) ep,qep,q′ = ep,q(q q
′), ep,qep′,q = ep,q(p p
′),
(5) ep,qep′,q′(p p
′)(q q′) = ep,qep′,q′ ,
(6) cqep,q = cpep,q, ep,qcq = ep,qcp,
(7) cp′ep,q = ep,qcp′ ,
(8) e2p,q = 0, ep,qcpep,q = 0.
Here, all p, q, p′, q′ are admissible and distinct.
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Suppose that the relations (1)–(8) are satisfied. For a given word w in the generators
of F , using the relations (5.6), we can interchange the place of ci with the place of sj.
From the relation (5.1) and the definition of ep,q, we may write w in terms of the elements
ep,q. From the relations (1) and (2), we may move ep,q in the left-hand side of all si’s. We
would like to move ci in the left-hand side of all ep,q’s or in the right-hand side of all ep,q’s.
From the relation (7), we move each cj in the left-most side of w, except for cp’s which
are in the right-hand side of all ep,q’s. By the relations (5.5) and (6), we have
w = ±cXea1,b1 · · · eaℓ,bℓei1,i′1ci1ea′1,b′1 · · · ea′x,b′xei2,i′2ci2 · · ·
for some set X. Using the relations (1)–(4) and (8), we rearrange ea1,b1 · · · eaℓ,bℓei1,i′1 to
obtain eh1,g1 · · · ehm,gmsx1 · · · sxu or 0, where hj , gj are all distinct. From the relation (5.6),
we obtain sx1 · · · sxmci1 = ck1sx1 · · · sxm for some k1. If all hj is not k1, then we can shift
ck1 to the left-hand side of eh1,g1 · · · ehm,gm. If hj = k1 for some j, ehp,gp (p 6= j) can be
shifted to the right-hand side of ck1 . In this way, we can obtain w = 0 or
w = ±cAek1,k′1ck1ek2,k′2ck2 · · · ekt,k′tcktej1,j′1 · · · eju,j′ucBσ,
for some set A,B, σ ∈ Σ, and ji, j
′
i are all distinct. If there is ekt,k′t in ej1,j′1 · · · eju,j′u, then
w = 0 by (3),(8). If all j′i is not k
′
t, then we can shift ckt to the right-hand side of all ep,q’s
using the relation (6),(7). If there is p such that j′p = k
′
t and jp 6= kt, then we have
w = ± · · · ekt−1,k′t−1ckt−1cjpekt,k′tej1,j′1 · · · eju,j′ucBσ.
If jp = kt−1, cjp becomes a constant by relation (5.5). If not, we can shift cjp to the left-
hand side of ekt−1,k′t−1. In this way, we shift cjp to the left-side of all ep,q’s or cjp becomes
a constant. Repeating this process on ck1 , · · · , ckt−1 , we can shift all ci to the left-hand
side or right-hand side of all ep,q’s, or obtain w = 0.
Combining the relations (5.5), (3),(4),(6)–(8), we finally obtain w = 0 or
w = ±cP ep1,q1 · · · epa,qacQσ,
where P ⊂ {p1, · · · , pa}, Q ⊂ {1, · · · , r + s} \ {q1, . . . , qa} and σ ∈ Σ.
Since ψ is surjective, there exists an element σ˜ ∈ Σr × Σs such that ψ(σ˜) = σ. If
σ˜−1(p1) > σ˜
−1(p2), we replace σ with (p1 p2)(q1 q2)σ using the relation (5). Clearly,
ψ((p1 p2)
′(q1 q2)
′σ˜) = (p1 p2)(q1 q2)σ, where (x y)
′ = s˜x · · · s˜y−2s˜y−1s˜y−2 · · · s˜x ∈ Σr ×Σs.
In this way, we can find σ ∈ Σ satisfying the condition (ii). Therefore, every word in
generators of F belongs in the linear span of the elements of X.
The relations (1)–(4) were verified in the proof of [5, Theorem 4.10]. The relation (5.4)
implies er−1,r+2er,r+1 = er,r+1er−1,r+2.
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For the relation (5), we first prove er,r+1er−1,r+2sr−1sr+1 = er,r+1er−1,r+2. Note that
er,r+1er−1,r+2sr−1sr+1 = er,r+1sr−1sr+1er,r+1 by (5.1)
= (er,r+1sr−1er,r+1)sr−1sr+1er,r+1 by (5.3)
= er,r+1(sr+1sr+1)sr−1er,r+1sr−1sr+1er,r+1 by (5.1)
= er,r+1sr+1er,r+1sr+1sr−1er,r+1sr−1sr+1 by (5.4)
= er,r+1er−1,r+2 by (5.3).
For (p, q) 6= (r, r + 1), (r − 1, r + 2), we have
ep,qer,r+1(p r)(r + 1 q)
= (r + 2 q)(r − 1 p)er−1,r+2(r + 2 q)(r − 1 p)er,r+1(p r)(r + 1 q)
= (r + 2 q)(r − 1 p)er−1,r+2er,r+1(r + 2 q)(r − 1 p)(p r)(r + 1 q)
= (r + 2 q)(r − 1 p)er−1,r+2er,r+1(r − 1 r)(r + 1 r + 2)(r − 1 p)(r + 2 q)
= (r + 2 q)(r − 1 p)er−1,r+2er,r+1(r − 1 p)(r + 2 q)
= ep,qer,r+1.
Here, if p = r − 1 or q = r + 2, we define (r − 1 p) = (r + 2 q) = 1. The general case can
be verified in a similar manner.
From the relation (5.7), we obtain
cqep,q = cq(r + 1 q)(r p)er,r+1(r + 1 q)(r p) = (r + 1 q)(r p)cr+1er,r+1(r + 1 q)(r p)
= (r + 1 q)(r p)crer,r+1(r + 1 q)(r p) = cp(r + 1 q)(r p)er,r+1(r + 1 q)(r p)
= cpep,q.
The other relations in (6), (7) can be checked similarly.
The relations e2p,q = 0 and ep,qcpep,q = 0 follow from (5.1), (5.2) and (5.1), (5.6), (5.8),
respectively.
Proof of Step 2 :
One can compute the dimension of
−→
B r,s by counting the (r, s)-superdiagrams with i
horizontal edges in each row and then summing up over all i. Thus we obtain
dimC(
−→
B r,s) =
min(r,s)∑
i=0
2r+s
((
r
i
)(
s
i
)
i!
)2
(r − i)!(s − i)!.
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Now we count the number of the elements in X. We define a set
Y = {(a,(p1, q1), . . . , (pa, qa), P,Q, σ) | (i) 0 ≤ a ≤ min(r, s),
(ii) 1 ≤ p1 < · · · < pa ≤ r, and r + 1 ≤ qi ≤ r + s are all distinct,
(iii) P ⊂ {p1, . . . , pa},
(iv) Q ⊂ {1, . . . , r + s} \ {q1, . . . , qa},
(v) σ ∈ Σr × Σs, and σ
−1(p1) < · · · < σ
−1(pa)}.
We know |X| ≤ |Y | and we will count the number of elements of Y . For given 0 ≤ a ≤
min(r, s), the number of all distinct subsets of {p1, . . . , pa} is 2
a and the number of all
distinct subsets of {1, . . . , r+s}\{q1, . . . , qa} is 2
r+s−a. Observe that the number of distinct
((p1, q1), . . . , (pa, qa))’s satisfying the condition (ii) is
(
r
a
)(
s
a
)
a!. Since σ ∈ Σr × Σs and
σ−1(p1) < · · · < σ
−1(pa), the number of σ’s satisfying these conditions is
(
r
a
)
(r − a)!s!.
Therefore
|Y | =
min(r,s)∑
a=0
2r+s
((
r
a
)(
s
a
)
a!
)((
r
a
)
(r − a)!s!
)
.
From the identity s! =
(
s
a
)
a!(s − a)!, we get |Y | = dimC(
−→
B r,s).
Combining Step 1 and Step 2, we obtain dimC F ≤ |X| ≤ dimC(
−→
B r,s), which completes
the proof. 
Remark 5.2.
(1) If r = 0 or s = 0, then we omit the generator er,r+1 and the corresponding relations.
(2) Since ci+1 = sicisi for admissible i, the even generators together with c1, cr+1
generate the whole associative superalgebra
−→
B r,s.
(3) All the relations (5.1)–(5.4) involving si, er,r+1 (i = 1, . . . , r−1, r+1, . . . , r+s−1)
also appear in the presentation for the walled Brauer algebra; see [6, Corollary 4.5]
or [9, Theorem 4.1]. The following relation in [6, Corollary 4.5]
sr−1sr+1er,r+1sr+1sr−1er,r+1 = er,r+1sr−1sr+1er,r+1
can be derived from the relations (5.1),(5.3) and (5.4).
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