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abstract of the dissertation
Warped Time Stretch: Photonic Hardware Accelerators
for Imaging and Sensing
by
Jacky Chak-kee Chan
Doctor of Philosophy in Electrical Engineering
University of California, Los Angeles, 2018
Professor Bahram Jalali, Chair
Photonic time stretch is a well-established real-time optical technology. Using
dispersion, the spectral modulation of a broadband optical pulse is stretched to
alleviate the bandwidth bottleneck present in the subsequent analog-to-digital
conversion and digital processing. The recent warped time stretch generalizes
this concept with tailored non-uniform dispersion profiles, reshaping the wideband
optical information arbitrarily and in real-time. Warped stretch can be considered
a particular implementation of photonic hardware acceleration, a new category
of data processing engines in which analog optical pre-processing is performed
preceding optical-to-electrical conversion. Given a-priori knowledge of the non-
uniform entropy statistics of the optical input spectrum, the dispersion profile can
be engineered to provide the optimal warp for optical signal pre-processing, while
maintaining the advantages of traditional time-stretch in terms of ultrafast, real-
time data acquisition of wideband optical data. By optically reshaping the optical
signal prior to uniform sampling, his introduces the effective capability of adaptive
sampling rates to single-shot, ultrafast optical measurements and instrumentation,
Such a capability has wide-ranging applicability, including optical pulse reshaping,
feature extraction, network coding, data compression and optical phase retrieval.
To validate the generalization of time stretch to arbitrary warped mappings
ii
of the optical spectrum into the time domain, the theory of time stretching is
re-explored, and additional physical constraints for the group delay profile and
optical signal are identified. We also establish a mathematical equivalence of the
temporal chirp of any large dispersion with the group delay, enabling the design
of time-domain signals with passive dispersive elements that are described in the
spectral domain.
Grounded by theoretical validation, we develop multiple applications to warped
time stretch. We demonstrate that proper design of warped stretch transformation
leads to time-bandwidth product engineering. We develop mathematical expres-
sions for a dispersion-influenced time bandiwdth product and simulate the effect
of warped dispersion on the time-bandwidth product for broadband optical sig-
nals. Using time-frequency analysis, we analyze the effect of imperfect dispersion
profiles on the performance of such systems, and extend that analysis to dispersive
phase recovery systems in the presence of system noise.
Similar to time-bandwidth engineering, we also show that the signal-to-noise
ratio of the optical signal can be engineered if given a-priori knowledge of the
spectrotemporal statistics of the signal. Via analysis and simulation of the signal-
to-noise ratio under the influence of dispersion, we provide a design pathway for
translating this a-priori knowledge into context-optimized data acquisition and
processing. We also leverage these bandwidth engineering concepts in the digital
domain, and develop an smart sampling approach for image compression.
In order to introduce warped dispersion in which the profile can be modified in
real-time, we demonstrate a physical implementation of reconfigurable dispersion.
In a generalization of chromo-modal dispersion, we use acousto-optics to provide
a reconfigurable mapping of the spectrum to time. This is achieved by exploiting
the angle-dependent excitation of multimode waveguides. Such a source for dis-
persion would be of interest for any time-stretch detection system where feedback
is required for the dispersion profile.
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2.1 Overview of the role of time-stretch in data acquisition and process-
ing systems. Time-stretching acts as the bridge between real-world
analog data and knowledge derived from digital processing, learn-
ing and inference algorithms, by slowing down the acquisition speed
of the incoming data to match that of the processing electronics. . 6
2.2 Applications and detection modalities of photonic time-stretch, in-
cluding both coherent (e.g. optical coherence tomography (OCT),
phase retrieval etc.) and incoherent methods (time-stretch spec-
troscopy, angular light scattering etc.); some techniques admit both
incoherent and coherent detection modalities. . . . . . . . . . . . 7
2.3 Overview of the time-stretch process. (a) The wideband optical car-
rier is chromatically dispersed via time-stretch dispersive Fourier
transform (TS-DFT). (b) Information is encoded onto the opti-
cal spectrum amplitude. Since the carrier is previously dispersed,
the temporal amplitude modulation now has a one-to-one corre-
spondence to the carrier wavelengths. (c) With frequency-to-time
mapping of the information in place, further chromatic dispersion
with TS-DFT now slows down the modulated signal in real time.
(d) This real-time information can now be analyzed in the digital
domain. By tuning the ratio of group velocity dispersion between
the two dispersive elements D1 and D2, the speed of the input sig-
nal can now match that of the analog-to-digital converter (ADC)
or digitizer. In general, the time-stretch technique can be seen
as a Fourier-domain ADC, which digitizes the modulated optical
spectrum (as opposed to the time-domain optical input). . . . . . 8
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2.4 Two ways to modulate the information onto the optical spectrum.
(a) Incoherent (direct) modulation and (b) coherent (indirect/Fourier
domain) modulation. (a) The wideband optical carrier is chromat-
ically dispersed via time-stretch dispersive Fourier transform (TS-
DFT), or spatially dispersed with a grating pair, or provide angular
encoding by including a lens after the grating pair. (b) To access
information encoded in the spectral phase of the input optical sig-
nal (or, similar to the incoherent case, in the spatial variations of
the optical path length), the Fourier domain optical intensity is
indirectly modulated with axial (refractive index) modulation. In
the incoherent case, we identified three main mappings: (i) time-
to-time, (ii) time-to-space, and (iii) time-to-angle; these correspond
to Time-Stretch Enhanced Recorder (TiSER), time-stretch imaging
systems such as the Serially Time Encoded Amplified Microscopy
(STEAM), and angular encoded time-stretch systems such as the
Spectrally Encoded Angular Light Scattering (SEALS). . . . . . . 10
2.5 Schematic for time-stretch spectroscopy systems. An optical pulse
is chromatically dispersed by a highly dispersive element (such as
a dispersion compensating fiber, which can also allow for Raman
amplification in tandem) with dispersion D2. With sufficient dis-
persion, each individual optical wavelength is delayed to a different
time. This enables the optical spectrum of ultrafast pulses to be
recorded and digitized in real-time. . . . . . . . . . . . . . . . . . 17
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2.6 Schematic for TiSER-based systems. The broadband optical pulse
is first dispersed with group delay dispersion D1, then amplitude
modulated by the input signal. This effectively maps the temporal
RF input onto the optical spectrum, which can then be stretched
via the second group delay dispersion D2 to bridge the speed mis-
match between the RF input and the digitizer. With distributed
Raman amplification integrated into the second dispersive element,
the SNR can also be maintained and not to be limited by the ADC
bit depth post-stretch. . . . . . . . . . . . . . . . . . . . . . . . . 19
2.7 Schematic for the Single-shot Network Analyzer (SiNA) time-stretch
system. An optical trigger is sent to a waveform generator to ini-
tiate an impulse response measurement of the device-under-test
(DUT). The output response is modulated onto the D1 pre-stretched
optical carrier by the TiSER-based time-stretch system, which slows
down the electrical response of the signal via the dispersive element
D2. The electrical single-shot output of SiNA is the slowed tempo-
ral response of the DUT, which can then be measured and analysed
in real-time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.8 Schematic for the time-stretch accelerated processor (TiSAP) for
optical performance monitoring. For proof-of-concept, a pseudo-
random bit sequence (PRBS) representing a real-world digital input
is generated and modulated onto an optical carrier which is pre-
chirped with the dispersive element D1. The optical chirped pulse
is then stretched by a second dispersive element D2, stretching
the signal before being captured by the photodetector. An FPGA
provides pulse shaping and clock data recovery to the stretched
PRBS input under feedback, then finally digitized with an ADC at
a lower, time-stretched bandwidth. . . . . . . . . . . . . . . . . . 25
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2.9 Schematic for STEAM-based line-scan imaging systems. After pass-
ing through an optional dispersive element D1, the broadband op-
tical pulse is spatially dispersed with a diffraction grating pair to
obtain a line-scan image of the target. The wavelength-dependent
path difference creates a group delay dispersion Dg, which is dou-
bled in the return path. The spatial information is now mapped
onto the optical spectrum, which is then stretched via the sec-
ond group delay dispersion D2 (with integrated distributed Raman
amplification), further mapping the spatial information into time,
enabling ultrafast, single-shot serial readout of the spatial line-scan
image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.10 Schematic for stretch-encoded angular light scattering systems. Af-
ter passing through an optional dispersive element D1, the broad-
band optical pulse is spatially dispersed by a diffraction grating
pair, where the wavelength-dependent path difference adds an ad-
ditional group delay dispersion Dg. The spatial rainbow is then
focused onto the target and the side-scattering is recorded. Since
rainbow is narrowband, the wavelength dependence on the scatter-
ing intensity is negligible; therefore, the angular information is now
mapped onto the optical spectrum. By further stretching via the
second group delay dispersion D2 (with integrated distributed Ra-
man amplification), further mapping the spatial information into
time, enabling ultrafast, single-shot serial readout of the spatial
line-scan image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
xii
2.11 Overview of the coherent time-stretch process. (a) The wideband
optical carrier is chromatically dispersed by a dispersive element.
(b) Information is encoded onto the optical spectrum amplitude via
spectral shearing. Since the carrier is previously dispersed, the tem-
poral amplitude modulation now has a one-to-one correspondence
to the carrier wavelengths. (c) With frequency-to-time mapping of
the information in place, further chromatic dispersion now slows
down the modulated signal in real time. (d) By tuning the ratio
of group velocity dispersion between the two dispersive elements,
the speed of the input signal can now match that of the analog-to-
digital converter (ADC). . . . . . . . . . . . . . . . . . . . . . . . 33
2.12 Schematic for coherent TiSER systems. A supercontinuum pulse
is first dispersed with a dispersive element. The pulse then enters
into an interferometric setup, and the sample arm is imprinted with
coherent target information, while the other arm is unmodulated,
but delayed by ∆τIF to tune the heterodyne baseband frequency.
When recombined with the reference arm, the interference causes
the delay information to be mapped to the interference pattern in
the optical intensity. The pulse intensity is then separated into its
complementary (90◦-shifted) counterpart for digital lock-in phase
reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
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2.13 Schematic for time-stretch OCT systems. A supercontinuum pulse
is first dispersed with a dispersive element with small group delay
dispersion D1 to lower the peak power without excessive compro-
mise in the integration time. The pulse then enters into the interfer-
ometric setup. In the sample arm, the different depth layers of the
sample reflect pulses at increasing time delays. When recombined
with the reference arm, the interference causes the delay informa-
tion to be mapped to beat frequencies in the optical intensity. By
treating the interference as amplitude modulation, the pulse is then
stretched via the second group delay dispersion D2 (with integrated
distributed Raman amplification), further mapping the depth infor-
mation into time and enabling ultrafast, single-shot serial readout
of the sample depth scan. Akin to swept-source OCT, the digi-
tal readout is then numerically Fourier-transformed to obtain the
direct depth reflectivity profile. . . . . . . . . . . . . . . . . . . . 36
2.14 Illustration for the mechanism of post-signal dispersion in providing
the information stretch. Since the signal is encoded in terms of
delays of the signal arm relative to the reference arm, the precise
position of the group delay dispersion (whether pre- or post-signal)
does not matter to the amount of stretch generated, as long as both
the signal and reference arms are affected equally. . . . . . . . . . 38
xiv
2.15 Schematic for time-stretch vibrometry systems. A supercontinuum
pulse is first dispersed with a dispersive element with small group
delay dispersion D1 to lower the peak power without excessive com-
promise in the integration time. The pulse then enters into an in-
terferometric setup. In the sample arm, the movement of the target
reflects incoming pulses at fluctuating time delays. When recom-
bined with the reference arm, the interference causes the delay in-
formation to be mapped to beat frequencies in the optical intensity.
By treating the interference as amplitude modulation, the pulse is
then stretched via the second group delay dispersion D2 (with in-
tegrated distributed Raman amplification), further mapping the
depth information into time and enabling ultrafast, single-shot se-
rial readout of the sample depth scan. Akin to swept-source OCT,
the digital readout is then numerically Fourier-transformed to ob-
tain the direct depth reflectivity profile. . . . . . . . . . . . . . . . 40
2.16 Mechanism of time-stretch photon Doppler velocimetry. The broad-
band optical carrier pulse is first stretched by a dispersive element
D1, and then enters into a interferometric setup. One of the arms
impinges on a moving target, which imparts a Doppler shift ∆ωD
on the pulse and shifts the spectrum in accordance with the ve-
locity in the direction of measurement. After recombining with the
reference pulse, the velocity information is encoded onto the optical
intensity via beating between the signal and reference beams. The
beating frequency can then be stretched via a second dispersive
element D2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
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3.1 Illustration of the “temporal gearbox” concept. Photonic time
stretch is a real-time optical transformation in which the spectrum
of an optical signal is mapped into time. The broadband opti-
cal pulse can first transform into alternate domains (e.g. spatial
domain) before being mapped into time in the final stage. Trans-
forming first into other domains is useful for imprinting information
which exists in domains other than time (e.g. spatial or angular
data). (a) With conventional time stretch, the spectrum is mapped
into time at a fixed rate, using a fixed dispersive element. This can
be likened to using fixed gear to represent the mapping between
domains. (b) In warped time stretch, the rate at which spectral
information is mapped into time can be adjusted by modifying the
dispersion profile. This can be likened to “shifting gears” in a me-
chanical gearbox to match the acceleration profile of a vehicle. . . 45
4.1 Block diagram of time stretch system with phase retrieval. The
analog waveform is first reshaped by the linear or warped transform.
An analog discrimination filtered response as well as the original
frequency-to-time mapped signal intensities are then recorded for
digital phase recovery. After photodetection and analog to digital
conversion, the complex electric field is obtained using a digital
phase recovery algorithm and the input waveform is reconstructed
using digital back-propagation. . . . . . . . . . . . . . . . . . . . 51
xvi
4.2 (a) Signal under test. (b) Intensity spectrum with 2.4 THz double
sideband bandwidth. (c) Group delay dispersion profiles β(ω) for
warped (β(ω) = A · tan−1(Bω), where A = 200 ps, B = 1.2 ps) and
linear (β(ω) = A ·Bω, A ·B = 240 ps2) stretches. Here, A is related
to the dispersion strength and parameter B is related to the degree
of warping. The ratio of the dash-dot and dotted lines correspond
to the designed time-bandwidth compression, and are referenced
in Figures 4.3(e) and 4.3(f). (d) Discrimination (STARS) filter
amplitude, with the output intensity spectrum of the linear case as
comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 The stretched modulation distribution for the case of (a) warped
stretch (b) linear stretch. (c) The RF spectrum of Arm 1 (see
Figure 4.1) before and after application of the 32 GHz RF filter.
(d) The same for Arm 2. The corresponding output time domain
signals after the photodiode is shown (e) without and (f) with the
discrimination filter; the filter is used for phase recovery. The hor-
izontal dotted line is the digitizer least significant bit (LSB) and
defines the effective temporal duration, as shown by the vertical
dotted lines. Note how 4.3(f) differs from the ideal time duration
as defined by the group delay in Figure 4.2(a), due to limitations
in resolution (i.e. the number of bits). . . . . . . . . . . . . . . . . 56
xvii
4.4 Reconstructed input signal after digital phase recovery and back-
propagation for both linear and warped stretch cases. Digitizers
with (a) 8 bits, (b) 10 bits and (c) 12 bits were simulated, each with
their corresponding reconstructed phase plots (d-f). The number of
bits affects the SNR of amplitude measurements (Arm1 and Arm2
in Figure 4.1) from which the phase is recovered which then affects
the reconstruction accuracy. Results are for single shot, i.e. no
averaging has been used. . . . . . . . . . . . . . . . . . . . . . . . 57
5.1 The stretch modulation distribution is a time-frequency plot for
designing and benchmarking optical TBE systems, graphically dis-
playing the time duration and intensity bandwidth of the optical
intensity of an optical pulsed signal simultaneously, while under the
influence of chromatic dispersion. The top and bottom plots are
qualitative and show the magnitude of the Sm distribution of the
input and output signals in a system with a sublinear group de-
lay profile. The Sm distribution shows how the TBP of the signal
intensity can be engineered. . . . . . . . . . . . . . . . . . . . . . 62
5.2 Arbitrary input signal in (a) time and (b) spectral domains used in
this paper. (c) Three different qualitative GD profiles that can be
used to engineer the TBP of optical signals. Sm distribution plots
corresponding to these profiles are shown in Figure 5.3. . . . . . . 63
xviii
5.3 The stretched modulation (Sm) distribution is used to design time-
bandwidth engineering systems with engineered time bandwidth
product (TBP). At time t = 0 (horizontal axis), it represents the
modulation bandwidth. The half-extent along the vertical direction
is the record length. Here we have compared the distribution for
three cases: time-bandwidth (a) conserved, (b) compressed and (c)
expanded. In each case we have shown operation in the near field
and far-field. The group delay profiles corresponding to each case
is shown in Figure 5.2(c). . . . . . . . . . . . . . . . . . . . . . . . 64
5.4 Graphical demonstration of the relation between the input signal
and system parameters of the kernel to the output signal duration
and modulation bandwidth, simultaneously, using the Sm distribu-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5 (a) Three different group delay profiles simulated to engineer the
time bandwidth product. (b) Simulated output time bandwidth
product (TBP) as a function of dispersion strength, k, compared
to the calculated TBP using Equations (5.4) and (5.9). The three
near-, mid-, and far-field regions defined here correspond to the
same regions shown in Figure 5.6. . . . . . . . . . . . . . . . . . . 70
5.6 An example of the effect of varying k on the Sm distribution in the
near, mid, and far-field regions, for the case of the linear GD profile. 71
5.7 Four different GD profiles used to study the effect of GD ripples
on the performance of TBE systems. We consider operation in
(a,b) the far field as well as (c,d) the near field. In each regime
we consider two cases: GD ripples of less than 4% and 8% of the
maximum GD. Sm distribution plots corresponding to these profiles
are shown in Figures 5.8 and 5.9. . . . . . . . . . . . . . . . . . . 72
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5.8 The Sm distribution can be used to analyze the effect of nonideali-
ties on the performance of TBE systems. Here we have compared
the Sm plots for two systems operating in the far field with (a)
4% and (b) 8% GD ripples, respectively, corresponding to the GD
profiles shown in Figures 5.7(a) and (b). The “ideal” distribu-
tion is marked by black squares, and is accompanied by an artifact
(marked by the black triangles) which is due to the GD ripples.
This figure shows that the output modulation bandwidth in the
far-field regime is determined mainly by the GD ripples at frequen-
cies near the carrier frequency. . . . . . . . . . . . . . . . . . . . . 74
5.9 The Sm distribution can be used to analyze the effect of nonideali-
ties on the performance of TBE systems. Here we have compared
the Sm plots for two systems operating in the far field with (a)
4% and (b) 8% GD ripples, respectively, corresponding to the GD
profiles shown in Figures 5.7(a) and (b). The “ideal” distribu-
tion is marked by black squares, and is accompanied by an artifact
(marked by the black triangles) which is due to the GD ripples.
This figure shows that the output modulation bandwidth in the
near-field regime is determined mainly by the GD ripples at higher
frequencies - the more near-field the optical output, the more likely
bandwidth is determined by GD ripples at higher frequencies. . . 75
6.1 The “instantaneous” SNR is defined per sample at time t = t0+nTs,
averaged over the integration period of Ts. . . . . . . . . . . . . . 79
6.2 (a) Electric field of input test signal. (b) Electric field spectrum
amplitude of input. (c) Group delay of dispersive element. (d)
Amplified output photocurrent in time. Note the occurrence of the
warped frequency-to-time mapping between subplots (b) and (d). 83
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6.3 Schematic of the simulated setup, including noise sources . . . . 84
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7.1 Schematic of the dynamic chromo-modal dispersion (dynamic CMD)
setup. A tunable 1550-nm CW fiber laser is modulated with 200-
ps pulses with an EOM, then amplified with an EDFA. The pulses
are collimated into free space and focused into an AOD. The first-
order diffracted beam is coupled into a multimode waveguide (here
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(MMF), each with its own associated delay. By selecting the de-
sired L-G waveguide mode, the temporal position of the input pulse
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8.1 Overview schematic for image compression codec with warped stretch.
The input is split into two components: i) the downsampled warped
image and ii) the metadata, which contains a compressed version of
the warp kernel. These two components are jointly used for recov-
ering the original input. Since the warp kernel is image-dependent,
we must send it as part of the compressed file, which creates extra
overhead relative to an image-independent compression technique,
such as uniform sampling. However, if the metadata can be com-
pressed extremely compactly, the overall compression ratio can still
be significant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.2 Flowchart for warped stretch compression using piecewise decom-
position. (a) A separate warp kernel is generated for each row of
the image. The warp is based on the local row bandwidth, i.e.
the derivative of the image intensity. The input image is then
warped by the kernel and downsampled at a uniform rate. The
compressed image is then saved into a custom binary file format
(WST), along with the warp kernel, which itself is compressed via
piecewise decomposition. To reconstruct the image, we decompress
the piecewise-decomposed warp kernel and use it to perform non-
uniform upsampling on the reloaded compressed image. (b) For
comparison purposes, we also uniformly downsample the input im-
age in 1D with a lower downsampling rate that accounts for the
warp kernel overhead saved in the WST binary format. . . . . . . 98
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8.3 Results for row 838 (out of 1672) of the fractal clock image at 6x
warped stretch compression with overhead compensation. The line
signal (a) is first rescaled using non-uniform cubic interpolation as
defined by the warp kernel, generated according to Equation (8.7).
In this warped space (b), the signal can now be downsampled at a
uniform rate (indicated by the red circles) that is lower than what
is possible using uniform downsampling, at a given reconstruction
quality. The number of downsampled points is less than 1/8th of
the number of pixels in the original line signal so that the compres-
sion ratio becomes 8x after taking the warp kernel overhead into
consideration when saving to file. Both the warping and the down-
sampling operations can be reversed to reconstruct the line signal
(c). The corresponding locations of the downsampled points (red
circles in (b)) overlay the (a) original and (c) reconstructed line
signals for visual reference. The dashed frames in (a) and (b) in
particular denote a one-to-one correspondence of the same sample
sub-region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
8.4 Comparison of compression performance with the fractal clock im-
age. The original input image (a-b) and the 4x uniformly down-
sampled case (c-e), as compared with the reconstructed image after
5.25x warped stretch compression (f-h). The downsampling rate for
the uniform case was increased (hence the image quality improve-
ment) such that the resultant file sizes for both warped and uni-
form compression become equal (to compensate for the warp kernel
overhead). After reconstruction, the warped case (g-h) achieved a
PSNR of 37.7 dB, which was 6.32 dB better than the uniform down-
sampling case (d-e). . . . . . . . . . . . . . . . . . . . . . . . . . . 103
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8.5 Comparison of compression performance with the colour portrait
image. (a) The 8x uniformly downsampled image and (b) the 10.2x
warp stretch-compressed image are shown with (c) the original im-
age and (d-e) their respective reconstructions, while (f-h) are, in
turn, their respective close-up portions. Further zoom-ins on the
rims of the glasses are shown in (i-h), highlighting the failure of
uniform downsampling to capture this sharp feature. The down-
sampling rate for the uniform case was adjusted such that the re-
sultant file sizes for both warped and uniform compression become
equal; however, since all three colour channels share the same warp
kernel, the overhead burden is reduced by a third in this scenario.
After reconstruction, the warped case (e,h,k) achieved a PSNR of
39.1 dB, which was 3.11 dB better than the uniform downsampling
case (d,g,j). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.6 Empirical rate distortion plot for fractal clock and portrait images
The PSNR of warped stretch compression (solid) is compared with
uniform downsampling (dotted) over a range of compression ratios
for (a) the grayscale fractal clock image and (b) the colour portrait
image. At a compression ratio of 4x, warped stretch outperforms
in PSNR by 6.32 dB in the clock, and by 4.10 dB in the portrait.
Beyond the compression ratios of 9x and 20x respectively, the over-
head from the warp kernel completely compromises the performance.105
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CHAPTER 1
Introduction
The detection of optical ultrafast signals is a ubquitious problem across many
disciplines, such as astronomy, biology, medical, military and industrial. In many
such scenarios, the speed of such optical data is much higher than the acquisition
electronics. Moreover, even if the speed limitations could be relaxed, the con-
tinuous and high-speed data acquisition would quickly accumulatie and lead to
difficulties in data storage. Photonic time-stretch is a mature optical technique
which was introduced in the 1990s to address the problem of speed, bridging the
bandwidth gap between optics and electronics by slowing down the optical signal
in real-time.
In this dissertation, we introduce warped time stretch, also known as foveated
time stretch, to address the storage volume in a general manner via “foveated sam-
pling”. The term “foveated sampling” comes from the “fovea centralis”, a small
area near the centre of the retina, corresponding to cells that capture light for the
central field of vision, in which nearly 50% of densely packed cone photoreceptor
cells are located. The eye achieves image acquisition with non-uniform resolution
in the visual field by spatially varying the cone cell density. Additionally, the
spatially-varying photoreceptor cell density enables enhanced image resolution in
central vision with lower resolution in the peripheral vision where high resolution
is not necessary.
Our goal is to implement the same function for sampling of the spectrum of
ultrafast waveforms, and to do so in real-time. Normally this would require a
1
sampler with a sample rate that adapts to the instantaneous behaviour of the
input signal in real-time. However, this is not possible because the time scales of
optical signals are in the picosecond range or less, which is much shorter than the
response time found in electronic circuits. In addition, the sampling rate would
have to be synchronized with the variations in input signal.
A better approach that avoids the speed and synchronization issues is to per-
form warped time-stretching followed by uniform sampling. The first step is a
spectrotemporal operation in which the spectrum of the broadband optical signal
is non-uniformly mapped to a time scale that is slow enough to digitized. This is
followed by uniform sampling in time domain performed by an analog-to-digital
converter. When combined, this effectively achieves foveated spectral sampling
at ultra-high speeds and in real-time. As we demonstrate below, this technique
leads to efficient allocation of samples based on the information density of the
spectrum.
Similar to linear time stretch, foveated stretch is realized using dispersive el-
ements, but here the dispersion is tailored to map the spectrum into time in a
signal-dependent manner [1, 2]. This represents a new type of sparse sampling
that operates in real-time (in contrast to conventional sparse sampling that re-
quires multiple measurements followed by iterative algorithms for signal recon-
struction). The design of the dispersion profile is tailored to the time-averaged
spectral statistics. It is open loop and does not require instantaneous adaptivity.
Real-time optical data compression has been demonstrated with this technique
to solve the big data predicament caused by the high throughput of time stretch
instruments [3]. This has motivated similar follow-on works by a growing number
of researchers [4–8].
In Chapter 2, we first develop a unified framework for the analysis of any
optical system which utilizes time stretch. The theoretical study in this study
identifies the major components of a warped time-stretch system and the general
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conditions necessary for a successful mapping of the optical spectrum into time
with an frequency-dependent dispersion profile. This allows us to unify and stan-
dardize all disparate time-stretch related systems into the same framework for
system analysis.
More generally, warped time stretch can be considered as a specific class of
photonic hardware accelerators. Photonic hardware accelerators (PHAs) comprise
a new category of data processing engines, in which analog optical pre-processing
is performed preceding optical-to-electrical conversion and digital processing to
alleviate the burden on the electronics. This vision enables the acquisition and
digital processing of waveforms that are much faster than what is possible with
conventional electronics. Chapter 3 shows that the application of large dispersion
allows for as equivalence in describing dispersive effects in both time and frequency
domains. We liken this particular application of spectral basis decomposition of
the group delay to the operation of a mechanical gearbox, in which different gears
can be selected to match the torque needed for a given velocity profile of a vehicle.
In many cases, the spectral profile is sufficient for the characterization of the
input optical pulse, particularly in applications in which a “blank” optical pulse
functions as the carrier or medium, such that the desired ultrafast signal imprinted
onto the spectral intensity for real-time slow down using time stretch. In situations
in which the original temporal profile of optical signal is of interest, the recovery
of the time-domain waveform from the measured envelope spectrum of a time-
stretched optical pulse requires phase recovery. Chapter 4 discusses the signal
reconstruction process involving complex field recovery and back-propagation in
the presence of noise. We show that the presecnce of noise and distortion to
the acquired signal intensities significantly affects the convergence of the phase
retrieval system, up to a noise cut-off threshold.
In Chapter 5 we explore the effect of introducing a warped dispersion on the
time-bandwidth product of a broadband optical signal. We demonstrate that un-
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like conventional photonic time stretching, the time-bandwidth product can either
be minimized or expanded, when the group delay profile is designed specifically
to the local density of spectral features. Using time-frequency analysis, we also
develop a mathematical expression for the product, and analyze its change un-
der different dispersion profiles via simulations. We also analyze the impact that
imperfections of the dispersion profiles have on the performance of such systems.
Given control on the power spreading and bandwidth reduction along the
time-stretched waveform via dispersion, it is natural to also consider using tai-
lored stretching to manipulate the signal-to-noise ratio (SNR) of an optical signal.
Chapter 6 shows, by both theory on the instantaneous power and by simulations,
that the SNR can be engineered as long as the information density of the spec-
trum is known on average, such that the dispersion profile can be appropriately
designed. This opens up a new pathway to analog optical computing.
In order to design warped dispersion in real-time for time-stretch systems
where feedback is required, a physical implementation of reconfigurable disper-
sion is often desirable. Chapter 7 provides one such implementation. It is a
generalization of chromo-modal dispersion, which uses acousto-optics to provide
a reconfigurable mapping of the spectrum to time. This is achieved by exploiting
the angle-dependent excitation of multimode waveguides.
Finally, in Chapter 8, we taking the inspiration of the “foveated” methods
we developed for non-uniform frequency-to-time mappings in optical signals for
optical data compression, we demonstrate the application of warped stretch to
digital image compression. We achieve image compression via smart downsam-
pling by pre-warping an image prior to uniform downsampling and demonstrate
the compression technique on both black-and-white as well as colour images.
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CHAPTER 2
Mathematical foundations of warped time
stretch
2.1 Introduction
Data acquisition devices are in the core of all communication, sensing and imag-
ing systems. Otherwise known as analogy-to-digital converters (DAC) or “digi-
tizers” they are often limit how fast and how accurately data can be captured in
a system. While the performance of data converters may be limited by one or
a combination of different mechanisms, the accuracy decreases with speed for all
data converters. Put differently, the effective number of bits reduces at high input
signal bandwidths and high sampling rates [9]. To alleviate this problem, pho-
tonic time-stretch was introduced in the 1990s as a key-enabling technology for
single-shot, real-time detection of ultrafast optical signals [10,11]. Over the years,
many variants of time-stretch systems have been developed and implemented un-
der various modalities, including real-time oscilloscopes such as TiSER [12, 13],
optical coherence tomography (OCT) [14,15], line-scan imaging [16–18], and more
recently, to photon Doppler velocimetry (PDV) [19–22] and broadband laser rang-
ing (BLR) [21–24].
By enabling single-shot measurements and non-stop capture of billions of
frames, time-stretch has led to several scientific breakthroughs, ranging from the
first observation of the laser mode-locking dynamics [25] and soliton explosions in
fibers [26], to relativistic electron bunching in synchrotrons [27], and to single-shot
5
Figure 2.1: Overview of the role of time-stretch in data acquisition and processing
systems. Time-stretching acts as the bridge between real-world analog data and
knowledge derived from digital processing, learning and inference algorithms, by
slowing down the acquisition speed of the incoming data to match that of the
processing electronics.
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stimulated Raman spectroscopy (SRS) [28, 29], and label-free detection of cancer
cells in blood with record accuracy, a feat achieved by combining time stretch
with deep learning networks [17,30].
Figure 2.2: Applications and detection modalities of photonic time-stretch, in-
cluding both coherent (e.g. optical coherence tomography (OCT), phase retrieval
etc.) and incoherent methods (time-stretch spectroscopy, angular light scattering
etc.); some techniques admit both incoherent and coherent detection modalities.
With the rapidly proliferating creation and deployment of time stretch sys-
tems in various applications, having a unified framework for understanding, de-
sign and analysis of time stretch systems is paramount. In this context, various
time stretch systems ranging from oscilloscopes to microscopes are described in a
single theoretical framework following and single canonical equation. This unified
framework also leads to a modular design of time stretch systems using a limited
set of fundamental building blocks.
Figures 2.2 and 2.3 illustrate the key steps common amongst all time-stretch
systems. We start with Figure 2.2 which illustrates four key steps common
amongst all time-stretch systems. The first step is modulation of the fast sig-
7
Figure 2.3: Overview of the time-stretch process. (a) The wideband optical
carrier is chromatically dispersed via time-stretch dispersive Fourier transform
(TS-DFT). (b) Information is encoded onto the optical spectrum amplitude. Since
the carrier is previously dispersed, the temporal amplitude modulation now has a
one-to-one correspondence to the carrier wavelengths. (c) With frequency-to-time
mapping of the information in place, further chromatic dispersion with TS-DFT
now slows down the modulated signal in real time. (d) This real-time information
can now be analyzed in the digital domain. By tuning the ratio of group velocity
dispersion between the two dispersive elements D1 and D2, the speed of the input
signal can now match that of the analog-to-digital converter (ADC) or digitizer. In
general, the time-stretch technique can be seen as a Fourier-domain ADC, which
digitizes the modulated optical spectrum (as opposed to the time-domain optical
input).
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nal onto the spectrum of a broadband optical pulse. Various ways to do this for
temporal, spatial and angular signals under test are described later. The second
step is to stretch the signal modulation on a wideband optical carrier by way of
chromatic dispersion, in a process that is now known as the time-stretch disper-
sive Fourier transform (TS-DFT). A key component of any photonic time-stretch
system is the dispersive element, which disperses the wideband optical spectrum
in time. With sufficiently large chirp, the dispersion profile completely specifies
the location of each wavelength in the carrier spectrum, which results in a one-
to-one correspondence between the carrier intensity in time and each wavelength
component. Therefore, if information is now encoded onto the optical spectrum
via amplitude modulation, any further chromatic dispersion of the carrier can
stretch the encoded signal in time. Furthermore, by tuning the stretch factor,
which is the ratio of group velocity dispersion between the first and second dis-
persive elements D1 and D2, the speed of the input signal can now match that of
the analog-to-digital converter (ADC), thus opening up the bottleneck of optical
data acquisition and sensing. Moreover, distributed Raman amplification can be
integrated into the second dispersive element to maintain high SNR. In general,
the time-stretch technique can be seen as a Fourier-domain ADC, which digitizes
the modulated optical spectrum (as opposed to the time-domain optical input).
The spectral modulation process can be direct in time or in the Fourier domain.
To imprint the target information onto the optical carrier, the carrier must be first
be stretched in the domain which the information is located. This can be achieved
both incoherently and coherently. In the incoherent case, we identified three
main mappings: time-to-time, time-to-space, and time-to-angle; these correspond
to Time-Stretch Enhanced Recorder (TiSER) [12], time-stretch imaging systems
such as the Serially Time Encoded Amplified Microscopy (STEAM) [16], and
angular encoded time-stretch systems such as the Spectrally Encoded Angular
Light Scattering (SEALS) [31]. To access information encoded in the spectral
9
Figure 2.4: Two ways to modulate the information onto the optical spectrum. (a)
Incoherent (direct) modulation and (b) coherent (indirect/Fourier domain) modu-
lation. (a) The wideband optical carrier is chromatically dispersed via time-stretch
dispersive Fourier transform (TS-DFT), or spatially dispersed with a grating pair,
or provide angular encoding by including a lens after the grating pair. (b) To ac-
cess information encoded in the spectral phase of the input optical signal (or,
similar to the incoherent case, in the spatial variations of the optical path length),
the Fourier domain optical intensity is indirectly modulated with axial (refractive
index) modulation. In the incoherent case, we identified three main mappings:
(i) time-to-time, (ii) time-to-space, and (iii) time-to-angle; these correspond to
Time-Stretch Enhanced Recorder (TiSER), time-stretch imaging systems such as
the Serially Time Encoded Amplified Microscopy (STEAM), and angular encoded
time-stretch systems such as the Spectrally Encoded Angular Light Scattering
(SEALS).
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phase of the input optical signal (or, similar to the incoherent case, in the spatial
variations of the optical path length), the Fourier domain optical intensity is
indirectly modulated with axial (refractive index) modulation.
The outline of the paper is as follows: Section 2.2 will be the mathematical
framework of the time-stretch technique. Section 2.3 will be an extended and uni-
fied discussion of time-stretch systems by application, in terms of incoherent and
coherent output data, respectively. For the incoherent case, this includes time-
stretch spectroscopes, oscilloscope / digitizers (with TiSER), network analyzers,
hardware processing acceleration, imaging (with STEAM) and angular light scat-
tering (with SEALS); for the coherent case, this includes optical coherence tomog-
raphy (OCT), vibrometry, photon Dopple velocimetry (PDV), interferometry, and
phase retrieval. We aim to demonstrate that all time-stretch systems share the
same time-and signal-dependent stretch factor M , where:
M [t(λ)] = 1 +
D2(λ)
D1(λ)
(2.1)
2.2 Mathematical derivations for warped time stretch
We introduce a mathematical framework for describing the coherent evolution of
the signal envelope of an optical pulse, following the terminology and framework
outlined in [32], but expanding upon it in terms of introducing a general group
delay dispersion profile; this is known as warped stretch (also known as foveated
stretch or anamorphic stretch). The general procedure involves the input optical
signal being stretched by an initial dispersive element D1, followed by a modula-
tion of the information onto the envelope of the broadband optical carrier. This
signal envelope is then stretched in time by a second dispersive element D2.
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2.2.1 Carrier stretching
The complex envelope spectrum of a broadband input pulse Ei(t) = |Ei(t)|ejωct
can be described in the phasor notation as:
E˜i(ω − ωc) = Ft{Ei(t)} = |E˜i(ω − ωc)|ejθ(ω−ωc) (2.2)
where ωc is the carrier frequency. Dispersive elements are typically phase-only
operations with their transfer function in the form H(ω) = ejφ(ω−ωc), where φ(ω)
is the phase induced by dispersion. In terms of the propagation constant β(ω),
φ(ω) can be written as:
φ(ω) = β(ω) · z =
∞∑
m=1
βmz
m!
(ω − ωc)m (2.3)
where βm is the m-th order propagation constant coefficient in the z-direction.
The group delay τ = dφ/dω can similarly be Taylor-expanded into its disper-
sive modes. Without loss of generality, we will also shift our frame of reference
to that of the delayed optical pulse. That is, for a propagation length of z = L
within the dispersive element, t − β1L → t is the dispersion-retarded temporal
frame of reference, and:
τ(ω)− β1L→ τ(ω) =
∞∑
m=2
βmz
(m− 1)!(ω − ωc)
m (2.4)
is the β1L-retarded group delay. We will hereon use the alternative formulation
of expressing dispersive elements in terms of the more tangible physical quantity
of group delay τ(ω), instead of in terms of the spectral phase φ(ω). After passing
through the first dispersive element D1, the time-domain output electric field
envelope ED1(t) can then be written in the most general form as:
ED1(t) = F−1ω {E˜D1(ω − ωc)} =
∫ ∞
−∞
|E˜i(ω − ωc)|ejθ(ω−ωc)+j
∫
τD1dω−jωtdω
2pi
(2.5)
Note that in most cases, the input pulse is near transform-limited or has limited
chirp prior to stretching, and thus θ
′  τD1 and we can ignore the input chirp
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θ
′
(ω). This justifies the formulation of frequency-to-time mapping purely in terms
of the group delay profile τ(ω).
2.2.2 Signal modulation
At this point, the optical carrier is modulated with the desired information s(t),
which has a complex spectrum s˜(Ω). We can represent the modulation in the
spectral domain as a convolution:
E˜I(ΩI) = Ft {ED1(t) · s(t)} =
∫ ∞
−∞
E˜D1(ΩI − Ω)s˜(Ω)dΩ
2pi
(2.6)
where Ω = ω − ωc is the (angular) modulation frequency relative to the carrier
frequency ωc.
The simple expression that models the modulation event demonstrates the
power of time stretch systems to be applicable to a vast range of information
modalities. This includes analog signals, such as RF microwave signals, Raman
signatures, as well as digital signals; moreover, both amplitude and phase infor-
mation can also be accommodated.
2.2.3 Modulation stretching
The modulated carrier is now passed through another dispersive element D2 with
a corresponding β1LD2-retarded group delay τD2(ω). Mathematically, this is rep-
resented as:
E˜D2(ωI) = E˜I(ωI)e
j
∫
τD2dω
=
∫ ∞
−∞
E˜i(ΩI − Ω)ej[
∫
τD1(ωI−Ω)d(ωI−Ω)+
∫
τD2(ωI)dωI]s˜(Ω)
dΩ
2pi
(2.7)
The two group delay integrals can be combined to become:∫
τD1(ωI − Ω)d(ωI − Ω) +
∫
τD2(ωI)dωI
= τˆ
′
tot(ωI ; Ω)
(
ωI − Ω
M(ωI ; Ω)
)2
+
τˆ
′
D2(ωI)
M(ωI ; Ω)
Ω2 (2.8)
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where τˆ(ω) =
∑∞
m=2
βmL
m!
(ω− ωc)m−2 is a weighted Taylor expansion of the group
delay dispersion τˆ
′
(ω) =
∑∞
m=2
βmL
(m−2)!(ω − ωc)m−2, and τˆ
′
tot(ωI ; Ω) = τˆ
′
D1(ωI −
Ω) + τˆ
′
D2(ωI) is the total weighted group delay dispersion, and M(ωI ; Ω) = 1 +
τˆ
′
D2(ωI)
τˆ
′
D1(ωI−Ω)
is the generalized stretch factor. For time-stretch dispersive Fourier
transformation to occur, the group delay dispersion Dλ(ω) =
2pic
λ20
∂τ(ω−ωc)
∂ω
must be
sufficiently large over the optical bandwidth to spread the spectral components
of the optical pulse apart and achieve information stretch via wavelength-to-time
mapping. Mathematically speaking, this corresponds to a sufficiently large group
delay dispersion which satisfies the asymptotic requirements of the stationary
phase approximation.
If we assume slow-varying group delay dispersion profiles τ
′
D1(ω) and τ
′
D2(ω),
we can invoke the stationary phase approximation [28, 33, 34] to give us the fol-
lowing new stationary envelope frequency ωs = τˆ
−1
tot (t) by:
d
dωI
[∫
τˆtot(ωI ; Ω)dωI − ωIt
]
ωI=ωs
= 0 (2.9)
From the aforementioned assumptions made for the stationary phase approxi-
mation to be valid, we are justified to also assume s˜(Ω) has compact support over[−∆Ω
2
, ∆Ω
2
]
, where the modulation bandwidth ∆Ω is much smaller than that of the
optical bandwidth ∆ω. This allows us to remove the convolutional dependence on
certain slow-varying terms. When assuming that s˜(ω) has compact support over[−∆ΩI
2
, ∆ΩI
2
]
we can make the following slow-varying envelope approximations:
M(ωI ; Ω) ≈M(ωs) = 1 + τˆ
′
D2(ωs)
τˆ
′
D1(ωs)
≈ 1 + D2(λ)
D1(λ)
τˆ
′
D1(ωs − Ω) ≈ τˆ
′
D1
(
ωs − Ω
M
)
τˆ
′
D2(ωs) ≈ τˆ
′
D2
(
ωs − Ω
M
)
E˜i(Ωs − Ω) ≈ E˜i
(
Ωs − Ω
M
)
It should be noted that the temporal resolution of the envelope is limited by
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the oscillation period of the optical carrier, but which can be tuned by adjusting
the magnitude of the dispersion prior to the spectral modulation [35]. After the
approximations are made, the output electric field ED2(t) can therefore be shown
to be:
ED2(t) ≈ ED2(t) · sTS
(
t
M(ωs)
)
(2.10)
where:
ED2(t) ≡ E˜i(ωs − ωc)√
2pi|τ ′tot(ωs)|
exp
[
j
∫
τ(ωs)dωs − jωst− j pi
4
]
(2.11)
is the stretched envelope of the unmodulated transformed-limited pulse Ei(t), and
sTS
(
t
M(ωs)
)
≡
∫ ∞
−∞
s˜(Ω) exp
(
j
τˆD2(ωs)
M(ωs)
Ω2 − j Ω
M(ωs)
t
)
dΩ
2pi
= F−1Ω {s˜(Ω) exp jφDIP (Ω)}
is the time-stretched modulation, with φDIP (Ω) =
τˆ(ωs)
M(ωs)
Ω2 as the spectral dispersion-
induced phase. As expected, each frequency ωs = τˆ
′
tot(t) of the optical spectrum
amplitude is now mapped to a distinct point in time t. From this mapping, we can
see that the total duration of the optical carrier envelope has been stretched by
a factor of 〈M(ω)〉ω since modulation. This is the time-stretch dispersive Fourier
transformation of the optical carrier [36, 37]. Simultaneously, note how in equa-
tion (2.10) each time point of the chirped modulation signal sTS(t) is now mapped
to a stretched time M(ωs)t of the carrier envelope; this is the generalized pho-
tonic time stretch process with arbitrary dispersion, which we call ”warped time
stretch”, or ”warped stretch”.
It should be noted that, while SPA is necessary for the mathematical frame-
work, in general, it need not be satisfied by the optical element that provides the
temporal dispersion itself. For example, we will later demonstrate this for the
case of time-stretch imaging, where the residual carrier dispersion D1 can be very
small and does not satisfy the SPA alone. However, modulation stretching still
occurs due to the SPA being satisfied by the spatial dispersion induced by the
grating pair. This spatial dispersion occurs in a different domain than the final
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information stretch, so while it satisfies the SPA condition for the time-stretch
system, it is not included in the stretch factor. While SPA is necessary for the
mathematical framework, in general, it need not be satisfied by the optical element
that provides the temporal dispersion itself.
While we have derived the above expression using the stationary phase ap-
proximation in the so-called far-field regime, it can be considered a special case
of the generalized dispersion Fourier transformation, in which this approximation
need not hold true. In near-field conditions, there is no longer a one-to-one map-
ping between the optical spectrum and the recorded time-domain signal; thus,
not only is the optical intensity required, but the envelope phase is also needed
for the full reconstruction of the input signal. The extra requirement for near-
field time stretch systems of capturing the envelope phase can be realized with
coherent detection [38], with phase retrieval techniques from intensity measure-
ments [13, 39–48]. While the stretch factor achieved under the near field regime
is by definition smaller than that in the far-field, it is often sufficient in many ap-
plications for overcoming the bandwidth limitations of photodetection and signal
digitization. Therefore, from a pragmatic standpoint, it is not strictly neces-
sary to use large dispersion for overcoming speed bottlenecks with time stretch,
despite the advantage of far-field regime in simplifying the signal detection and
interpretation. Moreover, it is important to note that even though achieving a
dispersive Fourier transform (i.e. frequency-to-time mapping) simplifies signal re-
construction and interpretation, it does not enable fast real-time measurements.
Rather, the ability to slow down the waveform’s timescale with dispersion is what
overcomes the critical ADC speed bottleneck.
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Figure 2.5: Schematic for time-stretch spectroscopy systems. An optical pulse
is chromatically dispersed by a highly dispersive element (such as a dispersion
compensating fiber, which can also allow for Raman amplification in tandem)
with dispersion D2. With sufficient dispersion, each individual optical wavelength
is delayed to a different time. This enables the optical spectrum of ultrafast pulses
to be recorded and digitized in real-time.
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2.3 Analysis of incoherent time-stretch systems
2.3.1 Time stretch spectroscopy
Time stretch spectroscopy is at the heart and foundation of the photonic time-
stretch technique. By passing the optical signal through a highly dispersive ele-
ment, such as a dispersion compensating fiber, with dispersion D2. With sufficient
dispersion, each individual optical wavelength is delayed to a different time, effec-
tively mapping the spectral information into time. To compensate for the spread-
ing in power from large amounts of dispersion, distributed Raman amplification
can also be introduced. In most cases, the original optical pulse has negligi-
ble dispersion compared to the introduced dispersion; therefore, the post-stretch
information bandwidth is solely determined by the amount of applied dispersion
D2. We can then perform photodetection and A-to-D conversion using acquisition
speeds matched to the post-dispersion bandwidth of the input pulse.
Since only a single dispersive element is introduced, there is technically no
stretch factor applicable to this system. It can considered as a time-stretch system
with a modulation function s(t) of unity.
2.3.2 Time Stretch Enhanced Recorder (TiSER)
The Time-stretch Enhanced Recorder (TiSER) is the first example of a time-
stretch system, applied to solve the speed limitations of electronic digitization.
In TiSER-like systems, the source is stretched by a dispersion-compensated fiber
(DCF) with group delay dispersion D1, then modulated with an RF signal. The
modulated optical signal is then stretched again with group delay dispersion D2.
The stretch factor [33], which in general we define as the ratio of the time-stretched
output modulation relative to the unstretched input modulation, is:
M =
D1 +D2
D1
= 1 +
D2
D1
(2.12)
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Figure 2.6: Schematic for TiSER-based systems. The broadband optical pulse
is first dispersed with group delay dispersion D1, then amplitude modulated by
the input signal. This effectively maps the temporal RF input onto the optical
spectrum, which can then be stretched via the second group delay dispersion D2
to bridge the speed mismatch between the RF input and the digitizer. With
distributed Raman amplification integrated into the second dispersive element,
the SNR can also be maintained and not to be limited by the ADC bit depth
post-stretch.
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Even in its purest form, TiSER-like systems have been very successfully deployed
in optical characterization and sensing applications. For example, the time-stretch
accelerated processor (TiSAP) has been instrumental in [49], where eye diagrams
and BER estimation was performed in real-time at 10 Gb/s on video-streaming
UDP packets. In TiSAP and other applications using TiSER, the instrument op-
erates in “burst mode”, meaning that the high sampling rate provided by optically
stretching an electrical signal is limited in duration by the repetition rate of the
laser source.
While TiSER systems routinely use Mach-Zehnder modulators (MZMs) to map
the electrical signal onto the optical carrier, the photonic time-stretch process is
agnostic to the particular modulation technology. For example, electroabsorp-
tive modulators or scattering events (such as in the case of time-stretch OCT or
PDV) are possible signal modulation methods. Another possibility is with free-
space nonlinear optical interactions, as is shown in [50], where, as an example, the
Pockels effect was used to perform electro-optical sampling. In this way, terahertz
radiation can be detected in real-time, which can be used for diagnostic applica-
tions in particle physics, such as those characterizing the micro-bunching effects
of electron beams in cyclotrons [27].
The case of using four wave-mixing to achieve TiSER operation [51] as it
requires modification to the stretch factor. The primary modification in the all-
optical TiSER is the use of the nonlinear optical process of four wave mixing to
replace the electro-optic modulator for imprinting the information onto the optical
carrier. This allows the input signal to be optical instead of electrical.
Assuming negligible self-phase modulation and cross-phase modulation effects,
the degenerate four-wave mixing process can be described by a set of three coupled
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first-order differential equations [52] as:
dEp(z)
dz
=
3jω2p
c2k
(z)
p
χeffE
∗
p(z)Es(z)EI(z)e
−j∆kz
dEs(z)
dz
=
3jω2s
c2k
(z)
s
χeffE
2
p(z)E
∗
I (z)e
−j∆kz
dEI(z)
dz
=
3jω2I
c2k
(z)
I
χeffE
2
p(z)E
∗
s (z)e
j∆kz
(2.13)
where Ep(z), Es(z) and EI(z) are the pump, probe and idler electric fields, respec-
tively. In this case, the probe electric field Es(z) is the input optical signal, and
the idler wave EI(z) is the amplified and wavelength-shifted output field. Note
that for simplicity, we have assumed negligible attenuation, self-phase modulation
and cross-phase modulation effects. Since the pump field is broadband but the
signal field is narrowband, the degenerate four-wave mixing process imprints the
narrowband temporal input signal onto the stretched broadband carrier, where it
can be further stretched with a second dispersive element.
If we further assume an undepleted carrier pulse over the entire length of propa-
gation within the four-wave mixing modulator, we are reduced to only considering
the interactions between the two latter coupled equations. In this case, the cou-
pled equations can be solved analytically. After simplifying with the condition of
perfect phase matching at ωI = 2ωp − ωs, we have:
Es(t; z) = Es(t; 0) cosκz
EI(t; z) =
3jω2I
c2k
(z)
I
χeff
κ
E2p(z)E
∗
s (t; 0) sinκz
(2.14)
where κ = 3
√
ωsωI
c20nsnI
χeffE
2
p is the coupling constant. After a distance equal to
the coupling length z = `c , pi2κ , we have Es(z = `c) = 0, and a complete energy
transfer from input Es to the output EI occurs. This is the four-wave mixing
based all-optical information modulation process.
The correct determination of the stretch factor is subtle, since the modulated
chirped pulse is located in a range of optical wavelengths which is different and
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mutually exclusive from the initial stretched pulse. This manifests mathematically
as a different frequency-to-time mapping for EI(t; z = `c) and Ep(t; z = `c),
respectively. The two quantities are related by:
EI
(
τD1
(
ωI + ωs
2
)
; `c
)
=
3jω2I
c2k
(z)
I
χeff
κ
E2p (τD1(ωp − ωc); `c)E∗s (t; 0) (2.15)
This can be rewritten more simply in the frequency domain as:
E˜I (ΩI) = FωI
{
3jω2I
c2k
(z)
I
χeff
κ
E2p(t)E
∗
s (t)
}
=
3jω2I
c2k
(z)
I
χeff
κ
∫ +∞
−∞
E˜∗s (Ω)E˜2p(ΩI − Ω)
dΩ
2pi
(2.16)
Note how the definition of the Fourier transform operator for E˜I (ΩI) on the
left hand side influences E˜∗s (Ω) and E˜2p(ΩI − Ω) on the right hand side to be
expressed in terms of ΩI instead of Ωp.
Using the approximation E˜2p ≈ E˜2i
(
Ω
2
)
exp 2jφ
(
Ω
2
)
, the stretch factor M can
now be shown to be:
M (λp) = 1 +
D2(ΩI)
1
2
D1
(
ΩI−Ω
2
)
≈ 1 +
D2
(
λI =
λpλs
2λs−λp
)
·∆λI
D1(λp) ·∆λp
(2.17)
where we have expressed D1 in terms of λp and D2 in terms of λI to reflect the
extra time-stretching induced by the change in bandwidth in the degenerate four-
wave mixing process, due to energy conservation. In most cases, since the optical
bandwidth between the input and output remains unchanged, the ∆λ dependence
can be cancelled to recover the usual stretch factor expression as before.
2.3.3 Single Shot Network Analyzer (SiNA)
Instead of considering photonic time-stretch as an optical bypass which enhance
the bandwidth of electrical communications systems, one can also focus on its
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Figure 2.7: Schematic for the Single-shot Network Analyzer (SiNA) time-stretch
system. An optical trigger is sent to a waveform generator to initiate an impulse re-
sponse measurement of the device-under-test (DUT). The output response is mod-
ulated onto the D1 pre-stretched optical carrier by the TiSER-based time-stretch
system, which slows down the electrical response of the signal via the dispersive
element D2. The electrical single-shot output of SiNA is the slowed temporal
response of the DUT, which can then be measured and analysed in real-time.
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single-shot nature, and the additional information this provides. The Single-shot
Network Analyzer (SiNA) is a practical application which demonstrates the value
in this change in perspective. Traditionally, network analyzers are limited by the
digitization bandwidth, thus necessitating either a parallel array of ADCs (such
as in LSNAs), each of which monitor a or require temporal multiplexing of the
input test signal to the device under test (such as in vector network analyzers).
Both of these traditional options are by definition not single-shot compatible, and
are costly to scale.
In SiNA, the temporal response of the DUT is modulated onto the optical
carrier and slowed down by the time-stretch system in real-time. This effectively
removes removing increases the maximum measurable bandwidth of the DUT
response, and allows for the recovery of the S-parameters in real-time.
Since the optical portion of the integrated system is functionally identical to
that for the TiSER system, we have the same stretch factor M of:
M = 1 +
D2
D1
where D1 and D2 are the first and second dispersive elements, respectively.
2.3.4 Time Stretch Accelerated Processor (TiSAP)
The Time-Stretch Accelerated Processor (TiSAP) is a generalization of the real-
time system response characterization technique introduced by SiNA. Similar to
SiNA, the focus in TiSAP is on the real-time processing of wideband signals, one
application is real-time optical performance monitoring (OPM) of ultrafast data
transmissions by means of relieving the digitization bandwidth bottleneck. When
generalized to pseudo-random electrical inputs, such an integral optoelectronic
system can be considered as an applied to optical performance monitoring (OPM).
In TiSAP, the optically-triggered digital pseudo-random bit sequence (PRBS)
is time-stretched by a TiSER-based optical system. The slowed-down PRBS is
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Figure 2.8: Schematic for the time-stretch accelerated processor (TiSAP) for opti-
cal performance monitoring. For proof-of-concept, a pseudo-random bit sequence
(PRBS) representing a real-world digital input is generated and modulated onto
an optical carrier which is pre-chirped with the dispersive element D1. The opti-
cal chirped pulse is then stretched by a second dispersive element D2, stretching
the signal before being captured by the photodetector. An FPGA provides pulse
shaping and clock data recovery to the stretched PRBS input under feedback,
then finally digitized with an ADC at a lower, time-stretched bandwidth.
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then used at the ADC along with a synchronized pulse-shaping and clock data
recovery (CDR) process which is implemented directly in the ADC via an FPGA.
The monitoring can thus be provided that is synchronized, real-time and also
in-service, while eliminating read-write transfer bottlenecks of digital monitoring
systems, and processing latencies from software-based alternatives.
Since the optical portion of the integrated system is functionally identical to
that for the TiSER system, we have the same stretch factor of:
M = 1 +
D2
D1
2.3.5 Time Stretch Imaging
In time-stretch imaging, also known as Serial Time-Encoded Amplified Microscopy
(STEAM), the source spectrum first undergoes (optional) chromatic dispersion
D1, then mapped into space a diffraction grating pair with line spacing d. The
optical carrier is then imprinted with the spatial information of the sample via
scattering. After target modulation, the optical signal is stretched again with
group delay dispersion D2.
From an information perspective, we are shifting the domain in which the
information resides, and each time this is done, we obtain a degree of freedom
in scaling the conversion factor with the device parameters. In TiSER, both the
input (analog RF signal) and the output (optical pulse) reside in the temporal
domain, which is mediated by a frequency-to-time mapping achieved by direct
RF modulation on the pre-chirped optical spectrum. In general, however, other
implementations may have differing initial and final information domains (e.g. in
STEAM-based line-scan imaging systems), or the information modulation may
not be performed directly on the optical spectrum (e.g. in coherent TiSER and
PDV). We will later show in our discussion of coherent time-stretch systems that it
is also instructive to define a generalized group delay dispersion parameter which
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Figure 2.9: Schematic for STEAM-based line-scan imaging systems. After passing
through an optional dispersive element D1, the broadband optical pulse is spatially
dispersed with a diffraction grating pair to obtain a line-scan image of the target.
The wavelength-dependent path difference creates a group delay dispersion Dg,
which is doubled in the return path. The spatial information is now mapped onto
the optical spectrum, which is then stretched via the second group delay dispersion
D2 (with integrated distributed Raman amplification), further mapping the spatial
information into time, enabling ultrafast, single-shot serial readout of the spatial
line-scan image.
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encompasses alternative time-stretch modalities.
For spatial diffraction, we consider a pair of parallel gratings with groove
period d and inter-grating distance L, with the incident optical pulse at an angle
θi relative to the grating normal. Each grating obeys the grating equation for the
diffraction angle θm of order m; that is:
sin θm + sin θi = mλ (2.18)
The diffraction grating provides two sources of chromatic spread. The first is
a temporal delay τG (relative to the wavelength λ0 , dm sin θi) corresponding to
the front pulse tilt of the grating:
∆τG(λ) =
nL
c
[(sec θm − 1) + sin θm sin θi] (2.19)
The second is the spatial diffraction Dx, parallel to the surface of the target.
Following the process in Section 2.2, we model this as a wavelength-dependent
spatial shift XG(λ) (again, relative to the wavelength λ0), where:
XG(λ) = L cos θi
m(λ− λ0)
d
(2.20)
Under the linear optics assumption, the spatial and temporal domains do not
interact (i.e. E˜i(x, t) = |Ei(x− xi)| ejkx(x−xi) · |Ei(t)| ejωct). Assume WLOG that
we do not include any additional temporal pre-modulation dispersion D1. Then,
after the diffraction grating, we have:
˜˜ED1(kx, ω − ωc) =
∣∣∣ ˜˜Ei(kx,Ω)∣∣∣ ej ∫ XG(kX)dkxej ∫ τG(Ω)dΩ (2.21)
where ˜˜ED1(kx, ω−ωc) is the electrical field spectrum in both k- and ω-space (with
units of
[
V
m·Hz·nm−1
]
). Using the stationary phase approximations x = XG(ks) and
t = τG(ωs), we can write the output electric field as:
EG(x[t(λ)]) =

∣∣∣ ˜˜Ei(ks, ω − ωc)∣∣∣√
2pi|X ′G(ks)|
exp
(
j
∫
XG(ks)dks − jksx− j pi
4
)
·
[
1√
2pi|τ ′G(ωs)|
exp
(
j
∫
τG(ωs)dωs − jωst− j pi
4
)] (2.22)
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Note that the time and space mappings have a one-to-one correspondence with
one another via the dispersion relation ωs = c ks; that is:
x = XG
(
τ−1G (t)
c
)
(2.23)
Also note how the dimensional inter-dependence is reflected in the nested
coordinate x[t(λ)]; this multi-dimensional mapping will be further discussed in
the Chapter 3, where we liken this operation to a mechanical gearbox for trans-
mission. The signal s(x) is now imprinted onto the spatial beam, and we have
EM((x[t(λ)]) = EG((x[t(λ)]) · s(x[t(λ)]). After the inverse grating diffraction, the
spatial diffraction is undone, removing the time dependence on the spatial coor-
dinate, and the modulation s(t) is now only dependent on time. We hence only
need to consider the temporal dispersion for the stretch factor. Following (2.6)
the temporally stretched electric field signal can be written as:
E˜M(x, ω) = Ei(x−xi) ·
∫ +∞
−∞
E˜i(ΩI−Ω)ej
∫
2τD1(ΩI−Ω) d(ΩI−Ω) · s˜ (Ω(µ)) dΩ
2pi
(2.24)
Note the lack of spatial diffraction and that the temporal dispersion has been
doubled. The signal is now mapped onto the spectrum, and further derivations
follow as before. The stretch factor is therefore:
M =
2(D1 +Dg) +D2
D1 +Dg
= 1 +
D′2
D′1
(2.25)
where D′1 = D1+Dg is the total pre-modulation dispersion, and D
′
2 = D1+Dg+D2
is the total post-modulation dispersion.
2.3.6 Stretch-encoded angular light scattering
In time-stretch angular light scattering systems, the input broadband pulse is
first spatially dispersed by a diffraction grating, then focused by an objective lens
onto the scattering sample. Assuming the wavelength dependence of the angular
scattering is negligible over the optical bandwidth, the measured spectrum at a
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Figure 2.10: Schematic for stretch-encoded angular light scattering systems. After
passing through an optional dispersive element D1, the broadband optical pulse is
spatially dispersed by a diffraction grating pair, where the wavelength-dependent
path difference adds an additional group delay dispersion Dg. The spatial rainbow
is then focused onto the target and the side-scattering is recorded. Since rainbow is
narrowband, the wavelength dependence on the scattering intensity is negligible;
therefore, the angular information is now mapped onto the optical spectrum.
By further stretching via the second group delay dispersion D2 (with integrated
distributed Raman amplification), further mapping the spatial information into
time, enabling ultrafast, single-shot serial readout of the spatial line-scan image.
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fixed angle from the sample represents the angular spectral response of the sample,
which is mapped onto the optical spectrum. Therefore, after coupling back into
a fiber, the optical spectrum can then be stretched, and enable the single shot
capture of the angular scattering response from a point source (which can then
be scanned over the object of interest). However, unlike the case of time stretch
imaging with STEAM, here we need to include the phase response of the lens and
model the angular scattering of the sample at a given measurement angle θ.
After the application of the first dispersive element D1 and diffraction grat-
ing, we recover Equation (2.21). The broadband pulse then enters into a (thin)
convex cylindrical lens, modelled by the Fresnel diffraction integral as a complex
transmittance alens:
alens(x, ω) = exp
(
−j ωx
2
2cf
)
exp
(
j
2pin∆0
λ
)
(2.26)
where 1
f
= (n− 1)
(
1
R1
− 1
R2
)
is the inverse of the focal length, R1 and R2 are the
focal radii of curvatures of the front and back lens surfaces respectively, and ∆0 =
∆1 +∆2 is the lens thickness (assuming overlapping principal planes of thicknesses
∆1 and ∆2). WLOG, we will omit the constant phase term exp
(
j 2pin∆0
λ
)
hereon.
After transmission through the thin lens, the free-space propagation to the
focal plane zI = f adds a angle- and wavelength-dependent phase shift ∆φ, where:
ej∆φ(x,ω) = exp
j 2pi
λ
√
x2 +
(
f −∆2 + x
2
2R1
)2
≈ exp
[
j
ω
c
(
f +
x2
2f
)] (2.27)
We can see that the cylindrical lens cancels out the spatial diffraction created
by the grating (and ignore the constant contribution from the free space propga-
tion inthe z-direction). Each spatially separated wavelength is now mapped to a
unique angle θ, where θ = tan−1
(
XG(λ)
f
)
is the incidence angle (relative to the
optical axis) to the sample in focus, and XG is defined in the previous section in
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Equation (2.20). The optical pulse can now be written as:
E˜D1(θ(ω)) =
∣∣∣E˜i(θ,Ω)∣∣∣ ej ∫ (τG(Ω)+τD1(Ω))dΩ (2.28)
After interaction with the sample, for a given fixed output measurement an-
gle θo, the sample imparts a complex and angular response s˜(θo + θ(ω)) to the
wavelength corresponding to the incidence angle θ; we thus have:
E˜I [θ0(ω)] =
∫
∆θ
s(θo + θ)E˜D1(θ(ω))dθ(ω) (2.29)
This recovers the modulation step in Equation (2.6), but with the convolu-
tion in the angular domain. Since the signal is now mapped onto the spectrum,
the derivations again follow from the post-dispersion derivations for TiSER. The
stretch factor is therefore:
M =
D1 +Dg +D2
D1 +Dg
= 1 +
D2
D′1
(2.30)
where D′1 = D1 +Dg is the total pre-modulation dispersion.
2.3.7 Coherent systems
Thus far, we have described time-stretch systems in which the information is
directly encoded onto the spectral envelope. In fact, the envelope phase can
also be time-stretched, provided that there is a method to convert the phase
information into amplitude information. By far the most common way to do so
is via interferometry, or more precisely, spectral interferometry, since the encoded
pulses are chromatically dispersed.
Figure 2.11 shows an overview of the coherent time-stretch process. The pro-
cess is the same, except that the information modulation step in Figure 2.3 has
been replaced by spectral interferometry. There is no requirement on the specific
interferometric setup, as long as this mapping can be achieved.
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Figure 2.11: Overview of the coherent time-stretch process. (a) The wideband
optical carrier is chromatically dispersed by a dispersive element. (b) Information
is encoded onto the optical spectrum amplitude via spectral shearing. Since the
carrier is previously dispersed, the temporal amplitude modulation now has a
one-to-one correspondence to the carrier wavelengths. (c) With frequency-to-time
mapping of the information in place, further chromatic dispersion now slows down
the modulated signal in real time. (d) By tuning the ratio of group velocity
dispersion between the two dispersive elements, the speed of the input signal can
now match that of the analog-to-digital converter (ADC).
There are two main ways in which spectral interferometry may be introduced
to coherent photonic time-stretch. One is by introducing signal-dependent phase
delays in the signal arm of the interferometer via interaction with the sample,
which beats in the intensity after recombining with the reference arm at the fre-
quency ΩB =
t2−β1L
β2L
− t1−β1L
β2L
= 2pic
nλ20
∆τ
D
, where D is the group delay dispsersion.
In this case, the beat frequency, which encodes the delay information, is slowed
by a factor of D. This is the strategy employed by time-stretch optical coherence
tomography (OCT), as well as the coherent version of TiSER. In this case, is
appropriate to define a ”beat frequency group delay dispersion” DB =
dτ
dΛB
to
reflect the domain in which the information is encoded (ΛB is the beat period,
where ΛB =
2pi
ΩB
).
The second method is to induce wavelength changes in the optical spectrum via
interaction with the sample. This is the strategy employed by time-stretch photon
Doppler velocimetry (PDV). Since there is an ambiguity in the frequency-to-time
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mapping, we can always define an effective time delay, such that ∆τeff
D
= ∆ωD,
where ∆ωD is the Doppler shift.
2.4 Analysis of coherent time-stretch systems
Figure 2.12: Schematic for coherent TiSER systems. A supercontinuum pulse is
first dispersed with a dispersive element. The pulse then enters into an interfero-
metric setup, and the sample arm is imprinted with coherent target information,
while the other arm is unmodulated, but delayed by ∆τIF to tune the heterodyne
baseband frequency. When recombined with the reference arm, the interference
causes the delay information to be mapped to the interference pattern in the
optical intensity. The pulse intensity is then separated into its complementary
(90◦-shifted) counterpart for digital lock-in phase reconstruction.
In the coherent version of TiSER [13], a transform-limited broadband source∣∣∣E˜i(ω)∣∣∣ is dispersed by a highly dispersive element. Similar to time-stretch OCT,
the precise location of the dispersion does not matter, but typically a small group
delay dispersion D1 to lower the peak power is preferred before the sample so as
to compromise in terms of the integration time; the rest of the desired disper-
sion can be placed post-signal as D2 after the interferometric setup (optionally
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with integrated distributed Raman amplification), which stretches the intensity
modulation. Alternatively, as is the case in time-stretch OCT, we can instead
consider installing matched dispersion fibres on each of the reference and signal
arms. This configuration is useful for performing signal-only Raman amplification,
which necessitates the addition of a pumped fibre in the signal arm anyway.
After entering into the interferometric setup, the pulse in the sample arm is
encoded with coherent modulation (both in amplitude and phase). For example,
in the case of an absorption event near λ = λa, the amplitude approaches zero,
while a strong shift is induced in the phase.
After exiting the Mach-Zehnder interferometer, the beat intensity Ibeat(t) can
be shown to be:
Ibeat(t) ∝ |ED2(t+ ∆τIF ) + ED2(t)|2 = |ED2(t+ ∆τIF )|2
(
1 + |sM(t)|2
)
+2 |ED2(t+ ∆τIF )|2 |sM(t)| cos
[
pi
4
+ ]s˜
(
t
Mβ2L2
)
− t
2
2Mβ2L2
+
2∆τIF t+ ∆τIF
2
2β2Ltot
]
(2.31)
From the last expression in Equation 2.31, we can see that the stretch factor is
the same for both the amplitude and phase modulation. Namely, it is:
M = 1 +
D2
D1
2.4.1 Time-stretch optical coherence tomography (OCT)
In time-stretch OCT, a supercontinuum source is reflected by the sample at
different depth layers, mapping the depth information z(∆τ) into time delays
∆τ = 2n∆z
c
(relative to the reference beam). We first consider the case where
dispersion D2 is installed entirely before or after the interferometric setup [15], as
shown in Figure 2.13. To maximize the “shutter speed” (i.e. minimize dwell time),
it is preferable to allocate the dispersion entirely to after the signal modulation
process. However, a small amount of dispersion D1 should still be allocated pre-
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Figure 2.13: Schematic for time-stretch OCT systems. A supercontinuum pulse is
first dispersed with a dispersive element with small group delay dispersion D1 to
lower the peak power without excessive compromise in the integration time. The
pulse then enters into the interferometric setup. In the sample arm, the different
depth layers of the sample reflect pulses at increasing time delays. When recom-
bined with the reference arm, the interference causes the delay information to be
mapped to beat frequencies in the optical intensity. By treating the interference
as amplitude modulation, the pulse is then stretched via the second group delay
dispersion D2 (with integrated distributed Raman amplification), further mapping
the depth information into time and enabling ultrafast, single-shot serial readout
of the sample depth scan. Akin to swept-source OCT, the digital readout is then
numerically Fourier-transformed to obtain the direct depth reflectivity profile.
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signal to adjust the peak power to that below the damage threshold of the sample.
When the supercontinuum rainbow is stretched by the introduction of group de-
lay dispersion D1, the the time delays ∆τ are then mapped to beat wavelengths
ΛB =
2pi
ΩB
as:
∆τ =
nλ20D1
cΛB
(2.32)
i.e. the reference and signal beams will beat with one another at the beat frequency
ΩB =
t2−β1L
β2L
− t1−β1L
β2L
= 2pic
nλ20
∆τ
D1
, which is slowed by a factor of D1. (Note that
apart from the signal-to-reference beating, we also have signal-signal self-beating
“noise”, but as the reflected power is much lower than the reference beam power,
this can be neglected.) Since the depth information is fundamentally encoded in
the time delays of the signal beam, it is appropriate to define a “beat frequency
group delay dispersion” DB =
dτ
dΛB
to reflect the domain in which the information
is encoded. Fortunately, as shown in the equation above, the beat frequency GDD
simply equals that of the total dispersion up to that point.
Also noted is that the information encoding process is time-invariant to changes
by chromatic dispersion, so in principle the placement of the dispersion in the
beam path does not matter, so long as the reference and signal beams receive the
same amount of dispersion. The axial range ∆z and resolution δz are therefore:
∆z =
c∆τmax
2n
=
c
2n
(D1 +D2)∆λ (2.33)
δz ≥ 8 ln 2σ2z =
8 ln 2 cD1
(D1 +D2)σ2ω
=
2 ln 2D1
pi(D1 +D2)
λ20
∆λ
(2.34)
where σz and σω is the half-linewidth (standard deviation) of the broadband opti-
cal signal in the spatial and spectral domains, respectively, where we have assumed
a Gaussian temporal profile.
From Equation (2.34), we can see that the stretch factor is equal to that of
TiSER:
M =
DB2
DB1
= 1 +
D2
D1
(2.35)
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Figure 2.14: Illustration for the mechanism of post-signal dispersion in providing
the information stretch. Since the signal is encoded in terms of delays of the
signal arm relative to the reference arm, the precise position of the group delay
dispersion (whether pre- or post-signal) does not matter to the amount of stretch
generated, as long as both the signal and reference arms are affected equally.
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Alternatively, we can consider the case of [14], where matched dispersion fibres
are located on each of the reference and signal arms in a Michelson interferome-
ter configuration. This configuration is useful if we want to perform signal-only
Raman amplification, which necessitates the addition of a pumped fibre in the
signal arm anyway. Since the self-beating signals are also amplified, optical fil-
tering is required, typically after the reference arm is time-shifted by an amount
larger than that corresponding to the total axial distance probed (at the cost of
increasing the maximum beat frequency).
Since the Michelson configuration is used for the interferometer, the stretch
factor (if pre- or post-signal dispersion is not considered) reduces to M = D1+D1
D1
=
2.
2.4.2 Time-stretch vibrometry and broadband laser ranging (BLR)
Similar to time-stretch OCT, time-stretch vibrometry relies on time delays be-
tween the signal and reference arm in the interferometer. Like OCT, the target
is located at a fixed distance from the measurement location, but unlike OCT,
the target surface has much greater reflectivity and the varying time delays from
the sample arm are caused by standing-wave vibrations on a reflective surface.
Alternatively, in broadband laser ranging (BLR), time delays can be introduced
by the movement of the target in the direction of measurement, which are too
slow to affect a significant Doppler effect.
While here we focus our attention in describing the case of vibrometry, in
both cases the resultant beat frequency at the output of the interferometer can
be described as follows:
ΩB =
2pi
ΛB
=
4pi2c
nλ20D1
∆τ (2.36)
As was the case for time-stretch OCT, the reference and signal beams will
beat at the frequency ΩB =
2pic
nλ20
∆τ
D1
, which is slowed by diserpsion by a factor of
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Figure 2.15: Schematic for time-stretch vibrometry systems. A supercontinuum
pulse is first dispersed with a dispersive element with small group delay disper-
sion D1 to lower the peak power without excessive compromise in the integration
time. The pulse then enters into an interferometric setup. In the sample arm, the
movement of the target reflects incoming pulses at fluctuating time delays. When
recombined with the reference arm, the interference causes the delay information
to be mapped to beat frequencies in the optical intensity. By treating the inter-
ference as amplitude modulation, the pulse is then stretched via the second group
delay dispersion D2 (with integrated distributed Raman amplification), further
mapping the depth information into time and enabling ultrafast, single-shot serial
readout of the sample depth scan. Akin to swept-source OCT, the digital read-
out is then numerically Fourier-transformed to obtain the direct depth reflectivity
profile.
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D1, and so we can define a “beat frequency group delay dispersion” DB =
dτ
dΛB
to reflect the interferometric domain in which the information is encoded, as was
done for time-stretch OCT. For the case of vibrometry, the beat frequency GDD
simply equals that of the total dispersion up to that point, which includes both
the single-pass temporal dispersion Dg from the diffraction grating (as shown in
Subsection 2.3.5) and the dispersion D1 from the pre-signal DCF.
Following the same analysis as in time-stretch OCT, this gives us the stretch
factor of:
M = 1 +
DB2,tot
DB1,tot
= 1 +
Dg +D2
Dg +D1
≈ 1 + D2
D1
(2.37)
2.4.3 Time-stretch Photonic Doppler velocimetry (PDV)
Figure 2.16: Mechanism of time-stretch photon Doppler velocimetry. The broad-
band optical carrier pulse is first stretched by a dispersive element D1, and then
enters into a interferometric setup. One of the arms impinges on a moving target,
which imparts a Doppler shift ∆ωD on the pulse and shifts the spectrum in accor-
dance with the velocity in the direction of measurement. After recombining with
the reference pulse, the velocity information is encoded onto the optical intensity
via beating between the signal and reference beams. The beating frequency can
then be stretched via a second dispersive element D2.
Time-stretch photon Doppler velocimetry (PDV) is the photonic time-stretch
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setup which measures the velocity profile of a moving object (along the direction
of measurement) based on the Doppler shift of the optical beam that reflects from
the target. The setup used is the same as that in Figure 2.16, except that target
is replaced with a moving target.
In time-stretch PDV, the broadband optical carrier pulse is first stretched by
a dispersive element D1, and then enters into an interferometric setup. One of the
interferometric arms impinges on a moving target, which imparts a Doppler shift
∆ωD on the pulse and shifts the spectrum in accordance with the velocity in the
direction of measurement, given by:
∆ωD =
4pivD
λ0
(2.38)
where vD is the velocity of the target along the direction of measurement. At
this point, each optical frequency in the Doppler-shifted arm is delayed by ∆τ
relative to the same frequency in the reference arm of the interferometer, which
is determined by the first dispersive element, as in time-stretch OCT:
∆τ = D1λD =
nλ20D1
2pic
∆ΩD =
2nλ0D1
c
vD (2.39)
After recombining with the reference pulse, the velocity information is encoded
onto the optical intensity via beating between the signal and reference beams.
Since the same optical frequency gets delayed by the same amount regardless of
where it is in time, the relative delay between the two pulses will be kept constant
as they pass through the second dispersive element D2. The beating frequency
can therefore be stretched by the second dispersive element , giving us:
∆ω(D,S) =
2pic
nλ20
∆τ
D1 +D2
=
D1
D1 +D2
4pivD
λ0
(2.40)
From Equation (2.40), we see that the pulse is now slowed down by the stretch
factor M , where:
M = 1 +
D2
D1
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2.5 Conclusion
We thus achieve a unified theory of warped time stretch in describing the output
temporal signal after time-stretch operations, in terms of an arbitrary dispersion
β(ω) (corresponding to the group delay τ(ω)). We also provided an overview
for various optical systems for telecommunications, imaging, sensing which uti-
lize photonic-time stretch as a critical component of their setup. From there, a
unified framework for time-stretch systems was demonstrated, including incoher-
ent systems such as TiSER and STEAM, as well as coherent systems, such as
time-stretch OCT, coherent TiSER and time-stretch PDV. The abstracted math-
ematical description also identifies the smoothness assumptions which must to be
satisfied in order to generalize from photonic time stretch to warped dispersive
profile, and the resultant mathematical frramework is blose flexible and general.
In particular, it was shown that the key parameter to photonic time-stretch is a
proper definition of the stretch factor; in fact, all time-stretch systems can have
their stretch factors described in the following form: M [t(λ)] = 1 + D2(λ)
D1(λ)
.
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CHAPTER 3
Gearbox analogy for engineering temporal pulse
shapes with dispersion
3.1 Introduction
In the physical world, processes often occur at time scales that are too fast to be
captured and processed by electronic circuitry. This is certainly the case in optics
where the duration of laser pulses that are used for spectroscopy and sensing
are several orders of magnitude faster than the fastest electronic digitizers and
processors.
All measurement systems employ an analog to digital converter (ADC) for
digitization and subsequent storage and processing of information. While there
are several factors that can limit the performance of a measurement instrument,
at high speed it the speed and the accuracy of the ADC that is the bottleneck.
Specifically, there exists a sampling mismatch between the speeds of signal and
that of the ADC. To alleviate this problem, Photonic Time Stretch, an analog slow
motion technique, was introduced in the 1990s [10, 11]. In photonic time stretch,
an optical fiber with large chromatic dispersion is used to slow down wideband
optical signals that are encoded on the optical spectrum. The immediate yet
powerful consequence of the temporal gearbox in bridging the speed mismatch
between fast optical signals and slow ADCs is the ability to perform ultrafast
optical measurements in a single-shot fashion.
For extended measurements of ultrafast optical signals, there is a need to tailor
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Figure 3.1: Illustration of the “temporal gearbox” concept. Photonic time stretch
is a real-time optical transformation in which the spectrum of an optical signal is
mapped into time. The broadband optical pulse can first transform into alternate
domains (e.g. spatial domain) before being mapped into time in the final stage.
Transforming first into other domains is useful for imprinting information which
exists in domains other than time (e.g. spatial or angular data). (a) With con-
ventional time stretch, the spectrum is mapped into time at a fixed rate, using a
fixed dispersive element. This can be likened to using fixed gear to represent the
mapping between domains. (b) In warped time stretch, the rate at which spec-
tral information is mapped into time can be adjusted by modifying the dispersion
profile. This can be likened to “shifting gears” in a mechanical gearbox to match
the acceleration profile of a vehicle.
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the group velocity dispersion of the dispersive fiber in a context-aware manner,
such that the total time-bandwidth product of the system can be minimized [53];
recently, it has been shown that one can engineer the time-bandwidth product
of data residing on an optical carrier, effectively achieving “photonic hardware
acceleration” [32, 53]: it is not only possible to slow down the data but also to
compress data all-optically [1, 32, 53, 54]. This is achieved using warped time
stretch implemented with nonlinear group delay dispersion. The device performs
variable-rate Fourier domain sampling where the sampling rate self-adapts to the
local information content of the signal [1, 32].
The warped time-stretch functions as an information gearbox that dynamically
matches the rate of incoming information to the rate of the data acquisition and
processing backend. The operation can be likened to mechanical gearboxes or
the“transmission in vehicles. The sampling rate of the acquisition system can be
thought of being the equivalent of the number of teeth per second delivering torque
at a certain point on a particular gear, which in turn is related to the rotation
speed and the size of the gear used. The warped sampling is achieved by non-
uniform mapping of the spectrum into time, such that information rich portions
of the spectrum (high local entropy) are stretched more and receive larger number
of samples by the ADC than do the sparse regions (low local entropy) [32]. This
is done while minimizing the total temporal length (total number of samples),
hence compressing the amount of digital data produced. The selection of gear
ratio to match the acceleration profile of the vehicle is equivalent to the selection
of dispersion profiles based on local sparsity of the optical spectrum. While the
spectrotemporal reshaping performed by the warped dispersion is, in principle,
lossless, signal reconstruction is lossy as it is subject to the finite signal to noise
ratio of the system [54].
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3.2 Equivalence to time-domain chirp
In Chapter 2, we derived an analytical expression for time-stretching using dis-
persive elements with arbitrary frequency dependence. In practice, the dispersive
elements are often designed in terms of its Taylor expansion, where the series co-
efficients of the group delay correspond to higher order dispersion. That is, for a
given group delay τ(ω), we have:
τ(ω) =
∞∑
m=1
τm(ω) =
∞∑
m=1
τ (m)
(m− 1)!(ω − ωc)
m−1 (3.1)
where τm is the m-th group delay mode, and τ
(m) = d
m−1τ(ω)
dωm−1
∣∣∣
ω=ωc
is the m-th
order derivative of the group delay evaluated at the centre frequency ωc, and has
units of
[
ps
Hzm−1
]
. Each component of the group delay inputs a different spec-
trotemporal characteristic to the optical signal intensity. For example, in a fiber
of length L with constant group delay dispersion, τ (1) = β1L is the pulse tem-
poral delay, and the constant τ (2) = dτ(ω)
dω
∣∣∣
ω=ωc
is the traditional definition of the
group delay dispersion β2L. The dispersive element thus functions as a temporal
gearbox, matching the time-bandwidth product of the input signal to that of the
digitizer and subsequent electronics. With highly dispersive elements, the optical
spectrum is mapped the into the temporal domain in a process known as time-
stretch dispersive Fourier transformation, which mathematically is described by
the stationary phase approximation [28,33,34].
To complete the analogy with mechanical gearboxes, we now introduce a
method to describe the same frequency-to-time mapping from the perspective
of time-domain filtering, by developing a mathematical description of such a tem-
poral chirp Ω(t) in terms of the Taylor dispersive element (with group delay τ(ω)
in the spectral domain. This allows us to adapt the sampling rate to match the
local bandwidth of the input optical waveform directly in the time-domain. Under
the aforementioned stationary phase approximation at ω = ωs, each time point t
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has a one-to-one correspondence to an optical frequency ωs in the optical spectral
envelope:
τ−1(t) = ωs − ωc =
∞∑
m=1
Ω(m)
(m− 1)!
(
t− τ (1))m−1 (3.2)
where τ−1(t) = Ω(t) is the inverse function of the group delay and
{
Ω(m)
}
are
the series expansion coefficients of the chirp.
Assume that the input signal has a spectrum E˜in(ω) has a spectral phase
θ(ω − ωc); then after time-stretch dispersive Fourier transformation, in which
each time point is now one-to-one mapped to a stationary frequency t = τ(ωs),
the output signal Eout(t) = |Eout(t)| exp jΦ(t) has a chirp Φ(t):
Φ(t) = θ(ωs − ωc) +
∞∑
m=1
(m− 1)Ω(m)
m!
(
t− τ (1))m (3.3)
where the first term of the right hand side is the frequency-to-time mapped input
phase, and the second term corresponds to the added dispersion, which we will
use as our “temporal gearbox”.
Using series reversion [55], the chirp coefficients
{
Ω(m)
}
[11] can be described
in terms of group delay coefficients
{
τ (m)
}
as:
Ω(1) ≡ ωc = 1
τ (2)
Ω(2) = − τ
(3)
(τ (2))3
Ω(3) =
3(τ (3))2 − τ (2)τ (4)
6(τ (2))5
· · ·
(3.4)
The output optical intensity of the signal after passing through a single dis-
persive element can then be rewritten in terms of the temporal chirp as:
|ED1(t)|2 ≈
∣∣∣E˜i (τ−1(t))∣∣∣2
2pi
dτ−1(t)
dt
(3.5)
With a finite set of group delay modes, we are thus able to design and generate
any tailored gear ratios to adjust the incoming local (instantaneous) information
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rate. Since the acquisition system “shifts gear” (redistributes the local entropy)
automatically, the temporal gearbox is the optical equivalent of a mechanical
gearbox in an automatic transmission.
3.3 Conclusion
The temporal gearbox is a powerful methodology providing a solution to real-
time analog-to-digital conversion of fast optical waveforms while minimizing the
amount of data produced by these high throughput systems. outlines a pathway
to real-time, single-shot optical computing and signal processing. Moreover, due
to the symmetry between Equations (3.1) and (3.5), dispersion profiles that have
a slow rate of convergence in one domain can be thus efficiently represented in
its dual domain. The established equivalence in time and frequency domain de-
scriptions of the frequency-to-time mapping has applications for the design and
modelling of dispersive elements with discrete basis elements, such as the higher-
order dispersion in the frequency domain, or the grating period of a chirped fiber
Bragg grating in the time domain. Much like transmission system in vehicles,
we envision the use of dispersive primitives to construct the desired group de-
lay profile by its modal components to play an essential role in spectrotemporal
reshaping and encoding of pulse trains in fiber-optic telecommunication systems.
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CHAPTER 4
Reconstruction performance of time-bandwidth
engineered systems
4.1 Introduction
In time-stretch systems, it is often useful to recover the time-domain signal from
the acquired spectral intensity. This is achieved via backpropagation of the broad-
band signal envelope, and this requires the knowledge of the spectral chirp. The
methods from which the spectral chirp is recovered are often collectively called
phase retrieval, since photodetection is a square-law detector and only acquires
the signal intensity. Since square-law detection is a nonlinear process, all methods
require the acquisition of two or more intensity measurements to recover the signal
phase (or equivalently, the spectral chirp).
In this chapter, we discuss the signal reconstruction process involving complex
field recovery and back-propagation in the presence of noise. Given a method for
phase retrieval, it is useful to evaluate the overall effect on signal fidelity of adding
a time-stretch component to a coherent detection system. We show that the pres-
ence of noise and distortion to the acquired signal intensities significantly affects
the convergence of the phase retrieval system. While the particular amount of
noise tolerance depends on the retrieval method and sometimes the signal statis-
tics itself, each method can be assigned an output signal to noise and distortion
ratio (SNDR), or equivalently, an output effective number of bits (ENOB) as a
threshold, under which the method breaks down and no longer functions properly.
50
This helps provide justifiication in assuming a perfect photodetection system in
the Chapter 5; as long as one can limit the noise and distortion introduced into
the system to that below the threshold, the signal can be reconstructed.
4.2 Methods
Figure 4.1: Block diagram of time stretch system with phase retrieval. The analog
waveform is first reshaped by the linear or warped transform. An analog discrim-
ination filtered response as well as the original frequency-to-time mapped signal
intensities are then recorded for digital phase recovery. After photodetection and
analog to digital conversion, the complex electric field is obtained using a digital
phase recovery algorithm and the input waveform is reconstructed using digital
back-propagation.
Figure 4.1 shows the block diagram of the system investigated here. The en-
coding uses a warped time-stretch dispersive Fourier transform with an engineered
group delay, followed by intensity detection in the photodiode. The aim is to com-
press the intensity time bandwidth product to make digitization and storage of
wideband optical waveforms possible in real-time and at high throughput. In
the far field, the transform causes warped (nonlinear) frequency-to-time mapping.
The decoding reconstructs the original waveform in the digital domain using com-
plex field recovery followed by digital back-propagation through the warped group
delay transform.
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There are numerous techniques for recovering the complex amplitude from
intensity-only measurements [39–47,56] and a review of the field is not the purpose
of this paper. Here we use the STARS algorithm [40] without having performed a
comprehensive comparison with alternative techniques. While this technique may
not be the optimum, the conclusions reached here are independent of the specific
phase recovery techniques and apply, qualitatively, to other methods. The STARS
technique obtains the complex-field using two intensity measurements [40]. In
particular, the signal is measured at the input and output of a linear optical
discrimination filter, as shown in Figure 4.1.
4.3 SNR dependence of reconstruction
Reconstructing the temporal profile of the input waveform requires the full field of
the dispersed signal and necessitates optical phase recovery. The ability to recover
the optical phase from intensity measurements is influenced by the SNR of the
measurement. Achieving phase recovery with large dynamic ranges is hindered by
sources of the noise in the measurement, such as shot-noise and thermal noise of
photo-detection, as well as quantization noise given the bit depth of the digitizer.
This issue is not unique to the present system and is true for all phase recovery
techniques. The main sources of noise in high-speed measurements are thermal
noise, shot noise, relative intensity noise, and the quantization noise of the digitizer
[57]. The ADC plays a central role in the system and its resolution and sampling
rate (lower-bounded by the Nyquist rate) both affect the fidelity of the phase
recovery and hence the reconstruction. The trade-off between ADC sampling rate
and resolution places additional emphasis on the ADC.
To focus the discussion and give a specific example, we consider a test wave-
form shown in Figure 4.2(a). The signal under test is chosen such that (i) it is
physically realizable, (ii) it has a reasonable order of complexity to demonstrate
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Figure 4.2: (a) Signal under test. (b) Intensity spectrum with 2.4 THz dou-
ble sideband bandwidth. (c) Group delay dispersion profiles β(ω) for warped
(β(ω) = A · tan−1(Bω), where A = 200 ps, B = 1.2 ps) and linear (β(ω) = A ·Bω,
A·B = 240 ps2) stretches. Here, A is related to the dispersion strength and param-
eter B is related to the degree of warping. The ratio of the dash-dot and dotted
lines correspond to the designed time-bandwidth compression, and are referenced
in Figures 4.3(e) and 4.3(f). (d) Discrimination (STARS) filter amplitude, with
the output intensity spectrum of the linear case as comparison.
that interference between pulses after dispersion does not nullify the compression,
and (iii) it contains sufficient spectral sparsity and temporal diversity (having both
long and short pulses). The simulations include thermal noise and ADC quan-
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tization noise (measured as bits). We assume a moderately high average pulse
power such that the shot noise-limited SNR is negligible relative to quantization
noise-limited SNR, yet low enough to avoid nonlinear effects.
Figures 4.2(a) and 4.2(b) show the temporal profile and the spectrum of input
signal under test. The input intensity single sideband bandwidth is roughly 1.2
THz (measured at the -30 dB point). We also assume a digitizer bandwidth of 32
GHz and compare the linear stretch (TS-DFT) with the warped stretch. Figure
4.2(c) shows the group delay dispersion profiles used in each case and the legend
shows their mathematical description. Figure 4.2(d) shows the transfer function
of the optical discrimination filter employed for phase recovery (see Figure 4.1)
overlapped with the output signal spectrum.
The fidelity of the encoding process depends on the sparsity/redundancy of
the input signal, while the decoding accuracy is influenced by the digital phase re-
covery and back-propagation algorithms and their tolerance to SNR. The amount
of group delay dispersion used is dictated by the need to compress the main por-
tion of the signal spectrum to the bandwidth of the analog-to-digital converter
(ADC). The latter is the target bandwidth for time-bandwidth compression sys-
tems. In the case of time-bandwidth engineering, the warped shape of the group
delay is further dictated by the desired output temporal duration. In other words,
the kernel of the transform is designed based on the input signal bandwidth and
duration, the target output (digitizer) bandwidth, and the desired output time
duration. As previously demonstrated [1], the information about the input signal
bandwidth and spectral resolution as well as the desired output intensity band-
width and the effective number of bits of the ADC are used to design the GD
profile.
To achieve intensity time-bandwidth compression, the warped case uses a
warped GD with sublinear frequency dependence. The strength of the disper-
sion (A) and warping (B) are calculated based on the expected range of signal
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durations and the statistics of the spectral sparsity. It is noted that if the center
wavelength of the input signal drifts from its nominal value, the relative high and
low frequencies change with respect to the center frequency of the dispersive el-
ement. Consequently, the frequency-to-time mapping shifts to different spectral
features, which in general decreases the maximum compression ratio.
The stretched modulation distribution [53] is a time-frequency distribution
that visualizes the chirp caused by the linear and the warped GD. It plots the
envelope intensity as a function of modulation frequency and the group delay.
Figures 4.3(a),(b) show the SM plots for the warped and linear transformed sig-
nals. The bandwidth of the central lobe in the spectrum is given by the intercept
of the distribution with the horizontal axis and is determined by the slope of the
GD dispersion near the origin.
In both cases, the GD dispersion slope is designed to reduce the central lobe
bandwidth to the target bandwidth of 32 GHz. The target bandwidth is the ADC
bandwidth and to model it a 32 GHz low pass filter is applied to the stretched
signal before the quantization. This limits the signal bandwidth that is used for
reconstruction to the designed (ADC) bandwidth.
Figure 4.3(c) show the RF (intensity) spectra for both cases (linear and warped)
before and after application of the 32 GHz anti-aliasing RF filter. We note that
although the spectrum of the warped stretched waveform extends beyond the
central lobe, the reconstruction only uses the portion of the spectrum within the
compressed target (ADC) bandwidth. Also, the same bandwidth is used for re-
construction in both the linear and the warped stretched signals. Figure 4.3(d)
shows the same for stretched output in Arm 2, i.e. after the discrimination filter
(Figure 4.1). The analog temporal signals, after the stretch transformation and
application of the RF filter, are shown in Figures 4.3(e) (Arm 1) and 4.3(f) (Arm
2). While the intensity bandwidth in both cases is compressed to 32 GHz, the
temporal record length (sum of two arms) is reduced by 2.75 times for the warped
55
Figure 4.3: The stretched modulation distribution for the case of (a) warped
stretch (b) linear stretch. (c) The RF spectrum of Arm 1 (see Figure 4.1) before
and after application of the 32 GHz RF filter. (d) The same for Arm 2. The cor-
responding output time domain signals after the photodiode is shown (e) without
and (f) with the discrimination filter; the filter is used for phase recovery. The
horizontal dotted line is the digitizer least significant bit (LSB) and defines the
effective temporal duration, as shown by the vertical dotted lines. Note how 4.3(f)
differs from the ideal time duration as defined by the group delay in Figure 4.2(a),
due to limitations in resolution (i.e. the number of bits).
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stretch leading to the time-bandwidth compression by the same factor.
Figure 4.4: Reconstructed input signal after digital phase recovery and back-prop-
agation for both linear and warped stretch cases. Digitizers with (a) 8 bits, (b) 10
bits and (c) 12 bits were simulated, each with their corresponding reconstructed
phase plots (d-f). The number of bits affects the SNR of amplitude measurements
(Arm1 and Arm2 in Figure 4.1) from which the phase is recovered which then
affects the reconstruction accuracy. Results are for single shot, i.e. no averaging
has been used.
The input temporal waveform is reconstructed through digital back-propagation
using the measured amplitude and the recovered phase. Figure 4.4 shows the re-
constructed temporal waveform for the linear and warped stretch cases for differ-
ent number of bits. The plots are for single shot capture and reconstruction (no
averaging has been employed). The accuracy of digital reconstruction depends
on the SNR of the digitized signals. This is not unique to the warped stretch
system and is also true for the linear stretch (TS-DFT). Playing a dominant role
in the SNR, the ADC quantization noise depends on the resolution of the ADC
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and is reflected in the number of bits of the digitizer. The reconstruction accuracy
is similar for both linear and warped cases and is limited by the phase recovery
and reconstruction accuracy. Figure 4.4 demonstrates that as the number of bits
increases, the reconstruction accuracy improves. We note that without stretching
(whether linear or warped), the 1.2 THz bandwidth input waveform would have
been too fast to be digitized in real-time by any digitizer.
Finally, we point out that the degree to which digital phase recovery is influ-
enced by the SNR depends on the specific recovery algorithm. The present results
are for one particular recovery algorithm described above. The concept of data
compression based on the warped stretch transform is not dependent on a par-
ticular phase recovery algorithm. There are many well-established phase recovery
techniques that aim to extract the phase information from intensity-only mea-
surements (such as that from a photodetector) [13,39–47]. While the mechanisms
for different phase recovery techniques may vary (and indeed is a respectable field
of research in itself), their effect on the SNR can ultimately be quantified using
the same methodology described here.
4.4 Conclusion
Linear and warped stretch transforms are useful for capture of wideband intensity
modulated optical waveforms, such as for real-time instruments where high speed
signals must be digitized in real-time. Compressing the intensity time-bandwidth
product using warped group delay dispersion enables real-time digitization of an
ultrafast signal and at the same time reduces the record length. Digital recon-
struction of the original signal requires optical phase recovery in both the linear
and warped stretch cases and its accuracy depends on the SNR. For wideband
systems, the SNR is typically limited by the resolution of the ADC [57]. By way
of example, we have simulated waveform reconstruction for the cases of linear and
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warped stretches, where the warped case achieves a time-bandwidth compression
of 2.75 times when compared to the linear case.
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CHAPTER 5
Time-bandwidth product engineering with
warped time stretch
5.1 Introduction
With the quantity of data growing exponentially, new approaches to data capture
and compression are urgently needed. With respect to the field of optics, this
predicament arises in fiber optic communication and in real-time optical instru-
ments [58]. Such instruments are used in study of optical rogue waves [59–62], in
ultrafast signal measurement [37,63–68] , and ultrafast imaging [16,69,70]. Owing
to their high measurement rate, real-time instruments produce a fire hose volume
of data that overwhelms even the most advanced computers [71]. This necessi-
tates innovations in data management and inline processing techniques. Time–
bandwidth compression can alleviate this problem.
The generation of waveforms with wide instantaneous bandwidth can be a
bottleneck in radar, communication systems, and laboratory instruments. To
this end, photonic arbitrary waveform generation that employs spectrum to time
mapping has been proposed as a potential solution [72–74]. These systems are
limited by the time bandwidth of the component used for spectrum encoding.
Time–bandwidth expansion may improve the performance in these applications.
In this work, we present foundations of methods to manipulate the time band-
width of optical signals using photonic platforms. We employ the stretch mod-
ulation (Sm) distribution to design time–bandwidth engineering (TBE) systems
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in both near-field and far-field regimes. Using the Sm distribution we derive, for
the first time to the best of our knowledge, the equations governing the time-
bandwidth product identify an important criterion on the maximum curvature of
warped group delay (GD) that must be met in order to achieve time–bandwidth
compression. This criterion is then used to compare various GD profiles as it
relates to their utility for engineering the time-bandwidth product.
To analyze the time-bandwidth product (TBP), we introduce a time-frequency
distribution, called the stretched modulation distribution, to visualize the time
duration and intensity bandwidth of the input signal. We also develop mathe-
matical equations to show the influence of chromatic dispersion on the overall
time-bandwidth product of the optical input.
5.2 Time frequency analysis
The stretch modulation distribution is a time-frequency distribution as a shifted
variation of the ambiguity function in the freqeuency domain, as follows:
Sm(ωm, t) =
∫ ∞
−∞
E˜in(ω)E˜
∗
in(ω + ωm)H˜(ω)H˜
∗(ω + ωm)ejωtdω (5.1)
where t, ω and ω are the time, optical frequency and envelope frequency vari-
ables, E˜in(ω) is the complex input field spectrum, and H(ω) = exp jφ(ω) is the
(lossless) dispersion kernel representing the photonic operation performed on the
input signal. Physically speaking, the distribution can be interpreted as the cross
correlation of the dispersed input system after simultaneously undergoing a time
shift of t. It allows us to plot the time duration and the intensity bandwidth of
the input signal simultaneously:
The stretched modulation (Sm) distribution provides a tool to design TBE
systems through proper choice of the operation kernel. The top and bottom plots
in Figure 5.1 are schematics showing the Sm distribution of the input (top plot)
and output (bottom plot) in an optical system where the kernel describes a filter
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Figure 5.1: The stretch modulation distribution is a time-frequency plot for de-
signing and benchmarking optical TBE systems, graphically displaying the time
duration and intensity bandwidth of the optical intensity of an optical pulsed sig-
nal simultaneously, while under the influence of chromatic dispersion. The top
and bottom plots are qualitative and show the magnitude of the Sm distribution
of the input and output signals in a system with a sublinear group delay profile.
The Sm distribution shows how the TBP of the signal intensity can be engineered.
with sublinear phase derivative (group delay) τg =
dφ
dω
. Such a system compresses
the TBP of the information envelope [75,76].
To show how the distribution can be used to design and analyze TBE systems,
we will consider systems in which operation kernel represents a phase filter with
different group delay profiles. In practice the filter operation can be implemented
with a dispersive optical element with tunable group delay profile. After disper-
sion, the signal can be in the far field or near field regime, depending on whether
the stationary phase approximation is satisfied or not. The far field is achieved for
a large amount of group delay dispersion and/or when the signal has a very large
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bandwidth leading to one-to-one mapping of frequency into time. Conversely, the
near field refers to the regime prior to the stationary phase approximation being
satisfied. We note that in the far-field there is warped (nonlinear or non-uniform)
frequency-to-time mapping (i.e. warped stretch transform), whereas in the near
field there is no one-to-one mapping. Therefore near-field case, on its own, is not
a Fourier transform or frequency-time mapping for arbitrary signals. We consider
three types of group delay profiles, namely, linear, sub-linear and super-linear.
These group delay profiles are compared in Figure 5.2(c). Here the sub-linear
and super-linear profiles are defined as functions that grow slower or faster than
a linear function when its argument becomes very large.
Figure 5.2: Arbitrary input signal in (a) time and (b) spectral domains used in
this paper. (c) Three different qualitative GD profiles that can be used to engineer
the TBP of optical signals. Sm distribution plots corresponding to these profiles
are shown in Figure 5.3.
The input used for the Sm distribution, as shown in Figure 5.2(a) and (b), was
designed to have a collection of different temporal features such as coarse and fine
temporal features with different durations. It also includes both closely spaced
as well as sparsely spaced features. We take this complex input to be transform-
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limited, although most inout chirp is negligible relative to the dispersion we use in
time-stretch systems. The temporal duration and the bandwidth here are defined
as being 30 dB from the peak value. Figure 5.3 compares the Sm distribution
plots of the output in the near field and the far field regimes when the operation
kernel has the normalized group delay profiles shown in Figure 5.2(c).
Figure 5.3: The stretched modulation (Sm) distribution is used to design
time-bandwidth engineering systems with engineered time bandwidth product
(TBP). At time t = 0 (horizontal axis), it represents the modulation bandwidth.
The half-extent along the vertical direction is the record length. Here we have
compared the distribution for three cases: time-bandwidth (a) conserved, (b) com-
pressed and (c) expanded. In each case we have shown operation in the near field
and far-field. The group delay profiles corresponding to each case is shown in
Figure 5.2(c).
As shown in Figure 5.3(a), when the group delay has a linear profile, the distri-
bution is linearly tilted, resulting in a reduced modulation bandwidth. However,
record length is proportionally increased. In this case the time bandwidth product
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is either conserved (in far-field regime) or expanded (when in the very near-field
regime).
However, if we introduce a spectrally-tailored dispersion profile, having the
shape shown in Figure 5.3(b), corresponding to sub-linear group delay profile
shown in Figure 5.2(c), the bandwidth is reduced but the record length is not
increased proportionally. In this case, one achieves time bandwidth product com-
pression in both near field and far field regimes. Finally, if the distribution is
warped in the manner shown in Figure 5.3(c), corresponding to super-linear group
delay profile shown in Figure 5.2, the time-bandwidth product is expanded in both
near field and far field regimes.
5.3 Methods
We now define the record length (∆T ) and intensity bandwidth (∆B) expressions
using the Sm distribution. Assuming near-even parity for the phase profiles φ(ω+
ωm
2
) and φ(ω − ωm
2
), we perform a Taylor series expansion near t = 0 and arrive
at the following approximation:
φ
(
ω +
ωm
2
)
− φ
(
ω − ωm
2
)
≈ 2ωτg
(ωm
2
)
(5.2)
This approximation assumes that the group delay profile is sufficiently smooth
(i.e.
∣∣τ ‘′g (ωm2 )∣∣  6∆ω2 ∣∣τg (ωm2 )∣∣), where ∆ωin is the input optical bandwidth.
Given this approximation, we thus have:
Sm
(
ωm, t+ 2τg
(ωm
2
))
=
∫ ∞
−∞
E˜in
(
ω − ωm
2
)
E˜∗in
(
ω +
ωm
2
)
ejωtdω (5.3)
Note that we do not have to assume far-field conditions to achieve this result.
Consider each vertical (temporal) slice of the distribution as a cross correlation
of the post-dispersion output signal spectrum E˜out = E˜in(ω) · H˜(ω) with its time-
shifted waveform. Then, the maximum absolute amount of time variable t at
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which Sm(ωm, t) has non-zero values is the duration of output signal ∆Tout (up to
the least significant bit measurable by the digitizer). Graphically speaking, the
record length of the output signal can be measured by the vertical (temporal)
slice of the distribution, as the half-maximum span of the plot in Sm distribution
in the temporal direction. By Equation (5.3), this is equal to:
∆Tout = ∆Tin + 2τg
(
∆Bin
4
)
(5.4)
where ∆Bin is the intensity bandwidth of the input signal, and is half that of the
optical bandwidth. Note that we have assumed that the group delay profile to
be monotonic on average for this to be true (otherwise the half-maximum would
occur elsewhere than ωm =
∆Bin
4
. In the far-field case, we can further simplify
this expression to be ∆Tout ≈ 2τg
(
∆Bin
4
)
.
To derive an analytical expression for the output intensity bandwidth ∆Bout,
we begin with the intensity spectrum I˜(ωm):
I˜(ωm) , F
{|E(t)|2} = ∫ ∞
−∞
E˜
(
ω − ωm
2
)
E˜∗
(
ω +
ωm
2
)
dω (5.5)
where in the second equality we have used the well-known fact from the Weiner-
Khinchine therorem that the intensity spectrum is equal to the cross-correlation of
the electrical field sprectum [75]. Using Equation (5.1), we can see that each hor-
izontal slice of the Sm distribution can be interpreted to be time-shifted versions
of the intensity spectrum of the post-dispersion pulse. The intensity bandwidth I
can thus be measured from the Sm distribution from the horizontal slice at t = 0.
Note that the intensity bandwidth is measured not at the 3 dB point, but at the
“base” where the spectrum is limited by the bit depth of the digitizer or noise
floor, whichever is limiting in this case. Evaluating the output intensity spectrum
at the maximum modulation frequency ωm =
∆Bout
2
, we then have:
I˜out
(
∆Bout
2
)
=
∫ ∞
−∞
E˜in
(
ω − ∆Bout
4
)
E˜∗in
(
ω +
∆Bout
4
)
e−jω2τg(
∆Bout
4
)dω
(5.6)
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In the far-field approximation, since ∆Bin  ∆Bout4 , we can further simplify
this expression to be:
I˜out
(
∆Bout
2
)
≈
∫ ∞
−∞
∣∣∣E˜in(ω)∣∣∣2 e−jω2τg(∆Bout4 )dω
= F
{∣∣∣E˜in(ω)∣∣∣2}∣∣∣∣
t=2τg(
∆Bout
4
)
=
∫ ∞
−∞
Ein(t)E
∗
in
(
t+ 2τg
(
∆Bout
4
))
dt
(5.7)
in which the last equality again uses the Weiner-Khinchine theorem. This last
expression is an autocorrelation with a total duration of 2∆Tin. However, since
we substituted half the output intensity bandwidth for Equation (5.6), we equate
the half-duration ∆Tin with the argument for E
∗
in, and arrive at the expression
for the output bandwidth as:
2τg
(
∆Bout
4
)
= ∆Tin =⇒ ∆Bout = 4τ−1g
(
∆Tin
2
)
(5.8)
In general, to account for very near-field group delay effects, in which the pulse
lengthens but the change in bandwidth is negligible, we have our final bandwidth
expression as:
∆Bout = min
{
Bin, 4τ
−1
g
(
∆Tin
2
)}
(5.9)
The above conclusion assumes that the signal is broadband, comprising both
fast and slow features, i.e., high and low instantaneous frequencies with respect
to the bandwidth of the GD. Such a signal has redundancy in the time domain,
as shown in Figure 5.2. If the signal has only high frequencies, for example, then
the effect of GD will be different than that described above. Also, as with any
other data compression method, the maximum compression that can be achieved
is signal dependent. In particular, it will depend on the amount of redundancy in
the signal, a quantity that will be reflected in the probability distribution function
of the signal instantaneous frequency.
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Figure 5.4: Graphical demonstration of the relation between the input signal and
system parameters of the kernel to the output signal duration and modulation
bandwidth, simultaneously, using the Sm distribution.
We have shown how the output signal duration is analytically completely de-
pendent on the input signal and the kernel. This relation can also be graphically
shown with the Sm distribution, as annotated in Figure 5.4.
5.4 Simulations
To examine the output TBP, we have compared the calculated value from Equa-
tions (5.4) and (5.9) to numerical simulations. The input optical signal is shown
in the time and spectral domains in Figure 5.2. The input signal has duration of
200 ps and complex-field bandwidth of 1 THz. Duration and the bandwidth here
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are defined as the 1% value (from peak). We have considered three systems with
different types of GD profiles, i.e., with linear, sub-linear, and super-linear GD
profiles, as shown in Figure 5.5. The super-linear case has the same total GD as
the linear case and the sub-linear case has the same slope as the linear case at the
origin. The linear, sublinear and superlinear GD profiles of these functions are,
respectively:
τlin(ω) = A ·B · ω
τsub(ω) = A tan
(
B
2
· ω
)
τsup(ω) = A · tan−1 (B · ω)
(5.10)
where A = k·2.81 ns and B = 0.22 ns, and k is the dispersion strength factor.
We have plotted the numerically calculated output TBP using Equations (5.4)
and (5.9) in each case as a function of the k factor in Figure 5.5(b). Calculated
TBP of the linear, superlinear, and sub-linear cases are shown with red solid,
green dashed–dotted, and blue dashed lines, respectively. The TBP in each case
is normalized to the input signal TBP. Small k factors correspond to the near-
field regime and large k factors correspond to the far-field regime. We have also
simulated the output signal in each case and calculated the output signal TBP
and compared them to predictions by Equations (5.4) and (5.9) in Figure 5.5(b).
Simulated output signal TBP for the linear, super-linear, and sub-linear cases are
shown with red triangles, green circles, and blue squares, respectively. As seen
from the simulation results, there is an excellent agreement with the output TBP
equations given by Equations (5.4) and (5.9).
We can identify three regions of operation spanning the near- to far-field
regimes. For the case of linear GD, an example of the Sm distribution in each
region is shown in Figure 5.6. Region 1 (k < 0.5) corresponds to the case when
∆ωm = 2 ·∆ω. Since in this region the output bandwidth is fixed but the output
duration is increased, the TBP is enlarged, as shown in Fig. 5.6(a). However, in
Regions 2 and 3, the TBP gets close to unity as dispersion is increased (compare
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Figure 5.5: (a) Three different group delay profiles simulated to engineer the
time bandwidth product. (b) Simulated output time bandwidth product (TBP)
as a function of dispersion strength, k, compared to the calculated TBP using
Equations (5.4) and (5.9). The three near-, mid-, and far-field regions defined
here correspond to the same regions shown in Figure 5.6.
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Figures 5.5(b), 5.6(b), and 5.6(c)).
Figure 5.6: An example of the effect of varying k on the Sm distribution in the
near, mid, and far-field regions, for the case of the linear GD profile.
5.5 Distortion Analysis for Group Delay Nonidealities
The desired phase kernel profile for TBE can be obtained using a chirped fiber
Bragg grating (CFBG). A CFBG offers great flexibility in dispersion profile and
has low insertion loss, but exhibit GD ripples, which are problematic. There are
demonstrated techniques for mitigating the effect of ripples that can be employed
in our technique to calibrate the GD ripples in post-processing analysis [67,68,77].
We note that the transformed signal has both phase and amplitude requiring
complex field recovery before reconstruction in the digital domain [54, 75, 76].
The Sm distribution can also be used to assess the impact of nonidealities in
the performance of TBE. In a dispersive TBE system, nonidealities include GD
ripples, polarization dependence, and temperature fluctuations. The distribution
can be used to visualize the effect of nonidealities on the modulation bandwidth
and record length and provides insight into how to mitigate them.
In the examples studied here, we consider four systems with GD profiles shown
in Figure 5.7. We consider operation in the far field (Figures 5.7(a),(b)) as well
as the near field (Figures 5.7(c),(d)). In each regime we consider two cases: GD
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Figure 5.7: Four different GD profiles used to study the effect of GD ripples on
the performance of TBE systems. We consider operation in (a,b) the far field as
well as (c,d) the near field. In each regime we consider two cases: GD ripples of
less than 4% and 8% of the maximum GD. Sm distribution plots corresponding
to these profiles are shown in Figures 5.8 and 5.9.
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ripples of less than 4% and 8% from the ideal GD.
The far-field GD profile with 4% ripples is the experimentally measured result
for a fabricated grating that was recently used to demonstrate optical real-time
data compression [76] (see Figure 5.7(a)). The grating was designed to compress
the bandwidth of a signal with 1 THz bandwidth to 8 GHz so it can be digitized
in real time, and at the same time to compress the record length and, hence, the
digital data size. For the far-field example with 8% GD ripples (Figure 5.7(b)),
GD profile is simulated, with the same profile but artificially twice the ripple
amplitude. For the near-field examples, Figures 5.7(c) and (d), we have scaled
down the measured profiles in Figures 5.7(a) and 5.7(b) each by 20 times. In
these simulations, we continue to use the broadband input signal used in previous
sections; the time domain and spectrum plots are shown in Figure 5.2.
Figure 5.8 shows the Sm distribution corresponding to the large GD profiles
with 4% and 8% GD ripples. Since in both cases the system is operating in the
far-field regime, the expected output duration is 10 ns, which is the total system
GD. The Sm distribution shows that systems with 4% and 8% ripples have similar
output durations (10 ns), suggesting that the effect of GD ripples on the output
signal duration is limited. Due to the presence of the ripples, the even parity of
the phase due to the dispersive elements is broken. Therefore, the approximation
in Equation (5.2) no longer holds:
φ
(
ω +
ωm
2
)
− φ
(
ω − ωm
2
)
≈ ω
(
τg
(ωm
2
)
− τg
(
−ωm
2
))
(5.11)
The second term on the right hand side of Equation (5.11) results in an artifact
(marked by the black squares in Figure 5.8) which resembles a 180 deg-rotated
version of the Sm distribution (marked by the triangles).
The distribution also shows that, in the case with 4% GD ripples, the band-
width is compressed to the desired 8 GHz baseband bandwidth (16 GHz passband
bandwidth). However, the case with 8% GD ripples results in 27 GHz intensity
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Figure 5.8: The Sm distribution can be used to analyze the effect of nonidealities
on the performance of TBE systems. Here we have compared the Sm plots for two
systems operating in the far field with (a) 4% and (b) 8% GD ripples, respectively,
corresponding to the GD profiles shown in Figures 5.7(a) and (b). The “ideal”
distribution is marked by black squares, and is accompanied by an artifact (marked
by the black triangles) which is due to the GD ripples. This figure shows that the
output modulation bandwidth in the far-field regime is determined mainly by the
GD ripples at frequencies near the carrier frequency.
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bandwidth. This suggests that, depending on its relative magnitude, GD ripples
can dramatically impact the TBP in a TBE system. In the present example,
limiting tolerances to 4% ensures the system reaches the desired 8 GHz output
bandwidth, while the effect is mainly related to ripples near the carrier freqency.
This can be seen by considering each vertical slice of the Sm distribution as a
cross-correlation of the electric field spectrum.
Figure 5.9: The Sm distribution can be used to analyze the effect of nonidealities
on the performance of TBE systems. Here we have compared the Sm plots for two
systems operating in the far field with (a) 4% and (b) 8% GD ripples, respectively,
corresponding to the GD profiles shown in Figures 5.7(a) and (b). The “ideal”
distribution is marked by black squares, and is accompanied by an artifact (marked
by the black triangles) which is due to the GD ripples. This figure shows that the
output modulation bandwidth in the near-field regime is determined mainly by
the GD ripples at higher frequencies - the more near-field the optical output, the
more likely bandwidth is determined by GD ripples at higher frequencies.
We have also investigated the use of Sm plots to analyze the effect of ripples on
the TBP in the near field. The near-field GD profiles with 4% and 8% GD ripples
are shown in Figures 5.7(a) and 5.7(b). The corresponding Sm distributions are
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shown in Figure5.9(a) and (b). Similar to the far-field case, the distribution plots
also show that the effect of GD ripples on the output duration remains small and
the main impact is on the output modulation bandwidth. In particular, in the
case with 4% ripples the bandwidth is compressed to 200 GHz (400 GHz intensity
bandwidth), as opposed to 380 GHz in the 8% case. However, relative to the
ideal case, we find that the output bandwidth is dramatically increased. The
ripple artifact found in the far-field case is not pronounced, since in the near-field
conditions the difference in group delay shown on the right hand side of Equation
5.11 is comparable to the input time duration.
Finally, we note that, if the carrier wavelength is moved away from the center
of symmetry of the GD curve, a different characteristic for the TBE system is
achieved. In particular, “sub-linear” and “super-linear” descriptions assume the
carrier wavelength is at the center of symmetry. If the carrier is moved away
from the center of symmetry, we expect fromEquation (5.11) that this will lead to
an increase in the temporal duration ∆Tout while the bandwidth increase follows
similar principles as to what was discovered for GD ripples. The Sm distribution
can be used to study such effects.
5.6 Conclusion
We have described foundations of optical methods to engineer the time bandwidth
of information-carrying signals. Here the time represents the record length and
the bandwidth is the modulation, i.e., the information bandwidth. To design such
systems, we employ the Sm distribution, a mathematical tool that describes the
bandwidth and temporal duration of the signal intensity (instantaneous power)
before and after operation with a phase filter with an arbitrary GD. We provided
closed-form mathematical expressions that describe how the signal’s duration and
bandwidth are shaped by the GD characteristics. We also showed how the dis-
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tribution can provide visual insight and tolerances to nonidealities, such as GD
ripples. Finally, the mathematical tools presented in this paper offer opportunities
for follow-up work directed to detailed study of different implementations of the
TBE system, including studying and benchmarking various GD profiles.
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CHAPTER 6
SNR engineering with warped time stretch
6.1 Introduction
The signal-to-noise (SNR) ratio or, when distortion is introduced into the signal,
the signal-to-noise-with-distortion (SNDR) ratio, is an important measure of sig-
nal fidelity acquired from non-ideal environments. The desire to improve it via
signal processing is not new: indeed, a discussion on performance in sigma-delta
analog-to-digital converters in terms of noise shaping is well established in liter-
ature [78–80]. We have previously demonstrated that warped stretch enables the
engineering of the time-bandwidth product (TBP) of broadband optical signals in
real time [53]. We would now like to extend this analysis to engineering the SNR
and SNDR.
6.2 Mathematical framework
There are subtle but important differences between tailoring the TBP and tailoring
the SNR. For TBP, both the temporal duration and the modulation bandiwdth
are the global properties of the signal, and are generally constant for a given
input waveform; it is meaningless to talk about “TBP per unit wavelength”,
for example. In contrast, the SNR of an acquired waveform can vary along the
duration of a broadband optical signal, whether one considers the temporal or
spectral domain. This is because the characterization of noise is ultimately a
statistical one, which are quantified via some form of ensemble averaging. It
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therefore becomes meaningful to establish local and/or instantaneous SNR metrics
of warped stretching, which can later on be averaged if desired. Here, we define
the “instantaneous” SNR as that the average SNR over the integration period in
the range of a given time sample.
Figure 6.1: The “instantaneous” SNR is defined per sample at time t = t0 + nTs,
averaged over the integration period of Ts.
There are two major ways that dispersion has over the SNR: the reduction in
optical power and in the modulation bandwidth of the acquired waveform as the
waveform is being time-stretched. We denote the optical power reduction factor
as α(t) and the noise bandwidth reduction factor µ(t). There are multiple ways to
define the power and bandwidth reduction factors: for example, in the previous
section, we defined the two factors 〈α〉 and 〈µ〉 to be relative to the unstretched
input pulse. Here, we define instead “local”, or wavelength-dependent reduction
factors, under a differential increase in dispersion δDλ. The noise bandwidth is
ultimately defined by the acquisition bandwidth (whether limited by the photode-
tector or the digitizer), which is constant, and thus technically we only need to
match the overall bandwidth of the signal to the detection bandwidth require-
ments, and the expression for the global bandwidth as defined in chapter 5 would
suffice. However, a local bandwidth measure would nevertheless aid the proper
frequency-dependent design of the group delay profile to better match the signal
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spectrum.
Thus, for the local scaling factors, we assume that the stationary phase ap-
proximation is satisfied prior to the change in dispersion (one can consider this
to referring be post-modulation dispersion D2 = δDλ). The instantaneous power
and bandwidth will then be defined within a neighbourhood δt = Dλ(ωs)L · δω as
defined by the spectral resolution =δω of the system at a given time point t (and
the corresponding frequency ωs = τ
−1(t)). This spectral resolution can be limited
by either the distortion from the frequency-to-time mapping itself, or the spectral
resolution of the photodetector or analog-to-digital converter [1].
As shown in chapter 2, given an input optical spectrum E˜i(ω), after the
initial stretch D1, the broadband envelope electric field intensity is |ED1(t)| =
|E˜i(ω−ωc)|√
2pi|τ ′D1(ωs)|
. After the modulation event s(t) and the second stretch with disper-
sion D2 = δDλ, the signal intensity can now be written as |ED2(t)| = |ED2(t)| ·
sTS(t/M(t)), where |ED2| is the electric field intensity of the carrier envelope, and
sTS is the envelope modulation that has been time-stretched by a factor of M(t).
The broadband carrier envelope ED2(t) now has an intensity of E˜i(ωs)√
2pi|τ ′tot(ωs)|
. There-
fore, the reduction in optical power (which is proportional to the square of the
electric field intensity) is:
α(t) =
τ
′
tot(t)
τ
′
D1(t)
≈ 1 + δDλ
D1
= M(t) (6.1)
where M(t) is the generalized stretch factor as shown in Chapter 2. Thus, the
instantaneous power reduction factor of the acquired waveform at time t is equal to
its instantaneous stretch factor M(t) (which we have taken the liberty to express
in terms of time, possible due to the frequency-to-time mapping enabled by the
stationary phase approximation). Note that strictly speaking, the modulation
event need not be after the second stretch, but also prior to the first stretch, but
the same argument follows.
For the instantaneous bandwidth, we follow the methodology in [1] and first
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define a local bandwidth measure Bt associated with each time point t over a
neighbourhood of δt. Although not limited to such, one example of a local band-
width measure is the a temporal slice of the short-time Fourier transform (STFT)
that is centred at t. Given a choice of local bandwidth measure, the overall band-
width can then be expressed as ∆Ω = maxt {Bt}. Note that the bandwidth ∆Ω
should be approximately equal to the bandwidth expression found in (5.9) of chap-
ter 5, as long as the same ADC ENOB is assumed to define the cutoff magnitude
at which the bandwidth is measured. It should be noted that we assume the use
of a photodetector with a fixed analog receiver circuit and digitizer with a fixed
sampling rate; these define a fixed noise bandwidth. We hence use a fixed value
for the overall bandwidth expression since we physically assume a proper design
of the signal stretch such that it is bandlimited to match the noise bandwidth.
As aforementioned, after the optical modulation has been stretched by the
dispersion δDλ, the signal (with local bandwidth {Bt} and overall bandwidth
∆ΩD1) at each time t is slowed down by a factor of M(t). Thus, the stretched
signal after dispersion δDλ has a bandwidth ∆Ωtot = maxt
{
Bt
M(t)
}
, and:
µ(t) =
∆ΩD1
∆Ωtot
= max
t
{
M(t)
Bt
}
max
t
Bt (6.2)
To give an expression for the instantaneous SNR gain for a photocurrent i(t) at
time t, let us first assume a signal with ASE-limited noise floor, with an ensemble-
averaged noise photocurrent of iASE(t) = 2qGi(t)∆Ω, which is sampled by an ADC
with sampling rate Fs. The net gain in the instantaneous SNR GSNR can be shown
to be:
GSNR = 10 log10
(
i(t)/M(t)
2qGi∆Ωtot/2pi
)
− 10 log10
(
i(t)
2qGi(t)∆ΩD1/2pi
)
= −10 log10 (M(t)) + 10 log10
(
max
t
{
M(t)
Bt
}
max
t
Bt
)
≡ −10 log10(α) + 10 log10(µ) (6.3)
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where the first term after the last equal sign corresponds to the instantaneous
loss due to power reduction, whereas the second term corresponds to the gain due
to reduced bandwidth. As dispersion is ultimately a linear process (and hence
conservative when assuming lossless conditions), it can be shown that if we use
the “instantaneous” bandwidth measure directly for the output bandwidth, it can
be shown that µ(t) = α(t), and the SNR gain is always zero.
If we design the stretch factor M(t) ∝ Bt to match the local bandwidth at
every time point t, then the gain can be simplified to become:
GSNR = 10 log10
(
maxtM(t)
M(t)
)
= 10 log10
(
maxtB(t)
B(t)
)
(6.4)
In the specific case of linear stretch, Equation (6.4) again reduces to zero; this
matches our result using the stretched modulation distribution in Chapter 5.
To then capture the time dependent effects of the tailored dispersion, we now
define the instantaneous SNR of the output signal as:
SNRi(t) =
Pout(t)∑
j Nj(t)
(6.5)
where the instantaneous input signal powerPout(t) = i
2
out(t)R and the noise powers
{Nj(t)} are understood to be time-averaged over a duration equal to the time res-
olution of photo detection and analog-to-digital conversion, whichever is limiting.
6.3 Simulations
Following the result in Equation (2.5), the output photocurrent iout(t) following
photodetection in a singly dispersed optical system can be described as:
iout(t) =
c0nrd
4pi
[
τ ′g(Ωs)
]−1∣∣∣E˜in(Ωs)∣∣∣2 (6.6)
where rd is the detector responsivity, c is the speed of light, 0 is the vacuum
permittivity, n is the refractive index of the medium, andE˜in(Ωs) is the electric
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field spectrum. Implicit in the equation is the frequency-to-time mapping; for an
input signal with negligible chirp relative to the added dispersion of the optical
system, we have the mapping of the envelope angular frequency Ωs = τ
−1
g (t) to a
corresponding time t, given dispersive elements with a total group delay of τg(Ωs).
Figure 6.2: (a) Electric field of input test signal. (b) Electric field spectrum
amplitude of input. (c) Group delay of dispersive element. (d) Amplified out-
put photocurrent in time. Note the occurrence of the warped frequency-to-time
mapping between subplots (b) and (d).
Figure 6.3 shows the simulated setup. The SNR was simulated, taking into ac-
count the relative intensity noise (RIN) of the laser (0.1% relative to the electrical
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Figure 6.3: Schematic of the simulated setup, including noise sources
bandwidth, for a propagation length of Leff = 1 km and 100 mW pump power,
following the metholodogy outlined in [81] and [57]), AWGN channel noise (noise
factor = 20 with respect to thermal noise), thermal noise (T = 300K), shot noise
and ASE noise (with an amplifier gain of 5) of the photocurrent, then quantization
noise from digitization (ENOB = 8 bits). All noise sources other than quantiza-
tion noise assume AWGN statistics in the time domain, such that the noise powers
area summable. In the simulation, an optical test signal is passed through a tai-
lored dispersive element, then photodetected and digitized. The input optical
power was varied to investigate the effect of the power scaling α = 〈α(t)〉 on the
SNR. For the bandwidth reduction factor µ, both the group delay and the detec-
tion bandwidth of the photodetector were simultaneously varied, such that the
simulated setup always remains at the optimal detector bandwidth.
6.4 Results and discussion
Figure 6.4 shows the effect of scaling the input power on the SNR of a warped
stretch system. The SNR can be considered in three regimes: the thermal noise-
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Figure 6.4: (a) Power and (b) bandwidth reduction scaling of the instantaneous
SNR. The SNR in general has three regimes: the thermal noise-limited regime
(SNR scaling by (αµ)2), the shot and ASE noise-limited regime (SNR scaling by
αµ), and the quantization noise-limited regime (SNR constant with input power).
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limited regime occurs at low signal powers and high bandwidths (where the SNR
scales by (µ
α
)2). At moderate stretch factors, we encounter the shot and ASE
noise-limited regime (SNR scaling by µ
α
), and, finally, the quantization noise-
limited regime (where SNR is constant with input power).
Overall, while the instantaneous SNR is limited at high optical powers by the
quantization noise, the instantaneous SNR can be improved for weak portions
of the signal which are below this threshold. This is achieved by a decrease of
dispersion (i.e. increase in α) in the corresponding spectral region of the input.
Meanwhile, the increase in dispersion (i.e. increase in µ) can improve the SNR
by creating oversampled regimes of fast, high power signal portions. Noisy weak
signals can thus be SNR-boosted, as long as prior knowledge exists of the input
spectrum. The combined degree of warped stretch in which the gain is opitmized
depends on the spectral shape of the input pulse and the limiting noise source at
a given input power along the signal.
6.5 Conclusion
Our simulation results show that it is possible to manipulate both the power
and bandwidth of the optical signal, which allows us to engineer the SNR. Given
statistics of a non-stationary optical pulse train, the group delay can be designed
to optimize the effective sampling rate at detection, which improves the SNR for
signals in which fast and high power portions exists. The results with warped
stretch also show the potential for optical encryption by engineering a disper-
sive element according to the signal’s time-averaged spectral characteristics. A
broadband signal can be buried under noise floor upon transmission. Upon re-
ception, the inverse dispersion is used to reproduce the optical data. Given prior
knowledge of a signal’s spectral statistics, its SNR can be manipulated (boosted
or lowered) in a reversible way. This has applications to weak signal detection
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and in cybersecurity.
87
CHAPTER 7
Dynamic chromo-modal dispersion for
reconfigurable dispersion profiles
7.1 Introduction
Dynamic correction for temporal distortions (e.g. from chromatic dispersion or
polarization mode distortion), over sub-ns timescales is a desirable functionality in
modern 10-100s-of-Gb/s optical telecommunications systems [82]. Current solu-
tions to this problem in long-haul communications include digital correction with
coherent detection [82], passive correction with dispersion compensation fibers [83]
or fiber Bragg gratings [84]. Dispersion engineering also has application in time
stretch systems for real-time acquisition of fast dynamic phenomena [9,85].
Chromo-modal dispersion (CMD) provides a passive alternative to the use of
dispersion compensation fibers and fiber Bragg gratings. In CMD, the incidence
angle-dependent waveguide dispersion of multimode fibers is exploited to gener-
ate chromatic dispersion [86]. By dispersing a modelocked pulse with a spatial
grating, then focusing into a multimode waveguide, a one-to-one wavelength-to-
angle mapping can be achieved, such that different wavelength excites different
spatial waveguide modes for chromatic broadening. This mapping can be further
fine-tuned with customized hyperbolic mirrors [9, 32,87]. The mapping of excita-
tion angle to wavelength and RF frequency has previously been used to create new
types of dynamic light scattering techniques for blood cell characterization [31,88],
where the proposed technique may find additional applications.
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While the zero-dispersion wavelength can be shifted, reconfigurability in CMD
remains limited. To render temporal corrections as truly dynamical, we generalize
the chromo-modal dispersion technique with acousto-optic switching to provide
real-time temporal control of dispersion. We call this generalization dynamic CMD
to distinguish the technique from CMD. Here we demonstrate its application to
narrowband pulses but over a large operational bandwidth.
7.2 Experimental setup
Figure 7.1 shows the proof-of-concept experimental setup. A tunable 1550-nm
CW fiber laser is modulated with 200-ps pulses (10 MHz repetition rate), then
amplified with an EDFA and passed through the acousto-optic deflector (AOD).
The first-order AOD-diffracted beam is then coupled into an multimode waveg-
uide, where it is photodetected at the output. While the technique is not limited
by the waveguiding structure chosen, we choose to use a multimode fiber (MMF)
with a numerical aperture of NA = 0.37 and core diameter r of 200 µm.
The AOD incidence angle is θ = sin−1( Fλ
2va
), where λ is the optical wavelength,
and va is the AOD acoustic velocity. It can be tuned by varying the AOD input
RF frequency F , which in turn couples the optical beam to a different Laguerre-
Gaussian (L-G) fiber mode. Each fiber mode with its associated temporal delay:
τd(λ) =
n1L
c
√√√√1− ( 1
n1
)2 [
1 +
(
f2
f3
Fλ
2va
)2]−1
(7.1)
where n1 is the refractive index of the fiber core, L is the fiber length, and f2,f3
are the focal lengths of the post-AOD telescoping lens, as indicated in Figure
7.1. By selecting the desired waveguide mode with the corresponding AOD RF
frequency, the temporal position of the input pulse can therefore be dynamically
reconfigured. Furthermore, the pulse can also be attenuated by reducing the AOD
RF power, which decreases the diffraction efficiency.
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Figure 7.1: Schematic of the dynamic chromo-modal dispersion (dynamic CMD)
setup. A tunable 1550-nm CW fiber laser is modulated with 200-ps pulses with
an EOM, then amplified with an EDFA. The pulses are collimated into free space
and focused into an AOD. The first-order diffracted beam is coupled into a multi-
mode waveguide (here we use a multimode fiber), where it is photodetected at the
output. The incidence angle into the AOD can be tuned by varying the RF fre-
quency of the AOD input, which in turn couples to a different Laguerre-Gaussian
(L-G) fiber mode in the multimode fiber (MMF), each with its own associated
delay. By selecting the desired L-G waveguide mode, the temporal position of the
input pulse can therefore be dynamically reconfigured.
7.3 Results and discussion
Figure 7.2 shows the excited L-G modes of the MMF, which correspond to different
AOD RF frequencies. As only LG0` modes are being excited across the range of the
AOD RF sweep, this validates the use of the temporal delay formula in the text,
which is only valid for meridional rays. In general, a ray-optics derivation for skew
rays can be found in [89]; however, skew rays are avoided for our application, as it
broadens the linewidth of the output – which lowers the resolution of the dispersion
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Figure 7.2: Beam profile corresponding to RF frequencies of (a) 110, (b) 130, (c)
150 MHz, and (d) 170 MHz, respectively.
– and unecessarily increases the insertion loss [90]. Note that the annulus thickness
and amplitude of the LG0` mode decreases with increasing excitation radius r` ≈√
|`|
2
w0, where w0 is the beam waist parameter of a Gaussian mode. The lower
amplitude is due to a lowered coupling efficiency at large MMF incidence angles
from a decreasing overlap integral, in addition to lower peak values from the
nornmalized theoretical expression; the lower intensity also causes the annulus
thickness to be perceived as thinner despite being wider with increasing ` .
Figure 7.3: (a) Tunability in pulse position for different optical wavelengths. (b)
Tunability in pulse amplitude at different optical wavelengths.
Figure 7.3(a) and (b) demonstrates the tunability over pulse amplitude and
position, respectively, over the wavelength range of the tunable CW laser, demon-
strating a delay range tunable over 1.27 ns over 40 nm of optical bandwidth. Fig.
7.3(a) also shows that the wavelength range was limited by the tunable range of
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the CW laser, and that the overall effect of chromatic dispersion is negligible.
In the current setup, the system resolution can be limited in terms of the
number of MMF modes M , which is approximately M ≈ V 2/2 [cite JM Liu],
where V = 2pir
λ
NA is the V-number of the fiber. For our system, this would
correspond to M ≈ 11250. The resolution can also be limited by the acquisition
bandwidth [1,2]; however, the photodetector and digitizer were chosen to be larger
than the signal bandwidth and thus is not limiting.
7.4 Conclusion
We have demonstrated dynamic tuning of dispersion by acousto-optic mode ex-
citation of a multimode structure offering tuning of optical dispersion via RF
frequency. Also featuring wavelength tuning, our device achieves real-time tem-
poral tuning of narrowband pulses over 1.27 ns and 40 nm of optical bandwidth.
It also provides amplitude control, making it potentially useful for amplitude dis-
tortion compensation in single optical telecommunications channels, as well as the
tuning of virtual imaging phase array (VIPA) devices [91].
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CHAPTER 8
Warped stretch image compression
8.1 Introduction
Digital image compression is required for practical storage and transfer of digital
images. In addition to conventional photography and online photo sharing ap-
plications, it is employed in astronomy [92–94], remote sensing [95–97], machine
vision [98,99], digital pathology and radiology [17,100,101], real-time system mon-
itoring [102,103], and particle-tracking velocimetry [104].
Our prior work has considered the potential for image compression of a pro-
cess whereby the image is intentionally distorted such that sharp features are
self-adaptively expanded before uniform downsampling. The discrete anamorphic
stretch transform (DAST) [105] Is inspired by the physics of photonic time stretch,
an analog signal processing technique which employs a frequency-dependent all-
pass filter with a group delay τ(ω) = dφ(ω)
dω
to slow down fast analog temporal
waveforms so they can be digitized in real time [10, 33, 37, 106]. By doing so,
photonic time stretch has led to the discovery of optical rogue waves [59], the
creation of a new imaging modality known as the time stretch camera [16], which
has enabled detection of cancer cells in blood with record sensitivity [17] and
a portfolio of other fast real-time measurements, such as an ultrafast vibrome-
ter [20], the discovery of soliton explosions [26] and the observation of relativistic
electron structures [27]. While time stretch slows down the fast time series so it
can be digitized in real-time, it conserves the time-bandwidth product. Recently,
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it has been shown that this product can be reduced or expanded for the informa-
tion carried by the signal envelope, leading to time-bandwidth engineering [53].
This in turn has led to the concept of the “information gearbox” [107], as well as
photonic hardware accelerators, for real-time data acquisition, analytics and high
performance computing [32].
In DAST, two dimensional discrete spatial coordinates [x, y] replace one di-
mensional time coordinate t. A warped version, E˜[x, y], of the input image
E[x, y] is generated by applying a warp kernel K˜[u, v] to the input spectrum
E˜[u, v] = F {E[x, y]} in the following transformation:
E˜[x, y] =
∣∣∣F−1 {E˜[u, v] K˜[u, v]}∣∣∣ , (8.1)
where F−1 is the two-dimensional discrete inverse Fourier transform operator.
The warping kernel preferentially stretches the sharp features so that it can be
downsampled at rates much lower than what was previously possible with na¨ıve
uniform downsampling. This property is conducive to image compression and its
digital implementation has also led to a new powerful edge detection algorithm
for extracting features from digital images [108].
As seen in Equation (8.1), the warped mapping is performed in the frequency
domain. Image reconstruction then requires knowledge of the phase of the trans-
formed image. In the previous work, ideal phase recovery was assumed to show
the potential of warped stretch for data compression [105]. The accuracy of phase
recovery from intensity (brightness) data is subject to the signal to noise ratio
(SNR) [109–114] and this limits the fidelity of image reconstruction from de-
warping [54].
Here, we report a related approach to warped stretch that does not require
phase recovery. This physics-inspired numerical algorithm is inspired by the re-
cent report of the first demonstration of analog image compression [3]. In this
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technique, a laser pulse is spread out spatially into a one-dimensional rainbow by
a diffraction grating, then incident onto a single line of the input sample. Pix-
els of the to-be-compressed image are therefore mapped onto this incident laser
pulse rainbow as intensity changes in each wavelength along the 1D rainbow. The
pulse is then time stretched with a fiber Bragg grating with a highly nonlinear
group delay profile that imparts warped mapping of spectrum (space) into time.
The resulting temporal signal is digitized followed by reconstruction by perform-
ing inverse mapping numerically. Similar to the previous compression method,
the non-linear dispersion relation of the optical fiber functions as the warp ker-
nel. Since the image information is mapped directly onto the signal spectrum, no
phase recovery is needed.
We are inspired to implement this process in a numerical algorithm and in-
vestigate its utility for application to digital image compression. In this tech-
nique, the input signal is directly warped then uniformly sampled. This two-step
process achieves context-aware non-uniform sampling but without the need for
Fourier transformation and phase recovery. With proper design of the warp ker-
nel [1], sharp spatial features are stretched much more than slow-varying ones
in a context-aware manner. The redistribution of the local signal entropy lowers
the overall Nyquist sampling rate and is the basis of the “information gearbox”
concept proposed in [32] and [107].
8.2 Methods
Figure 8.1 illustrates how the direct warped stretch transform can be used as a
compression codec. We consider signal-dependent warp kernels that are specifi-
cally tailored to the spatial sparsity patterns in the input signal for optimal non-
uniform sampling. Since the warp kernel is signal-dependent, it must also be sent
along with the downsampled image as reconstruction metadata. The compressed
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Figure 8.1: Overview schematic for image compression codec with warped stretch.
The input is split into two components: i) the downsampled warped image and
ii) the metadata, which contains a compressed version of the warp kernel. These
two components are jointly used for recovering the original input. Since the warp
kernel is image-dependent, we must send it as part of the compressed file, which
creates extra overhead relative to an image-independent compression technique,
such as uniform sampling. However, if the metadata can be compressed extremely
compactly, the overall compression ratio can still be significant.
image can then be recovered by de-warping and upsampling.
Traditional non-uniform sampling avoids the overhead associated with the
metadata by considering irregularly spaced samples in 2D space (such as 2D con-
tours [115, 116]), by requiring strong statistical assumptions on the input [117],
or by ignoring the need to know the positions of the non-uniform samples [118].
The overhead associated with knowing the sample positions in conventional non-
uniform sampling is equivalent to the metadata that contains the warp kernel in
our approach. Furthermore, the information about sample position in such tech-
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niques is often non-sparse and thus the overall compression from non-uniformly
sampling will be limited by the compressibility of the sample position metadata.
This important problem is mitigated in our approach because the warp kernel
only specifies the recommended local sampling density of the image, not the exact
sampling locations. This results in a more compact metadata albeit at the cost
of a marginally lower SNR.
Additionally, separating the warping information from both the downsampling
stage and the exact image pixel locations frees us to re-use the warp kernel else-
where. For example, in the situation where one wants to compress the same file at
a different quality, the same warp kernel design can be re-used at different down-
sampling rates (i.e. compression ratios), thus reducing the overall pre-processing
burden. Alternatively, one can consider simultaneously compressing any set of in-
puts that share similar sparsity statistics (e.g. different colour channels, passport
photo libraries) together, by generating a single warp kernel tailored to warp the
“average” of the input set.
As a proof-of-concept demonstration, we show the performance of warped
stretch compression using piecewise decomposition of the warp kernel. Figure
8.2 shows this implementation. We emphasize that this is just one instantiation
of the general compression scheme shown in Figure 8.2; other implementation
schemes are possible with potentially better performance.
The optimal warp kernel is designed according to the methodology adapted
from [1]. In [1], the short-time Fourier transform (STFT) was employed to evaluate
the relative local bandwidth Bω(ω) of the input spectrum (called the “frequency
of spectrum”). When hardware bandwidth limitations do not exist, the required
bandwidth to capture the stretched signal can be expressed as:
Bω(ω) =
1
4
√
pi
√
dτg(ω)
dω
(8.2)
This relates the ideal 1D warp kernel τg(ω) to the local bandwidth via its deriva-
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Figure 8.2: Flowchart for warped stretch compression using piecewise decomposi-
tion. (a) A separate warp kernel is generated for each row of the image. The warp
is based on the local row bandwidth, i.e. the derivative of the image intensity. The
input image is then warped by the kernel and downsampled at a uniform rate. The
compressed image is then saved into a custom binary file format (WST), along
with the warp kernel, which itself is compressed via piecewise decomposition. To
reconstruct the image, we decompress the piecewise-decomposed warp kernel and
use it to perform non-uniform upsampling on the reloaded compressed image. (b)
For comparison purposes, we also uniformly downsample the input image in 1D
with a lower downsampling rate that accounts for the warp kernel overhead saved
in the WST binary format.
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tive:
τg(ω) =
∫ ∣∣∣∣ dτg(ω)dω
∣∣∣∣ dω (8.3)
The method in [1, 3] guarantees a warp kernel that is ideal for minimizing the
time-bandwidth product of the signal envelope in 1D. In terms of compression,
the ideal warping kernel for image compression should minimize the Nyquist sam-
pling rate after stretching. Given a discrete bandwidth measure Bx[x] and barring
any additional constraints imposed by the compression itself (e.g. kernel overhead
constraints), the ideal sampling locations after warping X[x] are those which re-
shape the bandwidth of the warped output BX[X] to be as close as possible to the
average original bandwidth 〈Bx[x]〉 across the image row:
arg min
X
‖BX[X]− 〈Bx[x]〉‖1 (8.4)
We will limit our consideration to kernels that provide ideal one-to-one warped
mapping, as defined by the warp kernel τg = X[x]. Note that while we have
borrowed the mathematical notation used in [1, 3, 119], here original and warped
sampling locations x and X[x] both denote pixel locations and no longer carry
physical meaning. A kernel bandwidth measure BX[X] that simultaneously min-
imizes Equation (8.4) and provides one-to-one mapping is possible for an STFT
window size of 2 pixels, in which case the STFT reduces to the magnitude of the
discrete signal derivative
∣∣∣∆E˜∆X ∣∣∣:
BX[X] =
∣∣∣∣∣∆E˜[x]∆X[x]
∣∣∣∣∣ =
∣∣∣∣∣∆E˜∆x
∣∣∣∣∣
∣∣∣∣∆X∆x
∣∣∣∣−1 (8.5)
where ∆x = xi − xi−1 is the original (uniform) sample spacing, and ∆X[xi] =
X[xi]−X[xi−1] is the non-uniform sample spacing. Due to the differing objectives of
optimization, we see that the derivative of the kernel is now inversely proportional
to the bandwidth measure, instead of having a quadratic dependence, as shown
in Equation (8.2). Using the same bandwidth measure for the original signal, i.e.
the magnitude of the signal derivative, we find that the expression in Equation
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(8.4) can be minimized with:
BX[X] = 〈Bx[x]〉 ,
〈∣∣∣∣∣ E˜[x]∆X[x]
∣∣∣∣∣
〉
(8.6)
Using Equations (8.3), (8.5) and (8.6), we then arrive at our expression for the
optimal kernel:
X[x] =
∑
i
∣∣∣∣∣∆E˜[xi]∆x
∣∣∣∣∣ ∆x〈Bx[x]〉 = ∑i
∣∣∣∆E˜[xi]∣∣∣〈∣∣∣∆E˜[x]∆X[x] ∣∣∣〉 (8.7)
To compress the input image, the kernel is applied via cubic interpolation, and the
warped output is uniformly downsampled. Because of the redistribution in local
entropy, this downsampling rate is in general greater than a uniform downsampling
rate that achieves the same resultant image quality. It should also be noted that
Equation (8.6) implies that images with high average bandwidth 〈Bx[x]〉 will also
have limited compressibility.
Representing the metadata, the kernel itself is compressed via piecewise de-
composition: compression is achieved by saving only the positions of the turning
points of each kernel row, which are identified by placing an energy threshold on
the discrete derivative of the local bandwidth Bx[x]. Alternatively, STFT with a
larger window size can be used, but this will be computationally more expensive.
As an initial demonstration, we used an 8-bit 1672 × 2800-pixel image of a
grayscale fractal clock and performed compression on each row. The compressed
image (saved with 8-bit precision) was saved along with the metadata kernel (saved
in single precision) in a custom binary file format, identified with extension WST.
To reconstruct the input image, the sampling positions of the compressed image
were regenerated by the piecewise-decomposed warp kernel by cubic interpolation,
then used to perform non-uniform upsampling on the reloaded compressed image
(again by cubic interpolation).
To benchmark our results, we created a similar binary file containing the uni-
formly downsampled image (saved at a bit depth of 8 bits). To normalize our
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compression performance over file size, we decreased the uniform downsampling
rate such that the resultant file size was equal to the file size of the WST binary
file, which contains the metadata kernel in addition to the compressed image. The
reconstructed images were then compared in terms of the peak signal-to-noise ratio
(PSNR) relative to the original input image.
8.3 Results and discussion
Figure 8.3 shows the warping / de-warping process for one row of the fractal
clock image at 6x compression. The waveform is first rescaled using non-uniform
cubic interpolation as defined by the warp kernel generated for this row. In this
warped state, the signal can now be downsampled at a uniform rate that is lower
than what is possible using uniform downsampling, with equivalent reconstruction
quality. Both the warping and the downsampling operations can be reversed
to reconstruct the original line signal, and can be seen as abstractions of the
analog spectrotemporal reshaping operations, fulfilling the role of an information
gearbox [32].
In principle, the warping process redistributes the signal, such that the local
entropy becomes uniformly distributed. However, as mentioned in the previous
section, the ideal warp kernel is overly complex (i.e. as complex as the input itself)
and thus merits compression. In the present case, this was achieved by piecewise
decomposition. Compressing the warp kernel results in some loss of information
in the overall compression; this is reflected in the non-ideal allocation of points in
Figure 8.3(b).
Figure 8.4 compares the reconstructed fractal clock images from the warped
stretch compression and the uniformly downsampled compression methods at an
overall compression ratio of 4x and 5.3x compression, respectively. Even after the
rate in the uniform downsampling case was decreased to account for not having
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Figure 8.3: Results for row 838 (out of 1672) of the fractal clock image at 6x
warped stretch compression with overhead compensation. The line signal (a) is
first rescaled using non-uniform cubic interpolation as defined by the warp kernel,
generated according to Equation (8.7). In this warped space (b), the signal can
now be downsampled at a uniform rate (indicated by the red circles) that is lower
than what is possible using uniform downsampling, at a given reconstruction
quality. The number of downsampled points is less than 1/8th of the number of
pixels in the original line signal so that the compression ratio becomes 8x after
taking the warp kernel overhead into consideration when saving to file. Both the
warping and the downsampling operations can be reversed to reconstruct the line
signal (c). The corresponding locations of the downsampled points (red circles in
(b)) overlay the (a) original and (c) reconstructed line signals for visual reference.
The dashed frames in (a) and (b) in particular denote a one-to-one correspondence
of the same sample sub-region.
to save any kernel (which improved its output quality), the warped stretch image
(Figure 8.4(h)) still significantly outperforms the uniformly downsampled image
(Fig 8.4(e)). This is confirmed by an overall PSNR improvement of 6.32 dB.
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Figure 8.4: Comparison of compression performance with the fractal clock image.
The original input image (a-b) and the 4x uniformly downsampled case (c-e), as
compared with the reconstructed image after 5.25x warped stretch compression
(f-h). The downsampling rate for the uniform case was increased (hence the
image quality improvement) such that the resultant file sizes for both warped and
uniform compression become equal (to compensate for the warp kernel overhead).
After reconstruction, the warped case (g-h) achieved a PSNR of 37.7 dB, which
was 6.32 dB better than the uniform downsampling case (d-e).
We also performed warped stretch compression on a 3-channel RGB colour
portrait image. Figure 8.5 shows the comparison in compression performance
between uniform downsampling and warped stretch compression at 8x and 10x
compression, respectively. All three channels here are able to share the same warp
kernel, which reduces the metadata overhead. The warp kernel was generated
using only the blue channel as it was the most feature-dense. The reconstruction
performance exceeds the uniform downsampling case by approximately 3 dB at
10x compression.
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Figure 8.5: Comparison of compression performance with the colour portrait im-
age. (a) The 8x uniformly downsampled image and (b) the 10.2x warp stretch–
compressed image are shown with (c) the original image and (d-e) their respective
reconstructions, while (f-h) are, in turn, their respective close-up portions. Fur-
ther zoom-ins on the rims of the glasses are shown in (i-h), highlighting the failure
of uniform downsampling to capture this sharp feature. The downsampling rate
for the uniform case was adjusted such that the resultant file sizes for both warped
and uniform compression become equal; however, since all three colour channels
share the same warp kernel, the overhead burden is reduced by a third in this
scenario. After reconstruction, the warped case (e,h,k) achieved a PSNR of 39.1
dB, which was 3.11 dB better than the uniform downsampling case (d,g,j).
Figure 8.6 shows the rate distortion plot for warped stretch compression as
compared to compression with uniform downsampling for the fractal clock and the
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Figure 8.6: Empirical rate distortion plot for fractal clock and portrait images The
PSNR of warped stretch compression (solid) is compared with uniform downsam-
pling (dotted) over a range of compression ratios for (a) the grayscale fractal clock
image and (b) the colour portrait image. At a compression ratio of 4x, warped
stretch outperforms in PSNR by 6.32 dB in the clock, and by 4.10 dB in the
portrait. Beyond the compression ratios of 9x and 20x respectively, the overhead
from the warp kernel completely compromises the performance.
portrait images. Warped stretch compression was found to be superior to uniform
downsampling from a compression ratio of 1.5x, up to 9x for the fractal clock and
up to 20x for the portrait image. The range is extended for the colour image due
to the lower overhead from the sharing of the warp kernel between colour channels.
At a compression ratio of 4x, we find that warped stretch compression is better by
more than 6 dB in PSNR for the grayscale clock and more than 4 dB for the color
portrait. The lower PSNR difference for the colour image relative to the grayscale
image can be attributed to the imperfect entropy redistribution in the red and
green channels via using the warp kernel of the blue channel; the blue channel
alone achieves a maximum PSNR improvement of 5.85 dB at 4x compression, as
compared to 2.55 dB for the red channel, and 3.68 dB for the green channel at
the same compression ratio.
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To explain the rate-distortion behaviour, we consider how the same warp kernel
is used for different compression ratios. As the compression ratio is increased, the
post-warp uniform downsampling rate decreases, and the Nyquist condition is no
longer satisfied. This is the main source of information loss in any compression
scheme which involves downsampling.
8.4 Conclusion
We have formulated a new type of digital image compression inspired by the re-
cently demonstrated analog optical image compression enabled by warped stretch
transform [3]. Our optics-inspired method warps the input image based on the
distribution of its features, causing context-aware redistribution of the local en-
tropy. Compared to the Fourier domain implementation of warped stretch image
compression (DAST) reported earlier, this direct warping eliminates the need for
phase retrieval in reconstruction. In this work, we limited the treatment to one-
dimensional lines and simplify the analysis. We have shown more than 6 dB
improvement in PSNR at a 4x compression ratio compared to the case of uniform
downsampling. Future works would extend this to a full two-dimensional warped
stretch transformation, and would investigate the combination of it with JPEG
compression.
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CHAPTER 9
Conclusion and future work
The concept of warped time stretch was explored as a generalization of photonic
time stretch to arbitrary dispersion profiles. We first analyzed the warped stretch
transformations theoretically, and developed for the first time the additional con-
ditions necessary for a warped mapping of the input optical spectrum into time.
We show that each time stretch system can be described by the same stretch
factor as long as the effective dispersion is identified, and demonstrate how to
identify this effective chromatic dispersion in most major time-stretch systems
that disperse in other domains (e.g. angle, space). Mathematical expressions for
describing the temporal chirp of an input signal in terms of its group delay profile
in the spectral domain were also established. Via a basis decomposition in the
spectral domain, the equivalence enables arbitrary control of the temporal profile
of a time-stretched broadband optical signal.
Given sufficient a-priori knowledge of the spectrotemporal statistics of the op-
tical input pulses, the appropriate frequency dependence for dispersive elements
can be designed; what is appropriate depends on the application. One applica-
tion of the proper design of warped stretch transformation is in time-bandwidth
product engineering. Using time-frequency analysis, we develop and simulate the
effect of warped dispersion on the time-bandwidth product of a broadband optical
signal, and compared them to theoretical expressions. Given that the smoothness
constraints are satisfied, the time-bandwidth product is entirely dependent on
the group delay profile and the input time duration and modulation bandwidth.
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Using a dispersive time-frequency distribution defined as the “stretched modula-
tion distribution”, we also show the bandwidth is expanded due to group delay
imperfections, which break the sideband symmetry and introduce beat artifacts.
We also show that while the bandwidth is greatly affected by imperfections in
the dispersion profile, tolerances are quantifiable and can be used to determine an
effective time-bandwidth product the on the performance of such systems.
Our analysis on noise tolerances was extended to dispersive phase recovery
systems in the presence of noise. While the particular amount of noise tolerance
depends on the retrieval method and sometimes the signal statistics itself, each
phase retrieval method can be assigned an output signal to noise and distortion
ratio (SNDR), or equivalently, an output effective number of bits (ENOB) as a
threshold, under which the method breaks down and no longer functions properly.
This helps provide justifiication in assuming a perfect photodetection system; as
long as one can limit the noise and distortion introduced into the system to that
below the threshold, the signal can be reconstructed.
Combining our results for time-bandwidth engineering and phase reconstruc-
tion, we also show that the signal-to-noise ratio of the optical signal can be engi-
neered. The signal-to-noise ratio. We mathematically show the SNR improvement
possible relative to a linearly stretched signal, then show the per-sample averaged
effects on the SNR in terms of the instantaneous power and bandwidth reduction.
This provides a design pathway for translating the a-priori knowledge of signal
spectra into context-optimized data acquisition and processing.
We also show experimentally one possible physical implementaiton of reconfig-
urable chromatic dispersion profiles. The dynamic tuning of dispersion is enabled
by acousto-optic mode excitation of a multimode structure offering tuning of op-
tical dispersion via RF frequency. Also featuring wavelength tuning, our device
achieves real-time temporal tuning of narrowband pulses over 1.27 ns and 40 nm
of optical bandwidth. It also provides amplitude control of at least 20 dBm, via
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attenuation of the acousto-optic power.
Finally, we demonstrated the extension of the warped stretch concept to the
digital domain as a method for image compression. Our method performs context
aware sampling on the input image by redistributing the local entropy prior to
uniform downsampling. This is equivalent to performing non-uniform sampling
on the image in a reversible manner, which eliminates the need for phase recovery
to recover the decompressed image. Relative to blind downsampling, we have
shown the effectiveness of our approach over a wide range of compression ratios
from 2x up to 20x compression, with ovre 6 dB of improvement in PSNR at 4x
compression.
For future work, we recommend the experimental demonstration of a dispersion-
based spread spectrum telecommunication system based on the analytical results
from SNR engineering with warped stretch. The SNR of an amplitude-shift keying
system can potentially be improved once the spectrotemporal statistics are known,
then de-warped in the digital domain at the receiver side. Using reconfigurable
dispersion sources, the system can also correct for dispersion drifts of the channel.
During transmission, the signal can also hidden with extremely high dispersion;
if additionally this dispersion profile is uniquely designed, the transmitted opti-
cal signal cannot be recovered without the correct inverse dispersion. This has
practical appllcations in cybersecure optical transmissions that are immune to
interceptions. We also suggest further work on warped stretch image compres-
sion, by incorporating the technique with existing compression algorithms, such
as JPEG 2000 or RAISR, as pre- or post-compression step.
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