ДОСТАТОЧНОЕ УСЛОВИЕ СУЩЕСТВОВАНИЯ

СТАЦИОНАРНОГО РЕЖИМА ОЧЕРЕДЕЙ ПЕРВИЧНЫХ

ТРЕБОВАНИЙ В ТАНДЕМЕ СИСТЕМ МАССОВОГО

ОБСЛУЖИВАНИЯ by Кочеганов, В.М. & Зорин, А.В.
ТЕОРИЯ ВЕРОЯТНОСТЕЙ И МАТЕМАТИЧЕСКАЯ
СТАТИСТИКА
УДК 519.21
ДОСТАТОЧНОЕ УСЛОВИЕ СУЩЕСТВОВАНИЯ
СТАЦИОНАРНОГО РЕЖИМА ОЧЕРЕДЕЙ ПЕРВИЧНЫХ
ТРЕБОВАНИЙ В ТАНДЕМЕ СИСТЕМ МАССОВОГО
ОБСЛУЖИВАНИЯ
Кочеганов В.М., Зорин А.В.
НИУ ННГУ им. Н.И.Лобачевского, г. Нижний Новгород
Поступила в редакцию 02.11.2017, после переработки 02.03.2018.
Рассматривается тандем из двух систем массового обслуживания с нем-
гновенным перемещением требований между системами. В каждую из
этих систем поступают первичные требования, формируемые внешней
средой. Кроме первичных требований во вторую систему также по-
ступают требования, обслуженные первой системой. Построена мате-
матическая модель в виде многомерной марковской цепи, определен-
ной на явно заданном вероятностном пространстве. Проведен анализ
марковской цепи, описывающей изменение состояния обслуживающего
устройства и флуктуации длин очередей первичных требований. Най-
дено достаточное условие существования стационарного распределения
для этой цепи.
Ключевые слова: стационарное распределение, управляющая систе-
ма массового обслуживания, циклический алгоритм с продлением, кон-
фликтные потоки, многомерная счетная марковская цепь.
Вестник ТвГУ. Серия: Прикладная математика. 2018. № 2. С. 49–74.
https://doi.org/10.26456/vtpmk193
Введение
В связи со стремительным ростом числа машин в современных городах все
больший интерес стала представлять теория потоков транспортных средств. Ре-
зультаты ранних исследований по этой тематике собраны, например, в книгах
[1–3]. В этих монографиях потоки машин моделируются с помощью традиционных
стохастических потоков событий, весьма полно изученных в классической теории
массового обслуживания. Однако классические модели не удается использовать
для адекватного описания реальных потоков машин (см. [4–6]). В работах [7–9]
предлагается учитывать не только вероятностные свойства последовательности
моментов пересечения машинами так называемой виртуальной стоп-линии, но и
49
50 КОЧЕГАНОВ В.М., ЗОРИН А.В.
определять свойства случайных конфигураций автомобилей на дороге. В указан-
ных работах изучается возникновение так называемых пачек машин. Каждая пач-
ка состоит из медленной головной машины и ожидающих возможности обгона ма-
шин за ней. Динамика длины пачки определяется возможностью обгона машинами
из хвоста всей пачки. Другая динамика, обусловленная возможностью съезда ма-
шин с трассы, рассматривается в работах [10–12]. Основным объектом изучения
в этих работах является плотность потока машин как функция от расстояния, а
знание плотности, в свою очередь, позволяет делать выводы о пропускной способ-
ности перекрестков.
Тандемы систем массового обслуживания широко используются при модели-
ровании компьютерных и коммуникационных систем, колл-центров, аварийных
служб, при планировании их мощностей, производительности и последующей оп-
тимизации работы. Тандем является простейшей сетью из нескольких приборов, в
которой заявка после обслуживания на одном устройстве поступает в очередь на
обслуживание следующим устройством. Одной из первых работ, посвященная тан-
демам систем массового обслуживания, является работа [13]. В ней изучается рас-
пределение времени пребывания требования в системе с двумя обслуживающими
устройствами. В предположении, что промежутки времени между поступлением
заявок в систему и времени обслуживания независимы и имею экпоненциальные
законы распределения, было показано, что время ожидания требования в очере-
ди первого прибора стохастически не зависит от его времени ожидания в очереди
второго прибора.
Основные результаты теории тандемов в случае простейших стационарных
входных потоков и экспоненциального времени обслуживания широко представле-
ны, например, в работах [14–16]. Модели с неэкспоненциальным временем обслу-
живания рассмотрены в статьях [17–19]. Более общие модели включают в себя так
называемые входные BMAP (Batch Markovian Arrival Process) потоки, особенно-
стью которых является наличие корреляции количества пришедших требований в
различные моменты времени. Системы обслуживания с входными потоками типа
BMAP рассмотрены, например, в работах [20–22], где проведены аналитические
расчеты условий стационарности и изучено поведение характеристик обслужива-
ния для двухфазных (тандемных) систем, в том числе с повторными попытками
и нетерпеливыми требованиями. Модель последовательных перекрестков с нем-
гновенным перемещением машин между ними была впервые предложена в рабо-
тах [23, 24]. В этих работах динамика перемещения машин от одного перекрестка
к другому задается бернулиевской случайной величиной: каждая машина с неко-
торой фиксированной вероятностью 0 < 𝑝 < 1 успевает доехать до следующего
перекрестка и с противоположной вероятностью 1 − 𝑝 остается «между» пере-
крестками.
Cтатья [25] отличается от работ [23, 24] введением продления в алгоритм об-
служивания во второй системе. В данной работе рассматривается тандем из двух
систем массового обслуживания. В первой системе управление осуществляется по
циклическому алгоритму. После обслуживания в первой системе, требования нем-
гновенно поступают на вторую, где обслуживаются по циклическому алгоритму
с продлением. Целью этой статьи является исследование условий существования
стационарного режима очередей первичных требований, то есть требований, гене-
рируемых внешней средой.
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1. Постановка задачи на содержательном уровне
Рассмотрим систему массового обслуживания следующего вида (Рис. 1). Пусть
Рис. 1: Структурная схема системы обслуживания
в систему с одним обслуживающим устройством поступают потоки Π1, Π2, Π3 и
Π4. Требования по потоку Π𝑗 становятся в соответствующую очередь 𝑂𝑗 с неогра-
ниченной вместимостью, 𝑗 ∈ {1, 2, 3, 4}. Для 𝑗 ∈ {1, 2, 3} дисциплина очереди 𝑂𝑗 ,
поддерживаемая устройством 𝛿𝑗 , имеет тип FIFO (First In First Out). Таким об-
разом, для обслуживания из соответствующей очереди выбирается то требование,
которое пришло раньше. Дисциплина очереди 𝑂4 будет описана ниже. Входные
потоки Π1 и Π3 формируются внешней средой, которая, будем предполагать, име-
ет только одно состояние, то есть вероятностная структура потоков не меняется с
течением времени. Требования потоков Π1 и Π3 формируют независимые между
собой неординарные пуассоновские потоки, то есть стационарные, без последей-
ствия и ординарные потоки групп требований. Интенсивности соответствующих
простейших потоков для Π1 и Π3 будем обозначать 𝜆1 и 𝜆3, а распределение числа
заявок в группе по потоку Π𝑗 будем описывать производящей функцией
𝑓𝑗(𝑧) =
∞∑︁
𝜈=1
𝑝(𝑗)𝜈 𝑧
𝜈 , 𝑗 ∈ {1, 3}, (1)
которая предполагается аналитической при любом 𝑧 ∈ C таком, что |𝑧| < (1 + 𝜀),
𝜀 > 0. Величина 𝑝
(𝑗)
𝜈 определяет вероятность того, что по потоку Π𝑗 число требова-
ний в группе равно 𝜈. Обслуженные требования потока Π1 поступают на повторное
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Рис. 2: Класс графов переходов. Незакрашенные вершины являются выходными
вершинами, большие черные вершины — входные, небольшие черные — нейтраль-
ные, наполовину закрашенным вершинам соответствуют состояния продления
обслуживание, формируя на выходе поток Π4. Обслуженные требования потока
Π4 в свою очередь поступают на повторное обслуживание, формируя при этом
поток Π2. Потоки Π2 и Π3 являются конфликтными, что означает запрет на одно-
временное обслуживание требований этих потоков и, следовательно, исследование
системы не может быть сведено к задаче с меньшим числом потоков.
В каждый момент времени обслуживающее устройство находится в одном из
конечного множества состояний Γ = {Γ(𝑘,𝑟) : 𝑘 = 0, 𝑑; 𝑟 = 1, 𝑛𝑘} с заданными нату-
ральными числами 𝑑, 𝑛0, 𝑛1, . . ., 𝑛𝑑. В каждом состоянии Γ
(𝑘,𝑟) обслуживающее
устройство находится в течение неслучайного времени 𝑇 (𝑘,𝑟). Введем непересе-
кающиеся подмножества ΓI, ΓII, ΓIII и ΓIV множества Γ следующим образом. В
состоянии Γ(𝑘,𝑟) ∈ ΓI обслуживаются только требования из очередей 𝑂1, 𝑂2 и 𝑂4.
В состоянии 𝛾 ∈ ΓII обслуживаются только требования из очередей 𝑂2 и 𝑂4. В
состоянии 𝛾 ∈ ΓIII обслуживаются только требования из очередей 𝑂1, 𝑂3 и 𝑂4.
В состоянии 𝛾 ∈ ΓIV обслуживаются только требования из очередей 𝑂3 и 𝑂4.
Тогда множество Γ есть объединение Γ = ΓI ∪ ΓII ∪ ΓIII ∪ ΓIII непересекающихся
подмножеств. Также в дальнейшем нам понадобятся множества 1Γ = ΓI ∪ ΓIII,
2Γ = ΓI ∪ ΓII, 3Γ = ΓIII ∪ ΓIV.
Смена состояний обслуживающего устройства осуществляется по следующе-
му правилу. Множество состояний 𝐶𝑘 = {Γ(𝑘,𝑟) : 𝑟 = 1, 𝑛𝑘} будем называть 𝑘-м
циклом, 𝑘 = 1, 𝑑 (Рис. 2). Состояние вида Γ(0,𝑟) будем называть состоянием про-
дления, 𝑟 = 1, 𝑛0. Положим 𝑟 ⊕𝑘 1 = 𝑟 + 1 для 𝑟 = 1, 𝑛𝑘 − 1 и 𝑟 ⊕𝑘 1 = 1 при
𝑟 = 𝑛𝑘, 𝑘 = 0, 𝑑. В цикле 𝐶𝑘 выделим подмножества 𝐶
O
𝑘 выходных, 𝐶
I
𝑘 входных и
𝐶N𝑘 = 𝐶𝑘∖(𝐶O𝑘 ∪𝐶I𝑘) нейтральных состояний. Тогда после состояния Γ(𝑘,𝑟) ∈ 𝐶𝑘∖𝐶O𝑘
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Рис. 3: Пример: тандем перекрестков
обслуживающее устройство переходит в состояние Γ(𝑘,𝑟⊕𝑘1) того же цикла 𝐶𝑘. При
Γ(𝑘,𝑟) принадлежащем множеству 𝐶O𝑘 прибор переходит в состояние Γ
(𝑘,𝑟⊕𝑘1), если
число требований в очереди 𝑂3 в момент переключения больше заданного поро-
га 𝐿. В противном случае, то есть если число требований в очереди 𝑂3 меньше
либо равно 𝐿, новое состояние прибора будет состоянием продления Γ(0,𝑟1), где
𝑟1 = ℎ1(Γ
(𝑘,𝑟)) и ℎ1(·) — заданное отображение множества
𝑑⋃︀
𝑘=1
𝐶O𝑘 во множество
{1, 2, . . . , 𝑛0}. После состояния Γ(0,𝑟) выбирается состояние того же вида Γ(0,𝑟2),
если число требований в очереди 𝑂3 меньше или равно 𝐿, где 𝑟2 = ℎ2(𝑟) и ℎ2(·) —
заданное отображение множества {1, 2, . . . , 𝑛0} на себя; в противном случае вклю-
чается входное состояние Γ(𝑘,𝑟3) ∈ 𝐶I𝑘, где Γ(𝑘,𝑟3) = ℎ3(𝑟) и ℎ3(·) — заданное отобра-
жение множества {1, 2, . . . , 𝑛0} на множество
𝑑⋃︀
𝑘=1
𝐶I𝑘. Считается, что все состояния
продления Γ(0,𝑟) принадлежат множеству 2Γ, а также верны соотношения 𝐶O𝑘 ⊂ 2Γ
и 𝐶I𝑘 ⊂ 3Γ. Также будем предполагать, что все циклы имеют ровно одно входное
и одно выходное состояние. И последним предположением является то, что все
вершины продления образуют один цикл, то есть можем положить ℎ2(𝑟) = 𝑟⊕0 1.
Таким образом, смена состояний обслуживающего устройства задается соотно-
шением:
ℎ(Γ(𝑘,𝑟), 𝑦) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Γ(𝑘,𝑟⊕𝑘1), если (Γ(𝑘,𝑟) ∈ 𝐶𝑘 ∖ 𝐶O𝑘 ) или (Γ(𝑘,𝑟) ∈ 𝐶O𝑘 & 𝑦 > 𝐿);
Γ(0,ℎ1(Γ
(𝑘,𝑟))), если Γ(𝑘,𝑟) ∈ 𝐶O𝑘 и 𝑦 6 𝐿;
Γ(0,𝑟⊕01), если 𝑘 = 0 и 𝑦 6 𝐿;
ℎ3(𝑟), если 𝑘 = 0 и 𝑦 > 𝐿.
(2)
В качестве наглядной физической интерпретации можно привести тандем из
двух перекрестков (Рис. 3). В роли потоков требований, формируемых внешней
средой, выступают потоки прибывающих на перекрестки машин: конфликтные
потоки Π1, Π5 на первом перекрестке, а также поток Π3 на втором. Каждая ма-
шина из потока Π1, проезжая первый перекресток, становится в очередь 𝑂4 по-
тока Π4 и затем с некой вероятностью (𝑝𝑘,𝑟 для состояния Γ
(𝑘,𝑟) обслуживающего
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устройства) доезжает до следующего перекрестка, или же не успевает это сделать
и остается в очереди 𝑂4 до следующего такта обслуживания. В случае, если ма-
шина из очереди 𝑂4 успевает доехать до второго перекрестка, она становится в
очередь 𝑂2 и ждет своей очереди для его прохождения.
Предполагается, что светофор на первом перекрестке имеет лишь два состоя-
ния {𝑔1,1, 𝑔1,2}: в состоянии 𝑔1,1 машины потока Π1 пропускаются фиксированное
количество времени ̃︀𝑇 (1,1) («зеленый» свет для Π1); в состоянии 𝑔1,2 — простаи-
вают в течение времени ̃︀𝑇 (1,2) («красный» свет для Π1). Светофор на втором пе-
рекрестке обслуживает по алгоритму с продлением: дополнительно к состоянию
обслуживания потока Π3 (состояние 𝑔2,1), также имеется два состояния обслужи-
вания потока Π2 (состояния {𝑔2,2, 𝑔2,3}). Первое из них включается всегда после
завершения обслуживания потока Π3, а второе включается, если после очередного
такта обслуживания потока Π2 длина очереди 𝑂3 не превосходит уровня 𝐿. Дли-
тельности пребывания светофора на втором перекрестке в каждом из состояний
суть ̃︀𝑇 (2,1), ̃︀𝑇 (2,2) и ̃︀𝑇 (2,3).
Рассматривая тандем из двух перекрестков как единую систему массового об-
служивания и предполагая наблюдение за ней только в (дискретные) моменты
переключения состояния хотя бы одного из светофоров, можно показать, что ко-
личество различных состояний у полученной системы конечно. Действительно,
положим, например, за состояние объединенной системы вектор (𝑔(1), 𝑔(2), 𝑠, 𝑡),
где 𝑔(1) ∈ {𝑔1,1, 𝑔1,2} — состояние 1–го перекрестка, 𝑔(2) ∈ {𝑔2,1, 𝑔2,2, 𝑔2,3} — со-
стояние 2–го перекрестка, 𝑠 ∈ {0, 1, 2} — номер последнего сменившего состояние
перекрестка (принимает значение 0 в случае, если сменили состояние оба пере-
крестка) и 𝑡 ∈ {0, 1, 2, . . . , 𝑇} — количество времени, оставшееся у продолжающего
обслуживание с прошлого такта перекрестка (принимает значение 0, если прини-
мает значение 0 величина 𝑠). Здесь 𝑇 — максимальная длительность нахождения
каждого из светофоров в одном состоянии. Тогда количество различных состояний
не трудно посчитать и оно не будет превышать величины 2× 3× 3× 𝑇 .
В завершение построения примера отметим, что при прохождении перекрест-
ков машины предполагаются движущимися только в прямом направлении, то есть
перемешивания конфликтных потоков не допускается. Таким образом, поток Π5
не представляет интереса для дальнейшего исследования системы и может быть
отброшен и, следовательно, построенный пример целиком удовлетворяет струк-
турной схеме на Рис. 1.
Теперь продемонстрируем на конкретном числовом примере выделение циклов
и состояний продления. Пусть изменение состояний перекрестков и время пребы-
вания (в секундах для определнности) в каждом из состояний задается графами
на Рис. 4.
За начальное состояние объединенной системы примем Γ0 = (𝑔1,1, 𝑔2,1, 0, 0), то
есть первый перекресток находится в состоянии 𝑔1,1, второй — в состоянии 𝑔2,1, и
оба только начали свою работу в своем состоянии (этот факт моделируется равен-
ствами 𝑠 = 0 и 𝑡 = 0). Следующая смена состояний случится у обоих перекрестков
одновременно и приведет к следующему состоянию (𝑔1,2, 𝑔2,2, 0, 0). Далее смена
состояний произойдет также у первого и второго перекрестков, однако второй пе-
рекресток может перейти как в состояние 𝑔2,1, так и в состояние продления 𝑔2,3.
Таким образом следущим состоянием тандема будет либо опять (𝑔1,1, 𝑔2,1, 0, 0),
либо (𝑔1,1, 𝑔2,3, 0, 0). Продолжая рассуждения аналогичным образом, получим сле-
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Рис. 4: Числовой пример тандема перекрестков. Левый граф соответствует пер-
вому перекрестку, правый — второму
дущий список всех возможных состояний системы:
(𝑔1,1, 𝑔2,1, 0, 0) = Γ
(1,1), (𝑔1,2, 𝑔2,2, 0, 0) = Γ
(1,2), (𝑔1,1, 𝑔2,3, 0, 0) = Γ
(0,1),
(𝑔1,1, 𝑔2,3, 15, 2) = Γ
(0,2), (𝑔1,2, 𝑔2,3, 0, 0) = Γ
(0,3), (𝑔1,2, 𝑔2,3, 15, 2) = Γ
(0,4),
(𝑔1,2, 𝑔2,1, 15, 2) = Γ
(4,1), (𝑔1,1, 𝑔2,1, 15, 1) = Γ
(4,2), (𝑔1,1, 𝑔2,2, 15, 2) = Γ
(4,3),
(𝑔1,2, 𝑔2,2, 15, 1) = Γ
(4,4), (𝑔1,2, 𝑔2,3, 15, 2) = Γ
(0,5), (𝑔1,2, 𝑔2,1, 0, 0) = Γ
(3,1),
(𝑔1,1, 𝑔2,2, 0, 0) = Γ
(3,2), (𝑔1,1, 𝑔2,1, 15, 2) = Γ
(2,1), (𝑔1,2, 𝑔2,1, 15, 1) = Γ
(2,2),
(𝑔1,2, 𝑔2,2, 15, 2) = Γ
(2,3), (𝑔1,1, 𝑔2,2, 15, 1) = Γ
(2,4).
В соответствии с приведенными выше обозначениями, множества 𝐶1, 𝐶2, 𝐶3,
𝐶4, а также множество состояний продления строятся однозначным образом. Мно-
жествами входных состояний будут 𝐶I1 = {Γ(1,1)}, 𝐶I2 = {Γ(2,1)}, 𝐶I3 = {Γ(3,1)}
и 𝐶I4 = {Γ(4,1)}. Множествами выходных состояний будут 𝐶O1 = {Γ(1,2)},
𝐶O2 = {Γ(2,4)}, 𝐶O3 = {Γ(3,2)} и 𝐶O4 = {Γ(4,4)}. Функции ℎ1(·), ℎ2(·) и ℎ3(·) задаются
поточечно:
ℎ1(Γ
(1,2)) = 1, ℎ1(Γ
(2,4)) = 2, ℎ1(Γ
(3,2)) = 3, ℎ1(Γ
(4,4)) = 5,
ℎ2(1) = 2, ℎ2(2) = 3, ℎ2(3) = 4 ℎ2(4) = 1, ℎ2(5) = 1,
ℎ3(1) = Γ
(2,1), ℎ3(2) = Γ
(3,1), ℎ3(3) = Γ
(4,1) ℎ3(4) = Γ
(1,1), ℎ3(5) = Γ
(1,1).
Этим завершается построение числового примера.
2. Математическая модель
Описанная в предыдущем разделе на содержательном уровне система массово-
го обслуживания должна рассматриваться как кибернетическая управляющая си-
стема обслуживания (см. [26]). Схема управляющей системы приведена на Рис. 1.
На схеме присутствуют следующие блоки:
1. внешняя среда с одним состоянием;
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2. входные полюса первого типа — входные потоки Π1, Π2, Π3, Π4;
3. входные полюса второго типа — потоки насыщения Πнас1 , Π
нас
2 , Π
нас
3 , Π
нас
4 ;
4. внешняя память — очереди 𝑂1, 𝑂2, 𝑂3, 𝑂4;
5. устройство по переработкe информации внешней памяти — устройства по
поддержанию дисциплины очереди 𝛿1, 𝛿2, 𝛿3, 𝛿4;
6. внутренняя память — обслуживающее устройство (ОУ);
7. устройство по переработке информации во внутренней памяти — граф смены
состояний;
8. выходные полюса Πвых1 , Π
вых
2 , Π
вых
3 , Π
вых
4 .
Координатой блока является номер этого блока на схеме.
Для задания информации блоков введем следующие величины и элементы, а
также укажем множества их возможных значений. В качестве дискретной вре-
менной шкалы выберем последовательность 𝜏0 = 0, 𝜏1, 𝜏2, . . . моментов смены
состояния обслуживающего устройства. Обозначим Γ𝑖, 𝑖 > 1, из множества Γ со-
стояние обслуживающего устройства в течение времени (𝜏𝑖−1; 𝜏𝑖] и Γ0 ∈ Γ — в
момент времени 𝜏0, количество κ𝑗,𝑖 ∈ Z+, 𝑖 > 0, требований в очереди 𝑂𝑗 в момент
времени 𝜏𝑖, количество 𝜂𝑗,𝑖 ∈ Z+, 𝑖 > 0, требований, поступивших в очередь 𝑂𝑗
по потоку Π𝑗 в течение времени (𝜏𝑖; 𝜏𝑖+1], количество 𝜉𝑗,𝑖 ∈ Z+, 𝑖 > 0, требова-
ний по потоку насыщения Πнас𝑗 в течение времени (𝜏𝑖; 𝜏𝑖+1], количество 𝜉𝑗,𝑖 ∈ Z+,
𝑖 > 0, реально обслуженных требований по потоку Π𝑗 в течение времени (𝜏𝑖; 𝜏𝑖+1];
𝑗 = 1, 4.
Закон изменения состояния обслуживающего устройства будем предполагать
заданным соотношением
Γ𝑖+1 = ℎ(Γ𝑖,κ3,𝑖), (3)
где отображение ℎ(·, ·) определено в (2). Для определения длительности 𝑇𝑖+1 со-
стояния обслуживающего устройства в течение времени (𝜏𝑖; 𝜏𝑖+1] удобно ввести
функцию ℎ𝑇 (·, ·):
𝑇𝑖+1 = ℎ𝑇 (Γ𝑖,κ3,𝑖) = 𝑇 (𝑘,𝑟), где 𝑘 и 𝑟 таковы, что Γ(𝑘,𝑟) = Γ𝑖+1 = ℎ(Γ𝑖,κ3,𝑖).
Функциональная зависимость
𝜉𝑗,𝑖 = min{κ𝑗,𝑖 + 𝜂𝑗,𝑖, 𝜉𝑗,𝑖}, 𝑗 ∈ {1, 2, 3} (4)
между величиной 𝜉𝑗,𝑖 и величинами κ𝑗,𝑖, 𝜂𝑗,𝑖, 𝜉𝑗,𝑖 реализует стратегию механизма
обслуживания требований. Далее, поскольку
κ𝑗,𝑖+1 = κ𝑗,𝑖 + 𝜂𝑗,𝑖 − 𝜉𝑗,𝑖, 𝑗 ∈ {1, 2, 3},
то из выражения (4) следует соотношение
κ𝑗,𝑖+1 = max{0,κ𝑗,𝑖 + 𝜂𝑗,𝑖 − 𝜉𝑗,𝑖}, 𝑗 ∈ {1, 2, 3}. (5)
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Из формулировки поставленной задачи (см. также структурную схему на Рис. 1)
следуют соотношения для потока Π4:
𝜂4,𝑖 = min{𝜉1,𝑖,κ1,𝑖 + 𝜂1,𝑖}, κ4,𝑖+1 = κ4,𝑖 + 𝜂4,𝑖 − 𝜂2,𝑖, 𝜉4,𝑖 = κ4,𝑖. (6)
Нелокальное описание входных потоков и потоков насыщения заклю-
чается в указании некоторых свойств условных распределений выделен-
ных дискретных компонент 𝜂𝑖 и 𝜉𝑖 маркированных точечных процессов
{(𝜏𝑖, 𝜈𝑖, 𝜂𝑖); 𝑖 > 0} и {(𝜏𝑖, 𝜈𝑖, 𝜉𝑖); 𝑖 > 0} при фиксированных значениях мет-
ки 𝜈𝑖 = (Γ𝑖;κ𝑖), где 𝜂𝑖 = (𝜂1,𝑖, 𝜂2,𝑖, 𝜂3,𝑖, 𝜂4,𝑖), 𝜉𝑖 = (𝜉1,𝑖, 𝜉2,𝑖, 𝜉3,𝑖, 𝜉4,𝑖) и
κ𝑖 = (κ1,𝑖,κ2,𝑖,κ3,𝑖,κ4,𝑖). Введем функции 𝜙1(·, ·) и 𝜙3(·, ·) из разложений
∞∑︁
𝜈=0
𝑧𝜈𝜙𝑗(𝜈, 𝑡) = exp{𝜆𝑗𝑡(𝑓𝑗(𝑧)− 1)},
где 𝑓𝑗(𝑧) определены выражением (1), 𝑗 ∈ {1, 3}. Функция 𝜙𝑗(𝜈, 𝑡) по своему смыс-
лу есть вероятность поступления 𝜈 = 0, 1, . . . требований по потоку Π𝑗 за время
𝑡 > 0. Положим 𝜙𝑗(𝜈, 𝑡) равной нулю при 𝜈 < 0. Функцию 𝜓(·, ·, ·) зададим форму-
лой
𝜓(𝑘; 𝑦, 𝑢) = 𝐶𝑘𝑦𝑢
𝑘(1− 𝑢)𝑦−𝑘.
По своему смыслу 𝜓(𝑘; 𝑦, 𝑢) есть вероятность поступления 𝑘 требований по по-
току Π2 при условии, что очередь 𝑂4 содержит 𝑦 требований и обслуживающее
устройство находится в состоянии Γ(𝑘,𝑟), так что 𝑢 = 𝑝𝑘,𝑟. При нарушении условия
0 6 𝑘 6 𝑦 положим 𝜓(𝑘; 𝑦, 𝑢) равной нулю.
Пусть 𝑎 = (𝑎1, 𝑎2, 𝑎3, 𝑎4) ∈ Z4+ и 𝑥 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) ∈ Z4+. Тогда из постановки
задачи на содержательном уровне следует, что при фиксированном значении мет-
ки 𝜈𝑖 = (Γ
(𝑘,𝑟);𝑥) вероятность 𝜙(𝑎, 𝑘, 𝑟, 𝑥) одновременного выполнения равенств
𝜂1,𝑖 = 𝑎1, 𝜂2,𝑖 = 𝑎2, 𝜂3,𝑖 = 𝑎3, 𝜂4,𝑖 = 𝑎4 есть
𝜙1(𝑎1, ℎ𝑇 (Γ
(𝑘,𝑟), 𝑥3))𝜓(𝑎2, 𝑥4, 𝑝?˜?,𝑟)𝜙3(𝑎3, ℎ𝑇 (Γ
(𝑘,𝑟), 𝑥3))𝛿𝑎4,min {ℓ(?˜?,𝑟,1),𝑥1+𝑎1}, (7)
где 𝑘 и 𝑟 таковы, что Γ(?˜?,𝑟) = ℎ(Γ(𝑘,𝑟), 𝑥3) и 𝛿𝑖,𝑗 есть символ Кронекера:
𝛿𝑖,𝑗 =
{︃
1, если 𝑖 = 𝑗,
0, если 𝑖 ̸= 𝑗.
Пусть 𝑏 = (𝑏1, 𝑏2, 𝑏3, 𝑏4) ∈ Z4+. Из содержательной постановки задачи также сле-
дует, что вероятность 𝜁(𝑏, 𝑘, 𝑟, 𝑥) одновременного выполнения равенств 𝜉1,𝑖 = 𝑏1,
𝜉2,𝑖 = 𝑏2, 𝜉3,𝑖 = 𝑏3, 𝜉4,𝑖 = 𝑏4 при фиксированном значении (Γ
(𝑘,𝑟);𝑥) метки 𝜈𝑖 есть
𝛿𝑏1,ℓ(?˜?,𝑟,1) × 𝛿𝑏2,ℓ(?˜?,𝑟,2) × 𝛿𝑏3,ℓ(?˜?,𝑟,3) × 𝛿𝑏4,𝑥4 . (8)
Из формулы (8) следует для 𝑗 ∈ {1, 2, 3}, что вероятность события 𝜉𝑗,𝑖 = 0 равна 1
в случае ℎ(Γ(𝑘,𝑟), 𝑥3) /∈ 𝑗Γ и что вероятность события 𝜉𝑗,𝑖 = ℓ(𝑘, 𝑟, 𝑗) равна 1, если
Γ(?˜?,𝑟) = ℎ(Γ(𝑘,𝑟), 𝑥3) ∈ 𝑗Γ.
Содержательный смысл следующей теоремы состоит в том, что сформулиро-
ванные выше функциональные связи и вероятностные свойства введенных объ-
ектов непротиворечивы и могут быть реализованы на некотором вероятностном
пространстве.
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Теорема 1. Пусть 𝛾0 = Γ(𝑘0,𝑟0) ∈ Γ и 𝑥0 = (𝑥1,0, 𝑥2,0, 𝑥3,0, 𝑥4,0) ∈ Z4+ фикси-
рованы. Тогда существует вероятностное пространство (Ω,ℱ ,P(·)) и заданные
на нем случайные величины 𝜂𝑗,𝑖 = 𝜂𝑗,𝑖(𝜔), 𝜉𝑗,𝑖 = 𝜉𝑗,𝑖(𝜔), κ𝑗,𝑖 = κ𝑗,𝑖(𝜔) и случай-
ные элементы Γ𝑖 = Γ𝑖(𝜔), 𝑖 > 0, 𝑗 = 1, 4, такие, что 1) имеют место равенства
Γ0(𝜔) = 𝛾0 и κ0(𝜔) = 𝑥0; 2) выполняются соотношения (3), (5), (6); 3) для любых
𝑎 ∈ Z4+, 𝑏 ∈ Z4+ и любых 𝑥𝑡 = (𝑥1,𝑡, 𝑥2,𝑡, 𝑥3,𝑡, 𝑥4,𝑡) ∈ Z4+, Γ(𝑘𝑡,𝑟𝑡) ∈ Γ, 𝑡 = 1, 2, . . ., та-
ких, что P
(︁ 𝑖⋂︀
𝑡=0
{𝜔 : Γ𝑡 = Γ(𝑘𝑡,𝑟𝑡),κ𝑡 = 𝑥𝑡}
)︁
> 0, условное распределение векторов
𝜂𝑖 и 𝜉𝑖, 𝑖 > 0, имеет вид
P
(︂
{𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏}
⃒⃒⃒⃒ 𝑖⋂︁
𝑡=0
{𝜔 : Γ𝑡 = Γ(𝑘𝑡,𝑟𝑡),κ𝑡 = 𝑥𝑡}
)︂
= 𝜙(𝑎, 𝑘𝑖, 𝑟𝑖, 𝑥
𝑖)×𝜁(𝑏, 𝑘𝑖, 𝑟𝑖, 𝑥𝑖),
(9)
где функции 𝜙(·, ·, ·, ·) и 𝜁(·, ·, ·, ·) определяются формулами (7) и (8).
Доказательство. Для построения вероятностного пространства (Ω,ℱ ,P(·)) вос-
пользуемся теоремой И. Тулчи (см. [27], c. 348).
Введем последовательность измеримых пространств (Ω0,ℱ0), (Ω1,ℱ1),. . ., где
Ω𝑖 = Z3+, 𝜔𝑖 = (𝜔1,𝑖, 𝜔2,𝑖, 𝜔3,𝑖) ∈ Ω𝑖, а 𝜎-алгебра ℱ𝑖 = 2Ω𝑖 есть множество всех
подмножеств множества Ω𝑖. Пусть Γ
(?˜?,𝑟) = ℎ(Γ(𝑘0,𝑟0), 𝑥3,0). Зададим на измеримом
пространстве (Ω0,ℱ0) вероятностную меру 𝑃0(·) ее значениями на одноточечных
множествах:
𝑃0({(𝑎1, 𝑎2, 𝑎3)}) = 𝜙1(𝑎1, ℎ𝑇 (Γ(𝑘0,𝑟0)))×𝜓(𝑎2, 𝑥2,0, 𝑝?˜?,𝑟)×𝜙3(𝑎3, ℎ𝑇 (Γ(𝑘0,𝑟0))). (10)
Для 𝑗 ∈ {1, 2, 3} определим величины
Γ˜0(𝜔0) = 𝛾0, κ˜𝑗,0(𝜔0) = 𝑥𝑗,0, 𝜉𝑗,0(𝜔0) = 𝑙(𝑘, 𝑟, 𝑗), 𝜂𝑗,0(𝜔0) = 𝜔𝑗,0 (11)
и
κ˜4,0(𝜔0) = 𝑥4,0, 𝜉4,0(𝜔0) = 𝑥4,0, 𝜂4,0(𝜔0) = min{𝜉1,0(𝜔0), κ˜1,0(𝜔0) + 𝜂1,0(𝜔0)}.
(12)
Теперь предположим, что заданы вероятностные меры 𝑃𝑖(𝜔0, 𝜔1, . . . , 𝜔𝑖−1; ·) на
измеримом пространстве (Ω𝑖,ℱ𝑖), 𝑖 = 0, 𝑛, и фиксирован набор (𝜔0, 𝜔1, . . . , 𝜔𝑛).
Положим для 𝑗 ∈ {1, 2, 3} и 𝑖 = 0, 𝑛
Γ˜𝑖+1 = Γ
(𝑘*,𝑟*) = ℎ(Γ˜𝑖, κ˜3,𝑖), κ˜𝑗,𝑖+1 = max{0, κ˜𝑗,𝑖 + 𝜂𝑗,𝑖 − 𝜉𝑗,𝑖}, (13)
κ˜4,𝑖+1 = κ˜4,𝑖 + 𝜂4,𝑖 − 𝜂2,𝑖, 𝜉𝑗,𝑖+1 = 𝑙(𝑘*, 𝑟*, 𝑗), 𝜂𝑗,𝑖+1 = 𝜔𝑗,𝑖+1, (14)
𝜂4,𝑖+1 = min{𝜉1,𝑖+1, κ˜1,𝑖+1 + 𝜂1,𝑖+1}, 𝜉4,𝑖+1 = κ˜4,𝑖+1. (15)
Заметим, что значения Γ˜𝑗,𝑖, 𝜉𝑗,𝑖, 𝜂𝑗,𝑖, κ˜𝑗,𝑖, найденные по формулам (13)–(15) по на-
борам (𝜔0, 𝜔1, . . . , 𝜔𝑛) и (𝜔0, 𝜔1, . . . , 𝜔𝑖), 𝑛 > 𝑖, совпадают. Определим на измеримом
пространстве (Ω𝑛+1,ℱ𝑛+1) вероятностную меру 𝑃𝑛+1(𝜔0, 𝜔1, . . . , 𝜔𝑛; ·) ее значени-
ями на одноточечных множествах {(𝑎1, 𝑎2, 𝑎3)}, (𝑎1, 𝑎2, 𝑎3) ∈ Z3+:
𝑃𝑛+1(𝜔0, 𝜔1, . . . , 𝜔𝑛; {(𝑎1, 𝑎2, 𝑎3)}) =
= 𝜙1(𝑎1, ℎ𝑇 (Γ˜𝑛, κ˜3,𝑛))× 𝜓(𝑎2, κ˜4,𝑛, 𝑝𝑘*,𝑟*)× 𝜙3(𝑎3, ℎ𝑇 (Γ˜𝑛, κ˜3,𝑛)). (16)
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Тогда (в соответствии с теоремой Ионеску Тулчи) для декартова произведения
Ω =
∞∏︀
𝑖=0
Ω𝑖 пространств элементарных исходов и произведения 𝜎-алгебр ℱ =
∞⨂︀
𝑖=0
ℱ𝑖
на (Ω,ℱ) будет существовать единственная вероятностная мера P(·) такая, что
для любого 𝑖 > 0 верно равенство
P({𝜔 : 𝜔0 ∈ 𝐴0, 𝜔1 ∈ 𝐴1, . . . , 𝜔𝑖 ∈ 𝐴𝑖}) = 𝑃𝑖(𝐴0 ×𝐴1 × . . .×𝐴𝑖), (17)
где
𝑃𝑖(𝐴0 ×𝐴1 × . . .×𝐴𝑖) =
∫︁
𝐴0
𝑃0(𝑑𝜔0)
∫︁
𝐴1
𝑃1(𝜔0; 𝑑𝜔1) . . .
∫︁
𝐴𝑖
𝑃𝑖(𝜔0, 𝜔1, . . . , 𝜔𝑖−1; 𝑑𝜔𝑖),
(18)
для любого 𝐴𝑖 из ℱ𝑖. Итак, вероятностное пространство (Ω,ℱ ,P(·)) построено.
Теперь введем на пространстве (Ω,ℱ ,P(·)) следующие случайные величины и
элементы, 𝑖 > 0, 𝑗 = 1, 4:
Γ𝑖(𝜔) = Γ˜𝑖, κ𝑗,𝑖(𝜔) = κ˜𝑗,𝑖, 𝜉𝑗,𝑖(𝜔) = 𝜉𝑗,𝑖, 𝜂𝑗,𝑖(𝜔) = 𝜂𝑗,𝑖.
и докажем, что они удовлетворяют условиям теоремы. Для сокращения записи
зависимость от 𝜔 в обозначении случайных элементов и случайных величин далее
будем опускать. Из формулы (13) следует, что случайные элементы Γ𝑖 удовлетво-
ряют соотношению (3), а случайные величины κ𝑗,𝑖 для 𝑗 ∈ {1, 2, 3} удовлетворяют
соотношению (5). Из формулы (14) заключаем, что κ4,𝑖 удовлетворяет соотноше-
нию (6). Далее, из условий (12) и (15) следует справедливость соотношений (6)
для величин 𝜂4,𝑖 и 𝜉4,𝑖.
Перейдем к доказательству равенства (9). Для сокращения записи введем мно-
жества 𝐵𝑖 =
⋂︀𝑖
𝑡=0{𝜔 : Γ𝑡 = Γ(𝑘𝑡,𝑟𝑡),κ𝑡 = 𝑥𝑡}, 𝑖 > 0. Найдем явное выражение для
условной вероятности P({𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏}|𝐵𝑖). Пусть Γ(?˜?𝑖,𝑟𝑖) = ℎ(Γ(𝑘𝑖,𝑟𝑖), 𝑥𝑖). За-
пишем по определению условной вероятности, предполагая, что P(𝐵𝑖) > 0:
P
(︀{𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏} |𝐵𝑖)︀ = P(︀{𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏} ∩ 𝐵𝑖)︀ × (︀P(︀𝐵𝑖)︀)︀−1. (19)
Далее из соотношений (17), (18) и того факта, что значения Γ𝑖 и κ𝑖 зависят только
от 𝜔0, 𝜔1 , . . ., 𝜔𝑖−1, но не от 𝜔𝑖, (этот факт следует из формул (11) – (14)), получим
выражение для второго сомножителя последнего выражения
P
(︀
𝐵𝑖
)︀
=
=
∑︁
𝜔0,𝜔1,...,𝜔𝑖−1 :
Γ𝑡=Γ
(𝑘𝑡,𝑟𝑡),κ𝑡=𝑥𝑡,
𝑡=0,𝑖−1
𝑃0(𝜔0)× 𝑃1(𝜔0; {𝜔1})× . . .× 𝑃𝑖−1(𝜔0, 𝜔1, . . . , 𝜔𝑖−2; {𝜔𝑖−1}).
(20)
Преобразуем множество {𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏} ∩ {𝜔 : Γ𝑖 = Γ(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖}, учиты-
вая соотношения (11) – (15):
{𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏} ∩
{︁
𝜔 : Γ𝑖 = Γ
(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖
}︁
=
{︁
𝜔 : Γ𝑖 = Γ
(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖
}︁
∩
∩ {︀𝜔 : 𝜂𝑗,𝑖 = 𝑎𝑗 , 𝑗 = 1, 3}︀ ∩ {︀𝜔 : 𝜉𝑗,𝑖 = 𝑏𝑗 , 𝑗 = 1, 3}︀ ∩ {𝜔 : 𝜉4,𝑖 = 𝑏4} ∩ {𝜔 : 𝜂4,𝑖 = 𝑎4} =
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=
{︁
𝜔 : Γ𝑖 = Γ
(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖
}︁
∩ {︀𝜔 : 𝜔𝑗,𝑖 = 𝑎𝑗 , 𝑗 = 1, 3}︀∩
∩
{︁
𝜔 : 𝑏𝑗 = ℓ(𝑘𝑖, 𝑟𝑖, 𝑗), 𝑗 = 1, 3
}︁
∩ {𝜔 : 𝑏4 = 𝑥4,𝑖}∩
∩
{︁
𝜔 : 𝑎4 = min
{︁
ℓ(𝑘𝑖, 𝑟𝑖, 1), 𝑥1,𝑖 + 𝑎1
}︁}︁
.
Тогда для второго множителя из правой части выражения (19) имеем:
P
(︀{𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏} ∩𝐵𝑖)︀ =
= P
(︀{𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏} ∩ {︁𝜔 : Γ𝑖 = Γ(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖}︁ ∩𝐵𝑖−1)︀ =
= 𝛿𝑏4,𝑥4,𝑖 × 𝛿𝑎4,min{ℓ(?˜?𝑖,𝑟𝑖,1),𝑥1,𝑖+𝑎1} ×
3∏︁
𝑗=1
𝛿𝑏𝑗 ,ℓ(?˜?𝑖,𝑟𝑖,𝑗)×
×P(︀{︀𝜔 : 𝜔𝑗,𝑖 = 𝑎𝑗 , 𝑗 = 1, 3}︀ ∩ {︁𝜔 : Γ𝑖 = Γ(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖}︁ ∩𝐵𝑖−1)︀. (21)
И по аналогии со вторым множителем в выражении (20) преобразуем последний
сомножитель правой части равенства (21):
P
(︀{︁
𝜔 : 𝜔𝑗,𝑖 = 𝑎𝑗 , 𝑗 = 1, 3; Γ𝑖 = Γ
(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖
}︁
∩𝐵𝑖−1
)︀
=
=
∑︁
𝜔0,𝜔1,...,𝜔𝑖−1 :
Γ𝑡=Γ
(𝑘𝑡,𝑟𝑡),κ𝑡=𝑥𝑡,
𝑡=0,𝑖−1
𝑃0(𝜔0)× 𝑃1(𝜔0; {𝜔1})× . . .× 𝑃𝑖−1(𝜔0, 𝜔1, . . . , 𝜔𝑖−2; {𝜔𝑖−1})×
× 𝑃𝑖(𝜔0, 𝜔1, . . . , 𝜔𝑖−1; {(𝑎1, 𝑎2, 𝑎3)})
и, учитывая выражение (16), получим
P
(︀{︁
𝜔 : 𝜔𝑗,𝑖 = 𝑎𝑗 , 𝑗 = 1, 3; Γ𝑖 = Γ
(𝑘𝑖,𝑟𝑖),κ𝑖 = 𝑥𝑖
}︁
∩𝐵𝑖−1
)︀
=
= 𝜙1(𝑎1, ℎ𝑇 (Γ𝑖, 𝑥3,𝑖))× 𝜓(𝑎2, 𝑥4,𝑖, 𝑝?˜?𝑖,𝑟𝑖)× 𝜙3(𝑎3, ℎ𝑇 (Γ𝑖, 𝑥3,𝑖))×
×
∑︁
𝜔0,𝜔1,...,𝜔𝑖−1 :
Γ𝑡=Γ
(𝑘𝑡,𝑟𝑡),κ𝑡=𝑥𝑡,
𝑡=0,𝑖−1
𝑃0(𝜔0)× 𝑃1(𝜔0; {𝜔1})× . . .× 𝑃𝑖−1(𝜔0, 𝜔1, . . . , 𝜔𝑖−2; {𝜔𝑖−1}).
(22)
Подставляя выражение (22) в правую часть равенств (21), а затем выражения
(21) и (20) в равенство (19), получим:
P
(︀{𝜔 : 𝜂𝑖 = 𝑎, 𝜉𝑖 = 𝑏} ⃒⃒𝐵𝑖)︀ =
= 𝛿𝑏4,𝑥4,𝑖 × 𝛿𝑎4,min{ℓ(?˜?𝑖,𝑟𝑖,1),𝑥1,𝑖+𝑎1} ×
3∏︁
𝑗=1
𝛿𝑏𝑗 ,ℓ(?˜?𝑖,𝑟𝑖,𝑗) × 𝜙1(𝑎1, ℎ𝑇 (Γ𝑖, 𝑥3,𝑖))×
× 𝜓(𝑎2, 𝑥4,𝑖, 𝑝?˜?𝑖,𝑟𝑖)× 𝜙3(𝑎3, ℎ𝑇 (Γ𝑖, 𝑥3,𝑖))×
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×
∑︁
𝜔0,𝜔1,...𝜔𝑖−1 :
Γ𝑡=Γ
(𝑘𝑡,𝑟𝑡),κ𝑡=𝑥𝑡,∀06𝑡6𝑖−1
𝑃0(𝜔0)×𝑃1(𝜔0; {𝜔1})×. . .×𝑃𝑖−1(𝜔0, 𝜔1, . . . , 𝜔𝑖−2; {𝜔𝑖−1})×
×
(︃ ∑︁
𝜔0,𝜔1,...𝜔𝑖−1 :
Γ𝑡=Γ
(𝑘𝑡,𝑟𝑡),κ𝑡=𝑥𝑡,∀06𝑡6𝑖−1
𝑃0(𝜔0)× 𝑃1(𝜔0; {𝜔1})× . . .×
× 𝑃𝑖−1(𝜔0, 𝜔1, . . . , 𝜔𝑖−2; {𝜔𝑖−1})
)︃−1
и после сокращения одинаковых сумм получаем требуемое равенство (9).
3. Очереди первичных требований
Рассмотрим случайную последовательность
{(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0},
включающую в себя состояния κ1,𝑖 и κ3,𝑖 очередей 𝑂1 и 𝑂3 первичных требований
в момент 𝜏𝑖. Приведем ниже несколько результатов, касающихся этой последова-
тельности.
Утверждение 1. Пусть Γ0 = Γ(𝑘,𝑟) ∈ Γ и (κ1,0,κ3,0) = (𝑥1,0, 𝑥3,0) ∈ Z2+ фик-
сированы. Тогда последовательность {(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0} является однородной
счетной цепью Маркова.
Обозначим для 𝛾 ∈ Γ и (𝑥1, 𝑥3) ∈ Z2+
𝑄1,𝑖(𝛾, 𝑥1, 𝑥3) = P(Γ𝑖 = 𝛾,κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3), (23)
а также введем множество
H−1(Γ(𝑘,𝑟), 𝑥3) = {𝛾 ∈ Γ: ℎ(𝛾, 𝑥3) = Γ(𝑘,𝑟)}.
Положим 𝑟 ⊖𝑘 1 = 𝑟 − 1 для 𝑟 = 2, 𝑛𝑘 и 𝑟 ⊖𝑘 1 = 𝑛𝑘 при 𝑟 = 1, 𝑘 = 0, 𝑑. Из
определения (2) находим явный вид множества для различных Γ(𝑘,𝑟) и 𝑥3:
H−1(Γ(𝑘,𝑟), 𝑥3) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
{Γ(𝑘1,𝑟1),Γ(0,𝑟⊖01)}, если (𝑘 = 0 & 𝑥3 6 𝐿);
{Γ(𝑘,𝑟⊖𝑘1),Γ(0,𝑟2)}, если (Γ(𝑘,𝑟) ∈ 𝐶I𝑘 & 𝑥3 > 𝐿);
{Γ(𝑘,𝑟⊖𝑘1)}, если (Γ(𝑘,𝑟) ∈ 𝐶O𝑘 ) или (Γ(𝑘,𝑟) ∈ 𝐶N𝑘 );
∅, если (𝑘 = 0 & 𝑥3 > 𝐿)
или (Γ(𝑘,𝑟) ∈ 𝐶I𝑘 & 𝑥3 6 𝐿),
(24)
где 𝑘1, 𝑟1 таковы, что ℎ1(Γ
(𝑘1,𝑟1)) = 𝑟, и 𝑟2 таково, что ℎ3(𝑟2) = Γ
(𝑘,𝑟).
Важным шагом при исследовании стационарного режима цепи
{(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0} является нахождение множества ее существенных со-
стояний. Введем множества
𝑆10,𝑟 =
{︂
(Γ(0,𝑟), 𝑥1, 𝑥3) : (𝑥1, 𝑥3) ∈ 𝑍2+, 𝑥3 > 𝐿− max
𝑘=1,2,...,𝑑
{︂ 𝑛𝑘∑︁
𝑡=1
ℓ(𝑘, 𝑡, 3)
}︂}︂
,
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для 1 6 𝑟 6 𝑛0 и множества
𝑆1𝑘,𝑟 =
{︂
(Γ(𝑘,𝑟), 𝑥1, 𝑥3) : (𝑥1, 𝑥3) ∈ 𝑍2+, 𝑥3 > 𝐿−
𝑟∑︁
𝑡=1
ℓ(𝑘, 𝑡, 3)
}︂
,
для 1 6 𝑘 6 𝑑, 1 6 𝑟 6 𝑛𝑘. Тогда верно следующее
Утверждение 2. Множество существенных состояний марковской цепи
{(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0} имеет вид
(︂ ⋃︀
16𝑟6𝑛0
𝑆10,𝑟
)︂
∪
(︂ ⋃︀
16𝑘6𝑑
16𝑟6𝑛𝑘
𝑆1𝑘,𝑟
)︂
.
Пусть 𝑘 и 𝑟 таковы, что Γ(𝑘,𝑟) ∈ Γ. Введем частичные производящие функции
M(1,𝑖)(𝑘, 𝑟, 𝑣1, 𝑣3) =
∞∑︁
𝑤1=0
∞∑︁
𝑤3=0
𝑄1,𝑖(Γ
(𝑘,𝑟), 𝑤1, 𝑤3)𝑣
𝑤1
1 𝑣
𝑤3
3 ,
и вспомогательные функции
𝑞(1)(𝑘, 𝑟, 𝑣1) = 𝑣
−ℓ(𝑘,𝑟,1)
1
∞∑︁
𝑤=0
𝜙1(𝑤, 𝑇
(𝑘,𝑟))𝑣𝑤1 ;
𝑞(3)(𝑘, 𝑟, 𝑣3) = 𝑣
−ℓ(𝑘,𝑟,3)
3
∞∑︁
𝑤=0
𝜙3(𝑤, 𝑇
(𝑘,𝑟))𝑣𝑤3 .
В введенных обозначениях верна следующая
Лемма 1. Пусть 𝛾 = Γ(?˜?,𝑟) ∈ Γ. Тогда верно следующее рекуррентное соотноше-
ние:
M(1,𝑖+1)(𝑘, 𝑟, 𝑣1, 𝑣3) =
∞∑︁
𝑤1=0
∞∑︁
𝑤3=0
∑︁
Γ(𝑘,𝑟)∈H−1(𝛾,𝑤3)
𝑄1,𝑖(Γ
(𝑘,𝑟), 𝑤1, 𝑤3)×
×
[︂
𝑣𝑤11 𝑞
(1)(𝑘, 𝑟, 𝑣1) + 𝐼(𝛾 ∈ ΓI)
ℓ(?˜?,𝑟,1)−𝑤1∑︁
𝑎=0
𝜙1(𝑎, 𝑇
(?˜?,𝑟))(1− 𝑣𝑤1+𝑎−ℓ(?˜?,𝑟,1)1 )
]︂
×
×
[︂
𝑣𝑤33 𝑞
(3)(𝑘, 𝑟, 𝑣3) + 𝐼(𝛾 ∈ ΓIII)
ℓ(?˜?,𝑟,3)−𝑤3∑︁
𝑎=0
𝜙3(𝑎, 𝑇
(?˜?,𝑟))(1− 𝑣𝑤3+𝑎−ℓ(?˜?,𝑟,3)3 )
]︂
.
Доказательство. Пусть Γ(𝑘,𝑟) ∈ Γ. Учитывая соотношения (5) и вид условных
распределений (9) для 𝜂𝑖 и 𝜉𝑖, 𝑖 > 0, запишем по формуле повторного математи-
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ческого ожидания:
M(1,𝑖+1)(𝑘, 𝑟, 𝑣1, 𝑣3) =
= 𝐸[𝑣
κ1,𝑖+1
1 𝑣
κ1,𝑖+1
3 𝐼(Γ𝑖+1 = 𝛾)] =
∞∑︁
𝑤1=0
∞∑︁
𝑤3=0
∑︁
Γ(𝑘,𝑟)∈Γ
𝑄1,𝑖(Γ
(𝑘,𝑟), 𝑤1, 𝑤3)×
× 𝐸[𝑣κ1,𝑖+11 𝑣κ1,𝑖+13 𝐼(Γ𝑖+1 = 𝛾)|κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)] =
=
∞∑︁
𝑤1=0
∞∑︁
𝑤3=0
∑︁
Γ(𝑘,𝑟)∈H−1(𝛾,𝑥3)
𝑄1,𝑖(Γ
(𝑘,𝑟), 𝑤1, 𝑤3)×
× 𝐸[𝑣max {0,𝑤1+𝜂1,𝑖−ℓ(?˜?,𝑟,1)}1 𝑣max {0,𝑤3+𝜂3,𝑖−ℓ(?˜?,𝑟,3)}3 |κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)] =
=
∞∑︁
𝑤1=0
∞∑︁
𝑤3=0
∑︁
Γ(𝑘,𝑟)∈H−1(𝛾,𝑥3)
𝑄1,𝑖(Γ
(𝑘,𝑟), 𝑤1, 𝑤3)×
× 𝐸[𝑣max {0,𝑤1+𝜂1,𝑖−ℓ(?˜?,𝑟,1)}1 |κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)]×
× 𝐸[𝑣max {0,𝑤3+𝜂3,𝑖−ℓ(?˜?,𝑟,3)}3 |κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)]. (25)
В случае 𝛾 ̸∈ ΓI очередь 𝑂1 не обслуживается и, следовательно, ℓ(𝑘, 𝑟, 1) = 0.
Поэтому max {0, 𝑤1 + 𝜂1,𝑖 − ℓ(𝑘, 𝑟, 1)} = 𝑤1 + 𝜂1,𝑖 − ℓ(𝑘, 𝑟, 1). Аналогично при
𝛾 ̸∈ ΓIII очередь 𝑂3 не обслуживается и ℓ(𝑘, 𝑟, 3) = 0. Откуда получаем, что
max {0, 𝑤3 + 𝜂3,𝑖 − ℓ(𝑘, 𝑟, 3)} = 𝑤3 + 𝜂3,𝑖 − ℓ(𝑘, 𝑟, 3).
Рассмотрим подробнее случай 𝛾 ∈ ΓI:
𝐸[𝑣
max {0,𝑤1+𝜂1,𝑖−ℓ(?˜?,𝑟,1)}
1 |κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)] =
= 𝐸[𝑣
𝑤1+𝜂1,𝑖−ℓ(?˜?,𝑟,1)
1 |κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)]+
+ 𝐸[𝑣
max {0,𝑤1+𝜂1,𝑖−ℓ(?˜?,𝑟,1)}
1 − 𝑣𝑤1+𝜂1,𝑖−ℓ(?˜?,𝑟,1)1 |κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)] =
= 𝑣𝑤11 𝑞
(1)(𝑘, 𝑟, 𝑣1) +
ℓ(?˜?,𝑟,1)−𝑤1∑︁
𝑎=0
𝜙1(𝑎, 𝑇
(?˜?,𝑟))(1− 𝑣𝑤1+𝑎−ℓ(?˜?,𝑟,1)1 ), (26)
поскольку при 𝛾 ∈ ΓI величина max {0, 𝑤1 + 𝜂1,𝑖 − ℓ(𝑘, 𝑟, 1)} отличается от величи-
ны 𝑤1 + 𝜂1,𝑖 − ℓ(𝑘, 𝑟, 1) только при 0 6 𝜂1,𝑖 < ℓ(𝑘, 𝑟, 1)− 𝑤1.
С помощью аналогичных рассуждений получим для 𝛾 ∈ ΓIII:
𝐸[𝑣
max {0,𝑤3+𝜂3,𝑖−ℓ(?˜?,𝑟,3)}
3 |κ1,𝑖 = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ(𝑘,𝑟)] =
= 𝑣𝑤13 𝑞
(3)(𝑘, 𝑟, 𝑣3) +
ℓ(?˜?,𝑟,3)−𝑤3∑︁
𝑎=0
𝜙3(𝑎, 𝑇
(?˜?,𝑟))(1− 𝑣𝑤3+𝑎−ℓ(?˜?,𝑟,3)3 ) (27)
и подставляя полученные выражения (26), (27) в выражение (25), получаем утвер-
ждение леммы.
Из этой леммы следует существование величин M(1,𝑖)(𝑘, 𝑟, 𝑣1, 𝑣3) хотя бы в
некоторой окресности точки (𝑣1, 𝑣3) = (1, 1), для 𝑖 > 0, 𝑘 = 0; 𝑑, 𝑟 = 1;𝑛𝑘.
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В работе [25] доказана ограниченность частичных производящих функций
M(3,𝑖)(𝑘, 𝑟, 𝑣3) = 𝐸[𝑣
κ3,𝑖
3 𝐼(Γ𝑖 = Γ
(𝑘,𝑟))] по 𝑖 > 0 для всех 𝑣3 ∈ [1, 1 + 𝜀3], при
некотором 0 < 𝜀3 < 𝜀, где 𝜀 > 0 определено в (1). Причем заметим, что в наших
обозначениях M(3,𝑖)(𝑘, 𝑟, 𝑣3) = M
(1,𝑖)(𝑘, 𝑟, 1, 𝑣3). Цель следующей леммы — дока-
зать аналогичный результат для величин M(1,𝑖)(𝑘, 𝑟, 𝑣1, 1), 𝑖 > 0.
Лемма 2. Если
min
𝑘=0,𝑑
∑︀𝑛𝑘
𝑟=1 ℓ(𝑘, 𝑟, 1)
𝜆1𝑓 ′1(1)
∑︀𝑛𝑘
𝑟=1 𝑇
(𝑘,𝑟)
> 1,
то числовая последовательность {M(1,𝑖)(𝑘, 𝑟, 𝑣, 1); 𝑖 > 0} ограничена при
𝑣 ∈ [1, 1 + 𝜀1], для некоторого 0 < 𝜀1 < 𝜀, где 𝜀 > 0 определено в (1).
Доказательство. Введем случайные последовательности {κ(1)1 (𝑖); 𝑖 > 0} и
{κ(2)1 (𝑖); 𝑖 > 0} следующим образом. Положим для 𝑖 = 0: κ(1)1 (0) = 0 и
κ(2)1 (0) = κ1,0. Далее введем рекуррентные соотношения:
κ(1)1 (𝑖 + 1) =
{︃
max {0,κ(1)1 (𝑖) + 𝜂1,𝑖 − 𝜉1,𝑖}, если Γ𝑖+1 = Γ(𝑘,𝑟), 𝑘 > 0, 𝑟 = 1, 𝑛𝑘;
κ(1)1 (𝑖), если Γ𝑖+1 = Γ(0,𝑟), 𝑟 = 1, 𝑛0;
κ(2)1 (𝑖 + 1) =
{︃
κ(2)1 (𝑖), если Γ𝑖+1 = Γ(𝑘,𝑟), 𝑘 > 0, 𝑟 = 1, 𝑛𝑘;
max {0,κ(2)1 (𝑖) + 𝜂1,𝑖 − 𝜉1,𝑖}, если Γ𝑖+1 = Γ(0,𝑟), 𝑟 = 1, 𝑛0.
Тогда последовательность κ+1,𝑖 = κ
(1)
1 (𝑖) + κ
(2)
1 (𝑖) является мажорирующей для
последовательности κ1,𝑖, т.е. κ1,𝑖(𝜔) 6 κ+1,𝑖(𝜔), ∀𝜔 ∈ Ω. Доказательство этого фак-
та проводится по индукции и в данной статье его приводить не будем. Заметим
только, что из него следует для 𝑣 > 1 неравенство
𝐸[𝑣κ1,𝑖 ] 6 𝐸[𝑣κ
(1)
1 (𝑖)𝑣κ
(2)
1 (𝑖)]. (28)
Наблюдение за вновь введенными величинами κ(1)1 (𝑖) и κ
(2)
1 (𝑖) будем осуществ-
лять в случайные моменты времени 𝜃
(1)
𝑖 и 𝜃
(2)
𝑖 , соответственно, определяемые сле-
дующими соотношениями:
𝜃
(1)
0 = 0; 𝜃
(1)
𝑖+1 = 𝜃
(1)
𝑖 + min {𝑠 > 0: Γ𝜃(1)𝑖 +𝑠 = Γ
(𝑘,𝑛𝑘), 𝑘 > 0};
𝜃
(2)
0 = 0; 𝜃
(2)
𝑖+1 = 𝜃
(2)
𝑖 + min {𝑠 > 0: Γ𝜃(2)𝑖 +𝑠 = Γ
(0,𝑟), 𝑟 = 1, 𝑛0}.
(29)
Также нам понадобятся следующие обозначения:
κˆ(1)1,𝑖 = κ
(1)
1 (𝜃
(1)
𝑖 ), κˆ
(2)
1,𝑖 = κ
(2)
1 (𝜃
(2)
𝑖 ). (30)
Пусть 𝑘 > 0, 𝑟 ∈ {2, 3, . . . , 𝑛𝑘}. В веденных обозначениях рассмотрим выражение
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для 𝐸[𝑣κ
(1)
1 (𝑖+1)𝐼(Γ𝑖+1 = Γ
(𝑘,𝑟))]:
𝐸[𝑣κ
(1)
1 (𝑖+1)𝐼(Γ𝑖+1 = Γ
(𝑘,𝑟))] =
=
∑︁
𝑤1>0
∑︁
𝑤3>0
∑︁
𝛾∈Γ
𝐸[𝑣κ
(1)
1 (𝑖+1)𝐼(Γ𝑖+1 = Γ
(𝑘,𝑟),κ(1)1 (𝑖) = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = 𝛾)] =
=
∑︁
𝑤1>0
∑︁
𝑤3>0
𝐸[𝑣𝑤1+𝜂1,𝑖−ℓ(𝑘,𝑟,1)𝐼(κ(1)1 (𝑖) = 𝑤1,κ3,𝑖 = 𝑤3,Γ𝑖 = Γ
(𝑘,𝑟−1))] + ̃︀𝐶1 =
=
∑︁
𝑤1>0
𝑣𝑤1P(κ(1)1 (𝑖) = 𝑤1,Γ𝑖 = Γ
(𝑘,𝑟−1))𝑞(1)(𝑘, 𝑟, 𝑣) + ̃︀𝐶1 =
= 𝑞(1)(𝑘, 𝑟, 𝑣)𝐸[𝑣κ
(1)
1 (𝑖)𝐼(Γ𝑖 = Γ
(𝑘,𝑟−1))] + ̃︀𝐶1.
И далее по индукции:
𝐸[𝑣κ
(1)
1 (𝑖+𝑛𝑘−1)𝐼(Γ𝑖+𝑛𝑘−1 = Γ
(𝑘,𝑛𝑘))] =
𝑛𝑘∏︁
𝑟=2
𝑞(1)(𝑘, 𝑟, 𝑣)𝐸[𝑣κ
(1)
1 (𝑖)𝐼(Γ𝑖 = Γ
(𝑘,1))].
Для 𝑤1, 𝑤3 ∈ 𝑍+, 𝛾, 𝛾1, 𝛾2 ∈ Γ, 𝐶 ⊂ [0,+∞) введем множества
𝐴
(1)
𝑖 (𝑤1, 𝑤3, 𝛾) = {𝜔 : κ(1)1 (𝜃(1)𝑖 ) = 𝑤1;κ3,𝜃(1)𝑖 = 𝑤3,Γ𝜃(1)𝑖 = 𝛾};
𝐴
(1)
𝑖 (𝑤1, 𝐶, 𝛾) =
⋃︁
𝑤3∈𝐶
𝐴
(1)
𝑖 (𝑤1, 𝑤3, 𝛾); 𝐵
(1)
𝑖 (𝛾) = {𝜔 : Γ𝜃(1)𝑖 = 𝛾};
𝐶
(1)
𝑖 (𝛾1, 𝑤1, 𝑤3, 𝛾2) = 𝐵
(1)
𝑖+1(𝛾1) ∩𝐴(1)𝑖 (𝑤1, 𝑤3, 𝛾2).
Пусть 𝑘 > 0. Тогда
𝐸[𝑣κ^
(1)
1,𝑖+1𝐼(Γ
𝜃
(1)
𝑖+1
= Γ(?˜?,𝑛?˜?))] =
= 𝐸[𝑣κ^
(1)
1,𝑖+1𝐼(𝐵
(1)
𝑖+1(Γ
(?˜?,𝑛?˜?)))] = 𝐸[𝑣κ
(1)
1 (𝜃
(1)
𝑖+1)𝐼(𝐵
(1)
𝑖+1(Γ
(?˜?,𝑛?˜?)))] =
=
𝑛?˜?∏︁
𝑟=2
𝑞(1)(𝑘, 𝑟, 𝑣)𝐸[𝑣κ
(1)
1 (𝜏)𝐼(𝐵
(1)
𝑖+1(Γ
(?˜?,𝑛?˜?)))] + ̃︀𝐶1 =
=
𝑛?˜?∏︁
𝑟=2
𝑞(1)(𝑘, 𝑟, 𝑣)
∑︁
𝑤1>0,
𝑤36𝐿
𝑑∑︁
𝑘=1
𝐸[𝑣κ
(1)
1 (𝜏)𝐼(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, 𝑤3,Γ
(𝑘,𝑛𝑘)))]+
+
𝑛?˜?∏︁
𝑟=2
𝑞(1)(𝑘, 𝑟, 𝑣)
∑︁
𝑤1>0,
𝑤3>𝐿
𝐸[𝑣κ
(1)
1 (𝜏)𝐼(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, 𝑤3,Γ
(?˜?,𝑛?˜?)))] + ̃︀𝐶1,
где мы обозначили для краткости 𝜏 = 𝜃
(1)
𝑖+1 − 𝑛?˜? + 1. Далее поскольку
κ(1)1 (𝜏) = max {0;κ(1)1 (𝜃(1)𝑖 ) + 𝜂1,𝜏 − ℓ(1, 𝑘, 1)},
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то продолжим цепочку рассуждений:
𝐸[𝑣κ^
(1)
1,𝑖+1𝐼(Γ
𝜃
(1)
𝑖+1
= Γ(?˜?,𝑛?˜?))] =
𝑛?˜?∏︁
𝑟=2
𝑞(1)(𝑘, 𝑟, 𝑣)
∑︁
𝑤1>0,
𝑤36𝐿
𝑑∑︁
𝑘=1
𝑣𝑤1𝑣−ℓ(1,?˜?,1)×
× 𝐸[𝑣𝜂1,𝜏 𝐼(𝐶(1)𝑖 (Γ(?˜?,𝑛?˜?), 𝑤1, 𝑤3,Γ(𝑘,𝑛𝑘)))] +
𝑛?˜?∏︁
𝑟=2
𝑞(1)(𝑘, 𝑟, 𝑣)×
×
∑︁
𝑤1>0,
𝑤3>𝐿
𝑣𝑤1𝑣−ℓ(1,?˜?,1)𝐸[𝑣𝜂1,𝜏 𝐼(𝐶(1)𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, 𝑤3,Γ
(?˜?,𝑛?˜?)))] + ̃︀𝐶2 =
= 𝑄1(𝑣, 𝑘)
(︂∑︁
𝑤1>0
𝑑∑︁
𝑘=1
𝑣𝑤1P(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, [0;𝐿],Γ
(𝑘,𝑛𝑘)))+
+
∑︁
𝑤1>0
𝑣𝑤1P(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, (𝐿;∞),Γ(?˜?,𝑛?˜?)))
)︂
+ ̃︀𝐶2, (31)
где 𝑄1(𝑣, 𝑘) =
∏︀𝑛?˜?
𝑟=1 𝑞
(1)(𝑘, 𝑟, 𝑣). Просуммируем по 𝑘 получившийся в (31) резуль-
тат:
𝑑∑︁
?˜?=1
𝐸[𝑣κ^
(1)
1,𝑖+1𝐼(Γ
𝜃
(1)
𝑖+1
= Γ(?˜?,𝑛?˜?))] = 𝐸[𝑣κ^
(1)
1,𝑖+1 ] =
=
𝑑∑︁
?˜?=1
𝑄1(𝑣, 𝑘)
(︂∑︁
𝑤1>0
𝑑∑︁
𝑘=1
𝑣𝑤1P(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, [0;𝐿],Γ
(𝑘,𝑛𝑘)))+
+
∑︁
𝑤1>0
𝑣𝑤1P(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, (𝐿;∞),Γ(?˜?,𝑛?˜?)))
)︂
+ ̃︀𝐶3 6
6 max
?˜?=1;𝑑
{𝑄1(𝑣, 𝑘)}
∑︁
𝑤1>0
𝑣𝑤1
(︂ 𝑑∑︁
?˜?=1
𝑑∑︁
𝑘=1
P(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, [0;𝐿],Γ
(𝑘,𝑛𝑘)))+
+
𝑑∑︁
?˜?=1
P(𝐶
(1)
𝑖 (Γ
(?˜?,𝑛?˜?), 𝑤1, (𝐿;∞),Γ(?˜?,𝑛?˜?)))
)︂
+ ̃︀𝐶3 =
= max
?˜?=1;𝑑
{𝑄1(𝑣, 𝑘)}
∑︁
𝑤1>0
𝑣𝑤1P(κˆ(1)1,𝑖 = 𝑤1) + ̃︀𝐶3 = max
?˜?=1;𝑑
{𝑄1(𝑣, 𝑘)}𝐸[𝑣κ^
(1)
1,𝑖 ] + ̃︀𝐶3.
Для κˆ(2)1,𝑖 можно провести похожие рассуждения и в итоге получить оценки:
𝐸[𝑣κ^
(1)
1,𝑖+1 ] 6 max
?˜?=1;𝑑
{𝑄1(𝑣, 𝑘)}𝐸[𝑣κ^
(1)
1,𝑖 ] + ̃︀𝐶3; (32)
𝐸[𝑣κ^
(2)
1,𝑖+𝑛0 ] 6 𝑄1(𝑣, 0)𝐸[𝑣κ^
(2)
1,𝑖 ] + ̃︀𝐶4, (33)
где 𝑟 = 1, 𝑛0. Для 𝑘 = 0; 𝑑 верны равенства 𝑄1(1, 𝑘) = 1. Предположив выполнен-
ным условие min𝑘=0,𝑑
∑︀𝑛𝑘
𝑟=1 ℓ(𝑘,𝑟,1)
𝜆1𝑓 ′1(1)
∑︀𝑛𝑘
𝑟=1 𝑇
(𝑘,𝑟) > 1, получим, что величины
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(𝑄1(𝑣, 𝑘))
′⃒⃒
𝑣1=1
=
(︃
𝑛𝑘∏︁
𝑟=1
𝑣−ℓ(𝑘,𝑟,1)
∞∑︁
𝑤=0
𝜙1(𝑤, 𝑇
(𝑘,𝑟))𝑣𝑤
)︃′ ⃒⃒⃒⃒
⃒
𝑣1=1
=
=
(︃
𝑛𝑘∏︁
𝑟=1
𝑣−ℓ(𝑘,𝑟,1) exp(𝜆1𝑇 (𝑘,𝑟)(𝑓1(𝑣)− 1))
)︃′ ⃒⃒⃒⃒
⃒
𝑣1=1
=
=
(︃
𝑣−
∑︀𝑛𝑘
𝑟=1 ℓ(𝑘,𝑟,1) exp(𝜆1(𝑓1(𝑣)− 1)
𝑛𝑘∑︁
𝑟=1
𝑇 (𝑘,𝑟))
)︃′ ⃒⃒⃒⃒
⃒
𝑣1=1
=
= 𝜆1𝑓
′
1(1)
𝑛𝑘∑︁
𝑟=1
𝑇 (𝑘,𝑟) −
𝑛𝑘∑︁
𝑟=1
ℓ(𝑘, 𝑟, 1), (34)
определяющие знак производной, отрицательны. Поэтому |𝑄1(𝑣, 𝑘)| < 1 для всех
𝑘 = 1; 𝑑 хотя бы в некоторой правой окрестности 1 6 𝑣 6 (1 + 𝜀1)1/2 точки 𝑣 = 1.
Этот факт, в свою очередь, обеспечивает ограниченность в этой же окрестности
величин 𝐸[𝑣κ^
(1)
1,𝑖 ] и 𝐸[𝑣κ^
(2)
1,𝑖 ] равномерно по 𝑖.
Далее из определений (29) и (30) следует, что для любого 𝑖 > 0 существуют
такие 𝑗1 и 𝑗2, что
κ(1)1 (𝑖) 6 κˆ
(1)
1,𝑗1
, κ(2)1 (𝑖) 6 κˆ
(2)
1,𝑗2
.
Следовательно, из (28) и неравенства Коши-Буняковского заключаем, что
M(1,𝑖)(𝑘, 𝑟, 𝑣, 1) 6
(︀
𝐸[𝑣2κ
(1)
1 (𝑖)]𝐸[𝑣2κ
(2)
1 (𝑖)]
)︀1/2 6 (︀𝐸[𝑣2κ^(1)1,𝑗1 ]𝐸[𝑣2κ^(2)1,𝑗2 ])︀1/2
и, значит, для любого 𝑣 хотя бы из окрестности [1, 1 + 𝜀1] исходная последователь-
ность {M(1,𝑖)(𝑘, 𝑟, 𝑣, 1); 𝑖 > 0} ограничена равномерно по 𝑖.
Основным результатом работы является достаточное условие существования
стационарного режима последовательности {(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0}.
Теорема 2. Для того, чтобы марковская цепь {(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0} имела ста-
ционарное распределение 𝑄1(𝛾, 𝑥1, 𝑥3), (𝛾, 𝑥1, 𝑥3) ∈ Γ × Z2+, достаточно выполне-
ния неравенств
min
𝑘=0,𝑑
∑︀𝑛𝑘
𝑟=1 ℓ(𝑘, 𝑟, 1)
𝜆1𝑓 ′1(1)
∑︀𝑛𝑘
𝑟=1 𝑇
(𝑘,𝑟)
> 1, min
𝑘=1,𝑑
∑︀𝑛𝑘
𝑟=1 ℓ(𝑘, 𝑟, 3)
𝜆3𝑓 ′3(1)
∑︀𝑛𝑘
𝑟=1 𝑇
(𝑘,𝑟)
> 1. (35)
Доказательство. Предположим обратное, а именно, что при выполнении условия
(35) марковская цепь {(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0} не имеет стационарного распределения.
Тогда для любого состояния (𝛾, 𝑥1, 𝑥3) ∈ Γ× Z2+ и независимо от начального рас-
пределения P(Γ0 = Γ
(𝑘,𝑟),κ1,0 = 𝑥1,κ3,0 = 𝑥3), (Γ(𝑘,𝑟), 𝑥1, 𝑥3) ∈ Γ × Z2+, имеют
место предельные равенства
lim
𝑖→∞
P(Γ𝑖 = Γ
(𝑘,𝑟),κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3) = 0, (Γ(𝑘,𝑟), 𝑥1, 𝑥3) ∈ Γ× Z2+. (36)
Для доказательства этого факта достаточно рассмотреть все возможные случаи,
предполагая апериодичность рассматриваемой цепи (см. рассуждения [27, гл. 3,
§ 3-4]):
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1. все состояния цепи {(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0} невозвратные, тогда предельные
соотношения выполняются в силу [27, с. 541, лемма 2];
2. существует хотя бы одно возвратное состояние, тогда все состояния возврат-
ные (поскольку все состояния сообщающиеся); и пусть все состояния нуле-
вые, тогда предельное соотношение также выполняется [27, с. 541, лемма
3];
3. все состояния возвратные и существует хотя бы одно поло-
жительное, тогда все состояния положительные и пределы
lim𝑖→∞P(Γ𝑖 = Γ(𝑘,𝑟),κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3) > 0 являются стационарными
вероятностями ( [27, с. 549, теорема 1]), что противоречит предположению.
Для периодической цепи приведенные рассуждения достаточно провести для цик-
лических подклассов.
Выберем начальное распределение так, что при некоторых 𝑣1 > 1, 𝑣3 > 1
будут выполнены неравенства M(1,0)(𝑘, 𝑟, 𝑣1, 1) < ∞, M(1,0)(𝑘, 𝑟, 1, 𝑣3) < ∞ для
всех Γ(𝑘,𝑟) ∈ Γ. Это ограничение, в силу леммы (2) и результатов работы [25],
обеспечивает при любом конечном 𝑖 > 0 существование функций
M(1,𝑖)(𝑘, 𝑟, 𝑣1, 1), M
(1,𝑖)(𝑘, 𝑟, 1, 𝑣3), (37)
𝑑
𝑑𝑣1
[︁
M(1,𝑖)(𝑘, 𝑟, 𝑣1, 1)
]︁
,
𝑑
𝑑𝑣3
[︁
M(1,𝑖)(𝑘, 𝑟, 1, 𝑣3)
]︁
(38)
по крайней мере в некоторой окрестности точек 𝑣1 = 1, 𝑣3 = 1.
В силу равенств (36) для любого натурального 𝑁 найдется некоторое число I,
что для всех 𝑖 > I будет выполнено условие
1 > (1 + 𝑁)
𝑁∑︁
𝑥1=0
𝑁∑︁
𝑥3=0
∑︁
Γ(𝑘,𝑟)∈Γ
P(Γ𝑖 = Γ
(𝑘,𝑟),κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3)
и, значит, 1 > (1 + 𝑁)
∑︀𝑁
𝑥1=0
∑︀𝑁
𝑥3=0
P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3). Тогда
𝐸[κ3,𝑖 + κ1,𝑖] =
∞∑︁
𝑥1=0
∞∑︁
𝑥3=0
(𝑥1 + 𝑥3)P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3) >
>
∞∑︁
𝑥1=0
∞∑︁
𝑥3=𝑁+1
𝑥3P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3) +
∞∑︁
𝑥1=𝑁+1
∞∑︁
𝑥3=0
𝑥1P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3) >
>
∞∑︁
𝑥1=0
∞∑︁
𝑥3=𝑁+1
(𝑁 + 1)P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3) +
∞∑︁
𝑥1=𝑁+1
∞∑︁
𝑥3=0
(𝑁 + 1)×
×P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3) > (𝑁 + 1)
[︁ ∞∑︁
𝑥1=0
∞∑︁
𝑥3=𝑁+1
P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3)+
+
∞∑︁
𝑥1=𝑁+1
∞∑︁
𝑥3=0
P(κ1,𝑖 = 𝑥1,κ3,𝑖 = 𝑥3)
]︁
> (𝑁 + 1)(1−P(κ1,𝑖 6 𝑁,κ3,𝑖 6 𝑁)) >
> (𝑁 + 1)
(︂
1− 1
𝑁 + 1
)︂
= 𝑁.
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Следовательно, 𝐸[κ3,𝑖 + κ1,𝑖] неограниченно возрастает при 𝑖→∞.
Другое рассуждение, однако, приводит к противоположному результату. Дей-
ствительно, поскольку последовательность {𝐸[κ3,𝑖]; 𝑖 > 0} ограничена, и нетрудно
проверить, что
𝐸[κ1,𝑖] =
∑︁
Γ(𝑘,𝑟)∈Γ
𝑑
𝑑𝑣
(︁
M(1,𝑖)(𝑘, 𝑟, 𝑣1, 1)
)︁⃒⃒⃒
𝑣1=1
,
где величина справа в силу интегральной формулы Коши и леммы 2 равномерно по
𝑖 ограничена некоторой постоянной величиной. Поэтому принятое предположение
не будет справедливым. Доказательство этим завершается.
Заключение
В работе рассмотрен тандем систем массового обслуживания. При помощи ки-
бернетического подхода было построено вероятное пространство и заданы случай-
ные величины и элементы, описывающие тандем. Была исследована стохастиче-
ская последовательность {(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0}, состоящая из состояния обслужи-
вающего устройства и длин очередей первичных требований. Проведена классифи-
кация ее состояний и выделено множество существенных состояний. При помощи
рекуррентных соотношений для вероятностей состояний и частичных производя-
щих функций было найдено достаточное условие существования стационарного
распределения цепи {(Γ𝑖,κ1,𝑖,κ3,𝑖); 𝑖 > 0}.
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A tandem of two queuing systems is under consideration. Customers having
been serviced in the first system are non-instantaneously transferred to the
second system. Each system has primary input flow generated by an en-
vironment. Besides the second system besides has input flow of customers
that were serviced by the first system. A mathematical model is constructed
in the form of a multidimensional denumerable discrete-time Markov chain
defined on an explicitly built probability space. The Markov chain de-
scribing service dynamics and primary input flows queues fluctuations is
investigated. A sufficient condition for the chain stationary distribution
existence is found.
Keywords: stationary distribution, controlling queueing system, cyclic
algorithm with prolongations, conflicting flows, multidimensional denumer-
able discrete-time Markov chain.
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