As the impact of climate change increases it is more likely that we will see an increase of extreme weather events leading to significant food production losses. Therefore, understanding the complexities of how production losses impact on policy (through export or import restrictions) and prices (through markets) is important for the governance of the global food system in the future. In this paper our aim is to understand the variability of food prices utilizing a statistical methodology relating to the detection of extreme values and change points in the decomposed time series of food price indices (change-point analysis). These change points are identified using the FAO total food price index and also the indices for meat, oil, cereal, dairy and sugar. The results of the study highlight for the first time specific change points within these food categories when these changes occur and also the duration of these periods before the next change.
Introduction
When one country experiences a food production shock -through disease, drought, flooding, hail damage or wind -there is an expectation that global food trade will fill the gap.
However, if the production shock is large enough then it can lead to a commensurate impact on global food prices (Jones & Hiller, 2015) . At the same time pressure on natural ecosystems through expansion and intensification of agriculture, alongside climate change, may lead to critical instabilities in the food production system. If these instabilities resulted in a significant production shortfall in a given year there may be a consequent impact on global food prices.
Between the middle of 2007 and 2008 crop failures caused by drought and low levels of global stocks (Piesse & Thirtle, 2009; Wright, 2009 ) led to a more than doubling of the price of major crops (wheat, maize, soybeans and rice) on international markets. For many developed countries the increase in price was easily absorbed and had little impact on food availability. For developing countries, some domestic prices increased dramatically. This increase in price, alongside a loss of income for some farmers, trigged protests and, when governments responded with violence, the outbreak of civil unrest (Natalini et al., 2015) .
While there was strong evidence of low stocks and regional production losses contributing to the 2007/08 price shock there is less certainty over the impact of speculation, currency exchange rates (Headey & Fan, 2008) , changes to export policies impacting supply (Martin & Anderson, 2012) , or policies related to biofuels (Roberts & Tran, 2009 ). However, as the impact of climate change increases it is likely that we will see more extreme weather events leading to significant food production losses as has been observed over the last decade (Cramer et al., 2014) . Therefore, understanding the complexities of how production losses impact on policy (through export or import restrictions) and prices (through markets) is important for the governance of the global food system in the future (Jones & Hiller, 2015) .
However, current models are often general equilibrium models, which by their very nature cannot explore shocks (Challinor, et al., 2016) , although scenarios have been used in some cases (Nelson et al., 2010; Lunt et al., 2016) .
When attempting to understand how production shocks impact on global food prices it is important to note that there is even uncertainty about what constitutes a price shock (Piesse & Thirtle, 2009) or production shock (Jones & Phillips, 2016) . The purpose of this paper is to examine the variability and trends of world food prices. In doing this, we apply econometric analysis on data available between 1990 and 2019. In particular the study investigates trend and change point detection of monthly food price indices related to meat (MPI), dairy (DPI), cereals (CPI), oils (OPI) sugar (SPI) as these are publicly available at the FAO database. Our aim is to understand the variability of food prices utilizing a statistical methodology relating to the detection of extreme values and change points in the decomposed time series of food price indices (change-point analysis). This analysis allows us to statistically identify historic price shocks, which can then be compared to production losses or other impacts on the food system and explore causal relationships.
In this context a variety of methods have been developed for time-series forecasting. In particular, a number of variations of the ARIMA (autoregressive integrated moving average) model (Box et. al., 2015) are typically employed, such as the SARIMA (seasonal ARIMA) (Swain et al., 2018) which is most suitable when seasonal effects are present, or the Holt-Winters method (Winters, 1960) which is also very popular by using exponential smoothing.
Another alternative is the state space model (Durbin and Koopman, 2012) . However, assumptions, such as the one of stationarity, are dominant for analyzing time series real data, such as world food prices. Modeling non-stationary processes using stationary methods is likely to result in crude approximations (Mercurio and Spokoiny, 2014; Korkas and Fryzlewicz, 2017) . ARIMA (and related) models work on the assumption of stationarity. If the data generating mechanism is non-stationary, one should find suitable transformation prior to using ARIMA modeling. Transformation typically refers to differencing to some order the original time series, or to subtracting the trend, e.g. through some type of decomposition.
Nevertheless, many time series data encountered in real situations are non-stationary and is difficult to find transformation in order to make them stationary. This is the case of the time series of food indices, with non-stationarity being inherent due to large shocks in the prices, being additionally dominated by seasonality. To avoid issues related to the non-stationarity of our data generation process, especially those related to the potential under-estimation of the likelihood of the price shocks and the related change points in the world price values, we do not follow a time-series forecasting procedure, but the main focus is to identify in a valid and robust way the structural changes in the stochastic process that drives the food price indices.
In doing this, seasonal decomposition is applied, followed by a change point analysis on the trend series, along with newly proposed trimming methods for the detection of outlying food price values.
Methodology
The initial time series data available by FAO are decomposed to trend, seasonality and remaining error. Subsequently, extreme value analysis through the use of suitably chosen confidence intervals on the stationary error series along with applying change point analysis on the decomposed trend lines is utilized to effectively recognize the food production trends and shocks during the 1990-2019 time period.
Statistical analysis

Time series decomposition
The original monthly time series of the five food price indices, and also the general food price index (FPI), are decomposed in order to obtain a time series free of seasonal variations due to the yearly seasonality inherent in such type of data. Specifically, the six seasonal time series are decomposed into a seasonal component, a long-term trend component, and a remainder (error) which will be subsequently utilized for our further econometric analyses. This approach has been favored instead of applying e.g. a SARIMA modeling approach, since that in this way it is possible to examine both the large shocks in food prices through the decomposed trend series, as well as identify non systematic changes besides large shocks, through the analysis of the error series of the original data.
In doing this, the "Seasonal Decomposition" procedure is applied, which decomposes the series into a seasonal component, a combined trend and cycle component, and an "error" component. The procedure is an implementation of the Census Method I, otherwise known as the ratio-to-moving-average method (McLaughlin, 1984; Makridakis et al., 1983) . The longterm trend component consists of variation that is nonstationary and either noncyclic or cyclic. The remainder component is a time series of remainders generated when the summed seasonal and long-term trend components are subtracted from the observed data.
Decompositions for our analyses have been performed with the use of the SPSS statistical software (IBM Corp. Released, 2012) .
To perform the above, we have hypothesized a multiplicative time series model of the following form:
where t Y is the original time series, T denotes the long trend of the series, C is the cycle component, S the seasonal variation and finally I is the random error. The seasonal component, S, is a factor by which the seasonally adjusted series is multiplied to yield the original series. Observations without seasonal variation will have a seasonal component of 1.
Hence, the Seasonal Decomposition procedure creates four new variables (series), namely the seasonal adjustment series, the smoothed trend series obtained after removing the seasonal variation of a series, the Smoothed trend-cycle series showing the trend and cyclical behavior present in the series and finally, the residual or "error" series, I, which comprises of the values that remain after the seasonal, trend, and cycle components have been removed from the series.
Detection of extreme values -outliers
An outlier is an observation point that is distant from other observations (Maddala, 1992) . An outlying observation, or outlier, is one that appears to deviate markedly from other members of the sample in which it occurs (Hodge and Austin, 2004) . There are various methods of outlier detection (Barnett and Lewis, 1994; Hodge and Austin, 2004) . The two common approaches to exclude outliers are truncation (or trimming) and Winsorising. Trimming discards the outliers resulting in values that are limited above or below a threshold, resulting in a truncated sample. Winsorising replaces the outliers with the nearest "nonsuspect" data.
Detecting outliers by determining an interval spanning over the mean plus/minus a coefficient (e.g., 2, 2.5 or 3) standard deviations remains a common practice. Another popular method is the interquartile method (Rousseeuw and Croux, 1993) . However, since both the mean and the standard deviation are particularly sensitive to outliers, this method is reported to be problematic in certain situations (Leys et al., 2013) . An additional disadvantage of the method of the mean plus or minus three standard deviations is that the latter is based upon the characteristics of a Gaussian distribution. Also, this specific indicator for detecting outliers suffers from other disadvantages including the strong impact of outliers on the indicator itself, or the problematic behavior in small sample size.
For our research, to effectively overcome issues related to the standard methods for detecting outliers and extreme values in time series data (e.g. by using trimming indicators such as the SD x 3 ± and the SD x 2 ± , the former being less conservative compared to the latter), we utilize a newly proposed method for detecting outlying values in univariate statistics, namely an indicator based on the Median Absolute Deviation (MAD). The measure is calculated based upon the absolute deviation from the median, since the latter is a less sensitive measure of central tendency when compared to the mean. Median is a measure of central tendency which is less sensitive to outliers. The confidence intervals based on MAD are given by:
according to the suggestions by Leys et al. (2013) . The MAD in the previous representations is calculated as (Huber, 1981) :
where i x denote the sample observations, and j M is the median of the series. Finally, b is a constant set to the value of 1.4826. For the current analysis, the MAD values were calculated using the R software (R Core Team, 2013).
Detection of change points
Change-point analysis and detection is frequently used and there exist many procedures and algorithms suggested in the relevant literature for performing the latter. Change-point analysis is used in diverse fields such as bioinformatics (Olsen et al., 2004) , econometrics (Hansen, 2001) or climate (Reeves et al., 2007) .
Among the most popular algorithms proposed for multiple change-point detection is the binary segmentation algorithm (Scott and Knott 1974; Sen and Srivastava 1975) . In order to detect multiple change points in the decomposed trend series of the food price indices, we apply the binary segmentation algorithm to the six time series. Alongside the application of the former algorithm, the single change point algorithm based on the likelihood is also utilized (Hinkley, 1970) .
The algorithm is based on the hypothesis testing with null hypothesis being H0: no changepoint, with alternative hypothesis being H1: a single changepoint exists. The statistical hypothesis is tested with the use of a likelihood test statistic proposed by Hinkley (1970) and
given by: Accordingly, the binary segmentation algorithm for the detection of multiple change points in the series of the data, first applies a single change point test statistic, and if a change point is detected then the data is split into two separate data sets at the point of the located change point. The procedure for change point detection is then applied to the two sets and the iterative process is applied until no new change point is detected by this procedure. For conducting the change-point analyses the R software has been utilized, and specifically the "changepoint" package (Killick et al., 2014) .
Results
Descriptive analysis
In 
Decomposition of the original monthly time series of food price indices
In the current section, the decomposition of the original time series of the food price indices based on the methodology described in section 2.2.1 is presented. Specifically, in the Error series appear to have no visible trends, the latter being isolated in the decomposed trend series. However, random upward and downward peaks (outliers) are present for all residual error time series. As seen by the figures, a few outliers have been identified by the outlier detection in all index series. However, the frequency of these outliers is varying according to the specific food index. Error series exhibiting the largest variability, as shown by the inspection of the following graphs, are the CPI, OPI and SPI, whereas less variability is suggested for the FPI, MPI and DPI. As is seen by these results on the FPI outliers, both confidence intervals are in general in agreement, with a few exceptions as expected due to that the For the Meat Price Index ( Table A1 in Table A3 ). Regarding the most 
Outlier detection on the error time series
Change point analysis for price index trend
The change point detection method is an effective tool to recognize the changes or shocks in a series of environmental, social or agricultural data. In Figure 4 The combined results of single and multiple change point analysis, along with the exact dates these change points occur are presented in Table 2 . Table 3 presents all change points across the different price indices in chronological order and highlights major food production shocks that occurred during that period (Cramer et al., 2014; Jones & Phillips, 2016) . However, in the next section factors that could be linked to these food price shocks are discussed in more detail. 
CHANGE
Discussion
Several studies have been published highlighting the volatility of food price indices, especially after 1990, including spill over effects between products, and how these can be explained by external factors. These factors include market fluctuations, crude oil prices, biofuels, increasing demand of agricultural land, urbanization and climate change (Natcher & Weaver, 1999; Buguk et al., 2003; Parkash & Gilbert, 2011; Olah et al. 2017) . In this paper we aimed to take this literature further and explore fluctuations of food prices by identifying significant change points along with extended periods of change while exploring links with certain events across the globe during these periods.
Looking at each of the categories separately, in the Sugar price index there seems to be a Brazil and India, but also China, resulted in reduced production. This shortfall in production in combination with high demands for sugar from countries such as Indonesia, Pakistan and Egypt led to the price boom in 2009-2010 (Renwick et al, 2011) . In addition, Brazil promoted at the same time the production of ethanol from sugarcane, which increased overall sugarcane production but led to increased competition between sugar and ethanol (McConnell et al., 2010) . The EU reforms also took place at the same time however this is expected to have had a marginal impact on world prices (EC, 2004; Renwick et al, 2011) . The EU's policy reforms changed the role of the EU in 2005 from a net exporter to a net importer leaving Brazil with a much stronger role in the world sugar trade (McConnell et al., 2010) . Furthermore, the exchange rate of US dollar during that time is expected to have influenced the sugar prices as well (Renwick et al, 2011) . We should note that although prices started to drop after the between 4-7% in key production countries (FAO, 2009) following a significant reduction in grain production from China over the previous five years (Zhang, 2011) . The Australian drought (2005) (2006) (2007) ) is expected to have had a significant role in this increase (Quiggin, 2007) leading to poor harvests and low cereals stocks combined also with rising oil price and export/import restrictions from certain countries. Furthermore, US is the most important producer and exporter of corn, and thus fluctuations in this market (depreciation of the US dollar) are expected to have influenced the world cereal market as well (Serra & Gill, 2013) .
The continuing increase between 2007-2013 is attributed to the higher prices in energy and fertilizers, increasing demand for biofuel and also failing crops (EU, 2018) followed by a decrease as prices start to return to previous levels. Another factor during this period was the instability in ethanol markets which in turn destabilised corn markets (Serra & Gill, 2013) .
Any analysis of meat prices, is complicated by the variety of meat products, the difficulty of finding international prices for 'individual meat cuts' (Morgan and Tallard, undated) but also the complex effects that weather events -such as droughts-have on production (Quiggin, 2007) . World beef prices are influenced significantly by the US, the largest importer of beef in the world. The MPI Index is the category in the database analysed where the first chronological change is observed. This is in 1992 and then in 1998 when prices are reduced.
The decline is possibly also linked with reduction in demand both due to dietary habits but also due to the 'mad cow disease' and 'food and mouth disease' (EC, 2004) . The initial decline in 1992 occurs at a similar time as the number of beef exporters drop (reduction by 2-3%) mainly due to falling shipments from the European Union and Argentina (Gatt report, 1992) . These two drops would indicate that it was the drop in demand that was a causal factor. Since then, meat prices are showing a steady increase with a period from 2003 forward of gradual increase. This change can be attributed to some extent to the 2002-2003 Australian drought as meat producers who face dry weather conditions tend to initially destock, leading to an increase in supply and lower prices. As a result the effect of the drought on meat prices appears much later, in 2003 (Quiggin, 2007) . The most significant change point for the whole category however is in 2010 when food prices started to increase again possibly due to increase in demand and low supply (Trostle, 2011) .
The market for vegetable oils has significantly changed since the 1980s due to change in healthier food preferences but also the increased demand for biofuels, especially after 2000 (Rosillo-Calle et al., 2009; Trostle, 2011) . 1998 -2002 (Priyati & Tyers, 2016 . There are three factors which have possibly played a significant role in the increase during this period. The first is the connection with oil and in particular biodiesel which was responsible for 1/3 of the increase in vegetable oil consumption during this first time window (Mitchell, 2008 in Priyati & Tyers, 2016 (Hemme et al., 2013) . Fluctuations in 2008-2009 (2009 being the year with the most important dairy crisis in the EU (EU, 2018) were significantly influenced by the levels of production in Oceania (Oceania's global market share has doubled since the 1980s, OECD-FAO, 2011) where initially there was a price boom due to lower production and then a significant price drop due to increase in milk production. Furthermore, dairy products prices are strongly dependent on grains which have also been influenced by the droughts in Australia in 2000s.
When comparing the incidence of change points in each of the price indices with the error outliers from the MAD analysis there appears to be little evidence of a link between the two.
If the error outliers are a signifier of more volatility in global trading, then these extremes in short term volatility do not appear to occur at times associated with change points. This may have been expected if markets become more volatile shortly before or after a major change point however we find no evidence of this and therefore conclude that short term extreme volatility is not a good indicator for a change point.
At this point we would like to highlight one limitation of our study. The current analysis does not identify peaks and drops in recent years. This is probably because we are exploring time 'windows' and thus we would need data further in the future to see if current fluctuations are a clear trend. From the existing literature however there seems to be several concerns regarding price peaks in certain food categories for the next 2 years (vegetable oil and dairy especially). These are definitely linked with weather conditions and also other environmental factors. From the literature review it is clear that environmental factors and specifically extreme weather events such as droughts have influenced fluctuations in certain indices.
These refer mainly to weather conditions in the most important exporters (eg Brazil, Australia) but also general market trends.
Conclusions
In the literature of food prices there are several studies exploring the reasons explaining peaks and drops of food prices. This study aims to contribute to this discussion by identifying for the first time a) specific change point within different food categories that these changes occur and b) the duration of these periods before the next change. These change points have been identified for the various international price indices including food, meat, oil, cereal, dairy and sugar.
We find several change points where there has been a significant and prolonged increase or decrease in the price of these agricultural products. Most, but not all, of these change points can be linked to significant events within the food production supply chain including extreme weather impacts on food production such as losses due to droughts. However, at this stage it is not possible to causally link these production shocks to the change points in prices. This is because of the complex, and multiple set of factors, that influence food availability and trading.
Future research should explore the long-term weather patterns in different countries in relation to these indices in order to identify the interrelationships between food prices and weather conditions and spill over effects from a geographical point of view. In particular, as climate change is expected to increase the severity or frequency of these events the scale of potential impact on food production is significant. Therefore, it is also true to say that historical analysis may not be a good guide for future policy planning although lessons can still be drawn from understanding how production shocks were either mitigated against or contributed to price shocks. It is through price shocks that significant impacts on society and the economy are seen. 
APPENDIX
