Consider the continuous gas in a bounded domain Λ of R d , described by a Gibbsian measure µ η Λ associated with a pair interaction ϕ, the inverse temperature β, the activity z > 0, and the boundary condition η. When ϕ is nonnegative, we show that the spectral gap of a Glauber type dynamic (i.e., some Markov process reversible with respect to µ η Λ ) in L 2 (µ η Λ ) is bounded from below by 1 − z R d |1 − e −βϕ(y) | dy and from above by 1 + z R d |1 − e −βϕ(y) | dy, independent of Λ and η. This result improves a previous work by L. Bertini et al. (2002) and is extended also to the hard core case. Our approach consists to approximate the continuous gas model by the discrete spin model and to apply the M-ε theorem of Ligget. Some other results such as uniqueness, exponential convergence of the Glauber dynamic w.r.t. norms of Ligget's type are also obtained.  2004 Elsevier SAS. All rights reserved.
Introduction
In statistical mechanics, relations between the mixing properties of the Gibbs measure and the exponential speed at which the associated Glauber dynamics relaxes to equilibrium are a fascinating and important object. For lattice E-mail address: Li-Ming.Wu@math.univ-bpclermont.fr (L. Wu). spin systems with compact spin space, Stroock and Zegarlinski, in their important and difficult work [18, 19] proved the equivalence between the Poincaré inequality, the log-Sobolev inequality, and the Dobrushin-Shlosman mixing condition for the Gibbs measure, both for the Glauber dynamics of pure jumps type or of diffusion type. See Lu and Yau [12] and Martinelli [9] for further development and the recent work by F. Cesi [5] for a simplified proof. The (partial) extension of their impressive results to unbounded spin case for Glauber dynamics of diffusion type is carried out by Bodineau and Heffler [2, 3] , Ledoux [10] , Yoshida [23] etc.
In this work we are interested in the same question when the discrete lattice Z d is replaced by the continuum R d (i.e., gas instead of crystals in physics language). By decomposition R d := k∈Z d k[0, 1) d , we may regard this continuous gas model as a lattice model with unbounded spin (and with unbounded interaction). For continuous gas, L. Bertini et al. [4] establish the spectral gap existence of a Glauber dynamic for high temperature or low activity. Let us present this interesting work briefly.
Let Λ be a bounded domain in R d . Given the boundary condition η outside of Λ, consider the Gibbs measure µ η Λ in Λ associated with a "stable" pair interaction ϕ : R d → (−∞, +∞], activity z > 0 and the inverse temperature β (see the next section for precise definition). Under the following assumptions (H1) ϕ 0 and ϕ is even; (H2) ϕ is of finite range, i.e., ϕ(x) = 0 if |x| > r for some finite r > 0; (H3) z R d (1 − e −βϕ(y) ) dy < 1 3e (i.e., condition (CE) in [4] );
Bertini, Cancrini and Cesi [4] 1) a quasi-factorization of the variance; 2) to establish an exponential decay of correlation between f and g when their "supports" are sufficiently separated by condition (H3) and cluster expansion; 3) the iterative method by doubling the volume and a delicate geometric consideration.
Their result so obtained does not, seems -it however, yield a robust estimate of the spectral gap constant λ 1 , like most known results in [18, 19, 23, 12] issued of the iterative method (we emphasize that some explicit spectral gap estimates are given by Bodineau and Heffler [2, 3] and Ledoux [10] ). The reader can compare their (H3) with the following classical estimate of the convergence radius R of the cluster expansion of the pression p = p(z) (thermodynamic limit) in terms of the activity z ( [17] , Theorem 4.5.3):
1 − e −βϕ(y) dy 1.
So their result can be roughly read as the spectral gap existence when |z| < R/3. The main aim of this paper is to improve their result (1.1). Indeed our main result (see Theorem 2.1) says that for nonnegative ϕ, the best constant G for (1.1), denoted by λ 1 (i.e., the spectral gap), satisfies
1 − e −βϕ(y) dy λ 1 
1 − e −βϕ(y) dy without the finite range condition (H2). Hence λ 1 is uniformly lower bounded once if z R d (1 − e −βϕ(y) ) dy < 1, a condition weaker than (H3), and sharp in the viewpoint of (1.2). Moreover we extend this result to the hard core case.
The estimate above yields λ 1 = 1 when ϕ = 0 (i.e., the free case), a well known result (to all specialists on Malliavin Calculus over the Poisson space). See Ané and Ledoux [1] and the author [21] for modified log-Sobolev inequalities which are stronger than the Poincaré inequality.
Our method will be completely different, and more classical in some sense. Indeed our idea is inspired by the classical Poisson limit theorem, i.e., a Poisson distribution is the weak limit of laws of sums of i.i.d. Bernoulli random variables. Then it is not surprise that we can approximate the Glauber dynamic associated with µ η Λ by the spin models on {0, 1} V for which the Ligget's theorem gives us an explicit exponential rate for the "triple" norm. Hence the key consists to bound the Ligget's constant for the spin models on {0, 1} V by means of ϕ, and to transform that convergence rate in L 2 (µ η Λ ), and fortunately this is possible. This paper is organized as follows. The next section is devoted to describe the Gibbs measure, the Glauber dynamic and the main result. In Section 3 we solve some uniqueness problems (which are crucial for approximation) and construct the corresponding Markov process. Section 4 is devoted to the approximation of continuous gas by discrete spin models, which is the crucial part of this paper. As consequence, the spectral gap result is derived in Section 5, together with the exponential convergence in other senses (than L 2 ).
Main result

Gibbs measure
Let Ω be the space of all point measures ω = i δ x i (finite or countable) with x i different in R d , which are moreover Radon measures (i.e., finite particles in compact subsets), where δ x denotes the Dirac measure at x.
Given the activity z > 0, let P be the law of the Poisson point process on R d with intensity measure z dx, i.e., a probability measure on (Ω, F ) characterized by (i) P (ω(A) = k) = e −z|A| (z|A|) k k! , ∀k ∈ N for any A ∈ B(R d ); here and throughout this paper |A| designs the Lebesgue volume of A; (ii) If A i ∈ B(R d ), i = 1, . . . , n, are disjoint, then ω(A i ), i = 1, . . ., n, are P -independent.
Throughout this paper the pair interaction ϕ : R d → (−∞, +∞] will be a Borel-measurable even function which is stable ([17]), i.e., ∃B 0 such that
(2.1)
We assume often also that ϕ is regular [17] , i.e.,
where β = (κT ) −1 > 0 is the inverse temperature. Recall that (see [17] ) the stability condition is a necessary and sufficient condition for defining the (free boundary) Gibbs measures on bounded domains Λ. Moreover for a stable pair interaction ϕ, ϕ(x) = H (δ x + δ 0 ) −2B by (2.1), and then the regularity condition (2.2) is equivalent to the integrability of ϕ outside of some finite measure set (e.g. [ϕ 1]).
Given a bounded open and non-empty domain Λ ⊂ R d and ω ∈ Ω, let ω Λ = x i ∈Λ supp(ω) δ x i be the restriction of the measure ω to Λ, and Ω Λ = {ω Λ ; ω ∈ Ω}. The image measure P Λ of P by ω → ω Λ is the law of Poisson point process on Λ with intensity measure z dx.
We say that an element η of Ω is in Ω ϕ , if
When ϕ 0 or is of finite range, we have of course Ω ϕ = Ω. The Gibbs measure in Λ for a given boundary condition η ∈ Ω ϕ on Λ c is a probability measure on (Ω Λ , F Λ ) given by
is the Hamiltonian (H (ω Λ ) being given in (2.1)), and
is the normalization constant. Remark that H η Λ (0) = 0 where 0 denotes the zero measure (or the vide state) and by the stability condition,
where N Λ (ω) = ω(Λ) is the number of particles in the configuration ω Λ , and 
Generator of the Glauber dynamic
Let rF be the space of real F -measurable functions, and bF the space of those F ∈ rF which are moreover bounded. For any r ∈ rF , according to Picard [16] consider the difference operators
Those resulting functions are measurable jointly on R d × Ω. Recall that D + x (or D x ) plays the same role in the Malliavin calculus over the Poisson space as the Malliavin derivative on the Wiener space ( [16, 21] and references therein).
We shall study the Glauber dynamic employed in [4] , which is formally generated by the pre-generator
. Its dynamic can be intuitively described as follows: if the configuration of the system is ω Λ at time t, each particle in ω Λ will be killed at rate dt, and a new particle will be born at x ∈ Λ with rate ze −βD +
where h η (x) given in (2.5) is lower bounded, then it is easy to verify that L [16] , Section 4). In particular L is a well defined operator on L p (µ η Λ ) with domain bF Λ (in which each element represent a class of µ η Λ -equivalent functions, by usual convention). In further by Picard [16] (Proposition 6 and Théorème 2), for all F, G ∈ bF Λ , we have by a simple calculus . The last symmetric Markov semigroup, whose generator is the Friedrichs extension of (L η Λ , bF Λ ), is the Glauber dynamic used in [4] and in this work. Of course (P Λ,η t ) is also a strongly continuous semigroup of contractions on L p (µ η Λ ), whose generator will be denoted by (L η Λ , D p (L η Λ )) (D p (L η Λ ) being its domain in L p (µ η Λ )). Notice that the same kind of model is studied by Olla and Tremoulet [15] (2003).
Main result
be an even measurable function on R d , which is both stable (2.1) and regular (2.2) . Assume either (C1) ϕ 0 (nonnegative potential); or (C2) for some r hc > 0, ϕ(x) = +∞ if |x| < r hc (hard core) (|x| denotes the Euclidean norm of x ∈ R d ) and for some B 0,
11)
for all n 1 and all (x 1 , . . . ,
Then for any bounded (non-empty) open domain Λ of R d and for any η ∈ Ω ϕ , the spectral gap
where the constant B is given by condition
Remarks 2.2.
Under the hard core assumption in (C2), condition (2.11) is verified once if there is a nonnegative [17] , Section 3.2.5, pp. 37-38). Moreover (C2) implies the stability condition (2.1) with the same constant B.
|Λ| log Z(Λ, 0) (thermodynamic limit in the sense of Von Hove, see [17] ) be the pressure function. In the nonnegative case (C1), our condition about the existence of spectral gap is sharp in the point of view of the cluster expansion estimate (1.2) (but perhaps not all sharp in reality, because p(z) may be analytical for real z R). And the spectral gap result above suggests that R = R 0 := ( R d (1 − e −βϕ(y) ) dy) −1 or at least p(z) is analytical for z ∈ [0, R 0 ), a claim (perhaps known) that I do not know how to prove it.
In the general stable and regular case, the classical estimate of the convergence radius R of the pressure functional p(z) in terms of the activity z verifies
(see [17] , Theorem 4.2.3). And our result suggests that the estimate above may hold with 1/e substituted by 1 on the right hand side above, in the hard core case (C2) (to which we equally have no answer).
An interesting (open) question is to extend Theorem 2.1 to general stable and regular interaction ϕ. Our proof seems working only under (C1) or (C2). Remarks 2.4. L. Bertini et al. [4] derive, from the spectral gap existence, the exponential decay of correlation µ η Λ (F, G) where F ∈ bF A and G ∈ bF B , when the distance between their "supports" A, B is large, illustrating the impetus of spectral gap in the understanding of the mixing properties of the underlying Gibbs measure.
Though our theorem above improves their main result [4] Theorem 2.2, but one main contribution of [4] resides in their approach: the exponential decay of correlation in the form of their Corollary 2.5 implies the spectral gap existence, via their quasi-factorization of variance. Indeed F. Cesi [5] utilizes this approach to give a simplified proof of the Stroock-Zegarlinski's log-Sobolev inequality of the Gibbs measure, but our approach here is valid only for the Poincaré inequality.
Remarks 2.5. The continuous gas model has an essential difference from the lattice spin model with compact spin space: the equivalence between the (uniform) Poincaré inequality and the (uniform) log-Sobolev inequality is lost. In fact it is known since the work of Surgailis [20] on 1984 that even the free Poisson measure P Λ does not satisfy the log-Sobolev inequality. And Ané and Ledoux [1] and the author [21] prove the modified log-Sobolev inequalities, one of which is the following L 1 -log-Sobolev inequality [21] 
This last inequality is equivalent to the exponential decay in the sense of entropy:
And it is equivalent to the usual log-Sobolev inequality when the employed Dirichlet form is of diffusion type (but this interesting equivalence fails for jumps processes: the case here). One can then reasonably hope the equivalence of the Poincaré inequality with the L 1 -log-Sobolev inequality above for the continuous gas model here.
Notice that Dai Pra, Paganoni and Posta [6] (2002) establish the L 1 -log-Sobolev inequality for the lattice gas with unbounded spin.
A guideline to our proof of Theorem 2.1
For the reader's convenience, let us outline our approach for proving the lower bound of λ 1 in Theorem 2.1. At first notice that
If one can prove that for some c > 0, for all F belonging a L 2 (µ η Λ )-dense class of test functions D,
for some norm · stronger than the norm of L 2 (Λ × Ω Λ , z dx dµ η Λ (ω Λ )), we will get immediately (since
for some constant C(F ) > 0 depending on F . This implies, by the spectral decomposition, λ 1 c (true but not trivial). If the story stopped here, it would be simple and lucky. The real story is:
For the last convergence we should prove at first that (L, D) generates a unique semigroup on bF Λ for applying the Trotter type theorem. The latter is quite difficult, for (P Λ,η t ) is not defined everywhere on Ω Λ and even so, it is not at all strongly continuous on bF Λ and the usual Trotter theorem can not be applied (but the involved techniques work, fortunately). That is exactly the task of the following section.
Uniqueness and the Markov process generated by L η Λ
Throughout this paper, for a pair of measure-function (ν, f ), ν(f ) := f dν. From now on, the bounded open (non-empty) domain Λ and the boundary condition η ∈ Ω ϕ , though arbitrary, will be fixed. A genetic element of Ω Λ will be often denoted by ω for simplicity of notation.
In this section we assume the stability (2.1), but not the regularity (2.2). The following duality relation ( [16] , Remarque 1, p. 518) will be used:
Proposition 3.1. Assume the stability condition (2.1). Let 
and iff
In those cases, the two quantities above coincide with E η Λ (F, F ).
Proof. (a) At first the second claim in (a) is a consequence of the first by [22] (Proposition 1.1), and the third claim is another expression of the first for p = 2. To show the first claim, notice that bF Λ , identified with L ∞ (µ η Λ ) up to µ η Λ -equivalence, is a core for the generator of the Markov semigroup (P Λ,η t ) in L p (µ η Λ ) (true for any strongly continuous Markov semigroup). Hence it is enough to show that any F ∈ bF Λ can be approximated by F n ∈ D i in the graph norm topology of L η Λ in L p (µ η Λ ), for i = 1, 2. In fact we can find F n ∈ D i such that F n → F , µ η Λ -a.s. and |F n | F u = sup ω∈Ω Λ |F (ω)| everywhere over Ω Λ . Then F n − F p := F n − F L p (µ η Λ ) → 0 by the dominated convergence. It remains to prove that L η Λ (F n − F ) p → 0. By the expression (2.8) and (2.9), we have
Let us show that the four terms in the last sum converge all to 0 in L p (µ η Λ ), or in probability µ η Λ ∼ P Λ by the dominated convergence (by relation (2.6)).
The first and third terms pose no problem. For the second and fourth terms, it is enough to notice that by the duality formula (3.1), we have
We shall prove only the first "iff" and the second can be proved in the same way.
Then by the expression (2.10) and monotone convergence,
where it follows that F ∈ D(E η Λ ) and the last quantity coincides with E η Λ (F, F ).
By taking a subsequence and a re-definition of F n , F if necessary, we may assume without loss of generality that F n (ω)
the desired result. 2
Construction of the associated Markov process
As probabilists we always want to construct a good Markov process associated with generator L η Λ . This was done by Holley and Stroock [7] and Picard [16] . Unfortunately the conditions imposed in those known works are not all verified for the model used here. Proposition 3.2. Assume the stability condition (2.1). There is a strong Markov process ((X t ) t 0 , (P ω ) ω∈Ω Λ ) valued in Ω Λ ∪ {∂} where Ω Λ is equipped with the weak convergence topology and ∂ is an extra isolated point to Ω Λ , defined on some measurable space (W, B) , such that (i) For any ω ∈ Ω Λ , P ω -a.s., X 0 = ω, X t = ∂ (∀t ζ ), t → X t is right continuous and of pure jumps type on [0, ζ ), i.e., there are a sequence of stopping times 0 = T 0 < T 1 < T 2 < · · · < T n ↑ ζ (w.r.t. the natural filtration of (X t )) such that X t = X T n for all t ∈ [T n , T n+1 ).
It is a semigroup of transition kernels on bF Λ and for any F ∈ bF Λ and any ω ∈ Ω Λ , P t F (ω) is continuous differentiable on R + and
If we suppose moreover that there are constants K 1 , K 2 0 (depending eventually on Λ) such that,
then P ω (ζ = +∞) = 1, ∀ω ∈ Ω Λ , and for any F ∈ bF Λ and any ω ∈ Ω Λ , P t L η Λ F (ω) is finite and continuous on t and
moreover if (P t (ω, ·) t 0 is any semigroup of kernels on bF Λ such that the Kolmogorov equation (3.5) holds for all F ∈ D i (cf. (3.2)) and sup F u 1 P t F u is bounded on any bounded interval t ∈ [0, T ], thenP t = P t ; where i = 1 or 2.
Remarks 3.3. The last uniqueness allows us to say, without ambiguity, that (P t ) is the semigroup of kernels on bF Λ generated by L η Λ . This result satisfies not only our probabilistic desire, but it is also technically crucial in the approximation procedure in the proof of our main results. Notice that this Markov process is constructed for every starting point. It is an easy application of the theory of jumps processes.
Let us also compare (3.5) and (3.7): they are usually known as to be equivalent for strongly continuous semigroup for F in domain of generator. But on the bad space "bF Λ ", (P t ) is not strongly continuous and the domain of its generator has many different definitions. In our case, (3.7) is stronger than (3.5). Moreover (3.7) implies both P ω (ζ = +∞) = P t 1(ω) = 1, ∀ω (the non-explosion) and the last uniqueness, but (3.5) does not.
The linear growth condition (3.6) about the birth rate is adopted from [16] , Proposition 4 where another condition, which is not satisfied here, is imposed too. It is (fortunately) satisfied for a family of important interaction functions such as those verifying (C1) or hard core condition. But we believe that the conservability (for any starting point) should be true under the only stability condition.
Proof.
Step 1. The construction in this step is well known (e.g. [8] ). For any (ω,
(note that b(0) = c(0) = z|Λ| > 0 and then c(ω) > 0 over Ω Λ ). Q is a Markov kernel on (Ω Λ , F Λ ) (Q1(ω) = 1, ∀ω). Let Q ω be the probability measure on Ω N Λ such that its coordinates system (Y n ) is a Markov chain with transition kernel Q and with the starting point Y 0 = ω, Q ω -a.s. and γ be the exponential law of parameter 1 on R + . Consider the product space
whose coordinates system will be denoted by (Y n , γ n ) n 0 . Set
, ∀n 1;
where ∂ is an extra point to Ω Λ . ((X t ), P ω ) constitutes a strong Markov process valued in Ω Λ ∪ {∂}, satisfying (i).
Step 2. Let us now verify (ii), (iii) and (iv). At first (ii) follows from [8] , Theorem 10.24 (though it is stated for conservative pure jumps processes, but the same proof works in the eventual non-conservative case here). For (iii), notice that ∀F ∈ D 1 nonnegative, F ∈ L 1 (c(ω) dν(ω)) and L To control N Λ (X t ), notice that for any F ∈ rF Λ such that Q k (ω, |F |) < +∞, ∀k 1,
is a P ω -martingale for each n. Applying it to F (ω) = N Λ (ω), and noting that by condition (3.6)
for some constant L, we see that
shown previously, we get by Fatou's lemma that for each T > 0,
where it follows the desired non-explosion: P ω (ζ < +∞) = 0. Let us show now which is P ω -integrable by the estimation above. Hence M t is a true martingale in L 2 (P ω ). Now the desired (3.9) follows by the maximal inequality of Doob.
Having (3.9) we can conclude our proof of (3.7) easily. For every F ∈ bF Λ , since
for some constant L by (3.6), then P t |L η Λ F |(ω) < +∞ for all ω. Moreover for each t fixed, since X s = X t , P ω -a.s. for all s sufficiently close to t, we then have for all G ∈ rF Λ satisfying |G| L(N Λ + 1),
by dominated convergence and (3.9). Consequently P t L η Λ F (ω) is continuous on t. Moreover (3.9) implies that the local martingale F (X t ) − F (ω) − t 0 L η Λ F (X s ) ds is a true martingale. Finally taking expectation in this martingale we get
where (3.7) follows.
Step 4. It remains to show the last uniqueness. Notice that ifP t F = P t F for all F ∈ D 1 , then they coincide on bF Λ (sinceP t is assumed to be kernel as P t ). Then it is enough to show that for any F ∈ D 1 , s → P sPt −s F (ω) is continuous on [0, t] and d ds + P sPt −s F (ω) = 0, ∀s ∈ (0, t).
We begin with the following fact: if G ε → G everywhere (as ε → 0) and if |G ε | L(N Λ + 1), then
(3.10)
In fact, for all ε sufficiently small, X s+ε = X s , a.s. and then as ε → 0,
The previous fact gives the continuity of s → P sPt −s F on [0, t]. For any s ∈ (0, t),
The last limit above is P s L η ΛP t −s F by (3.7). For the first limit above, by the assumption, 
which generates a Markov semigroup P 0 t on bF Λ by Proposition 3.2. If F ∈ bF Λ verifies D + x F (ω) 0, dx-a.e. for every ω ∈ Ω Λ , then
In particular for all nonnegative F 1 , . . . , F n ∈ bF Λ such that D + x F k 0 dx-a.e. for every ω ∈ Ω Λ and 0 t 1 < t 2 < · · · < t n , we have
is the Markov process with transition semigroup (P 0 t ) and starting point ω.
Recall that the "free" semigroup P 0 t is symmetric w.r.t. the Poisson measure on Λ with intensity measure e 2Bβ z dx, its spectral gap is 1, and has an explicit expression by means of the chaos decomposition (cf. [21] ).
Since 
Approximation of continuous gas by discrete spin systems
Throughout this section we assume, besides the stability (2.1) and the regularity (2.2), moreover that ϕ : R d → (−∞, +∞] is continuous and is of finite range, i.e., there exists some r > 0 such that ϕ(x) = 0 if |x| > r. 
Construction of the approximating discrete spin systems
Moreover 
where
and
and σ i± (j ) = σ (j) for j = i and σ i+ (i) = 1 and σ i− (i) = 0. In fact we have 
be the Gibbs measure on {0, 1} 2 N associated with the Hamiltonian H N given in (4.2) , where γ N i is the Bernoulli measure such that γ N i (1) = 1 − e −z|A N i | , and C N is the normalizing constant. Then L N is symmetric on L 2 ({0, 1} I N , µ N ) and for all real functions f, g on {0, 1} I N ,
Proof. Part (a) is an immediate consequence of the following simple relations .
(4.7)
By an easy calculus and the fact that
we have (4.5) follows by at first taking the conditional expectation. 2
This space of test-functions D 0 contains D 1 associated with the algebra A generated by N 1 P N , given in Proposition 3.1 (3.2) . Remark that for any F (ω) = f (q N ω) in D N , as q N ω is a function of q N+1 (ω), we have F ∈ D N+1 . Then for any F ∈ D 0 , for all N sufficiently large, there is a unique function f N : Proof. At first notice that
On the other hand, we have by (2.9),
where the last factor is bounded by 2 exp(2BβN Λ (ω) − β inf x∈Λ h η (x)) and tends to zero, because p n ω → ω weakly for all ω, and H 
where σ i,ξ (j ) = σ (j) for j = i and σ i,ξ (i) = ξ , and
According to Ligget [11] , p. 24, introduce the matrix Γ N := (Γ N (i, j )) i,j ∈I N of Ligget, where Γ N (i, i) := 0 and for all i = j (∈ I N )
Under (C1) or (C2) in Theorem 2.1, the last factor above is bounded by e 2Bβ (without (C1) or (C2), the last factor explodes!), then
, and
We now translate Ligget's M-ε theorem ( [11] , Chapter I, Theorem 3.9) into the Theorem 4.3. Let P N t := e t L N . Assume (C1) or (C2) in Theorem 2.1 and ϕ is continuous and of finite range. Then
For any δ > 0, for all N sufficiently large, we have for all f : {0, 1} I N → R,
(4.10) (c) Assume moreover that max i∈I N |A N i | (1 + ε(N)) min i∈I N |A N i | where ε(N) → 0 as N → ∞ (this is possible for e.g. Λ rectangles). Then for any δ > 0, for all N sufficiently large, we have for all f : {0, 1} I N → R,
(4.11)
Recall that ∇ f 1 is the "triple" norm of Ligget.
Proof. Part (a) is exactly [11] , Chapter I, Theorem 3.9(c) since the constant ε given there is 1 for the model here.
For part (b), notice that for any h ∈ l ∞ (I N ) identified as column vector, where M := ze 2Bβ R d |1 − e −βϕ(x) | dx, and D + · F u := sup (x,ω)∈Λ×Ω Λ |D + x F (ω)|.
Step 3. Passage to F = f (ω(B 1 ), . . . , ω(B k )). We can choose the sequence of partitions (P N ) N 1 in Section 4 so that moreover each B i is an union of elements in P N for some N . Then for all n N , B i = j ∈J n i A n j where J n i ⊂ I n = {1, . . . , 2 n }. Let It is easy to see that |D x F n (ω)| |D x F (ω)| and F n → F , everywhere. Now for every (x, ω) ∈ Λ × Ω Λ , we have by step 2 (as F n ∈ D 0 ), 
