ABSTRACT Unsupervised learning-based scene perception has recently become an important research direction. Most unsupervised methods for scene perception tasks (e.g., dense depth recovery and ego-motion estimation) train the convolutional network via minimizing the photometric error of images, achieving very impressive results. Since the supervision signal is weaker than ground truth data, the existing unsupervised methods generally do poorly inaccurate pose estimation and high-resolution depth map generation. To this end, we present an architecture based on the convolutional neural network and the Kalman filter, which is used for unsupervised learning of accurate ego-motion and high-resolution single view depth, with as fewer parameters as possible. Specifically, we first present pose network (P-CNN) with the decoupled (multistream) convolutional network for learning accurate camera pose (translation and rotation vector) to avoid the fault aliasing of multiple camera pose, with a relatively light-weighted network. Then, for the sake of improving the relationship of features between consecutive image pairs, we introduce the Kalman filter into the learning framework to improve the smoothness of the estimated camera pose. Finally, in order to decode a high-resolution depth map with a less uneven and unsmooth area, we adopt a new upsampling module in the encoder-decoder architecture of depth network (D-CNN). The extensive experiments are implemented on the KITTI driving dataset, proving that our method obviously predicts a more accurate camera pose and a clear depth map.
I. INTRODUCTION
Understanding 3D scene geometry from video is a fundamental question in machine perception, known as SLAM [1] and SfM [2] , involving visual odometry (VO) and depth map estimation. These tasks are significant in computer vision research since accurate estimation of depth and camera pose both have many important applications, such as autonomous navigation, augmented reality and so on. Methods for these two tasks can be divided into two streams, geometric methods and learning based methods.
A stream of geometric solutions are proposed [1] , [2] , which achieve impressing results in rich texture scenes,
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no lighting changes and uniform illuminance environments. However, in the absence of such environmental assumptions, the performance of these traditional approaches falls sharply. In recent years, a number of works have cast depth estimation, visual odometry, or optical flow as supervised learning problems [3] - [5] , which generally require a large number of human-labeled data or expensive equipment. It will be unrealistic to collect all these labels to reach human-level accuracy. Recently, another stream of unsupervised algorithms have been presented to learn multitask from consecutive images, training the network by reducing the photometric warp error of target image and projected target image [6] - [10] . While, due to the short of ground truth data, these methods often improve the accuracy by increasing variable parameters or learning models (e.g. RNN) to complicate the network.
These motivate us to find other alternative architecture, loss function and strategy. Following the principle of improving accuracy by using parameters as few as possible, we present our convolutional neural networks and Kalman filter based architecture, which contains two networks, depth estimation network (D-CNN) and pose estimation network (P-CNN).
1) For depth estimation network D-CNN, we firstly find that the deconvolution layer easily leads to the depth unsmooth and uneven. Therefore, we change the deconvolution operation with nearest neighbor sampling and followed by a convolution layer, which causes no increase of parameter but evident improvement of accuracy. Most notable of all, this change makes the network converge faster and better obviously. Then, we also add the convolution layer after the skip-connection (bilinear upsampling), to further improve the resolution of depth map.
2) For pose estimation network P-CNN, to avoid the fault feature aliasing of different camera poses, we divide the features of the last two layers into four streams to decouple the P-CNN with less network parameters. Finally, we propose to incorporate Kalman filter to unsupervised learning system with no increase for network parameter, in order to enhance the smoothness of features of multiple consecutive frame pairs to improve the accuracy of camera pose estimation.
The rest of this paper is organized as follows. Section II introduces the related works. Section III describes the losses and architecture, which are used to facilitate the unsupervised training of our system. Section IV presents experimental results. Finally, conclusion is drawn in Section V.
II. RELATED WORK
Early deep learning based works on the camera pose and depth map estimation are reviewed in this section, discussing various algorithms and their differences from others. There are mainly two types of adopted algorithms: unsupervised learning based and supervised learning based methods. Then, we introduce the application for combining the learning systems and Kalman filter.
A. MODEL FOR DEPTH ESTIMATION 1) SUPERVISED LEARNING BASED METHODS
Eigen et al. [4] firstly present an architecture for estimating depth with a multi-scale convolutional neural network, which adopts an encoder-decoder architecture for depth estimation. Further, they change AlexNet with VGG and increase the number of multi-scale [11] . Liu et al. [12] view depth prediction as a supervised learning problem, training a CNN to minimize a loss based on the log RMS between the prediction and ground truth depth. Kendell et al. [13] introduce an explicit feature matching step as a layer in the network to create the cost-volume matching two images and predict disparity from a stereo pair. In order to get highresolution depth map, Laina et al. [14] propose a fully convolutional architecture to get a pixel-to-pixel depth map.
They also introduce a newly designed upsampling modules, while that requires a lot of parameters. Kundu et al. [15] investigate adversarial learning for the task, and they apply it into a context of domain adaptation in a single-track network, using a semi-supervised setting with an extra synthetic dataset.
2) UNSUPERVISED LEARNING BASED METHODS
In order to reduce the dependencies on expensive equipment (e.g. LIDAR) for measuring ground truth depth, some works use stereo image pairs to train network by using a photometric warp loss instead of ground truth depth. Firstly, Garg et al. [16] use stereo image pairs and train a convolutional neural network to estimate the depth, which minimizes the photometric loss between the true right image and one synthesized right's image. Godard et al. [6] improve the accuracy of depth estimation by presenting a left-right consistency constraint and a combination of L 1 norm and SSIM criterion for evaluating the similarity of two images.
All of these works build encoder-decoder networks based on VGG or ResNet [6] , [7] , [17] , [18] , with the deconvolution as an upsampling model. However, as mentioned in [19] , deconvolution can easily cause ''uneven overlap'', which multiplies together on the two axes, creating a characteristic checkerboard-like pattern, especially when the kernel size cannot be divisible by the stride. For encoder-decoder architecture in depth estimation, checkerboard-like pattern deteriorates the prediction seriously. Zhan et al. [10] try to adopt bilinear upsampler to replace the deconvolution, for improving the accuracy of depth estimation. However, bilinear upsampler easily lead to blurred edge. Therefore, in this paper, we try to adopt the combination of nearest neighbor sampling and convolution to decrease the blurred edge and checkerboard-like pattern for generating higherresolution depth map.
B. MODEL FOR CAMERA POSE ESTIMATION 1) SUPERVISED LEARNING BASED METHODS
In supervised learning based methods, task for predicting camera pose is a 6-DoF or 7-DoF variable logistic regression problem. Reference [20] presents a CNN based frameto-frame pose estimation system with dense optical flow as input. Instead of using hand crafted features as inputs, Melekhov et al. [21] firstly propose an end-to-end supervised learning system for estimating camera pose with raw images as input. Then, Ummenhofer et al. [22] introduce the multitask learning framework ''DeMoN'', for estimating the camera's ego-motion, pixel-wise depth, surface normal and optical flow. However, above works cannot detect the interactions of consecutive camera pose. Wang et al. [17] then present a Recurrent Convolutional Neural Network (RCNN) based VO method resulting in a competitive performance against model-based VO methods. In a summary, these systems are all supervised learning, ignoring the inner geometry relationship between multiple tasks. VOLUME 7, 2019 2) UNSUPERVISED LEARNING BASED METHODS Most notably, Zhou et al. [7] firstly present two encoderdecoder unsupervised learning architectures, separately using for camera pose and depth estimation, which are trained jointly with photometric loss instead of ground truth depth or camera pose. Then, Yin and Shi [8] present a cascaded architecture, which consists of two stages, used to solve the rigid optical flow and object motion. Whereas, both the two architectures adopt monocular video to train, so they cannot recover the scale. Recently, [10] introduces a feature reconstruction loss and an alternative for deconvolution to improve the accuracy of depth estimation. Although these learning based methods achieve impressive results, the estimated pose by using this strategy already falls behind those that based on traditional geometric methods, especially rotation vector. In this paper, in order to increase the accuracy, we propose to divide the pose network to four streams to avoid fault feature aliasing, followed by Kalman filter to increase the smoothness of multiple camera poses over time step.
C. KALMAN FILTER BASED METHODS
Kalman Filter (KF) is one of the most popular classes of state estimators for autonomous vehicles and robots. Methods that integrate supervised learning and KF models for temporal regularization can be divided into two main streams of work: those learning KF model parameters only and those actively training the networks during filtering.
Abbeel et al. [23] learn noise covariance matrices of KF model, trying to replace manual fine-tuning of noise parameters in robotic navigation tasks. While, this algorithm is only valid for noisy but time-invariant systems. As opposed to our dynamic model, a change in measurement noise, which takes care of the speed of camera. Krishnan et al. [24] focus on learning the underlying state transition function that controls the dynamics of a hidden process state. However, these methods can only be used in supervised method, needing plenty of ground truth data for a long time step. Instead, we train neural network with unsupervised scheme, no needing ground truth data, jointly learning to propagate the state and smooth multiple poses over time steps.
III. LEARNING FRAMEWORK AND METHOD
Our learning system consists of two networks pose network (P-CNN) and depth network (D-CNN), separately for estimating monocular camera pose and single view depth. The two networks are trained with stereo images for selfsupervision instead of ground truth data. Next, we will introduce the learning framework, system model and loss function in turn.
A. LEARNING FRAMEWORK
In order to learn a representation that encodes the longterm motion and depth map dependencies in videos, we cast the learning framework as a sequence-to-sequence problem. We propose to use a Kalman filter based convolutional neural network to effectively learn camera pose and an encoderdecoder architecture with newly designed upsampling model for depth map. Figure 1 presents an overview of our learning framework, which can be divided into predicting and smoothing steps. During training, P-CNN extracts a lowdimensionality feature from the left input sequences for predicting the pose transformation parameters. Then, we input the target image to D-CNN to get the depth map. After getting results of N time steps, the Kalman filter is adopted to smooth the estimated pose parameter further. Finally, with the smoothed pose and computed depth, we can define a combination loss in temporal and spatial direction. During testing, we only implement predicting step for fair comparison.
As shown in Figure 1 , given a left sequence of images <I t−1,l ,I t,l ,I t+1,l >, with a right image <I t,r > as auxiliary supervision information, our objective is to predict the camera pose for image sequences <I t−1,l ,I t,l ,I t+1,l > as : <Pose t,t−1 ,Pose t,t+1 >, and depth map for <I t,l > as : <D t,l >. In order to facilitate the smoothness of the camera pose, during the training, we take image sequences over N temporal steps, for left image sequences being : <I t−1,l ,I t,l ,I t+1,l >,. . .,<I t−1+N ,l ,I t+N ,l ,I t+1+N ,l >, and right images being : <I t,r , . . . , I t+N ,r > as inputs to jointly optimize the network over time steps. After getting results of N time steps, the Kalman filter is adopted to further smooth the estimated pose parameter. Finally, with the smoothed pose and computed depth, we can define a combination loss in temporal and spatial direction to train.
B. SYSTEM MODEL 1) DEPTH NETWORK (D-CNN)
When we want to get a pixel-to-pixel image prediction, the common approach is to encode them to get high-level descriptions from high resolution to low resolution, and then decode the high-level descriptions from low resolution to high resolution. During the decoding process, deconvolution is generally as an operation to get a higher resolution output. While, deconvolution can easily lead to ''uneven overlap'', which overlaps on the two axes and multiplies together, creating a characteristic checkerboard-like pattern of varying magnitudes, especially when kernel size cannot be divided by the stride. As shown in Figure 2 , when the stride is two and kernel size is three, obviously, deconvolution can create lower-frequency artifacts, which makes the output features unsmooth and uneven.
In depth prediction, this kind of checkboard pattern affects the resolution of depth map seriously, because we generally define a smoothness loss to promote the smoothness of depth map. While, as mentioned before, the deconvolution can easily lead to the generated image unsmooth, which is defined as checkboard pattern, which breaks the predetermined constraint obviously. Inspired by this, we improve the architecture of DispNet architecture [25] , which is a single-view depth estimation network, adopted by Zhou et al. [7] . In the decoder part of DispNet [25] architecture, they use deconvolution as the upsampling model. Instead, as shown in Figure 3 , we try to use the combination of nearest neighbor sampling and convolution with stride 1 and kernel 3 × 3 to solve this problem. Further, in the skip-connection architecture, we also add the same convolution layer after the bilinear upsampling operation, in order to smooth the depth map and generate higher resolution depth map.
2) POSE NETWORK (P-CNN)
As P-CNN shown in Figure 4 , on the basis of pose network in [7] , we put the source (e.g. <I t−1 ,I t+1 >) and target images I t into the P-CNN, to get the relative camera poses <Pose t,t−1 ,Pose t,t+1 >. While, if we encode the features with only one stream of convolution kernels, it is easy to cause the fault feature aliasing. Inspired by this, we divide the convolution kernels to two streams to avoid confusion of features from different streams. Then, in order to improve the accuracy by decoupled the estimated translation and rotation vector, we further divide every stream of convolution kernels to two streams, which are circled by the dotted red lines in Figure 4 .
3) STATE ESTIMATION MODEL
We assume that the consecutive N time-step camera pose have a constant acceleration. The observation and measurement disturbance noise are Gaussian noise. Then, we can define Kalman filter (KF) model as follows. Specifically, if we represent our state as x t , our measurement as Pose t , then we define the model:
where we define state
, which is the estimated 6-Dof pose parameter. Then, we can define the A, H , R as :
where T is the sample period, and γ is a constant parameter to define measurement noise variance. Because the weight in Q should be selected larger when the relative motion is fast and selected smaller when the relative motion is slow, so we define the Q according to the real-time observation, defined as:
Then, we can optimize state through an iterative feedback loop with two steps: the prediction and update step. In the prediction step, the mean and covariance of current state can be computed as follows:
During the update step, the optimal Kalman gain K t is:
And use this along with observed measurementPose t to estimate the state x t and covarianceP t :
C. LOSS FUNCTION
In order to recover the scale when training, we combine the consistency constraints in temporal and spatial directions.
Here we firstly define the loss function without Kalman filter, and then combine the Kalman filter to define our final loss function.
1) SPATIAL CONSISTENCY
In overlapped area of binocular images, the disparity constraints every pair of image. In another word, every 2D point in one image could only find one correspondence point in another image at a disparity distance. That principle can be applied to disparity map also. That is to say: if we assume that there is a pair of pixels, then the distance in these two maps is the disparity, as shown in Figure 5 . Where I l , I r are the source left and right images, and the D l p is defined as in the Figure 5 
a: SPATIAL APPEARANCE LOSS
Suppose that P l (x l , y l ) and P r (x r , y r ) represent a pair of pixels in the left and right image. As is shown in Figure 5(b) , we define the disparity d p as follows:
With D-CNN, we can estimate a disparity map D p to define the constraints between each pair of images. With the predicted D p map, we could warp one image from another through ''spatial transformer network'' [26] . Then we use a combination of an L 1 norm and SSIM [27] term to define the spatial appearance loss as follows:
In which I l , I r are the warped left and right images respectively, L l1 is the L 1 norm function. Here, we use a simplified SSIM with a 3 × 3 block filter instead of a Gaussian, and set α = 0.85.
b: SPATIAL DISPARITY CONSISTENCY LOSS
This constrain is similar to the definition above. The only difference is that this loss defines the similarity of disparity map with L 1 norm function, defined as:
In which, 
2) TEMPORAL CONSISTENCY
As is shown in Figure 6 , we compute the temporal consistency loss from two consecutive monocular images in temporal direction. In order to estimate 6-DoF transformation, the projective photometric error is employed as the loss to minimize. According to the disparity map D p , we can define the depth map D dep as:
In which, B is the baseline of the stereo camera, and f is the focal length.
Assume I t , I t+1 are respectively the tth and (t + 1)th image frame, and p t (u t , v t ), p t+1 (u t+1 , v t+1 ) are the same point respectively in I t and I t+1 . Then, we can transform point p t to p t+1 through: where K is the camera intrinsic matrix, D dep is the depth value of the pixel in the tth frame, T t,t+1 is the camera coordinate transformation matrix from the tth frame to the (t + 1)th frame, computed with estimated poses and ''spatial transformer'' [26] . Then we can warp I t from I t+1 as I t+1 t
. Similarly, We can warp I t from I t−1 . Finally, the photometric losses between the temporal image sequences are:
, I t ) (21)
3) SMOOTHNESS LOSS
As we all know, the depth map discontinuity occurs where the source image is discontinuous. Motivated of this, we encourage disparities to be locally smooth with an L 1 penalty on the disparity gradients ∂d. Therefore, according to [9] , we weight this cost with an edge-aware term using the image gradients ∂I : 
4) MASKS FOR UNEXPLAINABLE PIXELS
As shown in Figure 7 , artifact frequently appears in the depth estimation with stereo image, i.e. in Godard et al. [6] , and they need post-processing to eliminate that, but this operation is time consuming. To this end, we merge the postprocessing procedure into training process, defining a mask map to weight view synthesis loss in two directions. Then we can define the final left-right consistency loss as follows:
where M l , M r represents the masks for source image and disparity map, in which the left is defined as follows:
j ≥ α 4 * width 10 * (α 4 − j) others (27) In which i, j are the pixel coordinates, and 0 ≤ α 1 , α 2 , α 3 , α 4 ≤ 1 are the coefficient to define the width of artifacts in depth map, and width is width of depth map size at four output scales respectively. Now, we could define the loss function at four output scales:
where w s is the weight to balance different scales.
5) COMBINATION LOSS WITH KALMAN FILTER
In preliminary design phase, we adopt the pose after Kalman filter as the final estimated pose to compute loss function over time steps, but in this case we found that the P-CNN module would be very slowly to converge. Because of this, we add a term to our loss to enhance gradient flow to the P-CNN block without smoothing of Kalman filter, resulting in the loss:
where Pose, Pose_smooth are respectively the estimated pose before and after the Kalman filter , and the w pose is the weight to balance the losses defined by Pose, Pose_smooth.
IV. EXPERIMENT
Here we firstly introduce some training details. Then we will show results in single view depth, and camera pose estimation tasks respectively, compared with prior approaches. The results prove that our depth estimation outperforms several state of the art (SOTA) supervised learning and unsupervised learning based methods. And the camera pose estimation results outperform several SOTA deep learning based methods even classical method with traditional algorithms in some metric.
A. IMPLEMENTATION DETAILS
We train the system by using TensorFlow [28] framework.
All the experiments are employed to train for about 40 epochs, optimized by Adam [29] with parameter β 1 = 0.9, β 2 = 0.99 and mini-batch size 4. In addition, we implement the batch normalization [30] in D-CNN. KITTI dataset [31] is used to evaluate our proposed framework, compared with plenty of classical methods and SOTA frameworks in unsupervised even supervised learning. The KITTI dataset includes a full suite of data sources such as stereo video, sparse 3D point clouds from LIDAR, and the vehicle trajectory, containing 61 scenes, with 42,382 rectified stereo pairs. Every image has a typical size 1242 × 375. During training, we resize the image sequences to a resolution of 128 × 416. We follow [11] to use two different splits of the KITTI dataset for separately evaluating estimated single view depth and [31] for camera pose.
B. DEPTH EVALUATION
The results are compared with the classical supervised training based network, i.e. Kendall and Cipolla et al. [3] , Liu et al. [12] , AdaDepth [15] , Kuznietsov et al. [32] and Xu et al. [33] , and the ones with the unsupervised setting i.e. Zhou et al. [7] , Garg et al. [16] , Li et al. [18] , Godard et al. [6] and AdaDepth [15] . In Figure 8 , we compare sample depth estimates computed by our trained model to other unsupervised and supervised learning methods. The metrics are computed over the Eigen [11] test set. ''Sup.'' is the supervision signal, and 'sc' means the convolution operation followed bilinear sampling (skip-connection operation). 'nc' represents to replace the deconvolution with the nearest neighbor sample and convolution operation. As Figure 8 and Table 1 shown, our proposed method achieves significant improvements with produced scale. When trained on the KITTI dataset, our model reduces the mean absolute relative depth prediction error (in meters) from 0.208 [7] (without scale) to 0.154. Furthermore, we can observe that our prediction is more robust for the illumination unbalance. For example, the tree trunk, traffic light and the guard fence of road are in high resolution, more accurate and robust. Most notably, Figure 9 shows the mean relative error over training step, which proves that the D-CNN converge faster and better. But Table 1 shows that our methods performs not as good as [6] . This could be caused by two reasons. First, [6] adopts higher resolution as input than us. Second, our method with the temporal image sequence loss could introduce some outliers, e.g. moving objects.
C. CAMERA POSE EVALUATION
We evaluate the network without the frames (First 9 and 30 respectively) from the sequences (09 and 10), because ORB-SLAM fails to bootstrap with reliable camera poses due to lack of good features and large rotations. We adopt the standard evaluation method provided by KITTI dataset, using possible sub-sequences of length (100-800) meters and reporting the average translational and rotational errors for the testing sequence 09 and 10 in Table 2 . The results are compared with the classical training based network of Zhou et al. [7] , Zhan et al. [10] , and a popular SLAM system ORB SLAM [1] (short and full), which leverages sequences for loop closure and local bundle adjustment. As monocular ORB-SLAM [1] and Zhou et al. [7] (trained with monocular images) suffer from scale ambiguity for the whole sequence, we adjust the trajectory of ORB-SLAM [1] and Zhou et al. [7] with ground truth. Instead, we use stereo image sequences to train, no needing any ground truth to recover the scale. It is important that this evaluation protocol is highly disadvantageous to our applied method, because no scope for correcting the drift or translation scale is allowed in our method. As we can see in Table 2 , our learning based method for camera pose outperforms monocular learning method [7] , and stereo learning method [10] .
The core idea of our method is to detect robust features for pose estimation system over time and space and decouple framework for translation and rotation estimation. As is shown in Table 2 , deep learning based methods don't leverage whole sequences for loop closure, so the rotation error is relatively large than traditional method. After we decouple the pose estimation network, the rotation vector estimation accuracy improved obviously. Besides, after we add the Kalman filter, the accuracy of translation and rotation vectors are further improved.
V. CONCLUSIONS
In this paper, we propose an unsupervised learning method for accurate ego-motion and higher-resolution depth estimation, trained with stereo images and tested with monocular images. Following the principle of using as less parameters as possible, we present our model D-CNN and P-CNN. For D-CNN, in order to solve the depth unsmooth and uneven caused by deconvolution layer, we firstly change the deconvolution operation with nearest neighbor sample and followed by a convolution layer, which causes no increase of parameter but evident improvement of accuracy and cause the network converge faster. Then, to further improve the resolution of depth map, we further add the convolution layer after the skipconnection (bilinear upsampling). For P-CNN, we divide the last layers into four streams to prevent the feature aliasing of different image pairs and further improve the accuracy of translation and rotation error. Finally, we firstly incorporate Kalman filter to unsupervised pose estimation system, and adopt the smoothed camera pose to define the final loss function, for the sake of enhancing the features smoothness of consecutive image pairs over time step. The extensive experiment results prove that our strategy is effective. Besides, unsupervised learning based geometry perception methods for multi-tasks have the potential to improve their performance with the increasing size of training datasets. In future work, we will investigate how to get more detail information from image to get more meaningful features and accurate estimation.
