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In this paper we present a general framework for the comparison of intervals when
preference relations have to established. The use of intervals in order to take into account
imprecision and vagueness in handling preferences is well known in the literature, but
a general theory on how such models behave is lacking. In the paper we generalize the
concept of interval (allowing the presence of more than two points). We then introduce
the structure of the framework based on the concept of relative position and component
set. We provide an exhaustive study of 2-point and 3-point intervals comparison and show
the way to generalize such results to n-point intervals.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Dealing with preferences is an important issue in many ﬁelds including Computer Science and Artiﬁcial Intelligence (see
[9,11,18]). In general, preferences are represented by binary relations deﬁned on a set A (ﬁnite or inﬁnite) of alternatives to
be compared or evaluated. The classical theory of preference modeling considers two relations, strict preference P and indif-
ference I (for a more general presentation on preference modeling see [28,31]). Such a representation admits the existence
of a complete preference structure, i.e. the decision maker is supposed to be able to compare any pair of alternatives (for
all objects a and b in A, aPb or bPa or aIb holds). Other types of preference structures have been studied in the literature,
either partial ones [15,16,41] and/or admitting more relations [10,30,33,45,40,42,43].
In this paper we focus on complete preference structures deﬁned on a ﬁnite set A admitting two binary relations P
and I . P is assumed to be an asymmetric relation and I is deﬁned as the symmetric complement of P . The union of P
and I is denoted by R (by construction R is complete and reﬂexive and the relation P ∩ I is empty) and the aﬃrmation
aRb holds if and only if “a is at least as good as b”. Among others, completeness is a crucial property in order to obtain
a numerical representation of the preference structure. In fact, exploiting preferences requires naturally a model and a
majority of existing models are quantitative ones, the quantiﬁcation of preferences rendering easier the search for optimal
or near-optimal decisions. In this perspective, a number of contributions in decision theory are based on the representational
theory of measurement, formalized by Scott and Suppes [35] and presented in details in the three-volume set by Krantz
et al. [20], Suppes et al. [38] and Luce et al. [22]. Generally speaking representation theorems constitute a crucial aspect
in handling preferences. Consider a recommender system trying to understand the preference structure of a user through
a number of preferential statements. If the user claims that a is indifferent to b and this indifferent to c, but a is better
than c, then we know that we need to use a numerical representation using intervals instead of single numbers in order
to handle such preferences. On the other hand consider an agent who is trying to compare objects whose values (on some
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M. Öztürk et al. / Artiﬁcial Intelligence 175 (2011) 1194–1222 1195attribute) are expressed imprecisely: a is between 10 and 12, b is between 11 and 14, c is between 13 and 15. How do
we compare such objects? There are preference structures (in this case interval orders) that allow to establish a preference
among a, b and c.
Linear orders and weak orders are well known complete structures. A linear order consists of an arrangement of objects
from the best one to the worst one without any ex aequo while a weak order deﬁnes the indifference relation as an equiv-
alence relation (reﬂexive, symmetric and transitive). A weak order is indeed a total order of the equivalence (indifference)
classes of A. Such preference structures have a limited representation capacity. In particular, a well known problem with
linear orders or weak orders is that the associated indifference relation is necessarily transitive and such a property may be
violated in the presence of thresholds as in the famous example given by Luce [21] on a cup of coffee. Different structures
have been introduced for handling such cases. Indeed, in contrast to the strict preference relation, the indifference relation
induced by such structures is not necessarily transitive. Semiorders may form the simplest class of such structures and they
appear as a special case of interval orders. The axiomatic analysis of what we now call interval orders has been given by
Wiener [47], then the term “semiorders” has been introduced by Luce [21] and many results about their representations
are available in the literature (for more details see [16,29]). Fishburn [17] has distinguished nine non-equivalent ordered
sets deﬁned as a generalization of semiorders (using preference structures allowing only strict preference and indifference).
These are interval orders, split semiorders, split interval orders, tolerance orders, bitolerance orders, unit tolerance orders,
bisemiorders, semitransitive orders and subsemitransitive orders.
The use of simple numbers appears insuﬃcient for the representation of ordered sets having a non-transitive indifference
relation. For instance, the numerical representation of an interval order makes use of intervals in a way that each alternative
is represented by an interval (with a uniform length in the case of semiorders) and is said preferred to another alternative
if and only if its associated interval is completely to the right of the other’s interval. It is known that a majority of the
structures belonging to the classiﬁcation given by Fishburn [17] has a numerical representation using intervals, possibly
with additional interior points.
However, the literature lacks a systematic study of such structures. Indeed as soon as we allow to compare “intervals”
we can accept several different ways to do so. Just consider the case of the well known model of interval order where strict
preference corresponds to the case where an interval is “completely to the right” (in the sense of the reals) of the other one.
We could also consider as strict preference the case where an interval is just to the right of the other one despite having a
non-empty intersection. This idea has led to the study of structures such as tolerance order and bitolerance order [7,17]. In a
tolerance order for instance, a single point inside the interval determines a tolerance threshold: an object a is preferred to
an object b if the interval (with one interior point) associated with it either lies completely to the right of the interval (with
one interior point) representing b or the left endpoint of a lies between the interior point and the right endpoint of the b
interval. So, strict preference tolerates some overlap of the intervals, in contrast with the original interval order. A similar
idea, using two interior points instead of one, is implemented in bitolerance orders.
Obviously the number of possibilities for deﬁning intuitively interesting preference structures increases dramatically with
the number of “intermediate points” within an interval so that we need a general framework within which studying them.
In this paper we propose such a general framework for the study of preference structures to be used when we compare
intervals with distinguished intermediate points. Our objective is to propose a systematic analysis of such structures and
their numerical representations. We generalize the concept of interval allowing, besides the two extreme points of an
interval, the existence of a certain number of intermediate points. We call such intervals n-point intervals. The rules for
comparing these intervals are supposed to satisfy some intuitive hypotheses that we deﬁne at the beginning of our study.
Besides pursuing the study of the comparison of intervals and their extensions in the spirit of the research initiated in
the theory of ordered sets and that of relational preference models, our models may also allow for an interpretation related
to the comparison of fuzzy numbers in two different ways:
• How to use preference relations of our framework in order to compare fuzzy numbers (or fuzzy intervals)?
• Are there some links between preference relations analyzed in our framework and some fuzzy interval comparison
indices proposed in the literature?
The following section is devoted to the ﬁrst question. The results concerning the second one are presented after the
sections related to 2-point and 3-point intervals; two special types of n-point intervals on which we make a special focus
on this article. In fact 2-point intervals correspond to a special case of fuzzy intervals, generally called “crisp intervals”
(the degree of membership of all the points of the interval is 1). Most comparison indices introduced in the literature are
based on the form of the membership functions and on measures of surfaces between these functions and the horizontal
axis. Hence they are much dependent on the precise membership value assigned to each point in the support of the fuzzy
interval. In contrast, our rules for comparing n-point intervals are completely ordinal and provide only crisp comparisons.
For that reason we decided to focus our attention on comparison indices of ordinal type. Section 6.2 is devoted to this
analysis and follows the section where we present our results on 2-point intervals. At the end of the section devoted to
3-point intervals, we also comment on the relationship between our rules and ordinal comparisons of fuzzy numbers (see
Section 7.6).
The rest of the paper is organized as follows: Section 3 introduces basic notions, Section 4 presents hypotheses on the
comparison rules and numerical representations that we can create in our framework. Section 5 shows some general results
1196 M. Öztürk et al. / Artiﬁcial Intelligence 175 (2011) 1194–1222Fig. 1. Fuzzy interval x with membership function taking three different values (α1,α2,α3) and its associated 6-point interval.
Fig. 2. Fuzzy number x with continuous membership function, three of its α-cuts (α1,α2,α3) and its associated 6-point interval.
Fig. 3. Fuzzy interval x with continuous membership function, three of its α-cuts for (α1 = 0, α2 and α3 = 1); its associated 6-point interval.
related to our study. Section 6 makes an exhaustive study of 2-point intervals, while Section 7 does the same for 3-point
intervals. Section 8 concludes the paper.
2. Relationship with the comparison of special fuzzy intervals
Let us recall that a fuzzy interval is a convex fuzzy set of the real line with a normalized membership function. A fuzzy
number is a special case of a fuzzy interval where there is a unique point having 1 as a degree of membership (which is
thus the kernel of the fuzzy number).
In this section, we are interested in a special type of fuzzy intervals for which the membership function is valued in
a ﬁnite ordered set, which we may assume w.l.o.g. to be a ﬁnite subset of the [0,1] interval. We may also assume that
the smallest (resp. the largest) of these ordinal degrees of membership is 0 (resp. 1) but this is not essential and we shall
not always assume this. An example of such a fuzzy interval is shown in Fig. 1, with a membership function having three
possible degree values; degree α1 may be interpreted as 0 and degree α3 as 1.
One can alternatively consider such ordinal fuzzy intervals as a family of α-cuts of ordinary (i.e. with continuous
membership function) fuzzy numbers or intervals; the family of cuts correspond to a ﬁnite number of different values
of threshold α (three values in the example of Fig. 1). Fig. 2 shows an example of a fuzzy number having the α-cuts illus-
trated in Fig. 1. Fig. 3 shows a fuzzy interval having the same α-cuts, while α1 (resp. α3) is interpreted as being 0 (resp. 1).
The cut corresponding to α0 = 0 is the closure of the strict 0-cut (deﬁning the support of the fuzzy interval).
If we assume methods of comparison of such fuzzy numbers that only take into account the relative positions of the
endpoints of the intervals corresponding to all selected cuts, then the problem exactly amounts to the comparison of n-point
intervals. This is illustrated in Fig. 4, for the case of membership functions taking only two non-zero values.1
Number n, if even, is equal to twice the number of different (non-zero) values taken by the membership function (or
the number of different cuts considered); for odd values of n, n-point intervals correspond to fuzzy numbers, in which the
interval associated with the maximal membership value is reduced to a single point. In the case of fuzzy numbers, 3-point
intervals may be used in order to represent the two endpoints of the support and the kernel of the fuzzy number. Rules for
comparing 3-point intervals can especially be used for comparing these cuts of fuzzy numbers, as we shall see in Section 7.
1 Note that we do not only take into account overlaps of α-cuts intervals for the same value of α while comparing two fuzzy numbers; the position of
the endpoints of an α-cut of one number with respect to another α-cut (for a different value of α) of the other also matters.
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Fig. 5. n-point interval representation.
Fig. 6. Relative position of x and y.
This will generate ﬁfteen different rules for the comparison of (cuts of) triangular fuzzy numbers. The properties of such
comparison rules are also explained in Section 7.
Our whole study is written in terms of n-point intervals. The results obtained can be translated in a straightforward way
in terms of fuzzy intervals (or numbers) having discrete-valued membership functions.
3. Relative positions
Consider a ﬁnite set of alternatives A where each alternative x of A is associated an n-tuple of points of the real line
R; these n points are distinct and ranked in increasing order w.r.t. the natural order on the reals. Such a representation can
also be seen as an interval with n − 2 interior points. Therefore we call these objects “n-point intervals”. If not otherwise
mentioned, we use the same notation, typically x or y, for designating an alternative or its associated interval. An n-point
interval x is speciﬁed by a vector of n elements: 〈 f1(x), . . . , fn(x)〉, with f i(x) < f i+1(x), for all x in A and i in {1, . . . ,n−1}.
Note that numbers f i(x) are not necessarily equally spaced. Fig. 5 shows the graphical representation of an n-point interval.
Since our interest focuses on the possible preference structures arising from the comparison of n-point intervals, the
position of one interval with respect to another is especially important. In case two n-point intervals x and y have no point
in common, their relative position can be described by a total order on 2n points (n points for x+ n points for y) as in the
following example.
Example 1. Let x and y be two 3-point intervals such that x = 〈 f1(x), f2(x), f3(x)〉, y = 〈 f1(y), f2(y), f3(y)〉 with their
relative position represented schematically in Fig. 6. The relative position of x and y is described by the total order: f1(y) <
f2(y) < f1(x) < f3(y) < f2(x) < f3(x).
A convenient manner of representing the relative position of two n-point intervals is obtained using the n-tuple of
numbers ϕ(x, y) deﬁned below.
Deﬁnition 1 (Relative position). The relative position ϕ(x, y) is an n-tuple (ϕ1(x, y), . . . , ϕi(x, y), . . . ,ϕn(x, y)) where ϕi(x, y)
encodes the number of values of index j such that f i(x) f j(y).
Intuitively, ϕ(x, y) can be seen as representing to what extent the relative position of x and y is close to the case of two
disjoint intervals. Indeed, in case ϕ(x, y) is the null vector, x lies entirely to the right of y: no point of y is to the right
of any point of x. The latter case is of particular interest as will become clear by the end of this section. Number ϕi(x, y)
represents the number of points of interval y that f i(x) must become greater than in order to reach the disjoint case.
For instance, the relative positions of the n-point intervals shown in Fig. 6, are:
ϕ(x, y) = (1,0,0), ϕ(y, x) = (3,3,2). (1)
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Number of relative positions depending on n.
n = 2 3 4 n
Relative positions 6 20 70 (2n)!
(n!)2
Clearly, if we assume that x and y have no points in common (i.e. f i(x) = f j(y) for all i, j), giving either ϕ(x, y) or ϕ(x, y)
allows us to reconstruct the weak order on the 2n points representing x and y. Having ϕ(x, y) = (1,0,0) means that only
f1(x) lies to the left of some point representing y, the other two points of x being greater than all the points representing y.
It is readily seen that any vector ϕ(x, y) = (ϕ1(x, y), . . . ,ϕi(x, y), . . . , ϕn(x, y)) with 0  ϕi(x, y)  n and ϕi(x, y) 
ϕi+1(x, y) corresponds to the relative position of feasible n-point intervals on the real line. Indeed we have that: for all
i = 1, . . . ,n,⎧⎨
⎩
f i(x) f1(y) if ϕi(x, y) = n,
fn(y) < f i(x) if ϕi(x, y) = 0,
fn−ϕi(x,y)(y) < f i(x) fn+1−ϕi(x,y)(y) otherwise.
(2)
These simple remarks allow us to derive the following result, which we state without further proof. In this result we limit
ourselves to the case where the compared n-point intervals have no point in common.
Proposition 1. For any vector ϕ(x, y) = (ϕ1(x, y), . . . ,ϕi(x, y), . . . , ϕn(x, y)) with 0  ϕi(x, y)  n for all i = 1, . . . ,n and
ϕi(x, y)  ϕi+1(x, y) for all i = 1, . . . ,n − 1, there is a pair x, y of n-point intervals of the real line, with no points in common,
such that the order on the 2n points representing x and y is uniquely determined. These two sets of n points are unique up to an
increasing transformation of the real line.
Given the relative position ϕ(x, y) of x with respect to y, the relative position ϕ(y, x) of y with respect to x can be
easily computed.
Proposition 2. Let ϕ(x, y) be the relative position of the n-point interval x with respect to the n-point interval y, then, for all i =
1, . . . ,n,{
ϕi(y, x) = n + 1−
∣∣{ j,ϕ j(x, y) (n + 1− i)}∣∣ if ∃k, f i(y) = fk(x),
ϕi(y, x) = n −
∣∣{ j,ϕ j(x, y) (n + 1− i)}∣∣ otherwise. (3)
Proof. We start with the proof of the second case. Using Deﬁnition 1, we have ∀i, ϕi(y, x) = |{ j, f j(x)  f i(y)}|, hence
∀i, ϕi(y, x) = n − |{ j, f j(x) < f i(y)}|. On the other hand, f j(x) < f i(y) ⇐⇒ (n + 1− ϕ j(x, y)) i (inequality (2)). Replacing
f j(x) < f i(y) by (n+1− i) ϕ j(x, y) in the above expression of ϕi(y, x) we get ∀i,ϕi(y, x) = n−|{ j,ϕ j(x, y) (n+1− i)}|.
In case f i(y) coincides with some point of the n-point interval x, we have to add 1 to the previously computed value of
ϕi(y, x). 
The reader can check formula (3) against Example 1 (see Eq. (1)).
The number of possible relative positions of n-point intervals grows with n as stated in the next proposition.
Proposition 3. Let x and y be two n-point intervals. The number m of possible relative positions ϕ(x, y) is equal to
(2n
n
)
.
Proof. Number m is the number of linear arrangements of 2n distinct points of the real line, n of which belonging to x and
the other n to y, hence the formula. 
Remark 1. Number m is also the number of non-decreasing functions from {1, . . . ,n} to {0, . . . ,n}. This sequence of integers,
indexed by n, is known as the sequence of of central binomial coeﬃcients A000984 [36].
For instance, the six relative positions of 2-point intervals can be described as follows: interval x completely lies to the
right of interval y; intervals x and y have non-empty intersection, without one being included in the other and x lying to
the right of y; interval x is included in interval y; and the symmetric cases of these three situations (see Fig. 11).
Table 1 shows the number of possible relative positions depending on number n, for n = 2,3,4.
When alternatives are represented by n-point intervals of the real line, it is natural to assume that some relative positions
of two intervals are more representative of a clear preference than others (from a cognitive and/or intuitive point of view).
For instance, in the case of two disjoint intervals, it is more likely that we acknowledge a strict preference than in a case
where one interval is included in the other. If the orientation of the real axis, say from left to right, is related to growing
preference, we will be all the more ready to say that x is preferred to y that the interval representing x lies more to the
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right of the interval representing y. If x lies at least as much to the right of y then x′ lies to the right of y′ , we say that the
relative position ϕ(x, y) is at least as strong as ϕ(x′, y′) and we denote this by ϕ(x, y) ϕ(x′, y′). A formal deﬁnition of 
is as follows.
Deﬁnition 2 (“Stronger than” relation). Let ϕ(x, y) and ϕ(x′, y′) denote the relative positions of two pairs of alternatives,
respectively (x, y) and (x′, y′). We say that ϕ(x, y) is “at least as strong as” ϕ(x′, y′) and note ϕ(x, y) ϕ(x′, y′) if and only
if ∀i ∈ {1, . . . ,n},ϕi(x, y)  ϕi(x′, y′). We denote by  the asymmetric part of . We say that ϕ(x, y) is “stronger than”
ϕ(x′, y′) if and only if ϕ(x, y) ϕ(x′, y′) and not (ϕ(x′, y′) ϕ(x, y)), which is denoted by ϕ(x, y) ϕ(x′, y′).
This deﬁnition is consistent with intuition. Indeed, ϕi(x, y) = 0 for all i means that x lies totally to the right of y, which
is the strongest possible position; if ϕi(x, y) = 0, the smaller the value of ϕi(x, y), the stronger the position of x w.r.t. y.
The following example illustrates this further.
Example 2. Let ϕ(x, y) and ϕ(x, t) be the relative positions of the 3-point intervals represented in Fig. 7. We have ϕ(x, y) =
(1,1,0), ϕ(x, t) = (2,1,0). We get “ϕ(x, y) is stronger than ϕ(x, t)” since 1 2, 1 1 and 0 0, with one inequality holding
strictly.
The “at least as strong as” relation  is a partial order (reﬂexive, antisymmetric and transitive relation). It is not a complete
relation since there may always exist two relative positions ϕ and ϕ′ for which ∃i, j ∈ {1, . . . ,n} such that ϕi < ϕ′i and
ϕ′j < ϕ j .
It is quite natural to represent relation  as a directed graph. We denote by Gn , the graph of all the possible2 relative
positions of n-point intervals. In Gn , the nodes represent the relative positions ϕ and the arcs, the relation . We denote
by SGn a subgraph of Gn , NGn the set of nodes of Gn and NSGn the set of nodes of SG
n . For the sake of getting readable
graphical representations of partial orders, one often represents the cover relation associated with a partial order. The cover
relation, also called the Hasse diagram, is a relation on the same set of objects NGn , but not all arcs of the graph are drawn.
There is an arc from a to b if and only if there is no c such that a c b. This relation contains all the information needed
to reconstruct the partial order  (add the loops and the arcs joining the initial vertex to the ﬁnal vertex of all directed
paths of the graph of the cover relation). Fig. 8 represents the graph of the cover relation of  for 3-point intervals (G3).
If x and y are 3-point intervals without common points, the correspondence between ϕ(x, y) and ϕ(y, x) deﬁnes a
symmetry of the graph in Fig. 8. Using Proposition 2 we see e.g. that ϕ(x, y) = (2,0,0) corresponds to ϕ(y, x) = (3,2,2),
ϕ(x, y) = (2,1,0) to ϕ(y, x) = (3,2,1) (assuming that x and y have no points in common). In general, for n-point intervals
this symmetry is a transformation on the set of relative positions, which we call inversion, and deﬁne by adapting for-
mula (3):
Deﬁnition 3. For any relative position ϕ in the set NGn , the inverse of ϕ is denoted by (ϕ)−1 and is deﬁned as follows:
(ϕ)−1i = n −
∣∣{ j: ϕ j  n + 1− i}∣∣. (4)
Proposition 4. The transformation of NGn that maps any relative position ϕ onto its inverse (ϕ)−1 has the following properties:
• it is involutive, i.e. ϕ = ((ϕ)−1)−1 ,
• and antitone with respect to the partial order , i.e. ϕ  ϕ′ implies (ϕ′)−1  (ϕ)−1 .
Proof. The involutive character of the transformation results directly from the fact that ϕ and (ϕ)−1 are respectively the
relative positions ϕ(x, y) and ϕ(y, x) for some concrete n-point intervals x and y having no points in common. Hence
((ϕ)−1)−1 is just ϕ(x, y). Verifying that the transformation is antitone can be done directly by using formula (4). 
Partial order  deﬁnes a lattice on the set of possible relative positions NGn . A partially ordered (ﬁnite) set is a lattice
if every pair of elements has a unique smallest upper bound (join) and a unique greatest lower bound (meet). Upper and
lower bounds of a subset of relative positions are deﬁned as follows. Let ϕ∗ be a relative position. We say that:
2 By “possible” relative positions, we understand the relative positions appearing in all possible sets A of n-point intervals.
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• ϕ∗ is a lower bound of the graph Gn (resp. of the subgraph SGn) if ϕ∗ ∈ NGn (resp. ϕ∗ ∈ NSGn ) and ¬∃ϕ ∈ NGn (resp.
¬∃ϕ ∈ NSGn ) such that ϕ∗  ϕ;
• ϕ∗ is an upper bound of the graph Gn (resp. of the subgraph SGn) if ϕ∗ ∈ NGn (resp. ϕ∗ ∈ NSGn ) and ¬∃ϕ ∈ NGn (resp.
¬∃ϕ ∈ NSGn ) such that ϕ  ϕ∗ .
Notice that for every n, Gn has a unique lower bound (ϕ , with ∀i, ϕi = n) and a unique upper bound (ϕ , with ∀i, ϕi = 0).
But a subgraph may have more than one lower or upper bound because of the existence of incomparable nodes (consider
e.g. the subgraph containing nodes (0,0,0), (1,0,0), (2,0,0), (1,1,0); there are two lower bounds: (2,0,0) and (1,1,0)
and one upper bound: (0,0,0)).
Considering a relative position ϕ , we respectively denote by D+(ϕ), D−(ϕ) and J (ϕ) the set of relative positions ϕ′ such
that ϕ is at least as strong as ϕ′ , which are at least as strong as ϕ , and which are incomparable to ϕ . We have:
D+(ϕ) = {ϕ′,ϕ  ϕ′}, D−(ϕ) = {ϕ′,ϕ′  ϕ}, J (ϕ) = {ϕ′,ϕ  ϕ′ ∧ ϕ′  ϕ}.
4. Preference rules for comparing n-point intervals
The main goal of this paper is to explore preference rules used to interpret the relative positions of n-point intervals in
terms of preference. Let A be any ﬁnite set of n-point intervals. A preference rule π assigns any pair (x, y) of A2 = A × A to
one in four exclusive categories that are denoted by P , P−1, I or J . P , P−1, I and J are just labels but we want to interpret
P as preference, i.e. π(x, y) = P if x is preferred to y; P−1 is inverse preference, i.e. π(x, y) = P−1 if y is preferred to x;
I denotes indifference and J , incomparability. For a given set A of n-point intervals, we denote by P A , (P−1)A , I A , J A the
following relations on A (i.e. the following subsets of A2):
P A = {(x, y) ∈ A × A,π(x, y) = P}, (P−1)A = {(x, y) ∈ A × A, (x, y) = P−1},
I A = {(x, y) ∈ A × A,π(x, y) = I}, J A = {(x, y) ∈ A × A,π(x, y) = J}. (5)
Whenever there is no ambiguity, we shall abuse notation and drop superscript A, writing P (resp. P−1, I , J ) instead of P A
(resp. (P−1)A , I A , J A ), hence designating the relations deﬁned on A by generic labels.
Following [31], the triple P A , I A , J A of relations on A is a preference structure if P A is an asymmetric relation, I A a
reﬂexive and symmetric one, J A an irreﬂexive and symmetric relation and P A ∪ (P−1)A ∪ I A ∪ J A = A2, this union being a
union of disjoint sets.
Obviously, not any rule that determines a partition of A2 (whenever A is a set of n-point intervals) can be said a
preference rule. In this paper, we are interested in preference rules that assign pairs of n-point intervals taking only into
account their relative positions. Moreover, we shall restrict ourselves to complete preference rules π , for which there is
no incomparability ( J = ∅). Hence the resulting preference structure (P , I) is complete, i.e. P A ∪ (P−1)A ∪ I A = A2. We
emphasize that this implies that the whole (P , I) structure is determined as soon as we know the sole strict preference
relation P ; indeed, I A = A2 \ P A ∪ (P−1)A . The next deﬁnition lists the properties that we shall impose to preference rules
in the rest of this study.
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where A is a ﬁnite set of n-point intervals, which assigns a label from the set {P , P−1, I} to any pair (x, y) ∈ A2, respecting
the following requirements:
Axiom 1. For all ﬁnite sets of n-point intervals B and C , and for all x, y ∈ B and z, t ∈ C , if ϕ(x, y) = ϕ(z, t), then π(x, y) =
π(z, t).
Axiom 2. For all x, y, z, t ∈ A, if ϕ(x′, y′) ϕ(x, y) and π(x, y) = P , then π(x′, y′) = P .
Axiom 1 tells that the assignment of a pair (x, y) to one of the relations P , (P−1), I only depends on the relative position
ϕ(x, y) of x w.r.t. y. This is a fortiori true when B = C . Axiom 1 allows us to talk about relative positions without referring
to any particular set of n-point intervals A. The second axiom clearly interprets as a monotonicity condition w.r.t. relation
“at least as strong as” on relative positions.
In view of Axioms 1 and 2, a complete preference rule is entirely determined if we know the set of relative positions
that lead to the assignment of label P to a pair (x, y) (independently of the set A which x and y are elements of). Indeed,
letting Φ(P ) be the set of such positions, we have π(x, y) = P−1 if and only if π(y, x) = P , i.e. ϕ(y, x) ∈ Φ(P ). We may
thus deﬁne the set of relative positions Φ(P−1) leading to π(x, y) = P−1 as the set of positions ϕ(x, y) such that their
inverse ϕ(y, x) belongs to Φ(P ). Since, by deﬁnition, π assigns a label to all pairs (x, y), we have π(x, y) = I if and only if
ϕ(x, y) ∈ Φ(I), which is the complement of Φ(P )⋃Φ(P−1) in the set NGn of all relative positions.
The set of relative positions Φ(P ) associated with a complete preference rule π has the properties listed in Proposition 5
below. Reciprocally, these properties characterize those sets of relative positions that are associated with strict preference
by some complete preference rule.
Proposition 5. Let Φ(P ) be the set of relative positions corresponding to strict preference for a given complete preference rule π . For
all ϕ in Φ(P ), we have:
(1) ϕ′ in NGn and ϕ′  ϕ imply ϕ′ ∈ Φ(P );
(2) (ϕ)−1 /∈ Φ(P ).
Conversely, if a set Φ ⊂ NGn enjoys the two above properties it is the set Φ(P ) associated with the complete preference rule π deﬁned
as follows: for all n-point intervals x, y,
π(x, y) =
⎧⎨
⎩
P if ϕ(x, y) ∈ Φ,
(P )−1 if ϕ(y, x) ∈ Φ,
I if ϕ(x, y) /∈ Φ and ϕ(y, x) /∈ Φ.
(6)
Proof. The ﬁrst property is a direct consequence of the deﬁnition of π and of Axioms 1 and 2. The second results from the
asymmetry of relation P and the fact that any pair ϕ , (ϕ)−1 ∈ NGn describes the relative positions of a pair x, y of n-point
intervals. For proving the converse statement, it is easy to see that π as deﬁned by (6) unambiguously assigns one label in
the set {P , (P )−1, I} to any pair of n-point intervals x, y. In particular, property 2 guarantees that no pair (x, y) will receive
both labels P and (P )−1. Indeed, if ϕ(x, y) = ϕ and x and y have no points in common—which can be assumed without loss
of generality—then ϕ(y, x) = (ϕ)−1. By deﬁnition, π satisﬁes Axiom 1. Property 1 ensures that it also fulﬁlls Axiom 2. 
The asymmetry of relation P can also be put in relation with the description of n-point intervals as n-tuples of real
numbers.
Proposition 6. Let π be a complete preference rule. If for some n-point intervals x, y we have fi(x) f i(y) for all i = 1, . . . ,n, then
we may not have π(x, y) = P .
Proof. If f i(x)  f i(y) for all i = 1, . . . ,n, then ϕ(y, x)  ϕ(x, y). Using Axiom 2, π(x, y) = P implies π(y, x) = P , which
means that (x, y) both belongs to P and P−1. This contradicts the deﬁnition of π . 
The conclusion of Proposition 6 gives credit to a natural interpretation of n-point intervals w.r.t. preference: if none of
the n points of x is better placed than the corresponding point of y, we cannot reasonably say that x is (strictly) preferred
to y.
4.1. Preference rules with a single weakest relative position
In view of Proposition 5, any complete preference rule π on n-point intervals is determined by a set of relative positions
Φ(P ) that contains all relative positions stronger than any of its elements. As a consequence the weakest elements of such
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examples for 3-point intervals (the set of all relative positions for 3-point intervals is represented in Fig. 8). They differ by
the number of lower bounds in Φ(P ).
Example 3. Let Φ(P ) be the set of all relative positions at least as strong as ϕ = (2,1,0). Then Φ(P ) = {(2,1,0), (2,0,0),
(1,1,0), (1,0,0), (0,0,0)} because of Axiom 2. It is easy to see that the corresponding preference rule assigns a pair (x, y)
of 3-point intervals to P if and only if f1(x) > f1(y), f2(x) > f2(y) and f3(x) > f3(y).
Example 4. Deﬁne Φ(P ) as the set of all relative positions at least as strong as ϕ = (2,0,0) or ϕ = (1,1,0). Note that
these relative positions cannot be compared using relation . Then Φ(P ) = {(2,0,0), (1,1,0), (1,0,0), (0,0,0)} because of
Axiom 2. The corresponding preference rule assigns a pair (x, y) of 3-point intervals to P if and only if at least one of the
following conjunctions of conditions is fulﬁlled:⎧⎨
⎩
f1(x) f1(y)
and
f2(x) f3(y)
or
{ f1(x) f2(y)
and
f3(x) f3(y).
(7)
These examples illustrate two typical cases. In the ﬁrst case, Φ(P ) has a single lower bound as in the former example
(the unique lower bound is (2,1,0)); we call the corresponding decision rules simple. The second situation occurs when
Φ(P ) has more than one lower bound, as in the latter example (two lower bounds: (2,0,0) and (1,1,0)); the correspond-
ing preference rules are called compound. With simple preference rules, as in Example 3, the conditions on f i(x) and f j(y)
ensuring that π(x, y) = P can be expressed as a single system of inequality constraints; for compound rules, as in Exam-
ple 4, the conditions will be a disjunction of systems of inequality constraints (such as (7)). For the reader’s convenience,
we state below the deﬁnition of a simple rule.
Deﬁnition 5. A (complete) preference rule π as deﬁned in Deﬁnition 4 is simple if there is a unique relative position ϕ such
that for all n-point intervals x and y, we have π(x, y) = P if and only if their relative position ϕ(x, y) is at least as strong
as ϕ .
In the sequel, we concentrate on simple preference rules for the following reason. In Sections 6 and 7, we shall study
systematically the preference structures (P , I) that are obtained when using simple preference rules in the cases of 2- and
3-point intervals. Compound preference rules will just yield disjunctions of the types of preferences structures obtained
with simple rules. For instance in Example 4, the preference structure P , I associated with the rule is such that P is the
union of the following two strict preference relations:
• the strict preference relation P (2,0,0) associated with the simple preference rule π(2,0,0) deﬁned by π(2,0,0)(x, y) = P
if and only if ϕ(x, y) (2,0,0);
• the strict preference relation P (1,1,0) associated with the simple preference rule π(1,1,0) deﬁned by π(1,1,0)(x, y) = P
if and only if ϕ(x, y) (1,1,0);
the indifference relation I is the symmetric complement of P , i.e. x and y are indifferent is and only if neither x is preferred
to y nor y is preferred to x.
Which relative positions can be considered the weakest position of a set Φ(P ) associated with a simple preference rule?
A necessary and suﬃcient condition is established in the following lemma.
Lemma 1. The set of relative positions that are not weaker than a given relative position ϕ is the set Φ(P ) associated with some simple
decision rule π if and only if
Not
[
(n,n − 1,n − 2, . . . ,1) ϕ]. (8)
Proof. Assume on the contrary that [(n,n − 1,n − 2, . . . ,1) ϕ]. Using the deﬁnition of the inverse transformation of the
set of relative positions and its antitone character (Proposition 4), we obtain:
(ϕ)−1  (n,n − 1,n − 2, . . . ,1)−1 = (n − 1,n − 2,n − 3, . . . ,0).
Since (n− 1,n− 2,n− 3, . . . ,0) (n,n− 1,n− 2, . . . ,1) and using the transitivity of , we get (ϕ)−1ϕ which contradicts
Proposition 5(2). The condition is thus necessary.
For proving suﬃciency, we assume that ϕ is such that Not[(n,n − 1,n − 2, . . . ,1)  ϕ] and we prove that Φ =
{ϕ′ such that ϕ′  ϕ} is the set of relative positions leading to strict preference for some simple preference rule. This
amounts to proving that Φ enjoys properties 1 and 2 in Proposition 5. The former property is obvious by construc-
tion. Let us prove that for all ϕ′ ∈ Φ , (ϕ′)−1 /∈ Φ . We start by proving that (ϕ)−1 /∈ Φ . By hypothesis (8), there is
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i  n such that ϕi < n − i + 1. Due to the fact that ϕ j  ϕ j+1 for all j, we have |{ j : ϕ j  n − i + 1}|  i − 1. Hence,
(ϕ′)−1i = n − |{ j: ϕ j  n + 1 − i}|  n − i + 1 > ϕi , which implies Not[(ϕ)−1  ϕ]. Let us ﬁnally consider any ϕ′ ∈ Φ . By
Proposition 4, we know that ϕ′  ϕ implies (ϕ)−1  (ϕ′)−1. Assuming (ϕ′)−1 ∈ Φ would imply (ϕ)−1 ∈ Φ , which has just
been shown to be untrue. 
We now introduce a speciﬁc notation for simple rules, taking advantage of the fact that, for such rules, the strict prefer-
ence relation is determined by a unique weakest relative position. Let ϕ be a relative position such that Not[(n,n − 1,n −
2, . . . ,1)ϕ]. We denote by πϕ the corresponding simple preference rule, and by Pϕ the set of relative positions that are
at least as strong as ϕ . For ease of further reference, we give a direct formal deﬁnition of the preference structure arising
from a simple preference rule, without referring explicitly to this rule; we emphasize here the relations that are deﬁned on
the set of n-point intervals as a result of using the decision rule. From this point, we shall use the notation Pϕ(x, y) (resp.
Iϕ(x, y)) as an alias for πϕ(x, y) = P (resp. πϕ(x, y) = I).
Deﬁnition 6. Let ϕ = (ϕ1, . . . , ϕn) be a vector of relative positions in NGn such that Not[(n,n−1,n−2, . . . ,1)ϕ]. Let x and
y be any pair of n-point intervals. Relations Pϕ and Iϕ associated with ϕ (i.e. ϕ represents the weakest relative position
such that P holds) are deﬁned as follows:
Pϕ(x, y) ⇐⇒ ϕ(x, y) ϕ,
Iϕ(x, y) ⇐⇒ ¬Pϕ(x, y) ∧ ¬Pϕ(y, x).
4.2. Compact description of a preference structure
In this section, we come back to the construction of systems of inequalities expressing that Pϕ(x, y) according to a
simple preference rule with weakest position ϕ . We have already obtained such descriptions for Examples 3 and 4.
Let us consider the strict preference relation, represented in Fig. 9, having (2,0,0) as its weakest relative position.
Applying formula (2), we express the conditions for having P (2,0,0)(x, y) by means of the following inequalities: f1(y) <
f1(x), f3(y) < f2(x) and f3(y) < f3(x). Note that the third inequality is redundant. In order to avoid such redundancies and
hence dispose of a compact coding of such inequalities, we introduce a new object that we call the “component set” of an
n-tuple ϕ and that we denote by Cpϕ .
For the example in Fig. 9, we have Cp(2,0,0) = {(1,1)(3,2)}. The pair (1,1) corresponds to inequality f1(y) < f1(x),
while (3,2) corresponds to f3(y) < f2(x). Hence the representation convention is as follows: a pair ( j,k) in Cpϕ represents
inequality f j(y) < fk(x). In the example, we do not need to include pair (3,3) corresponding to the redundant inequality
f3(y) < f3(x).
In general, starting with a vector ϕ of relative positions, we have that ϕ(x, y)  ϕ if and only if for all i, fn−ϕi (y) <
f i(x); each such inequality is coded (n − ϕi, i). From all these pairs we may remove those for which there exists i′ < i
with ϕi′  ϕi . Indeed, the inequality corresponding to n − ϕi′ , i′ yields fn−ϕi′ (y)  f i′ (x) and we have f i′ (x) < f i(x) and
fn−ϕi (y) < fn−ϕi′ (y).
The deﬁnition of Cpϕ below guarantees that the encoded systems of constraints are non-redundant.
Deﬁnition 7. Let ϕ = (ϕ1, . . . , ϕn) be a relative position in NGn such that condition (8) is fulﬁlled. The component set Cpϕ
associated with ϕ is the set of pairs (n − ϕ j, j) such that there is no j′ < j with ϕ j′  ϕ j .
The component set Cpϕ encodes the minimal information needed to determine the preference structure (Pϕ, Iϕ). In
particular, the strict preference relation Pϕ is determined as follows:
∀x, y, Pϕ(x, y) ⇐⇒ ∀(i, j) ∈ Cpϕ, f i(y) < f j(x). (9)
The indifference relation Iϕ is obtained by expressing that Iϕ(x, y) if and only if ¬Pϕ(x, y) and ¬Pϕ(y, x), i.e.
∀x, y, Iϕ(x, y) ⇐⇒ ∃(i, j) ∈ Cpϕ, f i(y) f j(x), and
∃(k, l) ∈ Cpϕ, fk(x) fl(y). (10)
Condition (8) determines the relative positions that generate simple preference rules. This condition translates into the
following property of Cpϕ .
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Proposition 7. Let ϕ = (ϕ1, . . . , ϕn) be a relative position in NGn such that condition (8) is fulﬁlled. In the component set Cpϕ
associated with ϕ , there is at least one pair (i, j) with (i  j).
Proof. On the contrary assume that for all pairs (i, j) in Cpϕ we have i < j. Consider a pair (x, y) of n-point intervals such
that:
f1(x) < f1(y) < f2(x) < f2(y) < · · · < fk(x) < fk(y) < fk+1(x) < fk+1(y) < · · · < fn(x) < fn(y).
For all k = 2, . . . ,n we have fk(y) < fk+1(x) which implies f i(y) < f j(x) for all (i, j) in Cpϕ , hence Pϕ(x, y). The relative
position of x w.r.t. y is characterized by ϕ′ = (n,n − 1, . . . ,1). Since Pϕ(x, y), we have ϕ′ = (n,n − 1, . . . ,1)  ϕ violat-
ing (8). 
4.3. Constructing all simple preference rules
In this section, we present an algorithm yielding all possible sets of relative positions which may determine a strict
preference relation P associated with a simple preference rule (Deﬁnition 5). For this purpose we consider each relative
position ϕ in turn; if ϕ can be the weakest relative position leading to strict preference (i.e. if it satisﬁes condition (8)), we
build a set of nodes NSGn , which consists of all relative positions at least as strong as ϕ .
Algorithm Unique Cuts:
L := ∅;
For all nodes ϕ in the graph Gn do
if ∃i, ϕi < n− i + 1 then
NSGn := D− = {(ϕ) = ϕ′: ϕ′  ϕ};
L := L ∪ {NSGn };
end if;
od;
Return L;
Each iteration of this algorithm provides a subgraph SGn of the graph Gn with just one upper bound (∀i,ϕi = 0) and just
one lower bound. As a consequence each relative position becomes a lower bound of an SGn once and only once except
those that do not satisfy (8). In Fig. 10 we show the result of the algorithm when the lower bound is P (3,1,0) .
It is easy to compute the number of different sets of relative positions (equal to the number of possible SGn) that our
algorithm calculates when n is known.
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strong as any of their elements and never containing a position and its inverse. We have:
sm =
(
2n
n + 1
)
.
Proof. Number sm is equal to the number all relative positions of n-point intervals as computed in Proposition 3 minus
the number of relative positions that cannot be the weakest element of a set Pϕ , i.e. ϕ ’s such that (n,n − 1, . . . ,1)  ϕ ,
i.e. n − i + 1  ϕi for all i = {1, . . . ,n}. Rephrasing these conditions in terms of inequalities involving f j(x) and fk(y), we
get, using (2), f i(x) f i(y) for all i. Hence, we have to compute the number of relative positions of n-point intervals x and
y such that f i(x) f i(y). Since there is no loss of generality in assuming strict inequalities in the latter, it is equal to the
number of sequences of n X ’s and n Y ’s such that no initial segment of the sequence has more Y ’s than X ’s. This is the
number of Dyck words of length 2n (see [37]), i.e. the Catalan number Cn = 1n+1
(2n
n
)
. Consequently, we have:
sm =
(
2n
n
)
− 1
n + 1
(
2n
n
)
=
(
2n
n + 1
)
. 
This number is also the number of simple preference rules on n-point intervals.
4.4. The case where n-point intervals have points in common
At this point let us make a comment on the reason why we have assumed that the n-point intervals under consideration
have no points in common. The reason is not that the latter case is not interesting. In the framework of temporal reasoning,
for instance, Allen [4,5] has investigated relations between time intervals, which distinguish the cases where intervals start
at the same time, ﬁnish at the same time or both. Their work has generated a large literature (see e.g. [44]).
In contrast, in the tradition of preference modeling (especially when dealing with interval orders or semiorders), the
exact coincidence of endpoints or intermediate points of two intervals is not especially emphasized. The case where f i(x) =
f j(y) for some i, j leads either to preference or non-preference in a systematic way. In view of our deﬁnition of relative
positions (Deﬁnition 1), we assimilate the case f i(x) = f j(y) to the case f i(x) < f j(y). This is just a matter of convention. It
has no incidence on the type of relational structure that arises from a preference rule (although it may well have an impact
for individual pairs of objects).
Note that it is perfectly possible to adopt the opposite convention in the deﬁnition of relative positions, hence assimi-
lating f i(x) = f j(y) to the case f i(x) > f j(y). We might even adopt an inhomogeneous convention, using strict inequality
for comparing some pairs f i , f j and non-strict inequality for comparing other pairs. The important thing is that the rule is
systematically applied.
5. General results
In this section, we characterize the simple preference rules inducing preference structures (Pϕ, Iϕ) that enjoy some
classical properties such as transitivity of preference and indifference, Ferrers property, etc. Note that we shall not refer
to any speciﬁc set A of n-point intervals in the sequel. When we say that Pϕ is transitive for some simple prefer-
ence rule, we mean that the relation Pϕ induced by this rule on any set of n-point intervals is systematically transitive.
Clearly, for a simple preference rule that does not guarantee that Pϕ is transitive, it may happen that it is for some
speciﬁc sets of n-point intervals but not for all (consider e.g. the case in which A contains only one n-point inter-
val; in this case, Pϕ is trivially transitive). We emphasize that the properties of Pϕ and Iϕ listed below are valid for
all sets of n-point intervals. Our ﬁrst result is concerned with the transitivity of the preference relation. We start with
a lemma.
Lemma 2. Let ϕ be the relative position associated with a simple preference rule. If Cpϕ contains the pair (i, j), then
(1) ϕ j = n− i,
(2) if j > 1, ϕ j−1  n − i + 1,
(3) the relative position ϕ′ deﬁned by:⎧⎪⎨
⎪⎩
ϕ′j = n − i,
ϕ′k = n − i + 1, ∀k < j,
ϕ′l = 0, ∀l > j
(11)
is such that ϕ′  ϕ .
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(2) We have ϕ j−1  n− i. Assume that ϕ j−1 = n− i. This would contradict the deﬁnition of Cpϕ since there would exist
j′ = j − 1 with ϕ j′ = ϕ j .
(3) In view of (1) and (2), we have ϕ′j = ϕ j , ϕ′k  ϕk for all k < j and, obviously, ϕ′l  ϕl for all l > j, hence ϕ′  ϕ . 
Proposition 9. Let Pϕ be the preference relation obtained by applying a simple decision rule as described in Deﬁnition 6 and Cpϕ be
the corresponding component set as described in Deﬁnition 7. Pϕ is guaranteed to be transitive (on all sets of n-point intervals) if and
only if ∀(i, j) ∈ Cpϕ , i  j.
Proof. ⇐ Suppose that Pϕ(x, y) and Pϕ(y, z) hold, then we get ∀(i, j) ∈ Cpϕ , f i(y) < f j(x) and f i(z) < f j(y). Since i  j,
we have f j(y) f i(y) hence, ∀(i, j) ∈ Cpϕ , f i(z) < f j(y) f i(y) < f j(x). This implies Pϕ(x, z).
⇒ We will prove that:
∃(i, j) ∈ Cpϕ i < j ⇒ ∃x, y, z, Pϕ(x, y) ∧ Pϕ(y, z) and ¬Pϕ(x, z).
Assume ﬁrst that 1 < i and j < n. Consider n-point intervals x, y, z satisfying the following constraints:
f1(z) < · · · < f i−1(z) < f1(y) < · · · < f i(y) < f1(x) < · · · < f i(x) < · · · < f j(x)
< f i(z) < · · · < fn(z) < f i+1(y) < · · · < fn(y) < · · · < f j+1(x) < · · · < fn(x). (12)
We have Pϕ(x, y). Indeed ϕk(x, y) = n − i for all k  j and ϕl(x, y) = 0 for all l > j. Using ϕ′ in Lemma 2, yields
ϕ(x, y)  ϕ′  ϕ , hence Pϕ(x, y). We show similarly that Pϕ(y, z) since ϕ(y, z) = ϕ′ . However, xP z does not hold since
f i(z) > f j(x).
We now examine the cases in which conditions 1 < i and j < n may fail to be fulﬁlled. The positions of x, y, z as
described in (12) can easily be adapted:
(i = 1): there is no fk(z) before f1(y), which is the only one before f1(x);
( j = n): all fk(x) lie between f i(y) and f i(z).
In both these cases, the same conclusions as in the general case can be drawn. 
Most preference structures induced by simple decision rules have a transitive preference relation. However, we do not
exclude rules that violate this property as in the case of P(3,2,0) (for more details see Section 7). It is indeed possible to
consider preferences in which the asymmetric part would not be transitive. The tangent circle “order” is an example of such
a structure. It describes the order and the intersection structure of circles of different diameters all tangent to a horizontal
line of the plane (see [3]).
We now present a characterization of decision rules that guarantee the transitivity of the indifference relation Iϕ .
Proposition 10. Let Iϕ be the indifference relation obtained by applying a simple decision rule as described in Deﬁnition 6 and Cpϕ
be the corresponding component set. Iϕ is guaranteed to be transitive on all sets of n-point intervals if and only if
∃i ∈ {1, . . . ,n}, Cpϕ =
{
(i, i)
}
. (13)
Proof. ⇐ Suppose that Cpϕ = {(i, i)}. Then ∀x, y, Iϕ(x, y) ⇐⇒ f i(y)  f i(x) ∧ f i(x)  f i(y), which is equivalent to
Iϕ(x, y) ⇐⇒ f i(y) = f i(x). Since equality is transitive, Iϕ is transitive.
⇒ We prove this result by contradiction. We suppose that Cpϕ = {(i, i)} and we analyze two different cases.
1. ∃(i, j) ∈ Cpϕ, i = j. In this case, using (10), we have f i(y) f j(x) ∧ f i(x) f j(y) ⇒ Iϕ(x, y). Let x, y, z be three n-point
intervals such that
f j(z) < f j(y) < f i(z) < fn(z) < f1(x) < f j(x) < f i(y) < f i(x),
with (i, j) ∈ Cpϕ . Iϕ(x, y) holds since f j(y) < f i(x) and f j(x) < f i(y), Iϕ(y, z) holds since f j(z) < f i(y) and f j(y) <
f i(z) and Pϕ(x, z) holds since ϕi(x, z) = 0 for all i. Therefore Iϕ is not transitive.
2. ∀(i, j) ∈ Cpϕ, i = j and |Cpϕ | > 1. Let (i, i) and ( j, j) be two different pairs belonging to Cpϕ , with i < j. Then using (10),
f i(y)  f i(x) ∧ f j(x)  f j(y) ⇒ Iϕ(x, y). For a positive real M large enough (e.g. M  4), let x, y, z be three n-point
intervals such that
• x: ∀t ∈ {1, . . . , i − 1}, 1 < ft(x) < M; f i(x) = 3M + 1; ∀t ∈ {i + 1, . . . , j − 1}, 4M < ft(x) < 5M; f j(x) = 7M + 2 and
∀t ∈ { j + 1, . . . ,n}, 8M < ft(x) < 9M;
• y: ∀t ∈ {1, . . . , i−1}, ft(y) < 3M+3; ∀t ∈ {i, . . . , j}, 3M+3 < ft(y) < 7M+1; and ∀t ∈ { j+1, . . . ,n}, 7M+1 < ft(y);
• z: ∀t ∈ {1, . . . , i − 1}, 2M < ft(z) < 3M; f i(z) = 3M + 2; ∀t ∈ {i + 1, . . . , j − 1}, 6M < ft(z) < 7M; f j(z) = 7M + 3 and
∀t ∈ { j + 1, . . . ,n}, 10M < ft(z) < 11M .
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f j(y) < 7M + 1 < 7M + 3 = f j(z) and f i(z) = 3M + 2 < 3M + 3 < f i(y); Pϕ(z, x) since by construction ∀i ∈ {0, . . . ,n},
f i(x) < f i(z). Therefore Iϕ is not transitive. 
This result shows that within our framework, the structures being deﬁned by comparing the positions of two different
points of the real line have an intransitive indifference relation. Such a result is not surprising since the numerical represen-
tation of a large number of preference structures known in the literature as having intransitive indifference uses intervals.
This is the case with semiorders, interval orders, split interval orders, etc. (see below for deﬁnitions).
Propositions 9 and 10 show how weak orders are obtained in our framework.
Deﬁnition 8. A binary relation P ∪ I is a weak order if and only if P is transitive, I is reﬂexive and transitive and P ∪ I is
complete.
We have the reﬂexivity of Iϕ and the completeness of Pϕ ∪ Iϕ by construction.
Corollary 1. Let Pϕ and Iϕ be respectively the preference and the indifference relation obtained by applying a simple decision rule as
described in Deﬁnition 6. Let Cpϕ be the component set associated with the decision rule. Pϕ ∪ Iϕ is a weak order if and only if
∃i ∈ {1, . . . ,n}, Cpϕ =
{
(i, i)
}
. (14)
Such a result allows for the existence of different rules leading to weak orders when n-point intervals are used. The
following assertion is easily veriﬁed.
Proposition 11. Let m be the number of different ϕ when n-point intervals are used such that Pϕ ∪ Iϕ is a weak order, then
m = n. (15)
For instance, with 2-point intervals there exist two ways for obtaining weak orders: Cpϕ = {1,1} and Cpϕ = {2,2} (for
more details see Section 6).
Another class of ordered sets is that of interval orders for which indifference is not transitive. A couple of relations (P , I)
(forming a preference structure) has to fulﬁll the Ferrers property (see [31]) in order to be an interval order.
Deﬁnition 9. A binary relation R has the Ferrers property, and we call it a Ferrers relation, if and only if
∀x, y, z, t ∈ A, R(x, y) ∧ R(z, t) ⇒ R(x, t) ∨ R(z, y). (16)
One can also give an alternative characterization of a Ferrers relation using its decomposition into symmetric and asym-
metric parts (see e.g. [32,29] or [23]):
Theorem 1. Let R be a binary relation and P (respectively I) the asymmetric (resp. the symmetric) part of R, then the two following
sentences are equivalent:
(i) R is a Ferrers relation,
(ii) ∀x, y, z, t ∈ A, P (x, y) ∧ I(y, z) ∧ P (z, t) ⇒ P (x, t) (we denote it by P .I.P ⊂ P ).
The asymmetric part of a Ferrers relation is transitive.
Proposition 12. Let R be a Ferrers relation and P (respectively I) the asymmetric (resp. the symmetric) part of R, then relation P is
transitive.
Proof. Since the identity relation is included in I , we have ∀x, y, z ∈ A, P (x, y) ∧ I(y, y) ∧ P (y, t) ⇒ P (x, z). 
The following result provides a characterization of a Ferrers relation within our framework.
Proposition 13. Let Pϕ and Iϕ be binary relations obtained by applying a simple decision rule as described in Deﬁnition 6 and Cpϕ
be the corresponding component set. Pϕ ∪ Iϕ is guaranteed to be a Ferrers relation on all sets of n-point intervals if and only if
|Cpϕ | = 1. (17)
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If |Cpϕ | = 1 then Pϕ.Iϕ.Pϕ ⊂ Pϕ : see Lemma 3.
If Pϕ.Iϕ.Pϕ ⊂ Pϕ then |Cpϕ | = 1: see Lemma 4.
Lemma 3. Let Pϕ and Iϕ be binary relations obtained by applying a simple decision rule as described in Deﬁnition 6 and let Cpϕ be
the corresponding component set. We have:
if |Cpϕ | = 1 then Pϕ.Iϕ.Pϕ ⊂ Pϕ. (18)
Proof. If |Cp| = 1 and Cp = {(i, j)} then ∀x, y, Pϕ(x, y) ⇐⇒ f i(y) < f j(x) and Iϕ(x, y) ⇐⇒ ( f i(y) f j(x))∧ ( f i(x) f j(y)).
Let x, y, z, t be four n-point intervals with Pϕ(x, y), Iϕ(y, z) and Pϕ(z, t) then:
Pϕ(x, y) ⇐⇒ f i(y) < f j(x),
Iϕ(y, z) ⇐⇒
(
f i(y) f j(z)
)∧ ( f i(z) f j(y)),
Pϕ(z, t) ⇐⇒ f i(t) < f j(z).
These inequalities yield: f i(t) < f j(z) f i(y) < f j(x), hence we obtain f i(t) < f j(x) which is equivalent to Pϕ(x, t).
As a conclusion we have: (Pϕ(x, y) ∧ Iϕ(y, z) ∧ Pϕ(z, t)) ⇒ Pϕ(x, t). This completes the proof. 
Lemma 4. Let Pϕ and Iϕ be binary relations obtained by applying a simple decision rule as described in Deﬁnition 6 and Cpϕ be the
corresponding component set. We have:
if |Cpϕ | 2 then not (Pϕ.Iϕ.Pϕ ⊂ Pϕ). (19)
Proof. Let Pϕ be a binary relation deﬁned as:
∀x, y, Pϕ(x, y) ⇐⇒
∧
(i, j)∈Cpϕ
f i(y) < f j(x) where |Cpϕ | 2.
We analyze two cases: ∃(i, j) ∈ Cpϕ , i < j and ∀(i, j) ∈ Cpϕ , i  j.
– If ∃(i, j) ∈ Cpϕ, such that i < j then the preference relation Pϕ is not transitive (see Proposition 9). Using Proposition 12
we conclude that Pϕ ∪ Iϕ is not Ferrers.
– If ∀(i, j) ∈ Cpϕ , i  j: using (10), we have
∀x, y, Iϕ(x, y) ⇐⇒
∨
(i, j),(l,m)∈Cpϕ
(
fl(y) fm(x) ∧ f i(x) f j(y)
)
.
Since |Cpϕ | 2, ∃(i, j), (l,m) ∈ Cpϕ where (i, j) = (l,m), fl(x) fm(y) ∧ f i(y) f j(x) ⇒ Iϕ(x, y).
We suppose here that we have j  i <m  l (the proof of the case j <m < i < l, being similar, is omitted). For a large
enough positive real M , let w , x, y, z be four n-point intervals such that
• w: ∀t ∈ {1, . . . , i}, M < ft(w) < 2M; ∀t ∈ {i + 1, . . . ,n}, 5M < ft(w) < 6M;
• x: ∀t ∈ {1, . . . ,m − 1}, 0 < ft(x) < M; ∀t ∈ {m, . . . ,n}, 4M < ft(x) < 5M;
• y: ∀t ∈ {1, . . . ,n}, 3M < ft(y) < 4M;
• z: ∀t ∈ {1, . . . ,n}, 2M < ft(z) < 3M .
These four intervals satisfy the following relations:
• Pϕ(w, x): Indeed ϕt(w, x) = n −m for all t  i and ϕt(w, x) = 0 for all t > i. Using ϕ′ in Lemma 2, yields ϕ(w, x)
ϕ′  ϕ , hence Pϕ(w, x).
• Iϕ(x, y) since fm(y) < fl(x) (3M < fm(y) < 4M , 4M < fl(x) < 5M) and f j(x) < f i(y) (0 < f j(x) < M , 3M < f i(y) < 4M).
• Pϕ(y, z) since ∀t ∈ {1,n}, fn(z) < ft(y).
• ¬Pϕ(w, z) since fm(z) < fl(w) (2M < fm(z) < 3M , 5M < fl(w) < 6M) and f j(w) < f i(z) (M < f j(w) < 2M , 2M <
f i(z) < 3M). 
We are now able to characterize an interval order, the deﬁnition of which we shall ﬁrst recall.
Deﬁnition 10. A binary relation P ∪ I is an interval order if and only if P ∪ I is reﬂexive, complete and Ferrers.
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Corollary 2. Let Pϕ and Iϕ be respectively the preference and the indifference relations obtained by applying a simple decision rule as
described in Deﬁnition 6. Let Cpϕ be the component set associated with the decision rule. Pϕ ∪ Iϕ is guaranteed to be an interval order
if and only if
|Cpϕ | = 1. (20)
As in the case of weak orders, depending on the value n, an interval order can have more than one representation.
Proposition 14. The number m of relative positions ϕ yielding a preference structure Pϕ ∪ Iϕ that is an interval order is
m = n(n − 1)
2
. (21)
Proof. If |Cpϕ | = 1 (|Cpϕ | = {(i, j)}) then i  j (see Proposition 7). Since Cpϕ can be any pair (i, j) with i < j, the number
m of such Cpϕ is the number of manners of selecting two numbers from a set of n numbers, i.e. m = n(n−1)2 . 
In the next two sections we analyze simple preference rules that can be applied when 2-point and 3-point intervals are
used. Section 6 is devoted to 2-point intervals and Section 7 to 3-point intervals. In each section we analyze in turn all
simple preference rules satisfying our axioms, describe the corresponding preference structures and formulate comments.
As will be shown, some new preference structures, such as triangle orders, bi-weak orders, etc., will appear in these sections
and will receive a characterization in our framework.
6. 2-point intervals
In this section we present a complete analysis of 2-point intervals within our framework. Then we apply these results to
the comparison of particular fuzzy intervals.
6.1. Comparison of 2-point intervals
For 2-point intervals there are 6 relative positions (see Proposition 3) that are represented in Fig. 11. Fig. 12 shows the
graph of the cover relation of  on this set of six relative positions.
From these six relative positions, four Pϕ satisfy our axioms (see Proposition 8): P (0,0), P (1,0), P (1,1) and P (2,0) . These
correspond to three different well known preference structures: interval orders, weak orders and bilinear (or bi-weak)
orders.
Weak orders are very commonly used structures. Their characterization in terms of necessary and suﬃcient properties
of preference and indifference relations is given in Deﬁnition 8. Their classical numerical representation assigns only one
number to each object: P ∪ I on A is a weak order if and only if there exists a real-valued function f deﬁned on A such
that ∀x, y ∈ A, xP y ⇐⇒ f (x) > f (y). Weak orders differ from linear orders (total orders) by the fact that there may be
some ties (two different objects may happen to be indifferent) which is forbidden in the case of linear orders. In our
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framework, each object of A is represented by an n-point interval, so that the characterization of weak orders is as follows:
∀ϕ , (∀A, Pϕ ∪ Iϕ on A is a weak order) if and only if ∃i ∈ {1, . . . ,n}, Cpϕ = {(i, i)} (see Corollary 1). This result shows
that when 2-point intervals are used, there are two different comparison rules providing a weak order, the corresponding
component sets being Cp(1,1) = {(1,1)} and Cp(2,0) = {(2,2)}. The ﬁrst one consists in comparing the minimum values of
objects; the second one, the maximum values of objects.
Bi-weak orders are also known structures. They are deﬁned as the intersection of two weak orders and are equivalent
to bilinear orders (the interested reader may ﬁnd more details in [17]). Their classical numerical characterization is the
following: P ∪ I on A is a bi-weak order if and only if there exist two real-valued functions f1 and f2 deﬁned on A such
that
∀x, y ∈ A, xP y ⇐⇒
{
f1(x) > f1(y),
f2(x) > f2(y).
Note that there is no guarantee in this deﬁnition that the pair of values ( f1(x), f2(x)) associated with an object x always
deﬁnes an interval since it is not necessarily true that f1(x) f2(x). Fortunately, this additional condition can be enforced
w.l.o.g. thanks to a theorem of Dushnik and Miller [15] (see [26] for more detail). We have:
Theorem 2. (See [15].) A relation P ∪ I on a ﬁnite set A is a bi-weak order if and only if there exist two real-valued functions f1 and
f2 on A such that⎧⎨
⎩∀x, y ∈ A, xP y ⇐⇒
{
f2(x) > f2(y),
f1(x) > f1(y),
∀x, f2(x) f1(x).
This comparison rule is the one represented by Cp(1,0) = {(1,1), (2,2)}. It means that when 2 point-intervals are used,
object x is preferred to object y if and only if its minimum value is greater than the minimum value of y and its maximum
value is greater than the maximum value of y. The following result generalizes the characterization of bi-weak orders to
the case of n-point intervals (this result will be used in the following section).
Proposition 15. Let Pϕ and Iϕ be respectively the preference and the indifference relation obtained by applying a simple decision rule
as described in Deﬁnition 6. Let Cpϕ be the component set associated with the decision rule. Pϕ ∪ Iϕ is a bi-weak order if and only if
∃i, j ∈ {1, . . . ,n}, Cpϕ = {(i, i), ( j, j)}.
Proof. Obvious. 
Proposition 16. Let m be the number of different Cpϕ characterizing a bi-weak order as in Proposition 15 when n-point intervals are
used. Then
m =
(
n
2
)
. (22)
Proof. Obvious. 
Applying this result when 2-point intervals are used in our framework, we get as a corollary that the only comparison
rule always yielding a bi-weak order is Cpϕ = {(1,1), (2,2)}.
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Preference structures with 2-point interval representation.
Preference structure (Pϕ, Iϕ) interval representation
Interval orders Cp(0,0) = {(1,2)}
Weak orders Cp(2,0) = {(2,2)}
Cp(1,1) = {(1,1)}
Bi-weak orders Cp(1,0) = {(1,1), (2,2)}
Interval orders were introduced in preference modeling for representing preferences submitted to a thresholding condi-
tion: object x is preferred to object y if and only if the evaluation of x is greater than the evaluation of y plus a threshold.
The introduction of such thresholds entails possible violations of transitivity of the indifference relation. The characteriza-
tion of interval orders by necessary and suﬃcient properties is given in Deﬁnition 10. We present here their numerical
representation: P ∪ I on A is an interval order if there exists two real-valued functions f1 and f2, deﬁned on A such that{∀x, y ∈ A, xP y ⇐⇒ f1(x) > f2(y),
∀x ∈ A, f2(x) > f1(x).
We showed in Section 5 that ∀ϕ , (∀A, Pϕ ∪ Iϕ on A is an interval order) if and only if |Cpϕ | = 1 (see Proposition 13).
For 2-point intervals, three comparison rules satisfy this condition: Cp(1,1) = {(1,1)},Cp(2,0) = {(2,2)} and Cp(0,0) = {(2,1)}.
The ﬁrst two always yield weak orders which are special cases of interval orders (interval orders with a threshold equal
to 0). The last one yields proper interval orders, i.e. using this comparison rule, one can always construct a set of objects on
which the comparison relation is not a weak order but an interval order.
Summarizing, when 2-point intervals are used, it is possible to deﬁne four different comparison rules satisfying our
axioms and from these, four rules three different preference structures may be obtained which are weak orders, bi-weak
orders and interval orders (see Table 2).
6.2. Relationship with the comparison of crisp intervals
As we have seen in Section 2, the comparison of fuzzy intervals having membership function values in a discrete set
is related to the comparison of n-point intervals. In particular, 2-point intervals correspond to fuzzy intervals for which
the membership function μ is equal to 1 for all points in the interval. These are thus crisp intervals. In this section we
analyze the relationship between our approach and comparison methods of fuzzy intervals that have appeared in literature.
As mentioned in Section 1, a majority of comparison methods of fuzzy intervals is based on the form of the membership
function (or the surface) and provide a valued comparison. Since our comparison rules are ordinal by nature, we will restrict
our analysis to ordinal methods for comparing fuzzy intervals.
Dubois and Prade [13] have proposed a ranking method of fuzzy intervals based on the principles of possibility theory.
Their method is general since it encompasses some other ordinal methods such as that proposed by Baas and Kwakernaak
[6] and the one by Watson et al. [46]. They aimed at proposing a “complete” set of comparison indices. For this purpose, they
deﬁned the following four comparison indices based on necessity and possibility theory. The interested reader is referred to
[12,14] for more detail.
Let x and y be two fuzzy intervals. We deﬁne:
Πx
([y,+∞))= sup
u
min
(
μx(u), sup
vu
μy(v)
)
, (23)
Πx
(]y,+∞))= sup
u
min
(
μx(u), inf
vu
(
1− μy(v)
))
, (24)
Nx
([y,+∞))= inf
u
max
(
1− μx(u), sup
vu
μy(v)
)
, (25)
Nx
(]y,+∞))= inf
u
max
(
1− μx(u), inf
vu
(
1− μy(v)
))
. (26)
Eq. (23) (resp. (24)) refers to the degree of non-emptiness of the fuzzy set x ∩ [y,+∞) (resp. x ∩ ]y,+∞)) of numbers
greater than or equal to (resp. strictly greater than) y. Hence Eq. (23) (resp. (24)) deﬁnes the possibility of the proposition
“x is greater than or equal to y” (resp. strictly greater than). In the same way, Eq. (25) (resp. (26)) refers to the degree of
inclusion of the fuzzy set x in [y,+∞) (resp. ]y,+∞)). Hence Eq. (25) (resp. (26)) is the necessity of the proposition “x is
greater than or equal to y” (resp. strictly greater than y).
Dubois and Prade pointed out the fact that these four indices can characterize all the possible positions in the case of
crisp intervals. They analyzed the six relative positions of Fig. 11 and showed that each relative position has a different
value on the quadruplet formed by Eqs. (23)–(26). We sum up these results using our notation in Table 3 (letting x and y
be two crisp intervals, i.e. two 2-point intervals).
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Dubois and Prade’s four indices computed for each relative position of 2-point intervals.
ϕ(x, y) Πx([y,+∞)) Πx(]y,+∞)) Nx([y,+∞)) Nx(]y,+∞))
(2,2) 0 0 0 0
(2,1) 1 0 0 0
(2,0) 1 1 0 0
(1,1) 1 0 1 0
(1,0) 1 1 1 0
(0,0) 1 1 1 1
Clearly, these four indices are directly related to preference relations analyzed in our framework. We observe the follow-
ing:
• The pairs (x, y) for which Nx(]y,+∞)) = 1 make up the preference relation associated with component set Cp(0,0) =
{(1,2)}. Hence this relation is the asymmetric part of an interval order (see Table 2).
• The pairs (x, y) for which Nx([y,+∞)) = 1 make up the preference relation associated with component set Cp(1,1) =
{(1,1)}. Hence this relation is a weak order (see Table 2).
• The pairs (x, y) for which Πx(]y,+∞)) = 1 make up the preference relation associated with component set Cp(2,0) =
{(2,2)}. Hence this relation is a weak order (see Table 2).
• The pairs (x, y) for which Πx([y,+∞)) = 1 make up the preference–indifference relation P ∪ I associated with compo-
nent set Cp(0,0) = {(1,2)}. Hence this relation is an interval order (see Table 2).
Let us also remark that the fourth preference relation in our framework (preference relation associated with component
set Cp(1,0) = {(1,1), (2,2)}) is the relation deﬁned by the conjunction of conditions Nx([y,+∞)) = 1 and Πx(]y,+∞)) = 1.
7. 3-point intervals
In this section we present a complete analysis of 3-point intervals within our framework (a brief presentation of these
results can be found in [27]). With 3-point intervals there are 20 relative positions (see Proposition 3) which are presented in
two separated ﬁgures (Figs. 13, 14). The separation is done in a way that the kth relative position of the Fig. 14 corresponds
to the converse of the kth relative position of the Fig. 13 (when the two compared 3-point intervals do not have any point
in common) and each relative position is stronger than or incomparable with the relative positions which are presented
above it. Fig. 8 in Section 3 presents the graph of the cover relation of  between these twenty relative positions.
From these twenty relative positions only ﬁfteen Pϕ satisfy our axiomatization (see Proposition 8): P (0,0,0) , P (1,0,0) ,
P (1,1,0) , P (2,0,0) , P (1,1,1) , P (2,1,0) , P (2,2,0) , P (2,1,1) , P (2,2,1) , P (2,2,2) , P (3,0,0) , P (3,1,0) , P (3,2,0) , P (3,1,1) and P (3,3,0) . These ones
correspond to seven different preference structures: weak orders, bi-weak orders, three-weak orders, interval orders, split
interval orders, triangle orders and structures with intransitive strict preference.
As in the previous section, we will analyze one by one these seven structures: we will introduce ﬁrst of all their deﬁni-
tion and their classical numerical representation, then show their characterization within our framework and conclude with
some remarks.
The deﬁnition, the classical numerical representation and the characterization in our framework of weak orders, bi-weak
orders and interval orders are already given in Section 6.
7.1. Weak, bi-weak and interval orders
When 3-point intervals are used, three different comparison rules provide weak orders, these are given by Cp(3,3,0) =
{(3,3)}, Cp(3,1,1) = {(2,2)} and Cp(2,2,2) = {(1,1)}. They consist respectively in comparing objects with respect to their
maximum (resp. their median, their minimum) values.
Bi-weak orders are represented by three comparison rules when 3-point intervals are used: Cp(3,1,0) = {(2,2), (3,3)},
Cp(2,1,1) = {(1,1), (2,2)} and Cp(2,2,0) = {(1,1), (3,3)}. For instance the ﬁrst one consists in saying that object x is preferred
to object y if and only if the median value of x is greater than the median value of y and the maximum value of x is
greater than the maximum value of y.
When objects are presented by three ordered points three comparison rules provide interval orders (except the ones
which provide weak orders which are special cases of interval orders): Cp(0,0,0) = {(3,1)}, Cp(3,0,0) = {(3,2)} and Cp(1,1,1) =
{(2,1)}. It is easy to notice that all comparisons of type “object x is preferred to object y if and only if the ith evaluation of
x is greater than the jth evaluation of y ( j being greater than i)” (i.e., comparing the minimum value of x with the medium
or maximum value of y or comparing the medium value of x with the maximum value of y) produce an interval order.
M. Öztürk et al. / Artiﬁcial Intelligence 175 (2011) 1194–1222 1213Fig. 13. Relative positions of 3-point intervals: part 1.
7.2. 3-weak orders
Three-weak orders generalize bi-weak orders (for more details see [25]). They are deﬁned as the intersection of three
weak orders. Their classical numeric representation makes use of three functions as follows: P ∪ I on A is a 3-weak order if
there exist three real-valued functions f1, f2 and f3 deﬁned on A such that⎧⎨
⎩∀x, y ∈ A, xP y ⇐⇒
⎧⎨
⎩
f1(x) > f1(y),
f2(x) > f2(y),
f3(x) > f3(y).
(27)
As in the case of bi-weak orders, such a representation does not necessary results to an interval since the order between
f1(x), f2(x) and f3(x) is not ﬁxed. Naturally, one can ﬁnd easily an interval representation for such structures (this can be
seen as a generalization of the theorem of Dushnik and Miller [15]):
Proposition 17. P ∪ I on a ﬁnite set A is a three-weak order if and only if there exist three real-valued functions f1 , f2 and f3 on A
such that⎧⎪⎪⎨
⎪⎪⎩
∀x, y ∈ A, xP y ⇐⇒
⎧⎨
⎩
f3(x) > f3(y),
f2(x) > f2(y),
f1(x) > f1(y),
(28)∀x, f3(x) f2(x) f1(x).
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Proof.
– (28) ⇒ (27): Obvious.
– (27) ⇒ (28): Supposing that there exist 3 real-valued functions f i (i ∈ {1,2,3}), deﬁned on A, such that, ∀x, y ∈ A,
xP y ⇐⇒ ∀i ∈ {1,2,3}, f i(x) > f i(y), we will show that one can always ﬁnd 3 real-valued functions f ′i (i ∈ {1,2,3})
deﬁned on A satisfying (28).
We deﬁne a constant M such that M = maxi maxx∈A | f i(x)| (A is a ﬁnite set) and we deﬁne ∀x ∈ A, f ′i (x) = f i(x) + i ×
(2M). It is easy to see that f i(x) > f i(y) ⇐⇒ f ′i (x) > f ′i (y).
For the second inequality of the proposition, we have f ′i+1(x)− f ′i (x) = f i+1(x)− f i(x)+ 2|M| and 2|M| f i+1(x)− f i(x)
by deﬁnition. Hence we obtain ∀x,∀i ∈ {1,2}, f ′i+1(x) f ′i (x). 
Hence when each object is represented by three ordered points, there is one comparison rule providing a 3-weak order:
Cp(2,1,0) = {(1,1), (2,2), (3,3)}.
The following result generalizes the characterization of 3-weak orders in the case of n-point intervals.
Proposition 18. Let Pϕ and Iϕ be respectively the preference and the indifference relation obtained by applying a simple decision rule
as described in Deﬁnition 6. Let Cpϕ be the component set associated with the decision rule. Pϕ ∪ Iϕ is a three-weak order if and only
if ∃i, j,k ∈ {1, . . . ,n}, Cpϕ = {(i, i), ( j, j), (k,k)}.
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Proof. Obvious. 
Fig. 15 illustrates the presentation of a 3-weak order.
Proposition 19. Let m be the number of different Cpϕ characterizing a 3-weak order as in Proposition 18 when n-point intervals are
used, then
m =
(
n
3
)
. (29)
Proof. Obvious. 
7.3. Triangle orders
Triangle orders are deﬁned as the intersection of a weak order and an interval order. Their classical numeric represen-
tation is as in the following: P ∪ I on a ﬁnite set A is a triangle order if and only if there exist 2 real-valued functions f i
(i ∈ {1,2}) deﬁned on A and one non-negative function q on the set A such that
∀x, y ∈ A, xP y ⇐⇒
{
f1(x) > f1(y),
f2(x) > f2(y) + q(y). (30)
Using a similar approach to the case of 3-weak orders, one can propose easily an interval representation for triangle
orders.
Proposition 20. P ∪ I on a ﬁnite set A is a triangle order if and only if there exist 3 real-valued functions fi (i ∈ {1,2,3}) deﬁned
on A, such that⎧⎨
⎩∀x, y ∈ A, xP y ⇐⇒
{
f1(x) > f1(y),
f2(x) > f3(y),
∀x,∀i ∈ {1,2}, f i+1(x) f i(x).
(31)
Proof.
– (31) ⇒ (30): Suppose that there exist 3 real-valued functions f i (i ∈ {1,2,3}) deﬁned on A satisfying the asser-
tion (31). One can always deﬁne 2 real-valued functions f ′i (i ∈ {1,2}) and one non-negative function q on the set A
such that ∀x ∈ A, f ′1(x) = f1(x), f ′2(x) = f2(x) and q(x) = f3(x) − f2(x). These functions satisfy the assertion (30).
– (30) ⇒ (31): Suppose that there exist 2 real-valued functions f i (i ∈ {1,2}) and one non-negative function q on the
set A satisfying the assertion (30). Let us deﬁne three real-valued functions f ′i (i ∈ {1,2,3}) deﬁned on A, such that ∀x,
– f ′i (x) = f i(x) + i|M|, ∀i ∈ {1,2},
– f ′3(x) = f2(x) + 2|M| + q(x),
where M = 2×maxi maxx( f i(x)). Hence, ∀x, y, ( f1(x) > f1(y) and f2(x) > f2(y) + q(y)) is equivalent to ( f ′1(x) > f ′1(y) and
f ′2(x) > f ′3(y)).
The last inequality of 31 is also satisﬁed since
– ∀x, f ′2(x) − f ′1(x) = f2(x) − f1(x) + |M| and by deﬁnition of M , ∀x, f2(x) − f1(x) |M|;
– ∀x, f ′3(x) − f ′2(x) = q(x) and q is a non-negative function. 
Such a representation is an interval one since the points are ordered, moreover it is a geometrical one: placing the
minimum values of objects on one line (real axis) and the median and the maximum values on another one, each object
gets a triangle representation as in Fig. 16. When the orientation of these two lines are from left to right a triangle order
consists in saying that object x is preferred to object y if and only if its associated triangle is completely on the right of the
triangle of y. Fig. 16 illustrates such a preference relation.
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Remark that our proposition provides triangles oriented to the left. However, other representations where triangles are
oriented to the right can provide identical ordered sets.
Proposition 21. P ∪ I on a ﬁnite set A is a triangle order if and only if there exist 3 real-valued functions fi (i ∈ {1,2,3}) deﬁned
on A, such that⎧⎨
⎩∀x, y ∈ A, xP y ⇐⇒
{
f3(x) > f3(y),
f1(x) > f2(y),
∀x,∀i ∈ {1,2}, f i+1(x) f i(x).
(32)
Proof. Similar to the proof of Proposition 20. 
Note that even if the comparison Cpϕ = {(2,2)} provides a weak order and the comparison Cpϕ = {(1,3)} provides an
interval order, their intersection gives an interval order (note that interval orders are special cases of triangle orders) which
corresponds to the comparison rule Cpϕ = {(1,3)} since ∀x, y, ( f3(y) < f1(x)) ⇒ ( f2(y) < f2(x)). This special case shows
that one cannot have Cpϕ = {(i, i), ( j,k)}, with j > i > k since the couple (i, i) is redundant with the couple ( j,k).
Propositions 20 and 21 show that when 3-point intervals are used two comparison rules provide triangle orders:
Cp1,1,0 = {(2,1), (3,3)} and Cp(2,0,0) = {(1,1), (3,2)}. Such representations can be easily generalized in the case of n-point
intervals:
Proposition 22. Let Pϕ and Iϕ be respectively the preference and the indifference relation obtained by applying a simple decision rule
as described in Deﬁnition 6. Let Cpϕ be the component set associated with the decision rule. Pϕ ∪ Iϕ is a triangle order if and only if
∃(i, j,k), Cpϕ = {(i, i), ( j,k)}, where j > k > i or i > j > k.
Proof. Obvious. 
Proposition 23. Let m be the number of different Cpϕ characterizing a triangle order as in Proposition 22 when n-point intervals are
used, then
m = n(n
2 − 3n + 2)
3
. (33)
Proof. Recall that a triangle order is an intersection of a weak order and an interval order. Let us ﬁx to i the point es-
tablishing the weak order part as in Proposition 22. Then the points related to the interval order part (( j,k) ∈ Cpϕ ) can
be either to the right of this point (there are n − i points to the right of i), in this case we have (n−i)(n−i−1)2 possibili-
ties for j and k (see Proposition 14) or to the left of i (there are i − 1 points to the left of i) and in this case we have
(i−1)(i−2)
2 possibilities for j and k. Summing this value for all i we get
∑n
i=1(
(n−i)(n−i−1)
2 ) + ( (i−1)(i−2)2 ). This is equal to
1
2
∑n
i=1(n2 − n + 2) − (2n + 2)i + 2i2. Using
∑n
i=1(i2) = n(n+1)(2n+1)6 , we obtain n(n
2−3n+2)
3 . 
7.4. Split interval orders
Split interval orders are especially studied in mathematics [19,24,39] and allow the representation of sophisticated pref-
erences. Their numerical representation is the following: P ∪ I is a split interval order if and only if there exist three
real-valued functions f1, f2 and f3 deﬁned on A such that⎧⎨
⎩∀x, y ∈ A, xP y ⇐⇒
{
f1(x) > f2(y),
f2(x) > f3(y), (34)
∀x ∈ A, f3(x) f2(x) f1(x).
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Some instances of the preference and indifference relations of a split interval order are illustrated in Fig. 17. This example
is proposed by Fishburn in his paper [17].
Hence when 3-point intervals are used there is one comparison rule satisfying formula (34): Cpϕ = {(3,2), (2,1)} asso-
ciated with the preference P (1,0,0) . More generally, when n-point intervals are used, we get the following characterization.
Proposition 24. Let Pϕ and Iϕ be respectively the preference and the indifference relation obtained by applying a simple decision rule
as described in Deﬁnition 6. Let Cpϕ be the component set associated with the decision rule. Pϕ ∪ Iϕ is a split interval order if and only
if ∃(i, j,k), Cpϕ = {(i, j), ( j,k)}, where i > j > k.
Proof. Obvious. 
Proposition 25. Let m be the number of different Cpϕ characterizing a triangle order as in Proposition 24 when n-point intervals are
used, then
m = n(n − 1)(n − 2)
6
. (35)
Proof. Once again we ﬁx the point i of Proposition 24. Then there are
∑n−1−i
t=1 t possibilities for j and k. Summing for all the
positions of i we get
∑n−2
i=1
∑n−1−i
t=1 t . This is equal to
∑n−2
i=1 (i(n − i − 1)) which gives (n−1)(n−2)(n−1)2 − (n−2)(n−1)(2(n−2)+1)6 .
Hence we obtain = n(n−1)(n−2)6 . 
7.5. Intransitive preferences
We have analyzed for the moment thirteen comparison rules among the ﬁfteen allowed in our framework; the two
remaining ones are Cpϕ = {(3,3), (2,1)} and Cpϕ = {(1,1), (2,3)}. Such rules provide intransitive preference relations (see
Proposition 9). These rules seem to be constructed as the intersection of two rules, the ﬁrst one providing a weak order
((3,3) ∈ Cpϕ or (1,1) ∈ Cp), and the second one ((2,1) ∈ Cpϕ or (2,3) ∈ Cp) providing the non-transitivity of the preference
relation. Remark that the second rule cannot be used alone within our framework since it violates the asymmetry of the
preference relation. Preference structures on a single dimension having a non-transitive strict preference are seldom met in
practice because it can generally be assumed that the decision maker’s preferences on each dimension are consistent. The
situation is completely different for “preferences” resulting from an aggregation procedure. In such a case, it is well known
that intransitivity may occur (Condorcet’ paradox in social choice, cycles in outranking relations obtained through one of the
Electre methods [34]) and the present study may be useful to interpret the results of such aggregation procedures (much
in the spirit of [2]). There are also some special domains in which intransitive preferences on a single dimension appear
(for instance in biology when cellules are compared or in chemistry when the connection between molecules are analyzed).
The comparison rule consisting in associating a circle representation to each object and saying that an object is preferred
to another one if and only if the circle representing the ﬁrst object is completely to the right of the circle representing the
second one (circles may have different diameters) provides structures with non-transitive preference relation [1,3]. More
generally, when n-point intervals are used, the comparison rules similar to these two ones have the following component
set: Cpϕ = {(i, i)(k, l)} with i > k > l or i < k < l. The number of comparison rules having such component set when n-point
intervals are used is
∑n
i=1(
(n−i)(n−i−1)
2 ) + ( (i−1)(i−2)2 ) which is equivalent to n(n
2−3n+2)
3 (the computation of this number is
similar to the case of triangle orders, see proof of Proposition 23).
Table 4 summarizes the different comparison rules that can be applied when 3-point intervals are used.
Some preference structures are special cases of other ones, for instance weak orders may be seen as interval orders with
a threshold equal to 0. Under such a perspective each weak order can be seen as an interval order but not the contrary.
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Preference structures with 3-point interval representation.
Preference structure (Pϕ, Iϕ) interval representation
Weak orders Cp(3,3,0) = {(3,3)}
Cp(3,1,1) = {(2,2)}
Cp(2,2,2) = {(1,1)}
Bi-weak orders Cp(3,1,0) = {(2,2), (3,3)}
Cp(2,1,1) = {(1,1), (2,2)}
Cp(2,2,0) = {(1,1), (3,3)}
Three-weak orders Cp(2,1,0) = {(1,1), (2,2), (3,3)}
Interval orders Cp(0,0,0) = {(3,1)}
Cp(3,0,0) = {(3,2)}
Cp(1,1,1) = {(2,1)}
Split interval orders Cp(1,0,0) = {(3,2), (2,1)}
Triangle orders Cp(1,1,0) = {(2,1), (3,3)}
Cp(2,0,0) = {(1,1), (3,2)}
Structures with non-transitive preference Cp(3,2,0) = {(3,3), (1,2)}
Cp(2,2,1) = {(1,1), (2,3)}
Fig. 18. Inclusions between structures obtained by comparison rules on 2 and 3-point intervals.
Thus, we can consider an inclusion relation between different structures. In Fig. 18 each box represents one preference
structure, these boxes are partially ordered by inclusion from top to bottom according to the arrows. Such inclusions are
either obvious or known from the literature [8,17]. However, a complete study of this relation is beyond the scope of this
paper and will be left for future work.
7.6. 3-point intervals and the comparison of fuzzy numbers
As mentioned in the end of the introduction, 3-point intervals are related to fuzzy numbers. Indeed, a 3-point interval
x = ( f1(x), f2(x), f3(x)) may be used in order to represent the endpoints of the support (respectively f1(x) and f3(x))
and the kernel ( f2(x)) of the fuzzy number. Alternatively, one may consider a fuzzy number the membership function of
which takes only three different values, i.e. α1 = 0, α2 and α3 = 1, where α2 denotes any number between 0 and 1. For
deﬁniteness, we shall assume w.l.o.g. that α2 = .5. In this case, f1(x) and f3(x) represent the endpoints of the α-cut for
α = .5 and f2(x) the only point in the α-cut for α = 1. In the rest of this section we deal with the latter interpretation in
which the interval [ f1(x), f3(x)] is associated with a membership degree equal to .5.
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Dubois and Prade’s four indices computed for each relative position of 3-point intervals.
ϕ(x, y) Πx([y,+∞)) Πx(]y,+∞)) Nx([y,+∞)) Nx(]y,+∞))
(2,2,2) .5 0 .5 0
(2,2,1) .5 .5 .5 0
(2,1,1) 1 .5 .5 .5
(2,2,0) .5 .5 .5 0
(2,1,0) 1 .5 .5 .5
(1,1,1) 1 .5 1 0
(2,0,0) 1 1 .5 .5
(1,1,0) 1 .5 1 .5
(1,0,0) 1 1 1 .5
(0,0,0) 1 1 1 1
(3,0,0) 1 1 .5 .5
(3,1,0) 1 .5 .5 .5
(3,2,0) .5 .5 .5 0
(3,1,1) 1 .5 .5 .5
(3,2,1) .5 .5 .5 0
(3,3,0) .5 .5 0 0
(3,2,2) .5 0 .5 0
(3,3,1) .5 .5 0 0
(3,3,2) .5 0 0 0
(3,3,3) 0 0 0 0
We consider again the four indices introduced by Dubois and Prade (Eqs. (24), (23), (26), (25)). In the present context,
these indices can take three distinct values, namely 0, .5 and 1. Computing the value of the four indices in all relative
positions of 3-point intervals described in Figs. 13 and 14, we obtain the results shown in Table 5.
Considering column Πx([y,+∞)) in Table 5, we see that:
Πx
([y,+∞))=
{1 if f2(x) f2(y),
.5 if f3(x) f1(y) and f2(x) < f2(y),
0 if f3(x) < f1(y).
(36)
This index may be viewed as a valued relation on the set of 3-point intervals. Cutting this relation at level α = 1 yields the
preference relation associated with component set Cp(3,1,1) = {(2,2)}, which is a weak order. The cut at level α = .5 yields
the preference relation associated with component set Cp(0,0,0) = {(3,1)}, which is an interval order.
With Πx(]y,+∞)) things turn out as follows. From Table 5, we see that:
Πx
(]y,+∞))=
{1 if f2(x) > f3(y),
.5 if f3(x) > f2(y) and f2(x) f3(y),
0 if f3(x) f2(y).
(37)
By cutting this relation at level α = 1, we obtain the strict preference relation associated with component set Cp(3,0,0) =
{(3,2)}, which is the asymmetric part of an interval order. The α-cut corresponding to α = .5 is deﬁned by the inequality
f3(x) > f2(y). It is essentially the preference–indifference P ∪ I relation associated with the same component set Cp(3,0,0) =
{(3,2)} hence it is an interval order. We say “essentially” because, here, the interval order is deﬁned by the condition: (x, y)
belongs to P ∪ I if and only if f3(x) > f2(y), with a strict inequality, which means that the asymmetric part P is deﬁned by
means of a non-strict inequality ( f2(x) f3(y)). This has no impact on the fact that this relation is an interval order. The
asymmetric part of the cut for α = .5 is (almost) the cut for α = 1 (up to the change of a non-strict inequality into a strict
one).
Turning to the indices related to necessity instead of possibility, we ﬁrst examine Nx([y,+∞)). From Table 5, we have:
Nx
([y,+∞))=
⎧⎨
⎩
1 if f1(x) f2(y),
.5 if f2(x) f1(y) and f1(x) < f2(y),
0 if f2(x) < f1(y).
(38)
The α cut for α = 1 is an irreﬂexive relation which is essentially the asymmetric part of the interval order associated with
component set Cp(1,1,1) = {(2,1)}. The term “essentially” is used here in a similar sense as above: the asymmetric part of
the interval order is deﬁned by the condition: (x, y) belongs to the strict preference if and only if f1(x)  f2(y), with a
non-strict inequality. Therefore the corresponding symmetric complement is deﬁned by means of a strict inequality ( f2(x) >
f1(y)). The second α cut (for α = .5) is exactly the preference–indifference relation P ∪ I associated with component set
Cp(1,1,1) = {(2,1)}; the asymmetric part P of this relation, which is deﬁned by f1(x) > f2(y) is the cut for α = 1 up to the
change of a strict inequality into a non-strict one.
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Preference structures obtained for 3-point intervals as cuts of the four indices.
Index Cut level Component set Type
Πx([y,+∞)) 1 Cp(3,1,1) = {(2,2)} Weak order
.5 Cp(0,0,0) = {(3,1)} Interval order
Πx(]y,+∞)) 1 Cp(3,0,0) = {(3,2)} Interval order (asymmetric part)
.5 Cp(3,1,1) = {(3,2)} Interval order
Nx([y,+∞)) 1 Cp(1,1,1) = {(2,1)} Interval order (asymmetric part)
.5 Cp(1,1,1) = {(2,1)} Interval order
Nx(]y,+∞)) 1 Cp(0,0,0) = {(3,1)} Interval order (asymmetric part)
.5 Cp(3,1,1) = {(2,2)} weak order (asymmetric part)
Finally, examining the column labeled by Nx(]y,+∞)) in Table 5, we obtain that:
Nx
(]y,+∞))=
⎧⎨
⎩
1 if f1(x) > f3(y),
.5 if f2(x) > f2(y) and f1(x) f3(y),
0 if f2(x) f2(y).
(39)
The ﬁrst cut (α = 1) corresponds to the asymmetric part of the interval order associated with component set Cp(0,0,0) =
{(3,1)}. The α = .5 cut is the asymmetric part of the weak order associated with component set Cp(3,1,1) = {(2,2)}.
The previous analysis is summarized in Table 6.
As we can see, the cuts of Dubois and Prade’s four indices correspond, in the case of 3-point intervals, to 4 of the
15 preference structures that we have found in our framework: the three interval orders and one out of the three weak
orders. Apparently, many of the preference structures we have met are not directly obtainable using the four indices. The
relationship between the (ordinal) comparison of fuzzy numbers and the study of relative positions of n-point intervals
clearly deserves further study, which we shall not undertake here for lack of place.
8. Conclusion
Handling imprecise, inaccurate or vague information is a common problem both in human reasoning and in automatic
devices aimed at supporting decision processes and more generally in all cases in which information is handled. One way
of reﬂecting information of this type is under the form of intervals that are expected to represent the lower and upper
bound of the possible values of a variable, a time or space interval, a gap, an error. Intervals also allow to capture a limited
discrimination power such that we need to use a threshold in order to distinguish two objects (when measuring a certain
feature).
Although the concept of “interval” is naturally associated with an interval of the real line, determined by two endpoints,
there exist situations in which more than two values are associated with the same object. For instance consider a variable
of which we know its lowest possible value, its greatest possible value, but also the one more likely to occur (3 values). Or
consider the case where the two endpoints of the interval are imprecisely known: we have a lower and an upper bound
for the minimum value and a lower and an upper bound for the maximum (4 values). In order to systematically study the
problem of how to compare intervals we ﬁrst generalize the concept of interval itself as a vector of n ordered real numbers,
which we call an “n-point interval”.
In this paper we propose a general framework about intervals comparison aimed at producing a classic preference model.
The problem has two aspects.
1. On the one hand we want to know all different ways to compare n-point intervals in order to obtain a (P , I) preference
structure (P being asymmetric, I being symmetric, and P , P−1 and I forming a partition of A × A).
2. On the other hand we want to know, given a set of preference statements of an agent, to what type of preference struc-
ture these correspond. In case it turns out that intervals have to be used in order to obtain a numerical representation,
what type of intervals should be considered?
In the paper we ﬁrst considered the problem of coding the comparison information in a compact way. It turns out that
all the information we need is the “relative position” of two intervals (intuitively showing how “far” is the actual position
of the two intervals w.r.t. to complete disjunction: one interval completely to the right of the other). Such a difference
can be captured by an “at least as strong as” binary relation providing a partial order among all possible relative positions
with complete disjunction as maximal element. This binary relation deﬁnes a complete and distributive lattice on the set
of all relative positions. We also show that it is possible to code the information about relative positions in a compact way
through the “component set” associated with each relative position (where all redundant information is discarded).
Having deﬁned the tools allowing to conduct a study of intervals comparison we impose the necessary requirements
in order to identify, within the lattice of relative positions, all possible relations establishing (P , I) preference structures.
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complete disjunction). The particular structure of the lattice is such that the relation P corresponds to the lower bound of
the sub-lattice, the inverse relation P−1 corresponds to the upper bound of the symmetric complement of the sublattice, I
being the rest.
With such deﬁnitions it has been possible to conduct an exhaustive study of 2-point and 3-point intervals comparison,
summarized in Tables 2 and 4. It turns out that the comparison of 2-point intervals allows to establish 3 different prefer-
ence structures: 2 types of weak orders, bi-weak order and interval order. The use of 3-point intervals allows to establish
7 types of preference structures: 3 types of weak orders, 3 types of bi-weak orders, 3 types of interval orders, three-
weak order, split-interval order, triangle order and 2 types of intransitive preference structures. In the paper we show the
equivalence between the usual deﬁnitions of such preferences structures, their numerical representation and the properties
that characterize them. Such results conﬁrm the descriptive power of our framework which allows to provide a complete
characterization for preference structures that have never been studied before, as well as other structures well known in
the literature (for instance we are able to interpret within the same framework triangle orders and weak orders). We also
showed how to make use of our comparison rules in order to compare fuzzy intervals and analyzed the link between our
framework and the four comparison indices introduced by Dubois and Prade for fuzzy intervals. Three of these correspond
to strict preference relations obtained for 2-point intervals while the fourth is associated with a non-strict preference re-
lation that is an interval order. In a similar way, we investigate special fuzzy numbers having only two non-zero levels of
membership. Their comparison by means of Dubois and Prade comparison indices corresponds to preference structures met
in the comparison of 3-point intervals, namely three types of interval orders and one type of weak order.
The paper opens the way to several research directions. Obviously the major issue is to generalize the ﬁndings for generic
n-point intervals identifying the regularities and invariants within our framework. Another research direction consists in as-
sociating with the n-point intervals comparison preference structures with more than two relations of the type (P1 · · · Pm, I)
where Pi are disjoint asymmetric relations, I is symmetric and they all form, together with their inverse P
−1
i , a partition
of A × A. A more speciﬁc research direction concerns the study of 3-point intervals and more precisely the completion of
Fig. 18. It is worth noting that when using 3-point intervals we start getting structures whose numerical representation
requires possibly (triangle orders) or necessarily (intransitive structures) more complex geometric ﬁgures (such as triangles
or circles). The study of the comparison of fuzzy intervals having only ﬁnitely many different degrees of membership in
relation with the comparison of n-point intervals is also to be pursued.
We consider that the general framework we introduced in this paper is suﬃciently wide to allow for a systematic study
of any type of intervals comparison, a major problem in various areas including decision theory, computer science, artiﬁcial
intelligence and beyond.
References
[1] M. Abbas, Contribution au rapprochement de la théorie des graphes et de l’aide à la décision: graphes parfaits et modèles de préférence, PhD thesis,
Université Libre de Bruxelles, 1993–1994.
[2] M. Abbas, M. Pirlot, Ph. Vincke, Preference structures and co-comparability graphs, Journal of Multi-Criteria Decision Analysis 5 (1996) 81–98.
[3] M. Abbas, M. Pirlot, Ph. Vincke, Tangent circle graphs and orders, Discrete Applied Mathematics 155 (2007) 429–441.
[4] J.F. Allen, Maintaining knowledge about temporal intervals, Journal of the ACM 26 (1983) 832–843.
[5] J.F. Allen, Towards a general theory of action and time, Artiﬁcial Intelligence 23 (1984) 123–154.
[6] S.M. Baas, H. Kwakernaak, Rating and ranking of multiple aspect alternatives using fuzzy sets, Automatica 13 (1977) 47–58.
[7] K.P. Bogart, P.C. Fishburn, G. Isaak, L. Langley, Proper and unit tolerance graphs, Discrete Mathematics 60 (1995) 99–117.
[8] K.P. Bogart, A.N. Trenk, Bipartite tolerance orders, Discrete Mathematics 132 (1994) 11–22.
[9] R. Brafman, C. Domshlak, Preference handling – an introductory tutorial, Technical report: Tr 08-04, Computer Science Department, Ben-Gurion Uni-
versity, 2008, 38 pp.
[10] J.P. Doignon, A. Ducamp, J.C. Falmagne, On realizable biorders and the biorder dimension of a relation, Journal of Mathematical Psychology 28 (1984)
73–109.
[11] J. Doyle, Prospects for preferences, Computational Intelligence 20 (2004) 111–136.
[12] D. Dubois, H. Prade, Fuzzy Sets and Systems – Theory and Applications, Academic Press, New York, 1980.
[13] D. Dubois, H. Prade, Ranking fuzzy numbers in the setting of possibility theory, Information Sciences 30 (1983) 183–224.
[14] D. Dubois, H. Prade, Possibility Theory, Plenum Press, New York, 1988.
[15] B. Dushnik, E.W. Miller, Partially ordered sets, American Journal of Mathematics 63 (1941) 600–610.
[16] P.C. Fishburn, Interval Orders and Interval Graphs, Wiley, New York, 1985.
[17] P.C. Fishburn, Generalisations of semiorders: a review note, Journal of Mathematical Psychology 41 (1997) 357–366.
[18] P.C. Fishburn, Preference structures and their numerical representations, Theoretical Computer Science 217 (2) (April 1999) 359–383.
[19] P.C. Fishburn, W.T. Trotter, Split semiorders, Discrete Mathematics 195 (1999) 111–126.
[20] D.H. Krantz, R.D. Luce, P. Suppes, A. Tversky, Foundations of Measurement, vol. 1. Additive and Polynomial Representations, Academic Press, New York,
1971.
[21] R.D. Luce, Semiorders and a theory of utility discrimination, Econometrica 24 (1956) 178–191.
[22] R.D. Luce, D.H. Krantz, P. Suppes, A. Tversky, Foundations of Measurement, vol. 3. Representation, Axiomatisation and Invariance, Academic Press, New
York, 1990.
[23] B. Monjardet, Relations à éloignement minimum des relations binaires: note bibliographique, Mathématiques, Informatique et Sciences Humaines 67
(1979) 115–122.
[24] J.I. Moore, W.T. Trotter, Characterization problems for graphs for graphs, partially ordered sets, lattice and families of sets, Discrete Mathematics 16
(1976) 361–381.
[25] M. Öztürk, Structures mathématiques et logiques pour la comparaison des intervalles, Thèse de doctorat, Université Paris-Dauphine, 2005.
[26] M. Öztürk, Ordered sets with interval representation and (m,n)-Ferrers relation, Annals of Operations Research 163 (2008) 177–196.
1222 M. Öztürk et al. / Artiﬁcial Intelligence 175 (2011) 1194–1222[27] M. Öztürk, A. Tsoukiàs, Preference representation with 3-points intervals, in: Proceedings of the ECAI Conference, Perugia, 2006, pp. 417–421.
[28] M. Öztürk, A. Tsoukiàs, Ph. Vincke, Preference modelling, in: M. Ehrgott, S. Greco, J. Figueira (Eds.), Multiple Criteria Decision Analysis: State of the Art
Surveys, Springer-Verlag, 2005, pp. 27–73.
[29] M. Pirlot, Ph. Vincke, Semi Orders, Kluwer Academic, Dordrecht, 1997.
[30] M. Roubens, Ph. Vincke, On families of semiorders and interval orders imbedded in a valued structure of preference: a survey, Information Sciences 34
(1984) 187–198.
[31] M. Roubens, Ph. Vincke, Preference Modelling, LNEMS, vol. 250, Springer-Verlag, Berlin, 1985.
[32] M. Roubens, Ph. Vincke, Fuzzy possibility graphs and their application to ranking fuzzy numbers, in: J. Kacprzyk, M. Roubens (Eds.), Non-Conventional
Preference Relations in Decision Making, in: LNEMS, vol. 301, Springer-Verlag, Berlin, 1988, pp. 119–128.
[33] B. Roy, Méthodologie multicritère d’aide à la décision, Economica, Paris, 1985.
[34] B. Roy, D. Bouyssou, Aide multicritère à la décision: Méthodes et Cas, Economica, Paris, 1993.
[35] D. Scott, P. Suppes, Foundational aspects of theories of measurement, Journal of Symbolic Logic 23 (1958) 113–128.
[36] N.J.A. Sloane, The on-line encyclopedia of integer sequences, http://www.research.att.com/~njas/sequences/A000984.
[37] R.P. Stanley, Enumerative Combinatorics, vol. 2, Cambridge Studies in Advanced Mathematics, vol. 62, Cambridge University Press, 1999.
[38] P. Suppes, D.H. Krantz, R.D. Luce, A. Tversky, Foundations of Measurement, vol. 2. Geometrical, Threshold and Probabilistic Representations, Academic
Press, New York, 1989.
[39] W.T. Trotter, Combinatorics and Partially Ordered Sets: Dimension Theory, John Hopkins University Press, Baltimore, 1992.
[40] A. Tsoukiàs, Ph. Vincke, A new axiomatic foundation of partial comparability, Theory and Decision 39 (1995) 79–114.
[41] A. Tsoukiàs, Ph. Vincke, Extended preference structures in MCDA, in: J. Climaco (Ed.), Multicriteria Analysis, Springer-Verlag, Berlin, 1997, pp. 37–50.
[42] A. Tsoukiàs, Ph. Vincke, Double threshold orders: a new axiomatization, Journal of Multi-Criteria Decision Analysis 7 (1998) 285–301.
[43] A. Tsoukiàs, Ph. Vincke, A characterization of PQI interval orders, Discrete Applied Mathematics 127 (2) (2003) 387–397.
[44] L. Vila, A survey on temporal reasoning in artiﬁcial intelligence, AI Communications 7 (1) (1994) 4–28.
[45] Ph. Vincke, P , Q , I preference structures, in: J. Kacprzyk, M. Roubens (Eds.), Non-Conventional Preference Relations in Decision Making, in: LNEMS,
vol. 301, Springer-Verlag, Berlin, 1988, pp. 72–81.
[46] S.R. Watson, J.J. Weiss, M.L. Donnell, Fuzzy decision analysis, Systems Man Cybernet 9 (1979) 1–9.
[47] N. Wiener, A contribution to the theory of relative position, Proc. of Cambridge Philosophical Society 17 (1914) 441–449.
