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The electron localization function (ELF) is a universal measure of electron localization that allows
for, e.g., an effective characterization of physical bonds in molecular and solid state systems. In the
context of the widely used Kohn-Sham density-functional theory (KS-DFT) and its generalizations,
ELF is given in terms of the single-particle electron density as well as the non-interacting kinetic
energy density (KED) of the KS system. Starting from the notion of an edge electron gas put forth
by Kohn and Mattsson, we here use an exactly soluble, strongly correlated few-electron model of
a harmonically confined electron gas in order to parameterize the positive-definite non-interacting
KS KED in terms of the density and its reduced second-order gradients. We arrive at a simple,
yet generally applicable functional approximation to ELF expressed in the electron density and its
derivatives. To demonstrate the validity of our approach, we use the obtained parameterization to
perform topological analysis of the bonds in solid Al and Si, and to study physical and chemical
adsorption of graphene on a Ni surface. We find that while the expression does not provide a
quantitatively accurate approximation of absolute ELF values, the most essential qualitative features
are captured. Hence, the expression is useful in contexts where the electron density is available, but
not the KS orbitals or the KED, and one desires a qualitative picture of the electron localization
that mimics ELF.
I. INTRODUCTION
Electron localization is an elusive quantum phe-
nomenon that can be quantified in terms of the pair
density or Fermi hole, i.e., the conditional probability
of observing an electron near a spatial point r when an
electron of the same spin has already been observed at r
[1, 2]. Its effects has been a relevant subject of study since
the early attempts at the classification of chemical bonds
[3, 4] and remains a topic of fundamental importance in
the physics of molecules and solids (see, e.g., Refs. 5–7
and references therein). In contrast, the electron local-
ization function (ELF) is a universal, unitless measure
of the degree of the electron localization that depends
on a single spatial coordinate and which was proposed
by Becke and Edgecombe [8]. While the original defini-
tion of ELF is based on Hartree-Fock (HF) theory, it was
later successfully used by Savin et al. [9, 10] to perform
electronic structure calculations in the context of Kohn-
Sham density-functional theory [11, 12]. This was essen-
tially achieved [9, 13] by formally identifying the Lapla-
cian of the conditional probability (i.e., the curvature of
the Fermi hole) obtained from a single determinental HF
wave function, with the electron- and non-interacting ki-
netic energy densities (KED) as is given by KS DFT.
Expressed in this way, ELF has, e.g., been widely ap-
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plied in the context of characterizing chemical bonds in
molecular and solid state systems [14, 15]. In passing, a
pair density functional, dubbed the electron localizability
indicator has also been proposed [16].
In KS DFT all physical quantities are in principle
universally derivable from the electron density, and so
it is of fundamental relevance to construct functionals
that allows one to investigate bonds in a system directly
from the electron density, i.e., without the explicit depen-
dency on the KED. Such expressions are useful in practice
when, e.g., using DFT-based methods that do not pro-
duce the KED such as orbital-free DFT [17] (popularly
used with pseudopotentials adopted to approximate KS-
DFT results) and when analyzing results that have been
made available in a database that provides the electron
density but not necessarily the KED. This is a common
setting for one of the software packages most frequently
used for such databases, i.e., the Vienna Ab Initio Soft-
ware Package (VASP) [18–20]. Previous works have ex-
tensively discussed various indicators of electron shells
and bonds formulated solely in the electron density and
its higher-order derivatives. These range from straight-
forward suggestions of, e.g., simply plotting the reduced
gradient, or, the Laplacian; to more intricate constructs
such as charge partition schemes [21]. However, these
expressions are generally not put on a form that directly
mimics ELF itself.
This paper builds on a series of works that utilize
model systems to describe many-electron physics in KS
DFT [22–28]. The concept of a model system goes back
to the notion of an edge electron gas introduced by Kohn
and Mattsson [29], and to the original construction of
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2the local density approximation (LDA) of the exchange
energy based on the uniform electron gas (UEG) [11, 30–
32]. Hence, we take the harmonic oscillator (HO) model
system to be a harmonically confined, non-interacting
fermion gas, which captures strong electron correlation
by confining the electrons in one dimension. By solving
the KS equations that describe this system we construct a
parameterization of the non-interacting positive-definite
KED which is then used to approximate ELF. The re-
sult is a semi-local functional expression in the electron
density which, by design, should reflect the most salient
features of ELF in real, interacting, electronic systems at
least in regions that are well described by the HO gas
regime. A major objective of this work is hence to inves-
tigate to what extent the HO model, as it stands, is ca-
pable of describing electron localization in more realistic
situations. To achieve this we analyze the transferability
of the expression by comparing it to the real ELF (i.e.,
calculated using the KED from the KS orbitals) in exam-
ple systems of covalent, metallic, and dispersive bonds.
It is found that our parameterization qualitatively repro-
duces many essential features of ELF in regions where it
takes on moderate to high values (viz. high localization),
but it cannot in general be used as a direct quantitative
approximation of ELF.
The rest of the paper is organized as follows. Section II
briefly presents the central equations related to ELF that
are of relevance to our discussion. In Sec. III we restate
some of the formal properties of the non-interacting KED
in the HO model system. In Sec. IV we put forward the
main result of the present work: the derivation of the
parameterization of ELF based on the HO model system
of confinement. Sec. V is devoted to our results, i.e.,
(i) the evaluation of the parameterization of ELF along
bonds in solid Al and Si, as well as on two-dimensional
topological surfaces, and (ii) the case of physical and
chemical adsorption of graphene on a Ni surface. Finally
in Sec. VI we present our summary and conclusions.
II. THE ELECTRON LOCALIZATION
FUNCTION
We begin by considering a system with a spin-polarized
electron density nσ(r), where σ is the spin degree of free-
dom (Hartree atomic units are used throughout). In KS
DFT, the density is represented by
nσ(r) =
∑
ν:εν≤µ
|φσν(r)|2, (1)
where {φσν}∞ν=1 are KS singe-particle orbitals with eigen-
values εν , and µ is the self-consistent chemical potential
(In the following, we let µ = 0). It is convenient to work
with expressions that are invariant under density-scaling,
and thus we adopt in this work the standard notion of
a generalized gradient approximation [33]. Within this
framework, the reduced density gradient s and Lapla-
cian q are scale invariant, dimensionless quantities that
depend on the density according to
s =
|∇n|
2(3pi2)1/3n4/3
(2)
q =
∇2n
4(3pi2)2/3n5/3
, (3)
from which it follows that s2 ∼ q. Of great importance
to the following discussion will be the ELF probability
index. Following the notation of previous works [25], we
define ELF as
ELF =
1
1 + (D/Dh)2
. (4)
where
D
Dh
(r) =
τσ(r)− τW(r)
τTF(r)
. (5)
Here, τσ(r) is the non-interacting positive-definite kinetic
energy density (KED), expressed in the KS orbitals as
τσ(r) =
∑
ν:εν≤µ
|∇φσν(r)|2. (6)
As a final prerequisite for our considerations, we recall
the Thomas-Fermi (TF) KED τTF(r), which is given by
τTF(r) =
3
10
(2pi2)2/3 n5/3σ (r), (7)
as well as
τW(r) =
1
8
|∇nσ(r)|2
nσ(r)
, (8)
which is the von Weizsäcker or single-particle KED. Im-
portantly, the difference
τp(r) ≡ τσ(r)− τW(r) (9)
in the numerator of Eq. (5) is commonly referred to as the
Pauli KED, since it is a point wise measure of the Pauli
exclusion principle and hence the fermionic character of
the KED. The von Weizsäcker term, τW, of Eq. (8) is
then being interpreted as the KED of a bosonic system
with the same density [10, 28]. To see this, consider a
bosonic wave-function Ψb(r) defined by
Ψb(r) =
√
n(r)
2N
, (10)
where N is the total number of orbitals in the system,
allowing 2N bosons reside in the same orbital, and using
Eq. (6), we see that
τb(r) = N
∣∣∣∣∣∇
√
n(r)
2N
∣∣∣∣∣
2
=
1
2
∣∣∣∣∣ ∇n(r)2√n(r)
∣∣∣∣∣
2
=
1
8
|∇n(r)|2
n(r)
,
(11)
3thus retrieving Eq. (8). As such, the von Weizsäcker
term provides a lower bound to the kinetic energy of a
fermionic state [34], and thus, as a result of Eq. (9) de-
scribes a highly localized fermion.
By normalizing with the TF KED in Eq. (5), the value
of ELF = 1/2 corresponds to the UEG that the TF KED
was originally derived from. ELF approaches zero only
when the kinetic energy goes to infinity which happens
for fermions far inside the classically forbidden region,
i.e., outside a surface. This limit is the Airy gas (AG)
limit discussed at length in earlier works [24, 27, 29]. Fi-
nally, for highly localized fermions ELF → 1, which cor-
responds to the limit of perfect confinement, and which
we attempt to address in the present article.
III. THE HARMONIC OSCILLATOR MODEL
SYSTEM OF CONFINEMENT
The formal properties of the harmonic oscillator (HO)
electron gas has been detailed by some of us in previous
works [22, 27]. For the purposes of this work, we begin
by restating the most central equations. Thus, in the
parlance of previously mentioned works, we take the HO
model system to mean a KS DFT system where the effec-
tive potential is constant in the two spatial directions x
and y, but confines the KS states along the z-direction ac-
cording to the familiar linear harmonic oscillator. Thus,
we let
vHOKS (r) =
ω2
2
z2, (12)
where ω is the angular frequency of the harmonic oscil-
lator. Solving the corresponding KS equations along the
z-axis results in orbitals of the form
l1/2φ(z¯) = φ˜(z¯), (13)
φ˜j(z¯) =
(
1√
pi2jj!
)1/2
Hj(z¯)e
−z¯2 , (14)
where {Hj}∞j=0 are Hermite polynomials, and the corre-
sponding eigenvalues are given by
εj =
1
l2
(
j +
1
2
)
, j = 0, 1, . . . . (15)
Here we have defined the surface thickness l =
√
1/ω of
the edge region [29], so that z¯ = z/l. In addition we
define
w =
ω
µ
, α =
1
w
− 1
2
, N(µ) = bαc, (16)
where w is a curvature parameter of the potential
parabola, N(µ) is the index of the highest occupied or-
bital in the z-dimension and µ is given by
µ =
(
α+
1
2
)
1
l2
. (17)
Eq. (17) thus defines the degree of fermionic confinement
α which, by virtue of being inversely proportional to w,
denotes the index of the highest occupied KS state z-
direction. Consequently, the remainder, 0 ≤ α −N < 1,
refers to the continuous bands in the xy-directions. From
Eq. (13) the single-particle density and the positive KED
can now be expressed exactly in terms of the variables α
and z¯ according to [28]
l3n(z¯) =
1
pi3/2
N∑
j=0
1
2j2!
H2j (z¯)e
−z¯2(α− j) (18)
and
l5τ(z¯) =
1
2pi
N∑
j=0
[
(α− j)2φ˜2j (z¯) + (α− j)φ˜2′j (z¯)
]
, (19)
where n(z¯) and τ(z¯) are dimensionless by construc-
tion. Here we make an additional crucial point. While
Eqs. (18)–(19) are valid for any value of α, e.g., a large
one which corresponds to a wide harmonic potential, we
are concerned with the opposite, few-electron limit. We
take this limit, which corresponds to a narrow harmonic
potential where the KS states are highly confined, to be
starting point for our further considerations. For a de-
tailed discussion regarding the many-particle limit, we
refer to Ref. 27. In the next Section, we will derive a
parameterized version of ELF as defined by Eq. (5), via
the expression for D/Dh of Eq. (5). The resulting pa-
rameterization will thus be given in terms of the reduced
density gradient s and Laplacian q.
IV. PARAMETERIZATION OF THE KED IN
THE HO MODEL SYSTEM
We begin this section by deriving an exact expres-
sion for D/Dh of Eq. (4) in terms of s and q, for α’s
in the range (0, 1]. At this point it is stressed that for
α > 1, which corresponds to a higher number of occu-
pied states, the sheer complexity of the expressions given
by the Eqs. (18)–(19) becomes prohibitively difficult to
handle. It is de facto highly non-trivial to exactly map α
and z¯ to s and q in these cases. In order to deal with this
issue, we will instead resort to the exact parameteriza-
tion of D/Dh in the range (0, 1] in order to construct an
extended parameterization which is based on α’s in the
range (0, 2]. In the present article, we work under the as-
sumption that such an extended, parameterized version
of D/Dh should be able to constitute an approximation
that can be applied also in the case for higher values,
i.e., α > 2. We expand further on this points later in this
section.
Continuing with the exact parameterization, the re-
duced gradient and Laplacian of Eqs. (2)–(3) are straight-
forward to derive from any given exact HO model density.
4Thus, for α ∈ (0, 1] and for any z¯ one can verify that
s(α, z¯) =
|2z¯|
2(3
√
pi α e−z¯2)1/3
,
q(α, z¯) =
2z¯ − 1
2(3
√
pi α e−z¯2)2/3
,
(20)
and for α ∈ [1, 2], and z ∈ (−∞,∞),
s(α, z¯) =
|(α− 2)z¯ − 2(α− 1)z¯3|
(3
√
pie−z¯2)1/3[α+ (2α− 1)z¯2]4/3 ,
q(α, z¯) =
2(α− 2)z¯4 + (−4α+ 5)z¯2 + α2 − 1
(3
√
pie−z¯2)2/3[α+ (2α− 1)z¯2]5/3 .
(21)
The expression for D/Dh of Eq. (5) then becomes
D
Dh
(α, z¯) =
5
3
α
1
3 e
2z¯2
3
(3
√
pi)2/3
, α ∈ (0, 1], ∀ z¯. (22)
We now seek to express D/Dh in the reduced quantities
s(α, z¯) and q(α, z¯) given by the relations of Eq. (20). By
noting that
s2
q
=
z¯2
z¯2 − 12
⇐⇒ z¯2 = s
2
s2 − q , s
2 6= q, (23)
and using the second of the relations of Eq. (20) we get
α =
[
1
q
z¯ − 12
(3
√
pi)
2
3 e−
z¯2
3
] 3
2
. (24)
Combining Eqs. (22), (23), and (24) results in
η1(s, q) ≡ D
Dh
(s, q)
∣∣∣∣
α∈(0,1]
=
5
9
√
2pi
e
1
2
(
s2
s2−q
)
√
s2 − q . (25)
The quantity η1(s, q) of Eq. (25) defines an exact relation
for the harmonic oscillator model systems in the range
α ∈ (0, 1] and for any value of z¯. For such harmonic
oscillators, there are no point wise values of s and q such
that s2−q = 0, inadvertently showing up as singularities
in Eq. (25). We note also that the line in the (s2, q) plane
that defines the transition α : 1 → 2 can be written on
an exact form which is given by
s2 =
1
3
q
(
3 +
1
W
(
2( pi3e )
1/3q
)) , (26)
where W (·) is the Lambert function [35]. It is in general
not possible to find lines as the one given by Eq. (26)
that correspond to additional states being occupied in
the harmonic oscillator.
Keeping the preceding discussion close in mind, we now
proceed to discuss the construction of the parameteriza-
tion of D/Dh for α ∈ (0, 2]. The most general form of
a parameterized version η(s, q) for all such values can be
defined in terms of a piecewise function
η(s, q) =
{
η1(s, q), whenα ∈ (0, 1]
η2(s, q), whenα ∈ [1, 2]. (27)
However, as previously discussed it is highly nontrivial to
construct a closed form expression of η2(s, q) in a similar
fashion as was done for the case of η1(s, q). It never-
theless seems plausible that η1(s, q) should contain some
transferable features, that would also be present in an ex-
pression for η2(s, q), even though they describe different
aspects of the HO model. Framed differently, the main
attributes that are contained in η1(s, q) should contain
a set of general features, that would resemble the exact
ELF also for values of α ∈ [1, 2]. With this in mind, we
consider a modified expression written in the form
η˜(s, q) =
5
9
√
2pi
e
1
2
(
βs2
f,δ(s,q)
)
[f,δ(s, q)]γ/2
, α ∈ (0, 2], (28)
where β, γ, , and δ are real parameters that need to be
determined. The properties of the function f,δ will be
discussed in the following: since s2 − q → 0, as z¯ → 0,
and α→ 2, it is highly likely that a general density would
be such that s2 − q ≤ 0. Notably, in a real system, there
might exist points where s2 − q ≤ 0, which would lead
to unavoidable singularities. To resolve this problem we
first replace the problematic occurrences of s2 − q in the
denominators with s2 − q + , where  is a sufficiently
small positive number. Then we introduce a function
that approaches s2 − q +  when that quantity is a large
positive value, but rather smoothly approach zero instead
of becoming negative when q > s2. Hence, we introduce
a function f,δ, which we define as
f,δ(s, q) =
( 
δ
)
ln
[
1 + e
δ(s2−q)

(
eδ − 1)] , (29)
where δ sets the sharpness with which f,δ approaches
zero. Despite the alterations from Eq. (25), this remains
a very good approximation of the exact η(s, q) for HO
systems with α ∈ (0, 1]. By performing a least-square
minimization with respect to the exact ELF for HO mod-
els with α ∈ (0, 2] we obtain β = 1.122 and γ = 1.420.
In this fit we used δ = 10 and  = 0.1, which results in
a good approximation of
√
s2 − q. We again stress that
even though η˜(s, q) has been constructed by fitting the
values of the parameters β and γ to the exact ELF on
the set α ∈ (0, 2], we take Eq. (28) to be valid values of
α that are larger than 2.
Fig. 1 shows the performance of η1(s, q) along with the
parameterization η˜(s, q), both in comparison to the exact
ELF for different values of α (number of occupied states)
in the HO. As is evident from the figure, the parameter-
ized version of ELF which is given by Eq. (28) captures
the exact values to a reasonable degree, most importantly
in the region around the center of the harmonic oscilla-
tor where ELF is larger than 0.5. We also note that ELF
5based on η1(s, q) does not deviate significantly from the
exact values of ELF for α ∈ [1, 2] (our initial hypothesis),
except for the case when z¯ → 0 and α→ 2. Indeed, as is
seen in Fig. 1 for increasing values of α, a sharp dip starts
to develop at the symmetry line z¯ = 0. This reflects the
fact that η1(s, q) is unable to fully represent the UEG in
this region. This behaviour is further emphasized in the
case α = 1.5, where two surfaces begin to emerge. In the
extreme case α = 2, the UEG characteristics that form
between the two surfaces can not be restored by η1(s, q).
We note however that the dip produced by η1(s, q) at the
center of the oscillator is a feature that to some degree
carries over to the case α ∈ [1, 2] so as to restore the
behaviour of the exact ELF for less confined situations.
This situation, in spite of the fact that the HO models
defined by the transition α : 0 → 1 are starkly different
is, by virtue of its construction captured by η˜(s, q), as
the dip is significantly suppressed.
One of the main purposes of this article is to investigate
to what extent an ELF based on a one dimensional, har-
monically confined electron gas is capable of describing
effects of electron localization for more realistic densities.
This investigation is the subject of the next section.
V. RESULTS AND DISCUSSION
In the following, the behavior of the ELF parameteriza-
tion of Eq. (28) is studied for three physical systems with
different types of bonding physics: bulk fcc Al (a metal),
bulk diamond Si (a semiconductor), and graphene on a
Ni surface that allow both chemisorbed and physisorbed
bonding depending on the distance between the C and Ni
atoms. The values of ELF based on η˜(s, q) are evaluated
for s2(r) and q(r) and compared to the real ELF calcu-
lated from the KS orbitals in the same system. In order
to perform the self-consistent computations, we primar-
ily use the Elk all-electron electronic structure software
[36] with the local spin-density approximation [37]. The
complete computational details are given in Appendix A.
A. The parameter s2 − q
The preceding discussion and derivation makes it clear
that s2− q takes a very central role in the parameteriza-
tion. This expression is show in Figs. (2) and (3) for the
Al and Si systems. Both the systems have regions where
s2−q is negative, even though this does not occur in any
spatial point in the HO model system.
One can think of the  parameter in Eq. (28) as a slight
adjustment upwards of these graphs. This adjustment
will reduce the problematic regions of negative s2 − q,
but not entirely remove them. The adjustment func-
tion, Eq. (29) will make sure the parameterization can
be evaluated in all points and still be smooth, but, there
is no reason to expect the expression to reproduce the
real ELF well in these regions. To further illustrate that
s2 − q picks up properties of the underlying system that
are not readily seen in other quantities, Figs. (4) and (5)
show s2 for the Al and Si systems for comparison.
FIG. 1. The exact ELF for different values of α (number of
occupied states) as compared with ELF based on the parame-
terizations η1(s, q) of Eq. (25) and η˜(s, q) of Eq. (28) presented
in this work. As the value of α increases (for fixed value of the
chemical potential µ) the potential parabola becomes wider,
thus representing a less confined system. The top panel shows
a highly confined system (α = 0.5). The middle panel shows a
less confined system (α = 1.5) where the next state in the os-
cillator has been occupied. The bottom panel shows a system
in which α = 2.
B. Parameterized ELF in Si and Al
A direct comparison of the parameterization and the
real ELF for Si and Al is shown along lines of atomic
bonds in Figs. (6) and (7), and in 2D planes in Figs. (8)
60 1 2 3 4 5
Distance along bond (bohr)
0
2
4
6
8
s2
 
q
FIG. 2. The difference s2 − q in solid fcc Al along a nearest-
neighbor line between repetitions of individual Al atoms in
the unit cell. The sharp peak is located at the Al atom.
0 2 4 6 8 10 12 14 16
Distance along bond (bohr)
0
5
10
15
s2
 
q
FIG. 3. The difference s2 − q along a nearest neighbor line
in solid Si in the diamond structure. The sharp peaks are
located at the two Si atoms in the unit cell, and the line
between them intersects the nearest-neighbohr sp - bond.
and (9). The parameterized ELF visually mimics the
qualitative behavior of the real ELF. The two quantities
display similar structure in the atomic shell and core re-
gions. The interatomic bonding regions are also visually
similar, in particular for the sp-hybridized bonds in Si.
However, the parameterization is not a quantitatively ac-
curate approximation of ELF in the studied systems. The
height of the maximums are too low in the outer shells. In
some regions of moderate to high ELF values, the slope
of the parameterization is incorrect. For example, the
middle of the inter-bonding region in Si has the parame-
terization show a marked downward slope. Furthermore,
in regions where s2 − q are negative, the parameteriza-
0 1 2 3 4 5
Distance along bond (bohr)
0.0
0.5
1.0
1.5
2.0
s2
FIG. 4. The behaviour of s2 in solid fcc Al along a nearest-
neighbor line between repetitions of individual Al atoms in
the unit cell.
0 2 4 6 8 10 12 14 16
Distance along bond (bohr)
0.0
0.5
1.0
1.5
2.0
s2
FIG. 5. The behavior of s2 in solid diamond Si, along a
nearest-neighbor line between the two Si atoms in the unit
cell.
tion is sharply cutting off to exactly zero. In the 2D plot
for Al in Fig. (8), there is a corresponding larger level
of visual discrepancy in the “void” region away from the
atoms. In this region the real ELF is moderately high
(ca 0.5), but the parameterization is nearly zero.
The qualitative visual similarity suggest that the pa-
rameterization in many regions extracts similar informa-
tion about the characteristics of electron localization as
the real ELF. This is particularly clear when comparing
the sp-hybridized bonds in Si with the metal bonding for
Al. Both in the 1D and 2D figures it is clear that the
regions with low or negative s2 − q are inaccurately re-
produced. This is not so suprising, since the regions of
low electron confinement with negative s2−q do not map
7onto any HO model system.
0 1 2 3 4 5
Distance along bond (bohr)
0.0
0.2
0.4
0.6
0.8
1.0
E
L
F
ELF (KS)
This work
FIG. 6. (color online) The exact KS DFT ELF (solid, black)
and the ELF parameterization in this work (dashed, red) in
solid fcc Al along a nearest-neighbor line between repetitions
of individual Al atoms in the unit cell.
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FIG. 7. (color online) The exact KS DFT ELF (solid, black)
and the ELF parameterization in this work (dashed, red) in
solid diamond Si along a nearest-neighbor line between the
two Si in the unit cell.
C. Graphene on Ni
We now move on to study the real and parameter-
ized ELF in a different context by considering the system
graphene on a Ni surface. The use of this system was in-
spired by the work by Jarvis et al. in Ref. 38, in which
ELF was utilized as an indicator of the bonding char-
acter as being either physisorbed or chemisorbed. The
FIG. 8. Topological surfaces of ELF for bulk Al in the fcc
structure. (a) ELF based on self-consistent KS orbitals. (b)
ELF based on the parameterisation of this work.
FIG. 9. Topological surfaces of ELF for bulk Si in the dia-
mond structure. (a) ELF based on self-consistent KS orbitals.
(b) ELF based on the parameterisation of this work.
geometries of the system were chosen to be the same as
in Ref. 39. Moreover, the graphene layer is either ph-
ysisorbed or chemisorbed depending on its distance to
the Ni surface [39].
The features of the real and parameterized ELF for
the two types of bonding physics are shown in the sub-
panels of Fig. (10). There is overall a visiual simularity
for the corrsponding pictures between the parameterized
and the real ELF. However, there are also some impor-
tant differences which are discussed in the following.
For the real ELF, the subpanel Fig. (10a) for the ph-
ysisorbed case shows the value along the shortest distance
between the C and Ni atoms to drop to zero, indicating
that there is little to no electron localization here, i.e., no
chemical bond. On the other hand, in the chemisorbed
bonding situation of Fig. (10c), ELF drops to a low, but
non-zero, value. In fact, for this case there is a visual
8FIG. 10. Topological surfaces of ELF for graphene on a Ni
surface. The topmost atoms are the C atoms in the graphene
layer, with the Ni atoms below. The subfigures show (a) ELF
based on self-consistent KS orbitals for the case of physisorp-
tion. (b) ELF based on the parameterization of this work for
the case of physisorption. (c) ELF based on self-consistent KS
orbitals for the case of chemisorption. (d) ELF based on the
parameterization of this work for the case of chemisorption.
similarity between the Ni-Ni bonds and the Ni-C bonds.
Furthermore, the C outer shell takes a different shape
between the two bonding situations: in the physisorbed
case it appears more elongated towards the Ni surface
than in the chemisorbed case.
For the parameterized ELF, the perhaps most striking
visual difference to the real ELF is the inner core regions
of the Ni atoms. However, the significant discrepancy
in absolute value for the maximums of the peaks for the
atomic shells was already seen in the 1D plots for Al
and Si in Figs. (6) and (7). For the 2D surface of the Ni
atoms, the parameterized ELF shows a highly osscilating
behavior associated with the shells, but the difference
in absolute values, along with the larger number of core
states in Ni (which are not fully resolved in the 2D plots),
combine into a noticeable visual discrepancy to the real
ELF.
An arguably more important observation of the dif-
ference between the parameterized and real ELF in this
system is that the former does not reproduce the distinc-
tion between the physisorbed and chemisorbed bonding
between the surface and the graphene layer. The param-
eterized ELF drops off to very nearly zero in both cases.
The parameterized ELF also does not show a noticable
difference in the shape of the outer shell for C.
As a general observation, the chemisorbed bonding of
graphene on an Ni surface apparently has a relatively
weak level of electron localization, since the real ELF has
a low value in this region. This places the s and q values
in a domain that does not map well, or not at all, onto
the HO model system which limits the accuracy of the
parameterized ELF. This is the reason the distinction
between the chemisorbed and physisorbed case is lost.
However, also for the real ELF, the visual distinction is
not overly clear compared to, e.g., the covalent sp bonds
in Si. The visual distinction between the physisorbed
case in Fig. (10) and the sp-bond in Fig. (9) is clear in
both the parameterized and real ELF. The ability for
the parameterized ELF to distinguish these bond types
could be demonstrated with greater clarity if we had a
system where two different geometries yielded chemisorp-
tion with stronger covalent bonds and physisorbtion-type
bonding. The authors have so far been unable to find a
good such test case.
Finally, we note that the form of Eq. (29) may cause
one to believe that the sharp cutoff to zero seen in the re-
gions where s2−q < 0 could be reduced by increasing the
δ parameter. However, this is not the case. Figures (11)
and (12) show Eq. (28) for a set of different values of
δ, and it is clear that while the size of these regions are
altered by δ, the sharp cutoff remains (at least in regions
where the similarities with respect to ELF based on KS
orbitals are not severely affected by the choice of δ).
VI. SUMMARY AND CONCLUSIONS
In this paper we have presented an approximation to
the electron localization function given only in terms
density-dependent reduced gradients to second order.
This allows for a direct way to extract the behavior of
localized electronic states such as physical bonds in real
systems without the explicit reference to individual or-
bitals such as those provided by KS theory. Our deriva-
tion is based on a parameterized version of the exact
expression of the non-interacting KS KED in the few-
electron limit of a harmonic oscillator model system, from
which ELF is then constructed. We then compared the
derived model with the exact ELF for simple bulk sys-
tems.
Our conclusion is that the derivation gives an expres-
sion capable of qualitatively reproducing many of the
relevant features of ELF, hence suggesting that it can
be used for the visualization of the bonds in solid state
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FIG. 11. (color online) The ELF parameterization in this
work for various values of δ in solid bulk fcc Al along a nearest-
neighbohr line between repetitions of the Al atom.
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FIG. 12. (color online) The ELF parameterization in this
work for various values of δ in solid bulk diamond Si along a
nearest-neighbohr line between the two Si of the unit cell.
and chemistry systems. In our examples, the parame-
terized ELF clearly distinguishes metallic and dispersive
bonds from the stronger covalent sp bonds. Nevertheless,
the quantitative agreement is very rough, which may ar-
guably be expected from a parameterization that has no
access to an accurate general representation of the KED
for any region throughout a general system. Thus, a
fundamental limitation of the parameterization is that it
can be expected to be accurate only in regions that are
in some sense similar to that of the HO model. The HO
model with low values of α represents stark electron lo-
calization, hence, it stands to reason that regions of high
ELF are also the regions where the parameterization is
more accurate. For other regions, the expression cuts off
to zero rather sharply whereas the real ELF may remain
at a low, but non-zero, value.
Hence, the derivation in this work have produced a
quantity that give qualitative pictures of the electron lo-
calization that mimics the features of ELF. This is useful
in contexts where the electron density is available, but
the KS orbitals or the KED are not. Possible applications
include analysis of priorly stored data from calculations
where these quantities are not included, and the analysis
of electronic densities from computational schemes that
do not generate KS orbitals—e.g., orbital-free DFT. Vi-
sualizations based on the parameterizied ELF have short-
comings in particular for regions where ELF is relatively
low, but it appear regions of high and low electron local-
ization are clearly identified.
Future work may allow extending the parameterization
to be more transferable. We note in particular that both
the form of the final expression, and our numerical re-
sults, suggest that s2 − q is a relevant indicator of the
physics in the regions of a system, and s2 − q < 0 marks
regions that are out of reach of the HO model. Further-
more, the quantitative agreement with ELF in regions
that are described by the HO model may be improved by
taking an additional number of levels into account in the
parameterization. Another path forward is to introduce
an additional dimension of confinement, which may yield
a more transferable expression. Work in these directions
is currently underway.
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Appendix A: Computational Details
For the least square fitting procedure in order to de-
termine the parameters β and γ defined by Eq. (28), we
use a grid defined by the set of values α ∈ (10−5, 2] and
z¯ ∈ [−3, 3] with a step size of 10−3 in each direction,
after which the numerical optimization is performed by
the software Mathematica [40].
The Al and Si calculations are done with the all-
electron, full-potential linearized-augmented plane wave
[41] (LAPW) electronic structure code Elk [36] with the
local spin-density approximation [37]. The basis set cut-
off (defined as the maximum length of the vectors G+k)
is set to 7.0 bohr−1. The k-point mesh is 4× 4× 4 for Si
and 10×10×10 for Al, with an offset of (0.5, 0.5, 0.5) lat-
tice vectors from the Brillouin zone (BZ) center [42, 43].
A finer radial mesh is used for the muffin-tin functions
(the ELK lradstp flag is set to 1.) The calculations are
done without any relativistic correction (the ELK solscf
flag is set to 107) to avoid the true KS DFT values in the
core regions to be distorted by this correction.
For the graphene on Ni calculations, the initial struc-
tures are relaxed using the Vienna Ab-inito simulation
package [18–20], using the local spin-density approxima-
tion [37]. The relaxed geometries are imported into Elk
to calculate the all-electron densities and KS orbitals.
The muffin-tin radii were adjusted to reduce their mis-
match since that may lead to numerical issues. Hence,
the muffin-tin radius of C from 1.6 bohr to 1.33 bohr, and
for Ni from 2.4 bohr to 1.9 bohr. The 3s-state is moved
to the interstitial region with a linearization energy of
−3.5 Hartree. For both species, the matching derivates
at the boundary are increased to the third order. Due to
the large amounts of vacuum in the system in both cases
(the chemisorbed and physisorbed), density sloshing is
prevented by adjusting the Broyden mixing parameters
[44]. For the chemisorbed case, the adaptive mixing pa-
rameter is set to 0.01, and for the physisorbed, 0.0004.
The maximum mixing parameter is set to 0.06 (0.0008).
The number of empty bands is increased to 8 and the
automatic linearization algorithm is activated. An initial
density is found by starting with a rgkmax of 5, a gmaxvr
of 16, and a lmaxapw of 8. The parameters are then in-
creased systematically, taking on the the values 8, 11,
and 22, and it is observed that the calculated quantities
converge. The parameters cannot be increased further,
since that results in a divergence of the first and second
density derivates in the interstitial region.
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