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Global stability of solutions to nonlinear wave equations
Shiwu Yang
Abstract
We consider the problem of global stability of solutions to a class of semilinear wave equations
with null condition in Minkowski space. We give sufficient conditions on the given solution which
guarantees stability. Our stability result can be reduced to a small data global existence result for
a class of semilinear wave equations with linear terms Bµν∂µΦ(t, x)∂νφ, L
µ(t, x)∂µφ and quadratic
terms hµν(t, x)∂µφ∂νφ where the functions Φ(t, x), L
µ(t, x), hµν(t, x) decay rather weakly and the
constants Bµν satisfy the null condition. We show the small data global existence result by using
the new approach developed by M. Dafermos and I. Rodnianski. In particular, we prove the global
stability result under weaker assumptions than those imposed by S. Alinhac.
1 Introduction
In this paper, we study the behavior of solutions to the Cauchy problem{
✷w = N (∂w),
w(0, x) = Φ0(x) + ǫφ0(x), ∂tw(0, x) = Φ1(x) + ǫφ1(x)
(1)
in Minkowski space with initial data Φi(x), φi(x) ∈ C∞0 (R3). The nonlinearity N (∂w) is assumed to
satisfy the null condition, that is, N (0) = DN (0) = 0 and the quadratic part of N (∂w) is Aαβ∂αw∂βw
with constant coefficients Aαβ such that Aαβξαξβ = 0 whenever ξ
2
0 = ξ
2
1 + ξ
2
2 + ξ
2
3 .
In [1], S. Alinhac studied the stability of large solutions to the quasilinear wave equations{
✷w + gαβγ∂γw · ∂αβw = 0,
w(0, x) = Φ0(x), ∂tw(0, x) = Φ1(x)
in Minkowski space, where gαβγ are constants satisfying the null condition ( see [11]). More specifically,
starting with a global solution Φ(t, x) ∈ C∞(R3+1), consider the Cauchy problem with perturbed initial
data (Φ(0, x) + ǫφ0, ∂tΦ(0, x) + ǫφ1). He showed that if Φ satisfies the condition
|gijγ∂γΦ · ξiξj | ≤ α0
3∑
i=1
|ξi|2,
∑
|k|≤7
|Γk∂Φ| ≤ C0(1 + t)−1(1 + |r − t|)− 12 (2)
for some positive constants α0 < 1 and C0, then the solution exists globally and is close to Φ. Here
Γ denotes the collection of Lorentz vector fields, see [10]. The problem of global stability of Φ can be
reduced to the following small data Cauchy problem{
✷φ+ gαβγ∂γφ · ∂αβφ+ gαβγ∂αΦ∂βγφ+ gαβγ∂βγΦ∂αφ = 0,
φ(0, x) = ǫφ0(x), ∂tφ(0, x) = ǫφ1(x)
with given function Φ satisfying condition (2). The approach in [1] relies on the vector field method. In
particular, S. Alinhac used the scaling vector field S = t∂t+r∂r with weights growing in t as commutators.
The use of such weighted vector fields requires one to make the rather strong assumption that the given
solution Φ(t, x) decays uniformly in time t as in (2).
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In this paper, we use the approach developed in [5], [22] to treat the problem of global stability
of solutions to nonlinear wave equations. we use a new method for proving decay for linear problem,
developed by M. Dafermos and I. Rodnianski in [5]. This new method avoids the use of vector fields
containing positive weights in t, e.g., S = t∂t + r∂r , Li = xi∂t + t∂i. Traditionally, the vector fields from
the set Γ, including S, Li, are used as multipliers or commutators. The new approach only commutes the
equation with ∂t, xi∂j − xj∂i and allows us to obtain the stability results under conditions on Φ weaker
than those imposed by inequalities (2). We now describe the assumptions and the main results.
We denote (∂t, ∂x1 , ∂x2 , ∂x3) by ∂ and (∂x1 , ∂x2 , ∂x3) by ∇ under the coordinates (t, x1, x2, x3). We
also use the null coordinates u = t−r2 , v =
t+r
2 defined by the standard polar coordinates (t, r, ω) in
Minkowski space. The vector fields, used as commutators , are
Z = {Ωij, ∂t = T }, Ωij = xi∂j − xj∂i,
where Greek indices run from 0 to 3 while the Latin indices run from 1 to 3.
Definition 1. We call Φ ∈ C∞(R3+1) a (δ, α, t0, R1, C0)-weak wave if
(i): |∂Φ(t, x)| ≤ C0, t ≤ t0,
(ii): |∂Φ(t, x)| ≤ C0(1 + r)− 12 (1 + (t− |x|)+)− 12−4α, |x| ≥ R1, t ≥ t0,
(iii): |∂vΦ(t, x)| ≤ C0(1 + r)−1−3α, |x| ≥ R1, t ≥ t0,
(iv): |∂Φ(t, x)| ≤ δα(1 + r)−1−α, |x| ≤ R1, t ≥ t0
for some positive constants δ, α, t0, R1, C0, where ∂v = ∂t+∂r. Here (t−|x|)+ = max{0, t−|x|}. Without
loss of generality, we assume α ≤ 14 and R1 ≤ t0.
Remark 1. Solution of a free wave equation in Minkowski space ✷Φ = 0 with compactly supported
initial data decays uniformly in time t and is always a (δ, α, t0, R1, C0)-weak wave for some constants
δ, α, t0, R1, C0 . We remark here that a weak wave does not have to decay uniformly in time t in the
cylinder {(t, x)||x| ≤ R1}.
In our argument, we estimate the decay of the solution with respect to the foliation Στ , defined as
Sτ := {u = uτ , v ≥ vτ},
Στ := {t = τ, r ≤ R} ∪ Sτ ,
where uτ =
τ−R
2 , vτ =
τ+R
2 . The radius R is a to-be-fixed constant. The corresponding energy flux is
E[φ](τ) :=
∫
r≤R
|∂φ|2dx+
∫
Sτ
(|∂vφ|2 + |∇/ φ|2) r2dvdω,
where ∇/ denotes the induced covariant derivative on the sphere of radius r. We denote
E0 =
∑
|k|≤4
∫
R3
|∂Zkφ˜(0, x)|2dx,
where φ˜(0, x) = φ0(x), ∂tφ˜(0, x) = φ1(x). Here k stands for multiple indices, namely if k = (k1, k2), then
Zk = Ωk1T k2 , Ω = Ωij . And if k ≤ k˜, then k1 ≤ k˜1, k2 ≤ k˜2.
In addition to the assumption that the nonlinearity N (∂w) satisfies the null condition, we assume N
is smooth and
N (∂Φ + ∂φ) = N (∂Φ) +Aµν∂µΦ∂νφ+Nµ(∂Φ)∂µφ+Nµν (∂Φ)∂µφ∂νφ+O(|∂φ|3),
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when ∂φ is small. The coefficients Nµ(∂Φ), Nµν(∂Φ) satisfy
|ZβNµ(∂Φ)| ≤ C(∂Φ)
∑
|β′|≤|β|
|Zβ′∂Φ|2+α0 , ∀|β| ≤ 4,
|ZβNµν(∂Φ)| ≤ C(∂Φ)
∑
|β′|≤|β|
|Zβ′∂Φ|α0 , ∀|β| ≤ 4
(3)
for some positive constant α0. The constant C(∂Φ) depends only on
∑
|β|≤4
‖Zβ∂Φ‖C0 .
We now state our main results.
Theorem 1. Suppose the nonlinearity N (∂w) satisfies the null condition and condition (3). Let Φ ∈
C∞(R3+1) be a solution of (1) when ǫ = 0. Assume ZkΦ is (δ, α, t0, R1, C0)-weak wave, ∀|k| ≤ 4. Suppose
the initial data φ0(x), φ1(x) are smooth and supported in {|x| ≤ R0}. Then there exists δ0 > 0, depending
only on the constants Aαβ , and ǫ0 > 0, depending on E0, R0, A
αβ, α0, α, t0, R1, C0, such that for any
δ < δ0, ǫ < ǫ0, there exists a unique global smooth solution w of equation (1) with the property that ∃
positive constant R, depending on t0, α, α0, R1, C0, R0, such that for the foliation Στ with radius R,
the difference φ = w − Φ satisfies
(1) Energy decay
E[φ](τ) ≤ CE0ǫ2(1 + τ)−1− 12α′ , α′ = min{α0
6
, α}.
(2) Pointwise decay:
|φ| ≤ C
√
E0ǫ(1 + r)
−1,∑
|β|≤2
|∂βφ| ≤ C
√
E0ǫ(1 + r)
− 1
2 (1 + |t− r +R|)− 12−α
′
4 , α′ = min{α0
6
, α},
where C depends on R, α0, α, t0, R1, C0.
Remark 2. The weak decay of ∂Φ in the spatial direction ( (1 + |x|)− 12 ) excludes general cubic nonlin-
earities of N (∂Φ)( cubic nonlinearities satisfying the null condition are allowed). However if condition
(ii) in the definition of weak wave Φ is improved to∑
|β|≤4
|∂ZβΦ| ≤ C0(1 + r)− 12−α(1 + (t− |x|)+)− 12−4α,
then it is sufficient to assume
|ZβNµ(∂Φ)| ≤ C(∂Φ)
∑
|β′|≤|β|
|Zβ′∂Φ|2, ∀|β| ≤ 4.
This allows any cubic( or higher) nonlinearity of N (∂w).
Since Φ(t, x) solves (1) for ǫ = 0, the problem of global stability of Φ is then reduced to the following
small data Cauchy problem {
✷φ+N(Φ, φ) + L(∂φ) = F (∂φ),
φ(0, x) = ǫφ0(x), φt(0, x) = ǫφ1(x),
(4)
where N(Φ, φ) = Bαβ∂αΦ · ∂βφ, L(∂φ) = Lµ(t, x)∂µφ. The nonlinearity F (∂φ) is of the form
F (∂φ) = Aµν∂µφ∂νφ+Q(∂φ) + cubic and higher order terms of ∂φ,
Q(∂φ) = hµν(t, x)∂µφ∂νφ.
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Here Aµν , Bµν are constants satisfying the null condition [11] and Φ(t, x), Lµ(t, x), hµν(t, x) are given
functions. For the stability problem, we have Bµν = −2Aµν and φ = w − Φ. However, it is of inde-
pendent interest to consider the above small data Cauchy problem with linear terms N(Φ, φ), Lµ∂µφ
and quadratic terms hµν(t, x)∂µφ∂νφ where the functions Φ(t, x), L
µ(t, x), hµν(t, x) decay rather weakly,
given as follows:
For positive constants δ, α, t0, R1, C0, we assume Z
kΦ is (δ, α, t0, R1, C0)-weak wave, ∀|k| ≤ 4 and
|∂2ZβΦ| ≤ C0, ∀|β| ≤ 2.
Similarly, we assume
|∂ZβLµ| ≤ C0, ∀|β| ≤ 2.
For t ≤ t0, we assume ZβLµ(t, x), Zβhµν(t, x) are bounded, that is,
|ZβLµ(t, x)|+ |Zβhµν(t, x)| ≤ C0, ∀|β| ≤ 4, ∀t ≤ t0.
For t ≥ t0, we assume
|Zβhµν(t, x)| ≤ C0(1 + |x|)− 32α, ∀|β| ≤ 4, ∀t ≥ t0
and Lµ(t, x) satisfies one of the following two conditions
|ZβLµ(t, x)| ≤ δα(1 + |x|)−1−3α, ∀|β| ≤ 4, ∀t ≥ t0 (5)
or
|ZβLµ(t, x)| ≤ C0(1 + |x|)−1−3α(1 + (t− |x|)+)−α, ∀|β| ≤ 4, ∀t ≥ t0. (6)
Theorem 1 follows from:
Theorem 2. Let Φ(t, x), Lµ(t, x), hµν(t, x) be given smooth functions satisfying the above conditions.
Aµν , Bµν are constants satisfying the null condition. Assume the initial data φ0(x), φ1(x) are smooth
and supported in {|x| ≤ R0}. Then there exists δ0 > 0, depending only on the constants Bµν , and ǫ0 > 0,
depending on E0,R0, A
µν , Bµν , α, t0, R1, C0, such that for any δ < δ0, ǫ < ǫ0, there exists a unique
global smooth solution φ of the equation (4) with the property that ∃ positive constant R, depending on
t0, α,R1, C0, R0, such that for the foliation Στ with radius R, the solution φ satisfies
(1) Energy decay
E[φ](τ) ≤ CE0ǫ2(1 + τ)−1− 12α.
(2) Pointwise decay
|φ| ≤ C
√
E0ǫ(1 + r)
−1,∑
|β|≤2
|∂βφ| ≤ C
√
E0ǫ(1 + r)
− 1
2 (1 + |t− r +R|)− 12−α4 ,
where C depends on R, α0, α, t0, R1, C0.
Remark 3. Notice that α can be arbitrarily small. The decay assumptions on Lµ(t, x)( condition (5))
and hµν(t, x) are sharp in the sense that there exists soliton solution( independent of time t) to the linear
wave equation if Lµ(t, x) behaves like (1 + |x|)−1 and any nontrivial C3 solution of the equation
✷φ = φ2t
with compactly supported initial data blows up in finite time [9].
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Remark 4. We can also consider equation (4) with zeroth order linear term L0(t, x)φ, leading to the
same conclusion provided that L0(t, x) decays like (1 + |x|)−3−a. Hence for the stability problem of large
solution( Theorem 1), specific dependence on w of the nonlinearity N (w) is also allowed.
Remark 5. For simplicity, we consider the equations in Minkowski space. However, as in [22], the same
conclusion holds on curved background (R3+1, g) with metric g merely C1 close to the Minkowski metric
and coinciding with the Minkowski metric outside the cylinder {(t, x)||x| ≤ R}.
Remark 6. It is not necessary to require that the initial data have compact support. The general as-
sumption on the initial data can be that the following quantity
∑
|k|≤4
∫
R3
r1+α|∂Zkφ˜(0, x)|2dx, φ˜(0, x) = φ0(x), ∂tφ˜(0, x) = φ1(x),
is finite.
The small data global existence result of nonlinear wave equations satisfying the null condition in
Minkowski space was first obtained by D. Christodoulou [2] and S. Klainerman [11]. The approach of [11]
used the vector field method, introduced by S. Klainerman in [10]. Various applications of the vector field
method to nonlinear wave equations could be found in [12], [13], [15], [17], [19], [20] . In particular, the
celebrated global nonlinear stability of Minkowski space has been proven by Christodoulou-Klainerman
[3] and later by Lindblad-Rodnianski [14].
The main difficulty of considering nonlinear wave equation (4) with linear terms Bµν∂µΦ(t, x)∂νφ,
Lµ(t, x)∂µφ and quadratic terms h
µν(t, x)∂µφ∂νφ is the rather weak decay of the functions Φ(t, x),
Lµ(t, x), hµν(t, x). Previous works have relied on the fact that these functions decay to zero uniformly
in time t, which is not necessary in this context. In fact, we even allow these functions to stay static(
independent of t) in the cylinder {(t, x)||x| ≤ R1}. Although we require δ to be sufficiently small, which
is the only smallness assumption here, δ depends only on the constants Bµν .
Our argument here is similar to that in [22], which relies on a new approach, developed by M.
Dafermos and I. Rodnianski in [5]. This new approach is a combination of an integrated local energy
inequality and a p-weighted energy inequality in a neighborhood of the null infinity. However, due to the
weak decay of ∂Φ, we are not able to obtain the integrated local energy inequality and the p-weighted
energy inequalities separately as in [22]. We thus consider these two inequalities together, see Proposition
1 in Section 2 for details.
The plan of this paper is as follows: we establish an integrated energy inequality in the whole space
time and two p-weighted energy inequalities in Section 2. In Section 3, we use Proposition 1 to obtain the
decay of the energy as well as the pointwise decay of the solution under appropriate boostrap assumptions;
in the last two sections, we close our boostrap argument and conclude our main theorems.
Acknowlegements The author is deeply indebted his advisor Igor Rodnianski for suggesting this
problem. He thanks Igor Rodnianski for sharing numerous valuable thoughts as well as many helpful
comments on the manuscript.
2 Notations and Preliminaries
In Minkowski space, we recall the energy-momentum tensor
Tµν [φ] = ∂µφ∂νφ− 1
2
gµν∂
γφ∂γφ.
Given a vector field X , we define the currents
JXµ [φ] = Tµν [φ]X
ν , KX [φ] = Tµν [φ]πXµν ,
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where πXµν =
1
2LXgµν is the deformation tensor of the vector field X . Recall that
DµJXµ [φ] = X(φ)✷φ +K
X [φ].
Let n be the unit normal vector field to hypersurfaces, dσ the induced surface measure. We denote dvol
as the volume form in Minkowski space. In null coordinates, we define the null infinity from τ1 to τ2 as
follows
Iτ2τ1 := {(u, v, ω)|uτ1 ≤ u ≤ uτ2, v =∞}.
The corresponding energy flux is
I[φ]τ2τ1 :=
∫
I
τ2
τ1
(
(∂uφ)
2 + |∇/ φ|2) r2dudω
∣∣∣∣∣
v=∞
,
which is interpreted as a limit when v →∞. Denote
E˜[φ](τ) = E[φ](τ) + I[φ]τ0 .
Here E[φ](τ) is defined in the introduction with the foliation Στ .
Taking a vector field
X = f(r)∂r ,
for some function f(r), consider the region bounded by the hypersurfaces Στ1 and Στ2 . By Stoke’s
formula, we have the identity∫
Στ1
JXµ [φ]n
µdσ −
∫
Στ2
JXµ [φ]n
µdσ −
∫
I
τ2
τ1
JXµ [φ]n
µdσ
=
∫ τ2
τ1
∫
Στ
DµJXµ [φ]dvol =
∫ τ2
τ1
∫
Στ
✷φ ·X(φ) +KX [φ]dvol, (7)
where
KX [φ] = Tµν [φ]πXµν = (
1
2
f ′ + r−1f)(∂tφ)
2 + (
1
2
f ′ − r−1f)(∂rφ)2 − 1
2
f ′|∇/φ|2.
We use f ′ to denote ∂rf throughout this paper.
Choose another function χ of r, we have the equality
−χ∂γφ∂γφ+ 1
2
✷χ · φ2 = 1
2
Dµ
(
∂µχ · φ2 − χ∂µφ2
)
+ χφ✷φ.
Add the above equality to both sides of (7). Define the current
J˜Xµ [φ] = J
X
µ [φ]−
1
2
∂µχ · φ2 + 1
2
χ∂µφ
2.
Then we get ∫
Στ1
J˜Xµ [φ]n
µdσ −
∫
Στ2
J˜Xµ [φ]n
µdσ −
∫
I
τ2
τ1
J˜Xµ [φ]n
µdσ (8)
=
∫ τ2
τ1
∫
Στ
(f∂rφ+ φχ)✷φ + (r
−1f +
1
2
f ′ − χ)(∂tφ)2
+ (χ− r−1f + 1
2
f ′)(∂rφ)
2 + (χ− 1
2
f ′)|∇/φ|2 − 1
2
✷χ · φ2.
6
For X = T = ∂t in (7), we have the energy inequality
E˜[φ](τ2) ≤ E˜[φ](τ1) + 2
∫ τ2
τ1
∫
Στ
|✷φ||∂tφ|dvol. (9)
We now fix the radius R of the foliation Στ . First under the assumptions in Theorem 2, we choose new
positive constants α′, t′0, R
′
1 such that
|∂vZkΦ| ≤ δα′(1 + |x|)−1−3α′ , t ≥ t′0, |x| ≥ R′1, |k| ≤ 4, (10)
|∂ZkΦ| ≤ 2δα′(1 + |x|)−1−α′ , t ≥ t′0, |x| ≤ R′1, |k| ≤ 4, (11)
(1 + t′0)
α′δα′ ≥ C0. (12)
In face, since ZkΦ is (δ, α, t0, R1, C0)-weak wave ∀|k| ≤ 4, choose α′ = 12α and R′1 large enough such
that (10) holds. Then (11) and (12) are satisfied if t′0 is sufficiently large. The other conditions are also
satisfied for these new constants α′, t′0, R
′
1. Then the radius R can be fixed as
R = t′0 +R0,
where R0 is the radius of the support of the initial data. To avoid too many constants, we still use the
constants α, R1, t0 to denote α
′, R′1, t
′
0 respectively in the sequel.
The following several lemmas, which have been proven in [22], will be used later on.
Lemma 1. On Sτ ∪ Iτ0
r
∫
ω
|φ|2dω ≤ E˜[φ](τ).
Lemma 2. If φ is smooth, then∫
r≤R
(
φ
1 + r
)2
dx+
∫
Sτ
(
φ
1 + r
)2
r2dvdω ≤ 6E˜[φ](τ).
Corollary 1. In the exterior region r ≥ R∣∣∣∣
∫
Sτ
|∂v(rφ)|2dvdω −
∫
Sτ
φ2v r
2dvdω
∣∣∣∣ ≤ 2E˜[φ](τ).
Lemma 3. Suppose f and χ satisfy
|f | ≤ C1, |χ| ≤ C1
1 + r
, |χ′| ≤ C1
(1 + r)2
for some constant C1, then ∣∣∣∣
∫
Στ
J˜Xµ [φ]n
µdσ
∣∣∣∣ ≤ 6C1E˜[φ](τ).
Remark 7. If E˜[φ](τ) is finite, all the above statements are also valid if we replace E˜[φ](τ) with E[φ](τ).
Finally, we denote
∂¯φ := (∂φ,
φ
1 + r
), ∂vφ := (∂vφ,∇/ φ),
g(p, τ) :=
∫
Sτ
rp|∂vψ|2dvdω, g¯(p, τ) :=
∫
Sτ
rp|∂vψ|2dvdω,
G[β, p]τ2τ1 :=
∫ τ2
τ1
(1 + τ)−βg(p, τ)dτ, G¯[β, p]τ2τ1 :=
∫ τ2
τ1
(1 + τ)−β g¯(p, τ)dτ,
Dβ [F ]τ2τ1 :=
∫ τ2
τ1
∫
Στ
|F |2(1 + r)β+1dvol
for ∀p ≥ 0, β ∈ R1. Here ψ = rφ, ∂v = ∂t + ∂r and ∂¯φ is a four dimensional vector with norm
|∂¯φ|2 = |∂φ|2 + φ2(1+r)2 , similarly for ∂vφ. Throughout this paper, we use the notation A . B for the
inequality A ≤ CB with some constant C, depending on R, Aµν , Bµν , α, t0, R1, C0.
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3 Weighted Energy Inequalities
In this section, we use the multiplier method to establish an integrated local energy inequality and two p-
weighted energy inequalities. The integrated local energy inequality was first proven by C. S. Morawetz
in [18]. We follow the method in [4] to obtain the integrated local energy inequality here. In [5], M.
Dafermos and I. Rodnianski introduced the p-weighted energy inequalities in a neighborhood of null
infinity. These two estimates, which the decay of the energy flux E[φ](τ) relies on, were shown separately
in [22]. Due to the weak decay of the functions Φ(t, x), Lµ(t, x), we are not able to show these two
estimates separately. We hence consider them together.
Consider the following linear wave equation{
✷φ+N(Φ, φ) + L(∂φ) = F,
φ(0, x) = ǫφ1(x), ∂tφ(0, x) = ǫφ1(x),
(13)
where N(Φ, φ) = Bµν∂µΦ · ∂νφ, L(∂φ) = Lµ(t, x)∂µφ. We have the following key estimates.
Proposition 1. Suppose that Φ is a (δ, α, t0, R1, C0)-weak wave for positive constants δ, α, t0, R1, C0.
Assume the given functions Lµ(t, x) satisfy
|Lµ(t, x)| ≤ C0, t ≤ t0
and one of the following two conditions
|Lµ(t, x)| ≤ δα(1 + |x|)−1−3α, t ≥ t0,
or
|Lµ(t, x)| ≤ C0(1 + |x|)−1−3α(1 + (t− |x|)+)−α, ∀t ≥ t0.
Suppose the constants α, t0, δ, C0 obey the relation (12). Then there exists δ0 > 0, depending only on the
constants Bµν , such that for all δ < δ0, solution φ of equation (13) has the following properties:
(1) Integrated local energy estimate∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)α+1
dxdτ . E[φ](τ1) +D
α[F ]τ2τ1 + (1 + τ1)
−αD2α[F ]τ2τ1
+ (1 + τ1)
−1−2α
(
g(1 + 2α, τ2) +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ
)
.
(14)
(2) Energy bound
E[φ](τ2) . E[φ](τ1) +D
α[F ]τ2τ1 + (1 + τ1)
−αD2α[F ]τ2τ1
+ (1 + τ1)
−1−2α
(
g(1 + 2α, τ2) +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ
)
.
(15)
(3) p-weighted energy inequalities in a neighborhood of null infinity
g(1, τ2) +
∫ τ2
τ1
E[φ](τ)dτ . g(1, τ1) + τ
1−α
1 D
2α[F ]τ2τ1 + τ
1−α
1 E[φ](τ1) +
∫ τ2
τ1
(1 + τ)−αD2α[F ]τ2τ1
+ (1 + τ1)
−2α
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ + (1 + τ1)
−2αg(1 + 2α, τ1), (16)
g(1 + 2α, τ2) + G¯[0, 2α]
τ2
τ1
. g(1 + 2α, τ1) + (1 + τ1)
1−αE[φ](τ1)
+
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ + (1 + τ1)
1+ 1
2
αD2α[F ]τ2τ1 . (17)
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Remark 8. We mention here that variants and generalizations of estimate (14) can also be found in
[16], [17].
The following corollary will be used to derive the energy decay estimates when commuting the equation
with the vector fields Z.
Corollary 2. Assume the given functions Φ(t, x), Lµ(t, x) and the constant δ satisfy the conditions in
the above proposition. Then for solution φ of (13), we have estimates for N = Bµν∂µΦ ·∂νφ, L = Lµ∂µφ
D2α[N ]τ2τ1 +D
2α[L]τ2τ1 . E[φ](τ1) +D
α[F ]τ2τ1 + (1 + τ1)
−αD2α[F ]τ2τ1
+ (1 + τ1)
−1−2α
(
g(1 + 2α, τ2) +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ
)
.
Under appropriate boostrap assumptions on the nonlinearity F , the above inequalities lead to decay
of the energy flux E[φ](τ). We discuss the integrated local energy inequality and the p-weighted energy
inequalities separately. And then combine them together to prove the above proposition. The following
two lemmas will be used frequently. First define
A = 10 sup
µ,ν
{|Bµν |}.
Lemma 4. Let N = Bµν∂µΦ∂νφ. Then
|rN | ≤ A (|∂Φ||∂vψ|+ |∂vΦ||∂ψ|+ |∂Φ||φ|) , ψ = rφ.
Proof. By our notations
rN = rBµν∂µΦ · ∂νφ = Bµν∂µΦ · ∂νψ −Bµν∂µΦ∂νr · φ.
The lemma then follows from the fact that Bµν satisfies the null condition and the inequality |∂r| ≤ 1.
Lemma 5 (Gronwall’s Inequality). Suppose A(τ), E(τ) are nonnegative functions on [τ1, τ2] . Assume
that E(τ) is nondecreasing on this interval and β is a positive number. If
A(τ) ≤ E[τ ] + C
∫ τ
τ1
(1 + s)−1−βA(s)ds, ∀τ ∈ [τ1, τ2],
then
A(τ) ≤ exp (Cβ−1(1 + τ1)−β)E(τ), ∀τ ∈ [τ1, τ2].
Proof. See [21].
3.1 Integrated Local Energy Inequality
We follow the idea used in [4] by choosing appropriate functions f and χ such that the coefficients on
the right hand side of (8) are positive. The left hand side can be controlled by the energy flux E˜[φ] by
Lemma 3. We thus end up with an integrated energy inequality in the whole space time. We now discuss
this in detail.
Take
f = β − β
(1 + r)α
, χ = r−1f, β =
2
α
.
Notice that
(1 + r)α − 1
r
≥ α
1 + r
.
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We have
r−1f +
1
2
f ′ − χ = χ− r−1f + 1
2
f ′ =
1
(1 + r)1+α
,
χ− 1
2
f ′ =
β ((1 + r)α − 1)
r(1 + r)α
− 1
(1 + r)1+α
≥ 1
(1 + r)α+1
,
− 1
2
✷χ =
α+ 1
r(1 + r)2+α
.
Hen the energy inequalities (8), (9) together with Lemma 3 imply that
∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol ≤ 12βE˜[φ](τ1) + 13β
∫ τ2
τ1
∫
Στ
|F −N − L||∂¯φ|dvol. (18)
To proceed, we have to estimate the linear terms N(Φ, φ), L(∂φ). We first consider the case τ2 ≥ τ1 ≥ t0.
For τ ≥ t0, notice that on Στ
C0(1 + |x|)−α(1 + (t− |x|)+)−α ≤ C0(1 + τ)−α ≤ C0(1 + t0)−α ≤ δα
by the inequality (12)(we have assumed this inequality in Proposition 1). Hence under the conditions on
the functions Lµ(t, x) in Proposition 1, we always have∫ τ2
τ1
∫
Στ
|L(∂φ)||∂¯φ|dvol ≤ δα
∫ τ2
τ1
∫
Στ
(1 + r)−1−α|∂¯φ|2dvol.
For N(Φ, φ), we consider it inside and outside the cylinder {|x| ≤ R1} separately. When r = |x| ≤ R1,
the null structure of N(Φ, φ) is not necessary. We has to rely on the smallness of δ. Since Φ is a weak
wave, condition (iv) of Definition 1 implies that
|N | = |Bαβ∂αΦ∂βφ| ≤ Aδα(1 + r)−1−α|∂φ|.
For r ≥ R1, the null structure of N(Φ, φ) is of particular importance. By Lemma 4, it suffices to estimate
the three terms r−1|∂Φ||∂vψ||∂¯φ|, r−1|∂vΦ||∂ψ||∂¯φ|, r−1|∂Φ||φ||∂¯φ|. Without loss of generality, assume
R1 ≥ 1. For the second term, inequality (10) shows that
|∂vΦ||r−1∂ψ||∂¯φ| ≤ 2δα(1 + r)−1−α|∂¯φ|2.
On Στ ∩ {|x| ≥ R1 ≥ 1}, for the first term, we have
r−1|∂Φ||∂vψ||∂¯φ| ≤ C(1 + r)− 32 (1 + τ)− 12−4α|∂vψ||∂¯φ|
≤ δα(1 + r)−1−α|∂¯φ|2 + C(1 + τ)−1−8αr−2+α|∂vψ|2.
Here we denote C as a constant depending on α, R = t0 + R0, A
αβ , Bαβ , C0, δ. Similarly for the third
term, we have
r−1|∂Φ||φ||∂¯φ| ≤ δα(1 + r)−1−α|∂¯φ|2 + C(1 + τ)−1−8αr−2+α|φ|2.
It remains to control r−2+α|φ|2. We use the Hardy’s inequality outside the cylinder {|x| ≤ R}. By
Lemma 1, we have
∫
ω
|ψ|2(τ, v, ω)dω ≤ C
∫
ω
|ψ|2(τ, vτ , ω)dω + C
(∫ v
vτ
∫
ω
|∂vψ|dωdv
)2
≤ CE˜[φ](τ) + C
∫ v
vτ
∫
ω
r1+2α|∂vψ|2dωdv
∫ v
vτ
r−1−2αdv
≤ CE˜[φ](τ) + Cg(1 + 2α, τ), (τ, v, ω) ∈ Sτ ,
(19)
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where vτ =
R+τ
2 , v =
r+t
2 . Hence for all p ≤ 1 + 2α∫
Sτ
rp−3αφ2dvdω =
∫ ∞
vτ
rp−2−3α
∫
ω
|ψ|2dωdv ≤ CE˜[φ](τ) + Cg(1 + 2α, τ). (20)
On the other hand, Lemma 2 shows that∫
Sτ
φ2dvdω ≤ CE˜[φ](τ).
Interpolate with (20) for p = 1 + 2α. We derive∫
Sτ
rαφ2dvdω ≤ CE˜[φ](τ)1−γ
(
E˜[φ](τ) + g(1 + 2α, τ)
)γ
≤ CE˜[φ](τ) + CE˜[φ](τ)1−γg(1 + 2α, τ)γ ,
where γ = α1−α . This gives estimates for φ
2 outside the cylinder {|x| ≤ R}.
In the region R1 ≤ r ≤ R, using Sobolev embedding and Lemma 1, we get∫
ω
φ2dω ≤ C
∫
ω
φ2dω
∣∣∣∣
r=R
+ C
∫
r≤R
|∂rφ|2dxleqCE˜[φ](τ).
Therefore we can estimate r−2+α|φ|2 outside the cylinder {|x| ≤ R1} as follows∫
{r≥R1}∩Στ
r−2+α|φ|2dσ =
∫
R1≤r≤R
r−2+αφ2dx+
∫
Sτ
rαφ2dvdω
≤ CE˜[φ](τ) + CE˜[φ](τ)1−γg(1 + 2α, τ)γ .
Inside the cylinder {|x| ≤ R1}, we use the assumption that ∂Φ is small. Hence combining the above
estimates, we can bound the linear term (|N(Φ, φ)| + |L(∂φ)|)|∂¯φ| in (18) as follows
β
∫ τ2
τ1
∫
Στ
(|N |+ |L|)|∂¯φ|dvol ≤ Aδ
∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol + C
∫ τ2
τ1
E˜[φ](τ)
(1 + τ)1+8α
dτ + CG¯[1 + 8α, α]τ2τ1
+ C
(∫ τ2
τ1
(1 + τ)−1−2αE˜[φ](τ)dτ
)1−γ (∫ τ2
τ1
(1 + τ)−7+4αg(1 + 2α, τ)dτ
)γ
≤ Aδ
∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol + C
∫ τ2
τ1
E˜[φ](τ)
(1 + τ)1+2α
dτ
+ CG[2 + 2α, 1 + 2α]τ2τ1 + CG¯[1 + 2α, α]
τ2
τ1
,
where we used Ho¨lder’s inequality and Jensen’s inequality
a1−γbγ ≤ (1 − γ)a+ γb, ∀a, b > 0.
For the inhomogeneous term |F ||∂¯φ| in (18), we have∫ τ2
τ1
∫
Στ
|F ||∂¯φ|dvol ≤ δα
∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol + CDα[F ]τ2τ1
If we choose
δ0 =
A
100
,
then for all δ < δ0, inequality (18) implies that∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol . E˜[φ](τ1) +D
α[F ]τ2τ1 +
∫ τ2
τ1
E˜[φ](τ)
(1 + τ)1+2α
dτ
+G[2 + 2α, 1 + 2α]τ2τ1 + G¯[1 + 2α, α]
τ2
τ1
.
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Similarly, the energy inequality (9) shows that
E˜[φ](τ2) . E˜[φ](τ1) +
∫ τ2
τ1
E˜[φ](τ)
(1 + τ)1+2α
dτ +G[2 + 2α, 1 + 2α]τ2τ1 + G¯[1 + 2α, α]
τ2
τ1
+Dα[F ]τ2τ1 .
We Gronwall’s inequality to control the second term on the right hand side of the above inequality. We
thus have
E˜[φ](τ2) . E˜[φ](τ1) +G[2 + 2α, 1 + 2α]
τ2
τ1
+ G¯[1 + 2α, α]τ2τ1 +D
α[F ]τ2τ1 . (21)
Then the above integrated local energy inequality is improved to∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol . E˜[φ](τ1) +D
α[F ]τ2τ1 +G[2 + 2α, 1 + 2α]
τ2
τ1
+ G¯[1 + 2α, α]τ2τ1 . (22)
We have shown (21), (22) for all τ2 ≥ τ1 ≥ t0. We claim that these two inequalities hold for all τ2 ≥ τ1 ≥ 0.
In fact, when τ1 ≤ τ2 ≤ t0, the finite speed of propagation for wave equation [21] shows that φ vanishes
when r ≥ R = t0 +R0. Hence we can show∫ τ2
τ1
∫
Στ
(|N |+ |L|)|∂¯φ|dxdτ .
∫ τ2
τ1
∫
r≤R
|∂¯φ|2dxdτ .
∫ τ2
τ1
E˜[φ](τ)dτ,
When considering the energy inequality (9),
∫ τ2
τ1
E˜[φ](τ)dτ can be absorbed by using Gronwall’s inequality
since τ2 ≤ t0. Hence we can conclude (21), (22) for all 0 ≤ τ1 ≤ τ2 ≤ t0. For the case τ1 ≤ t0 ≤ τ2, split
the interval [τ1, τ2] into [τ1, t0] and [t0, τ2], on which we have two separate inequalities. Combining them
together, we get (21), (22). Therefore (21), (22) hold for all 0 ≤ τ1 ≤ τ2.
We end this section by making a remark. We have used the modified energy flux E˜[φ](τ) instead
of E[φ](τ) to make the above argument rigorous. We claim that the inequalities (21), (22) hold if we
replace E˜[φ](τ) with E[φ](τ). In fact, it is sufficient to consider the case when
E˜[φ](τ1) +D
α[F ]τ2τ1 +G[2 + 2α, 1 + 2α]
τ2
τ1
+ G¯[1 + 2α, α]τ2τ1
is finite. By (21), this shows that E˜[φ](τ) is finite for all τ ∈ [τ1, τ2]. Thus Remark 1 shows that all the
above statements hold if we replace E˜[φ](τ) with E[φ](τ) for τ ∈ [τ1, τ2]. In the sequel, we no longer use
the modified energy flux E˜[φ](τ) for the reason argued here.
3.2 p-weighted Energy inequality
We revisit the p-weighted energy inequalities developed by M. Dafermos and I. Rodnianski in [5]. Rewrite
the equation (13) in null coordinates
−∂u∂vψ +∆/ ψ = r(F −N − L), ψ := rφ, (23)
where ∆/ denotes the Laplacian on the sphere with radius r. Multiplying the equation by rp∂vψ and
integration by parts in the region bounded by the two null hypersurfaces Sτ1 , Sτ2 and the hypersurface
{r = R}, we obtain∫
Sτ2
rp(∂vψ)
2dvdω + 2
∫ τ2
τ1
∫
Sτ
rp+1(F −N − L)∂vψdvdτdω
+
∫ τ2
τ1
∫
Sτ
rp−1
(
p(∂vψ)
2 + (2− p)|∇/ψ|2) dvdτdω + ∫
I
τ2
τ1
rp|∇/ψ|2dudτdω
=
∫
Sτ1
rp(∂vψ)
2dvdω +
∫ τ2
τ1
rp
(|∇/ ψ|2 − (∂vψ)2) dωdτ |r=R. (24)
12
We claim that we can estimate the boundary terms on r = R as follows∣∣∣∣
∫ τ2
τ1
rp
(|∇/ ψ|2 − (∂vψ)2) dωdτ
∣∣∣∣
r=R
. E[φ](τ1) +G[2 + 2α, 1 + 2α]
τ2
τ1
+ G¯[1 + 2α, α]τ2τ1 +D
α[F ]τ2τ1 .
(25)
Since R is a fixed constant, it suffices to show (25) for p = 0. Thus take p = 0 in the identity (24).
The energy term on the null hypersurfaces Sτ1 , Sτ2 , Iτ2τ1 can be bounded by E˜(τ2) + E˜(τ1), which can be
estimated by using the energy inequality (21). We use the improved integrated local energy estimates for
∇/ φ to bound the third term in (24). Recall that when r ≥ R, we in fact have the improved lower bound
1
r
.
β ((1 + r)α − 1)
r(1 + r)α
− 1
(1 + r)1+α
= χ− 1
2
f ′
instead of 1(1+r)1+α we have used in (8) to obtain (18). Thus we actually can show that∫ τ2
τ1
∫
Sτ
r−1|∇/ ψ|2dvdωdτ =
∫ τ2
τ1
∫
Sτ
|∇/ φ|2
r
dvol . E[φ](τ1) +
∫ τ2
τ1
∫
Στ
|F −N − L||∂¯φ|dvol.
For the inhomogeneous term, notice that∫ τ2
τ1
∫
Sτ
|r(F −N − L)∂vψ|dvdωdτ .
∫ τ2
τ1
∫
Sτ
|F −N − L||∂¯φ|dvol.
We have already shown that this term can be bounded by the right hand side of (25) in the previous
section. Thus the inequality (25) follows.
Now, to make use of the identity (24), we need to control the inhomogeneous term rp+1(F−N−L)∂vψ
as all the other terms have a positive sign or are bounded. Due to the different structures of F , N , L, we
discuss them separately. The most difficult term is the linear term rp+1N(Φ, φ)∂vψ satisfying the null
condition. For this term, by Lemma 4, it suffices to estimate the following three terms
rp|∂Φ||∂vψ||∂vψ|, rp|∂Φ||φ||∂vψ|, rp|∂vΦ||∂ψ||∂vψ|.
In application, p ∈ (0, 2). In particular, the coefficients p, 2 − p in (24) are positive. From the decay
assumptions on Φ( see Definition 1), we estimate the first term as follows
2rp|∂Φ||∂vψ||∂vψ| ≤ 2rp− 12 (1 + (t− |x|)+)− 12−4α|∂vψ||∂vψ|
≤ ǫ1rp−1|∂vψ|2 + C
ǫ1
rp(1 + τ)−1−8α|∂vψ|2, ∀ǫ1 > 0.
(26)
The first term will be absorbed if p > ǫ1, 2 − p > ǫ1, while the second term will be controlled by using
Gronwall’s inequality. Similarly for the second term rp|∂Φ||φ||∂vψ|, we can show
2rp|∂Φ||φ||∂vψ| . rp−1+3α(1 + τ)−6α|∂vψ|2 + rp−3α(1 + τ)−1−2α|φ|2.
We use interpolation to further bound the first term on the right hand side of the above inequality. Notice
that
p · 5α
1 + 2α
≥ p− 1 + 3α, p ≤ 1 + 2α.
Using Ho¨lder’s inequality and Jensen’s inequality, we have
rp−1+3α(1 + τ)−6α ≤ (rp(1 + τ)−1−α) 5α1+2α · ((1 + τ)−α)1− 5α1+2α ≤ τ−α + rp(1 + τ)−1−α.
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We use estimate (20) to bound rp−3αφ2. Summarizing, we can show that for p ≤ 1 + 2α∫ τ2
τ1
∫
Sτ
rp|∂Φ||φ||∂vψ|dvdωdτ
. τ−α1 G[0, 0]
τ2
τ1
+G[1 + α, p]τ2τ1 +G[1 + 2α, 1 + 2α]
τ2
τ1
+
∫ τ2
τ1
E˜[φ](τ)
(1 + τ)1+2α
dτ.
(27)
It remains to handle the third term rp|∂vΦ||∂ψ||∂vψ|. We estimate this term and the linear term
rp+1L(∂φ)∂vψ together due to the similar assumptions on ∂vΦ, L
µ(t, x). The difficulty for estimat-
ing these two terms is that we are not allowed to use Cauchy-Schwartz’s inequality as we did previously.
However notice that the integrated local energy is expected to decay in τ( (1+τ)−1−α). We can put some
positive weights of τ in the integrated local energy such that it is still bounded. To start with, observe
that when |x| ≥ R ≥ 1, we have
rp|∂vΦ||∂ψ|+ rp+1|L(∂φ)| . rp−1−3α|∂ψ|+ rp+1−1−3α|∂φ| . rp−3α|∂¯φ|.
Thus we can bound∫ τ2
τ1
∫
Sτ
rp|∂vΦ||∂ψ||∂vψ|+ rp+1|L(∂φ)||∂vψ|dvdωdτ .
∫ τ2
τ1
∫
Sτ
rp−3α|∂¯φ||∂vψ|dvdωdτ
.
(∫ τ2
τ1
τ1−α
∫
Sτ
|∂¯φ|2
(1 + r)1+α
dvol
) 1
2 (
G[1− α, 2p− 1− 5α]τ2τ1
) 1
2
.
1
ǫ2
∫ τ2
τ1
τ1−α
∫
Sτ
|∂¯φ|2
(1 + r)1+α
dvol + ǫ2
(
G[0, 0]τ2τ1
) 2α
1+α
(
G[1 + α, p]τ2τ1
) 1−α
1+α
.
1
ǫ2
∫ τ2
τ1
τ1−α
∫
Sτ
|∂¯φ|2
(1 + r)1+α
dvol + ǫ2
(
G[0, 0]τ2τ1 +G[1 + α, p]
τ2
τ1
)
for all positive number ǫ2 ≤ 1. Here we have used the fact
2p− 1− 5α− 1− α
1 + α
p ≤ 0, p ≤ 1 + 2α.
We now have to show that the first term on the right hand side is bounded. We rely on the following
lemma.
Lemma 6. Suppose f(τ) is smooth. Then for any β 6= 0, we have the identity∫ τ2
τ1
sβf(s)ds = β
∫ τ2
τ1
τβ−1
∫ τ2
τ
f(s)dsdτ + τβ1
∫ τ2
τ1
f(s)ds.
Proof. Let
F (τ) =
∫ τ2
τ
f(s)ds.
Integration by parts gives the lemma.
Apply the lemma to β = 1 − α, f(τ) = ∫
Sτ
|∂¯φ|2
(1+r)1+α dσ. Then the integrated local energy inequality
(22) implies that∫ τ2
τ1
τ1−α
∫
Sτ
|∂¯φ|2
(1 + r)1+α
dvol . τ−α1
∫ τ2
τ1
E[φ](τ)dτ + τ1−α1 E[φ](τ1) +
∫ τ2
τ1
τ−αDα[F ]τ2τ dτ
+G[1 + 2α, 1 + 2α]τ2τ1 + G¯[2α, α]
τ2
τ1
+ τ1−α1 D
α[F ]τ2τ1 .
Since in application only two p-weighted energy inequalities associated to p = 1 and p = 1 + 2α are
considered, we use interpolation to bound G¯[2α, α]
G¯[2α, α]τ2τ1 . ǫ2ǫ3G¯[2α, 2α]
τ2
τ1
+
1
ǫ2ǫ3
τ−2α1 G¯[0, 0]
τ2
τ1
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for all positive ǫ3, where ǫ2 is the constant appeared before.
Our ultimate goal is to derive the decay of the energy flux E[φ](τ) on Στ . The almost energy flux
g¯(0, τ) on Sτ is related to E[φ](τ) by the following lemma.
Lemma 7.
E[φ](τ) . g¯(0, τ) + 2
∫
r≤R
|∂φ|2 + φ2dx . E˜[φ](τ).
Proof. In fact note that
g¯(0, τ) + 2
∫
r≤R
|∂φ|2 + φ2dx =
∫
Sτ
r2(∂vφ)
2 + ∂v(rφ
2) + r2|∇/ φ|2dvdω + 2
∫
r≤R
|∂φ|2 + φ2dx
= E[φ](τ) +
∫
ω
rφ2dω
∣∣∣∣
∞
vτ
+
∫
r≤R
|∂φ|2 + 2φ2dx.
Lemma 1 and Lemma 2 imply that
g¯(0, τ) + 2
∫
r≤R
|∂φ|2 + φ2dx . E˜[φ](τ).
To prove the other side of the inequality, it suffices to show that∫
ω
rφ2(τ, R, ω)dω
∣∣∣∣
r=R
≤
∫
r≤R
|∂rφ|2 + 2φ2dx.
Without loss of generality, assume R ≥ 2. Notice that
R3
∫
ω
φ2(τ, R, ω)dω =
∫ R
0
∫
ω
∂r(r
3φ2)dωdr ≤ 3
∫
r≤R
φ2dx+R
∫
r≤R
|∂rφ|2 + φ2dx.
Hence
R
∫
ω
φ2(τ, R, ω)dω ≤
∫
r≤R
|∂rφ|2 + 2φ2dx ≤
∫
r≤R
|∂φ|2 + 2φ2dx.
Thus the lemma holds.
Since G[0, 0]τ2τ1 ≤ G¯[0, 0]τ2τ1, using Lemma 7, we can control G¯[0, 0] in terms of E[φ](τ)
G[0, 0]τ2τ1 ≤ G¯[0, 0]τ2τ1 ≤
∫ τ2
τ1
E˜[φ](τ)dτ.
Summarizing, we can show that∫ τ2
τ1
∫
Sτ
rp|∂vΦ||∂ψ||∂vψ|+ rp+1|L(∂φ)||∂vψ|dvdωdτ
.
(
ǫ2 +
τ−α1
ǫ2
+
τ−2α1
ǫ22ǫ3
)∫ τ2
τ1
E[φ](τ)dτ + τ1−α1 E[φ](τ1) +
∫ τ2
τ1
τ−αDα[F ]τ2τ dτ
+ τ1−α1 D
α[F ]τ2τ1 +
1
ǫ2
G[1 + 2α, 1 + 2α]τ2τ1 + ǫ3G¯[2α, 2α]
τ2
τ1
+G[1 + α, p]τ2τ1 .
(28)
Here we used the argument in the end of previous section to replace E˜[φ](τ) with E[φ](τ). We must
remark here that the implicit constants before the other terms on the right hand side of (28) may also
depend on ǫi. However, since ǫi will be chosen to depend only on R, α, B
αβ , C0, the omitted dependence
will not affect the argument in the sequel.
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Finally, we treat the inhomogeneous term rp+1F ·∂vψ in (24). Since D2α[F ]τ2τ1 is expected to decay in
τ , we put some positive weights of τ in D2α[F ]τ2τ and estimate it by using Lemma 6 applied to β = p− 32α,
f(τ) =
∫
Sτ
r1+2α|F |2dσ. We can show that∫ τ2
τ1
∫
Sτ
2rp+1F · ∂vψdvdτdω
≤ ǫ4G[p− 3
2
α, 2p− 1− 2α]τ2τ1 +
1
ǫ4
∫ τ2
τ1
(1 + τ)p−
3
2
α
∫
Sτ
|F |2r1+2αdvol
. ǫ4G[p− 3
2
α, 2p− 1− 2α]τ2τ1 +
1
ǫ4
∫ τ2
τ1
τp−1−
3
2
αD2α[F ]τ2τ dτ +
1
ǫ4
τ
p− 3
2
α
1 D
2α[F ]τ2τ1
(29)
for any 0 < ǫ4 ≤ 1 and τ2 ≥ τ1 ≥ t0.
3.3 Proof of Proposition 1
Having controlled
∫ τ2
τ1
∫
Sτ
rp+1(F −N −L)∂vψdvdωdτ , we are now able to prove Proposition 1. First let
ǫ1 =
1− 2α
2A
, A = max{|Bµν |}.
Hence for p = 1 or 1+2α, the third term in (24) dominates the first term on the right hand side of (26).
Set p = 1 + 2α in (24) and ǫ4 = 1 in (29). Combining the estimates (25), (26), (27), (28), we infer
that
g(1 + 2α, τ2) + G¯[0, 2α]
τ2
τ1
. g(1 + 2α, τ1) +
(
ǫ2 +
τ−α1
ǫ2
+
τ−2α1
ǫ22ǫ3
)∫ τ2
τ1
E[φ](τ)dτ +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ
+ τ1−α1 E[φ](τ1) + τ
1+ 1
2
α
1 D
2α[F ]τ2τ1 + ǫ3G¯[0, 2α]
τ2
τ1
+
1
ǫ2
G[1 +
1
2
α, 1 + 2α]τ2τ1 .
Now suppose the implicit constant before ǫ3G¯[0, 2α] is C1, which is independent of ǫ2, ǫ3. Take
ǫ3 =
1
2C1
.
We remark here that we can choose different ǫi for different values of p. In particular, we conclude that
ǫ3G¯[0, 2α] can be absorbed by the left hand side. Then apply Gronwall’s inequality( Lemma 5). We can
control the last term 1
ǫ2
G[1 + 12α, 1 + 2α]
τ2
τ1
and conclude that
g(1 + 2α, τ2) + G¯[0, 2α]
τ2
τ1
. g(1 + 2α, τ1) + τ
1+ 1
2
α
1 D
2α[F ]τ2τ1 +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ
+ exp
(
2τ
− 1
2
α
1
αǫ2
)(
ǫ2 +
τ−α1
ǫ2
+
τ−2α1
ǫ22
)∫ τ2
τ1
E[φ](τ)dτ + τ1−α1 E[φ](τ1).
(30)
The integral of the energy on the right hand side can be estimated when we combine (30) with the
p-weighted energy inequality for p = 1.
Now take p = 1 in (24). First, we use interpolation to estimate the first term G[1 − 32α, 1 − 2α]τ2τ1 on
the right hand side of (29)
G[1− 3
2
α, 1− 2α]τ2τ1 ≤
(
G[1 +
1
2
α, 1]τ2τ1
)1−2α (
G[0, 0]τ2τ1
)2α ≤ G[1 + 1
2
α, 1]τ2τ1 +G[0, 0]
τ2
τ1
.
To retrieve the full energy E[φ](τ) from g¯(0, τ), by Lemma 7, add
2
∫ τ2
τ1
∫
r≤R
|∂φ|2 + φ2dxdτ
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to both sides of (24). Then the integrated local energy estimate (22) restricted to the region r ≤ R and
Gronwall’s inequality imply that
g(1, τ2) +
∫ τ2
τ1
E[φ](τ)dτ . g(1, τ1) +
(
ǫ2 +
τ−α1
ǫ2
+ ǫ4 +
τ−2α1
ǫ22
)∫ τ2
τ1
E[φ](τ)dτ +
∫ τ2
τ1
τ−αD2α[F ]τ2τ dτ
+ τ1−α1 E[φ](τ1) + τ
1−α
1 D
2α[F ]τ2τ1 + τ
−2α
1 G¯[0, 2α]
τ2
τ1
+
1
ǫ2
G[1 + 2α, 1 + 2α]τ2τ1 ,
where we choose ǫ3 = 1. Assume the implicit constant before
∫ τ2
τ1
E[φ](τ)dτ in the above inequality is
C3, which is independent of ǫ2 and ǫ4. Then take
ǫ4 =
1
2C3
.
We get
g(1, τ2) +
∫ τ2
τ1
E[φ](τ)dτ . g(1, τ1) +
(
ǫ2 +
τ−α1
ǫ2
+
τ−2α1
ǫ22
)∫ τ2
τ1
E[φ](τ)dτ +
∫ τ2
τ1
τ−αD2α[F ]τ2τ dτ
+ τ1−α1 E[φ](τ1) + τ
1−α
1 D
2α[F ]τ2τ1 + τ
−2α
1 G¯[0, 2α]
τ2
τ1
+
1
ǫ2
G[1 + 2α, 1 + 2α]τ2τ1 . (31)
Now let C4 be the implicit constant before
∫ τ2
τ1
E[φ](τ)dτ in both (30) and (31), which is independent
of ǫ2. Then let
ǫ2 =
1
4C4
and choose a constant T0 ≥ t0 such that
T
− 1
2
α
0 ≤
α
2
ǫ2.
In particular, for τ1 ≥ T0, we have
C4
(
ǫ2 +
τ−α1
ǫ2
+
τ−2α1
ǫ22
)
≤ C4
(
ǫ2 +
T−α0
ǫ2
+
T−2α0
ǫ22
)
≤ 1
2
.
We combine (30) and (31) together to control
∫ τ2
τ1
E[φ](τ)dτ . For τ2 ≥ τ1 ≥ T0, we first estimate
G¯[0, 2α]τ2τ1 , G[1 + 2α, 1 + 2α]
τ2
τ1
in (31) by using (30). Then combining all them together, we can show
that the coefficient of
∫ τ2
τ1
E[φ](τ)dτ on the right hand side can be bounded by
1
2
+ C4T
−2α
0
e
2
+
C4
ǫ2
T−2α0
2α
e
2
<
3
4
.
Thus
∫ τ2
τ1
E[φ](τ)dτ can be absorbed and we can conclude that
g(1, τ2) +
∫ τ2
τ1
E[φ](τ)dτ . g(1, τ1) + τ
1−α
1 D
2α[F ]τ2τ1 + τ
1−α
1 E[φ](τ1) +
∫ τ2
τ1
τ−αD2α[F ]τ2τ dτ
+ τ−2α1
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ + τ
−2α
1 g(1 + 2α, τ1),
which, in turn, improves (30) to
g(1 + 2α, τ2) + G¯[0, 2α]
τ2
τ1
. g(1 + 2α, τ1) + τ
1−α
1 E[φ](τ1) + τ
1+ 1
2
α
1 D
2α[F ]τ2τ1 +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ.
This proves (16) and (17) for all τ2 ≥ τ1 ≥ T0.
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For t0 ≤ τ1 ≤ τ2 ≤ T0, we make use of the boundedness of τ . Let ǫ2 = 1. Inequality (30) shows that
g(1 + 2α, τ2) + G¯[0, 2α]
τ2
τ1
. g(1 + 2α, τ1) +
∫ τ2
τ1
E[φ](τ)dτ +D2α[F ]τ2τ1 + E[φ](τ1).
By Lemma 7, we have
G¯[1 + 2α, α]τ2τ1 . G¯[0, 2α]
τ2
τ1
+ G¯[0, 0]τ2τ1 . g(1 + 2α, τ1) +
∫ τ2
τ1
E[φ](τ)dτ +D2α[F ]τ2τ1 + E[φ](τ1).
Combining with the energy inequality (21), we obtain
E[φ](τ2) . g(1 + 2α, τ1) +
∫ τ2
τ1
E[φ](τ)dτ +D2α[F ]τ2τ1 + E[φ](τ1).
Thus Gronwall’s inequality indicates that∫ τ2
τ1
E[φ](τ)dτ . g(1 + 2α, τ1) +D
2α[F ]τ2τ1 + E[φ](τ1)
as τ1 ≤ τ2 ≤ T0. Hence (16) and (17) follow from (30), (31).
For τ1 ≤ τ2 ≤ t0, the finite speed of propagation for wave equation [21] shows that g(p, τ) vanishes.
Thus (16), (17) hold. For general τ2 ≥ τ1 ≥ 0, divide the interval [τ1, τ2] into three(possibly two)
such intervals: [τ1, t0], [t0, T0] and [T0, τ2]. Then (16), (17) follow by combining those three(or two)
inequalities together. This completes the proof for (16), (17).
Having proven (16) and (17), we can improve the integrated local energy inequality (21) and the
energy inequality (22) as follows: Integrate (17) from τ1 to τ2. We obtain
G[2 + 2α, 1 + 2α]τ2τ1 + G¯[1 + 2α, α]
τ2
τ1
≤ G[2 + 2α, 1 + 2α]τ2τ1 + (1 + τ1)−1−2αG¯[0, 2α]τ2τ1
. E[φ](τ1) + τ
−α
1 D
2α[F ]τ2τ1 + (1 + τ1)
−1−2α
(
g(1 + 2α, τ2) +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ
)
,
which, together with (21), (22), implies (14), (15). We thus finished proof for Proposition 1.
To show Corollary 2, take p = 1 + 2α in (20). Interpolation shows that∫
Sτ
r2αφ2dvdω . E[φ](τ) + E[φ](τ)1−
2α
1−α g(1 + 2α, τ)
2α
1−α .
Using Jensen’s inequality, we have∫ τ2
τ1
∫
Sτ
r2αφ2
(1 + τ)1+8α
dvdωdτ .
∫ τ2
τ1
E[φ](τ)
(1 + τ)1+2α
dτ +G[4 − α, 1 + 2α]τ2τ1 .
Therefore for τ2 ≥ τ1 ≥ t0, Lemma 4 and Proposition 1 imply that
D2α[N ]τ2τ1 =
∫ τ2
τ1
∫
Στ
|Bαβ∂αΦ · ∂βφ|2(1 + r)1+2αdvol
.
∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol +
∫ τ2
τ1
∫
Sτ
|rN |2r1+2αdvdωdτ
.
∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol +
∫ τ2
τ1
∫
Sτ
r2α|∂vψ|2
(1 + τ)1+8α
+
|∂ψ|2
(1 + r)1+4α
+
r2αφ2
(1 + τ)1+8α
dvdωdτ
.
∫ τ2
τ1
∫
Στ
|∂¯φ|2
(1 + r)1+α
dvol + G¯[1 + 8α, 2α]τ2τ1 +
∫ τ2
τ1
E[φ](τ)
(1 + τ)1+2α
dτ +G[2 + α, 1 + 2α]τ2τ1
. E[φ](τ1) +D
α[F ]τ2τ1 + (1 + τ1)
−αD2α[F ]τ2τ1
+ (1 + τ1)
−1−2α
(
g(1 + 2α, τ2) +
∫ τ2
τ1
τ
1
2
αD2α[F ]τ2τ dτ
)
.
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For τ1 ≤ τ2 ≤ t0, notice that
D2α[N ]τ2τ1 .
∫ τ2
τ1
E[φ](τ)dτ.
For the linear terms L(∂φ), we can show
D2α[L]τ2τ1 =
∫ τ2
τ1
∫
Στ
|L(∂φ)|2(1 + r)1+2αdvol .
∫ τ2
τ1
∫
Στ
(1 + r)−2−6α|∂φ|2(1 + r)1+2αdvol
.
∫ τ2
τ1
∫
Στ
|∂φ|2
(1 + r)1+α
dvol.
The corollary then follows from (14) and (15).
4 Decay of the Solution
Under appropriate assumptions on the inhomogeneous term F , Proposition 1 leads to the decay of the
energy flux E[φ](τ). After commuting the equation with the vector fields Z, we obtain the pointwise
decay of the solution outside the cylinder {(t, x)||x| ≤ R} by using Sobolev embedding and inside the
cylinder by using elliptic estimates.
Proposition 2. Suppose there is a constant C1 such that
D2α[F ]τ2τ1 ≤ C1(1 + τ1)−1−α, ∀τ2 ≥ τ1 ≥ 0.
Then for solution φ of the linear wave equation (13), we have energy flux decay
E[φ](τ) . (ǫ2E0 + C1)(1 + τ)
−1−α.
Proof. Since the initial data are supported in the region {|x| ≤ R0 ≤ R}, the finite speed of propagation
shows that g(1 + 2α, 0) vanishes. Take τ1 = 0 in (17). We get
g(1 + 2α, τ) =
∫
Sτ
r1+2α(∂vψ)
2dvdω . C1 + ǫ
2E0 (32)
and ∫ τ2
τ1
∫
Sτ
r2α(∂vψ)
2dvdωdτ ≤ G¯[0, 2α]τ20 . C1 + ǫ2E0. (33)
We claim that we can choose a dyadic sequence {τn →∞} such that∫
Sτn
r2α(∂vψ)
2dvdω ≤ (1 + τn)−1
(
C1 + ǫ
2E0
)
, (34)
where τn satisfies the inequality γ
−2τn ≤ τn−1 ≤ γ2τn for some large constant γ. In fact, there exists
τn ∈ [γn, γn+1] such that (34) holds. Otherwise
∫ γn+1
γn
∫
Sτ
r2α(∂vψ)
2dvdωdτ ≥ ln γ (ǫ2E0 + C1) ,
which contradicts to (33) if γ is large enough.
Take τ = τn in (32). Interpolate with (34). We obtain∫
Sτn
r(∂vψ)
2dvdω . (1 + τn)
−2α
(
ǫ2E0 + C1
)
.
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Then the inequality (16) implies that for τ ≥ τn∫
Sτ
r(∂vψ)
2dvdω +
∫ τ
τn
E[φ](s)ds . (1 + τn)
−2α
(
ǫ2E0 + C1
)
+ τ1−αn E[φ](τn). (35)
On the other hand the energy inequality (15) shows that for all s ≤ τ
E[φ](τ) . E[φ](s) + (1 + s)−1−α
(
ǫ2E0 + C1
)
.
In particular
E[φ](τ1) . E[φ](0) + ǫ
2E0 + C1 . ǫ
2E0 + C1.
By (35), we have
(τ − τn)E[φ](τ) −
∫ τ
τn
(1 + s)−1−α
(
ǫ2E0 + C1
)
ds . (1 + τn)
−2α
(
ǫ2E0 + C1
)
+ τ1−αn E[φ](τn). (36)
In particular for n = 1
E[φ](τ) . (1 + τ)−1
(
ǫ2E0 + C1
)
.
Let τ = τn+1 in (36). We obtain
(τn+1 − τn)E[φ](τn+1) . (1 + τn)−α
(
ǫ2E0 + C1
)
.
Since τn are dyadic, we have
E[φ](τn) . τ
−1−α
n
(
ǫ2E0 + C1
)
, ∀n.
Finally, for τ ∈ [τn, τn+1], we can show
E[φ](τ) . E[φ](τn) + (1+ τn)
−1−α
(
ǫ2E0 + C1
)
. (1 + τn)
−1−α
(
ǫ2E0 + C1
)
. (1 + τ)−1−α
(
ǫ2E0 + C1
)
.
With the energy flux decay, we can obtain the decay of the spherical average of the solution.
Corollary 3. Assume that there is a constant C1 such that
D2α[F ]τ2τ1 ≤ C1(1 + τ1)−1−α, ∀τ2 ≥ τ1 ≥ 0.
Then on the hypersurface Sτ , we have∫
ω
|rφ|2dω . ǫ2E0 + C1, r ≥ R,∫
ω
r|φ|2dω . (1 + τ)−1−α (ǫ2E0 + C1) , r ≥ R.
Proof. By Proposition 2, the first inequality follows from (19) and (32). The second one follows from
Lemma 1.
In order to obtain the pointwise decay of the solution which is usually a consequence of Sobolev
embedding, we need energy estimates for the derivative of the solution. For this purpose, we commute
the equation with the vector fields Ω and T . Under appropriate assumptions on the inhomogeneous term
F , we hope to derive the same energy decay for ΩkT jφ. Denote
N(φ1, φ2) = B
µν∂µφ1 · ∂νφ2, ∀φ1, φ2 ∈ C∞(R3+1),
where we recall that the constants Bαβ satisfy the null condition.
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Lemma 8. Let Z be Ω or T . Then
ZβN(φ1, φ2) =
∑
β1+β2=β
N(Zβ1φ1, Z
β2φ2).
Proof. Notice that [Ω, ∂r] = [Ω, ∂t] = [Ω,∇/ ] = 0. The lemma then follows from the fact that Bαβ satisfy
the null condition.
Based on Corollary 2, we are able to prove the decay of the energy flux of Zβφ after commuting the
linear equation (13) with Zβ .
Proposition 3. Assume that there is a constant C1 such that the inhomogeneous term F in (13) satisfies
the following condition
D2α[ZβF ]τ2τ1 ≤ C1(1 + τ1)−1−α, ∀τ2 ≥ τ1 ≥ 0, ∀β ≤ β0
for some multiple indices |β0| ≤ 4. Assume Φ, Lµ(t, x) satisfy the conditions in Theorem 2. Then we
have
E[Zβφ](τ) .
(
C1 + ǫ
2E0
)
(1 + τ1)
−1−α, (37)
D2α[N(Zβ1Φ, Zβφ)]τ2τ1 +D
2α[Zβ1Lµ · Zβ∂µφ)]τ2τ1 .
(
C1 + ǫ
2E0
)
(1 + τ1)
−1−α (38)
for ∀β ≤ β0, |β1| ≤ 4.
Proof. We prove the proposition by induction. When β = 0, (37) follows from Proposition 2. Since
Zβ1Φ is (δ, α, t0, R1, C0)-weak wave, ∀|β1| ≤ 4, Corollary 2 and inequality (32) imply that
D2α[N(Zβ1Φ, φ)]τ2τ1 +D
2α[Zβ1Lµ · ∂µφ]τ2τ1 . (C1 + ǫ2E0)(1 + τ1)−1−α, ∀|β1| ≤ 4.
Assume that (37), (38) hold for all β′ < β. Commute the equation (13) with Zβ. Using Lemma 8, we
have the equation for Zβφ
✷(Zβφ) +N(Φ, Zβφ) + L(Zβφ) = ZβF −
∑
β1+β2≤β,β2<β
N(Zβ1Φ, Zβ2φ) + Zβ1Lµ · Zβ2∂µφ. (39)
Since β2 < β, by the induction assumptions, we get
D2α

ZβF − ∑
β2<β
N(Zβ1Φ, Zβ2φ) + Zβ1Lµ · Zβ2∂µφ


τ2
τ1
.
(
C1 + ǫ
2E0
)
(1 + τ1)
−1−α.
Hence for Zβφ, inequality (37) follows from Proposition 2 and inequality (38) follows from Corollary 2
and Proposition 1.
Since the angular momentum Ω is vanishing for r = 0, we are not able to obtain the pointwise bound
of the solution in the cylinder {|x| ≤ R} by commuting the equation with Ω. We instead rely on elliptic
estimates and the vector T = ∂t as commutators.
Lemma 9. Assume that there is a constant C1 such that
D2α[F ]τ2τ1 +D
2α[∂tF ]
τ2
τ1
≤ C1(1 + τ1)−1−α, ∀τ2 ≥ τ1 ≥ 0.
Then for solution of the linear wave equation (13), we have
∫
r≤R
|∂2φ|2dx =
3∑
µ,ν=0
∫
r≤R
|∂µνφ|2dx .
(
E0ǫ
2 + C1
)
(1 + τ)−1−α.
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Proof. We first assume that τ ≥ R. Take β0 = (0, 1) in Proposition 3. We have
E[T jφ](τ1) +
∫ τ2
τ1
∫
Στ
|∂¯T jφ|2
(1 + r)1+α
dxdτ +D2α[T jN(Φ, φ) + T jL(∂φ)]τ2τ1 .
(
E0ǫ
2 + C1
)
(1 + τ1)
−1−α
for all j ≤ 1. Using elliptic estimates [6], we can show that
∫
r≤R
|∂2φ|2dx =
∫
r≤R
3∑
i,j=1
|∂ijφ|2dx+ 2
3∑
α=0
∫
r≤R
|∂α∂tφ|2dx
. E[∂tφ](τ) +
∫
r≤2R
|∆φ|2 + |φ|2dx
. E[∂tφ](τ) +
∫
r≤2R
|∂ttφ+ F −N(Φ, φ)− L(∂φ)|2 + φ2dx (40)
. E[∂tφ](τ) +
∫
r≤2R
|∂ttφ|2dx+
∑
j≤1
∫ τ+R
τ
∫
r≤2R
|T jF |2 + |T jφ|2 + |T jN |2 + |T jL|2dxdt.
Consider the region bounded by Στ−R and t = τ . Take X = T in (7). Note that the vector field T is
killing, that is KT [∂tφ] = 0. We can conclude that∫
r≤2R
JTµ [∂tφ]n
µdσ =
∫
Στ−R∩{t≤τ}
JTµ [∂tφ]n
µdσ +
∫ τ
τ−R
∫
r≤R+t−τ
(TN + TL− ∂tF )∂ttφdvol.
Apply Cauchy-Schwartz inequality to the last term. We obtain∫ τ
τ−R
∫
r≤R+t−τ
|∂tF − TN − TL||∂ttφ|dvol
.
∫ τ
τ−R
∫
Σt
|∂tF − TN − TL|2(1 + r)α+1 + |∂∂tφ|
2
(1 + r)α+1
dxdt
.
∫ τ
τ−R
∫
Σt
|∂∂tφ|2
(1 + r)1+α
dxdt+D2α[∂tF ]
τ
τ−R +D
2α[TN ]ττ−R +D
2α[TL]ττ−R
.
(
E0ǫ
2 + C1
)
(1 + τ)−1−α.
Hence we can estimate∫
r≤2R
|∂ttφ|2dx ≤ 2
∫
r≤2R
JTµ [∂tφ]n
µdσ . E[∂tφ](τ −R) +
∫ τ
τ−R
∫
r≤R+t−τ
|∂tF − TN − TL||∂ttφ|dvol
.
(
E0ǫ
2 + C1
)
(1 + τ1)
−1−α.
Then from (40), we get
∫
r≤R
|∂2φ|2dx . (E0ǫ2 + C1) (1 + τ1)−1−α +∑
j≤1
∫ τ+R
τ−R
∫
Σt
|∂¯φ|2
(1 + r)1+α
+ |T jF |2 + |T jN |2 + |T jL|2
.
(
E0ǫ
2 + C1
)
(1 + τ1)
−1−α +
∑
j≤1
Dα[T jF ]τ+Rτ−R +D
2α[T jN ]τ+Rτ−R +D
2α[T jL]τ+Rτ−R
.
(
E0ǫ
2 + C1
)
(1 + τ1)
−1−α.
Thus we have proven the lemma for τ ≥ R. When τ ≤ R, the finite speed of propagation shows that the
solution of (13) vanishes when |x| ≥ t+ R0. Thus we can replace τ − R with 0 in the above argument.
And the lemma still holds.
A corollary of the above lemma is the following pointwise decay of the solution in the cylinder {r ≤ R}.
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Corollary 4. Assume that there is a constant C1 such that
D2α[F ]τ2τ1 +D
2α[∂tF ]
τ2
τ1
≤ C1(1 + τ1)−1−α, ∀τ2 ≥ τ1 ≥ 0.
Then for solution φ of (13), we have
|φ|2 . (C1 + ǫ2E0) (1 + τ)−1−α, r ≤ R.
Proof. Using Sobolev embedding and Lemma 9, when |x| ≤ R, we can estimate
φ2 .
∫
r≤R
3∑
i,j=1
|∂ijφ|2 + φ2dx
.
∫
r≤R
|∂2φ|2dx+
∫ τ+R
τ
∫
r≤R
|∂tφ|2 + |φ|2dxdt
.
(
C1 + ǫ
2E0
)
(1 + τ)−1−α,
where the last step follows from the integrated local energy inequality (14) restricted to the region
r ≤ R.
5 Boostrap Argument
To solve our nonlinear problem (4), we use the standard Picard iteration process. We prove, by a
boostrap argument, that the nonlinear term D2α[F ]τ2τ1 decays, which leads to the decay of the solution φ.
We still denote the quadratic nonlinearity Aαβ∂αφ∂βφ of F in (4) as N(φ, φ) = A
µν∂µφ∂νφ, in which
the constants Aµν satisfy the null condition.
Proposition 4. Suppose ZkΦ is (δ, α, t0, R1, C1)−weak wave for all |k| ≤ 3. Assume
|∂2ZβΦ| ≤ C1, ∀|β| ≤ 1.
Assume the functions Lµ(t, x), hµν(t, x) satisfy the conditions in Theorem 2. If the nonlinearity F in
(4) satisfies
D2α[ZβF ]τ2τ1 ≤ 2E0ǫ2(1 + τ1)−1−α, ∀|β| ≤ 3, ∀τ2 ≥ τ1 ≥ 0,∫
r≤R
|∇ZβF |2dx ≤ 2E0ǫ2(1 + τ)−1−α, ∀|β| ≤ 1, ∀τ ≥ 0,
then
D2α[ZβF ]τ2τ1 . E
2
0ǫ
4(1 + τ1)
−1−α, ∀|β| ≤ 3, ∀τ2 ≥ τ1 ≥ 0, (41)∫
r≤R
|∇ZβF |2dx . E20ǫ4(1 + τ)−1−α, ∀|β| ≤ 1, ∀τ ≥ 0. (42)
Remark 9. If the given function Φ is assumed as in Theorem 2, that is, ZβΦ is (δ, α, t0, R1, C1)−weak
wave for all |β| ≤ 4 and |∂2ZβΦ| ≤ C1 for all |β| ≤ 2, then the above proposition holds if we replace
|β| ≤ 3, |β| ≤ 1 with |β| ≤ 4, |β| ≤ 2 respectively. The reason that we formulate the proposition as above
is that three derivatives are the minimum to close the boostrap argument. Four derivatives is needed to
obtain C2 solution of the equation (4).
The proof for Proposition 4 is quite similar to that in [22]. For completeness, we repeat it here. Since
higher order nonlinearity decays much better, we only consider the quadratic nonlinearities N(φ, φ) and
Q(∂φ) = hµν(t, x)∂µφ∂νφ. First, Lemma 8 and the assumptions on h
µν(t, x)
|Zβhµν | . (1 + r)− 32α, ∀|β| ≤ 4
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imply that
D2α[ZβF ]τ2τ1 .
∑
β1+β2≤β
∫ τ2
τ1
∫
Στ
|N(Zβ1φ, Zβ2φ)|2(1 + r)1+2α + |∂Zβ1φ|2|∂Zβ2|2(1 + r)1−αdxdτ
.
∑
β1+β2≤β
∫ τ2
τ1
∫
r≤R
|∂φ1|2|∂φ2|2dxdτ +
∑
β1+β2≤β
∫ τ2
τ1
∫
Sτ
|N(φ1, φ2)|2r1+2αdxdτ
+
∑
β1+β2≤β
∫ τ2
τ1
∫
Sτ
|∂φ1|2|∂φ2|2(1 + r)1−αdxdτ,
(43)
where we denote φ1 = Z
β1φ, φ2 = Z
β2φ. We estimate the three integrals on the right hand side of (43)
separately. We use elliptic estimates as well as the extra boostrap assumption (41) to bound the first
integral. Estimates of the second integral rely on the null structure of N(φ1, φ2). The third integral
follows from the integrated local energy inequality (14).
5.1 Proof of the (41) in the region r ≤ R
When r ≤ R, we use elliptic estimates to obtain the pointwise bound of the solution. However since one
can only obtain elliptic estimates in a smaller region, we divide the region r ≤ R into two parts: r ≤ R2
and r ≥ R2 . In the smaller region r ≤ R2 , we use elliptic estimates while in the region r ≥ R2 , we use
Sobolev embedding.
Recall that φ1 = Z
β1φ, φ2 = Z
β2φ, |β1|+ |β2| ≤ 3. Without loss of generality, assume |β1| ≤ |β2|. In
particular we have |β1| ≤ 1. For r ≤ R2 , we claim that
|∂φ1|2 . E0ǫ2(1 + τ)−1−α, r ≤ R
2
. (44)
We first verify (44) for ∂tφ1. By (39), ∂tφ1 satisfies the following equation
✷(∂tφ1) +N(Φ, ∂tφ1) + L(∂tφ1) = F1.
Since |β1 + (0, 2)| ≤ 3, estimates (38) imply that
D2α[F1]
τ2
τ1
+D2α[∂tF1]
τ2
τ1
. E0ǫ
2(1 + τ1)
−1−α.
Thus by Corollary 4, we have
|∂tφ1|2 . E0ǫ2(1 + τ)−1−α, r ≤ R
2
.
For ∇φ1, notice that φ1 = Zβ1φ, |β1| ≤ 1 and |∂2Zβ1Φ| . 1, |∂Zβ1Lµ| . 1. Using elliptic estimates and
Lemma 9, we have for |x| ≤ R2
‖∇φ1‖2
C
1
2 (B 1
2
R
)
.
∫
r≤R
2
3∑
i,j=1
|∂ij∇φ1|2 + |∇φ1|2dx
.
∫
r≤R
|∇∆φ1|2 + |∇φ1|2dx
.
∫
r≤R
|∇ (∂ttφ1 + Zβ1F − Zβ1N(Φ, φ)− Zβ1L(∂φ)) |2 + |∇φ1|2dx
. E[∂ttφ1](τ) + E[φ1](τ) +
∫
r≤R
|∇Zβ1F |2 + |∇2φ1|2 + |∇2φ|2 + |∇φ1|2 + |∇φ|2dx
. E0ǫ
2(1 + τ1)
−1−α,
(45)
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where B 1
2
R denotes the ball {r ≤ 12R} in R3. Hence we have proven (44), which implies that∫ τ2
τ1
∫
r≤R
2
|∂φ1|2|∂φ2|2dx .
∫ τ2
τ1
(1 + τ)−1−αE0ǫ
2
∫
r≤R
2
|∂φ2|2dxdτ
. E0ǫ
2
∫ τ2
τ1
(1 + τ)−1−αE[φ2](τ)dτ
. E20ǫ
4(1 + τ)−1−α.
In the region R2 ≤ r ≤ R, we use the angular momentum Ω. By Sobolev embedding on the unit
sphere, we have ∫
ω
|∂φ1|2 · |∂φ2|2dω .
∑
1′
∫
ω
|∂φ1′ |2dω ·
∫
ω
|∂φ2|2dω, (46)
where we still denote φ1′ = Z
β1′φ for β1′ ≤ β1 +(2, 0). Notice that |β1′ |+ |β2| ≤ 3+ 2 = 5. Without loss
of generality, we assume |β2| ≤ 2. Thus by Lemma 9, we have∫
ω
|∂φ2|2dω .
∫
R
2
≤r≤R
|∂φ2|2 + |∂r∂φ2|2dx . E[φ2](τ) +
∫
r≤R
|∂2φ2|2dx . (1 + τ)−1−αE0ǫ2, (47)
where we have used (38), (39) and the assumption |β2| ≤ 2 to verify the conditions in Lemma 9. Since
|β1′ | ≤ 3, we can show that∫ τ2
τ1
∫
1
2
R≤r≤R
|∂φ1|2|∂φ2|2dxdτ .
∫ τ2
τ1
∫ R
R
2
∫
ω
|∂φ1|2|∂φ2|2dω r2drdτ
.
∑
1′
∫ τ2
τ1
∫ R
R
2
∫
ω
|∂φ1′ |2dω
∫
ω
|∂φ2|2dω r2drdτ
.
∑
1′
∫ τ2
τ1
(1 + τ)−1−αE0ǫ
2
∫
r≤R
|∂φ1′ |2dxdτ
. E20ǫ
4(1 + τ)−1−α.
Summarizing, we have shown
∑
β1+β2≤β
∫ τ2
τ1
∫
r≤R
|∂φ1|2|∂φ2|2dxdτ . E20ǫ4(1 + τ)−1−α.
Remark 10. We remark here that (47) is only true when r is bigger that a constant. That is why we
need to distinguish the two cases r ≤ 12R and r ≥ 12R.
5.2 Proof of (42)
Note that when |β| ≤ 1 and β1 + β2 = β, we have β1 = 0 or β2 = 0. By (46), we have∫
ω
|∇ZβF |2dω .
∫
ω
|∂Zβφ|2 · |∂2φ|2 + |∂φ|2|∂2Zβφ|2dω
.
∑
|β′|≤2
∫
ω
|∂Zβφ|2dω ·
∫
ω
|∂2Zβ′φ|2dω +
∫
ω
|∂Zβ′φ|2dω ·
∫
ω
|∂2Zβφ|2dω,
where as pointed out previously, we only have to consider the quadratic nonlinearities N(φ, φ), Q(∂φ).
For r ≤ 12R, the inequality (44) shows that
|∂Zβφ| . ǫ2E0(1 + τ)−1−α, ∀|β| ≤ 1.
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For 12R ≤ r ≤ R, the inequality (47) implies that∫
ω
|∂Zβ′φ|2dω . ǫ2E0(1 + τ)−1−α, ∀|β′| ≤ 2.
On the other hand, using Lemma 9, we obtain∫
r≤R
|∂2Zβ′φ|2dx . ǫ2E0(1 + τ)−1−α, ∀|β′| ≤ 2.
Therefore, for all |β| ≤ 1, we can estimate∫
r≤R
|∇ZβF |2dx . ǫ2E0(1 + τ)−1−α
∑
|β′|≤2
∫
r≤R
|∂2Zβ′φ|2dx . E20ǫ4(1 + τ)−1−α.
Hence we have proven (42).
5.3 Proof of (41) in the region r ≥ R
We first consider the quadratic term N(φ1, φ2). The p-weighted energy inequality is about ψ = rφ instead
of φ. For this reason, we expand N(φ1, φ2) in terms of ψ.
Lemma 10. Suppose N(φ1, φ2) = A
αβ∂αφ1∂βφ2 with constants A
αβ satisfying the null condition. Then
r4|N(φ1, φ2)|2 . φ21φ22 + φ21 · r2∂2rφ2 + |∇/ ψ1|2|∇/ ψ2|2 + |∂vψ1|2|∂uψ2|2 + |∂uψ1|2|∂vψ2|2, (48)
where v = t+r2 , u =
t−r
2 .
Proof. In fact, notice that
r2N(φ1, φ2) = φ1φ2 + r(φ1φ2)r +N(ψ1, ψ2)
and
|N(ψ1, ψ2)| . |∂vψ1| · |∂uψ2|+ |∂uψ1| · |∂vψ2|+ |∇/ ψ1| · |∇/ ψ2|.
Hence the lemma holds.
To estimate the second term in (43), it suffices to handle the terms on the right hand side of (48).
We estimate the first three terms in a uniform way. Let Φ1 be φ1 or ∇/ ψ1; Φ2 be φ2, r∂rφ2 and ∇/ ψ2
respectively. Recall that φ1 = Z
β1φ, φ2 = Z
β2φ, |β1| + |β2| ≤ 3. Using Sobolev embedding on the unit
sphere, we have ∫
ω
|Φ1|2|Φ2|2dω .
∑
1′,2′
∫
ω
|Φ1′ |2dω ·
∫
ω
|Φ2′ |2dω,
where we let {
β1′ ≤ β1 + (2, 0), β2′ = β2, if |β1| ≤ 1,
β1′ = β1, β2′ ≤ β2 + (2, 0), if |β2| ≤ 1.
(49)
In particular |β1′ |+ |β2′ | ≤ 5. For the third case when Φ1 = ∇/ψ1, Φ2 = ∇/ ψ2, without loss of generality,
we assume |β1′ | ≤ 2. Since ∇/ ψ1 = Ωφ1, Φ1′ can always be written as Zβφ for some |β| ≤ 3. Thus by
Corollary 3, we have
r2
∫
ω
|Φ1′ |2dω . ǫ2E0, r ≥ R.
Recall that Φ2′ = φ2′ , r∂rφ2′ or ∇/ψ2′ . We always have
|Φ2′ |2
(1 + r)3+α
.
|∂¯φ2′ |2
(1 + r)1+α
.
26
Then the integrated energy inequality (14) implies that∫ τ2
τ1
∫
Sτ
r2α−3Φ21Φ
2
2dvol =
∫ τ2
τ1
∫ ∞
vτ
∫
ω
r2α−1Φ21Φ
2
2dvdωdτ
.
∑
1′,2′
∫ τ2
τ1
∫ ∞
vτ
r2α−3r2
∫
ω
|Φ1′ |2dω
∫
ω
|Φ2′ |2dωdvdτ
. ǫ2E0
∑
1′,2′
∫ τ2
τ1
∫
Sτ
|Φ2′ |2
r3−2α
dvdωdτ
. ǫ2E0
∑
1′,2′
∫ τ2
τ1
∫
Sτ
|Φ2′ |2
(1 + r)3+α
dvol
. ǫ4E20 (1 + τ1)
−1−α,
where we recall that α ≤ 14 . We hence have estimated the first three terms in (48).
It remains to handle the last two terms |∂vψ1|2|∂uψ2|2, |∂uψ1|2|∂vψ2|2. Since they are symmetric, it
suffices to consider |∂vψ1|2|∂uψ2|2. Recall that ψ1 = rZβ1φ, ψ2 = rZβ2φ, |β1|+ |β2| ≤ 3. Define β1′ , β2′
as in (49). In particular |β1′ |+ |β2′ | ≤ 5. We have two cases according to βi′ , i = 1, 2.
We first consider the case when |β1′ | ≤ 2. The idea is that we bound |∂vψ1| uniformly and then
control |∂uψ2|2 by the energy flux through the null hypersurface v = constant. The following lemma
shows that the energy flux through v = constant is bounded.
Lemma 11. Consider the region D = [u1, u2]×[v1,∞) ⊂ Sτ×[τ1, τ2]. Under the conditions of proposition
4, we have the energy flux estimate through the hypersurface v = const∫ u2
u1
∫
ω
(∂uψ2)
2dudω . ǫ2E0(1 + τ1)
−1−α,
where ψ2 = rφ2 = rZ
β2φ.
Proof. Back to the energy equation (7), take X = T on the region D. We have∫ u2
u1
JTµ [φ2]n
µdσ +
∫∫
v≥v1,u=u1
JTµ [φ2]n
µdσ =
∫∫
v≥v1,u=u2
JTµ [φ2]n
µdσ +
∫
I
τ2
τ1
JTµ [φ2]n
µdσ
+
∫
D
✷φ2 · ∂tφ2dvol.
Using the estimates (38), we conclude that
D2α[✷φ2]
τ2
τ1
. E0ǫ
2(1 + r)−1−α.
Then by the integrated local energy inequality (14) and the energy inequality (15), we can show that∫ u2
u1
∫
ω
r2(∂uφ2)
2dωdu ≤ 2
∫ u2
u1
JTµ [φ2]n
µdσ . E0ǫ
2(1 + τ1)
−1−α,
where notice that D ⊂ Sτ × [τ1, τ2]. Thus by Corollary 3, we get∫ u2
u1
∫
ω
(∂uψ2)
2dωdu =
∫ u2
u1
∫
ω
r2(∂uφ2)
2dudω +
∫
ω
rφ22dω
∣∣∣∣
u2
u1
. E0ǫ
2(1 + τ1)
−1−α.
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We continue our proof of (41) when |β1′ | ≤ 2. Lemma 11 and Sobolev embedding on the unit sphere
show that ∫ τ2
τ1
∫
Sτ
r2α−3|∂vψ1|2|∂uψ2|2dvol
=
∫ ∞
vτ1
∫ u(v)
uτ1
r2α−1
∫
ω
|∂uψ2|2|∂vψ1|2dωdudv
≤
∫ ∞
vτ1
∫ u(v)
uτ1
|∂uψ2′ |2dωdu · sup
u
∫
ω
r2α−1|∂vψ1′ |2dω dv
. ǫ2E0(1 + τ1)
−1−α
∫ ∞
vτ1
sup
u
∫
ω
r2α−1|∂vψ1′ |2dωdv
. ǫ2E0(1 + τ1)
−1−α
∫ ∞
vτ1
sup
u
∫
ω
r2α|∂vψ1′ |2dωdv,
where β1′ , β2′ are defined as in (49). Now, for all u ∈ [uτ1 , u(v)], we have
r2α(∂vψ1′)
2 . r2α(∂vψ1′)
2
∣∣
u=u1
+
∫ u2
u1
r2α(∂vψ1′)
2du
+
∫ u2
u1
r2α(∂u∂vψ1′)
2du+
∫ u2
u1
r2α−1(∂vψ1′)
2du
. r2α(∂vψ1′)
2
∣∣
u=u1
+
∫ u2
u1
r2α(∂vψ1′)
2du
+
∫ u2
u1
r2α(∆/ ψ1′)
2 + r2α+2|Zβ1′ (F −N − L)|2du,
where we use the wave equation (23) in the last step and u1 = uτ , u2 = u(v). Integrate on the unit
sphere. We obtain∫ ∞
vτ1
sup
u
∫
ω
r2α|∂vψ1′ |2dωdv .
∫
Sτ1
r2α(∂vψ1′)
2dvdω
+
∫ τ2
τ1
∫
Sτ
r2α(∂vψ1′)
2 + (∇/Ωφ1′)2r2α + r2α+2|Zβ1′ (F −N − L)|2dvdωdτ,
where note that ∇/ = Ω
r
.
We claim that the above inequality can be bounded by ǫ2E0(up to a constant). In fact, the first term
can be bounded by ǫ2E0 by (32); the second term can be bounded by ǫ
2E0 by (33); the third term can
be controlled by (1+ τ1)
−1−αǫ2E0 by the integrated local energy inequality (14)(notice that |β1′ |+1 ≤ 3
and 2α ≤ 1− α as α ≤ 14 ); the last term can be estimated as
D2α[Zβ1′F ]τ2τ1 +D
2α[Zβ1′N ]τ2τ1 +D
2α[Zβ1′L]τ2τ1 . E0ǫ
2(1 + τ1)
−1−α,
where we use the inequality (38). Summarizing, we have shown∫ ∞
vτ1
sup
u
∫
ω
r2α|∂vψ1|2dωdv . ǫ2E0.
In particular, for fixed r ≥ R, we have∫ t1
t2
∫
ω
|∂vψ1|2(t, r, ω)dωdt . ǫ2E0, ψ1 = rZβφ, |β| ≤ 2. (50)
Therefore ∫ τ2
τ1
r2α−3
∫
Sτ
|∂vψ1|2|∂uψ2|2dvol . E20ǫ4(1 + τ1)−1−α.
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When |β2′ | ≤ 2, we control |∂vψ1|2 by the energy and bound ∂uψ2 uniformly. Similarly, using (32),
(33) and Sovolev embedding, we obtain∫ τ2
τ1
∫
Sτ
r2α−1|∂vψ1|2|∂uψ2|2dvdωdτ
.
∫ τ2
τ1
∫
Sτ
r2α−1|∂vψ1′ |2 ·
∫
ω
|∂uψ2′ |2dω dvdωdτ (51)
.
∫ τ2
τ1
∫
Sτ
r3α−1|∂vψ1′ |2 · r−α
∫
ω
|∂uψ2′ |2dω dvdωdτ
. ǫ2E0
∫ τ2
τ1
sup
v
r−α
∫
ω
|∂uψ2′ |2dωdτ,
where β1′ , β2′ are defined as in (49). For all v, we have
r−α(∂uψ2′)
2 . r−α(∂uψ2′)
2
∣∣
v=vτ2
+
∣∣∣∣
∫ vτ2
v
r−1−α|∂uψ2′ |2dv
∣∣∣∣
+ 2
∣∣∣∣
∫ vτ2
v
r−α|∂uψ2′ · ∂v∂uψ2′ |dv
∣∣∣∣
. r−α(∂uψ2′)
2
∣∣
v=vτ2
+
∫ ∞
vτ
r−1−α|∂uψ2′ |2dv
+
∫ ∞
vτ
r−1−α(∂uψ2′)
2dv +
∫ ∞
vτ
r1−α(∂v∂uψ2′)
2dv
. r−α(∂uψ2′)
2
∣∣
v=vτ2
+
∫ ∞
vτ
(∂uψ2′)
2
r1+α
dv
+
∫ ∞
vτ
r1−α(∆/ ψ2′)
2dv +
∫ ∞
vτ
r3−α|Zβ2′ (F −N − L)|2dv,
where vτ2 =
R+τ2
2 . Integrate on the unit sphere. We get∫ τ2
τ1
sup
v
r−α
∫
ω
|∂uψ2′ |2dωdτ .
∫ τ2
τ1
∫
ω
r−α(∂uψ2′)
2
∣∣
v=vτ2
dτ
+
∫ τ2
τ1
∫
Sτ
(∂uψ2′)
2
r1+α
+ r1−α(∇/Ωφ2′)2 + r3−α|Zβ2′ (F −N − L)|2dvdωdτ.
We claim that it can be bounded by (1 + τ1)
−1−αǫ2E0 up to a constant. In fact, the first term can be
estimated as follows∫ τ2
τ1
∫
ω
r−α(∂uψ2′)
2
∣∣
v=vτ2
dτ =
∫ uτ2
uτ1
∫
ω
r−α|∂uψ2′ |2dωdu ≤
∫ uτ2
uτ1
∫
ω
|∂uψ2′ |2dωdu . (1 + τ1)−1−αǫ2E0
by Lemma 11; the second and third term can also be controlled by (1 + τ1)
−1−αǫ2E0 by the integrated
local energy estimates (14)(notice that |β2′ | ≤ 2); the last term can be estimated as follows
D2α[Zβ1′F ]τ2τ1 +D
2α[Zβ1′N ]τ2τ1 +D
2α[Zβ1′L]τ2τ1 . E0ǫ
2(1 + τ1)
−1−α
by the inequality (38). Hence∫ τ2
τ1
sup
v
r−α
∫
ω
|∂uψ2′ |2dωdτ . E0ǫ2(1 + τ1)−1−α. (52)
Plug this into (51). We obtain∫ τ2
τ1
∫
Sτ
r2α−3|∂vψ1|2|∂uψ2|2dvol . ǫ4E20 (1 + τ1)−1−α.
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Therefore using lemma 10, we have shown that∫ τ2
τ1
∫
Sτ
|N(φ1, φ2)|2r1+2αdvol . ǫ4E20(1 + τ1)−1−α.
To show (41), it remains to estimate the quadratic term ZβQ(∂φ). By (43), it suffices to consider the
third integral in (43). Notice that
|∂φ1||∂φ2| . r−2|∂vψ1||∂uψ2|+
∑
|β1′ |+|β2′ |≤4
β1′ ,β2′≤3
|Zβ1′φ||∂Zβ2′φ|+ (|Zφ|+ |∂vφ|)|∂Z3φ|.
The first term has already been estimated considering that r1−α ≤ r1+2α(on Sτ , r ≥ R ≥ 1). For the
second term, if |β1′ | ≤ 1 or |β2′ | ≤ 1, then using Sobolev inequality on the unit sphere, we have∫
ω
|φ1′ |2|∂φ2′ |2dω .
∑
|β1′′ |,|β2′′ |≤3
∫
ω
|φ1′′ |2dω ·
∫
ω
|∂φ2′′ |2dω . r−2ǫ2E0
∑
|β2′′ |≤3
∫
ω
|∂φ2′′ |2dω
by (19) and (32). Then using the integrated local energy inequality (14), we obtain∫ τ2
τ1
∫
Sτ
|∂φ1|2|∂φ2|2(1 + r)1−αdvol . ǫ2E0
∫ τ2
τ1
∫
Sτ
|∂φ2′′ |2
(1 + r)1+α
dvol . ǫ4E20 (1 + τ1)
−1−α.
If both |β1′ | ≥ 2, |β2′ | ≥ 2, recall that |β1′ |+ |β2′ | ≤ |β|+ 1 ≤ 4. We conclude that |β1′ | = |β2′ | = 2, for
which we use the embedding∫
ω
|Z2φ|2|∂Z2φ|2dω . ‖Z2φ‖2H1(S2)‖∂Z2φ‖2H1(S2) . r−2ǫ2E0‖∂Z2φ‖2H1(S2).
Hence∫ τ2
τ1
∫
Sτ
|∂φ1|2|∂φ2|2(1 + r)1−αdvol .
∑
|β|≤1
ǫ2E0
∫ τ2
τ1
∫
Sτ
|∂Z2Ωβφ|2
(1 + r)1+α
dvol . ǫ4E20(1 + τ1)
−1−α.
For the third term (|Zφ|+ |∂vφ|)|∂Z3φ|, using the integrated local energy inequality, it suffices to show
that
(|Zφ|+ |∂vφ|)2(1 + r)2 . ǫ2E0.
In fact, by Corollary 3 and Corollary 4, we have
(1 + r)2|Zφ|2 .
∑
|β|≤3
∫
ω
|Zβφ|dω . ǫ2E0.
To bound |∂vφ|, notice that r ≥ R. Inequality (50) implies that∑
|β|≤2
∫ t1
t2
∫
ω
|Zβ∂vψ|dωdt . ǫ2E0, ψ = rφ.
Then using Sobolev embedding on [t1, t2]× S2, we obtain
r2|∂vφ|2 ≤ |∂vψ|2 + |φ|2 . ǫ2E0.
Therefore
(1 + r)2|∂φ|2 . (1 + r)2(|Zφ|2 + |∂vφ|2) . ǫ2E0.
In sum, (41) follows from (43). And have proven Proposition 4.
Remark 11. We in fact can show that
D1+α[ZβF ]τ2τ1 . E
2
0ǫ
4(1 + τ1)
−1−α.
However, it is sufficient to consider D2α[ZβF ]τ2τ1 in order to close the boostrap argument.
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6 Proof of the Main Theorems
We used the foliation Στ , part of which is null, in the previous argument. However, we do not have a local
existence result with respect to the foliation Στ . To solve the nonlinear equation (4), we use the standard
Picard iteration process. Take φ−1(t, x) = 0. We solve the following linear wave equation recursively{
✷φn+1 +N(Φ, φn+1) + L(∂φn+1) = F (∂φn),
φn+1(0, x) = ǫφ0(x), ∂tφn+1(0, x) = ǫφ1(x).
(53)
Now suppose the implicit constant in Proposition 4 is C1, which, according to our notation, depends
only on R, α, t0, C0, A
αβ , Bαβ . Set
ǫ0 =
1√
C1E0
.
Then for all ǫ ≤ ǫ0, we have
C1ǫ
4E20 ≤ ǫ2E0.
Thus by the continuity of F (∂φn), we in fact have shown that the nonlinear term F satisfies
D2α[ZβF (∂φn)]
τ2
τ1
≤ C1E20ǫ4(1 + τ1)−1−α ≤ E0ǫ2(1 + τ1)−1−α, ∀|β| ≤ 4, ∀τ2 ≥ τ1 ≥ 0.
Therefore, Proposition 2 implies that
E[Zβφn](τ) . E0ǫ
2(1 + τ)−1−α, ∀n, ∀|β| ≤ 4.
After using Sobolev embedding on the unit sphere, Corollary 3 and Corollary 4 indicate that
|Zβφn| .
√
E0ǫ(1 + r)
− 1
2 (1 + |t− r +R|)− 12− 12α, ∀|β| ≤ 2,
|φn| .
√
E0ǫ(1 + r)
−1.
We also need to show that φn is uniformly bounded in C
2. We first show that φn is bounded in C
1.
When r ≤ 12R, estimates (44) implies that
|∂Zkφn|2 . E0ǫ2(1 + τ)−1−α, ∀k ≤ 2.
Here we have to point out that although there |β1| ≤ 1(due to the assumption |β1| + |β2| ≤ 3), the
estimate holds for |β1| ≤ 2 if we assume |β1|+ |β2| ≤ 4, see Remark 9. When 12R ≤ r ≤ R, using (47) and
Sobolev embedding on the unit sphere, we obtain the same estimates as above. For r ≥ R, the inequality
(52) implies that∫ τ2
τ1
sup
v
r−α
∫
ω
|∂uψn|2dωdτ . (1 + τ1)−1−αǫ2E0, ψn = rZβφn, |β| ≤ 3.
Using Sobolev embedding on S2 × [τ1, τ2], we obtain
|r∂uZβφn|2 . φ2n + rα(1 + τ)−1−αǫ2E0, ∀|β| ≤ 1.
Recall that ∂u = ∂t − ∂r and |φn|2, |∂tφn|2 . (1 + r)−1(1 + τ)−1−αǫ2E0. We can estimate
|∂rZβφn| . (1 + r)− 12 (1 + τ)− 12− 12α
√
E0ǫ, ∀|β| ≤ 1.
Since ∇/ = Ω
r
, we have shown that outside the cylinder {r ≤ R}
|∂Zβφn| . (1 + r)− 12 (1 + τ)− 12− 12α
√
E0ǫ, ∀|β| ≤ 1.
It remains to control C2 estimates of φn. Outside the smaller cylinder {r ≤ 14R}, we use the equation
(53). In fact, we can write
∂rrφn+1 = F (∂φn) + ∂ttφn+1 − 2
r
∂rφn+1 −∆/ φn+1 −N(Φ, φn+1)− L(∂φn+1).
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Since we have already shown that
|∂φn|, |∂ttφn| . E0ǫ2(1 + r)− 12 (1 + τ)− 12− 12α,
|∆/φn| ≤ r−2|Ω2φn| . E0ǫ2(1 + r)− 12 (1 + τ)− 12− 12α,
we conclude that
|∂rrφn| .
√
E0ǫ(1 + r)
− 1
2 (1 + τ)−
1
2
− 1
2
α.
Hence when r ≤ R4 , we can show that
|∂2φn| ≤ |∂rrφn|+ |∂Zφn| .
√
E0ǫ(1 + r)
− 1
2 (1 + τ)−
1
2
− 1
2
α
For the case when r ≤ R4 , we rely on elliptic theory. First we have the elliptic equation for φn+1
∆φn+1 = F (∂φn) + ∂ttφn+1 −N(Φ, φn+1)− L(∂φn+1).
Since we have shown from (45) that
‖∂Zβφn‖2
C
1
2 (B 1
2
R
)
≤ ‖∇Zβφn‖2
C
1
2 (B 1
2
R
)
+ ‖Zβ+1φn‖2
C
1
2 (B 1
2
R
)
. E0ǫ
2(1 + τ)−1−α, ∀|β| ≤ 1,
we can show that the right hand side of the above elliptic equation is uniformly bounded in C
1
2 (B 1
2
R).
Then Schauder estimates [6] imply that
‖φn‖
C
2, 1
2 (B 1
4
R
)
. E0ǫ
2(1 + τ)−1−α.
In particular, we have shown that∑
|β|≤2
|∂βφn| .
√
E0ǫ(1 + r)
− 1
2 (1 + τ)−
1
2
− 1
2
α.
Now the classical local existence theory [8] shows that there exists a time t∗ > 0 and a unique smooth
solution φ(t, x) ∈ C∞([0, t∗)× R3) of equation (4). Moreover
φn(t, x)→ φ(t, x)
in C∞([0, t∗)× R3). Therefore∑
|β|≤2
|∂βφ| .
√
E0ǫ(1 + r)
− 1
2 (1 + τ)−1+
1
2
α, ∀(t, x) ∈ [0, t∗)× R3.
By a theorem of Ho¨rmander [7] that as long as the solution is bounded up to the second order derivatives,
the solution exists globally. That is there exists a unique global solution φ(t, x) ∈ C∞(R3+1) which solves
(4). In addition since
φn(t, x)→ φ(t, x), (t, x) ∈ R3+1,
φ obeys all the estimates of φn obtained above. We thus finished the proof of Theorem 2.
To prove Theorem 1, it suffices to check that the functions Φ, Nµ(∂Φ), Nµν(∂Φ) satisfy the conditions
in Theorem 2 that Φ, Lµ, hµν satisfy correspondingly. In fact, notice that
|∂ZβNµ(∂Φ)| ≤ C(N )|∂2ZβΦ|, ∀|β| ≤ 2.
The boundedness of ∂2ZβΦ, for all |β| ≤ 2, follows from the equation for ZβΦ(similarly, express the only
unknown term ∂rrZ
βΦ as a combination of terms with known L∞ norm). Hence |∂ZβN (∂Φ)|+ |∂2ZβΦ|
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is bounded by a constant depending on C0 and the nonlinearity N . For the other conditions, when t ≤ t0,
we have
|ZβNµ(∂Φ)|+ |ZβNµν(∂Φ)| ≤ C(N , C0), ∀|β| ≤ 4.
When t ≥ t0, we can show
|ZβNµ| ≤ C(N , C0)(1 + |x|)−1− 12α0(1 + (t− |x|)+)−1,
|ZβNµν(Φ)| ≤ C(N , C0)(1 + |x|)− 12α0 , |β| ≤ 4.
Replace α with min{α06 , α}. Then the functions Nµ(∂Φ), Nµν(∂Φ) satisfy the conditions in Theorem 2.
We thus have the stability result of Theorem 1.
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