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               Given a finite interval , a point in it and a Riemann integrable function 
on the interval, we formally define ‘trigonometric (exponential) Fourier series of 
the function , at the point on the interval’ and we bring out in all its generalities 
how and when the function element becomes expressible as the Fourier series . 
We also give an immediate proof of the Cesa’ro or (C,1) summability of the 
Fourier series. We shall need a good deal of Riemann-Stieltjes integration theory, 
for which we refer the reader to the book of  Tom Apostol [1]. All this will be 
done using the two facts namely 
 1) generalized Euler’s summation formula 
 2) the boundedly convergent series expression 
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for non-integral  u , where [u] is the integral part of the real variable  u . 
 
: 2 : 
This approach enables us in author [ 4 ] to identify and study the Fourier series of 
the derivatives (with respect to first variable) of Hurwitz zeta function ),(  s , as 
a function of second variable   on the unit interval [0,1] .There,  we deal with 
finite Fourier series of   ,s  for a rational value of   in the unit interval. There  
we also deal with Lerch’s zeta function on similar lines. This approach was first 
resorted to, in author[3]. In the present context, we also refer the reader to 
author [ 2] . 
            Let f  be a function defined and Riemann integrable on an  
interval  dcI ,  of length cd 2  and let x  be a point in  dc, . We define 
the Fourier series of f at the point x  on the interval  dc,  and write  
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Notation : For a real variable u, we write  u  for its integral part. We write  
   
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dxc  , we write  xf    
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    xf , where 0 , if this limit exists.     
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Similarly, for x with dxc  , we write )(xf  
0
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    )( xf  where 0 , if     
the limit exists. We call  xf ,  the right hand limit of f  at x . Similarly, we 
define  xf ,  the left hand limit of f  at the point x  . 
            If  the sequence of arithmetic means of  the partial sums of a given series 
converges, then the given series is said to be orCesa`  summable or  1,C  
summable. Using our approach, we can generalize the concept of Fourier series to 
local Fourier series, local right hand/left hand Fourier series  and finite Fourier 
series. In fact, we prove the following . 
Theorem 1 : Let f be a function defined and Riemann integrable on the interval 
 dc,  of  length cd 2  and let    
2
1 uuu . Let a be point in  dc, .  
I) If  af  exists, then we have  
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provided )()(  afaf .  
II) If  af  exists, then we have          
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III) If  both  af  and  af  exist and if    dfcf  , then we have  
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In addition, if we can interchange 
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the local  Fourier series 
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Otherwise, the local Fourier series converges to 
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 Note : For real  ,  if 
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then the function   f   will be called a ‘good function on the interval  dc, ’.               
          If f is a function of bounded variation on  dc, , then the Riemann –
Stieltjes integral behaves like Riemann integral and thus 
n
and 
d
c
 can be  
interchanged . On the other hand, if f is differentiable with its derivative 'f  
Riemann or Lebesgue integrable on  dcI , , then the Riemann-Stieltjes integral  
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Corollary : I) Let f be Riemann integrable on an interval  aa ,  and let 
 af  exist. Then we have      dfduuf
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and if f is good on the interval  aa , , then we have left hand local Fourier 
series  namely,     dueufeaf
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II) Let f be Riemann integrable on the interval  aa,  and let  af exist. 
Then 
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In addition, if f is good on  aa, , we have right hand local Fourier series 
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III) Let f be be Riemann intergrable on the interval    aa ,  and let both 
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In addition, if f is good on    aa , , we have the local Fourier series 
namely  
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          Before stating our next Theorems, we introduce additional notations. 
Additional Notations : For a given integer 1q  and a given integer  r with 
qr 1 , consider the function  
 




qrn
inu
n
in
eqru
mod
2
1
2
,, 

 . We shall show, in what 
follows, that  qru ,,  is a step function for 10  u . 
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          Next, we state our next Theorems. 
Theorem 2 : Let f  be Riemann integrable on the unit interval  1,0  with 
   10 ff  . For an integer 1q , let f be continuous at the rational points 
q
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q,.....,2,1 . Let a be an integer with qa 1  . 
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Remark : Note that for the given integer 1q , the coefficients  rb ’s are 
independent of the integer a, where a varies over the set  q,.....,3,2,1 . Thus if  
q
ax   is a rational number in the unit interval  1,0 , then there are two Fourier 
series at ,x  namely 1) the usual infinite Fourier series   inx
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lying  in the set   k,.......,2,1 . Thus, we have a finite Fourier series modulo k.  
          It is to be noted that the concept of  finite Fourier series at a rational point is 
implicit in the concept of  Fourier series of  a periodic arithmetical function ,  in 
literature . 
          We shall prove Theorem 2 using our Theorem 3, which we state below.  
Theorem 3 : For qr 1 , the function  
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where dash over 

indicates that the term corresponding to qu  is to be 
halved, if u is of the form 
q
R for some integer 1R .  
          Before we give the proofs of our Theorems, we state a few lemmas. 
Lemma 0 : Let   be a step function defined on an interval  ba,  with jump k  at 
kx  where nxxx ,......., 21  are the simple discontinuities of the function   . Let f   
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be a function defined on  ba,  such that not both f  and   have discontinuities 
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if    kkkk xxax   , ; 
and if ,bxk  then     kkk xx   .  
Remark : Lemma 0 is the Theorem 7.11 of the Chapter 7 of Apostol’s book [1]. 
          Next, we state our Lemma 1. 
Lemma 1 : (Generalised Euler’s summation formula) : Let f  be Riemann-
integrable on the interval  ba,  such that f  is continuous from left at every 
integer n  with bn  . Then 
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Lemma 3 (Integration by parts) : Let the Riemann-Stieltjes integral  fd  exist 
on the interval  ba,  . Then 
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uaaf dfdfduuf 
     
Thus 
        
  22
1
22
1
2
da
d
a
d
a
auaf dfdfduuf 
     
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Adding ,we get  
             
  22
1
22
1
22
1
2
cada
d
c
d
c
auafaf cfdfdfduuf 
     . 
If    dfcf  , then             0111
222
1
22
1   cfcfcfdf dccada  . 
Thus if )()( dfcf  , we have  
 
       dfdfuf
d
c
d
c
auafaf
 
    22
1
2
. 
            Note that if  f  is continuous at a , we have ]
2
[)()( 


d
c
au
dufaf

 and vice-versa . 
            From ]
2
[)()( 


d
c
au
dufaf

,  we have 
            duuf
auau
dufaf
d
c
d
c
)(
2
1
)
2
]
2
([)()(  





, 
          as  f  is Riemann-integrable on [c,d] .                     
          On integration by parts and on noting )()( dfcf   ,  we get   
           )()
2
()(
2
1
)( udf
au
duufaf
d
c
d
c
 





. 
This shows that redefining  )(af  in terms of  )(),(  afaf as 
)(af
2
)()( 

afaf
 makes  f  continuous at  a . 
Note that the value of )
2
(


au 
at au  is immaterial  in the integral 
)()
2
( udf
au
d
c



  ,  as  f  is continuous at  au  . 
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Next,     dfdf
d
c n
n
n
d
c
au
au
  









1
sin
2 


  df
d
c
aun
n
n 


 

 sin
1
1 ,  
 if 
1n
and  
d
c
are interchangeable . 
This gives,         dunufufdf au
d
cn
du
cun
n
n
d
c
au
au



  




 

cos)(
1
1
1
sin
2
 
du
au
nuf
ac
n
ad
n
n
df
d
cnn
)(cos)(
1
)(sin)(sin
1
)(
11







 



 






 . 
Next 0)
2
2
(cos)
2
(sin2)(sin)(sin 















acd
n
cd
n
ac
n
ad
n  , as 
2 cd  .  Thus du
au
nufudf
au
d
cn
d
c
)(cos)(
1
)()
2
(
1




 


  
 
 
  dueufeeuf
inuinaauin
d
cnn
d
c











 

1
2
1
1
2
1 . 
Thus 
      dueufe
d
cn
afaf
inuina




  



2
1
2
, provided    dfcf   and we can 
interchange 
d
c
and 
n
in the Riemann-Stieltjes integral   .sin
1
1  





 

d
c
aun
n
n
df


 
               Next, we prove that the sequence of arithmetic means of partial sums of 
the Fourier series of f  at the point a converges to 
   
2
 afaf
, if both  af  and 
 af exist . However , the proof will  not be very rigourous . 
              Redefine 
2
)()(
)(


afaf
af  so that  f  is continuous at au   and  
let )()( dfcf  . 
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 Let     dueufefS
d
cn
inuinu



 






1
2
1,  
            







1
sin
1
1
1
2
1 cos
n
d
c
n
au
n
n
d
c
au
n
d
c
nin
dufduauufeuf







 
       












1
1 sinsin
n
d
c
n
n
du
cun
aun
dfauuf 



          ,sinsinsin
1
1
1
dfauacad n
n
d
c
n
n
nn
n
df   









as    dfcf   
Thus           aucdadffS
d
c
n
n
n
ncdn
n
n
 









 sinsincos2,
1
1
22
1
1

 df 
Note that 2 cd . This gives    dfaufS
d
c
n
n
n
 



 sin,
1
1

  
=
    










d
c
au
d
c n
n
au
dfdf
n
,,
2
sin


 


 say, where   





n
n
nuu 
 2sin, . 
Let            



d
c
au
N
N N
udfddfSfSNf 

,,,,
2
1 0 0
  
          








d
c
N
auau
d
c
N
udfdudf
1
22
0
,,

    . 
Thus 
 
N
Nf
N
,
lim


     









d
c
N
au
N
N
udf
1
2
1 ,lim

  provided the limit exists . 
Since    



N
N
N
uu
1
1 ,,lim

   we have      udf
d
c
au
N
Nf
N 


 
 
2
,
lim . 
Now as    ,dfcf   we have        dfduuf
d
c
d
c
auafaf
 
    22
1
2
. 
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Thus, we have        


d
c
afaf
N
Nf
N
duuf

2
1
2
,
lim . 
Thus, the Fourier series of f at the point a in  dc, converges to    
2
 afaf
 in  
(c,1) sense , though , the proof is not very rigourous .  
Proof of Theorem 2 : Let 
q
ax   be a rational number such that 10 
q
a , where 
qa 1  are integers. As    10 ff   and as  f  is continous at 
q
a
u   , we have 
       udfuduuff
q
a
q
a
  
1
0
1
0
 , where the value of )(
q
a
u   at 
q
a
u    
is immaterial . Thus df
in
e
duuf
q
a
f
n
q
a
uin
  



















1
0
1
0 1||
2
2
)()(


 
 
 
 
 
dfeduufdfduuf
qrn
n
in
e
q
r
q
r
qrn
n
in
e inuq
ira
q
a
uin





















    
















mod
1
2
1
0
1
0
1
0
1
0
1
0
1
0
mod
1
2
2
22



 
           







1
0
1
0
1
0
1
0
1
0
1
0
,,,,
22
dfqrueduufudfqrueduuf
q
r
q
r
q
ira
q
ira


 
provided  
1
0
,, dfqru  exists for each qr ,.......,2,1 . However, the statement of 
Theorem 3 shows that  qru ,,  is a step function for each qr ,.......,2,1  with 
simple discontinuities from left at the points 
q
  for q,.......,2,1 , where f is 
continuous from left and hence  
1
0
,, dfqru  exists for each qr ,.......,2,1 .   
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Thus       






  
1
0
1
0
,, dfqouduuff
q
a    q
ira
q
ira
ebbdfqrue
q
r
r
q
r


22 1
1
1
0
0
1
1
,,






   , 
say, where     .,,
1
0
1
0
0   dfqouduufb   Writing rqr bb   for 1,.......,2,1  qr  
and 00 bb  , we have   q
ira
ebf
q
r
rq
a
2
1


 . 
Proof of Theorem 3 : Let qa, be integers with qa 1 . 
Let       .,
1
21
2
1
1
111
2
1
2
1
222   



m aqm
a
aim mqaamqam ii
qac   
Next, let 10  x . For a large positive integer M, let  
 
   


M
Mm amqi
e
M
xamqi
xS 

212
2
 
be the sum of the first  12 M  terms.  
Note  
 
 
 
 amqi
x
uamqi
amqi
e due
xamqi



 





2
1
0
2
2
2
.  
Thus,    
 
  










x M
Mm
uamqi
M
Mm
amqiM
eduxS
0
2
2
1
12


  

x
du
0
  
     duee
qu
quM
x
xiau
e
eMqaiu
iqu
Miqu




sin
2sin
0
2
1
12 2
1
2
122 




. 
Let 0  be sufficiently small . Let R  be the largest integer such that x
q
R   . 
 If x
q
R  , then let    
R
r
q
r
q
rI
1
1 ,,0

   .  
If  ,x
q
R   then let       xxI
R
r
q
r
q
r ,,,0
1
1
1  


 so that 1I  is disjoint 
union of intervals .  
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Let 12 III  . Thus 2I  is also disjoint union of intervals.  
Thus 
     duedue
qu
quMiau
I I
qu
quM
x
iau




sin
2sin2
sin
2sin
0
2 2
1
1 2
2
1 








    
Note that on 2I  , the denominator qusin is bounded away from zero . Consider 
L , where L is one of the non-overlapping sub-intervals, whose union is 2I . Let 
21    be the endpoints of L. 
Then      qM quMqueL que dquduM
iauiau





2
2cos
sin2
1
sin
2
1
2
1
2
1
2
2sin


 


 
 
 
In view of the factor  
2
1M  in denominators , both the integrated part and the 
integral each 0 , as M .  
Next, we evaluate 
  due
qu
quM
I
iau


sin
2sin2 2
1
1

  as M .  
Hence, consider 
  due
qu
quMiauq
r
q
r 



sin
2sin2 2
1
 .  
Writing uv
q
r  , we have the above integral  
     
  dve vq
vqMvia
q
r
q
r
q
r








 

 sin
2sin2
2
1
 
     
  dve vq
vqMvia
q
r
q
r
q
r








 

 sin
2sin2
2
1
 
  
  dvee qvr
vqrMiavq
iar








  sin
22sin2 2
12
 
 
duee
qu
quMiauq
iar





sin
2sin2 2
12 

   
 
       duquedudqM quMuqM
quM
qu
e iauiau






sin2
2cos
2
2cos
sin
22
1 2
1
2
12
1
2
1
2
12
)   


 



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      quduMedueee
qu
au
qu
quMiauiau q
iar
q
iar






 
2sin2
2
1
0 sin
2cos
sin
2sin22
0
2
2
12
 
    
  due
u
quM
qu
auuq
iar



 2sin
sin
2cos
0
2
12
2

 .  
               Using the result namely, if a function g is of bounded variation on 
interval  ,0 , then     0lim
sin
0
2 gdttg
t
t



 and in the light of the fact that  
qqu
u
u
au  
1
sin
0
2coslim 

, we have 
   qiarqr
q
r
edue
qqu
quMiau
M





2
2
1
1
sin
2sin2lim 

   
Similarly, we can show 
  
qqu
quMiau
M
due
2
1
sin
2sin
0
2 2
1
lim 

  
    
and 
   qiaredue
qqu
quMx
x
iau
M





2
2
1
2
1
sin
2sin2lim 

   ,  if x  is a fraction of the form q
r . Letting 
M , we get        ,,,lim,, 2
1
12 qaxxSqax
m
amqiM
M
   




 where for  
10  x , we have   






 
 qx
q
q
ai
eqax


1
'
2
11
2
,,

  . Here dash in 
'

indicates 
the last term is to be halved , if 
q
rx   for some integer r . 
                This completes the Proof of Theorem 3. 
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