Abstract. -Empirical analysis of time series of asset returns has revealed fat tails and volatility clustering which manifests itself as autocorrelations in absolute returns. We provide a quantitative measure of the well-studied phenomenon of volatility clustering in financial time series: We use the conditional probability distribution of the asset return, given the return in the previous time interval. Our analysis of a variety of data reveals a scaling collapse on to universal curve with a power-law tail at large returns. The scale factor provides a direct measure of volatility clustering. We introduce a phenomenological model which captures some of the key features of this scaling.
The characterization and understanding of measured time series in complex systems is essential to elucidating the nature of the stochastic process underlying the dynamics. Considerable effort has been expended in analyzing financial time series, in particular those of asset prices; many empirical statistical properties of asset prices have been characterized and a few "stylized facts" have emerged [1] [2] [3] . Among these are fat tails and volatility clustering. The distribution of returns r in a given time interval (defined as the change in the logarithm of the price normalized by a time-averaged volatility) is found to be a power law P (|r| > x) ∼ x −ηr with the exponent η r ∼ 3 for U.S. stock markets [4, 5] , well outside the Lévy stable range of 0 to 2. This functional form holds for a range of intervals from minutes to several days while for larger times the distribution of the returns is consistent with a slow crossover to a normal distribution. In contrast to the short-time correlations in the autocorrelation of asset returns, the autocorrelation in absolute returns, shows persistence up to a time scale of more than a month; this is related to the presence of volatility clustering. Fat tails have been the subject of intense investigation theoretically from Mandelbrot's early work [6] using stable distributions to agent-based models of Bak et al. [7] and Lux [8, 9] . The key problem is to elucidate the nature of the underlying stochastic process that gives rise to both volatility clustering and the power-law (fat) tails in the distribution of asset returns. In particular, it is of considerable importance to come up with more quantitative and direct measures of volatility clustering which c EDP Sciences will enable us to discriminate between possible stochastic volatility models for describing asset price dynamics. This paper addresses this issue: We propose a direct measure of volatility clustering based on the conditional probability distribution of asset returns (given the return of the previous time period). We analyze a variety of stock market data (QQQ, Dow Jones, individual stocks) and find that conditional probability distributions, when properly scaled, can be very well described by a universal curve with a power-law tail. The behavior of the scale factor as a function of the return in the previous time period is obtained and connected to volatility clustering. A simple phenomenological model which captures some of the key empirical features is presented. It includes an idea for generating power laws suggested by Herbert Simon. [10] The existence of volatility clustering in financial time series is well established [6, [11] [12] [13] [14] ; it can be seen, for example, in the absolute value of the return |r|, which shows positive serial correlation over long lags (the Taylor effect [15] ). However, there has not been a good direct quantitative characterization of clustering. In order to remedy this we consider P (r|r p ), the probability of the return r in a time interval of duration T , conditional on the return r p in the previous interval of the same duration. By varying T , we can check volatility clustering on different time scales.
We have analyzed both the high frequency data and daily closing data of stock indices and individual stock prices using the conditional probability as a probe. Here we only present results of our analysis of daily closing data of the Dow Jones Industrial Average from 1900 to 2004. We emphasize that the properties of the financial time series we present are rather general: we have checked that the same properties are also exhibited in other stock indices (for example, high frequency data of QQQ (a stock which tracks the NASDAQ index) from 1999 to 2004, the Hang Seng Index and Russell 2000 Index) as well as individual stocks. We have checked, as was found in the previous studies [4] , that the probability distribution of the returns in the time intervals T = 1, 2, 4, 8, 16, 32 days for DJIA exhibits a fat power-law tail with an exponent close to −4; this appears to be true for most stock indices and individual stock data.
We calculate P (r|r p ), by grouping the data into different bins according to the value of r p . Fig. 1 ), when scaled by a scale factor w(rp), collapses to a universal curve. The tail of the probability distribution can be described by a power law with the exponent approximately equal to −4.
In Figure 1 we display P (r, T |r p , T ) for T = 4 days for different values of r p . It is clear from the figure that there is a positive correlation between the width of P (r|r p ) and r p . What is more interesting is that, when r is scaled by the width of the distribution, w(r p ), the different curves of conditional probability collapse to a universal curve: P (r|r p ) = w(r p ) −1P (r/w(r p )). Evidence for this is displayed in Fig. 2 . Note that on the time scales we have analyzed, the probability distribution is symmetric with respect to r. Consequently, in Fig. 2 we have only displayed the absolute value of the return. The data collapse is good for a wide range of T , and the curves display a power-law tail with a well-defined exponent of approximately −4.
We examine next the behavior of the scale factor w(r p ) on r p . Fig. 3 shows a plot of the scale factor w(r p ) vs. r p for different values of T . It can be seen from the figure that w depends almost linearly on r p when r p is not too small: w ∼ ηr p + w 0 . The linear dependence of w on r p can be taken as a direct measure of volatility clustering. If there is no volatility clustering w will not depend on r p , and η = 0. Strong clustering occurs when η = 1. There is a strong clustering at small T . As T increases, the strength of clustering gradually decreases, indicating a crossover to the non-clustering regime. As T increases beyond the time scale of volatility clustering, η gradually decreases to zero and the clustering disappears. Thus the value η corresponds to the strength of volatility clustering.
The data collapse is even more striking in that it extends also to data for different values of T in addition to different values of r p displayed earlier. we display the data for DJIA in Fig. 4 .
The data collapse we have displayed for different r p and different T , the power-law behavior including the value of the exponent, and the behavior of the scale factor which encapsulates features of volatility clustering are the same across data from several other stock indices listed earlier and individual stocks. Based on this empirical universality we believe that we have identified a characterization of financial time series, the conditional probability distribution of returns which is a "universal" statistical property of asset returns. Its scaling behavior provides a new, quantitative measure of volatility clustering. In the following we will provide a general phenomenological description of the stock price fluctuation that is consistent with our finding and the outline of a model that captures the key universal features. We will also The dependence is seen to be almost linear for sufficiently large rp argue why the conditional probability measures directly the volatility clustering.
Since there is little autocorrelation of the asset return, we can write the one-step asset return at time t as ∆ t = δ t z t , where z t is a Gaussian random variable with zero mean and unit variance and δ t is magnitude of the price change. For the relatively short time scale we are interested in we have set the intrinsic growth rate to zero. It is clear that there is no autocorrelation in ∆ t (< ∆ t ∆ t ′ >= 0 for t = t ′ ). The asset return from time t to t + T can be written as
where S(t) is the stock price. The distribution of r depends on the dynamics of δ i . Slow changes in δ i lead to volatility clustering. Given the slow dynamics of δ i , some general statements can be made about the conditional and unconditional distribution of r: The first moment of r is zero (indicating no arbitrage opportunity). The second moment can be written as
For the unconditional probability distribution P (r), this second moment is simply proportional to T ; thus the width of P (r) is proportional to √ T . For the conditional probability distribution P (r|r p ) (r p = log(S(t)/S(t − T ))), the second moment is given by < r 2 > rp ≈ δ 2 t T , assuming that δ changes slowly. The magnitude of the return in the previous interval r p is also related to δ t . For strong volatility clustering r p is proportional to δ t , thus we have < r 2 > rp ≈ r 2 p T , and the width of the distribution w(r p ) is proportional to r p √ T . By analyzing the dependence of w(r p ) on r p for the conditional probability distribution, we have a direct measure of volatility clustering. The fourth moment gives rise to the kurtosis of the distribution, which measures the extent of "fat tail". Note that < r 4 >=
thus there is strong connection between the extent of "fat tail" and the dynamics of δ t , which describes the volatility clustering. The power law tail in P (r) and P (r|r p ), however, can only be understood by specifying the dynamics of δ. This is contained in our simple model outlined below.
The model is developed from our earlier model discussed in Ref. [16] . The dynamics of δ(t) is specified via the random variable n(t), with δ(t) = δ 0 γ n(t) . The time evolution of the variable n is assumed to be independent of the change in S(t) and n(t) is updated according to the probabilities for n to increase or decrease by unity: P r(n → n + 1) = p and P r(n → n − 1) = 1 − p (p < 0.5). We enforce the condition n(t) ≥ 0; thus δ 0 is the minimum value of δ(t). The dependence of δ(t) on n(t) builds in volatility clustering in the dynamics as it takes many steps to change n(t) significantly. It is easy to show that, the steady-state probability distribution of n is given by P (n) = (1 − e −λ )e −λn ∼ λe −λn , where λ = ln((1 − p)/p). The distribution of δ(t) is then given by a power-law, P (δ) ∼ δ −λ/ ln γ−1 . This mechanism for generating a power-law distribution was first noted by Herbert Simon [10] in 1955. Given that P (δ) is a power law, with some algebra we can show that there is also a power law tail in the probability distribution of the return r = log(S(t + T )) − log(S(t)) over a given time period T .
We have studied this model numerically and find that many features of the conditional probability exhibited by the real data including the power laws and the scaling are reproduced. Some of these can even be understood analytically. We can show analytically that the conditional probability distribution exhibits scaling collapse, and that scale-invariant behavior with a power law tail (with the exponent −4 if we choose p = 1/(1 + γ 2 )) exists for r > σ c , where σ c = σ 0 γ (T /δt)(1−2p) . The numerical data in fact show a somewhat larger range of power-law behavior. The re-scaling factor required for data collapse is simply proportional to r p from our analysis, as we have observed from the real data and from numerical simulations of model when r p is not too small. Overall our analysis shows that the model captures the most important features of volatility clustering, as reflected in conditional probability distributions. We have also studied the time scales over which volatility clustering occurs within the model by considering relatively large values of γ. We define a critical time T c by T c ≡ δt
(γ 2 −1) ln(γ) , so that σ c = σ 0 exp(T /T c ). Because σ c grows exponentially for T ≫ T c (for γ = 1.2, T c ≈ 30), we find that volatility clustering gradually disappears for T > T c . For real data, we do not have enough statistics to clearly show the crossover, although the trend showing crossover to the non-clustering regime is visible in the data for the Dow Jones Industrial Average, as shown in Fig. 3 .
