We study the effects of FX liquidity risk on carry trade returns using a low-frequency market-wide liquidity measure. We show that a liquidity-based ranking of currency-pairs can be used to construct a mimicking liquidity risk factor, which helps in explaining the variation of carry trade returns across exchange rate regimes. In a liquidity-adjusted asset pricing framework, we show that the vast majority of variation in carry trade returns during any exchange rate regime can be explained by two risk factors (market risk factor and liquidity risk factor) in the FX market. Our results are further corroborated when the hedged liquidity risk factor is replaced with a non-tradeable innovations risk factor. We further provide evidence that liquidity risk is priced in the cross-section of currency returns, and estimate the liquidity risk premium in the FX market to be around 412 basis points per annum.
Introduction
Liquidity in equity and bond markets has been studied extensively in the finance literature 1 . This cannot be said about liquidity in the foreign exchange (FX) market. This is puzzling considering the fact that the FX market is the world's largest financial market with an estimated average daily trading volume of about $5.3 trillion U.S. dollars in 2013 (BIS, 2013) , which corresponds to about 10 times the size of global equity markets (WFE, 2013) .
Market liquidity is an important feature for the well-functioning of all financial markets, yet little is known about FX liquidity and its co-movement with individual currency-pairs. A quick view into the global financial crisis of 2007-2009 sheds some light on this. Liquidity in money markets declined significantly following credit rationing in the interbank markets. This was due to the fact that banks refused to lend to each other because of funding liquidity problems relating to uncertainty over their exposure to structured products. The amount of exposure was a significant consideration because market liquidity of these structured assets had declined significantly, thereby reinforcing difficulties in valuing such structured products (Ivashina & Scharfstein, 2010 ).
Liquidity and its converse, illiquidity, are elusive concepts. A liquid security is characterized by the ability to buy or sell large quantities of it at a low cost. A good example is U.S. Treasury bills, which can be sold in blocks of $20 million dollars instantaneously at the cost of a fraction of a basis point. On the other hand, trading an illiquid security is difficult, time-consuming, and costly. Illiquidity is observed when there is a large difference between the offered sale price and the bid (buying) price, if trading of a large quantity of a security moves its price by a lot, or when it takes a long time to liquidate a position. Liquidity risk is the risk that a security will be more illiquid when its holder needs to sell it in the future, and a liquidity crisis is a time when many securities become highly illiquid at the same time (Amihud, Mendelson, & Pedersen, 2013) . In short, liquidity risk is uncertainty in liquidity level.
Academic research used to ignore liquidity. The theory assumed frictionless markets which are perfectly liquid all of the time. This paper takes the opposite view. We argue that illiquidity is a central feature of the in their pricing models and valuations. In contrast, less-successful firms did not develop adequate capacity to conduct independent valuations and did not take into account the greater liquidity risks posed by some classes of assets." This paper is also motivated by Burnside (2008) , who suggests that liquidity frictions may explain the profitability of carry trades because liquidity spirals can aggravate currency crashes.
In studying currency crashes from the recent financial crisis, Brunnermeier, Nagel, and Pedersen (2008) highlight the importance of liquidity in the FX market 2 . A decline in FX liquidity impacts currency carry traders and triggers liquidity spirals. Carry trades are investments where investors borrow from low interest rate capital markets and invest in high yield markets capitalizing on the interest rate differential 3 . There are prominent ways of executing the carry trade strategy. First, investors may borrow from the low interest rate capital market, and invest in a high yield market, to make arbitrage profits from the interest rate differential.
As long as the investment currency does not depreciate against the funding currency, profits are positive (Galati, Heath, & McGuire, 2007) and (Zhang, Yau, & Fung, 2010) . A second strategy is to exploit the forward premium, which is the difference between the forward exchange rate and the spot exchange rate of two currencies (Brunnermeier et al. (2008) ; Burnside, Eichenbaum, and Rebelo (2009)) 4 .
This paper provides a comprehensive study that links liquidity risk to carry trade returns and provides an explanation of why currency investors should consider and manage FX liquidity risk. The paper contributes to the international finance and empirical asset pricing literature in three major perspectives. This is the first study to investigate the effects of liquidity risk on carry trade returns across exchange rate regimes, using a low-frequency market-wide liquidity measure constructed from daily transaction prices. The possibility of using a low-frequency (LF) liquidity measure circumvents the restricted and costly access of intraday highfrequency (HF) data. Not only is access to HF data limited and costly, it is also subjected to time-consuming handling, cleaning, and filtering techniques. Second, we show that FX liquidity risk can be gleaned from the low-frequency market-wide liquidity measure, which helps in explaining the variation of carry trade returns in an asset pricing framework. Third, we find that liquid and illiquid G10 currencies behave differently toward 2 Avery (2015) writes about the decision taken by the Swiss National Bank to unpeg the Swiss franc from the euro and the devastating effect on the country's private banks, leading to market liquidity drying up in the eurozone.
3 The low interest rate capital market currency is known as the "funding currency" and the high yield market currency is referred to as the "investment currency".
4 A third strategy of carry trade makes use of options and futures contracts as documented by Burnside, Eichenbaum, Kleshchelski, and Rebelo (2011) , Christiansen, Ranaldo, and Soderlind (2011) , Andersen, Bollerslev, and Diebold (2007) , and (Jorion, 1995) .
liquidity risk for all regimes in this study. Whereas liquid currencies such as the JPY and EUR are not that sensitive to liquidity risk, illiquid currencies such as the AUD and NZD are highly sensitive to liquidity risk.
Liquid currencies have negative liquidity betas whereas illiquid currencies show positive liquidity betas. This also substantiates the finding by Mancini, Ranaldo, and Wrampelmeyer (2013) that negative liquidity beta currencies act as insurance or liquidity hedge, whereas positive liquidity beta currencies expose currency investors to liquidity risk.
Our empirical asset pricing results suggest the presence of a statistically and economically significant risk premium associated with systematic FX liquidity risk. This risk premium is estimated to be around 4.12 percent per annum. The market price of liquidity risk stays significant after controlling for other common risk factors in the FX market. This validates the hypothesis that liquidity risk is priced in the cross-section of currency excess returns.
The remainder of this paper is organized as follows: Section 2 discusses the related literature, section 3 describes the data set and construction of the liquidity measures. In section 4, we run the currency-pair liquidity sensitivity regressions and rank the currencies in our sample. We also estimate the two-factor liquidity-adjusted model, run the Fama-MacBeth procedure and report research findings, and section 5 concludes.
Related Literature
Liquidity is an important feature of financial markets, yet little is known about its evolution over time or about its time-series determinants. A better understanding of these determinants might increase investor confidence in financial markets and thereby enhance the efficiency of corporate resource allocation.
Notwithstanding the importance of research on liquidity, existing studies of trading costs have all been performed over short time-spans of three years or less. This is probably due to the tedious task of handling voluminous intraday data and the paucity of intraday data going back in years. As a result, there are a number of questions for which research has not yet provided good answers. Among some of these questions are; what causes daily movements in liquidity and trading activity? Are they induced by changes in interest rates or volatility? How are asset returns affected as a result? Given the relationship between liquidity and asset returns, answering the above questions could shed light on the time-series behavior of currency market returns. Satisfactory answers most likely depend on a sample period long enough to subsume a variety of events, for only then could one be reasonably confident of the results and inferences.
Studies connecting liquidity to asset pricing in the equity and bond markets have evolved over time and are currently based on a twofold proposition that the level of illiquidity and illiquidity risk are priced. One of the initial studies pioneering the former aspect of liquidity is of Amihud and Mendelson (1986) , they showed a positive relationship between an asset's level of illiquidity and expected returns. Pastor and Stambaugh (2003) elaborated further on Amihud and Mendelson's study of the level of illiquidity and demonstrated a link between asset returns and liquidity risk. Amihud (2002) investigated systematic illiquidity risk and proposed that expected market illiquidity is priced positively, while shocks to market illiquidity lower contemporaneous returns. Amihud (2002) provided this evidence for the U.S. market, whereas Bekaert, Harvey, and Lundblad (2007) tested these hypotheses for the emerging markets. Bao et al. (2011) show that the illiquidity in corporate bonds is substantial, significantly greater than what can be explained by bid-ask spreads.
In their study, Pastor and Stambaugh (2003) find that stocks whose prices decline when the market gets more illiquid receive compensation in expected returns. Dividing stocks into ten portfolios based on liquidity betas, the portfolio of high-beta stocks earned 9% more than the portfolio of low-beta stocks after accounting for market, size, and value-growth effects with the Fama-French 3 factor model. This paper follows a similar methodology using currency-pairs instead of stocks 5 , and constructing a liquidity risk factor, which helps in explaining the variation of carry trade returns across exchange rate regimes. Acharya and Pedersen (2005) performed a similar but general investigative study to that of Pastor and Stambaugh (2003) . They form 25 portfolios sorted on the basis of previous year's liquidity (liquidity of individual stocks). They find that in general, expected returns are higher for stocks that are illiquid on average. Documented average returns range from 0.48% to 1.10% per month as the illiquidity of the portfolios rises.
Currency carry trade is a trading strategy which consists of selling low interest-rate currencies (funding currencies) and investing in high interest-rate currencies (investment currencies). While the uncovered interest rate parity (UIP) hypothesizes that the carry gain due to the interest-rate differential is offset by a commensurate depreciation of the investment currency, empirically the reverse holds, namely, the investment currency appreciates a little on average with a low predictive R 2 as documented by Fama (1984) . This violation of the UIP -often referred to as the "forward premium puzzle" -is precisely what makes the carry trade profitable on average. Brunnermeier et al. (2008) show that carry traders are subject to crash risk. They argue that crash risk as measured by negative skewness is due to sudden unwinding of carry trades, which tend to occur in periods in which risk appetite and funding liquidity decrease. Burnside et al. (2009) and Lustig, Roussanov, and Verdelhan (2011) show that traditional risk factors in the exchange rate market cannot explain carry trade returns. These risks are either not correlated with carry trade returns or are too small to explain the carry trade profit. confirm that traditional factor models, like CAPM and Fama and French 3-factor model, are not helpful in capturing the risk factors in carry trade. Lustig and Verdelhan (2007) sort currencies into portfolios according to their forward discount and define risk factors to price the portfolios. Lustig et al. (2011) discuss an alternative way to define risk factors.
They were motivated by the stock returns literature, like Fama and French (1993) , in which risk factors are derived from particular investment strategies or stock returns. Lustig et al. (2011) propose a single global risk factor that explains most of the variation in the excess return between high and low interest rate currencies. Our liquidity risk factor (IML) for the whole sample period is strongly correlated (0.84) with their global risk factor. Menkhoff, Sarno, Schmeling, and Schrimpf (2012) establish that global foreign exchange volatility risk offers the best explanation of cross-sectional excess returns of carry trade portfolios. investment currencies offer exposure to liquidity risk. This is consistent with our finding of liquid and illiquid currencies, respectively exhibiting low and high exposure to liquidity risk. Whereas the studies above use a shorter time period that includes financial crisis when liquidity issues are likely to be important, our study uses 15 years of data to investigate the role liquidity risk plays in explaining carry trade returns in both "normal" and times of stressful market conditions.
Data & Methodology
We collect daily nominal exchange rates to the U.S. dollar (USD) and 1-month deposit interest rates from
Bloomberg from December 1998 to July 2015 for ten major developed markets: Eurozone (EUR), Great Britain (GBP), Canada (CAD), Japan (JPY), Switzerland (CHF), Australia (AUD), New Zealand (NZD), Norway (NOK), Sweden (SEK), and Denmark (DKK). Missing data for some of the currencies, especially illiquid NOK and NZD, are imputed before constructing the daily liquidity measures. EM imputation (Expectation Maximization), PCA imputation, and mean imputation were implemented for missing data.
Of the three methodologies, the PCA gave minimum absolute error and mean squared error and was therefore used to handle all daily missing data 6 . For each trading day, the midpoint of the bid and ask quotes, low and high transaction prices, and close prices are used to construct the liquidity measures and carry trade returns.
Daily 1-month country deposit rates are used to construct the carry trade returns as shown in equation (11).
We also collect data from Bloomberg on the Deutsche Bank's G10 DB Currency Harvest (DBV) Carry Index
Fund. This is used for a robustness check to ascertain that our liquidity risk factor constructed can explain the variation of index fund returns across exchange rate regimes.
Following Bullard (2012) , we divide our sample into exchange rate regimes using Lehman Brother's collapse on September 15, 2008, as a reference point of gauging how liquidity measures respond to market dislocations.
The rationale for using different sample periods is to test whether carry trade returns are driven by financial crisis or economy events across exchange rate regimes. Although the major events of the global financial 
Constructing Liquidity Measures

Roll 1984 Bid-Ask Bounce
The first liquidity measure used in this study is Roll (1984) bid-ask bounce estimation of transaction costs. Roll (1984) argues that trades hit either bid or ask prices and this bid-ask bounce induce a first-order negative serial dependence in successive observed market price changes. Given market efficiency, Roll (1984) deduced the effective bid-ask spread as:
where "Cov" is the first-order serial covariance of price changes and S t is the transaction price at time t.
This measure is directly linked to liquidity, the higher the Roll spread, the lower is the liquidity. In deriving 6 The Expectation-Maximization methodology of imputing missing data uses the E-M Algorithm. This is an interactive procedure in which other variables (in this case other currency-pairs) are used to impute a value (expectation), then the algorithm checks whether that is the value most likely (maximization). If not, it re-imputes a more likely value. This goes on until it reaches the most likely value. Pigott (2001) shows that EM imputation is better than the mean imputation because EM preserves the relationship with other variables, which is vital if employing Factor Analysis or Regression. Mean imputation is the replacement of a missing observation with the mean of the non-missing observations for that variable. The Principal Components Analysis (PCA) approach creates a model of non-missing data matrix. The eigenvector decomposition is then used to estimate the missing data points. In doing so, the score of the principal component and factor loadings are used.
equation (1), Roll (1984) denotes V t as the unobservable fundamental value of the stock on day t. Assume that this fundamental value evolves as a random walk.
where e t is the mean-zero, serially uncorrelated public information shock on day t. Next, let S t be the last observed trade price on day t. Assume that S t is determined by
where C is the effective spread or cost and Q t is a buy/sell indicator for the last trade that equals +1 for a buy or -1 for a sell. Q t is equally likely to be +1 or -1, and is serially uncorrelated, and independent of e t .
Taking the first difference of equation (1.2) and combining it with equation (1.1) yields
where ∆ is the change operator. Given this setup, Roll (1984) shows that the serial covariance is
Solving equation (1.4) for C gives Roll's estimator in equation (1). Goyenko et al. (2009) argue that daily price changes exhibit positive serial dependence some times and hence modified the Roll (1984) measure. Harris (1990) first documented the ill-behavior of the Roll (1984) spread estimator. He finds that the serial covariance estimator yields poor empirical results when used to estimate individual security spreads. Estimated first-order serial covariances are positive for about half of all securities so that the square root in the estimator is not properly defined. Harris (1990) concludes that the serial covariance estimator is very noisy in daily data and is biased downward in small samples. Goyenko et al. (2009) modified the Roll (1984) measure so that if first-order serial covariance is positive, it will still be defined. Goyenko et al. (2009) also propose an effective spread measure in their horse race liquidity study and find that this measure performs well with high frequency data.
Goyenko et al. (2009) Liquidity Measures
where M t is the mid-quote price at time t.
Hasbrouck's Gibbs Measure of Roll 1984
Hasbrouck (2009) 
where m t is the efficient price (price in a frictionless market), following a Gaussian random walk, u t is the public information shock and is assumed to be normally distributed with a mean of zero and a variance of σ 2 u and independent of q t , S t is the log trade price, c is the effective cost, to be estimated, and q t is the trade direction indicator, which equals +1 for a buy and -1 for a sell with equal probability.
The transaction price (S t ) are observed. The trade direction (q t ) and efficient price (m t ) are not. By taking first differences of the transaction price equation:
Equation (5) is important for the Bayesian estimation approach because if the ∆q t were known, this would be a simple regression specification and the Bayesian approach would not have been warranted. The transaction price data sample is S ≡ {S 1 , S 2 , ..., S T }, where T is the number of months in the time period. The model parameters {c, σ 2 u }, the latent buy/sell indicator, q ≡ {q 1 , q 2 , ..., q T }, and the latent efficient prices, m ≡ {m 1 , m 2 , ..., m T } are to be numerically estimated.
The approach of the Gibbs sampler is an iterative process in which one sweep consists of three steps
Each sampler is run for 1000 sweeps, of which the first 200 are discarded to remove the effect of starting values (burn-in values) , and the mean value of c in the remaining 800 sweeps serves as the estimate of the effective cost. We use the program code provided on Hasbrouck's website to estimate the Gibbs measure empirically. Hasbrouck corrects for possible negative transaction cost estimates in the Roll (1984) model by restricting them to be positive in the Bayesian approach. For each currency, the standard deviation of the transaction cost prior is set to be equal to a − b, where a and b are the daily averages of ask and bid prices respectively.
Menkhoff et al. (2012) Liquidity Measures
Menkhoff et al. (2012) propose a relative bid-ask spread and volatility measures to capture transaction cost. The bid-ask spread is the difference between the bid and ask (offer) prices quoted by a dealer who makes a market in FX market and bridges the time gaps between asynchronous public buy and sell orders.
The ask (offer) price quoted for a security includes a premium for immediate buying, and the bid price reflects a price concession for immediate sale. The bid-ask spread may thus be viewed as the price the dealer (or market-maker) demands for providing liquidity services and immediacy of execution.
where A t , B t , and τ are the ask quote, bid quote, and return period respectively. M t is the mid-quote price at time t. The volatility measure has similarities to measures of realized volatility used by Andersen, Bollerslev, Diebold, and Labys (2001), although we use absolute returns following Menkhoff et al. (2012) ,
and not squared returns to minimize the impact of outlier returns.
Corwin-Schultz (2012) Liquidity Measure
Corwin and Schultz (2012) develop a spread estimator from daily high and low transaction prices. Daily high (low) prices are almost always buy (sell) orders. Hence the high-low ratio reflects both the asset's variance and its bid-ask spread. While the variance component of the high-low ratio is proportional to the 7 First, a Bayesian regression is used to estimate the effective cost, c, based on the sample of prices, the starting values of q, and the priors for c, σ 2 u . Second, a new draw of σ 2 u is made from an inverted gamma distribution based on S, q, the prior for σ 2 u , and the updated estimate of c. Third, new draws of q and m are made based on the updated estimate of c and the new draw of σ 2 u .
return interval, the spread component is not. This allows for a closed form derivation of the spread estimator as a function of high-low ratios over one-day and two-day intervals. The Corwin-Schultz spread estimator is given by:
where H and L are the high and low daily close prices respectively. Being a spread estimator, a lower value indicates high liquidity and vice versa.
Proportion of Zero Returns Liquidity Measure
Lesmond, Ogden, and Trzcinka (1999) suggest that stock liquidity can be measured by the proprotion of zero-return days, whose estimation requires only the time series of daily stock returns. The economic intuition behind this zero-return measure is that informed traders will trade only when the gain from their private information is large enough to offset the transaction cost. In other words, if the stock liquidity is low, the high transaction cost will deter the trading from informed traders and therefore prevent private information from being revealed. As a result, a larger proportion of zero-return days should be observed for illiquid stocks. Lee (2011) adopts the zero-return measure to examine the pricing of liquidity risk in global equity markets, and Liu (2006) uses a modified version to show that liquidity is an important source of priced risk in the equity market. In this study, we adopt the zero-return measure with currency returns and the same economic intuition holds. More specifically, the zero-return mesure (ZeroRet) is defined as follows: ZeroRet = Number of days with zero returns in a month Total number of trading days in a month
Daily liquidity measures are constructed for the ten currency-pairs using equations (1) to (9). Since each spread measure captures different dimension of liquidity, a principal component analysis (PCA) is used to extract the common liquidity information among the constructed measures across the ten currencypairs. This is consistent with Hasbrouck and Seppi (2001) and Korajczyk and Sadka (2008) For the whole sample, JPY, GBP, EUR, and DKK appear to be the liquid currencies as they have the least spreads across all the eight liquidity measures. In contrast, NZD, AUD, NOK, CAD, and SEK appear to be the illiquid currencies as indicated by their wide spreads. There was a slight change in the crisis regime where EUR, DKK, and GBP were the most liquid currencies across the measures. NZD and AUD remain the most illiquid across the measures in the crisis regime. Tables 3 and 4 show the co-movement of constructed liquidity measures. Roll (1984) , Zero Return and Effective Spread measures are dropped from the measures because of their low correlation with the market-wide liquidity measure. The correlation structure in Tables 3 and 4 is the resulting matrix after the Roll (1984) , Zero Return and Effective Spread measures are dropped and the market-wide liquidity measure reconstructed with the remaining measures. The market-wide liquidity measure (MKT) is therefore constructed using the five best liquidity measures across the ten currency-pairs in the sample. The correlation structure of the five best measures and the market-wide liquidity measure is shown in Table 4 .
Although the bid-ask spread is perceived to be a good proxy of liquidity, this study shows that it is the least important among the best five measures. This may be due to the fact that bid-ask spread is only good for capturing liquidity of small trade size. Bao et al. (2011) show that the illiquidity in corporate bonds is
significantly greater than what can be explained by bid-ask spreads. The correlation of the currency-pair liqudity measures and the systematic market-wide liquidity is shown in the Internet Appendix.
factors from a cross-sectional sample of T x M (M=10 x 8 = 80). The first principal component represents the market-wide liquidity measure. Following Korajczyk and Sadka (2008) , we demean, standardize, and collect all eight liquidity measures in a 8 x T matrix, L j , for each currency-pair, j. T is the number of days in our sample. We use the eigenvector decomposition of the covariance matrix, L j L T j E j = E j D j , where E j is the 8 x 8 eigenvector matrix and D j the 8 x 8 diagonal matrix of eigenvalues, and T is the transpose operator. The first principal component of currency-pair, j, is given by E T j L j corresponding to the largest eigenvalue, where E j is chosen so that the variance of E T j L j is maximized over all vectors of E j . PCA assumes that principal components with large variances have important dynamics and lower variances correspond to noise.
Overall, summary statistics show that JPY, EUR, DKK and GBP are the most liquid currencies in the sample. In contrast, NZD, AUD, NOK and SEK are the most illiquid. Estimating the specification of equation (10) in the next section, liquidity betas indicate that JPY is the most liquid currency in the whole sample period followed by EUR. This is in line with the perception of market participants and the fact that the Euro and Japanese yen have by far dominated the FX market in terms of market share and turnover (BIS, 2013) . Following Pastor and Stambaugh (2003) , liquidity beta is the loading on the market-wide liquidity measure when individual currencies are regressed on the market-wide liquidity measure. Highly liquid currencies are expected to have smaller loading because they are not that sensitive to the market-wide liquidity measure. In contrast, illiquid currencies are expected to have higher loadings because they are sensitive to the market-wide liquidity measure.
Currency-pair Liquidity Sensitivity to Systematic FX Liquidity
Following Pastor and Stambaugh (2003) and Mancini et al. (2013) , we analyze the sensitivity of the liquidity of exchange rate j to a change in the systematic or market-wide liquidity measure. We run a timeseries regression of individual liquidity, L j,t on common liquidity measure L M,t by estimating the following equation:
where ε j,t represents an idiosyncratic liquidity shock. The sensitivity is captured by the slope coefficient β j . To prevent potentially upward-biased sensitivities, we reconstruct L M,t excluding exchange rate j. Estimation results in Tables 5 and 6 (Appendix) indicate that specification of equation (10) These findings suggest that illiquid currencies are very sensitive to changes in market-wide liquidity. In contrast, the most liquid currencies are less sensitive to changes in market-wide liquidity and as a result, may offer a "liquidity hedge" as they tend to remain relatively liquid, even when the market-wide liquidity drops.
These findings are consistent with Mancini et al. (2013) and Brunnermeier et al. (2008) . Liquidity betas of equation (10) are then used to rank all the ten currencies in our sample in order of decreasing market liquidity (JPY, EUR, DKK, CHF, CAD, GBP, NZD, AUD, NOK, SEK).
Carry Trade Returns
We denote the carry trade return in the foreign currency investment financed by borrowing in the domestic currency (USD$) by
where r e j,t+1 is the excess carry trade returns over UIP, s t = log(nominal exchange rate), i * j,t and i t are the logarithm of foreign interest rate for currency j and domestic (U.S.) interest rate respectively, and 4.2 Two-Factor Liquidity-Adjusted Model Breeden (1979) shows that mimicking portfolios can replace the state variables in the intertemporal asset pricing model of Merton (1973) . A number of studies use mimicking portfolios for economic factors. Chen, Roll, and Ross (1986) construct mimicking portfolios for several macroeconomic factors. Breeden, Gibbons, and Litzenberger (1989) adopt mimicking factors for aggregate consumption growth, and Fama and French (1996) construct their SMB and HML mimicking portfolios in an attempt to capture distress risk. The construction of our mimicking liquidity factor, IML, is discussed in the next section.
9 Summary statistics available in the Internet Appendix
Both the arbitrage pricing theory (APT) and equilibrium models show that asset pricing models have the following form:
where E(r j ) is the expected return of asset j, β jk is the beta of asset j relative to the kth risk factor, λ k is the risk premium of the kth factor (k=1, 2, ..., K), and λ 0 is the expected zero-beta rate. We construct our two-factor model based on the CAPM plus the IML factor that captures liqudity risk. The expected excess return of security/portfolio j from the two-factor model is:
where E(r m ) is the expected return of the market portfolio, E(IM L) is the expected return of the mimicking liquidity factor, and the factor loadings β m,j and β l,j are the slopes in the time-series regression:
r j,t is the excess carry trade returns and AER t is a proxy of the market risk factor of the G10 currencies.
AER t in a currency setting is equivalent to [E(r m ) − r f )] in equation (13). α j captures any abnormal return that is not explained by the FX risk factor.
The two-factor model implies that the expected excess carry trade returns of a currency is explained by the covariance of its return with the market factor and the liquidity factor. If the two-factor model explains asset returns, the intercept α j should not be significantly different from zero. Equation (14) is valid only if the liquidity factor is a priced state variable.
Liquidity Risk Factor
We formally test whether liquidity risk affects carry trade returns. To do this, we assume that the variation in the cross-section of returns is caused by different exposures of risk factors as documented by Ross (1976) in his APT model. We introduce a liquidity risk factor given by a currency portfolio that is long in the most illiquid and short in the most liquid FX rate on each day. We repeat this portfolio formation for two to five currency-pairs in our sample. For example, in the four currency portfolio formation, we utilized the regression loadings in equation (10) to go long in NZD, AUD, NOK, and SEK, and short in the most liquid four currencies (JPY, EUR, DKK, and CHF). Regression results with these portfolio formation are shown in the Internet Appendix. Following Chan, Karceski, and Lakonishok (1998) , the portfolio that goes long in the most four illiquid currencies and short in the most four liquid currencies has the largest return volatility.
This implies that the portfolio captures the highest amount of factor risk as measured by the volatility of the spread in returns between the long and short positions. We label this mimicking liquidity portfolio as IML, which stands for illiquid minus liquid portfolio. IML is interpreted as the return in dollars on a zero-cost trading strategy that goes long in illiquid currencies and short in liquid currencies. As IML is a tradable risk factor, currency investors can easily hedge associated liquidity risk exposures. Lustig et al. (2011) introduce HML as a carry trade risk factor. HML is given by a currency portfolio that is long in high interest rate currencies and short in low interest rate currencies. Lustig et al. (2011) find that HML explains the common variation in carry trade returns and suggest that this risk factor captures "global risk" for which carry traders earn a risk premium. Following Lustig et al. (2011) in the spirit of arbitrage pricing theory and equilibrium models, we run a 2-factor model with IML as currency portfolio liquidity risk factor and AER as the market risk factor. The "market risk" factor or average excess return (AER) is computed as the score of the first principal component of all the ten currency-pair carry trade returns. AER is interpreted as the average return for a U.S. currency investor who goes long in all the ten exchange rates available in the sample. The following factor model from equation (14) is then estimated:
where β AER,j and β IM L,j represent the exposure of carry trade return j to the market risk factor and liquidity risk factor respectively. As dictated by econometric modeling, any unusual or abnormal return that is not explained by the FX risk factor is captured by the constant α j .
As shown in Tables 9 to 12 , equation (15) provides a good fit to the data with adjusted-R 2 for regressions ranging from 41% to 93%. This implies that the vast majority of monthly variation in carry trade returns during any exchange rate regime can be explained by two risk factors (the market risk factor and the liquidity risk factor). Liquidity betas, β IM Lj , are economically and statistically significant at all conventional levels.
As shown in FX liquidity is given by liquidity level and liquidity shocks. The liquidity level is the systematic marketwide liquidity measure. Following Pastor and Stambaugh (2003) and Acharya and Pedersen (2005) , liquidity shock is defined as the residuals from an AR(1) model fitted to the systematic market-wide liquidity measure. Pastor and Stambaugh (2003) and Acharya and Pedersen (2005) show that correlations between liquidity shocks and returns are closer to twice the correlations between liquidity levels and returns. Correlation results in the Internet Appendix shows that this is consistent with carry trade returns. Such strong comovements between carry trade returns and shocks in liquidity are consistent with liquidity risk being a risk factor for carry trade returns. When the hedged liquidity factor, IML, is replaced with the innovations factor (liquidity shocks), the results in Tables 15 to 18 are virtually in the same direction as in Tables 9 to 12 . The implication of this finding is that, irrespective of the method used to construct the FX liquidity risk factor, both liquid and illiquid currencies will retain their characteristics and dynamics toward the risk factor. This demonstrates the importance of liquidity risk as a determinant of carry trade returns.
11 Results are consistent across all exchange rate regimes (pre-crisis and post-crisis).
FX liquidity risk premium
After showing that FX mimicking liquidity portfolios explain currency excess returns, we investigate whether systematic liquidity risk is priced in the cross-section of FX excess returns of the sorted portfolios.
The question that we ask is, how much liquidity premium does currency investors require to hold portfolios made up of the G10 currencies?
We answer the above question by quantifying the FX liquidity risk premium in the FX market. We do this by conducting a standard Fama and MacBeth (1973) regression analysis. In the first step, we run a time-series regression of excess returns on the factors. In the second step, we run a cross-sectional regression of average excess returns on the betas. Following Lustig et al. (2011), we do not include a constant in the second step (λ 0 = 0). We test whether our liquidity risk factor prices the excess returns of the liquidity-sorted portfolios. We do this by testing the significance of the liquidity risk factor conditioning on other factors such as the global carry trade risk factor proposed by Lustig et al. (2011) .
We apply the standard Fama-MacBeth procedure by estimating the sensitivities of the mimicking portfolios to the liquidity risk factor and some common currency risk factors through a time-series regression of the form shown in equation (16). The choice of our common currency risk factor is the carry risk factor (HML)
proposed by Lustig et al. (2011) or the average excess carry returns (AER). 
where λ t is the market price of a specific risk factor at time t and the β s are calculated from the firststage regression in equation (16). The market price of risk and pricing errors are estimated as shown in equations (18) to (20).λ
To show that the liquidity risk is priced in the cross-section of currency excess returns in the FX market, the market price must be positive and statistically significant. In addition, the market price must stay significant after controlling for other common currency factors (Lustig et al., 2011) . Table ( where we test whether the systematic liquidity risk factor is priced in the cross-section of currency excess returns. The market price of risk, λ coefficient associated with the systematic liquidity risk is positive and statistically significant. We estimate an annualized liquidity risk premium of about 4.12 percent. Controlling for other common risk factors, Panels B and C show the results when the dollar risk factor and average excess returns are included in our specification. In both panels, the λ associated with the systematic liquidity risk remains statistically significant at all conventional levels.
In Panel C, our results show that the carry risk factor is not statistically significant in explaining the cross-sectional variation of currency excess returns. We therefore validate the hypothesis that liquidity risk is a priced factor in the FX market. Mancini et al. (2013) suggest that currency investors demand a liquidity risk premium by examining the persistence of the shocks to market-wide liquidity and showing that the shocks are correlated with carry trade returns. We validate this observation in Tables (15) to (18). Banti, Phylaktis, and Sarno (2012) estimate a liquidity risk premium of about 4.7 percent per annum. Our lower estimate of the liquidity risk premium can be explained by our sample of G10 currencies as compared to their sample inclusion of currencies from developing countries, which are perceived to be illiquid in comparison with the G10 currencies.
Robustness Checks
As a robustness check, we use equation (15) to explain the variation of carry trade index returns, using the Deutsche Bank's G10 DB PowerShares Currency Harvest (DBV) Index fund. This implies that liquid currencies act as a liquidity hedge because they appreciate when market-wide FX liquidity drops, not because the interest rates on these currencies increase. In contrast, illiquid currencies have high exposure to liquidity risk because they depreciate when FX liquidity drops, not because the interest rates associated with these currencies decline. The support of the robustness checks to the findings of this study confirms that liquidity risk is an important risk factor for carry trade returns across all exchange rate regimes.
Conclusion
Using daily low-frequency liquidity measures, we provide a comprehensive investigation into FX liquidity risk and carry trade returns. The paper's main contribution is the identification of a low-frequency systematic liquidity risk measure, which significantly explains the cross-sectional variation of currency excess returns.
We show that FX liquidity is an important issue in the FX market. Liquidity betas are used to construct liquidity risk factors, which help in explaining the variation of carry trade returns across exchange rate regimes. We inferred from our analyses that carry trade investors demand premiums for holding illiquid currencies in their portfolios, implying that liquidity risk is priced. We employ a standard asset pricing approach and introduce a measure of mimicking FX liquidity portfolio as a systematic risk factor. We estimate the liquidity risk premium to be around 4.12 percent per annum, which is both statistically and economically significant.
The implication of this finding is two fold. Monitoring FX liquidity will enable central banks and regulatory authorities to evaluate the effectiveness of their policies. The role of liquidity risk will help currency investors to adequately assess the risk of their international portfolios and carry trade investors would be able to assess currency crashes better due to liquidity spirals. In the area of portfolio selection and diversification, our finding may guide investors in balancing expected liquidity risk against expected carry trade returns. Further research will be aimed at improving the accuracy of the low frequency liquidity measures, especially the Roll estimator and the effects of order flow on volatility and carry trade returns. It would also be interesting to perform similar analyses using emerging currencies to evaluate how important FX liquidity risk could be used in explaining the cross-section of these emerging market currencies. This table reports liquidity sensitivities to changes in the market-wide liquidity measure as shown in equation (10):
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Liquidity of FX rate j is excluded before computing L M,t . Heteroskedasticity and autocorrelation consistent (HAC) robust standard errors are shown in parentheses. N is the number of observations. The sample is from January 1999 to July 2015.
Dependent variable: This table reports time-series regression results for the monthly factor model in equation (15):
β AER,j is the factor loading of the market risk factor defined as the score of the first principal component of all the ten currencies. The market risk factor is interpreted as the average excess FX rate of return for a U.S. investor who goes long in all the currencies. β IM L,j is the factor loading of the liquidity risk factor, IML. IML is interpreted as the excess return of a portfolio that is long in the most four illiquid and short in the most four liquid exchange rates. Heteroskedasticity and autocorrelation consistent (HAC) robust standard errors are shown in parentheses. R 2 is the adjusted-R 2 and N is the number of observations. (15):
β AER,j is the factor loading of the market risk factor defined as the score of the first principal component of all the ten currencies. The market risk factor is interpreted as the average excess FX rate of return for a U.S. investor who goes long in all the currencies. β IM L,j is the factor loading of the liquidity risk factor, IML. IML is interpreted as the excess return of a portfolio that is long in the most four illiquid and short in the most four liquid exchange rates. Heteroskedasticity and autocorrelation consistent (HAC) robust standard errors are shown in parentheses. R 2 is the adjusted-R 2 and N is the number of observations. This graph shows interest rate differential on the horizontal axis i f − i d , and liquidity beta on the vertical axis, βIML. IML is a currency portfolio that is long in the most four illiquid currencies and short in the most four liquid currencies. Sample is from January 1999 to July 2015. JPY and CHF are low interest rate currencies with the lowest liquidity betas. AUD and NZD are high interest rate currencies with the highest liquidity betas. The top graph depicts the systematic market-wide liquidity measure. Bottom graphs show the autocorrelation (ACF) and partial-autocorrelation (PACF) of the systematic market-wide liquidity measure. The PACF shows that residuals of AR(1) should be used as a proxy risk factor. This graph shows interest rate differential on the horizontal axis i f − i d , and innovations beta on the vertical axis, βIML. IML is a currency portfolio that is long the most four illiquid currencies and short the most four liquid currencies. Sample is from January 1999 to July 2015. JPY and CHF are low interest rate currencies with the lowest liquidity betas. AUD and NZD are high interest rate currencies with the highest liquidity betas. Results of pre-crisis and post-crisis are available in the Internet Appendix. Table 21 : Cross-sectional pricing analysis (Fama-MacBeth procedure) Estimations are done using the Fama-MacBeth procedure with 60-months of rolling betas. LIQ is the systematic liquidity risk factor. AER is the dollar risk factor (Average Excess Returns) and is calculated as the average of the cross-sectional portfolios' monthly excess returns. HML is the Lustig et al. (2011) carry risk factor, which is the return of a strategy that is long in the high-interest rate portfolio and short in the low-interest rate portfolio. The estimated coefficients reported are annualized and the t-statistics are corrected with the Shanken (1992) adjustment. The t-statistics are reported in parenthesis. The p-values of the χ 2 test for the null hypothesis of zero pricing errors are adjusted according to Shanken (1992) . Following Lustig et al. (2011) , a constant is included in the cross-sectional regressions, but it is only reported when it is statistically significant. 
