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Surface electrons at plasma walls
Rafael Leslie Heinisch, Franz Xaver Bronold and Holger Fehske
Abstract In this chapter we introduce a microscopic modelling of the surplus elec-
trons on the plasma wall which complements the classical description of the plasma
sheath. First we introduce a model for the electron surface layer to study the qua-
sistationary electron distribution and the potential at an unbiased plasma wall. Then
we calculate sticking coefficients and desorption times for electron trapping in the
image states. Finally we study how surplus electrons affect light scattering and how
charge signatures offer the possibility of a novel charge measurement for dust grains.
1 Introduction
When a macroscopic object is brought into contact with an ionised gas its surface is
exposed to a fast influx of electrons. Due to the collection of electrons it acquires a
negative charge. The wall electrons give rise to a repulsive Coulomb potential which
reduces the further influx of electrons until—in quasi-stationarity—electron and ion
flux onto the surface balance each other. This coincides with the formation of the
plasma sheath, an electron depleted region adjacent to the wall.
The traditional modelling of the plasma wall focuses mainly on the plasma sheath
which is a macroscopic manifestation of the charge transfer at the plasma boundary.
Electrons and ions are usually assumed to annihilate instantly at the wall. Thus the
wall is considered to be a perfect absorber for the charged species of the plasma.
This boundary condition implicitly assumes that the charge transfer at the plasma
wall occurs on time and length scales too short to be of significance for the devel-
opment of the discharge. It is thus not necessary to track them [1]. Improvements to
the perfect absorber condition characterise the wall by an electron-ion recombina-
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Fig. 1 Three novel bounded plasmas where surface charges matter. Left: The particle charge con-
trols interactions between dust grains forming a spherical dust ball. Middle: Surface charges (neg-
ative charges in blue over neutral background in red) pin the location of filaments for a filamentary
dielectric barrier discharge. Right: The plasma serves as a collector in a plasma transistor (repro-
duced from [2]).
tion coefficient and secondary electron emission coefficients for various impacting
species. Still, replacing the electron kinetics by an ad-hoc boundary condition does
not allow for a description of the charge transfer at the surface.
While this approach may be sufficient for large discharges with small surface to
volume ratios it becomes questionable for the modelling of small discharges with
large surface to volume ratios. Indeed, the nature and build-up of surface charges
have received increasing attention in various novel set-ups of bounded plasmas (il-
lustrated in Fig. 1). In dusty plasmas [3, 4, 5], for instance, the charge soaked up by
the dust particles controls the overall charge balance of the discharge [6]. Moreover,
the particle charge controls the interaction between dust particles and between dust
particles and external electromagnetic fields. The particle charge is thus a central
quantity of interest which should be known as precisely as possible. In dielectric
barrier discharges [7, 8, 9, 10, 11, 12] or microplasmas [13, 14] surface charges
determine the spatio-temporal structure of the discharge [15]. Surface charges, for
instance, may pin the filaments in the filamentary mode of the dielectric barrier dis-
charge and give the discharge a memory across several cycles. Lastly, in solid-state
based microdischarges [16, 17], the miniaturisation of the discharge increases the
surface to volume ratio to such an extent that the (biased) plasma wall becomes an
integral part of the discharge. The charge transfer from the plasma into the solid and
vice versa may even be used explicitly, as for instance in the plasma transistor [2].
While the most prominent effect of charge transfer at the plasma wall is the
plasma sheath the microscopic processes responsible for it cannot be captured in
any sheath model which is solely based on the long range Coulomb potential and
classical mechanics. Inspired by Emeleus and Coulter [18] as well as Behnke and
coworkers [19, 7] who envisaged a surface plasma of ions and electrons coupled to
the bulk plasma by phenomenological rate equations characterised by sticking coef-
ficients, residence times, and recombination coefficients we consider the build-up,
distribution and release of surface electrons from a surface physics perspective. A
sketch of the wall bound-processes which cannot be described in a sheath model is
given by Fig. 2. The description of the plasma boundary has thus to be augmented
by an interface region—the electron surface layer (ESL)—which encompasses not
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Fig. 2 Illustration of the plasma and its boundary. The bulk plasma (left) is characterised by quasi-
neutrality. In the sheath ions outweigh electrons, quasi-neutrality does not hold and a potential
gradient is formed. Note that the bulk as well as the sheath have macroscopic extent and can be
described classically. The microscopic processes at the surface, for instance electron reflection,
sticking or desorption as well as electron ion recombination occur on a length scale smaller than
the shortest collision length of the plasma and have to be described by quantum mechanics.
only the Coulomb potential but also short ranged surface potentials. This gives a
framework for identifying electron trapping sites, determining the electron distri-
bution and the potential across the interface in quasi-stationarity and calculating
electron sticking coefficients. Moreover it serves us to discuss the optical properties
of the electron adsorbate on a dust grain.
In the following section we will introduce our model for the ESL for an unbi-
ased plasma wall. In section 3 we will calculate sticking coefficients and desorption
times, that are average residence times at the surface, for the case where electron
trapping takes place in the image states in front of the surface. Finally in section 4
we apply our microscopic model to the electrons on a dust particle in order to study
charge signatures in light scattering by a spherical dust particle and propose thereby
a novel optical charge measurement.
2 Electron surface layer
After the initial charge-up is completed the plasma wall carries a negative charge.
In this section we extend the modelling of the plasma boundary to the region inside
the solid and calculate the plasma-induced modifications of the potential and charge
distribution of the surface within a quasi-static model. Although knowing the poten-
tial and charge distribution across the interface may not be of particular importance
for present day technological plasmas, it is of fundamental interest from an interface
physics point of view. In addition, considering the plasma wall as an integral part of
the plasma sheath may become critical when the miniaturisation of solid-state-based
plasma devices continues.
The current modelling of the plasma wall focuses on the plasma sheath and gives
the potential as well as the electron and ion densities across that region. Our model
for the ESL extends this into the solid [20]. Specifically, we calculate the potential as
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Fig. 3 Qualitative sketch of the charge double layer formed at a plasma wall. The electrons de-
pleted from the plasma sheath are accumulated in the ESL. Note that the boundary between sheath
and ESL is located in front of the crystallographic interface.
well as the distribution of wall bound electrons. Moreover, we give the spatial posi-
tion, width and chemical potential of the surplus electrons. For this we use a graded
interface potential [21] to interpolate between the sheath and the wall potential and
distribute the surplus electrons making up the wall charge in this potential under the
assumption that at quasi-stationarity they are thermalised with the wall [22].
As depicted in Fig. 3, we consider an ideal, planar interface at z= 0 with the di-
electric occupying the half-space z < 0 and the discharge occupying the half-space
z> 0. At the moment we focus on the physical principles controlling the electronic
properties of the plasma-wall interface. Chemical contamination and structural dam-
age due to the burning gas discharge are discarded. In the model we propose the
wall charge to be treated as an ESL, which is an interface specific electron distribu-
tion thermalised with the solid stretching from the plasma sheath over the crystallo-
graphic interface into the bulk of the dielectric.
The boundary between the ESL and the plasma sheath at z0 is located in front of
the surface. It is the position where the attractive force due to the surface potential
φsurf and the repulsive force due to the sheath potential φsheath balance each other.
Thus, z0 is given by
φ ′surf(z0)+φ
′
sheath(z0) = 0. (1)
For z< z0 an electron is attracted to the surface and thus contained in the ESL while
for z> z0 it is repelled back into the plasma. The position z0 is an effective wall for
plasma electrons and ions at which the flux balance between electron flux je and ion
flux ji has to be fulfilled. In the following we use for simplicity the perfect absorber
model je = ji. The effective wall position also gives the distance to the surface at
which the description of the plasma sheath based on the long-range potential breaks
down as the short-range surface potential becomes dominant. On the solid side, for
z < 0, the ESL is bounded because of the shallow potential well formed by the
restoring force from the positive charge in the plasma sheath.
Within this quasi-static model the electrons missing in the sheath are accumu-
lated on the surface. For the construction of our one-dimensional interface model
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we need the total number per unit area of missing sheath electrons (that is, the total
surface density of missing sheath electrons) as a function of the wall potential be-
cause it is this number of electrons which can be distributed across the ESL. Hence,
we require a model for the plasma sheath.
For simplicity, we use a collision-less sheath model [1], more realistic sheath
models [1, 23, 24] make no difference in principle. In the collision-less sheath
electrons are thermalised, that is, the electron density ne = n0 exp(eφ/kBTe), with
φ the potential, n0 the plasma density and Te the electron temperature. The ions
enter the sheath with a directed velocity vi0 and satisfy a source-free continu-
ity equation, d(nivi)/dz = 0, implying nivi = n0vi0, and an equation of motion
Mvidvi/dz = −edφ/dz, with ni the ion density, and M the ion mass. The poten-
tial φ satisfies Poisson’s equation d2φ/dz2 = −4pie(ni− ne). Thus, the governing
equations for the collision-less plasma sheath are [1]
vi
dvi
dz
=− e
M
dφ
dz
(2)
and
d2
dz2
φ =−4pien0
[
v0
vi
− exp
(
eφ
kBTe
)]
. (3)
Introducing dimensionless variables η = −eφ/(kBTe), ξ = z/λD and u = vi/cs,
where λD =
√
kBTe/4pin0e2 and cs =
√
kBTe/M, equations (2) and (3) become
uu′ = η ′ and η ′′ =
u0
u
− exp(−η). (4)
In the ESL model the plasma occupies not the whole half space z > 0 but only
the portion z > z0 (see Fig. 3). Integrating the first equation gives u=−
√
2η+u20,
where u0 = vi0/cs is the reduced velocity of ions entering the sheath, so that the
second equation becomes
η ′′ =− u0√
2η+u20
− exp(−η). (5)
Using the boundary condition that the potential and the field vanish far inside the
plasma, that is, η→ 0 and η ′→ 0 for ξ →∞, Eq. (5) can be integrated once and we
obtain
η ′ =−
√
−2u0
√
2η+u20+2exp(−η)+2u0
√
u20−2. (6)
For ions entering the sheath with the Bohm velocity u0 =−1. The field at the effec-
tive wall as a function of the wall potential ηw = η(ξ0) is then given by
η ′w =−
√
2
√
2ηw+1+2exp(−ηw)−4. (7)
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Fig. 4 Microscopic potentials at the interface between a plasma and a dielectric wall. Shown is the
microscopic crystal potential merging with the image potential and the sheath potential. Inside the
dielectric the crystal potential gives rise to a band structure.
The total surface density of ions in the sheath equals the total surface density of
electrons in the ESL N. It can be related by Poisson’s equation to the field at the
wall and reads
N =
∫ ∞
z0
dz(ni−ne) =− 14pie
∫ ∞
z0
dz
d2φ
dz2
=
1
4pie
dφ
dz
(z0) =−n0λDη ′w. (8)
Combing Eqs. (8) and (7) gives the total surface density of electrons to be inserted
into the ESL as a function of the wall potential.
The wall potential itself is determined by the flux balance condition, je = ji,
which, in the ESL model, is assumed to be fulfilled at z= z0. Using the Bohm flux
for the ions and the thermal flux for the electrons,
ji = n0
√
kBTe
M
, je =
1
4
n0
√
8kBT
pime
exp
(
eφ
kBTe
)
, (9)
the wall potential is given by [1]
ηw =
1
2
ln
(
M
2pime
)
, (10)
that is,
φw =−kBTe2e ln
(
M
2pime
)
. (11)
In the collision-less sheath model the wall potential depends only on the electron
temperature and the ion to electron mass ratio.
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Fig. 5 Effective potential for the graded interface on which the model of an ESL is based. It
encompasses the image potential as well as the potential offset at the interface.
We can now move on to the distribution of surplus electrons in the surface layer.
It is primarily determined by the potential in the interface region surrounding an
ideal dielectric interface. We first single out the relevant microscopic potentials at
the interface (illustrated in Fig. 4) and then describe an effective model for them
(Fig. 5).
Far away from the surface the potential is given by the repulsive sheath potential.
Closer to the surface an attractive surface potential, the image potential, which stems
from the dielectric mismatch at the interface, becomes dominant. Classically the
image potential is given by the expression [25]
φim(z) =
εs−1
4(εs+1)
e
z
(12)
where εs is the static dielectric constant. This expression is valid far away from the
wall. Closer to the wall the 1/z shape is modified as the potential merges continu-
ously with the crystal potential in the bulk of the dielectric. Even more important
inside the dielectric is the band structure. For a dielectric the valence band is full
while the conduction band is completely empty. Thus surplus electrons can popu-
late the conduction band and the conduction band minimum acts as a long range
potential for the electrons. In addition to the image potential, the surface potential
comprises an offset due to a charge double layer formed immediately at the surface.
It is due to electron density leaking out of the solid as a consequence of free energy
minimisation or to relaxation and polarisation of the atomic bonds at the surface as
a consequence of the truncation of the lattice. This offset of the conduction band
minimum at the surface to the potential in front of it is characterised by the elec-
tron affinity of the solid χ . For χ < 0 the conduction band minimum lies above the
potential just in front of the solid, for χ > 0 it lies below it. So far we have consid-
ered an uncharged surface. This raises the question whether the electronic structure
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of the surface is changed by the surplus electrons from the plasma. In comparison
to the electrons responsible for the chemical binding within the dielectric the ad-
ditional electrons coming from the plasma are only a few. The available electronic
states and the offset of the energy bands in the bulk with respect to the potential out-
side the dielectric will thus not be changed significantly by the presence of the wall
charge. Note however that a chemical modification of the plasma wall can change
the electronic structure. In particular the electron affinity is susceptible to surface
coating and adatoms. Surface termination by elements with small electronegativity,
for instance hydrogen, may induce a negative electron affinity [26] while elements
with larger electronegativity, for instance oxygen, can lead to a positive electron
affinity [27].
From these microscopic potentials we construct an effective surface potential.
To obtain a realistic image and offset potential without performing an atomisti-
cally accurate calculation we employ the model of a graded interface. This model
is parametrised by experimentally measured (or where not available theoretically
calculated) values for the electron affinity, the dielectric constant, and the conduc-
tion band effective mass. First proposed by Stern [21] to remove the unphysical
singularity of the image potential at z = 0 and later extended to potential offsets at
semiconductor heterojunctions [28] it assumes the smooth variation of parameters
that change abruptly at the interface over a length on the order of the lattice constant.
For our purposes we assume a sinusoidal interpolation of the dielectric constant, off-
set of the long range potential and effective electron mass with a grading half-width
of d = 5A˚ [20]. The model does not account for effects associated with intrinsic
surface states (Shockley or Tamm states [29]) or additional states which may arise
from the short-range surface potential. Nevertheless the graded interface model is a
reasonable description of the surface, suited for dielectrics with ionic bonds which
typically have no intrinsic surface states.
The total surface potential
φsurf(z) = φim(z)+φoffset(z) (13)
comprises the graded image and offset potential. It is continuous across the crys-
tallographic interface at z = 0 and enables us thereby to also calculate a smoothly
varying electron distribution in the ESL.
Using Eq. (1) we can now determine the position z0 of the effective wall, that is,
the maximum extent of the ESL on the plasma side. The derivative of the surface
potential is φ ′surf = φ
′
offset +φ
′
im. Due to the relatively weak field in the sheath com-
pared to the image force, the boundary z0 will be so far away from the interface that
φ ′offset vanishes and the image potential obeys (12). Thus, the boundary between the
ESL and the plasma sheath is given by
z0 =
√
(εs−1)e
4(εs+1)φ ′w
(14)
with φ ′w =−(kBTeη ′w)/(eλD), and η ′w given by (7).
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We can now turn to the distribution of the plasma-supplied excess electrons in
the ESL. For this quasi-static model we assume that the wall-bound surplus elec-
trons are in thermal equilibrium with the wall. Thus, their distribution minimises
the grand canonical potential and satisfies Poisson’s equation. Inspired by Tkharev
and Danilyuk [22] we apply density functional theory [30, 31] to the graded inter-
face. For the purpose of this exploratory calculation we will use density functional
theory in the local approximation. Quite generally, the grand canonical potential of
an electron system in an external potential V (r) is given in the local approximation
by
Ω =
∫
V (r)n(r)dr− e
2
∫
φC(r)n(r)dr+G[n]−µ
∫
n(r)dr, (15)
where G[n] is the grand canonical potential of the homogeneous system with density
n(r) and the Coulomb potential is determined by
∇(ε(r)∇φC(r)) = 4pien(r). (16)
The ground state electron density minimises Ω , that is, it satisfies
V (r)− eφC(r)+µh(n)−µ = 0 , (17)
where µh(n) = δG[n]/δn is the chemical potential for the homogeneous system.
In our one-dimensional graded interface model Eq. (17) reduces to
− eφ(z)+µh(z)−µ = 0, (18)
where µh(z)≡ µh(n(z),T ), and the electrostatic potential
φ(z) = φsurf(z)+φC(z) (19)
consists of the potential of the bare surface given by Eq. (13) and the internal
Coulomb potential which satisfies Poisson’s equation
d
dz
(
ε(z)
d
dz
φC(z)
)
= 4pien(z) (20)
with the graded dielectric constant ε(z). The boundary conditions φC(z0) = φw and
φ ′C(z0) = φ
′
w guarantee continuity of the potential at z0 and include the restoring
force from the positive charge in the sheath. Note that the Coulomb potential derived
from this equation already includes the attraction of an electron to the image of
the charge distribution. The image potential contains only the self-interaction of an
electron to its own image.
For the functional relation µh(z)≡ µh(n(z),T ) we take the expression adequate
for a homogeneous, non-interacting, non-degenerate electron gas
n(z) =
1√
2
(
m(z)kBT
pi h¯2
) 3
2
e
µh(z)
kBT (21)
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Fig. 6 Plasma-supplied excess electron density n (upper panel) and the potential−φ (lower panel)
it gives rise to for an LiF (left) and Al2O3 (right) surface in contact with a helium discharge with
n0 = 107cm−3 and kBTe = 2eV.
where m(z) is the graded effective electron mass. This is justified because the density
of the excess electrons is rather low and the temperature of the surface is rather high,
typically a few hundred Kelvins.
For the calculation of the quasi-stationary distribution of surplus electrons Eqs. (18)
and (20) have to be solved iteratively (until µ is stationary) subject to the additional
constraint
∫ z0
zs dzn(z) = N which guarantees charge neutrality between the ESL and
the plasma sheath. The position zs < 0 is a cut-off which has to be chosen large
enough in order not to affect the numerical results. In a more refined model for the
ESL the crossover of the wall charge to the neutral bulk of the dielectric can be
taken into account by splitting the ESL into an interface specific region and a space
charge region. This approach which turns zs from an ad-hoc cutt-off into the bound-
ary between the two regions is described in [20]. For the charge distribution at the
interface the simple model is however sufficient.
We now use the ESL model to calculate for a helium discharge in contact with
a LiF and Al2O3 surface the electron density and potential across the plasma wall.
Our main focus lies in the identification of generic types of electron distributions in
the ESL.
Depending on the electron affinity χ , one of two scenarios for the distribution of
surplus electrons in the ESL may be realised. For negative electron affintiy χ < 0,
the conduction band minimum lies above the long-range potential just in front of
the surface. It is thus energetically unfavourable for surplus electrons to populate
the conduction band. Instead they are located in the image potential in front of the
surface. The energy of an electron in the image potential reaches its minimum just in
front of the surface at the beginning of the graded interface. This is confirmed by the
electron density and the potential for LiF (χ < 0) shown in the left panel of Fig. 6.
For χ < 0, the excess electrons coming from the plasma form therefore an external
surface charge in the image potential in front of the crystallographic interface. As
the electrons do not penetrate into the solid the band bending associated with it is
negligible. The external surface charge is very narrow. It can thus be considered as
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a quasi-two-dimensional electron gas, similar to the surface plasma anticipated by
Emeleus and Coulter [18, 32].
For positive electron affinity χ > 0 the situation is dramatically different. In this
case the conduction band minimum is below the potential just outside. It is thus
energetically favourable for electrons to accumulate inside the dielectric. This can
be seen in the right panel of Fig. 6 which shows the electron density and the potential
for an Al2O3 surface (χ > 0). Although the image potential still induces an attractive
well in front of the surface the minimum of the potential energy for electrons −eφ
is reached inside the dielectric. Excess electrons coming from the plasma are thus
mostly located inside the wall where they form a space charge in the conduction
band. The electron distribution extends deep into the bulk and entails bending of the
energy bands near the surface. Note the different scales of the axes for the left and
right panels of Fig. 6. On the scale where variations in the space charge for Al2O3
are noticeable the electron distribution for LiF is basically a vertical line.
So far we have shown the potential and the electron distribution in the ESL. Now,
we will compare the potential and the charge distribution in the ESL with the ones
in the plasma sheath. The wall bound electrons in the surface layer constitute an
electron distribution in thermal equilibrium with the wall which balances electron
and ion influx at the sheath-ELS boundary z0. On top of this quasistationary elec-
tron distribution there are fluxes of electrons and ions, coming from the plasma.
These currents, which begin at z0 and persist to the location in the ESL where ei-
ther electron trapping or electron-ion recombination takes place are not described
by our simple ESL model. The electron and ion densities in this model are thus
discontinuous at z0. The potential, however, which has been obtained from the inte-
gration of Poisson’s equation is continuous and differentiable everywhere. Between
the crystallographic interface and z0 the electron and ion flux from the plasma would
be important. The neglect of the charge densities associated with these fluxes does
however not affect the potential because they are too small to have a significant
effect.
Figure 7 compares the ESL and the plasma sheath for LiF (χ < 0, left) and Al2O3
(χ > 0, right). We plot the electron and ion densities (upper panel) as well as the
electric potential (lower panel). Note the logarithmic scale in the left panel and
the linear scale in the right panel. For LiF the surface electrons are bound in the
image states in front of the surface due to the negative electron affinity. Far from
the surface, the potential approaches the bulk plasma value chosen to be zero. In the
sheath the potential develops a Coulomb barrier and reaches the wall potential φw
at z0, the distance where the sheath merges with the surface layer (vertical dotted
line). The wall potential is the potential just outside to which the energies of the bulk
states are referenced. Closer to the surface the potential follows the attractive image
potential while at the surface the repulsive potential due to the negative electron
affinity prevents the electron from entering the dielectric (only scarcely seen on the
scale of the figure).
For Al2O3 the excess electrons constituting the wall charge penetrate deep into
the dielectric due to the positive electron affinity. Compared to the variation of the
electric potential in the sheath the band bending in the dielectric induced by the
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Fig. 7 Density of plasma-supplied surplus electrons trapped in the ESL, electron and ion density
in the plasma sheath, and electric potential for a LiF (left) and an Al2O3 surface (right) in contact
with a helium discharge with plasma parameters n0 = 107cm−1 and kBTe = 2eV (taken from [33]).
The crystallographic interface is at z = 0. Note the different scales of the two panels. The deep
penetration of the Al2O3 wall charge is due to the neglect of defect states and other collision
centres.
wall charge is rather small as indicated by the variation of φ inside the dielectric.
This is because εs is large and most surplus electrons are bound close to the crys-
tallographic interface. The interface specific region where the short ranged surface
potential varies strongly is very narrow compared to the extent of the two space
charge regions.
The ESL should be regarded as the ultimate boundary layer of a bounded gas
discharge. Our model for the ESL captures the coupling of the neutral bulk plasma
to an electron plasma at the boundary separated from the bulk plasma by the plasma
sheath. Depending on the electron affinity this boundary plasma can be either a
quasi-two-dimensional electron plasma or an electron(-hole) plasma inside the wall.
3 Electron physisorption
We can now turn to the electron kinetics in the ESL. Depending on the electron
affinity two distinct scenarios for electron trapping emerge which are schematically
shown in Figs. 8 and 9. For negative electron affinity (see Fig. 8) electrons that
overcome the sheath potential do not penetrate the solid as their energy falls in the
band gap where no internal states are available. Instead, they are trapped in the im-
age potential in front of the surface. Energy-relaxation is in this case due to surface
vibrations which trigger transitions to the bound image states. As the image poten-
tial is relatively deep compared to the energies of the longitudinal acoustic phonon
responsible for electron trapping and the wavefunctions of the unbound states are
suppressed close to the surface the probability for sticking is small. This scenario,
which we have investigated in detail [34, 35, 36], will be presented below.
Surface electrons at plasma walls 13
Eg
c<0
-efsurf
-efsheath -efw
t,s
conduction band
valence band
fe(E)
E
electron surface layer plasma sheath
hw
z0
Fig. 8 Electron trapping in the ESL in front of a dielectric with χ < 0.
For positive electron affinity (see Fig. 9) electrons that overcome the sheath po-
tential penetrate into the solid. There they initially occupy high-lying states of the
conduction band. Subsequent electron energy relaxation is due to scattering with
bulk phonons of the dielectric and the plasma-supplied electrons are eventually
trapped at the bottom of the conduction band in the potential well created by the
restoring force from the plasma. Due to the high-density of states and an efficient
scattering mechanism we expect the sticking coefficient to be much larger in this
case. However, a detailed analysis of this scenario still remains to be done.
We will now consider the physisorption of an electron in the image potential in
front of a dielectric with χ < 0 in detail. We describe the time evolution of the occu-
pancy of the bound surface states with a quantum-kinetic rate equation [37, 38]. It
captures all three characteristic stages of physisorption: initial trapping, subsequent
relaxation and desorption [39, 40].
The time dependence of the occupancies of the bound states is given by [37, 38]
d
dt
nn(t) =∑
n′
[Wnn′nn′(t)−Wn′nnn(t)]−∑
k
Wknnn(t)+∑
k
τtWnk jk(t) (22)
which can be rewritten as
d
dt
nn(t) =∑
n′
Tnn′nn′(t)+∑
k
τtWnk jk(t), (23)
where Wn′n is the probability per unit time for a transition from a bound state n to
another bound state n′,Wkn andWnk are the probabilities per unit time for a transition
from the bound state n to the continuum state k and vice versa, and τt = 2L/vz is
the transit time through the surface potential of width L, which, in the limit L→ ∞,
can be absorbed into the transition probability. The matrix Tnn′ is defined implic-
itly by the above equation. The last term in Eqs. (22) and (23), respectively, gives
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Fig. 9 Electron trapping in the ESL in a dielectric with χ > 0.
the increase in the bound state occupancy due to the coupling between bound and
unbound surface states.
The probability for an approaching electron in the continuum state k to make a
transition to any of the bound states is given by the prompt energy-resolved sticking
coefficient
sprompte,k = τt∑
n
Wnk. (24)
Treating the incident electron flux as an externally specified parameter, the so-
lution of Eq. (22) describes the subsequent relaxation and desorption. It is given
by
nn(t) =∑
κ
e−λκ t
∫ t
−∞
dt ′eλκ t
′
e(κ)n ∑
kl
e˜(κ)l τtWlk jk(t
′) (25)
where e(κ)n and e˜
(κ)
n are the right and left eigenvectors to the eigenvalue −λκ of the
matrix Tnn′ .
If the modulus of one eigenvalue, λ0, is considerably smaller than the moduli
of the other eigenvalues, λκ , a unique desorption time and a unique sticking coef-
ficient can be identified [38]. In this case λ0 governs the long time behaviour of
the equilibrium occupation of the bound states, neqn ∼ e−En/kBTs , and its inverse can
be identified with the desorption time, λ−10 = τe. The bound state occupancy nn(t)
splits into a slowly varying part n0n(t) given by the κ = 0 summand in Eq. (25) and
a quickly varying part n fn(t) given by the sum over κ 6= 0 in Eq. (25).
The electron adsorbate, i.e. the fraction of the trapped electron remaining in the
surface states for times on the order of the desorption time, is given by the slowly
varying part only, n0(t) = ∑n n0n(t). Differentiating n0(t) with respect to the time,
d
dt
n0(t) =∑
k
skinetice,k jk(t)−λ0n0(t) (26)
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Fig. 10 Schematic represen-
tation of the series of image
states in the image potential.
The lowest bound states lies
very deep and is connected
to a group of upper bound
states only by a two or three-
phonon processes. The upper
bound states are connected by
one-phonon processes to the
continuum.
we can, following Brenig [40], identify the kinetic energy-resolved sticking coeffi-
cient
skinetice,k = τt∑
n,n′
e(0)n′ e˜
(0)
n Wnk (27)
giving the probability for both, initial trapping and subsequent relaxation.
If the incident unit electron flux corresponds to an electron with Boltzmann dis-
tributed kinetic energies, the prompt or kinetic energy-averaged sticking coefficient
is given by
s...e =
∑k s...e,kke
−βeEk
∑k ke−βeEk
, (28)
where β−1e = kBTe is the mean electron energy.
These kinetic equations rely on the knowledge of the transition probabilities.
They have to be calculated from a microscopic model for the electron-surface in-
teraction. The image potential supports a series of bound states which can trap
electrons temporarily at the surface. Transitions between image states are due to
dynamic perturbations of the surface potential. The image potential is very steep
near the surface. A particularly strong perturbation arises therefore from the surface
vibrations induced by the longitudinal acoustic bulk phonon perpendicular to the
surface. Describing them with a Debye model, the maximum phonon energy of this
mode is the Debye energy h¯ωD. Measuring energies in units of the Debye energy,
important dimensionless parameters characterising the potential depth are
εn =
En
h¯ωD
and ∆nn′ =
En−En′
h¯ωD
, (29)
where En < 0 is the energy of the nth bound state.
The depth of the image potential can be classified with respect to the Debye
energy. If −n+1 > ∆12 >−n, we call the potential n-phonon deep. If ε1 >−1 we
call it shallow. For a shallow potential the lowest bound state is coupled by a one-
phonon transition to the continuum. If the potential is n-phonon deep an n-phonon
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process links the lowest bound state to the second bound states, which is linked by
one-phonon transitions either directly or via intermediates to the continuum. For the
dielectrics which we consider the potential is two-phonon (MgO) or three-phonon
deep (LiF). A schematic representation of the image states is given in Fig. 10.
For the calculation of the transition probabilities used in the rate equation we
need a microscopic model for the image potential and the electron-surface vibration
interaction. Classically the image potential ensues from the dielectric mismatch at
the interface. On a microscopic level it arises from the coupling of the electron to a
polarisable surface mode of the solid. For a dielectric this is a surface phonon. For
LiF and MgO the low frequency dielectric function is dominated by a transverse
optical (TO) phonon with frequency ωTO. It can be approximated by [41]
ε(ω) = 1+(εs−1) ω
2
TO
ω2TO−ω2
, (30)
where εs is the static dielectric constant. The bulk TO-phonon gives rise to a sur-
face phonon. Its frequency ωs = ωTO
√
(1+ εs)/2 is determined by the condition
ε(ωs) =−1. The electron couples to this surface phonon according to [41, 42]
H =− h¯
2
2m
∆ +∑
Q‖
h¯ωsa†Q‖aQ‖ +∑
Q‖
(
φQ‖(x‖)aQ‖ +φ
∗
Q‖(x‖)a
†
Q‖
)
(31)
with
φQ‖(x‖) =
2
√
piωsΛ0h¯e
Q1/2‖ A
1/2
e−Q‖|z|eiQ‖x‖ (32)
where Λ0 = (εs−1)/(4(εs+1)) and the subscript ‖ denotes vectors parallel to the
surface and a(†)Q‖ are annihilation (creation) operators for surface phonons.
Applying a unitary transformation [42] separates the coupling into a static part
which takes the classical form of the image potential∼ 1/z and a dynamic part of the
electron-surface phonon coupling, which encodes recoil effects and encompasses
momentum relaxation parallel to the surface. While the classical image potential al-
lows a simple description of the image states which captures their properties fairly
well it is not sufficient for the calculation of probabilities for surface vibration in-
duced transitions, as they perturb the electronic states most strongly close to the sur-
face where the image potential is steepest. Unfortunately, in this region the classical
image potential has an unphysical divergence. To remedy this we use a variational
procedure to extract the static image potential from [41]. Thereby we keep some
recoil effects which make the recoil-corrected image potential ∼ 1/(z+ zc) with a
cut-off parameter zc =
√
h¯/2mωspi2 [34] divergence free.
Transitions between the eigenstates of the recoil-corrected image potential are
due to the longitudinal-acoustic bulk phonon perpendicular to the surface. The
Hamiltonian from which we calculate the transition probabilities is given by
H = Hstatice +Hph+H
dyn
e−ph (33)
Surface electrons at plasma walls 17
where
Hstatice =∑
q
Eqc†qcq (34)
describes the electron in the recoil-corrected image potential,
Hph =∑
Q
h¯ωQb†QbQ (35)
describes the free dynamics of the bulk longitudinal acoustic phonon responsible for
transitions between surface states, and
Hdyne−ph =∑
q,q′
〈q′|Vp(u,z)|q〉c†q′cq (36)
denotes the dynamic coupling of the electron to the bulk phonon.
The perturbation Vp(u,z) can be identified as the difference between the dis-
placed surface potential and the static surface potential. It reads, after the transfor-
mation z→ z− zc,
Vp(u,z) =−e
2Λ0
z+u
+
e2Λ0
z
. (37)
In general, multi-phonon processes can arise both from the nonlinearity of the
electron-phonon coupling Hdyne−ph as well as from the successive actions of H
dyn
e−ph
encoded in the T matrix equation,
T = Hdyne−ph+H
dyn
e−phG0T , (38)
where G0 is given by
G0 =
(
E−Hstatice −Hph+ i0+
)−1
. (39)
The transition probability per unit time from an electronic state q to an electronic
state q′ encompassing both types of processes is given by [43]
Wq′q =
2pi
h¯ ∑s,s′
e−βsEs
∑s′′ e−βsEs′′
∣∣〈s′,q′|T |s,q〉∣∣2 δ (Es−Es′ +Eq−Eq′), (40)
where βs = (kBTs)−1, with Ts the surface temperature and |s〉 and |s′〉 the initial
and final phonon states. We are only interested in the transitions between electronic
states. It is thus natural to average in Eq. (40) over all phonon states. The delta
function guarantees energy conservation.
In principle, multiphonon transition rates can be obtained by iterating the T-
matrix and evaluating Eq. (40). Up to O(u3), for instance, the T-matrix reads
T =V1+V2+V3+V1G0V1+V2G0V1+V1G0V2+V1G0V1G0V1, (41)
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Fig. 11 Left: Inverse desorption time τ−1e in the two-phonon approximation for TD/T = 5 as a
function of the Debye temperature TD. Data for TD = 2500K apply to graphite. Right: Prompt
energy-resolved sticking coefficient as a function of the electron energy for a two phonon deep po-
tential (TD = 2500K and Ts = 357K). The contribution of one-phonon processes (red) far outweighs
the contribution from two phonon processes (blue).
where the Vi ∼ ui originate from expanding Eq. (37) in the displacement u. The T-
matrix enters as 〈T 〉〈T ∗〉 into the transition probability. The term 〈V1〉〈V ∗1 〉 can be
identified as the Golden Rule transition probability. Proportional to u2 it is a one-
phonon process. Two-phonon processes, proportional to u4, are represented by the
terms
〈V1〉〈V ∗3 〉,〈V3〉〈V ∗1 〉,〈V1〉〈V ∗2 G∗0V ∗1 〉,〈V1G0V2〉〈V ∗1 〉,〈V1〉〈V ∗1 G∗0V ∗2 〉,
〈V2G0V1〉〈V ∗1 〉,〈V1〉〈V ∗1 G∗0V ∗1 G∗0V ∗1 〉,〈V1G0V1G0V1〉〈V ∗1 〉, (42)
and
〈V2〉〈V ∗2 〉,〈V1G0V1〉〈V ∗1 G∗0V ∗1 〉,〈V2〉〈V ∗1 G∗0V ∗1 〉,〈V1G0V1〉〈V ∗2 〉. (43)
A complete two-phonon calculation would take all these processes into account as
they stand. This is however not always necessary. A closer analysis (see [34]) of
the first group of terms reveals that they are two-phonon corrections to transitions
already enabled by a one-phonon process. We assume that theses corrections are
small and evaluate only the second group for transitions where they enable two-
phonon transitions which are not merely corrections to one-phonon transitions. The
details of the evaluation of the transition probabilities, including a regularisation of
divergences by taking a finite phonon lifetime into account, can be found in [34, 35].
The expansion of the T-matrix allows the calculation of transition probabilities
for the two-phonon deep potentials of graphite and MgO. However, for a three-
phonon deep potential, for instance for LiF and CaO, this approach is no longer
feasible. From Refs. [34, 35] we qualitatively know the relevance of different types
of multi-phonon processes. For continuum to bound state transitions, for instance,
one phonon processes are sufficient at low electron energies. We will therefore com-
pute the transition probabilities between bound and continuum states in the one-
phonon approximation. For transitions between bound states, we found that multi-
phonon processes due to the nonlinearity of the electron-phonon coupling tend to
be more important than the multi-phonon processes due to the iteration of the T-
matrix. Hence we expect that an approximation which takes only the nonlinearity of
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Fig. 12 Energy resolved
prompt sticking coefficient
for MgO (left) and schematic
representation of the bound
and continuum wavefunctions
(right). The suppression of the
amplitude of the continuum
wavefunction close to the
surface for small electron
energies causes the small
sticking coefficient.
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the electron-phonon interaction nonperturbatively into account to be sufficient for
the identification of the generic behaviour of multi-phonon-mediated adsorption and
desorption. This approach is described in [36].
We now turn to results for the desorption time and the sticking coefficient for
physisorption in the image states. Before showing results for MgO and LiF, we con-
sider the dependence of the electron kinetics on the potential depth and the relevance
of one or two-phonon processes. For this we show in the left panel of Fig. 11 the
inverse of the desorption time as a function of the Debye temperature TD = h¯ωD/kB
which sets the energy scale of the acoustic phonons. While the absolute depth of the
potential remains constant, varying the phonon energy tunes the effective potential
depth. Fig. 11 reveals that for a shallow potential desorption is most efficient while
for a one-phonon deep potential it gradually becomes less efficient. When the po-
tential becomes two-phonon deep desorption suddenly becomes even slower which
reflects the small magnitude of two-phonon transitions compared to one-phonon
transitions. This justifies our approximation of neglecting two-phonon corrections
to transitions already enabled by a one-phonon process. For a Debye temperature
TD = 2500K the results apply to graphite.
The energy-resolved prompt sticking coefficient, plotted in the right panel of Fig.
11 for graphite, shows that also for bound state-continuum transitions one-phonon
processes far outweigh two-phonon processes. Thus, sticking is mainly due to one-
phonon processes. Moreover we find that the sticking coefficient drops sharply at
specific energies. These accessibility thresholds occur whenever one bound state
becomes no longer accessible from the continuum because the energy difference
exceeds one Debye energy.
The sticking coefficient takes relatively small values—on the order of 10−3.
This is due to the small matrix elements between bound and continuum states.
Fig. 12 shows the wave functions of representative bound and continuum states
for MgO. For large energy the continuum wave functions have sinusoidal shape
whereas for small energies their amplitude is significantly suppressed close to the
surface. These two behaviours correspond to two limits for the wavefunction. For
simplicity we discuss this for a 1/x potential without cut-off. The continuum wave-
functions read φk(x) ∼ 1√kM−ik , 12 (2ikΛ0x) where x = z/aB. For x → ∞ we ob-
tain φk(x) ∼ sin(Λ0kx) which also holds for large k while for k → 0 we obtain
20 Rafael Leslie Heinisch, Franz Xaver Bronold and Holger Fehske
200 300 400 500 600
TS [K]
101
102
103
104
105
106
τ e
-
1  
[s-
1 ]
MgO
LiF
0 0.02 0.04 0.06 0.08
E
e
 [eV]
0
0.002
0.004
0.006
0.008
s e
MgO
LiF
0 0.5 1 1.5
kBTe [eV]
10-8
10-7
10-6
10-5
10-4
10-3
10-2
s e
MgO
LiF
prompt
kinetic
Fig. 13 Inverse desorption time τ−1e (left), prompt energy resolved sticking coefficient (middle)
and prompt as as well as kinetic energy averaged sticking coefficient (right) for MgO and LiF.
φk(x) ∼
√
k
√
2Λ0xJ1(
√
8Λ0x). The proportionality to
√
k entails a strong suppres-
sion of the wavefunction for low energy.
Electron physisorption at a dielectric surface with negative electron affinity is an
intriguing phenomenon due to the interplay of potential depth, magnitude of ma-
trix elements and surface temperature [34, 35, 36]. Initial trapping of the electrons,
characterised by the prompt sticking coefficient, occurs in the upper bound states
by one-phonon transitions. Relaxation after initial trapping depends on the strength
of transitions from the upper bound states to the lowest bound states. If the lowest
bound state was linked to the second bound state by a one-phonon process the elec-
tron would relax for all surface temperatures. If they are linked by a multiphonon
process relaxation takes place only for low temperature, whereas for room temper-
ature a relaxation bottleneck ensues as the electron desorbs from the upper bound
states before it drops to the lowest bound state. This leads to a severe reduction of the
kinetic sticking coefficient compared to the prompt sticking coefficient. The dom-
inant desorption channel depends also on the depth of the potential. For a shallow
potential desorption occurs directly from the lowest bound state to the continuum.
For deeper potentials desorption proceeds via the upper bound states. Desorption
occurs then via a cascade in systems without and as a one-way process in systems
with relaxation bottleneck [36]. An overview of results for the desorption time as
well as prompt and kinetic sticking coefficients for MgO and LiF is given by Fig.
13. Most important for the plasma context is that se 1 and τ−1e 6= 0 [34, 35, 36],
implying that a dielectric surface with a negative electron affinity is not a perfect
absorber for electrons.
4 Mie scattering by a charged particle
In the previous section we have employed our model for the ESL to analyse the elec-
tron kinetics at the plasma boundary and to calculate desorption times and sticking
coefficients for a dielectric with negative electron affinity. Another application of the
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model for the ESL is the study of the optical properties of the wall-bound electrons.
In this section we will study the effect of surplus electrons on the scattering of light
by a sphere (Mie scattering) with an eye on a charge measurement for dust particles.
Most established methods for measuring the particle charge [44, 45, 46] require
plasma parameters which are not precisely known. The particle charge, however,
is the fundamental quantity of interest in the field of dusty plasmas. It determines
the interactions between dust grains and between dust grains and external electro-
magnetic fields. While Mie scattering is already used in the field of dusty plasmas
to determine the particle size [47], it has up to now not been used to determine the
particle charge. Quite generally the Mie signal contains information about excess
electrons as their electrical conductivity modifies either the boundary condition for
electromagnetic fields or the polarizability of the material [48, 49, 50, 51]. But to
what extent and in what spectral range the particle charge influences the scattering
of light remains an open question.
The location of the surplus electrons depends on the electron affinity χ of the
dust grain. For χ < 0, as it is the case for MgO, CaO or LiF [52, 53], electrons are
trapped in the image potential in front of the surface where they form a spherical
two-dimensional electron gas around the grain. The image potential results from the
static interaction of the electron to a surface mode associated with the transverse
optical (TO) phonon. The residual dynamic interaction limits the surface conduc-
tivity σs of the image bound electrons. The electrical field parallel to the surface
induces a surface current K = σsE‖ which is proportional to the surface conduc-
tivity σs. The surface current enters the boundary condition for the magnetic field.
Thus, eˆr× (Hi+Hr−Ht) = 4pic K, where c is the speed of light [51].
For χ > 0, as it is the case for Al2O3 or SiO2, electrons form a space charge
layer in the conduction band [20]. Its width, limited by the screening in the dielec-
tric, is typically larger than a micron. For micron sized particles we can thus assume
a homogeneous distribution of the excess electrons in the bulk. The effect on light
scattering is now encoded in the bulk conductivity of the excess electrons σb, which
is limited by scattering with a longitudinal optical (LO) bulk phonon. The bulk con-
ductivity gives rise to a polarizability α = 4piiσb/ω , with ω the frequency, which
enters the refractive index N =
√
ε+α .
To solve the scattering problem we expand the incident plane wave,
Ei = E0eikz−iωt eˆx, Hi =
ck
ω
E0eikz−iωt eˆy (44)
in spherical vector harmonics memn,momn, nemn, and nomn [54] which are solution of
the vector wave equation ∇2C+ k2C=0 , in spherical coordinates
Ei = E0e−iωt
∞
∑
n=1
in
2n+1
n(n+1)
(
m(1)o1n− in(1)e1n
)
, (45)
Hi =−ckω E0e
−iωt
∞
∑
n=1
in
2n+1
n(n+1)
(
m(1)e1n+ in
(1)
o1n
)
(46)
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and match the incident wave with the reflected wave,
Er = E0e−iωt
∞
∑
n=1
in
2n+1
n(n+1)
(
arnm
(3)
o1n− ibrnn(3)e1n
)
, (47)
Hr =−ckω E0e
−iωt
∞
∑
n=1
in
2n+1
n(n+1)
(
brnm
(3)
e1n+ ia
r
nn
(3)
o1n
)
(48)
and the transmitted wave,
Et = E0e−iωt
∞
∑
n=1
in
2n+1
n(n+1)
(
atnm
(1)
o1n− ibtnn(1)e1n
)
, (49)
Ht =−cqω E0e
−iωt
∞
∑
n=1
in
2n+1
n(n+1)
(
btnm
(1)
e1n+ ia
t
nn
(1)
o1n
)
(50)
(q is the wavenumber inside the particle) at the boundary of a dielectric sphere with
radius a. The boundary conditions at the surface are given by
eˆr× (Ci+Cr−Ct) = 0 (51)
for C= E,H in the case of χ > 0 and in the case of χ < 0 by the above equation for
E and
eˆr× (Hi+Hr−Ht) = 4pic σsE‖. (52)
This gives, following Bohren and Hunt [51], the scattering coefficients
arn =
ψn(Nρ)ψ ′n(ρ)− [Nψ ′n(Nρ)− iτψn(Nρ)]ψn(ρ)
[Nψ ′n(Nρ)− iτψn(Nρ)]ξn(ρ)−ψn(Nρ)ξ ′n(ρ)
(53)
and
brn =
ψ ′n(Nρ)ψn(ρ)− [Nψn(Nρ)+ iτψ ′n(Nρ)]ψ ′n(ρ)
[Nψn(Nρ)+ iτψ ′n(Nρ)]ξ ′n(ρ)−ψ ′n(Nρ)ξn(ρ)
(54)
where for χ < 0 (χ > 0) the dimensionless surface conductivity τ(ω) = 4piσs(ω)/c
(τ = 0) and the refractive index N =
√
ε (N =
√
ε+α), ρ = ka = 2pia/λ the
size parameter , where k is the wavenumber, ψn(ρ) =
√
piρ/2Jn+1/2(ρ), ξn(ρ) =√
piρ/2H(1)n+1/2(ρ) with Jn(ρ) the Bessel and H
(1)
n (ρ) the Hankel function of the
first kind. As for uncharged particles the scattering efficiency is given by
Qs =
2
ρ2
∞
∑
n=1
(2n+1)
(|arn|2+ |brn|2) , (55)
the extinction efficiency by
Qt =− 2ρ2
∞
∑
n=1
(2n+1)ℜ(arn+b
r
n) (56)
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and the absorption efficiency by Qa = Qt −Qs. Any effect of the surplus electrons
on the scattering of light, encoded in arn and b
r
n, is due to the surface conductivity
(χ < 0) or the bulk conductivity (χ > 0).
For χ < 0 we use a planar model, which we justify below, to calculate the surface
conductivity. For the calculation of the surface conductivity we will employ the 1/z
image potential. The electron-phonon interaction is given by Eq. (31). We apply
the unitary transformation H →UHU−1 with U = eiS, S = (i/h¯ωs)∑Q‖ aQ‖φQ‖ −
a†Q‖φ
∗
Q‖ to separate static and dynamic coupling [42]. The former leads to the image
potentialV =−Λ0e2/z withΛ0 = (ε0−1)/(4(ε0+1)) supporting a series of bound
Rydberg states whose wave functions read
φnk(x,z) =
1√
A
eikx
√
Λ0
aBnn!2
Wn,1/2
(
2Λ0z
naB
)
(57)
with aB the Bohr radius, k = (kx,ky), x = (x,y), A the surface area and Wn,m Whit-
taker’s function [55]. Since trapped electrons are thermalised with the surface and
the spacing between Rydberg states is large compared to kBT , they occupy almost
exclusively the lowest image band n = 1. Assuming a planar surface is justified
provided the de Broglie wavelength λdB of the electron on the surface is smaller
than the radius a of the sphere. For a surface electron with energy Ekin/kB = 300K
one finds λdB ≈ 8× 10−7 cm. Thus, for particle radii a > 10 nm the plane-surface
approximation is justified. The residual dynamic interaction enables momentum re-
laxation parallel to the surface and hence limits the surface conductivity. Introduc-
ing annihilation (creation) operators c(†)k for electrons in the lowest image band, the
Hamiltonian describing the dynamic electron-phonon coupling in the lowest image
band reads [56]
H =∑
k
εkc†kck+ h¯ωs∑
Q
a†QaQ+Hint (58)
with
Hint =
1√
A ∑k,Q
Mk,Qc
†
k+Q
(
aQ−a†−Q
)
ck (59)
where the matrix element, calculated with the wave function given by Eq. (57), is
MkQ =
2e
√
piΛ0h¯3
m
√
ωsQ
(
2Λ0
QaB+2Λ0
)3 [
Q ·k+ Q
2
2
]
(60)
(m is the electron mass). Within the memory function approach [57] the surface
conductivity can be written as
σs(ω) =
e2ns
m
i
ω+M(ω)
(61)
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Fig. 14 Dimensionless surface conductivity τ = τ ′ + iτ ′′ for LiF for ns = 1013 cm−2 (left) and
polarisability of excess electrons α = α ′ + iα ′′ for Al2O3 for nb = 3× 1017 cm−3 (right) as a
function of the inverse wavelength λ−1.
with ns the surface electron density. The memory function is then evaluated up to
second order in the electron phonon coupling [58]. Since M(ω) is independent of
ns the surface conductivity is proportional to the surface density of electrons ns.
For χ > 0 the interaction of the electron with a longitudinal optical bulk phonon
limits the bulk conductivity. The coupling of the electron to this mode with fre-
quency ωLO is described by [59]
Hint =
1√
V ∑k,q
M
q
c†k+qck
(
aq+a
†
−q
)
, (62)
where M =
√
2pie2h¯ωLO
(
ε−1∞ − ε−10
)
. For the calculation of the bulk conductivity
we employ again the memory function approach. In this case the bulk conductivity
is proportional to the electron density nb.
The charge effect on scattering is encoded in the surface conductivity for χ < 0
and the bulk conductivity for χ > 0 which enter through the dimensionless sur-
face conductivity τ or the polarisability α into the scattering coefficients. Figure 14
shows τ = τ ′+ iτ ′′ for LiF and the polarisability for α = α ′+α ′′ for Al2O3 as a
function of the inverse wavelength λ−1. They turn out to be small even for a highly
charged particle with ns = 1013 cm−2 (corresponding to nb = 3× 1017 cm−3 for
χ > 0 and a = 1µm). Compared to a free electron gas where M(ω) = 0 (implying
τ ′ = 0 and α ′′ = 0), the electron-phonon coupling reduces τ ′′ and α ′ considerably.
For T = 0K, τ ′ = 0 (α ′′ = 0) for λ−1 < λ−1s = 675 cm−1, the inverse wavelength of
the surface phonon ( λ−1 < λ−1LO = 807 cm
−1, the inverse wavelength of the bulk LO
phonon) since light absorption is only possible above the surface (bulk LO) phonon
frequency. At room temperature τ ′′ and α ′ still outweigh τ ′ and α ′′. The tempera-
ture effect on τ ′′ is less apparent for λ−1 > 300 cm−1 than for α ′ but for λ−1 < 300
cm−1 a higher temperature lowers τ ′′ considerably.
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Fig. 15 Dielectric constant ε = ε ′ + iε ′′, refractive index N = n+ ik (first row) and extinction
efficiency Qt (second row), scattering efficiency Qs (third row) as well as absorption efficiency Qa
(fourth row) depending on the particle radius a for LiF, Cu2O and Al2O3 as a function of λ−1.
We now turn to the scattering properties of the sphere. For LiF and Al2O3 one
or two phonon modes dominate the dielectric constant. Far above the highest TO
phonon mode (λ−1 > 700 cm−1 for LiF and λ−1 > 900 cm−1 for Al2O3) the re-
fractive index N is real, relatively small and does not vary strongly with frequency.
In this regime a micron sized grain would give rise to a typical Mie plot exhibit-
ing interference and ripples which are due to the complicated functional form of arn
and brn and not due to the underlying dielectric constant. Surplus electrons would
moreover not alter the extinction behaviour in this region because |ε|  |τ| and
|ε|  |α|.
However, immediately above the TO phonon resonance in ε , ε ′ < 0 and ε ′′ 1.
This allows for anomalous optical resonances which are sensitive to small varia-
tions of ε and also to τ and α . They are due to resonant excitation of transverse
surface modes of the sphere [60] and have been first identified for metallic particles
where they lie in the ultraviolet [61, 62]. For a dielectric the TO phonon induces
them. Fig. 15 shows the dielectric constant ε , the refractive index N as well as the
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Fig. 16 Middle panel: Extinction efficiency Qt as a function of the inverse wavelength λ−1 and the
radius a for a LiF with ns = 5×1012cm−2 (left) and an Al2O3 particle with nb = 3ns/a (right) for
T = 300K. The dotted lines indicate the extinction maximum for ns = 0 (black), 1012 (green), 2×
1012 (red), and 5×1012 cm−2 (blue). Top and bottom panel: Extinction efficiency Qt for different
surface electron densities as a function of λ−1 and two radii a = 0.2µm (top) and a = 0.05µm
(bottom).
extinction Qt , scattering Qs, and absorption efficiency Qa for LiF, Cu2O and Al2O3
particles as a function of λ−1 and the particle radius a. For LiF and Al2O3 we find a
clearly resolved series of optical resonances. For the smaller particles they are due
to absorption while for larger particles they are scattering resonances. The crossover
between scattering and absorption occurs in the first resonance. For comparison, we
display in Fig. 15 also results for Cu2O particles which do not show clearly resolved
resonances. For this material ε ′ < 0 but ε ′′ is not sufficiently small to allow for sharp
resonances. Nevertheless for submicron-sized particles a small extinction resonance
due to absorption can be identified near 630 cm−1.
The extinctions resonances are blue-shifted with increasing particle charge [58].
This effect is most significant for small particles. Fig. 16 shows the small particle
tail of the lowest extinction resonance for LiF and Al2O3. The main panel shows
the extinction efficiency as a function of the particle radius a and the inverse wave-
length λ−1 for ns = 5× 1012cm−1 (LiF) or nb = 3ns/a (Al2O3). Superimposed is
the extinction maximum for several values of ns and corresponding nb. The top and
bottom panel show the lineshape of the extinction resonance for a = 0.2µm and
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Fig. 17 Position of the extinction resonance depending on the surface charge ns for LiF, MgO,
Cu2O and Al2O3 (for equivalent bulk charge nb = 3nS/a) particles with different radii a. Solid
(dashed) lines are obtained from the Mie contour [Eqs. (64) and (65)].
a = 0.05µm. For both materials the surplus electrons lead to a blue-shift of the
resonance.
For submicron-sized particles where the resonance shift is most significant a <
λ . In this small particle limit we can expand the scattering coefficients for small
ρ . To ensure that in the limit of an uncharged surface, that is, for τ → 0, arn and
brn converge to their known small ρ expansions [54], we substitute t = τ/ρ prior
expanding the scattering coefficients. Up to O(ρ3) this yields ar1 = a
r
2 = b
r
2 = 0 and
only br1 ∼ O(ρ3) contributes. Then the extinction efficiency reads
Qt =
12ρ (ε ′′+α ′′+2τ ′/ρ)
(ε ′+α ′+2−2τ ′′/ρ)2+(ε ′′+α ′′+2τ ′/ρ)2 , (63)
where we have restored τ . Excess charges enter either by τ (χ < 0) or α (χ > 0).
For τ,α → 0 this gives the limit of Rayleigh scattering. The resonance is located at
wavenumbers where
ε ′+2−2τ ′′/ρ = 0 for χ < 0, (64)
ε ′+α ′+2 = 0 for χ > 0, (65)
and has a Lorentzian shape provided ε ′′ and τ ′ (or α ′′) vary only negligibly near the
resonance wavelength. Figure 16 confirms the Lorentzian lineshape for Al2O3. For
LiF, however, ε ′′ has a hump (see Fig. 15) close to the resonance due to a second
TO phonon mode which is much weaker than the dominant TO phonon. This leads
to the deviation form the Lorentzian lineshape.
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For an uncharged surface the resonance is at λ−10 for which ε
′ = −2. For χ < 0
the shift of the resonance is proportional to τ ′′ and thus to ns, provided ε ′ is well
approximated linearly in λ−1 and τ ′′ does not vary significantly near λ−10 . In this
case, we substitute in (64) the expansions ε ′ =−2+ cε(λ−1−λ−10 ) and τ ′′ = cτns
where cε = ∂ε ′/(∂λ−1)|λ−10 and cτ = τ
′′/ns|λ−10 . Then the resonance is located at
λ−1 = λ−10 + cτns/(picεaλ
−1
0 ). For χ > 0 the resonance is located at λ
−1 = λ−10 −
cαnb/cε where cα = α ′/nb|λ−10 .
The proportionality of the resonance shift to ns for LiF and nb for Al2O3 can
also be seen in Fig. 17 where we plot on the abscissa the shift of the extinction
resonance arising from the surface electron density (or corresponding bulk electron
density) given on the ordinate for LiF, MgO (χ < 0) as well as Cu2O and Al2O3
(χ > 0). Both bulk and surface electrons lead qualitatively to the same resonance
shift. Note that even for Cu2O which does not show clearly resolved extinction
resonance a shift is discernible. The most promising candidate for an optical charge
measurement is Al2O3 where the shift is strongest.
To illustrate the similarity of bulk and surface electron effects we consider the
resonance condition (64) or (65) for free electrons, which then becomes
ε ′− 2Ne
2
(ma3ω2)
=−2 (66)
for χ < 0 and
ε ′− 3Ne
2
(m∗a3ω2)
=−2 (67)
for χ > 0, where N is the number of electrons on the sphere. The effect of surface
electrons is weaker by a factor of 2m∗/3m. The factor 2/3 can be understood as
a geometric factor as only the parallel component of the electric field acts on the
spherically confined electron gas. Most important, however, the fact that τ/ρ and α
enter the resonance condition on the same footing shows that the resonance blueshift
is in the first place an electron density effect on the polarizability of the grain. We
therefore expect the shift to prevail also for a more complex electron distribution
on the grain between the two limiting cases of a surface and a homogeneous bulk
charge.
Our results suggest to use the shift of the extinction resonance to determine the
particles charge. This requires the use of particles with a strong TO phonon res-
onance in the dielectric constant ε = ε ′+ iε ′′ which leads to ε ′ < 0 and ε ′′  1
above the TO phonon frequency. The resoance shift is found for particles with sur-
face (χ < 0, e.g. MgO, LiF) as well as bulk excess electrons (χ > 0 e.g. Al2O3).
For dusty plasmas an optical charge diagnostic can be rather attractive because es-
tablished methods for measuring the particle charge [44, 45, 46] require plasma
parameters which are not precisely known whereas the charge measurement by Mie
scattering does not (see Fig. 18). Particles showing the resonance shift could be em-
ployed as minimally invasive electric probes, which collect electrons depending on
the local plasma environment. Determining their charge from Mie scattering and the
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Fig. 18 Conventional charge measurement (left) and proposed optical charge measurement by Mie
scattering (right). Conventional charge measurements rely on trapping the particle in the sheath and
exploiting a force balance between gravity and the electric force on the particle. The knowledge of
the plasma parameters is required to infer the particle charge. The optical measurement does not
require the knowledge of plasma parameters.
forces acting on them by conventional means [44, 45, 46] would then allow to ex-
tract the local plasma parameters. Moreover, the Mie signal would provide a charge
diagnostic for nanodust [47], which is too small and light for traditional charge mea-
surements.
5 Summary
This chapter introduces a microscopic modelling of the plasma wall which com-
plements traditional sheath models by an interface region—the ESL. In this model
the negative charge on the plasma boundary is treated as a wall-thermalised elec-
tron distribution minimising the grand canonical potential and satisfying Poisson’s
equation. Its boundary with the plasma sheath is determined by a force balance be-
tween the attractive image potential and the repulsive sheath potential and lies in
front of the crystallographic interface. Depending on the electron affinity χ , that is
the offset of the conduction band minimum to the potential in front of the surface,
two scenarios for the wall-bound electrons are realised. For χ < 0 (e.g. MgO, LiF)
electrons do not penetrate into the solid but are trapped in the image states in front
of the surface where they form a quasi two-dimensional electron gas. For χ > 0
(e.g. SiO2, Al2O3) electrons penetrate into the conduction band where they form an
extended space charge.
These different scenarios are also reflected in the electron physisorption at the
wall. For χ < 0 electrons from the plasma cannot penetrate into the solid. They are
trapped in the image states in front of the surface. The transitions between unbound
and bound states are due to surface vibrations. In this case the sticking coefficient
for electrons is relatively small, typically on the order of 10−3. For χ > 0 electron
physisorption takes place in the conduction band. For this case sticking coefficients
and desorption times have not been calculated yet but in view of the more efficient
scattering with bulk phonons, responsible for electron energy relaxation in this case,
we expect them to be larger than for the case of χ < 0. This indicates that the
electron affinity should be an important parameter for the charging-up of plasma
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walls. In particular dusty plasmas offer the possibility to study experimentally the
charge-up of dust grains depending on this parameter.
Our microscopic model can also be applied to study the optical properties of the
wall-bound electrons on a dust particle. Surplus electrons affect the polarisability of
the dust particle by their surface (χ < 0) or bulk conductivity (χ > 0). This leads
to a blue-shift of an extinction resonance in the infrared for negatively charged dust
particles. This effect offers an optical way to measure the particle charge which,
unlike tradition charge measurements, does not require the plasma parameters at the
position of the particle.
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