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Abstract
Many practical problems can be described by second-order system q¨ = −M∇U(q), in which
people give special emphasis to some invariants with explicit physical meaning, such as energy,
momentum, angular momentum, etc. However, conventional numerical integrators for such systems
will fail to preserve any of these quantities which may lead to qualitatively incorrect numerical
solutions. This paper is concerned with the development of energy-preserving continuous-stage
Runge-Kutta-Nystro¨m (csRKN) methods for solving second-order systems. Sufficient conditions
for csRKN methods to be energy-preserving are presented and it is proved that all the energy-
preserving csRKN methods satisfying these sufficient conditions can be essentially induced by
energy-preserving continuous-stage partitioned Runge-Kutta methods. Some illustrative examples
are given and relevant numerical results are reported.
Keywords: Continuous-stage Runge-Kutta-Nystro¨m methods; Hamiltonian systems; Symplectic;
Energy preservation.
1. Introduction
In science and engineering fields, there are many problems that can be modelled by ordinary,
or partial, differential equations, amongst which those special ones possessing geometric features
have drawn much attention in numerical differential equations [3, 15, 19, 22, 29]. In this paper, we
are concerned with the following Hamiltonian system of ordinary differential equations [2]
p˙ = −∇qH(p, q), q˙ = ∇pH(p, q), p(t0) = p0 ∈ Rd, q(t0) = q0 ∈ Rd, (1.1)
where H(p, q) is called the Hamiltonian function (the total energy) of the system. This system
has two important geometric properties in phase space: symplecticity and energy conservation [2].
As is well known, for such system, a famous geometric integration approach called “symplectic
integration” has been placed on a central position in modern scientific computing since 1980s (see
[3, 10, 13, 14, 15, 19, 22, 28, 29, 47] and references therein), while in more recent years there has been
a rising interest in the subject of energy-preserving integration [4, 5, 9, 12, 20, 23, 24, 25, 26, 27, 31,
46]. Symplectic integrators are important and rather popular due to their global restriction of the
numerical solutions in all directions by the symplectic structure in the phase space. In contrast, as
∗Corresponding author.
Email address: tangws@lsec.cc.ac.cn (Wensheng Tang)
Preprint submitted to Elsevier August 28, 2018
ar
X
iv
:1
80
8.
08
45
1v
1 
 [m
ath
.N
A]
  2
5 A
ug
 20
18
pointed out in [29], energy-preserving integrators may be more beneficial for numerical integration
of low-dimensional Hamiltonian systems, by noticing the fact that the preservation of energy is
a rather weak restriction for the numerical solutions when the dimension of the system is large.
However, compared to symplectic integrators, energy-preserving integrators can be more adaptable
for variable time step computation and usually excellent for the integration of chaotic systems,
molecular systems and stiff systems [1, 5, 17, 19, 30]. Unfortunately, in general it is impossible for
us to construct a method preserving the symplecticity and energy at the same time for a general
nonlinear Hamiltonian system [11, 16], hence we can not have the benefits of preserving both
properties. Nevertheless, symplectic methods are known to preserve a modified Hamiltonian [19]
which implies a near-preservation of the energy, and there is another interesting result shown in [11]
stating that a symplectic method is formally conjugate to a method that preserves the Hamitonian
(the total energy) exactly. Conversely, the existence of conjugate-symplectic (a symplectic-like
conception in a weak sense) energy-preserving B-series integrators is affirmative — though it is still
a great challenge to find a computational method of such type [21].
Recently, continuous-stage approaches are introduced and developed for solving initial value
problems of ordinary differential equations (ODEs), following the pioneering work of Butcher [6, 7, 8]
and Hairer [20]. Such approaches have led to many interesting applications in geometric integration.
Some typical applications can be found in literature, such as: symplectic integrators can be derived
from Galerkin variational problems, and these integrators can be interpreted and analyzed by
virtue of continuous-stage methods [31, 36, 43]; a number of newly-developed energy-preserving
methods can be closely connected to continuous-stage methods [4, 9, 12, 20, 23, 24, 25, 26, 31, 46];
a wide variety of novel symplectic and symmetric methods can be constructed in use of continuous-
stage approaches [32, 33, 34, 35, 37, 38, 39, 40, 41, 42, 44]; the conjugate-symplecticity of energy-
preserving methods can be investigated in the context of continuous-stage methods [20, 21, 33].
Hopefully, other new applications of continuous-stage methods in geometric integration can be
explored in the forthcoming future.
As is well known, second-order ordinary differential equations (ODEs) in the form q¨ = −M∇U(q)
(with a constant symmetric matrix M) are frequently encountered in various fields such as celes-
tial mechanics, molecular dynamics, plasma physics, biological chemistry and so on [15, 19, 29].
More recently, for solving such second-order ODEs, the present author et al. [34, 37, 44, 45] have
developed many new families of symplectic and symmetric integrators by using various weighted or-
thogonal polynomials in the context of continuous-stage Runge-Kutta-Nystro¨m (csRKN) methods.
A highlighted advantage for adopting RKN-type methods in the numerical integration is that they
can save about half of the storage and reduce the computational cost accordingly when compared
to Runge-Kutta methods [18]. In this paper, we focus on the development of energy-preserving
continuous-stage Runge-Kutta-Nystro¨m (csRKN) methods. For this sake, we shall first explore the
sufficient conditions for csRKN methods to be energy-preserving, and then by virtue of the derived
conditions we discuss the construction of new RKN-type energy-preserving integrators.
This paper will be organized as follows. In Section 2, we first present the sufficient conditions
for csRKN methods to be energy-preserving, and then it is shown that they can be closely related to
continuous-stage partitioned Runge-Kutta (csPRK) methods. This is followed by Section 3, where
some illustrative examples for the construction of energy-preserving integrators will be included
and some discussions on their numerical implementations will be given. Section 4 is devoted to
exhibit some numerical results. At last, we end our paper in Section 5.
2
2. Energy-preserving conditions
Consider the following initial value problem governed by a second-order system
q¨ = −M∇U(q), q(t0) = q0 ∈ Rd, q˙(t0) = q˙0 ∈ Rd, (2.1)
whereM ∈ Rd×d is a constant, symmetric and invertible matrix, and U(q) (the potential energy) is a
differentiable scalar function. Such system can be transformed into a special separable Hamiltonian
system with the Hamiltonian H(p, q) = 12p
TMp+ U(q) = 12 q˙
TM−1q˙ + U(q), which reads
p˙ = −∇U(q), q˙ = Mp, (2.2)
and the corresponding initial value condition is given by p(t0) = M
−1q˙0, q(t0) = q0. It is known that
H(p, q) (the total energy) is an invariant or a first integral of the system, say H(p(t), q(t)) = Const
along the solution curves of (2.2), which will to be considered in the energy-preserving time-
discretization of the system later.
By using the notation p0 = M
−1q˙0, we introduce the following continuous-stage Runge-Kutta-
Nystro¨m (csRKN) method for solving (2.1) [34, 37]
Qτ = q0 + hCτMp0 − h2M
∫ 1
0
A¯τ,σ∇U(Qσ)dσ, τ ∈ [0, 1], (2.3a)
q1 = q0 + hMp0 − h2M
∫ 1
0
B¯τ∇U(Qτ )dτ, (2.3b)
p1 = p0 − h
∫ 1
0
Bτ∇U(Qτ )dτ. (2.3c)
where A¯τ,σ is a smooth function of variables τ, σ ∈ [0, 1] and B¯τ , Bτ , Cτ are smooth functions of
τ ∈ [0, 1]. The method (2.3) is said to have order p, if for all sufficiently regular problem (2.1), as
h→ 0, its local error satisfies [18]
q1 − q(t0 + h) = O(hp+1), p1 − p(t0 + h) = O(hp+1).
By definition, to construct a energy-preserving csRKN method is to design suitable Butcher
coefficient functions A¯τ,σ, B¯τ , Bτ , Cτ so as to guarantee the preservation of energy, i.e.,
H(pn+1, qn+1) = H(pn, qn), n = 0, 1, 2, · · · .
Without loss of generality, for a one-step method, it suffices to consider the case after one step
computation. In our case, we need to impose the following requirement
H(p1, q1) = H(p0, q0), (2.4)
on the one-step scheme (2.3).
Theorem 2.1. If there exists a smooth binary function Aτ,σ, such that the coefficients of the csRKN
method (2.3) satisfy
C0 = 0 and C1 = 1, (2.5a)
A¯0,σ = 0, A¯1,σ = B¯σ, ∀σ ∈ [0, 1], (2.5b)
A0,σ = 0, A1,σ = Bσ = C
′
σ, ∀σ ∈ [0, 1], (2.5c)∫ 1
0
A′τ,ηAτ,ζ dτ = A¯
′
η,ζ , ∀ η, ζ ∈ [0, 1], (2.5d)
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where1
A′τ,σ =
∂
∂τ
Aτ,σ, A¯
′
τ,σ =
∂
∂τ
A¯τ,σ,
then the method is energy-preserving for solving system (2.1).
Proof. Firstly, we define Pτ as
p(t0 + τh) ≈ Pτ = p0 − h
∫ 1
0
Aτ,σ∇U(Qσ)dσ, τ ∈ [0, 1], (2.6)
and here Aτ,σ is assumed to satisfy (2.5c). From (2.5a)-(2.5c), it follows
P0 = p0, P1 = p1, Q0 = q0, Q1 = q1,
which means Pτ and Qτ as continuous functions join the numerical solutions at the two ends of
integration interval [t0, t0+h] and they can be regarded as the approximations to the exact solutions
p(t) = p(t0 + τh) and q(t) = q(t0 + τh), τ ∈ [0, 1]. Hence, by means of the fundamental theorem of
calculus and using MT = M , we have
H(p1, q1)−H(p0, q0)
=
∫ 1
0
d
dτ
H(Pτ , Qτ ) dτ
=
∫ 1
0
P Tτ MP
′
τ + (Q
′
τ )
T∇U(Qτ )dτ.
(2.7)
By using (2.6), it gives∫ 1
0
PTτ MP
′
τ dτ
=
∫ 1
0
[(
pT0 − h
∫ 1
0
Aτ,ζ(∇U(Qζ))T dζ
)
M
(
− h
∫ 1
0
A′τ,η∇U(Qη)dη
)]
dτ
= −h
∫ 1
0
[ ∫ 1
0
A′τ,ηdτ︸ ︷︷ ︸
=Bη
pT0M∇U(Qη)
]
dη + h2
∫ 1
0
∫ 1
0
[( ∫ 1
0
Aτ,ζA
′
τ,ηdτ
)
(∇U(Qζ))TM∇U(Qη)
]
dηdζ
= −h
∫ 1
0
Bηp
T
0M∇U(Qη) dη + h2
∫ 1
0
∫ 1
0
[( ∫ 1
0
A′τ,ηAτ,ζdτ
)
(∇U(Qζ))TM∇U(Qη)
]
dηdζ,
where we have used the following identity∫ 1
0
A′τ,ηdτ = Aτ,η
∣∣∣1
0
= Bη.
1Hereafter we always use primes for denoting the partial derivatives with respect to the first variable (subscript)
of binary functions. Moreover, the notation Aτ,η
∣∣∣1
0
= A1,η −A0,η as well as other similar notations is also associated
with the first variable.
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Similarly, by using (2.3a) we have∫ 1
0
(Q′τ )
T∇U(Qτ ) dτ
=
∫ 1
0
(Q′η)
T∇U(Qη) dη
=
∫ 1
0
[(
hC ′ηp
T
0M − h2
∫ 1
0
A¯′η,ζ(∇U(Qζ))TM dζ
)
∇U(Qη)
]
dη
= h
∫ 1
0
C ′ηp
T
0M∇U(Qη) dη − h2
∫ 1
0
∫ 1
0
[
A¯′η,ζ(∇U(Qζ))TM∇U(Qη)
]
dηdζ.
Substituting the two formulas above into (2.7) yields (2.4) which completes the proof.
Theorem 2.2. The conditions (2.5c) and (2.5d) imply
A¯′τ,σ + A¯
′
σ,τ ≡ BτBσ, ∀ τ, σ ∈ [0, 1]. (2.8)
If we assume Bτ ≡ 1, then (2.8) becomes
A¯′τ,σ + A¯
′
σ,τ ≡ 1, ∀ τ, σ ∈ [0, 1]. (2.9)
Proof. By exchanging the variables η and ζ in (2.5d), it yields∫ 1
0
A′τ,ζAτ,η dτ = A¯
′
ζ,η, ∀ η, ζ ∈ [0, 1]. (2.10)
Adding (2.10) with (2.5d) and using (2.5c) gives
A¯′η,ζ + A¯
′
ζ,η =
∫ 1
0
(
A′τ,ηAτ,ζ +A
′
τ,ζAτ,η
)
dτ = Aτ,ηAτ,ζ
∣∣∣1
0
= BηBζ , ∀ η, ζ ∈ [0, 1],
which leads to (2.8). The formulae (2.9) is straightforward from (2.8) when Bτ ≡ 1.
Theorem 2.3. If we define
Âτ,σ =
∫ τ
0
A′σ,ζ dζ, ∀ τ, σ ∈ [0, 1], (2.11)
then it gives
Â0,σ = 0, A
′
τ,σ = Â
′
σ,τ , ∀ τ, σ ∈ [0, 1], (2.12)
and vice versa. Moreover, under the condition A¯0,σ = 0 (see also (2.5a)), the formula (2.5d) implies
A¯τ,σ =
∫ 1
0
Âτ,ρAρ,σ dρ, ∀ τ, σ ∈ [0, 1]. (2.13)
Proof. The equivalence between (2.11) and (2.12) is easy to verify by conducting some elementary
calculations. By taking integral of (2.5d) with respect to τ and using A¯0,σ = 0, it follows∫ 1
0
Âα,ρAρ,σ dρ =
∫ 1
0
( ∫ α
0
A′ρ,τ dτ
)
Aρ,σ dρ =
∫ α
0
A¯′τ,σ dτ = A¯τ,σ
∣∣∣α
0
= A¯α,σ, ∀α, σ ∈ [0, 1],
which gives (2.13) by replacing the notation α with τ .
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By virtue of Theorem 2.3, we derive a modified version of Theorem 2.1.
Theorem 2.4. If there exists a smooth binary function Aτ,σ, such that the coefficients of the csRKN
method (2.3) satisfy
C0 = 0 and C1 = 1, (2.14a)
A¯0,σ = 0, A¯1,σ = B¯σ, ∀σ ∈ [0, 1], (2.14b)
A0,σ = 0, A1,σ = Bσ = C
′
σ, ∀σ ∈ [0, 1], (2.14c)
A¯τ,σ =
∫ 1
0
Âτ,ρAρ,σ dρ, ∀ τ, σ ∈ [0, 1], (2.14d)
where Âτ,ρ is defined via (2.11), then the method is energy-preserving for solving system (2.1).
Particularly, if Bτ = 1, Cτ = τ , then the first condition (2.14a) can be removed and accordingly
(2.14c) should be replaced by
A0,σ = 0, A1,σ = 1, ∀σ ∈ [0, 1]. (2.15)
Proof. This is a direct result of Theorem 2.1 and Theorem 2.3.
In what follows, we show that all the energy-preserving csRKN methods determined by Theo-
rem 2.4 can be derived from energy-preserving continuous-stage partitioned Runge-Kutta (csPRK)
methods. To show this, we need the following two theorems.
Theorem 2.5. Suppose that Bσ satisfy (2.5a) and (2.5c), and by means of (2.11) we define B̂σ as
B̂σ = Â1,σ =
∫ 1
0
A′σ,ζ dζ, ∀σ ∈ [0, 1],
where Aσ,ζ is assumed to satisfy (2.5c), then we have∫ 1
0
Bσdσ = 1,
∫ 1
0
B̂σdσ = 1. (2.16)
Proof. By using (2.5a) and (2.5c), we have∫ 1
0
Bσdσ =
∫ 1
0
C ′σdσ = Cσ
∣∣∣1
0
= 1.
Besides, by exchanging the order of integration and using (2.5c), it follows∫ 1
0
B̂σdσ =
∫ 1
0
( ∫ 1
0
A′σ,ζ dζ
)
dσ =
∫ 1
0
( ∫ 1
0
A′σ,ζ dσ
)
dζ =
∫ 1
0
Aσ,ζ
∣∣∣1
0
dζ =
∫ 1
0
Bζdζ = 1.
Theorem 2.6. The conditions (2.5a) and (2.5c) implies that
Cτ =
∫ 1
0
Âτ,σdσ, ∀ τ ∈ [0, 1], (2.17)
where Âτ,ρ is defined via (2.11).
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Proof. By using (2.5a) and (2.5c) we get
Cτ = Cτ − C0 =
∫ τ
0
C ′σdσ =
∫ τ
0
A1,σdσ.
On the other hand, for each fixed τ , by exchanging the order of integration and using (2.5c) it
follows∫ 1
0
Âτ,σdσ =
∫ 1
0
( ∫ τ
0
A′σ,ζ dζ
)
dσ =
∫ τ
0
( ∫ 1
0
A′σ,ζ dσ
)
dζ =
∫ τ
0
Aσ,ζ
∣∣∣1
0
dζ =
∫ τ
0
A1,ζdζ,
which gives rise to (2.17) by comparing the two formulae above.
In addition, let us review some existing results presented in [46]. For the numerical integration
of a general Hamiltonian system (1.1), the so-called csPRK method (a kind of P-series integrators
[19]) can be formulated as [46]
Pτ = p0 − h
∫ 1
0
Aτ, σ∇qH(Pσ, Qσ) dσ, τ ∈ [0, 1],
Qτ = q0 + h
∫ 1
0
Âτ, σ∇pH(Pσ, Qσ) dσ, τ ∈ [0, 1],
p1 = p0 − h
∫ 1
0
Bτ∇qH(Pτ , Qτ ) dτ,
q1 = q0 + h
∫ 1
0
B̂τ∇pH(Pτ , Qτ ) dτ,
(2.18)
and the corresponding energy-preserving condition can be stated as follows.
Theorem 2.7. [46] If the coefficients of the csPRK method (2.18) satisfy
A0,σ = 0, A1,σ = Bσ, ∀σ ∈ [0, 1],
Â0,σ = 0, Â1,σ = B̂σ, ∀σ ∈ [0, 1],
A′τ,σ = Â
′
σ,τ , ∀ τ, σ ∈ [0, 1],
(2.19)
then the method is energy-preserving for solving Hamiltonian system (1.1).
Particularly, if we apply the csPRK method (2.18) with coefficients satisfying (2.19) to the
Hamiltonian system (2.2), then it gives
Pτ = p0 − h
∫ 1
0
Aτ, σ∇U(Qσ) dσ, τ ∈ [0, 1], (2.20a)
Qτ = q0 + h
∫ 1
0
Âτ, σMPσ dσ, τ ∈ [0, 1], (2.20b)
p1 = p0 − h
∫ 1
0
Bτ∇U(Qτ ) dτ, (2.20c)
q1 = q0 + h
∫ 1
0
B̂τMPτ dτ, (2.20d)
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and here we assume2 ∫ 1
0
Bτdτ = 1,
∫ 1
0
B̂τdτ = 1. (2.21)
It is observed that (2.20a) is superfluous for obtaining the numerical solutions p1 and q1, because
we can substitute it into other formulae to get a simplified scheme and then it can be removed. To
be specific, by inserting (2.20a) into (2.20b), it yields
Qτ = q0 + hCτMp0 − h2M
∫ 1
0
A¯τ,σ∇U(Qσ)dσ, (2.22)
where
Cτ =
∫ 1
0
Âτ,σdσ, A¯τ,σ =
∫ 1
0
Âτ,ρAρ,σdρ. (2.23)
Similarly, by inserting (2.20a) into (2.20d) and using (2.21), we have
q1 = q0 + hMp0 − h2M
∫ 1
0
B¯τ∇U(Qτ )dτ, (2.24)
where
B¯τ =
∫ 1
0
B̂ρAρ,τdρ. (2.25)
Moreover, by using (2.19), we get
A¯0,σ =
∫ 1
0
Â0,ρAρ,σdρ = 0, A¯1,σ =
∫ 1
0
Â1,ρAρ,σdρ =
∫ 1
0
B̂ρAρ,σdρ = B¯σ. (2.26)
Consequently, (2.20c), (2.22) and (2.24) constitute a csRKN method in the form (2.3), and the
csRKN coefficients satisfy (2.23), (2.25) and (2.26). On the basis of these analyses above, the
following result is derived.
Theorem 2.8. An energy-preserving csRKN method acquired by Theorem 2.1 is equivalent to an
energy-preserving csPRK method originated from Theorem 2.7 (with the condition (2.21) being
satisfied). Moreover, the csRKN method is at least of the same order of the associated csPRK
method.
Proof. On account of the process from (2.20) to (2.26), the statement can be easily obtained by
combining Theorem 2.3, Theorem 2.4, Theorem 2.5, Theorem 2.6 and Theorem 2.7. The only fact
needs to be proved is the converse of Theorem 2.6. From the first formula of (2.23) (see also (2.17)),
it is clear that
C0 =
∫ 1
0
Â0,σdσ = 0, C1 =
∫ 1
0
Â1,σdσ =
∫ 1
0
B̂σdσ = 1,
where we have used (2.19) and (2.21). Besides, we have
C ′τ =
∫ 1
0
Â′τ,σdσ. (2.27)
2This assumption guarantees a P-series integrator to have order at least 1 [19].
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By Theorem 2.3, (2.19) implies (2.11). Therefore, inserting (2.11) into (2.27) and using (2.19)
yields
C ′τ =
∫ 1
0
A′σ,τdσ = Aσ,τ
∣∣∣1
0
= A1,τ = Bτ . (2.28)
Consequently, we get (2.5a) and (2.5c) from (2.23) and (2.19).
Remark 2.9. We must stress that, in general, a csRKN method (excluding the class of energy-
preserving methods presented in this paper) is not necessarily equivalent to the method induced
by a csPRK method. The reason lies in the fact that the coefficients of a csRKN method do not
necessarily satisfy (2.23) and (2.25). This fact is similar to the classical case (see [18], P.284).
From Theorem 2.8, it is suggested that one might as well construct an energy-preserving csRKN
method by virtue of an energy-preserving csPRK method, while the derivation of energy-preserving
csPRK methods has been discussed in the previous study by the present author [46]. For conve-
nience, in the following we mention two useful results which are based on the normalized shifted
Legendre polynomial Lj(x):
L0(x) = 1, Lj(x) =
√
2j + 1
j!
dj
dxj
(
xj(x− 1)j
)
, j = 1, 2, 3, · · · .
Theorem 2.10. [46] If the coefficients of the csPRK method (2.18) are of the following forms
Aτ,σ =
s−1∑
i=0
r−1∑
j=0
α(i,j)
∫ τ
0
Li(x) dxLj(σ), Bτ =
r−1∑
j=0
α(0,j)Lj(τ),
Âτ,σ =
r−1∑
i=0
s−1∑
j=0
α̂(i,j)
∫ τ
0
Li(x) dxLj(σ), B̂τ =
s−1∑
j=0
α̂(0,j)Lj(τ),
(2.29)
where the real coefficients α̂(i,j) and α(j,i) satisfy α̂(i,j) = α(j,i), then the method is energy-preserving
for solving a general Hamiltonian system (1.1). Moreover, the method has order at least 1 if and
only if α̂(0,0) = α(0,0) = 1.
Theorem 2.11. [46] The csPRK method (2.18) with coefficients given by (s, r ≥ η + 1)
Aτ,σ =
η−1∑
j=0
∫ τ
0
Lj(x) dxLj(σ) +
s−1∑
i=η
r−1∑
j=η
α(i,j)
∫ τ
0
Li(x) dxLj(σ), Bτ = 1,
Âτ,σ =
η−1∑
j=0
∫ τ
0
Lj(x) dxLj(σ) +
r−1∑
i=η
s−1∑
j=η
α̂(i,j)
∫ τ
0
Li(x) dxLj(σ), B̂τ = 1,
(2.30)
is energy-preserving and at least of order p = 2η (η ≥ 1) for solving a general Hamiltonian system
(1.1), where the real coefficients α̂(i,j) and α(j,i) satisfy α̂(i,j) = α(j,i).
3. Examples of energy-preserving methods and numerical implementations
In this section, we present some examples for illustrating the construction of energy-preserving
RKN-type methods and give some comments about their numerical implementations. We intro-
duce two approaches to devise such methods. The first one is a direct way by considering using
the method of undetermined coefficients on the basis of Theorem 2.1 and Theorem 2.2. As an
illustration, we present the following example.
9
Example 3.1. Assume Bτ = 1, Cτ = τ and let
A¯τ,σ = aτ
2 + bτσ + cτ + d, Aτ,σ = âτ
2σ + b̂τσ + ĉτ + d̂, (3.1)
where a, b, c, d are coefficients to be determined, noting that by Theorem 2.1 it needs to verify the
existence of Aτ,σ by finding out the undetermined coefficients â, b̂, ĉ, d̂. By using (2.9), we get
b = −2a, c = 12 . Besides, from (2.5b) and (2.5c), it gives d = 0, d̂ = 0, ĉ = 1, b̂ = −â and
B¯σ = A¯1,σ = a− 2aσ+ 12 . Finally, by inserting (3.1) into (2.5d) it follows that â = 12a, b̂ = −12a,
which verifies the existence of Aτ,σ. As a consequence, we get a family of energy-preserving csRKN
methods with coefficients given by
A¯τ,σ = aτ
2 − 2aτσ + τ
2
, B¯τ = a− 2aτ + 1
2
, Bτ = 1, Cτ = τ, (3.2)
which is at least of order3 2. Particularly, when a = 12 , the corresponding method is symmetric
4
and of order 4.
The second approach is not direct but very effective, the idea of which is based on Theorem
2.8. To illustrate this approach, in what follows we make use of some available energy-preserving
csPRK methods (derived by Theorem 2.10 or Theorem 2.11, see [46] for more details) to get new
energy-preserving csRKN methods.
Example 3.2. The θ-parameter family of energy-preserving csPRK methods with coefficients given
by [46]
Aτ,σ = θτ
2 + (1− θ)τ, Bτ = 1; Âτ,σ = (2θσ + 1− θ)τ, B̂τ = 2θτ + 1− θ, (3.3)
has order at least 1 (if and only if θ = 0 the order becomes higher, say, 2). Substituting (3.3) into
(2.23) and (2.25), it gives
A¯τ,σ =
τ
2
, B¯τ =
1
2
, Bτ = 1, Cτ = τ, (3.4)
which corresponds to a special case of (3.2) when a = 0 and the method is of order 2. Moreover, if
we interchange the role of (Aτ,σ, Bτ ) and (Âτ,σ, B̂τ ) in (3.3), then it leads to
A¯τ,σ =
(θτ2 + τ − θτ)(2θσ + 1− θ)
2
, B¯τ = θτ +
1− θ
2
, Bτ = 2B¯τ , Cτ = θτ
2 + (1− θ)τ, (3.5)
which produces a family of 1-order energy-preserving csRKN methods. Particularly, if we let θ = 0
in (3.5), then we retrieve (3.4).
Example 3.3. A family of 4-order energy-preserving csPRK integrators is given by [46]
Aτ,σ = θ2(30σ
2 − 30σ + 5)τ4 + (2θ1 − 10θ2)(6σ2 − 6σ + 1)τ3
+
[
(6θ2 − 3θ1)(6σ2 − 6σ + 1) + 6σ − 3
]
τ2
+
[
(θ1 − θ2)(6σ2 − 6σ + 1)− 6σ + 4
]
τ, Bτ = 1,
Âτ,σ = 2
[
θ1(6σ
2 − 6σ + 1) + θ2(20σ3 − 30σ2 + 12σ − 1)
]
τ3
− 3[θ1(6σ2 − 6σ + 1) + θ2(20σ3 − 30σ2 + 12σ − 1)− 2σ + 1]τ2
+
[
θ1(6σ
2 − 6σ + 1) + θ2(20σ3 − 30σ2 + 12σ − 1)− 6σ + 4
]
τ, B̂τ = 1.
(3.6)
3The order conditions for RKN-type methods can be expressed with SN-trees (see [18], page 291-292).
4It is easy to verify that the coefficients of the method satisfy the symmetric condition for csRKN methods [44].
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Substituting (3.6) into (2.23) and (2.25), it gives a family of 4-order energy-preserving csRKN
methods with coefficients
A¯τ,σ =
1
10
[
(4θ1σ − 2θ1)τ3 + (−6θ1σ2 + 2θ1 + 5)τ2
+ (6θ1σ
2 − 4θ1σ − 10σ + 5)τ
]
,
B¯τ = 1− τ, Bτ = 1, Cτ = τ.
(3.7)
By exchanging the role of (Aτ,σ, Bτ ) and (Âτ,σ, B̂τ ) in (3.6), it gives another family of 4-order
energy-preserving csRKN methods with coefficients
A¯τ,σ =
1
10
[
(10θ2σ − 5θ2)τ4 + (−20θ2σ + 4θ1σ − 2θ1 + 10θ2)τ3
+ (−20θ2σ3 − 6θ1σ2 + 30θ2σ2 + 2θ1 − 5θ2 + 5)τ2
+ (20θ2σ
3 + 6θ1σ
2 − 30θ2σ2 − 4θ1σ + 10θ2σ − 10σ + 5)τ
]
,
B¯τ = 1− τ, Bτ = 1, Cτ = τ.
(3.8)
It is observed that (3.8) contains (3.7) as a special case by considering taking θ2 = 0. Besides, if
we let θ1 = θ2 = 0 in (3.8), then we retrieve the 4-order method given by (3.2) with a =
1
2 . It is
clear that the coefficients of csRKN methods are much simpler than those of the original csPRK
methods.
As for the practical implementation, usually we have to approximate the integrals of (2.3)
by numerical quadrature. Let bi and ci be the weights and abscissae of the following k-point
interpolatory quadrature rule ∫ 1
0
ϕ(x) dx ≈
k∑
i=1
biϕ(ci), ci ∈ [0, 1], (3.9)
where
bi =
∫ 1
0
`i(x) dx, `i(x) =
k∏
j=1,j 6=i
x− cj
ci − cj , i = 1, · · · , k.
By applying the quadrature formula (3.9) of order p to (2.3), we derive a k-stage classical RKN
method
Qi = q0 + hCiMp0 − h2M
k∑
j=1
bjA¯ij∇U(Qj), i = 1, · · · , k,
q1 = q0 + hMp0 − h2M
k∑
i=1
biB¯i∇U(Qi),
p1 = p0 − h
k∑
i=1
biBi∇U(Qi),
(3.10)
where A¯ij = A¯ci,cj , B¯i = B¯ci , Bi = Bci , Ci = Cci for i, j = 1, · · · , k.
Remark 3.1. Remark that usually the quadrature-based RKN scheme (3.10) possess the same order
of the associated csRKN method when we use a quadrature formula with a high-enough degree of
precision. For the connection between the underlying csRKN method and its quadrature-based RKN
method in terms of the order accuracy, we refer the readers to Theorem 3.7 of [34].
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If the potential energy function U(q) is a polynomial, then the integrands in (2.3) can be
precisely computed by means of a suitable quadrature formula. In such a case, the quadrature-
based RKN scheme (3.10) produces an exact energy-preserving integration of (2.1) — as for the
non-polynomial case, usually the RKN method (3.10) can also be able to preserve the nonlin-
ear Hamiltonian H(p, q) up to round-off error, given that we adopt a quadrature rule with high
enough algebraic precision (some similar observations have been presented in [4, 5] for Hamiltonian
boundary value methods).
Theorem 3.2. If the coefficients of the underlying energy-preserving csRKN method (2.3) acquired
by Theorem 2.4 are polynomial functions, then the RKN scheme (3.10) is exactly energy-preserving
for the polynomial system (2.1) with a ν-degree potential energy function U(q), provided that the
quadrature formula (3.9) is of Gaussian type5 and the number of nodes, say k, satisfies
k ≥
max
{
(ν − 1)α+ β + 1, (ν − 1)α+ γ + 1
}
2
,
where A¯τ,σ is assumed to be of degree α in τ and of degree β in σ, and Bτ is assumed to be of
degree γ.
Proof. The key of the proof lies in the fact that k-point Gaussian-type quadrature formula can
precisely compute the integrals of (2.3), if the degrees of the integrands are no higher than the
algebraic precision of the quadrature. It is well to notice that the degree of B¯τ is β (since B¯σ = A¯1,σ
by Theorem 2.4), the degree of Qτ is the same as that of A¯τ,σ in τ , say α, and then the degree of
∇U(Qτ ) is (ν − 1)α.
4. Numerical tests
In this section, we report some numerical tests to verify our theoretical results. The following
eight methods are selected for comparisons in our experiments:
(1) Method I: the 2-order energy-preserving csRKN method shown in (3.2) with a = 0.1;
(2) Method II: the 2-order energy-preserving csRKN method shown in (3.2) with a = 0.2;
(3) Method III: the 1-order energy-preserving csRKN method shown in (3.5) with θ = 0.1;
(4) Method IV: the 1-order energy-preserving csRKN method shown in (3.5) with θ = 0.2;
(5) Method V: the 4-order energy-preserving csRKN method shown in (3.7) with θ1 = 0.1;
(6) Method VI: the 4-order energy-preserving csRKN method shown in (3.7) with θ1 = 0.2;
(7) GLRK 2: the Gauss-Legendre Runge-Kutta method which is symplectic and of order 2 [18];
(8) GLRK 4: the Gauss-Legendre Runge-Kutta method which is symplectic and of order 4 [18].
5This means the quadrature formula is exact for all polynomial functions with degree ≤ 2k − 1.
12
−1
−18
−16
−14
−12
−10
−8
−6
−4
−2
−H
0|
Figure 4.1: Energy (Hamiltonian) errors by eight methods for polynomial system (4.1), with step size h = 0.1.
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Figure 4.2: Energy (Hamiltonian) errors by eight methods for mathematical pendulum problem (4.2), with step size
h = 0.1.
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4.1. Test problem I
Consider the second-order system
q¨ =
1
2
q2 − q, (4.1)
which can be transformed into a polynomial Hamiltonian system and the associated Hamiltonian
function is
H =
1
2
(p2 + q2)− 1
6
q3, with p = q˙.
We take the initial value condition as p0 = 1, q0 = 0 and use the time step size h = 0.1 for
numerical integration with 10, 000 steps. Since the potential energy function U(q) = −16q3 is a
cubic polynomial, by Theorem 3.2 we can precisely compute the integrals of the associated csRKN
methods. For this problem, we use 3-point Gaussian quadrature for approximating the integrals of
method I, II, III and IV, but 4-point Gaussian quadrature for method V and VI. The numerical
result is presented in Fig. 4.1, which clearly shows the energy-preserving property of our new
methods, while two symplectic methods only give a near-preservation of the energy.
4.2. Test problem II
Consider the mathematical pendulum equation
q¨ = − sin q, (4.2)
which corresponds to a non-polynomial Hamiltonian system and the corresponding Hamiltonian
function is
H =
1
2
p2 − cos q, with p = q˙.
In our experiments, we take p0 = 0.5, q0 = 0, h = 0.1 for the numerical integration with 10, 000
steps and 4-point Gaussian quadrature is used for calculating the integrals of method I, II, V and
VI, but for the method III and IV which possess the lowest order (order 1), the 6-point Gaussian
quadrature is used. Fig. 4.2 exhibits a very similar result as that shown in test problem I.
4.3. Test problem III
Consider the well-known Kepler’s problem described by the following second-order system [19]
q¨1 = − q1
(q21 + q
2
2)
3
2
, q¨2 = − q2
(q21 + q
2
2)
3
2
. (4.3)
By introducing p1 = q˙1, p2 = q˙2, (4.3) can be recast as a nonlinear Hamiltonian system with the
Hamiltonian (the total energy)
H =
1
2
(p21 + p
2
2)−
1√
q21 + q
2
2
.
It is known that such system possesses other two invariants: the quadratic angular momentum
I = q1p2 − q2p1 = qT
(
0 1
−1 0
)
q˙, q =
(
q1
q2
)
,
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Figure 4.3: Energy (Hamiltonian) errors by eight methods for Kepler’s problem (4.3), with step size h = 0.1.
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Figure 4.4: Angular momentum errors by eight methods for Kepler’s problem (4.3), with step size h = 0.1.
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Figure 4.5: RLP invariant errors by eight methods for Kepler’s problem (4.3), with step size h = 0.1.
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Figure 4.6: Solution errors by eight methods for Kepler’s problem (4.3), with step size h = 0.1.
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Figure 4.7: Numerical orbits by eight methods for Kepler’s problem (4.3), with step size h = 0.1.
and the Runge-Lenz-Pauli-vector (RLP) invariant
L =
 p1p2
0
×
 00
q1p2 − q2p1
− 1√
q21 + q
2
2
 q1q2
0
 .
We will take the initial values as
q1(0) = 1, q2(0) = 0, p1(0) = 0, p2(0) = 1,
and the corresponding exact solution is known as
q1(t) = cos(t), q2(t) = sin(t), p1(t) = − sin(t), p2(t) = cos(t).
For such a non-polynomial system, we use 4-point Gaussian quadrature for approximating the
integrals of method V and VI, and 5-point Gaussian quadrature for method I and II, while for
method III and IV, 8-point Gaussian quadrature is applied. In our numerical experiments, we
compute and compare the accumulative errors of three invariants H, I and L with 10, 000-step
integration. These results are shown in Fig. 4.3-4.5, where the errors at each time step are carried
out in the maximum norm ||x||∞ = max(|x1|, · · · , |xn|) for x = (x1, · · · , xn) ∈ Rn. It indicates that
our methods show a practical preservation of the energy but a near-preservation of other invariants,
while two symplectic methods exhibit a practical preservation of the quadratic angular momentum6,
but show a near-preservation of other invariants. The global errors of numerical solutions are shown
6It is known that Gauss-Legendre Runge-Kutta methods can preserve all quadratic invariants of a general first-
order system y˙ = f(y) [19].
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in Fig. 4.6 and from which linear error growths for all the methods are observed. Moreover, the
numerical solutions are plotted on the phase plane (see Fig. 4.7), showing that all the methods
can mimic the phase orbits very well. These numerical observations have well conformed with our
theoretical results.
5. Concluding remarks
The constructive theory of energy-preserving continuous-stage Runge-Kutta-Nystro¨m methods
is developed for solving a special class of second-order differential equations. Sufficient conditions
for a continuous-stage Runge-Kutta-Nystro¨m method to be energy-preserving are presented. With
the presented conditions and relevant results, we can derive many new effective energy-preserving
integrators. Besides, the relationship between energy-preserving continuous-stage Runge-Kutta-
Nystro¨m methods and partitioned Runge-Kutta methods is examined. Numerical experiments
have verified our theoretical results very well.
Acknowledgements
The author was supported by the National Natural Science Foundation of China (11401055),
China Scholarship Council (No.201708430066) and Scientific Research Fund of Hunan Provincial
Education Department (15C0028).
References
[1] M.P. Allen, D.J. Tildesley, Computer Simulation of Liquids, Clarendon Press, Oxford, 1987.
[2] V.I. Arnold,Mathematical methods of classical mechanics, Vol. 60, Springer, 1989.
[3] S. Blanes, F. Casas, A Concise Introduction to Numerical Geometric Integration, Monographs
and Research Notes in Mathematics, CRC Press, 2016.
[4] L. Brugnano, F. Iavernaro, D. Trigiante, Hamiltonian boundary value methods: energy pre-
serving discrete line integral methods, J. Numer. Anal., Indust. Appl. Math., 5 (1–2) (2010),
17–37.
[5] L. Brugnano, F. Iavernaro, Line Integral Methods for Conservative Problems, Monographs and
Research Notes in Mathematics, CRC Press, Boca Raton, FL, 2016.
[6] J.C. Butcher, An algebraic theory of integration methods, Math. Comp., 26 (1972), 79-106.
[7] J.C. Butcher, The Numerical Analysis of Ordinary Differential Equations: Runge-Kutta and
General Linear Methods, John Wiley & Sons, 1987.
[8] J.C. Butcher, G. Wanner, Runge-Kutta methods: some historical notes, Appl. Numer. Math.,
22 (1996), 113–151.
[9] E. Celledoni, R. I. McLachlan, D. McLaren, B. Owren, G. R. W. Quispel, W. M. Wright.,
Energy preserving Runge-Kutta methods, M2AN 43 (2009), 645–649.
18
[10] P.J. Channel, C. Scovel, Symplectic integration of Hamiltonian systems, Nonlinearity, 3 (1990),
231–59.
[11] P. Chartier, E. Faou, A. Murua, An algebraic approach to invariant preserving integators: The
case of quadratic and Hamiltonian invariants, Numer. Math. 103 (2006), 575–590.
[12] D. Cohen, E. Hairer, Linear energy-preserving integrators for Poisson systems, BIT. Numer.
Math., 51(2011), 91–101.
[13] K. Feng, On difference schemes and symplectic geometry, Proceedings of the 5-th Inter., Sym-
posium of Differential Geometry and Differential Equations, Beijing, 1984, 42–58.
[14] K. Feng, K. Feng’s Collection of Works, Vol. 2, Beijing: National Defence Industry Press,
1995.
[15] K. Feng, M. Qin, Symplectic Geometric Algorithms for Hamiltonian Systems, Spriger and
Zhejiang Science and Technology Publishing House, Heidelberg, Hangzhou, First edition, 2010.
[16] Z. Ge, J. E. Marsden, Lie-Poisson Hamilton-Jacobi theory and Lie-Poisson integrators, Phys.
Lett. A, 133 (3) (1988), 134–139.
[17] E. Hairer, Variable time step integration with symplectic methods, Appl. Numer. Math., 25
(1997), 219–227.
[18] E. Hairer, S. P. Nørsett, G. Wanner, Solving Ordiary Differential Equations I: Nonstiff Prob-
lems, Springer Series in Computational Mathematics, 8, Springer-Verlag, Berlin, 1993.
[19] E. Hairer, C. Lubich, G. Wanner, Geometric Numerical Integration: Structure-Preserving
Algorithms For Ordinary Differential Equations, Second edition. Springer Series in Computa-
tional Mathematics, 31, Springer-Verlag, Berlin, 2006.
[20] E. Hairer, Energy-preserving variant of collocation methods, JNAIAM J. Numer. Anal. Indust.
Appl. Math., 5 (2010), 73–84.
[21] E. Hairer, C. J. Zbinden, On conjugate-symplecticity of B-series integrators, IMA J. Numer.
Anal. 33 (2013), 57–79.
[22] B. Leimkuhler, S. Reich, Simulating Hamiltonian dynamics, Cambridge University Press, Cam-
bridge, 2004.
[23] Y. Li, X. Wu, Functionally fitted energy-preserving methods for solving oscillatory nonlinear
Hamiltonian systems, SIAM J. Numer. Anal., 54 (4)(2016), 2036–2059.
[24] Y. Miyatake, An energy-preserving exponentially-fitted continuous stage Runge-Kutta methods
for Hamiltonian systems, BIT Numer. Math., 54 (2014), 777–799.
[25] Y. Miyatake, J. C. Butcher, A characterization of energy-preserving methods and the con-
struction of parallel integrators for Hamiltonian systems, SIAM J. Numer. Anal., 54 (3)(2016),
1993–2013.
19
[26] G. R. W. Quispel, D. I. McLaren, A new class of energy-preserving numerical integration
methods, J. Phys. A: Math. Theor., 41 (2008) 045206.
[27] G. R. W. Quispel, G. Turner, Discrete gradient methods for solving ODE’s numerically while
preserving a first integral, J. Phys. A, 29 (1996), 341–349.
[28] R. Ruth, A canonical integration technique, IEEE Trans. Nucl. Sci., 30 (1983), 2669–2671.
[29] J. M. Sanz-Serna, M. P. Calvo, Numerical Hamiltonian problems, Chapman & Hall, 1994.
[30] J.C. Simo, Assessment of energy-momentum and symplectic schemes for stiff dynamical sys-
tems, Proceedings of the ASME Winter Annual meeting, New Orleans, LA, 1993.
[31] W. Tang, Y. Sun, Time finite element methods: A unified framework for numerical discretiza-
tions of ODEs, Appl. Math. Comput. 219 (2012), 2158–2179.
[32] W. Tang, Y. Sun, A new approach to construct Runge-Kutta type methods and geometric
numerical integrators, AIP. Conf. Proc., 1479 (2012), 1291–1294.
[33] W. Tang, Y. Sun, Construction of Runge-Kutta type methods for solving ordinary differential
equations, Appl. Math. Comput., 234 (2014), 179–191.
[34] W. Tang, Y. Sun, J. Zhang, High order symplectic integrators based on continuous-stage Runge-
Kutta-Nystro¨m methods, arXiv: 1510.04395v3 [math.NA], 2018.
[35] W. Tang, G. Lang, X. Luo, Construction of symplectic (partitioned) Runge-Kutta methods
with continuous stage, Appl. Math. Comput. 286 (2016), 279–287.
[36] W. Tang, Y. Sun, W. Cai, Discontinuous Galerkin methods for Hamiltonian ODEs and PDEs,
J. Comput. Phys., 330 (2017), 340–364.
[37] W. Tang, J. Zhang, Symplecticity-preserving continuous-stage Runge-Kutta-Nystro¨m methods,
Appl. Math. Comput., 323 (2018), 204–219.
[38] W. Tang, A note on continuous-stage Runge-Kutta methods, Appl. Math. Comput., 339 (2018),
231–241.
[39] W. Tang, Continuous-stage Runge-Kutta methods based on weighted orthogonal polynomials,
preprint, 2018.
[40] W. Tang, Chebyshev symplectic continuous-stage Runge-Kutta methods, preprint, 2018.
[41] W. Tang, Symplectic integration with Jacobi polynomials, preprint, 2018.
[42] W. Tang, An extended framework of continuous-stage Runge-Kutta methods, preprint, 2018.
[43] W. Tang, Symplectic integration of Hamiltonian systems by discontinuous Galerkin methods,
Preprint, 2018.
[44] W. Tang, J. Zhang, Symmetric integrators based on continuous-stage Runge-Kutta-Nystro¨m
methods for reversible systems, Preprint, 2018.
20
[45] W. Tang, Continuous-stage Runge-Kutta-Nystro¨m methods, Preprint, 2018.
[46] W. Tang, Energy-preserving continuous-stage partitioned Runge-Kutta methods, Preprint,
2018.
[47] R. de Vogelaere, Methods of integration which preserve the contact transformation property of
the Hamiltonian equations, Report No. 4, Dept. Math., Univ. of Notre Dame, Notre Dame,
Ind. (1956).
21
