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The Stochastic-Calculus Approach to
Multi-Receiver Poisson Channels
Nirmal V. Shende and Aaron B. Wagner
Abstract
We study two-receiver Poisson channels using tools derived from stochastic calculus. We obtain a general
formula for the mutual information over the Poisson channel that allows for conditioning and the use of auxiliary
random variables. We then use this formula to compute necessary and sufficient conditions under which one Poisson
channel is less noisy and/or more capable than another, which turn out to be distinct from the conditions under
which this ordering holds for the discretized versions of the channels. We also use general formula to determine the
capacity region of the more capable Poisson broadcast channel with independent message sets, the more capable
Poisson wiretap channel, and the general two-decoder Poisson broadcast channel with degraded message sets.
I. INTRODUCTION
The Poisson channel models a direct-detection optical communication system in which the input to the channel
XT0 represents the strength of the optical input signal, and the output of the channel is a Poisson process with rate
aXT0 + λ, where a accounts for attenuation and λ represents the rate of the dark current. Capacity studies of this
channel have been ongoing since it was introduced as a viable model in [1], [2].
Broadly speaking, the channel has been studied using two mathematical approaches. Early work calculated mutual
information and related quantities for the channel using stochastic calculus and, in particular, the theory of point
process martingales [3], [4]. Most later work followed the approach of Wyner [5] who argued that the encoder and
decoder could be restricted to use the channel so that it behaves like a discrete-time, memoryless, binary channel,
with no essential loss of performance. One then applies standard techniques for such channels [6]–[9].
We espouse the former approach in this paper, both on the general principle that, when the existing tools are
insufficient for a new problem, it is preferable to extend the tools rather than to reduce the problem, and for certain
pragmatic reasons. The reduction to a discrete-time binary channel is somewhat involved, and it must be reproved
for each new variation. Once the appropriate stochastic-calculus-based tools have been developed, on the other
hand, they can be directly applied to new problems. Moreover, it is unclear how to extend Wyner’s [5] reduction
to some setups, such as the wiretap version of the channel considered herein.
Of course, the stochastic calculus approach also has its disadvantages: it requires more sophisticated mathematics,
and one cannot apply results from the extensive literature on discrete memoryless channels. One cannot even presume
that the capacity is governed by the maximal mutual information, for instance, an oversight in the early work that
used this approach. On the other hand, once the necessary tools are developed, coding theorems follow expeditiously.
The goal of this paper is to develop those tools that are necessary for various multi-decoder extensions of the
Poisson channel. The two-decoder Poisson channel consists of a single transmitter (which inputs process XT0 ) and
two receivers with output processes Y T0 and Z
T
0 , where Y
T
0 and Z
T
0 are Poisson process with rates ayX
T
0 + λy
and azX
T
0 + λz , respectively. We shall consider both the broadcast channel (either with independent or degraded
message sets) and the wiretap channel (where one of the receivers is an eavesdropper).
We derive a general formula for the mutual information over a Poisson channel, which generalizes an existing
formula [3], [4] by allowing the use of auxiliary random variables and conditioning. We also obtain a continuous-
time Csisza´r-sum-like identity for Poisson channels. Using these tools, we obtain necessary and sufficient conditions
for which the broadcast channel is less noisy and more capable, and show that these orderings are in fact equivalent.
These conditions turn out not to be equivalent, however, to the analogous conditions for the discrete-time binary
channel obtained as a reduction of the Poisson channel [10], indicating that some care is required when interpreting
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2results obtained via this reduction. We also rederive the capacity of the more capable broadcast channel with
independent message sets (found earlier using the reduction method [10]), extend the secrecy capacity results of
the degraded wiretap channel to the more capable wiretap channel, and obtain the capacity of the broadcast channel
with degraded message sets.
II. PRELIMINARIES
We will construct a probability space (Ω,F , P ) on which all stochastic processes considered here are defined.
For a finite T > 0, let (Ft : t ∈ [0, T ]) be an increasing family of σ-fields with FT ∈ F . Stochastic processes are
denoted as XT0 = {Xt, 0 ≤ t ≤ T}. The process X
T
0 is said to be adapted to the history (Ft : t ∈ [0, T ]) if Xt is
Ft measurable for all t ∈ [0, T ]. The internal history recorded by the process X
T
0 is denoted by F
X
t = (σ(Xs) :
s ∈ [0, t]), where σ(A) denotes the σ-field generated by A. A process XT0 is called (Ft : t ∈ [0, T ])-predictable if
X0 is F0 measurable and the mapping (t, ω) → Xt(ω) defined from (0, T ) × Ω into R (the set of real numbers)
is measurable with respect to the σ-field over (0, T )× Ω generated by rectangles of the form
(s, t]×A; 0 < s ≤ t ≤ T, A ∈ Fs. (1)
Let N T0 denote the set of counting realizations (or point-process realizations) on [0, T ], i.e., if N
T
0 ∈ N
T
0 , then for
t ∈ [0, T ], Nt ∈ N (the set of non-negative integers), is right continuous, and has unit jumps with N0 = 0.
For two given σ-fields F1 and F2, the smallest σ-field containing the union of these two fields is denoted by
F1 ∨F1. For two measurable spaces (Ω1,F1) and (Ω2,F2), the product space is denoted by (Ω1 ×Ω2,F1 ⊗F2).
We say that A⇄ B ⇄ C forms a Markov chain under measure P , if A and C are conditionally independent given
B under P . P ≪ Q denotes that the probability measure P is absolutely continuous with respect to the measure
Q. 1{E} denotes the indicator function for an event E and log(x) is the natural logarithm of x. Convergence in
probability and almost sure (a.s.) convergence are denoted by
p
−→ and
a.s.
−→, respectively. Throughout this paper we
will adopt the convention that 0 log(0) = 0, exp(log(0)) = 0, and 00 = 1.
We will use the following form of Jensen’s inequality.
Lemma 1: If φ(x) is a convex function, then
E[φ(X)] ≥ E[φ(E[X|A,B])] ≥ E[φ(E[X|A])] ≥ φ(E[X]).
We now recall the definition of mutual information for general ensembles and its properties. Let A, B, and C be
measurable mappings defined on a given probability space (Ω,F , P ), taking values in (A,FA), (B,FB), and (C,FC)
respectively. Consider partitions of Ω, QA = {Ai, 1 ≤ i ≤ NA} ⊆ σ(A) and QB = {Bj , 1 ≤ j ≤ NB} ⊆ σ(B).
Wyner defined the conditional mutual information I(A;B|C) as [11]
I(A;B|C) = sup
QA,QB
E

NA,NB∑
i,j=1,1
P (Ai, Bj |C) log
(
P (Ai, Bj|C)
P (Ai|C)P (Bj|C)
) , (2)
where the supremum is over all such partitions of Ω. Wyner showed that I(A;B|C) ≥ 0 with equality if and only
if A⇄ C ⇄ B forms a Markov chain [11, Lemma 3.1], and that (generally referred to as) Kolmogrov’s formula
holds [11, Lemma 3.2]
I(A,C;B) = I(A;B) + I(C;B|A). (3)
Hence if I(A;B) <∞, then I(C;B|A) = I(A,C;B)− I(A;B). The data processing inequality can be obtained
from (3) as well: if A⇄ C ⇄ B forms a Markov chain, then I(A;B) ≤ I(C;B).
Denote by PA,B, the joint distribution of A and B on the space (A× B,FA ⊗ FB ), i.e.,
PA,B(dA× dB) = P ((A−1(dA), B−1(dB)), dA ∈ FA, dB ∈ FB .
Similarly, PA and PB denote the marginal distributions. Gelfand and Yaglom [12] proved that if PA,B ≪ PA×PB,
then the mutual information I(A;B) (defined via (2) by taking σ(C) to be the trivial σ-field) can be computed as
I(A;B) = E
[
log
(
dPA,B
d(PA × PB)
)]
. (4)
3A sufficient condition for PA,B ≪ PA × PB is that I(A;B) <∞ [13, Lemma 5.2.3, p. 92]. We will also require
the following result [11, Lemma 2.1]:
Lemma 2 (Wyner’s Lemma): If M is a finite alphabet random variable, then
I(M ;UT0 ) = H(M)− E
[
H(M |UT0 )
]
,
where
H(M |UT0 ) = −
∑
m
P (M = m|UT0 ) log
(
P (M = m|UT0 )
)
,
and H(M) is the entropy of M .
III. DOUBLY-STOCHASTIC POISSON PROCESS
Definition 1: Let XT0 be a non-negative process. A counting process N
T
0 is called a doubly-stochastic Poisson
process with rate process XT0 under measure P if
• for an interval [s, t] ∈ [0, T ]
P (Nt −Ns = k|X
T
0 ) =
1
k!
(∫ t
s
Xτ dτ
)k
exp
(
−
∫ t
s
Xτ dτ
)
, for k ∈N
with convention 00 = 1,
• conditioned on XT0 the increments in disjoint intervals of [0, T ] are independent.
Throughout this paper, the rate process XT0 will be a bounded ca`dla`g (right continuous with left limits) process.
Definition 2: If NT0 is a counting process adapted to the history (Ft : t ∈ [0, T ]), then N
T
0 is said to have
(P,Ft : t ∈ [0, T ])-intensity Γ
T
0 = {Γt, 0 ≤ t ≤ T}, where Γ
T
0 is a non-negative measurable process if
• ΓT0 is (Ft : t ∈ [0, T ])-predictable,
•
∫ T
0 Γt dt <∞, P -a.s.,
• and for all non-negative (Ft : t ∈ [0, T ])-predictable processes C
T
0 :
1
E
[∫ T
0
Cs dNs
]
= E
[∫ T
0
CsΓs ds
]
.
Definition 3: Given a doubly-stochastic Poisson process NT0 , a counting process N˜
T
0 is called the time-reversed
NT0 process if N˜0 = 0 and for t ∈ (0, T ], N˜t = NT −N(T−t)−.
Definition 4: Fix 0 ≤ t1 < t2 ≤ T . Given a doubly-stochastic Poisson process NT0 , N
t2
t1
will denote a point
process on [0, T ] which has no arrival before t1, after t2, and the same arrivals as process N
T
0 on the interval
[t1, t2]. Specifically, let Nˆt denote the value of the process N
t2
t1
at time t. Then
Nˆt = 0, t < t1,
= Nt −Nt1 , t1 ≤ t ≤ t2,
= Nt2 −Nt1 , t2 < t ≤ T.
Lemma 3: Suppose NT0 is a doubly-stochastic Poisson process with rate process X
T
0 under measure P and
N˜T0 is the time-reversed N
T
0 process. Then N˜
T
0 is a doubly-stochastic Poisson process with rate process X˜
T
0 ={
X˜t = X(T−t)− : t ∈ [0, T ]
}
under measure P .
Proof: See the Appendix.
Lemma 4: Suppose NT0 is a doubly-stochastic Poisson process with rate process Λ
T
0 under measure P and A⇄
ΛT0 ⇄ N
t2
t1
is a Markov chain. Let NˆT0 = {Nˆt : t ∈ [0, T ]}, where Nˆt is the value of N
t2
t1
at time t ∈ [0, T ], i.e., the
process NˆT0 has no arrivals prior to t1 and after t2 and the same arrivals instants as process N
T
0 for t ∈ [t1, t2]. Then
for Ft = σ(A) ∨F
Λ
T ∨ F
Nˆ
t , the (P,Ft : t ∈ [0, T ])-intensity of N
T
0 is Λˆ
T
0 =
{
Λˆt = 1{t1 ≤ t ≤ t2}Λt, t ∈ [0, T ]
}
.
Also, for Gt = σ(A) ∨ F
Nˆ
t , there exists a (Gt : t ∈ [0, T ])-predictable process Π
T
0 such that Π
T
0 is the (P,Gt : t ∈
[0, T ])-intensity of NˆT0 and Πt = E[Λˆt|Gt] P -a.s. for each t ∈ [0, T ].
Proof: See the Appendix.
1The limits of the Lebesgue-Stieltjes integral
∫ b
a
are to be interpreted as
∫
(a,b]
.
4IV. CHANNEL MODEL
The two-user Poisson Channel considered here consists of an encoder E Tx and two decoders D
T
y and D
T
z . Let
X T0 denote the set of all waveforms over [0, T ] which are non-negative, right continuous with left limits, and peak
power limited by unity. This is the set of inputs to the channel, i.e., XT0 = {Xt, 0 ≤ Xt ≤ 1, t ∈ [0, T ]}. The
received signal at the first receiver Y T0 is a doubly-stochastic Poisson process with rate ayX
T
0 + λy . Here ay ≥ 0
accounts for possible attenuation of the signal at the first receiver and λy ≥ 0 is the dark current intensity due to
background noise and is independent of the input process XT0 . Similarly the received signal at the second receiver
is ZT0 , where Z
T
0 is a doubly-stochastic Poisson process with rate azX
T
0 + λz with az, λz ≥ 0.
Let (X T0 ,F
X) denote the input space, where FX is the σ-field on X T0 generated by the open sets of X
T
0 when
endowed with the Skorohod topology [14, Chapter 3, Section 12, p. 121]. Similarly, let (N T0 ,F
Y ) and (N T0 ,F
Z) be
the first and second receiver’s output space respectively, where FY and FZ are the σ-field generated by the open sets
of N T0 when endowed with the Skorohod topology. Let P
Y T0
0 (respectively P
ZT0
0 ) be the probability measure on the
first receiver’s (respectively second receiver’s) output space such that point process Y T0 (respectively Z
T
0 ) is a unit-
rate Poisson process. Then we will take the output space of the channel to be the product space (N T0 ×N
T
0 ,F
Y ⊗FZ)
and our reference measure P0 will be the product measure P0 = P
Y T0
0 ×P
ZT0
0 . Fix x
T
0 ∈ X
T
0 , and let ΞxT0 (·) denote
the transition probability function from the input space (X T0 ,F
X) to the output space (N T0 ×N
T
0 ,F
Y ⊗ FZ). The
channel is modeled through the following Radon-Nikodym derivative:
dΞxT0
dP0
(yT0 , z
T
0 ) =
∏
u=y,z
pu(x
T
0 , u
T
0 ), (5)
where
pu(x
T
0 , u
T
0 ) = exp
(∫ T
0
log(auxt + λu) dut + 1− (auxt + λu) dt
)
, (6)
where we recall the convention exp(log(0)) = 0. Then due to Girsanov’s theorems [15, Chapter VI, Theorems
T2-T4, p. 165-168], the process UT0 has (F
U
t : t ∈ [0, T ])-intensity aux
T
0 + λu under probability measure ΞxT0 for
(u,U) ∈ {(y, Y ), (z, Z)}. Note that the above model implies that for given xT0 ∈ X
T
0 , processes Y
T
0 and Z
T
0 are
independent doubly-stochastic Poisson processes with rate processes ayx
T
0 + λy and azx
T
0 + λz respectively [15,
Theorem T4, Chapter II, p. 25].
Let M be a random variable on a measurable space (M,FM ). For the most part of this paper M will represent
a message intended for either or both of the users, in which case M is a finite set and we will take FM to be the
power set of M. However, in proving Theorem 3 to follow, we will take the space (M,FM ) to be isomorphic
to the input space (X T0 ,F
X). Let µm(dx
T
0 ) denote the transition probability function from (M,F
M ) to the input
space (X T0 ,F
X). Let ν(dm) be a probability measure on (M,FM ). Then these measures induce a joint measure
P on (Ω,F), where
Ω =M×X T0 ×N
T
0 ×N
T
0
F = FM ⊗ FX ⊗ FY ⊗ FZ
P = ν(dm)µm(dx
T
0 )P
Y T0
0 (dy
T
0 )P
ZT0
0 (dz
T
0 )
∏
u=y,z
pu(x
T
0 , u
T
0 ). (7)
From (7), we have M ⇄ XT0 ⇄ (Y
T
0 , Z
T
0 ) and Y
T
0 ⇄ X
T
0 ⇄ Z
T
0 forming a Markov chain under P . This
Markov chain structure will play a dual role in the upcoming analysis. First, it implies the finiteness of mutual
information quantities (and hence absolute continuity of measures) of the form I(A;U t2t1 ) for U ∈ {Y,Z}, where
A⇄ XT0 ⇄ U
t2
t1
is a Markov chain (see Lemma 5). Also it allows us compute the log-likelihood ratio martingales
through the intensity of the point process U t2t1 (see Theorem 1).
We will assume that the given filtration (Ft : t ∈ [0, T ]), P , and F satisfy the “usual conditions” [15, Chapter
III, p. 75]: F is complete with respect to P , Ft is right continuous, and F0 contains all the P -null sets of Ft.
In the rest of this paper we will consider mappings A and B from Ω in (7) to a component space N T0 or M
of Ω: A can be M itself, or A can be a portion of arrival time process Y T0 or Z
T
0 on the interval [s1, s2], which
we model as a point process on N T0 with no arrival prior to s1 and after s2. Fix 0 ≤ t1 < t2 ≤ T and consider
the process U t2t1 . Denote by Uˆt its value at time t ∈ [0, T ]. Let Uˆ
T
0 = {Uˆt : t ∈ [0, T ]}. Note that U
t2
t1
and UˆT0 are
5exactly the same process, but we use UˆT0 for notational convenience. We will use the following condition to verify
that the mutual information I(A;U t2t1 ) is finite.
Lemma 5: If A is such that A ⇄ XT0 ⇄ U
t2
t1
forms a Markov chain under measure P , then with UˆT0 = {Uˆt :
t ∈ [0, T ]}, where Uˆt is the value of U
t2
t1
at time t ∈ [0, T ]
I(A;U t2t1 ) <∞,
and thus
PA,Uˆ
T
0 ≪ PA × P Uˆ
T
0 ≪ PA × P
UˆT0
0 ,
where P
UˆT0
0 is the distribution of process Uˆ
T
0 under the measure P
UT0
0 .
Proof: See the Appendix.
In particular the above lemma implies that if (A,B) ⇄ XT0 ⇄ U
t2
t1
is a Markov chain, then I(A;U t2t1 ) and
I(A;U t2t1 |B) are finite. The mutual information expressions considered in the sequel will be of this form. The
following theorem provides a way of computing such expressions. It will be applied repeatedly in the later sections.
Theorem 1 (Log Radon-Nikodym derivatives and Mutual Information Expression): Fix 0 ≤ t1 < t2 ≤ T , and let
(u,U) ∈ {(y, Y ), (z, Z)}.
1) Log Radon-Nikodym derivatives:
Let A ⇄ XT0 ⇄ U
t2
t1
be a Markov chain. Denote by Uˆt the value of U
t2
t1
at time t ∈ [0, T ]. Let UˆT0 = {Uˆt :
t ∈ [0, T ]}. Let P˜A,Uˆ
T
0 = PA × P
UˆT0
0 . From Lemma 5, P
A,UˆT0 ≪ P˜A,Uˆ
T
0 . Then
log
(
dPA,Uˆ
T
0
dP˜A,Uˆ
T
0
)
=
∫ t2
t1
log(auΠt + λu)dUt + 1− (auΠt + λu) dt, (8)
where the above equality is PA,Uˆ
T
0 -a.s., and ΠT0 is a (σ(A)∨F
Uˆ
t , t ∈ [0, T ])-predictable process satisfying for
each t ∈ [t1, t2],
Πt = E[Xt|A,U
t
t1
], PA,Uˆ
T
0 -a.s.2
2) Mutual Information Expressions:
Suppose that the Markov chain (A,B)⇄ XT0 ⇄ U
t2
t1
holds. Then
I
(
A;U t2t1
∣∣B) = ∫ t2
t1
E[φu(E[Xt|U
t
t1
, A,B])] − E[φu(E[Xt|U
t
t1
, B])] dt
=
∫ t2
t1
E[φu(E[Xt−|U
t2
t , A,B])] − E[φu(E[Xt−|U
t2
t , B])] dt
=
∫ t2
t1
E[φu(E[Xt|U
t2
t , A,B])] − E[φu(E[Xt|U
t2
t , B])] dt,
where for u ∈ {y, z} we define
φu(x) = (aux+ λu) log(aux+ λu),
with convention that 0 log(0) = 0. Note that φu(x) is convex and continuous for x ∈ [0, 1].
If A = XT0 , then the identity (8) is true by definition (cf. (6)). It is also known when A is independent of X
T
0
[15, (5.6), p. 181]. Those two cases suffice to compute the quantities I(XT0 ;Y
T
0 ) and I(X
T
0 ;Z
T
0 ). By allowing for
arbitrary A in (8), we can compute mutual information expressions involving auxiliary random variables, which
are needed for multiterminal problems.
Proof: We will consider the measurable space (A×X T0 ×N
T
0 ,F
A ⊗ FX ⊗ FU˜ ). Here A is the set on which
A takes values and FA is its σ-field. Let P˜A,X
T
0 ,Uˆ
T
0 be defined as
P˜A,X
T
0 ,Uˆ
T
0 = PA,X
T
0 × P
UˆT0
0 ,
2Here we have abused notation slightly since this random variable will be defined on a larger probability space in the proof.
6i.e., under P˜A,X
T
0 ,Uˆ
T
0 , UˆT0 is a Poisson process with deterministic rate µ
T
0 , independent of A and X
T
0 , where
µt = 1{t1 ≤ t < t2}.
Let Gt = F
Uˆ
t ∨ σ(A). Since under P˜
A,XT0 ,Uˆ
T
0 , A is independent of UˆT0 , using Lemma 4 we conclude that the
(P˜A,X
T
0 ,Uˆ
T
0 ,Gt : t ∈ [0, T ])-intensity of Uˆ
T
0 is µ
T
0 .
Since I(A,XT0 ; Uˆ
T
0 ) = I(X
T
0 ; Uˆ
T
0 ) < ∞, we have that P
A,XT0 ,Uˆ
T
0 ≪ PA,X
T
0 × P Uˆ
T
0 [13, Lemma 5.2.3, p. 92].
Using the fact that P Uˆ
T
0 ≪ P
UˆT0
0 we get [17, Chapter 1, Exercise 19, p. 22]
PA,X
T
0 ,Uˆ
T
0 ≪ P˜A,X
T
0 ,Uˆ
T
0 .
Let
L =
dPA,X
T
0 ,Uˆ
T
0
dP˜A,X
T
0 ,Uˆ
T
0
denote the Radon-Nikodym derivative on the space (A × X T0 × N
T
0 ,F
A ⊗ FX ⊗ FU˜ ). Consider the mapping
(a, xT0 , uˆ
T
0 ) → (a, uˆ
T
0 ) from (A × X
T
0 × N
T
0 ) to (A × N
T
0 ). Since σ(A,U
Tˆ
0 ) = GT ,
dPA,Uˆ
T
0
dP˜A,Uˆ
T
0
can be computed as
[13, Lemma 5.2.4, p. 96]
dPA,Uˆ
T
0
dP˜A,Uˆ
T
0
= EP˜ [L|GT ].
Here the subscript P˜ indicates that the expectation is taken with respect to P˜A,X
T
0 ,Uˆ
T
0 . Towards this end define
process LT0 as
Lt = EP˜ [L|Gt], t ∈ [0, T ].
Then LT0 is a (P˜
A,XT0 ,Uˆ
T
0 ,Gt) non-negative absolutely-integrable martingale.
By the martingale representation theorem, the process LT0 can be written as [15, Chapter III, Theorem T17, p.
76] (where we have taken σ(A) to be the “germ σ-field”):
Lt = 1 +
∫ t
0
Ks(dUˆs − µsds),
where KT0 is a (Gt : t ∈ [0, T ])-predictable process which satisfies
∫ T
0 |Kt|µt dt <∞ P˜
A,XT0 ,Uˆ
T
0 -a.s. Applying [16,
Lemma 19.5, p. 315], we can write LT as
LT = exp
(∫ T
0
log(Ψt)dUˆt + (1−Ψt)µt dt
)
, (9)
where ΨT0 is a non-negative (Gt : t ∈ [0, T ])-predictable process, and Ψt < ∞ P˜
A,XT0 ,Uˆ
T
0 -a.s. for t ∈ [0, T ]. Thus
by Girsanov’s theorems [15, Chapter VI, Theorems T2-T4, p. 165-168], the (PA,X
T
0 ,Uˆ
T
0 ,Gt : t ∈ [0, T ])-intensity
of UˆT0 is Ψˆ
T
0 , where
Ψˆt = Ψtµt = 1{t1 ≤ t < t2}Ψt.
Moreover due to uniqueness of predictable intensities [15, Theorem T12, Chapter II, p. 31], from Lemma 4, we
can take for t1 ≤ t ≤ t2 P
A,XT0 ,Uˆ
t
0 -a.s.
Ψt = auΠt + λu, (10)
where for each t ∈ [t1, t2],
Πt = E[Xt|A, Uˆ
t
0]. (11)
7Noting that process UˆT0 has no arrivals prior to t1 and later than t2, and the same arrivals as U
T
0 between t1 and
t2, substituting value of Ψt from (10), (9) yields
log
(
dPA,Uˆ
T
0
dP˜A,Uˆ
T
0
)
= log(LT )
=
∫ t2
t1
log(auΠt + λu)dUt + 1− (auΠt + λu) dt, (12)
where Πt = E[Xt|A,U
t
t1
] PA,Uˆ
T
0 -a.s. for each t ∈ [t1, t2]. This proves part (1) of the theorem.
Writing (12) in terms of Ψt, we get
log
(
dPA,Uˆ
T
0
dP˜A,Uˆ
T
0
)
=
∫ T
0
log(Ψt)dUˆt + (1−Ψt)µt dt, (13)
and recalling that ΨT0 is (Gt : t ∈ [0, T ])-predictable
E
[
log
(
dPA,Uˆ
T
0
dP˜A,Uˆ
T
0
)]
= E
[∫ T
0
log(Ψt)dUˆt
]
+
∫ T
0
(1− E[Ψt])µt dt
= E
[∫ T
0
log(Ψt)Ψtµt dt
]
+
∫ t2
t1
1− E[Ψt] dt
=
∫ t2
t1
E[Ψt log(Ψt)] + 1− E[Ψt] dt
=
∫ t2
t1
E
[
log(auE[Xt|A,U
t
t1
] + λu)(auE[Xt|A,U
t
t1
] + λu)
]
+ 1− (auE[Xt] + λu) dt
=
∫ t2
t1
E
[
φu
(
E[Xt|A,U
t
t1
]
)]
+ 1− (auE[Xt] + λu) dt. (14)
Similarly
E
[
log
(
dP Uˆ
T
0
dP
UˆT0
0
)]
=
∫ t2
t1
E
[
φu
(
E[Xt|U
t
t1
]
)]
+ 1− (auE[Xt] + λu) dt. (15)
Using (4) and Lemma 5 we can compute the mutual information expression
I(A;U t2t1 ) = I(A; Uˆ
T
0 )
= E
[
log
(
dPA,Uˆ
T
0
d(PA × P Uˆ
T
0 )
)]
= E
[
log
(
dPA,Uˆ
T
0
/
dP˜A,Uˆ
T
0
d(PA × P Uˆ
T
0 )
/
dP˜A,Uˆ
T
0
)]
= E
[
log
(
dPA,Uˆ
T
0
/
dP˜A,Uˆ
T
0
dP Uˆ
T
0 /dP
UˆT0
0
)]
= E
[
log
(
dPA,Uˆ
T
0
dP˜A,Uˆ
T
0
)]
− E
[
log
(
dP Uˆ
T
0
dP
UˆT0
0
)]
=
∫ t2
t1
E[φu(E[Xt|U
t
t1
, A])] − E[φu(E[Xt|U
t
t1
])] dt. (16)
8Now we use Kolmogorov’s formula and the fact that all the mutual information expressions are finite due to
Lemma 5:
I(A;U t2t1 |B) =I(A,B;U
t2
t1
)− I(B;U t2t1 )
=
∫ t2
t1
E[φu(E[Xt|U
t
t1
, A,B])] − E[φu(E[Xt|U
t
t1
])] dt
−
∫ t2
t1
E[φu(E[Xt|U
t
t1
, B])]− E[φu(E[Xt|U
t
t1
])] dt
=
∫ t2
t1
E[φu(E[Xt|U
t
t1 , A,B])] − E[φu(E[Xt|U
t
t1 , B])] dt. (17)
Now define a new point process U˜T0 as the time-reversed version of the process Uˆ
T
0 . From Lemma 3, U˜
T
0 is a
doubly-stochastic Poisson process with rate process
Λ˜T0 = {(auX˜t + λu)1{T − t2 ≤ t < T − t1}, t ∈ [0, T ]},
where X˜t = X(T−t)−. Let U˜t denote the value of process U˜
T
0 . Then
I(A;U t2t1 |B) = I(A; Uˆ
T
0 |B)
= I(A; U˜T0 |B)
=
∫ T−t1
T−t2
E[φu(E[X˜s|U˜
s
T−t2 , A,B])]− E[φu(E[X˜s|U˜
s
T−t2 , B])] ds
=
∫ T−t1
T−t2
E[φu(E[X(T−s)−|U
t2
T−s, A,B])] − E[φu(E[X(T−s)−|U
t2
T−s, B])] ds
=
∫ t2
t1
E[φu(E[Xt−|U
t2
t , A,B])] − E[φu(E[Xt−|U
t2
t , B])] dt. (18)
Note that since a ca`dla`g process can have at most countably many jumps over a bounded interval [t1, t2] [14,
Section 12, Lemma 1, p. 122], we have ∫ t2
t1
1{Xt− 6= Xt} = 0.
Taking expectation and using Fubini’s theorem
1
t2 − t1
∫ t2
t1
P (Xt− 6= Xt) = 0.
Thus
P (XS− = XS) = 1, (19)
where we have defined S to be a random variable uniformly distributed over [t1, t2] and independent of all other
σ-fields. We can then write I(A;U t2t1 |B) as
I(A;U t2t1 |B) =
∫ t2
t1
E[φu(E[Xt−|U
t2
t , A,B])]− E[φu(E[Xt−|U
t2
t , B])] dt
= (t2 − t1)E[φu(E[XS−|U
t2
S , A,B])]− E[φu(E[XS−|U
t2
S , B])]
(a)
= (t2 − t1)E[φu(E[XS |U
t2
S , A,B])]− E[φu(E[XS |U
t2
S , B])]
=
∫ t2
t1
E[φu(E[Xt|U
t2
t , A,B])]− E[φu(E[Xt|U
t2
t , B])] dt,
where for (a) we have used (19). This completes the proof of part (2) of the theorem.
We now derive some properties of I(A;UT0 |B).
9Lemma 6: If (A,B)⇄ XT0 ⇄ U
T
0 is a Markov chain, then
lim
δ→0+
1
δ
I
(
A;U t+δt
∣∣∣U t0, B) = E[φu(E[Xt|U t0, A,B])] − E[φu(E[Xt|U t0, B])]
and
lim
δ→0+
1
δ
I
(
A;U tt−δ
∣∣UTt , B) = E[φu(E[Xt−|UTt , A,B])]− E[φu(E[Xt−|UTt , B])].
Proof: See the Appendix.
Lemma 7: If A and B are such that (A,B) ⇄ XT0 ⇄ U
T
0 is a Markov chain, then both
1
δ
I
(
A;U s+δs
∣∣U s0 , B)
and
1
δ
I
(
A;U ss−δ
∣∣UTs , B) are bounded uniformly over s and δ > 0.
Proof: See the Appendix.
Combining Lemmas 6 and 7 yields the chain rule for mutual information in continuous time.
Lemma 8: If (A,B)⇄ XT0 ⇄ U
T
0 is a Markov chain, then
I(A;U t0|B) = lim
δ→0+
1
δ
∫ t
0
I
(
A;U s+δs
∣∣∣U s0 , B) ds,
I(A;UTt |B) = lim
δ→0+
1
δ
∫ T
t
I
(
A;U ss−δ
∣∣UTs , B) ds.
Proof: See the Appendix.
We now prove an identity which parallels the Csisza´r sum identity [18] for discrete memoryless channels.
Theorem 2: With the channel model in (7):
lim
ǫ→0+
∫ T
0
1
ǫ
I
(
Ztt−ǫ;Y
t
0
∣∣ZTt ,M) dt = lim
ǫ→0+
∫ T
0
1
ǫ
I
(
Y t+ǫt ;Z
T
t
∣∣Y t0 ,M) dt, (20)
where we take U t2s = U
t2
0 if s < 0, and U
s
t1 = U
T
t1 if s > T . This implies∫ T
0
E[φy(E[Xt|Y
t
0 ,M ])] − E[φz(E[Xt|Z
T
t ,M ])] dt =∫ T
0
E[φy(E[Xt|Y
t
0 , Z
T
t ,M ])] − E[φz(E[Xt|Y
t
0 , Z
T
t ,M ])] dt. (21)
Proof: Noting that since (M,ZT0 ) ⇄ X
T
0 ⇄ Y
T
0 is a Markov chain, the mutual information expressions
considered below are finite. Using [11, Lemma 3.3] we get∫ T
0
I
(
Ztt−ǫ;Y
t
0
∣∣ZTt ,M) dt =
∫ T
0
I
(
Ztt−ǫ, Z
T
t ;Y
t
0
∣∣M)− I (ZTt ;Y t0 ∣∣M) dt
=
∫ T
0
I
(
ZTt−ǫ;Y
t
0
∣∣M) dt− ∫ T
0
I
(
ZTt ;Y
t
0
∣∣M) dt. (22)
Similarly, ∫ T
0
I
(
Y t+ǫt ;Z
T
t
∣∣Y t0 ,M) dt =
∫ T
0
I
(
Y t+ǫ0 ;Z
T
t
∣∣M) dt− ∫ T
0
I
(
Y t0 ;Z
T
t
∣∣M) dt
=
∫ T+ǫ
ǫ
I
(
Y t0 ;Z
T
t−ǫ
∣∣M) dt− ∫ T
0
I
(
Y t0 ;Z
T
t
∣∣M) dt. (23)
From (22) and (23), ∫ T
0
1
ǫ
I
(
Ztt−ǫ;Y
t
0
∣∣ZTt ,M) dt−
∫ T
0
1
ǫ
I
(
Y t+ǫt ;Z
T
t
∣∣Y t0 ,M) dt
=
∫ T
0
1
ǫ
I
(
ZTt−ǫ;Y
t
0
∣∣M) dt− ∫ T+ǫ
ǫ
1
ǫ
I
(
Y t0 ;Z
T
t−ǫ
∣∣M) dt
=
∫ ǫ
0
1
ǫ
I
(
Y t0 ;Z
T
t−ǫ
∣∣M) dt− ∫ T+ǫ
T
1
ǫ
I
(
Y t0 ;Z
T
t−ǫ
∣∣M) dt. (24)
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Taking limits, we will consider both terms separately
lim
ǫ→0+
∫ ǫ
0
1
ǫ
I
(
Y t0 ;Z
T
t−ǫ
∣∣M) dt (a)≤ lim
ǫ→0+
∫ ǫ
0
1
ǫ
I
(
Y t0 ;Z
T
0
∣∣M) dt
(b)
≤ lim
ǫ→0+
∫ ǫ
0
1
ǫ
I
(
Y ǫ0 ;Z
T
0
∣∣M) dt
= lim
ǫ→0+
I
(
Y ǫ0 ;Z
T
0
∣∣M)
(c)
= 0, (25)
where, for (a) and (b) we have used the fact that I(U t2t1 ;A|B) is monotonic in t1 and t2 since
I
(
A;U t2t1
∣∣B) = ∫ t2
t1
E[φu(E[Xt|U
t
t1 , A,B])] − E[φu(E[Xt|U
t
t1 , B])] dt.
As the integrand is non-negative due to Jensen’s inequality, I
(
A;U t2t1
∣∣B) is non-increasing in t1 for fixed t2 and
non-decreasing in t2 for fixed t1. Also, since the integrand is bounded,
lim
t2→t
+
1
I
(
A;U t2t1
∣∣B) = 0.
This gives (c). Similarly,
lim
ǫ→0+
1
ǫ
∫ T+ǫ
T
I
(
Y t0 ;Z
T
t−ǫ
∣∣M) dt = 0.
This proves part (1). Since 1
ǫ
I
(
Ztt−ǫ;Y
t
0
∣∣ZTt ,M) and 1ǫ I (Y t+ǫt ;ZTt ∣∣Y t0 ,M) are bounded over ǫ > 0 from Lemma
7, we use the dominated convergence theorem to swap the integral and limit in (20) to get∫ T
0
lim
ǫ→0+
1
ǫ
I
(
Ztt−ǫ;Y
t
0
∣∣ZTt ,M) dt =
∫ T
0
lim
ǫ→0+
1
ǫ
I
(
Y t+ǫt ;Z
T
t
∣∣Y t0 ,M) dt. (26)
Taking U = Z , A = Y t0 and B =M in the left-hand side of (26), Lemma 6 gives∫ T
0
lim
ǫ→0+
1
ǫ
I
(
Ztt−ǫ;Y
t
0
∣∣ZTt ,M) dt =
∫ T
0
E[φz(E[Xt−|Y
t
0 , Z
T
t ,M ])]− E[φz(E[Xt−|Z
T
t ,M ])] dt.
Since XT0 is a ca`dla`g process, we can repeat the same argument as in the proof of Theorem 1 to replace Xt− in
the above integral with Xt. We get∫ T
0
lim
ǫ→0+
1
ǫ
I
(
Ztt−ǫ;Y
t
0
∣∣ZTt ,M) dt =
∫ T
0
E[φz(E[Xt|Y
t
0 , Z
T
t ,M ])]− E[φz(E[Xt|Z
T
t ,M ])] dt. (27)
Similarly, taking U = Y , A = ZTt and B =M in the right hand side of (26), Lemma 6 gives∫ T
0
lim
ǫ→0+
1
ǫ
I
(
Y t+ǫt ;Z
T
t
∣∣Y t0 ,M) dt =
∫ T
0
E[φy(E[Xt|Y
t
0 , Z
T
t ,M ])]− E[φy(E[Xt|Y
t
0 ,M ])] dt. (28)
The second part of the lemma now follows since (27) and (28) are equal from (26).
V. LESS NOISY AND MORE CAPABLE TWO-RECEIVER POISSON CHANNEL
Motivated by the definition for the discrete memoryless channels [8], we define a less noisy receiver and a more
capable receiver for the two-user Poisson channel as follows.
Definition 5 (Less Noisy Receiver): Receiver 1 is said to be less noisy than receiver 2 if I(M ;Y T0 ) ≥ I(M ;Z
T
0 )
for all possible M in (7), where M ⇄ XT0 ⇄ (Y
T
0 , Z
T
0 ) is a Markov chain.
Definition 6 (More Capable Receiver): Receiver 1 is said to be more capable than receiver 2 if I(XT0 ;Y
T
0 ) ≥
I(XT0 ;Z
T
0 ) for all probability measures on the input space (X
T
0 ,F
X).
We shall call a channel with less a noisy receiver to be a less noisy Poisson channel and similarly a channel with
more capable receiver to be a more capable Poisson channel.
Theorem 3: In a two-user Poisson channel the following conditions are equivalent:
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(I) Φ(x) = φy(x)− φz(x) is a convex function over [0, 1].
(II) Receiver 1 is less noisy than receiver 2.
(III) Receiver 1 is more capable than receiver 2.
Φ(x) is a convex function if and only if
• ay ≥ az and a
2
yλz ≥ a
2
zλy; or
• 0 < ay < az and a
2
y(az + λz) ≥ a
2
z(ay + λy).
Proof: To prove (I) implies (II), note that Theorem 1 yields
I(M ;Y T0 )− I(M ;Z
T
0 ) =
∫ T
0
E[φy(E[Xt|Y
t
0 ,M ])]− E[φy(E[Xt|Y
t
0 ])] dt
−
∫ T
0
E[φz(E[Xt|Z
T
t ,M ])] − E[φz(E[Xt|Z
T
t ])] dt (29)
=
∫ T
0
E[φy(E[Xt|Y
t
0 ,M ])]− E[φz(E[Xt|M,Z
T
t ])] dt
−
∫ T
0
E[φy(E[Xt|Y
t
0 ])]− E[φz(E[Xt|Z
T
t ])] dt
(a)
=
∫ T
0
E[φy(E[Xt|Y
t
0 , Z
T
t ,M ])]− E[φz(E[Xt|Y
T
0 , Z
T
t ,M ])] dt
−
∫ T
0
E[φy(E[Xt|Y
t
0 , Z
T
t ])]− E[φz(E[Xt|Y
t
0 , Z
T
t ])] dt
=
∫ T
0
E[Φ(E[Xt|Y
t
0 , Z
T
t ,M ])]− E[Φ(E[Xt|Y
t
0 , Z
T
t ])] dt, (30)
where (a) is due to Theorem 2. Since Φ(x) is a convex function, Jensen’s inequality gives
I(M ;Y T0 )− I(M ;Z
T
0 ) =
∫ T
0
E[Φ(E[Xt|Y
t
0 , Z
T
t ,M ])]− E[Φ(E[Xt|Y
t
0 , Z
T
t ])] dt
≥ 0. (31)
Note that (II) implies (III) trivially. We now prove that (III) implies (I). There exists a sequence of input distributions
(indexed by n), such that XT0 is binary and stationary with the following limit [3], [4]
lim
n→∞
E
[
φu
(
E[Xt|U
t
0]
)]
= φu(E[Xt]).
Thus choosing Xt such that P (Xt = p) = 1− P (Xt = q) = α, 0 ≤ α ≤ 1 and taking the limit gives
αφy(p) + (1− α)φy(q)− φy(αp+ (1− α)q) ≥ αφz(p) + (1− α)φz(q)− φz(αp + (1− α)q).
Therefore
αΦ(p) + (1− α)Φ(q) ≥ Φ(αp + (1− α)q).
Hence Φ(x) is a convex function.
The channel parameters for which the channel is less noisy can be obtained by calculating conditions under
which the second derivative of Φ(x) is non-negative for 0 ≤ x ≤ 1.
Note that these channel parameters include the parameters for which the channel is known to be stochastically
degraded [19]
ay ≥ az, ayλz ≥ azλy. (32)
The conditions given in Theorem 3 differ from the conditions under which the discretized Poisson channel is
more capable. A discretized Poisson channel is a discrete memoryless channel in which the input is binary and
constant over τ -duration intervals, where τ is very small. The output in an interval is taken to be “1” if there are
one or more arrivals during this interval and “0” otherwise. Wyner [11] shows that, for the purposes of reliable
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communication, the Poisson channel is equivalent its discretized version, so that coding theorems for the former
may be inferred from the latter. This equivalence carries over to Poisson broadcast channels [19].
Kim et al. [10] determine the range of parameters under which the discretized Poisson broadcast channel is less
noisy and more capable. The conditions under which the discretized channel is less noisy match those in Theorem 3.
The conditions for the discretized channel to be more capable, however, are strictly weaker: if ay = 0.4, λy = 0.01,
az = λz = 1, for example, the discretized channel is more capable [10, Theorem 1], whereas the continuous-time,
continuous-space channel considered here is not. The reason is that there exists a process XT0 taking two values
near unity such that I(XT0 ;Z
T
0 ) > I(X
T
0 ;Y
T
0 ). If X
T
0 only takes values in {0, 1}, on the other hand, then this
inequality is impossible. Of course, for the purposes of reliable communication, XT0 need only takes values in
{0, 1}, as noted above.
Nair [20] defines one discrete memoryless channel to be essentially more capable than another if a condition
similar to the usual definition of “more capable” holds under a restricted set of input distributions that dominates all
others in certain single-letter mutual information expressions. The statement that one discretized Poisson channel
is more capable than another thus translates into something akin to “essentially more capable” when expressed in
terms of the underlying continuous Poisson channels. This analogy is not exact, however, in that “essentially more
capable” is defined in terms of mutual information expressions while the reduction from the Poisson channel to
its discretized version is operational. All of this indicates that some care is required when translating statements
between the Poisson channel and its discretized version.
We next apply the results obtained thus far to characterize the capacity (regions) for several multi-receiver
communication problems. The first of these is the more-capable Poisson broadcast channel. Our result here is less
general than that obtained by Kim et al. [10], although our proof is more self contained in that it does not require
a discretization argument. We then prove new results on the Poisson broadcast channel with degraded message sets
and the Poisson wiretap channel.
VI. MORE CAPABLE POISSON BROADCAST CHANNEL
We first prove several lemmas. Let Tn = nτ for some τ > 0. Construct an auxiliary process V
Tn
0 to be piecewise
constant, taking value in the finite alphabet V = {1, . . . ,Kv} as follows. We divide the interval [0, Tn] into n
intervals each of equal length τ . The process will be constant on each of these sub-intervals with value given by
Vt = V¯i for (i− 1)τ ≤ t < iτ, i = 1, 2, . . . , n (33)
where V¯i’s are independent and identically random variables with P (V¯i = j) = αj , j ∈ V . Let V
Tn
0 denote the
collection of all such processes. The input waveform XTn0 is binary and piecewise constant with
Xt = X¯i for (i− 1)τ ≤ t < iτ, i = 1, 2, . . . , n (34)
where
P (X¯i = 1|V¯i = j) = 1− P (X¯i = 0|V¯i = j) = pj. (35)
The following lemma shows that with the above input to the channel, we have essentially decomposed the single
channel use into n independent and identical channel uses.
Lemma 9: Let U
(i)
t be the point process corresponding to the arrival time process U
iτ
(i−1)τ . The joint distribution
of processes (V¯i, X¯i, U
(i)
t : t ∈ [(i−1)τ, iτ ]) is independent and identical across the disjoint blocks for i = 1, . . . , n
and U ∈ {Y,Z}.
For fixed V Tn0 ∈ V
Tn
0 , let P
X
Tn
0 |V
Tn
0 denote the probability measure on the input space from the construction in
(33)-(35). Then the probability measure on (N Tn0 ,F
Y ) for fixed V Tn0 is [17, Lemma 1.41, p. 21]
P Y
Tn
0 |V
Tn
0 (dyTn0 ) =
∫
XT0
PX
Tn
0 |V
Tn
0 py(x
Tn
0 , y
Tn
0 )P0(dy
Tn
0 ).
Let
QV
Tn
0 ,X
Tn
0 ,Y
Tn
0 = P V
Tn
0 × PX
Tn
0 |V
Tn
0 × P Y
Tn
0 |V
Tn
0 . (36)
Hence under QV
Tn
0 ,X
Tn
0 ,Y
Tn
0 , the joint distribution of (V Tn0 ,X
Tn
0 ) and (V
Tn
0 , Y
Tn
0 ) is the same as that under P , and
XTn0 ⇄ V
Tn
0 ⇄ Y
Tn
0 forms a Markov chain.
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Definition 7: The following mutual information densities are defined whenever the corresponding Radon-Nikodym
derivatives exist and are strictly positive, in which case we will say that the mutual information densities exist.
i(XTn0 ;Y
Tn
0 ) = log
(
dPX
Tn
0 ,Y
Tn
0
d(PX
Tn
0 × P Y
Tn
0 )
)
i(XTn0 ;Y
Tn
0 |V
Tn
0 ) = log
(
dP V
Tn
0 ,X
Tn
0 ,Y
Tn
0
dQV
Tn
0 ,X
Tn
0 ,Y
Tn
0
)
i(V Tn0 ;Z
Tn
0 ) = log
(
dP V
Tn
0 ,Z
Tn
0
d(P V
Tn
0 × PZ
Tn
0 )
)
.
Lemma 10: The mutual information densities in Definition 7 exist, and for all ǫ > 0 there exists τ¯ and N such
that if n ≥ N and τ ≤ τ¯ then
P
(∣∣∣∣ 1Tn i(XTn0 ;Y Tn0 )− (E [φy(X0)]− φy(E[X0]))
∣∣∣∣ > ǫ
)
≤ ǫ
P
(∣∣∣∣ 1Tn i(V Tn0 ;ZTn0 )−
(
E
[
φz
(
E[X0|V¯1]
)]
− φzE[X0])
)∣∣∣∣ > ǫ
)
≤ ǫ
P
(∣∣∣∣ 1Tn i(XTn0 ;Y Tn0 |V Tn0 )−
(
E [φy(X0)]− E
[
φy
(
E[X0|V¯1]
)])∣∣∣∣ > ǫ
)
≤ ǫ. (37)
Proof: See the Appendix.
Lemma 11: If user 1 is more capable than user 2, then∫ T
0
E[φz(E[Xt|M,Y
t
0 ])] dt ≥
∫ T
0
E[φz(E[Xt|M,Z
T
t ])] dt. (38)
Proof: See the Appendix.
A. Encoding and Decoding
An (Ly, Lz, T ) code for the Poisson broadcast channel consists of a source (equipped with an encoder E
T
x ) and
two receivers each with a decoder (DTy and D
T
z ). The source has two independent messages My and Mz for the
first and second user, respectively, where My and Mz are uniformly distributed on sets My = {1, . . . , Ly} and
Mz = {1, . . . , Lz}, respectively.
Given messages My and Mz the encoder selects a waveform in X
T
0
E
T
x :My ×Mz → X
T
0 . (39)
Let ∆xT0 (dx
T
0 ) be the Dirac measure on the input space induced by the given messages my, mz , and the encoder
E Tx . Then the probability space (Ω,F , P ) is
Ω =My ×Mz × X
T
0 ×N
T
0 ×N
T
0
F = 2My×Mz ⊗ FX ⊗ FY ⊗ FZ
P = ν(my,mz)∆E Tx (my ,mz)(dx
T
0 )P
Y
0 (dy
T
0 )P
Z
0 (dz
T
0 )
∏
u=y,z
pu(x
T
0 , u
T
0 ). (40)
Here ν(my,mz) is the uniform distribution on My ×Mz , and 2
My×Mz is the power set of My ×Mz .
On observing Y T0 and Z
T
0 , each decoder chooses a message
D
T
y : N
T
0 →My
D
T
z : N
T
0 →Mz. (41)
The average probability of error for this code is
Pe =
1
LyLz
Ly,Lz∑
my=1,mz=1
P
{
{DTy (Y
T
0 ) 6= my}
⋃
{DTz (Z
T
0 ) 6= mz}
∣∣∣My = my,Mz = mz} . (42)
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A rate pair (Ry, Rz) is said to be achievable if for all ǫ > 0 and sufficiently large T , there exists an (Ly, Lz, T )
code such that
log(Ly)
T
≥ Ry − ǫ
log(Lz)
T
≥ Rz − ǫ
Pe ≤ ǫ. (43)
The capacity region (Cy, Cz) is the closure of achievable rate pairs.
Let P
(y)
e and P
(z)
e denote the average probability of error at the first and second receiver respectively. Then for
given code
max(P (y)e , P
(z)
e ) ≤ Pe ≤ P
(y)
e + P
(z)
e . (44)
Hence Pe → 0 if and only if P
(y)
e , P
(z)
e → 0.
Theorem 4 (Capacity of more capable Poisson broadcast channel): The capacity of the more capable Poisson
broadcast channel when receiver 1 is more capable than receiver 2 is given by the convex hull of the union over
all 0 ≤ α ≤ 12 and 0 ≤ p, q ≤ 1 of rate pairs satisfying
Ry ≤ Cy = α(pφy(1) + (1− p)φy(0)− φy(p)) + (1− α)(qφy(1) + (1− q)φy(0)− φy(q))
Rz ≤ Cz = αφz(p) + (1− α)φz(q)− φz(αp + (1− α)q).
Although the proof of the above theorem can be found in [10], we provide an alternate proof using tools derived
from stochastic calculus without resorting to the discretization of the continuous-time, continuous-space Poisson
channel. Similar proof techniques will be used in proving the capacity theorem of the Poisson broadcast channel
with degraded message set to follow. The achievability and converse arguments are provided in next two subsections.
B. Achievability
We first note that that Cy and Cz are upper bounded by the point-to-point capacity of the single-receiver Poisson
channel to the first and second user respectively, which for the channel parameters (au, λu), u ∈ {x, y} is given
by [3]–[5]
Cppu = max
0≤κ≤1
κφu(1) + (1− κ)φu(0)− φu(κ).
Let κ = αp + (1− α)q, and using the convexity of φu :
Cy = α(pφy(1) + (1− p)φy(0)− φy(p)) + (1− α)(qφy(1) + (1− q)φy(0) − φy(q))
= (αp + (1− α)q)φy(1) + (α(1 − p) + (1− α)(1 − q)φy(0)) − (αφy(p) + (1− α)φy(q))
≤ (αp + (1− α)q)φy(1) + (α(1 − p) + (1− α)(1 − q)φy(0)) − φy(αp + (1− α)q)
= κφy(1) + (1− κ)φy(0) − φy(κ)
≤ Cppy .
Likewise
Cz = αφz(p) + (1− α)φz(q)− φz(αp + (1− α)q)
≤ αpφz(1) + α(1 − p)φz(0) + (1− α)qφz(1) + (1− α)(1− q)φz(0) − φz(αp+ (1− α)q)
= κφz(1) + (1− κ)φz(0)− φz(κ)
≤ Cppz .
Thus if α, p, and q are such that either Cy or Cz is zero, then achievability follows from the point-to-point
achievability argument in [5]. Hence we consider the cases when both of these quantities are strictly positive. Let
Tn = nτ for some finite τ > 0. Construct an auxiliary process V
Tn
0 to be a piecewise constant binary-valued
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process. We divide the interval [0, Tn] into n intervals each of equal length τ . The process will be constant on each
of these sub-intervals with value given by
Vt = V¯i for (i− 1)τ ≤ t < iτ, i = 1, 2, . . . , n (45)
where V¯i’s are independent and identically Bernoulli random variables with P (V¯i = 1) = α.
The input waveform XTn0 is binary and piecewise constant with
Xt = X¯i for (i− 1)τ ≤ t < iτ, i = 1, 2, . . . , n (46)
where
P (X¯i = 1|V¯i = 1) = 1− P (X¯i = 0|V¯i = 1) = p
P (X¯i = 1|V¯i = 0) = 1− P (X¯i = 0|V¯i = 0) = q. (47)
An application of Lemma 10 yields:
Lemma 12: Let C˜y = αφy(p) + (1− α)φy(q)− φy(αp+ (1− α)q). For all ǫ > 0 there exist τ¯ and N such that
if n ≥ N and τ ≤ τ¯ , then
P
(∣∣∣∣ 1Tn i(XTn0 ;Y Tn0 )− (Cy + C˜y)
∣∣∣∣ > ǫ
)
≤ ǫ
P
(∣∣∣∣ 1Tn i(V Tn0 ;ZTn0 )− Cz
∣∣∣∣ > ǫ
)
≤ ǫ
P
(∣∣∣∣ 1Tn i(XTn0 ;Y Tn0 |V Tn0 )− Cy
∣∣∣∣ > ǫ
)
≤ ǫ.
1) Encoding Operation: We use superposition coding. Fix δ > 0, and let Ry = Cy − δ and Rz = Cz − δ.
We generate Lz = exp(TnRz) many V
Tn
0 waveforms (indexed by j = 1, . . . , Lz) independently according to (45).
For each V Tn0 (j), we generate Ly = exp(TnRy) many independent X
Tn
0 waveforms (indexed by i = 1, . . . , Ly)
according to (46) and (47). To transmit messages (My,Mz), encoder sends X
Tn
0 (My,Mz) over the channel.
2) Decoding Operation: For a received ZTn0 , the second receiver considers only those V
Tn
0 for which both
1
Tn
log
(
dP V
Tn
0
,Z
Tn
0
dP˜ V
Tn
0
,Z
Tn
0
)
and 1
Tn
log
(
dPZ
Tn
0
dP˜Z
Tn
0
)
(calculated using Theorem 1) are finite. We note that {Πt : t ∈ [0, T ]}
as in Theorem 1 is V Tn0 , Z
Tn
0 measurable. It seeks the unique j among all such waveforms such that
1
Tn
i(V Tn0 (j);Z
Tn
0 ) =
1
Tn
log
(
dP V
Tn
0 ,Z
Tn
0
dP˜ V
Tn
0 ,Z
Tn
0
)
−
1
Tn
log
(
dPZ
Tn
0
dP
Z
Tn
0
0
)
≥ Cz − γz (48)
for some γz > 0, and outputs Mˆz = j. If the decoder does not find any such V
Tn
0 , or if it finds more than one V
Tn
0
that satisfy (48), then the decoder arbitrarily outputs some Mˆz ∈ [1, . . . , Lz].
The first receiver decodes both My and Mz , and we declare an error if either or both messages are decoded
incorrectly. It seeks a unique i and j that satisfy both
1
Tn
i(XTn0 (i, j);Y
Tn
0 ) ≥ Cy + C˜y − γy (49)
and
1
Tn
i(XTn0 (i, j);Y
Tn
0 |V
Tn
0 (j)) ≥ Cy − γy. (50)
The decoder considers only those XTn0 and V
Tn
0 for which the above random variables are well defined (i.e., they
do not evaluate to ∞−∞) and finite.
Without loss of generality assume that XTn0 (1, 1) was transmitted. Let P
(z)
e,0 denote the probability of the error
event that the second decoder does not find any V Tn0 that satisfies (48). Due to Lemma 12, EC [P
(z)
e,0 ] can be made
arbitrarily small, where EC denotes expectation with respect to random code book generation. Let E
(z)
e,j denote the
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error event that for some j 6= 1, V Tn0 (j) satisfies (48), and let P
(z)
e,j denote the corresponding error probability.
Then we have for j 6= 1
EC [P
(z)
e,j ] =
∫
V
Tn
0 ,Z
Tn
0
1{E
(z)
e,j }d(P
V
Tn
0 × PZ
Tn
0 )
≤ exp(−Tn(Cz − γz))
∫
V
Tn
0 ,Z
Tn
0
1{E
(z)
e,j }dP
V
Tn
0 ,Z
Tn
0
≤ exp(−Tn(Cz − γz)).
By the union bound
EC [P
(z)
e ] ≤ EC [P
(z)
e,0 ] +
Lz∑
j=2
EC [P
(z)
e,j ]
≤ EC [P
(z)
e,0 ] + exp(−Tn(Cz −Rz − γz)). (51)
Thus EC [P
(z)
e ] can be made arbitrarily small.
Similar to the second decoder, the average probability EC [P
(y)
e,0 ] that the first receiver cannot find any (i, j) that
satisfy both (49) and (50) can be made small due to Lemma 12. Let E
(y)
e,(i,j) denote the error event that for some
(i, j) 6= (1, 1), (i, j) satisfies both (49) and (50). First consider E
(y)
e,(i,j) for j 6= 1. For this case X
Tn
0 (i, j) and Y
Tn
0
are independent, and for j 6= 1, the corresponding error probability P
(y)
e,(i,j) is upper bounded by the probability that
(i, j) satisfies (49).
EC[P
(y)
e,(i,j)] ≤
∫
X
Tn
0 ,Y
Tn
0
1{E
(y)
e,(i,j)}d(P
X
Tn
0 × P Y
Tn
0 )
≤ exp(−Tn(Cy + C˜y − γy))
∫
X
Tn
0 ,Y
Tn
0
1{E
(y)
e,(i,j)}dP
X
Tn
0 ,Y
Tn
0
≤ exp(−Tn(Cy + C˜y − γy)).
When j = 1, and i 6= 1, XTn0 (i, 1) ⇄ V
Tn
0 (1) ⇄ Y
Tn
0 is a Markov chain. The average probability that V
Tn
0 (1)
and XTn0 (i, 1) for i 6= 1 satisfies (50) is∫
V
Tn
0 ,X
Tn
0 ,Y
Tn
0
1{E
(y)
e,(i,1)}dQ
V
Tn
0 ,X
Tn
0 ,Y
Tn
0 ,
where QV
Tn
0 ,X
Tn
0 ,Y
Tn
0 is defined in (36). Thus for i 6= 1, we can upper bound EC [P
(y)
e,(i,1)] as
EC [P
(y)
e,(i,1)] ≤
∫
V
Tn
0 ,X
Tn
0 ,Y
Tn
0
1{E
(y)
e,(i,1)}dQ
V
Tn
0 ,X
Tn
0 ,Y
Tn
0
≤ exp(−Tn(Cy − γy))
∫
V
Tn
0 ,X
Tn
0 ,Y
Tn
0
1{E
(y)
e,(i,1)
}dP V
Tn
0 ,X
Tn
0 ,Y
Tn
0
≤ exp(−Tn(Cy − γy)).
The average probability of error can be upper bounded using the union bound as
EC [P
(y)
e ] ≤ EC [P
(y)
e,0 ] +
Ly,Lz∑
(i,j)6=(1,1)
EC [P
(y)
e,(i,j)]
= EC [P
(y)
e,0 ] +
Ly∑
i=2
EC [P
(y)
e,(i,1)] +
Ly,Lz∑
i=1,j=2
EC [P
(y)
e,(i,j)]
= EC [P
(y)
e,0 ] + (Ly − 1)EC [P
(y)
e,(2,1)] + Ly(Lz − 1)EC [P
(y)
e,(1,2)]
≤ EC [P
(y)
e,0 ] + exp(RyTn) exp(−Tn(Cy − γy)) + exp((Ry +Rz)Tn) exp(−Tn(Cy + C˜y − γy))
= EC [P
(y)
e,0 ] + exp(−Tn(Cy −Ry − γy)) + exp(−Tn(Cy + C˜y − (Ry +Rz)− γy)), (52)
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which can be made arbitrarily small since Ry = Cy − δ and
Ry +Rz = α(pφy(1) + (1− p)φy(0)− φy(p)) + (1− α)(qφy(1) + (1− q)φy(0)− φy(q))
+ αφz(p) + (1− α)φz(q)− φz(αp + (1− α)q)− 2δ
≤ α(pφy(1) + (1− p)φy(0)− φy(p)) + (1− α)(qφy(1) + (1− q)φy(0)− φy(q))− 2δ
+ αφy(p) + (1− α)φy(q)− φy(αp + (1− α)q)
= Cy + C˜y − 2δ,
where we have used the more capable property of the channel:
αφz(p) + (1− α)φz(q)− φz(αp+ (1− α)q) ≤ αφy(p) + (1− α)φy(q)− φy(αp + (1− α)q).
Hence by Markov’s inequality, for a given ǫ > 0 there exists N and τ¯ such that for all n ≥ N , and τ ≤ τ¯ , a
codebook with T = nτ satisfying (43) can be found.
C. Converse
Suppose that (Ry, Rz) is achievable. Then there exists a code such that (43) holds. For (u,U) ∈ {(y, Y ), (z, Z)},
let R˜u =
log(Lu)
T
. Then
R˜uT = log(Lu) = H(Mu) = E[H(Mu|U
T
0 )] + I(Mu;U
T
0 )
(a)
≤ H
(
Mu|D
T
u (U
T
0 )
)
+ I(Mu;U
T
0 )
(b)
≤ H(P (u)e ) + P
(u)
e log(Lu) + I(Mu;U
T
0 ).
Here P
(y)
e and P
(z)
e are the average probability of error at the first and second receiver respectively. Since Mu ⇄
UT0 ⇄ D
T
u (U
T
0 ) is a Markov chain, I(Mu;U
T
0 ) ≥ I(Mu;D
T
u (U
T
0 )). Then applying Lemma 2 gives (a), and (b) is
an application of Fano’s inequality. Hence
R˜u ≤
1
T (1− P
(u)
e )
(
I(Mu;U
T
0 ) +H(P
(u)
e )
)
≤
1
T (1− ǫ)
(
I(Mu;U
T
0 ) +H(ǫ)
)
. (53)
Thus
Ru ≤
log(Lu)
T
+ ǫ = R˜u + ǫ
≤
1
T (1− ǫ)
(
I(Mu;U
T
0 ) +H(ǫ)
)
+ ǫ. (54)
Now consider
1
T
I(My;Y
T
0 ) ≤
1
T
I(My;MzY
T
0 )
(a)
=
1
T
I(My;Y
T
0 |Mz)
(b)
=
1
T
I(MyMz;Y
T
0 )−
1
T
I(Mz ;Y
T
0 )
(c)
≤
1
T
I(XT0 ;Y
T
0 )−
1
T
I(Mz ;Y
T
0 )
(d)
=
1
T
I(XT0 ;Y
T
0 |Mz) (55)
(e)
=
1
T
∫ T
0
(
E[φy(Xt)]− E[φy(E[Xt|Y
t
0 ,Mz])]
)
dt.
(f)
= E[φy(XS)]− E[φy(E[XS |Y
S
0 ,Mz ])]. (56)
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Here, (a) is due to the independence of My and Mz ,
(b) due to an application of Kolmogrov’s formula,
(c) follows since My,Mz ⇄ X
T
0 ⇄ Y
T
0 forms a Markov chain,
(d) follows since Mz ⇄ X
T
0 ⇄ Y
T
0 forms a Markov chain,
(e) is an application of Theorem 1, and
(f) follows by defining S to be a random variable uniformly distributed on [0, T ], and independent of all σ-fields
on (Ω,F).3
Similarly,
1
T
I(Mz ;Z
T
0 )
(a)
=
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,Mz ])]− E[φz(E[Xt|Z
T
t ])] dt
(b)
≤
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,Mz ])] dt− φz
(
1
T
∫ T
0
E[Xt] dt
)
(c)
≤
1
T
∫ T
0
E[φz(E[Xt|Y
t
0 ,Mz ])] dt− φz
(
1
T
∫ T
0
E[Xt] dt
)
(d)
= E[φz(E[XS |Y
S
0 ,Mz])] − φz(E[XS ]). (57)
Here, (a) follows from Theorem 1,
(b) from Jensen’s inequality applied to the convex function φz ,
(c) is due to Lemma 11, and
(d) holds since S is the random variable, uniformly distributed on [0, T ] and independent of all other variables.
Since the capacity region is convex, to find its boundary we will compute for µy, µz ≥ 0, max
Ry ,Rz
µyRy + µzRz .
Note that (53), (56), and (57) imply
µyRy + µzRz ≤ µyE[φy(XS)]− µzφz(E[XS ])− E[Kµ(E[XS |Y
S
0 ,Mz])] + ε(ǫ), (58)
where
Kµ(x) = µyφy(x)− µzφz(x), (59)
and ε(ǫ)→ 0 as ǫ→ 0. We now use Fenchel-Eggleston-Carathe´odory’s theorem [21, Lemma 15.4, Chapter 15, p.
310]. Since Kµ(x) is a continuous function, there exists 0 ≤ α, p, q ≤ 1 such that
E[Kµ(E[XS |Y
S
0 ,Mz])] =αKµ(p) + (1− α)Kµ(q), (60)
E[XS ] = E[E[XS |Y
S
0 ,Mz]] =αp+ (1− α)q. (61)
Due to the convexity of φy(x) and 0 ≤ XS ≤ 1 with E[XS ] = αp+ (1− α)q,
E[φy(XS)] ≤ E[XS ]φy(1) + (1− E[XS ])φy(0)
= (αp+ (1− α)q)φy(1) + (α(1 − p) + (1− α)(1 − q))φy(0). (62)
Equations (58)-(62) give
µyRy + µzRz ≤µy((αp + (1− α)q)φy(1) + (α(1 − p) + (1− α)(1 − q))φy(0)) − µzφz(αp + (1− α)q)
− α(µyφy(p)− µzφz(p))− (1− α)(µyφy(q)− µzφz(q)) + ε(ǫ)
=µy [(αp+ (1− α)q)φy(1) + (α(1 − p) + (1− α)(1 − q))φy(0)− αφy(p)− (1− α)φy(q)]
+ µz [αφz(p) + (1− α)φz(q)− φz(αp + (1− α)q)] + ε(ǫ)
=µyCy + µzCz + ε(ǫ). (63)
Since ǫ is arbitrary, taking ǫ→ 0 we get the converse part of the theorem.
3S can be defined by extending the probability space (Ω,F) in (40) to (Ω× [0, T ],F ⊗B([0, T ])), where B([0, T ]) is the Borel σ-field
on [0, T ].
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VII. MORE CAPABLE POISSON WIRETAP CHANNEL
A. Encoding and Decoding
Here we will consider the first receiver to be the legitimate user and the second receiver to be an eavesdropper.
The transmitter (equipped with a stochastic encoder E Tx ) wishes to communicate a message M , which is uniformly
distributed on M = {1, . . . , L}, to the legitimate user (equipped with decoder DTy ). To transmit message M = m,
the encoder chooses an input waveform XT0 ∈ X
T
0 . Upon observing Y
T
0 , the legitimate decoder chooses a symbol
Mˆ ∈ M. We will call such an arrangement an (L, T ) code. The average probability of error at the legitimate
receiver is
Pe =
1
L
L∑
m=1
P (DTy (Y
T
0 ) 6= m|M = m). (64)
The metric to measure the secrecy will be
1
T
I(M ;ZT0 ).
Definition 8: A secrecy rate Rs is said to be achievable for the Poisson wiretap channel if for all ǫ > 0 and for
all sufficiently large T , there exists an (L, T ) code such that
log(L)
T
≥ Rs − ǫ
Pe ≤ ǫ
1
T
I(M ;ZT0 ) ≤ ǫ. (65)
The secrecy capacity is defined to be the supremum of achievable secrecy rate.
Theorem 5: The secrecy capacity of the more capable Poisson wiretap channel is
Cs = max
0≤α≤1
αΦ(1) + (1− α)Φ(0) − Φ(α), (66)
where we recall Φ(x) = φy(x)− φz(x) and Φ(x) is a convex function.
Note that this capacity expression is same as that of the capacity of the degraded Poisson wiretap channel in [22].
Since the achievability argument is identical to that for the degraded Poisson wiretap channel in [22, Section III],
we shall only prove the converse here.
B. Converse
Suppose Rs is achievable. Then there exists an (L, T ) code satisfying (65). Let R =
log(L)
T
, then
RT = log(L) = H(M) =E
[
H(M |Y T0 )
]
+ I(M ;Y T0 )
(a)
≤H
(
M |DTy (Y
T
0 )
)
+ I(M ;Y T0 )
(b)
≤H(Pe) + Pe log(L) + I(M ;Y
T
0 ).
Since M ⇄ Y T0 ⇄ D
T
y (Y
T
0 ) is a Markov chain, I(M ;Y
T
0 ) ≥ I(M ;D
T
y (Y
T
0 )). Then applying Lemma 2 gives (a),
and (b) is an application of Fano’s inequality. This gives
R ≤
1
T (1− Pe)
(I(M ;Y T0 ) +H(Pe))
=
1
T (1− Pe)
(I(M ;Y T0 )− I(M ;Z
T
0 ) +H(Pe) + I(M ;Z
T
0 ))
≤
1
T (1− ǫ)
((I(M ;Y T0 )− I(M ;Z
T
0 ) +H(ǫ)) +
ǫ
1− ǫ
.
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Now consider
1
T
(
I(M ;Y T0 )− I(M ;Z
T
0 )
) (a)
=
1
T
∫ T
0
E[φy(E[Xt|Y
t
0 ,M ])] − E[φy(E[Xt|Y
t
0 ])] dt
−
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,M ])]− E[φz(E[Xt|Z
T
t ])] dt
=
1
T
∫ T
0
E[φy(E[Xt|Y
t
0 ,M ])] − E[φz(E[Xt|Z
T
t ,M ])] dt
−
1
T
∫ T
0
E[φy(E[Xt|Y
t
0 ])]− E[φz(E[Xt|Z
T
t ])] dt
(b)
=
1
T
∫ T
0
E[φy(E[Xt|Y
t
0 , Z
T
t ,M ])] − E[φz(E[Xt|Y
t
0 , Z
T
t ,M ])] dt
−
1
T
∫ T
0
E[φy(E[Xt|Y
t
0 , Z
T
t ])]− E[φz(E[Xt|Y
t
0 , Z
T
t ])] dt
=
1
T
∫ T
0
E[Φ(E[Xt|Y
t
0 , Z
T
t ,M ])] − E[Φ(E[Xt|Y
t
0 , Z
T
t ])] dt
(c)
≤
1
T
∫ T
0
E[Φ(Xt)]− Φ(E[Xt]) dt
(d)
= max
0≤α≤1
αΦ(1) + (1− α)Φ(0) − Φ(α)
= Cs.
Here, for (a) we have used Theorem 1,
for (b) we have used Theorem 2,
for (c) we have applied Jensen’s inequality to both terms in the integral, and
(d) follows from fixing the mean of the input distribution to α and maximizing over all such distributions and then
maximizing over α. Due to the convexity of Φ(x), the maximizing distribution puts mass on the extreme points
{0, 1}, that is, mass 1− α on 0 and mass α on 1.
Hence we get,
Rs ≤
log(L)
T
+ ǫ
≤
Cs
1− ǫ
+
H(ǫ)
T (1− ǫ)
+
ǫ
1− ǫ
.
Since ǫ is arbitrary, taking ǫ→ 0 we get the converse part of the theorem.
VIII. GENERAL POISSON BROADCAST CHANNEL WITH DEGRADED MESSAGE SETS
In this setting the transmitter has a common messageMo ∈ M0 = {1, . . . , L0} for both of the users and a private
message My ∈ My = {1, . . . , Ly} for the first user. Messages M0 and My are assumed to be independent and
uniformly distributed on their respective support. The transmitter uses an encoder E Tx which maps these messages
into an input XT0
E
T
x :M0 ×My → X
T
0 .
Upon observing Y T0 , the first receiver estimates both common and private messages using decoder D
T
y
D
T
y : N
T
0 →M0 ×My.
Similarly the second receiver employs DTz to decode the common message
D
T
z : N
T
0 →M0.
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We will call the above setup an (L0, Ly, T ) code. The average probability of error of this code is
Pe =
1
L0Ly
L0,Ly∑
m0=1,my=1
P
{
{DTy (Y
T
0 ) 6= (m0,my)}
⋃
{DTz (Z
T
0 ) 6= m0}
∣∣∣M0 = m0,My = my} .
The rate pair (R0, Ry) is said to be achievable if for any ǫ > 0 and for any sufficiently large T , there exists an
(L0, Ly, T ) code such that
log(L0)
T
≥ R0 − ǫ
log(Ly)
T
≥ Ry − ǫ
Pe ≤ ǫ. (67)
The capacity region is the closure of the achievable rate pairs. Let P
(y)
e,0 , P
(y)
e,y denote the average probability of
decoding messagesM0 andMy , respectively, at the first receiver and similarly let P
(z)
e,0 denote the average probability
of error at the second receiver. Then for a given code
max(P
(y)
e,0 , P
(y)
e,y , P
(z)
e,0 ) ≤ Pe ≤ P
(y)
e,0 + P
(y)
e,y + P
(z)
e,0 . (68)
Theorem 6: The capacity region of the general Poisson broadcast channel with degraded message sets is given
by the union over all 0 ≤ αi, pi ≤ 1, i = 1, 2, 3 with
3∑
i=1
αi = 1 of rate pairs satisfying:
R0 ≤ Cz
R0 +Ry ≤ Cˆy + C˜y
R0 +Ry ≤ Cz + Cˆy,
where
Cz =
3∑
i=1
αiφz(pi)− φz
(
3∑
i=1
αipi
)
Cˆy =
3∑
i=1
αi (piφy(1) + (1− pi)φy(0)− φy(pi))
C˜y =
3∑
i=1
αiφy(pi)− φy
(
3∑
i=1
αipi
)
.
A. Achievability
We will show the achievability of the following equivalent region.
Ry ≤ Cˆy
R0 ≤ Cz
R0 +Ry ≤ Cˆy + C˜y. (69)
It suffices to show that the rate pair R¯0 = Cz > 0 and R¯y = min((Cˆy+ C˜y−Cz), Cˆy) > 0 is in (69). This follows
since R¯0 and R¯y satisfy
R¯y ≤ Cˆy
R¯0 = Cz
R¯0 + R¯y ≤ Cˆy + C˜y.
We use superposition coding and a similar argument as that used in the achievability proof for the more capable
Poisson broadcast channel with independent message sets. We divide the interval [0, Tn] into n intervals each of
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equal length τ = Tn/n. Here we take V
Tn
0 to be a ternary stochastic process. The process will be constant on each
of these sub-interval with value given by
Vt = V¯i for (i− 1)τ ≤ t < iτ, i = 1, 2, . . . , n (70)
where V¯i are independent and identically distributed random variables with
P (V¯i = j) = αj , j ∈ {1, 2, 3}. (71)
We construct the input processes, XT0 , as binary and piecewise constant with
Xt = X¯i for (i− 1)τ ≤ t < iτ, i = 1, 2, . . . , n, (72)
and
P (X¯i = 1|V¯i = j) = 1− P (X¯i = 0|V¯i = j) = pj, j ∈ {1, 2, 3}. (73)
Lemma 10 gives that for all ǫ > 0 there exists τ¯ and N such that if n ≥ N and τ ≤ τ¯ then
P
(∣∣∣∣ 1Tn i(V Tn0 ;ZTn0 )− Cz
∣∣∣∣ > ǫ
)
≤ ǫ
P
(∣∣∣∣ 1Tn i(XTn0 ;Y Tn0 )− (Cy + C˜y
)
| > ǫ
)
≤ ǫ
P
(∣∣∣∣ 1Tn i(XTn0 ;Y Tn0 |V Tn0 )− Cy
∣∣∣∣ > ǫ
)
≤ ǫ. (74)
Encoding and Decoding Operation: Let (R0, Ry) be strictly positive, satisfying (69), and let R˜u = Ru − δ,
u ∈ {0, y} for some δ > 0. We generate L0 = exp(TnR˜0) many V
Tn
0 waveforms (indexed by j = 1, . . . , L0)
independently according to (70) and (71). For each V Tn0 (j), we generate Ly = exp(TnR˜y) many independent X
Tn
0
waveforms (indexed by i = 1, . . . , Ly) according to (72) and (73). To transmit messages (M0,My), the encoder
sends XTn0 (M0,My) over the channel.
Both of the receivers consider only those inputs for which the mutual information densities (in Definition 7)
evaluate to a finite value (computed using Theorem 1) for given received point process. The first receiver seeks
unique i and j that satisfy both
1
Tn
i(XTn0 (i, j);Y
Tn
0 ) ≥ Cy + C˜y − γy (75)
and
1
Tn
i(XTn0 (i, j);Y
Tn
0 |V
Tn
0 (j)) ≥ Cy − γy. (76)
The second decoder finds the unique j such that
1
Tn
i(V Tn0 (j);Z
Tn
0 ) ≥ Cz − γz (77)
for some γz > 0. Without loss of generality assume that X
T
0 (1, 1) was transmitted over the channel. Using a similar
argument as that for the error analysis in the achievability proof of the more capable channel with independent
messages we get the following. Since
R˜0 + R˜y = Cy + C˜y − 2δ
R˜y = Cy − δ, (78)
the expectation (over random codebook generation) of the average probability of error at the first receiver can be
made arbitrarily small. Similarly, as R˜0 = Cz − δ, the expectation of the average probability of error at the second
receiver can be made arbitrarily low. Hence there exists a sequence of codebooks which achieve the rates in (69)
with arbitrarily low probability of error.
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B. Converse
For a given sequence of (L0, Ly, T ) codes, using Lemma 2 and Fano’s inequality, we get
R0 ≤
1
T (1− ǫ)
(
I(M0;Z
T
0 ) +H(ǫ)
)
+ ǫ
Ry ≤
1
T (1− ǫ)
(
I(My;Y
T
0 ) +H(ǫ)
)
+ ǫ
R0 +Ry ≤
1
T (1− ǫ)
(
I(M0,My;Y
T
0 ) +H(ǫ)
)
+ 2ǫ,
where we have used the fact that the first user needs to decode both M0 and My, whereas second receiver requires
only M0. We now upper bound the mutual information expressions in the above inequalities.
1
T
I(M0;Z
T
0 )
(a)
=
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,M0])]− E[φz(E[Xt|Z
T
t ])] dt
(b)
≤
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,M0])] dt− φz
(
1
T
∫ T
0
E[Xt] dt
)
(c)
≤
1
T
∫ T
0
E[φz(E[Xt|Y
t
0 , Z
T
t ,M0])] dt− φz
(
1
T
∫ T
0
E[Xt] dt
)
(d)
= E[φz(E[XS |Z
T
S , Y
S
0 ,M0])]− φz(E[XS ]). (79)
In (a), we have used Theorem 1,
in (b) and (c), we have applied Jensen’s inequality to the second and first terms in the integrand, respectively, and
in (d), we have defined S to be a random variable, uniformly distributed on [0, T ] and independent of all other
random variables and processes. Now consider 1
T
I(M0,My;Y
T
0 ).
1
T
I(M0,My;Y
T
0 )
(a)
≤
1
T
I(XT0 ;Y
T
0 )
=
1
T
∫ T
0
E[φy(Xt)]− E[φy(E[Xt|Y
t
0 ])] dt
(b)
≤
1
T
∫ T
0
E[φy(Xt)] dt− φy
(
1
T
∫ T
0
E[Xt] dt
)
(c)
= E[φy(XS)]− φy (E[XS ]) . (80)
Here (a) is due to the Markov chain (M0,My)⇄ X
T
0 ⇄ Y
T
0 ,
(b) is due Jensen’s inequality, and
(c) follows because S is a uniformly distributed on [0, T ].
Similar to (55), we can show
Ry ≤
1
T (1− ǫ)
(I(XT0 ;Y
T
0 |M0) +H(ǫ)) + ǫ.
Now consider
1
T
I(XT0 ;Y
T
0 |M0) +
1
T
I(M0;Z
T
0 )
(a)
=
1
T
∫ T
0
E[φy(Xt)]− E[φy(E[Xt|Y
t
0 ,M0])] dt
+
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,M0])]− E[φz(E[Xt|Z
T
t ])] dt
=
1
T
∫ T
0
E[φy(Xt)]− E[φz(E[Xt|Z
T
t ])] dt
+
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,M0])]− E[φy(E[Xt|Y
t
0 ,M0])] dt
(b)
≤
1
T
∫ T
0
E[φy(Xt)] dt− φz
(
1
T
∫ T
0
E[Xt] dt
)
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+
1
T
∫ T
0
E[φz(E[Xt|Z
T
t ,M0])]− E[φy(E[Xt|Y
t
0 ,M0])] dt
(c)
=
1
T
∫ T
0
E[φy(Xt)] dt− φz
(
1
T
∫ T
0
E[Xt] dt
)
+
1
T
∫ T
0
E[φz(E[Xt|Y
t
0 , Z
T
t ,M0])]− E[φy(E[Xt|Y
t
0 , Z
T
t ,M0])] dt
(d)
= E[φy(XS)]− φz (E[XS ])
+ E[φz(E[XS |Y
S
0 , Z
T
S ,M0])]− E[φy(E[XS |Y
S
0 , Z
T
S ,M0])]. (81)
Here, (a) is due to Theorem 1,
(b) is due to Jensen’s inequality,
(c) is due to Theorem 2, and
(d) follows because S is uniformly distributed on [0, T ] and independent of all other random variables.
Now we use Fenchel-Eggleston-Carathe´odory’s theorem [21, Lemma 15.4, Chapter 15, p. 310]. Since φy(x) and
φz(x) are continuous functions, there exist 0 ≤ p1, p2, p3 ≤ 1 and 0 ≤ α1, α2, α3 ≤ 1 with
∑3
i=1 αi = 1 such that
E[φy(E[XS |Z
T
S , Y
S
0 ,M0])] =
3∑
i=1
αiφy(pi)
E[φz(E[XS |Z
T
S , Y
S
0 ,M0])] =
3∑
i=1
αiφz(pi)
E[XS ] = E[E[XS |Z
T
S , Y
S
0 ,M0]] =
3∑
i=1
αipi. (82)
Due to the convexity of φu,
E[φu(XS)] ≤ E[XS ]φu(1) + (1− E[XS ])φu(0)
=
3∑
i=1
αipiφu(1) +
(
1−
3∑
i=1
αipi
)
φu(0)
=
3∑
i=1
αi (piφu(1) + (1− pi)φu(0)) . (83)
Substituting we get the following. From (79)
R0 ≤ E[φz(E[XS |Z
T
S , Y
S
0 ,M0])]− φz(E[XS ]) + ε(ǫ)
=
3∑
i=1
αiφz(pi)− φz
(
3∑
i=1
αipi
)
+ ε(ǫ)
= Cz + ε(ǫ)
where ε(ǫ)→ 0 as ǫ→ 0. From (80) we get
R0 +Ry ≤ E[φy(XS)]− φy (E[XS ]) + ε
′(ǫ)
≤
3∑
i=1
αi (piφy(1) + (1− pi)φy(0)) − φy
(
3∑
i=1
αipi
)
+ ε′(ǫ)
= Cˆy + C˜y + ε
′(ǫ).
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where ε′(ǫ)→ 0 as ǫ→ 0. Finally (81) gives
R0 +Ry ≤ E[φy(XS)]− φz (E[XS ]) + E[φz(E[XS |Y
S
0 , Z
T
S ,M0])]− E[φy(E[XS |Y
S
0 , Z
T
S ,M0])] + ε(ǫ)
′′
≤
3∑
i=1
αi (piφy(1) + (1− pi)φy(0))− φz
(
3∑
i=1
αipi
)
+
3∑
i=1
αiφz(pi)−
3∑
i=1
αiφy(pi) + ε
′′(ǫ)
= Cˆy + Cz + ε
′′(ǫ),
where ε′′(ǫ)→ 0 as ǫ→ 0. As ǫ is arbitrary, taking ǫ→ 0 completes the converse argument.
APPENDIX
PROOFS OF LEMMAS
Proof of Lemma 3: Let [s, t] ∈ [0, T ], and k ∈ N then
P (N˜t − N˜s = k|X˜
T
0 ) = P (N(T−s)− −N(T−t)− = k|X
T
0 )
=
1
k!
(∫ T−s
T−t
Xτ dτ
)k
exp
(
−
∫ T−s
T−t
Xτ dτ
)
=
1
k!
(∫ s
t
X˜τ dτ
)k
exp
(
−
∫ s
t
X˜τ dτ
)
, (84)
where we have used the fact that since XT0 is ca`dla`g, the set {t : Xt− 6= Xt, t ∈ [0, T ]} is at most countable [14,
Section 12, Lemma 1, p. 122]. Since the new process N˜T0 is obtained by time reversing the process N
T
0 , it has the
independent increment property.
Proof of Lemma 4: For 0 ≤ s < t ≤ T
E[Nˆt − Nˆs|Fs] = E[Nˆt − Nˆs|A,Λ
T
0 , Nˆ
s
0 ]
(a)
= E[Nˆt − Nˆs|Λ
T
0 , Nˆ
s
0 ]
(b)
=
∫ t
s
Λˆu du
(c)
= E
[∫ t
s
Λˆu du
∣∣Fs
]
. (85)
Here, (a) is due to the fact that if A⇄ ΛT0 ⇄ (Nˆ
s
0 , Nˆ
T
s ) is a Markov chain then so is A⇄ (Λ
T
0 , Nˆ
s
0 )⇄ Nˆ
T
s [17,
Proposition 6.8, p.111], and then using [17, Proposition 6.6, p.111],
(b) is due to Definition 1 and the independent increment property of Poisson processes, and
(c) is due to the fact that ΛT0 is measurable with respect to Ft for all t ∈ [0, T ].
Then from (85) and [15, Chapter II, Section 2, p. 23-24] we get that for all non-negative (Ft : t ∈ [0, T ])-
predictable processes CT0
E
[∫ T
0
Cs dNˆs
]
= E
[∫ T
0
CsΛˆs ds
]
. (86)
Also, ΛˆT0 is F0-measurable and thus (Ft : t ∈ [0, T ])-predictable. Hence the (P,Ft : t ∈ [0, T ])-intensity of Nˆ
T
0 is
ΛˆT0 .
Let DT0 be a non-negative (Gt : t ∈ [0, T ])-predictable process. As Gt ⊆ Ft, it is also (Ft : t ∈ [0, T ])-predictable.
Hence
E
[∫ T
0
Ds dNˆs
]
= E
[∫ T
0
DsΛˆs ds
]
. (87)
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Let Πt = E[Λˆt|Gt−], t ∈ [0, T ]. Then the process Π
T
0 is (Gt : t ∈ [0, T ])-predictable [23, Chapter 6, Theorem 43,
p. 103]. Hence
E
[∫ T
0
DsΠs ds
]
= E
[∫ T
0
DsE[Λˆs|Gs−] ds
]
(a)
= E
[∫ T
0
E[DsΛˆs|Gs−] ds
]
= E
[∫ T
0
DsΛˆs ds
]
(b)
= E
[∫ T
0
Ds dNˆs
]
.
Here, (a) is due to the fact that Ds is Gs− measurable [15, Exercise E10, Chapter I, p. 9], and
(b) is due to (87).
Hence the (P,Gt : t ∈ [0, T ])-intensity of Nˆ
T
0 is Π
T
0 . Since for each t ∈ [0, T ], Nˆt− = Nˆt P -a.s., we can take
Πt = E[Λˆt|Gt−] = E[Λˆt|Gt] P -a.s.
Proof of Lemma 5: Using the data processing inequality
I(A; UˆT0 ) = I(A;U
t2
t1
) ≤ I(XT0 ;U
t2
t1
)
≤ I(XT0 ;U
T
0 ) <∞,
where the last inequality is due to [3]–[5]. Hence PA,Uˆ
T
0 ≪ PA × P Uˆ
T
0 .
From (7) we get that PU
T
0 ≪ P
UT0
0 . Let N be such that P
UˆT0
0 (N) = 0. Then P
UˆT0
0 (N) = P
UT0
0 ((Uˆ
T
0 )
−1
N) = 0.
Hence PU
T
0 ((UˆT0 )
−1
N) = P Uˆ
T
0 (N) = 0. Thus
P Uˆ
T
0 ≪ P
UˆT0
0 .
This gives PA × P Uˆ
T
0 ≪ PA × P
UˆT0
0 [17, Chapter 1, Exercise 19, p. 22].
Proof of Lemma 6 : Let
f(t) = E[φu(E[Xt|U
t
0, A,B])]. (88)
We will first show that f(t) is right continuous. Let δ˜n be a non-increasing positive subsequence approaching 0 as
n→∞. Define the following (suppressing the time index t)
Hn = F
U
(t+δ˜n)
∨ σ(A) ∨ σ(B) (89)
Xn = Xt+δ˜n . (90)
Since the sample paths of Xt are right-continuous
lim
n→∞
Xn → Xt
and H1 ⊃ H2 ⊃ . . . , we have the following equalities P -a.s.
lim
n→∞
E[X
t+δ˜n
|U t+δ˜n0 , A,B]
(a)
= lim
n→∞
E[Xn|Hn]
(b)
= E
[
Xt
∣∣∣∣⋂
n
Hn
]
= E
[
Xt
∣∣∣∣∣
⋂
ǫ>0
FUt+ǫ ∨ σ(A) ∨ σ(B)
]
(c)
= E[Xt|F
U
t ∨ σ(A) ∨ σ(B)]
= E[Xt|U
t
0, A,B]. (91)
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Here, (a) is due to the definition of Xn and Hn,
(b) is due to the backwards analogue of the dominated convergence theorem for conditional expectation [24, Exercise
5.6.2, p. 265] (recall that Xt is bounded), and
(c) is due to the right continuity of the filtration FUt ∨ σ(A) ∨ σ(B) [15, Theorem T25, Appendix A2, p. 304].
Since φu(x) is a continuous function and Xt is a bounded random variable
lim
δ˜n→0+
E[φu(E[Xt+δ˜n |U
t+δ˜n
0 , A,B])] = E[φu(E[Xt|U
t
0, A,B])],
and hence
lim
δ→0+
E[φu(E[Xt+δ |U
t+δ
0 , A,B])] = E[φu(E[Xt|U
t
0, A,B])].
Similarly,
lim
δ→0+
E[φu(E[Xt+δ |U
t+δ
0 , B])] = E[φu(E[Xt|U
t
0, B])].
Since (A,B) ⇄ XT0 ⇄ (U
t
0, U
t+δ
t ) and U
t
0 ⇄ X
T
0 ⇄ U
t+δ
t are Markov chains, [17, Proposition 6.8, p. 111]
implies (A,B,U t0)⇄ X
T
0 ⇄ U
t+δ
t is also a Markov chain. Taking t1 = t, t2 = t+ δ, Theorem 1 yields
lim
δ→0+
1
δ
I
(
A;U t+δt
∣∣∣U t0, B) = lim
δ→0+
1
δ
∫ t+δ
t
E[φu(E[Xs|U
s
t , U
t
0, A,B])] − E[φu(E[Xs|U
s
t , U
t
0, B])] ds
= E[φu(E[Xt|U
t
0, A,B])] − E[φu(E[Xt|U
t
0, B])], (92)
where the last equality is due to the fact that if f(x) is right continuous at t, then
lim
δ→0+
1
δ
∫ t+δ
t
f(s) ds = f(t).
Let U˜T0 to be the time-reversed U
T
0 process. Then U˜
T
0 is a doubly-stochastic Poisson process with rate process
{X˜t = X(T−t)−, t ∈ [0, T ]}, and
lim
δ→0+
1
δ
I
(
A;U tt−δ
∣∣UTt , B) = lim
δ→0+
1
δ
I
(
A; U˜T−t+δT−t
∣∣∣U˜T−t0 , B)
= E[φu(E[X˜(T−t)−|U˜
T−t
0 , A,B])] − E[φu(E[X˜T−t|U˜
T−t
0 , B])]
= E[φu(E[Xt−|U
T
t , A,B])] − E[φu(E[Xt−|U
T
t , B])]. (93)
Proof of Lemma 7: We have
1
δ
I
(
A;U s+δs
∣∣∣U s0 , B) = 1δ
∫ s+δ
s
E[φu(E[Xr|U
r
0 , A,B])] − E[φu(E[Xr|U
r
0 , B])] dr
≤ 2φ∗u, (94)
where φ∗u = max
0≤x≤1
|φu(x)|. The second part of the lemma follows similarly.
Proof of Lemma 8: Consider
I(A;U t0|B)
(a)
=
∫ t
0
E[φu(E[Xs|U
s
0 , A,B])]− E[φu(E[Xs|U
s
0 , B])] ds
(b)
=
∫ t
0
lim
δ→0+
1
δ
I
(
A;U s+δs
∣∣∣U s0 , B) ds
(c)
= lim
δ→0+
1
δ
∫ t
0
I
(
A;U s+δs
∣∣∣U s0 , B) ds. (95)
Here, (a) is due to Theorem 1,
(b) is due to Lemma 6, and
(c) is due to Lemma 7 and the dominated convergence theorem.
The proof of the second part of the lemma follows similarly.
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Proof of Lemma 10: The existence of i(XTn0 ;Y
Tn
0 ) and i(V
Tn
0 ;Z
Tn
0 ) is due to Lemma 5. The existence of
i(XTn0 ;Y
Tn
0 |V
Tn
0 ) is discussed in a later part of this proof. We will use the measure P˜ as defined in Theorem 1.
Using Theorem 1 we have P V
Tn
0 ,X
Tn
0 ,Z
Tn
0 -a.s.
1
Tn
log
(
dP V
Tn
0 ,Z
Tn
0
dP˜ V
Tn
0 ,Z
Tn
0
)
=
1
Tn
∫ Tn
0
log(azΠt + λz)dZt + 1− (azΠt + λz) dt
=
1
nτ
n∑
i=1
∫ iτ
(i−1)τ
log(azΠt + λz) dZ
(i)
t + 1− (azΠt + λz) dt, (96)
where
{
Z
(i)
t , t ∈ [(i− 1)τ, iτ ]
}
is the point process corresponding to Ziτ(i−1)τ , and for t ∈ [0, T ],
Πt = E[Xt|Z
t
0, V
Tn
0 ], P
V
Tn
0 ,X
Tn
0 ,Z
Tn
0 -a.s.
Let
Ψ
(1)
i =
1
τ
∫ iτ
(i−1)τ
log(azΠt + λz) dZ
(i)
t , (97)
then Ψ
(1)
i , for i = 1, 2, . . . , n are independent and identically distributed with
E[|Ψ
(1)
1 |] =
1
τ
E
[∣∣∣∣
∫ τ
0
log(azΠt + λz) dZt
∣∣∣∣
]
≤
1
τ
E
[∫ τ
0
|log(azΠt + λz)| dZt
]
=
1
τ
∫ τ
0
E [|φz (Πt)|] dt
≤ φ∗z <∞, (98)
where φ∗z = max
0≤x≤1
φz(x), and we have used the fact that the (P, σ(V¯1) ∨ F
Z
t : t ∈ [0, T ])-intensity of Z
Tn
0 is
azΠt + λz (Lemma 4). Thus by the strong law of large numbers [17, Theorem 4.23, p.73]
1
n
n∑
i=1
Ψ
(1)
i → E[Ψ
(1)
1 ] =
1
τ
∫ τ
0
E
[
φz
(
E[Xt|Z
t
0, V¯1]
)]
dt (99)
almost surely. Now let
Ψ
(2)
i =
1
τ
∫ iτ
(i−1)τ
azΠt + λz dt,
for which the law of large numbers gives
1
n
n∑
i=1
Ψ
(2)
i
a.s.
−→ E[Ψ
(2)
1 ] =
1
τ
∫ τ
0
azE[Xt] + λz dt. (100)
Thus
1
Tn
log
(
dP V
Tn
0 ,Z
Tn
0
dP˜ V
Tn
0 ,Z
Tn
0
)
a.s.
−→
1
τ
∫ τ
0
E
[
φz
(
E[Xt|Z
t
0, V¯1]
)]
+ 1− (azE[Xt] + λz) dt. (101)
Similarly P V
Tn
0 ,X
Tn
0 ,Z
Tn
0 -a.s.
1
Tn
log
(
dPZ
Tn
0
dP
Z
Tn
0
0
)
a.s.
−→
1
τ
∫ τ
0
E
[
φz
(
E[Xt|Z
t
0]
)]
+ 1− (azE[Xt] + λz) dt. (102)
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This gives P V
Tn
0 ,X
Tn
0 ,Z
Tn
0 -a.s.
1
Tn
i(V Tn0 ;Z
Tn
0 ) = log
dP V
Tn
0 ,Z
Tn
0
d(P V
Tn
0 × PZ
Tn
0 )
=
1
Tn
log
(
dP V
Tn
0 ,Z
Tn
0
dP˜ V
Tn
0 ,Z
Tn
0
)
−
1
Tn
log
(
dPZ
Tn
0
dP0
Z
Tn
0
)
a.s.
−→
1
τ
∫ τ
0
E
[
φz
(
E[Xt|Z
t
0, V¯1]
)]
− E
[
φz
(
E[Xt|Z
t
0]
)]
dt
=
1
τ
I(V¯1;Z
τ
0 ) (103)
as n→∞, and we have used Theorem 1. From Lemma 6
lim
τ→0+
1
τ
I(V¯1;Z
τ
0 ) = E
[
φz
(
E[X0|V¯1]
)]
− φz (E[X0]) . (104)
Thus given any ǫ > 0, we can choose τ¯ such that∣∣∣∣ 1τ∗ I(V¯1;Zτ∗0 )− (E [φz (E[X0|V¯1])]− φz (E[X0]))
∣∣∣∣ ≤ ǫ2 , (105)
and then choosing N large enough we can ensure that
P
(∣∣∣∣ 1TN i(V TN0 ;ZTN0 )−
(
E
[
φz
(
E[X0|V¯1]
)]
− φz (E[X0])
)∣∣∣∣ > ǫ
)
≤ ǫ. (106)
Note that VTn0 and X
Tn
0 here are effectively finite alphabets. For the space (N
Tn
0 ,F
Y ), the σ-field FY is the
restriction of the σ-field generated by the Skorohod topology on D[0, 1] to N Tn0 . This makes (N
Tn
0 ,F
Y ) a standard
space [14, Theorem 12.2, p. 128] and [13, Section 1.5, p. 12]. Consider
I(V TN0 ,X
TN
0 ;Y
Tn
0 ) = I(X
Tn
0 ;Y
TN
0 ) + I(V
Tn
0 ;Y
TN
0 |X
TN
0 )
= I(XTn0 ;Y
TN
0 ) <∞. (107)
This gives P V
Tn
0 ,X
Tn
0 ,Y
Tn
0 ≪ P V
Tn
0 ,X
Tn
0 × P Y
Tn
0 . Thus from [13, Corollary 5.5.3, p. 125], i(XTn0 ;Y
Tn
0 |V
Tn
0 ) exists
and P V
Tn
0 ,X
Tn
0 ,Y
Tn
0 -a.s. satisfies
1
Tn
i(XTn0 ;Y
Tn
0 |V
Tn
0 ) =
1
Tn
i(V Tn0 ,X
Tn
0 ;Y
Tn
0 )−
1
Tn
i(V Tn0 ;Y
Tn
0 ). (108)
Here, we have used the fact that since 1
Tn
E[|i(V Tn0 ;Y
Tn
0 )|] < ∞,
1
Tn
i(V Tn0 ;Y
Tn
0 ) is P
V
Tn
0 ,X
Tn
0 ,Y
Tn
0 -a.s. finite. Also
PX
Tn
0 ,Y
Tn
0 ≪ PX
Tn
0 × P Y
Tn
0 (since I(XTn0 ;Y
Tn
0 ) < ∞), and V
Tn
0 ⇄ X
Tn
0 ⇄ Y
Tn
0 being a Markov chain, [13,
Corollary 5.5.4, p.126] yields
i(V Tn0 ,X
Tn
0 ;Y
Tn
0 ) = i(X
Tn
0 ;Y
Tn
0 ), P
V
Tn
0 ,X
Tn
0 ,Y
Tn
0 -a.s.
Since PX
Tn
0 ,Y
Tn
0 -a.s.
i(XTn0 ;Y
Tn
0 ) = log

 dPXTn0 ,Y Tn0
d
(
PX
Tn
0 × P Y
Tn
0
)


= log
(
dPX
Tn
0 ,Y
Tn
0
dP˜X
Tn
0 ,Y
Tn
0
)
− log
(
dP Y
Tn
0
dP
Y
Tn
0
0
)
,
we have from Theorem 1, P V
Tn
0 ,X
Tn
0 ,Y
Tn
0 -a.s.
1
Tn
log
(
dPX
Tn
0 ,Y
Tn
0
dP˜X
Tn
0 ,Y
Tn
0
)
=
1
Tn
∫ Tn
0
log(ayXt + λy)dYt + 1− (ayXt + λy) dt
a.s.
−−→
1
τ
∫ τ
0
E [φy (Xt)] + 1− (ayE[Xt] + λy) dt,
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where the a.s. convergence can be shown by using an argument similar to that used for the second user. Similarly
for the second term, P V
Tn
0 ,X
Tn
0 ,Y
Tn
0 -a.s.,
1
Tn
log
(
dP Y
Tn
0
dP
Y
Tn
0
0
)
=
1
Tn
∫ Tn
0
log(ayΠ
′
t + λy)dYt + 1− (ayΠ
′
t + λy) dt
a.s.
−−→
1
τ
∫ τ
0
E
[
φy
(
E[Xt|Y
t
0 ]
)]
+ 1− (ayE[Xt] + λy) dt,
where Π′t = E[Xt|Y
t
0 ] P
V
Tn
0 ,X
Tn
0 ,Y
Tn
0 -a.s. Hence we have
1
Tn
i(XTn0 ;Y
Tn
0 )
a.s.
−→
1
τ
∫ τ
0
E [φy(Xt)]− E
[
φy
(
E[Xt|Y
t
0 ]
)]
dt
=
1
τ
I(Xτ0 ;Y
τ
0 ) =
1
τ
I(X0;Y
τ
0 ),
where we have used the fact that Xτ0 is constant over the interval [0, τ) and Theorem 1. From Lemma 6
lim
τ→0+
1
τ
I(X0;Y
τ
0 ) = E [φy(X0)]− φy (E[X0]) .
Also, similar to the second receiver, we can show that for a given ǫ > 0 there exists N and τ¯ such that n ≥ N
and τ ≤ τ¯ implies that
P
(∣∣∣∣ 1Tn i(V Tn0 ;Y Tn0 )−
(
E
[
φy
(
E[X0|V¯1]
)]
− φy(E[X0])
)∣∣∣∣ > ǫ
)
≤ ǫ (109)
Since P V
Tn
0 ,X
Tn
0 ,Y
Tn
0 -a.s.
1
Tn
i(XTn0 ;Y
Tn
0 |V
Tn
0 ) =
1
Tn
i(XTn0 ;Y
Tn
0 )−
1
Tn
i(V Tn0 ;Y
Tn
0 ).
Thus for given ǫ > 0 there exists N and τ¯ such that n ≥ N and τ ≤ τ¯ implies that
P
(∣∣∣∣ 1Tn i(XTn0 ;Y Tn0 |V Tn0 )−
(
E [φy(X0)]− E
[
φy
(
E[X0|V¯1]
)])∣∣∣∣ > ǫ
)
≤ ǫ. (110)
Proof of Lemma 11: Note that∫ T
0
E[φz(E[Xt|M,Y
t
0 ])]− E[φz(E[Xt|M,Z
T
t ])] dt
(a)
=
∫ T
0
E[φy(E[Xt|M,Y
t
0 ])]− E[φz(E[Xt|M,Z
T
t ])] dt
−
∫ T
0
E[φy(E[Xt|M,Y
t
0 ])]− E[φz(E[Xt|M,Y
t
0 ])] dt
(b)
=
∫ T
0
E[φy(E[Xt|M,Y
t
0 , Z
T
t ])]− E[φz(E[Xt|M,Y
t
0 , Z
T
t ])] dt
−
∫ T
0
E[φy(E[Xt|M,Y
t
0 ])]− E[φz(E[Xt|M,Y
t
0 ])] dt
(c)
=
∫ T
0
E[Φ(E[Xt|M,Y
t
0 , Z
T
t ])]− E[Φ(E[Xt|M,Y
t
0 ])] dt
(d)
≥ 0.
In (a) we have added and subtracted a term,
(b) is due to Theorem 2,
(c) is due to the definition of Φ(x), and
(d) is due to convexity of Φ(x) and Jensen’s inequality.
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Proof of Lemma 12: In this case we have
E [φy(X0)]− φy (E[X0]) = (αp + (1− α)q)φy(1) + (α(1 − p) + (1− α)(1 − q))φy(0)− φy(αp + (1− α)q)
= Cy + C˜y.
And
E
[
φz
(
E[X0|V¯1]
)]
− φz (E[X0]) = αφz(p) + (1− α)φz(q)− φz(αp + (1− α)q)
= Cz.
Similarly,
E [φy(X0)]− E
[
φy
(
E[X0|V¯1]
)]
= (αp + (1− α)q)φy(1) + (α(1 − p) + (1− α)(1 − q))φy(0)
− αφy(p)− (1− α)φy(q)
= Cy.
Now applying Lemma 10 proves the statement of the lemma.
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