Abstract. We are interested in the spectral properties of Dirac operators on Riemannian manifolds with cuspidal ends. We derive estimates for the essential spectrum and get formulas for the index in the Fredholm case.
Introduction
Let M be a complete oriented Riemannian manifold. If M is closed and D is a formally self{adjoint elliptic operator which acts on the smooth sections of a Hermitian bundle E over M, then the essential spectrum of D is empty. In particular, D is a Fredholm operator. If M is noncompact, then the essential spectrum of D depends heavily on the coe cients of D and the end structure of M. In this work we are interested in the spectral properties of generalized Dirac operators in the sense of Gromov and Lawson, see LM] . We study the case when the ends of M are cuspidal, see Section 3 for the precise de nition. In particular, we assume that each end U of M is of nite volume and di eomorphic to a product (0; 1) N, where N = N U is a closed manifold, and that the metric on U is of the form g = dt 2 + g t ; (1) where g t is a family of metrics on N. The most important examples are complete Riemannian manifolds of nite volume and pinched negative curvature.
Let E be a graded Dirac bundle over M; that is, E is a bundle of left modules over the Cli ord bundle C l M of M with compatible Hermitian metric and connection together with a parallel unitary involution which anticommutes with Cli ord multiplication by vector elds. These data determine a Dirac operator D and a decomposition E = E + E ? into the eigenspaces of with eigenvalue 1. The main examples are the Cli ord bundle and spinor bundles. In what follows, M is a noncompact manifold with nitely many cuspidal ends U, such that along each end U, the sectional curvature K of M is pinched between two negative constants, ?b 2 K ?a 2 ; (2) where 0 < a < b. It will be convenient to set dim M = n + 1. Theorem A. Let F be a at Hermitian vector bundle over M and D = d + d the Dirac operator on M F = C l M F. Suppose that n + 1 is even and that (n + 1)a ? (n ? 1)b > 0. Then D is a Fredholm operator.
Note that D is a Fredholm operator if and only if the twisted Hodge Laplacian = D 2 is a Fredholm operator. Since F is at, preserves the degree of forms, and hence induces an operator k on k{forms. One may wonder whether Theorem A can be improved for k . Theorem B. Let F be a at Hermitian vector bundle over M and the twisted Hodge Laplacian on M F = C l M F. Let k < n=2 and suppose that (n ? k)a ? kb > 0. Then k and n+1?k are Fredholm operators.
The cases k = (n + 1)=2 if n + 1 is even and k = n=2 or k = n=2 + 1 if n + 1 is odd are not covered. In fact, in the latter cases the essential spectrum of on k M is equal to 0; 1) if M is a noncompact quotient of nite volume of the real hyperbolic space H n+1 , see Example 1.15.
In Examples 4.2 and 5.5 we show that Theorems A and B are optimal with respect to the pinching conditions.
In the special case k = 0, Theorem B gives the result of McKean in McK] . Theorems A and B improve the corresponding results of Donnelly and Xavier in DX] .
Except for the case of constant sectional curvature, the pinching condition of Theorem A is violated for locally symmetric spaces of nite volume and negative curvature. In this case, however, Borel and Casselman BC] where ! L is the integrand corresponding to the Hirzebruch L{form and where, for each end U, A + t = N U;t (d t +d t ) is the odd signature operator on (N U;t ) F. John Lott pointed out to us that it follows from the work of Cheeger and Gromov that lim t!1 (A + t ) is a topological invariant of N U , see CG, Theorem 4.1], and that this invariant has been studied | among others | by Meyerho , Ouyang and Rong, see MO] , Ro] .
We can also treat the Dirac operator on spinor bundles. Theorem E. Suppose that M is spin and that the spin structure of M is non{ trivial along all ends of M. Let Our results t into an obvious general scheme to describe the fundamental spectral properties of geometric di erential operators on complete Riemannian manifolds: describe the essential spectrum as precisely as possible and compute the index, as the most accessible invariant of the situation, in the Fredholm case. In this work, we develop an axiomatic approach to ful l this task which seems very promising in the case of manifolds with cuspidal ends. The axioms are inspired by BB] but contain some new ingredients, notably the construction of a at connection r of nite holonomy on the cuspidal ends which allows us to control the kernel of a crucial operator arising from separation of variables. The rst two axioms together allow us to construct a rst order ordinary di erential operator on the half line with the same essential spectrum as D; this is related to the work of Lott ( L1] , L2]). Our third axiom gives a su cient condition for D to be Fredholm and allows us to compute the index of D + . We check the axioms only in the case of twisted Cli ord bundles, where the result is sharp in terms of the pinching constants, and for spinor bundles. Note that it follows from the work of Borel and Casselman in BC] that our axioms also hold in the case of twisted Cli ord bundles over locally symmetric spaces of nite volume and negative curvature, see Remark 4.9 in the text.
For other relevant results related to the questions discussed in this paper see for example BM] The proof of Theorem B is contained in Section 5. It is quite elementary and follows the line of argument for the corresponding result in DX]. This section is more or less independent of the rest of the paper.
In Section 1 we discuss the general setup. In Section 2 we generalize the approach from BB]. This section contains the proofs of Theorems C, D, and E. In Section 3 we discuss the geometric structure of cusps and de ne and discuss the at connection r. In Section 4 we derive estimates in the case of the Cli ord bundle and prove Theorem A.
We would like to thank Christian B ar, Hermann Karcher, John Lott, Dorothee Sch uth, and Gregor Weingart for helpful discussions.
1. The Setup In this section we set the stage for our discussion. Let M be a complete Riemannian manifold of dimension m. We assume that M decomposes as M = M 0 fendsg ; (1.1) where M 0 is a compact manifold with boundary and each end, U, is di eomorphic to a product, U = (0; 1) N, where N is compact and connected and of dimension n = m ? 1. Moreover, we assume that the metric on U has the form g = dt 2 + g t ; (1.2) where g t and @ t g t are C 1 on U. In our discussion of cuspidal ends in Section 3 we will be more speci c concerning the regularity of g.
Let U = (0; 1) N be an end of M. We let T = @=@ t be the unit vector eld in the t-direction. We use the prime 0 to denote covariant di erentiation in the direction of T.
The projection U ! (0; 1) onto the rst coordinate is a Riemannian submersion. The ber over t is the cross section N t := ftg N. For each point p = ( ; x) 2 U, the curve p (t) = (t; x), t > 0, is a geodesic ray and p ( ) = p.
The family of such rays is perpendicular to the family of cross sections N t .
We denote by S = S t the second fundamental form and by W = W t the Weingarten map of N t with respect to the normal vector eld T, WX = ?r X T ; S(X; Y ) = hr X Y; Ti = hWX; Y i ; (1.3) where X and Y are vector elds tangent to N t . The eigenvalues 1 ; : : : ; n of W t are the principal curvatures of N t . We suppose that there is a uniform bound j i j b ;
(1.4) where b 0 is a constant independent of t and U. This is equivalent to the pointwise bounds kSk b or kWk b of the operator norms of S or W. We let = 1 + + n = tr W : (1.5) Frequently, we will consider the shift map f t; : N ! N t ; ( ; x) 7 ! (t; x) :
(1.6) The Jacobian of f t; is denoted by j t; . It satis es the ordinary di erential equation j 0 t; = ? j t; :
(1.7) This di erential equation is the reason why we use instead of the mean curvature =n. This concludes our setup as far as the structure of the ends of M is concerned. We now turn to the Dirac bundle. We say that a Dirac bundle E over a Riemannian manifold V is geometric if the pull back of E to the universal covering spaceṼ of V is (isomorphic to) a Dirac bundle associated to the principal bundle 6 WERNER BALLMANN AND JOCHEN BR UNING SO(Ṽ ) of oriented orthonormal frames via a unitary representation of SO(m) or to a spin structure Spin(Ṽ ) via a unitary representation of Spin(m), m = dim V . Then the local formulas for induced connections and their curvature are available.
Let U be an end of M and E ! U be a geometric Dirac bundle. Note that the restriction E t := EjN t of E to a cross section N t is a geometric Dirac bundle.
Hence the Levi{Civita connection r t of N t induces a Hermitian connection on E t which we also denote r t . It will be convenient to denote the di erence between the induced connections r and r t by S t , S t := r ? r t ;
(1.8) since it is equal to the operator on E t induced by the second fundamental form of N t . The actual formula for S t depends very much on the representation de ning E. In any case, S t is tensorial and, by (1.4), pointwise uniformly bounded independent of t.
Corresponding to the decomposition of r in (1. 2. An axiomatic approach In this section we develop an axiomatic approach to the spectral theory of Dirac operators on Dirac bundles which are geometric over the ends of M. Our approach is inspired by our previous work on surfaces with cusps BB]. We keep the notation and the assumptions on the ends introduced in Section 1.
We x an end U of M and a geometric Dirac bundle E ! U. We formulate the properties we need in our discussion as additional axioms on the structure of U and E. In Sections 3 and 4 we discuss an important example where we verify these axioms, namely the Cli ord bundle. 8 WERNER BALLMANN AND JOCHEN BR UNING Axiom 1: There is a continuous Riemannian connection r on U such that r is at in the sense that there is an open cover V of N such that for each V 2 V we have a C 1 local orthonormal frame (X 0 ; : : : ; ; X n ) of TU de ned in V (0; 1) which is r{parallel and such that the transition functions between any two such frames are locally constant. If X 0 = T, then such a frame (and any associated frame for E) will be called special. Moreover, we assume that r T = r T ; rT = 0 ; and S := r ? r is uniformly bounded.
Note that the meaning of the operators S and S is quite di erent. However, the analogy in notation associated to the two di erent splittings of r will be kept for mnemonic reasons. In accordance with this, the uniform bound on the pointwise operator norm of S on TU will be denoted b, k Sk b :
For any t > 0, the restriction of r and S to N t and E t will be denoted r t and S t . We also consider r t as a rst order di erential operator on C 1 (E t ) with values in L 2 (T N t E t ). The formal adjoint of r t is denoted ( r t ) .
Let (T; X 1 ; : : : ; X n ) be a special frame of TU and ( I ) be an associated special frame of E. Locally we write sections of E in the form = X ' I I :
In terms of such linear combinations, we have r t = X d' I I and ( r t ) r t = ? X f r t X i r t X i ? r t r t X i X i g :
The kernel K t of r t consists of sections of E t which are parallel with respect to r t . Since a parallel section is determined by its values at one point, we have dim K t =: k rk E. Now r is at, by Axiom 1, hence the family K = (K t ) is parallel in the direction of T. Moreover, K is invariant under Cli ord multiplication by T since T is parallel with respect to r.
Once and for all we choose a basis 1 ; : : : ; k of pointwise orthonormal sections spanning K. Note that these sections are de ned on all of U. In terms of this basis, a section 2 L 2 (E) is in K if and only if is of the form = P i k ' i i , where the coe cients ' i depend on t only. Throughout, we choose our special frames ( I ) such that 1 ; : : : ; k are its rst k members.
Next we introduce the orthogonal projection P 0 (t) : L 2 (E t ) ! K t . Using the orthonormal frame 1 ; : : : ; k , we have P 0 (t) = (vol N t ) ?1
We see that the family ( P 0 (t)) t>0 integrates to an orthogonal projection P 0 in L 2 (E). The following lemma is the analogue of BB, Lemmas 4.2 and 4.3]. 2.3. Lemma. On C 1 (E) we have P 0 r T P 0 = r T P 0 or equivalently (1 ? P 0 )r T P 0 = 0 : Furthermore, T P 0 = P 0 T and
where k Sk denotes the pointwise uniform norm of S as a eld of operators on E.
Proof. The rst assertions are clear since K consists precisely of sections of the form As for the last assertions, we note that P 0 D(1 ? P 0 ) = ((1 ? P 0 )D P 0 ) , hence it su ces to estimate k(1 ? P 0 )D P 0 k. Now r t ( P 0 ) = 0 by the de nition of P 0 ,
Now kX i k = 1, hence the lemma follows.
We now turn to the discussion of the Dirac operator. where we recall that r T = r T . Using r I = 0 we obtain A t = ? X fX i (' I )gT X i I (2.5) and B t = 2 ? X ' I TX i fr X i I g :
The following result is obvious from the assumptions in Axiom 1 and the de nitions.
2.7. Lemma. A t is a rst order symmetric elliptic di erential operator on E t , and B t is a zero order symmetric di erential operator on E t with uniformly bounded norm. Furthermore, for any C 1 section of E t we have the pointwise estimate k A t k p nk r t k :
The next axiom will enable us to study the essential spectrum of D. The axiom involves the smallest nonzero eigenvalue of ( r t ) r t , 2 2 t := inffspec(( r t ) r t ) n f0gg :
The normalization of t will become clear from Lemma 2.9 below.
Axiom 2:
In the following lemma we show that Axiom 2 allows to reverse, in L 2 (E t ), the estimate in Lemma 2.7.
2.9. Lemma. For all t > 0, we have ker r t ker A t . For all su ciently large t, we actually have ker r t = ker A t and k r t k 1 section of E t . In particular, t is a lower bound for the modulus of the non{zero eigenvalues of A t .
It will be convenient to shift the parameter t such that the assertions of Lemma 2.9 hold for all t > 0. Proof of Lemma 2.9. The rst assertion is clear. It is now easy to deduce the following analogue of BB, Lemma 4.4]. Since A t is essentially self{adjoint on C 1 (E t ) with discrete closure, we can form the spectral projection onto the positive and negative eigenspaces, to be denoted by P >0 (t) and P <0 (t), respectively.
2.10. Lemma. Let I = t 0 ; t 1 ] (0; 1) be a compact interval and suppose that 2 C 1 (E) satis es P >0 (t 0 ) t 0 = 0 and P <0 (t 1 ) t 1 = 0. Then
where C 1 = 2 p nb + k Bk.
Proof. We proceed exactly as in loc.cit. In terms of a special frame we write = P ' I I . By approximation we may assume that the coe cients ' I are C This concludes the proof of the lemma.
2.11. Corollary. Let I = t 0 ; t 1 ] and I := inff t j t 2 Ig. Then for as in Lemma 2.10, we have
We denote by spec e (D; U) the part of the essential spectrum spec e D of D related to our end U. Now we show that our two axioms reduce the study of spec e (D; U) to a Dirac system in one variable. We follow the line of argument given in BB, Theorem 5.7] . In particular, we recall the notions of special Weyl sequence and of spectrum at in nity, spec 1 , given in loc.cit. (5.2) and (5.5). The Dirac system in question is formed by means of the projection P 0 as D 0 := P 0 D P 0 : (2.12)
The following theorem is an analogue of Theorem 2 in L1] (and Theorem 5 in L2]), the proof is similar to the proof of the correponding Theorem 5.7 in BB]. 2.13. Theorem. We have spec 1 D 0 = spec e (D; U). Proof. We need to introduce the complete decomposition of D determined by P 0 .
Thus we put P 1 := I ? P 0 and write (D ? ) n = 0 : W.l.o.g. we assume that supp n n; 1) N. We decompose n = P 0 n + P 1 n =: n0 + n1 : Then we deduce from Lemma 2.10, for n su ciently large, the estimate k n1 k 2 n (j j + C 1 ) : 0 (E) with support outside a su ciently large compact subset of M; and the analogous estimate for D 0 is equivalent to 0 6 2 spec 1 D 0 . Now the lemma follows from an easy calculation, using Axiom 2 and Theorem 2.13.
In the Fredholm case, it is natural to study index problems. We will model our approach to such problems after the method we used in the surface case BB], which will lead to very explicit index formulas in the case of the Cli ord bundle.
We assume now in addition that there is a natural involution on E, that is, is induced by an involution of the representation space which de nes the given bundle E, and that anticommutes with Cli ord multiplication by tangent vectors. By naturality, is parallel with repect to all connections involved. (1 ? P <0 P < ) : im P <0 ! im P <0 and (1 ? P < P <0 ) : im P < ! im P < have norm < 1, hence P <0 : im P < ! im P <0 is an isomorphism. By assumption we have P <0 Q with nite codimension, hence (P < ; Q) is a Fredholm pair and ind(P We obtain elliptic boundary value problems on D U;t (from Axiom 3) for D on the noncompact manifolds U t introduced above and on D int;t := f 2 C 1 (EjM t ) j Q(t) t = 0 for each end Ug on the interior part M t = M n U t . The resulting self{adjoint operators we denote by D U;t and D int;t , respectively. By the splitting formula for the index given by Br uning and Lesch BL] We now discuss the terms in the above index formula. One aim is to eliminate the dependence on g 0 and t. To that end, we assume from now on until the end of this section that M has nite volume and that, for each end U of M, the volume of the cross sections N t tends to 0 as t tends to in nity. Then the rst term on the right hand side of the index formula can be easily dealt with using Chern{Weil theory. , is a universal polynomial in the connection forms and curvature tensors of g and g 0 . By assumption g 0 agrees with g along @M t , hence the connection forms of g 0 and g di er by the second fundamental form S t of @M t with respect to g. Furthermore, the Gauss and Codazzi equations express the di erence of the curvature tensor of g 0 and g along @M t in terms of S t . It follows that is a universal polynomial in the curvature tensor R of g and S t , see loc. cit.
Hence the pointwise norm of is uniformly bounded. By assumption, the volume of @M t tends to 0 as t ! 1, hence R @Mt ! 0. Now We proceed to formulate an additional axiom which will allow us to compute ind( P + <0 (t); Q(t) + ) explicitly. Axiom 3 0 : For each end U, there is a symmetric involution of E over U and a number > 0 such that 1. = ; 2. P 0 = P 0 ; 3. T = ? T; 4. r T = 0; 5. ( B ; ) k k 2 for all sections of E in the kernel of P 0 .
We denote by P 0 (t) =: (1 ? Q 0 )(t) + Q 0 (t) the splitting of im P 0 (t) = ker A t induced by the positive and negative eigenspaces of (t) acting on K(t), and we de ne Q(t) := P <0 (t) + Q 0 (t) : (2.23) In other words, the subspace K Q (t) of K(t) in Lemma 2.17 is equal to im Q 0 (t), the negative eigenspace of (t) on K(t). + g t be a Riemannian metric on U, where g t is a family of Riemannian metrics on N. Then the projection U ! (0; 1) onto the rst coordinate is a Riemannian submersion. The ber over t ist the cross section N t = ftg N.
We let T = @ t be the unit vector eld in the t-direction. We use the prime 0 to denote covariant di erentiation in the direction of T.
For each point p = ( ; x) 2 U, the curve p (t) = (t; x), t > 0, is a geodesic ray perpendicular to the family of cross sections N t . For u 2 T p U we denote by J = J u (t) the Jacobi eld along p corresponding to variations (t; s) = for Jacobi elds J = J u as above which are perpendicular to the corresponding ray. That is, we assume that such Jacobi elds are stable in the sense of dynamical systems.
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There is the question of regularity. For the application in the case where U is an end of a complete Riemannian manifold of nite volume and pinched negative curvature, the map which establishes the di eomorphism of U with (0; 1) N is only C 2 , see HI] , such that g may only be C 1 . However, it turns out that @ t g is also C 1 , and hence (3.2) and (3.3) are de ned and meaningful. We will need a bit more, though. For example, we will need to estimate parallel translation along small loops. To that end we assume that there is a C 3 {atlas on U such that g is C 2 with respect to this atlas. Then the curvature tensor R of g is de ned. We assume that the pointwise norm of R is uniformly bounded on U.
We denote this uniform bound by kRk, thus kR(X; Y )Zk kRk kXk kY k kZk (3.5) uniformly on U. We say that U = (0; 1) N is a cusp or a cuspidal end if N is closed and connected and the metric g = dt 2 + g t on U satis es the above smoothness assumption and the estimates (3.3), (3.4), and (3.5).
The assumptions (3.3) and (3.4) imply bounds for the second fundamental forms S of the cross sections, a S b ; (3.6) and, equivalently, for the principal curvatures, a i b : (3.7) These estimates will be crucial in our discussion below. This uniform bound on the integrand in the de nition (3.8) of S implies that S is continuous and satis es the asserted bound.
De ne a new connection r on U by r = r ? S :
(3.10) 3.11. Lemma. The connection r is continuous and Riemannian. Proof. Continuity of r follows from the continuity of S. Now the integrand in the de nition (3.8) of S is skewsymmetric in X and Y . Hence r is Riemannian. In general, the connection r may not be smooth. However, parallel translation with respect to r is well de ned. If = (t; s) is a 1{parameter family of rays, J = J(t; s) the corresponding family of stable Jacobi elds along and X and Y are vector elds along such that r T X = r T Y = 0, then Th r J X; Y i = 0 and r T X = 0 :
(3.12) Using the approximation of cross sections by large geodesic spheres, we also get that rT = 0 :
(3.13)
We denote by Tor the torsion tensor eld of r.
3.14. Corollary. The torsion tensor eld is uniformly bounded, kTor(X; Y )k 2 a kRk kXk kY k : Proof. We have Tor(X; Y ) = ? S(X; Y ) + S(Y; X). Now Lemma 3.9 applies. The curvature tensor R of r may not be de ned since r may only be continuous. Let (t; s) = (t; c(s)) and extend X along by parallel translation in the tdirection (which coincides with respect to r and r). Then r @s X = 0 by (3.12), hence rX = 0 along . Therefore, by (3.4) and Lemma 3.9, kr @s Xk(t; s) = k r @s X ? r @s Xk(t; s) const e ?a(t? ) :
22 WERNER BALLMANN AND JOCHEN BR UNING Therefore, if h t denotes parallel translation along the curve c t (s) = (t; c(s)) with respect to r, then kh t (X(t; 0)) ? X(t; 1)k const e ?a(t? ) :
Now choose a proper C 1 contraction C of c in N to the point curve and denote by A the area of this contraction. Then C t = f t; C f ;t is a contraction of c t , and by (3.4), the area A t of C t is bounded by A t e ?2a(t? ) A : Now kX(t; 0) ? h t (X(t; 0))k A t kRk kXk ; see Inequality 6.2.1 in BK]. On the other hand, X(t; 1)?X(t; 0) is parallel along p , hence kX(t; 1)?X(t; 0)k is independent of t, and hence X(t; 1) = X(t; 0). 3.16. Corollary. Suppose V N is open and simply connected. Then there is an orthonormal frame (T; X 1 ; : : : ; X n ) of TU over (0; 1) V which is parallel with respect to r.
This veri es Axiom 1 for TU, hence also for any geometric bundle E ! U.
In the proof of the following lemma, we use one of the crucial ideas and results in Gromov's proof of his celebrated theorem on almost at manifolds Gr].
3.17. Lemma. The holonomy of r is nite.
Proof. The second fundamental form S of the cross sections is uniformly bounded, see (3.6), hence the curvature tensor of the cross sections is de ned in the sense of the Gauss formula and is uniformly bounded. Hence for each t, the metric on N t can be C 1 {approximated by a C 2 {metric with uniformly bounded curvature, where the bound does not depend on t. Hence the standard arguments from comparison geometry apply to the cross sections.
The result of Gromov we use is as follows: Let > 0. Then, by Proposition 3.4.1 and Corollary 3.4.2 in BK], there is > 0 such that for all t su ciently large, the r{holonomy along a loop in N t of length < rotates vectors by at most if it rotates vectors by at most 1=3. Now let c = c(s) be a loop in N. Then the r{holonomy h t along the loop c t (s) = (t; c(s)) in N t is parallel in the t{direction. We claim that h t = id if h t rotates vectors by at most 1=3. For this we note that the length of c t is as small as we please if only t is su ciently large, and that the di erence between the holonomy along c t with respect to r and r respectively can be estimated in terms of the length of c t and the norm of S = r ? r. Hence the above result of Gromov applies and shows that h t is as close to the identity as we please if only t is su ciently large. On the other hand, h t is parallel in the t{direction, hence h t = id. of radius 1=3 about the identity in O(T p U), then H p \ B = fidg. Now H p is a subgroup of O(T p U), hence H p is nite.
3.18. Corollary. There is a nite coverÑ of N such that the holonomy of r oñ U = (0; 1) Ñ is trivial. In other words,Ũ admits a global orthonormal frame which is parallel with respect to r. to the hypersurfaces ft = constantg are parallel with respect to r t . It follws that they are globally parallel on U with respect to r. A straightforward computation shows that the vector elds X, Y , and Z are parallel along the rays = p and that they are parallel with respect to r. Hence r corresponds to the canonical at connection on S.
The situation for the other symmetric spaces of negative curvature and their nite volume quotients is similar.
We now consider the restriction r t of r to E t = EjN t . The kernel K(t) = ker r t of r t consists of sections of E t which are parallel with respect to r t . It is a nite dimensional vector space and the family of these spaces is parallel in the T{direction. For a C 1 section of E t , the pointwise norm of r t is given by k r t k 2 = X k r t X i k 2 ; (3.21) where X 1 ; : : : ; X n is a local orthonormal frame of N t .
Denote by t; parallel translation from E to E t along the rays p , p 2 N . The next lemma implies that the non{zero eigenvalues of ( r t ) r t grow exponentially if the sectional curvature of U is su ciently pinched. 3.23. Lemma. Let U be a cuspidal end and E ! U be a geometric bundle. Let ( r t ) r t be the connection Laplacian associated to r t . Let estimate then is immediate from the corresponding and well known eigenvalue estimate of Li and Yau, see Theorem 7 in LY] (and Ya] for an improved estimate).
In the second case we recall that t can be characterized as the maximum of all possible V = inffk r t k 2 j 2 V; k k t = 1g ; where the maximum is taken over all complementary closed subspaces V of the kernel of r t in L 2 (E t ). Hence Lemma 3.22 applies. In the third case we recall that a simpli cation of the arguments in Ho] shows that the ratios j t; (x)=j t; (y) of the Jacobians j t; of the shift maps f t; are uniformly bounded in terms of a, b and a bound on krRk.
Lemma 3.23 veri es Axiom 2 for all geometric bundles which satisfy its assumptions. In particular, for these bundles we obtain the characterization of the essential spectrum given in Theorem 2.13. where the m there equals l here and n there is equal to l ? 1. Let v 1 ; : : : ; v l be an orthonormal basis of the factor R l . Consider the multivector X = e alt v 1^: : :^v l which has norm one and is parallel in the T{direction. Then the tangential parts A t X and A t (T X) respectively are zero.
Recall that the density of the volume element of the warped metric is exp(? t) For a special frame T = X 0 ; X 1 ; : : : ; X n of TU, a naturally associated special frame of E consists of sections of the form X I J = (X i 1 X i k ) J and TX I J = (T X i 1 X i k ) J , respectively, where I is a multiindex with i j 1 and ( J ) is a local parallel orthonormal frame of F.
As above, we denote by r t the Levi{Civita connection of N t . Then for the induced connection on TUjN t (viewed as a geometric bundle over N t ) and the Cli ord bundle C l UjN t we have r t T = 0.
Recall the de nition of the operators A t , B t in (1.10), (1.11) and A t , B t in (2.5),(2.6). Now A t + B t = A t + B t and P 0 A t P 0 = 0, hence P 0 B t P 0 = P 0 A t P 0 + P 0 B t P 0 : (4.3) For a section we call P 0 A t P 0 the tangential part and P 0 B t P 0 the normal part. The tangential part is determined by the interior geometry of the cross sections, the normal part by their exterior geometry. Now N = T n is a torus of dimension n, hence P b i (N; F) is equal to 2 n times the dimension of the trivial representation in the representation of 1 (N) de ning F. 1 section of E with compact support in U t . Proof. We rst note that P 0 = P 0 . Hence it su ces to estimate ( B t P 0 ; P 0 ). for each multiindex I. Moreover, by Lemma 4.4, the error term ( P 0 A t P 0 ; P 0 ) t from (4.3) is as small as we please if only t is su ciently large. 4.9. Remark. By the work of Borel and Casselman BC] , the Dirac operator on the Cli ord bundle is a Fredholm operator if M is an even dimensional locally symmetric space of nite volume and negative curvature. For each cuspidal end U of such a space M, B is parallel in the direction of T. It follows that := sign B is an operator as required in our Axiom 3, hence the method developed in Section 2 applies to M. ; hence the estimate in Corollary 5.4 is optimal with respect to the pinching constant.
