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In this study, weather information was incorporated into travel time prediction for various weather conditions, and an efficient and reliable travel time prediction model was developed that will generate great benefits both for road users and control decision makers. Case studies are included to illustrate the travel time prediction model with weather.
Literature review
Prediction models have been applied in various areas, such as the stock market, natural disasters, pandemics, demography, climate, and meteorology. During the past three decades, a variety of traffic prediction approaches have been developed and explored in the literature. Generally the existing models can be categorized into two groups: parametric models and nonparametric models. The main techniques applied in these two categories are discussed below.
Parametric models can be divided into models that use statistical parametric techniques and state space models. Statistical parametric technique models include historic average models and linear regression models (3) (4) (5) ; time series models, such as ARIMA (6, 7) ; and SARIMA models (8) . The most widely used state space model uses the Kalman filter technique (9) (10) (11) .
K nearest neighbor (KNN) and neural networks are two widely used techniques in nonparametric models. Most nonparametric models share a common feature of searching a collection of historic observations for one or more records that are similar to the system's current state and using such records to perform the prediction. The first KNN model to forecast traffic volume was developed by Davis and Nihan (12) . More recently, Bajwa et al. proposed a KNN prediction model along with a genetic algorithm to generate adaptive parameters (13, 14) . Zou et al. proposed a hybrid travel time prediction model that combined the KNN and neural network models (15) . Neural network models have the capability of pattern recognition and the feature of robustness. Related work has been done by Smith and Demetsky (16) , Park and Rilett (17 ) , Lingras and Mountford (18) , and Vlahogianni et al. (19) .
Other proposed models include wavelet analysis-based models (20) , a chaos theory-based model (21) , catastrophe theory-based models (22) , support vector regression models (23) , a traffic simulationbased model (24) , a cell transmission-based model (25) , a dynamic traffic assignment-based model (26) , and hybrid models (15, 18, 27) .
Weather significantly affects traffic conditions on the highways, and providing updated weather information to drivers is critical for
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Wenxin Qiao, Ali Haghani, and Masoud Hamedi Reliable travel time prediction enables both road users and system controllers to be well informed about future conditions on roadways so that pretrip plans and traffic control strategies can be made to reduce travel time and relieve traffic congestion. The objective of this research was to use traffic and weather data from multiple data sources to develop an integrated model that could predict travel times under various weather conditions, especially severe weather conditions. Prediction models are compared, and their performance in case studies is investigated.
According to the 2010 Urban Mobility Report, congestion caused urban Americans to travel 4.8 billion hours more and to purchase an extra 3.9 billion gallons of fuel for a congestion cost of $115 billion (1). An efficient and reliable transportation network is required to relieve urban congestion and reduce air pollution and traffic accidents. One of the approaches is to expand road capacity; however, adding capacity to existing networks is not always practical because of the restrictions of land area and project costs. A more viable approach would be using the existing network resources more effectively to provide better road service. Advanced intelligent transportation system technologies and improved system management techniques need to be used to reduce congestion, increase throughput, and improve system reliability (2).
Short-term travel time prediction is a critical element of the intelligent transportation system and an important base of the advanced traveler information system. A robust intelligent transportation system does not merely provide reactive services; it also moves toward a more proactive system, and travel time prediction is an essential input element. High-quality automatic vehicle identification devices make it possible to perform short-term traffic flow analysis and develop forecasting techniques. However, the factors contributing to the unpredictability of traffic systems, including accidents, erratic driver behavior, and various weather conditions, make predicting travel time very challenging. It is critical for the prediction model to capture fully the stochastic nature of travel time and to exhibit robust performance under free-flow traffic conditions as well as recurrent congestion and nonrecurrent congestion caused by accidents or inclement weather or other externalities.
Addressing the effects of weather on the traffic stream has a significant potential to mitigate congestion and ensure safety. However, the transportation system to remain safe and efficient. The majority of related research on the effect of weather on traffic flow falls into three categories: the demand side (28) (29) (30) (31) , the operation side (32) (33) (34) , and the safety side (35, 36) .
While previous research has concluded that weather significantly affects traffic flow and has quantified its impact on both traffic demand and supply, incorporating weather effects in short-term travel time prediction has been much less explored. Huang and Ran proposed a neural network model that includes weather conditions as explanatory variables for predicting traffic speed under adverse weather conditions (37) . Similarly, Butler et al. examined the effect of including rainfall inputs in daily traffic volumes forecasting through neural networks and suggested a smaller sampling interval, such as 15 min, and a more rain-rich data set (38) . Hranac et al. proposed multiplying weather adjustment factors by base clear-condition variables to compute inclement weather parameters (39). Dong et al. proposed a framework for evaluating and implementing weather-responsive advisory and control strategies using real-time traffic estimation and prediction systems based on simulation results (40, 41) . Tsirigotis et al. incorporated weather and traffic mix (speed and volume) as exogenous variables in speed-forecasting models and investigated their effects by using several ARIMA models (42) . Their results indicated that including exogenous variables only marginally improves prediction performance, while modeling innovations improve the models significantly.
The literature review suggests that linear regression models require that explanatory variables are statistically independent, but it is common that many variables in traffic networks are highly correlated (e.g., volume, speed, density). ARIMA models employ the internal relationships obtained from historic data; however, large variations in the historic data set would generate significant prediction error. In addition, most traffic systems exhibit nonlinear relationships, which makes it difficult for linear models to capture stochastic characteristics. By contrast, Kalman filter and neural network models do not require a predefined traffic pattern. However, some real-time prediction limitations remain for parametric models such as ARIMA and Kalman filter models, as well as for some nonparametric models such as neural network models. These limitations include a complicated process of estimating parameters, a long training time, overfitting problems, and difficulty in transferring. In addition, for time-series, linear regression, or Kalman filter models, sudden changes in the traffic stream generate the time-lag problem. All regression models demonstrate some degree of lagging effects between the observed and predicted values, which means that regression models are not able to adapt quickly to changes in real-time traffic conditions without a point of reference. In general, statistical models have good performance for recurring traffic, but may be unsatisfactory for nonrecurrent traffic.
Nonparametric models are adapted to work under stochastic conditions under the assumption that a large and sufficient historic database is available. But the computation burden always has to be considered when using these models for real-time applications. The input variables and weighing factors must be selected for optimal performance, which also adds to the computation burden.
Given the significant impact that weather can have on travel time, accurate travel time prediction under various weather conditions would help users to make better decisions and improve their response to trip requirements under adverse weather conditions. The objective of this research was to use traffic and weather data from multiple data sources to develop an integrated model to predict travel times under various weather conditions, especially severe weather conditions.
NoNparametric predictioN modeL iNcorporatiNg treNd effects
This paper studies short-term travel time prediction for freeway segments using traffic data and weather information from multiple sources. First, several prediction models that are proved to work efficiently are selected and implemented using Bluetooth travel time data to perform prediction. A modified nonparametric model is proposed that incorporates the pattern feature from traffic data to enhance the basic KNN model with trend adjustment (KNN-T). The prediction results obtained from each model are compared and discussed. Second, an integrated prediction model is proposed that incorporates the impact of weather conditions on the traffic stream. Case studies are conducted for model performance comparisons.
Rooted in pattern recognition, nonparametric regression has been rapidly developed and used over the past 30 years to contend with the limitations in parametric models. The early application of nonparametric regression is in forecasting rainfall runoff, and it is also used in market prediction (43, 44) . According to Altman, nonparametric regression is a set of techniques for fitting a curve when there is not much a priori knowledge about the shape of the curve (45) .
The essence of the nonparametric approach is to locate the current system state in a past time neighborhood with similar status and use the past situations in this neighborhood to estimate current state. The assumption for this model is the recurrent nature of traffic streams. The objective is to find the hidden relationship from the large database instead of from the model developer. It is stated that the nearest neighbor approach will result in an asymptotically optimal forecaster (43). That is, for an input state containing m values, the nearest neighbor will asymptotically be at least as good as any mth order parametric model. The nonparametric model is not searching for an optimal result, but instead a suboptimal or near-optimal result for a satisfactory solution. This data-driven heuristic technique can predict travel time if a large historic traffic data set is available. However, when a sufficient number of good matches are not available in the historic database, the nonparametric model may fail to generate a reliable prediction.
To use the nonparametric model in travel time prediction, the state vector must first be defined, and this definition should be appropriate both in sufficiency and simplicity. Some possible variables to define the state vector include the previous time interval travel times, traffic volumes, occupancies, and speeds. The general methodology for the prediction can be summarized in the following steps:
Step 1. Build historical database. A representative and sufficient historical database is required for using the nonparametric model.
Step 2. Define neighborhood. Quality of the neighborhood reflects directly on the accuracy of the prediction. There are two basic approaches for defining neighborhood: kernel and nearest neighbor. The kernel neighborhood has a fixed bandwidth (or radius) that indicates a fixed space. The nearest neighbor neighborhood has a fixed sample size K that indicates that each neighborhood has the same number of samples.
Step 3. Calculate distance (for nearest neighbor). Several distance calculation methods may be applied, such as absolute value distance, Euclidean distance, and weighted Euclidean distance.
Step 4. Find K (for nearest neighbor). Tests need to be conducted to find the best value of K.
Step 5. Define prediction function. Several functions exist, such as taking the average of the neighborhoods or the weighted average.
Basic KNN model
In the basic KNN prediction model, the variables included to define the state vector are the previous continuous time interval travel times. The total length of these grouped previous time intervals should be long enough to represent the evolution of the traffic status, but should not exceed that length to avoid including unnecessary or misleading information. The algorithm is described as follows:
Step 1. Build historical database with previous time interval travel times.
Step 2. Select T continuous previous intervals as a combined group, with t = 1, . . . , T.
Step 3. Calculate and rank the neighborhood similarity to find nearest neighbors for the next interval:
where h is the sequence number of the historical data and x h is the corresponding travel time record in the historical data.
Step 4. Find a set of K nearest neighbors.
Step 5. Predict the targeted next-interval travel time by taking the average of the nearest neighbors:
KNN-t adjustment model
A KNN-T model was developed to include traffic trends effects in the prediction model. Kim et al. proposed a pattern recognition technique that considers the past sequences of traffic flow patterns to predict future states (46) . Their algorithm recognizes the traffic flow pattern by defining the flow change directions qualitatively; this definition is solely based on the signs of changes in the traffic volumes. Results indicate that this method is superior to earlier nearest-neighbor models. In the present model, travel time trends are considered both qualitatively and quantitatively to perform the travel time prediction. Not only the signs of changes are considered, but also the magnitudes of changes in travel times are included. By considering the pattern recognition of the traffic streams, the KNN-T model incorporates the trend adjustment feature into the traditional KNN model. It is designed to improve prediction by capturing recurring traffic patterns. The KNN-T model is composed of two parts: one part follows the traditional concept of a KNN model, and the other part considers the trend effect of travel times. The neighborhood similarity for the second part is calculated based on the square sum of the differences of each adjacent pair between the corresponding current and historic records. The prediction function is also a combination of the two parts that reflects both the average of the nearest neighbor value and their differential values for the trend adjustments. The KNN-T algorithm is described as follows:
Step 1. Build a historical database with previous time interval travel times.
where T is the total number of continuous time intervals included, and h is the sequence number of the historical data.
Step 4. Find a set of K nearest neighbors with the weighted distance.
Step 5. Predict the targeted next-interval travel time by taking the combined weighted average of (a) the next-interval value of each nearest neighbor and (b) the differential value (between T and T + 1) of each nearest neighbor wherê
To find the best combination of parameters α, T, and K to get prediction results with higher accuracy, every combination of these three parameters is tested for smallest mean absolute percentage error (MAPE) within reasonable range, where T max = 6 and K max = 60 and the optimal combination will be generated for KNN-T (T, K, α).
case study: experimental results for model comparison
Site Description and Data
Bluetooth data can provide travel time and space mean speed directly with a relatively high accuracy compared with most existing conventional detection techniques. The traffic data used in this case study were collected continuously using Bluetooth data collection devices. The test location was a 1.18-mi freeway segment on Virginia I-66 eastbound ending at Exit 62. Data were collected between November 6 and 13, 2009. Raw data were filtered and aggregated at 5-min time intervals with outliers removed following a four-step procedure introduced by Haghani et al. (47, 48) . Bluetooth data collected from November 6 to 12, 2009, formed the data set for model calibration. Data collected on November 13, 2009, were used for prediction validation.
Experimental Results
Several models were selected for comparison, including the historical average model, ARIMA model, Kalman filter model, KNN model, and the proposed KNN-T model. For each model, travel time predictions for all day and morning peak hours (6:30 to 9:00 a.m.) were conducted. Table 1 compares the prediction error indices for each model. The nonparametric models, KNN and KNN-T, outperformed the other models in this case study. The historical average model gave the least satisfactory performance, especially for the peak hour period, because of its dependency on a repeatable traffic pattern and inability to capture the dynamic nature of traffic characteristics. ARIMA and Kalman filter models exhibited similar performance under both all-day and peak hour periods. The ARIMA model displayed a time lag between the predicted and observed travel times and large variations during peak hours because the continuous and stationary data series this model requires are not obtainable from a dynamic and unstable traffic system. The Kalman filter model could not provide satisfactory results for the peak hour period. Since actual travel times are available only after trip completion, the actual data are not available to update the Kalman filter parameters to contend with dramatic changes in travel time.
The nonparametric models, KNN and KNN-T, displayed better performance than the ARIMA and Kalman filter models by decreasing MAPE over 10% for the all-day period and 20% for the peak hour period in prediction accuracy. Thus, when sufficient historical data are available, nonparametric models may potentially provide superior prediction accuracy without the complicated model calibration and computations required for the ARIMA and Kalman filter models. The KNN-T model decreased the MAPE of the basic KNN model by approximately 2.5% for the all-day period and 4.8% for the peak hour period, which indicates that studying trend effects on travel time patterns can potentially improve prediction accuracy.
To further compare the KNN-T model with the traditional KNN model, model performance under the same parameters of T and K with different values of α was tested. When α = 1, the KNN-T model is equivalent to the KNN model, and when α = 0, KNN-T considers only the trend effect. The results show that the best prediction accuracy comes from KNN-T using α = 0.2 for all-day and α = 0.8 for peak hour periods. These results are consistent with the traffic characteristics, as peak hours usually do not have a clear trend or pattern from the more unstable traffic flows.
iNtegrated predictioN modeL iNcorporatiNg weather impacts
The traffic stream on a road segment can be in stationary or nonstationary status. Travel time is closely related to traffic flow and speed. In the stationary status, according to Daganzo, there should be a relationship between speed and flow that will be a property of the road characteristics (number of lanes, geometry), weather conditions, and population of vehicles (49) . For the nonstationary status, incident and roadwork impacts also need to be considered to determine the travel speed. An accurate travel time prediction model should consider both statuses.
Accurate information regarding changes in weather conditions is critical for the transportation system to remain safe and efficient. According to FHWA, weather is the second largest cause of nonrecurrent traffic congestion, accounting for 25% of all nonrecurrent delays (50) . About one billion hours are lost each year from delays caused by snow, rain, ice, wind, and fog. Of total crashes, 25%-more than 1.5 million-involved weather. Between 1995 and 2008, an average of 7,400 people were killed and more than 629,000 were injured in weather-related crashes each year. The annual economic cost of these deaths and injuries is estimated at $42 billion. In addition, state and local agencies spend more than $2 billion per year on snow and ice removal.
Congestion occurs when demand approaches or exceeds road capacity. The factors affecting the operational capacity of a roadway segment are most commonly summarized as "the seven sources of congestion" (51) . These sources are traffic incidents, weather, work zones, fluctuation in demand, special events, traffic control devices, and bottlenecks or inadequate base capacity. Incorporating weather impacts into traffic prediction models is an important and challenging task. Both qualitative and quantitative effects of weather on the traffic stream need to be understood.
Federal agencies have made a great effort to develop reliable road weather management systems to save lives, time, and money. The FHWA Office of Operations, in conjunction with the Intelligent Transportation Systems Office of RITA, has developed the road weather management program to address road weather challenges through research, technology development, community outreach, and promotion of strategies and tools.
Tanner recognized the high negative correlation between rainfall and traffic in the early 1950s (52) . During the past decades, research interest on the impact of weather on the traffic stream has continued. Studies have mainly focused on two sides of the transportation network: the demand side and supply side (40) . On the demand side, inclement weather affects both changes in the dynamic origindestination pattern (trip cancellation, departure time, and mode choice) and changes in traffic assignment in response to information and traffic controls (flow distribution on network, route choice decision). On the supply side, inclement weather affects the speed-density model on freeways and arterials, service rate, capacity, accidents, and work zone-related characteristics.
The Highway Capacity Manual states that in light rain, a 1.9 km/h reduction in speed during free-flow conditions is typical (53). In 
Numbers in parentheses correspond to parameters for KNN-T (T, K, α).
heavy rain, a reduction of 4.8 to 6.4 km/h can be expected. Light snow has a statistically significant drop of 0.96 km/h in free-flow speeds, and heavy snow results in a free-flow speed reduction of 37.0 to 41.8 km/h. State-of-the-art technologies and tools such as environmental sensor stations; freeway gate closure systems; wet pavement, fog, and high wind warning systems; and integrated decision support systems are used to mitigate the effect of weather on roads. All these technologies and tools are efficiently applied to better respond to weather problems on roads.
Weather data are usually updated every hour and do not fluctuate significantly by the minute. Weather-related data can be obtained from the National Weather Service, National Climate Data Center, and the Clarus System. The existing literature shows that several types of weather information are used to study weather impacts on traffic streams; the most frequent are precipitation type, precipitation intensity, visibility, and average wind speed. Snow, fog, or darkness reduce visibility, and according to the Office of the Federal Coordinator for Meteorological Services, a reduction in visibility to under a quarter mile decreases the driver's ability to see and be seen within a safe reaction distance (54) . Winds speed greater than 25 mph can inhibit the maneuverability and stability of high-profile vehicles. The present study followed these criteria to classify weather conditions.
Taking the KNN-T model with trend adjustment features, traffic volume, weather condition, and incident occurrence were also added to the integrated model (KNN-integrated). The modeling process is presented as follows:
Step 1. Classify historical database. The historical data set is categorized by six layers into subgroups based on each record's day features, incidents, precipitation type, precipitation intensity, visibility, and wind speed. Figure 1 provides the framework for the data classification.
Step 2. Define variables: Notations h = index of historical records. Each record is composed of volume or travel time values over T continuous time intervals; t = subscript for time intervals within the historical record data set;
V t h = traffic volume in hth historical record at time interval t; TT t h = travel time in hth historic record at time interval t; V t = current traffic volume at time interval t; TT t = current travel time at time interval t; α, β, K = number of nearest neighbors; and x h = binary variables that indicate selection of hth historical record, with x h = 0 or 1.
Step 3. Calculate and rank the neighborhood similarity to find nearest neighbors. For the current estimation, distance is calculated in the neighborhood defined by the previous categories. The distance between current estimation and hth historic record is calculated by Both travel time and volumes are accounted for. Normalization balances the effect of each term. To normalize travel time from the travel time distribution, the value corresponding to the 95th percentile markup is used. Each travel time record is then divided by that number. A similar approach is taken for normalizing the volume data. The example in this paper uses 300 and 900, respectively, for travel time and volume weights.
Step 4. Find an optimal set of K nearest neighbors. 
min ( ) dist
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FIGURE 1 Framework for data classification (precip. = precipitation).
Step 5. Predict the targeted next-interval travel time. Take the combined weighted average of (a) the next-interval value of each nearest neighbor and (b) the differential value (between T and T + 1) of each nearest neighbor:
Step 6. Calibrate K, T, α, and β.
In the case studies, the parameter values are generated from each day with their own parameter set for optimal results.
case study for iNtegrated predictioN modeL A set of numeric experiments on a freeway segment were conducted. The historical data set covers a period of 10 months from 2010 and includes travel time, volume, weather, and incident information. Model performance under different scenarios is discussed.
site description and data
The approximately 1-mi-long study segment was on a main corridor of I-95 southbound between MD-216 and MD-198. The study segment covered one traffic message channel, contained no on-ramps or off-ramps, and exhibited recurrent workday morning congestion. Travel time and volume information were available for this target segment from INRIX and the Maryland State Highway Administration. A weather station located on the segment provided real-time weather information, including precipitation type, precipitation intensity, visibility, and average wind speed.
case 1. 1-week prediction
Five prediction models (historical average, ARIMA, KNN, KNN-T, and KNN-integrated) were compared. The performance measures used were MAPE and 5% error range counts, which calculate the number of prediction values that fall into the range of less than 5% error in accuracy. Table 2 lists the prediction results of the five models during a 1-week period. Figure 2 shows the differences between the real travel time data and the predicted travel times. Five prediction models were compared by using performance measures of MAPE and 5% error. Table 3 lists the prediction results during a 1-day period. Figure 3 shows the difference of the real travel time data and the predicted travel times. Figure 4 shows prediction performance during a morning peak hour period.
case 3. various weather conditions
To test the models' performance under various weather conditions, 19 weekdays exhibiting different weather features were selected. All the days were without incidents for the purpose of focusing on the weather impact on travel time. Four weather factors (precipitation type, intensity, visibility, and wind speed) were used to identify a specific weather condition. The performance results are shown in Table 4 , and Figure 5 compares the model results. The performance of the ARIMA, KNN, KNN-T, and KNN-integrated models were compared by using a paired t-test. Confidence intervals of 90% were constructed by comparing the KNN-integrated model against the ARIMA, KNN, and KNN-T models. The results indicate that the KNN-integrated model outperforms the others.
The performance of the proposed model was evaluated through MAPE and the 5% error range counts. The model performance results indicate that the ARIMA and KNN models performed well. These preliminary results suggest that these models have similar performance under normal weather conditions. Data for 1 week and 1 day under normal weather conditions were used to test the models. For the days under different weather conditions, including inclement weather conditions, the proposed KNN-integrated model, which includes the effects of weather, performed better.
coNcLusioNs aNd directioNs for future study
The performance of four existing models was tested with data obtained from Bluetooth traffic sensors. A modified nonparametric model, KNN-T, was proposed that incorporated the pattern feature to enhance the basic KNN model with trend adjustment. An integrated nonparametric model, KNN-integrated, was proposed that incorporated the effects of weather as well as volume and incident factors. Case studies were conducted to investigate the performance of the proposed model. Preliminary results indicate that under normal weather conditions, the ARIMA and KNN series models have a similar performance. In rain, snow, and other inclement weather conditions, the KNN-integrated model has superior accuracy.
When more segments and longer study periods become available, the proposed model should be tested under a variety of traffic a Scale for precipitation type: 1 = rain, 2 = snow, 0 = other. b Scale for precipitation intensity: 1 = light, 2 = moderate, 3 = heavy, 0 = other. conditions for a more comprehensive model testing. Also, the transferability of the parameters for the model needs to be tested to show how it performs under different scenarios and whether it is location specific. 
