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Abstract: We use the geometric mean to parametrize metrics in the Hassan–Rosen ghost-
free bimetric theory and pose the initial-value problem. The geometric mean of two positive
definite symmetric matrices is a well-established mathematical notion which can be under
certain conditions extended to quadratic forms having the Lorentzian signature, say metrics
g and f . In such a case, the null cone of the geometric mean metric h is in the middle of
the null cones of g and f appearing as a geometric average of a bimetric spacetime. The
parametrization based on h ensures the reality of the square root in the ghost-free bimetric
interaction potential. Subsequently, we derive the standard n+1 decomposition in a frame
adapted to the geometric mean and state the initial-value problem, that is, the evolution
equations, the constraints, and the preservation of the constraints equation.
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1 Introduction
We use the geometric mean to parametrize metrics in the Hassan–Rosen (HR) ghost-free
bimetric theory and pose the initial-value problem. The HR bimetric theory [1–4] is a
nonlinear theory of two interacting spin-2 classical fields which is free of instabilities such
as the Boulware–Deser ghost [5]. The HR theory is related to de Rham–Gabadadze–Tolley
massive gravity [6–8]. Recent reviews of these theories can be found in [9, 10].
The geometric mean of two positive definite symmetric matrices can be written [11],
A#B := A (A−1B)1/2 = B#A. (1.1)
Here M1/2 denotes the principal square root of a square matrix M with no eigenvalues on
the negative real axis R−, that is, M1/2 is the unique solution X of the matrix equation
X2 = M whose eigenvalues lie in the right half plane [12].
The notion of the geometric mean can be extended to symmetric bilinear forms with
the Lorentzian signature under certain conditions. Given two spacetime metrics g and f ,
one can define their geometric mean as,
h = g# f = g (g−1f)1/2 = f # g = f (f−1g)1/2 = hT, (1.2)
provided that the principal square root S := (g−1f)1/2 exists. According to the theorem
from [3], the principal square root S exists if and only if there exists a common timelike
direction and a common spacelike hypersurface element relative to both g and f . In this
context, the geometric mean has a nice geometrical interpretation: The null cone of the
mean metric h = g# f = gS will be in the middle of the null cones of g and f .
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The shapes of g
and f are given
by lapses and
spatial metrics.
The shifts of g and f are
given by the separation p
and the position relative
to the shift q of h.
The lapse of h depends on p
(a smaller p corresponds to a
wider null cone of h).
t
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Figure 1. The parametrization of g and f relative to the geometric mean metric h.
Consequently, if a solution to the HR bimetric field equations exists, there will always
be a geometric mean metric h. This makes h useful when adapting the space–plus–time
foliation. Moreover, it can be used to parametrize possible real square root realizations of
metrics with respect to h. Let us consider a foliation adapted to h. We first specify the
shift vector q of h, as illustrated in Figure 1. Next, we split the degrees of freedom of g
and f across g, f and h. We parametrize the volume contributing parts of g and f by their
lapse functions and the spatial metrics. Finally, in addition to the slice dependent shift q,
we give the separation p between the null cones of g and f also relative to h. This gives
all possible configurations of g and f which have the real principal square root.
After the parametrization, we decompose the bimetric field equations and state the
initial-value problem. The space-plus-time decomposition is done for an arbitrary spacetime
of dimension d=N+1 using the prescription from [13]. The projection yields the constraint
equations and the evolution equations in standard N+1 form. Furthermore, the projection
of the contracted Bianchi identities yields an additional equation that preserves the ghost-
free bimetric potential when in N+1 form, ensuring the correct number of d(d − 2) − 1
propagating degrees of freedom.
The derived N+1 form of the bimetric field equations resembles two copies of General
relativity (GR). For comparison, the 3+1 split is demonstrated for the bimetric spacetimes
where the two sectors share a common spherically symmetry. The N+1 equations can be
used as a starting point for further analysis, for instance, in numerical bimetric relativity.
Structure of the paper. In the rest of this section we review some technical properties
of the field equations in GR and the HR bimetric theory. In section 2, we parametrize
the metrics using the geometric mean, and decompose the effective stress-energy tensors of
the ghost-free bimetric potential. After projecting the contracted Bianchi identities of the
bimetric effective stress-energy tensor, we obtain the N+1 form of the bimetric conservation
law (the so-called secondary constraint obtained using the Hamiltonian formalism [2, 4]).
In section 3, we give the complete set of the HR field equations in standard N+1 form, also
summarized in Box 1 on page 18. In the case of spherically symmetry, the reduced N+1
equations are studied in section 4. The paper ends with a short summary and discussion.
Notation. The tilde indicates the most of the variables in the f -sector. The preprint of
this paper with the color-highlighted variables can be found as an ancillary file on arXiv.
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1.1 The N+1 formalism in GR
The Einstein-Hilbert action for a metric g is given as,
SEH[g] =
∫
ddx
√−g
[ 1
2κg
Rg + Lmg
]
, (1.3)
where Rg denotes the Ricci scalar for g, and Lmg denotes the Lagrangian density of matter
fields minimally coupled to gravity. The parameter κg is Einstein’s gravitational constant.
Varying (1.3) with respect to g gives the Einstein field equations (here in operator form),
Gg
µ
ν = κgTg
µ
ν , (1.4)
where Gg and Tg denote the Einstein tensor and the stress-energy tensor, respectively,
Gg
µ
ν
:= Rgµν −
1
2Rgδ
µ
ν , Tg
µ
ν
:= −2√−g g
µρ∂(
√−gLmg )
∂gρν
. (1.5)
Both Ggµν and Tg
µ
ν are symmetric (self-adjoint) with respect to g. The Einstein tensor
satisfies the contracted Bianchi identity ∇µGgµν = 0 which holds for any g. Due to the
contracted Bianchi identity, the matter fields obey the conservation laws ∇µTgµν = 0.
The kinematical and dynamical parts of the metric field g can be separated using the
N+1 decomposition; here we follow the prescription from York [13]. One starts by foliating
the spacetime into a family of spacelike hypersurfaces {Σ} with the future-pointing timelike
unit normal ~n on {Σ} satisfying nµnµ = −1 with respect to g. The geometrical objects are
then projected onto the slices using the operator,
⊥µν := δµν + nµnν . (1.6)
The metric induced on the spatial slices reads,
γµν := ⊥ρµ⊥σνgρσ = gµν + nµnν . (1.7)
Adapting a suitable chart xµ = (t, xi) we can write n = −Ndt, ~n = N−1(∂t −N i∂i), or,
nµ =
(−N, 0), nµ = (N−1,−N−1N i), (1.8)
where N and N i are respectively the standard lapse function and shift vector associated
with the foliation. In this chart, the metric decomposes according to (1.7) as,
g = −N2dt2 + γij
(
dxi +N idt
)(
dxj +N jdt
)
. (1.9)
The lapse N is a strictly positive scalar field (enforcing n0 > 0), the shift N i is a purely
spatial vector field, and γij is a spatial Riemannian metric (the shift vector N i is confined
to the spatial hypersurface, and its indices are lowered using γij). Also, the inverse of γ is
obtained through γikγkj = δij . In matrix notation, the metric (1.9) reads,
gµν =
(
−N2 +NkγklN l Nkγkj
γilN
l γij
)
. (1.10)
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Shear operator. Given a spatial vector ξ, one can define the shear operator,
Ξ[ξ] :=
(
1 0
ξ Iˆ
)
, Ξ[ξ]µν =
(
1 0
ξi δij
)
. (1.11)
Note that the shear is unimodular, det Ξ[ξ] = 1, and it forms an Abelian group isomorphic
to (Rd−1,+) since Ξ[ξ1]Ξ[ξ2] = Ξ[ξ1 + ξ2], Ξ[0] = I, and Ξ[ξ]−1 = Ξ[−ξ].
Taking the shift vector ~N as a shear factor, the metric g can be expressed,
g = Ξ[ ~N ]T
(
−N2 0
0 γ
)
Ξ[ ~N ]. (1.12)
The inverse of g then simply follows from the properties of Ξ,
g−1 = Ξ[− ~N ]
(
−N−2 0
0 γ−1
)
Ξ[− ~N ]T, gµν =
(
−N−2 N jN−2
N iN−2 γij −N iN jN−2
)
. (1.13)
Moving frames. Two types of spacetime frames are used in this work. One is a Cauchy
adapted frame [14] based on a coframe {θµ} with a dual {~θµ}, where θµ(~θν) = δµν and,
θµ := Ξ[ ~N ]µνdxν , ~θµ := Ξ[− ~N ]
ν
µ∂ν , (1.14a)
θ0 = dt, θi = dxi +N idt, ~θ0 = ∂t −N i∂i, ~θi = ∂i, (1.14b)
such that,
g = −N2θ0θ0 + γijθiθj , gµν = −N2θ0µθ0ν + γijθiµθjν . (1.14c)
Note that a Cauchy adapted frame is seemingly a ‘coordinate frame’ where the spacetime
indices are abused to label the basis vectors. Recognizing θµν = Ξ[ ~N ]
µ
ν from (1.14a), or
equivalently θ = Ξ[ ~N ] in matrix notation, the expression (1.14c) is the same as (1.12).
The other type is an orthonormal frame or a vielbein, {EA}, with a dual { ~EA} where
EA( ~EB) = δAB and,
E0ˆ := Nθ0 = Ndt, ~E0ˆ := N
−1~θ0 = N−1(∂t −N i∂i), (1.15a)
Ea := eaiθi = eai(dxi +N idt), ~Ea := eia~θi = eia∂i, (1.15b)
such that,
g = −E0ˆE0ˆ + δabEaEb, gµν = ηABEAµEBν . (1.15c)
Here we used the beginning Latin letters to denote the indices in the local Lorentz frame.
Observe that eia denotes e−1 in matrix notation, and the vector field ~E0ˆ is the timelike unit
normal ~n. The spatial metric is accordingly decomposed as γij = δabeaiebj (or γ = eTδˆe)
using a vielbein ea = eaidyi tangential to Σ. Subsequently, the metric (1.12) becomes,
g = Ξ[ ~N ]T
(
N 0
0 e
)T(−1 0
0 δˆ
)(
N 0
0 e
)
Ξ[ ~N ], (1.16)
or g = ETηE in terms of a vielbein E in the lower triangular form,
E =
(
N 0
0 e
)
Ξ[ ~N ] =
(
N 0
e ~N e
)
. (1.17)
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Beware that an arbitrary vielbein can be triangularized by a local Lorentz transformation
if and only if the apparent lapse for the metric is real in a given coordinate chart (see
Lemma 2 in appendix B). For a single metric, a general coordinate transformation can be
used to ensure that the lapse is real. This might not be possible for two arbitrary metrics.
Projection meta-operators. Any symmetric tensor field Xµν can be decomposed as,
Xµν = ρ[X]nµnν + nµj[X]ν + j[X]µnν + J [X]µν , (1.18)
where,
ρ[X] := nρXρσnσ, is the perpendicular projection, (1.19a)
j[X]µ := −⊥ρµXρσnσ, is the mixed projection, and (1.19b)
J [X]µν := ⊥ρµXρσ⊥σν , is the full projection onto Σ. (1.19c)
The trace of X can be expressed by,
Xµµ = gµνXµν = γijJ [X]ij − ρ[X] = J [X]ii − ρ[X]. (1.20)
For the stress-energy tensor Tµν , the physical interpretation of the projections is following:
ρ[T ] is the energy density, j[T ]µ is the momentum density vector, j[T ]µ is the energy flux
covector, and J [T ]µν is the stress tensor, all of them determined by the Eulerian observers
whose worldlines are orthogonal to the hypersurfaces {Σ}. (The unit timelike vector ~n
can be regarded as the velocity field of observers, called the Eulerian or fiducial observers,
which are instantaneously at rest in the slices.) The minus sign in the definition of j (1.19b)
ensures that j[T ] points in the direction in which matter is flowing.
Projection of the field equations. The operators (1.19) can be used to decompose the
field equations (1.4) with the help of the Gauss–Codazzi–Mainardi relations.
Let Kij be the extrinsic curvature expressed by,
Kij := − 12L~nγij , K := γ
ijKij . (1.21)
Here L~n denotes the Lie derivative along the vector field ~n. The perpendicular and the
mixed projection of the Einstein tensor reads,
ρ[Gg] = N2Gg00 = 12
(
R+K2 −KijKij
)
, (1.22a)
j[Gg]i = −NGg0i = DjKji − DiK, (1.22b)
where R = γijRij is the trace of the Ricci tensor Rij defined by the spatial covariant
derivatives Di compatible with γij . Combining (1.22) with the respective projections of
the stress-energy tensor yields the constraint equations,
C :=ρ[Gg − κgTg] = 12
(
R+K2 −KijKij
)− κg ρ[Tg] = 0, (1.23a)
Ci := j[Gg − κgTg]i = DkKki −DiK − κg j[Tg]i = 0. (1.23b)
Equation (1.23a) is called the scalar or Hamiltonian constraint while (1.23b) is called the
vector or momentum constraint; they must be satisfied on the initial hypersurface.
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To end up with a more robust form of the evolution equations, we decompose the field
equations (1.4) based on the Ricci tensor (such a procedure is due to York [13]),
Rg
µ
ν = κg
(
Tg
µ
ν −
1
d− 2Tg
σ
σδ
µ
ν
)
. (1.24)
The full spatial projection of the d-dimensional Ricci tensor gives,
J [Rg]ij = +L~nKij −N−1DiDjN +Rij − 2KikKkj +KKij . (1.25)
Combining (1.25) with the projection of the stress-energy tensor, then expanding the Lie
derivatives in terms of ~n = N−1
(
∂t −N i∂i
)
, we get the evolution equations,
∂tγij =L ~Nγij − 2NKij , (1.26a)
∂tKij =L ~NKij − DiDjN + N
[
Rij − 2KikKkj +KKij
]
− N κg
{
J [Tg]ij − 1
d− 2
(
J [Tg]kk − ρ[Tg]
)
γij
}
, (1.26b)
where the trace of Tg was decomposed using (1.20). The equations (1.26) will be hereinafter
referred to be in standard N+1 form.
1.2 Bimetric field equations
We first consider a general class of bimetric actions consisting of two Einstein-Hilbert terms
SEH[g] and SEH[f ] each coupled to separate matter fields, and the interaction term Lintg,f that
depends on the scalar invariants of the operator gµρfρν (written g−1f in matrix notation).1
The bimetric action of such a class reads (in an arbitrary dimension d),
S =
∫
ddx
√−g
[ 1
2κg
Rg + Lmg
]
+
∫
ddx
√−f [ 12κf Rf + Lmf
]
+
∫
ddx
√−gLintg,f (g−1f), (1.27)
where κg and κf are the gravitational constants for two sectors. By varying the action
with respect to g and f , one obtains the field equations,
Gg
µ
ν = κgVg
µ
ν + κgTg
µ
ν , (1.28a)
Gf
µ
ν = κfVf
µ
ν + κfTf
µ
ν , (1.28b)
where Tg and Tf are the stress-energy tensors of the matter fields, while Vg and Vf are the
effective stress-energy tensors of the bimetric potential Lintg,f (g−1f),
Tg
µ
ν
:= −2√−g g
µρ∂
(√−gLmg )
∂gρν
, Vg
µ
ν
:= −2√−g g
µρ
∂
[√−gLintg,f (g−1f)]
∂gρν
, (1.29a)
Tf
µ
ν
:= −2√−f f
µρ
∂
(√−f Lmf )
∂fρν
, Vf
µ
ν
:= −2√−f f
µρ
∂
[√−gLintg,f (g−1f)]
∂fρν
. (1.29b)
1In the interacting case, the full diffeomorphism symmetry of two independent Einstein-Hilbert terms is
necessarily reduced to a diagonal subgroup which restricts the potential to be dependent on g−1f [15].
– 6 –
The dependence of Lintg,f only on g−1f , combined with the definitions of Vg and Vf from
(1.29), implies the following algebraic identities,
gµρ
∂Lintg,f (g−1f)
∂gρν
+ fµρ
∂Lintg,f (g−1f)
∂fρν
= 0, (1.30a)
√−g Vgµν +
√−f Vf µν −√−g V δµν = 0, (1.30b)
and the differential identity,
√−g∇µVgµν +
√−f ∇˜µVf µν = 0, (1.30c)
where ∇µ and ∇˜µ are the covariant derivatives compatible with g and f , respectively. The
identity (1.30b) was first proved in [16]. The identity (1.30c) was shown in [15] assuming
that the action (1.27) is invariant under the diagonal subgroup of diffeomorphisms. In
particular, it can be proved that the differential identity (1.30c) is a consequence of the
definitions (1.29) provided that Lintg,f is a scalar function of g−1f .
Assuming that ∇µTgµν = 0 and ∇˜µTf µν = 0, the equations of motion (1.28) imply the
Bianchi constraints,
∇µVgµν = 0, ∇˜µVf µν = 0, (1.31)
which are not independent according to (1.30c). The equations (1.31) will be hereinafter
referred to as the bimetric conservation law.
1.3 The ghost-free bimetric potential
The absence of ghosts in the Hassan–Rosen bimetric theory is ensured by the interaction
potential of the following form [1],
Lintg,f (g−1f) = V (S) := − `−2
∑
nβ(n) en(S), (1.32)
where S is the principal square root of g−1f , denoted as S = (g−1f)1/2. In particular, the
principal branch of the square root provides an unambiguous definition of the HR theory
that guaranties the existence of a spacetime interpretation [3].
The negative sign convention for the interaction term places the bimetric stress-energy
contributions Vg and Vf on the gravitational (left) side of the field equations, while the
positive sign places Vg and Vf on the matter (right) side.
The bimetric potential is parametrized by a set of real constants {βn}. The scale is
given by `−2, making the β-parameters dimensionless (in the geometrized unit system).
The coefficients en(S) in (1.32) are the elementary symmetric polynomials, which are the
scalar invariants of S obtained through the generating function [17],
E(t,X) = det(I + tX) =
∞∑
n=0
en(X) tn. (1.33)
Note that en(X) = 0 for all n above the rank of X due to the Cayley-Hamilton theorem.
This implies that the summation in (1.32) stops at n = d for the nonsingular S.
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Elementary symmetric polynomials. We summarize some important properties of
the elementary symmetric polynomials that are used throughout this work. Let Xab be an
invertible operator on a vector space of an arbitrary dimension D. From (1.33) we have,
en(X) = eD(X)eD−n(X−1), eD(X)en(X−1) = eD−n(X), eD(X) = detX. (1.34)
A particularly useful expression for the elementary symmetric polynomials reads,
en(X) = X [a1a1X
a2
a2 · · ·Xan]an . (1.35)
Consider now A[a1a1B
a2
a2 · · ·Ban]an . The expansion of the antisymmetrizer gives,
A[a1a1B
a2
a2 · · ·Ban]an =
1
n
Tr [AYn−1(B)] , (1.36)
where we introduced,
Yn(X) :=
n∑
k=0
(−1)n+kek(X)Xn−k. (1.37)
The function Yn satisfies the recursive relation (which can be used as a definition of Yn),
Yn(X) = en(X) I −X Yn−1(X), Y0(X) = I, Y−1(X) = 0 . (1.38)
The Cayley-Hamilton theorem can be written YD(X) = 0. From (1.38) and (1.34) follows,
Yn(X) = en(X) I − eD(X)YD−n(X−1). (1.39)
Using (1.36) one obtains the following identities involving a vector u and covector ω (these
relations occur in the decompositions of Lorentz transformations and square roots),
en(X + uω) = en(X) + ω Yn−1(X)u, (1.40a)
en
(
X(I + uω)
)
= en(X) (1 + ωu) + ωX Yn−1(X)u. (1.40b)
Setting A = B = X in (1.36) gives Newton’s identities,
en(X) =
1
n
Tr [X Yn−1(X)] =
1
n
n∑
k=1
(−1)k−1en−k(X) Tr(Xk). (1.41)
Moreover, the recursive relation (1.38) implies the following identities for traces, which are
Newton’s identities in disguise,
TrYn(X) = (D − n) en(X), TrYD−n(X−1) = n en(X) detX. (1.42)
Applying the derivative δTr(Xn) = nTr(Xn−1δX) on (1.41) gives,
δen(X) = Tr
[
Yn−1(X) δX
]
=
n∑
k=1
(−1)k−1en−k(X) Tr(Xk−1δX). (1.43)
Hence, Yn(X) can be equally defined as the derivative of en+1(X),
Yn(X) =
∂en+1(X)
∂XT
. (1.44)
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The HR field equations. The HR bimetric field equations have the form (1.28) with the
following effective stress-energy contributions of the ghost-free bimetric potential (1.32),
Vg = − `−2∑nβ(n) Yn(S), (1.45a)
Vf = − `−2
∑
nβ(n) Yd−n(S−1). (1.45b)
The function Yn(S) is defined in (1.37), (1.38), or (1.44). The two contributions in (1.45)
are not independent because they satisfy the identities (1.39) and (1.30).
2 Usage of the geometric mean
In this section we parametrize the metrics relative to the geometric mean and obtain the
projections of the bimetric stress-energy tensors Vg and Vf as determined by the respective
Eulerian observers. For this we utilize two properties of the bimetric potential.
(i) The class of bimetric actions (1.27) can exhibit a duality in vacuum under the
interchange g ↔ f and κg ↔ κf . In the HR theory, the duality is explicit under the
additional exchange βn ↔ βd−n as a consequence of (1.34). The practical use is that we
need to derive only the relations for one sector and then simply apply the results to the
other, provided that the symmetry g ↔ f is not algebraically broken (for example, when
doing the N+1 decomposition). One way to achieve this is by using vielbeins.
(ii) The function space of the generating function (1.33) is spanned by the polynomial
basis {tn}. In light of this, the bimetric potential (1.32) and its stress-energy contributions
(1.45) can be seen as a linear combination of the span {βn}, where the elementary sym-
metric polynomials en(S) and their derivatives Yn(S) act as the coefficients. Consequently,
the apparent basis ±`−2∑nβ(n) can be neglected in the intermediate calculations; namely,
we can assume without loss of generality that,
V = en(S), Vg = Yn(S), Vf = Yd−n(S−1), (2.1)
and recover `−2∑nβ(n) (together with the chosen sign) at the end when stating the complete
set of equations. Note also that the summation range is omitted from `−2∑nβ(n) in (1.32)
and (1.45) since the vanishing en(S) and Yn(S) will truncate the sum by killing all unnec-
essary terms depending on the rank of S; in particular, en>d(S) = 0 and Yn>d−1(S) = 0.
The summation range will self-adapt to the lower dimension of the spatial hypersurface
upon the projection of the field equations using the N+1 decomposition,
2.1 Parametrization
We work in a Cauchy frame θ = Ξ[q] adapted to h that is parametrized by a shift vector q.
The shape of the metric g is given by a lapse function N and a spatial vielbein e that defines
the spatial metric γ = eTδˆe. The metric f is similarly parametrized by a lapse function M
and a spatial vielbein m¯ that defines the spatial metric ϕ = m¯Tδˆm¯. The lapses and the
spatial metrics are respectively perpendicular and tangential projections on the spacelike
hypersurfaces {Σ}. The mixed projections are given by different shift vectors which define
the respective Cauchy frames. The overview of the parametrization as a dependency graph
is shown in Figure 2 (which also gives the evaluation order).
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pa
qi
m¯aie
a
i
MN
va = pa/λ
Λˆ =
(
Iˆ + ppTδˆ
)1/2
λ =
(
1 + pTδˆp
)1/2
Rˆ =
(
R¯TR¯
)1/2
R¯−1
R¯ = m¯−1,TeTδˆΛˆ
m = Rˆm¯
ϕ = m¯Tδˆm¯γ = eTδˆe
H2 = NM/λ χ = eTδˆΛˆm
θf = Ξ[q −Mm−1v]θg = Ξ[q +Ne−1v] θ = Ξ[q]
fg h = g# fS = g−1h S = h−1f
Figure 2. The dependency graph for the parametrization (see sec. 2.1 for explanations).
The Cauchy frames adapted to h, g and f reads,
θ := Ξ
[
q
]
, θg := Ξ
[
q +Ne−1pλ−1
]
, θf := Ξ
[
q −Mm−1pλ−1]. (2.2)
The separation between the frames is parametrized by a boost vector pa in the local Lorentz
frame of h, giving the Lorentz factor,
λ :=
(
1 + pTδˆp
)1/2
. (2.3)
Moreover, given an arbitrary p and m¯, the vielbein m in (2.2) is obtained as,
m := Rˆm¯, Rˆ =
(
R¯TR¯
)1/2
R¯−1, R¯ = m¯−1,TeTδˆΛˆ, (2.4)
where Λˆ is the spatial part of the Lorentz boost given by,
Λˆ :=
(
Iˆ + ppTδˆ
)1/2
. (2.5)
The relation (2.4) ensures that the spatial metric χ of h is symmetric,
χ = eTδˆΛˆm = χT. (2.6)
An important remark is that ϕ = mTδˆm = m¯Tδˆm¯ since Rˆ is an orthogonal transformation
RˆTδˆRˆ = δˆ. Note also that λ is an eigenvalue of Λˆ with the eigenvector v := pλ−1,
Λˆv = λv = p, (2.7)
where vTδˆvT < 1. All other eigenvalues of Λˆ are 1, and det Λˆ = λ.
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The resulting parametrization of the metrics reads,
h = θT
(
−H2 0
0 χ
)
θ, g = θTg
(
−N2 0
0 γ
)
θg, f = θTf
(
−M2 0
0 ϕ
)
θf , (2.8)
where the lapse of h is given by,
H2 = NMλ−1. (2.9)
Notice that whenever the Cauchy frames coincide (λ = 1, Λˆ = Iˆ), we have,
H = N #M =
√
NM, χ = γ#ϕ = γ(γ−1ϕ)1/2, (for p = 0). (2.10)
Proposition 1. The parametrization based on p, q, N , M , γ = eTδˆe, and ϕ = m¯Tδˆm¯,
yields all possible principal square root realizations S = (g−1f)1/2 in the given foliation.
A detailed proof is given in appendix B. In brief, the effective shift vectors of g and f are,
~N := q +Ne−1pλ−1, ~M := q −Mm−1pλ−1, (2.11)
yielding ~N − ~M = (Ne−1 +Mm−1)pλ−1. Subsequently, the parametrization is exhaustive
based on the results from section 3 in [18], and valid based on the theorem from [3].
The resulting square root S = g−1h = h−1f reads,
S = Ξ[q]−1
(
N−1Mλ−1 λN−1vTδˆm
−Mλ−1e−1v e−1Λˆ−1m
)
Ξ[q]. (2.12)
Notice how the algebraic form of S is naturally given in the Cauchy frame Ξ[q] of h.
The square root can be further decomposed as,
S = Z−1
(
λ−1 λ−1pTδˆ
−λ−1p Λˆ− λ−1ppTδˆ
)(
MN−1 0
0 me−1
)
Z, (2.13)
using the similarity transformation,
Z =
(
N 0
0 e
)(
λ−1 0
0 Iˆ
)(
1 0
q Iˆ
)
. (2.14)
This form is useful when calculating matrix functions of S since Z cancels out in traces
and powers of S (for instance, when expanding the elementary symmetric polynomials en
or their derivatives Yn).
Different views of the Lorentz frame. The boost vector v can be given with respect
to γ or ϕ by changing the frame (basis) using the spatial vielbeins,
n := e−1v, n˜ := m−1v. (2.15)
We can equally recast Λˆ2 = Iˆ + λ2 v vTδˆ by the corresponding similarity transformations,
Q := e−1Λˆ2e = Iˆ + λ2nnTγ, (2.16a)
Q˜ := m−1Λˆ2m = Iˆ + λ2n˜n˜Tϕ. (2.16b)
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From (2.7), the eigenvectors of Q and Q˜ are (2.15) having the eigenvalue λ2,
Qn = λ2n, Q˜n˜ = λ2n˜, (2.17)
where λ−2 = 1− nTγn = 1− n˜Tϕn˜.
To decompose the square roots of γ−1ϕ and ϕ−1γ, we define,
D := m−1Λˆ−1e, B := D−1 = e−1Λˆm = D˜Q˜, (2.18a)
D˜ := e−1Λˆ−1m, B˜ := D˜−1 = m−1Λˆe = DQ, (2.18b)
so that γ−1ϕ and ϕ−1γ can be symmetrically split into two components,
γ−1ϕ = D−1D˜ = BD˜, (2.19a)
ϕ−1γ = D˜−1D = B˜D. (2.19b)
Then, the spatial metric of h reads,
χ = γB = γD−1 = ϕB˜ = ϕD˜−1. (2.20)
Note that χ is symmetric, χ = χT. Hence, any function of D or B is symmetric with respect
to γ, and any function of D˜ and B˜ is symmetric with respect to ϕ.
Finally, using (2.18), the boost vectors n and n˜ can be related across the sectors,
n = e−1v = λD˜n˜, n˜ = m−1v = λDn, (2.21a)
B˜n = DQn = λn˜, Bn˜ = D˜Q˜n˜ = λn. (2.21b)
2.2 Decomposition of the potential
The scalar density √−g V can be written,
N det e en(S) = N det e en(e−1Λˆ−1m) +M detm ed−n(m−1Λˆ−1e)
= N det e en(D˜) +M detm ed−n(D). (2.22)
Here we used (1.40) together with the following relations for Λˆ,
Λˆ2 = Iˆ + pp′ = Iˆ + λ2vv′, Λˆ−2 = Iˆ − λ−2pp′ = Iˆ − vv′, (2.23a)
Λˆ = Iˆ + 1
λ+ 1pp
′ = Iˆ + λ
2
λ+ 1vv
′, Λˆ−1 = Iˆ − 1
λ2 + λpp
′ = Iˆ − λ
λ+ 1vv
′, (2.23b)
where p′ := pTδˆ and v′ := vTδˆ denote the adjoint of of p and v, respectively.
Since λ−1en−1(B) = ed−n(D) det(me−1), we can rewrite (2.22) as,
NV = NV+M V˜, (2.24)
where,
V := en(D˜), V˜ := λ−1en−1(B). (2.25)
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2.3 The bimetric stress-energy tensors
Here we evaluate the projections of the bimetric stress-energy tensors Vg and Vf as seen
by their Eulerian observers. The projection operators for the frames of h, g, and f are,
⊥ =
(
0 0
q Iˆ
)
, ⊥g = ⊥+
(
0 0
Ne−1v 0
)
, ⊥f = ⊥−
(
0 0
Mm−1v 0
)
. (2.26)
We first determine the projections of Vg = Yn(S) relative to the Eulerian observer of g.
The one-side projection of S can be evaluated as,
⊥gµσSσν =
(
0 0
0 Bik
)(
1 0
qk δkj
)
, en(⊥gS) = en(B). (2.27)
Using (2.27) together with the recursive relations (1.38) for Yn(S), we obtain,
ρ = ρ[Vg] = −en(B), (2.28a)
ji = j[Vg]i = −γij(QU˜)jknk, (2.28b)
J ik = J [Vg]ik =
q
VIˆ − (QU˜) +N−1M U yi
k
, (2.28c)
where the double brackets are used to enclose matrix expressions when putting indices and,
U := λ−1Yn−1(B), U˜ := D˜Yn−1(D˜). (2.29a)
The composite symbols for the mixed terms (QU˜) and (Q˜U) are defined as,
(QU˜) := QU˜ = BYn−1(D˜), (Q˜U) := Q˜U = λ−1Q˜Yn−1(B), (2.29b)
where we used QD˜ = D˜Q˜ from (2.16) and (2.18). Observe that γikUkj , γik(QU˜)kj , ϕikU˜kj ,
and ϕik(Q˜U)kj are symmetric tensor fields. The projections of Vf can be deduced from the
duality between the sectors by using (1.34) and (1.39); we obtain,
ρ˜ = ρ[Vf ] = −λen−1(D˜) det(em−1), (2.30a)
j˜i = j[Vf ]i = −ji det(em−1), (2.30b)
J˜
i
k = J [Vf ]ik =
q
V˜Iˆ − (Q˜U) +M−1N U˜ yi
k
det(em−1). (2.30c)
Having V = en(D˜), it holds,
ρ+ V = jknk, or en(B)− en(D˜) = nTγ(QU˜)n, (2.31)
where U and U˜ satisfy Un = U˜n˜ and nTγ(QU˜)n = λ2n˜TϕU˜n˜.
We summarize the projections of Vg and Vf , now given in a slightly different form,
ρ = −en(B) = nTj − V, ρ˜ detmdet e = −λen−1(D˜), (2.32a)
j = −γ(QU˜)n, j˜ detmdet e = −j = γ(QU˜)n, (2.32b)
NJ = N
[
VIˆ − (QU˜)]+M U, MJ˜ detmdet e = M [V˜Iˆ − (Q˜U)]+N U˜. (2.32c)
Recall that the projections are implicitly spanned by ±`−2∑nβ(n). For completeness, the
components of Vg and Vf in terms of (2.25) and (2.29) are given in appendix C.
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2.4 The bimetric conservation law
In GR, the conservation law ∇µTgµν = 0 needs to be specifically imposed upon the N+1
decomposition, otherwise the constraint equations will fail to be preserved during the evo-
lution [19]. For a class of bimetric theories having the field equations (1.28), the effective
stress-energy tensor contributions (1.29) are included in the Bianchi constraints (1.31).
Therefore, after putting the bimetric field equations into the N+1 form, we also need to
assume that the bimetric conservation law ∇µVgµν = 0 is specifically satisfied.
In the following, we derive the projection of the conservation law for the ghost-free
bimetric potential V = en(S). Let Vg be given in terms of the energy density ρ, the energy
flux covector ji, and the stress tensor J ij , all of them measured as (2.28) by the Eulerian
observer relative to g. A straightforward manipulation yields the following projections of
∇µVgµν = 0 (summarized in appendix A),
∂tρ =L ~Nρ−NDiji − 2jiDiN + NKρ + NKjiJ ij , (2.33a)
∂tji =L ~N ji −Dj
[
NJ ji
]− ρDiN + NKji, (2.33b)
where the perpendicular projection of ∇µVgµν with respect to h can be identified as,
nν∇µVgµν + ni⊥gνi∇µVgµν = ∂tρ− ni∂tji. (2.34)
Lemma 1. The energy density and the energy flux of the bimetric potential satisfy,
∂tρ− ni∂tji = 12(QU˜)
ij∂tγij − 12 U˜
ij∂tϕij , (2.35a)
∂kρ− ni∂kji = 12(QU˜)
ij∂kγij − 12 U˜
ij∂kϕij . (2.35b)
Moreover, for the Lie flow along an arbitrary vector field ξi, it holds,
Lξρ− niLξji = (QU˜)ijDiξj − U˜
i
jD˜iξ
j , (2.36a)
LξV− jiLξni = −(QU˜)ijDiξj + U˜
i
jD˜iξ
j . (2.36b)
The proof of the lemma is given in the first part of appendix D. Useful choices for ξi are
the shifts N i and M i, or the boost parameters ni and n˜i, where Ln n =Ln˜ n˜ = 0.
Applying Lemma 1 on (2.33) gives the N+1 form of the conservation law for Vg (the
derivations are in the second part of appendix D),
Uij
(
Dinj − Kji
)
+ U˜ij
(
D˜in˜j + K˜
j
i
)
= Di
[
Uijnj
]
. (2.37)
A more symmetric form that reflects the duality g ↔ f is given by (D.17), copied here,
1
2Di
[
Uijnj
]
+ 12D˜i
[
U˜
i
j n˜j
]
= Uij
(
Dinj − 12
∂i
√
γ√
γ
nj − Kji
)
+ U˜ij
(
D˜in˜j +
1
2
∂i
√
ϕ√
ϕ
n˜j + K˜ji
)
. (2.38)
Note that the covariant derivatives in (2.38) can be easily converted to the partial deriva-
tives of the respective metric since γU and ϕU˜ are symmetric.
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3 The HR bimetric field equations in standard N+1 form
The HR field equations (1.28) are two copies of (1.4) with the additional Vg and Vf that
couple two sectors through the identities (1.30). Therefore, to state the HR field equations
in the N+1 form, we only need to include the effective stress-energy contributions when
projecting the particular sector (using an appropriate timelike unit normal):
ρ := ρ[Vg + Tg], j := j[Vg + Tg], J := J [Vg + Tg], (3.1a)
ρ˜ := ρ[Vf + Tf ], j˜ := j[Vf + Tf ], J˜ := J [Vf + Tf ], (3.1b)
where Tg = 0 and Tf = 0 in the “bimetric vacuum.” The substitution is straightforward
(it is mostly a “copy & paste” of the GR results). The end result is the complete set of the
HR equations in standard N+1 form, given below.
The evolution equations for the dynamical pair (γij ,Kij) in the g sector reads,
∂tγij =Lqγij +LNnγij − 2NKij , (3.2a)
∂tKij =LqKij +LNnKij − DiDjN + N
[
Rij − 2KikKkj +KKij
]
− Nκg
{
γikJ
k
j −
1
d− 2γij(J − ρ)
}
, (3.2b)
while the evolution equations for the dynamical pair (ϕij , K˜ij) in the f sector reads,
∂tϕij =Lqϕij −LM n˜ϕij − 2MK˜ij , (3.2c)
∂tK˜ij =LqK˜ij −LM n˜K˜ij − D˜iD˜jM + M
[
R˜ij − 2K˜ikK˜kj + K˜K˜ij
]
− Mκf
{
ϕikJ˜
k
j −
1
d− 2ϕij(J˜ − ρ˜)
}
. (3.2d)
The full spatial projections of Vf + Tf and Vg + Tg are given by,
Jkj =
q
VIˆ − (QU˜) +MN−1U yk
j
+ J [Tg]kj . (3.3a)
J˜
k
j =
√
γ√
ϕ
q
V˜Iˆ − (Q˜U) +NM−1U˜ yk
j
+ J [Tf ]kj . (3.3b)
The traces of Vg + Tg and Vf + Tf can be obtained from (1.42),
J − ρ = − `−2
4∑
n=0
β(n)(d− n) en(S) + J [Tg]kk − ρ[Tg], (3.3c)
J˜ − ρ˜ = −
√
γ√
ϕ
`−2
4∑
n=0
β(n)n en(S) + J [Tf ]kk − ρ[Tf ], (3.3d)
where from (2.22) and (2.24),
en(S) = en(D˜) +
M detm
N det e ed−n(D) = en(D˜) +
M
Nλ
en−1(B). (3.4)
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The constraint equations for the two sectors are given by,
2C := R+K2 −KijKij − 2κg ρ = 0, (3.5a)
2C˜ := R˜+ K˜2 − K˜ijK˜ij − 2κf ρ˜ = 0, (3.5b)
Ci := DkKki −DiK − κg ji = 0, (3.5c)
C˜i := D˜kK˜
k
i − D˜iK˜ − κf j˜i = 0, (3.5d)
where,
ρ = `−2
4∑
n=0
β(n) en(B) + ρ[Tg] , ji = j[Vg]i + j[Tg]i , (3.6a)
ρ˜ =
√
γ√
ϕ
`−2
4∑
n=0
β(n)λen−1(D˜) + ρ[Tf ] , j˜i = j[Vf ]i + j[Tf ]i , (3.6b)
0 = √γ j[Vg]i +√ϕ j[Vf ]i , j[Vg]i = −γij(QU˜)jknk . (3.6c)
The constraints for the mixed projections (3.5c)–(3.5d) are coupled by (3.6c) yielding,
C¯i :=
√
γ
{
κ−1g
(
DkK
k
i −DiK
) − j[Tg]i}
+ √ϕ
{
κ−1f
(
D˜kK˜
k
i − D˜iK˜
) − j[Tf ]i} = 0. (3.7)
The last equation can be used as a replacement for either (3.5c) or (3.5d), where the other
becomes the equation of motion for p (i.e., for n and n˜). Observe that the lapses N , M ,
and the shift vector q of h are absent from the constraints, as expected.
In addition to (3.2)–(3.7), we also have to assume specifically that (i) the conservation
laws ∇µTgµν = 0 and ∇˜µTf µν = 0 hold, and (ii) the conservation law for the bimetric
potential ∇µVgµν = 0 holds. Failing to do so, the constraints will not be preserved during
the dynamical evolution by (3.2). Note that we do not need to regard ∇˜µVf µν = 0 because
of the differential identity (1.30c). Consequently, the propagation of the constraints requires
that the equation (2.37) is satisfied,
Uij
(
Dinj − Kji
)
+ U˜ij
(
D˜in˜j + K˜
j
i
)
−Di
[
Uijnj
]
= 0. (3.8)
The equation (3.8) is equivalent to (and algebraically the same as) the so-called secondary
constraint which is obtained using the Hamiltonian formalism [2, 4]. In the context of
the N+1 decomposition employed here, it is rather seen as the conservation law for the
ghost-free bimetric potential.
This concludes the HR bimetric field equations in standard N+1 form. An overview
of the used variables is given in Table 1. A handy overview of the N+1 equations is given
in Box 1. The counting of the degrees of freedom is given in Table 2. The counting begins
with 2d(d − 1) equations for the dynamical fields (γij ,Kij) and (ϕij , K˜ij). Besides, there
are also d+ 1 constraint equations, the bimetric conservation law equation, and an overall
gauge freedom which allows us to remove additionally d of the dynamical fields. As a
result, we are left with d(d− 2)− 1 truly dynamical conjugate pairs, which is the number
of the propagating degrees of freedom in the HR theory.
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Table 1. An overview of the used N+1 variables.
g-sector f -sector Comments
γ := eTδˆe ϕ := mTδˆm Spatial metric
n := e−1v n˜ := m−1v Boost parameter
Q := e−1Λˆ2e Q˜ := m−1Λˆ2m Spatial part of LLT
D := m−1Λˆ−1e D˜ := e−1Λˆ−1m 1st half of γ−1ϕ
B := D−1 = e−1Λˆm B˜ := D˜−1 = m−1Λˆe 2nd half of γ−1ϕ
B = D˜Q˜ = QD˜ B˜ = DQ = Q˜D Mixed terms
V :=  en(D˜) V˜ := λ−1en−1(B) Potential∗
U := λ−1Yn−1(B) U˜ :=  D˜Yn−1(D˜) Derivatives∗
(QU˜) := BYn−1(D˜) (Q˜U) := λ−1Q˜Yn−1(B) Mixed terms∗
Geometric mean
χ = eTδˆΛˆm χT = mTΛˆTδˆe Spatial metric for h
χ = γB = γD−1 χT = ϕB˜ = ϕD˜−1 Note χ = χT
γ−1ϕ = D−1D˜ = BD˜ ϕ−1γ = D˜−1D = B˜D Follows from χ = χT
p = Λˆv = λv v = en = mn˜ Boost parameter
λ :=
(
1 + pTδˆp
)1/2
λ =
(
1− vTδˆv)−1/2 Lorentz factor
Λˆ :=
(
Iˆ + ppTδˆ
)1/2 Λˆ = (Iˆ − vvTδˆ)−1/2 Spatial part of LLT
∗ These variables are spanned by  := − `−2∑nβ(n).
Table 2. Number of degrees of freedom in GR and the HR bimetric theory.
GR HR bimetric theory
gen. case d = 4 d = 3 gen. case d = 4 d = 3
Dynamical fields (γ,K) d(d− 1) 12 6 2d(d− 1) 24 12
Constraint equations −d −4 −3 −(d+ 1) −5 −4
Bimetric conservation law 0 0 0 −1 −1 −1
Gauge fixing −d −4 −3 −d −4 −3
# dof = 1/2 of total d(d− 3)/2 2 0 d(d− 2)− 1 7 2
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Box 1. The HR vacuum field equations in standard N+1 form.
∂tγij =Lqγij +LNnγij − 2NKij ,
∂tKij =LqKij +LNnKij − DiDjN
+ N
[
Rij − 2KikKkj +KKij
]
+ Nκg
[
γikJ
k
j − 1d−2γij(J − ρ)
]
.
∂tϕij =Lqϕij −LM n˜ϕij − 2MK˜ij ,
∂tK˜ij =LqK˜ij −LM n˜K˜ij − D˜iD˜jM
+ M
[
R˜ij − 2K˜ikK˜kj + K˜K˜ij
]
+ Mκf
[
ϕikJ˜
i
j − 1d−2ϕij(J˜ − ρ˜)
]
.
ρ = −en(B) = nTj − V, ρ˜ = −λen−1(D˜) det(em−1),
j = −γQU˜n, 0 = j˜ + j det(em−1),
NJ = N(V− QU˜) +MU, MJ˜ = [M(V˜− Q˜U) +N U˜] det(em−1),
J − ρ = (d− n)V, J˜ − ρ˜ = nV det(em−1).
Scalar constraints: 0 = R+K2 −KijKij + 2κg ρ,
0 = R˜+ K˜2 − K˜ijK˜ij + 2κf ρ˜,
Vector constraints: 0 = DkKki −DiK + κg ji,
0 = D˜kK˜
k
i − D˜iK˜ + κf j˜i,
0 = κ−1g det e
(
DkK
k
i −DiK
)
+ κ−1f detm
(
D˜kK˜
k
i − D˜iK˜
)
,
Conservation law: 0 = Uij
(
Dinj − Kij
)
+ U˜ij
(
D˜in˜j + K˜
j
i
)−Di[Uijnj].
γ := eTδˆe, γ−1ϕ = D−1D˜ = BD˜. ϕ := mTδˆm, ϕ−1γ = D˜−1D = B˜D,
~N := q +Ne−1v, D := m−1Λˆ−1e, ~M := q −Mm−1v, D˜ := e−1Λˆ−1m,
n := e−1v = λD˜n˜, B := D−1 = D˜Q˜, n˜ := m−1v = λDn, B˜ := D˜−1 = DQ,
Q := e−1Λˆ2e, V := en(D˜), Q˜ := m−1Λˆ2m, V˜ := λ−1en−1(B),
U := λ−1Yn−1(B), (Q˜U) = λ−1Q˜Yn−1(B), U˜ := D˜Yn−1(D˜), (QU˜) = BYn−1(D˜).
Sign conventions: Lintg,f = − `−2
∑
nβ(n)en(S), Kij = − 12L~ngγij .
Lorentz boost: Λˆ2 := Iˆ + ppTδˆ, λ2 := 1 + pTδˆp, p = Λˆv = λv.
Symmetry relations: γF (B) = F (B)Tγ, ϕF (D˜) = F (D˜)Tϕ (for any F ).
Yn(A) :=
∑n
k=0(−1)n+ken(A)An−k =
∂en+1(A)
∂AT
, Yn(A) = en(A) I −AYn−1(A).
Evolution equations for (γ,K) Evolution equations for (ϕ, K˜)
Constraint equations and the projection of the bimetric conservation law
Projections of Vg and Vf for V = en(S) = V+MN−1V˜
Dictionary
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In conclusion to this section, we address one important condition that the projected bi-
metric conservation law (3.8) itself stays preserved under the dynamical evolution (i.e., that
its time derivative vanishes identically). Such a requirement imposes a relation between the
two lapses as shown in [4], which gives the correct number of kinematical variables related
to the gauge freedom. To illustrate this, consider a β1-model where all the β-parameters
vanish except β1; then, U = λ−1Iˆ, U˜ = D˜, and the preservation of (3.8) requires,
∂t
(
λ−1K + ni∂iλ−1 − D˜ijK˜
j
i − D˜
i
jD˜in˜j
)
= 0. (3.9)
The time derivative in (3.9) can be resolved using the evolution equations. For example,
we can determine N in terms of the other fields after setting q = 0 and M = 1. By
a more general analysis, it can be shown that necessarily M/N = W , where W is a
spatial scalar field determined from the other fields [4].2 The lapse ratio M/N for the
spherically symmetric case is calculated in [20]. Note that the preservation of the equation
(3.8) is sometimes referred to as the stability condition for the secondary constraint in the
context of the Hamiltonian formalism [4, 21, 22]. However, the preservation and the stable
propagation of the constraints are usually considered as two distinct concepts [23], where
one assumes that a quantity propagates in a stable manner if it depends continuously on
its initial values [24]. Such a treatment is studied in [25].
4 Spherically symmetric spacetimes
We now investigate the special case where the two metric sectors share the same spherical
symmetry. One reason is that the bimetric field equations in spherical symmetry reduce
to 1+1 dimensions and are simpler to pose and solve. For instance, all the shift vectors
become scalars and we do not need to explicitly determine the spatial rotation Rˆ from
(2.4). Also, the reduced 1+1 equations can serve as a toy model for experimenting with
different gauge choices and slicings. As a physical motivation, many important aspects
of gravitational collapse can be studied in spherical symmetry, for example, black hole or
structure formation and growth. Finally, when treated numerically, the spherical equations
can be solved faster, and with higher accuracy [26]. Hence, treating problems in spherical
symmetry seems as a good starting point for the bimetric numerical relativity.
Let d = 4. The general form of the metrics in spherical polar coordinates reads [27],
g = −α2dt2 +A2(dr + β dt)2 +B2(dθ2 + sin2 θ dφ2), (4.1a)
f = −α˜2dt2 + A˜2(dr + β˜ dt)2 + B˜2(dθ2 + sin2 θ dφ2), (4.1b)
where α and α˜ are the lapse functions, and (A,B, A˜, B˜) denote the nontrivial components
of the spatial vielbeins such that γrr := A2, γθθ := B2, ϕrr := A˜
2, and ϕθθ := B˜
2. The radial
components of the shifts are parametrized by the mean shift q and the radial separation p,
β := q + αA−1v, β˜ := q − α˜A˜−1v, v := pλ−1, λ := (1 + p2)1/2. (4.2)
2As a consequence, some combination of (N,M) can be taken as a primary kinematic variable; e.g., it
can be the lapse of h where H2 = NMλ−1 = N2Wλ−1. Choosing H2λ as an independent field (which can
be gauge fixed), one can define the lapses of g and f relative to h as M2 = H2λW and N2 = H2λ/W .
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In addition, we have the components of the extrinsic curvature,
K1 =: Krr, K2 =: Kθθ = Kφφ, K˜1 =: K˜
r
r, K˜2 =: K˜
θ
θ = K˜
φ
φ. (4.3)
All these variables are functions of (t, r) to be solved for in general.
For the following, we introduce R := B˜/B and define a partial span by {βn},
〈R〉nk := − `−2
n∑
i=0
(
n
i
)
βi+kR
i, 〈R〉nk = 〈R〉n−1k +R 〈R〉n−1k+1 , 〈R〉0k = − `−2βk. (4.4)
The nonzero components of the projections of the bimetric stress-energy tensor Vg are,
ρ = −
[
〈R〉20 + λ
A˜
A
〈R〉21
]
, jr = −pA˜ 〈R〉21 , (4.5a)
J1 = 〈R〉20 +
[
1
λ
(
α˜
α
+ A˜
A
)
− λA˜
A
]
〈R〉21 , (4.5b)
J2 = 〈R〉10 +
α˜A˜
αA
〈R〉21 +
1
λ
(
α˜
α
+ A˜
A
)
〈R〉11 , (4.5c)
where J1 := Jrr, J2 := Jθθ = Jφφ, J = J1 + 2J2. Similarly for Vf we have,
ρ˜ = −
[
〈R〉22 + λ
A
A˜
〈R〉21
]
1
R2
, j˜r = pA 〈R〉21
1
R2
, (4.6a)
J˜1 =
{
〈R〉22 +
[
1
λ
(
α
α˜
+ A
A˜
)
− λA
A˜
]
〈R〉21
}
1
R2
, (4.6b)
J˜2 =
{
〈R〉13 +
αA
α˜A˜
〈R〉11 +
1
λ
(
α
α˜
+ A
A˜
)
〈R〉12
}
1
R
, (4.6c)
where J˜1 := J˜
r
r, J˜2 := J˜
θ
θ = J˜
φ
φ, and J˜ = J˜1 + 2J˜2. The N+1 variables from Table 1
are given for the case of spherical symmetry in appendix F.
The scalar constraints (3.5a)–(3.5b) are,
(2K1 +K2)K2 +
1
A2
(
A2
B2
+ 2∂rA
A
∂rB
B
− (∂rB)
2
B2
− 2∂
2
rB
B
)
= κgρ, (4.7a)
(2K˜1 + K˜2)K˜2 +
1
A˜
2
(
A˜
2
B˜
2 + 2
∂rA˜
A˜
∂rB˜
B˜
− (∂rB˜)
2
B˜
2 − 2
∂2r B˜
B˜
)
= κf ρ˜. (4.7b)
The vector constraints (3.5c)–(3.5d) are,
(K1 −K2)∂rB
B
− ∂rK2 = 12 κgjr, (4.7c)
(K˜1 − K˜2)∂rB˜
B˜
− ∂rK˜2 = 12 κf j˜r. (4.7d)
The last two equations can be recombined using (3.6c),
κf A˜B
(
K1∂rB −K2∂rB −B∂rK2
)
+ κgAB˜
(
K˜1∂rB˜ − K˜2∂rB˜ − B˜∂rK˜2
)
= 0. (4.7e)
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The radial shift separation can be determined from (4.7d) as,
p = − 2
κgA˜B 〈R〉21
(
K1∂rB −K2∂rB −B∂rK2
)
. (4.8)
The projection (3.8) of the bimetric conservation law reads,
A˜
(
K˜1 〈R〉21 + 2K˜2R 〈R〉12
)
−A
(
K1 〈R〉21 + 2K2 〈R〉11
)
+ 2AK˜2λR 〈R〉11 − 2A˜K2λ 〈R〉12
+ 2p
(
〈R〉11
A
A˜
∂rB˜
B
+ 〈R〉12
A˜
A
∂rB
B
)
+ λ−1 〈R〉21 ∂rp = 0, (4.9)
where p can be eliminated using (4.8). The evolution equations for the spatial metrics are,
∂tA = −αAK1 + ∂r(qA+ αv), ∂tB = −αBK2 +
(
q + αA−1v
)
∂rB, (4.10a)
∂tA˜ = − α˜A˜K˜1 + ∂r(qA˜− α˜v), ∂tB˜ = − α˜B˜K˜2 +
(
q − α˜A˜−1v)∂rB˜. (4.10b)
The evolution equations for the extrinsic curvatures are,
∂tK1 =
(
q + αA−1v
)
∂rK1 + αK1
(
K1 + 2K2
) − ακg{ J1 − 12(J − ρ)
}
+
(
∂rα
A2
∂rA
A
− ∂
2
rα
A2
+ 2 α
A2
∂rA
A
∂rB
B
− 2 α
A2
∂2rB
B
)
, (4.11a)
∂tK˜1 =
(
q − α˜A˜−1v)∂rK˜1 + α˜K˜1(K˜1 + 2K˜2) − α˜κf{ J˜1 − 12(J˜ − ρ˜)
}
+
(
∂rα˜
A˜
2
∂rA˜
A˜
− ∂
2
r α˜
A˜
2 + 2
α˜
A˜
2
∂rA˜
A˜
∂rB˜
B˜
− 2 α˜
A˜
2
∂2r B˜
B˜
)
, (4.11b)
∂tK2 =
(
q + αA−1v
)
∂rK2 + αK2
(
K1 + 2K2
) − ακg{ J2 − 12(J − ρ)
}
+
(
α
B2
− ∂rα
A2
∂rB
B
+ α
A2
∂rA
A
∂rB
B
− α
A2
(∂rB)2
B2
− α
A2
∂2rB
B
)
, (4.11c)
∂tK˜2 =
(
q − α˜A˜−1v)∂rK˜2 + α˜K˜2(K˜1 + 2K˜2) − α˜κf{ J˜2 − 12(J˜ − ρ˜)
}
+
(
α˜
B˜
2 −
∂rα˜
A˜
2
∂rB˜
B˜
+ α˜
A˜
2
∂rA˜
A˜
∂rB˜
B˜
− α˜
A˜
2
(∂rB˜)2
B˜
2 −
α˜
A˜
2
∂2r B˜
B˜
)
. (4.11d)
The algebraic symmetry between the two sectors is obvious. The set of 3+1 equations in
each bimetric sector is directly comparable to GR [26, 27].
As a sanity check, let us decouple g and f by setting `−2β0 = Λg, `−2β4 = Λf , and
β1 = β2 = β3 = 0. We get the stress-energy components for the cosmological constants,
ρ = Λg, jr = 0, J1 = J2 = −Λg, ρ˜ = Λf , j˜r = 0, J˜1 = J˜2 = −Λf . (4.12)
Here we also have U = 0 and U˜ = 0, so the bimetric conservation law becomes automatically
satisfied. Notice the implications of choosing the V -sign convention (inside 〈R〉nk) on the
bimetric stress-energy projections (4.5), (4.6), and (4.12).
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As another sanity check, we can compare the 3+1 split to the existing cosmological and
black hole solutions exhibiting spherical symmetry in the HR bimetric theory. We start
with the derivation of cosmological solutions [28] based on the Friedmann–Lemaˆıtre–Rob-
ertson–Walker ansatz. Therein, the lapse of f is denoted as X, while the lapse of g is
fixed to one, so the ratio of the two lapses reads W = α˜/α = X. The constraint equations
reduce to the equation (2.12) in [28]. Moreover, the equation (2.13) fixes the ratio between
the lapses and corresponds to the preservation of the bimetric conservation law condition.
On the other hand, for a comparison with the black hole solutions, let us consider a choice
of variables in the “radial gauge” B = r where we take R = B˜/B as a primary field.
Furthermore, we express the equations in terms of two additional scalar functions τ = α˜/α
and Σ = A˜/A (which appear in the eigenvalues of the square root). These names are
complaint with the spherically symmetric ansatz from [29]. The constraints reduce to the
fifth equation (23e) in [29]. The algebraic condition for τ (25a) in [29] fixes τ relative to
the other fields, and roughly corresponds to the preservation of the bimetric conservation
law condition imposing the ratio between the two lapses τ = α˜/α. Note that the most
general form of the lapse ratio α˜/α for the spherically symmetric case is calculated in [20].
The variables can be differently reparametrized to simplify the equations. For example,
one can use the exponential functions instead of A,B, A˜, B˜, or introduce the densitized
lapses α = αA−1 and α˜ = α˜A˜−1 which nicely appear as the factors in the shift separations.
Also, one option is to do a spatial gauge fixing and work in a zero shift q = 0.
The next step would be to study the required conditions for the gauge choice in general.
For example, the lapse function can be determined from the maximal slicing which is done
with respect to the geometric mean metric, functioning as a common “singularity avoiding”
slicing condition for both sectors. However, there are many other choices for gauge fixing
that may give the condition for the lapse function (the time slicing condition), and the
condition for the shift vector (the spatial gauge condition). Posing such conditions and
then solving the spherical equations will be treated elsewhere.
Degrees of freedom in spherical symmetry. Here we determine the number of truly
dynamical variables in the case of spherical symmetry. In GR, the spherical reduction of the
number of degrees of freedom is reflected in the fact that we can obtain a fully constrained
system with no evolution equations, which is compliant with Birkhoff’s theorem. On the
other hand, the constraint equations in the HR theory cannot remove all of the dynamical
degrees of freedom after imposing the spherical symmetry. In particular, the spherical
symmetry reduction does not suppress the propagating degrees of freedom associated with
the monopole radiation (contrary to Birkhoff’s theorem). To see this, let us start with
the field inventory (p, q, α,A,B,K1,K2, α˜, A˜, B˜, K˜1, K˜2). We also have eight evolution
equations in (4.10) and (4.11), four constraint equations in (4.7), one conservation of the
bimetric potential equation (4.9), and one equation relating the two lapses. The gauge
freedom can be used to fix α and q eliminating one conjugate pair. One of the constraint
equations can be used to determine p (4.8). At the end, we are left with one dynamical
conjugate pair governing radial fluctuations in time.
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5 Summary and outlook
Various averaging operations on matrices have been of interest to operator theorists, physi-
cists, and statisticians for a long time [30]. Particularly intriguing has been the notion of
the geometric mean of positive definite matrices [30–32].
Now, let us consider a space P(u,Σ) of all Lorentzian metrics for which a vector field u
is future-pointing timelike and a family of nonintersecting hypersurfaces {Σ} is spacelike,
as illustrated in Figure 3a. We assume that the spacelike slices {Σ} locally arise as the
level surfaces of a smooth scalar field τ called the time function. In particular, the foliation
is set out by a closed one-form Ω, and since Ω is closed, there locally exists a scalar field τ
such that Ω = dτ , where we also assume uµΩµ 6= 0 so that u is never tangent to {Σ}.
The space P(u,Σ) can be endowed with a Riemannian metric ∆ measuring the distance
between two metrics g1 and g2 (which are points in P) defined as,
∆(g1, g2) :=
∥∥∥ log(g−11 g2) ∥∥∥ , ‖X‖ := (∑λ∈σ[X]λ2 )1/2, (5.1)
where σ[X] denotes the set of the eigenvalues (spectra) of X. Strictly, the metric ∆ can
be defined only on a space of positive definite symmetric matrices [33].3 Here we extend
such a definition to P(u,Σ) since the conditions for the existence of the principal logarithm
are the same as for the existence of the principal square root [12]. Consequently, the
validity of the definition (5.1) comes from the theorem from [3]. This makes applicable
the considerations from [31–34]. The set of spaces P(u,Σ) can be identified as a natural
habitat of the solutions in the HR bimetric theory. An open problem is still a definition of
the geometric mean of several Lorentzian metrics.
An important observation is that any two points g, f in P(u,Σ) can be joined by a
unique geodesic for which a natural parametrization is given by,
hα = g#α f = g(g−1f)α, 0 ≤ α ≤ 1. (5.2)
The geodesic can be illustrated by a null cone sweep, as shown in Figure 3b. In [35] it
was shown that, if any two metrics on a geodesic (5.2) share the same Killing vector field,
then all the metrics on the geodesic share the same isometry. The geometric mean (1.2)
is obviously the midpoint of the geodesic (5.2), which justifies the expression that the null
cone of h is ‘in the middle’ of the null cones of g and f . The midpoint is unique since
∆(g, f) = 2∆(g, g# f) and ∆(g, f) = 2∆(f, g# f).
The geometric mean metric can be used, in principle, to measure a mean curvature
when adapting a singularity avoiding slicing. Namely, having GR as the guideline, a simple
choice of setting the time and the spatial slicing conditions will not work. The selection of
the gauge conditions needs to be physically and geometrically motivated so that the lapse
3The Riemannian distance ∆ arises as the metric associated with arc length for the trace metric:
ds2 = Tr(g−1dg)2. For a curve t 7→ g(t), the differential for computing length is given by (ds/dt)2 =
Tr[g(t)−1g′(t)]2. In dimension one, ∆(x, y) = |log(y/x)| coincides with the distance between log x and log y,
which arises as the minimal arc length distance for the Riemannian metric ds2 = t−2dt2.
– 23 –
u P(u,Σ)
Σ
Σ
g
fh
hα = g(g
−1f)α
geod
esic
sweep(a) (b)
Figure 3. The metric space of metrics P(u,Σ), and the geodesic hα connecting g and f .
and shift are adapted to be suitable for the corresponding spacetime. In this sense, the
parametrization based on the geometric mean may be usable in gauge fixing.
Note that any dynamical choice of the lapse and shift as functions of the metric or
first-order derivatives of the metric is allowed, provided that the evolution of the bimetric
constraints is well-posed. Ensuring the stable propagation of the constraints is important
since, if the constraint evolution equations are not well-posed, the unphysical modes (which
are normally suppressed by the constraint equations) will not be bounded but propagated
as amplified by the free evolution. The causal propagation of the bimetric constraints is
studied in [25].
The N+1 form of bimetric equations derived here is compatible with York’s standard
version that is used in GR. The applied procedure is complementary to the one using the
Hamiltonian formalism [4]. The variables in the Hamiltonian formalism are evaluated by
varying the N+1 form of the HR action, while the variables in this work are derived by
N+1 projecting of the bimetric field equations obtained from the HR action varied in a
general form. As shown, the N+1 projection was straightforward because of the duality
between the two metrics in the HR theory. Both procedures yield the same form of the
secondary constraint (for a detailed comparison of the variables see appendix E).
The 3+1 form of the equations for the spherically symmetric case was given in section 4.
One of the applications is in the study of gravitational collapse in spherical symmetry [36].
Finally, further modification of the evolution equations is necessary for achieving numerical
stability (for instance, employing the BSSN formalism [37–39]).
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Appendix A Projections of ∇µXµν = 0
Let ρ := ρ[X], j := j[X], and J := J [X]. The operator X can be, for instance, Tg,
Gg − κgTg, or Vg. We summarize the derivations [19] inspired by the paper of Frittelli [23]
(similar expressions can also be found in [27]). A direct expansion yields,
∇µXµα = ∇µ
(
Jµα + nµjα + jµnα + ρnµnα
)
(A.1)
= ∇µJµα −Kjα + nµ∇µjα +∇µjµ nα − jµKµα −Kρnα
+ ρDα logN + nµ∇µρnα. (A.2)
The projection of ∇µXµν = 0 along nν reads,
nν∇µJµν + nµnν∇µjν −∇µjµ + Kρ− nµ∇µρ = 0, (A.3)
which can be simplified to,
1
N
(
∂t −L ~Nρ
)
+Diji − Kρ − KijJ ij + 2jiDi logN = 0. (A.4)
Here we used ∇µnν = +Kµν + nµDν logN and,
nν∇µJµν = −Jµν∇µnν = Jµν( +Kνµ + nµDν logN) = +KµνJµν , (A.5)
nµnν∇µjν = −jνnµ∇µnν = −jνDν logN. (A.6)
Also, note that for an arbitrary tangential vector ξ holds ∇µξµ = Diξi + ξiDi logN.
Similarly, the projection ∇µXµν = 0 using ⊥να reads,
⊥να∇µJµν −Kjα +⊥ναnµ∇µjν −Kαµjµ + ρDα logN = 0, (A.7)
which can be simplified to,
1
N
(
∂t −L ~Nji
)
+DjJ ji + JijDj logN −Kji + ρDi logN = 0. (A.8)
Appendix B Proof of Proposition 1
Here we combine the results from the sections 3 and 5 of [18], the theorem from [3], and
one additional lemma (given below). If S is an arbitrary congruence, f = STgS, then the
symmetrization condition h = gS = hT is equivalent to the requirement that the congruence
S is symmetric (self-adjoint), S = S′ where S′ := g−1STg, which is further equivalent to
the fact that S is a square root, f = gS2. In terms of vielbeins, where g = E(g)TηE(g)
and f = E(f)TΛTηΛE(f), the symmetrization condition reads [40],
h = gS = E(g)TηΛE(f) = hT, (B.1)
where Λ is a residual overall local Lorentz transformation (LLT).
The relation between the square root S and the Lorentz transformation Λ is just the
change of basis S = E(g)−1ηΛE(f). Before proceeding, we address one important issue.
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Lemma 2. An arbitrary vielbein can be triangularized by a local Lorentz transformation if
and only if the apparent lapse of the associated metric is real in a given coordinate chart.
Proof. Consider an arbitrary vielbein E that we want to triangularize by a LLT Λ,
E =
(
e0 eT1
e2 e3
)
, ΛE =
(
N 0
e ~N e
)
, Λ =
(
λ p′
p Λˆ
)(
1 0
0 Rˆ
)
. (B.2)
The equation for the upper right component reads eT1 + p′Rˆe3 = 0, which becomes v′Rˆe3 =
−eT1 for v = pλ−1. The vector v can be determined,
v′ = vTδˆ = −eT1e−13 δˆ−1RˆTδˆ, v = −(eT1e−13 δˆ−1RˆT)T = −Rˆδˆ−1e−1,T3 e1. (B.3)
However, the Lorentz factor must satisfy λ ≥ 1, which gives the condition on the vielbein,
λ−2 = 1− v′v = 1− eT1(eT3δˆe3)−1e1 ≤ 1. (B.4)
Hence, the vielbein can be triangularized by Λ iff (B.4) holds.
On the other hand, the metric obtained from the vielbein E has the form,
g = ETηE =
(
−e0e0 + eT2δˆe2 −e0eT1 + eT2δˆe3
−e1e0 + eT3δˆe2 −e1eT1 + eT3δˆe3
)
. (B.5)
The metric can be N+1 decomposed (1.10) such that N2 > 0 (i.e., N is real) and γ is
positive definite if the foliation is spacelike. Combining (B.5) with (1.10) yields,
N2 =
(
e0 − eT1e−13 e2
)2 (
1− eT1(eT3δˆe3)−1e1
)−1
, (B.6a)
γ = eT3
(
δˆ − e−1,T3 e1eT1e−13
)
e3. (B.6b)
The spatial metric is positive definite ‖γ‖ > 0 if ‖e−1,T3 e1eT1e−13 ‖ < 1, and also N2 > 0 if
1− eT1(eT3δˆe3)−1e1 ≥ 0, which is exactly the same as the condition (B.4). 
Now, assuming a common spacelike hypersurface for both the metrics (which exists if
and only if the principal square root exists [3]), we can triangularize the vielbeins in (B.1)
using the above lemma. Then, starting from the vielbeins in the lower triangular form,
E(g) =
(
N 0
e ~N e
)
, E(f) =
(
M 0
m¯ ~M m¯
)
, (B.7)
the symmetrization condition (B.1) is equivalent to A = ηΛE(f)E(g)−1 = AT where,
A =
(
−1 0
0 δˆ
)
·
(
λ p′
p Λˆ
)(
1 0
0 Rˆ
)
·
(
M 0
m¯ ~M m¯
)
·
(
N−1 0
− ~NN−1 e−1
)
, (B.8a)
which can be expanded as (note Λˆpλ−1 = p),
A =
(
−λN−1 − p′Rˆm¯( ~M − ~N)N−1 −p′Rˆm¯e−1
δˆpN−1 + δˆΛˆRˆm¯( ~M − ~N)N−1 δˆΛˆRˆm¯e−1
)
. (B.8b)
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Therefore, (B.1) is equivalent to A = AT, which reads,
~N −Ne−1pλ−1 = ~M +M(Rˆm¯)−1pλ−1, (B.9a)
δˆΛˆRˆm¯e−1 =
(
δˆΛˆRˆm¯e−1
)T
. (B.9b)
In fact, the equation (B.9a) is the shift vector q, and (B.9b) is the spatial part of h (2.6),
so the parametrization from section 2.1 satisfies (B.9). Since p and q are arbitrary vector
fields, the parametrization is exhausting, generating all possible S = E(g)−1ηΛE(f).
Appendix C Components of Vg and Vf
The components of Vg can be determined using (1.18),
NVg
0
0 = −Nρ−N iji, NVg0i = −ji, NVgik = NJ ik +N ijk, (C.1a)
where Vgi0 = ρN i −Nji + VgikNk. Then,
NVg
0
0 = N en(D˜), NVg
0
i = γij
q
BYn−1(D˜)
yj
k
nk, (C.2a)
NVg
i
k = N en(D˜)δ
i
k −N
q
D˜Yn−1(D˜)
yi
k
+M
q
λ−1Yn−1(B)
yi
k
. (C.2b)
Note that (1.30b) can be expanded,
N det e Vg00 +M detmVf
0
0 = N det e V, (C.3a)
N det e Vg0i +M detmVf
0
i = 0, (C.3b)
N det e Vgik +M detmVf
i
k = N det e V δ
i
k, (C.3c)
where V = en(S) = en(D˜) +N−1M λ−1en−1(B) = V+N−1M V˜. Hence,
M
detm
det e Vf
0
0 = M λ
−1en−1(B), (C.4a)
M
detm
det e Vf
0
i = −γij
q
BYn−1(D˜)
yj
k
nk, (C.4b)
M
detm
det e Vf
i
k = M λ
−1en−1(B)δik +N
q
D˜Yn−1(D˜)
yi
k
−Mqλ−1Yn−1(B) yik. (C.4c)
Finally, the effective stress-energy tensors reads,
N Vg
0
0 = NV, M
detm
det e Vf
0
0 = M V˜, (C.5a)
N Vg
0
i = γij(QU˜)
j
knk, M
detm
det e Vf
0
i = −γij(QU˜)jknk, (C.5b)
N Vg
i
k = NVδ
i
k −N U˜
i
k +MUik, M
detm
det e Vf
i
k = M V˜δ
i
k +N U˜
i
k −MUik. (C.5c)
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Appendix D Projections of ∇µVgµν = 0
From (1.43) follows (valid for any X),
δen(X) = Tr [Yn−1(X) δX] =
1
2 Tr
[
Yn−1(X)X−1δX2
]
. (D.1)
Then for δV = δen(D˜) we have,
δV = 12 Tr
[
D˜−1Yn−1(D˜) δD˜2
]
= 12 Tr
[
D˜−1Yn−1(D˜) δ(γ−1ϕ− nnTϕ)
]
(D.2)
= 12 Tr
[
γ(QU˜) δγ−1 + U˜ϕ−1δϕ− nTγ(QU˜) δn − γ(QU˜)n δnT
]
. (D.3)
Since Tr [nTγ(QU˜) δn] = Tr [γ(QU˜)n δnT] = −jkδnk, we conclude,
δV = 12(QU˜)ijδγ
ij + 12 U˜
ijδϕij + jkδnk. (D.4)
Here, the raising and lowering indices is done with the respective spatial metric. From
ρ+ V = jknk follows immediately,
δρ = 12(QU˜)
ijδγij − 12 U˜
ijδϕij + nkδjk. (D.5)
Expanding the variation δ as ∂µ in terms of ∂µγij , ∂µϕij , and ∂µni yields (2.35). This
proves the first half of Lemma 1. Now, substitute the following relations back into (2.35a),
1
2(QU˜)
ij∂tγij = (QU˜)ij
( − NKji +DiN j), 12(QU˜)ij∂kγij = (QU˜)ijΓjik, (D.6a)
1
2 U˜
ij∂tϕij = U˜
i
j
( − MK˜ji + D˜iM j), 12 U˜ij∂kϕij = U˜ijΓ˜jik. (D.6b)
We get,
ξk∂ξρ− niξk∂ξji = (QU˜)ijΓjikξk − U˜
i
jΓ˜
j
ikξ
k (D.7)
= (QU˜)ij (Di − ∂i) ξj − U˜
i
j
(
D˜i − ∂i
)
ξj . (D.8)
Moving the derivatives to the left then using U˜ij = nijj + (QU˜)
i
j , Dkji = ∂kji−Γjikjj , and
Diξ
j = ∂iξj + Γjikξk, gives,
(QU˜)ijDiξj − U˜
i
jD˜iξ
j = ξkDkρ− niξk∂kji +
(
(QU˜)ij − U˜
i
j
)
∂iξ
j =Lξρ− niLξji. (D.9)
This proves (2.36a). The identity (2.36b) follows from Lξρ− niLξji = −LξV+ jiLξni.
Now we turn our attention to the projections of ∇µVgµν = 0. Plugging in ∂tγij and
∂tϕij from (D.6) into (2.35a), as well as ∂tρ and ∂tji from (2.33), we obtain,
0 =L ~Nρ−NDiji − 2jiDiN + NKρ + NJ ijKji,
− ni
[
L ~Nji −Dj
(
NJ ji
)
− ρDiN + NKji
]
− (QU˜)ij
(
− NKij +DiNj
)
+ U˜ij
(
− MK˜ij + D˜iMj
)
. (D.10)
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Substituting NJ ij = N
[
Vδij − (QU˜)ij
]
+MUij , yields,
0 =L ~Nρ−NDiji − 2jiDiN + NKρ + N
(
Vδij − (QU˜)ij
)
Kji + MUijKji
− ni
[
L ~N ji −Dj
(
NVδji −N(QU˜)ji +MUji
)
− ρDiN + NKji
]
+ N(QU˜)ijKji − (QU˜)ijDiN j − M U˜
i
jK˜
j
i + U˜
i
jD˜iM
j . (D.11)
Using (2.36b) from the lemma, then using ρ+ V = jknk where ji = −(QU˜)iknk, we have,
0 = (QU˜)ijDiN j − U˜
i
jD˜iN
j −NDiji − 2jiDiN + NK (ρ+ V)
+ niDi (NV)− niDj
(
N(QU˜)ji
)
+ niDj
(
MUji
)
+ ρniDiN − NK niji
− (QU˜)ijDiN j + U˜
i
jD˜iM
j + MUijKji − M U˜
i
jK˜
j
i. (D.12)
Expanding the covariant derivatives in (D.12) then canceling terms gives,
0 = N
[
− U˜ijD˜inj + (QU˜)ijDinj + niDiV
]
+ M
[
UijK
j
i − U˜
i
jK˜
j
i + niDiUij − U˜
i
jD˜in˜j
]
. (D.13)
The factor of N in (D.13) vanishes identically; this is again a consequence of the lemma
noting that jiLnni = 0. Therefore,
UijDinj − UijKji + U˜
i
jD˜in˜j + U˜
i
jK˜
j
i = Di
[
Uijnj
]
. (D.14)
To rewrite the above equation in a more symmetric form (exhibiting the g ↔ f duality)
we note that for any Xµν and εµ holds the identity,
∇µ
(
Xµνε
ν)− ∇˜µ(Xµνεν) = −Xµνεν∂µ log √−f√−g . (D.15)
A similar expression can be stated on the spatial slice, yielding,
Di
(
U˜
i
j n˜j
)− D˜i(U˜ij n˜j) = ∂i√γ√γ U˜ij n˜j − ∂i
√
ϕ√
ϕ
U˜
i
j n˜j . (D.16)
Substituting (D.16) into (D.14) gives,
1
2Di
(
Uijnj
)
+ 12D˜i
(
U˜
i
j n˜j
)
= Uij
[
Dinj − 12
∂i
√
γ√
γ
nj − Kji
]
+ U˜ij
[
D˜in˜j +
1
2
∂i
√
ϕ√
ϕ
n˜j + K˜ji
]
. (D.17)
All the covariant derivatives in (D.17) can be easily converted to partial derivatives of the
respective metric since γU and ϕU˜ are symmetric.
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Appendix E The notational Rosetta Stone
Table 3 shows the relation to the variables from the papers of Hassan & Rosen (HR) [1, 2]
and Hassan & Lundkvist (HL) [4].
Table 3. Notational comparison to literature.
HR/HL This work Comments
γ γ = eTδˆe The spatial projection of g
3f or φ ϕ = mTδˆm The spatial projection of f
Dn n = e−1v The boost parameter as seen by g
n n˜ = m−1v The boost parameter as seen by f
Q/x Q˜ = m−1Λˆ2m The spatial part of the boost squared
x−1 λ2 = 1 + pTδˆp The Lorentz factor squared (p = λv)
√
x λ−1 = (1− vTδˆv)1/2 The reciprocal Lorentz factor
DQD γ−1ϕ = D−1D˜ = BD˜ The spatial square root squared
DQ/
√
x B = e−1Λˆm = D−1 1st half of γ−1ϕ = D−1D˜
√
xD D˜ = e−1Λˆ−1m 2nd half of γ−1ϕ = D−1D˜
V V = `−2∑nβ(n) en(D˜) Nen(S) = NV+M V˜
U ij U = `−2
∑
nβ(n) λ
−1Yn−1(B) Symmetric with respect to γ
V¯
i
j (QU˜) = `−2
∑
nβ(n)BYn−1(D˜) Symmetric with respect to γ
W¯
i
j U˜ = `−2
∑
nβ(n) D˜Yn−1(D˜) Symmetric with respect to ϕ
Sij = VIˆ − (QU˜) Symmetric with respect to γ
U˜
i
j = V˜Iˆ − (Q˜U) Symmetric with respect to ϕ
The HR/HL variables are derived by varying the action in 3+1 form, while the variables in
this work are obtained by projecting the field equations. Based on Table 3, we conclude,
V = `−2∑nβ(n) en(√xD), (E.1)
U ij = `−2
∑
nβ(n)
√
xYn−1(
√
x
−1
DQ), (E.2)
V¯
i
j = `−2
∑
nβ(n)
√
x
−1
DQYn−1(
√
xD), (E.3)
W¯
i
j = `−2
∑
nβ(n)
√
xD Yn−1(
√
xD), (E.4)
U˜
i
j = `−2
∑
nβ(n)
[√
x en−1(
√
x
−1
DQ)−√x−1QYn−1(
√
x
−1
DQ)
]
, (E.5)
with the identity (2.31) expressed by,
en(
√
x
−1
DQ)− en(
√
xD) = (Dn)iV¯ij(Dn)j = niW¯ijnj . (E.6)
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Appendix F Spherically symmetric variables
Below are the N+1 variables evaluated for the spherically symmetric case,
g = −α2dt2 +A2(dr + β dt)2 +B2(dθ2 + sin2 θ dφ2), (F.1)
f = −α˜2dt2 + A˜2(dr + β˜ dt)2 + B˜2(dθ2 + sin2 θ dφ2). (F.2)
where β = q + αA−1pλ−1 and β˜ = q − α˜A˜−1pλ−1. Note that v = pλ−1 and λ2 = 1 + p2.
The variables instantiated from Table 1 are,
nr = A−1pλ−1, n˜r = A˜−1pλ−1, (F.3)
Qrr = λ2, Q˜
r
r = λ2, (F.4)
Qθθ = 1, Q˜
θ
θ = 1, (F.5)
Drr = λ−1AA˜
−1
, D˜
r
r = λ−1A˜A−1, (F.6)
Dθθ = BB˜
−1 = R−1, D˜θθ = B˜B−1 = R, (F.7)
Brr = λA˜A−1, B˜
r
r = λAA˜
−1
, (F.8)
Bθθ = B˜B−1 = R, B˜
θ
θ = BB˜
−1 = R−1, (F.9)
V = 〈R〉20 + λ−1A˜A−1 〈R〉21 , V˜ = λ−1 〈R〉21 + A˜A−1 〈R〉22 , (F.10)
Urr = λ−1 〈R〉21 , U˜
r
r = λ−1A˜A−1 〈R〉21 , (F.11)
Uθθ = λ−1 〈R〉11 + A˜A−1 〈R〉12 , U˜
θ
θ = R 〈R〉11 + λ−1A˜A−1R 〈R〉12 , (F.12)
(QU˜)rr = λA˜A
−1 〈R〉21 , (Q˜U)
r
r = λ 〈R〉21 , (F.13)
(QU˜)θθ = R 〈R〉11 + λ−1A˜A−1R 〈R〉12 , (Q˜U)
θ
θ = λ
−1 〈R〉11 + A˜A−1 〈R〉12 , (F.14)
where,
〈R〉1k = − `−2
(
βk + βk+1R
)
, 〈R〉2k = − `−2
(
βk + 2βk+1R+ βk+2R2
)
. (F.15)
All other components are zero. For any spatial operator X, we have Xθθ = Xφφ.
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