Abstract. Some properties for negatively orthant dependent sequence are discussed. Some strong limit results for the weighted sums are obtained, which generalize the corresponding results for independent sequence and negatively associated sequence. At last, exponential inequalities for negatively orthant dependent sequence are presented.
Introduction
Recently, Wu [11] proved the equivalence of the a.s. and complete convergence for weighted sum ∑ n i=1 X i /((n + 2 − i) log(n + 2 − i) log log n) of independent and identically distributed random variables. Antonini et al. [2] gave some conditions on weights so that the weighted sum converges completely to zero, which improved the theorem of Chow and Lai [4] and extended the theorem of Wu [11] to the more general weighted sums.
The main purpose of the paper is to extend the results for weighted sums of independent and identically distributed random variables to the case of negatively orthant dependent random variables. The techniques involved with the main results are inspired by Adler [1] and Antonini et al. [2] .
Some definitions and lemmas are needed.
Definition 1.1.
A finite collection of random variables X 1 , X 2 , . . . , X n is said to be negatively associated (NA) if for every pair of disjoint subsets A 1 , A 2 of {1, 2, . . . , n}, (1.1) Cov{f (X i : i ∈ A 1 ), g(X j : j ∈ A 2 )} ≤ 0, whenever f and g are coordinatewise nondecreasing such that this covariance exists. An infinite sequence {X n , n ≥ 1} is NA if every finite subcollection is NA.
Definition 1.2.
A finite collection of random variables X 1 , X 2 , . . . , X n is said to be negatively upper orthant dependent (NUOD) if for all real numbers x 1 , x 2 , . . . , x n ,
and negatively lower orthant dependent (NLOD) if for all real numbers x 1 , x 2 , . . . , x n ,
A finite collection of random variables X 1 , X 2 , . . . , X n is said to be negatively orthant dependent (NOD) if they are both NUOD and NLOD. An infinite sequence {X n , n ≥ 1} is said to be NOD if every finite subcollection is NOD.
The concepts of NA and NOD sequences were introduced by Joag-Dev and Proschan [6] . Obviously, independent random variables are NOD. Joag-Dev and Proschan [6] pointed out that NA random variables are NOD, but neither NUOD nor NLOD implies NA. They also presented an example in which X = (X 1 , X 2 , X 3 , X 4 ) possesses NOD, but does not possess NA. So we can see that NOD is weaker than NA. For more details about NOD random variables, one can refer to Ko and Kim [9] , Fakoor and Azarnoosh [5] , Ko et al. [8] , Kim [7] , Wu [10] , and so forth.
Throughout the paper, let {X n , n ≥ 1} be a sequence of NOD random variables defined on a fixed probability space (Ω, F, P ). Let a n ≪ b n denote that there exists a constant C > 0 such that |a n /b n | ≤ C for sufficiently large n. Denote X + . = max(0, X), X − . = max(0, −X) and log n = ln n. C denotes a positive constant which may be different in various places. The main results of this paper are depending on the following lemmas: Lemma 1.1 (cf. Bozorgnia, et al., [3] ). Let random variables X 1 , X 2 , . . . , X n be NOD, f 1 , f 2 , . . . , f n be all nondecreasing (or nonincreasing) functions. Then random variables f 1 (X 1 ), f 2 (X 2 ), . . . , f n (X n ) are NOD. Lemma 1.2 (cf. Bozorgnia, et al., [3] ). Let random variables X 1 , X 2 , . . . , X n be nonnegatively NOD. Then
Lemma 1.3 (cf. Kim, [7] ). Let X 1 , X 2 , . . . , X n be NOD random variables with EX n = 0 and EX 2 n < ∞ for all n ≥ 1. Then we have
for all integers m ≥ 0, p ≥ 1 and m + p ≤ n. Moreover, we have
By Lemma 1.1 and Lemma 1.3, we can get the following Khintchine-Kolmogorov type convergence theorem and three series theorem for NOD sequences, which can be applied to obtain the main results of the paper. The proofs are standard, so we omit them. Corollary 1.1 (Khintchine-Kolmogorov-type convergence theorem). Let {X n , n ≥ 1} be a sequence of NOD random variables. If
Corollary 1.2 (Three series theorem for NOD sequence)
. Let {X n , n ≥ 1} be a sequence of NOD random variables. Assume that for some a > 0
The organization of this paper is as follows. Some properties for NOD sequence are provided in Section 2 and strong limit results for weighted sums of NOD sequence are given in Section 3. An exponential inequality for NOD sequence is proved in Section 4.
Properties for NOD sequence
In this section, we will present some propositions for NOD sequence, which can be applied to prove some of the main results of the paper. Proposition 2.1. Let {X n , n ≥ 1} be a sequence of NOD random variables and {x n , n ≥ 1} be a sequence of real numbers. Denote
Proof. By the continuity of probability and the definition of NOD, we can get
The proof is completed. □ Proposition 2.2. Let {X n , n ≥ 1} be a sequence of NOD random variables and {x n , n ≥ 1} be a sequence of real numbers. Denote
Proof. By the continuity of probability, Proposition 2.1 and
Proposition 2.3. Under the conditions of Proposition 2.2,
Proposition 2.4. Let {X n , n ≥ 1} be a sequence of NOD random variables. Then
By Lemma 1.1, we can see that {X + n , n ≥ 1} and {X − n , n ≥ 1} are both NOD. By Proposition 2.2 and (2.2),
Therefore,
The proof is completed. □ Proposition 2.5. Let {X n , n ≥ 1} be a sequence of NOD random variables and {x n , n ≥ 1} be a sequence of positive numbers. Denote
By (2.5) and Proposition 2.2, we have
Proposition 2.6. Under the conditions of Proposition 2.5,
∞ ∑ n=1 P (G n ) = ∞ ⇔ P (G n , i.o.) = 1.
Strong limit results for the weighted sums of NOD sequence
In this section, we will provide some strong limit results for the weighted sums of NOD sequence and their proofs, which extend the results of Antonini et al. [2] . 
a ni X i converges completely to zero, which implies that
Proof. The proof is inspired by Theorem 1 of Antonini et al. [2] . It can be checked that for all x ∈ R, the following inequality holds
thus, by EX n = 0, we have
for any t > 0. Let ε > 0 be given. If we take t = 2 log n/ε, then we can obtain
By Lemma 1.1, Lemma 1.2 and (3.2),
for all sufficiently large n. The last inequality follows from the condition (ii). According to Lemma 1.1, we can see that {−X n , n ≥ 1} is also negatively orthant dependent with identical distribution, E(−X n ) = 0 and
] < ∞ for all t > 0. Replace X i by −X i from the above statement, we obtain
for all sufficiently large n. By (3.3) and (3.4), it follows that 
Proof. If c n → ∞, then for all sufficiently large
for a suitable integer n 0 such that c n ≥ 1 for all n ≥ n 0 .
On the other hand, if lim inf n→∞ c n < ∞, then there exist a subsequence {n k , k ≥ 1} and a finite positive constant B such that c n k ≤ B. Hence for all 0 < M < ∞,
In both cases, by Proposition 2.5 or Proposition 2.6, we can get
the desired result (3.6) follows from (3.7) and (3.8) immediately. □ Theorem 3.3. Let {X n , n ≥ 1} be a sequence of mean zero NOD random variables with identical distribution (3.5) and 1 < α < 2. Let {a n , n ≥ 1} and {b n , n ≥ 1} be sequences of positive constants satisfying 0 < b n ↑ ∞. Denote c 1 = b 1 /a 1 and c n = b n /(a n log n) for n ≥ 2. Assume that
Proof. (3.5) and (3.9) imply that c k ≥ 1 for all sufficiently large k. Without loss of generality, we assume that c k ≥ 1 for all k ≥ 1. By Borel-Cantelli Lemma, it is easily seen that (3.9) implies that
In order to show 
By Corollary 1.1 and Kronecker's Lemma, we have
By Kronecker's Lemma, it follows that (3.14)
By Theorem 1a in Feller (1971, p.281) and (3.9) again, we have
By Kronecker's Lemma, it follows that
Hence, the desired result (3.10) follows from (3.11)-(3.15) immediately. The proof is completed. □ By Theorem 3.2 and Theorem 3.3, we can get the following result. 
depending on whether
Theorem 3.5. Let {X n , n ≥ 1} be a sequence of NOD random variables with identical distribution and {a n , n ≥ 1} be a sequence of positive numbers with
Denote c 1 = 1 and c n = A n /(a n log n) for n ≥ 2. Assume that
Proof. Let N (0) = 0 and
By (3.18), it is easily seen that c n → ∞ as n → ∞ (otherwise, there exist infinite subscripts i and some n 0 such that c i ≤ n r 0 , hence, N (n 0 ) = ∞, which is contrary to N (n 0 ) ≪ n r 0 from (3.18)). By (3.17) and (3.18), it follows that
By the above inequality and Borel-Cantelli Lemma, we can see that P (
Therefore, in order to prove (3.19), we only need to prove
By (3.17) and (3.18) again,
Therefore, by the above inequality, Corollary 1.1 and Kronecker's Lemma, we have
In order to prove (3.20) , it suffices to prove that
It is easily seen that
By Lebesgue Dominated Convergence Theorem and EX 1 = 0, we have
which implies (3.22) by Toeplitz's Lemma. The proof is completed. □ Remark 3.1. It is well known that NOD sequence contains independent random variable sequence and negatively associated random variable sequence as special cases. So the main results of the paper hold for them.
Remark 3.2. In Theorem 3.5, the condition A n = ∑ n j=1 a j ↑ ∞ can be relaxed to 0 < A n ↑ ∞ when 1 < r < 2. It suffices to prove (3.22) . In fact, by (3.17) and (3.18), it follows that
Exponential inequality for bounded NOD sequence
It is well known that the exponential inequality plays an important role in various proofs of limit theorems. In particular, it provides a measure of convergence rate for the strong law of large numbers. In this section, we will establish an exponential inequality for NOD sequence, which can be applied to obtain the complete convergence and almost sure convergence for NOD sequence. In the following, we let {X n , n ≥ 1} be a sequence of NOD random variables. Denote B 
Proof. By Markov's inequality and Corollary 4.1, we have that for any t > 0, Taking t = ε/(eB 2 n ), and noting that 2tc n ≤ 1, we can obtain (4.5). It is easily seen that {−X n , n ≥ 1} is still a sequence of NOD random variables with | − X i | ≤ c n for each 1 ≤ i ≤ n, n ≥ 1, then it follows from (4.5) that (4.9)
which implies (4.6). Finally, (4.7) follows from (4.5) and (4.6) immediately. This completes the proof of the theorem. □
