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Abstrat
We haraterize ompletely the Gneiting lass [6℄ of spae-time ovariane funtions and give more relaxed
onditions on the involved funtions. We then show neessary onditions for the onstrution of ompatly
supported funtions of the Gneiting type. These onditions are very general sine they do not depend on the
Eulidean norm. Finally, we disuss a general lass of positive definite funtions, used for multivariate
Gaussian random fields. For this lass, we show neessary riteria for its generator to be ompatly supported.
Keywords : Compat support, Gneiting's 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e-time.
Spae-time ovariane funtions with ompat support
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u
1 Introdution
Reent literature persistently emphasizes the use of approximation methods and new methodologies for dealing
with massive spatial data set. When dealing with spatial data, alulation of the inverse of the ovariane matrix
beomes a ruial problem. For instane, the inverse is needed for best linear unbiased predition (alias kriging),
and is repeatedly alulated in the maximum likelihood estimation or the Bayesian inferenes. Thus, large spatial
sample sizes tradue into big hallenges from the omputational point of view.
A natural idea that made proselytes in the last year is to make the ovarianes exatly zero after ertain distane
so that the resulting matrix has a high proportion of zero entries and is therefore a sparse matrix. Operations on
sparse matries take up less omputer memories and run faster. However, this should be done in a way to preserve
positive deniteness of the resulting ovariane matrix. The idea goes under the name of ovariane tapering,
by meaning that the true ovariane is multiplied pointwise with a ompatly supported and radial orrelation
funtion. This operation is tehnially justied by the fat that the Shur produt preserves positive deniteness.
The eets of tapering in terms of estimation and interpolation have been reently inspeted by [4℄, where general
onditions are given in order to ensure that tapering does not aet the eieny of the maximum likelihood
estimator. For spatial interpolation, [5℄ show that under some regularity onditions, tapering proedures yield
asymptotially optimal predition. In order to assess these properties, the asymptoti framework adopted by the
authors is of the inll type, and the tool allowing to evaluate the performanes of tapering is the equivalene of
Gaussian measures, for whih a omprehensive theory an be found in the seminal work by Yadrenko [13℄.
These points x very briey the state of the art and we refer the reader to [3℄ for an exellent survey on the
topi.
Although tapering has been well understood in the spatial framework, there is nothing done, to the knowledge
of the authors, for the spatio-temporal ase. In partiular, the use of tapering is at least questionable in spae-time,
sine the same type of asymptotis does not apply and thus it is not easy to evaluate its performanes.
But a deeper look at this problem also highlights the non existene, in the literature, of spae-time ovariane
funtions that are ompatly supported over spae, time or both. These fats motivate the researh doumented
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in this manusript.
We deal with hallenges related to spae-time ovariane funtions. If spatial data set an be massive, one an
imagine how the dimensionality problem aets spae-time estimation and interpolation. This problem may be
faed on the base of two perspetives that an be illustrated through the elebrated T. Gneiting lass of ovariane
funtions [6℄: for (x, t) ∈ Rd+l, the funtion
(x, y) 7→ K(x, t) := h(‖t‖2)−d/2ϕ
(
‖x‖2
h(‖t‖2)
)
(1)
is positive denite, for ϕ ompletely monotone on the positive real line and h a Bernstein funtion. For l = 1, the
funtion above is a stationary and nonseparable spae-time ovariane. This funtion has been persistently used by
the literature and a Google sholar searh highlights that urrently there are over 90 papers where this ovariane
has been used for appliations to spae-time data.
If there are many observations over spae, time or both, then the use of this funtion would be questionable
for the omputational reasons exposed above. A more intriguing perspetive is to onsider a funtion of the
Gneiting type, but replaing the generator ϕ in equation (1) with a ompatly supported funtion, and inspeting
the onditions ensuring that permissibility is preserved on some d-dimensional Eulidean spae. The results are
illustrated in the following setions.
An auxiliary result of independent interest is also given: we haraterize ompletely the Gneiting lass and give
more general onditions for its permissibility.
The ratio mentis of this paper leads then to onsider a general lass of ovarianes, originally proposed in
Poru et al. [10℄ and more reently in [1℄. Both groups of authors show that is lass of ovarianes an be very
versatile sine it an be used for two-fold purposes: on the one hand, it an be eetively used to deal with zonally
anisotropi strutures, on the other hand it an be adapted to represent the ovariane mapping assoiated to a
multivariate random eld, whih is highly in demand sine there are very few models with these harateristis [7℄.
As a onlusion to the preludium, the plan of the paper is the following: in Setion 2 we present basi fats
about positive and negative denite funtions. Setion 3 haraterizes ompletely the Gneiting lass, for whih
only suient onditions were known until now. In Setion 4 we present neessary onditions for ompatly
supported ovarianes of the Gneiting type. Similar results are obtained in Setion 5 for the multivariate lass of
ross-ovarianes proposed in [10℄.
2 Preliminaries
This setion is largely expository and ontains basi fats and information needed for a self-ontained exposition.
We shall enuniate the onepts of positive and negative deniteness, as well as the material related to them,
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working with linear spaes and subspaes. The spae-time notation will be used only when neessary for a learer
exposition of results.
For E a real linear spae, we denote by FD(E) the set of all linear nite-dimensional subspaes of E. If
dimE = n ∈ N and e1, . . . , en are basis in E, then
f ∈ C(E) ⇐⇒ f(x1e1 + . . .+ xnen) ∈ C(R
n)
and
f ∈ L(E) ⇐⇒ f(x1e1 + . . .+ xnen) ∈ L(R
n).
Also, we all C0(E) the set of all funtion f ∈ C(E) suh that f has ompat support. If dimE = ∞, then
f ∈ C(E) ⇐⇒ f ∈ C(E0) ∀E0 ∈ FD(E).
A omplex-valued funtion f : E → C is said to be positive denite on E (denoted hereafter f ∈ Φ(E)) if for
any nite olletion of points {ξi}
n
i=1 ∈ E the matrix (f(ξi − ξj))
n
i,j=1 is positive denite, i.e.
for all a1, a2, . . . , an ∈ C :
n∑
i,j=1
aif(ξi − ξj)aj ≥ 0.
It is well known that the family of positive denite funtions is a onvex one whih is losed under addition,
produts, pointwise onvergene and sale mixtures. Briey, we have the following properties.
Let f , fi ∈ Φ(E), i ∈ N. Then:
1. |f(x)| ≤ f(0), f(−x) = f(x), |f(x) − f(h)|2 ≤ 2f(0)Re(f(0)− f(x− h)), x, h ∈ E;
2. λ1f1 + λ2f2 with λi ≥ 0, f¯ , Re f , f1f2 ∈ Φ(E);
3. if, for all x ∈ E, the nite limit lim
n→∞
fn(x) =: g(x) exists, then g ∈ Φ(E);
4. for any linear operator A : E1 → E the funtion f ◦ A belongs to Φ(E1); in partiular, f ∈ Φ(E1) for any
linear subspae E1 from E.
Let E = Rn. The elebrated Bohner's theorem establishes a one to one orrespondene between ontinuous
positive denite funtions and the Fourier transform of a positive and bounded measure, i.e. f(x) = Fn(µ(u))(x).
If µ is absolutely ontinuous with respet to the Lebesgue measure, than dµ(u) = f̂(u)du, for f̂ nonnegative. This
an be rephrased in the following way: if f ∈ C(Rn) ∩ L(Rn), then f ∈ Φ(Rn) if and only if
f̂(u) = F−1n (f)(u) :=
∫
Rn
ei(u,x)f(x) dx ≥ 0, u ∈ Rn,
for (·, ·) the usual dot produt. The funtion f̂ is alled spetral density or Fourier pair assoiated to f .
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If f is a radially symmetri and ontinuous funtion depending on the squared Eulidean norm ‖ · ‖22, i.e.
f(x) = ϕ(‖x‖22), ϕ ∈ C[0,+∞), then the Fourier transform above simplies to the Bessel integral (if in addition
f ∈ L(Rn))
gn(s) :=
∫ +∞
0
ϕ(u2)un−1jn
2
−1(su) du , (2)
where jλ(u) :=
Jλ(u)
uλ
, with Jλ a Bessel funtion of the rst kind. Thus f ∈ Φ(R
n), for some n ∈ N and for f
radially symmetri, if and only if gn(u) ≥ 0 ∀u > 0.
A funtion f :]0,∞[→ R is alled ompletely monotone, if it is arbitrarily often dierentiable and
(−1)nf (n)(x) ≥ 0 for x > 0, n = 0, 1, . . . .
By Bernstein's theorem the setM(0,∞) of ompletely monotone funtions oinides with that of Laplae transforms
of positive measures µ on [0,∞[, i.e.
f(x) = Lµ(x) =
∫
[0,∞[
e−xt dµ(t),
where we only require that e−xt is µ-integrable for any x > 0. M(0,∞) is a onvex one whih is losed under
addition, multipliation and pointwise onvergene.
The onnetion with the funtion gn(·) gives the elebrated Shoenberg (1939) theorem by whih a radial
funtion f(x) = ϕ(‖x‖22), ϕ ∈ C[0,+∞), belongs to Φ(R
n) for all n ∈ N if and only if ϕ is ompletely monotone on
the positive real line, and in this ase the Bessel integral in equation (2) redues to a Gaussian mixture. Finally, a
Bernstein funtion is a positive funtion that is innitely often dierentiable and whose rst derivative is ompletely
monotone. For a more detailed exposition on these fats the reader is referred to [11℄.
In this paper we shall be also dealing with funtions depending not on the Eulidean norm but on some
homogeneous ontinuous funtion ρ : E → R suh that ρ(tx) = |t|ρ(x) ∀t ∈ R, x ∈ E and ρ(x) > 0, x 6= 0. If
ϕ ∈ C[0,+∞) and
∫ +∞
0
|ϕ(t2)|tn−1 dt < +∞, then we have that ϕ ◦ ρ2 ∈ Φ(Rn) if and only if the funtion
R
n ∋ v 7→ Gn(v) :=
∫
Rn
ϕ(ρ2(y))ei(y,v) dy (3)
is nonnegative for all v ∈ Rn. If ρ is the Eulidean norm, then the funtions Gn(·) and gn(·) are related by the well
know equality Gn(v) = (2pi)
n
2 gn(||v||2).
Finally, a omplex-valued funtion h : E → C is alled (onditionally) negative denite on E (denoted h ∈ N(E)
hereafter) if the inequality
n∑
k,j=1
ckc¯jh(xk − xj) ≤ 0
is satised for any nite systems of omplex numbers c1, c2, ..., cn,
∑n
k=1 ck = 0, and points x1, ..., xn in E.
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Let {Z(ξ), ξ ∈ Rn} be a ontinuous weakly stationary and Gaussian random eld (RF for short). The assoiated
ovariane funtion f : Rn → R is positive denite. This an be rephrased by saying that positive deniteness of a
andidate ontinuous funtion f : Rn → R is suient ondition for the existene of a ontinuous weakly stationary
and Gaussian RF having f(·) as ovariane funtion.
If, additionally, f(·) is radially symmetri, the assoiated Gaussian RF is alled isotropi. Isotropy and sta-
tionarity are independent assumptions but throughout the paper we shall assume both in order to keep things
simple.
To omplete the piture, the variane of the inrements of an intrinsially stationary Gaussian RF is alled
variogram. For two points of Rn, say ξi, i = 1, 2, we have that Var (Z(ξ2)− Z(ξ1)) := γ(ξ2 − ξ1). The mapping
γ(·) : Rn → R is onditionally negative denite. The additional property of isotropy is then analogously dened as
before.
3 Complete Charaterization of the Gneiting lass
Lemma 1.
i. f ∈ Φ(E) ⇐⇒ f ∈ Φ(E0) ∀E0 ∈ FD(E).
ii. If dimE = n ∈ N then f ∈ Φ(E) ⇐⇒ fg ∈ Φ(E) ∀g ∈ Φ(E) ∩ C0(E).
Proof.
i. The neessity is obvious. As for the suieny, for n ∈ N and x1, ..., xn in E, we have that x1, ..., xn ∈ E0 - the
linear span of these elements. Obviously dimE0 ≤ n.
ii. Again, the neessity is obvious. For the suieny, let e1, . . . , en be basis in E. Then we take g(x1e1 + . . . +
xnen) = (1 − ε|x1|)+ · . . . · (1 − ε|xn|)+ and ε ↓ 0. The proof is ompleted.
Lemma 2. Let the next onditions be satised:
1. h, b ∈ C(E) and h(t) > 0 ∀t ∈ E.
2. ϕ ∈ C[0,+∞) and for the some m ∈ N :
∫ +∞
0
|ϕ(u2)|um−1 du < +∞.
3. ρ ∈ C(Rm), ρ(tx) = |t|ρ(x) ∀t ∈ R, x ∈ Rm and ρ(x) > 0, x 6= 0.
Then
K(x, t) := b(t)ϕ
(
ρ2(x)
h(t)
)
∈ Φ(Rm × E) ⇐⇒ b(t)(h(t))
m
2 Gm(
√
h(t)v) ∈ Φ(E) ∀v ∈ Rm ,
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with Gm(·) dened in equation (3).
Proof. Observe that ϕ
(
ρ2(x)
)
∈ L(Rm). We have that
K(x, t) ∈ Φ(Rm × E) ⇐⇒ K(x, t) ∈ Φ(Rm × E0) ∀E0 ∈ FD(E)
⇐⇒ K(x, t)g(t) ∈ Φ(Rm × E0) ∀E0 ∈ FD(E), ∀g ∈ Φ(E0) ∩ C0(E0)
⇐⇒
∫∫
Rm×E0
K(x, t)g(t)ei(x,v)ei(t,u)dxdt ≥ 0
∀E0 ∈ FD(E), ∀g ∈ Φ(E0) ∩ C0(E0) , ∀v ∈ R
m, u ∈ E0.
As for the last integral, a hange of variables of the type x =
√
h(t)y yields that the last inequality is equivalent to∫
E0
g(t)b(t)(h(t))
m
2 Gm(
√
h(t)v)ei(t,u)dt ≥ 0 , ∀v ∈ Rm, u ∈ E0,
whih holds if, and only if ∀g ∈ Φ(E0) ∩C0(E0), ∀v ∈ R
m
, we have
g(t)b(t)(h(t))
m
2 Gm(
√
h(t)v) ∈ Φ(E0) ∀E0 ∈ FD(E),
⇐⇒ b(t)(h(t))
m
2 Gm(
√
h(t)v) ∈ Φ(E) ∀v ∈ Rm .
The proof is ompleted.
The following result gives a omplete haraterization of the Gneiting lass, with the additional feature that
only negative deniteness of the funtion h is required, whilst Gneiting's assumptions are muh more restritive as
it is required that h′ is ompletely monotone on the positive real line. Furthermore, we give a simple proof of this
result and we defer it to next setion for the reasons that will beome apparent throughout the paper.
Theorem 3. Let h ∈ C(E), h(t) > 0 ∀t ∈ E. Let d ∈ N. The following statements are equivalent:
1. K(x, t) := (h(t))−
d
2ϕ
(
||x||2
2
h(t)
)
∈ Φ(Rd × E) ∀ϕ ∈ C[0,+∞)
⋂
M(0,+∞) .
2. e−λh(t) ∈ Φ(E) ∀λ > 0.
Let us onsider examples of funtions h for whih the statement 2 in Theorem 3 holds.
Example 1 Let h(t) = ||t||αp + c, c > 0, 0 < p ≤ +∞, α ≥ 0, t = (t1, . . . , tn) ∈ R
n
, where ||t||pp =
∑n
k=1 |tk|
p
,
0 < p <∞, and ||t||∞ = sup1≤k≤n |tk|. Then
e−λh(t) ∈ Φ(Rn) ∀λ > 0 ⇐⇒ e−||t||
α
p ∈ Φ(Rn) ⇐⇒ 0 ≤ α ≤ α(lnp ) ,
where
α(lnp ) =

2 if n = 1, 0 < p ≤ ∞;
p if n ≥ 2, 0 < p ≤ 2;
1 if n = 2, 2 < p ≤ ∞;
0 if n ≥ 3, 2 < p ≤ ∞.
(4)
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For 0 < p ≤ 2, we get Shoenberg's result. The other two ases have been investigated by Koldobsky [8℄ in
1991 and Zastavnyi [14, 15, 16℄ in 1991 (2 < p ≤ ∞, n ≥ 2). Finally, Misiewiez [9℄ gave the last result in
1989 (p =∞, n ≥ 3).
Example 2 If ρ(t) is a norm on R2, then e−ρ
α(t) ∈ Φ(R2) for all 0 ≤ α ≤ 1. This is a well-know fat (see, for
example, [17℄). Therefore e−λh(t) ∈ Φ(R2) ∀λ > 0, where h(t) = ρα(t) + c, 0 ≤ α ≤ 1, c > 0.
Example 3 Let ψ(s) ∈ R ∀s > 0. Then, it is well known that
e−λψ ∈M(0,+∞) ∀λ > 0 ⇐⇒ ψ
′ ∈M(0,+∞).
Gneiting [6℄ proves the following: if ψ ∈ C[0,+∞), ψ(s) > 0 ∀s ≥ 0, and ψ
′ ∈M(0,+∞), then e
−λh(t) ∈ Φ(Rn)
for all λ > 0, n ∈ N, where h(t) := ψ(||t||22) and, hene,
K(x, t) := (ψ(||t||22))
− d
2ϕ
(
||x||22
ψ(||t||22)
)
∈ Φ(Rd × Rn) ∀ϕ ∈ C[0,+∞)
⋂
M(0,+∞) , d ∈ N .
Example 4 By elebrated Shoenberg's Theorem [12℄, if h(−t) = h(t) ∀t ∈ E, then
h(t) ∈ N(E) ⇐⇒ e−λh(t) ∈ Φ(E) ∀λ > 0 .
Example 5 Let g ∈ Φ(E), g(−t) = g(t) for all t ∈ E and h(t) := g(0) − g(t) + c, c > 0. Then h(t) > 0 ∀t ∈ E,
h ∈ N(E) and, hene, e−λh(t) ∈ Φ(E) for all λ > 0.
4 Neessary onditions for ompatly supported funtions of the Gneit-
ing type
From now on let us write Sd−1 := {x ∈ Rd : ||x||2 = 1} for the sphere of R
d
.
Theorem 4. Let the next onditions be satised:
1) h ∈ C(E), h(t) > 0 ∀t ∈ E and h(t) 6≡ h(0) on E.
2) ϕ ∈ C[0,+∞), ϕ(0) > 0.
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3) For d ∈ N, ρ ∈ C(Rd), ρ(tx) = |t|ρ(x) ∀t ∈ R, x ∈ Rd and ρ(x) > 0, x 6= 0.
4) K(x, t) := (h(t))−
d
2ϕ
(
ρ2(x)
h(t)
)
∈ Φ(Rd × E).
Then:
1. (h(t))−
d
2 ∈ Φ(E) and ϕ
(
ρ2(x)
)
∈ Φ(Rd).
2. If there exists a n ∈ N
⋂
[1, d] suh that
∫ +∞
0 |ϕ(u
2)|un−1 du < +∞, then ∀m = 1, . . . , n and v ∈ Rm the
funtion s 7→ fm,v(s) := s
m−dGm(sv), with Gm(·) as dened in (3), is dereasing on (0,+∞). Furthermore,
fm,v(+∞) = 0 for v 6= 0.
3. If
∫ +∞
0 |ϕ(u
2)|ud−1 du < +∞, then Gd(0) > 0. If, in addition, Gd is real-analyti, then ∀v ∈ R
d
, v 6= 0 the
funtion s 7→ fd,v(s) := Gd(sv) is stritly dereasing on [0,+∞) and Gd(v) > 0 ∀v ∈ R
d
.
4. If
∫ +∞
0 |ϕ(u
2)|ud+1 du < +∞, then α1(v) :=
∫
Rd
ϕ(ρ2(y))(y, v)2 dy ≥ 0 ∀v ∈ Sd−1 and β1 :=
∫
Rd
ϕ(ρ2(y))||y||22 dy ≥
0. Furthermore, α1(v) ≡ 0 on S
d−1 ⇐⇒ β1 = 0. If, in addition, β1 > 0, then e
−λh(t) ∈ Φ(E) ∀λ > 0.
5. If
∫ +∞
0 |ϕ(u
2)|eεu du < +∞ for some ε > 0 (for example, when ϕ has ompat support), then ∃p ∈ N :
e−λh
p(t) ∈ Φ(E) ∀λ > 0. In pratie, for p it is possible to take one of the following numbers:
p(v) := min
{
k ∈ N : αk(v) =
∫
Rd
ϕ(ρ2(y))(y, v)2k dy 6= 0
}
, v ∈ Sd−1 ,
q := min
{
k ∈ N : βk =
∫
Rd
ϕ(ρ2(y))||y||2k2 dy 6= 0
}
.
The funtion p(·) is bounded on Sd−1 and q = min
v∈Sd−1
p(v).
Proof. The statement 1 is obvious.
Let us prove the statement 2. By Lemma 2, we have
Fm,v(t) := (h(t))
m−d
2 Gm(
√
h(t)v) ∈ Φ(E) , ∀m = 1, n , v ∈ Rm .
Hene, Fm,v(0) = (h(0))
m−d
2 Gm(
√
h(0)v) ≥ 0 and |Fm,v(t)| ≤ Fm,v(0), t ∈ E. Therefore Gm(v) ≥ 0, v ∈ R
m
, and
(sh(t))
m−d
2 Gm(
√
h(t)sv) ≤ (sh(0))
m−d
2 Gm(
√
h(0)sv) , ∀m = 1, n , v ∈ Rm , s > 0 , t ∈ E .
The latter inequality is equivalent to
fm,v
(√
h(t)
h(0)
· s
)
≤ fm,v (s) , ∀m = 1, n , v ∈ R
m , s > 0 , t ∈ E .
Sine (h(t))−
d
2 ∈ Φ(E), then h(t) ≥ h(0), t ∈ E. Sine h(t) 6≡ h(0) on E, then there exists a point t0 ∈ E
suh that q :=
√
h(t0)
h(0) > 1. By the intermediate values Theorem ∀α ∈ [1, q] ∃ξ ∈ E :
√
h(ξ)
h(0) = α. Therefore,
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fm,v(αs) ≤ fm,v(s) for all s > 0 and α ∈ [1, q]. Hene, fm,v(α
2s) ≤ fm,v(αs) ≤ fm,v(s) for all s > 0 and α ∈ [1, q].
Thus, fm,v(α
ps) ≤ fm,v(s) for all s > 0, α ∈ [1, q] and p ∈ N. This implies that the funtion fm,v(s) dereases in
s ∈ (0,+∞). By the Riemann-Lebesgue Theorem, it follows that Gm(v)→ 0 as ||v||2 → +∞. Hene fm,v(+∞) = 0
for v 6= 0. The statement 2 is proved.
Let us prove the statement 3. i. From statement 2 it follows that for all v ∈ Rd, v 6= 0, the funtion Gd(sv)
dereases in s ∈ [0,+∞) and, hene, 0 ≤ Gd(v) ≤ Gd(0). Therefore, Gd(0) > 0 (otherwise Gd(v) ≡ 0 on R
d ⇒
ϕ(ρ2(y)) ≡ 0 on Rd, that ontradits the ondition ϕ(0) > 0).
ii. If, in addition, Gd is real-analyti, then ∀v ∈ R
d
, v 6= 0, the funtion Gd(sv) stritly dereases on [0,+∞).
This an be proved by ontraddition. Let us assume that, for some v0 ∈ R
d
and v0 6= 0, the funtion Gd(sv0)
is onstant on some interval (α, β) ⊂ (0,+∞), α < β. This would imply that Gd it is onstant on [0,+∞) and
Gd(0) = lims→+∞Gd(sv0) = 0, whih ontradits i. Thus, ∀v ∈ R
d
, v 6= 0, the funtion Gd(sv) stritly dereases
on [0,+∞) and, hene, Gd(v) > lims→+∞Gd(sv) = 0. The statement 3 is proved.
Let us prove statement 4. Let v ∈ Sd−1 and fd,v(s) := Gd(sv). From statements 2 and 3, it follows that the
funtion fd,v(s) dereases on [0,+∞) and that fd,v(0) > 0. Obviously, fd,v(s) ∈ C
2(R) and
fd,v(s) = fd,v(0) +
f ′′d,v(0)
2
s2 + o(s2) , s→ 0 ,
where f ′′d,v(0) = −α1(v). Note that f
′′
d,v(0) ≤ 0, otherwise the funtion fd,v(s) strongly inreases on [0, c] for some
c > 0, whih ontradits statement 2. Thus, α1(v) ≥ 0 for all v ∈ S
d−1
. For p > 0, the next integral is onstant on
Sd−1: ∫
Sd−1
|(y, v)|p dσ(v) ≡ cd,p > 0 , y ∈ S
d−1 ,
where dσ, if n ≥ 2, is the surfae measure on Sd−1 and dσ(v) = δ(v − 1) + δ(v + 1), if d = 1 (here δ(v) - the Dira
measure with mass 1 onentrated in the point v = 0). Therefore,∫
Sd−1
|(y, v)|p dσ(v) = cd,p||y||
p
2 , y ∈ R
d , p > 0. (5)
Hene ∫
Sd−1
α1(v) dσ(v) = cd,2 β1 ≥ 0
and α1(v) ≡ 0 on S
d−1 ⇐⇒ β1 = 0.
Let, in addition, β1 > 0. Then f
′′
d,v0
(0) = −α1(v0) < 0 for some v0 ∈ S
d−1
and
ψn(t) :=
(
Gd(γn
√
h(t) v0)
Gd(0)
)n
= (1 + gn(t))
n ∈ Φ(E) , ∀n ∈ N , γn > 0. (6)
Take
γn :=
(
−
2fd,v0(0)
f ′′d,v0(0)
·
λ
n
) 1
2
> 0 , λ > 0.
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Obviously, γn → +0 and
gn(t) =
fd,v0(γn
√
h(t))− fd,v0(0)
fd,v0(0)
∼
f ′′d,v0(0)
2fd,v0(0)
· (γn
√
h(t))2 = −
λ
n
· h(t) , n→∞ .
Therefore, ψn(t)→ e
−λh(t)
and, hene, e−λh(t) ∈ Φ(E) for all λ > 0. The statement 4 is proved.
Let us prove the statement 5. In this ase Gd is real-analyti and
f
(2k)
d,v (0) = (−1)
kαk(v) , f
(2k−1)
d,v (0) = 0 ,
∫
Sd−1
αk(v) dσ(v) = cd,2k βk , k ∈ N . (7)
Therefore, ∀v ∈ Sd−1 ∃p ∈ N so that
fd,v(s) = fd,v(0) +
f
(2p)
d,v (0)
(2p)!
s2p + o(s2p) , s→ 0 ,
where f
(2p)
d,v (0) 6= 0, otherwise the funtion fd,v(0) ≡ fd,v(s) ≡ fd,v(+∞) = 0 whih ontradits the inequality
Gd(0) > 0 (see statement 3). Hene, f
(2p)
d,v (0) < 0, otherwise the funtion fd,v(s) strongly inreases on [0, c] for
some c > 0, whih ontradits statement 2. Thus the funtion p(v), v ∈ Sd−1, denes orretly.
Let v ∈ Sd−1 and p = p(v). Take funtion (6), where v0 = v
γn :=
(
−
(2p)!fd,v0(0)
f
(2p)
d,v0
(0)
·
λ
n
) 1
2p
> 0 , λ > 0.
Then gn(t) ∼ −
λ
n · h
p(t), n→∞. Therefore ψn(t)→ e
−λhp(t)
and, hene, e−λh
p(t) ∈ Φ(E) for all λ > 0.
If αk(v0) 6= 0 for some v0 ∈ S
d−2
, k ∈ N, then αk(v) 6= 0 in some neighborhood of a point v0 and, hene,
p(v) ≤ p(v0) in this neighborhood. Thus the funtion p(v) is loally bounded on ompat S
d−1
and, hene, p(v) is
bounded on Sd−1.
Let m = min
v∈Sd−1
p(v) = p(v0) for some v0 ∈ S
d−1
. Then αm(v0) 6= 0 and for all v ∈ S
d−1
equality
fd,v(s) = fd,v(0) +
f
(2m)
d,v (0)
(2m)!
s2m + o(s2m) , s→ 0
holds. Obviously (−1)kαk(v) = f
(2k)
d,v (0) = 0, for all 1 ≤ k < m (if m ≥ 2), and (−1)
mαm(v) = f
(2m)
d,v (0) ≤ 0
(otherwise the funtion fd,v(s) strongly inreases on [0, c] for some c > 0 that ontradits a statement 2). From
(7) follows that βk = 0 for all 1 ≤ k < m (if m ≥ 2) and (−1)
mβm < 0. Therefore q = m.
The Theorem 4 is proved.
Proof of Theorem 3. If h(t) ≡ h(0) > 0 on E, then the impliation 1) ⇒ 2) is obvious. If h(t) 6≡ h(0) on E,
then this impliation follows from statement 4 of Theorem 4 for ϕ(s) = e−s ∈ C[0,+∞)
⋂
M(0,+∞).
The reverse impliation 2) ⇒ 1) follows from Lemma 2 for ϕ(s) = e−s, equality∫
Rd
e−
1
2σ
||y||2
2 ei(y,v) dy = (2piσ)
d
2 e−
σ
2
||v||2
2 , v ∈ Rd , σ > 0 ,
and Bernstein-Widder's Theorem. The proof is ompleted.
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Next Theorem 5 is an addition to Theorem 4 for the ase ρ(x) = ||x||2.
Theorem 5. Let the next onditions be satised:
1) h ∈ C(E), h(t) > 0 ∀t ∈ E and h(t) 6≡ h(0) on E.
2) ϕ ∈ C[0,+∞), ϕ(0) > 0.
3) K(x, t) := (h(t))−
d
2ϕ
(
||x||2
2
h(t)
)
∈ Φ(Rd × E).
If
∫ +∞
0
|ϕ(u2)|um−1 du < +∞ for some natural m ∈ [1, d] and gm is real-analyti, then the funtion fm(s) :=
sm−dgm(s) stritly dereases on (0,+∞) and gm(s) > 0 for all s > 0.
Proof. From Theorem 4 it follows that fm dereases on (0,+∞) and fm(s) ≥ fm(+∞) = 0 for s > 0. Sine fm is
real-analyti on (0,+∞), then funtion fm(s) stritly dereases on (0,+∞). Otherwise the funtion fm is onstant
on some interval (α, β) ⊂ (0,+∞), α < β, and, hene, it is onstant on (0,+∞) and fm(s) = fm(+∞) = 0, s > 0.
Therefore, Gm(v) = (2pi)
m
2 gm(||v||2) ≡ 0 on R
m
. Hene, ϕ(||x||22) ≡ 0 on R
m
, whih ontradits the ondition
ϕ(0) > 0. Thus, the funtion fm stritly dereases on (0,+∞) and, hene, fm(s) > fm(+∞) = 0 for all s > 0. The
Theorem 5 is proved.
5 Some statements involving a versatile general ovariane funtion
Previous results an be generalized to the lass of positive denite funtions built in [10℄ and used for the purposes
highlighted in Setion 1.
Lemma 6. Let ϕ ∈ C ([0,+∞)n), n ∈ N, and
∫∞
0 . . .
∫∞
0
∣∣ϕ(u21, . . . , u2n)∣∣∏nk=1 udk−1k du1 . . . dun < +∞ for some
dk ∈ N, k = 1, . . . , n. Let hk, bk ∈ C(Ek), hk stritly positive in their arguments for all k = 1, . . . , n. Then
K(x1, . . . , xn, t1, . . . , tn) := ϕ
(
‖x1‖
2
2
h1(t1)
, . . . ,
‖xn‖
2
2
hn(tn)
) n∏
k=1
bk(tk) ∈ Φ(R
d1 × . . .× Rdn × E1 × . . .× En)
if, and only if,
gd1,...,dn
(
s1
√
h1(t1), . . . , sn
√
hn(tn)
) n∏
k=1
bk(tk)
(
hk(tk)
)dk/2 ∈ Φ(E1 × . . .× En)
for every sk ≥ 0, k = 1, . . . , n, where
gd1,...,dn(s1, . . . , sn) :=
∫ ∞
0
. . .
∫ ∞
0
ϕ(u21, . . . , u
2
n)
n∏
k=1
udk−1k jdk/2−1(skuk) du1 . . . dun.
Proof. The statement an be proved in a similar way as Lemma 2.
Let P n+ be the set all nite nonnegative Borel measures on [0,+∞)
n
, n ∈ N, and
L
n :=
{
ϕ(u1, . . . , un) =
∫ ∞
0
. . .
∫ ∞
0
e−(u1v1+...+unvn) dµ(v1, . . . , vn) , µ ∈ P
n
+
}
.
Obviously, L
1 = C[0,+∞)
⋂
M(0,+∞) and
∏n
k=1 ϕk(uk) ∈ L
n
for every ϕk ∈ L
1
, k = 1, . . . , n.
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Theorem 7. Let n ∈ N. For all k = 1, . . . , n, let Ek be linear spaes, hk stritly positive funtions suh that
hk ∈ C(Ek) and dk ∈ N. Then, the following statements are equivalent:
1. K(x1, . . . , xn, t1, . . . , tn) := ϕ
(
‖x1‖
2
2
h1(t1)
, . . . ,
‖xn‖
2
2
hn(tn)
) ∏n
k=1
(
hk(tk)
)−dk/2 ∈ Φ(Rd1 × . . . × Rdn × E1 × . . . × En)
∀ϕ ∈ Ln.
2. e−λhk(tk) ∈ Φ(Ek), ∀λ > 0, k = 1, . . . , n.
Proof. Let us prove the impliation (1) =⇒ (2). For every xed k = 1, . . . , n in ondition 1, we take ϕ(u1, . . . , un) =
ϕk(uk), ϕk ∈ L
1
, and ti = 0 ∈ Ei for i 6= k. Then ϕk
(
||xk||
2
2
hk(tk)
)
(hk(tk))
−dk/2 ∈ Φ(Rdk × Ek) ∀ϕk ∈ L
1
. By
Theorem 3 we get e−λhk(tk) ∈ Φ(Ek) ∀λ > 0.
Let us now prove the reverse impliation. Let e−λhk(tk) ∈ Φ(Ek), ∀λ > 0, k = 1, . . . , n. By Theorem 3, we have
that ϕk
(
||xk||
2
2
hk(tk)
)
(hk(tk))
−dk/2 ∈ Φ(Rdk × Ek) ∀ϕk ∈ L
1
, k = 1, . . . , n. We take ϕk(uk) = e
−ukvk
, vk ≥ 0. From
denition of lass L
n
follows, that ϕ
(
‖x1‖
2
2
h1(t1)
, . . . ,
‖xn‖
2
2
hn(tn)
) ∏n
k=1
(
hk(tk)
)−dk/2 ∈ Φ(Rd1 × . . .×Rdn ×E1× . . .×En)
∀ϕ ∈ Ln.
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