Abstract-In this paper, we propose a simple model for simulating the group dynamics of aggregate, discrete biologics in active undersea sonar. Using a Lagrangian representation, group behavior is modeled by a set of Newtonian forces and stochastic perturbations on a collection of point masses. Interactions comprise a grouping force, which gives a characteristic separation distance, and an arrayal force, which tends to align the velocities of the group's constituents. The model is similar to previous attempts to model fish schools but contains only six parameters: three that are physical and three that are behavioral in nature. We characterize the group dynamics in terms of their statistical and asymptotic properties and study these as a function of the model parameters. The key result is a set of predictions for the asymptotic speed and separation distance in terms of the model parameters.
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I. INTRODUCTION B
IOLOGICS (e.g., sargassum, fish, marine mammals, etc.) are believed to be a significant source of clutter in both littoral and deep-ocean environments for active sonar systems [1] , [2] . A typical example of the observed phenomena is shown in Fig. 1 . Echo returns from these organisms can increase false alarm rates, frustrate automated detection, and overwhelm the human sonar analyst. For acoustic reconstruction, training, and simulation purposes, it is important to model biologic clutter accurately and realistically, incorporating fully the effects of the transducer, acoustic propagation channel, and receiver array. Accurate bio-clutter models are also important in the development and testing of automated tracking and classification systems designed to operate in highly cluttered environments.
Motion clues typically distinguish bio-clutter from other, bottom-originating sources of clutter, and, in some littoral environments, bio-clutter has been observed to dominate over other, geologic sources of clutter [3] . It is distinguishable from moving anthropogenic scatterers, such as surface vessels or submerged vehicles, by its highly irregular motion yet distinct from mere speckle in having some short-term motion consistency. In some cases, coordinated motion is also observed. These properties, together with a large aggregate target strength, make bio-clutter particularly problematic for automated tracking and classification algorithms. Rarely is the underlying physical origin of the scatterers known, though experiments with long-range sonar have indicated that fish shoals are one such source of scattered energy [4] , [5] . In this paper, the term bio-clutter will be used to describe the observed acoustic phenomena, independent of its physical origin. The dynamics of biologic aggregates have received a great deal of attention by biologists, physicists, and mathematicians working in the field of mathematical ecology [6] . On many different spatial and temporal scales, groups of organisms tend to exhibit complex, interactive dynamics that result in self-organization and the appearance of emergent properties not found in constituent members [7] , [8] . The mathematical modeling of such systems has advanced considerably, with seemingly simple, local interactions and stochastic fluctuations giving rise to a rich diversity of behavior [9] , [10] . In shoaling fish, for example, the competing needs to aggregate for protection against predators and disperse for foraging leads to behavior that can be modeled as a long-range attractive, short-range repulsive force between individuals [11]- [13] . In addition, the tendency of some fish to match the speed and direction of their neighbors can lead to the formation of schools [14] - [16] . The result is a spontaneously formed spatially and dynamically coherent group. Several mathematical models of fish schools have been developed which exhibit this same behavior [11] , [16] - [19] .
0364-9059/$26.00 © 2010 IEEE By contrast, the mathematical modeling of group dynamics for higher order marine life, such as dolphins, porpoises, and whales (collectively, cetaceans) has received relatively little attention, and their acoustic scattering properties have received even less attention [20] - [22] . A notable exception is the study of diving behavior, which has been studied in detail for several species [23] - [25] . In recent years, there has been a tremendous increase in research into modeling such behavior, particularly in relation to active sonar and other anthropogenic sound sources [26] - [28] , but there are still a great many unknowns. Measurements from active sonar systems, together with corroborating visual evidence and acoustic reconstruction, have resulted in a significant increase in high-quality data describing the detailed dynamics and acoustic properties of some cetacean species. Such data can provide a critical tool for modeling and simulation development.
In this paper, we introduce a physics-based phenomenological model for describing the dynamics of biologic aggregates. It is similar in nature to those described above but more parsimonious in its parameterization. Our motivation is to construct a model which is as simple as possible yet maintains the rich diversity of emergent behavior exhibited by more complex models. Doing so provides not only a more elegant description of the phenomena, but also a mathematical model that is more tractable and lends to deeper theoretical investigation. In particular, we are concerned with equilibrium behavior and how aggregate characteristics, such as group size and speed, may be estimated from the model parameters.
The model proposed in this work is concerned only with motion of a single group and does not include the important phenomena of fusion and fission. Considerations of acoustic scattering properties, population density and distribution, seasonal variations, or environmental interactions also fall outside the scope of this work. The aim here is to provide a simple model capable of describing typical group behavior and characterize its parametric dependence. In particular, we do not attempt to model species-specific behavior or interspecies interactions.
The paper is organized as follows. In Section II, we describe the basic dynamical model in terms of a system of stochastic differential equations. We consider the case in which there are no interactions and derive an analytic expression for the stationary solution of the corresponding Fokker-Planck equation. Next, we consider group motion and expressions for the asymptotic separation distance and individual speed as a function of the model parameters. A series of numerical simulations are described in Section III, where we verify the theoretical results of the previous section and further explore the parameter dependencies of the dynamics. We close, in Section IV, with a brief summary and final conclusions.
II. GROUP DYNAMICS

A. Description of the Mathematical Model
Aggregate marine biologics are composed of socially interacting individuals whose behavior can be both complex and unpredictable. While the motion of an isolated individual may appear utterly random, in aggregate, a more coordinated behavior may become manifest. Such behavior is typified by such diverse phenomena as schools of fish, flocks of birds, and herds of land animals. The dynamics of such aggregates have been well studied using models of both stochastic nature and deterministic nature, reflecting the behavior of a wide variety of species [29] , [30] .
The mathematical representations fall into one of two general classes, inspired by their close similarity to fluid mechanics [31] . In the so-called Eulerian representation, the aggregate is treated as a continuum, and the motion model is a partial differential equation (PDE) for the number density as a function of location and time. The simplest example is a diffusion model based on Fick's law [32] , which describes the motion of noninteracting animals undergoing simple Brownian motion. Such a representation is appropriate when the number of constituents is very large, such as in anchovy schools or locust swarms.
For smaller aggregates, the so-called Lagrangian representation is an equivalent but computationally more tractable description of the problem. In this case, each constituent is treated as a point mass in a Newtonian framework. The dynamic evolution is described by a system of stochastic differential equations (SDEs), typically of the Langevin form. Evolution of the system involves numerically solving the SDEs, which will usually be much easier and faster than solving the equivalent PDE unless the number of constituents is very large. For this reason, a Lagrangian representation is adopted here to describe aggregate discrete biologics.
Consider a collection of individual animals. Let and denote the position and velocity, respectively, in of the th individual at time . Depending upon the particular species considered, either or will be appropriate-here it is left unspecified. The basic equations of motion for each animal are governed by the following five forces.
Thrust
This is the "push" of the animal against the water. The force is taken to be along the current direction of motion of the animal.
Drag
This is the resistance to motion experienced by the animal due to viscous forces.
Grouping This represents the tendency of individuals to stay close to their neighbors and provides a mechanism for spatial cohesion.
Arrayal
This represents the tendency of individual animals to match both the speed and direction motion of their neighbors, thus maintaining motion cohesion.
Random This is a catch-all term to describe the diffusive behavior of individuals. It represents both self-determined behavior, such as foraging or, in higher mammals, play, as well as interactions with a variable and unknown environment. It also serves as a basic mechanism for repulsion, balancing the effects of the grouping force to produce a stable group size.
Mathematically, the system of equations may be written as follows:
where the dot represents a time derivative, is a unit vector, (2) is the position of the th individual relative to the th one, and (3) is the relative velocity. Each animal is assumed to be identical, with a mass and a thrust of magnitude . The drag coefficient is given by . Thus, in the absence of any other forces, the animal moves with a speed of in the steady state. The random force is taken to be a standard, -dimensional Gaussian white noise process with unit variance per unit frequency, so has units of force squared times time. The functions and represent the grouping and arrayal forces, respectively. These will be described in greater detail below.
The parameters , , and define the mass, length, and time scales of the problem. Specifically, the characteristic mass scale is , the characteristic length scale is , and the characteristic time scale is . Then, for the purposes of studying behavior, their values are arbitrary, and the values of all other physical quantities may be expressed in these units.
Niwa [33] has considered a similar model for schooling fish but has assumed thrust and drag forces that are linear and cubic, respectively, in velocity. A cubic dependence for the drag force is appropriate for fast-moving objects experiencing high Reynolds number turbulence. A weaker, linear dependence corresponds to Stokes' law and is generally more appropriate for slow-moving objects such as biologic organisms. There appears to be no physiological mechanism for a linear dependence of the thrust with velocity, so we assume here that it is independent of the animal's speed.
The grouping and arrayal forces are assumed to have the following properties:
where and are the relative position and velocity, respectively, of a neighboring animal. These properties reflect the symmetry between individuals and a directional independence in sensing and interacting with their neighbors. Together, they maintain Newton's third law and imply that the interaction forces themselves do not impart momentum to the group as a whole. Note also that they imply and , so there are no self-interactions. Since these forces are grounded ultimately in behavior, it would not be unreasonable to suppose that the above properties fail to hold in some cases.
Several models for the grouping force have been considered over the years. Commonly, it is assumed that the force is repulsive at short range and attractive at long range. For sufficiently large separation distances, the force is expected to vanish. Based on the early work of Parr [34] , Breder [35] in 1954 proposed the following grouping force: (6) with and both positive and . The unit vector is defined to be and, so, points in the direction of the neighboring animal. This is a sum of long-range attractive and shortrange repulsive forces, respectively, much as is found in models of molecular binding. At , the forces are in balance, thus defining a spatial scale for the separation distance. Taking and , Breder found that this distance was typically on the order of a body length for several species of fish. Such scaling behavior appears to be common across a wide range of species.
Much later, in 1973, Sakai and Suzuki [17] , [36] performed a series of computer simulations designed to model fish school dynamics. In their work, a similar grouping force of the following form was assumed:
The parameters and are both positive, so the interval represents a region of constant attraction. Beyond , there is no interaction; within , there is a repulsive force that increases linearly with decreasing radial distance. Like Breder, they assume a short-range repulsive force and constant (for ) attractive force, but they have also assigned a finite range for the attraction.
For the arrayal force, Suzuki and Sakai assumed a form that is linear in the relative velocity but vanishes for separation distances above some critical range. Such a finite interaction range appears to be appropriate for densely spaced animals that rely on visual sighting for directional alignment. However, Niwa [33] has shown that an arrayal force that is range independent can nevertheless give rise to realistic schooling behavior in fish. In more diffused groups, such as pods of whales, the interactions may be aural as well as (or instead of) visual.
In this paper, we seek the simplest possible model of group dynamics that nevertheless exhibits all the relevant emergent properties of more complex models. We note that, although short-range repulsive forces are natural to suppose, they are in fact not needed to maintain spatial cohesion, as the random force already produces an outward pressure that plays a similar role. A short-range force would be required to avoid collisions, but for animals modeled as point masses such collisions will occur with zero probability. (For animals modeled with nonzero spatial extent, the repulsive force would need to diverge at the boundary, which is not the case for the Breder or Sakai-Suzuki models, nor any that we are aware of.) Furthermore, one expects that the falloff with range for both the grouping and arrayal forces may affect the overall strength and stability of the interaction but not the basic scaling laws and qualitative dynamics. To better understand these fundamental dependencies, and in the interest of parsimony, we consider in this work the following rather simple set of one-parameter models for the grouping and arrayal forces:
Both and are taken to be positive. The grouping force acts as an isotropic, anharmonic spring, exerting a constant force in the direction of the group center, much as in the Breder and Suzuki-Sakai models. The arrayal force is constant in magnitude but aligned with the relative direction of motion of the neighboring animal, becoming attractive when it is opening and repulsive when it is closing. Although quite simple, these two interactions, together with random diffusion, are sufficient to reproduce a broad range of complex behavior, as will be shown in Section II-B.
B. Individual Motion
If we ignore the grouping and arrayal forces, we have the following stochastic differential equation for the velocity of any given animal: (10) where (11) The corresponding probability density function (pdf) satisfies the Fokker-Planck equation (37) (12) As shown in the Appendix, the unique stationary and asymptotically stable solution for the velocity distribution is given by (13) where . Therefore, the marginal distribution of speed will be given by (14) Thus, the equilibrium distribution is governed by two physical parameters: an effective inverse temperature and a nominal equilibrium speed . The mode of the distribution (i.e., the most likely speed) is given by (15) which is never smaller than due to the influence of the random force. For , the motion is nearly deterministic, and the distribution is strongly peaked near . For , the random force dominates, and the motion is more diffusive in nature, with .
If , fluctuations of the velocity about equilibrium decay with a characteristic time constant . As increases, the random force becomes less significant, leading to an increase in the relaxation time. Simple dimensional analysis, verified later by numerical simulation, suggests that this relaxation time has the form (16) so that, in equilibrium, the temporal autocorrelation is (17) where is the root-mean-square (rms) speed computed from , i.e., (18) It can be shown that, for (19) The above results also hold individually for the noninteracting case (i.e.,
). In Section II-C, we consider interacting group motion.
C. Group Motion
For the group dynamics we are no longer interested in the motion of individual constituents but, rather, in the dynamics of macroscopic descriptors. In particular, let us consider the group velocity, defined as (20) Differentiating (20) and substituting into (1) yields (21) where is a standard Gaussian white noise process and is the polarization, defined by (22) Note that the grouping and arrayal forces do not appear in the equation for , as these internal interactions cannot affect the gross motion of the group. This can be shown to follow directly from the assumptions that and . Now, for large , the motion is nearly deterministic. We may consider two extreme cases: one in which the interactions are negligible and another in which the arrayal force is dominant. For the first case, we may suppose that , in which case we have simply (23) This is simple, viscous diffusion. From linear response theory, it follows that (24) Thus, assuming a large number of weakly interacting constituents, the group velocity becomes sharply peaked about zero over a time . However, if the arrayal force is dominant, then we may assume that in the stationary state . In this case, the group velocity follows an equation that is identical in form to that of a single individual. The resulting stationary distribution for the group velocity is equivalent to that of a single individual with a mass of (25) For large , the group velocity is sharply peaked about with a uniformly random (but temporally correlated) direction. Thus, the typical speed of the group is generally smaller than that of its constituents.
In general, of course, the polarization will be somewhere between these two extremes. We can compute the expected magnitude as follows: (26) If we assume that, in equilibrium, the velocity directions are independent and have zero mean, then the second term drops out and we have (27) Thus, values of the polarization that are much greater than are indicative of arrayal forces at work. In addition to the polarization, we are also interested in the rms speed of the constituents, given by (28) and the rms separation distance, denoted (29)
D. Group Asymptotic Behavior
The dependence of these quantities in equilibrium on the underlying parameters may be deduced as follows. With only the grouping force in effect, stability of the separation distance is achieved through a balance of the attractive grouping force and the osmotic pressure of diffusion. Thus, the rms separation distance is expected to be proportional to and inversely proportional to . Furthermore, note that, from (12) , and, if is locally isotropic, then as well. Since and are, in this sense, on an equal footing, the separation will increase with dimension as . Dimensional analysis determines the remaining parameter dependence. Thus, for large , the steady-state value is (30) For small values of , the motion becomes deterministic, and the individuals undergo orbital motion. Suppose , where are independent and uniformly distributed random variables on the interval . For large , the following approximation holds:
For uniform circular motion, the radius will be determined by (31) where is the effective grouping force on an individual. This, in turn, will be given by Thus, the steady-state rms separation distance would be (32) In light of these two results, we hypothesize the following: (33) Similarly, for the arrayal force, the rms speed is expected to decrease with but depend weakly on and . For large , the group will be polarized and move with a speed . For small , the motion reduces to that of a noninteracting group, so the rms speed is . Therefore, we hypothesize the following: (34) When both the grouping and arrayal forces are present, the resulting interaction leads to a more complex dynamics for which the above results may no longer be valid. In particular, when , the velocities will tend to align in direction and reduce in speed, resulting in an overall reduction in the outward pressure due to diffusion. This will have the effect of reducing the size of the group at equilibrium. Based on these observations, we hypothesize the following, more general form for : (35) In Section III, we consider some numerical simulations and compare the observed group behavior with the results described above.
III. SIMULATION AND ANALYSIS
Computer simulations were performed by approximating the solutions to (1) using realizations of the Euler-Bernstein equations (36a) (36b) where (37) and is a -dimensional standard normal random vector that is drawn independently for each and . For the simulation, we chose dimensionless units such that , giving . Thus, and define the length and time scales, respectively, for the problem. For the random force, we chose , the natural unit of force times the square root of time and corresponding to . The aggregate consisted of points in dimensions. For the simulation, the initial conditions were taken, for consistency, to be for all . The step size was taken to be . For the grouping and arrayal forces, four different cases where considered. First, was considered. Second, only the grouping force was used, with . Third, only the arrayal force was used, with . Finally, we considered the case in which both forces were present, with and . In each case, we considered the following key metrics: the polarization , the temporal autocorrelation , the rms separation distance , and the rms speed . These are then compared against predictions for their asymptotic values.
Calculation of , , and in the simulation is straightforward. For the temporal autocorrelation, the following estimator was used: (38) for each . This is an asymptotically unbiased estimator for and generally less biased than the corresponding maximum-likelihood estimator [38] . Averaging over the ensemble was performed to further reduce the variance.
Case 1: No Interactions:
The results for Case 1 are shown in Figs. 2-4 . In this case, there are no interactions, so the be- havior is entirely diffusive. As expected, the polarization maintains a value of about , as predicted by (27) . The temporal autocorrelation was found to fall off exponentially as a function of lag time with a time constant of , in good agreement with (17) . The outward pressure of the random force produced an increase in the rms separation between individuals that, like standard diffusion, goes as . However, unlike simple diffusion, the rms speed approached an asymptotically stable value that is in good agreement with the predicted value of from (18). Case 2: Grouping Force Only: For Case 2, we turned on only the grouping force, with . As shown in Figs. 5-7, the results for the polarization and rms speed are quite similar to those found in Case 1. The autocorrelation is also quite similar, though an oscillatory behavior may be noted, reflecting the spring-like effect of the grouping force. However, the most salient feature is the rms spacing, which approaches an asymptotically stable value in good agreement with the prediction of from (33) .
Case 3: Arrayal Force Only: With Case 3, the arrayal force had been turned on, with , but the grouping force was now turned off. After an initial transient state, the group polarization increases to a value just below unity. Because of this, the velocities were more strongly correlated in the equilibrium state, and the rms speed increased to an asymptotic value in good agreement with the prediction of 1.08 from (34) . However, without a grouping force to balance the diffusion, the rms sepa- ration increased without bound, though at a slower rate than in the interaction-free case.
Case 4: Grouping and Arrayal Forces: Finally, in Case 4, we considered the combined effects of both interaction forces (i.e., and ). We note a similar increase in the polarization as in Case 3, though not as rapid. The asymptotic rms speed, though, is still in good agreement with the prediction from Case 3. The rms spacing, while still asymptotically stable, is found to be markedly smaller than the value seen in Case 2, with an asymptotic value in good agreement with the prediction of 0.91 from (35) . This can be understood as a result of the polarization suppressing the random diffusion by reducing the effective dimensionality of the problem.
To examine the dependence of the asymptotic rms separation distance and speed, we considered a variety of different values for and . In the first case, we set and measured for various values of . The results are summarized in Fig. 14 , which shows good agreement with (34), even for small values of . In the second case, we set and varied both and . Two values of were considered: 0.5 and 1.0 (each in units of ). As shown in Fig. 15 , agreement is good for large values of . With smaller values, the group lacks strong spatial cohesion, and the separation distance shows a great deal of temporal variability.
A. Comparison to Data Exemplars
Using our dynamic model, we generated several synthetic acoustic echoes to simulate biologic clutter. These echoes were generated using the Sonar Simulation Toolset [39] , [40] and injected into real data containing bio-clutter exemplars. The results are shown in Fig. 16 . For this example, the model parameters used were , , and . Each clutter object was modeled acoustically as a collection of closely spaced (i.e., under resolved) point scatterers with randomly varying relative positions.
Comparison with nearby clutter shows good agreement in reproducing the relative acoustic levels, spread in range and bearing, and, most importantly, motion of the clutter objects. Although the underlying physical origin of the real clutter objects is unknown, a biologically-based model, such as we have described here, seems to be quite adequate in reproducing the observed phenomena. 
IV. CONCLUSION
We have proposed a simple Newtonian model for the dynamics of an interacting aggregate of identical marine biologics. Despite its simplicity, it is able to reproduce the grouping and schooling behavior one finds in more complex models of group dynamics. The model contains a total of six parameters, which characterize, respectively, the mass of an individual and each of the five forces at play: 1) the thrust against the medium, 2) the drag resisting such motion, 3) a random force, 4) an attractive grouping force, and 5) a polarizing arrayal force. Unlike previous models, the grouping force is solely attractive, with the random force serving as an effective repulsion to prevent group collapse. However, as the interaction forces are not range dependent, no group fission will be exhibited.
For the case in which there are no interactions, we derived the stationary distribution for the velocity, which was shown to be asymptotically stable. This distribution takes a form similar to that of a thermal gas, with the strength of the random force serving as an analog to the inverse temperature parameter. Velocities at different times were found to be correlated exponentially, with an rms velocity and time constant that can be predicted from the model parameters.
Interacting groups were characterized by their polarization, rms speed, and rms separation distance. For groups in which there was no arrayal force, we found that the polarization tended to a value equal to , where is the number of individuals. However, as the strength of the arrayal force is increased, this value tends to unity, which we interpret as the formation of a school. In such cases, the group was found to behave in a manner similar to that of a noninteracting individual with times the mass. With only an array force, though, the group eventually disperses, albeit more slowly than in the noninteracting case. Equilibrium grouping behavior was found to depend principally upon the strength of the random force and, inversely, on the strength of the grouping force. Thus, when the grouping force is doubled, the separation between individuals halves. When the random force is very small (or, equivalently, when the grouping force is quite large), the group was found to exhibit quasi-deterministic orbital motion.
We found that the use of this model in acoustic simulations replicates well the phenomenological behavior found in examples of active sonar bio-clutter. Thus, we believe that such a model would be quite suitable for simulating the dynamics of bio-clutter and may be used in training and the development and testing of automated tracking and classification systems. Further work is needed to compare the impact of such synthetic clutter on particular tracking and classification algorithms, as compared with that of real data exemplars. Furthermore, although acoustic modeling was not addressed in this paper, highfidelity simulation will require that accurate scattering models be developed in conjunction with the dynamic model described here.
APPENDIX
In this Appendix, we provide a proof that , as defined in (13) , is the unique, asymptotically stable solution to the Fokker-Planck equation given by (12) . To do this, we will consider the following Liapunov function, which, as we will see, serves a role similar to that of kinetic energy in the canonical distribution of free gases: (39) The partial derivatives of are If we multiply both sides of the above inequality by some probability density function and integrate over , it can be shown that the left-hand side is the time-rate-of-change of the expectation value of , which is affinely bounded from above by this same expectation. Since , as time increases, the expectation of converges, which suggests that the distribution itself converges.
In fact, from the above inequality, it can be shown to follow that a unique, asymptotically stable solution to (12) exists and satisfies (44) (See [37, Sec. 11.9] .) We now show that the density in (13) does indeed satisfy the above equation.
Let us first note that, since , we have
Furthermore
Comparing these two expressions, we see that the equation is indeed satisfied, and we conclude that is the unique, asymptotically stable solution to (12) .
