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HEAT AND WATER TRANSFER 
AT THE BARE SOIL SURFACE 
Aspects affecting thermal imagery 
5TELLINGEN 
1. Bij de beschrijving van de verdamping van onbegroeide bodenn dient men ervan uit te gaan 
dat de fysische toestand van bodem en van aangrenzende atmosfeer van elkaar afhankelijk 
zi jn. 
dit proefschrift. 
2. De door Philip en De Vries gegeven beschrijving van gekoppeld vocht- en warmtetransport 
geeft een overschattinq van de door temperatuurgradienten geTnduceerde vloeistofflux. 
Philip, J.R. and D.A. de Vries, 1957. Moisture movement in porous materials under 
temperature gradients. Trans. Amer. Geophys. Union 38: 222-231. 
3. De vergelijkingen tussen thermodynamische en mechanistische beschrijvingen van 
gekoppeld vocht- en warmtetransport, zoals te vinden in de bodemfysische l i teratuur, 
negeren het verband tussen enerzijds de bevochtigingswarmte van de vaste fase en 
anderzijds de temperatuurafhankelijkheid van de oppervlaktespanning van het water. 
Dientengevolge zijn deze vergelijkingen steeds onvolledig en inconsequent uitgewerkt. 
Nielsen, D.R., R.D. Jackson, J.VV. Cary, and D.D. Evans, 1972. Soil Water. 
Am. Soc. of Agron. Special Issue. 
Jury, W.A., 1973. Simultaneous transport of heat and moisture through a medium 
sand. Dissertatie Univ. of V/isconsin. 
Chu, S.Y., G. Sposito, and V/.A. Jury, 1983. The cross-coupling transport coefficient 
for the steady flow of heat in soil under a gradient of water content. 
Soil Sci. Soc. Am. J. 47: 21-25. 
A. Het concept 'matrix flux potentiaal1 verdient ook voor praktische toepassingen meer 
aandacht dan er tot op heden aan geschonken werd. 
Shaykewitch, C.F., and L. Stroosnijder, 1977. The concept of matric flux potential 
applied to simulation of evaporation from soil . Neth. J . agric. Sci. 25: 63-82. 
5. Het stemt tot verbazing dat de toenemende interesse in ruimteli jke variabi l i tei t van 
bodemeigenschappen niet gepaard gaat met een vergrote belangstelling voor de temporele 
variabil i teit van deze eigenschappen. 
Soil Spatial Variabil i ty. Proceedings of a workshop of the ISSS and the SSSA, Las 
Vegas, USA, November 30 - December 1, 1984. Eds. D.R. Nielsen and J. Bouma. 
Pudoc, V/ageningen, 1985. 
6. Bij de select ie van proefvelden voor bodemfysisch onderzoek wordt in het algemeen te 
weiniq rekening gehouden met het relaxat ie-gedrag van de atmosferische grenslaag na 
terreinovergangen. 
Kroon, L.J .M. , 1985. Prof i le derived fluxes above inhomogeneous ter ra in : a numerical 
approach. Dissertat ie Landbouwhogeschool, Wageningen. 
7. De drievoudige betekenis van het woord 'val ideren' l i j k t sommige modelbouwers ertoe te 
verleiden de grondleggende fase te vergeten ten behoeve van de latere fasen. 
8. De behoudendheid van mensen ten aanzien van waardevolle nieuwe technieken, zoals 
bi jvoorbeeld te ledetect ie of numerieke s imulat ie , v/ordt helaas in de hand gewerkt doordat 
enthousiaste gebruikers zelf vaak nalaten een foutenanalyse te verstrekken bi j operationeel 
gebruik. 
9. Het beoordelen van teledetect ieprodukten op basis van slechts kwant i ta t ieve aspecten doet 
sommigen te gemakkeli jk eraan voorbijgaan dat dergeli jke produkten in kwal i ta t ieve zin 
van grote praktische zowel als wetenschappeli jke waarde kunnen z i jn . 
10. Een opt imale beschikbaarheid van computer fac i l i te i ten aan de Landbouwhogeschool zou een 
verhoging van de arbeidscapaciteit opleveren ter waarde van 3 a 4 mi l joen gulden per jaar. 
11 . Het moderne massa-toerisme le idt veeleer to t onderlinge vervreemding van cul turen dan 
to t serieuze wederzijdse verkenningen. 
12. Juist in een k l imaat van snelle verbreiding van informat ie- technologie verdient het 
subsidieren van muziekscholen hoge p r io r i te i t , als middel ter ontwikkel ing van het 
vermogen to t communicat ie tussen mensen. 
13. De door het Centraal Bureau Motorr i j tu igenbelast ingen voorgestelde opheff ing van 
wegenbelasting op 'klassieke mobielen' dient te worden toegejuicht omdat di t zou leiden to t 
een meer gevarieerd straatbeeld. 
14. Ook in de wetenschap v/ordt kleur vaak ontleend aan stel l ingnamen die als fal te gri js' 
kunnen worden aangemerkt. 
Stellingen behorend bij het proefschr i f t : 
Heat and water transfer at the bare soil sur face: aspects a f fec t ing thermal imagery. 
H.F.M. ten Berge, 14 februari 1986 
Promotoren: dr. G.H. Bolt , 
hoogleraar in de bodemscheikunde en de bodemnatuurkunde, 
dr. L. Wartena, 
hoogleraar in de landbouwweerkunde en de omgevingsnatuurkunde 
Co-promotor: d r . L. S t roosa i jde r 
^rOor^o <» \0<& 
H.F.M. ten Berge 
HEAT AND WATER TRANSFER 
AT THE BARE SOIL SURFACE: 
Aspects affecting thermal imagery 
Proefschrift 
ter verkrijging van de graad van 
doctor in de landbouwwetenschappen, 
op gezag van de rector magnificus, 
dr. C.C. Oosterlee, 
in het openbaar te verdedigen 
op vrijdag 14 februari 1986 
des namiddags te vier uur in de aula 
van de Landbouwhogeschool te Wageningen 
I Si) -- %'iolHI 
This study was carried out at the 
Department of Soil Science and Plant Nutrition 
Wageningen Agricultural University, 
De Dreijen 3, 
NL 6703 BC Wageningen 
The Netherlands 
* . 
»7 AG 3'1 N1 i\" G £N 
Aan mijn beide ouders 

VOORWOORD 
Het t o t stand komen van d i t p r o e f s c h r i f t i s voor mij een hoogtepunt en 
daarom een goede gelegenheid om a l i e n , die mij b i j het ten-grondslag l i g g e n -
de werk d irekt of ind irekt geholpen hebben, te bedanken. 
Mijn vader en moeder wi l ik graag e e r s t noemen. Zi j hebben mij een 
grote v r i j h e i d gegeven en mijn s tudie in a l l e s tad ia mogelijk gemaakt en 
aangemoedigd. Het p l o t s e l i n g a f sche id van mijn e e r s t e l eermees ter , twee jaar 
ge leden , doet mij daarom ook nu in tens v e r d r i e t . 
Dr. Leo Stroosnijder hee f t d i t onderzoek voorbereid en een grote i n -
vloed gehad op het e i n d r e s u l t a a t . Ik w i l je bedanken, Leo, voor de t o e w i j -
ding en het enthousiasme waarmee je mij hebt b e g e l e i d , en voor de gesprekken 
van v e l e r l e i aard die hiermee gepaard gingen. Het doet mij v e e l p l e z i e r dat 
je de r e i s u i t Indonesie onderneemt om a l s co-promotor h i e r b i j aanwezig te 
kunnen z i j n . 
Mijn e e r s t e promotor, Prof. G.H. Bo l t , h e e f t mij v e e l aandacht geschon-
ken, aanvankel i jk vooral waar het theore t i s che problemen betrof , maar l a t e r 
ook b i j de r e d a c t i o n e l e aspecten van het s c h r i j v e n . Hooggeleerde Bo l t , met 
genoegen denk ik aan de lange d i s c u s s i e s , waarbij u de voedzame h u i s e l i j k e 
lunch v r i j w i l l i g inru i lde voor taa i ere k o s t . Mijn h a r t e l i j k e dank voor a l l e 
hulp en adviezen . 
Veel dank gaat ook u i t naar mijn tweede promotor, Prof. L. Wartena. 
Beste Bert , v e r s c h i l l e n d e malen heb je mij moed ingeblazen door te la ten 
z ien welke in de prakt i jk belangri jke en i n t e r e s s a n t e vragen z i j n . De erg 
p l e z i e r i g e samenwerking met jou hee f t ervoor gezorgd dat deze s tud ie z i ch 
inderdaad op het grensvlak bodem-atmosfeer a f s p e e l d e . 
Verder gaat mijn dank u i t naar Dr. Ad Driedonks (KNMI) voor z i j n waar-
devo l l e adv iezen . 
Karin Sijlmans en Inge Stakman hebben zeer v e e l energie be s teed aan het 
typen van d i t p r o e f s c h r i f t , maar vooral ook aan de coordinat ie van de ermee 
gepaard gaande bezigheden in de e i n d f a s e . Karin en Inge, ik ben j u l l i e v e e l 
dank verschuld igd . Ook Herma Roseboom wi l ik h a r t e l i j k danken voor de gebo-
den hulp . 
Voor het beschikbaar maken van een aanta l gegevens ben ik 
Dr. R.D. Jackson (USDA Water Conservation Lab), Prof. C.H.M. van Bavel en 
Dr. Robert Lascano (Texas A & M Univers i ty ) zeer e r k e n t e l i j k , evenals 
Dr. T.J. Schmugge (NASA Goddard Space F l i g h t Centre) . 
Het ve le tekenwerk i s ui tgevoerd door de heer Rijpma. Voor de s n e l l e en 
zorgvuldige behandeling van de b i j voortduring aangevoerde tekeningen ben ik 
hem zeer e r k e n t e l i j k . 
De heer Van Bar en en z i j n medewerkers, w i l ik danken voor het fo togra -
f i sche werk. 
Op het Rekencentrum heb ik vee l hulp ontvangen van de heren Koster en 
Van Hoof, en van de groep v o o r l i c h t i n g . 
Verder w i l ik graag mijn dank uitspreken aan Gerard Nieuwenhnis (ICW) 
voor de zeer waardevolle hulp b i j mijn FLEVO veldexperimenten, en aan 
Wil Ackerman, Simon Maasland, Marion de Heus, Arnold Bregt, Hans Bronswijk, 
Annemiek van der Meijden en Coen Ritsema, d ie mij a l i e n en thous ia s t geholpen 
hebben b i j het verzamelen van gegevens . 
Tot s l o t mijn dank aan a l die medewerkers van de vakgroep die het werk 
op het lab t o t aangenaam verpozen maken en daarmee een be langri jke motor 
z i j n voor hun orageving. 
CONTENTS 
Abstract 
List of symbols 
1 INTRODUCTION 
1.1 Bare soils and remote sensing 1 
1.2 Structure of the thesis 4 
2 SOIL TEMPERATURE MODELS 9 
2.1 Correlative models 9 
2.2 Physical models 10 
2.2.1 Analytical models 11 
2.2.2 Numerical models 16 
3 TRANSPORT PROCESSES. THEORY AND MODELLING 20 
3.1 General overview 20 
3.2 The surface energy balance 24 
3.3 Radiation 26 
3.3.1 Shortwave radiation terms 26 
3.3.2 Longwave radiation terms 30 
3.4 Transport in the atmospheric boundary layer 34 
3.4.1 Exchange at the surface 34 
3.4.2 Boundary layer development 39 
3.5 Transport of heat in the soil 47 
3.5.1 Conduction 48 
3.5.2 Coupling: heat associated with changes in 
soil water entropy 54 
3.5.3 Convective heat transport in the gas phase 58 
3.6 Transport of water in the soil 59 
3.6.1 Coupling: non-isothermal transport in the liquid phase; 
the formulation of p(r,T) 60 
3.6.2 The moisture characteristic, hydraulic conductivity 
and matric flux potential 66 
3.6.3 Coupling: non-isothermal transport in the vapour phase; 
the formulation of p(r,T) 74 
3.6.4 The transport coefficient of water vapour in soil; 
enhancement effects 81 
EXPERIMENTS 
4.1 
4.2 
4.3 
4.4 
4.5 
4.6 
4.7 
Introduction 
Variability and errors 
Location and general conditions 
Boundary conditions: the fluxes 
Boundary conditions: the state variables 
System parameters and functions 
Output and initial conditions: soil state variables 
and fluxex 
88 
88 
89 
93 
97 
101 
104 
122 
VALIDATION 
5.1 
5.1.1 
5.1.2 
5.1.3 
5.1.4 
5.1.5 
5.2 
5.3 
127 
Experimental validation 127 
Error variance analysis 128 
FLEVO-1 132 
FLEV0-2 144 
TEXAS 152 
ARIZONA 156 
Comparison of the simulation model with an analytical 
solution under limiting conditions 162 
Brief evaluation of simulated boundary layer 
development 167 
6 SENSITIVITY ANALYSIS 
6.1 
6.2 
6.3 
6.4 
6.5 
Approaches to s e n s i t i v i t y analys is 
Relevance of boundary layer development to s o i l 
processes 
Sensitivity of some variables to major soil 
parameters; the drying stages I and III 
Stage II: development of the dry surface layer; 
a case study 
Comments on the relation Tg-LE 
174 
174 
177 
181 
189 
202 
THERMAL REMOTE SENSING: STATE OF THE ART AND PERSPECTIVES FOR 
BARE SOILS 
7.1 Determination of soil state variables 
7.2 Determination of the latent heat flux 
204 
206 
212 
Literature 
APPENDIX 1 
APPENDIX 2 
APPENDIX 3 
APPENDIX 4 
APPENDIX 5 
APPENDIX 6 
APPENDIX 7 
APPENDIX 8 
APPENDIX 9 
APPENDIX 10 
Listing of the SALSA model 
Algorithm for the calculation of soil thermal 
conductivity according to the De Vries (1963) model 
On the derivation of equation 3.59 
Some additional considerations based on TIP 
Heat transfer by convection In the soil under a 
gradient in virtual temperature 
Determination of the matric flux potential curve for 
core samples; a new method 
Description of the surface step method to determine 
soil thermal conductivity on core samples 
(Stroosnijder, 1984) 
Details on FLEVO, TEXAS, ARIZONA experiments 
The Nicholaichuck model 
Listings of the programs NICAN and LINTRA 
Al 
A16 
A18 
A21 
A24 
A26 
A29 
A31 
A3 6 
A3 9 
Samenvatting 
Curriculum Vitae 

ABSTRACT 
Surface temperature as assessed by means of thermal infra red remote 
sensing is affected by a number of soil properties. The sensitivity of sur-
face temperature and surface enery fluxes to variations in physical soil 
properties is studied by means of a numerical simulation model. 
The model developed here takes into account the mutual interdependence 
between soil and atmosphere. The transportprocesses in the soil are dis-
cussed in detail, and are partially revised. Developments in the atmospheric 
boundary layer are based on the production rates of turbulent kinetic 
energy. 
Many physical data on soil hydraulic, thermal and radiative properties 
are summarized. The ranges over which these properties appear to vary are 
used to set extreme parameter values for studying model sensitivity. 
Several field experiments were conducted to study in detail the behav-
iour of topsoil moisture and temperature; a total of four different experi-
mental datasets is used for model validation. 
Sensitivity to basic soil physical properties is determined for-"the 
three classical stages of drying. The 'falling rate1 stage is discussed in 
more detail in terms of two new soil parameters, characterizing the matric 
flux potential curve. These appear to have a strong influence on dry layer 
development, and hence on the sensitivity of surface temperature to soil 
physical, properties. 
The possibilities to assess bare soil conditions and surface fluxes by 
means of thermal infra red imagery appear, from the presented results, to be 
very limited, even when detailed wind and global radiation data for the site 
under study are known. 
A review of methods, used in thermal imagery interpretation, is 
included; also, most of the existing simulation models on this topic are 
summarized. 
LIST OF SYMBOLS 
symbol d e s c r i p t i o n Uni t 
d r y 
wet 
A 
A 
A 
A1 
paramete r in s o i l water p r e s s u r e - t e m p e r a t u r e r e l a t i o n 
pa ramete r in d i m e n s i o n l e s s g r a d i e n t a tmosphere 
a l b e d o 
sky e m i s s i v i t y pa ramete r 
d ry s o i l a l b e d o 
wet s o i l a l b e d o 
g r a v i m e t r i c s o i l m o i s t u r e c o n t e n t a t h=0 .8 
i n t e r f a c i a l a r e a 
pa ramete r i n $ ( 6 ) r e l a t i o n w i t h s a t u r a t i o n a s r e f e r e n c e 
pa ramete r in $ ( 0 ) w i t h f i e l d c a p a c i t y a s r e f e r e n c e 
Pa K - 1 
kg kg - 1 
n 
kg m"1 s " 1 
kg m s 
b 
b 
B 
B» 
sky emissivi ty parameter 
parameter in s o i l water pressure-temperature r e l a t ionsh ip 
parameter in $(0) function with sa tura t ion as reference 
parameter in 5(9) function with f ie ld capacity as reference 
m 3 n T 3 
m m 
c 
c 
c 
w 
Da 
De 
D T , l i q 
e 
e 
'e 
cloud cover 
parameter in s o i l water pressure-temperature r e l a t ionsh ip 
constant r e l a t i n g t ransport coeff ic ient to turbulent 
k ine t i c energy 
volumetric heat capacity a i r 
volumetric heat capacity clay 
volumetric heat capacity volumetric matter 
heat capacity of a i r a t constant pressure 
volumetric heat capacity quartz 
volumetric heat capacity bulk s o i l 
volumetric heat capacity water 
water vapour d i f fus iv i ty in free a i r 
effect ive water vapour d i f fus iv i ty 
thermal l iquid d i f fus iv i ty 
isothermal so i l water d i f fus iv i ty 
turbulent k i n e t i c energy 
vapour pressure 
Pa K - 1 
J m"3 
J r T 3 
J m - 3 
J kg" 1 
J m ~ 3 
J m""3 
J ra~3 
m2 
m2 
m 2 s " 1 
r , 2 m 
T 1 
K"1 
K"1 
K"1 
K " 1 
K"1 
K - 1 
K - 1 
s 
s~ 
K"1 
s 
- 1 
Pa 
'1 
's 
'v 
'w 
'q 
_2 kg m 
n 3 
n 3 
m3 
m3 
s" 1 
s" 1 
n" 3 
m"3 
n" 3 
n"3 
E surface water vapour flux 
f Coriolis parameter 
f„ volume fraction air a 
f volume fraction clay 
f volume fraction organic natter 
f volume fraction quartz 
F free Helmholz energy J 
-2 
g gravity constant m s 
_2 
G$ soil heat flux density of the surface W ra 
h relative humidity soil air -
h lag (in semivariance) -
H sensible heat flux (atmosphere) 17 m 
H partial specific enthalpy J kg 
All heat of adsorption (heat of wetting) J kg-1 
a
 -1 
AH heat of vaporisation J kg 
H partial specific enthalpy of soil water in a reference state J kg 
W
 -1 
All* heat of vaporisation J nol 
—1 —1 flux density of liquid water kg n s 
_2 heat flux density associated with water transport W m 
—2 —1 total entropy flux density W ra K 
-2 -1 
water vapour flux density kg m s 
-2 -1 
water flux density kg m s 
_2 total heat flux density W n 
k Von K£rm5n constant 
K hydraulic conductivity kg n" Pa" s 
Kj, transport coefficient (atmosphere) for heat m s 
K M transport coefficient (atmosphere) for momentum m s~ 
Ks hydraulic conductivity at saturation kg m~ Pa" s""1 
Ky transport coefficient (atmosphere) for vapour m s 
A length scale (atmosphere) n 
I, latent heat of vaporisation (- AH ) J kg" 
L Monin-Obukhov length in 
-2 
LE latent heat flux density (atmosphere) W m 
_o 
LE
 t potential latent heat flux density (atmosphere) W n 
m Van Genuchten parameter -
M molecular weight kg nol 
n cloud parameter -
n Van Genuchten parameter -
p soil water pressure (extramatic phase) Pa 
p' soil water pressure (matric phase) Pa 
p pressure (atmosphere) Pa 
p soil vapour pressure Pa 
p soil water pressure at specific location r Pa 
ps field scaled soil water pressure Pa 
q specific humidity kg kg 
q scaled deviation -
ra atmospheric resistance 
r„u atmospheric resistance to heat transfer 
raw atmospheric resistance to momentum transfer 
ray atmospheric resistance to vapour transfer 
R gas constant 
R radiance 
R' ref lectance 
R emitted rad ia t ion 
R n , global rad ia t ion (radiant flux density) 
R^j longwave downward rad ia t ion 
R net rad ia t ion 
R ^ net longwave radia t ion 
Ri Richardson number -
S t o t a l system entropy (in Appendix 3 only) J 
S p a r t i a l specif ic entropy of s o i l water in 
' ext raraat r ic ' s t a t e J kg"1 K 
S' p a r t i a l specif ic entropy of s o i l water in 'ma t r i c ' s t a t e "J kg K 
J 
w 
s m~ 
s m 
s ra~ 
s m 
m o l " 1 ^ 1 
Br" 1 m"2 
W m"2 
W m"2 
W m~2 
W m"2 
W ra~2 
W m 
S partial specific entropy of soil water in a reference state 
S partial specific entropy of soil water in vapour state 
t time 
T temperature 
T air temperature 
T cloud temperature 
T surface temperature 
Tsky sky radiation temperature (8-14 urn) 
T surface radiation temperature (8-14 vim) 
u wind speed (in x direction) 
u* temporal deviation from u 
u* friction velocity 
u time-averaged wind speed 
u geos t roph ic wind speed ( in x d i r e c t i o n ) 
U i n t e r n a l energy J 
v wind speed ( in y d i r e c t i o n ) m s 
vf temporal dev ia t ion from v m s 
v time averaged wind speed n s 
V s p e c i f i c volume of ' ex t r amat i c* water ra kg 
V1 s p e c i f i c volume of ' r a a t r i c ' water m kg 
~ 1 — 1 
V s p e c i f i c volume of water vapour m kg 
V geos t roph ic wind speed ( i n y d i r e c t i o n ) ra s 
W blackbody emit tance W m 
x h o r i z o n t a l space coordina te m 
y h o r i z o n t a l space coord ina te n 
J 
J 
kg" 1 K"1 
kg" 1 K"1 
s 
#C or K 
•c 
K 
•c 
#C orK 
*C orK 
m s 
- 1 
n s 
- 1 
n s 
n s~ 
ra s" 
z v e r t i c a l space coordina te 
z_ measurement he igh t in 
z roughness l eng th 
m 
m 
m 
a cons tan t in formulation leng th sca le atmosphere -
a a b s o r p t i v i t y 
a Van Genuchten parameter in moisture c h a r a c t e r i s t i c express ion Pa 
a t o r t u o s i t y co r r ec t i on fac to r -
a r sca le fac tor of l oca t i on r -
p parameter in dimensionless g rad ien t atmosphere 
- 1 2 
p r e g r e s s i o n c o e f f i c i e n t KH m 
{3 Bowen r a t i o 
{3 phenomenological d i f fus ion enhancement c o e f f i c i e n t -
Y semivariance -
y, i n t e r f a c i a l t ens ion l i q u i d - g a s N m 
Yj^ _ i n t e r f a c i a l t ens ion l i q u i d - s o l i d H n 
Y i n t e r f a c i a l t ens ion g a s - s o l i d N m 
e d r v ^ r ^ S°H e m i s s i v i t y 
t , apparent sky e m i s s i v i t y -
ewet w e t s o i ^- e m i s s i v i t y 
C s t a b i l i t y parameter -
n dynamic v i s c o s i t y Pa s 
Tjo component in the z - d i r e c t i o n of u n i t vector a long r o t a t i o n a x i s -
9 volumetr ic moisture content m m 
9 p o t e n t i a l temperature K 
9 c r ^ t volumetr ic moisture content a t which a lbedo reaches minimum value m m 
9 r e s i d u a l moisture content 
9_ volumetr ic moisture content a t s a t u r a t i o n s 
9 , c s o i l moisture content a t p - - 1 . 5 MPa 
9^o s o i l mositure content a t p - -30 MPa 
9* sca led temperature 
\ thermal conduc t iv i ty s o i l 
\ wavelength 
Xa thermal conduc t iv i ty a i r 
\ thermal conduc t iv i ty c lay 
\Q thermal conduc t iv i ty organic mat ter 
\ thermal conduc t iv i ty quar t z 
X . w thermal conduc t iv i ty water 
\i chemical p o t e n t i a l 
w 
w 
w 
w 
w 
w 
m 3 
m 3 
m 3 
m 3 
J T 1 
n 
n"~ 
m 
m~" 
m 
«-3 m 
n " 3 
n - 3 
n " 3 
K 
urn 
K " 1 
K " 1 
K " 1 
K " 1 
K " 1 
J kg" 1 
u., chemical p o t e n t i a l of water in phase i J kg 
w i 
v mass flow co r r ec t i on fac tor -
2 —1 
v kinemat ic v i s c o s i t y a i r m s 
£ co r r ec t ion fac tor for l o c a l temperature g rad ien t -
S r e l a t i v e moisture content -
p dens i ty of surface a i r 
p r e f l e c t i v i t y 
p c d e n s i t y of c lay 
p , longwave r e f l e c t i v i t y 
p^ dens i ty of s o i l l i q u i d 
p water vapour dens i ty 
a Stefan-Bolzman cons tan t 
i t r a n s m i s s i v i t y 
T f lux of x-momentum 
T f lux of y-moraentura 
<t> geographical l a t i t u d e 
$ wet t ing angle 
<J> azimuth 
$J.J d imensionless g rad ien t of momentum -
$H dimensionless g rad ien t of temperature -
$ mat r i c f lux p o t e n t i a l kg n s 
4> s o i l water p o t e n t i a l J kg 
4> e l e v a t i o n rad 
^11 s t a b i l i t y c o r r e c t i o n fac tor ( h e a t ) -
Y^ s t a b i l i t y c o r r e c t i o n fac to r (momentum) -
Q angular frequency of e a r t h ' s r o t a t i o n rad s 
w 
kg 
kg 
-3 
kg m 
kg m 
kg m 
_3 
kg m 
vT2 K-4 
n"1 s"2 
n"1 s-2 
rad 
rad 
rad 

- 1 -
CHAPTER 1. INTRODUCTION 
1*1 Bare s o i l s and remote sens ing 
Although the hydraul ic and thermal behaviour of bare t o p s o i l s may seem 
somewhat i r r e l e v a n t in the context of a g r i c u l t u r a l production, in r e a l i t y i t 
deserves due a t t e n t i o n . Bare s o i l surfaces occur, during short or more e x -
tended periods of the year , in a l l c l i m a t o l o g i c a l zones that have s i g n i f i -
cance to a g r i c u l t u r e . Often, the lack of a crop cover i s due to adverse 
phys ica l c o n d i t i o n s , imposed by temporal, large s ca l e meteoro log ica l s i t u a -
t i o n s . In the humid temperate and cold r e g i o n s , large t r a c t s of arable land 
remain bare in wintertime due to low temperatures. Under mediterranean 
c o n d i t i o n s , both winter cold and ( l a t e ) summer drought may put a l i m i t to 
crop growth, and in the semi-arid and subhumid t r o p i c s , arable land i s often 
c u l t i v a t e d during a short growing season; t h e r e , drought and sometimes a l s o 
high temperatures i n h i b i t plant es tabl i shment and growth during the dry 
season . In semi-arid zones , a l s o rangeland may be very sparse ly vegetated 
during a considerable part of the year . 
Aside from t h i s seasonal absence of v e g e t a t i o n , cer ta in crops are c u l -
t i v a t e d in a manner that keeps most of the s o i l surface bare cont inuous ly , 
and in some dry farming systems one may f ind r o t a t i o n schemes that include a 
year f a l l o w , in order to s tore s o i l moisture for the next growing season . 
After the oceans , the s o i l surface i s ' the major d i s t r i b u t o r of so lar 
energy on the e a r t h ' s sur face , and accordingly surface condi t ions have a 
strong inf luence on our every-day environment. Heat and mass, momentum and 
k i n e t i c energy are carr ied away from or towards the surface by a v a r i e t y of 
transport processes in the s o i l and the atmospheric boundary l a y e r , thus 
providing a buffer ing mechanism that maintains the earth h a b i t a b l e . The 
t r a n s i t i o n s from l i q u i d water flow to vapour t r a n s f e r , from molecular d i f f u -
s ion to bulk mass transport , and from conductive to r a d i a t i v e heat transfer 
a l l occur a t or near the soi l -atmosphere i n t e r f a c e . The i n t e r a c t i o n between 
surface and atmosphere i s a l s o e s s e n t i a l in the production of turbulence; in 
a d d i t i o n , the surface can be viewed as a s ink for the h o r i z o n t a l components 
of momentum. 
For bare s u r f a c e s , s o i l phys ica l proper t i e s determine to a large ex ten t 
the hydraul ic and thermal response of the t o p s o i l to v a r i a t i o n s in atmo-
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spheric conditions. With respect to seasonal variations, examples of agro-
nomical interest are the Spring warming of seedbed and rootzone in cold and 
temperate climates, the process of slaking and crust formation, and in 
dryland agriculture the storage and conservation of soil water. The physical 
response of the topsoil to daily variations plays a role in e.g. the germi-
nation physiology of weed and crop seeds, in the occurrence of groundfrost, 
the movement of solutes (herbicides), the formation of dew (and associated 
pests in developing canopies) etc., but is also linked with seasonal devel-
opments in soil temperature and moisture profiles. 
Soil management practices often aim at influencing these physical 
processes in the topsoil. A variety of tillage and crop residue treatment 
systems has been developed ever since the commencement of human activities 
in agriculture, and new (and old) concepts are still being evaluated, mostly 
by empirical analysis. The recent development of the so called 'alley crop-
ping systems* may serve in this context to illustrate the continuing in-
terest in the management of surface processes, both in soil and in atmo-
sphere. 
During the last two decades, remote sensing techniques have become 
increasingly attractive as a means of obtaining information about the condi-
tions and processes occurring at the earth's surface. In relation to bare 
soils, mainly radar, passive microwave and thermal infrared (TIR) systems, 
either airborne or operating from satellites, have been used. These tech-
niques provide information about a thin surface layer of the soil, i.e. a 
layer of a few tens of micrometers (TIR) up to a few centimeters (microwave) 
thickness. Although the absolute value of the measured variable in these 
cases often is of little interest, the relative ease at which data can be 
collected by remote sensing - with desired frequency and from large areas -
is a promising aspect in itself. If surface signals could be interpreted 
quantitatively in terms of physical processes, the inventory of relevant 
time-dependent phenomena would be greatly helped. Such 'monitoring' not only 
would yield a (continuous) record of conditions that determine (potential) 
plant environment, it also would be helpful in the evaluation of soil treat-
ments and might permit the survey of more permanent material properties, 
associated with surface processes. 
Consequently, along with the development of remote sensing capabili-
ties, the need has evolved to relate 'superficial* signals, as registered by 
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sensors, to processes and conditions that have a practical significance. Two 
approaches to this problem have been followed in soils and remote sensing 
literature: the empirical (statistical) approach, and the analyses based 
upon physical models of reality. 
In the empirical/statistical approach, the signal is directly correlat-
ed to the variable of practical interest. Examples of viuch analyses are 
given by Bouten and Janse (1979) (topsoil moisture, roughness and radar 
backscatter), Stolp and Janse (1985) (surface slaking and radar back-
scatter), Lynn (1984a) (soil texture, organic matter and multispectral 
reflectance), Heilman and Moore (1980) and Idso et al (1975a) (topsoil mois-
ture and radiation temperature), Idso et al (1975b) (topsoil moisture and 
albedo), Reginato et al (1976) (evaporation and radiation temperature), ten 
Berge et al (1983) (texture, moisture and radiation temperature), Lynn 
(1985) (soil taxonomy and radiation temperature), Lamers (1985) (surface 
slaking and radiation temperature) and many other authors. 
The methods alternative to the above approach employ physical relations 
between fluxes and state variables (e.g. moisture content,temperature) in 
combination with relations between measured variables or derived parameters 
and the actual conditions of interest. Examples of the latter type are 
models expressing thermal inertia in terms of soil moisture content and bulk 
density (e.g. Pratt and Elyett, 1979), or microwave emittance in terms of 
moisture content and temperature (e.g. Tsang et al, 1975; Choudhury et al, 
1982; Dobson et al, 1985). The former type of relations constitute proce-
dures that use the remotely measured course of a surface state variable as a 
starting point to finally calculate the desired surface flux or state 
variable. The balance concept (for mass or energy) is usually involved here. 
If the goal is to obtain fluxes and soil state variables (profiles), 
straightforward physical models are often used, with the remotely sensed 
boundary conditions and known system parameters as Input (as applied by e.g. 
Stroosnijder et al. (1985) and Prevot et al (1984) in soil water regime 
calculations and by Hares et al (1985) in monitoring the soil thermal re-
gime). If on the other hand system parameters, (e.g. thermal inertia) and 
surface fluxes are sought, one encounters the so-called inversion problem: 
now the measured course of a state variable must be used to infer system 
parameters and fluxes, instead of being imposed to calculate the development 
of state variables. Then, analytical balance approximations can be used, for 
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example to estimate evaporation and thermal inertia (Price, 1980). To this 
purpose also semi-analytical approaches are followed, as exaraplified by 
Menenti (1984) in an extensive treatment of the calculation of evaporation 
from thermal imagery. 
As an alternative to cope with the inversion problem, 'lookup1 tables 
have been constructed, using numerical simulation models (Rosema, 1975; 
Schieldge et al., 1980). 
Of the remotely sensible variables, attention is focussed in the pre-
sent work upon soil surface temperature. Temperature plays a central role in 
both the mass and the energy balance of the bare soil surface, and it can be 
obtained with fair accuracy. For these reasons, surface temperature would 
seem to be an attractive variable to be measured by remote sensing, thus 
enabling one to keep track of topsoil behaviour. Naturally then questions 
arise as to which phenomena could actually be followed using thermal infra-
red technology, which accuracy can be hoped for, and how much noise can be 
expected from effects one is not interested in. 
In an attempt to answer the above questions, the present study was 
developed along the lines of the school of C.T. de Wit, and the approach 
could be referred to as 'systems analysis' in the terminology of some 
authors. The aims are the following: 
- to compile the available theory, relevant to exchange processes at bare 
soil surfaces, in the form of a simulation model 
- to present an overview of measured data with reference to bare soils, 
comprising both system parameters and time sequences of state variables 
- to show by sensitivity analysis how the developed simulation model can be 
used as a tool to study the transport processses, and the surface tempera-
ture in relation to soil physical properties, and, consequently, how such a 
model can aid in the interpretation of thermal imagery. 
- to draw conclusions, though not exhaustive, on the promises of thermal 
infrared remote sensing for bare soil monitoring. 
1*2 Structure of the thesis 
Figure 1.1 shows the 'flowpaths' of the approach followed, along with 
references to the various chapters of the present thesis. 
In Chapter 2, the existing models concerning topsoil dynamics in a 
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Figure 1.1 Outline of the thesis. Alternative lines of interest, not fol-
lowed in the present study, are marked by broken lines. 
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natural environment, known to the author, are briefly reviewed and classi-
fied. It appears that a large number of models have been constructed during 
the past fifteen years, each with its specific application aims. Whereas for 
the various models the required boundary condtions and the assumptions in 
describing the transport processes may vary strongly, they have in common 
that they all predict soil temperatures under field conditions. 
The theory underlying the presented model SALSA is treated in Chapter 
3, along with the simplifications introduced to arrive at the model formula-
tion as listed at the end of each (sub)section. Fragments of the model are 
based on models already existing, such as those by Van Keulen (1975), Van 
Bavel and Lascano (1979), and Nieuwstadt and Driedonks (1979). 
Bearing in mind the number of described models as listed in the second 
chapter, one might question the need for fyet another' numerical simulation 
model. Nevertheless, it was felt that several - in modelling generally 
accepted - formulations call for a revision. These relate to the phenomenon 
of coupling between mass and heat transfer in the soil, and to the depen-
dence of atmospheric conditions on surface processes. With respect to the 
former, some theoretical developments, leading to a simplification of the 
description of non-isothermal soil water transport, are presented. Regarding 
the atmospheric processes, existing concepts from the field of boundary 
layer meteorology have been adopted in the formulation of the simulation 
model. For a realistic description of the present system, soil and atmo-
spheric boundary layer are to be viewed as mutually dependent. Profiles of 
soil temperature and soil moisture are influenced by atmospheric conditions, 
and these in turn are dependent on the state of the soil. This implies that 
boundary conditions must be chosen with care, which often has not been done 
in modelling efforts. The choice of boundary conditions, of course, depends 
on the purpose of the modelling activity. The SALSA model offers, besides 
some minor variations, two options: either the upper boundary of the system 
is taken close to the surface (e.g. at screen height) and measured condi-
tions at this level are imposed as boundary conditions, or the system is 
extended to include the complete boundary layer. In the latter case, bound-
ary conditions are taken at some height above the mixed layer, and the 
diurnal development of this layer is simulated on the basis of surface 
fluxes, along with soil profile developments. 
An additional requirement entertained was to compose a clearly struc-
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tured model that could be used also for other applications than the present, 
e.g. as a reference model in parametrization, or as an instruction tool for 
educational purposes. Chapter 3 also provides an extensive collection of 
data pertaining to soil radiative, thermal and hydraulic functions and 
parameters, relevant to surface phenomena. 
Two field experiments (FLEVO and TEXAS) have been conducted to obtain 
data for model validation. An additional set of observations (Jackson, 1973) 
is used to represent semi-arid conditions. Thus, datasets pertaining to 
different climatic conditions were compiled for this study. The measurement 
procedures and some results are discussed in Chapter 4. In the same chapter, 
attention is paid to the involved errors, both due to the problem of spatial 
variability, which is discussed in some detail, and to measurement errors. 
The courses of soil state variables and surface fluxes as actually 
measured, hereafter called 'dynamic variables' in order to express their 
time-dependence, are compared in Chapter 5 to the simulation results as an 
attempt to model validation. With this particular intention, the uncertainty 
in measured dynamic variables and in model output (due to input errors) are 
taken into account. The latter involves a brief sensitivity analysis over 
those domain intervals, identified as input error intervals. 
The measured field data are only suitable for a validation of the 'cut-
off version of the model, that is, the algorithm that does not include 
boundary layer development but uses imposed atmospheric conditions close to 
the surface instead. Predicted diurnal boundary layer behaviour could not be 
verified due to a lack of data, but is evaluated briefly on the basis of 
common knowledge. In addition, performance of the soil compartment is tested 
against an analytical solution of the simplified surface energy balance. 
In Chapter 6, model sensitivity analysis and its results are discussed. 
The major point of interest is the sensitivity of surface temperature to 
variations in soil parameters. Dividing the drying process into three 
stages, the parameter perturbation method is used, combined with statistical 
evaluation. Besides surface temperature, the total daily evaporation, air 
temperature and saturation deficit are interesting variables of which sensi-
tivity is studied. 
Included is also a case study on the development of dry surface layers 
in relation to soil hydraulic properties, and finally the relation between 
surface temperature and evaporation rate is analyzed briefly. 
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Chapter 7 discusses some assumptions generally made in the interpreta-
tion of thermal infrared imagery, in the light of the results of the experi-
ments and sensitivity study. This is not meant to be a complete overview of 
TIR possibilities and shortcomings, but rather an illustration of the type 
of use of models such as the one presented here. 
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CHAPTER 2. SOIL TEMPERATURE MODELS 
Different types of models to predict soil temperature under field con-
ditions have been described in soil literature in the last ten to fifteen 
years. They can be grouped according to various critera. Examples of such 
possible criteria are the time scale of prediction (annual, seasonal, 
monthly, daily or hourly), the required input (air temperature, radiation, 
wind speed etc.), the inherent structure (correlative vs physical), the sup-
posed application (agronomical prediction, imagery interpretation, techno-
logical or military purposes), the solution schemes used (analytical vs nu-
merical), the underlying assumptions with respect to the involved physical 
processes, etcetera. 
In this chapter, a distinction is made between regression-type models, 
and the models based on equations that express physical relationships. The 
latter group is subsequently divided into analytical and numerical models. 
2*1 Correlative models 
The models of this type use empirical relations, mostly between soil 
temperature and standard meteorological variables, and usually predict soil 
temperatures for one or more fixed depths. 
Most of these regression models are 'coarse' in the sense that they do 
not specify soil conditions or surface cover. They may be designed to pre-
dict for a given depth the mean annual soil temperature as a function of 
altitude and latitude (Vann and Cline, 1975; Aldridge and Cook, 1983; 
Schmidlin et al, 1983) or mean monthly soil temperature as a function of 
mean air temperature (Chang and Boyer, 1977; Ouellet, 1973; Reimer and 
Shaykewich, 1980; Toy et al, 1978). Also, daily maximum and minimum soil 
temperature values have been modelled, e.g. as a function of date (Meikle 
and Treadway, 1979; Meikle and Gilchrist, 1983). Hasfurther and Burman 
(1974) modelled daily mean soil temperatures, using again air temperature as 
the input variable. Expressions for the diurnal course of soil temperature, 
based on observed maximum and minimum values of soil temperature were pre-
sented by Parton and Logan (1981). 
Examples of rather detailed models, specifically for bare and residue 
covered soils, are those by Ghuman and Lai (1982) for a tropical soil, and 
by Cruse et al. (1980) for a temperate soil; these were used, respectively, 
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to predict daily variations and averages of soil temperature. They do take 
into account surface conditions, a characteristic rarely encountered in em-
pirical soil temperature models. The model by Gupta et al. (1981) shows the 
same feature; it might be considered as a 'hybrid1 model, as it combines an 
empirical formulation of surface temperature (as a function of air tempera-
ture) with a numerical solution of the soil heat flow equation. 
Whereas these models may be very useful in crop growth or pest model-
ling because of their relative simplicity (computing costs), they do not 
serve the present purpose of modelling in detail the diurnal course of sur-
face processes. Physical soil properties are usually not taken into account 
in the applied statistical analyses underlying these models, and often the 
basic bulk data refer to a variety of vegetative covers. Moreover, tempera-
tures are generally predicted for some depth, and not for the actual soil 
surface, which is the location of interest in the present context. In view 
of these drawbacks, such models as mentioned above will not be taken into 
account any further. 
2.2 Physical models 
The models listed in the Tables 2.1 and 2.2 are based upon physical 
relations between fluxes, state variables, and soil properties. They all 
predict the development of surface temperature and soil temperature pro-
files, mostly on a diurnal basis. An exception is the model by Pratt et al 
(1980), which does not predict surface temperature, but instead uses this 
variable to infer thermal soil properties and evaporation rate. It is in-
cluded because of its operational value to image interpretation. 
Mainly bare soil models are considered here. The available models deal-
ing with vegetation-covered surfaces have been evaluated as well if the 
'canopy compartment' is not modelled separately but is viewed as an inte-
gral, inert part of the soil system. Another condition for models to be 
treated here is that at least the surface energy balance equation and the 
Fourier or heat conduction equation are involved. 
The energy balance equation deals with the partitioning of energy over 
the various terms: 
(2.1) ^ + Gg + H + LE = 0 (W m"2) 
I 
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where IL i s the ne t r a d i a t i o n , Gg the s o i l heat f l u x a t the sur face , and H 
and LE the s e n s i b l e and l a t e n t heat f l u x e s above the sur face , r e s p e c t i v e l y . 
The Fourier equation expresses the l o c a l r a t e of change in heat content as 
the divergence of the heat f l u x G, for the one-dimensional case a s : 
f 2 9 N o(CT) _ dG _ } d^T r u - 3 N 
U # 2 )
 ~ 5 t d z " X 2 (W m ) 
dz 
In this equation, T is the soil temperature (K), C the bulk volumetric heat 
capacity (J m K 1 ) , and \ the thermal conductivity of the soil (W m K ); 
t and z are the time and space coordinates respectively. In many of the 
listed models, eq. (2.2) is the only differential equation to be solved. The 
latter is always subject to a zero flux or constant temperature condition at 
some depth (e.g. 0.5 m). In contrast, the surface boundary has been treated 
in different ways. The soil thermal regime was extensively studied by van 
Duin (1956) and de Vries (1963) for the case where the surface temperature 
or heat flux follows a prescribed course. Alternatively, the surface condi-
tions are based upon the energy balance equation, the formulation of which 
ranges from rough approximations, omitting one or more terms, to very de-
tailed expressions, in the various reviewed models. Other differential equa-
tions than eq. (2.2) are sometimes involved, to describe mass transport pro-
cesses that are linked to the energy balance, as the water supply to the 
surface is a key factor determining the partitioning of energy at the sur-
face over the different terms. 
2.2.1 Analytical models 
Analytical solutions of eq. (2.2) subject to conditions that satify eq. 
(2.1) can only be achieved by the introduction of strongly simplifying as-
sumptions. This renders analytical models only rough descriptions of real-
ity, not suitable for detailed sensitivity analysis with respect to soil 
properties. Hence, the analytical solutions will be treated only briefly 
here. They offer, on the other hand, the advantage of low computer cost,- and 
sometimes show more clearly the relations that constitute the system. 
The methods used for the solution of eqs. (2.1) and (2.2) involve the 
use of either linear Fourier series or Laplace transforms (Jaeger, 1953; 
Carlslaw and Jaeger, 1959). In general, analytical solutions can be obtained 
if the surface soil heat flux is written as a function that consists of only 
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first order terms in Tg, the surface temperature (Jaeger, 1953). Hechinger 
(1979), in an extensive treatise on the Fourier approach, showed how the 
surface soil heat flux can be expressed in the form 
(2.3) G (t,T ) - a(t,T) + b(t,T) 
s s s s 
and decomposed a l l other involved surface f luxes (H, LE, and l O in Fourier 
terms, to derive the functions a ( t , T ) and b ( t , f ) . Essent ia l ly the same 
s s 
approach, with some variations, was followed by Watson (1975), Price (1977), 
Pratt et al. (1980), Moustafa et al. (1981) and Buchan (1982). 
Laplace transforms were applied by Watson (1973), Nicholaichuck (1974), 
and Milly (1984). In the former two cases, the surface energy balance was 
simplified to an extreme extent. Watson completely omitted the sensible and 
latent heat fluxes above the surface, and Nicholaichuck imposed a constant 
evaporation rate at the surface. The analysis by Milly (1984) has a more 
general validity, allowing all surface fluxes to be variable; it imposes a 
periodic net radiation term as a forcing function. It also includes an 
advanced description of soil liquid and vapour fluxes. A major drawback of 
all these analytical models is the linearisation of the relevant differen-
tial equations, resulting in the constancy of transport coefficients and 
capacities. In particular this is not realistic for the soil water diffu-
sivity, which is taken independent of moisture content in the Nicholaichuck 
and Milly models; the remaining models on the other hand are based on even 
stronger simplifications, omitting soil water transport completely. 
Table 2.1 lists the major features of some analytical models in terms 
of assumptions made with respect to the energy balance, and to transport 
processes in soil and atmosphere. Some representatives of both the Fourier 
and the Laplace type models are given. 
Table 2.1 Analytical models 
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Source Energy balance Radiation 
Price (1977)/ 
Pratt et al. 
(1980) 
cl + c2Ts G = 
H -
LE = c,.(S -£ei -f (TQ) 
c3<
Ta - V 
4V a sur 
R 
R 
glob periodic 
Id " « T a ) 
Hechinger 
(1979) 
RN,H,LE,G all 
periodic 
G=f1(t,Ts) 
+ f2(t.T8)T8 
4 - 4 ^ 3 
T « T + 4T 
s s s 
• periodic f(Ts) 
Rld "f<Ta'ea»c'Tc> 
Moustafa 
et al (1981) 
LE - 0 
Ta+((l-a)Rglob-Rnl)/rf 
periodic 
net longwave radiation 
*nl ~ e<aTa " Rld> 
constant 
Buchan 
(1982) 
LE - 0 or LE - LEpQt R g l o b periodic 
R ld " f ( T a > c ' V 
Uatson 
(1973) 
Nicholaichuck (1974) 
Gibbs and Baca (1981) 
Milly 
(1984) 
H = LE =* 0 
(R + p C T / r ) and 
n p a a 
LE constant 
Rn,G,H,LE all 
variable 
*n = d-^Rglo^ + 
'
 Rglob f(Tsky) - eaTs 
periodic; T ^ constant 
(day/night values) 
no subdivision of R 
n 
Rn periodic 
Table 2 .1 - continued -
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atmosphere soil 
r„ constant; boundary a 
conditions ea>u constant. 
T = c.(T -T )+T 
a 5 s s - a 
no stability correction 
r , and boundary conditions 
T„,e„,u all periodic; at a a 
night: Ta and ea linear 
f(t); stability correction 
by iteration optional 
only heat conduction 
only heat conduction; 
surface humidity f(T ,0) ; 
s 
groundwater table specific 
groundwater temperature 
specified 
driving variables/ 
boundary conditions 
u, e ,T ,e 
' a9 a9 sur 
(24 h averages) 
c, Tc; 
Ta,en,u 
r_ constant a 
T see energy balance 
only heat conduction ra» Rglob» Rnl 
r by logaritmic wind 
profile; no stability 
correction; Ta,ea,u,c 
all periodic 
no fluxes 
only heat conduction 
only heat conduction 
Ta'ea>u'Rglob'c»Tc 
Tsky» c 
no separate fomulation of heat and water flow; 
fluxes; see energy balance zero vapor flow 
LE =c2 (qg- qa) 
(no stability correction) 
heat: conduction; water: thermal 
and isothermal vapor flow; 
isothermal liquid flow 
Ta, LE, Rn 
Ta> 4a« ''n. u 
c in this column 
represents cloud cover 
Table 2,1 - continued -
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developed for tests/applications remarks 
remote sensing: 
thermal inertia 
HCMM data use of reference thermal 
inertia point 
remote sensing: 
thermal inertia 
against numerical model 
by Soer (1977) 
extensive treatment 
Fourier analysis 
ground shelter-heat field data Kuwait 
storage technology 
arid climate only 
agronomic forecasting field data Aberdeen attention to time-
averaging 
remote sensing 
thermal inertia 
(geology) 
Laplace transform 
transport contaminants against numerical model 
by Gibbs and Baca, 1981 
theoretical analysis 
soil water transport 
Laplace transform 
Laplace transform 
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2.2.2 Numerical models 
Of the numerical models published, a selection is listed in Table 2.2. 
The format of this table differs somewhat from that of Table 2.1 since the 
numerical models can be characterized easiest by naming the standard formu-
lations adopted to take into account the various processes. 
Again only models are listed that solve the soil heat flow equation in 
conjuction with the surface energy balance. Some of the models mentioned are 
not limited to bare soil conditions only, but are nevertheless considered 
because of their general character, which renders them applicable to bare 
surfaces as well. Examples of these are the models by Zdunkovski and Trask 
(1971), Palagin (1976) and Smith (1977), the latter two of which deal with 
tundra surfaces. The well-known TERGRA model by Soer (1977) is not listed 
here since it was developed specifically for vegetated surfaces. 
The studies by Sasamori (1970), Delsol et al (1971), Zdunkovsi and 
Trask (1971), and Carlson and Boland (1978) are basically focussed upon de-
velopments in the atmospheric boundary layer. In the corresponding models, 
soil transport processes are included only to formulate the lower boundary 
conditions, set to the atmospheric boundary layer. Of these, the model by 
Sasamori (1970) provides the most complete description of the soil com-
partment. The Carlson and Boland (1978) study uses the course of boundary 
layer state variables over heterogeneous urban-rural terrain as the inte-
grated result of surface fluxes, in order to infer 'effective1 surface con-
ditions. Such an approach has hardly been used in agronomical research, but 
it might prove useful in that context as well. 
The budget of turbulent kinetic energy (see section 3.4) is not incor-
porated in any of the listed models, although the one by Carlson and Boland 
makes use of some assumptions that are based upon consideration of the ki-
netic energy budget of the mixed layer as a whole. Instead, the turbulent 
exchange coefficients in these models are derived from wind shear and local 
stability parameters. 
For the other cases listed in Table 2.2, the emphasis is shifted 
towards soil and surface processes. These models have often been developed 
to study specific surface phenomena, e.g. snowmelt (Palagin, 1976; Smith, 
1977), the effect of tillage operations (Hammel et al, 1981; Mahrer, 1982), 
or for the interpretation of remote sensing imagery (Rosema, 1975; Camillo 
et al, 1983). 
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Some models take into account the water flow equation, mostly along 
with a formulation for vapour flow as well. In those cases, the expressions 
proposed by Philip and de Vries (1957) are adopted to calculate transport 
coefficients for the coupled water and heat transfer processes. For a cri-
tique on this point see sections .3.5 and 3.6. 
The models by Schroeder et al (1978) and Mahrer (1982) have the specif-
ic feature of taking surface geometry into account, involving a two dimen-
sional description. Although not designed for this purpose, such models may 
prove useful to image interpretation studies, because of their capability to 
cope with the aspect problem on rough surfaces. 
With respect to the boundary conditions, required to run the models, 
the same distinction as made above between 'soil1 and 'atmospheric' models 
applies. The models with emphasis on soil processes usually require wind 
speed, air temperature, and vapour pressure or specific humidity at a height 
close to the surface, e.g. at 1.5 or 2.0 m. Global radiation is either re-
quired as a measured input variable, or it is calculated as a function of 
latitude, season, and time of the day. In the latter case, a transmissivity 
parameter is usually employed to characterize the atmosphere. More elaborate 
radiation models are adopted in the studies by Njoku et al (1980), Camillo 
et al (1983), Zdunkovski and Trask (1971) and Carlson and Boland (1978). The 
longwave downward radiation term is in most models derived from air tempera-
ture at screen height and cloud cover, which are to be entered as input 
variables. 
The models designed for boundary layer studies use values for potential 
temperature (sometimes also specific humidity) and geostrophic wind at some 
height above the mixed layer as boundary conditions (Sasamori, 1970; 
Zdunkovski and Trask, 1971); alternatively, the ambient lapse rates of 
potential temperature and specific humidity are used instead of fixed values 
of these variables (Carlson and Boland, 1978; Delsol et al, 1971). 
Detailed comparisons between predictions and observations have been 
performed in few cases only. Examples of field experiments designed for 
model validation are those by Smith (1977), Njoku et al (1980), and Lascano 
and Van Bavel (1983). 
Table 2.2 Numerical models 
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12. Van Bavel and Lascano (1979) + 
13. Njoku et al (1980) 4-
14. Hammel et al (1981) + 
15. Mahrer (1982) + 
16. Camillo et al (1983) + 
17. Milly (1984) + 
+ + - + - + + + + + - -
+ + - + - - - - - - - -
+ + - + - - - - - - - -
+ - - - - + - + + - - + 
+ - - + - + + + + + + + 
+ - - + + - - - - - - + 
+ - - - - - - - - - - -
+ - - + - + - - - - + + 
+ + + + _ _ - - - - -
- + + + + + 
+ _ - _ - + _ - - - + + 
+ - - + - + + + + + - + 
+ - - + + + - + + + - + 
+ - - + + - - - - - - -
+ - - - - + + + + + - + 
+ - - + - + - + + + - + 
BL: atmospheric boundary layer 
Table 2 .2 - continued -
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driving variables/ 
boundary cond. 
developed for test/application remarks 
U Tpot» q» UG» a i l 
above BL; Rglob 
2
-
 Tpot» q» UG» a U 
above BL; Rglob, 
Rld 
3. R top atmosphere 
Tpot top BL 
4# Ta» ea» u» cl° u d 
cover, RKlob 
5. Tfl, ea, u, cloud 
cover; R calculated 
6
- V <Rglob+Rld> 
7
»
 T
a»
 ea» u» Patm» 
cloudcover, Rglob 
8. Ta, qa, u; R top 
atmosphere 
9
»
 Ta» ea» u» Rglob 
10. ua; R calculated 
11. Ta, ea, u, Rn 
12. Ta, Td, u, precipi-
tation, Rglob 
13. Ta, qa, u, or 
dTa/dz, dqa/dz, du/dz 
14. Ta, qa, u, Rglob 
15. Ta, qa, u; 
R calculated 
16. Ta, ea, u; Rglob 
17. Ta, qa, u, Rglob 
Rld 
BL study 
circulation scale 
atmosphere study 
nocturnal BL 
study 
soil water balance 
arid regions 
TIR imagery 
interpretation 
snowmelt study 
snowmelt study 
TIR imagery 
interpretation 
agronomical study 
urban-rural complex 
study 
engineering, 
agronomical study 
agronomical study 
TIR and microwave 
imagery interpretation 
tillage effect study 
tillage effect study 
TIR and Microwave 
imagery 
Interpretation 
moisture regime 
study 
lab columns and 
field exp. Israel 
data Jackson (1973) 
Mozhaisk, USSR 
Eureka, Canada 
Mojave desert, 
California 
-
Nebraska; Hay, 
Australia; Los Angeles 
"^ 
College Station, Texas 
Bakersfleld, California 
radiation 
Lacrosse, Washington 
Rehovot, IsraSl 
Ruthe, West Germany 
study 
constant flux 
layers, time 
coeff. analysis. 
atmosphere 3-dlra. 
soil 1-dim. 
no evaporation; radiat. 
divergence incl. 
Tg calculation 
explicit 
" 
no evaporation; 
heat of freezing incl. 
LE-H relation 
predetermined 
" 
-
2-layer atmosphere; 
surface moisture 
avalabllity parameter 
2-dim.; surface 
geometry Incl. 
see also Lascano 
and Van Bavel (1983) 
see also Schleldge 
et al (1982); 
radiation transfer 
model included 
2-dim.; shading 
included 
see also Camillo and 
Schmugge (1981) 
several radiation 
options 
quantitative analysis 
thermal effects 
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CHAPTER 3. TRANSPORT PROCESSES. THEORY AND MODELLING 
3.1 General overview 
This chapter deals with the theory of transport processes in soil and 
atmosphere, and formulates the simulation model SALSA (Soil-Atmosphere 
Linking Simulation Algorithm), which serves as a basis for the present 
study. 
Figure 3.1a shows the relational diagram of the soil-atmosphere system. 
Although basically the interest is in the surface energy balance, it is con-
venient to take into account a total of four types of budgets: those of 
mass, heat, momentum, and turbulent kinetic energy. To distinguish between 
soil and atmosphere state variables, different names for the same quantities 
in the respective sections of the biosphere are used. Moreover, the equa-
tions for momentum transfer are treated for two horizontal components sepa-
rately, so that a total of seven main variables results to characterize the 
state of the simulated system. These state variables are temperature and 
moisture content in the soil, potential temperature and specific humidity in 
the atmosphere, two orthogonal components of wind speed, and the turbulent 
kinetic energy. Alternatively, the dependence of atmospheric conditions on 
surface fluxes is not taken into account, and prescribed courses of tempera-
ture and humidity are used as boundary conditions at screen height. The re-
lational diagram corresponding to this shorted version of the model is shown 
in Figure 3.1b. 
In CSMP numerical simulation, each of the main state variables is cal-
culated for each compartment of the discretized system by integration of its 
rate of change over time. The other state variables are then assumed to be 
in equilibrium with these, and are calculated subsequently. Calculated 
values of state variables apply to the centres of compartments; the fluxes 
operate at compartment interfaces. In the atmosphere, 11 layers are distin-
guished, increasing in thickness from 3 m at the surface to hundreds of 
meters at the top of the boundary layer. In the soil, compartment size in-
creases downward from a few millimeters to several centimeters, and a total 
of 25 layers is used. A global flow diagram of the SALSA model is presented 
in Figure 3.2. The algorithm is written In computational order in the simu-
lation language CSMP (IBM, 1975). 
- 21 -
« c c 
O O f3 
•H ^ X 
*C O U 
c u <u 
- 22 -
mass 
screen humidity 
energy 
global radiation 
surface humidity 
liquid 
flux X 
] surface temperature | 
\ / vapor 
soil water 
content 
# n 
o 
n 
—— ^ - f Q »- temperature 
sal water 
content 
-33 
soil 
temperature 
Figure 3 .Kb Relational diagram of the simplified system, employing pre-
scribed atmospheric boundary conditions a t screen height . For the interpre-
ta t ion of symbols see figure 3 .1 .a . 
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(START) 
general information; run 
control; params; options 
initial conditions and 
static boundary conditions 
auxiliary state variables 
discretisation 
open files 
100 (atmosphere 1 
200 (soil) 
300 (atmosphere ) 
400 (soil) 
500 (atmosphere) 
600 (soil) 
700 
dynamic 
measured 
boundary 
conditions 
no yes 
calculated 
boundary 
conditions 
900 
800 
transport coefficients, potentials 
auxiliary state var; atmosphere 
transport coefficients, potentials 
auxiliary state var; soil water 1000 
transport coefficients, potentials 
auxiliary state var; soil heat 
implicit calculation surface 
temperature and energy balance 
no 
1100 
1200 
yes fluxes and rates of 
change, atmosphere 1300 
fluxes and rates of 
change;soil water 
fluxes and rates of 
change; soil heat 
UOO 
1500 
output preparation and 
disposal 
integration of rates 
of change 
(STOP) no 
1600 
1700 
yes 
Figure 3.2 Global flow diagram of the model SALSA, 
numbers employed in the CSMP algor i thm (Appendix 1 ) . 
Numbers r e f e r to l i n e 
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As will be done at the end of each paragraph, the CSMP expressions in-
volved for the main equations discussed are finally listed: 
* integration of rates of change 
W » INTGRL (WI,WRCH,25) 
T =» INTGRL(TI,TRCH,25) 
Q * INTGRL(QI,QRCH,11) 
TP = INTGRL(TPI,TPRCH,11) 
U - INTGRL(uT,URCH,ll) 
V - INTGRL(VI, VRCH, 11) 
TKE - INTGRL(TKEI,TKERCH,11) 
In the fo l lowing paragraphs, the energy balance w i l l be d i scussed f i r s t 
( subsect ion 3 .2 ) as i t provides the key equation for the present system. 
Subsequently, the r e s p e c t i v e terms appearing in t h i s equat ion , and the r e -
l a t e d mechanisms, w i l l be t r e a t e d : r a d i a t i v e transfer ( 3 . 3 ) , bulk turbulent 
transport in the atmosphere ( 3 . 4 ) , and s o i l thermal and hydraul ic processes 
( 3 . 5 and 3 . 6 , r e s p e c t i v e l y ) . 
3 . 2 The surface energy balance 
The c e n t r a l equation that s e t s boundary condi t ions to both the s o i l and 
the atmosphere subsystems i s the energy balance equation of the surface 
(Let tau , 1957; Geiger, 1961): 
( 3 . 1 ) R + H + L E + G - 0 (W m"2) 
n 
where Rn is net radiation, H and LE are the sensible and latent heat fluxes 
respectively, and G is the soil heat flux. The equation implies that the 
surface itself has no capacity, i.e. no energy can be stored in it. The same 
will be assumed for matter. Also, eq. (3.1) states that fluxes towards the 
surface have a sign opposite to those directed away from it. Throughout the 
programmed model, all fluxes are designated positive if directed towards the 
surface, and negative if directed away from it. In the text, this rule is 
not strictly applied, for the sake of convention. 
A strong feedback exists between the fluxes in eq. (3.1) and surface 
properties. Net radiation, the sum of incoming and outgoing radiation terms, 
is affected by soil moisture content and temperature, as these variables in-
fluence soil albedo, emissivity and emittance, respectively. The atmospheric 
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sensible and latent heat fluxes are governed by surface temperature and hu-
midity, and by air temperature, air humidity and some exchange coefficient. 
This latter coefficient depends on the magnitude of the sensible heat flux 
itself (stability), on wind speed, and on surface roughness. The soil heat 
flux is determined by thermal conductivity and heat capacity of the soil, 
both of which are functions of soil moisture content. 
A complication that should be touched upon explicitly in this context 
is the relation between G and LE in eq. (3.1). Often the soil heat flux is 
expressed as G s -\(dT/dz) , where the index refers to the soil surface. In 
the case of a dry soil surface, however, a large fraction of the required 
latent heat of evaporation is supplied by downward conduction through the 
solid soil mass. Therefore, the use of G as calculated by the above expres-
sion (or as measured by heat flux plates) in eq. (3.1) is theoretically 
erroneous. Instead, the soil heat flux for field application of eq. (3.1) 
could be calculated by a variety of calorimetric methods (e.g. Horton, 1982; 
Kimball and Jackson, 1975). This subject has been elaborated upon by Menenti 
(1984), who presented several evaporation formulas that incorporate the 
above; this complication has also been recognized and accounted for by sev-
eral modellers (e.g. Van Keulen, 1975), but is often not given due account. 
The examples mentioned show the mutual dependence among surface proper-
ties and the various fluxes composing the energy balance. With respect to 
the surface temperature, Van Keulen (1975) presented an elegant solution of 
the energy balance equation in the form of an explicit expression for this 
surface variable. Nevertheless, for the sake of clarity it is preferred to 
use an implicit solution for surface temperature in the present simulation 
study, since errors are introduced easily when amending a program including 
such involved explicit expressions. An implicit solution as applied here was 
also used by Van Bavel and Lascano (1979). 
The relevant CSMP lines then read: 
* surface energy balance, implicit loop 
TSO = T(l) 
TS » IMPL(TS0,0.05,F0TS) 
(surface fluxes) 
FOTS - (NETRAIM-H)/(CHS0IL(1)/DZ(1))+T(1) 
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The various fluxes appearing in these lines will be discussed in the follow-
ing. 
3.3. Radiation 
3 .3 .1 Shortwave radiation terms 
Global radiation 
Global radiat ion , the major fraction of daytime incoming radiat ion , s e t s one 
of the main boundary conditions to the system. I t i s the shortwave radiant 
f lux density (W m ) received at the surface, resu l t ing from the integration 
—2 —1 
of radiance (W m Sr ) over a so l id angle 2n Sr . The term 'shortwave1 i s 
only roughly delineated by the spectral transparancy of the g lass domes em-
ployed on solarimeters . Global radiation then i s defined as 
2n u/2 \*3um 
(3 .2) R , « f [ f R(\,<M)d\d<l>d<|> (w m~ ) 
8 l o b $=0J <H0J \ « 0 , 3 7 
where $ i s the azimuth angle (rad) , cj; the elavation (rad) , \ the wavelength, 
and R the spectral radiance. Global radiation in modelling i s frequently 
calculated from l a t i t u d e , date and time ( e . g . Goudriaan, 1977) and such r e -
la t ions could be used as an a l ternat ive to a measured course of global rad i -
a t ion , as employed in the present model. 
Albedo 
For a given surface and wavelength, the sum of r e f l e c t i v i t y p, absorptivi ty 
a and transmissivi ty T equals unity . As the s o i l i s considered to be an 
opaque body, i t i s assumed that oc+p = l . Re f l ec t iv i ty depends on the wave-
length of incoming radiat ion , and in general increases with wavelength up to 
\ - 1 . 2 um (Gerberman, 1979; Van der Heide and Koolen, 1980; Coulson and 
Reynolds, 1971). As surface r e f l e c t i v i t y a l so i s dependent on azimuth and 
e l evat ion , i t w i l l be clear that the overal l fraction of shortwave radia-
t ion , re f l ec ted by the surface, in r e a l i t y i s not a constant, but i s depen-
dent on atmospheric conditions and the posi t ion of the sun. Therefore a lbe-
do, the overal l fraction of global radiation that i s r e f l e c t e d , i s defined 
as 
- 27 -
- 2 T I fit 12 ,.3um 
/o ON - $=QJ <l>s0; \ " 0 , 3 
V J . J ; a = • 
/
2K rft/2 ,.3um 
+-0J X-0.3-' W.<M><JX*W 
which roughly corresponds to the re f l ec ted fraction of shortwave radiation 
as measured with a double done so lar ine ter . 
For bare s o i l s , several authors reported a dependence of albedo on 
solar e levat ion (Feddes, 1971; Aase and Idso, 1975; Idso, 1975). I t i s gen-
e r a l l y found that albedo for bare s o i l s reaches a maximum at incidence 
angles ranging from 70 to 80 degrees. At a solar e levat ion of l e s s than 10 
degrees, Coulson and Reynolds (1971) measured a decrease of r e f e c t i v i t y over 
a wide range of wavelengths, which was attributed to the high r a t i o of 
diffuse to direct radiation that natural ly occurs at sunrise and sunset . 
Kalma and Badhan (1972) a l so pointed at cloud cover as a factor a f fec t ing 
s o i l albedo. Recently, Menenti (1984) mentioned several expressions to ac -
count for solar zenith and for the d is tr ibut ion of radiation over direct and 
diffuse components. The la t ter author a l so reported strong dependence of a l -
bedo on loca l time (for rough-surface playa s o i l s ) . Most other authors r e -
porting on bare f i e l d s o i l s gave only a moderate dependence, noticeable in 
early morning and late afternoon. This was a l so the case in the f i e l d exper-
iments conducted for the present study (Chapter 5 ) . As th i s dependence i s 
evident only at hours when to ta l global radiation i s low, re la t ions between 
albedo and solar elavation were not adopted in the present model. Also, a l -
bedo was assumed to be independent of cloud cover and fraction of diffuse 
radiat ion , since the experiments discussed here yielded only minor var i -
at ions in albedo under stongly changing sky condit ions . 
Of course s o i l conditions a f fec t albedo. The influence of surface 
roughness on albedo as reported by Van der Heide and Koolen (1980) from 
slaking experiments, and by Bowers and Hanks (1965) may very well be re lated 
to differences in distr ibut ion of incidence angles for di f ferent surface 
geometries. Mineral composition and organic matter content are known to have 
strong e f f e c t s on albedo. Hanks and Bowers increased albedos of di f ferent 
s o i l s by up to a factor two, oxidizing the small amounts (<1.5%) of organic 
matter and carbonates present in the samples. Gerberman (1979) mentioned a 
general increase of dry s o i l albedo with quartz content in a s o i l mixing 
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Table 3.1 Albedo values for wet and dry soils 
soil type 
Dune sand 
Arenosa sand 
Lufkin sandy loam 
Yuma sand 
Buffalo silty clay 
Blue loam 
Grey soil 
Norwood silty clay 
Williams loam 
Avondale loam 
Tippera clay loam 
Swifterbant silt loam 
Grey brown loam 
Grey soil 
Clay loam with flints 
Red-brown clay loam 
Sandy loam 
Oudelande sandy loam (slaked) 
Oudelande sandy loam (unslaked) 
Grey sand 
Black mould 
Latosol 
Clay 
Black soil 
Black soil 
wet 
0.24 
0.22 
0.19 
0.18 
0.17 
0.16 
0.15 
0.15 
0.14 
0.14 
0.14 
0.13 
0.12 
0.11 
0.11 
0.10 
0.10 
0.10 
0.08 
0.09 
0.08 
0.08 
0.08 
0.08 
0.07 
dry 
0.37 
0.38 
0.33 
0.42 
0.32 
0.23 
0.27 
0.23 
0.26 
0.30 
0.23 
0.31 
0.21 
0.27 
0.18 
0.20 
0.17 
0.30 
0.20 
0.18 
0.14 
0.14 
0.14 
0.14 
0.14 
source 
Buttner and Sutter, 
Graser and Van Bavel, 
Graser and Van Bavel, 
Gold and Ben Asher, 
this r 
Kondrat'ev, 
Budyko, 
Graser and Van Bavel, 
Aase and Idso, 
Idso et.al. 
Kalma and Badham, 
1935 
1982 
1982 
1976 
epor t 
1954 
1958 
1982 
1975 
1975 
1971 
this report 
Graham and King, 
Kondrat'ev, 
Monteith, 
Piggin and Schwertfeger, 
Van 
Van 
Feddes, 
der Heide and Koolen, 
der Heide and Koolen, 
Angstrom, 
Angstrom, 
Ekern, 
Feddes, 
Kondrat'ev, 
Chia, 
1961 
1954 
1959 
1973 
1971 
1980 
1980 
1925 
1925 
1965 
1971 
1954 
1967 
(part of this table is taken from Idso and Reginato, 1974) 
experiment, a result comparable to that by Karamanov (1970) who studied the 
effect of ferric coatings on quartz grains. Table 3.1 lists albedo values 
for a wide range of soils under both wet and dry conditions. 
The effect of moisture on albedo is marked. Angstrom (1925) proposed to ex-
press the relation between dry soil albedo and albedo at saturation as 
- 29 -
( 3 . 4 ) dry 
wet 2t. N n (1-a , ) + a. dry dry 
where n i s the index of refract ion of the l iqu id . This expression was sup-
ported by Planet (1970) after experiments employing f lu ids with di f ferent 
refract ion ind ices . However, the simple re la t ion a^ry • 2 a t , suggested by 
Idso and Reginato (1974), holds better in r e a l i t y , as demonstrated in Figure 
3 . 3 . This re la t ion might be safe ly employed in modelling when more accurate 
data are not ava i lab le . 
Q wet 
0.301 
0.20-
0.10-
0.10 0.20 0.30 0.40 
dry 
Figure 3.3 Uet soil albedo versus dry soil albedo for the soils listed in 
Table 3.1. Solid line: Angstrom's formula; broken line: a^ = 2 a
 t. 
For intermediate moisture contents, only few data are available. Under 
laboratory conditions, Graser and Van Bavel (1982) measured an exponential 
decrease of albedo with increasing moisture content on core samples. From 
field experiments, Idso et al. (1975) reported a linear dependence of albedo 
on volumetric water content for Avondale loam. Also the Flevoland and Texas 
measurements, both discussed in this report, result in a linear relation-
ship, although the Texas data show much scatter. For these three cases, the 
data are shown in Chapter 4 (Figures 4.15-4.17). The linear relationship 
between albedo and soil moisture content as determined for the three dif-
ferent field situations mentioned above will be used in the present study: 
( 3 . 5 ) 
e -e 
a(9) = a + - £ | i £ — (a , -a ) 
v
 ' wet 6 , . dry wet 
c r i t 
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where 0 , i s the moisture content below which albedo s t a r t s increas ing 
c r i t 
during drying. 
The program statements involved for shortwave rad ia t ion are 
GLORAD = AFGEN(GLORTB,TIME) 
ALB - AWET+(ADRY-AWET)*(WCRITA-W(1))/WCRITA 
A l t e r n a t i v e l y , g lobal rad ia t ion data are read from an input f i l e , e . g . : 
READ(50,860) GLORAD, 
860 FORMAT(21X,5F) 
3.3.2 Longwave radiation terms 
Sky radiation 
Thermal sky radiation, more precisely incoming longwave radiant flux density 
or longwave irradiance (W m ), also constitutes an important term in the 
surface energy balance, its value ranging from 200 to 500 W m . It is de-
fined in analogy to global radiation as an integral over azimuth, elevation 
and wavelength (see eq. 3.2). In practice, the longwave radiation often is 
taken to be a function of air temperature at screen height (1.5 m) of the 
form 
4 
(3.6) R = e . aT 
Id sky a 
which def ines the apparent sky era i s s iv i ty £ s v v a s a n emprical constant; a i s 
the Stefan-Bolzmann cons tant . I t must be noted that the value of e s k y a l s o 
i s the r e s u l t of an i n t e g r a t i o n over the sky hemisphere (Jacobs , 1982). Ef-
f e c t i v e sky temperature, another var iable sometimes used In t h i s contex t , i s 
defined by 
(3.7) T . - ( ; ! / (K) 
sky Ka Id 
I.e. the air temperature following from eq. (3.6) under the assumption e=l. 
The apparent (clear) sky emissivity has been related to water content in the 
atmosphere, i.e. vapour pressure or specific humidity, by empirical formulas 
employing powers or exponential functions of these properties. Gupta (1983) 
recently reviewed this type of expressions. In the present study, the rela-
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t ion proposed by Brunt (1939) i s used: 
( 3 . 8 ) e . =* a + b/e 
sky 
where e i s the vapour pressure a t screen h e i g h t . Table 3 .2 l i s t s some mea-
sured values for the constants a and b. I t must be r e a l i z e d that measuring 
techniques and circumstances ( c h a r a c t e r i s t i c s of the governing a i r mass) d e -
f i n i t e l y a f f e c t the values found for these parameters (Wartena e t a l , 1973) . 
For cloudy s k i e s , S e l l e r s (1965) formulated the apparent e m i s s i v i t y as 
where c i s the f rac t ion of cloud cover , and n i s a parameter ranging from 
0.04 for high (Cirrus) c loud, to 0 .2 for low cloud (Monteith, 1973) . In the 
s imulat ion model described in t h i s r e p o r t , e q s . ( 3 . 6 - 3 . 9 ) are used to c a l c u -
l a t e longwave radiant f lux dens i ty from the sky hemisphere. 
Surface emittance 
The longwave rad ia t ion l eav ing the surface (apparent emit tance) c o n s i s t s of 
the terms emittance and r e f l e c t i o n . As a reminder, the assumptions underly-
ing the formulation of emittance w i l l be s e t f o r t h . 
Plancks law for black body rad ia t ion expresses the s p e c t r a l radiant 
f lux dens i ty per un i t of s o l i d angle in a d i r e c t i o n normal to the s u r f a c e , 
R ^ , as a function of wavelength and absolute temperature. Applying 
Lambert's cos ine law, the s p e c t r a l radiant emittance R^  i s found by i n t e g r a -
t ion of TL^x over a hemisphere (2TI S r ) . F i n a l l y , i n t e g r a t i o n of R^ over the 
whole wavelength i n t e r v a l y i e l d s the w e l l known Stefan-Bolzmann law: 
(3 .10 ) R = eaTg (W m z ) 
where R l e i s the (longwave) emit tance , a the Stefan-Bolzmann constant (5 .67 
10"8 W nT2K~*) and Tg i s the temperature of the emi t t ing body (K); the emis -
s i v i t y e i s introduced as a reduct ion factor for non-black body behaviour, 
and i s equal to the absorption factor for the corresponding wavelengths 
(Kirchof f ' s l aw) . For the present c a s e , the s o i l i s assumed to be a gray (e 
independent of X) body with a f l a t , homogeneous sur face , obeying Lambert's 
law. Analogous to the case for the v i s i b l e spectrum, opaqueness i s assumed 
for thermal rad ia t ion as w e l l . 
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Table 3.2 Constants for longwave sky radiation 
b (mbar"**) source 
JO. 51-0.60 
0.60-0.75 
0.605-0.75 
0.61 
0.62 
0.059-0.065 
0.017-0.057 
0.048 
0.050 
0.035 
Unsworth and Monteith, 1975 
Wartena et al, 1973 
Sellers, 1965 
Budyko, 1958 
Stroosnijder and Van Heerast, 1982 
Table 3.3 Soil emissivity values 
soil type wet/dry c X(um) source 
Silica sand 
Superstition 
Silica sand coarse 
Silica sand coarse 
Silica sand fine 
Silica sand 
White sand 
White sand 
Plainfield sand 
Plainfield sand 
Avondale loam 
Avondale loam 
Swifterbant silt loam 
Swifterbant silt loam 
Pine silty clay 
Arid soil eastern Washington 
14 diff. soils SE USA 
• 
. 
dry 
wet 
• 
dry 
dry 
wet 
dry 
wet 
dry 
wet 
dry 
wet 
. 
. 
• 
0.893 
0.948 
0.914 
0.936 
0.928 
0.898 
0.890 
0.925 
0.90 
0.94 
0.967 
0.980 
0.91 
0.94 
0.965 
0.93-0.97 
0.94-0.99 
8-13 
8-13 
8-12 
8-12 
8-12 
8-12 
10.4-
10.4-
8-12 
8-12 
8-13 
11 
•11 
7.5-16 
8-14 
8-14 
8-13 
8-12 
10.4-12.6 
Idso and Jackson, 
Idso and Jackson, 
Buettner and Kern, 
Buettner and Kern, 
Buettner and Kern, 
Buettner and Dana, 
Schurer, 
Schurer, 
Fuchs and Tanner, 
Fuchs and Tanner, 
Idso and Jackson, 
Conaway and Van Bavel, 
1969 
1969 
1965 
1965 
1965 
1968 
1976 
1976 
1968 
1968 
1969 
1967 
this report 
this re 
Idso and Jackson, 
Buettner and Dana, 
Taylor, 
sport 
1969 
1968 
1979 
- 33 -
Emissivity is a soil specific property that ranges from 0.9 (dry quartz 
sand) to approximately 1.0, depending on organic matter, mineral composition 
and moisture content. As can be seen from the data listed in Table 3.3, the 
difference in e, found between wet and dry soil, usually amounts 0.02-0.04. 
Relatively few data are available on the relation between emissivity and 
other soil properties. Some interesting results have been achieved in this 
respect by using quotients of measured emittances in small wavelength bands 
within the thermal range, thus eliminating temperature. This yields quo-
tients of spectral emissivities, sensitive to surface properties (Palluconi, 
1983). 
Although differences in soil emissivity are hardly significant in the 
energy • balance of bare soils (negligible effect 6n actual surface 
temperature), they are important in the interpretation of thermal infra red 
imagery. Differences in e have been reported to make cool,-wet sand appear 
warmer on surface imagery than warm, dry sand (Buettner and Kern, 1963). In 
this report, the dependence of e on soil moisture is expressed by the empir-
ical relationship 
0:ll> ^ - ^ y + f ^ - ^ y ) 
where 9C is the moisture content at saturation (cf. Chapter 4). 
The reflection compound of longwave radiation leaving the soil surface 
is calculated as a fraction (1-oc) of incoming thermal radiation, where a is 
the absorptivity, assumed equal to the emissivity. Naturally, the same type 
of assumptions as discussed for reflection in the visible spectrum apply for 
this integral quantity. Emissivity values are usually measured in the 'at-
mospheric window' (roughly 8-14 ^m) for the obvious reason that this is the 
most attractive wavelength interval for remote sensing. At the same time 
however, a large fraction of the sky radiation - aside from cloud radiation 
- naturally is of other wavelengths, which makes the use of e in the 8-14 um 
interval open to question in this context; accurate data of reflectivity in 
the desired intervals are not known to the present author, but an estimate 
of 0.05-0.15 can be derived from the ARIZONA data, discussed later in this 
report. From those data, a significant dependence of longwave reflectivity 
on soil moisture content cannot be recognized. 
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The CSMP lines involved for longwave radiation read: 
EMISKY = (SKYA+SKYB*(SQRT(0.01*VPA)))*(1.+CLON*CLOC*CLOC) 
EMISOI - EDRY+(EWET-EDRY)*W(1)/WSAT(1) 
LONGIN - EMISKY*B0LZ*((T1+TZER0)**4) 
TS = IMPL(TS0,0.1,FOTS) 
RADEHI = -EMISOI*BOLZ*(TS+TZER0)**4 
(surface fluxes) 
FOTS » (NETRAD+H)/(CHS0IL(1)/DZ(1))+T(1) 
The radiation terras discussed in the subsections 3.3.1 and 3.3.2 are 
now merged into the net radiation term, which is included in the energy bal-
ance implicit loop because of the temperature dependence of the omittance 
term: 
TS = IMPL(TS0,0.1,FOTS) 
, (surface fluxes) 
NETRAD - (1 .-ALB)*GLORAI>fRADEMI+( 1 .-L0NREF) *L0NGIN 
IF (IFNET.EQ.l) NETRAD - AFGEN(NETRTB,TIME) 
FOTS - (NETRAD+H)/(CHSOIL(1)/DZ(1))+T(1) 
As indicated, net radiation can be used optionally as a driving variable of 
the system, thus excluding uncertainties in the radiative properties of soil 
and sky, as may be useful in testing the remainder of the model with experi-
mental data. 
3.4. Transport in the atmospheric boundary layer 
3.4.1. Exchange at the surface 
As was set forth in section 3.1, boundary conditions to the system can 
be chosen such that either the model simulates atmospheric boundary layer 
development, or that this simulation is not included. The equations for sur-
face exchange are almost identical for the two cases, and will be discussed 
first. Air temperature, humidity and wind speed at given height above the 
surface, e.g. screen height, are either given, or are calculated as a result 
of surface fluxes (subsection 3.4.2). Given these conditions, the surface 
fluxes of momentum, heat and mass are expressed as functions of the vertical 
gradients of the relevant properties, under the assumption of no advection. 
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Although the f l u x of momentum i t s e l f i s of no d i r e c t i n t e r e s t to the 
surface energy balance , i t i s important because the atmospheric ' r e s i s t a n c e 1 
to heat and mass transport i s c l o s e l y r e l a t e d to t h i s f l u x . The object ive-
now i s to write the v e r t i c a l turbulent f luxes of r e s p e c t i v e l y momentum, heat 
and vapour as 
u(z ) - u ( z ) 
(3 .12a) T x " P ^ M (kg m-V" 2 ) 
aM 
v(z ) - v ( z ) 
(3 .12b) % - p S - (kg H T V 2 ) 
y
 aM 
T(z ) -T(z ) 
( 3 . 1 3 ) H ~ pC - 2 (W m"2) 
P raH 
q(z ) - q ( z ) 
( 3 . 1 4 ) E - p S 2 - (kg nf V 1 ) 
aV 
where the x, y ind ica te momentum in the x - and y - d i r e c t i o n s ; zQ i s the 
roughness l ength (m), and z i s the he ight (m) a t which the s t a t e v a r i a b l e s 
are measured or c a l c u l a t e d ; u ,v are the hor i zonta l wind v e l o c i t y components 
(m s ) , T the a ir temperature (°C) and q the s p e c i f i c humidity of the a i r 
(kg water/kg dry a i r ) ; for the ' r e s i s t a n c e s ' r a , the i n d i c e s M, H, and V 
r e f e r to momentum, heat and vapour r e s p e c t i v e l y . In the c a l c u l a t i o n of these 
f l u x e s i t i s assumed that T and q a t he ight zQ are equal to the ir values a t 
the s o i l sur face , and that u(z )=0. Now the remainder of t h i s paragraph w i l l 
focus on the formulation of r a . 
An important c h a r a c t e r i s t i c in that formulation i s atmospheric s t a b i l -
i t y , a function of the r a t i o between f luxes of momentum and s e n s i b l e h e a t . 
In an unstable s i t u a t i o n , temperature decreases with h e i g h t , which impl ies a 
decrease of atmospheric r e s i s t a n c e by the e f f e c t of buoyancy. Following 
Obukhov (1946) , s t a b i l i t y i s expressed by the dimensionless parameter C=z/L, 
where z i s the height (m) and L i s the w e l l known Monin-Obukhov length (m), 
defined as 
9 u
* 9 | x / p l 3 / 2 
( 3 . 1 5 ) L -
 k g ( H / p C ) k g ( H / p C ) (m) 
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(k i s the von Karman constant ( 0 . 4 1 ) , and g the accelerat ion by grav i ty ) . 
2 The f r i c t ion ve loc i ty u* i s defined by the re la t ion i = pu^ and the poten-
0 288 t i a l temperature 0 by the equation 0 = T(1000/p) # , where T and p are 
the actual temperature (K) and pressure (mbar) of the a i r , r e spec t ive ly . Po-
t e n t i a l temperature i s the temperature an air parcel would obtain i f brought 
dry adiabat ica l ly to a pressure of 1000 mbar. For the f i r s t meters of the 
surface layer , 0 i s usually se t equal to T. The s t a b i l i t y parameter C has 
been re lated to the non-dimensional gradients of potent ia l temperature and 
wind ve loc i ty by the semi-empirical so-ca l led f lux-prof i le re la t ionsh ips . 
Reviews on th i s topic were given by Dyer (1974), Businger (1975), 
Viswanadham (1982) and others . These dimensionless gradients are defined as 
(Businger, 1975): 
( 3 . 1 6 ) * < Z > = — S T " 
/ . , , , v w v - k z d 6 ( z ) 
(3 .17) • ( * > = - § - 9 7 — 
H * 
where 0^ = (H/pC )/u^ . The f lux-prof i le re lat ionships for the unstable 
s i tuat ion are of the form 
( 3 . 1 8 ) 4>MjH - (1 -a C ) b 
where a and b are empirical constants, approximately 16 and -0.25 for momen-
tum, and 16 and -0.50 for heat transfer respectively; for stable stratifica-
tion, the relation $„*•$„*• 1"H*C is used, with p - 4.7 (Businger, 1963; 
M H 
Businger e t a l . 1971). 
The eqs . (3 .16) and (3.17) employ loca l derivat ives at height z . In 
numerical simulation, as distance i s d i scret ized into steps or compartments, 
the transcription of these equations into the f i n i t e difference form may be 
hazardous for cases where the gradient changes rapidly with height , i . e . 
c lose to the surface. Therefore, the integral form of eqs . (3 .16) and 
( 3 . 1 7 ) , derived by Paulson (1970), was used for the expression of surface 
f luxes in the present model. Paulson's integrat ion , employing eq. ( 3 . 1 8 ) , 
r e s u l t s in the wind and temperature prof i le equations respect ive ly : 
u
* 
(3 .19) u - £ - ( l n ( - )-*M) (m s"1) 
o,M 
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e. 
(3 .20) 9 - eQ + - j ^ ( l n ( j — ) - * H ) (K) 
o,H 
The roughness lengths zQ ^ and zQ ^ are assumed to be equal. It i s d irec t ly 
ver i f ied that for neutral s t r a t i f i c a t i o n (Y =0) eq. (3 ,19) reduces to the 
M 
well known logaritmic wind profile equation (e.g. Monteith 1963; 1973). Now 
2 
the combination of eqs. (3.12) and (3.19) yields (with t-pu^) for the 
resistance to momentum transfer 
k u o 
Similarly, (with 6=»T), eqs. (3.13) and (3.20) combine to 
# 
k u o o 
The stability correction functions YM and Y^ in eqs. (3.19-3.22) are defined 
(Paulson, 1970) for unstable stratification as 
(3.23) Y M - 2 ln((l-H^1)/2)+ln((l-H>j;i2)/2)-2 arctan^'V n/2 
(3.24) YH - 2 l n ( ( l - H ^ ) / 2 ) 
and for stable conditions as 
(3 .25) *M = ?H - -PC 
On the basis of similarity theory it is assumed that the aerodynamic resis-
tance of the atmospheric boundary layer is identical for all transported 
constituents, expressed as conservative properties, this resistance being 
related only to the eddy structure of the flow. As specific humidity q is 
such a property, raV in eq. (3.14) is taken equal to raH. 
The set of eqs. (3.12-3.14) and (3.21-3.25), in combination with the 
energy balance equation, enables one to calculate stability and aerodynamic 
resistance with a single-level air temperature only; to this purpose, the 
Paulson integration allows the use of soil surface temperature - calculated 
from the surface energy balance - in conjunction with air temperature. This 
procedure was also applied by Hammel (1981) and Mahrer (1982). In program-
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ming, the variables ¥ are tabulated as functions of the stability para-
meter C. (An actually remotely sensed surface temperature of course is far 
too inaccurate to be used for application in such expressions). 
The above theory programmed reads: 
PSIM = AFGEN(PSIMTB,STAPAR(1)) 
PSIH » AFGEN(PSIHTB,STAPAR(1)) 
SURWIN = SQRT(U(1)*U(1)+V(1)*V(1)) 
RAM = ((ALOG(ZZ(l)/ZNOT)-PSIM)**2)/(SURWIN*KAR**2) 
RAH - ((AL0G(ZZ(1)/ZN0T)-PSIH)*(AL0G(ZZ(1)/ZN0T)-PSIM)/... 
(SURWIN*KAR**2) 
RAV - RAH 
TS =« IMPL(TS0,0.01,FOTS) 
(radiation terms) 
H - RH0AIR*CP*(T1-TS)/RAH 
FOTS - (NETRAD+H)/(CHS0IL(1)/DZ(1))+T(1) 
E - RH0AIR*(Q1-QS)/RAV 
LE - LVAP*E 
QFLX(l) - E/RHOAIR 
TPFLX(l) - H/(RHOAIR*CP) 
UVOFLX(l) - U(1)/RAM 
VVOFLX(l) - V(1)/RAM 
(wind velocity and momentum are split into the two orthogonal horizontal 
components). Note that eqs. (3.12-3.14) and (3.21-3.25) are only used for 
the calculation of surface fluxes, i.e. the fluxes between the soil surface 
and the lowermost compartment of the boundary layer. For the remainder of 
the atmospheric boundary layer, the expressions expounded in the next para-
graph, including the calculation of stability, are used when the option 
switch IFBLD is set to 1 (boundary layer development included). For the 
alternative case, IFBLD=0, the following CSMP lines must be included here to 
account for the stability parameter: 
*option: IFBLD » 0 
950 TPAV(l) - 0.5+(TS+Tl) 
TPFLX(l) - H/(RHOAIR*CP) 
0BU(1) - (TPAV(1)+TZER0)*(ABS(RM0FLX(1))**1.5)/... 
(KAR*G*TPFLX(1)) 
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STAPAR(l) « 0.5*ZZ(1)/OBU(1) 
IF (STAPAR(l).LT.-3.) STAPAR(l) - -3. 
IF (STAPAR(l).GT.l.) STAPAR(1) -1. 
3.4.2 Boundary layer development 
The atmospheric boundary layer is the lower part of the atmosphere, 
that by turbulent mixing responds to the diurnal course of fluxes at the 
earth's surface. During daytime, its height usually ranges between a few 
hundred meters and a few kilometres, occasionally up to the tropopause (ap-
proximately 10 km) for very unstable situations. The daytime boundary layer 
develops rapidly as a result of intensive mixing due to surface heating. At 
night, turbulence fades out as one of its major sources, buoyancy, reverses 
its effect, and a stable stratification is built up by radiative cooling of 
the surface. The nocturnal boundary layer may typically extend to heights in 
the order of a few hundred meters. 
The diurnal development of this boundary layer is the subject of dis-
cussion in this paragraph. It involves the equations of motion, of enthalpy 
and mass conservation, the gradient expressions of the fluxes, and the ki-
netic energy budget equation. The theory set forth here is used only in the 
extended soil- atmosphere model (Figure 3.1.a) and may be of minor impor-
tance to those interested in soil behaviour under given boundary conditions 
close to the surface. The work by Nieuwstadt and Driedonks (1979) on the 
nocturnal boundary layer was used as a guideline in the formulation of the 
one-dimensional model. 
The equations of motion 
Following the Reynolds theory, the three orthogonal components of velocity 
along the axes x, y and z respectively are usually written as 
u - u + u' 
(3 .26) v - y + v 1 
w - w + w1 with u' = v' » wf = 0 
where the bars indicate time averages, and u', vf, wf are the turbulent 
fluctuations about the mean; w is taken along the vertical axis. The fluidum 
is considered incompressible, except where the buoyancy term is concerned 
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and density depends on temperature (a Boussinesque approximation; for a sum-
mary of Boussinesque assumptions see Busch (1973) and Nieuwstadt and Van Dop 
(1981)). The equations of motion for the mean horizontal flow are then 
written as 
(3.27a) g I + S j £ + v j £ + ; j £ - - £ j £ + v [ ^ + ^ + £% -
ot ox oy oz p ox L a 2 . 2 . 2J 
ox oy oz 
I I I I I I IV 
ou'v 1 ou'w1 , „ ,* - / - 2 \ 
_ - _ + 2 Q TI0V (m s ) 
Oy Oz 3 
V VI 
- - - - - 2 - 2 - 2 -
/o OTL\ ov , - dv , - dv , - dv 1 5_p , fd v . o"v , d v i (3 .27b) r - + u r - + v r - + W 7 - « - - 7 ^ + v l — - + —r- + ——J -Ot Ox oy Oz P Oy * 2 ~ 2 ~ 2 J J J
 dx oy oz 
Ou'v' 5 v V o n * , / - 2 N 
r r 2 Q TUu (n s ) 
ox Oz '3 
where v i s the kinematic v i s c o s i t y and Q i s the angular frequency of r o t a -
t i o n of the e a r t h ; T} i s the un i t v e c t o r , p a r a l l e l to the a x i s of r o t a t i o n , 
and Tj^, i t s component along the z - a x i s , equals s in <j> a t l a t i t u d e (j). The 
equation for the mean flow in the v e r t i c a l (analogous to e q s . ( 3 . 2 7 ) , but 
inc luding a buoyancy term) i s omitted as i t i s supposed that the mean flow 
w can be neg lec ted in comparison to i t s f l u c t u a t i o n s w'. 
In the Eulerian express ions 3 .27 , term I i s the r a t e of change of the 
l o c a l mean flow v e l o c i t y a t a point with f ixed coordinates in space . The 
terms I I represent a c c e l e r a t i o n due to advect ion of momentum; I I I denotes 
a c c e l e r a t i o n down the pressure gradient ; IV and V are the v i scous s t r e s s 
terms and Reynolds terms r e s p e c t i v e l y (when m u l t i p l i e d by p , these are the 
d ivergenc ie s of the f luxes of momentum by v i scous forces and turbulence r e -
s p e c t i v e l y ) . F i n a l l y , the l a s t term, VI, in e q s . ( 3 . 2 7 ) i s due to the 
r o t a t i o n of the e a r t h . 
As molecular i n t e r a c t i o n plays a very minor r o l e in momentum transfer 
in the atmosphere as compared to turbulence , the term IV can v i r t u a l l y be 
n e g l e c t e d . Further s i m p l i f i c a t i o n i s achieved when the advect ion terms I I 
are omit ted . This i s a more s e r i o u s l i m i t a t i o n , s ince advect ion may play a 
s i g n i f i c a n t r o l e , e . g . in the nocturnal boundary layer when v e r t i c a l mixing 
i s low (Nieuwstadt and Driedonks, 1979) . N e v e r t h e l e s s , advect ion i s n e g l e c t -
ed for p r a c t i c a l reasons a t the moment. Moreover, h o r i z o n t a l divergences of 
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the turbulent f luxes dCu'v'Vdx and ^(u 'v 'Vdy are considered small as con-
pared to d(u fw f ) /dz and ^ ( v ' w ^ / d z , and are neglected. If then the ver t i ca l 
f luxes of momentum are written as : 
(3 .28) i = p u'w' and x = p v'wf (kg m"1 s~2) 
x y 
the equations of motion reduce to 
- - i 
/ o on \ ^u * dp & x , r ~ t - 2 \ (3.29a) TT s - ;r * - * r + f n v ( m s ) ot p ox oz p 
(3.29b) | i - - I 2 £ - j L - I i - f ^ (ms"2) 
ot p oy Oz p 
where the Coriol is parameter f i s defined by fn=2 Q n^ (s~ ) ; for s implic-
i t y , the bars to indicate mean values w i l l be l e f t out in the following • 
Geostrophic wind i s used to subst i tute for the pressure gradient term in 
eqs . 3 .29. For a given height z, the re la t ions between pressure gradient and 
geostrophic wind are given by ( e . g . Busch, 1973) u - ( - l / f p ) ( 9 p / 5 y ) and 
v g - ( l / f p ) ( a P / d x ) . 
The difference between geostrophic winds at di f ferent l e v e l s , ca l led 
thermal wind, i s a function of the horizontal temperature gradient. The ne -
g lec t of thermal wind in replacing the pressure gradient term by geostrophic 
wind at a prescribed l eve l may introduce a s ign i f i cant error in the case of 
strong horizontal temperature gradients; since the required input conditions 
w i l l seldom be avai lable , however, thermal wind i s neglected, following 
Nieuwstadt and Driedonks. Then f ina l l y the equations -'of motion as used in 
the present model become 
(3.30a) | | - £ ( v . v ) - | _ Z s ( m s-2) 
T 
(3.30b) | X = _ f ( u . U g ) _ | _ _ 2 . ( ^ - 2 ) 
Conservation of mass and enthalpy 
Omitting the advection terms and horizontal turbulent flux divergence as in-
dicated above, the conservation equation for enthalpy in the vertical is 
written as (Businger, 1981). 
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(3.31) | i - - -~<w 6 + w»8») + ES, (K s"1) 
ot dz I 
where again 8 is the potential temperature and the terms S^ represent 
sources and sinks of enthalpy. These include changes in local enthalpy due 
to thermal conduction, divergence of net radiation, dissipation of kinetic 
energy, and changes in mass content, composition or state of a given parcel 
of air. All these terms will be neglected here. For most terms this means no 
severe violation of reality as they are very small. Only the change of state 
of available water may constitute an important term. If cloud formation oc-
curs, also divergence of net radiation becomes important. Therefore the 
omission of these terms in eq. (3.31) limits the validity of the model to 
cases where no condensation in the atmosphere occurs. The equation now re-
duces to 
(3
-
32)
 5 r " - d r ( 5 c - > ( k s > 
p 
Similarly, the equation of mass conservation is expressed for water vapour 
as 
(3
-
33)
 §?• - ' h(" * + ^v> - - ^ (f) (kgwater kg;ir s-1) 
Fluxes in terms of gradients 
The fluxes in the boundary layer are expressed somewhat different from the 
surface fluxes, described in the previous paragraph. For momentum, sensible 
heat and moisture, the equations are 
(3
-
35)
 h--~**i; (Kras_1) 
p 
(3.36) f =-KvS (^ater kg;}r » s"1) 
(clearly, combination with eqs. (3.30, 3.31, 3.32) resp. yields the well 
known second order flow equations). Although this gradient formulation is a 
coarse approximation, based on similarity with molecular transfer processes, 
it is still the most widely used approach, because of its simplicity and 
relatively low computer cost (Businger, 1981). The transport coefficients K 
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are expressed as functions of e, the available local turbulent kinetic 
energy: 
(3
'
37)
 V H . V " VH,V ( C e)i (m2 s_1) 
where the k i n e t i c energy i s in J / k g . The length sca le s X^ ^ y a r e funct ions 
of the dimension l e s s g rad ien t s <J> ( sec t ion 3 .4 .1 ) and are given by 
4> (C) 
( 3
-
3 8 )
 *M,H,V m k z + afu^j (m } 
2 
where 4> = (J)* 4>,f (Businger, 1975); for the empi r ica l cons tan ts a and c , the 
rl n , V 
values 4.10 and 0.2 r e s p e c t i v e l y are used (Nieuwstadt and Driedonks, 
1979). 
The kinetic energy budget 
The system is closed by the turbulent kinetic energy (TKE) equation 
(Tennekes and Lumley, 1972; Driedonks, 1981): 
i T 3/2 
,3 3ON 3e x du y dv g H d de (c e) -1 - K 
C3
-
39)
 at p d z + p dz + T pC + dz hi dz 1 CJ k g s ; 
P " 
I II III IV V 
The term I is the local rate of change of TKE per unit of mass; II are the 
mechanical production terms of TKE due to vertical wind shear; III is the 
TKE production by buoyancy, IV represents the divergence of the vertical TKE 
flux, and the last term is the loss of TKE due to dissipation, where the 
constant c is identical to that in eq. (3.37). Driedonks (1981) extensively 
discussed the relative importance of each term at different locations in the 
developing boundary layer. 
Boundary conditions 
The lower boundary conditions to the atmosphere, dictated by the surfae 
energy balance, have been treated in paragraph 3.4.1, except for the TKE 
flux; this term is taken zero at the surface. The conditions at the upper 
boundary of the system are in the present study defined as: 
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u g 
v g 
T y 
= 
— 
— 
— 
= 
0 
0 
0 
0 
0 
u » 
v -
H 
E 
dz 
It will be clear that the use of these boundary conditions requires 
that the height of the upper boundary be chosen above the actual top of the 
developing boundary layer. Casting the resulting equations of notion, con-
servation of mass and enthalpy, and the TKE budget with their respective 
boundary conditions into CSMP expressions gives: 
* option: IFBLD^l 
* initial condtions (to be specified) 
TABLE UI(l-ll) 
TABLE VI(l-ll) 
TABLE TPI(l-ll) 
TABLE QI(l-ll) 
TABLE TKEI(l-ll) 
TABLE UVOFLX(l-ll) -
TABLE VVOFLX(l-ll) -
TABLE TPFLX(l-ll) -
H 
RAM 
* (the latter five lines required for initial STAPAR calculation) 
* boundary conditions (see also 3,4.1) 
TABLE TKEFLX(l) = 0 
TABLE UV0FLX(12) =* 0 
TABLE VV0FLX(12) = 0 
TABLE M0FLX(12) - 0 
TABLE TPFLX(12) = 0 
TABLE QFLX(12) = 0 
TABLE TKEFLX(12) - 0 
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* dynamic 
* transport coefficients 
* stability at interfaces 
900 
905 
TPAV(l) 
DO 905 
TPAV(I) 
CONTINUE 
DO 930 I 
RMOFLX(I) 
OBU(I) 
STAPAR(I) 
0.5*(TS+TP(1)) 
2,NN 
(TP(I)*TCMM(I)+TP(I-1)*#•• 
TCMM(I-1))/(TCMM(I)+TCMM(I-1)) 
1,NN 
SQRT(UVOFLX(I)**2+VVOFLX(I)**2) 
(TPAV(I)+TZERO)*((ABS(RMOFLX(I)))**1.5)/. 
(KAR*G*TPFLX(Ii) 
ZZ(I)/OBU(I) 
IF(STAPAR(I).LT.-3.) STAPAR(I)=-3. 
IF(STAPAR(I).GT.l.) STAPAR(I)=1. 
IF(STAPAR(I).GE.O.) GOTO 910 
910 
920 
930 
PHIM(I) 
PHIH(I) 
GOTO 920 
PHIM(I) 
PHIH(I) 
INVLM(I) 
INVLH(I) 
CONTINUE 
= (l.-16.*STAPAR(I))**(-0.25) 
~ PHIM(I)*PHIM(I) 
» l.+4.7*STAPAR(I) 
- PHIM(I) 
« PHIM(I)/(KAR*ZZ(I))+INVCOR 
=* PHIH(I)/(KAR*ZZ(I))+INVCOR 
* local turbulent transport coefficients at interfaces 
DO 940 I « 2,NN 
TKEAV(I) - (TCMM(I)*TKE(I)+TCMM(I-1)*TKE(I-1))/... 
(TCMM(I)+TCMM(I-1)) 
KM(I) = (l./INVLM(I))*((YUC*TKEAV(I))**0.5) 
IF(TKEAV(I).LE.O) KM(I)=0 
KH(I) = KM(I)*INVLM(I)/INVLH(I) 
KV(I) = KH(I) 
940 CONTINUE 
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* fluxes and rates of change, atmosphere 
1310 
UVOFLX(l) 
VVOFLX(l) 
TPFLX(1) 
QFLX(l) 
TKEFLX(l) 
DO 1310 
UVOFLX(I) 
VVOFLX(I) 
TPFLX(I) 
QFLX(I) 
TKEFLX(I) 
CONTINUE 
= U(1)/RAM 
• V(1)/RAM 
- H/(RHOAIR*CP) 
- E/RHOAIR 
= 0.0 
I » 2,NN 
- KM(I)*(U(I)-U(I-1))/DZZ(I) 
- KM(I)*(V(I)-V(I-1))/DZZ(I) 
• KH(D*(TP(I)-TP(I-1))/DZZ(I) 
- KH(I)*(Q(I)-Q(I-1))/DZZ(I) 
- KM(I)*(TKE(I)-TKE(I-1))/DZZ(I) 
* flux divergencies atmosphere 
DO 1320 
DIVUVO(I) 
DIVVVO(I) 
DIVTP(I) 
DIVTKE(I) 
DIVQ(I) 
I - 1,NN 
- (UVOFLX(I+l)-UVOFLX(I))/TCMM(I) 
- (VVOFLX(I+l)-VVOFLX(I))/TCMM(I) 
* (TPFLX(I+1)-TPFLX(I))/TCMM(I) 
- (TKEFLX(I+1)-TKEFLX(I))/TCMM(I) 
- (QFLX(I+1)-QFLX(I))/TCMM(I) 
1320 CONTINUE 
* a c c e l e r a t i o n by pressure gradient 
DO 1330 I - 1,NN 
ACCPRY(I) - -CORIOL*(U(I)-UG) 
ACCPRX(I) » +CORIOL*(V(I)-VG) 
1330 CONTINUE 
* TKE production, J kg" s" 1 
* EPRSRX,EPRSRY,EPRBUO a t i n t e r f a c e s weighed, EPRDIS a t centres 
DUDZZ(l) - U(1)/DZZ(1) 
DVDZZ(l) - V(1)/DZZ(1) 
DO 1340 I - 2,NN 
DUDZZ(I) - (U(I)-U(I-1))/DZZ(I) 
DVDZZ(I) - (V(I)-V(I-1))/DZZ(I) 
1340 CONTINUE 
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DO 1350 
EPRSRX(I) 
EPRSRY(I) 
EPRBUO(I) 
EPRDIS(I) 
1350 CONTINUE 
EPRDIS(l) 
* rates of change of main 
DO 1360 
TKERCH(I) 
URCH(I) 
VRCH(I) 
TPRCH(I) 
QRCH(I) 
1360 CONTINUE 
(see also section 3,1) 
I = 1,NN 
= (UV0FLX(I)*DUDZZ(I)*DZZ(I)+UV0FLX(I+1)*... 
DUDZZ(I+1)*DZZ(I+1))/(DZZ(I)+DZZ(I+1)) 
~ (VV0FLX(I)*DVDZZ(I)*DZZ(I)+VV0FLX(I+1)*... 
DVDZZ(I+1)*DZZ(I+1))/(DZZ(I)+DZZ(I+1)) 
= -(TPFLX(I)*DZZ(I)+TPFLX(I+1)*DZZ(I+1))*G/... 
((TP(I)+TZER0)*(DZZ(I)+DZZ(T+1))) 
« -((YUC*TKE(I))**1.5)*(INVLM(I)+INVLM(I+l))/2 
- -((YUC*TKE(1))**1.5)*INVLM(1) 
s t a t e v a r i a b l e s 
I = 1,NN 
- (EPRSRX(I)+EPRSRY(I)+EPRBU0(I)+... 
+EPRDIS(I)+DIVTKE(I) 
- ACCPRX(I)+DIVUVO(I) 
- ACCPRY(I)+DIVVVO(I) 
- DIVTP(I) 
• DIVQ(I) 
3.5 Transport of heat in the soil 
The one-dimensional flow equation for heat in the soil can be written 
as 
(3.41) o(CT) 
dt 
- X 
2 
d T 
dz 
(K s"1) 
where X is the thermal conductivity (W m K ), C the volumetric heat ca-
—3 —1 pacity (J m K ) and the P^ terms represent the temperature changes by 
other than conduction mechanisms. These are associated with liquid or gas 
movement, and some are still poorly understood. In the case of actual mea-
surements, the terms P^ are often omitted and all heat transport is ascribed 
to conduction. Thermal conductivity in the above equation is then replaced 
by X. , the apparent thermal conductivity. The use of X in modelling of 
coupled flow is not attractive at this stage, for reasons explained in the 
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next subsection, and hence the two main heat transfer terms are calculated 
separately in the present model. 
In this section, heat transport by conduction is discussed first 
(3.5.1). Subsequently, the heat associated with a change of state of the 
soil water will be treated (3.5.2), and finally some remarks concerning heat 
transfer by convective mass flow of air are made (3.5.3). 
The above in CSMP statements: 
* divergence of soil heat flux and rate of change of soil temperature 
DO 1530 I = 1,N 
DIVHFL(I) » (HFLX(I+1) - HFLX(I))/TCM(I) 
TRCH(I) = DIVHFL(I)/HCSOIL(I) 
1530 CONTINUE 
3.5.1 Conduction 
Naturally, soil thermal conductivity and heat capacity have a strong 
influence on soil thermal behaviour. Both can be formulated on the basis of 
soil composition. 
Heat capacity 
The heat capacity is defined on the basis of the capacities of the different 
soil components (De Vries, 1963): 
(3.42) Cs = fqCq + fcCc + f0C0 + 9C„ + faCa (Jnf3 K"1) 
where f is the volume fraction and C the volumetric heat capacity of the 
components clay, quartz, organic matter, water and air respectively; 6 is 
the volume fraction of soil water. Water content determines heat capacity to 
a large extent, since water has a much higher specific heat capacity than 
the other soil constituents as shown in Tabel 3.4. 
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Table 3.4 Thermal properties of soil components (after Van Wijk and 
De Vries, 1963) 
Component 
Quartz 
Clay minerals 
Organic matter 
Water 
Air (20 °C) 
dens i ty 
Mg m~3 
2.66 
2.65 
1.30 
1.00 
1.20 x 10"3 
s p e c i f i c 
heat 
J g - 1 IT1 
0.80 
0 .90 
1.92 
4.18 
1.01 
thermal 
conduct iv i ty 
W m"1 K"1 
8.80 
2 .92 
0 .25 
0.57 
0.025 
thermal 
d i f f u s i v i t y 
lO"6 m V 1 
4.18 
1.22 
0 .10 
0 .14 
20.50 
Thermal conductivity 
Thermal conductivity is less obviously related to soil composition than heat 
capacity. Aside from the conductivities of the individual soil particles, 
also the arrangement and shape factors of the particles affect bulk thermal 
conductivity. Extremes in soil conductivity may differ by a factor 100 
(Hillel, 1980), although for arable soils variability is somewhat less and a 
factor 10 seems more appropriate to characterize the range of occurring X-
values. Several empirical expressions for \(9) have been proposed, e.g. 
Woodside and Messmer (1961) and Nerpin and Chudnovski (1970). Table 3.5 
lists measured thermal conductivities at different water contents as col-
lected from literature; most data refer to apparent thermal conductivity. 
In the SALSA model, either tabulated (measured) functions of \ vs 9 are 
used, or X is calculated on the basis of the electrical conductivity ana-
logon by De Vries (1963, 1975). De Vries's model considers soil as a contin-
uous medium (gas or liquid), in which soil particles and water or air re-
spectively are dispersed. Conductivity is then calculated as a weigted aver-
age of the conductivities of the individual components. For 0 > 0.05, the 
liquid is used as the continuous phase, and the expression becomes 
k f \ +k f\ + k f\ + k 9\ + k f\ 
C\ L'W \ - q w q ^ cw c c ow o o ww w aw a a 
U . ^ J ; K - k f + k f + k f + k e + k f 
qw q cw c ow o ww aw a 
(W rn^K"1) 
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Table 3.5 Thermal conductivity of soil materials 
Fairbanks sand 
sand 
sand 
sand 
sand 
pumice (Ac) 
pumice (CI) 
loamy sand 
loamy sand 
loamy sand 
Avondale loam 
loam 
silt loam 
Yolo silt loam 
Muir silty clay loam 
silty clay loam 
Healy clay 
clay 
Fairbanks peat 
peat 
fore6t litter 
e 
.00 
.00 
.00 
.01 
.00 
.00 
.00 
.00 
.01 
.01 
.09 
.01 
.08 
.16 
.04 
.01 
.03 
.00 
.02 
.00 
.02 
X dry 
W m" 1^ 1 
0.33 
0.30 
0.20 
0.25 
0.15 
0.16 
0.10 
0.20 
0.20 
0.30 
0.42 
0.20 
0.30 
0.75 
0.30 
0.20 
0.16 
0.40 
0.05 
0.04 
0.10 
e 
.21 
.40 
.27 
.23 
.38 
.70 
.80 
.21 
.18 
.35 
.30 
.50 
.50 
.40 
.31 
.55 
.36 
.40 
.80 
.60 
.55 
X wet 
W m-1K" 
2.30 
1.68 
1.70 
1.13 
2.3 
0.71 
0.63 
1.80 
1.22 
1.50 
1.18 
1.00 
0.90 
1.18 
0.90 
1.0 
1.55 
1.26 
0.45 
0.34 
0.30 
P 
1
 Mg m" 
1.70 
1.46 
1.50 
1.30 
1.60 
0.76 
0.44 
1.50 
1.30 
1.69 
1.40 
1.18 
1.25 
1.35 
1.25 
1.16 
.36-.61* 
1.33 
.84-.79* 
0.21 
3 
J
 source 
de Vries, ] 
van Duin, '. 
Hartmann et al. '. 
Hartmann et al. ! 
Riha et al. ] 
Cochran et al. ! 
Cochran et al. : 
Hartmann et al. '. 
Hartmann et al. '. 
Sepaskhah and Boersma, ; 
Kimball et al. 1 
Sopaskhah and Boersma, '. 
Riha et al, ] 
Wierenga et al, '. 
Asrar and Kanemasu, ! 
Sepaskhah and Boersma, ! 
de Vries, ] 
Van Duin, '. 
de Vries, ] 
Van Duin, ] 
Riha et al, 1 
L963 
L956 
1972 
1972 
1980 
L967 
1967 
1972 
1972 
L979 
L976 
L979 
L980 
L969 
L933 
L979 
1963 
1956 
L963 
1963 
L980 
porosity 
The weight factors k , kcw, kQW, and kaw depend on the ratio of specific 
thermal conductivity of resp. quartz, clay, organic matter, water and air to 
that of water (k^ = 1). At very low water contents, (9 < 0.02), air is 
viewed as the continuous phase, and an equivalent expression is used, in-
cluding an empirical correction factor: 
k f X + k f X + k f X + k 9X + k f X (3 44} X = 1 25 * qa q q ca c c oa o o wa w aa a a 
KJ.W) * i .ZD k f + k f + k f + k G + k f 
qa q ca c oa o wa aa a 
(W nf 1K~1) 
with kaa = 1. 
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For component x in medium y, kxy is defined for a temperature gradient in 
the direction i as 
(3.45) kxy = 1/(1 + (Xx/\y - 1) . gx ) 
where g„ i s the shape factor for d i r e c t i o n i , determined by the r a t i o of 
x i 
the main axes of the p a r t i c l e . The p a r t i c l e s are assumed to be spheroid-
shaped. If i t i s assumed that the p a r t i c l e axes have random d i r e c t i o n s in 
the bulk s o i l , the weight f a c t o r s are c a l c u l a t e d by 
(3.46) k = 4 ( k + k + k ) 
xy 3 x y i = 1 xy i = s 2 x y ^ 
which results for spheroids in 
(3.47) kxy = | 1/(1 + (Xx/Xy - l )g x ) + j 1/(1 + ( \ x A y - 1)(1 - 2gx )) 
with i » l . 
De Vries (1975) mentioned an inaccuracy of 5% in the \ - p r e d i c t i o n s for 
s o i l by the above equat ions , increas ing to a 10% inaccuracy for the range 
where ne i ther water nor a ir are considered as the continuous medium ( 0 . 0 2 < 
9 < 0 . 0 5 ) . A program to perform the e n t i r e procedure of the X-ca lcu la t ion i s 
included (Appendix 2 ) , and an example of the r e s u l t i s given for Swifter bant 
s i l t loam (Chapter 4 ) . The s e n s i t i v i t y of the c a l c u l a t e d \ to s evera l para-
meters w i l l be i l l u s t r a t e d in the next chapter . 
Several authors compared pred ic t ions by the analog model to measured 
data of thermal conduct iv i ty from both laboratory and f i e l d experiments . A l -
though some reported disagreement (Nagpal and Boersma, 1973; Hadas, 1977b), 
others found good agreement between measured and c a l c u l a t e d values 
(De Vr ie s , 1963; Cochran e t a l . , 1967; Wieringa e t a l . , 1969; Sepaskhah and 
Boersma, 1979; Horton, 1982). The a ir shape factor ga in the above model i s 
sometimes used to match c a l c u l a t i o n s with data . Kimball e t a l . (1976) e x t e n -
s i v e l y d i scussed t h i s a i r shape f a c t o r , i n d i c a t i n g i t s dependence on temper-
ature and moisture content . Horton (1982) found bes t agreement when using 
the values of the a ir shape factor given by Kimball e t a l . In t h i s r e p o r t , 
an error i n t e r v a l i s introduced to account for uncerta inty in g„ where the 
X-model i s appl ied in s imulat ion of f i e l d s o i l temperatures, rather than 
opt imizing the f i t between predicted and observed courses by adaptation of ga* 
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The continuing discussions on thermal conductivity in soils literature 
indicates the difficulties involved in both the actual measurement of X and 
the determination of the parameters required for the De Vries model. How 
relevant X really is with respect to soil surface temperature behaviour, 
will be studied In Chapter 6. 
thermal conductivity 
(Wm^K"1) 
1.6-j 
U -
0 0.1 0.2 0.3 0.4 0.5 
6 (m3nf3) 
Figure 3.A Thermal conductivity and apparent thermal conductivity as calcu-
lated by the De Vries model (saturated soil air). 
430 
Summarized in program statements, the previous theory states: 
non dynamic soil thermal properties, De Vries, 1975 
IF (IFCHTB.EQ.l) GOTO 500 
KAW =* 0.66/(l.+((CHA/CHW)-l.)*GA)+0.33/... 
(l.+((CHA/CHW)-l.)*(l.-2.*GA)) 
KQW = 0.66/(l.+((CHQ/CHW)-l.)*GQ)+0.33/... 
(l.+((CHQ/CHW)-l.)*(l.-2.*GQ)) 
KOW - 0.66/(1.+((CHO/CHW)-1.)*GO)+0.33/... 
(l.+((CH0/CHW)-l.)*O.-2.*G0)) 
KCW = 0.66/(l.+((CHC/CHW)-l.)*GC)+0.33/... 
(l.+((CHC/CHW)-l.)*(l.-2.*GC)) 
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KWA 
KQA 
KOA 
KCA 
DO 4 4 0 
CHSL02(I) 
CHSL05(I) 
440 
KFCSA(I) 
KFSA(I) 
KFCSW(I) 
KFSW(I) 
CONTINUE 
=* 0 . 6 6 / 
( l . + ( 
= 0 . 6 6 / 
( l . + ( 
» 0 . 6 6 / 
= 0 . 6 6 / 
l .+((CHW/CHA)-l.)*GW)+0.33/.. . 
CtiW/CHA)-l.)*(l.-2.*GW)) 
l .+((CHQ/CHA)-l . )*GQ)+0.33/ . . . 
CHQ/CHA)-1.)*(1.-2.*GQ)) 
l .+((CHO/CHA)-l . )*GO)+0.33/ . . . 
CHO/CHA)-l.)*(l.-2.*GO)) 
l .+((CHC/CHA)-l . )*GC)+0.33/ . . . 
CHC/CHA)-1.)*(1.-2.*GC)) 
I » 1,N 
= 1.25*(KV7A*0.02*CHVf»-KOA*FO(I)*CHO+KQA*FQ(I)*... 
CH(^I-KCA*FC(I)*CHC+(P0R(I)-.02)*CIIA)/(^A*... 
.02+KOA*FO(I)+KQA*FQ(I)+KCA*FC(I)+(POR(I)-.02)) 
- (.05*CHW+KOW*FO(I)*CHO+KQW*FQ(I)*CHQ+KCW*... 
FC(I)*CHC+KAW*(POR(I)r.05)*CHA)/(.05+KOW*... 
FO(I)+KQW*FQ(I)+KCW*FC(I)+KAW*(POR(I)-.05)) 
- KOA*FO(I)*CHO+KQA*FQ(I)*CHQfKCA*FC(I)*CHC 
- K O A * F O ( I ) + K Q A * F Q ( I ) + K C A * F C ( I ) 
- KOW*FO(I)*CHO+KQW*FQ(I)*CHQ+KCW*FC(I)*CHC 
• KOW*FO(I)+KQW*FQ(I)+KCW*FC(I) 
DYNAMIC 
* 
* 
1100 
1105 
Transport c o e f f i c i e n t s , p o t e n t i a l s , a u x i l i a r y s t a t e s o i l (thermal) 
heat capaci ty p r o f i l e 
DO 1105 I - 1,N 
HCSOIL(I) - FC(I)*HCC+FQ(I)*HCQfFO(I)*HCCM-W(I)*HCW 
CONTINUE 
* s o i l thermal c o n d u c t i v i t y , De Vries 
1110 
1120 
IF 
DO 1140 
FA(I) 
IF 
CHSOIL(I) 
GOTO 1140 
IF 
CHSOIL(I) 
(IFCHTB.EQ.l) GOTO 1150 
I - 1,N 
• P0R(I)-W(I) 
(W(I).GT.0.02) GOTO 1120 
- 1.25*(CHW*W(I)*KWA+FA(I)*CHA+KFCSA(I))/... 
(KFSA(I)+KWA*W(I)+FA(I)) 
(W(I) .GT.0.5) GOTO 1130 
- CHSLO2(I)+(W(I)-0.02)*(CHSLO5(I)-CHSLO2(I))... 
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/0.03 
GOTO 1140 
1130 CHSOIL(I) « W(I)*CHW+FA(I)*KAW*CHA+KFCSW(I)/... 
(W(I)+KAW*FA(I)+KFSW(I)) 
1140 CONTINUE 
GOTO 1170 
* thermal conductivity from table 
1150 DO 1160 I+1,N 
CHSOIL(I) - BDRAT(I)*AFGEN(CHTB,W(I)) 
1160 CONTINUE 
* local average thermal conductivity 
1170 CHAV(l) = CHSOIL(l) 
DO 1180 I = 2,N 
CHAV(I) - (CHSOIL(I-l)*TCM(I-l)+CHSOIL(I)*TCM(I))/.,. 
(TCM(I-1)+TCM(I)) 
1180 CONTINUE 
* soil heat flux by conduction 
HFLCON(l) - -(TS-T(l))*CHSOIL(l)/DZ(l) 
DO 1500 I » 2,N 
HFLCON(I) - CHAV(I)*(T(I)-T(I-1))/DZ(I) 
1500 CONTINUE 
3.5.2 Coupling: heat associated with changes in soil water entropy 
Soil water may be present in various states, each of which is charac-
terized by a corresponding entropy. The condition of local thermodynamic 
equilibrium signifies that at any point, the local chemical potentials u^ 
and the temperatures T^ are the same for all phases. Then, when water passes 
from one state into another, the change in entropy is accompanied by the 
release or absorption of a certain amount of heat AH, equal to T(S]-S2), 
where S^ and S2 are the partial specific entropies (J kg K ) of the re-
spective phases. This follows from the equilibrium condition and the rela-
tion 
(3.48) u - H - TS (J kg"1) 
where H is the partial specific enthalpy (J kg ). Although in reality soil 
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water state changes gradually in space, it is considered satifactory to 
distinguish three phases, each with its chracteristic transport coefficient, 
pressure (p), partial specific entropy (S) and specific volume (V). These 
three phases are the ffreef or 'extramatric' liquid phase, the adsorbed or 
'matric' phase, and the vapour phase (Kay and Groenevelt, 1974). (See also 
3.6.1). 
Heat of wetting 
When liquid water is added to dry soil, a change in temperature is noticed 
due to the heat of wetting, AHa, that is liberated when water molecules are 
adsorbed by the soil particles and their state changes from 'free* (liquid) 
to 'matric'. The heat of wetting has also been called 'heat of transport' 
(Nielsen et al., 1972). This is somewhat confusing, since AHa is not direct-
ly related to the transport itself but to a local change of state, and the 
latter term should be avoided, because it does not reflect the phenomenon 
involved specifically. Table 3.6 lists for a number of soil materials the 
AH- values, as measured directly in adsorption or immersion experiments. It 
is shown that AH differs over a wide range of values, depending on the type 
of clay mineral and the adsorbed cation species. It is generally acknowl-
edged that upon wetting up to a relative humidity of 20%, the heat of 
wetting has evolved almost completely. This state is identified with the 
presence of a monolayer of water molecules adsorbed on the active surfaces. 
The actual concern being the relevance of the reported data to the soil en-
ergy balance, it may be stated that the heat of evaporation of adsorbed 
water, down to a relative humidity of 20%, is equal to that of free water, 
6 —1 i.e. 2.4-2.5 10 J kg . Only for the last molecular layer, this value is 
increased by 5-25%, as can be seen from Table 3.6. In the context of the 
surface energy balance, this amount can be neglected and hence the heat of 
adsorption is not accounted for by the present model. (Note that to derive 
AHa from vapour adsorption experiments, the latent heat of vaporisation, 
AH , should be subtracted from the total value of AH). 
Heat of vaporisation 
In analogy to the above, the well known heat of vaporisation AHy accompanies 
the increase in entropy when water evaporates. This particular change in 
free enthalpy, in contrast to AHa, has been observed to contribute consid-
erably to soil heat transport (e.g. Hadas (1977b) and Westcot and Wierenga 
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Table 3.6 Integral heat of adsorption AH (free liquid > adsorbed 
liquid) for different soil materials 
k J kSdry soil k J kgwater 
(complete wetting) (from dry to 11*0.2) 
M i l l v i l l e s i l t loam 
M i l l v i l l e s i l t loam 
Red.brown loam 
Yellow-grey loam 
I l l i t e 
Kao l in i t e 
Kao l in i t e 
Na-kao l in i t e 
Na-Wakefield c lay 
Montmorillonite 
Montmoril lonite 
Na-montmorillonite 
Ca-montmorillonite 
Li-montmori l lonite 
NHA-montmor i11on i te 
Na-mon tmor i11on i te 
. 
• 
• 
. 
8 .2 
0 .9 
12.3 
6.8* 
. 
52.9 
70* 
75* 
95 
70 
39 
28 
80 
510 
380 
360 
350 
500 
. 
. 
360 
420 
. 
. 
791 
538 
709 
700 
Cary e t a l , 
Kijne e t a l , 
Orchistonj 
Orchiston, 
Orchiston, 
Orchiston, 
Greene. Kelly, 
East, 
Goates and Bennet, 
Orchiston, 
Green-Kelly j 
Van der Marel, 
Kijne, 
Kijne, 
Kijne, 
Kijne, 
, 1964 
, 1964 
, 1953 
, 1953 
, 1954 
, 1954 
, 1962 
, 1950 
, 1957 
, 1954 
, 1962 
, 1966 
, 1969 
, 1969 
, 1969 
( 1969 
Calculated from original data assuming specific surface areas of 500 and 25 
2 —1 
m g for montmorillonite and kaolinite, respectively. 
(1974) for field and laboratory experiments respectively). Surface conden-
sation, in addition to conductive heat transport, may play an important role 
in the surface energy balance at night, compensating for radiative cooling 
and thus maintaining net radiation at a steady minimum level. A brief model 
study on this topic will be discussed in Chapter 6. 
As mentioned before, the latent heat carried by the vapour is usually 
taken into account by the use of a so-called 'apparent thermal conductivi-
ty1, \ • As an example, Figure 3.4 shows its contribution as calculated by 
the De Vries model (eqs 3.43, 3.44), in which \_ can either signify the true 
conductivity of air (for a prediction of \ ) , or the apparent conductivity of 
air, i.e. including vapour diffusion (to yield \ ). Since both vapour 
diffusivity and vapour density are temperature dependent, this also applies 
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to \ • It must be realized however, that these curves represent only the 
case of saturated soil air. In other cases, the effect of vapour movement on 
heat transfer may even be in the reverse direction, such as 'happens when 
vapor diffuses down the gradient of relative humidity towards the warm soil 
surface, which probably occurs commonly at very shallow depth during 
daytime. Then, vapour flow decreases apparent thermal conductivity. For 
these reasons the use of X is avoided in the SALSA model, where an accurate 
description of surface energy fluxes is essential to the prediction of 
temperature and moisture content near the surface. 
Heat flux associated with water transport 
The heat flux through soil with simultaneous water transport is easily mis-
interpreted, and different definitions are possible (De Groot and Mazur, 
1962; Chu et al., 1983). Using eq. (3.48), the flux of free enthalpy can be 
seen as the total heat flux (Katchalsky and Curran, 1965): 
(3.49) j - Tj + E U 1 (W nf2) 
where js is the total entropy flux (by conduction and mass transport) and 
j„ are the different fluxes of water in state i, with chemical potential 
wi 
u • This equation, combined with eq. (3.48), is identical with 
w i 
( 3 . 5 0 ) j - T j - T S E j + H E j (W m""2) Jq J s w Jw w Jw 
where the first two terms on the RHS constitute the so-called 'reduced heat 
flux* (Bolt and Groenevelt, 1972; Kay and Groenevelt, 1974) and the entropy 
Sw refers to a particular chosen state of the water (the enthalpy K^ then 
corresponds to that same state). If the condition is imposed that the water 
after transportation has attained this reference entropy, then this reduced 
heat flux represents the total sensible heat flux due to both conduction and 
change of state. However, if the water is not brought to the Sw~state, the 
choice of this state looses significance, as does the term 'reduced heat 
flux'. 
The last term in eq. (3.50) is the total 'flux of reference enthalpy*, 
carried by the water. For a more extensive discussion of these coupling phe-
nomena in the context of thermodynamics of irreversible processes see sub-
section 3.6.1 and Appendix 4. 
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Neglecting the heat of wetting, and forgetting for a moment the conduc-
tion term, substitution of AHy for (Tjs-T5wjw) in eq. (3.50) yields for the 
local change of soil heat content due to water transport: 
(3.51) [f- (CT)] - - -f" J - - A H f j - T - ( H ] ) (J m"3 s"1) L6t Jw dz Jq,w v dz Jv dz v wJwy 
where j is the vapour flux, j is the total water flux, and jq w is the 
total heat flux associated with water transport. 
In the discussed model, the LHS derivative of this equation is calculated as 
C(5T/bt) and the last term on the RHS is omitted, thus cancelling T(dC/dt) 
against the divergence of II j • It can be shown that this is not a severe 
simplification; it implies the neglect of the part j (5H /dz) of the diver-
gence of j 11 • This term is small indeed: even under a temperature gradi-
W W
 -1 -1 
ent of 100 K m , a flux of 1 mm h would give rise to a temperature change 
of only approximately 0.1 K h . 
Consequently, the latent heat flux in the soil is programmed as: 
* soil heat flux by vapour transport 
DO 1510 I - 1,N 
HFLVAP(I) - LVAP*WFLVAP(I) 
1510 CONTINUE 
Using eq. (3.51) - with the simplification mentioned - as the only term P^  
in eq. (3.41), combination of these equations gives in CSHP statements: 
* total soil heat flux 
DO 1520 I - 1,N 
HFLX(I) = HFLCON(I)+HFLVAP(I) 
1520 CONTINUE 
3.5.3 Convective beat transport in the gas phase 
Recently, Menenti (1984) suggested that free convection of soil air in 
cracked desert soils might contribute to the transport of heat from the soil 
surface downward. The stratification of hot and dry air overlying cool and 
moist air in a soil profile would cause instability, since air density de-
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creases with increasing humidity• The gradient of virtual temperature, i.e. 
the temperature that dry air would have at the actual density and pressure 
of the (moist) air under consideration, thus indicates whether or not insta-
bility might occur. 
In appendix 5 it is shown that the suggested mechanism, heat being sup-
plied to the evaporation front below the surface by descending dry hot air 
which is subsequently transformed into moist cool air-, cannot act if the 
heat required for evaporation is supplied solely by convection. If indeed 
another source of heat would enable evaporation to take place, the contribu-
tion of the convective heat flux should be less than 10%. 
Although thermal convection in the soil gas phase apparently is not im-
portant as a mechanism to transport energy downward during daytime, it sure-
ly needs further study as a process that enhances heat and vapour movement 
at night and in early morning, when temperature gradients are reversed. 
3.6 Transport of water in the soil 
The general flow equation for one-dimensional, liquid water transport 
in the soil is written as 
where p is the pressure potential (Pa), K is the hydraulic conductivity (kg 
m Pa" s~ ), p^ is the density of the liquid, g the acceleration by gravity, 
and 9 the volumetric water content. The moisture characteristic p(0) and the 
hydraulic conductivity function K(0) will be treated in subsection 3.6.2, 
along with the so-called fmatrie flux potential1 concept. The latter is a 
combination of the p(9) and K(9) functions, that may be used as a substitute 
for these; this substitution offers several advantages. 
Since moisture transport near the soil surface is rarely isothermal, 
attention must be paid to the phenomenon of coupling between heat and mois-
ture fluxes in analogy to the discussion concerning the soil heat flux 
(3.5.2). As demonstrated in Chapter 2, various models that include coupling 
phenomena have been published, and some aspects have been evaluted quantita-
tively recently by simulation studies (e.g. Milly, 1984; Hopmans and Dane, 
1985). Nevertheless, it is felt that a thorough analysis is required here. 
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This a n a l y s i s ( s u b s e c t i o n 3 . 6 . 1 ) y i e l d s a new connec t ion between the c l a s s i -
c a l a p p r o a c h e s , u n d e r s c o r i n g the f i n a l conc lus ion t h a t in the l i q u i d phase , 
t r a n s p o r t due t o a t empera tu re g r a d i e n t can be n e g l e c t e d . For i t s c o u n t e r -
p a r t , the t r a n s p o r t of h e a t a s s o c i a t e d wi th water t r a n s p o r t , see 3 . 5 . 2 . In 
appendix 4 , the invo lved Onsager r e c i p r o c a l r e l a t i o n s a r e d i s c u s s e d in the 
c o n t e x t of thermodynamics of i r r e v e r s i b l e p r o c e s s e s ( T I P ) . 
The e q u i v a l e n t of e q . ( 3 . 5 2 ) for vapour t r a n s f e r i s e x p r e s s e d a s 
ftfl A dp (6 ,T) 
( 3
-
5 3 )
 Pi oT ~ h ( De(9'T> - ^ d T — } ( k g » 8 > 
where pv is the vapour density (kg m ) and D the effective vapour diffu-
2 — 1 
sivity (m s ). In analogy to the case for liquid transfer, some comments 
will be given on the theory of coupling and on the relation Pv(9) (3.6.3); 
also the effective diffusivity De, Including the various enhancement 
mechanisms that have been discussed in literature (3.6.4), will be touched 
upon • 
The combinat ion of eqs ( 3 . 5 2 ) and ( 3 . 5 3 ) c a s t i n t o CSMP s t a t e m e n t s g i v e s 
* s o i l water f l u x d i v e r g e n c e ; r a t e of change of moi s tu re c o n t e n t 
DO 1480 I - 1, N 
DIVWFL(I) - (WFLX(I+1)-WFLX(I))/TCM(I) 
WRCH(I) - DIVWFL(I)/RH0L 
1480 CONTINUE 
3 . 6 . 1 Coupling: n o n - i s o t h e r a a l transport in t h e l i q u i d p h a s e ; t he formu-
l a t i o n of p(Q,T) 
In s o i l s l i t e r a t u r e , two d i f f e r e n t approaches have been followed to 
analyse coupling between mass and heat t r a n s p o r t : the 'mechan i s t i c ' approach 
by Krischer and Rohnalter (1940) and P h i l i p and De Vries (1957) on the one 
hand, and the 'thermodynamic' approach on the other hand (Taylor and Cary, 
1964; Cary, 1965; Weeks, 1968). 
Mechanist ic approach 
The mechanis t ic a n a l y s i s employs the concepts of f l u id mechanics and heat 
conduct ion. Using the g rad ien t of the h y d r o s t a t i c pressure (here tensiometer 
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pressure p) as the only driving force for liquid flow, Philip and De Vries 
indicated that at constant value of the volumetric water content 9, a T-
gradient should induce a liquid flow in the direction of the cold side, 
following the effect of temperature on the surface tension y* They divided 
the flux due to a tensiometer pressure gradient into two components, one due 
to a gradient of the water content, and another due to a temperature 
gradient: 
(3.54)
 h - -K(|f)T g- - K(|f)e £ (kg .-V») 
where p, the pressure component of the to ta l water potent ia l , actual ly i s 
the Laplace pressure jump Ap across a curved l iquid-gas interface; Ap i s 
dictated by the re la t ion between equivalent pore radius Rr wetting angle <t> 
and the in ter fac ia l tension of the l iquid-gas inter face , Yie> according to 
(3 .55) Ap = - - cos $ . Y l g (Pa) 
The derivative (5p/5T) as used in eq. (3,54) now follows directly from dif-
ferentiation of eq. (3.55) with respect to temperature: 
<3-56> (ff)e " ^ ^ (Pa K_1> 
where the wetting angle is kept constant. Since Y-, decreases with increas-
ing temperature, it follows (with p negative) that the 'thermal liquid dif-
fusivity* D^ n q = K(5p/dT)Q, causes water to flow in the direction of de-
creasing temperature. 
Experimental evidence of the temperature dependence of p(9) has been 
reported by several authors. In general, a hyperbolic relationship of the 
form (op/dT) =* a (9-b)""1 + c can be fitted to the data (Ritsema, 1985). The 
empirical constants a, b and c, as calculated from the original data, are 
listed in Table 3.7 to give an impression of the magnitude of the tempera-
ture effect on extramatric liquid pressure. It will be clear that this rela-
tion is only meant to summarize the data and has no direct physical signifi-
cance, as appears for 9 approaching the b-value. 
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Table 3.7 Constants in empirical (5p/dT) - 9 relationship, eq. 4.13 
a (Pa K"1) c (Pa K""1) 
Sand 
Fine sand 
Silt 
Fine silt 
Sandy loam 
Silt loam 
Silt loam 
Silt loam 
6.90 
0.40 
8.40 
37.50 
13.60 
277.20 
44.40 
104.20 
.069 
.035 
.085 
.000 
.150 
.000 
.210 
.180 
-32 
+17 
+240 
-97 
-46 
-1249 
-167 
-512 
Constantz, 1982 
Wilkinson and Klute, 1962 
Wilkinson and Klute, 1962 
Chahal, 1965 
Constantz, 1982 
Taylor and Stewart, 1960 
Haridasan and Jensen, 1972 
this report 
Thermodynamic approach 
The thermodynamic analysis involves the use of the general framework of 
thermodynamics of irreversible processes, TIP, together with the Clapeyron 
equations to formulate the coupling coefficients. Selecting again the gradi-
ent of the tensiometer pressure p as the superficial driving force, Bolt and 
Groenevelt (1972) and particularly Kay and Groenevelt (1974) indicated that 
at a constant value of this tensiometer pressure, a T-gradient would induce 
liquid flow from the cold to the warm side, i.e. in the opposite direction 
from the situation sketched above. The reasoning of these authors is elabo-
rated upon below. 
On the basis of the local entropy of soil water, many different phases 
could be distinguished, amongst others comprising ice, bulk liquid and va-
pour. For the present purpose, only the liquid phase is considered in more 
detail. On the scale of a pore then, a gradual change in local entropy can 
be found within the liquid phase: it decreases as the solid-liquid interface 
is approached as a result of the force field extending from the solid sur-
face. Thus an infinity of subphases could be defined. For each subphase i, 
the macroscopic gradient in chemical potential u , is expressed as a linear 
w 
combination of pressure and temperature g rad ien t s by the Gibbs-Duhem equa-
t i o n : 
da W i dT d p i (3 .57) - _ i . « - s . %L
 + v . -r^ dz i dz i dz 
(J kg'V"1) 
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where S^, V., and p* are the p a r t i a l s p e c i f i c entropy, volume and pressure 
r e s p e c t i v e l y . This impl ies that the pressure gradients are d i f f e r e n t for the 
d i s t i n g u i s h e d subphases when a temperature gradient e x i s t s . Kay and 
Groenevelt (1974) s i m p l i f i e d t h i s p ic ture by d i s t i n g u i s i n g two phases of the 
l i q u i d water: the , e x t r a m a t r i c , water, i . e . water outs ide the force f i e l d 
emanating from the s o l i d phase, and water under d i r e c t inf luence of these 
surface f o r c e s . For b r e v t i y , the l a t t e r w i l l be c a l l e d 'matr ic ' water, a l -
though i t i s s t r e s s e d that both phases may be present a t the same time w i t h -
in the s o i l matrix . 'Extramatric' water i s the water as present in a measur-
ing d e v i c e , such as a psychrometer or a tensioraeter. The measured t e n s i o -
meter pressure gradient i s a gradient in the pressure p of the ' extramatr ic ' 
l i q u i d , in equi l ibr ium with the s o i l water ( i . e . a l s o a t the same l o c a l tem-
perature! ) . 
If now, fo l lowing Kay and Groenevelt (1974) , Vp i i s used as the dr iv ing 
force to be balanced by the f r i c t i o n forces a r i s i n g during movement of the 
l i q u i d phase(s ) i , thermal osmosis may be ascr ibed to the d i f f erence between 
Vp and Vp. . Such a d i f f erence must come about for non-zero values of VT, as 
w i l l become c lear in the f o l l o w i n g . The condi t ion of l o c a l thermodynamic 
equi l ibr ium impl ies that the chemical p o t e n t i a l s \i are the same for a l l 
Wi 
subphases. If then the water, present in the s o i l system, i s s a t i s f a c t o r i l y 
t y p i f i e d by some average value of the 'matric 1 phase pressure p'(^p) and 
s p e c i f i c volume V « V, combination of t h i s equi l ibr ium condit ion with eq 
( 3 . 5 7 ) y i e l d s the well-known Clapeyron equat ion: 
( 3 . 5 8 ) V(dp-dp f) = (S-S')dT = AH ^ (J kg"1) 
a i-
where S' is the partial specific entropy of liquid in the 'matric' phase, 
and S represents the same quantity for the 'extramatric' phase; the positive 
value of the heat of wetting AH^ = T(S-Sf) , signifies that dpf < dp for dT 
> 0. Thus thermoosmosis (dp = 0!) is directed towards the warm side. It fol-
lows then directly that the last RHS term of eq (3.54) overestimates the 
thermally induced liquid flow, since Vp' should be used as the driving force 
instead of Vp. Some measured values of AH were listed in Table 3.6. 
a 
Connecting mechanistic and thermodynamic approaches 
Clearly, the appearance of a VT driven flux in eq (3.54) is, within the con-
text of the mechanistic approach, incurred by the substitution of V9 for the 
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assumed primary dr iv ing force for the l i q u i d phase, Vp. As such i t has no 
d i r e c t r e l a t i o n with the coupling phenomenon in fe r red within the context of 
TIP, when cons t ruc t ing the matr ix of f luxes and conjugated f o r c e s . As was 
shown by Kay and Groenevelt and summarized in the previous s e c t i o n , such a 
coupling should indeed be expected when Vp i s used as the ove ra l l d r iv ing 
force conjugated to the l i q u i d f lux ; i t s form i s then found with the help of 
eq ( 3 . 5 8 ) . 
As a r e s u l t , the a c t u a l VT driven f lux a t constant 0 must be found by 
summing up of both e f f e c t s discussed above. By making use of the ex tens ive 
a n a l y s i s by Kay and Groenevelt (1974) and Groenevelt and Kay (1974) on the 
one hand, and of the thermodynamics of the s o l i d - l i q u i d i n t e r f a c i a l region 
on the other hand, i t may be shown tha t in add i t ion to having opposite d i -
r e c t i o n s , the magnitude of the two VT driven f luxes i s l i k e l y to be of the 
same o rde r . The requ i red a n a l y s i s , descr ibed in more d e t a i l in Appendix 3 , 
involves the r e l a t i o n between the i n t e r f a c i a l t ens ions of the g a s - l i q u i d and 
l i q u i d - s o l i d i n t e r f a c e s , and t h e i r r e s p e c t i v e temperature dependences. As a 
r e s u l t , f i n a l l y the connection between the two approaches sketched above a p -
pears a s : 
(3 .59) (dp) e = ( g - ) e dT =* ^ dT (Pa) 
Combination of eqs (3.58) and (3.59) shows that the assumed average driving 
force for flow of 'matric1 water, Vp1, must be zero. As indicated in Appen-
dix 3, this result is based upon the assumption that all soil water be in 
the matric state, and that Vp' therefore is the overall driving force. It 
may now be objected that this assumption is not realistic; it can be shown, 
however, that for any schematized division of soil water into two subphases, 
the driving forces on the respective subphases due to a temperature gradi-
ent cancel each other (Appendix 3). It must be added that in reality of 
course not only the driving forces, but also the mobilities of water in the 
different phases determine the fluxes, and that as a result the flow towards 
the cold side will win out in the situation with V9 = 0. Presently, this 
difference is neglected, assuming that the qualitative analysis of compensa-
tion gives enough justification for doing so. It is stressed that the previ-
ous analysis directly leads to the conclusion that the widely accepted 
Philip and De Vries formulation of thermally induced liquid flow does not 
take into account true coupling in the thermodynamic sense; such coupling 
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a r i s e s from the re la t ion between pressure and entropy differences between 
the distinguished phases (eq. 3.58). 
The remaining driving forces for l iquid water movement now are 
(5p/d0)TV9 and ( d p ' / d O ) . ^ f0r the two-phase s i t ua t ion , and only the l a t t e r 
term if a l l water i s assumed to be in the 'matric* s t a t e . According to the 
Clapeyron equation (3 .58) , the der ivat ives (5p/d9) and (dp' /o^) must be 
equal, and they simply represent the slope of the well known moisture char-
a c t e r i s t i c curve (next subsect ion) . This slope i s used in the discussed 
model to calculate water flow in the l iquid phase. 
Having eliminated the gradient of temperature as a subs tant ia l driving 
force for movement in the l iquid phase, the dependence of (dp/59) on tem-
perature s t i l l remains. This r e l a t ion can hardly be analysed on a t h e o r e t i -
cal bas i s , the moisture cha rac t e r i s t i c i t s e l f be-ing an empirical datum. Em-
p i r i c a l r e s u l t s are therefore invoked here to study th i s de r iva t ive . Data 
from different authors , applying to a wide range of s o i l s , 9-values and tem-
peratures were analysed, and the r e s u l t s are shown in Figure 3 .5 . 
1.5-
1.0-
0.5 
T J I T J / H 
10 20 30 
r*£i / <k£\ 
To" 50 
temperature (°C) 
Figure 3.5 The ratio 1"0"QJT / [§Q)20 °C v e r s u s temperature as calculated 
from literature data, applying to a variety of soil water contents, o silt 
loam, Haridasan and Jensen (1972); p silt loam, Taylor and Stewart (1960); x 
fine sand, Wilkinson and Klute (1962); A silt, Wilkinson and Klute (1962); A 
sandy loam, Constantz (1982); + silt loam, this report; * fine silt, Chahal 
(1965). 
- 66 -
This figure shows as a function of T the ratio of (dp/59) to its value at 
a reference temperature (20 °C). In view of these results, it seems impor-
tant to take temperature into account when calculating p(9). However, since 
Vp is multiplied by K in calculating the flux, the K(T) relation also must 
be studied in this context. As Kg is inversely proportional to the temper-
ature-dependent viscosity of liquid, the ratio of viscosity T)(T) (see also 
3.6.2) to its value at reference temperature TQ is plotted in Figure 3.5 as 
well, showing that both effects mentioned tend to compensate one another: 
(3.60) ^ - j 
O 
o 
Hence the temperature dependence of the moisture characteristic slope is not 
taken into account in the SALSA model. 
3.6.2 The moisture characteristic, hydraulic conductivity and matric flux 
potential 
The moisture characteristic 
The relation between moisture content and pressure potential is determined 
by soil texture and structure. Empirical and semi-empirical models have been 
proposed to express the moisture characteristic on the basis of these prop-
erties (e.g. Arya and Paris, 1981; Gupta and Larson, 1979) but a main prob-
lem remains the distribution of total pore space over the fractions related 
to particle size classes and those related to structure. In the present 
model it is therefore preferred to use measured relationships, which may be 
specified in the form of an analytical expression. The function proposed by 
Van Genuchten (1980) is employed here, as it can be fitted to curves from a 
wide range of soils: 
(3.61) p « - — [ a - 1J 
where S is the relative saturation according to 
9 - 9 
(3.62) S " r 
(Pa) 
9 - 9 
s r 
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with 9 and 0 as the residual moisture content and the moisture content at 
r s 
saturation, respectively. The parameters a, n, and 6 can be determined for 
a given set of p(9) measurements by the optimisation procedure SOHYP 
(Van Genuchten, 1979)• The parameter a appears to be related to soil struc-
ture, and n and 9 to texture; m is defined by m = 1-1/n. For the present 
purpose, data from a number of soils, covering a wide range of textures, 
have been analysed using SOHYP, resulting in the sets of parameter values 
listed in Tabel 3.8. A distinct advantage of Van Genuchten1 s function is 
that it allows one to use the theoretically based K(9) model given by Mualem 
(1976), as elaborated upon by Van Genuchten (1980). 
At very low water contents, the above concept presents some difficul-
ties, as it is based on transport in the liquid phase only. By eqs. (3.61) 
and (3.62), the residual water content 9r is defined as the moisture content 
where an infinitely high pressure must be exerted to liberate more water 
from the matrix. At infinitely low pressure potential however, no vapour 
transport could occur either, since the vapour concentration would approach 
zero. Of course this paradox is due to the fact that liquid continuity and 
mobility ceases at very low 9-values. Therefore 9 has no physical meaning 
in terms of pressure and should not be used as such. 
In the model SALSA, the above set of equations is used down to the 
(quite arbitrary) pressure potential of -1.5 MPa, where the relative hu-
midity h is still approximately 100%. For moisture contents lower than the 
corresponding 9^  ^, liquid pressure is calculated from relative humidity, 
making use of the Kelvin equation (eq. 3.73) and adsorption isotherms for 
water to soil particles. (The liquid pressure is then only of interest for 9 
> 9 ; at lower 9, hydraulic conductivity is set to zero and pressure is not 
a relevant variable). The adsorption isotherms will be discussed in 
subsection 3.6.3. 
Hysteresis 
A theoretical concept of hysteresis to be used in the study of diurnal top-
soil behaviour should take into account the hysteresis in both the p(9)T and 
the P(T)Q relations. The former represents the classical hysteretic behav-
iour, for which some theoretical models have been formulated (Poulovassilis, 
1962; Mualem, 1973; Mualem and Morel-Seytoux, 1978). Evidence of the latter 
case, for brevity called 'thermal' hysteresis, was reported already by Moore 
(1940), Gardner (1955), Taylor and Stewart (1960), and Richter (1972), and 
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was also found for Swifterbant silt loam in the study discussed in this re-
port. However, observations are inconsistent. In addition to the well-known 
'pore neck1 explanation, both classical and •thermal' hysteresis are possi-
bly related to wetting angle hysteresis and changes in soil structure. Rose 
(1971) reported on hysteresis down to very low moisture contents, in the 
range of physical adsorption (p « -1 GPa) where significant liquid movement 
is unlikely; from this observation it can be expected that other than 'pore-
neck' mechanisms are involved. 
Although it is recognized (Chapter 5) that hysteresis may play a sig-
nificant role in soil water evaporation cycles (see also Hillel (1976) for a 
simulation exercise), the phenomenon is not included in the model discussed 
in this report; hysteresis is viewed as a refinement at a stage where 
'coarser' effects of soil properties on the surface energy balance still 
have to be generalized. In case the user wishes to incorporate p(0)-p hys-
teresis into the model, the formulation by Dane and Wierenga (1975) seems to 
be attractive, although computation costs will rise dramatically. 
Hydraulic conductivity 
For the description of moisture flow in simulation models, the K(9) relation 
can be introduced In different ways. One possibility is the use of a tabu-
lated K(0) function, obtained by direct measurement. Various techniques are 
available for the measurement of hydraulic conductivity, most of which are 
fairly time-consuming. Rather fast is the 'hot air method', which however 
may easily yield erroneous results, if the proper precautions are not taken 
(Van Grinsven et al., 1985). Aside from its rapidity - the large field vari-
ability in K requires numerous measurements - a major advantage of this 
method is that the K(0) relation is also obtained for relatively low 6-
values. This is especially of interest in the present context, where evapo-
ration rather than infiltration cases are studied. 
As an alternative to the specification of tabulated K(9) data, one 
might use parameters, obtained by fitting an expression to such data. A 
third possibility would be to make use of one of the (semi-) empirical mod-
els that relate hydraulic conductivity to the moisture characteristic curve, 
and usually involve as a 'matching point' a K-value near saturation (Brooks 
and Corey, 1964; Jackson, 1972; Campbell, 1974; Mualem, 1976). 
In the SALSA model, the K(8) function can either be specified as a 
table of measured data, or be calculated on the basis of the model by Mualem 
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(1976), using eqs. (3.61) and (3.62) to express the moisture characteristic. 
The resulting equation for the hydraulic conductivity reads: 
(3.63) K - K S * (1 - (1 - S 1 / n) n) 2 (kg n^Pa-V 1) 
where K_ i s the conduc t iv i ty a t s a tu r a t i on and S and ra a re defined as for 
e q s . (3 .61) and ( 3 . 6 2 ) . This implies tha t K i s zero for 0 < 0 r . Averaging of 
K-values a t the i n t e r f a c e s of two neighbouring compartments in the model i s 
done by using the square r o o t from the product of the two K-values (Vauclin 
e t a l . , 1979). 
Aside from moisture con ten t , a l s o temperature a f f e c t s the hydrau l ic 
conduc t iv i ty , s ince the v i s c o s i t y r\ (Pa s) i s temperature dependent (see 
Figure 3 . 6 ) . The K(T)Q function i s usua l ly expressed s a t i s f a c t o r i l y by the 
r e l a t i o n 
"(T ) 
(3 .64) KQ(T) = Ke(TQ) ^ f Y " <kS if1**'1*'1) 
where T i s a re ference temperature ( P h i l i p s and De Vr ies , 1957; Haridasan 
and Jensen, 1972; Rahi and Jensen, 1974; Saha and T r i p h a t h i , 1979). Constanz 
(1982) r epor t ed a s t ronger temperature inf luence than predic ted by t h i s r e -
l a t i o n , and other e f f e c t s than the above mentioned may be p re sen t , but a re 
no t adopted in the model. 
As shown in Figure 3.5 and discussed in 3 . 6 . 1 , the TI(T) r e l a t i o n a p -
pears to counterac t the e f f ec t of temperature on the slope (dp/50) . Al-
though t h i s compensation i s only a rough approximation and considerable 
s c a t t e r and incons is tency occur in the repor ted data of both K(T) 
and f(T) = (op/50) , i t seems warranted to exclude both funct ions from the 
s imulat ion model. In view of t h i s , i t was t e s t e d to what ex ten t a d i f ference 
in slope between the two funct ions a f f e c t s hydrau l i c behaviour of the t o p -
s o i l . The e f f ec t appeared n e g l i g i b l e , and hence the temperature cor rec t ion 
was omitted from the model. 
Matrie f lux p o t e n t i a l 
According to Darcy's law, the f lux dens i ty equation for flow in the v e r t i c a l 
conta ins the sum of a . 'mat r ic ' component and a g r av i t y component: 
(3 .65) j ~ -K & +
 P l gK (kg nf V " 1 ) 
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For the case where gravity is neglected, the flux by the ma trie tern can be 
written as the gradient of a 'potential* $, called 'matric flux potential' 
(Raats, 1970), This matric flux potential is defined as 
o 
(3.66) £> s / K(p) dp (kg in""1 s"1) 
As the transport coefficient K is incorporated into $, the latter is not a 
true potential in the sense that its gradient should represent a force per 
unit mass or per unit volume; the name is therefore somewhat misleading. The 
transformation involved is also called the Kirchoff transform. Klute (1952) 
introduced the concept into soil physics, and it has been used since in 
mainly analytical solutions of the flow equation for infiltration from 
point, line or volume sources (e.g. Philip, 1971; Warrick, 1974; Raats, 
1977). As the integral in the above equation converges for realistic K(p) 
functions (Raats and Gardner, 1971), the $(p) and also $(9) curves all show 
the same characteristic shape (See Chapter 4). 
In numerical simulation, the use of the matric flux potential has some 
advantages over the K-p formulation (Shaykewich and Stroosnijder, 1977). The 
major gain is due to the fact that averaging of transport coefficients, a 
problem encountered in numerical solutions of the flow equation (e.g. 
Vauclin et al., 1979), is avoided. This is especially advantageous to the 
simulation of the evaporation process and of infiltration into dry soil, 
where very large potential gradients occur; in such cases it is difficult to 
choose a representative K(0) value, which may result in significant errors 
in the calculated flux (numerical overshoot). The use of $ also saves some 
computation time, since only the $(9) function is used instead of both K(9) 
and p(9), and the averaging procedures are left out. Moreover, the $(9) 
curve is more easily interpreted in terms of fluxes than a combination of 
K(9) and p(9), and an additional advantage is that the $(9) function can be 
measured directly over a wide range of 9 by a relatively easy procedure, 
proposed in this report (Appendix 6). 
A drawback is that the matric flux potential concept is only valid for homo-
geneous soils; it also looses its physical significance if hysteresis in the 
p(9) function occurs, and if the driving force for liquid movement would be 
affected by temperature or by the temperature gradient, which however is 
supposed not to be the case (see 3.6.1). 
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In the present model, either the $(0) or the K(0)-p(0) option can be 
chosen. In the former case, $(0) can be given in tabulated form, or can be 
specified by an analytical function, involving two empirical constants: 
(3.67) *(9) -A x 
x + B 
(kg m"1 s"1) 
where x i s def ined as x = 1 - 0/0 • The s ca l e parameter A i n d i c a t e s the 
maximum s t a t i o n a r y f l u x that can be a t t a i n e d through a s o i l s lab of t h i c k -
n e s s u n i t y , and the ' s a t u r a t i o n constant* B i s r e l a t e d to the shape of the 
curve. Table 3 .8 l i s t s these c o e f f i c i e n t s for a number of s o i l s ; i t may be 
mentioned that e q . ( 3 . 6 7 ) very w e l l approximates the $ (0 ) curve for almost 
every s o i l given in the table included here (wi th in 3% inaccuracy) . So under 
the assumptions mentioned above, an extremely simple r e l a t i o n s h i p s u f f i c e s 
to descr ibe the transport of l i q u i d in the s o i l . 
This s u b s e c t i o n ' s contents as expressed in CSMP statements i s l i s t e d 
below. A d d i t i o n a l l y , a parameter SCALE i s introduced to a l low for easy 
changes in hydraul ic s c a l e , a f f e c t i n g moisture c h a r a c t e r i s t i c , conduct iv i ty 
and matric f lux p o t e n t i a l . The subject of s c a l i n g w i l l be d i scussed in 
Chapter 4 . 
* s o i l water pressure 
IF (IFMFLP.EQ.1.AND.IFGRAV.EQ.0) GOTO 1080 
DO 1035 I » 1,N 
= (W(I)-WRES(I))/(WSAT(I)-WRES(I)) 
1035 
1040 
1045 
WREL(I) 
CONTINUE 
IF 
DO 1045 
IF 
P ( D 
1047 
(IFMFLP.EQ.l) GOTO 1050 
I - 1,N 
(W(I).LT.W15(I)) GOTO 1040 
- - ( l . /VGA(I ) )* (TOEL(I )** ( - l . /VGM(I ) ) - l . ) ** 
( l . /VGN(I ) ) 
GOTO 1045 
P(D 
CONTINUE 
DO 1047 I = 1,N 
P( I ) = P(I)/SCALE 
CONTINUE 
. . . 
RH0L*RGAS*(T(I)+TZER0)*(AL0G(RH(I)))/MH20 
- 73 -
* hydraul ic conduct iv i ty ; Van Genuchten-Mualem 
1050 IF (IFKTB.EQ.l) GOTO 1060 
DO 1055 I = 1,N 
IF (W(I).LE.WRES(I)) K(I)=0.0 
IF (W(I).GT.WRES(I)) K(I)-KSAT(I)* 
SQRT(WREL(I))*(1.-(1.-WREL(I)**(U/V01(I))) 
**VGM(I))**2. 
1055 CONTINUE 
GOTO 1070 
* hydraulic conductivity from table 
1060 DO 1065 I - 1,N 
K(I) - AFGEN(KTB,W(I)) 
1065 CONTINUE 
* 
1070 
1075 
* 
1080 
1085 
* 
1090 
average conductivity 
KAV(l) 
DO 1075 
KAV(.I) 
CONTINUE 
IF 
« 0.0 
I - 2,N 
- SCALE*SCALE*SQRT(K(I-1)*K(I)) 
(IFMFLP.EQ.O) GOTO 1100 
MFLP profile; rational expression 
IF 
DO 1085 
MFLP(I) 
CONTINUE 
GOTO 1100 
MFLP from 
DO 1095 
(IFMTB.EQ.l) GOTO 1090 
I - 1,N 
« -SCALE*MFA*(1.-W(I)/WMF0)/(MF 
table 
I - 1,N 
MFLP(I) = SCALE*AFGEN(MTB,W(I)) 
1095 CONTINUE 
- 74 -
* liquid flux; K-p option 
WFLLIQ(l) « 0. 
IF (IFMFLP.EQ.l) GOTO 1420 
DO 1410 I - 2,N 
WFLLIQ(I) - -KAV(I)*((P(I-1)-P(I))/DZ(I)+RH0L*G) 
1410 CONTINUE 
GOTO 1460 
* liquid flux; MFLP option, gravity included. 
1420 IF (IFGRAV.EQ.O) GOTO 1440 
DO 1430 I - 2,N 
WFLLIQ(I) - (MFLP(I)-MFLP(I-l))/DZ(I)-KAV(I)*RHOL*G 
1430 CONTINUE 
GOTO 1460 
* liquid flux; MFLP option, no gravity 
1440 DO 1450 I - 2,N 
WFLLIQ(I) - (MFLP(I)-MFLP(I-1))/DZ(I) 
1450 CONTINUE 
3*6.3 Coupling: non-isothermal transport in the vapour phase; the fovu-
lation of PV(@,T) 
Vapour transport in the soil plays an important role in the surface 
energy balance in cases where evaporation takes place below the surface, but 
probably also for moist surface conditions at night, when condensation in 
the topsoil may occur. 
This subsection expounds, in a comparison between 'thermodynamic' and 
'mechanistic' formulations, how the driving force for vapour transfer in eq. 
(3.53)- i.e. the gradient of vapour density p(9,T) - is formulated. In this 
treatment, again local thermodynamic equilibrium is assumed between water 
phases in the soil. Probably this is realistic with an exception for ex-
tremely high infiltration rates into coarse soils (Milly, 1982). Furthermore 
the total gas pressure of soil air is assumed to be atmospheric, although 
some caution must be taken on this point (subsection 3.6.4). 
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The density gradient of water vapour can be written as (Philip and De 
Vries, 1957): 
dP 5P AT 5 P A& I 
with on the RHS r e s p e c t i v e l y the s o - c a l l e d 'thermal1 and ' isothermal* terms, 
which w i l l be d i scussed below in t h i s order . 
Vapour dens i ty versus temperature 
The Clapeyron equation for the l iquid-vapour system (Kay and Groenevelt , 
1974) s t a t e s 
— ~ ~ ~ AT
 —
 i 
( 3 . 6 9 ) V dp - V dp » (S - S) dT = AH — (J kg l) 
where p and p are the pressure in the vapour and in the 'extramatric' liquid 
phases, respectively, and V, V and S, S are the specific volume (m kg ) 
and partial specific entropy (J kg" K ) for both phases respectively; AH 
is the latent heat of vaporisation (J kg ). For a more precise description 
of the phases of soil liquid see subsection 3,6,1. 
For thermoosmosis, in this context the transport of vapour due to a 
temperature gradient under the condition dp-0, combination of the universal 
gas law with eq. (3.69) yields 
AH p M 
(3.70) d p ~ — ^ z — dT (Pa) 
RT 
But since it is preferred to use the moisture content 9 as the independent 
variable instead of p, one is interested in the situation where V9=0 and 
VT^O. In analogy to the case treated in paragraph 3.6.1, the driving 
force Vp then is not obtained exactly by eq. (3.70), since the gradient of 
the extramatric pressure, Vp, is not defined to be zero for this situation. 
The term V(bp/oT) as encountered when defining Vp from eq. (3.69), however, 
is two orders of magnitude smaller than V(op/dT) , so the former can virtu-
ally be neglected, and eq. (3.70) remains a valid approximation, also for 
d9=0. Thus in contrast to the discussion of the connection between mechanis-
tic and thermodynamic formulations for the liquid phases, where Vp and Vp* 
had the same order of magnitude but opposite directions, one finds here that 
the two gradients Vp and Vp are of the same direction but of different order 
of magnitude, at constant 9. 
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Furthermore, differentiation of the gas law with respect to temperature 
results in the relation 
(3.71) ^ - f r |f " ^ (kg n"3 K"1) 
RT 
—3 —1 —1 
where p v is the vapour density (kg m ), R is the gas constant (J mol K ) 
and M the specific molar mass of water (kg mol ). So the transformation 
of dp/dT into dp /dT involves a second term on the RHS of eq. 3.71, which 
is negligible under natural field conditions; it represents only approxi-
mately 5% of the first term. This explains the absence of the latter term in 
the analysis by Jury and Letey (1979). Now the combination of eqs. (3.70) 
and (3.71) gives, with the simplifications mentioned, the expression used by 
Jury and Letey (1979): 
op AH p M AH p M 
(3.72) ^ " - T T - ' - T - r (kg m~3 IT1) 
R T R T 
-1 * -1 
(where AH i s expressed in J kg and AH in J mol ! ) . The terms on the 
LHS and RHS of eq. ( 3 . 7 2 ) , multiplied by VT, represent the driving forces in 
respect ive ly the 'mechanistic1 formulation (Phi l ip and De Vries, 1957) and 
the 'thermodynamic' terminology ( e . g . Cary, 1963) of the so-ca l led thermal 
vapour f lux . 
Usually, as also in the present case, the derivative ( O P V / O T ) Q is cal-
culated as h(5pvs/5T), where h is the relative humidity and p v g is the sat-
urated vapour density. This implies the assumption that the term p_(dh/dT) 
is negligible, as was also mentioned by Philip and De Vries. This is in ac-
cordance with results found by Cary et al. (1964) and Kijne and Taylor 
(1964), who showed that at constant gravimetric water content the relative 
humidity h changed by only 1-5% of its average value, for temperatures 
ranging from 15 to 35 °C (Figure 3.6). However, few experimental data are 
available to verify the general validity of this behaviour for soil materi-
als. 
In Appendix 3, Figure A3.1 visualizes the theory of coupling as treated 
above and in subsection 3.6.1. 
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W (kg water/kg dry soil) 
0.03 n 
o 14 °C 
x 34 oC 
0.02-
0.01-
0 
o 
x 
O 
x 
O 
x 
O 
0 
— I 1 1 1 1 1 1 I 1 
0.2 0A 0.6 0.8 1.0 
P/Po 
Figure 3.6 Ajdsorption isotherms for water on Millville silt loam at two tem-
peratures, after Cary et al (1964). 
Vapour density versus water content 
At soil water pressures below -1.5 MPa, common at the soil surface, the de-
crease of relative humidity has a marked effect on vapour density in the 
soil atmosphere. Vapour fluxes then may be governed by the gradient in rel-
ative humidity and the second term in eq. (3.68) becomes important. Without 
this term, soils with a dry surface would not loose water during daytime, at 
least not by diffusion. 
The derivative dpv/d9 can be replaced by Ps(oh/o0). In modelling, the 
relative humidity h(0) is usually calculated by combination of the Kelvin 
equation: 
(3.73) h = exp (£=•) 
with a given moisture cha rac t e r i s t i c (4> i s the moisture potent ia l in 
J kg ) . Here i t i s preferred not to do so, since the p(0) curve often i s 
based exclusively on measurements a t higher 6-values and hence must be 
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extrapolated to the range of interest, where the curves are extremely steep. 
Instead, it seems more appropriate to employ adsorption isotherms of water 
to clay minerals, combined with an estimate of the clay content of the soil. 
Some of these adsorption isotherms are depicted in Figure 3.7, showing the 
characteristic sigmoidal shape found for soil materials (Thomas, 1928; 
Orchiston, 1954; Rose, 1971; Scotter, 1976). 
W (kg water/kg dry clay) 
0.5i 
1. montmorillonite 
2. illite 
3. kaolinite 
P/Po 
Figure 3.7 Adsorption isotherms for water on different clay minerals, after 
Orchiston (1954). 
The clay content of soil materials largely determines the gravimetric 
water content at given relative humidity, as is well known from moisture 
characteristics. At low relative humidity (h<0.8), the thickness of the 
water layer on the surface of clay platelets does not differ much from one 
clay mineral to another, although the species of adsorbed cations present 
may have a considerable influence (Table 3.9). In general, a monolayer of 
water molecules is thought to be adsorbed at h - 0.2, and twice the amount 
of water at h = 0.6 (Quirk, 1955; Orchiston, 1954; Vershinin et al., 1969). 
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The large differences in specif ic surface area of the various clay minerals, 
however, are re f lec ted in the different isotherms. As i s well known, the 
specif ic surface area of the different clays var ies over about two orders of 
magnitude, in the following order: 5-50, 50-200 and 200-800 m2g -1 for r e -
spectively kao l i n i t e , i l l i t e and montmorillonite. 
For application in the SALSA model, the exact shape of the isotherm i s 
not re levant , and the curves are simplified to a set of l inear segments, 
charecterized by a single parameter A. This parameter represents the g rav i -
metric moisture content (mass of l iquid per mass of clay) a t h -0 .8 . The cor-
responding volumetric water content i s then calculated on the basis of the 
mass of clay per uni t volume of bulk s o i l , and i s here indicated by 630 (-30 
MPa being the pressure equivalent of a r e l a t i v e humidity h=0.8). A-values 
for different so i l materials are l i s t e d in Table 3.9, along with the mois-
ture content a t 11-0.2. I t wi l l be clear that also the influence of other ad-
sorbing agents , e . g . hygroscopic s a l t s , on the moisture regime can eas i ly be 
taken into account in th i s manner. 
Table 3.9 Character is t ics of adsorption isotherms: gravimetric water content 
a t r e l a t i v e humidities of 0.2 and 0 .8 . 
h«0.2 h=0.8 
kg H20/kg dry s o i l 
loamy sand 
g l a u c o n i t e sand 
M i l l v i l l e s i l t loam 
1 1 
Ca s a t . chernozem 
Hilo s o i l 
i l l i t e 
c lay 
L i - k a o l i n i t e 
k a o l i n i t e 
montmoril lonite 
Ca-mon tmor i l l o n i t e 
Na-mon tmor i1Ion i te 
Li-montmori l lonite 
NH^-montmorillonite 
0.01 
0.015 
0.010 
0.049 
0.05 
0 .05 
0 .03 
0.003 
<0.005 
0 .13 
0 .12 
0.04 
0 .13 
0.06 
0.025 
0 .06 
0.024 
0.092 
0 .12 
0 .08 
0 .08 
0.008 
0.005 
0 .30 
. 
. 
. 
. 
Scot t er , 
Orchiston, 
Cary e t a l , 
Vershinin e t a l , 
Wadsworth, 
Orchiston, 
Scotter j 
Jurinak, 
Orchiston, 
Orchistonj 
Kijne 
Kijne, 
Kijne 
Kijne, 
1976 
1954 
. 1964 
, 1966 
, 1944 
, 1954 
, 1976 
, 1963 
, 1954 
, 1954 
, 1969 
, 1969 
, 1969 
, 1969 
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As liquid pressure drops below -1.5 MPa ('wilting point1, h * 0.99) 
relative humidity starts departing from unity and hence this point, indi-
cated by 9i c, is another mark to characterize the adsorption isotherm. So 
finally the model calculates h(0) by the equations 
(3.74) 
ep. 0.8 
f P c c 
for o < e < e 30 
(3.75) h ~ 0.8 + 0.2 (• 
e - e 30^ 
01.5 * 930 
for 9 3 0 < G < 0 
(3.76) 1.0 for 9 < 9 
where p^ is the specific density of the liquid and f p the mass of clay per 
unit of bulk soil volume. 
Isotherms by definition are valid for a specified temperature. The use 
of a given isotherm over a range of temperatures to calculate h(9) therefore 
may raise some doubt. Nevertheless, as mentioned before in this subsection, 
experimental evidence suggests that (dh/6T)Q is negligible and that the use 
of a single isotherm can be justified here. 
In CSMP statements: 
* 
1000 
1005 
1010 
1015 
1020 
soil vapo 
DO 1020 
VPDS(I) 
IF 
RH(I) 
GOTO 1015 
IF 
RH(I) 
GOTO 1015 
RH(I) 
VPD(I) 
CONTINUE 
RHS 
I - 1, N 
=* AFGEN(VPDSTB,T(I)) 
(W(I).LT.W15(I)) GOTO 1005 
= 1.0 
(W(I).LT.W30(I)) GOTO 1010 
= 0.8 + 0.2*(W(I)-W30(I))/(W15(I)-W30(I)) 
- HRH(I)*W(I)*0.8 
- RH(I)*VPDS(I) 
= RH(1) 
- 81 -
3.6*4 The transport coe f f i c i ent of water vapour in s o i l ; enhancement e f -
f e c t s 
Diffusion enhancement 
The transport of water vapour in soil is still subject to extensive discus-
sion and the mechanisms involved are not fully understood yet. First, a 
short review on vapour diffusion is given, and subsequently some comments 
are made on convective mass transfer in the gas phase. 
Originally, water vapour was viewed as an inert gas, the diffusion of 
which is determined by the concentration gradient and Da, the diffusivity of 
vapour in free air (Krischer and Rohnalter, 1940): 
dp 
(3.77) j . -
 D v a f -JL (kg m'V 1) 
v a a dz 
where a, f , and v are correction factors for tortuosity, air filled pore 
space and mass flow, respectively. Many experiments however nave shown that 
the actual water vapour flux exeeds considerably the estimates made on the 
basis of molecular diffusion and the density gradient, determined by the 
bulk temperature gradient. This phenomenon is referred to as 'enhancement1 
of vapour transfer. Several explanations have been proposed. Philip and De 
Vries (1957J, after distinguishing between a 'thermal1 and an 'isothermal' 
component of the density gradient (eq. 3.68), suggested that enhancement is 
caused in the thermal term by two effects. One is the interaction between 
vapour and liquid; transport is increased by condensation on the 'warm' end 
of so-called 'liquid islands', accompanied by evaporation at the 'cool' end. 
The other effect would be the difference between local temperature gradient 
in the gas phase and the bulk soil temperature gradient. These authors for-
mulated the thermal vapour flux by 
op 
(3.78) ]„ - -((f + f(a)8) v 5 Da — ^ } £ (kg rf2 s"1) 
'V a a 5T J dz 
and designated the term in major brackets as the 'thermal vapour diffu-
sivity'. In the above equation, f(a) is a function to account for liquid 
continuity, and Z, is a correction function for the local temperature gradi-
ent. Both f(a) and £ are defined more precisely but it is thought not rele-
vant to cite the equations here. 
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Cary (1963) , on the other hand, used a phenoraenological c o e f f i c i e n t p 
to account for a l l l o c a l i n t e r a c t i o n s , without attempting to expla in the e n -
hancement phenomenon in further d e t a i l , and wrote the vapour f l u x as 
M
 P AHv dT ( 3 . 7 9 ) J - -p D
 2 i " *± (kg E T V 1 ) v a _ _ clz R T 
( for the der ivat ion and the use of symbols see subsect ion 3 . 6 . 3 ) • 
So p i s simply the r a t i o of the measured vapour f l u x to the f l u x , c a l c u l a t e d 
for molecular d i f f u s i o n through f r e e , saturated a ir under the same tempera-
ture grad ient . Hence i t not only accounts for the enhancement e f f e c t s men-
t ioned , but i t a l s o inc ludes the correc t ions for pore space and path l e n g t h . 
The combination of e q s . ( 3 . 7 2 ) , ( 3 . 7 8 ) and ( 3 . 7 9 ) shows that Cary's p 
should correspond to the term ( f a + f ( a ) 0 ) in e q . ( 3 . 7 8 ) , and hence i t can 
be combined d i r e c t l y with D (dp /5T)VT to express the vapour f lux d e n s i t y . 
Jury and Letey (1979) analysed , on the b a s i s of t h i s conc lus ion , experimen-
t a l data from a number of sources . They showed that the P h i l i p and De Vries 
formulation usua l ly underestimates enhancement in the vapour phase, and 
e laborated further on the path length c o r r e c t i o n s . The c o e f f i c i e n t near ly 
always appears to be greater than u n i t y , whereas the corresponding term in 
the mechanist ic formulation i s reduced to values below one by the factor 
f ( a ) 9 . Measured p va lues seem to be f a i r l y independent of moisture content 
as appears from the review by Jury and Letey (1979) (Table 3 . 1 0 ) . Several 
models for the p(9) r e l a t i o n s h i p have been developed (Jury and Letey, 
1979; Cary, 1979; Cass e t a l , 1984) but there i s l i t t l e agreement between 
them. In the present s tudy, p i s taken to be a cons tant , independent of 0 . 
The previous d i scuss ion regards 'thermal1 vapour transfer on ly . "Rose 
(1962a, b ) , however, suggested on the b a s i s of experiments that the ' l i q u i d 
i s land' ' enhancement mechanism i s v a l i d for isothermal d i f f u s i o n as w e l l . So 
based on the above, i t seems warranted to combine Cary's P with the f u l l 
d e n s i t y gradient in formulating the vapour f l u x by d i f f u s i o n , as done in the 
SALSA model: 
d p v ( 9 * T ) - 2 - 1 
( 3 . 8 0 ) Jv - "P Da(T) V d z (kg m Zs l) 
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Table 3.10 Reported values for the vapour diffusion enhancement factor P 
Soil type e (Kmbar) T(°C) p source 
Valentine sand 0.021 
0.045 
0.118 
0.328 
0.054 
0.114 
0.154 
0.233 
2.10 
1.10: 
<100 
<100 
800 
<100 
<100 
<100 
41 
35 
30 
26 
36 
35 
32 
29 
1.53 
1.29 
1.06 
1.06 
1.21 
1.15 
1.07 
1.11 
Hanks et al, 1967 
Jerome sandy loam 82 
310 
0.9 
1.4 
Nielsen et al, 1972 
Portneuf silt loam 34 
270 
550 
0.9 
3.8 
3.1 
Nielsen et al, 1972 
Rago silt loam 0.36 
0.071 
0.178 
0.236 
<10 
5.10A 
2.7 10: 
950 
41 
3 
33 
30 
0.75 
1.06 
0.95 
1.08 
Hanks et al, 1967 
Columbia loam 
0.192 
0.192 
0.192 
66 
66 
66 
132 
132 
132 
237 
237 
237 
7 
19 
32 
6 
18 
35 
9 
20 
33 
1.80 
1.72 
0.72 
2.22 
2.28 
2.21 
1.95 
2.21 
2.37 
Cary, 1965 
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Millville loam 
Pachappa loam 
Silver Creek 
Silty clay 
0.159 
0.159 
0.159 
0.167 
0.167 
0.167 
0.181 
0.174 
0.167 
0.150 
0.133 
. 
540 
540 
540 
370 
370 
370 
239 
268 
304 
378 
596 
420 
15 
25 
35 
15 
25 
35 
20 
21 
22 
23 
24 
. 
2.87 
2.84 
2.52 
3.39 
3.00 
2.34 
1.87 
1.89 
2.05 
1.99 
1.79 
2.0 
Cary 
Weeks 
Nielsen 
and Taylor, 
1962a, b 
et al, 1968 
et al, 1972 
Portneuf silt loam 0.00-0.35 
Sand 0.01-0.19 
Sand 0.01-0.19 
32.5 0.4-2.1 
32.5 0.4-2.0 
3.5 0.4-3.5 
Cass et al, 1984 
(Most data in this table were collected and transformed by Jury and Letey, 
1979, and by Nielsen et. al. 1972.) 
Vapour flux enhancement by mass transfer 
Thus far, the discussed theory has been restricted to diffusion. In addition 
the above, possibly two other enhancement mechanisms are acting in field 
situations. Hadas (1977) used the term 'mass transfer enhancement1 to indi-
cate their combined effect. The supposed mechanisms are forced convection of 
soil air by pressure fluctuations at the surface, and free or thermal con-
vection under reversed temperature gradients. 
Forced convective transfer was studied by Fukuda (1955), Scotter and 
Raats (1969), Kimball and Lemon (1971), and Farrell et al. (1966). The 
latter expressed the increase of effective vapour diffusivity as a function 
of soil air velocity and frequency of pressure fluctuations. The reported 
enhancement factors range from 1 for soil materials with particles smaller 
than 1 mm, to 2-4 for 5 mm aggregates, and up to a factor 100 for coarse 
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mulches (10 mm aggregates). These numbers may very well be of relevance to 
tilled soil. 
Free convective transport was discussed by e.g. Iladas (1977a) and 
Menenti (1984). The former ascribed enhancement factors of about 3.5, de-
rived by comparing day- and nighttime values of X*, to this process. For 
laboratory experiments, Hadas (1969) reported factors up to 5 for the com-
bined effect of pressure and temperature fluctuations. Menenti extensively 
elaborated upon stability of soil air, making use of the critical Rayleigh 
number Racr for different idealized cases. As shown by that author, free 
convection may start at different values of the Rayleigh number, depending 
on the chosen model. A difficulty encountered in the usual formulation of 
stability is the choice of a fixed gradient and corresponding characteristic 
length. By the nature of soil cooling, it seems promising to use instead the 
recently developed expressions for local stability in semi-infinite media, 
subject to surface cooling (Rudraiah et al. 1980; 1982). This has not yet 
been done in the present study. 
Detailed verifications of enhancement effects for field situations are 
not available due to the compexity of the required measurements, but the 
subject certainly asks for more attention. Effective vapour diffusivity is 
one of the major factors affecting evaporation and surface temperature, as 
will be shown in Chapter 6, and at the same time one of the parameters that 
may be strongly influenced by soil management. The extensive and controver-
sial discussion in literature regarding the effect of tillage and mulches on 
the surface energy balance, and particularly on evaporation, is partly due 
to the poor understanding of the processes mentioned above. 
In the present model, mass enhancement is not formulated separately and 
must be effectuated by adaptation of the factor P, which then becomes a 
'mixed' coefficient accounting for both diffusion enhancement and convective 
mass transfer. 
These aspects of vapour transport are programmed as: 
* effective soil vapour diffusivity profile 
DO 1025 I - 1, N 
DATM(I) *» DNOT*((T(I)+TZERO)/TZERO)**1.75 
1025 CONTINUE 
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1030 
* 
I • 2, N 
- BCARY*(DATM(I)+DATM(I-l))/2 
1405 
DO 1030 
DAV(I) 
CONTINUE 
soil vapour flux 
WFLVAP(l) - -E 
DO 1405 I - 2,11 
WFLVAP(I) - DAV(I)*(VPD(I)-VPD(I-1))/DZ(I) 
CONTINUE ' 
The total water flux is then given by 
1460 DO 1470 I - 1,N 
WFLX(I) - WFLLIQ(I)+WFLVAP(I) 
1470 CONTINUE 
3.7 Summary of option switches 
The different option switches available in the SALSA model are summa-
rized below; the names of the switches represent integer parameters, which 
can have a value of either 0 or 1: 
IFBLD 
IFMFLP 
IFMTB 
IF GRAY 
IFKTB 
IFCHTB 
simulation of boundary layer development included 
(1), or not (0) 
soil liquid transport expressed in terms of matric 
flux potential (1), or in terms of K-p (0) 
matric flux potential versus volumetric moisture 
content specified as a tabulated FUNCTION MTB = .... 
(1), or calculated by a rational function (0) 
gravity term in soil water flow equation included 
(1), or not (0) 
soil hydraulic conductivity versus volumetric mois-
ture content specified as a tabulated FUNCTION KTB = 
• ••• (1), or expressed in terms of Van Genuchten-
Mualem parameters (0) 
soil thermal conductivity versus volumetric moisture 
content specified as a tabulated FUNCTION CHTB » ... 
(1), or calculated by the De Vries model (0) 
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IFNET : course of n e t r a d i a t i o n imposed as measured boundary 
condi t ion (1) or ca l cu la t ed as the sum of d i s t i n -
guished r a d i a t i o n terms ( 0 ) , 
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CHAPTER 4. EXPERIMENTS 
4.1 Introduction 
Detailed f i e l d experiments to study the diurnal and spat ia l course of 
moisture content and temperature in bare topso i l s have been performed in few 
cases only. The most extensive se t of data available i s that by Jackson and 
co-workers of the USDA Water Conservation Laboratory at Phoenix, Arizona. 
This group co l lec ted s o i l moisture and temperature data at small time- and 
depth in terva l s , along with meteorological data during several weeks in 
Spring 1971 (Jackson, 1973). 
For the present study, two similar f i e l d experiments were conducted 
under di f ferent c l imatological and s o i l condit ions, in order to obtain d i f -
ferent independent data se t s to be used for model val idation t r i a l s . In 1982 
an experiment was conducted in Oostelijk Flevoland, The Netherlands; a s e c -
ond experiment took place one year later in the USA (Texas). The 1982 exper-
iment yielded two datasets , as the meteorological circumstances shi f ted 
markedly during the measurement period, dividing the r e s u l t s into two d i s -
t inc t s e r i e s . Including the data by Jackson, a to ta l of four di f ferent data-
s e t s from detai led bare s o i l energy balance experiments i s therefore a v a i l -
able to be discussed in th i s report: the Dutch se t s FLEVO-1 and FLEVO-2 from 
a temperate region, and the s e t s TEXAS and ARIZONA from subhumid and serai-
arid subtropical zones, re spec t ive ly . 
This chapter discusses the experimental setup, the type of measure-
ments, the calculat ion procedures and the r e s u l t s for each of the f i e l d ex -
periments. Summarized information on the ARIZONA data, as obtained from l i t -
erature and personal communications, i s a l so included. As the measurements 
w i l l be used to compare model predictions with actual behaviour, the exper i -
ments are described here in terms of i n i t i a l condit ions , system parameters 
and functions, boundary conditions and 'output v a r i a b l e s ' . 
The la t ter are the s o i l s tate var iables , and the surface f luxes of heat 
and moisture; they are thus named s ince , in th i s context , they are to be 
predicted by simulation. Their measured values are not discussed here - they 
w i l l be presented in Chapter 5, along with simulation r e s u l t s - but the mea-
surement and calculat ion procedures and errors Involved are treated in t h i s 
chapter. The i n i t i a l conditions are the prof i l e s of s o i l s tate var iables . At 
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the upper boundary of the system, incoming or net radiation, and rainfall 
(irrigation) determine the flux boundary conditions. Air temperature, humid-
ity and windspeed at a given height above the soil surface are the state 
boundary conditions. The lower boundary conditions to the system are set by 
the fluxes of heat and moisture at a given depth. System parameters and 
functions express the soil radiative, thermal and hydraulic properties, and 
a soil-atmosphere exchange coefficient. Detailed specifications of equip-
ment, measuring depths and heights, frequencies etc. for the subsequent 
datasets are listed in Appendix 8. 
In all these experiments, soil behaviour was the principal subject of 
study. The atmospheric variables at screen height or lower were measured as 
boundary conditions. The data are not suited for checking models that in-* 
elude mixed layer development in the lower atmosphere, - such as the extend-
ed version of the SALSA model outlined in the previous chapter - because of 
the limited sizes of the experimental fields, and the lack of measurements 
at higher elevation above the surface. 
4.2 Variability and errors 
As model predictions are to be compared with observations, the uncer-
tainties, both in measurements and in predictions, must be known. Compari-
sons between model performance and reality without specified errors, as 
often presented, have a rather limited significance at best. Before discuss-
ing the results of the measurements, some attention is paid therefore to 
error analysis. The term 'uncertainty1 as used here refers to the expected 
deviation of a measured value at some point in the field from the actual 
value at the particular location for which a prediction is to be made. 
Clearly then, spatial variability may play an important role and must be 
studied when model predictions are to be compared with field observations. 
In the present treatise, error variance is used as a measure of uncer-
tainty. The next chapter shows how the total system error variance is com-
posed of input measurement error variances on the one hand, resulting in 
prediction error variances, and 'output1 measurement error variances on the 
other, and how these components are used in model validation. To the latter 
purpose, this chapter includes a brief discussion on errors in measured in-
and output, i.e. errors in system parameters, boundary conditions and driv-
ing variables, and errors in fluxes and soil state variables, respectively. 
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Errors in measurement are due to calibration errors, to violation of 
certain assumptions underlying the experimental method, and to inertia of 
apparatus. Especially instantaneous values of boundary layer variables are 
sensitive to inertia problems. In the present experiments, all meteorologi-
cal variables were integrated over half hour or one hour intervals, and it 
was assumed that the time-averaged values are representative for these in-
tervals. Calibration errors were either known or estimated. Uncertainties 
due to erroneous model assumptions are often more difficult to deal with. An 
example is the measurement of thermal conductivity by means of the probe 
method in a field situation. In that case the contact resistance at the 
probe surface and inhomogeneity of the surrounding soil are discordant with 
the assumptions underlying the method. Also the measurements of hydraulic 
conductivity and matric flux potential curves are susceptible to this type 
of error. In such cases, error variance was estimated from a comparison 
between results obtained by different methods, or it was assumed that mea-
surement errors are small in relation to field variability. 
A special type of error variance is due to spatial variability. Since 
soil and atmosphere are laterally inhomogeneous, uncertainty is not only due 
to measurement errors, but also to the spatial dependence of the variable 
under consideration. For the boundary layer variables and radiation terms, 
this dependence was not measured and the simplifying assumption of lateral 
homogeneity is made. In soil physics and related fields, on the other hand, 
this problem of spatial variability has rapidly gained more attention during 
the last decade, and several techniques are now available to account for 
field variability of soil properties. For extensive reviews see Nielsen 
(1983) and Philip (1980). Two of these techniques, applied in this report, 
will be discussed briefly in the following: semivariance analysis and the 
scaling approach. 
Semi variance analysis 
Spatial variability analysis prior to detailed study of dynamic (i.e. time-
dependent) soil behaviour can be useful to select sampling plots and to 
assess variability within these plots. Semivariance data were used to these 
purposes in the FLEVO and TEXAS experiments. Semivariance Is defined as 
(4.1) y(h) = i var (z(x) - z(x + hAx)) 
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where z is the value of the (soil) variable, x is the location, and h is the 
number of steps Ax between samples (Journel and Huijbregts, 1978). The esti-
mator for semivariance used here is written as 
(4.2) y (h) -
 2 (N , h ) E (z (Xj[) - z (xf + hAx)) 
where N is the number of observations. So the semivariance at level h is 
half the variance of the population of differences (z(x) - z(x+hAx)) along a 
transect. It is an indicator of the spatial structure of the variable z(x). 
It can be shown that y(h) *s equal to the variance of variable z at level h 
in the case of second order stationarity, that Is, when both the expectation 
and variance of z do not depend on the location. In that case one may write 
(4.3) | var (z(x) - z(x+hAx)) » \ (var z(x) + var z(x+hAx) -
- 2 cov (z(x),z(x+hAx))) 
or 
(4.4) Y(h) =* C(0) - C(h) 
where C(0) = var z(x) and C(h) = cov (z(x),z(x+hAx)). Consequently, for hAx 
equal to the minimum sampling distance (h^l), Y(h) appears to be the 'rest-
variance1 of variable z: it represents the variance due to measurement 
errors and to spatial structure within the minimum sampling distance. As a 
by-product of semivariance analysis, this restvariance comes in very oppor-
tunely for the intended error variance analysis; the major aim of the semi-
variance study, however, is to reveal information about the spatial struc-
ture of soil properties over the field as a whole, which can be used as a 
basis for the selection of plots to study the (dynamic) behaviour of the 
soil in more detail. Both these aspects have been employed in the design of 
the discussed field experiments. 
Scaling of hydraulic properties 
The concept of scaling was developed in microhydrology to relate transport 
phenomena in media that have identical pore geometries, except for a multi-
plication factor called 'scale length'. Supposing this similitude of media 
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is valid, the water pressure potential for a particular medium is then 
derived from that of a reference medium at the same water content, and the 
involved scale length. For some well defined problems, solutions of the 
water flow equation can then be scaled by dimension analysis. For a detailed 
discussion see Miller (1980). Later, scaling on the basis of the similitude 
hypothesis was also applied to express field heterogeneity of soil hydraulic 
properties and soil water profiles during infiltration. Philip (1967) intro-
duced the term scale heterogeneity to confine field heterogeneity to that 
specific class of variability that can be handled by scaling. 
A clear picture of the scaling technique applied to the field hetero-
geneity problem was given by Warrick and Nielsen (1980). In general, scaling 
is effectuated by assigning a factor ar to a particular point r such that 
the local hydraulic properties may be translated into a scaled value by 
multiplication with a • So one finds that Psc'sarVr9 where p is the observ-
ed pressure for a given water content, and p is a field averaged pressure 
at that particular water content. It can be shown that for similar media the 
-2 
scaled hydraulic conductivity must be expressed as Kgc =* a K (e.g. 
Warrick and Amoozegar-Fard, 1979). It follows then directly that the 
Kirchoff transform - which will be used later in this report - defined as: 
0 
(4.5) $ = j K(p)dp 
p=s-oo 
in a scaled form should be written as 0 » a $ . See also subsection 
sc r r 
3.6.2. In describing lateral field heterogeneity, it is supposed that ar is 
a site specific constant, valid for all values of water content and for all 
depths. 
Rao et al. (1983) recently discussed the validity of the assumptions 
underlying the scaling technique in an extensive evaluation of the approach 
to field variability. They concluded that in their datasets three basic re-
quirements were not met: (1) saturated water contents were not the same for 
all sites, (2) the values of the scaling factor, derived from different mea-
sured hydraulic properties, were not the same, and (3) the values of the 
scaling factor were not depth-independent. On the other hand, as they 
stated, Warrick et al. (1977) and Simmons et al. (1979) did not find this 
disagreement. 
In this study the scaling factors for hydraulic conductivity and for 
moisture retention curves are supposed to be equal. In addition, a type of 
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'geometry scaling1 has been introduced by using 0/9 , the moisture content 
w 
relative to saturation, in the scaling procedure, instead of 0 itself. 
Scaled solutions would be attractive since they offer the possibility 
to translate the result of a single simulation run directly into solutions 
for similar media. It is noted here that even if soil materials at different 
locations differed only by a scale length parameter, probably no advantage 
could be taken in the present case from fully scaled solutions of the trans-
port processes. The naturally imposed boundary conditions are variable in 
time. This is due to the diurnal course of evaporation and to coupling 
between heat and vapour transport. Then, as time is also scaled in the 
process, each value of the scale length would be connected to its own de-
fined frequency of the imposed boundary conditions. Moreover, scaling of the 
flow equation might not be possible in the presence of coupling. 
Irrespective of the above, scaling remains an effective tool for data 
compression; the frequency distribution of the scaling factor as derived 
from moisture retention curves is used both for field data representation -
in the cases of the FLEVO and TEXAS experiments - and for the calculation of 
prediction error variances in modelling; (the latter by incorporating the 
scale factor in the numerically solved water flow equation). 
4.3 Location and general conditions 
The site of the FLEVO measurements was located in the polder Oostelijk 
Flevoland at the Ir. A.P. Minderhoudhoeve, an experimental farm of the 
Wageningen Agricultural University. Figure 4.1 shows the layout of the ex-
perimental field. Slight changes in soil texture were observed within the 
field, dividing it in areas of somewhat different hydraulic and thermal be-
haviour. The soils were named Swifter bant silt loam and Swifter bant loam 
respectively, although texture differences barely met the requirements for 
this distinction. The courses of two texture fractions along one of the in-
dicated transects over the field are shown in Figure 4.2. Figure 4.3 gives 
the corresponding semivariograms. The soil surface was levelled by rolling 
the moist soil in Spring directly after superficial tillage. 
Measurements of soil state variables were collected from plots, of 
which plots 3 and 4 (figure 4.1) were situated on loam soil, and 1 and 2 on 
silt loam, each plot measuring 4x4 m. These sites were located on the basis 
of a spatial variability study of moisture retention and texture data along 
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(flax) 
N 
(potatoes) 
Figure 4.1 Design of the experimental f i e l d at the Ir . A.P. Minderhoudhoeve, 
Swifterbant, O.Flevoland. Numbers refer to p lots for detai led measurements. 
Also indicated are the two transects with 50 observation spots each. 
texture fraction 
0.35-
fraction 0-2 urn 
fraction 16-50 urn 
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Figure 4.2 The course of two texture fractions along a transect running 
lengthwise over the field at Swifterbant. 
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Figure 4 .3 Semivariograms for two texture f r a c t i o n s . 
the t r a n s e c t s shown in Figure 4 .1 (Ten Berge e t a l . , 1983). As the minimum 
sampling d is tance along these t ransec t s a l s o was 4 m, the semivariograms 
could be used to determine the momentary variance of the observat ions within 
the four p l o t s , which i s i d e n t i f i e d as the error variance ( see previous s e c -
t i o n ) . Although s t r i c t l y speaking t h i s i s correct only in the i d e a l i z e d case 
of i so tropy and second order s t a t i o n a r i t y , an es t imate of the variance i s 
obtained in t h i s way. In t h i s r e p o r t , time s e r i e s of s o i l v a r i a b l e s only 
from p l o t s 1 ( s i l t loam) and 4 (loam) are t r e a t e d , as these p l o t s represent 
the extremes occurring in the experimental f i e l d . 
The 1982 campaign covered the period from May 28 to June 28. This 
period was character ized in the f i r s t two weeks by h igh ly evaporat ive condi -
t i o n s , fo l lowing an i n i t i a l l y wet s i t u a t i o n . During the second ha l f of the 
experiment, low r a d i a t i o n , high humidity and s c a t t e r e d ra in were predomi-
nant . For t h i s reason , the two d i f f e r e n t sequences FLEVO-1 and FLEVO-2 are 
d i s t i n g u i s h e d as separate s e t s . 
The Texas f i e l d experiment was a j o i n t e f f o r t with Texas A&M U n i v e r s i -
t y . The campaign extended over f i v e days , from June 21 to June 25, 1983. 
Figure 4 .4 shows the experimental p l o t a t Buffalo Ranch, s i t u a t e d near 
Snook, Texas. The s o i l i s re ferred to as Buffalo s i l t y c l a y . Analys is of the 
s p a t i a l s tructure of s o i l t e x t u r e , measured at 100 s i t e s , y i e lded the semi-
variograms shown in Figure 4 . 5 . After Spring t i l l a g e , the s o i l was l e f t 
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Figure 4.4 Design of the experimental plot at Buffalo Ranch, Snook, TEXAS. 
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Figure 4.5 Semivariograms for two texture fractions in the TEXAS experiment. 
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fallow for two months. By the time of the experiment, the surface had 
smoothed by slaking from showers. The measurements commenced on a fairly dry 
soil; after two days, the field was flooded at midnight, and measurements 
were continued next morning to follow the drainage and drying phase. Figure 
4.5 shows a range of 20 m for both texture fractions, implying that at dis-
tances of about 20 m, observations on these properties can be considered in-
dependent of one another, on the scale of the field observation. Based on 
this, the six plots for detailed study of dynamic soil properties were 
spaced approximately 20 m apart. In contrast to the FLEVO case, differences 
in soil behaviour between plots were small. Therefore the data from the six 
plots were pooled, and only averages and variances are reported to represent 
the field as a whole. So an estimate of the total variance C(0) is used for 
the TEXAS field, whereas the 'reduced* variance C(0)-C(h) is used for the 
FLEVO site because of the strong spatial structure in the latter case. 
Only a summarized description of the ARIZONA experiment is given, mere-
ly to illustrate the assumptions on the dataset used in the next chapter. 
For more extensive treatments see Jackson (1973), Nakayama et al. (1973), 
Jackson et al. (1974), Idso et al. (1974), Idso et al. (1975) and Kimball et 
al. (1976), and Appendix 8. Several drying runs were executed in the 1970 
and 1971 campaigns. In this report, only the data from March 8-11, 1971 are 
used. The experimental plots were located on a 72 x 90 m field of Avondale 
loam. The soil profile was supposed to be uniform down to a depth of 1 m. 
Three weighing lysimeters were available in the field, two of which were 
irrigated along with the rest of the field with 100 mm of water at the start 
of the experiment. Assumptions with respect to error variance are based on 
the FLEVO and TEXAS experiments. 
4.4. Boundary conditions: the fluxes 
Radiation 
A choice may be made as to which radiation flux is used as the driving vari-
able in the modelling effort. If global and sky radiation are used to deter-
mine the energy flux boundary condition, net radiation is viewed as an 'out-
put' variable. If on the other hand net radiation is used, it must be real-
ized that this term is influenced by the system one wishes to model. The 
radiation terms measured are treated briefly in the following. 
During the FLEVO experiment, global radiation, reflected shortwave ra-
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diation and net radiation were measured as integrated values over half hour 
-2 
periods. Daily totals of global radiation ranged between 21.5 and 23.5 MJ m 
—1 —2 —1 
day for set FLEVO-1, and between 14.5 and 16.5 MJ m day for the second 
period (the FLEVO-2 set). 
Also at the TEXAS site, global and net radiation and reflected short-
wave radiation were measured, in this case integrated over one hour time pe-
-2 -1 
riods. Global radiation daily totals ranged from 20.7 to 25.3 MJ m day • 
— 2 —1 Daily totals of net radiation were between 8.1 and 13.1 MJ m day . 
In the ARIZONA dataset, four radiation terms are available: global ra-
diation, reflected shortwave radiation, 'all wave1 incoming radiation, and 
net radiation. The following daily totals characterize the prevailing condi-
tions: global radiation 18.6-25.8, 'all wave' radiation 44.6-51.0, and net 
radiation 5.5-10.8 MJ m~ 2day-1. 
For all datasets, net longwave sky radiation (l'Pj^Rid can be estimated 
by using the relation 
(4.6) R -(l-a)R . . + (1-p )R + R 
n glob 1 la e 
where pi is the surface reflectivity for longwave radiation and the sub-
scripts n, glob, Id and e refer to net, global, longwave downward and emit-
ted radiation terms respectivey. The latter term is estimated as 
4 
Re - -eo*T , where the surface temperature Tg is in Kelvin, a is the Stefan-
Bolzman constant, and e the surface emissivity. Only for the ARIZONA dataset 
it is possible to separate incident and reflected longwave sky radiation 
from the measured data, making use of the additional relation 
(4.7) R - R - R 
Id ad glob 
where the first term on the RHS is the measured 'all wave' radiation; so the 
surface reflectivity for longwave radiation can also be derived. 
For all radiation terms measured in the FLEVO, TEXAS and ARIZONA exper-
iments, error variance is calculated from an estimated 5% coefficient of 
variation in the recorded signals. Figures 4.6-4.9 depict the courses of 
global radiation for the various experiments. As net radiation will be used 
in the TEXAS case as a driving variable, its path is shown as well in Fig. 
4.8. The same applies to the longwave radiation term in the ARIZONA 
experiment. Net radiation for the FLEVO and ARIZONA sets will be shown in 
Chapter 5 as an output variable. 
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Figure 4.6 Measured global radiation, FLEVO set 1. 
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Figure 4.8 Measured radiation terms, TEXAS. (Net radiation is given as well 
since it will be used as a boundary condition in Chapter 5). 
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Water 
Rainfall occurred during the FLEVO experiments only in the second period, 
when a total of 33.4 mm was measured. 
At the TEXAS site, water was distributed by sprinklers (Figure 4.4). On 
June 24, a shower added another 7.2 mm. 
In the ARIZONA case, no water was supplied after initial wetting, so an 
influx of water as a driving variable was absent. 
4.5 Boundary conditions: the state variables 
Air temperature, vapour pressure and wind speed at 0.5 m height were 
measured as boundary conditions in the FLEVO experiment (Figure 4.10 and 
4.11). Depending on the prevailing wind direction, the masts for profile 
measurements were moved so that a maximum fetch (ranging from 74 to- 300 m 
length) over the bare soil surface was provided. It was assumed that these 
measurements represented the whole field, in spite of soil heterogeneity. 
Error standard deviations in dry and wet bulb temperatures were 0.1 K. This 
corresponds to an error of 15 Pa for the vapour pressure. The coefficient of 
variation in the wind speed data amounted to 4%. At the lower end of the 
soil profile (0.5 m), temperature and water potential were nearly constant. 
Temperature showed a slight trend of 1 K/week for both sets FLEVO-1 and 
FLEVO-2, due to seasonal warming. 
Upper boundary conditions in the TEXAS set are vapour pressure, air 
temperature, and wind speed at 2 m height (Figure 4.12). Since the measure-
ment of wind speed presented some problems during several time intervals, an 
average daily course has been calculated, which is supposed to apply to all 
measurement days. Soil moisture content was measured down to 0.5 m and tem-
perature down to 1.0 m depth. The values of both these state variables were 
constant during the experiment. 
For the ARIZONA experiment, daily averages for the different boundary 
conditions shifted considerably during the experimental period. Generally, 
vapour pressure was lower than for the other experiments. Vapour pressure, 
air temperature and windspeed were measured at various heights; the 0.5 m 
values, used as boundary conditions in this study, are shown in Figure 4.13. 
Soil temperature and moisture content were measured down to depths of 1.28 
and 1.0 m respectively, and were constant at these depths. Errors, in the 
measured values of atmospheric variables in the TEXAS and ARIZONA cases were 
taken identical to those specified for the FLEVO sets. 
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Figure 4*10 Atmospheric boundary condit ions, measured at 0,5 i , FLEVO-set 1. 
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Figure 4,11 Atmospheric boundary condit ions , measured at 0.5 m, FLEVO set 2. 
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Figure 4.12 Atmospheric boundary condit ions, measured at 2 m, TEXAS, 
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Figure 4.13 Atmospheric boundary condit ions , measured at 0.5 m, ARIZONA, 
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4.6 System parameters and functions 
The measured system parameters mostly express soil properties as func-
tions of volumetric water content. These properties are the surface charac-
teristics albedo and emissivity, the transport coefficients hydraulic and 
thermal conductivity, and the capacities for water (moisture characteristic) 
and heat. The only parameter not directly related to soil physical proper-
ties is the roughness length, a boundary layer property. Not all these func-
tions were measured in each experiment, and in some instances estimates will 
have to be used for simulation purposes. 
Roughness length 
Roughness length (zQ)> derived directly from wind profile measurements, 
could be assessed only for the FLEVO site. Although wind- and temperature 
profiles were measured continuously during a one month period, only few 
times were suitable for the determination of zQ. Requirements for reliable 
determinations are near-neutral stability, a wind speed high enough for ac-
curate anemometer performance, and the absence of rain in the preceding 
days, as moisture affects anemometer calibration; moreover, wind direction 
should allow for long enough fetch. Only observations corresponding to an 
the absolute value for the Richardson number Ri less than 0.02 were used to 
derive zQ; (Ri is defined as (g/T)(dT/oz)/(du/dz)2). Combination of the log-
linear wind profile equation with the assumption • H ^ M for the dimensionless 
gradients of temperature and windspeed (eqs. 3.16,17) gives the expression 
(Thorn, 1975). 
(4.8) u(z) - r^- In (^) + 5(z-d-z ) f ^ 
tc z o 1 du 
o 
where d i s the displacement h e i g h t , genera l ly taken zero for unvegetated 
s u r f a c e s . Equation 4.8 i s supposed to be va l id for s t ab l e and moderately 
uns tab le s i t u a t i o n s ( | Rij < 0 . 1 ) . The values of u* and zQ were determined 
from the wind p r o f i l e s (3 he igh t s ) by a non- l inea r op t imisa t ion procedure . 
This y ie lded zQ values ranging between 0.02 and 0.15 mm for most days , a l -
though occas iona l ly values up to 0.9 mm were determined. 
As boundary layer v a r i a b l e s were determined a t a s ing le l e v e l only in 
the TEXAS experiment , roughness length could not be derived from wind mea-
surements . 
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Figure 4.14 Some examples of wind-profi les , FLEVO set 2. 
Although boundary layer variables were determined, at several heights at 
the ARIZONA s i t e , roughness length could not be determined, from measured 
prof i l e s of wind and temperature, probably due to fetch problems. Roughness 
length for the ARIZONA and TEXAS se t s had to be assessed by matching simu-
lated to measured s o i l heat fluxes respect ive ly s o i l temperatures. 
Albedo 
Bare soil albedo was measured in situ as a function of moisture content in 
all three experiments. Double solarimeters were used, and topsoil moisture 
content was determined by gravimetric sampling of the top 5 mm layer; in the 
ARIZONA case, a 2 mm layer was sampled instead. The data were converted to 
volumetric water contents by using measured bulk density values. 
To avoid effects of high incidence angles, data pertaining to early 
2 
morning and late evening hours (global radiation < 100 W/m ) were omitted. 
For all three soils, albedo appears to be fairly well described by the rela-
tion 
e > e 
a(8) » a crit 
wet 
( 4
'
9 )
 a(9) - a + V l t f 9 ( a , - a ) 9 < 9 , v
 ' wet 9 . dry wet' c r i t 
crit 
For Swifterbant silt loam, awet and ad are, respectively, 0.13 and 0.31; 
for Buffalo silty clay, these numbers are 0.17 and 0.32, and the correspond-
ing values for Avondale loam are 0.14 and 0.31. The critical volumetric 
- 106 -
moisture contents for these three so i l s a r e , respec t ive ly , 0.26, 0.32 and 
0.22. 
At given s o i l moisture content, the error standard deviations in a lbe-
do, expressed by the above regression data are 0.020 for Swifterbant s i l t 
loam and Avondale loam, and 0.033 for Buffalo s i l t y clay . Spat ia l dependen-
ce of a(0) was not measured in e i the r one of the experiments. Figures 4.15-
4.17 show the a(0) functions for the three dif ferent s o i l s . The albedo-mois-
ture content r e l a t i on for Avondale loam was discussed in more de t a i l by Idso 
e t a l . , (1975). 
a 
0.30-. 
0.26-
0.22-
0.18-
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0.10-
Swifterbant silt loam 
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Figure 4.15 I n - s i tu measured albedo versus volumetric moisture content (0-5 
mm) for Swifterbant s i l t loam. 
0.10 
Buffalo silty clay 
0 0.04 0.08 0.12 0.16 0.20 0.24 0.28 0.32 
9 (m3nf3) 
Figure 4.16 In - s i tu measured albedo versus volumetric moisture content (0-5 
mm) for Buffalo s i l t y c lay. 
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Figure 4.17 In-situ measured albedo vs. volumetric moisture content (0-2 mm) 
for Avondale loam. 
Longwave reflectivity 
Longwave reflectivity could be calculated from the measured data only in the 
ARIZONA case. Its value ranged between 0.05 and 0.15. In contrast to albedo, 
a relation with surface moisture content was not evident. An average value 
of 0.10 with an error standard -deviation of 0.05 will be used for all data-
sets. 
Emissivity 
Emissivity of Swifterbant silt loam, as a function of moisture content, is 
shown in Figure 4.18. Measurements were taken on core samples by the Fuchs 
and Tanner (1966) reflection method under stratus cloud cover, on the roof 
of the 'Dreijenborch' building at Wageningen, exhibiting an unobstructed 
horizon. Only under these conditions, distribution of radiance in the 8-14 
Urn wavelength interval over the sky hemisphere was fairly even and within 
the range of the measurement instrument. Although the data suggest a step 
increase of the emissivity as the moisture content increases (which physi-
cally could be explained on the basis of soil water energy state), a simple 
linear e(0) relationship is adopted because of the large scatter observed: 
(4.10) e(9)-e +|-(e -c ) 
J
 s 
with e d = 0.90 and e w e t =* 0 .94. The scatter i s partly due to inaccuracies 
in the non-destructive 0-determination, which involved averaging of weight 
changes over 100 cm core samples. The r e s u l t s obtained by an a l ternat ive 
method, employing gravimetric moisture content of the top 5 mm layer i n -
stead, were not bet ter , however. The error standard deviation in emiss iv i ty 
f\ A 1 
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Figure 4.18 Emissivity (8-14 urn) measured on core samples of Swifterbant 
silt loam by the Fuchs-Tanner method. 
For dry Avondale loam, Idso and Jackson (1969) reported an emissivity 
of 0.97, Conaway and Van Bavel (1967) measured for wet Avondale loam a value 
of 0.98. These values will be used with an assumed error standard deviation 
of 0.01. 
For Buffalo silty clay, no emissivity values were measured. A value of 
0.96 ± 0.03 will be used, based on literature data (Table 3.3). 
Thermal soil properties 
The damping depth of the diurnal temperature wave in homogeneous soil pro-
files can be inferred from the attenuation of the temperature amplitude and 
from the phase shift, both with respect to depth (De Vries, 1963). (Horton 
(1982) gave an excellent review of these and related methods). Fourier anal-
ysis yields these two characteristics for the different wave numbers, and 
from the resulting damping depths, thermal conductivity can be calculated, 
using an estimated soil heat capacity. However, at all three test sites, 
soil moisture distribution was such that thermal properties were definitely 
not constant with depth. Moreover, bulk density increased with depth at the 
FLEVO and TEXAS sites, and for these cases indeed a layer of increased ther-
mal diffusivity was found at 0.2-0.3 m depth using amplitude attenuation of 
the first harmonics of the temperature wave. 
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Two other f i e l d methods were employed in the FLEVO experiment: d i r e c t 
measurement by heat probes, and the s o - c a l l e d 'nu l l -a l i gnment ' method. Re-
s u l t s of both methods are compared to p r e d i c t i o n s , made by the De Vries 
thermal conduct iv i ty model. However, s ince s i g n i f i c a n t changes in moisture 
content occurred only in the top few cen t imetre s , f i e l d measurements only 
y i e l d e d the \ ( z ) funct ion , rather than the \ ( 9 , z ) or \ ( 9 , p) r e l a t i o n , 
needed in the intended dynamic s imulat ion; a d d i t i o n a l laboratory measure-
ments were therefore conducted to obtain X(0) for t o p s o i l core samples, and 
to t h i s purpose a new method was introduced. 
Measurement of \ by heat probes in ser t ed in the s o i l was e x t e n s i v e l y 
d i scussed by De Vries ( 1952 ) , and l a t e r by s evera l other authors , so the 
t h e o r e t i c a l a spec t s are not repeated here . The probes were i n s t a l l e d a t 
various depths to measure i n - s i t u thermal c o n d u c t i v i t y . Figure A. 19 shows 
the r e s u l t s for d i f f e r e n t depths . Some s c a t t e r i s observed, which i s p o s s i -
b ly due to the problem of contact r e s i s t a n c e , a l s o d i scussed by Nagpal and 
Boersma (1973) and r e c e n t l y by Van Haneghem (1981 ) . 
Resul t s obtained by the 'nu l l -a l ignment f method proposed by Kimball and 
Jackson (1975) are a l s o depicted in Figure 4 . 1 9 . This c a l o r i m e t r i c method 
employs T(z) p r o f i l e s a t d i f f e r e n t t imes , and i n f e r s heat f luxes by numeri-
ca l i n t e g r a t i o n , making use of po ints with a zero temperature grad ient . The 
procedure i s analogous to what i s known as the ' instantaneous p r o f i l e ' meth-
od for the determination of the unsaturated hydraul ic conduct iv i ty curve, 
K(9) . 
Figure 4 .19 a l s o shows thermal conduct iv i ty as predicted by the 
De Vries model on the bas i s of bulk d e n s i t y , texture and moisture content . 
Since both measurement procedures mentioned above y i e l d apparent ins tead of 
true thermal c o n d u c t i v i t y , the vapour term was included in the De Vries mod-
e l in order to obtain e s t imates that can be compared to the measured r e s u l t s 
(see a l s o s e c t i o n 3 . 5 ) . This vapour contr ibut ion to thermal conduct iv i ty was 
c a l c u l a t e d for a temperature of 20° C, approximately the average p r o f i l e 
temperature. As indicated in the previous chapter , the choice of. the a i r 
shape factor g a ( e q . 3 .45) reduces the p r e d i c t i v e value of t h i s conduct iv i ty 
model. For the curve as given in Figure 4 . 1 9 , an a ir shape factor of 0 .05 
was used; higher values of ga gave even higher e s t i m a t e s of \ ( s ee a l s o 
Figure 4 . 2 0 ) . 
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Figure 4.19 Profiles of apparent thermal conductivity, obtained by different 
methods, for Swifterbant silt loam. 
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Figure 4.20 Apparent thermal conductivity of Swifterbant s i l t loam (0-5 cm), 
determined on core samples by the 'surface step 1 method. 
I t can be concluded from Figure 4.19 that for Swifterbant s i l t loam the 
conductivity model does not well predict \ as measured by the probe method 
nor by the null-alignment method, whereas the r e s u l t s of these la t ter meth-
ods are in f a i r l y c lose agreement with one another. 
Laboratory measurements of thermal conductivity were taken on a number 
of undisturbed core samples from the top 5 cm s o i l layer . A new method for 
the determination of \ in the surface region, described in Appendix 7, was 
- Ill -
used. The method is based on the existence of a constant interface tempera-
ture when contact is made between two semi-infinite, homogeneous bodies, 
each with a given initial temperature. The method is referred to as the 
'surface step' method, and it yields, like the discussed field methods, ap-
parent thermal conductivity, provided that the heat capacity of the soil is 
known. The results are shown in Figure 4.20. These measured data are in 
agreement with the De Vries predictions only for the higher water contents. 
The data can be approximated by a straight line, as encountered frequently 
for aggregated field soils, in contrast to the typical curves for packed 
granular materials (e.g. Figure 3.4). 
Two problems arise when a function, to be used in the context of a sim-
ulation model, must be defined from measured data as available here: (1) 
moisture content hardly varied at depths where, field measurements of X* were 
made, and (2) true conductivity is used in simulation (section 3.5), whereas 
apparent thermal conductivity was measured. To overcome these, two simplifi-
cations present themselves: (1) X(9) curves for the different bulk densities 
(depths) are calculated from the laboratory-measured curve by simple multi-
plication with a factor p/p* (where p* is the reference bulk density), and 
(2) the vapour diffusion term (estimated at 0.05-0.10 W m" K"1) is sub-
tracted from the measured apparent thermal conductivity. The latter involves 
an increase in uncertainty, due to the choice of an average temperature and 
the unknown role of the enhancement factor (subsection 3.6.4). The function 
^(9t p) resulting from application of the above procedure to the Swifterbant 
data is given in Figure 4.21. Error coefficients of variation in this X-
function are estimated to amount to 20%, based on the scatter in field and 
laboratory measurements. In the next chapters, it will be assessed to what 
extent such an inaccuracy in X affects predicted soil behaviour with respect 
to the surface energy balance and to soil temperatures. 
Thermal conductivity was not measured for Buffalo silty clay. Instead, 
the De Vries model has been used to estimate X, the results of which are 
depicted in Figure 4.22. 
The X(0) function for Adelanto loam (Figure 4.23) was determined by 
Kimball and Jackson (1975) by the null-alignment method, which was intro-
duced by these authors for that occasion. Their data are used in the present 
report. 
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Figure 4.21 \ ( 9 , p) for Swifterbant s i l t loam as used in simulation 
(Chapter 5 ) . 
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Figure 4.22 Thermal conductivity for Buffalo silty clay as calculated by the 
De Vries model (ga * 0.20), 
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Figure 4.23 Apparent thermal conductivity for Adelanto loam, based on field 
observations by Kimball and Jackson (1975). The dotted line indicates the 
calculated true conductivity function. 
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Figure 4.24 Bulk density (dry soil) profiles for the FLEVO and TEXAS sites. 
Heat capacity profiles were calculated by eq. (3.42) from bulk density, 
moisture content and texture. Profiles of bulkdensity for the FLEVO and 
TEXAS experimental fields are given in Figure 4.24. Error standard devia-
tions for bulk density are based on semi variance analysis for the FLEVO set, 
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and on t o t a l f i e l d variance in the TEXAS case ; the ir va lues depend on depth 
and range up to 60 and 90 kg n , r e s p e c t i v e l y . Based on these numbers, 
errors in heat capac i ty were est imated a t 0 .06 and 0.10 ( c o e f f i c i e n t of 
v a r i a t i o n ) , r e s p e c t i v e l y . 
The moisture c h a r a c t e r i s t i c 
Moisture c h a r a c t e r i s t i c s of the Swifterbant s o i l s were determined as part of 
a s p a t i a l v a r i a b i l i t y s tudy. At 100 l o c a t i o n s , core samples were taken from 
two depth i n t e r v a l s : the 0-5 cm and 5-10 cm l a y e r s . The samples were grouped 
i n t o a loam and a s i l t loam c l a s s , and intermediate samples were l e f t out . 
For each of the two groups, average curves were determined by f i r s t averag-
ing - a t given f ixed pressure p o t e n t i a l s - the corresponding measured mois -
ture c o n t e n t s . Subsequently, Van Genuchten's express ion for the moisture 
c h a r a c t e r i s t i c ( eq . 3 .61) was f i t t e d to these averaged data . Figure 4.25 
shows the r e s u l t s for the two s o i l s . The f i t t i n g parameters a and n are 4.04 
10~4 Pa"1 and 1.161 for the s i l t loam, and 4.67 10"3 and 1.093 for the loam, 
r e s p e c t i v e l y . (The f i t t i n g parameter a i s , unl ike the s c a l i n g factor ocr, not 
d imens ion le s s ) • 
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Figure 4 .25 Moisture charac te -
r i s t i c s for Swifterbant s i l t 
loam and Swifterbant loam; the 
l i n e s represent bes t f i t s to the 
Van Genuchten (1980) model. I n -
d icated are a l s o the hydraul ic 
conduct iv i ty curves , c a l c u l a t e d 
by the Van Genuchten-Mualera 
model. 
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Variability of the moisture characteristic, as explained in section 
4.2, was taken into account by scaling. A prerequisite for scaling is that 
curves have similar shapes, that is, the log p -9 curves should run paral-
lel. Since this is clearly not the case for the two Swifterbant soils, dis-
tinguished on the basis of texture, the loam and silt loam data were scaled 
separately. The scaled pressure p s c was taken to be a function of s = 9/9s> 
and was determined by fitting the curve given by eq. 3.61, with H replaced 
log(-p) (p in Pa) 
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Figures 4.26 - 4.29 Actual and scaled moisture characteristics for 
Swifterbant silt loam and Swifterbant loam. 
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Figures 4.30 - 4.33 Probability distribution of the scale factor a for both 
Swifterbant soils. 
by s, to the whole set of datapoints pertaining to each texture class. This 
again was done by the optimization procedure 'S0HYP' (Van Genuchten, 1978). 
Subsequently, the scaling factor ar was determined for each sample by mini-
mizing the sum of squares 
N
 2 
(4.11) SSQ - Z (log p (s) - log a p (s) ) 
i-1 r 
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This optimization cr i ter ion i s preferred to the a l ternat ive where pressures 
instead of their logarithms are used, since i t reduces the weight of the 
points at low 9 values; these points would determine the scal ing factor 
almost en t i re ly in the a l ternat ive case. Scaling by means of expression 4.11 
reduced the variance (1 / (N-1)) £ ( p s c ( s ) - p r ( s ) ) by two orders of magnitude 
for both s o i l s . Unsealed and scaled water pressures as a function of r e l a -
t ive saturation are depicted in Figures 4.26-4.29 for both s o i l s . The scale 
factors show log-normal dis tr ibut ions (Figures 4 .30 -4 .33 ) . Log a r variances 
amount to 0.095 ( s i l t loam) and 0.140 (loam) for the two Swifterbant s o i l s . 
( S t r i c t l y speaking, the use of these numbers overestimates to some extent 
the v a r i a b i l i t y at the 4 m l e v e l , in which one i s interested for val idation 
purposes, as explained before. It was, however, not well possible to do a 
semivariance analysis on the cc-data in order to obtain the restvariance at 
th i s l e v e l , since for scal ing the observations were grouped into the two 
texture c lasses s i l t loam and loam; as a r e s u l t of t h i s , the transects were 
divided into smaller sect ions representing loam and s i l t loam patches) . 
Also for Buffalo s i l t y clay the hydraulic properties were determined on 
core samples. The moisture character i s t ic i s given in Figure 4 .34 . Scaling 
Buffalo silty clay r-5.0 
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a 
Q-
i h -11.0 -? 
E 
CD 
\ -13.0 •-
I- -15.0 ^ 
O 
- -17.0 
- -19.0 
0.3 0.4 0.5 
0 (m 3 m " 3 ) 
Figure 4.34 Hydrauclic properties of Buffalo silty clay. 
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data were taken from Lascano and Stroosnijder (1984). These authors calcu-
lated the retention curves from texture data (100 sites) by the Arya and 
Paris (1981) model. To scale the pressure, they used the expression 
(4.12) s(p ) 1 - c 
SC
' (arPr(s)/A)b + 1 
+ c 
where A, b and c are parameters applying to a mean curve. As an optimization 
criterion to determine a they used the sum of squares 
2 
£(s(a p )-s(p )) • Figure 4.35 shows the cumulative probability diagram 
r r be 
for a . Its distribution is neither normal nor log-normal. At cumulative 
probabilities of 17 and 83%, a -values are 0.7 and 1.4 respectively. These 
levels represent the equivalents for the levels of \i ± o*, as used in the 
cases of normal distributions. 
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Figure 4.35 Probability distribution of the scale factor a for Buffalo silty 
clay. 
The Adelanto loam moisture characteristic as taken from Jackson (1973) 
is depicted in Fig. 4.36. As no spatial variability data are available for 
the ARIZONA site, error variance is expressed by an assumed variance of 0.10 
for log a. 
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Figure 4 .36 Hydraulic p r o p t e r t i e s of Avondale loam (from: Jackson ( 1 9 7 3 ) ) . 
A remark must be made here on a s p e c i a l feature of the moisture charac-
t e r i s t i c , being i t s temperature dependence. During the FLEVO experiment, 
s o i l water pressures measured a t various depths e x h i b i t e d a marked diurnal 
course . Pressure p o t e n t i a l increased ( l e s s n e g a t i v e ) during daytime, and 
recovered during the n i g h t . To i n v e s t i g a t e whether t h i s course could be e x -
plained f u l l y by taking i n t o account s o l e l y the temperature f l u c t u a t i o n s , 
the e f f e c t of temperature on p(9) was examined in the laboratory . Measure-
ments were done on confined samples a t constant 9 , us ing p e n c i l - t y p e t e n s i o -
ns t e r s and pressure transducers . The r e s u l t s are shown in Figure A.37 for 
various water c o n t e n t s . These data can be summarised by the express ion 
< 4 - 1 3 > ( I l L - a (9 - b ) " 1 * are (Pa K"1) 
- 1 where the constants a, b and c have the va lues 104.2 Pa K , 0 .18 and 5.1 Pa 
K - 1 (Ritsema, 1985) . In s e c t i o n 3 .6 i t i s demonstrated that a temperature 
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Figure 4.37 Temperature dependence of s o i l l iquid pressure at various values 
of 9 , obtained from laboratory measurements on core samples of Swifterbant 
s i l t loam. (See a l so Table 3 . 7 ) . 
induced pressure gradient should not be used as the driving force for flow, 
and so the above expression i s not meant to be used in flux ca l cu la t ions . 
Nevertheless , the re la t ion can be used to veri fy whether the observed pres-
sure f luctuations observed in the f i e l d may have been due to temperature 
variat ions only. This w i l l be done in Chapter 5 (Figure 5 .13) . 
Hydraulic conductivity and matrie f lux potent ia l 
For the Swifterbant s o i l s , K(0) curves (Figure 4.25) were calculated accord-
ing to the Van Genuchten-Mualem model (eq. 3 .63 ) . The parameter n, used in 
th i s equation, was derived from the average moisture character i s t i c s of s i l t 
loam respect ive ly loam, obtained as described before. As a matching point , 
measured K-values at p«-1.0 kPa were used. 
According to the scal ing concept for similar media, hydraulic conduc-
t i v i t y at a given location r i s re lated to the average value Kc_ by the 
equation Kj. s a Kgc» where a may be derived from the scal ing of moisture 
c h a r a c t e r i s t i c s . This re la t ion was used here, and since the scal ing factor 
shows a log-normal d i s tr ibut ion , the estimated v a r i a b i l i t y of K i s based 
upon the variance of log ocr. 
In addit ion, matric f lux potent ia l curves ( sect ion 3 .6 .2 ) were measured 
to characterize the hydraulic properties of the Swifterbant s o i l s . The 
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Figure 4.38 Measured matric f lux potent ia l curves of both Swifterbant s o i l s . 
Solid l ine s were obtained by considering the to ta l of e ight core samples as 
a s ingle s o i l volume, in applying the calculat ion procedures (Appendix 6 ) . 
Broken l ine s are the r e s u l t of numerical integration (see t e x t ) . 
curves by numerical integration (eq. 4 . 5 ) . As an a l t ernat ive , in th i s study 
a new steady state method was developed that enables one to measure d irec t ly 
the $ (9) function (Appendix 6 ) ; th i s function then can be used as a s u b s t i -
tute for the separate K(9) and p(9) curves. The measured r e s u l t s are shown 
in Figure 4.38, along with calculated curves obtained by numerical integra-
tion of the Van Genuchten-Mualem K(9) curve, used in combination with the 
measured p(9) curve, both of which are shown in Figure 4 .25 . The difference 
between the two Swifterbant s o i l s , as demonstrated in Figure 4.38, i s the 
main explanation of the difference in surface temperature as observed yearly 
from thermal imagery during Spring drying of the s o i l s at the Ir . A.P. 
Minderhoudhoeve experimental farm. Variabi l i ty in the $(9) function i s again 
defined on the basis of the scal ing factor , using the re la t ion <2> = a $ 
r r sc 
Figure 4.34 shows the hydraulic conductivity of Buffalo silty clay as 
determined by the 'hot air method1 (Arya et al., 1975) and as derived from 
the moisture characteristic (eg. 3.63). The K(9) curve of Avondale loam as 
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presented by Jackson {1^)73) is shown In Figure 4.36. For both these soils, 
as for the FLEVO data, the scaling factors expressing the variability In 
moisture characteristics were used to define the variability in K(6) as 
well. 
4.7 Output and initial conditions: soil state variables and fluxes 
The measured soil state variables are moisture content and temperature, 
and in the FLEVO experiment also the soil water tension in addition. These 
'output' variables will serve at the start of the simulation runs as initial 
conditions. 
The other 'output1 variables are the fluxes of heat and moisture at the 
soil surface. The latter could only be assessed with sufficient accuracy for 
the FLEVO and ARIZONA experiments. Time sequences of 'output' variables will 
be presented In the next chapter for all datasets. Here only a brief de-
scription of the field situation is given. Appendix 8 summarizes more 
details on these measurements. 
Soil moisture 
At the FLEVO site, soil state variables were determined within small sam-
pling plots at various locations in the field (Figure 4.1). As mentioned 
before, only the data from two plots (plots 1 and 4) are used in this 
report. The other plots gave comparable results. 
Soil moisture content was determined by gravimetric sampling of four 
depth intervals of increasing thickness down to 55 mm. All samples were com-
posites of five subsamples. A razor blade device was used for sectioning 
these top centimetres into thin layers by a single manipulation. To convert 
gravimetric to volumetric moisture contents, dry bulk densities of 1150 
kg/m and 1050 kg/m were used for the silt loam and loam, respectively. 
These averages are based on a total of 100 transect samples. Throughout the 
experiment, significant changes in moisture content occurred only in the top 
35 mm. Below this depth, changes were less than 2% by volume, and 0 averaged 
0.33 and 0.31 for silt loam and loam respectively, as determined by occa-
sional gravimetric sampling. 
Error variance in volumetric moisture content is due to within-plot 
variability of gravimetric moisture content and bulk density. For these 
properties, error standard deviations of 0.5-2.0 % by mass and 50 kg/m 
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respectively were obtained from semivariograms. Based on these data, an 
3 3 
average standard deviation of 0.025 m /m may be estimated for volumetric 
water contents at all depths. It is well known that variability itself is 
dependent on the average level of moisture content, but extensive sampling 
for the study of spatial variability could only be done at a few occasions' 
hence the behaviour in time of spatial variability is hardly known. 
Soil water tension was measured at various depths (Appendix 8). As 
mentioned in the previous section, a marked diurnal course was observed. The 
next chapter shows the relation of these fluctuations with those of soil 
temperature. 
At the TEXAS site, moisture content of the top 30 mm was determined by 
gravimetric sampling. Samples were composed of ten subsamples to reduce 
scatter. For conversion to volumetric moisture content, a bulk density of 
1220 kg/m was used and an error standard deviation of 0.02 in 6 was esti-
mated. In addition, volumetric soil moisture content was measured by gamma 
attenuation and neutron moderation techniques for the complete profile (0-50 
cm). Standard deviations of volumetric moisture content determined by gamma 
attenuation usually ranged from 0.01 to 0.04 below a depth of 10 mm. Only 
shortly after irrigation, standard deviations at these depths were larger, 
3 3 
up to 0.10 m /m . Above a depth of 10 mm, variability was larger, the stan-
dard deviation rising to 0.09 m3/m3. 
In the ARIZONA experiment, the complete profile was sampled gravimetri-
cally in layers of increasing thickness, and samples were composed of sever-
al subsamples per layer. On the basis of the other two experiments, standard 
deviations of 0.02 m3/m are assumed. 
Soil temperature 
Soil temperature profiles were measured down to 0.5 m depth at the Swifter-
bant site. Measurement errors were 0.1 K, but again the corresponding vari-
ance is larger due to spatial variability. Like for soil water content, 
spatial variability of soil temperature depends on drying stage, depth and 
time of the day. Semivariance analyses of noon soil temperatures at 10 mm 
depth under fair weather conditions yield standard deviations of 0.2-0.A K 
at the 4 m distance level. A value of 0.4 K is used for all depths and 
drying stages for the FLEVO experiment. 
At the TEXAS site, where soil temperatures were determined at four 
depths in six plots, standard deviations ranged from 0.2 to 1.5 K for all 
depths. Contrary to the other experiments, the actual standard deviations 
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are available for all observations• 
Profiles of soil temperature in the ARIZONA experiment were measured at 
small depth increments down to 1.28 ra. An error standard deviation of 1 K 
due to spatial variability and measurement error is assumed for all depths. 
Surface radiation temperature 
The measured surface radiation temperature Tgr used in this report is de-
fined by 
14 um 
(4.14) a T ^ « J {e(X) W(X,Ts) + R'(X)} d\ (W m"2) 
\-8 
where W(\,T_) is the blackbody emittance at temperature T_, and Rf(\) the 
reflectance by sky radiation. For the FLEVO and TEXAS experiments, this 
radiation temperature was actually measured by ground based and handheld IR 
thermometers, respectively. For the FLEVO measurements, the error standard 
deviation of the detector was 0.25 K in the relevant temperature range. The 
within-plot error standard deviation for radiation temperature as derived 
from semi variance analysis ranged from 0.5 to 1.0 K. Combined with the mea-
surement error, this results in an error standard deviation of 1.03 K. 
True surface temperature may deviate from radiation temperature by sev-
eral K due to ambient radiation and to* the fact the emissivity does not 
equal unity. The accurate measurement of sky radiation temperature requires 
various precautions (e.g. Jacobs, 1982); this variable was not measured 
regularly in the discussed experiments. As the surface radiation temperature 
is to be predicted by the SALSA model for a comparison with measured data, 
sky radiation temperature should be taken into account in the simulation to 
convert the actual surface temperature - as results from the energy balance 
equation - into radiation temperature by adding reflected ambient radiation 
to calculated emittance. To this purpose, sky radiation temperatures are 
assumed to vary over a 40 K range, which will increase the expected error 
variance in predicted surface radiation temperature by 2.25 K (subsection 
5.1.1). 
In the TEXAS case, IR-temperature data were collected at ten sites. 
During daytime, standard deviations were between 1.0 and 1.5 K. At night 
these values decreased to 0.2-0.3 K. Sky radiation temperatures, measured 
over the hemisphere each time when surface temperature measurements were 
taken, were averaged arithmetically. Averages ran between 279 and 298 K. 
Surface temperature for the ARIZONA experiment was determined by ther-
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mocouples. A standard deviation of 1.0 K is assumed for these temperature 
data. 
The surface fluxes can be calculated from the measured data only for 
the FLEVO and ARIZONA experiments. For the TEXAS case, evaporation was to be 
assessed by the use of microlysimeters. These however gave so much scatter 
in the results that a reliable record of the evaporative flux could not be 
obtained. 
The fluxes of interest are the net radiation, the sensible and latent 
heat fluxes above the surface, and the soil heat flux. Net radiation was al-
ready discussed in section 4.4, along with the other radiation terms. The 
remaining fluxes will be discussed below. 
Soil heat flux 
The surface soil heat flux for both the FLEVO and ARIZONA datasets was de-
termined from the development of soil temperature profiles in the top 0.30 
and 0.16 m respectively, by numerical integration of the heat content pro-
file. The required heat flux at a depth of 0.30 m was calculated from the 
temperature gradient and an estimated value of the apparent thermal conduc-
tivity in the FLEVO-case (section 4.6). For the ARIZONA experiment, the flux 
at 0.16 m was calculated from the first harmonic of the temperature wave at 
that depth. 
It must be noted that, other than by the use of flux plates, this calo-
rimetric method does not take into account that particular fraction of the 
surface heat flux that is spent on evaporation within the topsoil. This is 
convenient and correct in the present cases, where the procedures used to 
assess the evaporation term (Bowen ratio method and weighing lysimeters) do 
already take into account this subsurface evaporative heat loss (or gain). 
The errors involved, both in the estimated heat flux at 0.30 and 0.16 m 
depths and the calculated flux divergence above these depths, amount to 
approximately 10%. As the two terms are summed up to yield the surface heat 
flux, the coefficient of variation in the latter term is to be taken at 10% 
as well. 
Latent heat flux 
The latent heat flux was determined at the FLEVO site by the Bowen ratio 
method, using the combined equations: 
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(4.15) H + LE = -F^ - G 
and 
*, . /• v « - H dT 
(4.16) P = L E = Y ^ 
where (3 Is the Bowen ratio and y the psychrometer constant. The gradients of 
wet and dry bulb temperature were measured separately from the absolute 
values of these variables, to obtain relatively accurate figures for (3. Mea-
surements were made at 0.2 and 0.5 m. Error standard deviations in differ-
ences (between heights) for wet and dry bulb temperature (amplified signals) 
amount to 0.0025 K. For most daytime conditions (dT/dz > 0.04 K m"1; de/dz > 
10 Pa m ) this corresponds to a maximum error of 10% in the Bowen ratio. 
Combined with errors in net radiation and soil heat flux, this results in a 
relative error in the evaporation term that ranges usually between 10 and 
20% during daytime. 
In addition to the above method, total daily evaporation was determined 
on several days by the use of microlysimeters (Boast and Robertson, 1982). 
This was done in order to compare evaporative losses from the two different 
soils (loam and silt loam). The silt loam consistently showed a higher daily 
total evaporation than the loam, the difference ranging from 15 to 40%. For 
predicted differences in evaporation rate, see Chapter 5. 
Evaporation for the ARIZONA dataset was determined by weighing lysi-
meters, with an accuracy of 0.05 mm/d. Vapour fluxes could not be assessed 
by the Bowen ratio method using de and dT derived from the 0.20 and 0.50 m 
measurements, possibly due to advection problems. 
Sensible heat flux 
The sensible heat flux was found along with the latent heat flux by applica-
tion of equations 4.15 and 4.16 for the FLEVO data. The error variance was 
calculated as a function of time, and corresponds to a relative error of 10 
to 20% during daytime. This figure increases at low net radiation, but in 
those cases the absolute error is usually below 5 W m , as is also the case 
for the latent heat flux. 
For the Arizona experiment the sensible heat flux was determined as a 
rest term, using measured net radiation and evaporative heat flux, and the 
soil heat flux calculated as described above. 
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CHAPTER 5. VALIDATION 
In the present chapter, several attempts to validation of the SALSA 
model will be made. The results of the experiments discussed in the previous 
chapter are the basis of the experimental validation, presented in section 
5.1. In the comparison of the theory with these experimental datasets only 
the shortened version of the model (Figure 3.1.b) will be used, since the 
available data are too limited in nature to be used for the prediction of 
boundary layer development. Hence the upper boundary conditions to the 
system are the measured values of air temperature, humidity and wind speed 
over the respective experimental fields, and the measured course of global 
or net radiation. 
In section 5.2 an analytical solution of the surface energy balance 
equation is used in a test to merely check the correctness of the numerical 
formulations. A qualitative validation of the 'complete1 model, i.e. includ-
ing boundary layer development, is discussed in section 5.3, where a number 
of general boundary layer characteristics is inspected on the basis of 
common knowledge. 
5.1 Experinental validation 
The experimental results of the FLEVO, TEXAS and ARIZONA field studies 
will be used in a comparison with model predictions. Attention will be fo-
cussed in this section on the measured and simulated courses of surface 
fluxes (Rn, G, H, LE) and on the developments in surface radiation tempera-
ture, topsoil moisture content, and soil temperature (the latter two at 
various depths). These variables were named 'output variables' to indicate 
that they are to be predicted by simulation; since the measured values of 
these variables are used for validation, they have not yet been presented in 
the previous chapter. 
In the validation of models by field observations, it is useful to take 
into account the errors involved in variables cq. system parameters. These 
are due to measurement inaccuracy and to spatial variability. This applies 
both to the fluxes and state variables actually measured, and to their pre-
dicted values; errors in the latter are due to errors in the system para-
meters and boundary conditions, used as input to the model. 
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5 .1 .1 Error variance analys i s 
The expected value of the error variance of some predicted variable z± 
= fCx^ji^ljn) can be expressed as a function of (1) the error variances in 
input variables x^, and (2) the s e n s i t i v i t y of the prediction to changes in 
input. Thus for the case of non-correlated input-variables x^, the expected 
variance in the output variable z± i s written as ( e . g . Hahn and Shapiro, 
1967) 
(5 .1 ) E [var(z ) ] - Z ( ^ V v a r ^ ) + Z ( Q ^ X — 2 ) ^ 3 ( x i ) 
J
 i » l i 1=1 i dx. 
where n i s the number of independent variables x, and the derivative oz,/dx^ 
i s the s e n s i t i v i t y of the function z , to changes in x^. u^ i s the third 
moment about the mean. The second term in eq. 5.1 i s assumed to be n e g l i g i -
b l e , and i f the derivat ives are replaced by f i n i t e d i f ferences , the expected 
error variance i s expressed in the l inearized form 
n Az 
(5 .2 ) E [ v a r U J ] - Z ( T - 1 ) var ( x . ) 
J
 i - 1 X i X 
The variables z± in the present case are the various model output var iables , 
i . e . the surface energy fluxes and the s o i l s ta te var iables . 
The s e n s i t i v i t y (AZJ/AXJ) was assessed by running the simulation model 
for two values of x^, d i f fer ing by the error standard deviation a(x^) . (This 
implies n+1 runs in order to determine E [ v a r ( z j ) ] ! ) • As explained before, 
the error variance of x^ comes about by measurement errors and spat ia l de-
pendence of x^. I t i s assumed that the s e n s i t i v i t y as defined here i s con-
stant over small Ax^ i n t e r v a l s , and that the error in x^ i s normally d i s -
tributed; furthermore, interact ions between the e f f e c t s (Az^/Ax^) for the 
various x^ are neglected. The above procedure was applied in a hydrological 
context by e . g . Coleman and DeCoursey (1976) in a comparison between d i f f e r -
ent evapotranspiration formulas. As can be expected, the variance as ca lcu-
lated by eq. (5 .2 ) depends on the s tate of the system, and hence in the 
following i t s course in time i s to be employed. 
Now i f for each output variable a measured course z^(t) and a predicted 
course 2 At) are ava i lab le , along with the associated variances for both 
time s e r i e s , the evaluation of the prediction may take into account these 
variances by the use of the quotient q, defined as 
- 129 -
z . ( j ) - z C t ) 
(5 .3 ) q ( t ) = J I -
/ [ v a r ( z ( t ) )+var(z ( t ) ) ] 
The course of th i s quotient, which i s similar to the Student t parameter 
w i l l be inspected as an indicator of model v a l i d i t y in the subsections 
5 . 1 . 2 - 5 . 1 . 5 for the respective data s e t s . Predictions w i l l be considered 
reasonable in th i s context i f the value of q ranges between - 2 and +2. 
For the FLEVO and ARIZONA experiments, the observed behavior may now be 
compared to the predicted course over a time span of about four days for the 
following variables: 
net radiation 
s o i l heat f lux (z=0) 
latent heat flux 
sensible heat f lux 
surface radiation temperature 
s o i l temperature (3 depths) 
volumetric s o i l moisture (four depth interva ls ) 
For the TEXAS case, only the state variables w i l l be inspected, as the 
fluxes could not be establ ished in the f i e l d with su f f i c i ent accuracy. 
Table 5.1 summarizes the error standard deviations or coe f f i c i en t s of 
variation of the measured input variables as used in the simulation runs, 
and a l so includes for the system parameters - which do not vary in time -
the values used as a reference. For more de ta i l s the reader i s referred to 
Chapter 4. The uncertainty in the predict ions , caused by input errors , i s 
expressed by the expected variance according to eq* 5 .2 . The corresponding 
standard deviations or coe f f i c i ent s of variation are l i s t e d in Table 5 . 2 . 
Where ranges are indicated instead of s ingle values , the relevant properties 
depend strongly on the s tate of the sytem. Table 5.2 a l so shows the error 
standard deviations in the measured ser i e s of 'output* var iables . Employing 
these numbers and following the procedure described in th i s subsection, the 
course of q (as defined by eq. 5.3) was calculated for each output var iable . 
To prevent problems in the use of th i s procedure caused by div is ion through 
very small numbers, - as might occur for the variances of the nighttime 
f luxes - a q-value of zero was assigned in cases where the difference |z .»(t)-
z j ( t ) | i s l e s s than a c r i t i c a l value c. The resu l t ing q-t s e r i e s are shown 
for each dataset; where a c-value has been used, th i s i s indicated in the 
corresponding f igures . 
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Table 5.1 Inputs for validation runs: reference value and standard deviation or 
coefficient of variation. 
variable 
global radiation 
air temperature 
vapour pressure 
wind speed 
initial soil T 
initital soil 9 
cloud cover 
a (eq. 3.8) 
b (eq. 3.8) 
n (eq. 3.8) 
sky rad. temperature 
roughness length 
albedo 
soil emissivity 
longwave reflectivity 
thermal conductivity 
heat capacity 
hydraulic scale a 
p (eq. 3.81) 
FLEVO 1 
ref. 
1) 
1) 
1) 
1) 
f(z) 
f(z) 
f(t) 
0.70 
0.04 
0.10 
273 K 
0.08 mm 
f(0) l ) 
f(9) L> 
0.10 
f(9,p) ° 
f(e,p) ° 
1.0 2> 
1.0 3> 
2.0 
and 2 
a or cv(%) 
5% 
0.1 K 
15 Pa 
4% 
0.4 K 
0.025 
207. 
0.05 
0.02 mb~* 
0.05 
20 K 
0.06 mm 
0.02 
0.01 
0.05 
20% 
6% 
-0.51/+1.04 
-0.58/+1.37 
1.0 
TEXAS 
ref. 
1) 
1) 
1) 
1) 
f(z) 
f(z) 
. 
. 
. 
. 
278 K 
0.8 
. 
0.96 
. 
f(e,p) 
f (e , P ) 
1.0 
2.0 
4 ) 
i) 
a or cv(%) 
5% 
0.1 K 
15 Pa 
10% 
1.0 K 
0.04 
. 
. 
. 
. 
15 K 
. 
. 
0.03 
. 
20% 
10% 
-0.3/+0.4 
1.0 
ARIZONA 
ref. 
1) 
1) 
1) 
1) 
f(z) 
f(z) 
• 
. 
. 
. 
. 
0.015 
f(0) 
0.97 
0.10 
f(0) 
f(0) 
1.0 
2.0 
a or cv(%) 
5% 
0.1 K 
15 Pa 
4% 
1.0 K 
0.02 
. 
. 
. 
. 
. 
mm • 
0.02 
0.01 
0.05 
20% 
10% 
-0.5/+1.0 
1.0 
1) see chapter 4t 2) siltloam, 3) loam, 4) De Vries model. 
•: irrelevant to the chosen modeloption 
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5.1.2 FLEVO-1 
The FLEVO-1 set typically represents some days of fine late Spring 
weather in the Netherlands (see also Chapter 4). The initial condition of 
the soil was homogeneously wet after heavy showers, and the strong drying 
conditions brought about high initial evaporation rates. Subsequent drying 
of the topsoil dramatically affected the Bowen ratio, rendering this series 
of data an interesting case for model validation. Moreover, the occurrence 
of two soil types within a single trial field offers an extra opportunity to 
test model performance. The data used for the silt loam case were taken from 
plot 1; the loam data used here refer to plot 4 (Figure 4.1). The model op-
tions chosen for the FLEVO-1 analysis are: 
IFBLD =* 0 (no boundary layer simulation) 
IFMFLP » 1 (use of matric flux potential) 
IFMTB » 1 (matric flux potential specified in a table) 
IFGRAV » 0 (gravity not taken into account in water flow equation) 
IFCHTB « 1 (soil thermal conductivity specified in a table) 
IFNET * 0 (net radiation not used as boundary condition) 
The results of one particular simulation run are depicted in the Figures 
5.1-5.4 (surface energy fluxes) and 5.7-5.14 (state variables), along with 
the time series of actual observations. The inputs for this run were taken 
as listed in Table 5.1, and 'matching' was limited to varying the inputs 
within the range of the error standard deviations indicated in that table. 
The corresponding q-t series are shown in Figures 5.6 (fluxes) and 5.15 
(state variables). 
Some remarks must be made first regarding the two soil types distin-
guished in the experimental field • In terms of system parameters, the two 
soils are assumed to differ only in hydraulic properties and - slightly - in 
topsoil bulkdensity (Chapter 4). Of the surface fluxes, net radiation and 
the soil heat flux were observed for the silt loam plot specifically. In the 
measurement of sensible and latent heat fluxes, however, the use of the 
Bowen ratio method introduces the complication that the obtained fluxes re-
present some 'field averaged' values, which cannot be ascribed to a single 
specified soil type. Therefore, in the simulation effort, the model was run 
for the two soil types respectively (using identical boundary conditions), 
and for both situations the simulated sensible and latent heat fluxes are 
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depicted in Figures 5.3 and 5.4, along with the observations. According to 
the above one would then expect that, in the case of correct simulation, the 
observed courses of these two fluxes lie somewhere between the extremes, as 
simulated for the two soil types. 
In contrast, the developments in topsoil moisture content and radiation 
temperature are of course site specific; these were observed separately for 
the loam and silt loam plots. The results, therefore, are also presented 
separately (Figures 5.7-5.12). A continuous record of soil temperatures of 
the loam site is not available, but incidental measurements revealed negli-
gible differences with the silt loam plot at depths below 0.03 m. 
Soil water pressure, as measured by a total of 28 tensiome.ters 
(equipped with mercury manometers), clearly showed a diurnal periodicity, 
the suction decreasing during the day and rising at night. Since one would 
rather expect the suction to increase during 'daytime, this behaviour called 
for a series of more detailed measurements under laboratory conditions, re-
garding the effect of temperature on the p(0) relationship. The results of 
these measurements were shown in Figure 4.37 and condensed in eq. (4.13). 
Figure 5.13 is added here to merely illustrate the behaviour of topsoil 
water suction under field conditions, rather than to verify model predic-
tions (SALSA neglects the effect of temperature on p(6) as explained be-
fore). The broken line in Figure 5.13 represents the development of soil 
water suction as calculated from eq. (4.13), using the field-measured T- and 
9-values (for the latter, a linear decrease in time was assumed, see Figure 
5.12) at the depth of the corresponding tensiometer cup. It can be concluded 
that the observed diurnal pattern may be ascribed fully to temperature fluc-
tuations, without taking into account moisture migration. 
Evaluation of flux predictions 
To prevent confusion, it is recalled here that fluxes are assigned a posi-
tive value if directed towards the surface, and a negative value when di-
rected away from it. Of the surface fluxes, net radiation (Figure 5.1) is 
described fairly well. For daytime conditions, this needs not surprise, 
since global radiation as a measured driving variable constitutes a major 
fraction of net radiation. At night, when this flux is determined solely by 
surface emittance and sky radiation, predictions are also good. It is men-
tioned that for the sky emissivity parameters a and b (eq. 3.8) constant 
values were used, whereas in reality these values may vary over a 
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considerable range (Table 5 . 1 ) . In the s p e c i f i c case discussed here, these 
possible variat ions account for up to 75% of the expected error variance in 
the nighttime predictions of net radiat ion . A deviation in net radiation as 
observed for the night 159/160 may be explained by variat ions in a and b. 
The q-values for net radiation (Fig . 5.6) range between -1 and +1 throughout 
the experiment period, which i s considered sa t i s fac tory . 
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The soil heat flux at the surface is also described reasonably well, 
although the peaks in both curves (Figure 5.2) do not always match. This 
causes q to fluctuate stronger than in the case of other surface energy 
fluxes. The accuracy attained in the registration of peaks and dips in the 
surface soil heat flux (by integration of temperature profiles) is limited 
by the spacing of temperature sensors just below the surface. Also, in con-
trast to most other variables, soil temperatures were registered in terms of 
momentary half hour values, i.e. without integration. These are probable 
causes of the observed discrepancy between measurement and simulation re-
sults. To illustrate that this validation is fairly sound, one may be re-
minded that all predicted surface fluxes are calculated by the model direct-
ly from the linearized gradients between the surface and the centres of the 
first soil and atmosphere compartments, respectively. The surface heat flux 
associated with soil heating or cooling is then obtained after subtraction 
of the predicted surface latent heat flux from the conduction flux between 
the surface and the centre of the first compartment; it has, therefore, no 
direct relation with the flux derived from measured temperature profiles. 
The latent and sensible heat fluxes, as determined in the field by the 
Bowen ratio method, fit rather well between the simulated courses depicted 
in Figures 5.3 and 5.4 for the two respective soils. Only during the first 
day, the model underestimates the latent heat flux considerably. It may be 
noted also that the decrease in daily maximum latent heat flux, observed 
during the four subsequent days after the 'wet1 start, is steeper than the 
corresponding decrease in the predicted values for both soils. (The inverse 
applies, somewhat mitigated, to the sensible heat flux). This may be due to 
the neglect of hysteresis in the soil hydraulic properties: the use of de-
sorption curves implies an overestimation of the nighttime moisture redis-
tribution (surface wetting). Overestimation of vapour transfer within the 
topsoil may also be a plausible explanation. A value of 2 was used here for 
the phenoraenological coefficient P (eq. 3.81). In the field, no measures 
were taken to separate vapour and liquid transport in the soil. 
The q-t series shown in Figure 5.6 for latent and sensible heat fluxes 
refer to the 'silt loam' simulation. (The predictions for the 'loam' case, 
when compared to field observations, will give better q-figures on days 159-
!60, and poorer results on the first two days). With q ranging mostly be-
tween -1.5 and +1.5, the discrepancy between prediction and observation is 
considered acceptable. 
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Figure 5.4 Measured (-
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Figure 5.5 shows the dramatic increase in Bowen r a t i o during the drying 
sequence. I t appears that the s o i l type determines to a large extent the 
rate of increase of t h i s r a t i o as time proceeds. 
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Figure 5.6 q-Values for the surface f luxes , FLEVO set 1. For explanation see 
t e x t . 
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Evaluation of state variable predictions 
For the silt loam, surface radiation temperature (Figure 5.7) is predicted 
rather well. The slight nocturnal overestimation may be associated with the 
excessive nighttime surface wetting, discussed above. However, also sky 
radiation temperature has a marked effect on surface radiation temperature 
during the night, and uncertainty in the former accounts for a maximum con-
tribution of 45% to the prediction error variance. For the last night of the 
sequence, overestimation of net radiation is associated with the erroneous 
surface temperature prediction. Considering the expected errors (Table 5.2), 
the deviations as normalized in the parameter q should not be viewed as dis-
turbing (Figure 5.15). 
surface radiation temperature (°C) 
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32-
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16-
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Flevo set 1 silt loam 
156 157 158 159 160 
Julian day number 
Figure 5#7 Surface radiation temperature for s i l t loam, measured (-
simulated ( ) , FLEVO se t 1. 
-) and 
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Figure 5.8 Surface radiation temperature for loan as measured (-
simulated ( ), FLEVO set 1. 
-) and 
A comparison between loam and silt loam radiation temperatures (Figures 
5
«7 and 5.8) shows the impact of the difference in 'surface hydrology1, 
based on the different matric flux potential curves (previous chapter). The 
model, however, overestimates to some extent the radiation temperature for 
the loam plot, also during daytime. -iv—\ 
Topsoil moisture contents (Figures 5.9-5.12) changed only little at the 
depths 15-35 mm and 35-55 mm for both soils; the simulation results are in 
accordance with this observation. The gradual decrease in daytime moisture 
content over the four day period is predicted correctly for the various 
layers in both soils (note the faster drying for the loam surface layers); 
the amplitude for the 0-5 mm layers however, is grossly overestimated in the 
silt loam case. As stated before, the neglect of hysteresis or an erroneous 
value of the vapour transport coefficient night cause such a result. For the 
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Figure 5.9 Soi l moisture contents at various depth in terva l s , s i l t loam, 
FLEVO set 1; symbols represent observations, broken l ine s simulation 
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Figure 5.10 Soi l moisture contents at various depth i n t e r v a l s , s i l t loam, 
FLEVO set 1. 
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Figure 5.11 Soi l moisture contents at various depth in terva l s , loam, FLEVO 
se t 1; symbols represent observations, broken l ines simulation r e s u l t s . 
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Figure 5.12 Soi l moisture contents at various depth i n t e r v a l s , loam, FLEVO 
set 1. 
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Figure 5.13 So i l water suct ion as measured ( ) a t 4 cm depth on s i l t 
loam, FLEVO se t 1. The broken l i ne shows the course , ca l cu l a t ed on the ba s i s 
of f i e l d measured T( t ) and 9 ( t ) , combined with l abora to ry measured PaCT) 
r e l a t i o n s h i p s . (Figure 4 . 3 7 ) . 
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Figure 5 .15 q-Values for the s o i l s t a t e v a r i a b l e s , FLEVO s e t 1. 
( D :0-5 mm; o:5-15 mm; A : 1 5 - 3 5 mm; +:35-55 mm). 
loam c a s e , where the same value for the vapour transfer c o e f f i c i e n t was "used 
in s imula t ion , such a discrepancy i s not observed. Moisture content in the 
5-15 mm layer i s c o n s i s t e n t l y s l i g h t l y overestimated for the s i l t loam. The 
diurnal amplitudes at t h i s depth are predicted accurate ly for both s o i l s . 
The values of q as depicted in Figure 5.15 mostly range from - 1 . 5 to 1 .5 . 
Major sources of pred ic t ion error variance for moisture content in the top 
two layers are the u n c e r t a i n t i e s in sky e m i s s i v i t y parameters (accounting 
f
° r up to 30% of the predic t ion error v a r i a n c e ) , in the hydraul ic s c a l e 
parameter a (up to 40%), and in the i n i t i a l moisture content (up to 80%). 
F
°r the l ayers 15-35 and 35-55 mm, the l a t t e r factor almost e x c l u s i v e l y a c -
counts for a l l the var iance . 
S o i l temperatures appear to be predicted w e l l a t n i g h t , but not s a t i s -
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m; at 0.03 m depth, daytime temperatures are either over- or underestimated. 
On day 156, this is associated with an overestimation of the soil heat flux, 
at the expense of the latent heat loss. For this particular day, q-values 
for the soil temperature attain unacceptably high values (Figure 5.15). On 
the reason of this behaviour can only be speculated, at this stage. 
5.1.3 FLEVO-2 
Irregular weather conditions characterized circumstances during the 
FLEVO-2 experiment (Chapter 4). Over a five day period, cloudy and rainy 
days alternated with days exhibiting intermittent sunshine. As a result, 
surface energy fluxes and soil conditions show strongly fluctuating pat-
terns; a specific feature for this dataset is the course of the surface soil 
heat flux, which shifted frequently during daytime from negative to positive 
and vice versa. 
Tables 5.1 and 5.2 again list the input and output variables, along 
with the associated error intervals. The following options were used in run-
ning the model for the FLEVO-2 case: 
IFBLD - 0 (no boundary layer simulation) 
IFMFLP - 0 (hydrology formulated in terms of K-p) 
IFKTB » 0 (hydraulic conductivity function specified in Van 
Genuchten parameters) 
IFGRAV - 1 (gravity term included in water flow equation) 
IFCHTB - 1 (thermal conductivity specified in table) 
IFNET • 0 (net radiation is not used as boundary condition) 
The occurrence of rain during several days prescribes the gravity term to be 
taken into account. In the simulation run, the measured total of 33 mm pre-
cipitation was distributed uniformly over the 41 hour time span during which 
it was registered, resulting in an average flux of 0.81 mn h"1. This averag-
ing procedure was applied to prevent the time steps from decreasing to un-
acceptable small values, as would occur during peaks In rainfall intensity. 
Apart from the above, the treatment of this dataset was identical to the 
procedure described in the previous case. Because of the predominantly moist 
conditions, a difference in the behaviour of the loam and silt loam soil 
types could hardly be assessed; for this reason only the silt loam results 
are presented. 
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The figures 5.16-5,19 show the surface fluxes as measured and simulat-
ed, and Figure 5.29 depicts the corresponding q-values. The developments in 
the s o i l s tate variables can be seen from the Figures 5 ,21-5 .24 , whereas 
Figure 5.25 gives the q-t ser ies as calculated for the various output var i -
ab le s . One i s reminded that a l l r e su l t s shown and discussed are the output 
of one particular simulation run, and that to obtain these r e s u l t s , 
matching* was l imited to the error intervals of the input variables (Table 
5.1) 
Evaluation of f lux predictions 
Net radiation for th i s dataset i s predicted very wel l , with the exception of 
daynumbers 176-177 (Figure 5 .16); th i s discordance i s due to an increase in 
albedo which occurred in r e a l i t y because of surface drying, but which i s not 
effectuated in the simulation, since surface drying i s not predicted cor-
r e c t l y ; the la t ter w i l l be discussed below. Note that a l so the nighttime 
values are described rather accurately. 
For the s o i l heat f lux, the same as stated for the FLEVO-1 dataset 
appl ies ; the spacing of temperature sensors i s c r i t i c a l , e spec ia l l y where 
f luctuat ions , are so pronounced as in the present case . For th i s reason, q 
reaches extreme values; some overestimation seems to occur during the f i r s t 
half of the day, whereas during the second half the heat flux i s underest i -
mated. Final ly , a comparison with the FLEVO-1 data shows c lear ly the expect-
ed connection between nighttime s o i l heat flux and net radiat ion. 
The latent and sensible heat fluxes (Figures 5.18 and 5.19) are pre-
dicted accurately, again with the exception of day 177. As mentioned, no 
d i s t inc t ion i s made between the two dif ferent s o i l types, because the pre-
dominantly wet conditions prevented the difference in topsoi l behaviour -
which appears during drying only - to come about. The values of q are con-
sidered acceptable. 
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Figure 5.16 Measured ( ) and simulated ( ) net radiation, FLEVO set 2. 
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Figure 5.17 Measured ( ) and simulated ( ) soil heat flux, FLEVO set 2. 
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Figure 5.18 Measured ( ) and simulated ( ) sensible heat flux, FLEVO set 
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Figure 5.19 Measured ( ) and simulated ( ) latent heat flux, FLEVO set 2 
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Figure 5.20 q-Values for the surface f luxes , FLEVO set 2 . 
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Evaluation of s tate variable predictions 
Predicted radiation temperature c lo se ly follows the measured curve (Figure 
5 .21) , although the f luctuations at the half-hour scale are somewhat damped. 
The deviation observed for the night 175-176 might have the same causes as 
discussed for the dataset FLEVO-1. It i s not clear why radiation temperature 
i s overestimated on day 176; here one would expect an underestimation caused 
by too slow surface drying, as observed for day 177. 
Moisture contents in the top 15 mm (Figure 5.22) are generally over-
estimated. Rain occurred on days 173-175, during which no measurements of 
moisture content were made. The hydraulic s o i l properties as measured and 
used for th i s simulation run were taken from the top 5 cm layer . Changes 
with depth in hydraulic s o i l properties may cause the predictions of mois-
ture content at 15-55 mm to be a few percent beside the mark. Such devia-
t ions have a strong e f f e c t on surface drying process, which apparently i s 
not simulated correct ly after the rain has ceased; even when taking into 
account the uncertaint ies in a l l the measurements, i t must be noted that the 
simulated r e s u l t s are quite dif ferent from the observations, as can be seen 
from Figure 5.25. It i s concluded that for s i tuat ions where rain and surface 
drying are intermittent , a good description of topso i l water movement r e -
quires extremely detai led s o i l information. 
The s o i l temperatures are described f a i r l y we l l , and q remains close to 
zero for a l l depths taken into consideration (Figures 5.24 and 5 .25) . 
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Figure 5#21 Surface r a d i a t i o n temperature for s i l t loam as measured ( ) 
and simulated ( ) , FLEVO se t 2. For the loam s o i l , almost i d e n t i c a l 
courses were measured and s imulated. 
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Figure 5 .22 , 5.23 Soi l moisture content at various depth in terva l s , s i l t 
loam, FLEVO set 2; symbols respresent observations, broken l i n e s simulation 
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Figure 5.25 q-Values for the s o i l s tate variables , FLEVO set 2 
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5.1.4 TEXAS 
Also the TEXAS experiment yielded a five day series of observations. In 
this case, the surface energy fluxes will not be considered in model valida-
tion, since most of these terms are known with too little accuracy to render 
them useful for a comparison with simulation results. The course of measured 
net radiation was used to formulate the energy flux boundary condition in 
the simulation excercise dicsussed below. 
Specific for the TEXAS dataset is the sudden change in regime, caused 
by flooding of the dry soil after two days of measurement. Attention will be 
focussed upon the response of the soil state variables (temperature, radia-
tion temperature, and moisture content) to this abrupt change and during 
subsequent drying. 
The inputs again are listed in Table 5.1, and the errors in prediction 
and measurement, respectively, are presented in Table 5.2. The model options 
used for simulation of the TEXAS situation were: 
IFMFLP « 1 (matric flux potential used in flow equation) 
IFMTB = 0 (matric flux potential specified as rational expression) 
IFGRAV « 1 (gravity term included in water flow equation) 
IFKTB « 1 (hydraulic conductivity specified in a table) 
IFCHTB = 0 (thermal conductivity calculated by De Vries model) 
IFHET • 1 (net radiation used as boundary condition) 
Measured and simulated time-series for surface radiation temperature, top-
soil moisture content and soil temperature are plotted in the Figures 5.26, 
5.27 and 5.28. For an interpretation of the differences between measured and 
simulated curves in the light of the occurring error variances, the corre-
sponding q-values are shown in Figure 5.29. 
Evaluation of state variable predictions 
Surface radiation temperature is predicted reasonably well (Figure 5.26) 
although the maximum value measured during the first day is several K higher 
than the calculated value. The decrease in maximum daily surface temperature 
observed in the course of time is associated with an increase in soil mois-
ture content, but is also partly due (days 175, 176) to a decrease in radia-
tion (Fig. A.8) as clouds became more frequent during the second half of the 
week. Nighttime surface temperatures are somewhat overestimated, possibly 
due to overestimation of thermal conductivity. 
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Figure 5.26 Measured ( ) and simulated ( ) surface radiation temperature 
for the TEXAS experiment. 
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figure 5.27 Measured ( ) and simulated ( ) courses of soil moisture 
content at various depths intervals, TEXAS. 
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Soil temperatures are also predicted within acceptable limits (for the 
q-values see Figure 5.29) for part of the sequence only; at some occasions 
predictions are too high, especially at 5 cm depth after wetting. Soil tem-
perature at 25 cm and to a less extent at 10 cm depth is underestimated con-
siderably before irrigation occurred in the night 173/174. These deviations 
may be due to erroneous X(9) prediction, invoked by the De Vries formulation 
(in this run the option IFCHTB=0 was used!). The results suggest that for 
dry soil the model underestimates X(6), whereas too high values seem to be 
calculated for the soil under wet conditions. 
Soil moisture contents again appear difficult to predict. While varia-
tions in moisture content are within acceptable limits during the first two 
days of the experiment (Figure 5.28), fluctuations are much too pronounced 
for the second part of the week. During daytime, topsoil dries out to too 
low moisture contents and by subsequent redistribution during the night, the 
surface moisture content reaches too high values. Supposedly this is due to 
the neglect of hysteresis. 
soil temperature (°C) 
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28-
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* . ' 
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Figure 5.28 Measured (-
depths, TEXAS. 
-) and simulated ( ) soil temperature at 3 
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Figure 5.29 q-Values for the s tate variables , TEXAS. For explanation see 
subsection 5 . 1 . 1 . ( n :0-5 nia; O :5-15 mn; V : 15-30 nun). 
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5.1.5 ARIZONA 
Characteristic for the ARIZONA experiment, conducted by the USDA Water 
Conservation Laboratory at Phoenix, are the smooth cyclic patterns in the 
meteorological conditions, the arid climate (vapour pressure), and the high 
radiation levels. A feature of the resulting data series, of major interest 
in model validation, is the meticulously measured record of topsoil moisture 
behaviour during drying. The four days from which the observations are used 
here represent only a brief fraction of the total extent of the experiment. 
The input data used for the validation runs are listed in Table 5.1, 
and the output error variances for the different terms again are given in 
Table 5.2. The following options of the SALSA model were chosen: 
IFMFLP • 0 (K-p formulation of flow equation), 
IFGRAV » 0 (no gravity term in water flow equation) 
IFKTB - 1 (hydraulic conductivity specified in a table) 
IFCHTB - 1 (thermal conductivity specified-in table) 
IFNET - 0 (measured net radiation not used as boundary condition). 
The surface fluxes as measured and simulated are given in the Figures 5.30-
5.33; to evaluate these results, Figure 5.34 shows the corresponding q-t 
series. For the soil state variables, the results are shown in Figures 5.35-
5.39. 
Evaluation of flux predictions 
Net radiation (Figure 5.30) appears to be overestimated during daytime and 
underestimated at night, q-values ranging between -2 and +2 (Figure 5.34). 
With global radiation and longwave downward radiation as measured driving 
variables, and with correctly predicted surface temperatures, the main terms 
composing net radiation should be correct; the above deviations must there-
fore probably be ascribed to errors in soil albedo, emissivity, and/or long-
wave reflectivity. 
The soil heat flux at the surface is not always predicted satisfactori-
ly (Figures 5.31 and 5.34), yielding extreme values for the quotient q. 
Deviations, however, are not consistent to the extent that erroneous assump-
tions in the model should be expected. 
This is not the case for the latent and sensible heat fluxes (Figures 
5.32-5.34). For these variables, severe discrepancies between predictions 
and observations occur. (The measured values of latent heat flux are based 
on lysimeter data, and the sensible heat flux was determined as a rest 
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te rm) . I t should be r e c a l l e d here t ha t in the s imula t ions for t h i s da t a se t 
the value of the aerodynamic roughness parameter z was determined by 
'matching ' and was found to be extremely low (0,015 mm). (The s o i l heat f lux 
was used as a c r i t e r i o n in the matching procedure) . Aside from the fac t t ha t 
such a low value must be considered u n r e a l i s t i c , i t can be noted tha t a l s o 
the d i s t r i b u t i o n of energy over the l a t e n t and sens ib le terms i s not p r e -
d ic t ed c o r r e c t l y . During daytime, too much energy i s spent on evaporat ion a t 
nef radiation (Wm"2) 
Arizona 600-1 
Figure 5.30 Measured (-
ARIZONA experiment . 
Julian day number 
-) and simulated ( ) ne t r a d i a t i o n for the 
soil heat flux (Wm"2) 
200-, 
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Figure 5.31 Measured (-
ARIZONA experiment . 
69 70 
Julian day number 
-) and simulated ( ) s o i l heat f lux for the 
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the expense of the sensible heat flux. To some extent this may be explained 
by the overestimation of nocturnal moisture redistribution, caused possibly 
by the neglect of hysteresis or by an erroneous value of the soil vapour 
transport coefficient. Another observation is that the relatively high evap-
oration rate as measured during the night is not predicted correctly by the 
sensible heat flux (Wnf2) 
Arizona 
-200-
67 69 70 
Julian day number 
Figure 5#32 Measured ( ) and simulated ( ) sensible heat flux for the 
ARIZONA experiment. 
67 68 69 
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Figure 5.33 Measured (-
ARIZONA experiment. 
Julian day number 
-) and simulated ( ) latent heat flux for the 
model. Irrespective of the above, the data suggest that the employed formu-
lation of 'atmospheric resistance', using a single value of z to describe 
the exchange coefficients for both heat and vapour in the atmosphere, must 
be considered inadequate for the present case. A fetch problem may have 
occurred, as could be concluded from the impossibility to derive a roughness 
parameter from the wind profile data of this experiment. 
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Figure 5.34 q-Values of the surface f luxes , ARIZONA, 
subsection 5 . 1 . 1 . 
For explanation see 
Evaluation of s tate variable predictions 
Soi l temperatures at a l l depths are predicted reasonably we l l , although some 
overestimation occurs (Figures 5.35 and 5 .37) . The curves shown in Figure 
5.38 indicate that the disparity between prediction and observation i s a c -
ceptable in view of the involved errors , q ranging mostly between - 1 . 5 and 
+1 .5 . 
For the volumetric moisture content, daytime values are described with 
acceptable accuracy, but too much redistr ibut ion occurs during the n ight . As 
observed before, th i s may contribute to the overestimation of evaporation 
during daytime. Figure 5.39 shows the corresponding q-values. 
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Figure 5.36 Measured ( ) and simulated ( ) s o i l moisture contents for 
various depths i n t e r v a l s , ARIZONA. 
- 161 -
soil temperature (°C) 
32.0 n Arizona 
24.0 J 
1604 
i 1 
69 70 
Julian day number 
) and simulated ( ) s o i l temperatures at Figure 5.37 Measured ( 
various depths, ARIZONA. 
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Figure 5,39 q-Values for soil moisture content at four depth intervals. 
5*2 Comparison of the simulation model with an analytical solution 
under limiting conditions* 
As an additional test of the model, some simulation results will be 
compared to an analytical solution of the surface energy balance and related 
soil water and heat flow equations, unfortunately, to render such a compari-
son possible, the numerical algorithm must be simplified strongly, in order 
to match with the assumptions needed to achieve the analytical solution. The 
resulting simplified case can hardly be claimed to represent physical reali-
ty, and consequently one might question the usefulness of such a test. 
Nevertheless it is felt that a form of analytical validation is warranted 
here, as it may give an indication of the accuracy attained by the numerical 
procedures used in the current model; this is especially of interest since 
the experimental validation is liable to such wide error intervals as shown 
in the previous sections. 
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The analyt ica l solution used for the present purpose i s the Laplace-
type model developed by Nicholaichuck (1974), mentioned already in Chapter 
2. In th i s l inearized model, a l l transport coe f f i c i ents and capaci t ies are 
treated as constants. Both the s o i l heat flow and s o i l water flow equations 
are included to describe the one-dimensional transport in the ver t i ca l d i -
rect ion for a semi- inf ini te s o i l column, subject to boundary conditions 
defined by the surface energy balance. 
The heat flow equation i s written as 
(5.A) C f i - x i ! i _ c K ^ 
s Ot . 2 w dz dz 
where Ce and CrT are the volumetric heat capaci t ies of bulk s o i l and water 
re spec t ive ly , and the other symbols have their usual s ignif icance (cf Chap-
ter 3 ) . The second term on the RHS of the above equation i s meant to cover 
the convective transport of heat by the s o i l water. Clearly, only that part 
of the flow which i s induced by gravity i s taken into account. The to ta l 
flow of s o i l water i s taken to be subject to the conservation equation: 
, , a d8 ^ d29 , ^ d2T dK ( 5
-
5 )
 b T - D e —i + D T 7 T " d7 
dz dz 
where DQ and D~ (both taken to be constant) are the c l a s s i c a l 'isothermal1 
and 'thermal1 s o i l water d i f f u s i v i t i e s as defined by Phil ip and De Vries 
(1957). As demonstrated in Chapter 3 , th i s concept contains some p i t f a l l s , 
and an addit ional inconsistency i s introduced by the combined use of eqs . 
(5 .4 ) and ( 5 . 5 ) , since the coupling term i s omitted in eq. ( 5 . 4 ) , whereas i t 
i s retained in eq. ( 5 . 5 ) . 
The boundary conditions are derived from the energy balance equation: 
PC , T 
(5 .6 ) R + — ^ (T - T ) + \ ( - j r ) + L E = 0 
n r a s v dz ' s 
a 
where the second term represents the sensible heat flux in the air, the 
third term the soil heat flux and the last one the latent heat flux; E is 
the evaporative water flux at the surface. From eq. (5.6) the following 
boundary condition to the heat flow equation is derived: 
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<5 '7> ( £ ) s + K 2 T s = K l 
with the constants Kj and K2 defined as 
PC 
(5.8) K. = (-R - LE - — E T ) / X 1 v n r ay 
pC 
(5.9) K„ = 2 r \ a 
The gradient of water content at the surface, to be used as boundary condi-
tion to the water flow equation, is expressed as 
<5 '10> < £ > s - K 3 + K 4 T s 
This relation follows from the flux equation and the condition of constant 
surface evaporation: 
(5.11) j » -Da -—-- D^ -7^+ K v
 '
 Jw 6 dz T dz 
(5.12) j - - E 
w,s 
and it can be seen directly that therefore the parameters K3 and K^ are de-
fined as 
K + E D 
( 5. 1 3) K 3 H - ^ - ^ Kl 
(5.14) K 4 E ^ I K2 
Nicholaichuck (1974) approximated all the terms Kj - k^ as constants. Gibbs 
and Baca (1981) extended this analysis by expressing the hydraulic conduc-
tivity as a linear function of moisture content and temperature. Since the 
diffusivities D^ , and DQ remain constant in their formulation, however, such 
that the dependence of K on 9 and T appears only in the gravity term, the 
analysis by those authors is not considered to be physically more realistic 
than Nicholaichuck1s description, which was adopted here. 
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Table 5.3 Values of soil parameters and initial conditions as used in the 
NICAN-L1NTRA comparison. 
variable value units 
X 
cs 
D 0 
D T 
K 
T i 
9 i 
T ( z»0 .5 
G(z«0.5 
E 
Ta 
\ 
u ( a t 2 
z o 
m) 
m) 
m) 
1.0 
1.5 106 
5 .0 10~7 
1.0 10~9 
1.0 10" 1 5 
20.0 
0.36 
20.0 
0.36 
1.1574 10"7 
20.0 
700. 
2 .0 
10.0 
W m^K"1 
J m"3K~1 
raV1 
nV1*"1 
ra s 
°C 
-
•c 
— 
- 1 
m s 
•c 
W m~2 
n s 
mm 
The analytical solution pertaining to the set of equations (5.4, 5.5) 
subject to conditions given by (5.7) and (5.10) makes use of Laplace trans-
form methods. The solution is given in Appendix 9. A printout of the semi-
analytical CSMP program (NICAN) that was written for this occasion to per-
form the calculations in the Nicholaichuck solution is given in Appendix 10; 
the procedure includes a convolution integral that is solved numerically. 
The actual derivation of the solution is considered too lengthy to be 
reproduced in this report, but a detailed description can be found in the 
cited thesis by Nicholaichuck and also in the work by Gibbs and Baca (1981). 
To allow for a comparison with this Laplace model, the numerical model 
SALSA was trimmed down to a relatively short algorithm, listed in Appendix 
10 under the name LINTRA (linearized transport). As stated, the main changes 
as compared to SALSA relate to the constancy of transport coefficients and 
capacities in the soil, a truncated heat convection term, and the 
elimination of the atmosphere compartment. Hydraulic conductivity is main 
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Table 5.4 Predicted profiles of soil moisture content and temperature for 
t»3 hours. 
depth 
mm 
0.0 
1.0 
4.0 
9.0 
16.0 
25.0 
36.0 
49.0 
64.0 
81.0 
100.0 
140.0 
180.0 
220.0 
260.0 
300.0 
340.0 
380.0 
NIC AN 
T(°C) 
38.109 
37.954 
37.491 
36.730 
35.690 
34.400 
32.899 
31.240 
29.491 
27.729 
26.035 
23.367 
21.720 
20.801 
20.340 
20.131 
20.046 
20.014 
LINTRA 
TCO 
38.119 
37.964 
37.500 
36.739 
35.698 
34.405 
32.901 
31.238 
29.484 
27.717 
26.019 
23.360 
21.720 
20.806 
20.345 
20.135 
20.048 
20.013 
NIC AN 
e(-) 
. 
0.3234 
0.3259 
0.3288 
0.3323 
0.3364 
0.3411 
0.3459 
0.3506 
0.3548 
0.3582 
0.3618 
0.3624 
0.3618 
0.3610 
0.3605 
0.3602 
0.3601 
LINTRA 
o<-> 
. 
0.3244 
0.3260 
0.3286 
0.3321 
0.3363 
0.3410 
0.3459 
0.3506 
0.3548 
0.3582 
0.3618 
0.3624 
0.3618 
0.3610 
0.3605 
0.3602 
0.3601 
tained only to express the gravity term, and is replaced in the other terms 
by the two diffusivities DQ and 1^ in which both liquid and vapour contri-
butions are lumped. Net radiation, air temperature, windspeed and evapora-
tion rate are kept constant, and the initial soil moisture content and tem-
perature are constant with depth. 
Table 5.3 shows the values of the different parameters and conditions 
used in running both models LINTRA and NICAN for the example given here. The 
predicted moisture and temperature profiles, obtained by the two models, are 
given In Table 5.4 for the case where the soil is exposed to the fixed 
boundary conditions during three hours. The rate of heat accumulation in the 
soil is fairly high in this example, accounting for about 20% of the imposed 
net radiation. Viewing the analytical model as the reference case here, it 
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can be concluded from a comparison of the results that the numerical simu-
lation model approaches the true solution to a very high degree of accuracy. 
For other cases, comparable results could be obtained. 
5.3 Brief evaluation of simulated boundary layer development 
Since datasets which are suitable for a validation of the complete 
SALSA model were not available to the present author, the performance of the 
'atmosphere compartment1 could only be tested to a limited extent. To this 
purpose, some features of predicted developments will be discussed. It may 
be recalled that the equations which express the transport processes and the 
production rates of kinetic energy, are identical to those, used by 
Nieuwstadt and Driedonks (1979) in their boundary layer model (with the ex-
ception of the surface exchange coefficients). The latter model was vali-
dated by experimental data for the case of nocturnal boundary layer develop-
ment. 
All the results presented in this subsection were generated by the same 
simulation run, unless mentioned otherwise. Conditions for this run were a 
geostrophic wind speed of 10 m s , a very smooth surface (zQ » 0.1 mm) and 
an initial potential temperature of 20 #C throughout the atmosphere. Initial 
conditions of wind speed and specific humidity were obtained by 'idling* for 
48 h at constant surface temperature and surface humidity conditions. Ini-
tial conditions for the soil were taken from day 156, FLEVO set 1; soil 
properties were also taken from that dataset (silt loam). Simulation then 
started at the end of the afternoon (16.00 h) and proceeded to cover a 
period of A8 h. For global radiation, the measured data of day 159, FLEVO 
set 1, were used (Figure A. 6). The atmosphere was divided into eleven 
layers, doubling In thickness from the surface upward, with a thickness of 3 
m for the first compartment. 
Figure 5.40 depicts the terms of the surface energy balance, and Figure 
5.41 shows the simulated conditions at screen height. The results can be 
considered not unrealistic if compared to observations, presented in section 
4.5 for the various data sets. Calculated dewpoint temperature was added 
here as an extra check on the behaviour of simulated conditions at 1.5 m; 
predicted developments in this comparatively conservative quantity are 
interpreted as reasonable. 
- 168 -
flux density (Wnf2) 
600-, 
400-
200-
-200-
/ 
/ / 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
simulated surface energy fluxes 
soil heat flux 
v / N a t e n t heat flux 
\ v 
\ / sensible heat flux V 
* 
S/* 
24 12 
—i 1 
24 12 
local time ( h ) 
Figure 5.40 Surface f luxes as simulated by SALSA, including boundary layer 
development (IFBLD =» 1 ) . For the chosen set of system parameters and 
boundary condit ions, see t ex t . 
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Figure 5.41 Atmospheric conditions at screen height as simulated by SALSA, 
including boundary layer development (IFBLD « 1). 
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Figure 5.42 shows the sensible heat flux in the lower atmosphere at 
various times of the day. In the mixed layer, fluxes should be approximately 
linear with height, which appears to be the case, except for the lower 15 m. 
Below that height, the heat flux divergence predicted at noon, as seen from 
the graph, accounts for a maximum rise in air temperature of about 1 K h , 
which is viewed as acceptable at this hour. 
height (m) 
100-, 
80-
60-
40-
20-
6h 
12 h 18 h 
6 h / 24h 
-120 -60 -40 -20 0 20 
sensible heat flux (Wm"2) 
Figure 5.42 Profiles of the sensible heat flux in the lower atmosphere, as 
simulated by SALSA for different times of the day. 
The normalized flux of momentum, ^x/p> is presented in a similar way in 
Figure 5.43, and a more or less linear relation is found also for this case. 
The development of the potential temperature profile is demonstrated in 
Figure 5.44. This picture illustrates the appearance of the nocturnal tem-
perature inversion (with a base at 100-200 m height), which is dissolved 
subsequently in the morning hours. Also the difference in boundary layer 
height between day and night can be seen from this graph. The increase in 
maximum temperature at screen height - observed on the third day as compared 
to the second day - is due to drying of the soil surface. The corresponding 
developments in specific humidity are shown in Figure 5.45. The profiles of 
turbulent kinetic energy for the same simulation run are shown in Figure 
5.46. 
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Figure 5#43 Profiles of the normalized flux of horizontal momentum, Tx/P> a s 
simulated by SALSA for different times of the day. 
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Figure 5.44 Simulated development of potential temperature in the lower 
atmosphere. 
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Figure 5.45 Simulated development of 
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Figure 5.46 Simulated development of turbulent kinetic energy in the lower 
atmosphere. 
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The courses of turbulent kinetic energy production terms at different 
fixed heights are depicted in the Figures 5.47 - 5.50. It'can be observed 
that the sum of the various terms is relatively close to zero during most of 
the time at all four heights, which is in accordance with general experi-
ence. 
In a more detailed study of model sensitivity, the effects of soil pro-
cesses on conditions in the lower atmosphere, and vice versa, will be dis-
cussed in the next chapter. 
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CHAPTER 6 . SENSITIVITY ANALYSIS 
The term ' s e n s i t i v i t y a n a l y s i s ' has been used in the l i t e r a t u r e on 
modell ing to i n d i c a t e a wide range of a c t i v i t i e s r e l a t e d to the study of 
model behaviour. In the present c o n t e x t , ' s e n s i t i v i t y a n a l y s i s ' w i l l be 
in terpreted as a study of the e f f e c t s of changes in system parameters, but 
a l s o in model s t r u c t u r e , on the va lues of output v a r i a b l e s . A l so , some r e l a -
t i o n s between output v a r i a b l e s w i l l be i n s p e c t e d . The course of g lobal r a d i -
a t i o n as a boundary condit ion w i l l not be changed in the various s imulat ion 
runs; a l s o geostrophic wind and some empir ical parameters, employed in the 
d e s c r i p t i o n of boundary layer development ( c f . subsect ion 3 . 4 . 2 ) , w i l l be 
maintained a t a f ixed v a l u e . The present a n a l y s i s , t h e r e f o r e , i s by no means 
meant to be exhaus t ive ; i t focusses mainly on a number of s o i l p r o p e r t i e s . 
Due a t t e n t i o n i s given to the process of t o p s o i l drying. 
F i r s t , a br ie f d i scuss ion w i l l be given on approaches to s e n s i t i v i t y 
ai*a~iysis, as found in l i t e r a t u r e ( s e c t i o n 6 . 1 ) . Furthermore, the re levance 
of the 'atmosphere compartment' to the s imulat ion of s o i l and surface pro-
c e s s e s i s i l l u s t r a t e d in s e c t i o n 6 . 2 . Parameter s e n s i t i v i t y w i l l be s tudied 
subsequently in s e c t i o n 6 .3 for d i f f e r e n t s tages of surface drying; a l s o , 
the s o i l proper t i e s that determine the development of drying s t a g e s , and in 
part i cu lar the occurrence of 'drying f r o n t s ' , are inspected in t h i s chapter 
( s e c t i o n 6 . 4 ) . 
6 .1 Approaches to s e n s i t i v i t y a n a l y s i s 
Several funct ions can be used to express s e n s i t i v i t y of systems. The 
most common express ions for the l o c a l s e n s i t i v i t y of some output var iable 
y ( t ) to changes in a system parameter p are the abso lute s e n s i t i v i t y 
d y ( t ) / o p and the r e l a t i v e s e n s i t i v i t y o lny ( t ) /&lnp » ( d y / y ) / ( d p / p ) ( e . g . 
Horowitz, 1963; Himmelblau and Bischof f , 1968; France and Thornley, 1984; 
McCuen, 1973) . DeCoursey (1976) advocated the use of the form 
d l n y ( t ) / d l n ( p - p ) t o reduce the e f f e c t of the choice of the re ference 
l e v e l pQ for the r e l e v a n t parameter. To derive these funct ions for a given 
system, two b a s i c a l l y d i f f e r e n t ways may be fo l lowed . In the study of b i o l -
o g i c a l systems, the 'parameter perturbation method' i s widely appl ied to 
approximate the d i f f e r e n t i a l of i n t e r e s t a s a f i n i t e d i f f erence q u o t i e n t : 
changes in output v a r i a b l e s are r e g i s t e r e d as a response to perturbat ions in 
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system parameters. A more elegant approach was developed in the field of 
systems control engineering. The involved method, yielding the time courses 
of the differentials dy(t)/dp , was described by Tomovic and Vukobratovic" 
(1970) in their extensive treatise on 'general sensitivity theory'. Although 
the latter method appears to be impractical in the present case (as will be 
shown), its basic principles cannot be omitted in a brief review of sensi-
tivity analysis because of their general validity and the contrast with the 
perturbation method. 
General sensitivity theory. 
Let a system be described by the time rate of change of a single state vari-
able y as a function of a parameter p and time t: 
(6.1) §f«f(y,p,t) 
The sensitivity of this rate to perturbations in a parameter p can be 
written as the rate of change of the sensitivity y to that parameter: 
^
D#z;
 aP W at ^ dP; at 
where u i s the so-ca l led s e n s i t i v i t y function. Now by impl ic i t d i f f e r e n t i a -
tion one finds 
a af ay af 
(6.3) ^(fCyCphp.t)) = a y ^ + ^ 
which is, as follows from eqs. (6.1) and (6.2), equivalent with 
K0
'*
}
 at " ay aP + aP 
E
 g(4>,P,t)u(p,t) +h(4>,p,t) 
with u(p , t Q ) = 0 (p i s supposed not to represent an i n i t i a l condi t ion) . The 
function <J> i s the solution of eq. 6.1 for the unperturbed case (the current 
s tate variable of i n t e r e s t ) . If more than a s ingle s tate variable i s i n -
volved in the formulation of a particular d i f f e r e n t i a l ay /a t , eq. 6.4 i s 
replaced by 
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du (p) n df dy df 
( 6 . 5 ) K.y = E ~ L ^ + sr i^ l b ? i 5 P bP 
the s o l u t i o n of which i s obtained by s o l v i n g the matrix form of the r a t e 
equat ion: 
7\ IT 
( 6 . 6 ) ^ - G(<J>,p,t)U(p) + H(<J>,p,t) 
under the condi t ion U(p, t Q ) «• 0 . 
The matrices are then defined as 
U = 
ay. 
dp 1 
oy. 
dp 
m 
9y 
n 
dp 
3y 
n 
dp 
m 
G = 
of 
dy. 
of 
dy 
n 
of 
n 
ay. 
df 
n 
5y 
n 
and 
H = 
df 
df 1 
dp 
m 
df 
n 
dp 1 
df 
n 
aP 
m 
So i t appears that a t o t a l of n d i f f e r e n t i a l equat ions i s required to so lve 
the s e n s i t i v i t y funct ion of a var iab le y* to a s i n g l e parameter, in the case 
where n s t a t e v a r i a b l e s ( inc lud ing y^ i t s e l f ) a f f e c t the d i f f e r e n t i a l 
d y . / d t • Moreover, a t o t a l of n and n d e r i v a t i v e s must be formulated (pro -
grammed) to def ine the c o e f f i c i e n t matrix G and the matrix H, r e s p e c t i v e l y . 
The r e s u l t i n g d i f f e r e n t i a l equat ions can .then be added to the s imulat ion 
a lgor i thm and be in tegra ted ( t o y i e l d the s e n s i t i v i t i e s u) by the usual pro-
cedure employed in the program to so lve the o r i g i n a l r a t e equat ions . A l -
though t h i s technique i s a t t r a c t i v e for r e l a t i v e l y simple models, i t becomes 
very impract ica l when appl ied to study the s e n s i t i v i t y of somewhat more com-
p l i c a t e d sys tems . In the f o l l o w i n g , t h e r e f o r e , the parameter perturbation 
method w i l l be used. 
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The parameter perturbation method 
Perturbation of parameters to which s e n s i t i v i t y i s to be invest igated 
provides a l e s s elaborate type of s e n s i t i v i t y ana lys i s • Usually, the f i n i t e 
difference form of the absolute s e n s i t i v i t y , Ay(t)/Ap , i s calculated as an 
indicator . In section 6 .3 , some further remarks w i l l be made with reference 
to the particular choice of the s e n s i t i v i t y indicator . The pertubation 
method may s t i l l c a l l for extensive calculation e f for t s when applied to 
systems which involve a large number of parameters. Steinhorst e t a l . (1978) 
demonstrated, in a detai led example of s e n s i t i v i t y a n a l y s i s , how an exces -
s ive number of simulation runs can be reduced by the use of so-ca l led macro-
parameters. A macro-parameter, in their terminology, represents a group of 
system parameters which are perturbed simultaneously. A high value for a 
given macro-parameter i s then effectuated by taking high values for a l l con-
tained system parameters. If the system appears to be insens i t ive to a 
certain macro-parameter, s e n s i t i v i t y to the individual parameters then needs 
no further study. The above authors varied the macro-parameters in dif ferent 
combinations according to a fract ional , fac tor ia l design, and evaluated the 
main and interact ion e f f e c t s subsequently by analys is of variance of the 
output var iables . For se lected macro-parameters, the individual parameters 
were then studied in more d e t a i l . A condition for th i s approach to be val id 
i s that negative interaction be absent among parameters, grouped into a 
macro-parameter • 
In the SALSA model, most processes of in teres t - and hence the para-
meters involved - are interact ing to some extent , and moreover the model i s 
not very large , so that the use of macro-parameters i s not warranted here. A 
perturbation scheme that allows for analys is of possible interact ion phenom-
ena, however, i s valuable in general, and w i l l be employed in studying the 
s e n s i t i v i t y of surface fluxes and conditions as discussed in sect ion 6 . 3 . 
6.2 The relevance of boundary layer development to s o i l processes 
As mentioned in Chapter 3 , the mutual dependence of s o i l and atmosphere 
conditions cal led for a formulation of the development of atmosphere condi-
t ions which takes into account the computed surface f luxes . The (general ly 
accepted) a l ternat ive s i tuat ion - where boundary conditions measured at 
screen height are imposed on the s o i l system - i s not suitable for the 
present type of s e n s i t i v i t y s tud ie s . I t should, therefore, not be used where 
- 178 -
one i s interested in s o i l behaviour and surface fluxes over wide ranges of 
( s o i l ) parameter values , since the courses of s tate variables c lose to the 
surface depend on the la t ter values themselves. The simulation r e s u l t s pres-
ented in th i s subsection serve to substantiate the above statement. 
To th i s purpose i t i s attempted to demonstrate the contrast between 
r e s u l t s of the SALSA, variant that includes boundary layer development 
(IFBLD=*1) versus those of the shortened version that does not (IFBLD=0). In 
such an e f f o r t , one encounters the problem that for the l a t t er case a s er i e s 
of boundary conditions oust be generated which allows for a fair comparison. 
To overcome this d i f f i c u l t y , the complete version of SALSA (IFBLD=»1) was run 
for two s e t s of s o i l parameters, which resul ted in two ser i e s of simulated 
conditions at screen height . These conditions are air temperature, humidity, 
and windspeed, 'regis tered 1 a t one-hour intervals for a period of four days. 
Subsequently, the courses of these var iables , obtained as simulation output 
for the one s o i l type, were imposed as boundary conditions to the other s o i l 
- and vice versa - in a simulation run without boundary layer developtment. 
The s o i l s used in th i s 'cross-combination1 were taken to be dif ferent only 
in their hydraulic properties (moisture charac ter i s t i c , hydraulic conduc-
t i v i t y curve, and matric f lux potent ia l curve). The corresponding parameters 
are given in Table 6 . 1 . All i n i t i a l condit ions , parameter values and model 
options were ident ica l in a l l four runs, with the exception of the switch 
IFBLD, of course, and the i n i t i a l s o i l moisture content, which should be 
re la ted to the chosen hydraulic properties of the s o i l . Then, i f the e f f e c t 
of s o i l conditions on surface fluxes via screen-height conditions (feedback 
via the atmosphere) would be n e g l i g i b l e , the two runs for a given s o i l would 
r e s u l t in ident ica l courses of the surface f luxes (and other variables with-
in the system). 
Two contrasting s o i l s were se lected from the variety of s o i l s l i s t e d in 
Table 3.8 : Mont Cenis s i l t loam (Vachaud, 1966), and Sable S2 (Stroo-
sni jder , 1982). The i n i t i a l s o i l water pressure for both cases was taken to 
be -5 kPa, as might be viewed as r e a l i s t i c under f i e l d conditions shortly 
after thorough wett ing. The e f f e c t of gravity was taken into account 
(IFGRAV-1) and free drainage was allowed at the lower boundary of the sytem. 
For the boundary conditions geostrophic wind speed and global radiation the 
same data as mentioned for the example given in sect ion 5.4 were used . 
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Table 6.1 Hydraulic properties of Mont Cenis silt loam and Sable S2. 
a 
n 
Qr 
es 
ei 
* s 
A 
B 
Mont Cenis silt loam 
1.8070 
1.2814 
0.0000 
0.442 
0.38 
1.41 10"8 
150.4 10"6 
0.1670 
Sable S2 
10.020 
1.3741 
0.0000 
0.410 
0.23 
409.58 10" 
470.9 10" 
0.0046 
-8 
-6 
Pa"1 
— 
— 
— 
kg m"1s"1Pa"1 
kg m" s" 
"" 
Drying of the topsoil appears to proceed quite differently for the two 
soils. Whereas the Mont Cenis silt loam is able to replenish the drying 
surface layers with subsoil water for several days, the Sable S2 soil rapid-
ly develops a dry surface layer under the imposed conditions. (The process 
of topsoil drying in relation to hydraulic soil properties will be discussed 
in more detail in section 6.4). If attention is paid now to the surface 
fluxes and atmosphere conditons at screen height, it becomes clear how these 
are related to soil properties. Figure 6.1 shows the predicted behaviour of 
air temperature, humidity, and wind speed as developed over the two soils. 
The increase in daily maximum vapour pressure over the course of several 
days is less pronounced for Sable S2 than for Mont Cenis silt loam, since 
the latter maintains a higher evaporation rate. The reverse is true, as. ex-
pected, for air temperature, which rises more rapidly in the case of Sable 
S2. 
The surface fluxes of sensible and latent heat as simulated for the 
Mont Cenis soil by the complete model (IFBLD=1) are depicted in Figure 6.2. 
The same figure also shows the curves that result when at screen height the 
conditions, 'generated1 over Sable S2 soil, are imposed on the Mont Cenis 
silt loam system. The low vapour pressure and high air temperature, acquired 
over the Sable S2 surface, induce an increased evaporation rate and a sup-
pressed sensible heat flux when combined with the moist Mont Cenis soil 
surface. This happens to the extent that, during the last day of the 
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air temperature (°C) 
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air temperature 
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Figure 6.1 Simulated atmospheric conditions at 1.5 m above the surface for a 
s i l t loam and a sand s o i l ; i n i t i a l s o i l water pressure was -5 kPa in both 
cases . 
latent and sensible 
heat flux (Wm~2) Mont Cenis silt loam 
sensible 
-600 I I ! 
12 24 12 
local time ( h ) 
Figure 6.2 Surface fluxes of sensible and latent heat, simulated for a silt 
loam. 
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simulated period, the direction of the sensible heat f lux i s reversed to 
supply heat from the 'warm' atmosphere to the surface, cooled by excessive 
evaporation. A s l i g h t phase sh i f t can be observed between the time ser i e s as 
obtained by the two model versions, re spec t ive ly . This i s due to the fact 
that conditions a t screen height , obtained at given instants ( e . g . 16.00 pm) 
from the 'complete* simulations, were maintained at their fixed values 
during one hour (16.00-17.00 pm) in the simulations with the shortened 
version of the model. Results analogous to those shown in Figure 6.2 were 
obtained for the Sable S2 s o i l , where the rever - : e f f e c t r^uld be observed; 
the contrast in that case was l e s s pronounced, however, since s o i l 
conditions rather than atmospheric condtions were l imit ing evaporation. 
The presented graphs expose c lear ly the relevance of s o i l behaviour to 
changes in air propert ies , and vice versa. This example serves to i l l u s t r a t e 
that for an accurate simulation of e spec ia l l y surface drying of bare s o i l s , 
i t i s indispensable to use atmospheric boundary conditions that are in a c -
cordance with the development stage of the drying process. In r e a l i t y , the 
picture sketched here w i l l be found to be somewhat exaggerated, due to the 
underlying assumption of l a tera l homogeneity; the influence of s o i l condi-
t ions on the prof i l e s of temperature and humidity in the developing boundary 
layer i s therefore somewhat overestimated. 
6.3 S e n s i t i v i t y of some variables to major s o i l parameters; the drying 
stages I and I I I 
I t may be questioned which indicator of s e n s i t i v i t y i s most suitable in 
the context of remote sensing imagery interpretat ion . Limiting the d i scus -
sion to absolute s e n s i t i v i t y as defined in sect ion 6 . 1 , a choice could be 
made between (an approximation of) the d i f f e r e n t i a l s e n s i t i v i t y dy/dp, and 
the integral s e n s i t i v i t y Ay/Ap . Although both indicators have their ad-
vantages in spec i f i c cases , they share the disadvantage that d iv is ion 
through dp and Ap, re spec t ive ly , introduces a dependence on the scale chosen 
to express p, and thus renders impossible a d irect comparison between the 
e f f e c t s of di f ferent parameters. Moreover, the s e n s i t i v i t y i t s e l f becomes 
in teres t ing mainly i f combined with a certain interval Ap. It i s assumed 
that one i s primarily interested in the range of values that some output 
variable might a t t a i n , due to possible ( f i e l d ) variat ions in speci f ied para-
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meters. Attention is therefore focussed here on the quantity Ay, correspond-
ing to a maximum range Ap, rather than on true sensitivity. The choice of 
Ap, inevitably introduces some subjectivity, but the gain is a direct 
picture of the relative importance of parameters. 
The key parameters governing the surface energy balance under given 
meteorological conditions are albedo, emissivity, thermal conductivity and 
heat capacity, roughness length, and some hydraulic soil properties that 
determine surface drying. In this section the effects of these parameters -
with the exception of the latter, as explained below - will be studied. The 
procedure involved uses a simplified version of the SALSA model. 
The soil moisture content profile, as developing from a given initial 
state as a function of hydraulic properties and meteorological conditions, 
dominates the surface energy balance in a complicated manner; all transport 
coefficients, capacities and radiative properties are related to soil 
moisture content. The results of simulations with a model that describes the 
proces of surface drying, therefore, can hardly be generalized in terms of 
sensitivity to basic soil parameters, other than those which directly affect 
moisture flow. Moreover, the development of moisture profiles is often a 
matter of several days, whereas the characteristic pattern in surface fluxes 
and state variables is based on 24-hour cycles. For these reasons, it was 
preferred here to consider first a system with steady state moisture move-
ment. It can be argued that the study of such simplified systems yields less 
realistic results, but it is believed that the advantage of a higher degree 
of generalisation outweighs that disadvantage. Also, computation costs play 
a decisive role. 
Defining the three stages of drying 
To the above purpose, the schematized classical three stages of drying 
(Fischer, 1923) are employed. Stage I is defined by evaporation at the soil 
surface, where water supply is not limiting. Saturation deficit of the at-
mosphere, radiation, and some 'exchange resistance1 determine to a large 
extent the evaporation rate, which could be referred to as 'potential evap-
oration' (although soil properties affect this flux also, as will be shown). 
The second stage, known as the 'falling rate' stage, represents a transient 
case, characterized by the development of the dry surface layer and a de-
creasing evaporation rate. By definition, stage II cannot be treated as a 
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steady s t a t e s i t u a t i o n . Because of i t s more complicated na tu re , t h i s subject 
wi l l be discussed in de t a i l separately in section 6.4. In stage I I I of the 
drying process, water evaporates from below a dry surface layer and i s 
transported to the surface by diffusion in the vapour phase. 
This schematic separation of stage was o r ig ina l ly based on laboratory 
observations, and has not been subject to extensive study for f ie ld circum-
stances . Nevertheless, the concept has been supported by observations of 
Idso e t al(1974) for a f ie ld s i t ua t ion ; a l so the FLEVO data for Swifter bant 
loam (cf. Chapter 5) are in accordance with t h i s separation of s tages . 
In the modelling t r i a l s to be discussed, the following working de f in i -
tion of the stages was appl ied. Stage I was t reated as steady, evaporation 
taking place a t the surface, the driving force being only the l inear ized 
gradient of vapour density between the evaporation s i t e and screen height . 
In stage I I I , the evaporating surface was s i tuated a t a fixed depth, and the 
water t ransport was considered to be en t i r e ly in the vapour phase above th i s 
depth, the driving force again being the l inear ized density gradient . With 
respect to stage I , the ' r e s i s t ance 1 to vapour t ranspor t was increased with 
a diffusion term for th i s case to account for t ransport in the s o i l . For 
both s tages , a l l in te rac t ions between water vapour and s o i l material in the 
dry layer (including l iquid water) , were omitted. Aside from the above, the 
model employed was the complete SALSA model, i . e . including atmospheric de-
velopments. Again, the rad ia t ion data for day 156, FLEVO set 1, were used to 
define the energy flux boundary condition a t the surface, and a geostrophic 
wind of 10 m s was assumed in the following examples. 
The two cases I and I I I were t reated separate ly . To a l l system para-
meters considered, two values were assigned, based on the extremes to be 
expected under f ie ld condi t ions . A complete two-level f ac to r i a l design was 
used to define the dif ferent combinations of high/low parameter values. For 
n parameters, t h i s r e s u l t s in 2n combinations. The simplified model was run 
for a l l combinations, and the output was t reated by analys is of variance 
(ANOVA) for each ins tan t (one-hour i n t e r v a l s ) . ANOVA yields the main ef fec ts 
of parameters, and the in te rac t ions of various orders between parameters. 
SPSS ( S t a t i s t i c a l Package for the Social Sciences, Nie and Hadlai Hull, 
1981) software was used to perform the analyses . 
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Analysis of Stage I 
For the 'wet soil* situation, the parameters to be varied are albedo, emis-
sivity, roughness length, thermal conductivity (X.), and heat capacity (C). 
As the latter (thermal) soil properties usually vary simultaneously, they 
were lumped into a single parameter, thermal inertia, defined as p = /XC. 
The frequent use of the thermal inertia concept in remote sensing literature 
was another reason to use this combined property. With the resulting four 
independent parameters, a total of 16 simulation runs was made, each for a 
period of 48 hours of which only the last 24 hours were analysed to reduce 
the effects of initial conditions. Table 6.2 lists the values, chosen for 
the parameters involved, based upon moist cq. wet soil conditions. 
Table 6.2 Parameter values used in sensitivity analysis 
Stage I Stage III 
albedo 
emissivity 
thermal cond. top 
thermal cond. sub 
heat capacity top 
heat capacity sub 
thermal inertia top 
thermal inertia sub 
thickness toplayer 
vapour diffusivity 
roughness length .50 50 .50 50 mm 
.08 
.94 
.60 
.60 
1.7 106 
1.7 106 
1000 
1000 
— 
_ 
.14 
.98 
2.30 
2.30 
3.0 106 
3.0 106 
2630 
2630 
— 
_ 
.14 
.92 
.20 
.60 
3.0 
1.7 
250 
1000 
.009 
.22 
105 
106 
io-4 
.38 
.92 
.40 
2.30 
6.0 105 
3.0 106 
500 
2630 
.04 
1.1 10"4 
— 
-
W m" 1^ 1 
W nf 1K"1 
J m~3K-1 
J m"3K-1 
J m" 2^^"^ 
J nf ^ ^ s " * 
m 
™2C-1 m s 
The output variables for which sensitivity was investigated are surface 
temperature, latent heat flux, and temperature and saturation deficit of the 
air at 1.5 m height. Surface temperature was chosen since it is the variable 
of main interest in this study, and latent heat flux because of its rele-
vance in an agronomical context. The other two variables are inspected in 
order to show the effect of soil conditions on the state of the lower atmos-
phere. For 25 hourly values and 4 output variables, a total of 100 ANOVA's 
was carried out. 
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Figures 6.3-6,6 show the main effects of parameter changes as they vary 
in time. These graphs call for some explanation. The information of interest 
is solely in the width and shading of the individual bands. The curves de-
lineating these bands have no physical meaning themselves, because they 
result from addition of the effects of parameter variations. Also, the 
position of a particular band with respect to the vertical axis has no 
meaning: the total width of the entire band, obtained for each instant by 
summation of individual bands, was centered around the mean course of the 
relevant output variable. The following order of the individual bands was 
arbitraryly chosen. The mean curve itself is not depicted here, in order to 
focus attention on sensitivity rather than on absolute values. Individual 
band widths, measured in the units of the ordinate, directly show the (aver-
screen temperature (°C) 
28-
24-
20 
16 
12 
sensitivity 
to 
factors 
„ A screen temp.
 A D Mactor >0 
_ A screen temp. -
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soil surface temperature (°C) 
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12 
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to 
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D A 1 H ^ <0 
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300 
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to 
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 > Q 
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A evaporation > 
D
 A factor 
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4.0T 
32 
2.4 
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_ A saturation def. . 
• -— >o 
A factor 
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 a A saturation def. < Q 
to 
factor 
roughness length 
(otherfactors negligible) 
A factor 
17 19 21 23 01 03 05 07 09 11 13 15 17 
Figures 6.3-6.6 Results of a sensitivity analysis for stage I evaporation. 
For explanation see text. 
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aged) absolute change in the output va r iab le , due to a change in the i n d i -
cated factor over the range mentioned in Table 6 .2 . The. shading of each band 
determines whether the factor effect i s posi t ive or negat ive, as indicated 
in the f igures . Bands narrower than 0.15 K, 0.15 K, 0.5 hPa, and 10 W ra"~2 
were omitted from the figures for surface temperature, screen temperature, 
saturat ion def ic i t and l a ten t heat f lux, respec t ive ly . 
If one i s in te res ted in the ac tua l values of the output var iables for a 
chosen combination of parameter values, these can be derived from the 
f igures . In such f ac to r i a l designs, the r e a l i s a t i o n of a dependent variable 
- in the absence of in terac t ion among parameters - i s expressed as the mean 
M plus half the sum of ef fec ts of a l l parameters ' p resen t ' ( = a t high 
value) , minus half the summed ef fec ts of parameters ' absen t ' ( = a t low 
value) . Thus, for a case with factors (parameters) a, b , and c 'present* and 
d, e , and f ' a b s e n t ' , the value of the dependent var iab le , noted as (abc) , 
would be calculated as 
(6.7) (abc) - M + KA+B+C-D-E-F) 
The capitals in this expression refer to the effects of parameters (factori-
al effect totals), to be read from the figures as band width and shading. In 
the case where interaction occurs, the relevant effects should be added on 
the RHS. In that situation, a plus sign must be assigned to combinations of 
letters appearing on the LHS (e.g. AC), and also to combinations of letters 
that are both absent on the LHS (e.g. DE); interaction effects between para-
meters which do not all pertain to either the 'absent' or 'present' class 
should be given a minus sign (e.g. AD, BEF, etc.). In this case of 'poten-
tial evaporation', the combinations AB, AC etc which could be added on the 
RHS to represent interaction effects, are all negligible, (i.e. the effects 
are smaller than the chosen critical minimum values mentioned before). The 
absence of interaction implies that the main effects of all factors are 
additive. In other cases (e.g. drying stage III) interaction may be consid-
erable. A detailed treatment of the statistics of factorial experiments can 
be found in Snedecor and Cochran (1967). 
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From Figure 6.3 i t can be seen that the variat ions in surface tempera-
ture, as expected to ar ise in the f i e l d from variat ions in albedo, thermal 
inert ia and roughness length, a l l are of the same order of magnitude during 
daytime. Emissivity appears to play a minor ro le (note that surface tempera-
ture and not the radiation temperature i s p l o t t e d ! ) . 
During the nighttime hours, thermal inert ia dominates v a r i a b i l i t y of surface 
temperature. Factors of relevant influence on air temperature at screen 
height are albedo and thermal i n e r t i a , but i t can be observed that f i e l d 
variat ions in these parameters do not bring about changes of more than 1 or 
2 K in air temperature in the case of s tage-I evaporation. Saturation 
d e f i c i t , with very low overal l values as expected at th i s s tage , appears to 
be insens i t ive to a l l parameters; minor changes are due to variat ions in 
roughness length. For the latent heat f lux, the parameters albedo, thermal 
inert ia and roughness length again have e f f e c t s of comparable magnitude, 
each giving r i s e to possible variat ions of about 50 Wm • 
Analysis of stage I I I . 
In the simulation runs for stage I I I , again albedo, thermal i n e r t i a , and 
roughness length were varied. In th i s case , however, the thickness of the 
dry toplayer must be taken into account as a new parameter, while now two 
values of the thermal inert ia must be chosen for the two layers considered. 
Moreover, vapour d i f f u s i v i t y i s to be introduced as a system parameter. 
Variations in s o i l emiss iv i ty were omitted from the perturbation scheme, as 
these appear to have only a minor e f f e c t on the surface energy balance. SQ 
with the resu l t ing to ta l of s i x parameters to be varied, a f u l l f ac tor ia l 
two-level design asks for 2 =64 simulation runs in the case of stage I I I 
evaporation. The se lected parameter values (Table 6.2) for the toplayer 'are 
based on reported ranges for dry s o i l s , and for the subsoi l on 'moist s o i l ' 
va lues . This appl ies not , of course, to dry toplayer thickness ( i . e . depth 
of the evaporation front ) , values for which are based on s o i l conditions to 
be expected during dry s p e l l s in NW Europe. These values may be considered 
as f a i r l y arbitrary. 
The output variables examined are again the surface temperature, latent 
heat f lux , and air temperature and saturation d e f i c i t at screen height . The 
main e f f e c t s are shown, along with some f i r s t order interact ion e f f e c t s , in 
the Figures 6 .7 -6 .10 . As in the previous case , these f igures are the r e s u l t 
of 100 analyses of variance (25 hourly values x 4 var iab le s ) . For the i n t e r -
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pretation of the graphs, one is referred to the explanation given for the 
stage I case. In the Figures 6.7-6.10, minimum values of 0.5 K, 0.3 K, 1 hPa 
and 10 W m were used, respectively, for bands to be plotted. 
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Figures 6 .7-6 .10 Results of a s e n s i t i v i t y analys i s for stage III 
evaporation. For explanation see t e x t . 
Whereas in the previous case interact ions ..were n e g l i g i b l e , they are 
relevant at stage I I I , at l e a s t for some parameters. It i s reca l led that an 
interact ion e f f e c t AB between factors A and B i s defined as the average r e -
sponse to A in the 'presence' (high value) of B, minus the average response 
to A in the 'absence' (low value) of B. The needed averages are taken over 
a l l possible combinations of the remaining fac tors . 
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Of the six parameters studied, albedo and dry layer thickness have the 
most pronounced effect on surface temperature (note the scale differences 
with the stage I figures). Also, during the daytime, roughness length and 
vapour diffusivity appear to be important parameters. Thermal inertia, espe-
cially of the subsoil (> 1 cm depth), plays only a minor role during the 
day. In this respect, some caution must be excercised when reading the 
figures, since the ranges chosen for topsoil inertia and subsoil inertia are 
different (Table 6.2). Thus a certain fraction of the toplayer thickness 
effect is due to the difference in topsoil and subsoil inertia. During the 
nighttime hours, thermal inertia dominates the picture. For screen tempera-
ture, similar effects can be observed from Figure 6.8. As expected, the soil 
parameters that are most important to the latent heat flux (Figure 6.10), 
also determine the saturation deficit of the air. The latter appears to be 
extremely sensitive to various soil properties, as seen in Figure 6.9. This 
does not surprise, since soil conditions that promote high surface - and air 
- temperatures are associated with low evaporation rates. Figures 6.9 serves 
as another illustration of the necessity to take into account the develop-
ments in the lower atmosphere when simulating surface processes. 
6*4 Stage II: development of the dry surface layer; a case study 
In the previous paragraph, the extreme cases of surface evaporation and 
evaporation from a fixed subsurface front were employed as a basis for sen-
sitivity analysis. It was shown that the presence of a thin dry surface 
layer has a strong effect on the behaviour of surface temperature and other 
variables. The present section deals with the development of such dry sur-
face layers as dependent on soil physical properties under given meteoro-
logical conditions. The results to be shown here may serve to indicate re-
finements in the sensitivity pictures sketched in the previous section, and 
to show how the hydraulic soil properties affect the evolution from evapora-
tion stage I to stage III. To study the stage II development, the complete 
SALSA model was used, i.e. no a priori assumptions were made on soil liquid, 
vapour and heat movement; interactions between the different soil phases 
were included, and developments in the atmospheric boundary layer were simu-
lated as well. In this case study, various aspects present themselves for 
discussion. These are the definition and behaviour of the drying front, and 
the role of the latent soil heat flux. Such aspects are not only of 
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relevance to the va l id i ty of the stage I l l -concept , they a lso have a wider 
significance as examplified by dry-farming p rac t i ces , where evaporation-
inh ib i t ing surface layers are aimed a t . With reference to the previous 
paragraph, stage I I can be viewed as the non-ideal stage I I I s i t ua t i on , 
where in te rac t ions between so i l water and dry surface layer do occur. 
Therefore an analysis of stage I I allows for a refinement of the conclusions 
ar r ived a t in section 6 . 3 . 
The major physical so i l cha rac t e r i s t i c s that affect surface drying are 
the hydraulic conductivity curve and the moisture c h a r a c t e r i s t i c . As 
discussed in subsection 3 .6 .2 , these two curves can be combined to yield the 
ma t r i e f lu* po ten t ia l curve, which can conveniently be approximated for most 
so i l s in terms of an expression with three parameters, according t o : 
(6.8) *(G) -A x 
x + B 
with x = 1 - 0/0 . The parameters A and B (Table 3.8) play a key ro le in 
the development of drying f ron ts . To invest igate their influence, the proces 
of evaporation under free drainage conditions was s tudied. For or ienta t ion 
of the reader , some extreme examples of <E>(0) curves are plot ted in 
Figure 6 .11. 
<t> nO"3kgm"V1) 
Bet Dagan, loamy sand 
-<{> (10"A kg nfV1) 
r 2 
0 (m3m~3) 
Figure 6.11 Matrie flux po ten t ia l as a function of moisture content for some 
example s o i l s . 
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Drying of t o p s o i l , under a given eveporative demand, depends to a large 
extent on the ' a b i l i t y 1 of the s o i l to supply water to the evaporating sur-
face , a property that can be expressed the in parameters A and B, mentioned 
above. A problem that presents i t s e l f in the free drainage case, however, i s 
the choice of a reference l eve l in the determination of these parameters. In 
Chapter 3 and in the previous sec t ion , A and B were taken to re la te to sa tu-
ration as a s tart ing point of the $(0) curve. To render such variables use-
ful in the description of the drying phenomenon in the absence of a water 
tab le , i t seems more appropriate to use the ' f i e l d capacity' concept in a 
def in i t ion of a reference l e v e l . This becomes clear when i t i s r e a l i z e d , for 
example, that the extremely high A-values, found for some sandy s o i l s (Table 
3 . 8 ) , may be due to high K-values pertaining only to the 0-range close to 
saturation. If these high water contents are maintained only during a brief 
period upon wetting, - that i s when moisture content at f i e l d capacity l i t s 
below th i s range, - then that sect ion of the $(0) curve that corresponds to 
th i s high degree of saturation plays no role in the surface drying process. 
In other words, in studying the e f f e c t s of A and B by s e n s i t i v i t y a n a l y s i s , 
i t i s inconvenient to take into account a gravity term that should be 
amended simultaneously with changes in A or B. So the problem comes down to 
defining a suitable moisture content 0 - e f where gravity can be neglected . 
This moisture content then serves as a reference to the values A' and B', 
thus replacing 9 in the def ini t ion of the independent variable x in equa-
tion 6 .8 . The quotes in A' and B' serve to indicate th i s change in reference 
l e v e l . 
The reference moisture content could be designated as 'field capacity', 
following one of the accepted definitions. For example, the definition of 
field capacity may be based on a soil water pressure criterion. Alternative-
ly, some threshold value of hydraulic conductivity might be employed. Un-
fortunately, for neither one of these criteria, the corresponding moisture 
content can be derived from the ma trie flux potential curve $(0) (nor from A 
and B, consequently). Whereas soil liquid transport is uniquely described by 
the gradient of $ - i.e. any combination of K(0) and p(0) resulting in a 
certain $(0) gives identical 0-z-t developments when employed with certain 
boundary conditions - the $(0) characteristic cannot be used, reversely, to 
derive either of the basic characteristics K(0) or p(0), without a priori 
knowledge of one of these. In searching a suitable definition of 0ref, 
therefore, it is useful to go back to the original K(0) and p(0) data as 
given in Table 3.8. 
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Three cr i t er ia for f i e l d capacity have been inspected for the s o i l s 
l i s t e d in Table 3 .8 : (1) p ~ -5 kPa, (2) k - 0.1 mm/d, and (3) k = 1 mm/d. 
Based on the f i r s t c r i t er ion , A1 showed a f a i r l y pronounced re la t ion with 
9 r i t s e l f , which i s inconvenient as i t introduces a bias when studying the 
s e n s i t i v i t y of the system to A'. Criteria (2) and (3) provide a better 
physical basis for a def ini t ion of $ r e f» The higher k-value of the two 
(1 mm/d) was preferred here to the lower one, because i t allows for a larger 
number of datapoints to be used in curve f i t t i n g ( to determine A* and Bf via 
an optimisation procedure). It may be argued that a c r i t i c a l value of 1 mm/d 
for k i s high in the present context. For most of the s o i l s l i s t e d , however, 
t h i s value corresponds to s o i l water suctions ranging between 10 and 25 kPa 
( inc identa l ly 5-10 kPa) which i s not too di f ferent from the 1/10 - 1/3 bar, 
used frequently as a rule of thumb to estimate f i e l d capacity. Systematic 
re lat ionships between ®ref, based on cr i ter ion ( 3 ) , and A1 or B? were not 
found, in contrast to the suction case (1) mentioned above. In the following 
a n a l y s i s , therefore, f i e l d capacity w i l l be defined as the volumetric water 
content that corresponds to a hydraulic conductivity of 1 mm/d. 
The values found for A' range between 0.5 10 and 3.0 10 kg m s ; 
as compared to the A-values l i s t e d in Table 3 . 8 , th i s implies a strong de-
crease of the absolute value, obviously, and a l so of the variation in th i s 
parameter. The constant B1 varies between 0.05 and 0.5 for the dif ferent 
s o i l s , which i s somewhat higher than the range for B indicated in the a fore-
mentioned tab le . 
Using these extremes for Af and Bf in di f ferent combinations, four sim-
ulation runs with the complete SALSA model were made for a one week period, 
s tart ing from an i n i t i a l moisture content of 0.30 over the whole prof i le in 
a l l cases . The remaining conditions and system parameters were chosen as 
mentioned in section 5 . 3 . Small steps were used in d i scre t i z ing the s o i l , to 
allow for r e l a t i v e l y accurate prof i le descript ion; from the top downward, 
compartments of 3*2,3*3,3*4,3*5 mm were used for the upper layers , respec-
t i v e l y . The e f f e c t s of A' and B1 on the development of the dry surface layer 
are discussed below. The Figures 6.12 and 6.13 show the courses of la tent 
heat f lux and surface temperature, r e spec t ive ly , in order to characterize 
the s p e c i f i c s i tuat ions elaborated upon in the fol lowing. 
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Figure 6.12 Latent heat flux, simulated for a one week drying sequence, for 
different combinations of soil hydraulic parameters A* and B'. 
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Figure 6,13 Surface temperature, simulated for a one week drying sequence, 
for di f ferent combinations of s o i l hydraulic parameters A1 and B f . 
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The main questions to be discussed here are: (1) how pronounced is the 
developing drying front as a function of A1 and B', and (2) to what extent 
do these parameters affect the rate of arising and growth of the dry surface 
layer. The drying front phenomenon was studied earlier by e.g. Van Keulen 
and Hillel (1974). These authors based their analysis on the shape of the 
water diffusivity curve. Also Menenti (1984) discussed the drying front phe-
nomenon and included a theoretical analysis of preferential evaporation 
sites within a pore system. The present analysis will focus only on the role 
of the two macroscopic parameters A* and B*. It may be recalled that vapour 
diffusivity within the soil is considered to be independent of moisture con-
tent; Adoption of supposed relations between vapour diffusivity and moisture 
content, as found in literature, would obscure the issue, while no general 
concensus has been achieved on this topic (Chapter 3). 
Definition and shape of the front 
Various thresholds can be used to define the drying front. In the context of 
the scheme followed in the previous section, which recognises three distinct 
stages of drying, a suitable definition seems to be the depth at which the 
vapour flux equals a certain fraction of the surface vapour flux. By locat-
ing the depths corresponding to different values of this fraction, a quali-
tative measure of the existence of such a drying front becomes available. An 
example is given in Figure 6.14, which refers to the soils with A'=0.5 10~^ 
(both) and B,s=0.05 and 0.5, respectively. It can be concluded that (1) 
during each day, the 'evaporation zone* moves downward over a considerable 
distance, (2) the 'evaporation zone* is rather diffuse, and (3) as B' In-
creases, the 'front1 becomes less pronounced. With reference to the sensi-
tivity analysis of the simplified model (section 6.3) it can now be men-
tioned that these three effects tend to decrease the impact of dry layer 
thickness on the output variables. So in reality, sensitivity to dry layer 
thickness (to be defined for a fixed time of the day) will be less than in 
the idealized stage III case. The moisture content profiles, as developed 
after one week of drying, are shown in Figure 6.15. It can be observed from 
this picture that a lower B' value creates a more pronounced drying front, 
also in terms of the 9-z profile. An interesting feature is the relation 
with surface temperature. Comparison with Figure 6.13 makes clear that the 
soil, characterised by the lowest A» and B' values, reaches the highest 
surface temperatures during daytime. It is the most effective in preserving 
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s o i l moisture and hence shows the highest moisture content below the dry top 
layer . Generally i t i s assumed that the warmer spots on daytime thermal 
imagery indicate low s o i l moisture contents . The r e s u l t s shown here indicate 
that the reverse may be true, at l eas t in cases where s o i l s with di f ferent 
A1 and Bf values are present. 
depth (mm) s tage II 
-1<H 
j / i ( 0 ) = J 
•v^. A
%
-
-20 A 
-30 
A' = 05 10"5 kgnfV1 
B'= 0.05 
5 6 7 
days after wetting 
Figure 6.14 Depth at which the vapour flux equals chosen fractions of the 
surface vapour flux; depicted are the courses of only two of the soils 
mentioned in Figures 6.12 and 6.13. (The remaining two soils - with A* =* 
5.10""5 kg m""1 s - hardly developed a dry surface layer). Only daytime 
data, 09.00-17.00 h are plotted. 
Other criteria that could be used to define a drying front are the site 
of maximum vapour flux divergence, or the site of maximum liquid flux con-
vergence. Also, the zero flux plane for soil water vapour may serve as a 
valid criterion; below this plane, vapour moves downward during daytime, 
whereas it moves towards the surface from this depth upward (it is assumed 
that molecular diffusion is the governing transport process for soil water 
vapour). For the soil with A,ss0.5 10~ and Bf=0.05, the development of the 
drying front as based on the three criteria mentioned, is plotted in Figure 
6.16. (Only daytime data -09.00-17.00- were used since for evening, night-
time and early morning conditions, the concept of drying front looses sig-
nificance). It appears that as soon as surface drying has commenced, the 
three thresholds do not yield very different courses of the drying front. 
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Figure 6.15 Moisture content profiles after one week of drying, for 
different combinations of soil hydraulic parameters A' and B 1• 
For higher B'-values, the differences in depth, resulting from the use of 
different definitions, are somewhat larger. The deviant behaviour of the 
zero flux plane in the beginning of the drying sequence, observed from 
Figure 6.16, is explained by the behaviour of temperature; surface tempera-
ture in that particular period is relatively low due to evaporative cooling, 
which implies that the maximum vapour density is found somewhat below the 
surface. Of the various criteria mentioned, the site of maximum liquid flux 
convergence will be employed as an indicator of front depth in the follow-
ing, since this criterion is the most meaningful in relation to the sensi-
tivity analysis described in section 6.3. 
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Figure 6.16 Development of the drying front as defined by various c r i t e r i a . 
From the s o i l s used in the previous f igures , the fa s t e s t drying s o i l (A' » 
0.5.10~"5 kg m"1 s , Bf - 0.05) was se lected for th i s example. 
Effect of A1 and B' on dry layer growth and r e l a t i v e evaporation 
Defining now the s o i l layer above the plane of maximum l iquid f lux con-
vergence as the dry surface layer, the influence of the hydraulic parameters 
A' and B1 on the growth of th i s layer can be examined. The ro le of the para-
meter A1 i s i l l u s t r a t e d by Figure 6.17, showing an increase in drying rate 
as A' decreases. For th i s s er i e s of runs, B' was maintained at a constant 
value ( 0 . 0 5 ) . The e f f e c t of variat ions in B1 a t constant A1 (0 .3 .10 kg m"~ s" 
) can be read from Figure 6.18. Clearly, A1 i s the more important parameter 
in the surface drying proces as defined here. Al ternat ive ly , surface drying 
may be expressed in terms of r e l a t i v e evaporation E/EQ. The 'potent ia l evap-
oration* E in th i s case i s defined as the simulated evaporation for the 
that particular s o i l , which supplies enough water to the surface to maintain 
a steady dai ly t o t a l evaporation in the course of time (Figure 6 .12 ) . This 
appl ies to the s o i l with the highest A* and B' values in the present 
example. The courses of r e l a t i v e evaporation as dependent on A1 and B1 are 
depicted in the Figures 6.19 and 6.20, r e s p e c t i v e l y . Also from these r e -
s u l t s , i t i s concluded that A' i s the parameter of primary importance. In 
view of the r e l a t i v e ease at which A1 can be obtained by laboratory measure-
ments, i t i s f e l t that th i s parameter deserves due a t t en t ion . I t s relevance 
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to dry farming practices may be clear from the above pictures. Further study 
seems required to arrive at more general formulations of topsoil drying as a 
function of A1, Bf and 9 r ef 
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Figure 6.17 Development of the drying front for di f ferent A'-values at 
constant B'. 
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Figure 6 .19 Da i ly e v a p o r a t i o n r e l a t i v e t o p o t e n t i a l e v a p o r a t i o n d u r i n g a one 
week d ry ing sequence , for v a r i o u s A ' - v a l u e s . 
Figure 6 .20 Da i ly e v a p o r a t i o n r e l a t i v e t o p o t e n t i a l e v a p o r a t i o n du r ing a one 
week d ry ing sequence , for v a r i o u s B ' - v a l u e s . 
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Nocturnal vapour condensation 
In the s e n s i t i v i t y analys i s for drying stage I I I , interaction between water 
vapour and dry s o i l was omitted. I t was shown in the above section that , 
during stage I I , rewetting of the dry toplayer occurs at n ight , and that 
th i s process tends to decrease s e n s i t i v i t y of output variables - e . g . sur-
face temperature - to the thickness of the dry toplayer during daytime. Part 
of th i s redis tr ibut ion of moisture i s due to vapour movement. In view of the 
stage III ana ly s i s , i t may be questioned how r e a l i s t i c the assumption of an 
inert toplayer i s with respect to thermal behaviour at n ight . 
The fast-drying s o i l , for which Figures 6.14 and 6.16 have shown some 
daytime developments, i s used here as an example to i l l u s t r a t e the nighttime 
process of i n t e r e s t . Figure 6.21 gives an impression of the energy f luxes 
involved as drying proceeds. Net radiation (about -70 Wm ) appears to be 
countered for 60-70% by the conduction s o i l heat f lux at z - 0 . (The remainder 
i s covered by downward transport of sensible and/or la tent heat from the a t -
mosphere). This conduction term supplies heat from the uppermost s o i l com-
partment (2 mm) to the radiating surface. It i s in teres t ing to follow now 
the heat f luxes at some depth below the surface. To th i s purpose, a depth of 
9 mm was chosen; th i s l i e s well within the range over which the drying front 
passes during development. The conduction f lux and net latent heat f lux, 
both at 9 mm, are depicted in Figure 6.21 as w e l l . Net latent heat flux i s 
defined here as the to ta l amount of heat evolved from condensation in the 0-
9 mm layer per unit of time and surface, i . e . the latent heat f lux at z a 9 
mm minus i t s value at the surface. I t can be observed that cooling of the 0-
9 mm layer , i . e . divergence of the to ta l s o i l heat f lux , plays no s i g -
n i f i can t ro le during the major part of the n ight , the sum of the two terms 
at 9 mm almost equall ing the surface conduction f lux . The dis tr ibut ion over 
the two terms at 9 mm, however, changes dras t i ca l ly as the toplayer dries 
out. During the f i r s t four n i g h t s , conduction i s the governing heat supply 
mechanism. In the nights fol lowing, conduction becomes l e s s dominant ( \ de-
creases) and the contribution of d e s t i n a t i o n increases . The course of early 
evening net latent heat f lux shows an increase during the drying sequence: 
In the f i r s t half of the week, net evaporation from the 0-9 mm layer remains 
pos i t ive for a few hours after 1^ has become negative; th i s i s compensated 
for by pos i t ive (upward) conduction at the base of th i s layer . In the second 
half of the week, net condensation s tar t s already one hour after R^  has 
turned negat ive . This sudden change can be explained on the basis of s o i l 
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fluxes in the top 9 mm of soil during drying; A' =» 0.5 
d Bf » 0.05. Only the time intervals where \ < 0 are 
relative humidity, which drops below 100% during the afternoon. The role of 
relative humidity becomes apparent in the fifth and following nights, where 
destination delivers enough heat for the conduction term at 9 mm to be 
negative during the evening hours; this could not be explained if vapour 
diffusion were governed by the temperature gradient only. The decrease of 
the net latent heat flux after some hours is associated with relative hu-
midity approaching the value of 100%; this happens in short time (steep 
decrease in fifth night) as long as only a thin soil layer has dried out to 
low relative humidity values. For the example shown here, it can be con-
cluded that condensation in the top layer makes up for up to 25% of net 
radiation, and for up to 40% of the conduction term at z=»0, that is, of the 
total heat supply by the soil to the surface. Such a contribution is not 
negligible, and in view of the sensitivity study discussed in section 6.3 it 
can be stated that sensitivity of output variables to the thermal soil prop-
erties - at night - will be somewhat less, in reality, than was indicated in 
that section. 
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6.5 . Comments oa the relation Tg-LE 
The effect of changes in system parameters on the course of various 
output variables has been demonstrated for the idealized drying stages 1 and 
I I I . As mentioned, a complete f ac t io ra l design was used in combination with 
analysis of variance to identify the respect ive e f f ec t s . The same data wi l l 
now be submitted to an analysis of covariance in order to determine the 
r e l a t i on between two output var iab les , and to identify the amount of 'noise* 
in t h i s r e l a t i on ascribed to the dist inguished system parameters. The v a r i -
ables of i n t e r e s t to thermal remote sensing a t present are the surface tem-
perature T_ and the l a t en t heat flux LE. Analysis of covariance i s based on 
a l inear regression between two var iab les , r e su l t i ng in an expression of the 
dependent variable as a l inear combination, e . g . : 
(6.9) (abc) - M + P(X-X) + j(A+B+C-D-E-F) 
for the example where factors a, b and c are present and d, e , and f absent; 
p i s the regression coeff ic ient , and the cap i t a l s are the main effects of 
the independent var iables (system parameters) corrected for the covar ia te . 
In the case inspected here , Tg i s the dependent and LE i s used as the co-
v a r i a t e . As the r e l a t ion between these two variables i s mainly of i n t e r e s t 
during daytime, only the data for the 08.00-20.00 h. period are given. 
Figure 6.22 shows the r e s u l t s for the stage I I I case. Clearly, albedo i s the 
strongest source of noise in the Tg-LE r e l a t i onsh ip , the main effect ranging 
between -2 and -8 K. Roughness length and dry layer thickness show e f f ec t s , 
comparable in absolute magnitude but of opposite sign, as expected. Vapour 
d i f fus iv i ty and thermal i n e r t i a , the l a t t e r of both topsoi l and subsoi l , 
appear to have a minor influence on surface temperature, when LE i s included 
as the covar ia te . The same analysis on the simulated stage I data yielded 
small ef fects for albedo, thermal i ne r t i a and emissivi ty (± 1.2, -1 .0 to 
+1.5 , and -0.15 to +0.10 K, r e spec t ive ly ) . Roughness length, on the other 
hand, showed an effect of approximately the sam<? magnitude as found for the 
stage I I I data , ranging from -4 to +1.5 K for an increase of th i s parameter 
over the range indicated in section 6 .3 . In terpre ta t ion of deviations in 
surface temperature - derived from thermal imagery - in terms of deviations 
in evaporation r a t e appears to be dangerous, as may be deduced from Figure 
6.22. With the reported regression coef f ic ien t s , and knowledge of the main 
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parameter e f f e c t s , i t can be shown that a 1 K deviation from the mean sur-
face temperature, interpreted as being caused by a difference in evaporation 
r a t e , r e s u l t s in a value of 30-40 U m for th i s estimated deviation in 
evaporation rate from i t s mean. (This corresponds to approximately 0.05 mm 
h ) . Whereas variat ions of several K can apparently be ascribed to var i -
at ions in system parameters over the indicated ranges (6 .3 ) without being 
associated with differences in evaporation r a t e , considerable errors can be 
expected in the estimates of LE derived from observed surface temperature. 
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CHAPTER 7. THERMAL REMOTE SENSING: STATE OF THE ART AND PERSPECTIVES FOR 
BARE SOILS. 
Over de last decade, remotely sensed thermal data have been collected 
for Investigations of different nature. In the process of imagery interpre-
tation, various case-specific assumptions, which limit the applicability of 
the derived interpretation technique, have to be made. In the field of geo-
logical mapping, for example, thermal properties of dry rock materials have 
been assessed succesfully from diurnal temperature amplitudes in order to 
delineate lithological boundaries (e.g. Abrams et al. 1984). The thermal 
inertia approach, followed in such applications, is based on the relation 
between soil heat flux and surface temperature amplitude, and has been shown 
to be conceptually sound under specific circumstances, where evaporation can 
be neglected (e.g. Tosi, 1983). In other cases the validity of this approach 
is questionable. 
A completely different analysis Is required when thermal imagery of 
(partially) vegetated surfaces is to be interpreted in terms of hydrological 
or crop physiological variables, i.e. evapotranspiration rate or drought 
stress, respectively (Nieuwenhuis, 1985; Jackson, 1977) Hatfield et al, 
1983). Under the conditions of interest in that particular case, the soil 
heat flux plays only a minor role and is often considered negligible as com-
pared to the latent heat flux, in contrast to the previous case. 
Thermal infrared remote sensing has also been applied extensively to 
bare soil surfaces, where in general neither the soil heat flux nor the 
latent heat flux should be considered as dominant beforehand. This is pre-
cisely the situation of interest in the present case. The demand for region-
al hydrological information on bare soil surface may be illustrated by the 
recent work of Ward et al (1982), Moore et al (1983) and England et al 
(1983), on rainfall and soil moisture monitoring for the Sahel area, and by 
the investigations on water losses from aquifers in Northern Africa by 
Menenti (1984). These authors based their analyses on thermal imagery ob-
tained by remote sensing, which is recognized to be indispensable to the 
estimation of surface variables on a regional scale. As shown in the previ-
ous chapter, a variety of processes affect the course of bare soil surface 
temperature, and drastic simplifications must be made in order to enable the 
quantitative interpretation of such a course. It is felt that within the 
context of remote sensing, the typical use of deterministic models, such as 
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the one presented in this report, should focus on the validation of these 
simplifying assumptions. In the present report, this has not yet been done 
exhaustively, and much work remains to be done in that respect. It is the 
author's opinion that if products derived from remotely sensed data are 
presented as quantitative information, they should always be accompanied by 
realistic estimates of expected errors, particularly when these are large. 
In practice, this is usually not the case. The ensuing scepticism from the 
side of workers in applied field physics cannot be expected to foster a 
positive attitude towards remote sensing from this group of potential users. 
Aside from this, of course, it is recognized that remotely data have great 
importance anyway in a qualitative sense, allowing the assessment of pat-
terns and boundaries that could not be located by other means. 
In the light of the results of the experiments, simulations and sensi-
tivity analyses discussed in the previous chapters, some expectations may 
now be voiced with regard to the potential capabilities of thermal imagery 
of bare soil. To this purpose, the major approaches found in the literature 
on the interpretation of thermal images, will be inspected briefly as to the 
assumptions involved and the required additional information. Also, some 
aspects of interpretation techniques that were originally not designed to be 
applied to bare soil imagery, are taken into consideration. In this discus-
sion it will be assumed that continuous records of the surface temperature 
can be obtained, thus disregarding the problems of timing and atmospheric 
distortion, which both are usually severe (Kahle et al, 1984). 
In discussing the perspectives of thermal remote sensing, a distinction 
should be made between two types of information pertinent to the soil sur-
face layer, viz. 1) that with respect to the value of certain state para-
meters (T,9) and 2) that with respect to the surface fluxes, of which only 
LE will be treated. 
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7.1 Determination of s o i l s t a t e var iables 
Soil temperature 
The variable obviously involved in thermal imagery i s the temperature of the 
s o i l , a l b e i t that the 'surface radia t ion temperature* i s the one observed 
d i r ec t l y (provided the signal can be corrected for atmospheric d i s tor t ion 
and sky r a d i a t i o n ) . This variable in i t s e l f i s not of d i rec t agronomical 
value. The rad ia t ion emitted a t the surface i s generated in the top 10-100 
\im skin only. The r e l a t ion of radia t ion temperature to true surface tempera-
ture T being given by eq.(4.14) i t can be seen that uncer ta in t ies in the 
emissivi ty e introduce an error in the derived value for Tg . If the so i l 
emissivi ty in the re levant spec t ra l window i s known with an accuracy of ± 
0.04 (cf. Table 3 .3) , the surface temperature can be estimated with an accu-
racy of approximately ±3 K a t bes t . 
Although the surface temperature plays a centra l ro le in many of the 
surface processes, the course of so i l temperature a t various depths below 
the surface wi l l be of a more general agronomical i n t e r e s t . Information on 
temperatures in the top few centimeters of s o i l may be re levant to the char-
ac te r i za t ion of conditions for germination and root growth. Such information 
could a l so be valuable in the prediction of pest development. To obtain 
est imates of subsurface s o i l temperatures, a measured course of surface 
temperature should be combined with some model to describe heat t ransport in 
the s o i l . The general ana ly t i ca l model that describes the development of 
so i l temperature with depth and time, expressed in terms of Fourier s e r i e s , 
was extensively discussed by van Duin (1956) and by van Wijk (1963). Appli-
cation of such models in the above manner yields a f i r s t estimate of ex-
pected e r ro r s in predicted so i l temperatures, due to uncer ta in t ies in the 
thermal so i l p roper t i e s . Even for the detai led f ie ld experiments current ly 
discussed, inaccuracies in X(0) and C(9) were estimated to be as high as ± 
15% and 10%, respec t ive ly . This r e s u l t s in an error of + 12-13% in damping 
depths D of the diurnal temperature wave. Using these values in the Fourier 
model, one finds that the r e l a t i v e error in s o i l temperature amplitude ^T(z) 
increases from zero a t the surface to 20% a t depths where ^T(z) *» 0.25 
^ ( 0 ) . For a surface temperature amplitude of 20 K, t h i s implies a maximum 
error of approximately ± I K in ^ ( z ) a t any depths. Neglecting trends due 
to seasonal changes or to meteorological events on a synoptic sca le , the 
dai ly average s o i l temperature might be taken as constant with depth. So the 
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average surface temperture should be a fair indicator of average s o i l tem-
perature. With a possible sh i f t in average temperature of + 3 K due to the 
input surface temperature, i t may be roughly stated that the actual value of 
s o i l temperature can be predicted with no better accuracy than + 3,5 K when 
a l so errors in temperature amplitude are taken into account (neglect ing the 
e f f e c t of errors in D on the phase s h i f t ) . 
In the above, the governing moisture content was assumed to be known. 
As th i s variable changes with depth, and a l so variations in bulk density 
occur, the errors to be expected in modelled subsurface temperature are 
larger than the figures indicated here. Another aspect that has a bearing on 
uncertainty i s the latent heat term, drawing off a certain fraction of the 
s o i l heat f lux where subsurface evaporation occurs. Clearly, th i s e f f e c t 
tends to reduce the diurnal s o i l temperature amplitude at any depth. The 
error analys is presented in Chapter 5 takes into account a l l the error 
sources mentioned here, as well as the e f f e c t s of spat ia l v a r i a b i l i t y on the 
i n i t i a l temperature chosen. The error standard deviations given in Table 5.2 
for the predicted s o i l temperatures, however, should be corrected for a p p l i -
cation in the present problem, where the actual course of surface tempera-
ture i s assumed to be known, whereas that course was not used as ouch in the 
val idation t r i a l s . If, therefore, that fraction of the variance in T 
r s 
(radiation temperature) which Is due to sources that a f f ec t T_ (true surface 
temperature) as wel l i s subtracted from the calculated variance in s o i l tem-
perature, a rough estimate can be obtained of the uncertaint ies involved in 
predicted s o i l temperature f luctuat ions . Final ly then, the sh i f t of + 3 K 
should be added in order to get an impression of the order of accuracy which 
can be obtained in the modelling of bare s o i l temperatures on the basis of 
remotely sensed surface temperature (and detai led information concerning 
thermal and hydraulic properties of the s o i l under study) . According to the 
r e s u l t s of th i s work, expected standard deviations would range then between 
± 3 and + 5 K. It may be concluded that the combined use of remotely sensed 
surface temperature and detai led s o i l physical models does not improve the 
estimation of s o i l temperatures beyond the accuracy already attained by 
empirical models that use global radiation and air temperature as inputs . 
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S o i l moisture content 
Perhaps the item placed h ighes t on the l i s t of s t a t e v a r i a b l e s to be derived 
from thermal surface information i s the s o i l moisture content . This obvious-
l y concerns a 'secondary' quant i ty , r e l a t e d to temperature in some i n d i r e c t 
manner. Numerous f i e l d s t u d i e s have given evidence of r e l a t i o n s between s u r -
face moisture content and the behaviour of surface temperature (Vleck and 
King, 1983; Cihlar , 1980; Idso e t a l , 1975, Heilman and Moore, 1980; 
Reginato e t a l , 1976; ten Berge e t a l , 1983). This behaviour has been e x -
pressed in terms of diurnal surface temperature amplitude, of d i f f erence 
between maximum surface and maximum a i r temperature, or simply momentary 
values were used. The r e s u l t i n g empir ica l r e l a t i o n s , however, could not be 
genera l i zed to y i e l d dependable formulae for image i n t e r p r e t a t i o n . Neverthe-
l e s s , s t a r t i n g from the idea that moisture content a f f e c t s thermal 
p r o p e r t i e s , these r e l a t i o n s gave r i s e to the hope that the thermal i n e r t i a 
concept , o r i g i n a l l y developed for g e o l o g i c a l a p p l i c a t i o n s , could a l s o be 
appl ied to bare s o i l s to y i e l d information on the s o i l moisture content . 
In s i t u a t i o n s where conduction i s the predominant heat transfer mecha-
nism in the (homogeneous) s o i l , combination of Four ier ' s law 
oT ( 7 . 1 ) G =* -X r -x
 ' s Oz 
with a sinusoidal behaviour of the surface temperature Tg yields the rela-
tion between surface heat flux G and the frequency (w) and amplitude (AT ) 
s s 
of the surface temperature wave (Van Wijk, 1963): 
( 7 . 2 ) f G ( t ) d t - AT ./u>\C . J sin(o>t+it/4)dt 
With re ference to the diurnal c y c l e , the term /u)\C i s sometimes named 
the "diurnal heat capacity" ( P r i c e , 1980). Thermal i n e r t i a i s def ined 
as P = /XC (although some authors have in terpre ted 'thermal i n e r t i a mapping' 
simply as the r e g i o n a l r e g i s t r a t i o n of the diurnal surface temperature am-
p l i t u d e ) . The 'thermal i n e r t i a approach' b a s i c a l l y combines (remote) mea-
surements of T s wi th e s t i m a t e s of G g ( t ) to so lve e q . 7 .2 for /XC . In the 
case of s o i l moisture mapping, t h i s thermal property i t subsequently t r a n s -
l a t e d i n t o volumetric moisture content . Such a t r a n s l a t i o n requ ires s p e c i f i c 
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soil information, primarily on bulk density, but also on minora logical com-
position. Pratt and Ellyett (1979) extensively discussed these P-9 rela-
tions. It may be safely stated that for remote sensing applications, such 
specific soil information will not be available. (In the case of close-range 
thermal sensing, e.g. of trial fields to evaluate soil management effects, 
the situation may be better). Moreover, bulkdensity and moisture content 
near the soil surface can hardly even be considered homogeneous with respect 
to depth, a necessary assumption made in the inertia analysis. 
Aside from the above, the major difficulty of the inertia methods re-
sides in the estimation of the surface heat flux Gg. All procedures involve, 
explicitly or implicitly, the estimation - or neglect - of the remaining 
terms of the energy balance, i.e. net radiation IL and the sensible and 
latent heat fluxes towards the atmosphere, H and LE. Frequently, the sum 
(H+LE) is large, and since G is found by subtraction of this term from IL, 
relative errors in G can be expected to be large. Price (1977, 1980) formu-
lated an analytical expression to relate daily mean evaporation rate and the 
diurnal heat capacity to the surface temperature amplitude. His procedure 
involves the use of an explicit function for global radiation, and the 
assumption that diurnal variations in H and LE depend linearly on Tg. As 
inherent to the problem of estimating G from the surface energy budget, 
also this method inevitably implies the necessity to enter surface exchange 
coefficients for heat and vapour, and the courses of atmospheric conditions 
at some height above the surface. Whereas the measurement or estimation of 
the latter on a regional scale present some difficulties that might be over-
come, the estimation of the coefficients for heat and vapour exchange with 
the atmosphere is considered not feasible at present. Aside from wind speed 
- which could be known in the most favourable case - the parameter zQ 
governs the exchange of sensible heat, and also of latent heat in drying 
stage I. For surfaces in drying stage III, the latent heat flux to the at-
mosphere is dominated by vapour diffusivity and path length (Chapter 6). 
Uncertainties in all these parameters are large in the sense that absolute 
errors in values of H and LE, calculated on the basis of chosen values for 
these parameters, must be expected to be large as compared to the absolute 
value of G . In other words, the estimated Gg is relatively sensitive to 
these parameters. Little is known about vapour diffusivity near the soil 
surface under field circumstances (cf. Chapter 3). The behaviour of effec-
tive z values over non-homogeneous terrain is subject to recent studies 
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that reveal dramatic and unexpected s h i f t s in th i s parameter (Kroon, 1985), 
Even for homogeneous t r i a l f i e l d s , i t appears d i f f i c u l t to determine z with 
su f f i c i en t accuracy to render i t useful for application in surface energy 
balance models (Chapter 5 ) . The ranges chosen for parameter variation in the 
s e n s i t i v i t y a n a l y s i s , presented in Chapter 6, were based on possible f i e l d 
var iat ions . It i s considered not r e a l i s t i c to presume that these Intervals 
could be narrowed down for the purpose of regional terrain imagery interpre-
ta t ion . 
Other authors proposed analyt ica l approaches somewhat dif ferent from 
that of Price . Hechinger (1979) and England e t a l (1983) based their analy-
ses on Fourier ser ie s methods. The la t t er group determined the atmospheric 
heat exchange c o e f f i c i e n t , the to ta l evaporation 'res i s tance 1 ( including the 
s o i l diffusion term) and the s o i l thermal inert ia by an optimisation proce-
dure, minimizing the sum of squares between predicted and measured surface 
temperature. Since bare s o i l surface temperature, at l e a s t during daytime, 
i s more sens i t ive to the transport parameters that govern H and LE than to 
s o i l thermal inert ia (c f . Chapter 6 ) , i t can be expected that a l so th i s 
method does not give r e l i a b l e estimates of the la t ter parameter. 
Al ternat ive ly , look up tables or graphs have been used (Rosema, 1979; 
van der Griend e t a l , 1985; Schieldge, 1980). These are created by running 
(numerical) simulation algorithms for a variety of boundary conditions and 
s o i l parameters. The acquired simulated courses of surface variables are 
then combined to build a 'network1 that can be used to infer thermal inert ia 
upon entering a number of estimated or measured parameters, along with the 
observed surface temperature amplitude. It w i l l be clear that th i s approach 
suffers bas ica l ly from the same weaknesses as mentioned above. 
.
 x
 The concept of thermal admittance, being the reciprocal of complex 
thermal conductance, has been proposed as an a l ternat ive to thermal inert ia 
since i t a l lows , theore t i ca l ly , to take into account variat ions with depth 
of s o i l thermal properties from phase s h i f t s of the temperature wave (Byrne 
and Davis, 1980; Menenti, 1984). Aside from the fact that phase s h i f t s can 
only be establ ished under very regular boundary condit ions, i t can be ex -
pected the same problems as described for inert ia w i l l present themselves, 
when the concept i s applied to bare s o i l s . 
The f igures shown in Chapter 6 demonstrate that surface temperature i s 
most s ens i t ive to thermal s o i l proporties in the early morning hours. During 
daytime, other parameters dominate the picture . Therefore, information on 
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thermal properties is 'polluted' when minimum surface temperatures are 
combined with maximum surface temperatures to yield the temperature ampli-
tude as an indicator of thermal inertia. It may be considered to use the 
nighttime half of the surface heat flux instead, in combination with the 
difference between minimum surface temperature and some reference tempera-
ture, for which the air temperature at dusk seems to be an appropriate vari-
able. The nocturnal part of the Gg 'sine' wave then should be established on 
the basis of net radiation. At night the turbulent fluxes U and LE are usu-
ally negligible and Gs is closely tied to 1^ (Chapter 5). 
Pxecent developments show possibilities for the assessment of net radiation 
by remote means. The proposed procedure then would imply the reverse of the 
method described by Hares et al (1985) to determine daily positive heat flux 
by combining a measured AT with an estimted value of the thermal inertia, 
based on observed moisture content. (Naturally, tho problems associated with 
translating inertia to soil moisture content would remain unaltered). 
While thermal inertia appears to be not an attractive variable to moni-
tor soil water status, the combined use of soil water transport models and 
remotely sensed flux boundary conditions could be thought of as an alterna-
tive. For water budgetting of crops, such an approach has been followed 
recently by Nieuwenhuis (1985). Stroosnijder et al. (1985) proposed an anal-
ogous procedure for bare soils, combined with microwave measurements. It 
might be attainable to keep track of total soil moisture storage, also for 
bare soils, in this manner, provided that the course of the latent heat flux 
can be assessed with sufficient accuracy. For a correct simulation of the 
distribution of water in the soil, and notably of the impact that the 
diurnal cycle has on this distribution, accurate information on soil hydrau-
lic parameters would be required. To characterize a soil in this respect, 
the parameters A', B' and &ref - as introduced in section 6.4 - are consid-
ered suitable. 
It should be faced, however, that these properties themselves have a dynamic 
character in areas where tillage, soil slaking, crust formation etc. are 
natural. Consequenty, they cannot be determined on a sufficiently large 
scale by ground measurements. Yet, the accurate knowlegde of hydraulic para-
meters is crucial to a sensible simulation of soil water movement. The pos-
sibility of deriving such parameters from observed regional courses of 
evaporation over longer periods after initial wetting - under known boundary 
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conditions - would be an in t e res t ing topic for further research . I t i s ad-
mitted that the accuracy a t ta ined in the simulation of surface so i l moisture 
dynamics Is ra ther l imited, even in those cases where extensive data on 
physical s o i l propert ies are ava i l ab le . Especially t h i s i s so where wetting 
and drying a l t e r n a t e . All experimental s tudies t reated in th i s repor t serve 
to i l l u s t r a t e t h i s (cf. Chapters 4 and 5 ) . 
7*2 Determination of the latent heat f lux 
Surface temperature measurements have been used in various ways to 
estimate evaporation r a t e s , e i ther from crop canopies or bare s o i l surfaces . 
Among the e a r l i e s t deta i led f ie ld studied was the one described by Idso e t 
a l (1975) and Reginato e t a l (1976). These authors reported an empirical 
r e l a t i on between r e l a t i v e evaporation r a t e E/E and dai ly surface tempera-
ture amplitude, and between E/EQ and maximum surface minus a i r temperature. 
For evaporation terms, daily t o t a l s were used. These authors concluded that 
the obtained l inear r e l a t i ons could be used succesfully to estimate daily 
evaporation t o t a l s from thermal data for a specif ic s i t e . They commented 
tha t the r e l a t i o n s were valid throughout the year, which a t f i r s t may seem 
surpr i s ing , with net rad ia t ion changing. I t can be understood qua l i t a t i ve ly , 
however, that an increase in net rad ia t ion reduces both the quotient E/E0 
(by increasing E more than E) and enhances the temperature difference 
between surface and a i r temperature maxima. So f luctuat ions in radia t ion 
levels tend to move the observed pai rs of (E/EQ, (Ts"Ta^max^ 'along the 
regression l i n e ' between the two var iab les . Changes in the governing wind-
speed, on the contrary, may be expected to bring about devia t ions , since an 
increase in windspeed decreases both E/EQ and (T s~T a)m a x» F o r a wheat crop, 
the same group of authors (Jackson e t a l , 1977) employed the difference 
between crop canopy and a i r temperature (T ~Ta) a t 14.00 h as an indicator 
of evapotranspiration ET. In th i s case, their analys is involved e x p l i c i t l y 
the net rad ia t ion term; the ground heat flux was assumed to be negl ig ib le on 
a dai ly bas i s , and the evapotranspiration was expressed as 
(7 .3) ET « Rn - B(Tc-Ta) w n"2 
where B is an empirical constant. The value of B was found to be independent 
of windspeed for the specific experimental site. 
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There i s no obvious reason why th i s approach would not be val id for the 
calculat ion of bare s o i l evaporation. More experimental work i s required to 
val idate the above type of re lat ionship for a wider range of environmental 
condit ions . Unfortunately, the r e s u l t s reported by Reiniger e t a l (1982) are 
not encouraging. 
Nieuwenhuis e t a l (1985) modified the above formulation and replaced 
net radiation by the dai ly potential evapotranspiration, thus basing the 
'reference value1 of ET not only on avai lable energy but a l so on the turbu-
lent exchange c o e f f i c i e n t . In addit ion, they proposed to use the difference 
(T - T . ) instead of (T -T ) , where the a s t e r i x i s meant to indicate the 
condition of potent ia l evapotranspiration; the dai ly potent ia l evapotranspi-
ration was then calculated by one of the accepted formulations. The ca l ibra-
tion constant B, appearing in eq. ( 7 . 3 ) , was found to change with the 
modifications introduced, as can be expected. The app l i cab i l i t y of the 
Nieuwenhuis formulation to the problem of bare s o i l evaporation certa inly 
asks for due a t t en t ion . In view of the r e s u l t s given in sect ion 6 .5 , however, 
i t may be anticipated that variat ions in roughness length and albedo i n t r o -
duce a considerable scatter in the values of the cal ibrat ion constant B. 
The procedure proposed by Hatfield e t a l (1983) uses net radiat ion , 
surface and air temperature, and aerodynamic res is tance as inputs , to e s t i -
mate momentary values for ET. For various crops they obtained good r e s u l t s . 
For bare s o i l s , however, their assumption of the s o i l heat f lux being n e g l i -
gible w i l l certa in ly be v io lated; a l so i t seems that the estimation of 
roughness length for (smooth) bare s o i l s , required in th i s method, i s more 
d i f f i c u l t than for crops. 
Other recent studies of regional evapotranspiration are those by 
England e t a l (1983) and Reiniger e t a l (1982). The la t ter authors used 
numerical algorithms combined with ground-measured surface temperatures as 
inputs , in order to calculate cumulative dai ly evapotranspiration. The ob-
tained figures were not consistent with the ground-measured evapotranspira-
tion and i t was concluded that the use of thermal imagery did not improve 
ground-measured ET r a t e s ; the authors ascribed the discrepancy to temporal 
variat ions in surface temperature and to the d i f f i c u l t i e s encountered in the 
determination of the surface roughness parameter. 
England e t a l (1983) attempted to estimate evaporation by an optimi-
zation procedure, matching observed and calculated surface temperatures by 
adjustment of three parameters: the atmospheric heat transfer c o e f f i c i e n t , 
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an 'overall1 evaporation resistance, and soil thermal inertia • Such an 
approach indeed seems more feasible for the determination of fluxes than for 
the determination of therisal inertia and the derived moisture content, as 
discussed in the previous section. An advantage as compared to the other 
approaches mentioned before is that no empirical constants have to be used. 
Two of the parameters obtained as output from their model indeed are closely 
related to the most relevant system parameters, as illustrated by the 
figures in section 6.3 of the present report. The third, thermal inertia, 
might as well be left out of the optimisation procedure, as also suggested 
by the authors. 
Yet an other approach to the estimation of bare soil evaporation from 
thermal imagery was applied by llenenti (1984), who expressed the actual 
latent heat flux at the surface as a linear combination of the two partial 
differentials 5LE/5T and dLE/da , where T is the surface temperature and a 
s 
the albedo. Both Tg and a were obtained from remotely sensed data. The 
method involves the use of a reference point where LE, T and a are known. 
Alternat ively the author demonstrated the use of three reference points 
to form a plane, representing LE as a l inearized function of T and a. Both 
these methods seem to be more promising than the other approaches mentioned 
since no estimates of atmospheric boundary conditions or d i f f i c u l t - t o - o b t a i n 
parameters (zQ) are involved, except for the reference points . The use of 
ground based experimental s i t e s - i n th i s case to c o l l e c t the required r e f e r -
ence data - seems to be a prerequisite in general for a sensible estimation 
of the la tent heat f lux . It must be reminded, however, that even small 
errors in the measurement of Tg may r e s u l t in large errors in calculated LE 
values . Large errors are a l s o caused when variat ions in s o i l or environmen-
t a l factors cause deviations in Tg , which are not correlated with variat ions 
in LE. For an example to i l l u s t r a t e th i s problem, shared with a l l the other 
methods discussed, one i s referred to Chapter 6. 
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APPENDIX 1 Listing of the SALSA nodel 
************************* SALSA ************************** 
* * 
* Soil-At»osphere Linking Simulation Algorithm * 
* * 
* Author: H.F.M. ten Berge * 
* tfayeningen Ajricultural University * 
* Dept. of Soil Science and Plant Nutrition * 
* De Dreijen 3/- 6703 ac^ Wageningen/- The Netherlands * 
* * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
/ DIMENSION CHSL02(26)r HRHC26) • KSATC26) , W15C26) , 
I 1 CHSL05(26), KFCSAC26) • P0RC26) , W3QC26) , 
I 2 FCC26) , KFC3WC26) * VGAC26) , WREL15(26)/> 
/ 3 F0C26) , KFSAC26) • VGNC26) * ySAT(26) , 
/ 4 FQC26) , KFSWC26) , VG«1(26) , WRESC26) , 
/ 5 BDRATC26) , 02(26) / DZZC26) • IZC26) 
/ DIMENSION CHAVC26) • INVLHC12) • MFLP(26> , 
/ 1 CHS0ILC26), INVLMC12) • 03UC12) , TKEAVC12) • 
/ 2 DAVC26) , KC26) r P(26) • TPAVC12) , 
I 3 DUDZZC12) , KAVC26) • PHIHC12) • 
/ 4 DVDZZC12) , KHC12) • PHIMC12) , VPD(26) , 
/ 5 FA(26) , KMC12) , RH(26) , VPDSC26) , 
/ 6 HCS0IL(26)x KVC12) • STAPARC12)* yREL(26) * 
/ 7 DATMC26) 
STORAGE 3D(26),TCM(26), TCMMC26) 
STORAGE ACCPRX(12)x DIVHFL(26)<r HFLXC26) • TPFLXC12) 
STORAGE ACCPRY(12)# DIVWFLC26), HFLC0NC26), UV0FLXC12) 
STORAGE EPR3U0C12), DIVQC12) , HFLVAP(26)^ VV0FLXC12) 
STORAGE EPRDIS(12)/> DIVTKE(12)/> 0FLXC12) , WFLXC26) 
STORAGE EPRSRXC12), DIVUV0C12), RM0FLXC12), WFLLIQ(26) 
STORAGE EPRSRYC12), DIVVV0C12), TKEFLX(12)* yFLVAP(26) 
STORAGE DIVTPC12) 
FIXED I/JrN/NN 
FIXED IFBLD,IFNET,IFMFLP*IFCHTB*IFKT6#IFGRAV,IFMTB 
* _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ - - — - — — - — - - - - — - — — — - - — — — — — - - - - - - -
INITIAL 
NOSORT 
* — — — — — — — — — — — — — — — — - - - - - - — — — — — — - — — — — 
* . — « . — — — - — — - - - - - - - — — — — — — — — — — - - - - - - - - -
* - — — — — — . — • « . « • • — — — — — — — — — — — — — — — — — — — — — — — 
*__ Run control parameters 
* ....---—---„------—--—--—-—----—— 
PARAH IF3LD=T7"lFMFLP=1/' IFCHT9=1* IFKT3=G, IFGRAV=1, IFMTB=0 
PARAM IFTCOR=0/IFNET=0 
PARAH READEL=1800. 
P*RAM STDAY=0./> STH0UR=0. 
TIMER TIME=57600.'FINTIM=4032G0.* PRDEL=3600. 
•TIMER TIME=57600.,FINTIM=59400.,PRDEL=600. 
.METHOD MILNE 
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* „ Paraaeters 
*_ . yeone t ry parameters 
PARAM N=25, NN=11 
* soil composition paraaeters 
PARAM F01 =0.01 
PARAM FC1 =0.037 
PARAM FQ1 =0.347 
PARAH P0R1 =0.566 
PARAM BDSTAN=1300. 
TABLE 8D(1-25)=25*130G. 
*_. soil radiation parameters 
PARAM EW£T=0.94, EDRY=0.91, AWET=0.13, ADRY=0.31, WCRITA=0.26 
PARAM L0NREF=G.10, EMIASS=1.0 
* „ Soil hydraulic parameters 
PARAM SCALE=1. 
PARAM MFA = 150.4E-6 
PARAM KFB = 0.167 
PARAM WSAT1 =0.44 
PARAM WRES1 =0.00 
PARAM VGA1 =1.307E-4 
PARAM VGN1 =1.2314 
PARAM KSAT1 =1.41E~3 
PARAM A =0.10 
PARAM SCARY =1.0 
* _ _ Soil therwal paraaeters 
PARAM GC =0.0 , GO =0.5 
PARAM GQ =0.14 , GW =0.14 
PARAM GA =0.2 
* Atmospheric paraaeters 
PARAM YUC=0.2 
PARAM C0RI0L=1.37E-4, ALPHA=4.E-4, ATPRES=1.E5 
PARAM ZNOT=0.0005 , UG=10.0, VG=0.0 
* „ sky parameters 
PARAM SKYA=0.65, SKY3=0.04, CL0N=0.10, SKYTEM=0.Q 
* Functions 
FUNCTION~GLORTa"57600rJ430U 6 T 2 0 0 " 3 4 0 I " " 4 l o o 7 J 2 1 5 7 7 
6 8 4 0 0 . , 0 8 0 . , 
1 0 0 3 0 0 . , 0 0 0 . , 
1 1 1 6 0 0 . , 3 1 0 . , 
1 2 2 4 0 0 . , 6 7 0 . , 
1 3 3 2 0 0 . , 7 5 0 . , 
144C00. ,4S0. 
7 2 0 0 0 . , 0 1 0 . , 7 5 6 0 0 . , 0 0 0 . , 
1 0 4 4 0 0 . , 0 7 0 . , 1 0 3 0 0 0 . , 1 7 0 . , 
1 1 5 2 0 0 . , 4 5 0 . , 1 1 3 8 0 0 . , 5 7 0 . , 
1 2 6 0 0 C 7 4 0 . , 1 2 9 6 0 0 . , 7 7 0 . , 
1 3 6 3 0 0 . , 6 9 0 . , 1 4 0 4 0 0 . , 6 0 0 . , 
FUNCTION CI.:T3= 0 0 . , 0 . 2 5 , 0 . 4 3 , 1 . 6 0 
FUNCTION VPDST3= 0 0 . , 4 . 3 4 E - 3 
0 4 . , 6 . 3 5 E - 3 
0 8 . , 3 . 2 6 E - 3 
1 2 . , 1 . 0 6 E - 2 
1 6 . , 1 . 3 6 E - 2 
2 0 . , 1 . 7 3 E - 2 
0 2 . , 5 . 5 5 E - 3 
0 6 . , 7 . 2 5 E - 3 
1 0 . , 9 . 3 3 E - 3 
1 4 . , 1 . 2 l E - 2 
1 3 . , 1 . 5 3 E - 2 
2 2 . , 1 . 9 4 E - 2 
, . . 
, a • 
, . • 
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2 4 . , 2 
23. , 2 
3 2 . , 3 
36 . ,A 
4 0 . , 5 
4 4 . , 6 
41> • , 7 
5 2 . , 9 , 
56 . , 1 
6 0 . , 1 , 
6 4 . , 1 , 
17E-2 
72E-2 
37E-2 
16E-2 
10E-2 
22E-2 
55E-2 
06E-2 
09E-1 
29E-1 
54E-1 
FUNCTION PSIHT3= -3.,2.77* 
-1.5,2.2, 
-0.5,1.39, 
-0.1,0.53, 
1.0,-4.7 
FUNCTION PSIMT3= -3.0,1.74, 
-1.5,1.34, 
-0.5,0.79, 
-0.1,0.23, 
1.0,-4.70 
* Physical constants 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
BOLI =5.67E-3 
CHO =0.25 
DNOT =2.29E-5 
HCO =2.5E6 
KAR =0.41 
PSCH =66.0 
RH0AIR=1.2 
RHOL =1.0£3 
MAIR =28.8E-3 
2 6 . , 2 
3 0 . , 3 
3 4 . , 3 
3 8 . , 4 
4 2 . , 5 , 
4 6 . , 6 , 
5 0 . , 8 , 
54 . , 9 . 
5 8 . , 1 , 
6 2 . , 1 , 
6 6 . , 1 , 
43E-2 
G3E-2 
75E-2 
61E-2 
64E-2 
85E-2 
24E-2 
93E-2 
18E-1 
41E-1 
67E-1 
2.,2.43, 
1.,1.88, 
25,0.96, 
CO, 0.00, 
-2.0,1.5, 
-1.0,1.12, 
-.25,0.54, 
0.00, O.CO, 
CHA 
CHQ 
G 
HCQ 
LVAP 
RSAS 
CP 
PI 
=25.E-3 , 
= 8.8 , 
= 9.8 , 
= 2.1E6 , 
=2.454E6 , 
=3.31 , 
=1.0E3 , 
=3.14 , 
CHC 
CHW 
HCC 
HCW 
MH20 
RHOCP 
TZERO 
HCA 
= 2.9 
=0.57 
=2.4E6 
=4.2E6 
=18.E-3 
=1.2E3 
=273.2 
=1.2E3 
, RH0CLY=265C. 
* 
_„„10G_„InitiaI conditions and static boundary conditions; atmosphere 
TA3LE QK1-11) 5*75137.012770117roo97Too472*TooT 
**
 4
 ° ^ , 2 . 1 5 , 2 . 3 3 , 2 . 3 0 , 1 . 5 9 , - . 3 9 , - . 9 9 , - . 0 6 , -TA3LE V I ( 1 - 1 1 ) = 1 . 1 1 , 1 . 5 7 , 1 . 8 9 , 2 . 1 5 , 2 . 3 3 , 2 . 3 0 , . , - . , - . , -
TA3LE UK 1-11) = 2 . 7 6 , 3 . 9 9 , 4 . 9 3 , 5. 8 6 , 6 . 9 4 , 8 . 3 , 9 . 9 , 1 0 . 5 , 3 * 1 0 . 0 
TA3LE T P K 1 - 1 D = 11 *20 . 
TABLE TKEIC1-11) = -33,.61,.57,.54,.43,.38,.22,.075,.006,.001,. 
U1 = UIC1) 
• 06 
0005 
01 
T1 
TA3LE 
TA5LE 
TABLE 
TA3LE 
TABLE 
TABLE 
TA3LE 
UV0FLXC1-1D 
VV0FLX(1-11) 
TPFLXC1-1D 
QFLXC1-11) 
UV0FLXC12) 
VV0FLX(12) 
TPFLXC12) 
QIC1) 
T P K 1 ) 
11*0 .01 
11*0 .01 
11*0 .01 
11*0 .00 
0 .0 
0 .0 
0 .0 
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TABLE QFLXC12) = 0.0 
TA3LE TKEFLXC12) = 0.0 
TABLE EPRSRXC12) = 0.0 
TABLE EPRSRYC12) = 0.0 
TABLE EPR3U0C12) - 0.0 
TABLE TKEFLXC1) = 0.0 
IHCOH RAM = 100. 
INCON H = 10. 
INCON V1 = 0. 
* „ 200 Initial conditions and static boundary conditions; soil 
* 
fs = 30l 
TABLE WK1-25) = 25*0.33 
TA3LE TIC1-10) =31.,31.#30.'30.,29.,25.3*27.7,27.2,26.3,25.3 
TABLE TI (11-20) =23.4,22.2,21.4,20.3,20.,19.3,19.3,1?.1/19.,18.8 
TABLE TK21-25) =18.1,17.3,17.3,17.3,17.3 
TA3LE WFLXC26) = 0.0 
TABLE HFLXC26) = 0.0 
* ...300 .Auxiliary state variables; atmosphere 
* _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
INVCOR "CORIOL/( ALPHA* ABSTUG)) 
* 400 Auxiliary state variables/ soil 
*_ dry soil composition 
DO 400 1=1,N 
BDRAT(I) = BDCD/3DSTAN 
400 CONTINUE 
DO 410 1=1 ,N 
FC(I) = FC1*3DRATCI) 
FOCI) = F01*BDRAT(I) 
FQ(I) = Fai*BDRAT(I) 
POR(I) = 1.-FC(I)-FO(I)-Fa(I) 
410 CONTINUE 
* soil hydraulic properties 
DO 420 1=1,H 
WSAT(I) = WSAT1 
yRES(I) = WRES1 
VGA(I) = VGA1 
VGN(I) = VGN1 
VGMCI) = 1.-1./VGNCI) 
KSATCI) = KSAT1 
HRH(I) = RH0L/CA*FC(I)*8H0CLY) 
W30CI) = 1./HRHCI) 
WREL15CI) = CC(VGA(X)*15.0EQ5)**VGNCI))+1.)** ... 
(-VGSCI)) 
W15CI) = (WSAT(I)-yR£S(I))*WREL15(I)^WRES(I) 
420 CONTINUE 
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430 
soil thermal 
IFCIFCHTa.EG 
KAW 
KQW 
KOW 
KCW 
ItWA 
KQA 
KOA 
KCA 
DO 440 1 = 1,N 
CHSL02CI) 
properties De Vries mo 
1) GOTO 500 
0.66/(1.+((C 
(1.+CCCHA/ 
0.66/(1.*((C 
(1. + UCHQ/ 
= 0.66/(1.+((C 
(1.*((CH0/ 
= 0.66/(1.+((C 
(1.+((CHC/ 
0.66/(1.>(<C 
(1.+((CHW/ 
0.66/(1.^((C 
(1.+((CHQ/ 
0.66/(1.+((C 
(1.+CCCHO/ 
0.66/(1.+((C 
(1. + UCHC/ 
CHSL05(I) 
440 
KFCSA(I) 
KFSA(I) 
KFCSV(I) 
KFSW(I) 
CONTINUE 
del 
HA/CHW)-
CMW)-1.) 
HQ/CHy 
CHW)-1.) 
HO/CHW 
CHW)-1.) 
HC/CHW 
CHW)-1 
NW/CHA 
CHA)-1.) 
HQ/CHA 
CHA)-1.) 
HO/CHA 
CHA)-1 
HC/CHA 
CHA)-1.) 
1.)*G 
*(1." 
1.)*G 
*(1.-
1.)*G 
*(1.-
1.)*G 
*C1.-
1.)*G 
*(1.-
1.)*G 
*(1.-
1.)*G 
*(1.-
1.)*G 
*(1.-
A>*0.33/ 
2.*GA>) 
Q)+0.33/ 
2.*GQ)) 
0>+0.33/ 
2.*GO)) 
O+0.33/ 
2.*GC>) 
W)+0.33/ 
2.*GW>) 
Q)*0.33/ 
2.*GQ>) 
0>+0.33/ 
2.*G0>> 
0 + 0.33/ 
2.*GC>> 
1.25*(KWA 
*FQ(I)* 
.02>*CH 
FQ(I)*K 
C.95*CHV+ 
•KCW*FC 
(.05+KO 
KAW*(PO 
K0A*F0(I) 
K0A*F0(I) 
K0W*F0(I) 
K0W*F0(I) 
*.02*CH'y + KO 
CHQ*KCA*FC( 
A)/(KWA*.02 
CA*FC(I)+(P 
K0W*F0(I)*C 
(I)*CHC^KAW 
W*FO(I)+K>ay 
R(I)-.05)) 
*CHO+KQA*FQ 
•<GA*FQ(I)+ 
*CH0*KQW*Fa 
•Kay*FQ(I)* 
A*F0(I)*CH0+KQA 
I)*CHC+(P0R(I)-
•K0A*F0(I)*KQA* 
0R(I)-0.02)) 
H0*KQy*FQ(I)*CHQ... 
*(P0R(I)-.05)*CHA)/.., 
*FQ(I)+KCy*FC(I)+ ... 
(I)*CHQ*KCA*FC(I)*CHC 
KCA*FC(I) 
(I)*CHQ+KCW*FC(I)*CHC 
KCW*FC(I> 
500 discretisation; atmosphere 
500 
510 
520 
CONTINUE 
TABLE TC1*(1-5) 
TA3LE TCHM(6-11) 
ZZ(1> 
SUA 
DO 510 1=2,NN 
ZZ(I) 
SUH 
CONTINUE 
DZK1) 
DO 520 I = 2,NN 
DZZ(I) 
CONTINUE 
600 CONTINUE 
TADLE TCH(1-10) 
TABLE TCM(11-20) 
TA3LE TCM(21-25) 
3.,6.,12.,24.,48. 
96.,192.,384.,768.,1536.,3072 
0.5*TCMM(1) 
0.0 
SUK+TCMM(I-1) 
ZZ(I) 
0.5*TCMM(1) 
Q.5*(TCKM(I-1)+TCMM(I)) 
600. discretisation; soil 
=3*2.E-3,3*3.E-3,3*4.E-3,5.E-3 
=2*5.E-3,3*10.E-3,3*20.E-3,30.E-3,40.E-3 
5*60.E-3 
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DZ(1) = 0.5*TCtt(i> 
DO 610 I = 2*N 
DZ(I) = 0.5*CTCM(I)*TCM(I-D) 
610 CONTINUE 
* 700 openina of access files 
CALL'OPINS 
* - - - - - - - - - - - - - - . - - - . - - . - - - - - - - - — 
DYNAMIC 
NOSORT 
* £00 dynarai c boundary conditions 
* - _ — - - - - - - - - - - - - - - - - - - - - - - - - - -
IF(IMPULS(0.,READEL).EQ.0.AND.IF3LD.EQ»1) GOTO 900 
IF(KEEP.EQ.O.AND.IF8LD.EQ.O) GOTO 950 
IF(IMPULS(0.,READEL).EQ.C.AND.IFBLD.EQiO) GOTO 950 
IFUF3LD.EQ.0) GOTO 350 
RADTIM=57600.+AKOD((TINE-57600.)y86400.) 
GL0RAD=AFGEN(GL0RT3*RADTI*) 
* CLOC = AFGEN(CL0CT8,TIHE) 
CL0C=0. 
VPA = (8./5.)*Q(1)*ATPRES 
iniZKX = ( S K Y A + S K Y 3 * ( S Q R T ( 0 . 0 1 * V P A ) ) ) * ( 1 . * C L O N * . . . 
CL0C*CL0C) 
LONG IN = EMISKY*S0LZ* ( (TP(1 )+TZER0)* *4> 
GOTO 900 
850 READ(50,660) GL0RAD,T1,VPA,U1,RAIN,CL0C 
860 FOR.1ATC21X,6F) 
Q l = ( V P A / A T P R E S ) * ( 5 . / 3 . ) 
EMISXY=( SKY A+SKYb*S9RT (0.01 *VPA>>*(1.•CLON*CLOC*CLOC) 
L0NGIN=EKISKY*B0LZ*((T1*TZER0)**4) 
* _ „ rain 
WFLIN=0. 
GOTO 950 
* 900 transport coefficients# auxiliary state variables; atmosphere 
* „ option: boundary layer development — — — 
* "stability at interfaces 
900 TPAVd) = 0.5*(TS*TP(1)) 
DO °05 I=2,NN 
TPAV(I) = (TPCI)*TCM«CI)4TP(I-1)*TC?1!i(I-l'))/ ... 
(TCrtM(I)+TC«?1(I-1)) 
905 CONTINUE 
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DO 930 I = 1WJN 
RttOFLX(I) = SQRT(UVOFLXCI)**2+VVOFLX(I>**2) 
09UCI) = CTPAVCl)*TZERO)*((ABS(RrtOFLX(I)))** .. 
1.5)/(KAR*G*TPFLX(I)> 
STAPARCI) = Z2CD/03UCI) 
IFCI.EQ.1) STAPAR(I)=0.5*STAPAR(I) 
IF(STAPAR(I).LT.-3.) STAPARU)=-3. 
IF<STAPAR(I).GT.1.0) STAPAR(I}=1.0 
IFCSTAPAR(I).GE.O.O) GOTO 910 
PHIM(I) = (1.-16.*STAPARCI))**(-0.25) 
PHIH(I) = PHIM(I)*PHIMCI) 
GOTO 920 
910 PHIM(I) = 1.*4.7*STAPAR(I) 
PHIH(I) = PI-IM(I) 
920 INVLMCI) = PHIM(I)/(KAR*ZZCI))+INVCOR 
INVLHCI) = PHIH(I)/(KAR*ZZ(I))*INVCOR 
930 CONTINUE 
* Local turbulent transport coefficients at interfaces 
DO 940 I=2*NN 
TKEAV(I) = CTCMMCI)*TXECI)+TCM«(I-1)*TKE(I-1))/ . 
(TCM?1(I)^TC«M(r-1)) 
KM (I) = v1./INVLK(I))*((YUC*TICEAVCI)>**a.5) 
IF(TKEAVCI).LE.O.) KM(I)=0.0 
<H(I) = KM(I)*INVLH<I>/INVLH<I) 
KVCI) = KH(I) 
940 CONTINUE 
GOTO 960 
* _ option: no boundary layer developraent 
950 TPAVC1) = 0.5*(TS*T1) 
TPFLXC1) = H/(RHOAIR*CP) 
RM0FLXC1) = U1/RAM 
03U(1) = CTPAV:1)^TZER0)*CABS(RM0FLX(1))**1.5)/ 
CKAR*G*TPFLX<1>) 
STAPARC1) = 0.5*ZZ(1)/0fc:U(1) 
IF(STAPAR(1).LT.-3.) STAPARC1)=-3. 
IF(STAPARC1).GT.1.0) STAPARC1)=1.0 
* surface exchange coeffients (integrated profiles Paulson) 
963 PSIM = AFGENCPSIMT3rSTAPAR(D) 
PSIH - AFGENCPSIHTfi^STAPAR(D) 
SURWIN = $QRT(U1*U1+V1*V1) 
RAM = (CAL0GCZZ(1)/ZN0T)-PSIM)**2)/CSURWIN* 
KAR**2) 
RAH = (AL0G(ZZ(1)/Zh,0T)-PSIH)*(AL0G(ZZ(1)/ . 
ZNOT)-PSIrt)/(SURVIN*KAR**2) 
RAV = RAH 
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* 1009 Transport coefficients* auxiliary state variables^so:I water 
* Soil vapour state profile 
1000 00 1020 1=1,N 
VPDS(I) = AFGENCVPDSTB,TCI)) 
IF CWCI).LT.W15CI)) GOTO 1005 
RHCI) = 1.0 
GOTO 1015 
1005 IF (W<I).LT.Vrf3Q(I>) GOTO 1010 
RHCI) = 0.3+G.2*CWCI)-W3GCI))/Cyi5CI)-W30CI)) 
GOTO 1015 
1010 RHCI) = HRHCI)*WCI)*0.8 
1015 VPD(I) = RHCI)*VPDSCI) 
1020 CONTINUE 
RHS = RHC1) 
* effective vapour diffusivity 
DO 1025 1=1,N 
DAVHCI) = DN0T*CCTCI)+TZER0)/TZER0)**1.75 
1025 CONTINUE 
DO 1030 1-2,N 
DAVCI) = 8CARY*CDATMCI)+DATtfCl-1))/2. 
1030 CONTINUE 
* Soil water pressure 
~IF CIFMFLP.EQ.1.AND.IFGRAV.EQ.0) GOTO 1060 
DO 1035 1 = 1,N 
WRELCI) = CWCI)-WRESCI))/CWSATCI)-WRESCD) 
1035 CONTINUE 
IF CIFMFLP.EQ.1) GOTO 1050 
DO 1045 1=1/N 
IF CWCD.LT.W15CD) GOTO 1040 
PCI) = -C1./VGACI))*CWRELCI)**C-1./VGMCI))-!.)„.. 
**C1./VGNCI)) 
GOTO 1045 
1040 PCI) = RH0L*RGAS*CTCI)+TZER0)*CAL0GCRHCI)))/HH20 
1045 CONTINUE 
DO 1047 1=1,N 
PCI) = PCD/SCALE 
1047 CONTINUE 
* Hydraulic conductivity Van Genuchten-Mualen 
1050 IF CIFKT8.EQ.1) GOTO 1060 
DO 1055 1=1,N 
IF CUCn.LE.tfRESCI)) KCI)=0.Q 
I F CWCD.GT.JRESCD) KCI)=KSATCI)*SQRTCyRELCI) ) * 
C 1 . - C 1 . - W R E L C I ) * * C 1 . / V G M C I ) ) ) * * V G H C I ) ) . . . 
* * 2 . 
1055 CONTINUE 
GOTO 1070 
* H y d r a u l i c c o n d u c t i v i t y f r o a t a b l e 
1060 DO 1065 1=1,N 
KCI) = AFGENCKT3,WCI)) 
1065 CONTINUE 
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1070 KAVC1) = 0 . 0 
DO 1075 1=2,N 
KAVCI) = (SCALE**2)*SQRTCKCI-1)*K<I)) 
1075 CONTINUE 
KAVCN*1)=CSCALE**2)*KCN) 
IF CIFMFLP.EQ.O) GOTO 1100 
* MFLP profile, rational expression 
1060 IF (IFMT3.EQ.1) GOTO 1090 
DO 1025 1=1,N 
tfFLPCI) = - S C A L E * H F A * ( 1 . - W R E L ( I ) ) / ( M F B + 1 . - W R E L ( I > ) 
1085 CONTINUE 
GOTO 1100 
* MFLP fro© table 
1090 DO 1095 1=1,N 
MFLPCI) = SCALE*AFGENCMT3,yCI)> 
1095 CONTINUE 
* 1100 Transport coefficients, auxiliary state variables- soil heat 
*---—-.--------„-•--.-- - -.-.----.„-------„—---„-™.-.. 
* soil heat capacity 
1100 DO 1105 1=1,N 
HCSOILCI) = FCCI)*HCC*FQ(I)*HCQ*F0CI)*HC0*W(I)*HCy 
1105 CONTINUE 
* soil thermal conductivity, De Vries 
1110 IF (IFCHTB.EQ.1) GOTO 1150 
DO 1140 1=1,H 
FACI) = PORCI)-W(I) 
IF (WCD.GT.0.02) GOTO 1120 
CHSOIL(I) = 1.25*(CHW*W(I)*KWA+FA(I)*CHA+KFCSA(I))/... 
CKFSACI)+JG/A*yCI) + FACI)) 
GOTO 1 H 0 
1120 IF (U(I).GT.0.05) GOTO 1130 
CHSOILCI) = CHSL02CI)+CyCI)-0.02)*CCHSLG5CI)-
CHSL02CI))/0.03 ' 
GOTO 1140 
1130 CHSOILCI) = W(I)*CHy + FA(I)*KAy*CHA*fCFCSiJ(I)/ 
(W(I)+KAW*FACI)+KFSW<I)) 
1140 CONTINUE 
GOTO 1170 
* soil thermal conductivity fro® table 
1 ? 5 0 " D 0 1160 1=1,N 
CHSOILCI) = DDRATCI)*AFGENCCHTB,WCI)) 
1160 CONTINUE 
* local average soil thermal conductivity 
1170"CHAVC1) = CHSOILCI) 
DO 1130 1=2,N 
CHAVCI) - CCHS0ILCI-1)*TCMCI-1)*CHS0ILCI)*TCHCI))... 
/CTCHCI-D+TCHCI)) 
1189 CONTINUE 
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1200 Implicit calculation surface enersy balance 
ALB 
IFCWCD.GT.WCRITA) 
EH1S01 
TSO 
TS 
H 
RADEM: 
NETRAD 
If ( IFNET.EQ.1) 
FOTS 
us 
£ 
LE 
TSAPP 
AWET>(ADRY-AyET)*(WCRITA-W(1))/WCRITA 
AL8=AWET 
EDRY*KEWET-EDRY)*W<1 )/WSAT(1 ) 
T ( 1 ) 
IMPLCTSG,0.1,FOT3) 
RHOAIR*CP*(T1-TS)/RAH 
- E M I S 0 I * 8 0 L Z * C T S * T Z E R 0 ) * * 4 
C1.-ALB)*GLORAD*(1.-LONREF)*LONGIN+RADEMI 
NETRAD=NETREA 
CNETRAD+H)/(CHSOIL(1)/DZ(1))+T<1) 
RHS*AFGEN(VPDSTa,T(1))/RHOAIR 
RH0AIR*CQ1-QS)/RAV 
LVAP*E 
(C-RADEHI*(1.-EHIS0I)*B0LZ*CSKYT£M 
•TZERO)**4}/(£MIASS*30LZ))**0.25-TZERO 
* 1300...F luxes and rates of change; ataosphere 
IFCIF3LDriaro"Gofo"AOO 
UV0FLXC1) 
VV0FLXC1) 
TPFLXC1) 
QFLXC1) 
TKEFLXC1) 
DO 1310 i=2,nn 
UVOFLX(I) 
VVOFLX(I) 
TPFLX(I) 
QFLX(IX 
UCD/RAM 
VCD/RAK 
H/(RHOAIR*CP) 
E/RHOAIR 
0.0 
KMCI)*(U(I)-U(I-1))/D22CI) 
KH(I)*(V(I)-VCI-1))/D2Z(I) 
KHCI)*CTP(I)-TP(I-1))/DZ2CI> 
KH(I)*(GC)-Q(I-1))/D22(I) 
KM(I)*(TKE(I)-TKEU-1))/DZZ(I) TKEFLXCI) 
1310 CONTINUE 
* flux divergencies ataosphere 
DO 1320 I=1*NN 
DIVUVO(I) = 
DIVVVO(I) = 
DIVTP(I) = 
DIVTKECI) = 
DIVQCI) = 
1320 CONTINUE 
* ..acceleration by pressure gradient 
DO 1330 I=1^NN 
ACCPRY(I) « -C0RI0L*CU(I)-UG) 
ACCPRXCI) = •CORIOL*(V(I)-V&) 
1330 CONTINUE 
CUV0FLXCI + 1)-UV0FLX(I)>/TCH?UI) 
CVV0FLXCX + 1)-VV0FLXU))/TCKM(X) 
<TPFLX(I+1)-TPFLX(I))/TCMM(I) 
(T<EFLX(I>1)-TKEFLXCI))/TC«H(I) 
CQFLXCI+1)-QFLX(I))/TCflM(I> 
*_. turbulent kinetic energy production (J/Ckg.s)) 
*~ EPRSRXr EPRSRY* EPR3U0 at interfaces/- EPRDIS 3t centres 
DUD22C1) 
DVn2Z(1) 
DO 1340 I=2*NN 
DUDZ2CI) 
DVD22CI) 
1340 CONTINUE 
UCD/DZ2C1) 
VCD/D22C1) 
(U(I)-U(I-1))/D22CI) 
(V(I)-VCI-1))/0ZZCI) 
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DO 1350 1=1,NN 
£PRSRX(I) = (UVOFLX(I)*DVDLZ(I)*DZZ<I)+UVOFLX<1+1)* 
DUDZZCI-M)*DZZCI + 1 ) ) / ( D Z Z ( I ) + D Z Z ( I * 1 ) ) 
EPRSRY(I) = C V V 0 F L X m * D V D Z Z ( I ) * D Z Z ( m V V 0 F L X ( I + 1 ) * 
DVDZZa*1)*DZZ(I+1))/(DZZ(I)+DZZ(I+1)) 
tPRBUOCI) = -(TPFLX(I)*DZZ(I)+TPFLX(I+1)*DZZ(I+1))* 
G/CCTP'(I)+TZER0)*CDZZCI) + DZZCI + 1>>) 
EPRDISU) = -(CYUC*TKE(I))**1.5)*CINVLM(I>+ 
INVLMCI+1>)/2. 
1350 CQHTIHUE 
L P R D I S C D = -C CYUOTKEC1 ))**!. 5) *INVLM(1) 
* „ rates of chanje raain state variables/ atmosphere 
DO 1360 1=1,NN 
TKERCH(I) = EPRSRX(I)+EPRSRY(I)+EPRaU0(I)+... 
EPRDIS(I)+DIVT<E(I) 
JRCHCI) = ACCPRXCI)*DIVUVO(I) 
VRCHCI) = ACCPRY(I)*DIVVVO<I) 
TPRCH(I) = DIVTP(I) 
QRCHCI) = DIVQ(I) 
1360 CONTINUE 
* 1400 Fluxes and rates of change; soil water 
* soil vapour flux 
1400 WFLVAPC1) = -E 
DO 1405 1=2,N 
WFLVAP(I) = DAV(I)*(VPD(I)-VPDCI-1))/DZCI) 
1405 CONTINUE 
* liquid flux 
UFL.LIQC1) = -WFLIN 
* liquid flux k-p option 
IF (IFMFLP.EQ.1) GOTO 1420 
DO 1410 1=2,N 
WFLLIQ(I) = -KAVCI)*(CP(I-1)-P(I>>/DZ(I)+RHOL*G> 
1410 CONTINUE 
WFLLIOCN+1) = -KAV(N*1)*RH0L*G 
GOTO 1460 
* liquid flux, MFLP option, gravity included 
1420 IF (IFGRAV.EQ.O) GOTO 1440 ~ 
DO 1430 1=2,N 
JFLLIQ(I) = <MFLP(I)-MFLPCI-1))/DZCI)-KAV(I)*RHOL*G 
1430 CONTINUE 
WFLLIQCN+1) = -KAV(N*1)*RH0L*G 
GOTO 1460 
* liquid flux, MFLP option, no gravity 
1440 DO 1450 1=2,N 
WFLLIQCI) = <HFLP<I)-MFLPCI-1))/DZCI) 
1450 CONTINUE 
* total yater flux 
1460 DO 1470 1=1,N*1 
WFLX(I) = WFLLia(I)+WFLVAP(I) 
1470 CONTINUE 
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* „ _flux divergence and rate of change of soil water content 
DO 1480 1=1,N 
DIVWFLCI) = CWFLXCI+1)-WFLX(I))/TCMCI) 
tfRCH(I) = 0IVWFLCD/RH0L 
1480 CONTINUE 
* 1500 fluxes and rate of change ; soil heat 
• ...... _ .«.«....••«..«.«...«..«.«, «, . - „ - — -.-
* conduction 
HFLC0NC1) = -(TS-T(1))*CHS0IL(1)/DZ(1) 
DO 1500 1=2,N 
HFLCONCI) = CHAV(I)*(T(I)-T(I-1))/DZ(I) 
1500 CONTINUE 
* „ latent heat 
* HFLVAPd) was NOT covered as part of the surface energy balance 
DO 1510 1=1,N 
HFLVAP(I) = LVAP*WFLVAP(I) 
1510 CONTINUE 
* total soil heat flux 
DO 1520 1=1,N 
HFLXCI) = HFLC0N(I)+HFLVAP(I) 
1520 CONTINUE 
* flux divergence and rate of change soil temperature 
DO 1530 1=1,N 
DIVHFL(I) = (HFLX(I+1)-HFLXCI))/TCH(I) 
TRCH(I) = DIVHFL(I)/HCSOIL(I) 
1530 CONTINUE 
GFLX = HFLC0NC1)*HFLVAP(1) 
* 1600 Output and disposal 
IF"KIIP7IQ7O"GOTO~?70O" 
TSINT = TSINT*TSAPP*DELT 
RNINT = RNINT+NETRAD*DELT 
GINT = GINT*GFLX*DELT 
HINT = HINT*H*DELT 
LEINT = LEINT*LE*DELT 
SUMTI?1 = SUJ1TIM + DELT 
IF (IMPULS(0.,PRDEL).£0.0) GOTO 1700 
H0URS=3TH0UR*TIME/3600. 
H0UR=AM0D(HOURS,24.) 
DAY=STDAY*HOURS/24. 
TYPE 1603, DAY,HOUR,DELT 
1603 FORMAT(X,F6.2,X,F6.2,X,F6.2) 
calculation integrated output variaoles 
TSPRI = TSINT/SUMTIH 
RNPRI = RNINT/SUMTIM 
(jPRI = GINT/SUMTIH 
HPRI - HINT/SUHTIM 
LEPRI = LEINT/SUMTIM 
30W ~ 0* 
IF(HOUR-GT.8.AND.H0UR.LT.20.) B0U=HPRI/LEPRI 
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WRIT£C51,1640) DAY,H0UR,TSAPP,NETRAD,GFLX,H,L£,T1,SURWIN,Q1,30W 
1640 F0RMATCF7.3,X,F4.1,X,F5-2,X,4CF7.?,X),F4.1,X,F5.2,X,F6.A,X,F5.2) 
WRITEC51,1641) CWCI),I=1,25) 
1641 F0RMATC25CF4.3,X)) 
WRITEC51,1642) CWFLLIQCI),1=1,12) 
1642 F0RMATC12CE9.2,X)) 
WRITEC51,1642) CVPDCI), 1=1,1 2) 
WRITE(51,1642) CWFLVAPCI),I=1,12) 
WRITEC51,1642) CHFLVAPCI),1=1,12) 
WRITE(51,1643) (TCI),1=1,25) 
WRITEC51,1642) CHFLC0NCI),I=1,12) 
1643 FORMATC25CF4.1,X)) 
* reset integrals of print variables 
TSINT = 0. 
RNINT = 0. 
blNT = 0. 
HINT = 0. 
LEINT = 0. 
SUMTIM = 0. 
* 1700 Integration of rates of change 
* 
1755"C0N?INUE 
U = INTGRLCUI,URCH,11) 
V = INTGRLCVI,VRCH,11) 
TP = INTGRL(TPI,TPRCH,11) 
Q = INTGRL(9I,CRCH,11) 
TKE = INTGRL(TKEI,TKERCH,11) 
W = INTGRLCWI,URCH,25) 
T = INTGRL(TI,TRCH,25) 
IFCIFBLD.EQ.O) GOTO 1710 
U1 = UC1) 
VI = VC1) 
Q1 = QC1) 
T1 = TPC1) 
1710 CONTINUE 
TERMINAL 
CALL CLOSES 
CALL OPENS 
* END RERUN 
END 
STOP 
SUBROUTINE OPENS 
OPEN CUNIT=50,ACCESS=,SEQINi,FILE=,HETE0.IN•) 
OPEN (UNIT=51,ACCESS=fAPPEND1,MODE=«ASCII',FILE=fMONT.0UT§) 
RETURN 
END 
SU3R0UTINE CLOSES 
CLOSE(UNIT=50,FILE=,METEO.INi) 
CLOSE(UNIT=51,FILE=iMONT.0UTf) 
RETURN 
END 
ENDJOD 
— A X U 
APPENDIX 2 Algorithm for the calculation of soil thermal conductivity ac-
cording to the De Vrles (1963) model. 
NDSORT 
FIXED NCOM,I,NC0M1,NC0M2 
STORAGE FC(26),FO(26),FQ(26),POR(26) 
STORAGE W<26),CHS0ILC26),CHSL02(26),KFCSAC26),CHSL05<26), 
KFSA(26:>-,KFCSW(26:>,KFSW(26),FA(26) 
TIMER FINTIM=1. ,DELT=2. 
METHOD RECT 
PARAM NC0M=25 
TABLE W(l-5)=0.,0.02,0.04,0.06,0. 03 
TABLE W(6-10)=0.10,0.12,0.14,0.16,0.IS 
TABLE W(l1-15)=0.20,0.22,0.24,0.26,0.23 
TABLE W(16-20)=0.30,0.32,0.34,0.36,0-33 
TABLE W(21-25)=0.40,0.42,0.44,0. 46, 0. 43 
* AD 6 ****Dry soil composition 
PARAM F01 =0.004 , F02 =0.004 
PARAM FC1 =0.1 , FC2 =0.1 
PARAM FQ1 =0.31 , FQ2 =0.31 
PARAM P0R1 =(.59, .53, .55,-54,-53, .51, 
* AD S ****SoiI thermal properties 
PARAM GC =0.0 , GO =0.5 
PARAM GQ =0.14 , GW =0.14 
PARAM GA =0.05 
*:* 4 ** Physical constants 
50) 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
CONSTANT 
DO 600 1=1, 
FC(I)=FC1 
F0(I)=F01 
FG(I)=FQ1 
PQR(I)=P0R1 
BOLZ 
CHO 
DNOT 
HCO 
KAR 
PSCH 
RHOL 
MAIR 
NCOM 
600 CONTINUE 
=5.67E-3 
=0.25 
=2.29E-5 
=2.5E6 
=0.41 
=66.0 
=1.0E3 
=23.3E-3 
, CHA =100.E-3 , CHC 
, CHQ =3.3 , CHW 
, G =9.3 , HCC 
, HCQ =2.1E6 , HCW 
, L =2.454E6 , M 
, RGAS =3.31 , RHOCP 
, VIP =1.002 , HCA =1. 
, RH0CLY=2650. 
=2.9 
=0.57 
=2.4E6 
=4.2E6 
=13.E-3 
= 1.2E3 
, 2E3 
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* * S * * Non-dynamic s o i l thermal p r o p e r t i e s 
* Data and c a l c u l a t i o n of p r i n c i p a l p r o p e r t i e s , D e V r i e s 1975. 
* :* ;* :-f< :* *:+: ;*:+: :f: * * + :*•::+: :*:+. :f: * :|c *:+::* :*:+: -.4* :+::*:+; :fc :*:* * *: :^:4c>f:^:4«*:4<:4<:4<:4<*:4<*^:4<***H<**:^:4<:4<H<:4<^>»<^:4<:4<*:4<:^^*>»< 
8GO KAW 
KQW 
KOW 
KCW 
KWA 
KQA 
KOA 
KCA 
DO 310 
CHSL02(I) 
310 
CHSL05(I) 
KFCSA(I) 
KFSA(I) 
KFCSW(I) 
KFSW(I) 
CONTINUE 
=0. 66/ ( 1. + ( (CHA/CHW)-1 • ) *GA) +0. 33/ 
(1. +((CHA/CHW)-1.) * ( 1.-2.*GA)) 
=0.66/(1.+ <(CHG/CHW)-1.)*GG)+0.33/ 
(1. +<(CHQ/CHW)-1.)*(1.-2.*GG)) 
=0.66/(1.+((CHQ/CHW)-1.)*G0)+0.33/ 
<1.+<(CH0/CHW)-1.)*(1.-2.*G0)) 
=0. 66/(1. +((CHC/CHW)-1. )*GC)+0.33/ 
(1.+<(CHC/CHW)-1. )*U.-2.*GO) 
=0.66/(1.+((CHW/CHA)-1.)*GW)+0.33/ 
(l.+((CHW/CHA)-l.)*(1.-2.*GW)) 
=0.66/(1.+((CHG/CHA)-1.)*GG)+0.33/ 
(l.+((CHQ/CHA)-l.)*(1.-2.*GQ)) 
=0.66/(1.+((CHO/CHA)-1.)*G0)+0.33/ 
(l.+((CH0/CHA)-l.)*(1.-2.*GQ)) 
=0.66/(1.+ ( <CHC/CHA)-1.)*GC)+0.33/ 
(l.+((CHC/CHA)-l.)*(l.-2.*GO) 
I=1,NC0M 
= 1.25*< KWA*.02*CHW+K0A*F0(I)*CH0+KQA*FG<I>* 
CHG+KCA*FC(I)*CHC+(POR(I)-.02)*CHA)/(KWA* 
. 02+K0A*F0 (I) +KGA*FG ( I) +KCA*FC( I) + ( POR ( I ) 
-.02)) 
=(.05*CHW+KPW*F0(I)*CH0+KGW*FG(I)*CHQ+KCW* 
FC(I)*CHC+KAW*(POR(I)-.05)*CHA)/(.05+KOW* 
FO(I)^\X'W*FGa)+KCW*FC(I)+KAW*(POR(I)-. 05)) 
=K0A*F0(I)*CH0+KQA*FQ(I)*CHQ+KCA*FC(I)*CHC 
=K0A*F0(I)+KGA*FQ(I)+KCA*FC(I) 
=K0W*F0(I)*CH0+KQW*FQ(I)*CHQ+KCW*FC(I)*CHC 
=K0W*F0(I)+KGW*FG(I)+KCW*FC(I) 
** 14 :4C:-H Calculation of the thermal conductivity profile 
^I >jt 1^ 1 J^ <5^ S «^ClyCiyt t^t J^ C7yC J^ £ *yC»^»*^ *^» »^»T*• V"#T**T*"»*T*#T*W **"^•»* "T* • T*•»* *T*"T* ^ * *T* "T^  »x"*T*• i^^v*"T^*^*T^^T^ *T^^T*^T^^I*"r^• T^*T^*»^"•*'T^ *T*••*•»**•*•»**•**T*^* T ^ ^ T ^ 4 * • T*•»*"»^• T* T * "»^* <^ 
1401 DO 1420 
FACI) 
IF 
CHSOIL(I) 
GO TO 1420 
1400 IF 
CHSOIL(I) 
GO TO 1420 
1410 CHSOIL(I) 
1420 CONTINUE 
1=1,26 
=POR(I)-W(I) 
(W(I).GT.0.02) GO TO 1400 
=1.25*(CHW*W(I)*KWA+FA(I)*CHA+KFCSA(I))/ 
(KFSA(I)+KWA*W(I)+FA(I)) 
(W(I).GT.0.05) GO TO 1410 
=CHSL02(I)+(W(I)-.02)*(CHSL05(I)-CHSL02(I)) 
/O. 03 
=W(I)*CHW+FA(I)*KAW*CHA+KFCSW(I)/ 
(W(I)+KAW*FA(I)+KFSW(I)) 
1111 
END 
STOP 
ENDJOB 
TERMINAL 
NOSORT 
TYPE 1111, (W(I),CHSOIL(I),1=1,25) 
F0RMAT(F4.2,2X,F5.2) 
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APPENDIX 3 On the derivation of equation 3.59 
For the i n t e r f a c i a l r eg ion , the second law of thermodynamics s t a t e s : 
(A3.1) dU - TdS - PdV + ydA 
where U is the internal energy, S is the entropy, V the volume and A the 
interfacial area. The interfacial tension y is defined as the interfacial 
free Helmholz energy per unit of surface area: 
(A3.2) Y - (|£)v/r 
where F i s defined a s : 
(A3.3) F - U-TS 
At cons tant moisture content and neg lec t ing changes in dens i ty (dV - 0 ) , a 
change in free energy may be wr i t t en a s : 
(A3.4) dF = ( f f ) A > v d T + ©T,V d A = " S d T + Y d A 
Using Cauchy's r u l e for c ross d i f f e r e n t i a t i o n , i t follows t h a t 
(A3.5) -(j£)T - (|I) bA'T ^5TyA 
Combination of (A3.2) , (A3.3) and (A3.5) f i n a l l y r e s u l t s in 
du\ /oy 
<A 3 '6> y - Qv.T + T^V,A 
where the f i r s t term on the RHS i s the i n t e r f a c i a l energy, and the second 
term i s the l a t e n t heat of i n t e r f ace formation, L^: 
(A3.7)
 L l S T ( £ ) V f A = " T ( f ) V > T J nf2 
For incomplete wet t ing and in the absence of wet t ing angle h y s t e r e s i s , 
Young's law r e l a t e s the wet t ing angle 4> for a three-component system to the 
r e s p e c t i v e i n t e r f a c i a l t e n s i o n s : 
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Y ~ Y 
(A3.8) cos 4> « S l S g 
Y l g 
Now i f the above i s appl ied to the s o i l - w a t e r - a i r system, combination of eq 
(A3.8) with e q . ( 3 . 5 5 ) and d i f f e r e n t i a t i o n to T g i v e s : 
( I t must be r e a l i z e d that p in eq . 3 .55 i s the pressure equiva lent of the 
p o t e n t i a l of water in the duct , i . e . the pressure of free or extrametr ic 
water in thermodynamic equi l ibr ium with the water under c o n s i d e r a t i o n ) . 
According to eq . (A3 .7 ) , the l a t e n t heat of in t er face formation can here be 
wri t ten as 
(A3.10)
 V T ^ ( Y s l " Y s g ) J * " 2 
Now combination of (A3.9) and (A3.10) yields 
<A3-U> (!& - l r Pa K_1 
In t h i s equat ion , the factor 2/R represents the amount of surface area per 
uni t of volume for a cyl inder s e c t i o n . So the heat of i n t e r f a c e formation 
per uni t of i n t e r f a c e area (L^ in J m ) i s d i s t r i b u t e d over the t o t a l 
volume of l i q u i d in the duct , to y i e l d the pressure-temperature r e l a t i o n -
s h i p . Expressed per uni t of mass in the duct , the a s s o c i a t e d change in 
enthalpy can be wri t ten as 
L. AH 
(A3.12) ^ ^ - = ~ ^ J k g ^ K - l 
thereby def in ing the heat of adsorption or heat of wet t ing AI^. Using t h i s 
d e f i n i t i o n , the p-T r e l a t i o n i s wr i t ten as 
AH 
(A3.13) ( | ^ ) e - - ^ | P a K 1 
where V is the specific volume of the liquid. 
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So eq. (3 ,59) appears as a r e s u l t of Young's Law, combined with basic 
interface thermodynamics. It i s assumed that the relevant properties can be 
averaged over a l l avai lable water in the duct, where a s ingle water phase 
with pressure pf and entropy S1 i s present. In that case, as shown in sub-
sect ion 3 .6 .1 by making use of the Clapeyron equation, the driving force 
Vp' vanishes. 
Now i t can a l so be shown that in a s i tuat ion where two l iquid phases 
are distinguished in the duct (free or 'extrametric' and adsorbed or 
'matric1 water), the net r e s u l t i s the same for the hypothetical case that 
the transport coe f f i c i en t s K of the two phases are i d e n t i c a l . The latent 
heat of interface formation i s distributed in that case over only a fraction 
a of the l iquid , and the change in enthalpy per unit volume of l iquid i s 
larger by a factor 1/ct. The Clapeyron equation then reads: 
A A * i A ^ (A3.14) l E - i E l - I — S L K
*
 - ;
 dT dT a VT 
where AH i s s t i l l defined according to eq. (A3.12), i . e . taking into 
a 
account a l l l iquid in the considered cap i l lary . Combining (A3.13) with 
(A3.14) y i e lds 
( A 3 . 1 5 ) | E l - ( i - I ) ^ L < 0 
If i t i s noted that a force (dp/5T)VT acts upon a fraction 1-oc of the 
l iqu id , and a force (dpt/&T)VT upon a fraction a, i t becomes evident that 
i f the mobility of the l iquid i s independent of i t s phase, two equal mass 
fluxes with contrary direct ions ar i se due to the presence of a T-gradient a t 
constant 0: 
AH AH 
Ktt(l-xr) -£= -K(l-a)- a VT v ' VT 
Figure A3.1 visualises the above theory. 
thermo- osmosis 
vp =0; vG^O V9=0;vp#0 
s'///////////////, 
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v * 
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P 
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I 
W//////////////A 
Mow 'high 
Figure A3.1 Qualitative visualisation of soil water pressure 
gradients in three distinguished phases, induced 
by a temperature gradient; arrows indicate the 
direction of the flow. For the meaning of symbols 
see text, subsections 3.6.1 and 3.6.3. 
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APPENDIX 4 Some addit ional considerations based on TIP 
To analyse the r e l a t i o n s between l i q u i d f luxes and heat f luxes in a 
moist s o i l , use w i l l be made of the framework of Thermodynamics of I r r e v e r s -
i b l e Processes (TIP) . 
The c e n t r a l equation in TIP i s the equation of entropy production (De Groot 
and Mazur, 1962): 
(A4.1) T* - - j VT - 1 Vu ' ; ; | - ' ^ 
s W W - • *-• 
where a is the rate of entropy production per unit volume, js is the entropy 
flux, 1.. the water flux and u- the chemical potential of the water. Conside-
J
 W W 
ring again only liquid water and neglecting gravity, equation (A4.1) can be 
written either as: 
VT — (A4.2a) To = - V — - JXV Vp 
with 
(A4.3a) V = Tj - Tj S q s l 
or 
(A4.2b) Ta = - j ^ ^ - j^V'Vp' 
with 
(A4.3b) y = Tjs - Tjx S 
S, V and p are the partial specific entropy, the specific volume and the 
pressure of soil water in the free or 'extramatric1 state; the corresponding 
quatities for the adsorbed or 'matric' state are denoted as S', V and p1, 
respectively. 
The fluxes V and j'1 are called the reduced heat fluxes. Either one of 
the two above formulations (2-3a, 2-3b) can be chosen, depending on which 
water phase one wishes to view as the reference liquid. This choice defines 
the corresponding reduced heat fluxes. Equations (A4.2) dictate the combina-
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tions of fluxes and conjugated forces that should be used to define basic 
sets of macroscopic fluxes that preserve the entropy production equation and 
the Onsager reciprocal relations (De Groot and llazur, 1962; Raats, 1975). 
As an example, the simplified case is considered of liquid transfer in 
a duct where two homogeneous phases exist: a fraction a of the liquid 
present in the adsorbed ('matric') state with corresponding properties Sf 
and p', the remainder of the liquid being free with properties S and p. The 
transfer coefficients are denoted by K' and K respectively. Using eqs. 
(3.58), (A4.2) and (A4.3), one may then calculate, for both phases separate-
ly, the fluxes of mass and entropy, which after summing up finally result in 
the matrix of 'overall' coefficients for both chosen formulations a and b 
respectively: 
J. 
jq 
-VPV -VT/T 
(l-a)K + aK1 AH 
-aK' a 
J. 
AH 
-<xK n
AH
 2 
XT + {-^-) aK' 
V V 
-vP» V -VT/T 
(l-a)K + aK1 AH 
(l-a)K 
AH 
(l-a)K a 
AH 2 
XT + K(l-a)(~) 
V 
In this notation, the fluxes (left column) are written as the sum of the conjugated 
forces (top line), multiplied by the corresponding transport coefficients (the 
matrix elements). 
The cross coefficients should be equal within each of these matrices, in accordance 
with Onsagers theorem. It must be mentioned that here, contrary to the previous 
appendix, the difference in enthalpy AH relates to the 'matric' water only, that 
a 
i s , the t o t a l l a t e n t heat of i n t e r f a c e formation i s expressed per un i t of mass of 
•matric ' water. So for any choice of a (ranging from 1 to va lues approaching 0) the 
product ocAH should be cons tant , assuming that enough water i s present to have 
l i b e r a t e d a l l the l a t e n t heat invo lved . 
These matrices can be transformed to determine the transport c o e f f i c i e n t s in 
the case where V0 and VT/T are to be used as the primary dr iv ing f o r c e s . Using e q s . 
( 3 . 5 8 ) , ( 3 . 5 9 ) and the r e l a t i o n V P i =* (dp^dG^Ve + (op^dT^VT , and assuming for 
s i m p l i c i t y that 
K = K', the fo l lowing matrices r e s u l t : 
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5 
*'< 
-ve 
D 
-aK 
? WT 
-VT/T 
0 
AH . XT+ AH 2 
A ^ R l
 + ( i - a ) (_§-) a K 
J 
J " 
q 
-ve 
AH 
-VT/T 
0 
XT+ AH 
( l -a)K- T f - ( | f ) T 4<x(l-a)K(-^) 
The coef f i c ient D i s the well known d i f f u s i v i t y defined as K(op/d9) . The 
vanishing of the upper off diagonal coef f i c ient was the subject of d i scus-
sion in sect ion 3 . 6 . 1 . I t can be seen that Onsagers reciprocal re la t ions are 
not val id here, which does not surprise , as the fluxes were not transformed 
cons is tent ly along with the transformation of the forces . Raats (1975) d i s -
cussed these Meixner transformations in d e t a i l . Note that i f 0 < a < 1 and 
K* f 0, the reduced heat flux can never be ident i f i ed with a true conduction 
flux in e i ther of the cases Vp = 0, Vpf = 0 , or V0 » 0 . 
I t can be observed that j ' » j 1 ' for V0 « 0 ; th i s becomes evident 
q -q 
when one realizes that for this condition the mass fluxes in both phases are 
equal, but of opposite direction (The latter was shown in Appendix 3). 
Consequently, the choice of the reference entropy in the last term on the 
RHS of eqs (A4.3) does not have influence on the magnitude of the reduced 
heat flux in this particular situation. If on the other hand V0 * 0 , it 
appears that the reduced heat fluxes are not identical. This serves to 
illustrate that the reduced heat fluxes are not necessarily to be identified 
with a true sensible heat flux. The latter is only the case if all trans-
ported mass finally is brought to the reference state defined by S resp. S1 
in eqs (A4.3). In physical terms, this will occur when the liquid leaves the 
system to enter a reservoir with designated entropy. 
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APPENDIX 5 Heat transfer by convection In the soil under a gradient in 
virtual temperture 
For the sake of completeness i t is shown f i rs t that evaporation from a 
subsurface front cannot be maintained by convective heat supply from above 
as the only energy source. 
Virtual temperature can be written as : 
(A5.1) T . - 1 1 V / C • T 
vi 1 + r 
where r is the mixing rat io (kg water/kg dry air) and e(=5/8) is the rat io 
of the molecular weights ^ a t e r / M d a i r ; temperatures are in Kelvin. In 
other words, T * is the temperature that dry air would have at the actual 
density of the air under consideration, maintaining constant total pressure. 
The following will be assumed: (1) the surface air is completely dry 
and at temperature TQ; (2) at evaporation front the air temperature is Tg, 
relative humidity is h£, mixing ration is r £ ; (3) TE v i > TQ (required for 
instabi l i ty) ; (4) a l l heat, transported by convection, is used for evapora-
tion (no loss to soil heating); combination of the above results in: 
(A5.2) C (Tn - T ) V, = L L r C O V 
p 0 E in E sat E7 out 
where V is the total flux of air on a dry mass basis. An additional condi-
tion that is imposed naturally is that Vin and Vout are equal (with opposite 
directions). 
The instability condition can then be written as 
, i l ! £ l T ~ 1 + Vsat(TE)/e T 
(A5.3) T0 < l + r TE ~ l + h r ( T ) * E 
It follows now from combination with the above that 
1 + hE rsat (V /£
 v
 L
 Vsat(TE)
 M T 
< A 5 - 4 > i + h \ t r \ TF > C + T E 
1 + hErsat(TE) E P 
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which will be written as 
(A5.5) \Xih C > D h + C 
with A =- rsat(TE)/e, B = T^TJ, C = 7 ^ , D = L rsat(TE) . Upon equating 
LHS and RHS of A5.5, the roots 
and h = 
h - 0 
AC - BC - D 
BD 
are found. In the second r o o t , the denominator BD i s p o s i t i v e . The numerator 
i s negat ive s ince the term D i s one order of magnitude larger than the other 
terms. As the s o l u t i o n of A5.5 i s the i n t e r v a l (AC - BC - D)/BD < h < 0, i t 
appears that no h-values with phys ica l s i g n i f i c a n c e e x i s t under the imposed 
c o n d i t i o n s ; hence heat supply through 'hot dry a i r flow1 from the surface 
downward cannot s o l e l y maintain subsurface evaporat ion . 
Of course heat i s a l s o suppl ied from the surrounding s o i l mass by con-
duction and l o c a l c o o l i n g . How s i g n i f i c a n t i s the corjvective term in t h i s 
combined mechanism? The fo l lowing example g i v e s an i n d i c a t i o n . 
For surface temperatures (dry a i r ) of 30, 40 , 50 and 60 °C, minimum TE 
values of 26, 34, 41 and 47 °C are al lowed in order to keep the s t r a t i f i c a -
t ion unstable ( sa turated a i r a t evaporation f r o n t ) . This impl ies maximum 
temperature d i f f e r e n c e s AT (=*T - T ) of 4 , 6, 9 and 13 K. Using e q . A5.2. 
with C - 1000 J kg" 1 , L ranging from 2.39 106 to 2.44 106 J kg"*1 and 
r g a t ( T E ) between 2.02 10~ 2 and 6.25 10" 2 , i t appears that only a f rac t ion 
0.078 - 0.085 of the required heat i s suppl ied by thermal convect ion . The 
remainder i s supported by l o c a l changes in heat content and by conduct ion. 
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APPENDIX 6 Determination of the ma trie flux potential curve for core 
samples; a new method 
The $-6 curve can be determined from a series of simple flux and weight 
measurements under steady state conditions. The procedure described below 
was used to determine the $-0 curves of the two Swifter bant soils, shown in 
Figure 4.38. 
Assumptions underlying the method are: 
1. the gravity term in the water flow equation can be neglected 
2. the soil sample is homogeneous on a macroscopic scale 
3. the flow is unidimensional. 
It is recalled that under these conditions, the flux of soil liquid at any 
location can be written as (cf. section 3.6.2). 
A soil core sample (e.g. 100 cc) is brought to equilibrium with a 
chosen reference soil water pressure PQ (state 0). A porous membrane at the 
lower end of the soil core connects the soil water to the water in a bu-
rette, equipped with a marriotte arrangement to fixate the pressure level. 
The matrix flux potential $ Q corresponding to this equilibrium situation is 
defined to be zero. 
The following step is to expose the surface of the sample to an evapo-
rative demand until a steady upward moisture flow is established (to be 
observed from flux and/or weight measurements). The flux jj and the sample 
weight W, characterize this state 1. The procedure is repeated for 
increasing evaporative demands, resulting in a series of values for j^ and 
U., respectively, pertaining to steady states i. During all measurements, 
the base of the sample is maintained at constant pressure. 
Let the curve in Figure A6.1 represent the matric flux potential curve 
to be determined. This curve now can be constructed from the above measure-
ments in the following manner. For each state i, the value $,f prevailing at 
the surface of the evaporating sample, is given as the product of sample 
height AZ and the governing flux, according to eq. A6.1 and the definition 
of <S>Q: 
(A6.2) 3 - - Ji Az 
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The corresponding surface moisture contents 0 are now sought, to yield the 
pairs (9^, ^^) which represent the curve to be determined. The surface 
moisture contents are calculated step by step through linear interpolation. 
The procedure is depicted in Figure A6.2. 
Point A represents the initial condition (9Q, $ Q ) . BQ is calculated 
from WQ and the sample dry weight (to be measured as the last step of the 
procedure). To locate point B, the surface moisture content in state 1, 9i, 
can be calculated upon assumption of linearity in the 6-z profile. The flux 
jj should be taken small enough in order not to introduce a significant 
error by this simplifying assumption. 9j then is found from the equation 
(A6.3) WQ - Wx - a Az (9Q - 9^ 
where a is the sample surface area. The flux j^ was measured, so now both 
coordinates of B (9^, $,) are known. To determine §2* ~ pertaining to point 
C on the curve - the value of $j must be used as indicated in Figure A6.2. 
With the linear $-z profile (eq. A6.1, steady state), the depth Zoi where 
$ » $i can be calculated. At *2\* ® equals 9^. Now the 9-z profile is 
assumed to be linear over two segments: from z =» 0 to z « z?l> anc* froi!i 
z a Z2j to z = Az, Thus the surface moisture content 92 can be calculated 
and be combined with $2 to yield point C on the curve. Similarly, for state 
3 the depths Z31 and Z32 a*"e located at the sites where $ » $j and $ =» Su* 
respectively. The moisture contents.at these depths are 9^  and 92, and these 
values are used to calculate 9^ at the surface from W3, the 9-z profile now 
being divided into three linear segments. All the other points on the curve 
are determined similarly. Clearly, the whole procedure is easily cast into a 
numerical algorithm, which requires only the measured pairs (W^, j^) and the 
constants a, Az and W^ (oven dry weight) as input variables. 
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02 BJOQ 
Figure A6.1 Example of a <K9) curve, to be determined by the described pro-
cedure. 
depth 
I 
depth 
Figure A6.2 Profiles of $(1) and r(2) as calculated from flux- and weight 
measurements in different steady states. 
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APPENDIX A7 Descr ipt ion of the surface s t e p nethod to determine s o i l thermal 
c o n d u c t i v i t y on core samples ( S t r o o s n i j d e r , 1984) . 
The described nethod makes use of the es tabl i shment of a constant 
i n t e r f a c e temperature when two s e m i - i n f i n i t e b o d i e s , each a t i t s own i n i t i a l 
temperature, make c o n t a c t . Applying a s t ep increase of the surface tempera-
t u r e , the reduced temperature T ( z , t ) a t time t and d i s tance z from the 
i n t e r f a c e can be wri t ten a s 
T ( z , t ) - T 
(A7.1) T ( z . t ) =
 T _ T
 L
 - e r f c ( - g ^ ) 2 e r f c (u) 
o i 
where T, i s the i n i t i a l temperature, TQ the imposed surface temperature, and 
D the thermal d i f f u s i v i t y (Carslaw and Jaeger , 1962) . 
When T ( z , t ) i s measured and T^ and TQ are known, e q . (A7.1) can be solved 
for D. The thermal conduc t iv i ty \ i s then subsequently c a l c u l a t e d by making 
use of an es t imated value of the heat c a p c a i t y . 
The constant surface temperature TQ i s imposed a t the surface of a s o i l core 
sample by fus ing the sample with a PVC core of known thermal proper t i e s and 
a t known i n i t i a l temperature. The contact temperature that a r i s e s i s a 
funct ion of the i n i t i a l temperatures and the contact c o e f f i c i e n t s of the 
s o i l and PVC m a t e r i a l s , r e s p e c t i v e l y : 
T o - T l , s o l l / ( X C ) P V C 
T i , P V C - T o " / ( X C ) s o i l 
The contact temperature can be measured d i r e c t l y and in that case the proce-
dure needs no further comment. A l t e r n a t i v e l y , TQ may be c a l c u l a t e d from mea-
sured T ( z , t ) - v a l u e s by an i n t e r p o l a t i o n procedure. Writing the d i f f u s i v i t y 
as 
..4 ' 4 2 
u t 
one may use two measured va lues of Tz in the above equat ions to y i e l d the 
2 
same value for D, and hence for u t . So the r e l a t i o n 
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( u 2 t ) t l - ( u 2 t ) a 
i s used. In order to obtain u - v a l u e s , the measured Tz va lues must be used to 
c a l c u l a t e the reduced T-va lues . To t h i s purpose the unknown TQ nust be 
invoked. This var iab le can be a s s e s s e d by a graphical procedure: For a 
number of d i f f e r e n t T v a l u e s , the corresponding u-values are c a l c u l a t e d . 
2 2 
P l o t t i n g of the r a t i o (u t ) t j / ( u t ) t 2 vs the assumed values of TQ y i e l d s the 
true TQ as the point where t h i s r a t i o equals u n i t y . 
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APPENDIX A8 Details on FLEVO, TEXAS, ARIZONA experiments 
Table A8.1 Properties measured for Swifterbant soils 
property/function remarks depth 
(cm) 
7.5 -
17.5 -
27.5 -
37.5 -
0 -
5 -
12.5 
22.5 
32.5 
42.5 
5 
10 
silt 
loam 
+ 
+ 
+ 
+ 
+ 
loam 
+ 
+ 
4-
+ 
+ 
moisture characteristic suctions 0.25, 1, 2, 4, 7, 
10, 20, 50, 100, 1500, kPa 
16 cores; lab. 
moisture characteristic suction 0.25, 1, 100 
1500 kPa 
200 cores; lab. 
moisture characteristic div. 0, T »• 2,10,15,20, 
25,30,35,45 °C lab. 
bulk density 16 cores 
hydraulic conductivity 
matrix flux potential 
emissivity 
albedo 
thermal conductivity 
thermal conductivity 
thermal conductivity 
texture 
200 cores 
20 plates 
1 kPa; 10 cores 
complete curve; 16 cores 
9 =* 0.10, 0 .20, 0 .30, 0.40 
12 cores; lab . 
in s i t u 
surface step method; lab . 
in s i t u ; 9 heat probes 
nu l l aligment in s i t u 
fract ions , 0-2, 2-16, 16-50, 
50-75, 75-100, 100-150 urn 
microtrac laser 
0 - 10 
7.5 -
17.5 -
27.5 -
37.5 -
0 
5 -
0.0 -
0.5 -
0 -
0 
0 -
0.0 -
0 
2,3,4,! 
0 -
0 -
12.5 
22.5 
32.5 
42.5 
5 
10 
0.5 
1.5 
5 
5 
5 
0.5 
5 
5,8 
30 
5 
+ 
+ 
+ 
+ 
+ . 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
— 
— 
-
— 
-
+ 
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Table A8.2 Properties measured for Buffalo silty clay 
property/ function remarks depth 
(cm) 
moisture characteristic 
hydraulic conductivity 
bulk density 
albedo 
texture 
suctions 0,25, 1, 2, 4 
7, 10, 20, 50, 100, 1500 kPa 
15 cores; lab. 
complete curve; hot air method; 
15 cores 
a t 1 cm increments 
a t 2 cm increments 
a t 5 cm increments 
in s i t u as f (9 ) 
f r a c t i o n s 0-2 , 2-50, >50 um 
0 - 5 
0 - 1 0 
0 
15 
25 
0.0 
0 
— 
— 
-
-
— 
15 
25 
50 
0.5 
5 
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A'rh.VDIX 9 The Nicholnichuck model 
The non-dlwnsian.il solution of the heat flow equation is written as: 
T(z |C) - T K. K 
<A9.i) In „ / _ J 1)
 z ( z t R ) 
in in 
with 
4in- in i t ia l soil tenperature 
(A9.2)
 ZQ E az 
(A9
-3) tQ E t / t 
(A9.A)
 a = f\/2F. 
(A9.5)
 R | 5 .K,/a 
(A9.6)
 T H l/a2Fj 
<note that the scaled depth zQ has no relation to the roughness length zQ as 
us
*d in Chapters 3-7) 
T
^* function gQ is defined as 
z 
8 o < * 0 . t 0 . R i > 5 -TTT^T")exp ( 2 r o } Erfc (l^f+ /to> 
_ _ i _ E f f c f - 7 ^ - - / t ) 
->R t r r  l 2/ t o' 
-Rps^r "p [ w 2)to+ Vol • 
(A9.7) . Erfc btfc— + < R r J ) / c o^ 
o 
The distribution of soil noisture at time t is given by the expression 
x - A + V (z.t) + Vu( z» c ) (A9.8) 6 (z,t) - ®in  V * h 
h initial volumetric moisture content. The function V (z t) 
where Qin i s c P ' f-4«n is defined as in this equation is 
4 . 
(A9.10) V («.e) * Cx £ B ^ W ^ ) 
where 
- A37 -
. ( V a T i n " K2 / a) ( A 9 . l l ) Cy= 
x De a - 1 
and g i s the funct ion mentioned above, where Ri can be replaced by R ,^ 
defined as 
(A9.12) R„ = " 2 2 ^ 2 , 
T De a - 1 
Furthermore, B^ and B2 are given by 
-D T T a R 
( A 9
'
1 3 ) B 1 E
 R l - R 2 
D T T a R 
(A9 .14) B 2 H-L_in__2 
Vu in eq (A9. 8) i s a l inear combination of two more complicated func t ions : 
(A9.15) Vh = ( ^ ( z . t ) + f 2 ( z , t ) + 
with 
(A9.16) C2 = j - (K3 + K 4 T l n ) - Cx (Bj + B2) 
f ^ . O = ( ! | + i r + fil tQ) . exp ( 2 P z o ) . Erfc (\A ^ + P A / t Q ) 
o 
o 
2 
Tt z
 ft2 
( A 9 . 1 7 ) . ^ . . ^ ( p ^ . ^ - O + f i - I ^ ) ) 
t 
o (A9.18) f 2 ( z , t ) H / H 1 0 ( t ; > . H 2 0 (z t - t;> a t ; 
o 
2 
(A9.19) with H 1 0 ( t o ) E " ^ " Z d i 8 o ( ° , t o ' R i ) 
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where the coefficients d^ are defined as 
(A9.20) d: = — (Kj - K2Tin) - Cj Bj (R^ 20) 
a 
(A9.21) d2 = - C B (R - 2B) 
and the function H 2Q represents the expression 
»20<Wo> B ' 5 T 7 T • exP ( - ( i '? 7T " p ' J /fco> > 
(A9.22) - p . exp (2pz ) . Erfc ( i / Z L T I £ + P / - / t ) 
r
 O T / t Tl O 
The convolution i n t e g r a l expressed by eq . (A9. 18) i s solved numerical ly by 
the CSMP-program l i s t e d in Appendix 10. The scaled time tQ i s the cur ren t 
v a r i a b l e , and by the na tu re of the occurr ing i n t e g r a l , the output produced 
by the program NICAN w i l l only be co r r ec t for t ha t point of ( sca led) time 
t ha t corresponds to the FINTIM va lue , used in the d e f i n i t i o n of the function 
^20* ^° ^ t* i e program i s used to c a l c u l a t e p r o f i l e s a f t e r th ree hours r e a l 
t ime, as in the example given in Chapter 5 (Table 5 . 9 ) , only the 0(z) and 
T(z) values for t - 3 hours a re c o r r e c t , and not those for the preceding 
po in t s in t ime. Hence a complete run must be made for each s p e c i f i c point in 
time for which one wishes to obtain a p r e d i c t i o n . 
•'i 
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APPENDIX 10 Listings of the models NICAN and LINTRA 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
********************* GI8AC ************************* 
A seni-analitical model for the calculation of temperature and 
* 
* 
* 
moisture p r o f i l e s in homogeneous s o i l s , b a s e d on N icho la ichuck ,W. , 
1974 , and Gibbs,A.G. and R.G.3aca,1981« 
Author:H.F.M.ten Berge 
Wageningen Agricultural University, 
Dept-of Soil Science and Plant Nutrition 
De Dreijen 3, 6703 BC, Uageningen, The Netherlands 
* 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* 
* 
* * * * * * * * * * * * 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
STORAGE 
ERFC1AC26), 
ERFC2BC26), 
F1ARG1C26), 
F1L0CC26) , 
G0AC26) , 
GARG3AC26), 
GARG33C26), 
GTER3AC26), 
GTER3BC26), 
H2ARG1C26), 
T(26) , 
X(26) , 
ERFC2AC26), 
ERFC43C26), 
F1ARG2C26), 
FTERM1C26), 
G03C26) , 
GARG4AC26), 
GARG48C26), 
GTER4AC26), 
GTER4BC26), 
H2ARG2C26)/ 
VH(26) , 
X0C26) 
ERFC4AC26), 
EF.rCl1C26), 
F1ARG3C26) 
FTERM2C26), 
GARG1A(26), 
GARG1BC26), 
GTER1AC26), 
GTER1BC26), 
H20C26) 
HTERM1C26), 
VPC26) , 
ERFC13C26) 
ERFC12C26) 
FTERM3C26) 
GARG2AC26) 
GARG2BC26) 
GTER2A(26) 
GTER23(26) 
HTERM2C26) 
W(26) 
FIXED I 
A * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
INITIAL 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
N0S0RT 
*** 1 *** parameters and constants 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
= 4180. 
=1.E-9 
CONSTANT PI 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
PARAM 
CH 
CS 
DTH 
E$ 
K0 
L 
N 
RHOS 
TA 
WI 
CPA 
2N0T 
US 
3.14159 
1.0, 
1.QE3, 
5.E-7 
1.1574E-
1.E-15 
2.454E6, 
0.0, 
1.5E3, 
20., 
0.36, 
1.QE3, 
0-01, 
2.0, 
CL 
DT 
1 
M 
RH0L 
RN 
TI 
RHOA 
2 
KAR 
TIM0UT 
=0.0 
:1.CE3 
^700. 
=20. 
= 1.2 
= 2.0 
=0.41 
10300, 
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*** £ *** Geometry of the system 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
= 0 . 0 , 1 . E - 3 , 4 . E - 3 , 9 . E - 3 , 1 6 . E - 3 
=25 .E -3 ,36 .E -3 ,49 .E -3 ,64 .£ -3 ,81 .E -3 
=10 .E -2 ,12 .E -2 ,14 .£ -2 ,16 .E -2 ,18 .E -2 
=20.E-2,22.E-2,24.E-2y26.E-2,28.E-2 
= 3 0 . E - 2 , 3 2 . £ - 2 , 3 4 . E - 2 , 3 6 . £ - 2 , 3 8 . E - 2 
=39.5E-2 
TABLE 
TA3LE 
TABLE 
TASLE 
TABLE 
TABLE 
XC1-5) 
XC6-10) 
XC11-15) 
XC16-20) 
XC21-25) 
XC26) 
*** 3 *** Output and run control 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
RENAME TIME=T0 
TIMER FINTIM=35.E-21,PRDEL=35.E-22,DELT=30.E-24 
METHOD TRAPZ 
FINISH T I J D = 1 0 8 3 0 . 
PRINT T I J D , D U T 0 , . . . 
T ( 1 - 2 5 ) , W < 1 - 2 6 ) 
•** 4 *** Calculation of the system constants 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
HEC = C(AL0G(Z/ZN0T))**2.)/(WS*UAR**2.>) 
H =RH0A*CPA/HEC 
Kl =<RHOL*L*ES-H*TA-RN)/CH 
K2 =-H/CH 
K3 = (K0-M*WI-N*TI*ES-DT*IC1>/DTH 
K4 =(DT*K2+N)/DTH 
F1 =CH/(RH0S*CS) 
F4 =(RH0L*CL*K0)/(RH0S*CS) 
103 
ALPHA 
3ETA 
TOU 
ETA 
P1 
P2 
R1 
R2 
91 
£32 
C1 
C2 
01 
D2 
COEFT 
DO 1 0 0 
X O C I ) 
CONTINUE 
FIN=TIM0UT/T0U 
=F4/(2.*F1) 
=M/(2.*ALPHA*DTH> 
=1./(F1*(ALPHA**2.)) 
=1./(DTH*CALPHA**2.)> 
=N*ALPHA*TI*TOU 
=DT*TI*T0U*(ALPHA**2.) 
=-K2/ALPHA 
=(M*ALPHA*T0U-2.)/CT0U*DTH*(ALPHA**2.)-1.) 
=(P1-P2*R1)/CR1-R2) 
=-(al+P2) 
=(K1/CALPHA*TI>-K2/ALPHA)/(T0U*DTH*... 
(ALPHA**2.)-1.) 
= CK3«-K4*TI*M*yi/DTH)/ALPHA-C1*(3l*92) 
=K4*0C1-K2*TI)/(ALPHA**2.)-C1*31*CR1-2.*BETA) 
=-Cl*32*(R2-2.*3ETA) 
=K1/(ALPHA*TI)-K2/ALPHA 
1=1,26 
=ALPHA*XCI) 
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* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
DYNAMIC 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
NOSORT 
*** 5 *** Seai-analytical solution 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
TIJD 
OUTO 
DO 200 
GARG1A(I 
GARG2ACI 
GARG3AC 
GARG4ACI 
GARG1SCI 
GARG28(I 
GARG39CI 
GARG43CI 
ERFC1A(I 
ERFC2ACI 
ERFC4ACI 
ERFC19CI 
ERFC23CI 
ERFC43CI 
GTER1ACI 
GTER2ACI 
GTER3ACI 
GTER4ACI 
GTER1BCI 
GTER23CI 
GTER33(I 
GTER43CI 
GOACI) 
G03CI) 
* * * * * * * * * * * * * * * * * 
T(I) 
* * * * * * * * * * * * * * * * * 
IF 
F1ARG1CI) 
F1ARG2CI) 
F1ARG3CI) 
ERFC1KZ) 
ERFC12CI) 
FTE&ttl(I) 
FTERM2CI) 
=T0*T0U 
=FIN-T0 
1=1,26 
=XQ(I)/C2.*SQRT(T0))+SQRT(T0) 
= X 0 U ) / ( 2 . * S Q R T C T 0 ) ) - S Q R T ( T J ) 
=R1*(R1-2.)*T0*R1*X0(I) 
=X0(I)/(2.*SQRT(T0))+(R1-1.)*SQRT(T0) 
=GARG1A(I) 
=GARG2A(I) 
=R2*(R2-2.)*T0*R2*X0(I> 
=X0(I)/(2.*SGRT(T0m<R2-1.)*SQRT(T0) 
=ERFC(GARG1A(I)) 
=ERFC(GARG2A(I)) 
= ERFC(GARG4A(D) 
=ERFC1A(I) 
=ERFC2A(I) 
=ERFC(GARG43(I)) 
=1./C2.*C2.-R1))*EXP( 
= -M./<2.**1)*ERFC2A(I 
=*<1.-R1)/(R1*CR1-2.) 
=£RFC4A(I) 
=1-/(2.*<2.-R2))*£XP( 
=1./(2.*R2)*ERFC28(I) 
=+C1.-R2)/CR2*(R2-2.) 
=ERFC49(I) 
=GTER1A(I)-6TER2ACI)-
=GTER13(I)-GTER2B(I)-
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
=COEFT*G0A(I)*TI+TI 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
(M.E9.0.0) GOTO 150 
=0.5*SQRT(ETA/TOU)*XC 
SQRT(TOU/ETA)*SaRT(T 
=0.5*SQRT(ETA/T0U)*X0 
SQRT(TOU/ETA)*SaRT(T 
-3ETA*X0(I)-(£TA/(4.* 
TQ-3ETA*3ETA*T0U*T0/ 
=ERFC(F1ARG1CI)> 
=ERFC(F1ARG2(I)) 
=(X0(I)/2.+1./C4.*9ET 
£XP<2.*3ETA*X0CI))*E 
=1./(4.*3ETAJ*ERFC12( 
2.*X0(I))*ERFC1A(I) 
) 
)*EXPCGARG3A(I)) 
2.*XQCI))*ERFC1FUI) 
)*EXP(GARG3BCI)) 
GTER3A(I)*GTER4ACI) 
GTER3B(I)*GTER43(I) 
* * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * 
CI)/SQRT(T0)*3ETA* 
0) 
(I)/SQRT<TO)-BETA* 
0) 
TOU))*XGCI)*XO(I>/ 
ETA 
A)*BETA*TOU*TO/ETA)* . 
RFC11CI) 
I) 
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FTERH3CI) =SQRT(TOU*TO/ (P I *ETA) ) * 
EXPCF1ARG3CI)) 
F1L0CCI) =FTERM1(I)-FTERM2(I)-FTERM3<I) 
GO TO 170 
153 F 1 A R 3 K I ) =0 .5*SQRT(ETA/T0U)*X0U) /SQRTCTG) 
F1ARG2CI) = - 0 . 2 5 * E T A / T 0 U * X 0 C I ) * X 0 ( I ) / T 0 
ERFC11CI) = ERFC(F1ARG1U)) 
F1L0CCI) = X G C I ) * E R F C 1 1 ( I ) - 2 . * S Q R T ( T 0 U / ( P I * E T A ) ) 
*SCRT(T0) *EXP(F1ARG2( I ) ) 
170 H10 = - ( T O U / E T A ) * ( D 1 * G 0 A C 1 ) + D 2 * G 0 9 ( t ) ) 
H2ARG1(I) = - ( C . 5 * S G R T ( E T A / T 0 U ) * X 0 ( I ) / S Q R T C D U T 0 ) -
BETA*SQRT<T0U/ETA)*SQRT<DUT0))**2. 
H2ARG2CI) = (0 .5*SGRT(ETA/TOU)*X0( I ) /SQRT(DUT0)+aETA . . . 
*SQRT(TGU/ETA)*SQRT(DUT0)) * *2 . 
HTERN1(I) = (SQRT(ETA/ (PI *T0U)) /S0RT(DUTC)) *EXP(H2ARG1CI] 
HTERM2CI) = *9ETA*EXP(2 . *BETA*X0( I ) ) *ERFC(H2ARG2CI ) ) 
H20CI) =HTERW1(I ) -HTERM2(I ) 
F2ARGCI) = H 1 0 * H 2 0 ( I ) 
F2L0C =INTGRLCC.,F2ARG,26) 
V H ( I ) =C2*F1L0CCI)+F2L0CCI) 
VPCI) =C1*31*GGACI)+C1*B2*G0B( I ) 
tic****************************************************************** 
wen =vp( i )+VHti)+yi 
200 CONTINUE 
IFCKEEP.LT.0.5) GO TO 1 
IFCTIJD.EQ.10300.) WRITE<7*300) (TIJD^TCI),VCI),I=1,26) 
300 F0RMATC2X,F3.1r3X,F3.3,3X,F8.4) 
IFCTIJD.GT.10750.) CALL PRINT 
1 CONTINUE 
END 
STOP 
ENDJO-i 
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************************* LINTRA ************************************ 
* 
* A model for simulating transport processes near the surface * 
* of a bare soil • * 
* This is a strongly simplified version of the the soil com- * 
* partment of SALSA. Ther»al conductivity and soil water * 
* diffusivities (thermal and isothermal) are assumed to be con* * 
* stant. * 
* * 
* AuthorrH.F.M.ten Berge * 
* Wageningen Agricultural University/- * 
* Dept.of Soil Science and Plant Nutrition/ * 
* oe Dreijen 3* 6703 BC# Wageningen* The netherlands * 
* * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
STORAGE DEPTHC26) , HFLC26) , HFLCC26) • HFLHC26) 
STORAGE R0FC26) , T(26) , TCH(26) , W(26) 
STORAGE WFLIC26) • WFLLIQC26)* WFLTC26) 
FIXED I/J#NC0H 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
INITIAL 
N0S0RT 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
*** 1 *** parameters 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
*** Geometry of the system 
NCOM =25 
TABLE TCM(1-5)=2.E-3*4.E-3*6.E-3*8.E-3*1Q.E-3 
TA3LE TCMC6-10)=12.E-3,14.E-3,16.E-3,18.E-3,20.E-3 
TABLE TCM(11-15)=5*20.E-3 
TABLE TCM(16-20)=5*20.E-3 
TABLE TCM(21-25)=5*20.E-3 
RDFC1) =1./(0.5*TCMC1>) 
00 500 I=2*NC0M 
RDF CI) =1./(0.5*(TCM(I-1)^TCM(I))) 
500 CONTINUE 
RDFCNCOM+1) =1./(0.5*TCM(NCOM)) 
*** Physical constants *** 
CONSTANT KAR =0.41 , L =2.454E6 
CONSTANT RH0L=1.QE3, RH0CP =1.2E3 
*** Soil thermal properties *** 
PARAM CH =1.0 • HCS =1.0E3 
PARAM HCW =41S0.0*RH0S =1.5E3 
*** Soil hydraulic properties *** 
PARAM HYC0N =1.E~15 
PARAM DT =1.E-9 
PARAM DTH =5.E~7 
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*** Initial soil profile conditions *** 
PARAM UI =0.36* TI =20.0 
*+* Boundary conditions and atmospheric conditions *** 
PARAM £3 =1.1574E-7 
PARAM RN =700. 
PARAM TA =20.0 
PARAM WS =2.0 
PARAM I =2.G 
PARAM ZN0T =0.01 
PARAM T3NDL0 =20. 
PARAM W9NDL0 =0.36 
*** 2 *** Run control and options 
TIMER FINTIM=10800.,PRDEL=90C.*DELT=5.0 
FINISH T1 =100. x T1 =0. , W1 =1. , yl =0. , TS =100. 
METHOD RKSFX 
PRINT TS,T<1-10)rT(12>xTC14)*T<l6)xTC18)rT(20>#... 
TC22),T(24)xT(25),WC1-10),UC12),WC14),tf(16),W(13),... 
V(20),iJ<22),WC24),VC25) 
**• 3 *** Initial values of dynamic boundary layer paraaeters 
USTAR = OCAR*tfS)/AL06CZ/ZN0T) 
HEC = < A L 0 G ( Z / Z N 0 T ) ) * * 2 . / ( W S * K A R * * 2 . ) 
*** 4 *** Initial soil profile conditions 
DO 1200 I=1,NC0M 
W(I) =WI 
WCONTICI) =irf(I)*TCMCI) 
TCI) =TI 
HC0NTICI) =T(I)*HCS*RH0S*TCMCI) 
1230 CONTINUE 
TS =TI 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
DYNAMIC 
N0S0RT 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
*** 5 *** Calculation of soil surface teaperature by energy 
* balance;no boundary layer stability correction. 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * i t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
TS0 =T(1) 
TS =IMPLCTS0,0.1,FOTS) 
EHL =-ES*RH0L*L 
SHL =-(RH0CP/HEC)*(TS-TA) 
F0TS = (RN+EHL+SHL)/(RDF(1)*CH><i-TC1) 
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*** 6 *** Calculation of the energy balance components 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
2400 EHL =-ES*RH0L*L 
SHL =-<RHOCP/HEC)*(TS-TA) 
HFLCC1) =-(TS-T(1))*CH*RDF(1) 
EN3AL =RN+EHL+SHL*HFLC(1> 
*** 7 *** Calculation of total moisture fluxes (vapor and liquid) 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
yFLICD =ES 
tfFLTd) =0.0 
DO 2700 I=2,NC0H 
iJFLT(I) =CT(I>-T(I-1>>*DT*RDFCI) 
UFLI(I) =(W(I)-tf(I-1))*0TH*RDF(I)-HYC0H 
2700 CONTINUE 
WFLTCNC0M+1) =CTBNDL0-T(NC0M) )*DT*?.DF (NCOtf+1) 
•JFLHNC0H+1) =(WBNDL0-tfCNC0M))*DTH*RDF(NC0fl+1)-HYC0N 
DO 2705 I=1 ,NC0M*1 
WFLLIQ(I) =WFLT(I)+WFLI(I) 
2705 CONTINUE 
DO 2710 I=1,NCOM 
UFLNETCI) =WFLLIQCH-1)-WFLLIQ<I) 
2710 CONTINUE 
*** 9 *** Calculation of soil heat flux by conduction 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
HFLCC1) =-(TS-T(1))*CH*RDF<1) 
DO 2300 I=2,NC0* 
HFLC(I) =CH*CTCI)-T(I-1))*RDFCI) 
2800 CONTINUE 
HFLCCNC0H+1) =CH*<T3NDL0~TCNCOH))*RDFCNCOM+1) 
*** 10 *** Calculation of heat flux by liquid ®ass flow 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
HFLMCIl =0.0 
DO 2910 I=2,NC0*1*1 
HFLMCI) =-HYC0N*RH0L*HCY*T(I-1) 
2910 CONTINUE 
*** 11 *** Calculation of total heat fluxes 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
DO 3100 I=1,NC0M*1 
HFL(I) =HFLC(I)*HFLMCI> 
3100 CONTINUE 
DO 3110 I=1,NCOM 
HFLNET(I) =HFLU+1)-HFL(I) 
3110 CONTINUE 
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*** 12 *** Integration of moisture fluxes and calculation of new 
* water contents 
WCONT =INTGRL(yCONTI,WFLNET*25) 
DO 3200 I=1,NC0M 
Jtl) =WC0NTCI)/TCMCI) 
3200 CONTINUE 
*1 =W(1) 
*** 13 *** Integration of heat fluxes and calculation of new 
* temperatures 
HCONT =INTGRL(HC0NTIrHFLNET*25> 
DO 3300 I=1#NC0M 
T(I) =HC0NT(I)/(RH0S*TCMCI)*HCS) 
3300 CONTINUE 
T1 =T(1) 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
END 
STOP 
ENDJ03 
SAMENVATTING 
Aan bet bodemoppervlak worden warmte en vocht u i t g e w i s s e l d tussen bodem en 
atmosfeer , Voor onbegroeide grond hebben, - in t e g e n s t e l l i n g t o t bet geval 
waar een plantendek aanwezig i s - , een aanta l fy s i scbe boderaeigenscbappen 
een sterke invloed op bet bydrologiscb en , hiermee nauw verbonden, tbermiscb 
gedrag van de bovengrond. Stra l ingse igenscbappen, thernische eigenscbappen 
en bydrauliscbe kenmerken van de bodem bepalen in zekere mate de verde l ing 
van beschikbare energie over de d iverse coraponenten van de energiebalans aan 
bet oppervlak. Van deze samenhang tracbt men in de 'remote sens ing ' gebruik 
te raaken b i j de i n t e r p r e t a t i e van warmtebeelden voor voor landbouwkundige 
doe l e in den. 
In de bier gerapporteerde s tudie werd een numeriek s i n u l a t i e n o d e l ont -
wikkeld, met bet doel de re la t i e s tussen de fluxen aan bet oppervlak en de 
toestandsvariabelen in bodem en atmosfeer te beschr i jven . Het model SALSA 
(Soil-Atmospbere Linking Simulation Algoritbm) s imuleert ontwikkelingen in 
bodem en atmosfeer , waarbij g lobale s t r a l i n g en geostropbiscbe wind a l s 
randvoorwaarden opgeiegd worden, Een d e r g e l i j k model kan gebruikt worden om 
de invloed van bodemeigenschappen op de oppervlakte-temperatuur, welke met 
bebulp van warmtebeelden geschat kan worden, na te gaan. Diverse modelien 
werden reeds eerder ontwikkeld om de energiebalans van bet oppervlak te b e -
s c h r i j v e n , Een overz icbt biervan wordt gegeven in Hoofdstuk 2. De meeste 
modellen ecbter nemen s l e c b t s in geringe mate de fy s i s cbe bodeneigenscbappen 
in bescbouwing, en v r i j w e l s t eeds wordt de toestand van de atmosfeer onaf-
banke l i jk van die van de bodem bescbouwd. In boofdstuk 6 wordt aangetoond 
dat d i t t o t grote fouten kan l e i d e n . 
Hoofdstuk 3 b e s c b i j f t de tbeor ie en de aannamen welke aan bet model ten 
grondslag l i g g e n , Ui tvoer ig wordt b i e r b i j ingegaan op o . a . s t r a l i n g aan bet 
bodemoppervlak, bet transport in de atmosferiscbe grens laag , en de koppeling 
tussen vocht - en warmtetransport in de bodem. Met be trekking t o t deze koppe-
l i n g s v e r s c h i j n s e l e n worden v e r s c h i l l e n d e theore t i s cbe benaderingen met 
elkaar verge leken . Voor bet transport in de v loe ibare fase l e i d t d i t t o t een 
vereenvoudiging van de bestaande mechanist ische b e s c h r i j v i n g . In Appendices 
3 en 4 wordt d i t geval verder uitgewerkt in het kader van Thermodynamica van 
I r r e v e r s i b e l e Processen (TIP) , 
Voor de k a r a k t e r i s e r i n g van de hydraul ische bodemeigenschappen worden 
enkele nieuwe parameters ge in t roduceerd . Deze parameters (Af en B') d e f i -
n ie ren een e e r s t e orde r a t i o n e l e f u n c t i e , welke goed b l i j k t te voldoen a l s 
u i tdrukking voor de 'ma t r ix f lux p o t e n t i a a l ' a l s funct ie van voch tgeha l t e . 
Bi j de s imula t ie van voch t t ranspor t waarbi j de zwaartekrachtsterm verwaar-
loosd kan worden, of waarbi j s t e rke gradienten optreden, verd ient he t ge -
bruik van de 'mat r ix f lux p o t e n t i a a l ' de voorkeur boven dat van de hydrau-
l i s che doorlatendheid en v o c h t k a r a k t e r i s t i e k . 
Naast de modelbeschri jving z i jn in Hoofdstuk 3 ook vele bodemfysische 
gegevens u i t de l i t e r a t u u r samengebracht in tabelvorm. De in het veld te 
verwachten maximale v a r i a t i e in de d iverse parameters kan u i t deze data 
geschat worden, en wordt in Hoofdstuk 6 gebruikt in een gevoel igheidsana-
l y s e . 
Om het model te toe tsen z i jn veldexperimenten ui tgevoerd in Oos te l i jk 
Flevoland en in Texas. Verder i s gebruik gemaakt van exper imen ted gegevens 
verzameld door he t USDA Water Conservation Laboratory te Phoenix, Arizona. 
Met de beschikbare experimentele gegevens kon s l e c h t s een verkor te ve r s i e 
van het SALSA model g e t o e t s t worden, omdat gegevens over grenslaagontwikke-
l i n g ontbraken en bovendien de proefgebieden s teeds veel te k l e in waren om 
de gebruikte eendimensionale beschr i jv ing te r ech tvaa rd igen . Daarom werden 
s teeds de op enige hoogte boven he t proefveld gemeten cond i t i e s a l s r a n d -
voorwaarden geb ru ik t . Alle systeemparameters werden onafhankel i jk gemeten, 
berekend of gescha t , d .w.z . n i e t door ' c a l i b r a t i e ' bepaald. Hierdoor kunnen 
voorspelde toes tandsvar iabe len en fluxen te r v a l i d a t i e vergeleken worden met 
meetwaarden. (Een u i tzonder ing h ierop werd gemaakt voor de parameter ruw-
he ids leng te in de TEXAS en ARIZONA geva l l en . Deze kon n i e t u i t de gemeten 
windsnelheden worden a fge le id en moest door ' c a l i b r a t i e ' bepaald worden). 
De ve rge l i j k ing tussen meetwaarden en voorspel l ingen wordt behandeld in 
Hoofdstuk 5. Daar wordt aandacht geschonken aan de te verwachten fout in 
meetwaarde en v o o r s p e l l i n g , waarbi j gebruik wordt gemaakt van een dimensie-
loze va r i abe le q, die de mate van overeenkomst tussen voorspe l l ing en meting 
u i t d r u k t . In verband hiermee wordt de r u i m t e l i j k e v a r i a b i l i t e i t van bodem-
eigenschappen in rekening gebracht door gebruikmaking van s e m i v a r i a n t i e -
analyse en van het ' s c h a l e n ' van hydraul ische eigenschappen. Eerstgenoemde 
analyse werd tevens gebruikt b i j he t bepalen van mee t loca t i e s voor d e t a i l -
s t u d i e . Overeenkomst tussen metingen en voorspel l ingen b l i j k t he t bes t te 
z i jn voor de twee FLEVO d a t a s e t s , welke bet rekking hebben op r e s p e c t i e v e l i j k 
een droge, zonnige week en een regenacht ige week met wisse lende bewolking. 
Dat de modeltoets ing minder goede r e s u l t a t e n op levert - in somraige opz ich-
ten - voor de ARIZONA en TEXAS data , wordt geweten aan de geringe afmetingen 
van beide proefvelden en het grote contras t met de (begroeide) omgeving. 
Zowel in meting a l s voorspe l l ing b l i j k t het bodemvochtgehalte n a b i j het 
oppervlak een d u i d e l i j k e d a g e l i j k s e gang te vertonen, a l wordt deze door het 
model wat overschat . Deze overschat t ing wordt toegeschreven aan het verwaar-
lozen van h y s t e r e s i s in de v o c h t k a r a k t e r i s t i e k . 
Lokale v a r i a t i e in hydraulische eigenschappen binnen het FLEVO proefve ld , 
a l s gevolg van geringe t e x t u u r v e r s c h i l l e n , b l i j k t v a r i a t i e in het hydrau-
l i s c h en thermisch gedrag van de bovengrond (1 a 2 en) te veroorzaken. Dit 
e f f e c t wordt eveneens gesimuleerd. Ook het verloop van de u i tdroging over 
een aanta l dagen wordt door het model goed beschreven in de meeste g e v a l l e n . 
Problemen treden op wanneer bevocht ig ing (door regen) en u i tdroging elkaar 
a f w i s s e l e n . Deels wordt t i i t toegeschreven aan het hysteres is -probleera , maar 
bovendien b l i j k t zeer nauwkeurige informatie m . b . t . hydraulische e igenschap-
pen v e r e i s t te z i j n , d .w .z . ook geringe veranderingen die optreden a l s 
func t i e van de diepte dienen gekend te z i j n , Het za l d u i d e l i j k z i j n dat d i t 
l a a t s t e voor een p r a k t i j k s i t u a t i e n i e t het geval kan z i j n ; het gebruik van 
d e r g e l i j k e de termin i s t i s che modellen voor het doen van a c t u e l e v o o r s p e l l i n -
gen voor de prakt i jk wordt dan ook a l s zeer beperkt gezien ( i . e . buiten 
'bodemfysische proe fve lden 1 ) , Bodemtemperaturen op enige d iepte b l i jken ook 
n i e t s t eeds nauwkeurig te v o o r s p e l l e n , Wanneer echter de geintroduceerde 
fouten in rekening genomen worden b l i j k t de d i screpant i e tussen metingen en 
voorspe l l ingen acceptabel (Hoofdstuk 5 ) . 
Samenvattend kan worden g e s t e l d dat , ondanks de genoemde problemen, de 
experimentele modelva l idat ie geen aan le id ing g e e f t , s i g n i f i c a n t e fouten te 
veronders te l l en in het gebruikte model, 
Voor de bestudering van de gevoe l ighe id van variabelen voor systeem-
parameters werden de laatstgenoemde gevarieerd over het gehele t r a j e c t waar-
over v a r i a t i e s verwacht kunnen worden in het v e l d , Wanneer extreme waarden 
voor parameters gekozen worden, d ient men ervoor te zorgen dat de gebruikte 
randvoorwaarden aan het systeem r e a l i s t i s c h b l i j v e n , d .w .z . dat z i j zouden 
bestaan b i j de gekozen combinatie van parameterwaarden en i n i t i e l e condi -
t i e s . Wanneer meteorologische c o n d i t i e s n a b i j het bodemoppervlak ( b i j v . op 
hut-hoogte) opgelegd worden a l s randvoorwaarde, i s hieraan moe i l i jk te v o l -
doen. Daarom wordt in Hoofdstuk 6 het 'complete' model gebruikt voor gevoe-
l i g h e i d s a n a l y s e , d .w .z . de model-vers ie welke de ontwikkel ing van de atmos-
f e r i s c h e grenslaag eveneens s i n u l e e r t . In een voorbeeld wordt aangetoond 
hoezeer de c o n d i t i e s op hut-hoogte a fhankel i jkhe id z i j n van de bodemgesteld-
h e i d . De gevoeligheden van oppervlaktetemperatuur, luchttemperatuur, v e r -
z a d i g i n g s d e f i c i e t (beide op huthoogte) en l a t e n t e warmteflux voor een aanta l 
bodemeigenschappen worden berekend voor twee vereenvoudigde g e v a l l e n ; deze 
betre f fen uitdrogingsstadium I ( ' p o t e n t i e l e verdamping') en stadium I I I 
(verdamping vanaf een vooraf bepaalde d iepte beneden het oppervlak) . Een 
d e r g e l i j k e vereenvoudiging i s gewenst omdat het z i ch in de loop der t i j d 
wijz igend bodemvochtprofiel a l l e betrokken parameters b e l n v l o e d t , en hiermee 
de gevoe l ighe id voor die parameters ( b i j v . a lbedo , warratecapaciteit e t c . ) 
v e r s l u i e r t . In een aparte paragraaf wordt daarna het proces van de u i t d r o -
ging z e l f (stadium I I ) beschouwd in afhankel i jkhe id van de reeds genoerade 
hydraul ische parameters A' en B 1 . 
In de gevoe l ighe idsana lyse voor s tad ia I en I I I wordt aan een aanta l 
parameters een hoge of lage waarde toegekend, zodanig dat a l l e mogelijke 
combinaties van hoge en lage waarden gebruikte worden, Na het probleem voor 
a l l e combinaties door te rekenen, kunnen de gemiddelde parameter-effecten en 
hun i n t e r a c t i e s berekend worden d.m.v. v a r i a n t i e - a n a l y s e . In stadium I 
b l i j k t de oppervlaktetemperatuur overdag het g e v o e l i g s t voor ruwheids lengte , 
albedo en ' therraische i n e r t i a ' . f s Nachts h e e f t de laatstgenoemde parameter 
het groot s te e f f e c t . Voor stadium I I I hebben overdag albedo en de d ikte van 
de droge toplaag het groo t s t e e f f e c t , en in mindere mate de d i f f u s i e c o e f f i -
c i e n t van waterdamp en de ruwheids lengte . De thermische bodemeigenschappen 
b l i j k e n in d i t stadium a l l e e n ' s nachts van en ig be lang. 
De ontwikkeling van de droge toplaag in stadium I I b l i j k t s terk afhan-
k e l i j k van de parameter A* en in meerdere mate van B' (samen bepalen deze 
parameters de matrix f lux p o t e n t i a a l curve ) . Hetzelfde kan geconcludeerd 
worden voor de verdampingsreductie. Genoemde r e s u l t a t e n kunnen gebruikt 
worden om de sne lhe id waarmee gevoeligheden veranderen b i j de overgang van 
stadium I naar stadium I I I , te p r e c i s e r e n . 
Genoemde hydraulische parameters hebben tevens een uitgesproken e f f e c t 
op de vorm van het vocht front . De gesimuleerde verlopen van de diepte van 
het verdampingsfront in de t i j d , volgens een aanta l d e f i n i t i e s , worden even-
eens met elkaar verge leken , en b l i jken nauw met elkaar overeen te komen. 
Aan het einde van Hoofdstuk 6 wordt nagegaan in welke mate de mogelijke 
v a r i a t i e s In bodeneigenschappen ' r u i s ' veroorzaken in het verband tussen 
oppervlakte-temperatuur en verdampingssnelheid. V a r i a t i e s in a lbedo , ruw-
he ids l eng te en dikte van de droge toplaag b l i jken overdag fouten in de orde 
—2 
van 100 W m te kunnen veroorzaken, wanneer gebruik gemaakt wordt van een 
l inear verband tussen (T - T ) en (LE - LE) . 
s s 
In het l a a t s t e hoofdstuk wordt een overz icht gegeven van bestaande 
methoden ter i n t e r p r e t a t i e van warmtebeelden. Hierb i j z i j n ook methoden 
opgenomen welke t o t op heden a l l e e n werden toegepast op 'begroe ide ' s i t u a -
t i e s . Op grond van experimentele gegevens en gevoe l ighe idsana lyse wordt 
geconcludeerd dat het gebruik van 'thermische i n e r t i a * in s t r i k t e zin ter 
bepal ing van het boderavochtgehalte n a b i j het oppervlak te zeer met onzeker-
heden behept i s om bruikbare r e s u l t a t e n op te l e v e r e n . In p l a a t s daarvan za l 
verder onderzoek z i ch moeten r i c h t e n op de verdampingssnelheid, a l z i j n de 
hierboven genoemde r e s u l t a t e n n i e t vee lbe lovend, zoa l s u i t eerdere hoofd-
stukken b l i j k t . Er wordt de nadruk op gelegd dat deze c o n c l u s i e s z i ch beper-
ken t o t het geval van onbegroeide bodem. In aanwezigheid van begroe i ing 
spelen bodemfysische factoren een v e e l geringere r o l in de energ i eba lans , 
die dan meer betrekking hee f t op het v e g e t a t i e - d e k . 
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