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ABSTRACT OF THESIS
A COMPARATIVE ANALYSIS OF REINFORCEMENT LEARNING APPLIED
TO TASK-SPACE REACHING WITH A ROBOTIC MANIPULATOR WITH
AND WITHOUT GRAVITY COMPENSATION
Advances in computing power in recent years have facilitated developments in au-
tonomous robotic systems. These robotic systems can be used in prosthetic limbs,
wearhouse packaging and sorting, assembly line production, as well as many other ap-
plications. Designing these autonomous systems typically requires robotic system and
world models (for classical control based strategies) or time consuming and computa-
tionally expensive training (for learning based strategies). Often these requirements
are difficult to fulfill. There are ways to combine classical control and learning based
strategies that can mitigate both requirements. One of these ways is to use a gravity
compensated torque control with reinforcement learning (RL). We present an analysis
of torque control with and without gravity compensation when coupled with RL in a
reaching task using a simulated seven-degree-of-freedom robotic arm.
The results of our experiments demonstrate that gravity compensation coupled
with RL (while requiring that only the gravity vector be modeled) reduces the training
required in some (but not all) reaching tasks. Specifically, the benefits of training
with gravity compensated torque control appear to be contingent on goal location.
We show that when the goal location is high, gravity compensation has a grater
advantage while with a low goal location gravity compensation has less advantage or
has a disadvantage in training.
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Chapter 1
INTRODUCTION
Advances in computing power and machine learning algorithms in recent years have
facilitated developments in autonomous robotics systems. An autonomous robotic
system refers to a system that performs a task or set of tasks for which it has not
been explicitly programmed or manually controlled (see Figure 1.1). This type of
system can either learn to perform tasks or possesses high-level logic enabling it to
solve tasks analytically.
There are various ways to develop autonomous robotic systems such as fuzzy logic
[2], adaptive control [3], behavioral control theory [4, 5], traditional robot control
theory [6], inverse reinforcement learning [7], and reinforcement learning [8]. This
thesis will focus on two of them; reinforcement learning (RL) and traditional robot
control theory. Both of these approaches have been used to demonstrate a high degree
of sophistication in robotic systems control. These two approaches are not entirely
disjoint. Often controllers designed using traditional robot control theory are used in
RL applications, and robot control theory (particularly linear quadratic regulators)
is used in the development of RL algorithms [9].
1.1 Using Classical Control with Reinforcement Learning
1.1.1 Overview
In autonomous systems the principles of RL and traditional control theory are funda-
mentally different. Whereas traditional control theory often uses model-based design
Learned 
Controller
Control Signal
State Information
Human 
User
High-level Task 
Specification
Figure 1.1: Information flow diagram depicting a user creating a high-level task
specification which is received by the autonomous system (designed using RL, fuzzy
logic, etc.) and the autonomous agent uses a controller learned or synthesized to
compute the low-level robot commands necessary for the robot system (Panda from
Franka Emika [1]) to complete the task.
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to design a controller for the robotic system, RL is often ignorant of the system dy-
namics as well as the task, and learns to complete the task through training and
interacting with the task environment.
This introduction will review what has been done in RL when coupled with tra-
ditional robot control theory and applied to robotic systems. Specifically, we will
examine how traditional robot control theory is used to modify how the RL agent in-
teracts with the environment. Although controllers, designed using traditional robot
control methods, are often used in RL applications, there has been little research
examining the effects of these controllers on RL performance [10]. In this thesis, we
offer our analysis of end-effector position control using joint torque commands with
and without gravity compensation applied to task-space reaching with a simulated
seven-degree-of-freedom robotic system.
1.1.2 Reinforcement Learning–Inputs and Outputs
An impressive and popular form of RL is called end-to-end RL where the system’s
raw sensory data is fed into the RL agent which then generates a low-level control
signal that is sent to the system. In robotics, examples of raw sensory data include
robot state measurements (joint positions and velocities) or images from a camera;
examples of control commands include joint torques or forces. Reinforcement learning
that is not end-to-end uses some manually designed transformation on the sensory
data or the RL outputs. An example of a transformation on the sensory data is an
image processor estimating pertinent system states; an example of a transformation
on the RL output is a manually designed controller where the RL output (inputted to
the controller) is a position or velocity which the controller transforms into a torque or
force. Our analysis compares gravity compensated torque control (a transformation
on the RL output) to end-to-end RL.
1.1.3 RL Agent
In RL, the trainable control logic is referred to as the agent. The agent takes as
input the state information contained in the observation (described next) and outputs
an action (see Section 1.1.5). Thus the action is a function of the current state as
computed by the agent. The agent consists of a policy and some method of optimizing
that policy. This policy is the function of the current state that the agent uses to
select actions.
1.1.4 Agent Observation
The input to the agent at a single point in time is referred to as an observation. The
observation contains all the information the agent uses to select the next action. In
robotics the observation often includes important state measurements such as joint
angles and angular velocities or recent images of the system configuration.
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1.1.5 Agent Action
The output of the agent is referred to as an action. As stated in Section 1.1.3 the
action in a state is determined by the agent’s policy. Often the agent’s policy is
stochastic making the action a random variable. In robotics RL actions can take
many forms such as joint torques, joint positions, joint velocities, and end-effector
position and orientation. Often these action spaces (e.g. end-effector position and
orientation) cannot be directly inputted to the robot actuators. Controllers designed
using traditional robot control methods act as an interface between the agent’s actions
and the robotic system by transforming the actions into commands compatible with
the robot actuators.
1.1.2 Observation Space
The set of all possible observations is called the observation space. For the case
where the observations are the joint angles and angular velocities of a seven-degree-
of-freedom robotic arm, the observation space would be R14 where each dimension of
the observation is constrained to be between the upper and lower joint angle limit.
1.1.3 Action Space
The set of all possible actions is the action space. For the case where the actions are
joint torques, the actions space is R7 where each dimension of the action is constrained
to be within the upper and lower joint torque limits.
1.1.4 Review of Action and Observation Spaces Used in RL Research
In setting up RL agents to solve a specific task, the designer must choose what action
space to use. If the chosen action space is not directly compatible with the robot
actuators a controller designed using traditional robotic control methods can be used
to interface between the RL agent’s actions and the robot actuators. We review
what action and observation spaces have been used in past RL research applied to
robotics. We do this to show that there are choices for actions spaces which leads
into our discussion in the next section of the effects of various action spaces on RL
training.
The authors in [8] use end-to-end RL to train a two-armed robot to perform
manipulation tasks such as inserting blocks into a sorting cube and twisting a lid onto
a bottle. In their experiments, the RL agent commands the joint torques of the robot,
based on observations from camera images and robot configuration measurements.
The authors in [11, 12] use joint angles, and velocities as the observations and joint
torques for the actions. The authors in [13] use the end-effector motion as an action
space (necessitating the use of a controller to transform the RL agent’s output) to
solve a number of tasks such as inserting books into a book shelf and draping a
cloth over a surface; the authors in [14] similarly use the end-effector position as an
action space. Other action spaces include joint positions or velocities. The authors in
[15, 16, 17] use joint velocities as an action space. The authors in [18] use a velocity
3
control for a small mobile robot, and the authors in [19, 20] use joint space position
control.
1.2 Past Reinforcement Learning Action Space Research
Our research compares the effects of two controllers used with RL in a reaching task.
Essentially, we are comparing two versions of a joint torque action space. While
both controllers we use result in the same action space, the actions taken while using
the torque control without gravity compensation result in a vastly different response
from the robot when the same actions are taken while using the gravity compensated
control.
We have mentioned many choices for action spaces, and have shown that manually
designed controllers are often used in RL to transform the agent’s actions into the
robot system input (e.g. torque or force). Despite there being prolific use of these
various action spaces, there are few instances that include justification for the partic-
ular choice of action space [10]. To the best of our knowledge the most notable work
that has been done in comparing the effect of different action spaces augmented by
controllers is reported in [10] and [21]. The authors in [10], use various action spaces
to train RL algorithms on a set of three tasks. They compare the performance of an
RL agent with action spaces defined as joint torques, joint positions, joint velocities,
and joint impedance, as well as end-effector impedance.
The authors in [21] take a different approach by augmenting the torque action
space by summing the agents action with a time varying torque from a trajectory-
tracking, impedance control. This time varying torque is actually the control signal
generated by a trajectory tracking controller. They compare the RL agent’s perfor-
mance while using an action space that is augmented by the additional time varying
torque with its’ performance with no augmentation.
The conclusions drawn from the experiments in [10] and [21] suggest that the
choice of action space significantly impacts the training of the RL agent and that
using classical methods to manually design controls that augment the action space
can improve training dramatically. We extend this line of research, comparing and
discussing the effects of gravity compensated torque control to torque control without
gravity compensation in a reaching task.
1.3 Our Contribution
We compare and discuss the effects using two different joint torque action spaces on
RL training. One action space applying an unmodified torque command and another
adding gravity compensation to the torque command from the agent. Applying RL
with an unmodified joint torque action space (which in our case is an action space
with no gravity compensation) applies no transformation on the RL action before it
is inputted to the system. Applying RL with a gravity compensated torque control
is similar to the work done in [21] in that an additional torque is added to the RL
action before it is inputted to the system. This additional torque instead of being
4
time varying is state varying i.e. changes as a function of the system state. We
test our methods in a task-space reaching environment. We expect that gravity
compensation with reduce the amount of training required to learn each reaching
task. In our experiments we will compare how much training each RL agent requires
to learn each reaching task.
5
Chapter 2
CLASSICAL CONTROL
2.1 Introduction
In this chapter we introduce classical control theory, dynamical system models, and
state feedback. We show how system models can be used to generate desired robotic
behaviors. We describe the difficulty of obtaining dynamical system models and
suggest that RL can achieve the same behaviors without system models. The math
notation in this chapter and throughout this thesis are listed with a brief description
in Section A of the appendix.
2.2 Classical Control Theory and Feedback
Classical control theory provides a methodology for creating controllers for dynamical
systems in order to accomplish a specified task [22]. In the rest of this thesis controller
specifically refers to a controller designed using traditional robot control methods as
apposed to controllers that learned or designed in some other way. In this section we
introduce classical control as well as the notation we will use in the rest of the thesis.
A typical classical controller takes in a feedback signal (containing state infor-
mation) as well as a reference point, and computes an actuation command. For the
purposes of this thesis, the actuation command will be a set of joint torques to be
applied by the robot motors. This feedback system (also called a closed-loop system)
is depicted in Figure 2.1.
It is possible for all system states to be fed back to the feedback controller; how-
ever, this is not always the case. In velocity controllers, it is possible that only the
velocity is fed back. In our work we will use a gravity compensated torque controller
which is a function of the joint positions q. Also, it is not typical to regulate all
system states, but just a subset of them such as the joint positions or velocities.
SystemFeedbackController+ τ
StatesReference e
_
+
Subset of States
Figure 2.1: Block Diagram of a Classical Control System. In this figure τ is the
commanded joint torques and e is the error signal (equal to the difference between
the reference signal and the system states).
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2.3 Proportional-Derivative (PD) Control
A simple feedback controller is the Proportional-Derivative (PD) control. Although
it can be designed using sophisticated algorithms and full system dynamic models,
it can also be manually tuned, without any knowledge of the system, by observing
the controller’s and system’s response to varying input reference signals. This type of
control is described by (2.1) where τ is the torque command computed by the control,
qdes is the desired joint position, q and q̇ are the current joint position and angular
velocity respectively, and kp and kd are the control gains to be tuned.
τ = kp(qdes − q)− kdq̇ (2.1)
As can be seen in (2.1), PD controllers are simple; however, they are very useful
since (with gravity compensation) they are able to move a robot system to any valid
configuration with a high degree of accuracy.
2.4 Model-Based Control Using Dynamical System Models
For behavior like walking or object manipulation, more complex control approaches
than PD are necessary. Typical control design for these tasks require system dynam-
ical models. These models are captured by (2.2), where M(q) is the mass matrix
(capturing the relation of the various masses), C(q, q̇) is the Coriolis matrix, G(q) is
the gravity vector, h(q, q̇) is the friction, and τ is the externally applied torque.
M(q)q̈ + C(q, q̇)q̇ + h(q, q̇) +G(q) = τ (2.2)
One way to use this full dynamics model is to use estimates for M , C, h, and
G (denoted M̂ , Ĉ, ĥ, and Ĝ respectively) to compensate for the system dynamics
and create an arbitrary control law for the system states. The form of this control
is shown in (2.3) where τcont is the net torque exerted beyond compensating for the
system dynamics. The choice of τcont is arbitrary and may be selected using a feedback
control to stabilize the system or to drive the states to a desired value.
τ = M̂(q)q̈ + Ĉ(q, q̇)q̇ + ĥ(q, q̇) + Ĝ(q) + τcont (2.3)
With this dynamics model (2.3), it is also possible to use more intelligent algo-
rithms to control the system behavior. These algorithms may predict the system
response due to a sequence of inputs; and using this ability, plan and execute tra-
jectories to accomplish a desired task. An example of this type of algorithm is the
iterative linear quadratic regulator (iLQR). The authors in [23] use iLQR to generate
human-like walking behavior for a simulated humanoid robot.
2.5 Summary
In this chapter we introduced feedback control with PD control as an example. We
also introduced dynamical system models and suggested how they can be used to
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achieve sophisticated behavior with robotic systems. As the complexity of the systems
and tasks increase deriving adequate models and controls becomes difficult and in
some cases infeasible [24]. In Chapter 3 we will discuss how RL can accomplish tasks
without the use of dynamics models and in Chapter 4 we discuss using only the Ĝ(q)
term from (2.3) to compensate the torque exerted by gravity.
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Chapter 3
REINFORCEMENT LEARNING
3.1 Introduction
Reinforcement Learning is a branch of machine learning that is centered around
solving Markov Decision Processes (MDPs). In this section we introduce MDPs and
show how RL can be used to solve them. We introduce notation for RL and MDPs
and show how it is related to the controller notation in Chapter 2. We introduce
Value Iteration as basic RL algorithm to solve MDPs. We then show why Value
Iteration is limited to known MDPs with small discrete state and action spaces and
suggest other algorithms that circumvent some but not all if these limitations. We
describe REINFORCE, a basic policy gradient method. We will use REINFORCE
as a baseline to lead into actor critic methods and then the two methods used in
our experiments: Actor Critic using Kronecker-Factored Trust Region (ACKTR) [25]
and Proximal Policy Gradients (PPO2) [26] to be integrated with classical control
methods (specifically, gravity compensated torque control).
3.2 Markov Decision Process
Before describing RL we introduce Markov Decision Processes which are characterized
by the tuple (S,A, P (st+1|st, at), R(st, at)) where S is the set of all possible states,
A is the set of all possible actions, P (st+1|st, at) is the probability of transitioning
to state st+t given the current state st and action at, and R(st, at) is the reward for
being in state st and taking action at.
An MDP is Markovian because we assume the probability of transitioning to the
state st+1 is independent of all previous states and actions given the current state st
and action at. Thus, given a sequence of actions, the resulting sequence of states is a
Markov Chain1.
3.3 Introduction to Reinforcement Learning
In the context of RL, the MDP describes the interaction between the RL agent and
the environment. The RL agent begins in state s0, takes an action a0 based on policy
π(s0) that is a function of the state; thereafter, the environment returns the next
state and reward as shown in Figure 3.1. This process is repeated until a terminal
state or a maximum number of steps is reached. The sequence of interactions between
the agent and the environment from the start state to the terminal state is called an
episode. The RL agent’s goal is to maximize the cumulative reward over the entire
1A Markov Chain is a sequence of possible states a system may be in, where the probability of
transitioning to any state is independent of all past states–given the previous state.
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Agent Environment
Action
State, Reward
Figure 3.1: Reinforcement Learning Diagram
episode. However, since the environment is often modeled as stochastic (it is not
certain what the next state will be–given a current state and action), priority is given
to short term rewards.
There are two functions that assist in identifying the states and actions that lead
to the highest average reward. The first (known as the Bellman equation) is shown
in (3.1).
V π(st) = R(st, π(st)) + γ
∑
st+1
P (st+1|st, π(st))V π(st+1) (3.1)
The policy π(st) is the function the agent uses to choose actions (π(st) = at).
In the Bellman equation, V π(st) is the value of state st while following policy π(st).
The γ term is a scalar between zero and one and discounts future rewards; it is the
mechanism that makes the RL agent prioritize short term rewards. In words, the
Bellman equation states that the value of a state is equal to the reward received by
being in that state and taking an action according to policy π(st), plus all discounted
future rewards.
The second function that assists in identifying the best state and action pair is
related to the Bellman equation and is shown in (3.2).
Qπ(st, at) =
∑
st+1
P (st+1|st, at)[R(st, at) + γV π(st+1)] (3.2)
Unlike V π(st), Q
π(st, at) attaches value to each state and action. One RL algo-
rithm that can be applied in small discrete state and action spaces to find the optimal
policy π∗(st) is value iteration and is shown in Algorithm 1.
If the MDP is completely known value iteration will converge to the optimal
policy. However, even if the MDP is unknown, algorithms such as R-MAX [27] learn
a model of the MDP and then find an optimal policy according to the learned model.
Other algorithms do not use an MDP model at all, and attempt to learn Qπ(st, at)
directly (see page 131 of [28]). These algorithms that do not require knowledge of the
MDP become much more important when the state or action space are very large or
continuous. Due to the loops in Algorithm 1, we can see that value iteration does not
scale well with the size of the state and action spaces and is impossible to implement
if either the state or action space is continuous.
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Algorithm 1: Value Iteration
Result: π∗(st) the optimal policy
For all states st initialize V0(st) = 0;
Let k = 0;
Let ε be some small number;
while maxs |Vk(st)− Vk−1(st)| < ε do
k = k + 1;
for ∀s ∈ S do
Vk(st) = maxat
∑
st+1
P (st+1|st, at)[R(st, at) + γVk−1(st+1)];
end
end
for ∀st ∈ S do
π∗(st) = arg maxat
∑
st+1
P (st+1|st, at)[R(st, at) + γVk(st+1)];
end
In the case where the state space is continuous and the actions are discrete, a func-
tion approximator may be used to estimate V π(st) or Q
π(st, at) by using (3.1) or (3.2)
as update equations, and, rather than iterating over all possible states and actions,
only the trajectory data collected from taking actions in the MDP is used. Actions
may be selected by choosing the action with the highest predicted reward or choosing
an action at random with some probability (see pages 30-31 of [28]). When the ac-
tion space is also continuous, however, we no longer have the ability to use V π(st) or
Qπ(st, at) to directly find the action yielding the maximum predicted reward. In this
case, rather than selecting a single deterministic action, the policy typically samples
an action from a distribution over actions. This distribution is a function of the cur-
rent state. Although value iteration is impossible to implement in continuous state
and action spaces, it is a basic outline for many RL algorithms that are compatible
with continuous spaces. This outline includes estimating a value function (such as
V π(st) or Q
π(st, at)) and then using the value function estimate to update the policy
π(st). In robotics, most state and action spaces are continuous; therefore, we will
explore algorithms that are capable of learning in these environments.
3.4 REINFORCE – The Vanilla Policy Gradient Method
Policy gradients is a family of algorithms that overcomes the obstacle of continuous
state and action spaces. As expressed in the name, policy gradient methods involve
updating the parameters defining the policy using the gradient of an objective func-
tion with respect to the policy parameters. This means that the policy must be a
differentiable function of its parameters. To demonstrate how this works, we intro-
duce the REINFORCE algorithm.
Before describing REINFORCE we will define additional terminology. A roll-out
is a sequence of steps taken by the RL agent in the environment; it may be shorter or
longer than the episode. A trajectory is a collection of the state, action, and reward
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Algorithm 2: REINFORCE
Result: Optimized action probability Pπ(at|st, θt)
Initialize Pπ(at|st, θt);
Set step size α;
while Training do
Perform Roll-out collecting [(s0, a0, r0), (s1, a1, r1), ...(sT , aT , rT )];
for t = 0, 1, ...T do
Bt =
∑T
k=t+1 γ
k−t−1rk;
θt + 1 = θt + αγ
tBt∇θ lnPπ(at|st, θt);
end
end
data collected over one roll-out.
Let πθ(st) be a stochastic policy that is parameterized by θ. We will define
Pπ(at|st, θt) as the probability P (πθ(st) = at). Following the notation in [28], let
J(θ) be our objective function. The RL agent’s goal is to maximize its reward over
the entire episode. Remember that V π(st) is the expected reward of being in st and
taking actions according to policy πθ(st). If we can maximize V
π(s0), then we have
maximized our episodic reward; thus, we will let J(θ) = V π(s0). Now that we have an
objective function and a differentiable policy, we are able to perform gradient ascent
to maximize reward.
Let Bt =
∑T
k=t+1 γ
k−t−1rk , where Bt is the discounted cumulative reward
2, and
T is the number of time steps in one roll-out, then ∇θJ(θ) = Eπ
[
Bt
∇Pπ(at|st,θt)
Pπ(at|st,θt)
]
(see
Chapter 13 of [28] for a proof). Algorithm 2 (modified from [28]) shows how to
perform REINFORCE iterations and also introduces α which is known as step size
or learning rate.
The basic REINFORCE algorithm is powerful and can operate in both continuous
and discrete action spaces, but in this simple form it has unstable learning. A key
reason for this instability is due to the policy parameters θ being updated after every
roll-out, using only trajectory data from the most recent roll-out; however, updates
to the policy can change the trajectory of the next roll-out significantly. This causes
high variance in trajectory roll-outs and, by extension, the policy updates as well
which destabilizes training.
There are several ways to decorrelate the trajectory data that can help reduce the
variance of the policy updates and stabilize training. One way is to use what is called
a replay buffer [29], which stores data from multiple trajectories. We can randomly
batch sample data from this buffer and thus reduce correlations in the training data
and reduces the variance of the policy updates. The downside of using a replay buffer
is the increased memory load and slower training.
2Bt is normally denoted Gt. We use Bt to avoid confusion with the gravity vector G(q)
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3.4.1 Multiple RL Workers
Another way to reduce data correlation is to run multiple episodes simultaneously
collecting multiple unique trajectories at once. In essence, the RL agent maintains a
single policy that is shared by multiple RL workers which collect the trajectory data.
Each RL worker applies the policy in its own episode or copy of the environment.
Each of these RL workers accumulates trajectory data (st, at, rt, st+1) and after a set
number of time steps the RL agent performs a policy update using the gradients
computed from the trajectory data from all the RL workers. This method has not
only been shown to reduce variance, but also has the added advantage of being
parallelizable [30]. In our experiments we use four RL workers.
3.5 Advantage Actor Critic (A2C)
Another way to reduce the variance of REINFORCE is to remove the direct depen-
dence of the policy on the trajectory roll-outs. One way to do this is to change the
Bt term to a learned value function like Q
π(st, at). There is actually a very good
reason to choose Qπ(st, at) as it is equivalent to E[Bt]. Of course Qπ(st, at) is not
given to us, but it can be learned using (3.2). We then have something that is very
much like REINFORCE in principle but the policy updates are dependent on the
Q-function which is more stable than trajectory roll-outs. The function Qπ(st, at) is
dependent on each roll-out, but since Qπ(st, at) is not responsible for action selection,
the variance in its updates is less significant. This variant of policy gradients is called
Q-Actor Critic3.
Another version of policy gradients reduces variance further by subtracting a
baseline from Qπ(st, at). The benefit from doing this is to make the gradient up-
dates less dependant on the magnitude of the rewards and more dependant on the
differences in magnitude. A popular baseline is the value function V π(st). We
are not given the exact value of V π(st), but using (3.1) and (3.2) we find that
Qπ(st, at)−V π(st) = rt+1+γV π(st+1)−V π(st). The difference of V π(st) and Qπ(st, at)
is so common that it is given the name of the advantage function (defined in (3.3))
since it is a measure the advantage of the action at over the the average action.
Using Aπ(st, at) in place of Q
π(st, at) in policy gradients is called Advantage Actor
Critic (A2C). Using the Aπ(st, at) the gradient of the objective function becomes
∇θJ(θ) = Eπ
[
logPπ(at|st, θt)Aπ(st, at)].
Aπ(st, at) = rt+1 + γV
π(st+1)− V π(st) (3.3)
3.6 Actor Critic Using Kronecker-Factored Trust Region (ACKTR)
All the policy gradient methods discussed thus far are similar in that they take the
gradient of the objective function J(θ) with respect to the parameters θ and update
the action probability Pπ(at|st, θt) according to the learning rate α.
3Q-Actor Critic should not be confused with Q-Learning which is another RL algorithm that
only works with discrete action spaces.
13
These methods can have difficulty training since the gradient updates are not
always in the direction of the optimal policy. This is because the gradients are
dependent on the policy parameterization. An alternative method to a policy gradient
is to use a natural gradient [31, 32]. This type of gradient is exactly in the direction
of steepest ascent (or descent) in parameter space which makes policy updates similar
across multiple policy parameterizations. This makes it ideal for finding the optimal
policy in reinforcement learning applications.
Natural policy gradients are used in Trust Region Policy Optimization (TRPO)
[33]. This method uses a minorize maximization algorithm which sets a lower bound
on the optimal reward distribution and maximizes this lower bound. In this case the
lower bound is the reward distribution under the current policy parameterized by θt.
Let the lower bound be defined in (3.4).
Lπ(θ) = E
[
Pπ(at|st, θt)
Pπ(at|st, θt−1)
Aπ(st, at)
]
(3.4)
The objective is then to maximize the lower bound Lπ(θ) subject to the constraint
DKL(Pπ(at|st, θt−1)||Pπ(at|st, θt)) < δ where DKL(P ||Q) =
∑
x P (x) log
P (x)
Q(x)
and δ
specifies a small enough step that the gradient is within a region closely approximated
by the current parameterization or the trust region. This objective function can be
approximated by (3.5) where F is the Fisher information matrix and gt is the policy
gradient. The constraint in (3.5) is a second order approximation of the KL divergence
about θt [31].
θt+1 = arg max
θ
g>t (θ − θt)
s.t.
1
2
(θ − θt)>F (θ − θt) ≤ δ
(3.5)
Solving this objective analytically we get (3.6).
θk+1 = θk +
√
2δ
g>t F
−1
t gt
F−1t gt (3.6)
This approximation leads to Algorithm 3 [33]. It has better sample complexity
than regular policy gradient methods (in the number of samples collect from the
environment). However, it suffers from computational complexity since F is the
Hessian of the KL divergence and is a second order approximation which does not
scale well with the number of parameters in θ. Work done in [25] uses a Kronecker-
Factored Apprimate Curvature (K-FAC) [34] to estimate F . This reduces the time
complexity of the natural gradient approximation compared with TRPO. It also uses
an actor critic architecture like A2C and is thus called Actor Critic using Kronecker-
Factored Trust Region (ACKTR) [25].
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Algorithm 3: Trust Region Policy Optimization
Result: Optimized action probability Pπ(at|st, θt)
Initialize Pπ(at|st, θt);
k = 0;
while Training do
Perform Roll-out collecting [(s0, a0, r0), (s1, a1, r1), ...(sT , aT , rT )];
Estimate A(st, at) for all samples;
Compute sample estimates of g>t and F ;
θk+1 = θk +
√
2δ
g>t F
−1
t gt
F−1t gt;
k ← k + 1;
end
3.7 Proximal Policy Optimization (PPO2)
Both ACKTR and TRPO approximate the Fisher Information Matrix in order to
compute the natural gradient. In this section we present the Proximal Policy Opti-
mization (PPO2) [26] algorithm which is similar to a trust region method like ACKTR
and TRPO, but rather than clipping the gradient updates, it clips the objective func-
tion. It is called proximal policy because it restricts policy updates to prevent the new
policy from diverging too far from the current one. This adds a measure of stability
to training.
This clipped objective function is given in (3.7) where d(θt) is the probability ratio
defined in (3.8) and ε is a hyperparameter (usually 0.2 or smaller).
Lclip(θt) = E
[
min(d(θt)A
π(st, at), clip(d(θt), 1− ε, 1 + ε)Aπ(st, at)
]
(3.7)
d(θt) =
Pπ(at|st, θt)
Pπ(at|st, θt−1)
(3.8)
Using this clipped objective function PPO2 is able restrict policy updates to a safe
region without approximating the KL divergence. This makes the algorithm simpler
to implement and computationally less expensive.
Algorithm 4 (modified from [26]) is the implementation of PPO2 where N is the
number of environment episodes run simultaneously (also called RL workers), and
W , M , and T are hyperparameters.
3.8 Summary
In this chapter we introduced MDPs and how they relate to RL. We briefly discussed
some of the difficulties of solving continuous state and action space MDPs. We intro-
duced policy gradient methods and the algorithms used in our experiments ACKTR
and PPO2. In Chapter 4 we will discuss how RL algorithms can be combined with
classical control.
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Algorithm 4: Proximal Policy Optimization
Result: Optimized policy
Initialize Pπ(at|st, θt);
while training do
for actor = 1,2,...,N do
Perform Roll-out collecting [(s0, a0, r0), (s1, a1, r1), ...(sT , aT , rT )];
Estimate Aπ(st, at) for all samples;
end
Optimize Lclip wrt. θ, for W epochs and minibatch size M ≤ NT ; Update
policy parameters θ;
end
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Chapter 4
COMBINING CLASSICAL CONTROL AND
REINFORCEMENT LEARNING
4.1 Introduction
In this chapter we describe how controllers designed without estimating the full dy-
namical system model (2.2) can be used with RL algorithms to reduce the training
necessary to achieve the desired robotic behavior. The authors in [10] and [21] use two
methods of combining classical controllers with RL. We will discuss these methods
to lead into a description of our own method of combining RL with classical control.
4.2 Composition of Reinforcement Learning with Control
A common coupling of RL with classical control is when the output of the RL agent
is transformed by a controller which outputs the low level command signals to the
system. This is equivalent to placing the RL agent in the feedback loop (see Figure
2.1) such that the action of the RL agent is the reference input to the controller.
This combination is captured by (4.1) where K is the feedback controller, πθ(st) is
the policy at state st and parameterized by θ, and τ is the robot system input. The
controller gains could also be made part of the agent’s policy parameters. Figure 4.1
depicts this approach (compare with Figures 2.1 and 3.1).
τ = K(πθ(st), q, q̇) (4.1)
This approach was used by the authors of [10] where an RL agent was paired with eight
different controllers to solve three different tasks (path following, door opening, and
surface wiping). Plotting the episodic rewards received by the RL agent (paired with
these various controllers) as a function of the number of training steps, they showed
how the type of controller used affected how fast the agent was able to learn how to
complete the task in a way that maximized the episodic reward. These plots (called
EnvironmentAgent Action
State, Reward
Controller
[𝑞, ?̇?]
τ
Figure 4.1: Reinforcement learning and control composition diagram. In this figure
the Environment functions as both the Environment in Figure 3.1 and the System in
Figure 2.1
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Figure 4.2: Residual RL diagram. As in Figure 4.1, the Environment functions as
both the Environment in Figure 3.1 and the System in Figure 2.1
learning curves) showed that for tasks with kinematic constraints and/or contact rich
environments, impedance controllers in end-effector space allowed the agent to learn
faster than impedance, position, velocity, and torque control in joint space. From
these results we can see that this way of merging RL with classical control can reduce
the amount of training that would otherwise be necessary. In the next section we will
discuss another method of using a controller with RL to reduce the required training.
4.3 Residual Reinforcement Learning
Another way to couple RL with a controller is to add the output of a classical con-
troller to the output of an RL agent as shown in (4.2) where K(q, q̇) is the control
effort contributed by the classical controller and πθ(st) is the control effort contributed
from the RL agent. This approach is referred to as residual RL and is depicted in
Figure 4.2 (compare with Figure 4.1).
τ = Kt(q, q̇) + πθ(st) (4.2)
The result of this method is that the main trajectory followed by the robotic
system is primarily determined by the controller. With foreknowledge of the task
the designers of the controller can guess what overall trajectory that should be made
while the contact interactions not considered in the controller design can be compen-
sated for by the RL agent. Research done in [21] compared residual RL to purely
classical control and RL without the residual. The task was to insert a block between
two others without knocking either of the other two over. To make the task more
complicated noise was added to the environment (i.e. the two other blocks did not
always have the same orientation). The experiments showed that, on its own, a joint
space impedance control could only complete the task when the two other blocks were
in a certain configuration while, after some training, the impedance control with the
added residual RL signal was successful almost every time regardless of the slight
disturbances in the block configuration. They also showed that residual RL trained
much faster than RL without the residual.
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4.4 Our Contribution
We propose incorporating classical control concepts with RL to perform reaching
motions with a simulation of the Panda robotic arm. Like [21] we will sum the
output of the RL agent (at) with the output of a controller. We will compare how
the RL agents perform using this compensated controller as opposed to direct torque
control (i.e no compensation). Unlike [21] we will make no assumptions about the
trajectory taken to complete a task (the controller we use will not generate any robot
motion on its own), and unlike [10] and [21], we will not use controllers that require
a full dynamics model (see (2.3)). In using gravity compensated torque control, we
will be using only one of the terms from the system dynamics equation which eases
the burden of modeling.
We will compare the effects of two controllers in our experiments – gravity compen-
sated torque control and torque control without gravity compensation. We describe
these controllers below.
4.4.1 Gravity Compensated Torque Control
The first control, similar to the work in [21], and has the form of (4.2). We use gravity
compensation (where the torque exerted by gravity on the system is canceled).
The mathematical formulation of this control is shown in (4.3). In (4.3), τg is the
robot system input, πθ(st) is RL agent’s policy at state st, and Ĝ(q) is the gravity
vector term from (2.3). The RL agent’s action π(st) ∈ R7 is computed by the RL
agent as a function of the system state which is a 14 dimensional vector composed of
the robot arm joint angles and joint angular velocities.
τg = πθ(st) + Ĝ(q) (4.3)
4.4.2 Torque Control Without Gravity Compensation – End-to-End RL
The second torque control will be used as a baseline and is shown in mathematical
form in (4.4) where τn is the robot system input. We use this torque control in (4.4)
as a baseline since it represents end-to-end RL control of the robotic system. The
intuition in selecting the gravity compensated control in (4.3) as an alternative is that
with gravity acting on the system much of the initial motion and learning is done with
the robot arm in a downward position and colliding with its mounting fixture. As
these motions have little to do with the final optimal policy we compensate gravity
with the expectation that initially the robot motions are not biased towards any
particular part of the 3D space.
τn = πθ(st) (4.4)
Our motivation for using gravity compensation is based on control theory where
(as mention in Section 2.3) a simple PD control with gravity compensation is able to
move the robot system to any joint configuration with a high degree of accuracy. We
expect that the benefits of gravity compensation seen in PD control will also be seen,
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in some degree, when applying gravity compensation to RL in robotics applications.
In PD control, gravity compensation ensures that the system is able to overcome the
torque (or force) due to gravity. When used with RL, we expect gravity compensation
to reduce the amount of training required to perform reaching tasks.
4.5 Summary
The experiments performed by the authors of [10] and [21] show that with a system
dynamics model of the robot (necessary for impedance controllers) an RL agent is
able to learn quicker and more effectively to complete a task without developing
additional object and environment models and more detailed controls to interact
with the environment. However, requiring a model for the robot also poses some
difficulties. The first being that high fidelity robotic models can be difficult to obtain
and the physical system can change with time due to wear and tear. These models
also change when the robot’s apparent mass changes; an example of this is when the
robot picks up or releases objects. Adaptive control methods have been proposed to
circumvent the difficulty of modeling and changes in model dynamics [35]. It has also
been suggested that RL is a form of optimal adaptive control [36]. In our work, we
compare the effects of two torque controllers when used with RL. The controllers we
use will not require estimating the full system dynamics.
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Chapter 5
METHODS
5.1 Introduction
Our experiments consist of training each RL agent while using a low level controller
that compensates for gravity or passes through the agent’s commands. We perform
our experiments on three reaching tasks. We compare how quickly each RL agent is
able to learn and analyze the final policies (after training is complete) by observing
the system’s behavior while acting under these policies. From these results we draw
conclusions about the effects of gravity compensation on RL training.
In this chapter we describe the methods used in all our experiments. We begin
by describing the robotic system. We describe our environment with its reward
function and our three reaching tasks. We present the controllers used with both
RL agents. We discuss the selection of the RL algorithms used and how each set of
hyperparameters were chosen. We present our grid search method and RL training
evaluation.
5.2 Seven-Degree-of-Freedom Robotic Arm
Our work is demonstrated on a simulated seven-degree-of-freedom Panda robotic arm
from Franka Emika [1]. The Panda robot system is adaptable to many tasks, and
with seven joints it is able to reach many points in 3D space with a continuous range
of joint configurations. The authors in [10] use the Panda arm for surface wiping
and door opening. The seven-degrees-of-freedom also make the Panda robotic arm
excellent for operating in constrained task spaces and for obstacle avoidance. The
Panda robotic arm also allows for torque commands to be sent to its controller.
The robot simulation parameters were taken from Stanford’s Surreal Robotics
Suite [37] which generates the system dynamics using the MuJoCo [38] physics engine.
The parameters for the simulation are included in Chapter D in the appendix.
5.3 Tasks and Reward
In this section we describe the three reaching tasks used in our experiments. Much of
the implementation for these tasks is based on the free space trajectory environment
from [37]. Our three tasks are designed to test the effects of gravity compensation in
reaching tasks with various initial conditions and goal locations.
Each of these tasks has the same general setup. Each begins with the robot arm in
a pose specified by the robot’s seven joint angles. The environment returns a reward
that increases as the agent moves the arm such that the end-effector approaches the
goal location defined in 3D space. Each of the tasks has a unique goal location and
the initial robot pose is randomized. The initial pose randomization is performed
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Table 5.1: Mean initial joint configurations for Task 1-3. The superscript i denotes
the ith dimension of qµ init
Joint 1 2 3 4 5 6 7
Task 1 qiµ init 0
π
16
0 −5π
6
0 π − 0.2 π
4
Task 2-3 qiµ init −π4
π
16
0 −4π
6
0 π − 0.2 π
4
Table 5.2: Task 1-3 goal locations (xdes) in cm. The origin of the axis is placed at the
center of the base of the robot. The superscript i denotes the ith dimension of xdes
x1des x
2
des x
3
des
Task 1 60 -20 40
Task 2 40 40 0
Task 3 30 30 50
by sampling from a Gaussian distribution as shown in (5.1) where N is a Gaussian
distribution, qµ init is the mean initial pose and σ
2 is the variance.
qinit = N (qµ init, σ2) (5.1)
R(st, at) = 30(1− tanh 5||xt − xdes||) + 100u(0.05− ||xt − xdes||) (5.2)
We use (5.2) for the reward function in all tasks. As can be seen (5.2) returns a
dense reward1. In this reward function xt and xdes are the 3 dimensional coordinates of
the current(xt) and goal position(xdes) respectively, and u(·) is the unit step function.
The value of xdes differs between all tasks and the values of qµ init and σ differ between
Task 1 and Tasks 2-3. The exact values for qµ init and xdes are given in Tables 5.1
and 5.2 respectively and are depicted in Figure 5.1.
The environment being solved is a task-space reaching task where the agent must
command the robot to move the end-effector of the robot arm to single specified
location in 3D space and hold it there for the remainder of the episode.
In describing regions in the robot environment, we will define left and right, as the
observer’s left and right, respectively when facing the robot (see upper three images
in Figure 5.1). We will define front and back as the area in front and behind the
robot, respectively from the observer’s perspective. High and low refer to the upward
and downward directions respectively, from the observer’s perspective.
5.3.1 Task 1
In Task 1 The goal location is at about mid-height of the crouched robot arm. The
three dimensions of xt are coordinates measured from the center of the base of the
robot. In order from negative to positive values, x1t sweeps from back to front of the
1This reward is referred to as dense since it has a non-zero value at all configurations. The
opposite of a dense reward is a sparse reward. An example of this would be a case where the agent
only gets a non-zero reward after reaching the goal.
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Initial Robot Poses for Tasks 1-3
Task 1 Task 2 Task 3
Front
Back
Low
HighRightLeft
Figure 5.1: Visualization of initial robot poses and goal locations for Tasks 1-3. In
these images the goal location is indicated by the red dot.
Table 5.3: Mean and Variance of the initial end-effector position for Task 1. Units
for σ2 and µ are in terms of cm. The superscript i denotes the ith dimension of x0
x10 x
2
0 x
3
0
σ2 0.84 1.65 1.20
µ 44.48 0.0 10.81
Table 5.4: Mean and Variance of the initial end-effector position for Tasks 2 and 3.
Units for σ2 and µ are in terms of cm.
x10 x
2
0 x
3
0
σ2 9.86 9.87 15.75
µ 43.70 -43.64 31.78
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robot, x2t sweeps from left to right, and x
3
t sweeps from low to high as shown in Figure
5.1. The coordinates of xdes are equivalent to those of xt. We set σ
2 = 0.0004 (note
that qµ init is a 7-dimensional vector while σ
2 is a scalar variance for all joint angles).
The units of σ2 in this case are radians2. The robot links are connected end-to-end
so a small variance in initial joint angles can lead to a much greater variance in the
initial end-effector location. As seen in Table 5.3 the variance in the end-effector
position is close to 1cm for all three dimensions. Also as seen in Table 5.3 and Task 1
in Figure 5.1 the initial end-effector position is low and directly in front of the robot.
We start with small variance for Task 1 to ensure reliable training such that Task
1 may serve not only as one of our experiments, but also as a baseline for comparison
with Tasks 2-3. The goal location (xdes) is somewhat elevate above the robot base
and in front of the initial end-effector pose (see Task 1 of Figure 5.1).
5.3.2 Task 2
In Task 2 we lower the goal location move it to the right (away from the initial end-
effector position) as seen in Figure 5.1 and Table 5.2. We also increase the variance
of initial position to σ2 = 0.0025. This value is small for a single joint angle (though
much larger than σ2 in Task 1), but as the effect cascades through each of the joints
the variance of the end-effector is significant as seen in Table 5.4 where the variance for
each dimension is closer to 10cm. We change the mean angle of joints 1 and 4 as seen
in Table 5.1. This change in mean causes the end-effector to be elevated about 20cm
above the Task 1 high and rotated 45 degrees to the left as seen in Task 2 of Figure
5.1. The increased variance of the initial position makes the task harder to solve, but
it also makes the solution generalize to more initial joint configurations. The change
in the elevation of the end-effector is significant since in Task 1 the end-effector was
below the goal location, in Task 2 it is above the goal location. Since we are studying
the effects of gravity compensation we wish to see how the performance of each RL
agent with each controller changes with the end-effector/goal configuration.
5.3.3 Task 3
In Task 3 we leave the initial pose mean and variance the same as in Task 2, but we
raise the goal location and move it slightly towards the robot as seen in Table 5.2
and Figure 5.1. This will serve to decorrelate the effects of the differences in initial
pose mean and variance from the goal location in Tasks 1 and 2.
5.3.4 Further Note on All Three Tasks
It should also be noted that the observations for the agent were scaled and shifted so
that the values in each dimension were within the interval [0, 1]. The actions were
also scaled and shifted so that the values for each dimension were within the interval
[-1, 1]. This type of normalization was done to conform to recommendations made
by the RL repository we used [39].
This reaching environment terminates after 500 time-steps, so the RL agent re-
ceives the most reward if it can hold the tip of the arm in the goal position for as
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much of the episode as possible. The amount of time elapsed of 500 time steps is far
more than necessary to complete each task; however, we are interested in the agent
holding its pose for a significant amount of time. All controllers applied to this envi-
ronment operate at 10Hz while the actual simulation operates at 500Hz. This means
that for every action the RL agent takes, each controller is run with the most recent
command for 50 time-steps. The value of 10Hz allows enough robot motion to change
the system states a note a difference in reward. The value of 500Hz is adequate for
our simulation resolution.
5.4 Reinforcement Learning Agent Selection
We will test our controllers with RL agents ACKTR and PPO2. ACKTR is a natural
gradient method [31, 32], which helps stabilize training and accelerate learning. It is
also a trust region method [33] which further helps stabilize training. PPO2 is a trust
region method, but uses the regular policy gradient (see Sections 3.4 and 3.5). It has
been shown to solve complex and high dimensional robotics tasks [26]. We experiment
with two RL algorithms to see if our results are consistent over more than one RL
algorithm. ACKTR is desirable due to its stability in training; PPO2 is also stable in
training, but is not a natural gradient method which makes it significantly different
from ACKTR in the way the policy updates are computed. These two algorithms
suffice in our experiments to give a good understanding of the effects of gravity
compensation.
5.5 Hyperparameter Selection
In this section we discuss our hyperparameter selection for both ACKTR and PPO2.
There are many ways to tune hyperparameters including grid search, Bayesian opti-
mization [40], evolutionary optimization [41], and gradient optimization [42]. All of
these methods with the exception of gradient optimization suffer from the curse of
dimensionality. Both Bayesian and evolutionary optimization algorithms depend on
randomization and therefore can have varying performance over multiple optimiza-
tions. We wish to have the fairest comparison between the two controllers used by
the RL agent. Gradient optimization is not readily extensible to our RL algorithm.
Therefore, we will use a grid search over the hyperparameter space. The grid search
we perform involves selecting discrete values for each hyperparameter and running
training sessions with all possible permutations of the chosen values for each hyperpa-
rameter. The hyperparameters values used in the grid search with their descriptions
(base on information from [39]) are included in Chapter B.
We will use OpenAI’s Stable Baselines [39] implementation of ACKTR [25] and
PPO2. Both agent’s use the default ’MlpPolicy’ which consists of a feedforward neural
network with 2 hidden layers of 64 nodes. Other policy options include a recurrent
network (RNN) and a covolutional network (CNN). We have no need to use either
of these options since our system does not need memory (provided by RNNs) and
our observations do not include images (processed by CNNs). It is possible to use a
custom policy network, but the ’MlpPolicy’ option suffices for our experiments.
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The descriptions for each hyperparameter in the following subsections are based
on the Stable Baselines brief description, the corresponding paper, and the code
implementation.
5.5.1 Vectorized Environment
As explained in Chapter 3, increasing the number of episodes running simultaneously
(RL workers) can reduce instability in training. For the ACKTR and PPO2 imple-
mentations in the Stable Baselines repository it is possible to run multiple episodes
simultaneously (referred to as a vectorized environment). While increase the num-
ber of RL workers can help stabilize training, there are diminishing returns for each
added agent while each comes with with the added memory requirement. We choose
to use 4 RL workers in our experiments with suffices for stable learning. Another
feature of these vectorized environments is reward normalization. This feature keeps
a rolling average of the reward and may improve training. We will use the reward
normalization provided by Stable Baselines.
5.6 Hyperparameter Grid Search
We performed a grid search over the hyperparameter values detailed in Chapter B in
the appendix. This included 192 permutations (unique hyperparameter selections)
for ACKTR and 128 permutations for PPO2. Ten training sessions were run for each
permutation of hyperparameters. Each ACKTR training session was run for 2.5×105
time steps while PPO2 was run for 1 × 105 time steps. One time step refers to one
step taken in the environment. The specific number of time steps chosen for each run
of ACKTR and PPO2 corresponded to the smallest number of time steps necessary
to accumulate near the maximum reward using the best hyperparameter selection
found in our initial experiments.
We measured the effectiveness of each training session by computing the cumu-
lative regret over the entire training session. We compute regret by subtracting the
episodic reward from the optimal episodic reward. Using this definition of regret it
can be seen that maximizing the cumulative reward is analogous to minimized the
regret. We approximate the optimal episodic reward by assuming it is possible to
collect the maximum reward for every time step of the episode. This is an upper
bound since the inertia of the system does not allow it to move to the goal position
for the first several time steps. This metric places precedence on learning curves that
rise quickly and stay high.
After training each system 100 times, we selected one of the 100 trained agents
and ran the simulation 10 times and collected the state and actions.
5.7 Evaluation
There are many metrics for evaluating RL performance, and to date there is no
individual algorithm that is the best in all metrics in all environments [43].
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One common approach to comparing RL algorithms is by plotting the learning
curves of each RL algorithm during training. These learning curves consist of the
episodic reward received by a policy plotted against the number of policy update
update steps used to train that policy. These learning curves indicate how quickly
the agent can learn a policy that achieves high episodic rewards. We are thus able
to see when one algorithm is able to learn faster than another by comparing their
respective learning curves.
Since each training session is stochastic, we will evaluate the learning curves of
each algorithm from 100 training sessions. We will also observe how well each algo-
rithm performs the task by observing both the actions taken and the states visited
when the system is operating under the control a trained RL agent.
5.8 Summary
In this section we presented the methods used in our experiments. We described the
simulated system used in each task. We also described the three reaching tasks used
to test the RL agents coupled with both controllers. We explained our selection of RL
algorithms ACKTR and PPO2 and our method of optimizing their hyperparameters.
We also described how we will evaluate our experimental results.
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Chapter 6
EXPERIMENTS AND RESULTS
6.1 Introduction
In this chapter we present and explain the results of our experiments with Tasks 1-3
described in Chapter 5. We compare the performance of the ACKTR and PPO2
RL agents coupled with the gravity compensated torque controller with performance
of same two agents coupled with the uncompensated torque controller. We perform
experiments with Tasks 1-3. We train both RL agents with both torque controller
types (see Section 4.4) on Tasks 1 and 2. Due to the results of PPO2 on Task 2 we
created an additional task (Task 3), and trained the PPO2 agent with both torque
controller types on Task 3 as well. For all our tasks each agent is trained 100 times
with the corresponding optimal hyperparameters based on the grid search with Task
1.
We begin with presenting the results of the 100 training sessions (each training
session starting from a different random initialization) for each RL agent paired with
each controller. We then offer a behavioral analysis of the optimal policy found in each
of these cases. We present and explain the grid search results, and then summarize
our observations.
In our experiments we trained RL agents using the ACKTR algorithm with both
the gravity compensated torque controller and the controller with no compensation
on Tasks 1 and 2. We also trained RL agents using the PPO2 RL algorithm with
the same two controllers on Tasks 1-3. Table 6.1 summarizes what experiments were
performed.
Table 6.1: Summary of Experiments Performed. In this table GC Torque Cont.
denotes gravity compensated torque control and Torque Cont. denotes torque control
without gravity compensation. An ’X’ is placed in a row or column to indicate that
an RL agent was trained on a task designated by the row and controller designated
by the column.
ACKTR PPO2
Task GC Torque Cont. Torque Cont. GC Torque Cont. Torque Cont.
1 X X X X
2 X X X X
3 X X
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6.2 Task 1 Training Evaluation
In this section we present and evaluate the results of running each RL agent with each
system (gravity compensated and uncompensated) for 100 training sessions on Task
1. Each agent used the optimal hyperparameters based on the grid search described
in Chapter 5. The results are shown in figures 6.1-6.4.
6.2.1 Task 1 ACKTR Training Plots
The ACKTR agent was trained for 5 × 105 time steps. This is the number of time
steps required for both learning curves to plateau, at least in the scatter plots of the
reward distribution. Figure 6.1 is a plot showing the mean and standard deviation of
the episodic rewards as a function of the number of time steps. From this figure we
can see that with the ACKTR agent the gravity compensated system trains faster (in
fewer time steps) than the uncompensated system. We can also see that the gravity
compensated system has a lower variance which is desirable as long as the mean
episodic reward is increasing since these conditions indicate reliable and productive
training.
To get a better understanding of the distribution of episodic rewards over the
number of training time steps we created a scatter plot (Figure 6.2) where each point
indicates the cumulative reward after one episode. In Figure 6.2 we see there are
three major clusters of training reward distributions for both the compensated and
uncompensated systems. One reaches 6 × 104 reward in the fewest number of time
steps, one flattens after achieving only about 8×103 and one falls between the former
two. We will number these clusters in order from 1-3 in order from fastest increasing
rewards to slowest.
Each of these clusters is fairly distinct from the others after 1.3× 105 time steps
until each converges to the optimal policy. This suggests that there are at least three
modes that ACKTR trains in for this environment. We may conclude that after
1.3 × 105 time steps that if the episodic rewards have not reached above 8 × 103 we
may terminate training since no further increase in rewards may be expected. The
existence of these modes likely corresponds to behavioral modes that the initial policy
in drives the environment into (they could also correspond to the initial pose of the
robot, but the variance of the initial pose is so low for Task 1 that we expect its
effects to be minimal).
6.2.2 Task 1 PPO2 Training Plots
We trained the PPO2 agent for 2× 105 time steps with the optimal hyperparameters
based on the grid search results in Chapter 5. As with ACKTR, we plotted the mean
and standard deviation of the episodic reward (Figure 6.3) as well as the reward
distributions (Figure 6.4) for the two systems.
In Figure 6.3 we can see that in general the gravity compensated system trains
faster than the system without compensation. However, we also see that while the
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Figure 6.1: ACKTR Learning Curve Comparison – The mean and the standard
deviation of episodic reward of the 100 training sessions for each of the systems are
displayed. Each center line is the mean of the 100 episodic rewards and the width of
the shaded regions is the standard deviation of the same.
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Figure 6.2: ACKTR Distribution of episodic rewards as a function of the number of
training steps. Each point marks the episodic reward for one of the four RL workers.
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Figure 6.3: PPO2 Learning Curve Comparison – The mean and the standard devia-
tion of the learning curves from 100 PPO2 training sessions for each of the systems
are displayed. Each center line is the mean and the width of the shaded regions is
the standard deviation.
mean reward for both systems is near 3 × 104 after 2 × 105 time steps the trend is
not upward like the ACKTR agent and the variance is much greater.
We see in Figure 6.4 while some training reward distributions rise quickly, reaching
6× 104 reward in only 1× 105 time steps, other training reward distributions flatten
after reaching 8×103 reward like cluster 3 in ACKTR, and many others fall somewhere
in between.
We see from our experiments with Task 1 the both ACKTR and PPO2 agents
train faster with the gravity compensated controller.
6.3 Task 2 Training Evaluation
For Task 2, we performed the same number of training sessions and created the same
type of plots as in Task 1. The results are in Figures 6.5-6.8.
6.3.1 Task 2 ACKTR Training Plots
Comparing Figures 6.1 and 6.5, it can be seen that in general ACKTR with both
controllers to does not learn Task 2 as quickly as Task 1. Comparing Figures 6.2
and 6.6 we see that more training sessions learn slower in Task 2 than Task 1. We
can also see that the variance between the different clusters of reward distributions is
greater in Task 2 than in Task 1. However, we observe that when ACKTR with the
uncompensated torque control is learning Task 2 quickly (see Figure 6.6) its episodic
reward increase faster than ACKTR with the uncompensated torque control in Task
1 (see Figure 6.2, converging after about 2× 105 rather than 2.8× 105).
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Figure 6.4: PPO2 Task 1 Distribution of episodic rewards as a function of the number
of training steps. Each point marks the episodic reward for one of the four RL workers.
As noted in Table 5.2, the goal used in Task 2 is in the plane of the robot base
whereas the goal in Task 1 is 0.4 meters above the plane of the robot base. We
suspect that the uncompensated system is able to learn quicker in Task 2 due to the
goal location being lower and more in the direction that gravity is pulling the system.
The higher variance in training in Task 2 (compared to Task 1) we ascribe to
the increased variance in the robot’s initial position. The policy initialization, robot
initial position, and action choice are all stochastic thus leading to a distribution of
learning curves rather than one learning curve for all 100 training sessions. We suggest
that the training sessions that do not show improvement or very little improvement
as the number of time steps increases result from an unfavorable initialization of the
policy or robot pose.
We note that due to the learning curves in Figure 6.5 the compensated system
appears to have less of an advantage over the compensated system. We will discuss
this further after analyzing the PPO2 agent’s performance.
6.3.2 Task 2 PPO2 Training Plots
In Figures 6.7 and 6.8 we plot the results of PPO2 on Task 2. These curves are quite
similar the PPO2 results for Task 1 except that the PPO2 with the uncompensated
system trains faster that the compensated system. From this result, in addition to
the reduced advantage of the compensated system with ACKTR agent in Task 2, we
suspect that the elevation of the goal location effects how quickly (or how frequently)
the agents with the compensated and uncompensated systems are able to maximize
the episodic rewards. In Task 3 we will explore this suspicion further.
We suggest that reason that ACKTR trained faster with gravity compensation for
both Task 1 and 2 it because it is a natural gradient method with better assurance
for policy improvement than PPO2. While PPO2 is a trust region method with
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Figure 6.5: ACKTR Task 2 Episodic reward mean and standard deviation.
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Figure 6.6: ACKTR Task 2 episodic reward distribution as a function of the number
of training steps. Each point marks the episodic reward for one of the four RL workers.
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Figure 6.7: PPO2 Task 2 Episodic reward mean and standard deviation.
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Figure 6.8: PPO2 Task 2 Reward distribution
good stability, it does not have a strong guarantee for policy improvement. This is
significant when assessing PPO2’s performance on Task 2 by looking at Figure 6.8
since many training sessions appear to stagnate in episodic rewards for much of the
training duration and the fact that the uncompensated system has more training
sessions that do not stagnate lead it to its apparent overall advantage when using
PPO2 in Task 2.
6.4 Task 3 Training Evaluation
In Task 3 we investigate the effects of the goal elevation. In this task we train the
PPO2 agent with the same initialization of the robot pose as in Task 2, but the goal
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Figure 6.9: PPO2 Task 3 Episodic reward mean and standard deviation.
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Figure 6.10: PPO2 Task 3 Reward distribution
location is raised 0.5 meters (see Task 3 in Figure 5.1 for a visualization). We do
not train the ACKTR agent on Task 3 because PPO2 showed grater susceptibility to
changes in goal location, and we are investigating how goal elevation effects training.
We plot the results in Figures 6.9 and 6.10 and see that with this goal location the
PPO2 agent learns slower (this will be discussed in the behavioral evaluation), but as
we expected the agent with the gravity compensated system trains faster than with
the uncompensated system.
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6.5 Behavioral Evaluation
In this section we present an evaluation of the robot systems behavior when acting
under the trained policies in our experiments (summarized in Table 6.1). The sys-
tems behavior in this context is captured by the states visited and the actions taken
during 10 episodes. This type of analysis is critical in reinforcement learning because
it is quite possible that the RL agent learns to maximize reward in a way that is un-
expected or unfavorable to our purposes. As we will see in this section, the behavior
of the system when acting under a trained policies from our experiments is likely not
how a person would imagine performing the tasks if they had direct control of the
robot. Though the system’s behavior we saw was not anticipated, our experiments
still yield valuable information about the effects of gravity compensation and our ob-
servations of the behavior give us insight into what may have caused slower learning
in Task 3.
To evaluate the system’s behavior while acting under the agents’ policy, we gener-
ated histograms of the states visited and actions taken over the course of 10 episodes.
We selected one agent from the 100 trained for each experiment. As can be seen in
the scatter plots in the previous section, not all trained agents are able to maximize
the episodic reward. We selected agents by iterating over the 100 and finding the
first trained agent that was able to obtain more than 5.5× 105 episodic reward. It is
acknowledged that different agents trained in the same experiment may exhibit dif-
ferent behavior, but we found the general behavior of agents operating on the same
task to be very similar.
Figures C.1-C.20 (included in Chapter C of the appendix) are histograms gener-
ated based on the state and action data.
For Task 1, we found that the optimal policy tended to choose actions at or near
the upper or lower limits for five of the joint torques while the remaining two joint
torques would toggle between the extreme values or be distributed over some range
of value. This resulted in joint angles that were near their upper or lower limits. The
goal location in Task 1 is such that it is possible to reach with most joints held at or
near their limits.
For Task 2 the actions selected were similar to the ones in Task 1, but they resulted
in 1 or 2 joint angles that were not near either limit. It is likely that the location
of the goal for Task 2 requires at least 1 joint angle to be some value between the
limits. This requirement in addition to the high variance in the initial joint pose for
this task may have caused slower training for Task 2 relative to Task 1.
In Task 3 at the agent’s selected actions where at most 4 of the values were at
their limits and 3 or 4 of the other joint torques toggled between the extrema or were
distributed over some region between the limits. We expect that this is the leading
factor in the significantly slower training noted between Task 3 and Tasks 1 and 2.
The distribution of joint angles for Task 3 has 3 joint angles that are well between
the joint angle limits. We expect that the goal location for Task 3 required that more
of the joints angles to be between their upper and lower limits.
The policies found by the agents in Tasks 1-3 may not be considered optimal
when considering the ware on the system or the energy expended to accomplish the
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task; however, none of these considerations were encoded in the reward function. The
reward function we use only incentivizes quickly reaching the goal location. Given the
simplicity of the actions taken (relative to 7 torques chosen well between the action
limits), it seems reasonable for the RL agents to converge to such a solution. If more
of the seven action dimensions may be held constant the agent has effectively reduced
the dimension of the problem.
We attempted to penalize the reward when the agent caused the joint angles to
reach their limits and in a separate experiment we increased the reward when the
system was near the center of the joint angle ranges; however, we found that both of
these approaches lead to slower and less stable learning. We suspect that it is much
more difficult for the RL agent to determine the optimal action in a high dimensional
action space with multiple objectives encoded into a one dimensional reward function.
There have been attempts to optimized multiple objectives. The authors of [10] do
this by training the agent with a single objective encoded in the reward function (like
minimizing the distance to the goal position) and then training the same agent with
an additional objective encoded in the reward function (like minimizing expended
energy). There are also other methods like multi-objective RL [44]. We do not
address either of these methods in our experiments.
6.6 Grid Search Results
We performed a grid search for both RL agents paired with both compensated and
uncompensated systems with Task 1 according to the method described in Chapter
5 and plotted the mean and standard deviation of the cumulative regret in Figures
6.11 and 6.12 (more detailed results are included in Tables E.1 - E.4).
In Figures 6.11 and 6.12 it is seen that, over the hyperparameter selections com-
pared, rank for rank, the gravity compensated system experiences less cumulative
regret than the uncompensated system. This suggests that the region of explored
hyperparameter space that results in fast training for both agents is larger for the
gravity compensated system than the uncompensated system.
6.7 Summary
In this section we have presented and discussed the results of our experiments. We
have concluded that for RL agents and task used that gravity compensation tends
to lead to faster training, but this advantage depends on the goal location and the
initial pose of the robot. We discuss the behavior of the system when operating
with a trained agent. We also suggest that over the hyperparameter spaces used
in the grid searches for both RL agents more hyperparameter combinations lead to
fast training (at least in Task 1) using the gravity compensated system than without
compensation.
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Figure 6.11: ACKTR Grid Search Results – The mean and the standard deviation of
the cumulative regret in the 10 training sessions corresponding to each hyperparame-
ter permutation are shown. The center point of each bar being the mean cumulative
regret while the total length of the bar indicates the standard deviation. The sys-
tem with gravity compensation is slightly shifted to the right to enhance visibility.
The results for each system are displayed in ascending order of the mean cumulative
regret.
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Figure 6.12: PPO2 Grid Search Regret – This plot was generated in the same way
as Figure 6.11
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Chapter 7
CONCLUSION
Designing autonomous robotic systems is an active field of research. There are many
ways to construct these systems including RL, traditional control theory, and fuzzy
logic—to name a few. We have focused on using RL in conjunction with control
theory. We noted that one of the limitations of RL solutions to robotic autonomy is
the large amount of training necessary to learn tasks. We have also noted that one
of the limitations of control theory in robotic autonomy is the difficulty of obtaining
accurate system models. We combine RL and control theory by adding the signal
from a classical controller to the RL output. We have offered a comparison of two
torque controllers, coupled with two RL agents, and have shown that a good choice
of controllers can reduce the training required by the RL agents without the need of
a complete system model.
Specifically, we have trained ACKTR and PPO2 agents coupled with gravity
compensated and uncompensated torque controls to complete a reaching task. We
have shown that the gravity compensated torque control leads to faster training when
the goal location is elevated. We suggest that the uncompensated system performs
worse with an elevated goal location since gravity adds a downward bias. This could
cause the system to explore in regions of the state space that are not near the elevated
goal while the compensated system has no bias and can explore all regions of the state
space more uniformly. We have also shown that the PPO2 agent trains faster with
the uncompensated torque control when the goal location is low. We suggest that
this is due to the gravity bias pulling the system in the direction of the goal.
Although it is not the focus of our experiments, it should be noted that the choice
of RL algorithm significantly impacts training. We have chosen two sophisticated
algorithms and have found that PPO2 can train five times faster than ACKTR, but
that PPO2 has significantly higher variance between training sessions. We chose to
experiment with ACKTR due to its stability (since it is a trust region method) and
assurances for policy improvement (due to its using the natural gradient). We chose
PPO2 due to its promising performance in other robotics tasks [26] and because it
does not use a natural gradient which yields more diversity in the RL algorithms we
used.
We performed our experiments in a reaching task with a simulated seven-degree-
of-freedom robotic arm. To expand our understanding of the effect of gravity com-
pensated torque control,future research could include using additional RL algorithms
to see if our results with ACKTR and PPO2 can generalize to more algorithms. It
would also be instructive to add additional tasks such as reaching with a randomized
goal location or a uniformally randomized initial position. These tasks could shed
further light on how gravity compensation effects training with arbitrary goal loca-
tions. Uniformally randomizing the initial position would assist in understanding any
effects gravity compensation has in training when the initial pose is arbitrary.
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Appendix A
MATH SYMBOLS
A.1 Introduction
In this chapter we define the math symbols used throughout the thesis. We organize
these symbols into sections. Section A.2 contains symbols used in our discussion of
traditional control theory. Section A.3 contains symbols used in our discussion of RL.
We will be using control theory with RL, therefore Section A.3 includes equations
that define how our use of RL symbols equate to our use of control symbols.
A.2 Symbols Used in Traditional Control Theory
• µ – mean
• σ – standard deviation
• τ – joint torque applied to the system
• τg – gravity compensated torque input
• τn – uncompensated torque input
• τnet – externally applied torque in addition to full system dynamics compensa-
tion
• C(q, q̇) – Coriolis matrix
• Ĉ(q, q̇) – estimated Coriolis matrix
• E – expectation
• G(q) – gravity vector
• Ĝ(q) – estimated gravity vector
• h(q, q̇) – system friction
• ĥ(q, q̇) – estimated system friction
• kp – proportional gain
• kd – derivative gain
• M(q) – mass matrix
• M̂(q) – estimated mass matrix
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• N (µ, σ2) – Gaussian distribution
• q – joint position
• q̇ – angular velocity
• q̈ – angular acceleration
• qµ init – mean initial joint position
• qiµ init – ith dimension of qµ init
• qdes – reference joint position
• qinit – initial joint position
• Rn – n dimensional real number space
• u(·) – unit step function
• xdes – goal location for robot end-effector
• xt – 3D position of robot end-effector at time t
• xit – value of i-th dimension of xt
A.3 Symbols Used in Reinforcement Learning
• ∇θ – gradient with respect to parameters θ
• α – learning rate
• γ – discount factor for future rewards
• δ – trust region radius
• ε – Objective clipping parameter
• µFER – mean final episodic reward
• µregret – mean episodic regret
• π(st) – RL agent’s policy
• πθ(st) – policy parameterized by θ
• π∗(st) – optimal policy
• σFER – standard deviation of final episodic reward
• σregret – standard deviation of episodic regret
• A – set of actions
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• Aπ(st, at) – advantage function
• at – action at time t
• Bt – discounted cumulative reward
• DKL – Kullback–Leibler (KL) divergence
• d(θt) – ratio of the probability of taking action at acting under the current
policy and vs action under the previous policy
• Eπ – expectation taken over policy π(st)
• Ft – Fisher information matrix at time t
• gt – policy gradient at time t
• J(θ) – objective function for REINFORCE
• Lπ(θ) – training loss function for ACKTR and PPO2
• Lclip – clipped loss function (used in PPO2)
• M – minibatch size
• N – number of workers (or actors) in a vectorized environment
• Pπ(at|st, θt) – probability of choosing action at following policy π(st) parame-
terized by θt
• P (st+1|st, at) – conditional probability function: returning the probability that
the next state is st+1 given the current state and action (st, at)
• Qπ(st, at) – Q-value function given policy π(st)
• R(st, at) – reward as a function of the current state and action (abbreviated as
rt)
• rt – abbreviation for R(st, at)
• S – set of states
• s0 – start state
• st – state at time t
• T – number of time steps in one trajectory
• V π(st) – Value function given policy π(st)
• W – number of epochs
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The states and actions in the MDP are often directly related to controller states and
outputs. Although the states and actions of an MDP may be defined otherwise in
other contexts, we will define them in terms of control notation below.
• at = τ
• st = [q, q̇]>
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Appendix B
GRID SEARCH HYPERPARAMETERS
The descriptions for each hyperparameter for both algorithms are based on informa-
tion found in [39] and the source code.
B.1 ACKTR Hyperparameters
The implementation of ACKTR in the Stable Baselines repository has nine hyper-
parameters which are listed below. The values for each hyperparameter used in the
grid search with the reason for their selection are also listed.
• gamma
– Description: The discount factor applied to future rewards in the MDP.
– Value: [0.99]
– Justification: For the environment we are experimenting with, maximizing
the short term reward typically leads to better future rewards. Thus,
gamma can be quite close to 1 and yield good results.
• n steps
– Description: The number of steps taken in the environment before each
policy update. This can also be considered the batch size for training the
policy network.
– Value: [32]
– Justification: We want to choose this parameter to be large enough that
we can perform a batch update with a reasonable sampling of the state
and action space as well as have the system pass through a long enough
trajectory that we update the policy based on a significant amount new of
information. We also desire to have at least 10 updates per episode. It is
also typical to have the batch size scale exponentially by powers of 2. The
value of 32 satisfies all these conditions.
• ent coef
– Description: In the Stable Baselines implementation of ACKTR the mean
entropy of the output distribution of both the actor and the critic is pe-
nalized by a factor of ent coef.
– Value: [0.0, 0.001, 0.01, 0.1]
– Justification: We will not make any assumption for the ent coef, vf coef,
learning rate, or lr schedule. We will try various values and use the best
performing one.
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• vf coef
– Description: In the Stable Baselines implementation of ACKTR the actor
and critic share the same neural network layers and are separate only in
the output layer. Thus the loss of the critic and actor are summed together
to train the network. The value of vf coef scales the loss of the critic in
this summation.
– Value: [0.25, 0.5, 0.75, 1.0]
– Justification: We will try various values.
• vf fisher coef
– Description: This is the same as vf coef, but it is applied to the Fisher loss
in computing the natural gradient.
– Value: [1.0]
– Justification: This term affects the contribution of the critic fisher loss. We
know of no reason that the critic fisher loss should be reduced in proportion
compared to the actor fisher loss. We are experimenting with reducing the
critic training loss which should suffice.
• learning rate
– Description: This controls the step size in policy updates.
– Value: [0.3 , 0.12, 0.05, 0.02]
– Justification: We ran initial tests to tune the learning rate while holding
the other hyperparameters at their default values. Doing this we found
the range of reasonable learning rates to be within the interval [0.3, 0.02].
In addition to the end points we chose two values logarithmicly spaced
within that interval.
• max grad norm
– Description: In computing the Fisher information matrix an expectation
is taken over the gradient loss as well as the network’s activations. To
enhance stability a rolling average is used; however, in the initial compu-
tations a cold start code is used to compute F. In this case the gradients
corresponding to the training loss are scaled to have a norm no greater
than max grad norm.
– Value: [0.5]
– Justification: This term applies to the first several batches of gradients.
Changing this parameter is less significant than the others since it is only
applied at the beginning of the training. Therefore, there may be values
for max grad norm that can disrupt training by leading to poor policies in
the beginning, but it will not lead to fast training even with the optimal
value. The value 0.5 suffices for good training.
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• kfac clip
– Description: This hyperparameter establishes the trust region that each
policy update must be within. It corresponds to 2δ in (3.6).
– Value: [0.001]
– Justification: This scales the parameter updates by a factor of about 0.01
to 0.025. This is applying the trust region method. Changing kfac clip
to 1.0 adjusts this scaling from about 0.4 to 1.0 (no scaling). Setting
kfac clip to 1 completely stops training progress. A small enough value for
kfac clip ensures that no updates to the policy reduce the mean reward
per episode; a value that is too large has no such guarantee. It is possible
that increasing kfac clip could lead to faster training since the step size
will be bigger; however, as long as the policy can still make improvements,
we know of no reason why one value of kfac clip would give one controller
an advantage over the another.
• lr schedule
– Description: This hyperparameter determines how and if the learning rate
changes during the training.
– Value: [’constant’, ’linear’, ’double middle drop”]
– Justification: The set of possible learning rate schedulers is infinite. We
chose only three to experiment with, ’constant’ and ’linear’ being among
the more widely used.
B.2 PPO2 Hyperparameters
The Stable Baselines implementation of PPO2 has eleven hyperparameters. We list
each hyperparameter with its description and chosen hyperparameter values below.
• gamma
– Description: This is the same discount factor used in standard RL.
– Value: [0.99]
– Justification: The value 0.99 is what we used for ACKTR; it is also the
default value and has worked well in all my experiments with PPO2.
• n steps
– Description: This is the number of time steps taken in the environment
before each policy update. This hyperparameter is also used in ACKTR.
– Value: [32]
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– Justification: We can leave this value at 32 for the same reasons stated
in ACKTR which are that we want this value to be large enough that we
have diverse data, but we also want at least 10 update per episode (or 500
time steps).
• ent coef
– Description: This is the coefficient of the entropy loss; the same as in
ACKTR.
– Value: [0.0, 0.001, 0.01, 0.1]
– Justification: We will experiment with the same values used in the ACKTR
grid search.
• learning rate
– Description: The learning rate used in the Adam optimizer.
– Value: [0.001, 0.00072, 0.00052, 0.00037, 0.00027, 0.00019, 0.00014, 0.0001]
– Justification: We experimented with the learning rate leaving the other
hyperparameters at their default values (except for n steps which was set
at 32 rather than its default value 128) and everything out side the range of
these values resulted in slower training for both gravity compensation and
no gravity compensation. We space the intermediate values logarithmacly
as is typical for RL learning rates.
• vf coef
– Description: This is the coefficient of the value function loss; the same as
in ACKTR.
– Value: [0.25, 0.5, 0.75, 1.0]
– Justification: The specific values are the same ones used in the ACKTR
grid search.
• max grad norm
– Description: If the maximum batch gradient norm is greater than max grad norm
all gradients in the batch are scaled so that the maximum gradient norm
is max grad norm.
– Value: [0.5]
– Justification: We will use the same value used in the ACKTR grid search.
• lam
– Description: This is a decay ratio somewhat like gamma. It is used in
approximating the advantage function.
– Value: [0.95]
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– Justification: The value 0.95 was used in all the experiments mentioned in
[26] and worked well in all our initial experiments with PPO2.
• nminibatches
– Description: The number of minibatches used in each policy update and
also determines the mini-batch size. The size of each mini-batch is [(num-
ber of workers × n steps) ÷ nminibatches].
– Value: [4]
– Justification: We have been using 4 workers in our experiments with
ACKTR and PPO2 which is the largest number of workers allowable for
our parallel experiments. With 4 workers and 4 minibatches, the minibatch
size is 32 which is reasonable for each policy update.
• noptepochs
– Description: The number of training epochs used in each policy update.
– Value: [4]
– Justification: This value determines how many times each batch is used; if
it is small we may reduce sample efficiency; if it is too large we be overuse
data and bias the policy (based on the current trajectory). The value of 4
worked well in our initial experimentation.
• cliprange
– Description: This the clipping range used in the objective function that
helps keep policy updates small.
– Value: [0.2]
– Justification: If this value is too large, the algorithm is much like A2C and
has unstable training; if this value is too small, training is slow. Initial
experimentation with both gravity compensation and no gravity compen-
sation showed a value of 0.2 allows for fast and stable training.
• cliprange vf
– Description: This is the same as cliprange but for the value function.
– Value: [0.2]
– Justification: The same experimentation shows that a value of 0.2 allows
for fast and stable training.
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Appendix C
BEHAVIORAL ANALYSIS HISTOGRAMS
ACKTR Task 1 Joint Angle Distributions For the Uncompensated System
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Figure C.1: Task 1 Joint angle distributions for the uncompensated system operating
with the ACKTR agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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ACKTR Task 1 Agent Action Distributions For the Uncompensated System
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Figure C.2: Task 1 agent action distributions for the uncompensated system operating
with the ACKTR agent. In these histograms the x axis is the normalized agent action
and the y axis is the portion of the episode time steps that the agent took actions
within each bin range.
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ACKTR Task 1 Joint Angle Distributions For the Gravity Compensated System
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Figure C.3: Task 1 Joint angle distributions for the compensated system operating
with the ACKTR agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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ACKTR Task 1 Agent Action Distributions For Gravity Compensated System
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Figure C.4: Task 1 agent action distributions for the compensated system operating
with the ACKTR agent. In these histograms the x axis is the normalized agent action
and the y axis is the portion of the episode time steps that the agent took actions
within each bin range.
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PPO2 Task 1 Joint Angle Distributions For the Uncompensated System
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Figure C.5: Task 1 Joint angle distributions for the uncompensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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PPO2 Task 1 Agent Action Distributions For the Uncompensated System
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Figure C.6: Task 1 agent action distributions for the uncompensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized agent action
and the y axis is the portion of the episode time steps that the agent took actions
within each bin range.
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PPO2 Task 1 Joint Angle Distributions For the Gravity Compensated System
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Figure C.7: Task 1 Joint angle distributions for the compensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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PPO2 Task 1 Agent Action Distributions For Gravity Compensated System
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Figure C.8: Task 1 agent action distributions for the compensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized agent action
and the y axis is the portion of the episode time steps that the agent took actions
within each bin range.
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ACKTR Task 2 Joint Angle Distributions For the Uncompensated System
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Figure C.9: Task 2 Joint angle distributions for the uncompensated system operating
with the ACKTR agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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Figure C.10: Task 2 agent action distributions for the uncompensated system oper-
ating with the ACKTR agent. In these histograms the x axis is the normalized agent
action and the y axis is the portion of the episode time steps that the agent took
actions within each bin range.
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Figure C.11: Task 2 Joint angle distributions for the compensated system operating
with the ACKTR agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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Figure C.12: Task 2 agent action distributions for the compensated system operating
with the ACKTR agent. In these histograms the x axis is the normalized agent action
and the y axis is the portion of the episode time steps that the agent took actions
within each bin range.
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Figure C.13: Task 2 Joint angle distributions for the uncompensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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Figure C.14: Task 2 agent action distributions for the uncompensated system oper-
ating with the PPO2 agent. In these histograms the x axis is the normalized agent
action and the y axis is the portion of the episode time steps that the agent took
actions within each bin range.
62
PPO2 Task 2 Joint Angle Distributions For the Gravity Compensated System
0.00 0.25 0.50 0.75 1.00
0.0
0.2
0.4
0.6
0.8
De
ns
ity
Joint 1
0.00 0.25 0.50 0.75 1.00
0.0
0.2
0.4
0.6
0.8
1.0
Joint 2
0.00 0.25 0.50 0.75 1.00
0.0
0.2
0.4
0.6
0.8
1.0
Joint 3
0.00 0.25 0.50 0.75 1.00
Normalized Joint Angle
0.0
0.2
0.4
0.6
0.8
1.0
Joint 4
0.00 0.25 0.50 0.75 1.00
Normalized Joint Angle
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
De
ns
ity
Joint 5
0.00 0.25 0.50 0.75 1.00
Normalized Joint Angle
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Joint 6
0.00 0.25 0.50 0.75 1.00
Normalized Joint Angle
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Joint 7
Figure C.15: Task 2 Joint angle distributions for the compensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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Figure C.16: Task 2 agent action distributions for the compensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized agent action
and the y axis is the portion of the episode time steps that the agent took actions
within each bin range.
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Figure C.17: Task 3 Joint angle distributions for the uncompensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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Figure C.18: Task 3 agent action distributions for the uncompensated system oper-
ating with the PPO2 agent. In these histograms the x axis is the normalized agent
action and the y axis is the portion of the episode time steps that the agent took
actions within each bin range.
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Figure C.19: Task 3 Joint angle distributions for the compensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized joint angle
and the y axis is the portion of the episode time steps that the joint angle is within
each bin range.
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Figure C.20: Task 3 agent action distributions for the compensated system operating
with the PPO2 agent. In these histograms the x axis is the normalized agent action
and the y axis is the portion of the episode time steps that the agent took actions
within each bin range.
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Appendix D
PANDA SIMULATION PARAMETERS
In this section we present the basic simulation parameters for the Panda Arm and Gripper. For more detailed information
including the physics parameters and collision meshes see the git repository https://github.com/jfugal3/ThesisPython.git.
Table D.1: Franka Emika’s Panda Arm Simulation Parameters Provided by Robosuite.
Link Position Quaternion Inertial Pos Mass Diag. Inertia Torque Limit Range Damping
(x, y, z) (x, y, z) (x, y, z) low high low high
0 (0, 0, 0) (0, 0, 0.05) 4 (0.4, 0.4, 0.4) – – – – –
1 (0, 0, 0.3333) (0, 0, -0.07) 3 (0.3, 0.3, 0.3) -80 80 -2.8973 2.8973 0.1
2 (0, 0, 0) (0.707107, -0.707107, 0, 0) (0, -0.1, 0) 3 (0.3, 0.3, 0.3) -80 80 -1.7628 1.7628 0.1
3 (0, -0.316, 0) (0.707107, 0.707107, 0, 0) (0.04, 0, -0.05) 2 (0.2, 0.2, 0.2) -80 80 -2.8973 2.8973 0.1
4 (0.0825, 0, 0) (0.707107, 0.707107, 0, 0) (-0.04, 0.05, 0) 2 (0.2, 0.2, 0.2) -80 80 -3.0718 -0.0698 0.1
5 (-0.0825, 0.384, 0) (0.707107, -0.707107, 0, 0) (0, 0, -0.15) 2 (0.2, 0.2, 0.2) -80 80 -2.8973 2.8973 0.1
6 (0, 0, 0) (0.707107, 0.707107, 0, 0) (0.06, 0, 0) 1.5 (0.1, 0.1, 0.1) -12 12 -0.0175 3.7525 0.01
7 (0.088, 0, 0) (0.707107, 0.707107, 0, 0) (0, 0, 0.08) 0.5 (0.05, 0.05, 0.05) -12 12 -2.8973 2.8973 0.01
Tip (0, 0, 0.207) (0, 0, 0.207) (0, 0, 0) 0.5 (0.05, 0.05, 0.05) – – – – –
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Table D.2: Franka Emika’s Panda Arm Gripper Simulation Parameters Provided by Robosuite.
Link Position Quaternion Inertial Pos Mass Diag. Inertia Force Limit Range Damping
(x, y, z) (x, y, z) (x, y, z) low high low high
Gripper (0, 0, 0) (0.707107, 0.707107, 0, 0) (0, 0, 0.17) 0 (0.09, 0.07, 0.05) – – – – –
Right Finger (0, 0, 0.0524) (0.707107, 0, 0, 0.70) (0, 0, 0.05) 0.1 (0.01, 0.01, 0.005) -20 20 -0.04 0.0 100
Right Finger Tip (0, -0.0085, 0.056) (0, 0, 0, 1) (0, 0, 0) 0.01 (0.01, 0.01, 0.01) – – – – –
Left Finger (0, 0, 0.0524) (0.707107, 0, 0, 0.70) (0, 0, 0.05) 0.1 (0.01, 0.01, 0.005) -20 20 0.0 0.04 100
Left Finger Tip (0, 0.0085, 0.056) (0, 0, 0, 1) (0, 0, 0) 0.01 (0.01, 0.01, 0.01) – – – – –
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Appendix E
GRID SEARCH RESULTS
This chapter presents the grid search results for the gravity compensated and un-
compensated system with ACKTR and PPO2. Each hyperparameter permutation
was used in ten training sessions. For each ten training sessions we compute the
mean and standard deviation of cumulative regret (µregret and σregret respectively)
as well as the mean and standard deviation of the final episodic reward (µFER and
σFER respectively. We rank each set of hyperparameters in order of ascending mean
cumulative regret.
For brevity we only include the hyperparameters of each algorithm that took on
multiple values in the grid search.
E.1 ACKTR Grid Search Results for the Uncompensated System
Table E.1: ACKTR uncompensated system grid search results. We abbreviate learn-
ing rate as lr and and double middle drop as dmd.
Hyperparameter Permutation Simulation Results
No. ent coef lr lr sch vf coef µregret σregret µFER σFER
1 0 0.12 linear 0.75 44063 13486 23035 8997
2 0.001 0.12 linear 1 44434 13875 22879 9182
3 0.001 0.12 constant 1 44444 13733 21748 14817
4 0 0.12 linear 1 44493 13545 23081 12641
5 0 0.12 constant 1 44900 14225 19372 13969
6 0.001 0.3 constant 1 44987 12778 23474 17867
7 0.01 0.12 linear 0.75 45408 12404 27909 8388
8 0 0.12 constant 0.75 45838 12852 23350 14437
9 0.01 0.12 constant 0.5 45997 12316 27673 5946
10 0.001 0.02 constant 0.75 46024 12566 26595 12952
11 0.01 0.02 constant 0.75 46097 12184 26615 10107
12 0 0.05 linear 1 46165 12431 30296 6380
13 0.001 0.12 constant 0.5 46235 13039 22267 13223
14 0 0.05 linear 0.5 46268 12438 30423 6213
15 0.01 0.05 constant 0.75 46297 12403 25806 9638
16 0.001 0.05 constant 1 46395 12578 24874 11788
17 0 0.02 constant 1 46480 12425 25989 11097
18 0.001 0.05 linear 0.5 46538 11240 31204 7785
19 0 0.05 linear 0.75 46615 11518 32187 7440
20 0.001 0.05 constant 0.75 46666 12549 28255 14967
21 0.001 0.05 constant 0.5 46743 12346 24790 14257
71
Table E.1 continued from previous page
Hyperparameter Permutation Simulation Results
No. ent coef lr lr sch vf coef µregret σregret µFER σFER
22 0.001 0.05 linear 1 46792 11841 31361 10204
23 0.001 0.12 linear 0.75 46813 12232 28738 12887
24 0.001 0.12 linear 0.5 47012 11863 28894 11397
25 0 0.05 constant 1 47047 12398 25937 11398
26 0.01 0.02 constant 1 47056 11907 28163 6894
27 0 0.05 constant 0.5 47075 11765 27745 11778
28 0 0.02 constant 0.5 47219 11228 27763 14758
29 0 0.3 constant 0.75 47258 12551 24962 9952
30 0.001 0.02 constant 0.5 47415 11415 29213 12600
31 0.001 0.3 linear 0.75 47438 10931 29872 19197
32 0 0.02 constant 0.75 47496 11928 26936 13688
33 0.01 0.05 linear 1 47593 11173 34640 9625
34 0 0.3 dmd 1 47857 12264 27244 13130
35 0.01 0.12 linear 0.5 47916 10734 32521 11922
36 0.001 0.02 constant 0.25 48189 11257 27407 8871
37 0.01 0.3 dmd 0.75 48331 9905 32950 14448
38 0.01 0.05 constant 1 48336 11246 30009 13025
39 0.001 0.05 linear 0.75 48495 11217 33390 10293
40 0 0.05 constant 0.75 48541 11422 29295 9849
41 0.001 0.3 constant 0.75 48552 10280 30042 15425
42 0.01 0.05 linear 0.75 48628 10247 35564 9641
43 0.01 0.12 constant 0.75 48670 10949 30418 14644
44 0.01 0.12 constant 1 48683 10538 32044 10902
45 0.01 0.05 constant 0.5 48713 10711 31430 11285
46 0.001 0.3 linear 1 48773 11518 29262 8081
47 0.001 0.3 dmd 1 48817 10413 33353 15704
48 0.01 0.02 constant 0.25 48981 10472 32518 7247
49 0 0.05 linear 0.25 49468 9872 36558 11513
50 0 0.02 linear 1 49515 9555 37655 4837
51 0 0.3 constant 0.5 49546 10234 31091 14381
52 0.001 0.02 linear 0.5 49692 8926 38477 5190
53 0.001 0.3 constant 0.25 49838 9483 34642 17282
54 0.01 0.3 constant 0.75 49951 9692 34944 15921
55 0.01 0.05 linear 0.5 50189 9263 37616 9693
56 0 0.02 constant 0.25 50288 10173 33641 12191
57 0 0.12 constant 0.5 50291 9517 35051 13793
58 0.01 0.3 constant 1 50319 9417 33799 9895
59 0 0.3 linear 0.75 50478 9394 33630 16003
60 0 0.12 dmd 1 50666 10056 35018 5756
61 0.001 0.12 constant 0.75 50976 9362 35081 12478
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Table E.1 continued from previous page
Hyperparameter Permutation Simulation Results
No. ent coef lr lr sch vf coef µregret σregret µFER σFER
62 0.01 0.12 dmd 0.5 51006 8505 36920 7156
63 0.001 0.12 linear 0.25 51013 8891 36769 14309
64 0.01 0.12 linear 1 51034 9730 35731 8184
65 0.01 0.12 dmd 1 51092 8492 35727 4699
66 0.001 0.3 linear 0.5 51108 9342 35579 12941
67 0.01 0.12 dmd 0.75 51133 8594 36038 7638
68 0.01 0.3 linear 0.5 51349 8576 38316 9066
69 0.01 0.3 linear 1 51450 9152 37052 9942
70 0 0.02 linear 0.75 51518 8171 42084 7216
71 0.001 0.05 constant 0.25 51597 8678 37964 18484
72 0 0.12 linear 0.5 51707 8461 37968 14587
73 0 0.12 linear 0.25 51725 8563 38505 11413
74 0.001 0.3 dmd 0.75 51733 8560 36946 14285
75 0.001 0.02 constant 1 51736 9092 36864 15827
76 0 0.05 constant 0.25 51820 8185 38079 18767
77 0.001 0.02 linear 0.25 51838 7485 42482 7872
78 0 0.12 constant 0.25 51882 8455 36840 16589
79 0.01 0.12 linear 0.25 52102 8814 38398 10906
80 0 0.12 dmd 0.75 52317 8221 38526 7551
81 0.001 0.12 dmd 0.75 52378 7710 37677 8186
82 0.01 0.02 linear 1 52498 7536 44647 7363
83 0.01 0.3 constant 0.25 52503 7413 40492 12478
84 0.001 0.02 linear 0.75 52566 7133 44159 7268
85 0.001 0.12 dmd 1 52570 8574 36088 6505
86 0.01 0.05 linear 0.25 52571 7215 42519 9780
87 0.01 0.02 linear 0.75 52581 7655 44017 6306
88 0 0.3 constant 0.25 52598 8144 38784 17335
89 0 0.3 dmd 0.75 52613 8222 38942 16020
90 0.001 0.12 dmd 0.5 52623 7242 39983 9402
91 0.01 0.3 dmd 1 52757 8210 39427 9389
92 0.001 0.02 linear 1 52834 7665 43052 6775
93 0 0.12 dmd 0.5 52879 7094 41169 9707
94 0.01 0.02 constant 0.5 52897 7264 41797 13674
95 0.01 0.3 constant 0.5 52911 7890 40208 14396
96 0 0.3 constant 1 53207 7537 40725 13317
97 0.001 0.05 linear 0.25 53331 7007 44643 11044
98 0.001 0.3 constant 0.5 53354 7204 40953 16577
99 0.001 0.12 constant 0.25 53452 7812 40240 12819
100 0.01 0.05 constant 0.25 53680 7140 41127 10293
101 0.01 0.02 linear 0.5 53724 6277 45908 9548
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Hyperparameter Permutation Simulation Results
No. ent coef lr lr sch vf coef µregret σregret µFER σFER
102 0 0.12 dmd 0.25 54064 6252 42353 11560
103 0 0.02 linear 0.25 54165 6033 47736 7576
104 0 0.02 linear 0.5 54186 6509 46854 10483
105 0 0.3 dmd 0.5 54191 6595 43988 13541
106 0.001 0.3 linear 0.25 54233 6326 43811 10244
107 0.01 0.3 linear 0.75 54413 6417 44629 12068
108 0.1 0.12 constant 1 54618 5590 49687 2924
109 0.001 0.12 dmd 0.25 54668 7439 40884 10259
110 0 0.3 linear 1 54707 7137 43037 14786
111 0.1 0.12 linear 1 54755 5940 48728 2782
112 0.1 0.02 constant 0.75 54921 5428 48877 3059
113 0.1 0.02 constant 0.5 55114 5046 51046 3574
114 0.1 0.12 constant 0.5 55121 5205 51695 2826
115 0.01 0.12 dmd 0.25 55159 6299 43548 7354
116 0.1 0.05 linear 0.5 55241 5145 50063 4600
117 0.01 0.02 linear 0.25 55315 5174 48637 5544
118 0.1 0.02 constant 1 55324 5503 48524 4983
119 0.1 0.05 linear 0.75 55813 4960 50550 3090
120 0.01 0.12 constant 0.25 55829 5454 47480 10050
121 0.1 0.12 linear 0.5 55852 4807 51090 3716
122 0.001 0.3 dmd 0.5 55854 6331 44784 13517
123 0.1 0.05 linear 1 55856 4899 51007 4904
124 0 0.3 dmd 0.25 55863 5367 45410 14595
125 0 0.05 dmd 0.75 55914 4746 48092 4978
126 0.1 0.05 constant 0.75 55950 4960 51978 2552
127 0.001 0.05 dmd 0.75 56015 4210 49571 4827
128 0.1 0.12 linear 0.75 56097 4790 50710 3887
129 0.1 0.3 constant 0.75 56168 5016 51546 4356
130 0.1 0.02 linear 0.75 56178 4861 50531 3936
131 0.1 0.3 linear 0.5 56233 4576 51487 2389
132 0.1 0.02 linear 1 56334 4784 50832 4514
133 0.1 0.12 dmd 0.75 56340 3990 51978 2101
134 0.1 0.02 linear 0.5 56401 4441 52139 2645
135 0.1 0.12 constant 0.75 56517 4273 52461 3952
136 0.1 0.05 constant 0.25 56531 3948 53708 2223
137 0.1 0.3 constant 1 56574 4869 51069 4619
138 0.1 0.02 linear 0.25 56678 4822 51492 4274
139 0.01 0.05 dmd 1 56699 4140 49510 3343
140 0.01 0.3 linear 0.25 56728 5126 48694 11632
141 0 0.3 linear 0.5 56738 5298 47951 13372
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No. ent coef lr lr sch vf coef µregret σregret µFER σFER
142 0.01 0.3 dmd 0.25 56809 5953 46473 12847
143 0.1 0.3 dmd 1 56908 4913 51184 3808
144 0.1 0.3 linear 1 56913 4411 51231 3499
145 0.1 0.05 constant 0.5 56927 3888 53503 4112
146 0 0.02 dmd 0.5 56939 3457 52350 4722
147 0.1 0.05 constant 1 56953 4386 51692 4175
148 0.1 0.3 linear 0.75 56961 4431 53115 3095
149 0.1 0.02 constant 0.25 57054 4596 52351 4395
150 0.1 0.05 linear 0.25 57158 4124 52827 3904
151 0.01 0.05 dmd 0.75 57160 4052 50264 4659
152 0.01 0.3 dmd 0.5 57276 5027 48543 8948
153 0 0.05 dmd 1 57308 4038 49644 4906
154 0.001 0.3 dmd 0.25 57462 5203 47818 14296
155 0.001 0.05 dmd 0.5 57492 3719 51119 4061
156 0 0.05 dmd 0.5 57646 3543 51240 5004
157 0.1 0.12 constant 0.25 57648 3284 55184 3599
158 0.1 0.3 dmd 0.75 57664 3433 55340 4024
159 0.1 0.12 dmd 1 57671 3743 52673 3089
160 0.001 0.05 dmd 1 57685 3580 52157 5107
161 0 0.3 linear 0.25 57686 5669 47860 13218
162 0.01 0.05 dmd 0.5 57785 3600 51798 3319
163 0.1 0.12 dmd 0.5 57887 3846 52792 3984
164 0.1 0.3 dmd 0.5 58027 3648 54896 4859
165 0 0.02 dmd 0.75 58199 2751 55087 2355
166 0.001 0.02 dmd 0.5 58254 2751 55109 4514
167 0.01 0.05 dmd 0.25 58308 3115 53176 4873
168 0.1 0.12 linear 0.25 58389 3504 54440 3507
169 0.001 0.02 dmd 1 58410 2871 54365 5028
170 0.01 0.02 dmd 0.5 58478 2737 55195 4422
171 0 0.05 dmd 0.25 58601 3164 53556 4199
172 0.1 0.05 dmd 0.75 58662 2867 55451 2844
173 0.1 0.05 dmd 0.5 58698 2841 54955 2108
174 0.1 0.3 constant 0.5 58705 3167 55401 3213
175 0.1 0.12 dmd 0.25 58767 3079 54983 3388
176 0.001 0.05 dmd 0.25 58829 3446 51665 6962
177 0 0.02 dmd 1 58831 2503 56314 2596
178 0.1 0.3 constant 0.25 59084 3300 56982 1842
179 0.1 0.05 dmd 0.25 59127 2458 55681 2970
180 0.1 0.3 linear 0.25 59303 3052 55709 3754
181 0.1 0.05 dmd 1 59353 2728 55394 2554
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No. ent coef lr lr sch vf coef µregret σregret µFER σFER
182 0.01 0.02 dmd 1 59624 2247 57300 1748
183 0.01 0.02 dmd 0.25 59762 2308 56420 3694
184 0.001 0.02 dmd 0.25 59826 2063 57842 3422
185 0.1 0.3 dmd 0.25 59829 2780 56892 4242
186 0.001 0.02 dmd 0.75 59862 2262 56919 4729
187 0.01 0.02 dmd 0.75 59913 2152 57322 1965
188 0.1 0.02 dmd 0.25 60323 1755 58620 3040
189 0.1 0.02 dmd 1 60450 1884 58268 1983
190 0 0.02 dmd 0.25 60766 1878 57723 3170
191 0.1 0.02 dmd 0.5 60861 1723 59250 1720
192 0.1 0.02 dmd 0.75 61181 1499 59346 2859
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E.2 ACKTR Grid Search Results for the Gravity Compensated System
Table E.2: ACKTR gravity compensated system grid search results. We abbreviate
learning rate as lr and and double middle drop as dmd.
Hyperparameter Permutation Simulation Results
No. ent coef lr lr sch vf coef µregret σregret µFER σFER
1 0.001 0.05 constant 1 37132 18116 10459 7682
2 0 0.12 linear 0.75 37210 18639 12170 9293
3 0.01 0.12 constant 1 37802 17778 12695 2220
4 0.001 0.05 linear 0.5 38039 17442 17331 8394
5 0 0.12 constant 0.75 38137 17580 13683 14598
6 0.001 0.02 constant 1 38240 18308 10910 6462
7 0 0.05 constant 0.75 38298 17098 14280 13416
8 0 0.02 constant 0.75 38359 17843 11828 8542
9 0.01 0.05 constant 1 38363 17784 14133 7517
10 0.001 0.05 constant 0.75 38565 17712 13143 11368
11 0.001 0.02 constant 0.25 38736 16819 14809 14936
12 0.001 0.05 linear 1 38825 16629 18117 10601
13 0.001 0.12 linear 0.75 39037 17537 14475 8640
14 0.001 0.12 linear 0.25 39076 17048 14805 9769
15 0.001 0.12 constant 0.5 39296 17263 12773 10209
16 0.001 0.05 linear 0.75 39339 17077 17247 8288
17 0.01 0.05 linear 1 39469 16425 19161 4252
18 0.01 0.02 constant 0.5 39473 15553 21217 11829
19 0.01 0.02 constant 0.75 39820 16438 15702 9417
20 0.001 0.02 constant 0.5 40000 15156 20470 21363
21 0 0.05 linear 1 40103 16330 20560 14670
22 0.01 0.02 constant 1 40169 16752 14888 5677
23 0 0.02 constant 0.25 40444 15897 17116 17296
24 0.01 0.05 constant 0.25 40496 17125 15716 8790
25 0.01 0.3 constant 0.75 40580 15986 16766 11270
26 0 0.05 constant 0.5 40598 15699 16797 16731
27 0.001 0.3 constant 0.75 40894 15199 19464 19525
28 0 0.3 constant 0.75 40934 14888 18793 16270
29 0.001 0.05 constant 0.25 40942 15802 17726 18101
30 0 0.05 constant 1 40972 16573 16127 15455
31 0.001 0.12 constant 1 41013 15887 17693 14488
32 0 0.05 constant 0.25 41269 15216 19946 18676
33 0 0.12 constant 1 41274 16320 15876 16667
34 0.01 0.12 linear 0.75 41444 15796 20013 11996
35 0.01 0.12 constant 0.25 41500 14636 18916 15065
36 0 0.05 linear 0.75 41542 15497 22283 14664
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No. ent coef lr lr sch vf coef µregret σregret µFER σFER
37 0.01 0.12 constant 0.75 41551 15077 18939 9994
38 0 0.3 linear 0.75 42222 14646 21192 19597
39 0.001 0.05 linear 0.25 42236 14137 24305 15012
40 0.001 0.3 linear 1 42236 15758 21912 16286
41 0.001 0.3 linear 0.5 42281 14788 21558 17239
42 0 0.02 constant 0.5 42410 15146 18620 16555
43 0 0.12 linear 1 42432 14980 20706 13033
44 0 0.12 linear 0.5 42456 15098 20080 13895
45 0 0.05 linear 0.25 42469 14174 24099 14039
46 0.01 0.05 linear 0.75 42596 14257 25654 13621
47 0.001 0.3 constant 1 42704 13644 23933 20847
48 0 0.12 constant 0.5 42780 15135 18581 10835
49 0.001 0.12 linear 0.5 42876 14027 22500 19167
50 0.01 0.12 linear 0.5 43325 13484 24096 12983
51 0.01 0.02 linear 0.75 43342 12914 29076 6423
52 0.001 0.02 constant 0.75 43350 14142 23322 17960
53 0.01 0.05 constant 0.5 43581 13921 24219 14468
54 0.01 0.05 constant 0.75 43705 14017 23254 16542
55 0.001 0.3 dmd 0.5 43734 13510 24625 22243
56 0.01 0.12 linear 1 43894 13872 24519 17668
57 0.001 0.12 linear 1 43984 14355 22591 15422
58 0.01 0.3 dmd 0.5 44023 14647 21287 16815
59 0.001 0.05 constant 0.5 44104 13779 22938 16746
60 0.001 0.3 dmd 1 44407 14106 23486 20143
61 0.001 0.02 linear 1 44552 12364 30691 12248
62 0 0.02 linear 0.75 44644 12031 31985 13175
63 0 0.3 linear 1 44762 13214 24721 17072
64 0.01 0.3 linear 0.75 45049 13386 24196 17627
65 0.01 0.02 constant 0.25 45050 12463 27551 16470
66 0.001 0.12 constant 0.25 45072 12656 25076 16858
67 0.01 0.05 linear 0.5 45229 12174 29899 17567
68 0 0.12 constant 0.25 45250 13439 23224 14948
69 0.01 0.12 constant 0.5 45720 12943 25572 17041
70 0.001 0.12 dmd 0.75 45838 13261 23440 10273
71 0 0.3 constant 1 45845 14047 22520 11336
72 0.01 0.05 linear 0.25 46228 12541 29220 13902
73 0.01 0.02 linear 1 46306 11550 32417 10584
74 0 0.02 linear 0.5 46306 10968 32790 9056
75 0.001 0.12 constant 0.75 46445 12126 26862 19419
76 0 0.05 linear 0.5 46676 11548 32041 19113
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No. ent coef lr lr sch vf coef µregret σregret µFER σFER
77 0.01 0.12 dmd 0.75 46764 11935 26183 9856
78 0.01 0.3 linear 1 46940 11754 27854 12014
79 0.01 0.02 linear 0.5 46945 10695 34185 10360
80 0 0.12 dmd 0.75 47010 11248 28702 12912
81 0.001 0.02 linear 0.75 47065 10495 34263 12279
82 0 0.3 dmd 0.75 47282 11601 30251 22998
83 0 0.3 constant 0.25 47596 11687 29005 18877
84 0 0.02 linear 1 47609 11149 33765 7627
85 0 0.3 dmd 0.25 47644 10781 32622 21887
86 0.01 0.12 dmd 1 47656 11596 26897 7371
87 0.001 0.12 dmd 1 47766 11170 26782 10622
88 0 0.3 dmd 0.5 47807 11188 30717 21953
89 0 0.3 linear 0.5 47852 10572 32742 21334
90 0 0.3 dmd 1 47963 10861 29519 18115
91 0 0.02 linear 0.25 48039 10203 35577 11793
92 0.001 0.02 linear 0.25 48195 9708 36442 15155
93 0 0.3 constant 0.5 48273 10609 31411 18709
94 0.001 0.3 linear 0.75 48343 10746 32374 20096
95 0 0.02 constant 1 48402 10841 32648 18143
96 0.001 0.02 linear 0.5 49136 9644 37590 13021
97 0.01 0.3 linear 0.5 49194 9368 36266 20729
98 0 0.12 dmd 0.25 49263 9852 31766 13346
99 0.01 0.12 linear 0.25 49448 9656 36100 16768
100 0.001 0.3 constant 0.5 49599 10028 32409 18928
101 0 0.12 linear 0.25 49804 9367 35634 16972
102 0.01 0.3 dmd 1 49825 9146 35631 16309
103 0 0.12 dmd 0.5 49849 9345 34370 16180
104 0.01 0.12 dmd 0.5 50096 9562 32919 14285
105 0.001 0.3 constant 0.25 50153 10726 31877 19338
106 0.001 0.12 dmd 0.5 50169 9364 34355 14859
107 0 0.3 linear 0.25 50233 10540 33588 19541
108 0.001 0.12 dmd 0.25 50319 9378 32689 15208
109 0.1 0.05 constant 1 50625 7941 45156 4615
110 0.01 0.02 linear 0.25 50739 8507 40360 13674
111 0.01 0.3 dmd 0.75 50748 9374 34773 15686
112 0.01 0.3 dmd 0.25 50778 9142 35405 17796
113 0.001 0.3 dmd 0.75 51723 8007 40083 16250
114 0.1 0.02 constant 0.75 51754 6823 45457 4329
115 0.001 0.05 dmd 0.25 51794 6774 40609 10272
116 0.1 0.02 constant 0.5 51920 7092 45037 5197
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117 0 0.05 dmd 1 51984 7228 38238 7605
118 0 0.12 dmd 1 52041 8298 37544 16117
119 0.01 0.3 constant 1 52055 8017 39663 16592
120 0.01 0.12 dmd 0.25 52203 7769 38543 14106
121 0.1 0.05 linear 0.75 52333 6872 45677 4981
122 0.1 0.05 constant 0.25 52336 6624 47381 5049
123 0.1 0.12 linear 0.75 52385 6537 46573 4735
124 0.01 0.3 constant 0.5 52422 8496 37817 17303
125 0.1 0.05 linear 1 52476 6747 46388 3925
126 0.001 0.05 dmd 1 52590 6840 40564 9791
127 0.1 0.12 constant 1 52600 6639 46552 3753
128 0.1 0.02 constant 1 53215 6300 46466 7574
129 0.1 0.05 constant 0.75 53248 6936 45824 3838
130 0.01 0.3 linear 0.25 53572 7261 41458 17555
131 0.001 0.3 linear 0.25 53676 7542 42044 18584
132 0.1 0.3 constant 1 53711 6818 46607 4818
133 0.01 0.05 dmd 0.5 53895 6162 42541 6691
134 0.1 0.12 constant 0.75 53918 5410 49100 5073
135 0.1 0.3 linear 1 53935 6111 48591 5141
136 0.001 0.3 dmd 0.25 53985 6605 41394 12422
137 0.001 0.05 dmd 0.5 53988 5791 43973 8478
138 0.1 0.05 constant 0.5 54041 5933 48539 6172
139 0.1 0.02 linear 1 54166 5884 48528 4760
140 0.1 0.12 dmd 0.75 54182 5377 46382 5784
141 0.1 0.05 linear 0.5 54248 5964 47081 3853
142 0.1 0.3 dmd 1 54356 5820 48250 3908
143 0.1 0.12 linear 1 54540 5438 48453 6190
144 0.1 0.12 constant 0.25 54602 5512 49361 4038
145 0.01 0.05 dmd 1 54643 5632 43507 6161
146 0.01 0.05 dmd 0.25 54663 4928 46098 8710
147 0.01 0.05 dmd 0.75 54670 6143 42396 7965
148 0.1 0.02 constant 0.25 54685 5579 48541 4726
149 0.1 0.12 constant 0.5 54745 5241 50487 5285
150 0.1 0.05 linear 0.25 54827 5182 49459 7099
151 0.1 0.02 linear 0.5 54964 5044 50512 4607
152 0 0.05 dmd 0.5 55030 5191 44908 9738
153 0.1 0.12 linear 0.5 55069 5179 50541 3824
154 0.1 0.02 linear 0.75 55084 4746 50612 3731
155 0.1 0.02 linear 0.25 55132 4880 50348 4985
156 0.001 0.05 dmd 0.75 55377 5611 45002 8149
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157 0.1 0.3 constant 0.5 55466 4822 52099 4535
158 0.1 0.3 dmd 0.5 55699 5015 50889 6223
159 0.1 0.12 dmd 1 55705 4931 49002 4604
160 0.1 0.3 dmd 0.75 56214 4524 51492 4926
161 0.1 0.12 linear 0.25 56225 4512 51742 4083
162 0.1 0.3 linear 0.75 56390 4166 52141 4208
163 0 0.05 dmd 0.75 56402 4715 47026 7717
164 0.01 0.02 dmd 1 56474 3699 52257 3902
165 0 0.02 dmd 0.5 56764 3533 51734 5756
166 0 0.02 dmd 0.75 56929 3298 52193 4030
167 0.1 0.3 linear 0.25 57055 3983 53341 3400
168 0.1 0.12 dmd 0.5 57077 4088 50238 5592
169 0 0.05 dmd 0.25 57124 3958 49483 7237
170 0.1 0.05 dmd 0.75 57200 3316 52958 2609
171 0.1 0.3 linear 0.5 57245 3593 54920 2950
172 0.001 0.02 dmd 0.5 57255 3208 53132 2987
173 0.1 0.3 constant 0.75 57330 4088 53717 6081
174 0 0.02 dmd 0.25 57367 3069 53988 3655
175 0.01 0.02 dmd 0.75 57394 3298 53087 4474
176 0.01 0.02 dmd 0.5 57447 2931 54010 4776
177 0.1 0.3 constant 0.25 57453 4199 52454 4249
178 0.1 0.12 dmd 0.25 57573 3809 51876 2932
179 0.001 0.02 dmd 0.75 57648 2957 53838 4103
180 0 0.02 dmd 1 57653 3183 53533 3019
181 0.1 0.3 dmd 0.25 57686 3717 54133 2140
182 0.001 0.02 dmd 1 57738 2966 54545 3349
183 0.01 0.3 constant 0.25 57757 4222 51155 11428
184 0.1 0.05 dmd 0.5 58129 2846 54699 3536
185 0.1 0.05 dmd 0.25 58264 2918 54074 3207
186 0.001 0.02 dmd 0.25 58474 2719 55006 6006
187 0.1 0.05 dmd 1 58574 2934 54138 3755
188 0.1 0.02 dmd 0.5 58675 2552 55603 2472
189 0.01 0.02 dmd 0.25 58744 2552 55419 5653
190 0.1 0.02 dmd 1 58868 2497 56334 1872
191 0.1 0.02 dmd 0.25 59196 2129 56959 2891
192 0.1 0.02 dmd 0.75 59310 2159 57159 4221
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E.3 PPO2 Grid Search Results for the Uncompensated System
Table E.3: PPO2 grid search results for the uncompensated system.
Hyperparameter Permutaion Simulation Results
No. ent coef learning rate vf coef µregret σregret µFER σFER
1 0.001 0.00072 1 46237 12158 26612 19343
2 0 0.001 1 46776 12577 26469 15932
3 0.01 0.00072 1 48765 11161 28688 13710
4 0.01 0.001 0.75 49636 9082 36044 17361
5 0 0.00072 0.25 49794 10456 30699 19752
6 0 0.001 0.25 49811 10944 29780 22807
7 0 0.00072 0.75 50905 9785 33616 21532
8 0 0.00052 0.5 51468 9032 36593 20128
9 0.001 0.00072 0.25 52048 8392 38126 18570
10 0 0.00052 0.25 52154 8011 38719 19554
11 0 0.00052 1 52200 8842 35857 20098
12 0.01 0.001 1 52253 8129 38760 16540
13 0.01 0.001 0.5 52698 7344 39796 19322
14 0 0.001 0.5 52913 8261 45469 16987
15 0.01 0.00072 0.5 53505 7190 40562 17665
16 0.01 0.00052 0.75 53511 6957 40900 17974
17 0.01 0.001 0.25 53559 7010 41196 14670
18 0.001 0.001 0.5 53674 7233 42287 19431
19 0.001 0.001 0.75 53754 6970 47149 17890
20 0.001 0.00052 0.25 53890 7646 39953 17252
21 0 0.00072 1 54405 7496 39902 20011
22 0.001 0.00072 0.5 54735 7224 40806 20506
23 0.001 0.001 0.25 54866 6154 45785 19153
24 0.001 0.001 1 55020 6067 43370 18919
25 0.01 0.00052 0.5 55285 5990 44456 10758
26 0.001 0.00052 0.5 55707 5520 46973 13149
27 0 0.001 0.75 55800 6157 43976 16812
28 0 0.00072 0.5 56050 5886 45905 18726
29 0.01 0.00052 1 56136 5108 47738 7334
30 0.01 0.00072 0.75 56249 4888 47079 9435
31 0.001 0.00052 0.75 56611 5683 46062 15570
32 0.01 0.00072 0.25 56616 5192 47116 15723
33 0.001 0.00037 0.25 56756 5264 47620 10665
34 0.001 0.00037 0.5 57082 4856 49402 8668
35 0 0.00037 1 57097 4400 49559 6444
36 0.001 0.00027 0.25 57204 5466 48706 9134
37 0 0.00027 0.75 57464 5177 49263 6967
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38 0.001 0.00072 0.75 57546 3916 51034 14308
39 0.001 0.00052 1 57582 4501 49592 12712
40 0.001 0.00027 0.75 57705 4574 51705 3928
41 0 0.00037 0.5 57740 4455 50993 12300
42 0.01 0.00052 0.25 57865 4519 49932 12205
43 0.001 0.00037 1 57917 4377 49529 9704
44 0.001 0.00037 0.75 57975 4356 50749 11458
45 0.1 0.00037 1 58088 3938 52947 5053
46 0.01 0.00037 0.5 58316 3921 52886 6712
47 0.1 0.00052 1 58337 3911 54248 4289
48 0 0.00052 0.75 58392 3768 52526 7497
49 0.1 0.00072 0.5 58536 3219 56397 5104
50 0.1 0.00052 0.25 58598 3525 54179 4155
51 0.1 0.00037 0.5 58713 3534 53493 2270
52 0.1 0.00052 0.75 58738 3465 54370 5166
53 0 0.00037 0.25 59042 3424 53379 7674
54 0.01 0.00027 1 59048 3786 52436 5412
55 0.1 0.00072 0.25 59086 2664 57610 1496
56 0.01 0.00027 0.75 59129 3505 52870 6924
57 0 0.00037 0.75 59197 3716 52506 10495
58 0.001 0.00027 0.5 59276 3514 53994 8270
59 0.001 0.00027 1 59351 3382 55170 4380
60 0.1 0.00072 0.75 59386 2555 57403 3505
61 0.1 0.00072 1 59425 2592 56948 3781
62 0.01 0.00037 0.75 59474 3130 54922 4286
63 0.01 0.00037 1 59480 3261 54586 4458
64 0.01 0.00027 0.5 59726 3346 54269 4408
65 0.01 0.00027 0.25 59772 3203 54345 4990
66 0.1 0.00027 0.25 59863 3005 54974 3395
67 0 0.00019 0.75 59922 3435 53499 7610
68 0 0.00019 0.5 59984 3382 53207 7671
69 0 0.00027 0.25 60028 3071 55023 6351
70 0 0.00019 0.25 60041 2898 54365 4361
71 0 0.00027 1 60048 3263 54364 4173
72 0.1 0.00052 0.5 60090 2401 57384 2236
73 0.1 0.00027 1 60141 3222 53579 6709
74 0 0.00027 0.5 60147 2765 55496 5123
75 0.001 0.00019 1 60231 2918 54569 3978
76 0.1 0.00037 0.75 60266 2504 57267 3139
77 0.001 0.00019 0.5 60266 3365 54170 5074
83
Table E.3 continued from previous page
Hyperparameter Permutaion Simulation Results
No. ent coef learning rate vf coef µregret σregret µFER σFER
78 0.01 0.00019 0.75 60386 2966 55128 3706
79 0 0.00019 1 60408 2831 55303 4601
80 0.1 0.001 1 60639 1643 60931 2047
81 0.001 0.00019 0.75 60710 2542 56242 4227
82 0.1 0.001 0.5 60782 1575 60914 3245
83 0.1 0.00019 0.75 60786 2217 56282 2767
84 0.1 0.001 0.25 60831 1777 60943 2946
85 0.01 0.00037 0.25 60849 2355 56639 4585
86 0.01 0.00019 0.25 60993 2352 56693 3222
87 0.1 0.00037 0.25 61061 1845 58339 3426
88 0.1 0.00027 0.75 61075 2139 56931 4095
89 0.001 0.00014 0.25 61167 2565 55702 6126
90 0.01 0.00019 1 61219 2273 56493 6355
91 0.01 0.00019 0.5 61231 2052 57238 3833
92 0.001 0.00019 0.25 61284 2133 57784 3906
93 0.1 0.001 0.75 61319 1425 61633 2137
94 0.1 0.00019 0.25 61475 1715 58691 3229
95 0.1 0.00027 0.5 61497 1967 58213 2960
96 0.1 0.00019 1 61725 1699 58718 3448
97 0 0.00014 1 61789 1771 58146 3678
98 0.001 0.00014 0.75 61836 1724 58150 2803
99 0.001 0.00014 0.5 61978 1458 59127 2959
100 0 0.00014 0.75 61981 1458 58813 2728
101 0 0.00014 0.5 62027 1596 58437 3563
102 0.1 0.00019 0.5 62029 1383 59962 2246
103 0 0.00014 0.25 62099 1554 59339 3422
104 0.01 0.00014 0.25 62159 1455 59531 2588
105 0.01 0.00014 0.75 62203 1473 59513 3339
106 0.01 0.00014 0.5 62218 1383 60085 2972
107 0.001 0.00014 1 62258 1370 59458 3315
108 0.1 0.00014 1 62294 1174 60927 1206
109 0.01 0.0001 0.75 62354 1299 60571 1811
110 0.1 0.00014 0.5 62356 1210 60554 1480
111 0.01 0.00014 1 62359 1179 60048 3374
112 0.001 0.0001 0.75 62444 1414 60267 1364
113 0.001 0.0001 1 62506 1183 60940 1797
114 0.1 0.0001 1 62545 1256 61102 1144
115 0.1 0.0001 0.5 62578 1259 61098 1153
116 0.001 0.0001 0.5 62603 1196 61194 1473
117 0.1 0.00014 0.75 62623 927 61443 1509
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Hyperparameter Permutaion Simulation Results
No. ent coef learning rate vf coef µregret σregret µFER σFER
118 0.01 0.0001 1 62629 1187 61370 835
119 0 0.0001 1 62629 1111 61379 1164
120 0 0.0001 0.25 62667 1231 61355 1699
121 0.01 0.0001 0.25 62719 1165 61261 1646
122 0.1 0.0001 0.25 62738 1159 61327 1135
123 0.001 0.0001 0.25 62763 1138 61377 1266
124 0.1 0.0001 0.75 62798 1117 61457 1437
125 0.1 0.00014 0.25 62877 934 61989 1411
126 0 0.0001 0.75 62969 986 61816 1195
127 0 0.0001 0.5 63006 902 62253 1027
128 0.01 0.0001 0.5 63178 857 62390 967
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Table E.4: PPO2 grid search results for the gravity compensated system.
Hyperparameter Permutaion Simulation Results
No. ent coef learning rate vf coef µregret σregret µFER σFER
1 0 0.001 0.25 37678 16540 16369 16510
2 0.001 0.001 0.5 39269 15455 18659 17180
3 0.001 0.001 0.75 40678 13547 25948 19346
4 0 0.001 1 41947 13292 29557 21430
5 0.01 0.00072 1 42237 15023 18836 15969
6 0.01 0.001 1 42796 13090 25099 22284
7 0.01 0.00052 0.5 43376 14104 20434 14785
8 0.001 0.001 0.25 43651 14047 24208 20713
9 0.01 0.001 0.75 45083 12207 30000 18555
10 0 0.00072 1 45616 11626 32570 18511
11 0.01 0.00072 0.75 46438 10945 31068 20033
12 0.001 0.00072 0.5 46907 11886 30079 22884
13 0 0.00052 0.25 47140 11288 28714 21470
14 0 0.001 0.5 47338 9443 35986 21707
15 0 0.00072 0.25 48594 10388 35450 21699
16 0.001 0.00052 1 48619 10518 30786 20381
17 0 0.00037 1 48654 10864 28744 17273
18 0.001 0.00072 0.75 48926 10225 32998 19220
19 0.001 0.00072 1 49106 9496 37186 21731
20 0 0.00072 0.75 49393 9666 33496 19836
21 0 0.001 0.75 49905 7945 37994 16523
22 0.001 0.00037 0.25 49967 9876 32871 16489
23 0 0.00072 0.5 50049 8669 39063 19741
24 0.001 0.001 1 50209 9263 34844 20985
25 0.001 0.00052 0.75 50624 9032 35803 22748
26 0.001 0.00072 0.25 50719 9808 33136 20030
27 0.01 0.001 0.5 50751 8354 40517 19440
28 0.01 0.00052 0.75 50768 9201 35311 17460
29 0.01 0.00072 0.5 50848 9087 36847 21933
30 0.001 0.00052 0.25 50894 9137 34494 22233
31 0.01 0.00037 0.75 51263 8979 34432 14390
32 0 0.00037 0.25 51365 8954 34232 17099
33 0.01 0.00037 0.25 51860 8649 34552 11113
34 0.01 0.00072 0.25 52496 8067 39466 16781
35 0.01 0.00052 0.25 52564 7186 42602 16471
36 0.01 0.00052 1 52586 7481 40894 15563
37 0.01 0.00037 1 52605 7442 38388 12032
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No. ent coef learning rate vf coef µregret σregret µFER σFER
38 0.01 0.001 0.25 53238 7011 42607 22028
39 0.001 0.00037 0.5 53259 7533 39692 16738
40 0 0.00052 0.75 53655 7010 41559 17702
41 0 0.00052 1 54078 6863 41330 21170
42 0.001 0.00052 0.5 54140 6207 43495 15430
43 0 0.00052 0.5 54234 6600 41291 18401
44 0.01 0.00037 0.5 54361 6268 44220 15248
45 0 0.00037 0.75 54460 6640 43707 11899
46 0.001 0.00037 1 54527 6745 41966 15400
47 0.01 0.00027 1 54816 6377 43562 10635
48 0.001 0.00037 0.75 54976 6175 41871 15550
49 0 0.00037 0.5 56065 5631 45011 15247
50 0.1 0.00052 0.5 56319 4277 51946 6493
51 0 0.00027 0.5 56339 5680 46689 10798
52 0.001 0.00019 0.5 56524 5626 47207 10128
53 0.001 0.00027 0.5 56734 4764 48524 8351
54 0.1 0.00052 1 56894 3570 53709 5886
55 0.1 0.00052 0.75 56928 3560 53494 5666
56 0.001 0.00027 1 56932 5320 48001 11516
57 0 0.00027 0.75 57089 4491 50505 6973
58 0.01 0.00027 0.75 57102 4510 49650 7143
59 0.1 0.00052 0.25 57126 3822 52852 5602
60 0.01 0.00027 0.5 57170 5133 47960 8855
61 0.1 0.00072 0.75 57356 3595 55078 5226
62 0.1 0.00027 0.5 57528 4337 51775 4631
63 0 0.00019 1 57611 4845 48895 10252
64 0.1 0.00072 1 57627 2890 55957 2695
65 0.1 0.00072 0.25 57755 3124 56187 4798
66 0.001 0.00027 0.75 57974 4196 50344 8828
67 0.1 0.001 0.75 58099 3038 57394 4867
68 0.1 0.00037 0.75 58104 3461 54330 5567
69 0.1 0.00027 0.75 58152 3782 52222 5483
70 0.001 0.00019 0.25 58170 4312 50469 11398
71 0.1 0.001 1 58463 2692 57288 4688
72 0 0.00019 0.75 58510 3788 52417 5570
73 0.1 0.00037 0.25 58564 3410 53898 6952
74 0.01 0.00027 0.25 58582 3713 52240 7152
75 0.001 0.00027 0.25 58586 3663 53601 4797
76 0.1 0.00037 1 58614 3476 53987 5724
77 0.1 0.00037 0.5 58766 3065 54715 3507
87
Table E.4 continued from previous page
Hyperparameter Permutaion Simulation Results
No. ent coef learning rate vf coef µregret σregret µFER σFER
78 0 0.00019 0.25 58796 3684 51936 5808
79 0.001 0.00019 1 58940 4274 51167 10365
80 0.01 0.00019 0.75 58979 3564 53543 5566
81 0.1 0.00027 1 59043 3250 54793 3546
82 0 0.00027 1 59069 3434 53928 5466
83 0.1 0.00072 0.5 59287 2448 57567 3252
84 0 0.00027 0.25 59339 3249 54009 9282
85 0.01 0.00019 0.5 59416 3127 54651 4119
86 0.1 0.00027 0.25 59444 3007 54259 4491
87 0.1 0.001 0.5 59471 2238 59109 4118
88 0.1 0.00019 1 59547 3095 54324 4888
89 0 0.00014 0.5 59808 2977 53644 4673
90 0.01 0.00019 0.25 59918 2902 54504 4277
91 0.01 0.00019 1 60047 3158 54981 4133
92 0.001 0.00019 0.75 60113 2492 55902 2669
93 0 0.00019 0.5 60208 2636 54919 3840
94 0.1 0.001 0.25 60243 1614 60317 1498
95 0.1 0.00019 0.75 60277 2420 56366 3110
96 0.001 0.00014 1 60322 2745 55965 4665
97 0.1 0.00019 0.25 60345 2366 56251 3068
98 0 0.00014 0.75 60395 2500 56179 3507
99 0.1 0.00019 0.5 60427 2237 56694 2784
100 0 0.00014 1 60511 2525 55417 4418
101 0.1 0.00014 1 60536 2136 57057 2591
102 0.01 0.00014 0.5 60585 2261 57244 3038
103 0.01 0.00014 1 60600 2645 55517 4339
104 0.001 0.00014 0.5 60706 2407 56051 3615
105 0.001 0.00014 0.75 60913 2188 56716 3362
106 0.01 0.00014 0.75 60984 2200 56466 4511
107 0.1 0.00014 0.5 61104 1977 57698 2130
108 0 0.00014 0.25 61123 2128 56941 3922
109 0.001 0.00014 0.25 61246 1960 58147 2379
110 0 0.0001 1 61265 1964 57974 3151
111 0.1 0.00014 0.25 61269 1879 58461 2165
112 0.01 0.00014 0.25 61575 1839 58288 4329
113 0.1 0.0001 1 61582 1768 59237 2071
114 0.01 0.0001 0.25 61609 1844 58870 2711
115 0 0.0001 0.25 61624 1770 59247 1881
116 0.1 0.0001 0.5 61704 1682 59897 1671
117 0.001 0.0001 1 61756 1624 59390 1592
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No. ent coef learning rate vf coef µregret σregret µFER σFER
118 0.001 0.0001 0.25 61761 1836 58721 3516
119 0.01 0.0001 1 61906 1732 59142 3350
120 0.1 0.0001 0.75 61948 1460 60435 1381
121 0.1 0.00014 0.75 62002 1367 60354 2149
122 0.01 0.0001 0.75 62009 1481 60287 2521
123 0.001 0.0001 0.5 62119 1441 59856 2732
124 0 0.0001 0.75 62196 1332 60398 1484
125 0 0.0001 0.5 62253 1330 60438 1720
126 0.01 0.0001 0.5 62381 1268 60671 2279
127 0.001 0.0001 0.75 62396 1364 60776 1434
128 0.1 0.0001 0.25 62620 1133 61255 1920
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