Abstract. Classical de nitions of l.c.i. homomorphisms of commutative rings are limited to maps that are essentially of nite type, or at. The concept introduced in this paper is meaningful for homomorphisms ': R ?! S of commutative noetherian rings. It is de ned in terms of the structure of ' in a formal neighborhood of each point of Spec S.
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The concept of regularity|of distinctly geometric origin|has taken a central place in the study of commutative noetherian rings. This is in part due to the existence of a Cohen presentation of each complete local ring as a homomorphic image of a regular ring.
From a homological perspective, a local ring is closest to being regular if it is complete intersection (or: c.i.) in the sense that the de ning ideal of some Cohen presentation of its completion is generated by a regular sequence. A noetherian ring is locally complete intersection (or: l.c.i.) if its localizations at all prime ideals are complete intersections.
The relative version of the notion of regularity is well established: a homomorphism ': R ? ! S is regular if it is at and has geometrically regular bers. Foundational work of Grothendieck 26 ], Lichtenbaum and Schlessinger 32], Andr e 1], 3], and Quillen 37] , characterized regularity by the vanishing for n 1 of the functors D n (S jR; ?) of Andr eQuillen (or: cotangent) homology.
In contrast, no general notion of l.c.i. homomorphism has emerged. For philosophical, historical, and practical reasons, such a concept has to accommodate the following cases:
When R is regular, ' is l.c.i. precisely when S is l.c.i. When ' is at, it is l.c.i. if and only if all its non-trivial ber rings are l.c.i. When ' can be factored as a regular map followed by a surjection ' 0 , it is l.c.i. if and only if in some factorization Ker ' 0 can be locally generated by a regular sequence.
To reconcile these notions when several apply, it was proved in loc. cit. that each one is equivalent to the vanishing of D n (S jR; ?) for n 2. Maps with this property were called weakly c.i. by Illusie 31] who remarked that useful properties, like transitivity or at base change, follow directly from formal properties of cotangent homology. While settling functorial questions, the homological de nition gave no approach to structural properties; for instance, it was not known if a weakly c.i. map is locally of nite at dimension, that is, if S q has a nite resolution by at R{modules for each prime ideal q S. For homomorphisms of noetherian rings we introduce an l.c.i. notion locally, by using a relative version of Cohen structure theory developed jointly with Foxby and B. Herzog 14] . We show that these maps coincide with the weakly c.i. homomorphisms, then characterize them by the vanishing of D 2 (S jR; ?), and by various other vanishing conditions.
In particular, we prove that ' is l.c.i. if and only if ' is locally of nite at dimension and D n (S jR; ?) = 0 for all n 0; for maps essentially of nite type the`only if' part is well known, and the converse was conjectured by Quillen 37] . When Q S and ' is locally of nite at dimension, we proved in joint work with Halperin 16 ] that if ' is not l.c.i. then D n (S jR; ?) 6 = 0 for n 0; this is strengthened below: the vanishing of D n (S jR; ?) for any single n 1 implies that ' is l.c.i.
An interplay of structural and homological arguments allows for a comprehensive study of l.c.i. maps, in the framework of a joint program with Foxby 11] , 12], 13] to classify ring homomorphisms according to their local structure. We establish the stability of the new class under composition, decomposition, at base change, localization, completion, and clarify its role in the transfer of l.c.i. properties between source and target rings. For the special types of homomorphisms reviewed in the introduction, the vanishing of D 2 (S jR; ?) is classically known to be equivalent to the corresponding l.c.i. notion. To describe the vanishing condition in general, we recall a structure theorem.
If the homomorphism ' is local, in the sense that both rings are local and '(m) n where m is the unique maximal ideal of R and n is that of S, then by 14; ( The proof, given at the end of this section, uses the existence of Cohen factorizations and only standard properties of Andr e-Quillen homology. For expository reasons, we continue with a discussion of vanishing results proved at the end of Section 4.
Let fd R M denote the at dimension (also called Tor-dimension) of an R{module M.
We say that ' is locally of nite at dimension if fd R S q is nite for all q 2 Spec S. This condition is clearly implied by the niteness of fd R S, and is equivalent to it in many cases, e.g. when R has nite Krull dimension, cf. 5].
For maps essentially of nite type the`only if' part of the next theorem is well known. Quillen 37; (5.7)] conjectured that the converse holds as well. This was proved by Avramov and Halperin 16] in characteristic zero. We establish a very general form of (1.3) Quillen's Conjecture. The homomorphism ' is locally complete intersection if and only if it is locally of nite at dimension and fd S L(S jR) is nite.
The next result represents a partial strengthening of Quillen's conjecture. Note that the condition on m poses no restriction when n = 3, or when S is an algebra over Q.
(1.4) Rigidity Theorem. Let m 2 be an integer, such that (m ?1)! is invertible in S.
If ' is locally of nite at dimension and D n (S jR; ?) = 0 for some n with 3 n 2m ? 1, then ' is locally complete intersection.
In view of the preceding results we extend to all homomorphisms of noetherian rings another conjecture, proposed by Quillen 37; (5.6)] for maps essentially of nite type:
Conjecture. If fd S L(S jR) < 1, then fd S L(S jR) 2.
We are able to verify it when one of the rings R or S is l.c. To prepare for the proof of (1.2) we recall a few basic results on cotangent homology.
(1.6) Remarks. Let (R 0 ; m 0 ;`) be a local ring.
(1) For an ideal a ( R 0 the following are equivalent: (i) Flat base change gives D n ( b S jS;`) = D n (`j`;`) = 0 for all n so the Jacobi{Zariski exact sequence of the decomposition ' = ' shows that D n ( jR;`) is an isomorphism for each n. Thus, it su ces to prove that D n ( b S j _ ';`) is bijective for n 2.
Set R 0 = R 0 =mR 0 . From the Jacobi{Zariski exact sequence of k ? ! R 0 ? !`we have
Since D n (`jk;`) = 0 for n 2 by (1.6.3) and D n+1 (`jR 0 ;`) = 0 for n 1 by (1.6.2), we get D n (R 0 jk;`) = 0 for n 2. Flat base change, cf. 3; (4.54)], yields isomorphisms n : D n (R 0 jR;`) = D n (R 0 jk;`) for all n 2 Z, so using the Jacobi{Zariski exact sequence 
Eilenberg-Zilber quasi-isomorphisms
The classical Eilenberg-Zilber theorem shows that the normalized chain complex of a tensor product of simplicial abelian groups is homotopy equivalent to the tensor product of their normalized chain complexes. We produce a substitute for simplicial modules over a simplicial ring. On the way, we introduce some notation for DG and simplicial algebra. By construction, Q n is a free module over A n for each n 0; by hypothesis, M is co brant, so M n is a direct summand of a free A n {module for each n 0. By 37; p. II.6.10] both vertical maps are weak equivalences, hence A N is a weak equivalence.
Set A = NA, M = NM, and N = NN . The complex P = N v P of right DG modules over A, and the right DG modules P = Tot (P ) and Q = NQ, appear in a diagram
of morphisms of chain complexes de ned as follows: the equalities are canonical identi cations; and 0 are totalings of shu e products;
: P ? ! N h K h P and 0 : P A N ? ! N h K h P A N are Dold-Kan isomorphisms;
and 0 are Eilenberg-Zilber-Cartier homotopy equivalences; and 0 are shu e products. Thus, all vertical maps are quasi-isomorphisms, and the diagram commutes due to the naturality of all the maps involved. The composition of the maps in the bottom line is the desired quasi-isomorphism. We interpolate a result from an earlier version of this paper, that is used in 17]. where the horizontal row is a Cohen factorization and the vertical maps are surjections with kernels generated by T{regular sequences that extend to minimal sets of generators of the maximal ideal of T. Thus, we may assume that there is a surjective homomorphism R 00 ? ! R 0 with kernel of this type, and switch the notation accordingly. the n'th deviation of '. To explain the terminology, note that if the ring R is regular and ' is surjective then 10; (7.2.7)] shows that " n (') = " n (S) for n 2, where the n'th deviation " n (S) of the local ring S is classically de ned in terms of an in nite product decomposition of its Poincar e series P 1 n=0 rank`Tor S n (`;`). The deviations of a local ring measure its failure to be regular, or c.i. The vanishing of the initial deviations of a local homomorphisms are interpreted along similar lines. Remark. An equality " 3 (') = 0 means that ' is c.i. at n, and is equivalent to the vanishing of " n (') for n 3; as a consequence, if ' is c.i. at n then in each Cohen factorization of ' the kernel of the surjective map ' 0 is generated by a regular sequence.
Indeed, the de nitions of c. . When A is a DG algebra AhXi denotes a DG algebra obtained from it by adjunctions of sets of exterior variables X n in odd degrees n 1 and of divided power variables in even degrees n 2. The i'th divided power of x 2 X even is denoted x (i) . It satis es, among other relations, jx (i) We need a simple case of 10; (7.2.11)]. of DG algebras that is the identity on X n+1 ; it is easily seen to be a quasi-isomorphism. Each chain map : L ? ! M of degree ?n lifts to a chain ?-derivation #: AhXi ? ! U of degree ?n, such that # = ; if a family fu x 2 U 0 g x2X n satis es (u x ) = (x) for u x 2 X n , then may be chosen with (x) = u x for each x 2 X n .
Proof of Theorem (3.4). Assume that there exists a local homomorphism ' such that fd R S < 1, and " n (') = 0 for some j 4, but which is not c.i. at n. By Remark (3.5) we may further assume that ' is surjective and pd R S < 1. Since " 3 (') 6 = 0 by Remark (3.3), we can nd j with " j (') 6 = 0 = " j+1 ('), so that Y j?1 6 = ? and Y j = ?. Let By Lemma (3.8) the product of every (pd R S + 1) elements of positive degree in H(`hXi) is trivial: we have a contradiction, so it remains to establish the claim.
For this, we take a closer look at the construction of : A Y >2i ] ? ! AhXi. Since H n?1 (A) = 0 for 1 < n < 2i, we have X n = ? for n < 2i, and we can take X 2i = fx y j y 2 Y 2i g, with @(x y ) = @(y). As a result of the preceding discussion we now know that X n = ? for n < 2i ; X 2i 6 = ? ; X 2i+1 = ? if j = 2i + 1 ; X 2i+2 = ? if j = 2i + 2 :
We arbitrarily pick x 2 X 2i , and set X 0 2i = X 2i r fxg. We are interested in an edge homomorphism, for which we review some more divided powers. A DG ?-algebra is a graded strictly commutative algebra in which each element x of even positive degree has a system of divided powers x (i) n is an isomorphism for 1 n 2p, but not necessarily for n = 2p + 1. The spectral sequence in the next theorem takes an input analogous to that of Quillen's sequence described above, and is constructed along similar lines. However, it converges to invariants of ' de ned in terms of DG|rather than classical|homological algebra. We denote the suspension functor 20; (5.3)] on the category of simplicial S{modules.
(4.2) Theorem. If ': R ? ! (S; n;`) is a surjective local homomorphism, then there is a homological rst quadrant spectral sequence of ?-algebras over`, such that 2 E p;q = p+q (Symq ( L(SjR) S`) ) =)`hXi p+q where X = X >2 is a set of ?-variables with card (X n ) = " n (') for n 2. The edge homomorphisms`h Xi n 1 E n?1;1 , ! 2 E n?1;1 = D n?1 (S jR;`) induce`{linear maps n :`X n ? ! D n?1 (S jR;`). If p = char`, then n is bijective for 2 n < 1 when p = 0, and for 2 n 2p when p > 0.
In view of Lemma (1.7), the last assertion of the theorem yields: Thus, the J -adic ltration of G F`y ields a convergent spectral sequence 2 E p;q = p+q (J q =J q+1 ) =) p+q (G F`) :
It remains to express the vector spaces above in terms of invariants of '.
Each G n is a polynomial ring over F n , so there are isomorphisms of simplicial vector spaces J q =J q+1 = Symq(J =J 2 ) and J =J 2 = L(`jF). The homomorphisms`? ! F ? !g ive rise to a Jacobi-Zariski distinguished triangle of simplicial`-vector spaces
As L(`j`) = 0, it produces a weak equivalence L(`jF) ? ! L(F j`) F`. On the other hand, recall that the simplicial module L(?j? De ne a morphism of DG algebras : FhXi ? ! G by (f 1) = (f) and (1 x (i) ) = (x) (i) is an isomorphism of graded`{algebras that respects the divided powers of the ?-variables X even . They determine the divided powers of all elements of even degree of`hXi, so this is an isomorphism of ?-algebras over`. The ideals N(J q ) are closed with respect to the divided powers of N(G F`) , so our spectral sequence is one of ?-algebras. Products of elements of positive degree and nontrivial divided powers of elements of positive even degree are contained in N(J 2 ). Thus the edge map annihilates them, and so induces an`-linear homomorphisms n :`X n ? ! n (J =J 2 ) = D n?1 (S jR;`):
When char`= 0 the spectral sequence degenerates and each n is an isomorphism by the argument of Quillen for the proof of 37; (7.3)]. When char`= p > 0 the edge homomorphism n is bijective for 2 n 2p by the argument of Andr e 4].
Next we prove a local version of Quillen's conjecture by replaying an argument from 9].
(4.4) Theorem. Let ': R ? ! (S; n;`) be a local homomorphism, such that fd R S < 1. If D n (S jR;`) = 0 for n 0 then ' is c.i. at n.
Proof. By Lemma (1.7) and Remark (3.5), we may assume that ' is onto; the vector space D n (S jR;`) then has nite rank for each n, cf. 3; (5.12)], and vanishes for n 0. By hypothesis, D n (S jR;`) = n (L(`jF)) is not zero for only nitely many n. By the Dold{Kan equivalence, the simplicial vector space L(`jF) is a direct sum L m j=0 W j of simplicial vector spaces, such that (W 0 ) = 0 and there exist positive integers n 1 ; : : :; n m for which n j (W j ) =`and n (W j ) = 0 if n 6 = n j . Thus,
By Dold and Thom 21], H(Sym`W 0 ) =`and H(Sym`W j ) = H(Z; n j ;`), where H(Z; n;`) denotes the homology with coe cients in`of the Eilenberg-MacLane space K(Z; n) with unique non-trivial homotopy group n (K(Z; n)) = Z. Set f n (t) = P 1 i=0 rank`H i (Z; n;`)t i . If char`= 0, then H(Z; n;`) is a free skewcommutative`{algebra on a single generator of degree n, hence f n (t) = 1 + t n or f n (t) = 1=(1?t n ). When char`= 2 Serre computes H(Z; n;`) and proves 39] that f n (t) converges in the open unit disk. When char`= p > 2 that conclusion is obtained by Umeda 42; (2.i)], based on the computation of H(Z; n;`) by Cartan 18] f n j (t) so P 1 n=0 " n (')t n converges in the unit disk. Theorem (3.10) then implies that ' is comp lete intersection at n.
(4.5) Remark. If R is a regular local ring, then in each Cohen factorization of ' the ring R 0 is regular; it follows from the de nitions that ' is c.i. at n if and only the local ring S is a complete intersection.
In the special case S = k =`, the implication (iii) =) (i) of the next corollary is a well known consequence of basic change of rings properties of Andr e-Quillen homology, cf. (1.6.3); the converse, conjectured in 37; (11.7)], was proved by Gulliksen 28] when char k = 0 and by Avramov 9] when char k > 0.
We nish this section with an application of the result of 7], on maps of vector spaces of indecomposables in Tor's, to the proof of a vanishing theorem for connecting homomorphisms in some Jacobi-Zariski exact sequences. For surjective ring homomorphisms and i = 1 the theorem below may be read o the proof of Theorem 3 in Rodicio 38 D 2i (`jS;`) in which the third column is a segment of a Jacobi-Zariski exact sequence associated with the homomorphisms R ? ! S ? !`. To describe the maps in the diagram we set char k = p. The results that follow establish the stability of the class of l.c.i. homomorphisms. They parallel those on Gorenstein homomorphisms in 11] and on Cohen-Macaulay homomorphisms in 13], with a bonus: the base change and decomposition theorems are stronger.
We start by verifying that the concept of l.c.i. homomorphism introduced in Section 1 subsumes earlier notions, whenever they are de ned. From (1.9) and (4.5) we get: If ' is l.c.i., then a p 0 is generated by a regular sequence for each prime ideal p 0 of R 0 . If a m 0 is generated by a regular sequence for each maximal ideal m 0 of R 0 , then ' is l.c.i. Proof. In view of (1.1), the Jacobi{Zariski exact sequence Finally, the proof of 11; (6.11)] shows that the localization and at base change properties have the following consequence. (1) If ' is l.c.i., then so is ' . (2) If a is contained in the Jacobson radical of R and ' is l.c.i., then so is '.
