Moreover, if all multiplicities are taken into account, each matrix in Q(A) has exactly n eigenvalues, and since the eigenvalues of a matrix are known to vary continuously with its entries (e.g., see [7, pp. 192-1941) and since Q(A) is a compact, connected set in complex E"' space, it follows that Y(A) is the union of at most +z closed, connected components. Therefore, Y(A) consists of Y < n closed, annular components centered at the origin.
It is clearly possible for some of these rings to be circles, and if A is not regular, the innermost ring is actually a disk. It will be convenient to refer to the components of the complement of Y(A) as gaps in Y(A).
Although the basic structure of Y(A) is rather simple, this set also has many interesting boundary and combinatorial properties, some of which are really quite subtle. For example, the well-known Perron- 
DEFINITIONS, NOTATIONAL CONVENTIONS, AND BASIC RESULTS
We shall denote a x n complex matrices by upper case English letters, and the identity and null matrices will always be denoted by I and 0, respectively. The matrix whose entries are !u,~I will be denoted by IA/, andif A = iAl, we shall write A > 0. Similarly, if x = (xi,. . . , x,,)
is a complex vector, the vector whose ith component is \xil will be denoted by 1x1, and if x = 1x1, we shall write x >, 0. As usual, the Kronecker 6 function will be denoted by 6,. 
with equality only i,t C = A.
A FUNDAMENTAL THEOREM ON MULTILINEAR POLYNOMIALS
This section is devoted to the proof of a general theorem concerning the coefficients of a multilinear polynomial which does not vanish on the region lxil = 1. Accordingly, let K, denote the set of all polynomials in m variables which are of maximal degree one in each variable, and note that each member of K, can be written in the form 2 a(S) nieS x,, where the sum is extended over the 2" subsets of (1, 2, . . . , m}. For m = 0, the theorem is trivial.
In the general case, there exist unique pi, 9s E K,,+, such that p(x) = P,(U) + x,&s(~), where u E X,,_,.
Since Ip(%)I > Iq(x)l 3 0 for all x E X,, and since X,_, is a connected set, it follows that exactly one of the following situations occurs:
lP&4 > lPd4 for all ~E-Ll; (2.1)
In either case, it follows from the inductive hypothesis that a certain coefficient of p strictly dominates all the other coefficients of 9.
Assume for the moment that situation (2.1) occurs, and write q(x) = qi(z~) + x%qs(~). For each fixed u, we have the following inequalities:
and -IP&) I > I Id4 I -Mu.) I I.
Adding these two inequalities, we obtain and since this inequality holds for each u E X,,_i, it follows from the inductive hypothesis that the dominant coefficient of p also dominates all the coefficients of both q1 and q2 and hence of q. Furthermore, it follows from inequality (2.1) that this dominant term must be found in $r rather than 9,. An entirely analogous argument shows that if situation (2.2) occurs, then ~3 has a dominant coefficient which is found in 9, and which dominates all the coefficients of q. Now, for i=O,l,..., m, let Tj denote the set of all vectors z such that /zij = 1 if i > j; and for i < j, lz,l > 1 if i E S, and lzzl < 1 if i $ S,.
We shall prove part (ii) of the theorem by induction on j.
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Since IP(4 I > 14(x) 1 b 0 f or all x E X,, the theorem certainly holds for To. To prove the general case, choose $a, 9, E K,,_, so that if x E X,, then p(x) = p,(t) + x&,(t) for TV X,-i. Assume for the moment that j E S,. Then the dominant coefficient of p is found in p,, and as before, it follows that 1$,(t) 1 > I&(t) / for all t E X,-r.
If w is a member of Tj_l, we can write ze, = (y, We) where y = (wr, . . ., w~_~, w~+~, . . . , w,).
By the inductive hypothesis, p(w) # 0 for all ze, E T,_,, and since Tj_l is a connected set, it follows that lp,(y)l > lp,(y)l for all such y. If z is a member of Tj, we have p(z) = p,(y) + z3p4(y), where y is a vector of the type just described. Therefore, 1~~1 3 1 since j E Se, and it follows that p(z) cannot be zero. The proof for i 6 S, is entirely analogous to the one just given, and we conclude that p(z) f 0 for all z E Ti, as desired.
COMBINATORIAL PROPERTIES OF THE SET Y(A)
We now apply Theorem 2.1 to a set of r matrices {A,, . . ., A,}, where 
If ;I . zs any number in the open interval (al, &.), there exists a unique partition (Q, R) of a unique permutation matrix P such that
(3.1)
where (S, T) is any other partition of a permutation matrix.
(
ii) The partition (Q, R) does not depend on the choice of I from the interval (A,, A,).
( However, since I is the only permutation matrix which can be associated with a gap whose characteristic is n -1 or n, we conclude that in any case at least two of the gaps in 9'(A) must be associated with the same permutation matrix, and this completes the proof of the theorem.
The set of permutation matrices associated with gaps in Y(A) has several interesting properties in addition to the one described in Theorem ciated with the same partition, but the proof of this result is too long and complicated to be included in the present paper.
BOUNDARY PROPERTIES OF Y(A)
In this section, we generalize part of the Perron-Frobenius theorem by showing that each real boundary point of Y(A) is actually an eigenvalue of at least one real matrix in Q(A). It should not be too surprising that our approach is similar to that used in the study of M-matrices, for we have already shown that each gap is associated with a collection of regular classes, and it is clear that the concept of matrix regularity is closely related to the more familiar strong nonsingularity concepts of diagonal dominance and M-matrix. In fact, a byproduct of our results is a complete characterization of regular classes in terms of generalized M-matrices.
We begin with the following useful definition. 
