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Abstract
Consider a generic triangle in the upper half of the complex plane with one side on the real line. This
paper presents a tailored construction of a discrete random walk whose continuum limit is a Brownian
motion in the triangle, reflected instantaneously on the left and right sides with constant reflection angles.
Starting from the top of the triangle, it is evident from the construction that the reflected Brownian motion
lands with the uniform distribution on the base. This raises some questions on the possible distributions of
hulls generated by local processes.
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1. Introduction and statement of the main result
Reflected Brownian motions in a wedge with constant reflection angles on the two sides were
characterized by Varadhan and Williams [5]. Recent work by Lawler et al. [3] establishes a
connection between one of these reflected Brownian motions (with reflection angles of 60◦ with
respect to the boundary), chordal SLE6 and the exploration process of critical percolation. In
an equilateral triangle, each of these processes hits a given side of the triangle with the uniform
distribution when started from the opposite corner. By conformal invariance and the locality
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property, this implies that the hulls generated by these three processes have the same law (see [6]
for a lucid discussion).
For the reflected Brownian motion, the uniform hitting distribution follows by taking the
scaling limit of a suitably defined reflected randomwalk in the triangle. This idea was generalized
by Dube´dat [1] to a generic isosceles triangle, for which he showed that there is a reflected
Brownian motion which will hit the side orthogonal to the symmetry axis with the uniform
distribution when started from the opposite corner. The main purpose of this paper is to further
generalize this approach to a generic triangle (the asymmetric case).
More precisely, given two angles α, β ∈ (0, pi) such that α + β < pi , we define the wedge
Wα,β as the set {z ∈ C : α − pi < arg z < −β}. We also define Tα,β as the triangle in the upper
half of the complex plane such that one side coincides with the interval (0, 1), and the interior
angles at the corners 0 and 1 are equal to α and β, respectively. Suppose now that ϑL and ϑR
are two angles of reflection on the left and right sides of the wedge Wα,β , respectively, measured
from the boundary with small angles denoting reflection away from the origin (0 < ϑL , ϑR < pi).
We shall use the abbreviation RBMϑL ,ϑR to denote the corresponding reflected Brownian motion
in the wedge Wα,β . For a characterization and properties of these RBMs, see Varadhan and
Williams [5] (note that the angles ϑ1 and ϑ2 of Varadhan andWilliams correspond in our notation
to the angles ϑL − pi/2 and ϑR − pi/2).
We will show that in every wedge Wα,β there is a unique RBMϑL ,ϑR with the following
property: started from the origin, the first hitting point of the RBM of any horizontal cross-
section of the wedge is uniformly distributed. This special behaviour is obtained by taking the
reflection angles equal to the angles of the wedge, that is, ϑL = α and ϑR = β (note that ϑL
does not depend on β, and ϑR does not depend on α). Restricting the wedge to a triangle we can
reformulate this result as follows:
Theorem 1. Let α, β ∈ (0, pi), α + β < pi , and let (Z t : t ≥ 0) be an RBMα,β in the triangle
Tα,β started from wα,β and stopped when it hits [0, 1]. Set τ := inf {t > 0 : Z t ∈ [0, 1]} and
X := Zτ . Then X is uniformly distributed in [0, 1].
To prove this theorem we will choose a lattice covering Wα,β in Section 2. In Section 3 we
will then define a random walk on this lattice, which has the property that it arrives on each
horizontal row of vertices on the lattice with the uniform distribution. To prove that the scaling
limit is an RBMα,β one can follow almost literally the proof of Lemma 1 in Dube´dat’s paper [1].
This part of the proof is not repeated here, but we point out that all the details can be found in a
long version of the present paper which is available online [8].
A few remarks should be made. Dube´dat used a nearest-neighbour random walk on a
rectangular lattice to prove Theorem 1 for the symmetric case (α = β). Here we are concerned
with the generalization to asymmetric triangles, for which we need non-nearest-neighbour walks
to cover all choices of the angles α and β, and for which it is natural to use an asymmetric
triangular lattice instead, as we do in this paper. We note, however, that it is also possible to apply
the arguments used in this paper to rectangular lattices, for which the random walk construction
is easier. However, only triangles such that the ratio tanα/ tanβ is rational can be covered nicely
using a rectangular lattice. An extra limiting argument would then be needed to extend the proof
to other triangles.
Apart from Theorem 1, other results obtained by Dube´dat for the scaling limits of the random
walks also extend naturally to the case of generic triangles studied here. In particular, the
imaginary part of an RBMα,β in Tα,β is a three-dimensional Bessel process [1, Proposition 1].
This fact allows us to study the generalization of Theorem 1 to the case α + β ≥ pi in Section 4.
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Fig. 1. Picture of the lattice, showing the dimensions on the left, and the transition probabilities for a step of the random
walk (from the origin) on the right.
Section 5 concludes with a brief discussion of questions raised on the possible distributions of
hulls generated by local processes (or “local hulls” for short).
2. Choice of lattice
For the duration of this and the following section, we take the angles α, β ∈ (0, pi) to be
fixed, with α + β < pi . In this section we introduce the triangular lattice covering the wedge
W = Wα,β on which we will define our random walk in Section 3. To define the lattice, let
ϕ,ψ ∈ (0, pi/2] be two angles such that pi/2 ≤ ϕ + ψ < pi (as we shall see later on, the range
for ϕ and ψ is chosen such that the transition probabilities for our random walk are nonnegative).
We define Γϕ,ψ as the set of vertices { j sin(ϕ + ψ) − k exp(iϕ) sinψ : j, k ∈ Z} building the
triangular lattice depicted in Fig. 1. Throughout the paper we shall make use of the variables
u := cosϕ sinψ , v := sinϕ cosψ and h := sinϕ sinψ to denote the lattice dimensions. When
we use these variables, the values of ϕ and ψ will always be clear from the context.
Observe that if α and β are in the range (0, pi/2] and satisfy pi/2 ≤ α+β < pi , then the wedge
W = Wα,β is covered nicely with vertices of the lattice Γϕ,ψ if we set ϕ := α and ψ := β. This
gives us a good choice of the lattice for these values of α and β.
For other choices of α and β we can find a nice covering of the wedge W = Wα,β as follows.
Given Γϕ,ψ , let nL , nR be two integers such that nL+nR ≥ 0, and set xL := −u−nL(u+v)− ih
and xR := v + nR(u + v) − ih. Then xL and xR are two vertices on the first row of the lattice
such that xR is to the right of xL , and the two half-lines {t xL : t ≥ 0} and {t xR : t ≥ 0} define
the left and right sides of a wedge that is covered nicely by vertices of Γϕ,ψ , see Fig. 2. We claim
that for any given wedge W = Wα,β there is a choice of the lattice angles ϕ,ψ and the two
integers nL , nR such that the wedge thus defined coincides with W . This is a direct consequence
of Lemma 2 below. The proof of this lemma, which will give explicit formulas for nL , nR and
ϕ,ψ in terms of the angles α and β, is given at the end of this section.
Lemma 2. Let α, β ∈ (0, pi) be such that α+β < pi . Then there is a choice of (possibly negative)
integers nL and nR with nL +nR ≥ 0, and angles ϕ,ψ ∈ (0, pi/2] with pi/2 ≤ ϕ+ψ < pi , such
that
cotα = nL(cotϕ + cotψ)+ cotϕ; cotβ = nR(cotϕ + cotψ)+ cotψ. (1)
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Fig. 2. Different wedges can be covered by the same triangular lattice, by changing the directions of the two sides as
shown. Each thick line can represent either the right side of a wedge (the direction of which can be expressed in the
corresponding number nR ; see the text), or the left side of a wedge (with corresponding number nL ).
We remind the reader that for angles α, β ∈ (0, pi/2] such that pi/2 ≤ α + β < pi , one can
make the special choice of nL = nR = 0, ϕ = α and ψ = β in Lemma 2, as we discussed above.
But we will see in the proof of Lemma 2 that for all triangles it is actually possible to choose the
angles ϕ,ψ in the range [pi/4, pi/2]. This shows that the choice of nL , nR and ϕ,ψ is not unique
in general.
From now on, we will assume that the values of nL , nR and ϕ,ψ are fixed as in Lemma 2, so
that the lattice Γ = Γϕ,ψ is fixed. As we explained above, the lattice provides a nice covering
of the wedge W = Wα,β . We shall denote by G = Gα,β the set of vertices obtained by
taking the intersection Γ ∩ W . We shall call the vertices of G having six nearest neighbours
along the lattice directions interior vertices. The origin will be called the apex of G, and the
remaining vertices will be referred to as the boundary vertices. The set of boundary vertices may
be further subdivided into left boundary vertices and right boundary vertices, with the obvious
interpretation. We now conclude this section with the proof of Lemma 2.
Proof of Lemma 2. Assume first that both α and β are smaller than pi/2. Then we can take
nL = dcotαe − 1, nR = dcotβe − 1, and solve Eq. (1) for ϕ and ψ to obtain
cotϕ = nR + 1
nL + nR + 1 cotα −
nL
nL + nR + 1 cotβ; (2)
cotψ = nL + 1
nL + nR + 1 cotβ −
nR
nL + nR + 1 cotα. (3)
Observe that since nL < cotα ≤ nL + 1 and nR < cotβ ≤ nR + 1, the angles ϕ and ψ are in
the range (pi/4, pi/2).
It remains to consider the case when either α or β is at least pi/2, and by symmetry it suffices
to assume α ≥ pi/2. Then we can set k := dcotα + cotβe, and let l be the smallest positive
integer such that l/(k + l) > − cotα/ cotβ. We then set nL := −l, nR := k + l − 1, and the
angles ϕ and ψ are given by the Eqs. (2) and (3) as before. From the fact that k ≥ cotα + cotβ
and the inequalities
l
k + l > −
cotα
cotβ
≥ l − 1
k + l − 1 , (4)
it can be shown that ϕ ∈ [pi/4, pi/2) and ψ ∈ (pi/4, pi/2]. 
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3. Random walk construction
In this section, we assume that the angles α and β are fixed to the same values as in Section 2.
We shall construct a random walk in the wedge W = Wα,β whose horizontal coordinate is
uniformly distributed all the time. By taking the scaling limit of this random walk one can then
prove Theorem 1. The random walk is defined on the graph G = Gα,β chosen in Section 2. We
want to define the walk such that it converges to Brownian motion in the interior of the wedge,
and has the property that it arrives on every horizontal row of vertices of G with the uniform
distribution. We will write (Xn : n ≥ 0) for the positions of the random walk. The steps of the
random walk will be denoted by Sn = Xn − Xn−1, so that Xn = X0 + S1 + · · · + Sn .
As a first step in defining the random walk, we choose the steps of the walk from the interior
vertices such that the scaling limit will be Brownian motion in the interior. To be precise, when
Xn−1 is an interior vertex, Xn is chosen among the nearest neighbours of Xn−1 according to the
probabilities a, b and c as depicted in Fig. 1. The steps Sn of the walk thus take on the possible
values
Sn =
±(u + ih) with probability a;±(u + v) with probability b;±(v − ih) with probability c. (5)
Here, in order that the walk converges to Brownian motion in the interior of the wedge, the
probabilities a, b and c have to be chosen such that the covariance matrix of the real and
imaginary parts of Sn is a multiple of the identity. This implies
a = λ cotψ(cotϕ + cotψ), (6)
b = λ(1− cotϕ cotψ), (7)
c = λ cotϕ(cotϕ + cotψ), (8)
where cot x = 1/ tan x and λ = 12 [cotϕ(cotϕ + cotψ) + sin−2 ψ]−1 is the normalization
constant. The angles ϕ and ψ must satisfy pi/2 ≤ ϕ + ψ < pi to make all three probabilities
nonnegative, which explains the restriction we put on the lattice angles in Section 2.
Our next concern is to define the transition probabilities for the random walk X from the
boundary vertices and the apex. To guarantee that the scaling limit will be a reflected Brownian
motion, we will choose the transition probabilities such that the expected value of a step of the
random walk from every left boundary vertex is the same, and likewise for the right boundary
vertices. The expected value of a step of the random walk from a boundary vertex will then
determine the direction of reflection of the Brownian motion from the boundary (this can be seen
by studying the proof of Lemma 1 in [1]).
Suppose first that α, β are in (0, pi/2] and satisfy pi/2 ≤ α + β < pi (for other choices of α
and β, the more complicated situation will be studied below). Then we can take the lattice angles
to be ϕ = α and ψ = β, and nL = nR = 0, as we explained in Section 2. We want our random
walk to have the following property: when Xn has the uniform distribution on the vertices of the
kth row of G and we condition on Xn+1 being on the lth row (where |k − l| ≤ 1), then Xn+1
should be uniform on the vertices of the lth row (by convention, rows are numbered from top to
bottom with the apex on row 0). We conclude that the transition probabilities should satisfy the
following three conditions:
Condition 1. The summed probability of transition to a given vertex from vertices in the row
above is a + c, and likewise from vertices in the row below.
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Fig. 3. Definition of the reflected random walk in a wedge.
Condition 2. The summed probability of transition to a given vertex from vertices in the same
row is 2b.
Condition 3. The expected value of the first step of the walk from every left boundary vertex is
the same, and likewise for the right boundary vertices.
Observe that Condition 1 introduces an up–down symmetry which is not inherent in the geometry
of the problem, but will be of importance later.
The three conditions above completely determine the transition probabilities from the
boundary vertices. See Fig. 3 for a picture of the solution. In formula, if x is a left boundary
vertex, then the transition probabilities are
p[x, x] = p[x, x + (u + v)] = b, p[x, x + u + ih] = a,
p[x, x − u − ih] = a + c, p[x, x + v − ih] = c, (9)
and the probabilities of transition from the right boundary vertices are defined symmetrically, as
is shown in Fig. 3. At the apex we simply choose the probabilities of transition to both vertices
directly below the apex equal to 1/2. Then, by construction, if we start the random walk from
the apex and stop the walk the first time it reaches row k, the position at the stopping time is
uniformly distributed on row k.
This completes our discussion of the randomwalk construction for angles α and β in the range
(0, pi/2] such that pi/2 ≤ α + β < pi , that is, the case where nL = nR = 0. We now generalize
to other wedges, for which we have to take either nL or nR or both nonzero, as explained in
Section 2. It is clear that we should define the transition probabilities from the interior vertices
in the same way as before. This will guarantee that the random walk will converge to Brownian
motion in the interior of the wedge. The nontrivial task is to define the transition probabilities
from the boundary vertices and near the top of the wedge. Here we face two complications, both
arising from the fact that for a general wedge each row of the lattice G may contain more than
one left boundary vertex and more than one right boundary vertex. Let us now identify these two
complications and show how to deal with them in turn.
Remember that the boundary vertices are defined as those vertices having less than six nearest
neighbours in G. Now consult Fig. 2. Then we see that for a given value of nL , the number of left
boundary vertices on each row of the lattice is fixed and equals NL = |nL | + 1{nL≥0}. Likewise,
for a given nR the number of right boundary vertices on each row is NR = |nR | + 1{nR≥0}.
Note, however, that if either nL or nR is negative, then on the first few rows of the lattice the
number of boundary vertices is less than NL + NR . This implies that on the first few rows of
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G we have to define the transition probabilities separately. We shall deal with this complication
first.
Consider once again Fig. 2 and recall the definition of the integers nL and nR in Section 2,
illustrated in the figure. Then one notes that each row of the lattice contains exactly nL + nR + 1
vertices more than the row above. In other words, the total number of vertices on row k of the
lattice is N (k) = (nL + nR + 1)k + 1. From this one can compute that if either nL or nR is
negative, then the first row of the lattice that contains at least NL + NR boundary vertices is row
k0, where
k0 =
⌈ |nL − nR |
nL + nR + 1
⌉
. (10)
The definition of k0 is extended in a natural way to the case where nL and nR are both nonnegative
by setting k0 = 1 in that case.
On the first k0 rows of the lattice we now define the transition probabilities as follows. At
the apex (that is, if Xn = 0) the walk may move to either of the vertices on row 1 of G with
probability 1/N (1). In the case k0 > 1 the transition probabilities on the remaining k0 − 1
rows below the apex are chosen as follows. For every k = 1, . . . , k0 − 1 we set the probability
of transition from each vertex in row k to each vertex in rows k ± 1 equal to (a + c)/N (k).
Furthermore, for every vertex in row k that has both a left and a right neighbour we set the
probabilities of transition to these two neighbours to b. Finally, if Xn is on the boundary of W
on row k, then the walk can step to the neighbouring vertex on row k with probability b or stay
where it is with probability b.
This takes care of all nonzero transition probabilities near the top of the wedge. It remains to
define the probabilities of transition from the boundary vertices for rows k ≥ k0. Recall that we
want these probabilities to satisfy Conditions 1–3 above. Below we will give explicit expressions
for the probabilities of transition from the left boundary vertices for arbitrary nL > 0, satisfying
these conditions. First let us show that this is sufficient to determine the transition probabilities
for all possible wedges (i.e. for all combinations of nL and nR).
Observe that by left–right symmetry we can derive the transition probabilities from the right
boundary vertices for any given nR , if we know the corresponding transition probabilities from
the left boundary vertices for nL = nR . Because the case nL = 0 was studied above, it only
remains to show that one can obtain the transition probabilities from the left boundary vertices
for negative nL from those for positive nL . To see this, observe from Fig. 2 that the left side
of a wedge W with given nL < 0 coincides with the right side of a (different) wedge W ′ with
nR = −nL − 1. We propose that at the j th vertex from the left side on row k of W one can take
the probability of a step S equal to the probability of the step −S at the j th vertex from the right
side on row k of W ′. Here we exploit the up–down symmetry inherent in Condition 1 above. It
follows that it is indeed sufficient to provide the probabilities of transition from the left boundary
vertices for positive nL only.
So let nL > 0 be fixed. To specify the transition probabilities we will need some notation. We
write p0[ j, l] for the probability of transition from the j th vertex on a row k to the lth vertex on
the same row. By p±[ j, l] we denote the probability of transition from the j th vertex on a row k
to the lth vertex on the row k± 1 (vertices on a row k are numbered 0, 1, . . . , N (k)− 1 from left
to right). These transition probabilities are to be used at all rows k ≥ k0 of the lattice. Finally, we
write q j [S] for the probability of a step S from the j th vertex on a row k. Remember that there
are NL = nL + 1 left boundary vertices on the rows of G, so that we have to give the transition
probabilities for j = 0, 1, . . . , nL .
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First we specify the probabilities of transition from a given row to the row above. For all
j = 0, 1, . . . , nL ,
p−[ j, 0] = q j [u + (u + v)(nL − j)+ ih] = 1nL + 1a. (11)
Secondly we specify the probabilities of transition from a given row to the same row. For
j = 0, 1, . . . , nL these are given by
p0[ j, j + 1] = q j [u + v] = j + 1nL + 1b, (12)
p0[ j, j − 1] = q j [−(u + v)] = jnL + 1b, (13)
p0[ j, j] = q j [0] = 2(nL − j)+ 1nL + 1 b. (14)
Thirdly we consider the probabilities of transition to the row below. For each of the boundary
vertices j = 0, 1, . . . , nL we have
p+[ j, 2nL + 1] = q j [−u + (u + v)(nL + 1− j)− ih] = cnL + 1 . (15)
Furthermore, for j = 0 we have
p+[0, nL ] = q j [−u − ih] = nLnL + 1 (a + c), (16)
p+[0, 0] = q j [−u − (u + v)nL − ih] = a + c, (17)
whereas for j = 1, 2, . . . , nL − 1,
p+[ j, j] = q j [−u − (u + v)nL − ih] = nLnL + 1 (a + c), (18)
p+[ j, nL + j] = q j [−u − ih] = nLnL + 1 (a + c), (19)
p+[ j, 2 j] = q j [−u − (u + v)(nL − j)− ih] = a + cnL + 1 , (20)
and, finally, for j = nL we have
p+[nL , 2nL ] = q j [−u − ih] = a + c, (21)
p+[nL , 2(nL − n)− 1] = q j [−u − (u + v)(2n + 1)− ih] = a + cnL + 1 . (22)
In the last equation, n is an integer taking values in {0, 1, . . . , nL − 1}. The above list specifies
all the nonzero transition probabilities from the left boundary vertices. See Fig. 4 for an example
of the transition probabilities in the case nL = 1.
We deliberately gave both the transition probabilities and the corresponding step probabilities
at the boundary vertices to make it easy to verify that Conditions 1–3 above are indeed satisfied.
To verify Conditions 1 and 2, one simply has to add up the relevant transition probabilities. To
check Condition 3, one may compute the real and imaginary parts of the first step of the random
walk from each of the nL + 1 boundary vertices. This gives
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Fig. 4. Transition probabilities for the reflected random walk in a wedge with nL = 1 and nR = 0. The inset shows the
lattice dimensions.
Ez[Re S1] = 1nL + 1 [c(v − u)+ b(u + v)− (a + c)(2nLu + n
2
L(u + v))], (23)
Ez[Im S1] = 1nL + 1 [−h(2c + 2(a + c)nL)], (24)
where z is any left boundary vertex (on row k ≥ k0). Note from Eqs. (9) that these expressions
are also correct in the case nL = 0.
As we explained earlier, the expected value of the first step from a left boundary vertex gives
us precisely the direction of reflection in the scaling limit. Observing that u/h = cotϕ and
v/h = cotψ , we get the following expression for the reflection angle ϑL with respect to the left
side of the wedge:
cot(ϑL + α) = cotϕ[(a + c)(n
2
L + 2nL)− b + c] + cotψ[(a + c)n2L − b − c]
2c + 2(a + c)nL . (25)
Substituting Eqs. (6)–(8) in (25) and using Eq. (1) yields
cot(ϑL + α) = [(cotϕ + cotψ)nL + cotϕ]
2 − 1
2(cotϕ + cotψ)nL + 2 cotϕ =
cot2 α − 1
2 cotα
= cot(2α). (26)
This shows that the random walk is reflected on the left side of the wedge at an angle ϑL = α.
By symmetry, the angle of reflection with respect to the right side is β. It is now easy to adapt
the proof of Lemma 1 in Dube´dat’s paper [1] to show that the scaling limit of the random walk is
an RBMα,β in Wα,β (see also [8]). Since by construction the random walk arrives on every row
of the lattice with the uniform distribution, Theorem 1 follows.
4. The case α + β ≥ pi
We have seen that for all angles α+β ∈ (0, pi) such that α+β < pi , an RBMα,β has a uniform
hitting distribution in the triangle Tα,β . The purpose of this section is to study the case α+β ≥ pi .
In this case, we define Tα,β as the unbounded polygon in the upper half-plane with vertices at 0
and 1 with internal angles α and β, respectively, and the third vertex at∞. We will show that an
RBMα,β in Tα,β started “from infinity” will land on [0, 1] with the uniform distribution.
To understand this, we make use of the fact that for α + β < pi , the imaginary part
of an RBMα,β in the wedge Wα,β , started with the uniform distribution from the horizontal
cross-section of Wα,β at Im z = −y, is a three-dimensional Bessel process on the negative
reals started from −y. This is a straightforward generalization of the corresponding result for
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the symmetric case (α = β) in Dube´dat’s paper [1, Proposition 1] (see also [8] for a detailed
derivation).
Let us now fix α, β ∈ (0, pi) such that α + β ≥ pi . Then an RBMα,β in the domain Tα,β
may be described by considering an RBMpi−α,pi−β in the wedge Wpi−α,pi−β and putting it upside
down. To be specific, let Z y denote an RBMpi−α,pi−β in the wedge Wpi−α,pi−β , started with the
uniform distribution from the horizontal cross-section of the wedge at Im z = −(y + y0) where
y0 = Im wpi−α,pi−β . Let f be the transformation f : z 7→ z¯ + w¯pi−α,pi−β which puts the wedge
upside down, and set Y y := f ◦ Z y . Then the process Y y , stopped when it hits the interval [0, 1],
is an RBMα,β in Tα,β started with the uniform distribution from the horizontal cross-section of
Tα,β at altitude y.
As we explained above, the imaginary part of Y y is a three-dimensional Bessel process. It
follows (see [4, Corollary VI(3.4)]) that Y y has probability y0/(y0 + y) of reaching [0, 1]. It is
furthermore clear from our random walk construction that given the event that Y y does reach
[0, 1], it will arrive there with the uniform distribution. Now let Py denote probability with
respect to the process Y y . Then by what we said above, (y/y0 + 1)Py( · 1{Y y hits [0,1]}) is a
probability measure on reflected Brownian paths in Tα,β started from the horizontal cross-section
at altitude y that end on [0, 1]. By compatibility between the probability measures starting from
different y’s, in the limit y →∞ we obtain a conformally invariant probability measure on paths
of RBMα,β in Tα,β that start from infinity and arrive on [0, 1] with the uniform distribution.
5. On the laws of local hulls
We have shown that for every triangle Tα,β there exists a reflected Brownian motion which
has the uniform hitting distribution on [0, 1] when started from wα,β . This describes a class of
possible hitting distributions for processes that are conformally invariant and have the locality
property (for a derivation of locality and conformal invariance for RBMs, see e.g. [7, Chapter
5]). Which other hitting distributions are attainable by these processes remains an open problem.
In other words, can one classify the possible laws of random local hulls? A related open question
is whether all such hulls, or at least the hulls generated by the RBMs considered here, can be
generated using SLE processes. This is known to be the case only for reflected Brownian motion
with reflection angles of 60◦, whose hull has the same law as that of SLE(6) [3].
In this context, we note that for any given triangle Tα,β with pi/2 < α + β < pi there
is an SLE(κ, ρ) process (as defined in [3]) which, started from wα,β , has the uniform hitting
distribution on [0, 1]. Indeed, to prove this one can apply the arguments in Sections 3 and 4 of
Dube´dat’s paper [2] to a chordal SLE(κ, ρ) process in the upper half-plane started from (0, 1)
(i.e. with the “force point” at 1). The difference is in the driving process W , which for SLE(κ, ρ)
satisfies
dWt = √κ dBt + ρ dtWt − gt (1) , W0 = 0, (27)
where B is standard Brownian motion and gt are the Lo¨wner maps. Following Dube´dat’s
arguments, it is easy to show that the “privileged geometry” for the SLE(κ, ρ) process is the
triangle Tα,β with α = pi(8 + 2ρ)/κ − pi and β = pi − pi(4 + 2ρ)/κ; see also Section 7 in
Ref. [2]. Here, 4 < κ < 8 and (κ − 8)/2 < ρ < (κ − 4)/2. More precisely, mapping the upper
half-plane onto Tα,β such that 0 7→ wα,β , 1 7→ 0 and ∞ 7→ 1, the image of the SLE(κ, ρ)
process is a process in Tα,β started from wα,β , which has the uniform hitting distribution on
[0, 1].
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However, except in the case κ = 6 and ρ = 0 these processes are not local and do not generate
the same hulls as the RBMα,β in Tα,β . To see this, we note that the arguments in [2] also show
that for the SLE(κ, ρ) process, the probability that a point z ∈ Tα,β is in the hull generated by
the process up to the hitting time is Im z/Im wα,β . In particular, the two lowest points of this
hull on the left and right sides of Tα,β are also distributed uniformly. For an RBMα,β in Tα,β
it is an easy exercise to compute the distributions of these lowest points (and also their joint
distribution) using conformal invariance and locality (see [8]). Except in the case α = β = pi/3,
these distributions are not uniform, which shows that the hull of the SLE(κ, ρ) process does not
have the same law as that of an RBMα,β , except when α = β = pi/3.
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