Abstract. We will show that the sequences appearing in Bourgain's double recurrence result are good universal weights to the multiple recurrence averages with commuting measure-preserving transformations in norm. This will extend the pointwise converge result of Bourgain, the norm convergence result of Tao, and the authors' previous work on the single measure-preserving transformation. The proof will use the doublerecurrence Wiener-Wintner theorem, factor decompositions (Host-Kra-Ziegler factors), nilsequences, and various seminorms including the ones by Gowers-Host-Kra as well as the box seminorms introduced by Host.
Introduction
In this paper, which is a sequel to [7] , we will continue the study of the return times theorem and its connection to multiple ergodic recurrence. Such study was initiated by the first author in 2000 [2] .
More details on the historical background on the return times theorem can be found in the survey paper prepared by the first author and Presser [8] . The same notations are used in the previous paper [7] .
1.1. Process and good universal weights. We recall that (X n ) n is a process if for all nonnegative integers n, X n is a bounded and measurable function on some probability space (Ω, S, P) (cf. [7, Definition 1.1 
]).
Here we give a slightly more precise definition of the good universal weights. Definition 1.1. We denote by M 1 = (a n ) : sup
We denote Π to be a collection of probability measure spaces, and X(Π) be a collection of processes for some probability measure space (Ω, S, P) ∈ Π, i.e.
(X n ) ∈ X(Π) =⇒ for all n ≥ 1, X n : Ω → C bounded and measurable on some (Ω, S, P) ∈ Π.
• We say a sequence (a n ) ∈ M 1 is a good universal weight for X(Π) (a.e.) pointwise, if for any probability space (Ω, S, P) ∈ Π, and any process (X n ) ∈ X(Π) on Ω, the averages 1 N N ∑ n=1 a n X n (ω)
converge for P-a.e. ω ∈ Ω.
• We say a sequence (a n ) ∈ M 1 is a good universal weight for X(Π) in norm, if for any probability space (Ω, S, P) ∈ Π and any process (X n ) ∈ X(Π) on Ω, the averages
For instance, Bourgain's return times theorem [10, 12] can be stated as follows: Given an ergodic system (X, F , µ, T) and f ∈ L ∞ (µ), for µ-a.e. x ∈ X, the sequence ( f (T n x)) n is a good universal weight for X(Π) pointwise, where Π is the collection of all the measure-preserving system, and
Also, the result from our previous paper [7] can be said as follows: Given a measure-preserving (X, F , µ, T),
, and any distinct integers a and b, the sequence ( f 1 (T an x) f 2 (T bn x)) is µ-a.e. a good universal weight for X(Π) in norm, where Π is a collection of probability measure-preserving systems, and
We shall call this class of processes X(Π) the linear multiple recurrence averages with single transformation.
We note that this result extends the work of Host [14] . The result was later generalized by himself and the authors in 2014 [5] , and further extended to a polynomial Wiener-Wintner by us in [6] . Later, the first author showed that the double recurrence nilsequence Wiener-Wintner averages converge off a single null set [4] , using the techniques that can be seen in his work of averages along cubes [3] , the paper by Host and Kra [21] , and on the work of the classical double recurrence Wiener-Wintner result [5] . This answered B. Weiss's question that was asked during the 2014 Ergodic Theory Workshop at the UNC-Chapel Hill positively. 
and for any nilsequence (b n ), the averages
The proof of this proposition is given in the revised version of [4] following referee comments.
The main theorem.
In the series of work on convergence of multiple recurrent averages, Tao [23] showed that given any measure-preserving system with multiple commuting transformations (Y, G, ν, S 1 , S 2 , . . . , S k ) and any functions g 1 , g 2 , . . . , g k , the averages
converge in L 2 (ν). Followed by his result, different proofs were obtained by Austin [9] , Host [19] , and
Towsner [25] . For the pointwise convergence, on the other hand, Bourgain [11] showed in 1990 that the case holds for k = 2 and S i is a different nonzero power of a measure-preserving transformation S. With some more assumption on the space, the first author [ 
We note that this theorem generalized our previous work, where each transformation on Y is a different power of the first one (i.e. S i = S i for 1 ≤ i ≤ k) [7] . The extension to the commuting case considered in this paper is not a immediate consequence of the previous result. However, the general framework created for tackling the single transformation case is shown to be useful to prove Theorem 1.3, i.e.
Step I. Use the uniform Wiener-Wintner theorem for the double recurrence [5] and the spectral theorem to show the the averages converge to zero in norm by induction, provided that f 1 and f 2 belong to the orthogonal complement of an appropriate Host-Kra-Ziegler factor.
Step II. When f 1 and f 2 are measurable with respect to the appropriate Host-Kra-Ziegler factor, we obtain the norm convergence for the case using the structure of nilsystems [20] .
In the previous result [7] , we were able to use the characteristic factor of the other system to obtain the result. This is no longer ideal for the proof of Theorem 1.3, as the method of using characteristic factor involving multiple transformations seems unrealistic, as the difficulty is suggested by Host [19] .
Instead of relying on the structure of the other system, we approximated the sequence (
by a nilsequence with vertical frequency, and utilized the box seminorms and magic systems that were introduced by Host [19] to obtain the convergence result.
In terms of Definition 1.1, Theorem 1.3 states that for µ-a.e. x ∈ X, the sequence ( f 1 (T an x) f 2 (T bn x)) n is a good universal weight for X(Π) in norm, where Π is a collection of measure-preserving systems with multiple commuting transformations, and
Throughout this paper, we will assume that the system (X, F , µ, T) is ergodic, and the result holds for general measure-preserving system after we apply an ergodic decomposition. In the proof of the theorem, we will first consider the case where either f 1 or f 2 belongs to the orthogonal complement of the k + 1-th Host-Kra-Ziegler factor [20, 26] . For that case, we will show that the averages converge to zero. 
, we have
Next, we will assume that both f 1 and f 2 belong to the k + 1-th Host-Kra-Ziegler factor. In this case, the sequence a n = f 1 (T an x) f 2 (T bn x) can be approximated by a k + 1-step nilsequence. Thus, the following estimate will be useful.
§2.2) that corresponds to the transformations
Throughout this paper, we will assume that the functions appearing (such as f i 's, g j 's) are real-valued, and will assume that | f i | ≤ 1 and |g j | ≤ 1 for i = 1, 2 and j = 1, 2, . . . , k.
Preliminaries
In this section, we will provide a brief summary of results and notations that will be used in our arguments.
2.1. Host-Kra-Ziegler factors, nilsystems, and nilsequences. Let (X, F , µ, T) be an ergodic system. We will denote (Z l , Z l , µ l , T l ) to be the l-th Host-Kra-Ziegler factor (cf. [20, 26] ) of (X, F , µ, T). Unless there is a confusion, we will denote µ and T in place of µ l and T l .
The Gowers-Host-Kra seminorms (cf. [17, 20] ) will be denoted as |||·||| l+1 . It was shown in [20, Lemma
Let G be a nilpotent Lie group of order l, and Γ be a discrete cocompact subgroup of G. The homo- Suppose N = G/Γ is an l-th order nilsystem, and τ ∈ G. If φ ∈ C(N), we say (φ(τ n x)) n is a basic l-step nilsequence for any x ∈ N. An l-step nilsequence is a uniform limit of basic l-step nilsequences.
Box measures and seminorms, magic systems.
We also recall the box measures, box seminorms, and the magic systems that were introduced by Host in [19] , which he used to provide a different proof to Tao's norm convergence result for commuting transformations [23] . Suppose (Y, ν, S 1 , S 2 , . . . , S k ) is a system for which S 1 , S 2 , . . . , S k are measure-preserving transformations that commute with each other.
We denote I(S i ) to be the σ-algebra of S i -invariant sets in Y. We define a conditionally independent square
Similarly, we can define a measure on Y 4 by letting
where ǫ ∈ {0, 1} 2 , we have
By iterating this process, we can define a measure 
For example, for the case k = 2, we have
and for k = 3, we would have
Note that the measure ν * is invariant under each side transformation S 
.
By the construction of the box seminorms and measures, we know that
It was also shown in [19, Corollary 3] 
We distinguish these seminorms and the Gowers-Host-Kra seminorms by dropping the numerical subscript to the former.
Let W be the join of the σ-algebras I(S i ) for each i = 1, 2, . . . , k, i.e.
We say that the system (Y, ν, S 1 , . . . , S k ) is magic if the following holds: Given g ∈ L ∞ (ν),
3. Proof of Theorem 1.4
The proof presented here is analogous to that of the proof of [7, Theorem 1.5(a)] 2 for the case we had a single measure-preserving transformation S (i.e. S i = S i ). We recall the following inequality that was 2 In fact, more details to the proof, including specific cases k = 2 and k = 3, are presented in the cited reference.
obtained in the proof of the double recurrence Wiener-Wintner result [5] :
In this section, we will denote a 1 = a and a 2 = b. Furthermore, we will use the following notations in our arguments.
Lemma 3.1. Let all the notations be as above. Then for each positive integer k ≥ 2, we have
a 1 ,a 2 lim inf
lim inf
Proof. We will show this by induction on k. The prove the base case k = 2, we first apply van der Corput's lemma to see that lim sup
By Hölder's inequality (and recalling that g 1 L ∞ (ν) ≤ 1), we dominate the last line above by lim inf
be the spectral measure of T for the function g · g • S h 2 for each h, with respect to the transformation S 2 S −1 1 . By the spectral theorem, the last expression becomes lim inf
, which is bounded above by lim inf
After we apply the Cauchy-Schwarz inequality (on the averages over H 1 ), we obtained the desired inequality for the case k = 2. Now suppose the estimate holds when we have k − 1 terms. By applying van der Corput's lemma and the Cauchy-Schwarz inequality, the left hand side of the estimate (8) is bounded above by the product of a constant that only depends on the values of a 1 and a 2 and lim inf
, and we can apply the inductive hypothesis on this lim sup of the square of the L 2 -norm above and the Cauchy-Schwarz inequality to obtain the desired estimate.
The preceding lemma allows us to identify the desired set of full measure for each positive integer k.
Proof of Theorem 1.4. We will first show that for each positive integer k ≥ 1, there exists a set of full measurẽ X k such that the statement of Theorem 1.4 holds for this particular k.
The setX 1 can be obtained from the double recurrence Wiener-Wintner result [5] by applying the spectral theorem. For k ≥ 2, we consider a set X k = x ∈ X : lim inf
We will show that the set on the right hand side is indeed the desired set of full measure. To first show that µ(X k ) = 1, we compute that lim inf
· · · (9) lim inf
which would show that the non-negative term inside the integral equals zero for µ-a.e. x ∈ X. To do so, we apply Fatou's lemma and Hölder's inequality to show that the integral above is bounded above by lim inf
Note that the last integral is bounded above by
by the estimate (7), where C is a constant that only depends on a 1 and a 2 . By letting H j go to infinity for each j = 1, 2, . . . , k − 1, we conclude that the integral on the left hand side of (9) is bounded above by C times the minimum of the power of ||| f 1 ||| k+2 or ||| f 2 ||| k+2 . Since either f 1 or f 2 belongs to Z k+1 (T) ⊥ , we know that either ||| f 1 ||| k+2 = 0 or ||| f 2 ||| k+2 = 0. Thus, (9) holds, which implies thatX k is indeed a set of full measure.
Now we need to show that if x ∈X k , then (2) holds. But this follows immediately from Lemma 3.1,
since if x ∈X k , the right hand side of (8) , which is an upper bound for the lim sup of the averages in (2), is 0.
Hence, we conclude the proof by setting X 1
. We note that X 1
is a countable intersection of sets of full measures, so X 1
must be a set of full measure as well.
Proof of Theorem 1.5
In this section, we will consider the case where both f 1 and f 2 are measurable with respect to Z k+1 (T). by a k + 1-step nilsequence, which we shall denote (a n ). We further assume that this nilsequence (a n ) has vertical frequency so that when we apply a multiplicative derivative (as when we use van der Corput's lemma) of an l-step nilsequence a n a n+h is an l − 1-step nilsequence for any h ∈ Z (cf. To prove Theorem 1.5, we will use the following estimate that first appeared in the work of Q. Chu [13] for the case k = 2. We will show that there is a similar estimate for any number of transformations. The arguments presented here are analogous to that of the cited reference. This lemma will be useful as we apply van der Corput's lemma to the averages in (3) for k times, we will take multiplicative derivative of the k + 1-step nilsequence for k times, which gives us a one-step nilsequence. 
Then for any t ∈ R, we have
Proof. We can rewrite the integral I k (n) so that
If t = 0, then (10) follows directly from [19, Propositon 1] . If t = 0, we apply the triangle inequality and the Cauchy-Schwarz inequality to the left-hand side of (10) to obtain (12) lim sup
We apply van der Corput's lemma to the lim sup of the right hand side to obtain lim sup
Since S 1 and S 2 are measure-preserving transformations, the right-hand side of the last inequality can be bounded above by lim sup
so by Hölder's inequality, we have lim sup
, and by the estimate (6), the Cauchy-Schwarz inequality, and the limit formula for the box seminorm (4),
we have lim sup
inequality (12) , the claim holds.
From this lemma, we can immediately deduce that
where I k (n) is in the form of (11).
4.1.
Proof for the case k = 2. For a pedagogical purpose, we will prove Theorem 1.5 for the case k = 2.
The general case (i.e. for any k ∈ N) is proved in §4.2, but the arguments are similar to that of the ones presented in here (although the notations presented here are simpler).
Proof of Theorem 1.5 for the case k = 2. In this case, we assume that f 1 , f 2 ∈ Z 3 (T), so we know that the sequence ( f 1 (T an x) f 2 (T bn x)) n can be approximated by a 3-step nilsequence (a n ) n . We prove this for the case that (a n ) n has a vertical frequency, and use density to show that the case holds in general (cf. [24, Exercise 1.6.20]).
We first apply van der Corput's lemma to the L 2 (ν)-norm of the averages to obtain an upper bound lim sup
≤ lim inf
where ∆ h 1 a n := a n+h 1 a n denotes the multiplicative derivative of a n with respect to h 1 . Note that ∆ h 1 a n is a 2-step nilsequence by [24, Lemma 1.6.13] . By applying the Cauchy-Schwarz inequality, the lim inf above is bounded above by lim inf
, so we again apply van der Corput's lemma to the L 2 -norm above to obtain the upper estimate of lim inf
where
Because ∆ h 1 ∆ h 2 a n is a one-step nilsequence for each positive integers h 1 and h 2 , which implies that it is a constant multiple of the exponential e(tn) for some t ∈ T, we can investigate this lim sup N→∞ by looking at the behavior of lim sup
By (13) , the above lim sup is bounded above by
, where |||·||| here is the box seminorm. Hence, using the limit formula (4), the original average is bounded above by lim inf
This shows that Theorem 1.5 holds for k = 2.
Proof for general k.
Proof of Theorem 1.5 for any k ≥ 2. As in the proof for the case k = 2, we assume that
and the sequence ( f 1 (T an x) f 2 (T bn x)) n is approximated by a k + 1-step nilsequence with vertical frequency (a n ). We let h(j) = (h 1 , h 2 , . . . , h j ) ∈ N j , and for each i and j, we recursively define (on j) so that
With these notations in mind, we apply van der Corput's lemma to obtain lim sup
≤ lim sup
By applying the Cauchy-Schwarz (after pushing the averages and the absolute value inside the integral),
we obtain lim sup
And notice that we can apply this process of van der Corput's lemma and the Cauchy-Schwarz inequality again to the L 2 -norm on the right hand of this inequality. We repeat this process for k − 1 more times to obtain lim sup
lim sup
a n is a one-step nilsequence, we can apply Lemma 4.1 to show that lim sup
where |||·||| • is the seminorm associated to the transformations S 1 ,
1 . Hence, we would have lim sup
By iterating this procedure, we will obtain lim sup We are now ready to prove the main theorem.
Proof of Theorem 1.3. To prove the main result, we will first obtain a set of full measure X k ⊂ X for each k ∈ N such that for any x ∈ X k , a, b ∈ Z, and for any other measure-preserving system with k transformations (Y, ν, S 1 , . . . , S k ) with any g 1 , . . . , g k ∈ L ∞ (ν), the averages
converge in L 2 (ν). We will proceed proving this claim by induction on k.
The base case k = 1 follows immediately from the double recurrence Wiener-Wintner theorem [5] . Now assume that the theorem holds for k − 1 so that there exists a set of full measure it suffices to show that there exists a set of full measure X k ⊂ X such that for any x ∈ X k and any other measure-preserving system with commuting transformations (Y, ν, S 1 , S 2 , . . . , S k ), the averages (14) 1
converge in L 2 (ν * ).
We first consider the case g * 1 is W * -measurable, where
since for k + 1 ≤ j ≤ 2k, I(U * j ) = I(S * −1 1 ) = I(S * 1 ) = I(U * 1 ). We further consider the case
Then the averages in (14) can be expressed as
and by the inductive hypothesis, the averages in above converge for all x ∈ X k−1 in L 2 (ν * ).
Because the linear span of functions of the form of (15) is dense in L ∞ (ν * , W * ) (in L 1 (ν * )-norm), the density argument tells us the averages in (14) converge for all x ∈ X k−1 .
To prove the inductive step, it remains to show that the claim holds for the case E(g * 1 |W * ) = 0. This case can be treated by breaking into two sub-cases: The sub-case where either E( f i |Z k+1 (T)) = 0 for
