We investigate the power of first-order logic with only two variables over ω-words and finite words, a logic denoted by FO 2 . We prove that FO 2 can express precisely the same properties as linear temporal logic with only the unary temporal operators: "next", "previously", "sometime in the future", and "sometime in the past", a logic we denote by unary-TL. Moreover, our translation from FO 2 to unary-TL converts every FO 2 formula to an equivalent unary-TL formula that is at most exponentially larger, and whose operator depth is at most twice the quantifier depth of the first-order formula. We show that this translation is optimal.
Introduction
Over the past three decades a considerable amount of knowledge has accumulated regarding the relationship between first-order and temporal logic over both finite words and ω-words: the first-order expressible properties are exactly those expressible in temporal logic [Kam68, GPSS80, GHR94] ; three variables suffice for expressing all the first-order expressible properties [Kam68, IK89] ; while satisfiability for first-order logic with three variables has non-elementary computational complexity [Sto74] , the satisfiability problem for temporal logic is PSPACE-complete [SC85] ; moreover, there are classes of first-order formulas with three variables whose smallest equivalent temporal formulas require nonelementarily larger size (a consequence derivable from [Sto74] ). In computer science the importance of this work stems from the practical relevance of temporal logic, which is used extensively today to specify and verify properties of reactive systems (see, e.g., [Pnu77] and [MP92] ).
In this paper we provide a scaled down study of the relationship between firstorder and temporal logic. Looking at first-order logic with only two variables, we show that the tight correspondence to temporal logic persists. We prove that firstorder logic with two variables, denoted by FO 2 , has precisely the same expressive power as temporal logic with the usual future and past unary temporal operators: "next", "previously", "sometime in the future", and "sometime in the past", but without the binary operators "until" and "since", a logic we denote by unary-TL. In other words, FO 2 coincides with the lowest level of the combined until/since hierarchy (which is known to be infinite [EW96] ).
By contrast to the quite difficult proofs available for the correspondence between full first-order logic and temporal logic (cf., e.g., [Kam68, GPSS80, GHR94] ), our proof that FO 2 = unary-TL is an easily understood inductive translation. In fact, our proof yields the following much stronger assertions: (1) FO 2 formulas can be translated to equivalent unary-TL formulas that are at most exponentially larger and whose operator depth is at most twice the quantifier depth of the firstorder formula, and (2) the translation can be carried out in time polynomial in the size of the output formula.
We show that our translation is essentially optimal by exhibiting a sequence of FO 2 formulas that require exponentially larger unary-TL formulas. Thus, while with just three variables there is already a non-elementary gap between the succinctness of first-order logic and full temporal logic, FO 2 remains more succinct than unary-TL but not nearly as much: an exponential blowup is exactly what is necessary in the worst-case.
The same result that shows that satisfiability for temporal logic is PSPACEcomplete ( [SC85] ) also shows that satisfiability remains PSPACE-complete for unary-TL. We prove on the other hand that satisfiability for FO 2 is NEXPcomplete. This again contrasts sharply with the non-elementary complexity of satisfiability for FO 3 . Moreover, this is surprising given that FO 2 is exponentially more succinct than unary-TL, and that satisfiability for unary-TL is PSPACEcomplete, leading one to expect that FO 2 satisfiability will be EXPSPACE-complete. Indeed, as a consequence of our NEXP bound it follows that FO 2 formulas that require "large" (exponentially bigger) unary-TL expressions necessarily have models that are "very small" (subexponential) with respect to the size of their unary-TL expression. Such "very small" models do not exist in general for unary-TL, as we can easily express with an n O(1) size unary-TL formula a "counter" whose smallest model has size 2
n . An interesting and related aspect of our NEXP upper bound is that the time bound is only in terms of the quantifier depth of the FO 2 formula. This is because we prove our upper bound using an unusually strong small model property for FO 2 , one which states that every satisfiable FO 2 formula has a model whose "size" is at most exponential in the quantifier depth of the given formula, rather than the size of the entire formula. For large but shallow formulas the gap between these quantities can make a significant difference.
It should be noted here that in a recent result Grädel, Kolaitis, and Vardi [GKV97] have shown that satisfiability for two-variable first-order formulas over arbitrary relational structures is computable in NEXP time. Their results also rely on a small model property. They prove that every satisfiable two-variable formula over arbitrary structures has a finite model of size at most exponential in the size of the formula, improving on a previous doubly-exponential bound obtained by Mortimer [Mor74] . Despite the similarity between the statement of their result and ours, the two are essentially incompatible and neither result implies the other. The reasons for this are two-fold. First, our results hold over words, i.e., over a unary vocabulary with built-in ordering. In particular, unlike arbitrary structures, over words we do not have a genuine finite model property: with two variables one can say that for every position in the word there is a greater position. Secondly, our "small" model property (Theorem 4) shows that every satisfiable formula has a model whose "size" is bounded exponentially by the quantifier depth of the formula, whereas the small model property of [GKV97] depends on the size of the entire formula. Moreover, the proof techniques used in the two results are completely different.
Our proof of the "small" model property for FO 2 is facilitated by our transla-tion. It is enough to prove the same small model property for unary-TL (in terms of operator depth instead of quantifier depth) because our translation from FO 2 to unary-TL at most doubles the quantifier/operator depth. The existence of small models for unary-TL is established by an analysis of unary-TL types; these types behave quite differently than types for temporal logic in general.
FO 2 provides built-in binary predicates for a total order and a successor relation (besides free unary predicates). As further evidence of the robust correspondence between first-order and temporal logic we show that even when FO 2 is further restricted by removing the successor predicate, the relationship to temporal logic still persists: the resulting logic has exactly the same power as temporal logic with temporal operators "sometime in the future" and "sometime in the past" only. Moreover, we determine the complexity of satisfiability for this further restricted first-order logic, and the corresponding temporal logic, as well as their difference in succinctness.
All our results hold both for finite words and ω-words with only minor technical changes. In this conference paper we only deal with the more interesting case of ω-words.
The paper is organized as follows. Section 2 introduces our notation and terminology. Section 3 presents the translation from FO 2 to unary-TL and shows it is optimal. Section 4 establishes NEXP-completeness of satisfiability for FO 2 . In Section 5, we establish the small model property. Section 6 is concerned with FO 2 without "successor" and unary-TL without "next" and "previously". We conclude in Section 7.
Terminology and Notation
We work with first-order logic over ω-words, where our vocabulary contains unary predicates from ρ m = {P 0 , P 1 , P 2 , . . . , P m−1 } for some m, and in addition contains the built-in predicates "suc" for "successor" and "<" for "less than". We use FO 2 to denote the class of properties definable by first-order formulas ϕ(x), where at most x occurs free, and where at most 2 variables occur in all of ϕ. We will also informally use FO 2 to refer to the set of such formulas. An FO 2 formula ϕ(x) naturally defines a property of ω-words over the alphabet whose symbols are subsets of σ m = {p 0 , . . . , p m−1 }, namely the property {α ∈ (2 σm )
We use unary-TL to denote the class of properties of ω-words definable by linear temporal logic formulas built from atomic propositions from σ m , using the boolean connectives and the unary temporal operators h ("next"), h ("previously"), ("eventually" or "sometime in the future"), and ("sometime in the past"). We also use unary-TL to denote the set of such formulas. By convention, (α, i) |= ϕ if there exists a position j strictly greater than i such that (α, j) |= ϕ. The same applies to .
Formulas ϕ and ψ from FO 2 over ρ m or unary-TL over σ m are said to be equivalent if (α, i) |= ϕ iff (α, i) |= ψ for all α ∈ (2 σm ) ω and i ≥ 0. A formula ϕ from FO 2 over ρ m or unary-TL over σ m is said to be satisfiable if the property over 2 σm it defines is non-empty. Let the atomic order formulas be x = y, suc(x, y), suc(y, x), x < y, and y < x.
The length of a formula ϕ is denoted by |ϕ|, its quantifier (operator) depth by qdp(ϕ) (respectively odp(ϕ)).
Unary-TL = FO 2
We prove that the logics unary-TL and FO 2 are equally expressive. The nontrivial direction of this fact follows from the following much stronger statement:
can be converted to an equivalent unary-TL formula ϕ with |ϕ | ∈ 2 O(|ϕ| (qdp(ϕ)+1)) and odp(ϕ ) ≤ 2 qdp(ϕ). Moreover, the translation is computable in time polynomially in |ϕ |.
The reverse translation is trivial, and linear in both size and operator/quantifier depth. Note the contrast between the theorem and what follows from the work in [Sto74] : there is a non-elementary lower bound in terms of blow-up in size for any translation of first-order formulas with three variables into temporal formulas.
Proof of Theorem 1. Given an FO
2 formula ϕ(x) the translation procedure works a follows. When ϕ(x) is atomic, i. e., of the form P i x, it outputs p i . When ϕ(x) is of the form ψ 1 ∨ ψ 2 or ¬ψ-we say that ϕ(x) is composite-it recursively computes ψ 1 and ψ 2 , or ψ and outputs ψ 1 ∨ ψ 2 or ¬ψ . The two cases that remain are when ϕ(x) is of the form ∃xϕ * (x) or ∃yϕ * (x, y). In both cases, we say that ϕ(x) is existential. In the first case, ϕ(x) is equivalent to ∃yϕ * (y) and, viewing x as a dummy free variable in ϕ * (y), this reduces to the second case. In the second case, we can rewrite ϕ * (x, y) in the form
where β is a propositional formula, each formula χ i is an atomic order formula, each formula ξ i is an atomic or existential FO 2 formula with qdp(ξ i ) < qdp(ϕ), and each formula ζ i is an atomic or existential FO 2 formula with qdp(ζ i ) < qdp(ϕ).
In order to be able to recurse on subformulas of ϕ we have to separate the ξ i 's from the ζ i 's. We first introduce a case distinction on which of the subformulas ξ i hold or not. Let T and F denote true and false. We obtain the following equivalent formulation for ϕ:
We proceed by a case distinction on which order relation holds between x and y. We consider five mutually exclusive cases, determined by the following formulas, which we call order types: x = y, suc(x, y), suc(y, x), x < y ∧ ¬suc(x, y), y < x ∧ ¬suc(y, x). When we assume that one of these order types is true, each atomic order formula evaluates to either T or F, in particular, each of the χ i 's evaluates to either T or F; we will denote this truth value by χ τ i . We can finally rewrite ϕ as follows, where Υ stands for the set of all order types:
Notice now the following. If τ is an order type, ψ(x) an FO 2 formula, and ψ an equivalent unary-TL formula, there is an obvious way to obtain a unary-TL formula τ [ψ] equivalent to τ ∧ ψ(y), see the following table:
h ψ x < y ∧ ¬suc(x, y) h ψ y < x ∧ ¬suc(y, x) h ψ Our procedure will therefore recursively compute ξ i for i < s and ζ i for i < t 6 and output
Now we verify that |ϕ | and odp(ϕ ) are bounded as stated in the theorem. The proof is inductive on the quantifier depth of ϕ. The basic observation is that there are 2 s ≤ 2 |ϕ| possibilities for γ in the disjuction of line 1 above, and by the inductive hypothesis each disjunct has length at most c · |ϕ|2
O(|ϕ| (qdp(ϕ))) , for a constant c. The stated bound for |ϕ | follows by induction. That odp(ϕ ) ≤ 2 qdp(ϕ) follows from the conversions in the table above.
It is straightforward to verify that our translation to ϕ can be computed in time polynomial in |ϕ |.
An exponential blow-up, as incurred in the translation of Theorem 1, is necessary:
Theorem 2 There is a sequence (ϕ n ) n≥1 of FO 2 sentences over ρ 1 of size O(n 2 ) such that the shortest temporal logic formulas equivalent to ϕ n have size 2 Ω(n) .
Proof. We give only a proof for an unbounded vocabulary; in this case the formulas ϕ n can be chosen to be of size O(n). The formula ϕ n is a formula over ρ n+1 that defines the following property, denoted L n : "any two positions that agree on p 0 , . . . , p n−1 also agree on p n ". This is easily defined in FO 2 within size linear in n:
As every property (language) defined by any temporal logic formula ϕ (even with "until" or "since") is recognized by a non-deterministic Büchi automaton with 2 O(|ϕ|) states, see [VW94] , it is enough to show that every Büchi automaton for L n requires at least 2 2 n states. Suppose A recognizes L n . Let a 0 , . . . , a 2 n −1 be any sequence of the 2 n symbols of the alphabet 2 σn . For every subset K of {0, . . . , 2 n − 1} let w K be the word b 0 . . . b 2 n −1 with b i = a i if i ∈ K and else b i = a i ∪ {p n }. Notice that there are 2 2 n such words. Also, w ω K |= ϕ and w K w ω K |= ϕ n for K = K . Therefore, if K = K and q K and q K are the states assumed by A in accepting runs for w ω K and w ω K after 2 n steps, then q K and q K have to be distinct, i. e., A needs at least 2 2 n states.
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The Complexity of Satisfiability for FO 2
We now show that the satisfiability problem for FO 2 over ω-words is NEXPcomplete. This is in sharp contrast to the non-elementary lower bound for satisfiability of first-order logic with three variables over words which follows from [Sto74] . Satisfiability for unary-TL remains, as with full TL, PSPACE-complete [SC85] .
Theorem 3 Satisfiability for an FO
2 formula ϕ over ρ m is decidable in nondeterministic time 2 O(qdp(ϕ) 2 m) , and thus satisfiability for FO 2 is in NEXP.
As a main tool for our NEXP upper bound we prove a strong small model property for FO 2 which is of interest in its own right: We will prove Theorem 4 in Section 5. The other ingredient in our NEXP upper bound is the following lemma, which allows us to find out, given strings u and v, whether uv ω satisfies an FO 2 formula ϕ by just checking ϕ on the string uv 2d+1 , where d is the quantifier depth of ϕ.
Lemma 1 Let ϕ(x) be an FO 2 formula, and let u and v be words with |v| > 2, and let d = qdp(ϕ).
1. For r ≥ 0 and 0 ≤ s < |v|,
2. In particular, if ϕ(x) = ∃yϕ * (x, y) and
Proof. Part 2 follows from the proof of part 1. The proof for part 1 is by induction on the quantifier depth d. Base case: When ϕ(x) is quantifier free, the only thing we can say about the only variable x is which predicates hold at x, and clearly the predicates that hold at a position j = |uv| + q|v| + r are exactly those that hold at |u| + r (simply because we are at the same position in the word v).
Inductive case: Assume true for d, we prove the assertion for d + 1. Our formula ϕ(x) of depth d + 1 is a boolean combination of formulas ϕ (x) of the form:
where β denotes a boolean combination of the given formulas and each χ i (x, y) is an atomic order relation (i.e., one of x < y, suc(y, x), etc.). We will argue that part 1 holds for formulas of the form ϕ and it will follow that it holds for ϕ as well because the "iff" in part 1 is preserved under boolean combination.
holds. We consider several cases based on the location of k in uv ω . Let j d+1 = |u| + 2(d + 1)|v| + s. We want to show that ϕ[j d+1 ] also holds.
1. j ≤ k: In this case we know by the inductive hypothesis that j d+1 satisfies the same ψ i 's as j, and that j d+1 + (k − j) satisfies the same γ i 's as k, and thus is a witness for j d+1 just as k is for j, because their juxtaposition is exactly the same.
2. |u| + (2d + 1)|v| ≤ k < j: In this case the exact same argument as in case 1 works, with the roles of k and j reversed.
3. k < |u| + (2d + 1)|v|: In this case, we can fix k as a witness for both j and j d+1 because, given that |v| > 2, the order type of (k, j d+1 ) and (k, j) is the same.
(⇒) Suppose that ϕ[j] holds for j where |uv 2d+2 | ≤ j < |uv 2d+3 |. Then the claim is that ϕ[j ] holds for j = j + r|v| and for all r. This is again split into cases based on the location of the witness k.
1. j ≤ k: But then j + r|v| has a witness at k + r|v|.
2. |u| + (2d + 1)|v| ≤ k < j: In this case again j + r|v| has k + r|v| as a witness.
3. k < |u| + (2d + 1)|v|: Now again as in the second case above k is a witness for both j and j + r|v| because, given that |v| > 2, the order types of (k, j) and (k, j + r|v|) are the same.
Proof of Theorem 3. The non-deterministic algorithm determines the satisfiability of an FO 2 formula ϕ(x) over ρ m as follows. It first guesses u and v of length bounded by 2 O(qdp(ϕ) 2 m) . It then builds up a table that contains for every i < |uv 2d+1 | and for every subformula ψ(z) of ϕ(x) a bit saying whether
. This is done inductively. The entry for an atomic or composite (see proof of Theorem 1) ψ is easily determined. From Lemma 1, part 2, it follows that in order to determine whether or not an existential formula (see proof of Theorem 1) of the form ∃y β(χ(x, y),ξ(x),ζ(y)) holds at a position i < |uv 2d+1 | it suffices to consider only positions < |uv 2d+3 | for y. Whether or not a formula ζ(y) holds at such a position can be determined by a lookup in the table according to (3). The algorithm outputs the entry for position 0 and ϕ(x).
Now to conclude that FO
2 satisfiability is NEXP-complete, we observe that it is NEXP-hard. This follows from the work of [Le80, Fü84] . We sketch the reduction for completeness: Proof. We only sketch the proof for showing that satisfiability for FO 2 without either "suc" or "<" is NEXP-hard. We give a reduction from the problem of determining whether for a given tiling system T ⊆ {0, 1, . . . , c−1}
4 with c colors and a given initial row x ∈ T + of length n there exists a tiling of a 2 n × 2 n square consistent with T and with x occurring in the lower left corner. (Recall that an element c 1 , c 2 , c 3 , c 4 ∈ T is considered a square tile with left edge colored by c 1 , right edge colored by c 2 , etc. A tiling is consistent if adjacent edges carry the same color.) This problem is known to be NEXP-complete, see, e. g., [Fü84] . We can, with a short FO 2 formula, name the adjacent positions in a tiling (and check their consistency) by exploiting the fact that addition has poly-sized propositional formulae. The predicates are used to specify the address coordinates, as well as tile content, of positions in the tiling. We mention without proof that such a small model property does not hold for temporal logic in general. In fact, one can prove a non-elementary lower bound on the size of small models of temporal logic formulas in terms of operator depth. We also mention that there is a family of satisfiable unary-TL formulas ϕ n over σ m of depth O(n) where the smallest models have size Ω(2 mn ). We first sketch a proof of Theorem 6 and then go into details. Let k, k ≥ 0. We say that a unary-TL formula ϕ is of depth (at most) (k, k ) if it is of depth (at most) k in and depth (at most) k in h . Given an ω-word w and a position i ≥ 0,
, is the set of all unary-TL formulas of depth at most (k, k ) that hold in w at i. This means that w |= ϕ iff ϕ ∈ τ w k,k (0) for every formula ϕ of operator depth (k, k ). It is thus enough to show that for every ω-word w there exist u and v of size bounded by 2 O((k+k +1) 2 m) such that τ w k,k (0) = τ w k,k (0) for w = uv ω . In order to establish this, we first show that for every ω-word w one can find u and v such that w and uv ω agree on the types of position 0 and such that u and v are bounded polynomially in the number of types that occur in w. We then show that the number of types occurring in a given ω-word is bounded by 2 O((k+k +1) 2 m) . (Notice that the number of (0, 0) types occurring in any ω-word over σ m is already in Ω(2 m ).) The following lemma establishes that the (k + 1, k ) type of a position i in a given word w is determined uniquely by (1) i's local neighborhood, (2) the (k, k ) types that occur to its right, and (3) the (k, k ) types that occur to its left. Proof. Part 1 is clear: A depth k formula that uses no operator can describe completely the content of the k -neighborhood of the current position, and nothing more.
To prove part 2 we proceed by induction on k. The base case, k = 0, is immediate. Assume true for k, we prove the claim for k + 1.
(⇒) If τ 
