Abstract-The need of a water quality monitoring system is crucial for aquaculture and environmental control evaluation. This paper focuses on the development of the Water Quality (WQ) monitoring module that consists of hardware and software components. It highlights the details of the hardware components and the algorithm as well as the software that is connected to the cloud. There are many works on storing environmental data in cloud storage in Malaysia. The new platform to date for the Internet of Things (IoT) and cloud database is Favoriot. Favoriot is a platform for IoT and machine-to-machine (M2M) development. For this project, Favoriot platform is used for real time data. The self-healing algorithm is design to reduce human intervention and continuous data collected in the remote areas. The result shows that the self-healing algorithm is able to recover itself without physical reseting, in case during distruption of wireless service connection failure.
I. INTRODUCTION
An early detection system is a system that will provide warning to a certain bad condition. This will allow the system owner to decide on any counter measurement in order to minimize the damage or completely avoid the disaster. In some condition, critical system will involve critical situation, such as tsunami, earthquake, and storm. Another condition, it will only give monetary damage or psychological damage to a person or an organization. More or less early detection system could help minimize the damage.
Agriculture is one of the major contribution in national development. It is producing food to support national population and also reducing dependency on import goods. Nowadays the technology in agriculture increases day by day, allowing increment in production and the economy. Cloud computing and internet of things (IoT) are two concepts that have newly emerged and they are the hard-core of information technology industry of the new generation. IoT is closely related to cloud computing in a way that IoT obtains powerful computing tools through cloud computing and cloud computing finds the best practicing channel based on IoT [1] . Monitoring activities detect changes in the environment. This data can be stored and used for several purposes. To develop new advanced services for smart environments, data gathered during monitoring activities need to be stored, processed and correlated to different pieces of information that characterize or influence the environment itself [2] . This paper proposed an experimental testbed using five water sensors namely pH, temperature (temp), Oxidation Reduction Potential (ORP), Dissolve Oxygen (DO), electrical conductivity (EC) sensor probes. The data collected can be viewed via the remote access display.
The remaining part of this paper is structured as follows. In section II, the related works are present. In section III, the methodology of the project is discussed. Section IV includes results and discussions while section V concludes the finding of the work.
II. RELATED WORK
There are several works on water quality monitoring systems that used terms such as wireless sensor network and Internet of Things (IoT) as their platforms. Work in [3] is based on a wireless sensor network platform where sensors are located in different sites. The data from the sensors are sinked to a base station. All sensors are used IEEE802.15.4 standard for the wireless transmission to the base station. The sensor module consists of three sensors which are turbidity, redox and PH probes.
The project in [4] works on a low cost water quality for efficient monitoring, evaluation and control of water quality in Lake Victoria basin (LVB). It uses an Arduino as the processing module and transmits the data via radio transmitter of an XBee module. The monitoring module, has four sensors which are PH, EC, DO and temperature. The sensors used are from Atlas Scientific A similar work is reported in [5] where they have designed a prototype. The monitoring data are based on water quality index (WQI). WQI is a unit less number ranging from 1 to 100; a higher number is indicative of better water quality. Scores are determined for temperature, pH, fecal coliform bacteria, dissolved oxygen, total suspended sediment, turbidity, total phosphorus, and total nitrogen. The test locations are around Mexico City.
A research paper on IoT platform using IEEE802.11 as the transmission mode is reported in [6, 7] . This work is aimed to provide an alert in twitter for real time scenario. It uses Arduino board and ATmega328P as the processing module. This work did not use any water sensors, but uses LED to detect the water level. Redundancy based self healing paradigm and FPAA/FPGA based self healing paradigm are used in [8] for wireless sensor network using reconfigurable hardware. However, there is no work on self healing for wireless water monitoring system. Fig. 1 shows the illustration of the overall system architecture of cloud based WQ monitoring system. The description of the flow is as follows; 1. It starts from the monitoring device where all sensors are connected. All data collected from the sensors will be process on the monitoring device; 2. It will be transmitted to the database server using GPRS network; 3. The database server will serve as a storage that will store the data collected by the monitoring device. Since the database is located on the Internet, it can be accessed from anywhere around the world and at any time. 4 . A website has been developed to allow evaluation and monitoring on a display tool. The display tools are able to show all the data collected in the form of graphs and tabulated table. The graph analysis can be are displayed to provide the current status of monitoring area. From the overall system architecture, there are two main components that needed for the system to work. The components are the hardware and the software part. The hardware part consists of the sensor module, processing module and transmitter module. The software part consists of a program for main board, a program at the server side and a program at website to display the data. All components will be described in details in another section later. The focus of this work is presented to provide a monitoring system that the data can be accessed through the internet.
III. SYSTEM ARCHITECTURE

A. Hardware development
The hardware module is the source for the system to collect data. Fig. 2 shows the modules in monitoring device (refer Fig. 1 ). From Fig. 1 , it is shown that the hardware module only exists in the monitoring device, the other parts are more towards software implementation. Fig. 2 illustrates the three main modules of the monitoring device; the sensing module, processing module and transmitting module. A sensing module consists of several sensors and a digital converter circuit. Sensors are used to sense the water condition and convert it into analog data, while converter circuit is used to convert the analog data to digital data. Most of the commercial water sensor used BNC connector as its output. Sensor data from the BNC connector can be read using the build-in reader of the sensor. The data also can be read using simple analog to digital converter; however calibration on the reading is still needed in order to be able to translate the data.
The processing module is mainly the microcontroller with several input/output communication ports. The processing module manages the data flow from the sensor to the transmitting module. Data flow in the system is triggered by the algorithm that is compiled in the microcontroller. Processing module should be small in size and power usage; should also have a simple operation process because the Water Quality (WQ) monitoring device will be deployed in a remote area (near a river/stream) without power supply.
The transmitter module handles the link between processing module to the database. It creates an HTTP connection to an online database. Data that comes from the processing module is sending to the database and save it in a specific table. This table will be later used by the website to display a visual output graph. The transmitting module can be implemented in two ways; using Wi-Fi connection or using GPRS connection. In this work, the system is deployed in an area where there is no available open Wi-Fi connection, so it needs to use GPRS module. 
B. Software development
The software module is designed to handle the data flow, any occurring errors, and seamless. Seamless algorithm is needed to ensure that the system is able to operate without human intervention for long periods. Without seamless algorithm, the user will need to reset the hardware whenever it fails to send data or hang. To describe the operation of the software and flow chart illustration is shown in Fig. 3. Fig. 3 shows the flow of data in the system. The flow of data shows the overall view of the system. Fig. 4. (3) This payload will be packaged together with serial protocol communication and send it to the transmitting module (see Fig. 2 ). (4) The transmitting module will extract the payload and send it to the online database. (5) An online database received the formatted payload and save it in its database table. Later, the data will be processed based on the configuration defined by the database. (6 & 7) A website is used to display all data that saved in database. This website will show all the data that are processed by the database. This will provide easy access to the data and end user is able to analyse the data using the pattern on the display website. These steps are summaries in Table I As illustrated on Fig. 3, the algorithm Fig.  2 ) is the core of the hardware where it controls the data flow from the sensor to the transmitter and able to overcome any faulty or system halts. Fig. 5 illustrates the flow of the algorithm use in the processing module. Each of the state needs to be successfully executed before moving to the next state. If any states fail to execute, it will retry at least three times before fall back to the previous state. If all states fail to execute, the program will end up in the first state where it will do a soft reset on the transmitter module until it's back to normal operation. If the soft reset fails, it means that the system is not able to fix the problem using the software and it needs the option of a hard reset button (human intervention) on the processing module.
The states in the algorithm consists of method function and flagging system. The method function is where the method of doing specific task is defined. For example; how to get the data from the sensor or how to package the payload or how to establish the connection to Favoriot database. There are four flags involves in this algorithm, one flag is given for each state. Each flag is responsible in keeping the status of the execution method function. If a method function fails, the FALSE status is assigned to its flag and if a method function successful, the TRUE status is assign to its flag. The system apparently knows what to do based on the flagging status. Table II shows the flag combination for each state. GPRS signal state initiates the GPRS module and as soon as the method function in GPRS signal state is executed, multiple commands are sent to the transmitting module through Serial Connection Port. These commands are to start, to set the configuration and to verify the module setting in order to establish the Internet connection. The command also includes the soft-reset command where this command will reset the module internally if any normal commands are rejected. Since this is the lowest phase of the algorithm, it runs continuously until it successfully gets the GPRS signals from the nearby tower. If there is a GPRS signal from the tower, the method function will change the GPRS Flag State to TRUE value. The algorithms then change to next state which is Connect to FAVORIOT state.
Favoriot
1 is an online database server that used in this project. The details of the database are describe in section C. Favoriot server require an active connection in order to send data. Thus, Connect to FAVORIOT state will initiate the connection to the server by sending HTTP to connect packets via the transmitting module. If the request to connect is fail, a request counter is increased by one and this will add a delay before the next HTTP connect packet is sent. This process continues until three (3) request packets are sent. If ever three requests fail to send, the system assumes there are problems with the transmitting module. This state will set the value of GPRS Flag State to false and the state is moving to GPRS Signal State again. However, if the connection is established, the value of Connect Flag State is set to TRUE and state move to Read Data from Sensor State.
Read Data from Sensor state is a state where the data is simply being read from the sensor and store in a temporary variable. These variables will be put in a formatted packet form (refer to Fig. 4 ) and ready to be sent to the server. After the data is ready in a packet form, this state will change the Data Flag State to TRUE value.
Send Data to FAVORIOT State is a state where the formatted packet is sent to Favoriot server. The packet will be transmitted using HTTP requests (refer to Fig. 4) to the server. Normally, when the packet is arrives at the server, a respondent will be sent from the server to the node. This response will be used to indicates that the data is successfully received at server and the Send Flag State will change to TRUE. Send Data to FAVORIOT state also changes Data Flag State FALSE indicating that no data collected because the latest data already sent to the server.
Flagging system defines the state the system is currently running, and method function defines the operation of the system. This will keep track on any failure of the system and the algorithm will automatically correct the faulty operations.
C. Online Database
FAVORIOT is an online database where its middleware is specialized in Internet of Things. A middleware is not a simple online database. Favoriot middleware can receive data from IoT end devices; it is able to store data using its scalable database, data management to manage stored data, secure data safely, and integration with many applications or devices at user end. The middleware is specially designed to provide a solution for all types of IoT oriented system.
There are two types of communication in favoriot middleware which are HTTPS push, and HTTPS pull. Both middleware is using an Application Programming Interface (API) called Restful API. An example of a Restful API structure for HTTPS push is shown in Fig. 4 . An example API structure for HTTPS pull shows in Figure 7 & Testbed is developed by combining three (3) main modules; sensor; processing, and transmitting. For the development of the processing module Arduino UNO is used. Arduino UNO used is able to support I 2 C communication protocol, which is use in this project to communicate with the sensor module, and serial communication port is use to communicate with the transmitting module. Arduino UNO uses less than 8 watts to operate. Fig. 8 shows the Water Quality (WQ) laboratory prototype module for this project. The module is placed on top of each other and this will reduce the space used by the system. Figure 8 also shows the sensor that has been put in the water to collect the data. All data or commands that are in the form of formatted payload as shown in Fig. 4, 6 , & 7 will be recognized by Favoriot online database. For data in the push payload (refer Fig. 4) , will be sorted to several tables depending on their label on the payload. By using the data management feature in Favoriot, the collected data can be presented in the form of graphs or tables, according to how the developer wants to analyze the data.
The data afterward can be used to display it on a website. After the website is loaded, it will retrieve the data stored in the database. If the data is being displayed in the form of graphs, the pattern of the current situation of monitoring area can be seen. Fig. 9 shows the data collected using tap water for the duration of 9 hours continuously. The data is for DO, ORP and pH where the data collected and transmitted to the cloud. Fig. 9 shows the graph plots on Favoriot platform. 10 shows data taken in the random time interval. Fig. 10 also shows that there is no data transmission after 10pm onwards; this is due to the disruption of wireless service from the module to the cloud server. However, the water quality testbed module manages to recover and send its latest data at 4:22am. The latency is estimated to be 382mins. There are three reasons why the water quality testbed module experiences these connection problems. These are due to service disruption, server disconnection, or power supply problem. Service disruption is referring to the GPRS status of nearby communication tower. It could be in low signal strength or unstable connection. Server disconnection refers to either server offline, the connection is refused by the cloud server or error occur during data arrived at the server side. Power supply problem refers to the power supply use of the system could be damaged, not properly charge or low power supply.
Based on these three reasons, the self-healing algorithm will either retry sending, soft-reset transceiver or simply wait the transceiver to have good signal strength to carry out another operation.
VI. CONCLUSIONS
The wireless water quality cloud monitoring system was successfully implemented in a water stream in UTM, JB. It is divided into two components which are hardware and software development. The hardware component has five sensors connect to the main board and GPRS transceiver module. The software component is divided into two which are the selfhealing algorithm that is able to recover itself in case of service disruption or disconnection from server; and the online database that manages all data sent by the hardware component. The results show the Favoriot platform used by the project to display the data in real-time graphs. The result also shows that the self-healing algorithm is able to recover during real-time data collection. The data collected continuously and sent to cloud server.
