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Two-type linear fractional branching processes
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constant mean matrices
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Abstract
Consider two-type linear fractional branching processes in varying
environments with asymptotically constant mean matrices. Let ν
be the extinction time. Under certain conditions, we show that
P (ν = n) is asymptotically the same as some function of the prod-
uct of spectral radiuses of the mean matrices. We also give an
example for which P (ν = n) decays with various speeds such as
c
n(log n)2
, c
nβ
, β > 1 et al. which are vary different from the ones of
homogeneous multitype Galton-Watson processes.
Keywords: Branching process, extinction time, product of non-
negative matrices, spectral radius, tail of continued fraction.
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1 Introduction
1.1 Backgrounds. Compared with Galton-Watson processes, many new phe-
nomena arise when consider the branching processes in varying environments
(BPVE hereafter). For example, for single-type case, Lindvall [11] showed
that the population size Zn converges almost surely to a random variable Z∞,
which may take a positive value with positive probability, that is, in the words
of Kersting [9], the process may “fall asleep” at some positive state. Fujima-
gari [7] showed that the tail probability of the extinction time may behave
asymptotically like (logn)−1 or n−β(β < 1). Later, in [14] Macphee and Schuh
discovered that a BPVE may diverge at different exponential rates. The above
mentioned phenomena can not happen to homogeneous Galton-Watson pro-
cesses under any circumstances. Over the past decades, single-type BPVE has
been extensively studied. Criteria for almost sure extinction, asymptotics of
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survival probability, the distribution of the population size, Yaglom type limit
theorem and many others are known in full generality. For details, we refer the
reader to Kersting [9], Bhattacharya and Perlman [1], and Chap.1 of Kersting
and Vatutin [10] and references therein.
There are only few results about the multitype BPVE and the situation
is less satisfying. Jones [8] gave some second moment conditions under which
population size of multitype BPVE, normalized by its mean, converges almost
surely or in L2 to a random limit. Further studies on Lp and almost sure con-
vergence and the continuity of the limit distribution can be found in [2] and [3].
Until recently, criteria were provided in [5] for almost sure extinction and the
convergence of the population size (conditioned on survival and normalized by
its mean) to an exponential random variable. However, for multitype BPVE,
asymptotics of the extinction time distribution have not been studied yet in
literatures we are aware of. When considering the linear fractional case, for
the multitype setting, the distribution of the extinction time can be written
in terms of sum of product of nonhomogeneous nonnegative matrices, whose
elements are hard to evaluate. So, even for the linear fractional setting, it is
not an easy task to estimate the extinction time distribution.
In this paper, we consider two-type linear fractional BPVEs with asymp-
totically constant mean matrices. In [16], it was shown that elements of the
product of nonnegative 2-by-2 matrices are asymptotically the same (up to the
multiplication of a positive constant) as the product of the spectral radiuses of
those matrices. This fact, together with some delicate analysis of the continued
fractions, enables us to express the asymptotics of extinction time distribution
in terms of the product of the spectral radiuses of the mean matrices.
As a by product, we also deduce various decay speeds of the extinction
time distribution. For example, it may decays with speeds c
n(logn)2
, c
nβ
et al.
This observation complements Fujimagari [7], which studies the single-type
counterpart.
1.2 Model and main results. Suppose that Mk, k ≥ 1 is a sequence of
allowable nonnegative 2-by-2 matrices and γk = (γ
(1)
k , γ
(2)
k ), k ≥ 1 is a sequence
of nonnegative 2-dimensional row vectors. For s = (s1, s2)
t ∈ [0, 1]2 and k ≥ 1,
let
fk(s) = (f
(1)
k (s), f
(2)
k (s))
t = 1− Mk(1− s)
1 + γk(1− s)
which is known as the probability generating function of a linear fractional
distribution. Here and in what follows, vt denotes the transpose of a vector v
and 1 = (e1 + e2)
t = (1, 1)t, with e1 = (1, 0), e2 = (0, 1).
Suppose that {Zn}n≥0 is a stochastic process such that
E
(
sZn
∣∣Z0, ..., Zn−1) = fZn−1n , n ≥ 1,
where fZn−1n means the Zn−1-fold convolution of fn.
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We call the process Zn, n ≥ 1 a two-type linear fractional branching process
in a varying environment. Matrices Mk, k ≥ 1 are usually referred to as the
mean matrices of the branching process. Let
ν = min{n : Zn = 0}
be the extinction time of {Zn}. Our concern is the distribution of ν and its
asymptotics.
Throughout the paper, we assume that ak, bk, dk, k ≥ 1 are some strictly
positive numbers. Letting λ be a nonadditive number, in our setting, we
consider only the case
∀k ≥ 1,Mk :=
(
ak bk
dk λbk
)
, γk := e1Mk.(1)
We introduce the following conditions on the number ak, bk, ck, k ≥ 1.
(B1) Suppose that there exist some numbers 0 < a, b, d < ∞ such that
limk→∞ ak = a, limk→∞ bk = b, limk→∞ dk = d and assume further that
∞∑
k=2
|ak − ak−1|+ |bk − bk−1|+ |dk − dk−1| <∞.
Suppose now condition (B1) holds. We introduce further the following
conditions which are mutually exclusive.
(B2)a ∃k0 > 0, such that akbk =
ak+1
bk+1
, dk
bk
6= dk+1
bk+1
, ∀k ≥ k0 and
lim
k→∞
dk+2/bk+2 − dk+1/bk+1
dk+1/bk+1 − dk/bk exists.
(B2)b ∃k0 > 0, such that akbk 6=
ak+1
bk+1
, dk
bk
=
dk+1
bk+1
, ∀k ≥ k0 and
lim
k→∞
ak+2/bk+2 − ak+1/bk+1
ak+1/bk+1 − ak/bk exists.
(B2)c ∃k0 > 0, such that akbk 6=
ak+1
bk+1
, dk
bk
6= dk+1
bk+1
, ∀k ≥ k0 and
τ := lim
k→∞
dk+1/bk+1 − dk/bk
ak+1/bk+1 − ak/bk 6=
−a±√a2 + 4bd
2b
exists as a finite or infinite number. In addition, if τ is finite, assume further
that limk→∞
ak+2/bk+2−ak+1/bk+1
ak+1/bk+1−ak/bk exists. Otherwise, if τ = ∞, assume further
that limk→∞
dk+2/bk+2−dk+1/bk+1
dk+1/bk+1−dk/bk exists.
Remark 1. The limits in conditions (B2)a, (B2)b and (B2)c look a bit awkward.
Indeed, for example, if limk→∞
dk−dk+1
bk−bk+1 6=
d
b
and limk→∞
bk+1−bk+2
bk−bk+1 exist, then
the limit in (B2)a exists. We also construct some example in Section 2 for
which one of (B2)a, (B2)b and (B2)c holds.
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Note that under condition (B1), we have
(2) lim
k→∞
Mk = M :=
(
a b
d λb
)
whose eigenvalues are
̺(M) =
a+ λb+
√
(a+ λb)2 + 4b(d− λa)
2
,
̺1(M) =
a+ λb−√(a+ λb)2 + 4b(d− λa)
2
.
Clearly, we have |̺1(M)| < ̺(M). In literatures, ̺(M) is usually referred to
as the spectral radius of M. In what follows, for a matrix A, we always denote
by ̺(A) the spectral radius of A.
We are now ready to state the main result. In the rest of the paper, f(n) ∼
g(n) means limn→∞ f(n)/g(n) = 1 and f(n) ≍ g(n) means ∃0 < C1 ≤ C2 <∞
such that C1 ≤ f(n)/g(n) ≤ C2 for n large enough. Unless otherwise specified,
0 < c <∞ is some constant, whose value may change from line to line.
Theorem 1. Suppose that condition (B1) and one of (B2)a, (B2)b and (B2)c
hold. Assume further that λ1 6= 1+ b−1, |̺1(M)| < 1 and ∀k ≥ 1, dk−λak ≥ ε
for some ε > 0, ak + λbk ≥ bk(dk+1 − λak+1). Then we have
P (ν = n|Z0 = e1) ≍ ̺(M1)
−1 · · · ̺(Mn)−1(∑n+1
k=1 ̺(M1)
−1 · · ·̺(Mk)−1
)2 , as n→∞.(3)
Besides the above conditions, if we assume ̺(M) ≥ 1 in addition, then
P (ν = n|Z0 = e1) ∼ c̺(M1)
−1 · · · ̺(Mn)−1(∑n+1
k=1 ̺(M1)
−1 · · ·̺(Mk)−1
)2 , as n→∞.(4)
Remark 2. (i) The righthand side of (3) is easy to estimated once we know
the asymptotics of ̺(Mn) as n→∞. In Section 2 below, we give examples for
which P (ν = n|Z0 = e1) decays with various speeds, for example cn(logn)2 and
c
nβ
as n → ∞, which are very different from those of homogeneous Galton-
Watson processes.
(ii) We can say more about (3). Let p˜n = P (ν = n|Z0 = e1) and S˜n =
c̺(M1)−1···̺(Mn)−1
(
∑n+1
k=1
̺(M1)−1···̺(Mk)−1)
2 . Then there exist 0 < C3 ≤ C4 < ∞ such that C3 ≤
limn→∞
S˜n
p˜n
≤ limn→∞ S˜np˜n ≤ C4. Moreover, from (29), (32) and (33) below, we
can deduce that if λ ≤ 1, ̺(M) < 1, then 1 ≤ C4
C3
≤ ̺(M)−1; otherwise, if
λ > 1, ̺(M) < 1, then 1 ≤ C4
C3
≤ ̺(M)−1 1+(1−λb)̺(M)
1+(1−λb)̺(M)−1 .
(iii) Note that we have required that λ 6= 1 + b−1. If λ = 1 + b−1, the limit
in (31) below equals 0, so that (3) and (4) can not be true.
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The proof of Theorem 1 depends on the asymptotical equivalence between
the elements of product of nonnegative matrices and the product of the spectral
radiuses of those matrices, which has its own interest. Let
Ak =
(
ak bk
dk 0
)
, k ≥ 1.
With the convention that empty product equals identity and empty sum equals
0, we have the following theorem.
Theorem 2. Suppose condition (B1) and one of (B2)a, (B2)b and (B2)c hold.
Then ∀i, j ∈ {1, 2}, we have
eiA1 · · ·Anetj ∼ c̺(A1)−1 · · · ̺(An)−1, as n→∞.(5)
Furthermore, assume further ak ≥ bkdk+1, ∀k ≥ 1. Let a, b, d be the numbers in
condition (B1) and set ̺ ≡ a+
√
a2+4bd
2
. Write
Sn :=
∑n+1
k=1 ̺(A1)
−1 · · · ̺(Ak−1)−1
̺(A1)−1 · · · ̺(An)−1 , Yn :=
∑n+1
k=1 e1Ak · · ·Anet1
Sn
, n ≥ 0.
Then for some number 0 < ψ <∞, we have
̺ ≥ 1⇒ lim
n→∞
Yn = ψ;(6)
̺ < 1⇒ ψ ≤ lim
n→∞
Yn ≤ lim
n→∞
Yn ≤ ̺−1ψ.(7)
Remark 3. (i) The the number ψ can be deduced from (78), (79) and (80) be-
low. (ii) Though we have (5) in hands, it is hard to evaluate
∑n+1
k=1 e1Ak · · ·Anet1
since every summand there depends on n. But by (6) and (7), we know that∑n+1
k=1 e1Ak · · ·Anet1 is asymptotically the same as
∑n
k=1 ̺(A1)
−1···̺(Ak−1)−1
̺(A1)−1···̺(An)−1 which
is computable, so that
∑n+1
k=1 e1Ak · · ·Anet1 can be estimated.
1.3 Outline of the paper. As an application, in Section 2, we construct
an linear fractional BPVE such that all conditions of Theorem 1 are fulfilled.
Some delicate asymptotics of the extinction distribution are also studied, see
Theorem 3 below. Then, based on Theorem 2, we devote Section 3 to com-
pleting the proof of Theorem 1. Finally, the proof of Theorem 2 is presented
in Section 4.
2 Examples
For n ≥ 1, let qn,1 ≥ 0, qn,2 > 0, pn > 0 be numbers such that qn,1+qn,2+pn = 1.
Suppose that Zn, n ≥ 0 is a 2-type branching process with Z0 = e1 and
offspring distributions
P (Zn = (i, j)|Zn−1 = e1) = (i+ j)!
i!j!
qin,1q
j
n,2pn,(8)
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P (Zn = (1 + i, j)|Zn−1 = e2) = (i+ j)!
i!j!
qin,1q
j
n,2pn,(9)
where i ≥ 0, j ≥ 0, n ≥ 1. Some computation yields that the mean matrix
Mn :=
(
an bn
1 + an bn
)
with an :=
qn,1
pn
, bn :=
qn,2
pn
, n ≥ 1.
Also, it follows from (8) and (9) that
Fn(s) := E(s
Zn,1
1 s
Zn,2
2 |Z0 = e1) = 1−
e1
∏n
j=1Mj(1− s)
1 +
∑n
k=1 e1
∏n
i=kMi(1− s)
which leads to
ηn : = P (ν = n|Z0 = e1) = Fn(0)− Fn−1(0)(10)
=
e1
∏n−1
j=1 Mj1∑n
k=1 e1
∏n−1
i=k Mi1
− e1
∏n
j=1Mj1∑n+1
k=1 e1
∏n
i=kMi1
.
At first, we see what happens to the homogeneous case, that is
qn,1 ≡ q1, qn,2 ≡ q2, pn ≡ p so that Mn ≡M :=
(
q1/p q2/p
1 + q1/p q2/p
)
, n ≥ 1,
where we assume p > 0, q2 > 0 and p+ q1+ q2 = 1 which ensure that Zn, n ≥ 0
is truly a two-type branching process. Clearly, the spectral of M is
̺(M) =
q1 + q2 +
√
(q1 + q2)2 + 4pq2
2p
,
which we write temporarily as ̺ for simplicity. By some subtle computation,
from (10), we get
ηn =
e1M
n−11∑n−1
k=0 e1M
k1
− e1M
n1∑n
k=0 e1M
k1
∼


c̺n, if ̺ < 1,
c̺−n, if ̺ > 1,
n−2 if ̺ = 1,
as n→∞.
We thus come to the conclusion that for Galton-Watson processes, P (ν =
n|Z0 = e1) decays either exponentially (supercritical of subcritical cases) or
polynomially(critical case).
Next, we consider BPVE by adding some perturbations on a critical Galton-
Watson process, for which P (ν = n|Z0 = e1) may exhibit asymptotics very
different from the Galton-Watson process.
For K = 1, 2, ... and B ∈ R, set
Λ(1, i, B) =
B
i
,
Λ(2, i, B) =
1
i
+
B
i log i
, · · · ,
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Λ(K, i, B) =
1
i
+
1
i log i
+ ...+
1
i log i · · · logK−2 i
+
B
i log i · · · logK−1 i
,
where log0 i = i and for k ≥ 1, logk i = log logk−1 i.
For K and B fixed, set i0 := min
{
i : logK−1 i > 0, |Λ(K, i, B)| < 1
}
and let
ri :=
{
Λ(K,i,B)
3
, i ≥ i0,
ri0 , i < i0,
which serves as perturbations added on a critical Galton-Watson process. To
avoid tedious computation, we assume qn,1 ≡ 0, ∀n ≥ 1 and write qn,2 simply
as qn for n ≥ 1 so that (8) and (9) reduce to
P (Zn = (0, j)|Zn−1 = e1) = qjnpn,(11)
P (Zn = (1, j)|Zn−1 = e2) = qjnpn, j ≥ 0, n ≥ 1.(12)
Theorem 3. Suppose that Zn, n ≥ 0 is a two-type branching process whose
offspring distribution satisfies (11) and (12). Fix K = 1, 2, 3, ... and B ∈ R.
(i) If pi =
2
3
+ ri, qi =
1
3
− ri, i ≥ 1, then, as n→∞,
P (ν = n|Z0 = e1) ∼


c
n logn··· logK−2 n logK−1 n(logK n)2 , if B = 1,
c
n logn··· logK−2 n(logK−1 n)B , if B > 1,
c
n logn··· logK−2 n(logK−1 n)2−B , if B < 1.
(ii) If pi =
2
3
− ri, qi = 13 + ri, i ≥ 1, then, as n→∞,
P (ν = n|Z0 = e1) ∼


c
nB+2
, if K = 1, B > −1,
c
n(logn)2
, if K = 1, B = −1,
cnB, if K = 1, B < −1,
c
n3 logn... logK−2 n(logK−1 n)
B , if K > 1.
Remark 4. As seen from above, for multitype Galton-Watson processes, P (ν =
n|Z0 = e1) decays either exponentially or polynomially with speed n−2. But
for multitype BPVE, P (ν = n|Z0 = e1) may decay with many different speeds
such as c
(n logn)2
, cn−B, B ≥ 1 et al. as n→∞.
Proof. Write bk = qk/pk, k ≥ 1. ThenMk =
(
0 bk
1 bk
)
→ M =
(
0 1/2
1 1/2
)
as
k →∞. Comparing Mk with the one in (1), we find that ak ≡ 0, dk ≡ 1, k ≥ 1
and λ = 1, ̺(M) = 1, ̺1(M) = −1/2. Thus, dk − λak ≡ 1, ak + λbk = bk =
bk(dk+1 + λak), k ≥ 1. Moreover, we have the following lemma.
Lemma 1. (i) We have lim
n→∞
rn−rn+1
n2
= 1/3 and thus
∑∞
k=1 |bk+1 − bk| < ∞
whenever pi = 2/3± ri, i ≥ 2. (ii) for k ≥ i0, we have 1bk 6= 1bk+1 and
lim
k→∞
bk+1 − bk
bk+2 − bk+1 = 1,
no mater pi = 2/3 + ri or pi = 2/3− ri, i ≥ 1.
8 WANG & YAO
For the proof of the lemma, we refer the reader to [16, Lemma 7]. It
follow immediately from Lemma 1 that condition (B1) and condition (B2)a are
fulfilled. Therefore, all conditions of Theorem 1 are satisfied. Consequently,
applying Theorem 1, we conclude that
P (ν = n|Z0 = e1) ∼ c̺(M1)
−1 · · · ̺(Mn)−1
(
∑n
k=1 ̺(M1)
−1 · · · ̺(Mk)−1)2
, as n→∞.(13)
Note that ̺(Mk) =
(
bk +
√
b2k + 4bk
)
/2. If pi =
2
3
± ri, i ≥ 1, then by
Taylor enpension of ̺(Mk) at 0, we get
(14) ̺(Mk) = 1∓ 3rk +O(r2k) as k →∞.
Applying [16, Proposition 2], we get from (14) that
̺(M1) · · ·̺(Mn) ∼ c
(
n logn · · · logK−2 n(logK−1 n)B
)∓1
.(15)
With (13) and (15) in hands, the proof of Theorem 3 goes almost verbatim as
that of [15, Theorem 1]. We do not repeat it here. 
3 Extinction time distribution of BPVE
In this section, based on Theorem 2, we prove Theorem 1. The main body of
the proof is presented in Subsection 3.1. Some auxiliary lemmas whose proof
are relatively long will be proved in an independent Subsection 3.2.
3.1 Proof of Theorem 1
For n ≥ 0 and s = (s1, s2)t ∈ [0, 1]2, let
F (i)n (s) ≡ E(sZn|Z0 = ei) := E(sZn,11 sZn,22 |Z0 = ei), i = 1, 2
and set
F(s) = (F (1)n (s), F
(2)
n (s))
t.
It follows by induction(see [6, Lemma 1]) that for n ≥ 0,
Fn(s) = f1(f2(· · · fn(s) · · · )) = 1−
∏n
k=1Mk(1− s)
1 +
∑n
k=1 γk
∏n
i=k+1Mi(1− s)
which leads to
Fn(0) = 1−
∏n
k=1Mk1
1 +
∑n
k=1 γk
∏n
i=k+1Mi1
.
Note that for n ≥ 1 and i = 1, 2,
P (ν = n|Z0 = ei) = P (Zn−1 6= 0, Zn = 0|Z0 = ei)
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= P (Zn = 0|Z0 = ei)− P (Zn−1 = 0|Z0 = ei) = F (i)n (0)− F(i)n−1(0)
=
ei
∏n−1
k=1 Mk1
1 +
∑n−1
k=1 γk
∏n−1
i=k+1Mi1
− ei
∏n
k=1Mk1
1 +
∑n
k=1 γk
∏n
i=k+1Mi1
.
Let
A˜k =
(
ak + λbk bk
dk − λak 0
)
, k ≥ 1 and Λ =
(
1 0
λ 1
)
.
Since it is assumed that λ ≥ 0 and dk − λak > 0, then A˜k, k ≥ 1 are allowable
nonnegative matrices. Clearly, for k ≥ 1, n ≥ k, we have
Mk = ΛA˜kΛ
−1, ̺(Mk) = ̺(A˜k),(16)
γk
n∏
i=k+1
Mi = e1
n∏
i=k
Mi, e1
n∏
i=k
Mk1 = e1
n∏
i=k
A˜i
(
1
1− λ
)
.(17)
For n ≥ 0, write simply
p˜n ≡ P (ν = n|Z0 = e1).
Using (16) and (17), we get
p˜n =
e1
∏n−1
k=1 Mk1∑n
k=1 e1
∏n−1
i=k Mi1
− e1
∏n
k=1Mk1∑n+1
k=1 e1
∏n
i=kMi1
(18)
=
1∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
e1
∏n−1
k=1 A˜ke
t
1∑n
k=1 e1
∏n−1
i=k A˜i(1, 1− λ)t
Gn−1
where for n ≥ 1,
Gn−1 ≡ e1
∏n−1
k=1 A˜k(1, 1− λ)t
∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
e1
∏n−1
k=1 A˜ke
t
1
(19)
−e1
∏n
k=1 A˜k(1, 1− λ)t
∑n
k=1 e1
∏n−1
i=k A˜i(1, 1− λ)t
e1
∏n−1
k=1 A˜ke
t
1
.
For simplicity, we write a˜k = ak+λbk, d˜k = dk−λak, b˜k = bk, for k ≥ 1 and
λ˜ = 1− λ. Checking carefully, we find that if ak, bk, dk, k ≥ 1 satisfy condition
(B1) and one of (B2)a, (B2)b and (B2)c, then so do a˜k, b˜k, d˜k, k ≥ 1. Moreover,
by assumption, ak+λbk ≥ bk(dk+1−λak+1), ∀k ≥ 1, that is, a˜k ≥ b˜kd˜k+1, ∀k ≥
1. Therefore, if λ, ak, bk, dk, k ≥ 1 satisfy all the conditions of Theorem 1, then
all conditions of Theorem 2 are also fulfilled for a˜k, b˜k, d˜k, k ≥ 1. Let
Sn :=
∑n+1
k=1 ̺(A˜1)
−1 · · · ̺(A˜k−1)−1
̺(A˜1)−1 · · · ̺(A˜n)−1
=
∑n+1
k=1 ̺(M1)
−1 · · · ̺(Mk−1)−1
̺(M1)−1 · · · ̺(Mn)−1 ,
Yn :=
∑n+1
k=1 e1A˜k · · · A˜net1
Sn
, n ≥ 0.
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Then applying Theorem 2 to the matrices A˜k, k ≥ 1, we get from (5), (6) and
(7) that, with some number 0 < ψ˜ <∞, we have
̺(M) ≥ 1⇒ lim
n→∞
Yn = ψ˜,(20)
̺(M) < 1⇒ ψ˜ ≤ lim
n→∞
Yn ≤ lim
n→∞
Yn ≤ ̺(M)−1ψ˜,(21)
e1
n∏
i=1
A˜ne
t
1 ∼ c̺(A˜1) · · · ̺(A˜n) = c̺(M1) · · ·̺(Mn) as n→∞.(22)
Note that
n+1∑
k=1
e1
n∏
i=k
A˜i(1, 1− λ)t =
n+1∑
k=1
e1
n∏
i=k
A˜ie
t
1 + (1− λ)
n+1∑
k=1
e1
n∏
i=k
A˜ie
t
2
=
n+1∑
k=1
e1
n∏
i=k
A˜ie
t
1 + (1− λ)bn
n∑
k=1
e1
n−1∏
i=k
A˜ie
t
1.
Thus, we have∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
Sn
= Yn + (1− λ)bnYn−1Sn−1
Sn
.(23)
The following lemma is useful to compute the limit of Sn−1
Sn
as n→∞.
Lemma 2. Suppose that σn, n ≥ 1 is a sequence of positive numbers and
limn→∞ σn = σ > 0. Then we have
lim
n→∞
σ1 · · ·σn+1∑n+1
k=1 σ1 · · ·σk−1
=
{
0, if σ ≤ 1,
σ − 1, if σ > 1.(24)
Lemma 3. Suppose that condition (B1) holds. Then
lim
n→∞
Sn−1
Sn
=
{
̺(M)−1, if ̺(M) ≥ 1,
1, if ̺(M) < 1.
(25)
Proof. By some easy computation, we obtain
Sn−1
Sn
= ̺(Mn)
−1 1
1 + ̺(M1)
−1···̺(Mn)−1∑n
k=1 ̺(M1)
−1···̺(Mk−1)−1
.(26)
Note that ̺(Mn) > 0, ∀n ≥ 1 and under condition (B1), limn→∞ ̺(Mn) =
̺(M). Thus we can apply Lemma 2 to the sequence ̺(Mn)
−1, n ≥ 1 to get
lim
n→∞
̺(M1)
−1 · · · ̺(Mn)−1∑n
k=1 ̺(M1)
−1 · · ·̺(Mk−1)−1 =
{
0, if ̺(M) ≥ 1,
̺(M)−1 − 1, if ̺(M) < 1.
Then taking limits on both sides of (26), we get (25). .
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If ̺(M) ≥ 1, taking limits on both sides of (23) and using (20) and (25),
we obtain that
lim
n→∞
∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
Sn
= ψ˜
(
1 + (1− λ)b̺(M)−1) > 0,(27)
where the positivity of the limit is a consequence of the following Lemma.
Lemma 4. τ := 1 + (1− λ)b̺(M)−1 > 0.
Proof. Clearly, if λ ≤ 1, we have τ > 0. Thus we suppose that λ > 1. In this
situation, it suffices to show b(λ− 1) < ̺(M) or equivalently
λb− 2b− a <
√
(a + λb)2 + 4b(d− λa).(28)
If 1 < λ ≤ a
b
+ 2, then λb − 2b − a < 0 and (28) is true. If λ > a
b
+ 2, then
(28) holds if and only if (λb− 2b− a)2 < (a+λb)2+4b(d−λa) or equivalently
b− λb+ a < d, which holds trivially since b− λb+ a < 0. 
We now continue to prove (4). By (18), we have
p˜n =
Sn∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
Sn−1∑n
k=1 e1
∏n−1
i=k A˜i(1, 1− λ)t
(29)
× e1
∏n−1
k=1 A˜ke
t
1
̺(M1) · · ·̺(Mn−1)
̺(M1) · · ·̺(Mn)
S2n
Sn
Sn−1
Gn−1
̺(Mn)
.
Taking (22), (25) and (27) into account, by (29), we get
p˜n ∼ c̺(M1) · · ·̺(Mn)
S2n
Gn−1 =
c̺(M1) · · ·̺(Mn)(∑n+1
k=1 ̺(M1) · · ·̺(Mk−1)
)2Gn−1,(30)
as n→ ∞. The lemma below says that Gn defined in (19) converges to some
positive limit.
Lemma 5. Suppose that condition (B1) holds, |̺1(M)| < 1 and ∀k, dk ≥
λak + ε for some ε > 0. Then, there exists some number G > 0 such that
(31) lim
n→∞
Gn = G.
We postpone the proof of Lemma 5 to the next subsection. Substituting
(31) and into (30), we get
p˜n ∼ c ̺(M1)
−1 · · · ̺(Mn)−1(∑n+1
k=1 ̺(M1)
−1 · · · ̺(Mk)−1
)2 , as n→∞,
which finishes the proof of (4).
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Finally, we proceed to show (3). In view of (4), it is enough to prove (3)
under the assumption ̺(M) < 1. Thus we assume next ̺(M) < 1. It follows
from (21), (23) and (25) that if λ ≤ 1, we have
ψ˜(1+(1− λ)b) ≤ lim
n→∞
∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
Sn
(32)
≤ lim
n→∞
∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
Sn
≤ ̺(M)−1ψ˜(1 + (1− λ)b);
otherwise if λ > 1, taking also Lemma 4 into consideration, we have
0 < ψ˜
(
1 + (1− λ)b̺(M)−1) ≤ lim
n→∞
∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
Sn
(33)
≤ lim
n→∞
∑n+1
k=1 e1
∏n
i=k A˜i(1, 1− λ)t
Sn
≤ ψ˜(̺(M)−1 + (1− λ)b).
Therefore, we always have
n+1∑
k=1
e1
n∏
i=k
A˜i(1, 1− λ)t ≍ Sn as n→∞.(34)
Taking (22), (25), (31) and (34) into account, we deduce from (29) that
p˜n ≍ ̺(M1) · · ·̺(Mn)
S2n
=
c̺(M1) · · ·̺(Mn)(∑n+1
k=1 ̺(M1) · · · ̺(Mk−1)
)2 as n→∞.
Thus, (3) is proved and so is Theorem 1. 
3.2 Proofs of auxiliary Lemmas
3.2.1 Proof of Lemma 2
Suppose first σ ≤ 1. Clearly, if σ < 1, then limn→∞ σ1 · · ·σn = 0 and (24) holds
trivially. Now we assume σ = 1. Fix N > 0. For n > N, we have∑n+1
k=1 σ1 · · ·σk−1
σ1 · · ·σn+1 =
n+1∑
k=1
σ−1k · · ·σ−1n+1
≥ σ−1n+1
(
1 +
1
σn
+
1
σn−1σn
+ · · ·+ 1
σn · · ·σn−N+1
)
.
Letting n → ∞, we have limn→∞
∑n+1
k=1
σ1···σk−1
σ1···σn+1 ≥ (N + 1)σ−1. Since N is
arbitrary, we have limn→∞
∑n
k=1 σ1···σk
σ1···σn+1 =∞ which implies (24).
Suppose next σ > 1. Since limn→∞ σn = σ > 0, for 0 < ǫ < (1−σ−1)∧σ−1,
∃k1 > 0 such that σ−1 − ǫ ≤ σ−1k ≤ σ−1 + ǫ, ∀k > k1. With this number k1, we
get ∑n+1
k=1 σ1 · · ·σk−1
σ1 · · ·σn+1 =
k1∑
k=1
σ−1k · · ·σ−1n+1 +
n+1∑
k=k1+1
σ−1k · · ·σ−1n+1.(35)
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Clearly we have 0 ≤∑k1k=1 σ−1k · · ·σ−1n+1 ≤∑k1k=1 σ−1k · · ·σ−1k1 (σ−1+ ǫ)n−k1+1 → 0
as n→∞ and
σ−1 − ǫ
1− (σ−1 − ǫ) ≤ limn→∞
n+1∑
k=k1+1
σ−1k · · ·σ−1n+1
≤ lim
n→∞
n+1∑
k=k1+1
σ−1k · · ·σ−1n+1 ≤
σ−1 + ǫ
1− (σ−1 + ǫ) .
Letting ǫ → 0, we get limn→∞
∑n+1
k=k1+1
σ−1k · · ·σ−1n+1 = σ − 1, which together
with (35) implies (24). 
3.2.2 Proof of Lemma 5
For n ≥ 1, set
fn ≡ e1
∏n
k=1 A˜ke
t
2
e1
∏n
k=1 A˜ke
t
1
and Hn ≡
n∑
k=1
e1
n∏
i=k
A˜i(fne
t
1 − et2).
Then by some subtle computation, we get
Gn−1 = 1 + (b˜nλ˜
2 + a˜nλ˜− d˜n + λ˜)fn−1 + (b˜nλ˜2 + a˜nλ˜− d˜n)Hn−1.(36)
The lemma below, whose proof is postponed to the end of the section, confirms
the convergence of fn and Hn as n→∞.
Lemma 6. We have
Hn =
n−1∑
k=1
(−1)n−kfkd˜k+1fk+1 · · · d˜nfn, n ≥ 1.
Furthermore, if condition (B1) holds, |̺1(M)| < 1 and ∀k, dk ≥ λak, then
lim
n→∞
fn = −̺1(M)
d− λa, limn→∞Hn = −
1
d − λa
̺1(M)
2
1− ̺1(M) ,
where we use the convention 0
0
= 0.
Applying Lemma 6, from (36) we get
lim
n→∞
Gn = G :=
(1− λ)̺1(M)2 − (1− λ)(a+ b+ 1)̺1(M) + d− λa
(d− λa)(1− ̺1(M)) .(37)
What is left for us to do is to show that the limit value G is positive. In
view of (18), since
∑n
k=1 e1
∏n−1
i=k A˜i(1, 1 − λ)t =
∑n
k=1 e1
∏n−1
i=k Mi1 > 0 and
e1
∏n−1
k=1 A˜ke
t
1 = e1
∏n−1
k=1 Mk(1, λ)
t > 0, we must have Gn ≥ 0, ∀n ≥ 0 and
hence G = limn→∞Gn ≥ 0. Thus, it remains to show G 6= 0.
Note that by assumption, we have dk−λak ≥ ε for some ε > 0, so we must
have λ < d
a
and hence ̺1(M) < 0.
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Whenever d
a
≤ 1 and 0 ≤ λ < d
a
, it follows easily from (37) that G > 0.
Thus we need only to consider the case d
a
> 1 and 0 ≤ λ < d
a
.
Suppose first 0 ≤ λ ≤ 1. Since d− λa > 0 and ̺1(M) < 0, it is easily seen
that G > 0.
Suppose next 1 + b−1 6= λ ∈ (1, d
a
). Let
g(x) = (1− λ)x2 − (1− λ)(a+ b+ 1)x+ d− λa.
Then g(x) = 0 has two roots
1
2
(
a+ b+ 1±
√
(a+ b+ 1)2 + 4
d− λa
λ− 1
)
.
Since ̺1(M) < 0, then G = 0 if and only if
̺1(M) =
1
2
(
a+ b+ 1−
√
(a+ b+ 1)2 + 4
d− λa
λ− 1
)
,
or equivalently,
a + λb+
√
(a + b+ 1)2 + 4
d− aλ
λ− 1(38)
= (a+ b+ 1) +
√
(a + λb)2 + 4b(d− aλ).
By some subtle computation, we see that (38) happens if and only if
(d− aλ)
(
1
λ− 1 − b
)
×
{
2(a2 + b2 + 2ab+ b− λb) + (a+ b+ 1)
√
(a + λb)2 + 4b(d− aλ)
+ (a+ λb)
√
(a+ b+ 1)2 + 4
d− aλ
λ− 1
}
=: (d− aλ)
(
1
λ− 1 − b
)
Θ(λ, a, b, d) = 0.
Clearly, we have Θ(λ, a, b, d) > 0. Thus G = 0 if and only if λ = d
a
or 1 + 1
b
.
But by assumption, 1 < λ < d
a
and λ 6= 1 + b−1, so we come to the conclusion
that G 6= 0. The proof of Lemma 5 has been completed. 
To end this section, we prove Lemma 6.
Proof of Lemma 6. To begin with, we prove the first part. Note that
fn =
e1A˜1 · · · A˜net2
e1A˜1 · · · A˜net1
=
b˜ne1A˜1 · · · A˜n−1et1
e1A˜1 · · · A˜n−1(a˜net1 + d˜net2)
=
b˜n
a˜n + d˜nfn−1
,(39)
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which leads to
d˜nfnfn−1 = b˜n − a˜nfn, n ≥ 2.
Consequently, for n ≥ 2,
Hn =
n∑
k=1
e1
n∏
i=k
A˜i(fne
t
1 − et2)(40)
= a˜nfn − b˜n +
n−1∑
k=1
e1
n−1∏
i=k
A˜i((a˜nfn − b˜n)et1 + d˜nfnet2)
= −d˜nfnfn−1 − d˜nfn
n−1∑
k=1
e1
n−1∏
i=k
A˜i(fn−1e
t
1 − et2)
= −d˜nfnfn−1 − d˜nfnHn−1.
Since H1 = 0, iterating (40), we get
Hn =
n−1∑
k=1
(−1)n−kfkd˜k+1fk+1 · · · d˜nfn, n ≥ 1.
Next, we turn to prove the second part. Suppose that condition (B1) holds,
|̺1(M)| < 1 and ∀k, dk ≥ λak. Iterating (39), we get
fn =
b˜nd˜
−1
n
a˜nd˜−1n +
b˜n−1d˜
−1
n−1
a˜n−1d˜
−1
n−1 + · · ·+
b˜1d˜
−1
1
a˜1d˜
−1
1
, n ≥ 1.
Then by the theory of convergence of limit periodic continued fractions(see
[13, Theorem 4.13, page 188]), the limit f := limn→∞ fn exists. But since
fn > 0, ∀n ≥ 1, we must have f ≥ 0. Letting n → ∞ in (39), we get f =
b
a+λb+(d−λa)f whose positive solution is
f =
√
(a+ λb)2 + 4b(d− λa)− a− λb
2(d− λa) ≡ −
̺1(M)
d− λa.
Consequently, we have
lim
n→∞
d˜nfn =
√
(a+ λb)2 + 4b(d− λa)− a− λb
2
= −̺1(M) ∈ [0, 1).
For any ǫ ∈ (0, 1+̺1(M)), there exists a number k2 > 0 such that−̺1(M)−ǫ <
dkfk < −̺1(M) + ǫ, f − ǫ < fk < f + ǫ, ∀k ≥ k2. Write
Hn =
n−1∑
k=1
(−1)n−kfkd˜k+1fk+1 · · · d˜nfn(41)
=
k2−1∑
k=1
(−1)n−kfkd˜k+1fk+1 · · · d˜nfn +
n−1∑
k=k2
(−1)n−kfkd˜k+1fk+1 · · · d˜nfn
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=: Hn(1) +Hn(2).
Since limn→∞ fn = f, fn ≤ C, ∀n ≥ 1 for some number C > 0. Thus we have
|Hn(1)| ≤ c
k2−1∑
k=1
(−̺1(M))n−k2 = c(k2 − 1)(−̺1(M))n−k2 → 0(42)
as n→∞. On the other hand,
lim
n→∞
Hn(2) ≤ (f + ǫ)
(
(−̺1(M) + ǫ)2
1− (−̺1(M) + ǫ)2 −
(−̺1(M)− ǫ)
1− (−̺1(M)− ǫ)2
)
,
lim
n→∞
Hn(2) ≥ (f − ǫ)
(
(−̺1(M)− ǫ)2
1− (−̺1(M)− ǫ)2 −
(−̺1(M) + ǫ)
1− (−̺1(M) + ǫ)2
)
from which we get by letting ǫ→ 0 that
lim
n→∞
Hn(2) = f
(
̺1(M)
2
1− ̺1(M)2 +
̺1(M)
1− ̺1(M)2
)
=
f̺1(M)
1− ̺1(M) .(43)
Taking limits of the both sides of (41), we get from (42) and (43) that
lim
n→∞
Hn =
f̺1(M)
1− ̺1(M) = −
1
d− λa
̺1(M)
2
1− ̺1(M) .
The lemma is proved. 
4 Products of positive matrices and the tails
of continued fractions
The main purpose of this section is to prove Theorem 2. The proof relies
heavily on various properties of the continued fractions and their tails. Keep
also in mind that under condition (B1), we have
Ak :=
(
ak bk
dk 0
)
→
(
a b
d 0
)
=: A as k →∞,
̺(Ak) =
√
a2k + 4bkdk + ak
2
→
√
a2 + 4bd+ a
2
=: ̺ ≡ ̺(A) as k →∞.
4.1 Matrix products, continued fractions and their ap-
proximants
4.1.1 Notations of continued fractions
To begin with, we introduce some notations of continued fraction. Let βk, αk >
0, k ≥ 1 be certain numbers. For 1 ≤ k ≤ n, We denote by
(44) ξk,n ≡ βk
αk +
βk+1
αk+1 + · · ·+
βn
αn
:=
βk
αk +
βk+1
αk+1+...
+
βn
αn
,
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the (n− k + 1)-th approximant of a continued fraction
ξk :=
βk
αk +
βk+1
αk+1 +
βk+2
αk+2 + · · · .(45)
If limn→∞ ξk,n exists, then we say that the continued fraction ξk is convergent
and its value is defined as limn→∞ ξk,n. If
∃B > 0 such that ∀k ≥ 1, B−1 ≤ βk/αk ≤ B,(46)
then by Seidel-Stern Theorem(see [13, Theorem 3.14]), for any k ≥ 1, ξk
is convergent. We also remark that in literatures, ξk, k ≥ 1 in (45) are
usually called the tails of the continued fraction ξ1 :=
β1
α1+
β2
α2+··· and hk :=
βk
αk−1+
βk−1
αk−2+···+
β2
α1
, k ≥ 2 are referred to as the critical tails of ξ1.
4.1.2 Product of matrices expressed in terms of the approximants of continued
fractions
Now, for 1 ≤ k ≤ n, set
yk,n := e1Ak · · ·Anet1 and ξk,n :=
yk+1,n
yk,n
.(47)
Noting that the empty product equals identity, thus yn+1,n = e1Ie1 = 1.
Therefore, we have
ξ−1k,n · · · ξ−1n,n = yk,n = e1Ak · · ·Anet1,(48)
n+1∑
k=1
e1Ak · · ·Anet1 =
n+1∑
k=1
ξ−1k,n · · · ξ−1n,n =
∑n+1
k=1 ξ1,n · · · ξk−1,n
ξ1,n · · · ξn,n .(49)
Lemma 7. For 1 ≤ k ≤ n, ξk,n defined in (47) coincides with the one in (44)
with βk = b
−1
k d
−1
k+1 and αk = akb
−1
k d
−1
k+1.
Proof. By definition, note that for 1 ≤ k ≤ n,
ξk,n =
yk+1,n
yk,n
=
e1Ak+1 · · ·Anet1
e1Ak · · ·Anet1
=
e1Ak+1 · · ·Anet1
(ake1 + bke2)Ak+1 · · ·Anet1
(50)
=
1
ak + bk
e2Ak+1···Anet1
e1Ak+1···Anet1
=
1
ak + bkdk+1
e1Ak+2···Anet1
e1Ak+1···Anet1
=
b−1k d
−1
k+1
akb
−1
k d
−1
k+1 + ξk+1,n
.
Thus, the lemma can be proved by iterating (50). 
With (48) and (49), Lemma 8 below is crucial to the proof of Theorem 2.
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Lemma 8. Let ξk, k ≥ 1, ξk,n, 1 ≤ k ≤ n be the ones defined in (44) and (45)
with βk = b
−1
k d
−1
k+1 and αk = akb
−1
k d
−1
k+1, k ≥ 1. Suppose condition (B1) and one
of conditions (B2)a, (B2)b and (B2)c hold. Then
ξ1,n · · · ξn,n ∼ c̺(A1)−1 · · · ̺(An)−1, as n→∞.(51)
Furthermore, if we assume further ak ≥ bkdk+1, ∀k ≥ 1, then
ξ1,n · · · ξn,n ∼ cξ1 · · · ξn, as n→∞.(52)
At last, suppose all of the above conditions hold. Let a, b, d be the numbers in
condition (B1) and set ̺ ≡ a+
√
a2+4bd
2
. Then
̺ ≥ 1⇒
n+1∑
k=1
ξ1,n · · · ξk−1,n ∼
n+1∑
k=1
ξ1 · · · ξk−1, as n→∞;(53)
̺ < 1⇒ 1 ≤ lim
n→∞
∑n+1
k=1 ξ1,n · · · ξk−1,n∑n+1
k=1 ξ1 · · · ξk−1
≤ lim
n→∞
∑n+1
k=1 ξ1,n · · · ξk−1,n∑n+1
k=1 ξ1 · · · ξk−1
≤ ̺−1.(54)
4.1.3 Lower and upper bounds for the product of approximants of continued
fractions by the one of the tails
The proof of Lemma 8 depends heavily on the following lemma which studies
various properties of the continued fractions and their approximants.
Lemma 9. Let ξk,n and ξk be the ones in (44) and (45). Suppose that αk, βk >
0, ∀k ≥ 1 and (46) is satisfied. Then we have
ξk,n → ξk ∈ (0,∞), as n→∞,(55)
ξk,n
{
< ξk, if n− k + 1 is even,
> ξk, if n− k + 1 is odd, , 1 ≤ k ≤ n,(56)
ξk,nξk+1,n
{
> ξkξk+1, if n− k + 1 is even,
< ξkξk+1, if n− k + 1 is odd, 1 ≤ k ≤ n− 1.(57)
Furthermore if we assume in addition αk ≥ 1, ∀k ≥ 1, then
ξn,n < ξn + ξnξn+1,(58)
for 1 ≤ k ≤ n− 1,
ξk,n + ξk,nξk+1,n
{ ≥ ξk + ξkξk+1, if n− k + 1 is even,
≤ ξk + ξkξk+1, if n− k + 1 is odd,(59)
and for n ≥ 1,
ξ1 · · · ξn ≤ ξ1,n · · · ξn,n ≤ ξ1 · · · ξn(1 + ξn+1),(60)
n∑
k=1
ξ1 · · · ξk ≤
n∑
k=1
ξ1,n · · · ξk,n ≤
n+1∑
k=1
ξ1 · · · ξk.(61)
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Proof. Applying Seidel-Stern Theorem(see [13, Theorem 3.14]), we get (55)
and with (55) in hand, (56) is a direct consequence of [13, Thoerem 3.12].
Next, note that by (44) and (45), we have
ξk,nξk+1,n = βk − αkξk,n and ξkξk+1 = βk − αkξk,
respectively. Consequently,
ξk,nξk+1,n − ξkξk+1 = αk(ξk − ξk,n),(62)
ξk,n + ξk,nξk+1,n − ξk − ξkξk+1 = (αk − 1)(ξk − ξk,n).(63)
Taking (56) into account, from (62), we get (57) and from (63), we get (59) if
αk ≥ 1, ∀k ≥ 1.
Next, we proceed to prove (58). To this end, note that for all n ≥ 1, αn ≥ 1
by assumption and ξn+1 > 0. Thus
ξn + ξnξn+1 − ξnn = ξn + βn − αnξn − βn/αn
= (αn − 1)(βn/αn − ξn) = (αn − 1)(βn/αn − βn/(αn + ξn+1)) ≥ 0,
which implies (58).
Finally, we turn to prove (60) and (61). At first, assume n ≥ 1 is an even
number. Then it follows from (55), (57) and (58) that
ξ1,n · · · ξn,n = ξ1,nξ2,nξ3,n · · · ξn−2,nξn−1,nξn,n ≤ ξ1ξ2ξ3 · · · ξn−2ξn−1ξn(1 + ξn+1),
ξ1,n · · · ξn,n = ξ1,nξ2,n · · · ξn−1,nξn,n ≥ ξ1ξ2 · · · ξn−1ξn
which imply (60). To show (61), on one hand, note that by (56)-(59),
n∑
k=1
ξ1,n · · · ξk,n = ξ1,n + ξ1,n(ξ2,n + ξ2,nξ3,n) + ξ1,nξ2,nξ3,n(ξ4,n + ξ4,nξ5,n)
+ · · ·+ ξ1,nξ2,nξ3,n · · · ξn−4,nξn−3,n(ξn−2,n + ξn−2,nξn−1,n)
+ ξ1,nξ2,nξ3,n · · · ξn−2,nξn−1,nξn,n
≤
n+1∑
k=1
ξ1 · · · ξk
which is the upper bound of (61). On the other hand, by (57) and (59), we
have
n∑
k=1
ξ1,n · · · ξk,n = ξ1,n + ξ1,nξ2,n + ξ1,nξ2,n(ξ3,n + ξ3,nξ4,n)
+ · · ·+ ξ1,nξ2,n · · · ξn−3,nξn−2,n(ξn−1,n + ξn−1,nξn,n)
≥
n∑
k=1
ξ1 · · · ξk
which is the lower bounded of (61). Thus, both (60) and (61) holds whenever
n ≥ 1 is even. When n ≥ 1 is an odd number, (60) and (61) can be shown by
a similar argument, so we omit this part. 
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4.1.4 Fluctuations of tail and critical tail of continued fractions
For k ≥ 1, let
fk =
bkd
−1
k
akd
−1
k
+
bk−1d
−1
k−1
ak−1d
−1
k−1 + · · ·+
b1d
−1
1
a1d
−1
1
,
ξk =
b−1k d
−1
k+1
akb
−1
k d
−1
k+1
+
b−1k+1d
−1
k+2
ak+1b
−1
k+1d
−1
k+2
+ · · · .
Set also
εfk = fk − bk+1̺(Ak+1)−1, εξk = ξk − ̺(Ak)−1, k ≥ 1,
δfk = bkd
−1
k − bk+1̺(Ak+1)−1(akd−1k + bk̺(Ak)−1), k ≥ 2,
δξk = b
−1
k d
−1
k+1 − ̺(Ak)−1(akb−1k d−1k+1 + ̺(Ak+1)−1), k ≥ 1.
Suppose that condition (B1) holds. Then by the theory of convergence
of limit periodic continued fractions(see [4, Theorem 3.5.2, page 55] and [13,
Theorem 4.13, page 188]), we have
fk → b̺−1 and ξk → ̺−1 as k →∞(64)
so that we also have εfk → 0 and εξk → 0 as k →∞.
Lemma 10 below studies the fluctuations of εfk and ε
ξ
k k ≥ 1.
Lemma 10. Suppose that condition (B1) and one of (B2)a, (B2)b, (B2)c hold.
Then there exists some number q with |q| ≤ 1 such that
lim
k→∞
δfk+1/δ
f
k = lim
k→∞
δξk+1/δ
ξ
k = q,(65)
lim
k→∞
εξk+1
εξk
= q, lim
k→∞
εfk+1
εfk
= q or − b̺
−1
1 + b̺−1
.(66)
Proof. If (65) holds, then (66) is a direct consequence of [16, Lemma 4] and
[12, Theorem 6.1]. Therefore, it is sufficient to prove (65).
Suppose condition (B1) holds. Then some easy computation yields that
limk→∞ δ
ξ
k = limk→∞ δ
f
k = 0. Thus, if the limits in (65) exist, we must have
|q| ≤ 1. It remains to show the limits in (65) exist and are equal. To this end,
notice that by some direct computation, we get
δfk =
bkd
−1
k ∆
f
k
ak+1
bk+1
+
√(
ak+1
bk+1
)2
+ 4dk+1
bk+1
and δξk =
b−1k d
−1
k+1∆
ξ
k
ak
bk
+
√(
ak
bk
)2
+ 4dk
bk
where
∆fk =
ak+1
bk+1
− ak
bk
+
(
ak+1
bk+1
− ak
bk
)(
ak+1
bk+1
+ ak
bk
)
+ 4
(
dk+1
bk+1
− dk
bk
)
√(
ak+1
bk+1
)2
+ 4
dk+1
bk+1
+
√(
ak
bk
)2
+ 4dk
bk
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and
∆ξk =
ak+1
bk+1
− ak
bk
−
(
ak+1
bk+1
− ak
bk
)(
ak+1
bk+1
+ ak
bk
)
+ 4
(
dk+1
bk+1
− dk
bk
)
√(
ak+1
bk+1
)2
+ 4
dk+1
bk+1
+
√(
ak
bk
)2
+ 4dk
bk
.
Therefore, by condition (B1) we have
lim
k→∞
δfk+1/δ
f
k = lim
k→∞
∆fk+1/∆
f
k , lim
k→∞
δξk+1/δ
ξ
k = lim
k→∞
∆ξk+1/∆
ξ
k.
Suppose now condition(B2)a holds. Then the limits
lim
k→∞
δfk+1/δ
f
k = lim
k→∞
δξk+1/δ
ξ
k = lim
k→∞
dk+2/bk+2 − dk+1/bk+1
dk+1/bk+1 − dk/bk
exist. Next, suppose that condition (B2)b holds. Then the limits
lim
k→∞
δfk+1/δ
f
k = lim
k→∞
δξk+1/δ
ξ
k = lim
k→∞
ak+2/bk+2 − ak+1/bk+1
ak+1/bk+1 − ak/bk
exist. Finally, suppose condition (B2)c holds. If
τ := lim
k→∞
dk+1/bk+1 − dk/bk
ak+1/bk+1 − ak/bk 6=
−a±√a2 + 4bd
2b
is finite, then
lim
k→∞
∆fk
ak+1
bk+1
− ak
bk
= 1− a/b+ 2τ√
(a/b)2 + 4d/b
6= 0,
lim
k→∞
∆ξk
ak+1
bk+1
− ak
bk
= 1 +
a/b+ 2τ√
(a/b)2 + 4d/b
6= 0
and consequently, the limits
lim
k→∞
δfk+1/δ
f
k = lim
k→∞
δξk+1/δ
ξ
k = lim
k→∞
ak+2/bk+2 − ak+1/bk+1
ak+1/bk+1 − ak/bk
exist. Otherwise, if τ = ∞, then limk→∞ ak+1/bk+1−ak/bkdk+1/bk+1−dk/bk = 0 and hence the
limits
lim
k→∞
δfk+1/δ
f
k = lim
k→∞
δξk+1/δ
ξ
k = lim
k→∞
dk+2/bk+2 − dk+1/bk+1
dk+1/bk+1 − dk/bk
exist. The lemma is proved. 
We are now ready to prove Lemma 8.
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4.1.5 Proof of Lemma 8
Suppose now condition (B1) and one of (B2)a, (B2)b and (B2)c hold. Then
Lemma 10 ensures us to apply [16, Theorem 3] to Atk, k ≥ 1 to yield that
e1A1 · · ·Anet1 = e1Atn · · ·At1et1 ∼ c̺(A1) · · ·̺(An) as n→∞.(67)
Here, we remark that when considering Atk, k ≥ 1, the conditions (B2)a, (B2)b
and (B2)c in this paper are slightly different from the ones in [16]. But the
key role which (B2)a, (B2)b and (B2)c in [16] play is to show that limk→∞
δk+1
δk
exists. Lemma 10 showed that limk→∞
δk+1
δk
exists under conditions (B2)a,
(B2)b and (B2)c of this paper. So, we can apply [16, Theorem 3] to A
t
k, k ≥ 1
to get (67).
By Lemma 7, for 1 ≤ k ≤ n, ξk,n in (44) coincides with the one in (47), if
βk = b
−1
k d
−1
k+1 and αk = akb
−1
k d
−1
k+1. Therefore from (48) and (67) we get
ξ1,n · · · ξn,n = 1
e1A1 · · ·Anet1
∼ c̺(A1)−1 · · · ̺(An)−1, as n→∞,(68)
which finishes the proof of (51).
Next, supposing further that ak ≥ bkdk+1, ∀k ≥ 1, we proceed to prove
(52), (53) and (54). Note that we have αk = akb
−1
k d
−1
k+1 ≥ 1, ∀k ≥ 1. Also,
since limk→∞ βk = b−1d−1 and limk→∞ αk = ab−1d−1, then (46) is fulfilled.
Therefore, it follows from Lemma 9 that for k ≥ 1
ξk,n → ξk ∈ (0,∞), as n→∞,(69)
and for n ≥ 1,
ξ1 · · · ξn ≤ ξ1,n · · · ξn,n ≤ ξ1 · · · ξn(1 + ξn+1),
n∑
k=1
ξ1 · · · ξk ≤
n∑
k=1
ξ1,n · · · ξk,n ≤
n+1∑
k=1
ξ1 · · · ξk,
which lead to
1 ≤ ξ1,n · · · ξn,n
ξ1 · · · ξn ≤ 1 + ξn+1,(70)
1 ≤
∑n+1
k=1 ξ1,n · · · ξk−1,n∑n+1
k=1 ξ1 · · · ξk−1
≤ 1 + ξ1 · · · ξn+1∑n+1
k=1 ξ1 · · · ξk−1
.(71)
On the other hand, since limk→∞ ξk = ̺−1 by (64), applying Lemma 2 to
ξk, k ≥ 1, we get
lim
n→∞
ξ1 · · · ξn+1∑n+1
k=1 ξ1 · · · ξk−1
=
{
0, if ̺ ≥ 1,
̺−1 − 1, if ̺ < 1.(72)
With (72) in hands, we have directly from (71) that (53) and (54) hold.
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Next, we turn to prove (52). In view of (51), it suffices to show that
ξ1 · · · ξn ∼ c̺(A1)−1 · · · ̺(An)−1 as n→∞.(73)
To this end, write xn =
ξ1···ξn
̺(A1)−1···̺(An)−1 , n ≥ 1. Note that by (64), (68) and
(70), there exist some numbers 0 ≤ c3 ≤ c4 <∞ such that
(74) c3 ≤ xk ≤ c4, ∀k ≥ 1.
Notice that by Lemma 10,
lim
k→∞
ξk+1 − ̺(Ak+1)−1
ξk − ̺(Ak)−1 = q,(75)
for some number q with |q| ≤ 1.
At first, we suppose |q| < 1. Then it follows from (75) that ∑∞k=1 |ξk −
̺(Ak)
−1| <∞. Thus, taking (64) and (74) into account, we have
∞∑
n=1
|xn+1 − xn| =
∞∑
n=1
̺(An+1)
−1xn|ξn+1 − ̺(An+1)−1|(76)
≤ c
∞∑
n=1
|ξn+1 − ̺(An+1)−1| <∞.
Therefore, by (74) and (76), we have limk→∞ xk = c for some number c > 0.
Secondly, we suppose q = 1. Then, there exists a number k3 > 0 such that
either ξk − ̺(Ak)−1 ≥ 0, ∀k ≥ k3 or ξk − ̺(Ak)−1 ≤ 0, ∀k ≥ k3.(77)
But for k ≥ 1 we have xk+1
xk
=
ξk+1
̺(Ak+1)−1
so that by (77), we must have either
xk+1 ≤ xk, ∀k ≥ k3 or xk+1 ≥ xk, ∀k ≥ k3. That is to say, xk, k ≥ k3 is
monotone. This fact together with (74) implies that limk→∞ xk = c for some
number c > 0.
Finally, we suppose q = −1. Then there exists a number k4 > 0 such that
ξk+1 − ̺(Ak+1)−1
ξk − ̺(Ak)−1 < 0, ∀k ≥ k4.
Thus, ξk−̺(Ak)−1, k ≥ k4 converges to 0 in an alternating manner. Therefore
xk = x1 + limk→∞
∑k
i=2(xk − xk−1) converges to some positive number c.
We have shown that in any case, limk→∞ xk = c for some number c > 0.
Consequently, (73) is proved and so is (52). 
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4.2 Proof of Theorem 2
We are now ready to complete the proof of Theorem 2. Suppose condition
(B1) and one of (B2)a, (B2)b and (B2)c hold. Then (5) is a direct consequence
of (67) above. Assume further ak ≥ bkdk+1, ∀k ≥ 1. Write
Yn =
∑n+1
k=1 e1Ak · · ·Anet1
∑n+1
k=1
̺(A1)−1···̺(Ak−1)−1
̺(A1)−1···̺(An)−1
, n ≥ 0.
Then it follows from (49) that
Yn =
̺(A1)
−1 · · · ̺(An)−1
ξ1,n · · · ξn,n
∑n+1
k=1 ξ1,n · · · ξk−1,n∑n+1
k=1 ξ1 · · · ξk−1
∑n+1
k=1 ξ1 · · · ξk−1∑n+1
k=1 ̺(A1)
−1 · · ·̺(Ak−1)−1
=: T1(n)× T2(n)× T3(n).
Notice that by (51) and (52), we have
lim
n→∞
T1(n) = lim
n→∞
̺(A1)
−1 · · · ̺(An)−1
ξ1,n · · · ξn,n = T1,(78)
lim
n→∞
T3(n) = lim
n→∞
∑n+1
k=1 ξ1 · · · ξk−1∑n+1
k=1 ̺(A1)
−1 · · · ̺(Ak−1)−1
= T3(79)
for some number T1, T3 ∈ (0,∞). Therefore, if ̺ < 1, then by (54), (78) and
(79), we have
T1T3 ≤ lim
n→∞
Yn ≤ lim
n→∞
Yn ≤ ̺−1T1T3;
otherwise, if ̺ ≥ 1, then by (53), (78) and (79), we have
lim
n→∞
Yn = T1T3.
Consequently, with
ψ := T1T3 ∈ (0,∞)(80)
we get (6) and (7). Theorem 2 is proved. 
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