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Abstract 
Vasos Themi 
Multi-Physics Co-Simulation of Engine Combustion and Exhaust 
Aftertreatment system 
Keywords: Model-Based, Multi-Physics, Co-Simulation, Engine Powertrain 
The incorporation of detailed chemistry models in internal combustion engine 
simulations is becoming mandatory as new combustion strategies and lower 
global emissions limits are setting the path towards a more efficient engine 
cycle simulation tool. In this report, the computational capability of the 
stochastic-based Kinetics SRM engine suite by CMCL Innovations is 
evaluated in depth.  
With the main objectives of this research to create a multi-physics co-
simulation framework and improve the traditional engine modelling approach 
of individual simulation of engine system parts, the Kinetics SRM code was 
coupled with a GT-SUITE engine model to fill in the gap of accurate emissions 
predictions from one-dimensional simulation tools. The system was validated 
against testing points collected from the AJ133 V8 5L GDI engine running on 
the NEDC. The Kinetics SRM model is further advanced through a sensitivity 
analysis for the “unknown” internal parameters of the chemistry tool. A set of 
new parameters’ values has been established that gives the best overall 
trade-off between prediction accuracy and computational time. However, it 
still showed high percentage errors in modelling the emissions and it was 
discovered that the specific software package currently cannot simulate 
directed injection events.  
This is the first time a Kinetics SRM/GT-SUITE coupled code is employed to 
model a full 8-cylinder GDI SI engine. The approach showed some limitations 
regarding the Kinetics SRM and that in many cases is limited to trend analysis. 
The coupled engine – combustion emissions model is then linked with an 
exhaust aftertreatment system model in MATLAB Simulink, creating a multi-
physics model-based co-simulation framework of engine performance, 
combustion characterisation, in-cylinder emissions formation and 
aftertreatment efficiency.  
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1 Introduction 
1.1 Research Motivation  
Meeting the difficult and opposing emissions and efficiency goals is becoming 
increasingly difficult as engine and aftertreatment control complexity 
increases. Due to the high number of control actuators settings and design 
variables of the engine and aftertreatment system, real engine experiments 
can be extremely time consuming and costly [1]. The challenge extends more 
as engine and exhaust aftertreatment are optimised separately rather as one 
system [2]. In this regard, there is still a need to develop a coordinated 
operation strategy in the direction of more effective engine systems.  
In the wake of efforts by the automotive industry to perform the 
multidisciplinary task of internal combustion engine performance, engineers 
have been concentrating on the use of computational modelling and 
optimisation [3, 4, 5]. Computational modelling is an efficient means for the 
process of optimising the engine, providing the ability to significantly reduce 
development cost and timescales. The study of complex automotive systems 
has been addressed with multi-domain simulation packages such as GT-
SUITE, Ricardo WAVE, and AVL BOOST offering functionality, practicality 
and the prospect of capturing the dynamics of the system [6]. Modelling has 
become a vital tool to determine whether current or new designs can deliver 
improved fuel economy, performance and emissions reduction in addition to 
many other requirement improvements. 
However, even though numerous combustion emissions models have been 
developed, the current state shows that they are limited in their ability to 
capture the detailed chemistry of the modern internal combustion engine [3, 
4, 5]. This restricts the capability of conventional engine modelling techniques 
for simulating the combustion-formed gas emissions. Evidence from recent 
studies suggests that the probability density function-based stochastic reactor 
models can overcome this accuracy gap and offer detailed chemical kinetics 
simulation of the combustion emissions [7, 8, 9, 10, 11, 12]. Additionally, 
exhaust aftertreatment simulation software that combines the power of high 
level chemical mechanisms with fast flow and heat transfer solvers in a one-
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dimensional framework is now available [13, 14, 15]. There are still some 
software packages which are more preferable toward the simulation of 
specific components in a vehicle system [16].  For instance, GT-SUITE from 
Gamma Technologies is extensively used for accurate engine simulation [17], 
Kinetics SRM engine suite by CMCL Innovations is considered able to deliver 
high fidelity emissions predictions [18], and Axisuite from Exothermia provides 
high level analysis of the physical and chemical process in exhaust 
aftertreatment systems [19].  
Even though system models can be designed in different software, certain 
software packages now allow linkage through the MATLAB environment 
delivered by Mathworks [20]. As a result, MATLAB can be used as a universal 
platform for the co-simulation of various subsystem models developed in 
different programming languages. The work is based on the Jaguar Land 
Rover AJ133 V8 naturally aspirated 5-litre GDI engine. The principle of the 
framework is the co-simulation of multiple software packages that combine 
engine and combustion model outputs, evaluated based on engine test data 
developed from designed experiments carried out at the University of 
Bradford, with an exhaust aftertreatment system model, in a preliminary 
validation based on a part-load hot calibration of the New European Driving 
Cycle (NEDC). Such a simulation framework will have the potential to reduce 
engine development test times and provide better physical understanding of 
the engine and aftertreatment system. 
The stochastic-based combustion modelling approach was chosen because 
it was derived as the best method to adopt for a fast, accurate and realistic 
combustion simulation framework. The work presented in this study focuses 
upon a stochastic-based model using the kinetics SRM suite software that has 
obtained increasing attention from academics and industry due to its 
capabilities to correlate the combustion characteristics as well as emissions 
concentrations with experimental data [21, 22, 23, 24, 25, 26, 27, 28]. 
However, from the literature review undertaken, it has been found that far too 
little attention has been paid to evaluating the kinetics SRM suite against 
experimental data from gasoline direct injection spark ignited engines. Further 
experimental investigations on this type of engines are required due to their 
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worldwide popularity and application. One of the research objectives is to 
investigate how well the kinetics SRM suite can predict the experimental data 
collected from a modern spark ignited gasoline direct injection engine.  
The engine case study is based on a double overhead camshaft eight-cylinder 
engine with V-configuration. V8 engines are basically two inline four-cylinder 
engines formed together and sharing a common crankshaft. Due to their setup 
all reciprocating piston internal combustion engines have dynamic imbalance 
factors affecting their efficiency and performance. The pistons going upward 
facing the cylinder head are carrying more inertia compared with the pistons 
moving away from the cylinder head, and hence vibrations are produced. 
These vibrations are exponentially increased in higher engine revolutions. In 
a V8 engine, two pistons are always moving in synch making the inertia 
imbalance twice as large and more frequently occurring. Hence, the engine 
data from the V8 will provide a challenging assessment of a stochastic-based 
model which accounts for non-uniform cycles. Moreover, the engine case 
study covers several NEDC-based speed – load points, as well as, a control 
settings analysis on a single speed – load point (see Section 4.2). 
The 1D fluid dynamics (GT-SUITE) and chemical reactions (Kinetics SRM 
suite) software packages will be used to develop engine simulations for 
statistical analysis of the models outputs. Each part of the global system will 
be evaluated individually and when an acceptable performance criterion has 
been achieved then the coupling processes will be carried out. Using the block 
diagram environment of Simulink in MATLAB the external cylinder model will 
be joined with the combustion analysis model. GT-SUITE will cover all the 
external cylinder activities such as valves opening and closing, gas exchange, 
thermodynamics processes, etc. The Kinetics SRM suite will deal with the in-
cylinder combustion analysis including the chemical reactions using detailed 
chemical kinetics mechanisms for a two-zone (burned and unburned) divided 
combustion chamber. Completing the coupling, the exhaust aftertreatment 
model will receive the outputs of the cylinder and combustion models to 
calculate the heat, mass transfer and chemical reactions occurring in the 
catalytic converter. 
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The main drawback of this strategy is the lack of simulating ability at high 
accuracy levels of the detailed chemistry and complex reactions occurring in 
the combustion process [29]. In order to have a complete engine system 
simulation a one-dimensional engine model will be coupled with a chemical 
model, built on probability density functions. This methodology overcomes the 
lack of one-dimensional models to compute the combustion chemistry 
occurring inside the engine cylinders. Coupling such PDF-based chemical 
models with an already single-dimensional code has provided innovative 
simulation packages and new insights for the prediction of combustion [8]. 
1.2 Objective and Scope of Research  
The main aim of the research is to develop a model-based multi-physics 
framework that will join engine performance, combustion emissions 
concentrations, together with exhaust aftertreatment analysis in a concurrent 
co-simulation system, setting the path towards a more efficient engine cycle 
simulation tool. One approach to achieving this aim is the use of different 
simulation codes that each target a different sub-process of the engine 
system, and are joined together. The objectives of the study are as follows: 
 Development and validation of a stochastic-based combustion 
emissions model 
 Design and calibration of a one-dimensional engine model 
 Design of and calibration of a one-dimensional chemistry-based 
exhaust aftertreatment model 
 Couple the engine, emissions, and aftertreatment model and perform 
a co-simulation of the system 
1.3 List of Contributions 
The main original contributions of this research can be summarised as: 
- Performing a sensitivity analysis for the internal sub-models’ 
parameters of Kinetics SRM in order to achieve a set of values that 
gives the highest emissions prediction accuracy while maintaining low 
simulation completion time 
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- The first full study of GT-SUITE coupled with Kinetics SRM. The 
engine/emissions model was calibrated and evaluated using data from 
a modern V8 GDI engine 
- Creating a new model-based framework based on GT-SUITE for the 
engine performance, Kinetics SRM for engine-out emissions and 
Axisuite for the exhaust aftertreatment system design. Matlab Simulink 
was responsible for signals communication between the simulation 
tools 
1.4 Thesis Organisation 
The thesis commences by introducing a review of the gasoline direct injection 
engine in Chapter 2. The chapter starts by first summarising the emissions 
testing procedure as well as providing a brief history of the emissions 
standards. Next, combustion improvements and technological approaches for 
higher engine efficiency are given, followed by the reviewing of gasoline direct 
injection engine emissions, including pre- and post-treatment methods. 
Chapter 3 is divided into two categories, engine simulation methodology and 
engine simulation technology. The first section of the chapter describes the 
mathematical engine modelling techniques, while the second section 
introduces the engine control unit, describes the engine mapping process and 
summarises the experimental designs. 
Chapter 4 reviews the research methodology planned to satisfy the research 
objectives. An overview of the engine case study is given at first, followed by 
the theory and mathematical analysis of the models. 
Chapter 5 presents the combustion emissions formation model development 
and validation process. The chapter gives some original work by running a 
parametric study of the internal parameters of the combustion model.  
Chapter 6 describes the development of the multi-physics co-simulation 
platform, by first covering the design and calibration of the engine and exhaust 
aftertreatment models. The coupling method of the models and the final 
simulation framework build and validation processes. 
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Finally, Chapter 7 summarises the discussions of the research along with the 
conclusions and suggestions for further research developments in this area. 
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2 Gasoline Direct Injection Engine Review 
2.1 Chapter Introduction 
As shown in Table 2.1, this chapter begins by providing, in section 2.2, a 
review of the development of gasoline direct injection and what the real 
benefits are to be gained from this type of engine on automotive applications. 
An outline of the areas of gasoline engine combustion improvements and 
potential technological approaches for achieving a higher efficiency engine is 
described. Section 2.3 presents a brief overview of the emissions emitted by 
the gasoline direct injection engine, along with the treatment techniques 
applied inside the cylinder and through the exhaust aftertreatment system 
towards meeting the emissions regulations.  
Table 2.1: Organisation table of the gasoline direct injection engine review 
chapter 
2.1 Chapter Introduction 
0 
 
Emissions Testing and Legislations 
- Emissions testing procedure 
- Emissions standards 
2.3 
GDI Engine Combustion Review 
- Combustion improvements 
- Technological approaches 
2.4 
GDI Engine Emissions and Treatment methods 
- Combustion emissions 
- Emissions pre- and post-treatment 
2.5 Chapter Summary 
 
2.2 Emissions Testing and Legislations  
Due to both environmental and political impacts on engine development, 
emissions performance standards were introduced to limit the amount of 
pollutants released from vehicles into the environment.  
2.2.1.1 Brief History of Emissions Limits 
In the mid-1950s studies in to the causes of air pollution were carried out in 
the United States by the U.S. Air Pollution Control Association, indicating the 
serious percentage of pollutant produced from automobiles [30]. However, at 
8 
 
that point vehicle emissions where not limited by any political or environmental 
boundaries. In 1967, the California Air Resources Board (CARB) confirmed 
the first effective emissions regulation for vehicles sold in the State of 
California [30]. Aiming to attain and maintain healthy air quality the CARB was 
managing and analysing emission records, air quality data, transportation 
plans, and modelling air characteristics [31].  
By 1970, the federal Environmental Protection Agency (EPA) joined with the 
CARB to regulate emission standards for vehicles in the United States [32]. 
Federal "Tier 1" regulations went into effect starting in 1994, with "Tier 2" 
standards being phased in from 2004 to 2009 in an effort to decrease 
emissions. Similarly, organisations in Canada, Western Europe, Australia, 
and Japan were evolved to implement emission limits. Emissions standards 
may vary from authority to authority, like for instance the different emission 
standard of the European Union and the United States, or even within the 
same country such as the state of California compared to Texas.  
The European Union (EU) has its own set of emissions legislations, defined 
in a series of progressively stricter steps that all new vehicles sold in EU 
member states must meet [33]. Table 2.2 presents the steps, typically referred 
to as EURO 1, 2, 3, 4, 5 and 6, taken by the EU for reducing gasoline 
passenger vehicle emissions. The standards for gasoline passenger vehicles 
are different from diesel vehicles which have a lower value of carbon 
monoxide but higher nitrogen oxides emissions. Up to EURO 4, particulate 
emissions for gasoline direct injection and generally for gasoline engines were 
not regulated, but from the introduction of EURO 5 the particulate matter 
emission for the gasoline direct injection engine is limited to 0.005 grams for 
every kilometre.  
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Table 2.2: European emission standards for gasoline passenger vehicles 
 
EURO 
1 
EURO 
2 
EURO 
3 
EURO 
4 
EURO 
5 
EURO 
6 
Year introduced 1992 1996 2000 2005 2009 2015 
Carbon monoxide [g/km] 2.72 2.2 2.3 1.0 1.0 1.0 
Total hydrocarbons 
[g/km] 
- - 0.2 0.1 0.1 0.1 
Nitrogen oxides [g/km] - - 0.15 0.08 0.06 0.06 
Hydrocarbons + Nitrogen 
oxides [g/km] 
0.97 0.5 - - - - 
Particulate matter [g/km] - - - - 
0.005 
for GDI 
0.005 
for GDI 
Particulate number 
[#/km] 
- - - - - 
6x1011 
for GDI 
Due to the very fast growth in China’s prosperity, the number of road vehicles 
has increased rapidly, forcing the state environmental protection 
administration of China to introduce emission legislations [34]. The People's 
Republic of China adopted the European standards and introduced them at 
the same time with the EU. In the meantime, India was regulating the emission 
limits with the first effective in 1989 and continued every few years to slowly 
tighten up the limits, until their introduction of the EU standards from the year 
2000 [35]. From the 2000s Australia likewise, started coordinating the motor 
vehicle emissions based on the EU standards and introduction dates [36].  
The Japanese air pollution control act began regulating air pollutants in 1968 
and announced the first set of vehicle emissions legislations in 1973. 
Provisional standards were generated in 1975 and 1976, until the “mean 
emissions” legislation taking place in 1978 [37]. The 1978 standard was 
adopted from the US but adjusted to the Japanese slower driving cycle giving 
maximum limits for carbon monoxide of 2.7g/km, 0.39g/km for hydrocarbons 
and 0.48g/km for nitrogen oxides [38]. Stronger regulations for all vehicle 
categories were submitted in 1992 with the proposition of the motor vehicle 
nitrogen oxides law, established to limit the high concentration of the pollutant 
from vehicles in cities. 
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Japan is one of the biggest automotive manufacturers worldwide producing in 
2001, 8.1 million passenger cars [39] and more than 9.9 million in 2008 [40]. 
To deal with this massive pollutant concentration the exhaust emission 
regulation of 2000 limited the average value of gasoline passenger cars to 
0.67 grams of carbon monoxide per kilometre, and hydrocarbons and nitrogen 
oxides to 0.08 gram per kilometre. In 2005 a new long-term regulation was 
announced with the goal of dropping the limits of carbon monoxide to 1.15 
and 0.05 for both hydrocarbons and nitrogen oxides. In 2009, a particulate 
matter restriction for gasoline passenger vehicles was introduced limiting the 
gasoline vehicles to 0.005g/km [41]. 
Moreover, the latest emissions legislation, EURO 6, follows the same 
restrictions as the previous emissions regulation; however, it also imposes a 
particulate number limit for gasoline direct injection engines only. There is a 
huge concern related to the regulation of the particle number from gasoline 
direct injection engines due to their particles size distribution. While regulating 
the particulate emissions in terms of total mass of particulate matter produced 
per kilometre is a practical method of controlling the large size particles, it is 
however a very ineffective approach for the smaller particle ranges. Growing 
health issues from more toxic smaller size particles have developed a particle 
mass and number measuring technique, with integrated size categories 
applied to the particulates [42]. Derived from the particulate number standard 
of diesel vehicles a legislation particle number limit for solid particles larger 
than 23nm is set [43]. Moreover, investigations on the size of the particulate 
matter revealed that a significant percentage of the total emitted solid particles 
from gasoline direct injection engines belong to the small range class with 
diameter below 23 nm [44]. Due to their nano-size these particles can 
penetrate lung tissue and pass into the bloodstream.   
New emission standards introduced in the coming years will focus on proper 
functioning of pollutants control and requirement for treatment devices to last 
for a distance of 100,000 miles [33]. On-board diagnostic systems monitor the 
performance of the emissions treatment equipment during the normal 
operation of the vehicle; including emissions management at idling speed and 
at cold-starting conditions [45, 46]. The on-board diagnostic will warn the 
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driver of faults in the engine or the emissions control system, obliging the 
driver to have the vehicle checked. Analysis regarding the cost of new 
emission control technologies required has contributed to the EURO 6 
proposal to ensure that the new standard provides a cost-effective mean for 
emissions control and does not adversely affect the affordability of vehicles 
[47].  
Furthermore, the EURO 6 standard is still significantly weaker than the 
correspondingly standards currently in force in the US [32]. The addition of 
the Tier 3 program will set new emissions standards from 2017. As with EURO 
6 the new US legislation will cover emissions from the tailpipe as well as the 
evaporative emissions [48]. Sulphur in gasoline will be limited to no more than 
10ppm and the emission control equipment durability will increase to 150,000 
miles, an additional 150% increase over the European legislation mileage. 
The sum of non-methane organic gases (NMOG) with NOx will also be limited 
to a stringent maximum of 86 mg per mile for 2017, gradually dropping to 
30mg/mile in 2025. In addition, the United States Environmental Protection 
Agency suggested a particulate matter maximum of 0.01 gram per mile and 
5mg/mile for formaldehyde [48]. Moreover, the evaporative emissions are 
going to be measured through a 3-day test procedure and on-board diagnostic 
systems will cover all new vehicles.  
2.2.1.2 Emissions sampling and testing 
Emissions testing performed in laboratories is vital for the type approval 
procedure of vehicles. Following a combination of a specified driving cycle in 
conjunction with predetermined test conditions, vehicles are tested on a 
chassis dynamometer [46]. The emission standards are derived from 
emission test cycles; the repeatable procedure that allows the comparison of 
exhaust emissions between different vehicles. During a test the vehicle is set 
in a controlled laboratory environment that replicates specifics settings of the 
vehicle’s actual operation [49]. Parameters such as the intake air temperature 
and mass flow, and vehicle’ speed and load are included in the process to 
imitate the vehicle running in actual road-use situations [1]. The emission test 
cycles (ETC) are commonly categorised into their hardware layout, and so 
they are divided into engine and chassis ETC [50].  
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The engine testing platform measures steady-state values such as the air fuel 
ratio, temperatures, pressures and pollutant concentrations in the exhaust gas 
through various sensors placed in important areas of the engine [49]. All input 
values are recorded by a data acquisition unit, and the engine running mode 
(engine torque and speed) is controlled by actuators such as throttle opening 
[1]. The engine ETC can only examine a single engine, whereas the chassis 
ETC assesses the whole vehicle (with the engine).  
The vehicle’s driving wheels run on big rollers where the dynamometer 
replicates the vehicle’s inertia weight, air drag, and road friction. Due to the 
fact that the entire vehicle is tested rather than just its engine, the chassis 
ETC increases the accuracy of actual driving emissions [51]. Improved 
valuation of the technologies applied to counteract the emissions and the final 
tailpipe pollutant concentrations are gained. Without getting too much into the 
hardware details, each emission test cell is fitted with a constant volume 
sampling system, reliable conventional analysers and systems for sampling 
exhaust pollutants into separate bags [52]. Total quantities of HC, CO, NOx 
and PM are measured at the end of the process by the emissions analyser, 
as seen in Figure 2.1. 
 
Figure 2.1: Chassis emission test cycle 
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Emissions standards are based on the reliability of the tests, but testing the 
vehicle or just its engine has to reflect real-world driving with the highest 
possible quality [53]. Since testing a vehicle/engine under every possible 
combination of speed and load is unrealistic and requires extremely high 
effort, emission tests have as a reference a time dependent driving cycle, a 
series of vehicle speed points against the time in seconds [33, 32]. As a result 
of the drive cycle usage, the cost, time and effort of emissions tests is 
diminished. Different drive cycles have been created by various countries and 
organisations to weigh the pollutant concentrations of vehicles, with the most 
common cycles to be the new European driving cycle (NEDC) [33], the US 
environmental protection agency federal test (EPAFT) [32] and the JC08 from 
Japan [54].  
As shown in Figure 2.2, the NEDC total duration is 1180 seconds and involves 
two parts; the urban driving part which takes place for the first 780 seconds, 
and the extra urban part then occurring to the end of the cycle [33]. The test 
procedure is initiated with the engine starting at 25 degrees Celsius, referred 
to as cold-starting, and pausing there for 11 seconds. Afterwards, the urban 
driving cycle can be divided into 4 identical parts that are basically repeated 
until the 780th second. Next, the extra urban part is a single section that 
represents high speed driving, with a maximum speed of 120 km/h [55].  
 
Figure 2.2: New European Drive Cycle 
Furthermore, the US driving cycle consists of 3 phases; cold-start, transient 
and hot-start [32]. The vehicle is kept for 8 hours at an ambient temperature 
of 25 °C before the initiation of the first phase. The “cold start” phase has a 
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duration of 505 seconds with average speed of 41.2 km/h and fundamentally 
represents the starting of the vehicle under cold conditions. Followed by the 
second stage, that involves more transient accelerations and decelerations 
for 864 seconds, the “transient” phase aims to represent a city driving course 
with frequent stops/starts until the vehicle is driven onto the highway [30]. Next 
the vehicle’s engine is shut down for 10 minutes, representing the vehicle 
parked for a short period of time, and finally the “hot start” phase is executed, 
which is a repeat of the cold phase speed points but having the vehicle hot 
starting (Figure 2.3).  
 
Figure 2.3: United States drive cycle  
The JC08 test in Japan exposes a vehicle to a 1200 seconds cycle with both 
cold and warm starts (Figure 2.4). With a top speed of 82 km/h, the JC08 
represents city driving with stationary traffic, idling periods, and transient 
starts and stops [56]. The drive cycle test is initiated with the vehicle cold 
starting and is then repeated with a hot start. The total emissions are 
determined with the warm start counting towards 75%, and the cold start 
counting for the remaining 25% [54]. 
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Figure 2.4: Japanese driving cycle [54] 
Even though emission limits have become more stringent in the past decade, 
road transport is still the key source of pollutant emissions. In 2008 NOx and 
CO were contributing 41% and 34%, respectively, to the entire pollutant 
outputs within the EU [57]. Prompted by the continuing air quality issue, the 
European Council determined that the current applied “New European Driving 
Cycle” will have to be replaced by a harmonized global driving cycle [58].   
Constructed based on data sets from the EU, India, Japan, Korea, China and 
the US this global harmonized drive cycle will use appropriate weight factors 
to represent typical driving conditions [59]. Strict guidance in terms of gear 
selection, total vehicle weight, with or without passengers and cargo, fuel 
quality, ambient temperature, type of tyres and tyre pressure will be set. 
Moreover, the future drive cycle will involve three different tests, depending 
on the engine power to vehicle’ kerb weight ratio (kW/Ton).  
Vehicles with a power to weight ratio above 34:1 will be tested in a cycle of 
1800 seconds that involves four parts; low, medium, high, and extra high 
speed (above 130 km/h). Vehicles with a ratio between 22 and 34 will be 
tested with the same cycle, of the high ratio vehicles, but without the extra 
high-speed part. Vehicles with a ratio below 22:1 will be tested with a cycle 
that has only the low and medium parts [60]. 
Moreover, under investigation for future additional measures of pollutant 
emissions are the use of portable emissions measurement systems (PEMS). 
Basically, a PEMS is a mobile laboratory for assessing the vehicle’s real-world 
emissions. Initially introduced for heavy duty trucks and buses in early 2000 
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the PEMS identifies the actual emissions of the vehicles during their daily 
operation [61]. The ECJ (2011) analysed the on-road emissions from 12 
gasoline and diesel light duty vehicles using PEMS on a test route of 4 
phases; rural, city, up and down a hill, and motorway driving. To conclude, 
their findings showed a great difference between on-road driving 
measurements and the data collected from a laboratory driving cycle. 
Future measures added to the standard laboratory tests will be the monitoring 
of emissions in driving modes that cannot be simulated in a test bed, such as 
high-speed driving of more than 130 km/h and checking the vehicle and 
aftertreatment system in a greater range of temperatures. The reliability and 
accuracy of the PEMS equipment is promoting this mobile tool for the 
identification and review of the emission factors for the future. Currently the 
main constraints of the PEMS are its dimensions and weight, but with the 
technological improvements it is expected that these limitations will be 
overcome [62].  
2.3 GDI Engine Combustion Review 
This section presents a review of some of the advancements made in gasoline 
direct injection engines to increase of the combustion process efficiency. 
2.3.1 Compression Ratio 
The ratio of the maximum cylinder volume to the minimum compressed 
volume that a piston can reach is called the compression ratio. A gasoline 
engine operating at a higher compression ratio will increase its thermal 
efficiency by the added heat density in the combustion chamber, resulting in 
higher cylinder pressures and hence more mechanical energy that will be 
converted to net power output from a given mass of air fuel mixture [63]. 
However, gasoline engines are typically operating on a limited compression 
ratio to prevent knock from occurring and disturbing the combustion stability 
and performance, as well as damaging the components of the engine. 
Nonetheless, the knocking phenomenon occurs only when the engine is 
running at full load, giving the opportunity of higher compression ratios at part 
load conditions. Variable compression ratios-based gasoline engine is a 
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possible design for running a high compression ratio on part load and a low 
compression ratio on full load operations [64, 65].  
2.3.2 Intake Valves Timing 
In addition to variable compression through new methods, the actual 
compression ratio of an engine can be altered by controlling the closing time 
of the intake valves [63]. The two strategies for controlling the intake trapped 
mass are early inlet valve closing (EIVC) and late inlet valve closing (LIVC). 
EIVC works by limiting the amount of air drawn into the cylinders. The valve 
period is short with the valve closing well before bottom dead centre (BDC). 
The charge is expanded with compression only starting when the piston 
reaches the same position after BDC as the valve closed before BDC. The 
effective compression ratio is less than the geometric compression ratio 
because compression only starts part-way up the compression stroke [66, 67].  
LIVC closes the valve after BDC and controls the charge volume by the piston 
pushing air out of the cylinder as it goes beyond BDC (on the compression 
stroke). The compression starts when the valve closes so the effective 
compression ratio is lower than the geometric compression ratio. Either 
advancing or retarding the closing of the intake valves will force the engine in 
some way to operate at a different compression ratio, however such an engine 
requires additional pressure charging by a forced induction system to recover 
the pressure loss due to the changes in the intake process and thereby retain 
its full load performance.  
2.3.3 Fuel Octane 
Because knocking is highly sensitive to the temperature of the mixture while 
it’s being compressed, a gasoline direct injection engine is directly spraying 
fuel into the cylinder allowing this way the surrounding air to cool, decreasing 
knock tendency. However, the knock limit is dictated by the octane number of 
the gasoline. In general, a higher octane number fuel can endure higher 
compression rates, permitting the engine to use higher compression ratios. 
The direct injection of a gasoline and alcohol fuel blend is another alternative 
to allow the gasoline engine to operate with higher compression ratios if a 
higher-octane fuel is formed [68]. However, there are some problems with the 
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application of alcohol – gasoline fuel, such as the costly production of alcohol 
and use, the increase of certain types of emission pollutants formed by the 
engine, as well as toxic waste generated by synthesizing the mixture. 
2.3.4 Engine Displacement  
Frictional loss is proportional to the surface area of the mechanical 
component, therefore in practice a smaller displacement engine will in general 
have less friction in comparison with a larger engine. Furthermore, a smaller 
engine weighs less, has lower installation requirements and provides more 
frequent shifts at higher load and wide-open throttle conditions. This is known 
as engine downsizing and is achieved usually by reducing the capacity of the 
engine and perhaps the number of cylinders [69].  
Despite having a lower displacement, the performance of a downsized engine 
is maintained by forced air induction via a turbocharger or a supercharger [70]. 
This configuration provides the engine with the needed air mass, ensuring 
that power and performance are not compromised, plus helps the engine to 
achieve carbon dioxide emissions targets and good fuel economy [71, 72]. 
Nonetheless, a common problem that occurs in real-world conditions when 
turbocharging downsized engines is low air flow conditions at low engine 
speeds that result in low torque. A possible solution to this problem is by better 
control of the response of the turbine by systems such as regulated two-stage 
[73]  or twin-entry turbochargers [74]. These systems can, however, be 
complex and with costly manufacturing process.  
2.3.5 Alternative Combustion Architecture 
While engine downsizing shifts the engine operation points to higher efficiency 
regions, the pumping loss at part load is still present. As illustrated in Figure 
2.5, alternative combustion strategies like lean-burn and Homogeneous 
Charge Compression Ignition have been developed. The lean-burn method 
uses an excess of air in the mixture combustion thus reducing heat transfer 
and pumping losses due to less throttling. Such an engine is able to operate 
at higher compression ratio and thus provide better performance and fuel 
economy. The main weakness of this method is that the combustion forms 
higher nitrogen oxide concentrations, hence a more complicated 
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aftertreatment system is required to either directly reduce the pollutant or 
implement nitrogen oxide storage and conversion technologies [75, 76]. 
Controlled auto-ignited combustion (CAI) or homogeneous charge 
compression ignition (HCCI) is an alternative combustion method that works 
by compressing a well-mixed mixture to the point of auto-ignition.  
 
Figure 2.5: Alternative combustion engines 
Rather than igniting the mixture via a spark plug, the HCCI combustion works 
more like the diesel cycle where the ignition is initiated by the high levels of 
temperature and density during the compression stroke. Unlike the lean-burn 
combustion, this alternative strategy achieves low levels of nitrogen oxide 
emissions due to the much leaner and cooler combustion conditions. The 
entire mixture is simultaneously combusted in the combustion chamber 
producing equivalent power, but with less fuel used the process releases 
fewer emissions.   
Although there are advantages over typical gasoline direct injection engines 
in thermal efficiency and nitrogen oxide emissions, the main challenge of the 
HCCI combustion is controlling the process itself. With a spark ignited engine 
the combustion timing is essentially controlled by the spark ignition timing. 
However, in the homogeneous charge the ignition is determined by the charge 
mixture composition, pressure and temperature [77]. Controlling and 
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monitoring the mixture to auto-ignite is a very difficult task which involves 
sufficient pressure and temperature levels, as a result the engine cannot 
instantly maintain proper combustion timing over the full range of speeds and 
loads. Additionally, an important issue is cold-starting an HCCI engine since 
a spark ignition is needed to get the engine going and hot before switching to 
HCCI combustion [78]. Also, the transition between normal spark ignition (SI) 
to HCCI model or HCCI to SI is very difficult while maintaining control of 
emissions and avoiding misfires.  
2.3.6 Fuel Injection 
The fuel injection system is a crucial component of the gasoline direct injection 
engine. Its structure comprises a high-pressure fuel pump supplying 
pressurised fuel through a fuel line into high pressure electronic fuel injectors 
mounted into the cylinders of the engine [79]. The injectors are designed in 
such a way that the fuel is sprayed out of an orifice in a swirling motion forming 
a cone shape that allows the fuel to be dispersed inside the cylinder and 
burned more efficiently. However due to the typical inward opening of the 
injector, the structure of the fuel spray is affected by changes in injection 
pressure, ambient pressure, and the operating temperature of the injector 
[80]. This results in significant changes over the in-cylinder density causing 
problems in the optimisation of the fuel injection timing. As illustrated in Figure 
2.6 the in-cylinder charge dynamics can be improved by tumble and swirl 
motion induced in the cylinder [81]. However, if too much turbulence is 
generated through swirl or tumble motion it will disturb and deregulate the 
flame propagation.  
21 
 
 
Figure 2.6: Schematic of the tumble and swirl flow motion inside the cylinder 
In order to achieve a well spray-guided combustion, multi-hole nozzle and 
piezoelectric injectors are being continuously developed and used.  
Multi-hole injectors can break up the fuel spray in very small drops resulting 
in a larger fuel surface area. The injector distribution pattern can be formed in 
principle by the number of holes in the design along with angled spray 
arrangements. Yet the multi-hole injector application relies on higher than 
usual injection pressure in order to get a good fuel atomisation [82]. In 
addition, the smaller nozzle hole’ diameter of the multi-hole injector increases 
the tendency for the orifices to be concealed with soot. 
A potential solution to this deposit problem is by placing the injector in a lower 
temperature region inside the combustion chamber, ensuring that fuel does 
not get deposited back onto the injector tip. The options for the injector 
position in the cylinder however are very limited due to the valves and the 
spark plug. The injector position is important to ensure fuel is not sprayed onto 
the piston or the cylinder walls, as well as avoiding fuel spraying onto the inlet 
valves if they are open during injection. An important method of reducing 
injector tip coking is the design of the injector orifice [83, 84].  
Moreover, piezoelectric injectors make use of their material electric charge to 
rapidly activate and deactivate fuel injection, thereby allowing highly accurate 
additions to be delivered and so significantly improving the dynamic range 
and operational flow rate of the injector [79]. Another advantage of this injector 
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type is that because of their greater flow rate and multiple injections per cycle 
capability, piezoelectric actuated injectors can operate with both gasoline and 
alcohol fuels. However, piezoelectric materials have a particular operating 
limit for temperature and stress. If the material is operating outside its 
temperature limitations or is mechanically overstressed, it will cause partial or 
even total loss of its piezoelectric properties. 
2.4 GDI Engine Emissions and Treatment methods 
A brief overview of the exhaust gas emissions is given this section, followed 
by the in-cylinder and finally engine-out gas emissions treatment techniques.  
2.4.1 Introduction to Emissions Pollutants 
Hydrocarbon fuels are the primary energy source for internal combustion 
engine based passenger vehicles and the main contributor to the formation of 
pollutant emissions from passenger vehicles [85]. As the fuel burns during the 
combustion process hydrogen reacts with the oxygen in the air charge 
resulting in water formation [86]. Due to insufficient amounts of oxygen in the 
cylinders the hydrogen atoms do not burn or they partially burn. As for the 
carbon atoms of the injected hydrocarbon fuel, due again to lack of oxygen 
and in-homogeneity in the combustion chamber, i.e. locally slightly rich areas, 
they are converted to carbon monoxide.  
As it shown in Figure 2.7 in an ideal combustion with the ambient air having a 
satisfactory quantity of oxygen concentration [air = around 78% Nitrogen (N2) 
+ 21% Oxygen (O2)], then all the hydrogen atoms would transform to water 
[Hydrogen (H) + Oxygen (O2) = Water (H2O)] and the carbon would fully 
convert to carbon dioxide [Carbon (C) + Oxygen (O2) = Carbon dioxide (C2O)]. 
In the same perfect conditions, the nitrogen would not be affected by the 
combustion process [87]. 
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Figure 2.7: Ideal combustion emissions 
Stone [88] reported measurement of combustion temperatures exceeding 
1800°C for a typical gasoline engine. Hillier [89] suggested that at combustion 
temperatures above 1300°C the nitrogen in the intake air will react with the 
oxygen to form nitrogen oxides.  The term nitrogen oxides cover the main 
group of two oxides; nitric oxide and nitrogen dioxide [Nitrogen (N2) + Oxygen 
(O2) = Nitric oxide (NO) and Nitrogen dioxide (NO2)].  
Another pollutant investigated is particulate emissions. New emission 
legislations, such as EURO 6, are focusing on introducing a limit on particulate 
matter from gasoline engines. With a range of 0.01 up to 10,000 nm these 
chemically complex microscopic particles are made up of soot, ash, aerosols 
and carbon compounds [90].  
2.4.2 In-Cylinder Emissions Pre-Treatment Techniques 
2.4.2.1 Hydrocarbons  
The origin of hydrocarbon emissions is the incomplete or partial combustion 
of fuel. A mixture richer in fuel will produce more hydrocarbons due to limited 
oxygen atoms reducing oxidation of the hydrogen and carbon atoms. In 
contrast, a leaner mixture will force the hydrocarbon formation to drop due to 
a higher amount of pressurised air. Also, as shown in Figure 2.8, 
hydrocarbons will increase with more extreme lean mixtures because the 
flame is quenching due to the low temperatures and the mixture is left 
unburned. Generally, any drop in the efficiency of the combustion process will 
have, as an outcome, a higher level of hydrocarbons [90]. 
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Advancing the ignition timing causes higher in-cylinder peak pressure which 
pushes even more of the mixture into the crevices of the combustion chamber, 
were the fuel is left unburned and hence increasing hydrocarbons 
concentration [63]. The lower HC emission at retarded ignition timings is due 
to the combustion being hotter and not being complete when the exhaust 
valves opens. However, this combustion is less efficient than with the ignition 
advanced because it does not position peak pressure at the correct crank 
angle to have the maximum efficiency on driving the piston/crank mechanism. 
 
Figure 2.8: Effect of ignition timing and air fuel ratio on hydrocarbons 
Igniting the mixture before the piston reaches the top of the cylinder will initiate 
the combustion earlier, hence providing the mixture more time to fully burn 
before the piston rise to top dead centre. Additionally, advancing the ignition 
timing will raise the peak pressure of the cylinder allowing more power 
production. Optimising the ignition timing is crucial in the performance and 
efficiency of the engine since too soon or too late mixture ignition may cause 
excessive vibrations and potential engine damage. Advancing the mixture 
ignition is controlled mainly when the engine speed is high so it will give 
efficient combustion time for the mixture. Delayed ignition timing is more 
suitable when the engine load is high, such as at a wide opening of the throttle, 
since the flame propagates at a slower rate but its longer duration reduces 
hydrocarbon formation. Furthermore, under cold-starting conditions, with the 
exhaust gases temperature increasing, the engine emits fewer hydrocarbons 
with a retarded ignition [91]. 
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Using highly accurate electronic control of the fuel injection and the ignition 
timing, the engine’s ECU can alter the actuator settings to maximise the 
overall efficiency under all engine operating conditions [92]. Nevertheless, 
even with a properly calibrated engine through transient operation regions any 
lack of oxygen into the combustion chamber will cause a drop of the ignition 
flame temperature and hence will promote unburned hydrocarbons[63]. 
Unburned hydrocarbons can be absorbed by the oil that the engine uses to 
lubricate its components and use it as a shield against the flame. Any fuel lost 
during the combustion will subsequently re-enter the next step of the cycle, 
meaning additional unburned hydrocarbons. 
2.4.2.2 Carbon Monoxide 
Use of accurate fuel and ignition systems can also reduce the formation of 
carbon monoxide pollutant [89]. Generated even under ideal pressure and 
temperatures, carbon monoxide emissions are almost completely linked to the 
air fuel ratio. The lack of oxygen in the combustion process leads to unburnt 
fuel, so partial reaction products are produced. Hubbard (1995) proposed that 
through the primary charge of oxygen on hydrocarbons, carbon monoxide is 
formed by a rapid reaction; C + ½ O2 = CO [93]. Under suitable conditions of 
temperature and oxygen concentration, combustion gases, which are formed 
in the initial zone accommodating high carbon dioxide, will be affected by the 
interaction of the gases with the segments of unburnt fuel [94]. The reduction 
reaction is endothermic; heat is absorbed by the surrounding fuel regions 
causing the temperature of the gases to drop. While heat is absorbed from 
the gases, the carbon monoxide emission will freeze when the temperature 
drops below 700°C [95]. 
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Figure 2.9: Effect of combustion temperature and air fuel ratio on carbon 
monoxide 
Diesel engines generally generate less carbon monoxide emissions than 
gasoline engines due to richer air charge. On the contrary, gasoline engines 
run under homogeneous charge for the complete combustion of the air fuel 
mixture. In real world conditions, this ideal design does not exist. A delayed 
fuel injection or poor fuel vaporisation, typically when the engine is cold 
starting or it’s running under high load, create an insufficient oxygen condition. 
Carbon monoxide quantities at very fuel rich mixtures (ex. 10 grams of air for 
every 1 gram of fuel) are extremely high, but it drops dramatically as the 
mixture strength moves towards the stoichiometric ratio Unlike hydrocarbon 
behaviour, carbon monoxide will not rise again after it passes the 
stoichiometric quantity and it will keep dropping, but with a much slower rate 
(see Figure 2.9). A small amount of CO is always present due to the water/gas 
equilibrium.  
2.4.2.3 Nitrogen oxides 
As explained in detail by Heywood the formation of nitrogen oxides has its 
source in the burned region of the ignited mixture [63]. As the temperature 
level reaches the proper combustion temperature (higher than 1600°C) the 
mixture starts to burn through a chain of detonations, see Figure 2.10. The 
nitrogen oxides though are not produced by the initial ignition of the mixture, 
but with the resulting unburned regions. Nitrogen oxide behaviour is different 
from that of hydrocarbon and carbon monoxide in that oxides of nitrogen are 
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almost zero at very rich mixtures (of 12:1 to 9:1 air fuel ratio). Nitrogen oxides 
increase along with the decrease of the mixture strength in fuel until a peak 
point between 15.5 and 16.5:1 is achieved. If the engine is operating on leaner 
mixture (beyond the peak) nitrogen oxides fall, though a leaner mixture will 
generate driveability issues [96]. Mainly NOx formation is dependent on 2 
control parameters, oxygen availability and combustion temperature. As 
oxygen availability increase from very rich mixtures NOx levels increase. NOx 
formation starts to reduce as the combustion temperature starts to drop with 
lean combustion. 
 
Figure 2.10: Effect of combustion temperature and air fuel ratio on nitrogen 
oxides 
2.4.2.4 Particulate Matter 
Generally, particulate matter pollutant generated by an engine is formed 
through and after the combustion of the high hydrocarbon fuel. The formation 
and size of particulate matter varies according to the fuel composition, the 
combustion temperature and pressure, as well as the combustion flame 
propagation [97]. An engine with rich air fuel ratio will end having higher 
particulate matter formation compared to an engine running lean. A mixture 
richer in fuel normally occurs during cold-starting since more fuel is added for 
combustion to warm up the engine. Also, the engine usually runs on richer 
mixtures when it is under high demand; for instance, when the vehicle is going 
uphill. 
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In addition to richer air fuel ratios, the lubricant of the engine may enter the 
cylinders through tiny gaps between the piston ring and the piston. Several 
components like the valves, valve seals, and piston rings tend to wear creating 
enough space for oil to pass through.  Also, while the engine is sucking air in 
for the combustion process, oil can also be drawn into the cylinder contributing 
to the particulate matter production [98].  
2.4.3 Exhaust Aftertreatment System 
2.4.3.1 Positive Crankcase Ventilation 
Introduced in 1961, the first means to treat exhaust emissions, and more 
specifically the hydrocarbons, was the positive crankcase ventilation system 
[99]. While the piston is moving inside the cylinder of the engine, a small 
amount of gas escapes from the combustion chamber through the piston rings 
and ends up in the crankcase [100]. As illustrated in Figure 2.11, rather than 
allowing the combustion gases to escape to the atmosphere, the ventilation 
system returns the gases through a controllable valve from the crankcase 
back to the intake manifold, so they can return to the combustion chamber.  
 
Figure 2.11: Schematic of the gas flow through the positive crankcase 
ventilation system 
2.4.3.2 Exhaust Gas Recirculation 
In 1973 the first exhaust gas recirculation system was fitted to the intake 
manifold of the engine to reduce nitrogen oxides emissions [101]. Through a 
controlled actuator valve, a percentage of the exhaust gases are recirculated 
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back to the intake manifold and re-introduced into the engine cylinders along 
with the fresh air charge. With the introduction of the exhaust gases into the 
mixture of air and fuel, the recirculation system lowers the peak cylinder 
temperature and since nitrogen oxides are mainly produced from very high 
temperatures inside the cylinder, the approach helps the engine to reduce the 
pollutant concentration at low loads and speeds [102].  
Exhaust gas recirculation is widely used mainly to reduce nitrogen oxides, but 
due to the reduced cylinder temperatures caused by the addition of the cooler 
exhaust gases the thermal efficiency of the engine and engine life are also 
improved [104]. Additionally, the system has the potential of cutting down 
pumping losses on spark ignition engines at part load. This method however, 
may lead to significant reductions in engine performance, as well as causing 
the combustion process to produce more particulate matter. Due to the 
working principle of the exhaust gas recirculation system, less oxygen is 
available for combustion in the cylinder, increasing the formation of 
particulates, and since the recirculated gases lower the peak cylinder 
temperature, the result is lower peak cylinder pressures that generally result 
in less engine power. However, injecting the combustion by-products back 
into the cylinder may cause cycle-by-cycle combustion instability in light load 
operation.  
2.4.3.3 Three-Way Catalytic Converter 
Three-way catalytic converter technology is extensively implemented to 
reduce nitrogen oxides, unburned hydrocarbons and carbon monoxide 
emissions simultaneously. The catalytic converter was introduced in 1974 to 
deal with the emissions problem and deliver an effective combustion process 
[99]. This device is located in the exhaust system, after the exhaust manifold, 
and converts pollutants from the exhaust gas coming out of the engine 
cylinders into significantly less toxic by-products [103].  
The quantity of fuel mixed with the intake air is the foundation block of an 
engine’ aftertreatment structure. The air fuel ratio is responsible not only for 
the performance (in respect to power, efficiency and drivability) of an engine, 
but also for the chemical composition of the exhaust gas [104]. Although the 
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dynamics of the exhaust gas are affected by numerous other factors, the core 
of the exhaust gas aftertreatment system is the air-fuel ratio. The 
stoichiometric ratio is the ideal air-fuel ratio at which, in theory, no oxygen or 
fuel will remain in the exhaust gas composition [105]. For gasoline engines, 
the stoichiometric ratio is approximately 14.7 grams of air for every 1 gram of 
fuel injected [88].  
As seen in Figure 2.12 the stoichiometric air fuel ratio is used because it 
allows the catalytic converter to deal with the hydrocarbons, carbon monoxide 
and nitrogen oxides [63]. The catalyst is oxidising the hydrocarbons and 
carbon monoxide, while the nitrogen oxides reduction is done by removing 
oxygen from the exhaust gas. If the exhaust gas is from rich combustion (less 
than λ = 1), then it is a reducing atmosphere and oxygen can be taken away 
from the nitrogen oxides, however, there is no sufficient oxygen to oxidise the 
hydrocarbons and carbon monoxide. If the exhaust gas is from a leaner 
combustion (greater than λ = 1), then it is an oxidising atmosphere and there 
is enough oxygen to oxidise the hydrocarbons and carbon monoxide, but the 
nitrogen oxide chemical reaction will not work [106]. The Cerium and ceramic 
honeycomb structure of the catalyst acts an oxygen medium [107]. When it is 
very slightly lean, the stored oxygen will be used to remove the nitrogen oxide. 
When it is slightly rich the oxygen is given out by the Cerium so the carbon 
monoxide and hydrocarbons oxidation reaction can still work. 
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Figure 2.12: Typical quantity of emissions plotted against air fuel ratio [104] 
It is clear that the goal of a stoichiometric fuelling is not for the engine to reach 
its maximum power/torque point, but to enhance the efficient operation of the 
aftertreatment system. The engine management system, the computer that 
controls all the functions of the engine, reads input signals from various 
sensors placed at vital points in the engine and its components [92]. The 
opening of the throttle mechanism that controls the available air passing into 
the combustion chamber, the intake air flow rate, and the instantaneous 
engine running speed are some of the crucial input signals fed to the engine 
management system for determining the next transition in the engine. The 
system controls the engine by sending output signals to electro hydraulic 
actuators such as the fuel injector, the spark plugs and the camshaft for the 
valve timing. Moreover, additional sensors are employed to monitor the 
combustion products, to back up the engine management system’s 
calculations [92]. 
Even though the engine performs an imperfect combustion, at least in terms 
of power output, the exhaust gas reactions are being treated by the catalytic 
converter. A catalyst is a chemical element that causes a chemical reaction 
goes faster. For this reason, as the combusted gases from the cylinders pass 
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through the catalytic converter, chemical reactions arise on the catalyst 
surface that break apart the emissions and convert them into less harmful 
gases. Typically for a gasoline engine a three-way catalytic converter is fitted 
to the exhaust system to reduce the level of nitrogen oxides to nitrogen and 
oxygen, as well as oxidising the unburned hydrocarbons and carbon 
monoxide emissions to form water and carbon dioxide [108]. The “three-way” 
term is given to the catalytic converter due to the fact that is able to treat the 
all three pollutants simultaneously. 
The catalytic converter system has to be running under stoichiometric ratio in 
order to gain its maximum conversion efficiency [109]. The catalyst is formed 
by a washcoat of precious metals, surrounded by a honeycomb structure core. 
The honeycomb core of the catalyst, made by either ceramic or metallic foil 
monoliths, provides a large surface area in order to assist the wash-coat. The 
washcoat is responsible for supporting the precious metals and hence its 
surface area maximises the catalyst active available surface to the exhaust 
emissions. The most common valuable metals used for the catalytic converter 
are rhodium as a reduction agent, palladium for oxidation and platinum, acting 
both as a reduction and oxidation catalyst [110]. 
2.4.3.4 Particulate Filter 
In the mid-1980s special filters were designed to remove the particulate matter 
from the exhaust gas of the engine [111]. The particulate filters were initially 
introduced for the diesel aftertreatment system only, however, nowadays they 
are also engaged in modern gasoline engines due to high requirements 
applied on this type of engine [112]. Given the available space under a 
vehicle’s floor, the available space close to the engine and the filter’s volume, 
the gasoline particulate filter can be added to the aftertreatment system 
separately to the catalytic converter, along or under the catalyst [47].  
The main differences between the particulate filters used for diesel and 
gasoline fuelled engines are that gasoline engines requires a filter with smaller 
dimensions and that the exhaust gas of a gasoline engine is able to achieve 
high temperatures (up to 700°C) for a continuously and efficiently automated 
passive regeneration of the filter [113]. Furthermore, the particulate filter has 
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to be characterised by high robustness and durability. The system has to 
ensure the quality of its emission control operation during a vehicle’s lifetime 
and hence eliminate the need for replacing or servicing the filter [114]. 
Moreover, the filter has to deal with the challenge of reducing the nitrogen 
oxides emissions along with the particulate emissions control. The filter has 
to fully function through a car’s operation and at the same time decrease the 
concentration of particulates in the exhaust gases. 
The particulate filter is designed in such a way that the exhaust gas will be 
forced to go through the filter. There are two basic designs type of particulate 
filters; the wall and the fibre flowing filters [115]. As seen in Figure 2.13 for the 
wall-flow filter a honeycomb structure with channels blocked at alternated 
ends traps the particulate emissions while the exhaust gas is forced to flow 
through its walls. The wall-flow particulate filter has excellent particle removal 
efficiency since it can block more than 95% in mass and 99% in number for 
particulates of up to 100 nm in diameter [116]. The walls of the filter are made 
from cordierite or silicon carbide with the main difference between them being 
their melting points. Cordierite filters are made from magnesium iron 
aluminum cyclosilicate, a type of ceramic material, which in comparison to 
other particulate filters are fairly cheaper but have a low melting point about 
1200°C, while the silicon carbide wall flow filter has a melting point around 
2700°C, more than twice the temperature of ceramic wall flowing filters [117, 
118]. 
 
Figure 2.13: Exhaust gas flow through a wall-flow particulate filter 
The second type of particulate filter design is the fibrous filters; fibres made 
from ceramic are mixed together to form a spongy barrier. This type of filter 
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has the advantages over the wall flow design of taking any custom size or 
shape, plus they can generate lower back pressure [119]. Due to their 
structure, they will require a layout that provides them with more regeneration 
properties [120]. Metal fibres intertwined together can be used, having the 
benefit of using electrical current to regenerate the filter [121], but with this 
material comes the most expensive particulate filter arrangement.  
2.5 Chapter Summary  
This literature chapter has highlighted the main developments of the 
technology on gasoline direct injection engines towards efficiency increase 
and performance enhancement for this type of engine. Followed by a brief 
history of the emissions legislations for gasoline engines, as well as how the 
pollutants sampling and testing procedure are performed. There are several 
technologies which offer the potential of lower emissions, however, this 
chapter focuses only on the fundamental approaches of treating the pollutants 
during and after combustion (compression ratio, ignition timing, exhaust gas 
recirculation, three-way catalyst, particulate filter, etc.). 
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3 Overview of Engine Modelling and Calibration 
3.1 Chapter Introduction 
The chapter is mainly divided into two parts; engine simulation methodology 
in Section 3.2 and the engine simulation technology in Section 3.3. Section 
3.2 introduces the engine mathematical modelling methodology, and also 
concludes with a description of stochastic engine models and how the Kinetics 
SRM suite, which is based on the stochastic simulation technique is suited for 
the aim of the present research. Section 3.3 reviews engine mapping 
methodology by first introducing the engine control unit and its complex role 
in engine control. The process of developing an empirical analysis of engine 
performance, the engine mapping procedure, is broadly presented. 
Additionally, an outline of the different experimental designs for the engine 
mapping process is given. 
3.2 Engine Simulation Methodology 
Engine mathematical modelling is generally considered as the procedure of 
describing the physical and chemical phenomena occurring in an engine 
system with the aid of mathematical equations and computational simulation 
codes. Computer aided simulation of automotive systems has contributed 
enormously to the automotive research and engine development community 
[122, 123]. Encouraged by enhanced production when compared to the 
traditional prototype development processes and by the continuous increase 
in computational power, computer aided simulation allows fast and compact 
analysis of complex vehicle systems. However, increasingly demands for 
performance and efficiency requires advancing the level of accuracy, 
complexity and quality in the computational models developed.  
Current and future emissions legislations will require cleaner and more 
efficient engine powertrain systems. This challenge requires multidisciplinary 
effort at all stages of engine research and development, and the rapid 
development of computer technology has encouraged the use of multi-
platform simulation approaches to compute the nature of the essential 
process responses in engine systems [124].  
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In general, mathematical engine models can be classified into two main 
categories; behaviour and physical models. Behaviour engine modelling or 
black-box engine modelling, only shows the interactions between inputs and 
outputs, without any knowledge of the mathematical relationships involved 
(see Figure 3.1). Multiple inputs and outputs can be adopted into the box 
structure. In the second category of engine models, the inputs, outputs and 
the internal dynamics of the system are known, a so-called physical or grey-
box model, in which all the necessary information is available for simulating 
the system.  
 
Figure 3.1: Simple example of black- and grey-box engine models 
Behaviour engine models’ structure is ideal when the validation of the output 
is the main concern, rather than knowing how that output was produced [125]. 
This type of modelling approach represents the engine system by an empirical 
description or set of transfer parameters that do not describe any internal 
physics. Because of this, the behaviour models are usually very fast with low 
implementation costs. However, these models lack flexibility and are not 
appropriate for any form of sensitivity analysis [126].  
On the other hand, in physical engine models the internal knowledge of the 
item under consideration needs to be validated along with the output, and so 
the complexity of a real system will strongly affect the complexity of a physical 
model along with simulation times and implementation efforts [127]. A major 
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disadvantage of this modelling strategy is the use of approximations and 
averaged values for physical details, however, physical models provide 
flexibility and enable design sensitivity analysis and optimisation of the engine 
system [128]. A very common approach in engine models’ application is the 
division of the system into sub-models represented by different modelling 
techniques [129].  
3.2.1 Behaviour-Based Engine Models  
The increase of control demanding technologies, like variable valve timing, 
advance ignition management, variable exhaust gas recirculation, variable 
geometry turbine, and many more, has a great impact on the complexity of 
the engine control process. However, behaviour-based engine models can 
neglect the complexity of a system by simply hiding the relation of inputs and 
outputs within their structure. Look-up tables, response surface methodology, 
and artificial neural networks are contained within this modelling technique.  
3.2.1.1 Look-up Tables  
Several inputs of the internal combustion engine can be represented in 
multidimensional look-up tables or maps. The main drawback of look-up 
tables in engine modelling is the exponential growth of the data points with 
increasing number of inputs. Therefore, in terms of practicality, a look-up table 
engine model usually uses one- or two-dimensional input space [127]. As 
illustrated in Figure 3.2, a one-dimensional look-up table includes one output 
that is depended on one input, whereas a two-dimensional table will consist 
of a set of data points within its grid with each data point having two inputs. 
An estimation parameter is employed to link the data points together. The 
accuracy of the model strongly depends on the number of points on the grid. 
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Figure 3.2: One-dimensional look-up table for one input at the left and two-
dimensional look-up table for two inputs at the right 
3.2.1.2 Response Surface Methodology 
Response Surface Methodology (RSM) is a set of statistical techniques 
developed for solving black-box-based optimisation problems [130]. Design 
of experiments are created to determine the relationship between the design 
variables (inputs) and the responses (outputs) of the simulation. The method 
relies on the fit of empirical equations to identify the key inputs of the design 
and analyse the effect of the inputs on the objective function to optimise an 
output or a set of outputs [131]. The choice of efficient experimental designs 
can make the application of RSM reduce the cost of expensive analysis 
methods, such as finite element or computational fluid dynamics simulation 
[132]. 
 
Figure 3.3: Profile example of surface response generated from a RBF-
model with three variables (input A’, B’, C’) in the optimisation of response A’ 
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Due to the huge advantage over the classical one-factor-a-time optimisation 
analysis, the RSM is largely used for generating a large amount of information 
from a small number of experiments. However, because of the relatively few 
data sets required, the real global optimum might be missed in the search if 
the experiment is not able to capture a sufficient design space [133]. It might 
be the case that the response surface developed is invalid for regions other 
than the studied ranges of factors. It should also be noted that the main 
limitation of the method is that RSM is a black-box approach, hence it is very 
difficult to estimate the accuracy of the approximation [134].  
3.2.1.3 Artificial Neural Network  
A very powerful method among behaviour-based engine modelling is the 
artificial neural network technique. Inspired by the organisation of neurons in 
the brain, the major feature of this type of engine model is its ability to learn 
how to perform a particular task [135, 136]. The artificial neural networks will 
then extrapolate the frame between input and output data [137]. This method 
can be used to distinguish engine data that is similar to the examples given 
during the training stage.  Figure 3.4 illustrates the simplified architecture of 
an artificial neural network engine model. Within the black-box there are layers 
of neurons, which are basically the data computational elements of the 
system. Typically, there is one input layer and one output layer of neurons; 
however intermediate layers can be introduced.  
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Figure 3.4: General architecture of an artificial neural network engine model 
Generally, neurons receive inputs, and process them to obtain an output. 
Hence, the neurons in the output layer will gather information from all the 
neurons in the intermediate layer or directly from the input layer of neurons if 
there are only two layers. Each data sent to the neurons in the following layer 
have an individual weight factor that will determine the outcome being 
transferred to the next set of neurons. The data flow inside the network follows 
only one feed-forward direction; input data are processed in the input layer’s 
neurons and the results of the operation are passed to the neurons of the 
intermediate or output layer.  
The simplicity of an artificial neural network has been used for predicting 
engine performance, such as torque, power and specific fuel consumption 
[138, 139, 140, 141]. Wu and Gisca [142, 143] adopted artificial neural 
network models for defining the functioning parameters of the internal 
combustion engine such as in-cylinder pressure and mixture strength. A 
neural network based solution is efficient in terms of time; however, great 
knowledge in the design selection of the network is needed. Furthermore, 
because of its black-box nature, artificial neural networks are prone to over-
fitting data with several consequences, such as becoming excessively 
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complex and with poor predictive performance. Additionally, the training 
outcome of the network will depend crucially on the choice of the inputs.  
3.2.2 Physical-Based Engine Models  
Based on combination of empirical data and fundamental knowledge of the 
system, the physical modelling technique refers to full or partial interpretation 
of the system in physical terms. Furthermore, these type of engine models 
can be categorised based on their dimensional information, as: 
 Thermodynamics-based; 
 Fluid-dynamics-based; 
 Stochastic-based. 
3.2.2.1 Thermodynamic Modelling 
In thermodynamic modelling, most of the characteristics are averaged through 
the engine cylinder and no three-dimensional information (x,y,z) is available 
[144, 145, 146]. Thermodynamic internal combustion engine models are also 
known as zero-dimensional because they have no spatial resolution, 
quantities are independent of space, and therefore they do not contain any 
information on the internal fluid mechanics [147, 148]. Thermodynamic 
models can be categorised into single and multi-zone models.  
3.2.2.1.1 Single-zone thermodynamic 
Single-zone thermodynamic engine models are based on the conservation of 
mass and energy through the first law of thermodynamics and have no spatial 
resolution, because all the thermodynamic properties are considered as 
uniform and one single control volume is taken (see Figure 3.5). In these 
models the only independent variable is time and all the thermodynamic 
properties are homogeneous. The first law of thermodynamics states that the 
internal energy of the combustion is considered to be stable and evenly 
transformed from one form to another form with no losses [149]. A uniform 
mixture composition, temperature and pressure is used for the combustion 
process, to calculate the internal energy of the system, and hence to 
determine the enthalpy alteration. 
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Figure 3.5: Single-zone thermodynamic engine models assume the cylinder 
as one single control volume with homogeneous properties 
Single-zone models are useful as a prognostic tool when the heat release or 
the fuel mass burning rate are being determined [150]. A single-zone model 
may produce a system of ordinary differential equations for air fuel ratio 
pressure, temperature and quantity but it neglects the combustion chamber 
geometry, fuel evaporation, as well as the spatial difference of the mixture 
configuration and temperature [122]. By adopting a homogeneous mixture of 
ideal gases at all times the fuel is burned immediately when it is injected into 
the cylinder thus any unburned fuel vapour, fuel ignition delay, and even late 
combustion, are being disregarded [123]. Single-zone thermodynamics 
engine modelling does not take flow into account; the fluid is modelled as a 
perfectly mixed system with homogenous reactions, hence any mixing details 
and inhomogeneity of the mixture are not captured [151, 152].  
3.2.2.1.2 Multi-zone thermodynamic 
In multi-zone thermodynamic internal combustion engine models, the 
combustion chamber is divided into several zones, with each zone possessing 
uniform thermodynamic properties. As with single-zone models, the first law 
of thermodynamics is applied to each of these control volumes with 
appropriate boundary conditions. Multi-zone thermodynamics models take 
into consideration the geometry of the combustion chamber and the existence 
of burnt and unburnt gases [153, 154, 155, 156, 157, 158, 159].  
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Figure 3.6: Multi-zone thermodynamic models is dividing the cylinder into a 
number of zone with uniform properties 
As seen in Figure 3.6, multi-zone thermodynamic modelling divides the 
combustion chamber into at least two zones, unburnt and burnt, but any 
number of zones can be applied based on the results of a sensitivity analysis 
for convergence of simulation outputs [160]. By splitting the fuel into portions 
these models can describe the temporal and spatial distributions of both 
temperature and concentration [161]. The combustion process in each 
individual fuel partition is investigated as an air fuel mix procedure, resulting 
in separate thermodynamics systems having a burnt and an unburned zone 
with a homogeneous temperature for each zone and no heat transfer between 
them [144, 153, 162].  
The approach of dividing the combustion chamber into zones with uniform 
thermodynamic properties (i.e. temperature, composition, etc.) allows a more 
accurate prediction of combustion characteristics (i.e. pressure, duration, 
exhaust emissions, etc.) since temperature and species stratification are 
analysed in more detail. Furthermore, combustion in thermodynamic 
modelling is not occurring instantaneously and it can be described by the use 
of a Wiebe function [88]. 
𝑥(𝜃) = 1 − 𝑒𝑥𝑝 (−𝑎 ∙ (
𝜃 − 𝜃0
𝛥𝜃𝑏
)
𝑚+1
) Equation 3.1 
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𝑥(𝜃) is the mass fraction burnt at crank angle 𝜃, 𝜃0 is the crank angle at the 
start of combustion and 𝛥𝜃𝑏 is the combustion duration. Constants 𝑎 and 𝑚 
are adjustable parameters which their values can be defined based on 
experimental engine data of the cylinder pressure (see Figure 3.7). 
 
Figure 3.7: In-cylinder pressure profile and mass fraction burned 
3.2.2.2 Fluid Dynamics Modelling 
Whereas thermodynamic models lack an ability to analyse spatial flow 
variations, local velocity and temperature fields, fluid dynamic models, known 
as dimensional or computational fluid dynamics models, can examine time-
based variations of velocity, temperature and pressure fields in one, two, or 
three dimensions [161]. For instance, case studies for flow analysis (i.e. flows 
through valves, fuel injection flow, in-cylinder flow, etc.) are linked with highly 
detailed dimensional resolution, where multi-zone modelling cannot be 
applied [163, 160]. Overall, dimensional engine models are divided into two 
main groups; one-dimensional and multi-dimensional.  
3.2.2.2.1 General Fluid Dynamics Laws 
The fluid dynamics modelling approach relies on the solution of the 
conservation equations of mass [164], momentum [165], species and energy 
[166]. A system is divided into smaller components that have volumes with 
constant fluid properties (pressure, temperature, density, and internal 
energy). In addition to the fluid properties each volume has a mass flux and 
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fluid velocity that can only be transferred across the volume boundaries. A 
fluid dynamics simulation simultaneously solves the equations for 
conservation of mass, momentum and energy for each volume using the 
volumes’ fluid properties [167].  
Conservation of mass simply states that the mass in a fixed control volume 
cannot be decreased or increased, but it can be conserved and changed into 
a different form, as illustrated in Figure 3.8. Applying mathematical logic, the 
conservation of mass equation is developed by adding up the flow rate of the 
mass entering and leaving the control volume, and hence determining the net 
mass flow rate within the volume. The principle of the conservation of 
momentum states that the total momentum of the control volume remains 
unchanged through time [165]. In a moving fluid element there are two kinds 
of forces that an element can experience; surface force like pressure and 
stress, and body forces, which can be simplified as gravity force.  
 
Figure 3.8: Conservation of mass through control volumes 
Since we have a mass flow rate, we have the fluid mass. We also have a 
change of velocity between the starting and ending points of the control 
volume, hence we have the acceleration of the fluid. Newton’s second law 
states that if there is an acceleration going on and there is a mass associated 
with it, then there must be a force [168]. It can be stated that the force acting 
on the fluid is the mass flow rate multiplied by the change in velocity. Newton’s 
third law states that for every force there is an equal and opposite reaction, 
hence the force acting on an object by the fluid is going to be equal and 
negative. The rate of change of the momentum of the volume is the sum of all 
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forces acting on it. In a control volume the conservation of momentum is used 
to determine the resulting forces from the momentum change and the acting 
pressure on the entry and exit of the volume.  
Finally, conservation of energy states that the sum of kinetic and gravitational 
energy is constant. A given flow field will contain thermal and kinetic energy. 
Energy conservation can be defined as the rate of change of energy, which is 
the sum of energy transfer of the system, hence work plus heat. In a control 
volume the net rate of energy transfer by heat and works transfers is equal to 
the difference between the rates of outgoing and incoming energy by mass 
flow [169].  
3.2.2.2.2 One-Dimensional Fluid Dynamics 
As seen in Figure 3.9, in a one-dimensional simulation the complete engine 
system is discretised into smaller volumes; the entire intake and exhaust 
system are modelled by many volumes, where the junctions are represented 
by a single volume and the pipes are divided into several sections [170]. 
Physical parameters, such as temperature, pressure, density, etc. are 
uniformly simulated for each volume; nevertheless, a finer discretisation 
increases the accuracy of a simulation [171].  
 
Figure 3.9: Example of discretization of the engine system into smaller 
volumes 
One-dimensional codes are developed to simulate engine flow throughout the 
whole engine system. Important procedures of the system are defined by 
means of mathematical expressions in a way that the physical conditions, 
such as pressures, temperatures and mass flows, will be determined through 
all the computational segments at all time. One-dimensional calculation is 
highly adjustable and can be adapted for the simulation of transient engine 
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operations; however, considering that they consist of numerous empirical 
parameters, they need to be fitted with experimental data [172].  
Engine-oriented one-dimensional programs have gradually been utilised to 
support the engine design stage [173, 174]. Generally, their application 
initiates from the calibration of a base engine model of experimental data to 
simulate the influence of various engine configurations on the performance 
output. At that point input variables, such as the inlet and exhaust pipe 
geometry and valve timing and lifting, can be adjusted in terms of the 
prediction ability of the model [175, 176, 177, 178].  
3.2.2.2.3 Multi-Dimensional Fluid Dynamics 
One-dimensional engine modelling can also be used to set initial and 
boundary conditions needed by a multi-dimensional simulation. Utilising 
discretisation methods and turbulence models to analyse the flow through the 
cylinders of the engine [129, 179], multi-dimensional modelling is best for 
determining the optimum design characteristics for individual components, 
where one-dimensional models are best-suited for optimising the design of an 
entire flow system. For instance, a multi-dimensional simulation can be used 
to design and optimize the cooling system of the engine; pump, coolers [180, 
181], etc., but a one-dimensional approach can take the performance 
characteristics of the components and use them to simulate the system [182, 
183, 184, 185].  
Based on the general laws at any location within the engine cylinder, 
computational fluid dynamics models constitute a system of partial differential 
equations founded on Navier-Stokes equations [186, 187]. Despite the 
evolution of modern computer capabilities and more efficient numerical 
algorithms, multi-dimensional fluid dynamics is the most computational 
demanding method applied to internal combustion engine simulation [188]. 
The combustion chamber or generally the region of interest (i.e. intake and 
exhaust ports might be included) is replaced by a mesh of cells (see Figure 
3.10). For each cell of the defined geometry, partial differential equations for 
conservation of mass, momentum (Navier-Strokes equations), energy, and 
species concentrations is solved. How accurate and how computationally 
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costly the simulation will be depending on the defined geometry, as well as, 
the quality of the formed mesh and the fluid properties [129]. 
 
Figure 3.10: Meshed engine cylinder and valves ports in multi-dimensional 
simulation 
To sum up, multi-dimensional codes helps to design components while one-
dimensional codes enables us to determine the effects of various design 
changes and operating conditions across an entire system. A number of 
previous studies have applied the multi-dimensional modelling method to 
analyse the air flow within a combustion chamber and correlated the 
simulation results with experimental measurements [189, 190, 191, 192, 193, 
194, 195].  
Additionally, three-dimensional combustion models have been engaged for 
the evolution of a downsized gasoline engine with power and efficiency 
increase [196, 197, 198]. The multi-dimensional approach has also been used 
for the optimisation of engine geometry and injection strategy, as well as, 
inspection of multiple direct fuel injections with advanced flexible valve timings 
[199, 200, 201, 202]. Belal et al (2013) chose a multi-dimensional code to 
model the turbulence and combustion processes with sufficient detail to 
include fuel injection and spray formation [203]. With a computational grid of 
200,000 mixed cells types and a time step of 0.5 crank angle, the fuel jet was 
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divided into a single segment for each crankshaft angle. Attempts to reduce 
the unrealistic computational effort needed by multi-dimensional simulations 
involve the introduction of multi-zone sub-models to simulate the burning 
mixture zone and the unburned sector surrounding it [204]. This simulation 
scheme runs faster but at the expense of prediction accuracy.  
It is well known that turbulence flow inside an engine cylinder plays a very 
important role in the combustion process [205]. Turbulent flow is irregular and 
chaotic, consisting of a spectrum of different scales or eddy sizes. The most 
important characteristic of turbulent flow is the fact that velocity and pressure 
at a point, fluctuate with time in a random manner. Turbulent motions in the 
engine cylinder occur at various length and very short timescales. The 
variation in length and timescales are responsible for the difficulty of 
numerically analysing turbulent flow. A full detailed numerical solution of the 
combustion turbulent flow is impossible and cannot be predicted exactly, thus 
the general approach is to use methods to provide approximated information 
about the flow.  
As illustrated in Figure 3.11, there are four main approaches for turbulence 
flow simulation [206, 207, 208, 209]; Reynolds-averaged Navier-Stokes 
equations (RANS), Large-Eddy simulations (LES), direct numerical 
simulations (DNS) and stochastic turbulence modelling using probability 
density functions (PDFs). Without going into too much detail of the different 
levels of numerical solutions for turbulent combustion, RANS computes only 
the averaged motion and models the effect of fluctuations [210]. Next, LES 
neglects small scales of the flow and focuses on the large scales of the 
turbulence to be fully resolved. LES provides better prediction of the 
turbulence flow but the computational cost of this approach is extremely large 
[211]. DNS also requires huge computational resources since it is resolving 
every length and time scale of the turbulent flow [212]. Finally, the stochastic 
PDF-based method defines the relative probability of the variable in a given 
interval [213, 214]. 
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Figure 3.11: The four main approaches for turbulence flow simulation 
3.2.2.3 Stochastic-Based Engine Modelling 
Due to the random motion of turbulent flow statistical methods are therefore 
helpful to describe a turbulent flow field. The aim of the method in turbulence 
modelling is the description of the fluctuating velocity and scalar fields in terms 
of their statistical distributions. Characterised as “one of the most promising 
and powerful approaches” for turbulent fluctuations studies [215], the 
stochastic approach is able to model mixing and chemical reaction in turbulent 
reacting flows for multi-dimensional fluid dynamics and multi-zone 
thermodynamics combustion models. The first stochastic PDF-based model 
was established by Dopazo and O'Brien [216], where the statistical method 
was used to model mixing and chemical reaction in turbulent reacting flows.  
Stochastic modelling simulates the turbulence processes happening in 
combustion by the use of global and local quantities in the computational 
space of the cylinder [217]. Global quantities (mass, volume, density and 
pressure) remain constant, while local thermochemical quantities such as 
mixture mass density, molecular weight, specific heats, temperature and 
exhaust gases are being divided, arranged and categorised into levels within 
the computational space [218]. Both types of quantities, global and local, are 
evolved with reference to time and they alter with the variation of the 
combustion chamber volume as the piston moves up and down. 
The mass within the cylinder of the engine is divided into a number of 
elements called particles, which have a chemical composition, temperature 
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and species concentration and are statistically described by a probability 
density function (PDF). The variations of chemical reactions and turbulence 
flows may be analysed by both the PDF and particle model approaches. The 
PDF approach uses the joint probability density function of the species 
concentrations and the particle model represents the turbulent mixture using 
equal sized particles with uniform composition. At a certain rate, two particles 
at a time, are mixed together exchanging chemical reactions. Rather than 
applying a specified rate for the particles interactions, a PDF evolution of the 
particle compositions was implemented by Pope [219] making the first step to 
link the probability approach with particle models and enabling the 
advantages of each method to be exploited. This method has become the 
dominant approach for modelling and solving PDF equations.  
The stochastic particles employed by the PDF technique move through the 
computational domain with unique instantaneous velocities. The state of a 
stochastic particle is described by its position and velocity, as well as by the 
values of the reactive scalar that it represents as a function of time. The 
probability density function is computed as, basically, the ratio of the number 
of times an event occurs to the number of times that all event occurs [220].  
Let Φ express the value of a design variable, for example the mass fraction 
of oxygen, at a specific location and time in the flow. The flow is measured in 
units of time and hence for each time step there is a different value of the 
oxygen mass fraction, Φ. Thus, Φ can be described as a random variable. 
The development of the probability density function is determined through 
particle mixing and detailed chemistry. The particles are randomly selected to 
interact with each other exchanging in this way heat and chemical 
composition [8]. How often these mixing events occur is set by a turbulent 
mixing time [21]. Turbulence is essential for the combustion process in 
engines since it prepares and mixes the fuel before combustion. Particularly 
in the case of direct injection engines the combustion of the mixture is strongly 
affected by the mixing process [221].   
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A stochastic PDF-based model can compute results with similar accuracy 
compared to a typical multi-dimensional engine model but within minutes 
instead of days achieving accurate results [222, 223, 11]. Stochastic models 
are gradually dominating in the area of engine combustion modelling as they 
offer the analysis of a mixture’s detailed combustion chemistry along with fast 
simulation times at low computational cost.  
Employing chemical reactions and gases dynamics into modern engine 
simulation technologies offers the prospective of developing a more powerful 
and superior simulation tool.  In the simulation of combustion, by use of 
chemical reactions and kinetics, the results are strongly affected by the quality 
of the chemical model. The fuel and oxidizer are the foundation base of an 
internal combustion engine chemical model. The complexity of the model 
depends on the complexity of the fuel. For example, small fuel species like 
hydrogen haves a chemical model density under 10 species, while more 
complex fuel species such as iso-octane can have hundreds of species in the 
chemical model. In addition, features such as soot emission calculations need 
a chemical model that includes those specific species and reactions.  
Despite the evolution of detailed chemistry fuel models, the challenge to 
practically implement them into standard engine simulation codes remains. 
The increase of computational time and power associated with resolving 
detailed chemistry along with dynamic mathematical functions has historically 
limited the possibility of the implementation of such models. While there is a 
large volume of published studies describing the important role of multi-
dimensional computational fluid dynamics models and their ability to provide 
detailed simulations [224, 225, 226, 227, 228, 229, 230, 231, 232, 233], it has 
been conclusively shown [198] that this kind of modelling requires huge 
simulation times and computational power in addition to their very complex 
setup, run, and post process requirements.  
Including large detailed chemistry models into multi-dimensional codes results 
in unrealistic computational timescales. This has been demonstrated [234] by 
running a multi-dimensional fluid dynamic model with a detailed kinetic 
mechanism composed of 872 reactions and 188 species. For a single engine 
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cycle the simulation took 28 days to complete the task. The computational 
time can be reduced by replacing the multi-dimensional model with lower 
quality, but still sufficient, modelling approaches. The simulation times for 
thermodynamics or single-dimensional based engine cycles, which are 
universally employed in engine design and development, is mostly in the order 
of seconds per cycle. However, even with the combination of a different 
modelling scheme with detailed chemistry, they will still result in large solution 
times. 
Even so, recent experimental and computational investigations in chemical 
kinetics modelling have provided more robust fuel models that are able to 
compute the combustion characteristics of the higher molecular weight 
hydrocarbon fuel used in internal combustion engines [235, 236, 237, 238, 
239, 240]. These latest surrogate fuel models include thousands of species 
and elementary reaction steps, increasing the understanding of fuel 
combustion and soot formation origins, in addition to providing improved 
accurately predictions of emissions pollutants [241].  
As mentioned above, an alternative to computational fluid dynamics is the 
PDF modelling technique. In a computational fluid dynamics model the 
chemical composition, temperature, and mass, are spatially resolved, 
whereas a PDF-based combustion model belongs to the zero-dimensional 
thermodynamics model category where there is no spatial resolution and 
therefore don’t contain any information on the fluid mechanics. Introducing the 
latest robust detailed chemistry model to a PDF-based combustion code will 
increase the system benefits since of emissions prediction ability, it will be 
capable of faster turbulence processes simulations [7, 27]. PDF-based 
models have been demonstrated to be a productive modelling tool due to the 
integration of detailed chemistry whilst managing relatively low computational 
cost [242]. The empirical findings of a number of previous studies supporting 
the above approach [21, 22, 23, 24, 25, 26, 27].  
Essentially with every run of a PDF-based combustion model, different 
outputs will be produced due to built-in random processes. The advantage of 
this modelling technique is that the simulation takes into account, in its 
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computation, the inhomogeneity and turbulence within the combustion 
process by using physical quantities described by probability density function 
distributions [218]. Hence the model can account for variations of the 
quantities modelled by PDF-based variables, like cylinder mass, within the 
combustion chamber making it perfect for cycle-to-cycle variations studies. 
The best approach to model a real phenomenon as realistically as possible 
relies on the simulation study to analyse it. Previous research has shown that 
PDF-based models are advantageous tools for representation of the real 
world [243].  
Cycle-to-cycle variations in spark ignition engine combustion tend to reduce 
performance and efficiency [244, 245]. Detailed investigation of the cycle-to-
cycle variations is difficult because of the problem of controlling and 
measuring the changes of all the influencing factors [246]. In-cylinder charge 
motion can vary between cycles, changing both rate at which unburned air 
fuel mixture is entrained and the profile of the turbulent flame front.  
Variations in local turbulence during ignition time may move the flame kernel, 
thereby altering the interactions between the flame and the piston cylinder 
walls [247 – 250]. Consequently, it is not clear which factor has the largest 
effect on the combustion variations and therefore how to reduce these 
variations [251]. One solution to this problem is through the use of computer 
simulation [252]. However, running many engine cycles on a multi-
dimensional model with detailed chemistry would be extremely expensive in 
terms of computational time and power. It has been concluded [253] that the 
initial flame growth rate is controlled by the laminar flame speed at the spark 
plug and the initial eddy burn size. If the fuel is well mixed with the air flow and 
the engine is operating at a high load, the dominant cause of variations in the 
early combustion is the flow situation in the area of the spark plug [254]. 
Control and reduction of combustion cyclic variations can help, to some 
extent, to move towards improved fuel economy and reduced emissions 
levels [255]. 
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3.2.2.4 Evaluation of Engine Simulation Methodology 
In conclusion, multi-dimensional computational engine simulations are the 
best current technique for determining the optimum design characteristics for 
individual components and new engine concepts, whereas single-
dimensional models are suitable for optimising the various design changes 
and operating conditions across the engine system. Widely spread throughout 
the engine development industry, the single-dimensional modelling approach 
is able to determine how the engine will operate without the need of powerful 
processing and time-costly computation [256]. 
The approach of stochastic PDF-based engine modelling has been concluded 
as the best method to adopt for a fast, accurate and realistic combustion 
simulation framework. The presented study focuses upon a stochastic PDF-
based model using the kinetics SRM suite, an application that has obtained 
increasing attention from academics and industry alike due to its capabilities 
to correlate combustion characteristics and emissions concentrations with 
experimental data [21 – 28]. The model is solved by theoretically breaking 
down the combustion into a user-defined number of stochastic particles that 
statistically represent the probability distribution function of the in-cylinder 
mixture. Hence, each particle has its own mass, temperature, and species 
concentrations. For each stochastic particle the software solves the fuel 
injection, the chemical kinetics, turbulent mixing, piston movement, and heat 
transfer processes. Generally, it can be said that increasing the number of 
stochastic particles, increases the resolution of the solution, but also the 
computational time needed for the tasks.  
The kinetics SRM suite is a stochastic PDF-based closed volume engine 
cycle, meaning that the PDF initiates from the closing of the intake valves and 
terminates at the opening of the exhaust valves. The closed engine volume is 
divided into an equally size timescale. The code follows the thermodynamic 
modelling analysis, where the energy equation progresses with every time 
step. There are two zones, burnt and unburnt, each modelled based on a PDF 
with the number of stochastic particles set by the user. A Monte Carlo 
technique with second-order operator splitting solves the system equations 
for every time step, moving the properties of the stochastic particles from the 
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unburnt gas zone to the burnt gas zone according to the progression of the 
PDF.  
The cylinder pressure is calculated based on the ideal gas law where the 
instant pressure equals the product of the gas molecules number, gas 
universal constant, and temperature over the cylinder instant volume. One 
can visualise it as the pressure of the gas inside the cylinder pushing the 
piston downwards, hence increasing the volume of the cylinder. Work is 
defined as force multiplied by displacement. Work is done by the gas 
signifying a change in energy. As the gas energy is increase, the amount of 
work on the cylinder increases. In an ideal gas all the internal energy of its 
molecules is in the form of motion, kinetic energy, and hence any alteration 
causes a change in temperature. To sum up: 
 pressure is inversely proportional to the cylinder volume, meaning that 
higher volume equals lower pressure; 
 pressure is directly proportional to the temperature, or higher 
temperature equals higher pressure; 
 volume is directly proportional to temperature, hence a higher volume 
will give higher temperature. 
The cylinder pressure is assumed to be homogeneous and the local quantities 
of mass fractions, temperatures, etc. are dealt with as random variables of the 
probability density function. The position of the piston alters the cylinder 
volume resulting in compression or expansion of the gas and the change of 
pressure.  
The flame ignition process is modelled using a Wiebe function [146, 63]. As 
the flame propagates along the combustion chamber, chemical reactions and 
heat release processes occurring between the particles of the unburned and 
burned zones. Due to the stochastic particles within the two gas zones having 
different properties, a pressure correction procedure is also needed to 
equalise the particles’ pressure. This is done by performing an isentropic 
compression or expansion to a value. The total volume of all particles has to 
be equal the total cylinder volume. With every pressure correction, 
temperature and density of all the particles are updated.  
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Furthermore, the default iso-octane n-heptane mechanism is used. The 
properties of the specific mechanism are registered to CMCL Innovation and 
is not disclosed [18, 257]. The chemistry mechanism describes the complex 
interaction between the chemical species, promoting critical combustion 
related processes to be analysed. Such studies may be focusing on 
combustion profiling, ignition, flame propagation, knocking, multiple direct 
injection, or emissions formation [22, 24, 25, 27, 258, 223, 259].  
As mention before, the kinetics SRM suite has been successfully employed in 
a number of earlier studies with the engine experimental data collected from 
port fuel injected HCCI [260], single early direct injection HCCI [22] and dual 
injection HCCI engines [21]. In addition, analysis of natural gas fuelled [23], 
hydrogen-rich gas [25], and different fuel blends [24] on HCCI engines have 
been examined using the software.  The kinetics SRM suite has also been 
coupled to the computational fluid dynamics code KIVA for studying the 
influence of direct injection on a PCCI engine [11] and implemented with a 
single-dimensional fluid dynamics tool for the in-cylinder stratification 
investigation of a direct injection diesel engine [28]. 
However, through the literature review completed, it has been found that far 
too little attention has been paid to evaluate the kinetics SRM suite against 
experimental data from gasoline direct injection spark ignited engines. Further 
experimental investigations on this type of engines are needed due to their 
worldwide popularity and application. One of the research objectives is to 
investigate how well the kinetics SRM suite can predict the experimental data 
collected from a modern spark ignited gasoline direct injection engine.  
3.3 Engine Simulation Technology 
3.3.1 Introduction to Engine Control and Mapping 
The engine control unit is designed to monitor, through sensors, and manage, 
through actuators, the operating state of the engine. The unit operates in a 
closed continuous loop, as seen in Figure 3.12: 
 Input signals are received from various sensors placed in the engine 
powertrain; 
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 Information is processed and based on a program (more commonly 
known as engine map) saved on its internal memory the unit switches 
to the appropriate operating conditions algorithm; 
 With reference the operating setup mode, for example, hard 
acceleration, signals are provided to the actuators to change their 
settings accordingly; 
 Process is repeated. 
 
Figure 3.12: Engine control unit closed loop operation 
The manufacturer needs to constantly satisfy the emissions limits and at the 
same time to meet customer requirements for performance, drivability and 
efficiency [261]. Moreover, to the fact that the engine is controlled by intelligent 
actuator modules makes the whole process produce non-linear and variable 
responses [262]. For instance, such actuator modules are the valve 
timing/lifting, the multi-tasked injection system and the exhaust aftertreatment 
set up. An engineer simply cannot advance one actuator setting without 
adjusting one (or a range of) the remaining actuators.   
Taking for example the injection system; if the engine is supplied with a rich 
mixture the output is better performance, but also fuel consumption and 
exhaust emissions become higher [63]. The extra fuel causes instability to the 
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operation of the after treatment system and also more unwanted noise is 
produced from the engine. Another case is valve timing; having the exhaust 
valves open before bottom dead centre and close just after top dead centre 
causes the engine to lose a small percentage of power, but at the same time 
this timing helps the piston to clean the cylinder from the by-product gas [88]. 
Ultimately as more and more factors are involved into the engine tuning 
process, so the engine optimisation gets more complicated. The optimisation 
complexity of the system is combined with the need for shorter development 
times to produce an exceedingly demanding challenge [128].  
In order to increase the practicality and efficiency of engine testing, powerful 
software tools are constantly being developed to assist with the task of 
mapping the engine. Engine mapping is defined as the process carried out 
with the aim of deriving an empirical model of how an engine powertrain with 
certain characteristics behaves [1]. Once a viable engine model is developed 
there are three in-loop testing techniques that can be applied; hardware- [263, 
264], software- [265, 266, 267] and model-in- loop.  
In-loop testing is basically the representation of an engine’s subsystem, such 
as the combustion chamber, in a simulated environment. This testing scheme 
is essentially a loop constructed by the inputs, the system under test and the 
outputs. The simulation supplies the system under testing with the inputs, and 
it then processes the signals and produce the outputs [268]. Hardware-in-
Loop (HiL) aids the evaluation of control strategies implemented on a real 
electronic control unit for testing and validation phases. Software-in-Loop 
(SiL) allows testing of the control strategies through the use of a software 
model in a virtual real-time environment. Model-in-Loop (MiL) simulates the 
entire engine system environment [269], like for instance by using an engine 
model and an ECU model with its control strategy [270, 271].  
3.3.2 Outline of Experimental Design Techniques 
With increasing engine complexity, the number of controllable variables and 
test time are growing exponentially [272]. To a great extent, engine mapping 
and testing are constructed on statistical experimental design and flexible 
hierarchical modelling techniques. Experimental Design or Design of 
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Experiments (DoE) in general is defined as the strategy of planning how 
controlled measurements are going to be recorded during an experimental 
process [273].  
DoE is an answer to the question of how the optimum combination of actuator 
settings can be reached, in order to get the best fuel economy, lowest 
emissions, and maximum engine performance with the fewer experiments as 
possible [274]. This strategy combines test designs and methods for 
measuring a predetermined part of the experiment to create a statistical model 
that matches the experimental measurements as closely as possible [275]. 
By identifying the most effective points for testing the actuators of the engine 
DoE significantly reduces the experimental effort, time, and cost. The 
approach is mainly divided into three design categories that the experiment is 
based on; classical, optimal and space filling [276]. Essentially how the 
experiment design is set up depends on the objectives of the system and the 
number of factors to be investigated. 
3.3.2.1 Classical Designs 
The standard way of mapping the engine is by applying the single factor 
optimisation technique [277]. The method starts with all factors kept to a 
constant, except one that is allowed to move from its minimum to its 
maximum, presenting in this way its optimum value. This method may appear 
a straight forward process, but causes a geometric growth in the number of 
experiments [278]. Moreover, due to the principle that this technique follows, 
altering and optimising one factor at a time, the path to find the optimum 
solution is bypassed by the different starting points of the “optimum” factor 
values. An alternative to single factorisation is the full factorial optimisation 
technique [279]. The experimental process is carried on by examining both 
the influence of each factor on the output and also the influence generated 
between each factor [280]. Again, this is not suitable for engine mapping, the 
reason being is the huge number of experimental measurements needed to 
achieve a full test grid [281]. 
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Another classical design option is the Box-Behnken layout (Figure 3.13), 
which spreads the testing points equally, following a spherical path with one 
point at the centre of each edge of the space and a single point at its core 
[282]. This layout can only deal with variables that have three levels – high, 
centre and low – for reaching the optimum. Up to three factors, the design 
requires relatively few numbers of runs, but if the number of factors increases 
more, then a Box-Bahnken design becomes unsuitable [283]. 
 
 
 
 
 
Presented by Raymond and Montgomery (2002) a more advanced design 
layout is the central composite (Figure 3.14) that uses corner points and either 
faces points (three-level factors) or extended points (five-level factors). This 
design requires variables to be set out of their range and as the number of 
factors increase, so its efficiency drops.  
 
 
 
 
 
 
  
Extended five 
levels factor 
Face corner three 
levels factor 
One point at the centre of each edge 
of the space 
Single point at the 
core of the space 
Equally distribution of points 
along the design space 
The design follows a 
spherical path 
Figure 3.13: Box-Behnken design  
Figure 3.14: Central composite design 
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Plackett and Burman constructed a design that is useful for identification of 
the important factors that influence a model with the fewest possible runs 
[284]. For instance, a Plackett-Burman design for up to 11 factors requires 12 
runs. The weakness of this design is that it cannot define the relation between 
the factors interactions. Regular Simplex (Figure 3.15) is a different layout that 
takes the highest point derived from a triangular shape [285]. The shape of 
the simplex design is generated by the number of factors; for two factors a 
simplex is a triangle, for three factors it is a tetrahedron, for four factors it is a 
pentachoron, and so on. This design is able to determine which process 
variables (or factors) influence some characteristics of the product. Simplex 
designs take as granted that no interactions exist between the factors of 
interest [286]. 
 
 
Figure 3.15: Regular simplex design with different number of factors [287]  
3.3.2.2 Optimal Designs 
Some classical designs may reach the desirable objective, but only with a 
much higher quantity of test runs than an optimal design [288]. Moreover, 
optimal designs counteract the disability of non-optimal to handle multiple 
types (primary and secondary influence on the output) and number of factors 
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[289]. The optimality of such a layout is based on an “information matrix” 
approximation within a constrained design space. Thus, the limitation of the 
experiment must be identified in order to continue with an optimal design. 
There are several optimal designs with the most significant for this case study 
to be A, D and V-Optimality [290]. As mention above the optimality type has 
as its foundation a statistical matrix and how the information of that matrix will 
be manipulated. As is illustrated in Figure 3.16, A-Optimal design finds the 
inverse of the information matrix and based on that is reducing the sum of the 
diagonal terms. The outcome is the decrease of the mean difference between 
the estimations of the design’s coefficients.  
𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥 𝑖𝑛𝑣𝑒𝑟𝑠𝑒 = [
−2 2 −4
−1 1 3
2 0 −1
]     
𝑠𝑢𝑚 𝑜𝑓 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 𝑡𝑒𝑟𝑚𝑠 = (−2) + (1) + (−1) =  −2 
Figure 3.16: A-Optimal design statistical matrix calculations 
Alternatively, D-Optimality uses the determinant of the matrix to increase the 
estimation and V-Optimal designs are trying to find the minimum of the mean 
difference of a number of particular points [291]. As Figure 3.17 shows, D and 
V optimal designs can be straightforward compared in terms of how their 
points are scattered in the design space. The test points for D-Optimality are 
placed in most of the time on the limits of the space, whereas V-Optimality 
points are commonly surrounded by the boundaries of the design space. 
 
 
Figure 3.17: D and V Optimal designs  
Design space limits 
D-Optimality testing 
V-Optimality testing 
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3.3.2.3 Space-filling designs 
Space-filling designs are scattering the testing points equally throughout the 
experimental space [292]. A Latin square can be described as an a×a array 
packed with non-similar figures in each row and in each column. An example 
is a 3×3 square with the figures 1, 2 and 3. Hence the first row will be 1-2-3, 
the second row 3-1-2, and lastly 2-3-1 as the third row (see Figure 3.18). 
  
  
 
 
 
First described by McKay (1979) Latin Hypercube sampling (LHS) is 
developed by an equal number of Latin squares on each dimension, but with 
each integer to be unique on each column of the hypercube. Figure 3.19 gives 
an idea of how a LHS is constructed. By showing the Hypercube as a two-
dimensional side projection it is obvious that each point is unique in the 
vertical axis. The size of the interval section of the hypercube determines how 
many experiments will take place [293]. 
 
Figure 3.19: Each point is unique in the vertical axis of the Latin Hypercube 
Halton (1964) generated a sequence to place the testing points in 
deterministic positions. Prime numbers (ex. 2,3,7,9,11,13,17,19, etc.) act as 
the base of the sequence and divides the unit interval (from 0 to 1). For 
3 
3 
Figure 3.18: Latin cube with unique figures in each row and column 
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example, if the base is the prime number 3 then the interval splits up into 3 
equivalent spaced parts (see Figure 3.20).  
 
 
 
 
I 
 
The first two figures of the Halton sequence are therefore 1/3 and 2/3. The 
procedure continues by breaking each part of the previous interval into 3 equal 
spaced parts and so on [294]. Hence, the Halton sequence for number 3 
becomes: 1/3, 2/3, 1/9, 4/9, 7/9, 2/9, 5/9, 8/9, etc. In low dimensional problems 
Halton sequences are excellent for handling the design, but problems are 
introduced when the number of primes increases [297]. A sample of a Halton 
sequences design is presented in Figure 3.21.  
 
Figure 3.21: Halton sequences design [295] 
Nevertheless, originally introduced by Yates (1936), Lattice designs are 
equally coordinating the points in the space between the intervals (0 to 1) in 
a triangular grid [296]. For 3 factors (m=3) the Lattice design splits the interval 
up as 0, 1/m, 2/m and 1 or in this case; 0, ⅓, ⅔ and 1. Then all possible 
arrangements of the coordinates are used and a 3×3 design will be 
0 1/3 1/9 2/9 1/3 2/3 4/9 5/9 
0 1/3 2/3 1 
2/3 1 7/9 8/9 
Figure 3.20: Halton sequence divides the interval in terms of the base number 
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constructed, resulting in 10 design runs. As the factor’s level increases the 
complexity of the design grows and the estimation fades [297]. Figure 3.22 
demonstrates a Lattice design with three factors and starting from the left the 
experiment runs on 3 levels, then 4 levels and finally 5 levels.  
 
Figure 3.22: Lattice design with three factors and three (left), four (middle) 
and five (right) levels [298] 
Additionally, there is the Sobolov space-filling design (Figure 3.23) which is 
based on an algorithm for uniformly creating an ordered list of points [299]. 
The points of a Sobolov design have a unique position by avoiding each other. 
This design expands as the number of the input variables gets bigger. A 
maximum of 6 input factors is suited in order for this layout to be effective.  
 
Figure 3.23: Sobolov design example [295] 
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3.3.2.4 DoE Summary 
Discarding the classical design types due to their impracticality for modern 
engine applications there are space filling and optimal designs. The main 
difference between these two types is that space filling doesn’t require any 
knowledge about how the input factors of the model affect the outcome [300]. 
This design layout can be applied for new engines to investigate their 
limitations and how they will behave. In contrast, optimal designs are an 
efficient layout when there is at least some knowledge of the operating 
system. 
Moreover, a mix and match approach can be utilised. Starting with one design 
style and continuing to an entirely different style. For instance, an engineer 
could start with space filling to examine a new type of engine. As long as the 
relationship between inputs and outputs is established, an optimal design may 
come into play to test in detail the constrained space. Each type of design, 
either optimal or space filling is strongly dependent on the type of model to be 
used [283]. While an optimal design is best for polynomial models, a space 
filling is most suitable for radial basis function. Therefore, the type of the 
design not only relies on the number of factors but also on the model type.  
3.4 Chapter Summary 
Because of its availability of analysing internal components and logic, 
physical-based modelling provides a deep insight into a real system. 
Additionally, this type of mathematical modelling technique can be easily 
revised to simulate similar systems by means of changing the model structure 
or parameters [301]. In contrast, a behaviour-based model depends only on 
the system that is being trained as well as the operating range over which it 
has been identified. Even if such a model changes to simulate similar systems 
a considerable amount of trial and error testing is required.  
The internal combustion engine system involves a combination of 
thermodynamics, kinematics and fluid dynamics processes occurring at the 
same time, and producing an accurate physical-based model to simulate such 
a system can be very time consuming. Nevertheless, it is still considered to 
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be an effective approach for engine modelling, especially when an analysis is 
performed to identify and validate the internal parameters of the system. 
Moreover, due to the increase number of engine control variables, appropriate 
experimental designs aid the engine mapping procedure through efficient 
testing strategies.  
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4 Research Methodology 
4.1 Introduction  
The research aims to develop a model-based multi-physics framework of 
engine, emissions and aftertreatment. The work discussed in this thesis 
focuses in three aspects: 
- Improving the current stochastic-based GDI combustion modelling 
process in kinetics SRM engine suite, in a way to deliver accurate 
engine-out emissions concentrations with the minimum possible 
simulation time 
- Applying the kinetics SRM within the solver of GT-SUITE, aiming to 
advance even more the 1D code prediction capabilities 
- Joining the engine – combustion model with a chemical reaction-based 
1D exhaust aftertreatment model developed in Axisuite, aiming to 
construct a co-simulation framework covering the engine performance, 
combustion-formed emissions, and exhaust aftertreatment system 
efficiency 
Moreover, the chapter is divided in two main sections: 
- Section 4.2 presents a revision of the AJ133 V8 GDI engine case study, 
and  
- Section 4.3 covers the mathematical theory behind the models as well 
as the simulation execution plan. 
4.2 Engine Case Study  
The engine system’s parameters (e.g. valve timing, spark ignition, etc.), and 
outputs (e.g. in-cylinder pressure, temperatures, etc.) are based on the hot 
steady state data set of the AJ133 V8 GDI engine case study. Consisting the 
case study are two engine data sets. The first one, shown in Table 4.1: Engine 
speed – load points, involves a total of 6 engine speed (RPM) – load (Nm) 
points selected by the sponsoring company to represent the engine operating 
under the NEDC part load conditions. The second engine data set consists of 
60 testing points at a single engine operating condition at 1250RPM and 
125Nm with various control settings. 
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Table 4.1: Engine speed – load points 
Speed 
[RPM] – 
Load [Nm] 
point 
Number 
of 
testing 
points 
Ignition 
timing 
range [CAD 
bTDC] 
Injection 
timing 
range 
[CAD] 
Inlet valves 
opening 
range [CAD 
aTDC] 
Exhaust 
valves 
closing range 
[CAD aTDC] 
700 – 28 8 37.5 – 51 290 – 335 32 – 50 15 – 50 
1250 – 125 9 36 – 49.5 305 – 337 1.5 – 50 34 – 43 
1500 – 41 7 47.25 – 60 305 – 313 24.5 – 49.75 8 – 30.5 
1500 – 105 9 39.75 – 57 276 – 345 1.5 – 49.75 33 – 37.5 
2000 – 81 10 
37.5 – 
63.75 
289 – 347 1.75 – 49.75 10 – 41.5 
2000 – 199 17 27 - 36 281 – 360 1.5 - 50 8 – 43.25 
The engine case study starts by examining for each of the engine speed – 
load points, the engine control parameters, such as the ignition and valves 
timing, along with observations of the engine responses of interest (typically; 
emissions and fuel consumption). After the analysis of the engine control 
parameters and key responses, an experimental design is formed for steady 
state engine data collection on the engine dynamometer. Figure 4.1 
summarises the model calibration process based on the engine case study.  
 
Figure 4.1: Methodology adopted for the steady state model based 
calibration process for the engine case study 
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As illustrated in Figure 4.2, the AJ133 V8 engine was coupled to a transient 
AC dynamometer at the powertrain testing facility located at the University of 
Bradford. The test type chosen was the “speed – torque” setup, meaning that 
the engine speed is controlled by adjusting the engine load through the throttle 
position. Ambient conditions of the engine were monitored but not controlled. 
Furthermore, the engine coolant was controlled at 90°C, while the fuel was 
supplied to the engine at 3 bar constant rate with its temperature maintained 
at 20°C. Fuel consumption was recorded using a Coriolis fuel mass flow meter 
sensor. A sampling rate of 1Hz was used for the engine test and data was 
recorded for 60 seconds for each testing point. The engine control unit was 
coupled with an ETAS-INCAS interface allowing the control of the engine 
parameters. In-cylinder pressures were gained via an AVL Indi-Smart system 
with cylinder pressure sensors. Exhaust emissions were sampled pre-catalyst 
from both banks and analysed using a HORIBA MEXA-9100 emissions 
bench. At the exhaust tailpipe a particulate sample line was placed allowing 
particulate sampling by an AVL condensation particle counter.  
 
 
 
Figure 4.2: Schematic of the engine coupled to the dynamometer at the 
powertrain testing facility at the University of Bradford 
AC transient engine 
dynamometer 
AJ133 V8 5L GDI 
engine 
ETAS-INCAS interface 
ECU 
HORIBA MEXA-9100 
emissions bench 
Exhaust silencer 
Exhaust catalyst 
Particulate 
sample tube 
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4.3 Multi-Physics Simulation Platform Analysis 
4.3.1 Kinetics SRM Emissions Model  
The combustion and emissions analysis is carried out by the kinetics SRM 
Suite from CMCL Innovations, a software chosen by the sponsor company. 
There are a few software tools for emissions simulation and they can generally 
be divided into multi-dimensional fluid dynamics-based, such as KIVA [302] 
and AVL Fire [303], and detailed chemical kinetics-based, like CHEMKIN 
[304]. Although fluid dynamics-based tools can simulate the combustion 
products within the internal combustion engine in great detail, they need 
extremely computational power. Kinetics SRM suite significantly reduces the 
computational effort and simulation times compared to the multi-dimensional 
computational fluid dynamics approach, while delivering results of target 
accuracy [8]. Additionally, the kinetics SRM suite has the advantage over 
other detailed chemical kinetics-based tools due to its use of stochastic 
engine modelling techniques for more realistic combustion characteristics. 
The software package is derived from a stable stochastic reactor model used 
for engine simulations [21, 26, 242]. Here, the term reactor describes the close 
engine cycle; the cylinder-related process happening from the closing of the 
intake valves until the opening of the exhaust valves. kinetics SRM suite is 
using a multidimensional probability density function and stochastic particles 
that move randomly through physical space due to particle convection and 
also through composition space due molecular mixing and reaction. The 
stochastic reactor model is applied to the closed volume of the engine cycle; 
from the opening of the inlet valves till the closing of the exhaust valves.  
The model assumes statistical homogeneity, meaning that the probability 
density function is assumed to be the same throughout the engine cycle. The 
model calculates the evolution of the chemical species’ mass fractions and 
the temperature as a function of time. The random scalar variables are 
combined into a single vector “𝜓” whose distribution is given by the probability 
density function “P(𝜓)”. The following sections describe the application of the 
stochastic reactor model for direct injection engine combustion and its solution 
for the closed volume in-cylinder mixing, crevice flow, heat transfer, pressure, 
fuel injection, flame propagation, and emissions formation.  
73 
 
4.3.1.1 Turbulent Mixing 
A Localness Mixing Model (LMM) is applied in the kinetics SRM Suite to model 
the effect of turbulent flow mixing in the engine stochastic reactor. The mixing 
model is parameterised by a scalar mixing rate, defined in terms of a mixing 
time (τm).  The mechanical-to-scalar timescale ratio, Cφ, is assigned as a 
user-defined input [305]. 
τm =
2τ
Cφ
 Equation 4.1 
The turbulence timescale (τ) is specified using an empirical k-ε turbulence 
model. Detailed k-ε turbulence models, as well as a user-defined turbulence 
models are additional options in kinetics SRM suite. The user-defined 
turbulence model requires turbulent mixing timescales during injection events 
using experimental or multi-dimensional numerical techniques. The detailed 
k-ε model simulates the evolution of the turbulent kinetic energy, including 
turbulence generation effects such as swirl and tumble.  
However, for the current stage of the research, an empirical k-ε turbulence 
model is applied [63] in which the turbulence timescale is calculated as the 
turbulent kinetic energy (k) over the turbulence dissipation rate (ε). The 
turbulence dissipation rate is defined as the rate at which the turbulence 
kinetic energy is converted into thermal energy. The turbulent kinetic energy 
is approximated using the turbulence intensity along the length of the engine 
cylinder stroke (S) at a given engine speed (N).  
𝑘 ≈ [
𝑆 ∙ 𝑁
30
]
2
 
 
Equation 4.2 
The cylinder stroke length is also used in the empirical calculation of the 
turbulence dissipation rate, along with the turbulence kinetic energy as: 
ε ≈
𝑘3
0.1 ∙ S
 Equation 4.3 
Moreover, in order to be able to account for the physical proximity of the 
material that is being mixed, the LMM works by identifying neighbouring 
particles based on their proximity in composition space. The model is 
constrained such that mixing can only occur between neighbours, but an 
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intermittency is introduced to overcome the problem of particles remaining 
neighbours throughout the mixing process. The particles are designated as 
being in either a mixing or a non-mixing state, and are moved between states 
depending on a non-dimensional age property. Only particles in the mixing 
state are considered when identifying neighbouring particles. This causes the 
identities of the neighbouring particles to change discontinuously in time.  
4.3.1.2 Crevice Flow 
The model assumes that the pressure in the crevice volume equalises with 
the pressure in the cylinder during each time step by exchanging mass (Δm) 
between crevice and cylinder. The crevice gas is assumed to be 
homogeneous and its temperature is assumed to be the same as the wall 
temperature, which is kept constant throughout the simulation. The symbols 
m, n, P, R, T, and V denote the molecular mass, number of moles, pressure, 
ideal gas constant, temperature and volume respectively. 
𝛥𝑚 =
𝑃𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 − 𝑃𝑐𝑟𝑒𝑣𝑖𝑐𝑒
𝑅 ∙ 𝑇𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟
𝑉𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 ∙ 𝑚𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟
+
𝑅 ∙ 𝑇𝑐𝑟𝑒𝑣𝑖𝑐𝑒
𝑉𝑐𝑟𝑒𝑣𝑖𝑐𝑒 ∙ 𝑚𝑐𝑟𝑒𝑣𝑖𝑐𝑒
 
Equation 4.4 
After the exchange mass is calculated, the particle and crevice compositions, 
pressure, temperature, and mass are updated. Mass is only transferred 
between the crevice and some of the existing particles, the exchange 
particles, their number and the time they remain exchange particles are 
determined by a crevice time factor and mass factor. The mass factor is the 
fraction of the total cylinder mass that may exchange mass with the crevice at 
any one time. Exchange particles are selected randomly with a uniform 
distribution, until their total mass equals or exceeds the mass required. New 
exchange particles are chosen after a time that is determined by the crevice 
time factor and the mixing time.  
4.3.1.3 Piston Movement 
As illustrated in Figure 4.3, the effect of the piston reciprocating motion on the 
PDF is given in terms of crank angle degree, θ as [63]: 
𝑉(𝑡) = 𝑉𝑐 +
𝜋
𝛼
𝑏2 (𝑙 + 𝛼 − 𝛼𝑐𝑜𝑠(𝜃) − √𝑙2 − 𝛼2𝑐𝑜𝑠2(𝜃)) Equation 4.5 
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𝑉𝑐 is the clearance volume, b the engine bore, 𝑙 the connecting rod length and 
𝛼 the ratio of 𝑙 to the crank radius, 𝑟.  
 
Figure 4.3: Simplified geometric layout of the piston position in terms of 
crank angle degree 
4.3.1.4 Convective Heat Transfer 
Heat transfer in the engine, between the cylinder charge and the walls, affects 
the combustion process. This results in a lower temperature boundary layer 
surrounding the hotter core. This temperature stratification alters the 
combustion phasing and duration. The heat transfer between the solid walls 
of the cylinder and the mass fluid motion is known as convection and is 
modelled by the finite difference method [306]. Additionally, a stochastic jump 
process is used [23] causing inhomogeneity in the temperature distribution, 
improving emissions and combustion duration predictions. Fluctuation is 
induced by parameter ℎ𝑖 and 𝐶ℎ is an input parameter in the model which 
changes the magnitude of the fluctuation over an exponentially distributed 
time step. 
ℎ𝑖 = |
𝑇𝑖 − 𝑇𝑤
𝐶ℎ
| Equation 4.6 
𝑙 
𝜃 
𝑉𝑐 
𝑟 
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The amount of heat transferred between the cylinder charge and the cylinder 
walls during each time step is modelled by the function 𝑈(𝑇). 
𝑈(𝑇) = −
𝐶𝐻𝑇 ∙ ℎ𝑐 ∙ 𝐴
𝑐𝑣 ∙ 𝑚
(𝑇 − 𝑇𝑤) Equation 4.7 
 ℎ𝑐 is the convective heat transfer coefficient of the process, 𝐴 is the available 
heat transfer area and 𝐶𝐻𝑇 is the user defined heat transfer multiplier.  
4.3.1.5 Pressure Equalisation 
A change in pressure occurs in each stochastic particle, due to chemical 
reactions and heat transfer. Expansion and compression of fluid parcels will 
occur in the cylinder due to the equilibration of the pressure fluctuations. This 
is especially important in spark ignition combustion, as the hotter burned 
gases expand and compress the cooler unburned gases [307]. In Kinetics 
SRM engine suite it is assumed that a quasi-instantaneous pressure 
equilibration occurs through isentropic compression and expansion of the 
particles.  
The specific heat capacity ratio, 𝛾, is used to relate the pressure and volume 
of an ideal gas that undergoes an isentropic compression or expansion [63]. 
𝑝1
(𝑖)
∙ 𝑉1
(𝑖)𝛾
(𝑖)
= 𝑝2
(𝑖)
∙ 𝑉2
(𝑖)𝛾
(𝑖)
 Equation 4.8 
𝑝1
(𝑖)
 and 𝑉1
(𝑖)
 denote the pressure and volume of the 𝑖𝑡ℎ particle, respectively. 
The composition and temperature of each particle is used to calculate each 
particle’s 𝛾. The subscripts 1 and 2 denote the values before and after the 
equilibrium. There is no particle index on 𝑝2 as all particles have the same 
pressure after equilibration. As the sum of the particle volumes must equal 
the total cylinder volume, V, the above equation can be manipulated to [305]. 
𝑉 = ∑ 𝑉1
(𝑖)
𝑁𝑝𝑎𝑟
𝑖=1
(
𝑝1
(𝑖)
𝑝2
)
1
𝛾(𝑖)⁄
 Equation 4.9 
𝑝2 is the only unknown. The above equilibrated pressure is calculated using 
Newton’s method [308].  The particle temperatures, 𝑇𝑖, are then updated by 
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𝑇2
(𝑖)
= 𝑇1
(𝑖)
(
𝑝1
(𝑖)
𝑝2
)
1
𝛾(𝑖)−1⁄
 Equation 4.10 
The specific heat capacity ratio of each particle is determined by its 
composition and temperature before and after the equilibrium, with the sum 
of the particle volumes equal to the total cylinder volume [308]. 
4.3.1.6 Direct Fuel Injection 
A physical model for direct injection with pre-defined parameters for droplet 
diameter, injection velocity, cone angle, effective evaporation rate, liquid 
temperature and the latent heat of evaporation can be used in the Kinetics 
SRM engine suite. For faster computational time the fuel for all the engine 
cases is assumed to be fully premixed at intake valve closing. Hence an 
equivalence ratio, 𝛷, for the complete oxidation of the hydrocarbon fuel is 
introduced to the engine simulations [305].  
𝛷 =
4[𝐶] + [𝐻]
2[𝑂]
 Equation 4.11 
C, H, and O denote the total molar concentrations of carbon, hydrogen, and 
oxygen respectively. The equivalence ratio is a passive scalar and hence is 
not affected by chemical reaction. This makes it suitable for studying 
exclusively the effects of mixing in a reacting flow.  
4.3.1.7 Flame Propagation 
The flame propagation simulation in Kinetics SRM suite can be modelled by 
the use of a multi-zone spark ignition sub-model. Since the combustion and 
heat release rates were known for this engine case study, a two-zone 
empirical Wiebe model was applied to represent in a functional form the mass 
fraction burned versus crank angle [146].  
𝑥𝑏 = 1 − 𝑒𝑥𝑝 (−𝛼 (
𝜃 − 𝜃𝜊
𝛥𝜃
)
𝑚
)
 
 Equation 4.12 
𝜃 is the crank angle, 𝜃𝜊  is the start of combustion set as the spark timing, 𝛥𝜃 
is the total combustion duration (xb = 0 to xb = 1), and 𝛼 and 𝑚 are user 
adjustable parameters known as the anchor angle and Wiebe exponent, 
respectively. For this study a modified empirical Wiebe is used based on 
anchor angles, making the process of parameterising the Wiebe model easier. 
78 
 
Basically, the modified Wiebe model introduces the burned mass fuel 
fractions at anchor angle, start of combustion duration and end of combustion 
duration [63].  
4.3.1.8 Gas-Phase Emissions 
The chemical species and their corresponding thermochemistry data and 
reaction rates used in the simulation are defined by the adopted chemical 
kinetic mechanism or fuel model. The evolution of each chemical species is 
reported at each time-step for a global mass fraction, molar and mole fraction 
composition. In order to simulate gas-phase emissions it is important that the 
adopted chemical kinetic mechanism includes chemical species containing 
the specific gas-phase emissions atoms and a sufficiently accurate 
description of the emissions formation chemistry.  
The mechanism applied in this project is the CMCL kinetics & SRM Engine 
Suite detailed chemical kinetics mechanism. It includes chemistry for the 
oxidation of n-heptane and iso-octane blends including detailed NOx and soot 
formation pathways. It has been calibrated with engine applications in mind 
and has proven effective in simulating engine combustion in all operating 
modes for dozens of engines over hundreds of operating points [305]. Due to 
commercial sensitivity it cannot be viewed.  
4.3.1.9 Particulate Matter Emissions 
The mass within the cylinder is divided into a number of particles, which have 
a unique chemical composition, temperature and species concentration 
based on probability density functions. Figure 4.4Error! Reference source 
not found. presents a simple illustration of the cylinder mass distributed along 
a number of stochastic particles with properties defined by a probability 
density function. Again this part of the investigation is done by keeping all the 
parameters constant and only changing one variable at a time, for this case 
the number of stochastic particles.  
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Figure 4.4: Cylinder mass divided into a number of stochastic particles with 
properties described by a probability density function 
The Hiroyasu/Nagle and Strickland-Constable (H/N+SC) soot model is 
employed here as an empirical soot model. Soot is formed in the rich 
unburned-fuel regions of the injected fuel spray where the fuel vapours are 
heated by the combustion hot gases. Soot is then oxidised when it comes in 
contact with the unburned oxygen. Hence the concentration of soot is 
governed by the difference of the formation and oxidation of soot during the 
engine cycle [97]. The soot formation is determined based on the Hiroyasu 
model [309], whereas the oxidation of soot is computed using a Nagle and 
Strickland-Constable method [257].  
The soot formation rate, 𝑚𝑓𝑜𝑟𝑚, is computed by assuming a first order reaction 
of vaporised fuel, 𝑚𝑣𝑓. 𝐶1 and 𝐶2 are the user defined pre-exponential and 
exponential soot formation factors.  
𝑑𝑚𝑓𝑜𝑟𝑚
𝑑𝑡
= 150 ∙ 𝐶1 ∙ 𝑚𝑣𝑓 ∙ 𝑒𝑥𝑝
−6290 ∙ 𝐶2
𝑅 ∙ 𝑇
 Equation 4.13 
The soot oxidation rate, moxid, is predicted by assuming a reaction between 
soot and oxygen. 
𝑑𝑚𝑜𝑥𝑖𝑑
𝑑𝑡
= 𝐶3 ∙ 𝑚𝑠 ∙ 𝑤 ∙
𝑀𝑐
𝜌𝑠 ∙ 𝑑𝑠
 Equation 4.14 
C3 is a user defined pre-exponential soot oxidation factor, 𝑀𝑐 is the carbon 
molecular weight of 12 grams per mole for gasoline, 𝜌𝑠 and 𝑑𝑠 are the soot 
density and soot diameter defined as 2.0 g/cm3 and 4.5E-7 cm [257]. The term 
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“w” is the net reaction rate of the following set of reactions, where the term C4 
is the user defined exponential soot oxidation factor and Pox is the oxygen 
partial pressure in atmospheric pressure.  
w =
ka ∙ Pox
1 + Kz ∙ Pox
∙ x + kb ∙ Pox ∙ (1 − x) Equation 4.15 
ka = 20 ∙ exp (
−15100 ∙ C4
T
) Equation 4.16 
kb = 4.46 x 10
3 ∙ exp (
−7640 ∙ C4
T
) Equation 4.17 
k𝑡 = 1.51 x 10
5 ∙ exp (
−48800 ∙ C4
T
) Equation 4.18 
k𝑧 = 20 ∙ exp (
−15100 ∙ C4
T
) Equation 4.19 
4.3.1.10 Numerical Solution 
The probability density function transport equation is the sum of the chemical 
reaction, turbulent mixing, crevice flow, fuel injection, piston movement, and 
heat transfer process, and is solved using a Monte Carlo stochastic particle 
method [310]. An ensemble of stochastic particles makes up a statistical 
representation of the probability density function. To solve the probability 
density function equation, an operator splitting technique is employed so that 
each term can be treated separately [311]. 
The simulation starts at inlet valves closing with time equal to zero. Here the 
simulation time is defined in crank angle degrees, hence by the addition of 
every time-step the simulation moves a crank angle degree value away from 
the inlet valve closing event. Temperature, composition, and mass are 
regulated among the number of stochastic particles. The algorithm progress 
in time (or crank angle degree duration) by adding one time-step at a time, 
until it reaches the end of the simulation time (given by the opening of the 
exhaust valves). So, for example, if the simulation starts at -120 crank angle 
degrees after top dead center, with a time-step of 1 crank angle degree, then 
the system equation will be solved for -120, -119, -118, and so on, until 
reaching the crank angle degree at which the exhaust valves open.  
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With every time-step the algorithm also performs a cylinder volume change, 
due to the piston movement [63], as well as gas exchange between the 
cylinder bulk volume and the cylinder crevice volume. The operator then 
solves for the turbulent mixing, followed by the stochastic heat transfer and 
the chemistry step. A change in pressure occurs in each stochastic particle, 
due to chemical reactions and heat transfer, thus a pressure equilibration step 
adjusts the cylinder pressure. Finally, the direct injection even is performed 
and then the algorithm progress in time by the addition of another time-step 
and continues the loop. 
4.3.2 GT-SUITE Engine Performance Model 
GT-SUITE is the leading engine and vehicle simulation tool used by engine 
developers [312]. Even though the software is suitable for analysis of a wide 
range of issues related to the engine powertrain, this section presents only 
the engine performance simulation and the theory behind this specific module.  
4.3.2.1 General Flow Solution 
The solution of GT-SUITE is based on one-dimensional fluid dynamics, 
representing the flow and heat transfer in the piping and manifolds of the 
engine system. The flow dynamics involves the simultaneously solution of the 
conservation equations (3.2.2.2.1 General Fluid Dynamics Laws) in one 
dimension, which means that all quantities are average across the flow 
direction. The whole engine system is separated in components with each 
one being discretised in smaller volumes with constant fluid properties. As 
illustrated in Figure 4.5, each volume carries scalar variables like pressure, 
temperature, density, energy, etc. and the volumes are linked together by 
boundaries with vector variables (mass flux, velocity, etc.) calculated 
respectively. 
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Figure 4.5: Schematic of the discretised volumes with scalars quantities at 
centroid and vector quantities at boundaries 
The conservation equations solved by GT-SUITE are being given below. The 
equations of mass (Equation 4.20) and momentum (Equation 4.21) 
conservation are used to calculate the trapped air and residual masses of the 
system, as well as to determine the fuel dynamics and mass flow rates. Also 
using the implicit solution of the equation of energy (Equation 4.22), GT-
SUITE ensures that energy is conserved through the whole system and 
computes the heat transfer from a volume to the walls or another volume.  
 
𝑑𝑚
𝑑𝑡
= ∑ ?̇?𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠  Equation 4.20 
 
𝑑?̇?
𝑑𝑡
=
𝑑𝜌∙𝐴+∑ (?̇?∙𝑢)−4∙𝐶𝑓∙
𝜌∙𝑢2
2
∙
𝑑𝑥∙𝐴
𝐷
−𝐶𝑝∙(
1
2
∙𝜌∙𝑢2)∙𝐴𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠
𝑑𝑥
  
Equation 
4.21 
 
𝑑(𝑝𝐻𝑉)
𝑑𝑡
= ∑ (?̇? ∙ 𝐻) + 𝑉 ∙
𝑑𝑝
𝑑𝑡
− ℎ ∙ 𝐴𝑠 ∙ (𝑇𝑓𝑙𝑢𝑖𝑑 − 𝑇𝑤𝑎𝑙𝑙)𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑖𝑒𝑠   Equation 4.22 
Where: 
?̇? boundary mass flux into volume 
𝑉 Volume 
𝑝 Pressure 
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𝜌 Density 
𝐴 cross section flow area 
𝐴𝑠 heat transfer surface area 
𝐻 total enthalpy 
ℎ heat transfer coefficient 
𝑇𝑓𝑙𝑢𝑖𝑑 fluid temperature 
𝑇𝑤𝑎𝑙𝑙 wall temperature 
𝑢 velocity at the boundary 
𝐶𝑓 skin friction coefficient 
𝐶𝑝 pressure loss coefficient 
𝐷 equivalent diameter 
𝑑𝑝 pressure differential acting across 
the length of mass element in the 
flow direction 
4.3.2.2 Engine Model Layout  
The engine system is constructed based on objects in GT-SUITE that 
represents the actual components of the engine; like the air filter, throttle body, 
manifolds, piping, valves, fuel injectors, cylinders, etc. All the components of 
the model are linked together using connection lines to mirror the flow path. 
After the engine system is assembled each object needs to be discretised into 
small volumes. Figure 4.6 below shows the complete AJ133 V8 GDI engine 
performance model in GT-SUITE. 
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Figure 4.6: AJ133 V8 5Lt GDI naturally aspirated engine system in GT-SUITE 
4.3.2.3 Ambient Air and Air Filter 
The ambient air of the model is composed of 76.7% nitrogen and 23.3% 
oxygen, a standard air composition, with atmospheric pressure and 
temperature at 1 bar and 300K. This set of ambient conditions was applied to 
all the simulation cases. Moreover, the air filter has a substantial influence on 
intake system pressure drop and is therefore a vital part of the engine 
performance model. However, the levels of detail for the air filter sub-model 
needs to match the objectives of the simulation. Since the model will not be 
applied for intake acoustic analysis, a fairly simple but effective representation 
of the air filter was used. A single pipe object was applied to model the air 
filter volume with two orifices objects to represent the entering and exiting 
openings. 
4.3.2.4 Throttle controller 
The air passes through the air filter and through a set of piping its eventually 
going through the throttle blade. An orifice object was used to simulate the 
throttle blade with its geometry being controlled by the engine brake torque 
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and the engine speed signals provided by the engine cranktrain object. GT-
SUITE determines the performance of the engine by calculating the brake 
torque for a user-defined speed. This is called speed mode and is suitable for 
steady state simulation. Experimentally it was found that the simulation times 
were significantly reduced using this approach because of the elimination of 
the relatively long period of time that is required for the crankshaft speed to 
reach steady state. 
4.3.2.5 Intake and Exhaust Manifolds 
The manifold systems are divided into numerous straight pipes, curved pipes, 
flow splits and orifices objects. The length of the pipes, inlet and outlet 
diameter, as well as surface roughness and wall temperature were defined. 
For the curved pipes the radius of curvature and curvature angle were 
additionally needed. Flow splits were characterised by a volume, surface 
roughness and temperature of the wall. When a pipe’s diameter needed to 
change an orifice element was placed defined by a discharge coefficient and 
a diameter.  
4.3.2.6 Cylinder Valves and Ports 
The cylinder valves of the engine are being modelled using the 
“ValveCamConn” element with a user-defined valve lift profile as a function of 
crank angle, a valve reference diameter and the analogous flow 
characteristics (discharge coefficients). Based on these values the software 
determines the volumetric flow rate of the cylinder and any losses because of 
friction generate from the valves shape. The flow coefficient of the valve takes 
into account also any pressure losses caused by the port. The intake and 
exhaust ports of the engine’s cylinder are being represented geometrically 
using a pipe element with a diameter the same as the valve’s diameter.  
4.3.2.7 Direct Fuel Injectors 
An “InjConn” part is used to model direct injection into the cylinder. Specified 
by an injector delivery rate, air fuel ratio, injected fuel temperature, injection 
timing and a fuel properties set (heat of vaporisation, density, etc.) the 
injectors are connected directly to the engine’s cylinders.  
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4.3.2.8 In-Cylinder Flow Combustion and Heat Transfer 
The in-cylinder flow is modelled by several regions; the central core, the 
squish, the head recess, and the piston cup. Taking into consideration the 
cylinder geometry, piston motion and valves’ flow rates, the simulation 
calculates for each of the flow regions its radial, axial and swirl velocities at 
each time step to determine the cylinder heat transfer properties. The heat 
transfer in the cylinder is defined by combining the in-cylinder heat transfer 
coefficients with the wall temperature of the cylinder head, cylinder walls and 
piston. A “flow” convective heat transfer coefficient model is applied for each 
combustion chamber surface including any spatial variation [313]. 
ℎ𝑐,𝑠𝑢𝑟𝑓𝑎𝑐𝑒 =
1
2
∙ 𝐶𝑓 ∙ 𝜌 ∙ 𝑢𝑒𝑓𝑓,𝑠𝑢𝑟𝑓𝑎𝑐𝑒 ∙ 𝐶𝑝 ∙ 𝑃𝑟
−2 3⁄  Equation 4.23 
Where: 
ℎ𝑐,𝑠𝑢𝑟𝑓𝑎𝑐𝑒 convective heat transfer coefficient 
for each surface 
𝐶𝑓 skin friction coefficient 
𝐶𝑝 Gas specific heat capacity 
𝑃𝑟 Prandtl number 
𝜌 gas density 
𝐴𝑠 heat transfer surface area 
𝑢𝑒𝑓𝑓,𝑠𝑢𝑟𝑓𝑎𝑐𝑒 effective velocity outside the 
boundary layer for each surface 
Furthermore, the appropriate management of combustion within the engine 
model is critical to achieve a well calibrated model that is suitable for the 
simulation of engine performance. The most common approach is using the 
mass fraction burned, the ratio of the cumulative heat release to the total heat 
release. When the mass fraction burned is plotted against crank angle 
degrees, as seen in Figure 4.7, the curve can be described using a Wiebe 
function.  
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Figure 4.7: Representative Wiebe curve determined by the burned mass 
fraction across crank angle 
Conventional engines are running on stable combustion characteristics; 
therefore, the coefficients of the Wiebe function could be assumed to be 
constant for all operating conditions. Even if the engine is running at high 
speeds the combustion process will take place more rapidly, but maintaining 
the constant burn rate with respect to crank angle. Suppose the engine load 
is increased then a larger quantity of air fuel mixture will be introduced to the 
cylinders, but the ratio of the mixture will be kept stoichiometric. Therefore, for 
a stable combustion with no auto-ignition or misfire, the properties of the mass 
fraction burn rate will remain the same. However, if the engine is equipped 
with a variable camshaft phasing, like the AJ133 engine under study, then the 
rate of the mass fraction burn will significantly be altered. The reason for this 
is that the flow patterns will change due to heavy valve overlap and residual 
exhaust gases combined with the fresh mixture charge, requiring a more 
complex set of coefficients for the Wiebe function. But then again the current 
testing stage of the AJ133 engine is running operating conditions at relatively 
low engine speeds (maximum engine speed at 2000 RPM) with the variable 
camshaft phasing mechanism not engaging.  
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4.3.3 Axisuite Exhaust Aftertreatment Model 
The current development practise involves virtual testing using a detailed 
physical-chemical exhaust aftertreatment model developed in Axisuite. The 
software is based on a modular simulation platform covering the whole range 
of engine exhaust components, however only the main module used for the 
simulation of the catalyst, called Axicat, will be described below [314]. 
4.3.3.1 Channel Geometry 
Axicat can perform multi-dimensional simulations, and including axisymmetric 
meshes. As shown in Figure 4.8 in a 1D mesh (axial coordinates) the catalytic 
converter geometry is divided into slices whereas in the 2D simulation (axial 
and radial coordinates) the front of the converter is also divided into ring-
shaped sectors. The 3D mesh (axial, horizontal and vertical coordinates) is 
the most computationally costly but is able to model irregular geometries, 
making it ideal for concept designs. However, a 1D mesh was selected as a 
sufficient setup for the current stage of the research.  
 
Figure 4.8: Examples of catalytic converter mesh design in Axitrap 
As illustrated in Figure 4.9 the washcoat of the catalyst is assumed to be 
uniformly placed on the channel walls and based on the user-defined cell 
density, substrate thickness and washcoat thickness, the module will 
determine the basic geometrical properties of the channels [315]. The cell 
density and the wall thickness (𝑤𝑤) will determine the uncoated channel 
diameter (d) of the channel, while its internal diameter (𝑑ℎ) includes the 
washcoat thickness (𝑤𝑐). 
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Figure 4.9: Basic geometrical properties of the catalyst’s channel 
4.3.3.2 Pressure-Drop 
Axicat uses the conservation equations of mass and momentum to calculate 
the pressure drop of the flow through the catalyst (z direction). The pressure 
drop inside the channels (
𝑑𝑝
𝑑𝑧
) is determined based on the correlation of 
Hagen-Poiseuille for laminar flow [316]. 
𝑑𝑝
𝑑𝑧
= −
28.5 ∙ 𝜇 ∙ ?̇? 𝜌𝑔 ∙ 𝐴𝑚𝑜𝑛𝑜𝑙𝑖𝑡ℎ ∙ 𝜀
⁄
𝑑ℎ
2  
Equation 4.24 
Where 
𝜀 void fraction of the coated monolith 
?̇? mass flow rate [kg/s] 
𝜇 dynamic viscosity [Pa∙S] 
𝜌𝑔 gas density [kg/m
3] 
𝐴𝑚𝑜𝑛𝑜𝑙𝑖𝑡ℎ surface area of the monolith [m
2] 
𝑑ℎ internal diameter of the channel [m] 
Because of the smaller in diameter ends of the catalyst, a sudden contraction 
of the flow occurs at the inlet and a sudden expansion at the outlet. These 
pressure drop rates are modelled using the following formulas [317] 
90 
 
𝛥𝑃𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛 = 𝐶𝑒𝑥𝑝 (1.1 − 0.4 ∙
𝑑ℎ
2
(𝑑 + 𝑤𝑤)2
) ∙ 𝜌𝑔
∙ (?̇? 𝜌𝑔 ∙ 𝐴𝑚𝑜𝑛𝑜𝑙𝑖𝑡ℎ ∙ 𝜀
⁄ )
2
 
Equation 4.25 
𝛥𝑃𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 = 𝐶𝑒𝑥𝑝 (1 −
𝑑ℎ
2
(𝑑+𝑤𝑤)2
)
2
∙
𝜌𝑔∙(
?̇?
𝜌𝑔∙𝐴𝑚𝑜𝑛𝑜𝑙𝑖𝑡ℎ∙𝜀
⁄ )
2
2
  Equation 4.26 
Where 𝐶𝑒𝑥𝑝 is a pressure drop multiplier adjusted by the user. Moreover, the 
pressure drop occurring inside the diffuser is calculated by the following 
formula. A diffuser coefficient (ζ) is introduced for the diffuser pressure drop 
rate, as well as, the inlet (𝐴𝑖𝑛) and outlet (𝐴𝑜𝑢𝑡) areas.  
𝛥𝑃𝑑𝑖𝑓𝑓𝑢𝑠𝑒𝑟 =
𝜁
2
(1 −
𝐴𝑖𝑛
𝐴𝑜𝑢𝑡
)
2
∙
?̇?2
𝜌𝑖𝑛 ∙ 𝐴2
 Equation 4.27 
Acting as flow resistances, these pressure drop equations are modelling the 
path of the flow through the catalyst and the total pressure drop between the 
inlet and the outlet of the component (Figure 4.10). 
 
Figure 4.10: Flow distribution through the catalyst 
4.3.3.3 Species balance 
Axicat assumes the rate of species diffusion to be equal to the rate of chemical 
reaction; therefore, the species number is kept constant. Even though this 
assumption can represent steady-state operations, for transient conditions the 
module uses oxygen storage reaction schemes to account for the dynamic 
change of temperature and composition.  
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𝑛𝑖,𝑗 ∙̇ (𝑦𝑔,𝑖,𝑗, 𝑦𝑠,𝑖,𝑗, 𝑇𝑔,𝑖) = 𝑅𝑖,𝑗(𝑦𝑆,𝑖, 𝑇𝑆,𝑖) Equation 4.28 
Where 
?̇? molecular flux [mol/m3s] 
𝑦 molar fraction 
𝑇 temperature [K] 
𝑅 reaction rate [mol/m3s] 
𝑖 spatial element index 
𝑗 species index 
𝑆 Solid 
𝑔 exhaust gas 
The coupling between reaction and diffusion rates involved in the above 
equation is achieved by the intralayer reaction/mass transfer model; which 
simulates the mass transfer both in the gas phase and in the 
substrates/washcoat pores [318]. This model works by first determining the 
external mass transfer of the reactants from the channel flow to the channel 
surface. For the species in the washcoat and wall a coupled mass 
conservation and reaction equation is used [319]. 
−𝐷𝑤,𝑗
𝑑
𝑑𝑤
(𝑓𝑤
𝑑𝑦𝑗
𝑑𝑤
) =
𝑓𝑤
𝑐𝑚
∑ 𝑐𝑗,𝑘𝑅𝑘
𝑘
 Equation 4.29 
Where 
𝐷𝑤,𝑗 effective diffusivity of species j in 
wall/washcoat pores [m2/s] 
𝑓𝑤 geometric parameter (ratio of layer 
thickness to channel diameter) 
𝑐𝑚 molecular density of gas [mol/m
3] 
𝑅 reaction rate [mol/m3s] 
𝑘 reaction index 
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The effective diffusivity is calculated based on the parallel pore model [320], 
as following. 
1
𝐷𝑤,𝑗
=
𝜏
𝜀𝑝𝑜𝑟𝑒
(
1
𝐷𝑚𝑜𝑙
−
1
𝐷𝑘𝑛𝑢𝑑,𝑗
) Equation 4.30 
With the Knudsen diffusivity; 
𝐷𝑘𝑛𝑢𝑑,𝑗 =
𝑑𝑝𝑜𝑟𝑒
3
√
8 ∙ 𝑅𝑐 ∙ 𝑇
𝜋𝑀𝑗
 
Equation 4.31 
Where 
𝑑𝑝𝑜𝑟𝑒 mean pore size [m] 
𝑀𝑗 molecular mass of species j [kg/mol] 
𝜏 Tortuosity 
𝜀𝑝𝑜𝑟𝑒 Porosity 
𝐷𝑚𝑜𝑙 molecular diffusivity of species j 
[m2/s] 
𝑅𝑐 gas constant [j/mol K] 
The convective mass transfer from the bulk gas to the washcoat/wall surface 
is computed based on the “film” approach with mass transfer coefficients  
𝑘𝑖,𝑗 corresponding to laminar channel flow.  
𝑑(𝑣𝑔𝑦𝑔,𝑗)
𝑑𝑧
= −𝑘𝑗 (
𝑆𝐹
𝜀𝑝𝑜𝑟𝑒
) (𝑦𝑔,𝑗 − 𝑦𝑆,𝑗) 
Equation 4.32 
𝑑(𝑣𝑔𝑦1,𝑗)
𝑑𝑧
=
1
𝑑ℎ𝑓−𝑤
𝑘1,𝑗(𝑦1𝑠,𝑗 − 𝑦1,𝑗) 
Equation 4.33 
Where 
𝑣𝑔 exhaust gas velocity [m/s] 
𝑘𝑗 mass transfer coefficient of species 
[m/s] 
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𝑓𝑤 ratio of layer thickness to channel 
diameter 
𝑆𝐹 shape factor for heat conduction 
subscript 1 conditions in the channel 
subscript 1𝑠 conditions at gas/solid interface of 
the channel 
The channel mass transfer coefficient for each species is given by; 
𝑘𝑗 =
𝑆ℎ ∙ 𝐷𝑚𝑜𝑙,𝑗
𝑑ℎ
 
Equation 4.34 
The molecular flow at the surface of the gas/solid interface in the channel is 
expressed as; 
−𝐷𝑗𝑓−𝑤𝑐
𝑑𝑦𝑖
𝑑𝑤
| 1𝑠 = −𝑑𝑓−𝑤𝑐
2 𝑑
𝑑𝑧
(𝜈𝑔𝑦1,𝑗) 
Equation 4.35 
4.3.3.4 Cone modelling 
Axicat simulates the inlet and outlet cone of the catalyst as a 1D pipe with 
variable diameter along its length and constant thickness. As the exhaust gas 
is entering the cone, it exchanges heat with the cone wall by convection and 
the cone wall exchanges heat with its surroundings by convection and 
radiation. The convective heat transfer between the exhaust gas and the cone 
walls is calculated as; 
𝐻𝑐𝑜𝑛𝑣,𝑖𝑛 = ℎ ∙ 𝜋 ∙ 𝑑ℎ ∙ 𝑑𝑧 ∙ (𝑇𝑔 − 𝑇𝑠) 
Equation 4.36 
Based on the Nusselt number, Axitrap computes the convection coefficient 
inside the cone. 
ℎ =
𝑁𝑢 ∙ 𝜆𝑔
𝑑ℎ
 
As for the external convective heat transfer to ambient (ℎ𝑎𝑚𝑏) is given as; 
𝐻𝑐𝑜𝑛𝑣,𝑜𝑢𝑡 = ℎ𝑎𝑚𝑏 ∙ 𝜋 ∙ (𝑑ℎ + 2𝑤𝑐) ∙ 𝑑𝑧 ∙ (𝑇𝑠 − 𝑇𝑎𝑚𝑏) 
Equation 4.37 
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The radiation heat losses (𝐻𝑟𝑎𝑑,𝑙𝑜𝑠𝑠𝑒𝑠) are determined by; 
𝐻𝑟𝑎𝑑,𝑙𝑜𝑠𝑠𝑒𝑠 = 𝐶𝑟𝑎𝑑 ∙ 𝜀𝑟𝑎𝑑 ∙ 𝜎 ∙ 𝜋 ∙ (𝑑ℎ + 2𝑤𝑐) ∙ 𝑑𝑧 ∙ (𝛵𝑠
4 − 𝛵𝑎𝑚𝑏
4 ) Equation 4.38 
The energy balance equation for the exhaust gas is given by the following 
equation. 
𝐻𝑐𝑜𝑛𝑣,𝑜𝑢𝑡 = ℎ𝑎𝑚𝑏 ∙ 𝜋 ∙ (𝑑ℎ + 2𝑤𝑐) ∙ 𝑑𝑧 ∙ (𝑇𝑠 − 𝑇𝑎𝑚𝑏) 
Equation 4.39 
Whereas a 1D heat conduction equation is describing the energy balance of 
the solid phase of the cone. 
𝜌𝑠 ∙ 𝐶𝑝,𝑆 ∙
𝑑𝑇𝑠
𝑑𝑇
= 𝜆𝑆,𝑧 ∙
𝑑2𝑇𝑠
𝑑𝑧2
+ 𝐻𝑐𝑜𝑛𝑣,𝑖𝑛 − 𝐻𝑐𝑜𝑛𝑣,𝑜𝑢𝑡 − 𝐻𝑟𝑎𝑑,𝑙𝑜𝑠𝑠𝑒𝑠 
Equation 4.40 
4.3.4 Simulation Framework Implementation Plan 
MATLAB Simulink will be the fundamental environment for integrating the 
models and developing the optimisation co-simulation framework. The 
combustion and emissions formation model, designed in Kinetics SRM engine 
suite, will be implemented through a combustion template created in GT-
SUITE. The template allows the engine performance model to be linked with 
the Kinetics SRM code. The engine performance model, with the build-in 
combustion and emissions model will be extracted as an S-Function block to 
the Simulink interface. Input signals for the main engine settings (like engine 
speed, ignition timing, etc.) will be connected to the GT-SUITE/kinetics SRM 
coupled model. The signals connected to the input port of the coupled model 
block will be transmitted to the GT-SUITE simulation.  
During that period the Kinetics SRM code will take over for the combustion 
and compression strokes, generating the combustion characteristics and 
emissions concentrations. After that, GT-SUITE will complete the engine 
cycle and it will provide the output signals to the output port of the S-Function 
block. Moreover, the exhaust aftertreatment designed in Axisuite will be 
converted into Simulink S-Function and parameters blocks. Finally, the output 
signals of the GT-SUITE/Kinetics SRM part will be connected as input signals 
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of the Axisuite exhaust aftertreatment section completing the multi-physics co-
simulation framework (Figure 4.11).  
 
Figure 4.11: Multi-physics co-simulation framework schematic view 
4.4 Chapter Summary 
The chapter started by presenting the AJ133 V8 GDI engine case study, which 
is based on key steady-state engine speed – load points for a NEDC analysis. 
A summary of the engine testing setup and experimental methodology are 
also given. Next, the chapter gives the mathematical theory behind each 
individual model and finally provides the implementation plan for the co-
simulation framework.  
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5 Development of Chemical Kinetics Emissions Formation 
Model 
5.1 Chapter Introduction 
This chapter presents a detailed study of the emissions formation model 
development and validation process. The structure of the chapter is given in 
Table 5.1. Section 5.2 discusses the preliminary setup of the model, which 
includes the chemical mechanism chosen for the simulation, numerical solver, 
fuel composition, engine geometrical parameters, and simulation settings. An 
investigation of the emissions model initial setup parameters is given in 
section 5.3, while in section 5.4 a sensitivity analysis for the internal 
parameters of the heat transfer and turbulent mixing sub-models is performed 
to evaluate in detail the emissions formation model. After calibrating the 
model, a global validation based on the engine case study is done and 
described in section 5.5. Finally, in 5.6 a prediction capability test for one 
engine speed – load operating point is testing how well the emissions 
formation model can pick up the changes of the engine parameters.  
Table 5.1: Organisation table of the chemical kinetics emissions formation 
model chapter 
5.2 Preliminary Setup of the Model 
5.3 Initial Conditions Analysis 
5.4 Heat Transfer and Turbulent Mixing Analysis 
5.5 Global Results and Validation 
5.6 Evaluation of Simulation Prediction 
 
5.2 Preliminary Setup of the Model 
The parameterisation of the model involved the calibration of the predicted in-
cylinder pressure profiles. The model was implemented to simulate 60 
different test points run on the GDI engine, described in 4.2. The reaction 
mechanism selected was the internal CMCL mechanism n-Heptane/Iso-
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Octane with detailed NOx and soot formation pathways, appropriated for 
gasoline spark ignition engine simulation. Table 5.2 shows a list of the 
available chemistry mechanisms in the Kinetics SRM engine suite software 
package.  
Table 5.2: Internal chemistry mechanisms in Kinetics SRM engine suite 
Kinetics SRM suite Internal Mechanisms 
Reduced Diesel with NOx 
h-Heptane/Iso-Octane with NOx & Soot 
Dual-Fuel (natural gas/diesel) oxidation with NOx 
Toluene/i-octane/n-heptane/ethanol inc. soot/NOx 
Detailed gasoline mechanism 
Dual NG Diesel mechanism 
Ethanol mechanism 
H2 mechanism 
Methane mechanism 
Multi-Fuel mechanism  
N Heptane mechanism 
Propane mechanism 
Toluene mechanism 
TRF mechanism 
 
Once the chemistry mechanism was defined, the simulation timing was set 
based on the valves timing. The intake valves closing time, in terms of crank 
angle degrees after top dead centre, initialises the simulation, while, the end 
of simulation is specified as the opening of the exhaust valves in crank angle 
degrees after top dead centre. A single engine simulation cycle was chosen 
to be sufficient for the current stage of the research. Kinetics SRM engine 
suite offers the choice of two numerical solvers, which are used to integrate 
the equations that describe the processes occurring on each stochastic 
particle. The chemistry solver-2 is used here due to the fact that the spark 
ignition engine setup has a number of species greater than 750. The 
chemistry solver-1 is usually used for simpler surrogate fuels. The number of 
stochastic particles was initially set to 100, as recommended [305].   
Next, in the geometry branch the engine geometric settings [321] were set as 
given in Table 5.3. Engine speed changes according to the engine operating 
conditions of each testing case. Moreover, initial conditions like pressure and 
temperature at inlet valves closing were set to be exactly the same as with 
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the engine experiment for a more real-world simulation. The fuel is modelled 
as being composed of 95% iso-octane I-C8H18 and 5% h-heptane N-C7H16, 
which corresponds to an octane number of 95. The oxidiser is composed by 
N2 and O2 with mass fraction 0.7676 and 0.2324 respectively. 
Table 5.3: Engine geometric settings [321] 
Parameter Value Units 
No. of cylinders 8 - 
Bore 92.5 Mm 
Stroke 93 Mm 
Connection rod length 151.75 Mm 
Wrist pin offset 1.1 Mm 
Compression ratio 11.5 Mm 
Crevice volume 4.5 % 
Pent roof angle 148.1 deg 
Piston bowl radius 40.875 mm 
Piston bowl depth -2.39 mm 
Location of spark 2.94 mm 
Total intake valve area 907.92 mm2 
Max inlet valve lift 5.5 mm 
Blowby ring gap -0.02 mm 
 
Even though the software is able to simulate single and multiple injection 
events, it has been verified after closer examination of the software that any 
direct injection event before the closing of the intake valves cannot be taken 
into account in the calculations. Since all the available engine data have the 
direct injection occurring during the intake stroke, the current investigation is 
being limited and the system will not be able to directly investigate the 
influence of the direct injection on the combustion. A quick comparison 
between a Kinetics SRM simulation of a spark ignition engine example with 
and without direct injection showed an average of 230% reduction in 
computational time in minutes when the model is running with direct injection 
off. Despite the fact of not having a direct fuel injection in the system, an 
equivalence fuel/air ratio has been set to 1.0, meaning that the air fuel mixture 
is fully premixed during the intake stroke.  
Average surface temperature for piston top, cylinder head and cylinder liner 
were all set to a typical 400K [148] since their effect on the simulation outputs 
was minimal and further investigation was unnecessary. In the spark ignition 
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sub-model an empirical modified two-zone Wiebe was chosen for calibration 
of the in-cylinder pressure profile. Burned mass fuel fraction at anchor angle, 
start of combustion and at end of combustion duration where set to 0.5, 0.1 
and 0.9 correspondingly. For the different operating conditions between each 
engine test, spark timing, anchor angle and combustion duration were set 
accordingly. In order to accelerate the calibration of the in-cylinder pressure 
profile of the model, the heat transfer, turbulent mixing and soot formation 
sub-models where switched off temporarily. Additionally, a low number of 
stochastic particles were used for the preliminary setup of the model.  
5.3 Initial Conditions Analysis 
An investigation of the Kinetics SRM engine suite’s initial parameters was 
carried out to confirm the effect of the parameters on engine performance 
outputs and emission concentrations, as well as the variability of the 
stochastic-based model. The analysis is based on a single testing point at 
2000RPM – 199Nm. This engine case was chosen because its got the highest 
speed and load value, in addition to the highest number of testing points from 
all the engine cases. By averaging all the parameters of this speed – load 
case, a single operating point with settings matching the average values was 
chosen. The model was set to run one engine cycle, with the engineering 
common sense conditions in Table 5.4 under investigation, while keeping all 
the parameters constant and only changing one variable at a time. 
Table 5.4: Kinetics SRM engine suite initial conditions under investigation  
Initial conditions Minimum value Maximum value Step value 
Initial pressure [bar] 0.35 1 0.05 
Initial temperature [K] 300 400 5 
Compression ratio [-] 9.5 12.5 0.5 
Cylinder crevice volume [%] 3 5.5 0.5 
Exhaust gas recirculation [-] 0 1.4 0.2 
Combustion profile: 
 a parameter [-] 
 Wiebe duration [-] 
 m parameter [-] 
 
 1 
 2 
 1 
 
 30 
 40 
 15 
 
 1 
 2 
 1 
Number of stochastic particles [-] 10, 15, 20, 25, 30, 50, 75, 100, 125, 150 
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5.3.1 In-Cylinder Pressure 
It is well known that the performance of the internal combustion engine is 
influenced by the intake charge conditions. The most important intake 
conditions affecting gas engine performance are the intake pressure and 
temperature [109]. Figure 5.1 shows the effect of intake charge pressure 
variation on the in-cylinder pressure profile. It can be seen that the pressure 
inside the cylinder increases with the increase of the inlet pressure for the 
intake charge.  
 
Figure 5.1: Influence of initial pressure on in-cylinder pressure profiles 
5.3.2 Cylinder Temperature 
While increasing the intake charge pressure increases the cylinder pressure, 
reducing the temperature of the initial charge, also showed an increase on the 
in-cylinder pressure along with a trend of moving the peak pressure further 
away top dead centre, see Figure 5.2. Overall, higher initial temperature gives 
a steeper rate of pressure rise. Peak pressures for higher initial temperatures 
are lower because of the decrease in trapped cylinder mass with the increase 
initial temperature. In order to have a more representative and real-word 
realistic model, for the present study the initial conditions are assumed 
identical to that observed in the engine test data set during intake valve 
closing. 
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Figure 5.2: Influence of initial temperature on in-cylinder pressure profiles 
Changes to the cylinder wall and liner temperatures as well as piston top 
temperature, which are set constant throughout the final run, showed very 
little effect on global pressure and heat release profiles. Changes to fuel 
temperature and density were examined as well and showed not significant 
effects on global results.  
5.3.3 Compression Ratio 
Higher compression ratios lead to higher combustion efficiency due to higher 
in-cylinder peak pressures, as shown in Figure 5.3. Additionally, carbon 
monoxide formation decreased with increasing the compression ratio, 
illustrated in Figure 5.4. With higher compression ratio, the compression 
temperature is higher causing the combustion to initialise faster with peak 
pressure occurring earlier as the ignition timing was constant for the 
simulations. Furthermore, almost no effect was observed on the carbon 
dioxide emissions with the increase of the compression ratio. This is because 
carbon dioxide is linked to the amount of total fuel used and since the mass 
of fuel injected was kept the same; the compression ratio had no effect on this 
pollutant.  
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Figure 5.3: Effect of compression ratio on in-cylinder pressure profiles 
 
Figure 5.4: Effect of compression ratio on carbon monoxide emissions 
The combustion peak temperature is directly proportional to the formation of 
nitrogen oxides; a higher compression ratio generates higher temperatures, 
hence as illustrated in Figure 5.5, producing higher nitrogen oxide emissions 
from the combustion process [322]. As mentioned before, with the increase of 
the compression ratio the duration of the combustion process is limited and 
the air fuel mixture has less time inside the cylinder to fully combust. The 
incomplete combustion of the mixture is associated to the hydrocarbon 
formation inside the combustion chamber [109].  
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Figure 5.5: Effect of compression ratio on nitrogen oxides emissions 
 
Figure 5.6: Effect of compression ratio on hydrocarbons emissions 
5.3.4 Piston crevice volume 
The piston crevice volume is composed of the gap between the piston rings 
and the cylinder walls and is the largest crevice within the combustion 
chamber. The effect of different percentage of crevice volume is shown in 
Figure 5.7. As was expected with a smaller percentage of crevice volume the 
available capacity of the combustion chamber increases, hence the peak 
pressure increases. The piston crevice volume for the AJ133 engine is 25cc 
in 625cc cylinder volume, which would only be a 4% of course, but when the 
burn is happening that small volume reduces the peak pressure of the cylinder 
and cuts down potential power. Figure 5.8 presents the extended combustion 
duration with the increase of the crevice volume for the 2000RPM-199Nm 
engine cycle. 
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Figure 5.7: Effect of crevice volume percentage on the in-cylinder pressure 
profile 
 
Figure 5.8: Effect of crevice volume percentage on the combustion duration 
in crankshaft angle (degrees) 
Further investigation on engine-out emissions showed that the piston crevice 
volume is one of the main contributors to carbon monoxide, nitrogen oxides 
and hydrocarbons emissions. General observations, with every interval 
increase of the crevice volume: 
 A very small quantity of carbon dioxide is linearly reduced  
 Carbon monoxide increases linearly by an average of 3% 
 Hydrocarbons concentration increases by an average of 6% 
 Nitrogen oxides decrease linearly by an average of 11% 
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In general, the sensitivity of the emissions to the combustion-chamber 
crevices is influenced strongly by the in-cylinder flow field and combustion, 
which influence the concentration of burned gases in the crevice gases. 
 
Figure 5.9: Effect of crevice volume percentage on predicted CO emissions 
 
Figure 5.10: Effect of crevice volume percentage on predicted HC emissions 
 
Figure 5.11: Effect of crevice volume percentage on predicted NOx 
emissions 
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5.3.5 Exhaust gas recirculation 
Additional analysis was done on the exhaust gas recirculation (EGR) mass 
fraction. The EGR mass fraction parameter of the model showed little effect 
on cylinder pressure, combustion duration and ignition time, but as expected 
the increase of EGR was reducing the nitrogen emissions [63, 323], see 
Figure 5.12. With a larger proportion of exhaust gas recirculated back to the 
cylinder, less available oxygen concentration is in the fresh charge increasing 
hydrocarbons and carbon monoxide. However, the last two are post-treated 
through the use of the three-way catalytic converter [79, 324].  
 
Figure 5.12: Effect of EGR mass fraction on predicted nitrogen oxides 
 
Figure 5.13: Effect of EGR mass fraction on predicted carbon monoxide 
900
1100
1300
1500
1700
1900
2100
2300
0 0.2 0.4 0.6 0.8 1 1.2 1.4
Nitrogen oxides [ppm/cycle]
2500
2700
2900
3100
3300
3500
3700
3900
4100
4300
0 0.2 0.4 0.6 0.8 1 1.2 1.4
Carbon monoxide [ppm/cycle]
[ppm/cycle] 
[ppm/cycle] 
107 
 
 
Figure 5.14: Effect of EGR mass fraction on predicted hydrocarbons 
5.3.6 Combustion profile 
The flame propagation event is modelled using a modified Wiebe function. 
During the flame spread one new particle is added at each time step in the 
burned-gas zone accounting for the amount of fresh gas burned during this 
time step. The behaviour of the Wiebe function, as seen in Figure 5.15, is 
strongly affected by parameter α or anchor angle, as it is called in Kinetics 
SRM; as the anchor angle increases the peak pressure of the cylinder drops 
and at the same time moves away from top dead centre. In Figure 5.16 the 
cylinder peak pressure follows a linear descent, which for this case is reduced 
by an average of 0.77 bar, and the crankshaft angle that peak pressure occurs 
at rises by an average of 0.89 degree with every increment. 
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Figure 5.15: Effect of Wiebe function anchor angle parameter on in-cylinder 
pressure profile 
 
Figure 5.16: Effect of Wiebe function duration parameter on in-cylinder peak 
pressure 
As illustrated in Figure 5.17, the “m” parameter of the Wiebe function appears 
to smooth up the pressure curve producing a more even profile, while at the 
same time reduces peak pressure. 
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Figure 5.17: Effect of Wiebe function duration parameter on in-cylinder 
pressure profile 
5.3.7 Number of Stochastic Particles 
An investigation of the influence of the number of stochastic particles on the 
simulation results has been studied. Simulation computational time needed 
was recorded on a 3.4GHz single-core desktop computer with 16GB memory 
available, employing the same detailed kinetic mechanism with soot formation 
used for the work in this report. Due to the difficultly of simulating particulate 
matter, just for this part of the investigation three engine speed load cases 
with different operating conditions were used to evaluate the model’s 
predictions. The outputs of the engine cases were averaged in order to have 
one global value for comparison.   
Computational time can be said that is rising as the number of particles 
increase, but it is clearly revealed in Figure 5.18 that the below 30 stochastic 
particles the simulation runs much faster compared to a higher number of 
particles case. Numerous previous studies used a common 100-particles 
setup [23, 21, 25, 24, 26, 27], however the spark ignition gasoline direct 
injection setup has not been fully evaluated in the Kinetics SRM engine suite  
[18, 257]. Emphasis is given for the model to run fast, as well as, accurate 
simulations. Hence the engine cases were repeated starting from a small 
number of particles, where on average the computational times is between 11 
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and 22 minutes for the 10- and 25-particles setup, and up to 150-particles, 
which needed 232 minutes to complete.  
 
Figure 5.18: Influence of stochastic particles number on computational time 
[min] 
Through the literature it can be said that in general the increase of the 
stochastic particles defining the cylinder mass, increases the resolution and 
the quality prediction of the simulation [223].  This is somehow true but the 
number of stochastic particles must be chosen based on the convergent 
outputs and not on the computational space resolution. As the number of 
stochastic particles increases, expensively large number of calculations must 
be solved with every time step of the code resulting in impractical computation 
times. Achieving simulation results that are sufficiently accurate compared to 
the experimental data, while keeping the computational time at a minimum is 
the objective of this study.  
For this number of stochastic particles analysis, very little sensitivity was 
observed on the cylinder pressure, cylinder temperature, mass fraction burn, 
and ignition time. This was expected due to the setup of the stochastic reactor 
model;  
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 global quantities such a total mass, volume, mean density and 
pressure are not varying within the in-cylinder compositional space, 
plus 
 the pressure in the cylinder is assumed to be spatially homogeneous 
and is calculated from the ideal gas law. 
However local quantities such as chemical species mass fraction are 
assumed to be stratified within the in-cylinder compositional space. Both 
global and local quantities are allowed to evolve with respect to time by 
allowing these scalars to be influenced by the process of changing the cylinder 
volume with respect to crank angle and solving chemical kinetic reaction 
schemes. Across the sensitivity analysis of the number of stochastic particles, 
emissions and heat loss proved the most sensitive model outputs.  
The number of stochastic particles showed almost no effect on the carbon 
dioxide. However, for the carbon monoxide emissions, the predicted values 
are at an error level above 20% for the low number of particles runs (below 
20 stochastic particles). The lowest error is obtained at 25 stochastic particles, 
and as the number of particles increases the error percentage increases 
almost linearly till the 100-particle run. As seen in Figure 5.19, from the 125-
particle the predicted carbon monoxide value gets closer to the experimental 
value but with the expense of simulation cost. The prediction accuracy was 
determined based on the percentage error formula with the experimental and 
simulated values given by 𝑉𝑒𝑥𝑝 and 𝑉𝑠𝑖𝑚. 
|
𝑉𝑒𝑥𝑝 − 𝑉𝑠𝑖𝑚
𝑉𝑒𝑥𝑝
| 𝑥100 Equation 5.1 
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Figure 5.19: Effect of number of stochastic particles on CO prediction 
Moreover, as illustrated in Figure 5.20, its found that the simulation 
hydrocarbons value was linearly reduced as the number of stochastic 
particles increases. However, with the increase of the number of particles, the 
model was able to better predict the experimental hydrocarbons value 
producing less estimation error.   
 
 
Figure 5.20: Effect of number of stochastic particles on HC prediction 
[ppm] [ppm] 
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Next, the concentration of nitrogen oxides starts to reduce with a low number 
of stochastic particles, but after the 25-particles case it can be seen in Figure 
5.21 that more nitrogen is formed as more stochastic particles are introduced 
into the cylinder description. Unfortunately, due to the lack of experimental 
nitrogen oxides data, a comparison between the engine and the simulated 
nitrogen concentrations is not currently possible.  
 
Figure 5.21: Effect of number of stochastic particles on nitrogen oxides 
Finally, when the analysis was focused on the particulate number it was 
discovered that the model was unable to produce any number of particulates 
for simulation runs that had a number of stochastic particles lower than 25. In 
terms of prediction accuracy, as it can be seen from Figure 5.22, the medium 
values of stochastic particles were estimating the formation of particulate 
number much more accurate than setups with higher stochastic particles 
number. 
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Figure 5.22: Effect of number of stochastic particles on particulates number 
5.3.8 Stochastic Variability 
As stated in 3.2.2.3, the Kinetics SRM is based on a stochastic reactor engine 
model. Due to its stochastic nature the model should produce different results 
with every run. 10 identical runs of the same engine test point where executed 
verifying that randomness is present. As it is shown in Figure 5.23, the 
expected outputs affected by the stochasticity of the PDF-based model were 
the emissions concentrations and number of soot particles. A reference line 
in red shows the experimental value for each pollutant and an absolute error 
percentage (see Equation 5.1) is calculated comparing each simulation run 
with the experimental value corresponding to the selected testing point.   
[mil] [mil] 
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Figure 5.23: Stochastic variability test for emissions 
5.3.9 Analysis Summary 
An investigation was carried out examining the main initial conditions of the 
model. The initial settings are found to have a great effect on the in-cylinder 
pressure propagation. The study has shown that even small changes in the 
modelling parameters, like initial pressure or the compression ratio, will alter 
the combustion profile, therefore the exact pressure, temperature, exhaust 
gas recirculation mass fraction, etc. measured from the engine experiment at 
inlet valves closing (start of Kinetics SRM simulation) should be used for a 
more realistic setup.  
Furthermore, these variables are classified as global quantities in the 
stochastic reactor, in other words they are not affected by the randomness of 
the model. A variability test was performed verifying the stochasticity of 
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Kinetics SRM on the emissions concentrations. Even with all the initial 
conditions kept constant the model will still predict different emissions with 
each run thanks to its heat transfer and turbulent mixing sub-models and their 
stochastic setup.  
5.4 Heat Transfer and Turbulent Mixing Analysis 
In order to fully examine the emissions formation model, the heat transfer and 
turbulent mixing parameters needed to be investigated. A two-phase 
sensitivity analysis of the Kinetics SRM engine suite “unknown” parameters 
has been completed based on the global results of one testing point for each 
of the 6 speed – load case given in Table 4.1. The analysis is focused on two 
sub-models of kinetics SRM suite; heat transfer and turbulent mixing. For the 
heat transfer sub-model the parameters under investigation are the heat 
transfer constant and the heat transfer exchange factor. As for the turbulent 
mixing sub-model the key parameters examined are the turbulent mixing 
timescale and the mechanical-to-scalar timescale ratio. The range of the 4 
parameters is given in Table 5.5. 
5.4.1 Methodology  
For the first phase of the investigation, the one-factor-at-a-time analysis, 
focuses for both on simulation accuracy and computational time, whereas the 
second phase, the sensitivity analysis based on the experimental design 
technique, takes into consideration only the prediction accuracy of the 
simulation. This is due to the much larger number of testing points that the 
simulation must run, making it almost impossible for the investigation of 
prediction quality together and computational time.  
Table 5.5: Heat transfer and mixing sub-models parameters and their range 
Factor Minimum Maximum Step 
Heat transfer constant [-] 500 3000 500 
Heat transfer exchange factor [-] 0.05 0.3 0.05 
Turbulent mixing time [s] 0.005 0.2 0.005 
Mechanical-to-scalar timescale ratio [-] 0.5 3 0.5 
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The parameterisation of the model is a crucial process that aims to;  
 study the general behaviour of the model with the changes of 
parameters, 
 test the robustness of the results, 
 identify model inputs that cause significant change in the output and 
should therefore be the focus of attention for the calibration procedure, 
 search for errors in the model structure by encountering unexpected 
input outputs relationships, and 
 reduce the model’s calibration procedure by recognizing the sensitivity 
of parameters 
All the simulation runs are based on a 25-stochastic particles setup since this 
number of stochastic particles gives the best trade-off between computational 
time and emissions prediction accuracy. The first phase of the “unknown” 
internal parameterisation analysis is based on the one-factor-at-a-time 
method, where the value for only one factor is allowed to gradually increase 
while keeping the rest of the parameters values constant and at their typical 
settings [325]. However, statistically designed experiments that vary several 
factors simultaneously are more efficient when studying multiple factors [326, 
327].  
Hence, the second phase of the analysis is performed based on a space-filling 
Latin hypercube design in a one-stage test plan created using Matlab Model-
Based Calibration (MBC) toolbox. For the current work, the benefit of the one-
factor-at-a-time investigation is that computational time along with the 
prediction errors can be taken into consideration when searching for the 
optimal settings. Whereas, the high number of simulation tests (600 in total) 
of the experimental design will prolong the investigation significantly if 
computational time was considered. Nonetheless, the advantage of the 
experimental design analysis is that it can identify and study any possible 
interactions between the factors.  
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5.4.2 One-Factor-at-a-Time Analysis 
5.4.2.1 Heat Transfer Sub-Model 
The heat transfer process in the model is generally applied by allowing 
individual stochastic particles, selected on the basis of having similar 
composition, to interact by exchanging gas composition (fuel, chemical 
species, etc.) as well as heat or heat to the wall. Any heat transferred from 
the charge to the walls of the cylinder will affect not only the thermal efficiency 
of the engine, but engine performance and combustion emissions as well.  
The heat transfer in Kinetics SRM suite is determined by the product of the 
cylinder wall – gas temperature difference and the relation of the user-defined 
heat transfer constant and the available heat transfer area over the specific 
heat capacity and the total mass in the cylinder. The heat transfer constant 
introduces a stochastic jump process in the model, resulting in random 
inhomogenities in the temperature. The heat transfer constant had the most 
effect on the hydrocarbon emissions and particulate number. The simulation 
demanded more time as the heat transfer constant increased, but in general 
the best combination of prediction accuracy (based on Equation 5.1) and 
computational time was achieved at a heat transfer constant with value of 
1000, see Figure 5.24.  
 
Figure 5.24: Computational time and error comparison between 
experimental and simulation hydrocarbons and particulate number against 
the heat transfer constant 
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It was found that the stochastic particle heat transfer exchange factor had the 
greatest effect on hydrocarbons, nitrogen oxides and particulate number. As 
the particle heat transfer exchange factor rises it was observed that it reduces 
both the concentration of hydrocarbons and nitrogen oxides (Figure 5.25). It 
was observed that at values smaller than 0.1 for the heat transfer exchange 
factor, the model wasn’t producing any particulates. Also from an exchange 
factor of 0.1 and above the computational time needed for the model to 
complete the run was reduced. As is shown in Figure 5.26, the optimal value 
for the heat transfer exchange factor was found to be at 0.2, which gives the 
best prediction accuracy for both hydrocarbon concentration and particulate 
number with relatively fast simulation run time. 
 
 
Figure 5.25: Effect of stochastic heat transfer exchange factor on 
hydrocarbons and nitrogen oxides 
 
 
 
 
 
 
 
200
225
250
275
300
325
350
375
400
950
1000
1050
1100
1150
1200
1250
0.05 0.1 0.15 0.2 0.25 0.3
stochastic heat transfer exchange factor [-]
Nitrogen oxides (ppm/cycle) Hydrocarbons (ppm/cycle)[ppm] [ppm] 
120 
 
 
Figure 5.26: Computational time and error comparison between 
experimental and simulated hydrocarbons and particulate number against 
the heat transfer exchange factor 
5.4.2.2 Turbulent mixing 
In the Kinetics SRM engine suite how often the stochastic particles will interact 
with each other is mainly determined by the turbulent mixing timescale [257]. 
From the turbulent mixing timescale, the largest effect observed was on 
hydrocarbons, carbon monoxide and particulate number, because these 
pollutant emissions are a result of the cumulative effects of the proceeding 
combustion event itself. It can be seen in Figure 5.27 that the best trade-off 
between model accuracy and simulation time needed was at 0.005 seconds 
turbulent mixing time.  
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Figure 5.27: Computational time and error comparison between 
experimental and simulation hydrocarbons and particulate number against 
the turbulent mixing time 
Moreover, the mechanical-to-scalar timescale ratio is a coefficient that defines 
the ratio between the hydrodynamic turbulence timescale to a scalar 
timescale. The sensitivity of global emissions and computational time to this 
coefficient was found to be insignificant. The largest effect observed was on 
carbon monoxide and nitrogen oxides; however, the linear drop on 
concentration was too small to take into account, as seen in Figure 5.28.  
 
Figure 5.28: Mechanical-to-scalar timescale ratio effect on carbon monoxide 
and nitrogen oxides 
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5.4.2.3 Analysis Summary 
Based on the averaged results of 6 testing points, one from each speed –load 
engine case, the key parameters of the heat transfer and turbulent mixing sub-
models of the Kinetics SRM engine suite were investigated in a one-factor-at-
a-time sensitivity analysis. The results of the investigation are summarised as 
follows: 
 Heat transfer constant had the greatest effect on hydrocarbons and 
particulate number. With the increase of the heat transfer constant 
value, more time was needed to complete the simulation. The best 
trade-off between prediction accuracy and computational time was 
found to be at a heat transfer constant value of 1000 
 Heat transfer exchange factor mainly affects hydrocarbons, nitrogen 
oxides and particulates number. It was observed that with a value less 
than 0.1, the model was not producing any particulates. Moreover, 
increasing the heat transfer exchange factor value allows the 
simulation to run faster. The lower prediction error – time needed was 
established at 0.2 
 Turbulent mixing timescale had the largest effect on hydrocarbons, 
carbon monoxide and particulate number, with its optimal value 
confirmed at 0.005 seconds 
 Mechanical-to-scalar timescale ratio mostly influenced carbon 
monoxide and nitrogen oxides concentrations, however the effect was 
too small to take into account. The value for this parameter was set to 
2.0, a value recommended by Pope (1985) for stochastic engine 
simulations [257, 311] 
5.4.3 Experimental design investigation 
So far the sensitivity analysis was performed by altering one parameter at a 
time while keeping the rest of the parameters constant. In order to fully 
examine the behaviour of the model in a more efficiently way, the analysis 
was extended to include the simultaneously variation of the four internal 
model parameters inspected previously. The model-based calibration toolbox 
in MATLAB was used to define the optimal test plan based on a design of 
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experiments method, and generate the calibration for the 6 operating points 
at different engine speed and engine load. 
The toolbox offers a full range of proven experimental designs (classical, 
optimal and space-filling), but due to the low knowledge about the variables 
under investigation a space-filling experiment with Latin hypercube design 
style was selected. A total of 600 testing points; 100 points for each of the 6 
engine operating points, was used to create the design space. The sample 
size of 100 points per engine case assures that the maximum amount of 
important information will be extracted from the output data. As with the one-
factor-at-a-time analysis, the parameters value and range were set based on 
Table 5.5. A sample of the Latin hypercube design is given in Table 5.6, 
whereas Figure 5.29 displays the full design matrix with all four parameters 
across the predetermined design space.   
Table 5.6: Example of the Latin hypercube experimental design for one 
engine speed load point 
Point 
Heat Transfer 
Constant [-] 
Heat Transfer 
Exchange [-] 
Mechanical-to-
Scalar Timescale 
[-] 
Turbulent Mixing 
Timescale [s] 
1 2874 0.173 1.914 0.0017 
2 2495 0.043 1.939 0.0059 
3 904 0.010 0.652 0.0050 
4 2672 0.137 2.015 0.0087 
5 2116 0.117 1.182 0.0028 
6 727 0.066 1.005 0.0072 
7 2722 0.029 1.889 0.0015 
8 1157 0.175 0.500 0.0067 
⁞ ⁞ ⁞ ⁞ ⁞ 
99 1005 0.167 1.561 0.0051 
100 626 0.037 1.586 0.0093 
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Figure 5.29: 4D scatter view of the experimental design matrix showing the 
parameter values in the computational space 
A model for each of the 6 engine speed load points was created in Kinetics 
SRM engine suite with the heat transfer and turbulent mixing sub-models 
based on the values from the space-filling experimental design. With an 
average of 22 minutes per test point, the analysis needed almost 10 days to 
complete. The key outputs interested from the analysis were the carbon 
monoxide, hydrocarbons and particulate number. The three responses were 
fed back to the MATLAB toolbox for a surface analysis. In Figure 5.30 the test 
plan of the experimental design model can be viewed in terms of its inputs 
and responses.  
 
Figure 5.30: Single-stage test plan of the experimental design in MATLAB 
model-based calibration toolbox 
[-
] 
[-] 
[s] 
[-] 
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A 3rd order (cubic) polynomial-based response surface model was employed 
to model the responses [328]. In order not to over-fit the data a Minimize 
PRESS stepwise algorithm was used, where at each step the term that will 
improve the PRESS statistic (or more commonly known as predicted sum of 
squares error) the most is removed, hence improving the predictive quality of 
the model [329]. This analysis was focusing on just the prediction accuracy, 
whereas before both simulation accuracy and computational time were taken 
into consideration. A cross section view sample of the parameters across their 
range is presented in Figure 5.31. As with the one-at-a-time factor analysis, 
one factor can be altered at different values while the other factors are fixed 
at a constant position. By comparing the responses of the plots, in this case 
the experimental against simulated value prediction error, it was seen that the 
trend analysis in general agrees with the one-factor-at-a-time investigation 
performed in 5.4.2.  
 
Figure 5.31: For one engine speed-load point a cross section view of all 
inputs across their range against the predicted error for carbon monoxide 
concentration 
[-] [-] 
[-] [s] 
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Moreover, Figure 5.32 shows the carbon monoxide response surface 
analysis. Contour plots of the response surfaces were used to explore the 
effect of changing factor levels on the response. As a general rule, if there is 
an interaction between the factors the model will show a twist in the response 
surface. For all the 6 engine cases under investigation only one surface plot 
for one of the responses (carbon monoxide) was showing a small twist 
between the heat transfer exchange factor with the heat transfer constant, as 
well as, the turbulent mixing time with the heat transfer exchange factor. Since 
this was observed in only one out of 6 speed – load cases and for only one 
response, it was neglected.  
 
Figure 5.32: Surface plots of the 4 parameters against the carbon monoxide 
predicted error  
5.4.3.1 Summary of analysis 
The experimental design sensitivity analysis was performed based on a 600-
testing points space-filling Latin hypercube plan. As with the single factor 
analysis, the parameter value and range was set based on Table 5.5. The 
trend analysis of the responses for the cross section view plots supports the 
choice of the optimal parameters values chosen in Section 5.4.2.3. 
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Furthermore, the study of the surface plots showed no significant relationship 
among the factors due to the limited interaction between them. 
5.5 Global Results and Validation 
Once the internal parameters of the model had been examined and the 
performance of the model in the calibration phases was considered 
satisfactory, the next step was to carry out the parameterisation of the model 
with respect to all the engine operating points. Rather than applying a unique 
calibration for each engine operating point, the objective was to apply a global 
set of parameters for all the points. For all the engine cases the model was 
parameterised by fixing the stochastic heat transfer constant to 1000 and 
particle heat transfer exchange factor to 0.2. The localness mixing model was 
fixed with a mechanical-to-scalar timescale ratio at 2.0, a value recommended 
by Pope (1985) for stochastic engine simulations, and with a turbulence 
timescale of 0.005 seconds, derived from the sensitivity analysis. A 25-
stochastic particles setup was set for the simulation. 
5.5.1 In-Cylinder Pressure 
In-cylinder pressure profile was examined first. The agreement between 
simulated in-cylinder pressure and experimental pressure was acceptable, 
and the model correspond well to the variations in operating conditions. Figure 
5.33 presents the in-cylinder pressure profile evaluation for one engine case 
for each of the engine speed – load points. The most noticeable differences 
between the engine experiment pressure profiles and the simulation pressure 
profiles were observed just after the mixture ignition, causing a lower build-up 
of the simulated pressure. A very small pressure difference (for approximately 
10 out of 60 engine cases tested) was observed through the variation 
examination between the two profiles during mixture compression. However, 
close to top dead centre the simulation pressure progresses and matches the 
experimental pressure till expansion.  
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Figure 5.33: In-cylinder pressure profile evaluation 
5.5.2 Combustion Emissions  
Next, emissions results are discussed per engine speed – load point. In this 
way the trends of Kinetics SRM can be better examined with the variation in 
operating conditions (see Section 4.2). 
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5.5.2.1 Hydrocarbons  
It can be seen in Figure 5.34 that the model under-predicts the hydrocarbons 
emissions for the 2000RPM-81Nm engine speed – engine load case, with an 
average absolute error of 24%.  
 
Figure 5.34: Hydrocarbons evaluation for the 2000RPM – 81Nm engine 
speed – engine load case 
The 1250RPM-125Nm speed – load engine case seems to behave the same, 
with an absolute error percentage between experimental and simulated 
hydrocarbons value of 20%. 
 
Figure 5.35: Hydrocarbons evaluation for the 1250RPM – 125Nm engine 
speed – engine load case 
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Hydrocarbons concentrations for the 2000RPM – 199Nm engine case as 
seen in Figure 5.36 below, are over-predicted by the model with an average 
error of 30%. 
 
Figure 5.36: Hydrocarbons evaluation for the 2000RPM – 199Nm engine 
speed – engine load case 
The emissions model seems to produce good hydrocarbons predictions for 
the 1500RPM – 105Nm engine case with an average error prediction between 
simulation and experiment of 7% and a highest error value at 17 % (Figure 
5.37) 
 
Figure 5.37: Hydrocarbons evaluation for the 1500RPM – 105Nm engine 
speed – engine load case 
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Furthermore, for both the 1500RPM-41Nm (Figure 5.38) and 700RPM-28Nm 
(Figure 5.39) engine cases the Kinetics SRM engine suite is highly under-
predicted, with an absolute prediction error of 54% and 79% respectively. 
 
Figure 5.38: Hydrocarbons evaluation for the 1500RPM – 41Nm engine 
speed – engine load case 
 
Figure 5.39: Hydrocarbons evaluation for the 700RPM – 28Nm engine 
speed – engine load case 
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5.5.2.2 Carbon Monoxide  
Moving to the carbon monoxide evaluation, Figure 5.40 shows the over-
predicted simulated carbon monoxide concentration for the 2000RPM - 81Nm 
case.  
 
Figure 5.40: Carbon monoxide evaluation for the 2000RPM – 81Nm engine 
speed – engine load case 
As shown in Figure 5.41 below, almost half the concentrations for the 
1250RPM - 125Nm engine case were under-predicted but the rest of the 
testing points agreeing well with the engine test. 
 
Figure 5.41: Carbon monoxide evaluation for the 1250RPM – 125Nm engine 
speed – engine load case 
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Figure 5.43 shows some mixed accuracy levels for the 2000RPM – 199Nm 
speed – load case, with the carbon monoxide for most of the testing points 
under predicted and a couple over-predicted simulated values. For this engine 
case the model managed to get an average prediction value of 10%. 
 
Figure 5.42: Carbon monoxide evaluation for the 2000RPM – 199Nm engine 
speed – engine load case 
In the 1500RPM-105Nm case (see Figure 5.43), carbon monoxide 
concentration for 4 out of 9 testing points were fairly accurately predicted, 
whereas for the rest of points the model under-predicts.  
 
Figure 5.43: Carbon monoxide evaluation for the 1500RPM – 105Nm engine 
speed – engine load case 
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Very good prediction accuracy was gained from the simulation results of the 
1500RPM – 41Nm case with an average prediction error of 4%. However, as 
before the model under-predicts the formation of the pollutant for the idle 
700RPM-28Nm case, resulting in an average error of 24% (Figure 5.44). 
 
Figure 5.44: Carbon monoxide evaluation for the 1500RPM – 41Nm engine 
speed – engine load case 
 
 
Figure 5.45: Carbon monoxide evaluation for the 700RPM – 28Nm engine 
speed – engine load case 
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5.5.2.3 Carbon Dioxide  
Continuing with the carbon dioxide simulation results, the Kinetics SRM 
engine suite was able to accurately predict this emission concentration for all 
the engine speed – load cases and all the testing points with only an average 
1.1% prediction error compared with the experimental values. Figure 5.46 
presents the error percentage between the simulated carbon dioxide value 
and the experimental value, with the highest error levels observed for the 
700RPM – 28Nm engine case. 
 
Figure 5.46: Carbon dioxide prediction error percentage for the 60 testing 
points 
5.5.2.4 Particulate Number  
Finally, as seen in Figure 5.47 for the particulate number the model had mixed 
prediction error levels for the testing points of the 2000RPM-81Nm case, over-
predicted the 1250RPM-125N and 1500RPM-105Nm, but under-predicted the 
2000RPM-199Nm, 1500RPM-41Nm and 700RPM-28Nm runs.  
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Figure 5.47: Particulate number prediction and error percentage for the 60 
testing points 
5.6 Evaluation of Simulation Prediction 
It is crucial to check how capable the emissions model is at predicting the 
pollutants while the actuator settings of the engine changes. A single case 
with the engine running at 1250RPM and 125Nm load was available. This 
engine case involved 60 testing points distributed along a space-filling design 
with the following parameters; inlet valves opening (IVO), exhaust valve 
closing (EVC), fuel rail pressure (FRP) and start of fuel injection (SOI).  
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For the reason that the emissions model was limited to simulating the closed 
engine volume, from the closing of the intake valves until the opening of the 
exhaust valves, hence any direct fuel injection events before the intake valve 
closing time was disregarded. In order to execute this prediction capability 
analysis with the available engine data, the in-cylinder pressure profile for 
each of the 60 points was calibrated separately using the mass fraction 
burned in each individual engine cycle, along with the model involving a fuel 
air equivalence ratio parameter.  
The analysis was carried out in Matlab MBC toolbox using an RBF Gaussian 
statistical model to correlate the factors (IVO, EVC, FRP, SOI) with the 
responses (HC, CO, CO2, PN). The FRP and SOI values were fixed at a 
relatively standard value and the analysis was focused on how sensitive the 
emissions model was to changes of IVO and EVC timing. In general, the 
model responds well with the variations of the valves timing. Prediction 
accuracy was not the main focus of this investigation, instead the analysis is 
based on the comparison of the trends between the simulation and the 
experimental data.  
For the hydrocarbons it can be seen in Figure 5.48 that there is a clear trend 
between the simulation predictions and the measurements for the IVO timing. 
For the same pollutant the model is able to provide good correlation between 
simulation and experiment for a shorter combustion, whereas the EVC timing 
gets farther away from top dead centre and as the duration of the combustion 
increases the model loses its trend correlation.  
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Figure 5.48: Emissions model prediction analysis against valve timing 
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Similar effect is observed for the carbon monoxide percentage, as the EVC 
was delayed the simulation cannot sustain a good trend. For the carbon 
monoxide values against IVO, there was a clear inability of the emissions 
model to accurately predict the specific pollutant formation around top dead 
centre. Furthermore, other than a small delay of the simulation to follow the 
experiment’s trend just before EVC at top dead centre, the emissions model 
gives excellent predictions along the different valves timings for carbon 
dioxide.  
Finally, when comparing the trends for the particulate number, the simulation 
gives the best prediction after 10 crankshaft angle degree after top dead 
centre for EVC but only a small section in the middle values of IVO timing 
agree with the engine measurements for soot. Testing reliability and 
equipment efficiency must be taken into consideration when measuring soot 
particles, as well as, the complexity and inability of even modern simulation 
codes to accurately predict the particulates number. In addition, the emissions 
model did not involve any direct injection event calculations which would have 
a different effect on the mixture and consequently the particulates number. 
Jarvis et al. (2006) highlights the large spatial variation of the flow inside the 
cylinder during the intake stroke, which are linked to variations in the 
compression phase till the opening of the exhaust valves. Even at constant 
speed, due to the engine instantaneous geometry high cyclic variations are 
present in the region around the valve jet. In light of all these issues it can be 
set that overall the simulated predictions of the emissions model are following 
some trend when compared with the experimental results, however, the 
predicted results show large errors. 
5.7 Chapter Summary 
This chapter outlines the development of an emissions formation model based 
on the Kinetics SRM engine suite. The model was further advanced through 
sensitivity analyses of the turbulent mixing and heat transfer sub-model. The 
results of the investigation showed new parameter values that enhance the 
ability of the model to predict the emissions more accurately as well as more 
efficiently in terms of simulation time.  
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6 Multi-physics Simulation Platform Development 
6.1 Chapter Introduction 
The chapter is divided into three main sections as follows. 
- Section 6.2: The development of the engine performance model in GT-
SUITE is given, along with the calibration method carried out to match 
the experimental engine data with the simulation outputs 
- Section 6.3: Presents the exhaust aftertreatment system design 
process in Axisuite 
- Section 6.4: Provides the method of structuring and validating the 
simulation framework. First the coupling between the engine and the 
combustion model is given in 6.4.1, along with the conversion of the 
coupled model into a MATLAB Simulink block. Similarly, in 6.4.2 the 
exhaust aftertreatment model is transferred into the environment of 
Simulink to finally be linked together with the rest of the system in 6.4.3. 
A simulation time reduction procedure is introduced into 6.4.4. 
 
6.2 Engine Performance Model  
6.2.1 GT-SUITE Model Development  
GT-SUITE uses one dimensional gas dynamics to represent the flow and heat 
transfer in the components of the engine model. These components are linked 
together with connection objects. Within the components the properties must 
be defined by the user. A solver module calculates the mass and energy flow 
through the different components and the results of the calculations are 
shown in a post-processor module, GT-POST. Furthermore, a model of the 
AJ133 V8 naturally aspirated GDI engine was built within GT-SUITE. The 
model is build up from several parts that represent the different components 
of the engine. Starting from the engine cylinder part, the settings for the 
cylinder geometry must be defined; bore, stroke, connecting rod length, wrist 
pin to crank offset, compression ratio, and clearance height, as shown in 
Figure 6.1.  
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Figure 6.1: Engine cylinder schematic showing the setup of the engine 
cylinder part in GT-SUITE [330] 
These parameters are collected and correspond with the data shown in Table 
6.1. The reference state for volumetric efficiency is used strictly as a reference 
to calculate volumetric efficiency. This object usually corresponds to the 
ambient conditions. The cylinder combustion mode allows the combustion 
rate that is calculated in one cylinder by the direct injection jet combustion 
model to be imposed on upon other cylinders. When cylinder to cylinder 
variations are not of interest, the use of slave cylinders can reduce 
computation time compared to independently calculating combustion in each 
cylinder. Within the cylinder part several models can be used to calculate the 
conditions in the cylinder. The engine cooling system is heated by the cooling 
fluid and the compressed air, then because the piston is not directly cooled 
by the cooling liquid its temperature is always higher than the cylinder head 
and wall temperature. 
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Table 6.1: Engine cylinder parameters 
Parameter Value Units 
Bore 92.5 mm 
Stroke 93 mm 
Connecting rod length 151.75 mm 
Compression ratio 11.5 - 
TDC clearance height 0.001 mm 
Wrist pin to crank offset 1.1 mm 
 
The cylinder parts are connected together via the engine cranktrain part, 
which also models the crankshaft of the engine and translates the force acting 
on each piston into the crankshaft output brake power. For this part of the 
model the engine type, number and configuration of the cylinders, engine 
speed, engine load, engine friction and start of cycle must be determined. For 
the engine type a 4-stroke is chosen and the firing order configuration for the 
V8 banks (defined as A and B) of the engine is given as 1A, 1B, 4A, 2A, 2B, 
3A, 3B and 4B. The engine speed, load and friction are set as desired input 
factors in the case setup where several user-applied parameters can be 
defined. The start of the cycle value is set to be equal to the intake valve 
closing time of the first cylinder. This value is specifying the starting angle 
within a calculated cycle and has no effect on the simulation predictions.  
Next, four sets of valves cam parts are attached to each cylinder of the engine 
model representing the two intake and two exhaust valves of the AJ133. The 
valve cam object defines the characteristics of a cam-driven valve including 
its geometry, lift profile, and flow characteristics. Moreover, all the flow 
channels of the engine, like the manifold pipes, are modelled using the straight 
pipe and bend pipe objects. The main pipe settings are diameter at inlet and 
outlet end, length, surface roughness, wall temperature and heat conduction 
object. As shown in Figure 6.2, the discretization length determines in how 
many volumes the pipe elements are divided for iteration calculation 
purposes. Generally, smaller discretization length results in better accuracy 
and frequency resolution, but at the expense of execution time. The next 
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parameter is the discretization length. Because only relatively short straight 
pipes are used, the discretization length is set to the length of the pipes. Since 
all the pipes used on the AJ133 engine are of the same material (galvanized 
iron), a surface roughness of 0.02 applies for all the pipes.  
 
Figure 6.2: Schematic of the straight pipe in GT-SUITE 
6.2.2 Calibration Method 
The model was calibrated and validated against the engine data from the case 
study, given in section 4.2. The following data were available through the 
several engine speeds and engine load points: 
 Power, brake torque 
 Motoring friction power 
 Air flow, fuel flow, air-fuel ratio 
 IMEP, BSFC, volumetric efficiency 
 Intake and exhaust ports and manifolds pressure and temperature 
 Cylinder pressure and combustion rate 
The calibration method of the engine model was mainly focused on the 
highest engine speed case which makes it easier to see the effect of any 
change at this speed. After tuning the simulation case with the highest speed 
within the calibration error, then a comparison over the whole range of engine 
cases is made; 
1. Matching the intake manifold. Calibration error within 2%. 
2. Calibration of the volumetric efficiency by eliminating any flow loss and 
heat transfer problems between the intake and manifold measuring 
point and between manifold measuring point and the cylinder. Also, the 
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most influential factors on the volumetric efficiency of the engine are 
the valves, ports, runners, and manifolds plenums; hence adjustment 
of valve events and matching tuned speeds is required.  
3. Matching the cylinder pressure profile during combustion by imposing 
burn rate fractions 
4. Matching the exhaust temperatures with heat transfer parameters for 
the exhaust ports and tuning the wall temperature solver 
5. Calibrating the friction mean effective pressure from measured engine 
torque data 
The volumetric efficiency curve was achieved by comparison of the discharge 
coefficients of the corresponding intake and exhaust components (valves, 
manifolds, runners, etc.). The discharge coefficients were provided by the 
sponsor company from experimental measurements of the flow 
characteristics through the intake and exhaust manifolds systems. Figure 6.3 
demonstrates the change of the volumetric efficiency for two different values 
for the discharge coefficient of the intake runner. 
 
Figure 6.3: Volumetric efficiency curves for different intake runner discharge 
coefficients [312] 
Another crucial factor affecting the volumetric efficiency of the engine is the 
heat transfer effect, as illustrated in Figure 6.4. Actual experimental 
measurements were used to describe the thermal properties of the system’s 
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components, as well as to determine the value for the friction mean effective 
pressure. 
 
Figure 6.4: Volumetric efficiency curves for different intake port wall 
temperatures [312] 
Once the volumetric efficiency of the engine is calibrated, the next step is 
matching the in-cylinder pressure profile using the measured mass fraction 
burn at the start of combustion, during combustion, and finally at the end of 
the combustion, see Figure 6.5 below. Finally, the brake torque (Figure 6.6), 
engine power and engine friction were matched with the measured motoring 
torque data.  
 
Figure 6.5: In-cylinder pressure profile validation 
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Figure 6.6: Brake engine torque validation 
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6.3 Exhaust Aftertreatment Model 
6.3.1 Design Process 
Axicat includes an extensive set of reaction kinetics from Pontikakis and 
Stamatelos, calibrated to experimental data using a genetic algorithm 
approach, that can be applied to model any type of catalytic coating [331]. 
The kinetic rate parameters included in the rate expressions were calibrated 
for the specific washcoat and catalyst formulation by the sponsor company 
through transient operation testing and were provided as an encrypted 
parameters library.  
The three-way catalytic converter of the exhaust aftertreatment system was 
configured based on all the variables that describe the geometrical, 
thermophysical and chemical properties of the component, as well as initial 
state, ambient conditions and simulation parameters. The converter initial 
state was defined by the exhaust gas temperature, mass flow rate and 
emissions concentrations of the AJ133 V8 GDI engine operating through the 
EURO 5 NEDC. The simulation time was to equal the NEDC duration with a 
time step of 1 second. A 1D discretization for both the monolith geometry and 
washcoat was applied. Moreover, the washcoat consisting of 70% Al2O3 and 
30% CeO2 has a substrate length and diameter of 0.152 m and 0.1184 
respectively. A cell density of 400 cells per in2 and substrate thickness of 1.14 
x 10-4 m defines the channel cross-section, as seen in Figure 6.7 below.  
 
Figure 6.7: Catalyst geometry view in Axisuite 
As shown in Figure 6.8, exhaust pipes before and after the catalyst are 
represented by the pre- and post-catalyst single-wall pipe components. The 
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exhaust system pipes are configured with a length of 0.2 m and an internal 
diameter of 0.063 m. Furthermore, the inlet block represents the engine-out 
gas entering into the exhaust aftertreatment system. All the post-simulation 
data are stored in the outlet block, which symbolises the exhaust tailpipe.  
 
Figure 6.8: AJ133 V8 GDI exhaust aftertreatment system setup in Axisuite 
6.4 Simulation Framework Build and Validation 
6.4.1 Engine and Combustion Simulink Model 
Standalone versions of the GT-SUITE engine performance model and the 
Kinetics SRM combustion and emissions model have been calibrated and 
validated against experimental engine data. Furthermore, coupling of the 
stochastic-based combustion-emissions model with the 1D engine model 
contributes directly to achieving the goals motivating this work. As seen in 
Figure 6.9, a combustion template was created in GT-SUITE allowing the 
external cylinder model object to be linked with the Kinetics SRM code. The 
template allows the definition and control of all the aspects of the combustion 
modelling between IVC and EVO, including burn rate, species composition, 
heat transfer, turbulent mixing, and emissions.  
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Figure 6.9: Combustion template in GT-SUITE engine model 
The combustion is set to initiate the Kinetics SRM code at the 10th cycle of the 
engine model, allowing this way the engine model to reach steady state 
conditions. All the internal parameters (number of stochastic particles, 
turbulent mixing parameters, heat transfer coefficients, etc.) of the Kinetics 
SRM code are derived from the sensitivity analysis performed in Chapter 5 
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and used for the combustion template. Any physical parameters like for 
example cylinder geometry, crevice volume, or wall temperatures were 
provided by the engine model directly to the combustion template at the 
imposed starting angle (IVC).  
During this phase it was important that the engine performance model was 
well calibrated to provide the combustion and emissions model with the 
correct initial conditions set. The results from a preliminary run of 6 engine 
testing points, one at each engine speed – engine load case, with the co-
simulation system were acceptable in terms of engine performance (torque, 
fuel consumption, etc.) as well as engine-out emissions concentrations.  
After the combustion model was implemented into engine performance 
model, the next step was converting the GT-SUITE model into a S-Function 
block in the environment of MATLAB Simulink, as shown in Figure 6.10. 
Engine parameter values were provided to the system using a lookup table 
block in Simulink, while a bus signal selector was extracting the 4 main 
signals; brake mean effective pressure, torque, fuel consumption and 
emissions. The last one was fed to a subsystem for units’ conversion and for 
generating the plots for NOx, CO2, CO, HC and PN. 
 
Figure 6.10: GT-SUITE model in the environment of MATLAB Simulink 
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6.4.2 Exhaust Aftertreatment Simulink Model 
Next the exhaust aftertreatment model designed in Axisuite, needed to also 
be transformed into Simulink blocks so it would eventually link with the engine 
and combustion part. Axisuite consist of a Fortran-based solver that enables 
the export of the current model in Simulink S-functions. A limitation of this 
feature is that the main components of the aftertreatment, e.g. exhaust pipes, 
catalytic converter, etc. cannot be edited after their transfer to Simulink. 
Moreover, the exhaust gas and inlet flow streams are bus signals containing 
the mass flow rate in [kg/s], the gas temperature [K] and the gaseous species 
concentrations going through the aftertreatment system. As shown in Figure 
6.11, the signals are travelling through the blocks representing the exhaust 
pipe before the catalyst, the catalytic converter itself and the exhaust pipe 
after the catalyst.  
 
Figure 6.11: Exhaust aftertreatment model in the environment of MATLAB 
Simulink 
6.4.3 Global Simulink Co-Simulation System 
With all parts of the multi-domain system re-designed using the graphical user 
interface of MATLAB Simulink, they were then combined together completing 
the model-based framework. A single look-up table with all the inputs of the 
system configures each part of the framework. Key outputs of the engine 
performance, emissions concentrations and aftertreatment efficiency are 
stored at the end of each case run in a MATLAB file. As shown in Figure 6.12, 
the input parameters (e.g. spark timing, valves timing, etc.) are provided to 
the Engine-Combustion block which is basically the GT-SUITE engine model 
with the built-in Kinetics SRM code. Simulink monitors the data of the GT-
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SUITE engine model through sensor blocks, while actuator blocks control the 
parameters of GT-SUITE.  
 
Figure 6.12: Model-based co-simulation of engine combustion and exhaust 
aftertreatment in the environment of MATLAB Simulink 
A single engine testing point at 2000RPM and 199Nm was set to run through 
the co-simulation system to show that the framework functions satisfactory. 
The engine model runs on a predefined number of cycles (10 for this case) 
until it reaches steady state and then one additional engine cycle follows with 
the Kinetics SRM code engaged on inlet valves closing timing. At the end of 
the combustion process (opening of the exhaust valves) the Kinetics SRM 
provides the engine-out emissions concentrations to the exhaust 
aftertreatment model.  
Because Axisuite requires the inputs for the aftertreatment system in a certain 
way, with the emissions concentrations in a fixed order, a Matlab script was 
written that reads the Kinetics SRM emissions and copies those values to their 
corresponding column. The emissions from Kinetics SRM are the sum of a 
single engine cycle at 2000RPM hence a 60 ms equivalent simulation total 
time needed to be set in the Axisuite aftertreatment model before exporting 
the model to Simulink. With the simulation time set the aftertreatment model 
collects the emissions concentrations from the Kinetics SRM output file to 
model the efficiency of the catalytic converter.  
Finally, a Matlab script reads the outputs of the different simulation stages and 
writes a brief case summary starting with the control inputs of the engine, the 
performance output of the engine model, the combustion emissions total and 
the efficiency of the catalyst. The results from the co-simulation run matches 
the modelling outputs from the standalone simulation of the 3 software 
packages. Overall the co-simulation framework was successful, with a total 
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simulation time of 53 minutes running on a 16GB memory computer with 
3.4GHz single-core processor. 
6.5 Chapter Summary 
The chapter starts by going through the development and calibration 
processes for the engine performance model in GT-SUITE. Next, the design 
process for the exhaust aftertreatment model in Axisuite was given. Moreover, 
the combustion and emissions code was coupled within the engine model and 
converted into a Simulink black-box model. Following, the exhaust 
aftertreatment model was also transferred into Simulink and linked with the 
rest of the system forming the multi-physics co-simulation framework. A single 
testing point was able to run successfully through the model-based framework 
proving that such a co-simulation scheme is possible.  
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7 Discussion  
7.1 Overview 
The main aim of this research is to develop a model-based multi-physics co-
simulation framework of engine, combustion-formed emissions and exhaust 
aftertreatment. The framework validated through a case study based on a 
modern GDI V8 engine, has the potential of improving the conventional 
engine modelling approach of simulating each part of the engine system 
individually. Moreover, it was a necessity from the project’s sponsor, that 
specific pre-selected commercial software packages are used for this 
research; GT-SUITE for engine modelling, Kinetics SRM suite for emissions 
predictions and Axisuite for exhaust aftertreatment analysis. The models will 
have to be connected, as indicated, using the MATLAB Simulink environment. 
A drawback of commercial software is that it does not always meet the specific 
goals of interest and this might reduce the validity of the actual solution. 
Additionally, getting solutions to a problem requires the input of a professional 
service firm, which may imply postponing work. For the case of Kinetics SRM 
engine suite 13 different versions of the software were co-developed through 
the analysis of this research. Following is a critical review of the strategy taken 
to conduct this research, including the key developments of the multi-physics 
modelling system. 
7.2 Calibration and Validation of the Stochastic-Based GDI 
Combustion Model 
This research demonstrated the effectiveness of having the Kinetics SRM tool 
to improve the limitations of the conventional single-cylinder and concept 
engine methods commonly used in practice. For this reason, a V8 modern 
GDI engine was available for experimental measurements. The main steps 
consisted of developing a stochastic-based combustion model, and validating 
it by direct comparison with experimental data. The development process of 
the model involved the analysis of the simulation results obtained through 
sensitivity studies on the number of stochastic particles, as well as the internal 
parameters of the heat transfer and turbulent mixing sub-models.  
The analysis of the number of stochastic particles that are dividing the 
computational space of the cylinder, showed an almost linear increase of the 
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time needed for each simulation run, but with a noticeable jump in completion 
time after the 30 particles. However, when examining to find the best trade-
off between simulation time and emissions prediction accuracy, the 25-
stochastic particles setup was found to be the optimal setting for the 
combustion model and it was adopted for the rest of the research. 
Furthermore, a stochastic heat transfer constant of 1000 was found to give 
better simulation results with faster completion time compared to the common 
2000 value. When the exchange factor of the stochastic heat transfer was 
tested at low settings it was noted that it was interacting with the soot sub-
model causing it to fail and hence the model was unable to predict any 
particulate matter. As with before, an optimal accuracy/time value was 
assigned, at 0.2. 
Moving to the parameters of the turbulent mixing sub-model, the mechanical-
to-scalar timescale ratio can be ignored in future investigations since it had 
almost no effect on the simulation outputs. But the turbulent mixing timescale 
largely affecting the concentrations of hydrocarbons, carbon monoxide and 
particulates number, was reaching the optimum balance of computational 
effort and calculated emissions at a timescale of 0.005 seconds, much shorter 
than the recommended 0.2 seconds.  
Nevertheless, a major drawback of the combustion model is the fact that it 
can only simulate direct injection events after the closing of the intake valves. 
With a typical GDI engine injecting fuel directly into the cylinder during the 
intake stroke, the software capability is limited and cannot directly investigate 
the influence of direct injection events on the combustion characteristics and 
emissions formation. At the current stage of the simulation package, the best 
solution was the combination of an equivalence fuel air ratio factor that 
assumes fully mixed stoichiometric mixture, along with the application of a 
modified in-cylinder pressure mass fraction burned-based profile. Regardless 
of not including the fuel injection sub-model into the calculations, the 
simulation is running more than two times faster compared to a typical model 
that includes direct fuel injection. This not only enhances the model’s running 
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time, but it also progressing the model one step closer to real-time 
simulations. 
7.2.1 Integration of Detailed Chemistry-Based Code into 1D Engine 
Model 
Once calibrated the GT-SUITE engine model was able to provide very 
accurate predictions about the engine performance and in general it is offering 
a great deal of information about the engine system. After the Kinetics SRM 
combustion model was validated, it was implemented into GT-SUITE via a 
user-friendly template that links the engine model with the chemical kinetics 
module of the stochastic-based combustion tool. It was observed through the 
release of different versions of the Kinetics SRM, that the chemistry solver of 
the software has compatibility issues when coupled with the same version of 
GT-SUITE. This is an internal programming matter of the kinetics SRM suite 
that the user has no access to it.  
Furthermore, an essential limitation of the GT-SUITE was found to be the 
termination of the multi-processor simulation capability when an external 
cylinder model, like the Kinetics SRM combustion template, is used. With the 
combustion model taking around 85% out of the total co-simulation time, the 
feature of splitting the computational effort on many processor units will be a 
major achievement and it will advance the system to even reach real-time 
simulation capabilities. 
7.2.2 Formation of Coupled Model-Based Co-Simulation Framework 
With the current versions of the software packages successfully linked 
together through MATLAB Simulink, the system has proven that a global 
system that covers the engine, emissions and exhaust aftertreatment is 
possible. However, similar with GT-SUITE coupled with an external 
combustion object, the standalone simulation of Axisuite has also the 
disadvantage of not having the feature of engaging more than one processor 
core to deal with the calculations. The problem of heavy computational effort 
was significantly increased when the Axisuite exhaust aftertreatment model 
was converted into S-Function blocks in MATLAB Simulink. The objects 
representing the components of the catalyst were offering the user very limited 
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access, therefore any attempt to reduce the complexity of the system was 
denied.  
By combining the restricted access to edit the internal settings of each region 
of the system, with the multi-physics framework limitation to operate on a 
single processor unit, the result is an impractical modelling tool. Even though 
simplifications are made to the system, still the simulation completion time for 
each run is still too computational costly. At this stage of the research the most 
feasible solution to this problem is the use of multi-dimensional look-up tables 
instead of the actual 1D and stochastic models. For instance, a standalone 
simulation set can be executed in the Kinetics SRM model running on a multi-
core machine. The simulation setup will include the calibration settings 
derived from the parameterization study for optimum emissions prediction 
accuracy at the lowest possible simulation time. The simulation outputs will 
then be used to form a high-resolution combustion map, which can replace 
the combustion model and reduce the simulation time to a great extent. The 
same procedure can be utilised for the standalone Axisuite simulation, but 
with the main difference of running the simulation on only one processor.  
7.2.3 System Reduction Procedure 
Although the different domain parts of the system were proven to be 
compatible and a preliminary simulation run was successful, it was noticeable 
that the simulation time needed to complete each engine case increased 
dramatically compared to the sum of time required to run the models in 
standalone simulation. Some of the several possibilities that could be causing 
the system to run slowly are the complex MATALB S-functions which are 
called at each time step and the time step size itself. With a smaller time step 
the system is able to capture important events during the simulation, 
conversely, a step size that is too small will produce more output points than 
necessary and slow down the simulation. The simulation speed could also be 
affected if the model is very complex, involving a lot of model referencing and 
subsystems.  
The system reduction process is mostly oriented at achieving the key 
objective of speeding up the co-simulation time. The heaviest subsystem in 
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terms of computational effort was identified to be the Kinetics SRM code 
working within GT-SUITE. Hence, the combustion process computational time 
reduction is achieved by reducing the number of Kinetics SRM-active 
cylinders from 8 down to just one cylinder in the GT-SUITE/Kinetics SRM 
coupled model. In this way all the computations are solved for cylinder no.1 
without significantly losing simulation accuracy. Furthermore, the 1D engine 
performance model may achieve shorter simulation times by combining the 
pipes and flow splits to form bigger and simpler volumes, thus allowing the 
system to take bigger time steps. Yet this process will require for the engine 
model to be re-calibrated for prediction accuracy. Correct heat transfers 
coefficients and the geometric variations of the model should change 
accordingly, but maintaining the quality of the model.  
Still, most of the subsystems of the overall Simulink framework cannot be 
reduced furthermore or altered at all due to the limited function block 
characteristics. However, the reduction of the simulation completed time can 
be achieved by simplifying the model-based framework by means of replacing 
the computational heavy parts of the system with look-up tables, thus not 
compromising the system’s prediction capability. For instance, a standalone 
simulation of Kinetics SRM can be executed for the full operating conditions 
of the engine under investigation and therefore produced an emissions 
concentrations look-up table to be used within the Simulink framework. 
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8 Conclusions and Future Work  
8.1 Conclusions 
The main conclusions of the work presented in this thesis can be summarised 
as follows: 
- The parameterisation study for the internal parameters of the 
combustion model enabled faster simulation runs with higher prediction 
accuracy for engine-out emissions. 
- Considering the results attained from applying the new settings of the 
parameters, the combustion model proved that can deliver high quality 
CO and CO2 emissions predictions and produce good trends for all the 
emission pollutants. 
- Development and application of a novel model-based multi-physics co-
simulation framework that covers aspects like engine power, fuel 
consumption, exhaust emissions, and aftertreatment performance for 
a GDI V8 engine 
- It was demonstrated that coupling different modelling software together 
is possible via an integration platform based on MATLAB Simulink 
environment, however modifying specific sub-models proved to be 
currently inaccessible. 
- The model-based framework allows new calibration studies to be 
performed which enables optimisation algorithms and control 
development 
- There is still a need to develop a simulation platform which offers 
transient engine cycle capability and flexibility 
8.2 Future work 
Some future research improvements of the implemented model-based multi-
physics co-simulation framework are listed as following: 
- Further development and study of the combustion model by 
considering other approaches which are focused on the direct injection 
events taken into consideration in the simulation 
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- Additional work is needed to address the computational efficiency of 
the co-simulation framework by applying model reduction techniques, 
for which ensuring the quality of the system is preserved 
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Appendix 
Model-Based Catalyst Design Optimisation 
A parametric analysis was performed with the aim of identifying the optimal 
physical design of the catalytic converter. The analysis is based on the current 
aftertreatment model of the AJ133 engine and it focuses on minimising the 
total emissions concentrations of the engine running under NEDC conditions. 
A one-stage test plan with 4 factors was designed in MATLAB MBC toolbox 
to statistically study the relationship between the catalyst’s design parameters 
and the engine-out emissions. Minimum and maximum values of the factors 
were based on ±50% of the standard catalyst setup. The test plan is based 
on a space filling Latin hypercube experimental design. In general, space-
filling designs are used when there is little or no information about the 
underlying effects of factors on responses. The Latin hypercube type is 
selected to randomly generate the points. A number of 100 testing points is 
selected and distributed as evenly as possible around the operating space, 
thanks to the space-filling design setup. 
Factors Responses 
Substrate length [m] Carbon monoxide [ppm] 
Substrate diameter [m] Carbon dioxide [ppm] 
Substrate thickness [m] Total hydrocarbons [ppm] 
Cell density [cpsi] Nitrogen oxides [ppm] 
Table A.1: Responses and factors of the model-based catalyst design 
The simulation was completed for 100 different setups and the total emissions 
concentrations of each setup was imported into the MBC toolbox to 
statistically analyse the design. Several response model were compared and 
finally a radial basis function Gaussian was fitted as the best model based on 
the evaluation of the observations number, response surface, PRESS RMSE, 
parameters number and residuals position. Finally, after fitting the model, 
surface plots of the responses were used to analyse the data. It can be seen 
from the results that with the increase of the catalyst area, length and surface 
volume the conversion efficiency of the system is increased, hence less total 
pollutants concentrations at the exhaust tail-pipe.  Error! Reference source n
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ot found. shows the 4 factors at their highest level generating the global 
optimal settings for minimising the emissions in the exhaust aftertreatment 
system. However, it must be noted that packaging constraints and 
development cost are not taken into consideration in this analysis. 
  
 
Figure A.2: Cross-section surface view of the responses 
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