We study a multi-item two-stage production system subject to Markov-modulated demands and production quantity requirements. The demand distribution for each item in each period is governed by a discrete Markov chain. The products are manufactured in two stages. In the first stage, a common intermediate product is manufactured, followed by product differentiation in the second stage.
Introduction
Firms often produce a variety of closely related products to cope with fickle consumer tastes. One effective manufacturing strategy to build multiple products is to follow a two-stage production process.
During the first stage the firm builds a common intermediate product, using common components, and an assembly process based on vanilla boxes. During the second stage the common product is customized (or differentiated) to build final products. This process enables a firm to possibly delay the point of product differentiation and thereby to be more responsive to consumer tastes. Several examples of such production facilities and their benefits have been documented (such as Lee et al. 1993 , Swaminathan and Tayur 1998 , Aviv and Federgruen 2001 ). Yet, most production systems are often inflexible due to various constraints imposed on production decisions. These constraints curb the firm's ability to react to changes in demand. For example, automotive dealers often require manufacturers to ship a minimum quantity of sought-after colors. Similarly, manufacturers are also required to keep labor force utilization above a certain percentage due to long-term labor contracts. Production facilities also have limited capital and labor to allocate among various products. In many industries, allowing inventory levels to fluctuate moderately instead of production levels to fluctuate substantially can be more desirable (see, for example, Rappold and Yoho 2008) . In such environments, managing production is even more difficult when demand for each item is affected by fluctuating economic conditions, competitors' strategies, and uncertain market conditions. Hence, the benefit of a multi-item two-stage production system depends to a large extent on how it is managed with regard to factors such as production flexibility and a fluctuating demand environment. This paper studies a general multi-item production system that faces such challenges. We determine an effective production control policy for these systems. Using the model, we investigate the joint effect of (i) the two-stage production process, (ii) the degree of production flexibility, and (iii) the fluctuating demand environment on the system's performance.
This paper generalizes the classic multi-item production control problems (Veinott 1965) to jointly account for production constraints, the fluctuating demand environment, and two-stage production processes. During the first stage of L periods, a common intermediate product is produced, followed by the product differentiation in the second phase of n periods for final product n ∈ {1, . . . , N }. The production volumes in both stages are bounded by lower and upper limits. Requirements imposed on production decisions often arise from a variety of practical reasons. In periods such as holidays, limited or no production can take place. Such multi-item production systems also need to be managed to cope with demand uncertainty and the fluctuating economic environment. Demand for certain products often follow a cyclic pattern and can also disappear. To capture such dynamic changes and the correlation in the market for end items, we model demand as a random variable with a distribution function dependent on the state of an exogenous Markov chain. Unsatisfied demand for each product is backordered. A penalty cost is charged on each unit backordered for each period. Similarly, a holding cost is charged on each unit of on-hand inventory of products as well as on inventories in transit. The production costs in both phases are proportional to the production volumes.
This multi-item, two-stage production system can also be interpreted as a distribution system with a central warehouse replenishing N retailers. In this representation, the differentiation point represents the warehouse, which is used as a cross-docking center. The first stage of L periods represents the lead time required to receive replenishments from an outside supplier to the warehouse. The second stage represents coordination, bulk-breaking, and shipping from the warehouse to the retailers, which takes n periods for each retailer n. The production constraints correspond to transportation requirements such as "full-truck load", warehouse and retail storage capacity, and shipment requirements due to retail service guarantees, for example. This interpretation forms the basis of distribution system planning, the concept of risk-pooling, and logistics postponement ( This paper determines an effective production policy that minimizes the expected finite-horizon production and inventory costs. Establishing optimal policies for multi-item production systems, even in the absence of Markov-modulated demands and production smoothing constraints, is computationally intractable. Hence, we employ the relaxation approach as in Federgruen and Zipkin (1984a) , Aviv and Federgruen (2001a,b) andÖzer (2003) . Using this approach, we develop a lower bound problem first by relaxing the individual production constraints at the second stage. Next, we develop a heuristic based on this lower bound problem to solve the original problem. The heuristic provides a state-dependent production policy that accounts for the production constraints and state-dependent nature of the demand process. Under this policy, at the beginning of each period, the manager places a production order to bring the inventory position of the common intermediate product as close as possible to a state-dependent base-stock level given the minimum production requirement and the maximum available capacity. The completed batch of intermediate products are allocated to customization sequences based on the solution of a myopic allocation problem that accounts for production requirements for each end item. The resulting production policy is responsive to changes in the economic environment and demand as well as in the production requirements. We carry out a numerical study (363 instances) to measure the performance and sensitivity of the production policy with respect to problem parameters. We show that the optimality gap, which is measured as the percentage difference between the lower bound problem and the cost of the resulting heuristic, is 4.34% on average (with a minimum gap of 0.21% and a maximum gap of 27.36%). The heuristic works well for this general multi-item production system, for example, (i) when production at each stage is flexible, (ii) the demand variability and seasonal fluctuations are modest and (iii) the planning horizon is long. We show that most of the optimality gap is essentially due to the lower bound problem, which underestimates the adverse effect of an inflexible production system and overestimates the benefit of two-stage production system (i.e., risk pooling).
This paper also provides insights into production system design issues. The monotonicity results together with the numerical study help determine how production and demand environments affect the multi-item production system. For example, we quantify the increase in expected inventory costs due to the constrained production environment and seasonal demand fluctuations. The model also enables us to address issues arising in the design for postponement. For example, we show that the benefit of delayed product differentiation is lower for less flexible production systems and for demand environments with greater fluctuations. Hence, a redesign of the production process to allow for delayed product differentiation is more effective and valuable when it is accompanied by an investment in production flexibility.
The importance of studying a nonstationary, fluctuating demand environment was recognized as early as the 1960s. Karlin (1960) , Iglehart and Karlin (1962) , and Zipkin (1989) study single-item production control problems with seasonal variations and nonstationary data. They show the optimality of a dependent base-stock policy. Song and Zipkin (1993) consider a continuous review single-item inventory control problem with Markov-modulated demand. The authors establish the optimality of state-dependent policies and show several interesting properties of the optimal policy. Beyer and Sethi (1997) and Sethi and Cheng (1997) extend these results for problems with fixed production costs. The capacity constraint poses significant challenges and, hence, has attracted many researchers. Federgruen and Zipkin (1986) show that a modified base-stock policy is optimal for an infinite horizon stationary single-item periodic review production system (see also Ciarallo et al. 1994 ). Evans (1967) is the first to address a multi-item version of the capacitated stationary model, followed by Glasserman and Tayur (1994) and Rappold and Muckstadt (2000) . Recently, attention has again been drawn to single-item, capacity constrained systems with non-stationary demands. Aviv and Federgruen (1997) and Kapuscinski and Tayur (1998) extend the results of Federgruen and Zipkin (1986) for a capacitated, stationary model to the periodic (cyclic) demand case. Özer and Wei (2004) study capacitated inventory systems with advance demand information. They establish the optimality of a state-dependent modified base-stock policy for inventory systems with zero fixed ordering cost and the optimality of an all-or-nothing policy for problems with positive fixed costs. With a simulation study, Chan and Muckstadt (1999) observe monotonicity results for a stationary, single-item model with production smoothing constraints. We extend this literature to a multi-item two-stage production/distribution system with production smoothing constraints at both stages. We also characterize monotonicity results with respect to policy parameters for a non-stationary system with Markov-modulated demands.
We provide a cost lower bound which can be interpreted as a single-item inventory control problem.
The monotonicity results for this problem also contributes to the above mentioned single-item inventory control problem. These structural results contribute to understanding the effect of production constraints and a fluctuating demand environment on the multi-item production system and thereby bring the literature one step closer to a more general inventory model. The rest of this paper is organized as follows. In §2, we introduce the multi-item model. In §3, we use a relaxation approach to obtain a lower bound model and characterize an optimal policy for the resulting model. In §4, we provide monotonicity results for the optimal policy. Based on these results, in §5, we present an effective heuristic method to manage the two stage multi-item production system.
In §6, we report our numerical study. In §7, we conclude the paper.
Multi-Item Model Formulation
The production facility produces N items. In each period t, the inventory manager observes the state of the world i t and the corresponding state-dependent demand for each item n as a vector
. The world state modulates the demands for the products through the parameters of the demand distribution such as mean and variance. The components of the demand vector across products are correlated because they all depend on the same world state. The demand vector is revealed at the end of each period.
Markov-modulated demands can be used to model various demand scenarios such as obsolescence and cyclic demand. To model an obsolescence scenario, one can define an absorbing state K in the finite collection of possible demand states of the Markov Chain {i t } with the P (K×K) -transition matrix such that P iK > 0 for all i and P KK = 1. The state of the system jumps to an absorbing state corresponding to zero demand and remains there indefinitely. To model a cyclic (periodic) demand scenario, one can construct a transition matrix such that the number of demand states is given by the cycle length, and
Production occurs in two stages. During the first stage, a common intermediate product is manufactured in L periods. During the second stage, the intermediate product is further processed in n periods to build the final product n ∈ {1, . . . , N }. Production quantity requirements are imposed on both stages of the manufacturing process. These requirements are allowed to change over time. The production quantity in period t for the common intermediate product is required to be between q t ≥ 0 and Q t > 0. The production quantity for the final product n is required to be at least l n t ≥ 0 and at most u n t > 0. To guarantee feasibility, we assume N n=1 l n t+L ≤ q t ≤ Q t ≤ N n=1 u n t+L .
The sequence of events is as follows: (1) At the beginning of each period t, the manager reviews the world state i t , the on-hand inventory I n t , backorders B n t and the pipeline inventory for each product. She decides how much common intermediate product to manufacture, w t ∈ [q t , Q t ]. She also decides how to allocate the recently completed batch of intermediate common products, i.e., w t−L , into the N final customization sequences;
The total quantities allocated to these sequences should be equal to the incoming batch of finished common products, i.e., Firms often choose not to carry any intermediate inventories as a company policy to minimize material handling, overhead, and pilferage costs. We note that keeping no intermediate inventory does not preclude the manager to wait till the last possible moment, i.e. allocating inventory n periods before they are needed. In § 7 we discuss more on this issue.
Production costs in period t are proportional with the production volumes in both stages, c 0 t w t + N n=1 c n t z n t .
(2) Production of items, which are differentiated at period t− n , is completed. (3) Demands for each item for period t are realized and are satisfied from the on-hand inventory; otherwise, they are backlogged. (4) The manager incurs holding and penalty costs for each item based on the end of period net inventory.
The allocation decision has an impact on product n's inventory cost only after n periods. Hence, the manager should protect the system against the lead time demand t+ n s=t d n s (i). We use the standard accounting tool and charge period t the expected inventory costs incurred at period t + n to subsume the pipeline inventory. We define: At the beginning of period t, The expected holding and penalty cost for item n in period t + n is charged to period t and given bỹ
where α is the discount factor, and h n t (.), and p n t (.) are the holding and backlogging cost incurred in period t + n based on item n's end of period inventory, and backlog, respectively. Expectation is taken with respect to the world state and demand during periods t through t + n . For all t, i t and n, we assume thatG n t (y n t , i t ) is convex in y n t and lim |y n t |→∞G n t (y n t , i t ) = ∞. Convexity of the single period cost function is satisfied, for example, when holding and penalty costs are linear or convex. We also
This condition is necessary to ensure that the expected cost over a finite horizon remains finite, and consequently the functionsG n t (y n t , i t ) are also finite. Before decisions are made, the state of the system is:
After making the production quantity decisions for both stages, the manager updates the vector of inventory position as y t ≡ (y 1 t , ..., y N t ). Finally, after observing demand for each product during period t, the manager updates the final products' inventory positions as x n t+1 = x n t + z n t − d n t (i t ).
The objective is to minimize the cost of managing the multi-item problem for a finite horizon. The recursive scheme to compute an optimal policy for the minimization of this problem with T − t periods remaining to the termination is given by:
G n t (y n lower bound that has a lower dimensional state space by relaxing the constraint l n t ≤ y n t −x n t ≤ u n t . This relaxation can also be interpreted as follows: When the initial inventory positions of some products are high, some of these units can be converted into others without having to satisfy a production requirement and incurring any cost. The state space of this new relaxed problem is based only on the aggregate quantities. Hence, we define aggregate period t demand, D t (i t ) ≡ N n=1 d n t (i t ), and aggregate inventory position X t ≡ N n=1 x n t , using the convention of capital letters to indicate the aggregation over the final products. With this relaxation we replace the individual constraints by the aggregate constraint, i.e., we relax the action set to
Next, we show that the relaxation yields a dynamic programming recursion with a state space that aggregates the state variables over the final products. 
Proof. To distinguish the relaxed dynamic program from the original one in Equation (1) we refer to
Now assume that it is true for t + 1. Then, for t, we writê
This concludes the induction argument and the proof of Part
, which concludes the second part of the theorem.
To prove the third part, we define Y 1
At period t, Y t represents the sum of all products' inventory positions plus the batch of common products that has just completed the manufacturing process in the first stage. Hence R t is the minimum cost of managing final products' inventories, assuming that inventories can be re-balanced among product types instantaneously by converting products with high inventory positions to others with low inventory positions without incurring additional production cost and requirements. Hence
can be interpreted as the minimum expected cost of managing the aggregate item production system for a finite horizon of T − t periods subject to production quantity requirements. Next we first consider a single-stage production model with L = 0 for two reasons. It provides expositional clarity. It is also customary to study the single-stage, multi-item case separately because doing so enables to compare the results with two-stage systems and discuss the impact of point of product differentiation.
Lower Bound Problem When L = 0
The multi-item system with zero lead time means that items need to be differentiated from the onset.
The dynamic program for this case is
where the constraint set is defined as
which is satisfied whenever the marginal backlogging cost is in excess of the period's linear production cost of commons. We have the following results.
Theorem 2 For any i t , the following statements are true:
2. An optimal inventory policy is a state-dependent, modified base-stock policy with a minimum production quantity. The base-stock level is defined as
and the optimal aggregate inventory position after production is
Proof. The proof is based on an induction argument. First, we show that Part 1 is true for t = T . Note
is convex by definition. This convexity, together with the constraint set, implies the optimality of the modified base-stock policy.
Assume by induction that Part 1 is true for t + 1. Consequently, a finite number S t+1 achieves the global minimum of H t+1 (Y t+1 , i t ). Minimizing a convex function over the compact set A t+1 (X t+1 ) will result in a policy of the form in Part 2, i.e., bring the aggregate inventory position after production as close as possible to the target level. Note that H t+1 is convex due to our inductive hypothesis, and the constraint set A t+1 (X t+1 ) is also convex. We know from Gaddum et al. (1954) that if f is a +∞ or real valued convex function on n+m and the projection g of f defined by
does not equal to −∞ anywhere, then g is convex on m . In this case convexity is preserved under minimization operator. Therefore, the optimal value V t+1 (X t+1 , i t+1 ) is convex, proving the third part.
To complete the induction argument, it suffices to show that Part 1 is true for t. The convexity of H t follows from the fact that
is convex, and (iii) convex functions of affine functions and thus expectations of convex functions are convex. In addition An optimal policy is to bring the aggregate inventory position X t as close as possible to the state-
and produce the minimum production quantity q t , otherwise.
Lower Bound Problem When L > 0
Note that the order for a batch of common products initiated in period t will be available for second stage processing by period t + L. We define the systemwide echelon inventory position as X ∆ t = X t + L−1 s=1 w t−s , which is the sum of all batches of common products being processed and the inventory position of sum of final products. Consequently, the echelon inventory position at period t + L after the batch of common products arrive is given by
The dynamic program that optimizes this case is given bỹ
where the last term is independent of w t and y t .
Proof. The difference consists of the costs over the periods {t, ..
This term is independent of w t and y t .
This result states that the lower bound can be adapted when L > 0, and (3) is similar to (2) except for the constant term r t , which is independent of aggregate production and allocation decisions.
Thus, it can be dropped for optimization purposes. Consequently, the state-dependent modified basestock policy described in §3.1 continues to apply after the modification of the state variables and cost functions as detailed above.
Monotonicity Results
Here, we investigate how production quantity requirements affect the system's performance. Without loss of generality (given §3.2), we consider the L = 0 case to simplify the notation. The lower bound problem is also similar to a single-item, single-stage, periodic review inventory control problem.
Thereby, all of the results carry over to these problems as well. Note that increasing capacity or reducing the minimum production requirement would reduce the cost of managing this multi-item production system (because these actions relax the constraint set for the minimization problem). Hence, having more flexibility in production yields lower production and inventory costs. However, it is not immediately clear how these constraints affect the production policy. Let q t = (q t , ..., q T ), and Q t = (Q t , ..., Q T ) denote the vectors of lower and upper aggregate production limits in periods t, ..., T , respectively. We use Lattice Theory to establish the next set of results. We refer the reader to Topkis (1998) and Veinott (1998) for the related definitions.
Theorem 3 The following statements are true for any vectors q t , Q t and for all t, given any i t :
Assume for an induction argument that Part 1 is true for
We address the cases s = t and s > t separately, because they require different arguments.
The term in parentheses on the RHS of (4) is independent of q t and Q t . Note that c 0 t w t is a linear function of only one variable; thus, it is additive in
since expectation, and summation preserve convexity, and a convex function of the difference of two variables is submodular in those variables. Hence, the RHS of (4) is submodular in 
and (X t+1 , Q s ), and submodular in (X t+1 , −q s ) and (X t+1 , −Q s ) by our induction hypothesis,
preserved under expectation and summation (Lemma 2.6.1(b) and Theorem 3.10.1 in Topkis 1998). 
, and thus supermodular in (X t , q s ) and (X t , Q s ) for all s > t, completing the induction for Part 1.
For Parts 2 and 3, we have for any
because the sum is a function of only one variable Y t , and does not depend on q t , Q t . The first result in Part 3 follows directly from this additivity, since
for each q t , Q t ≥ 0, and the minimizer of an additive function does not change in other variables.
The supermodularity of H t (Y t , i t |q t , Q t ) follows directly from Part 1, and the fact that Theorem 3 delineates the production system's response with respect to the production requirements.
Part 3 shows that the period's modified base-stock level is independent of that period's lower and upper production bounds. This result may appear surprising, but it should be noted that the base stock level is where the firm would like its post-production aggregate inventory position to be before facing demand.
Therefore, the target level remains the same regardless of what the firm may or may not be able to achieve during the current period. This result also shows that the manager does not need to change the predetermined base-stock levels due to changes in the current period's production requirements, but instead she needs to adjust the production quantity accordingly. Part 4 shows that decreasing lower and upper bounds on aggregate production for future periods may require the firm to build more inventory now to protect itself, thus affecting the current base-stock level. The system responds by increasing the state-dependent modified base-stock level if lower and upper production requirements in future periods decrease. Next, we investigate how actual production quantities are affected by capacity and minimum production requirements.
Theorem 4
The following statements are true for any vectors q t , Q t , and for all t, given any i t :
1. The optimal aggregate production quantity w t (X t , q t , Q t ) is increasing in q t , Q t and decreasing in X t , and decreasing in q s , Q s for all s ∈ {t + 1, T }.
Unused capacity
3. The production quantity above the minimum requirement w t (X t , q t , Q t ) − q t is decreasing in q t .
4. If q t and Q t are stationary and equal to q, Q respectively, then w t and Y t are quasi-convex in q and quasi-concave in Q.
Proof. For Part 1, by substituting w t = Y t − X t into Equation (2), we arrive at (5) Note that the RHS of (5) minimizes the submodular function of (w t , −X t , q t , Q t ) over a sublattice;
hence, by Theorem 2.8.2 in Topkis (1998), w t (X t , q t , Q t ) is increasing in q t and Q t , and decreasing in X t . Note also that the term in parentheses on the RHS of (5) is supermodular in (w t , , q s ) and (w t , Q s ) Before addressing Parts 2 and 3, if η is a real valued function of two variables, we define its dual η # by the rule η # (ξ, τ ) = η(τ − ξ, τ ). We call a +∞ or real valued function η of two variables doubly submodular if η and η # are both submodular. Parts 2 and 3 follow from the fact that the RHS of
The sum in the parentheses is submodular in (δ, Q t ), and therefore submodular in the dual of (w t , Q t ).
Similarly, the RHS of (5) is doubly submodular in (w t , q t ) as well, thus q t − w t (X t , q t , Q t ) is increasing in q t , and consequently, w t (X t , q t , Q t )−q t is decreasing in q t . Next, we prove that the optimal aggregate inventory position after production Y t is quasi-concave in Q for every X t given that all q t 's and Q t 's are equal to q, Q respectively for all t s. To do this, we divide the domain of function V t (X t , q, Q|i t ) into two regions. We consider two cases:
Case 1: If X t ≤ S t (i t |Q) − q, then we have Y t = min{X t + Q, S t (i t |Q)} from the modified base-stock policy. Let Q n be an increasing sequence such that lim n→∞ Q n = +∞, and 0 = Q 0 ≤ Q 1 ≤ ... ≤ Q n .
Since X t + Q is increasing in Q, and S t (i t |Q) is decreasing in Q, there exists N such that n > N implies that X t + Q > S t (i t |Q n ). Thus, Y t is first increasing up to a point and then is decreasing in Q because
We next show that Y t is quasi-convex in q for every X t given that all q t 's and Q t 's are equal to q, Q respectively for all t s. To do this, we divide the domain of function V t (X t , i t |q, Q) into two regions, and consider the following two cases:
Case 1: If X t ≤ S t (i t |q)−Q, then we have Y t = X t +Q due to our optimal state-dependent modified base-stock policy. Note that Y t does not change in q since it is independent of q.
Case 2: If X t > S t (i t |q) − Q, then we have Y t = max{X t + q, S t (i t |q)} due to our optimal statedependent modified base-stock policy. Let q n be an increasing sequence such that lim n→∞ q n = Q and 0 = q 0 ≤ q 1 ≤ ... ≤ q n . Since X t + q is increasing in q, and S t (i t |q) is decreasing in q, there exists N such that n > N implies that X t + q > S t (i t |q n ). Thus, Y t is first decreasing down to a point and then
Therefore, Y t is quasiconvex in q, which concludes the theorem.
Part 1 states that the manager optimally produces a larger quantity of intermediate products when either the lower or the upper limit in the current period increases. In contrast, the optimal production quantity in a period falls as the initial aggregate inventory in that period or the future production requirements rises. This result shows that initial inventory and future production requirements are substitutes for production. Part 2 shows that Q t − w t (X t , q t , Q t ) increases with Q t , showing that production and unused capacity in a period are substitutes. In other words, the rate of change of the optimal aggregate production quantity w t does not exceed that of the upper production limit in that period. Similarly, q t − w t (X t , q t , Q t ) also increases with the lower production limit q t because the production and the amount produced over the minimum requirement are substitutes. When the lower and upper bounds are constant over time and equal to q and Q, respectively, we show that the optimal aggregate production quantity and the optimal aggregate inventory position after production are quasiconvex in q and quasi-concave in Q. Consider a period with a sufficiently small initial inventory X t .
Then adding a little to Q will increase the aggregate production quantity w t and, thus, the optimal aggregate inventory position after ordering Y t . However, if we start that period with a large enough aggregate inventory position, then the optimal level S t (i t |q, Q) is attainable. Hence, slightly increasing Q will decrease S t (i t |q, Q), which in turn decreases the aggregate inventory position after production.
These monotonicity results complete and prove our intuition. They also improve the computational effort required to solve large scale problems.
We remark that without using Lattice Theory, we do not know how these monotonicity results could be established. The base-stock level and cost functions depend on several parameters. For example in Theorem 3, the monotonicity result is with respect to the production requirements at several periods of the planning horizon. Constructing induction and contradiction arguments (without using Lattice Theory) for each would have been an insurmountable and unintuitive task. Note also that the last two theorems cover all possible monotonicity results with respect to production quantity requirements.
The base-stock levels are independent of the second-stage production quantity requirements l t and u t .
A Heuristic for the Multi-Item Inventory Problem
We present a two-step aggregation and disaggregation heuristic to effectively manage a Markov modulated multi-item inventory system with production smoothing constraints. To do so, we extend the approach proposed by Federgruen and Zipkin(1984a,b) and also provide closed-form solutions. First, we determine the state-dependent aggregate production quantity w t (i t ). This quantity is given by
Next, we allocate the incoming batch w t−L by solving
Since this allocation is a feasible solution (it satisfies the production requirement constraints), the resulting cost is an upper bound for the original problem.
Obtaining the state-dependent w t (i t ) requires us to compute the cost function R t+L and solve the dynamic program in Equation (3). This requires one to compute convolutions of Markov-modulated demand distributions across lead times and items. A similar issue also arises in the allocation problem in (6) . In particular, when demands are Markov-modulated, the lead time demands D[t, t + L) and d[t, t + n ] are random variables that include the effects of future values of I, conditional on the current state i t . Obtaining these distributions and convolutions is computationally difficult. Next we discuss two cases when computing the exact distributions are possible. First case is when demand distributions are normal. The second one is when demand for each item is a fixed portion of the total demand in that period. We characterize the lead time demand distributions for these cases.
Theorem 5 If demand distributions D t (i t ) are normal with means µ it and standard deviations σ it , then the lead time demand distribution is a Mixture of Normals whose cdf is given as
where τ ≡ (τ 0 , τ 1 , ..., τ L−1 ) represents the possible values of states during the lead time L, and P τ = P τ 0 τ 1 P τ 1 τ 2 ....P τ L−2 τ L−1 , and Φ(.) is the cdf of the standard normal distribution.
Proof. i = (i t : t ≥ 0) is a Markov chain with a finite state set S = {1, 2, ..., K}. Let Z j = (Z j k : k ≥ 0) denote a sequence of iid N (µ j , σ 2 j ) variables, where j ∈ S. The sequences Z 1 , Z 2 , ..., Z K , and i are mutually independent. Let D t = Z it t . Note that i determines which sequence to pick, not the value of the sequences. Due to the Markovian property, the lead time demand distribution is independent of t and thus can be obtained by conditioning on the sample path that the world state follows, i.e., (i 0 , i 1 , ..., i L−1 ) = (τ 0 , τ 1 , ..., τ L−1 ).
Often, demand for an item has a fixed nonstationary portion of the aggregate demand for all items. Consider, for example, a manufacturer who produces and sells different colors of the core item.
Demand for item n in period t is often proportional to the total demand for the core product, i.e.,
where D t represents total state-dependent demand during period t and λ n t is a positive constant such that N n=1 λ n t = 1. The underlying distribution of D t (i t ) can be of any form. Next, we show that proportional allocation for this case is myopically optimal. In addition, the single period cost function R t in the lower bound model has a closed-form solution.
Theorem 6 When items have identical costs but scaled demands, the following statements are true for any i t , and for all t: 1.
represents the sum of all items' lead time demand, and d n n (i t ) = λ n t D n (i t ).
Proof. In our case we This result implies that when demand for each item is a fixed portion of the aggregate demand in that period, proportional allocation is myopically optimal regardless of the cost parameters, demand distributions and even when demand is Markov modulated. That is, allocation to an item is proportional to its portion in total demand. We also show that R t has a closed-form solution.
Numerical Study
This section firsts reports the performance of the proposed heuristic by comparing the solution of the lower bound (LB) problem to the solution of the proposed heuristic (upper bound UB). We report the difference as percentage error, % = (U B −LB)/LB, which is a measure of the heuristic's performance.
A small value indicates that the heuristic is close to optimal and that the lower bound is accurate. We use a backward induction algorithm to solve the LB problem in (3) and to obtain the state-dependent modified base-stock levels and the associated costs. We then simulate the system to estimate the cost of the proposed heuristic. We run ten thousand replications and report 95% confidence interval. We compute both the lower bound and the heuristic starting with a high-demand state. We set each product's initial inventory to x n 1 = S 1 (i 1 )/N . We compare the simulation outcome with the cost of the LB for which the initial state is X 1 = n x n 1 . We conclude by providing insights into the joint effects of fluctuating demand environment, production quantity requirements and point of product differentiation on the production system's performance.
Description of Experiments
For all experiments, demand for item n during each period t is normally distributed with mean µ n it and standard deviation σ n it , where i t is the state in period t. To model a fluctuating demand environment, we use different demand patterns and state transition matrices. We consider four patterns of mean demands to demonstrate increasing seasonal variations (see Table 1 ). Seasonal differences in mean demands increase as we move from A to D. We also consider five different state transition matrices (see Table 2 ). The state transition matrix P 0 corresponds to the cyclic demand case while P 1 , P 2 , and P 3 exhibit decreasingly slow transitions between demand states, and P 4 is used to study the case in which final products are subject to obsolescence, i.e., demands for products disappear in the absorbing demand state i t = 3. All instances have linear holding, backlogging and production costs and a uniform rate per unit per period of h = 0.05, p = 1, c = 0.5, n = , l n t = q t /N and u n t = Q t /N for each items and the discount factor α = 0.95. We use the set of parameters listed in Table 3 , where c.v. refers to coefficient of variation 2 . Four key performance drivers for a multi-item production system are (i) point of product differentiation, (ii) stationary versus non-stationary system, (iii) identical versus non-identical items, and (iv) degree of production flexibility. The above setting is general enough to test how these factors affect the multi-item production system's performance. While keeping L + l constant and changing L We consider be 323 instances to test optimality gap plus an additional 40 instances to provide managerial insights. The 323 instances are split into four groups. The first group represents multiitem systems with a single-stage production process, i.e., L = 0. Items are differentiated from each other at the beginning of the production process. We consider 196 scenarios. The first experiment includes 162 scenarios of stationary systems with identical items (i.e., Pattern A with i ∈ {1, 2}).
We consider all combinations of c.v. ∈ {0.125, 0.25, 0.5}; N ∈ {2, 5}; ∈ {0, 1, 2}; q/N ∈ {0, 10, 20};
Q/N ∈ {50, 60, 80}. Table 5 reports some of the problem instances. The second experiment includes 34
instances of nonstationary production system with nonidentical items. We consider all combinations of c.v. = {0.125, 0.5}; mean demand patterns A to D; and state transition matrices P 0 to P 4 with N = 2, = 2 and (q, Q) = (20, 100). The results are reported in Table 6 .
The second group represents the multi-item system with two production stages, i.e., L ≥ 0. This group is used to investigate the impact of having an intermediate production stage on the performance.
We also analyze the effect of postponing the point of differentiation. In particular, we consider 56 instances from all combinations of ∈ {0, 1, 2, 3}; L ∈ {0, 1, 2, 3}; N = {2, 5}; demand patterns, A, C and D; and state transitions matrices P 0 , P 2 , and P 4 for L+ = 3, c.v. = 0.5 and (q/N, Q/N ) = (10, 50).
The results are reported in Table 7 .
The third group represents the multi-item system with large number of items and varying degrees Table 10 .
Performance of the Heuristic
For the first group with stationary multi-item systems, the average optimality gap is 1.40%. The low gap indicates that the heuristic is close-to-optimal and the lower bound is accurate. Hence, the lowerbound problem (as well as the heuristic) can be used to study the production system's performance as a function of system parameters. Table 4 provides some additional statistics. We observe an increase in the error term as the production quantity requirements become more restrictive, i.e., when q/N increases or Q/N decreases. The optimality gap also increases when decreases or c.v. increases. Recall that the heuristic cannot reallocate the imbalances in modified inventory positions of each item whereas the lower bound can. Essentially an inflexible production system with large demand uncertainty does not leave much leeway to a feasible production policy (and the heuristic policy) to balance the system.
Yet, the lower bound underestimates this cost by assuming that the products can be reallocated to balance the system. The heuristic performs better in less constrained and less uncertain environments. For the nonstationary multi-item production systems, the optimality gaps are higher than the stationary demand instances, with an average of 4.70%. The optimality gap increases as we move away from stationary demand with Pattern A towards high seasonality with Patterns C and D. The optimality gap also increases as we move from periodic demands (P 0 ) to Markov-modulated demands with less fluctuation in states (P 3 ). Unlike the periodic demand case, random future state realizations induce additional demand uncertainty. This uncertainty makes the demand pattern less predictable and more difficult to determine the aggregate production for common intermediate products. Note also that the imbalance across non-identical items (modeled by Pattern C) also affects the system's performance. In this case, a high-demand period randomly alternates with a low-demand period. The production flexibility available for each item is unbalanced. So, the system cannot build, for example, less when that item's inventory position is excessively high. We also observe that the possibility of products becoming obsolete (P 4 ) reduces the aggregate demand uncertainty and hence improves the performance of the heuristic. Hence, the heuristic performs better when the degrees of production flexibility across items are reasonably similar, and the transitions from one state to the next is more predictable.
For the second group when L ≥ 0, the optimality gaps are larger than multi-item single-stage production systems. The average optimality gap is 12.13%. We believe that this is due to the larger uncertainty introduced to the system by longer lead time in the first stage of production. The lower bound problem considers aggregate production constraints only, whereas the heuristic accounts for individual production constraints. When L is longer, the system gains more from pooling demand uncertainty over the first-stage production due to postponing point of product differentiation. However, the lower bound problem overestimates this effect when large capacity imbalances between the individual items are more likely to occur.
For the third group with large number of items, we observe that the optimality gap decreases with the number of items when demands are stationary. The average optimality gap for a stationary system with 10 items is 0.93%, whereas it is 0.88% with 20 items. The optimality gap increases with the number of items for the cases with nonstationary demands. The average optimality gap for a nonstationary system with 10 items is 8.83%, whereas it is 10.15% with 20 items. Note that the lower bound costs are almost identical since the aggregate demand is the same for N = 10 and N = 20 cases. However, capacity imbalances are more likely to occur under demand fluctuations when N is large, resulting in suboptimal heuristic performance.
Finally, the last group of experiments show that the error term is decreasing when the planning horizon is longer (see Table 9 ). Having a longer horizon enables the production policy to smooth out imbalances in the production process. Hence, the heuristic performs well. This observation also suggests that the heuristic would more likely better perform for an average cost criterion infinite horizon problem. Tables 9 and 10 also confirm previous observations that the heuristic and the system perform better for relatively stationary systems with less demand uncertainty.
To summarize, these tests help identify when the heuristic performs well. They enable us to quantify the effect of system parameters such as the individual and joint effects of the production constraints and demand fluctuations on the performance of the multi-item production system. They also show that the lower bound overestimates the benefits of risk pooling and delayed product differentiation and underestimates the cost of inflexible production system. We conclude that the heuristic and also the system perform fairly well for problems where (1) it is quadratic in the number of inventory levels considered. We have considered 2,500 inventory levels for more accurate results. The computational time for the lower bound decreases with tight production constraints and increases with the lead time and variability of demands. The longest computational effort required was less than 20 minutes on a Pentium M 2.13 GHz PC. Once the state-dependent base-stock levels have been computed, a single simulation run of the proposed heuristic requires less than 0.04 seconds. We have run 10,000 replications for each simulation to achieve small confidence intervals.
Benefits of Postponement, Production Flexibility and Recognizing Demand Fluctuations
Designing an effective production system requires a firm to evaluate alternatives to identify the one ation. We fix the total production leadtime to L + = 3 and vary L. We measure the savings as a percentage cost reduction in cost due to increasing L compared to the system with L = 0. We observe that benefits from postponed differentiation decrease as the production becomes less flexible, i.e., when q increases or Q decreases. These observations suggest that a redesign of the production process to allow for delayed product differentiation is more effective when it is accompanied by an investment in production flexibility and vice-versa. Next we consider the cyclic demand case (P 0 ) in which a low-demand period alternates with a high-demand period. Figure 2 (a) exhibits the benefits of delayed product differentiation and show how costs vary with the demand processes following patterns A and D with P 0 . Note that costs decrease significantly for each demand pattern as we move from immediate L = 0 to maximally postponed differentiation L = 3. The benefits of postponement increase with the number of end products. The average cost decrease is 20.39% for N = 2 and 22.40% for N = 5. Therefore, the gains from postponement increase with product variety. Figure 2 (b) exhibits the benefits of delayed differentiation for the two-item system under a fluctuating demand environment. The benefits of postponement are higher for the case with random state transitions (P 2 ) than in the cyclic demand case (P 0 ). This is because random state transitions increase demand variability, and the benefits of postponement increase with the initial degree of uncertainty of demand distributions. Hence, a redesign of the production process that allows for postponement is more beneficial when the system has a large product variation and high demand fluctuation. Finally, the figure also illustrates that obsolescence risk (as modeled by Pattern D with P 4 ) has a minor effect on the percentage cost savings due to postponement.
The benefit of production flexibility. Figures 3(a) and (b) exhibit the inventory cost per item as a function of production constraints. We observe that the costs grow rapidly as the production production systems. As the number of items assigned to the same facility increases and the minimum and maximum production quantity requirement per item are kept constant, the total cost per item decreases. This decrease in cost can be explained by the fact that the c.v. of aggregate demand decreases by a factor √ N as N increases. The benefits of flexible production is insignificant when the utilization rate is less than 80% or the minimum production quantity is less than 50% of the mean demand. Note also that the benefit of production flexibility increases with the variability of demand.
The benefit of recognizing demand fluctuations. Not recognizing seasonal fluctuations and implementing a stationary policy results in significant increase in production and inventory cost. Consider, for example, the two-item production system with T = 40, L = l = 1, q = 20,Q = 120, c.v. = 0.25 that is facing the demand Pattern D (mean 20 alternates with mean 60) with state transition matrix P 4 (with possible obsolescence). The expected cost of managing this multi-item production system using the proposed state-dependent heuristic policy is 598. An alternative production policy could be obtained by ignoring the state-dependent nature of the demand process by assuming stationary demand with mean 40. Next, one can obtain the stationary production policy, i.e., the resulting stationary base-stock levels. Simulating this policy under the actual fluctuating demand environment yields an average inventory cost of 703. Hence ignoring fluctuations in the market and using a state-independent production policy results in a cost increase of 22%.
Conclusion
This paper shows how to better manage multi-item production systems with production smoothing constraints at each stage when the demand environment fluctuates. We propose a heuristic based on the solution of an analytic lower bound. The heuristic accounts for the production constraints at both stages and for the state-dependency of demands. Our monotonicity results show how the system should respond to changes in the production and demand environments. These results enable us to investigate the joint effect of (i) the two-stage production process, (ii) the degree of production flexibility, and (iii) the fluctuating demand environment on the production system's performance. Understanding how these factors affect the system enables firms to realize the true benefits of system design issues such as postponement, shipment leadtimes, and production flexibility.
For two-stage production systems (L > 0), we focused on systems in which the manager immediately production systems without production requirements. Intuitively, being able to carry extra inventory (or relaxing the constraint N n=1 z n t = w t−L ) could help the manager to be more responsive by enabling risk pooling. However, to benefit from this extra inventory, the manager needs to know how to effectively manage such a system. A proof similar to that of Theorem 1 shows that the relaxation approach results in a dynamic program that can be interpreted as a two-stage serial system with production smoothing constraints and positive lead times at both stages. An optimal policy for such a system is unknown and likely to be very complex even for a system without minimum production requirements as shown by Parker and Kapuscinski (2004) (and some alternative proves are due to Janakiraman and Muckstadt 2009). A heuristic to solve this problem, hence the lower bound problem for the multi-item system, is necessary. Such a heuristic may require that zero inventory of the intermediate product be held at the first stage. This would bring us back to the case studied in the present paper. In conclusion, our model also provides a cost upper bound for production systems that allow a manager to keep inventory of intermediate products.
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