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Abstract 
Changing of requirements in a software project should be managed effectively. However, managing changes is a challenge due to 
many reasons. One of the reasons is requirements do not stand alone and they are typically related to one another in several ways. 
The relationships may impact individual requirement as well as the entire software project. Thus, this research aims to investigate 
how these types of requirements relationships impact requirements change as well as software project success. We examined the 
impacts from the perspective of business analyst using PLS. The findings can be used as a guide on working with requirements 
relationships knowledge that is useful for business analysts and research community. 
 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the International Conference on Information and Communication 
Technologies (ICICT 2014). 
Keywords:Requirements Relationships Knowledge; Requirements Change; Success 
1. Introduction 
Success is a major concern for any stakeholders in a software development project. Accordingly, there are 
various factors contribute to project success discussed in software engineering literature. One of the many factors is 
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the degree of requirements change1. Ebert and De Man2 state that “a key reason for project failures is insufficient 
management of changing requirements during all stages of the project lifecycle”. The later researchers indicate 
effective change management as one of the 26 critical success factors3. In contrast, there are other researchers who 
argue that impacts of requirements change are not always significant in ensuring software development project 
success as long as the requirements are considered complete at some point during the project4. Software is malleable 
and changes will always possible during software development project. Changes in software are always asserted as 
related to the continuous changes in requirements5. Once software is deployed into use, new requirements will 
emerge and existing requirements may change. Changes in business, technology and stakeholder needs will always 
generate new requirements for existing software 6-7. Moreover, design, implementation and testing activities provide 
additional feedbacks which also contribute to the changes in requirements 6. Upon these changes, part of the 
software may have to be altered to correct errors that are discovered in operation, to adapt it for a new platform and 
to improve performance 7. Hence, software development is a continuous process which will not stop although a 
software system is delivered. These incremental changes are critical to be managed to ensure that the software will 
remain useful. 
Managing these incremental changes in software development is very challenging. The knowledge and 
management of requirements changes is crucial in the management of software changes 8. However, the knowledge 
of requirements change is not enough where we need to know how the requirements related to one another.  
Furthermore, as requirements change, there is a need to understand what happens to existing relationships between 
those changing requirements. Consequently, these relationships may change and these changes have to be traced. In 
this paper, the information of the relationships between requirements is addressed as requirements relationships 
knowledge (RRK). RRK is concerned with how requirements are related to one another and other artefacts during 
the software development project. Although RRK is not problematic, the knowledge would affect other aspects of 
software development project and the project as a whole 9-14. 
There are studies that focus on how requirements change impacts success 1, 4, 15. Other studies focus on how RRK 
impacts requirements change 9, 11, 12. However there are limited studies that focus on how RRK will impact 
requirements change as well as the success of software development project. Thus, this paper will continue to 
investigate further into this issue. The rest of this paper is organised as follows: Firstly, The research context and 
research model will be presented in Section 2. Secondly, research method, which mainly concerns on the 
development and the validation of the requirements relationships instrumentation design, will be presented in 
Section 3. Finally, Section 4 will present a discussion and conclusion including the implications of the work both in 
research and practice. 
2. Research Model 
Recently, the interrelationships between RRK and requirements change has been addressed further by other 
researchers. Most of the researchers have focused on how to utilize the RRK for change propagation analysis and 
extended the investigation for change impact analysis. Checik et al16 use model based approach and provide an 
automated algorithm for changes propagation between requirements and design model. In the study they have used 
activity diagram and sequence diagram to enable the automated change propagation. Moreover, Zhang et al17 also 
utilized RRK for change propagation analysis. They used a case study to evaluate the applicability of two well 
known generic dependencies modeling covering about 25 dependencies types and then propose new classification 
model. Another body of knowledge defines taxonomy of requirements relationships use in application to identify 
traces between requirements elements to architecture elements 18. They have used the granularity of the dependency 
taxonomy as predictor to determine architectural elements that are more receptive to change 18. Ali, Rozan and 
Sharif 19 then use the interrelationships between artefacts as the basis for change impacts analysis. They then 
propose process of impact analysis based on literature and interview with project leaders and related stakeholders. 
RRK is also used as the basis for change propagation analysis in requirements 20. In the study, they use Sysml to 
represent textual requirements and then used design structure matrix to trace the change propagation in the 
requirements specification. Those recent literatures had shown the significant of RRK in requirements change 
management in which seem that most of them focusing on the use of RRK in change propagation analysis and 
moreover change impact analysis.  Thus, the related hypothesis is: 
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H1: RRK has significant impacts on requirements change 
Furthermore, a software development project can be defined as a set of activities inclusively both technical and 
managerial, require in satisfying the terms and conditions of a project agreement in developing a software within 
budget and schedule 21. Accordingly, success is typically defined based on how the software development project 
meeting the established budget, time and requirements. However, there are also other definitions introduced in 
literature. The other literature defined success as quality of product 22-23, satisfaction of the stakeholder 22 and scope 
24. On the other hand, Linberg 25 argues that a project can only be regarded as a success when the product meets the 
quality expectation whereas a cancelled project can only be regarded as a failure when there is no learning could be 
applied to the next project. Although, there are many definitions and criteria proposed to measure success of a 
software development project, the criteria will always involve requirements. Indeed, Leffingwell and Widrig 26 
indicate that the most frequent and serious problems associated with software development are related to 
requirements. The requirements initially defined will always change and this will impact cost, schedule and other 
factor of success 1. Thus, it is important to manage requirements change to reduce the ripple effect. The related 
hypothesis will be: 
H2: Requirements Change has significant impacts on success 
Accordingly, as RRK has significant impact on requirements change and requirements change has significant 
impacts on the success of software development project, this paper intends to investigate further and hypothesize 
that RRK will indirectly has significant impacts on the success of software development project (H3). The 
relationship is represented as dotted line in the research model as shown in Fig. 1. Furthermore, this paper also 
hypothesizes that requirements change mediate the relationships between RRK and the success of software 
development project. 
 
H3: RRK has significant impacts on requirements change and success of software development project 
H4: Requirements Change will mediate the relationships between RRK and software development project success 
 
The overview of the research model and the related hypotheses are illustrated in Fig. 1. The constructs and the 
items represent the construct in the research model are further illustrated in Fig. 2. This paper will continue with the 
discussion on how the research model is validated and tested especially about the research method used in the next 
section.  
 
 
Fig. 1. The proposed model of RRK 
 
Fig. 2. Part of RRK Model and the initial constructs 
3. Research Method 
3.1. Participants 
In this study, non-probability sampling of purposive sampling was used. Business analysts and any stakeholders 
involved in requirements in their software development project were chosen and those not involved were excluded 
from the sample. 173 business analysts and related stakeholders (to the software development projects) were 
recruited. Inclusion criteria were as follows: the participants were stakeholders involved in requirements 
management in their software development project. 60% of the participants were business analysts and system 
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analysts (refer to Table. 3.). About 10-20% of the respondents are from Australia and most of them are practitioners 
in Malaysia industry. The survey data show that, most of the respondents are from the medium and large 
organisation (refer to Table. 1. and Australian Bureau of statistics classification of business framework (office of 
small business, 1999). Accordingly, in Table.2., the survey data shows that the industry domain of most of the 
organization is from Information Technology and Telecommunication (41%) and Infrastructure and government 
(30%).  In addition, the respondents mostly have about 2-5 years (37%) and about 6-9 years (25%) experience in 
writing requirements which represent about 62% of all respondents (Table. 4.). 
Table 1.Employment Information (source: Survey data, 2011-2012) 
Items Frequency Percentage 
Less than 10 15 9% 
11-100 84 49% 
101-500 32 18% 
More than 500 41 24% 
 
Table 2.Industry domain (source: Survey data, 2011-2012) 
Items Frequency Percentage 
Factory automation 3 1.7=2 
Financial 10 5.7=6 
Infrastructure & Government 52 30 
Medical 4 2.3=2 
IT & Telecommunication 72 41.1=41 
Transportation 2 1 
Others 32 18.3=18 
 
Table 3.Designation of the respondents (source: Survey data, 2011-2012) 
Items Frequency Percentage 
Business Analyst 18 10.5 
Business Analyst Manager 6 3.5 
System Analyst 80 47 
System Designer 20 11.6 
Tester 4 2.3 
Others 43 25.1 
 
 Table 4.Experience in Writing Requirements (source: Survey data, 2011-2012) 
Items Frequency Percentage 
Within one year 32 19 
2-5 years 63 37 
6-9 years 43 25 
10-15 years 23 13 
More than 15 years 8 5 
3.2. Structural Equation Modeling and Partial Least Square (PLS) 
This study is a part of a research that examined the impacts of requirements relationships on the other elements 
and activities in a software development project that may impact success. The activities and elements may have 
direct and indirect relationships; they will impact each other and thus the success of a particular software 
development project as a whole. Therefore, in order to validate and investigate the relationships further and the 
impacts that they give to one another, Structural Equation Modelling (SEM) was used. SEM is a statistical technique 
for testing a theoretical model hypothesized by a researcher using a combination of statistical data and qualitative 
causal assumption 27. This approach is more confirmatory rather than exploratory, thus is more suitable for theory 
testing than theory development. SEM is a very general, powerful multivariate analysis technique that comprises 
specialised versions of a number of other analysis methods as special cases 27. SEM is not designed for a single 
statistical technique but it is also a family of related procedures 27.  
Furthermore, SEM can be categorised into two approaches, which are: 1) covariance-based approach, which is 
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related to tools such as EQS and Analysis of Moment Structures (AMOS); and 2) variance-based approach, which is 
related to PLS. Thus, in this research, PLS was chosen. In this research, Partial Least Square (PLS) was used 
because of the following reasons: 1) research on requirements relationships is relatively new; and 2) there is no 
measurement model that is already available. PLS could be a suitable technique to be used when the phenomenon to 
be investigated is relatively new 28.  Thus, the assessment of the goodness of measure of these constructs in terms of 
their validity and reliability within the research framework will be presented in the next section. 
3.3. Measures and Goodness of Measures 
A questionnaire using five-point Likert scale was used to collect data for each construct of the research model. 
Some of the instruments were newly developed where most of the questions were created based on the theory from 
literature and other empirical studies. There were also some instruments that were adapted from previous literature. 
The final constructs of the model are illustrated in Table. 5. 
Table 5.Part of the constructs in the Model 
Construct Item Description 
Success Q5 (SC1) The outcome of the project meets the business goal. 
Q6 (SC2) The outcome of the project meets all the specified requirements. 
Q7 (SC3) The overall quality of the developed application / product is high. 
 
Q10 (SC4) The project is completed within scope. 
Q11 (SC5) The requirements-related tasks (e.g. requirements specification, requirements management) 
have been completed successfully in the project. 
Requirements 
Change 
Q38 (RC3) Every change in requirements is documented so that it is easy to track what change has been 
made. 
Q29 (RC1) Any changes in requirements slow down the schedule of the project. 
Q30 (RC2) Any changes in requirements will increase the cost spent in the project. 
Requirements 
Relationships 
Knowledge 
Q42a 
(RRK1) 
The relationships between requirements that exist between the components are considered 
when deciding to implement the solution. 
Q42b 
(RRK2) 
The relationships between requirements that exist between the components are considered 
when planning the schedule for the design/development team to complete the task. 
Q35 
(RRK3) 
Before implementing a change to a particular requirement, any possible impact it will cause to 
other requirements will be considered. 
 
 Accordingly, two main criteria are used for evaluating goodness of the measures, which are validity and 
reliability. The combination of both is essential to ensure the quality of a research 29. The validity and reliability 
measures of this research model are discussed in the next section. 
3.4. Construct Validity 
 Construct validity is concerned with the degree to which interferences can legitimately be made from the 
operational constructs in a study to the theoretical constructs on which those operational constructs are based on 29. 
Sekaran and Bougie 30 indicate that construct validity is used to testify how well the results obtained from the use of 
the measure fit the theories around which the test is designed. Thus, to assess how the instrument fits the concept as 
theorised, convergent and discriminant validity can be used. Firstly, the respective value of loadings and cross 
loadings in Table. 6. were examined to assess whether there were any problems with any particular items. A cut-off 
value for loadings at 0.5 was considered as significant 31. If there were any items with a loading of higher than 0.5 
on two or more factors, then they were deemed to be having significant cross loadings. From Table.6., we can see 
that all the items that measured a particular construct would load highly on the construct and would have lower 
loadings values on other constructs hence confirming construct validity. 
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  Table 6. Loading and Cross Loading 
  RC RRK SC 
RC1 0.683 0.194 0.175 
RC2 0.623 0.096 0.136 
RC3 0.845 0.307 0.373 
RR1 0.278 0.926 0.246 
RR2 0.300 0.930 0.247 
SC1 0.269 0.249 0.716 
SC2 0.321 0.181 0.802 
SC3 0.287 0.279 0.782 
SC4 0.146 0.159 0.690 
SC5 0.306 0.116 0.733 
3.5. Convergent Validity 
Secondly, the validity test was continued with the convergent validity. It is the degree to which multiple items 
are in agreement to one another in measuring the same concept. Factor loadings, composite reliability, and average 
variance extracted (AVE) were used to assess the convergent validity. This practice was proposed by Hair et al. 31. 
In this research, the test showed that the factor loadings for all items exceeded the recommended value of 0.5 31. 
Next, composite reliability values (refer to Table. 7.), which illustrate the degree to which the construct indicators 
indicated the latent, ranged from 0.764 to 0.925. This exceeds the recommended value of 0.7 31. Finally, the average 
variance extracted measured the variance captured by the indicators relative to measurement error. It should be 
greater than 0.5 to justify the use of the construct 32. As shown in Table. 7., the AVE was in the range of 0.523 to 
0.861. 
Table 7.Results of measurement model 
Model Construct Measurement item Loading CRa AVEb 
Requirements 
Change RC1 0.683 0.764 0.523 
(RC) RC2 0.623   
 RC3 0.845   
Requirements 
Relationships 
Knowledge RRK1 0.926 0.925 0.861 
(RRK) RRK2 0.930   
     
Success SC1 0.716 0.862 0.556 
 SC2 0.802   
 SC3 0.782   
 SC4 0.690   
 SC5 0.733   
 
   Table 8.Summary Results of the Model Construct 
Model 
Construct 
Measurement 
Item 
Standardised 
Estimate T-Value 
Requirements 
Change RC1 0.683 5.963 
  RC2 0.623 6.819 
  RC3 0.845 2.831 
Requirements 
Relationships 
Knowledge RRK1 0.926 38.286 
  RRK2 0.930 42.992 
       
Success SC1 0.716 13.616 
 SC2 0.802 22.313 
 SC3 0.782 19.591 
 SC4 0.690 11.708 
 SC5 0.733 14.106 
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Moreover, the results for the measurement model are summarised in Table. 8.. The results show that all of the 3 
constructs: Requirements Change, Requirements Relationships Knowledge and Success were all valid measures of 
their respective constructs based on their parameter estimates and statistical significance. 
3.6. Discriminant Validity 
Thirdly, the test was continued to validate the discriminant validity. Discriminant validity is the degree to which 
items differentiate among constructs where they show the measures that theoretically should not be related are in 
reality not related. This validity test was assessed by examining the correlations between measures of potentially 
overlapping constructs. The items should have the highest loading value on their own constructs in the model, and 
the average variance shared between every construct and its measures should be greater than the variance shared 
between the construct and other constructs 33. Table.9. shows that the squared correlation for each construct is less 
than the average variance extracted by the indicators measuring the construct indicating adequate discriminant 
validity. As a result, the measurement model demonstrates adequate convergent validity and discriminant validity. 
 
Table 9.Discriminant Validity of Constructs 
  1 2 3 
1. Req. Change 0.523     
2.Req. Relationships 0.097 0.861   
3. Success 0.130 0.070 0.556 
3.7. Reliability Analysis 
Reliability is about the quality of measurement. Reliability in a research is the extent to which a measurement 
procedure yields the same answer however and whenever it is carried out 34. Reliability is about the quality of 
measurement. Reliability in a research is the extent to which a measurement procedure yields the same answer 
however and whenever it is carried out 34. One of the general classes of reliability is the internal consistency 
reliability that is used to assess the consistency of result across items within a test 29. In this research, Cronbach’s 
alpha coefficient was used to assess the reliability of the inter item consistency of the measurement items. Table.10. 
shows the summarisation of loadings and alpha values. All the alpha values listed in Table. 10. are above 0.6, which 
are conforming to what have been suggested by Nunnaly and Berstein 35. The composite reliability values also 
ranged from 0.764-0.925. Composite reliability is another approach similar to Cronbach’s alpha for the estimation of 
internal consistency reliability. In the approach, a composite reliability value of 0.7 or more is considered acceptable 
36. Thus, it can be concluded that the measurements were reliable. 
Table 10.Results of Reliability Test 
Constructs Measurement items Cronbach's Alpha Loading range Num. of items 
Req. Change RC1, RC2, RC3 0.618 0.643-0.922 3(6) 
Req. Relationships RRK1, RRK2 0.839 0.926-0.930 2(3) 
Success SC1, SC2, SC3, SC4, SC5 0.799 0.690-0.820 5(7) 
3.8. Hypothesis Testing and Mediation Effect Analysis 
The result from the analysis shows that there are significant relationships between requirements relationships 
knowledge, requirements change and success of software development project. Fig.3. illustrates the analysis which 
shows that the initial coefficient for the three constructs. The analysis shows that the path coefficient value for RRK-
>RC is 0.312 and the path coefficient for RC-> success is 0.314. Both values are more than the range of (0.20-0.30) 
in which has been indicated as acceptable 28. Thus, it can be concluded that there are significant relationships exist 
between the three constructs in which supporting the three hypotheses as stated in section 2. 
In addition, mediator effect analysis has also been conducted. The analysis reports that, there exists a mediator 
relationship between the three constructs. In order to allow for mediator analysis, there are certain criteria that need 
to be fulfilled. Firstly, the predictor (RRK) has significant impact on the mediator requirements change (RC); 
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secondly, the mediator (RC) has significant impact on the criterion variable success; third, the predictor (RRK) has 
significant impact on the criterion variable in the absence of the mediators’ impact. Thus, to establish the mediating 
effect, the indirect effect of a x b (see Fig. 3.) has to be significant. In this regard, the z statistic is applied 37, in 
which the value is significant at p <0.05. If the z value exceeds 1.96 (p <0.05), then the hypothesis 1 and 2 can be 
accepted where there is an indirect impact of RRK through requirements change on success of software 
development project. The z value is defined as equation (1): 
 
222222   
     
baba sssasb
baz
uuu
u 
        (1)
 
As shown in Fig. 3., there is a significant impact of RRK on requirements change (0.312, p<0.05) as well as 
requirements change on success (0. 314, p<0.05). Due to the reason that, there is also a significant direct impact of 
RRK on success of software development project (0.172, P<0.05), requirements change is established as a partial 
mediator. This mediating effect of requirements change is confirmed by z statistic 37 as shown in equation (2): 
222222 084.0068.0084.0312.00.068  314.0
0.314    2 31.0
uuu
u z =2.898     (2) 
 
 
 
Fig. 3. Requirements Change as mediator 
 
The result shows that, requirements change has mediating effects in which it implies that there is indirect 
impact on success. Accordingly, variance accounted (VAF) value is used to represents the ratio of the indirect effect 
to the total effect. The VAF value indicates that 36.3% of the total effect of RRK on success of software 
development project is explained by indirect effect (requirements change): 
cba u
u b a 363.0
172.0314.0312.0
314.0312.0  
u
u 
       
 
Thus, it can be concluded that the relationships between the three constructs is significant and confirmed by the 
mediation effects that exist among them.  
4. Discussion and Conclusions 
This study emphasizes on the impacts of the independent variables of RRK on requirements change and the 
success of software development project using the PLS technique. It is a part of a research that examines the impacts 
(3)
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of RRK on several of software development success factors. In this paper, the goodness of measure is also assessed 
by looking at the validity and reliability of the measures using the PLS approach. The results show that the measures 
used demonstrate both convergent validity and discriminant validity. Moreover, the reliability of the measures was 
also assessed by looking at the Cronbach Alpha values and Composite Reliability values. As a result, both the 
Chronbach Alpha values and Composite Reliability values have fulfilled the criteria set up by other established 
researchers. The results have shown that the measures in the model were reliable. 
The findings from the analysis indicate that a software development project is considered successful when the 
project has achieved several criteria, which are: 1) the outcome of the project meets all the specified requirements; 
2) the overall quality of the product is high; 3) The requirements-related tasks (e.g. requirements specification, 
requirements management) are successfully completed in the project; 4) The outcome of the project meets the 
business goal; and 5) The project is completed within scope. All the criteria are in fact quite similar to the criteria 
suggested by previous researchers (e.g. 23, 24). The findings indicated that, as long as the outcome meets all the 
specified requirements and business goals, has good quality, completes within scope, and all the requirements-
related activities are completed successfully, the project will be considered successful although the project is not 
completed within time and budget. Thus, the findings apparently suggest that the success of requirements activities 
in which including managing requirements change will impact success. 
Moreover, the findings of the paper confirmed views that RRK has significant impacts on requirements change. 
The results of the analysis also confirmed the hypothesis that highlight the importance of RRK as one of the 
significant predictors for success of software development project. Results of the analysis confirmed the direct 
impact of RRK has on requirements change is significant. Firstly, RRK has significant impact on requirements 
change in which inline with what has been indicated in the literature 16-20.  The knowledge of how requirements 
related to one another provide guide on how a set of requirements can be organized and structured in requirements 
document. The good structure and organization of requirements can contribute to the good quality of requirements 9, 
14. Consequently, it will help to track any changes and documents the changes accordingly. According to the 
analysis of the result, the main characteristics of requirements change that related to RRK are: 1) Every change in 
requirements was documented so that it is easy to track what change has been made; 2) Any changes in 
requirements may slow down the schedule of the project 3) any changes in requirements will add to the cost spent in 
the project. The first characteristic is actually focused on the interrelationships between RRK and requirements 
change where the way we organize and document the requirements and every change in the requirements may help 
requirements change management. The second and third characteristics are more focused on how requirements 
change may impacts success. 
In conclusion, the findings confirmed the phenomena of the interrelationships between RRK->Requirements 
change ->Success. The findings also confirmed the four (4) hypotheses listed in this study i.e. requirements 
relationships knowledge has indirect significant impact on the success of a software development project. As 
requirements relationships knowledge has significant impact on requirements change (H1), and requirements change 
has direct significant impacts on success (H2) and mediate the interrelationships between RRK and success (H4), it 
can be concluded that requirements relationships knowledge is another significant predictor that will impact 
requirements change as well as project success (H3). In future, this study continues to examine further this 
quantitatively finding with a qualitative study in investigating how RRK impacts requirements change and other 
related factors to achieve success from the perspectives of business analyst. 
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