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Let p be a fixed nonnegative integer. We prove the Ehrenfeucht Conjecture for morphisms 
having deciphering delay bounded by p. In other words, we show that for each language L over 
a finite alphabet here exists a finite subset F of L such that for arbitrary morphisms h and g 
having deciphering delay bounded by p, the equation h(x) =g(x) holds for all x in L if and only 
if it holds for all x in F. 
Soit pun  entier positif ou nul. Nous prouvons la conjecture de Ehrenfeucht pour les mor- 
phismes ayant un d61ai de d6chiffrage born6 par p. En d'autres termes, nous montrons que pour 
tout langage L sur un alphabet fini, il existe un sous-ensemble fini F de L tel que pour tout couple 
h,g de morphismes ayant un d61ai de d6chiffrage born6 par p, l'6quation h(x) -g(x) est satisfaite 
pour tout x dans L, ssi elle l'est pour tout x dans F. 
1. Introduction 
In recent years it has been a vivid interest among formal language theoreticians 
to study problems involving morphisms of free monoids (cf. e.g. [2] and [16]). Ex- 
amples of such problems are morphic representation results of language families, 
the DOL equivalence problem, the Post Correspondence Problem (cf. [9]) and the 
following problem which is our topic here and which is usually referred to as the: 
Ehrenfeucht Conjecture. Each language L over a finite alphabet Z has a finite subset 
F such that, for any pair h,g of morphisms from Z* into some other free monoid, 
the equation h(x)= g(x) holds for all x in L if and only if it holds for all x in F. 
In [7] such a finite subset F is called a test set for L. With this terminology the 
conjecture states: each language over a finite alphabet has a test set. 
The purely algebraic importance of the Ehrenfeucht Conjecture was emphasized 
when it was noticed in [4] that the conjecture is equivalent to the following state- 
ment: each system of equations over a finitely generated free monoid and containing 
only a finite number of variables possesses an equivalent finite subsystem. Here the 
equivalence means, of course, that the systems have exactly the same solutions, and 
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a subsystem refers to a subset of equations. 
As another connection of the Ehrenfeucht Conjecture with other problems we 
mention the following. In [4] it was also proved that the validity of the Ehrenfeucht 
Conjecture implies the decidability of the so-called HDOL sequence quivalence 
problem, as well as the decidability of the so-called DTOL sequence quivalence 
problem (cf. [2] or [15]). Moreover, for these reductions it is enough that the 
Ehrenfeucht Conjecture holds (even noneffectively!) for DOL and DTOL 
languages, respectively. 
In spite of the importance of the Ehrenfeucht Conjecture it is known to hold only 
in some special cases. In [7] it was proved for all languages over a two-letter 
alphabet. Later a shorter proof was given in [8]. Over general alphabets the conjec- 
ture has been proved only for rather restrictive classes of languages, such as for 
context-free languages in [1] and for positive DOL languages in [3]. A sufficient 
condition for a language to possess a test set is given in [3]. 
Common to all the above results is that the family of languages for which the 
Ehrenfeucht Conjecture has been established is heavily restricted. Our approach of 
the problem is in the opposite direction. We restrict the class of morphisms and 
prove that the conjecture holds for such a class. 
More precisely, for each nonnegative integer p, let .~p denote the class of all 
morphisms whose deciphering delay is bounded by p. We prove that the 
Ehrenfeucht Conjecture holds for .~p, to wit: 
Theorem. Let p be a nonnegative integer. For each language L over a finite alphabet 
there exists a finite subset F o f  L such that, fo r  all pairs h, g o f  morphisms in ,~fp, 
the equation h(x) = g(x) holds for  all x in L i f  and only i f  it holds for  all x in F. 
Of course, the above F cannot be found effectively in general. However, we show 
that under relatively mild conditions (shared e.g. by indexed languages, cf. [12]) the 
above F can be effectively constructed. This implies some (known) decidability 
results concerning the so-called morphism equivalence problem on languages (cf. 
[61). 
2. Preliminaries 
We use the standard formal language theory terminology, cf. e.g. [1 l] or [13]. 
Mainly to fix our notations we recall the following. 
2.1. Basic definitions 
Given an arbitrary set X, we denote by IZI its cardinality, Z* the free monoid 
it generates. The identity of Z*, or the empty word, is denoted by 1. For purely nota- 
tional reasons it will be convenient to consider Z* as embedded in the free group 
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Z (*) generated by Z. In other words, X* is a submonoid of X (*). 
Given any word weZ* we denote by Iwl its length. In particular Ill=0 and 
la l= l  for all aeZ.  We write u<_u whenever ueZ*  is a prefix of uEZ*, i.e., 
whenever uw=o holds for some w6Z*. We denote by uAo the longest common 
prefix of u and u. 
A set R c_ Z* is rational (or regular) and we write R e Rat Z* if R can be obtained 
from singletons of Z* by applying finitely many times the rational operations of 
union, product and star. 
Given a morphism h of X* into some free monoid and a nonnegative integer p, 
we say that h has a (from left to right) deciphering delay bounded byp (cf. e.g. [141) 
if the following holds for all u, o e Z* and a, b ~ Z: 
h(au)<_h(bu) and lul _>p imply a = b. (1) 
We will shortly say that h is a p-bounded morphism, or a morphism with bounded 
delay when no reference to p is necessary, and we will denote by ,¢fp the set of all 
p-bounded morphisms. Observe that h is a 0-bounded morphism iff the restriction 
of h to Z is injective, and if the set h(Z) is a prefix code. 
2.2. Equality sets 
From now on, Z is a fixed finite alphabet. 
Given two arbitrary morphisms h,g of Z* into some free monoid, we denote by 
E(h,g) their equality language (cf. [15]), i.e., the set of all words on which they 
agree: 
E(h, g) = { w e Z* I h(w) = g(w)}. 
Assume h and g map Z* into some free monoid A*. We recall how we can obtain 
the minimal deterministic automaton recognizing the equality set E(h,g). Observe 
that for arbitrary morphisms, this automaton is not necessarily finite. 
Let 0 be an element not belonging to the free group A (*). To every word wsZ*  
we assign its overflow ~0(w) ~ A (*) U {0} defined as follows: 
~g(w) lh(w), if there exists ueZ* such that h(wu)=g(wu), 
~o(w) = (.0, otherwise. 
Observe that when ~0(w)g:0, its value does not depend upon the word u, and that 
either itself or its inverse in the free group, belongs to A* according to whether 
g(w)<_h(w) or h(w)<_g(w) (cf. Fig. 1). 
We set A0= {~o(w)lweZ*} and we define an action 2 of Z on A 0 by setting for 
all xeAo and aeZ: 
~0, if x=0 or else if g(a)-lxh(a)~Ao, 
2(x,a) = 
g(a)-lxh(a), otherwise. 
Taking A 0 as the set of states, 1 as the initial and final state, and 2 as the transi- 
tion function, completely determines the minimal automaton recognizing E(h,g). 
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g(w) i g(a)  1 _I 
x = ~(w) [g(a) - lxh(a) - ]  -1 = [~(wa)] -1 
Fig. 1. 
We introduce now the crucial not ion of critical overflow which is defined as a 
state x~ A 0 for which there exist two different letters a, b ~_Y, taking x into some 
non-0 states: 
2(x,a)~Ao \ {O} and 2(x,b)~Ao \ {O} witha~:b .  
In other words, there must exist three words w, w~, w 2 e~*  such that: 
h( w) = g( w) x, 






h(WaWl)Ah(wbw 2) = h(w)y = g(w)xy and g(wawl)Ag(wbw2) = g(w)z, 
i.e., because of (3) a necessary condit ion for x to be a critical overflow is that 
x ( = zy -1 ) = [g(awl)Ag(bw2)] [h(awl)Ah(bw2) ]- 1 (4) 
holds for some w l, w 2 e 2"* and for some a, b e Z with aS  b. 
3. Proof of the theorem 
The theorem is proven via two lemmas which we proceed to state. 
The first lemma says that when _Y and p are fixed, all equality sets of p -bounded 
morphisms are morphic images of some unique 'universal '  rational set. 
Lemma 1. Let  p be a nonnegative integer. Then there exists a rational set R over 
a finite alphabet V such that for  any pair h, g of  p-bounded morphisms there exists 
a morphism r :  V*~Z'*  satisfying." 
E(h, g) = r(R). 
Proof.  Observe first that it is sufficient o prove that there exists a finite collection 
R1 . . . . .  R n of rational sets over (pairwise disjoint) alphabets V1 . . . . .  V. such that for 
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every equality set E(h, g) there exists 1 _< i_< n and a morphism a :  V/*~Z* such that 
a(Ri) = E(h, g). 
Indeed, assume this is the case and consider the equality E(h, g)= a(Rj)  for some 
1 _j_< n. Since all equality sets contain the empty word, without loss of  generality 
we may assume that R1, . . . ,R  n contain the empty word as well. We set V= 
U l_~n V/and R = U~_<i_<, Ri and we consider the morphism r :  V*-+Z* defined by: 
(a(a),  if ae  Vj, 
r(a) = (. 1, if a e V \ Vj. 
Then we obtain r(R) = a(Ri) U { 1 } = a(Ri) as claimed. 
Consider thus the equality set E(h, g) of two p-bounded morphisms h, g : Z*~A* .  
Now denote by A l the union of  the empty word and of all critical overflows. Let 
M be the set of  all triples (z, a, z ' )e  A l x Z x A 1 , for which there exists a u e Z* with 
)t(z, au) = z'. We assign to every (z, a, z ' )  ~ M the word a(z, a, z')  = au, where u is the 
shortest word with 2(z, au)= z'. Observe that because of the definition of  critical 
overflow, u is uniquely determined. 
We set: 
I=Mn({1} xZxA~) ,  
F=Mn(A~ xZx {1}), 
L= {(z ,a ,z ' ) ( t ,b , t ' ) l z '~et  } c_M 2. 
Consider the set: 
= IM*nM*F  \ M*LM* .  
Then the equality a(/~) = E(h, g) is a direct consequence of the fact that every word 
weE(h ,g )  has a unique factorization w= w I ... w n where all w I ... w i (1 <__i<_n) are 
exactly these prefixes of  w for which ~o(w I ..- wi) is a critical overflow or the empty 
word. 
Now observe that because h and g are p-bounded morphisms, then (1) applies and 
all possible values of  x in (4) are obtained when Wl and w2 run over all words of  
length at most p + 1 : ]A ~] _< 1 + I.Z'I 2( p + 2). Thus not only the number of  different 
critical overflows for a fixed pair h,g is finite (and therefore/~ is rational) but it is 
bounded by a function depending only on p, which proves that there are only 
finitely many different ,O's, as claimed. [] 
Before stating the second lemma we need more terminology. We consider a fixed 
finite set V and denote by S the family of  all morphisms r : W*- ,Z*  where W is a 
subset of  V. Let r0 denote the only element in ,~ for which W=O. 
Define a partial ordering on J by setting for all r :  W*--,Z* and ~o: U* - ,Z* :  
r_<0 iff We_ Uand r(w)=~(w) for all we  W*. 
For convenience, given any subset R c_ V* and r : W*~Z* in .~ then we write r(R) 
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instead of the more correct r(R N W*). 
Lemma 2. Let R c_ V* be an arbitrary set. Then fo r  each language L c_ Z* there exists 
a f inite subset F c_ L such that fo r  each cr : V*~Z*  one has: 
L c_ cr(R) i f f  F c ~r(R). 
Proof .  We define by induction a sequence 
FoC_F~c_...c_Fic_... 
of  finite subsets of  L and a sequence 
00, 01 . . . . .  Oi .... 
of  finite subsets of  Y- as follows: 
F0=0, 00={r0} 
and for i > 0: F i contains all elements of  F i_ 1 and contains for each element r e 0 i_ 
such that L \ r(R) ~0,  an arbitrary element x in L \ r(R). Further we set 
Oi = Min{r I Fi c_ r(R)} 
where Min refers to minimal elements with respect o the partial ordering defined 
on ,~ If Oi is empty for some i o, then we set F=Fio and the lemma holds, so we 
assume that Oi ~0 for all i >0.  
Clearly, if i>0  and r60 i ,  then there exists r '60  i i such that r '<r .  We claim 
that: 
r '=r  iff Lc_r '(R).  (5) 
Indeed, assume that L c_ r'(R). Because of F i c_L we have F i c_ r'(R). By the 
minimality of  r we get: r '=  r. Conversely, assume by contradiction that we have 
r '  = r and L \ r '(R) ~ 0. Then there exists x e F i \ F i_ 1 such that x e L \ r '(R) and 
x e r(R), contradicting r '  = r. 
Consider now an element r :  W*--.Z* of Oi and assume L \ r(V*)~:0. Then we 
claim: 
IWl>-i. (6) 
Indeed, by definition there exists a sequence 
TO~ T 1 ~ . , .  <_ T i 
such that •j ~ Oj for all O<j<i .  Because of  (5) we may not have any equality, which 
implies (6). 
Setting IVl=n, we claim that F,+ 1 is the required subset F. Indeed, if 
a:  V*~Z*  satisfies Fn+lC_a(R), then there exists r '  and r such that: r '~O n, 
reO~+l and r'_<r_<a. 
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By (5) and (6) we obtain r '=  r, i.e., L c_ r'(R) and thus L c_ a(R). This proves the 
lemma. [] 
Now, our Theorem is a direct consequence of Lemmas 1 and 2. 
4. Concluding remarks 
In Lemma 1 we showed that each equality language of two p-bounded mor- 
phisms, for some fixed nonnegative integer p, is obtained as a morphic image of a 
fixed rational anguage Lp. Moreover, this language can be effectively constructed 
for each p_> 0. It follows immediately from the results in [8] that in the case when 
~" is binary, the language Lp can  be chosen to be (c~+fly*~)* independently of p 
where a, fl, y and ~ are words of the length 1. 
Despite the fact that Lp can be effectively constructed, we know practically 
nothing about the problem of which of the morphic images of Lp are  actually 
equality languages of morphisms in ~p. It is even not known whether there exist in 
the binary case, bounded delay morphisms, or equivalently, injective morphisms, 
such that their equality language would be infinitely generated, or more sharply 
whether (a+fly*~)* above could be replaced by (a+fl)* (cf. [5] and [8]). 
Not only the problem of deciding whether a given morphic image of Lp is an 
equality language of morphisms in ~/p, but also the 'converse' problem of deter- 
mining the equality language of two morphisms in ,g/) is extremely difficult. In- 
deed, for a given pair h, g of morphisms in ,)'/), the equality language E(h, g) can 
not be constructed effectively in general (cf. [10]). 
As regards the effectiveness of our Theorem we have: 
Corollary 1. Let p be a nonnegative integer and ~ a family of  languages atisfying 
(i) each L in 2~ is effectively recursively enumerable, 
(ii) for  each L in ~' and R in Rat(Z*), LNR is effectively in Y, 
(iii) it is decidable whether a given L in ~ is empty. 
Then for  each L in ~ there effectively exists a finite subset F of  L such that, for 
all pairs h, g of  morphisms in ~¢p, the equation h(x) = g(x) holds for all x in L if  and 
only if it holds for all x in F. 
Proof. The result follows from the proofs of Lemmas 1 and 2. Indeed, what is essen- 
tial is that the sequence F 0 c_ F 1 c -.. in the proof of Lemma 2 can be constructed ef- 
fectively, and this certainly follows from (ii) and (iii). [] 
As consequences of our Corollary 1 we give new proofs for some decidability 
results of [6]. We recall that the morphism equivalence problem for a family ~' of 
languages i to decide whether two given morphisms h and g agree (word by word) 
on a given language L in ~', i.e., whether L c_ E(h,g). Based on the fact that the 
minimal delay of a morphism with bounded delay can be effectively found we 
obtain: 
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Corollary 2. Let .U be a family of languages atisfying conditions (i), (ii) and (iii) 
of Corollary 1. The morphism equivalence problem restricted to morphisms with 
bounded elay is decidable in 5 ~. 
Observe that in Corollary 2 the class Up~_0.~p is used instead of the class ~p for 
some p_> 0. 
An example of quite a large family of languages satisfying conditions (i), (ii) and 
(iii) is the family of indexed languages (cf. [12]). Hence Corollary 2 yields: 
Corollary 3. It bs decidable whether two morphisms with bounded elay agree on 
a given indexed language. 
Corollary 3 is a slight, but not essential, generalization of a result in [6]. This is 
because each elementary morphism has effectively findable bounded delay, 
although the delay depends upon the morphism (cf. [16]). 
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Note added in proof 
Recently J. Lawrence and M.H. Albert from University of Waterloo and V.S. 
Guba from Moscow have shown that the Ehrenfeucht Conjecture holds true. 
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