Solvability and uniqueness of solutions to the problems of equilibrium, vibration and dynamics in a weak setup for classical and nonclassical models of linear elasticity are established in a unified framework sufficiently flexible to accommodate new elastic models.
Introduction
Being convinced that the perfect world should be described in a perfect manner -optimally -the old mechanicists such as L. Euler and D. Bernoulli sought integral extremal principles for various natural objects. They established principles relating the solution of boundary-value problems in mechanics with the location of extremals of certain functionals, and in this way, arrived at the notion of energy. Together with Newtonian dynamics, there also appeared Lagrangian mechanics, based on variational ideology.
Up to a certain point, the description of various models in classical and continuum mechanics was carried out using systems of differential equations supplemented with boundary conditions. Conservation laws and variational principles stood as important but adjunct parts of the theory, although some differential equations were deduced from variational principles. A change came with the widespread use of computers and finite-element methods (FEMs) whose equations were derived directly from mechanical variational methods. FEM solutions turned out to be approximations to the so-called weak solutions of mechanical boundary-value problems, which were determined by setting the first variation of a certain functional to zero for all admissible disturbances of the solution.
For equilibrium problems in elasticity, weak solutions are determined by Lagrange's variational principle. This leads to the equations of the virtual work principle, which can be considered as independent of Lagrange's principle and, moreover, is more general than the latter. For dynamic problems, weak solutions were introduced via a modification of the Gauss principle.
Theoretical studies of generalized (weak) solutions to boundary-value problems were initiated by S.L. Sobolev in relation to a problem in hydromechanics. His results on the so-called Sobolev spaces, subsequently collected in Sobolev [1] , became instrumental to the theory of partial differential equations. The introduction of generalized solutions was originally based on variational principles.
In linear elasticity, the decisive step facilitating the study of weak solutions was taken by Korn [2, 3] well before their introduction. Korn established an inequality pertaining to the smooth displacement vector u for an elastic body occupying a bounded volume V ⊂ R 3 with some part ∂V 1 of the boundary ∂V rigidly fixed (clamped) u
Korn's inequality has the form
where ε ij = 1 2 (∂u i /∂x j + ∂u j /∂x i ) are the Cartesian components of the strain tensor .
Here and in what follows, we use the notation u 2 = u · u for any vector u. The components (c ijkl ) of the tensor of elastic moduli possess the properties of symmetry and positive definiteness typical in elasticity
Moreover, the positive constant c 0 is independent of (ε ij ), and the positive constant c is independent of u. Here, we assume Einstein's summation rule over repeated indices. In what follows, the notation c k will be used to signify positive constants that are independent of the set of functions over which inequalities are established.
If no portion of ∂V is clamped, then (2) fails to hold for so-called small rigid displacements of the form u r = a + b × r, where a, b are arbitrary vector constants and r is the position vector such that (u r ) = 0. In this case, an extension of Korn's inequality, similar to H. Poincaré's inequality, is valid
These inequalities are extended to inequalities in the Sobolev space (W 1,2 (V )) 3 , where the norm is
For vector functions u ∈ (W 1,2 (V )) 3 satisfying (1), Korn's inequality becomes
and for a free body, we have
for all u ∈ (W 1,2 (V )) 3 . These two inequalities and their backwards versions (which are trivial) state that the expressions on the righthand sides of (3) and (4) can serve as equivalent norms in corresponding subspaces of the space (W 1,2 (V )) 3 , and thereby permit use of the Sobolev imbedding theorem. This allows us to introduce rigorous definitions of weak generalized solutions for the various problems of static and dynamic elasticity.
In this paper, we analyze initial and boundary-value problems of linear elasticity, in particular, for bodies that are elastically supported on some portions of their boundaries. As a support model, we take the boundary condition under which the stress vector is proportional to the boundary displacement. A particular case of an elastic support is Winkler's foundation. We also consider problems describing surface elastic effects within the framework of the Gurtin-Murdoch model [4] . From a physical standpoint, the model can be regarded as an elastic body with a membrane (film) glued to some portion of its boundary. The membrane model generalizes the notion of liquid surface tension to the case of an elastic solid. In Steigmann and Ogden [5] , the equations of Gurtin and Murdoch [4] were extended to describe the bending stiffness of the attached elastic film; in Javili and Steinmann [6] , they were generalized to thermoelasticity. In recent decades, the model of Gurtin and Murdoch [4] has been used in nanomechanics [7, 8] and in fracture problems [9, 10] . Some mathematical properties of the initial and boundary-value problems in surface elasticity, discovered through various methods, can be found in Schiavone and Ru [11] , Altenbach et al. [12, 13] and Javili et al. [14] .
It should be noted that considerations of mathematical dynamic elasticity are presented for Dirichlet boundary conditions or for certain mixed conditions [15] [16] [17] when some portion of the boundary is fixed. For equilibrium problems, when the boundary is not geometrically constrained and hence the load is given on the boundary, the necessary condition for solvability is that the load be self-balanced. Here, we also consider dynamic problems for a body free of geometric constraints on the boundary; solvability is established under certain smoothness conditions for the load.
Static problems of elasticity
The results for classical elasticity are well known [15] [16] [17] , but for the sake of completeness, we present a brief summary. We begin with the concept of energy space.
Definition 2.1.
The space E 0 is the completion, with respect to the norm · E , of the set of vector functions u that are continuously differentiable onV and satisfy (1) .
The norm · E naturally induces the inner product
so E 0 is a Hilbert space. The argument u in ε ij (u) denotes the displacement vector for which ε ij is calculated.
As stated above, on the subspace of (W 1,2 (V )) 3 consisting of the vector functions satisfying (1), the norms · E and · W are equivalent, and we can use Sobolev's imbedding theorem formulated for W 1,2 (V ).
The total strain energy for an elastic body is
where F represents given volume forces and f represents surface forces distributed over ∂V 2 = ∂V \ ∂V 1 . The terms
represent the work of external forces acting on V over the displacement u. Using Lagrange's variational principle, we can introduce a weak (or energy, or generalized) solution to the equilibrium problem. As a minimum point of E(u), the vector function u satisfies the integro-differential equality
for any fixed v ∈ E 0 . This equality, which in the calculus of variations is called the equality of the first variation of the functional to zero, now takes the form
Holding for any v ∈ E 0 , it defines a weak/energy solution to the equilibrium problem and permits us to formulate various versions of the FEM for elasticity problems. Using standard tools of the calculus of variations, from (5), we can deduce the equilibrium equations of elasticity and the natural boundary conditions over ∂V 2 . The latter express the equality of the corresponding tension to f on ∂V 2 . We do not present these relations, which can be found in any textbook on elasticity. Although standard tools in the theory of Sobolev spaces allow us to study the regularity of a weak solution, assuming some degree of regularity for the load and smoothness of the boundary contour, we do not pursue such issues here. Now we establish the following. Note that the theorem is valid for V satisfying the standard conditions under which Sobolev's imbedding theorem holds, i.e. V is a connected bounded domain with a regular boundary satisfying the cone condition, which means there is a finite circular cone, the vertex of which can touch any point of ∂V in such a way that the cone lies inside V .
The proof of Indeed, E 0 is a Hilbert space and the work of external forces W(v) is a linear functional. By Sobolev's imbedding theorem, which guarantees that the imbedding operators from W 1,2 (V ) to L 6 (V ) and L 4 (∂V 2 ) are continuous, and Hölder's inequality, we get
Since the functional W is bounded, it can be represented as W(v) = (v, u * ) e with a uniquely defined u * ∈ E 0 . Hence, (5) can be written in the form
Because this equation holds for any v ∈ E 0 , the weak solution u * ∈ E 0 exists and is unique.
Equilibrium of a free elastic body
Here we consider the equilibrium problem for an elastic body not subjected to geometric constraints. Now the work of external forces is
As we neglect the inertia terms, the minimum of total potential energy exists if and only if E(u r ) = 1 2 (u r , u r ) E − W 0 (u r ) = 0 for any small rigid displacement u r = a + r × b. This means that W 0 (u r ) = 0 for any u r , hence for the existence of a minimum point of total potential energy, the load must be self-balanced. As a, b are arbitrary vectors, this takes the usual form of load self-balance for a rigid body occupying volume V ,
These relations, together with some regularity of the load, are sufficient to prove the following.
Theorem 2.3. Suppose the external load (F, f) is self-balanced in the sense of (7) , and suppose the Cartesian components of F belong to L 6/5 (V ), while those of f belong to L 4/3 (∂V ). There exists a weak solution u to the equilibrium problem for an unconstrained elastic body that minimizes the total potential energy functional 3 and satisfies (5) for any v ∈ (W 1,2 (V )) 3 . The solution u is unique up to an arbitrary rigid displacement u r = a + b × r, and it has the form u * + u r .
Any elementũ ∈ (W 1,2 (V )) 3 can be uniquely represented in the formũ = u + u r , where u r = a + b × r for constants a, b and u satisfies the restrictions
Let us denote the subspace of the elements of (W 1,2 (V )) 3 satisfying (8) by E f . In the equilibrium problem for a free elastic body occupying volume V , equation (5) is still valid (with ∂V 2 changed to ∂V ) as it is a consequence of Lagrange's minimum energy principle. Taking a virtual displacementṽ = v + v r , where v ∈ E f and v r = a 1 + b 1 × r, and substituting this into the transformed (5) while taking into account (7), we get an equation that does not contain u r or v r ,
This equation shares the same form as (5) , and u ∈ E f is its solution if (9) holds for any v ∈ E f . By (4), for
and so on E f , a subspace of (W 1,2 (V )) 3 , the norms · E and · W are equivalent. Now for W 0 , we can mimic the estimates (6), Similarly, we can study the equilibrium problems for other boundary conditions when the rigid displacements of the elastic body exist but the dimension of the rigid displacement set is less than six. For example, we can consider the equilibrium problem for an elastic circular cylinder with the boundary constraint u n | ∂V = 0, u n = u · n, and given tangential forces on the boundary. The cylinder can rotate freely about its axis, and for the solvability of the corresponding equilibrium problem, aside from the restriction on regularity of the loads, the forces should be subjected to the self-balance condition for the rotational degree of freedom.
Equilibrium of supported elastic bodies
We can also consider equilibrium problems for elastic bodies with various types of elastic support, when the resistance of the external support is described by a simplified elastic model. Suppose that on some part ∂V 3 of the boundary, the tension vector t = σ · n, where σ is the stress tensor, is given: t| ∂V 3 = −ku, where k > 0 is the support rigidity, a constant for simplicity. Suppose also that on ∂V 4 , we have a Winkler-type support
where k > 0 is the rigidity. This problem can be formulated as a minimization problem for the energy functional, but to the elastic energy of the body, we should add the strain energy of the support. So the energy functional becomes
we get E 1 (u) = 1 2 (u, u) E 1 − W , which shares the same form as E(u). Since the terms that complement (u, u) E to (u, u) E 1 are positive, from (3), we immediately get
is not empty, we get the last inequality (with a different constant c 2 ), even if ∂V 1 is empty. So introducing the space E 1 as the completion of the set of vector functions u ∈ (C (1) (V )) 3 satisfying (1), and practically repeating the proof of Theorem 2.1, we get the following. 
Furthermore, u is unique.
If ∂V 1 and ∂V 3 are empty, the form of the corresponding existence theorem depends on the properties of the foundation over ∂V 4 . If u F = ( ∂V 4 k u 2 n dS) 1/2 is a norm on the set of rigid displacements u r (it suffices to check that u r F = 0 implies u r = 0), then the norms · E 1 and · W are equivalent on (W 1,2 (V )) 3 and the last theorem continues to hold. But if the equation u r F = 0 has a nontrivial solution, i.e. if there are free rigid displacements of the body, then in the theorem, we should require that the load be self-balanced with respect to the corresponding rigid motions of the body.
An elastic body with surface tension
Existence theorems for the class of equilibrium problems pertaining to elastic bodies with surface tensions can be established for problems describing elastic bodies with elastic support. Such problems arise in the theory of nanomaterials. Clearly, points on the surface of an elastic body behave differently from the internal points, and hence accumulate additional energy under deformation. For the average-sized bodies used in traditional engineering, the additional surface strain energy is small enough to neglect. This is not the case for very small bodies, however. Here, we consider only the case in which the surface action is modeled as a thin flexible film attached to the body surface that accumulates additional strain energy due to tangential deformation. The displacements of points of the film coincide with the surface displacements of the body. In the tangential plane, the two-dimensional (2D) stress tensor τ = (τ ij ) is related to the components of the strain tensor kl for the film by Hooke's law τ ij = c ijkl S kl , where the tensor of elastic moduli (c ijkl S ) possesses the usual properties of the elastic moduli tensor of 2D elasticity. Hence, the strain energy density U = 1 2 c ijkl S ij kl is positive definite. Being deformed, the film is characterized by a stress vector t S that should be added to the usual stress vector t on the boundary. So on ∂V , we get the stress boundary condition t = f + t S . Starting with the definition of a solution to the problem as a minimizer of the total potential energy functional and assuming the solution to be sufficiently smooth, by standard methods in the calculus of variations, we can show that t S = ∇ S τ , where ∇ S = ∇ − n ∂/∂z, the 2D gradient over the tangential plane, and z is the coordinate along n, the external unit normal to ∂V .
For this problem, the total potential energy functional takes the form
Supposing a minimum point of E S (u) on the set of sufficiently smooth vector functions that vanish on ∂V 1 , we get the displacement field that describes the equilibrium state for a body with surface tension. This displacement field makes the first variation of E S (u) zero for all admissible virtual displacements. Again, using this equality for the first variation of E S (u), we can introduce the definition of a weak (energy) solution to the problem. We first introduce the energy inner product
and the energy space E S as the completion, with respect to the corresponding induced norm · ES , of the subspace consisting of those vector functions in C (1) (V ) that vanish on ∂V 1 .
An energy (weak) solution of the equilibrium problem for an elastic body with surface stresses is an element u ∈ E S that satisfies the equation
for any v ∈ E S . Note that the parts of the surface integrals over ∂V 1 are zero, so we use integration over ∂V as well as in the later formulation of the existence theorem. As earlier, to formulate an existence-uniqueness theorem for the problem, we should establish that W(v) is a bounded linear functional in E S . By the structure of the inner products in E 0 and E S , we see that the elements of E S also belong to E 0 , and so for boundedness of W(v), we could use the conditions of Theorem 2.1. However, by the 2D version of Korn's inequality, the additional term in (·, ·) ES shows that the elements of E S also belong to (W 1,2 (∂V )) 3 , and hence we can take weaker conditions for the tangential surface load on ∂V . So we can formulate the following. In a similar way, we can formulate an existence-uniqueness theorem for a free bounded elastic body with surface stresses under a self-balanced load. We can also consider the model of an elastic body with surface stresses when some part of the boundary is elastically supported, or when we take another model of the surface film that offers bending resistance.
Vibration problems
In similar fashion, we may consider the problem of vibration for various models of a bounded elastic body. Now the weak setup of the problem for an elastic body occupying volume V and clamped over ∂V 1 is formulated as follows.
Problem. Find u ∈ E 0 and a parameter ω, called an eigen-pair of the problem, such that u E = 0 identically and for each v ∈ E 0 , the equation
holds. Assume the density ρ of the material is a positive, piecewise continuous function. If u ∈ E 0 , then by the properties of E 0 , we get
So V ρu·v dV is a bounded linear functional with respect to v ∈ E 0 . Applying the Riesz representation theorem, we get
where A is an operator in E 0 . In Lebedev and Vorovich [17] , it is shown that A is a bounded selfadjoint operator. Moreover, it is compact and positive definite if ρ is piecewise continuous and satisfies ρ > ρ 0 > 0, where ρ 0 is a constant, which we will assume from now on. We will also use the inner product in (L 2 (V )) 3 in the form
which induces the norm u (L 2 (V )) 3 = ((u, u) (L 2 (V )) 3 ) 1/2 equivalent to the standard norm of (L 2 (V )) 3 when ρ > 0 is piecewise continuous. In Lebedev and Vorovich [17] (Theorem 2.14.2), it is shown that this implies the following. To each ω k , there corresponds no more than a finite set of linearly independent eigenmodes u ki from which we can construct a set of the same number of elements that are orthogonal in E 0 and (L 2 (V )) 3 . •
The set of all eigenmodes (u ki ) is an orthonormal basis of E 0 . Moreover, (u ki ) is an orthogonal basis in (L 2 (V )) 3 : (u k , u m ) (L 2 (V )) 3 = 0 for k = m.
We also mention that the pairs (u k , ω k ) can be found by the standard procedure of minimizing Rayleigh's quotient over the subspace of E 0 that is orthogonal to the first k − 1 eigenmodes.
We can establish a similar theorem for the properties of the spectrum of a free bounded body. The first eigenfrequency is now ω = 0. To this, there corresponds a set of eigenmodes of the form a + b × r that is six dimensional. The other eigenmodes and eigenfrequencies should be found on the space E f ρ that differs from E f by the condition (8) The space E f ρ has properties similar to those of E f . The corresponding theorem for a free elastic body mimics Theorem 3.1, with E 0 replaced by E f ρ .
We may extend Theorem 3.1 to the other problems we have considered. Formally, we need only change the space E 0 to the energy space of the corresponding problem. The operator A will also change, as its definition hinges on the corresponding energy inner product. For vibration problems for free bodies, the formulation of the theorem changes a bit as there appears ω 0 = 0, which corresponds to six degrees of freedom of the body.
Dynamic problems
Adding to the volume forces F the inertia forces −ρü, which changes F to F − ρü, we formally obtain the equations of the corresponding dynamic problems for all the elastic models we have considered. Here, an overdot denotes the partial derivative with respect to time t so thatu = ∂u/∂t andü = ∂ 2 u/∂t 2 . Everything we will establish for problems of classical elasticity can be easily transferred to the other models of this paper: one should change formally the energy space for an elastic body to the energy space of the corresponding problem, and change in the equations (·, ·) E to the notation of the corresponding inner product. So we will not formulate the results for other elastic models.
The dynamic equation for elasticity, based on (5), takes the form
where the vector functions u, v now depend on t and r. This equation for the unknown displacement field u must hold for all admissible v. First we consider the problem when u (and hence v) is zero on ∂V 1 , whereas over the remainder ∂V 2 of ∂V , the stress vector is given as f. To complete the formulation of the problem, we supplement equation (11) and the boundary conditions with the initial conditions
Now let us change (11) to the form needed for the weak setup. We integrate both sides of (11) with respect to t over [0, T], where T is some arbitrary but fixed instant, and then integrate by parts with respect to t in the integral that contains the termü
Now we restrict the set of admissiblev to those that are zero when t = T and change the value of u at t = 0 to its initial value
Note that, assuming the existence of a sufficiently smooth solution to (13) , and using the traditional tools of the calculus of variations, we can derive the equations of motion for the elastic body, the load conditions over ∂V 2 , and the initial condition foru. So (13) , which holds for all admissible v, together with the zero restriction for u on ∂V 1 and the initial condition for u, constitute a setup for the dynamic problem of linear elasticity in displacements. So we use (13) as a basis for introducing the weak setup of the dynamic problem. Next, we wish to underline that, starting with the initial work by O.A. Ladyzhenskaya, the weak setup of hyperbolic equations was considered for Dirichlet's boundary condition, that is, when u| ∂V = 0. For elastic problems, this excluded the case of given forces f on the boundary. However, such forces are more important in engineering than the body forces F, as the class of the existing forces F is quite restrictive. The reason for such elimination of f is that F can be estimated using the kinetic energy, whereas for estimating f, it is necessary to consider the strain energy, which is defined in mechanics but not for general hyperbolic equations.
Let us introduce the space in which we will seek a weak solution to the dynamic problem. Let C 1 be the set of vector functions u that are twice continuously differentiable on Q T = [0, T] ×V , with values in R 3 that vanish on ∂V 1 . Introduce on C 1 the inner product
The completion of C 1 with respect to the corresponding norm · E T is called the energy space E T . Similar to the fact that E 0 is a subspace of (W 1,2 (V )) 3 , we can easily establish that E T is a subspace of (W 1,2 (Q T )) 3 and that on E T the norm · E T is equivalent to the norm of (W 1,2 (Q T )) 3 . To introduce the definition of weak solution to the problem, we also define a subspace E • T of E T that is the completion of the subset of C 1 consisting of the vector functions vanishing when t = T. x(t) X .
We also introduce the completion of the set of functions x(t), taking values in X and such that x(t) andẋ(t) are in C(0, T; X ), with respect the norm 2 (a, b; X ) . It is known that W 1,2 (a, b; X ) is continuously imbedded to C(a, b; X ) provided a, b are finite.
For the initial data, we assume thatũ
and for the external load F ∈ (L 2 (V )) 3 , f ∈ W 1,2 (0, T; (L 4/3 (∂V 2 ) 3 ) .
Under the conditions (14) and (15), Definition 4.1 makes sense. Indeed, for all terms of the equation except the one involving f, the verification is routine. For the latter, we recall that by Sobolev's imbedding theorem, W 1,2 (V )
is continuously imbedded to L 4 (∂V 2 ), and so for v ∈ E T , we see that v is an element of L 2 (0, T; (L 4 (∂V 2 )) 3 ). Then
with a constant m independent of v. Hence, this term in the definition also makes sense. Now we formulate the following. Uniqueness of a weak solution to the problem is well known for any boundary conditions. We will prove its existence using the Faedo-Galerkin method, which is called the Bubnov-Galerkin method in Russia.
By Theorem 3.1, there exists a set {u k } that is an orthogonal basis in E 0 and in (L 2 (V )) 3 simultaneously. Let us normalize this set in (L 2 (V )) 3 , using w k = u k / u k (L 2 (V )) 3 to obtain an orthonormal basis {w k } in (L 2 (V )) 3 . That is, we have (w k , w m ) = δ km and the set {w k } is still an orthogonal basis in E 0 . Henceforth, we denote the nth approximation of the Faedo-Galerkin method by u n (t, r) = n k=1 c k (t)w k (r). To get the equations of the method, we substitute u n into (11); as v, we take successively w k for each k = 1, . . . , n, getting n linear equations
By the orthogonality properties of {w k }, we get the following simultaneous equations in terms of unknown functions c k (t)c
These turn out to be n independent equations, for each of which the initial data (12) define the following initial conditions for c k
Each equation of (18) is a second-order ordinary differential equation with constant coefficients. By the conditions of the theorem, its right-hand side belongs to L(0, T). Indeed, for the first integral term, this is evident as it belongs to L 2 (0, T). Using a chain of inequalities similar to (16) , we can also show that as a function, the term involving F belongs to L 2 (0, T) and hence L(0, T). Similarly, we can show that the term involving f lies in L(0, T). Hence, on [0, T], there exists a unique solution (c 1 (t), . . . , c n (t)) of the system, with c k (t) ∈ L(0, T). So all c k (t) and c k (t) are continuous on [0, T].
The next step of the proof is to establish a priori estimates for the nth Faedo-Galerkin approximation, u n (t) = n k=1 c k (t)w k (r), defined by (18) and (19) . We multiply (17) byċ k (t) and sum over k, obtaining
This can be rewritten as d dt
Changing t to τ , multiplying the equality by 2, and then integrating it with respect to τ over [0, t], we get
Let us estimate the terms on the right-hand side of (20). Using the orthogonality properties of {w k }, we get
Here, by m k , we will denote the constants that do not depend on n and t. By Schwarz's inequality,
Now we consider the term containing f. Integrating by parts, we get
For the first integral on the right, we get successively
Using the elementary inequality |ab| ≤ a 2 /(2c) + cb 2 , c > 0, and the established properties for f, u n , we have for the second term
Using (21)-(25), from the equality (20), we deduce
for all 0 < t ≤ T. By Gronwall's inequality, from (26), we get the estimate
where the constant m 9 is independent of n. From this, we also deduce that
Now the proof of existence of a weak solution is quite traditional. From the boundedness of the sequence {u n } in E T , we know that it contains a weakly Cauchy subsequence {u n i } in E T . The weak limit w-lim n i →∞ u n i = u * is a weak solution to the problem under consideration. Indeed, we multiply the kth equation of (19) by a continuously differentiable function d k (t) such that d k (T) = 0, sum the equations over k, and integrate the result over [0, T].
Integrating then by parts with respect to t, and denotingv = n k=1 d k (t)w k (r), we get an equation that looks quite similar to (13) , participating in the definition of the weak solution
Now we fixv, take as u n only u n i , and then take the limit in the equality as n i → ∞. As u n i converges weakly to u * , and u n i | t=0 converges strongly toũ 1 in E 0 , we get
which is the equation (13) for u * when v =v. As the set of all suchv is dense in E • T , we see that (13) for u = u * holds for anyv ∈ E • T , and so u * is its solution in the weak sense. Clearly the initial condition u * | t=0ũ0 holds as well, and the proof of the theorem is complete.
Remarks. (1) We will not discuss the smoothness properties of the solution u * . Indeed, it can be shown that u * is smoother than the theorem states [18, 19] .
(2) By the conditions of the theorem, f should be continuous with respect to time, with f ∈ C(0, T; (L 4/3 (∂V 2 )) 3 . We can suppose that f has a few finite jumps on [0, T] at points t k , requiring that f belong to W 1,2 (t k , t k+1 ; (L 4/3 (∂V 2 )) 3 ) on each [t k , t k+1 ], t 0 = 0. For this, step by step, we should repeat the above considerations for u n on one segment to the next, taking the final value on the previous segment as the initial value on the next segment.
(3) A technical remark. The proofs for the dynamic problems that can be found in various sources, such as Lions and Magenes [18] and Ladyzhenskaya [19] , are based on the fact that the integral inequality for the solution is derived through the kinetic energy term Vu ·u dV , whereas the existence of the strain energy is ignored: the authors consider abstract problems rather than problems of mechanics. Here, we essentially use the fact that the strain energy plays an important role in the total energy of the body. Hence, we can consider problems with given forces on the boundary.
Dynamics of a free body
Quite similar to the dynamic problem for an elastic body clamped on some part of its boundary, we can consider the existence and uniqueness of a weak solution for a free elastic body. To get the result, we can use the considerations of Theorem 3.1 almost directly. First we should change in (13) the part ∂V 2 of the boundary to ∂V . The trick for reducing the proof for a free body to the previously studied problem is based on the fact that the solution for a free body splits into two parts
and a + b × r, with a, b constants, describes the displacements of the rigid body occupying volume V . In the proof, we should use the fact that the two parts of the solution are orthogonal in (L 2 (V )) 3 , as well as with respect to the inner product (·, ·) E , so the dynamic equation for them also splits into two parts. Let us introduce a formal volume load F 0 (t) + r × F 1 (t), where F k depends on t and is independent of r; it is defined by the equalities
for any instant t. For the load (F = F − F 0 (t) − r × F 1 (t), f), the resultants of the force and moment are zero. Now for the partû, we get the following equation Similarly, we define the initial values forû and a(0), b(0). The equations for the rigid motion of the body are
If r = 0 is the inertia center of the body, the rigid motion equations reduce to
where the tensor of inertia of the body J = V ρ[(r · r)I − r ⊗ r] dV . The study of the solution to the initial value problem for the ordinary differential equations for a, b is elementary.
The study of the existence and uniqueness of the part of the solutionû is technically similar to the studies for a solution for a body with a portion of its boundary clamped. Here, · E , on the set of functions smooth on V and satisfying (27), is a norm. So we can introduce a space E f as the completion of the smooth vector functions satisfying (27) with respect to the norm · E (note that it differs from the space E f introduced in Section 2 by the restriction of the elements that includes ρ, but it has the same properties). This allows us to use the same techniques of the Faedo-Galerkin method to prove existence of a weak solution. The difference with the corresponding proof of existence for the clamped body is that we should change the basis w k to the basis that is an orthogonal set of eigenmodes of the elasticity problem with the constraints (27); it has the same properties as w k in the space E f of the previous theorem. So now we can merely reformulate Theorem 3.1 as the following. Similarly, we can consider dynamic problems for other models considered in the first section. No additional formal difficulties are encountered.
Conclusion
We have considered the weak approach to the problems of equilibrium, dynamics and vibration for various linear problems arising in elasticity. By unified methods, we have considered the problems of classical linear elasticity, as well as some of their generalizations related to surface elasticity. Much attention has been given to the analysis of dynamic problems for an elastic body with a boundary that is not geometrically constrained, under the action of non-self-balanced loads; these problems have not received prior consideration in the literature. It has been shown that each time, the weak setup of the problem is well posed and therefore we can use, with justification, various numerical methods, such as the FEM, which are based on the approach.
