Abstract
Introduction
In the real world, there exists a strong relationship between the environment and the objects that can be found within it. Experiments in scene perception [I] have shown that the human visual system makes extensive use of these relationships for facilitating object detection and recognition ( Fig. 1: where are the pedestrians?). It seems that the visual system first processes context information in order to index object properties. From a computational point of view, this approach makes sense only if the context can be processed in a simple stage, simpler than the detection and the recognition of single objects. Context can play a useful role in object detection in at least two ways. First, it can facilitate object identification when the local intrinsic information about object structure is insufficient (say when the object appears at very small scales in an image). Second, even when objects can be identified via intrinsic information, context can simplify the object discrimination by cutting down on the number of object categories, scales and positions that need to be considered. Most current approaches to object detection are not designed to make use of One way of defining the 'context' of an object in a scene is in terms of other previously recognized objects within the scene. The drawback of this conceptualization is that it renders the complexity of context analysis to be at par with the problem of individual object recognition. An alternative view of context, which is algorithmically more attractive, relies on using the entire scene information holistically. This dispenses with the need for identifying individual objects within a scene. This is the viewpoint we shall adopt in the work presented here. Our goal is to develop a scheme for representing context information and to demonstrate its role in facilitating individual object detection. We shall show that context can 'prime' an object detection system by providing strong cues for location and scale selection. We show that the context processing stage is as simple as the recognition of an isolated object under controlled con-ditions of location, size and pose. Therefore, context is an efficient shortcut for object detection and recognition even when, in principle, the task can be solved ignoring context.
Statistical object detection
In a probabilistic framework, the problem of object detection requires the evaluation of the function: P($7 0 7 5 7 on I 5) (1) This is the conditional probability density function (PDF) of the presence of an object on, at the spatial location I, with pose $and size o given a set of image measurements 5. v' may be the pixel intensity values, the color distributions, the output of multiscale oriented band-pass filters, etc. Object detection and recognition requires the evaluation of this PDF at different locations in the parameter space defined by (6 o7 Z,o,) (e.g. [9, 11, 131 ).
'Local features
Note that as written in (l), v' refers to the image measurements at all spatial locations. Thus, v' has a very high dimensionality. In order to reduce the complexity, it is assumed that the .regions surrounding the object have independent features with respect to the object presence. Therefore, the PDF that is actually used by statistical approaches is [9, 11, 131: CB(z,t) is a set of local image measurements in a neighborhood B of the location ? with a size defined by
which is a function of the pose and size of the object. Eq.
(2) formalizes the main principle underlying the classic approach for object detection: the only image features that are relevant for the detection of an object at one spatial location are the features that potentially belong to the object and not to the background. For instance, in a template-matching paradigm, the object detection is performed by the computation of similarities between image patches and a template built directly from the object. The image patches that do not satisfy the similarity criteria are discarded and modeled as noise with particular statistical properties.
Context features
In this paper, we shall formalize the intuition that there is a strong relationship between the background and the objects that can be found inside of it. The background can not only provide an estimate of the likelihood of finding an object (for example, one is unlikely to find a car in a room), it can also indicate the most likely position and scales at which an object might appear (e.g. pedestrians on walkways in an urban area). In order to model the context features, we split, image measurements in two sets: (3) where B refers to th'e local spatial neighborhood of the location I and B refers to the complementary spatial locations.
Assuming that, given the presence of an object 0, at the location ?, the intrinsic object features and context features are independent, we can write:
The two conditional PDFs obtained refer to:
It is the object conditional PDF function given the set of local features 5~. If the local measurements are appropriate, the PDF has strong and narrow maxima providing a high confidence. Its evaluation requires exhaustive spatial and multiscale search, resulting in a computationally expensive procedure.
Context priming: P,($, o7 I, on I v'c).
It is the object conditional PDF function given the set of context features 5~. We do not expect this PDF to have strong, narrow maxima. Therefore, it provides priors on the object presence, location, scale and pose. By appropriately choosing a low dimensional context representation, the PDF can be computed efficiently.
From a computational point of view, context priming reduces the set of possible objects and therefore the number' of features for discriminating between objects. It reduces the need for multiscale search and focuses computational resources into the more likely spatial locations. Therefore, we propose that the first stage of an efficient computational procedure for object detection comprises the evaluation of the PDF P,.
Context priming
In this paper we will study the information available in the function Pc. We apply the Bayes rule successively in order to split the PDF Pc in four factors that model four kinds of context priming: Although these kinds of context priming have been shown to be important in human vision [I] , computational models of object detection typically ignore the information available from the context.
Scenekontext description
The definition of the context information given by eq.
, has a very high dimensionality and depends on the pose, size and object location. In this section we show how context features can be represented in a low dimensional space without sacrificing relevant information.
Holistic representation
There are many examples of holistic representations in the field of object recognition. In contrast to parts-based schemes that detect and recognize objects based on an analysis of their constituent elements, holistic representations do not attempt to decompose an object into smaller entities. However, in the domain of scene recognition, most schemes have focused on 'parts-based' representations. Scenes are encoded in terms of their constituent objects and their mutual spatial relationships. But this requires the detection and recognition of objects as the first stage. Recent works have taken a different approach in which the scene is represented as a whole unity [IO], as if it was an individual object, without splitting it into constituent parts (e.g. [5, 8, 10, 15, 16, 17, 181) . Previous studies have shown that the elements that seem to be relevant for discrimination between different scenes are: 1) The spatial structures (e.g. [5, 8, 10, 15, 16, 17 , IS]): Different structural elements (e.g., buildings, road, tables, walls, with particular orientation patterns, smoothness/roughness) compose each context (e.g., rooms, streets, shopping center).
2) The spatial organization (e. g. [2, 8, 16, 171) : The structural elements have particular spatial arrangements. Each context imposes certain organization laws.
3 ) The color distribution [2, 5 , 8, 15, 181 . As described below, we propose a low dimensional holistic representation that encodes the structural scene properties [IO] . Color is not taken into account in this study, although the framework can be extended to include this attribute. 
Spatial layout of main spectral components
We will use the magnitude of the Windowed Fourier transform (WFT) for describing the local structures of the scene. The WFT is defined as:
i(x, y) is the input image and h,(z', y') is a hamming window with a circular support of radius T . A similar representation can be obtained by using multiscale oriented wavelet decomposition. We chose the WFT, as it can be easily visualized. In order to be tolerant to illumination variations and to reduce the sensitivity to spatial variations and contrast, we use the normalized local amplitude spectrum:
where the expectation is approximated by averaging over the image database. This representation of the scene is of much higher dimensionality than i ( x , y) (in fact, due to the redundancy it is possible to invert the transformation for recovering the phase information discarded in eq. 6). To reduce the computations, we evaluated the local Fourier transforms only at 16x16 locations (with T = 16 pixels for the hamming window). In order to further reduce the dimensionality of the representation, we decomposed the local amplitude spectrum into its principal components (PC):
with an =< A(z, Y, fzl fill, vL(z, v , fs, f y ) >,.where the n = l functions $n are the eigenfunctions of thc covariance operator given by A ( z , y, fz, f,). for the rest of the paper), eq. (7) provides an approximation of the layout of spectral components (see fig. 3 ). The coefficients { a n } , = 1 ,~ encode the main spectral characteristics of the scene with a coarse description of their spatial arrangement. This provides the necessary degree of invariance with respect to objects arrangements, textures, and surfaces that are compatible with the same scene. In Cc -v '~. We discuss the consequences of this fact later.
Context-driven scale selection and focus of attention
In order to illustrate the procedure, we focus on one object family: human heads in outdoor and indoor urban environments. Face detection is a very active field of research due to its many applications. The procedure can be extended to deal with other object families and other environmental categories.
PDF model and learning
As written in eq. [4] .
The learning is performed by means of the EM algorithm (see [4] for a derivation of the learning equations). The database consists in 1700 pictures of 2562 pixels. The scenes used spanned a range of categories and distances: indoors (rooms, restaurant, supermarket, stations, etc.) and outdoors (streets, shopping area, buildings, houses, etc.). For each picture the size and location of the heads was introduced by hand. The head heights ranged from 2 pixels to 250 pixels. For the learning stage we use one half of the database, and the other half is used for the testing stage. The results presented in the ensuing sections correspond to the mean performances averaged over several training trials.
Context-driven focus of attention
There are several studies modeling focus of attention. They are based on low-level saliency maps (without any high-level information relative to the task or context, e.g.
[6, 71) or they are only task driven (based on target models, e.g. [12, 91) . Common to all these models is the use of features in a local-t)pe framework ignoring more highlevel context information that is available in a global-lype framework. In contrast to the cited approaches, the model we propose here is both task driven (looking for object on) and context driven (given global context information: v'c).
From an algorithmic point of view, focus of attention is important as it avoids expending computational resources in spatial locations with low probability of having the target. It also provides criteria for rejecting possible false detections that fall outside the primed region. When the target is small (a few pixels), the problem of detection using only local features is ill-posed (for instance, the first image in figure   4 ). In that case, some of the pedestrians are just scratches on the image. Similar scratches can be found in other locations of the picture. Due to context information, they are nor considered as potential targets by the human visual system, We can differentiate between two situations: A) for small object sizes, the context features V'C are not influenced by the presence and location of the target. In such situation, the primed region is determined only by the prior knowledge about the context and typical object locations ( P f ) . that contains the heads in each picture (zh, yh). We can see that the yh coordinate can be estimated quite well; the error (yh -g) has a gaussian distribution with zero mean and standard deviation of 26 pixels. However, the z h coordinate is poorly estimated. The correlation coefficient between xh and the obtained Z is 0.35. The reason for these results is that the yh coordinate is affected by the ground level, point of view and distance which are aspects that refer to properties of the context and observer (see section 6). However, context introduces little constraint on the coordinate x h as, in general, people can have any z location in the scene (see fig. 4 ). B) For big object sizes (> 100 pixels vs. 256 for the image) the situation is different as the global features v'c are affected by the local features that belong the object. In such a case, iic is affected by the exact location that the object has in the scene. Fig. 5 .c shows the estimated E coordinate with respect to the xh location of the heads in the picture. The correlation coefficient between z h and T is 0.7.
Context-driven scale selection
Scale selection is a fundamental problem in computational vision. If scale information could be estimated by a low cost pre-processing stage, then subsequent stages of object detection and recognition would be greatly simplified by focusing the processing onto the only diagnostic/relevant scales. With that aim, Lindeberg [7] proposed a method for scale selection for the detection of low-level features such as edges, junctions, ridges and blobs when no a priori information about the nature of the picture is available. Here we show that prior knowledge about context provides a strong cue for scale selection for the detection of highlevel structures as objects. The context in which the object is located restricts its possible locations and distances. In the model we propose, the preferred scale for a con- It is also possible to obtain a measure of the variance of head height for a given context in order to have a measure of the reliability of the estimation:
The model reaches maximal performance with as few as M = 4 clusters. Fig. 6 shows the spectral layout associated with the input distribution for the four clusters obtained. Fig. 9 shows some of the images for which our scheme produced a wrong estimate. For comparison and in order to have an estimation of the best performances that can be attained from context-based information, we studied how good is the height of one head H1 (selected at random among the heads present in the scene) as an estimator of the mean height H , of the others heads in an image. For 90% of the pictures H I E (Hm/2, H , * 2) (see Fig. 7 .b).
Context properties
In general, the introduction of other object families into the model does not require learning new PDFs. As we show here, the PDFs of focus of attention and scale selection can be written as functions of a few context properties.
Absolute mean depth of the scene
The relative size (a) of an object inside an image, depends on both the relative size al of the object at one fixed distance (e.g. 1 meter) and the actual distance D between the observer and the object: a = 01 -D (in logarithmic units and for linear measurements). If we can detect one object by applying a multiscale search, then, uiven a1, we can estimate the absolute distance at which it is located. This approach is the traditional approach for object detection and estimation of absolute depth from familiar object sizes. The approach we propose is quite different. As shown in section 5.3, using a holistic image representation we can infer the expected sizes for particular objects. This procedure implies having some knowledge about the absolute mean The approximation comes from two assumptions: 1) Once the mean depth is specified, the object size is independent of context features:
2) the mean depth of the scene is independent of the object class that we want to detect: Fig. 8 and 10 show pictures sorted according to absolute depth).
Horizon line
In a similar vein, when looking for an object, the focus of attention depends on few context properties. The j j coordinate of the center of the focus of attention can be approxi-
H is the position of the horizon in the image, D is the mean depth of the scene, h is the height of the observer and a is the elevation of the object on with respect to ground level. In the case of 0 , = heads, a N h and we can approximate To summarize, some scene properties such as absolute mean depth or ground level, that are usually believed to require additional sources of information (e.g. binocular vision) and local analysis (perspective lines), can be estimated by indexing them (or recognizing them) using a global context description.
Context familiarity
Scale selection and focus of attention depend on prior knowledge provided during the learning stage. One would expect the system to exhibit poor performance when analyzing context categories not included in the training. Therefore, it is important to have a measure of the familiarity in order to determine the reliability of the inferences. Familiarity of a context is quantified by the probability that it belongs to the set of context categories R used in the learning, given a set of context features v',. That is the conditional PDF P(R(v'c), with: P(R1v'c) = P(vt,lR)P(R)/P(v'c).
This requires the evaluation of the distribution of the context features in the learning set 0, and the total distribution of context features given any context category which can be written: P(&) = P(v'clR)P(R) + P ( & l~) P (~) .
The in class PDFs P(vfclS2) and out of class PDF P(Vt.)n) are 
Conclusion
We have shown that object locations and scales can be inferred from a simple holistic representation of context, based on the spatial layout of spectral components. The results lend credence to the intuition that the integration of contextual analysis into computational models for object detection should yield more efficient systems capable of making use of regularities in real-world scenes. However, several interesting issues remain open. These include the study of other context representations, the integration of the model in a comprehensive system for object detection and comparing the model's performance with that of human subjects on object localization tasks in large scenes. The last enterprise will likely suggest ways in which our model can be further refined.
