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Abstract-A nested layered network mapping and algorithm is presented for parallel computai 
tional solutions of discrete stochastic programming problems with random coefficients. The algorithm 
is general purpose and efficiently implementable on multiprocessor systems with associative memory. 
Details of its implementation on a 64-CPU parallel computer and results are presented for a hard 
problem arising in antibody-inventory optimization in vitro. Performance is discussed along with 
scope vis-d-uti other general purpose efficient algorithms for discrete SPPs. 
Scope and Purpose: Many real world optimization problems require solutions of large scale discrete 
programming problems with random or uncertain coefficients and inputs. Computational difficulties 
arise owing to the involvement of multiple summations of large number of nonlinear mathematical 
terms which may not satisfy any common regularity condition within the range of summations. Par- 
allel and associative memory based algorithms are currently in demand for solving such problems. 
A general purpose computing network design is presented here which contributes in the above di- 
rection. Parallel implementation and results are illustrated on a real-world problem of cost (energy) 
minimization. 
Keywords-Neural network, Parallel computing, Probabilistic programming. 
1. INTRODUCTION 
Existing approaches to solve the Stochastic Programming Problems (SPP) often require certain 
regularity conditions such as smoothness, Lipschitz continuity, piecewise continuity, convexity, 
or possibility of transformation into linear or quadratic forms and appropriate design and di- 
mensionality reduction techniques (cf. [l-5]). The general purpose algorithms usually involve 
heuristic approaches such as the popular penalty function or branch and bound approximations 
(cf. [6,7]) or the new method [8] based on an analogy with an optimal CG problem. 
The complexity of nonlinear programming problems (NLPP) compounded with the large num- 
ber of multiple summations and/or multidimensional integrals make the SPPs practically in- 
tractable as the dimension of the problem and/or the number of local optima increases. The 
likelihood of occurrence of a singular point or an attractor in the computational search-space also 
poses serious difficulties, especially for the descent direction based iterative procedures. Paral- 
lel search for the multidimensional solution under an appropriate associative (neural) network 
modelling is, therefore, desirable for solving such SPPs efficiently. 
This research is a part of a sponsored project undertaken by the first author. The author is grateful to the 
Department of Biotechnology, Government of India for granting the financial support for the same. 
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The advent of multifaceted research in Artificial Neural Network (the ANN or the connectionist 
network) modelling and computing has naturally inspired investigations on its applications in 
operational research in general and mathematical programming problems in particular. Several 
ANN analogue models and/or parallel computing algorithms for nonlinear optimization have 
been reported in the recent literature [9,10]. Some integer programming problems (including the 
well-known Travelling Salesman Problem) have also been attempted under this approach (cf. [ll] 
for a review). No general purpose ANN model/algorithm, however, to the best of our knowledge, 
is reported focusing upon the above mentioned difficulties associated with an SPP. 
In this paper, we present a Nested Layered Connectionist Network Model for a discrete SPP 
(with random coefficients) represented in standard expected-value formulation. The network 
architect and mapping for a general purpose solution technique is presented in the next section. 
Actual implemerLtation and computational results for an otherwise intractable discrete SPP are 
presented in Section 3, followed Sy a discussion in Section 4. 
2. NESTED LAYERED NETWORK 
Consider P typical SPP given below. 
(Pb-I) Minimize F(a) w.r.t. : such that, for given functions g : Wn - W”; 
m 1 1, g(z) 2 0; :EZn; n 1 1; 2 = set of integers, 
where F(g) = E,[f(g,&]; f : Rn+p - R, a nonlinear function and gpXl being p-dimensional 
discrete random coefficients with known probability distribution. 
Let the above objective function F(=) have the following general form: 
where&(.),&(.),. . . ,0,(e) are the deterministic oefficients (parameters) involved in f(., .) and/or 
in the joint probability mass function of the w’s. The summations for the random coefficients w’s 
range over their marginal discrete sample spaces; and summations for the O,(K); j = 1,2,. . . , T 
would span the entire range of values these deterministic coefficients can take for given w. 
The term Ck nj, hj, (-) represents a suitable decomposition of the large number of nonlinear 
terms involved in the product f(:,& x joint probability mass function of UJ; the notations :(jk) 
would correspond to those 51 E (~1, x2,. . . , 2,) which appear in the term hjk (e). Similarly, @k) 
and @*)(uJ) denote those w’s (in {wr,wz,. . . ,w,}) and B’s (in {&(&,0z(w), . . . ,&(&}) which 
are involved in the term hj, (.). 
It may be noted that the choice of such decompositions could be entirely arbitrary and should (if 
possible) be arranged so as to make each hj, (.) comparable in terms of computational complexity. 
However, sometimes uch product terms may exist in the very definition of F(g) and would not 
have further possibility of rearrangement or factorization. The latter may add to the complexity 
of the problem if some of the hj, (-) are mutually complementary with respect to their sensitivity 
to variation in :. This would, in particular, limit the applicability of the branch and bound 
techniques. Very large values of m, p, n, k or the large ranges of summations pose (apart from 
the feasibility constraints) further difficulties and make such SPPs practically intractable on 
sequential computing machines. 
We present a connectionist network modelling for efficiently solving the most general form 
(stated above) of the discrete SPPs on a parallel computer. 
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2.1. A Nested Layered Network Mapping for Unconstrained Problem 
We first present the network modelling for the unconstrained minimization of F(g) where F(c) 
is given by equation (1) above. Its extension to the corresponding constrained problem (Pb-I) is 
given in Section 2.2 below. 
The nested layered network mapping of a general nonlinear form of F(z) and the connectionist 
network model ‘for its minimizer is schematically illustrated in Figure 1 below. 
_~__I__--_-~__~__-__-_____ 
_.- _.- ..I_..- _-- ._- _______ __ : 
.-_ -_- 
Figure 1. Schematic illustration of the nested layered network mapping for (Pb-I). 
@ denotes a range node; -..-t indicates completion strobe; -+ normal input; 
0 corresponds to repeated strobes during current cycles. 
The processing elements or neurons or nodes in this model can broadly be classified into 
three types by virtue of their functionality. They are the range nodes, summation nodes, and 
nonlinear functional nodes. The layers consisting of these parallel/associative nodes are called the 
R-layer, S-layers, and the N-layers, respectively. 
All these nodes or ne’llmns are noncollateral and give out an output which is the result of 
processing of inputs to them and a strobe. The strobes activate the succeeding neuron(s). Unlike 
the other two, the range neurons give out two strobes. The second strobe (termed a completion 
strobe) indicates the exhaustion of the working range of the parameter which the corresponding 
neuron outputs. Apart from these layers of R-, S-, and N-nodes, there are two other blocks, 
namely the test and algorithm blocks, which will be discussed at the end in the model-description 
below. 
The network essentially consists of an outer layer of parallel range-nodes (referred to as R-nodes; 
e.g., the nodes Rl,Rg,. . . , RP in Figure 1) followed by a layer of associated and/or parallel range 
nodes, referred to as R*-nodes (e.g., the nodes RT, Rl, . . . , R; in Figure 1). Each of the Rj*-nodes 
receives input signals (a value of zoi in the context of equation (1) for F(g)) from the Ri-nodes; 
i=l,2,..., p and updates its state-variable (viz. the value of O,(ZLJ) here) to simultaneously send 
the output to the next layer of N-nodes (corresponding to the nonlinear functional neurons or 
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nonlinear processors) via the Ro-node. It sends a completion strobe to the summation-node ST 
once the current upper limit of Oj(.) is output to RQ; j = 1,2,. . . , T. 
Each of the Ri-nodes is activated (updates its state-variable) by receiving a strobe from the 
next node (i.e., S(i+l) for i < p and S; for i = p in Figure 1) of the nested layer of the summation- 
nodes, and upon completion of its updates up to the upper limit of wi, sends a completion strobe 
to the node Si, which in turn sends output to S+r, and triggers strobe to R+1; i = p,p- 1,. . . ,2. 
The node Sr upon receiving the final strobe from the RI-node, sends the output F(g) to the test 
block (layer of T-nodes in Figure 1). 
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Figure 2. Schematic illustration of processor 
(b) RT-node; 1 = 1,2,. (7; (c) &-node. 
i 
I 
L ----L COMPLETION STROBE 
TO So-NODE 
unit of (a) &node; i = 1,2,. . ,P; 
The S*-nodes form a nested layer (namely, S,* to S,* in the context of F(.) defined by equa- 
tion (1) above) preceded by the central layer of N-nodes and the node SO. The node S;f activates 
the next (higher) layer of S-nodes (via the node S, in Figure. 1). The communication level be- 
tween a duo of RF-nodes and ST-nodes is the same as that between a pair of Ri and Si nodes; 
1 = 1,2 ,...) r; i = 1,2 )..., p. The pair of Ro and So nodes also has a similar mutual functional 
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link. A schematic design of a processor-unit characterizing an R-node (or R*-node) is illustrated 
in Figure 2. 
The innermost of the nested S*- or S-nodes (namely, the node Sc in Figure 1) receives activation 
signal from the N-nodes as soon as the current processing is completed at the central layer of these 
nonlinear processors (N-nodes). The central layer of N-nodes receives inputs from the Rs-node 
until a strobe from the outermost layer of S-nodes (namely, the node Sr in Figure 1) activates 
the test-block (T-layer of nodes). The T-block, after its algorithmic processing, either sends a 
new input (value of :) to the N-nodes (or sends a strobe to activate the stopper) and becomes 
idle (inactive) until the next strobe from the S-layer. If activated, the stopper unit sends the 
final output (optimal solution : here) and simultaneously deactivates all the processors; else, the 
network operations are continued (as above) with the current : as the input(s) for the N-nodes. 
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Figure 3. Schema for processor unit of A-(a) $-node; i = 1,2,. ,p; (b) Si-node; 
I= 1.2,. , r; (c) So-node. 
2.1.1. Functional design of an S-node (or S*-node) 
An S (or S*) type node is a cumulative summation processor along with a multiplicative unit; 
each node receives two types of inputs: additive and multiplicative inputs denoted, respectively, 
by (-) and (--..d) in Fg i ure 1. When the strobe is high on all the additive inputs, then the 
summation unit is enabled and starts to accrue the input. This node receives inputs discretely, 
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which are added up when the layer level (completion) strobe is triggered by the associated R-node 
(or R*-node). The product of this sum with the multiplicative input forms an output from such 
a node. The schema of such nodes is illustrated in Figure 3. 
2.1.2. Functional design of an N-node 
A nonlinear functional neuron (or an N-node) is a block which is meant to realize a nonlinear 
operation over a set of inputs. It aims at implementing a generalized nonlinear function (e.g., 
the operation (xi+ 22 $ . . . + XL) 0 (~1 + ys -t . . . + ye), where L, J E 2+ and 0 denotes given 
nonlinear operation). 
Each nonlinear neuron involves more than one input; but, for want of clarity, only single input 
is shown at all N nodes in Figure 1. The processor schema for an N-node is illustrated in 
Figure 4, where two summation-units operate to add up two different pools of inputs; there is 
another block which performs nonlinear operation on them. 
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Figure 4. Schematic illustration of the processor unit of an N-node which is set to 
compute (21 + 22 + . . * + Zj) 0 (YI + Y2 + . . + Yk). Here, C denotes optimal 
summer; 0 denotes a mathematical operator. 
In the context of minimization of a function F(.) given by equation (1) above, each of the 
N-nodes Nr , . . . , Nk would be parallel and the node Nj, would compute the nonlinear term 
h&); z1 E {1,2,. . *, k} for given inputs from the R and R*-nodes connected to it via the node 
Ro. 
2.1.3. The functions of T-nodes 
Each of the test-nodes (called T-nodes) is similar to an N-node in terms of processor-design. 
The node (say Tl) in the T-block/layer receives the input (viz. the value of F(n) for the current a) 
from the &-node; this input is compared with its previously stored value and/or a specific 
threshold at the TI node. If the optimality criteria (preset or decided under a dynamic mode 
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using stochastic heuristics) are not met, then a new value of : is computed at the next node, 
say, Tz using a given algorithm (e.g., a random binary search or a heuristic refinement echnique) 
or using (in a dynamic-mode), the currently applicable arithmetic and logical operations. This 
value of g is then sent as an input to the parallel N-nodes via the node Ts. In case the prescribed 
optimality criterion is satisfied at the node TI, a strobe is sent by this node to the stopper which 
outputs the current : as the optimal solution and the network is set to a shut-down state. 
2.2. Extension to Constrained Problem 
By the penalty function theorem [2,10], the constrained SPP defined as the (Pb-I) above 
will be equivalent to minimizing F(g) + (42) C&(gi(:))’ w.r.t. (3, a), where g;(g) = min 
(0, gj (c)} and a is appropriately designed maximal penalty coefficient in a sequence {al} of the 
positive penalty parameters for which there exists an optimal solution (say (LX, ~1)). 
Under the general representation of F(g) considered in equation (l), the addition of the con- 
straint violation penalty-term would correspond to an increase in a summation term independent 
of $s. The mapping of this minimization problem would be achieved simply by adding an R- 
node, say R,+l (for the range parameter j used in the C$ . . a above) in the first layer. This 
node will not be connected with any R*-node, instead it would directly be connected with a new 
N-node (say Ne which would compute (9; @J2)) for the current (:, cr) in the central layer) and 
will receive strobes from the node S,+, which is added as a new node connected to the &-node 
in the outermost layer. The node NO will receive the current value of (:,a) from the Ta-node 
during each activation phase. The node S;,+i will send the output (viz. a sum of F(g) sent by Si 
and the product of the current value of (r/2 and the cumulative sum of the outputs sent by the 
node No) to the node Tl. The algorithm(s) at the Tz-nodes here will be extended according to 
the preset criteria for selecting a new penalty coefficient along with a new candidate solution : 
in the given search space. 
2.3. Dual Output from T3 Node 
In the above described mapping for parallel solutions of the problem (Pb-I), the efficiency could 
be increased further by minimizing the delay in response time. The only cause of delay in response 
in the above design could be attributed to the time-spent between the instant of completion of 
one cycle of processing (when the last node of the S-layer sends output to the TI node) and the 
time of reactivation when the N-block receives a new input (:, CK) from the Ta-node. 
This delay could be reduced to zero by synchronizing the active states of the T-block and the 
N-block. In particular, when the N-block (and the connected layer of R-, R”-, and S-nodes) 
is processing with the current (say tth) solution, say (a: (t),~(t)), the T2-node would be set to 
compute (with the help of its (t - l)th input) another candidate solution, say (: (t+l) ( &+l)), 
which would be sent as an input for the N-block as soon as the latter completes the tth processor 
cycle (and activates the node Tl via the S-layer). The processing of the R-nodes and the S-nodes 
with such successive inputs from the Ts-node would be made instantaneous by successive reversal 
of the range limits at the corresponding summation (i.e., if an Ri-node and S-node connector 
performs C:,_,, . . . for (CC(~), CX(~)) as the input received from the Ta node, then it would process _ 
the summation CziZb, . . . when (z(~+~),Q(~+~)) is sent as the current solution by the Ts-node). _ 
This type of dual functioning would be analogous to the piping ability in the microprocessors. 
3. IMPLEMENTATION FOR h-INVENTORY OPTIMIZATION 
We have experimented with the nested network mapping and its parallel implementation to 
solve the following stochastic integer programming problem arising in a model of monoclonal 
antibody inventory (immune-memory) optimization [8,12]. 
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3.1. The Discrete SPP 
(Pb-II) 
The problem is to find the optimal Ab inventory level I E {Imin, Imin + 1,. . . , I,,,,,} that, 
minimizes the total expected cost TEC (I;K), given by 
where 
K= (o1,oz,P,P,f,S); 
p denotes the probability that an f-valent Ab is bound to a g-valent Ag (it may be noted that 
p is an important parameter with respect to the ‘quality’ match). Other parameters (all experi- 
mentally measurable) represent he ranges of the random variables (corresponding to the values 
7, 6, q, etc. as described below). 
Ps = Pr{A,the number of free (i.e., not bound to the Ab molecule(s)) 
Ags before the response = 6). 
~1 = Low-zone tolerance level (the A&response will not be triggered if the 
number of free Ags < al). 
,8 = High-zone tolerance level (the Ab-response will be suppressed if the 
number of free Ags > ,L?). 
a2 = Maximum permissible short-fall in inventory level. 
P: = Pr{short-fall from optimum inventory level of free (i.e., not bound 
to the Ag molecule(s)) Ab = T}. 
Pr,do(q) = Pr{number of Ab (molecules) produced = qjNumber of free Ag 
(molecules) = do, short-fall of Abs from optimum inventory level = T}. 
p(W) 
I-r+q,& = Pr{the number of Ab molecules (out of a total number of I - r + q 
free Abs available for ‘supply’) bound to the Ag molecules = a and 
the number of Ag molecules (out of a total demand of do free Ags) 
bound to the ‘a’ Ab molecules = r}. 
c(do - 6) = Pr{effective number of free Ags = do - 6 1 A = 6). 
H(e), S(e), and P(a) represent he energy based holding, shortage, and production cost functions 
with cost rates (parameters per unit) as Ch, C,, and C,, respectively. 
By definition of al, ~2, /3, p above, and the combinatorics of the probabilistic aggregation due 
to binding of f-valent and g-valent molecules (cf. [13]), the minimum level of Ab inventory in this 
case should be 
I ,,=M~{fP(%+1)+OI2--l,fp.(~+az+l) -1,u2,fp.(q*+%+ct2) -p}, 
(3) 
Q* P-w 
= - -cr2fT. 
9 
(4 
The maximum feasible level of Ab inventory would be given by 
Yh > 0 given 
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and 
al = msx{l,q - r}, 
a2 = min{dof, q - 7- -t a2}, 
n = m={d0 - ~1, [a/f]}, 
r2 = min{da, ga}, 
qi = m={l, [(&I - oi)/g] + 7 - a2), 
q2 = min(d0f + 7, q*}. 
(6) 
A major difficulty in solving this problem is caused by a very large range of the involved 
coefficients (in large number of summation terms), and by the highly nonlinear term pgg’ 
representing the probability of binding of f-valent Ab with g-valent Ag, in a pool of B such Abs, 
and G Ags. This probability is given by 
p&? = fi(B - j + 1) fi(G - j + I)zu;-~ E (a, r)w&-, (7) 
j=l j=l 
where 
and 
wo = 
&(1-s)‘, ifffGp<gB, 
0, otherwise, 
where W is a normalizing constant for the probability density on {wem}; we,,, = probability of 
formation of an (-!‘, m)-mer (cf. [13] for details). 
za = number of distinct partitions of the integer a in ‘a’ cells each having nonnegative entry; 
ji = number of distinct valid partitions of integer 9” corresponding to the ith partition of a; ai, 
and rj, are the nth entries in the respective partitions of a and r (the valid partitions of ‘r’ w.r.t. 
‘a’ are subject to the formation of feasible aggregates in terms of the valencies f and g, etc.; 
details and algorithm for complete computation of such partitions are given in [13]). 
The complexity of the above problem justifies the need for parallel solution of the associ- 
ated SPP. A mapping of the TEC (I;g) function (given by equation (2) above) under our 
Nested Layered Network Model is presented in Figure 5. 
3.2. Computational Experiments and Results 
The above SPP was solved on PARAM, a parallel computer (developed by C-DAC, Pune, 
India) installed at our institute. Outline of our parallel program based on the above mentioned 
nested layered network is presented in the Appendix, along with the relevant features of the 
PARAM-architect. 
In order to have a comparison of the present method with a new heuristic method developed 
by us and applied to the same problem of A&inventory optimization [12,14], we had conducted 
different experiments using linear cost functions and the average values of the parameters 7, 6, 
da, and q available from the empirical data. 
The input values used in different sets of experiments and the optimal solutions are presented 
in Table 1 and Table 2, respectively. The results obtained by our present method are more 
reliable because the heuristic method in its existing form [8,12] did not distinguish between the 
local and global optimal solutions and this method was applied to a continuous approximation of 
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Figure 5. Schematic illustration of nested layered mapping for (Pb-II). 
Table 1. System parameters used in different computational experiments. Other 
parameters (e.g., ai, o2, Imint etc.) were calculated from the equations given in the 
text. 
Data 
set 
21.8 54.5 99 6 100 3 152 1755 ,015 3 2 1000 
15.8 39.5 99 6 102 3 140 280 .015 3 2 809 
21.8 54.5 99 6 100 3 152 5850 .115 3 2 2500 
15.8 22.5 500 12 509 6 768 2808 .068 3 1 1206 
0.004 0.014 800 60 875 30 1768 11700 ,320 4 2 5006 
42.6 221.1 300 25 349 12 884 9360 ,126 5 2 4006 
Table 2. Optimal solutions (for the decision variable in the problem (Pb-II)) obtained 
by the nested layered network model presented here and those obtained (in [2]) by 
the heuristic method.’ 
Data 
Solutions by nested layered 
set # network mapping on PARAM 
Local optima Global optima 
1 (7, 77, 543, 750) 7 
2 (7, 585, 748) 7 
3 (904, 1100, 1148, 1291, 1339, 
1531, 1627, 1675, 1829, 1871) 
904 
4 t1131 113 
5 {1995} 1995 
6 (1141 114 
Solutions by 
heuristic 
method (from 121) 
7.6 
17.8 
906.7 
113.7 
No convergence 
120.7 
the given SPP. Our parallel computation (based on the present nested layered mapping) enabled 
us to locate the local minima with no extra complexity and offered significant information for the 
associated real system; e.g., the identification of the critical afinity level at which the Id-network 
‘The heuristic method was implemented on a CDC cyber and had solved a continuous approximation of (%-II); 
the method was not able to distinguish between local and global optima. 
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memory might become unstable; the existence of many local minima in a closed range for the 
data set #3 tis-iz-tis the sets #l and #2 (which have other important parameters like f, 9, do 
almost the same) indicates the moderate affinity level (p = 0.115) as critical. . . . Our present 
method is also superior in view of the following limitations of the heuristic method. 
Even with the continuous approximations, the heuristic-technique was not suitable for multiple 
integrations in want of an appropriate algorithm for multidimensional numerical integration. Only 
double integrations were computed over small ranges (in [0, l] x 10, I]) for the terms involving a 
continuous analogzle (in terms of the fractions of concentrations of bound antibodies and antigens) 
of the nonlinear discrete probability term P:$q,G. Owing to these approximations, the method 
was not always successful (e.g., for set #5 in Table 2). Another major limitation of the heuristic 
algorithm was that it was not implementable on a parallel machine and was, therefore, enormously 
slower than our present program based on the nested layer network modelling. 
The performance of our method was very efficient and was N 0(n*2/A*) in computational 
complexity; where n* denotes the number of variables and coefficients or parameters appearing 
in the objective function (expected value expression) and k* corresponds to the multisent level 
used under PARAS (cf. the Appendix and [15]); for the current sets of experiments, we had 
n*/24 < k* < n*/4 independent of the range of variation (i.e., within a summation term C + . .) 
of the involved random coefficients. This was indeed expected because of the parallel functioning 
of the N-nodes and the synchronized nested communications between various S-type and R-type 
nodes within their corresponding layers which also were processed by parallel work-processors in 
our program. 
4. DISCUSSION 
The nested layered connectionist network model presented here is general purpose and appli- 
cable to any discrete SPP and it is implementable on any multiprocessor which allows selective 
use of its associative memory. 
Our method is dynamic and modular in the sense that its performance in terms of computa- 
tional complexity, response time, and reliability can be improved on a given parallel computer by 
using selected (vi.+b-vis the nature of the problem) iterative and/or heuristic procedures at the 
T-nodes. The number of terms in a decomposition of F(g), and hence, the number of R*-, ii’*-, 
and N-nodes and the level of nesting is flexible and could be adjusted so as to make the best use 
of the master to work-processors and the inter work-processors communication characteristics 
of the given parallel machine. The mapping and application procedures would remain the same 
(except for the appropriate selection of algorithms at the T-nodes) for the SPPs of the type stated 
in (Pb-I) with continuous :. 
Implementation is illustrated here on the antibody inventory optimization problem because this 
is an example of a typically hard discrete SPP and has arisen from a study of an ideal production 
system in wiwo [12]; implementation for the multidimensional immune-network generalization of 
this problem [14] in the present framework is obvious. As this multidimensional problem (of 
immune-network memory) offers interesting applications in wide range of areas of quality and 
competition based production planning and distributed information processing, we would like to 
apply the present method to some relevant case studies and report the details in separate papers 
subsequently. 
The new heuristic based technique (NEWSPPE) for stochastic programming problems devel- 
oped by us [8] applied to the above problem [12] was selected for comparison of the computational 
results because NEWSPPE is a general purpose efficient algorithm and has been found superior 
in performance (on many hard test problems reported in literature) against other existing ap- 
proaches. Our connectionist network mapping, as per the above results, appears to be the best 
choice for discrete SPPs in general. Investigations to devise a method incorporating the nested 
layered modelling concept to offer parallel search for the best combinations of probabilities in the 
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‘Plan and Execute’ module of NEWSPPE would be an interesting research problem in applied 
domains of computational operational research. 
APPENDIX 
PARAM is a loosely coupled parallel computer with each processor having at least 4Mb of 
RAM. The processors are connected by a programmable switch manager, which allows the user 
to define point-to-point communication between 64 processors. Basic features of the PARAM- 
architecture are shown in Figure 6. 
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Figure 6. 
The parallel programming environment here (PARAS (1.51) consists of the program develop 
ment environment and program run time environment along with various software utilities. The 
program development environment consists of a set of tools like compiler, linker, configurer, 
collector, etc. The compiler generates T800 transputer code in an intermediate format called 
TCOFF (Transputer Common Object File Format). The linker links the separately compiled 
object modules and libraries conforming to the TCOFF format for transputers of a different type. 
The output of a linker is a single linked unit. The configumr generates a configuration binary file 
after processing the data from the configuration file. The configuration file contains description 
of placement of processes on various processors and mapping of channels onto hardware links. 
The collector takes configuration binary file and generates a single file that can be loaded and 
executed on the network of transputers. 
PARAS allows for computing under data parallelism, algorithms parallelism, and farming. Data 
parallelism consists of creating multiple identical processes and assigning a data to each process; 
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this technique is appropriate for the problems involving repeated operations and/or large volume 
of data. In algorithm parallelism, multiple processes simultaneously perform different operations 
on their respective data. 
A farm is a parallel program consisting of a farmer task and many woTkeT tasks. The farmer 
task generates the work (for various processes) and controls the distribution of the work. This 
is carried out, by the fanner process which first breaks the work into work packets which can be 
processed by the worker processors, and second, sends these packets on the farm for processing. 
Finally, the results from the worker processors are also collected by the furrier, 
In the implementation of the nested layered network for the (Pb-II), we had used farming and 
data parallelism for the respective processes corresponding to the functions of the R-type and 
the S-type nodes. These processes were mapped as multilevel worker tasks and a host-to-host 
communication link was set between the corresponding processors. Communication between the 
respective nested layers were treated as separate processes. The N-nodes were mapped onto 
different processors of PARAM under farming with algorithm parallelism. The master tusk wx 
processed at the worker processor corresponding to the T3 node. 
A random jump (on the set of integers lying between Imin and I,,,) search process was used 
for finding a new solution; the algorithm was processed parallely at, different worker processors 
assigned for the TI and TZ nodes. The multisent and multicast parameters of the master process 
were adjusted (in the run time environment, of PARAS) to minimize the response time for the 
master to WOTkeT processors links. 
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