Several recent works have shown that Frobenius-Norm based Representation (FNR) is comparable with Sparse Representation (SR) and Nuclear-Norm based Representation (NNR) in face recognition and subspace clustering. Despite the success of FNR in experimental studies, less theoretical analysis is provided to understand its working mechanism. In this paper, we fill this gap by bridging FNR and NNR. More specially, we prove that: 1) when the dictionary can provide enough representative capacity, FNR is exactly the NNR; 2) Otherwise, FNR and NNR are two solutions on the column space of the dictionary. The first result provides a novel theoretical explanation towards some existing FNR based methods by crediting their success to low rank property. The second result provides a new insight to understand FNR and NNR under a unified framework.
I. INTRODUCTION

I
NSPIRED by the biological evidence in primate visual cortex [1] and the development in compressive sensing theory [2] , [3] , Sparse Representation (SR) has been one of the most popular research topics in the community of computer vision and pattern recognition [4] . During the past decade, a number of works have shown the effectiveness of SR in image repairing [5] , image super-resolution [6] , dimension reduction [7] , metric learning [8] , etc.
In these works, Sparse Representation based Classification (SRC) [9] and Sparse Subspace Clustering (SSC) [10] , [11] are two of the most successful methods based on SR. SRC encodes each testing sample as a sparse linear combination of all training samples and then classifies it by finding which subject produces the minimal residual. SSC uses the sparse coefficients of a given data set to build a similarity graph and then performs spectral clustering on the graph.
Despite the success of SR, several recent works have shown that Frobenius-norm based Representation (FNR) 1 is comparable with SR in face recognition [12] , [13] , [14] and subspace clustering [15] , [16] . More specifically, Naseem et al. [12] and Shi et al. [13] directly removed the ℓ 1 -regularization term from the objective function of SRC. The experimental studies have shown that such method performs comparably to SRC in face classification. Moreover, Zhang et al. [14] replaced the ℓ 1 -norm with ℓ 2 -norm and obtained the similar conclusion with [12] , [13] , i.e., ℓ 1 -norm regularization can be removed or replaced by other regularizations without loss of performance. Besides the success of FNR in face classification, Lu et al. [15] have also shown that FNR is superior to SR [10] , [11] in subspace clustering.
These FNR based methods have aroused a lot of discussions on whether sparsity is useful to discriminational tasks as previous claims. In [17] and empirical justifications for SRC. In [18] , Zhang et al. have performed some theoretical analysis to show why FNR can work well in recognizing task. However, the analysis mainly focuses on the classifier instead of representation itself. Gao et al. [19] have shown that sparsity is helpful in single sample per person recognition. Lu et al. [15] have proved that the coefficient between two inter-subspace data points is zero if the subspaces are mutually independent and the Enforced Block Diagonal (EBD) conditions are satisfied. However, it still remains unknown what makes FNR competitive since SR and FNR will achieve the same result under such conditions. Although these works have provided some insights towards FNR and SR, less theoretical studies have been done so far to explore the factors that make FNR competitive. In this paper, we provide a novel theoretical explanation towards FNR by bridging it and Nuclear-Norm based Representation (NNR), i.e., Low Rank Representation (LRR) [20] , [21] , [22] , [23] . More specifically, we prove that: 1) when the dictionary is uncorrupted and can exactly reconstruct the input, FNR is identical to NNR. This may interpret why removal of ℓ 1 -regularization can still achieve a good result as shown in [12] , [13] ; 2) when the input contains the Gaussian noises and the dictionary consists of the input (i.e., so-called selfexpression), FNR is equivalent to the truncated NNR [22] , [23] ; 3) we further explore the relationship between FNR and NNR when the dictionary cannot exactly reconstruct the input. In such settings, FNR and NNR are two solutions of the column space spanned by the input. This unifies FNR and NNR into a framework, i.e., FNR and NNR are in the form of VP(Σ)V T , where D = UΣV T is the Singular Value Decomposition (SVD) of the input D and P(·) is the shrinkage-thresholding operator.
Notations: Lower-case bold letters represent column vectors and upper-case bold letters denote matrices. A T , A † , and A −1 denote the transpose, pseudo-inverse, and the inverse of the matrix A, respectively. I denotes the identity matrix.
II. BACKGROUND For a given data set X ∈ R m×n ′ (each column denotes a data point), it can be decomposed as the linear combination of D ∈ R m×n by min
where f (C) denotes the constraint enforced over the representation C ∈ R n×n ′ . The main difference among most existing works is their objective functions, basically, the choice of f (C). Different assumptions motivate different f (·) and three formulations of f (C) are popular, i.e., ℓ 1 -norm, nuclear-norm, and Frobenius-norm.
By assuming each testing sample can be reconstructed by a few of data points, sparsity based methods enforce ℓ 0 -norm or its convex relaxation ℓ 1 -norm over C, i.e.,
where · 1 sums the absolute value of a given vector, and e denotes the errors existing into the data set. Based on the optimal solution of (2), Wright et al. proposed SRC [9] for robust face recognition. Moreover, Elhamifar et al. [10] , [11] proposed SSC for subspace clustering by using the input as dictionary (i.e., so-called self-expression). The objective function is as follows:
where the constraint diag(C) = 0 avoids trivial solutions. After obtaining the optimal C, SSC builds a similarity graph using C and then performs spectral clustering on the graph. Different from SR, LRR [21] assumes that C is low rank instead of sparse. It solves the following nuclear norm based minimization problem:
where
is the ith singular value of C, and · p could be chosen as ℓ 2,1 -, ℓ 1 -, or Frobenius-norm. ℓ 2,1 -norm is usually adopted to depict the sample-specific corruption or outliers, ℓ 1 -norm is used to characterize random corruption, and Frobenius norm is used to describe the Gaussian noises.
Although (4) can be easily solved by Augmented Lagrangian method [24] , its computational complexity is very high. Recently, Favaro and Vidal [22] , [23] proposed a new formulation of LRR which can be calculated very fast. The proposed objective function is as follows:
where D 0 denotes the clean dictionary and · F denotes the Frobenius-norm of a given data matrix. Different from (4), (5) calculates the low rank representation using a clean dictionary D 0 instead of the original data D. Moreover, (5) has a closed-form solution. In this paper, we refer to (5) as truncated LRR or truncated NNR.
The third family of representation is based on ℓ 2 -norm or its induced matrix norm (i.e., Frobenius-norm). The objective function is as follows,
(6) is the basic model of Collaborative Representation (CR) [14] and Least Squares Regression (LSR) [15] by considering D can perfectly reconstruct X. When D has limited representational capacity, (6) is relaxed as
The optimal solution is given by (
Such a method is also known as ridge regression and λ > 0.
In another two works, Naseem et al. [12] and Shi et al. [13] directly remove the ℓ 1 -norm regularization from (2) and the objective function is as follows:
where the optimal solution is given by (D T D) † D T X. By using the QR factorization of D to reformulate its pseudo-inverse, i.e., D = QR, the optimal solution of (8) is given by R † Q T X. The works have attracted a lot of attention from the community of computer vision and pattern recognition. Although more and more empirical evidences are provided to verify the effectiveness of FNR, less theoretical works have been done to explore what makes FNR effective. In this paper, we provide a novel perspective by bridging FNR and LRR in theory.
III. CONNECTIONS BETWEEN NUCLEAR NORM AND FROBENIUS NORM BASED REPRESENTATION For a data matrix
T r be the full SVD and the skinny SVD of D, where Σ and Σ r are in descending order and r denotes the rank of D. U r , V r and Σ r consist of the top (i.e., largest) r singular vectors and singular values of D. Similar to [9] , [10] , [11] , [21] , [22] , we assume D = D 0 + E, where D 0 denotes the clean data set and E denotes the errors following the Gaussian distribution.
Our theoretical result will show that the optimal solutions of Frobenius-norm and nuclear-norm based objective functions are in the form of C * = VP(Σ)V T , where P(·) denotes the shrinkage-thresholding operator. In other words, FNR and NNR are two solutions on the column space of D and they are identical in some situations. This provides a unified framework to understand FNR and NNR. 
A. Uncorrupted Data and Exact Constraint
When D is error-free (i.e., E = 0 and D = D 0 ) and can provide enough representative capacity, we show the equivalence between FNR and NNR in the case of D = X and D = X.
First, we investigate the relationship between NNR and FNR in the case of D = X. The objective functions are min C * s.t. X = DC,
and
, and σ i (C) denotes the ith singular value of C. Theorem 1 ([21] ). Assume D = 0 and X = DC have feasible solution(s), i.e., X ∈ span(D). Then
is the unique minimizer to (9) , where D † is the pseudo-inverse of D.
Considering Frobenius-norm is enforced over C, our previous work [25] has shown that D † X is the unique solution to (10) and the solution is also the lowest rank representation.
Theorem 2 ([25]). Assume D = 0 and X = DC have feasible solution(s), i.e., X ∈ span(D). Then
is the unique minimizer to (10) , where D † is the pseudo-inverse of D.
Based on the above two results, we credit the success of the FNR based methods [12] , [13] to its low rank property which is generally believed to be helpful to discriminational tasks [21] . To the best of our knowledge, this is the first work to obtain such conclusion. In the following, we further investigate the relationship between FNR and NNR under more general conditions, e.g., the dictionary is corrupted and cannot exactly reconstruct the input.
Besides D = X, we investigate the relationship between NNR and FNR when the dictionary consists of the input (i.e., D = X). For NNR, Liu et al. [21] 
is the unique minimizer to min C * s.t. X = DC,
where D = U r Σ r V T r is the skinny SVD of D. By replacing the nuclear norm of (14) with Frobenius norm, we have the following theorem. 
, as desired. By Theorem 4, we can find that LSR [15] is identical to LRR when the dictionary is uncorrupted and can exactly reconstruct the input. Moreover, V r V T r is also known as Shape Interaction Matrix [26] which was proposed for subspace segmentation.
B. Corrupted Data and Exact Constraint
In the following analysis, we mainly focus on the case of self-expression because almost all works on NNR are carried out under such settings. In particular, we will investigate the relationship between FNR and the NNR methods proposed in [22] .
When the data set contains Gaussian noises (i.e., E = 0 and E can be characterized by the Frobenius norm), we prove that
and min
have the same minimizer in the form of V k V T k , where k is a parameter. By a simple transformation, we have the following results.
Theorem 5 ([22]). Let D = UΣV
T be the SVD of the data matrix D. The optimal solution to
is given by 
is given by
where the operator P k (Σ) performs hard thresholding on the diagonal entries of Σ by
where λ is a balanced factor, k = argmin r r + λ i>r σ Proof: Let D * 0 be the optimal solution to (19) and its skinny SVD be D * 0 = U r Σ r V T r , where r is the rank of D * 0 . Let U c and V c be the basis that orthogonal to U r and V r , respectively. Clearly,
Next, we will bridge V r and V. Use the method of Lagrange multipliers, we obtain
where β is the Lagrange multiplier. Letting
Letting
Thus, β must be in the form of
Then, we have
F is minimized when MV c is a diagonal matrix and can be chosen as
. Consequently, the SVD of D can be rewritten as
Thus, the minimal cost of (19) is given by
where σ i is the i-th largest singular value of D. Let k be the optimal r, then, k = argmin r r + λ i>r σ 2 i . The proof is complete. From Theorems 5 and 6, one can find that the values of k are slightly different. However, such difference cannot affect the equivalence conclusion because k depends on the user-specified parameter λ. Moreover, it should be pointed out that, when E does not follow the Gaussian distribution, the equivalence still can be easily established using the method of Augmented Lagrange Multiplier [24] .
C. Uncorrupted Data and Relaxed Constraint
In this section, we discuss the connections between FNR and NNR when the dictionary is uncorrupted and has limited representative capacity. The objective functions are
In [15] , (27) is minimized at
In this paper, we will give another form of the solution to (27) and the new solution is performing shrinkage operation on the right eigenvectors of D, like NNR.
Theorem 7 ([22]). Let D = UΣV
T be the SVD of a given matrix D. The optimal solution to
are partitioned according to the sets
where the diagonal entries of Σ are in descending order, U and V are corresponding left and right singular vectors, respectively. The optimal C to min
where γ is a balanced factor and the operator P γ (Σ) performs shrinkage on the diagonal entries of Σ by
where r is the rank of D and σ i denotes the ith diagonal entry of Σ.
and we have
Next, we will show that (32) is the minimizer of L since 
Let V r and V c be mutually orthogonal, then
as desired.
D. Corrupted Data and Relax Constraint
Suppose the data set is corrupted by E and has limited representative capacity, the problems can be formulated as follows: min
and min 
where each entry of Ω = diag(ω 1 , · · · , ω n ) is obtained from one entry of Σ = diag(σ 1 , · · · , σ n ) as the solution to
that minimizes the cost, and the matrices 
are given by
where σ i and ω i are the diagonal entries on Σ r and Ω r , respectively.
and we have 
which is a valid SVD of D.
The proof is complete.
Theorems 7-10 show the relationships between FNR and NNR in the case of limited representative capacity. Although FNR and NNR are not identical in such settings, they can be unified into a framework, i.e., both two methods obtain a solution from the column space of D. The major difference is that NNR scales the coefficients and then truncates the trivial entries by performing shrinkage-thresholding on the space, whereas FNR only scales the self-expressive coefficients by performing shrinkage.
IV. CONCLUSION
In this paper, we proved the equivalence between the Frobenius-norm based representation and the nuclear-norm based representation when the objective functions is with exact constraint. Moreover, we further showed that FNR and NNR are two solutions on the column space of the given data matrix in the case of relax constraint. Our theoretical result may provide a novel theoretical explanation to the success of the Frobenius-norm based methods in subspace clustering ( [15] ) and face recognition [12] , [13] by interpreting them as low rank representation.
In the work, we mainly focused on the case that the errors follow the Gaussian distribution. However, it is easy to extend this work to other cases such as sample-specified corruption by enforcing the corresponding regularization on the errors. In such settings, the main conclusion is still applicable. Similar to FNR and NNR, we conjecture that sparse representation may be another solution on the column space of D in the form of VP(Σ)V T when dictionary consists of input. If the solution exists, SR, FNR, and NNR can be unified into a framework. However, the theoretical analysis is challenging and needs more efforts in future.
