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Abstract
In this paper we obtain the expression of the Green’s function related with a first order periodic
differential equation with piecewise constant argument. We derive comparison results for the treated
linear operator by studying the sign of the obtained Green’s function.
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1. Introduction
The study of differential equations with piecewise constant argument has been treated
widely in the literature. This type of equations, in which techniques of differential and
difference equations are combined, models, among others, some biological phenomena,
see [1,5] and references therein, the stabilization of hybrid control systems with feedback
discrete controller [6], or damped oscillators [12]. The first studies in this field have been
given in [3,9], after this, stability, oscillation properties and existence of periodic solutions,
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A. Cabada et al. / J. Math. Anal. Appl. 291 (2004) 690–697 691among others, have been treated by several authors, see [4,8] and references therein for
details. The method of lower and upper solutions has been employed in [13] to derive
existence of periodic solutions. To this end the authors give some maximum principles
for operator x ′(t) + M1x(t) + M2x([t − 1]) with periodic boundary value conditions and
deduce existence of at least one solution lying between both functions for a first order
nonlinear equation with piecewise constant argument. In [7] some maximum principles for
the linear operator x ′(t) +mx(t) + nx([t]) in the space of periodic solutions are obtained.
Such operator has been also studied in [11] with initial value conditions.
In this paper we improve the results given in [7]. We construct the Green’s function
related with the linear operator and obtain comparison principles depending on the sign
of m + M . The theory of Green’s functions is very well known for ordinary differential
equations, see [2] and references therein, but, as far as we know, has not been used for
equations with piecewise constant arguments. After constructing this function, we deduce
comparison principles depending on the values of the real parameters m and M .
The paper is organized as follows. In Section 2 we present the main tools that we will
use in the rest of the paper. Section 3 is devoted to construct the Green’s function and in
Section 4 we present comparison results for operator x ′(t)+mx(t)+Mx([t]). Such results
are optimal for the cases m + M > 0 and 0M < −m. When m + M < 0 together with
M < 0, we obtain estimations that are not the best possible.
2. Preliminaries
In this paper, we discuss the following problem that we will refer as problem (Pλ):
x ′(t) + mx(t) + Mx([t])= σ(t), t ∈ I = [0, T ], (2.1)
x(0) = x(T ) + λ, (2.2)
where m, M , T and λ are real constants, such that T > 0, [·] designates the greatest integer
function and σ ∈ Λ, where by Λ we denote the set of all functions y : I → R that are
continuous on In = [n,n + 1) ∪ [[T ], T ] for all n ∈ {0,1, . . . , [T ] − 1} and there exists
y(t−) ∈ R for all t ∈ {1,2, . . . , [T ]}. If y ∈ Λ we understand that y(t) = y(t+) for all
t ∈ {1,2, . . . , [T ]}.
We will denote by Ω the class of all functions x : I → R satisfying that x is continuous
on I and x ′ ∈ Λ.
A function x : I → R is said to be a solution of problem (Pλ) if x ∈ Ω and satisfies (2.1)
and (2.2), taking x ′(t) = x ′(t+) on t = 1,2, . . . , [T ].
We will use, in the discussion of the problem, several properties of the function
hM,m :R → R defined by
h(t) := hM,m(t) =
{
e−mt − M
m
(1 − e−mt) if m = 0,
1 − Mt if m = 0. (2.3)
It is easy to verify that h′M,m(t) = −(m + M)e−mt for all t and, as an immediate
consequence, hM,m is strictly monotone increasing for M < −m and strictly monotone
decreasing if M > −m. Obviously, when M = −m, hM,m is a constant function equal to 1.
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is bigger than 1 or less than 1 whenever m + M < 0 or m + M > 0, respectively.
In order to solve problem (Pλ), we will study the following family of problems, that we
will denote as (Ps), with s ∈ I ,
v′(t) + mv(t) + Mv([t])= 0, t ∈ R, (2.4)
v(0−) − v(T +) = 0, (2.5)
v(s+) − v(s−) = 1. (2.6)
For each s ∈ I , Ωs will be the class of all functions v :R → R satisfying
(i) v(t) is continuous for all t ∈ R\{s}.
(ii) v′(t) exists and is continuous for all t ∈ In\{s} = [n,n+1)\{s}, n ∈ Z. Moreover there
exist v′(s−), v′(s+), v′(t−) ∈ R for all t ∈ Z.
For each s ∈ I , a function v :R → R is said to be a solution of problem (Ps ) if v ∈ Ωs
and satisfies (2.4)–(2.6), taking v′(t) = v′(t+) on t ∈ Z ∪ {s} and v(s) = v(s+).
3. Expression of the Green’s function
In this section we obtain the solutions of problem (Pλ) in function of the solutions of
problems (Ps ) with s ∈ I . We will see that such problem is uniquely solvable if and only if
problems (Ps) have only one solution for each s ∈ I too.
First, note that for any v0 ∈ R problem (2.4) together with the initial condition
v(0) = v0 (3.1)
can be rewritten, on the interval [0,+∞), as a family of initial value problems of ordinary
differential equations on the intervals In = [n,n + 1), n ∈ Z+, that is to say,
v′(t) + mv(t) + Mv([t])= 0, t ∈ In, v(n+) = vn. (3.2)
Since v([t]) = vn for all t ∈ In, the unique solution of problem (3.2), see [10], is given
by
v(t) = vnh(t − n).
Due to the continuity of v we arrive at
vn+1 = v(n + 1) = vnh(1) = Cvn, n ∈ Z+,
and solving this linear difference equation, we have that vn = Cnv0 for all n ∈ Z+. Hence,
the unique solution of problem (2.4)–(3.1) is given by
v(t) = Cnv0h(t − n) for all t ∈ In and n ∈ Z+. (3.3)
Using this expression, if we are looking for a solution of problem (P0) with σ ≡ 0, since
it belongs to Ω , we have that v(T ) = v0 if and only if v0 = 0 (i.e., v ≡ 0) or C[T ]h(T −
[T ]) = 1 (i.e., m + M = 0). As a consequence, problem (Pλ) is uniquely solvable if and
only if m +M = 0.
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by G(t, s) the value of the solution of problem (Ps ) at the point t . We will consider several
cases.
(a) s = 0. In this case, G(t,0) is the unique solution of the problem{
v′(t) +mv(t) + Mv([t]) = 0, t ∈ R,
v0 = v(0+) = v(T ) + 1,
then, from expression (3.3), we conclude that
G(T ,0) = C[T ]v0h
(
T − [T ]).
Thus v0 = v(T ) + 1 if and only if
v0 = 11 − C[T ]h(T − [T ]) .
(b) s = T > 0. In this case, G(t, T ) is the unique solution of{
v′(t) +mv(t) + Mv([t]) = 0, t ∈ R,
v0 = v(0−) = v(T +) = v(T −) + 1.
It is not difficult, using (3.3) again, to verify that G(t,0) = G(t, T ).
(c) 0 < s < T , s ∈ Z+. Now G(t, s) is given as the unique solution of

v′(t) + mv(t) + Mv([t]) = 0, t ∈ R,
v0 = v(T ),
v(s+) = v(s−) + 1,
and then
G(t, s) =
{
Cnv0h(t − n) if t ∈ [n,n + 1) and n ∈ {0,1, . . . , s − 1},
Cn−s v¯0h(t − n) if t ∈ [n,n + 1) and n s,
where
v¯0 = G(s+, s) = G(s−, s) + 1 = Csv0 + 1.
So that v0 = v(T ) if and only if
v0 = C
[T ]−sh(T − [T ])
1 − C[T ]h(T − [T ]) .
(d) 0 < s < T and s ∈ (n,n+1) for some n ∈ Z+. For all t ∈ [0, s), G(t, s) is the unique
solution of problem
v′(t) + mv(t) + Mv([t])= 0, t ∈ [0, s), v(0) = v0,
that is to say,
G(t, s) = Ckv0h(t − k), t ∈ [k, k + 1) ∩ [0, s), k ∈ {0,1, . . . , n}.
For all t ∈ [s, n + 1) ∩ [0, T ], since [t] = n, G(t, s) is the unique solution of
v′(t) + mv(t) = −MG(n, s) = −MCnv0, t ∈ [s, n + 1), v(s) = vs . (3.4)
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vs = v(s+) = G(s+, s) = G(s−, s) + 1 = Cnv0h(s − n) + 1,
thus, one can verify that
G(t, s) = Cnv0h(t − n) + e−m(t−s).
When t ∈ [n+1+k,n+2+k)∩[0, T ] for some k ∈ Z+, G(t, s) is given by the expression
G(t, s) = G(n + 1, s)Ckh(t − k − n − 1),
and, for the sake of continuity,
G(t, s) = (Cn+1v0 + e−m(n+1−s))Ckh(t − k − n − 1).
Now, condition (2.5) holds if and only if
v0 =


e−m(T−s)
1−C[T ]h(T−[T ]) if T < n + 1,
e−m(n+1−s)h(T −[T ])C[T ]−n−1
1−C[T ]h(T −[T ]) if T  n + 1.
In particular, we have proved that problem (Ps ) has a unique solution if and only if
C[T ]h
(
T − [T ]) = 1,
i.e.,
M + m = 0.
Now, we are in a position to prove the following result, where the solution of prob-
lem (Pλ) is given in function of the solutions of problems (Ps ).
Theorem 3.1. Problems (Pλ) and (Ps ) have a unique solution for any σ ∈ Λ and λ ∈ R if
and only if m + M = 0. In such case, the unique solution of problem (Pλ) is given by the
following expression:
x(t) =
T∫
0
G(t, s)σ (s) ds + λG(t,0), (3.5)
where, for each s ∈ I , G(t, s) is given as the unique solution of problem (Ps).
Proof. The first part of the result has been proved before. Assume that both problems have
a unique solution. Denoting P(t) := G(t,0) and let
g(t, s) := ∂G
∂t
(t, s) + mG(t, s) + MG([t], s).
Using Eqs. (2.4) and (2.5), we have that for all t ∈ I , the following equalities hold:
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[t ]−1∑
n=0
n+1∫
n
g(t, s)σ (s) ds +
t∫
[t ]
g(t, s)σ (s) ds
+
[t ]+1∫
t
g(t, s)σ (s) ds +
[T ]−1∑
n=[t ]+1
n+1∫
n
g(t, s)σ (s) ds
+
T∫
[T ]
g(t, s)σ (s) ds + [G(t+, t) − G(t−, t)]σ(t)
+ λ[P ′(t) + mP(t) + MP ([t])]= σ(t).
Moreover,
x(0)− x(T ) =
T∫
0
(
G(0, s) − G(T , s))σ(s) ds + λ(P(0) − P(T ))= λ.
Thus x is the unique solution of problem (2.1)–(2.2). Since, from expression (3.5) it is
obvious that x ∈ Ω , we conclude the proof. 
4. Comparison results
In this section, some comparison results are proved. Following the arguments given
in [2], one can check that the solution of (Pλ), with λ and σ nonnegative, has constant sign
on I if and only if the Green’s function G has constant sign on I × I . Thus, it is enough to
discuss the values of m and M for which the Green’s function G does not change its sign
on I × I . Recall that the Green’s function G was obtained in the previous section.
We obtain the following two results, in the first one, we give the optimal estimations in
the real constants m and M for which the solutions of (Pλ) (with σ and λ nonnegative) are
nonnegative on I .
Theorem 4.1. Assume that m + M = 0. Let σ ∈ Λ be a nonnegative function on I and
λ 0. Then the unique solution of problem (Pλ) is nonnegative on I if and only if one of
the two following situations holds:
(i) 0 = −m < M m/(em − 1).
(ii) 0 = −m < M  1.
Proof. First note that for m + M = 0, the unique solution of problem (P0) with σ ≡ 1 is
given by the expression 1/(m + M). Thus, a necessary condition to ensure that the result
holds is that m + M > 0.
Proof of case (i). Note that from the fact that M +m > 0 we have that problem (Pλ) has
a unique solution in Ω . Since function h defined in (2.3) is strictly decreasing, we have
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possible situations previously considered in Section 2.
From this fact, it is not difficult to check that G(t, s) 0 on I × I if and only if C  0.
But, for M > −m = 0, C  0 if and only if M m/(em −1) and we conclude assertion (i).
Proof of case (ii). Attending to that C = 1 − M now, analogous arguments to the used
in the previous case give us the proof. 
The case in which the solutions of (Pλ) are nonpositive on I is treated in the next result.
In this situation the estimations are not the best possible, obtaining the optimal values on
m and M remains as an open problem.
Theorem 4.2. Assume that m + M < 0. Let σ ∈ Λ be a nonnegative function on I and
λ 0. Then, if one of the four following situations holds, the unique solution of prob-
lem (Pλ) is nonpositive on I :
(i) 0M .
(ii) m > 0 and
m
(e−m + 1)1/([T ]+1) − e−m
e−m − 1 < M < 0. (4.1)
(iii) m < 0 and
m
(e−m(T−[T ]) + 1)1/([T ]+1) − e−m
e−m − 1 < M < 0. (4.2)
(iv) m = 0 and
1 − 21/([T ]+1) < M < 0.
Proof. Similar comment to the one given in the proof of the previous theorem tells us that,
under the assumptions of the statement, to get a nonpositive solution of (Pλ), condition
m + M < 0 must be fulfilled.
Since M < −m, problem (Pλ) has a unique solution and the function h defined in (2.3)
is strictly increasing in (0,1). Thus, it is clear that v0  0 in all the cases studied in the
previous section. From this, it is obvious that G(t, s) 0 for all t ∈ I whenever s is in the
hypothesis (a) or (b) in the previous section, moreover it is nonpositive for t ∈ [0, s) when
s satisfies conditions (c) or (d).
When we are in case (c) with t  s the assertion Csv0 +1 > 0 cannot be true, because in
such situation G(t, s) > 0 for all t ∈ (s, T ], which contradicts the periodicity of function G
at the first variable, in consequence G(t, s) 0 for all t ∈ I and s satisfying condition (c).
The same argument is valid for s in the hypothesis (d) and t ∈ [n+1+k,n+2+k)∩[0, T ]
for some k ∈ Z+.
Finally to ensure that G is nonpositive when s is in case (d) and t ∈ [s, n + 1) ∩ [0, T ],
we note that, reasoning as in the previous cases, G(n + 1, s)  0 when T  n + 1 and
G(T , s)  0 if T < n + 1. Now let r(t) = emtG(t, s), when M  0, such function is, by
Eq. (3.4), monotone nondecreasing for t ∈ [s, n + 1)∩ [0, T ], but r(T ) 0 (if T < n + 1)
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on I × I , and we conclude the proof of case (i).
Assume now that M < 0. In this situation function r is monotone nonincreasing on
[s, n+1)∩[0, T ]. In consequence we only need to verify that G(s, s) 0. It is not difficult
to prove that if m = 0, Eq. (4.1) implies that G(s, s)  0 when T < n + 1, and so is for
Eq. (4.2) in the case of T  n + 1. We note that it is necessary that both inequalities hold
simultaneously, however when m > 0 condition (4.1) implies (4.2) and (4.2) implies (4.1)
whenever m < 0. This fact conclude the proof of cases (ii) and (iii).
Analogously, we can prove that if situation (iv) holds then G(t, s) 0 in I × I , and the
proof is concluded. 
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