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Abstract Principal component analysis
(PCA) is a well-established dimensionality re-
duction method commonly used to denoise and
visualise data. A classical PCA model is the
fixed effect model in which data are generated
as a fixed structure of low rank corrupted by
noise. Under this model, PCA does not pro-
vide the best recovery of the underlying sig-
nal in terms of mean squared error. Follow-
ing the same principle as in ridge regression,
we suggest a regularised version of PCA that
essentially selects a certain number of dimen-
sions and shrinks the corresponding singular
values. Each singular value is multiplied by a
term which can be seen as the ratio of the
signal variance over the total variance of the
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associated dimension. The regularised term is
analytically derived using asymptotic results
and can also be justified from a Bayesian treat-
ment of the model. Regularised PCA provides
promising results in terms of the recovery of
the true signal and the graphical outputs in
comparison with classical PCA and with a soft
thresholding estimation strategy. The distinc-
tion between PCA and regularised PCA be-
comes especially important in the case of very
noisy data.
Keywords principal component analysis ·
shrinkage · regularised PCA · fixed effect
model · denoising · visualisation
1 Introduction
In many applications (Mazumder et al, 2010;
Cande`s et al, 2012), we can consider that data
are generated as a structure having a low rank
representation corrupted by noise. Thus, the
associated model for any data matrix X (as-
sumed without loss of generality to be cen-
tered) composed of n individuals and p vari-
ables can be written as:
Xn×p = X˜n×p + εn×p (1)
xij =
S∑
s=1
√
dsqisrjs + εij , εij ∼ N (0, σ2)
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where ds is the s
th eigenvalue of the matrix
X˜′X˜ (n times the true covariance matrix), rs =
{r1s, ..., rjs, ..., rps} is the associated eigenvec-
tor and qs = {q1s, ..., qis, ..., qns} is the sth
eigenvector of the matrix X˜X˜′ (n times the
true inner-product matrix). Such a model is
also known as the fixed effect model (Caussi-
nus, 1986) in principal component analysis
(PCA).
PCA is a well-established dimensionality
reduction method. It allows the data X to be
described using a small number (S) of uncor-
related variables (the principal components)
while retaining as much information as possi-
ble. PCA is often used as an exploratory
method to summarise and visualise data. PCA
is also often considered as a way of separat-
ing the signal from the noise where the first S
principal components are taken as the signal
while the remaining ones as the noise. There-
fore, PCA can be used as a denoising method
to analyse images for instance or to prepro-
cess data before applying other methods such
as clustering. Indeed, clustering is expected to
be more stable when applied to noise-free data
sets.
PCA provides a subspace which best rep-
resents the data, that is, which minimises the
distances between individuals and their pro-
jection on the subspace. Formally, this corre-
sponds to finding a matrix Xˆn×p, of low rank
S, which minimises ‖X − Xˆ‖2 with ‖ • ‖ the
Frobenius norm. The solution is given by the
singular value decomposition (SVD) of X:
xˆij =
S∑
s=1
√
λsuisvjs (2)
where λs is the s
th eigenvalue of X′X, us =
{u1s, ..., uis, ..., uns} the sth left singular vec-
tor and vs = {v1s, ..., vjs, ..., vps} the sth right
singular vector. This least squares estimator
corresponds to the maximum likelihood solu-
tion of model (1).
It is established, for instance in regression,
that the maximum likelihood estimators are
not necessarily the best for minimising mean
squared error (MSE). However, shrinkage esti-
mators, although biased, have smaller variance
which may reduce the MSE. We follow this
approach and propose a regularised version of
PCA in order to get a better estimate of the
underlying structure X˜. In addition, this ap-
proach allows graphical representations which
are as close as possible to the representations
that would be obtained from the signal only.
As we will show later, our approach essentially
shrinks the first S singular values with a dif-
ferent amount of shrinkage for each singular
value. The shrinkage terms will be analytically
derived.
In the literature, a popular strategy to re-
cover a low rank signal from noisy data is to
use a soft thresholding strategy. More precisely,
each singular value is thresholded with a con-
stant amount of shrinkage usually found by
cross-validation. However, recently, Cande`s et al
(2012) suggested determining the threshold level
without resorting to a computational method
by minimising an estimate of the risk, namely a
Stein’s unbiased risk estimate (SURE). We will
compare our approach to this SURE method.
In this paper, we derive the shrinkage terms
by minimising the mean squared error and de-
fine regularised PCA (rPCA) in Section 2. We
also show that rPCA can be derived from a
Bayesian treatment of the fixed effect model
(1). Section 3 shows the efficiency of regular-
isation through a simulation study in which
rPCA is compared to classical PCA and the
SURE method. The performance of rPCA is
illustrated through the recovery of the signal
and the graphical outputs (individual and vari-
able representations). Finally, rPCA is
performed on a real microarray data set and
on images in Section 4.
2 Regularised PCA
2.1 MSE point of view
2.1.1 Minimising the MSE
PCA provides an estimator Xˆ which is as close
as possible to X in the least squares sense.
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However, assuming model (1), the objective
is to get an estimator as close as possible to
the unknown signal X˜. To achieve such a goal,
the same principle as in ridge regression is fol-
lowed. We look for a shrinkage version of the
maximum likelihood estimator which is as close
as possible to the true structure. More pre-
cisely, we look for shrinkage terms
Φ = (φs)s=1,...,min(n−1,p) that minimise:
MSE = E
∑
i,j
min(n−1,p)∑
s=1
φsxˆ
(s)
ij − x˜(s)ij
2

with xˆ
(s)
ij =
√
λsuisvjs; x˜
(s)
ij =
√
dsqisrjs
First, we separate the terms of the MSE cor-
responding to the first S dimensions from the
remaining ones:
MSE = E
∑
i,j
(
S∑
s=1
φsxˆ
(s)
ij − x˜(s)ij
)2
+
min(n−1,p)∑
s=S+1
φsxˆ
(s)
ij − x˜(s)ij
2

Then, according to equation (1), for all s ≥ S+
1, x˜
(s)
ij = 0. Therefore, the MSE is minimised
for φS+1 = ... = φmin(n−1,p) = 0. Thus, the
MSE can be written as:
MSE = E
∑
i,j
(
S∑
s=1
φsxˆ
(s)
ij − x˜(s)ij
)2
Using the orthogonality constraints, for all s 6=
s′,
∑
i uisuis′ =
∑
j vjsvjs′ = 0, the MSE can
be simplified as follows:
MSE = E
∑
i,j
(
S∑
s=1
φ2sλsu
2
isv
2
js
− 2x˜ij
S∑
s=1
φs
√
λsuisvjs + (x˜ij)
2
))
(3)
Finally, equation (3) is differentiated with re-
spect to φs to get:
φs =
∑
i,j E
(
xˆ
(s)
ij
)
x˜ij∑
i,j E
(
xˆ
(s)2
ij
)
=
∑
i,j E
(
xˆ
(s)
ij
)
x˜ij∑
i,j
(
V
(
xˆ
(s)
ij
)
+
(
E
(
xˆ
(s)
ij
))2)
Then, to simplify this quantity, we adapt
results coming from the setup of analysis of
variance with two factors to the PCA frame-
work. More precisely, we use the results of De-
nis and Pa´zman (1999) and Denis and Gower
(1996) who studied nonlinear regression mod-
els with constraints and focused on bilinear
models called biadditive models. Such models
are defined as follow:
yij = µ+ αi + βj +
S∑
s=1
γisδjs + εij (4)
with εij ∼ N (0, σ2)
where yij is the response for the category i of
the first factor and the category j of the sec-
ond factor, µ is the grand mean, (αi)i=1,...,I
and (βj)j=1,...,J correspond to the main effect
parameters and
(∑S
s=1 γisδjs
)
i=1,...,I;j=1,...,J
model the interaction. The least squares esti-
mates of the multiplicative terms are given by
the singular value decomposition of the resid-
ual matrix of the model without interaction.
From a computational point of view, this model
is similar to the PCA one, the main difference
being that the linear part only includes the
grand mean and column main effect in PCA.
Using the Jacobians and the Hessians of the re-
sponse defined by Denis and Gower (1994) and
recently in Papadopoulo and Lourakis (2000),
Denis and Gower (1996) derived the asymp-
totic bias of the response of model (4) and
showed that the response estimator is approxi-
mately unbiased. Transposed to the PCA frame-
work, it leads to conclude that the PCA esti-
mator is asymptotically unbiased E (xˆij) = x˜ij
and for each dimension s, E
(
xˆ
(s)
ij
)
= x˜
(s)
ij . In
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addition, the variance of xˆij can be approxi-
mated by the noise variance. Therefore, we es-
timate V
(
xˆ
(s)
ij
)
by the average variance, that
is V
(
xˆ
(s)
ij
)
= 1min(n−1;p)σ
2.
Consequently φs can be approximated by:
φs =
∑
i,j x˜
(s)
ij x˜ij∑
i,j
(
1
min(n−1;p)σ
2 + (x˜
(s)
ij )
2
)
Since for all s 6= s′, the dimensions s and s′ of
X˜ are orthogonal, thus φs can be written as:
φs =
∑
i,j x˜
(s)2
ij∑
i,j
(
1
min(n−1;p)σ
2 + (x˜
(s)
ij )
2
)
Based on equation (1), the quantity
∑
i,j(x˜
(s)
ij )
2
is equal to ds the variance of the s
th dimension
of the signal. φs is then equal to:
φs =

ds
np
min{p,n−1}σ
2 + ds
∀s = 1, ..., S
0 otherwise
(5)
The form of the shrinkage term is appealing
since it corresponds to the ratio of the vari-
ance of the signal over the total variance (sig-
nal plus noise) for the sth dimension.
Remark: Models such as model (4) are also
known as additive main effects and multiplica-
tive interaction (AMMI) models. They are of-
ten used to analyse genotype-environment data
in plant breading framework. Considering a ran-
dom version of such models,
Cornelius and Crossa (1999) developed a regu-
larisation term which is similar to ours. It al-
lows improved prediction of the yield obtained
by genotypes in environments
2.1.2 Definition of regularised PCA
The shrinkage terms (5) depend on unknown
quantities. We estimate them by plug-in. The
total variance of the sth dimension is estimated
by the variance of X for the dimension s, i.e.
by its associated eigenvalue λs. The signal vari-
ance of the sth dimension is estimated by the
estimated total variance of the sth dimension
minus an estimate of the noise variance of the
sth dimension. Consequently, φs is estimated
by φˆs =
λs− npmin(n−1;p) σˆ2
λs
. Regularised PCA
(rPCA) is thus defined by multiplying the max-
imum likelihood solution by the shrinkage terms
which leads to:
xˆrPCAij =
S∑
s=1
(
λs − npmin(n−1;p) σˆ2
λs
)√
λsuisvjs
=
S∑
s=1
(√
λs −
np
min(n−1;p) σˆ
2
√
λs
)
uisvjs (6)
Using matrix notations, with U being the ma-
trix of the first S left singular vectors of X, V
being the matrix of the first S right singular
vectors of X and Λ being the diagonal matrix
with the associated eigenvalues, the fitted ma-
trix by rPCA is:
XˆrPCA = UΦˆΛ1/2V′ (7)
rPCA essentially shrinks the first S singular
values. It can be interpreted as a compromise
between hard and soft thresholding. Hard thresh-
olding consists in selecting a certain number
of dimensions S which corresponds to classical
PCA (equation 2) whereas soft
thresholding consists in thresholding all singu-
lar values with the same amount of shrinkage
(and without prespecifying the number of di-
mensions). In rPCA, the sth singular value is
less shrunk than the (s+1)th one. This can be
interpreted as granting a greater weight to the
first dimensions. This behaviour seems desir-
able. Indeed, the first dimensions can be con-
sidered as more stable and trustworthy than
the last ones. The regularisation procedure re-
lies more heavily on the less variable dimen-
sions. When σˆ2 is small, φˆs is close to 1 and
rPCA reduces to standard PCA. When σˆ2 is
high, φˆs is close to 0 and the values of Xˆ
rPCA
are close to 0 which corresponds to the average
of the variables (in the centered case). From a
geometrical point of view, rPCA leads to bring
the individuals closer to the centre of gravity.
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The regularisation procedure requires es-
timation of the residual variance σ2. As the
maximum likelihood estimator is biased, an-
other estimator corresponds to the ratio of the
residual sum of squares divided by the num-
ber of observations minus the number of in-
dependent parameters. The latter are equal to
p+
(
(nS − S)− S(S+1)2
)
+
(
pS − S(S+1)2 − S
)
,
i.e. p parameters for the centering,(
(nS − S)− S(S+1)2
)
for the centered and or-
thonormal left singular vectors and(
pS − S(S+1)2 − S
)
for the orthonormal right
singular vectors. This number of parameters
can also be calculated as the trace of the pro-
jection matrix involved in PCA (Cande`s and
Tao, 2009; Josse and Husson, 2011). Therefore,
the residual variance is estimated as:
σˆ2 =
‖X− Xˆ‖2
np− p− nS − pS + S2 + S
=
∑min(n−1;p)
s=S+1 λs
np− p− nS − pS + S2 + S (8)
Contrary to many methods, this classical es-
timator, namely the residual sum of squares
divided by the number of observations minus
the number of independent parameters, is still
biased. This can be explained by the non-linear
form of the model or by the fact that the pro-
jection matrix (Josse and Husson, 2011) de-
pends on the data.
2.2 Bayesian points of view
Regularised PCA has been presented and de-
fined via the minimisation of the MSE in sec-
tion 2.1. However, it is possible to define the
method without any reference to MSE, instead
using Bayesian considerations. It is well known,
in linear regression for instance, that there is
equivalence between ridge regression and a
Bayesian treatment of the regression model.
More precisely, the maximum a posteriori of
the regression parameters assuming a Gaus-
sian prior for these parameters corresponds to
the ridge estimators (Hastie et al, 2009, p. 64).
Following the same rationale, we suggest in
this section a Bayesian treatment of the fixed
effect model (1).
First, several comments can be made on
this model. It is called a “fixed effect” model
since the structure is considered fixed. Individ-
uals have different expectations and random-
ness is only due to the error term. This model
is most justified in situations where PCA is
performed on data in which the individuals
themselves are of interest and are not a ran-
dom sample drawn from a population of in-
dividuals. Such situations frequently arise in
practice. For instance, in sensory analysis, in-
dividuals can be products, such as chocolates,
and variables can be sensory descriptors, such
as bitterness, sweetness, etc. The aim is to
study these specific products and not others
(they are not interchangeable). It thus makes
sense to estimate the individual parameters
(qs) and to study the graphical representation
of the individuals as well as the representation
of the variables. In addition, let us point out
that the inferential framework associated with
this model is not usual. Indeed the number of
parameters increases when the number of indi-
viduals increases. Consequently, in this model,
asymptotic results are obtained by considering
that the noise variance tend to 0.
To suggest a Bayesian treatment of the fixed
effect model, we first recall the principle of
probabilistic PCA (Roweis, 1998; Tipping and
Bishop, 1999) which will be interpreted as a
Bayesian treatment of this model.
2.2.1 Probabilistic PCA model
The probabilistic PCA (pPCA) model is a par-
ticular case of a factor analysis model
(Bartholomew, 1987) with an isotropic noise.
The idea behind these models is to summarise
the relationships between variables using a small
number of latent variables. More precisely, de-
noting xi a row of the matrix X, the pPCA
model is written as follows:
xi = Bp×Szi + εi
zi ∼ N (0, IS), εi ∼ N (0, σ2Ip)
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with Bp×S being the matrix of unknown co-
efficients, zi being the latent variables and IS
and Ip being the identity matrices of size S and
p. This model induces a Gaussian distribution
on the individuals (which are independent and
identically distributed) with a specific struc-
ture of variance-covariance:
xi ∼ N (0,Σ) with Σ = BB′ + σ2Ip
There is an explicit solution for the maxi-
mum likelihood estimators:
Bˆ = V(Λ− σ2IS) 12R (9)
with V and Λ defined as in equation (7), that
is, as the matrix of the first S left singular
vectors of X and as the diagonal matrix of the
eigenvalues, RS×S a rotation matrix (usually
equal to IS) and σ2 estimated as the mean of
the last eigenvalues.
In contrast to the fixed effect model (1),
the pPCA model can be seen as a random ef-
fect model since the structure is random be-
cause of the Gaussian distribution on the la-
tent variables. Consequently, this model seems
more appropriate when PCA is performed on
sample data such as survey data. In such cases,
the individuals are not themselves of interest
but only considered for the information they
provide on the links between variables. Con-
sequently, in such studies, at first, it does not
make sense to consider “estimates” of the “in-
dividual parameters” since no parameter is as-
sociated with the individuals, only random vari-
ables (zi). However, estimators of the “individ-
ual parameters” are usually calculated as the
expectation of the latent variables given the
observed variables E(zi|xi). The calculation is
detailed in Tipping and Bishop (1999) and re-
sults in:
Zˆ = XBˆ(Bˆ′Bˆ + σ2IS)−1 (10)
We can note that such estimators are often
called BLUP estimators (Robinson, 1991) in
the framework of mixed effect models where
it is also customary to give estimates of the
random effects.
Thus, using the maximum likelihood esti-
mator of B (equation 9) and equation (10), it
is possible to build a fitted matrix as:
XˆpPCA = ZˆBˆ′ = XBˆ(Bˆ′Bˆ + σ2IS)−1Bˆ′
= XV(Λ− σ2IS) 12Λ−1(Λ− σ2IS) 12V′
= U(Λ− σ2IS)Λ− 12V′
since X V = Λ1/2U (given by the SVD of X)
Therefore, considering the pPCA model leads
to a fitted matrix of the same form as XˆrPCA
defined in equation (7) with the same shrunk
singular values
(
Λ− σ2IS
)
Λ−1/2. However, the
main difference between the two approaches is
that the pPCA model considers individuals as
random, whereas they are fixed in model (1)
used to define rPCA. Nevertheless, from a con-
ceptual point of view, the random effect model
can be considered as a Bayesian treatment of
the fixed effect model with a prior distribution
on the left singular vectors. Thus, we can con-
sider the pPCA model as the fixed effect model
on which we assume a distribution on zi, con-
sidered as the “individual parameters”. It is a
way to define constraints on the individuals.
Remark: Even if a maximum likelihood solu-
tion is available (equation 9) in pPCA, it is
possible to use an EM algorithm (Rubin and
Thayer, 1982) to estimate the parameters. The
two steps correspond to the following two mul-
tiple ridge regressions:
Step E: Zˆ = XBˆ(Bˆ′Bˆ + σˆ2IS)−1
Step M: Bˆ = X′Zˆ(Zˆ′Zˆ + σˆ2Λ−1)−1
Thus, the link between pPCA and the regu-
larised version of PCA is also apparent in these
equations. That is, introducing two ridge terms
in the two linear multiple regressions which
lead to the usual PCA solution (the EM al-
gorithm associated with model (1) in PCA is
also known as the alternative least squares al-
gorithm):
Step E: U = XV(V′V)−1
Step M: V = X′U(U′U)−1
2.2.2 An empirical Bayesian approach
Another Bayesian interpretation of the regu-
larized PCA can be given considering directly
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an empirical Bayesian treatment of the fixed
effect model with a prior distribution on each
cell of the data matrix per dimension: x˜
(s)
ij ∼
N (0, τ2s ). From model (1), this implies that
x
(s)
ij ∼ N (0, τ2s + 1min(n−1;p)σ2). The posterior
distribution is obtained by combining the like-
lihood and the priors:
p
(
x˜
(s)
ij |x(s)ij
)
=
p
(
x
(s)
ij |x˜(s)ij
)
p
(
x˜
(s)
ij
)
p
(
x
(s)
ij
)
=
1√
2pi 1
min(n−1;p)σ
2
exp
[
−
(
x
(s)
ij −x˜(s)ij
)2
2 1
min(n−1;p)σ
2
]
× 1√
2piτ2s
exp
[
−
(
x˜
(s)
ij
)2
2τ2s
]
1√
2pi(τ2s+
1
min(n−1;p)σ
2)
exp
[
−
(
x
(s)
ij
)2
2(τ2s+
1
min(n−1;p)σ
2)
]
=
1√
2pi
1
min(n−1;p)σ
2τ2s
1
min(n−1;p)σ
2+τ2s
exp
−
(
x˜
(s)
ij − τ
2
s
τ2s+
1
min(n−1;p)σ
2 x
(s)
ij
)2
2
1
min(n−1;p)σ
2τ2s
τ2s+
1
min(n−1;p)σ
2

The expectation of the posterior distribution
is:
E
(
x˜
(s)
ij |x(s)ij
)
= Φsx
(s)
ij
with Φs =
τ2s
τ2s +
1
min(n−1;p)σ
2
This expectation depends on unknown quan-
tities. They are estimated by maximising the
likelihood of
(
x
(s)
ij
)
i=1,...,n;j=1,...,p
as a func-
tion of τ2s to obtain:
τˆs
2 =
(
1
np
λs − 1
min(n− 1; p) σˆ
2
)
Consequently the shrinkage term is estimated
as Φˆs =
( 1npλs− 1min(n−1;p) σˆ2)
1
npλs
=
λs− npmin(n−1;p) σˆ2
λs
and also corresponds to the regularisation term
(6) defined in Section 2.1.1.
Thus, regularised PCA can be seen as a
Bayesian treatment of the fixed effect model
with a prior on each dimension. The variance
of the prior is specific to each dimension s and
is estimated as the signal variance of the di-
mension in question (λs − 1min(n−1;p) σˆ2).
Remark: Hoff (2007) also proposed a Bayesian
treatment of SVD-related models with a pri-
mary goal of estimating the number of underly-
ing dimensions. Roughly, his proposition con-
sists in putting prior distributions on U, Λ,
and V. More precisely, he uses von Mises uni-
form (Hoff, 2009) prior for orthonormal ma-
trices (on the Steifeld manifold Chikuse (2003))
for U and V and normal priors for the singu-
lar values, forming a prior distribution for the
structure X˜. Then he builds a Gibbs sampler
to get draws from the posterior distributions.
The posterior expectation of X˜ can be used as
a punctual estimate. It can also be seen as a
regularised version of the maximum likelihood
estimate. However, contrary to the previously
described approach, there is no closed form ex-
pression for the regularisation.
2.3 Bias-variance trade-off
The rationale behind rPCA can be illustrated
on graphical representations. Usually, different
types of graphical representations are associ-
ated with PCA (Greenacre, 2010) depending
on whether the left and right singular vectors
are represented as normed to 1 or to their as-
sociated singular value. In our practice (Hus-
son et al, 2010), we represent the individual
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coordinates by UΛ
1
2 and the variable coordi-
nates by VΛ
1
2 . Therefore, the global shape of
the individual cloud represents the variance.
Similarly, in the variable representation, the
cosine of the angle between two variables can
be interpreted as the covariance. Since rPCA
ultimately modifies the singular values, it will
affect both the representation of the individu-
als and of the variables. We focus here on the
individuals representation.
Data are generated according to model (1)
with an underlying signal X˜5×15 composed of
5 individuals and 15 variables in two dimen-
sions. Then, 300 matrices are generated with
the same underlying structure: Xsim = X˜5×15+
εsim with sim = 1, ..., 300. On each data ma-
trix, PCA and rPCA are performed. In fig-
ure 1, the configurations of the 5 individuals
obtained after each PCA appear on the left,
whereas the configurations obtained after each
rPCA appear on the right. The average con-
figurations over the 300 simulations are rep-
resented by triangles and the true individual
configuration obtained from X˜ is represented
by large dots. Representing several sets of co-
ordinates from different PCAs can suffer from
translation, reflection, dilatation or rotation
ambiguities. Thus, all configurations are super-
imposed using Procustes rotations (Gower and
Dijksterhuis, 2004) by taking as the reference
the true individuals configuration.
Compared to PCA, rPCA provides a more
biased representation because the coordinates
of the average points (triangles) are system-
atically inferior to the coordinates of the true
points (large dots). This is expected because
the regularisation term shrinks the individual
coordinates towards the origin. In addition, as
it is clear for individual number 4 (dark blue),
the representation is less variable. Figure 1
thus gives a rough idea of the bias-variance
trade-off. Note that even the PCA representa-
tion is biased, but this is also expected since
E(Xˆ) = X˜ only asymptotically as detailed in
section 2.1.1.
3 Simulation study
To assess rPCA, a simulation study was con-
ducted and rPCA is compared to classical PCA
as well as to the SURE method proposed by
Cande`s et al (2012). As explained in the in-
troduction, the SURE method relies on a soft
thresholding strategy:
xˆSUREij =
min(n,p)∑
s=1
(√
λs − λ
)
+
uisvjs,
The threshold parameter λ is automatically se-
lected by minimising Stein’s unbiased risk es-
timate (SURE). As a tuning parameter, the
SURE method does not require the number
of underlying dimensions of the signal, but it
does require estimation of the noise variance
σ2 to determine λ.
3.1 Recovery of the signal
Data are simulated according to model (1).
The structure is simulated by varying several
parameters:
– the number of individuals n and the num-
ber of variables p based on 3 different com-
binations: (n = 100 and p = 20; n = 50
and p = 50; n = 20 and p = 100)
– the number of underlying dimensions S (2;
4)
– the ratio of the first eigenvalue to the sec-
ond eigenvalue (d1/d2) of X˜ (4; 1). When
the number of underlying dimensions is
higher than 2, the subsequent eigenvalues
are roughly of the same order of magnitude.
More precisely, X˜ is simulated as follows:
1. A SVD is performed on a n×S matrix gen-
erated from a standard multivariate normal
distribution. The left singular vectors pro-
vide S empirically orthonormal vectors.
2. Each vector s = 1, ..., S is replicated to ob-
tain the p variables. The number of times
that each vector s is replicated depends on
the ratio between the eigenvalues (d1/d2).
For instance, if p = 50, S = 2, (d1/d2) = 4,
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Fig. 1: Superimposition of several configurations of individual coordinates using Procustes rota-
tions towards the true individual configuration of X˜5×15 (large dots). Configurations of the PCA
(left) and the rPCA (right) of each Xsim = X˜ + εsim, with sim = 1, ..., 300 are represented with
small dots. The average configuration over the 300 configurations is represented by triangles.
the first vector is replicated 40 times and
the second vector is replicated 10 times.
Then, to generate the matrix X, a Gaussian
isotropic noise is added to the structure. Dif-
ferent levels of variance σ2 are considered to
obtain three signal-to-noise ratios (Mazumder
et al, 2010) equal to 4, 1 and 0.8. A high signal-
to-noise ratio (SNR) implies that the variables
of X are very correlated, whereas a low SNR
implies that the data are very noisy. For each
combination of the parameters, 500 data sets
are generated.
To assess the recovery of the signal, the
MSE is calculated between the fitted matrix
Xˆ obtained from each method and the true
underlying signal X˜. The fitted matrices from
PCA and rPCA are obtained considering the
true number of underlying dimensions as known.
The SURE method is performed with the true
noise variance as in Cande`s et al (2012). Re-
sults of the simulation study are gathered in
Table 1.
First, rPCA outperforms both PCA and
the SURE method in almost all situations. As
expected, the MSE obtained by PCA and rPCA
are roughly of the same order of magnitude
when the SNR is high (SNR = 4), as illustrated
in rows number 1 or 13, whereas rPCA outper-
forms PCA when data are noisy (SNR = 0.8)
as in rows number 11 or 23. The differences
between rPCA and PCA are also more critical
when the ratio (d1/d2) is high than when the
eigenvalues are equal. When (d1/d2) is large,
the signal is concentrated on the first dimen-
sion whereas it is scattered in more dimensions
when the ratio is smaller. Consequently, the
same amount of noise has a greater impact on
the second dimension in the first case. This
may increase the advantage of rPCA which
tends to reduce the impact of noise.
The main characteristic of the SURE
method observed in all simulations is that it
gives particularly good results when the data
are very noisy. Consequently, the results are
satisfactory when SNR = 0.8, particularly when
the number of underlying dimensions is high
(rows number 11, 23 and 35 for instance). This
behaviour can be explained by the fact that
the same amount of signal is more impacted
by the noise if the signal is scattered on many
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Table 1: Mean Squared Error (and its standard deviation) between Xˆ and X˜ for PCA, rPCA and
SURE method over 500 simulations. Results are given for different numbers of individuals (n),
numbers of variables (p), numbers of underlying dimensions (S), signal-to-noise ratios (SNR)
and ratios of the first eigenvalue on the second eigenvalue (d1/d2).
n p S SNR (d1/d2) MSE(Xˆ
PCA, X˜) MSE(XˆrPCA, X˜) MSE(XˆSURE, X˜)
1 100 20 2 4 4 4.22E-04 (1.69E-06) 4.22E-04 (1.69E-06) 8.17E-04 (2.67E-06)
2 100 20 2 4 1 4.21E-04 (1.75E-06) 4.21E-04 (1.75E-06) 8.26E-04 (2.89E-06)
3 100 20 2 1 4 1.26E-01 (5.29E-04) 1.08E-01 (4.56E-04) 1.60E-01 (6.15E-04)
4 100 20 2 1 1 1.23E-01 (5.05E-04) 1.11E-01 (4.61E-04) 1.69E-01 (6.28E-04)
5 100 20 2 0.8 4 3.34E-01 (1.38E-03) 2.40E-01 (9.90E-04) 3.10E-01 (1.05E-03)
6 100 20 2 0.8 1 3.12E-01 (1.38E-03) 2.45E-01 (1.10E-03) 3.32E-01 (1.22E-03)
7 100 20 4 4 4 8.25E-04 (2.39E-06) 8.24E-04 (2.38E-06) 1.42E-03 (3.54E-06)
8 100 20 4 4 1 8.26E-04 (2.38E-06) 8.25E-04 (2.38E-06) 1.43E-03 (3.48E-06)
9 100 20 4 1 4 2.60E-01 (8.44E-04) 1.96E-01 (6.51E-04) 2.43E-01 (6.84E-04)
10 100 20 4 1 1 2.47E-01 (7.16E-04) 2.04E-01 (5.99E-04) 2.62E-01 (6.94E-04)
11 100 20 4 0.8 4 7.41E-01 (2.69E-03) 4.27E-01 (1.53E-03) 4.36E-01 (1.11E-03)
12 100 20 4 0.8 1 6.68E-01 (2.02E-03) 4.40E-01 (1.40E-03) 4.83E-01 (1.33E-03)
13 50 50 2 4 4 2.81E-04 (1.32E-06) 2.81E-04 (1.32E-06) 5.95E-04 (2.24E-06)
14 50 50 2 4 1 2.79E-04 (1.24E-06) 2.79E-04 (1.24E-06) 5.93E-04 (2.21E-06)
15 50 50 2 1 4 8.48E-02 (4.09E-04) 7.82E-02 (3.85E-04) 1.26E-01 (4.97E-04)
16 50 50 2 1 1 8.21E-02 (3.87E-04) 7.77E-02 (3.70E-04) 1.31E-01 (5.08E-04)
17 50 50 2 0.8 4 2.30E-01 (1.12E-03) 1.93E-01 (9.64E-04) 2.55E-01 (1.01E-03)
18 50 50 2 0.8 1 2.14E-01 (9.58E-04) 1.89E-01 (8.57E-04) 2.73E-01 (1.07E-03)
19 50 50 4 4 4 5.48E-04 (1.84E-06) 5.48E-04 (1.84E-06) 1.04E-03 (2.82E-06)
20 50 50 4 4 1 5.46E-04 (1.76E-06) 5.46E-04 (1.76E-06) 1.04E-03 (2.79E-06)
21 50 50 4 1 4 1.75E-01 (6.21E-04) 1.53E-01 (5.54E-04) 2.00E-01 (5.79E-04)
22 50 50 4 1 1 1.68E-01 (5.49E-04) 1.52E-01 (5.08E-04) 2.09E-01 (6.04E-04)
23 50 50 4 0.8 4 5.07E-01 (1.90E-03) 3.87E-01 (1.53E-03) 3.85E-01 (1.12E-03)
24 50 50 4 0.8 1 4.67E-01 (1.62E-03) 3.76E-01 (1.38E-03) 4.13E-01 (1.23E-03)
25 20 100 2 4 4 4.22E-04 (1.72E-06) 4.22E-04 (1.72E-06) 8.15E-04 (2.80E-06)
26 20 100 2 4 1 4.21E-04 (1.69E-06) 4.20E-04 (1.70E-06) 8.20E-04 (2.89E-06)
27 20 100 2 1 4 1.25E-01 (5.35E-04) 1.06E-01 (4.53E-04) 1.57E-01 (5.83E-04)
28 20 100 2 1 1 1.22E-01 (5.28E-04) 1.10E-01 (4.76E-04) 1.67E-01 (6.20E-04)
29 20 100 2 0.8 4 3.30E-01 (1.43E-03) 2.35E-01 (1.03E-03) 3.06E-01 (1.13E-03)
30 20 100 2 0.8 1 3.18E-01 (1.30E-03) 2.50E-01 (1.03E-03) 3.34E-01 (1.25E-03)
31 20 100 4 4 4 8.28E-04 (2.38E-06) 8.27E-04 (2.39E-06) 1.41E-03 (3.64E-06)
32 20 100 4 4 1 8.29E-04 (2.58E-06) 8.28E-04 (2.58E-06) 1.42E-03 (3.68E-06)
33 20 100 4 1 4 2.55E-01 (7.59E-04) 1.97E-01 (5.92E-04) 2.45E-01 (6.47E-04)
34 20 100 4 1 1 2.48E-01 (7.45E-04) 2.04E-01 (6.20E-04) 2.60E-01 (6.91E-04)
35 20 100 4 0.8 4 7.13E-01 (2.55E-03) 4.15E-01 (1.47E-03) 4.37E-01 (1.19E-03)
36 20 100 4 0.8 1 6.66E-01 (2.01E-03) 4.34E-01 (1.31E-03) 4.78E-01 (1.24E-03)
dimensions than if it is concentrated on few di-
mensions. This remark highlights the fact that
the SNR is not necessarily a good measure of
the level of noise in a data set. In addition,
the results of the SURE method are quite poor
when the SNR is high. This can be explained
by the fact that the SURE method takes into
account too many dimensions (since all the sin-
gular values which are higher than the thresh-
old λ are kept) in the estimation of XˆSURE.
For example, with n = 100, p = 20, S = 2,
SNR = 4 and (d1/d2) = 4 (first row), the
SURE method considers between 9 and 13 di-
mensions to estimate XˆSURE.
Finally, the behaviour regarding the ratio
(n/p) is worth noting of. The MSEs are in the
same order of magnitude for (n/p) = 0.2 and
(n/p) = 5 and are much smaller for (n/p) = 1
for all the methods. The issue of dimensional-
ity does not occur only when the number of
variables is much larger than the number in-
dividuals. Rather, difficulties arise when one
mode (n or p) is larger than the other one,
which can be explained by the bilinear form of
the model.
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3.2 Simulations from Cande`s et al (2012)
Regularised PCA is also assessed using the sim-
ulations from Cande`s et al (2012). Simulated
matrices of size 200 × 500 were drawn with 4
SNR (0.5, 1, 2 and 4) and 2 numbers of under-
lying dimensions (10, 100).
Results for the SURE method (Table 2)
are in agreement with the results obtained by
Cande`s et al (2012). As in the first simulation
study (section 3.1), rPCA outperforms both
PCA and the SURE method in almost all cases.
However, the SURE method provides better
results than rPCA when the number of un-
derlying dimensions S is high (S = 100) and
the SNR is small (SNR = 1, 0.5). This is in
agreement with the previous comments high-
lighting the ability of the SURE method to
handle noisy situations. Nevertheless, we note
that when the SNR is equal to 0.5, rPCA is
performed with the “true” number of underly-
ing dimensions (100). However, if we estimate
the number of underlying dimensions on these
data with one of the available methods in the
literature (Jolliffe, 2002), all the methods se-
lect 0 dimensions. Indeed, the data are so noisy
that the signal is nearly lost. Results obtained
with rPCA, using 0 dimensions results in es-
timating all the values of XˆrPCA by 0 which
corresponds to an MSE equal to 1. In this case,
considering 0 dimensions in rPCA leads to a
lower MSE than taking into account 100 di-
mensions (MSE = 1.48), but it is still higher
than the MSE of the SURE method (0.85).
The R (R Core Team, 2012) code to per-
form all the simulations is available on request.
3.3 Recovery of the graphical outputs
Because rPCA better recovers the signal, it
produces graphical outputs (individual and vari-
able representations) closer to the outputs ob-
tained from X˜. We illustrate this point on a
simple data set with 100 individuals, 20 vari-
ables, 2 underlying dimensions, (d1/d2) = 4
and a SNR equal to 0.8 (row 5 of Table 1). Fig-
ure 2 provides the true individuals representa-
tion obtained from X˜ (top left) as well as the
representations obtained by PCA (top right),
rPCA (bottom left) and the SURE method
(bottom right). The cloud associated with PCA
has a higher variability than the cloud associ-
ated with rPCA which is tightened around the
origin. The effect of regularisation is stronger
on the second axis than on the first one, which
is expected because of the regularisation term.
For instance, the individuals 82 and 59, which
have small coordinates on the second axis in
PCA are brought closer to the origin in the
representation obtained by rPCA which is more
in agreement with the true configuration. The
cloud associated with the SURE method is tight-
ened around the origin on the first axis and
even more so on the second one, which is also
expected because of the regularisation term.
However the global variance of the SURE rep-
resentation, which is reflected by the variabil-
ity, is clearly lower than the variance of the
true signal. Therefore, the global shape of the
cloud of rPCA is the closest to the true one and
thus rPCA successfully recovers the distances
between individuals.
Figure 3 provides the corresponding repre-
sentations for the variables. The link between
the variables which have high coordinates on
the first and the second axis of the PCA of X
is reinforced in rPCA. This is consistent with
the representation of X˜. For instance, vari-
ables 9 and 7 which are correlated to 1 in X˜
are not very linked in the PCA representation
(correlation equal to 0.68) whereas their cor-
relation equals 0.81 in the rPCA representa-
tion and 0.82 in the SURE representation. On
the contrary, variables 20 and 7, orthogonal
in X˜, have rather high coordinates, in abso-
lute value, on the second axis in the PCA rep-
resentation (correlation equal to -0.60). Their
link is slightly weakened in the rPCA repre-
sentation (correlation equal to -0.53) and in
the SURE representation (correlation equal to
-0.51). In addition, all the variables are gener-
ated with a variance equal to 1. The variances
are over-estimated in the PCA representation
and under-estimated in the SURE represen-
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Table 2: Mean Squared Error (and its standard deviation) between Xˆ and X˜ for PCA, regularised
PCA (rPCA) and SURE method over 100 simulations. Results are given for n = 200 individuals,
p = 500 variables, different numbers of underlying dimensions (S) and signal-to-noise ratios
(SNR).
S SNR MSE(XˆPCA, X˜) MSE(XˆrPCA, X˜) MSE(XˆSURE, X˜)
10 4 4.31E-03 (7.96E-07) 4.29E-03 (7.91E-07) 8.74E-03 (1.15E-06)
10 2 1.74E-02 (2.84E-06) 1.71E-02 (2.81E-06) 3.29E-02 (4.68E-06)
10 1 7.16E-02 (1.25E-05) 6.75E-02 (1.15E-05) 1.16E-01 (1.59E-05)
10 0.5 3.19E-01 (5.44E-05) 2.57E-01 (4.85E-05) 3.53E-01 (5.42E-05)
100 4 3.79E-02 (2.02E-06) 3.69E-02 (1.93E-06) 4.50E-02 (2.12E-06)
100 2 1.58E-01 (8.99E-06) 1.41E-01 (7.98E-06) 1.56E-01 (8.15E-06)
100 1 7.29E-01 (4.84E-05) 4.91E-01 (2.96E-05) 4.48E-01 (2.26E-05)
100 0.5 3.16E+00 (1.65E-04) 1.48E+00 (1.12E-04) 8.52E-01 (3.07E-05)
tation, particularly for the variables which are
highly linked to the second axis. The best com-
promise for the variances is provided by rPCA.
Therefore, rPCA successfully recovers the vari-
ances and the covariances of the variables.
This example shows that rPCA is a good
method to recover the distances between indi-
viduals as well as the links between variables.
This property of preserving distances is cru-
cial in clustering for instance, as we will show
in the applications (section 4).
4 Applications
4.1 Transcriptome profiling
Regularised PCA is applied to a real data set
(De´sert et al, 2008) which consists of a collec-
tion of 12664 gene expressions in 27 chickens
submitted to 4 nutritional statuses: continu-
ously fed (N), fasting for 16 hours (F16), fast-
ing for 16 hours then refed for 5 hours (F16R5),
fasting for 16 hours then refed for 16 hours
(F16R16).
Since there are 4 nutritional statuses, 3 di-
mensions are considered. We expect the first
three principal components to represent the
between-class variability, whereas the follow-
ing components represent the within-class vari-
ability which is less of interest. Figure 4 shows
the individual representations obtained by PCA
(top left), rPCA (top right) and the SURE
method (bottom left). To better highlight the
effect of regularisation, dimensions 1 and 3 are
presented. The first dimension of PCA, rPCA
and the SURE method order the nutritional
statuses from the continuously fed chickens (on
the left) to the fasting chickens (on the right).
Chickens N.4 and F16R5.1, which have high
coordinates in absolute value on the third axis
of PCA, are brought closer to the other chick-
ens submitted to the same status in the rPCA
representation and in the SURE representa-
tion. In addition, chickens N.1 and F16.4, which
have high coordinates on the first axis are
brought closer to the origin in the SURE rep-
resentation. Despite these differences, the im-
pact of the regularisation on the graphical out-
puts appears to be small.
The representation obtained after a sparse
PCA (sPCA) method (Witten et al, 2009) im-
plemented in the R package PMA (Witten et al,
2011) is also provided (bottom right). Indeed,
it is very common to use sparse methods on
this kind of data (Zou et al, 2006). The basic
assumptions for the development of sPCA is
that PCA provides principal components that
are linear combinations of the original vari-
ables which may lead to difficulties during the
interpretation especially when the number of
variables is very large. Loadings obtained via
sPCA are indeed sparse, meaning they con-
tain many 0 elements and therefore select only
a few variables. The representation stemming
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Fig. 2: Individual representations of X˜ (top left), of the PCA of X (top right), of the rPCA of X
(bottom left) and of the SURE method applied to X (bottom right) for a data set with n = 100,
p = 20, S = 2, (d1/d2) = 4 and SNR= 0.8.
from sPCA is quite different from the other
representations; in particular the clusters of
F16R5 and of F16 chickens are less clearly dif-
ferentiated.
It is customary to complement principal
components methods with double clustering
in order to simultaneously cluster the chickens
and the genes and to represent the results us-
ing heatmaps
(Eisen et al, 1998). The heatmap clustering
is applied to the matrices Xˆ obtained by the
different methods (Figure 5). Because rPCA
modifies the distances between chickens as well
as the covariances between genes, the rPCA
heatmap will differ from the PCA heatmap.
The rPCA heatmap (Figure 5b) is much more
appropriate than the PCA heatmap (Figure
5a). Indeed, the chickens undergoing 16 hours
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Fig. 3: Variable representations of the PCA of X˜ (top left), the PCA of X (top right), the rPCA
of X (bottom left) and the SURE method applied to X (bottom right) for an example of data
set with n = 100, p = 20, S = 2, (d1/d2) = 4 and SNR= 0.8.
of fasting are separated into two sub-clusters
in the PCA heatmap separated by the chickens
F16R5.1, F16R16.3 and F16R16.4, whereas they
are well-clustered in the rPCA heatmap. Sim-
ilarly chickens F16R5 are agglomerated in the
PCA heatmap except for chickens F16R5.1 and
F16R5.3, whereas they are well-clustered in
the rPCA heatmap. Finally, the F16R16 chick-
ens are more scattered in both representations.
However in rPCA, this can be interpreted as
some of the chickens, having fully recovered
from the fasting period, are mixed with contin-
uously fed chickens, and some having not fully
recovered are mixed with
F16R5 chickens: the large majority of F16R16
chickens are agglomerated and mixed with N.6
and N.7, and chicken F16R16.1 is mixed with
F16R5 chickens. It is not the case for PCA,
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Fig. 4: Representation of the individuals on dimensions 1 and 3 of the PCA (top left), the rPCA
(top right), the SURE method (bottom left) and sPCA (bottom right) of the transcriptome
profiling data. Individuals are coloured according to the nutritional statuses.
where the F16R16 chickens are mixed with
chickens submitted to all the other nutritional
statuses. The conclusions concerning the SURE
heatmap (Figure 5c) are similar to the conclu-
sions drawn from rPCA. The 4 clusters corre-
sponding to the 4 nutritional statuses are well-
defined. However, chicken F16R5.3 is clustered
with the N chickens. In addition, the global
contrasts are weaker in the SURE heatmap
than in the rPCA heatmap. The heatmap stem-
ming from sPCA (Figure 5d) seems to be eas-
ier to interpret since there are more contrasts.
This is due to the drastic selection of the genes
(43 genes were selected among the 12664 genes
of the data set). However none of the chicken
clusters is clearly defined.
We will not dwell on the interpretation of
the gene expressions in the heatmap; however,
if the chicken clustering is coherent, the gene
clustering is expected to be more coherent as
well.
In this example, the impact of regularisa-
tion on the graphical representations is not ob-
vious, but the effect of regularisation is crucial
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(a) PCA (b) rPCA
(c) SURE (d) sPCA
Fig. 5: Heatmaps associated with the analysis of the transcriptomic data set. The data sets used
to perform the heatmaps are the fitted matrices stemming from PCA (a), rPCA (b), the SURE
method (c) and sPCA (d).
to the results of the clustering. This can be
explained by the ability of rPCA to denoise
data. Such a denoising property can also be
useful when dealing with images as illustrated
in the next section.
4.2 Image denoising
We consider the PINCAT numerical Phantom
data from Sharif and Bresler (2007) analysed
in Cande`s et al (2012) providing a signal with
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complex values. The PINCAT data simulate a
first-pass myocardial perfusion real-time mag-
netic resonance imaging series, comprising 50
images, one for each time. To compare the
performances of PCA, rPCA and the SURE
method, 100 data sets are generated by adding
a complex iid Gaussian noise, with a standard
deviation equal to 30, to the PINCAT image
data. The original image data are then consid-
ered as the true (noise-free) images. PCA and
rPCA are performed assuming 20 underlying
dimensions. This number was chosen empiri-
cally and we verified that using slightly more
or fewer dimensions does not greatly impact
the results. The SURE method is performed by
taking into account the true noise standard de-
viation which is equal to 30. The methods are
then evaluated by computing the MSE over the
100 simulations. The MSE are equal to 814.26,
598.17 and 727.33 respectively for PCA, rPCA
and the SURE method. Consequently, rPCA
outperforms both PCA and the SURE method
in terms of MSE.
In addition, Figure 6 presents a compari-
son on one simulation of PCA, rPCA and the
SURE method. Similarly to Cande`s et al (2012),
we present 3 frames from the PINCAT data
(early, middle and late times) for the true im-
age data, the noisy image data, and the image
data resulting from denoising by PCA, rPCA
and SURE. All three methods are clearly effi-
cient to reduce the noise; however, the SURE
method and rPCA provide images with more
contrast than the images provided by PCA.
Since rPCA has lower MSE it provides images
with a higher degree of noise reduction.
In addition, we can consider the worst-case
absolute error through time (Figure 7), which
is the highest residual error for each pixel at
any time. The SURE method has a particu-
larly high residual error in the area near the
myocardium which is an area of high motion.
The residual error is globally lower for rPCA
than for SURE, and it is overall lower in the
myocardium area.
Therefore, rPCA is a very promising method
to denoise image data.
Conclusion
When data can be seen as a true signal cor-
rupted by error, PCA does not provide the
best recovery of the underlying signal. Shrink-
ing the singular values improves the estimation
of the underlying structure especially when data
are noisy. Soft thresholding is one of the most
popular strategies and consists in linearly
shrinking the singular values. The regularised
PCA suggested in this paper applies a nonlin-
ear transformation of the singular values as-
sociated with a hard thresholding rule. The
regularised term is analytically derived from
the MSE using asymptotic results from non-
linear regression models or using Bayesian con-
siderations. In the simulations, rPCA outper-
forms the SURE method in most situations.
We showed in particular that rPCA can be
used beneficially prior to clustering (of indi-
viduals and/or variables) or in image denois-
ing. In addition, rPCA allows improvement on
the graphical representations in an exploratory
framework. In this framework, it is worth quot-
ing the work of Takane and Hwang (2006) and
Hwang et al (2009) who suggested a regularised
version of multiple correspondence analysis,
which also improves the graphical representa-
tions.
Regularised PCA requires a tuning param-
eter which is the number of underlying dimen-
sions. Many methods (Jolliffe, 2002) are avail-
able in the literature to select this parameter.
However, it is still a difficult problem and an
active research area. A classical statement is
the following: if the selected number of dimen-
sions is smaller than the rank S of the signal,
some of the relevant information is lost and,
in our situation, this results in overestimating
the noise variance. On the contrary, selecting
more than S dimensions appears preferable be-
cause all the signal is taken into account even
if the noise variance is underestimated. How-
ever, in case of very noisy data, the signal is
overwhelmed by the noise and is nearly lost.
In such a case, it is better to select a num-
ber of dimensions smaller than S. This strat-
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Fig. 6: Representation of frames from the PINCAT data at 3 times (early, middle and late) of the
true images, the noisy images and the image estimations resulting from PCA, rPCA and SURE.
Fig. 7: Worst-case absolute error through time of the image estimations by rPCA and SURE.
egy is a way to regularise more which is ac-
ceptable when data are very noisy. In practice,
we use a cross-validation strategy (Josse and
Husson, 2011) which behaves desirably in our
simulations (that is, to find the true number
of dimensions when the signal-to-noise ratio is
large, and to find a smaller number when the
signal-to-noise ratio is small).
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