INTEGRATING information across the senses can enhance our ability to detect and classify stimuli in the environment. For example, auditory speech perception is substantially improved when the speaker's face is visible. In an fMRI study designed to investigate the neural mechanisms underlying these crossmodal behavioural gains, bimodal (audio-visual) speech was contrasted against both unimodal (auditory and visual) components. Signi®cant response enhancements in auditory (BA 41/42) and visual (V5) cortices were detected during bimodal stimulation. This effect was found to be speci®c to semantically congruent crossmodal inputs. These data suggest that the perceptual improvements effected by synthesizing matched multisensory inputs are realised by reciprocal ampli®cation of the signal intensity in participating unimodal cortices.
Introduction
The ability to detect relationships between different sensory events and to integrate them for perceptual gain is a prominent feature of brain function. For example, in noisy surroundings, sight of the speaker's lip and mouth movements can improve the perception of speech to a degree equivalent to altering the signal to noise ratio of the audible stimulus by 15±20 dB [1] . When confronted by multiple speakers, there is a powerful propensity to match the audible and visible components of speech to aid localization of each sound source so as to determine who is saying what [2] .
Electrophysiological studies in lower mammals have shown that similar enhancements can be observed in the responses of single cells in the superior colliculus to spatially congruent multisensory inputs (`where' information) [3] . Although it is tempting to speculate that convergence of congruent unimodal inputs on to such multimodal cells may form a general physiological basis for polysensory integration, direct evidence to support this contention in higher mammals is lacking. Whether such a mechanism of crossmodal synthesis applies in humans, or for the integration of information relating to stimulus identity (`what' information), remains to be established [4] .
Here, we report an fMRI study explicitly designed to investigate the neural mechanisms and sites for crossmodal integration during passive audio-visual speech perception and the perceptual enhancement obtained when speech is simultaneously perceived from two modalities rather than one. The strategy we adopted was to carry out two experiments involving both possible bimodalunimodal contrasts and to identify those areas that were consistently activated irrespective of the nature of the unimodal contrast. In one experiment there was a continuous visual speech stream with periodic auditory input (visual vs audio-visual) and in the other, continuous auditory speech was paired with periodic visual speech (auditory vs audio-visual). Under these conditions we were able to detect cerebral activations coincident with combined heard and seen speech that were not ob-served during speech perception from a single modality.
Subjects and Methods
Subjects: Five right-handed volunteers (three males; two females) with an average age of 35 years (range 24±49) participated in the study. All subjects gave informed consent to the protocol that had been approved by the local Research Ethics Committee.
Design: Both experiments employed a box-car design in which two subtasks (A and B), each of 30 s duration, alternated for a total scanning time of 5 min. Stimuli consisted of numbers between 1 and 10, spoken in random order by a female speaker at a rate of 1 every 3 s. These were presented either audio-visually (Task B in both experiments), heard whilst viewing a static image of the speaker's face (Task A, Experiment 1), or seen (i.e. lip-read) in the absence of auditory input (Task A, Experiment 2). Numbers were selected in preference to other lexical items (e.g. simple words or consonant-vowel syllables) as previous data [5] and pilot studies revealed that they were more closely matched for ease of comprehension in both modalities (auditory or visual) than common nouns. The latter proved considerably more dif®cult to discriminate by lipreading than hearing. For visual presentations, only the lower half of the speaker's face was visible to minimize the in¯uence of gaze or facial identity processing.
Procedure: All subjects were shown examples of the stimuli prior to scanning to ensure they were both familiar with the task instructions and able to lip-read the stimuli with close to 100% accuracy. For both fMRI experiments, subjects were instructed to rehearse silently each number as it was seen or heard. These instructions were designed to prevent intermittent voluntary silent articulation and to focus the subjects' attention to the stimuli. Visual stimuli were recorded on videotape and projected onto a screen located at the base of the scanner bed via a Proxima 8300 LCD projector. The stimuli were viewed through a mirror angled above the subject's head in the scanner. Auditory stimuli were presented from the audio output of a video recorder via a pneumatic headset designed to minimize interference from scanner noise. The sound level of the speech was ,95 dB with scanner noise attenuated to 80 dB.
Data acquisition: Gradient echo echoplanar MRI data were acquired with a 1.5 T General Electric Signa scanner retro®tted with advanced NMR operating console with a standard quadrature head coil. Head movement was minimized by positioning the subject's head between cushioned supports and by securing a headstrap. 100 T2 Ã -weighted images depicting BOLD contrast [6] were acquired with an in-plane resolution of 3 mm (TR 3 s, TE 40 ms) at each of 10 near-axial non-contiguous 5 mm thick slices (with 0.5 mm interslice gap) positioned parallel to the intercommissural line to cover visual, auditory and frontal cortices. For each subject a 43 slice, high resolution inversion recovery gradient echo echoplanar image series of the whole brain was also acquired parallel to the intercommissural plane (TE 40 ms, TI 180 ms, TR 16 s; in-plane resolution 1.5 mm; slice thickness 3 mm) in the same scanning session to aid in normalization of the individual datasets into standard stereotactic space [7] when generic activation maps were computed.
Data analysis:
Following correction for movement during image acquisition using standard algorithms [8] , analysis of the individual subject data by sinusoidal regression yielded estimates for the amplitudes of the sine and cosine components of the response at the frequency of alternation between the two alternating conditions. These estimates (ã and ä) were used to compute the standardised power (fundamental power quotient or FPQ) and phase of the response at each voxel [9] . ã and ä were then reestimated 10 times at each voxel following random permutation of the time-series data. This facilitated construction of a distribution of FPQs under the null hypothesis of no experimentally determined response at the experimental design frequency. Tests for activation of any voxel could then be performed by obtaining the appropriate critical value from the distribution of randomized FPQs and accepting as activated any voxel whose FPQ exceeded this threshold (normally set at p , 0.004 in the current series of experiments).
The voxel-wise FPQ data obtained in each subject were then transformed into standard stereotactic space by methods described previously [8] . The data from the two experiments were then combined and analysed using a linear model to detect effects that were dependent on and independent of the nature of the unimodal contrast (auditory or visual).
The model can be expressed as FPQ ij á 0i á 1i G å ij , where FPQ ij is the FPQ in the jth individual (i.e. across Experiment 1 or 2) at the ith voxel in standard stereotactic space, á 1 and á 0 are the parameters estimated from the model and å ij is the residual error at each voxel. The effect of group membership (G is the group classi®cation parameter) is parameterized by á 1i at the ith voxel and the group-independent (overall mean) effect by á 0i .
This model was ®tted to the Talairach transformed FPQ data obtained by random permutation of the time series (see above) as well as the FPQ data obtained by analysis of the observed time series. Fitting to the randomised FPQ data permitted construction of distributions of á 1i and á 0i under the null hypothesis that there was no experimentally determined response to periodic alternation of the bimodal and unimodal conditions in Experiments 1 and 2. The null distributions of á 1i and á 0i were then used to determine critical values of the two parameters for statistical signi®cance at any required level of probability. As the main goal of the analysis was to identify voxels showing signi®cant responses to bimodal or unimodal stimulation, regardless of the unimodal contrast condition, we were primarily interested in estimating and testing experiment-independent effects (á 0i ). However, as á 0i is independent of á 1i a signi®cant value of á 0i could arise principally due to a contribution from one of the two experiments. For example, a large response in one experiment and small one in the other may produce a mean value which is signi®cant but does not imply any constancy of responses in the two experiments. The inclusion of the á 1i term in the model allows such responses to be identi®ed and removed from activation maps. Following this conservative correction of the data, signi®cant group effects were then rendered onto a morphological template obtained by transforming a high-resolution SPGR MRI image into standard space.
Results
We hypothesized that voxels activated consistently across the bimodal phases of the two experiments should correspond to those generically involved in crossmodal speech processing whereas the individual experiments should reveal elements restricted to a particular unimodal/bimodal contrast. Similarly, voxels activated consistently across the unimodal conditions in each experiment were hypothesized to have a speci®c role in the processing of speech from a single modality. Combined analysis of the two experiments revealed both experiment-dependent and experiment-independent brain activations ( Table 1) .
Experiment-dependent activations:
In the contrast between audio-visual and auditory speech perception (Experiment 1) activation in phase with the bimodal condition was localised predominantly in bilateral extrastriate cortex in the region of the occipito-temporal junction (BA 19/37) previously shown to correspond to the functional visual motion area V5 [10] . A smaller cluster of activated voxels was also evident in secondary auditory cortex (BA 42) during the audio-visual condition. The right insula cortex was activated in phase with the unimodal (auditory) condition. Activations identi®ed in the contrast between audio-visual and visual (silently mouthed) speech perception (Experiment 2) were situated primarily on the lateral edge of Heschl's gyrus (BA 41) in both hemispheres. These activations were in phase with the bimodal condition. A further cluster of (5) activated voxels was detected in extrastriate cortex (BA 18) in the region of V2 in phase with the unimodal (seen speech) condition.
Experiment-independent activations: Brain areas activated speci®cally during bimodal speech included a large bilateral section across the occipitotemporal junction corresponding to visual motion cortex V5 (BA 19/37) and primary and secondary auditory cortex (BA41/42; Fig. 1 ). The power and extent of these cortical activations was substantially greater than those detected during the audio-visual phases in the independent analyses. Activation in primary auditory cortex was more extensive in the left hemisphere, presumably re¯ecting the use of verbal stimuli. There was no additional contribution from any other brain area (representing a possible and speci®c sensory integration site) during the bimodal condition that was not also activated by unimodal speech. Activation speci®c to both unimodal conditions was localised in the right insulaclaustrum ( Fig. 1; Table 1 ). 
Discussion
The aim of these experiments was to study the neural mechanisms engaged during the integration of auditory and visual speech signals. The major ®nding was enhanced activation of auditory (BA41/ 42) and visual sensory (V5 complex) cortices during bimodal speech perception. This suggests that the perceptual gains experienced during multimodal signal are realised by ampli®cation of the neuronal response in participating sensory cortices (in the present study, auditory and visual). Such a formulation is consistent with the subjective experience of an improvement in hearing when the speaker can be both seen and heard and enhanced visual attraction towards the sound source (the lip and mouth movements whose dynamic frequency/amplitude patterns correlate with the stream of audible speech).
To establish that the enhancements observed in this study do not generalise to all experimental conditions where there is coincident audio-visual input, we have also analysed the results of an experiment in which unrelated auditory (talking book) and visual (¯ashing checkerboard) stimuli were presented at different block lengths (auditory 30 s ON/OFF; visual 39 s ON/OFF) permitting the independent characterization of activation due to each input modality [11] . One consequence of this design is that the two modalities overlap at various times during the experiment yet coincident presentation of the checkerboard and the talking book did not produce levels of activation in the primary auditory or visual cortex over and above those observed with the individual stimuli. We therefore conclude that the enhancements seen in the present study are speci®c to multisensory inputs that are semantically congruous, concordant with behavioural ®ndings [12±14] .
In view of the anatomical separation and lack of direct connections between the auditory and visual cortices and, in the present study, absence of any additional contribution from a possible intersensory region during the bimodal condition, the question arises as to how the auditory and visual signals are combined and response enhancements mediated. Because lesions of putative polymodal cortex (e.g. superior temporal and intra-parietal sulci, the lateral prefrontal cortex and the amygdala) in primates have not produced consistent impairments of crossmodal performance [15] and recent human PET data have failed to implicate these areas in tasks of crossmodal matching [16] , alternative models of intersensory synthesis have been proposed. In an exhaustive review of the relevant primate literature, Ettlinger and Wilson [17] suggested a system whereby the senses could access each other directly via an interconnecting structure such as the claustrum, which both receives and gives rise to projections from the different sensory cortices. Concordantly, Hadjikhani and Roland [16] reported claustral activation during the crossmodal transfer of visuo-tactile information. In the current study, however, claustral activation was detected speci®cally during the unimodal phases of the bimodal±unimodal contrasts. These ®ndings suggest that whilst the claustrum may be involved in crossmodal processes, its role may be complex and requires further characterisation. A different model which eliminates the requirement for a dedicated intersensory convergent site, proposes instead a more parallel and distributed system whereby crossmodal binding is achieved through synchronization of the activity of neuronal assemblies in modality- speci®c cortices [18] . Although not inconsistent with our data, communication between these unimodal areas must be necessary to facilitate synchronization.
One hypothesis is that the auditory and visual speech signals are combined in polysensory regions of the superior temporal sulcus (STS) and the subsequent response ampli®cation in A1 and V5 effected by means of back-projections. Several sources of evidence support this formulation. First, primate studies have shown that the STS receives convergent inputs from the auditory and visual cortices [19] and contains cells responsive to auditory and visual stimulation [20] . Although homology between primate and human STS cannot automatically be assumed, functional neuroimaging studies in humans have also implicated this region in auditory and visual tasks of a communicative nature including the perception of eye gaze, mouth movement [21] and phonetic perception [22] . The latter ®nding is particularly compelling in view of psychophysical evidence indicating that the audible and visible components of speech are combined at the phonetic level [23] . Furthermore, in a previous fMRI study comparing brain areas activated during heard speech and by silent lipreading (each contrasted against rest), coincident activations were detected in primary and association auditory cortex, including in the superior temporal sulcus [24] . Finally, in a study of audio-visual speech using MEG, Sams and colleagues [25] demonstrated that the characteristic response (M100 wave) of the auditory cortex to sound could be modi®ed by simultaneous visual speech, with the appearance of a second wave 220 ms after the M100. Such a delay is compatible with the indirect (back-projected) entry of information from the visual stream into primary auditory cortex. In the light of these data, it may seem surprising that no differential activation of this area was detected in the current study in the bimodal condition. However, the absence of a response enhancement in socalled heteromodal areas does not necessarily imply lack of involvement but may simply re¯ect the small proportion and widely dispersed nature of multimodal cells in these areas [20] . Increased activity amongst such neurons may not therefore be accompanied by a substantial enhancement of the BOLD effect. One way to probe the role of the STS in audio-visual integration might be to use paradigms in which the response to matched and mismatched stimuli are contrasted.
It is also perhaps worthwhile to note that although several researchers [15, 16] have drawn the conclusion that heteromodal cortex plays little role in crossmodal matching or transfer (where information perceived from different modalities and relating to two distinct objects is matched along some shared dimension, e.g. size, shape, intensity), it is by no means clear that similar neural mechanisms are operative for tasks of crossmodal integration (like that reported in the current study) which involve determining whether two or more distinct sensory inputs arise from the same object. Further experimentation into the neural basis of crossmodal matching, transfer and binding is required to clarify these contradictory ®ndings.
Conclusion
Processing of bimodal audio-visual speech leads to enhanced activation in auditory (BA 41/42) and visual (V5 complex) cortices. The auditory and visual activations may provide a basis for the perceptual gains elicited when speech information is perceived simultaneously from both sensory modalities. These unimodal sites are, however, unlikely to be the loci for signal combination, the elucidation of which will require further experimentation but may instead be mediated by feedback connections from higher-level heteromodal areas.
