Abstract. This paper deals with periodic solutions of the Hamilton equationẋ(t) = J∇xH(x(t), λ), where H ∈ C 2,0 (R 2n × R k , R) and λ ∈ R k is a parameter. Theorems on global bifurcation of solutions with periods 2π j , j ∈ N, from a stationary point
Introduction
The aim of this paper is to describe the set of bifurcation points of solutions of the Hamilton equation with the condition of 2π-periodicy of solutions ẋ(t) = J∇ x H(x(t), λ)
x(0) = x(2π), (1.1) where H ∈ C 2,0 (R 2n ×R k , R) and λ ∈ R k is a parameter. In particular, this work is intended to investigate the subsets of the set of bifurcation points consisting of global bifurcation points of solutions with periods 2π j , j ∈ N, and to prove theorems concerning symmetry breaking points, defined as bifurcation points of solutions with different minimal periods.
In the case of the systems with linear dependence on one parameter problem (1.1) can be written as ẋ(t) = λJ∇H(x(t)) x(0) = x(2π), (1.2) where H ∈ C 2 (R 2n , R) and λ ∈ R. Every solution (x, λ) of (1.2) with λ > 0 can be translated to 2πλ-periodic solution of the equatioṅ x(t) = J∇H(x(t)).
(1.3)
Consequently, for every connected branch of nontrivial solutions of (1.2) bifurcating (in a suitable space) from (x 0 , λ 0 ) ∈ (∇H) −1 ({0}) × (0, +∞) one can find the corresponding connected branch of nonstationary periodic trajectories of (1.3) emanating from x 0 with periods tending to 2πλ 0 at x 0 . Particulary interesting systems are those for which the Hessian matrix of H at x 0 has the block-diagonal form: ∇ 2 H(x 0 ) = diag (A, B) , where A and B are real symmetric (n × n)-matrices. This condition is satisfied in the generic case of Hamiltonian function being the sum of kinetic energy dependent on generalized momenta and potential energy dependent on generalized coordinates, for example if H(x) = H(y, z) = 1 2 M −1 y, y + V (z), (1.4) where y, z ∈ R n , V ∈ C 2 (R n , R) and M is a nonsingular real symmetric (n × n)-matrix. Equation (1.3) with H given by (1.4) is equivalent to the Newton equation
Mz(t) = −∇V (z(t)).
(1.5)
If x 0 is a stationary point of (1.3), J∇ 2 H(x 0 ) is nonsingular, and it has nonresonant purely imaginary eigenvalues then the Lyapunov centre theorem [22] ensures the existence of a one-parameter family of nonstationary periodic solutions of (1.3) emanating from x 0 . The Lyapunov centre theorem can be derived from the Hopf bifurcation theorem [17] . Berger [5] (see also [6, 25] ), Weinstein [37] , Moser [26] , and Fadell and Rabinowitz [14] proved the existence of a sequence of periodic solutions of (1.3) convergent to a nondegenerate stationary point x 0 in the case of possibly resonant purely imaginary eigenvalues of J∇ 2 H(x 0 ). (The theorem of Berger concerns second order equations, including (1.5) for M = I.) Global bifurcation theorems in nondegenerate case have been proved by Gȩba and Marzantowicz [16] by using topological degree for SO(2)-equivariant mappings.
Zhu [38] and Szulkin [36] used Morse theoretic methods and they proved the existence of a sequence of periodic solutions of (1.3) emanating from a stationary point which can be degenerate. Dancer and Rybicki [9] obtained a global bifurcation theorem of Rabinowitz type (see [27] ) for (1.2) in the case of possibly degenerate stationary point by using the topological degree theory for SO(2)-equivariant gradient maps. The results from [9] were applied by the author [29] and the author with Rybicki [30] to the description of connected branches of bifurcation of (1.2) and emanation of (1.3) in possibly degenerate case under assumptions written in terms of eigenvalues of ∇ 2 H(x 0 ) and the local topological degree of ∇H in a neighbourhood of x 0 . The examples of applications of the results from [29, 30] were given by Maciejewski, the author, and Rybicki [24] .
The structure of the set of bifurcation points of periodic solutions of the first order ordinary differential equations with many parameters was studied by Izydorek and Rybicki [20] , and Rybicki [32] . They applied the Krasnosiel'skii bifurcation theorem (see [21] ) and the results of real algebraic geometry obtained by Szafraniec [34, 35] . However, Izydorek and Rybicki assumed that the Fréchet derivative of the right-hand side of the equation they considered was zero. In such a case there is no bifurcation of nonstationary solutions of Hamiltonian system with fixed period (see Remark 3.6) .
In the present paper, which presents the results of a part of the author's PhD thesis [31] (with Corollaries 3.7, 6.11, 6.12, Examples 7.6, 7.7, and figures added afterwards), the stationary point (x 0 , λ 0 ) can be degenerate, i.e. ∇ 2 x H(x 0 , λ 0 ) can be singular. However, it is assumed that the local Brouwer degree of ∇ x H(·, λ 0 ) in a neighbourhood of x 0 is well defined and nonzero. (Although theorems without this assumptions and corresponding examples are also given.) The set of bifurcation points of (1.1) is investigated in the case of many parameters. To this aim a generalized version of the global bifurcation theorem of Dancer and Rybicki [9] in the case of Hamiltonian systems with one parameter is first proved and then it is applied to the Hamiltonian systems with many parameters. Also, some results from [29, 30] concerning unbounded branches of periodic solutions are generalized. The proofs exploit the topological degree for SO(2)-equivariant gradient mappings (see [33] ). Bifurcation points of solutions of (1.1) with period 2π j , j ∈ N, (proved to be global bifurcation points) are identified with zeros of suitable continuous functions F j : R k → R, under assumptions written in terms of that functions. In the case of systems satisfying, for all λ ∈ R k , the condition ∇ 2 x H(x 0 , λ) = diag (A(λ), B(λ)) , where A(λ) and B(λ) are some (n × n)-matrices, the functions F j are given by F j (λ) = det[A(λ)B(λ) − j 2 I]. Symmetry breaking results are obtained. A geometric description of the set of bifurcation points is obtained by using results of real algebraic geometry [34, 35] . Examples of application of theorems proved in this paper to analytical and numerical investigation and visualization of the set of all bifurcation points in given domain are provided. They demonstrate constructive character of the results obtained in this paper by using topological degree.
Preliminaries
In this section notation and terminology are set up and basic results used in this paper are summarized to make the exposition self-contained.
Algebraic notation.
Let M(n, R) be the set of all real (n × n)-matrices and let GL(n, R), S(n, R), O(n, R) be the subsets of M(n, R) consisting of nonsingular, symmetric, and orthogonal matrices, respectively. For given n ∈ N the identity (n × n)-matrix is denoted by I ≡ I n , whereas J ≡ J n := 0 −I n I n 0 .
For any square matrices A 1 , . . . , A m the symbol diag (A 1 , . . . , A m ) stands for the block-diagonal matrix built from A 1 , . . . , A m . If A ∈ M(n, R) then σ (A) denotes the spectrum of A, whereas σ + (A) and σ − (A) are the sets of real positive and real negative eigenvalues of A, respectively. If α ∈ σ (A) then µ(α) ≡ µ A (α) denotes the algebraic multiplicity of α. respectively. Let a representation of a group G on a linear space V be given. For every subgroup H of G and every subset Ω of V it is assumed
where G v is the isotropy group of v. Consider another representation of G on a linear space W and let f : V → W be a G-equivariant map. As well known,
If H is a subgroup of G then f H denotes the restriction of f to the pair (V H , W H ). For j ∈ N ∪ {0} set
For every j ∈ N let ρ j : SO(2) → O(2, R) be the homomorphism defined by (2) is defined as the direct sum of m copies of the representation (R 2 , ρ j ), whereas R[m, 0] denotes the identity representation of SO (2) on
For every j ∈ N, K ∈ S(2n, R), and every T : R k → S(2n, R) set
is an eigenvector corresponding to the same eigenvalue.
2.2.
Degree for SO(2)-equivariant gradient maps. Proofs of global bifurcation theorems in this paper exploit the topological degree for SO(2)-equivariant gradient mappings, which is a special case of the degree described in [33] . For earlier results concerning equivariant degree see [8, 18, 11, 19, 15] and references therein.
Consider an orthogonal representation of the group SO(2) on a real inner product space V with dim V < ∞. Let Ω be an SO(2)-invariant bounded open subset of V and let ∇f : V → V be a continuous SO(2)-equivariant gradient mapping such that ∇f (x) = 0 for every x ∈ ∂Ω. Then DEG(∇f, Ω) = {DEG j (∇f, Ω)} j∈N∪{0} denotes the SO(2)-degree of ∇f in Ω [33] . It is an element of the Euler ring of the group SO(2), i.e. the ring
with addition + and multiplication defined for every
Notice that Θ = (0, 0, . . .) is the neutral element of addition in this ring. The degree DEG has properties analogous to the Brouwer degree (see [33] ). However, if DEG j (∇f, Ω) = 0 for some j ∈ N ∪ {0} then (∇f )
m is an isolated zero of a continuous mapping g : R m → R m then the topological index i (g, y 0 ) of y 0 with respect to g is defined as the Brouwer degree deg(g, B(y 0 , r), 0) of g in a ball B(y 0 , r) ⊂ R m centred at y 0 with radius r > 0 such that g −1 ({0}) ∩ cl (B(y 0 , r)) = {y 0 } . Analogously, if x 0 is an isolated element of (∇f ) −1 ({0}) then its index
with respect to ∇f is defined by the formula
where B(x 0 , r) ⊂ V is a ball such that (∇f )
. . , A r ) for some matrix A 0 of dimension m and for nonsingular matrices A i of dimensions 2m i , i = 1, . . . , r. Then
and for every j ∈ N one has
Assume that ∇ x f : V × R → V is a continuous SO(2)-equivariant gradient (with respect to V ) mapping such that ∇ x f (x 0 , λ) = 0 for some fixed x 0 ∈ V and all λ ∈ R. Fix λ 0 ∈ R and assume that for every λ ∈ R, λ = λ 0 , from a neighbourhood of λ 0 there exists
Then for sufficiently small ε > 0 one can define the bifurcation index
This bifurcation index will be used in the proof of Theorem 4.3.
Functional setting.
For given Hilbert spaces Y, E, Z the symbols C 1,0 (Y × E, Z) and C 2,0 (Y × E, Z) denote the sets of continuous functions from Y × E to Z having, respectively, first partial Fréchet derivative and two first partial Fréchet derivatives with respect to Y continuous on Y × E.
Solutions (x, λ) of (1.1) are regarded as elements of the space
) can be found in [25] .) The inner product in H 1 2π is defined for every x, y ∈ H 1 2π by the formula
whereẋ stands for the weak derivative of x and ·, · denotes the standard inner product in R 2n . Since every x ∈ H 1 2π has a continuous representative (denoted by the same symbol) satisfying the condition x(0) = x(2π), it can be regarded as a continuous 2π-periodic function on R.
For fixed λ ∈ R k a function x ∈ H 1 2π is called a weak solution of (1.1) if the equatioṅ x(t) = J∇ x H(x(t), λ) (whereẋ denotes the weak derivative of x) is satisfied for almost all t ∈ [0, 2π]. However, since it is assumed that H ∈ C 2,0 (R 2n × R k , R), every such solution is in fact a classical solution of class C 2 on [0, 2π] and it has a unique extension to the classical solution on R, which is a 2π-periodic function of class C 2 .
Let Y, Z be Hilbert spaces. Consider a map F : Y × R k → Z and a fixed set ∆ ⊂ Y such that F (x, λ) = 0 for all x ∈ ∆, λ ∈ R k . The set ∆ × R k is referred to as the set of trivial solutions of the equation
The complement of ∆ × R k in the set of all solutions of (2.6) in Y × R k is called the set of nontrivial solutions.
k be a subset of the set of nontrivial solutions of (2.6). A solution (x 0 , λ 0 ) ∈ ∆ × R k is called a bifurcation point of solutions from X if it is a cluster point of X. It is called a branching point of solutions from X if there exists a connected set
If the connected component of cl (X) containing the bifurcation point (x 0 , λ 0 ) is unbounded or it contains another bifurcation point of solutions from X then (x 0 , λ 0 ) is said to be a global bifurcation point of solutions from X.
one can write (1.1) in form (2.6), therefore Definition 2.3 can be applied. If (x, λ) is a stationary solution of (1.1), i.e. x is constant, then x is regarded as an element of R 2n . For fixed x 0 ∈ R 2n such that
one can assume ∆ = {x 0 } . In such a case the set {x 0 } × R k of trivial solutions of (1.1) is denoted by T (x 0 ) and the symbol N T (x 0 ) stands for the set of nontrivial solutions of (1.1). Notice that N T (x 0 ) can contain stationary solutions.
Define the action of SO(2) on H 1 2π as follows. For every x ∈ H 1 2π and
The space H 1 2π × R k is regarded as the direct sum of the orthogonal representation of SO(2) on H 1 2π defined above and the identity representation of SO (2) 
Let (e 1 , . . . , e 2n ) be the standard basis in R 2n . For fixed j ∈ N set ϕ 0 (t) ≡ 1, ϕ j (t) ≡ cos jt, ψ j (t) ≡ sin jt, and
Then (e 1 ϕ 0 , . . . , e 2n ϕ 0 ) and (ê 1 , . . . ,ê 4n ) are called the standard bases in E 0 and E j , respectively. The standard basis in E j1 ⊕ · · · ⊕ E js , where j 1 , . . . , j s ∈ N ∪ {0} , s ∈ N, is built from the standard bases in E j1 , . . . , E js . , where x 0 = sup t∈ [0,2π] |x(t)| (see [25] ). As it was observed in [9] , for given
is a solution of (1.1) iff it is a solution of the problem
Consequently, investigating bounded (in H 1 2π × R k ) subsets of solutions of (1.1) one can replace H by a modified Hamiltonian H 1 having compact support, therefore no growth conditions are needed.
Theorem 2.5 given below has been extracted from the proof of Theorem 3.3 in [9] . It is a version of the Amann-Zehnder global reduction [3, 4] . Every point x 0 ∈ R 2n is identified with the constant function from E 0 ⊂ H and the standard inner product in R 2n , respectively. Use is made of the standard bases in E f and R 2n .
, where
such that for every x 0 ∈ R 2n , λ ∈ R k the following conditions are satisfied.
k is the set of solutions of (2.9).
Conclusion (4) in the above theorem holds true for every x 0 ∈ R 2n and λ ∈ R k , since it is assumed that H 1 has compact support. The fact that h is a homeomorphism follows from its construction. Notice that the authors of [3, 4] . It affects also the form of matrices Q j and changes their eigenvalues used in the reduction. The matrices used in [9] are in fact those from [3, 4] (without the factor 1 1+j 2 ). However, the change of the inner product is possible in view of the following lemma. 
) is a homeomorphism.
Proof. It suffices to prove that the identity mapping from the space (R(
) is continuous. Suppose that a sequence {(x m , λ m )} m∈N ⊂ R(H 1 ) is convergent to some (x, λ) ∈ R(H 1 ) with respect to the metric d L 2
2π
. It will be shown to be also convergent with respect to the metric d H 1
. Since
→ 0 as m → ∞. The mapping J∇ x H 1 is continuous and has compact support, hence there exist a, b > 0 such that for all (y, α) ∈ R 2n × R k the growth condition
is satisfied. Consequently, by a Krasnosiel'skii theorem, the mapping
is continuous, hence
To see (2) first observe that g ∈ Z j iff g is of form (2.8) with φ = 2π j k for some k ∈ {0, . . . , j − 1} . For such a g one has
In particular, putting k = 1 one finds that 2π j is a period of x. Conversely, if 2π j is a period of x, then (3.2) is satisfied for every k ∈ Z, hence (3.1) implies SO(2) x ⊃ Z j . Now, turn to assertion (3). If SO(2) x = Z j then 2π j is a period of x, in view of (2) . If there was a smaller period of x then it would be equal to
j is the minimal period of x then SO(2) x ⊃ Z j , according to (2) . Moreover, for every g ∈ SO(2) x of form (2.8) φ is a period of x. Thus φ has to be an integer multiple of
j is a period (not necessarily minimal) of x, whereas 0-solutions are the stationary ones.
In the reminder of this section x 0 satisfying (2.7) is fixed and T (x 0 ) = {x 0 } × R k is regarded as the set of trivial solutions of (1.1).
×R k contains at least two nontrivial solutions of (1.1) with different isotropy groups (or, equivalently, different minimal periods -see Remark 3.1).
Proofs of theorems on symmetry breaking in this paper exploit the following lemma, based on a remark from [7] .
such that the isotropy group SO(2) (x,λ) = SO(2) x of every nontrivial solution (x, λ) ∈ U ∩ N T (x 0 ) of (1.1) belongs to the set G(λ 0 ) of isotropy groups of nonzero elements of the finite dimensional space E(λ 0 ) = j∈X(λ0) E j , where
Proof. By Remark 2.4 and Theorem 2.5 it suffices to consider isotropy groups of solutions (z, λ) of the equation
such that z ∈ E f \ {x 0 } (such solutions are regarded as nontrivial solutions of (3.3)). Since
x a(x 0 , λ 0 )) and write (3.3) as the system of equations
where Π is a projection of E f onto im∇
. Applying the SO(2)-equivariant version of the implicit function theorem to (3.4) one obtains the existence of an open neighbourhood
Thus if v 0 = 0 then the isotropy groups of nontrivial solutions of (3.3) in a neighbourhood of (x 0 , λ 0 ) belong to the set of isotropy groups of nonzero elements of ker ∇ 2 x a(x 0 , λ 0 ). The same condition is obtained for v 0 = 0 by choosing the set V in such a way that (0, λ) ∈ V for all λ ∈ R k . Finally, observe that, by Theorem 2.5,
The set G(λ 0 ) from Lemma 3.4 consists of groups K j , j ∈ X(λ 0 ), and all their intersections. Every such intersection is also equal to K l for some l ∈ N ∪ {0} . Namely,
where l is the greatest common divisor of j and m. Thus
In particular, the set G(λ 0 ) is finite, since X(λ 0 ) is finite.
As a consequence of Lemma 3.4 and the definition of j-solution one obtains the following version of necessary conditions for bifurcation formulated in [9] .
is a bifurcation point of nontrivial stationary solutions then
is a bifurcation point of nonstationary j-solutions for some j ∈ N then
x H(x 0 , ·)) then there are no nontrivial stationary solutions in a neighbourhood of (x 0 , λ 0 ), according to Lemma 3.4. To prove (2) assume that U, G(λ 0 ), and X(λ 0 ) are such as in Lemma 3.4. The isotropy group of every nonstationary j-solution from the set U contains Z j , therefore it is equal to Z sj for some s ∈ N, which depends on the solution. The group Z sj belongs to G(λ 0 )\ {SO(2)} , according to Lemma 3.4. Thus Z sj ⊂ Z r for some r ∈ X(λ 0 )\ {0} , which implies that r = msj for some m ∈ N. Setting l = ms one has det
In such a case (x 0 , λ 0 ) is not a bifurcation point of nonstationary solutions of (1.1), in view of Corollary 3.5.
As a consequence it is now proved that if a completely degenerate stationary point of a Hamiltonian system without parameter is an emanation point of periodic orbits then the minimal periods of that orbits tend to infinity as the orbits converge to the stationary point.
2 H(x 0 ) = 0, then for every C > 0 there exists δ > 0 such that every nonstationary periodic orbit of (1.3) contained in the ball in R 2n centred at x 0 with radius δ has the minimal period greater then C.
Proof. Let {x n } n∈N be a sequence of nonstationary periodic solutions of (1.3) such that x n − x 0 0 < 1 n for every n ∈ N, where · 0 denotes the supremum norm. Let T n be the minimal period of x n for every n ∈ N. Set x n (t) := x n ((T n /2π)t) and λ n := T n /2π. Then (x n , λ n ) is a solution of (1.2). Suppose, on the contrary, that the sequence {T n } n∈N has a bounded subsequence. Then passing to a subsequence once again one can assume that λ n → λ 0 as n → ∞ for some λ 0 ∈ R. Now, let
Notice that M n → 0 as n → ∞, since ∇H(x 0 ) = 0. As in estimate (5.1) in [29] one has
Remark 3.8. Lemma 3.4 can exclude symmetry breaking in the situation when Corollary 3.5 does not exclude it. For example, assume that det
with the nth and the 2nth element of the diagonal equal to 6 and the rest of elements equal to 0 (see Remark 5.7 and condition (5.3)). Then E(λ 0 ) = E 0 ∪ E 6 and the only possible isotropy group of nonstationary solutions of (1.1) in a neighbourhood of (x 0 , λ 0 ) is Z 6 , which corresponds to the minimal period 2π 6 . This excludes symmetry breaking if (x 0 , λ 0 ) is not a bifurcation point of nontrivial stationary solutions. However, Corollary 3.5 does not exclude bifurcation of solutions of (1.1) with the minimal period
Dancer-Rybicki bifurcation theorem for j-solutions.
In this section global bifurcation theorems for j-solutions of (1.1) are proved in the case of systems with one parameter (k = 1), i.e. it is assumed that H ∈ C 2,0 (R 2n × R, R). Let x 0 ∈ R 2n satisfy (2.7) for k = 1 and fix λ 0 ∈ R. Assume that for sufficiently small ε > 0 and every
The sequence
is called a bifurcation index of (x 0 , λ 0 ). Usually only selected coordinates of this index are needed. Notice that infinitely many of them may be nonzero. However, according to Theorem 2.5 and Remark 2.4 there exists r 0 ∈ N such that η j (x 0 , λ 0 ) = η 0 (x 0 , λ 0 ) · n for j > r 0 . In the proof of Theorem 4.3 some coordinates of η(x 0 , λ 0 ) will be identified with coordinates of the index IND(x 0 , λ 0 ) defined by (2.5) for an appropriate mapping ∇ x f. Consider first the case of system (1.2) with linear dependence on parameter, which can be written in form (1.1) for H replaced byĤ ∈ C 2 (R 2n × R, R) defined bŷ
To define η in this case it suffices to assume that x 0 is an isolated element of (∇H)
for every j ∈ N, as in [9] . Notice that η j (x 0 , λ 0 ) = 0 for every j > r 0 , hence η(x 0 , λ 0 ) ∈ U (SO(2)).
As it was proved in [9] , for every K > 0 there exists δ > 0 such that every solution (x, λ) ∈ H 1 2π × R of (1.2) satisfying the conditions |λ| ≤ δ and x 0 ≤ K is stationary. (In particular, (x 0 , 0) is not a bifurcation point of nonstationary solutions of (1.2).) Thus it suffices to consider the solutions of (1.2) for λ > 0.
The set T = (∇H) −1 ({0}) × (0, +∞) is regarded as the set of trivial solutions of (1.2) and nontrivial solutions are the nonstationary ones. If (x 0 , λ 0 ) is a global bifurcation point of nonstationary solutions of (1.2) then C(x 0 , λ 0 ) denotes the connected component of the closure of the set of nonstationary solutions of (1.2) containing (x 0 , λ 0 ).
The following Rabinowitz-type global bifurcation theorem for Hamiltonian systems has been proved by Dancer and Rybicki [9] .
In this section generalized versions of Theorem 4.1 concerning j-solutions (for systems with nonlinear dependence on parameter) are proved. To this aim, the method presented in [9] is applied to the restriction of the mapping ∇ x a from Theorem 2.5 to the subspace of fixed points of the action of the group K j for given j ∈ N ∪ {0} .
Consider an orthogonal representation of the group SO(2) on a real inner product space V with dim V < ∞ and let ∇ x f : V × R → V be a continuous SO(2)-equivariant gradient mapping. Let ∆ × R ⊂ (∇ x f ) −1 ({0}) be the set of trivial solutions of the equation
for some finite set ∆ ⊂ V. If (x 0 , λ 0 ) ∈ ∆ × R is a branching point of nontrivial solutions of (4.1) then Σ(x 0 , λ 0 ) denotes the connected component of the closure of the set of nontrivial solutions of (4.1) containing (x 0 , λ 0 ).
The following theorem is a slightly modified version of Theorem 2.2 formulated in [9] . It will be used in the proof of Theorem 4.3. 
is a branching point of nontrivial solutions of (4.1).
The proof of the above theorem proceeds analogously to that of Theorem 29.1 in [10] . (It is based on Whyburn lemma and standard properties of topological degree.) The Brouwer degree (dim V < ∞) is replaced by the degree DEG in this case. To guarantee that sets over which the degree DEG is computed are SO(2)-equivariant it suffices to observe that
be the set of trivial solutions of (1.1) for some finite set ∆ ⊂ R 2n . (Notice that some nontrivial solutions can be stationary.) Set
If (x 0 , λ 0 ) ∈ P j (∆) is a branching point of nontrivial j-solutions of (1.1) for some j ∈ N∪{0} , then K j (x 0 , λ 0 ) denotes the connected component of the closure of the set of nontrivial (possibly stationary) j-solutions containing (x 0 , λ 0 ).
Proof. H can be replaced by H 1 from Remark 2.4. One has (∆ × R) ∩ cl (U ) ⊂ B(0, η) and the functions H and H 1 are equal on B(0, η). The solutions of (1.1) in cl (U ) are those of (2.9). In view of Theorem 2.5, (x 0 , λ 0 ) is a branching point of nontrivial j-solutions of (2.9) iff it is a branching point of nontrivial j-solutions of the equation ∇ x a(x, λ) = 0 in the space E f × R, which means that (x 0 , λ 0 ) is a branching point of nontrivial solutions of (4.1) in the space V × R, where
(E f can be regarded as a subspace of H 1 2π .) Notice that the only solutions of (4.1) in V × R are then j-solutions. The set of trivial solutions and bifurcation points of j-solutions remain the same as in the case of (2.9). Use will be made of Theorem 4.2. According to Lemma 2.2, for every k ∈ N ∪ {0} one has
where IND(x 0 , λ 0 ) is the bifurcation index (2.5). Notice also that if j > r 0 then
(In this case, in view of Theorem 4.2, (x 0 , λ 0 ) is a branching point of nontrivial stationary solutions, which are j-solutions for every j ∈ N ∪ {0}). Furthermore, in view of the assumptions and Corollary 3.5, U contains at most finite number of bifurcation points of nontrivial j-solutions of (2.9) and if (x 0 , λ 0 ) ∈ U is a branching point of nontrivial j-solutions of (2.9) such that
, where h is the homeomorphism from Theorem 2.5. Thus one can find Ω ⊂ V × R satisfying the assumptions of Theorem 4.2 and the condition Σ(x 0 , λ 0 ) ⊂ Ω.
As a consequence of Theorem 4.3 one obtains the next two theorems that will be used in subsequent sections. In the first one it is assumed that (x 0 , λ 0 ) is not a bifurcation point of nontrivial stationary solutions, whereas in the second one such bifurcation is allowed but it is assumed that λ 0 is not a cluster point of Λ 0 (∇ 2 x H(x 0 , ·)), which means that all the points from T (x 0 )\ {(x 0 , λ 0 )} in a neighbourhood of (x 0 , λ 0 ) are nondegenerate (although (x 0 , λ 0 ) can be degenerate). In both cases T (x 0 ) = {x 0 } × R is regarded as the set of trivial solutions, i.e. ∆ = {x 0 } .
and ∇ x H(x 0 , λ) = 0 for some x 0 ∈ R 2n and all λ ∈ R. Assume that λ 0 is an isolated element of the set
x H(x 0 , ·)) for some j ∈ N and (x 0 , λ 0 ) is not a bifurcation point of nontrivial stationary solutions of (1.1). If η j (x 0 , λ 0 ) = 0 then (x 0 , λ 0 ) is a branching point of nonstationary j-solutions of (1.1) and a global bifurcation point of nontrivial j-solutions.
Theorem 4.5. Let H ∈ C 2,0 (R 2n × R, R) and ∇ x H(x 0 , λ) = 0 for some x 0 ∈ R 2n and all
is a global bifurcation point of nontrivial (possibly stationary) j-solutions of (1.1).
Recall that in the case of system (1.2) with linear dependence on parameter the set T = (∇H) −1 ({0}) × (0, +∞) is regarded as the set of trivial solutions. If (x 0 , λ 0 ) is a global bifurcation point of nonstationary j-solutions of (1.2) then C j (x 0 , λ 0 ) denotes the connected component of the closure of the set of nonstationary j-solutions of (1.2) containing (x 0 , λ 0 ). Theorem 4.3 implies the following generalized version of Theorem 4.1.
is a global bifurcation point of nonstationary j-solutions of (1.2). Moreover, if the set
The conclusion of Theorem 4.6 does not seem to follow from Theorem 4.1, since the formula for the sum of bifurcation indices over the branch C(x 0 , λ 0 ) does not imply the formula for the sum of indices over the branch
The results from [29, 30] provide sufficient conditions for global bifurcation of (2π-periodic) solutions of (1.2) and describe unbounded branches of solutions bifurcating from given points. Theorem 4.6 allows to replace that branches by appropriate branches of j-solutions. For example, taking into account Corollary 3.5 and Theorem 4.6 one can generalize Lemma 3.3, Theorem 4.6, and Corollary 5.3 from [30] as follows.
, A, B ∈ S(n, R), where A or B is strictly positive or strictly negative definite. Then for every j ∈ N the set of bifurcation points (x 0 , λ) ∈ {x 0 } × (0, +∞) of nonstationary j-solutions of (1.2) is equal to the set of global bifurcation points of nonstationary j-solutions and equal to
In the above corollary the set C(x 0 , λ 0 ) from Corollary 5.3 in [30] has been replaced by C j0 (x 0 , λ 0 ). Similarly, in the case when (∇H) −1 ({0}) is not a singleton but it is finite, the unbounded branches C(ξ, ) of j-solutions.
Global bifurcation points in multiparameter systems
In this section global bifurcation and symmetry breaking theorems for system (1.1) are proved in the case of arbitrary number k of parameters. To this aim use is made of the bifurcation theorems for the system with one parameter obtained in the previous section.
is called a jth detecting function for system (1.1) provided that the following conditions are satisfied.
( ·) ) is called the 0th detecting function for (1.1). {F j } j∈N∪{0} is said to be a detecting sequence for (1.1) if F j is a jth detecting function for (1.1) for every j ∈ N ∪ {0} .
Remark 5.2. Fix x 0 ∈ R 2n and j ∈ N. Since H is of class C 2,0 and for every λ ∈ R k each eigenvalue ν(λ) of the symmetric matrix Q j (∇ 2 x H(x 0 , λ)) has even multiplicity µ(ν(λ)) (see Remark 2.1), there exist ν 1 , . . . , ν 2n ∈ C(R k , R) such that σ Q j (∇ 2 x H(x 0 , λ)) = {ν 1 (λ), . . . , ν 2n (λ)} and for every i ∈ {1, . . . , 2n} the eigenvalue ν i (λ) occurs 1 2 µ(ν i (λ)) times in the 2n-tuple (ν 1 (λ), . . . , ν 2n (λ)). Then the function F j defined by F j (λ) = ν 1 (λ)·. . .·ν 2n (λ) is a jth detecting function for (1.1). Notice that the mapping R
is nonnegative for every j ∈ N, therefore it cannot be used to detect the change of the Morse index of Q j (∇ 2 x (x 0 , λ)). Now, explicit formulae for detecting functions (exploited in examples in Section 7) will be given in the case when
If C, D ∈ S(n, R) and K ∈ S(2n, R) is of the form
and X ∈ O(4n, R) as follows.
where I ≡ I n .
Lemma 5.3 ([30]
). For every j ∈ N one has (1)
Using Lemma 5.3 one obtains the following.
and fix x 0 ∈ R 2n . Assume that condition (5.1) is satisfied. Define the functions F j : R k → R, j ∈ N ∪ {0} , by the formula
Then {F j } j∈N∪{0} is a detecting sequence for (1.1).
Notice that the functions F j given by (5.2) multiplied by 1 1+j 2 are equal to the functions F j from Remark 5.2.
Clearly, for every j ∈ N, λ ∈ R k the function F j given by (5.2) satisfies the condition
, and let {F j } j∈N∪{0} ⊂ C(R k , R) be a detecting sequence for (1.1). Then for every bounded open set U ⊂ R k the set
is finite. Moreover, every λ 0 ∈ R k has an open neighbourhood U ⊂ R k such that F j (λ) = 0 for every λ ∈ U and every j ∈ N ∪ {0} such that F j (λ 0 ) = 0.
Proof. For every j ∈ N one has Q j (∇ 
Since σ(P ) = {−1, 1} , there exists ε > 0 such that for every T ∈ S(4n, R) with the operator norm T < ε one has σ(P + T ) ∩ (− 2 ) = ∅, hence det(P + T ) = 0. On the other hand,
is finite. Thus for fixed U there exists m ∈ N such that 1 j Z(λ) < ε for every λ ∈ U and j ∈ N, j > m. Consequently, F j (λ) = 0 for every λ ∈ U, j ∈ N, j > m. Now, choose U to be a neighbourhood of λ 0 . Since the set {0, . . . , m} is finite and F 0 , . . . , F m are continuous, one can change U in such a way that also F j (λ) = 0 for every λ ∈ U and every j ∈ {0, . . . , m} such that F j (λ 0 ) = 0.
Let [a] denote the integer part of a ∈ R. One can use the following lemma to find all the functions F j vanishing in a neighbourhood of given λ 0 ∈ R k in the case of systems satisfying condition (5.1).
Lemma 5.6. Let the assumptions of Lemma 5.4 be satisfied. Fix λ 0 ∈ R k and set (5.3). Application of Lemma 5.5 completes the proof.
Then there exists an open neighbourhood
The following assumptions are used in the reminder of this paper.
is a detecting sequence for (1.1).
The set T (x 0 ) = {x 0 } × R k is regarded as the set of trivial solutions of (1.1). In some theorems it is assumed additionally that for given λ ∈ R k the following conditions are satisfied. (E1(x 0 , λ)) There exists a neighbourhood W ⊂ R 2n × R k of (x 0 , λ) such that
is not a bifurcation point of nontrivial stationary solutions of (1.1)),
Remark 5.7. If conditions (H1)-(H3) are satisfied then Lemma 3.4 and Corollary 3.5 can be formulated in terms of the functions F j , since for every j ∈ N ∪ {0} , λ 0 ∈ R k one has
In what follows λ 0 ∈ R k is fixed. Continuous curve in R k means any subset of R k homeomorphic to R. A submanifold of R k is called a manifold and the tangent space to such a manifold is regarded as a linear subspace of R k .
Theorem 5.8. Let conditions (H1)-(H3), (E1(x 0 , λ 0 )), and (E2(x 0 , λ 0 )) be satisfied. Assume that M ⊂ R k is a continuous curve and λ 0 ∈ M is an isolated element of the set
for some j ∈ N. If the restriction of F j to M changes its sign at λ 0 then (x 0 , λ 0 ) is a branching point of nonstationary j-solutions of (1.1) and a global bifurcation point of nontrivial j-solutions.
Proof. Let ϕ : R → M be a parametrization of M such that ϕ(0) = λ 0 and let H 1 : R 2n × R → R be the Hamiltonian defined by H 1 (x, s) = H(x, ϕ(s)). It suffices to prove the conclusion for H 1 and (
Since F j is a jth detecting function and its restriction to M changes its sign at λ 0 , one has
. Thus η j (x 0 , 0) = 0, which implies that (x 0 , 0) is a branching point of nonstationary j-solutions and a global bifurcation point of nontrivial j-solutions, according to Theorem 4.4.
Theorem 5.9. Let conditions (H1)-(H3) be satisfied. Assume that M ⊂ R
k is a continuous curve and λ 0 ∈ M is an isolated element of the set
for some j ∈ N ∪ {0} . If the restriction of F j to M changes its sign at λ 0 then (x 0 , λ 0 ) is a global bifurcation point of nontrivial (possibly stationary) j-solutions of (1.1).
Proof. Choose the parametrization ϕ and the modified Hamiltonian H 1 as in the proof of Theorem 5.8. By the assumption there exists ε > 0 such that F 0 (ϕ(s)) = 0 for s ∈ [−ε, ε]\ {0} . If the restriction of F 0 to M changes its sign at λ 0 then
hence (x 0 , 0) is a global bifurcation point of nontrivial stationary solutions, which are j-solutions for every j ∈ N. Thus one can assume that the restriction of F 0 to M does not change its sign at λ 0 (in particular, j = 0). Then one has
, and
Thus η j (x 0 , 0) = 0, similarly as in the proof of Theorem 5.8.
Note that if L is a one dimensional linear subspace of R k such that L ⊂ T λ0 Γ then the restriction of F to the straight line L λ0 = λ 0 + L has an isolated zero at λ 0 and changes its sign at λ 0 .
In view of Remark 5.10, the next two theorems follow from Theorems 5.8 and 5.9 for
Theorem 5.11. Let conditions (H1)-(H3), (E1(x 0 , λ 0 )), and (E2(x 0 , λ 0 )) be satisfied. Assume that F j (λ 0 ) = 0 for some j ∈ N. If for all l ∈ X + j (λ 0 ) the functions F lj are of class C 1 in a neighbourhood of λ 0 and ∇F lj (λ 0 ) = 0 then (x 0 , λ 0 ) is a branching point of nonstationary j-solutions of (1.1) and a global bifurcation point of nontrivial j-solutions.
Theorem 5.12. Let conditions (H1)-(H3) be satisfied. Assume that F j (λ 0 ) = 0 for some j ∈ N ∪ {0} . If for all l ∈ X j (λ 0 ) the functions F lj are of class C 1 in a neighbourhood of λ 0 and ∇F lj (λ 0 ) = 0 then (x 0 , λ 0 ) is a global bifurcation point of nontrivial (possibly stationary) j-solutions of (1.1).
In view of Lemma 3.4 and Remark 5.7 one obtains the following two pairs of corollaries to Theorems 5.11 and 5.12, concerning symmetry breaking. First consider the case of only one type of solutions in a neighbourhood of (x 0 , λ 0 ). 0 , λ 0 ) ), and (E2(x 0 , λ 0 ))) be satisfied. Fix j ∈ N. If F j is of class C 1 in a neighbourhood of λ 0 , F j (λ 0 ) = 0, ∇F j (λ 0 ) = 0, and F l (λ 0 ) = 0 for all l ∈ N, l = j, then (x 0 , λ 0 ) is a global bifurcation point of nontrivial j-solutions of (1.1). Moreover, it is a branching point of nonstationary solutions with the minimal period 2π j , but it is not a symmetry breaking point.
Corollary 5.13. Let conditions (H1)-(H3), (E1(x
Corollary 5.14. Let conditions (H1)-(H3) be satisfied. Fix j ∈ N ∪ {0} . If F j is of class C 1 in a neighbourhood of λ 0 , F j (λ 0 ) = 0, ∇F j (λ 0 ) = 0, and F l (λ 0 ) = 0 for all l ∈ N ∪ {0} , l = j, then (x 0 , λ 0 ) is a global bifurcation point of nontrivial j-solutions of (1.1). Moreover, it is is a branching point of nonstationary solutions with the minimal period 2π j if j ∈ N, and nontrivial stationary solutions if j = 0, but it is not a symmetry breaking point.
The assumption of the next two corollaries, in which symmetry breaking occurs, imply that j 1 and j 2 are relatively prime. 0 , λ 0 ) ), and (E2(x 0 , λ 0 )) be satisfied. Fix j 1 , j 2 ∈ N and assume that for i = 1, 2 the functions F ji are of class C 1 in a neighbourhood of λ 0 , F ji (λ 0 ) = 0, ∇F ji (λ 0 ) = 0, and F lji (λ 0 ) = 0 for all l ∈ N, l ≥ 2. Then (x 0 , λ 0 ) is a symmetry breaking point. Namely, it is a branching point of nonstationary solutions of (1.1) with the minimal period 2π j1 and solutions with the minimal period 2π j2 . Moreover, it is a global bifurcation point of nontrivial j 1 -solutions and j 2 -solutions.
Corollary 5.15. Let conditions (H1)-(H3), (E1(x
Corollary 5.16. Let conditions (H1)-(H3) be satisfied. Fix j 1 , j 2 ∈ N and assume that for i = 1, 2 the functions F ji are of class C 1 in a neighbourhood of λ 0 , F ji (λ 0 ) = 0, ∇F ji (λ 0 ) = 0, and F lji (λ 0 ) = 0 for all l ∈ N ∪ {0} , l = 1. Then (x 0 , λ 0 ) is a symmetry breaking point. Namely, it is a branching point of nonstationary solutions of (1.1) with the minimal period 2π j1 and solutions with the minimal period 2π j2 . Moreover, it is a global bifurcation point of nontrivial j 1 -solutions and j 2 -solutions.
The structure of the set of bifurcation points
In this section the results from Section 5 and [34, 35] are applied to the description of the structure of the set of bifurcation points of solutions of (1.1).
Let Bif(x 0 ) and GlBif(x 0 ) be the sets of those λ ∈ R k for which (x 0 , λ) is, respectively, a bifurcation point and a global bifurcation point of nontrivial solutions of (1.1). Similarly, for every j ∈ N ∪ {0} let Bif j (x 0 ) and GlBif j (x 0 ) denote the sets of those λ ∈ R k for which (x 0 , λ) is, respectively, a bifurcation point and a global bifurcation point of nontrivial j-solutions of (1.1). Finally, for every j ∈ N ∪ {0} let the subsets Bif λ) is, respectively, a bifurcation point and a branching point of nonstationary solutions of (1.1) with the minimal period 2π j if j ∈ N, and nontrivial stationary solutions if j = 0. Let
As it is shown in the subsequent part of this paper, Theorems 6.1-6.4 bellow provide a constructive description of the set of bifurcation points of solutions of (1.1) which can be used both to obtain qualitative results by applying theorems of real algebraic geometry as well as in numerical computations for finding all bifurcation points in given domain. Notice that the existence of the neighbourhood U of λ 0 is ensured by Lemma 5.5.
Theorem 6.1. Let assumptions (H1)-(H3) be fulfilled and let U ⊂ R
k be an open neighbourhood of λ 0 ∈ R k such that the conditions (E1(x 0 , λ)), (E2(x 0 , λ)), and F m (λ) = 0 are satisfied for every λ ∈ U and m ∈ N\X
, are of class C 1 in U then the following conclusions hold
(2) For every j ∈ X + (λ 0 ) one has
Proof. If X + (λ 0 ) = ∅ then Bif(x 0 )∩U = ∅, in view of Corollary 3.5 and Remark 5.7. Assume that X + (λ 0 ) = ∅. Conclusion (1) follows from assertion (2), Corollary 3.5, and Remark 5.7. To prove assertion (2) observe that
, are pairwise disjoint.) Thus Corollary 5.13 with λ 0 replaced by λ implies that (x 0 , λ) ∈ GlBif min j (x 0 ) and (x 0 , λ) is not a symmetry breaking point. Now turn to assertion (3) . Notice that conclusion (2) implies that (x 0 , λ) is a bifurcation point of solutions with the minimal period 2π j0 as a cluster point of such bifurcation points. It remains to show that λ ∈ GlBif j0 (x 0 ). (One cannot use Corollary 5.13, since ∇F (λ) = 0). In view of the curve selection lemma for semianalytic sets there exists a continuous curve M such that λ is an isolated element of F −1 ({0}) ∩ M and the restriction of F j0 to M changes its sign at λ. Consequently, according to Theorem 5.8, (x 0 , λ) is a global bifurcation point of j 0 -solutions.
Applying Corollary 5.14 and Theorem 5.9 instead of Corollary 5.13 and Theorem 5.8 one obtains the following theorem in which bifurcation of nontrivial stationary solutions is allowed.
Theorem 6.2. Let assumptions (H1)-(H3) be fulfilled and let
If the functions F in Theorems 6.1 and 6.2 do not satisfy the assumptions of that theorems, one can restrict the discussion to the set of bifurcation points of j-solutions for some fixed j, which leads to the following two theorems.
Theorem 6.3. Let assumptions (H1)-(H3) be fulfilled and let U ⊂ R
k be an open neighbourhood of λ 0 ∈ R k such that the conditions (E1(x 0 , λ)), (E2(x 0 , λ)), and F mj (λ) = 0 are satisfied for some fixed j ∈ N and all λ ∈ U, m ∈ N\X 
Theorem 6.4. Let assumptions (H1)-(H3) be fulfilled and let
respectively, which makes that theorems independent from λ 0 .
Now the results from [34, 35] denote, respectively, the closed disk and the sphere in R k centred at the origin with radius r > 0. Definition 6.6. A mapping F : R k → R is called admissible if it is analytic and 0 ∈ R k is an isolated singular point of F −1 ({0}), i.e. it is an isolated element of the set
Consider first the case of two parameters (k = 2).
Set h(g, F ) := (Jac(g, F ), F ) : R 2 → R 2 (see [34] ), where Jac(g, F ) : R 2 → R is the Jacobian of the mapping (g, F ) : R 2 → R 2 . Applying Theorem A.1, Corollary A.2 (see Appendix A), and Lemma 5.5 one obtains the following two corollaries to Theorems 6.1 and 6.2. Determining the numbers b + (g, F ) i b − (g, F ) in these corollaries allows to localize the curves forming the set of bifurcation points (see for example Corollary A.3). Note that assumptions (E1(x 0 , 0)) and (E2(x 0 , 0)) in Corollary 6.8 (and in Corollary 6.11) imply that conditions (E1(x 0 , λ)) and (E2(x 0 , λ)) are satisfied for every λ from a neighbourhood of the origin. Corollary 6.8. Let conditions (H1)-(H3), (E1(x 0 , 0)), and (E2(x 0 , 0)) be satisfied for k = 2, and let
F j and assume that F, F j , j ∈ X + (0), are admissible and g + is a nonnegative test function for F. Then for every sufficiently small r > 0 the following conclusions hold.
(1) Each of the sets GlBif(
, is a union of even (possibly zero) number of disjoint analytic curves, each of which meets the origin and crosses S 1 r transversally in one point. The number of those curves, equal to b(F ) and b(F j ), respectively, is determined by formula (A.2) in Corollary A.2. If the number of the curves is nonzero then 0 ∈ GlBif(x 0 ). (2) If g is an arbitrary test function for F then the number of those curves forming
is a symmetry breaking point. 
Szafraniec [35] proved theorems which can be used to verify whether F is Morse on small spheres and gave formulae for n ± (F ), p ± (F ) written in terms of local topological degree of mappings defined explicitly by using F.
Notice that if n µ (F ) · p ν (F ) = 0 for some µ, ν ∈ {+, −} then F has zeros on S F j and assume that F, F j , j ∈ X + (0), are admissible and Morse on small spheres. Then for every sufficiently small r > 0 the following conclusions hold.
(1) If n µ (F ) · p ν (F ) = 0 for some µ, ν ∈ {+, −} then the set GlBif(x 0 ) ∩ D k r is a topological cone with vertex at the origin and base
is a topological cone with vertex at the origin and base F −1
0) and some µ 1 , ν 1 , µ 2 , ν 2 ∈ {+, −} then (x 0 , 0) is a symmetry breaking point. The above corollaries allow to use the formulae for n ± (F ), p ± (F ) given in [35] to detect symmetry breaking points. The results from [35] can be also used to investigate the number of the cones from the above corollaries.
Examples
In this section the results from Section 6 are applied to examples of system (1.1) with two and three parameters. Symbolic computations of topological indices have been performed by using Lȩcki's program based on an algorithm described in [12, 23] . Other symbolic computations (solving polynomial equations, estimates, etc.) have been carried out by using Maple. The graphs of curves and surfaces forming the sets of zeros of detecting functions (which are proved to be bifurcation points of given systems) in prescribed area have been obtained by using Endrass' program surf [13] .
Recall that D k r denotes the closed disc in R k centred at the origin with radius r > 0. Remark 7.2. Let U ⊂ R k be a bounded open neighbourhood of λ 0 ∈ R k and let F : R k → R be a continuous function. In the aim of proving that λ 0 is the only zero of F in cl (U ) it suffices to prove that λ 0 is the only solution in R k of the equation
where h : R k → R is a continuous function such that h(λ 0 ) = 0, h(λ) = 0 for every λ ∈ ∂U, h(λ) > 0 for every λ ∈ Int (U ) \ {λ 0 } , and h(λ) < 0 for every λ ∈ R k \cl (U ) . If cl (U ) is a closed disc centred at λ 0 with radius r > 0 then one can exploit the function h of the form
where p, q ∈ N.
Remark 7.3. In the next two examples, the functions g i : R 2 → R, i = 1, . . . , 4, are defined by [20] ). If F : R 2 → R is an admissible mapping which has no zeros on the coordinate axes in a neighbourhood of the origin (e.g. if F (·, 0) and F (0, ·) are polynomials of nonzero degree) then g i , i = 1, . . . , 4, are test functions for F, since the roots of g i lie on the coordinate axes. For such an F the symbol b i (F ) denotes the number of components of In all examples use is made of the functions F j defined by (5.2). Those of the functions F j , j ∈ N ∪ {0} , defined by (5.2), which vanish at (0, 0) ∈ R 2 are F 0 , F 3 , and F 5 , hence X + (0) = {3, 5} (see also Lemmas 5.5, 5.6) . One has Use will be made of Theorems 6.1, 6.3, and Corollary 6.8 (see also Remark 6.10). Theorems 6.2, 6.4, and Corollary 6.9 cannot be applied, since F 0 = 0, which means that all the points (x 0 , λ), λ ∈ R 2 , are degenerate. Observe that conditions (E1(0, λ)) and (E2(0, λ)) are satisfied for every λ ∈ U := (−0.31, 0.31) 2 . (At the moment only assumptions (E1(0, 0)) and (E2(0, 0)) are needed, as in Corollary 6.8.) Indeed. An appropriate estimate for the function P shows that for every λ ∈ (−0.31, 0.31) 2 and every v ∈ R 6 \ {0} the function [0, +∞) c → P (cv, λ) is strictly increasing (in particular, P (·, λ) has a strict local minimum at 0 ∈ R 6 ). On the other hand, Q has a minimum at 0 ∈ R 6 and it does not depend on λ. Thus there exists ε > 0 such that ∇ x H(x, λ) = 0 for every 0 < |x| < ε, λ ∈ (−0.31, 0.31) 2 . Consequently, for every λ ∈ (−0.31, 0.31) 2 condition (E1(0, λ)) is fulfilled and the function H(·, λ) has a strict local minimum at 0 ∈ R 6 , hence i (∇ x H(·, λ), 0) = 1 = 0 (see [2] ). Symbolic computations show that (0, 0) ∈ R 2 is an isolated singular point of the functions F 3 , F 5 , and F = F 3 · F 5 . Thus they are admissible and, according to Remark 7.3, g i , i = 1, . . . , 4, are test functions for them. Furthermore,
2) which has been checked by using Lȩcki's program. It follows from Theorems 6.1, 6.3 and Corollary 6.8 (for g + = g 1 ) that for every sufficiently small r > 0 the following equalities hold. To localize the curves in the quarters of the plane Corollary A.3 will be used. Application of Lȩcki's program yields
Taking into account (7.2), (7.4), and Corollary A.3 one obtains
The following results of additional symbolic computations and estimates ensure that the above conclusions concerning bifurcation points in {0} × D 2 r hold for every r ≤ 0.3. One has F j (λ) = 0 for every j ∈ N\ {3, 5} , λ ∈ U := (−0.31, 0.31)
2 . The origin is the only singular point of F 3 , F 5 , and F = F 3 · F 5 in U. The sets of zeros of F 3 , F 5 restricted to D One can summarize the above results as follows. The set of bifurcation points in {0}×D 2 r , r = 0.3, is equal to the set of global bifurcation points in this domain and consists of six curves, for which the origin is the only common point. Apart from the origin four curves (one curve in each quarter) consist of branching points of solutions with the minimal period 2 3 π (and only such solutions), whereas two curves (one curve in the first quarter and one curve in the fourth quarter) consist of branching points of solutions with the minimal period 2 5 π (and only such solutions). The origin is a branching point of solutions with the minimal periods 2 3 π and solutions with the minimal period 2 5 π (and only such solutions). In particular, the origin is a symmetry breaking point.
Example 7.5. Consider the Hamiltonian H : R 6 × R 2 → R defined by the formula
where H satisfies conditions (H1)-(H3) for k = 2 and x 0 = 0 ∈ R 6 . Notice that in this case x 0 = 0 ∈ R 6 is an isolated critical point of H(·, 0), it is degenerate, and i (∇ x H(·, 0), 0) = 0.
First the set of bifurcation points in {0} × D 2 r will be described for sufficiently small r > 0 and then it will be shown that the conclusions hold for every r ≤ 0.3.
One has Use will be made of Theorems 6.2, 6.4, and Corollary 6.9 (see also Remark 6.10). Theorems 6.1, 6.3, and Corollary 6.8 are not suitable in this case. (It will be shown that the origin is a bifurcation point of nontrivial stationary solutions.)
Those of the functions F j , j ∈ N ∪ {0} , defined by (5.2), which vanish at (0, 0) ∈ R 2 are F 0 , F 2 , and F 3 , hence X(0) = {0, 2, 3} (see also Lemmas 5.5, 5.6). One has r contains the origin. Theorems 6.2 and 6.4 have been also applied to find bifurcation points in {0}×D 2 r , r = 0.3, numerically as zeros of the functions F j , according to formulae (7.7)-(7.9), which has been performed by using the program surf and presented on Figure 2 . The earlier conclusions ensure that the number of curves on Figure 2 , their localization, and their relative position do not change when passing to a smaller scale.
The above results can be summarized as follows. The set of bifurcation points in {0}×D 2 r , r = 0.3, is equal to the set of global bifurcation points in this domain and consists of fourteen curves, for which the origin is the only common point. Apart from the origin four curves (one curve in each quarter) consist of branching points of nontrivial stationary solutions (and only such solutions), six curves (one curve in the first quarter, three curves in the second quarter, and two curves in the fourth quarter) consist of branching points of solutions with the minimal period π (and only such solutions), and four curves (two curves in the second quarter and two curves in the third quarter) consist of branching points of solutions with the minimal period 2 3 π (and only such solutions). The origin is a symmetry breaking point, since it is a bifurcation point of stationary solutions, solutions with the minimal periods π, and solutions with the minimal period 2 3 π (as a cluster point of branching points of such solutions). The origin is also a global bifurcation point of stationary solutions, 2-solutions, and 3-solutions. However, it has not been proved that it is a branching point of solutions with the minimal periods π and and Q ∈ C 2 (R 6 , R) is the same as in Example 7.4, i.e. it has a local minimum at the origin and ∇ 2 Q(0) = 0, see (7.1) for instance. H satisfies conditions (H1)-(H3) for k = 3 and x 0 = 0 ∈ R 6 . The set of bifurcation points in {0} × D Those of the functions F j , j ∈ N ∪ {0} , defined by (5.2), which vanish at (0, 0, 0) ∈ R 3 are F 0 , F 4 , and F 7 , hence X + = {4, 7} . One has F 0 (λ 1 , λ 2 , λ 3 ) ≡ 0, 
