Abstract-This study presents a progressive FastICA peel-off (PFP) framework for high-density surface electromyogram (EMG) decomposition. The novel framework is based on a shift-invariant model for describing surface EMG. The decomposition process can be viewed as progressively expanding the set of motor unit spike trains, which is primarily based on FastICA. To overcome the local convergence of FastICA, a peel-off strategy, i.e., removal of the estimated motor unit action potential trains from the previous step, is used to mitigate the effects of the already identified motor units, so more motor units can be extracted. A constrained FastICA is applied to assess the extracted spike trains and correct possible erroneous or missed spikes. These procedures work together to improve decomposition performance. 
I. INTRODUCTION
T HE ELECTROMYOGRAM (EMG) signal is the algebraic summation of motor unit action potential (MUAP) trains from different active motor units within electrode recording range. The motor unit is the smallest organizational and functional element of the neuromuscular system and provides a fundamental framework for investigation of neuromuscular control. EMG decomposition involves breaking down the multiunit EMG signal into the contributions of the underlying MUAP trains. EMG decomposition makes it possible to estimate MUAP waveforms, which can be used to detect characteristic changes associated with particular neuromuscular diseases (through quantitative MUAP analysis [1] ). EMG decomposition also provides timing information of motor unit discharges, making it possible to examine the behavior of individual motoneurons in the human central nervous system (through monitoring motor unit recruitment and discharge rate). Such information leads to an understanding of neural control strategies prevailing in normal conditions, as well as their alterations in pathological conditions.
Since the concept of EMG decomposition arose during the early 1970s, a series of computer-based decomposition studies has been reported, including studies by De Luca et al. [2] - [5] ; Stashuk et al. [6] - [9] ; McGill et al. [10] - [13] ; and different investigators [14] - [19] (refer to [20] for a comprehensive review). These studies were mainly based on intramuscular EMG recordings using selective indwelling electrodes. For intramuscular EMG, the MUAPs from different motor units tend to have distinctive spikes that remain relatively constant from discharge to discharge. Therefore, morphological information of the MUAP waveforms can be used to sort action potentials from different active motor units. Tremendous efforts have been focused on separating the waveforms generated by the superposition of several MUAP spikes. The timing information of motor unit discharge can be helpful during this process [12] .
In contrast to the many studies on intramuscular EMG decomposition, there have been fewer attempts reported regarding decomposition of surface EMG, which will do much to overcome the disadvantages (such as pain and risk of infection) of invasive indwelling EMG recording. This is primarily due to the heavy MUAP superposition routinely existing in surface EMG signals. Furthermore, the volume conductor effects of skin and subcutaneous body tissues can cause surface MUAP shapes from different motor units to be less distinguishable than in intramuscular recordings [21] . All of these make surface EMG decomposition a very challenging task, especially at relatively high force levels.
In the past decade, significant advances in both surface EMG recording and processing techniques have greatly promoted the development in surface EMG decomposition [22] - [27] . In particular, the design of high-density surface EMG electrode arrays (which comprises a number of tiny electrode probes with small interprobe distance) provides spatial information to supplement temporal information for motor unit discrimination. These arrays make it feasible to extract single motor unit activity from surface EMG at very low force levels with two-dimensional template matching methods [28] , [29] . More complicated multiple channel signal processing techniques were also proposed for high-density surface EMG decomposition [30] - [35] . For example, among these efforts (with high-density surface EMG), a most distinguished achievement was by Holobar and colleagues, who developed decomposition methods based on convolution kernel compensation (CKC) [26] , [36] - [38] , which allowed extraction of a number of simultaneously discharged motor units from high-density surface EMG.
Independent component analysis (ICA) was among the early efforts for high-density surface EMG decomposition, but it met with only limited success (i.e., limited to extraction of a very small number of motor units) [31] - [34] . This is primarily due to the fact that ICA algorithms addressing an instantaneous mixing model are not most appropriate for decomposition of high-density surface EMG [39] . In the current study, we propose a novel progressive FastICA peel-off (PFP) framework, which can overcome the limitations of the previously used ICA methods for high-density surface EMG decomposition. The performance of the proposed method was assessed by both simulated and experimental high-density surface EMG signals. The results demonstrate that the framework can successfully extract activity of a number of simultaneously discharged motor units from high-density surface EMG.
II. METHODS

A. Introduction of FastICA
On account of its high convergence speed (at least quadratic convergence) and ease of use (no need to set the step-size parameter), FastICA is one of the most popular and effective methods to solve problems in blind source separation. This technique measures non-Gaussianity as a separation criterion using negentropy to find the independent sources from their mixtures. As introduced in [40] and [41] , negentropy of a random variable with zero mean and unit variance can be approximated with nonpolynomial functions, as follows: (1) where is a nonquadratic function (a default use can be ), and is a standard normal random variable.
For the prewhitened signal , to find one independent component , the following optimization problem needs to be solved: (2) Then, an updating rule based on a fixed-point algorithm is presented as follows (refer to [40] for details):
In order to reduce the accumulation of errors, a parallel version using a symmetric orthogonalization step to replace the normalization step in (3) can handle independent components in the same time, illustrated as follows: (4) where .
B. Data Model
A shift-invariant model can be used to describe multichannel surface EMG signal [36] . If MUAP waveforms from different active motor units remain constant for a specific channel, the signal of this channel can be viewed as a sparse combination of these waveforms. Assuming active motor units recorded by surface electrodes , the signal on each channel can be described as (5) where stands for the waveform of the th motor unit in the th channel, and is the length of the waveform. is a binary variable (i.e., either 0 or 1) that indicates whether the th motor unit discharges at a specific time . is the th discharge time of the th motor unit, and represents Dirac Delta function. It is assumed that for . represents the additive whitezero-mean Gaussian noise in the th channel.
Note that (5) is a convolution model. To facilitate application of FastICA, we can use a "convolution to linearization" strategy to express (5) as a matrix form [41] . Define the following extended vectors:
where is a proper delay. Then, the convolutive mixing model can be written as (6) where is a matrix containing all the waveform coefficients in a proper order (for details, please refer to [36] ).
C. Application of FastICA
After expressing (5) in the form of (6), it would be appropriate to apply FastICA. It should be noted that the output of FastICA is actually a filtering result of all the channel signals and their delays. Therefore, the waveforms do not necessarily convey physiologically meaningful information the way the MUAP waveforms themselves do. The primary aim of this step is to obtain the discharge time information of the different motor units (i.e.,
in (5)) from the outputs of FastICA.
D. Peel-Off Strategy With Estimation of MUAP Waveforms
FastICA usually converges to local solutions. In EMG decomposition, some solution regions are relatively small and difficult to be found, particularly given random initialization. Although the orthogonalization steps in FastICA can help avoid repeating the same solutions, such processing is not sufficient for extracting a higher number of motor units.
Mitigating the influence of the already identified MUAP trains (i.e., those easily convergent solutions with FastICA) turns out to be helpful for extracting more motor units. Therefore, it is important to estimate the MUAP waveforms with the identified spike trains (from FastICA) and subtract them from the original signal. Then, the residual signal can be further processed with FastICA. Such a "peel off" strategy helps extract more motor units. The MUAP waveform estimation process is introduced below.
For simplicity, considering only one channel in (5)
Without loss of generality, suppose we have obtained ( ) spike trains of different motor units: ( ). In order to estimate the waveforms of these motor units in this channel, a straightforward approach is to solve the following least squares problem [42] : (8) where denotes the vector containing all the sample points of , is a vector containing all the waveforms of motor units, and is the vector containing the full content of across time and the motor units. denotes a vector of the same size with , formed by convolving with for each motor unit and then summing across the motor units. The analytical solution can be expressed as [42] ( 9) where is a matrix formed by all the elements of , which satisfies .The solution contains the best estimation of MUAP waveforms from motor units in the least squares sense. Then, the residual signal (i.e., ) can be obtained.
E. Constrained FastICA for Assessment of Spike Trains
To ensure the decomposition performance of the peel-off strategy, two issues need to be considered. First, we should verify that the spike trains from the residual signal are not "fake" spike trains induced by cumulative errors. Instead, they are valid independent components corresponding to active motor units. Second, for each of the already confirmed valid spike trains, we should double-check that its discharge times are complete and accurate. This is particularly important for reliable estimation of MUAP waveforms to be subtracted. Therefore, for each valid spike train, a procedure is required to correct erroneous or missed spikes. Such spikes may be induced by noise or estimation error (particularly when processing residual signals).
We propose the use of constraint FastICA [43] , [44] to address the above two issues. In more details, we can use a candidate spike train as a constraint to drive FastICA processing of the original signal to converge toward an independent component mostly similar to the spike train. If the constrained FastICA fails to achieve this, it is assumed that the candidate spike train under testing is not valid (and therefore rejected). For the validated spike train, we further compare its discharge times with the constrained FastICA output (which usually contains more definite information), and update the spike train by correcting erroneous or missed spikes. For elusive spikes, this process can be repeated to help decision making.
Compared with FastICA, the optimization problem of the constrained FastICA [43] , [44] can be expressed as follows:
For the prewhitened data ,
where is a measure of closeness between output and reference signal in the sense of correlation. In our case, is a spike train to be assessed, and ( ) is a preset lower bound of the optimum correlation. Since the constraint can be dealt with separately, it can be removed from the constraints.
The above problem can be solved by an augmented Lagrangian function, as follows: (11) where and are Lagrange multipliers, and is penalty factor. The Newton-like learning gradient can be used directly to update [44] : (12) Note that has been canceled, which simplifies the algorithm structure, facilitating its easy use.
F. Decomposition Framework
Given the above, the PFP framework for high-density surface EMG decomposition can be summarized below.
Let represent the original signal, and represent the residual signal. At the beginning, set .
Step 1. Express in a proper extended form.
Step 2. Apply FastICA on extended to extract nonrepetitive spike trains. If no new results emerge, go to
Step 5.
Step 3. For each spike train obtained in Step 2, apply constrained FastICA on (also applied to the extended form) using the spike train as a reference signal to test the reliability and correct possible erroneous or missed spikes. Store the reliable spike trains to the set . If no reliable spike trains emerge, go to
Step 4. For each channel of , use all of the spike trains belonging to to estimate the MUAP waveforms, which are used to update residual signal . Then, go to Step 1.
Step 5. Output , and the algorithm ends.
G. Tips for Framework Implementation
Since our algorithm is not completely automatic, below we provide some suggestions or tips on setting or adjusting relevant parameters.
1) Tip 1 (On the Output Number of FastICA):
The whole framework is indeed a deflationary process. However, in order to reduce the accumulation of errors and accelerate the process of decomposition, we use a symmetric version of FastICA (i.e., (4)), which can handle independent components in the same time. At the beginning, we can set the output number to be a relatively large value (such as 10), and then it can be decreased in the subsequent period to search for more accurate solutions (note that when , (4) will degenerate to (3)).
2) Tip 2 (On the Delay Factor ):
In FastICA, we can set to be a relatively large value (e.g., the sample length corresponding to 2-4 ms) at the beginning and then gradually reduce it during the process because the residual signal tends to be more and more whitened. A large value will facilitate precise estimate of the outputs, but meanwhile impose calculation cost and convergence difficulty. In constrained FastICA as a test tool, we set to be a larger value (default value 15 ms).
3) Tip 3 (On the Lower Bound of the Correlation Coefficient in the Constrained FastICA):
It can be difficult to estimate how much the optimum correlation coefficient should be. For robustness, can be set close to 1 in the beginning and then gradually decrease (e.g., in each iteration, it can be multiplied by 0.97, or by other proper approaches).
4) Tip 4 (On the Length of the Waveform ):
Note that there may be a little time shift between the estimated and actual spike trains (associated with the delay factor ). In order to accurately implement the peel-off step, the spike trains extracted from FastICA should be shifted back a short period (usually 5-10 ms). Meanwhile should be slightly longer than the real waveform duration ( can be usually set to be 25-40 ms, depending on the preset time shift).
5) Tip 5 (On the Thresholds Used to Extract Spike Trains From the Outputs of FastICA):
This threshold needs manual adjustment. Taking advantage of the orthogonalization step in the FastICA (which implies ), we can set the threshold to be a relatively uniform value. In this study, the absolute values of the thresholds were usually set between 3 and 5. The values were slightly adjusted depending on specific circumstances.
6) Tip 6 (Toward More Automatic Threshold Setting for Spike Train Extraction From FastICA Outputs):
A nonlinear energy operator (NEO) [45] , defined as , can be used to facilitate automatic threshold setting. NEO processing can result in signals with positive and more conspicuous or striking spikes. Therefore, it is an appropriate tool for spike detection and consequently reducing the uncertainty of threshold setting. After the NEO processing, we recommend applying an adaptive threshold algorithm or alternatively setting the threshold as mean 2 3 SD (standard deviation) of the spike sequences to extract spike trains from the outputs of FastICA.
III. PERFORMANCE EVALUATION WITH SIMULATED SIGNALS
A. Surface EMG Simulation
Our surface EMG simulation primarily relies on a motoneuron pool model [46] describing motor unit recruitment and discharge patterns and a surface EMG model [47] describing MUAP waveforms from different motor units. The different components for this simulation are briefly presented below.
1) MUAP Simulation:
The simulation of MUAPs was mainly based on a tripole model as described in [47] , and the generation and extinction of the action potentials at the fiber end-plate and tendon were also considered. A cylindrical muscle with a radius of 8 mm was simulated. The thickness of fat and skin layers was set to be 2.5 mm, but for simplicity their volume conductor effects were not considered in the simulation. There were approximately 70 000 muscle fibers from 120 motor units distributed in parallel within the muscle. The fibers of each motor unit were randomly scattered in a circular territory, with a density of approximately 20 fibers/mm (can be higher with muscle boundary). Following an exponential function, the number of muscle fibers per motor unit or the motor unit territory was simulated to have a wide range (resulting in a 100-fold range of twitch force as simulation in [46] ). The muscle conduction velocity was correlated to the diameter of fibers as described in [48] . Other parameters primarily followed [46] - [48] , as summarized in Table I .
2) Motor Unit Recruitment and Discharge Patterns: The distribution of motoneuron or motor unit recruitment thresholds was modeled by an exponential function [46] . Therefore, many motor units had low thresholds, and few had relatively high thresholds. Each motor unit discharged at 8 Hz once excitation exceeded its recruitment threshold. The peak discharge rate was 25 Hz for the first (lowest threshold) motor unit and 35 Hz for the last (highest threshold) one. The last motor unit was recruited at 50% maximal excitation. The firing rate of each motor unit increased linearly with the excitation level until the peak value was reached. In [46] , different motor unit discharge patterns were simulated (including those following or violating the "onion-skin" phenomenon). For evaluation of our decomposition framework, this is not a critical issue. Therefore, only one motor unit discharge pattern was used. Three excitation levels (2.7%, 10%, and 20% maximum excitation) were simulated, which corresponded to 30, 70, and 91 active motor units. For a 64-channel recording system (as mentioned in the next paragraph), the three excitation levels provided an opportunity to model and examine different situations in terms of the number of sources and the number of available observations, namely over-determined, mildly underdetermined, and seriously underdetermined situations.
3) Surface EMG and Recording Configuration: For each excitation level, a 10 s contraction was simulated. The excitation level increased from 0 to a specific excitation level in the first 2 s, remained constant for 7 s, and decreased to 0 in the last 1 s. The inter-spike intervals (ISI) for each motor unit were simulated as a random process with a Gaussian probability function. The simulated surface EMG was recorded by a 64-channel surface electrode array (arranged in 8 by 8 channels, with an interelectrode distance of 4 mm for both horizontal and vertical directions). The electrode array was placed with its columns aligned parallel to the muscle fiber direction and its center electrodes located approximately over the innervation zones. The simulated signals were recorded at a sampling rate of 2 kHz per channel. Different SNRs ranging from 0, 10, and 20 dB were also simulated with additive zero-mean Gaussian noise (spatially independent). For each condition, five trials of simulation were performed. Thus, a total of 45 surface EMG signals were simulated for decomposition performance evaluation (3 excitation levels 3 SNR levels 5 trials).
B. Evaluation Criteria
In order to assess decomposition performance, the decomposition Recall and Precision were calculated as follows [49] :
where TP (true positives) denotes the number of correctly identified discharges for the th motor unit, FN (false negatives) is the number of unidentified discharges, and FP (false positives) is the number of misplaced discharges.
Note that there may be a slight time shift between the true spike trains and the estimated ones. A cross-correlation function can be used to facilitate their coupling. First, calculate the following parameters: (14) where represents the cross-correlation function. is the maximum cross-correlation coefficient between the estimated spike train and the set of simulated spike trains. If , we can accept existence of a simulated spike train corresponding to (in fact, if there is no corresponding spike train, will generally be less than 0.1; otherwise, it will generally be greater than 0.5). Then, is the indicator of the corresponding spike train. Meanwhile, the corresponding delay can also be estimated. After such a time shift, all the parameters can be calculated easily, and the discharge time tolerance was set equal to 3 ms. One should note that Recall and Precision are mutually restrained. Therefore, F1-score was used as a measure of decomposition performance. F1-score is the harmonic mean of Recall and Precision [49] , as follows: Fig. 1 shows how the decomposition process can benefit from the constrained FastICA, where a specific step using constrained FastICA during the decomposition process is demonstrated. A surface EMG with SNR of 0 dB and 10% excitation level (70 active motor units) was simulated. Fig. 1(a) shows the true spike train used for simulation, while correspondingly Fig. 1(b) is the output of applying FastICA to the residual signal from the previous step. After a threshold was applied, a spike train can be identified, but with erroneous spikes (as indicated by ) and missed spikes (indicated by ) [ Fig. 1(c) ]. Fig. 1(d) shows the output of constrained FastICA [using the spike train shown by Fig. 1(c) as a constraint] . Finally, with the extra information from Fig. 1(d) , the corrected spike train can be obtained as shown in Fig. 1(e) , which matches well with Fig. 1(a) . Fig. 2 demonstrates an example of one-channel simulated surface EMG and the decomposed results (MUAP waveforms and The PFP decomposition framework was tested with all the simulated surface EMG signals. Fig. 3 summarizes the average number of motor units with Recall 90 and Precision 90 . Fig. 4 presents the average F1-score of the identified motor units.
C. Evaluation Results
IV. TESTING WITH EXPERIMENTAL SIGNALS
A. Description of Experimental Signals
The experimental surface EMG signals used for testing the proposed framework were acquired from the first dorsal interosseous (FDI) muscle of 12 healthy subjects. The procedures were approved by the Institutional Review Board of Northwestern University, Chicago, IL, USA. All the subjects gave their written consent before the experiment. Subjects were seated upright in a mobile Biodex chair (Biodex, Shirley, NY, USA). A standard 6 degrees-of-freedom load cell (ATI Inc., Apex, NC, USA) setup was used to accurately record the isometric contraction force of the FDI muscle during index finger abduction. Standard procedures were followed to minimize spurious force contributions from unrecorded muscles as described in [50] . Surface EMG signals were recorded from the FDI muscle using a flexible 2-dimensional 64-channel (8 8, individual recording probe 1.2 mm in diameter, center-to-center distance 4 mm) surface electrode array (TMS International BV, The Netherlands). The skin of the tested muscle was carefully prepared and the electrode array was attached to the FDI muscle with a double adhesive sticker and further secured with medical tapes. The maximum voluntary contraction (MVC) was first measured; after that, each subject was asked to generate an isometric contraction force of the FDI muscle at different contraction levels. The subject was asked to maintain the force as stable as possible for at least 5 s. The actual percent MVC for each contraction was calculated afterwards by normalizing the force measurement (averaged from the stable force period) to each subject's MVC. A Refa128 amplifier (TMS International BV, The Netherlands) was used to record surface EMG signals. The signals were sampled at 2 kHz per channel, with a bandpass filter setting at 10-500 Hz. Fig. 5 shows an example of experimental surface EMG decomposition at a constant FDI muscle contraction level (approximately 55% MVC). One-channel experimental surface EMG signal, the reconstructed signal using all identified motor units, and the residual signal after decomposition are all demonstrated (top panel). Twenty motor units were extracted. In the figure, the MUAP waveform (on this specific channel) and time instants of each motor unit are also presented. The index along with each motor unit indicates its order extracted from the signal. In total, 111 trials of experimental high-density surface EMG signals were tested. Most of the tested signals were recorded at relatively small to middle muscle contraction levels while few were at very strong levels. The tested trials had an average muscle contraction level of 35% MVC (range: 1.5%-100% MVC). After processing all the tested experimental signals, we found on average motor units were extracted from each trial. The coefficient of variation (CoV) of the ISI was calculated for each motor unit, and the average CoV was . For each tested signal, the residual energy after the decomposition was also calculated across all the channels by subtracting the contribution of the decomposed motor units. On average, the energy of the residual signal was of the original signal.
B. Decomposition Outcomes
V. DISCUSSION
Surface EMG decomposition has been a research focus in the past decade, and progress has been made with advancement in both surface EMG acquisition and processing techniques [22] - [27] . In particular, the development of high-density surface EMG techniques (i.e., using electrode arrays comprising a number of recording probes with tiny skin-electrode contact area and small interprobe distance) has allowed application of different multichannel signal processing techniques for surface EMG decomposition [26] - [38] .
Among different multiple signal processing methods, ICA has been used for surface EMG decomposition based on the inversion of the instantaneous mixing model. For example, Nakamura et al. applied FastICA to extract MUAP trains from electrode array EMG signals [31] , [32] . Different ICA algorithms have been tested for separating the MUAP trains [33] - [35] . Unfortunately, previous ICA-based methods demonstrated limited success for surface EMG decomposition, because the primary effect of ICA processing appeared to be increasing the sparseness of the signal, rather than separating the activity from single motor units (see a recent review [39] ). This is due to the fact that ICA is most appropriate for dealing with instantaneous data mixtures, ideally assuming that the mixed components detected by different sensors vary only in amplitude. In such a case, a variety of methods have been well developed to separate the sources. However, for surface EMG, due to different volume conductor effects (i.e., low pass filter effects) of the skin and subcutaneous body tissues between a motor unit and the different recording electrodes over the skin, the MUAP has a different shape at each recording site [51] . Therefore, the limited success of previous ICA applications for EMG decomposition lies in the oversimplified assumption of surface EMG signal as instantaneous data mixture models (rather than convolutive data models).
So far, more successful developments in high-density surface EMG decomposition have been based on the convolutive models (that allow for the spatial variation of MUAP shapes), among which the most distinguished achievement is a convolution kernel compensation (CKC) approach, proposed by Holobar and Zazula [36] , to sequentially identifying single motor unit activity. This technique has been validated in the past decade under different situations, including in muscles with highly diverse anatomy, and in patients with neurodegenerative diseases (Parkinson, type II diabetes) [52] - [55] .
All the work presented in this study is based on a shift-invariant model [(5) , also used in the CKC approach [36] ], which can well describe surface EMG. In the PFP framework, the most important step (indeed, also the ultimate goal of the whole processing) is to estimate each motor unit's spike train [i.e., in (5)]. Once a spike train can be correctly estimated, the information of its origin motor unit will become available, since the MUAP waveform can be reliably estimated from (9) . In this regard, the PFP surface EMG decomposition framework can be viewed as a process of progressively expanding the set of spike trains.
In this study, the primary purpose of FastICA is to estimate motor unit spike trains. A "convolution to linearization" strategy can be used to convert (5) to an instantaneous mixture model [i.e., (6) ], thus facilitating application of FastICA. It is noteworthy that in such a case, the independent component obtained by FastICA does not contain morphological information of the MUAP, whereas the key information derived here is the motor unit spike train. This is an important improvement over previous ICA-based approaches for surface EMG decomposition [31] - [35] .
The lack of satisfactory performance of previous FastICA methods for surface EMG decomposition also lies in the local convergence of FastICA, which limits the number of decomposed motor units to a great extent. In order to extract more motor units, one strategy used in our framework is to make full use of already identified motor units. Therefore, the MUAP waveforms are estimated and a peel-off procedure is employed to subtract the already identified MUAP trains from the original signal. Such processing facilitates FastICA to find more solutions (i.e., extraction of more motor units). Conversely, FastICA does not require predetermination of the number of independent components, which is difficult to know but acts as an important factor in many other ICA algorithms [41] . Different independent components can be estimated individually with FastICA, which also facilitates the peel-off procedure.
As mentioned earlier, progressive expansion of the set of motor unit spike trains is the ultimate goal of the whole processing. Correct estimation of spike trains is very important to ensure smooth and effective implementation of the framework. Therefore, a constrained FastICA is introduced to assess the extracted spike trains and correct possible erroneous or missed spikes. Such a procedure further improves the decomposition performance.
To sum up, in the PFP framework, FastICA is used to search motor unit spike trains. A peel-off procedure is employed to mitigate the effects of the already identified motor units on the FastICA convergence, so more motor units can emerge. Constrained FastICA is applied to assess the extracted spike trains and correct possible erroneous or missed spikes. All these factors together result in a good decomposition performance. As demonstrated in our simulation study, when the SNR level is relatively high, on average the developed framework can decompose more than ten motor units with F1-scores close to 1 for different numbers of input motor units (Figs. 2-4) . The experimental study also demonstrated higher decomposition yield (Fig. 5 ) compared with the previous ICA-based methods.
Study Limitations 1) Motor Unit Synchronization:
ICA is founded on the assumption that sources within a mixture are independent. A classical view based largely on visual inspection of needle EMG recordings for coincident motor units is that they discharge almost independently [56] , [57] . Such a view has been revised in the light of the findings of a number of studies in which rigorous statistical analyses of motor unit data have been performed [58] - [61] , among many others. FastICA used in the developed framework applies a suboptimal "non-Gaussian" criterion (rather than the "independence" in a mathematically strict sense) as a signal separation criterion. Its objective is to find statistically independent components in the general "non-Gaussian" case. If MUAP trains remain super-Gaussian variables (or if they are sparse), FastICA can capture sufficient information through the sparsity of MUAP trains for separating them. This is similar to the CKC algorithm, which also depends on the sparse model. However, it should be acknowledged that the sparsity of MUAP trains tends to be affected with motor unit synchronization (particularly at relative high synchronization levels). If the sparsity of MUAP trains is destroyed by motor unit synchronization, the appropriateness of the FastICA-based framework is questioned. Therefore, further studies are needed to quantitatively examine how different motor unit synchronization levels may influence the performance of the proposed framework for surface EMG decomposition.
2) MUAP Shape Alteration: The PFP framework requires the assumption that MUAPs from the same motor unit remain stationary over time, which might not always be the case in reality, even during constant force isometric contractions. For example, previous studies reported that the MUAP waveforms undergo alteration in shape with muscle fatigue [62] , temperature changes [63] , or in other situations such as during dynamic contractions [64] . Because of the shift-invariant model assumption, MUAP waveform alterations during a contraction may influence the decomposition performance. Therefore, it is important to minimize the factors contributing to MUAP waveform changes for the best capacity of applying the developed framework.
3) Underdetermined Problem: Like most blind-source separation algorithms, in order to recover all the sources, ICA typically requires that the number of sources is less than or equal to the number of observations. For an underdetermined problem, many blind-source separation algorithms (including FastICA) have also demonstrated effectiveness for extracting at least a portion of the sources [41] , [65] . The practical limitation in surface electrode array recording determines that surface EMG decomposition is often an underdetermined problem. In such a situation, the developed framework can still be able to discriminate a certain number of motor units (with F1-scores close to 1) through iteratively detecting the most sparse components, as demonstrated in our simulation study. We also observed that for a given electrode array, the decomposition yield in underdetermined situations tends to be affected by the increased MUAP superposition, due to higher input motor unit numbers (i.e., increased extent of underdetermination) and their firing rates (Fig. 3) . The issue of decomposing all the constituent motor units reaches beyond the current state of the art in surface EMG decomposition. Nonetheless, considering maximum possible recording channels in an electrode array design, how to increase decomposition yield remains an important research topic to be addressed in the future, especially for an underdetermined situation.
4) Performance Validation:
For experimental surface EMG data, one approach to quantifying decomposition performance is "2-source" validation using simultaneous intramuscular and high-density surface EMG recordings [66] . The agreement on the discharge time instants of the common motor units decomposed independently from both intramuscular and surface EMG will provide a validation of the decomposition performance. This approach is difficult to perform in the current study due to the lack of simultaneous intramuscular EMG recording. An alternative approach is to divide 64 channels' surface EMG to two groups with equal numbers of channels and perform the "2-source" validation by decomposing each group separately using the proposed framework. However, under the proposed ICA-based framework, it is predictable that such an evaluation approach would result in an agreement of the common motor units from the two groups. Indeed, we performed such an analysis and confirmed this prediction. Therefore, "2-source" validation with simultaneous intramuscular EMG recording remains our future work for quantification of experimental highdensity surface EMG decomposition performance. In addition, the proposed decomposition framework was only tested in the FDI muscle in this study. Further testing with different muscles would be necessary for an extensive validation.
