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Abstract—12This paper looks at incorporating time 
information into a waypoint trajectory-generation technique 
known as Vector Field Guidance to give a 4D trajectory 
generator henceforth known as Tensor Field Guidance.  The 
time-based information is local in that it is relative from 
waypoint to waypoint.  We envisage that a higher-level 
controller or an Air Traffic Management system automates 
the waypoint generation, while our approach optimizes the 
travel time between waypoints.  We present results from 
simulations, showing an increase in accuracy of “Distance 
to go” estimates over traditional “as-the-crow-flies” yielding 
less error in time-based arrivals.
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1.  INTRODUCTION 
The notion of Vector Fields is similar to the idea of potential 
functions, which is the pioneering work of Khatib [1].  
Vector Field methods, which can be thought as a method 
where 'vectors vary from point to point', are a 
particularization of Potential Field Methods (PFM) [1, 2]. 
PFM consider obstacles as charges with repelling force and 
the goal position as having an attractive force.  Trajectories 
are then calculated on the basis of the charge field. These 
methods have weaknesses, the most renowned is the local 
minima problem for the collision avoidance issue [3, 4]. 
It is clear that the construction and use of potential functions 
has continued to be one of the mainstream approaches to 
robotic task execution in the presence of obstacles. A 
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comprehensive summary of techniques that address the 
classic geometric problem of constructing a collision-free 
path and traditional path planning algorithms is provided in 
Chapter 1 of [5]. Furthermore, over the last two decades 
progressive improvements have been made to the general 
PFM concept [6].  
Vector Fields methods have been proposed by a variety of 
authors [7-10] for the UAV guidance problem. However, 
Vector Field guidance generates the trajectory fields 
differently than the PFM. One of the first Vector Field 
methods is the Lyapunov Guidance Vector Field [7] 
(LGVF).  LGVF generates a trajectory field that guides the 
UAV into a circular orbit around a moving target.  The 
orbital path is a circular limit-cycle of a phase portrait.  In 
the LGVF, the orbital path is considered as an infinite time 
system.  Thus, the UAV is continuously approaching the 
limit-cycle orbit but does not achieve it in a realizable time.  
The system seems robust, however it is unstable at the 
origin [8] wherein implementation a generated exception 
skips that point in space. 
The next Vector Field approach was proposed by Griffiths 
et al. [11].  This approach is more versatile in that it can 
track either orbital paths or straight-line paths, which can 
both be waypoint generated.  In its first iteration, it took a 
sliding mode approach based on cross-track distance.  After 
a certain cross-track threshold it will approach the path at a 
given entry angle (usually π/2), once it crosses the threshold 
(usually the minimum turn radius) it arcs onto the path.  
More recently a geometric algorithm has been developed [9] 
that locally generates its trajectories, but at the cost of 
computational efficiency. An adaptation of this approach, 
forms the baseline of the desired trajectory generation in the 
Tensor Field approach presented in this paper. 
It is of interest to note that none of the vector fields methods 
proposed to date consider time-based arrivals.  Our 
proposed Tensor Field guidance approach will look at 
adding the fourth dimension of time. 
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2.  PATH GENERATION FRAMEWORK 
It is often easier, from an interface perspective, if a path is 
defined by simple waypoints and the straight-line between 
them.  At a waypoint, an aircraft will leave that straight-line 
path momentarily because of the limitation of the vehicle 
dynamics in taking sharp turns.  However, one would like 
the UAV to remain on the path as long as possible and to 
return to it as quick as possible.  
Vector Field guidance will push the vehicle over onto the 
path between the waypoints no matter the size of the 
original cross-track deviation (not including the offset 
caused by the approach angle χ∞).  As the cross-track error ε 
decreases, it will gently integrate the UAV onto the path at a 
rate dictated by k from (1).  The controller detects if it has 
passed the waypoint (σ≥1) (3). Where σ is the fractional 
(0≤σ≤1) magnitude of the vehicles progress along the path 
p0pd.  At this point (σ≥1) the UAV changes waypoints to 
head for the next waypoint in a sliding mode approach. 
 
Vector Field guidance dictates desired heading χd at point p 
to track the straight line between the first waypoint p0 and 
the second waypoint pd is defined as. 
 
12 tan ( )d f k   


   (1) 
Where χf (rad) is the heading between p0 and pd.  The 
desired heading is the trajectory generated for the Vector 
Field χd. The approach angle from afar distance is χ∞, which 
is set as π/2, k is a tuning parameter and ε is the cross-track 
error given by: 
 ppp 

 (2) 
Where pp is the projected position of vector 0p p

 onto the 
vector 0 dp p
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.  Then σ is given by: 
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Then the cross-track error from the plane to the path as 
illustrated in Figure 1 is given by: 
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 (4) 
This is not the entirety of the Vector Fields characterization 
depicted in [9], but performs adequately.  The force field 
representation of (1) is shown in Figure 2. 
 
Figure 2 - Vector fields of a straight-line path 
3.  TENSOR FIELD GUIDANCE 
Simple distance estimation 
The proposed approach, Tensor Field guidance, adds the 4
th
 
dimension of time to the adapted Vector Field guidance. 
This becomes particularly important for Air Traffic 
Management (ATM) or generally higher-order planning 
systems including mission and path planners.  This is 
because an air vehicle flies in both the three dimensions of 
space and the fourth dimension of time.  Now an algorithm 
can optimize planning when operating in all four 
dimensions. The mission scenario is that a target not only 
needs to be on the path but at a point at some particular 
time. 
We define the distance between p and pd from Figure 1 as ς 
(distance-to-go). Where ς is 
 dpp 

 (5) 
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Figure 1 – Diagram of waypoint formulation 
ε 
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A simple approach for waypoint time-based arrival comes 
from adjusting velocity υ (m/s) from the ς and using the 
„time to go‟ t.  In order for the velocity to be accurate this 
would assume the bearing of the vehicle is directly looking 
at the target waypoint and has no cross-track error.  The 
unaccounted error of this assumption is ξ (ms-1). Thus, the 
velocity is: 
 
t
 


  (6) 
To improve distance-to-go ς information to reduce the 
inaccuracies captured in ξ we define our distance-to-go 
estimate as: 
 2goeD     (7) 
And the true distance-to-go as D
2go
.  In the next section, we 
look at two ways to reduce the error in the ς estimate using χ 
and ε information. 
 
Attitude error 
The first of these errors is from the attitude error.  As 
displayed in Figure 3, a vehicle with heading error: χε = χ - 
χd will take time and distance to turn around particularly if 
χε≈π.  R is determined by velocity υ and defined as 
 
2
tan
R
g


  (8) 
In (8), gtanθ was experimentally determined by flying the 
aircraft through its performance envelope for various θ and 
is approximated as 9.4 ms
-2
.  The following algorithm was 
formulated from Figure 3 to deal with the error that comes 
from attitude. 
 cosE R     
 (1 cosB R      
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Now if γ is the circumference of the first minimum radius 
circle (with radius R) from the point where the UAV leaves 
the track until where it joins the second circle at the yellow 
dot and λ is the continuation from this point until the second 
circumference rejoins the path. Then 
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Thus the entire extra distance κ a UAV will have to travel 
based exclusively on χε is: 
 D A       (11) 
However, this is dependent on R, which relies on υ.  Now 
substituting (9) and (10) into (11) gives: 
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(12) 
An output plot for κ for two different values of z of (13) is 
shown in Figure 4 
This model assumes minimum turn radius R.  In reality, if 
we take simulated data like that of Figure 6 from flight logs 
we see that κ is actually more like the dash-dot red line of 
Figure 3.  For most small UAV‟s R is determined by a 
saturation angle for maximum bank φmax. 
We implement this in the controller using PID loops.  In our 
implementation we define the proportional gain as α and 
the I and D gains are set to 0.  This means that as χε 
reduces below some threshold T = α(χ - χε) defined at φmax.  
Figure 3 – Distance to go De
2go
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The aircraft no longer banks at the saturation angle φmax and 
χε reduces with φ.  Now as φ drops below the threshold 
φmax the approach towards the path becomes much 
shallower than that depicted by the solid red line of Figure 3 
to look more like the dash-dot red line. 
 
Figure 4 - Extra path distance vs. Heading error 
To compensate for this in the presented model we instantiate 
a coefficient of effectiveness Ce that reduces κ to 
compensate for the reduction of φmax to φ.  This coefficient 
is tuned with z and defined by: 
 cos( )eC z
 


  (13) 
Such that 
e
C   
Cross-track error 
Another source of error in ξ (7) is ε.  A simple formulae was 
derived that would increase the accuracy of the estimate of 
added distance η based on ε.  The value s is used to tune the 
result of η given by: 
 cos( ))ds     (14) 
Total estimated Distance to Go 
Now the final De
2go
 from (7) will be: 
 
2go
eD       (15) 
And thus, the error shown from (6) now becomes: 
      (16) 
Making the final velocity travelled: 
 
t
  

 
  (17) 
4.  PERFORMANCE EVALUATION OF TENSOR 
FIELD GUIDANCE 
Distance to go 
A simulink model based on the Aerosonde UAV was 
developed to evaluate the estimate De
2go
 against the actual 
distance to go D
2go
 and compare this with the simplest 
estimate ς of distance.  Airspeed-from-elevator was used as 
the velocity control loop.  Figure 6 displays the track used to 
evaluate the algorithm.  
The performance of (15) is shown in Figure 5. Here it is 
demonstrated to have a most remarkable increase in 
accuracy to do with the cross-track error but also 
significantly accurate with the heading error.  The cross-
track error is displayed in the beginning portion as the 
vehicle started with a large ε.  The heading error accuracy 
can be seen at each waypoint change correlating with spikes 
in Figure 5. 
Figure 5 – Performance of Tensor Field algorithm 
A test was setup to test the performance of  the heading 
error component of the Tensor Field algorithm.  This Monte 
Carlo simulation tested a random heading change from 0 to 
2π with a new waypoint being randomly distributed from 
500m to 3km away.  This was tested for over 600 
waypoints.  It was shown that at any point in time the 
Tensor Field algorithm will be 30-40% closer to the truth 
then the simplest estimation of distance ς.  This is reflected 
in the spikes of Figure 5. 
Because ε information can be large, the size of ε has a large 
impact on the stability of the vehicle, thus narrowing the 
range of times that can be randomly generated in order for 
the vehicle to still converge to the waypoint in time based 
on the limitations of the vehicle dynamics.  A Monte Carlo 
simulation was setup that would randomly choose a cross-
track error up to the distance between the current waypoints, 
with the vehicle travelling on a heading parallel to the track 
of the previous and current waypoint.  This test was 
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operated at 1 kHz and for over 500 waypoints that had a 
random distance from 500m to 3km apart.  Now there would 
obviously be a strong correlation between the distance 
estimate and the size of the cross-track error, therefore 
performance was measured for this part in the time domain.  
It was shown that on average the vehicle went from arriving 
within 2.311 seconds to within 4 ms. 
It is interesting to note and shown in Figure 6 that the cross-
track error performance, when close to the path, varies 
directly with velocity.  In Figure 6, various velocity-holds of 
20, 25 and 30 ms
-1
 are flown and the simulated datalog is 
plotted as cyan, green and red respectively.  Since the 
Tensor Field algorithm drives only the velocity information, 
there is no cross-track performance enhancement that 
Tensor Field guidance holds over Vector Field guidance.  
The novel contribution comes in the form of the time-based 
arrival information. 
The better initial estimate De
2go
  provides over ς will ensure 
the vehicle makes it to the waypoint (if it is dynamically 
possible) and does not end up striving to make it and failing 
because the initial estimate was too small.  This however 
only becomes relevant in the extreme borderline cases, 
particularily for large ε. 
Even though PID control does drive the ς controller towards 
an accurate arrival, a noticeable improvement is seen by the 
Tensor Field approach given by De
2go
 and this result is 
seemingly unaffected by the consistent steady-state error.  
How the airspeed tracks in the path of Figure 6 is shown in 
Figure 7. 
5.  CONCLUSION 
It has been shown how the Tensor Field algorithm has 
added the fourth dimension of time to the currently existing 
Vector Field algorithm.  This comes from an improved 
distance-to-go estimate determined from heading, velocity 
and cross-track error.  
We have obtained measurements averaging 3.3 ms for the 
vertical waypoints of Figure 6 and 1 ms for the diagonal 
waypoints.  These are from over 100 randomly generated 
time intervals.  Preliminary testing shows that about an 
order of magnitude in time improvement can be seen when 
looking at the cross track error information, but major 
improvements in stability are seen. 
Despite the good results achieved in the simulations we 
believe the challenging aspect of this approach will be to 
obtain similiar performance in a real platform given that 
some factors have not been considered; like winds, change 
in platform dynamics and other real world issues. 
Future work includes extensive validation of the current 
De
2go
 estimation prior to implementation on ARCAAs small 
sized UAV.  Also more testing on the cross-track error 
performance will be done.  Additionally, future 
enhancements of De
2go
 envisage looking at optimal control 
techniques. 
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Figure 6 - Velocity effects on performance (cyan, green, red represents velocities of 20, 25, 30 ms
-1
) 
Figure 7 - Velocity Inputs and Responses 
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