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Neural oscillations appear important for perception and attention processes because stimulus detection is dependent upon the phase of
7–11 Hz oscillations before stimulus onset. Previous work has examined stimulus detection at attended locations, but it is unknown
whether unattended locations are also subject to phasic modulation by ongoing oscillatory activity, as would be predicted by theories
proposing a role for neural oscillations in organizing general neural processing. Here, we recorded brain activity with EEG while human
participants of both sexesdetectedbrief visual targetsprecededbya spatial cue anddeterminedwhetherperformance for cued (attended)
and uncued (unattended) targets was influenced by oscillatory phase across a range of frequencies. Detection of both attended and
unattended targets depended upon an5 Hz theta rhythm and an11–15 Hz alpha rhythm. Critically, detection of unattended stimuli
was more strongly modulated by the phase of theta oscillations than was detection of attended stimuli, suggesting that attentional
allocation involves a disengagement from ongoing theta sampling. There was no attention-related difference in the strength of alpha
phase dependence, consistent with a perceptual rather than attentional role of oscillatory phase in this frequency range. These results
demonstrate the importance of neural oscillations inmodulating visual processing at both attended andunattended locations and clarify
one way in which attention may produce its effects: through disengagement from low-frequency sampling at attended locations.
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Introduction
Rhythmic fluctuations in neural activity are ubiquitous through-
out the brain (Buzsa´ki, 2006). Such oscillatory activity has been
suggested to play a critical role in neural processing (Buzsa´ki and
Draghun, 2004) and, by extension, in cognitive and perceptual
processes (Bas¸ar et al., 2001). Studies using magnetoencephalog-
raphy (MEG) and electroencephalography (EEG) have shown
that the position within an oscillatory cycle (the phase, e.g.,
peak vs trough) predicts behavioral outcomes at key times in the
prestimulus period (VanRullen, 2016b). In particular, studies
presenting visual stimuli at perceptual threshold have shown that
stimulus detection at attended locations fluctuates with the phase
of 7–11 Hz oscillations (Busch et al., 2009; Mathewson et al.,
2009; Busch and VanRullen, 2010; Sherman et al., 2016). How-
ever, few studies have endeavored to differentiate phasic influ-
ences affecting detection of attended stimuli from those affecting
unattended stimuli (but see Busch and VanRullen, 2010). Here,
we compare the phase dependence of perception between at-
tended and unattended locations in a spatially cued visual detec-
tion paradigm.
Most studies examining the influence of prestimulus oscilla-
tory phase on perception have presented stimuli at a known cen-
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Significance Statement
Past work on the interaction between oscillatory phase and neural processing has shown the involvement of posterior7–11 Hz
oscillations in visual processing. Most studies, however, have presented stimuli at attended locations, making it difficult to
disentangle frequencies related to attention from those related to perception. Here, we compared the oscillatory frequencies
involved in the detection of attended and unattended stimuli and found that11–15 Hz oscillations were related to perception
independently of attention, whereas5 Hz oscillations were more prominent for the detection of unattended stimuli. This work
demonstrates the importance of neural oscillations formediating stimulus processing at both attended and unattended locations
and clarifies the different oscillatory frequencies involved in attention and perception.
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tral or peripheral location (Busch et al., 2009; Mathewson et al.,
2009; Fiebelkorn, Snyder et al., 2013; Sherman et al., 2016). In an
exception to this trend, Busch and VanRullen (2010) presented
low-contrast targets at cued and uncued locations and binned
trials based on the phase of oscillations in the pretrial period.
They found that detection of cued stimuli decreased monotoni-
cally with increasing difference from the optimal phase bin of a
prestimulus 7 Hz oscillation at frontocentral EEG electrodes.
Therewas no effect of prestimulus phase on the detection of uncued
stimuli, suggesting that stimulus processing at unattended locations
is not subject to phasic modulation by ongoing oscillations.
However, consideration of the analysis used by Busch and Van-
Rullen (2010) suggests another possibility. It is well established
that striate and extrastriate visual cortex is retinotopically orga-
nized, with lateralized stimuli producing responses primarily in
contralateral visual regions (Zeki, 1978). This is important be-
cause Busch and VanRullen (2010) did not contralateralize their
data before analysis. Therefore, their design may not have been
sensitive to detecting phase dependence at lateral electrode sites,
where early attentional effects are typically observed (Eimer,
2014).
Some studies have sought to identify oscillations involved in
stimulus processing by examining rhythmic fluctuations in the
temporal profile of behavioral responses. These studies have con-
sistently demonstrated an 4 Hz rhythm in the perception of
stimuli at unattended locations (Fiebelkorn, Saalmann, andKast-
ner, 2013; Dugue´ et al., 2016) or under conditions of distributed
attention (Landau and Fries, 2012). Although these studies do
not measure neural activity and thus cannot provide a definitive
link between the phase of endogenous neural oscillations and
perception, they do indicate that rhythmic processes are involved
at some stage during stimulus processing. Complementing these
results, a recent MEG study (Landau et al., 2015) showed a link
between prestimulus 4 Hz neural activity (specifically, theta-
gamma cross-frequency coupling) and stimulus detection under
conditions of distributed attention. It remains unknownwhether
this theta phase dependence is modulated when spatial attention
is allocated to a specific location, consistent with the results of the
above behavioral studies.
Here, we investigated whether prestimulus phase at contralat-
eral electrode sites modulates stimulus detection outside the
current focus of spatial attention. If unattended locations are not
subject to phasic sampling, then we expect no relationship be-
tween prestimulus phase and uncued-target detection (Busch
and VanRullen, 2010). If unattended locations are subject to
phasic sampling, then this could present in two ways. Phase de-
pendence of uncued-target detection might occur at the same
frequencies and with the same strength as for cued stimuli, indi-
cating a sampling process that is independent of focused spatial
attention. Alternatively, phasic modulation of uncued-target
detection may occur at distinct frequencies or with different
strength compared with cued stimuli, indicating a sampling pro-
cess modulated by attention. Our results supported the final
possibility, with stronger5 Hz modulation for uncued stimuli
compared with cued stimuli.
Materials andMethods
Participants
We tested 36 participants (26 females, mean age 21.97 years, SD 1.66
years); of these, nine participants were excluded for making eye move-
ments on 25% of trials (criterion decided a priori). One additional
participant was excluded for reporting the target as absent on85% of
trials, leaving insufficient target-present trials for analysis. This left 26
participants in the final analyzed dataset (20 females, mean age 22.08
years, SD 1.74 years). Participants all self-reported as right handed and
had normal or corrected-to-normal vision, provided written informed
consent, and were reimbursed at a rate of $10/h for their participation.
The Human Research Ethics Committee at The University of Queens-
land approved the study.
Stimuli and procedure
The stimuli and behavioral paradigm in this experiment were modeled
on those of Wyart and Tallon-Baudry (2008). Participants were pre-
sented with a fixation display containing a central black fixation cross
(RGB: 0 0 0; 0.42° 0.42°) with an arrowhead at the end of each arm of
the cross (arrowhead length: 0.15°). In the lower visual hemifield were
two dark gray placeholder boxes (RGB: 192 192 192; 2.2°  2.2°; line
thickness  2 pixels) placed 6° horizontally from fixation and 3° below
the horizontal midline (Fig. 1). All displays were presented on a midgray
background (RGB: 128 128 128). After 1500 ms, three of the arrowheads
on the central cross disappeared, leaving one arrowpointing to one of the
two boxes. This cue display was present for 500 ms. After this, the target
appeared for 11.8 ms on target-present trials or the screen remained
unchanged for this duration on target-absent trials. The target was a
Gaussian-windowed circular Gabor patch (diameter: 2°; spatial frequen-
cy: 5 cycles/°) oriented at 1 of 8 evenly spaced angles from 20° to 160° and
located centrally in one of the placeholder boxes. During the experiment,
the maximum contrast value for the target was set at each participant’s
individual contrast threshold for 50% correct detection. Critically, this
procedure for titrating the contrast value of targets was undertaken sep-
arately for cued and uncued trials, so that performance was matched for
the two trial types in terms of detection and discrimination. Color bit
stealing (Tyler, 1997) was used to produce a finer resolution of contrast
values than would otherwise be available. Contrast levels were titrated
before each experimental session, as described below. On cued trials
(60% of trials), the target appeared in the box indicated by the cue. On
uncued trials (30% of trials), the target appeared in the opposite box. On
target-absent trials (10% of trials), no target was presented. After the
target period, the cue display remained present for a further 488.2 ms.
Figure 1. Schematic stimuli (not to scale). Participants fixated centrally, were cued to attend to one of the two boxes, and were required to report the presence/absence and orientation of a set
of oriented lines that could appear in either box.
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This was followed by the detection probe, in which the words “present”
and “absent” were displayed in 24 point Arial font at central locations 2°
above and below fixation and the positons were counterbalanced across
trials. After 2000ms, the detection probe was replaced by the orientation
probe in which two large square gratings (4° 4°; 20% contrast; spatial
frequency 5cycles/°) were centered 3° above and below fixation on the
vertical midline for 2000ms. The orientation test gratings were displayed
at relatively low contrast to minimize any potential visual aftereffects
they might have caused and were positioned so as not to overlap the
target locations. The orientation of one test grating matched the target
orientation (counterbalanced to be the top or bottom grating equally
often) and the other orientation was 60° from the target orientation.
On target-absent trials, an orientation was selected at random and the
second orientation differed from this by 60°. After the orientation
probe, the next trial began with the fixation display. No feedback on
accuracy or response time was given. Throughout the experiment, par-
ticipants’ brain activity was recorded with EEG, as described in detail
below.
On each trial, participants were asked to fixate the central cross and
direct their attention to the cued box without blinking or moving their
eyes. During the present/absent probe, they were asked to select “pres-
ent” if they felt they had seen the target and to select “absent” otherwise.
In the orientation probe, participants were asked to select the grating
orientation that matched that of the target as accurately as possible re-
gardless of whether they actually detected the target and asked to guess in
the case of undetected targets. Participants responded by pressing the up
or down arrow keys with their right hand (for the top or bottom options,
respectively) on a standard USB keyboard.
Participants performed 2 2.5 h sessions of the task, each on separate
days. In each session, participants were given written and verbal instruc-
tions and were then shown 10 example trials to familiarize themselves
with the task. In the first five practice trials, the target was presented at
80% contrast to introduce participants to the structure of the task. After
the first five practice trials, participants were informed that, in the actual
task, the target would bemore difficult to see. They were then exposed to
fivemore practice trials inwhich the target was presented at 40% contrast
to provide a more realistic example of the true task conditions. Each of
the five trial practice blocks contained two cued-target trials, two uncued-
target trials, and one target-absent trial.
After this introduction, participants completed the target threshold
titration block,which consisted of 250 trials of the task described above in
which the contrast of the targets was adjusted from trial to trial until
participants produced a 50% rate of target detection. Contrast titration
was performed using the QUEST algorithm for threshold estimation
(Watson and Pelli, 1983). Two independent QUEST staircases were used
for each of the cued-target and uncued-target conditions. Contrast levels
began at 50% and were adjusted up or down based on the reports of the
participant to achieve a 50% detection rate in each of the two different
cue conditions. To provide more stable estimates, the estimated thresh-
olds from the two cued-target staircases were averaged at the end of
titration, as were those from the two uncued-target staircases.
Next, participants completed the test phase, which was identical to the
titration procedure except that targets were now presented at the indi-
vidual’s estimated contrast thresholds. Participants completed 250 test
trials per session. In both titration and test blocks, participantswere given
a short break every 50 trials.
Stimuli were presented on a gamma-corrected NEC AccuSync 120
CRTmonitor with a 1024 786 display resolution and an 85 Hz refresh
rate. Stimulus presentationwas controlled using the Psychophysics Tool-
box 3 extension (Brainard, 1997; Kleiner et al., 2007; RRID:SCR_002881)
for MATLAB (The MathWorks; RRID:SCR_001622), running under
Windows XP, Service Pack 3. Viewing distance was maintained at 57 cm
using a chinrest.
Experimental design and statistical analysis: behavior
Behavioral data were analyzedwith repeated-measures ANOVAs (see the
Results section for a description of the factors and dependent variable
for each test). All ANOVAs were run using JASP (version 0.8.5; RRID:
SCR_015823).
EEG recording
Continuous EEG data were recorded using an Active Two system
(BioSemi) digitized at 1024 Hz with 24-bit A/D conversion. Sixty-four
active scalp Ag/AgCl electrodes were arranged according to the interna-
tional standard 10–10 system for electrode placement (Oostenveld and
Praamstra, 2001) using a nylon head cap. As per the BioSemi system
design, theCommonMode Sense andDrivenRight Leg electrodes served
as the ground and all scalp electrodes were referenced to the Common
Mode Sense electrode during recording. Eyemovementsweremonitored
using bipolar horizontal EOG electrodes placed at the outer canthi of
each eye and bipolar vertical EOG electrodes were placed above and
below the left eye.
Experimental design and statistical analysis: EEG
Offline EEG data analysis was performed using EEGLAB (Delorme and
Makeig, 2004; RRID:SCR_007292) and customMATLAB scripts (except
where noted). The data were downsampled to 512 Hz, high-pass filtered
at 0.1 Hz using the EEGLAB function firfilt(), and referenced to the
average of all scalp electrodes.Noisy channels, identified by visual inspec-
tion of the data, were replaced by a spherical spline interpolation of the
voltages recorded at neighboring scalp electrodes. The data were then
preliminarily segmented into 7 s epochs spanning the duration of each
trial and baseline corrected between 400 and 200 ms before cue onset for
the purpose of inspecting the data. Because large neural events may
influence the phase estimates at surrounding times, epochs containing
excessive noise or contaminated by eye blinks, saccades, or other muscle
activity that occurred at any time within the period from onset of the
fixation stimulus until the appearance of the detection probe after the
target were excluded from further analysis; this led to an average loss of
3.2% of all trials. To ensure that phase estimates were not influenced by
neural responses to the target, we excluded from analysis the pretarget
period in which the phase estimation procedure could have been influ-
enced by target-related activity (the temporal smearing region; see below
for further details).
We next applied a surface Laplacian to the data using the spherical
spline method of Perrin et al. (1989) as implemented in the laplacian_
perrinX() function from Cohen (2014). The surface Laplacian acts to
attenuate low spatial frequencies from the topographical distribution of
EEG data, reducing the impact of volume conduction on measured po-
tentials. It was used here to allow us to estimate the phase of prestimulus
oscillations at scalp electrodes showing the first early visual responses
whileminimizing the influence of volume-conducted activity fromother
cortical sources on phase estimates. The data resulting from the surface
Laplacian were used for all EEG analyses. Repeating the event-related
potential (ERP) analyses and time–frequency power analyses without
applying a surface Laplacian to the data produced qualitatively identical
results.
For ERP analyses, the data were re-epoched to the onset of the relevant
event (target-evoked and cue-evoked ERPs were analyzed separately, as
described below) and were baseline corrected by subtracting from all
time points the mean of the period from 100 ms before the event until
event onset. EEG responses were contralateralized relative to the location
of the target by swapping each left side electrode with its corresponding
right side electrode on trials in which the target appeared to the left of
fixation. The data from trials in which the target appeared to the right of
fixation remained unchanged. Therefore, data were combined from the
electrode contralateral to the target’s location regardless of which loca-
tion the target appeared in. ERPs were calculated by averaging all trials in
the relevant combination of cue and detection conditions for each ses-
sion and then averaged across sessions. Significance tests for target-
evoked ERPs were performed at every electrode at every time point from
0 to 500 ms, controlling for multiple comparisons with cluster-based
permutation tests (Groppeet al., 2011). The cluster-based permutation
test was 2-tailed with a p 0.01 threshold for inclusion in a cluster and
used 5000 permutations. Analyses were terminated at 500ms after target
onset so as not to include responses evoked by the detection probe in the
analysis.
For our pretarget analyses, we chose to examine the posterior elec-
trodes that showed the largest post-target evoked response. Therefore, all
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other EEG analyses in addition to the target-evoked ERPs described
above were performed at posterior electrodes that showed the largest
target-evoked negativity in the ERP response for each individual (from
the set {P1/2, P3/4, P5/6, P7/8, P9/10, PO3/4, PO7/8, O1/2}), collapsed
across all trials, and averaged across the period from 175 to 225 ms after
target onset (hereafter referred to as each individual’s focal electrodes).
This time period was selected for averaging because it encompassed the
time period of themaximum significant difference between detected and
undetected targets in the target-locked ERP analysis, as described in de-
tail in the Results. A separate set of focal electrodes was selected for each
session to account for between-session variability in the topography of
responses due, for example, to minor variations in EEG cap placement.
For themajority of participants, the focal electrodes were PO7/8 (session
1: 18/26 participants, session 2: 17/26 participants). The remainder of the
participants had their focal electrodes at locations surrounding these
(session 1: P3/4: 1 participant; P5/6: 1 participant; P7/8: 1 participant;
P9/10: 2 participants; PO3/4: 2 participants; O1/2: 1 participant; session
2: P1/2: 1 participant; P3/4: 2 participants; P5/6: 1 participant; P7/8: 2
participants; PO3/4: 2 participants; O1/2: 1 participant).
To ensure that pretarget differences in phase dependence at particular
times and frequencies were not driven by differences in the cue-evoked
ERP, we compared the pretarget cue-evoked ERPs between trials in
which the target was detected and those in which it was not. This analysis
was performed at each participant’s focal electrodes contralateral to the
subsequent target for each session before averaging the ERPs across ses-
sions. This was to provide an adequate control for the phase dependence
analysis that was also performed at contralateral focal electrodes. We
compared detected-target with undetected-target trials separately for
cued and uncued conditions because these were the comparisons that we
made in the phase dependence analysis. For this analysis, we used false
discovery rate (FDR)-corrected t tests (Benjamini and Hochberg, 1995)
at each time point from cue onset to target onset, but we also report the
uncorrected results to provide a maximally informative control.
For time–frequency analyses, the data were epoched from 1500 before
to 1500 ms after target onset. Time–frequency analyses were performed
by convolving each trial epoch with 3-cycle complex Morlet wavelets
(Tallon-Baudry and Bertrand, 1999; Cohen, 2014) at 39 linearly spaced
frequencies from 2 to 40 Hz. Three-cycle wavelets were used to provide
reasonable frequency precisionwhile not contaminating toomuch of the
pretrial periodwith activity thatmay have been smeared frompoststimu-
lus responses. Power and phasewere extracted from the complex result of
the wavelet transform.
Power data were baseline corrected against the period from 800 to
600 ms pretarget (300 to 100 precue) using decibel conversion.
Analysis of lateralized oscillatory power in the cue period was performed
across time and frequency at each individual’s focal electrodes, compar-
ing power contralateral to the cued hemifield with that to the ipsilateral
cued hemifield. For this analysis, we again used FDR-controlled t tests
(Benjamini and Hochberg, 1995) at all frequencies and all times from
500 ms (cue onset) to 0 ms (target onset). Although correction against
a pretrial baseline is not strictly necessary for analysis of contralateral–
ipsilateral difference scores, it was used here to allow visualization of full
scalp topographies of the power data. Analysis of decibel-converted dif-
ferences between contralateral and ipsilateral focal electrodes with no
pretrial baseline correction produced very similar results.
Analysis of phase dependence of perception was performed using the
phase opposition sum (POS)metric (Drewes and VanRullen, 2011; Dugue´,
Marque, and VanRullen, 2011; VanRullen, 2016a). This metric quantifies
the extent to which two groups of trials (e.g., detected targets and unde-
tected targets) are associated with phase clustering at differing average
phase angles at a particular time and frequency. Phase clustering is quan-
tified by taking the magnitude of the vector produced by taking the
circular mean of unit length vectors at measured phase angles for a par-
ticular time point across trials. The POS metric capitalizes on the fact
that, if two conditions show strong phase clustering at opposite phase
angles, then their individual phase-clustering values should exceed the
phase-clustering value produced by all trials from both conditions com-
bined. If these conditions are met, then the POS will be high. In compar-
ison, if the two conditions do not show strong phase clustering at a
particular time point or if they do but the phases cluster at approximately
the same phase angles in both conditions, then the POS will be low.
Under these conditions, the separate phase-clustering values of the two
conditions will be approximately equivalent to or exceeded by the phase
clustering of the conditions combined (see VanRullen, 2016a, for further
description and diagrammatic examples). The POS metric was chosen
instead of other available methods such as the circularWatson–Williams
test because the uncued condition yielded a total of 150 trials across both
sessions and VanRullen (2016a) found that the POSmetric provided the
best statistical power with200 trials relative to other phase opposition
metrics. To maximize trial numbers for this analysis, trials from sessions
1 and 2 were combined before the POS calculation.
Group-level statistics for the POS measure were assessed by comput-
ing individual-level p-values via z-scored permutation tests (VanRullen,
2016a) with 5000 permutations and combining p-values across individ-
uals using Stouffer’s method (Stouffer et al., 1949), which transforms
individual p-values into z-scores, combines themacross participants, and
converts the resulting z-score to a combined probability. The implemen-
tation of this process in MATLAB produced a combined p-value of 0 for
input p-values1016. Therefore, input p-values below this value were
changed to 1016 before p-value combination with Stouffer’s method.
The subsequent p-values were adjusted using FDR correction for multi-
ple comparisons. The POS analysis, z-scored permutation tests, and
p-value combination were performed using MATLAB code that accom-
panies VanRullen (2016a). POS analyses were performed from500 ms
(cue onset) until the first time point at which phase values could have
been influenced by posttarget activity (i.e., the temporal-smearing bound-
ary). Because we used 3-cycle wavelets for the time–frequency decompo-
sition, any time points within 1.5 cycles of target onset could have been
influenced by posttarget activity. Therefore, the temporal-smearing
boundary necessarily differed as a function of frequency (e.g., 1.5 cycles
at 4 Hz yields a smearing width of 375 ms, whereas 1.5 cycles at 10 Hz
produces a smearing width of 150ms). Activity in the period between the
temporal-smearing boundary and target onset was excluded from the
POS analysis.
As planned a priori, we collapsed across sessions 1 and 2 for all EEG
analyses. As a post hoc check, we repeated all behavioral analyses with
session (1 vs 2) as an additional factor and found that session did not
interact with any other factor. The only significant effect of session was a
main effect in the analysis of contrast thresholds. Therefore, session is
included in our reporting of the contrast threshold analysis.
Results
Behavioral
A 2 (cue condition: cued-target, uncued-target)  2 (session: 1,
2) repeated-measures ANOVA on the contrast thresholds deter-
mined via titration and used in the main experiment revealed
a significant main effect of cue condition (F(1,25)  16.72, p 
0.001, 2  0.40), demonstrating that participants’ contrast
thresholds were lower at the cued location than at the uncued
location (Fig. 2A), consistent with participants attending to the
cued location and previous demonstrations of attention’s influ-
ence on contrast thresholds (Pestilli and Carrasco, 2005). There
was also a significant main effect of session (F(1,25) 13.12, p
0.001, 2 0.34), reflecting a decrease in thresholds due to prac-
tice from the first to the second session. There was no significant
interaction (F(1,25)  1.03, p  0.321, 
2  0.04). Figure 1B
shows that the contrast thresholds in this experiment were rela-
tively high (27.5%) due to the extremely brief duration of the
target stimuli (11.8 ms).
Participants reported stimuli as present on 56%of cued-target
trials and on 54% of uncued-target trials (Fig. 2B). These per-
centages were not significantly different [t(25)  0.97, p 
0.343, Cohen’s d  0.19, corrected for the dependence between
means with Morris and DeShon’s (2002) equation 8, allowing
comparison with Cohen’s d from between-groups tests]. As ex-
pected, a 2 (reported perception: present, absent)  2 (cue con-
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dition: cued-target, uncued-target) repeated-measures ANOVA on
discrimination accuracy (Fig. 2C) revealed that participants
were significantlymore accurate in judging the orientation of the
target on trials in which they reported perceiving it than on trials
in which they did not (F(1,25)  251.48, p  0.001, 
2  0.91).
There was no significant main effect of cue condition (F(1,25) 
1.22, p 0.280,2 0.05) and no significant interaction (F(1,25)
2.05, p 0.164,2 0.08). False-positive rateswere low (M 10%
of target-absent trials, SD 12%). Average sensitivity was posi-
tive (d	  1.75, SD  0.16) and was significantly different from
zero (t(25)  11.54, p  0.001, Cohen’s d  2.31). Average bias
was conservative (log   1.56, SD  0.28) and significantly
different from zero (t(25) 5.85, p 0.001, Cohen’s d 1.17).
ERPs
Cluster permutation analysis comparing contralateralized ERP
responses between detected targets and undetected targets col-
lapsed across cue condition revealed a significantlymore negative
response when targets were detected than when they went unde-
tected at a cluster of eight contralateral posterior electrodes (Fig.
3, top) from 165 to240 ms after stimulus onset, peaking at 203
ms, at contralateral electrodes PO7/8. This negativity was accom-
panied by a small but significant positive difference at six ipsilat-
eral parieto-occipital electrodes from 174 to 227ms andmaximal
at ipsilateral electrodes PO3/4. These early effects were followed
by widespread differences such that responses to detected targets
were significantly more positive than those to undetected targets,
beginning at 260 ms after target onset and persisting until the
onset of the detection probe at 500 ms (data not shown). Com-
paring ERPs between detected and undetected targets, separately
for cued-target trials and uncued-target trials produced very sim-
ilar results to those described above (Fig. 3, middle and bottom,
respectively). Comparing detected versus undetected difference
scores between cued-target and uncued-target trials produced no
significant clusters, suggesting no interaction between cue condi-
tion and detection on ERPs.
Our phase analysis, described below, examined oscillatory
phase in the pretarget period and thus overlappedwith the period
of cue-evoked ERPs. To ensure that any finding of phase depen-
dence cannot be attributed to differential cue-evoked ERPs for
detected and undetected trials, we compared ERPs for these two
trial types from500 ms (cue onset) until 0 ms (target onset) at
each individual’s focal electrode contralateral to the upcoming
target location. Repeated-measures t tests at every time point
corrected formultiple comparisons by controlling the FDR (Ben-
jamini andHochberg, 1995) revealed no significant differences at
any time point between cue-evoked ERPs from trials in which the
target was detected and trials in which it was not detected. This
was the case at both the contralateral and ipsilateral electrode sites
when comparing detected and undetected trials in which the
target was cued or uncued (Fig. 4). Because the results of these
analyses have implications for the interpretation of our phase
dependence analysis, we also report themwithout any correction
for multiple comparisons. It is important to note that, with 256
time points each (1.95 ms per time point) and an alpha level of
0.05, these analyses would each be expected to produce an aver-
age of 12.8 significant differences by chance alone. The same
analysis as described above performed at contralateral focal elec-
trodes with no correction for multiple comparisons produced
four significantly different time points on cued-target trials (scat-
tered between166 ms and152 ms, all p-values 0.028) and
five significant differences between time points on uncued-target
trials (one at420 ms and four between35 ms and5 ms, all
Figure 2. Behavioral results. A, Contrast thresholds for 50% detection as estimated by QUEST (Watson and Pelli, 1983). These thresholds show the effect of attention. B, Percentage of trials in
which participants reported perceiving the target in themain experiment. C, Performance on the orientation discrimination task in themain experiment showing the effect of awareness. Error bars
indicate within-participant SEM (Cousineau, 2005; Morey, 2008).
Figure 3. Target-locked ERPs from contralateral focal electrodes. Topographies show the
contralateralized difference between responses to detected targets and undetected targets
from 165 to 240 ms.
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p-values0.015). The low number of significant time points and
the low degree of overlap between these and the times of observed
phase dependence, reported below, indicates that the phase re-
sults were not driven by differences in cue-evoked ERPs.
Pretarget power
Comparison of oscillatory power between focal electrodes con-
tralateral and ipsilateral to the cued visual hemifield revealed the
expected pretarget alpha amplitude decrease contralateral to the
cued side of space. FDR-controlled t tests at every time and fre-
quency revealed that power was significantly lower at contralat-
eral focal electrodes relative to ipsilateral focal electrodes in the
range from10 to 24Hz from129msuntil the endof the analysis
window at 0 ms (Fig. 5). This result is consistent with previous
studies showing alpha lateralization with attentional allocation
(Worden et al., 2000; Sauseng et al., 2005; Thut et al., 2006) and
are consistent with participants’ shifting their attention covertly
to the cued side as intended. Power was also significantly higher
contralateral relative to ipsilateral the cued hemifield at 2 Hz
from387 ms until125 ms. No power differences were found
between the pretrial periods for trials in which the target was
detected and those in which it was not detected, consistent with
previous results observed with this paradigm (Wyart and Tallon-
Baudry, 2008).
Phase analysis
The POS metric quantifies the degree to which detected-target
versus undetected-target trials cluster at opposing phases of an
oscillatory cycle at a particular time and frequency (VanRullen,
2016a; seeMaterials andMethods for details). This analysis, when
performed at focal electrodes contralateral to the location of cued
targets, revealed a number of significant time points. There was a
cluster of significant phase modulation in the theta frequency
range between 4 and 6 Hz from402ms to279ms, which had
a p-valueminimum at the border of the temporal smearing range
at 5 Hz at 300 ms (Fig. 6A). A second cluster spanned the
alpha-frequency range from 7 to 15 Hz from 363 ms to 240
ms and had a p-valueminimumat 11Hz at316ms.Other small
clusters appeared at other times and frequencies (Fig. 6A).
The same analysis applied to uncued-target trials (Fig. 6B)
revealed a cluster of significant theta-phase dependence between
4 and 6Hz from the start of the analysis window at500ms (cue
onset) until 330 ms, with a p-value minimum from 4 to 5 Hz
from 445 ms to 377 ms. The second cluster was between
11 Hz and 15 Hz from 346 ms to 302 ms, with a p-value
minimum at 14 Hz at318 ms. Interestingly, the temporal and
frequency properties of this second cluster overlap closely with
the alpha-frequency cluster found for the cued-target condition.
There was also considerable overlap between the 4–6 Hz theta-
frequency cluster observed here and the 4–6 Hz theta-frequency
cluster observed for the cued-target condition, although the clus-
ter revealed here for uncued trials began considerably earlier,
with its period of minimum p-value beginning before the signif-
icant period began in the cued-target condition. This result may
suggest stronger phase dependence for uncued stimuli in the
theta-frequency range. An important caveat, however, is that,
although p-values were lower in the cued-target condition, this
result might have arisen merely because there were more trials in
the cued than in the uncued condition. To address this possibil-
ity, we repeated the above analysis after subsampling an equal
number of trials in all conditions (detected cued targets, unde-
Figure 4. Cue-locked ERPs from contralateral focal electrodes. The time scale is negative to
make clear that this is the pretarget period and to facilitate comparison with the time–
frequency figures that present data from the same time period.
Figure 5. Time–frequency amplitude change showing an attention-related alpha ampli-
tude reduction contralateral to the cued location. A, Contralateral minus ipsilateral amplitude
difference computed at focal electrodes. Contralateral and ipsilateral are relative to the location
of the cue. White boundaries show significant differences corrected for multiple comparisons
with cluster-based permutation tests (Groppe et al., 2011). B, Contralateralized scalp topogra-
phy across the 10–24Hz frequency range from139 until target onset at 0ms. C, Topography
of amplitude difference between contralateral and ipsilateral electrodes.
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tected cued targets, detected uncued targets, and undetected un-
cued targets). This analysis also yielded significant results, but
with p-values lower in the uncued-target condition. Because it is
inappropriate to interpret p-values in terms of strength of evidence,
wenext compared the influence of prestimulus oscillations on target
detection directly between cued-target and uncued-target trials.
To compare the influence of prestimulus oscillatory phase
between cued-target and uncued-target trials for the frequ-
ency ranges identified above, we performed an analysis in which
we sorted trials into nine nonoverlapping bins of equal width
based on the phase of contralateral prestimulus oscillations at a
particular time and frequency and calculated the detection rate
for the trials within each phase bin. The optimally performing
bins were then aligned, as described in previous studies (Busch et
al., 2009; Busch and VanRullen, 2010). The bin with the highest
detection rate was deemed the 0° bin and the other bins main-
tained their relationship relative to this bin. If a relationship be-
tween phase and performance is present, then bins neighboring
the optimal bin should show monotonically decreasing perfor-
mance with increasing circular distance from the optimal bin
(after excluding the optimal bin from analysis because perfor-
mance in this bin is superior by definition). In contrast, if there is
no phasic relationship in the data, then the “optimal” bin should
exhibit superior performance by chance only and the neighbor-
ing bins should show no systematic pattern of performance.
Phase binning and optimal bin alignmentwere performed at each
time and frequency within the relevant ranges and then averaged
across time and frequency. We performed a repeated-measures
ANOVA on detection rates across each phase bin and cue condi-
tion, excluding the “optimal” phase bin. Greenhouse–Geisser
correction was applied when Mauchly’s test indicated that the
assumption of sphericity had been violated.
We first compared phase dependence between cued and un-
cued trials in the range in which their pretrial effects overlapped,
from 4 to 6Hz, between402ms and330ms. This produced a
significant main effect of phase (F(2.41,60.25)  36.66, p  0.001,
2 0.60). The main effect of cue condition was not significant
(F(1,25) 0.80, p 0.381, 
2 0.03), but there was a significant
interaction between cue condition and phase (F(3.82,95.52) 4.88,
p 0.001, 2 0.16), indicating a larger effect of theta phase in
the uncued condition than in the cued condition (Fig. 7A). The
effect of 4 –6 Hz theta phase on detection of cued targets
accounted for 10.57%of the overall detection rate comparedwith
19.74% for uncued targets. These percentages are likely to be
underestimates due to exclusion of the optimal phase bin, as
described above.
The same analysis performed on the overlap between the higher-
frequency activity from the cued and uncued conditions, from 11
to 15 Hz, between 346 ms and 302 ms revealed a significant
main effect of phase (F(3.06,76.60) 65.18, p 0.001, 
2 0.72),
but no significantmain effect of cue condition (F(1,25) 0.13, p
0.725, 2  0.01) and no significant interaction (F(2.66,66.44) 
0.94, p  0.420, 2  0.04), indicating an effect of alpha phase
that was the same on cued-target and uncued-target trials (Fig.
7B). The effect of 11–15 Hz alpha phase on detection of cued
targets accounted for 11.47% of the overall detection rate com-
pared with 14.58% for uncued targets. To control for the possibility
of different trial numbers contributing to differences between the
conditions, we repeated these analyses with equal numbers of
randomly selected trials in all conditions. All of the significant
effects identified in the original analysis were replicated in this
additional trial-balanced analysis.
When oscillatory amplitude is close to zero, phase values
become difficult to estimate, so it is possible for amplitude
differences between conditions to produce spurious differences
in phase metrics. It should be noted that the phase differences
reported here for detected versus undetected targets (Fig. 6) and
the differences in phase dependence for cued-target versus uncued-
target trials (Fig. 7) occurred at different times and frequencies
from the significant power reduction shown in Figure 5. There-
fore, any difference in phase metrics is unlikely to be related to
differences in power between the conditions.
High intertrial phase consistency (ITPC) has the potential to
mask the effects of phase onperception. Therefore, it is important
to rule out the possibility that differences in detection between
conditions as a function of phase could be driven by differences in
ITPC in the pretarget period. ITPC is known to be inflated by low
trial numbers (Cohen, 2014), so for the following analyses, we
selected random subsamples of trials in each condition to equate
trial numbers across all the conditions. These analyses were per-
formed with FDR-corrected t tests (except where noted) at every
time and frequency outside of the temporal smearing region.
We first compared ITPC at focal electrodes contralateral to
the target for detected-target versus undetected-target trials sep-
arately for cued-target and for uncued-target trials to control for
the effects of ITPC in the POS analysis above (Fig. 6). This anal-
ysis revealed no significant differences in either the cued-target or
uncued-target trials at any time or frequency (cued: p-values 
Figure 6. Time–frequency maps of p-values resulting from pretrial POS analysis across
frequency and time thresholded to show only significant effects ( p 0.05). A, Cued-target
condition.B, Uncued-target condition. Dashedwhite lines represent the edge of the temporal-
smearing boundary. Times to the right of this line (indicated in dark purple) were not analyzed
due to the possibility that values in this range might have been influenced by posttarget
activity.
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0.717; uncued: p-values 0.601). Therefore, differences in ITPC
are unlikely to have driven the effects observed in the POS analysis.
Further reanalyses correcting formultiple comparisonswith cluster-
based permutation tests (Groppe et al., 2011) produced the same
results (cued: cluster p-values 0.999; uncued: cluster p-values
0.159).
We also compared ITPC between cued-target and uncued-
target trials, collapsing across detection conditions, to examine
the impact of ITPC on phase dependence differences between the
conditions. This analysis revealed no significant difference at any
time or frequency when correcting for multiple-comparisons us-
ing FDR (p-values 0.227). In contrast, reanalysis with multi-
ple comparisons controlled using cluster-based permutation
tests revealed a cluster of significantly stronger ITPC in the cued-
target condition than in the uncued-target condition (cluster p
0.048, from 10 to 16 Hz, between363ms and301ms; Fig. 8).
This effect overlaps in time and frequency with the alpha-
frequency POS results reported above and
suggests that the alpha-frequency phase
dependence of perception described ear-
lier for the cued-target condition (Fig. 7B)
might have been underestimated relative
to the uncued-target condition. Impor-
tantly, however, there was no significant
ITPC difference at the times and frequen-
cies of the theta-frequency phase effect.
Furthermore, focusing exclusively on the
time–frequency range of the theta phase
effect showed that average ITPC was not
significantly different between detected-
target and undetected-target trials across
that range (4–6 Hz, between 403 and
330ms; t(25) 1.22, p 0.233, Cohen’s
d  0.24). ITPC differences between the
conditions therefore cannot explain the
theta-frequency difference in phase depen-
dence between cued-target and uncued-
target trials (Fig. 7A).
Discussion
Few studies have attempted to differentiate the neural oscillations
that relate to phasic modulation of perception at attended and
unattended locations, making it unclear whether oscillatory
effects on perception are intrinsic to the functioning of sensory
cortex or if they are driven by top-down mechanisms such as
attention.Here, we investigatedwhether the phase of prestimulus
oscillations modulates the processing of stimuli outside of the
focus of attention, and whether differences exist in the phase
dependence of visual processing between attended and unat-
tended stimuli.We predicted that, if unattended locations are not
subject to phasic modulation of stimulus processing (Busch and
VanRullen, 2010), then we would observe no relationship be-
tween prestimulus phase and uncued-target detection at any fre-
quency. Alternatively, if unattended locations are subject to
phasic modulation of stimulus processing, then we expected one
of two outcomes. We might observe the same phase dependence
characteristics at both attended and unattended locations, indi-
cating a perceptual sampling process that is independent of at-
tention. Alternatively, we might observe phase dependence for
both attended and unattended locations that differs between
locations. This would indicate a sampling process that is af-
fected by attention.
Our results confirm that processing of stimuli outside of the
focus of attention is subject to phasic modulation by ongoing
oscillations recorded contralateral to the location of the stimulus.
Specifically, for both cued and uncued targets, we observed that
target detection fluctuated with the phase of both an5Hz theta
rhythm and a broad high-alpha frequency rhythm (from 11 to 15
Hz). These results are in contrast to previous work (Busch and
VanRullen, 2010) that did not account for the location of the
target by contralateralizing the data and found no phase depen-
dence for uncued stimuli. We also found that pretrial theta phase
modulated the detection of unattended stimuli almost twice as
strongly as it did attended stimuli, suggesting the allocation
of spatial attention produces a relative disengagement from
ongoing theta-frequency sampling. In contrast, alpha-phase
dependence was no different for cued and uncued stimuli, con-
sistent with suggestions that the phase of posterior alpha rhythms
instantiates an ongoing perceptual sampling process rather than
being a sampling mechanism that is engaged when attention is
Figure 7. Comparison of phasic differences in detection-rate between the cued and uncued conditions. Phase bins represent
phase relative to the bin showing optimal performance, which was aligned to the center phase bin (20° to 20°). A, Detection
rates binnedby 4–6Hz phase from402ms to330ms.B, Detection rates binnedby 11–15Hz phase from346ms to302
ms. Error bars indicate within-participant SEM (Cousineau, 2005; Morey, 2008).
Figure 8. Difference in ITPC between cued-target and uncued-target trials. Dashed
black line represents the edge of the temporal-smearing boundary, with the dark gray
section representing times that could not be analyzed due to the possibility of contami-
nation from posttarget events. Warm colors represent higher ITPC on cued-target trials;
cool colors represent higher ITPC on uncued-target trials. The white border outlines the
period of significant difference as determined with cluster-based permutation tests
(Groppe et al., 2011).
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allocated (VanRullen, 2016b). We hesitate to place too much
emphasis on the apparent similarity of alpha-phase dependence
for cued-target and uncued-target trials, however, due to ITPC
differences that confound the phase dependence analysis at alpha
frequencies.
The pretarget period examined in our phase dependence anal-
ysis was also the period after the spatial cue that directed partic-
ipants to attend to one location or the other. To conclude that the
phase dependence effects that we observed reflect the influence of
ongoing endogenous oscillations on perception, it is important
to rule out that such phase effects might be driven instead by
differences in the evoked response to the cue for detected-target
and undetected-target trials. Any differences in evoked responses
may appear as differences in phase or amplitude when decom-
posed into the time–frequency domain without necessarily being
caused by a change in endogenous oscillations (Sauseng et al.,
2007). Such cue-related ERP differences between detected-target
and undetected-target trials are unlikely given that the stimuli in
these conditions were physically identical. Indeed, we showed that
cue-evoked ERPs recorded at exactly the times and electrodes that
were included in the phase analysis showed no significant differ-
ences between detected-target and undetected-target trials. We
can therefore be confident that the phase dependence of target
detection observed during this period reflected actual differences
in pretrial phase between detected andundetected targets and not
merely differences in the cue-evoked ERP.
The phase-dependent detection that we observed at alpha fre-
quencies is consistent with previous results demonstrating pos-
terior alpha frequency sampling when to-be-detected stimuli are
presented at a known, attended location (Mathewson et al., 2009;
Sherman et al., 2016). Here, we extend these results by demon-
strating that alpha-phase dependence is of equal magnitude for
stimuli appearing at attended and unattended locations, consis-
tent with the suggestion that alpha phase modulates perceptual
processing independently of attention (VanRullen, 2016b). This
is a counterintuitive result given the well established finding that
the strength of alpha oscillations (i.e., their amplitude) is rel-
atively decreased contralateral to the location of spatial attention
(Worden et al., 2000; Sauseng et al., 2005; Kelly et al., 2006; Thut
et al., 2006), and the degree of attention-related alpha amplitude
lateralization predicts behavioral performance (Ha¨ndel et al., 2011;
van Diepen et al., 2016). Alpha oscillations have been strongly im-
plicated in the inhibition of neural processing, with increased
alpha amplitude associated with increased inhibition in sensory
cortices (Goldman et al., 2002; Romei et al., 2008; Lange et al.,
2013). Therefore, one might expect the degree of alpha phase
dependence to be related to alpha amplitude (Jensen et al., 2012,
2014). As noted above, however, we do not rely too heavily on the
finding of comparable phase dependence for cued-target and
uncued-target trials for two reasons. First, as noted above, the
ITPC analysis revealed a difference between cued-target and
uncued-target trials in the degree of pretrial phase clustering at
alpha frequencies, which might have masked the cued-target
phase dependence to some degree. Second, the time range over
which we observed pretrial alpha-power lateralization did not
overlap with the time range over which we observed pretrial-
alpha phase opposition. Therefore, the potential interrelation
between alpha amplitude and alpha-phase dependence requires
further empirical appraisal.
Recent work has suggested that themonitoring ofmultiple loca-
tions by spatial attentionmay be instantiated by an7–8Hz atten-
tional rhythm that samples different locations on successive
oscillatory cycles, effectively sampling each location at a frequency
that is proportional to 7–8 Hz sampling divided by the number of
locations (Fries, 2009, 2015; Holcombe and Chen, 2013; Landau et
al., 2015). Our results showing a reduced influence of theta oscilla-
tions for the perception of attended stimuli relative to unattended
stimuli suggest that this sampling process need not necessarily be
divided evenly across all possible target locations. Rather, theta sam-
plingmight be subject to top-down control, not only for selection of
the specific locations to which it is applied, but also for the degree to
which it is applied at each location. Theta rhythmic sampling could
beappliedasymmetrically across locationsbasedon the likelihoodof
a target appearing at each location.
Our results in human observers are strikingly consistent with
the findings of a recent experiment that used electrocorticogra-
phy in monkeys (Spyropoulos et al., 2017). The investigators
trained two macaques to perform a visual attention task and cal-
culated Granger causal influence in the theta-frequency band be-
tween signals from different regions of visual cortex. They found
thatGranger causal influence in the theta bandwas reducedwhen
attentionwas directed to the stimulus contralateral to the record-
ing site, but was maintained when attention was directed to an
ipsilateral stimulus. This result might provide a neuronal mecha-
nism for the present finding of an attention-related disengagement
of theta-frequency sampling. Decoupling neural signal transmis-
sion from low-frequency oscillations could potentially result in a
more continuous mode of sensory processing that is less subject
to processing delays produced by regular periods of inhibition
(Schroeder and Lakatos, 2009).
Previous studies have shown theta-frequency oscillations in be-
havioral responses to targets at unattended locations that are not
present for attended targets (Landau and Fries, 2012; Fiebelkorn,
Saalmann, and Kastner, 2013). Attempts have been made to link
these effects to neural oscillations by demonstrating, for example, a
theta-frequency pattern of performance disruption produced by
transcranialmagnetic stimulation contralateral to anunattended lo-
cation (Dugue´ et al., 2016). Although such approaches are highly
suggestive, they are ultimately inconclusive about the neural source
of such rhythmic effects.Our findings gobeyond thisworkby show-
ing a significant association between detection performance and the
phase of prestimulus oscillations and by revealing a reliable modu-
lation of this relationship by covert spatial attention.
In summary, we have demonstrated that stimulus detection at
unattended locations is subject tophasicmodulationbyprestimulus
neural oscillations at cortical sites that process early stimulus-related
information. Phase-dependent perception at alpha frequencies
seems to be independent of attention, consistent with a perceptual
sampling process (VanRullen, 2016b). In contrast, phase depen-
dence at theta frequencies ismost strongly associated with sampling
of unattended locations, modulating performance by almost 20%,
whereas attended locations are less influenced by theta phase. Our
findings suggest that attentional allocation is associated with a dis-
connection fromongoing theta sampling in visual cortex (Landau et
al., 2015). Future empirical and theoretical work should be directed
to understanding the mechanisms by which such disengagement
from an ongoing sampling process occurs.
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