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Abstract
We present a new method, called Analysis-of-marginal-Tail-Means (ATM), for effective
robust optimization of discrete black-box problems. ATM has important applications
to many real-world engineering problems (e.g., manufacturing optimization, product
design, molecular engineering), where the objective to optimize is black-box and
expensive, and the design space is inherently discrete. One weakness of existing
methods is that they are not robust: these methods perform well under certain
assumptions, but yield poor results when such assumptions (which are difficult to
verify in black-box problems) are violated. ATM addresses this via the use of marginal
tail means for optimization, which combines both rank-based and model-based methods.
The trade-off between rank- and model-based optimization is tuned by first identifying
important main effects and interactions, then finding a good compromise which best
exploits additive structure. By adaptively tuning this trade-off from data, ATM
provides improved robust optimization over existing methods, particularly in problems
with (i) a large number of factors, (ii) unordered factors, or (iii) experimental noise. We
demonstrate the effectiveness of ATM in simulations and in two real-world engineering
problems: the first on robust parameter design of a circular piston, and the second on
product family design of a thermistor network.
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design, product family design, robust optimization.
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1 Introduction
For many real-world engineering problems, e.g., in manufacturing, product design, and
molecular engineering, one requires the optimization of some objective function over a large,
discrete factorial space. This problem is challenging for two reasons. First, the objective
function is typically “black-box”, in that little is known on it prior to experiments. Second,
each evaluation of this objective can be expensive, requiring costly physical experiments
or simulations. Because of this, only limited evaluations can be used for optimization.
For such problems, one weakness of existing methods is that they are not robust : these
methods perform well under certain modeling assumptions, but yield poor results when
such assumptions (difficult to verify in black-box problems) are violated. We propose a new
method, called Analysis-of-marginal-Tail-Means (ATM), which provides effective and robust
optimization for a broad range of discrete black-box problems.
ATM has important applications to many real-world engineering problems, where the
design space is inherently discrete. One application is in manufacturing optimization, where
the goal is to find an optimal setting of tools, parts and conditions which maximizes product
quality. Because of manufacturing complexities and the discrete nature of factors (e.g.,
parts come in select varieties from a supplier), most manufacturing optimization problems
are black-box and combinatorial (Dimopoulos and Zalzala, 2000). Here, ATM can be used
to find a good operation setting with a limited number of expensive experiments. Another
application is to the emerging problem of product family design (Nayak et al., 2002). The
idea is to develop a family of products (e.g., circuit networks) with customizable parts (e.g.,
resistors), then employ different combinations of parts to target specific market needs. Here,
ATM can be used to find a parts specification which caters to each market’s needs, using a
small number of experiments. Our method is also useful in many molecular and material
engineering problems, e.g., designing molecules in pharmaceutical drugs (Mandal et al.,
2006), or optimizing nanowire growth (Xu et al., 2009).
Viewed as a parameter optimization problem, there is a notable body of literature which
applies to the discrete, black-box problem at hand. An early technique, popularized by
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Taguchi (1986), is the Analysis-of-marginal-Means (AM) method, which uses the estimated
marginal means of each factor to predict its optimal level setting. While AM enjoys excellent
performance with limited samples if the black-box function is nearly additive (this is
formalized later in the paper), Wu et al. (1990) showed that AM can yield poor performance
when this additivity is violated. To address this, these authors instead advocated for a
simple method called Pick-the-Winner (PW), which chooses from the observed settings
the one yielding the best performance (the “winner”). In the same paper, Wu et al. (1990)
introduced a batch-sequential scheme for AM and PW, called Sequential-Elimination-of-
Levels (SEL), which iteratively eliminates levels with the worst-performing marginal mean
or minimum. SEL was further developed by Mandal et al. (2006) and Mandal et al. (2009),
who employed genetic algorithms and Gaussian processes to guide the elimination procedure.
Methods for continuous black-box optimization can also be used, with appropriate dis-
cretization, for the discrete problem here. This includes the popular Expected Improvement
method (EI; Jones et al., 1998) for black-box global optimization, the sequential design
strategies in Williams et al. (2000) and Ranjan et al. (2008), as well as the minimum energy
designs in Joseph et al. (2015). However, the effectiveness of these “discretized” methods
depends on the type of discrete factors at hand. For ordinal discrete factors (i.e., with
ordered levels), such methods may perform well due to its inherent continuous nature. For
nominal discrete factors (i.e., with unordered levels), such methods may perform poorly by
accounting for spurious order between levels. Nominal discrete factors, however, are present
in many engineering problems, particularly in product family design (which part to use out
of four choices?) and molecular engineering (which reagent to add at a molecule position?).
To contrast, the AM and PW methods are applicable for both ordinal and nominal factors.
Despite this body of work, a key difficulty noted by practitioners (see Simpson, 2004;
Lindroth and Patriksson, 2011) is that there is no effective robust optimization strategy
– some methods perform well under certain conditions, but yield poor results when these
conditions are violated. This is a serious problem, because one does not know if such
conditions hold for black-box problems prior to experiments. This lack of robustness is
nicely illustrated by the AM and PW methods. When the objective to optimize is nearly
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additive, AM implicitly makes use of a fitted additive model to provide effective optimization
with few samples (since marginal means can be well estimated from limited data). However,
when strong interactions are present, AM can return wildly suboptimal solutions due to the
poor fit of an additive model, and the rank-based PW strategy can yield better performance.
In light of this, Wu et al. (1987) suggests that “optimization should be based on empirical
models as well as the ranking of ... experimental data”. The proposed ATM method
does precisely this, by first (i) removing from each level the worst-performing runs above
a threshold (ranking), then (ii) using the marginal means of remaining runs, i.e., the tail
means, to predict the optimal setting (modeling). This provides a trade-off between the
model-based AM and the rank-based PW, and allows one to exploit local marginal structure
for optimization. By adaptively tuning this trade-off from data, ATM can provide effective
optimization with limited data in a wide range of black-box engineering problems.
This paper is organized as follows. Section 2 outlines the discrete optimization problem
at hand, and reviews AM and PW. Section 3 introduces the proposed ATM method, and
describes two trade-offs contributing to its robustness in optimization. Section 4 presents a
tuning procedure for ATM, as well as a level elimination scheme sel.atm for batch-sequential
optimization. Sections 5 and 6 investigate the performance of sel.atm in simulations and
in two real-world applications. Section 7 concludes with directions for future research.
2 Problem set-up and motivation
We first introduce the discrete black-box problem at hand, then show via a motivating
example why AM and PW are not effective robust optimization methods.
2.1 Discrete black-box optimization
Suppose there are p discrete factors of interest (these can be either ordinal or nominal), with
the l-th factor having Nl levels, l = 1, · · · , p. Denote these levels as [Nl] := {1, · · · , Nl}.
Let X = [N1] × [N2] × · · · × [Np] be the feasible space of all level combinations, and let
f : X → R be the objective function to be optimized. Without loss of generality, we assume
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minimization in this paper. The desired discrete optimization problem becomes:
x∗ := argmin
x∈X
f(x). (1)
The goal is to find the optimal setting x∗ ∈ X using a small number n of (possibly noisy)
evaluations y ∈ Rn on objective f . We emphasize again that the feasible space X should
be inherently discrete from the engineering problem at hand.
There are several practical challenges in solving (1). First, the objective f is typically
black-box, in that an experimenter has little knowledge on its functional form or properties
prior to data. Second, each evaluation of f can be expensive, requiring costly physical
experiments or time-consuming simulations. For example, the evaluation of combustion
instability in a rocket engine can take several weeks via simulation (Mak et al., 2018), and
is extremely costly via physical experiments (Yeh et al., 2018). To this end, the robustness
of an optimization method is paramount – a good method should learn structure on f from
data, and exploit this structure for effective optimization with limited objective evaluations.
Below, we review the AM and PW methods (which are purely model- and rank-based
methods, respectively), and show via two examples why these methods do not enjoy the
desired robustness. This motivates the proposed ATM technique, which employs an adaptive
trade-off between model- and rank-based methods to achieve effective robust optimization.
2.2 Analysis-of-marginal-Means and Pick-the-Winner
Analysis-of-marginal-Means (AM), popularized by Taguchi (1986), is a well known parameter
optimization method for solving (1). Given the constraint of limited data, the key idea in
AM is to exploit the marginal means of each factor (which can be well estimated from, say,
an orthogonal array (OA)) for guiding optimization. More specifically, let ml(xl) be the
true marginal mean of factor l at level xl ∈ [Nl], and let mˆl(xl) be its estimated marginal
mean from observed data. The AM predictor of the optimal setting x∗ can be written as:
xˆAM = (xˆ1, · · · , xˆp), xˆl := argmin
xl∈[Nl]
mˆl(xl), l = 1, · · · , p. (2)
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Figure 1: A visualization of AM and
PW for a 2-d toy example. Blue and green
arrows show estimated marginal means for
factors 1 and 2.
Friedman
Method n = 25 n = 50 n = 75 n = #{X} = 55
AM 2.13 1.95 1.87 1.81
PW 5.33 4.21 4.14 1.81
DetPep10
Method n = 25 n = 50 n = #{X} = 53
AM 11.45 11.42 11.41
PW 11.22 10.98 10.83
Table 1: Mean predicted minimum f(xˆ) using AM and
PW, averaged over 100 random OAs of run size n. The
best method is colored red.
In words, AM selects for each factor l the level xˆl with lowest estimated marginal mean,
then uses the level combination xˆAM = (xˆ1, · · · , xˆp) to predict x∗.
Figure 1 visualizes AM using a 2-d toy example with Nl = 5 levels for each factor (for
simplicity, assume f is observed without noise). Here, the black grid represents the feasible
settings in X (with function values in black), and the red dots mark the observed settings.
The blue and green arrows show the estimated marginal means (computed with two data
points) for the two factors, which approximate the true marginal means (computed with
five points). For both factors, the estimated marginal means are minimized at level 3, so the
AM predictor of the optimal setting x∗ is xˆAM = (3, 3), with objective value f(xˆAM) = 6.
The advantage of AM is that, whenever the objective f follows the additive model:
f(x) =
p∑
l=1
fl(xl), (3)
AM exploits the underlying marginal structure to provide effective optimization with a
small number of evaluations. To see why, suppose f follows the additive, main-effect model
in (3). If the true marginal means ml(xl) are known for all factors l = 1, · · · , p and all levels
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xl ∈ [Nl], then it is easy to see that the AM predictor (2) (with ml(xl) replacing mˆl(xl))
returns the optimal setting x∗. These marginal means can also be reliably estimated with a
small number of runs from a balanced experimental design, since each data point is used
multiple times in the AM predictor xˆAM. For the toy example in Figure 1, each data point
(in red) is used twice in xˆAM: once for estimating the marginal means of the first factor,
and another time for the second factor. This “reuse” of data allows AM to augment the
effective sample size on f , thereby providing effective optimization with few evaluations.
However, AM is effective only when f is additive (or nearly additive, see Wu et al., 1987
and Proposition 1 later). When a moderately large interaction is present, AM can return
poor solutions which can be worse than observed settings! To address this concern, Wu et al.
(1990) advocated for a Pick-the-Winner (PW) approach, which simply chooses the best
observed setting as the optimal solution. Figure 1 visualizes PW for the 2-d toy example.
Assuming again no noise, PW selects the point with the lowest observed value, which here is
xˆPW = (5, 4) with objective value 4. For this example, the simple PW approach outperforms
the AM method, which returns an objective value of 6. This suggests the presence of strong
interactions in f , which is indeed true from an inspection of function values in Figure 1.
2.3 Two motivating examples
We now show by using two examples why both AM and PW are not effective robust
optimization methods, in that both can yield poor solutions to (1) in certain situations.
Consider the two test functions – the 5-d Friedman function (Friedman et al., 1983):
f(x) = 10 sin(pix1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5, x ∈ [0, 1]5, (4)
and the 3-d DetPep10 function:
f(x) = 4(x1−2+8x2−8x22)2+(3−4x2)2+16
√
x3 + 1(2x3−1)2+30 ln(1+x3), x ∈ [0, 1]3, (5)
taken from the 8-d function in Dette and Pepelyshev (2010). For both functions, Nl = 5
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levels are used for each factor, with levels set at the middle of equi-spaced intervals1. The
design Dn used is an OA (Hedayat et al., 2012) with randomized level permutations.
Table 1 shows the predicted minimum for f using AM and PW, averaged over 100
replications. For the Friedman function, AM is a much better method than PW, yielding
near-optimal settings even with a small number of evaluations n. This is not surprising,
since the Friedman function is additive with small interactions. In the limiting case where
all settings are observed (i.e., n = #{X}), both methods arrive at the global minimum of
1.81. For the DetPep10 function, PW provides improved minimization to AM for all sample
sizes n. This can be explained by the non-smooth nature of the DetPep10 function, which
has many interaction effects. In fact, even with all settings observed (i.e., n = #{X}), AM
returns a solution far away from the global minimum 10.83. This shows that both AM and
PW are not effective robust optimization methods when little is known on the objective f .
As shown in Section 5, other existing methods (e.g., the discretized EI method) suffer
from a similar lack of robustness. This is problematic in practice, since practitioners have
little prior knowledge on the black-box objective function in real-world problems. To address
this, the proposed ATM method (presented next) employs an adaptive trade-off between the
model-based AM and the rank-based PW to achieve the desired robustness in optimization.
3 Analysis-of-marginal-Tail-Means
We now present the Analysis-of-marginal-Tail-Means (ATM) method, which uses conditional
tail means as marginal statistics for optimization. We first review conditional tail means,
then show why and how these conditional means allow for robust optimization in ATM.
3.1 Conditional tail means
Conditional tail means (or simply tail means) were first popularized in the risk management
literature, and are widely used as a measure of risk for financial losses. For a scalar random
1Here and in later simulations, we discretized continuous test functions to provide a test bank for the
discrete problem; the goal is not to solve the underlying continuous optimization problem via discretization.
8
variable Z ∼ F with finite mean, the conditional tail mean of Z at percentage α ∈ [0, 1] is
traditionally defined as E[Z|Z > Qα(F )], the expected value of Z given it exceeds its 100α%
quantile Qα(F ) (Hardy, 2006). When Z is an (uncertain) financial loss to be incurred, the
100α% tail mean of Z represents the expected loss in the worst-case 100(1− α)% event –
the event that this loss falls within the upper 100(1 − α)% tail. Tail means are used in
many aspects of risk analysis, including portfolio valuation (Hardy, 2006), options pricing
(Barone Adesi, 2016), and as a standard for capital measurement (Baker and Filbeck, 2014).
Here, we employ a modified version of tail means as marginal statistics for robust
optimization. Let z = (z1, · · · , zm) be a vector of m observed values, with z(1) ≤ · · · ≤ z(m)
its order statistics. For a fixed percentage α ∈ [0, 1], we define the 100α% tail mean of z as:
1
dmαe
∑dmαe
r=1 z(r), α ∈ (0, 1],
z(1), α = 0.
(6)
In other words, the 100α% tail mean of z is the mean of all observed values below its 100α%
quantile. This differs slightly from the traditional tail mean in risk analysis, which considers
the mean above a certain quantile; such a modification is needed for minimizing f .
From a robust statistics perspective, the conditional tail mean (6) can be viewed more
generally as an L-estimator (Huber, 1974) – a linear combination of order statistics, which
has been widely used in robust estimation. We show next how the same tail means, when
used as marginal statistics, enable robust optimization as well.
3.2 Optimization with marginal tail means
ATM uses tail means for optimization in the following way. First, assign to each factor l a
percentage αl ∈ [0, 1], and let mαl(xl) be the true marginal 100αl% tail mean of factor l at
level xl ∈ [Nl], with mˆαl(xl) its estimate from data. The ATM predictor of x∗ becomes:
xˆα = (xˆ1, · · · , xˆp), xˆl = argmin
xl∈[Nl]
mˆαl(xl), l = 1, · · · , p. (7)
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Figure 2: A visualization of ATM with α =
(0%, 100%) for a 2-d toy example. Blue and
green arrows show the estimated marginal
tail means for factors 1 and 2.
Figure 3: Two implicit trade-offs enabling robust
optimization in ATM.
In other words, ATM selects the level xˆl with smallest estimated marginal tail mean for
each factor l, then uses the level combination xˆα = (xˆ1, · · · , xˆp) to predict x∗.
Figure 2 visualizes ATM using the earlier 2-d toy example. Suppose the percentages
α = (α1, α2) = (0%, 100%) are chosen for the two factors. The blue and green arrows show
the estimated marginal tail means for the two factors: the 0% tail mean (i.e., the marginal
minimum) for factor 1, and the 100% tail mean (i.e., the marginal mean) for factor 2. For
factor 1, the xˆ1 = 5-th level has the smallest tail mean, whereas for factor 2, the xˆ2 = 3
has the smallest tail mean. From (7), the ATM prediction of the optimal setting x∗ is
xˆα = (5, 3), with objective value f(xˆα) = 2 lower than both the AM and PW predictions.
One appealing property of ATM is that it bridges between the purely model-based AM
and the purely rank-based PW methods. To see this, set the percentages αl = 100% for
all factors l. The resulting ATM predictor xˆα then selects levels based on the estimated
(unconditional) marginal means, which is precisely AM. Similarly, setting αl = 0% for all
factors, the ATM predictor xˆα selects levels based on the estimated marginal minima. But
the level with the smallest estimated marginal minimum must contain the smallest observed
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response, so ATM reduces to PW. In this sense, ATM with percentages αl ∈ (0, 1) integrates
both rank-based and model-based characteristics for optimization, as advocated in Wu et al.
(1987) (see Section 1). This integration enables robust optimization via two trade-offs on
objective function smoothness and marginal estimation, which we describe below.
3.3 Two trade-offs for robustness
There are two implicit trade-offs in ATM which allow for effective robust optimization. The
first trade-off is on objective function smoothness, and the second trade-off is on estimation
accuracy of marginal statistics. Figure 3 shows a visualization of these trade-offs.
3.3.1 Trade-off 1: Objective function smoothness
Recall from Section 2.3 that AM performs well for the nearly additive Friedman function, but
is inferior to PW for the more non-smooth DetPep10 function, which suggests a difference
in the assumed objective smoothness between AM and PW. The following proposition
formalizes this by showing, in the limiting sense, AM returns the optimal setting x∗ for a
particular type of “nearly additive” objective function:
Proposition 1 (Convergence of AM). Suppose all settings in X are observed with no noise.
Let xˆAM = (xˆ1, · · · , xˆp) be the AM predictor in (2). If, for all factors l = 1, · · · , p and
x−l ∈ X−l, f satisfies:
f(xˆl; x−l) ≤ f(xl; x−l), xl ∈ [Nl], (8)
then xˆAM = x
∗. Here, X−l is the full factorial space X without factor l.
In words, if f satisfies condition (8), Proposition 1 guarantees that AM converges to x∗
when all settings are observed without noise. The proof of Proposition 1 is in the Appendix.
Condition (8), which we call the marginal-conditional (MC) requirement, shows which
functions can be optimized well using AM. This requirement can be explained as follows: for
each factor l, every function slice of f conditional on other factors x−l must be minimized at
xˆl, the level with the smallest marginal mean. Figure 4 visualizes this using a 2-d example.
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Suppose xˆ1 = 3, i.e., factor 1 has the smallest marginal mean at level 3. The two plots on
the bottom show two function slices of f , given fixed levels of the other factor (factor 2).
For the first slice, its minimum is found at level 3, which matches the level with smallest
marginal mean xˆ1 = 3. For the second slice, however, its minimum is found at level 2, which
does not match xˆ1 = 3. Because of this, f does not satisfy the MC condition, and AM is
not expected to perform well here. The MC condition can be seen as a generalization of the
monotonicity condition in Wu et al. (1987), which requires f to be of the form:
f(x) = ψ{f1(x1), · · · , fp(xp)}, fl(xl) = 1
#{X−l}
∑
x−l∈X−l
f(xl; x−l), (9)
where ψ is a non-decreasing function in each argument, and fl is the l-th main effect of f .
When f is additive (i.e., of the form (3)), the MC condition must hold, since all
conditional slices equal the marginal mean values plus some constant. Even when f is
non-additive with small interactions (e.g., the Friedman function), this condition holds as
long as these interactions do not change the minimum level of each conditional slice, and
AM should optimize such functions well from Proposition 1. However, the MC condition is
easily violated if f has moderate interactions (e.g., DetPep10). For such functions, AM can
return poor solutions even when all settings are observed, as seen in Section 2.3.
PW, on the other hand, requires no such structure on f . Suppose again that all settings
are observed with no noise. In this case, the PW predictor xˆPW always arrives at the
optimal setting x∗, since it picks the winner from observed settings. Compared to AM, PW
enjoys a stronger guarantee in terms of optimization convergence, since it always arrives at
x∗ (albeit not very efficiently) without any assumptions on f .
With percentages αl ∈ (0, 1), ATM trades-off between the restricted function space
of AM and the unrestricted space of PW. To see why, suppose αl = 50% for all factors
l = 1, · · · , p. The ATM predictor xˆα in (7) can be seen as a two-step procedure. First, the
largest αl = 50% of the data are removed from each level of a factor (ranking). Second, using
the remaining data, the levels with the smallest marginal means are selected (modeling).
These two steps implicity assume the objective function f to be locally additive around its
12
Figure 4: A visualization of when the MC
condition in (8) is satisfied or violated.
Figure 5: Sampling distributions for the sample
mean, sample minimum and sample 20% tail mean.
Dotted red lines indicate true parameters. The MSE
of each estimator is shown on the bottom.
minimum – it first identifies a local region by ranking and removing the largest (1− αl)%
observations within each level, then predicts using a main-effects model on remaining data.
With αl = 100%, this reduces to the (global) additive model in AM, and with αl = 0%, this
generalizes to the unrestricted function space for PW.
3.3.2 Trade-off 2: Estimation accuracy of marginal quantities
The second trade-off in ATM concerns the estimation accuracy of marginal tail means with
limited data. Consider the two extremes of AM (αl = 100%) and PW (αl = 0%), which
use means and minima as marginal statistics for optimization. On one hand, the marginal
means for AM can be well estimated with limited runs, given the use of a balanced design
which allocates multiple observations for each factor level. On the other hand, the marginal
minima in PW are difficult to estimate even with many observations, because the sample
minimum is always positively biased. The marginal tail means in ATM bridge between the
excellent estimability of marginal statistics in AM and the poor estimability for PW.
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To better understand this trade-off, consider the following toy example. Suppose data
z = (z1, · · · , zm) is sampled i.i.d. from a Beta(5, 5) distribution, and the goal is to estimate
its mean, minimum, and 20% tail mean with m = 20 samples. Figure 5 shows the sampling
distributions of the sample mean, minimum, and 20% tail mean, along with their mean-
squared errors (MSEs) in estimating the true distributional quantities (dotted in red). The
sample mean, as expected, yields unbiased estimates and enjoys low estimation errors. The
sample minimum, on the other hand, has large positive bias and high variance, resulting
in poor estimation in terms of MSE. The sample tail mean strikes a compromise between
these two extremes, providing good estimation with a slight positive bias.
Putting these two trade-offs together, we get a complete view on why ATM is an effective
robust optimization method. By integrating both rank- and model-based optimization
methods, ATM can adaptively set its percentages α to identify an additive region near the
minimum, then exploit this additivity for prediction via marginal tail means. When f is
nearly additive, ATM with αl ≈ 100% fully exploits this global structure to effectively predict
the optimal setting with limited runs. When f is non-additive with strong interactions,
ATM with αl ≈ 0% relies on the ranking of observed settings to guide optimization. Finally,
when f is non-additive with moderate interactions, ATM with a moderate choice of αl
exploits local additive structure to predict x∗. This flexible framework, when tuned using
data, enables ATM to effectively optimize a broad range of objective functions.
3.4 Back to motivating examples
To illustrate ATM, let us return to the earlier examples. Consider the simple case of αl = α,
i.e., the same percentage α for all p factors. Figure 6 shows the predicted minimum value
f(xˆα) using the ATM predictor xˆα for different choices of α ∈ (0, 1). Note that the two
endpoints of α = 100% and α = 0% (dotted in blue and red) correspond to AM and PW,
respectively. For Friedman, ATM gives better predictions as α increases, with α = 100% (i.e.,
AM) providing the lowest objective value. This makes sense in terms of the two trade-offs:
the Friedman function is nearly additive (i.e., it satisfies the MC condition, trade-off 1), so
14
Figure 6: Mean predicted minimum f(xˆα) using ATM, averaged over 100 randomly-permutated
OAs with n = 25 function evaluations. The blue and red dotted lines indicate AM (ATM with
α = 100%) and PW (ATM with α = 0%), respectively.
a larger α enables better estimation of marginal quantities (trade-off 2) and hence better
minimization. The results for DetPep10 are more interesting: ATM with α = 0% (i.e., PW)
performs better than ATM with α = 100% (i.e., AM), but ATM with α ≈ 30% improves
upon both. This can again be explained using the two trade-offs: the DetPep10 function is
non-smooth with moderate interactions (i.e., it violates the MC condition, trade-off 1), so a
choice of α ∈ (0, 1) allows ATM to exploit local additive structure via marginal tail means
(trade-off 2) for effective optimization. We introduce next a tuning procedure for α, which
uses observed data to estimate a good compromise between these two trade-offs.
4 Implementing ATM
Next, we discuss implemention steps for ATM, beginning with a tuning procedure for
percentages α, then a level elimination strategy for batch-sequential optimization, and
finally some comments on experimental design.
4.1 tune.alpha – Tuning ATM percentages
We present here a method, called tune.alpha, for tuning ATM percentages α from data.
Recall the two trade-offs earlier: α should be set as large as possible to exploit marginal
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structure, but not so large as to violate the assumed smoothness on f . tune.alpha tunes a
good balance between these trade-offs using two steps: it first (i) uses observed data to fit a
model fˆ , then (ii) employs fˆ to estimate a good choice of percentages αˆ for optimization.
Consider first step (i), which fits a simple model fˆ with main effects and two-factor
interactions. To fit this model, a state-of-the-art method called hierNet (Bien et al., 2013)
is used, which employs convex optimization to select and estimate important effects in f .
This fitted model fˆ has the desirable property of (weak) effect heredity (Wu and Hamada,
2009), meaning all selected interactions have at least one active main effect component.
Consider next step (b), which uses the fitted model fˆ to tune ATM percentages α. The
strategy is to find percentages αˆ which, when used within ATM, yield the smallest predicted
value on the fitted model fˆ . However, the same dataset (Dn,y) for fitting fˆ in step (i)
should not be used to tune α in step (ii), since this introduces unwanted bias in tuning.
Instead, we perform this tuning step on a synthetic dataset (D∗,y∗), where D∗ is a new
OA randomly sampled on X , and y∗ = fˆ(D∗) are its observations generated from the fitted
model fˆ . Algorithm 1 outlines the detailed steps for tune.alpha.
To understand why these two steps enable effective tuning of α, suppose the true
function f is nearly additive. For such functions, true interaction effects are weak relative
to true main effects, so the fitted interactions of fˆ from hierNet should be weak relative to
fitted main effects as well. In this case, the tuned percentages αˆ from tune.alpha will all
be close to 100%, because the nearly additive fitted model fˆ is best optimized with AM.
On the other hand, suppose f has large interactions relative to main effects. In this case,
hierNet should be able to detect and reflect the large interactions-to-main-effects ratio in
the fitted model fˆ . The tuned percentages αˆ will then shift closer to 0%, to identify a local
additive region near the minimum for prediction. For high-dimensional problems, the exact
optimization for αˆ can be computationally demanding; we find that a simple Monte Carlo
approximation (with α = 0 and α = 1 included as candidate points) works quite well.
We clarify a key distinction between ATM (tuned using tune.alpha) and a direct
minimization of the fitted model fˆ . The first uses the relative strength of interactions to
main effects in fˆ to tune a good choice of ATM percentages αˆ, whereas the second relies
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Algorithm 1 tune.alpha(Dn,y): Tuning ATM percentages
• Using data (Dn,y), fit a second-order interactions model fˆ with hierNet.
• Randomly generate a new OA D∗ on X with #{D∗} ≤ n, and set y∗ ← fˆ(D∗).
• Set αˆ← argminα∈[0,1]p fˆ(xˆ∗α), where xˆ∗α is the ATM predictor using data (D∗,y∗).
• Return αˆ.
fully on the fitted model fˆ for minimization. As noted in Wu et al. (1990), the latter
strategy may yield poor results when the true surface f is non-smooth, because fˆ can fit f
poorly around the desired minimum. To contrast, tune.alpha employs the relative strength
of fitted interactions to main effects (which can be more reliably estimated) to tune a good
minimization strategy within ATM. This adaptive tuning of α from data allows ATM to
effectively optimize a wide range of black-box problems with limited data, as shown later.
4.2 sel.atm – Sequential-Elimination-of-Levels using ATM
Next, we introduce an iterative implementation of ATM, called sel.atm, for batch-sequential
optimization. This extension of ATM is important for practical problems, where experiments
are often run in sequential batches due to process limitations or computing architecture.
sel.atm adopts the Sequential-Elimination-of-Levels (SEL) framework in Wu et al.
(1990). The key idea behind SEL is to employ batch-sequential sampling to iteratively
remove worst performing levels of each factor, which enables experimenters to quickly target
regions of interest with few samples. Applied to AM and PW, SEL iteratively removes
from each factor the level with the largest marginal mean and minimum, respectively (these
methods are called sel.mean and sel.min). Here, instead of using marginal means or
minima, sel.atm sequentially removes levels with the largest marginal tail means tuned
from data. This can be interpreted as iteratively removing the worst levels from an additive
model around the minimum. When these tail means are tuned from data via tune.alpha,
sel.atm can provide a robust elimination of factor levels.
sel.atm consists of the following steps. First, data y are collected from experiments
using an OA design, and the tail mean percentages α are tuned via tune.alpha. Next, the
tuned percentages αˆ are plugged into the ATM predictor xˆαˆ, to be used as the estimate of
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Algorithm 2 sel.atm(Telim): Sequential-Elimination-of-Levels using ATM
• Initialize design Dn ← ∅ and observations y← ∅.
for t = 1, · · · , Telim do . Telim – Number of level eliminations
• Add to Dn the smallest OA with levels
∏p
l=1(Nl−t+1), and add to y the observations
collected on this OA.
• Tune ATM percentages: αˆ← tune.alpha(Dn,y).
• Predict minimum with xˆαˆ, the ATM predictor using data (Dn,y).
for l = 1, · · · , p do . For each factor l...
• Remove level xl with largest marginal tail mean estimate mˆαˆl(xl).
the optimal setting x∗. Finally, for each factor l, the level xl with the largest marginal tail
mean mˆαˆl(xl) is eliminated. These steps are repeated until a unique setting remains, or for
a fixed number of eliminations Telim. Algorithm 2 summarizes the above steps for sel.atm.
4.3 Experimental design
For sel.atm (or ATM), which relies on marginal information for optimization, the choice
of experimental design (on discrete space X ) can impact its performance. A good design
should have two properties. First, it should be balanced for estimating main effects, in that
all factor levels are observed an equal number of times – this prevents ATM from being
skewed towards any level of a factor. Second, a design should enable good estimation of
interaction effects, which in turn allow for effective tuning of percentages α.
Given these two properties and the need for small run sizes, we find that orthogonal
arrays (Hedayat et al., 2012) provide good designs for sel.atm: its first-order balance ensures
good main effect estimation, whereas its second-order balance ensures good estimation
of two-factor interactions. OAs are also flexible designs which accommodate mixed-level
problems (i.e., problems with different number of levels Nl) with a small run size – these are
called mixed-level OAs (Wu and Hamada, 2009). This flexibility is important in practice:
some factors may be binary (e.g., on or off) while others can have more levels (e.g., parts A,
B or C). We will use OAs as the design of choice for sel.atm in later applications.
It is important to clarify here why OAs are preferred for sel.atm compared to more
standard designs for black-box continuous optimization, such as Latin hypercube designs
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(McKay et al., 1979) or space-filling designs (Johnson et al., 1990). The key reason is
that we are interested in optimizing over a discrete factorial space X . In the special case
where all factors are discretized from a controllable, continuous scale, the latter designs are
useful for optimization on the underlying continuous space. However, when some factors
are nominal or discretized due to experimental constraints, the latter designs cannot be
used. OAs provide a more flexible design scheme for the broader discrete problem at hand,
which accommodates all types of discrete factors.
Another point of consideration is design run size. Given the expensive nature of
experiments, the number of runs should be kept as small as possible, while ensuring a good
solution from sel.atm (or ATM). One way to do this is to use the smallest OA design
within each stage of sel.atm – this ensures a small run size while retaining the desired OA
structure. Such an approach was employed in Wu et al. (1990) and other following works.
Given a fixed run budget which exceeds this minimum run size, one can also run larger OAs
in one or more stages of sel.atm, particularly in stages where noticeable non-additivity is
detected. This is explored further in the next section. Remaining runs can also be used to
explore settings near the predicted minimum.
5 Simulation studies
5.1 Set-up
We now compare in simulations the performance of sel.atm with existing discrete, black-box
optimization methods. The focus is on investigating robustness, i.e., how well a method
performs over a wide range of problems. To do this, we use three test functions in the
literature, each with different properties. The first is the (modified) exponential function
(DetPep10e) from Dette and Pepelyshev (2010):
f(x) = 100
p/3∑
k=1
(
e−2/x
1.75
3k−2 + e−2/x
1.5
3k−1 + e−2/x
1.25
3k + 0.01x3k−2x3k−1x3k
)
, x ∈ [0, 1]p, (10)
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a nearly additive function with a small three-way interaction. The second is the six-hump
camel function (Camel6) from Ali et al. (2005):
f(x) =
p/2∑
k=1
(
4− 2.1x2k−1 +
x42k−1
3
)
x22k−1+x2k−1x2k+(−4+4x22k)x22k, x ∈ ([−2, 2]×[−1, 1])p/2,
(11)
which is non-additive with moderate interactions. The last is the (modified) Shubert function
(Jamil and Yang, 2013):
f(x) =
1
10p
{
p∏
k=1
(
5∑
i=1
i cos((i+ 1)xk + i)
)
+ 0.01
p∏
k=1
xk
}
, x ∈ [−10, 10]p, (12)
a non-additive function with strong interactions. DetPep10e is tested with p = 9 and 18
factors, Camel6 with p = 8 and 24 factors, and Shubert with p = 10 and 24 factors, with
each factor having Nl = 4 levels (set at the middle of equi-spaced intervals).
Here, sel.atm is run with Telim = 2 level eliminations, using the smallest OA design in
each stage (unless otherwise stated). For example, for the DetPep10e (p = 9) function with
Nl = 4 levels, the initial stage is run with a 32-run OA (the smallest run size for OA(·, 49)),
the first elimination stage is run with a 27-run OA (the smallest run size for OA(·, 39), with
one level removed), and the second stage is run with a 12-run OA (the smallest run size
for OA(·, 29), with two levels removed). This corresponds to a total run size of n = 32,
n = 32 + 27 = 59 and 32 + 27 + 12 = 71 for the three stages. Run sizes for other functions
are set similarly, with OAs computed using the R package DoE.base (Groemping, 2017).
sel.atm is then compared with four existing methods2. The first two, sel.mean and
sel.min, are the SEL schemes in Wu et al. (1990), which employ AM and PW (see Section
4.2). The last two are variants of the EI method (Jones et al., 1998), modified for the
discrete problem at hand. The first variant of EI (ei.ord) considers ordinal discrete factors
2SELC (Mandal et al., 2006) and G-SELC (Mandal et al., 2009) are not included here, since these
methods (as implemented in Johnson et al., 2008) require a larger run size n in most simulation cases.
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– it uses a Gaussian process (GP) model on X with first-order autocovariance function:
cord(x1,x2) = σ
2 exp
{
−
p∑
l=1
θl(x1,l − x2,l)2
}
, x1,x2 ∈ X , (13)
to guide optimization. The second variant of EI (ei.nom) considers nominal discrete factors
– it uses a GP on X with exchangeable covariance function (Stein, 2012):
cnom(x1,x2) = σ
2 exp
{
−
p∑
l=1
θl1{x1,l 6= x2,l}
}
, x1,x2 ∈ X . (14)
The scale parameters (θl)
p
l=1 and variance parameter σ
2 are adaptively estimated from data
via maximum likelihood. Given the prevalence of batch-sequential experiments in real-world
applications (Section 4.2) and the discrete problem at hand, both EI methods are run at
the same batch sample sizes as the first three methods, with OAs as initial designs.
5.2 Results
Table 2 reports the median of predicted minimum values from 100 simulation trials, with
the best method marked in red and the second-best method in blue. Results in Table 2
assume no experimental noise; the noisy setting is considered later in Table 3 (left).
Consider first the low-dimensional simulations (p ≤ 10 factors) on the left side of Table 2.
To investigate the adaptivity of the proposed method, we focus mainly on the performance
of sel.atm after Telim = 2 level eliminations. For DetPep10e (top-left), sel.mean is the
best method, followed by sel.atm and ei.ord. This is expected, because the near-additive
form of DetPep10e enables effective minimization using a marginal means model. Here,
sel.atm (tuned via tune.alpha) learns this additive structure and adjusts to the fully
model-based strategy of α = 1; this allows for comparable results to the gold standard of
sel.mean after Telim = 2 eliminations. For Camel6 (middle-left), the two EI methods are
the best, followed closely by sel.atm and sel.min. This is again not surprising, since the
moderate interactions in Camel6 can be well modeled via a first-order autoregressive GP.
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DetPep10e, p = 9 DetPep10e, p = 18
Telim = 0 Telim = 1 Telim = 2 Telim = 0 Telim = 1 Telim = 2
Method (n = 32) (n = 59) (n = 71) (n = 64) (n = 118) (n = 138)
sel.mean 0.01 0.15 0.01 0.02 0.01 0.01
sel.min 3.85 1.21 0.16 15.5 6.14 3.14
ei.ord 4.05 0.06 0.04 15.9 3.41 2.69
ei.nom 3.95 0.26 0.04 15.6 3.60 2.74
sel.atm 0.37 0.24 0.02 0.02 0.08 0.01
Camel6, p = 8 Camel6, p = 24
Telim = 0 Telim = 1 Telim = 2 Telim = 0 Telim = 1 Telim = 2
Method (n = 32) (n = 59) (n = 71) (n = 128) (n = 182) (n = 210)
sel.mean -0.19 -0.44 -0.44 -0.58 -1.33 -2.08
sel.min -0.15 -0.65 -1.19 2.63 1.47 0.26
ei.ord -0.15 -0.65 -1.40 2.80 1.76 1.26
ei.nom -0.15 -1.19 -1.40 2.72 1.28 0.22
sel.atm -0.19 -0.44 -1.19 -0.33 -0.78 -2.08
Shubert, p = 10 Shubert, p = 24
Telim = 0 Telim = 1 Telim = 2 Telim = 0 Telim = 1 Telim = 2
Method (n = 48) (n = 75) (n = 87) (n = 128) (n = 182) (n = 210)
sel.mean -3.0× 10−6 -7.3× 10−6 -1.3× 10−6 -6.4× 10−12 -5.7× 10−11 -6.3× 10−12
sel.min -1.6× 10−4 -3.0× 10−4 -6.1× 10−4 -1.4× 10−8 -4.1× 10−8 -1.2× 10−7
ei.ord -1.5× 10−4 -2.2× 10−4 -2.5× 10−4 -4.6× 10−9 -1.4× 10−8 -1.4× 10−8
ei.nom -1.4× 10−4 -2.0× 10−4 -2.0× 10−4 -1.4× 10−8 -1.4× 10−8 -1.4× 10−8
sel.atm -1.5× 10−4 -2.0× 10−4 -3.0× 10−4 -1.4× 10−8 -1.4× 10−8 -4.1× 10−8
Table 2: Median predicted minima f(xˆ) over 100 trials for the DetPep10e (p = 9, 18), Camel6
(p = 8, 24) and Shubert (p = 10, 24) functions. Here, Telim denotes the number of levels eliminated
for prediction at a given stage (for SEL methods), and n denotes the total number of function
evaluations. The best method is colored red, and the second-best method is colored blue.
DetPep10e, p = 9, noisy DetPep10e, p = 18, Telim = 2
Telim = 0 Telim = 1 Telim = 2 All×1 T0×2 T1×2 T2×2 All×2
Method (n = 32) (n = 59) (n = 71) (n = 138) (n = 202) (n = 192) (n = 158) (n = 276)
sel.mean 0.13 0.17 0.16 0.013 0.013 0.013 0.013 0.013
sel.min 3.96 1.25 0.25 3.195 3.271 3.324 3.346 3.249
ei.ord 4.09 0.23 0.19 2.710 2.659 2.547 2.661 2.532
ei.nom 4.41 0.33 0.21 2.757 2.801 2.990 3.094 2.495
sel.atm 0.29 0.24 0.17 0.038 0.038 0.036 0.028 0.022
Table 3: (Left) Median predicted minima f(xˆ) over 100 trials for the DetPep10e (p = 9) function,
with noise
i.i.d.∼ N (0, 0.5). (Right) Mean predicted minima f(xˆ) for the DetPep10e (p = 18) function
after Telim = 2 level eliminations, under different design augmentation schemes.
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Here, sel.atm (tuned via tune.alpha) detects these interactions and adjusts to a hybrid
strategy with α ∈ (0, 1), which allows for comparable performance to the EI methods
after Telim = 2 eliminations. For Shubert (bottom-left), the purely rank-based sel.min
provides the best performance, followed by sel.atm and ei.ord; this is expected given the
strong interactions in Shubert. Here, sel.atm (tuned via tune.alpha) detects these strong
interactions and adjusts to a purely rank-based strategy of α = 0.
Consider next the high-dimensional simulations (p > 10 factors) on the right side of
Table 2. One key difference here is that, compared to the earlier results, both EI techniques
perform much worse than the three SEL methods. This makes intuitive sense, since GP
models (which guide optimization for EI) are difficult to fit well in high-dimensions, especially
with limited data (Harari et al., 2018). To contrast, the SEL methods suffer less from this
“curse-of-dimensionality” by using marginal information for optimization. For DetPep10e
(top-right), sel.mean provides the best performance, followed by sel.atm; this shows the
adaptivity of sel.atm in learning and exploiting additive structure for optimization. For
Camel6 (middle-right), sel.mean is the best method, followed by sel.atm. This shows that,
in high-dimensions with limited samples, a function with moderate interactions may be better
approximated with a well-estimated main-effects model than a poorly-estimated interactions
model. For Shubert (bottom-right), sel.min and sel.atm yield the best performance,
which again shows the adaptivity of sel.atm in adjusting to a purely rank-based strategy.
Investigating next the effect of noise, Table 3 (left) reports the median predicted minima
for the DetPep10e (p = 9) function, with observations corrupted by i.i.d. N (µ = 0, σ = 0.5)
noise. The two EI variants (ei.ord, ei.nom) appear to be slightly more sensitive to
noise than the SEL methods (sel.mean, sel.min, sel.atm), in that the deterioration in
performance under noise is slightly worse for the former than the latter. This robustness of
SEL methods to noise can be reasoned as follows. The first method, sel.mean, in using
marginal means for optimization and level elimination, mitigates the effect of observation
noise via marginal averaging. The second method, sel.min, which relies on only the ranking
of data, can be more resilient to noise compared to model-based approaches (Xu et al.,
2009); this is similar to the appeal of order statistics for robust estimation (Huber, 1974).
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It is therefore not surprising that the proposed approach sel.atm, which incorporates both
marginal estimation and ranking, also enjoys robustness to noise in optimization.
Lastly, we examine sel.atm under different run sizes. First, note that the earlier results
employ the minimum run size needed to retain an OA structure. In practice, a run budget
may be available which exceeds this minimum run size, in which case one can afford larger
OAs in one or more stages of sel.atm. To explore this further, we take the DetPep10e
(p = 18) example with Telim = 2 level eliminations (Table 2, top-right), and compare results
using the minimum run size (n = 64 (initial OA) + 54 (stage 1 OA) + 20 (stage 2 OA) =
138 total runs), with three augmentation schemes which double the run size in each of the
three stages (n = 64× 2 + 54 + 20 = 202, 64 + 54× 2 + 20 = 192, and 64 + 54 + 20× 2 = 158
runs). We denote these schemes as All×1, T0×2, T1×2 and T2×2, respectively. Table
3 (right) shows the mean predicted minima under these four schemes. Additional runs
appear most beneficial for sel.atm in the second stage (i.e., T2×2), where the greatest
objective reduction is achieved (0.028 - 0.038 = -0.010) with the smallest run size increase
(158− 138 = 20 runs). This makes sense given the near-additivity of DetPep10e: larger run
sizes in early stages do not help much in estimating the large-scale additive structure, but
larger run sizes in later stages are useful for identifying small-scale interactions. We therefore
suggest extra runs be allocated to stages where noticeable interactions are detected. Table
3 (right) also reports results for sel.atm using double the run size in all stages (denoted
as All×2, with n = (64 + 54 + 20)× 2 = 276 runs), which improve upon the single-stage
schemes T0×2, T1×2 and T2×2. With a large enough budget, multi-stage augmentations
can yield improved optimization over single-stage augmentations for sel.atm.
5.3 Recommendations
Summarizing these findings, Table 4 shows the best (unbracketed) and second-best (brack-
eted) methods under different function smoothness, problem dimension, and type of discrete
factor. For low-dimensional problems with ordinal factors (first column), sel.atm and
ei.ord both provide effective robust optimization for discrete black-box problems, where
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Smoothness
Dim. (Type) Low-dim. p ≤ 10 Low-dim. p ≤ 10 High-dim. p > 10
(ordinal) (nominal) (ordinal/nominal)
Nearly additive
sel.mean sel.mean sel.mean
(sel.atm, ei.ord) (sel.atm) (sel.atm)
Non-additive, ei.ord ei.nom sel.mean
moderate interactions (sel.atm, sel.min) (sel.atm, sel.min) (sel.atm)
Non-additive, sel.min sel.min sel.min
strong interactions (sel.atm, ei.ord) (sel.atm) (sel.atm)
Table 4: Best (unbracketed) and second-best (bracketed) methods under different objective function
smoothness, problem dimension, and type of discrete factors.
little is known on function smoothness a priori. However, for low-dimensional problems
with nominal factors (second column), sel.atm offers improved robust performance over
existing methods. This improved robustness for sel.atm becomes more prominent in
high-dimensional problems (last column), where existing EI and SEL methods can yield
poor solutions under certain situations. sel.atm is also robust to experimental noise, by
employing both ranking and marginal averaging for optimization. We therefore recommend
the proposed method sel.atm in discrete, expensive black-box problems with either (i) a
large number of factors, (ii) some nominal factors, or (iii) experimental noise.
6 Applications
Finally, we apply sel.atm to two real-world applications: the first on robust parameter
design of a circular piston, and the second on product family design of a thermistor network.
These two applications demonstrate the lack of robustness for existing methods, and show
the robust performance of sel.atm in practical problems.
6.1 Robust parameter design of circular piston
Consider first the robust parameter design for a circular piston, a key mechanical component
in modern engine systems. The objectives here are two-fold: we wish to find an optimal
setting of piston parts and operating conditions, which (i) achieves a target piston cycle
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time, but also (ii) yields as little variation as possible in cycle time when input settings
deviate slightly. Objective (i) is a nominal-the-best problem in parameter design (Wu and
Hamada, 2009), where one wants to find a parameter setting with an output as close as
possible to some target C∗. Objective (ii) is a type of robust parameter design problem,
where robustness is with respect to internal noise (Taguchi, 1986) in parameters3. Here,
internal noise can result from manufacturing tolerances on piston parts, uncontrollable
variations in operating conditions, or parts degradation (Section 11.3, Wu and Hamada,
2009). Both objectives are important for designing an effective and reliable piston system.
Table 5 lists the p = 7 input factors for this design problem, along with their levels
and factor type. The first three factors (piston weight, piston surface area, spring choice)
are controllable piston components; these factors are discrete, since components come in
limited varieties by a parts supplier. The next factor permits three initial positions of the
piston, which in turn affects initial gas volume V0. The last three factors (pressure, ambient
temperature and filling gas temperature) determine operating conditions, and are again
assumed to be discrete (i.e., conditions are controllable to fixed levels). All factors are taken
to be ordinal, except for initial piston position, which we assume to be nominal.
Here, we wish to design a robust parameter design x∗ which yields a target cycle time
of C∗ = 50 seconds. This can be formulated as the discrete optimization problem:
x∗ = argmin
x∈X
f(x) := argmin
x∈X
max
t∈T
|C(x + t)− C∗|, (15)
where C(x) is the cycle time at setting x, T is the tolerance range for internal noise, and f(x)
is the maximum deviation from target C∗ given tolerance T , which we wish to minimize.
For this problem, T is set as ±1.5%∆l for each factor l with design range ∆l. To mimic
physical experiments, we first simulate cycle time C(x) from the piston model in Ben-Ari
and Steinberg (2007), then add in i.i.d. N (µ = 0, σ = 0.01) experimental noise. Again,
each evaluation of f is assumed to be expensive and black-box, and the goal is to find a
3Note that the “robust” parameter design in Taguchi (1986) is different from the “robust” optimization
tackled in this work – the first considers the robustness of a design to internal noise in inputs, whereas the
second considers the robustness of an optimization method for black-box objective functions.
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Input factors Levels Type
Piston weight M ∈ {32.5, 37.5, 42.5, 47.5, 52.5, 57.5} kg Ordinal
Piston surface area S ∈ {7.5, 12.5, 17.5} × 10−3 m2 Ordinal
Spring choice k ∈ {1333, 2000, 2667, 3333, 4000, 4667} N/m Ordinal
Initial piston position Pos. {1, 2, 3} ⇒ V0 ∈ {3.33, 6.00, 8.67} × 10−3 m3 Nominal
Atmospheric pressure P0 ∈ {9.33, 10.00, 10.67} × 104 N/m2 Ordinal
Ambient temp. Ta ∈ {291, 293, 295} K Ordinal
Filling gas temp. T0 ∈ {343.3, 350.0, 356.7} K Ordinal
Table 5: Input factors, level settings and factor types for the piston design problem.
Piston design
(Telim = 1, n = 136)
Method f(x)
sel.mean 1.13×10−1
sel.min 1.74×10−2
ei.mix 1.61×10−2
sel.atm 1.53×10−2
Figure 7: (Left) Median predicted minima f(xˆ) over 100 trials for the piston design problem.
Telim denotes the number of level eliminations, and n denotes the total number of runs. (Right)
Visualizing cycle time over the tolerance region of the chosen setting xˆ, for each of the four methods.
robust piston setting using as few runs as possible.
We compare the performance of sel.atm with the two existing SEL methods sel.mean
and sel.min, along with an EI method ei.mix, which employs a separable GP model with
first-order covariance (13) for ordinal factors and exchangeable covariance (14) for nominal
factors. Given a tentative budget of n ≈ 125 runs, we run the SEL methods in two batches
(i.e., with Telim = 1 level eliminations), which require n = 36 (initial OA) + 100 (stage 1
OA) = 136 total runs. As in simulations, ei.mix is run using the same batch sample sizes.
Figure 7 (left) reports the median predicted minima from 100 trials, with the best method
in red and the second-best method in blue. Here, sel.atm and sel.mean yield the best and
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worst results for minimizing maximum deviation f(x) from target C∗ = 0.5, respectively.
This suggests that f is non-additive with moderate interactions. Such properties, however,
are not known a priori for this black-box problem, and using an existing method blindly (e.g.,
sel.mean) can lead to poor piston designs, as seen here. The proposed method sel.atm
addresses this by first detecting non-additivity from data, and exploiting it to tune a hybrid
(rank- and model-based) optimization strategy. After one level elimination, this tuned
strategy yield improved piston designs to all three existing methods.
To visualize robustness to internal noise, Figure 7 (right) shows the cycle time C(x)
over the tolerance region of the chosen setting xˆ, for the first two factors of each method.
Each surface is colored by its deviation from the target, |C(x + t) − C∗|, with red and
white indicating large and small deviations, respectively. Here, the surface for sel.mean is
dark-red, which shows its piston design yields cycle times far from the target of C∗ = 0.5.
The surfaces for sel.min and ei.mix are yellow and red, meaning their designs yield times
close to C∗ in some parts of the tolerance region, but far in other parts. The surface for
sel.atm is white and yellow, which shows its design is the most robust to internal noise. By
detecting non-additivity from data and adjusting its strategy accordingly, sel.atm provides
effective piston settings without requiring prior knowledge on the black-box design problem.
6.2 Product family design of thermistor network
Consider next the product family design problem for a thermistor network, an important
component in power supply circuits, amplifier circuits and fiber-optic communication systems.
The idea behind product family design is to develop a family of products with customizable
parts, then employ different combination of parts to target market-specific needs. This
allows manufacturers to cut down on development and production costs, while also catering
to specific demands of consumers (Nayak et al., 2002). We study here the thermistor
network in Figure 8, which is used in laser diode systems for fiber-optic communications
(Lyon, 2008). Table 6 lists the p = 8 input factors considered. Six of these are customizable
circuit parts: four resistors (labeled R1–R4), and two thermistors (resistors whose resistances
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Figure 8: Circuit diagram for the considered thermistor network family.
Input factors Levels Type
Resistor 1
R1, · · · , R4 ∈ {500, 1000, 1500, 2000, 2500, 3000} Ω
Ordinal
Resistor 2 Ordinal
Resistor 3 Ordinal
Resistor 4 Ordinal
Thermistor 1 Choice {1, · · · , 6} ⇒ (Rb, β) ∈ {(2750, 50), (3680, 220), (3560, 1000), Nominal
Thermistor 2 (3620, 2200), (3538, 3300), (3930, 4700)} Nominal
Input voltage Vi ∈ {1.05, 1.10, 1.15} V Ordinal
Ambient temp. Ta ∈ {296.15, 298.15, 300.15} K Ordinal
Table 6: Input factors, level settings and factor types for the thermistor network problem.
depend on temperature, labeled TH1 and TH2). The last two factors, Vi and Ta, control
input voltage and ambient temperature. All factors are considered discrete, since resistors
and thermistors come in select varieties from a parts supplier, and operating conditions
are controllable to fixed levels. Here, all factors are ordinal except for TH1 and TH2, since
both base resistance Rb and temperature coefficient β vary for the six thermistor choices.
The goal here is to find a combination of parts and operating conditions x∗ within this
product family, which yields a temperature-change-voltage (∆T -V ) curve at point B (see
Figure 8) close to a target curve V ∗(∆T ). The matching of this target curve (plotted in black,
Figure 9 right) is critical to the quality of the communication device under temperature
fluctuations. Using squared loss, this product design problem can be stated as:
x∗ = argmin
x∈X
f(x) := argmin
x∈X
∫
∆T
[V ∗(∆T )− V (∆T ; x)]2 d∆T, (16)
where V (∆T ; x) is the ∆T -V curve under setting x. We mimic the physical experiment
for V (∆T ; x) via a simulation module in MATLAB (DeLand, 2016), then add in i.i.d.
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Thermistor network
(Telim = 2, n = 204)
Method f(x)
sel.mean 4.41×10−3
sel.min 2.28×10−2
ei.mix 2.25×10−2
sel.atm 4.77×10−3
Figure 9: (Left) Median predicted minima f(xˆ) over 100 trials for the thermistor network problem.
Telim denotes the number of level eliminations, and n denotes the total number of runs. (Right)
The target ∆T -V curve (solid black curve), and the ∆T -V curves for the four methods.
N (µ = 0, σ = 0.005) experimental noise. sel.atm is compared with the SEL methods
sel.mean and sel.min, as well as the EI method ei.mix. With a tentative budget of
n ≈ 200 runs, the SEL methods are run in three batches (i.e., Telim = 2 eliminations), which
require n = 36 (initial OA) + 100 (stage 1 OA) + 16 (stage 2 OA) = 204 total runs; ei.mix
is also run using the same batch sizes. Each product design test is assumed to be expensive
and black-box, and we would like to find a good design using as few runs as possible.
Figure 9 (left) reports the median predicted minima from 100 trials, with the best method
in red and the second-best method in blue. Compared to the earlier piston application,
the performance of the three existing methods has now reversed : sel.mean yields the
best results, with ei.mix and sel.min performing poorly. This suggests that f is nearly
additive with small interactions. However, this near-additivity of f is unknown prior to
experimentation, and using an existing method blindly (e.g., ei.mix or sel.min) can lead
to poor product designs. The proposed method sel.atm addresses this by first detecting the
additivity of f from data, then adjusting its optimization strategy to exploit this structure.
After two level eliminations, this adaptive strategy allows sel.atm to provide similar results
to the gold standard of sel.mean.
Figure 9 (right) shows the ∆T -V curves for the product designs from the four methods,
along with the target curve V ∗(∆T ) in black. The ∆T -V curves for sel.min and ei.mix
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both fit the black curve poorly, meaning the product designs from these two methods do
not meet target specifications. The curves for sel.mean and sel.atm provide improved
fits, meaning their product designs better match target requirements (under squared loss).
While there are some discrepancies to the target V ∗(∆T ) for the latter two methods, this
may be due to the limited specification in Table 6. By detecting additivity from data
and exploiting this additivity in optimization, sel.atm provides effective product design
optimization with limited data, without prior knowledge on the black-box problem.
These two applications nicely demonstrate the lack of robustness of existing methods:
ei.mix performs well for the first problem but poorly for the second, whereas the opposite
is true for sel.mean. The proposed method sel.atm, by adaptively tuning the trade-off
between rank- and model-based optimization, provides effective robust optimization for
expensive black-box problems.
7 Conclusion
We propose in this paper a new method, Analysis-of-marginal-Tail-Means (ATM), which
provides effective robust optimization for a broad range of discrete black-box problems with
limited data. ATM addresses a key weakness in existing methods: these methods perform
well under certain model assumptions, but yield poor performance when such assumptions
(which are difficult to verify in black-box problems) are violated. The key novelty in ATM
is the use of marginal tail means for optimization, which trades-off between rank-based
and model-based methods. To tune this trade-off, we use a technique called tune.alpha,
which first identifies important main effects and interactions from data, then finds a good
compromise between rank- and model-based optimization to best exploit additive structure.
We then introduce a batch-sequential scheme for ATM, called sel.atm, which uses level
eliminations to quickly target regions of interest. Finally, we show in simulations and
applications the lack of robustness for existing methods, and how the proposed method
sel.atm offers more effective and robust optimization in real-world engineering problems.
Looking ahead, there are several directions to pursue next. Given the effectiveness of
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ATM in adaptively exploiting marginal structure, we are exploring other hybrid (rank-
and model-based) methods which employ different modeling approaches for optimization
(e.g., EI). There is also recent work on a new type of main effect, called a conditional main
effect (Wu, 2015; Su and Wu, 2017; Mak and Wu, 2018), which detects conditional additive
structure; it would be interesting to see if incorporating such effects can improve ATM.
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Appendix
Proof of Proposition 1
Proof. Choose an arbitrary setting x ∈ X . Note that:
f(x) = f(x1, x2, · · · , xp)
≥ f(xˆ1, x2, · · · , xp) (by the MC condition in (8))
≥ f(xˆ1, xˆ2, · · · , xp) (again, by (8))
...
≥ f(xˆ1, xˆ2, · · · , xˆp)
= f(xˆAM).
Hence, f(x) ≥ f(xˆAM) for any x ∈ X , which means xˆAM must be an optimal solution.
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