Due to its longevity and enormous information density, DNA is an attractive medium for archival storage. In this work, we study the fundamental limits and tradeoffs of DNA-based storage systems under a simple model, motivated by current technological constraints on DNA synthesis and sequencing. Our model captures two key distinctive aspects of DNA storage systems: (1) the data is written onto many short DNA molecules that are stored in an unordered way and (2) the data is read by randomly sampling from this DNA pool. Under this model, we characterize the storage capacity, and show that a simple index-based coding scheme is optimal.
I. INTRODUCTION
Recent years have seen an explosion in the demand for data storage, posing significant challenges to current data centers and storage techniques. This has spurred significant interest in new storage technologies beyond hard drives, magnetic tapes, and memory chips. In this context, DNA-the molecule that carries the genetic instructions of all living organismsis a promising medium for archival data storage systems due to its longevity and enormous information density. The idea to store information on DNA is relatively new [1] , and has recently gained significant attention [2-4, 6, 7, 13] , due to advances in synthesis and sequencing. Several works [2-4, 6, 7, 13] have demonstrated that writing, storing, and retrieving data on the order of megabytes is possible with today's technology, and achieves information densities and information lifetimes [7] that are far beyond what state-of-theart tapes and discs achieve. We refer to [4, 12] for a survey and an overview of the recent advances in the area.
DNA is a long molecule made up of four nucleotides (Adenine, Cytosine, Guanine, and Thymine) and, for storage purposes, can be viewed as a string over a four-letter alphabet. However, there are hard technological constraints for writing and reading DNA, which need to be considered in the design of a DNA storage system. While in a living cell DNA can consist of millions of bases, in practice it is difficult to synthesize very long strands of DNA. In fact, all recently proposed systems [2-4, 6, 7, 13] stored information on DNA molecules no longer than a few hundred nucleotides. Moreover, the process of determining the order of nucleotides in a DNA molecule, or sequencing, suffers from similar length constraints. State-ofthe-art sequencing platforms such as Illumina cannot sequence DNA segments longer than a few hundred nucleotides. While recently developed "third-generation" technologies, such as Pacific Biosciences and Oxford Nanopore, can provide reads * Authors contributed equally and are listed alphabetically. that are several thousand bases long, their error rates and reading costs are significantly higher. Moreover, long reads are an overkill for storage systems in view of the current synthesizable lengths. Given these constraints, a simple model, illustrated in Fig. 1 , that captures some of the main differences between a DNA storage system and conventional storage systems is as follows. The data is written on M DNA molecules, each of length L. Accessing the information is done via state-of-the-art sequencing technologies (including Illumina and third-generation sequencing technologies such as nanopore sequencing). This corresponds to randomly sampling and reading molecules from the DNA pool. Since in practice sequencing is preceded by PCR amplification, which replicates each DNA molecule in the pool by roughly the same amount, we model the reading process as drawing N times uniformly at random, with replacement, from the M DNA molecules. The decoder's goal is to reconstruct the information from the set of N reads. Note that the decoder has no information about which molecules were sampled, and unless N = Ω(M log M ), a proportion of the original DNA fragments is never sampled. Practical limitations of this model are discussed in the Concluding Remarks.
Contributions: In this paper we study the fundamental limits of the simple DNA storage model outlined above. Our analysis aims to reveal the basic relationships and tradeoffs between key design parameters and performance goals such as storage density and reading/writing costs. Motivated by the low error rate of Illumina sequencers and the existence of error-correcting codes tailored to the sequencing channel [5] , we make the simplifying assumption that each sampled molecule is read in an error-free way. We let the number of reads be N = cM , and consider the asymptotic regime where M → ∞. The main parameter of interest is the storage capacity C s , defined as the maximum number of bits that can be reliably stored per nucleotide (the total number of nucleotides is ML). Our main result shows that if lim M →∞ L log M = β > 1, then
If lim M →∞ L log M < 1, no positive rate is achievable. The factor 1 − e −c can be understood as the loss due to unseen molecules, and 1 − 1/β corresponds to the loss due to the unordered fashion of the reading process.
One important implication of this result is that a simple index-based scheme (as common in the literature) is optimal; i.e., prefixing each molecule with a unique header incurs no rate loss. More specifically, our result shows that indexing each DNA molecule and employing an optimal erasure code across the molecules is information-theoretically optimal.
Interestingly, as a bonus, the molecule's indices can be used as a primer to allow for random access via selectively sequencing of the DNA molecules, as proposed in [13] . Our result thus suggests that this index-based random access imposes no loss to the storage rate. Furthermore, our expression for the capacity suggests that practical systems should not operate at a very high coverage depth c = N/M , as this significantly increases the time and cost of reading, and provides little storage gains. In particular, if M is large, it is wasteful to operate in the N = Ω(M log M ) regime where each sequence is read at least once, as this only gives a marginally better storage capacity, while the sequencing costs can be exorbitant.
Related literature: The capacity of a DNA storage system under a related model has been studied in an unpublished manuscript by MacKay, Sayer, and Goldman [9, 11] , which was brought to our attention after submission of the current work. In the model in [9] , the input to the channel consists of a (potentially arbitrarily large) set of DNA molecules of fixed length L, which is not allowed to contain duplicates. The output of the channel are M molecules drawn with replacement from that set. The approach in [9] considers coding over repeated independent storage experiments, and computes the single-letter mutual information over one storage experiment. This indicates that the price of not knowing the ordering of the molecules is logarithmic in the number of synthesized molecules, similar to our main result.
The capacity of a DNA storage system under a different model was studied in [4] . Specifically [4] assumes that each DNA segment is indexed which reduces the channel model to an erasure channel. While this assumption removes the key aspects that we focus on in this paper, namely that DNA molecules are stored in an unordered way and read via random sampling, [4] considers other important constraints, such as homopolymer limitations.
Several recent works have designed coding schemes for DNA storage systems based on this general model, some of which were implemented in proof-of-concept storage systems [2-4, 6, 7] . Several papers have studied important additional aspects of the design of a practical DNA storage system. Some of these aspects include DNA synthesis constraints such as sequence composition [4, 8, 13] , the asymmetric nature of the DNA sequencing error channel [5] , the need for codes that correct insertion errors [10] , and the need for techniques to allow random access [13] . The use of fountain codes for DNA storage was considered in both [4] and [9] .
Outline: The paper is organized as follows. After formalizing the problem setting in Section II, we prove the main result in Section III. We then present the Storage-Recovery tradeoff that follows as a consequence in Section IV, and provide some discussion and future directions in Section V.
II. PROBLEM SETTING
An (M, L, N ) DNA storage code C is a set of codewords each of which is a multi-set of M strings of length L, together with a decoding procedure. The alphabet Σ is typically {A, C, G, T}, corresponding to the four nucleotides that compose DNA. However, to simplify the exposition we focus on the binary case Σ = {0, 1}, and we note that the results can be extended to a general alphabet in a straightforward manner. A codeword {x 1 , ..., x M } ∈ C is stored as a physical mixture of M synthesized DNA molecules of length L. Throughout the paper we use the word molecule to refer to each of the stored strings of length L over the alphabet Σ. In the recovery phase, the decoder draws N samples independently and uniformly at random, with replacement, from the set of stored molecules x 1 , ..., x M , obtaining the multiset {y 1 , ..., y N }. A decoding function then maps {y 1 , ..., y N } to a message index in {1, . . . , |C|}. We let c := N/M be the coverage depth; i.e., the expected number of times each molecule x i is sampled.
The main parameter of interest of a DNA storage system is the storage density, or the storage rate, defined as the number of bits written per DNA base synthesized, i.e.,
Due to the nature of the reading process, via sequencing, another parameter of interest is the recovery rate, defined as the number of bits recovered per DNA base sequenced:
We consider an asymptotic regime where the coverage depth c is fixed and M → ∞. We will let L := β log M for some fixed β. As our main result will show, L = Ω(log M ) is the asymptotic regime of interest for this problem. We say that the rates (R s , R r ) are achievable if there exists a sequence of DNA storage codes C M with rates (R s , R r ) such that the decoding error probability tends to 0 as M → ∞.
III. STORAGE CAPACITY
Our main result is the characterization of the storage capacity, given by the following theorem.
In particular, if β ≤ 1, no positive rate is achievable.
The capacity expression in (3) can be intuitively understood through the achievability argument. A storage rate of R s = (1 − e −c ) (1 − 1/β) can be easily achieved by prefixing all the molecules with a distinct tag, which effectively converts the channel to an erasure channel. More precisely, we use the first log M bits of each molecule to encode a distinct tag. Then we have L − log M = L(1 − 1/β) symbols left per molecule to encode data. The decoder can use the tags to remove duplicates and sort the molecules that are sampled. This effectively creates an erasure channel, where a molecule is erased if it is not sampled in any of the N attempts, which occurs with probability
The surprising aspect of Theorem 1 is that this simple index-based scheme is optimal.
A. Motivation for Converse
A simple outer bound can be obtained by considering a genie that provides the decoder with the index of each sampled molecule. In other words, {x 1 , . . . , x M } are the stored molecules, and the decoder observes {(y 1 , i 1 ), (y 2 , i 2 ), . . . , (y N , i N )} where i j is such that y j = x ij . This converts the channel into an erasure channel with erasure probability (1 − 1/M ) Mc , and taking the limit,
follows. It is intuitive that the bound (4) should not be achievable, as the decoder in general cannot sort the molecules and create an effective erasure channel. However, it is not clear a priori that prefixing every molecule with an index is optimal. Notice that one can view the DNA storage channel as a channel where the encoder chooses a distribution (or a type) over the alphabet Σ L and the decoder takes N samples from this distribution. From this angle, the question becomes "how many types t ∈ Z 2 L + with t 1 = M can be reliably decoded from N independent samples?", and restricting ourselves to index-based schemes restricts the set of types to those with t ∞ = 1; i.e., no duplicate molecules are stored. While this restriction may seem suboptimal, a counting argument suggests that it is not. The number of types for a sequence of length M over an alphabet of size |Σ L | = 2 L is at most M 2 L and thus at most
bits can be encoded per symbol. We conclude that, if lim M →∞ L/ log M < 1, R s = 0. An actual bound on R s can be obtained by counting the number of types more carefully. This is done in the following lemma, which we prove in the longer version of this paper [14] .
Since our types are vectors t ∈ Z 2 L + with t 1 = M , and 2 L = 2 β log M = M β , it follows that at most
bits can be encoded per symbol, for some α > 1, and
Therefore, if we had a deterministic channel where the decoder observed exactly the M stored molecules, an index-based approach would be optimal from a rate standpoint. The converse presented in the next section utilizes a more careful genie to show that the bounds in (4) and (5) can in fact be combined, implying the optimality of index-based coding approaches.
B. Converse
Let x i , i = 1, . . . , M, be the M length-L molecules written into the channel and y i , i = 1, . . . , N = cM , be the length-L molecules observed by the decoder. Notice that, since the sampling is done with replacement, whenever the channel output is such that y i = y j for i = j, the decoder cannot determine whether both y i and y j were sampled from the same molecule x or from two different molecules that obey x = x k , = k. In order to derive the converse, we consider a genie-aided channel that removes this ambiguity. As illustrated in Fig. 3 the genie-aided channel appends a unique index of length log M to each molecule x i , which results in the set of tagged molecules {x i } M i=1 . We emphasize that those indices are all unique, and are chosen randomly and independently from the input sequences {x i } M i=1 . Notice that, in contrast to the naive genie discussed in Section III-A, this genie does not reveal the index i of the molecule x i from which y was sampled.
Therefore, the channel is not reduced to an erasure channel, and intuitively the indices are only useful for the decoder to determine whether two equal samples y = y k came from the same molecule or from distinct molecules.
The output of the genie-aided channel, denoted by {ỹ i } N i=1 , is then obtained by sampling N times with replacement from the set of tagged molecules {x i } M i=1 . It is clear that any storage rate R s achievable in the original channel can be achieved on the genie-aided channel, as the decoder can simply discard the indices, or stated differently, the output of the original channel can be obtained from the output of the genie-aided channel.
Next, let set(
by removing any duplicates. Then set({ỹ i } N i=1 ) is a sufficient statistic for the parameter {x i } M i=1 since all tagged molecules are distinct objects, and sampling the same moleculex i does not yield additional information on
in the following way. The y-th entry of f , y ∈ Σ L , is given by
) is a sufficient statistic for {x i } M i=1 and the tags added by the genie were chosen at random and independently of
Hence, we can view the (random) frequency vector f as as the output of the channel without any loss.
Notice that |set({ỹ i } N i=1 )| = f 1 , and in expectation we
Furthermore, the following lemma, which we prove in [14] , asserts that f 1 does not exceed its expectation by much.
Lemma 2. For any δ > 0, the frequency vector f at the output of the genie-aided channel satisfies
We now append the coordinate F 0 = (1−e −c +δ)M − f 1 to the beginning of f to construct f = (F 0 , f ). Notice that when f 1 ≤ (1 − e −c + δ)M (which by Lemma 2 happens with high probability), we have
Fix δ > 0, and define the event 
where P e is the probability of a decoding error, which by assumption goes to zero as M → ∞. We can then upper bound the achievable storage rate R s as
where T [a, b] is the number of vectors x ∈ Z a + with x 1 = b. An application of Lemma 1 yields
where α is a positive constant. Analogously, we obtain
Dividing (7) by ML and applying the bounds above yields
Finally, letting M → ∞ yields
since Pr(E) → 0 by Lemma 2.
IV. STORAGE-RECOVERY TRADEOFF
Most studies on DNA-based storage emphasize the storage rate (or storage density), while sequencing costs are disregarded. From a practical point of view, it is important to understand, for a given storage rate, how much sequencing is required for reliable decoding, as this determines the time and cost required for retrieving the data. Thus, characterizing the set of pareto-optimal points, or the optimal storage-recovery tradeoff, is of relevance. From Theorem 1 and the fact that R s = cR r , the (R s , R r ) feasibility region is as follows: 
This region is illustrated in Fig. 4 . This tradeoff suggests that a good operating point would be achieved by not trying to maximize the storage rate (which technically requires c → ∞). Instead, by using some modest coverage depth c = 1, 2, 3, most of the storage rate (63%, 86%, 95%, respectively) can be achieved. This is somewhat in contrast to what has been done in the practical DNA storage systems that have been developed thus far, where the decoding phase utilizes very deep sequencing.
To be concrete, suppose that we are interested in minimizing the cost for storing data on DNA. Synthesis costs are currently larger than sequencing costs by about a factor q = 10, 000-100, 000. Thus, if our goal is to minimize the cost for synthesizing and sequencing a given number of bits in DNA, the cost is proportional to q/R s +1/R r = q+c 1−e −c . This quantity can be maximized over c, to obtain the optimal cost per bit stored. For example, for q = 10000, c ≈ 9.2. Moreover, one might be interested in optimizing other quantities such as reading time or considering a scenario where the data is read more than once. 
V. CONCLUDING REMARKS
In this paper we took initial steps in the study of the fundamental limits of DNA-based storage systems. We proposed a simple model inspired by the current technological landscape of DNA synthesis and sequencing technologies. Under this model, we showed that a simple index-based coding scheme is asymptotically optimal.
Model limitations: While our model captures key aspects of the writing and reading processes of DNA-based storage systems, several aspects are left out. For example, the assumption that each molecule is written and read error-free, and is not damaged during storage is not realistic. Even though errorcorrecting codes can be used at the molecule block level, it is not clear whether a "separation-based" approach (with an inner and an outer code) is optimal. Moreover, the performance of the index-based coding scheme that achieves the storage capacity could be significantly affected, since errors in the indices would impact the ordering of the blocks, and the channel would no longer be effectively reduced to an erasure channel.
Moreover, the assumption that PCR amplifies all molecules by the same amount is also not realistic, in particular when the number of PCR cycles is large. Hence, a more realistic model could assume the distribution of the molecules in the DNA pool to be non-uniform (for example Poisson).
Future work: Natural extensions of this work are to address the model limitations described above. Another direction for further investigation relates to the asymptotic regime we considered. Although our main results states that no rate is achievable when β ≤ 1, in practice we can store significant amounts of data even with very short DNA molecules. Hence, formulating a reasonable model to study the very-shortmolecule regime would be of interest. The regime of long molecules may also become practically relevant as synthesis technologies evolve.
