Purpose:
Introduction
Electric properties tomography (EPT) is an MR based technique that aims at deriving tissue electrical properties (EPs: conductivity σ and relative permittivity ε) by postprocessing the transmit MR radiofrequency (RF) field, known as B1+ field [1] . Since first mentioning in 1990s [2] , EPT has proven clinical potentials in oncology [3, 4] , specific absorption rate assessment [5] and hyperthermia treatment planning [6] .
According to the MR-EPT reconstruction model [1] , EPs maps can be directly obtained by using the Helmholtz's equation. However, EPs reconstructions performed using commonly employed MR-EPT reconstructions methods are hampered by three major technical issues. First, the Laplacian operation is computed using numerical derivative schemes in the forms of kernels. This leads to errors at boundaries between different tissues [7, 8] . Secondly, numerical spatial derivatives severely amplify the noise intrinsically present in MRI measurement [7, 9] . Thirdly, the Helmholtz equation requires measurements of the complex transmit B1+ field. While measurements of the B1+ magnitude are possible with various techniques (actual flip angle method (AFI) [10] , Bloch-Siegert [11] and dual refocusing acquisition mode (DREAM) [12] ) measurements of the transmit RF phase are currently not feasible given clinically available MRI coil setup. The measured phase in MRI is a combination of the transmit (TX) and the receive (RX) phase, so called transceive phase (TRX). The challenge of disentangling TX and RX phase in media without specific symmetries has not been solved yet.
Previous efforts to address the aforementioned issues divide the reconstructions algorithm presented in literature into two families of algorithms. The first family based on direct methods exploits the insight that multiple measurements with different RF TX coils should yield equal EPs. By taking gradients of EPs into account, the boundary problem of conventional EPT is addressed. However, artifacts arising from patient motion and extensive acquisition time of multiple scans remain problematic. The second family corresponds to inverse methods [13] . Instead of directly estimating EPs backwards from the measured B1 map, these methods employ iterative minimization, where the forward calculated B1 maps are compared to the measured B1 maps. Thereby instable derivatives on noisy measured data are avoided. However, these methods require strong regularization to stabilize the solution in regions where the incident electric fields is low. In addition, these approaches require extensive numerical efforts when transitioned from 2D to 3D [14] .
In parallel, the recent application of machine learning (ML) algorithms for image reconstructions has proven its advantages showing first promising results [15, 16, 17] . First attempts to use ML for EPs reconstructions have also been presented [18, 19] .
In [19] local B1 phase patterns with the shape of 3D crosses were assigned EP values by finding the closest match in a dictionary. Reconstructions were post-processed by utilizing a median filter with an adaptive kernel shaped according to the corresponding MR magnitude images. Although a true learning procedure was not involved, this matching procedure corresponds to a so called k-nearest neighbor search (classification problem). Promising results showed feasibility of ML algorithms for conductivity reconstructions.
In [18] , feasibility of deep learning for EPT (DLEPT) was demonstrated by using electromagnetic simulations as training data. Two experiments were conducted regarding (1) network architecture and (2) additional input data. The first compared performance of a standalone 2D U-net with an adversarial approach [20] , utilizing the same 2D U-net as generator. While the latter yields visually more appealing results, highest reconstruction accuracy was attained with the standalone U-net. In the second experiment, networks employing magnitude images as input in addition to the B1 mapare shown to yield improved quality EPT reconstructions for both simulated and in-vivo data. Of course, such an approach might lead to a correlation between EPs and MRI image contrast provided as a priori information to the network, which not always has to be true as they reflect different biophysical processes.
Building up on the work on training and testing deep learning algorithms for EPT (DLEPT) on simulations in [18] , this work aims at answering the following question: how far are DLEPT networks able to generalize for phase-based conductivity reconstructions? In particular, is it possible to apply (a) networks trained in silico to in vivo data, and (b) to apply networks trained on volunteer data to patient data? For this purpose generalization to geometrically different tissue structures is studied by training networks on simulated and in-vivo acquired data including pathologic cases. By utilizing in-vivo B1 phase with substituted conductivity labels of conventional EPT for training, potential robustness towards artifacts related to image acquisition is tested.
Theory

Conventional, Helmholtz-based EPT
Conventional EPT is based on the Helmholtz equation (for details see, e.g., [1, 5] ). Assuming that variations of B1-magnitude are much smaller than variations of B1 phase + allows for phase-based conductivity mapping
with 0 the magnetic permeability, the Larmor frequency, and the electric conductivity. In this paper, we refer to the Helmholtz-based EPT reconstructions as: HHEPT.
The numerical solution of Eq.
(1) according to [4] , in connection with the widely applied 'transceivephase assumption' [1, 5] , is used as reference in this study.
Deep learning EPT
Unlike conventional algorithms, DLEPT does not necessitate explicit formulation of the reconstruction formula. Instead, a surrogate model is learnt by minimizing the reconstruction error on training data. As this allows for the approximation of the analytically unsolvable full Helmholtz equation, direct reconstruction of inhomogeneous EPs becomes possible. Furthermore, utilization of TRX phase data for training inherently solves the transceive phase problem. Moreover, by introducing noise in the training data, noise robust reconstructions can be learnt.
DLEPT is based on fully-convolutional neural networks (CNNs), meaning that fully-connected layers are renounced completely in favor of convolutional layers. As the essential properties of CNNs (translational invariance and weight sharing) are expected to be suited for DLEPT, utilization of convolutional layers instead of fully connected layers increases network generalization by optimizing inductive bias. To allow for a mixture of features of differing scale, DLEPT reconstruction networks follow the U-net architecture, in which convolutional layers are interleaved with downsampling operations. This network is trained end to end to predict EP values from the B1 map. As up to now, no unsupervised alternative was found for DLEPT networks, supervised learning using labeled ground truth is the prerequisite for DLEPT.
dependence of EPs on differentiation of the B1 map in all spatial directions in the Helmholtz equation (see Eq. 1).
As 3D CNNs lead to drastic increase in computational demands, limited GPU memory capacity does not allow to train full volumes. Therefore, we opted for a patch-based approach. By reducing information available to the network to the local environment this choice is expected to help prevent overfitting on global structural information. Training with patches is also beneficial in case of a small amount of ground truth data, as splitting ground truth data into multiple patches enlarges the number of samples.
Empirical investigations led to an optimal patch size of 24x24x24.
To remove physically irrelevant phase offsets, the mean phase is subtracted from each phase patch. From an image processing standpoint subtracting the mean corresponds to manual guidance towards translation invariance of features. While this procedure increases network generalization, including the patch mean in preprocessing causes output dependency on patch position. Resulting artifacts at boundaries of reconstructed patches are mitigated by averaging overlapping patches. Padding of hidden layer convolutions, while introducing additional disturbances at the outer border, proved useful in reducing artifacts at patch boundaries by increasing the number of output voxels.
Datasets:
Three different data sets have been used in this study: a data set DSsim based on numerical brain simulations, a data set DSvol based on volunteer brain measurements, and a data set DSpat based on patient brain measurements. The data set DSsim consists of 15 realistic B1 + simulations from human brain models of the virtual population members Duke and Ella [24] with Gaussian noise added. For enlarging geometrical variability, Duke and Ella model were rigidly deformed yielding respectively 10 and 5 different brain models used for simulations (for more information about simulation dataset see [18] ).
These models were placed inside a virtual birdcage coil resonant at 128 MHz. B1+ magnitude and transceive phase (used for training) were obtained from 3D FDTD simulations performed in Sim4life
(ZMT AG, Zurich, CH).
The two in-vivo datasets DSpat and DSvol were acquired using 3T MR scanners (Philips Healthcare, Netherlands) equipped with a quadrature RF head coil. After approval of the corresponding local Institutional Review Boards, 14 patients (mean age 42 +/-17 yrs) with various brain lesions (see Tab. 1) were scanned at Hokkaido University (Japan) yielding DSpat, and 18 healthy volunteers (mean age 44 +/-7 yrs) were scanned at Philips Research Hamburg (Germany) yielding DSvol. For all subjects, a bSSFP sequence (TR/TE=3.4/1.7ms, voxel size=1x1x1mm, flip angle=25°, 2 averages, scan duration 3:40 minutes) was acquired as suggested by [25] . HHEPT reconstructions including a subsequent bilateral denoising median filter with boundary restriction were performed according to [4] .
Experimental outline:
At first, to evaluate mutual impact of geometrical differences, a subset of Duke-based models only was used for training the network NWD with and without added noise (SNR=100). A further network NWDE was trained using all Duke and Ella models, to increase geometrical variability for in-vivo testing. While above investigations demonstrate the potential of noise robustness up to SNR=100, empirical investigations led to an optimal noise level of SNR=200. Two networks were trained using the in-vivo datasets separately (network NWpat based on DSpat, network NWvol based on DSvol), and a third network
NWvol+pat was trained on the combined DSpat and DSvol. As these datasets are inherently affected by noise, no additional noise was added during training. Three-fold cross-validations were performed (i.e., repeatedly dividing a dataset into three groups, training the network on two of them, and applying the network to the third) using data from DSpat and DSvol separately and together. This yields training sets with 12 scans for training with DSvol,, 9/10 for training with DSpat and 21/22 for the combination. Reconstructions of scans from DSpat and DSvol using NWDE are compared to reference HHEPT reconstructions in Fig. 3 .
Reconstructions using NWpat, NWvol, and NWvol+pat of a patient from DSpat and a volunteer from DSvol, which were not included in the training set, are depicted in 
Discussion
This study investigates the generalization of DLEPT networks trained on simulations and in-vivo data with respect to differences in geometry and under the influence of simulated noise and measurement artifacts.
Networks trained on brain simulations show excellent results for the reconstruction of brain conductivity from simulated phase maps. Results degrade with (i) increasing systematic differences of brain geometry during training and testing and (ii) if noise is present during training. This indicates that noise hampers network generalization to geometries differing significantly from the training set and suggests that an exhaustive training set with different brain geometries is necessary to guarantee accurate DLEPT reconstructions.
When reconstructing in-vivo data from networks trained on simulations, additional artifacts appear especially for the cerebrospinal fluid (CSF). As these artifacts do not appear in reconstructions of simulated data, they are likely to be connected to artifacts related to image acquisition due to e.g. head motion and cardiac pulsation transferred to CSF, which affect the phase of the acquired bSSFP images [26] . However, other performance hampering influences e.g. related to electromagnetic models or simulations remain possible. In this work, in-vivo EPT reconstructions from networks trained on in-vivo data are less affected by artifacts than in-vivo EPT reconstructions from networks trained on simulated data. These unsolved challenges in reconstructing in-vivo data from networks trained on simulations are in line with results from [18] , where high quality in-vivo results could only be obtained with additional image magnitude information. Nevertheless, simulations ensure a controlled environment where the performances of a neural network can be accurately tested since ground truth data is available. This is unfortunately not guaranteed for in-vivo reconstructions using networks trained with HHEPT, given the intrinsic inaccuracies of this technique. Even if accurate labels can be achieved for in-vivo data, e.g. by segmenting the tissue types and assigning respective literature values, covering an exhaustive geometrical variability in healthy and pathological tissue with in-vivo data remains challenging due to the lack of a large amount of available data. The results of this study suggest that the central advantage of using in-vivo training data is the automatic incorporation of acquisition related artifacts such as head motion and CSF pulsation. Therefore, future investigations will need to tackle the challenge of simulating acquisition related artifacts to increase robustness of networks trained on simulations and used for in-vivo reconstructions. Analogously to geometrical variability, systematic studies of generalization to artifacts differing significantly from the training set are likely to be of high value.
Reconstructions of in-vivo data
Conclusion
Neural networks were shown to be a promising candidate for solving the challenging task of extracting conductivity in-vivo without explicit edge information from the highly noise-encumbered B1 phase map. However, from the results of this study we can conclude that networks can only be applied to data with anatomic geometries and artifacts very close to the ones present in the training data. This highlights the importance of exhaustive training datasets with respect to brain geometries and tissue structures.
Moreover, to exceed the conventional EPT method's accuracy, the training dataset must cover the wide variety of in-vivo artifacts as well. 
