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DECOMPOSITIONS OF FUNCTIONS BASED ON ARITY GAP
MIGUEL COUCEIRO, ERKKO LEHTONEN, AND TAMA´S WALDHAUSER1
Abstract. We study the arity gap of functions of several variables defined
on an arbitrary set A and valued in another set B. The arity gap of such a
function is the minimum decrease in the number of essential variables when
variables are identified. We establish a complete classification of functions
according to their arity gap, extending existing results for finite functions.
This classification is refined when the codomain B has a group structure, by
providing unique decompositions into sums of functions of a prescribed form.
As an application of the unique decompositions, in the case of finite sets we
count, for each n and p, the number of n-ary functions that depend on all of
their variables and have arity gap p.
1. Introduction
Essential variables of functions have been investigated in multiple-valued logic
and computer science, especially, concerning the distribution of values of functions
whose variables are all essential (see, e.g., [9, 16, 22]), the process of substituting
constants for variables (see, e.g., [2, 3, 14, 16, 18]), and the process of substituting
variables for variables (see, e.g., [5, 10, 16, 21]).
The latter line of study goes back to the 1963 paper by Salomaa [16] who consid-
ered the following problem: How does identification of variables affect the number
of essential variables of a given function? The minimum decrease in the number
of essential variables of a function f : An → B (n ≥ 2) which depends on all of its
variables is called the arity gap of f . Salomaa [16] showed that the arity gap of any
Boolean function is at most 2. This result was extended to functions defined on
arbitrary finite domains by Willard [21], who showed that the same upper bound
holds for the arity gap of any function f : An → B, provided that n > |A|. In
fact, he showed that if the arity gap of such a function f is 2, then f is totally
symmetric. Salomaa’s [16] result on the upper bound for the arity gap of Bool-
ean functions was strengthened in [5], where Boolean functions were completely
classified according to their arity gap. In [6], by making use of tools provided by
Berman and Kisielewicz [1] and Willard [21], a similar explicit classification was
obtained for all pseudo-Boolean functions, i.e., functions f : {0, 1}n → B, where B
is an arbitrary set. This line of study culminated in a complete classification of
functions f : An → B with finite domains according to their arity gap in terms of
so-called quasi-arity; see Theorem 3.6, first presented in [6].
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Although Theorem 3.6 was originally stated in the setting of functions f : An →
B with finite domains, it actually holds for functions with arbitrary, possibly infinite
domains (see Remark 3.7 in Section 3). Alas, this classification is not quite explicit.
However, as we will see in Section 4, provided that the codomain B has a group
structure, this classification can be refined to a unique decomposition of functions
as a sum of functions of a prescribed type (see Theorem 4.1). This result can be
further strengthened by assuming that B is a Boolean group (see Section 5). As
an application of the unique decomposition theorem, in Section 6, assuming that
sets A and B are finite, we will count for each n and p the number of functions
f : An → B that depend on all of their variables and have arity gap p.
2. Essential arity and quasi-arity
Throughout this paper, let A and B be arbitrary sets with at least two elements.
A B-valued function (of several variables) on A is a mapping f : An → B for
some positive integer n, called the arity of f . A-valued functions on A are called
operations on A. Operations on {0, 1} are called Boolean functions. For an arbitrary
B, we refer to B-valued functions on {0, 1} as pseudo-Boolean functions.
A partial function from X to Y is a map f : S → Y for some S ⊆ X . In the case
that S = X , we speak of total functions. Thus, an n-ary partial function from A
to B is a map f : S → B for some S ⊆ An.
Let f : S → B be a partial function with S ⊆ An. We say that the i-th variable
is essential in f , or f depends on xi, if there is a pair
((a1, . . . , ai−1, ai, ai+1, . . . , an), (a1, . . . , ai−1, b, ai+1, . . . , an)) ∈ S
2,
called a witness of essentiality of xi in f , such that
f(a1, . . . , ai−1, ai, ai+1, . . . , an) 6= f(a1, . . . , ai−1, b, ai+1, . . . , an).
The number of essential variables in f is called the essential arity of f , and it is
denoted by ess f . If ess f = m, we say that f is essentially m-ary. Note that the
only essentially nullary total functions are the constant functions, but this does not
hold in general for partial functions.
For n ≥ 2, define
An= := {(a1, . . . , an) ∈ A
n : ai = aj for some i 6= j}.
We also define A1= := A. Note that if A has less than n elements, then A
n
= = A
n.
Lemma 2.1. Let f : An → B, n ≥ 3, ess f < n. Then for each essential variable
xi, there exists a pair of points (a,b) ∈ (A
n
=)
2 that is a witness of essentiality of xi
in f .
Proof. Since ess f < n, f has an inessential variable. Assume, without loss of
generality, that xn is inessential in f . Assume that xi is an essential variable in f ,
and let
((a1, . . . , ai−1, ai, ai+1, . . . , an), (a1, . . . , ai−1, b, ai+1, . . . , an)) ∈ (A
n)2
be a witness of essentiality of xi in f . Let j ∈ {1, . . . , n− 1} \ {i}. We have that
f(a1, . . . , ai−1, ai, ai+1, . . . , an−1, aj) = f(a1, . . . , ai−1, ai, ai+1, . . . , an−1, an)
6= f(a1, . . . , ai−1, b, ai+1, . . . , an−1, an) = f(a1, . . . , ai−1, b, ai+1, . . . , an−1, aj),
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where the two equalities hold by the assumption that xj is inessential in f , and the
inequality holds by our choice of a witness of essentiality of xi in f . Thus,
((a1, . . . , ai−1, ai, ai+1, . . . , an−1, aj), (a1, . . . , ai−1, b, ai+1, . . . , an−1, aj)) ∈ (A
n
=)
2
is a witness of essentiality of xi in f . 
We say that a function f : An → B is obtained from g : Am → B by simple vari-
able substitution, or f is a simple minor of g, if there is a mapping σ : {1, . . . ,m} →
{1, . . . , n} such that
f(x1, . . . , xn) = g(xσ(1), . . . , xσ(m)).
If σ is not injective, then we speak of identification of variables. If σ is not surjective,
then we speak of addition of inessential variables. If σ is a bijection, then we speak
of permutation of variables.
The simple minor relation constitutes a quasi-order ≤ on the set of all B-valued
functions of several variables on A which is given by the following rule: f ≤ g if and
only if f is obtained from g by simple variable substitution. If f ≤ g and g ≤ f ,
we say that f and g are equivalent, denoted f ≡ g. If f ≤ g but g 6≤ f , we denote
f < g. It can be easily observed that if f ≤ g then ess f ≤ ess g, with equality if
and only if f ≡ g. For background, extensions and variants of the simple minor
relation, see, e.g., [4, 8, 11, 12, 13, 15, 19, 23].
Consider f : An → B. Any function g : An → B satisfying f |An
=
= g|An
=
is called
a support of f . The quasi-arity of f , denoted qa f , is defined as the minimum of
the essential arities of the supports of f , i.e., qa f = ming ess g, where g ranges over
the set of all supports of f . If qa f = m, we say that f is quasi-m-ary.
The following two lemmas were proved in [6].
Lemma 2.2. For every function f : An → B, n 6= 2, we have qa f = ess f |An
=
.
Lemma 2.3. If any variable of a quasi-m-ary function f : An → B is inessential,
then f is essentially m-ary.
Remark 2.4. If A is a finite set and n > |A|, then An= = A
n, and hence for every
f : An → B we have qa f = ess f .
In the sequel, we will make use of the following result.
Proposition 2.5. Let f : An → B, n ≥ 3. If ess f = n > m = qa f , then f has a
unique essentially m-ary support.
Proof. Let g : An → B be an essentially m-ary support of f , say, with x1, . . . , xm
essential. By Lemma 2.1, g and f |An
=
have the same essential variables. Now if
h : An → B is an essentially m-ary support of f , then x1, . . . , xm are exactly the
essential variables of h, and
h(x1, . . . , xn) = h(x1, . . . , xm, xm, . . . , xm) = f(x1, . . . , xm, xm, . . . , xm)
= g(x1, . . . , xm, xm, . . . , xm) = g(x1, . . . , xn).
Thus h and g coincide. 
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3. Arity gap
Recall that simple variable substitution induces a quasi-order on the set of B-
valued functions on A, as described in Section 2. For a function f : An → B with
at least two essential variables, we denote
ess< f = max
g<f
ess g,
and we define the arity gap of f by gap f = ess f − ess< f .
In the sequel, whenever we consider the arity gap of some function f , we will
assume that all variables of f are essential. This is not a significant restriction,
because every non-constant function is equivalent to a function with no inessential
variables and equivalent functions have the same arity gap.
Salomaa [16] proved that the arity gap of every Boolean function with at least
two essential variables is at most 2. This result was generalized by Willard [21,
Lemma 1.2] in the following theorem.
Theorem 3.1. Let A be a finite set. Suppose f : An → B depends on all of its
variables. If n > |A|, then gap f ≤ 2.
In [5], Salomaa’s result was strengthened by completely classifying all Boolean
functions in terms of arity gap: for f : {0, 1}n → {0, 1}, gap f = 2 if and only if f
is equivalent to one of the following Boolean functions:
• x1 + x2 + · · ·+ xm + c,
• x1x2 + x1 + c,
• x1x2 + x1x3 + x2x3 + c,
• x1x2 + x1x3 + x2x3 + x1 + x2 + c,
where addition and multiplication are done modulo 2 and c ∈ {0, 1}. Otherwise
gap f = 1.
Based on this, a complete classification of pseudo-Boolean functions according
to their arity gap was presented in [6].
Theorem 3.2. For a pseudo-Boolean function f : {0, 1}n → B which depends on all
of its variables, gap f = 2 if and only if f satisfies one of the following conditions:
• n = 2 and f is a nonconstant function satisfying f(0, 0) = f(1, 1),
• f = g ◦ h, where g : {0, 1} → B is injective and h : {0, 1}n → {0, 1} is a
Boolean function with gaph = 2, as listed above.
Otherwise gap f = 1.
The study of the arity gap of functions An → B culminated into the character-
ization presented in Theorem 3.6, originally proved in [6]. We need to introduce
some terminology to state the result. Denote by P(A) the power set of A, and
define the function oddsupp:
⋃
n≥1A
n → P(A) by
oddsupp(a1, . . . , an) = {ai : |{j ∈ {1, . . . , n} : aj = ai}| is odd}.
We say that a partial function f : S → B, S ⊆ An, is determined by oddsupp if
f = f∗◦ oddsupp|S for some function f
∗ : P(A)→ B. In order to avoid cumbersome
notation, if f : S → B, S ⊆ An, is determined by oddsupp, then whenever we refer
to the decomposition f = f∗ ◦ oddsupp|S , we may write simply “oddsupp” in place
of “oddsupp|S”, omitting the subscript indicating the domain restriction as it will
be obvious from the context.
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Remark 3.3. The notion of a function being determined by oddsupp is due to
Berman and Kisielewicz [1]. Willard [21] showed that if f : An → B where A is
finite, n > max(|A|, 3) and gap f = 2, then f is determined by oddsupp.
Remark 3.4. It is easy to verify that for n ≥ 2,
Im oddsupp|An
=
= {S ⊆ A : |S| ≡ n (mod 2), |S| ≤ n− 2}.
Thus, if f : An= → B is determined by oddsupp, i.e., f = f
∗ ◦ oddsupp|An
=
, then
within the domain P(A) of f∗, only the subsets of A of order at most n − 2 with
the same parity as n (odd or even) are relevant.
Remark 3.5. A function f : An → A is determined by oddsupp if and only if f |An
=
is determined by oddsupp and f is totally symmetric.
Theorem 3.6. Let A and B be arbirary sets with at least two elements. Suppose
that f : An → B, n ≥ 2, depends on all of its variables.
(i) For 3 ≤ p ≤ n, gap f = p if and only if qa f = n− p.
(ii) For n 6= 3, gap f = 2 if and only if qa f = n − 2 or qa f = n and f |An
=
is
determined by oddsupp.
(iii) For n = 3, gap f = 2 if and only if there is a nonconstant unary function
h : A→ B and i1, i2, i3 ∈ {0, 1} such that
f(x1, x0, x0) = h(xi1),
f(x0, x1, x0) = h(xi2),
f(x0, x0, x1) = h(xi3).
(iv) Otherwise gap f = 1.
Remark 3.7. While Theorem 3.6 was originally presented in the setting of functions
f : An → B where A is a finite set, its proof does not make use of any assumption on
the cardinality of A – except for A having at least two elements – so it immediately
generalizes to functions with arbitrary domains.
4. A decomposition theorem for functions
In this section, we will establish the following classification of functions f : An →
B (n ≥ 3) with arity gap p ≥ 3, which also provides a decomposition of such
functions into a sum of a quasi-nullary function and an essentially (n − p)-ary
function.
Theorem 4.1. Assume that (B; +) is a group with neutral element 0. Let f : An →
B, n ≥ 3, and 3 ≤ p ≤ n. Then the following two conditions are equivalent:
(1) ess f = n and gap f = p.
(2) There exist functions g, h : An → B such that f = h + g, h|An
=
≡ 0, h 6≡ 0,
and ess g = n− p.
The decomposition f = h+ g given above is unique.
We will prove Theorem 4.1 using the following lemma.
Lemma 4.2. Assume that (B; +) is a group with neutral element 0. Let f : An →
B, n ≥ 3, and 1 ≤ p ≤ n. Then the following two conditions are equivalent:
(a) ess f = n and qa f = n− p.
(b) There exist functions g, h : An → B such that f = h + g, h|An
=
≡ 0, h 6≡ 0,
and ess g = n− p.
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The decomposition f = h+ g given above is unique.
Proof. (a) =⇒ (b). Assume that ess f = n and qa f = n− p. By the definition of
quasi-arity, there exists an essentially (n− p)-ary support g : An → B of f . Setting
h := f − g, we have f = h+ g. Since g|An
=
= f |An
=
by the definition of support, we
have that h|An
=
≡ 0. Furthermore, h is not identically 0, because otherwise we would
have that f = g, which constitutes a contradiction to ess g = n− p < n = ess f .
(b) =⇒ (a). Assume (b). By Lemma 2.2, qa f = ess f |An
=
= ess g|An
=
, and by
Lemma 2.1, ess g|An
=
= ess g = n−p; hence qa f = n−p. Suppose for contradiction
that ess f < n, then ess f = qa f = n − p by Lemma 2.3. Both f and g are
essentially (qa f)-ary supports of f ; therefore it follows from Proposition 2.5 that
f = g. Thus h ≡ 0, which yields a contradiction.
For the uniqueness of the decomposition f = h + g, the function g in the de-
composition f = h + g is clearly an essentially (qa f)-ary support of f . By the
assumption that qa f < ess f , Proposition 2.5 implies that g is uniquely deter-
mined, and therefore so is h. 
Proof of Theorem 4.1. Observe that condition (2) is the same as condition (b) of
Lemma 4.2. The latter is equivalent to (a) by Lemma 4.2, and (a) is equivalent to
(1) by Theorem 3.6 (i). The uniqueness of the decomposition f = h + g follows
from Lemma 4.2. 
5. Functions with arity gap 2
We prove an analogue of Theorem 4.1 for the case gap f = 2. If qa f = n−2, then
Lemma 4.2 can be applied, so we only consider the case when f |An
=
is determined
by oddsupp (see Theorem 3.6 (ii)). In this case we cannot expect f to have a
support of arity n− 2, but we may look for a support which is a sum of (n− 2)-ary
functions. We will prove that such a support exists if B is a Boolean group, i.e.,
it is an Abelian group such that x + x = 0 holds identically. (However, this is not
true for arbitrary groups; this will be discussed in a forthcoming paper [7].)
First we need to introduce a notation. Let ϕ : An−2 → B be a function that is
determined by oddsupp, i.e., ϕ = ϕ∗ ◦ oddsupp, for some function ϕ∗ : P(A)→ B.
Let ϕ˜ be the n-ary function defined by
(1) ϕ˜(x1, . . . , xn) =
∑
k<n
2|n−k
∑
1≤i1<···<ik≤n
ϕ∗(oddsupp(xi1 , . . . , xik)).
Observe that each summand is a variable identification minor of ϕ, namely
ϕ∗(oddsupp(xi1 , . . . , xik)) = ϕ(xi1 , . . . , xik , y, . . . , y),
where the number of y’s is n − 2 − k, which is an even number; therefore y is
indeed an inessential variable of the function on the right-hand side; moreover, the
order of the variables is irrelevant. The function ϕ˜ is obviously totally symmetric,
and according to the following lemma, ϕ˜|An
=
is determined by oddsupp; hence ϕ˜ is
determined by oddsupp as well according to Remark 3.5.
Lemma 5.1. Assume that (B; +) is a Boolean group with neutral element 0. Let
ϕ : An−2 → B be a function determined by oddsupp. Then for all (x1, . . . , xn) ∈ A
n
=
we have
ϕ˜(x1, . . . , xn) = ϕ
∗(oddsupp(x1, . . . , xn)).
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Proof. We have to show that ϕ˜(x1, . . . , xn) + ϕ
∗(oddsupp(x1, . . . , xn)) = 0 holds
identically on An=. This function differs from the right-hand side of (1) only by a
summand corresponding to k = n:
ϕ˜(x1, . . . , xn) + ϕ
∗(oddsupp(x1, . . . , xn))
=
∑
k≤n
2|n−k
∑
1≤i1<···<ik≤n
ϕ∗(oddsupp(xi1 , . . . , xik )).
Let us fix a set {a1, . . . , ar} ⊆ A and (x1, . . . , xn) ∈ A
n
=. We count how many
summands there are in the above sum with oddsupp(xi1 , . . . , xik) = {a1, . . . , ar}.
If this set occurs at all, then a1, . . . , ar can be found among the components of
(x1, . . . , xn). Let us denote the rest of the elements appearing in (x1, . . . , xn)
by ar+1, . . . , at, and for j = 1, . . . , t let sj stand for the number of occurrences
of aj in (x1, . . . , xn). Thus {x1, . . . , xn} = {a1, . . . , at} and s1 + · · · + st = n;
moreover, t < n, because (x1, . . . , xn) ∈ A
n
=. If we want to choose i1, . . . , ik
such that oddsupp(xi1 , . . . , xik) = {a1, . . . , ar}, then we have to choose an odd
number of the sj places occupied by aj in (x1, . . . , xn) for j = 1, . . . , r, and
an even number of the sj places occupied by aj for j = r + 1, . . . , t. A set
of sj elements has 2
sj−1 subsets with odd cardinality, and likewise 2sj−1 sub-
sets with even cardinality, so the number of possibilities is 2sj−1 in both cases.
Thus there are altogether 2s1−1 · . . . · 2st−1 = 2n−t summands with the same
oddsupp(xi1 , . . . , xik). This number is even since t < n; therefore the terms will
cancel each other. This holds for any set {a1, . . . , ar} and any (x1, . . . , xn) ∈ A
n
=;
hence ϕ˜(x1, . . . , xn) + ϕ
∗(oddsupp(x1, . . . , xn)) is identically zero on A
n
=. 
Theorem 5.2. Assume that (B; +) is a Boolean group with neutral element 0. Let
f : An → B be a function such that f |An
=
is determined by oddsupp. Then f has a
support that is a sum of functions of arity at most n− 2.
Proof. Since f |An
=
is determined by oddsupp, there is a function f∗ : P(A)→ B such
that f |An
=
= f∗ ◦ oddsupp. The function ϕ(x1, . . . , xn−2) := f(x1, . . . , xn−2, y, y) is
determined by oddsupp, and we can suppose that the corresponding function ϕ∗
coincides with f∗, since
ϕ(x1, . . . , xn−2) = f(x1, . . . , xn−2, y, y) = f
∗(oddsupp(x1, . . . , xn−2))
for all (x1, . . . , xn−2) ∈ A
n−2. Applying Lemma 5.1 we get the following equality
for every (x1, . . . , xn) ∈ A
n
=:
ϕ˜(x1, . . . , xn) = ϕ
∗(oddsupp(x1, . . . , xn))
= f∗(oddsupp(x1, . . . , xn)) = f(x1, . . . , xn).
This shows that ϕ˜ is a support of f , and from (1) it is clear that ϕ˜ is a sum of at
most (n− 2)-ary functions. 
Remark 5.3. Let us note that if A is finite and n > |A|, then An = An=; hence the
only support of f is f itself. In this case the above theorem implies that f itself
can be expressed as a sum of functions of arity at most n− 2.
Next we prove a uniqueness companion to the above theorem. Here we do not
need the assumption that B is a Boolean group: if there exists a support that is
a sum of at most (n − 2)-ary functions, then it is unique for any Abelian group
B. Note that this does not exclude the possibility that this unique support can be
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written in more than one way as a sum of at most (n− 2)-ary functions. Observe
also that the following theorem generalizes Proposition 2.5 in the case m = n− 2.
Theorem 5.4. Assume that (B; +) is an Abelian group with neutral element 0.
Then a function f : An → B can have at most one support that is a sum of functions
of arity at most n− 2.
Proof. Suppose that g1 and g2 are supports of f and both of them can be expressed
as sums of at most (n − 2)-ary functions. Then g = g1 − g2 is also a sum of at
most (n− 2)-ary functions, and g|An
=
is constant zero. Let us choose the smallest k
such that g can be written as a sum of functions of arity at most k. If k = 0, then
g is constant; hence g = 0 and then we can conclude that g1 = g2. To complete
the proof, we just have to show that the assumption 1 ≤ k ≤ n − 2 leads to a
contradiction.
In the expression of g as a sum of at most k-ary functions we can combine func-
tions depending on the same set of variables to a single function, and by introducing
dummy variables we can make all of the summands n-ary functions. Then g takes
the following form:
(2) g(x1, . . . , xn) =
∑
I
gI(x1, . . . , xn),
where I ranges over the k-element subsets of {1, 2, . . . , n}, and gI : A
n → B is a
function which only depends on some of the variables xi (i ∈ I). Let us choose a
constant c ∈ A and substitute this into the last n − k variables. Since n − k ≥ 2,
the resulting vector will lie in An=; hence the value of g will be zero:
0 = g(x1, . . . , xk, c, . . . , c) =
∑
I
gI(x1, . . . , xk, c, . . . , c).
Let J = {1, . . . , k}, and let us express gJ from the above equation:
gJ(x1, . . . , xn) = gJ(x1, . . . , xk, c, . . . , c) = −
∑
I 6=J
gI(x1, . . . , xk, c, . . . , c).
For each k-element subset I of {1, 2, . . . , n}, the function gI(x1, . . . , xk, c, . . . , c)
depends only on the variables xi (i ∈ I ∩ J); thus its essential arity is at most
k − 1 whenever I is different from J . This means that the above expression for gJ
can be regarded as a sum of at most (k − 1)-ary functions (after getting rid of the
dummy variables). We can get a similar expression for gJ for any k-element subset
J of {1, 2, . . . , n}, and substituting these into (2) we see that g is a sum of at most
(k−1)-ary functions. This contradicts the minimality of k, which shows that k ≥ 1
is indeed impossible. 
Combining the above results with Theorem 3.6 and Lemma 4.2 we get the char-
acterization of functions f : An → B with gap f = 2 for the case when B is a
Boolean group.
Theorem 5.5. Assume that (B; +) is a Boolean group with neutral element 0. Let
f : An → B be a function of arity at least 4. Then the following two conditions are
equivalent:
(1) ess f = n and gap f = 2.
(2) There exist functions g, h : An → B such that f = h + g, h|An
=
≡ 0, and
either
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(a) ess g = n− 2 and h 6≡ 0, or
(b) g = ϕ˜ for some nonconstant (n − 2)-ary function ϕ that is determined
by oddsupp.
The decomposition f = h+ g given above is unique.
Proof. The uniqueness follows immediately from Theorem 5.4, so we just need to
show that (1) and (2) are equivalent.
(1) =⇒ (2). By Theorem 3.6 (ii) we have two cases: either qa f = n − 2, or
qa f = n and f |An
=
is determined by oddsupp. In the first case Lemma 4.2 shows
that (2a) holds. In the second case we apply Theorem 5.2 to find an (n − 2)-ary
function ϕ such that g = ϕ˜ is a support of f , and we let h = f +g. If ϕ is constant,
then so is ϕ˜, and then f |An
=
is constant as well, contradicting that qa f = n.
(2) =⇒ (1). The case (2a) is settled by Lemma 4.2 and Theorem 3.6 (ii), so
let us assume that (2b) holds. It is clear that f |An
=
is determined by oddsupp, so
according to Theorem 3.6 it suffices to show that qa f = ess f = n. The function
f |An
=
= ϕ˜|An
=
is totally symmetric, hence it either depends on all of its variables,
or on one of them, i.e., either qa f = n or qa f = 0. In the first case we are done,
since ess f cannot be less than qa f . In the second case Lemma 5.1 implies that ϕ∗
takes on the same value for every subset of A of size n − 2, n − 4, . . . . Since only
these values of ϕ⋆ are relevant for determining ϕ = ϕ∗ ◦ oddsupp, we can conclude
that ϕ is constant, contrary to our assumption. 
6. The number of finite functions with a given arity gap
The classification of functions according to their arity gap (Theorem 3.6) and
the unique decompositions of functions provided by Theorem 4.1 can be applied
to count, for finite sets A and B, and for each n and p the number of functions
f : An → B with gap f = p.
For positive integers m, i, we will denote by (m)i the falling factorial
(m)i := m(m− 1) · · · (m− (i− 1)).
Note that if i > m, then (m)i = 0, because one of the factors in the above expression
is 0.
Let A and B be finite sets with |A| = k, |B| = ℓ. Let us denote by Gkℓnp the
number of functions f : An → B with ess f = n and gap f = p, and let us denote
by Qkℓnm the number of functions f : A
n → B with ess f = n and qa f = m.
It is well-known (see Wernick [20]) that the number of functions g : An → B that
depend on exactly r variables (0 ≤ r ≤ n) is
Ukℓnr :=
(
n
r
) r∑
i=0
(−1)i
(
r
i
)
ℓk
r−i
.
The number of functions h : An → B such that h|An
=
≡ 0, h 6≡ 0 is
V kℓn := ℓ
(k)n − 1.
Lemma 6.1. For k ≥ 2, ℓ ≥ 2, n ≥ 3,
(3) Qkℓnm =
{
UkℓnmV
kℓ
n , if m < n,
Ukℓnnℓ
(k)n − V kℓn ℓ
kn , if m = n.
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Proof. By Lemma 4.2, for 3 ≤ n ≤ k and m < n,
Qkℓnm = U
kℓ
nmV
kℓ
n .
If n > k, then V kℓn = 0 and hence the right-hand side of the above equation is 0 as
well. Indeed, Qkℓnm = 0 in this case, because for f : A
n → B, qa f = ess f whenever
n > k.
Consider then the case that m = n. By the above formula, we have
(4) Qkℓnn = U
kℓ
nn −
n−1∑
i=0
Qkℓni = U
kℓ
nn −
n−1∑
i=0
UkℓniV
kℓ
n = U
kℓ
nn − V
kℓ
n
n−1∑
i=0
Ukℓni .
The sum
∑n−1
i=0 U
kℓ
ni counts the number of functions f : A
n → B with ess f < n;
hence
n−1∑
i=0
Ukℓni = ℓ
kn − Ukℓnn.
Substituting this back to (4), we have
Qkℓnn = U
kℓ
nn−V
kℓ
n (ℓ
kn−Ukℓnn) = U
kℓ
nn(1+V
kℓ
n )−V
kℓ
n ℓ
kn = Ukℓnnℓ
(k)n−V kℓn ℓ
kn . 
Let us denote by Okℓn the number of functions f : A
n → B such that ess f = n,
qa f = n and f |An
=
is determined by oddsupp.
Lemma 6.2. For k ≥ 2, ℓ ≥ 2, n ≥ 2,
Okℓn =
{
ℓ2
k−1
− ℓ, if n > k,
ℓ(k)n(ℓS
k
n − ℓ), if n ≤ k,
where
(5) Skn =
{∑n
2
−1
i=0
(
k
2i
)
, if n is even,∑n−1
2
−1
i=0
(
k
2i+1
)
, if n is odd.
Proof. Let f : An → B be a map such that f |An
=
is determined by oddsupp. It is
clear that then f |An
=
is totally symmetric; hence, either all variables are essential
in f |An
=
or none of them is. In the former case, qa f = n, and in the latter case
qa f = 0 (i.e., f |An
=
is constant). Therefore Okℓn equals the number of nonconstant
maps Imoddsupp|An
=
→ B multiplied by the number of maps An \ An= → B. By
Remark 3.4,
Im oddsupp|An
=
= {S ⊆ A : |S| ≡ n (mod 2), |S| ≤ n− 2}.
Consider first the case that n > k. Then An= = A
n and there is only one map
An \An= → B, namely the empty map. In this case, Im oddsupp|An= equals the set
of odd subsets of A or the set of even subsets of A, depending on the parity of n.
It is well-known that the number of odd subsets of A equals the number of even
subsets of A, and this number is 2k−1. Thus Okℓn equals the number of nonconstant
functions from the set of even (or odd) subsets of A to B, which is ℓ2
k−1
− ℓ. Note
that this number does not depend on n.
Consider then the case that n ≤ k. If n = 2q, then
|Im oddsupp|An
=
| =
q−1∑
i=0
(
k
2i
)
.
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If n = 2q + 1, then
|Im oddsupp|An
=
| =
q−1∑
i=0
(
k
2i+ 1
)
.
The number of maps An \An= → B is ℓ
(k)n . Thus,
Okℓn = ℓ
(k)n(ℓS
k
n − ℓ),
where Skn is as given in equation (5). 
Theorem 6.3. Let k ≥ 2, ℓ ≥ 2, n ≥ 2.
(i) If n > k and 3 ≤ p ≤ n, then Gkℓnp = 0.
(ii) If n > k and n ≥ 4, then
Gkℓn2 = O
kℓ
n = ℓ
2k−1 − ℓ, Gkℓn1 = U
kℓ
nn −G
kℓ
n2.
(iii) If 3 ≤ n ≤ k and 3 ≤ p ≤ n, then Gkℓnp = U
kℓ
n(n−p)V
kℓ
n .
(iv) If 4 ≤ n ≤ k, then
Gkℓn2 = U
kℓ
n(n−2)V
kℓ
n +O
kℓ
n , G
kℓ
n1 = U
kℓ
n(n−1)V
kℓ
n + U
kℓ
nnℓ
(k)n − V kℓn ℓ
kn −Okℓn
(v) Gkℓ32 = (8ℓ
(k)3 − 3)(ℓk − ℓ), Gkℓ31 = U
kℓ
33 −G
kℓ
33 −G
kℓ
32.
(vi) Gkℓ22 = ℓ
(k)2+1 − ℓ, Gkℓ21 = U
kℓ
22 −G
kℓ
22.
Proof. (i) Follows from Theorem 3.1.
(ii) If f : An → B depends on all of its variables and n > k, then by Remark 2.4
qa f = ess f = n. Thus gap f = 2 if and only if f |An
=
= f is determined by
oddsupp. Thus, Gkℓn2 = O
kℓ
n = ℓ
2k−1 − ℓ by Lemma 6.2. The equality for Gkℓn1
follows immediately from (i) and the equality for Gkℓn2.
(iii) By Theorem 3.6 (i), for 3 ≤ n ≤ k and 3 ≤ p ≤ n, we have Gkℓnp = Q
kℓ
n(n−p),
and Qkℓ
n(n−p) = U
kℓ
n(n−p)V
kℓ
n by Lemma 6.1.
(iv) By Theorem 3.6, and Lemma 6.1, for n ≥ 4, we have
Gkℓn2 = Q
kℓ
n(n−2) +O
kℓ
n = U
kℓ
n(n−2)V
kℓ
n +O
kℓ
n
and
Gkℓn1 = Q
kℓ
n(n−1) +Q
kℓ
nn −O
kℓ
n = U
kℓ
n(n−1)V
kℓ
n + U
kℓ
nnℓ
(k)n − V kℓn ℓ
kn −Okℓn .
(v) We apply Theorem 3.6 (iii) in order to determine Gkℓ32. It is easy to verify
that given nonconstant functions h, h′ : A → B, elements i1, i2, i3, i
′
1, i
′
2, i
′
3 ∈ {0, 1}
and functions f, f ′ : A3 → B such that
f(x1, x0, x0) = h(xi1 ), f(x0, x1, x0) = h(xi2), f(x0, x0, x1) = h(xi3)
f ′(x1, x0, x0) = h
′(xi′
1
), f ′(x0, x1, x0) = h
′(xi′
2
), f ′(x0, x0, x1) = h
′(xi′
3
),
it holds that f |A3
=
= f ′|A3
=
if and only if h = h′, i1 = i
′
1, i2 = i
′
2, i3 = i
′
3.
There are 23 = 8 choices for (i1, i2, i3), there are ℓ
k−ℓ nonconstant maps h : A→
B, and there are ℓ(k)3 ways to choose values for a function on A3 \ A3=. Thus the
number of functions of the form given in Theorem 3.6 (iii) is
8(ℓk − ℓ)ℓ(k)3 .
However, some of the functions corresponding to Theorem 3.6 (iii) are not es-
sentially ternary, and we have to subtract the number of these functions from
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k ℓ n Ukℓnn G
kℓ
n1 G
kℓ
n2 G
kℓ
n3 G
kℓ
n4 G
kℓ
n5
2 2 2 10 4 6 — — —
3 218 208 10 0 — —
4 64594 64592 2 0 0 —
5 4294642034 4294642032 2 0 0 0
3 3 2 19632 17448 2184 — — —
3 7625597426016 7625597283936 139896 2184 — —
4 4.4 · 1038 4.4 · 1038 78 0 0 —
5 8.7 · 10115 8.7 · 10115 78 0 0 0
4 4 2 4294966788 4227857928 67108860 — — —
3 3.4 · 1038 3.4 · 1038 5.7 · 1017 1.1 · 1015 — —
4 1.3 · 10154 1.3 · 10154 7.3 · 1024 2.8 · 1017 1.1 · 1015 —
5 3.2 · 10616 3.2 · 10616 65532 0 0 0
Table 1. Gkℓnp for small values of k, ℓ, n, p.
the above number. We claim that f : A3 → B satisfies the condition of Theo-
rem 3.6 (iii) and ess f < 3 if and only if ess f = 1. For, every essentially unary
function f : A3 → B satisfies the condition of Theorem 3.6 (iii) with (i1, i2, i3) ∈
{(1, 0, 0), (0, 1, 0), (0, 0, 1)} and h(x) = f(x, x, x). Conversely, suppose that f satis-
fies the condition of Theorem 3.6 (iii) and ess f < 3, say, the last variable of f is
inessential. Then we have
f(x0, x1, x2) = f(x0, x1, x0) = h(xi2 ),
i.e., f is equivalent to the nonconstant unary function h.
The number of essentially unary ternary functions is 3(ℓk − ℓ); hence
Gkℓ32 = 8(ℓ
k − ℓ)ℓ(k)3 − 3(ℓk − ℓ) = (8ℓ(k)3 − 3)(ℓk − ℓ).
It is clear that
Gkℓ31 = U
kℓ
33 −G
kℓ
33 −G
kℓ
32.
(vi) For f : A2 → B, gap f = 2 if and only if f |A2
=
is constant (but f itself is not
constant). Thus Gkℓ22 = ℓ
(k)2+1 − ℓ. It is clear that Gkℓ21 = U
kℓ
22 −G
kℓ
22. 
We have evaluated Gkℓnp for some values of k, ℓ, n, p in Table 1.
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