The study focuses on the role of social media in pushing subjects to suicides among the age group of 15-29 in Russia where the prevalence of suicides remains among the highest in the world (30 th place as of 2017). There was an assumption that "death groups" with suicidal games in social media could be a leading cause of suicides. The primary research was conducted from January 2016 to February 2018 on all accounts of the social media Vkontakte, Facebook, Twitter, Instagram, Ask.fm, Ответы.mail, Youtube, Odnoklassniki, Russian-language blogs and forums. The study was divided into two parts: automated and manual. For the manual study, 40 "death groups", 400 participants in "death groups", 400 accounts with signs of depression and 400 accounts with an expressed desire to commit suicide were analyzed. Methods of analysis included open data source analysis; analysis of statistical data; methods of mathematical statistics. The obtained data formed the basis for the development of a linguistic model for automated monitoring of social media. For the automated part, the system of automatic monitoring of social media was applied. At-risk accounts were identified based on linguistic markers that showed signs of risk of suicidal behavior. It was established that "death groups" account only for 1% of the total number of accounts with suicidal behavior, and, therefore, cannot serve as a guide for detecting at-risk accounts.
Introduction
According to the International Health Organisation (WHO, 2017) , more than 800, 000 persons commit suicide each year, that is, one person every 40 seconds. Suicides are the second leading cause of death among young people of 15-29 age group. Suicides in the Russian Federation are an important social problem of national scale. The level of suicides remains among the highest in the world despite the fact that the number of suicides in Russia has been rapidly decreasing since 2001 (See Figure 01) .
As of December 2017, the number of suicides in Russia was 15,800 per 100,000. The majority of persons committing suicides in Russia are able-bodied men. Besides, 1,500 children commit suicides and another 4,000 commit suicidal attempts. According to the UNICEF (2018), 45% of Russian girls and 27%
of Russian boys at least once in their lifetime contemplated the possibility of a suicide.
As of the beginning of 2017, Russia held 30 th place in the world in the number of suicides.
Number of suicides ('000) The impact of the Internet on human psychic, cognitive and behavioral qualities. Such attitudes are related to the emergence of "death group" culture in Russia between 2016 and 2018, which has been actively spreading especially in social media.
Groups devoted to death and suicidal behavior appeared in Russian social media at the time of the rise of the popularity of the Runet (beginning of 2000's). First, they existed as blogs (then diaries) and, mainly, contained little original material. Users posted same articles and lists of ways how to commit a suicide.
In [2003] [2004] [2005] , on the basis of the Live Journal blog hosting, a "suicidal hangout" was active,
consisting of a number of groups united by a common theme. Themes of community interest revolved around suicide, death, depression, psychiatry, psychotropic drugs and so on. Members of the community were both real suicides, and just interested but not going to commit suicide.
The suicide topic became very popular in the mid-2000s, when the emo subculture was popularized in Russia. Emo advocated victimized, auto-aggressive and suicidal behavior. A large number of groups were created in social media, as well as blogs and articles appeared, related to the value of mental and https: //dx.doi.org/10.15405/epsbs.2018.11.02.23 Corresponding Author: Galina I. Efremova Selection and peer-review under Federation and the protection of their morals" was discussed. The intention to fight against the spread of emo was declared because of the child suicide propaganda in it. However, the draft law was criticized.
By 2012, the emo subculture lost its popularity. Most followers left the community, the influx of new followers decreased hugely.
In the period from 2012 to 2015, the problem of suicide was not popular, although it still remained there. In view of the poor laws governing the activities of social media, the public domain contained shockcontent, such as murder, suicide, autopsy, animal abuse, etc.
November 23, 2015, the suicide of Rina Palenkova, who threw herself under the train, marked the beginning of the case for death groups. There is a hypothesis that the girl was driven to suicide by the curator of one of the groups in the social network (f57, sea of whales).
On December 25, 2015, two schoolgirls from Ryazan committed suicide, allegedly under the influence of death groups too.
March 10, users of social media began to spread false information that on March 12 mass suicides of children should begin across Russia. The event did not happen, the reliability of information on the actual planning of mass suicide was not confirmed.
May 16, 2016 Galina Mursalieva's article "Death Group" was published in the Novaya Gazeta, which tells about a sect allegedly existing in the social network VKontakte, involved in the suicides of 130 teenagers across Russia (Mursalieva, 2016 In early December 2017, a new suicidal game "red owl" started spreading in the Russian social media, but it didn't receive any response, therefore, its activity ceased.
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Problem Statement
The urgency of the problem of suicidal behavior propagation in social media spurs interest among
Internet users, citizens of Russia and representatives of the Russian government, and forms the need for thorough consideration of the issue. At the moment there is no detailed comprehensive study in this area.
In this paper, an attempt is made to investigate the spread of suicidal behavior in social media, the spread of the culture of "death groups" in social media, and to create a methodology for identifying signs of suicidal behavior in social media.
Also, in this paper, an attempt is made to structure the data and indicators pertaining to the problem, as well as to conduct their qualitative analysis. 5. Ratio of the number of participant accounts in "death groups" to the number of accounts showing signs of suicidal behavior, but not participating in "death groups".
Research Questions

Purpose of the Study
Studying the suicidal behavior markers in communicative behaviour in social media.
Research Methods
Conceptual framework
Theoretical and methodological premises: ICD-10 (international classification of diseases of the 10th revision); fundamental suicidology (Efremov, 2004; Wojciech, 2008; Starshenbaum, 2005) ; the "Signal" method Imaton ("Signal" Imaton, 2018); a questionnaire of suicidal risk (Razuvaeva, 2014) ; method "suicide risk map" (Schneider, 2018) ; the Buss-Durkee questionnaire (Buss 1957).
The main concepts of the work are suicidal behavior, suicide, "death groups".
Suicidal behavior is a set of actions aimed at sensible realization of the desire to die, in other words, committing suicide.
Suicide is a deliberate act of killing oneself. The causes of suicide are mental disorders (such as depression, personality problems, alcohol addiction or schizophrenia), as well as physical illnesses such as neurological diseases, cancer and HIV infection. There are effective strategies and measures to prevent suicide (WHO).
Death groups are thematic groups created in social media, promoting suicidal behavior and directly or indirectly encouraging participants to commit suicide. 
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The stages of the formation of suicidal behavior (Ambrumova, 1980) , which advised us throughout the study:
• suicidal predisposition: manifested by such personality traits as anxiety-depressive radical, impulsiveness, interpersonal dependence, frustration of needs with the desire to eliminate the frustration;
• latent pre-suicide: a period of time when the individual is in a state of socio-psychological and mental de-adaptation and at the same time is in a "motivational readiness" for suicidogenesis, while there are no signs of suicidal activity. It is characterized by insignificant changes in behavior (increased anxiety, mood changes, impaired communication, antisocial behavior, alcoholic excesses), suicidal fantasies, periodic suicidal thoughts;
• manifest pre-suicide: manifested by constant suicidal thoughts, suicidal remarks; drastic changes in behavior, lifestyle; various forms of self-destructive behavior;
• Acute pre-suicide (the state of psychological crisis, a direct threat of suicidal actions):
manifested by the valuation of suicidal thoughts, suicidal tendencies; purposeful search for means of carrying out suicidal actions; direct or indirect "farewells" with loved ones; inadequate forms of behavior ("evil prophetic" tranquility, ideational psychomotor disinhibition, agitation);
• suicidal actions (suicide attempt or suicide).
Participants and study protocols
The research was conducted from January 2016 to February 2018 on all accounts of the social media Vkontakte, Facebook, Twitter, Instagram, Ask.fm, Ответы.mail, video hosting Youtube, Russian-language blogs and forums.
The study was divided into two parts: automated and manual.
For the manual study, 40 "death groups", 400 participants in "death groups", 400 accounts with signs of depression and 400 accounts with an expressed desire to commit suicide were analyzed. The For the automated part, the system of automatic monitoring of social media was applied, which identified at-risk accounts out of the total number of Russian social media accounts based on linguistic markers that showed signs of risk of suicidal behavior.
The criteria for selecting subjects were: the age and place of residence indicated in the account, Russian as the language of communication, the active status in social media.
The criteria for including accounts in the list of accounts with an expressed desire to commit suicide were as follows:
1. Direct expression of fantasies, desires and plans for committing suicide;
2. Membership in groups dedicated to suicidal culture.
The criteria for including accounts in the list of accounts with signs of depression: The criteria for including accounts in the list of "death groups":
1. Direct and indirect declination of participants to suicide; 2. Conducting a suicidal game with certain rules, where the result should be the death of the participants.
The criteria for including accounts in the list of accounts of the followers of the "death groups" were:
1. Membership in "death groups";
2. Participation in a suicidal game.
In the first part of the study, the following variables were analyzed: In the second part of the study, the following variables were analyzed:
1. The dynamics of the spread of suicidal behavior in social media;
2. Peaks of suicidal behavior in social media;
3. Geography of the spread of suicidal behavior in social media;
4. Sources of suicidal behavior spread in social media;
5. Behavioral features of the spread of suicidal behavior in social media.
Findings
At-risk signs of suicidal behavior in social media.
According to the results of the study of a series of accounts with signs of depression and suicidal behavior, the following behavioral and linguistic signs were established:
1. The main activity time is morning and night hours. The vast majority of accounts make a maximum of posts in the period from 22.00 to 01.00 hours, as well as from 03.00 to 08.00 hours; 10. The predominant modality of messages is negative (65%) or neutral (25%).
11. The slang of the group with suicidal behavior in social media was identified (See Appendix 1).
12. The linguistic features of the group with suicidal behavior in social media have been established (See Appendix 1).
13. Among other linguistic features of the texts standing out are: the use of emojis of the skull, black heart, withered rose.
14. It is established that accounts with signs of suicidal behavior in most cases remove posts with depressive and suicidal symptoms, and prefer depressive pictures.
15. Accounts with signs of depression and suicidal behavior make more than 70% of publications related to the theme of death, including violent death.
16. More than 30% of accounts with signs of suicidal behavior lay out personal photos with acts of auto-aggression. 95% of the accounts that upload personal photos with auto-aggression acts have other listed signs of suicidal behavior. 
Suicidal behavior in social media
Suicidal behavior in social media can be identified by the following symptoms:
1) Reflections on the lack of value of life, denial of life;
2) Undifferentiated thoughts;
3) Suicidal thoughts and fantasies (it would be good to die; it would be good to get sick); 4) A conscious desire to die; 5) Demonstrative behavior (the publication of photos and video materials containing episodes of death, suicide, physical injury); 6) Publication of information on suicides; 7) Strong negative emotions (in particular, resentment and anger); 8) Depression; 9) Elaborating a suicide plan; 10) Farewell to relatives, instructions regarding their death and burial, will.
"Death groups" in social media
Currently, the total number of followers of active death groups is 1,109 accounts (excluding intersections). The total number of followers of active groups, groups under development, groups of inactive but possibly functioning accounts constitute 1,532 accounts (excluding intersections).
 "Death Groups" always have a certain algorithm of action, to enter a suicidal game. "Death Groups" have the following characteristics:
 Firstly, they are closely related to the movement of net-stalking, which indicates that administrators and supervisors can use methods to detect data about their followers (for example, for blackmail);
 Secondly, they are associated with pseudo-mystical cults of social media, which also have a destructive effect;
 Thirdly, the "death groups" are closely connected with the groups dedicated to school-shooting, violence, Satanism;
 Fourthly, all death groups that are active at the moment have direct and indirect links among themselves.
 Fifthly, they use a set of hashtags: "quiet house", "blue whale", "wake me up at 4.20", "the owl does not sleep," "the owl never sleeps," "the red owl," "waiting for you 12 days "," let's fly together "," #1:36", #deletedsky_1281, #dk_1281, #h13, #h33, #heleim13, #ins1ight3, #istok, #l13, #number998", #number999, #t98, #u19, #u29, #ourtimeisover_it'sclose, #thetruthisnear, and so on.
 Sixthly, the groups have certain rules for joining and membership;
 Seventhly, groups have their own symbols and their own slang.
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1. Publish group hashtags;
2. Put the symbol of the group on the avatar;
3. "Like" the post announcing the beginning of the game in the group.
There are also informal ways to enter the game:
1. Personally write to the group creator, curator or distributor;
2. Leave a comment on the page of the creator of the group, curator or distributor with an expression of desire to enter the game;
3. Write in the group (in comments or newsfeed of the group) with an expression of desire to enter the game;
4. Write on your page a message expressing the desire to join the game with hashtags or without;
5. Subscribe to the death groups.
Figure 02. Death group symbols
It is important to note that the working groups mutate, and some are still under development. This means that groups can enter new hashtags, symbols and rules, and also set their goal not just to take their own lives, but commit more terrible crimes. This probability is very high, given that the death groups are in close connection with school-shooting, pseudo-mystical cults, net-stalking, violence and Satanism. It is also worrying that many members of the death groups came to them from groups dedicated to schoolshooting, serial killers, A.U.E. movement, Nazism, Satanism (See Figure 02) .
Prevalence of suicidal behavior in social media.
Analyzing the flow of information in social media by an automatic monitoring system for social media, by key words from sets of trigger words, we obtained data on the characteristics of the spread of suicidal behavior in social media. https: //dx.doi.org/10.15405/epsbs.2018.11.02.23 Corresponding Author: Galina I. Efremova Selection and peer-review under The escalation of the problem of suicidal groups on the Internet accounted for the focus of attention to the problem of suicidal behavior propagation in social media.
The true state of affairs is such that narrow groups "for the chosen few" exist everywhere, united not only by the theme of suicide, but also by themes of murders, necrophilia, Satanism, perversions, etc.
These groups are not searchable in the lists of groups or by keywords. These groups can be found only by those who are really interested in this. The number of people in these groups varies from 1 thousand to 1.5
https: //dx.doi.org/10.15405/epsbs.2018.11.02.23 Corresponding Author: Galina I. Efremova Selection and peer-review under It has been established that the number of accounts involved in death groups account only for 1% of the total amount of suicidal behavior in social media.
It has been established that only 3% of accounts engaged in "death groups" demonstrate suicidal behavior. (See Figure 07) .
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Conclusion
Suicidal behavior in social media is a topical problem of our time. There are markers for identifying signs of suicidal behavior in communicative behavior in social media.
It has been established that "death groups" as the main reason for suicidal behavior in social media account only for 1% from the total number of accounts with suicidal behavior, and, therefore, cannot serve as a guide for the detection of accounts with suicidal behavior.
The markers of suicidal behavior in social media are behavioral and linguistic features reflected in the public activity of the account.
It has been established that the overwhelming majority of the activity of accounts with signs of suicidal behavior is of demonstrative nature and serves for self-expression and drawing attention to one's personality.
