Convergence analysis of accelerated first-order methods for convex optimization problems are presented from the point of view of ordinary differential equation (ODE) solvers. Two resolution ODEs are derived for accelerated gradient methods. Numerical discretizations for these resolution ODEs are considered and its convergence analyses are established via tailored Lyapunov functions. The ODE solvers approach can not only cover existing methods, such as Nesterov's accelerated gradient method and FISTA, but also produce a large class of new algorithms that possesses optimal convergence rates. Especially, linear convergence rate is obtained even for non-strongly convex function.
Introduction
We consider the unconstrained minimization problem
where V is a Hilbert space, and F : V → R is a convex function. We shall first assume F = f as a smooth convex function, and later consider F = f + g as a composition of smooth f and non-smooth g which are both convex. Suppose that x * is a global minimizer to problem (1) . We are interested in the development and analysis of accelerated first-order methods.
Suppose that V is equipped with the inner product (·, ·), and denote by · the norm induced by this inner product. We also use ·, · to denote the duality pair between V * and V , where V * is the dual space of V . For any interval O ⊂ R, C 0,1 (O; V ) stands for the set of all Lipschitz continuous V -valued functions, and given any k ∈ N, we denote by C k (O; V ) the space of all ktimes continuous differentiable V -valued functions, and the superscript k is dropped when k = 0. Let C
1,1
L be the set of all continuous differentiable functions with Lipschitz continuous gradient: there exists L > 0 such that
Above and throughout, · * denotes the dual norm on V * . By [24, Lemma 1.2.3] , for any f ∈ C 1,1 L , it holds that f (x) − f (y) − ∇f (y), x − y L 2 x − y 2 ∀ x, y ∈ V.
We say that a continuous differentiable function f is µ-quasi-strongly convex if there exists µ 0 such that f (x * ) − f (y) − ∇f (y),
where x * is a global minimizer of f . We also say that f is µ-strongly convex if there exists µ 0 such that f (x) − f (y) − p, x − y µ 2 x − y 2 ∀ p ∈ ∂f (y),
for all x, y ∈ V , where the subgradient ∂f (y) of f at y ∈ V is defined by that ∂f (y) := {p ∈ V * : f (x) f (y) + p, x − y ∀ x ∈ V } .
We use Q 1 µ and S 1 µ to denote the sets of all µ-quasi-strongly convex functions and µ-strongly convex functions, respectively. We also define QS . Note that µ-quasi-strongly convex functions in general can be nonconvex [26] . By [24, Theorem 2.1.9], if f is continuous differentiable and belongs to S 1 µ , then (5) is equivalent to ∇f (x) − ∇f (y), x − y µ x − y 2 ∀ x, y ∈ V.
We set Q L . One approach to derive the gradient descent method is through discretizations of an ordinary differential equation (ODE), the so-called gradient flow:
with initial condition x(0) = x 0 . Here we introduce an artificial time variable t and x ′ is the derivative taken with respect to t. For the easy of notation, we shall skip the variable t when no confusion arises. The simplest forward Euler's method with time step size τ leads to the gradient descent method
One can also apply the backward Euler's method
which coincides with the proximal iteration method [29] . In this paper, for f ∈ Q 1,1 µ,L with µ 0, we shall derive a new resolution ODE of Nesterov's accelerated gradient (NAG) method [24, Chapter 2] , which will be called the accelerated gradient flow and reads as follows
with arbitrary initial conditions x(0) = x 0 and x ′ (0) = v 0 , where γ is the solution to
with γ(0) > 0. We prove that the accelerated gradient flow (8) possesses the exponential decay property
for a new Lyapunov function
If we introduce a time rescaling t = τ 0 α(s) ds and let y(τ ) = x(t(τ )), where
then (8) leads to a new heavy ball system with variable friction:
which has the convergence rate
We also note that (8) is equivalent to the following first-order ODE system
which is different from and more general than existing results; see §2.2. Numerical methods for the accelerated gradient flow (8) with f ∈ QS 1,1 µ,L are then considered. Convergence analyses can be established by means of a discrete version of the Lyapunov function (10) . It will be shown that implicit schemes possess linear convergence rate as long as the time step size is uniformly bounded below. This matches the exponential decay rate (9) in the continuous level. For explicit schemes supplemented with an additional gradient descent step, we have the optimal convergence rate
, under some standard conditions on the time step size and the gradient descent step size. Note that linear convergence rate is obtained even for non-strongly convex function. Moreover, we can recovery NAG method from an explicit scheme of solving (8) . Therefore, our ODE approach not only provides an alternative derivation of the NAG method and hopefully more intuitive, but also generalizes the NAG method to the quasi-strongly convex case.
As a proof of concepts, we generalize the accelerated gradient flow (8) to the composite optimization min
where
µ,L with µ 0 and g is convex and lower semicontinuous. The generalized accelerated gradient flow is the following second-order differential inclusion
We establish the well-posedness of (12) and prove the exponential decay rate (9) for the Lyapunov function (10) with f replaced by F . By using the composite gradient mapping technique [25] , we present two explicit numerical schemes for solving the generalized accelerated gradient flow (12) and derive convergence results by using a proper discrete Lyapunov function. We call these schemes ODE-based accelerated gradient (OAG) methods, which not only cover the well-known FISTA [14] but also generate new algorithms for solving (11) with accelerated linear convergence rate. We prove that, under some conditions on the time step size, our explicit schemes, which are supplemented with an additional gradient descent step, can achieve the optimal convergence rate O min{ 1 − µ/L k , 1/k 2 } . The rest of this paper is organized as follows. In the continuing of the introduction, we will review some works devoting to the accelerated gradient methods from ODE point of view. Next, in Section 2 we will focus on the accelerated gradient flow and derive the convergence results of some numerical discretizations. Then, in Section 3, we shall extend the accelerated gradient flow to composite optimization and propose our OAG methods with convergence analyses.
The momentum method can be traced back to 1960s. In [30] , Polyak studied the heavy ball method (also known as Chebyshev's iterative method)
and its continuous analogue, the heavy ball with friction dynamical system:
He also established the local linear convergence results for (13) and (14) via spectrum analysis. The heavy ball method (13) introduces a momentum term into the gradient step and outperforms steepest descent method with properly chosen parameters. Recently, Nguyen et.al [21] developed the so-called accelerated residual method which combines the heavy ball method (13) with a gradient descent step:
Numerically, they verified the efficiency and usefulness of this method with a restarting strategy. We refer [1, 2, 4, 13, 16, 19] for further convergence results and numerical discretizations for the heavy ball system (14) . In order to understand an accelerated gradient method with the sublinear rate O(1/k 2 ) proposed by Nesterov [22] , Su, Boyd and Candés [34] derived the following second-order ODE
with initial conditions x(0) = x 0 and x ′ (0) = 0, where r > 0 and f ∈ S 1,1 0,L . If r 3 or 1 < r < 3 and (f − f (x * )) (r−1)/2 is convex, then they proved that
and if r 3, f ∈ S 1,1 µ,L with µ > 0, then they also obtained
Later on, Aujol and Dossal [15] generalized (16) to
where β > 0 and (f − f (x * )) β is convex. Almost at the same time, Attouch, Chbani and Riahi [10] obtained the result (17) for β = 1 and considered numerical discretizations for (15) with the sublinear convergence rate
which matches the convergence rate (17) for the continuous level. Vassilis, Jean-François and Charles [35] studied the non-smooth version of (15):
where r > 0 and f is proper, convex and lower semi-continuous. They proved that the solutiontrajectory of (18) converges to a minimizer of f and obtained the convergence result (17) for β = 1. Note that the acceleration considered here is from the sublinear rate O(1/k) for the gradient descent method to O(1/k 2 ) or more. For more works and generalizations related to (15), we refer to [3, 6, 7, 8, 9, 11, 18, 32] .
Wibisono, Wilson and Jordan [36] introduced a Bregman Lagrangian
for f is convex and continuous differentiable, where the scaling functions β, γ : [0, ∞) → R are continuous and satisfy γ β > 0. The Bregman Lagrangian (19) itself defines a variational problem the Euler-Lagrange equation to which is the corresponding resolution ODE:
They then established the convergence result
by means of the Lyapunov function
Following this work, for any continuous differentiable function f that belongs to S 1 µ with µ > 0, Wilson, Recht and Jordan [37] introduced another Bregman Lagrangian whose Euler-Lagrange equations is
with the same scaling functions β and γ in (19) . They proved the convergence result (20) as well, by using the Lyapunov function
When β = γ = √ µ, we obtain a particular case of (21):
which reduces to a heavy ball dynamical system. Siegel [33] derived (22) from another Lyapunov function
and proved that
with x ′ (0) = 0. In addition, Siegel [33] and Wilson, Recht and Jordan [37] proposed two semiexplicit schemes for (22) individually. Both of their schemes are supplemented with an additional gradient descent step, and linear convergence rates are established under some restrictions on the time step size and the gradient step size.
We also note that recently Zhang, Sra, and Jadbabaie [38] have studied the accelerated gradient flow (8) with γ = µ, i.e., µx
µ,L with µ > 0. They introduced the following Lyapunov function
In addition, they also applied the explicit Runge-Kutta method to (23) and established local convergence result.
Accelerated Gradient Flow
In [24, Chapter 2] , by using the estimate sequence, Nesterov presented an accelerated gradient method for solving (1) with f ∈ S 1,1 µ,L , µ 0; see Algorithm 1.
Algorithm 1 Nesterov Accelerated Gradient (NAG) Method
Input: x 0 , v 0 ∈ V and γ 0 > 0.
Compute α k ∈ (0, 1) from Lα
3:
5:
Update
6:
7: end for
Note that we have many choices of x k+1 in step 5 of Algorithm 1. One noticeable example is the gradient descent step (see [24, Chapter 2, Constant Step Scheme, I]):
With this choice, the sequence {v k } ∞ k=0 in Algorithm 1 can be eliminated and y k+1 is updated by that (see [24, Chapter 2, Constant Step Scheme, II])
where α k+1 ∈ (0, 1) is calculated from the quadratic equation (24)) coincides with the accelerated scheme proposed by Nesterov early in the 1980s [22] . If µ > 0 and
Step Scheme, III], and this scheme recently has been generalized to the quasistrongly convex case: f ∈ QS 1,1 µ,L with µ > 0 [26] . In the following, we will see that Algorithm 1 can also be generalized to the quasi-strongly convex case.
Continuous problems
For our continuous problem, we only assume that f ∈ Q 1,1 µ,L with µ 0, which means that f can be nonconvex in general. We consider the following second-order ODE:
with initial conditions x(0) = x 0 and x ′ (0) = v 0 , where γ is the solution to
with γ(0) = γ 0 > 0. Invoking the method of variation of constants gives
Since γ 0 > 0, we have that γ(t) > 0 for all t 0 and γ(t) converges to µ exponentially and monotonically as t → +∞. Note that (25) is equivalent to the following first-order ODE system of (x, v):
with initial conditions x(0) = x 0 and v(0) = x 0 + v 0 .
We introduce the Lyapunov function
In addition, we also need the following lemma, which is trivial but very useful for our analysis in both of the continuous and discrete level.
Lemma 2.1. For any u, v, w ∈ V , we have
We first present the well-posedness of (25) and the exponential decay of the Lyapunov function (28).
Lemma 2.2. The accelerated gradient flow (25) has a unique solution x ∈ C 2 ([0, T ]; V ) for any T > 0 and moreover
L , applying the standard existence and uniqueness results of ODE (see [12, Theorem 4.1.4] ) yields that the firs-order ODE system (27) admits a unique solution
Moreover, x is also the unique solution to the accelerated gradient flow (25) with initial conditions x(0) = x 0 and x
which implies (29) immediately. By (26) and (27), a straightforward calculation yields that
We focus on the last term. First, by Lemma 2.1,
Then split the gradient term as follows
Using the equation x ′ = v − x, the first term in (31) becomes −∇f (x), x ′ which cancels the first term in L ′ . Combining all terms together gives
This proves (30) and thus completes the proof of this theorem. 
Rescaling property
One can apply the time rescaling
to the accelerated gradient flow (25) or the ODE system (27) . More precisely, if we set y(τ ) = x(t(τ )) and z(τ ) = v(t(τ )), then
where β is any positive smooth function such that
Let us introduce the Lyapunov function
Similar to (30), we can prove that
Moreover, we observe that (33) is close to the ODE system (21) derived in [37] . By (34) , an elementary calculation gives that
Hence, (33) chooses variable coefficient β(τ ) for z ′ with any µ 0, while (21) adopts the fixed coefficient µ > 0. Particularly, if β = µ > 0, which satisfies (34), then (33) becomes (21) .
Let us look at another rescaling example. Assume that
with α(0) = α 0 > 0 and set β = α 2 which satisfies (34), then the time rescaling (32) gives a new heavy ball with variable friction dynamical system:
If µ = 0, then we take
which satisfies (36) and implies the following convergence rate
However, if µ > 0, then we consider
which satisfies the case of equality in (36) , and by (35) we have the exponential decay
Particularly, if α 0 = √ µ, then α = √ µ and (37) turns into
which coincides with the heavy ball system (22).
An implicit scheme
In this subsection, we assume that f is continuous differentiable and belongs to ∈ QS 1 µ with µ 0. Exponential decay can be established for an implicit discretization solving (27) , which is more or less straightforward since many techniques can be inherit from the continuous case. Implicit schemes are not practical but are used to bridge the ODE and the explicit schemes.
We consider the following implicit scheme
where α k > 0 denotes the time step size and equation (26) of γ is also discretized by the implicit scheme
Before, we present the convergence analysis, let us discuss the solvability of (x k+1 , v k+1 ). Note that the implicit scheme (38) is equivalent to
If we introduce
then it is evident that x k+1 is the solution to the minimizing problem:
By our assumption on f , it is well known that x k+1 exists and is unique, and so does v k+1 . Hence (x k+1 , v k+1 ) is uniquely solvable in (38) . We introduce the discrete Lyapunov function
which is a discrete analog of (28) . In the following, we present the convergence result for our implicit scheme (38) . We will see that (38) achieves linear convergence rate as long as α k α > 0 for all k > 0 and larger α k yields faster convergence rate . Theorem 2.1. For the implicit scheme (38), we have
which is the discrete analog of (30) . Let us mimic the proof of Lemma 2.2. Instead of the derivative, we compute the difference
Analogously to the continuous level, we focus on the last term
By (38) , it follows that
By Lemma 2.1, we split the cross term into squares:
For the gradient term, we split v k+1 − x * = v k+1 − x k+1 + x k+1 − x * and use (38) to obtain
Consequently, by the fact that f ∈ QS
This proves (41) and concludes the proof of this thm.
An explicit scheme
Following the idea in [33] and [37] , we propose an explicit scheme of the accelerated gradient flow (27) supplemented with a gradient descent step:
and equation (26) of γ is still discretized by the implicit scheme (39). The scheme (42) is explicit since in the first equation (x k , v k ) are known and y k can be solved in terms of (x k , v k ). After that, we evaluate the gradient ∇f at y k once and use it to update (x k+1 , v k+1 ). In the third step, s k > 0 denotes the gradient descent step size, which is in general different from the time step size α k .
Theorem 2.2. Assume that f ∈ QS
then, for the explicit scheme (42), we have
where L k is defined by (40). Particularly, if we choose
Proof. Following the proof of the implicit scheme, we calculate the difference
Using (42) implies that
By Lemma 2.1, the first term is split as before
and the gradient term contains more terms
µ,L , ignoring all the negative quadratic terms, we obtain that
By (3) and our choice of the gradient step size 0 < s k < 2/L, we have the decay property
Hence, in view of (43), combining (47) and (48) yields (44). Let us prove the rate of convergence (46). For simplicity, introduce a sequence {λ k } ∞ k=0 by that
Since using (39) yields
by (45) we have
Moreover, it holds that
Note that the sublinear rate (49) holds for all µ 0. Then let us derive the linear convergence rate for the case that µ > 0. In view of (39), if γ 0 µ > 0, then {γ k } ∞ k=0 is nonincreasing and if 0 < γ 0 < µ, then {γ k } ∞ k=0 is increasing. So by (45), it is trivial to verify that
This together with (44) and (49) proves (46) and thus completes the proof.
As we can see, explicit schemes will introduce a positive term involving the gradient norm square, cf. (47). This is the motivation to use one more gradient descent step to cancel the positive term. Indeed such step is not necessarily to be the gradient descent iteration. It can be any iteration satisfying some decay property like (48).
An explicit scheme matches NAG method
Let us propose another explicit scheme which agrees with NAG method, i.e., Algorithm 1. We consider
and we update x k+1 such that
Now equation (26) of γ is discretized by the explicit scheme:
which coincides with the update relation of {γ k } ∞ k=0 in Algorithm 1.
µ,L with µ 0 and
then for the explicit scheme (50)-(51), we have
where L k is defined by (40). Particularly, if we choose Lα 2 k = γ k+1 , then the explicit scheme (50)-(51) coincides with Algorithm 1 and
Proof. Let us first prove (53). By (50), we have
and a straightforward computation gives
Hence, dropping the negative term − y k − x k 2 and using the fact f ∈ QS
Consequently, by the update of x k+1 , the right hand side of the above inequality is negative, which proves (53). Note that for any γ k > 0, there always exists α k ∈ (0, 1) such that
By (52), we can rewrite (50) as follows
This together with (51), (52) and the choice Lα 
Combining this and (53) proves (54) and concludes the proof of this theorem. Remark 2.4. Unlike the gradient descent method, the function values of accelerated gradient methods (see the explicit scheme (42) and Algorithm 1) may not decrease in each step, and one can adopt the restating strategy [28] . Instead, the discrete Lyapunov function (40) is always decreasing.
Remark 2.5. By Theorem 2.3, when applying Algorithm 1 to f ∈ QS 1,1 0,L , we only get the sublinear convergence rate
However if v 0 = x 0 and f has quadratic functional growth:
then we have
and therefore,
Therefore, as analyzed in [26] , if we consider the fixed restart technique [28] every k steps, then after N = nk steps we will get
Hence the optimal choice
yields the linear convergence rate
If the parameter σ is unknown, one can use the adaptive restart technique [28] .
Accelerated Gradient Flow for Composite Optimization
In this section we consider the composite optimization
µ,L with µ 0, and g is convex and lower semicontinuous. We shall derive several new accelerated gradient methods following the same procedure in the last section: find a resolution ODE and prove the exponential decay of a Lyapunov function. Then consider numerical schemes and establish the convergence by a proper discrete Lyapunov function.
Gradient mapping
Following [25] , given any λ > 0, the composite gradient mapping G F (x, λ) of F is defined by that
where the proximal operator prox of g with λ is defined by
It is well known [31] that
which yields the fact
Particularly, if g = 0, then
The gradient mapping (56) plays the role of the gradient in the smooth case. In particular, we have the following useful inequality.
Lemma 3.1. It holds that, for any λ > 0 and x, y ∈ V ,
Proof. Since f ∈ S 1,1 µ,L , applying (3) and (5) gives
Observing (57), by the definition of the subgradient, cf. (6), we get
and summing the above two inequalities yields (58).
ODE-based accelerated gradient methods
We present some ODE-based accelerated gradient methods for solving problem (55).
Algorithm 2 OAG Method-I
Input: x 0 , v 0 ∈ V, γ 0 > 0 and 0 < s < 2/L.
Update γ k+1 = (γ k + µα k )/(1 + α k ).
4:
Set y k = (x k + α k v k )/(1 + α k ).
5:
Update x k+1 = y k − sG F (y k , s).
6: Compute α k ∈ (0, 1) such that α
Update γ k+1 = (1 − α k )γ k + µα k .
4:
Set y k = (α k γ k v k + γ k+1 x k )/(γ k + µα k ).
5:
7: end for
Although the composite gradient mapping G F (y k , s) is used twice in both two algorithms, it needs to be evaluated only once in each iteration. We note that by using estimate sequence, Nesterov [25] proposed an accelerated method for (55) with f ∈ S Compute α k+1 ∈ (0, 1) from α
Update x k+1 = prox sg (y k − s∇f (y k )).
4:
Compute β k = (α k − α 2 k )/(α k+1 + α 2 k ).
5:
Update y k+1 = x k+1 + β k (x k+1 − x k ). 6: end for When µ = 0, Algorithm 4 reduces to FISTA [14] . Moreover, if we take α 0 = √ sµ in Algorithm 4, then α k = √ sµ and we obtain the simplest form of Algorithm 3.
Algorithm 5 OAG Method-II: the simplest Input: y 0 ∈ V and 0 < s 1/L.
3:
Continuous problems
Consider the following second-order differential inclusion
with initial conditions x(0) = x 0 and x ′ (0) = v 0 , where γ is the solution to (26) . Note that the second-order differential inclusion (59) of x is equivalent to the following first-order differential inclusion system of (x, v):
To study the well-posedness of (59), we need some vector-valued functional spaces as follows. Let T > 0 be a given time. For any m ∈ N and 1 p ∞, we use W m,p (0, T ; V ) to denote the standard V -valued Sobolev space [20] , and the case m = 0 is abbreviated as L p (0, T ; V ). Furthermore, BV([0, T ]; V ) is the set of all V -valued functions of bounded variation [5] . Inspired by [27, 35] , we introduce an energy conserving solution of (59) as follows. 
where ·, · C denotes the dual pair between (C([0, T ]; V )) * and C([0, T ]; V );
3. x satisfies the energy equation
The existence of an energy conserving solution is guaranteed by [27, Theorem 3.1], and [35, Corollary 3.1] provides an improved regularity result. We summarize it as follows and refer the readers to [27, 35] for detailed proofs.
Lemma 3.2. Problem (59) admits an energy solution x in the sense of Definition 3.1 such that
In addition, we have the following lemma, which allows us to use the chain rule in the nonsmooth context and can be found in [5 To the end of this subsection, we introduce the Lyapunov function
and present the following lemma. 
Proof. By Lemmas 3.2 and 3.3, L(t) is absolutely continuous on [0, T ] and we can apply the chain rule to L(t). Therefore, proceeding as in the proof of Lemma 2.2 yields (62). This implies (63) and thus concludes the proof.
An explicit scheme matches Algorithm 2
We then propose an explicit scheme of (60) supplemented with an explicit gradient step:
In addition, for the discretization of the equation (26) of γ, we still use the implicit scheme (39), which reads as follows
It is trivial to verify that the explicit scheme (64) together with (65) coincides with Algorithm 2. Below, let us introduce the discrete Lyapunov function
which is a discrete analog of (61).
Theorem 3.1. Suppose that
then, for Algorithm 2, we have
Particularly, if we choose (45) with 0 < ω 1, then
Proof. The proof is very similar to that of Theorem 2.2. Once the gradient term is split as follows
we can use Lemma 3.1 to obtain
Hence, combining (67) and the above inequality yields (68). A similar argument as in the proof of (46) gives (69). This finishes the proof of this theorem.
An explicit scheme matches Algorithm 3
We propose the following explicit scheme of (60) which agrees with Algorithm 3:
In addition, we also use the explicit scheme (52) to discretize equation (26) of γ, i.e.,
then, for Algorithm 3, we have
where L k is defined by (66). Particularly, if we choose
