To avoid the complex global Bayes estimation process, we develop a simple bitwise Bayes algorithm for fault location of S, which locates system failures with linear complexity, making it suitable for hard real-time systems. Hence, our approach is appealing both from the practical & theoretical points of view.
INTRODUCTION
This paper studies fault location using Bayes inference methods based on a simple probabilistic comparison model. The distributed systems under consideration consist of a collection of units (subsystems) connected through a network that distributes data and, possibly, processes throughout the system. Our approach provides a generalized solution to the randomized fault diagnosis problem. Previous research has highlighted & studied individual obstacles in the faultdiagnosis process. Those obstacles are:
System diagnosis results might only be valid if the fraction of faulty units has a restrictive upper bound [36] .
System can have non-permanent faults [26] . Faulty units can behave maliciously and lie about their results u71. Tests might be incomplete [31, 32] .
For some test strategies, faulty units have to be assumed to be still able to execute assigned tests [30] . There might be noisy environments or errors in transmitting/receiving devices [5] . The probability of failure can vary as the run-time advances [91.
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Probabilistic methods can cope with this list of effects; and important advances have been made in the past few years [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] 15, [20] [21] [22] 371 . Indeed, the listed randomizing effects might indicate that this approach is more realistic than a deterministic one. However, a general probabilistic approach in earlier papers involved a drastic increase in computational complexity. The idea of using comparison testing appeared in [14, 251 , and was combined with the probabilistic approach in [ 15, 16,211. Comparison-based testing is used because it is less intrusive [ 151 than having the system units devote processing time to testing & evaluating each other. We have shown [8, 10] that linear complexity can be achieved both by: 1) our bitwise Bayes (BWB') algorithm based on the decision theoretic approach, and 2) a heuristic algorithm when performing classical point estimation. The BWB fault-location algorithm handles any number of faults in the same way; therefore it can diagnose a fault-free system as well as a system with many faulty units. The BWB algorithm accounts for the probability of unit failure [24] and incorporates the change of that probability as operation time increases. Explicit inclusion of the probability of failure of a unit is also used in [3, 4, 221, although they assume the probability is constant. Most of the other fault-location research developed for multiprocessor systems more or less resembles the concepts developed by the Preparata, Metze, Chien (PMC) model [30] . The main reason for this similarity is that the same set of simplifying assumptions tends to be repeated, the limitations of which are in [15] . Other approaches can be found in [3-5,17,18,22,23,30,33,35,36], including work for general multiprocessor systems.
The model for testing a system with n units involves distributing a set of tests to the units, observing the results of the tests, and running a diagnosis algorithm to locate faulty wits.
The BWB algorithm is 0 ( n) , making it interesting for hard realtime applications. The simplicity of the BWB depends on decomposing the system (global) b y e s estimation into a bit-wise Bayes estimation by introducing a loss function. None of the data gathered from the tests has to be discarded. The chosen loss function is an admissible' Bayes decision rule [2] for fault location, which gives theoretical support to the approach. Some simulation results are discussed in section 5.
'The BWB algorithm is called the B-algorithm in [6, 7, [11] [12] [13] Other, standard notation is given in "Information for Readers & Authors" at the rear of each issue. 
. PROBABILISTIC COMPARISON-BASED MODEL

Homogeneity Assumptions
1. (To simplify analysis) The UUT are either identical or at least functionally equivalent, which is typical in multiprocessor-based systems.
2. There are non-stochastic constanb p, q, r such that:
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Homogeneity-assumption 1 implies symmetry in the defini-
For homogeneity-assumption 2, Chang [6] 
E6
(1-0)/0.
Example Use of (2).
Assumptions
1.
A system has 4 functionally-identical units with a complete connection assignment and one of the possible fault patterns.
2a.
1=0
Here there is 1 faulty unit (U,,) and 1 erroneous comparison result (co) as in figure 2 .
The objective of testing a system is to find out whether a failure exists in the system at the time of the test, and then to locate any failed unit(s). After the fault location process is completed, some level of repair or reconfiguration must be initiated. 
+ = o
Likelihood Table
The Ciaj can be combined into a likelihood table (LT) listing all the values of Pr { Ci laj} ; LT is a probabilistic comparison table and can be computed prior to operation of the system, however its storage size is O(2"-U "), eg, table 1 for the system in figure 1. Chang [6] developed an analytic method to avoid the need to store this enormous amount of data. The method requires O(m) time to retrieve a data item or O(1og m) time when prestored reference data are used. The number of data items retrieved at test time is small and has an absolute upper bound of 7. Section 6 provides an illustration.
ASSIGNMENT OF MULTIPLE TEST SETS
Tests T(k) are repeated 7 times, thereby attempting to achieve pseudo-exhaustive testing [27] , with variation of the individual tasks ti within a class of test tasks, both to improve test coverage, since the test might not be complete, and account for random effects in the test environment as discussed in the Introduction.
The 7 comparison results are conditionally s-independent, ie, We extend the expressions from previous sections and consider the case 4k = 6, where 6 = 0 or 1, to obtain:
The marginal probabilities Pr{CiJ&}, k = 0, ..., n-1 in 
Set Estimation
It is possible to obtain the 1 -a highest posterior density (HPD) credible region for the r.v. e, given some small real number a. To calculate the HPD we consider all subsets r' c 8 such that Pr{r' 1 C('-.')} 1 1 -a. Among these subsets r ' we must find the one with the highest density of posterior probability, viz, the subset such that ~( r ' ) = min(Pr{aj1 c( 1.. .r) }:
The HPD for @ is the subset I' which maximizes ~(r'):
E r') is the largest.
The computation cost of finding all such r ' is exponential. An alternative is to find a set I" for which the Pr{@ji)C(l-.r)} for all @j E r ' are relatively large and use that r ' as a reasonable replacement for r . since &m is the most likely system fault pattem, the other fault pattems 3 E 8 can be considered as misdiagnosed. Hence the number of misdiagnosed units can be used as a measure of distance of any fault pattem from &m.
The Pr{$jlC(1...7)} decreases as d(@j, we construct r' using only those +j closest to &ML.
[6,8,10]. Hence Pr(I'(C('-')} 2 1-a. Thus, the region is a l-a credible region for a. Since I' does not necessarily contain all E 8 that have higher posterior density than 3. f r, I' cannot be assumed to be the 1 -a HPD credible region for Cp. However, the computation of I' is more efficient.
Bayes Decision Theoretic Approach
We now turn to the decision theoretic approach to point Given a loss function, we have to consider the fact that CP is unknown and, in fact, every aj is possible and, given C(l-.T), the probability of Q, being is exactly the posterior probability P r { 3 1 C(1,..7)}. We define a risk function p as the s-expected loss, given this probability distribution for *:
In this equation the r.v. which is conditionally s-dependent on ~( 1 . .
.r) is ip. The risk function can be expanded to explicit sums as follows, but the sums here are over 2" elements:
Now we can select the Bayes decision rule which makes ... 4; ... 
REMARKS
The complexity of analysis, by using this methodology, has been reduced dramatically since sums with 2" terms are 5.4 BWB is consistent with one's intuition and has the important property of positive Bayes decision rules, namely admissibility. This gives extra trust in our intuition.
5. 5 If the inconclusive test result described in step 3 of BWB were to occur, it could be resolved by upgrading the quality of the test tasks ti or by increasing 7, the number of tests. The latter would be necessary if faults were intermittent.
5.6 BWB accommodates all possible faulty & fault-free systems under test, without any increase in complexity when the fault-free state is diagnosed, permitting the algorithm to be applied to monitor a system periodically. Further, BWB is able to distinguish truly faulty units from those which appear faulty due to the imperfect environment, thus eliminating unnecessary hardware replacement or reconfiguration before the system recovery process performs rollback to a fault-free state. 5.7 The comparison-based probabilistic model and the Bayes inference algorithm make BWB complete in the statistical sense, since the model together with the BWB can accommodate all possible random effects. It is practical because the computations are simple binary operations, with linear complexity. The necessary data are directly observable during the testing process.
5.8 A visual simulation tool (ViSiT) [7] has been implemented in C f + to test the validity of BWB. Test results have demonstrated that the algorithm is both efficient & accurate. When testing the algorithms for the early phase of system operation, 98% of the tests gave exact fault coverage. For tests corresponding to the late phase of system operation, 85% of the tests gave exact fault coverage. In both cases, the remaining tests diagnosed as faulty both the actual faulty units and some of the fault-free units. ViSiT also demonstrates that the excess IEEE TRANSACHONS ON RELIABILITY, VOL. 43, NO. 3, 1994 SEPTEMBER of fault-free units being misdiagnosed begins to show when the fraction of faulty units exceeds 50%. According to BWB, all we need to do is to sum Pr{C(1-.10)14k we choose 4;=0. In the next step, k is increment4 by 1 and the process repeats. We conclude from the iterations of BWB that the fault pattern of the system is ip' = +; +@; +; = 0100 = ip4.
