Abstract. In this article, the well-posedness of the initial value problem, the existence of traveling wavefronts and the asymptotic speed of propagation for a SIR epidemic model with stage structure and nonlocal response are studied. We further show that the minimum wave speed in fact coincides with the asymptotic speed of propagation.
, where 1 ( , ) and 2 ( , ) denote respectively the densities of juvenile, mature individuals at time and location . The delay is the time taken from birth to maturity. It is assumed that only the mature individuals are responsible to the reproduction of the population, and 2 is a birth function. Moreover, 1 and 2 ( − , )d . In [12] , Gourley and Kuang estimated the minimal speed for the delay = 0, and then discussed the relation between and the minimal speed. They further present some discussion about the monotonicity of the traveling waves. Thieme and Zhao [25] also deduced a more general diffusion-delay equation for the mature population: {
where Γ is the fundamental solution associated with operator ∂ − Δ , (⋅) and (⋅) are the birth and mortality rates of mature population, respectively. For the case ( ) = and ( ) = 2 , Thieme and Zhao [25] gave an affirmative answer ( 2 ( − , ))d represents the adult recruitment term, coinciding with those of maturation age and nonlocal response.
The purpose of our work is to study the existence of traveling wavefronts and the asymptotic speed of propagation for the epidemic model (1) . Roughly speaking, the epidemic is said to spread at a rate * > 0 if one runs with a speed > * , one can leave the epidemic behind, whereas if one runs with a speed < * , one will eventually be surrounded by the epidemic [2, 21] . This concept gives an important description of the long time behaviors of the epidemic models either for ∈ (0, * ) or ∈ ( * , ∞). On the other hand, the existence of traveling wavefronts pronounces the success of biological invasion. Therefore the studies for traveling wavefronts and the asymptotic speed of propagation are two significant aspects in population dynamics. We hope that our work can offer some biological implication of immune effects and mechanisms of disease transmission. To the best of our knowledge, it is the first work that the existence of traveling wavefronts and the asymptotic speed of propagation for a diffusive SIR model with stage structure and nonlocal effect described by (1) has been done.
The study of traveling wavefronts was started by the pioneer works of Fisher [11] , Kolmogorov, Petrowsky and Piscounov [14] for KPP equation. The concept of asymptotic speed of propagation was introduced by Aronson and Weinberger [1, 2, 3] for reaction-diffusion equations. There have been extensive investigations on traveling waves and the asymptotic speed of propagation for a wide variety of ( * 2 ) + .
In addition to (H1), we always assume that (H2) 
Note that the conditions (H2)-(H4) imposed on functions ( ), ( ) and ( ) are natural, and they are not more restrictive conditions. For example, if we take birth function ( ) = e
by using 1 − e − ≤ for ≥ 0. Thus (H2) holds. Moreover, let ( ) = 2 , ( ) = 1+ with > 0, then
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This implies that (H3) holds. Finally, if we choose > e , then (H4) holds immediately. Note that the assumption (H4) implies that the zero equilibrium is unstable. The explanation for epidemiological respect is that, no matter how serious of the disease spread, the species will survive. In fact, since the rate of adult recruitment is larger than that of the infective and the death, the mature individuals will be still capable of producing offspring.
In system (1), the first and the third equations can be solved independently once 2 ( , ) is determined. Thus, we first consider the equation for 2 ( , ):
where we use to replace 2 , * to replace * 2 and Γ 1 ( , ) :=
for simplicity. Note that * is the positive equilibrium of (2).
Γ 2 ( , ) and Γ ℎ ( , ) be the fundamental solutions associated with the heat equations
Then (3) is changed to an integral equation as
In the following, we consider the initial value problem
is said isotropic on ℝ for each ∈ if ( , ) = ( , − ) on ℝ for each ∈ .
Lemma 2.1. Let conditions (H1) − (H3) hold. For any given¯ ≥ 0, assume that ,
where 1 (¯ , , ) and 2 (¯ , , ) are two mean-value functions between ( , ) and (¯ + , ). Thus the conclusion is true. (i) For any given initial value function
and an operator F on as Then for any , ∈ , 0 ≤ < , ∈ ℝ, we obtain
For < < , ∈ ℝ, set ( , ) = ( , ) − ( , ). Then we have
Notice that
Also, we have
From (7), (8) and (9), for < < , we obtain
On the other hand, by (6) and (7), for 0 ≤ ≤ , we get
and then
From (10) and (11), for 0 ≤ < , we have
Hence,
Since
and is a Banach space with norm ∥ ⋅ ∥ , we have from (12) and (13) that F is a contracting map and thus has a unique fixed point in if > 0 is chosen sufficiently large. It then follows that a unique solution of (4) exists on [0, ) × ℝ for any > 0, which leads to the uniqueness and existence of solution to (4) on
, by the definition of 0 ( , ), we see that 0 ( , ⋅) is isotropic on ℝ for each ∈ ℝ + . Therefore, ( , ⋅) is isotropic on ℝ for each ∈ ℝ + .
3. Asymptotic speed of propagation. In this section, we shall investigate the asymptotic speed of propagation for (2) . Linearizing (2) at = 0 to obtain the characteristic equation
By direct calculations, we have
Thus, we obtain the following observations. Lemma 3.1. Let (H4) hold, then there exists a pair of ( * , * ) such that * > 0, * > 0 and
exists 0 > 0 such that for any ∈ (0, 0 ) with 0 < 1 < 1 + < 2 , we have
Therefore ℎ + − 2 2 > 0 when △( , ) = 0. We have from (15) that △( , ) = 0 is equivalent to ( ) = 1, where
and then * defined in Lemma 3.1 can be written as * := inf{ > 0| ( ) = 1 for some ∈ ℝ + }.
In the following, we shall show that * is the asymptotic speed of wave propagation in the sense that the solution of (4) satisfies
, where is chosen sufficiently large. Then for any > * , lim
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Proof. Define a sequence of maps by
where F ∞ is defined as (5) . From Theorem 2.2, we see that
By a similar argument as in Theorem 2.2, we obtain the convergence of
Then is a solution of (4) satisfying the isotropic property due to the Lebesgue's theorem of dominated convergence. Under the assumptions on , we can find 0 < such that
For any ( , ) ∈ ℝ + × ℝ, by (H2) and (H3), we have
Note that we have the following equalities:
For any * < 1 , choose * < 2 < 1 . Then by (16) and (17), for any > 0, we have
By induction, we finally obtain
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Since 2 > * , we can choose some > 0 such that 2 ( ) < 1. For this choice of , we have from (18) that
Noting the isotropic property of , we obtain
and which leads to
This shows that lim sup
On the other hand, by Theorem 2.2, we see that
Another equivalent form of (4) is
where ∈ ∞ satisfies (i) for any
If there exists a¯ ≥ 0 such that the solution of (19) 
Proof. Set * = sup{ ≥ | (¯ + , ⋅) ≻ ( , ⋅)} and suppose that * < ∞. Since is nonnegative, then there exists a sequence {( , )}
is included in a compact subset of ℝ and thus it contains a convergent sub-sequence. By conditions (ii) and (c), we see that there exists * ∈ supp ( * , ⋅) such that
Since * ≥ and¯ ≥ 0, we obtain from the definition of * , Lemma 2.1 and (20) that
which contradicts (21) . Thus, it must be * = ∞. This completes the proof.
We give the following result.
Proof. It is easy to see that
Thus, it is sufficient to show that (ℓ 1 , ℓ 2 , , , ) > 1 for all ≥ 0. We now claim that there exist 0 > 0, ℓ
Therefore, we have and (17), we obtain lim inf
We define a function with two parameters , as
We then obtain the following result.
Lemma 3.5. For any 0 < < * , there exist 0 > 0, a continuous functioñ =˜ ( ) defined on [0, 0 ], and > 0 sufficiently small such that
for ∈ ℝ, where ( ) = ( ;˜ ( ), ), , , ℓ 1 and ℓ 2 are defined in Lemma 3.4.
Proof. Set
where 1 = 1 ( , ℓ 1 , ℓ 2 , , ), ℓ 1 , ℓ 2 , , and are defined in Lemma 3.4. By Lemma 3.4, we have
Let = − i , we then obtain
Note that
This leads to ℒ ′′ ( ) > 0 and thus lim | |→∞ ℒ( ) = ∞. Furthermore, we conclude that ℒ( ) can achieve its infimum. Suppose this occurs at = . Then
Define a function = ( , ) by 
By (23), we have R [ℒ( Since sin( ( − − + + )) < 0 for
and
for ∈ [0, ], we have from (26), (27) , (25) and (24) that
We should emphasize that (28) is a strict inequality for ∈ (0, ). On the other hand, if = 0 or = , (28) is also a strict inequality by using (26) and (27) . Indeed, since 2 + * ( + ) ≤ , if = , = − and = − , then
Thus we have sin( ( − + )) < 0 = ( − + ),
Similarly, if = 0, = and = , then choose sufficiently large such that − + * ( + ) < 0 and then − < − − + + < −2 + * ( + ) < 0, − < − + < − + * < 0. Then (29) also holds. Then the first inequality in (28) is strict. Therefore, we have 
Another equivalent definition for ( , ) is
The following Lemma shows that ( , ) is a sub-solution for E by choosing and suitably.
Lemma 3.6. For any 0 < < * , there exist > 0, > 0, ∈ ℝ, 0 > 0 and 0 > 0 such that for any ∈ (0, 0 ), any > 0 and any
), > 0 and > 0 such that (ℓ 1 , ℓ 2 , , , ) > 1 for all ∈ ℝ. By Lemma 3.5, we can choose > 0, =˜ ( ) and > 0 sufficiently small such that (22) holds. Let ℓ1 , ℓ2 be the smallest positive roots corresponding to equations ℎ − ( ) − ( ) = ℓ 1 and
− + 2 > 0 (this can be done since > 0 is sufficiently small). Choose 0 ∈ (0, ℓ ) with = ( ; , ). Let ∈ (0, 0 ) and ≥ + , then From (33), we obtain
Thus in this case
E [ ]( , ) > ( , ). Case (iii). + ( − − ) + − 2 < | | ≤ + ( − ) + − . If | | ≤ , | | ≤ and ∈ [0, ], then | − | ≤ | | + | | ≤ + ( − ) + ≤ + ( − ) + ( + ) | | + and | − | ≤ | | − | | + if > 0 . Then by (33), we get E [ ]( , ) ≥ ∫ 0 ∫ ℬ Γ ℎ ( , )ℓ 1 max ≥− − ( − ) (| | − + + )d d + e − ℓ 2 ⋅ ∫ 0 ∫ ℬ Γ ℎ ( , ) ∫ ℬ Γ 1 ( , ) max ≥− − ( − − ) (| | − − + + )d d d = ∫ 0 ∫ ℬ Γ ℎ ( , ) max ≥− − (| | − + + + )d d + e − ℓ 2 ⋅ ∫ 0 ∫ ℬ Γ ℎ ( , ) ∫ ℬ Γ 1 ( , ) max ≥− − (| | − − + + + + )d d d ≥ max ≥− − (| | + ) = ( , ).
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Finally, combination (i)-(iv) yield that E [ ]( , ⋅) ≻ ( , ⋅).
The following result is an easy observation from (4).
Lemma 3.7. Let be a solution of (4). Further, assume that
Lemma 3.8. Let { ( , )} be defined by 0 ( , ) ≡ ∈ (0, * ), and
Then for any > 0, there exist˜ ( ),˜ ( ) and˜ ( ) such that for any ≥˜ ( ),
Proof. Since 0 < 0 ( , ) < * , similarly to Lemma 2.1, we have
Repeating this procedure, we obtain 0 < ( , ) < * for all ≥ 0 by mathematical induction method.
For any constant ∈ (0, * ), we have ℎ + ( ) > ℎ , where ( ) is defined in Section 2. For any small ∈ (0, ), there is a ( ) ∈ (0, 1) such that
We now define a sequence by
We observe that:
We claim that > * − for large . For otherwise, assume that ≤ * − for all . Note that observation (i) shows that converges to a limit ≤ * − .
But then necessarily =
, which is impossible for ≤ * − . Hence, there exists˜ ( ) > 0 such that
ℎ and ( ) < 1 , then we can choose large˜ ( ) and˜ ( ) such that
Then for any ≥˜ ( ) and ≥˜ ( ), we have
By mathematical induction, we finally have the result that
Theorem 3.9. Let (H1)-(H4) hold. Assume that ( , ) satisfies the conditions in Lemma 3.7. Then for any 0 < < * , lim
Proof. Let 1 ∈ (0, * ). Choose 2 ∈ ( 1 , * ). By Lemma 3.6, there exist > 0, > 0, ∈ ℝ, 0 > 0 and 0 > 0 such that for any ∈ (0, 0 ), any > 0 and any
By using Lemma 3.7, we can find 0 > such that ( , ) > 0 for ∈ [ 0 , 0 + ], | | ≤ + 2 + . Then we can choose ∈ (0, 0 ) such that
with¯ = 0 − > 0. We infer from Lemma 3.3 (Comparison principle) that (36) holds for ≥ 0. Therefore, by (36) and (31), we have
Let 0 ≡ = , from (37), (36) and Lemma 2.1, we obtain
By induction, we have
where ( , ) is defined in Lemma 3.8. Thus, for any > 0, we can find˜ ( ),˜ ( ) and˜ ( ) such that
Hence, lim inf
Note that is arbitrary, thus we have lim inf
On the other hand, by Theorem 2.2, we have
This completes the proof.
We now study the first and the third equations of (1). Let Γ ( , ) and Γ + ( , ) be the fundamental solutions associated with the heat equations
∂ 2 − 1 and 
Proof. The proof is similar to Theorem 3.2 in [9] and we omit the details.
Existence of traveling wavefronts.
A traveling wave solution of (2) is a solution of (2) connecting the two equilibria 0 and * with the form ( , ) = ( + ) = ( ), where = + and > 0 is the wave speed. Thus we consider the wave profile equation
subject to the boundary value conditions
Furthermore, a traveling wavefront of (2) is a traveling wave solution ( ) of (2) which is nondecreasing. For reality, we mention here that (
Then we rewrite (40) as
Choose a constant ℎ > 2 + 3 , then another equivalent form of (42) is
where
(ℝ, ℝ) be the Banach space of bounded and uniformly continuous functions on ℝ equipped with the maximum norm. Set
Then it is straightforward to have Note that the algebra equation − 2 2 + + ℎ = 0 has two roots given by
Define an operator Λ : → by
Then any fixed point of Λ is a monotone and bounded solution of (43). The following lemma can be derived straightly from Lemma 4.1 and some computation. 
for all ∕ = , 1 ≤ ≤ 2 , then¯ , are respectively upper and lower solutions of (42).
Remark 1. By the definition of upper and lower solutions, we see that Proof. We only need to show that the operator Λ has a fixed point in such that is monotone increasing on ℝ and (−∞) = 0, (∞) = * . We use a similar argument as in [34, 36] . Define a sequence { ( )} ∞ =1 by ( ) = Λ [¯ ]( ). Then by Remark 1 and the nondecreasing property of Λ, we have
By induction, we obtain
is decreasing in and lower bounded for each fixed ∈ ℝ. It follows that there exists a function ( ) on ℝ such that Let > * , define¯ ( ) = min { * e 1 , * } and ( ) = max { 0, (1 − e )e 1 } for all ∈ ℝ, where 0 < < * and ≥ 1 is to be determined later. 5. Discussion. We consider the effect of the infectious agent and then study a decoupled SIR epidemic model with stage structure and nonlocal response. Under some monotonicity conditions, we obtain the existence of traveling wavefronts and further show that the minimum wave speed coincides with the asymptotic speed of propagation. Although the results obtained in [25] for a general integral equation can be applied to our system, the method and technique used here are quite different to [25] . Also some assumptions imposed by Thieme and Zhao [25] can be relaxed here. For example, we do not require the death rate, birth rate to satisfy lim →∞ ( ) = ∞ or lim sup →∞ F ( ) ( ) ( ) < 1. Moreover, the initial function ( , ) here need not to satisfy exponential decay. It seems that the monotonic restriction on the functions ( ) and ( ) is not satisfactory. On the other hand, the decoupled property is important for simplifying our work here. In the future work, we will consider a coupled SIS epidemic model and study the existence and uniqueness of traveling waves by relaxing the monotonicity assumptions motivated by the recent work of Fang and Zhao [10] .
