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ABSTRACT
This work introduces permutation weighting: a weighting estimator for observational causal inference
under general treatment regimes which preserves non-parametric covariate balance. We show that
estimating weights which obey balance constraints is equivalent to solving a binary classification
problem, no matter the cardinality of treatment. Arbitrary probabilistic classifiers may be used in this
method; the hypothesis space of the classifier corresponds to the nature of the balance constraints
imposed through the resulting weights. We show equivalence between existing covariate balancing
methods and permutation weighting and demonstrate superior efficacy through this regime. We
provide theoretical results which bound bias and variance in terms of the regret of the classifier,
show that these disappear asymptotically and demonstrate that the classification problem directly
minimizes imbalance. We further show that minimizing the classifier risk of a propensity score
model for inverse propensity score weighting does not necessarily result in minimal imbalance on
covariates. Empirical evaluations indicate that permutation weighting outperforms existing state-
of-the-art weighting methods for causal effect estimation, even when the data generating process
corresponds to the assumptions imposed by prior work.
Keywords observational causal inference, weighting
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1 Introduction
Observational causal inference is a set of methods and techniques to infer causal effects in the absence of an explicit
randomization mechanism. Given observed treatment, outcome, and the full set of confounding pretreatment covariates,
identification of the causal effect of a treatment is made possible by rendering either treatment or outcome independent
of the pretreatment covariates [43, 49]. Inverse propensity score reweighting is a common way of adjusting for the
former condition where outcomes are reweighted according to the inverse of the conditional probability of receiving
the observed treatment given pretreatment covariates [48]. Unlike in a randomized control trial (RCT), where the
relationship between treatment and covariates is known by design, propensity score models require estimating this
relationship from observed data. When the distribution of treatment conditional on covariates is specified correctly, the
reweighted data will behave as if it were generated from an experiment, with balance (statistical independence) over all
observed and unobserved pretreatment covariates. Under misspecification, however, there are no guarantees of balance,
and there may remain arbitrary dependencies between treatment and covariates, a fact to which we will explore more
rigorously in section 4. Nevertheless, inverse propensity score weighting has become widely used in the last decade in
fields as diverse as epidemiology [10], economics [28] and computer science [15].
Balance is crucial for credible causal inference. Even in RCTs, the theoretical unbiasedness of estimates across
randomizations is insufficient when, conditional on a randomization, one observes severe imbalance on important
baseline covariates. As Gossett noted in [54], “it would be pedantic to continue with an arrangement of plots known
beforehand to be likely to lead to a misleading conclusion". The same is true in observational methods which seek
to approximate an RCT: reweighted data which retain clear imbalance on important covariates should leave the
credibility of their conclusions in doubt. Recent work has proposed covariate balancing propensity scores which
augment the propensity score model to additionally focus on maintaining mean difference of zero between pretreatment
covariates (c.f., [23, 32, 58]). Thus, even when the propensity score model is wrong, if all relevant covariates attain
mean balance, differences in covariate means, at least, cannot bias causal effect estimation. These recent improvements,
however, define balance only in terms of linear dependence [16], require bespoke optimization procedures and are
typically only focused on binary treatments.
Our framework is based on explicitly constructing the target RCT [27] through resampling and thereby allowing
comparison of the resampled data to the observed data. Using this resampled data, we generate weights which seek
to remove all dependencies in the observed data detectable by a classifier using the tools of classifier-based density
ratio estimation [3, 8, 44]. This procedure is amenable to any possible type of treatment – binary, multi-valued or
continuous – and reduces them all to the same simple binary classification problem. This procedure does not require
the specification of the conditional distribution of treatment. Rather, the choice of classifier and specification of the
classification problem defines the form of the dependence between treatment and covariates, i.e., the balance conditions.
As such, existing propensity score [48], and balancing [26, 30, 32] methods which require balance constraints are
subsumed as special cases of our framework. Given a suitably flexible classifier, arbitrary forms of balance can be
attained. We show that the risk of our weighting estimators for causal estimation is intrinsically linked to the risk of this
classification problem. That is, minimizing risk in our classification problem implies minimizing risk of the causal
estimator and implies minimizing imbalance. Cross-validation can be used to tune this classifier’s hyperparameters
using off-the-shelf software. This quality is not possessed by inverse propensity score weighting, where, as we show in
section 4, bias is a function of the unobserved oracle dose response function. Under permutation weighting, we argue
that researchers can simply choose a flexible classifier, use standard model selection techniques and focus their time on
the shoe-leather [17] of measuring the right set of variables with which to make causal inferences credible [43] rather
than on arcane choices around specification.
2 Problem Statement
We first fix notation before describing the problem setup and our proposed solution. We denote random variables
using upper case, constant values and observations drawn from random variables in lower case, and denote a set with
boldface. Let D be a dataset consisting of observations from treatment, A, an outcome, Y , and a set of covariates, X.
We will refer to estimates of quantities using hats, i.e. wˆ is an estimate of w. We assume the following properties of the
observed data throughout this work:
A1. Independence conditional on X, i.e., Y (a) ⊥ A | X ∀a ∈ A
A2. Positivity over treatment status, i.e., p(A | X = x) > 0 ∀x ∈ X
The causal estimand we seek to measure is the dose-response function, E[Y (a)], i.e., the expected value of the outcome
after intervening and assigning treatment to value a. The dose-response function is a general construct that does not
presuppose a specific type, e.g. binary, for treatment. Further, the identification of the dose-response function implies
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identification of the effect of any treatment contrast of interest. For example, the average treatment effect, a common
quantity of interest in the causal inference literature under binary treatments, is given as E[Y (1)]− E[Y (0)].
A common method for estimating the dose-response function is weighting by the inverse of the conditional probability
of receiving treatment given observed covariates, i.e., inverse propensity score weighting [33, 48]. Weighting by the
inverse of this score provides the standard inverse-probability weighting estimator of Horvitz and Thompson [29],
which reweights data such that there is no relationship between A and X , providing identification of causal effects:
E[Y (a)] =
∫
x∈X
yi
p(ai|xi)p(x)dx.
In the finite sample setting, Monte-Carlo approximation can be used to estimate this quantity from the observed data,
E[Y (a)] ≈ 1N
∑N
i=1
yi
p(ai|xi) .
To improve efficiency. many practitioners use the Hájek [24] estimator which replaces N with the sum of the weights,∑N
i=1
1
p(ai|xi) . When the marginal distribution of treatment is far from uniform both inverse propensity score weighting
and the Hájek estimator can have high variance. To remedy this, Robins [46] proposes stabilizing the inverse-probability
weighting (IPSW) by placing the marginal density of treatment in the numerator, i.e., E[Y (a)] ≈ 1N
∑N
i=1
p(ai)yi
p(ai|xi) .
When the conditional distribution has been correctly specified, inverse propensity score weighting results in the balance
condition [48], i.e. p(A,X) = p(A)p(X). However, when the conditional distribution is not well specified, either in
terms of the functional form or the assumed sufficient set of pretreatment covariates, inverse propensity score weighting
will fail to produce balance and the resulting causal estimate may be badly biased [25, 35].
Recent work [23, 32, 58] reorients the concept of propensity score weighting around its balancing properties to reduce
bias from mis-specification. Under the assumption of linear dependence, a valid inverse propensity score weight entails
that the weighted covariance of treatment with all covariates is zero. These moment conditions suffice to estimate
weights which will correspond to IPSW if the propensity score is correctly specified. Even when the propensity score is
incorrect, these estimators retain their balancing properties by minimizing the difference in means directly. This, in
turn, will tend to reduce the bias in the causal estimator in two ways: indirectly, by reducing the bias from unobserved
factors correlated with measured covariates [47] and directly, by eliminating the bias from the balanced components of
the measured covariates. While balancing estimators have shown significant gains relative to inverse propensity score
weighting [32, 58] existing estimators simply seek to minimize mean balance, which corresponds to a balance condition
in which dependence is linear. Extending or revising the conditions of existing estimators requires devising a novel
estimation procedure for each new balance criterion (c.f. [32], [16], [58]).
In this work we revisit the estimand defined by IPSW, which will allow us to define a broad class of balancing estimators.
We begin with a previously unrecognized identity of the IPSW,
E[Y (a)] ≈ 1
N
N∑
i=1
p(ai)
p(ai | xi)yi =
1
N
N∑
i=1
p(ai)
p(ai,xi)
p(xi)
yi =
1
N
N∑
i=1
p(ai)p(xi)
p(ai,xi)
yi. (1)
This form of the IPSW makes plain that weights are defining importance sampling weights where the target distribution
follows the distribution under balance, i.e. p(A,X) = p(A)p(X). To be explicit, the goal of IPSW is to transform
expectations (of Y , for instance) over the observed joint distribution of A and X to one in which A and X behave as if
they were generated from an RCT. However, the importance sampling weights under IPSW are constructed indirectly
by combining the conditional and marginal treatment densities. The contribution of this work is a method, permutation
weighting, which estimates this quantity directly via a probabilistic classification problem which we describe in the next
section. Direct estimation provides more than just intuitive appeal. Unlike IPSW, direct estimation of the importance
sampling ratio explicitly seeks to minimize imbalance, which we show in section 4. We also show that this approach
leads to tight Pinsker-like bounds on bias and variance of the dose-response estimates. The result is that bias is reduced
even in the case of mis-specification under direct estimation of the density ratio.
3 Permutation Weighting
We now introduce permutation weighting, which allows for the direct estimation of the importance sampler defined by
equation 1. Permutation weighting consists of two steps:
1. A dataset, D, is sampled from the observed data. A second dataset, D′, is sampled from the cross-product of
the unique observed values of A and X . The cross-product necessarily has perfect balance in A and X , but is
often too large for practical purposes. This notional dataset has size equal to the product of the cardinality of
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A and X for discrete data or n2 with continuous treatment and covariates. To avoid constructing this dataset
explicitly, we independently sample from the marginals of A and X , which is effectively a sample from this
infeasible cross-product dataset.
2. The importance sampling weights, wˆ(ai,xi) =
p(ai)p(xi)
p(ai,xi)
, are constructed by estimating the density ratio
using D and D′.
In order to estimate the density ratios (step 2), we employ classifier-based density ratio estimation [3, 8, 44]. Classifier-
based density ratio estimation transforms the problem of density ratio estimation into classification by building a
training set from the concatenation of D and D′ where both values of A and X are the features, and a label, C ∈ {0, 1},
is given to denote the membership of the instance to D and D′, respectively. A probabilistic classifier learns to recover
p(C = 1 | A,X). We introduce the following assumption that defines which classifiers can be used as estimators:
A3. The classifier used to estimate p(C = 1 | A,X) is trained using a twice differentiable strictly proper scoring rule.
Strictly proper scoring rules cover a large portion of possible loss functions including logistic loss, boosting, and mean
squared error, along with the information gain and Gini impurity for decision trees [6] 1.
To avoid possible bias from constructing only a single pseudo-dataset (which may not be perfectly faithful to p(A)p(X)
in finite samples), we repeat this procedure over multiple bootstrap replicates, where separate bootstrap samples are
drawn from p(A,X) (for D)), and p(A)p(X) (for D′) with replacement. The classification procedure is carried out to
obtain weights, and the individual density ratios are averaged to provide the final estimate of the weight.
After training the classifier, the importance weights are recovered by taking the ratio of the joint distribution of A and
X in the pseudo-dataset (q) over the observed joint distribution (p) [3]:
w(ai,xi) =
p(C = 1 | ai,xi)
p(C = 0 | ai,xi) =
p(C = 1, ai,xi)
p(C = 0, ai,xi)
(p(C = 1)q(ai,xi) + p(C = 0)p(ai,xi))
(p(C = 1)q(ai,xi) + p(C = 0)p(ai,xi))
(2)
When the number of observations of the original observed data (D) and pseudo-data (D′) is equal, the ratio of marginal
probability of observed versus treatment cancels and we arrive at w(ai,xi) =
q(ai,xi)
p(ai,xi)
. When q is the result of
resampling that breaks dependence between A and X (e.g. permuting treatment assignment or sampling from the
cross-product), the resulting importance sampler is p(ai)p(xi)p(a,xi) . The use of a probabilistic classifier for density ratio
estimation has a growing literature [39, 40, 55] but it has yet to be employed in the context of observational causal
inference.
One important advantage conferred by using a classifier to estimate the density ratio is the ability to infer hyper-
parameters. Because the problem is binary classification, cross-validation can be used for tuning the parameters of the
classifier and for model-selection. The latter case holds particular appeal since the probabilistic classifier plays a critical
role in this procedure: the hypothesis space of the classifier implicitly defines the functional form of dependence in the
balance condition. For example, the linear balance conditions required by current methods (c.f. [16, 32, 58]) occur
when the classifier is logistic regression and thereby can express linear relationships2. Under permutation weighting, a
large number of non-linear classifiers may be employed, such as boosting [39], decision trees [6], and kernel logistic
regression [57]. Such non-parametric estimators impose non-parametric forms of balance, and can often yield important
gains in reducing bias, as demonstrated in the empirical evaluation. We provide an examination of the relationship
between permutation weighting and a number of existing weighting estimators [26, 32, 46, 56, 58] in Appendix E. This
examination yields equivalent formulations of the aforementioned methods as instances of permutation weighting. By
unifying these problems under the framework of permutation weighting, choosing the right balancing method reduces
to model selection for binary classification which is a thoroughly studied and understood problem.
4 Properties
We now examine the finite and large sample behavior of permutation weighting. To do so, we will first consider a
slightly more general setting than the procedure outlined in the previous section. Specifically, propositions 1, 3, 6 and 5
examine the behavior of the importance sampler from the observed distribution p to an arbitrary distribution q which
obeys the aforementioned assumptions. These may be of independent interest as they admit reasoning over a broad class
of estimands, e.g. the tasks of [3, 39, 55]. In order to provide comparison to current practice, we additionally provide
bounds for bias and imbalance for inverse propensity score weighting. All proofs are deferred to the supplement.
1We refer the reader to the supplement for a full definition of strictly proper scoring rules.
2Expressing a linear relationship between A and X requires an interaction term in a logistic regression under permutation
weighting.
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Because much of the results below utilize Bregman divergences, we introduce them now with the following definition.
Definition 1 (Bregman divergence). Let g : S → R be a convex, differentiable function. The difference between the
value of g at point s and the value of the first-order Taylor expansion of g around point s0 evaluated at point s is given
by Bg(s, s0) ≡ g(s)− g(s0)− 〈s− s0,∇g(s0)〉 [5, 45].
Some common examples are squared Euclidean distance, Mahalanobis distance, and KL divergence.
Throughout this section we will consider the weights generated via the importance sampler employed by permutation
weighting, denoted w and wˆ, and propensity scores, denoted η and ηˆ, respectively. We begin by deriving bounds on the
bias for these estimators.
Proposition 1 (Bias). Let Eq denote the expectation of Y under the distribution q. The bias of the dose response
function Ep[ywˆ] with respect to Eq[y] is bounded by |Eq[y]− Ep [ywˆ]| ≤ Ep [sgn(y)yB(wˆ, w)].
Proposition 2. The bias estimated by the estimated propensity score ηˆ with respect to Ep[ yη ] is given by∣∣∣∣Ep [(yη
)(
sgn(ηˆ − η)B(η, ηˆ)
η + sgn(ηˆ − η)B(η, ηˆ)
)]∣∣∣∣ ≤ ∣∣∣∣Eq [Y (a)]Ep [( sgn(ηˆ − η)B(η, ηˆ)η + sgn(ηˆ − η)B(η, ηˆ)
)]∣∣∣∣ .
We next bound the variance resulting from the importance sampler given by permutation weighting.
Proposition 3 (Variance). Let Eq[y] and Vq[y] denote the expectation and variance of Y under the distribution q.
Vq[y] is bounded by Vq[y] ≤ 1n
[
Eq[y2] + Ep
[
y2i
(
2wB (wˆ, w) +B (wˆ, w)
2
)]]
.
The bound given by propositions 1 and 3 demonstrate that the quality of a set of the importance sampling weights are
governed by Bregman divergences between the true weights and the estimated weights. In particular, these bounds
are tight when the Bregman divergence used is total variation. For KL divergence, the bound given by Proposition 1
is essentially Pinsker’s inequality. In combination with the following proposition, these bounds provide guidance for
deciding between strictly proper scoring rules, as different scoring rules will imply tighter (or looser) bounds on bias
and variance.
Proposition 4 (Bregman minimization [39]). Let P be the class conditional p(C = 1|x, a) and Q be the class condi-
tional p(C = 0|x, a) with marginal class probability 12 . Let D(P,Q, 12 ) be the joint distribution over C,X,A decom-
posed into P and Q and the marginal p(C) = 12 . For any scorer s¯ : X → R, regret(s¯;D, `) = 12EX∼Q
[
Bf~(ρ, ρˆ)
]
,
where f~(z) = (1 + z)f
(
z
1+z
)
.
The specific Bregman divergence which is being minimized follows as a consequence of the scoring rule used by the
classifier. An equivalent way to state 4 is that permutation weighting minimizes the risk of the importance sampler
targeting q. This link to regret implies a powerful property: causal estimation error can be minimized by tuning the
classifier using off-the-shelf methods such as cross-validation. As such, finding optimal weights is isomorphic to
finding a classifier with minimal risk. For the applied researcher, this means that weighting is reduced to an elementary
model-selection exercise.
Consistency of the importance sampler used by permutation weighting is given by the following proposition which
follows as a consequence of propositions 1, 3 and 4
Proposition 5 (Consistency). Under Assumptions A1-A3, and bounded variance of the Bregman divergence, the
estimator is consistent, i.e., as n −→∞, Ep[ywˆ] −→ Eq[y].
We next show how the importance sampler provided by permutation weighting is balancing. We preface this with a
general definition of balance:
Definition 2 (Functional discrepancy). The L1 functional discrepancy for functions φ and ψ under a weighting
estimator wˆ is ‖Ep [φ(ai)ψ(xi)wˆ(ai,xi)]− Eq [φ(ai)ψ(xi)]‖1.
The functional imbalance, then, is the extent to which the weighted expectation of the product differs from that under
the distribution q. When the functional discrepancy is zero for all φ and ψ and q is p(a)p(x), this implies statistical
independence between A and X by definition. When both φ and ψ are the identity function, then a discrepancy of zero
is synonymous with linear balance. With this definition in hand, we can provide an explicit expression for the functional
imbalance attained by inverse propensity score weighting and by permutation weighting:
Proposition 6. The L1 functional discrepancy between the observed data drawn from p(a,x) and the proposed
distribution q(a,x) under permutation weighting is
∥∥Ep(a,x) [φ(ai)ψ(xi)(wˆ(ai,xi)− w(ai,xi))]∥∥1.
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Proposition 7. The functional discrepancy of inverse propensity score weighting is given by∥∥∥∥Ep(a,x) [φ(ai)ψ(xi)p(xi) (ηˆ(ai,xi)− η(ai,xi))ηˆ(ai,xi)
]∥∥∥∥
1
(3)
Propositions 6 and 7 provide a contrast between the balancing behavior of the importance sampler employed by
permutation weighting and inverse propensity score weighting3. The importance sampler defined by permutation
weighting has a linear dependence on the error of the density ratio estimate which, as we have seen from proposition
4, is minimized as classifier risk is minimized. The implication of this is that by minimizing the cross validated error
of the classifier employed in the importance sampler, the practitioner is given guarantees that imbalance is also being
minimized. On the other hand, looking at the imbalance resulting from classification error for inverse propensity score
weighting given by equation 3, reveals a different story. We see that in the case of inverse propensity score weighting,
the resulting imbalance is a function of both the classifier error and the estimated propensity score. When the propensity
score tends towards zero the contribution of imbalance approaches φ(ai)ψ(xi)p(xi) for any non-zero error of the
classifier. This illustrates the extreme difficulty of achieving balance using inverse propensity score weighting. Any
relationship between pointwise risk and the true propensity score will tend to lead to imbalance. This relationship sheds
additional light on the poor performance of inverse propensity score weighting shown by [35].
Our theory has not yet placed restrictions on the nature of q. Thus, this demonstrates how to construct a weighting
estimator to importance sample to any pre-specified joint distribution of A and X . We now focus our attention on
the distribution p(a)p(x) – that of marginal preserving independence between treatment and covariates. To target this
balanced distribution, we consider the cross product of the unique values of A and of X . For a binary treatment and
at least one continuous covariate, with sample size n, the cross product would simply be of size 2n. For continuous
datasets, this would be n2. The potentially large size of the cross product need not be a concern, however, as we do
not need to use it directly. Instead, we perform the double bootstrap described at the start of section 3 in order to
form p and q. That is, we sample with replacement from the marginals of A and X to construct q which conforms
at expectation to p(a)p(x). The closeness of approximation is identical to the distribution of a and x under simple
random assignment – the target trial. This makes the notion of a target trial as in [27] explicit – estimation proceeds
through drawing notional RCTs which match the marginals of the observed data and constructing weights to replicate
the analysis under that design. In forming p, we simply bootstrap from the original data. For each bootstrap replicate,
we perform the classifier-based estimation procedure detailed in the prior section. Constructing a single set of weights,
we merely average the resulting weights across replicates.
Corollary 1. With a single bootstrap replicate as described above, as n→∞, the functional imbalance is minimized.
Corollary 2. For fixed n, as the number of replicates increases, the functional imbalance is minimized.
These results demonstrate exactly the sense in which we show that permutation weighting seeks balance (in both the
asymptotic and finite sample cases, respectively). With standard propensity scores, balance is attained as a result of
consistency; permutation weighting, however, directly ties the regret of the classifier to the resulting balance. These
results on balance do not depend on correct specification of the dependence relationship of A and X . That is, imbalance
is minimized up to the hypothesis space of the classifier, even if that is not sufficient to entirely eliminate dependence
between A and X (for instance if the classifier is linear but the true dependence structure is non-linear). For a linear
classifier, functional discrepancies with φ(a) = a and ψ(x) = x converge to zero. Appendix D provides a formal
derivation of permutation weighting in the case of logistic regression, showing how balance is reflected in its score
conditions.
Corollary 2 additionally shows that unconditional inference through permutation weighting follows directly if practi-
tioners do not wish to condition on the weighting solution. To do so, within each single bootstrap replicate, take the
weighted average using that replicate’s estimated weights. Form the bootstrap distribution by averaging these estimates
of the mean. This provides clarity to the distinction between conditional and unconditional inference in the case of
weighting; unconditional inference incorporates the full sampling distribution of the target RCT. That is, within each
individual bootstrap replicate the weighting follows the randomization distribution of A conditional on X that one
would observe in an RCT (not that of perfect balance). Conditioning on the weights, then, can be analogized to covariate
adjustment in an RCT.
3We also provide derivations of the balance condition in terms of f -divergences for general classifiers satisfying the necessary
assumptions of PW and the score condition using a generalized linear model in the supplement, which may provide additional insight
or be of independent interest.
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5 Demonstrations
For the following simulation studies, we will examine only performance of simple weighting estimators, E[Y (a)] ≈∑N
i ywˆ(ai,xi) and E[Y (a)] ≈
∑N
i
y
ηˆ(ai,xi)
. Appendix L provides similar results for the doubly-robust estimators of
[36] as well as the estimation of weighted outcome regressions.
Our evaluations are based around integrated root mean squared error (IRMSE), as in [36], with s indexing S simulations
and θs(a) being the unconditional expectation of a given potential outcome in a single simulation, Es[Y (a)], i.e.,
̂IRMSE =
∫
A∗
[
1
S
∑S
s=1{θˆs(a)− θs(a)}2
] 1
2
p(a)da. That is, we take an average of RMSE weighted over the
marginal probability of treatment. Following Kennedy et al. [36], we perform this evaluation over A∗, the middle 90%
of the distribution of A (in the case of binary treatments, we evaluate over the entire distribution of A).
We also evaluate the Integrated Mean Absolute Bias, which replaces the inner sum with
∣∣∣ 1S ∑Ss=1{θˆs(a)− θs(a)}∣∣∣.
When permutation weighting is used, we perform 100 independent bootstraps to generate weights. Our evaluations
center around two main classifiers: logistic regression and a gradient boosted decision trees. The former focuses
on minimizing a log-loss and therefore the balance condition corresponds to minimization of a the Jensen-Shannon
divergence. The boosting model corresponds to an exponential loss [38] which implies the minimization of the Hellinger
divergence. Further descriptions of these correspondences are in appendix B. Achieving equivalence to linear balancing
methods using the permutation weighting framework entails the addition of an interaction term between A and X due
to the different setup of the classification problem; otherwise, the linear classifier would only be able to account for
differing marginal distributions of A and X (asymptotically, there are no such differences). As such, we include this
interaction in all of the models we evaluate. In practice, this provides gains for estimating permutation weighting even
under nonlinear models.
5.1 Binary Treatment
Our first simulation study follows the design of [35]. In this simulation, four independent, standard normal covariates
are drawn. A linear combination of them is taken to form the outcome and treatment process (the latter passed through
an inverse-logistic function). Two versions of this standard simulation are analyzed. One in which the four covariates
are observed directly (results reported in appendix K), and one in which only four non-linear and interactive functions
of them are observed. For full details of the data generating process, see appendix G.
Figure 1 shows results for the realistic case in which the researcher does not know the correct specifications of
the confounding relationships of the covariate set with treatment. In these results, PW with boosting drastically
improves on the state-of-the-art weighting estimators, reducing by around 40% the IRMSE relative to state of the art
balancing propensity scores at n = 5000. At smaller sample sizes, the improvements are less substantial, but even by
n = 1000, PW with boosting outperforms stable balancing weights, the best performing linear weighting model. This
is unsurprising, given that boosting is able to learn a more expressive balancing model (and, therefore, reduce bias)
more effectively than any other method. Once there is sufficient data to learn a flexible classification model, then, PW
begins to greatly outperform the state-of-the-art. A standard propensity score estimated by gradient boosted decision
trees does not solve the issues faced by propensity scores, leading to large biases in estimation and subsequently large
IRMSE. Detailed results in tabular format are available in appendix L.
5.2 Continuous Treatment
The same basic setup can be extended to the continuous treatment case by replacing the Bernoulli treatment assignment
with a continuous analogue. For the following simulations, we simulate treatment dosage as a linear function as in [35],
but adding in standard normal noise. Finally, the dosage enters the outcome model through a logit function to introduce
a small non-linearity in response to dose. Complete details are in H.
Figure 2 shows the results when treatment is a linear function of the observed covariates. Propensity score weighting
does quite well in terms of reducing bias (consistently with the lowest amount of bias out of all methods), but permutation
weighting (particularly using a boosted model) does a better job of trading off bias and variance so as to reduce IRMSE
(outperforming the normal-linear IPSW model by around 15% at n = 2000, for instance). Thus, even when the
propensity score model is well specified, boosting is able to outperform it by more smartly regularizing (and, thereby,
reducing variance). The level of regularization may be tuned rigorously using cross-validation.
In the case of misspecification, figure 3 shows the learning curves of the various methods. Permutation weighting
outperforms all methods at all examined sample sizes in both bias and accuracy. While PW with a logistic classifier has
7
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Figure 1: Kang-Schafer simulation under misspecification of confounding variables. boosting is a propensity score
model trained with a gradient boosted decision tree. cbps is covariate balancing propensity scores [32]. optweight is
stable balancing weights [58]. ps is a logistic regression based propensity score model. PW-boosting is a permutation
weighting model using a gradient boosted decision tree. PW-glm is a permutation weighting model using a logistic
regression. Unweighted uses no weighting. Appendix L shows results only for the best performing models.
very similar levels of bias as does [16], it does so with sufficiently lower variance that even at n = 500 it reduces IRMSE
by around 15%. The boosting model improves upon the linear model both in terms of bias and IRMSE; at n = 2000,
boosting provides estimates with around 40% lower IRMSE than does npCBPS. A useful point of comparison is that
permutation weighting outperforms the current state of the art by around four times as much as the state of the art
improves on no weighting whatsoever.
5.3 Lalonde evaluation with continuous treatment
To explore the behavior of permutation weighting under continuous treatment regimes with irregularly distributed data,
we turn to the data of [37] and, in particular, the Panel Study of Income Dynamics observational sample (discarding all
treated units from the sample and retaining only the experimental control units). This dataset has been used productively
as a means of evaluating the performance of methods for observational causal inference [12]. In particular, the useful
properties of this data are that: (i) treatment effects are known due to the existence of an experimental benchmark [37],
(ii) covariate data is sufficient to believe causal identification may be plausible (but arguments over the precise form
of this identification are subject to debate as in [51]), (iii) units in the experiment are very different to those in the
observational sample, and (iv) the data are highly non-ellipsoidal, consisting of point-masses and otherwise irregular
distributions. Following the simulation study in [13], we simulate a nonlinear process determining assignment of units
to dosage level and, then, to outcome based on observed covariates. The treatment process is made to behave similarly
to real-world data by estimating a random forest to predict presence in the experimental / observational sample as
8
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Figure 2: Continuous Kang-Schafer simulation under correct specification of confounding variables. npcbps is non-
parametric covariate balancing propensity scores [16]. ps is a normal-linear regression based propensity score model.
PW-boosting is a permutation weighting model using a gradient boosted decision tree. PW-glm is a permutation
weighting model using a logistic regression. Unweighted uses no weighting.
a function of observed covariates. Dosage is then a quartic function of that predicted score as well as the nonlinear
function determining treatment assignment in [13] (for full details, see appendix I). The shape of the true dose-response
function is similarly a quartic function of dose.
Figure 4 shows the IRMSE of a variety of state-of-the-art weighting estimators on this simulated benchmark. With just
a simple weighting estimator (the most direct test of the performance of a set of weights) only weights generated by
permutation weighting out-perform the raw, unweighted data in terms of IRMSE. All models reduce bias relative to the
raw, unweighted dose-response, but induce unacceptably large variance as they do so. When a logistic regression is
used as the classifier, PW performs better than no weighting by just half a percent in terms of IRMSE (as it does not
greatly reduce bias). When a boosted model is used, however, this gap grows substantially, with PW outperforming
the raw estimates by around 25% – the only substantial improvement in accuracy among these estimators. As the
earlier simulations have shown, using a boosting model to estimate a standard propensity score does not perform well,
increasing IRMSE relative to the unweighted estimate. It’s also worth noting the much reduced standard errors on the
estimates of IRMSE from the permutation weighting models. Many other methods have very unstable performance,
sometimes performing well and other times performing very poorly. Permutation weighting does not suffer from this
same instability, performing consistently well. While the rank order among methods remains essentially unchanged
when an outcome model is incorporated into the estimator (see appendix M), the differences in performance are reduced
substantially due to the quality of the estimator of the outcome model. We additionally provide a replication of Dube
et al. [14] in appendix N.
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Figure 3: Continuous Kang-Schafer simulation under misspecification of confounding variables. npcbps is non-
parametric covariate balancing propensity scores [16]. ps is a normal-linear regression based propensity score model.
PW-boosting is a permutation weighting model using a gradient boosted decision tree. PW-glm is a permutation
weighting model using a logistic regression. Unweighted uses no weighting.
6 Conclusion
Weighting is one of the most commonly applied estimators for causal inference. This work provides a new lens on
weighting by framing the problem in terms of importance sampling towards the distribution of treatment and covariates
that would be observed under an RCT. Through this lens we introduced permutation weighting, which casts the
weighting problem into a generic binary classification problem and allows the standard machine learning toolkit to
be applied to the problem. We show that regret in this classification problem tightly bounds the bias and variance of
the causal estimation problem. Thus, methods for regularization and model selection from the supervised learning
literature can be used directly to manage the bias-variance tradeoff of this causal effect estimation problem. Permutation
weighting generalizes existing balancing schemes, admits selection via cross-validation, and provides a framework to
sensibly integrate generic treatment types within the same weighting estimator. Simulations show that permutation
weighting outperforms existing methods even in conditions unfavorable to the assumptions underlying the model.
When, as is most common, the true form of confounding is not known, permutation weighting greatly improves on the
state-of-the-art weighting estimators.
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Appendix
A Proper Scoring Rules
We first provide a more formal explanation of proper scoring rules.
Definition 1. [19] Let Ω be a sample space, F be a set of events, and P and Q be two random variables defined with
respect to Ω and F . For the set of probability distributions P , S(x,Q ∈ P)→ R is said to be a proper scoring rule if
for any Q ∈ P , Q 6= P =⇒ Ex∼PS(x, P ) ≤ Ex∼PS(x,Q). A scoring rule is a strictly proper scoring rule if that
inequality is strict, i.e. Q 6= P =⇒ Ex∼PS(x, P ) < Ex∼PS(x,Q).
More intuitively, strictly proper scoring rules define a function which, when minimized, provide calibrated forecasts.
The most common examples of strictly proper scoring rules are logistic, exponential, and quadratic loss [19]. Strictly
proper scoring rules also provide a natural connection to Bregman divergences: every proper scoring rule is associated
with a Bregman divergence between the estimated and true forecasting distribution [31]. We refer readers to [19] for a
thorough introduction to proper scoring rules, and [45] which provides theory that unifies Bregman divergences and
scoring rules. The requirement that the scoring rule be twice differentiable is necessary in order to utilize proposition 4.
B Losses and their associated divergences
In this section, we summarize a few noteworthy correspondences between loss functions and their associated divergences.
First, we define f -divergences.
Definition 3 (f -divergence). An average, weighted by a convex function f (with f(1) = 0), of the odds ratio given by
two distributions, P and Q [1, 11, 41].
If (P,Q) ≡ EQ
[
f
(
dP
dQ
)]
Two examples are KL divergence and Hellinger distance.
Each row shows, for a given proper scoring rule, (i) what the Bregman divergence from the true density ratio is
minimized and (ii) which f -divergence between the weighted data and the distribution under balance is minimized.
In the following table, proper scoring rules are in boldface.
Loss Bregman divergence f(t)
0-1 Total variation |t− 1|
Squared Triangular discrimination (t− 1)2/(t+ 1)
Log Jensen-Shannon t2 log
(
t
t+1
)
− 12 log
(
t+1
4
)
Exponential Hellinger (
√
t− 1)2
C Proofs of Propositions
C.1 Proof of Proposition 1
Proof. Let w(ai,xi) =
p(ai)p(xi)
p(ai,xi)
and wˆ(a(ai,xi) be the empirical estimate of w(ai,xi).
E
p
[ywˆ(a,x)] = Ep [yi(w(ai,xi) + (wˆ(ai,xi)− w(ai,xi)))]
= Ep [yi(w(ai,xi) + (wˆ(ai,xi)− w(ai,xi)))]
= Ep[yw(ai,xi)] + Ep [yi(wˆ(ai,xi)− w(ai,xi))]
The bias can then be written as
‖Epyi(ηˆ(ai,xi)− η(ai,xi))‖1 ≤ ‖Epsgn(yi)yiB(ηˆ(ai,xi), η(ai,xi))‖1
Where B is a Bregman divergence. The specific Bregman divergence minimized is a conseequence of the choice of
scoring rule.
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C.2 Proof of proposition 2
Let η be the true propensity score, 1p(a|x) and ηˆ be the estimated propensity score and δ = (ηˆ − η)∥∥∥∥Ep[yη ]− Ep
[
y
η + δ
]∥∥∥∥
1
=
∥∥∥∥Ep [yη − yη + δ
]∥∥∥∥
1
=
∥∥∥∥∥Ep
[
y(1 + 1η δ)
η + δ
− y
η + δ
]∥∥∥∥∥
1
=
∥∥∥∥∥Ep
[
y
(
1
η δ
η + δ
)]∥∥∥∥∥
1
=
∥∥∥∥Ep [yη
(
δ
η + δ
)]∥∥∥∥
1
=
∥∥∥∥Ep [yη
(
δ
ηˆ
)]∥∥∥∥
1
C.3 Proof of Proposition 3
Proof. We consider the second moment of the estimator given as
Ep
[
(yiwˆ(ai,xi))
2
]
(4)
= Ep
[
y2i wˆ(ai,xi)
2
]
= Ep
[
y2i (w(ai,xi) + (wˆ(ai,xi)− wˆ(ai,xi)))2
]
(5)
= Ep
[
y2iw(ai,xi)
2
]
+ Ep
[
y2i
(
2η(ai,xi) (wˆ(ai,xi)− wˆ(ai,xi)) + (wˆ(ai,xi)− wˆ(ai,xi))2
)]
(6)
≤ Ep
[
y2iw(ai,xi)
2
]
+ Ep
[
y2i
(
2w(ai,xi)B (wˆ(ai,xi), wˆ(ai,xi)) +B (wˆ(ai,xi), wˆ(ai,xi))
2
)]
(7)
Note that in the case of squared distance this bound can be made tighter, since in that case (a − b)2 = B(a, b) and
|a− b| = √B(a, b). Substituting this into equation 6, an alternative bound can be defined as
≤ Ep
[
y2iw(ai,xi)
2
]
+ Ep
[
y2i
(
2w(ai,xi)
√
B (wˆ(ai,xi), wˆ(ai,xi)) +B (wˆ(ai,xi), wˆ(ai,xi))
)]
C.4 Proof of Proposition 5
From Propositions 1 and 3, by selecting a Bregman divergence which conforms to the assumptions required by
Proposition 4, we can bound the bias and variance in terms of the classifier regret. Thus, under the assumptions that
classifier regret scales O(n−),  ∈ (0, 1), and y < c <∞ the bias tends to 0 as n −→∞
A similar argument holds for the variance. Considering the following decomposition of the variance
Ep[B(w, wˆ)2] = V arp[B(w, wˆ)] + Ep[B(w, wˆ)]2
and that V arp[B(w, wˆ)], w, and y are bounded, the variance tends to 0 as n→∞ as a result of the bound provided by
Proposition 3.
C.5 Proof of Proposition 6
We will focus on the case of attaining balance between a source distribution, p and a target distribution q defined over a
common support. Define w(ai, xi) =
q(ai,xi)
p(ai,xi)
and wˆ(ai, xi) be an estimate of w.
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Proof.
∥∥Ep(a,x) [φ(ai)ψ(xi)wˆ(ai, xi)]− Eq(ai,xi) [φ(ai)ψ(xi)]∥∥1
=
∥∥∥∥Ep(a,x) [φ(ai)ψ(xi)wˆ(ai, xi)]− Ep(ai,xi) [φ(ai)ψ(xi)q(ai, xi)p(ai, xi)
]∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)wˆ(ai, xi)p(ai, xi)−
N∑
i
φ(ai)ψ(xi)
q(ai, xi)
p(ai, xi)
p(ai, xi)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)p(ai, xi)wˆ(ai, xi)− φ(ai)ψ(xi)q(ai, xi)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)p(ai, xi)(w(ai, xi) + (wˆ(ai, xi)− w(ai, xi)))− φ(ai)ψ(xi)q(ai, xi)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)(p(ai, xi)w(ai, xi) + p(ai, xi)(wˆ(ai, xi)− w(ai, xi)))− φ(ai)ψ(xi)q(ai, xi)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)q(ai, xi) + φ(ai)ψ(xi)p(ai, xi)(wˆ(ai, xi)− w(ai, xi))− φ(ai)ψ(xi)q(ai, xi)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)p(ai, xi)(wˆ(ai, xi)− w(ai, xi))
∥∥∥∥∥
1
=
∥∥Ep(a,x) [φ(ai)ψ(xi)(wˆ(ai, xi)− w(ai, xi))]∥∥1
Simple inspection of this quantity reveals the subgradient with respect to estimation error to be linear. This property, in
concert with proposition 4, means that minimzing classifier risk uniformly reduces imbalance. As we shall next, this
property does not hold for inverse propensity scores.
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C.6 Proof of Proposition 7
Proof. We first derive the imbalance of inverse propensity score weighting with respect to classifier error, before
looking at the gradient of the imbalance with respect to said error.∥∥∥∥Ep(xi,ai) [φ(ai)ψ(xi) 1ηˆ(ai, xi)
]
− Ep(xi) [φ(ai)ψ(xi)]
∥∥∥∥
1
=
∥∥∥∥Ep(xi,ai) [φ(ai)ψ(xi) 1ηˆ(ai, xi)
]
− Ep(xi,ai)
[
φ(ai)ψ(xi)
η(ai, xi)
]∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)
1
ηˆ(a, x)
p(x, a)−
N∑
i
φ(ai)ψ(xi)
1
η(ai, xi)
p(xi, ai)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
(
φ(ai)ψ(xi)
1
ηˆ(a, x)
− φ(ai)ψ(xi) 1
η(xi, ai)
)
p(xi, ai)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)
p(ai, xi)
ηˆ(ai, xi)
− φ(ai)ψ(xi)p(xi)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)
p(ai, xi)
η(ai, xi) + (ηˆ(ai, xi)− η(ai, xi)) − φ(ai)ψ(xi)p(xi)
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)
p(a, x)
η(a, x) + (ηˆ(a, x)− η(a, x)) − φ(ai)ψ(xi)
p(x)η(ai, xi) + p(x)(ηˆ(ai, xi)− η(ai, xi))
η(ai, xi) + (ηˆ(ai, xi)− η(ai, xi))
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)
p(ai, xi)
η(ai, xi) + (ηˆ(ai, xi)− η(ai, xi)) − φ(ai)ψ(xi)
p(ai, xi) + p(x)(ηˆ(ai, xi)− η(ai, xi))
η(ai, xi) + (ηˆ(ai, xi)− η(ai, xi))
∥∥∥∥∥
1
=
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)p(xi)
(ηˆ(ai, xi)− η(ai, xi))
η(ai, xi) + (ηˆ(ai, xi)− η(ai, xi))
∥∥∥∥∥ =
∥∥∥∥∥
N∑
i
φ(ai)ψ(xi)p(xi)
(ηˆ(ai, xi)− η(ai, xi))
ηˆ
∥∥∥∥∥
1
(8)
The subgradient of equation 3 with respect to (ηˆ(ai, xi)− η(ai, xi)) is
η(xi, ai)
(η(xi, ai) + (ηˆ(ai, xi)− η(ai, xi)))2
=
η(xi, ai)
ηˆ(xi, ai)2
C.7 An Alternative Derivation of Balance in Terms of f -Divergence
For definitions and details around f -divergences and how they relate to proper scoring rules and Bregman divergences,
see appendix B.
Proposition 8. The f -divergence between q and reweighted p of permutation weighting is bounded by
Ep
[
f
(
q(a, x)
wˆp(a, x)
)]
≤ Ep
[
f
(
q(a, x)
q(a, x) + p(a, x)sgn (wˆ − w)B (wˆ, w)
)]
C.7.1 Permutation Weighting
Proof. We first recall that w may be rewritten as
w =
p′(a, x)
p(a, x)
+
(
w − p
′(a, x)
p(a, x)
)
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which implies the following two bounds
w ≥ p
′(a, x)
p(a, x)
−B
(
w,
p′(a, x)
p(a, x)
)
w ≤ p
′(a, x)
p(a, x)
+B
(
w,
p′(a, x)
p(a, x)
)
where B(a, b) is the Bregman divergence between a and b.
Using these we can then derive a bound on the f -divergence as
Ep
[
f
(
q(a, x)
p(a, x)w
)]
≤ Ep
f
 q(a, x)
p(a, x)
(
q(a,x)
p(a,x) + sign
(
w − q(a,x)p(a,x)
)
B
(
w, q(a,x)p(a,x)
))

= Ep
f
 q(a, x)
q(a, x) + p(a, x)sign
(
w − q(a,x)p(a,x)
)
B
(
w, q(a,x)p(a,x)
)

We’ll now rewrite in terms of the classifier risk:
Ep
[
f
(
q(a, x)
p(a, x)w
)]
= Ep
f
 q(a, x)
p(a, x) pˆ(C=1|a,x)1−pˆ(C=1|a,x)
 = Ep
f
 q(a, x)
p(a, x) pˆ(C=1|a,x)+(pˆ(C=1|a,x)−p(C=1|a,x))1−pˆ(C=1|a,x)+(pˆ(C=1|a,x)−p(C=1|a,x))

= Ep
f
 q(a, x)
p(a, x) p(C=1|a,x)+δ1−p(C=1|a,x)+δ
 = Ep
f
 q(a, x)
p(a, x)
q(a,x)
p(C)
+δ
p(a,x)
p(C)
−δ


= Ep
f
 q(a, x)
p(a, x) q(a,x)+p(C)δp(a,x)−p(C)δ
 = Ep [f (q(a, x)p(a, x)− p(C)δ
p(a, x)q(a, x) + p(C)δ
)]
= Ep
[
f
(
1− 2p(C)δ
p(a, x)q(a, x) + p(C)δ
)]
= Ep
[
f
(
1− δ
p(a, x)q(a, x) + δ2
)]
The sign function is necessary to account for asymmetric f functions. Regardless of the sign of the difference, the
divergence is minimized whenever the Bregman divergence between the inferred weight and the true density ratio,
p′(a,x)
p(a,x) , is minimized since f(1) = 0 by definition. As a consequence of proposition 4 which states that minimizing
classifier risk minimizes B
(
w, p
′(a,x)
p(a,x)
)
, we have that minimizing classifier risk also minimizes the f -divergence
between the reweighted p(a, x) and p′(a, x).
C.7.2 Inverse Propensity Score Weighting
Proposition 9. The f -divergence between the marginal distribution of X and the distribution resulting from inverse
propensity score weighting with an estimated propensity score is given by
Ep
[
f
(
1 +
δ
η
)]
≤ Ep
[
f
(
1 + sgn(δ)
B(η, ηˆ)
η
)]
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Proof. Let η be the true propensity score, p(a|x), ηˆ be the estimated propensity score and δ = ηˆ − η.
Ep
[
f
(
p(x)
p(a, x) 1ηˆ
)]
=Ep
[
f
(
p(x)ηˆ
p(a, x)
)]
= Ep
[
f
(
p(x)(η + (ηˆ − η)
p(a, x)
)]
= Ep
[
f
(
p(x)η + p(x)δ
p(a, x)
)]
=Ep
[
f
(
1 +
δ
η
)]
≤ Ep
[
f
(
1 + sgn(δ)
B(η, ηˆ)
η
)]
C.8 Proof of Corollary 1
Proof. As the sample size grows, the supremum of the absolute distance in cumulative distributions of q and p(a)p(x)
converges almost surely to zero by the Glivenko-Cantelli Theorem [7, 18]. Propositions 4 and 6 complete the proof.
C.9 Proof of Corollary 2
Proof. Consider the synthetic distribution realized by the full cross-product of unique A and X values. This distribution
necessarily obeys perfect finite sample balance. Weights, wˆ, are generated on bootstrap samples from this synthetic
distribution (q) and a bootstrap sample of the observed data (p). For each bootstrap (which consists of one bootstrap
sample from p and one from q), propositions 4 and 6 imply that imbalance is minimized with respect to q. Theorem
16 of [45] shows that fair, proper losses have an integral representation related to the second derivative of the loss.
Combined with Theorem 3.4 of [42] showing Gâteaux differentiability almost everywhere, this implies that weights
trained in this fashion are von Mises functionals and therefore the bootstrap will be consistent [2]. Indeed, this directly
indicates that the conditions for valid density ratio estimation used in [39] are synonymous with the conditions for von
Mises functionals (and therefore are sufficient on their own for consistent bootstrapping). In turn, consistency of the
bootstrap implies that the average of weights over bootstraps will converge to the weight generated from the synthetic
cross-product distribution: balance.
D Alternative Derivation of the Balance Conditions of Permutation Weighting with
Logistic Regression
Given the prominence of mean balance within the weighting literature, we now provide additional focus on the mean
balance condition of permutation weighting. Specifically, we derive the first order score condition for to allow for
optimization via the generalized method of moments for permutation weighting using logistic regression and a feature
specification of c ∼ logit(β0 + β1aixi + β2xi), where β are the regression coefficients. We define the model as
piβ(a,X) as a function that infers the probability that an instance, ai, Xi belongs to the resampled data, denoted C = 1
or the original observed data, denoted as C = 0. In other words piβ(ai, Xi) = p(Ci|ai, Xi). We assume that there
are N total data instances, with 12 of the instances being the resampled data and
1
2 of the instances being the original
data. Note that piβ(ai, Xi) is a convex function and that its parameters β, denote as pi′β(a,X) is twice continuously
differentiable as a consequence of using logistic loss (all strictly proper scoring rules obey these properties). We assume
that we wish to maximize the log-likelihood of piβ
βˆMLE = arg max
β∈Θ
N∑
i
Ci log (piβ(Xi, ai)) + (1− Ci) log (1− piβ(Xi, ai))
which gives the following first order condition
N∑
i
sβ(Ci, ai, Xi) = 0
sβ(Ci, ai, Xi) =
N∑
i
Cipi
′
β(ai, Xi)
piβ(ai, Xi)
− (1− Ci)pi
′
β(ai, Xi)
1− piβ(ai, Xi)
=
N∑
i
Cipi
′
β(ai, Xi)
piβ(ai, Xi)
−
N∑
i
(1− Ci)pi′β(ai, Xi)
1− piβ(ai, Xi)
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Letting x˜ = [x, a]
pi′ =
exp(θa,xaixi + θxixi)
(1 + exp(θa,xaixi + θxixi))
2 x˜i (9)
The left-hand side may be rewritten as
=
N∑
i
Cipi
′
β(ai, Xi)
piβ(ai, Xi)
=
N∑
i
Ci
exp(θa,xaixi+θxixi)
(1+exp(θa,xaixi+θxixi))
2 x˜i
exp(θa,xaixi+θxixi)
(1+exp(θa,xaixi+θxixi))
=
N∑
i
Cix˜i
(1 + exp(θa,xaixi + θxixi))
The right-hand side may be rewritten as:
N∑
i
(1− Ci)pi′β(ai, Xi)
1− piβ(ai, Xi) =
N∑
i
(1− Ci) exp(θa,xaixi+θxixi)(1+exp(θa,xaixi+θxixi))2 x˜i
1− exp(θa,xaixi+θxixi)
(1+exp(θa,xaixi+θxixi))
=
N∑
i
(1− Ci) exp(θa,xaixi+θxixi)(1+exp(θa,xaixi+θxixi))2 x˜i
1
(1+exp(θa,xaixi+θxixi))
=
N∑
i
(1− Ci) exp(θa,xaixi + θxixi)
(1 + exp(θa,xaixi + θxixi))
x˜i
=
N∑
i
(1− Ci)x˜i
(1 + exp(−θa,xaixi − θxixi))
Substituting both in we have the following score condition:
0 =
N∑
i
Cix˜i
(1 + exp(θa,xaixi + θxixi))
−
N∑
i
(1− Ci)x˜i
(1 + exp(−θa,xaixi − θxixi))
(10)
=
N∑
i
Ciaix˜i
(1 + exp(θa,xaixi + θxixi))
+
Ci(1− a)x˜i
(1 + θxixi))
− (1− Ci)aix˜i
(1 + exp(−θa,xaixi − θxixi))
+
(1− Ci)(1− ai)x˜i
(1 + exp(−θxixi))
=
N∑
i
(
Ciaix˜i
(1 + exp(θa,xaixi + θxixi))
− (1− Ci)aix˜i
(1 + exp(−θa,xaixi − θxixi))
)
+
(
Ci(1− a)x˜i
(1 + exp(θxixi)))
− (1− Ci)(1− ai)x˜i
(1 + exp(−θxixi))
)
=
N∑
i
(
Ciaix˜i
(1 + exp(θa,xaixi + θxixi))
− (1− Ci)aix˜i
(1 + exp(−θa,xaixi − θxixi))
)
+
(
Ci(1− a)x˜i
exp (1 + θxixi))
− (1− Ci)(1− ai)x˜i
(1 + exp(−θxixi))
)
A interpretation of the final term in equation 10 is the difference in reweighted means between treatment and control
and overall population. The case of balance, i.e., when both treatment and control are reweighted to the marginal mean
of X, satisfies the score condition.
E Connections to Existing Weighting Estimators
We now examine the connection between permutation and a number of covariate balancing estimators in the literature.
In what follows, we first revisit the relationship with stabiized inverse propensity score weighting, look at score based
estimates, i.e. estimators which can be estimated using the generalized method of moments with a particular focus
on the covariate balancing propensity score [32], then examine margin based estimators and their kernel extension,
establishing an equivalence between permutation weighting and kernel mean matching [30], kernel balancing [26], and
Kernel based covariate functional balancing [56] and relate permutation to stabilized balancing weights [58].
E.1 Stabilized Inverse Propensity Score
Perhaps the most immediately evident equivalence is to the stabilized inverse propensity score (IPSW) [46]. This
relationship is addressed in the main text; it is included in this section for the benefit of completeness. Recall the
definition of the stabilized propensity score weight is simply the marginal density of treatment divide by the conditional
density of treatment given covariates, i.e., p(a)p(a|x) . Employing simply algebra we see that this quantity will be equivalent
to permutation weights, i.e. p(a)p(x)p(a,x) , under correct specification of the conditional density. The crucial difference
between permutation weighting and IPSW comes under mis-specification. Permutation weighting will still seek balance
with respect to the conditions implied by the classifier. IPSW, on the other hand, may fail to seek balance under
mis-specification. This can result in substantial bias, as we have seen in the empirical results of the main text.
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E.2 Covariate Balancing Propensity Scores
We first note the score condition of the covariate balancing propensity score [32]:
0 =
N∑
i
aixi
(1 + exp(−θxixi))
−
N∑
i
(1− ai)xi
(1 + exp(θxixi))
(11)
Recalling the derivation of the score condition for PW with logistic loss from equation 10 provides a simple comparison:
0 =
N∑
i
(
Ciaix˜i
(1 + exp(θa,xaixi + θxixi))
− (1− Ci)aix˜i
(1 + exp(−θa,xaixi − θxixi))
)
+
(
Ci(1− a)x˜i
exp (1 + θxixi))
− (1− Ci)(1− ai)x˜i
(1 + exp(−θxixi))
)
Here we can see that both estimators are explicitly minimizing a balance condition, PW to the product, i.e. independent,
distribution and CBPS between classes. In large samples these are equivalent conditions. However, an interesting
interpretation emerges when we consider what happens in smaller samples. Permutation weighting will attempt to
match the level of balance that exists in the empirical sample, which provides a data dependent regularization. This
regularization likely explains the improvement of PW over CBPS in the case of the synthetic experiments involving
mis-specification.
We note that a similar derivation yields the following for inverse propensity score weighting:
0 =
N∑
i
aixi
(1 + exp(θxixi))
−
N∑
i
(1− ai)xi
(1 + exp(−θxixi))
(12)
Here we can see that balance is not directly optimized for, which explains much of the poor performance of inverse
propensity score weighting in the synthetic experiments with a misspecified estimator.
E.3 Stabilized Balancing Weights, Kernel Mean Matching, and Kernel Balancing
We will now briefly introduce MMD, weighting methods predicated on MMD, e.g. [21, 30], followed by a discussion
of their connection to stabilized balancing weights [58].
The maximum mean discrepancy (MMD) [22], is a two-sample test that distinguishes between two candidate distribu-
tions by finding the maximum mean distance between the means of the two samples after transformation, i.e.,
sup
f∈F
(Ea∼A [f(a)]− Eb∼B [f(b)]) (13)
When F is a reproducing kernel Hilbert space this can be estimated as the squared difference of their means in feature
space. Letting φ(·) be a kernel associated with a random variable A and ψ(·) be the kernel associated with random
variable B, the finite sample estimate of equation 13 is given as
MMD(A,B) =
∥∥∥∥∥∥ 1N
N∑
i
φ(ai)− 1
M
M∑
j
ψ(bj)
∥∥∥∥∥∥
2
with N and M being the size of the samples drawn from A and B, respectively. The value of MMD reflects the
maximum distance between these means There are a couple of points worth noting. First, if the kernel being used
obeys certain properties, i.e is characteristic [53], the MMD is able to differentiate between two exponential-family
distributions on an arbitrary number of moments [22]. Second, when a linear kernel is employed this is value is simply
the squared difference in means between the two groups.
MMD has been used throughout the literature as an objective for minimizing imbalance. Within the context of domain
adaptation, [30] introduce kernel mean matching (KMM) which defines an optimization procedure that seeks to find a
set of weights such that the distance between the target and source distribution is minimized, specifically
min
β
∥∥∥∥∥∥ 1N
N∑
i
β(ai)φ(ai)− 1
M
∑
j
ψ(bj)
∥∥∥∥∥∥
2
(14)
Such that β(a) > 0,
N∑
i
β(ai) = 1
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This procedure was later rediscovered for the task of balancing weights by [26]. Somewhat surprisingly, the connection
to permutation weighting can be easily obtained via results currently found in the literature. [45] relate a pessimistic
MMD to the support vector machine (SVM), seeking to maximize the MMD by solving the SVM problem
min
α
M∑
i
M∑
j
αiαjcicjk(xi, xj)
Such that α ≥ 0
m∑
i
αiyi =
m+ −m−
m
m∑
i
αi = 1
where c indicates which dataset a sample has been drawn from and is coded {−1, 1}. [3] (Section 8) shows that solving
the KMM objective is equivalent to solving the above SVM problem under the additional modification that the values
of α for are fixed to a constant for one class, producing a Rocchio-style approximation [34] to the SVM. In both cases
the final weighting is given directly by taking the value of the dual weights (α).
The aforementioned classifiers may be employed within the context of permutation weighting by considering the two
samples to be the observed data with a target distribution of the resampled data (as we have assumed throughout). In
order to use the dual weights directly the bootstrap procedure is replaced by an average over permutations. Alternatively
the weight function may be used directly by considering exp(w(xi, ai) as in [3]. The benefit of the latter approach is
the ability to use cross validation for setting the hyper-parameters of the classifiers. Asymptotically, as the independence
property is obeyed by the resampled data, permutation weighting and these procedures are equivalent in the binary
treatment setting. To see why this is the case, consider the explicit form of permutation weighting under MMD loss:
sup
f∈F
(
Ea,x∼p(A)p(X) [f(a, x)]− Ea,x∼p(A,X) [f(a, x)]
)
where we have again assumed that F is a reproducing kernel Hilbert space. This is precisely the Hilbert-Schmidt
independence criterion [20], which was shown by [52] to be equivalent to the maximum mean discrepancy between
the two X samples associated with treatment and control, respectively, when A is binary. In the non-binary case the
permutation weighting setup defines a novel kernel balancing estimator for general treatments.
Finally, we examine the relationship between permutation weighting and the stable balancing weights of [58]. Zu-
bizarreta [58] defined the following quadratic program to infer what he refers to as stable balancing weights:
min
w
‖w −w‖22
Subject to∣∣wTXcontrolp −Xtestp ∣∣ < δ, p = 1, . . . , k∑
w = 1
w ≥ 0
Intuitively this attempts to minimize the variance of the weights subject to constraints on marginal balance conditions.
Comparing this to the kernel mean matching problem (equation 14), we see that stable balancing weights emphasize
uniform weights subject to a constraint of predetermined levels of marginal balance. Kernel mean matching on the other
hand, seeks to minimize the maximum discrepancy between the two distributions. Minimizing the discrepancy rather
than setting it to a fixed level is that it removes a large amount of possible human induced error in the form of additional
hyperparameters. While the MMD approach does not have an explicit mechanism to reduce variance, an approximation
can be applied by solving the SVM problem using a ν-SVM [50] which imposes an additional constraints that limits
the size of individual weights.
F Stochastic Training of Permutation Weights
We now outline how stochastic training can be used to efficiently estimate permutation weights in large data setting.
Let us assume that we have constructed a dataset consisting of the original dataset (with label 0) and the set of all
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possible permutations (with label 1). Under appropriate weighting of the classes the resulting weights will provide
a consistent estimate of the density ratio p(A)p(X)p(A,X) . However, it is clearly infeasible to solve such a problem using
traditional optimization techniques such as gradient descent. However, if we instead use stochastic optimization we can
efficiently approximate it. The process is as follows: At each iteration a batch is drawn by taking a bootstrap sample
from the observed data (negative class) and individual bootstrap samples from p(A) and p(X ). The loss and update
to the parameters are carried out as it would in a standard SGD optimization. This process also enjoys consistency
with convergence relying on the number of iterations [4]. Note that this is in contrast to non-stochastic optimization
procedures such as gradient descent where convergence occurs as a function of sample size [4].
G Kang-Schafer Data Generating Process
Xk = N (0, 1) ∀k ∈ {1, 2, 3, 4}
p(A = 1 | X) = 1
1 + exp{X1 − 0.5X2 + 0.25X3 + 0.1X4}
E[Y | A,X] = 210 +A+ 27.4X1 + 13.7X2 + 13.7X3 + 13.7X4
Y | A,X = N (E[Y | A,X], 1)
Under the non-linear "misspecification", the covariates are not observed directly, but instead only the following
transformations:
X1 = exp
{
X1
2
}
X2 =
X2
1 + exp{X1} + 10
X3 =
(
X1X3
25
+ .6
)3
X4 = (X2 +X4 + 20)
2
H Continuous Kang-Schafer Data Generating Process
Xk = N (0, 1) ∀k ∈ {1, 2, 3, 4}
 ∼ N (0, 1)
A | X = X1 − 0.5X2 + 0.25X3 + 0.1X4 + 
E[Y | A,X] = 210 + logit(A) + 27.4X1 + 13.7X2 + 13.7X3 + 13.7X4
Y | A,X = N (E[Y | A,X], 1)
Misspecification is handled identically to the binary case.
I LaLonde Simulation Data Generating Process
Presence in the experimental sample is estimated using a random forest (using all standard pre-treatment covariates).
Predicted values from this model are denoted as gˆ(X). These predicted values enter the dosage assignment model
through a quartic function, along with non-linear effects of age, education and pre-treatment income. Dosage enters the
outcome model through a quartic function (thus, the true dose-response function is quartic), along with post-treatment
income and a non-linear function of pretreatment income. The outcome is drawn from a normal distribution with
standard deviation of 10.
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P˜ = gˆ(X)
β ≈ [−0.502 0.132 − 0.079 0.887]
E[A | X] = 1 + P˜ β1 + P˜ 2β2 + P˜ 3β3 + P˜ 4β4 + 0.01 ∗ age2
− .3education2 − 0.01 log(income74 + .01)2 + 0.01 log(income75 + 0.01)2
V[A | X] = 102
γ ≈ [0.117 0.319 − 0.582 0.715]
E[Y | A,X] = income76 +Aγ1 +A2γ2 +A3γ3 +A4γ4
+ .1 ∗ exp {.7 ∗ log(income74 + 0.01) + .7 ∗ log(income75 + 0.01)}
V[Y | A,X] = 102
J Doubly Robust Estimation
A straightforward estimator for the dose response function is given by the so-called ‘direct method’ (e.g. see [15]). For
this method of estimation, the dose-response at a would be estimated as:
Yˆ DM (a) =
∫
X
µ(X, a)dX
The direct method, then, trains a predictor which predicts E[Y | X, a] with µ(X, a) and then for each a, marginalizes
over the covariate distribution X .
It’s possible to improve on the direct method by incorporating a double robust estimator as in [36]:
Yˆ DRi (ai) =
Yi − µ(Xi, ai)
pi(ai | Xi) ·
∫
X
pi(ai | X)dX + Yˆ DM (ai)
This quantity provides unbiased estimates when either the propensity score model or the outcome model is correctly
specified. We can further swap out the propensity scores in the simple doubly-robust estimators for those generated
through PW or any other IPSW-like method as in:
Yˆ DR−PWi (ai,w) = (Yi − µ(Xi, ai))wi + Yˆ DM (ai)
That is, we can observe that the first term of the doubly-robust estimator is simply the IPSW, and replace it with any
IPSW-like weight. Moreover, the use of case-weights in estimating Yˆ DM (a) does nothing to dampen the consistency
of the estimator (under our assumption of positivity), but with appropriate weights may do a better job of ensuring that
accuracy is preferenced in areas of X where it is actually needed for the dose-response function. Thus, in practice, we
apply case-weights when estimating a machine learning model for use in the direct method.
In order to actually estimate a dose-response function from data, it is necessary to additionally pass these estimates
for each observation through a flexible function approximation method (such as a local kernel regression method) to
estimate the curve of E[Y (a)]. We will not dwell on this latter component, and interested readers may see [36] for more
details.
K Kang and Schafer (2007) binary and linear simulation
Results from simulations based on the correctly specified data generating process are shown in figure 5. The correct
treatment and outcome models are linear in this simulation. As such, the propensity score model is specified correctly
and therefore performs well. Stable balancing weights also perform very strongly in this case (particularly in low sample
sizes), as they both explicitly reduce the variance of the weights and correctly specify the form of the confounding
relationship. These results show that, given sufficient sample size, PW with a logistic regression classifier (or boosting)
replicates and eventually outperforms stable balancing weights, even when the true relationships are linear. Note,
however, that bias under the boosted model is driven to the minimum very quickly, even though the more complicated
model increases the variance (hurting the overall IRMSE). PW with logistic regression typically outperforms CBPS
in this simulation, particularly at low sample sizes, despite the fact that both seek to balance the correct specification
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Figure 5: Kang-Schafer simulation under correct specification of confounding variables. boosting is a propensity score
model trained with a gradient boosted decision tree. cbps is covariate balancing propensity scores [32]. optweight is
stable balancing weights [58]. ps is a logistic regression based propensity score model. PW-boosting is a permutation
weighting model using a gradient boosted decision tree. PW-glm is a permutation weighting model using a logistic
regression. Unweighted uses no weighting.
of confounding. This difference in performance comes from the minor data-dependent regularization in the score
condition estimated by permutation weighting (details in appendix E.2). Machine learning the propensity score performs
consistently poorly relative to all other methods examined here, as it imposes no structure on the data. Moreover,
the same boosting model fit as a standard propensity score is consistently outperformed by that model specified in
the context of permutation weighting (with identical hyperparameters). This demonstrates the importance of seeking
balance rather than seeking correct specification. The latter is very hard, while the former is achievable.
L Extended Kang and Schafer (2007) simulation results
Figure 6 shows the results of the binary model when the covariates are misspecified. In this figure, only the best
performing methods are shown.
The following tables show IRMSE and Bias estimates (defined identically as in the main text) for all combinations of
outcome estimation strategies (weighting only, direct method and doubly-robust), models (OLS and random forests)
and weighting methods. Estimates of bias or IRMSE are followed by the standard error (estimated via non-parametric
bootstrap).
L.1 Binary treatment – Kang and Schafer (2007)
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Figure 6
Well specified
N = 2000
Metric Unweighted Logit Boosting CBPS SBW PW (Logit) PW (Boosting)
IPSW
Model Free Bias 9.52 ± 0.10 0.45 ± 0.07 4.42 ± 0.06 0.08 ± 0.04 0.50 ± 0.00 0.67 ± 0.03 0.08 ± 0.05
IRMSE 9.55 ± 0.10 0.92 ± 0.06 4.46 ± 0.06 0.74 ± 0.03 0.50 ± 0.00 0.77 ± 0.03 0.52 ± 0.06
Direct Method
OLS Bias 0.50 ± 0.00 0.50 ± 0.00 0.49 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00
IRMSE 0.50 ± 0.00 0.50 ± 0.00 0.49 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00
Random Forest Bias 0.42 ± 0.01 0.03 ± 0.01 0.13 ± 0.01 0.06 ± 0.02 0.06 ± 0.00 0.03 ± 0.01 0.03 ± 0.00
IRMSE 0.44 ± 0.02 0.09 ± 0.01 0.15 ± 0.01 0.18 ± 0.02 0.16 ± 0.01 0.09 ± 0.01 0.08 ± 0.01
Doubly Robust
OLS Bias 0.50 ± 0.00 0.50 ± 0.00 0.49 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00
IRMSE 0.50 ± 0.00 0.50 ± 0.00 0.49 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00 0.50 ± 0.00
Random Forest Bias 0.47 ± 0.02 0.18 ± 0.01 0.26 ± 0.01 0.18 ± 0.01 0.03 ± 0.01 0.19 ± 0.01 0.18 ± 0.01
IRMSE 0.50 ± 0.02 0.22 ± 0.01 0.28 ± 0.02 0.27 ± 0.02 0.16 ± 0.01 0.22 ± 0.01 0.21 ± 0.01
Misspecified
N = 2000
Metric Unweighted Logit Boosting CBPS SBW PW (Logit) PW (Boosting)
IPSW
Model Free Bias 9.66 ± 0.12 5.87 ± 0.71 4.72 ± 0.06 2.28 ± 0.08 2.22 ± 0.06 2.27 ± 0.06 1.52 ± 0.05
IRMSE 9.68 ± 0.13 8.04 ± 1.27 4.75 ± 0.07 2.74 ± 0.08 2.38 ± 0.05 2.38 ± 0.07 1.62 ± 0.06
Direct Method
OLS Bias 2.78 ± 0.05 2.66 ± 0.08 1.04 ± 0.03 2.69 ± 0.09 2.22 ± 0.06 2.14 ± 0.05 1.13 ± 0.05
IRMSE 2.79 ± 0.06 2.71 ± 0.08 1.11 ± 0.04 2.75 ± 0.10 2.38 ± 0.05 2.19 ± 0.06 1.19 ± 0.05
Random Forest Bias 0.78 ± 0.02 0.25 ± 0.01 0.37 ± 0.01 0.29 ± 0.01 0.23 ± 0.02 0.24 ± 0.01 0.20 ± 0.01
IRMSE 0.79 ± 0.02 0.27 ± 0.01 0.39 ± 0.02 0.33 ± 0.01 0.30 ± 0.01 0.27 ± 0.01 0.23 ± 0.01
Doubly Robust
OLS Bias 2.78 ± 0.05 2.66 ± 0.08 1.04 ± 0.03 2.69 ± 0.09 2.22 ± 0.06 2.14 ± 0.05 1.13 ± 0.05
IRMSE 2.79 ± 0.06 2.71 ± 0.08 1.11 ± 0.04 2.75 ± 0.10 2.38 ± 0.05 2.19 ± 0.06 1.19 ± 0.05
Random Forest Bias 0.90 ± 0.02 0.53 ± 0.02 0.60 ± 0.02 0.54 ± 0.02 0.39 ± 0.02 0.49 ± 0.02 0.48 ± 0.02
IRMSE 0.92 ± 0.02 0.54 ± 0.02 0.61 ± 0.02 0.56 ± 0.02 0.44 ± 0.02 0.51 ± 0.02 0.49 ± 0.02
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L.2 Continuous treatment – Kang and Schafer (2007)
Well specified
N = 2000
model Metric Unweighted Normal-Linear npCBPS PW (Logit) PW (Boosting)
IPSW
Model Free Bias 15.750 ± 0.114 4.113 ± 0.285 7.996 ± 0.377 8.862 ± 0.116 6.021 ± 0.149
IRMSE 16.142 ± 0.114 8.685 ± 0.242 11.445 ± 0.191 9.697 ± 0.119 7.576 ± 0.143
Direct Method
OLS Bias 0.269 ± 0.000 0.269 ± 0.000 0.269 ± 0.000 0.269 ± 0.000 0.269 ± 0.000
IRMSE 0.269 ± 0.000 0.284 ± 0.003 0.298 ± 0.009 0.270 ± 0.000 0.273 ± 0.001
Random Forest Bias 2.507 ± 0.031 1.171 ± 0.019 1.444 ± 0.026 1.302 ± 0.014 1.280 ± 0.016
IRMSE 2.574 ± 0.030 1.229 ± 0.021 1.499 ± 0.028 1.339 ± 0.015 1.321 ± 0.017
Doubly Robust
OLS Bias 0.249 ± 0.001 0.255 ± 0.003 0.259 ± 0.002 0.260 ± 0.001 0.257 ± 0.002
IRMSE 0.272 ± 0.002 0.354 ± 0.008 0.372 ± 0.017 0.289 ± 0.001 0.304 ± 0.003
Random Forest Bias 2.620 ± 0.033 1.423 ± 0.021 1.719 ± 0.027 1.603 ± 0.015 1.560 ± 0.017
IRMSE 2.711 ± 0.031 1.500 ± 0.025 1.797 ± 0.029 1.663 ± 0.017 1.624 ± 0.019
Misspecified
N = 2000
model Metric Unweighted Normal-Linear npCBPS PW (Logit) PW (Boosting)
IPSW
Model Free Bias 15.549 ± 0.130 16.810 ± 0.526 10.821 ± 0.259 10.810 ± 0.126 8.406 ± 0.141
IRMSE 16.002 ± 0.115 23.581 ± 0.881 14.747 ± 0.315 11.637 ± 0.143 9.418 ± 0.150
Direct Method
OLS Bias 0.269 ± 0.000 1.351 ± 0.676 0.551 ± 0.195 2.539 ± 0.043 1.276 ± 0.053
IRMSE 0.269 ± 0.000 4.436 ± 2.533 1.687 ± 0.178 2.549 ± 0.049 1.323 ± 0.051
Random Forest Bias 3.221 ± 0.034 6.865 ± 3.195 2.601 ± 0.051 2.544 ± 0.036 2.725 ± 0.056
IRMSE 3.273 ± 0.032 24.459 ± 13.162 2.685 ± 0.056 2.600 ± 0.038 2.811 ± 0.059
Doubly Robust
OLS Bias 2.450 ± 0.050 1.709 ± 0.461 1.326 ± 0.105 2.382 ± 0.044 1.306 ± 0.059
IRMSE 2.879 ± 0.061 6.012 ± 1.929 3.922 ± 0.211 2.692 ± 0.045 2.285 ± 0.047
Random Forest Bias 3.427 ± 0.034 6.922 ± 3.121 2.896 ± 0.051 2.840 ± 0.037 3.027 ± 0.056
IRMSE 3.503 ± 0.033 24.528 ± 13.104 2.994 ± 0.056 2.918 ± 0.039 3.130 ± 0.059
M Extended LaLonde simulation results
Figure 7 provides additional results for the LaLonde data generating process described in greater depth in appendix I. In these results,
we show bias and accuracy for a weighting-only model (replicated from the main body), a direct-method model (incorporating
case-weights generated by the various methods) and a [36] style double robust estimator. In these plots, a linear propensity score
model is left off of the plots as it performs so much more poorly that the x-axis is greatly skewed.
N Dube et al (2018) replication
In [14], the authors report results from an observational study on the labor supply elasticity of workers on the Mechanical Turk
platform. In this study, they seek to estimate the response (in terms of duration of time a task is available) from the price of a task.
Negative values of this slope reflect positive labor supply elasticities. When the magnitude is high, this implies a large elasticity (and
vice versa). Experimental studies have found an elasticity of 0.14 on average. Figure 8 shows the estimated elasticities from [14]
observational study using the Double ML technique of [9] on the left panel, while our results using only IPSW with permutation
weights (estimated with a random forest) are on the right. It should be noted that Double ML estimates a conditional variance
weighted average effect (which explains the clustering of points near the origin in the left panel). Permutation weighting, however,
recovers the unconditional dose-response function without any form of conditional variance weighting, a much more difficult to
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Figure 7: This figure shows additional results for the LaLonde simulation which incorporate Random Forest outcome
models.
target estimand. Nevertheless, permutation weighting is able to capture the same underlying dose-response function. Crucially, both
estimates are statistically indistinguishable from the experimental benchmark and from one another.
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Figure 8: Estimated labor supply elasticities.
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