Abstract: This paper presents a new log Gabor-FPLBP-SVD (LGFSV) face representation technique that extracts singular values from log Gabor_FPLBP response image to form the LGFSV feature for face representation. The proposed
Introduction
Human beings have a natural ability to recognize or identify any objects in general and faces in particular at a glance. However, if face identification is studied as a machine learning system, there is a need to simulate identification artificially since a recognition ability does not exist in machines. Due to this, there is a need to develop a system aiming to simulate human perception of facial images to facilitate artificial intelligent systems. With respect to artificial intelligence (AI), face identification can also have various important applications in real life. In general, for any application a face identification system consists of the following three steps shown in Figure 1 . Among the three steps, face representation plays an important role, in view of the fact that an intelligent face identification system requires sufficient and meaningful facial features during the machine learning of a face. Over the period of 40 years many face representation techniques have been proposed each with distinct properties. Owing to this fact, literature on face representation is vast and diverse. To understand the history of developments carried out for face representation, face representation techniques can be categorized as local and holistic approaches. Local approaches were among the earliest ways of implementing the face representation problem. These approaches basically extract distinctive facial features by locating fiducial points and then compute the geometric relationships among those fiducial points to represent the face. The earliest approach was by Kanade [1] and many other approaches [2] [3] [4] [5] [6] have also been investigated. Face representation based on these local approaches is insensitive to variations in illumination and pose and also is trivial due to their performance.
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Later, to improve the performance, holistic approaches have been introduced which use low dimensional representations of facial images to perform recognition [7] [8] [9] [10] [11] [12] [13] [14] . Among the holistic approaches, pioneers were eigenfaces [7] and fisherfaces [11] that demonstrated the power of holistic approaches both in ease of implementation and in recognition accuracy. Their performance, however, degrades when the facial feature distribution of the test images are different from that of the training images. Further, holistic approaches were used along with AI approaches such as neural networks and machine learning techniques to recognize the faces. For example, in [15] , 50 principal components were extracted and an auto-associative neural network was used to reduce those components to five dimensions. The use of neural networks for face recognition has also been addressed in [16] [17] [18] . However, face identification still remained a challenging problem due to uncontrolled conditions such as large variations in illumination, poses and expression. Therefore, a robust face representation technique against these variations is critical because the face acquisition process can undergo a wide range of variations. Recently, a few face representation techniques have been used to tackle these problems: Gabor [19] [20] [21] [22] [23] , Local Binary Pattern (LBP) [24] [25] [26] [27] , Four Phase LBP (FPLBP) [27] , Discrete Cosine Transform (DCT) [28] [29] [30] [31] . Among the aforesaid face representation techniqus, traditional Gabor filters [19] [20] [21] [22] [23] and its variants [32] [33] [34] [35] [36] [37] are the one that have demonstrated high recognition rates in 2D face recognition from intensity images. From the aforementioned literature, it is apparent that traditional Gabor based face representation exhibits desirable characteristics of spatial locality and orientation selectivity that make it more robust against variations in illumination, pose and expressions, but it has two main limitations. Firstly, the traditional Gabor filters either applied alone or in combination suffers from a limitation of limited bandwidth of one octave only. Due to this limitation of one octave, a bigger number of Gabor filters is required to represent the face accurately. For instance (all the Gabor based approaches have usually applied forty Gabor filters). This results in a high dimensional feature vector of (40 × 2 ) for forty filters of size ( × ), which further leads to large computation and a higher memory cost. However, if a large bandwidth is considered for designing the filters, it introduces a significant DC component. Secondly, these traditional Gabor filters overlap more in low frequencies than in high frequencies, whereas most of the facial features lie in the high frequency component. In order to overcome the limitation of traditional Gabor filters, an alternative method was proposed by Field [38] to perform both the DC compensation and to overcome the bandwidth limitations. These log Gabor filters always have a null DC component and desirable high pass characteristics. The absence of DC components contributes to improve the contrast ridges and edges of images and also allows capturing directional shape features with a minimum number of log Gabor filters, as log Gabor filter bandwidth is not limited to 1 octave. Additionally, high frequency information allows encoding the images more efficiently compared to traditional Gabor filters. These features of log Gabor have been used for many applications [39] [40] [41] [42] [43] . J. Cook et al in [44] presented an investigation of log Gabor with PCA subspace mapping for 2D and 3D face recognition. A detailed analysis was done to establish which regions of a face and in what rationale contributes to the face recognition accuracy. Subsequently, the same group of researchers in [40] proposed an approach called Log-Gabor Templates (LGT).
LGT mainly exploited the fact of breaking a single acquisition of a subject into multiple observations in both the spatial and frequency domains. These observations were recombined at the score level using linear Support Vector Machines (SVM). However, authors experimented with this distributed approach only on local distortions such as expression variation. Further, the authors in [41] used log Gabor filters and the LBP for various facial expression recognition, with minimum redundancy and maximum relevance algorithm (MRMR) for optimum feature selection. A good experimental analysis has been presented for six different expressions on the Cohn-Kanade database. It was remarkable that log-Gabor filters had an ovearll recognition rate of 82.3%, however, not promising for some expressions and also it was computationally high. Similar to the approach presented in [44] a group of researchers [42] presented a study on face recognition based on log Gabor coefficients with principal component analysis (PCA) subspace training. The study shows that log Gabor can recognize images with various diffuse glow effect, dark faces, dark backgrounds, images with wearing glasses, images with partial occlusions with accuracy of 83%. However, the authors argued that the log Gabor filter cannot recognize images that have blurring effects like motion blur, illumination effects. To evaluate the performance of log Gabor under illumination variations, recently an approach has been presented in [43] . The method extracted the log Gabor coefficients by using the sliding window algorithm at image block-regions and then projected to LDA projection. These studies show that although log Gabor is efficient in encoding shape information of the facial image at different scales and orientation thereby enhancing the directional features, it fails to encode minute texture features of the facial image. Due to this limitation the performance of log Gabor drops abruptly for change in appearance due to large variations of expression and pose. This limitation of log Gabor can be dealt with if shape information extracted at various scales and orientation are further enhanced through a texture based face representation technique such as FPLBP [27] which is robust to change in local appearance, expression and illumination. Moreover, all the log Gabor based aforementioned methods rarely discuss the three problems of variations in pose, expressions and illumination simultaneously. This motivates us to design a significantly improved face representation technique that can tackle all the three issues simultaneously. In this regard, this paper presents an approach where we show that combining two of the most successful face representation techniques viz.; log Gabor and FPLBP, gives considerably better performance than either alone. The improvement and efficiency is achieved due to complementary nature moulded together in the sense that FPLBP encodes minute texture details while log Gabor features encode directional facial shape over a broader range of scales. The main contribution of this paper lies in the fact that a novel method for face identification under varying poses, illumination and expression together is presented. For this, we use LGFSV features that consist of singular values extracted only from 12 log Gabor filtered FPLBP processed images that makes the proposed approach computationally efficient. Further, the proposed approach has been validated on challenging face databases such as ORL 1 , Georgia Tech Face Database 2 , Head Pose Image Database [45] CMU-PIE [46] and GTAV 3 and RLCI 4 . Experimental results demonstrate that the performance of face identification with the LGFSV face representation technique is superior to both the individual face representation techniques i.e. log Gabor and FPLBP. The organisation of the paper is as follows: Section 2 focuses on the proposed approach for face identification. Section 3 explains the experimentations for parameter selection and also explains the details of the evaluation setup for each face database with results and discussion followed by discussion and conclusion in section 4.
Proposed approach
Face identification is still a challenging problem due to variations in pose, illumination, expression and change in appearance like the presence of either accessory, moustache, reading glass or goggles, etc. To accomplish the robust face identification under aforesaid uncontrolled circumstances, we propose an effective face representation technique that extracts SV from LGF image. In short, the proposed approach consists of the following steps: 1) design the sequence (p number) of log Gabor filters; 2) FPLBP operator is applied on the p filtered images to obtain log Gabor-FPLBP (LGF) images; 3) the LGF images are divided into non-overlapping square blocks and singular values (SV) [47, 48] are computed for each block separately and concatenated to form the final LGFSV feature; 4) finally, nearest neighbour classifier is used for the face identification. Further, individual face representation techniques are briefly described for technical completion of the paper and all the steps are discussed in detail.
Log Gabor representation
Log Gabor first proposed by Field [38] has the following key features. First, it discards the DC components and secondly it can overcome the arbitrarily wide bandwidth limitation of Gabor filters. The frequency response of the log Gabor in frequency domain can be represented through Equation (1):
where, is the centre frequency of the filter and k is the scaling factor of the radial bandwidth B. The radial bandwidth in octaves is expressed as follows in Equation (2):
To obtain constant shape ratio filters, the term / 0 must be held constant for varying . As suggested in [44] , / 0 value of .74 will result in a filter bandwidth of approximately one octave, .55 will result in two octaves, and 0.41 will produce three octaves.
Filter bank construction
In order to create a filter, the first shape parameter has to be chosen such that each filter has a bandwidth of approximately 2 octaves [44] . In the following experiments shape parameter ( / 0 =.55) was chosen such that each filter had a bandwidth of approximately 2 octaves. Further, at different frequencies (radial) and orientation (angular), one has to simply form the product between the appropriate radial and angular spread components. The radial component controls the bandwidth and the angular component controls the spatial orientation that the filter responds to. The resultant single filter is shown in Figure 2 . To cover the frequency spectrum effectively, the log Gabor filter bank is constructed with a total of 4 orientations and 3 scales so as to provide an even coverage of the frequency components shown in Figure 3 (a). These set of log Gabor filters also maintains a minimum of overlap between the filters so as to achieve a measure of independence between the extracted coefficient. Furthermore, extracted log Gabor coefficients do not contains DC components and have high pass characteristics. In consequence, when these LG filters are applied to face images, it enhance the edge contours which in turn result in enhancing the eyes, mouth, nose edge in various direction. Thus shape information captured at different directions contributes for encoding the shape information at different pose. Shown log Gabor filters are complex valued with (b) real part; (c) imaginary part which permit a better capture of both edges and ridges [49] .
Filtering in frequency domain
With the components from the bank of log Gabor filters, an image I( ) is convolved by multiplying this frequency domain filter by the FFT transformed image as given in Equation (3). the filtered image in colour map is shown in Figure 5 for the reader's understanding. Here, it can be observed how the shape portion of the 0nose, mouth and eyes has been enhanced. Similarly, for the whole set of scales and orientation the response of filtered images is shown in Figure 6 . Further, to enhance and encode shape information extracted at various scales and orientation texture based face representation technique such as FPLBP [27] which is robust to change in local appearance, expression and illumination has been applied.
LG-FPBP representation
FPLBP [27] , a variant of LBP is a patch based texture representation technique which is highly invariant to change in appearance. In FPLBP, four patches involved in computing a single bit value code is produced by comparing the values of four patches to produce a single bit value in the code assigned to each pixel. The formal definition of FPLBP code shown in Equation (4) as given in [27] :
where, S = number of patches, w=factor used to determine the size of a patch, r1= radius1, r2=radius 2, C and C +α mod S are two patches along the ring, α=distance between two patches in along the ring, d= distance function (e.g., L2 norm of their gray level differences), f is defined as:
where, τ is the noise level (e.g.,τ = 0.01) as given in [27] , which provides some stability in uniform regions. Further, in order to obtain the FPLBP features, Equation (4) is applied on each pixel of the LG image. Despite the success of FPLBP for encoding the minute details of facial image, it has a restricted use for larger degree of variations in pose [24] . In our approach, this limitation of FPLBP has been overcome by first convolving the facial image with sequence of log Gabor filters at different scale and orientations and then applying FPLBP to extract complete information from the directional filtered face images which we called as LGF representation shown in Figure 7 . 
SVD based feature extraction
The resultant LGF images in Section 2.2 are global representation of a single face image for various combinations of scales and orientation. Although, these resultant images are efficient in capturing the directional shape and minute texture information, still there exist two limitations. Firstly, because of the huge face image dimension, there may present redundant or noisy information whose processing requires a high computational cost. Secondly, since a face is a topological entity, its spatial structure is of high importance for the face identification task which might be ignored in global representation. These two limitations have been well tackled in our approach by extracting localized feature vector by encoding features from separate local matrix of LGF face separately. For this, local SVD has been used to extract the singular value features after dividing the LGF response image into non-overlapping local matrix of fixed size shown in Figure 8 . 
SV features from LGF images
The basic procedure adopted for the proposed local SVD method is that response LGF face image is first segmented into equal number of K (Image size/Local matrix size) non-overlapping local matrix of predefined size ( × ) pixels. Further, in order to inherit intrinsic properties of SVD, singular decomposition is applied at each local matrix of size ( × ) pixels. The extracted SV features are sorted in ascending order. From each local matrix of size ( × ) we extract only a few singular values k (eliminating those singular value which is equal to, or approaches zero) to represent the image with little differences from the original. The extracted singular values from first local matrix will be represented as LM1 . Similarly, LM2 for second local matrix, LM3 for third local matrix and LM from all K local matrix. These extracted singular values are concatenated to form a feature vector LGFSV as shown in Equation (5) . The dimensionality of LGFSV vector is
Further, the final LGFSV feature matrix for all sets of LGF response images at all scales s and for all directions θ is formed by concatenating the entire SVLGF row vectors shown in Equation (6),
where d is the dimensionality of LGFSV feature matrix. The dimensionality of 12 LGF response images will be 128 × 128 ×12=196608 pixels. On the contrary, a local matrix of size 16 ×16 with 4 singular values retained per local matrix for all 12 LGF response image will significantly reduce the high dimensionality of feature to (16384/256 × 4 × 12) 3072 singular values which is much lower than the original matrix. Thus, the proposed approach has following contributing advantages: The LGFSV feature which is used for face representation encodes the face information at three different levels. First, the global statistical features are extracted by the log Gabor filters secondly, the texture based information at the pixel level is extracted by the FPLBP face representation technique, and finally, the intrinsic algebraic information of the face is extracted by dividing the LGF response face into local matrix of fixed size. In this regard the proposed approach is robust to local distortions, caused by accessory, expression variations, pose and illumination.
Distance measure and classification
For a given training set N , with sample images I = 1 · · · N the LGF SV ( = 1 · · · N) is computed as discussed in section. Thereafter, to recognize a test face imageLGF SV , the nearest neighbour classifier is used, i.e., the person is recognized as the closest class C input image from database:
where, dis is the distance measure used in our experiment i.e., Euclidean Distance (E):
Experimentations and results
This section briefly describes the different parameter setting procedure for the proposed LGFSV. Then, with the selected parameters we evaluate the proposed LGFSV under different experimental conditions for various standard face databases.
Experiments on different parameters of LGFSV
There are parameters such as number of scales and orientation for log Gabor filter design, size of local matrix to extract SV features and lastly, the number of singular values retained affects the performance of proposed LGFSV. Experimentation is done on the four individual test sets (PIEf, PIEp, PIEe and PIEi) of CMU-PIE face database [46] . The entire CMU-PIE Face database has been split into a training set and testing sets. 
Effect of number of scales and orientation on identification rates
The number of orientation specifies the resolution of the extracted directional features, while number of scales defines the range of frequency information {1}. To validate the effect of number of orientation and number of scales on identification rate, experimentation is performed for possible combination of scales (1 to 3) and orientation (1 to 4). Figure 9 , shows the performance of the face identification rates for possible combinations of scales and orientation. It can be observed from the graphs shown in Figure 9 that the performance increases with the number of scales and orientation. Additionally, one more significant observation is, system initially performs better as the number of scales of log Gabor filters increases, however, when the number of scales reaches four, the identification rate becomes stable. This shows that, small scales with much rich texture information contain more discriminative information than large scales. Good performance has been achieved for the set of three scales and four orientations. Therefore, further experiments were performed with three scales and four orientations to design the log Gabor filter.
Selection of local matrix size for SVD
For the chosen scale and orientation parameters, the input image is filtered with all 12 log Gabor filters. These filtered images are then applied with FPLBP face representation technique to transform the filtered images in LGF domain. Further, in order to preserve the structural information the LGF image is segmented into K local matrix of size × . However, the size (m × m) of the local matrix has to be determined to balance the spatial locality of the approach. Therefore, to determine the best local matrix size for further processing with an 128× 128 pixel image, we do the following experiments using (k=4) number of singular values retained from each local matrix. Identification rates are found over a range of local matrix sizes such as 64 × 64, 32 × 32, 16 ×16, 8 × 8, and 4 × 4. As shown in Figure 10 , a local matrix size of 16×16 pixels gives the best identification rate. With this set of experiments, it is observed that a too large local matrix size may degrade the system due to the loss of much spatial and structural information as shown in Figure 10 . However, a small local matrix size results in the increase of the computational complexity. To further validate the effectiveness of local based LGFSV with global LGFSV we decomposed LGF response images by applying SVD on whole LGF image and computed the LGFSV feature of dimension (d= 12 × 128 =1536) (k=128 singular values for each LGF image). Important observation is that the application of SVD globally to LGF image reduces the dimension to 1536 singular values with drop in identification rate. This reduction in identification rate is due to the fact that singular values from one global image may not be the most appropriate features for face identification as different individuals face images may have similar singular vales. In contrast, local based LGFSV captures structural and spatial information from each local matrix and thus represent a more robust face for face identification. 
Effect of rank on identification rate
The number of singular values retained from each local matrix also plays an important role in identification. Generally, application of SVD on an image of size × returns k most significant non zero singular values (σ ) such that σ 1 ≥ σ 2 ≥ · · · ≥ σ k=min(m, n) arranged in descending order. From this retained k singular values selection of only those feature values that contributes towards identification rate is an important task. Therefore, to select the proper value for k we conducted this experiment using 128×128 pixel images, with a 16×16 pixel local matrix size. It is clear from Figure 11 that identification rate degrade abruptly with increase in the rank. This is due to the fact that lower 
Face identification with proposed LGFSV
This section evaluates the proposed LGFSV in identification mode on standard face databases such as ORL {1}, Head Pose Image Database [45] , Georgia Tech Face Database {2}, CMU-PIE [46] GTAV {3} and RLCI {4} face database. In each experiment, five samples per subject has been randomly selected to construct the training set and the remaining images of face databases are used for evaluating the LGFSV performance. The experiment is repeated 10 times and the reported cumulative matching curve (CMC) correspond to the identification rates over the 10 trials. Before applying LGFSV, face region are first cropped and resized to 128 × 128 pixels for computational efficiency. No illumination normalization has been performed at the pre-processing stage.
ORL face database
ORL face database consists of 400 images of 40 subjects (10 poses within ±20 0 in yaw per subject). All the face images are of size 92 × 112 with 256 gray levels. The face data has male or female subjects, with or without glasses, with or without beard, with or without some facial expression, with varied poses and scales (see Figure 12) . Currently, this face database is called as AT&T face database. Following the cross validation method of evaluation, ORL dataset has been firstly divided into a training set and a test set. For training 200 images of 40 different individuals are randomly selected. The remaining 200 images with different variations in pose within ±20 0 in yaw and variation in scale up to about 10% has been used for evaluating the performance of proposed LGFSV. The first two rows shown in Figure 12 (a) are example training images for two subjects while the third and fourth row shown in Figure 12 (b) shows example test images for same subject. One can see from Figure 12 , that all test images consist of variations in illumination, pose and facial expression. The cumulative curve plotted is shown in Figure 13 and comparative rank-1 results are shown in Table 1 . The performance of proposed LGFSV is also compared with other approaches to seek out the benefits of LGFSV. The other approaches that have been compared are; standard PCA which was computed with the usual algorithm, DCT+PCA in which DCT representated images are projected to PCA space for comparison. Similarly, in DCT+LBP first images were processed with DCT for global representation and then LBP is used to extract histogram features for local representation. DCT-HMM [50] has been designed as per the procedure in [51] . The results depicts that proposed LGFSV shows better and equal performance as high as 100% against other approaches such as DCT+PCA (98.67%), DCT+LBP (99.22%), DCT-HMM (97.50%). In addition, proposed LGFSV also shows significant improvement over individual face representation techniques log Gabor (98.36%) and FPLBP (91.90%). This suggests that preserving the complementary features in feature vector is efficient to increase the identification performance. 
Georgian tech face database
Georgian Tech Face database consists of 750 cropped images of 50 subjects (15 sample images per subject with 10 different poses in horizontal orientation under varying tilt rotations. All the images are color images with variations in skin tone. Sample images of one subject are shown in Figure 14 . The entire data set has been divided into a training set and testing set. test set Ge contains 200 (4 × 50) with variation in facial expression and last test set Gi 70 (5 × 14) with variation in lighting conditions. Although Gi is small test set comparatively, the purpose to create this test set is to evaluate the proposed LGFSV for variation in lighting effect on faces during acquisition period. While creating this Gi test set, due care has been taken that training and testing set must have images altogether with different lighting conditions as shown in Figure 15 . Thus, it can be observed that various test sets created consists of faces with large variation in illumination, expression, variation in pose. If we compare the performance of test sets of Georgian Tech face database, the identification rate has deteriorated by ∼2% as compared to ORL face database. This reduction in identification rate is due to the fact that large variations in skin tone, pose and expression of samples for every subject shown in Figure  14 . Based on the experimental observation, it is also interesting to see that other than shadow affects of illumination; variation in skin tone also affects the performance to a great extent. However, for Gi test set with variations in skin tone, proposed LGFSV still maintains an accuracy of 98.34%. This improvement is owed to the effect of log Gabor properties. The absence of DC component in log Gabor filters normalizes the effect of variations in lighting effect as it is robust to this variation. To emphasize the discriminating power of the extracted FPLBP feature vector, the comparative rank-1 performance of DCT+LBP and Gabor + LBP and other approaches are tabulated in Table 2 . Results in Table 2 depict that face representation techniques in combination with LBP features such as DCT+LBP and Gabor+LBP [36] achieves 10∼20% higher efficiency; compared to PCA, DCT+PCA, DCT-HMM.In addition, 9∼18% improvement is observed for Gabor+LBP for pose variation test set Gp when Gabor features are added compared to standard PCA or DCT-HMM etc. From this analysis, it has been once again proved that, LBP based approaches are robust to variations in texture of faces, and due to the effect of FPLBP which is an extension of LBP, proposed LGFSV has outperformed for pose, illumination and expression test sets compared to all other approaches under comparison for Georgian Tech Face database. Further, another improvement that has been observed for LGFSV is that, log Gabor contributed towards the performance improvement of 98.9% for Gp test against the individual feature sets of log Gabor (92%) and FPLBP (90%).
Head pose image database
Head Pose Image database consists of 2775 facial images of 15 subjects with 185 samples per subject (see Figure 17) . tilt orientation as can be seen in graph shown in Figure 18 . The cause of inferior results is that face images at negative tilt orientation (−15 0 and −30 0 ) looks downward. Due to this, some part of head comes in picture that when converted into feature affects the performance of face identification system. Rank-1 results in Figure 18 shows that, not only horizontal movement of faces rather vertical movement for frontal faces equally affects the performance of face identification system. In addition, one important thing to be observed is that for any tilt orientation (0 0 ±15 0 ±30 0 ), if variation in pose increases beyond ±15 0 in yaw, the accuracy reduces by 7∼8% which can be much analysed from the parabolic shape of graphs shown in Figure 18 . However, proposed LGFSV maintains the consistency and shows an excellent identification rate (98.62%, average rank-1 identification rate) for all the orientation in poses from 0 0 to ±60 0 in yaw, which is better than log Gabor which is the next best face representation technique that shows an average identification rate of 92.06% for all variation in poses. The key reason for improvement of proposed LGFSV is the strong directional shape, texture and local algebraic feature set that has been achieved through combining the properties of SVD along with FPLBP and log Gabor which is invariant to rotation. We also compared the proposed LGFSV with other state of art approaches. The results are tabulated in Table 3 . Rank-1 identification rates shown in Table  3 depicts that PCA is very much susceptible to change in poses. However, other approaches that have used DCT alone or in combination have shown better performance compared to standard PCA algorithm. From the results, shown in Table 1 and Table 3 , it is analysed that DCT-HMM are only capable of operating on small face databases. The performance drops dramatically as the size of database is increased. In addition, HMM based systems require more number of facial images for training. As observed in our experiments, the accuracy of DCT-HMM for Head pose image database with five training image is 81.40% (average of all horizontal orientation at 0 0 tilt orientation).On the other hand, modelling the HMM requires comparatively more time.Further, comparing the results of approaches from Table 3 , it can also be observed that approaches based on Gabor transform such as Gabor+LBP achieves much more efficiency 97.7% respectively. This shows the robustness of Gabor features against the large variation in poses. Among all the approaches, proposed LGFSV outperformed 98.62% for head pose image database.
CMU-PIE face database
The PIE (Pose, Illumination, and Expression) database contains a total of 41,368 images from 68 individuals, with variations in poses, illumination and expression conditions (see Figure 19 ). Compared to other approaches listed in Table 4 , the performance of proposed LGFSV is almost equal to the performance of novel approach proposed in [23] . The second best performance for CMU-PIE was achieved with Gabor+LBP. Results tabulated in Table 4 depicts that proposed LGFSV is robust and shows improved performance of (97.5% average of results of all four test sets) under large variation in poses, expression and illumination. It can be observed that the identification rates obtained on the CMU PIE face database are inferior compared to the ones obtained on the Head Pose Image database(see Figure 18 ). There are two main reasons for this. The first one is, in the Head Pose Image database, the face images contain only variation in poses and have very slight variation in expression. On the contrary, the CMU PIE database consists of images with large variation in expression and illumination along with the pose variation which makes it a difficult case. The other reason is the number of testing images in each set of CMU-PIE database is much larger in number as compared to number of images in testing set of Head Pose Image database.
GTAV and RLCI face database
The appearance of human face can be malformed due to various reasons. The reason could be facial makeup, hairstyle, turban, some accessories, simple reading glasses, goggles, beard, moustache and scarf. The presence of these components brings occlusion that might curtail some of the features that drop off the performance of face recognition system. Since face recognition system being a machine learning system, generally faces are cropped from the background in order to have prominent facial features. In this intellect, hairstyle and turban becomes least significant. It can be observed from Figure 21 that appearance vary to a great extent due to hairstyle. However, the resultant images shown in bottom most row of Figure 21 , shows that, the effect of hairstyle can be removed as of no consequence when faces are cropped. testing sets as of GTAV, except the Set2, since in RLCI does not have images wearing reading glasses. For RLCI face database, each set consists totally of 30 images of 15 subjects. For GTAV face database, we conducted experimentation on 40 images from each set. For Set1 with no variation, we obtained the highest recognition rate of 98.5%. The faces considered in this set are almost frontal images. Next, through Set2 the objective was to validate the effect of reading glasses on recognition rate. In this case, complete face is noticeable with box boundaries around the eyes as shown in Figure 23 (b). We achieved the identification rate of 96% that is almost as good as the result of Set 1. This closeness in the result of Set 1 and Set 2 shows that, the effect of occlusion owing to simple reading glasses is less significant. In Set 3 the degree of occlusion increased slighter, where we considered the images wearing dark goggles as shown in Figure 23 (c). The entire face of the images is visible except the eye region that is being covered with dark goggles. We obtained the identification rate of 78% using the proposed approach which is improved compared to log Gabor; the next highest performer as can be seen in Table 5 . In this case, although the eye region is covered, the other regions of face constituting nose, cheek, mouth contributes in recognizing the person. Therefore, from the Set 3, the images wearing goggles along with wide variation in expression or mouth covered with palm were not recognized correctly as shown in Figure 22 (a). This is because, dark goggles or palm hide the eye region, which is mostly responsible for distinct features and the lower region of the face i.e., mouth, nose and cheeks changes due to variation in expression and occlusion. For Set4, which consist of faces covered with scarf, palm and hair shown in Figure 23 (c), the proposed approach gives the recognition rate of 75%. For occlusion with scarf, although the mouth and the lower region of the faces are covered, the eye region along with the nose part contributes to the performance through invariant features. On the other hand, if the faces are covered completely with fingers as shown in Figure 22 (b) are tough to recognize. Even for images covered with scarf from RLCI face database, where only eyes are visible is not easy to recognize as shown in Figure 22 (c). Some more image from RLCI face database that have not been correctly recognized as shown in Figure  22 (c) are due to the presence of accessories, dark goggles and moustache that leads to incorrect identification. Thus, the correctly identified occluded images were those where upper region of face is visible along with the eye region and nose. At last, to verify the performance for major variation in expression we conducted the experiment on images from Set 5, shown in Figure 23 (e). We obtained the better identification rate of 79% compared to other approaches under consideration. Among all the 3 testing sets, viz: Set 3, Set 4 and Set 5, the images with variation in expressions shows improved performance since there is only a small region in a face which changes due to change in expression and rest of the face contributes to correct identification. Same experiment we extended for some more degree of variation in expression along with pose variation and occlusion for the images from RLCI face database. The identification rate in this case deteriorated to 70%. One major factor for reduction in identification rate is scale, as the images presents in RLCI face database are of different scales. Thus it has been found that the accuracy decreases with medium to high variations in the face texture. In case of high degree of variation such as disguise with turban, beard, and moustache, the algorithm is unable to find a correct match. 
Discussion and conclusion
Comparing different state-of-the-art approaches shows that the proposed LGFSV face representation technique achieves much more efficiency on ORL, Georgian face database, Head Pose Image database and CMU-PIE face databases. The inherent properties of two successful face representation techniques increase the discrimination power of the LGFSV and use of SVD not only greatly reduces the feature dimension, but also removes the redundant values from the extracted features. Encompassing different locality and orientation information, texture and illumination information, compaction information, the proposed LGFSV method has been proven to be invariant to variations of illumination, expression and pose. However, these improvements are received at the expense of a high dimension feature matrix size. This high dimension increases the memory requirements. In addition to simple implementation it offers the advantage of data independence. For instance, addition of a new face class will not affect the feature vectors used for feature extraction. As opposed to this, PCA and LDA methods require re-computation of basis vectors then recalculation of features across the entire database when any new face class is added to it. As a result, the cost of larger feature length is offset by other implementation and performance advantages. However, the limitation of the proposed LGFSV is that it is not invariant to a large degree of variation such as disguise with turban, beard, and moustache where the proposed LGFSV is unable to find a correct match.
