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Surface water reservoirs have been used for supporting many water resources 
applications such as flood control, water supply, and hydropower generation. Modeling of 
reservoir systems and observations of the key water budget terms are essential for providing 
precise information for modern water resources management. In this dissertation, a series of 
modeling and remote sensing approaches were established to improve our understanding about 
reservoir systems under a changing environment. These approaches are presented in three step-
by-step studies:  
1. In the first study, a reservoir module was incorporated into a physically-based distributed 
hydrological model to fill in the gap between rainfall-runoff models and river/watershed 
management models. The new modeling framework was calibrated and validated over 
Lake Whitney. The simulated results were found robust at daily, weekly, and monthly 
levels. The new model provides the capability of simulating reservoir flow regulation in a 
changing environment.  
2. The integrated modeling framework was then applied to the Dallas metropolitan area to 
evaluate the impacts of potential droughts and population growth on future water supply 
reliability. Results suggested that reservoir storage and water supply reliability during the 
second half of the 21st century (2050–2099) are projected to decline by 16.1% and 14.2% 
when compared to the first half (2000–2049). The uncertainty associated with future 
climate projection is larger than that associated with urbanization.  
3. In the last study, an algorithm was developed by combining the remotely sensed reservoir 




major reservoirs in the United States. The evaporation rate shows a positive trend (due to 
the current brightening trend) while the total surface area shows a negative trend (due to 
reduced precipitation in the western US). Consequently, the total evaporation amount 
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CHAPTER I  
INTRODUCTION AND LITERATURE REVIEW 
 
To increase the flexibility of water resources management, global artificial impoundment 
increased dramatically during the last century (Chao et al., 2008). According to Lehner et al. 
(2011), there are about 16.7 million reservoirs worldwide that are larger than 100 m2— providing 
a total storage capacity of 8070 km3. With the help of reservoirs, water managers are able to 
redistribute surface water more efficiently and deliver benefits to human society such as flood 
damage reduction, drought mitigation, hydropower generation, etc (Hsu and Wei, 2007). At the 
same time, however, reservoirs have also substantially altered our natural hydrological processes. 
Graf (2006) showed that annual peak discharges have decreased by 67% (on average), and daily 
discharges have been reduced by 64%, due to the construction of many large dams on North 
American rivers. In the continental United States (CONUS), the amount of water that can be 
stored by its 75,000 dams is as much as one year’s mean runoff (Graf, 1999). In addition, owing 
to the dam-induced expanded surface water area, the increased surface water losses through 
evaporation from reservoirs are considerably large (Gallego-Elvira et al., 2010; Gökbulak and 
Özhan, 2006). These alterations increase the challenge of understanding the hydrological cycle. 
Most reservoirs have the capability to supply water and/or generate energy for sustaining 
human societies. Of the 600 largest global reservoirs (with an integrated capacity of 5,268 km3), 
irrigation or municipal use is the main/secondary purpose for 274 reservoirs, and hydropower is 
the main/secondary purpose for 447 reservoirs (statistics based on Lehner et al. (2011)). 
Compared to extracting water directly from streams, reservoir water-supply systems increase 




environmental/anthropogenic changes—such as climate change, land-cover/land-use change 
(LCLUC), and population growth—pose great challenges to the reservoir systems (Vörösmarty 
et al., 2000). More variable precipitation, increasing evaporation, and more frequent floods and 
droughts are all threatening the sustainability of our water resource management (Conway, 1996; 
Zhao et al., 2016a).  
Therefore, the overarching objective of this proposal is to evaluate how reservoir systems 
are affected by the ever-changing environment. To achieve this goal, three scientific questions 
will be answered specifically: 
1) How to accurately simulate the coupling between watershed hydrological processes 
and reservoir flow regulation? 
Although watershed hydrology and flow regulation are closely coupled, addressing them 
in an interactive fashion is challenging. In many cases, flow regulation models only handle flows 
and withdrawals within river networks, using exogenously defined hydrological inputs. 
Consequently, the coupling effects (e.g., return flows from irrigation) are not represented. While 
a few water management models contain a hydrologic component, they are usually rather simple. 
Similarly, most of the reservoir modules embedded in hydrological models are overly simplified. 
To address this issue, we have developed a modeling framework by integrating a reservoir flow 
regulation scheme into a physically-based and fully-distributed hydrological model. The new 
model is tested over Lake Whitney to demonstrate its capabilities and robustness. 
2) How can we leverage modeling techniques to achieve more accurate reservoir 
information to support local water resources management under global environmental changes? 
Throughout the world, many reservoirs were constructed to provide a supply of water to 




affected by—not only the changing climate—but also the ongoing process of urbanization (i.e., 
impervious coverage expansion and population growth). These changing environments make the 
simulation of reservoir systems in urban areas more challenging. Thus, determining the best way 
to account for all of these factors and provide useful suggestions to the policymakers is a 
pressing task for the scientific community. Using our integrated modeling framework, we can 
simulate urbanization (because of the fully-distributed feature), changing climate (physically-
based), and flow regulation (reservoir scheme) simultaneously. Specifically, we use a case study 
in the Dallas metropolitan area to demonstrate how changing climate and population growth can 
affect water supply resilience.  
3) What is the role of evaporation in reservoir systems and how can accurate evaporation 
information help with water resources management? 
Accurate knowledge of evaporation amount is very important to modern precise water 
resources management. However, even though evaporation accounts for a large amount of water 
loss from reservoirs, accurate evaporation information is still rarely incorporated into current 
operational water management practices. This gap is caused by the unavailability of both high-
quality reservoir surface area data and high-quality evaporation rate data. To answer this 
question, we have developed an algorithm to estimate the evaporation amount from reservoirs. 
This algorithm was carefully validated, and was then applied to major reservoirs in the United 
States to support current water resources management.  
 
1.1 Integrating a reservoir module into a distributed hydrological model 
Two types of models are generally used to represent reservoir flow regulation effects. 




models focus on representing natural hydrological processes, while river/watershed management 
models concentrate more on Best Management Practices (BMPs) for water uses. Many rainfall-
runoff models, such as the Distributed Large Basin Runoff Model (DLBRM; Croley and He, 
2005) and Regional Hydroclimate Model (RegHCM; Karvvas et al., 1998), do not have a 
reservoir component. Some hydrologic models with reservoir simulation capabilities include the 
Soil and Water Assessment Tool (SWAT; Arnold and Fohrer, 2005), Variable Infiltration 
Capacity (VIC; Haddeland et al., 2006), and the global water resources model H08 (Hanasaki et 
al., 2006). The reservoir operating schemes employed by these models are generally based on 
monthly generic operating rules, which are simplified such that representations of inter-annual 
variability are limited. In addition, these models are not designed to reproduce the timing-
sensitive sub-monthly operational flood control activities, so their results have limited simulation 
agreement with historical sequence (Voisin et al., 2013a).  
River/watershed management models typically adopt operational node-based reservoir 
functions. Examples of these models are the Water Evaluation and Planning System (WEAP; 
Yates et al., 2005), the Hydrologic River Operations Study System (HYDROSS; USBR, 1991), 
RiverWare (Zagona et al., 2001), OASIS software (HydroLogics, 2007), and MODSIM (Labadie 
and Larson, 2007). These models each have an embedded optimization algorithm to optimize the 
releases based on specified rules, and they require perfect knowledge of demand and inflow at 
current and future time steps. Yet because the corresponding hydrologic simulations—either 
coupled with the reservoir functions, or conducted offline—are usually lumped and parametric, 
they are limited in representing LCLUC effects on watershed processes. This significantly 
inhibits the models’ ability to make predictions and perform scenario analysis in a changing 




can also support a variety of applications (including hydrologic simulation and water resources 
management), the unavailability of their source codes greatly limits their use for public scientific 
research. 
To fill the gap between the two types of models discussed above, a model that combines 
accurate hydrological simulations with explicit reservoir simulations is desired. In parallel to 
present efforts toward modeling in a non-stationary environment (Milly et al., 2008; Wood et al., 
2011), the new model needs a physical basis (towards climate change simulations), fully 
distributed characteristics (towards land cover change—especially urbanization simulations), and 
a flow regulation scheme (towards anthropogenic water resources management simulations).  
 
1.2 Reservoir modeling under environmental changes 
The future resilience of water supply systems is unprecedentedly challenged by non-
stationary processes, such as fast population growth and a changing climate (Milly et al., 2008). 
Subsequently, the sustainability of our water resources management is at unprecedented risk 
(Dovers & Handmer, 1992; Hirsch, 2011). To manage a water supply system sustainably, the key 
is to make water availability meet demand. Yet both availability and demand are susceptible to 
non-stationarity. On the availability side, there are multiple non-stationary factors such as 
climate change, flow regulation, LULC change, and increasing groundwater withdrawals 
(Kundzewicz et al., 2008; Zhang et al., 2015; McDonald et al., 2014; Barlow & Leake, 2012). 
Among these, climate change induced precipitation alteration is expected to result in the largest 
impact on water availability (Milly et al., 2005; Schewe et al., 2014). In the past several decades, 
both observations and model simulations have shown increasing aridity trends across the globe 




increasing global temperatures, droughts are likely to be more severe with longer duration 
(Parry, 2007). On the demand side, the net growth and the migration of population both 
challenge the assumption of stationarity. Global freshwater consumption has increased about six-
fold from 1900 to 1995 as a result of population growth (Shiklomanov, 1999). Specifically, 
regional water demand has surged due to urbanization (population redistribution) for many 
regions in the world. Thus, a thorough understanding of how these non-stationarities impact 
water supply resilience is vital to supporting sustainable decision making, particularly for large 
cities in arid and/or semi-arid regions.  
 However, evaluating future water supply resilience in a non-stationary fashion is 
exceptionally difficult, primarily due to three challenges. First, the current modeling tools are 
inadequate to represent the dynamic feedback between hydrologic variabilities and water 
management decisions. Second, droughts are intrinsically difficult to predict—especially in the 
long-term future (given the large uncertainties). Third, both availability and demand estimates 
involve large uncertainties, which add another layer of complexity to the water supply resilience 
evaluation. To our knowledge, there have been very few studies that focus on water supply 
resilience under an assumption of non-stationarity using distributed fully integrated models 
(Amarasinghe et al., 2016; Watts et al., 2012; Collet et al., 2015). Most of these studies mainly 
test the system resilience based on historical or artificially designed droughts—not on the 
expected future droughts derived from state-of-the-art climate models. 
  
1.3 Reservoir evaporation quantification 
To quantify reservoir evaporation, two pieces of information are necessary: evaporation 




Instead, fixed surface area is widely used. Yet this can introduce significant biases for reservoirs 
that have considerable surface area changes. 
The evaporation rate of open water has been studied for decades (Friedrich et al., 2017; 
Wurbs and Ayala, 2014). The pan evaporation method is employed by the National Weather 
Service (NWS) for estimating the point evaporation rate operationally (Texas Water 
Development Board, 2017). Although there are about 950 pan evaporation stations across the 
CONUS, only a very small portion are located close enough to dams to represent reservoir 
evaporation. Furthermore, because of the extra heat taken through a pan’s sides and the lack of a 
heat storage effect, pan evaporation cannot accurately represent reservoir evaporation. In 
addition to the pan evaporation method, eddy covariance, mass balance, energy budget, and 
combination equation methods are frequently used. In general, eddy covariance is considered the 
most accurate approach, but it is primarily used for evapotranspiration related research and is 
constrained by the expensive cost and the sensitivity to upwind direction. Mass balance and 
energy budget methods are data intensive, and they can introduce considerable errors because of 
the complex interactions between the reservoir and its surrounding environment. Therefore, the 
most practical approach for estimating the evaporation rate at a large scale is to use physically 
based combination equations such as the Penman-Monteith method (Monteith, 1965). These 
physically based models are proven to be reliable for applications over shallow water reservoirs 
where heat storage is insignificant (Abtew, 2001; Linacre, 1993; Zhao et al., 2016b). However, 
the thermodynamics of a deep reservoir may affect the water temperature and the consequential 
surface water evaporation notably. For instance, Lake Tahoe (California, US) has its highest air 
temperature in July, but the largest evaporation rate usually occurs in September (Tahoe 




Reservoir surface area cannot be measured directly. Instead, it is usually inferred from in-
situ measurements, or estimated from remote sensing images. By applying the reservoir rating 
curve to the measured water height, the surface area can be estimated. However, the rating curve 
information is generally difficult to collect and can be biased due to long-term sedimentation. 
Compared to in-situ measurement, remote sensing has the advantage of estimating water surface 
area at low cost (McFeeters, 1996; Sawaya et al., 2003; Gao, 2015). Even though there is a 
compromise between spatial and temporal resolution with remote sensing technologies, high-
quality images with acceptable time intervals can be obtained. Compared with other remote 
sensing data, Landsat has the advantages of long temporal coverage (with a 16-day revisit time) 
and high spatial resolution (30 m), which make it suitable for water surface area change studies 
(Pekel et al., 2016).  
Leveraging the legacy of the Landsat mission, Pekel et al. (2016) provided a global water 
mapping dataset (GWMD), which used an expert system classifier to consistently map the global 
water coverage. GWMD contains monthly water coverage data from 1984 to 2015. Using this 
dataset, monthly time series of water surface area for any individual reservoir can be generated. 
However, the resultant time series is usually not reliable because of contaminations from cloud, 
cloud shadow, terrain shadow, and the recent Scan Line Corrector (SLC) failure (for Landsat 7). 
Because all of the contaminated pixels were removed from the GWMD monthly water coverage 
dataset, the water areas for contaminated images can be significantly underestimated. To obtain 
more reliable time series values, most studies discarded the images with contaminated areas and 
only kept the uncontaminated ones (Vicente-Serrano et al., 2008; Huang et al., 2010). This 
approach is valid in regions with less frequent cloud cover for Landsat images other than those 




images were obtained with Landsat 7), it is possible that most of the images in the time series 
will be discarded. For instance, using 5% as the removal threshold of contaminated images (i.e., 
images with contaminated pixels covering more than 5% of the target area), 70% of the images 
from 1984 to 2015 for the Danjiangkou Reservoir, China, have to be discarded (Pekel et al., 
2016).  
Even though contaminated images lead to underestimation of water surface area, they 
contain valuable information about the water body (such as portions of the water body 
boundaries). By removing these images, this information is discarded. Several studies used a 
digital elevation model (DEM) to correct contaminated pixels (Khandelwal et al., 2015; Klein et 
al., 2015). However, DEMs cannot reveal the bathymetry of most global reservoirs. Instead of 
explicit bathymetry, water bodies in DEMs generally have a flat area, which shows the water 
surface elevation during the DEM acquisition period (Gesch et al., 2002; Jarvis et al., 2008). As 
a result, the DEM based contamination correction method cannot be applied to a situation where 
the water level is lower than the DEM water surface. Thus, how to take advantage of the 
contaminated images and apply an automatic correction to get full water coverage is an 







INTEGRATING A RESERVOIR REGULATION SCHEME INTO A SPATIALLY 
DISTRIBUTED HYDROLOGICAL MODEL* 
 
2.1 Introduction 
To maximize the benefits from limited freshwater resources, and to mitigate flood risks, 
numerous reservoirs have been constructed during the past several decades throughout the world. 
According to Chao et al. (2008), the volume of global accumulative water impounded by 
reservoirs on land has risen from about 1,000 km3 in 1950 to 11,000 km3 in 2007, which is 
equivalent to an extra 30 mm of global sea level. Throughout the world, there are about 16.7 
million reservoirs that have surface areas of 100 m2 or greater (Liu et al., 2016). These reservoirs 
expand the global terrestrial water surface by about 305,000 km2 (Lehner et al., 2011). Different 
types of reservoirs can serve a variety of applications such as flood control, 
agricultural/municipal/industrial water supply, and hydropower (World Commission on Dams, 
2000). Of the most importance, reservoirs reduce the uneven temporal distribution in river runoff 
(Shiklomanov, 2000). Serving as a buffer against natural water disasters, reservoirs provide us 
with great convenience and flexibility in water resources management.  
While reservoirs redistribute large amounts of surface water, they also dramatically alter 
the natural hydrological processes. Results from Graf (2006) show annual peak discharges that 
are decreased by 67% (on average), and daily discharge ranges that are reduced by 64% due to 
                                                 
* Reprinted from Advances in Water Resources, Volume 98, Gang Zhao, Huilin Gao, Bibi S. Naz,  Shih-
Chieh Kao, Nathalie Voisin, “Integrating a reservoir regulation scheme into a spatially distributed 




the construction of many large dams on North American rivers. In the continental United States 
(CONUS), the total amount of water that can be stored by its 75,000 dams is as much as one 
year’s mean runoff (Graf, 1999). In addition, because of dam-induced expanded surface water 
area, the increased water loss through evaporation from reservoirs is considerably large 
(Gallego-Elvira et al., 2010; Gökbulak and Özhan, 2006). These alterations increase the 
complexity involved with understanding the hydrological cycle.  
Most reservoirs have the capability of storing water for supply purposes, mitigating 
floods, and/or generating energy for sustaining human societies. Of the 600 largest global 
reservoirs (with an integrated capacity of 5,268 km3), irrigation and/or municipal use is the main 
or secondary purpose for 274 reservoirs, and hydropower is the main or secondary purpose for 
447 reservoirs (statistics based on Lehner et al. (2011)). Compared with extracting water directly 
from streams, a reservoir based water-supply system increases the supply reliability in most 
regions (Moy et al., 1986). However, global environmental/anthropogenic changes—such as 
climate change, land-cover/land-use change (LCLUC), and population growth—pose great 
challenges to the reservoir systems (Vörösmarty et al., 2000). More variable precipitation, 
constantly increasing temperatures, and more frequent floods and droughts are all threatening the 
sustainability of water resource management (Conway, 1996; Zhao et al., 2016a). Meanwhile, 
water demands are increasing drastically driven by a fast-growing population (Oki and Kanae, 
2006).  
River/watershed management models have been widely used for simulating reservoir 
flow regulations. They usually adopt operational node-based reservoir functions. Examples of 
these models are the Water Evaluation and Planning System (WEAP; Yates et al., 2005), the 




RiverWare (Zagona et al., 2001), OASIS software (HydroLogics Inc, 2007), MODSIM (Labadie 
and Larson, 2007), and the Water Rights Analysis Package (WRAP; Wurbs, 2012). Some 
management models use embedded optimization algorithms to identify operating rules (e.g., 
WRAP), while others use predefined rules to dictate reservoir operations (e.g., RiverWare and 
WEAP). The river routing is either coupled with the reservoir functions (e.g., WEAP) or is 
conducted offline (e.g., WRAP). Because the hydrological simulations are usually lumped and 
parametric, these models are limited in representing LCLUC effects on watershed processes.  
To accurately simulate the impacts of LCLUC on the hydrological processes, physically-
based and fully-distributed models are needed. Compared to lumped models, fully distributed 
models have the capability to represent sophisticated surface routing process, and thus can better 
capture the saturation-excess and infiltration-excess runoff (Reed et al., 2004; Smith et al., 2004). 
In addition, distributed models are designed to simulate the spatial heterogeneity of the land 
cover. Because most LCLUC are not uniformly distributed in the watershed, different spatial 
pattern can generate significantly different streamflow amount. For instance, Yang et al. (2011) 
examined 7 different urban sprawl scenarios and found flood peak can be enhanced if the urban 
development occurs closer to the river channel. 
With the increase of computational capability, a number of distributed model has 
emerged (Reed et al., 2004). For example, the widely used distributed hydrology soil vegetation 
model (DHSVM) has been successfully applied in Puget Sound basin to evaluate the impacts of 
urbanization and climate change on streamflow (Cuo et al., 2008; Cuo et al., 2009). With the 
increasing impacts of anthropogenic activities on the hydrological cycle, the needs for 
incorporating flow regulation components into distributed models are also increasing. 




these facilities should be updated in the light of global environmental changes are of great 
concern for the water managers (Matthews et al., 2011; Hirsch, 2011). In parallel with present 
efforts toward hyper-resolution (e.g. less than 500m) hydrologic modeling (Bader et al., 2014, 
Wood et al., 2011), in this study we explore ways to incorporate reservoir operations at fine 
spatial and temporal scales—which will support hyper-resolution hydrologic modeling and 
decision-making for local policy makers at the scale of a specific utility, reservoir(s), or 
watershed. 
In this Chapter, a reservoir simulation module that uses conditional rules based on 
observed operational and more complex operating rules are presented. The reservoir module is 
similar to the reservoir operations schemes of ColSim over the Columbia River Basin (Hamlet 
and Lettenmaier, 1999), the Central Valley Model (CVMod) (VanRheenen et al., 2004) over 
California, and the Colorado River Reservoir Model (Christensen et al., 2004)—each of which 
are simplifications of applied complex offline reservoir operations management models. We 
integrate the reservoir module with a physically based distributed hydrologic model. More 
specifically, the new reservoir module is applicable to multiple reservoirs with multi-purpose 
flow regulations (such as hydropower water release and municipal/industrial/agricultural water 
supply). Although the model does not consider incoming flows over a future period, it is 
structured so that reservoirs share their status (storage) and conditional releases can be 
optimized. This new model builds upon the node-based reservoir models with complex operating 
rules, and adds flexibility in exploring new demand, new hydro-plants, and/or new operation 
rules. It also builds upon generic operating rules by being fully integrated with the hydrologic 
cycle. Together, the new model brings the application and decision-making capabilities from the 




for understanding flow regulations in an environment that is changing in response to fine spatial 
and temporal resolution conditions, such as extreme climate events and LCLUC.  
While the focus of this Chapter is mainly on the technical implementation of the 
integrated model, its application in a sub-basin of the Brazos River Basin is also presented. The 
integrated modeling framework and development of the reservoir module is first described in 
Section 2. A case study using the model to simulate the effects of multi-purpose reservoirs is 
presented in Section 3. Furthermore, sensitivity analyses (as described in Section 4) are 
conducted to evaluate how different designs of reservoir and input climate forcings will affect 
water storage and release.  
 
2.2 Modeling Approach 
2.2.1 The Distributed Hydrology Soil and Vegetation Model (DHSVM) 
The DHSVM is an open source hydrological model that has the capability of simulating 
various land surface processes (Figure 2.1a, 2.1b) (Wigmosta et al., 1994). It is physically based 
and supports high spatial and temporal resolution simulations. This model employs full water-
energy balance to calculate the water partitioning within each grid cell. Specifically, the Penman-
Monteith equation is used to calculate evapotranspiration (ET) from both over-story and under-
story vegetation. Surface runoff and baseflow from each grid cell are first accumulated to the 
streams, and then routed downstream according to a Digital Elevation Model (DEM)-based river 
network using the linear reservoir method. DHSVM has been successfully applied in many 
research areas, including climate change (Battin et al., 2007), urbanization (Cuo et al., 2008; Cuo 
et al., 2009), sediment transportation (Doten et al., 2006), glacier dynamics (Naz et al., 2014), 




As a hyper-resolution model, DHSVM has the capability of simulating fast hydrologic 
responses (e.g., flash flood), especially over domains which are highly spatially heterogeneous. 
Additionally, this spatially distributed and physically-based model can be used for investigating 
hydrologic impacts from changing environmental conditions such as climate change and 
LCLUC. It should be noted that DHSVM can explicitly simulate the effects of urbanization on 
the hydrological regime because of its capability to represent impervious land cover and 
detention ponds (Cuo et al., 2008). 
However, because existing versions of DHSVM can only simulate naturalized flow, the 
advantages of DHSVM have been greatly hindered when applied in regions where flow 
regulation is significant. To overcome this model limitation and leverage the model’s strengths, a 
reservoir module was developed and fully integrated into DHSVM in this study. We expect the 
DHSVM-reservoir model to be used for predicting water availability over regions with notable 
environmental changes, and/or over regions with flood control operations which require a 
dynamic response. 
2.2.2 Reservoir Module 
To maximize the functionality of reservoirs, most water management agencies divide 
their reservoirs into several pools. This approach has been well adopted worldwide, such as by 
the United States Army Corps of Engineers (USACE) (Wurbs, 1996), the China Ministry of 
Water Resources (http://www.mwr.gov.cn/), and the Central Water Commission of India 
(http://www.cwc.gov.in/). As illustrated in Figure 2.1c, each pool is designated with a specific 
service objective. The surcharge pool is the part of the reservoir that is above the spillway crest. 
The flood control pool is right below the surcharge pool, and is regulated to reduce the regional 




provided from the conservation pool, which is below the flood control pool. If hydropower 
facilities are connected to the reservoir, the conservation pool will also be responsible for 
providing water to the turbines. Because inflow varies by season, it is a common practice that the 
top of the conservation pool is adjusted accordingly by the reservoir managers. The inactive pool 
(i.e., “dead storage”) is the bottom portion of a reservoir that is retained to support several 
functionalities, such as sediment containment and ecosystem protection. In general, the top of the 
conservation pool is considered the optimal water level. If the current storage is maintained at 
this optimal level, the reservoir will have enough space to store possible incoming floodwater 
from upstream—and will also be able to release enough water (from the conservation pool) for 
various water uses. 
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Figure 2.1 Conceptual representation of DHSVM and the newly integrated multi-purpose 
reservoir module, which includes: (a) topographically based basin discretization in DHSVM; (b) 
water movement for each grid cell; and (c) the newly integrated, multi-purpose reservoir with a 
flood control pool, a conservation pool, and an inactive pool. Panels (a) and (b) are modified 
according to Wigmosta et al. (1994). Blue points in (a) represent the point reservoirs that can be 
simulated in the integrated model. (Reprinted with permission from Zhao et al., 2016b)
Reservoir bathymetric information is important for assigning the pools. Generally, the 
storage-area and storage-elevation relationships can be depicted by tabular data, linear equations, 
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or some non-linear equations that can better fit the observations. In this module, we defined the 
default option for these relationships using two exponential functions (Equations 2.1 and 2.2). 
𝐴 = 𝛼𝐴 ∙ 𝑆
𝛽𝐴 + 𝛾𝐴 (2.1) 
𝐻 = 𝛼𝐻 ∙ 𝑆
𝛽𝐻 + 𝛾𝐻 (2.2) 
where 𝐴,𝐻, and 𝑆 are the reservoir surface area (m2), the water elevation (m), and the storage 
(m3) values, respectively; and 𝛼𝐴, 𝛽𝐴, 𝛾𝐴 and 𝛼𝐻, 𝛽𝐻, 𝛾𝐻 are the coefficients for the storage-area
and storage-elevation relationships. These coefficients can be obtained by regression. The two 
equations can represent a wide range of relationships including convex (𝛽 > 1), concave (𝛽 < 1), 
or linear (𝛽 = 1) relationships. Furthermore, users have the option to characterize the bathymetry 
use other equations (e.g. quadratic). This is a user-defined parameterization which is specifically 
included for hyper-resolution modeling (and differs from large scale integrated hydrology-
reservoir models, which usually provide a default shape (Fekete et al., 2010; Liu et al., 2016)). 
Using the reservoir characteristics described above, a point reservoir module was 
developed and coupled to DHSVM. While the reservoir evaporation loss is calculated based on 
water surface area, the use of a point reservoir implies that the storage is not distributed over 
multiple grid cells but is to be managed for releases. Point reservoirs are assigned to their actual 
dam locations, and are jointly managed throughout the basin using conditional operating rules. 
There can be only one point reservoir per grid cell, and—in the case of DHSVM—one reservoir 
per river segment. Given the hyper-fine spatiotemporal resolution of DHSVM, the river routing 
was constructed using river segments that can encompass multiple grid cells for computational 
stability (Wigmosta et al., 1994).  Forced by upstream inflow and local precipitation, outflow and 
storage values at each reservoir in the basin are calculated based on the release scheme and the 
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mass balance. Figure 2.2 shows the schematic of the reservoir module and its integration into 
DHSVM. At each DHSVM time step, the reservoir simulation involves three components: the 
reservoir storage evaporation scheme, the release scheme, and the reservoir storage balance 
calculation. 
Figure 2.2 Schematic of the reservoir module and its integration into DHSVM. (Reprinted 
with permission from Zhao et al., 2016b) 
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2.2.2.1 Evaporation Scheme 
Evaporation losses from open water can be considerably large, especially in arid and 
semi-arid regions. In this study, we used Penman’s Equation (Equation 2.3; Penman, 1948) to 







𝑜 is the open water evaporation rate (kg/m2/s) at time t; 𝑚 is the slope of the saturation
vapor pressure curve (Pa/K); 𝑅𝑛 is the net radiation (W/m
2); 𝜌𝑎 is the air density (kg/m
3); 𝑐𝑝 is
the heat capacity of air (J/kg/K); 𝛿𝑒 is the vapor pressure deficit (Pa); 𝑔𝑎 is the surface 
aerodynamic conductance (m/s); 𝜆𝑣 is the latent heat of vaporization (J/kg); and 𝛾 is a 
psychometric constant (Pa/K). Although 𝝀𝒗 depends on water temperature, we used air 
temperature as a substitute by assuming that surface water and surface air are in a state of 
temperature equilibrium, without considering the thermal stratification within the water. All of 
the inputs are readily available from DHSVM forcings, or are computed by DHSVM. The 
calculated reservoir evaporation, 𝐸𝑡
𝑜, is then used in the reservoir storage water balance
computations (as discussed below in the Section 2.2.2). 
2.2.2.2 Release Scheme 
In the reservoir module, the water released at time t, 𝑄𝑡
𝑜𝑢𝑡 (m3/time step), is calculated as
a function of several factors (such as upstream flow conditions, current storage values, 











𝛼 ∙ 𝑟 ∙ (𝐻𝑡 − 𝐻𝐶)
0
(𝑆𝑡 − 𝑆𝐹)/∆𝑡
( 𝐻𝑡 ≤ 𝐻𝐼 ) 
( 𝐻𝐼 < 𝐻𝑡 ≤ 𝐻𝐶  ) 
( 𝐻𝐶 < 𝐻𝑡 ≤ 𝐻𝐹 𝑎𝑛𝑑 𝑄𝑑 ≤ 𝑄𝑑_𝑚𝑎𝑥  ) 
( 𝐻𝐶 < 𝐻𝑡 ≤ 𝐻𝐹 𝑎𝑛𝑑 𝑄𝑑 > 𝑄𝑑_𝑚𝑎𝑥  ) 
( 𝐻𝐹 < 𝐻𝑡 ) 
(2.4) 
where 𝐻𝐼 , 𝐻𝐶 , 𝐻𝐹 , 𝑆𝐼 , 𝑆𝐶 , and 𝑆𝐹 are the elevation and corresponding storage values at the top of 
the inactive, conservation, and flood control pools, respectively (m and m3). 𝐻𝑡 and  𝑆𝑡 are the
real-time elevation and storage values (m and m3). 𝑈𝑤 is the water demand (m
3/time step), which
includes multi-sectoral demand and environmental flow, and 𝛼 is the flooding condition 
multiplier (which  is equal to 1 when the inflow is not flood inflow, and  is greater than 1 when 
the inflow is flood inflow). The threshold for determining flood inflow is a user-defined 
parameter, 𝑄𝑓
𝑖𝑛.  𝑟 is the discharge coefficient (m2/time step), which is an empirical parameter
associated with the dam structure. 𝑄𝑑_𝑚𝑎𝑥 and 𝑄𝑑 are the maximum acceptable streamflow and 
the current streamflow at downstream control points (m3/time step), and ∆𝑡 is the modeling time 
step (e.g., 24 hours). 
As described in Equation 2.4, if the real time water level in the reservoir is less than that 
of the inactive pool (𝐻𝑡 ≤ 𝐻𝐼), water release will not be allowed. If the water level is greater than 
that of the inactive pool—but less than that of the conservation pool (𝐻𝐼 < 𝐻𝑡 ≤ 𝐻𝐶)—water 
release will be allocated based on the water demand (𝑈𝑤). Water demand defined in the current 
module includes both consumptive and non-consumptive uses, including municipal, industrial, 
agricultural, environmental flow, and hydropower. If a reservoir is used to simultaneously meet 
both the hydropower generation purposes and any of the other three water supply needs, water 
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first goes through the turbines to generate electricity as long as the release does not exceed 
turbine capacity. Otherwise, the excess water is released through the spillway. 
In this reservoir module, water demand (𝑈𝑤) can be either prescribed or calibrated, 
depending on data availability. If water demand information of a specific reservoir is well 
documented and accessible at the modeled time step (e.g., daily), the time series data can be used 
directly as the reservoir module input. However, this does not apply to most of the reservoirs. To 
solve this problem, we provided an empirical monthly water-demand option in this module. The 
monthly water demand data can be either acquired from existing sources (e.g., technical reports, 
water-use surveys, and/or limited observations) or estimated through calibration (when 
information is unavailable or only partially available). The monthly data is then partitioned 
evenly into water demand for each modeling time step. At a global or continental scale, water 
demand information for each reservoir is typically derived by associating spatially distributed 
estimates of demand with the nearest reservoirs. This is based on a grid cell’s location with 
respect to the reservoir (elevation, distance from downstream impounded channel) and the 
reservoir’s capacity (Haddeland et al., 2006; Hanasaki et al., 2006). However, the derivation of 
the demand can be a source of significant uncertainty in reservoir operations (Biemans et al., 
2011; Voisin et al., 2013a; Voisin et al., 2013b). 
When the water level in the reservoir is greater than that of the conservation pool—but 
less than that of the flood control pool (𝐻𝐶 < 𝐻𝑡 ≤ 𝐻𝐹)—water is evacuated as soon as practical 
to protect the dam. However, this release cannot exceed the maximum flow capacity of the 
downstream river channels (𝑄𝑑_𝑚𝑎𝑥). If the downstream flow is less than the channel capacity 
(𝑄𝑑 ≤ 𝑄𝑑_𝑚𝑎𝑥), the water release rate is calculated based on the difference in elevation between 
the current water level and that of the conservation pool (Equation 2.4). When the upstream river 
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basin is flooded, the flood control pool is evacuated and the flooding condition multiplier 𝛼 is 
assigned a value greater than 1. The parameter 𝛼 was first introduced by Lund and Ferreira 
(1996) to prevent the dam from being overtopped by floods. If 𝛼 is not provided for a given 
reservoir, users can either assign it based on experience or calibrate it against downstream flows. 
According to Equation 2.4, if a flood event is detected downstream (𝑄𝑑 > 𝑄𝑑_𝑚𝑎𝑥), all of the 
reservoir gates are closed immediately—and they will remain closed until the downstream flow 
is under the channel capacity. Finally, in this reservoir module, when a severe flood event causes 
the flood control pool to be overtopped (𝐻𝐹 < 𝐻𝑡), the reservoir will release all of the water that 
exceeds its flood control capacity. 
For a multi-reservoir system, water needs to be held in upstream reservoirs as much as 
possible to increase the flexibility of supplying water to downstream users. To implement this, 
our reservoir module is designed as follows: For each reservoir in the system, its water supply is 
first used to meet the demands (i.e., hydropower, municipal, agricultural) located in the 
immediate downstream river reach (but not downstream of any other reservoirs). If extra water is 
still available after meeting such demands, then the extra water can be allocated to reservoirs 
further downstream which cannot meet their own local demands (i.e., the demands from their 
immediate downstream river reaches). Similarly, if a given reservoir does not have enough water 
to meet local demands, then water will be extracted from upstream reservoirs. Thus, in this 
model there are multiple options for satisfying the demands of a multi-reservoir system. This 
process is consistent with other approaches used in coupled hydrology-routing-reservoir models 
(Hanasaki et al., 2006), which also use generic operating rules. In this case study, parameters 
associated with reservoir operating rules were calibrated (see Section 4.1) by adjusting the 
releases  to provide downstream reservoirs with the supplies they need to satisfy their own local 
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demands. For a complicated system, optimization is an option to achieve specific objectives 
(e.g., highest economic outcome). The rule of holding water in upstream reservoirs is also 
applicable to flood conditions. The release from an upstream reservoir needs to be stopped if its 
adjacent downstream reservoir is crested. However, if the upstream reservoir water level is above 













𝐷𝑅 are the downstream reservoir real-time elevation and flood control pool
elevation values, respectively. 
In large-scale integrated hydrologic modeling, the caveat for generic reservoir operating 
rules is that they do not allow for joint management among reservoirs (Hanasaki et al., 2006). 
However, basin-specific case studies, which provide more information about joint management 
practices, allow for simulations of joint operating rules among reservoirs (e.g., for flood control) 
(Mateo et al., 2014). Offline optimization of reservoir operations is also possible in large-scale 
modeling, although it increases the computational burden—and still results in a simplified 
regulation system in which only major reservoirs are represented (Haddeland et al., 2006; Zhou 
et al., 2016). In operational basin-scale reservoir management, multiple sets of optimized 
seasonal to inter-annual operating rule curves are available—and the selection of the optimum 
set is based on a projection of seasonal inflow into the reservoir. This insight is usually available 
when the reservoir model is run offline of the hydrology model, with a time series of naturalized 
inflow into the upstream reservoir (and the contributing segments) provided. Because those 
reservoir models are offline, 2-way coupling and the representation of interdependencies 
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(between the hydrology model and the river routing and reservoir models) are limited. In this 
study, we chose to better represent the above mentioned interdependencies (by implementing a 
reservoir module into the DHSVM hydrologic model), while using a compromised choice with 
regard to the optimum set of operating rules (e.g., the release decision has no insight on the 
future inflow). The implementation of this reservoir module within DHSVM (with fully coupled 
hydrology, river routing, and reservoir processes) is compatible with future applications 
involving the coordination of reservoirs through the optimization of the empiric release rules. 
However, the computational burden of the hydrology part remains, and therefore the future 
optimization of DHSVM reservoir operations will need to be accompanied by computational 
changes such as parallel processing. 
2.2.2.3 Reservoir Storage calculation 
Considering the mass balance, Equation 2.6 is used to represent the change in reservoir 
storage: 
𝑆𝑡 = 𝑆𝑡−1 + ∆𝑡 ∙ (𝑄𝑡
𝑖𝑛 − 𝐸𝑡
𝑜 ∙ 𝐴𝑡 − 𝑄𝑡
𝑜𝑢𝑡 − ∆𝑠𝑒𝑑) (2.6) 
where 𝑄𝑡
𝑖𝑛 𝑎𝑛𝑑 𝑄𝑡
𝑜𝑢𝑡 are the inflow and release values (m3/time step); 𝐸𝑡
𝑜 is the open water
evaporation (which is calculated in Equation 2.3, m3/time step); ∆𝑠𝑒𝑑 is the sedimentation rate
(m3/time step); and ∆𝑡 is the time step.  
Sedimentation, which is caused by the trap efficiency (TE) of the dams (Brune, 1953), is 
an important process within a given reservoir. It reduces the reservoir storage capacity by 
gradually accumulating the sediment from upstream inflows and from the surrounding areas. 
According to Mahmood (1987), one percent of the total storage capacity in global reservoirs is 
filled by sediment every year. In this module, we introduced a sedimentation parameter to 
26 
account for this impact (∆𝑠𝑒𝑑). Even though our reservoir module can also be integrated into 
other simpler and coarser (or even statistical) watershed models, the implementation is 
customized to the hyper-resolution hydrology model DHSVM for two reasons. First, although 
the difference between a simpler/coarser model and a fully distributed physically based model 
(e.g., DHSVM) may be very small for a relatively homogeneous large watershed at a low 
temporal resolution (e.g., monthly), a simpler model is unlikely to accurately represent highly 
spatially heterogeneous land cover and/or to accurately simulate flows at fine time steps. Second, 
DHSVM can provide a full set of input data to the reservoir module, which allows the module to 
accurately represent all of the attributes involved in the operations (e.g., flood control, 
evaporation from reservoir, sedimentation, and (future) water temperature). 
2.2.3 Model Integration 
The point reservoir module is integrated into the DHSVM routing scheme to represent 
reservoirs at their real locations (instead of lumping them together at basin/subbasin outlets). 
Meanwhile, multiple reservoirs can be simulated simultaneously as part of the channel routing 
process. In the latest version of DHSVM, the river channels are represented by connected river 
segments, and the routing is executed according to the order of the segments. However, by 
adding the point reservoirs, the connected segments (where the dams are located) are divided 
into upstream and downstream sections. To represent the reservoir regulation effects, DHSVM 
was modified as follows: (1) If the routed flow reaches a segment where a point reservoir is 
located, the reservoir receives inflow from the upstream section. (2) Reservoir storage and 
release at the current time step is then determined according to the operation rules, previous 
storage values, evaporation, release amounts, and sedimentation rates (Figure 2.2, Equation 2.6). 
In addition, the reservoir module examines the streamflow from the downstream controlled river 
27 
segments and then modifies the release scheme accordingly. (3) Released water enters the 
routing network at the downstream section. After computing the reservoir release amounts, 
downstream water users can extract water from specified downstream river segments. This is 
implemented by specifying the locations (i.e., the given river segments) and amounts of extracted 
water in the module. Similar to the reservoir water demand data, water extraction data can also 
be input as time-series or empirical monthly values at the segments of interest. Extracted water 
can be used for multiple purposes including agricultural, municipal, industrial, and others. In the 
current module version, non-point return flow is not accounted for, and only consumptive use is 
extracted. However, point return flow may enter the river network at any location (either the 
same as the extraction location, or somewhere else). For instance, a drinking water treatment 
plant (water user) and a wastewater treatment plant (water contributor) could both be simulated 
in the module. In this application, the water demand is prescribed and it has combined the 
information such as consumptive use, irrigation technologies, and delivery efficiencies. Return 
flow, and groundwater dynamics associated with pumping, will need to be developed during 
future work. Implicit return flow and groundwater components are currently being developed 
within certain existing water management (WM) models (Voisin et al., 2015). A future 2-way 
coupling between the WM and hydrology models would explicitly address i) the redistribution of 
withdrawn water onto crop covered grid cells as an additional forcing, and ii) groundwater 
dynamics when WM is coupled to models (like DHSVM) with water table dynamics and lateral 
flow. 
The integrated model can be executed on any Linux/Unix system with a C language 
compiler. Due to the high spatiotemporal resolution of DHSVM, significant computational 
capability is needed to run this integrated model (even though the reservoir module only adds to 
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the running time slightly). However, users can reduce the modeling time by dividing the study 
sites into multiple parts. Thus, even though the integrated model is better when used at a 
watershed scale (due to computational expense), it can also be employed at a basin scale by 
dividing the basin into multiple watersheds (sub-basins) which can be simulated simultaneously 
using high performance computing capabilities (Zhao et al., 2016a). 
2.3 Integrated Model Application: Case Study over the Lake Whitney Watershed 
2.3.1 Study Area 
The Lake Whitney watershed (Figure 2.3) is located in the middle of the Brazos River 
Basin, which is the second largest river basin in Texas. The total area of the Lake Whitney 
watershed is 5,290 km2, and its elevation ranges from 125 to 454 m. Besides Lake Whitney (a 
USACE reservoir with a capacity of 2.59 × 109 m3), there are three other lakes/reservoirs in this 
watershed —Squaw Creek reservoir, Lake Pat Cleburne, and Aquilla Lake. The main purpose of 
the Squaw Creek reservoir (with a capacity of 1.87 × 108 m3, about 7% the size of Lake 
Whitney) is to provide cooling water for the Comanche Peak Nuclear Power Plant. Lake Pat 
Cleburne (with a capacity of 3.21 × 107 m3, which is about 1% the size of Lake Whitney) is 
owned and managed by the City of Cleburne (population 29,377 in 2010) to provide water for 
municipal uses. Aquilla Lake (with a capacity of 2.64 × 108 m3, about 10% the size of Lake 
Whitney) is also managed by the USACE as a part of the Brazos River Basin flood control 
project. Compared to Lake Whitney, storage variations over the Squaw Creek reservoir and Lake 
Pat Cleburne are so small that their alteration of the streamflow can be ignored. Therefore in this 
study, we chose to focus on modeling Lake Whitney and Aquilla Lake. 
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Figure 2.3 The Lake Whitney watershed in the Brazos River Basin, Texas. The confluence of the 
Brazos River with the Bosque River was chosen as the outlet, and U.S. Geological Survey 
(USGS) Gauge 08091000 was chosen as the inlet. The streamflow from Lake Whitney to the 
outlet is restricted to under 708 m3/s, and to under 85 m3/s for Aquilla Lake. (Reprinted with 
permission from Zhao et al., 2016b)
As the largest of all 28 reservoirs (by storage capacity) in the Brazos River Basin, Lake 
Whitney (Figure 2.3) plays an essential role in water resources management in central Texas. 
Whitney Dam was constructed during the period from May 1947 to April 1951, followed by 
deliberate impoundment. The main purpose of this reservoir is to prevent the flooding of 
downstream areas. It is also used for hydropower generation, municipal and industrial water 
supply, and recreation. 
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Since the construction of the Lake Whitney Dam, the natural streamflow in the 
downstream areas of the Brazos River has been altered significantly (Figure 2.4). After the 
impoundment, downstream averaged monthly maximum flow decreased from 213.79 m3/s 
(USGS Gauge 08093100, from October 1938 to November 1951) to 108.74 m3/s (from January 
1954 to December 2014). The presence of Lake Whitney has significantly reduced the 
downstream flood risk. The only exception occurred in May 1957, when southern and central 
Texas experienced catastrophic floods. And even though Lake Whitney was forced to release 
more water because its flood pool was full, it prevented the downstream area from suffering 
more severe flood damage. Figure 2.4 also shows that—even on a monthly scale—the 
precipitation variability is still quite large, which adds to the necessity of efficient reservoir 
operations. Meanwhile, the annual evaporation of Lake Whitney is about 2.47 × 108 m3, which is 
about one-third of the conservation pool volume. 
Aquilla Lake is a relatively smaller lake in the Lake Whitney watershed. It was 
impounded deliberately in April 1983, shortly after the construction of the Aquilla Lake Dam 
(from March 1982 to January 1983).  It is part of the flood control project in the Brazos River 
Basin. Besides flood control, other purposes of Aquilla Lake include water supply and 
recreation. 
Historically, Lake Whitney and Aquilla Lake have significantly contributed to water 
resources management in this region. However, under the impacts of future climate change (such 
as extreme events), there is an increasing concern about the resilience of these lakes in terms of 
flood control, water supply, and hydropower generation. In addition, the operation rules--which 
were made based on an assumption of historical stationarity —need more quantitative evaluation 
and are subject to change (Milly et al., 2008). The investigation of non-stationarity (of a non-
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linear nature) in integrated natural and human systems to support adaptations was the overall 
motivation for the development of this integrated model. Therefore, we use the modeling results 
and analysis over Lake Whitney to answer some important water management questions, such 
as: 1) How will climate change induced extreme events affect the current water management 
practices and hydropower generation? 2) Is there a need for adapting current operation rules to a 
changing climate, and (if so) how to go about this? Furthermore, an integrated model such as this 
will help us to better evaluate the need for constructing more reservoirs in a given river basin (for 
increasing water availability)—or, conversely, for removing outdated reservoirs in an attempt to 
restore the natural ecosystem. 
Figure 2.4 Monthly maximum streamflow observations (USGS Gauge 08093100) at the 
downstream channel of Lake Whitney. The blue line shows the monthly mean precipitation in 
the Lake Whitney watershed. (Reprinted with permission from Zhao et al., 2016b)
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2.3.2 Model Input Data 
Inputs for the integrated model include three categories—hydrologic parameters, 
reservoir configurations, and meteorological forcings—as described below. 
2.3.2.1 Hydrologic Parameters 
Hydrologic parameters include elevation, soil, and vegetation characteristics. The DEM 
was obtained from the Shuttle Radar Topography Mission (SRTM) (Jarvis et al., 2008) and was 
resampled to 200 m (i.e. to the DHSVM model resolution). Flow directions, basin mask, soil 
depth, and stream network were generated from the DEM using Arcinfo Workstation tools. The 
land-cover map was downloaded from the National Land Cover Database (NLCD) Multi-
Resolution Land Characteristics Consortium (MRLC) website (http://www.mrlc.gov/). Because 
there was little LCLUC in the Lake Whitney watershed during the past several decades, NLCD 
2001 (Homer et al., 2007) was used for the entire simulation period. In the Lake Whitney 
watershed, the main land-cover type is native grass, which accounts for 55% of the entire area. 
The rest of the watershed is covered by conifer forest (15%), mixed/deciduous forest (10%), 
urban area (8%), and other land cover types (12%). Soil texture information was acquired from 
the STATSGO2 database (Soil Survey Staff, 2016). The dominant soil type is clay loam (47%), 
followed by clay (25%), and sandy loam (19%). 
2.3.2.2 Reservoir Configurations 
Reservoir storage, elevation, and surface area data were obtained from the Texas Water 
Development Board (TWDB) to derive the rating curves for Lake Whitney and Aquilla Lake. 
The coefficients in Equation 2.1 and Equation 2.2 were estimated through regression. For Lake 
Whitney, the coefficients of determination (R2) for these two relationships are 0.999 and 0.995, 
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respectively (Figure 2.5a). The corresponding R2 values for Aquilla Lake are 0.998 and 0.996, 
respectively (Figure 2.5b). 
Figure 2.5 Fitted storage-area and storage-elevation relationships according to observations at 
a) Lake Whitney; and b) Aquilla Lake. (Reprinted with permission from Zhao et al., 2016b)
For both reservoirs, the pertinent operational data were acquired from the USACE. The 
Lake Whitney storage capacity (2.59 × 109 m3) was divided into the surcharge pool (1.11 × 106 
m3), the flood control pool (1.69 × 109 m3), the conservation pool (7.68 × 108 m3), and the 
inactive pool (5.27 × 106 m3) (Table 2.1). The lake surface area is 95.34 km2 when its water level 
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is at the top of the conservation pool. The dam has a power generation rate of 30,000 KW/hr at 
capacity, and its average annual power production (from 1953 to 2005) is 73 million kilowatt-
hours (TWDB, 2006). 
In addition to reservoir water level, flows at downstream control points are examined at 
each time step to decide whether water should be released (after Equation 2.4). For Lake 
Whitney, two downstream control points are designated by the USACE. Among these two, 
Control Point 1 (located at the confluence of the Brazos River and the Bosque River, as shown in 
Figure 2.3) is closest to the reservoir and has the minimum capacity of channel streamflow 
(amongst the two) of 708 m3/s. Control Point 2, National Weather Service (NWS) Gauge 
WBAT2, is located 64 km downstream of the reservoir and has a minimum channel streamflow 
capacity of 1,700 m3/s. Control Point 1 was selected as our outlet to represent downstream flow-
control operations. This is based on the historical experience that a full load at Control Point 1 
(708 m3/s) tends to occur more often, in which case the release from Lake Whitney will shut 
down long before Control Point 2 reaches its capacity. In fact, the flows at Control Point 2 have 
always been much less than its capacity threshold over the past 50 years (with a maximum value 
of 1,215.60 m3/s occurring on May 17, 1965). With respect to sedimentation, the survey 
conducted by the TWDB in June 2005 suggests that the conservation volume of Lake Whitney 
has decreased by 11.6% during the past 50 years (with the sedimentation rate being about 1.91 ×
 106 m3/yr) (TWDB, 2006). 
Aquilla Lake has a capacity of 2.64 × 108 m3, including the surcharge pool (8.35 × 107 
m3), the flood control pool (1.15 × 108 m3), the conservation pool (6.35 × 107 m3), and the 
inactive pool (1.15 × 106 m3) (Table 2.1). To reduce the downstream flood risk, outflow from 
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Aquilla Lake is controlled to under 85 m3/s. The sedimentation rate of Aquilla Lake is 
approximately 1.91 × 105 m3/yr (TWDB, 2009). 
Table 2.1 Reservoir configuration of Lake Whitney and Aquilla Lake (Reprinted with permission 
from Zhao et al., 2016b) 
Reservoir Lake Whitney Aquilla Lake 
Impoundment 
Date 
December 10, 1951 April 29, 1983 
Downstream 
control point 
Confluence of Brazos River and 
Bosque River 
















Inactive pool 5.27 × 106 136.79 1.15 × 106 155.45 
Conservation 
pool 
7.73 × 108 162.46 6.46 × 107 163.83 
Flood control 
pool 
2.47 × 109 174.04 1.80 × 108 169.47 
* Elevation is measured at the top of each pool.
2.3.2.3 Meteorological forcings. 
The Long-Term Hydrologically Based Dataset (1915–2011) (Livneh et al., 2013; Livneh 
et al., 2015) was used to drive the integrated model. This data set covers the CONUS at 1/16° 
spatial resolution. The daily data set contains four meteorological variables: precipitation, 
maximum temperature, minimum temperature, and wind speed. The same approach from Livneh 
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et al., (2013) was employed to obtain the other meteorological inputs for DHSVM (i.e., relative 
humidity, incoming shortwave radiation, and incoming longwave radiation). Specifically, the 
1/16° resolution forcings were downscaled to the modeling resolution (i.e., 200 m) using the 
Cressman interpolation method in DHSVM (Cressman, 1959; Wigmosta et al., 1994). 
2.4 Results and Discussion 
2.4.1 Calibration and Validation Results 
Two sets of parameters need to be calibrated: soil and vegetation parameters associated 
with the original DHSVM model, and reservoir parameters for the reservoir module. Because 
inflows into the two reservoirs are not regulated, the soil and vegetation parameters for the 
watershed were calibrated against inflow observations made by the USACE at Fort Worth 
District (http://www.swf-wc.usace.army.mil/). The calibrated soil parameters include hydraulic 
conductivity, maximum infiltration rate, and porosity. Vegetation parameters include the Leaf 
Area Index, the canopy attenuation coefficient, and the maximum/minimum stomatal resistance. 
The reservoir module parameters are the discharge coefficient and the flood inflow threshold. 
Because water-demand data by category (e.g., municipal, hydropower) are not completely 
available for both reservoirs, the empirical monthly water demand for each reservoir was 
calibrated and then evenly partitioned into daily demand in this case study. The relative bias, R2, 
and the NSE between the daily observations and the modeled results were used as the objective 
functions. These statistical variables were also used to validate the model performance.  
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Table 2.2 Simulation error statistics (calculated on a daily, weekly, and monthly basis) for Lake 
















Daily 5.94 6.23 4.9% 0.87 0.72 
Weekly 5.94 6.23 4.9% 0.87 0.73 
Monthly 5.94 6.23 4.8% 0.88 0.77 
Release2 
(m3/s) 
Daily 41.26 37.94 -8.0% 0.75 0.74 
Weekly 41.26 37.94 -8.0% 0.82 0.81 
Monthly 41.20 37.89 -8.0% 0.93 0.92 
Hydropowe
r (MWh) 





Daily 0.52 0.50 -3.3% 0.83 0.77 
Weekly 0.52 0.50 -3.3% 0.83 0.77 
Monthly 0.52 0.50 -4.2% 0.85 0.79 
Release4 
(m3/s) 
Daily 2.38 2.69 13.1% 0.54 0.51 
Weekly 2.38 2.69 13.1% 0.70 0.51 
Monthly 2.38 2.72 14.3% 0.70 0.63 
a Error statistics were calculated from 1950 to 2011. 
b Error statistics were calculated from 1983 to 2011. 
1,2,3,4 Observation data from USGS Gauges 08092500, 08093100, 08093350, 08093360, 
respectively. 
For Lake Whitney, the model was calibrated from January 1, 2001 to December 31, 2011 
and validated from December 10, 1951 (impoundment) to December 31, 2000. Figure 2.6 
suggests that the integrated model was able to reconstruct observed flow and storage variations 
reasonably well, including the impoundment in the 1950s and the change of conservation level in 
the 1960s.  Both the R2 and NSE values in Table 2.2 indicate that the model performed robustly 
at the multi-decadal scale. For reservoir elevation and release at Lake Whitney, the weekly R2 
values were 0.87 and 0.82, while the weekly NSE values were 0.73 and 0.81. With regard to 
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downstream flows, the respective weekly R2 and NSE values for USGS Gauge 08093100 were 
0.82 and 0.81. 
Figure 2.6 Calibration and validation results for Lake Whitney: (a) inflow (weekly); (b) elevation 
(weekly); (c) release (weekly); and (d) hydropower generation (monthly). Blue dashed lines 
represent the downstream channel capacity in (a) and (c), and the top of the conservation pool in 
(b).  (Reprinted with permission from Zhao et al., 2016b)
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According to USACE records, the conservation pool of Lake Whitney has been adjusted 
three times in history. In March 1968, its elevation (blue dashed line in Figure 2.6b) was raised 
from 158.50 m to 159.11 m, which later increased to 159.41 m in March 1969. In May 1972, it 
was raised to its current level (i.e., 162.46 m). The effects of this conservation pool adjustment 
on reservoir water level can be clearly observed in Figure 2.6b. 
Simulated hydropower generation results (for Lake Whitney) were also validated by 
comparing them with US Energy Information Administration (EIA) hydropower net generation 
data (http://www.eia.gov/electricity/; Figure 2.6d). The R2 value, which is equal to 0.80, shows 
good correlation. The disparity is partially due to the adoption of monthly averaged hydropower 
water releases in the case study, when in reality this varies on a daily basis. This can be improved 
by considering the sub-daily, daily, and weekly hydropower demand and scheduling in the future 
study (which would require further sub-daily hydropower generation data, and a more in-depth 
hydropower module). Nevertheless, long-term generation characteristics can be captured through 
the current integrated modeling approach. 
Because the Aquilla Lake Dam was built in 1983, the calibration and validation were 
conducted from 2008 to 2011 and from 1983 to 2007, respectively (Figure 2.7). The R2 values 
for storage and release were 0.83 and 0.70, and the weekly NSE values were 0.77 and 0.51. The 
daily R2 and NSE values were lower than the weekly and monthly values because water supply 
data for calibrating the monthly demand was not available for this reservoir. 
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Figure 2.7 Weekly calibration and validation results for Aquilla Lake (a) inflow; (b) storage; and 
(c) release. Blue dashed lines represent the downstream channel capacity in (a) and (c), and the 
top of the conservation pool in (b). (Reprinted with permission from Zhao et al., 2016b)
2.4.2 Effects of Lake Whitney on Peak and Low Flows 
The effect of reservoirs in mitigating flood peaks was also explored by comparing the 
simulated inflows and releases for Lake Whitney. Because point reservoirs were used in the 
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integrated model, the inflow to a given reservoir can be roughly regarded as the 
unregulated/naturalized outflow without the reservoir. Thus, differences between inflows (Figure 
2.6a) and releases (Figure 2.6c) reflect the influence of Lake Whitney on flow regulation. Here 
we use statistical analysis of the simulated peak flows and low flows during the period of 1953 to 
2011 to explain the impact of reservoir regulation. The averaged monthly maximum streamflow 
is 76 m3/s with Lake Whitney regulation, while the value of natural flow is two times larger (235 
m3/s). In contrast, the low flows – represented by the lowest 7-day average flow that occurs on 
average once every 10 years (7Q10) – is 0.45 m3/s with reservoir and 0.37 m3/s without 
reservoir. These results clearly show the capability of Lake Whitney in mitigating both floods 
and droughts. 
In this study, we chose the flow from 1980 to 1985 as a representative to illustrate the 
reservoir impacts (Figure 2.8). Using the flood event in October 1981 as an example (Figure 
2.8b), maximum inflow was 1,471 m3/s in the week of October 14. If this streamflow had been 
directly routed downstream with no reservoir, a huge flood event would have occurred because 
the downstream channel capacity would have been exceeded by about 700 m3/s. With flood 
control at Lake Whitney, the release was reduced to 708 m3/s. 
As compared to peak flows--which are mainly affected by dam operations--low flows are 
primarily driven by downstream water users. As explained in Section 2.2.2, model users have 
several options for incorporating information about water demand. In the case of Lake Whitney, 
hydropower water use is dominant. Thus, the released low flow mainly depends on hydropower 
water demand. We selected the low flow event that occurred from 1982 to 1984 as an example to 
show the impacts of reservoir operation on low flows (Figure 2.8c). Compared with naturalized 
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flow (inflow), the release shows significantly improved stability which increases that the water 
supply reliability in the study site. 
Thus, with the new module, the major added value is the reservoir storage simulation, 
which incorporates water use and reservoir operations. Without the reservoir module, it can be 
very difficult to assess water availability and flood risks. Along with better simulated 
streamflow, the integrated DHSVM can now be used in watersheds that have flow regulation 
activities. In addition, the integrated model provides the important capability of simulating 
detailed hydrology and water management practices simultaneously. This characteristic can be 
used for further exploration of the interdependence of these two systems. 
Figure 2.8 Impacts of reservoir operations on streamflow. Particularly, a peak flow event in 1981 
(panel b) and a low flow event from 1982 to 1984 (panel c) were selected out for better 
illustration. (Reprinted with permission from Zhao et al., 2016b)
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2.4.3 Model Parameter Sensitivity Analysis 
The integrated modeling framework provides a unique benefit for conducting 
comprehensive sensitivity tests of the reservoir parameters (which present the operation rules). 
Given the same hydrologic conditions, the effects of flow regulation depend on the selection of 
the reservoir parameters. Insufficient water storage will plague the reservoir ecosystem, 
hydropower, and recreation, while excessive amounts of water in a reservoir will increase the 
risk of dam fracturing and downstream flooding. Thus, in this study, a series of parameter 
sensitivity analyses were conducted for reservoir storage and downstream flows. In addition, the 
sensitivity analyses also help to quantify the uncertainties associated with the module 
parameters. We demonstrate the results from Lake Whitney, which has a much larger socio-
economic and environmental impact than Aquilla Lake. Among all reservoir parameters, 
reservoir storage and release are the most sensitive to the following four inputs in our current 
model configuration: monthly hydropower water demand (MHWD; the amount of water that 
needs to be released to the turbines in order to provide hydropower), flood inflow threshold (FIT; 
𝑄𝑓
𝑖𝑛 in Section 2.2.2) to determine if inflow is a flood inflow), conservation pool storage (CPS; 
𝑆𝐶 in Equation 2.4), and a discharge coefficient related to the dam structure (DC; 𝑟 in Equation 
2.4). Figure 2.9 shows the sensitivity test results of storage and release (peak, mean, and low) to 
these parameters. Analysis of the sensitivity of reservoir storage and release was performed by 
changing the calibrated value of these parameters by ±10%, ±20%,and ±50%— except in the 
case of CPS, which was changed by the order of +20% to -20%. 
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Figure 2.9 Sensitivities of reservoir storage (non-shaded area) and release (shaded area) to (a) 
monthly hydropower water demand; (b) flood inflow threshold; (c) conservation pool storage 
(with -20% to +20% variability); and (d) discharge coefficient. The middle bar is the result using 
the calibrated parameter value. The box represents the results using the parameter when 
perturbed from -20% to +20%. The whisker represents the results using the parameter perturbed 
from -50 (without dots) to +50% (with dots). Peak/Low storage was calculated by averaging the 
monthly maximum/minimum storage. Low release flow was defined as the minimum 3-day 
streamflow, while peak release was calculated by averaging the monthly maximum release. 
(Reprinted with permission from Zhao et al., 2016b)
Results indicate that MHWD has a significant inverse correlation with storage. If MHWD 
is reduced by 50%, average storage will correspondingly increase by 3.9% (Figure 2.9a, non-
shaded area). However, because peak release is mostly affected by flood events while low 
release is influenced by environmental control flow, the impact of MHWD on release was 
insignificant in this study (Figure 2.9a, shading area). FIT has a very small effect on both storage 
and release (a -50% change produces a 0.2% storage increase and a 0.3% release decrease, and a 
50% change yields a 0.1% storage decrease and a 0.3% release increase; Figure 2.9b). This is 
because in the integrated model—even though the use of the flood control pool depends on 
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whether the inflow is greater than the FIT—real-time release values are only based on the current 
storage conditions. For instance, if the current water level is above the top of the conservation 
pool but—at the same time—the simulated inflow is less than the IT, the reservoir will still need 
to release water quickly in order to drop the water level. Our analyses suggest that CPS is the 
parameter that both the storage and release are most sensitive to (Figure 2.9c). A reduction of 
20% CPS results in a 12.2% decrease in storage volume and a 12.6% increase in release. In 
contrast to the small effect on storage, the release is more sensitive to changes in model 
parameter values (as reflected by large variations of peak, mean, and low outflows). Peak release 
turned out to be most sensitive to CPS; a 20% decrement of CPS resulted in a 14.44 m3/s 
(21.7%) increase of peak release. In contrast, a 20% decrement of CPS only reduced the low 
release by 0.37 m3/s (2.5%). This is because when CPS is reduced, more water is released during 
flood events. For DC, clear nonlinearity can be observed (Figure 2.9d). In the -20% to 50% 
range, there is little change in storage and release values. But when DC was decreased by -50%, 
reservoir storage volume dramatically increased and release volume dramatically decreased. 
2.4.4 Sensitivity to Precipitation and Temperature Changes 
In addition to their sensitivity to model parameters (determined by operation rules), 
storage and release values are also sensitive to the meteorological forcings. Precipitation 
intensity can vary greatly over different spatial/temporal domains. Moreover, because of the 
impact of climate change and decadal oscillations such as the El Niño Southern Oscillation 
(ENSO), variability of precipitation is very likely to increase (Seager et al., 2005). Such 
increased variability clearly aggravates the complexity of water resources management in 
reservoir systems (Christensen et al., 2004; Gutierrez and Dracup, 2001; Milly et al., 2008). 
According to the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report 
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(Stocker et al., 2013), global temperature is projected to be 3.7 °C higher at the end of the 21st 
century globally than the 1986–2005 average under Representative Concentration Pathways 8.5. 
This increase of temperature will result in a higher evapotranspiration rate, which will 
subsequently affect other water budget terms. Therefore, it is necessary to evaluate how reservoir 
systems will respond to changes in precipitation and temperature. 
In this study, storage and release were examined for each season in terms of precipitation 
elasticity and temperature sensitivity. Precipitation elasticity of release ( 𝑃(𝑃, 𝑄)), as defined in 
Equation 2.7, is commonly used to estimate how the streamflow will change based on changes of 
precipitation (Sankarasubramanian et al., 2001; Schaake, 1990). To evaluate the effect of 
precipitation on storage, we defined the precipitation elasticity of storage, 𝑃(𝑃, 𝑆) (Equation 
2.8). Similarly, temperature sensitivity of release (Nash and Gleick, 1991), 𝑆𝑇(𝑃, 𝑄), and 
temperature sensitivity of storage, 𝑆𝑇(𝑃, 𝑆), were defined in Equations 2.9 and 2.10, 

















Results from Figure 2.10a-b indicate that both 𝑃(𝑃, 𝑄) and 𝑃(𝑃, 𝑆) will increase as 
precipitation increases. The range varies from 0.09 to 0.19 for storage and 0.66 to 1.68 for 
release. However, the precipitation elasticity is not always linearly correlated with the percentage 
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of change in precipitation. For example, 𝑃(𝑃, 𝑆) keeps increasing from a -30% to a 10% change 
in precipitation, but then remains constant from 10% to 30%. The increase in 𝑃(𝑃, 𝑄) indicates 
that an additional unit increase of precipitation will result in a larger increase of release. 
Eventually, the rise in inflow will cause the water level in the reservoir system to rise. However, 
because the optimal water level is defined by the CPS, reservoir managers need to release the 
excess water as soon as practical. This leads to limited growth of 𝑃(𝑃, 𝑆) when ∆𝑃 𝑃⁄  increases
from 10% to 30%. There is also a clear distinction among seasons, where winter-spring (DJF-
MAM) tends to have larger values than summer-fall (JJA-SON). This can be explained by the 
higher evapotranspiration resulting from higher temperatures in the summer and fall seasons. 
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Figure 2.10 Precipitation elasticity  and temperature sensitivity for storage and release, with a) 
precipitation elasticity of release, b) precipitation elasticity of storage, c) temperature sensitivity 
of release, and d) temperature sensitivity of storage. (Reprinted with permission from Zhao et 
al., 2016b)
The trend in temperature sensitivity is similar to that of precipitation elasticity, except 
that the values are all negative (Figure 2.10c, 10d). For the same amount of precipitation, higher 
temperature will lead to a larger evapotranspiration rate, which results in less runoff. The 
positive trend of the temperature sensitivity indicates that an additional unit increase of 
temperature will result in a smaller decrease of release. Regarding seasonality, temperature 
sensitivity behaves differently from precipitation elasticity. Compared to spring-summer (MAM-
JJA), fall-winter (SON-DJF) has lower absolute 𝑆𝑇(𝑃, 𝑄) and 𝑆𝑇(𝑃, 𝑆) values. This is because,
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in Texas, fall-winter (the cold season) is more water limited, which results in a smaller increase 
in ET than during spring-summer. 
2.5 Conclusion 
Due to the spatial heterogeneity and temporal variation of hydrological variables, it is 
impossible to provide constantly reliable and riskless water supply from unimpounded river 
flow. To increase the reliability and water-use flexibility, numerous reservoirs have been 
constructed around the world. Under the impacts of overwhelming environmental changes, how 
to best manage our water resources in a sustainable manner is a growing concern. However, 
robust estimation of future water availability is still facing great challenges because of the 
difficulties involved with linking natural hydrological processes and reservoir operations. 
Therefore, in this study, a new reservoir module was incorporated into DHSVM to close this gap. 
The integrated modeling framework sets a base for improving the hyper-resolution 
representation of interdependent natural – human systems, and for supporting adaptation under 
non-stationary conditions. By conducting a case study using this integrated model, we have 
shown several outcomes: 
 The model calibration and validation results (as shown in Figures 6 and 7) suggest that
the integrated model is able to capture the reservoir release and storage variations at a 
sub-monthly level. By adding reservoirs into DHSVM, the downstream flow values can 
be simulated more accurately. 
 Reservoirs play an important role in streamflow regulation, especially with regard to
flood control practices. After being rerouted by Lake Whitney, the upstream peak flows 
can almost always be controlled to under the downstream channel capacity. 
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 Our results have shown that both storage and release values are sensitive to several
parameters—but especially to conservation pool storage. For Lake Whitney, conservation 
pool storage (which is a parameter that both storage and release values are sensitive to) 
has been changed several times in the 1960s to meet water management needs. 
 Precipitation elasticity and temperature sensitivity of release and storage have been
quantified. The precipitation elasticity of both release and storage increases when 
precipitation increases, but the scale varies by season. The temperature sensitivity of 
release and storage also shows a positive trend (in both case), but the values are negative. 
These results can be beneficial for future flood and drought risk mitigation, which is 
important for a semi-arid climate watershed. 
Even though the case study was carried out over USACE reservoirs, the integrated model 
is applicable for other reservoirs as most water management agencies use similar pool 
configurations. Model users can always tailor the settings to their own needs. For example, some 
reservoirs may not be used for flood control. This can be addressed by assigning a value of zero 
to the flood control pool volume in the module. If the reservoir has very limited information 
about the pool configuration, the corresponding parameter can also be obtained by calibration. 
This integrated model can also be coupled with optimization algorithms to improve the existing 
operation rules. Because the impoundment phase can be captured by the reservoir module, new 
reservoir design and operation rules can also be evaluated using our model. In addition, the 
capability of simulating hydropower generation can be beneficial for future energy management 
under the impact of global environmental changes. 
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While this module performs well in reservoir simulations, it does have some limitations. 
First of all, it is not a fully distributed reservoir module. Even though it can be located within a 
user-specified river segment, it cannot calculate the water interactions between the lake and its 
surrounding area in a distributed manner. To address this, we used an empirical monthly 
parameter (𝑀𝑆𝑅𝑅) to represent the process. In addition, this module was not designed to calculate 
daily hydropower water demand, which can be extremely complicated due to the highly variable 
hydropower demand. Instead, it only uses a monthly value to represent the overall release for 
hydropower. Our primary objective was to integrate a reservoir module that can provide accurate 
sub-monthly storage and release values. Therefore, we expect that the integrated model can 
provide a platform that will contribute to water availability estimation at the watershed scale by 
including natural-human system interactions. Furthermore, it can be used to investigate the 
effects of climate change on water release (and possible adaptation strategies, such as changes in 
operation rules, or by including a new reservoir) in terms of reservoir management practices.
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CHAPTER III 
A MODELING FRAMEWORK FOR EVALUATING SURFACE WATER SUPPLY SYSTEM 
UNDER NON-STATIONARITY† 
3.1. Introduction 
Resilient water supply systems are critical for urban socio-economic development. To be 
classified as resilient, a water supply system should not respond precipitously to a major 
‘surprise’ during its economic life (Fiering, 1982). Currently, most of the existing water 
infrastructures were designed with the assumption of stationarity—a belief that historical 
statistics can be applied to future decision making (Matthews et al., 2011; Koutsoyiannis & 
Montanari, 2015). However, this assumption is challenged by ongoing global environmental 
changes, such as climate change, population growth, and land use land cover (LULC) change 
(Milly et al., 2008; Gao & Bryan, 2017). Subsequently, the sustainability of our water resources 
management systems is at unprecedented risk (Dovers & Handmer, 1992; Hirsch, 2011). 
To manage a water supply system sustainably, the key is to balance water availability 
with water demand. Yet both availability and demand are susceptible to non-stationarity. On the 
availability side, there are multiple non-stationary factors such as climate change, flow 
regulation, LULC change, and increasing groundwater withdrawals (Kundzewicz et al., 2008; 
Zhang et al., 2015; McDonald et al., 2014; Barlow & Leake, 2012). Among these, climate 
change induced precipitation alteration is expected to result in the largest impact on water 
† Reprinted from Journal of Hydrology, Volume 563, Gang Zhao, Huilin Gao, Shih-Chieh Kao, Nathalie 
Voisin, Bibi S. Naz,  “A modeling framework for evaluating the drought resilience of a surface water 
supply system under non-stationarity”, Pages 22-32, Copyright (2018), with permission from Elsevier 
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availability (Milly et al., 2005; Schewe et al., 2014). In the past several decades, both 
observations and model simulations have shown increasing aridity trends across the globe due to 
the changing climate (Dai, 2013). Moreover, with enhanced evapotranspiration loss due to 
increasing global temperatures, droughts are likely to be more severe with longer duration 
(Parry, 2007). On the demand side, both the net growth and migration of population challenge 
the stationarity assumption. Global freshwater consumption has increased nearly six-fold from 
1900 to 1995 as a result of population growth (Shiklomanov, 1999). Specifically, regional water 
demand has surged due to urbanization (population redistribution) for many regions in the world. 
How to best provide sufficient water for the world’s growing cities has become the most difficult 
and urgent problem for water management (House-Peters & Chang, 2011). Results from 
McDonald et al. (2011) suggest that there were 150 million people in city areas suffering from 
perennial water shortage in the year 2000. This number will increase to 1 billion by 2050 due to 
population growth. 
However, evaluating future water supply resilience in a non-stationary fashion is 
critically difficult, primarily due to three challenges. The first challenge is that the current 
modeling tools are inadequate to represent the dynamic feedback between hydrologic 
variabilities and water management decisions. Currently, natural hydrological processes and 
water management activities are modeled in a separate or not-fully-integrated manner (Muttiah 
& Wurbs, 2002; Portland Water Bureau, 2002; O’Hara & Georgakakos, 2008; Matonse et al., 
2013). Despite in-depth thoughts and processes existing in both types of models (i.e., natural 
rainfall-runoff versus operational reservoir management models), the connections were usually 
loosely made through a few selected surface water controlling points. This simplification would 
inevitably lead to inaccurate simulation of water availability and demand, as well as their 
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dynamic two-way interactions (Zhao et al., 2016b). A few models—such as the Hydrological 
Simulation Program-Fortran (HSPF; Bicknell et al., 2001) model and the Soil and Water 
Assessment Tool (SWAT; Arnold et al., 2012)—are capable of addressing processes on both 
sides. However, such models are usually lumped/semi-lumped and are insufficient to represent 
dynamic features such as enhanced open water evaporation through reservoirs. Therefore, full 
integration of the spatially distributed hydrological processes with water management activities 
should be prioritized for model development and employment. 
The second challenge is that droughts are intrinsically difficult to predict—especially in 
the long-term future (given the large uncertainties). Considering its low probability and our 
limited observational records, future drought scenarios that fully rely on historical observations 
(Frick et al., 1990; Bekele & Knapp, 2010) may underestimate the severity and trend of future 
droughts in the context of notable thermodynamical and dynamical global changes (Emori & 
Brown, 2005; Seager et al., 2010). Even for the historical period, there are still disagreements 
about the trends of global drought (Dai, 2013; Sheffield et al., 2012). In order to evaluate water 
supply resilience more reliably, there is a need to utilize ensemble-based future drought 
projections to support our decision making. 
The third challenge is that both availability and demand estimates involve large 
uncertainties, which add another layer of complexity to the water supply resilience evaluation. 
Yet uncertainty analysis is important for policy makers who make important decisions under an 
environment of risk. Thus, quantification of uncertainties associated with non-stationarities is 
critical for water resilience evaluation. 
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To our knowledge, there have been very few studies that focus on water supply resilience 
under multi-year droughts using fully distributed hydrological models dynamically coupled with 
water management systems (Amarasinghe et al., 2016; Watts et al., 2012; Collet et al., 2015). 
Most of these studies mainly tested the system resilience based on historical or artificially 
designed droughts—and not on the expected future droughts derived from state-of-the-art 
climate models. Therefore, in this study we used a novel modeling framework which integrates 
hydrological processes and water management decisions (Zhao et al., 2016b) to overcome these 
limitations and dynamically evaluated water supply resilience under the impacts of two most 
significant sources of non-stationarities—potential multi-year droughts, and the growing demand 
from an increasing population. We specifically want to answer three scientific questions: 
1) How do sources of non-stationarities from both availability, especially under multi-year
droughts, and demand influence the resilience of a water supply system? 
2) How do uncertainties associated with these sources of non-stationarities compare, and
which side (i.e., availability or demand) is dominant? 
3) What are the possible mitigation strategies to improve water supply resilience?
In this dissertation, we use a case study to demonstrate a holistic approach for evaluating 
the future water resilience of large cities under an environment of non-stationarity by bridging 
the gap between hydrological modeling, water management practices, climate change studies, 
and population/demographic projections. In Section 2.2, the selected study area, the City of 
Dallas, is introduced. The detailed methodology is explained in Section 2.3. In Section 2.4, the 
model calibration/validation results are first demonstrated, and then the future water supply and 
demand are compared and analyzed under various drought scenarios (with the goal of answering 
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the aforementioned scientific questions). Section 2.5 discusses the conclusions and the general 
applicability of this approach. 
3.2. Study area 
The City of Dallas in Texas (Figure 3.1) was selected as our pilot study area to 
demonstrate the modeling framework, which is applicable to any surface water dominated urban 
water supply system. Dallas is the ninth largest city in the U.S. in terms of population size. From 
1950 to 2010, Dallas has experienced very fast urbanization, both inside of the city boundaries 
and in the surrounding suburbs. Within the city alone, the population has increased from 0.43 
million to 1.20 million during this time period. With this rapid urbanization process, the 
capability of existing water systems to handle increasing future demand becomes a main concern 
for water resources planners in the area. 
Because of the limited groundwater resources, the water supply of Dallas fully depends 
on surface water, which is highly variable seasonally and inter-annually. During the severe 1950s 
statewide drought, Dallas' municipal water supply was fully depleted. The city’s major water 
source, Lake Dallas, only had a capacity of 2.39×108 m3.  This was quickly depleted once the 
drought started, and the city had to purchase salty water from the distant Red River to survive. 
Because of the severe water stress induced by this drought, policy makers launched extensive 
reservoir construction projects to reduce future drought impacts on the city (Figure 3.1). In the 
Trinity River Basin, four lakes were gradually constructed—Grapevine Lake (impounded in 
1952), Lavon Lake (1953), Lake Ray Hubbard (1969), and Ray Roberts Lake (1987). Lake 
Dallas was also expanded to 5.38×108 m3 and renamed as Lewisville Lake (1955). In addition, 
57 
the City of Dallas contracted with the Sabine River Authority for additional water supply from 
Lake Tawakoni (1960) and Lake Fork (1980). In 2010, these seven multi-purpose reservoirs 
were capable of providing about 1.89×106 m3/d for Dallas. Dallas Water Utilities (DWU) is 
responsible for the municipal water supply for the city, and for 27 wholesale customer cities. The 
total population served by DWU from the connected reservoirs was 2.40 million in 2010, with a 
total water demand of 1.63×106 m3/d (Texas Commission on Environmental Quality, 2017).  
Even though the combined capacity of these seven reservoirs is sufficient to satisfy 
Dallas water demand at 1.63×106 m3/d, the real-time reservoir storage varies considerably due to 
climate variability and other factors.  How this water supply system will respond in a non-
stationary environment is an unsolved question for the policy makers. Climate change, and the 
associated increase in severity and frequency of extreme events that affect future water 
availability, are increasing this challenge (Venkataraman et al., 2016). Meanwhile, the city will 
also be stressed by increasing water demand from population growth, which will be exacerbated 
by decreasing water availability due to more frequent drought conditions. Therefore, to better 
support policy making for the sustainable development of the City of Dallas, it is essential to 
quantify the resilience of the water supply system in the context of demographic growth and 
future potential droughts. 
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Figure 3.1 Simulated watersheds which provide inflows to the Dallas water source reservoirs.  
Both the reservoirs and USGS streamflow gauges used for model calibration and validation 
are indicated. (Reprinted with permission from Zhao et al., 2018)
3.3. Methodology 
3.3.1 Drought quantification under future climate conditions 
In a changing climate, drought projections that only use historical data are no longer 
appropriate for representing the non-stationary system. In the past decades, general circulation 
models (GCMs) have been substantially improved with regard to both model algorithms and 
spatiotemporal resolutions (IPCC, 2013). Even though these physically based models provide 
quite different projections for the future, they offer a range of possible conditions by simulating 
the evolution of the physical processes. Therefore, they are widely used for drought evaluation 
under a non-stationary climate (Ghosh & Mujumdar, 2007; Touma et al., 2015). 
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There are several drought indexes that are commonly used for quantification of different 
drought types (e.g., atmospheric, hydrological, and agricultural). In this study, we employed the 
widely used Palmer Drought Severity Index (PDSI; Palmer 1965) to quantify meteorological 
drought. As it uses the Available Water Content (AWC) of the soil to calculate other basic 
hydrologic terms (such as potential evapotranspiration (PET), potential runoff, soil recharge, and 
soil loss), it is capable of accurately capturing the drought characteristics impacting the surface 
water-based supply system of Dallas. For the PET calculation, currently there are several 
algorithms available (Thornthwaite [1948], Hamon [1960], Priestley & Taylor [1972], Penman-
Monteith [Monteith, 1965], and others). Among these approaches, the Penman-Monteith 
approach is considered the most accurate because it uses precipitation, radiative forcing, wind 
speed, and humidity data to estimate PET (instead of only using temperature, for example, such 
as the Thornthwaite’s method). The PDSI generated from Penman-Monteith PET calculations 
(PDSI-PM) has shown to be a more accurate representation of historical droughts than the more 
commonly used PDSI from Thornthwaite’s PET method (Sheffield et al., 2012). Thus, in this 
study, we employed PDSI-PM to better represent the drought processes. From this perspective, 
PDSI-PM is more physically based and thus more appropriate in this case study than other 
indexes (such as the standardized precipitation index and the aridity index) (Dai, 2011). 
Statistically downscaled meteorological forcings were adopted from the Downscaled 
Coupled Model Intercomparison Project Phase 5 (CMIP5) Climate and Hydrology Projections 
(Reclamation, 2013). However, not all GCMs from CMIP5 are suitable for application on any 
given target watershed (Chiew et al., 2009). By comparing the cumulative probabilities between 
the GCM-based PDSI-PM and the observation-based PDSI-PM during the historical period 
(1950–1999), 8 models (out of 19) were selected to provide future drought scenarios given their 
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abilities to better represent the historical drought patterns. Representative Concentration Pathway 
(RCP) 8.5 was selected as an example to demonstrate the drought quantification framework. 
Compared with other RCPs, RCP 8.5 offers a larger uncertainty range for testing the water 
supply resilience. 
Drought quantification was conducted in two steps. First, PDSI-PM time series were 
calculated for each of the 8 GCMs. In order to choose the drought events of interest from the 
time series, a threshold (under which droughts are defined) was applied. In the original study 
conducted by Palmer (1965), -0.50 was used as a threshold based on a case study in central Iowa 
and Kansas. However, this value was rather arbitrarily selected and was not identified based on 
physical meaning (Alley 1984). Thus, a location specific PDSI-PM threshold is more appropriate 
for quantifying the beginning and ending of droughts (Burke et al. 2006; Ryu et al. 2014; 
Svoboda et al. 2015). In this study, we used the 20th percentile of historical PDSI-PM values as 
the threshold. Second, the most severe droughts were selected based on the cumulative PDSI-PM 
deficit for two future periods (Figure 3.2 and Table 3.1). Period 1 is from 2000 to 2049, and 
Period 2 is from 2050 to 2099. We used the most severe droughts because they can better test the 
resilience of the water supply system, and therefore provide the worst possible situation (that 
can, in turn, help to adjust current policy). 
Both Figure 3.2 and Table 3.1 suggested significant non-stationarity in future water 
availability (introduced by prolonged droughts). From Period 1 to Period 2, the average drought 
duration has increased from 23 months to 36 months. Similarly, the drought severity, which is 
the cumulative PDSI-PM deficit, has increased from 36.5 to 84.1. Specifically, the most severe 
drought in Period 2 lasts for 61 months, resulting in a severity of 181.3. 
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Figure 3.2 PDSI-PM time series from 8 GCMs in the RCP8.5 scenario. Grey shaded areas 
represent the most severe droughts based on a threshold of -1.924 (i.e., the 20th percentile 
of historical PDSI-PM) for Period 1 and Period 2. (Reprinted with permission from Zhao et 
al., 2018)
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Table 3.1 List of the most severe droughts in the historical record and projected by GCMs. The 
1950s drought was used as a baseline (Reprinted with permission from Zhao et al., 2018)











Observation 3/1/1954 11/30/1956 58.4 19.7 33 39.1 
2000–
2049 
CANESM2 12/1/2011 11/30/2013 47.8 20.2 24 58.1 
CESM1-BGC 7/1/2043 5/31/2045 65.1 20.5 23 15.8 
CNRM-CM5 5/1/2043 2/28/2045 65.4 20.8 22 21.7 
CSIRO-MK3-
6-0 
4/1/2022 5/31/2024 58.3 19.9 26 26.4 
GFDL-ESM2M 4/1/2030 11/30/2031 53.8 22.0 20 38.3 
MIROC-ESM 2/1/2013 10/31/2014 51.4 21.0 21 43.2 
MPI-ESM-MR 3/1/2037 12/31/2039 51.8 21.6 34 70.6 
MRI-CGCM3 4/1/2005 7/31/2006 63.1 20.5 16 18.3 
2050–
2099 
CANESM2 1/1/2096 7/31/2097 46.4 25.6 19 48.3 
CESM1-BGC 7/1/2093 7/31/2095 62.5 23.7 25 46.0 
CNRM-CM5 7/1/2074 3/31/2077 58.1 22.1 33 61.9 
CSIRO-MK3-
6-0 
11/1/2075 8/31/2079 55.4 23.1 46 77.9 
GFDL-ESM2M 12/1/2091 12/31/2096 52.9 22.3 61 181.3 
MIROC-ESM 6/1/2088 12/31/2092 59.5 24.9 55 159.3 
MPI-ESM-MR 7/1/2093 9/30/2095 56.7 25.2 27 52.6 
MRI-CGCM3 4/1/2071 5/31/2073 68.4 21.1 26 45.4 
3.3.2 Water demand under growing population 
Water demand is the total amount of water used by consumers. To ensure the regular 
operations of a society, the water demand should be satisfied regardless of the external 
circumstances (e.g. flood or drought). However, there are a number of factors that can influence 
water demand, especially with respect to population growth and changes in water use per capita 
per day (WUPCD). Some other influential factors include economic activities, LULC change, 
water price, water leakage, water recycling, and others. 
63 
Since water demand is affected by many factors (each with associated uncertainties), its 
future projection is usually limited. For example, many climate studies use fixed values for these 
parameters and provide multiple (or even single) scenarios for the water demand (Wu et al., 
2015; Ranatunga et al., 2014; Laghari et al., 2012). Furthermore, there are no quantified 
uncertainties associated with the demand scenarios. This dramatically restricts the application of 
these studies in the policy making process. 
Historically, the city planners have been managing the water supply reservoirs as a 
system. Therefore, we made future projections based on the total water use from these 7 
reservoirs (instead of making an individual projection for each one of them). Using the 2007-
2011 water use data as the initial condition, a Monte-Carlo simulation was utilized to estimate 
future water demand in order to obtain the most likely demand values with their associated 
confidence intervals. It is assumed that the future water demand is primarily affected by 
population and WUPCD. For population, we defined an increase rate, 𝑟𝑁, which follows a 
normal distribution – an approach used in many studies (Hone, 1999; Nam & Reilly, 2013). The 
average population increase rate (𝑟𝑁,) is set to 1.32%/yr for the City of Dallas according to the 
Dallas City Council (2014). With respect to WUPCD, there is a decreasing trend due to 
technology improvement and policy intervention over the past 30 years (Texas Water 
Development Board [TWDB], 2016). In 2011, the average WUPCD for Dallas was about 745 
liters, which has reduced by 235 liters since 2000. However, compared with other US cities – 
such as New York City, which currently has a WUPCD of 450 liters – there is a large potential to 
further reduce the Dallas water demand per capita. Thus, TWDB projected a continuous 
reduction of WUPCD for Dallas. The average decrease rate is 0.45%/yr (TWDB, 2016). The 
decreasing rate of WUPCD, 𝑟𝑈, is also assumed to follow a normal distribution to account for 
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possible uncertainties (Billings & Jones, 2011). The parameters of these two normal distributions 
were estimated according to the Dallas City Council (2014). Other factors such as water supply 
leakage and rainfall harvest – which are considered to be water conservation practices (see 
Section 2.4.3) –are not represented in Equation 3.1. 
𝑊𝐷 = 𝑁0 ∙ (1 + 𝑟𝑁)
𝑡 × 𝑈0 ∙ (1 − 𝑟𝑈)
𝑡 (3.1) 
𝑟𝑁 = 𝑑𝑛𝑜𝑟𝑚(𝜇𝑁, 𝜎𝑁, 𝑎𝑁,𝑚𝑖𝑛, 𝑏𝑁,𝑚𝑎𝑥) (3.2) 
𝑟𝑈 = 𝑑𝑛𝑜𝑟𝑚(𝜇𝑈, 𝜎𝑈, 𝑎𝑈,𝑚𝑖𝑛, 𝑏𝑈,𝑚𝑎𝑥) (3.3) 
where 𝑊𝐷 is total water demand, 𝑁0 is the initial population, 𝑟𝑁 is the population growth rate, 
𝑈0 is the initial WUPCD, and 𝑟𝑈 is the WUPCD decrease rate. Both 𝑟𝑁 and 𝑟𝑈 follow normal 
distributions (Equations 3.2-3.3), where 𝜇, 𝜎, 𝑎, and 𝑏 are the mean, standard deviation, lower 
boundary, and upper boundary for the normal distribution. Both 𝑟𝑁 and 𝑟𝑈 are assumed to be 
statistically independent. A total of 10000 samples were generated through Monte-Carlo 
simulation to support the analysis. 
Figure 3.3 Water demand projections from 2010 to 2099. The solid line shows the median value, 
and the shaded area shows the uncertainty (1st and 99th percentiles from Monte-Carlo 
simulations). (Reprinted with permission from Zhao et al., 2018)
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After computing the probability distribution of 𝑊𝐷, the 1st, 50th, and 99th percentiles 
were selected to represent the best, median, and worst future water demand scenarios. Due to the 
randomness feature of the Monte Carlo simulation, the minimum and maximum values from the 
samples are usually sensitive to the sample size. Thus, the 1st and 99th percentiles are more 
suitable (and additionally, they can represent most of the uncertainty range of the simulation). 
The 1st percentile value represents we have a 99% confidence level that future water demand 
will be higher than this value. For convenient illustration, the 1st, 50th, and 99th percentiles are 
referred as the minimum, median, and maximum hereafter. Once the total water demand data for 
the entire City of Dallas for a future year is determined, it is distributed to the 7 reservoirs 
proportionally based on the historical water use pattern. Seasonal variation is prescribed based on 
the 5-year historical data from 2007 to 2011. Figure 3.3 shows the continuous increase of total 
water demand (i.e., non-stationarity in water demand). The median water demand increases from 
1.63×106 m3/d in 2010 to 3.35×106 m3/d in 2095. Along with the magnitude, the uncertainty 
range (the difference between minimum and maximum) is also increasing. In 2020, the 
uncertainty range is 1.32×105 m3/d, which increases to 1.84×106 m3/d in 2095.  
3.3.3 Hydrological and water management simulations 
As explained in the Introduction, a thorough understanding about the interplay between 
natural and managed water systems is critically lacking. This is because there are few distributed 
models that fully integrate natural hydrological processes and systematic water management 
practices. To close this knowledge gap, a newly developed model was employed in this study. 
The Distributed Hydrology Soil Vegetation Model with reservoirs (DHSVM-Res; Zhao et al., 
2016b) is a physically-based fully-distributed model that has explicit reservoir operation 
functions incorporated (Figure 3.4). Built upon the high spatial-temporal resolution DHSVM 
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(Wigmosta et al., 1994), the model is suitable for investigating hydrologic regimes over 
heterogeneous domains under extreme events and/or a changing environment. 
Figure 3.4 Conceptual representation of DHSVM-Res which includes: (a) topographically based 
basin discretization in original DHSVM; (b) water movement for each grid cell; and (c) the 
integrated, multi-purpose reservoir with a flood control pool, a conservation pool, and an 
inactive pool. (Reprinted with permission from Zhao et al., 2018)
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Specifically, DHSVM-Res has two features which are essential for studying integrated 
natural and managed water systems under conditions of non-stationarity. First, it explicitly 
represents the effects of urban land cover on hydrological processes using fractional impervious 
area and detention storage (Cuo et al., 2008). Second, the reservoir module is capable of 
simulating the management of a water system (e.g., multi-reservoirs) using either real or 
optimized operation rules (Zhao et al., 2016b). In-channel water withdrawals, reservoir storage 
withdrawals, reservoir water release, and return flows (e.g., flow from wastewater treatment 
plants) can be all simulated at their real-world locations within the model. In this study, we used 
historical monthly water use observations from TWDB and prescribed reservoir operation rules 
from the U.S. Army Corps of Engineers (for the water management simulations). Because most 
wastewater treatment plants for Dallas are located downstream of the simulated watersheds 
(Figure 3.1), return flow is not included in this study. 
The hydrological and water management simulations involved three steps.  First, the 
DHSVM-Res model was calibrated and validated using historical observations, including 
streamflow station data and reservoir storage data from multiple locations. We simulated each of 
the 4 subbasins (Figure 3.1) at a 200-meter resolution and a 3-hour time step. To focus on the 
non-stationarities of availability and demand, a fixed LULC map (i.e., National Land Cover 
Database 2006) was used. Because the urban growth is mostly located in the downstream regions 
of the study area (Figure 3.1), impacts of LULC change on reservoir storage and supply 
reliability are very limited. The next step involved scenario simulations. The meteorological data 
during the selected drought events (Section 2.3.1) were used to drive DHSVM-Res. For each 
drought event, the reservoir release was calculated based on the projected water demand data. 
For example, the most severe drought projected for Period 1 by MPI-ESM-MR lasts from March 
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2037 to December 2039. Thus, the predicted water demand for this time period (Section 2.3.2) 
was used for the DHSVM-Res simulation associated with this drought event. In this study, the 
1950s drought (from March 1954 to November 1956) was used as a baseline drought event. 
Because all reservoirs in the Dallas region were constructed after the 1950s drought, there was 
no corresponding water use data for this drought. Thus, we used three designed water demand 
scenarios (i.e. 2010, 2050, and 2090 water demand data) to take into account the uncertainty due 
to population and WUPCD changes. Outputs from Period 1 (2000–2049) and Period 2 (2050–
2099) were compared with the baseline (1950s drought) to assess the long-term trend. Finally, 
several mitigation strategies to promote water supply resilience were tested using DHSVM-Res 
to identify the optimal solution for mitigating drought impact. 
3.4. Results and discussions 
3.4.1 DHSVM-Res calibration and validation 
The model was calibrated from 2005 to 2011, and validated from 1980 to 2004 (Figure 
3.5). To best represent the subbasin hydrological processes and reduce the risk of overfitting, we 
chose to calibrate and validate for multiple streamflow monitoring locations. Based on data 
availability and watershed characteristics, 8 USGS gages were selected. The coefficient of 
determination (R2) and the Nash-Sutcliff model efficiency (NSE) were used as the calibration 
criteria. Overall, the simulated outputs (including reservoir water elevation and streamflow) are 
in good agreement with the observed ones. For reservoir water elevation, the R2 value ranges 
from 0.60 to 0.95 and the NSE ranges from 0.46 to 0.95. The low NSE for Ray Hubbard might 
be caused by the incomplete water use data. It is worth noting that the model can also capture the 
reservoir impoundment activities in an accurate manner, which can be useful for evaluating new 
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reservoir operations. For streamflow simulations, the R2 ranges from 0.70 to 0.85 and the NSE 
ranges from 0.43 to 0.84. These good levels of agreement benefit from the hyper-resolution and 
the explicit water management system simulations of DHSVM-Res. 
Figure 3.5 Model calibration and validation results (on a monthly scale) over 7 reservoirs and 8 
streamflow gauge locations. (Reprinted with permission from Zhao et al., 2018)
3.4.2 Impacts of non-stationary water availability and demand on system supply resilience 
Both reduced availability from multi-year drought events and increasing demand from 
population growth will significantly affect the water supply resilience. As discussed in detail in 
Sections 2.3.1 and 2.3.2, the hydrological model was used to simulate the water availability 
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under future drought events extracted from a GCM ensemble, while Monte Carlo simulations 
were adopted to calculate the growing demand from population growth and WUPCD changes. 
To quantify the water supply resilience in Dallas, we employed two metrics: the relative storage 
and the water supply reliability. Because city planners manage the 7 reservoirs as a system to 
meet the water needs of the Dallas area, we evaluated these metrics for the system (rather than 
individual reservoirs). Thus, the relative storage is defined as the total storage divided by the 
total conservation storage over the 7 reservoirs in the study domain. Similarly, the water supply 
reliability is defined as the total water supply divided by the total water demand for each month. 
The overall supply reliability for a projected drought event is calculated by simply averaging the 
monthly values. Both metrics were shown as percentage values. To facilitate the analysis, we 
focused on the temporal evolution of the droughts with the assumption that the reservoir storage 
initial state is at the top of the conservation pool for every reservoir at the beginning of each 
drought event. 
Figure 3.6a shows the relative storage from the ensemble of droughts during Period 1 and 
Period 2, as well as the relative storage from the 1950s drought under 2010, 2050, and 2090 
demands. For these simulations, the corresponding median values of the projected water demand 
were used. Clearly, the average drought duration in Period 2 (36.25 months) is significantly 
longer than that in Period 1 (21.75 months). Due to the larger severity and longer duration, the 
average relative storage during a drought drops from 69.7% to 53.6% (16.1% difference) from 
Period 1 to Period 2.   
Figure 3.6b shows water supply reliability from the ensemble of droughts during the two 
periods. During Period 1, the reservoirs can still provide a sufficient amount of water to the city 
under severe drought. Water supply reliability for most droughts can maintain a level of 100%. 
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Yet with respect to Period 2, the water supply reliability decreases dramatically due to both 
longer drought durations and larger water demand. During the first year of the drought, all of 
these 7 reservoirs can still maintain 100% supply reliability. However, the reliability value drops 
to 26% after 50 months, which indicates that these potential long-term droughts will cause 
devastating economic and ecological consequences. Comparing Period 1 with Period 2, the 
average water supply reliability during a drought drops from 95.9% to 81.7% (14.2% difference). 
There is also a significant difference in the first decision point (i.e., the first time water reliability 
drops under 100%) between Period 1 and Period 2. The median value for these 8 models 
decreases from 24 months to 14 months from Period 1 to Period 2. This decrease is mainly 
caused by water demand increase. For the 1950s drought, the first decision point decreases from 
29 months to 20 months to 13 months, as the water demand changes from the 2010 water 
demand to the 2050 demand to the 2090 demand. Typically, supply reliability is assessed under a 
worst case scenario associated with a return period, or under a large sample of events. In this 
study, we mainly focused on the most severe droughts (which are the worst scenarios that water 
managers are typically concerned with). Therefore, the reliability values are relatively low.  
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Figure 3.6 Responses of (a) relative storage and (b) water supply reliability to the CMIP5 
drought events (with the corresponding water demand) and the 1950s drought (with the 2010, 
2050, and 2090 water demand). Storage and water supply are the summation of 7 reservoirs. 
(Reprinted with permission from Zhao et al., 2018)
3.4.3 Uncertainties associated with the non-stationary water availability and demand 
Both sides of the non-stationarities – water availability and demand – involve 
considerable uncertainties. For the availability side, uncertainties can be attributed to climate 
models, greenhouse gas emission scenarios, downscaling methods, and hydrological models. 
Among these, uncertainties associated with GCM structures are generally the largest (Kay et al., 
2009; Prudhomme & Davies, 2009a; Prudhomme & Davies, 2009b; Bennett et al., 2012). By 
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choosing 8 GCM models, the uncertainties from different GCM structures can be represented in 
this study. On average, this uncertainty can result in a 13.3% variation of relative storage (Figure 
3.6a), and an 18.7% variation of supply reliability (Figure 3.6b), for Period 2. 
With respect to the demand side, primary sources of uncertainties include population 
growth rate and WUPCD change rate (Billings & Jones, 2011). The uncertainties from 
population growth and WUPCD changes can be represented using results from the Monte Carlo 
simulation (Figure 3.3). Using the projected minimum/median/maximum water demands in 
DHSVM-Res, the seasonality of relative storage and supply reliability was generated (Figure 
3.7). Figure 3.7 shows how these water demand uncertainties – represented by the 
minimum/median/maximum demand values (as shown in Figure 3.3) – propagate to the 
DHSVM-Res simulated relative storage and supply reliability under the ensemble of drought 
events. For storage, clear seasonality can be observed, with September having the lowest value. 
This is mainly caused by high summer water consumption beginning in June. In addition, the 
high evaporation rate in the summer months also exacerbates the reservoir storage depletion. 
This lowest storage level also leads to the lowest supply reliability in the same month (Figure 
3.7b). 
Compared to Period 1, Period 2 shows a much larger uncertainty range for both relative 
storage and water supply reliability. For example, the storage uncertainty range for September in 
Period 2 is 9% (from 54% to 63%) while it is 2% (72% to 74%) in Period 1. Similar to the results 
in Figure 3.6, supply reliability in Period 1 is always close to 100%, with the exception of 
August and September. Because the demand uncertainty during Period 1 is small, it has little 
effect on the storage and supply reliability. However, in Period 2, demand uncertainty will have a 
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significant impact. The resultant uncertainty range of supply reliability in September for Period 2 
is 19% (71% to 90%). 
Figure 3.7 Impacts of different water demand scenarios on (a) relative storage and (b) water 
supply reliability for each month. The water demand scenarios have minimum, median, and 
maximum values as indicated in Figure 3.3. (Reprinted with permission from Zhao et al., 
2018)
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Figure 3.8 a) Relative storage and b) supply reliability for each GCM and each water demand 
scenario for Period 2 (2050-2099). Each colored grid represents the average value during the 
drought projected by the selected GCM under a given water demand scenario. Each value to the 
right is the average of its corresponding row, while each value on the top is the average of the 
corresponding column. (Reprinted with permission from Zhao et al., 2018)
As discussed above, both availability and water demand have notable uncertainties. Thus, 
it is essential to identify which of these parts plays a more dominant role with regard to water 
supply resilience. We compared the water resilience level (in terms of relative storage and 
reliability) driven by each GCM and water demand scenario (Figure 3.8). For relative storage, 
the uncertainty range associated with GCMs is from 51% to 73%, while that from the increasing 
water demand is from 59% to 69%. Water supply reliability is in the 77% to 98% uncertainty 
range with GCMs, and the water demand uncertainty range is from 83% to 97%. In general, 
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water availability non-stationarity shows a slightly larger uncertainty range. It is worth noting 
that these range values were calculated from an ensemble mean (averaged either from the 8 
GCMs, or from the 3 demand scenarios). Because the study site for this research is the City of 
Dallas—one of the fastest growing large cities in the U.S.—the uncertainty range results from 
water demand non-stationarity are considerably significant. However, the GCM-based 
uncertainty is larger. 
3.4.4 Mitigation strategy evaluations 
In order to improve the water supply reliability, DWU has proposed several mitigation 
strategies such as additional conservation, integrating a new water source, and water use 
redistribution. In this study, the efficiency of these mitigation strategies was tested using 
DHSVM-Res: 
(1) Additional conservation. Additional conservation mainly includes improving water use 
technology and reducing leakage and outdoor water use. The estimated saving percentage of total 
water use is 7% (TWDB, 2016). These additional conservation practices are proposed on top of 
the traditional conservation measures, especially during drought events. The traditional and long-
term conservation measures (e.g., public awareness, policy intervention) were incorporated into 
the WUPCD projections (𝑟𝑈 in Equation 3.1), which tempers down the overall demand increase 
due to population growth. 
(2) Integrating a new water source. Lake Palestine is a reservoir located in the nearby 
Neches River Basin, and is proposed to supply water to Dallas in the future. Palestine is 
estimated to be able to provide 3.86×105 m3/d for DWU. However, the long distance to Dallas 
requires intensive construction of pipelines for water transfer. 
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(3) Water use redistribution. The current water use distribution among these reservoirs is 
based on the travel distance to the city, instead of the water availability (conservation storage) for 
each reservoir. For example, Lake Tawakoni has the largest conservation storage (which 
accounts for 23.8% of the total storage from the 7 reservoirs), yet it only contributes 10.9% of 
the total water supply.  Redistributing the water use among these reservoirs based on reservoir 
storage can significantly improve the water supply reliability. 
(4) Combination strategy. A combination of aforementioned 3 strategies was also tested. 
We compared the efficiency of these strategies over the longest potential future drought 
projected from GFDL-ESM2M during Period 2 (i.e., the most extreme drought) with the 
business-as-usual scenario (i.e., no mitigation strategies). Figure 3.9 shows that reservoir storage 
is continuously depleted during the drought for all of the strategies. The strategy by 
redistributing the water use shows the lowest relative storage. Consequently, even though more 
water can be supplied in the beginning, reliability will drop significantly around Month 50. Both 
additional conservation and new water source strategies show a slight increase of supply 
reliability. When all of these three strategies are combined, supply reliability shows the most 
improvement. The average supply reliability during the drought for business-as-usual is 77.8%, 
while it is 81.0%, 81.8%, 87.3%, and 93.7% for strategy 1 through strategy 4. These relative low 
reliability values are mainly caused by the chosen GCM (i.e., GFDL-ESM2M), which projects 
the worst drought in the future in this example demonstration. A non-parametric Kolmogorov-
Smirnov Test was carried out to test whether the supply reliability is significantly improved 
using these strategies (as compared with the baseline run). P values for the tests (Figure 3.9b) 
show that both redistribution and combined strategies can significantly improve the supply 
reliability. However, the redistribution strategy shows no improvement for the extreme condition 
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(and has even worse supply reliability around Month 50). Therefore, compared with the 
individual strategies, the combined strategy is the most appropriate option to efficiently increase 
the water supply reliability. 
There are two limitations worth noting in the strategy evaluations. First, we tested these 
strategies only based on hydrologic factors without considering economic factors, although we 
acknowledge that hydrologic evaluation needs to be complemented with economic analysis 
before supporting decision making. For example, an economic evaluation would allow for the 
design of a step-wise curtailment of the water supply as the drought intensifies in order to 
improve the water supply reliability in the long term and inform cost-benefit evaluation for 
additional infrastructure or contracts. Second, we used uniform mitigation strategies in a drought 
event. However, water managers might use adaptive management (changing strategies based on 
the strategy performance) in real world situations – which will improve supply reliability (Gao et 
al., 2016). 
Figure 3.9 Mitigation strategy evaluations by showing (a) relative storage and (b) supply 
reliability (using the longest potential future drought from GFDL-ESM2M as an example). 
(Reprinted with permission from Zhao et al., 2018)
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The representativeness of the results from this study is limited by several assumptions. 
First, we assumed that the initial reservoir level is at the top of the conservation pool at the onset 
of the drought. Although this makes the analysis straight forward, it tends to underestimate water 
stress. Another assumption is the simplified representation of the urban water demand (Equation 
3.1) based on population growth and WUPCD changes. However, other factors, such as 
economic development, drought specific increase in landscape water demand, water conservation 
and efficiency measures, can significantly affect our estimates (although population growth and 
WUPCD have the largest impact). Finally, Dallas fully depends on surface water, and therefore 
the groundwater contribution (less than 3% of total water supply; TWDB, 2016) was not 
considered in this study. However, techniques such as the managed aquifer recharge (MAR) 
method can help to store water in the underlying Trinity Aquifer system (Gao et al., 2014). 
Similar to the function of surface water reservoirs, the aquifer could help improving the supply 
reliability for Dallas in the future. In addition, groundwater should be incorporated in other study 
areas where it plays a significant part in the water supply system. 
3.5. Conclusion 
The resilience of water supply systems is affected by water availability and water 
demand, both of which are characterized with non-stationarity. In this study, by applying 
DHSVM-Res (which integrates detailed hydrology with water management operations) under 
selected multi-year drought scenarios in the City of Dallas, we quantified how the combined 
non-stationarity and uncertainties in multi-year drought severities and water demand growth will 




derived from GCM projections, and growing demand is calculated using Monte Carlo simulation 
by taking into account the population growth and WUPCD change uncertainties.  
Using reservoir relative storage and water supply reliability as resilience metrics, the 
conclusions of this study are: 
1). Both non-stationarities in water availability (associated with drought changes) and 
demand (associated with demand growth) have significant impacts on the water supply 
resilience. Droughts in Period 2 (2050-2099) are much more severe (with longer 
duration) than those in Period 1 (2000-2049). Consequently, water supply becomes less 
reliable in Period 2. With no curtailments or changes in operations, supply reliability 
could drop to 26% after a 4-year drought. The first decision point (at which reliability 
drops under 100%) decreases from 24 months to 14 months from Period 1 to Period 2. 
2). Both uncertainties associated with availability and demand non-stationarity are large, and 
their combination affects the projected future water resilience estimates. For water 
availability, the primarily source of uncertainties is GCM structure. In this study, it was 
found that the GCM model ensemble (which contains the 8 best performing models for 
drought simulation in the region) results in an average of 22% uncertainty range in 
relative storage and an average of 21% uncertainty range in supply reliability when 
taking Period 2 as an example. For water demand, the uncertainties are from population 
growth and WUPCD reduction, and result in a 10% range in relative storage and 14% in 
supply reliability. Over the second period, both uncertainties are of the same order of 
magnitude, which should further motivate water supply resources adequacy studies to 




3). None of the tested individual water management strategies (i.e., additional conservation, 
integrating a new water source, and water use redistribution) alone would be sufficient to 
significantly improve the water supply resilience for the City of Dallas under combined 
uncertainties in multi-year drought induced water availability decrease and population-
growth induced water demand increase. A combination of these adaptation strategies is 
more appropriate for more robust long-term water supply resilience. With the feedback to 
water availability represented, this fully integrated framework can help inform economic 
analysis to select the best mitigation strategy. 
This study demonstrates an end-to-end approach for evaluating water supply resilience 
under multiple sources of non-stationarity in an urbanized watershed. It bridges the gap between 
climate projections, demographic projections, high resolution hydrological modeling, water 
management operations, and best management practices.  The current framework allows for 
representing water availability and associated uncertainties in space and time in a consistent 
manner (instead of deriving synthetic uncorrelated flow at each reservoir).  The simulation 
results can be beneficial for the city managers to improve the water supply resilience, especially 







ESTIMATING RESERVOIR EVAPORATION LOSSES FOR THE UNITED STATES 
 
4.1. Introduction 
With the fast growing population, it was projected that 5.3 billion people will live under 
water stress and water scarcity globally by 2030 (Organisation for Economic Co-operation and 
Development, 2008). Most of the affected population relies on surface water—especially the 
water impounded by reservoirs, which can be easily accessed and managed (United Nations 
Environment Programme, 2013). In addition to supplying water for agricultural, municipal, and 
industrial uses, reservoirs can also be used for flood control and hydropower generation. From 
1950 to 2007, the volume of global accumulative water impounded by reservoirs rose from about 
1,000 km3 to 11,000 km3, reducing the global sea level rise by 30 mm (Chao et al., 2008). 
According to the Global Reservoir and Dam Database (GRanD; Lehner et al., 2011), the United 
States is the country with the largest number of reservoirs. These reservoirs are capable of 
storing 1300 km3 of water, which is almost equivalent to the region’s annual mean runoff (Graf, 
1999). 
Globally there are about 16.7 million reservoirs that have a surface area of 100 m2 or 
greater (Lehner et al., 2011). These reservoirs have increased the global terrestrial water surface 
area by about 305,000 km2. With the large surface area introduced by these artificial 
impoundments, the evaporative loss is significant—especially in semi-arid and arid regions (Ali 
et al., 2008; Morton, 1979). For example, the annual evaporation from 200 major reservoirs in 
Texas, USA, equals to 20% of their active storage (Zhang et al., 2017). The long-term 




60% for the total reservoir output (Friedrich et al., 2017). From a global perspective, 
Shiklomanov (1999) estimated a total of ~270 km3/year of reservoir evaporation, which is larger 
than the combined domestic and industrial water use in the year of 2010 (~250 km3). Therefore, 
to better support efficient water resources management, it is essential to incorporate accurate 
reservoir evaporation information into current reservoir operation rules.  
Despite the critical need for reservoir evaporation information, until now there has been 
no continentally consistent and locally practical evaporation dataset that can be used in the policy 
making process at a regional scale. To precisely quantify the evaporation losses from a given 
reservoir, water surface area and evaporation rate data are needed. However, both high quality 
reservoir surface area and evaporation rate data can be difficult to gather.  
Reservoir surface area cannot be measured directly. Instead, it is usually inferred from in-
situ measurements, or estimated from remote sensing images. By applying in-situ measured 
reservoir elevation values to a known elevation-area relationship, a reservoir’s area can be 
calculated. The elevation-area relationship is typically derived from bathymetry investigation 
(either before or after the reservoir is constructed) using sonar/laser and GIS technologies. 
However, this method is limited by its large expense and the changes of reservoir bathymetry 
due to sedimentation. Remote sensing has the advantage of estimating water surface area from 
satellite images at low cost (McFeeters, 1996; Sawaya et al., 2003; Gao, 2015). Even though 
there is a compromise between spatial and temporal resolution with remote sensing technologies, 
usually high quality images with acceptable time intervals can be obtained. Compared with other 
remote sensing data, Landsat has the advantages of long temporal coverage with a 16-day revisit 
time and high spatial resolution (30 m), which makes it suitable for water surface area change 




limitation of using Landsat images for continuous water area monitoring is the frequent 
contaminations from multiple sources, such as clouds, cloud shadows, terrain shadows, and the 
Scan Line Corrector (SLC) failure (for Landsat 7). As a result, direct water extraction from the 
contaminated images can lead to significant underestimation. To generate reliable water area 
estimates, most studies simply removed the contaminated images. For instance, Busker et al. 
(2018) removed all the images which are more than 5% contaminated to get the surface area time 
series for 135 global lakes. However, this has led to many missing values in the time series, 
especially for the regions that have frequent cloud coverage. To bridge this gap, Zhao and Gao 
(2018) developed an image enhancement algorithm to automatically repair the contaminated 
images and generate more continuous area time series for any of the Landsat detectable 
lakes/reservoirs. The algorithm was built upon the Joint Research Centre (JRC) Global Surface 
Water Dataset (GSWD; Pekel et al., 2016). Compared to the simple contaminated image removal 
method, the new algorithm can significantly improve the continuity of the water area time series 
(i.e., 81% improvement on a global scale).   
The evaporation rate of open water has been studied for decades. A comprehensive 
review of evaporation rate estimation methods can be found in Friedrich et al. (2017). The pan 
evaporation method is employed by the National Weather Service (NWS) for estimating the 
point evaporation rate operationally. Although there are about 950 pan evaporation stations 
across the CONUS, only a very small portion are located close enough to dams to represent 
reservoir evaporation. Furthermore, lake evaporation estimation based on pan evaporation is 
subject to large errors due to multiple factors including microclimate difference with the 
reservoir and the pan, little consideration of heat storage, extra heat absorption from the pan’s 




(McMahon et al., 2013; Friedrich et al., 2017). Thus, it is regarded as one of the least accurate 
evaporation estimation methods and is not suitable for precise water management practices 
(Tanny et al., 2008; Harwell, 2012; McJannet et al., 2017). In addition to the pan evaporation 
method, eddy covariance (EC), scintillometer, mass balance, Bowen ratio energy budget 
(BREB), and combination equation methods are frequently used. In general, EC is considered the 
most accurate approach—but it has been primarily used for evapotranspiration related research. 
Constrained by the expensive cost and the sensitivity to wind direction (relative to both sensor 
and reservoir location), very few lake evaporation data have been collected using this approach. 
By measuring the sensible heat flux, a scintillometer can estimate the latent heat flux if other 
energy terms are known, even though it has multiple limitations such as signal satuation (Moene 
et al., 2009). The mass balance and BREB methods are data intensive, and they can introduce 
considerable errors because of the complex interactions between the reservoir water and its 
surrounding environment (Friedrich et al., 2017). 
Among the various approaches for estimating the evaporation rate on a large scale, the 
most practical one involves using a physically based combination equation such as the Penman 
equation (Penman, 1948). Some variants include PenPan (Rotstayn et al., 2006; for estimation of 
pan evaporation), Penman-Monteith (Monteith, 1965; commonly used for evapotranspiration 
estimation), and the Priestley-Taylor (Priestley and Taylor, 1972; derived from Penman-
Monteith by removing the aerodynamic terms and is widely used for evapotranspiration 
estimation) equations. These physically based models are proven to be reliable for applications 
over shallow water reservoirs (typically less than 3 m in depth) where heat storage is 
insignificant (Abtew, 2001; Linacre, 1993; McMahon et al., 2013; Zhao et al., 2016b). However, 




solely depends on. Actual water bodies such as lakes and reservoirs have a considerable heat 
storage effect, causing combination equations to be biased with regard to evaporation rate 
estimation (Finch and Hall, 2001; McMahon et al., 2013). For instance, Lake Tahoe (California, 
US) has the highest air temperature in July, but the largest evaporation rate occurs in September 
(Tahoe Environmental Research Center, 2015). To address this issue, Edinger et al. (1968) 
introduced the equilibrium water temperature and de Bruin (1982) incorporated it into 
evaporation rate estimation. The equilibrium temperature concept has been used in several 
studies, and was proven to be appropriate for open-water evaporation estimation (Finch, 2001; 
Finch and Hall, 2001; Bogan et al., 2003; Caissie et al., 2005; McJannet et al., 2008; Mekonnen 
and Hoekstra, 2012). Although the derivations of the equilibrium temperature in these studies 
were all based on the energy balance of the water body, different studies have adopted different 
simplified energy terms. For instance, the most generic form of the equilibrium temperature was 
from Mohseni and Stefan (1999), which used a simplified latent heat flux formulation. 
Therefore, there is a lack of a generalized formulation of the equilibrium temperature to improve 
the open-water evaporation estimation using Penman equation. 
Therefore, this study focuses on breaking the above key barriers in reservoir evaporation 
quantification to better support more precise water resources management at both local 
(individual reservoir) and regional (multiple reservoirs) scales. A total of 209 reservoirs (Figure 
4.1), which account for 47.2% of the storage capacity in the CONUS, were chosen as our study 
sites. Specifically, our three objectives are to: (i) adopt continuous reservoir surface area time 
series generated from a Landsat reservoir water classification dataset free of image 
contamination; (ii) quantify heat storage changes in the Penman equation to better simulate the 




dataset for the 209 reservoirs and analyze the long-term trends of reservoir evaporation. Even 
though this study focuses on reservoirs in the CONUS, the retrieval algorithms and the data 
analyzing approaches are transferable to other regions or to a global scale. These objectives 




Figure 4.1 The 209 major reservoirs over the CONUS selected in this study. The five reservoirs 
with EC or BREB evaporation rates were shown in red. Among these reservoirs, 205 of them are 
major reservoirs with a storage capacity larger than 0.5 km3, and the remaining 4 are smaller 
reservoirs (but with in situ evaporation rate data available, which is used for validation 










4.2. Data and methods 
4.2.1 Estimation of reservoir surface area 
In this study, we used the image enhancement algorithm from Zhao and Gao (2018) to 
extract the water surface area time series for the 209 CONUS reservoirs. There are three types of 
data employed to generate the area time series for the 209 reservoirs.  
1. Reservoir polygon shapefiles. Reservoir polygon shapefiles were collected from the 
HydroLakes dataset (Messager et al., 2016). Derived from multiple data sources, this 
global geographic dataset contains information about most of the world’s 
lakes/reservoirs—including their geographic extent (polygon shapefiles), location, 
elevation, capacity, depth, and other features. For each of the 209 reservoir, a 1 km buffer 
was applied to generate the reservoir masks, such that the computational costs can be 
reduced. 
2. Monthly raw water coverage maps. Appling the expert system classification method to 3 
million Landsat images, Pekel et al. (2016) generated the GSWD, which includes the 
global water areas for each month from March 1984 to October 2015. However, because 
GSWD removed all the contaminated pixels (i.e., snow, ice, cloud, shadow, and SLC 
failure) for qualify control purpose, direct extraction of water area can result in 
significant underestimation. Thus, the image enhancement algorithm from Zhao and Gao 
(2018) was employed in this study to automatically repair the contaminated images. 
3. Global water occurrence image. GSWD provides the global water occurrence image by 
stacking all the monthly water coverage maps together and then calculating the 




image contains similar information as a bathymetry map contains that can be used to 
enhance the contaminated monthly images. 
4.2.2 Estimation of reservoir evaporation rate  
4.2.2.1 Data for calculating evaporation rate 
The meteorological data used for calculating the evaporation rate include air temperature, 
vapor pressure deficit, wind speed, and surface shortwave radiation. These are the four primary 
meteorological variables governing the evaporation process (McVicar et al., 2012). To consider 
the uncertainties from the inputs, these variables were adopted from three long-term datasets: 1) 
TerraClimate (1/24 degree spatial resolution; Abatzoglou et al., 2018); 2) North American Land 
Data Assimilation System phase 2 (NLDAS-2) forcings (1/8 degree; Xia et al., 2012); and 3) 
Global Land Data Assimilation System Version 2 and Version 2.1 (GLDAS-2 and GLDAS-2.1; 
1/4 degree; Rodell et al., 2004).  
The global high resolution TerraClimate data have combined the downscaled Climate 
Research Unit time series data version 4.0 (CRU Ts4.0) and the Japanese 55-year Reanalysis 
(JRA-55) data using WorldClim. In particular, TerraClimate inherited the solar radiation and 
wind speed from JRA-55 while air temperature and vapor pressure were inherited from CRU 
Ts4.0.  
Primarily based on the North American Regional Reanalysis (NARR) dataset, NLDAS-2 
combined multiple data sources including ground and satellite data to generate the 
meteorological dataset with a high temporal resolution (3-hourly). The monthly data were 
calculated by simply averaging the 3-hourly values. Validations against in-situ observations 





GLDAS-2 and GLDAS-2.1 data extend the periods from 1948 to 2010 and from 2000 to 
present, respectively. GLDAS-2 was generated primarily from the Princeton global 
meteorological dataset (Sheffield et al., 2006), while and GLDAS-2.1 was driven by a set of land 
surface models and observation data (Rui and Beaudoing, 2011). To cover the entire period of 
this study (i.e., 1984 to 2015), we used both the GLDAS-2 (from 1984 to 1999) and GLDAS-2.1 
(from 2000 to 2015). 
For each of the reservoirs, the forcing data time series were generated by averaging the 
overlapping cells from the gridded forcing data with the reservoir shapefiles. Instead of 
calculating evaporation rate for each cell, this approach can reduce the uncertainty of gridded 
forcing data and facilitate the usage of universal fetch for all the cells.  
4.2.2.2 Algorithm for evaporation rate 
With both energy budget and mass transfer terms included, combination equations can 
provide precise reservoir evaporation estimation. In 1948, Penman derived the first combination 
equation for open water evaporation estimation (Equation 4.1). 
 𝐸 =
𝑠(𝑅𝑛 − ∆𝑈) + 𝛾𝑓(𝑢)(𝑒𝑠 − 𝑒𝑎)
𝜆𝑣(𝑠 + 𝛾)
 (4.1) 
where 𝐸 is the open water evaporation rate (mm·d-1); 𝑠 is the slope of the saturation vapor 
pressure curve (kPa·°C-1); 𝑅𝑛 is the net radiation (MJ·m
-2·d-1); ∆𝑈 is the heat storage changes of 
the water body (MJ·m-2·d-1); 𝑓(𝑢) is the wind function (MJ·m-2·d-1·kPa-1); 𝑒𝑠 is the saturated 
vapor pressure (kPa); 𝑒𝑎 is the air vapor pressure (kPa); 𝜆𝑣 is the latent heat of vaporization 
(MJ·kg-1); and 𝛾 is the psychrometric constant (kPa·°C-1). The Penman equation and its variants 




well as for open water evaporation estimations (McJannet et al., 2008; Tanny et al., 2008; 
McMahon et al., 2013).  
However, there are two key factors need to be considered when applying the Penman 
equation on open water evaporation estimation. The first one is associated with the 
meteorological data that are used to drive the Penman equation. Ideally, the meteorological data 
should be directly collected on top of the water surface. However, due to the difficulties in over-
water measurement, most studies employed the land-based meteorological data as a substitute 
(Winter et al., 1995; dos Reis and Dias, 1998; McJannet et al., 2012). Direct use of land-based 
meteorological data in the Penman equation is likely to result in biased estimation, given the 
meteorological differences between land and water areas (Weisman and Brutsaert, 1973). 
Specifically, when air moves from land across the water body (i.e., increase of fetch), its 
humidity gradually increases due to the evaporation processes on the water surface. This will 
lead to decreasing evaporation fluxes in the downwind direction. 
To solve this problem, McJannet et al. (2012) developed a generally applicable wind 
function that facilitate open-water evaporation rate calculation using standard land-based 
meteorology. This wind function considers the fact that air becomes saturated when moving from 
land to water and was derived by combining 19 published wind functions for multiple types of 
water bodies with various sizes and climate conditions (Equation 4.2). 
 𝑓(𝑢2) = 𝜆𝑣(2.33 + 1.65𝑢2)𝐿
−0.1 (4.2) 
where 𝑓(𝑢2) is the wind function (MJ·m
-2·d-1·kPa-1); 𝑢2 is the wind speed at the height of 2 m 
(m·s-1); 𝐿 is the fetch length of the water body (m).  
The fetch length was calculated for each reservoir and each month (Figure 4.2). With a 




defined as the distance between the two reservoir-tangent lines that are parallel to the wind 
direction. Then fetch length was calculated by dividing the total area with the width. 
 
 
Figure 4.2 Calculation of the reservoir fetch for a given wind direction. 
 
 
The second key factor to be considered when applying Penman equation to open water 
evaporation is the heat storage quantification (i.e., ∆𝑈 in Equation 4.1). For instance, lakes tend 
to store heat in the spring/summer and release heat in the fall/winter. Without considering this 
heat storage effect, the evaporation rate would be overestimated in the former and 
underestimated in the latter.  
To represent the heat storage effect when calculating the evaporation rate, an approach 
using “equilibrium temperature” was adopted. The equilibrium temperature is defined as the 
water temperature at which there is no heat exchange between air and water (Edinger et al., 




reach a steady state with the water temperature equal to the equilibrium temperature. In reality, 
the actual water temperature tends to approach the equilibrium temperature gradually. The lag 
time, which is defined as 𝜏, is dependent on the water body depth. Built upon previous studies 
(Edinger et al., 1968; de Bruin,1982; Mohseni and Stefan, 1999; McMahon et al., 2013), we have 
derived a more general and accurate equation for calculating the equilibrium temperature 
described as follows. 
The calculation of equilibrium temperature is based on the energy balance equation 
(Equation 4.3)  
 (1 − 𝛼)𝐾↓ + 𝐿↓ − 𝐿↑ − 𝜆𝑣𝐸 − 𝐻 = 0 (4.3) 
where 𝛼 is the water surface albedo; 𝐾↓is the downward shortwave radiation (MJ·m-2·d-1); 𝐿↓ is 
the downward longwave radiation (MJ·m-2·d-1); 𝐿↑ is the upward longwave radiation (MJ·m-2·d-
1); 𝜆𝑣𝐸 is the latent head flux (MJ·m
-2·d-1); and 𝐻 is the sensible head flux (MJ·m-2·d-1). 
When the water temperature at the surface is within -30 °C to 50 °C, 𝐿↓ and 𝐿↑ can be 
approximated using Equations 4.4 and 4.5 (Mohseni and Stefan, 1999). Because the water body 
is at equilibrium state, the outgoing longwave radiation is calculated with 𝑇𝑒. 
 𝐿↓ = 𝑎𝜎(𝑇𝑎 + 273.15)
4 ≈ 𝑎(𝑘𝑇𝑎 + 𝑏) (4.4) 
 𝐿↑ = 𝑤𝜎(𝑇𝑒 + 273.15)
4 ≈ 𝑤(𝑘𝑇𝑒 + 𝑏) (4.5) 
where 𝑎 is the emissivity of air (Satterlund, 1979); 𝑤 is the emissivity of water (0.97 after 
Mohseni and Stefan, 1999); 𝜎 is the Stefan-Boltzman constant (4.9×10-9 MJ·m-2·K-4·d-1); 𝑇𝑎 is 
air temperature (℃) and 𝑇𝑒 is equilibrium  temperature (°C); and 𝑘 and 𝑏 are constants of 0.46 




Latent and sensible heats are calculated after Equations 4.6 and 4.7. Same as Equation 
4.5, 𝑇𝑒 is used in the sensible heat calculation (Equation 4.7). 
 𝜆𝑣𝐸 =
𝑠𝑅𝑛 + 𝛾𝑓(𝑢)(𝑒𝑠 − 𝑒𝑎)
𝑠 + 𝛾
=
𝑠[(1 − 𝛼)𝐾↓ + 𝐿↓ − 𝐿↑] + 𝛾𝑓(𝑢)(𝑒𝑠 − 𝑒𝑎)
𝑠 + 𝛾
 (4.6) 
 𝐻 = 𝛾𝑓(𝑢)(𝑇𝑒 − 𝑇𝑎) (4.7) 
After plugging Equations 4.4, 4.5, 4.6 and 4.7 into Equation 4.3 (and some rearrangement), an 
equation for the equilibrium temperature (Equation 4.8) can be derived. 
 
𝑇𝑒 =
[𝑘 𝑎 + 𝑓(𝑢) ∙ (𝑠 + 𝛾)] ∙ 𝑇𝑎 + (1 − 𝛼)𝐾
↓ −  𝑏( 𝑤 − 𝑎) − 𝑓(𝑢)(𝑒𝑠 − 𝑒𝑎)
𝑘 𝑤 + 𝑓(𝑢) ∙ (𝑠 + 𝛾)
 
(4.8) 
Then the actual water column temperature can be estimated after de Bruin (1982) 
(Equations 4.9 and 4.10).  
 𝑇𝑤 = 𝑇𝑒 + (𝑇𝑤0 − 𝑇𝑒) ∙ 𝑒
−∆𝑡 𝜏⁄  (4.9) 
 𝜏 =
𝜌𝑤𝑐𝑤ℎ̅
4𝜎(𝑇𝑤𝑏 + 273.15)3 + 𝑓(𝑢)(𝑠𝑤𝑏 + 𝛾)
 (4.10) 
where 𝑇𝑤 is the water column temperature at current time step (°C); 𝑇𝑤0 is the water column 
temperature at previous time step (°C); ∆𝑡 is the time step (set as one month in this study); 𝜏 is 
the lag time (d); 𝜌𝑤 is the water density (kg·m
-3); 𝑐𝑤 is the specific heat of water (MJ·kg
-1·°C-1); 
ℎ̅ is the average water depth (m); 𝑇𝑤𝑏 is the wet-bulb temperature (°C); and 𝑠𝑤𝑏 is the slope of 
the saturation vapor pressure curve at 𝑇𝑤𝑏 (kPa·°C 
-1).  
Time step for calculating equilibrium temperature varies in previous studies (Finch and 
Hall, 2001; McVicar et al., 2007). Finch and Hall (2001) compared the impacts of different time 
steps (5, 10, and 30 days) on evaporation rate estimation and found that 30 days can still generate 
acceptable results. To be consistent with TerraClimate dataset and the surface area values, we 




(2016). If the lake depth is greater than 20 m, a constant value of 20 m was used. This is because 
the incoming radiation only affects the epilimnion layer, which is usually less than 20 m (Patalas, 
1984). More complex reservoir stratification was not considered in this study. 
Heat storage change can subsequently be calculated after McMahon et al. (2013) by 
Equation 4.11, which is then implemented into the Penman equation (Equation 4.1) for an 
improved estimation of evaporation rate.  




In addition to improving the heat storage estimation, using the actual water temperature 
can also better represent the outgoing longwave radiation in the net radiation (𝑅𝑛) term 
(Equation 4.12) and the saturated vapor pressure (Equation 4.13, adopted from Bolton, 1980) (by 
replacing the original air temperature with calculated water temperature).  
 𝑅𝑛 = (1 − 𝛼)𝐾
↓ + 𝐿↓ − 𝑤𝜎(𝑇𝑤 + 273.15)
4 (4.12) 
 𝑒𝑠 = 6.112 ∙ 𝑒
17.67∙𝑇𝑤
𝑇𝑤+243.5 (4.13) 
4.2.3 Evaporation losses from the reservoirs 
For each reservoir, the monthly evaporation amounts were calculated as the product of 
monthly surface area and monthly evaporation rate. Compared with the evaporation rate, 
evaporation losses from a specific reservoir are more important with regard to water 
management practices, as they directly affect water availability.  
Using the evaporation data developed above, we introduce the reservoir evaporative losses index 
(RELI) for quantifying the role of evaporation in reservoir storage losses. The water storage 
losses of a reservoir include human water use, evaporation, and leakage to groundwater. For any 




 𝑆𝑡 − 𝑆𝑡−1 = 𝑃 + 𝑄𝑖𝑛 − 𝑄𝑜𝑢𝑡 − 𝐸𝐴 −𝑊𝑈 − 𝐿 (4.14) 
where 𝑆 is the reservoir storage; 𝑡 is the time step; 𝑃 is precipitation; 𝑄𝑖𝑛 and 𝑄𝑜𝑢𝑡 are the inflow 
and outflow of the reservoir; 𝐸𝐴 is the evaporation amount; 𝑊𝑈 is the water use of the reservoir 
that is directly pumped from the reservoir; and 𝐿 is the water leakage to groundwater.  
By moving the water loss components to one side and the directly measurable terms to the other 
side, Equation 4.14 can be rearranged into Equation 4.15. 
 
𝐸𝐴 +𝑊𝑈 + 𝐿 = 𝑃 + [𝑄𝑖𝑛 − 𝑄𝑜𝑢𝑡] − [𝑆𝑡 − 𝑆𝑡−1] (4.15) 
This way, the RELI can be calculated (Equation 3.16) to quantify the partitioning of evaporation 




𝐸𝑃 +𝑊𝑈 + 𝐿
=
𝐸𝐴




4.3. Results  
4.3.1 Reservoir surface area 
4.3.1.1 Validation of reservoir surface area 
Detailed validations of the original GSWD and the enhancement algorithm can be found 
in Pekel et al. (2016) and Zhao and Gao (2018), respectively. In addition, two reservoirs are used 
as examples here to demonstrate the robustness of the surface area results over individual 
reservoirs. The Amistad Reservoir is located between USA and Mexico and it has a surface area 
of about 150 km2. Lake Mead is located in between the states of Nevada and Arizona, USA and 
has a surface area of about 600 km2. The remotely sensed surface area time series were 




Reservoir, the coefficient of determination (R2) between the remotely sensed area and the 
observed elevation was improved from 0.38 to 0.98 after the enhancement.  For Lake Mead, the 
R2 between the remotely sensed area and the observed storage was improved from 0.32 to 0.99. 
Since the remotely sensed area and gauge observations are completely independent of each other, 
these results suggest that the area estimations can accurately capture the seasonal and inter-
annual variations. For each of the two reservoirs, we selected a high-water-level case (Figures 
3.3b-3.3c, and Figures 3.4b-3.4c) and a low-water-level case (Figures 3.3d-3.3e, and Figures 
3.4d-3.4e) to show the performance of the contamination correction.  
 
 
Figure 4.3 Water surface area estimation for the Amistad Reservoir in USA/Mexico. a) Time 




b) GSWD classification result for June 1991; c) enhanced water area for June 1991; d) GSWD 




Figure 4.4 Water surface extraction for Lake Mead in Nevada/Arizona. a) Time series of 
reservoir surface area and gauge observed elevation from March 1984 to October 2015. b) 
GSWD classification result for April 1985; c) enhanced water area for April 1985; d) GSWD 










4.3.1.2 Magnitude and trends of the surface area 
 
 
Figure 4.5 a) Long-term average (from 1985 to 2014) surface area for the 209 reservoirs and b) 
their trends detected by linear regression and Mann-Kendall test. The trends are shown in 
percentage and were calculated by dividing the area losses per year with the long-term average 
areas. The precipitation trend in b) was based on TerraClimate from 1985 to 2014. 
 
 
The areas of the reservoirs show large spatial heterogeneity ranging from 0.1 km2 (Lake 
Five-O) to 940 km2 (Salton Sea) (Figure 4.5a). Because the surface area data from GSWD is 
from Mar 1984 to Oct 2015, we selected the complete years from 1985 to 2014 to conduct all the 




negative trends, and 33 reservoirs show positive trends. The reservoirs with increasing surface 
area are mostly located in the eastern US while the reservoir with decreasing surface area located 
in the central and western US. Specifically, the negative trends generally have larger values than 
the positive trends. For example, the E.V. Spence reservoir in Texas drops 5.2% of its area per 
year. 
The long-term trend of surface area are generally correlated with precipitation trend 
(Figure 4.5b). Specifically, the three central states (i.e., Texas, Oklahoma, and Louisiana) have 
the largest decreasing trend of precipitation. As a result, the surface area of most reservoirs in the 
region have been decreasing. In the eastern US such as Tennessee and North Carolina, increasing 
precipitation leads to slightly increased surface area. In addition to the precipitation trend, local 
water management can also affect the changes of surface area. For instance, there are no 
significant trends for 11 reservoirs in Texas. 
4.3.2 Reservoir evaporation rate 
4.3.2.1 Validation using EC and BREB methods 
As mentioned in Section 1, EC is considered the most reliable approach for measuring 
evaporation/evapotranspiration fluxes (Rimmer et al., 2009). It estimates the fluxes of heat, water 
vapor, and carbon dioxide by directly detecting the variation of eddies at a high frequency. 
Errors of EC open water evaporation usually attribute to the location of measurements, which 
requires homogeneous fetch. BREB is another widely used evaporation estimation approach that 
are considered to be reliable, but less accurate than EC because each energy flux component can 
introduce errors (Rosenberry et al., 2007). BREB are typically applied to the small water bodies 




Through literature review, 3 reservoirs that have EC measurements and 2 reservoirs with BREB 
data were used as the validation sites (Figure 4.6). The reservoir information and their error 
statistics were summaries in Table 4.1. These five lakes are located in different states with 
various climatic conditions. In addition, they have a wide range of depths and fetch lengths. 
Thus, the validation results are deemed representative. 
 
 
Figure 4.6 Comparisons of evaporation rate between modeled and observed for a) Lake Mead 
(Nevada/Arizona) from Mar 2010 to Dec 2011 with EC measurement; b) White Bear Lake 
(Minnesota) from Jul 2014 to Oct 2015 with EC measurement; c) Ross Barnett Reservoir 
(Mississippi) from Sep 2007 to Dec 2008 with EC measurement; d) Lake Calm (Florida) from 
Apr 2005 to Oct 2007 with BREB estimates; e) Lake Five-O (Florida) from Jun 1989 to Dec 
1990 with BREB estimates. Shading area represents the estimation uncertainty from different 
input forcing datasets (i.e., TerraClimate, NLDAS, and GLDAS). 
 
 
For Lake Mead (Figure 4.6a), there are clear time lags and magnitude differences 
between the observed and modeled evaporation when heat storage is not considered. By 




White Bear Lake is the only lake in these five lakes that has a decreased R2 and a slightly better 
root mean square error (RMSE) after adding heat storage. This is attributed to an overestimation 
in 2014, since the R2 in 2015 alone is improved from 0.34 to 0.68. Ross Barnett Reservoir 
(Figure 4.6c) is a relatively shallow reservoir, which leads to slight time lags. The overestimation 
in 2008 is caused by the large solar radiation in the summer months. The time lags are barely 
seen for Lake Calm (Figure 4.6d), which is a 3-m deep lake in Florida. As a result of the shallow 
depth, the R2 is only improved from 0.91 to 0.94. However, another deeper lake in Florida (Lake 
Five-O; Figure 4.6e) shows clear improvement after considering heat storage.  
 
Table 4.1 Comparisons between modeled and observed evaporation rate results. The R2 values 


































2.53 8.3 EC (16) 0.64/0.69 0.9/1.0 








6.26 6 EC (16) 0.93/0.73 0.5/0.9 
Liu et al., 
2009 























4.3.2.2 Comparison with pan evaporation 
Pan evaporation has been widely used for monitoring reservoir evaporation operationally 
(Tanny et al., 2008).  Because of the errors introduced by multiple factors, intensive quality 
control processes need be implemented on the raw data to provide reliable information for 
further applications. Additionally, to reduce the impacts of the side heat absorption and the heat 
storage effect, a “pan coefficient” (i.e., the ratio of lake evaporation over pan evaporation) is 
usually applied to the pan observation to approximate reservoir evaporation. Despite of its many 
limitations, pan evaporation measurement provide a source for large scale validation. 
Based on the observed pan evaporation across Texas and the pan coefficients from NWS 
Technical Report 33 (TR-33), the Texas Water Development Board (TWDB) created the 
monthly lake evaporation rates for 92 quadrangles that cover the entire Texas. The calculated 
evaporation rates of the 26 Texas reservoirs were compared with the TWDB pan evaporation 
data (Figure 4.7a). The R2 and relative bias (in the parenthesis) values between pan evaporation 
and the simulated results of the three forcing datasets 0.66 (-5.0%), 0.69 (4.1%), and 0.63 (-
9.6%) for TerraClimate, NLDAS, and GLDAS, respectively. These discrepancies can be 
attributed to the uncertainties from pan evaporation data, evaporation algorithm, and forcings 
errors.  
Another pan evaporation dataset employed for validation in this study is the widely used 
TR-33 lake evaporation, which applied spatially variable pan coefficients to the long-term pan 
evaporation observations from 1956 to 1970 in the CONUS. For each lake, we extracted the 
average pan evaporation rate and then compared the value with the modeled average value from 




evaporation and the simulated results of the three forcing datasets are 0.87 (-2.3%), 0.81 (7.1%), 
and 0.85 (-7.7%) for TerraClimate, NLDAS, and GLDAS, respectively. 
 
 
Figure 4.7 Comparison between a) modeled monthly evaporation rates and TWDB scaled pan 




4.3.2.3 Magnitude and trends of the evaporation rate 
The long-term average evaporation rates are show in Figure 4.8a. Reservoirs that are 
located in southern CONUS have significantly larger values than other regions due to the 
stronger radiation. For instance, the average evaporation rate for the 26 reservoirs in Texas is 
3.73 (3.50-4.01) mm/d (with the uncertainty range quoted after the average value thereafter), 
while the average rate for the 8 reservoirs in Minnesota is only 2.03 (1.87-2.28) mm/d.  
With respect to the long-term trends of evaporation rate (Figure 4.8b), most reservoirs show 




(according to Mann-Kendall test) and most of them are located in the Pacific west. The 
increasing evaporation rate is primarily caused by the increasing shortwave radiation. The R2 
value for the 209 reservoirs between evaporation rate trends with shortwave radiation trends is 
0.37. In particular, the central US shows significant brightening trend and this leads to increasing 
evaporation rate for the reservoirs in the region. The R2 values are 0.19, 0.14, and 0.25 between 




Figure 4.8 a) Long-term average evaporation rates and b) long-term trends of evaporation rate 
detected by linear regression. The base map for b) is shortwave radiation trend from 1985 to 





4.3.3 Evaporation losses from the reservoirs 
4.3.3.1 Magnitude and trends of evaporation losses 
The amount of evaporation loss for each reservoir were estimated by multiplying the 
reservoir surface area with the evaporation rate (Figure 4.9). For reservoirs located in the same 
geographical region with the same (or similar) climate, the evaporation amount is primarily 
determined by the surface area (Figure 4.9a as compared with Figure 4.5a). However, the 
evaporation amount trends can be can be affected by both surface area and evaporation rate 
trends. For the reservoirs with significant surface area changes, the evaporation amount generally 
has the same trends (e.g., the reservoirs in the southwestern US). For the reservoirs with no 
significant surface area changes, the evaporation amount trends are generally dominated by the 
evaporation rate trends (e.g., the reservoirs in the southeastern US). The numbers of reservoirs 






Figure 4.9 a) Long-term average evaporation amount and b) their trends detected by linear 
regression and Mann-Kendall test. The trends are shown in percentage and were calculated by 
dividing the annual evaporation trends by the long-term average evaporation amounts. 
 
 
4.3.3.2 Long term trends for the CONUS 
The average evaporation amount is 25.33 (23.64-27.51) ×109 m3 per year from 1985 to 
2014, which is equivalent to 70.0% (65.1-75.7%) of the surface water used for public supply in 
the United States in 2010 (36.34×109 m3 according to Maupin et al., 2014). Because the total 
surface area of these 209 reservoirs only accounts for ~27% of all the water bodies in the 




From an annual perspective, the average evaporation rate, total surface area, and total 
evaporation amount of these 209 reservoirs have shown non-stationary characteristics (Figure 
4.10 and Table 4.2). The average evaporation rate has a significant increasing trend of about 
0.008 (0.005-0.011) mm/d/year (p=0.00). This trend is mainly caused by an increased shortwave 
radiation of 0.245 W/m2/year from 1985 to 2014. These trends of shortwave radiation are 
consistent with the findings from Long et al (2009) and Gan et al (2014), which suggest there is a 
global brightening trend in the recent decades. Although there is a clear long-term negative trend, 
the surface area inter-annual fluctuations are also notable. This pattern is consistent with the wet-
dry conditions in the CONUS, including the severe 1988-89 North American drought (Heim Jr, 
2002) and the most powerful El Nino in 1997-1998 (Changnon, 2000). Specifically, in recent 
years, areas of several large reservoirs (Lake Mead, Lake Powell, Goose Lake, and Sevier Lake) 
have plunged due to depletion. Although the total evaporation amount follows the area pattern in 
general, there is no significant long-term trend reported by Mann-Kendall test. This is caused by 





Figure 4.10 Annual average values of a) evaporation rate and shortwave radiation, b) surface 
area and annual evaporation (for the 209 reservoirs). Solid black line shows the average 











Table 4.2 Mann-Kendall trend test for the forcing data, evaporation rate, surface area, and 
evaporation amount. First value and second value in each cell represent the trend and p-value for 
the variable. The ‘no trend’ is marked when the p-value is larger than 0.05 (95% as the 
confidence interval) 
 
 TerraClimate NLDAS GLDAS Average 
Shortwave radiation 
(W/m2/year) 
0.168/0.01 0.272/0.00 0.295/0.00 0.245/0.00 
Air temperature 
(ºC/year) 
0.019/0.04 0.022/0.03 no trend/0.32 no trend/0.10 
Vapor pressure deficit 
(kPa/year) 
no trend/0.08 0.005/0.00 0.004/0.00 0.003/0.00 
Wind speed 
(m/s/year) 
no trend/0.23 0.011/0.00 no trend/0.07 0.003/0.03 
Evaporation rate 
(mm/d/year) 






no trend/0.10 no trend/0.80 no trend/0.80 no trend/0.59 
 
 
4.3.4 Evaporation in total water losses 
Four reservoirs were selected to evaluate the role evaporation plays in the total water losses 
(Figure 4.11). They are Lake Mead in Nevada/Arizona, E.V. Spence Reservoir, Sam Rayburn 
Reservoir, and Wright Patman Lake in Texas. The inflow, outflow, and storage data were collected 
from United States Geological Survey (USGS; https://waterdata.usgs.gov/nwis) (for Lake Mead) 
and United States Army Corps of Engineers (USACE; http://www.swf-wc.usace.army.mil/cgi-
bin/rcshtml.pl) (for the three Texas reservoirs). The precipitation data were collected from the 
TerraClimate dataset.   
Lake Mead—the largest reservoir in the CONUS by capacity—is critical to the regional 




has raised great concern for the water managers in the Southwest (Barnett and Pierce, 2008). The 
average RELI value for Lake Mead from 1990 to 2014 is 65% (61%-67%). This suggests that most 
of the storage losses of Lake Mead are through evaporation, while the rest is attributed to the 
combination of direct water use (WU) (by the Las Vegas Valley) and groundwater leakage (L). 
The WU only accounts for the direct pumpage from the reservoir and it does not include the 
downstream water use.  
USACE provides the computed inflow (by incorporate all sources of inflows) and the 
observed outflow data for 29 reservoirs in Texas. Following Equation 4.16, the average RELI 
values for E.V. Spence Reservoir, Sam Rayburn Reservoir, and Wright Patman Lake are 61% 
(57%-63%), 46% (42%-51%), and 35% (32%-38%), respectively. The shrink of E.V. Spence 
Reservoir also leads to reduced evaporation amount and storage changes for the reservoir. For Sam 







Figure 4.11 Annual time series of the reservoir storage, storage losses (the  denominator in 
Equation 4.16), and evaporation amount (the numerator in Equation 4.16) for a) Lake Mead in 
Nevada/Arizona; b) Lake E.V. Spence in Texas; c) Sam Rayburn Reservoir in Texas; and d) 




4.4.1 Reservoir surface area 
The generated long term reservoir evaporation dataset directly benefit from the high 
quality surface area estimations. Satellite images captured by VIS/NIR sensors usually suffer 
from multi-source contaminations including clouds, cloud shadows, and terrain shadows. For 




extraction of water area from the satellite images can lead to notable underestimations. 
Comparing with the raw water classification results from Pekel et al. (2016), the image 
enhancement algorithm from Zhao and Gao (2018) can significantly improve the continuity of 
the reservoir area time series. Most of the contaminated classification results can be corrected to 
get the full water coverage. For example, there are 98 area values that were corrected for 
Amistad Reservoir (Figure 4.3) – leading to the improved R2 between surface areas with 
observed storage.  
The reservoir area variations and changes are driven by a number of factors. Because 
reservoirs accumulate all the water from upstream, the changes of area/storage are generally 
connected with the regional climate changes. As suggested by other studies (Prein et al., 2016; 
Barnett and Pierce, 2008), the southwestern region of US have been experiencing reduced 
precipitation for the last three decades. Consequently, the surface areas of the reservoirs in this 
region have significant decreasing trends. Specifically, several very large reservoirs such as Lake 
Mead and Lake Powell are located in this region. This lead to the overall decreasing reservoir 
surface area of the US (Table 4.2). It is also worth noting that the increasing water use can be 
another important factor that contributes to the decreasing reservoir surface area, especially in 
the drought event. For example, with the population growth, the surface water withdraw for 
public supply in Texas increased from 5.4×106 m3 in 1985 to 1.26×107 m3 in 2010 
(https://water.usgs.gov/watuse), which exacerbated the reservoir depletion in the 2010-2013 very 







4.4.2 Reservoir evaporation rate 
Compared to the reservoir surface area, estimation of evaporation rate has much larger 
uncertainties. The errors generally attribute to several major sources. The first is the 
meteorological forcing data. Even though TerraClimate, NLDAS, and GLDAS are all based on 
well-tested dataset/models, the usage of different data sources still leads to different 
meteorological forcing data output. For example, the long-term mean shortwave radiation for 
these 209 reservoir is 180.5 W/m2 for TerraClimate, but 192.5 W/m2 for NLDAS and 182.9 
W/m2 for GLDAS. Compounding with the uncertainties from other meteorological variables, 
evaporation rates from TerraClimate and GLDAS turn out to be lower than that from NLDAS.  
The second potential source of errors is the formulations of Penman equation including the wind 
function and the difference between skin and bulk water temperature (i.e., water column 
temperature). Based on the wind functions from 19 previous studies, McJannet et al. (2012) 
developed the generalized wind function with the fetch effect. As discussed in McJannet et al. 
(2012), the uncertainties of the wind function include the uncertainties from curve-fitting 
process, measurement errors, upwind roughness, stability conditions, and extrapolation of wind 
functions. Thus, the evaporation rate estimation using this generalized wind function still has 
large uncertainty although the usage of combination equation can reduce it to a certain extent 
(McJannet et al., 2012).  
The skin layer of a water body is typically defined as the upper 10-500 µm layer of water 
(Donlon et al., 2002). Due the joint effects of outgoing longwave radiation and sensible/latent 
heat flux, the water temperature of the skin layer is lower than the water beneath – which is 
commonly known as skin effect (Fairall et al., 1996). However, the magnitude of skin effect is 




al. (2000) reported daytime skin effect of +0.05 ± 0.51 K and nighttime skin effect of 
−0.20±0.46K of the ocean based on the 1m deep bulk temperature measurement. Donlon et al. 
(2002) found that skin effect with bulk temperature measurement at 0.1m is negative while that 
at 0.3m is positive. In Equation 4.12 and 4.13, the water temperature should be represented by 
the skin temperature. However, bulk temperature was used instead for simplicity with the 
assumption that there is no significant difference between skin and bulk water temperature. This 
assumption has been adopted several studies, even though its reliability is conditioned upon the 
depths of different reservoirs (McJannet et al., 2008; Finch et al., 2001). 
Validation results against observed (EC and BREB) evaporation rates suggest that 
evaporation rate estimations can be notably improved for the relatively deep reservoirs (e.g., 
Lake Mead, White Bear Lake, and Lake Five-O) by incorporating the heat storage term in 
Penman equation. Specifically, the heat storage effects delay the timing for peak evaporation rate 
and reduce the seasonal variation. This phenomenon is more significant as the depth of the 
reservoir increases. Despite of the inaccuracy of pan evaporation, it is the only source that can be 
used for validation at a large scale. Comparison between modeled and pan evaporation rates 
shows large discrepancies, especially for the monthly evaporation rates. Results from all the 
three forcing datasets show similar R2 values (Figure 4.7a). In addition, as discussed above, the 
NLDAS generally has larger values than TerraClimate and then than GLDAS. The R2 between 
long-term average values of modeled and pan evaporation for all the 209 reservoirs show 
improved agreement.  
From this study we have found a significant increasing trend of evaporation rate (0.008 
mm/d/year). This seemingly contradicts the declining pan evaporation (so-called “evaporation 




concluded that pan evaporation trend can be inversely correlated with the actual evaporation 
(Brutsaert, 2006; Lawrimore and Peterson, 2000; Golubev et al., 2001), which are in agreement 
with our results. Even though the relative humidity and wind speed can be critical for 
evaporation rate estimation, the solar radiation is the primary driving force for evaporation 
processes and thus the variable that the evaporation is most sensitive to (Brutsaert, 2006; Wild, 
2012). However, because our study period coincides with the global brightening period, the trend 
of evaporation rate cannot be linearly extrapolated to the future (Wild, 2016).  
Increase of air temperature can enhance the evaporation process by increasing the Bowen 
ratio, with less sensible heat but more latent heat (Wang et al., 2018). Our results also show the 
linkage between evaporation rate changes and air temperature trends. With respect to the wind 
speed, none of the three reanalysis based forcing datasets has revealed a significant stilling trends 
across the entire CONUS, a phenomenon suggested by other studies (McVicar et al., 2012; 
Vautard et al., 2010). This is because the reanalysis used the rawinsonde data, which is upper-air 
measurement instead of earth surface observations. In addition, the global stilling is still 
unexplained and can be caused by increased ground roughness (possibly does not apply on open 
water surface), global circulation, and even possibly the worn bearing of anemometer (Azorin-
Molina et al., 2018).  
4.4.3 Evaporation losses from the reservoirs 
For the entire CONUS, the increasing trend of evaporation rate are counterbalanced by 
the decreasing trend of surface area and this leads to insignificant trend for the evaporation 
amount in the CONUS. For individual reservoirs, the trend for evaporation amount is primarily 
dominated by surface area changes. For instance, the reservoirs in southwestern US generally 




eastern US show increasing trends. When there is no significant trend of surface area, the trend 
in evaporation rate can also propagate to the trend of evaporation amount. For example, the 
reservoirs in the central US (i.e., Kansas, Missouri, Oklahoma, and Arkansas) generally have 
increasing trends for both evaporation rate and evaporation amount. As a result, the insignificant 
trend of total evaporation amount consists of the decreasing trend in the southwestern US and the 
increasing trend in the eastern US. The decreasing trends of reservoir evaporation amount in the 
south and western US are caused by the decreasing surface area and originally region climate 
changes and local water use. The increasing trends of reservoir evaporation amount in the eastern 
US are caused by the increasing evaporation rates and originally the increasing solar radiation 
(global brightening). 
4.4.4 Potential applications and algorithm caveats  
Due to the challenges of estimating reservoir area and evaporation rate, there have been 
very few studies reporting the large scale reservoir evaporation. Most studies focused on single 
reservoir or catchment scale such that the wind function can be calibrated (Gianniou and 
Antonopoulos, 2007; Valiantzas, 2006; Linacre, 1993). On a large scale, evaporation rate is 
generally reported separately without considering the surface area changes (Alvarez et al., 2008; 
Mekonnen et al., 2015). By considering the heat storage term and adopting a generalized wind 
function, this study has improved the Penman equation for estimating the evaporation rate more 
accurately. Furthermore, the surface area data were extracted from a remotely sensed dataset for 
which an enhancement algorithm was applied to repair image contaminations.  Subsequently, 





This evaporation dataset can help decision makers better manage water use for different 
purposes. First, the evaporation dataset from this study can help better allocate water rights. For 
example, in the State of Texas, water rights are allocated to each water user for legal extraction 
of surface water. Yet evaporation from reservoirs is not accurately incorporated into the current 
water rights allocation system. As a result, water resources can be excessively exploited or not 
sufficiently used. Second, in addition to evaporation, another major source of reservoir water loss 
is leakage to groundwater—which is extremely difficult to quantify due to the complex physical 
processes involved. Yet by employing the evaporation amount from this dataset in the reservoir 
water balance equation, reservoir leakage can be derived. The results can potentially improve the 
water management efficiency for both surface water and groundwater. Third, it can be used for 
quantifying the blue water footprint for hydropower. By constructing the reservoir, the latent 
heat flux was replaced from the original evapotranspiration to open water evaporation, which 
might be significantly larger, especially in the western US (Mekonnen and Hoekstra, 2012). As a 
result, the value of the hydropower benefit is reduced. Therefore, quantification of the blue water 
footprint is important for future energy policies. Last, this data product potentially can be used 
for improving reservoir operation rules under a changing climate. 
Although the algorithms in this study have been developed to address many constraints of 
previous studies, there are still several limitations that are worth noting. First, because there are 
barely any observations over lakes, the evaporation rate errors associated with the forcing data 
(e.g., wind speed, shortwave/longwave radiation) are difficult to quantify. The uncertainties from 
the forcing data were analyzed via the usage of three reanalysis datasets. Second, due to the large 
scale nature of this study, reservoir bathymetry and stratification were not considered when the 




inflow heat, outflow heat, and ground heat fluxes are not included. For some reservoirs, the 
outlet is located at the bottom of the dam and thus the temperature of released water is different 
with the inflow water, creating net energy fluxes to the reservoir. 
 
4.5. Conclusion 
This study presents a novel algorithm framework for reservoir evaporation quantification. 
By applying the algorithm to 209 reservoirs in the CONUS, a first-of-its-kind continentally 
consistent and locally practical evaporation data product was generated, providing significant 
benefits to the water resources management, hydrology, and remote sensing communities. The 
major conclusions are drawn as follows:  
1. For the 209 reservoirs in the CONUS, long term average evaporation was found to be 
25.33 (23.64-27.51) ×109 m3 per year from 1985 to 2014. This amount is equivalent to 
70.0% (65.1-75.7%) of the surface water used for public supply in the United States in 
2010.  
2. Due to the increasing trend of shortwave radiation, the evaporation rate has been elevated 
accordingly. The long-term trend of reservoir surface area are largely connected with 
regional climate and local water management practices. 
3. The evaporation amount trend for individual reservoirs can be affected by both surface 
area trend (mostly in the southwestern US) and evaporation rate trend (mostly in the 
eastern US). For all the 209 reservoirs, the decreasing trend of surface area have balanced 









Despite delivering multiple benefits to human society, reservoirs have also altered the 
natural hydrologic cycle extensively. With the increasing number of reservoirs that have been 
plugged into the world’s river systems, comprehensive simulations of the impacts of reservoirs 
are needed. However, due to a number of constraints, such simulations—which are important for 
sustainable water resources management—have not been fully understood in previous studies. 
This dissertation demonstrates three frameworks (in Chapter II, III, and IV) towards simulating 
the interactions between hydrological processes and flow regulation, investigates future water 
resilience under climate change and urbanization, and quantifies reservoir evaporation loss.  
  Through the first study (Chapter II), a multi-purpose reservoir module with predefined 
complex operational rules was integrated into the DHSVM model. Conditional operating rules, 
which are designed to reduce flood risk and enhance water supply reliability, were adopted in 
this module. The performance of the integrated model was tested over the upper Brazos River 
Basin in Texas, where Lake Whitney and Aquilla Lake are located. The integrated DHSVM 
model was calibrated and validated using observed reservoir inflow, outflow, and storage data. 
The error statistics were summarized for both reservoirs on a daily, weekly, and monthly basis. 
Using the weekly reservoir storage for Lake Whitney as an example, the coefficient of 
determination (R2) was 0.85 and the Nash-Sutcliff Efficiency (NSE) was 0.75. These results 
suggest that this reservoir module holds promise for use in sub-monthly hydrological 




management under the impacts of evolving anthropogenic activities and substantial 
environmental changes. 
Built upon the integrated modeling framework, the second study (Chapter III) evaluated 
how future potential droughts and population growth will affect the water supply reliability for 
the Dallas metropolitan region. Future potential droughts were chosen from the global circulation 
model outputs and the future water demand was generated using Monte Carlo simulations (to 
incorporate the uncertainties). Compared with the first half of the 21st century (2000–2049), 
reservoir storage and water supply reliability during the second half century (2050–2099) are 
projected to decline by 16.1% and 14.2%, respectively. While both future multi-year droughts 
and population growth will lower water supply resilience, the uncertainty associated with future 
climate projection is larger than that associated with urbanization. To reduce the drought risks, a 
combination of mitigation strategies (e.g., additional conservation, integrating new water 
sources, and water use redistribution) was found to be the most efficient approach and can 
significantly improve water supply reliability (by as much as 15.9%). 
 The third modeling framework (Chapter IV) utilized a state-of-the-art water mapping 
technology and evaporation rate calculation method to quantify the monthly evaporation amount 
for 209 major reservoirs in the contiguous United States. Reservoir surface areas were extracted 
and enhanced from the Global Surface Water Dataset (GSWD) from Mar 1984 to Oct 2015. The 
evaporation rate was modeled using the Penman equation with the lake heat storage effect 
considered. Validation results using Eddy Covariance measurement and Bowen Ratio Energy 
Budget estimations suggest that this approach can significantly improve the accuracy of the 
simulated monthly reservoir evaporation rate. The evaporation losses were subsequently 




first of its kind, comprehensively validated, locally practical, and continentally consistent 
reservoir evaporation dataset. The results suggest that the long term averaged annual evaporation 
from these 209 reservoirs is 25.33×109 m3, which is equivalent to 70.0% of the annual public 
water supply of the United States (in 2010). An increasing trend of the evaporation rate (0.008 
mm/d/year) and a decreasing trend of the total surface area (-0.052×109 m2/year) were both 
detected during the study period. As a result, the total evaporation shows an insignificant trend, 
yet with significant spatial heterogeneity. This new reservoir evaporation dataset can help 
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