The concepts of regular generalized functions in Gaussian analysis are presented. Spaces of regular generalized functions are characterized and their probabilistic structure is worked out. Finally, these concepts are applied to a nonlinear (Verhulst type) equation. Its solution is shown to be a regular generalized process with martingale property.
Introduction
In recent years, several groups have studied stochastic ordinary di erential equations and stochastic partial equations outside the framework of the Itô calculus, see e.g. H UZ96] and the references therein. Often, the stochastic processes solving such equations do not exist in the usual sense, rather they are distribution valued.
A rigorous treatment of generalized random process can be given in the framework of white noise analysis (or more general in Gaussian analysis). A construction and discussion of these spaces is given in Section 4.
It is of interest to study the probabilistic properties of generalized stochastic processes. The rst steps in this direction have been done in BP95]. There F.E. Benth and J. Pottho have generalized basic concepts from stochastic processes such as conditional expectation, martingales etc. to mappings from an interval of the real line into G 0 (the space G 0 is a subspace of (N) 0 and has been introduced in PT96]). We will see below that G 0 is a realization of a space of regular generalized functions which we will introduce and study in this paper.
The aim of this paper is to introduce spaces of generalized functions which enable us to analyze the probabilistic structure of solutions to nonlinear Wick type stochastic di erential equations. After some preliminaries we give in Section 3 a short introduction into Gaussian analysis. Additionally, we translate our basis independent representation into a coordinate representation as it is used in H UZ96].
In Section 4 a construction of spaces of generalized functions in Gaussian analysis is presented. Furthermore, we explain the necessary facts of Wick calculus in Gaussian analysis.
As a special class of generalized functions we de ne in Section 5 regu-lar generalized functions. In Theorem 5.2 we prove that regular generalized functions are characterized by the kernels of their generalized chaos decompositions. Then we construct a scale G ? ; 0 1, of spaces of regular generalized functions which for each are inductive limits of Hilbert spaces.
Of special interest is the space G ?1 . It is the biggest of these spaces and G ?1 (N) ?1 .
In Section 6 we extend notions from the theory of stochastic processes to spaces of regular generalized functions. Among them are conditional expectation and martingale property.
In order to handle spaces of regular generalized functions a characterization of them in terms of holomorphic functions is useful. For the space G 0 a characterization via the Bargmann-Segal space is given in GKS97]. In Theorem 8.1 we prove a characterization of G ?1 by using of the well-known S-transform of Gaussian analysis and an in nite dimensional version of the Hardy space. In Section 7 we de ne the in nite dimensional Hardy space and show that this space can be realized as a space of square-integrable functions on the in nite dimensional torus. Hence elements of G ?1 are characterized by holomorphy and integrability of their S-transform.
Finally, we consider the Verhulst model for populations growth in a crowded, stochastic environment as an example. We prove that the generalized stochastic process solving the stochastic Verhulst equation is regular and show that this process is a martingale with respect to the ltration generated by the standard version of Brownian motion. Let us stress that such properties of the solutions are true for a wide class of nonlinear Wick type ordinary stochastic di erential equations. For a detailed consideration we refer to the forthcoming paper GKNS97].
Preliminaries

Some facts on nuclear triples
We start with a real separable Hilbert space H with inner product ( ; ) and norm j j. For a given separable nuclear space N (in the sense of Grothendieck) densely topologically embedded in H we can construct the nuclear triple N H N 0 : The dual pairing h ; i of N and N 0 is then realized as an extension of the inner product in H: 3 Gaussian analysis
Gaussian spaces
In order to introduce a probability measure on the vector space N 0 , we consider the -algebra C (N 0 ) generated by cylinder sets For any ' (n) 2 N^ n C , n 2 N 0 , we de ne the smooth Wick monomial of order n corresponding to the kernel ' (n) as follows:
I(' (n) )(x) := h: x n :; ' (n) i; x 2 N 0 ; n 2 N 0 :
Smooth Wick monomials of di erent order are orthogonal with respect to the inner product
Furthermore, we can construct Wick monomials I(f (n) ) = h: x n :; f (n) i with kernels f (n) 2 H^ n C in the sense of measurable functions by using an approximation. More precisely, for any sequence (' n! (f (n) ; f (n) ):
S-transform
In this subsection we will introduce the S-transform which is a useful tool in Gaussian analysis.
De nition 3.2 The S-transform of f 2 L 2 ( ) at 2 N it is de ned as the inner product 
The maps I, J, and S are unitary isomorphisms. In Gaussian analysis I is known as Itô-Segal-Wiener-isomorphism. In the terminology of Seg56] the map J is called duality transform.
L 2 ( ) in coordinate representation
In this subsection we realize L 2 ( ) as a space of functions on the sequence space R 1 := R R : : :, square-integrable with respect to a measure which is an in nite product of one-dimensional Gaussian measures. This representation will be useful for describing the in nite dimensional Hardy space, see Section 7. Furthermore, it enables us to apply our characterization theorem (which we will prove in Section 8) to the theory of stochastic partial differential equations, see H UZ96]. To do this we at rst have to introduce some notations. Let Z 1 +;f Z 1 + := Z + Z + : : : be the set of nite multiindices = ( 1 ; : : :; ; 0; 0; : : :) with integer nonnegative coordinates; here = ( ) is the length of the multi-index , i.e., the minimal k 2 N for which k+1 = k+2 = : : : = 0. The Hermite polynomials h n are de ned by h n (x) = (?1) n exp x 2 2 d n dx n exp ? x 2 2 ; n 2 N 0 :
Let us mention that in the one dimensional space R with Gaussian measure 1 p 2 exp ? x 2 2 dx; x 2 R; we have : x n := h n (x); x 2 R, see Subsection 3.1. On the measurable space (R 1 ; C (R 1 )) we consider the Gaussian measure 
Generalized functions in Gaussian analysis
Generalized functions
In this subsection we will introduce a preliminary distribution theory in innite dimensional Gaussian analysis. We want to point out in advance that the distribution space constructed here is in some sense too big for practical purposes.
We will choose P(N 0 ) as our (minimal) test function space. The idea to use spaces of this type as appropriate spaces of test functions is rather old, see KMP65]. They also discussed in which sense these spaces are "minimal".
We already mentioned in the Section 3 that P(N 0 ) is densely embedded in L 2 ( ). The space P(N 0 ) may be equipped with various di erent topologies, but there exists a natural one such that P(N 0 ) becomes a nuclear space, see BK95] . The topology on P(N 0 ) is chosen such that it becomes isomorphic to the topological direct sum of tensor powers N^ n C :
Note that only a nite number of ' (n) are non-zero. We will not reproduce the full construction here, but we will describe the notion of convergence of sequences with respect to this topology on P(N 0 ). For ' 2 P(N 0 ), '(x) = P N(') n=0 h: x n :; ' (n) i, let p n : P(N 0 ) ! N^ n C denote the mapping de ned by p n ' := ' (n) . A sequence (' j ) j2N of smooth polynomials converges to ' 2 P(N 0 ) i the set fN(' j ); j 2 Ng is bounded and p n ' j ?! Since the constant function 1 is in P(N 0 ) we may extend the concept of expectation from integrable functions to distributions 2 P 0 (N 0 ):
The main goal of this section is to provide a description of P 0 (N 0 ). The chaos decomposition introduces the following natural decomposition of 2 P 0 (N 0 ). Let (n) 2 N 0^ n C be given. Then there exists a distribution I( (n) ) = h: (n!) ?1 2 nq j j 2n p : (7)
For < 1 the norm in (7) (n!) ?1 2 nq j j 2n p will not be nite for any p; q for 6 = 0, i.e., the Wick exponentials would not be in any (H p ) q . Thus it would not be possible to de ne the S-transform. As we want to use the S-transform for the characterization of distributions and for calculations, (N) ?1 which allows the de nition of S-transforms at least on neighbourhoods is the largest space of our chain.
Wick calculus in Gaussian analysis
We shall explain the necessary facts of Wick calculus in Gaussian analysis and show its connection to the Itô/Skorohod integral. This will be useful for understanding the meaning of the Wick type stochastic di erential equation which we discuss in Section 9. For more details and proofs we refer to KLS96].
De nition 4.4 Let 
here we used (6). Since (9) and (10) Now it is easy to see that f m satis es the condition required in De nition 5.1.
In the next subsection we will construct spaces of regular generalized functions. Theorem 5.2 will be useful in order to identify the generalized functions as regular ones.
Spaces of regular generalized functions
Although the construction of spaces of regular generalized functions is similar to the construction of spaces of generalized functions in Subsection 4.2 (here we have p = 0) we give all details in order to introduce the notation of the spaces. We de ne for any given q 2 N 0 ; 2 0; 1]; the following Hilbertian norm for the smooth Wick polynomials '(x) = P N n=0 h: x n :; ' (n) i; x 2 N 0 : k ' k 2 q; := 1 X n=0 (n!) (1+ ) 2 nq ' (n) 2 :
Then we de ne the Hilbert space G q as the completion of P(N 0 ) with respect to k k q; . Or, equivalently,
h: ? and therefore one can de ne the S-transform of elements from G ? as described in Subsection 4.3 (here we have the case p = 0, for = 1 the S-transform is only locally de ned again). As we already mentioned above is G ?1 P 0 reg (N 0 ).
Regular generalized stochastic process
In this section we will introduce concepts from the theory of stochastic processes such as conditional expectation, martingale property etc. for mappings from an interval of the real line into a space of regular generalized functions.
For the space G 0 these notions have already been introduced in BP95]. Our aim is to extend these structures to general spaces of regular generalized random variables (when we are discussing the probabilistic counterpart of functions we call them random variables). Although it is possible to consider a general nuclear triple, here for concreteness we choose the white noise triple discussed in Example 3.1.
Conditional expectation of regular generalized random variables
Let M denote some subset of S(R), and let P M be the orthogonal projection of the L 2 (R)-closure of the linear span of M. F M denotes the sub--algebra of C (S 0 ) generated by M, i.e., by the set of random variables fh ; ijf 2 Mg. Consider an increasing family of subsets (M t ) t2I , i.e., M t M s S if t < s; t; s 2 I. Obviously, the family of sub--algebras (F Mt ) t2I generated by them is a ltration on the measurable space (S 0 ; C (S 0 )). Example 6.4 Let M t ; t 2 I be the subset of functions in S which have support in 0; t]. The associated ltration (F Mt ) t2I coincides with the ltration (F t ) t2I generated by the standard version of Brownian motion.
De nition 6.5 A regular generalized stochastic process ( t ) t2I in G ?1 is called a martingale with respect to the ltration (F Mt ) t2I if for all t s 0; t; s 2 I; the following equality holds: E ( t jF Ms ) = s :
For every regular generalized stochastic process ( t ) t2I we have the chaos decomposition t = Proposition 6.6 Let (M t ) t2I be a regular generalized stochastic process.
Then the following are equivalent: 1. The regular generalized process (M t ) t2I is a martingale. The generalized process W t ; t 0; is the white noise process, see Example 4.2, the integrals are Pettis integrals, see De nition 4.6, and the Wick calculus is explained in Subsection 4.4.
In the following theorem we show that under a certain assumption on the initial value X 0 the process (17) is a regular generalized stochastic process in G ?1 . Before, we prove the following lemma which will be useful in the estimation of the S-transform of (17). 
where O S C is a neighbourhood of 0 2 S C , see e. Now we want to show that the regular generalized process (X t ) t 0 is a martingale with respect to the ltration (F t ) t 0 generated by the standard version of Brownian motion. As we already mentioned in Example 6.4 the ltration (F t ) t 0 coincides with the ltration generated by the subsets t (t 1 ; : : : ; t n ) = k n 1 0;t) (t 1 ) : : : 1 0;t) (t n ); where the k n ; n 2 N 0 , are the coe cients given in (23). Therefore, by using I n (X (n) s ) = X s for t s. Thus, the regular generalized process (X t ) t 0 is a martingale.
