LetĒΓ be a family of hyperelliptic curves over F alg cl 2 with general Weierstrass equation given over a very small field F. We describe in this paper an algorithm to compute the zeta function ofĒγ forγ in a degree n extension field of F, which has as time complexity O(n 3 ) and memory requirements O(n 2 ). With a slightly different algorithm we can get time O(n 2.667 ) and memory O(n 2.5 ), and the computation of O(n) curves of the family can be done in time and space O(n 3 ). All these algorithms are polynomial in the genus.
Introduction and results
The problem of counting rational points on curves over finite fields has received much attention during the last decade, and many algorithms have been proposed. For an overview of these results and their relevance we refer to [8, 15] . (Hyper)elliptic curves over finite fields of characteristic 2 are particularly interesting due to the fact that computers can work very efficiently with them.
For elliptic curves Mestre has presented an algorithm using the arithmetic geometric mean (AGM) that works in time O(n 3 ), and Lercier and Lubicz [12] extended and improved it to O(n 2 ) and very small genus > 1. Kedlaya presented in [7] an algorithm to compute the zeta function of hyperelliptic curves of genus g in odd characteristic in time O(g 4 n 3 ) using Monsky-Washnitzer cohomology, and Denef and Vercauteren [2] extended this to characteristic 2.
On the other hand Lauder [11] and Tsuzuki [14] introduced deformation in the story of point counting, and in [6] we followed a suggestion of Lauder to combine deformation with Kedlaya's approach. In this paper we extend this result to characteristic 2, thereby reconciling Denef and Vercauteren's work with deformation.
In [3] Gerkmann also considered a deformation approach for elliptic curves in odd characteristic, and due to the easy form of the Weierstrass equation of an elliptic curve in characteristic 2 he was able to add this situation without much effort. For higher genus this equation is however more involved, and as a consequence the theory is technically rather different from the odd characteristic case, although the 'big picture' has a similar esprit.
We will now present the results proven in this paper. Let F q be a finite field with q = 2 a elements,γ ∈ F q n for some integer n, and g ≥ 1 an integer. Supposē f ,h ∈ F q [X, Γ] are in the form described in section 2.1, which implies especially that for mostγ we get a hyperelliptic curve of genus g over F q n of the form Eγ : Y 2 +h(X,γ)Y =f (X,γ).
Define κ := max{deg Γ f, deg Γ h 2 }. As is mentioned in [2] , in this matter we have an 'average case' and a 'worst case'. This means that almost all curves belong to the first case, and some unlucky ones do not. In this paper we will often use the Soft-Oh notation O as defined in [17] , which is essentially a Big-Oh notation that ignores logarithmic factors.
The main result is the following theorem, to be proven in section 5.
Theorem 1
We can compute deterministically the zeta function of (the projective completion of)Ēγ using O(g 6,376 a 3 κ 2 n 2 + g 3,376 a 3 n 3 ) bit operations and O(g 5 a 3 κn 2 ) bits of memory 'on average'. For the worst case scenario one factor g is to be added to the terms with n 2 in them.
By using some faster substitution algorithm it is possible to gain time, at the cost of an increase in memory usage. The result is the following.
Theorem 2 There exists a deterministic algorithm that computes the zeta function ofĒ γ in O(g 6,376 a 3 κ 2 n 2 + g 3,376 a 2 n 2,667 ) bit operations 'on average'.
It requires then O(g 5 a 3 κn 2 + g 3 a 2 n 2,5 ) bits of memory. In the worst case again one factor g has to be added to both first terms.
Theorem 2 together with the following result and an algorithm quadratic in n for a special situation with a Gaussian normal basis is proven in section 6. In this theorem we did not pay attention to the dependency of parameters different from n.
Theorem 3 Given O(n) parametersγ 1 , . . . ,γ k ∈ F q n , it is possible to find the zeta functions of allĒγ i with O(n 3 ) as time and space requirements.
The bottom line of this algorithm is that in order to find a curve with some special size by trying a lot of curves, we can count on O(n 2 ) as the time needed for one curve. This paper is organized as follows. In section 2 we provide the theory behind the algorithm, in it is explained the required special form off andh, to which we referred earlier. In section 3 we have gathered some necessary results about certain 2-adic matrices and differential equations of them, required for the algorithm. More precisely, some trick is explained to compute the matrix of the connection and a particularly useful form of the differential equation, the convergence properties of Frobenius are investigated, and an important result about error control is established. The next section gives the algorithm and proves its correctness, and section 5 estimates the complexity, thereby proving theorem 1. Finally the last section mentions the improvements noted above, in particular theorems 2 and 3.
Analytic theory
In this section we will develop an analytic theory which combines the results from [2] with a deformation. Before we start let us define some notation used throughout the rest of the paper. Let a be a strictly positive integer, then we denote by F q the finite field with q := 2 a elements. Let Q 2 be the completion of Q according to the 2-adic norm, and Q q is the unique degree a unramified extension of Q 2 . Denote with C 2 the completion of an algebraic closure of Q 2 . The rings of integers of Q 2 and Q q are written Z 2 respectively Z q . The lift of the Frobenius automorphism on F q is given by σ : Q q → Q q . We extend σ by acting as squaring on each appearing variable unless said otherwise. If k is a field, then we mean by k alg cl an algebraic closure of k. The derivative of some expression α with respect to X will be denoted by α ′ , and on the other hand ∂α ∂Γ is written asα.
Introducing the deformation.
Suppose we are given an equation Y 2 +h(X) · Y =f (X) over F q which defines a hyperelliptic curve of genus g. As pointed out in [2] it is always possible to find in an efficient way an isomorphic curve over F q given by Y 2 +h(X) · Y =f (X) subject to the following conditions. The degree of the monic polynomialf is 2g +1 andh is nonzero of degree at most g. If we factorh in its monic irreducible factors over F q ,h(X) =c
, the product of the irreducible factors ofh. We require now thatf =H ·Qf whereH andQf are relatively prime. DefineD := max r i so thath is a divisor ofHD, and letQh be such that h ·Qh =HD. Now we can lift theh i andQf to h i and Q f over Z q such that they remain monic and the projection modulo 2 equals the original polynomials. As a consequence we can also define H, h and Q h with the same properties as in the finite field case.
To introduce the deformation parameter Γ in the resulting equations, we allow Q f and the h i to be polynomials in Z q [X, Γ] such that they remain monic in X. Let r(Γ) be the resultant of H and Q f · ∂H ∂X = Q f H ′ with respect to X. Then we require r(Γ) to be a polynomial for which r(0) does not reduce to zero modulo 2, or equivalently Γ = 0 gives a hyperelliptic curve modulo 2. The resultant determines for which parameters the result is a hyperelliptic curve, therefore we define the following subset of the set Teich(F ) r(γ) ≡ 0 mod 2 .
, with an equation of the form mentioned above.
Proof. It is enough to show for a Teichmüller lift γ thatĒγ has no affine singularities iff γ ∈ S. Computing the system of partial derivatives yields immediately that the existence of an affine singularity (x,ȳ) implies thatH(x) = h(x) =f (x) =ȳ = 0 andf ′ (x) = 0, and vice versa: these equalities give an affine singularity. Asf ′ =Q ′fH +QfH ′ we conclude that equivalently the systemH =QfH ′ = 0 has no solutions, which in turn is equivalent to Res X (H,QfH ′ ) = 0. The fact that the equation has the right structure is trivially checked.
The constructions above fail whenh is a constant, in which caseh = 0 is equivalent withĒγ being hyperelliptic for everyγ. In this situation no resultant is needed, and for example S defined below will simply be Q q [Γ]
† . We will not always mention the simplifications needed for this special case. The conventioñ D = 1 in this case is best suited for the estimates further on.
As final definitions, let ρ := deg Γ r(Γ), s := deg X (H) and κ := max{deg Γ f, deg Γ h 2 } as defined before, and η := deg Γ H.
The overconvergent structures.
We define as in [6] the necessary overconvergent structures. For r = ρ i=0 r i Γ i let ρ ′ be the largest index for which ord(r ρ ′ ) = 0, and definer = ρ ′ i=0 r i Γ i . Hencer ≡ r mod 2 and if the leading term of r is a unit in Z q we have simplyr = r. The ring S will be the equivalent of the field Q q in Denef and Vercauteren's approach.
The last inequality in this definition is equivalent with the existence of real constant δ > 0 and ε such that for all k we have ord(b k ) ≥ δ · |k| + ε. As proven in [6] the fact thatr is 'monic' implies that a general element of S can be represented as
r(Γ) j where we have lim inf i ord(a i )/|i| > 0 and lim inf j ord(b j )/|j| > 0. Ifr is a constant then of course S = Q q [Γ] † , and the parts with denominators disappear everywhere. We will not always mention this special case. The equality
combined with the fact that r −r ≡ 0 mod 2 shows that 1/r ∈ S. It is worth remarking that S doesn't change if defined usingr, and S can still be interpreted as consisting of the analytic functions defined over Q q and convergent in a disk strictly bigger than the unit disk with small disks removed around the Teichmüller lifts not in S. The following important lemma is also proven in [6] and gives us control over the substitution of some γ ∈ S in an element of s ∈ S.
Remark that s(γ) always converges.
Suppose we have for infinitely many γ ∈ S that ord(s(γ)) ≥ α for some real number α, then also for every k ∈ Z we get ord(b k ) ≥ α. Now we can define what will be the analogue of the dagger ring A † . The last condition may look quite terrifying, but is a technical condition that implies that the sum k s ik is convergent and again an element of S.
In the case that H is a constant the sum over k is restricted to k ∈ Z ≤0 , which means simply that in this case no denominators with respect to X occur in a general element of T . We will write such a general element of T as
It is not hard to expand the proof of lemma 14 given in [6] such that it yields that T is an S-algebra.
Let γ ∈ S withγ ∈ F q ′ such that q ′ is minimal and F q ⊂ F q ′ . Then we can substitute γ for Γ in the above construction of T resulting in the vector space T (γ) over Q q ′ . We have just as in the odd characteristic case that T (γ) = A † with A † as defined in [2] for the curve
We define the derivative with respect to X on T by interpreting Y in terms of X. Using the equation in its original form and as (2Y + h) 2 = 4f + h 2 this yields
We indeed have that Y ′ ∈ T and can hence define the differential d := T → T dX : t → ∂t ∂X dX. Let ı be the hyperelliptic involution X → X and Y → −Y − h(X, Γ) on T , then we have the following central proposition. If H is a constant, the first basis is empty, or equivalently H
HereŨ gives the first part andṼ (Y + h/2) the second part. The linear independence of the elements of the bases can be proven with lemma 5. Indeed, suppose we have a linear relation s i b i = 0 for basis elements b i and s i ∈ S where s j = 0. The lemma then implies the existence of some γ ∈ S such that s j (γ) = 0, which gives a nontrivial relation s i (γ)b i = 0 in the case without deformation, in contradiction with [2] .
In order to reduce a general element
of T , we consider as in [2] four cases. First, the part with i ≤ 0 is an exact form, as integrating does not change the overconvergence property. Second, for i > 0 we have the following formulae from [2] , where
and by computing the differential d(B/H
i−1 ) we find
Repeating this we end with i = 1 -which cannot be reduced further, ergo the first basis of the proposition -and an expression without denominators H which is an exact form. Next, for the part with j ≤ 0 we can use the following congruence
which has leading coefficient 2(2g + 1) + 4j/3 = 0.
Finally we consider the case j > 0. Let h = HQ H , then by writing
Here the last part IdX/rH is some differential, invariant under the hyperelliptic involution.
Although the above formulae allow us to reduce elements of T , they do not guarantee a priori that the reduced elements and the exact differentials appearing are overconvergent. We will prove this for the case j ≤ 0, the other cases are similar -the basic idea being that the orders decrease with only logarithmic behavior and deg Γ and 'deg r ' increase at most linearly. Let our element of T be given in the form j≥0 s j (Γ)X j Y dX, where s j (Γ) = i s ij (Γ)r(Γ) i and -if necessary after multiplying with some constant -ord 2 (s ij ) ≥ δ(j + |i|) for some δ > 0. It follows immediately from formula (2) that if 
We will prove that with s j f
t an inequality ord 2 (α tj ) ≥ ε(|t|+j) holds, after which fact 10 and lemma 11 from [6] give the result. Expanding f
Hence for the order of α tj we find (ignoring the fact that we should reduce the coefficients of the product modulor at most once)
It can then readily be checked that ord 2 (α tj ) ≥ δ(|t| + (1 − C)j) for C < 1, and if C ≥ 1 (in fact this could be forced) we distinguish between t ≥ 2Cj, with ord 2 (α tj ) ≥ δ( 1 2 |t| + Cj) and t ≤ 2Cj, where ord 2 (α tj ) ≥ δ 2C+1 (j + |t|). For proving that g, coming from the exact differential dg, can also be chosen in T , we need similar estimates using the full form of congruence (2) . This congruence reads (2) =
as can be checked by using the equality (2Y + h) 2 = 4f + h 2 .
The differential equation.
The goal of this section is to find the following commutative diagram:
Let us start with the definition of the connection ∇ : 
2 modulo 2. It will follow from proposition 11 that with this definition F 2 (Y ) actually sits in T . By extending F 2 with dX → 2XdX and dΓ → 2ΓdΓ combined with the following lemma we have the two maps F 2 from the diagram above.
Proof. Our proof is rather technical, we will use the sequence W k from the Newton iteration as in [2] , for which the approximation
k . We will show inductively for k ≥ 2 that
, and as h σ ≡ h 2 mod 2 this satisfies our relation. Now the iterative step reads
Computing h 2 (ı(W k+1 ) + W k+1 )dX mod 2 k and using the fact that W
which in turn gives our induction. It is possible to prove this lemma on a more conceptual level in the following sense: lifting from the coordinate ring of the curve in characteristic 2 to the Monsky-Washnitzer cohomology is functorial, and as Frobenius commutes with the involution below, it will also commute in the characteristic zero case.
Finally we have that the above diagram is commutative, which can be seen for example by looking at the action of Frobenius and ∇ on power series. We can derive from this the central differential equation. Let F (Γ) be the matrix of the operator F 2 on H − MW , given by F 2 (b i ) = k F ik b k , and analogously let G(Γ) be the matrix of ∇. Using the relation ∇ • F 2 = F 2 • ∇ on basis elements the following equation is easily obtained:
We will come back later to the problem of solving this equation in a decent way. Suppose that we use the same lift to some Q q n (including Γ ← γ) in the algorithm of Denef and Vercauteren as we did here, then it is clear that if F (0) equals their Frobenius in Γ = 0, the same will hold for F (γ) for every γ ∈ S as F (Γ) is uniquely determined by (4) and F (0).
Behavior of matrices
The theory in the foregoing section shows that the matrix of Frobenius F (γ) for some γ ∈ S can be computed by working over a small field (for finding F (0)) and solving the right differential equation. One way to do this is by first finding G and then using a recursive computation from equation (4). However -as a general entry of G is not a polynomial in Γ but rather a power seriesthis would be rather slow, and in surplus we would need an expansion of ∇(b i ) which would require O(n 3 ) of memory. This section shows how to deal with this problem, and also gives an important estimate on F (Γ).
3.1 Changing the matrices into some smaller form.
We construct a new basis for H − MW as d i := vb i ; the fact that this is a basis follows from proposition 9. The idea is that -as v arises as denominator in ∇b i -the basis {d i } gives in some sense a nicer matrix for the connection. We have (by definition) the following matrices, where the right hand sides are obtained by reduction using formula (2) . By (b i ) we mean a column vector of length 2g with b 0 on top.
As follows from the preceding section the entries of G are elements of S, and it is not hard to see that the entries of B and D are polynomials in Γ over Q q . Using these relations and the equality
Adaptation of the differential equation
If we combine the formula D =Ḃ + BG with the differential equation, we can find an equivalent equation where only polynomials of bounded degree -see lemma 8 -appear. We can however even go further, namely we will argue later on that we need in fact r(Γ) M F (Γ) for some positive integer M . Knowing M we can find one 'small' equation which has as solution precisely
and boundary or starting condition
, hence multiplying with B σ on the left will remove G σ . We suppress from now on the Γ and Γ 2 from the equations.
Next we substitute KB = r M F , which after multiplying with r M+1 leads to
An important property of this equation is that all coefficients consist of polynomials of low degree. As proposition 9 will show B(0) is invertible, and hence it is possible to solve (5) using induction: write K = i K i Γ i , where K 0 is known. Then we can find each K k+1 one by one from K k , K k−1 , . . . by looking at the coefficient of Γ k−1 . Finally r M F is recovered as KB. Proof. We have for every i the equivalence
The reduction formula (2) has to be applied at most 2g + 1 times, and each time deg Γ increases at most with κ. Bounding the denominator naively would give the following product which we give a name to be used in the next proposition,
which has order exactly 2g + 1. However, using lemma 2 of [2] gives the better logarithmic bound mentioned above. The results for D can be proven with similar estimates.
Proposition 9
For every γ ∈ S we have ord 2 (det(B(γ))) = 0.
Proof. We will prove in a first step that
and afterwards some property of the resultant will show that for every γ ∈ S this last resultant has the same order 2g + 1 as P , which gives the proposition.
Define α j := X j u + (j/3)X j−1 v for j := 0 . . . 2g, then formula (2) reads α j Y dX ≡ 0. We will suppress Y dX from the expressions during this proof, as they only make notation heavier. We define a square matrix M over Q q [Γ] of dimension 4g + 1 which will be represented as a polynomial with coefficients in Q q [Γ] and variables µ 0 , . . . , µ 2g , λ 0 , . . . , λ 2g−1 and X. It has total degree 1 in the set of variables {µ i , λ i } and degree 4g in X. The entries of the matrix M are given by the coefficients of µ i X j and λ i X j , enumerated in such a way that the first 2g + 1 rows correspond to µ 2g . . . µ 0 , the next rows to λ 2g−1 . . . λ 0 , and the columns correspond to decreasing degrees of X. For example, the lower right entry is the coefficient of λ 0 X 0 . We start with
By means of the transformation λ j ← λ j − ((j + 1)/3)µ j+1 it is easy to see that the determinant of M is precisely the resultant Res X (u, v).
The reduction process gives rise to formulae of the form
The coefficients of the B j are exactly the entries of the matrix B. If we substitute these expressions in our polynomial, we find
With the substitution µ i ← µ i + 2g−1 j=max(i−1,0) λ j β ij again the determinant doesn't change, and the result is
In this form the upper half of the matrix is in 'uppertriangular form', with P as product of the elements on the diagonal. The lower half of the matrix has on the left only zeroes, and on the right the matrix B appears (turned upside down and from left to right). This concludes the first part of the proof.
Lemma 10 Let R be a ring and α, β, γ ∈ R[X] with deg β = deg(β + αγ), then Res X (α, β) = Res X (α, β + αγ).
This lemma remains true without the condition on the degree, given that α is monic. Otherwise the resultants agree up to an appropriate power of the leading coefficient of α. Proof. The matrix defining the second resultant can be achieved from the matrix defining the first resultant by adding to the rows according to β suitable multiples of the rows of α. These elementary row operations do not change the determinant.
We write Res
. By the lemma and the fact that H and Q f H ′ are relatively prime we have that the first factor has order deg H. Defineh := h/H, then we have -as can be checked by writingh in a product of linear factors over Q alg cl q of H -thath is a divisor of Hh ′ with integral quotient α. The lemma implies that
Remark that the coefficient of X 2g of the second polynomial in these equalities is always congruent to 2 modulo 4, and hence nonzero.
The last resultant above equals 2 deg Q f times
and reducing this result modulo 2 gives Res X (hh, Q
. Again using the lemma we find Res X (hh, −Q f H ′ ) modulo 2, which is nonzero by construction. In conclusion we see that Res X (v, u) has an order of exactly deg Q f + deg H = 2g + 1.
A consequence of this proposition is an estimate on B −1 . Indeed, suppose 2 ε B is integral, then the fact that the inverse of a matrix equals its adjunct matrix divided by the determinant gives that the order of B −1 is at least −(2g − 1)ε. Together with lemma 8 we can conclude that, defining β ′ := (2g − 1)(3 + ⌊log 2 (5g + 1)⌋) = O(g log g), we have ord 2 (B −1 ) ≥ −β ′ .
On the convergence rate of F (Γ).
Proposition 11 Let N ∈ N and f (Γ) be an entry of F (Γ), reduced modulo 2 N . Then there exist explicit constants χ 1 = O(ND) and χ 2 = O(gκND) such that r χ1 f (Γ) is a polynomial of degree at most χ 2 . Also we have an explicit constant ϕ = O(log g) such that ord 2 F (Γ) ≥ −ϕ.
Proof. Recall from [2] the approximation W k to F 2 (Y ), also used in the proof of lemma 7. By defining α k (X, Γ),
k−1 and similar ∆ β,k we can compute H 2D W k from the following formula of [2] .
This gives as result:
We start by proving that the numerators in W k -the right hand side of the equation above, expanded as an H-adic series -for k ≥ 2 have deg Γ at most Ak − B, with δ := ω − κ, A := ω + δ, B := A + δ, and
Here ω = 2A − B is a bound for the degree in Γ in W 2 , as can be checked by an easy computation. To prove the bound Ak − B we use induction and consider each term in the formula for W k above, for instance for Q 2 h ∆ α,i ∆ α,j with i ≥ 2, j ≥ 2 we find as bound
As A is also a bound for the numerators in W 1 and i, j ≤ k − 1 we have our estimate for all i, j. The term with η comes from expanding polynomials in X as series in H.
2 For the other terms a similar computation works, for example for Q 
2 The case where H is a constant is similar but easier.
In a second step we have to reduce W k in the cohomology. As F 2 (Y ) ∈ H − MW we can confine ourselves to the part with Y in it. First we take some g(Γ)X r Y dX, and reducing this by using formula (2) adds less than rκ as degree in Γ. Lemma 1 of [2] shows that X r has possible nonzero coefficient modulo 2 M only if r ≤ (aM +b)s with as = 2(2g+1−2 deg X h) and bs = 7 deg X h−3(2g+1).
and lemma 2 of [2] gives that it is enough to compute W M for finding F 2 (Y ) mod 2 N in H − MW , at least for the part without denominators H. Thus the worst possible deg Γ comes from the term V H aM+b , which has deg Γ as most AM − B. During the reduction an extra (aM + b)sκ can occur, and in conclusion the contribution of the part without denominator H is at most AM −B+(aM +b)sκ.
For the second part of F 2 (Y ) we consider terms of the form V /H ℓ Y dX for ℓ > 0. During the reduction from 1/H ℓ to 1/H ℓ−1 the degree in X increases with at most s + 2g and the degree in Γ with at most 2gκ. Also a denominator r(Γ) appears. In the end we also have to reduce as in the previous paragraph, starting from deg X at most ℓ(s + 2g). Letã := 4D andb := −6D, so that lemma 1 of [2] implies that modulo 2M we only need ℓ ≤ãM +b. Then with M such thatM − (3 + log 2 (M + 1)) ≥ N againM = O(N ) and from lemma 3 of [2] it follows that WM suffices for this part. Hence the worst case here is the denominator HãM +b , where deg Γ is at most AM − B. All together this gives a degree in Γ of at most AM − B + 2gκ(ãM +b) + (ãM +b)(s + 2g)κ, and a denominator rãM +b . It is now easy to find the bounds from the lemma: the denominator is rãM Using A = B = O(gκ), s = O(g) and as and bs as before the lemma follows.
Remark that we should in fact look at F 2 (X i Y ) for i = 0 . . . 2g − 1, but the possible increased deg Γ caused by this is absorbed in the rough estimates during the proof.
In order to determine ϕ we need to combine lemmata 1, 2 and 3 of [2] . Choosing a modulus 2 k lemma 1 implies that the highest appearing degree of X in the Y -part of F 2 (Y ) is less than (4g + 2)k + g. Linked with lemma 2 this part gives then an order bigger than
On the side with denominators we find as extremum 4Dk − 6D, and lemma 3 then gives the bound
Now we can take −ϕ as the minimum of (6) and (7), and we see immediately that ϕ = O(log g).
Note 12
When implementing these results one finds that F (Γ) −1 , the matrix of the big Frobenius and B −1 actually have also very good 2-adic valuation 3 , good enough to suggest a bound of O(log g) for them as well. However, we do not know of a way to prove this, but in [2] a heuristic argument is given for the big Frobenius. It is worth noting that a proof of these results would diminish all our complexity estimates by a factor g.
Error propagation in the inductive computation.
When solving the equation
in an inductive manner, we could estimate the loss in accuracy in a naive way. However, alreadyK = iK i Γ i−1 implies division by k for computing K k , and hence at least ord 2 ((N Γ − 1)!) would be lost as accuracy, assuming working modulo Γ NΓ . It turns out to be possible to do better, as we will show in theorem 13. Some form of this theorem has been found independently from the author by Gerkmann [4] .
Let −ϕ be the lower bound for the order of F (Γ) found above, and −ϕ 0 a bound for F (Γ) −1 . By lemma 24 in [6] -the proof of which is also correct for p = 2 -we can take ϕ 0 = ϕ(2g − 1) + g. Denote with K the solution of (8) obtained by working modulo 2 N and starting with
where α := (12g − 1)(3 + ⌊log 2 (5g + 1)⌋) + (10g − 1)ϕ + 5g.
Proof. We will prove this theorem in a number of steps. Let us first define and recall some terms. For ease of notation we write E := −MṙB σ + 2Γr(Ḃ − D) σ . We know the following bounds:
and with β ′ such that ord 2 (B −1 ) = ord 2 ((B σ ) −1 ) ≥ −β ′ as defined after the proof of proposition 9 we have β + β ′ = 2gβ. The same way we have ϕ + ϕ 0 = 2gϕ + g.
Definition 14
Let A i be for every i ≥ 0 a (d×d)−matrix over C 2 and x, y ∈ R. We say that a power series i A i Γ i converges (x, y)-logarithmically if for all i ord 2 A i ≥ −x log 2 (i + 1) − y.
To shorten notation we will often forget the word 'logarithmically'.
Proof. The coefficient of Γ k in the product is A i B j , summed over i + j = k. Hence the 2-order is at least
and as log 2 (k + 1) ≤ log 2 (i + 1) + log 2 (j + 1), we find the lemma.
Lemma 16 Let C be the (exact) solution ofĊB + CD = 0 subject to C(0) = B −1 0 , then C converges (ϕ + ϕ 0 , β ′ )-logarithmically, and for C −1 with C −1 (0) = B 0 we find (ϕ + ϕ 0 , β).
Proof. The matrix C ′ := CB gives in fact the solutions around zero of the equation ∇ = 0, orĊ ′ + C ′ G = 0, and from the diagram (3) we can deduce the equality
Now exactly the same proof as for proposition 25 in [6] gives that C ′ converges as (ϕ + ϕ 0 , 0). As B −1 can be considered to converge as (0, β ′ ), lemma 15 gives the result. The estimate for C −1 = B(C ′ ) −1 can be proven in a similar fashion.
We now give an estimate on the error propagation for two 'partial solutions' of the equation. Remark that we don't need these in the algorithm, only in this proof. A lemma with the flavor of the following one was first given by Lauder [10] , but we give a proof similar to our proof in [6] . Let C be the solution computed inductively modulo 2 N from the equationĊB + CD = 0 with
Proof. It is easy to see (a formal argument will be given later) that C satisfieṡ CB + CD = 2 N E 1 with E 1 some matrix of power series with integral coefficients. Let L be such that 2 N LC = C − C. Then we have the equalities
and as a consequenceL = E 1 B −1 C −1 . If we integrateL we find as integration constant L 0 = 0, and hence
As integrating is not worse then adding 1 to the logarithmic factor, we find the lemma.
Let P and P be the computed modulo 2 N resp. exact solution of (rB σ )Ṗ + EP = 0 subject to P (0) = I, then a trivial computation shows that K = P A 0 C satisfies (8) . Now the previous results give that P = KC −1 A −1 0 converges (ϕ+ϕ 0 , β +β ′ +ϕ+ϕ 0 )-logarithmically and the same holds for P −1 = A 0 CK −1 . Working similar to lemma 17 shows that 2 −N (P − P ) converges as (ϕ + ϕ 0 + 1, 2β + 3β ′ + 2(ϕ + ϕ 0 )). In this we use (rB σ )Ṗ + EP = 2 N E 2 . The proof of the theorem can now be completed by estimating K − PA 0 C and PA 0 C − K and summing these terms. Denote the additive operator of (8) by ∆, hence (8) equals ∆K = 0.
We will first show how to see that solving ∆K = 0 inductively modulo 2
for some linear functions f k . The sum over all these equations gives ∆K = 2 N E. Let L be defined such that 2 N P LA 0 C = K − PA 0 C, then we compute
Using the same integral as before and the fact that
we find our result. Indeed, for 2 −N ∆(PA 0 C) we find (ϕ + ϕ 0 , 2β + β ′ + 2ϕ + ϕ 0 ), and adding the inverse of the factors in the right hand side of (9) gives the lemma.
To control the difference 2 −N (PA 0 C − P A 0 C) we add a cross term:
The (ϕ + ϕ 0 + 1, 4β + 5β ′ + 3ϕ + 2ϕ 0 )-logarithmic convergence of this difference is now clear, and taking the maximum of this result and the last lemma gives the theorem.
The algorithm
In this section we give a concrete presentation of the algorithm. We suppose that the polynomialsH(X, Γ),h(X, Γ) andf (X, Γ) are given as explained in section 2. The input for the algorithm is hence formed by these polynomials over F q = F 2 a and some allowable parameterγ ∈ F q n . The output is the zeta function of complete model of the hyperelliptic curve given by Y 2 +h(X,γ)Y =f (X,γ).
Step 1. Compute Q q as explained in section 5.1, liftH,Qf and hence alsoh and f to Q q such that H and Q f remain monic, and compute the resultant r(Γ) = Res X (H, Q f · H ′ ). Let g be the genus and M = χ 1 , χ 2 and ϕ as follows from the proof of proposition 11 with N defined as below. Also ϕ 0 := ϕ(2g − 1) + g. Define
From now on we work modulo 2 N2 (in the beginning of the algorithm) and Γ NΓ .
Step 2. Compute the matrices B and D by using formula (2).
Step 3. Calculate F (0) as explained in [2] , but with the higher accuracy 2 N2 . Remark that we need the small Frobenius.
Step 4. Compute K inductively from the equation (8) with starting condition
. After step 4 we can switch to the accuracy N instead of N 2 .
Step 5. Letψ(z) be the minimal polynomial ofγ over F q , where we suppose 4 that F q (γ) = F q n , and let ψ(z) be the Teichmüller modulus lift ofψ as explained in section 5.1. Then Q q n = Q q [z]/ψ(z) and z is the Teichmüller lift ofγ. Determine
Step 6.
σ n−i as explained by Kedlaya in [7] and find Z(T ) as the polynomial det(I − FT ) with coefficients between −2 N f −1 and
Proposition 19
The above algorithm returns the correct result.
Proof. The Lefschetz fixed point formula on the Monsky-Washnitzer cohomology gives as explained in [2] that the result is correct if we can compute F and Z(T ) exactly, and the theory from section 2 and 3 implies that if every step was done with exact precision, we would indeed find the required matrix F . As we cannot work with this infinite precision, we need to show that the chosen accuracy is high enough. From the Weil conjectures it follows that F mod 2 N f is sufficient to recover the zeta function, and proposition 11 proves that N Γ suffices to compute r(γ) M F (γ) modulo 2 N . The crucial difficulty is to control the loss of precision introduced by working with non integral elements of Q q . It is clear that computing r, B and D gives no significant loss in precision. For computing KB we can bound the introduced error as in theorem 13. This gives that the loss in precision is at most 12g(3 + ⌊log 2 (5g + 1)⌋) + (10g − 1)ϕ + 5g. Here we have added β to the result of theorem 13.
We should also take notice of possible loss in accuracy in the computation of F as a product, which requires an extra anϕ of accuracy. But as pointed out in note 12, in practice F turns out to have a similar order as F (γ), hence this increment of N can in practice be chosen lower. Another problem appears in the computation of the characteristic polynomial of F . One naive way of doing this would be to compute the trace of F i for i = 1 . . . 2g and to use Newton's formula
which would require an extra precision of 2g +log 2 (2g) from the exponential and the denominators k, and 2ganϕ for the trace of F 2g . A better way however is explained in [1] . Here we first make F integral by multiplying it with some power of 2, and then use a slightly altered version of reduction to the Hessenberg form of a matrix, suitable for working in Z q n . The loss in precision is then 2ganϕ. We can conclude that the values of N and N 2 are sufficient.
Complexity analysis

2-Adic arithmetic
As central source for this section we use chapter 12 by Vercauteren of [5] , and we always assume asymptotically fast arithmetic, meaning that basic operations can all be done in essentially linear time. We suppose here that we are working modulo 2 N , hence representing an element of Q 2 takes O(N ) bits (if its order is not too low) and computing with it O(N ) bit operations. Remember that q = 2 a . Let
where χ is the Teichmüller modulus that projects toχ. A Teichmüller modulus is a minimal polynomial for Teichmüller lifts, or equivalently χ(x)|x q − x. In [5] an algorithm of Harley is given that computes χ in time O(aN ). Basic operations, including the 2nd power Frobenius automorphism σ, need the same amount of time.
Ifψ(z) is the minimal polynomial ofγ over F q , we can compute the Teichmüller modulus ψ(z) over Q q as follows. First determine ϕ(y) such that Q q n ∼ = Q 2 [y]/ϕ(y), ϕ(y)|y 2 an − y andφ(γ) = 0 as above, in time O(anN ). Second, as ϕ(z) = 0, we have that ψ|ϕ, or ϕ = ψ · ψ ′ . Nowψ andφ are known, hencē ψ ′ can be recovered easily, and using Hensel lifting as in [17] gives ψ in time O(anN ). Again this is also the time required for basic operations.
Computing σ k of an element of Q q n can be done trivially by applying k times σ, resulting in a complexity of O(kanN ). However, further on it will be advantageous to be able to compute σ k (z) in a faster way. Indeed, we can computeγ 2 k in time O(kan) by repeated squaring, and using the generalized Newton lifting of [5] we find the Teichmüller lift ofγ 2 k , which equals σ k (z), in time O(anN ).
Analysis of the algorithm
We use the 2-adic arithmetic always as in the previous paragraph. Let ω be an exponent for matrix multiplication, meaning that multiplying two k×k matrices over some ring R takes k ω operations in R. We can take ω = 2, 376. It is easy to check the following bounds:
Computing the lifts ofH andQf costs essentially nothing, and the computation of the resultant r(Γ) can be achieved in time O(g 1+ω aN gκ) = O(g 3+ω a 2 κn), see e.g. [16] , where we use the fact that we are working with polynomials in Γ of degree at most O(gκ). To determine B and D we have to use formula (2) at most O(g) times, and each step requires time O(aN · gκ · g), which comes from 'Q q · deg Γ · deg X '. Together this gives O(g 4 a 2 nκ). Next we have the recursive formula for finding K. Each of the N Γ steps consists of O(gκ) multiplications of matrices whose entries have size
), which will be the overall memory requirements of the algorithm. Remark that we can ignore the operations for finding B σ and the like. Repeating the complexity analysis of [2] 5 , we can confine ourselves to the worst case mentioned there, and as we skip the computation of the norm of the matrix, the most time consuming step is step 4 of the algorithm, which takes O(g 3 aN 2 ) = O(g 5 a 3 n 2 ). The memory requirements are O(g 4 a 3 n). The minimal polynomialψ can be computed in time O(an √ an + (an) 2 ), see [13] , and finding ψ out ofψ takes O(anN ) bit operations.
Let f (Γ) be an entry of r(Γ) χ1 F (Γ), then we need to find f (z), a substitution Γ ← z that can be done very fast using our Teichmüller modulus. Indeed, we just have to reduce f (z) modulo ψ(z), which takes for the whole of the matrix O(g 2 anN Γ ) = O(g 5 a 2 κn 2D ) bit operations. Division by r(z) χ1 is again neglectable. Remark that until now, where we have found the matrix of the small Frobenius, our algorithm has complexity O(n 2 ) in n. For the last step Kedlaya's method consists of the following iteration: -worst case beingD = O(g) -this gives the first term in the first complexity and the memory requirements in theorem 1.
Step 6 gives the second part of the time estimate.
6 Improvements 6.1 Subcubic counting.
The most time consuming step in the above algorithm is in fact the determination of F (z) O(ga 2 n 2 ) time, and as explained in [6] this composition can be achieved in time O(ga 2 n 2,667 ), at the cost of an increase in memory use, resulting in O(ga 2 n 2,5 ). This proves theorem 2 from the introduction.
Lots of curves.
Using fast multipoint evaluation [17] it is possible to compute O(n) zeta functions within one family in time and memory usage O(n 3 ). The author thanks Fré Vercauteren for drawing his attention to the relevance of such results. We don't go into all the details, but the main steps needed for this estimate are the following. Suppose a = 1, and we only look at the dependency on n. As before we compute r(Γ) χ1 F (Γ) in time O(n 2 ), and some Teichmüller modulus ψ(z). Letγ 1 , . . . ,γ k be the parameters for which we want to calculate the zeta function. Computing all the Teichmüller lifts γ 1 , . . . , γ k takes O(n 3 ) time. For computing the matrices F γi we need F (γ again requires only O(n 2 ) for each i, and the simultaneous substitution of all these values in α takes time O(n 3 ), which follows from corollary 10.8 in [17] . The estimate on the memory is clear, as it will certainly not exceed the time requirements.
Note that this result is also applicable to the situation in [6] , hence for hyperelliptic curves in odd characteristic.
Quadratic counting with GNB.
If we work over fields F q n where a Gaussian normal basis of type t with t small exists (see e.g. [5] , section 2.3.3.b, and for the existence of such bases [9] ), then we can make our algorithm quadratic for some well-chosen parameters. Here is an outline of how this works for t = 1 and a = 1, which means we have a representation
The same minimal polynomial (x n+1 −1)/(x−1) can be used over Q 2 to represent Q 2 n , and it is clear that it is a Teichmüller modulus. Remark that x n+1 = 1, which makes computing a lot easier. Suppose now that our parameter γ equals some power of x, say x k . Note that this is a very strong condition, for there exist only n + 1 such parameters γ. As explained earlier the crucial step is computing α(γ) and this last expression is easily evaluated. In conclusion this GNB allows us to compute the zeta function for certain parameters in time O(n 2 ). Here too we can draw the same conclusions for the odd characteristic case.
