Abstract-Using microlevel commodity flow data and microgeographic plant-level data, we construct industry-specific ad valorem trucking rate series and measures of geographic concentration to provide evidence on the relationship between transport costs and agglomeration. We find that low-transport-cost industries display significantly more geographic concentration in the cross-sectional dimension and that falling transport costs agglomerate industries in the panel dimension. The effects are large: the fall in trucking rates between 1992 and 2008 implied a 20% increase in geographic concentration on average, all else equal.
I. Introduction
W E identify the causal effect of transport costs on the geographic concentration of manufacturing industries in Canada, both in the cross-sectional and the panel dimensions. Focusing on trucking, the main transport mode for freight in North America, we estimate a reduced-form model and find that low transport cost industries display significantly more geographic concentration than high transport cost industries. 1 Decreasing transport costs also tend to agglomerate industries, especially at small spatial scales, and increase regional specialization. These results are in line with those of Krugman's (1991) celebrated core-periphery model. They hold up to a large variety of robustness checks and to instrumental variables estimations that deal with potential endogeneity concerns. Furthermore, the quantitative effects are large. In our preferred cross-sectional specification, an industry with ad valorem transport costs twice as high as those of any other industry is on average 5.13% less geographically concentrated at 50 kilometers distance. In terms of changes over time, the fall in trucking rates between 1992 and 2008 implied a 20% increase in the geographic concentration of the average manufacturing industry, all else equal. In a nutshell, the world is not yet flat: transport costs matter! Assessing empirically the effect of transport costs on the geographic concentration of individual industries is important for several reasons. First, despite their fundamental theoretical role in spatial modeling, little is known empirically on how transport costs drive the geographic structure of industries, especially at the regional level. While models of agglomeration such as those by Krugman (1991) or Helpman (1998) speak to the geographic concentration of aggregate economic activity, theory does not have much to say on the geographic concentration of individual industries. Second, among the possible determinants of clustering, transport costs have been studied the least, much less than the Marshallian forces such as input-output links, labor market pooling, and knowledge spillovers (see Rosenthal & Strange, 2004; Combes & Gobillon, 2015) . We thus have little quantitative evidence on the impact of those costs on geographic patterns. Third, changes in transport costs driven by, for example, infrastructure investments, bear on the local composition of economic activity and inform us on how that composition may change (Duranton, Morrow, & Turner, 2014) . These changes affect regional exposure to international trade shocks that have direct repercussions in local labor markets, a topic of great policy importance (Autor, Dorn, & Hanson, 2013) .
Assessing empirically the effect of transport costs on the geographic concentration of industries is also a difficult task. First, we need fine measures of geographic concentration to look at the cross section and enough time-series variation in those measures to look at changes. In this paper, we construct, for the first time to our knowledge, a long panel of continuous measures of geographic concentration computed from microgeographic plant-level data using the Duranton and Overman (2005) approach. Our microgeographic data exhibit enough time-series variation so that they can be meaningfully used in a panel context. Second, we need detailed measures of industry-specific transport costs and how they relate to output prices. There are surprisingly few empirical studies on geographic concentration that use direct measures of transport costs (see Redding & Turner, 2015) . Most of the literature exploits changes in market access broadly defined-stemming from either changes in international borders (e.g., the fall of the Iron Curtain; Redding & Sturm, 2008; Brülhart, Carrère, & Trionfetti, 2012) or from large-scale infrastructure investments (Chandra & Thompson, 2000; Baum-Snow, 2007; Michaels, 2008; Duranton et al., 2014) . 2 One problem with market access or infrastructure is that they do not provide industry-specific variation in transport costs, thereby complicating an analysis of how individual industries tend to agglomerate or disperse and of how regional specialization changes. 3 Another problem is that they do not exploit information on the value of the goods shipped. Yet it is known since at least Alchian and Allen (1964) that transport costs are especially relevant in relation to the prices of the goods shipped. There is not much difference in shipping gold or gravel border-to-border across the city, but the difference will be crucial when shipping them coast-to-coast across the country. Hence, both per unit transport costs and the prices of the goods shipped are required to investigate how ad valorem transport costs, and changes therein, affect the equilibrium geographic concentration of industries. We devote substantial effort to the calculation of domestic ad valorem trucking rates for 257 manufacturing industries using microdata files on truck shipments from Canada and the export values of goods. These ad valorem trucking rates can be extended to a twenty-year time series using industry-specific output price indices.
Finally, we need to deal with the possible endogeneity of ad valorem transport costs. For example, if the productivity gains from geographic concentration are passed on to consumers in the form of lower prices, which increases ad valorem trucking rates, the causality may run from agglomeration to transport costs and not the other way around. We deal with this issue by purging our ad valorem trucking costs of productivity effects. We also use binning instruments in the cross section and U.S. industry price indices in the panel to construct external instruments for our trucking rate series. As predicted by theory, there is an upward bias in the OLS estimates of the transport cost coefficients, which reinforces our baseline results. Low-transport-cost industries are significantly more concentrated than high-transport-cost industries, and falling transport costs drive more geographic concentration.
The remainder of the paper is structured as follows. In section II, we develop a parsimonious conceptual framework of endogenously determined transport costs and discuss a number of identification issues. Section III documents our data, explains the calculation of our key variables, and provides a first descriptive look at geographic concentration and transport costs. In section IV, we explain our empirical (see Baum-Snow, 2007; Garcia-López, Holl, & Viladecans-Marsal, 2015; Baum-Snow et al. 2017) ; (b) cities to grow (Duranton & Turner, 2012) ; and (c) cities to specialize in heavy industries, such as those with a low valueto-weight ratio (Duranton et al., 2014) . In a nutshell, lower transport costs tend to disperse economic activity within cities but to concentrate specific industries across cities.
3 Even the scarce studies that use more direct measures of transport costs typically do not have industry-level variation in those costs (e.g., generalized transport costs in Combes & Lafourcade, 2005 , or road distances interacted with oil prices in Storeygard, 2016) . Duranton et al. (2014) combine changes in infrastructure at the city level with value-to-weight ratios, a proxy for transport costs, to show how cities' industrial specialization patterns change with infrastructure investments. approach and discuss various identification concerns. Our empirical results are summarized in section V, and section VI concludes. We relegate many additional results and technical details to an extensive set of online appendixes.
II. Modeling Transport Costs
Our aim is to estimate industry-specific measures of ad valorem transport costs and relate them to the absolute and relative geographic concentration of industries. To do so, we lay out a simple framework that is useful for conceptualizing transport costs and pinpointing various endogeneity concerns.
Models of geographic concentration usually subsume transport costs by an exogenous parameter. Yet in reality, transport costs are prices that are set to clear markets and as such reflect supply and demand conditions. While the assumption of exogenous transport costs is useful in some contexts, it masks a number of endogeneity concerns that are important to address in empirical work, especially when using ad valorem transport costs. To guide our subsequent analysis, we develop in appendix A a simple two-region model based on Behrens and Picard (2011) and Behrens and Brown (2018) where ad valorem transport costs are endogenously determined by the interplay of manufacturing shippers (demand) and competitive carriers (supply). We show that the ad valorem transport costs for industry i between regions r and s can be expressed as
which depend on the producer price p i,prod r and the demand elasticity σ i of industry i; on the relative market size M of region r to region s; on the cost m i s of producers in industry i in region s; and on the carriers' cost function γ(Y c , d rs ). The last depends on the distance d rs of a one-way trip and a vector Y c of carrier-and commodity-specific factors (e.g., carrier's productivity, diesel prices, commodity-specific packaging and handling).
Expression (1) highlights several key features. First, freight rates are heterogeneous along many dimensions. They depend on the type c of commodity shipped (e.g., dry bulk, liquid bulk, container), the industry i of the product that is shipped (which determines demand conditions that the shippers face), the distance d rs shipped, shippers' production costs m i s (and characteristics that correlate with those costs), carriers' productivity as per Y c , and the spatial distribution M of demand. Controlling for all those dimensions is important when estimating freight rates. Second, freight rates are endogenous: they are prices that are set to clear markets and thus reflect supply and demand conditions. Even if freight rates are largely determined by suppliers' costs in a competitive market, these costs are endogenous to the spatial structure of the economy. For example, imbalances in the geographic distribution of economic activity create imbalances in shipping patterns and influence freight rates via backhaul problems and density economies. Freight rates also depend on factor costs and on the distance shipped, both endogenous to the geographic structure of the economy. The key message is that freight rates and the spatial distribution of economic activity are jointly determined in equilibrium. Dealing with that simultaneity is key to assessing the causal effect of transport costs on geographic concentration.
Finally, and most important, as shown by equation (1), the importance of transport costs also depends on the value p i,prod r of the goods being shipped. When prices are high, transport costs become less important for firms and consumers compared to the value of the goods: it is more profitable to ship gold (expensive or high-quality goods) than gravel (cheap or low-quality goods), all else equal. Changes in prices also affect the importance of transport costs. It may, for example, be profitable to ship crude oil over long distances when a barrel costs $100 but not when it costs $30, thus affecting regional production patterns. 4 This dependence of ad valorem transport costs on producer prices has two important consequences. On the negative side, there is a simultaneity problem. Geographic concentration in region r may increase productivity because of agglomeration economies or the spatial sorting of firms along productivity (see Combes & Gobillon, 2015) . In turn, a higher manufacturing productivity maps into lower prices p i,prod r for manufactured goods and thus affects the importance of freight rates-and possibly the spatial organization of the economy. On the positive side, fluctuations in output prices provide a source of variation that allows us to understand the importance of transport costs for geographic concentration independent of changes in unit transport costs. Denote the latter by t rs . As shown in appendix A, . Fluctuations in prices have a direct effect on ad valorem transport costs τ rs . This point is important since prices can fluctuate substantially over medium time horizons (e.g., natural resources such as crude oil), even if per unit transport costs t rs do not change much. In any case, prices introduce an industry-specific component into transport costs, and that component is important for analyzing the relationship between transport costs and geographic concentration. 4 Using the elimination of a transport subsidy for grain exports in the Canadian prairies in 1995 as a natural experiment, Ferguson and Olfert (2016) and Brown, Ferguson, and Viju (2017) find strong evidence of this effect. Farms farther away from export ports that received a greater subsidy responded to its elimination by shifting more of their production of low value per tonne wheat to high value per tonne canola than farms located closer to ports that received a lower subsidy.
III. Data, Measurement, and Descriptive Evidence
Our analysis requires two key pieces of industry-level information: (a) measures of (absolute and relative) geographic concentration and (b) measures of ad valorem transport costs. We now discuss our data and measures and take a first look at the evidence.
A. Data Sources
Our primary data source for geographic concentration is the Annual Survey of Manufacturers (ASM) Longitudinal Microdata file from 1992 to 2009. This confidential data set contains between 32,000 and 53,000 manufacturing plants per year, covering 257 NAICS six-digit industries. For every plant, we have information on its primary six-digit NAICS code (the codes are consistent over the whole period), its year of establishment; its total employment, whether it is an exporter in selected years, its sales, the number of nonproduction and production workers; its ownership status and whether it belongs to a multiunit firm, its intramural research and development expenditures, and its six-digit postal code. The last, when combined with the Postal Code Conversion files (PCCF), allow us to effectively geolocate the plants using latitude and longitude coordinates of postal code centroids, which are spatially very finely grained in Canada (see figure 5 in the appendix). We use the latitude and longitude information to estimate our measures of geographic concentration. We use the remaining information to construct various controls related to industry structure by aggregating to the industry level. Additional industry-level information from the KLEMS-capital (K), labor (L), energy (E), materials (M), and purchased services (S)-database is used to construct proxies for natural advantage and industries' labor force composition. A summary and descriptive statistics is provided in table 4 in appendix B, as well as more detailed information on the PCCFs and the sampling frame of the ASM.
We turn next to the data required to estimate ad valorem transport costs (τ rs − 1) at the industry level. We need information on the revenue to carriers (t rs ) and the producer unit price of goods ( p i,prod r ). Statistics Canada's Trucking Commodity Origin-Destination Survey (TCOD) includes both domestic and cross-border shipments and covers the period from 1994 to 2009. It provides most of the information required for the measurement of transport costs. Although it reports revenues to carriers on a shipment basis, it does not report the value of goods shipped. The latter is estimated by multiplying the tonnage of the commodity shipped, reported by the TCOD, by the commodity's value per tonne estimated using an experimental export trade file produced in 2008 (see Brown, 2015, for details) . We leave it to section IIIC to describe how these data are used to construct a panel of industry-level ad valorem transport rates.
B. Geographic Concentration
We measure the geographic concentration of industries using the Duranton and Overman (2005;  henceforth, DO) K-densities. These measures are independent of any arbitrary spatial division of the economy and comparable across industries and time. 5 We estimate the K-density (probability density function, PDF) of the distribution of bilateral distances between n plants in an industry as follows:
where d is the distance at which the K-density is evaluated, h is Silverman's optimal bandwidth, and f is a Gaussian kernel. The distance d ij between plants i and j is computed using the great circle formula. Note that equation (3) does not weight plants by any measure of size. Rather than using a plantcount-based measure, we can also compute the geographic concentration of employment or sales in an industry. This can be done by adding appropriate employment or sales weights to equation (3) as follows:
where e i and e j are the value of employment or sales of plants i and j, respectively. 6 The weighted K-density thus describes the distribution of bilateral distances between either employees or dollars of sales in a given industry. We measure absolute geographic concentration of industries by looking at their location patterns up to some distance d. This information can be obtained from the cumulative distribution (CDF) of the K-densities:
The cumulative equation (5) at distance d provides a measure of the share of plants (or of employees or sales, in the weighted case) in an industry located at most at distance d 5 Like any other scalar measure of geographic concentration, the K-densities are global in nature: for each industry-year-distance triple, they provide a single measure of concentration. Hence, we cannot talk about "local" concentration (e.g., in the southeastern part of Ontario or Quebec) only. As figure 5 in the appendix shows, manufacturing is geographically concentrated, and the measure picks up that concentration. However, it is silent about concentration in specific areas. 6 The additive weighting scheme we use gives less weight to pairs of large plants and more weight to pairs of smaller plants (see Behrens & Bougna, 2015) . Using a multiplicative scheme implies that the results can be strongly driven by a few very large plants. Canada is known to have a very skewed firm-size distribution, which may be problematic. from each other. For example, a value of 0.18 at 50 kilometers for Motor Vehicle Metal Stamping in 1999 (see panel B of table 7 in appendix D) means that 18% of plant pairs in that industry were located less than 50 kilometers from each other. Larger values of the cumulative K-densities are associated with more geographic concentration of the industry. However, this measure does not tell us anything about specialization, that is, about the relative concentration of the industry compared to manufacturing in general.
We measure relative geographic concentration by comparing the K-density PDFs equations (3) or (4), with an appropriately defined benchmark distribution. We follow the procedure developed by Duranton and Overman (2005) to construct such a benchmark. The idea is to use Monte Carlo simulations, where plants in an industry are randomly reshuffled 1,000 times across all locations containing manufacturing plants to compute counterfactual distributions of K-densities. The distribution of these K-densities is then used to derive upper and lower bounds, K(d) and K(d), of confidence bands at every distance d. These can be used for statistical testing of the significance of geographic concentration patterns: if the K-density lies above the upper bound of the confidence band (
, the industry is significantly more concentrated than manufacturing in general at distance d; and if the K-density lies below the lower bound of the confidence band (
, the industry is significantly more dispersed at distance d. We implement this approach to assess the significance of geographic concentration using a 90% confidence band. We further use it to construct two measures of relative concentration. First, we create a dummy variable that takes the value 1 if the industry is significantly localized and 0 otherwise. Second, we create a variable that is the difference between the K-density and the upper bound of the confidence band or zero otherwise:
This variable measures the excess agglomeration of an industry compared to manufacturing in general and provides a natural measure for relative geographic concentration. We provide detailed results of our K-density estimations in table 5 of appendix D. The evidence points to a significant decrease in the absolute geographic concentration of manufacturing industries in Canada over the past twenty years, no matter whether that concentration is measured in terms of plant counts, employment, or sales. Furthermore, albeit less pronounced, there were also changes in the relative geographic concentration of industries (i.e., patterns of geographic specialization have evolved), with slightly less specialization overall. Table 1 provides summary statistics of our K-density estimates. As expected, there is substantial variation among industries in their degree of geographic concentration. There is also substantial time-series variation, especially at short distances. Although the bulk of the variation in the K-densities is cross sectional, the Based on the sample that we use in our regression analysis: 4,369 = 257×17 industry-year observations. The standard deviation is decomposed into between and within components, which measure the cross-sectional and the time-series variation, respectively. The "Ad valorem trucking rates as share of the value of the goods shipped" is for an average load. They are estimated using six-digit-level detail in the cross-section, and the industry price indices are at the L-level. The "Significant concentration" dummy is a variable that takes value 1 if industry i is significantly geographically concentrated in year t and 0 otherwise. The "Excess concentration Γi" variable is defined in equation (6). We restrict these two variables to the 1,802 industry-year pairs for industries that are at least once significantly concentrated over the 1992-2008 period. Additional information regarding our data sources and the construction of our key variables is provided in section IIIA and in appendix B.
rapid churning of plants also provides substantial temporal variation, especially at close proximity. Similar patterns hold for our relative concentration measures. This variation helps with the identification of the effect of changes in the importance of transport costs on changes in geographic concentration using the panel dimension of our data. Understanding those changes is the objective of the remainder of this paper.
C. Transport Costs
Our second key ingredient is an industry-specific measure of ad valorem transport costs. Contrary to most existing studies, we use a direct measure constructed from detailed microdata files on shipments within Canada. To estimate ad valorem rates, we require information on freight rates and the unit price of the goods shipped.
We first model freight rates using shipment (waybill) data from the TCOD. We assume carrier m sets freight rates for shipment l such that both fixed and variable (line haul) costs are just covered: t m,l = α + βd l , where α is the fixed price component, β is the rate per kilometer, and d l is the distance shipped. In the context of our conceptual framework in appendix A, t m,l /w l is an estimate of the per unit freight rate (t rs ) of a shipment, where units are measured by weight in tonnes (w). Firms may also price on a per tonne-km basis, and this is taken into account by assuming firms set prices based on an unknown average tonnage w * shipped, which implies that the rate is t m,l = α + (β/w * )d l w * . This provides a flexible functional form that permits firms to price on a per tonne-km or per km basis. If firms price using the latter, for loads less (greater) than w * the price per tonne-km will be scale upward (downward). This is captured by the following function:
where w l is the observed tonnage shipped and φ(w * − w l ) is the scaling factor. Factoring out the known tonnage w l results in an estimable function that allows firms to price using either rule or some hybrid of the two. Equation (7) is estimated from the TCOD across three types of carrierstruckload, less-than-truckload, and specialized-for which variable and fixed costs are expected to vary due to differences in technology or business model employed. 7 We also allow fixed and line-haul costs to vary across time in a flexible way. Additional controls include distance and its square to take into account back-haul effects on prices, a diesel price index (which is highly correlated with rates through time), and commodity-carrier fixed effects to control for time costs and the quality and nature of the transportation service. 8 We use equation (7) to predict freight rates t y c,ξ by carrier type ξ and commodity c in year y using the average tonnage of a shipment.
The predicted rates t y c,ξ are converted to ad valorem rates, expressed as a proportion of the value of the good shipped, by using the value of shipments by commodity. Since that value is not reported by the TCOD, it is estimated from the experimental export trade file produced in 2008 (see Brown, 2015 − 1) using the value of commodities shipped as weights.
As stated above, the value per tonne estimates allow us to construct our ad valorem trucking costs for 2008 only. To generate an industry time series, yearly trucking industry price indices (P t trans ) and manufacturing industry price indices (P t i ) from Statistics Canada's KLEMS database are 7 Truckload and specialized carriers typically move loads between points, while less-than-truckload carriers ship multiple consignments between distribution centers. Specialized carriers use specialized forms of equipment (e.g., tank trailers), while truckload and less-than-truckload carriers do not. 8 In order to take into account the time costs of transportation that will be, at least partially, embedded in the transport prices (which would capture quality of service for time-dependent trips) and the nature of the transport service that will vary across commodities and carriers, commodity-carrier fixed effects are included. See Brown (2015) for a more detailed discussion of the model and the data. 
-Changes in Ad Valorem Trucking Costs in Canadian Manufacturing
(a) The unweighted average across six-digit NAICS industries. These correspond to the estimates that we use in the remainder of this paper. (b) An example estimated for an industry at the four-digit level. For confidentiality reasons, we cannot disclose detailed six-digit estimates (see appendix D.4 for additional details). We report summary results at the six-digit level in table 10 and an additional full set of four-digit estimates in table 11 in appendix D.
used to project the ad valorem rates backward and forward in time, thereby creating an industry-specific transportation rate time series:
Cross-sectional variation in industry ad valorem transport rates will depend on (a) variation in the value per tonne of the good, which can vary by orders of magnitude across commodities; (b) average tonnage shipped, which affects both the value of the shipment and the transport rate; and (c) the nature and level of service provided, which affects rates and will vary, for instance, by carrier type. We provide a full set of four-digit industry freight rates in table 11 in appendix D. The time-series variation comes from the changes in the industry and transport price indices, which capture relevant changes in the importance of transport costs to suppliers and customers. We return to this important point in more detail later. Figure 1a depicts the year-on-year changes in the (unweighted six-digit level) industry average ad valorem trucking costs. As can be seen from that figure, transport costs are first decreasing, due essentially to decreasing labor costs at constant fuel prices, and then increasing, due essentially to increasing fuel prices at constant labor costs. They range from about 3.8% of the value of the shipments in the early 1990s, to about 3.2% in the mid-1990s, with an average value of 3.4% (see table 1 for summary statistics on our estimated ad valorem trucking rates). These figures are fairly close to the average ad valorem rates of 4.6% reported by Glaeser and Kohlhase (2004) using more aggregated 2002 U.S. data. As in their case, there is significant cross-industry variation in our data. Between 1990 and 2008, the average rate of the ten most expensive-to-ship industries is between 12.2% and 14.3%, while that of the ten cheapestto-ship industries is between 0.34% and 0.40% (see tables 10 and 11 in appendix D). As expected, the highest ad valorem transport costs are for industries with low value-to-weight ratios (e.g., cement and gypsum product manufacturing and breweries), with an average rate across the top ten industries in 2008 of 14%. The lowest ad valorem transport costs are for industries with high value-to-weight ratios (e.g., computer and peripheral equipment manufacturing, and medical equipment and supplies manufacturing), with an average rate across the bottom ten industries in 2008 of barely 0.39%. Table 1 shows that although the bulk of the variation in trucking rates is cross-sectional, we also have time-series variation due to changes in prices. This is further illustrated by panel figure 1b for petroleum and coal product manufacturing (NAICS 3241). As can be seen from that figure, the ad valorem trucking costs in that industry fell from more than 7% in 1994 to less than 3% during the rampup to the 2008 spike in oil prices. These changes show that the effects of trucking costs are likely to crucially depend on industry prices and on how those prices change over time. Large changes over time provide variation that will be useful to identify how transport costs affect geographic patterns in the panel dimension, while large differences across industries will be useful to understand whether high-or lowtransport-cost industries are more or less agglomerated in the cross-sectional dimension. We now estimate these effects.
IV. Empirical Approach
We provide both cross-sectional and panel estimates of the effect of ad valorem transport costs on the geographic concentration of industries. There are two reasons for providing both types of estimates. First, the cross-sectional and the panel estimates answer two different questions. While the cross section tells us whether high-transport-cost industries are more or less geographically concentrated in a given spatial equilibrium, the panel evidence provides comparative statics of whether falling transport costs tend to agglomerate or disperse industries between different spatial equilibria. While related and equally interesting, these are two different questions that require different specifications to be answered. Second, as explained in section IIIC, the cross-sectional variation in our ad valorem transport costs comes from estimates of unit costs from the TCOD and from unit prices of goods using the special exporter files in 2008; whereas the timeseries variation stems from changes in industry price indices. While this variation is sizable and should therefore allow us to assess the effects of changes in transport costs on changes in geographic concentration, some may worry that we are picking up special effects due to the use of price indices. Because we find robust results between the 2008 and the pooled cross sections and the panel-for both absolute and relative geographic concentration-our results are unlikely to depend on the way we construct our measures.
A. Specification
In what follows, we estimate different versions of the following model in both its (pooled) cross-sectional and panel versions:
where CDF i,t (d) is the K-density CDF for industry i in year t at distance d (either unweighted or weighted); (τ i,t − 1) is our measure of ad valorem transport costs, equation (8), of industry i in year t; X i,t is a vector of time-varying industry controls; α t and μ i are year and (in the panel) industry fixed effects, respectively; and ε i,t is an i.i.d. error term. As figure 7 in appendix D shows, the distributions of CDF i,t (d) and (τ i,t −1) are both right-skewed and look relatively normal once log-transformed. Hence, we apply a log transformation to all variables in our estimations except for trade shares, which we keep in levels, to obtain a distribution of error terms that is closer to a normal distribution.
In the panel version of equation (9), we include industry and year fixed effects. The former soak up unobserved time-invariant industry characteristics that can map into sizable cross-sectional differences in geographic concentration patterns (see table 1 , which shows that much of the variance in the K-densities is cross sectional). The latter control for general trends that affect the geographic concentration of industries, like improvements in information and communications technologies that could have made economic activity more footloose over our study period. Turning to our controls X i,t , we first construct two proxies, one for the proximity to customers and suppliers and the other for exposure to international trade. The former is important since changes in the transport costs of one industry may induce changes in the location patterns of vertically linked industries (see, Fujita, Krugman, & Venables, 1999 , for a model). The latter is important since the theoretical literature has shown that international trade costs interact with domestic transport costs to affect geographic concentration patterns (see Brül-hart, 2011, for a review). We proxy access to customers and suppliers using our microgeographic data to construct inputoutput share weighted distance measures. These measures capture how close an industry is to other vertically linked industries from which it buys or to which it sells. We measure industry-level trade exposure (exports and imports), broken down by broad country groups: NAFTA, OECD excluding NAFTA, and low-cost countries. Appendixes B.5 and B.6 provide details and descriptive statistics, and they discuss a number of additional concerns related to these measures.
The urban economics literature has substantiated the existence of other agglomeration forces that are independent of the costs of transporting goods but depend on the costs of transporting people and ideas. For example, firms benefit from localized knowledge spillovers and local pools of specialized labor if they locate close to one another. When transport costs are low enough, firms no longer need to be close to their customers and suppliers, which can lead to more geographic concentration of specific industries to exploit those agglomeration forces. 9 Industries also display different agglomeration patterns, depending on characteristics linked to industry structure (Rosenthal & Strange, 2003) . We provide more details on our controls related to agglomeration forces and industry structure in appendix B.4.
Our coefficient of interest, β τ , captures whether high ad valorem transport cost industries are more or less geographically concentrated in a given spatial equilibrium (in the cross section) or whether industries with falling transport costs experience more or less geographic concentration between two equilibria (in the panel). 10
B. Identification
For β τ to capture the causal effect of transport costs on geographic concentration, we need to address a number of identification problems. A first problem is due to agglomeration economies: the geographic concentration of an industry may decrease producer prices, which affects ad valorem transport costs. A second related problem arises because geographic concentration leads to imbalances in shipping patterns, and the latter increase transport costs due to backhaul of empty trucks (for evidence, see Jonkeren et al., 2011, and Tanaka & Tsubota, 2017) . To summarize, our ad valorem transport costs, equation (2), are potentially endogenous to the geographic concentration of an industry via both t rs and p i,prod r . Thus, the OLS estimate of β τ is likely to be 9 See Akamatsu et al. (2017) for a discussion of models where falling transport costs simultaneously cause agglomeration at a large spatial scale and dispersion at a small spatial scale.
10 Although models of agglomeration mostly deal with the aggregate geographic distribution of economic activity, the sign of the coefficient β τ also provides tentative information about which model offers a better description of the geographic concentration process: if β τ < 0, industries with lower transport costs or industries that see their transport costs fall concentrate more geographically, as in Krugman (1991) , whereas if β τ > 0, industries with lower transport costs or industries that see their transport costs fall disperse more geographically, as in Helpman (1998). upward biased. 11 We discuss these problems more formally in appendix A.
In the cross section, the choice of instruments is unfortunately limited. We rely on binning instruments, that is, we use the rank of the cross-sectional ad valorem rates as an instrument, with either quintile bins or tertile bins. The underlying idea is that the potential endogeneity bias in the ad valorem rates is less likely to change the ranks of industries in the distribution than the magnitude of transport costs, and even less likely to push transport costs across bins of the ranking. 12 In the panel regressions, we have more options to deal with the problems we have noted. We use the following strategies. 13 First, we clear out the productivity effects-one presumed source of endogeneity-on prices by regressing our transport cost series, equation (8), on industry multifactor productivity indices from the KLEMS database. We then use the residual from that regression as a proxy for 11 Geographically concentrated industries may ship their output over different distances than less agglomerated industries do. While this can be taken into account in equation (7) by predicting ad valorem rates over a fixed distance, across commodities there was a 94% correlation between the fixed (500 kilometers) and variable distance-based estimates. Given that correlation and that our binning instrument should account for any remaining endogeneity in the cross section, we use the variable distancebased estimates. We also prefer these estimates because many goods are not shipped over a given fixed distance (e.g., cement is typically not shipped 500 kilometers), which may also bias the estimates. Note that our panel estimates are, by construction, unaffected by this choice.
12 A substantial literature discusses the limitations of binning (discretizing) continuous variables-in particular, the loss of information, the use of the response variable to determine the categories, and the fact that regressors have no within-category variation (MacCallum et al., 2002) . We use multiple exogenously defined categories and exploit the absence of withincategory variation to partially deal with reverse causality. As discussed in section II and appendix A, transport costs are jointly determined with the geographic distribution of industry. The identifying assumption of the binning instrument is that this geographic concentration does not affect the ranking of transport costs, though it affects transport costs themselves. Formally, even though AVTC i = α 0 + α 1 CDF i (d) + Z i α 2 + i , we must have rank(AVTC i ) = β 0 + Z i β 2 + i . This assumption requires that the effects of agglomeration economies and freight imbalances are not too large compared to the other determinants of the transport cost ranking. The empirical literature documents elasticities of productivity to agglomeration in the range of 2% to 3% for overall economic activity (Rosenthal & Strange, 2004; Combes & Gobillon, 2015) . Jonkeren et al. (2011, p. 509 ) find for European inland water transportation that "a one standard deviation increase in the region's trade imbalance . . . increases the transport price per tonne of trips departing from this region by about 7%." These estimates suggest that the response of transport costs to industry-level geographic concentration should not be too large. We nevertheless view our binning instrument primarily as a rather coarse way to deal with potential endogeneity in the cross section. We prefer our panel estimates since they rely on weaker identifying assumptions. 13 Since there is persistence in the geographic distribution of economic activity, neither strict nor sequential exogeneity assumptions are likely to be satisfied. Past values of transport costs may explain the current geographic concentration. Furthermore, we cannot rule out that a shock to the agglomeration of firms in period t − 1, and the consequent demand shock, affects transport costs at periods s ≥ t, though the trucking market is likely to adjust much faster than air or marine transportation because capacity building is faster and redeployment more flexible. If E(ε t−1 , ε s ) = 0 for some s ≥ t, this poses problems for the panel estimators. These are frequent threats to identification that can be dealt with using strictly exogenous instruments in fixed-effects IV models (Wooldridge, 2010) . On top of the simultaneity problems that we discussed, our instrumentation strategy will deal with these problems of serial correlation. the transportation cost series. By definition, that residual is orthogonal to any productivity-driven price changes that could stem from the changing geographic concentration of industries and affect P i,t in equation (8) . We refer to these as the ad valorem transport cost residuals (AVTCR). This strategy does not deal directly with the transportation price index P trans,t .
Second, we use U.S. industry price indices as external instruments to construct our transport costs series. The underlying idea is the following. Assume that the geographic concentration of an industry increases over time because of unobserved factors. This increasing geographic concentration then raises ad valorem transport costs via decreases in producer prices and increases in trucking rates. Provided that the U.S. changes are not driven by the same unobserved factors as in Canada but that the U.S. series P US trans,t /P US i,t are correlated with the Canadian series P trans,t /P i,t , this yields valid instruments for the Canadian transport cost series. One potential problem arises if the geographic concentration of an industry in Canada directly affects the productivity-and thus the price indices-in the United States. While we cannot completely rule out this possibility, it does not strike us as very plausible: Canada is ten times smaller than the United States, so changes in the geographic distribution of Canadian industries are unlikely to drive changes in the U.S. industry price indices. As an additional check, we run IV regressions that exclude industries (e.g., automobile) with high NAFTA trade shares.
Finally, we also use internal instruments in the estimation of equation (9) using the method of Lewbel (2012) that exploits heteroskedasticity and variance-covariance restrictions to obtain identification with 2SLS when some variables are endogenous and when external instruments are either weak or not available. (See appendix C for details.) This approach deals with endogeneity concerns of our trade exposure and input-output distance measures (see appendixes B.5 and B.6 for a discussion). We continue to use the external U.S. instrument for transport costs. We view this approach as an additional robustness check on top of the two strategies that rely on filtering and external instruments. Table 2 shows our cross-sectional estimates of equation (9), which provide evidence on whether high or low transport cost industries are more or less geographically concentrated in a given spatial equilibrium. We pool all years of our data to increase the number of observations and include year fixed effects. Results for the individual cross section in 2008, the year that provides our purely cross-sectional variation, are provided in table 12 of appendix E. The results are qualitatively similar and robust across the pooled cross section and the individual cross section, so we report only the former. Standard errors in parentheses are clustered at the industry level. The dependent variable is the count-based Duranton-Overman K-density CDF at 50 kilometers distance. We have seventeen years and 257 industries. All regressions include year dummies. Our measures of input and output distances, as well as average minimum distance, are computed using N = 5 (see appendixes B.5 and B.6 for details). A constant term is included but not reported. Models X5 to X9 include the following industry controls: total industry employment; firm Herfindahl index (employment based); mean plant size; share of plants affiliated with multiplant firms; share of plants controlled by foreign firms; natural resource share of inputs; energy share of inputs; share of hours worked by all workers with postsecondary education; in-house R&D share of sales. "AVTC residual" denotes the residual of the regression of ad valorem trucking costs on industry multifactor productivity. Model X6 reports bootstrapped standard errors. Models X7 and X8 use the rank-bin of the cross-sectional rates as an instrument, with quintile bins (Q5) in the former and tertile bins (Q3) in the latter. Model X9 follows Lewbel (2012) to instrument input-output distances and trade shares (see appendix C for details). We still use quintile bins (Q5) as external instrument for transport costs. Significant at ***1%, **5%.
V. Results

A. Spatial Equilibrium: Cross-Sectional Evidence
Model X1 reports our basic cross-sectional estimates without any controls. As shown, the coefficient on ad valorem trucking costs is negative and highly significant. In words, low-transport-cost industries are on average geographically more concentrated than high transport cost industries. We then progressively add in models X2 to X5 our controls for international trade exposure, input-output links, and other industry characteristics. Starting with model X2, import and export exposure do not significantly correlate with geographic equilibrium patterns in the cross section. The estimated coefficients (not reported) are almost all insignificant. In model X3, we add our input-output distances. 14 The estimated coefficients on both variables are negative and highly significant. Industries that locate close to their suppliers and customers-small values of those distancestend to be more geographically concentrated in the cross section. Note that the coefficient on the ad valorem transport costs decreases substantially when including our measures for access to suppliers and customers. This shows that controlling for equilibrium cross-industry structure is important and that the dispersion of high-transport-cost industries in equilibrium is partly explained by the dispersion of supplier and client industries. However, the coefficient on the transport costs remains negative and significant. Model X4 shows that the joint inclusion of both trade and inputoutput controls does not significantly change our estimates. Finally, model X5 adds various industry controls that may influence the geographic concentration of industries. Our results are robust to the inclusion of these controls, although the coefficient on transport cost drops in absolute terms a bit and is less precisely estimated. In our preferred specification, model X5, if an industry has 100% higher ad valorem transport costs than another industry, it is on average 100% × (2 −0.076 − 1) = −5.13% less concentrated at 50 kilometers distance.
As discussed in sections II and IV.B, our measure of ad valorem transport costs is potentially endogenous. Table 2 reports a number of estimates that address this problem. Starting with model X6, we use the residual transport cost obtained from a regression of that cost on industry multifactor productivities. 15 The results are virtually the same as in model X5. In models X7 and X8, we report IV-2SLS results where we instrument our ad valorem transport costs by their rankings in the cross section, using either their quintile bins (in model X7) or tertile bins (in model X8). In line with our expectations, the coefficient on transport costs indeed significantly drops when instrumenting using ranking bins, whereas the standard errors barely change. This suggests that our results are robust to controlling for 14 Whenever we add these variables, we also add a minimum distance control. See appendix B.6. 15 When using the AVTC residual as our explanatory variable, we should bootstrap the standard errors to control for the presence of an estimated regressor. We do this for models X6 and P6 in tables 2 and 3, and it makes virtually no difference. We thus report non-bootstrapped standard errors (yet clustered by industry) in all other specifications that use this variable. Standard errors in parentheses are clustered at the industry level. The dependent variable is the count-based Duranton-Overman K-density CDF at 50 kilometers distance. We have seventeen years and 257 industries. Our measures of input and output distances, as well as average minimum distance, are computed using N = 5 (see appendixes B.5 and B.6 for details). A constant term is included in all regressions but not reported. Models P5 to P11 include the following industry controls: total industry employment; firm Herfindahl index (employment based); mean plant size; share of plants affiliated with multiplant firms; share of plants controlled by foreign firms; natural resource share of inputs; energy share of inputs; share of hours worked by all workers with postsecondary education; in-house R&D share of sales. "AVTC residual" denotes the residual of the regression of AVTC on industry multifactor productivity. Model P6 reports bootstrapped standard errors. Model P7 instruments the AVTC residual using transport costs constructed with U.S. price indices. Models P8 and P9 follow Lewbel (2012) to instrument input-output distances and trade shares. In Model P8, only a subset of the trade shares is instrumented, while all trade shares are instrumented in Model P9. Statistically significant at ***1%, **5%, and *10%. endogeneity and that doing so is important in the cross section. Furthermore, the effects of transport costs on geographic concentration are sizable. In model 8, industries with 100% higher ad valorem transport costs are on average 100% × (2 −0.121 − 1) = −8.04% less concentrated at 50 kilometers distance. Finally, model X9 addresses remaining endogeneity concerns that could affect the trade variables and the input-output distance measures, while keeping the quintile-bin instrument for transport costs. Our results are again robust to this instrumentation strategy.
B. Change in Spatial Equilibrium: Panel Evidence
We now estimate the panel version of equation (9), which provides answers to the comparative statics question of how changes in transport costs change the geographic concentration of industries between two spatial equilibria. Table 3 summarizes our results.
Model P1 reports our basic panel estimates without any controls. As can be seen, the coefficient on the ad valorem trucking costs is negative and significant. In words, falling ad valorem trucking costs within industries are associated with their geographic concentration. We then progressively add in models P2 to P5 our controls for international trade exposure, input-output links, and other industry characteristics. Starting with model P2, rising import shares are across the board associated with falling geographic concentration. The (non-OECD) Asian share of imports, a proxy for low-wage countries, has the largest estimated coefficient in absolute value and is the most statistically significant (the other import shares, though not reported, are negative and significant too). One explanation for the dispersive effect of import competition is that firms become more footloose as they source a larger share of their intermediates from abroad and no longer rely on localized domestic suppliers. Another explanation is that import competition leads to substantial exit of plants in geographic clusters, which reduces geographic concentration (see, e.g., Holmes & Stevens, 2014) . 16 In model P3, we add our input-output distances (and our minimum distance control). The estimated coefficients on the input and output distance measures are negative and highly significant: industries tend to follow their suppliers and customers-industries where potential suppliers or clients disperse tend to also disperse. The coefficient on trucking costs changes only slightly when including our measures for access to suppliers and customers. Model P4 shows that the joint inclusion of both trade and input-output controls does not significantly change our baseline estimates. Although the coefficient on transport cost drops in absolute terms, it remains negative and highly significant. Finally, model P5 adds our industry controls, and our results are again robust.
How large are the effects of changes in transport costs on changes in geographic concentration? First, in our preferred specification model P5, if transport costs in an industry increase by 100%, then geographic concentration falls by 100% × (2 −0.208 − 1) = −13.43% at 50 kilometers distance. Clearly these are large effects. Second, we can compute the predicted change in the CDFs by holding the ad valorem 16 We cannot disentangle the impact of exit, entry, or relocation on the spatial structure. However, we control for the size of the industry, which at least partly picks up entry and exit dynamics. Note that relocations are quite rare and should have little impact on our results. We are also silent on the contribution of transportation costs to the creation of economic activity, although this is important to consider (see Redding & Turner, 2015) . As a tentative check, we ran panel regressions of industry size (employment) on our measures of ad valorem transport costs. The coefficients were insignificant.
trucking costs constant at their 1992 values while still allowing the other variables to change through time. The observed change in the cross-industry average CDF between 1992 and 2008 at 50 kilometers is −23.37%. Holding transport costs fixed at their 1992 levels, the change would have been −28.36%. Thus, had ad valorem trucking costs not fallen between 1992 and 2008, the average geographic concentration of industries would have fallen by about 5 percentage points more (about 20% of the overall change). 17 These are sizable effects.
As in the cross section, table 3 also reports estimations that address the potential endogeneity of our transport costs. Model P6 uses the residual transport cost obtained from a first-stage regression of that cost on industry multifactor productivities. The coefficient on transport costs becomes more negative when using the productivity-purged residual (compare models P5 to P6). This is in line with our expectations that agglomeration effects that reduce producer prices are likely to bias the coefficient upward (toward zero in this case). In what follows, we systematically use the residual measure of ad valorem trucking costs in all of our regressions.
Although the residual transport cost is purged from productivity effects, endogeneity concerns linked to, for example, back-haul, remain. Hence, we run some instrumental variables regressions to check the validity of our results. Model P7 summarizes our IV-2SLS results where we instrument the ad valorem trucking rate residual by replacing the Canadian price indices with their U.S. counterparts. As can be seen, the instrument is strong, with a first-stage F-test value of 19.07 and a first-stage R 2 of 0.63. The instrumented coefficient is substantially more negative than the coefficient for the residual ad valorem trucking rate. OLS estimates are therefore likely to underestimate the impact of changes in ad valorem transport costs on the geographic concentration of industries. 18 Finally, Models P8 and P9 address remaining endogeneity concerns that may affect the trade variables and the inputoutput distance measures. We again use the Lewbel (2012) estimator with internal instruments for the input-output distances and the trade shares. 19 The excluded external instrument is the U.S. price-based ad valorem trucking cost residual, as before. As table 3 shows, the instrumented coefficient on the Asian share of imports increases (as do those 17 We can repeat this exercise for import shares. Holding all import shares fixed at their 1992 level, the change in the CDF would have been −14.63%. In words, had imports remained at their 1992 levels, the geographic concentration would have fallen by about 9 percentage points (60%) less. 18 We also ran model P7 excluding the top 10% of industries by trade shares (exports and imports) with NAFTA to minimize remaining endogeneity concerns. The instrumented coefficient on AVTC residual drops to −0.445 (standard error 0.111), whereas the other coefficients remain fairly stable. 19 Since there is an insignificant correlation between the OECD export share and the squared residuals, we did not include it. We substituted instead the NAFTA import share because it is consistently significant in the baseline set of models and it meets the criteria for being internally instrumented (see appendix C). on most of the other unreported trade shares), while the magnitude of both transport costs and the input and output distances decreases slightly. However, these variables remain significant, and their magnitude is in the same ballpark as in the case of OLS, thus showing that our results are robust.
C. Extensions and Robustness
We report a large number of robustness checks in appendix E. We show that our results are robust to (a) using the 2008 cross-sectional data only, (b) using employment-or sales-weighted measures of geographic concentration, (c) excluding specific sectors (textiles, high tech), and (d) using alternative measures of input-output links or nonlinear specifications for transport costs. We also report extensions to show how coefficients vary across industries that trade internationally using different transport modes (truck versus ship) and how location patterns depend on import entry points. Two extensions are worth commenting on in more detail: the effects of transport costs on specialization patterns and the spatial extent of the effects that we estimate.
Starting with specialization patterns, we look at the geographic concentration of industries controlling for the overall geographic concentration of manufacturing. There are two reasons for doing so. First, we want to understand whether and how individual industries can concentrate, regardless of what happens to the overall distribution of economic activity. Doing so provides answers to the question of whether falling transport costs favor regional specialization. Second, one may be worried that our previous results just pick up the downward trend in Canadian manufacturing and are, therefore, just about the "deindustrialization of southern Ontario." 20 As table 15 in appendix E shows, our results are not driven by this downward trend. Even controlling for the fact that manufacturing has been dispersing in general and shrinking in importance, we find that high transport cost industries are less geographically concentrated than manufacturing generally and that decreasing transport costs lead to regional specialization. Our results linking transport costs to relative geographic concentration are qualitatively similar to those linking them to absolute geographic concentration: both agglomeration and specialization patterns respond in similar ways to levels of and changes in ad valorem transport costs.
Turning next to the strength with which changes in transport costs operate at different spatial scales, we estimate the marginal effects of ad valorem transport costs on geographic concentration for 10 kilometer distance bands. Figure 8 and table 16 in appendix E show that the strongest incremental effects of transport costs on geographic concentration occur at short distances-from 10 to 30 kilometers in the 20 Canada's manufacturing sector has been shrinking, with total employment falling from 1,814,500 workers in 1992 to 1,694,800 workers in 2016, a 7.06% decrease (see table 9 in appendix D). Because of the growth in service industries, manufacturing fell more substantially as a share of overall employment, from 14.25% in 1992 to 9.37% in 2016. cross section and 10 to 100 kilometers in the panel. This finding suggests that many of the industry-level agglomeration mechanisms linked to transportation operate at the scale of metropolitan areas by influencing within-metro patterns or between-metro specialization (see Duranton et al., 2014) . At longer distances, other factors drive the clustering of industries and the incremental effect of transport costs on geographic patterns, vanishes. In a nutshell, differences in transport costs map into differences in location patterns especially at small geographic scales, whereas the patterns are less affected at larger geographic scales. Hence, analyses of the geographic concentration of industries need to be carried out at fairly small spatial scales.
VI. Conclusion
We use microlevel commodity flow data and microgeographic plant-level data to build continuous measures of geographic concentration and industry-level ad valorem trucking rates. Using those measures, we provide cross-sectional and panel evidence on the causal relationship between transport costs and geographic concentration for Canadian manufacturing industries between 1992 and 2008. Our answer to the question whether "the world is flat" is an emphatic, "Not yet!" The key message of our findings is that the degree of geographic concentration of industries differs systematically with transport costs in the cross section and that changes in the geographic concentration of industries due to changes in transport costs are sizable. Low transport cost industries are significantly more geographically concentrated, and falling transport costs lead to more agglomeration and regional specialization. These findings are in line with Krugman's (1991) model of economic geography, and they survive a battery of robustness checks, including extensive efforts to address inherent endogeneity issues that plague such estimations. We should also add that to the best of our knowledge, this is the first instance where direct industry-level measures of ad valorem transport costs are used to assess their effects on the geographic concentration of industries.
The lessons for researchers from this work are twofold. The first is that it is difficult to contemplate investigating industry location (or co-location) without taking transport costs explicitly into account. In a nutshell, investing in better measures of transport costs is important and likely to pay substantial dividends. The second is that it is equally difficult to consider the effects of transport costs in isolation. Their general equilibrium effects on input-output links and competition and, more generally, their endogenous nature as market prices have to be grappled with. This involves challenges both theoretical and empirical with large investments required for both. While we believe we have made some strides in developing the necessary empirics, theoretical work that provides full-blown analytical results on the interaction between transport costs and location is still called for and needed.
The lesson for policymakers is simple: small changes in transport costs (e.g., due to infrastructure projects or simply fluctuations in output prices) still affect the economic geography of industries. Contrary to what seems a received wisdom in many policy circles, the world is not yet a flat, featureless plain. Even small changes in ad valorem transport costs, combined with historically low levels of these costs, can strongly affect geography because firms compete globally and their slim profit margins depend on locational advantage. In the end, the debate surrounding the "flat world" is a classical instance of the fallacy consisting in equating "low" with "unimportant." 21
