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The Role of Cd and Ga in the Cu(In,Ga)S2/CdS Heterojunction Studied
with X-Ray Spectroscopic Methods
Benjamin E. Johnson
Photovoltaische Zellen mit dem Aufbau Glas/Mo/Cu(In,Ga)S2/CdS/i-ZnO/n
+-ZnO geho¨ren
zur Zeit zu den erfolgreichsten Du¨nnschicht Solarzellen. Dabei dient das Cu(In,Ga)S2
(CIS) als Absorber, das CdS als Pufferschicht und das ZnO als Fensterschicht.
Das Ziel dieser Arbeit ist die Untersuchung des Cu(In,Ga)S2/CdS Halbleiter-Heterou¨ber-
ganges sowohl als Komponente dieser Solarzelle wie auch als isoliertes Materialsystem.
Die Eigenschaften dieses U¨berganges wurden wa¨hrend des Herstellungsprozesses mittels
chemischer Badabscheidung und nach Fertigstellung untersucht.
Dem Cu(In,Ga)S2/CdS U¨bergang werden innerhalb der Solarzelle verschiedene Effekte
zugeschrieben: Gitter- oder Bandanpassung zwischen Absorber und Fensterschicht, chemi-
sche Oberfla¨chenpassivierung des Absorbers durch die Abscheidung von CdS auf CIS,
wobei die Oberfla¨chendefektdichte reduziert wird. Das Cd ko¨nnte auch das Fermi Niveau
an der CIS Oberfla¨che fixieren oder zu einer Typinversion an der Oberfla¨che von p-Typ
nach n-Typ fu¨hren.
Um dies zu untersuchen, wurden neben herko¨mmlichen Methoden wie Ro¨ntgen- und
Ultraviolett-Photoelektronenspektroskopie und inverser Photoelektronenspektroskopie, auch
neue Methoden zum ersten Mal auf das System angewandt. Diese waren near-UV constant
final state yield spectroscopy fu¨r die Valenzbanddiskontinuita¨t an der Grenzfla¨che zwis-
chen CIS und CdS und Near Edge X-ray Absorption Fine Structure, um die Entwicklung
der Lage der CIGS Leitungsbandkante mit zunehmendem Ga-Gehalt zu verfolgen. Dazu
wurden die Vor- und Nachteile der etablierten und neuen Methoden gegenu¨bergestellt
und diskutiert.
Es wurde festgestellt, dass die Deposition von CdS weder das Fermi Niveau an einer Po-
sition der CIS Oberfla¨che fixiert, die wichtig ist fu¨r die Solarzelle, noch die Oberfla¨che
dotiert obwohl eine Cd-haltige CIS Schicht (CIS:Cd) durch die Abscheidung gebildet wird.
Da sie in HCl unlo¨slich ist, kann es sich nicht um CdS handeln. Weil vermutet wird, dass
sich Cd im CIS auf Kationenpla¨tzen befindet, ho¨chstwahrscheinlich auf Cu-Leerstellen,
sollten die Cd-S Bindungen im CIS anders als im CdS sein, weil sich CdS in HCl leicht
lo¨sen la¨sst. Weitere Experimente konnten nicht ausschließen, dass Cd in das CIS hinein-
diffundiert, konnten aber wohl zeigen, dass Cu vom CIS in das CdS hineindiffundiert, die
Oberfla¨che einer normalen ∼35 nm CdS Pufferschicht aber nicht erreicht.
Die Valenzbanddiskontinutita¨t zwischen CIGS und CdS war unabha¨ngig von Ga-Gehalt
und betrug 1.35 eV±0.20 eV. Die Lage des Leitungsbandes wies wiederum eine Ga-Abha¨ngigkeit
auf und verschob sich zu niedrigeren Bindungsenergien hin mit zunehmendem Ga-Gehalt.
∼8% Ga an der CIGS Oberfla¨che weitete die Oberfla¨chenbandlu¨cke des Materials um
∼150 meV auf, bezogen auf reines CIS. Diese Bandaufweitung verschlechtert die Leitungs-
bandanpassung zwischen CIGS und CdS, obwohl die Beimischung von Ga die Leerlaufs-
pannung der Solarzelle um ∼100 mV erho¨ht.
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1 Introduction
The most promising solar cells currently in production and which are also the subject of
much scientific research are thin layer solar cells composed of two, three, or in certain
cases even more semiconductor layers of thickness ranging from nm to µm. In these cells,
the metallurgical junctions between the layers are most often heterojunctions and are of
supreme importance to the solar cell, as they often define many of the cell’s character-
istics [1]. An understanding of how these junctions are formed and how they function
is, therefore, vital to the understanding of the entire cell. And the characteristics of
these junctions are, in turn, defined by the surfaces of the semiconductors forming them
and require a surface sensitive measuring tool for their investigation. Photoelectron spec-
troscopy (PES) lends itself well to this purpose because both electronic and stoichiometric
information can be obtained in a single measurement, allowing the direct correlation of
the observed characteristics of the system.
The investigation of semiconductor heterojunctions with PES and related methods for
solar cell applications, therefore, contains elements of three different, yet complimentary
fields. Material science, photoelectron spectroscopy and solar energy, while all individu-
ally influential and important fields, stand to become even more interesting and relevant
as a subject of scientific attention when combined. This means that a subject fusing these
elements is both of pure scientific interest: what is a semiconductor heterojunction and
how does it work? What is PES and what are we actually measuring when we perform
measurements? And of immediate practical use: understanding and improving solar cells.
But why thin layer solar cells?
The reasons why new energy sources which take us away from oil, gas and coal need to
be investigated and developed are many and can be found daily in any media source of
choice. Alternatives include wind, wave and solar energy, each of which has unique char-
acteristics leading to different energy sources being suitable for different situations. It is,
therefore, undeniable that we need a mix of these energy sources to cover our current and
future needs. That is, of course, barring the discovery of the miracle energy source such
as a highly efficient mechanism for splitting water [2, 3].
The current effort to produce these energy sources revolves around two objectives: Effi-
ciency up. Costs down.
And the field of solar energy is no exception. Research on thin layer solar cells has led to
progress in both of these aspects, although mostly to the lowering of costs as the efficiency
of thin layer solar cells have only recently become comparable to that of crystalline Si
solar cells [4, 5]. While some thin layer solar cells benefit from simple production, all
conventional thin layer solar cells have one advantage over Si: reduced material costs due
to the smaller amounts of material needed. This usually stems from a very high optical
absorption coefficient, due in part to many thin film absorbers possessing a direct band
gap.
The subject of this thesis, the thin layer solar cell with the structure Glass/Mo/CuInS2/CdS/i-
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ZnO/n+-ZnO supports this trend. And although other chalcopyrite-based solar cells
consistently outperform this one in terms of efficiency, most notably the cell based on
Cu(In,Ga)Se2 technology, the costs and ease of preparation of the Cu(In,Ga)S2-based
solar cells, especially in light of the 11% efficiency attainable with them, keeps them com-
petitive in the marketplace.
But therein lies, again, the beauty of the combination of the three fields involved in this
thesis. The research presented here was not only done to improve the Cu(In,Ga)S2-based
solar cell, but also to understand why this cell does not work as well as its counterparts.
To many in industry, the moderate efficiency of this cell has rendered it uninteresting.
However, from a research standpoint, the reason why the cell does not work as well as its
counterparts, although it has a band gap close to the theoretical optimum for a solar cell
[6], is exactly the reason why it is interesting.
For this reason one of the two main semiconductor heterojunctions found in the Cu(In,Ga)S2-
based solar cell, the Cu(In,Ga)S2/CdS junction, is the focus of this thesis. The following
chapters explain how the junction forms and what diffusion processes take place between
the constituent parts and what influence they have on the completed junction. This is
covered by the ability of PES to investigate elemental concentrations and changes in them.
Also, the electronic changes of the semiconductor surfaces comprising the junction during
this formation are studied by the electronic sensitivity of PES.
After formation, the ability of the junction to function within the solar cell is investigated
by looking at the positions of the conduction and valence bands on each side of the inter-
face and attempting to correlate them with stoichiometric changes in Cu(In,Ga)S2.
But make no mistake, the observation of this junction as a component of a solar cell or
as an object of interest for material science are intertwined. It has not been attempted
here to favor one field of study over the other. There are results which have no current
application to solar cells but are purely of interest from a material science stand point.
These results may find value in other projects unrelated to solar cells, but where it is
vital to understand how one complicated material system, a semiconductor surface, inter-
acts with another semiconductor surface to form a transition from one material to another.
The remaining field of study mentioned above is photoelectron spectroscopy. This field
of study, as with the other two, has its own distinct points of intrigue and difficulties.
What actually happens during a PES experiment is not clarified. We make a measure-
ment of a system in an excited (ionized) state and yet wish to know the characteristics
of the ground state of the material. How does the excited state of the system effect the
binding energies of the measured core levels? Are all core levels effected in the same way?
To what extent are we justified in applying our results to other experiments where the
information is obtained from a different excited state of the material?
In this spirit, a considerable amount of this work is dedicated to comparing a single sys-
tem studied with several different PES methods in order to observe which differences
emerge. As with the aspects of material science, these experiments are performed on the
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Cu(In,Ga)S2/CdS junction, but the results and implications are not meant to be con-
tained within the arena of this system. They are meant instead to explore the method of
PES itself.
As will be seen in the following chapters, one of the greatest challenges during this thesis
was the known non-reproducibility of the Cu(In,Ga)S2/CdS junction, stemming from both
the Cu(In,Ga)S2 absorber surfaces and the method of junction production as well as the
previously mentioned difficulties with the interpretation of PES experiments. This reality
often leads to qualitative results as specific values may be correct for a certain sample, but
they do not describe the system as a general entity. This reality had to be accepted and
dealt with for what it was, but does, at times, lead to disappointing conclusions when spe-
cific values would lead to answers to important questions about the nature of the junction.
In spite of this, progress was made in the understanding of the Cu(In,Ga)S2/CdS as a
semiconductor heterojunction as well as a component of a thin layer solar cell. In addi-
tion, progress was also made in understanding the method of photoelectron spectroscopy
as pertains to this system, but also as a method unto itself.
On this note, however, the funding for this project as well as the reason for its creation
comes directly from the field of solar energy and our need for alternative energy sources.
It must be said then, that human greed and man’s inability to regulate himself have so
far done more to drive us into this dire situation than research such as this has been able
to do to get us out.
As unwilling as many are to face this reality, it does mean that the way forward must not
only consist of painstaking scientific research, but must also come from the knowledge
that the largest steps forward which we can take are already available to us.
The next section describes in more scientific detail the experimental objectives of the
investigation of the CuInS2/CdS junction during and after formation as well as its function
in the solar cell.
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2 Experimental Objectives
The main experimental objectives of this thesis are:
1) To investigate which diffusion processes are at work during the formation
of the CuInS2/CdS junction formed through chemical bath deposition of the
CdS and the extent to which these processes effect the characteristics of the
junction (Chapter 5).
2) To determine the valence band offsets between Cu(In,Ga)S2 and CdS and
whether Ga has an effect on this offset. An improvement on accuracy of al-
ready existing measurements is also sought (Chapter 6).
3) To determine the conduction band offsets between Cu(In,Ga)S2 and CdS
and whether Ga has an effect on this offset (Chapter 7).
4) To offer a new picture of the Cu(In,Ga)S2/CdS junction under considera-
tion of the above three points.
As of now, it is thought that Cu diffuses into the CdS during the formation of the
Cu(In,Ga)S2/CdS junction and that Cd may diffuse into the Cu(In,Ga)S2, although the
depth of the diffusion has yet to be ascertained. Experiments have already shown that in
the Cu(In,Ga)Se2/CdS system, a Cd-containing layer is deposited on the Cu(In,Ga)Se2
surface during junction formation which, unlike CdS, cannot be etched away in HCl. For
the system under study here, this is of interest because it is thought that Cd occupies a
Cu lattice position when in or on the Cu(In,Ga)S2, meaning that the Cd is also bound
to the Cu(In,Ga)S2 surface through a Cd-S bond. These Cd-S bonds would be different
than those found in CdS if a similar non-soluble layer is found on Cu(In,Ga)S2.
The actual role of the Cd after it has bonded to the Cu(In,Ga)S2 surface or diffused into
the Cu(In,Ga)S2 is not known. One possibility is that the Cd dopes the Cu(In,Ga)S2
n-type. This would be very plausible if the Cd indeed occupied a Cu lattice position
in the Cu(In,Ga)S2. The Cu species found in Cu(In,Ga)S2 is Cu(I), whereas the Cd in
CdS is Cd(II), meaning that Cd would act as a donor after being incorporated into the
Cu(In,Ga)S2 lattice.
Another possibility is that Cd forms a thin layer on the Cu(In,Ga)S2 surface and pins
the Cu(In,Ga)S2 surface, thereby forcing the Fermi Level to a certain electronic position.
This would influence the band bending on the Cu(In,Ga)S2 surface and may determine
where the position n=p is in the solar cell, thereby influencing recombination mechanisms
in the completed solar cell.
Any surface band bending, whether it is caused by Cd or another component of the chem-
ical bath during deposition, such as NH3, may also effect the band offsets.
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It is known that the valence band offset between the two materials is in the range 1.20 eV,
causing a step in the conduction band edge, assuming bulk band gap values for the sur-
face. The conduction band offset is of prime importance because the absorber in this
solar cell is p-type, making the electrons, which are transported in the conduction band,
the minority carriers which determine the characteristics of a solar cell. Therefore, of
necessity when trying to understand the solar cell based on Cu(In,Ga)S2 is whether the
Ga concentration at the junction effects the position of the Cu(In,Ga)S2 valence and/or
conduction band edges and whether these changes influence the offsets between either
band edge at the Cu(In,Ga)S2/CdS interface. Also, the addition of Ga raises the open
circuit voltage (Voc) of the solar cell by ∼100 mV.
The conventional method of determining valence band offsets is cumbersome and involves
many measurements of valence band edges and core levels leading to mounting error with
each measurement. This is especially critical for the Cu(In,Ga)S2/CdS system because it
is known that the reproducibility of both materials is problematic. Of great value then,
would be a method which could probe the valence band edge positions of both materials
with a single measurement, thereby determining the valence band offset directly. The
problem here, though, is to ensure complete coverage of the Cu(In,Ga)S2, a relatively
thick CdS layer (∼5 nm) is needed, at which point conventional UPS excitation energies
can no longer be used to probe the substrate. However, because the inelastic mean free
path of electrons grows with decreasing electron kinetic energies after a minimum around
50 eV, depending on the material, a method using low excitation energies could be em-
ployed.
While optical and quantum efficiency measurements have shown a widening of the Cu(In,Ga)S2
band gap by about 125 meV, it is not yet known which band edge accommodates this
change. In the Cu(In,Ga)Se2 system, most of the change in band gap with Ga concentra-
tion has been attributed to a shift in the position of the conduction band edge and, thus,
effects mostly the conduction band offset.
Because conduction band offsets are often determined by adding the materials’ bulk band
gaps to valence band offsets, it would be beneficial to measure the position of the conduc-
tion bands with surface sensitive methods. This is of great importance for Cu(In,Ga)S2,
where concentration gradients are known to exist which have been shown to affect an
opening of the band gap from bulk to surface. However, because the conduction band
contains unoccupied states, it cannot be measured easily. Furthermore, the methods avail-
able using photoelectron spectroscopy to probe the conduction band states may bring the
system noticeably out of the ground state, adding uncertainty to the measurements be-
cause an inference back to the ground state must be made. It may, however, be possible
in certain cases where the excited states of two materials are similar to see real relative
changes in the position of the conduction band with these methods. Although the abso-
lute position of the conduction band edge is more desirable, any relative change should
be able to be correlated to relative changes in solar cells made with the corresponding
materials. Specifically, changes in Eg should effect the Voc.
If this correlation is not possible, it may be necessary to offer a new electronic and
stoichiometric picture of the Cu(In,Ga)S2/CdS junction.
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3 Details of Experimental Methods
3.1 The Photoelectric Effect
Most every experimental method used in this thesis revolves in some way around photo-
electron ionization (photoelectric effect), described first by Einstein through the following
equation, shown here in modern form [7]:
EK = hν − EB − Φ (1)
Energy is thus imparted to a bound electron through
Figure 1: Schematic diagram of the
photoelectric effect and XPS. See text
for explanation.
the absorption of an impinging photon with en-
ergy hν. If the photon energy is high enough to
fully ionize the atom, the resulting kinetic energy
(EK) of the photoelectron can be calculated by sub-
tracting the binding energy, EB, of the electron
and the work function, Φ, of the material of in-
terest from the photon energy, hν (fig. 1). It
is shown, however, in [8] for example, that the
work function effecting the energetic positions of
the spectral features in experiments involving pho-
toelectron spectroscopy is that of the detector it-
self; the work function of the sample only effects
the position of the secondary electron edge. This
makes it possible to directly compare spectra of
samples (when displayed in binding energy) with
different work functions because the only value in
eq. 1 which changes is EB, which is, of course,
the value of interest when doing electronic experi-
ments.
Due to the fact that a vast source of literature on
the subject of photoelectron spectroscopy already
exists, there is no need to go into detail here, al-
though the exact methods used in this work will be shortly discussed below. Essential
experimental details pertaining to the experiments themselves and why a certain method
was chosen for a particular experiment will be discussed at the beginning of each results
section. Further details pertaining to photoelectron spectroscopic methods can be found
in [9, 10, 11].
3.2 Photoelectron Spectroscopy
3.2.1 X-Ray Photoelectron Spectroscopy
The direct detection of the photoelectrons leaving a solid is referred to as X-ray photoelec-
tron spectroscopy (XPS) or simply photoelectron spectroscopy (PES). These electrons, in
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order to be analyzed using eq. 1, cannot lose kinetic energy when traveling to the surface
of the solid, that is, they may only engage in elastic collisions with other (quasi)particles
in the solid before entering the electron analyzer. Electrons suffering random inelastic col-
lisions will contribute only to background. The average distance covered by an electron
before being scattered inelastically is given by the electron mean free path (MFP) and is
defined to be the distance in a solid after which a signal is reduced by a factor of 1/e.
The MFPs in this work were calculated using the computer program Quases-Tourgaard
[12]. The information depth, on the other hand, is the depth out of which 90% of the
detected signal comes. Thus, the information depth is equal to approximately 2 times
the MFP, although it must be kept in mind that the overwhelming majority of the signal
comes from the sample surface.
In the laboratory, two excitation energies are generally available for XPS from an X-ray
tube: Mg Kα (1253.6 eV) and Al Kα (1486.6 eV). The maximum electron inelastic mean
free paths using these two energies are, for both CIS and CdS, about 2.4 and 2.8 nm, re-
spectively [12]. It is thereby seen, that spectroscopic experiments using excitation energies
in this range (100-2000 eV), sometimes referred to as soft X-rays, are relatively surface
sensitive.
The energy resolution of these two sources is in the sub eV range. Specifically, the line
widths for Mg Kα and Al Kα are 0.68 eV and 0.83 eV, respectively, although monochro-
mators can be used to reduce these values to under 0.20 eV [9, 10].
Other energies in the soft X-ray regime available through the use of synchrotrons, such as
on the U41 at BESSY (sec. 3.7), may have slightly higher or lower resolutions depending
on the chosen settings of the beam line. Like with Mg Kα and Al Kα, the overall resolution
of a measurement depends on the line width of the excitation energy, that of the electron
analyzer and the intrinsic line width of the measured peak in the following way, assuming
all contributions are Gaussian in form:
∆E ∼ (∆E2ex + ∆E2an + ∆E2in)1/2 (2)
∆Eex, ∆Ean and ∆Ein being the line width of the excitation energy, of the analyzer and
intrinsic line width of the measured peak, respectively. ∆Ean can often be neglected with
modern detectors, making ∆Eex all the more important because ∆Ein obviously cannot
be changed [9].
Eq. 2 and the measured peak shape are more fully discussed in chapter 8.
3.2.2 Peak Positions: Chemical Shifts and Band Bending
Because of the chemically and electronically sensitive nature of XPS as well as it’s surface
sensitivity, the method is very well suited for semiconductor surface and junction analysis
including band bending (discussed in sec. 4.1) taking place during junction formation.
The changes in band bending are often brought about by a surface treatment such as a wet
chemical deposition of another semiconductor allowing charge transfer to take place. It is
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often the case, however, that this same deposition will also change the surface stoichiom-
etry and, therefore, the surface chemistry of the sample. Because the local chemistry of
a material determines the binding energies of the elements in that region, band bending
caused by a wet chemical deposition process may also be accompanied by a change in
binding energies due to the change in the local chemistry of the sample. In this case the
two changes in binding energy from band bending and chemical shifts will be overlapped
and may be very difficult to disentangle.
The compromise between resolution and information depth of soft X-rays makes XPS
suitable for investigations involving concentrations on sample surfaces by using integrated
peak areas (see sec. 3.2.7) or electronics, including band bending and chemical shifts due
to surface treatments, by monitoring peak positions and shifts. Moreover, the integrated
peak area and the peak position are both contained in one XPS measurement making
possible the direct correlation of these two values as well as their mutual evolution.
A complete investigation of these characteristics, however, often demands an expanded
use of PES.
3.2.3 HAXPES and UPS
Energetically above and below the soft X-rays are two slightly different realms of PES.
Experiments using higher energies (>2000 eV) are often referred to as hard X-ray pho-
toelectron spectroscopy (HAXPES). Results presented here involving energies between
2030 eV and 6000 eV were made on the HIKE end station at the KMC-1 beamline at the
BESSY II synchrotron in Berlin (sec. 3.7). HAXPES measurements boast an increased
information depth due to the resulting high kinetic energies of the photoelectrons. Infor-
mation depths up to ∼20 nm can be reached and thereby depth dependent information
such as concentration profiles (see sec. 3.2.7) can be measured. The cost of the high
energies is usually a loss of resolution, making the acquisition of electronic information
sometimes difficult. However, special high energy beam lines are available which have
resolutions of several hundred meV or less at distinct excitation energies, making these
hard X-ray apertures very competitive, especially because the high energies allow access
to an increased number of core levels (see HIKE, sec. 3.7) [13].
Energies lower than 100 eV mark the ultraviolet (UV) range of PES, the method using
this range being referred to commonly as ultraviolet photoelectron spectroscopy (UPS).
In contrast to HAXPES, this range of energies is marked by very low information depths,
yet often very high resolutions. The most common energies in this region are 21.22 eV
and 40.82 eV from He I and He II emission lines, obtainable from a common UV lamp.
The resolution of the He I and He II sources are 3 meV and 17 meV, respectively, allowing
for very exact measurements of the valence region, especially of the valence band edge
[10]. Although all but the most shallow core levels lie too deep to be measured with these
energies, much chemical and electronic information can be gleaned from valence band
measurements.
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Similarly to the soft X-ray region, tunable UV light is available at many synchrotrons
with somewhat wider line shapes.
3.2.4 The Electron Detector and the Work Function
Figure 2: Schematic diagram showing the photoionization process and the resulting photoelec-
tron entering the detector [8]
UPS can also be used to directly measure the work function, Φ, of a material. The reason
for this, as discussed in [8], is that although all electrons are affected by the difference
between the work functions of the sample and the detector, ∆Φs = Φsample − Φdetector, in
that they gain kinetic energy by an amount equal to ∆Φs, all photoelectrons from a single
sample above the secondary electron edge will be effected in the same way ensuring that
all spectral features remain fixed relative to one another. This can be seen in fig. 2 for
the simplified case of a metal.
When comparing two different samples, the electrons with the same binding energy, inde-
pendent of the sample and its work function, will have the same amount of kinetic energy,
E = Ek + ∆Φs with Ek,min ≤ E ≤ Ek,max, after entering the detector. ∆Φs is different
for all samples having different work functions and thus compensates for the difference
in Ek between electrons having the same binding energy but coming from samples with
different work functions.
This makes the comparison of spectra (in binding energy) from different samples possible
because binding energy is defined in reference to the Fermi Level and the electrons mak-
ing up the Fermi Level have the highest kinetic energy when leaving the sample and will
always have energy Ek,max (sample independent!) after entering the detector.
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It can be seen then, that the electrons of the secondary electron edge, which is made up
of electrons leaving the sample with zero kinetic energy, are also effected by ∆Φs, keeping
them energetically at the correct position relative to other spectral features. The position
of the edge itself, however, is determined by the sample’s work function alone: the elec-
trons must first leave the solid in order to be effected by the difference in work functions,
that is, to gain the energy ∆Φs.
The equation for the calculation of a sample’s work function is (independent of the de-
tector work function!):
Φsample = Ecutoff + hν − Ef − Vbias (3)
where Ecutoff is the position of the secondary electron cutoff, hν the excitation energy,
Ef the Fermi Level and Vbias a potential often applied to the sample to improve the UPS
signal by “drawing out” the low kinetic energy electrons, especially those making up the
secondary electron cutoff.
3.2.5 Analysis of Valence Band Edges measured with UPS
Figure 3: The valence band edges of CdS, CuInS2 and HCl-etched CuInS2 measured with He
I. In a) a general view of the bands are shown with arrows indicating the linear portion of the
band considered to be the valence band edge. b) shows a detail of the band edges with the linear
extrapolation method used to determine the binding energy of the valence band edge.
The valence band edges of CIS and CdS, most often measured with UPS, were measured
and analyzed in this thesis many times under different conditions. The method of de-
termination of the position of the band edge was to extrapolate the last linear portion
of the band as shown in fig. 3. The position at which the extrapolated line crossed a
linear extrapolation of the background signal was the position of the valence band edge.
Although this method is routinely found in literature, there are physical reasons which
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can both justify and denounce its use. Some of the these reasons are discussed in the the-
sis, especially in secs. 6.2, 6.3 and chapter 8, where other methods of analysis are explored.
Figs. 3 a) and b) show the valence band edges of CIS and CdS with a blow-up of the
actual edge region to show exactly which structure was used to determine the position of
the valence band edge of each material.
Due to the sensitivity of band shape and signal intensity to the geometry between the
sample and electron analyzer, it was necessary to normalize valence band spectra in fig-
ures containing more than one valence band in such away that all important features of
all spectra could be clearly seen. Because valence band spectra were not used for quanti-
tative studies the normalization has no effect on the information contained in the spectra
because electronic positions remain unaffected. Although in the rest of the thesis, all
valence band spectra have a common background signal, an additional vertical shift has
been added to fig. 3 for clarity.
3.2.6 Constant Final State
An exception to the above remark
Figure 4: The universal curve of electron mean free
paths taken from [14]. The deviation from the theo-
retical curve can clearly be seen.
about the low information depths in
UPS can be seen immediately in fig.
4. At an excitation energy of about
10 eV, the MFP of the photoelectrons
is equal to that of Mg Kα and Al Kα
and continues to rise toward lower
excitation energies. Although at these
energies one is only able to measure
the valence band edges of semicon-
ductors, the energy is high enough,
when combined with the high infor-
mation depth, to make direct mea-
surements of valence band offsets in
semiconductor junctions (see chapter
6). The reason for the rising MFP is
that the electrons have fewer interactions at these low energies with the surrounding lat-
tice (plasmons).
One method which directly exploits the low kinetic energy/high information depth side of
the universal curve of electron mean free paths, fig. 4, is near-UV constant final state yield
spectroscopy (CFS). The name refers to the fact that as the excitation energy is changed
the detector energy stays constant, i.e. the kinetic energy of the detected photoelectrons
is always the same.
This method uses a xenon high-pressure lamp in combination with a grating monochro-
mator to produce continuously varying radiation between 7.5 and 4.0 eV.
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CFS is ideal for valence band and band offset investigations because of the high informa-
tion depth offered by the resulting kinetic energies and because the constant final state
allows for an investigation of the valence band densities of states without a convolution
with the conduction band. This will be discussed further in sec 6.1.
3.2.7 Quantitative X-Ray Photoelectron Spectroscopy
Quantitative XPS refers to an analysis method of XPS. As mentioned already, the inte-
grated peak area from an XPS spectrum contains information about the concentrations
of each element in a sample. The signal is, however, augmented in several ways and must
therefore be corrected using the following factors:
n: the number of scans or slices, n, done during a measurement will not only smooth the
peak, but will also increase the perceived intensity of the signal.
I0: this signal is a measure of the primary beam strength during the measurement. For
example, the ring current in a synchrotron steadily declines after injection and measure-
ments done at different times can only be compared after they are normalized with I0.
This signal is obtained in different ways on different beam lines. For XPS experiments
using the beam line U41 with the CISSY aperture at BESSY (see description, sec 3.6,
3.7), I0 was recorded as a mirror current from the ionization on the last re-focusing mir-
ror, whereas with HAXPES experiments on HIKE (sec. 3.7), I0 was recorded using a N2
ionization chamber.
1/α: if α is the absorption length of an electron with a certain energy, then 1/α = MFP ,
the mean free path of the electron. As discussed previously, electrons with different bind-
ing energies, when excited with light of the same wavelength, will have different resulting
kinetic energies and will thus be able to travel different distances in a solid without suffer-
ing an inelastic collision. Normalizing peak intensities with the MFP helps to account for
the fact that electrons with lower binding energies are able to come from a larger volume
of the solid. Tricks can be made using different excitation energies so that the resulting
photoelectrons have the same kinetic energy and thereby the same MFP. The MFPs in
this thesis were calculated theoretically using the program Quases-Tourgaard [12].
T(E): the transmission function of the analyzer describes how the analyzer is more sen-
sitive to certain energies than others. This function is not trivial to determine although
it is sometimes possible to find experimentally or can be described by a polynomial. By
changing excitation energies, the resulting kinetic energy of photoelectrons can be tuned
so that electrons with different binding energies will be effected in the same way by the
transmission function.
σ(θ): the angle dependent ionization cross section describes the probability that a pho-
ton of a certain energy will be absorbed by an electron in a certain shell of a certain
atom, the angle dependence referring to the angle of electron emission. The cross sections
used in this thesis were calculated from [15] which defines ways of calculating σ(θ) for
non-polarized, linearly polarized, elliptically polarized and circularly polarized light in the
dipole and quadrupole approximations for XPS and HAXPES experiments, respectively.
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Other reliable calculations can also be found in [16]. The general formula of the cross
sections are given in terms of four factors, σ, β,γ and δ. γ and δ only appear in the
quadrupole approximation and the terms containing these variables are zero when using
the HIKE end station due to the right angle between X-ray beam and electron analyzer
and will, for that reason, be excluded here.
The dipole equation for unpolarized light is [15]:
dσi/dΩ = σi/4pi[1 + β/2(3cos
2(θ)− 1)] (4)
where dσi/dΩ is the differential cross section per solid angle and θ is the angle between
the wave vectors, k, of the incoming photon and the emitted photoelectron. Because the
electron contributing to the photoelectron count rate must necessarily be detected by the
electron analyzer, the direction of the k vector of the electron must correspond to the
position of the analyzer itself.
If θ = 54.76◦, the angle is referred to as the “magic angle” because the term in parenthesis
in eq. 4 is equal to zero. In the case of the CISSY (sec. 3.6), the angle between X-ray
source and detector is approximately the magic angle.
After these five values have been obtained, the normalized peak intensity is simply calcu-
lated by the equation:
INorm = IMeas · (α/I0 · n · T (E) · dσi/dΩ) (5)
where IMeas is the measured peak intensity obtained through fitting (see chapter 8)
The normalized peak intensities can then be analyzed as ratios in order to determine
sample stoichiometry.
3.3 Fluorescence and Auger Processes
After the absorption of a photon, the excited electron leaves behind a positively charged
core hole which can result in several processes. One of the electrons bound at a lower
binding energy can, through a dipole transition, relax into the hole, causing the release of
a photon whose energy is equal to the difference between the two states: hν = Ef − Ei.
This photon can then be absorbed by another electron, referred to as a secondary elec-
tron, which is, in turn, excited out of the system as an Auger electron. These secondary
photoelectrons, because they are excited by a photon with the same energy from a system-
internal relaxation, will always have the same resulting kinetic energy, independent of the
primary excitation energy. If photoelectron spectra from one sample taken with increas-
ing excitation energies are plotted versus kinetic energy as most raw data are, the Auger
structures, having always the same kinetic energy, will remain at one position while the
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features corresponding to fixed electronic states will move to higher kinetic energies be-
cause of the increased excitation energy. If then, the spectra are plotted versus binding
energy by subtracting the kinetic energy from the excitation energy, as per eq. 1, the fea-
tures corresponding to fixed electronic states will naturally remain at their corresponding
binding energies in the plots, while the Auger features will be seen to “wander” to ever
higher binding energies. This is of course an artifact because the Auger structures have,
strictly speaking, no binding energy. Nevertheless, a binding energy can be calculated
with eq. 1.
Auger processes are very chemically sensitive since they involve in many cases an electron
from the valence band as well as a core level position.
Alternatively, the photon, hν = Ei − Ef , can itself leave the system without being ab-
sorbed, a process referred to as X-ray emission or fluorescence. Due to the fact that X-rays
interact with matter much less than do electrons, the MFP of the photon is much larger
than that of an electron. Fluorescence signals can be used to probe samples to depths of
1.5µm at photon energies of 1500 eV [17].
An important point can be made here:
The limited information depth of XPS is due to the limited MFP of the elec-
trons and not of the impinging photons.
When making measurements using both fluorescence and electron signals, one can im-
mediately draw conclusions as to the homogeneity of the elemental concentrations being
measured. Although fluorescence only found limited use in this project, the process of
creating a core hole leads to another experimental method used in several sections of this
thesis.
3.4 X-Ray Absorption
Until now, the absorption of an impinging photon on an atom has led to the ionization of
the atom with the resulting primary photoelectron leaving the system and contributing
to a PES signal. However, the absorption of photons, and thus, the excitation of atoms
in a system can begin before the primary photoelectrons can reach the vacuum level if
the sample has unoccupied states below Evac. In a semiconductor these states build the
conduction band. The experimental method charged with analyzing absorption process
is referred to as X-Ray Absorption Spectroscopy (XAS).
The most general form of XAS is to use transmission. Here, the impinging beam intensity
is measured directly before and after the sample, the difference in the intensities being
the absorption due to the sample at a specific photon energy.
There are, however, other methods of detection available. In this work, two signal sources
were routinely used, the first being fluorescence, the origin of which was described in the
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previous section. The second signal source was sample current, or total electron yield
and measures all electrons which leave the solid, primary and secondary. The common
characteristic linking transmission, fluorescence and sample current is that they all begin
when a core hole is created by the absorption of a photon and for this reason, they are
all proportional to the absorption in a sample.
Sample current is more surface sensitive than fluorescence and varies with excitation en-
ergy because of the much lower MFP of electrons in condensed matter, even when allowing
the electrons to suffer inelastic collisions. The estimated information depth will be dis-
cussed with every experiment.
Another possibility for measuring absorp-
Figure 5: Schematic diagram of the absorp-
tion process leading to a NEXAFS spectrum:
as the excitation energy is increased a core level
electron is excited into the first allowed, empty
state, the green arrows indicating a photon en-
ergy able to affect the excitation. The core hole
left behind after the absorption allows Auger
processes to create a heightened background, de-
tectable in total electron yield mode.
tion is to use the electron analyzer. Ei-
ther one can set the detection energy to
the corresponding Auger energy of the ex-
citation in question, the information depth
being determined by the kinetic energy of
the auger electron, or one can vary the de-
tected kinetic energy. High kinetic ener-
gies (the Auger energy being the maximum
kinetic energy) will be surface sensitive be-
cause the electrons can lose but little en-
ergy before exiting the solid. As the de-
tection energy is lowered the electrons will
be able to suffer more and more inelastic
collisions while still being able to exit the
sample and be counted by the analyzer,
thereby increasing the information depth.
Although this detection signal is theoreti-
cally possible, its practical feasibility is an-
other matter.
Spectra resulting from these signals can
generally be broken down into two regions.
The first contains the absorption edge it-
self together with the immediate region af-
ter the edge and is called near-edge X-ray
absorption fine structure (NEXAFS), seen
schematically in fig. 5. After the NEX-
AFS region comes a region referred to as
extended X-ray absorption fine structure
(EXAFS). The boundary separating the two regions is somewhat arbitrary and varies
between elements and absorption edges. In many cases the boundary between NEXAFS
and EXAFS is set by the goal of the measurement itself.
NEXAFS is very sensitive to the chemical state of the system, the position of the ab-
sorption edge equaling the energy difference between the excited core level and the first
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allowed, empty state of the conduction band. Thus, NEXAFS is a powerful tool for identi-
fying an element in a specific phase which may not be easily determined with, for example,
XPS. A good example of this is Cu2S and CuS, discussed in more detail in chapter 5 and
in [18].
Studies of electronic states can also be performed with NEXAFS, most importantly the
unoccupied states of the conduction band. A duo of rules formulated by [19, 20] called the
initial state rule and final state rule helps to illuminate this. First, however it is important
to define what “initial” and “final” states refer to when considering NEXAFS.
NEXAFS is the absorption of a photon and the excitation of an electron into the conduc-
tion band, the initial state of the system being, therefore, the ground state of the system
before the excitation. The final state is then after the absorption event where the system
is in an excited state and in the presence of a core hole.
Thus, the initial state rule, formulated for NEXAFS, states:
The integrated X-ray transition intensity is determined by the total number of
valence states in the initial state, i.e. prior to the X-ray transition.
The final state rule states, on the other hand:
The spectral features reflect eigenstates of the final state Hamiltonian. In the
case of [NEXAFS] a core hole is present in the final state. The influence of
the core hole may be very different for different systems.
This means that NEXAFS can be used to probe the density of unoccupied states as they
exist in the ground state, without a core hole, as follows from the initial state rule. How-
ever, the energetic positions of these states (spectral features) are not necessarily those
positions found in the ground state (final state rule). Thus, the region immediately follow-
ing the absorption edge contains information about the local densities of states (LDOS)
seen by the excited atom in the ground state and LDOS calculations can be compared
to measurements to determine conduction band composition. The position of the edge,
however, does not necessarily correspond to the energy of the conduction band edge, not
only due to possible band distortion from the core hole, but also due to NEXAFS mea-
suring specific LDOS which may not contain the states at the bottom of the conduction
band (conduction band edge). The difference, ∆E, between the conduction band edge
and a specific absorption edge is not trivial to determine and is specific to each system as
it clearly depends on specific material properties.
When determining the densities of states of the conduction band, a complete set of edges,
for example K and L2,3, L1,2,3 or L1 and M2,3, are needed because of the dipole nature of
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the electron’s excitation, described by the dipole transition rule ∆l=±1 [21].1
Interestingly, it is also shown in [19], that the excited atom, Z, can often be replaced
theoretically by another atom, Z+1, in order to correct for the core hole.
Referring back to the initial and final state rules to complete the picture, XPS initial and
final states are the same as those of NEXAFS, making measured core level binding ener-
gies comparable to NEXAFS spectra as will be more fully discussed in chapter 7. This
is important because the absorption edge identifies the energy difference between the two
states involved in the transition and if the energy of one of the states can be measured,
the energy of the other state can be calculated.
To complete the picture now, X-ray emission spectroscopy (XES), which uses fluorescence
as detection signal, can be used to gather valence band information. In contrast to ab-
sorption, the core hole is in the initial state, meaning that densities of states measured
by XES are those of the excited state, however, the final state has only a valence hole
if the core hole is filled by electrons from the valence band. Electronic positions in XES
valence band spectra can be compared with UPS valence band spectra because the latter
also contains a valence hole in the final state.
Sources [18, 19, 20, 21] give together a good general description of the electronic and
chemical experiments possible with NEXAFS, especially as pertains to Cu, which is very
important in this work. And although [21] deals with Cu(In,Ga)Se2, its results can easily
be generalized to the CuInS2 system.
NEXAFS can also be used to study lattice structures, albeit in a rather indirect way, in or-
der to further identify and characterize different phases of a material. Using the modeling
program FEFF, one can generate NEXAFS spectra from defined lattice structures and
compare these theoretical results with the experimentally determined absorption edges
[22]. In order to achieve this, one must have some idea of what the sample lattice struc-
ture is like and this structure is then defined and input into the FEFF program. The
program then calculates specific absorption spectra at a chosen energy through a multiple
scattering approach using self consistent, or overlapping, atomic potentials (for FEFF8)
[23]. The problem is solved by trial and error as a new lattice must be defined for every
new attempt if the previous resulting calculation does not fit the measured data. This
has also been briefly attempted in this work, although structural studies are usually left
to the realm of EXAFS.
The EXAFS region is made up of the long wave-like structures extending for several hun-
dred eV past the initial absorption edge. EXAFS is usually done with a material’s K
absorption edge because the structures making up the EXAFS must be uninterrupted in
order to ensure a successful transformation to reciprocal space. The K edges of most of
the materials considered in this thesis are the only edge sufficiently energetically sepa-
1The K-edge refers to the quantum number n=1 or 1s shell. The L-edge refers to the quantum number
n=2 so that the L1, L2 and L3 edges correspond to the 2s, 2p1/2 and 2p3/2 shells, respectively. The M
edge refers to n=3 so that the M1, M2, M3, M4 and M5 edges correspond to the 3s, 3p1/2, 3p3/2, 3d3/2
and 3d5/2 shells, respectively. This scheme continues ad nauseam.
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rated from other bound states to make this possible. L and M edges, being in regions of
higher densities of states, are interrupted by other absorption edges of the same atom or
by absorption edges of another element in the material.
The waves, or variations in intensity in EXAFS come from the fact that with higher
and higher excitation energy, the resulting photoelectrons posses a shorter and shorter de
Broglie wavelength, as is evident from the quantum mechanical formulation of the energy
for a free electron E = h2k2/m = hν = h2/λ.
Some of the electrons emitted from the excited atom will be reflected from the neighboring
atoms, which are oriented regularly around the excited atom in the lattice. Depending
on the distance to the neighboring atoms and the wave length of the electron, the signal
will be subjected to constructive or destructive interference. Of course, because there are
many neighboring atoms, there will be many overlapping signals. A Fourier transforma-
tion of this signal combined with a modeled Fourier transformation from a program such
as Artemis can show atomic distances around the central atom and and be compared to
known bonding lengths to determine the immediate environment of the atom in question
[24].
The difference between the two calculations is that in the case of NEXAFS, a self-
consistent potential must be calculated, whereas with EXAFS the reciprocal space curve
can be generated exactly from the user-defined lattice.
3.5 Inverse Photoelectron Spectroscopy
Like NEXAFS, inverse photoelectron spec-
Figure 6: Schematic diagram of the IPES pro-
cess. Injected electrons couple with the sample
through the conduction band states above Evac
and emit a photon through de-excitation into
the lower conduction.
troscopy (IPES) is a method enabling the
investigation of unoccupied states in a solid.
Because IPES “setups” are not commer-
cially available as they are for XPS, the
description of the method here will concen-
trate on the variation built by J. Wu¨sten
at the Universita¨t Kaiserslautern [25].
The method revolves around the injection
of electrons of varying kinetic energy from
an electron gun into unoccupied conduc-
tion band states of the sample above the
vacuum level (fig. 6). These electrons can
then relax down to lower unoccupied states
below the vacuum level through the release
of a photon, very similar to fluorescence
described in sec. 3.3.
The photons can then be detected by one
of two methods. The system used here consisted of a SrFl2 low pass window filter
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(Emax,photon=∼9.7 eV) and a NaCl covered cone (Eionization=∼9.2 eV) as high pass solid
state filter photocathode. Thus, only photons with energies 9.2 eV< hν <9.7 eV can con-
tribute to the signal by entering the channel electron multiplier positioned directly after
the cone.
The second method also involves a SrFl2 low pass window filter and as a high pass filter
a Geiger-Mu¨ller counter filled with iodine gas and the carrier gas argon [26]. The iodine
has an ionization energy Eionization=∼9.2 eV, making the energy window in this case the
same as in the first, although different materials can be used in order to augment the pass
energies. Because this energy window essentially defines the resolution of the system, it
can be seen that in many cases the fine structure of the conduction band will not be
resolvable as is the case with the valence band and UPS.
The Geiger-Mu¨ller system is characterized by a slightly better signal-to-noise ratio than
the solid state system, as can be seen through a comparison of the spectra in this work
and in [26]. The advantage of the solid state photocathode is, however, that there is no
pressure regulation as is necessary with the ionization of the I2.
Other aspects of the system such as sample charging will be discussed with the results of
the IPES experiments in sec. 7.4.
3.6 The CISSY
Figure 7: The CISSY vacuum chamber. Taken from [27].
Most laboratory experiments in this work involving XPS and UPS were done using the
CISSY (derived from “CIS+Synchrotron”) vacuum chamber, two radiation sources, an
XR-50 X-ray source and a UVS 10/35 UV source from Specs and a photoelectron ana-
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lyzer from VG. The CISSY, seen in fig. 7 is a multifaceted machine capable of in-situ
analysis of solar cell components, due to its attached sputter chamber (Sputterkammer)
and N2-filled glove box (Handschuhbox), from both of which an anaerobic transfer is pos-
sible through the preparation chamber into the analysis chamber for characterization [27].
The main vacuum chamber, consisting of the afore mentioned preparation chamber (Pra¨parations-
kammer), analysis chamber (Analytikkammer) and load-lock chamber (Schleuse), boasts
typical working pressures in the range of 5.0x10−9-5.0x10−8mbar. The reason for this
rather high pressure is that much of the work done with the CISSY involves character-
ization of samples following different surface treatments, some of which necessitate the
repeated extraction and reloading of the sample. The increased frequency of sample trans-
fer leads directly to the stated pressure although directly after bake-out the CISSY comes
comfortably into 10−10 mbar region.
The CISSY can also be used as a synchrotron end station (Strahlrohr). Specifically, the
CISSY is used regularly on the U41-PGM at BESSY II.
3.7 Synchrotron Radiation and BESSY II
The advent of the use of synchrotron radiation in the 1950s and the subsequent con-
struction and widespread use of machines designed exclusively to produce synchrotron
radiation, commonly called synchrotrons, have revolutionized the field of photoelectron
spectroscopy. A synchrotron, consisting often of an inner ring (the synchrotron) and an
outer storage ring to which the end stations are actually attached via beamlines, produces
a radiation continuum by forcing electron packets into a circular orbit. The normal mode
of operation is, thus, through the use of this dipole radiation although insertion devices,
such as wigglers, can also be used which force the electrons into an additional undulating
path, thereby increasing the flux of the radiation at certain energies.
Because the electrons are moving near-relativistically, the radiation they emit will travel
at a right angle to the direction of acceleration and be confined to a narrow cone with a
0.1 mrad angular divergence [11]. This means that the observer sees only a short burst
of radiation once every time the electron packet passes on its orbit. This produces the
radiation used for experiments in pulses which can be as short as picoseconds. The use of
monochromators makes it possible to select desired wavelengths from this emission which
are suitable for specific experiments.
The main advantages of a tunable light source are core electron excitation near threshold,
variation of ionization cross sections, variation of the information depth and photons po-
larized in the plane of the electron orbit [28]. The continuous spectrum itself also makes
methods such as NEXAFS, CFS, constant initial state (CIS) and depth profiling possible
in a general sense. The other advantage to synchrotrons is the sheer energy available at
certain facilities where over 100 keV can sometimes be reached at resolutions high enough
to still enable experimentation. Increased beam brilliance is also advantageous for exper-
iments involving low ionization cross sections.
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Although every synchrotron will have its individual characteristics, the types of experi-
ments possible are just as dependent on the characteristics of the beamline and end station
used, that is, the type of monochromator and detector, for example, are beamline and end
station specific and usually allow only certain features of the synchrotron to be exploited.
Further information on synchrotrons can be found in [11, 28] and the the specifics of the
BESSY II synchrotron and its end stations can be found at [29]. In this work synchrotron
experiments were performed with the CISSY end station on the U41-PGM beamline, the
SurICat end station on the Optics Beamline and the HIKE end station on the beamline
KMC-1.
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4 Heterojunctions and Solar Cell Basics
4.1 The Schottky Contact
The description of metal-semiconductor junctions began in the 1930s with the investiga-
tion of the Schottky Contact [30, 31, 32]. Although the junction discussed in this work
is a semiconductor-semiconductor heterojunction, there are several important concepts
used to characterize the heterojunction which are more easily described using a Schottky
Contact. These concepts will now be introduced before moving on to the description of
the semiconductor heterojunction.
4.1.1 Band Bending
Band bending describes a depletion or enrichment region in a semiconductor causing a
change in the position of the Fermi Level within the band gap and, thus, in the binding
energy of the electronic levels in this region because binding energies are measured from
the Fermi Level.
In fig. 8 for the case of an ideal metal-semiconductor junction (no interface states), where
the latter is p-type, the Fermi Level of the metal was at lower potential energies than
that of the semiconductor before contact. Charges, in this case electrons, move from the
metal into the p-type semiconductor until the Fermi Levels coincide [33]. It can also be
understood that holes flow from the semiconductor into the metal. Thus, a depletion
region for a p-type semiconductor is created, meaning that the Fermi Level moves toward
the conduction band edge in this region.
The position of the Fermi Level relative to the
Figure 8: A depletion region in a junc-
tion with a p-type semiconductor and a
metal. The change in the position of Ef
effects not only the binding energy of the
conduction and valence band edges, but
also that of the core levels.
band edges reflects the concentration of mobile
charge carries at the band edges. This is shown
mathematically for the holes through [34]:
p = Nve
((Ev−Ef )/kT ) (6)
where Nv is the equivalent density of states of
the valence band, Ev the energetic position of
the valence band edge, k Boltzmann’s constant
and T the temperature.
In a semiconductor not in a junction, intrin-
sic surface band bending may be present if the
holes move to the surface and leave behind the
compensating negative charge in the depletion
region while the surface becomes positively charged.
Also, as will be described in sec. 4.3.1, the elec-
trical contacting of two differently doped semiconductors can also bring about these dif-
fusion processes.
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As can be seen in the figure here, the shift of the Fermi Level affects not only the binding
energies of the conduction and valence band edges, but also that of the core levels of the
material. Changes in band bending can, therefore, be identified through parallel shifts in
the measured binding energies of all elements in a sample (sec. ).
4.1.2 Fermi Level Pinning
One phenomenon which is sometimes observed while investigating band bending and sur-
face treatments is called Fermi Level Pinning. This often comes into play when one takes
into account the interface states which may come about through metal-semiconductor or
semiconductor-semiconductor junction formation which causes defect states at the inter-
face which lie in the band gap.
In the case of a metal-(p-type) semiconductor junction, these surface states are generally
confined to several atomic layers and have a defined energy with respect to the valence
and conduction bands of the semiconductor. The states can have a conduction band or
valence band “character” which corresponds to an acceptor and donator type defect state,
respectively. The former state is negative when filled and neutral when empty, whereas
the latter state is neutral when filled and positive when empty.
The position of the Fermi Level at the inter-
Figure 9: Surface states in a metal-
semiconductor junction, filled below the
Fermi Level. If the density of these states
is high enough (∼1015(eV)−1cm−2), they
can pin the Fermi Level at a certain posi-
tion on the semiconductor surface.
face will be that which achieves charge neutral-
ity in the junction. If the position of the Fermi
Level does not achieve charge neutrality between
the interfaces states, this charge must be com-
pensated by the charge in the space charge re-
gion (in this case the depletion region), lead-
ing to a change in band bending. However, if
the density of interface states is high enough
(∼1015(eV)−1cm−2), a small change in the po-
sition of the Fermi Level can no longer be com-
pensated through the space charge region and
the Fermi Level is pinned at the position where
the total charge of the interface states is practi-
cally zero.
A change in doping of the semiconductor or an
applied bias across the junction will then have
little effect (1-10 meV) on the position of the
Fermi Level in the semiconductor band gap [35].
If such surface states exist before the deposition of another material and are not removed
during the deposition process, there may be no change in Fermi Level position, although
charge transfer takes place between the two materials. This is because the amount of
charge contained in the surface states is much greater than the transfered charge.
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If the deposition process creates such states at the interface, thereby pinning the Fermi
Level at a certain position on the surface of the substrate material, one would expect these
states to be created with every deposition and that the Fermi Level would be consistently
pinned at the same position. A discussion of this important phenomenon is carried out
in chapter 5.
4.2 The Semiconductor Heterojunction
A semiconductor-semiconductor junc-
Figure 10: Schematic diagram of a semiconductor-
semiconductor heterojunction. The explanation of the
symbols is found in the text.
tion is the metallurgical joining of
two different semiconductor materi-
als creating electrical contact and al-
lowing diffusion processes to take place.
The key characteristic defining and
differentiating a heterojunction from
a homojunction is the presence of a
discontinuity between either the con-
duction bands, ∆Ec, or valence bands,
∆Ev, or both, of the two materials
forming the junction. Whereas a ho-
mojunction is formed from two dif-
ferently doped pieces or sections of
one material resulting in no band dis-
continuities (Fig. 13), the hetero-
junction is a metallurgical junction
forged from two materials of differing
chemical make-up, or stoichiometry.
Fig. 10 shows a heterojunction and
several properties of the two semi-
conductors involved. All such dia-
grams in this thesis illustrating band
bending and band offsets are implic-
itly assumed to have a vertical en-
ergy axis and a horizontal position
axis. For simplicity these axes have
been left away. Such diagrams are very common in the field of photovoltaics and find use
in many publications on the subject, including many cited in this thesis.
In the fig. 11, Eig are the energy gaps, Φi the work functions, Vi the respective amounts
of band bending in each semiconductor, χi the electron affinities, ∆Ei the band offsets
and Eg,eff the effective band gap. The following equation can be read off from the figure:
∆Ev −∆Ec = E1g − E2g = ∆Eg (7)
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meaning that the knowledge of one band offset and both band gaps allows the calculation
of the second offset [36].
The band disconti-
Figure 11: Schematic diagram of a junction between two semiconduc-
tors. In the junction the properties of one semiconductor change to that
of the other; in this case the change in density is shown. In order to
speak of a “junction” rather than a phase, the width, d, of the junction
should be small compared to charge carrier diffusion length.
nuities, dependent on
the specific chemistry
between the two ma-
terials in the junc-
tion, play a central
role in determining
the transport char-
acteristics2 of the re-
sulting device and are,
thus, of the highest
importance for junc-
tion characterization.
And therein lies the
main hurdle to the
understanding of het-
erojunctions: there
is no easy way to pre-
dict what the band
line-up between two
semiconductors may
be and simplistic as
well as sophisticated
models often fail to give results in agreement with experiment or to provide proper phys-
ical reasoning for the predicted result. In addition, there is no single universally accepted
measurement method; all methods have their advantages and drawbacks.
Although serious proposals on devices based on heterojunctions began in the 1950s [37], it
wasn’t until the next decade that quantitative results began to be published. Semiconductor-
metal junctions had been investigated since the late 1930s and early 1940s by Mott, Bethe,
Gurney, Shottky, Fan and others [38, 39, 40, 41], and this may well have been a necessary
first step as the first theories of the semiconductor-semiconductor heterojunction grew
out of this research.
While most of the first works were based on Ge/GaAs junctions, and later included the
Al1−xGaxAs, a semiconductor whose band gap is dependent on x, it was not until the
advent of such deposition techniques as liquid-phase epitaxy, molecular beam epitaxy and
metal-organic vapor phase deposition in the late 1970s and 1980s that the production of
highly defined heterojunctions was possible [42, 43]. These techniques are able to produce
highly uniform layers with thicknesses on the order of A˚ngstroms. Stacked many-layer
systems called superlattices can be made to study directly the behavior of electrons in
quantum wells [44].
2Transport characteristics include current-voltage (I-V) and capacitance-voltage (C-V) behavior.
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In this work the deposition method is chemical bath deposition (CBD). While also able
to produce very thin layers (<1nm), the layers are highly non-uniform, with thicknesses
varying at times by more than 100% depending on the substrate used. This is of no
consequence, however, because the goal of the CBD here is a passivation of the substrate
surface and not the production of quantum wells.
This does, however, bring up the interest-
Figure 12: The valence band offset between
CdS and Si can be directly measured in this
spectrum. Not only are the band edges a fa-
vorable distance apart, but the cover layer was
thin enough to allow the detection of the sub-
strate. This situation is ideal and is more an
exception than a rule. Graphic taken from [45].
ing question of what a junction between
two materials actually is. The junction is
the region between two semiconductors in
which one lattice (and thus the properties
of the solid) changes into that of the other,
and roughly put, must have the distance d
in fig. 11 small relative to charge carrier
diffusion lengths [36]. Of course, with the
techniques mentioned above, it is possible
to make junctions with thicknesses of a few
atomic planes, so that it is in fact possi-
ble to speak of abrupt junctions. In this
thesis, though, as we will see, there is con-
siderable intermixing of the elements from
both semiconductors and the definition of
the “heterojunction” here is not quite so
straightforward. Following this point fur-
ther, fig. 11 is obviously a highly idealized
situation. If one takes inter-diffusion, as
just one example, into account, the inter-
face itself would be made up of several dif-
ferent regions similar to the region of width
d, all flowing into one another.
However, because of the relatively abrupt
nature of the heterojunction compared to
the total dimensions of two semiconduc-
tors forming the junction, it seems suitable
to use a localized characterization method when studying them. Early on, transport stud-
ies were carried out using current-voltage or capacitance-voltage techniques. The problem
here is that these techniques average over the entire diode, while the junction is highly
localized in space.
The surface sensitive nature of PES techniques is suitable to semiconductor heterojunc-
tion investigations, although the measurement error on the order of 0.10-0.20 eV may, in
some situations, be too large to adequately describe a band offset. This drawback will be
more thoroughly opined upon in the discussion of the individual results.
The most favorable situation using PES is one illustrated well by [45] and [46], where a
spectrum of the former can seen in fig. 12. Here both valence bands are visible in a single
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spectrum and ∆Ev can be read off directly. However, this is the exception. In many
practical situations, when one is not dealing with ultra-thin layers, the substrate is no
longer detectable after the deposition of only several nanometers of a top layer due to the
surface sensitive nature of PES. Chapter 6 will discuss this in more detail.
There have also been attempts to predict the size of band discontinuities resulting in
junctions made of certain materials which can help to illustrate the evolution of hetero-
junction research.
4.2.1 Electron Affinity Rule (Anderson Model)
The first attempt to quantitatively characterize semiconductor heterojunctions was made
by R. L. Anderson using Ge/GaAs junctions [47]. Essentially an extension of the Shottky
theory of semiconductor-metal junctions, Anderson predicted that the electron affinities,
χ, of any two semiconductors (fig. 10), measured separately, determine ∆Ec through the
equation
∆Ec = χ2 − χ1 (8)
eq. 7 being used to determine ∆Ev.
Although now seen as a positive historical step, the fallacy can immediately be seen:
semiconductor properties may be dependent on substrate, deposition temperature or de-
position method. Therefore, there is no reason to assume, a priori, that the electron
affinity of a semiconductor measured on a given substrate will remain the same when the
same semiconductor is deposited under different conditions on another semiconductor to
form a junction.
Anderson was, however, able to identify the band discontinuities as well as the built-in
potential (band bending), Vtot = V1 + V2 (fig. 10) as the defining characteristics of the
heterojunction. However, one main characteristic he failed to identify are the role of in-
terface states on band offsets [36, 48, 49].
In fact, in a more modern slant, these interface states are identified in, for example [50],
as the defining force behind the band lineup. Very similar to Fermi Level pinning (sec.
4.1.2) caused by metal-induced gap states in the Schottky Contact, there exists a mid-gap
energy on each semiconductor surface which will achieve charge neutrality between the
interface states caused by junction formation. If this mid-gap energy at both surfaces is
aligned it will minimize the interface dipole induced by charged gap states. Deviations
from this band lineup will be compensated by the induced dipole. If, however, the junc-
tion is in the presence of, for example, an external potential step, V , there may be a
change in the band lineup on the order of V/ away from the minimal dipole position,
where  is the bulk dielectric constant of the material. Thus, a screening effect limits the
effect of the potential step.
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4.2.2 Common Ion Rule
Another early theory attempting to describe the band offsets in a heterojunction is the
common ion rule. The belief that the valence band of a binary semiconductor is made
up mainly of the s and p states of its anion, led to the proposal that a heterojunction
between two such materials with similar lattices would have a very small ∆Ev. Early
work on the Al1−xGaxAs/GaAs junction using optical absorption seemed to confirm this
hypothesis, as ∆Ec was found to account for 88% of ∆Eg, making ∆Ev accountable for
only 12% of the difference [42].
This helped to establish an “85%-15%” rule for the common anion theory, which remained
intact until the mid 1980s when photoluminescence methods showed the distribution of
∆Ec and ∆Ev to be 0.59 and 0.41 of ∆Eg, respectively [51].
The quandary over the failure to be able to predict seemingly simple systems was in
part quelled in the late 1980s when it was shown that neglecting the cation d states in
semiconductor heterojunctions with a common anion will result in a failed band offset
calculation [52]. When applied to ternary and quaternary semiconductors, it was found
that the d state contribution of different cations was sometimes self-compensating, leading
to successful predictions using the common ion rule. These were, however, exceptions.
And, as we will later see in this thesis, the common ion rule in no way predicts the band
offset in the system under study here (chapter 6).
One drawback to many current models and theories employing computer calculations is
that they rely on bulk values of the semiconductor to give information about the band
offsets. Although these offset values may be a good first approximation, especially when
considering heterojunctions with single-crystal components, it is well known that the sur-
face states of the lattice may be very different from the bulk states. This difference may be
due to concentration gradients in the sample, that is, a position-dependent stoichiometry,
or simply to surface relaxation/reconstruction due to the end of the repetitive nature of
the lattice. This and the diffusion of elements of one semiconductor of the heterojunction
into the other and vice versa have special significance in this thesis and will be discussed
at various points throughout the work.
This rather complicated heterojunction is one of the main building blocks for a type of
thin layer solar cell. The next section will first discuss several characteristics of the solar
cell based on a homojunction because of its relative simplicity. A few comments will
then be made about the differences between solar cells based on homojunctions and those
based on heterojunctions before the actual heterojunction and solar cell of interest make
there appearances.
4.3 The Photovoltaic Cell
Most of the information contained in this section is taken from either [34] or [53], two
excellent introductions to solar cell physics. It can, therefore, be assumed that the infor-
mation here is from one of these two sources, unless another source was used, in which
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case it will be cited as such.
4.3.1 The Photovoltaic Cell Based on the Homojunction
A solar cell, being a diode, is formed from a p-type and
Figure 13: A homojunc-
tion made from two differently
doped pieces of the same semi-
conductor. The gray box with
the band bending is referred
to as the space charge region.
an n-type semiconductor having, in the most simple case,
the same lattice or chemical make-up (for example two dif-
ferently doped pieces of a mono-crystalline Si wafer). The
result is a band diagram devoid of any discontinuities in
the conduction or valence band edges (fig. 13). Before the
two differently doped pieces are brought into contact with
each other, they are still charge neutral. After forming the
junction, mobile holes from the p-type material will defuse
toward the interface with the n-type material, driven by dif-
fusion pressure, leaving behind the negative static charge.
The same process happens with the electrons entering the
p-type material, leaving behind positive static charge, caus-
ing an effective charge separation. The mobile charge car-
riers recombine at the interface and the diffusion proceeds
until it is balanced by the electric field generated by the
charge separation. The result is the space charge region,
found in the gray box in fig. 13, which leads to charge car-
rier separation and is the key to this kind of solar cell.
An alternative and equivalent description is the alignment of the Fermi Levels in the p-
type and n-type material causing depletion regions in both materials, the band bending
signifying the same electric field mentioned above (fig. 14). The result is shown in fig.
14.
It is possible to determine the properties of the pn-junction and the space charge region
exactly as long as the charge distribution is known [34]. Although this is not possible for
most solar cells, the characteristics of a mono-crystalline Si solar cell can be predicted very
well with such a model due to a detailed knowledge and control of the doping processes
and zero defect density at the interface.





⇒ E(x) = −dϕ
dx
(9)
and assuming the following boundary conditions for an abrupt pn-junction:3
3Several simplifications have been made here: the fixed charge in both the n- and p-type semicon-
ductors is taken to have a homogeneous distribution which leads to an abrupt end of the space charge
region, the donator concentration in the p-type semiconductor and acceptor concentration in the n-type
semiconductor have been ignored and it is assumed that all donors and acceptors are ionized.
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ρp =
{ −eNA for −Wp ≤ x ≤ 0
0 for x ≤ −Wp
ρn =
{ −eND for 0 ≤ x ≤ Wn
0 for x ≥ Wn
one can calculate the electric
Figure 14: a)-e) show graphically the characteristics of
the homojunction as derived from eq. 9-11 [34]. See text for
explanation.
field in the space charge region.
After calculating the integration









(x−Wn|) for 0 ≤ x ≤ Wn
(11)
with the field having a maxi-
mum at x = 0.
In the above equations, ρp and
ρn are the hole and electron den-
sities, respectively, and NA and
ND the acceptor and donator
concentrations, respectively. As
usual, the i stands for the per-
mittivity of free space, of the
p-type material and of the n-
type material for i = 0, p, n.
Looking to fig. 14, the math-
ematical development of the space
charge region can be followed.
In a) one sees the fixed charge
in each piece of material after
the contact is made while b)
shows this charge distribution,
ρ(x), in a graphical way. c) then shows the above derived equations for the electric field
(eqs. 10 and 11), displayed here as the electric displacement field, D(x) = i0Ei(x),
i=p,n. d) gives the change in potential across the junction and, finally, in e) the band
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diagram of the homojunction is shown. Notice as well, that the derivation is general
enough to allow different doping in each side of the junction and is reflected in all parts
of fig. 14. For example, in b) the fixed charge concentration (acceptors) is higher in
the p-side and is reflected again in e) where the Fermi Level on the p-side of the junc-
tion is closer to the valence band edge than to the conduction band edge in the n-type side.
4.3.2 The Origin of the Open Circuit Voltage
Although the system in fig. 14 is still in thermodynamical equilibrium, under illumina-
tion, where at least a part of the radiation is made up of photons with energy hν ≥ Eg,
the situation is different: the band bending is reduced because electrons created in the
p-type material will diffuse into the n-type material (due to diffusion pressure and the
direction of the electric field). This partially reduces the amount of depletion in that
region. The holes created in the n-type material will have the same effect in the p-type
material. The system is thus driven toward the flat-band regime.
In addition to this, the Fermi Level, common to both holes and electrons in the equilib-
rium situation will split in two “quasi-Fermi Levels,” one for the holes and one for the
electrons. The quasi-Fermi Levels are generally different in the p-type and n-type material.
The quasi-Fermi Levels are a consequence of the system no longer being in thermodynamic
equilibrium. Because of the logarithmic dependence of the local charge carrier density on
the position of the Fermi-Level,4
n = Nce
(−(Ec−EF )/kT ) (12)
impinging photons will produce a much larger change in the position of the minority
charge carrier quasi-fermi-level than in that of the majority charge carriers. A few simple
assumptions can illustrate this well: an intrinsic charge carrier concentration of 1010/cm−3
and a donator concentration of 1016/cm3 which corresponds to a hole concentration of
p0 = 10
4/cm3, a photon flux of 1017/cm2/s and a charge carrier lifetime of τ = 10−6 s.
If the light is absorbed within 10µm of the surface it can be seen that the change in
population for each charge carrier under illumination will be 1014/cm3. This means that
that population of the majority charge carrier is left essentially unaffected by illumination
while the population of the minority charge carriers jumps by 10 orders of magnitude.
Thus, the quasi-Fermi level of the minority charge carriers can shift quite considerably
while that of the majority charge carrier remains stationary showing why minority charge
carriers are so important to the characteristics of the solar cell.
The role of the majority and minority charge carriers is reversed on the other side of the
pn-junction, creating a potential difference between the same species of charge carrier
on either side of the junction. This potential, Voc, can be most clearly understood when
expressed through the total band bending, or built-in potential, before (ξ0) and after (ξ)
the cell is illuminated:
4The new variable in eq. 12 is Nc, the effective density of states in the conduction band. The equation











where µi are the charge carrier mobilities, ∆i the light-induced change in charge carrier
concentration and σ the total conductivity and the integration, as indicated, takes place
over the space charge region. The Dember potential [54, 55] has been neglected here for
purposes of clarity.
Looking more closely at the term in parentheses, it can be seen that (eµn∆n+eµp∆p)/σ ≤
1 because the maximum of the numerator is indeed equal to the total conductivity of the
diode when ∆i → i, that is, the amount of light induced charge carriers far exceeds the
number of intrinsic carriers. Furthermore, because the total band bending can be as large
as the band gap itself, the total contribution to Voc from the band gap will be less than,
but on par with, Eg:
5
Voc . Eg (14)
where the “∼” part of the relationship symbol only comes into play as T → 0.
This supports the connection of the splitting of the quasi-Fermi Levels to Voc, because the
amount of band bending will determine the maximum splitting of the quasi-Fermi Levels.
Furthermore, it can be seen that the size of the band gap is one of compromises as larger
band gaps allow for more band bending and thus higher Voc,max while at the same time
excluding the lower energy photons which cannot excite an electron across the energy gap
(hν < Eg). This has the effect of reducing the splitting of the quasi-Fermi Levels and
thereby limiting the actual Voc. In addition, a high band gap can also limit photocurrent
by limiting the total number of charge carriers. The theoretical optimum band gap is
about Eg = 1.4 eV [6].
4.3.3 Solar Cell Characteristics Based on the Diode Equation
The action of a photovoltaic cell in the dark (which is exactly that of a simple diode) is
described to a first approximation by the diode equation
jd = js(e
(eV/kT ) − 1) (15)
where jd is the dark current density, js the reverse saturation current density, V the ap-
plied voltage, e the elementary charge, T the temperature and k Boltzmann’s constant.
The situation is similar under illumination but the entire diode curve is shifted along the
current density (y-) axis by an amount equal to the photo-generated current density, jl
(fig. 15):
5Common rules of thumb are: Voc ∼ 23Eg and Voc ∼ Egq −0.4 V at room temperature.
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jph = jl − jd = jl − js(e(eV/kT ) − 1) (16)
where jph is the total photocur-
Figure 15: An example of a current-voltage (I-V) curve of
a solar cell in the dark and under illumination.
rent density in the solar cell.
The minus sign between jl and
jd shows that the photo-generated
current and the dark current flow
in different directions: the photo-
generated current is due to the
separation of charge in the cell,
whereas the dark current is due
to recombination from, for ex-
ample, bulk recombination or
charge carriers thermally acti-
vated over the potential barrier.
Many of the important charac-
teristics of the solar cell can be
determined from from fig. 15
or, equivalently from eq. 16,
including the short-circuit cur-
rent (jsc) and the open-circuit voltage (Voc) at the points where the curve crosses the
X-axis and Y-axis, respectively. It is noteworthy to point out that the curve shown in fig.
15 is not an example of a good I-V curve. However, the different parts of the curve can
be easily seen.
In eq. 16, jsc can be found by setting the voltage, V, to zero giving
jsc = jl (17)
Voc, on the other hand, can be found
Figure 16: The equivalent circuit of a solar cell. See
explanation in text.












In addition to jsc and Voc, three other
parameters are very important to the
solar cell. The maximum point of
power, MPP, is the point on the I-
V curve where the product I · V is a
maximum. The MMP can then be used to determine the fill-factor of the solar cell, de-
fined to be FF = [(IMPP · VMPP )/(Isc · Voc)], equal to the ratio of the two gray rectangles
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in fig. 15, and the cell efficiency η = PMPP/Pin, where Pin is the incident power.
The diode-nature of the solar cell is re-enforced through fig. 16 showing the equivalent
circuit of a solar cell. The photocurrent source, jl, is connected in parallel with the diode,
jd and two sources of resistance have also been added here.
The parallel resistance, Rsh, is due to shunts in the solar cell, caused, for example by
small short circuits or diffusion paths along grain boundaries and has the effect of de-
creasing the fill factor, FF, by flattening the cell’s I-V curve and reducing Voc. The series
resistance, Rs, on the other hand, is due to the resistance between the semiconductor
layers themselves, from the metal back contact and the front grid. Rs reduces Jsc and
also causes a decrease in FF [56].
From these descriptions it can once again be seen how critically Voc and jsc depend on
one another, that is, the solar cell is a thing of compromises.
4.3.4 The Photovoltaic Cell Based on the Heterojunction
The description of the homojunction above is of course an idealized situation, although,
as mentioned already, some kinds of Si solar cells can be described quite well using a
similar model. However, the description does propose guidelines for characterizing other,
more complicated kinds of solar cells where one is often left with intuition alone owing to
the complicated nature of the materials involved. The mechanisms and processes in these
more complicated devices are no different than those in the homojunction, but the system
is simply less defined and/or definable. Too many unknowns about stoichiometry, charge
carrier densities and defect distributions make the application of such exact quantitative
theories of little interest and is often nonsensical.
Heterojunction solar cells are often made from such materials or “mixed crystals,” al-
though the term “heterojunction” does not refer to the nature of the crystals per se.
As described above, cells containing heterojunctions are defined through metallurgical
junctions between materials of different lattices or chemical make-ups. Whereas the ho-
mojunction, consisting of two differently doped identical lattices, has no discontinuity in
the conduction or valence band, such an offset in one or both bands is the hallmark of
the heterojunction solar cell (fig. 10). And these offsets can have large effects on the
characteristics of the solar cell.
Returning to eq. 13 from the previous section, we must now modify this equation due
to new possible gradients in the electron affinities and band gap (or, equivalently, in the
valence and conduction band edges) as well as in the densities of states at the band edges














where R(x) = (eµn∆n + eµp∆p)ρ, making this term the same as the right side of
eq. 13 apart from the integration limits, and Eedge(x) = f(χ(x), χ(x) + Eg(x)) and
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Nn,p(x) = f(Nv(x), Nc(x)) are functions which describe the spacial dependence of the
electron and hole affinities and the electron and hole densities of states, respectively [53].
The Dember potential has again been neglected [54, 55]. The integration over the en-
tire cell accentuates the fact that material properties may be different in all parts of the
cell, not just those affected by band bending. In fact, the very idea of charge diffusion
and band bending described for the homojunction becomes increasingly blurred as some
mixed crystals have intrinsic surface band bending or the change in the Fermi Level posi-
tion after the deposition of a top layer is due to a pinning or re-pinning of the Fermi Level
from interface states. It may also be the case that no additional band bending is found
as a consequence of the deposition; the second semicondcutor may only act to supply a
workable transition between the substrate and later layers needed to complete the cell.
More than just creating a more complex equation for its description, a heterojunction
made of poorly understood crystals will make the determination of the functions in eq.
19 impossible. Similarly, the quantities Rsh and Rs in fig. 16 will also be difficult to
determine.
Although the crystals used are sometimes difficult to reproduce or their properties cum-
bersome to ascertain, the use of such substances can be justified on many grounds. Some
materials may have attractive absorption properties but can only be produced as either
p- or n-type with relatively low cost of production. Heterojunctions may also offer a way
to engineer a solar cell in order to, for example, strategically place the pn-junction in a
region of low defect density thereby limiting recombination at the interface. Also, top- or
back-surface fields may be included in order to limit charge carrier access to recombina-
tion sinks. An optimized band line-up can also be achieved using materials with different
band gaps or absolute band positions. Some rules for the construction of heterojunction
solar cells are proposed in [1].
A well known family of solar cells based on the ternary compounds AIBIIIChV I2 (A
I=Cu,
BIII=In, Ga, ChIV2 =Se, S), jointly referred to as CIS, are an example of one of these
ill-defined systems. CIS is commonly used as absorber material in chalcopyrite-based het-
erojunction solar cells with the structure substrate/Mo/absorber/buffer6/i-ZnO/n+-ZnO
[57, 58, 59]. A scanning electron micrograph (SEM) cross section of KCN etched CuInS2
absorber on Mo along with a SEM cross section of a complete cell stack can be seen in fig.
17. Noticeable in the figure are the hollow regions between the CIS and the Mo, which
sometimes lead to adhesion problems.
In this thesis the details concerning heterojunctions in general and the resulting solar
cells will be focused on Cu(In,Ga)S2 solar cells with the main emphasis being on the
Cu(In,Ga)S2/buffer junction as opposed to the buffer/ZnO junction. Special attention
will be given to the Cu(In,Ga)S2/CdS junction although inferences will often be made us-
ing the much more thoroughly studied Cu(In,Ga)Se2/CdS sister system. Finally, possible
influences of the application of ZnO will also be discussed, as the buffer/ZnO junction
may heavily influence the finished device.
6Possible buffer layer materials include CdS, Zn(Mg,O), Zn(O,S) and In2S3.
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Figure 17: Scanning electron micrographs (SEM) showing a) a KCN etched CIS absorber on
Mo and glass, while b) shows the completed Glass/Mo/CuInS2/CdS/i-ZnO/n+-ZnO stack as it
appears in a finished solar cell (contact grids are lacking). In b) the individual layers are marked
although CdS, found between the CIS and the i-ZnO is not visible as its thickness is in the 10’s
of nm. The arrow points to the surface of the CIS where the CdS has been deposited. The
extreme fluctuations in the CIS surface morphology are evident.
4.4 The Cu(In,Ga)S2/CdS Junction and Cu(In,Ga)S2 Thin Layer
Solar Cells
Note: Because of the rather limited body of literature that exists about the CuInS2/buffer
system, and more acutely about Cu(In,Ga)S2/buffer system, this section, and indeed the
entire thesis, draws on many publications about Cu(In,Ga)Se2 and the Cu(In,Ga)Se2/buffer
system for comparison. Although there are many similarities between the Se and S sys-
tems, any comparison must be made with caution as differences do exist. When making
these comparisons, care has been taken to explicitly draw the readers attention to possible
differences if needed. This seems not only a fair way to circumvent holes in the literature,
but is also a sensible way to make faster advances in research by exploiting the results
of a similar, more well-studied system. In addition the author will attempt to differenti-
ate between CuInS2 and Cu(In,Ga)S2 by referring to the Ga-containing system when the
effects of the Ga are explicitly being explored or when the general system itself is being
considered. In some of the latter cases it will be irrelevant if the system contains Ga or
not, but because the addition of Ga is considered to reflect the modern state of research,
it will be included if possible.
The CIS/CdS contact was first investigated in the 1970s as a photovoltaic detector. At
that time the pn-junction was made of a 1.0-1.3µm CIS substrate covered with a thick
(5-10µm) CdS layer, then referred to as the “window”[60, 61]. Today, however, for pur-
poses of direct sunlight-to-electricity conversion in a solar cell, the CdS layer, now called
the buffer layer, has shrunk to a thickness of ∼40 nm and the “window” now consists of
a ∼450 nm thick i-ZnO and n+-ZnO layer, usually doped with Al [62].
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The absorbers used in this work were produced at the Helmholtz-Zentrum Berlin by rapid
thermal processing. Cu or Cu/Ga and In were deposited sequentially as stacked elemen-
tal layers by DC magnetron sputtering onto Mo-coated float-glass substrates. The stacks
were then heated under Cu-excess conditions ([Cu]/[In+Ga])=1.30-1.6) with radiation to
about 600◦C, the sulfur source being elemental sulfur powder placed in a quartz sample
holder together with the sputtered layers before heating [58]. The end result are poly-
crystalline CIS absorber layers.
The kinetics of the sulfurization process itself have
Figure 18: The chalcopyrite crys-
tal lattice of CuFeS2 with (In,Ga)
replacing the Fe to create the
Cu(In,Ga)S2 structure found in the
chalcopyrite-based thin-layer solar
cells investigated here.
been studied using in-situ X-ray diffraction with [63]
and without [64] Ga and have been used to optimize
the growth process of the absorbers used here.
CIS, a I-III-VI2 semiconductor compound, crystallizes
in the tetragonal chalcopyrite form, a derivative of the
original CuFeS2 chalcopyrite (fig. 18), which is itself a
derivative of the zinc blende (or sphalerite) structure,
(Zn,Fe)S. While chalcopyrite, when referring to the
materials discussed in this thesis, could mean the en-
tire Cu(In,Ga)(Se,S)2 system, the Cu(In,Ga)S2 lattice
is referred to as roquesite. Typical lattice constants
for roquesite are a=5.34 A˚ and c=10.47 A˚ for CuGaS2
and a=5.52 A˚ and c=11.13 A˚ for CuInS2, showing an
increase in density with the addition of Ga [65]. As in
the Cu(In,Ga)Se2 system, the addition of Ga to the
CuInS2 system opens the bulk band gap by ∼100-
200 meV, and is discussed further in sec. 7 [66]. Al-
though the original thought process driving the in-
corporation of Ga was more along the lines of creating a top cell for a tandem solar cell
system because CuInS2 already has an optimal Eg, incorporating Ga into a single cell also
increases the cell’s efficiency, η, and Voc by ∼100 mV [67]. For CIS, the main character-
istics of the cell are η ∼11%, Voc ∼730 meV, jsc ∼22 mA/cm2 [58], while for CIGS the
numbers are η ∼12%, Voc ∼830 meV, jsc ∼22 mA/cm2 [67].
Due to the Cu-rich growth conditions, excess Cu is deposited on the surface of the ab-
sorber in the form of Cu2−xS and/or CuS. This is not thought to be a complete layer of
CuS, but rather island-like growth resulting in differing lateral thickness. For photovoltaic
uses this layer must be removed through an etch step using a solution of aqueous potas-
sium cyanide (KCN) because of the high conductivity of this layer [68]. Some experiments
were done here without removal of the CuS (sec. 5.2), however, unless otherwise noted, all
Cu(In,Ga)S2 samples were etched for three minutes in 5% KCN solution to be sure of the
complete removal of CuS. Because the KCN etches the CIS much more slowly than the
CuS, longer etch durations to ensure CuS removal are of little consequence to absorbers
[69].
After the removal of the CuS, the buffer layer is applied. Although several different buffer
layers are available with many different deposition methods, the buffer layer used here is
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exclusively CdS applied by chemical bath deposition (CBD). The CBD CdS layers were
deposited at 60◦C using standard solutions of Cd-acetate (Cd(C2H3O2)2), ammonia (NH3)
and thiourea (H2NCSNH2). The absorbers were produced independently of this work and
at a geographically different site from where the research for this thesis was carried out,
but the CdS layers were deposited by the author just prior to the experiments. Although
this means that the Cu(In,Ga)S2 junctions may not be of standard solar cell quality, it
does insure that a fresh, clean, defined junction was repeatedly formed within the realities
of the chemical bath deposition.
On Cu(In,Ga)Se2 as well as on commercial glass slides CdS crystallizes in both hexagonal
and cubic zinc blende structures, having lattice constants of a=4.14 A˚ and c=6.71 A˚ and
a= 5.82 A˚, respectively. In addition, it is possible that some amorphous regions exist
[70, 71]. It has also been shown that the structure of CBD CdS is temperature- and
substrate-dependent [72, 73]. As would seem likely, some orientations of the CIS lattice
carry on into the zinc blende structured CdS, but due to the polycrystalline nature of the
Cu(In,Ga)S2 samples, it is assumed here that all three phases of CdS are present in the
CBD CdS layers, although no actual investigation was carried out. In addition, it is also
assumed that the usual impurities are present in the layer, including Cd(OH)2, C, O and
H impurities, and perhaps at an increased level due to the low processing temperature of
60◦C used in this thesis [74, 75].
The application of the CdS or other buffer seems to be necessary in both the CuInS2
and the Cu(In,Ga)Se2 systems in order to obtain a working pn-junction [74]. Speculation
as to the reason for this touches on several points. The CdS may provide a chemical
passivation of the CIS surface, thereby reducing defects at the interface [76, 77], it may
optimize the band alignment between the absorber and the window layer [62] or it may
provide a better lattice match between cell components. The lattice matching between
CuInSe2 and CdS is, however, far better than between CuInS2 and CdS [78] which may,
in part, explain the often observed high interface recombination in the CuInS2 system
under illumination [66, 68]. Furthermore, the CBD may also “clean” the CIS surface as
well as allow Cd to diffuse into the CIS, possibly resulting in an n-type inverted absorber
surface layer (see chapters 5 and 6) [71, 75, 79].
In this particular kind of solar cell with a p-type absorber and n-type buffer and win-
dow layers, the electrons are the minority carriers at the position in the absorber where
electron-hole pairs are created and separated. Because the minority charge carriers define
the characteristics of the solar cell, it is important in this case to consider the transport
mechanisms effecting the electrons in the conduction band, one of the most important be-
ing the alignment of the the conduction bands at the interface between two constituents
of the cell.
The three possible conduction band diagrams resulting from the construction of the
CIS/buffer junction can be seen in fig. 19. The band diagrams are shown here with-
out the window layer, although it is likely that the window layer, such as ZnO, has an
effect on the finished band diagrams describing the entire solar cell. These effects, for
example charge injection, will, however, only change the amount of band bending in the
absorber and/or buffer layer and WILL NOT affect the band offsets between these two
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Figure 19: Three possible conduction band line-ups in the region around the absorber-buffer
junction, including a) a cliff, b) aligned conduction bands and c) a spike. It can also be seen
how knowledge of the valence band offset and the band gap can lead to assumptions about the
conduction band offset.
layers.7 Although it can be immediately seen that the junctions here, and in fact that
entire band diagram, in no way resembles that of the homojunction discussed above, the
junction itself is by no means less important to the device. In fact, the junctions in these
kinds of solar cells may indeed be more important to the functionality of the solar cell
because the possibility of band gap engineering.
While the aligned situation, b), is often ideal, posing no barrier to electron transport,
the spike configuration in c) can have the effect of pushing the Fermi-level toward the
conduction band, thereby moving the point were n=p deeper into the absorber, the result
being a reduction in charge carrier recombination (see sec. 6.2). As long as the spike is
no larger than 300-400 meV, it will have no negative effect on the current [80]. The third
possibility, the cliff, shown in a), has the effect of reducing the effective band gap, Eeff in
fig. 10, at the junction thereby increasing Shockley-Read-Hall recombination and leading
to an increased dark current and decreased voltage [57]. The point were n=p is also moved
closer to the metallurgical junction which also increases charge carrier recombination [1].
The CuInS2/CdS junction is thought to have a conduction band cliff in the range of
300 eV, which would help to explain its limited efficiency compared to other chalcopyrite
thin-layer solar cells, although not everything in literature supports this (see chapter 6)
[81]. The effect of Ga on the band line-up is the subject of chapter 7 of this thesis.
Other characteristics of the solar cell based on the Cu(In,Ga)S2/CdS junction as well as
characteristics of the junction itself will be discussed in further detail in the various results
sections. Putting these discussions in the context of the results improves the effectiveness
of the thesis as these are its central concepts.
7The band offsets are determined alone through the chemistry of the two materials involved and not
through doping.
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5 CuInS2-CdS Junction Formation
The deposition of CdS onto CuInS2 before the application of the ZnO window layer is of
vital importance because the CdS or other buffer is necessary to produce a functioning
pn-junction in the solar cell [74]. There have been several reasons proposed for this includ-
ing the CdS chemically passivating the CIS surface, which leads to a reduction of defects
at the interface [76, 77]. CdS may also optimize the band alignment between CuInS2 and
the window layer [62] or improve lattice matching between these two cell components.
Finally, the CdS deposited via chemical bath deposition (CBD) may allow Cd to diffuse
into the CIS, possibly resulting in an n-type inverted absorber surface while at the same
time allowing Cu from the absorber to diffuse into the CdS [71, 75, 79, 82].
In this chapter the Cd and Cu diffusion processes will be investigated by incremental etch-
ing of a thick (∼35 nm) CdS layer deposited on CIS with HCl in order to obtain a depth
profile of the CdS and to re-expose the surface of the CIS after CdS deposition. While
this experiment, in part, investigates the chemical state of the Cd on the CIS surface,
HAXPES, X-ray absorption and XES experiments investigate the diffusion of the Cd into
the absorber in an attempt to determine the extension of the diffusion into the absorber
and which lattice positions the Cd occupies.
Further XPS/UPS experiments on samples etched with HCl are also done in order to
investigate the band bending caused on the CIS surface during CdS deposition as well as
the role of Cd as a dopant in CIS.
The “junction,” as discussed throughout this thesis consists of an absorber from the HZB
baseline as a substrate with CdS cover layers of differing thickness. CBD is a simple wet
chemical deposition method using standard solutions of Cd-acetate (Cd(C2H3O2)2), aque-
ous ammonia (NH3) and thiourea (H2NCSNH2). A 200 mL double-walled glass container
allows water at 60◦C to be pumped around the CBD solution, which begins at room tem-
perature and is contained within the inner wall, in an attempt to heat it in the same way
with each separate deposition. The glass was first filled to ∼120 mL with de-ionized water
after which the sample was inserted and secured at a reasonable depth. The thiourea dis-
solved in ∼50 mL of de-ionized water was then added and finally the Cd-acetate in NH3.
As soon as possible after the addition of the Cd-acetate the pump was switched on and
the heated water began flowing immediately, making this a “warm-start” deposition.
As a slight variation to this, a Cd treatment, known as “partial electrolyte treatment”
[83, 84, 22] was often performed where the S source, thiourea, was simply left out of the
solution in order to only investigate the effect the Cd and NH3 have on the CIS surface.
These treatments, with a duration of 50 minutes, were longer than the CdS deposition,
and the Cd concentration was quadrupled along with the quantity of NH3. The increased
times and concentrations were meant to enhance any effects caused by Cd or NH3 and not
meant to create the exact conditions of the normal CBD [22]. It is known that this tech-
nique creates a thin ∼ 1nm layer of CdS on the surface of Cu(In,Ga)(S,Se)2 substrates,
the S coming from the absorber itself [85]. Here, this CdS layer was in some cases etched
away before experimentation and in other cases left on the sample. The specifics of this
etching accompany the results of each experiment.
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Also, the choice of the author to make the depositions stems from the benefit of loading
the sample into the vacuum chamber directly after completion of the junction. Although
this means the samples may differ slightly from those found in completed HZB baseline
solar cells, the alternative is extended time in air and deposition conditions not directly
under the author’s control.
Another difficulty with CBD CdS deposition are the layer thicknesses. Deposition times
ranging from 40 seconds to 7 minutes correspond to CdS layer thicknesses between <1 nm
to 30-40 nm, respectively. This means that one must be careful when comparing layers
with extreme deposition times. In all likelihood, the creation of the layer begins almost
instantly with ion-by-ion deposition [86], meaning the short deposition times may produce
incomplete layers, i.e., layers with large open areas of substrate or large areas of substrate
lacking CdS but which have been treated in a way similar to the Cd-treatment mentioned
above.
In this chapter, samples referred to as “HCl-etched” were all first etched in KCN to re-
move CuO and CuS from the surface. This is done to reduce confusion by referring to
every KCN-HCl etched sample as such. Some samples were etched again in KCN after
being etched in HCl and are referred to as “HCl-KCN-etched” to distinguish them from
samples not re-etched with KCN. The HCl-KCN samples are denoted as such because of
the specific order of the etching, namely, that a KCN etch step came before the HCl as
usual, but also after.
5.1 Cd and Cu Diffusion During Chemical Bath Deposition
5.1.1 Etching with HCl
Most of the experiments in this chapter deal with the deposition (or Cd treatment) and
subsequent etching of CdS layers on CIS. Part of the goal of this section is to investigate
for CuInS2 results found in [87] for Cu(In,Ga)Se. Here it is shown that although HCl is
able to remove the CdS deposited on epitaxial Cu(In,Ga)Se2 substrates, a Cd-containing
compound remains bound on the CIGSe surface and is not removed even after long (>24
hours) etching times. It is then immediately interesting to know whether this is also true
for CdS on CuInS2 and whether CBD of CdS “treats” either absorber in a different way.
The results from [87] show that that the Cd incorporates itself into the CIGSe surface in a
bonding environment different from CdS because of the Cd-containing layer’s insolubility
in HCl.
In [87], SEMs of HCl-etched CIGSe films showed no rounding of the sharp steps charac-
teristic of epitaxial layer morphology. This was taken as evidence that the absorber itself
was not attacked by the acid. Other reports, such as [88], also report that HCl does not
attack CuInS2.
This is different in the case of the RTP-produced CIS layers investigated here. Fig. 20
shows the effect of a one hour etch in concentrated 32% HCl, where holes can be seen in
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the absorber, the result of a large removal of material. Although this is a much higher
concentration than used in the experiments in this chapter, it shows that HCl, at a high
enough concentration, can indeed etch away CIS at rates which can effect layers of sev-
eral tens of nm. Both images in fig. 20 were taken from the center of the sample; at
the edges of the HCl-etched sample the CIS was almost completely removed. Solubility
was not confirmed in such a concrete way with lower HCl concentrations, however, short
etch times in lower concentrations did change the stoichiometry of the CIS surface and,
according to XPS measurements, preferentially removed In. SEMs were made of samples
etched in lower concentrations but no changes could be observed because of the already
rounded and irregular features defining the CIS morphology.
Figure 20: Scanning Electron Micrographs (SEM) showing a) the surface of KCN-etched CIS
and b) the surface after one hour in 32% HCl. The removal of large amounts of material is
clearly visible.
The result of the solubility of CIS in HCl means that experiments similar to those found
in [87] done with CIS must consider that the HCl may remove the volume of CIS pos-
sibly containing Cd, whereby the HCl would appear to have removed the Cd. This was
avoided by removing a thick (∼35 nm) CdS layer deposited on CIS through incremental
etch steps of several seconds duration in 4% and 8% HCl. The added benefit here was
that a depth profile of the CdS was created revealing, among other things, information
about Cu diffusion in CdS.
5.1.2 Diffusion: XPS/UPS Investigation
5.1.2.1 Core Level Observations Beginning with short etching times of between
two and three seconds, a ∼ 35 nm CdS layer was incrementally removed from a CIS ab-
sorber and core levels were measured with XPS in order to follow the removal process in
detail by creating a depth profile of the CdS and to ensure that a volume of CIS possibly
containing Cd was not removed before it could be measured. Because the removal of the
CdS layer is very clear in the measurements, the observation of the CIS surface immedi-
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ately after CdS removal was possible, as well as after longer etch times. Not only was it
shown that Cd remains on the CIS surface after more than six hours in 8% HCl solution,
but the diffusion of Cu into the CdS was also observed.
Figure 21: The incremental etching of a ∼ 35 nm thick CdS layer on a CIS absorber with HCl
shows that Cd remains on the CIS surface ([Cd]/[Cu]>0) after the complete removal of CdS, and
that Cu diffuses into the CdS layer during CdS deposition. The ratios were calculated using the
denoted peak areas under consideration of the factors mentioned in sec. 3.2.7 for quantitative
XPS analysis.
Fig. 21 shows the results of the incremental HCl etch experiment. The times shown on
the x-axis correspond to the actual time the sample was in HCl plus one second for the
rinsing process. Thus, the first point at three seconds corresponds to the sample being
held in HCl for two seconds plus one second for the rinsing process to remove the HCl
from the CIS surface, thereby stopping the etching process. Also of importance is to
note that the HCl concentration was 4% until the 24 second mark (marked by the black
dotted line), at which point the solution was switched to an 8% concentration in order to
accelerate the etching process thereafter.
Because of the start-stop action of this experiment, any quantitative conclusions made
about the duration needed to remove the CdS would be very inaccurate at short etching
times because the error associated with the time axis is rather large (±2 sec) but after
longer etching times the error becomes much less significant. This graphic is, however,
meant to be qualitative. The break in the time axis omits no measurement points, but
is necessary to accommodate all points in one graph. The points themselves have been
calculated using the quantitative XPS method discussed in sec. 3.2.7 and have an error
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of ±10%, the entirety of which is a result of the fitting of the measured peak surface area.
The other factors in sec. 3.2.7 also contain an error but have not been included here
because they are systematic and would only influence the curves through a vertical shift
leaving the characteristics of the curves intact. The last curve showing binding energy
has an error of ±0.1 eV also arising from the fitting of the measured peak.
The most noticeable feature of fig. 21 is the large change in all four curves between 14
and 18 seconds (marked by the gray dotted line). In this temporal region the [Cu]/[Cd]
ratio changes from 0 to 3.99 due to the removal of CdS. The [Cu]/[In] ratio changes from a
value not consistent with CIS to one between the values for KCN and freshly HCl-etched
CIS (1.27→0.42). The [Cd]/[S] ratio changes from a value corresponding to CdS1−x with
x ∼ 0.2 (the S vacancies giving CdS its n-type character) to a value no longer consistent
with CdS (1.22→0.04) and further supports the total removal of CdS from the sample
surface.
The [Cu]/[Cd] ratio shows clearly that the HCl completely removes the CdS quickly as
expected and leaves behind a small amount of Cd whose concentration diminishes further
with each successive etch step. However, the Cd was never completely removed from the
sample surface and was detectable even after six hours etching time. The further decrease
in the [Cu]/[Cd] ratio is probably due to the partial removal of the CIS itself, as discussed
above. This insolubility shows that the remaining Cd is not present as a constituent of
CdS because it cannot be dissolved in HCl, although it may still be bound to S because
the Cd most probably occupies a cationic lattice position in or on CIS [79, 89]. This
Cd-containing layer will often be referred to as the CIS:Cd layer hereafter.
In order to exclude the possibility that the Cd was temporarily removed by the HCl and
then “re-deposited” before the sample was removed from the acid bath, the sample was
switched to a new bath after no longer than 32 seconds up to 9 minutes of total etch time
and after every minute up to 18 minutes of total etch time. The last etch step of six hours
was completed in one acid bath.
Moving to the [Cu]/[In] ratio, now, the curve in fig. 21 begins with a relatively high Cu
concentration and decreases before and during the time in which the CdS layer is actually
being removed. This is interpreted as a diffusion of Cu into the CdS layer, whereby the In
signal increases as the CdS, together with the diffused Cu, are etched away. The missing
points prior to 6 seconds are the result of a lack of both Cu and In signals until this
time and show that Cu does not diffuse through the entirety of the CdS layer to its sur-
face. The increased [Cu]/[In] ratio at the beginning of the etch process is not due to the
above mentioned preferential etching of In by HCl etching. Longer etch times removing
increased amounts of In would cause the [Cu]/[In] ratio to climb with longer etch times as
opposed to what is observed. Furthermore, the main change in the [Cu]/[In] occurs before
the CdS has been removed from the sample surface, meaning that the HCl has not yet
made contact with the CIS surface. This is supported by the UPS measurements in sec.
5.1.2.2 below where surface sensitive measurements first show a CIS surface after 15 sec of
etch time. Although the measured Cu and In peaks used to calculate the [Cu]/[In] ratio
at the times 6, 9 and 12 sec were small, they were still adequate for fitting and can be
found in appendix A.
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It was expected at first that the [Cu]/[In] ratio would approach values between 0.53 and
0.62 for t→ ∞, as found after HCl etching of CIS with and without CdS in sec. 5.2.
However, the values of the [Cu]/[In] ratio here stabilized around 0.40. This same ratio
was found for one sample out of 10 in the series discussed in sec. 5.2, making it a possible
stoichiometric value for the HCl etched sample. However, a more plausible explanation
is that after so many etch steps (i.e. extended time in air) the sample surface became
contaminated with hydrocarbons or other O and C containing species which masked the
true stoichiometry of the surface and reduced the perceived relative Cu concentration.8
This correlates to the O and C peaks seen with XPS. The samples in sec. 5.2, on the
other hand, had the CdS layers removed with one etch step, thereby revealing the HCl-
etched CIS surface without prolonged exposure to air and led to measurements of clean
surfaces. This layer of contamination is, however, not the reason for the trends of the
[Cu]/[Cd] and [Cu]/[In] ratios seen in fig. 21. In fact, the cover layer would reduce the
magnitude of the observed changes, i.e. differences in concentration ratios: electrons with
lower kinetic energies have exponentially lower mean free paths than their higher kinetic
energy counterparts corresponding to an exponentially higher dampening of the signal
from the slower electrons (see fig. 4). Using Mg Kα radiation the electrons from the Cu
2p 3/2 core level have a kinetic energy of approximately 316 eV while those from the In
3d5/2 and Cd 3d5/2 core levels have kinetic energies of 804 eV and 848 eV, respectively.
The final curve in fig. 21 shows the S 2p3/2 binding energy. While also displaying a chang-
ing value which stabilizes at 18 seconds, this curve has, in contrast to the other curves, a
linear slope. Although this was not expected, it could be the result of the removal of S
with the corresponding CdS binding energy and a simple chemical change of the surface
S states after contact with HCl combining to give a linear change in the measured S 2p3/2
binding energy toward CuInS2 values.
The change in the S 2p3/2 binding energy itself displayed in the curves, which corresponds
to a different phase emerging on the sample surface, is more important than the absolute
value of the binding energy. Binding energy is a band bending dependent value and, as
will be seen in sec. 5.2, the position of the Fermi Level in CIS and CdS band gaps after
CdS deposition was not reproducible.
The Cd 3d3/2 core level binding energy was also observed. Before HCl etching began the
binding energy was 404.39 eV and after the first etch step it shifted to 404.50 eV. There-
after the binding energy of the Cd 3d3/2 core level stayed in the range 404.54 eV±0.04 eV
for the remainder of the experiment, the total change being comparable to the experimen-
tal error of ±0.1 eV. One reason why the S 2p3/2 core level binding energy changed while
the Cd 3d3/2 core level binding energy did not is because the Cd may be surrounded by S
atoms in both materials while the chemical environment of the S changes from exclusively
Cd to Cu and In as next neighbors with the occasional Cd atom. Any real change in the
Cd 3d3/2 binding energy may be well under the resolution of the XPS method used to
measure the binding energies.
8The oxides were not of Cu or In as these would be removed by HCl.
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The data points from the last measurement after six hours in HCl were left away for several
reasons. Not only would it be inconvenient to extend the time scale to t = 23677 sec, but
the sample could only be measured with Al Kα radiation, whereas most of the other mea-
surements were taken only with Mg Kα radiation. This measurement was also done more
than three months after the point at 2077 sec due to logistical difficulties and the sam-
ple was, therefore, highly contaminated. The values for this point are: [Cd]/[Cu]=154,
[Cu]/[In]=0.91, [Cd]/[S]=0.003 and S 2p3/2=161.24 eV. Except for the [Cu]/[In] ratio,
these values follow the trends of the previous measurements and show that Cd remains
on the CIS surface even after this long etch step. The reason for the anomalous [Cu]/[In]
value may be due to a Cu gradient and the different information depths of Al Kα and Mg
Kα radiation or to a large preferential removal of In during the long etch step.
An inconclusive attempt to estimate the thickness of the Cd-containing layer was made
by contrasting results using Al Kα and Mg Kα radiation on the sample investigated in
fig. 21 and is found in appendix B.
5.1.2.2 Valence Band Observations In addition to the core level measurements
made using XPS at each point in fig. 21, the valence band was also measured after each
etch step. In contrast to the core level measurements above, the change in the valence band
from CdS to CIS (figures not shown) was seen after 15 seconds of etch time as opposed
to 19 seconds for the core levels. Although the error for the time axis would compensate
for this discrepancy, the XPS and UPS observations were made together after every etch
step and a correspondence between the two methods was, therefore, expected. The two
very different information depths of XPS and UPS were also considered, however, changes
should have been seen early in the core levels (XPS) because of the higher information
depth. Nevertheless, it was clearly seen that a valence band edge at 0.6 eV stabilized at
this time and confirms the removal of CdS from the sample surface. As was the case
with the [Cu]/[In] ratio discussed above, it was expected that the valence band edge of
this HCl etched CIS would lie between 0.4 and 0.5 eV as it did with the CIS samples
measured with UPS directly after total removal of CdS with HCl (sec. 5.2). The dis-
crepancy may be once again attributed to the contaminated state of the CIS surface (sec.
5.1.2.1). Similar increases of the value of Ef − Ev were also observed with KCN etched
samples after they became contaminated or were left in air for a significant time (sec. 6.2).
A further discussion of valence band measurements continues in sec. 5.2, where they are
used to discuss the position of the Fermi Level (band bending) on the CIS surface before
and after CdS deposition along with Cd doping of CIS. Before that, however, we will re-
main with the topic of Cd diffusion in CIS and attempt to look at this process in further
detail.
It has been shown here already that Cd is bound to the CIS surface by a bond differ-
ent from that found in CdS because the Cd-containing layer left after etching cannot be
dissolved by HCl. But if the Cd is so strongly bound to the CIS surface, does it in fact
diffuse some distance into the absorber? And if so, which lattice positions does it occupy
or does it occupy an interstitial lattice position or build a separate phase?
To answer this question, several experiments were attempted, including those involving
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XPS, HAXPES and NEXAFS with both total electron yield and fluorescence detection.
5.1.3 Diffusion: HAXPES Investigation
The depth to which the Cd diffuses beneath the CIS surface, if it diffuses at all, is difficult
to measure if the diffusion lengths are short (<3 nm), due to the resolution and minimum
information depth of many profiling techniques [91, 92, 93]. Several attempts were made
here to at least qualitatively determine if Cd diffuses into the absorber, as many claim,
however, this effort was by no means exhaustive and could be improved upon on many
levels in the future. The question of diffusion is linked closely to the question of, if dif-
fusion in fact takes place, where the Cd is situated in the CIS lattice. It may, as is most
commonly thought, occupy a cation lattice position, most likely that of Cu because the Cu
vacancy is the most energetically favorable defect as predicted by theoretical calculations
[94]. This is also supported by the Cu vacancies left by the Cu-diffusion out of the CIS
and into the CdS. The Cd may of course also occupy a S position although this seems
to be almost universally rejected, or it may be found on interstitial sites or may build a
separate phase.
The largest experimental difficulty with the cation sites is that the Cd would, in this
case, be bound into the CIS lattice solely by Cd-S bonds, making it possibly very dif-
ficult to differentiate between measurement signals stemming from these bonds and the
signal from CdS. A proper Cd treatment followed by HCl etching would alleviate some of
this complication because one could be sure that all of the CdS had been removed. Any
resulting Cd signal would be, therefore, from the Cd in the Cd-containing layer left on
the CIS surface. On the other hand, as discussed in sec. 5.2, Cu atoms in some kinds of
CuS are very easy to differentiate from CuInS2 when observing the Cu L3 absorption edge
although both compounds have Cu-S bonds. However, until now, there is no evidence for
such a detectable difference in the case of Cd-S bonds.
Unfortunately, the two experiments done here which did deliver some results involved
CIS absorbers with a 50 minute Cd treatment (without thiourea), and were not etched
afterward with HCl. It must, therefore, be assumed that the surfaces of the investigated
samples have a thin (∼1 nm) layer of CdS as shown in [85]. The results may, there-
fore, contain only information about this layer whose Cd content is much larger than the
CIS:Cd layer. In [85] it is also stated that a Cd(OH)2 layer is deposited on top of the thin
CdS layer. In this work, the Cd(OH)2 was always removed with an additional NH3 etch
step before measurements were made.
The results can, nevertheless, still be discussed in terms of the possibility of Cd diffusion
and may also call into question some of the results found in literature. Furthermore, the
sensitivity of the depth profile measurement and associated calculations to the amount of
Cd on the surface of the sample is evident and supports the power of the technique.
Fig. 22 shows energy dependent [Cd]/[In] ratios made using increasing incident photon
energies at the HIKE end station at BESSY II to investigate a CIS absorber after a 50
minute Cd treatment (this sample was not etched in HCl) and relies on the higher infor-
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Figure 22: HIKE (HAXPES) energy dependent [Cd]/[In] ratios on a CIS absorber after a 50
minute Cd treatment and calculated curves from modeled depth profiles. The sample was not
etched in HCl and therefore has a thin (∼1 nm) layer of CdS on the surface. The core levels
used here were In 3d5/2 and Cd 3d5/2 (see sec. 3.2.7 on quantitative analysis). See table 1 for
description of calculated depth profiles.
mation depths associated with higher excitation energies to probe deeper into the sample.
The information depths range from about 5 nm at 2010 eV excitation energy to about
20 nm at 6000 eV. The fits were generated using a program written by H. Mo¨nig to inves-
tigate Cu(In,Ga)Se2 layers with the same apparatus [91] which calculates measurement
spectra from modeled depth profiles. The peaks used to calculate the data points were
In 3d5/2 and Cd 3d5/2 and the transmission function was left out of the ratio calculation
because of the energetic proximity of the peaks. As in the previous section, the main
error in this measurement comes from the determination of the integrated peak surface
areas and has a value of ±10%. Other sources of error from the factors discussed in sec.
3.2.7 are systematic and have not not been considered here.
Table 1 contains a list of the assumed concentration profiles modeled in fig. 22. For
simplification, sulfur has been left out of the calculations altogether because it was as-
sumed to be present in all layers in its stoichiometric concentration. This corresponds to
a [Cd]/[S] ratio of 1 for CdS in the first layer, a [Cu+In+Cd]/[S] ratio equal to 1 in the
second layer and a [Cu+In]/[S] ratio of 1 for CIS in the third layer.
The fits in fig. 22 were generated using various Cd concentration profiles. Four of the
first five profiles, Cd/In 1, 2, 3 and 5, are based loosely on two models relating to the
preparation of the sample, whereby a thin layer of CdS is assumed [85], followed by a thin
Cu-free layer [91]9 after which the sample is assumed stoichiometric. Cd/In 4 does not
9The results in this dissertation pertain, strictly speaking, only to the Cu(In,Ga)Se2 system, however,
the extension to Cu(In,Ga)S2 has been considered here.
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include the Cu free layer and Cd/In 6 assumes that Cd is also found in the Cu-free layer
underneath the CdS layer. In the first 6 simulations, an assumption is made that no Cd
diffuses into the stoichiometric CIS.
Table 1: Concentration depth profiles for the calculated spectra found in fig. 22. Sulfur
is assumed to be stoichiometric throughout the sample and therefore does not appear in the
model.
Profile First Layer (nm) Second Layer (nm) Third Layer (nm)
Cu/In 1 0.00-0.42 0.42-0.78 0.78-50
Cu=0.0 Cu=0.0 Cu=0.5
Conc Cd=1.0 Cd=0.0 Cd=0.0
In=0.0 In=1.0 In=0.5
Cu/In 2 0.00-0.60 0.60-0.96 0.96-50
Cu=0.0 Cu=0.0 Cu=0.5
Conc Cd=1.0 Cd=0.0 Cd=0.0
In=0.0 In=1.0 In=0.5
Cu/In 3 0.00-0.24 0.24-0.80 0.80-50
Cu=0.0 Cu=0.0 Cu=0.5
Conc Cd=1.0 Cd=0.0 Cd=0.0
In=0.0 In=1.0 In=0.5
Cu/In 4 0.00-0.48 0.48-50 -
Cu=0.0 Cu=0.5 -
Conc Cd=1.0 Cd=0.0 -
In=0.0 In=0.5 -
Cu/In 5 0.00-0.48 0.48-1.15 1.15-50
Cu=0.0 Cu=0.0 Cu=0.5
Conc Cd=1.0 Cd=0.0 Cd=0.0
In=0.0 In=1.0 In=0.5
Cu/In 6 0.00-0.24 0.24-0.78 0.78-50
Cu=0.0 Cu=0.0 Cu=0.5
Conc Cd=1.0 Cd=0.5 Cd=0.0
In=0.0 In=0.5 In=0.5
LinDiff 0.00-0.20 0.20-1.10 1.10-50
Cu=0.0 Cu=0.5-Cd Cu=0.5
Conc Cd=1.0 Cd=0.556x+0.611 Cd=0.0
In=0.0 In=0.5 In=0.5
Beginning with the first three fits, Cd/In 1-3, it can be seen that the calculated spectrum
is highly sensitive to the thickness of the CdS layer on the sample surface. Cd/In 1 as-
sumes a CdS layer of thickness 0.42 nm followed by a Cu-free layer of thickness 0.36 nm
and is the best fit of the three profiles. Cd/In 2 and 3 also have a Cu-free layer of thickness
0.36 nm, but the CdS top layer is 0.60 nm in the former and 0.24 nm in the latter. The
change in the thickness of the CdS layer leads to drastic changes in the calculated spectra.
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Cd/In 4, having a CdS layer of 0.48 nm in thickness and no Cu-free layer, shows a good
fit to the data at higher energies, >4500 eV, but tends to overestimate the Cd/In ratio at
lower energies.
Similarly, Cd/In 5 with its 0.48 nm CdS layer and rather large Cu-free layer of 0.67 nm,
displays a good fit to the data at higher energies, but slightly underestimates the Cd/In
ratio the middle and lower energies, although this fit is also very good.
Cd/In 6, having a relatively thin CdS over-layer of 0.24 nm in thickness and a rather
thick Cu-free layer of 0.54 nm, this time including Cd so that ([Cd]+[In])/[S]=1, while
having a shape similar to the measurements, overestimated the Cd/In ratio at all energies.
The final simulation, entitled “Linear Dif-
Figure 23: Concentration profile assumed in
the simulated spectrum “Linear Diffusion” in
fig. 22. The model takes into account the as-
sumption that Cd diffuses into the CIS bulk and
occupies Cu lattice positions.
fusion,” also includes a CdS over layer, af-
ter which the Cu concentration increases
linearly to stoichiometric concentrations,
while the Cd concentration decreases lin-
early so that ([Cd]+[Cu])/[In]=1, as can
be seen in fig. 23. This simulation takes
into account the assertions that Cd occu-
pies a Cu lattice position in the CIS. Al-
though a linear profile does not correspond
to normal diffusion distributions usually
characterized by an inverse square law, the
lack of knowledge about the Cu distribu-
tion on the CIS surface makes a completely
accurate Cd diffusion profile very difficult.
Nonetheless, this fit corresponds well to
the measured data and allows for the pos-
sibility of Cd diffusion a short distance (∼1 nm) into the absorber. Larger diffusion
distances were not modeled here.
A few other facets of this diagram are also of importance. First and foremost, the layer
thicknesses considered here are all in the sub-nanometer range and show very large changes
in the calculated spectra which emphasizes the sensitivity of the measurement method
to small changes in the depth profile of Cd. Differences in Cd profiles are real between
individual samples and different CdS deposition methods such as CBD, sputtering or
MOCVD could be compared. Secondly, the linear diffusion fit, and to a lesser extent
Cu/In 6, allow for at least a short diffusion of Cd beyond the CIS surface, if only in the
∼1 nm range. This is, however, significant as the distance corresponds to several atomic
layers, and the experiment, therefore, does not exclude that the Cd in fact enters the CIS
lattice as opposed to only passivating the dangling surface bonds. In addition, the results
here support a CdS layer of thickness d . 1 nm.
The effect of the surface layer of CdS on the HIKE measurement cannot be estimated.
A similar measurement to fig. 22 was attempted after the Cd-treated sample was etched
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in HCl to remove the thin CdS layer. The result was that no Cd could be detected. In
the laboratory with excitation energies from the Mg and Al anodes Cd was seen on this
sample but more than 50 scans at 100 ms acquisition time were necessary to successfully
separate the Cd peak from the background and the signal-to-noise ratio on the HIKE end
station is lower than the laboratory X-ray sources. Also, the absorption cross sections at
the higher excitation energies using HIKE are lower than in the laboratory. This means
that the amount of Cd on or in the CIS surface after etching is significantly less than
the Cd contained in the CdS surface layer, resulting in two scenarios. If the etching only
removes the thin CdS layer from the Cd treatment and none of the Cd in or on the CIS,
then the signal contributing to the ratios in fig. 22 comes exclusively from this CdS layer,
as Cd remaining after etching provides no signal. More probably, though, as supported
from the ever climbing [Cd]/[Cu] ratio in fig. 21, is that the HCl etching removes not only
the thin CdS layer but also some of the Cd in or on the CIS, probably through removal of
the some of the CIS itself. In this case, some of the Cd originally present in the CIS, but
removed by the etching may contribute to the signal in fig. 22. Because it is not known
how much of the CIS:Cd layer is removed through HCl etching, the precise influence on
the measurement cannot yet be derived.
It was, however, estimated that when using the Cd 3d5/2 core level, the detection limit of
the Cd in the laboratory would be ∼0.3% Cd in the material volume contained within the
information depth of the signal which is approximately 3 nm. Two further calculations to
determine the amount of Cd remaining on the surface after HCl etching were also carried
out and resulted in quantities similar to this. Comparing the Cd 3d5/2 core level signal
strengths from pure CdS to the signal from the point at 539 sec in fig. 21, it was found
that at 539 sec there was ∼0.2% Cd on the sample surface. Using the same temporal point
and its [Cu]/[Cd] and [Cu]/[In] ratios along with the assumption ([Cu]+[Cd]+[In])/[S]=1,
a Cd concentration on the sample surface was calculated to be ∼0.66%. Thus, after HCl
etching, the amount of Cd left on the sample surface is in the same order of magnitude as
the detection limit and corresponds roughly to 0.1 atomic layers of Cd. Considering the
afore-mentioned lower signal-to-noise ratio at the HIKE end station, it is not surprising
that the Cd signal was lost in the background.
The discussion of layers thinner than 1 atomic layer or even sub-nanometer layers is dif-
ficult due to the surface morphology of CIS (see fig. 4) because the surface roughness
of the sample is in the µm range. This must always be considered when analyzing the
results of this is a depth-profiling technique.
5.1.4 Diffusion: X-Ray Absorption Investigation
Staying with the same sample as in the HIKE measurement above, we move to the ques-
tion of how the Cd is bound into the CIS lattice. Attempts were made to asses the
chemical surrounding of Cd atoms using NEXAFS and EXAFS (see sec. 3.4). In this
case, as with the HIKE measurements, no signal was detectable from samples coated with
Cd and then etched with HCl. The sample with a 50 minute Cd-treatment (no thiourea,
no HCl etching) was, however, measurable.
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Fig. 24 a) shows several different Cd L3 absorption edges from these samples. The up-
permost spectrum is a FEFF calculation (see sec. 3.4) of the edge from CdS while the
remaining spectra are measured. The calculated spectrum is shifted to match the bottom
of the absorption edge to those of the measured spectra, the reason being the problem-
atic reproducibility of the excitation energy. A detailed discussion of this is given in sec.
7.2.1. The first and second measurements used fluorescence and total electron yield sig-
nals, respectively, from a CIS absorber with a thick (∼35 nm) CdS top layer while the
next spectrum is from an absorber subjected to a 50 minute Cd treatment (not etched
in HCl). The final spectrum is a smoothed version of the spectrum from the Cd-treated
sample. The measured spectra are not shifted in energy.
Figure 24: a) A calculated FEFF Cd L3 absorption edge for CdS, shifted to match the ab-
sorption edges of the measured spectra, is compared to measurements of the same edge on CIS
absorbers with a thick (∼35 nm) CdS top layer (fluorescence and total electron yield signals),
after 50 minutes Cd treatment (only total electron yield) as well as a smoothed version of the
latter spectrum. Spectra are normalized and vertically shifted for clarity. b) Calculated (thin
lines) and measured (thick line) Cd L3 absorption edges on Cd-treated CIGSe from [22]. See
further explanation in text.
The reason for the poor quality of the latter spectrum is due to the small amount of Cd
contained in the Cd-treated sample, as discussed in the HIKE section above. This sample
was only measurable in total electron yield mode, as the high information depth attain-
able with fluorescence caused the signal from the Cd to be lost in the noise, supporting
the assertion that the Cd stays near the surface of the CIS. It must, however, be pointed
out that the information depth of the total electron yield signal is tens of nm, which is
no longer surface sensitive when compared to other methods in this thesis.
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Despite this, the similarity of all the spectra in fig. 24 a), including the calculated spec-
trum, is immediately evident, including all three post edge features. The reason for this
is probably that all signals come from CdS with, in the case of the Cd-treated sample,
a small contribution from the Cd bound on or in the CIS. This signal is also technically
contained in the fluorescence signal from the sample with the thick CdS layer, but is
totally negligible here.
A similar experiment was performed by [22] on Cd-treated Cu(In,Ga)Se2 and some of the
results are displayed in fig. 24 b). The treatment was also done wet-chemically, albeit,
using slightly different precursors. Nonetheless, a thin CdSe layer can also be expected
here analogue to the CdS layer found on CIS. The treated CIGSe samples were, however,
not etched in any way to remove the possible CdSe layer. Here it was concluded from Cd
L3 FEFF calculations for CdO, Cd, CIGSe:CdSe (Cd on Se sites), CIGSe:CdCu (Cd on Cu
sites) and CIGSe:CdIn (Cd on In sites) that the Cd must occupy a cationic lattice position
in the CIGSe crystal. This is not only due to the similarity between the measurements
and the calculated spectra of CIGSe:CdCu,In, but also due to the large post edge feature
at 3543 eV labeled “a” in the calculated CIGSe:CdSe spectra (fig. 24 b)) which is missing
in the measured spectrum. However, after considering the above discussion, it is most
probable that, similar to the results of fig. 24 a), CdSe was measured in this case instead
of CIGSe:CdCu,In, CdSe looking like CIGSe:CdCu,In due to the similarity of Cd-Se bonds
in both lattices. The Cd content in the CdSe top layer most likely dwarfs the amount
of any Cd on or in the CIGSe. Furthermore, it is interesting to note that no calculated
CdSe spectrum is included in [22] and a calculated CdS spectrum is, therefore, included
in this thesis. The similarity between the calculated and measured spectra shown in fig.
24 a) and the calculated CIGSe:CdCu,In spectra and the measured spectrum in fig. 24 b)
can clearly be seen, including all three post-edge features, labeled a, b and c or P1, P2
and P3 in fig. 24 b).
5.1.5 Diffusion: Further Absorption and Fluorescence Experiments
No signal from the Cd L3 absorption edge was attainable from the Cd-treated CIS sample
after HCl etching. In addition, it was attempted to measure the Cd K absorption edge
at 23 keV on Cd-treated samples, both HCl etched and non-etched as well as on a CIS
absorber with a thick CdS top layer. Although the latter sample gave a signal of good
quality, no signal was obtained from either of the two former samples. The success of this
experiment may have made possible the direct Fourier transformation of the spectrum
to calculate binding lengths of the atoms surrounding the excited Cd atom, thus, giving
information about the chemical environment of that atom.
Further experiments will continue in this area.
Energy dispersive fluorescence experiments with samples subjected to the same prepara-
tion were also preformed with similar results. Here it was attempted to look specifically
at the fluorescence resulting from the transition of electrons from the Cd 4d states into
empty S 2p states (if Cd occupies a cationic lattice site) and from transitions from Cd 4d
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to empty Cu 2p and In 3d levels (If Cd occupies an anionic site).
Although the Cd was again detectable for CIS with a thick CdS layer, no differences were
seen between a KCN-etched CIS reference and CIS with 50 minutes of Cd-treatment (both
unetched and HCl-etched), that is, there was again no Cd signal from the latter sample.
5.2 CBD-Induced Band Bending and Cd Doping in CuInS2
Another reason for the HCl etch
Figure 25: Positions of the valence and conduction band
edges relative to the Fermi Level as a function of Cd con-
centration x calculated with density functional theory. At
0% Cd, the material is p-type and already with 1% of Cu
replaced through Cd, the material becomes n-type.
experiments is to discover what
effect the Cd has when on the
CIS surface or after it has dif-
fused into the CIS lattice. It is
thought that the Cd occupies
a cationic position in the CIS
lattice, most likely a Cu posi-
tion [79, 89]. Due to one extra
valence electron of Cd, it would
dope the CIS crystal n-type if it
were to land on a Cu lattice po-
sition [95]. On the other hand,
if the Cd stays only on the sur-
face and does not diffuse, the
deposition process may result
in the pinning of the Fermi Level (see sec. 4.1.2) at a position in the CIS band gap
nearer the conduction band edge than is found after the KCN etching, making the CIS
surface more n-type.
Support for a “doping” action from the Cd is shown in fig. 25. This first principles
Density Functional Theory (DFT) calculation,10 although it contains only three points,
shows clearly that Cd on Cu lattice positions in CIS will dope the crystal n-type. At 0%
the CIS is of p-type and with 1% of the Cu replaced by Cd the crystal is n-type showing
the critical impact of Cd in CIS. This simple model supports the intuitive conclusion that
Cd(II) filling Cu(I) positions in the CIS lattice will dope the crystal n-type although some
suggest one Cd(II) atom replaces two Cu(I) atoms [84]. Theoretical calculations for some
chalcopyrites have shown, however, that the doping action of divalent atoms such as Cd,
Zn and Mg can be compensated by Cu vacancies [95] although this does not effect all
chalcopyrites equally [89, 95].
The pinning scenario is supported by the fact that any change in the Fermi Level position
on the CIS surface was completed within the first 40 seconds of the CBD, meaning that
an increased amount of time for Cd diffusion into the CIS did not decrease the p-type
character of the CIS surface. This was determined after it was observed that when sev-
eral CIS substrates were coated with CdS using the same chemical bath, the shortest
10The details of the DFT calculation are found in appendix C
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deposition time being 40 seconds, the observed change in Fermi Level position during the
deposition was the same for all samples. However, as will be discussed below, the amount
by which the Fermi Level shifted on the CIS surface before and after CdS deposition was
not reproducible when comparing depositions from different chemical baths.
Figure 26: He I UPS valence band spectra of a) CdS on different CIS substrates from different
depositions and b) the same CIS absorbers with the 40 sec, 1 min and 2 min CdS layers after the
CdS has been removed in 8% HCl. b) also shows a KCN-etched as well as a KCN-HCl (no CdS)
CIS reference. The differences in the positions of the band edges in a) can be clarified through
differing amounts of band bending on the underlying CIS surface. In b) the prominent Cu 3d
peak at 3 eV is evidence for a Cu-richer surface after HCl etching.
Fig. 26 a) shows valence band spectra of several CIS samples after CdS depositions of
duration 40 sec, 1 min, 2 min and 7 min, corresponding to layer thicknesses of about 0.7,
1, 2.5 and 35 nm, respectively. All CdS layers were made using different chemical baths.11
Fig. 26 b) shows the same samples which had the 40 sec, 1 min and 2 min CdS layers,
but after the CdS layers had been etched away with 8% HCl. Part b) also contains
spectra from a KCN-etched CIS reference and a sample etched in KCN and then in HCl
without CdS deposition. Here, as well as later in this section, the results from the last
section are applied: CIS samples retain a Cd-containing layer after CdS removal with HCl.
Beginning with part a), the CdS spectra all have a similar appearance apart from a de-
crease in background signal intensity with deposition time at binding energies lower than
the valence band edge, between about 1.5 and 2.5 eV (black arrow in figure). This change
is due to increasing CdS layer thickness leading to increased absorption, and, therefore,
attenuation, of the signal from the underlying CIS. The other noticeable difference is the
shift in band edge positions which can be clarified through differing amounts of band
bending on the CIS surface between different CdS depositions. A change in the amount
11The samples with different CdS thicknesses were originally made to determine if CdS deposition time
had any effect on the CIS surface after CdS removal with HCl. However, because any change in band
bending on the CIS surface due to CdS deposition is completed after at most 40 seconds, these samples
can also be used to compare Fermi Level positions from different depositions.
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of band bending on the CIS surface corresponds to a change in the Fermi Level position in
the CIS band gap (sec. 4.1.1). This can be seen indirectly with XPS through a change in
the CIS core level energies and the assumption that the energy difference between the va-
lence band edge and the core levels is fixed. But, because the valence band offset between
CIS and CdS remains the same, as will be shortly discussed, differences in the amount of
surface band bending on the CIS will correspond to an equal shift in the CdS core levels,
as the Fermi Level will also change its position by an equal amount in the CdS band gap.
This technique is discussed in greater detail in chapter 6 where it is compared to another
method called near-UV constant final state.
The samples with the 40 sec and 1 min deposition times have valence band edges at 2.20
and 2.25 eV, respectively, while the other two samples are shifted noticeably away from
these values. The sample with 2 min deposition time has a band edge at 2.45 eV and the
sample with 7 min, the thickest CdS layer, is at 1.90 eV. By using the core levels measured
on the CIS substrate before and after CdS deposition the additional band bending on the
CIS surface can be ascertained and the band offset estimated with the equation
∆vb = Evb,CdS − Evb,CIS − Ebb (20)
where the ∆vb is the valence band offset, Evb,CdS and Evb,CIS the measured positions of
the valence band edges of CdS and CIS, respectively, and Ebb the change in core level
position on the CIS surface due to the additional surface band bending caused by the
CdS deposition. We will assume in all cases that the valence band position of the CIS
before the CdS is at Evb,CIS=0.85 eV as measured on the KCN etched sample in fig. 26
b), although this is slightly higher than the normally observed value.12 However, it is, of
course, possible that this slightly less n-type surface was a characteristic of this particular
batch from which all of the samples shown in fig. 26 came.
We have, then, for the samples with 40 sec, 1 min and 2 min deposition time the following
results when the remaining terms in eq. 20 are replaced with their measured values:
∆vb,40 sec = 2.20 eV − 0.85 eV − 0.15 eV = 1.20 eV ± 0.20 eV (21)
∆vb,1min = 2.25 eV − 0.85 eV − 0.15 eV = 1.25 eV ± 0.20 eV (22)
∆vb,2min = 2.45 eV − 0.85 eV − 0.40 eV = 1.20 eV ± 0.20 eV (23)
The correspondence of the shift in Cd core levels to the shifts of the Cu and In core levels
points, again, to band bending.13 These results should be compared to the similar results
12The “normal” value is Evb,CIS=0.70-0.75 eV. This would add 0.10 eV to the band offset , but the
new value would still be in agreement with the values in chapter 6. The weak points of the assumption
that valence band edge and core level shift parallel are indeed critical and are discussed in sec. 6.1 along
with other aspects of this method.
13The core level shifts from the sample with 2 min CdS were taken only from the In and Cd 3d3/2,
In and Cd 3p, In and Cd 4d3/2 and In and Cd 4d5/2 levels because the Cu levels were the same as the
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obtained in chapter 6 for the XPS/UPS method.
The sample with the 7 minute CdS deposition time, at 35 nm layer thickness, was so
thick that the underlying CIS core levels could no longer be measured and is thus a little
trickier to evaluate. However, if we look at the difference in Cd core levels between this
sample and samples 2-4 and compare them to the difference in the corresponding valence
band edges, we find that although there is a small discrepancy the shifts are similar:
Table 2: Values for the differences between electronic positions of the sample with 7 minutes
CdS deposition time and the other three samples in fig. 26 a), as noted in the column on the
left. The differences in valence band positions are denoted ∆Evb, the differences in core level
positions with ∆Ecore.
Sample ∆Evb ∆Ecore
40 sec 0.30 eV 0.40 eV
1 min 0.35 eV 0.45 eV
2 min 0.55 eV 0.80 eV
This parallel shift in levels again points to a shift in the position of the Fermi Level in
Eg although chemical shifts are also present. Due to the extremely thin CdS layer, it is
more likely that this shift comes from a difference in the Fermi Level position on the CIS
surface causing a shift in the Fermi Level position of the buffer layer and not from band
bending in the buffer layer itself.14
The author must admit, however, that a difference in surface band bending on the order
of half an eV is quite extreme and may not be accounted for through small changes in
deposition conditions. In addition, the position of the valence band edge of the thickest
CdS layer, being at 1.90 eV means that the valence band position in the CIS can be at
a maximum of 0.70 eV in order to keep the 1.20 eV band offset, implying band bending
toward a more p-type surface when compared to the value of 0.85 eV for the KCN-etched
CIS sample found in fig. 26. This is the only observation of this trend in this thesis.
Of course, assuming a CIS valence band position of 0.85 eV on this CIS surface (i.e. no
deposition-induced band bend), the band offset of 1.05 is still inside of the error of these
measurements of ±0.20 eV discussed in chapter 6 for the XPS/UPS method. It must,
however, be kept in mind that this sample had the thickest CdS layer and we are thus
comparing the electronic states on the CdS surface with the states on the CIS surface.
Although this keeps with the assumption that there is no band bending in the buffer layer
(sec. 6.2), it neglects possible chemical changes in the CdS surface which is deposited after
samples with 40 sec and 1 min deposition times. This points to some kind of chemical shift in addition
to band bending and has been seen in literature [90]. The calculation of the valence band offsets in the
samples with 40 sec and 1 min CdS layers included the core levels Cu 2p3/2, Cu 3p1/2 and Cu 3p3/2
14It is the view of some that the Fermi Level position on the CIS surface after CdS deposition is carried
on into the CdS and that no band bending occurs in the buffer layer because it is so thin (sec. 6.2).
In other words, the extremely small amount of charge in the buffer layer is not enough to influence the
position of its own Fermi Level and the “doping level” of the CdS is determined by the position of the
Fermi Level on the surface of the absorber. This was investigated here in sec. 6.2.
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seven minutes as compared to the other three samples which had shorter deposition times.
It must be concluded then that although the valence band offset between CIS and CdS is
the same for every individual CdS deposition within experimental error, the Cd, or more
generally, the CdS deposition process, does not pin the Fermi Level at a specific electronic
position on the CIS surface which is critical for solar cell functionality. If this were the
case, the observed band bending on the CIS surface and, therefore, the position of the
Fermi Level in the CdS, would be reproducible.
Moving on now to fig. 26 b), the differences between the KCN etched sample and the
other samples after removal of the CdS can be clearly seen.
In contrast to the KCN-etched CIS surface, the HCl etched surface is highly repro-
ducible.15 In addition to the samples whose measurements are presented here, many
other CIS absorbers etched with HCl after KCN etching had not only very similar valence
band positions, 0.40 eV< Ef − Eb <0.50 eV, but the form of the entire upper valence
band was the same. This can be compared to the spread in the KCN-etched CIS samples:
0.55 eV< Ef − Eb <0.90 eV
The HCl-etched CIS surface shows a strong feature at 3 eV which is much weaker and at
a slightly different energy in the spectra of the KCN-etched samples. These are the Cu 3d
electrons, here more prominent due to the increased Cu concentration on the CIS surface.
XPS measurements showed surface Cu-concentrations higher than on KCN-etched CIS.
[Cu]/[In] ratios were routinely between 0.53 and 0.62 for HCl-etched samples while this
ratio was between 0.25 and 0.30 for KCN-etched samples. While the latter ratio is quite
low, Cu-poor surfaces are also found in literature [96]. The amount of Cu therefore dou-
bled after the HCl etching and, as discussed in [94, 97], the increased Cu concentration
leads to an increased repulsion between the S 3p and Cu 3d states (p-d repulsion) which
leads to the shift of the valence band edge toward the Fermi Level.
Because the forms of the valence band and edge positions are the same for both HCl-
etched samples with no previous CdS deposition and samples which had CdS removed by
the HCl etching (which still have a Cd-containing surface layer),16 it must be concluded
that the Cd does not n-dope the CIS surface as the valence band edge is at the same
position in all samples. In fact, the movement of the valence band edge toward Ef , when
compared to KCN-etched samples, supports a more p-doped surface, although this is an
effect of the HCl etching.
[Cu]/[S] ratios also increased by the HCl etch step to between 0.25 and 0.33, compared
with 0.18 for KCN-etched samples. This leads to the conclusion that In is preferably
removed by HCl etching, at least at first, with perhaps some S following, resulting in
some phase of Cu2−xS on the surface.
To investigate this, other UPS valence band spectra were employed along with NEXAFS
15This is supported by the binding energies and surface stoichiometries measured with XPS on the
same samples which will discussed shortly.
16As a first step with all samples from fig. 26, they were etched in KCN solution.
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measurements which are very sensitive to some phases of CuS.
Fig. 27 shows several Cu L3 absorption edges from unetched, KCN-etched and HCl-
etched CIS absorbers. The very prominent pre-edge feature at 930 eV (black arrow) in
the unetched sample is caused by the presence of a phase with a partially empty Cu 3d
orbital (Cu 3d94s0) [18], the empty 3d state being in the conduction band. Even very
small amounts of this phase on the surface can contribute a large pre-edge feature to the
absorption spectrum due to the high oscillator strength between the Cu 2p and Cu 3d
states [18, 21]. These phases can include any compound with Cu bound as Cu (II) such
as Cu(II)O and some kinds of Cu2−xS where there is at least a partially open 3d orbital.
Figure 27: Cu L3 absorption edges (blue is X-ray fluorescence, red is total electron yield) on
unetched, KCN-etched and HCl-etched CIS samples. The large feature at 930 eV in the unetched
spectrum (black arrow) is due to the CuS and CuO phases on the surface of the sample with
a Cu 3d94s0 valence structure. The HCl etching, although it produces a Cu-richer CIS surface
than found on KCN-etched CIS, produces no phase with a Cu 3d94s0 valence structure. The
spectra are normalized to the peak at 932 eV following the pre-edge feature and are shifted
vertically for clarity.
Therefore, when looking at the other two spectra in fig. 27, it can be seen that neither
the KCN-etched CIS nor the HCl-etched CIS contains any amount of this Cu 3d94s0
phase on the surface in concentrations corresponding to total surface coverage. It can be
seen that the red total electron yield curves have indeed a small feature at about 930 eV
(marked by black arrows). It is not thought that this Cu(II)-containing phase is a result
of HCl-etching but is rather due to a slightly contaminated surface, most probably from
Cu(II)O, as is often seen [21].
Several other features in the spectra in fig. 27 are noteworthy. The reduced and/or absent
pre-edge feature at 930 eV in all three spectra with fluorescence signal can be explained by
the different information depths of the two signals. The relatively bulk-sensitive nature
of X-ray fluorescence detects proportionally less of the Cu(II)-containing phase compared
to total electron yield because this phase is not present in the bulk of the absorber. Also,
the slight deviation in the position of the absorption edges measured by fluorescence and
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total electron yield on each sample shows a slight change in the energy between the Cu 2p
core level and the final state of the absorption event when moving deeper into the sample
bulk. This will be considered again in chapter 7.
Further investigation of the HCl
Figure 28: UPS valence band measurements of unetched,
KCN-etched, HCl-etched and HCl-KCN-etched CIS ab-
sorbers. The metallic nature of the unetched sample can
be clearly seen (Fermi Level inset) as well as the effect of
the KCN etch step coming again after HCl etching. The
sample surface of the HCl-KCN etching lies between that of
the only HCl and only KCN etched samples.
etched surface was done with
UPS and the valence bands of
several samples.
Fig. 28 shows the valence band
edges of an unetched CIS sam-
ple, a KCN-etched sample, an
HCl-etched sample and a sam-
ple etched in KCN, then HCl
and then again in KCN (HCl-
KCN-etched). The unetched sam-
ple with presumably CuO, CuS
and Cu2S phases on the sur-
face clearly has a metallic na-
ture as can be seen from the
small Fermi Level at 0 eV (see
inset). In this spectrum as well,
a somewhat washed-out Cu 3d
feature is visible at 3 eV. While
Cu2−xS is known to be metallic
for some values of x [98, 99], the resistivity values can vary over several orders of magni-
tude and depend on the purity of the material. Metallicity is therefore not a criterion for
the existence of Cu2−xS. Additionally, the problem with ascertaining the value of x in the
Cu2−xS discussed here is that it is on a CuInS2 substrate making it difficult to determine
how much of the Cu and S signals come from the substrate and how much from the Cu2−xS.
At the other extreme, having a valence band edge at 0.85 eV, is the valence band edge
of a KCN etched CIS absorber (this is the same spectrum shown in fig. 26). As usual,
the Cu 3d peak is rather weak and shifted to slightly higher binding energies due to the
Cu-poorer surface and the reduced repulsion between the S p and Cu d orbitals.
In between these two extremes are spectra from samples etched in HCl, one with the
Cd-containing surface layer and one without, as well as a sample etched in HCl and sub-
sequently in KCN. It can immediately be seen, as in fig. 27, that the surface created by
the HCl etch step is not the same as the unetched surface as the valence bands look very
different.
However, the valence band edge of the sample etched in HCl and then KCN looks very
similar to the valence band of the CIS sample etched only in KCN. The thought here was
that, if the Cu-rich phase produced by the HCl were indeed CuS, it must be removable by
a further KCN etch step and the valence band should return to one similar to the KCN
etched sample.
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It can be seen that the HCl-KCN sample has a valence band edge at 0.70 eV, very typical
for KCN-etched CIS. The Cu 3d peak at 3 eV is only slightly more prominent than the Cu
3d peak in CIS and is shifted to slightly lower binding energies. Because the KCN-etched
CIS sample measured here showed slightly anomalous values (fig. 26 b)), it is possible
that after a subsequent HCl and KCN etch step, the surface does not return to its exact
original form.
Therefore, it seems that the HCl etching produces a nonmetallic Cu2−xS phase on the
CIS surface with a Cu 3d104s0 electronic structure because the pre-edge feature at 930 eV
in fig. 27 is not found after HCl etching. It is also possible that the surface of HCl-etched
CIS is a layered system, for example: Cu2−xS/CuInS2(Cu-richer)/CuInS2(Cu-poorer).
A HCl and subsequent KCN etch step may, therefore, be a method to achieve reproducible
CIS surfaces, because the HCl-etched CIS surface layer was always found to be the same.
5.3 Conclusions about Junction Formation
During formation of the CuInS2/CdS heterojunction, a Cd-containing layer (CIS:Cd) is
formed on the surface of CIS. Although the Cd in this layer most likely occupies cationic
lattice positions, the resulting CIS:Cd compound is different than CdS because this Cd-
containing layer is not soluble in HCl.
The Cd may also diffuse into the CIS while at the same time Cu diffuses into the CdS
layer during the CBD process. The Cu does not, however, reach the surface of a full
∼35 nm CdS buffer layer.
Observations of the Fermi Level on the CIS and CdS surfaces after different CdS depo-
sitions resulted in the conclusion that the amount of CBD-induced band bending on the
CIS surface is not reproducible. This led, in turn, to the conclusion that the CdS deposi-
tion does not pin the Fermi Level at a specific position on the CIS surface important for
the solar cell. The amount of band bending in the constituent parts of the solar cell may,
therefore, first be defined after the deposition of the window layer.
HCl etching of CIS layers with and without CdS led to the same, reproducible surface
which was Cu-richer than the KCN-etched CIS surface. Moreover, both samples had
the same surface Fermi Level position. Because earlier results had confirmed that Cd
remained on the CIS surface after CdS deposition and subsequent HCl etching, it was
concluded that the CIS surface is not doped by Cd.
The one characteristic of the junction which was reproducible was the valence band offset.
An offset of ∼1.25 eV±0.20 eV for Ev,CIS−Ev,CdS was consistently found using the indirect
XPS/UPS method for the junction, independent of the position of the Fermi Level and is
supported by the reproducibility of solar cells made using this absorber/buffer junction.
This reduces the possible roles of the CdS in the Cu(In,Ga)S2 solar cell to lattice match-
ing, interface defect reduction or to optimizing the band alignment between CIS and the
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window layer.
NEXAFS and EXAFS studies of the bonding environment of Cd in CIS were inconclusive
because no signal from Cd could be obtained in samples where CdS had been removed by
HCl etching. It was, however, reconfirmed, that the Cd-treatment of CIS surfaces forms
a thin layer of CdS which must be removed before the CIS:Cd layer can be studied.
In the next chapter, the electronic characteristics of the completed CuInS2/CdS junction,
specifically the valence bands and the valence band offset, will be studied with two meth-
ods and the results compared. At the end of the chapter Ga is introduced into the system
and preliminary band offset measurements on the Cu(In,Ga)S2/CdS and CuGaS2/CdS
junctions are presented in order to investigate the dependence of the valence band offset
on Ga concentration.
66
6 CuInS2 and CdS Valence Bands and the Valence
Band Offset
The valence band positions and the valence band offset of this system which will be investi-
gated in this chapter are interesting for two reasons, although the link to the functionality
of the solar cell is an indirect one. First, the simple material characteristics of such a junc-
tion, as mentioned in sec. 4.2, are interesting from a materials science perspective in order
to more fully understand the behavior of heterojunctions. Second, and more pertinent
to the solar cell discussed here, the valence band offset gives a first approximation about
what the conduction band offset may look like (this topic is discussed further in chapter 7).
The conduction band offset, as illustrated in fig. 19,
Figure 29: The positions of the va-
lence (×) and conduction (+) band
edges in CdS as a function of crys-
tallite size as resulting from the
tight-binding model. Dashed lines
represent the effective-mass approx-
imation calculations. The energy
(y-) axis is the deviation from bulk
values, Eg=2.5eV. Taken from [103].
is crucial to the cell’s voltage and current output due
to the effective band gap (fig. 10) and charge carrier
transport characteristics. The best alignment is ei-
ther no offset or a spike as long as it is smaller than
about 300-400 meV [80]. The spike occurs when the
conduction band of the absorber lies below (higher
binding energy) that of the CdS. A cliff, on the other
hand, occurs when the conduction band of the ab-
sorber lies above (lower binding energy) that of the
CdS resulting in an effective reduction of the band
gap at the interface by the size of the cliff and can
increase dark current and limit photovoltages [1, 57].
Although the offset itself can vary depending on the
stoichiometry of the absorber, the system CdS-CuInS2
as used in solar cell applications is expected to have
a cliff of 200-400 meV [57, 81, 100, 101], which may
contribute to the cell’s moderate 11% efficiency [58].
The offset, however, may depend heavily on the crys-
tallinity of the CIS and the method of preparation
[52, 81].
The estimates of the conduction band offset here are,
of course, made by adding the optical band gaps of
the CuInS2 and CdS to the measured valence band
offset. This must be done with caution because there
is no reason to assume that the surface band gaps of
the two materials are the same as the optically measured bulk values. And the surface
band gap values are the important quantities when investigating junctions. The possi-
bility of a difference between the bulk and surface CIS band gap values, possibly due to
the Cu depletion at the surface and the Cu 3d-S 3p repulsion, has been well discussed in
literature [94, 97, 102].
Furthermore, it has been shown that the quantum size effect in CdS (fig. 29) begins to
widen the band gap (both the valence and conduction bands move) in crystallites smaller
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than 10 nm [103]. The CdS layers in this section are all less than 7 nm thick, meaning that
the crystallites must be quantized in at least the vertical direction. The actual energies
of the “bands” in these crystallites may, therefore, vary, the measured valence band edge
being an average over all crystallites forming the layer’s surface. And, as we will see, the
measured valence band edge indeed lies at higher binding energies than many literature
values, but not all. The conduction band position, was, however, not measured on these
layers, leaving its energetic value open to question, especially in light of the quantum size
effect on the conduction band and how this relates to the full buffer layers.
The CIS valence band is comprised of Cu 3d-S 3p antibonding states, Cu 3d nonbonding
states, Cu 3d-S 3p bonding states and S 3s states [105] whereas the CdS valence band is
constructed of S 3s, S 3p and Cd 4s states [106]. According to the common ion rule (sec.
4.2.2) it might be expected that the valence band offset should be relatively small, which,
as will be shown is another reason to abandon this model. This is also supported by more
modern theoretical results [97, 104]
While the majority of this chapter revolves around the CuInS2-CdS junction, sec. 6.4 at
the end of the chapter contains a short discussion on the offset in the Cu(In,Ga)S2-CdS
and CuGaS2-CdS systems. These junctions were, however, by no means investigated to
the extent of the CuInS2-CdS junction.
6.1 The Direct and Indirect Methods of Valence Band Offset
Determination (XPS/UPS and CFS)
The valence band offset was determined here using a common method combining XPS
and UPS data as well as a method used heretofore only on the a-Si/c-Si heterojunction
called near-UV constant final state.17 The results of each method are compared and the
advantages and disadvantages of each method discussed.
The specifics of the usual method of determining band offsets using combined XPS/UPS
(referred to hereafter as “the indirect method” of band offset measurements) are explained
elsewhere [100, 107]. Briefly, after the initial measurement of the bare substrate valence
band edge, any change in the position of the edge after deposition of a top-layer is ac-
complished through observation of substrate core levels through the top-layer. Although
able to correct for energetic shifts on the substrate due to band bending, this method is
unable to account for chemical shifts due to, for example, changes in stoichiometry re-
sulting from the wet-chemical deposition of the CdS because an assumption is made that
the difference in the binding energies between the CIS valence band edge and the various
core levels is fixed. The NH3 in the chemical bath is known to cause a relative increase
in the Cu concentration on the Cu(In,Ga)Se2 surface through preferential removal of In
and Ga [108, 109] and this effect has also been observed here for CuInS2. Of course, any
other process changing the surface stoichiometry could lead to a change in the energy
17The “near-UV” is important because it differentiates this method from absorption or NEX-
AFS/EXAFS methods also commonly referred to as Constant Final State. Other than the difference
in excitation energy, the electrons detected with near-UV CFS are primary photoelectrons whereas the
absorption methods detect secondary electrons or processes.
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difference between the CIS valence band edge and core level, making the determination
of band offsets using the indirect method questionable.
Another difficulty arises with the formation of the junction itself. In the normal completed
junction, consisting of the CIS absorber covered with ∼40 nm of CdS, the band offset is
not measurable because of the thickness of the buffer layer. Thus a thinner (<5 nm) layer
of CdS must be used in order to still obtain a signal from core levels of the CIS layer [12].
When measuring the valence band edge of the CIS substrate in the CIS-CdS junction with
UPS, the CdS can have a maximum thickness of a few atomic layers at which point the
CBD-CdS layer will most likely be made up of not-yet coalesced islands from ion-by-ion
deposition, meaning that some of the signal will still come from the bare CIS absorber
[86]. On the other hand, when using XPS the absorption cross sections of the CIS valence
band are so small using Al Kα and Mg Kα that with any CdS coverage many scans (∼100
at 100 ms acquisition time) would be needed to determine the valence band edge. One is
thus left with the indirect method. Using CFS (also referred to as “the direct method”
of band offset measurements), however, with an excitation energy of 7.5-4.0 eV, one is on
the extreme low energy side of the universal curve of electron mean free paths and below
the excitation energy of plasmons. Here the information depth in CdS is higher than at
He I excitation (21.2 eV), up to about 5 nm as estimated by CFS measurements (fig. 32).
The absorption cross sections of the CIS valence band electrons at these energies are also
large enough to allow the measurement of the valence band edge through at least 1.3 nm
of CdS in a single sweep.
Furthermore, only one sample is needed for the entire measurement and no bare CIS
absorber is required. This is of extreme convenience because oxygen in air can quickly
change the properties of the absorber [110, 111]. The single sample used, CIS covered with
CdS, need not be loaded immediately into the vacuum chamber due to CdS’s stability in
air, although the less air the sample sees the cleaner its surface will be.
For the indirect method five samples were used. Each had a CuInS2 absorber from the
same batch of the Helmholtz-Zentrum Berlin (HZB) baseline covered with increasingly
thick layers of CdS ranging from the bare absorber to 30 nm CdS after 7:00 minutes de-
position time. The other samples had deposition times of 40 seconds, 1:00 minute and
4:00 minutes corresponding to 1, 1.3 and 7 nm CdS layer thickness respectively, estimated
from the integrated CIS core level peaks. For the CFS method, the same samples with
40 seconds, 1:00 minute and 4:00 minutes were investigated.
The CBD buffer layers were deposited at 60◦C using standard solutions of Cd-acetate
(Cd(C2H3O2)2), ammonia (NH3) and thiourea (H2NCSNH2).
As previously mentioned, the details for the indirect band offset determination can be
found elsewhere. The CFS method, while originally used to probe a-Si:H states [112],
has more recently been applied to the investigation of the properties of a-Si/c-Si hetero-
junctions with ultrathin (≤10 nm) a-Si:H layers [46, 113, 114, 115], but not yet to the
CIS-CdS heterojunction. In the CFS method, the excitation energy is scanned while the
detector energy is kept just above the vacuum level, that is, the detected electron count
rate, ne−(nν), is made up of primary photoelectrons. If one knows the dependence of the
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photon flux, Φphoton(hν), on the excitation energy, a photoelectron yield,
Y = ne−(nν)/Φphoton(hν) (24)
can be calculated. If the energy dependance of the matrix element for excitation of the
electron from the valence band to the vacuum state is known, a density of states can be
determined from a measured photoelectron yield [112]. This is because, unlike UPS, the
valence band spectra measured with CFS are not convolved with the conduction band
density of states due to the fixed final-state energy. But, because the energy dependence
of this matrix element is not known for CIS, the density of states could not be determined.
Solely the higher information depth offered by the low excitation energy was used because
the immediate aim of the experiment was the determination of the band offsets. The de-
termination of the density of states is, however, important because this information may
help illuminate possibilities for changing the CIS-CdS band line-up.
Because the highest photon energy produced by the xenon high-pressure lamp used in
the CFS experiment is about 7.5 eV, it is possible to probe both the a-Si and c-Si valence
band edges in the a-Si/c-Si junction [116]. However, because the valence band edge of
CdS lay at about 6.8 eV below the vacuum level in these samples, as determined using
the secondary electron cut-off from the UPS measurements on CdS (sec. 3.2.4), it was
not possible to measure the valence band edge of this layer with the CFS method: a
clean signal is only available below about 6.5 eV excitation energy. Therefore, in a slight
modification to the method already described, only the CIS absorber was measured with
CFS while the CdS was measured with conventional UPS (He I) in the same chamber
immediately following the CFS measurement. Thus, the high information depth of CFS
was used to probe the underlying CIS layer while surface sensitive UPS was used for the
exposed CdS. An excitation source able to produce higher energies will be able to measure
both valence band edges directly using only CFS.
6.2 Linear Extrapolation
The method used to determine the valence band edges in this section is simply to extrapo-
late the linear portion of the band edge to the background signal, the point of intersection
being the position of the band edge (see sec. 3.2.5). With the indirect method this is crit-
ical in order to maintain direct comparability with experiments found in literature. The
results of the CFS measurements were not as straightforward. Because of the presumed
high defect density at the CdS-CIS junction, it may be justified to treat this system sim-
ilarly to the a-Si/c-Si junction and confirm the linear extrapolation through activation
energy measurements to discern, if any, the difference between the valence band edge
obtained from the linear extrapolation and the electron mobility edge [115, 116]. Nev-
ertheless, a simple linear extrapolation is used in this section for the sake of continuity
while section 6.3 explores the weak behavior of the CFS spectra using logarithmic plots.
The initial UPS and CFS measurements of the bare CIS absorber etched in KCN solution
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for three minutes, fig. 30,18 show a valence band edge between 0.65 eV±0.10 eV (UPS)
and 0.70 eV±0.10 eV (CFS) below the Fermi Level. The discrepancy in the two measure-
ments is well within the margin of error of the measurement and can also be caused by
the different information depths of the two measurements as well as a slight difference
in the determination of the Fermi Level. The Fermi Level position was repeatedly re-
calibrated throughout the experiments using Au foil cleaned via Ar+ sputtering for the
indirect method and freshly deposited evaporated polycrystalline Au films (∼100 nm) on
Si for the direct method. In addition, valence band absorption cross sections at the low
excitation energies used in CFS are higher than at the UPS excitation energy of 21.2 eV,
which could possibly explain the increased band tail in the CFS measurement. In con-
trast, the almost linear behavior of the valence band edge and background measured with
UPS has been observed in experiments on clean CuInS2 many times using a laboratory
UV source and at low energy (35 eV) synchrotron radiation and can be found in literature
[117]. With increased exposure to air, it was observed that the band edge becomes more
curved as the sample surface becomes contaminated (sec. 5.1.2.2); the little exponential
behavior that is present is probably obscured by the noise in the measurement.
Figure 30: a) UPS and b) CFS measurements showing initial valence band edge positions of a
CIS absorber etched in KCN for three minutes without CdS. The UPS measurement resulted in
a valence band edge lying 0.65 eV±0.10 eV below the Fermi Level, while the CFS measurement
resulted in 0.70 eV±0.10 eV.
With the indirect method, the shift in the valence band edge due to the deposition of CdS
was found using the shift in the core levels measured before and after the application of
the thin buffer layer. This exploits the assumption that the energy between the valence
band edge and the core level is fixed, even after the CdS deposition. Thus, the CIS core
levels were used to determine the change in the valence band edge from the initial position
18The difference in the intensity (y-) axes of the two graphs in this figure is due to the ability in the
CFS measurements to record the photon flux in-situ. This results in an actual electron yield pro photon
in CFS measurements so that intensities between measurements can be compared as follows later in the
chapter. The flux of the He lamp used for UPS measurements, on the other hand, is dependent on several
unknown factors, including local vacuum chamber pressure and He pressure in the the He lamp. Because
the UPS intensities are susceptible to these random fluctuations, the intensities of the spectra are not
comparable, leading to the intensity axis being marked in “arb. units.” This commentary applies equally
to fig. 32.
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measured in fig. 30 a) to the position in the CIS-CdS junction, which leads to the band
diagram illustrated in fig. 31 b). Similarly, the position of the CdS valence band edge
in all samples with CdS was compared using Cd core levels where the observed change
between these samples was less than 100 meV supporting the assertion in sec. 5.2 of no
band bending in the CdS. Fig. 31 b) shows further the position of the CdS valence band
edge measured on the 7:00 minute CdS layer, corrected using the small shift in the Cd
core level between the 4:00 minute and 7:00 minute samples.19 The difference between the
core level-corrected CdS valence band edge of the sample with the 4:00 minute CdS layer
at 2.40 eV±0.10 eV and that of CIS at 1.15 eV±0.10 eV delivers a valence band offset of
1.25 eV±0.20 eV.
Figure 31: Schematic energy diagram showing a) the bare CIS surface and the CIS-CdS (4 min)
junction with the band offsets at the interface as measured by b) the indirect method resulting
in a band offset of 1.25 eV±0.20 eV and c) using CFS resulting in an offset of 1.45 eV±0.20 eV.
The labeled valence band positions and offsets were measured with reference to the Fermi Level
(dashed line) at the interface. The conduction band and the band bending are shown for
completeness and were not measured here.
Instead of employing the CdS valence band edge of the 7:00 minute sample and the core
level shifts to compute the position of the CIS valence band edge as done above, an alter-
native is to directly measure the CdS valence band edge on the 4:00 minute sample with
UPS because it is also thick enough to be a closed layer and again calculate the position
19The sample used as the “junction” was indeed the sample with 4:00 minutes of CdS. However, in
keeping with the literature, the valence band edge of the thickest layer was used and core level-corrected
back to the sample used as the “junction.”
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of the CIS valence band edge through core level observation. This was done and resulted
in a CdS valence band edge 1.30 eV below the CIS valence band edge, the deviation from
the analysis above lying easily inside the error of the measurement. The observed changes
in the CdS core levels are due to small chemical changes on the CdS surface and not due
to band bending in the CdS buffer layer.
The initial measurement shown in fig. 30 b) was only used as a comparison between the
UPS and CFS methods on CIS. The actual measurement of the band offset using CFS
did not employ this sample (see introduction) in the linear extrapolation analysis. The
UPS measurement on the 4:00 minute CdS layer is shown in fig 32 a), while the corre-
sponding CFS measurement in the CIS valence band edge, taken just prior to the UPS
measurement in the same chamber, can be seen in fig. 32 b). Although three samples were
measured with CFS, with 1, 1.3 and 7 nm thick CdS layers, only the valence band edge of
the sample with the thickest layer could be fitted with a linear extrapolation of the band
edge. The other samples displayed no linear portion suitable for extrapolation and are
thus not shown here (see discussion in sec. D). In spite of this, however, the attenuation
of the CIS signal was used to analyze layer thickness. The attenuation corresponded to
CdS film thickness ratios of 1 : 1.5 : 4, for the 40 second, 1 minute and 4 minute films,
respectively, further supporting the estimates made from the attenuation of the CIS core
level signals.
Figure 32: a) shows the UPS measurement of the 4:00 minute CdS layer complementary
to the CFS measurement on CIS. b) shows the CFS measurement on the CIS-CdS junction
which only probes the CIS valence band edge. This sample was taken to be the “junction”
from which the band offsets were determined. The band offset is EV B,CdS (UPS)−EV B,CIS
(CFS)=1.45 eV±0.20 eV.
Although the CIS valence band edge in fig. 32 b) is rather weak, the position of the edge
is not chosen at random: the difference in intensity between the CIS edge extrapolated
in Fig 30 b) and fig. 32 b) (about three orders of magnitude) can be reasonably expected
from a signal attenuated through ∼5-6 nm of CdS. The values appearing in fig. 31 c) are
taken directly from the measurements in fig. 32 without corrections from core levels. The
direct observation of the CIS valence band edge at 1.05 eV±0.10 eV and the CdS valence
band edge at 2.50 eV±0.10 eV resulted in a valence band offset of 1.45±0.20 eV.
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Changes on the CIS surface from the CdS deposition can be seen by examining the differ-
ence between the results shown in fig. 31 a) before the application of CdS and fig 31 b) and
c) after CdS deposition. In this sample the Fermi Level is pushed an additional ∼400 meV
toward the CIS conduction band edge during the deposition of the CdS, probably within
the first few seconds in the chemical bath: before the deposition, the surface of the CIS
absorber is slightly p-type while after the deposition the surface is solidly n-type.20 This
means the finished cell may contain an inverted absorber surface which is thought to be
advantageous to heterojunction solar cells as long as the thickness of the inverted layer
of the CIS is minimized. The photo-generated holes created in this inverted surface layer
(where many of the photons in the blue range are absorbed) can diffuse to the pn-junction
or to the interface where they will have a high probability of recombination due to the
high defect density and high density of majority carriers (electrons). This results in a
partial loss of charge carriers and a reduction in Isc [1, 118].
6.3 Logarithmic Analysis
The weak behavior of the CFS measurement near the valence band edge on the sample
with the 4:00 minute CdS layer was also investigated using a logarithmic plot in a manner
similar to Sebastiani, et al.’s investigation of a-Si/c-Si [46].
Fig. 33 again shows the CFS spectrum found in fig. 32 b), this time plotted with a
logarithmic intensity axis. The x-axis has been shifted by 2.50 eV, the energy difference
between the CdS valence band edge and the Fermi Level measured by UPS, so that the
valence band offset can be read directly from the position of the CIS valence band edge.
The valence band edge of the CdS is thus at zero, and it can be seen that the highest
excitation energy from the xenon high-pressure lamp was very close to being able to probe
the CdS band edge, and that the CFS spectrum does indeed contain some contribution
from the CdS, although a band edge could not be determined.
Several other curves are also present in the graph. The contribution from the CdS was
fitted with the sum of a straight line (up to the valence band edge) and an exponential
curve (after the band edge), shown here as the red dashed line. The dark dotted line is
the contribution from the CIS, represented here by a down-scaled version of the bare CIS
valence band edge measurement shown in Fig 30 b), the position of the valence band edge
being the same in both plots (linear extrapolation). The scaling factor is CCIS = 8.0x10
−4,
and one can see by this fit that indeed the linear extrapolation shown in fig. 32 b) was
done at a reasonable intensity. These two curves were then added to form the dark solid
line Yintern,fit = CCdS
.Yint,CdS,fit(E) + CCIS
.Yint,CIS(E + ∆E), to be compared with Yint,
the measured CFS spectrum, shown as the red solid line (marked with error bars). The
scaling factors CCdS and CCIS are given at the bottom of fig. 33 and the relative difference
between the fitted and the measured CFS spectra is plotted in the bar at the top of the
figure.
20The band bending caused on the CIS surface by the CdS deposition was not reproducible when
considering depositions from different chemical baths (see discussion, sec. 5.2).
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The fit is very reasonable down to the position of the CIS valence band edge, but in
order to subtract the effect of gap states stemming from the formation of the junction,
the CIS valence band edge in the junction was determined by the linear extrapolation
from fig. 30 b), shifted for band bending to fit into the shoulder clearly seen in the CFS
spectrum, instead of using the linear fit from fig. 32 b). This resulted in a band offset of
1.40 eV±0.20 eV. The shift of the CFS spectrum to correct for band bending was ∆E =
∼450 meV, similar to that found using the core level shifts.
Figure 33: Logarithmic plot of the CIS sample with 4:00 minutes of CdS deposition. This is the
same plot found in fig. 32 b). The band offset determined through the logarithmic investigation
was 1.40 eV±0.20 eV. See explanation in text.
The linear extrapolation in section 6.3 thus overestimated the band offset by 0.05 eV pos-
sibly due to gap states now present on the CIS surface after the CdS deposition, or to CdS
states still able to contribute a small signal at these energies. Although the difference in
the values from the linear and logarithmic analyses of the band offset is small and well
within the error of the measurement, the logarithmic investigation of the CFS spectrum
does illustrate how weak behavior can influence band edge measurements.
The other two samples, with 40 seconds and 1:00 minute of CdS were also investigated in
this way, with a resulting band offset of 1 eV, far smaller than any literature values and
are discussed in Appendix D. We presume that, because of the lack of linear band edges in
these measurements, as already discussed, there was some higher contribution from states
near the CIS valence band edge which smeared out the linear portion, although it would
be expected that with thicker layers, this smearing would become more pronounced, in
contrast to what was observed. It is, however, also possible that the band offset changes
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after the initial deposition period, and that what was measured after 40 seconds and
1:00 minute of deposition time was CdS with a stoichiometry (and thus density of states)
changing with depth seen more clearly with CFS due to the larger information depth and
not seen with UPS. A deposited layer several nm thick with CdS of a certain stoichiom-
etry on the surface would appear to only have this stoichiometry in a UPS spectrum,
whereas a CFS measurement may detect the slight changes with depth. These changes
may become less apparent as the film continues to grow homogeneously after the initial
stages.
Nevertheless, the scaling factors used to down-size the CFS CIS spectrum in fig. 30 b)
for the fits of the three CFS spectra on CIS with CdS were used again to determine a
ratio of the CdS layer thicknesses of 1 : 2 : 6, supporting the estimates made from the
attenuation of the core levels.
6.4 Preliminary Cu(In,Ga)S2-CdS and CuGaS2-CdS Band Off-
set Investigation
Timely and well defined measurements on the band offsets of these two junctions were
hindered by the poor reproducibility of the CIGS and CGS absorbers due to the not
yet fully mature production processes available at the time this thesis was completed.
Samples in a single batch were known, at times, to have differing characteristics. The
differences between samples from separate batches were even more pronounced. Also,
adhesion problems were rampant in the very early stages of the Cu(In,Ga)S2 production.
Because the XPS/UPS experiments employ, in general, several samples, it was decided to
exclude these measurements at first in favor of more defined experiments on the CuInS2-
CdS system. Several preliminary experiments were, however, done on junctions with CdS
and Ga containing absorbers.
These first XPS/UPS experiments with the Cu(In,Ga)S2-CdS and CuGaS2-CdS systems
show similar valence band offsets to the CuInS2-CdS system. This seems likely, because
the upper valence bands off all three chalcopyrites have the same composition, the only
difference being the type III element whose contribution to the valence band are the Ga
3d and/or In 4d quasi-core levels found well away from the valence band edge. Thus the
S 3p states making up the CdS valence band edge will interact in a similar way with the S
3p electrons and the Cu 3d electrons of the CIGS valence band independent of Ga content.
Initial measurements of the Cu(In,Ga)S2-CdS valence band offset resulted in ∆V B =1.30 eV±0.20 eV
while the initial result for the CuGaS2-CdS system was 1.20 eV±0.20 eV.
Thus, within the margin of error, the band valence band offsets between CdS and the
three absorbers CuInS2, Cu(In,Ga)S2 CuGaS2 were the same.
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6.5 Conclusions about the Measured Valence Band Offsets
Using the indirect method of measuring band offsets as a reference, it was shown that
near-UV constant final state yield spectroscopy (CFS) is a suitable method for valence
band edge and valence band offset experiments involving chalcopyrite thin films. The in-
direct method resulted in a measured valence band offset of ∆V B =1.25 eV±0.20 eV while
CFS showed a band offset of ∆V B =1.45 eV±0.20 eV, both of which are in agreement
with literature values [57, 101]. While another source, [100], is also in agreement with the
XPS/UPS result presented here, the CFS result is noticeably different, possibly due to
chemical shifts in the CIS from the CdS CBD. A band offset of ∆V B =1.40 eV±0.20 eV
was determined from a logarithmic investigation of the CFS measurements. Also, the
absolute positions of the valence band edges themselves were similar in both experiments.
This supports again the findings in [97], that the position of the valence band of a I-III-IV2
chalcopyrite will be much more affected by the Cu 3d-S 3p repulsion than the CdS.
An estimation of the conduction band offsets using the bulk values of the band gaps (CIS,
1.5 eV [119]; CdS, 2.4 eV [120]) results in a ∆CB =0.35 eV for the indirect method and
∆CB =0.55 eV for the CFS method. The CFS values are higher than the literature values
discussed earlier (200-400 meV) [57, 81, 100, 101]. In [66], it is suggested through activa-
tion energy measurements, that the effective band gap is around 1.3 eV, corresponding to
a cliff of about 0.2 eV
Although the maximum excitation energy of 7.50 eV barred the possibility of measuring
the CdS valence band edge with CFS, the high mean free path of low-kinetic energy
electrons made it possible to measure the valence band offset of the CIS-CdS junction
using only one sample. Also, because both edges were measured directly, CIS with CFS
and CdS with UPS, any chemical changes taking place on the CIS surface during CdS
deposition can be accounted for. Both of these factors represent an improvement over
the indirect method. At a later time, after an excitation source able to produce higher
photon energies is available, the CdS valence band edge will also be measurable with CFS.
Ga was also introduced into the system in this chapter. Preliminary valence band off-
set measurements of the Cu(In,Ga)S2/CdS and CuGaS2/CdS junctions resulted in values
of ∆V B =1.30 eV±0.20 eV and ∆V B =1.20 eV±0.20 eV, respectively. Ga concentration,
therefore, has no effect on the valence band offset of the general Cu(In,Ga)S2/CdS system
within experimental error.
In the next chapter the effect of Ga on the conduction bands of CuInS2, Cu(In,Ga)S2 and
CuGaS2 is investigated with two methods and the results are compared to each other and
to bulk values. The effect of the Ga on the conduction band line-up with CdS is also
discussed along with the consequences for the solar cell.
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7 The Cu(In,Ga)S2 Conduction Band
7.1 The Accessibility of the Conduction Band to Measurements
The semiconductor conduction band plays an important role for charge carrier transport
in solar cells with a p-type absorber and n-type window as investigated here. The minor-
ity carriers, responsible for solar cell characteristics, are electrons in this type of cell at
the point where electron-hole pairs are created and separated and are transported in the
conduction band. For this reason, the band line-up at each junction between the different
materials of the cell should not hem the flow of electrons through potential barriers, while
at the same time causing no reduction in the effective band gap of the device and the p-n
junction should not coincide with the metallurgical junction, as discussed in sec. 4.4. This
is most easily done through a flat conduction band edge through the junction although a
small spike less than ∼300-400 meV, surmountable by the electrons through thermionic
emission alone, can improve junction characteristics [1, 57, 80].
The main difficulty in studying the conduction band of a material with photoelectron
spectroscopy is that the states of the conduction band are not occupied, and thus, no
electrons can be excited out of them as is the case with PES and the occupied lower
states. When studying bulk effects in a semiconductor, optical methods can be used to
directly acquire the bulk band gap. If the position of the bulk valence band edge is known
these two values can simply be added to attain the position of the conduction band edge.
However, for the investigation here, the surface characteristics of the Cu(In,Ga)S2 are of
interest because these are the decisive values affecting junction properties. In order to
study these properties with surface sensitive methods employing electrons one is then left
with the strategy of filling these unoccupied states and observing how the system reacts.
One difficulty is that the system may no longer be in the ground state during measure-
ments for reasons which will be discussed further below. This can make comparison with
UPS spectra to determine the surface band gap difficult. In spite of this, investigations
of the conduction band can still give information about the system if one is careful with
the interpretation of the results.
Two methods were used here to investigate the conduction bands of CIS, CIGS and CGS
and the effect of Ga concentration: Near Edge X-Ray Absorption Fine Structure (NEX-
AFS), a special form of X-Ray Absorption Spectroscopy (XAS), and Inverse Photoelectron
Spectroscopy (IPES). In the former, a core hole is present in the system leading to possible
distortion of the energy bands described by the final state rule in sec. 3.4, whereas in the
latter, an additional particle, an electron, enters the system leading to possible charging
effects (sec. 7.5) if the incoming electron flux is too high. Because of the low probability
of the electrons coupling into the empty conduction band states, high currents used to
increase signal intensity may cause the charging effects which can shift the position of the
measured band edges.
In this section, the discussion of the conduction band of Cu(In,Ga)S2 and the conduction
band offset with CdS will remain a relative one, because, as will be seen, the setting of
an absolute zero of energy remains elusive. Nevertheless, important information about
the nature of the CIGS conduction band can be gleaned from the investigation which can
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help to understand the function of the junction in the solar cell. Apart from being an
interesting material system, the main impetus for these investigations as pertains to the
solar cell is to learn more about the evolution of the Cu(In,Ga)S2 band gap with the ad-
dition of Ga and to try to identify why the open circuit voltage, Voc, of CIGS-based solar
cells is ∼100 mV higher than that of its CIS counterpart. Although it has been concluded
from the afore mentioned optical methods, more specifically quantum efficiency [66] and
UV-VIS absorption [67] measurements, that the band gap of Cu(In,Ga)S2 increases with
Ga content, there is no information contained in these measurements about which band
edge moves in order to accommodate this change. And this change, of course, however it
may come about, may have profound effects on the band line up at the Cu(In,Ga)S2-CdS
interface.
Previous investigations of the Cu(In,Ga)Se2/CdS junction have shown most of the opening
of the band gap of Cu(In,Ga)Se2 with increased Ga content takes place in the conduction
band [121]. Correspondingly, the largest changes in band offset are also between the con-
duction bands of Cu(In,Ga)Se2 and CdS as opposed to the valence bands. It remains to be
seen if the Cu(In,Ga)S2/CdS system reacts in a similar way to increased Ga concentration.
7.2 NEXAFS
In XAS, an electron can be excited into an unoccupied level without leaving the solid if
hν ≥ ∆E, where ∆E is the energy difference between the initial and final states. The
energy at which this transition occurs determines the energetic position of the absorption
edge of a specific electron shell. Although information is contained in the entire absorp-
tion spectrum, sometimes extending hundreds of eV past the absorption edge as discussed
in sec. 3.4, the focus here is on the edge itself and the region immediately following called
NEXAFS.
In NEXAFS, electrons from a specific core level of an atom in the sample are excited into
the unoccupied states of the conduction band by continuously increasing the excitation
energy until ∆E is reached. The further increase in incident energy can then be chosen
to measure the selected post-edge region. The selection of a specific energy range leads
to the excitation of a specific part of an orbital, or edge, in the selected element of the
sample. The remaining core hole causes several different phenomena to occur, each of
which can be used to determine at which excitation energy the electron was excited into
the lowest, allowed, unoccupied state (fig. 5) and correspond to different information
depths in the sample. Unless otherwise noted, sample current is used here to detect the
excitation energy at which the absorption begins because of its rather surface sensitive
nature. Although it would be theoretically more surface sensitive to use the electron
analyzer to detect electrons with the kinetic energy of the Auger electron corresponding
to the transition being investigated, this method was attempted and produced unusable
spectra of very poor quality.
In the following sections a linear background determined through the extrapolation of the
linear portion of the spectrum before the edge was subtracted from all NEXAFS spectra.
In addition an energy calibration was carried out to ensure at least a relative energy scale
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between all spectra of one edge, as discussed in the following section.
7.2.1 Mirror Current
Before starting the discussion
Figure 34: The process of adjusting NEXAFS spectra using
the mirror current in order to ensure at least all measurements
of a single absorption edge enjoy a common, relative energy
scale. The shift is enlarged here for clarity, although shifts of
up to 1.30 eV were routinely seen.
of the NEXAFS measurements,
the issue of the reproducibil-
ity of the excitation energy
needs to be resolved. The monochro-
mator is run by a step mo-
tor with the resulting exci-
tation energies being calcu-
lated from the motor position.
Slipping of the motor, for ex-
ample, especially when the monochro-
mator is driven far from a cer-
tain energy region between mea-
surements, can cause differ-
ent scans to be slightly shifted
in energy. Because part of
the analysis of the absorption
spectra entails the investiga-
tion of shifts in the absorption edges, the possibility that the shift is due to a non-
reproducible monochromator scan must be ruled out.
Fortunately, the mirror current, I0, recorded parallel to each absorption edge contains
energy dependent features which allow for the determination of a relative energy scale. A
shift of the mirror current spectra and a matching shift of the corresponding absorption
spectra, as shown in fig. 34 ensure at least a common, relative energy scale for all spectra
of a specific edge [122]. The dips in this figure were fitted allowing the determination of
the energy scale to an accuracy of ±100 meV for the Cu L3 spectra. As will be discussed
below, the S L3 spectra
21 had, for example, a much larger error. The immediate purpose
here is, however, to illustrate how the relative calibration of the absorption edges was
performed.
An absolute scale could be defined if the material on the mirror causing these small ab-
sorption features could be identified. This is routinely done with higher energy edges
where a material reference, whose absorption edge energy is known, is measured parallel
to the sample.
7.2.2 Complementary Valence Band Meausrements
Before presenting the results of the conduction band measurements, it is reminded that
not only the position of the conduction band is of interest, but also whether the valence
21The S spectra actually show the edges of S L2,3 corresponding to the S 2p1/2 and S 2p3/2 core levels,
respectively. However, because the two edges are only 1.2 eV apart only the first edge, S L3, can be
distinguished. For the sake of simplicity this spectrum will be referred to as S L3.
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band shifts with incorporation of Ga into the Cu(In,Ga)S2 lattice. For this purpose,
valence band measurements were made at BESSY with 35 eV excitation energy on CIS,
CIGS and CGS samples in addition to the NEXAFS measurements. The results of these
measurements are shown in fig. 35 and illustrate several characteristics of the evolution
of Cu(In,Ga)S2 with increasing Ga content.
In a way, these measurements sup-
Figure 35: Valence band edges of CuInS2, Cu(In,Ga)S2
and CuGaS2 measured with an excitation energy of 35 eV
at BESSY. The edges of CIS and CIGS are at the same
position showing that the opening of the band gap be-
tween these two materials is due to the conduction band
alone. The CIGS edge is shifted toward the Fermi Level.
plement chapter 6, but find their
own place here by completing the
picture of Eg for the Cu(In,Ga)S2
system. The structure of the up-
per valence band edges can clearly
be seen, along with the p-d re-
pulsion, also discussed in chapter
6. While no change is seen be-
tween the position of the valence
band edge of CIS and CIGS [123],
meaning that the opening of the
band gap must be due to the con-
duction band alone, the valence
band edge of CGS is moved closer
to the Fermi-Level by 300 meV due
to the increased prominence of the
Cu 3d states at 3 eV. Not only
does this support the XPS find-
ings of a Cu-richer CGS surface
([Cu]/[In]=0.25 for CIS and [Cu]/[Ga]=1.20 for CGS), but the increased amount of Cu
increases the repulsion between the Cu 3d states and the S 3p states, thereby pushing
the Cu 3d states toward the Fermi Level [94, 97]. Thus, in the case of the CGS, using
the bulk band gap value of 2.40 eV as a starting point, it can be concluded that here the
opening of the band gap includes a shift of both bands where the conduction band must
compensate for the effective closing of the band gap from the valence band.
It must be emphasized once more here that the values given are for the surface of the
sample and may be preparation dependent. Furthermore, the results for the surface can-
not necessarily be carried over to bulk properties. It is, however, the surface properties
that are interesting in this case because the surfaces are directly involved in the junction.
Although the measured positions of the valence band edges of CIS and CIGS were shown
to be the same, it is probable that the positions differ by an amount much smaller than
the ±100 meV error attached to these measurements. The measured Ga concentrations
on the surface of the CIGS of about 8% supports the existence of a very small shift and
would keep with the trend that increased Ga concentration continually shifts the valence
band edge toward the Fermi energy similar to what is found with a continuous opening
of the band gap.
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Moving on, now, with the bulk band gap values for CIS (1.50 eV), CIGS (1.60 eV) and
CGS (2.40 eV), these initial valence band edge measurements can be used to make an
estimate of approximately where the conduction band edges will be. For CIS one would
expect the conduction band to be at about Ec − Ef=0.80 eV, while for CIGS and CGS
this value will be 0.90 eV and 2.00 eV, respectively. These are, again, bulk band gap val-
ues and, therefore, an opening of the band gap toward the sample surface, proposed by
several authors [107, 126], could change these energies. In the case of CIS and CIGS it
is thought that both absorbers have some degree of Cu depletion toward the surface, and
a general trend of an opening of the band gaps toward the surface is expected, although
the absolute change between Eg,bulk and Eg,surface off the samples need not be the same.
It must be noted here that UPS is a band bending-dependent method and the mea-
surements in fig. 35 may have the observed values due to coincidental circumstances.
However, care was taken to etch and mount all three samples at the same time under the
same conditions in order to minimize discrepancies in the band bending on the surface
of each sample. And the values here correspond to the values most often seen over many
measurements done on similar samples. Therefore, if there were a real difference between
the position of the valence band edge of CIS and CIGS which is sometimes obscured by
discrepancies in sample preparation, a general trend of differing values would be expected
but was not observed.
7.3 NEXAFS Measurements
The initial allure of the NEXAFS measurements is, neglecting the core-hole problem, to
determine the energy of the conduction band edge through the equation
EEdge − EB = Ec − Ef (25)
where EEdge is the energy of the absorption edge, EB the binding energy, Ec the position
of the conduction band edge and Ef the Fermi Level.
The reality, however, is that NEXAFS measurements contain only information about the
partial density of states seen by the excited atom. The excitation energy of the measured
edge corresponds to the energy difference between the selected core level and the first
allowed, empty state in the conduction band. It cannot be known a priori whether the
first allowed state is at the bottom of the conduction band.
Furthermore, when attempting to define an absolute energy scale, the core hole problem
comes into play twice. Once in the material under study and second in the metal used to
define a “Fermi Level.” This will be discussed to a further extent below.
Therefore, in order to respect these difficulties, yet still interpret the NEXAFS spectra in
a meaningful way, the Cu L3 (Cu 2p3/2), In M4,5 (In 3d3/2 and In 3d5/2), Ga L3 (Ga 2p3/2)
and S L3 (S 2p3/2) absorption edges will be shown in the following sections and several
different methods of analysis will be presented and discussed.
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In the following spectra, the energetic positions of the absorption edges are taken to be
the position of the edge half way between the background and the initial peak following
the edge. In the literature, several other methods are found, such as using the position
of the inflection point of the edge, or an extrapolation of the edge to zero. The reason
for the choice here was to attempt to analyze only the relative positions of the peaks and
because it does not introduce any new error beyond that coming from the mirror current
calibration. However, it is fair to discuss further how the precise position of the edge
should be defined. It will be seen later that the quantitative analysis only appears toward
the end of the section on NEXAFS and that the preceding qualitative analysis discusses
the difficulties arising not only from the experimental method of X-ray absorption, but
also from the specific problems posed by the Cu(In,Ga)S2 samples when analyzing the
absorption spectra.
7.3.1 Raw NEXAFS Data
Figure 36: Absorption edges of a) Cu L3, b) In M4,5, c) Ga L3 and d) S L3 from CuInS2,
Cu(In,Ga)S2 and CuGaS2. The individual energy scales are not absolute, but instead relative,
making shifts in the spectra correspond to real energy differences between the core level and
first allowed, unoccupied state in the conduction bands of the three materials.
The L3 absorption edges of Cu, S and Ga and the M4,5 absorption edge of In are presented
in fig. 36. All energy axes are calibrated relatively, as discussed above, so that energy
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differences in the absorption edges are real differences in ∆E of each material. ∆E is,
again, the energy difference between the core level and the first allowed, empty state in
the conduction band in the excited state of the material.
Interesting is that the spectra from the In M4,5 edge in b) and the Ga L3 edge in c) display
no shift. This means between the different materials, either the corresponding core levels
and the first allowed empty state shift exactly parallel, or, as seems more plausible, there
is no shift in the detected states with the addition of Ga.
The remaining spectra of Cu L3 in a) and S L3 in d) show clear shifts, the meaning of
which can only be correctly interpreted after the subtraction of the corresponding core
level binding energy. The shift in the absorption edge contains no information about
which level, the core level or the conduction band state, was effected by the increase in
Ga concentration.
It can, however, already be seen from fig. 36 that the incorporation of Ga does affect a
change in the electronic levels of Cu(In,Ga)S2 of some kind. This we will now investigate
in more detail.
The pre-edge features in the CIS and CGS Cu L3 spectra at 930 eV are due to CuO or
CuS on the sample surface. A phase containing Cu with a partially unfilled 3d band will
bring about such a feature because the oscillator strength between the Cu 2p and Cu 3d
band is very high. Even a small amount of this phase in or on the surface of the sample
will contribute noticeably to the spectrum [18, 21].
7.3.2 Material Specific Analysis
Before investigating the spectra of the individual elements with respect to each other
under consideration of the binding energies, we want to consider the conventional method
of moving forward with NEXAFS spectra.
Because a NEXAFS spectrum contains information about the partial density of states
seen by the excited atom, a full series of spectra from all atoms will give information
about all states in the conduction band, including the nature of their orbital momentum
which will be hybridized in the conduction band as investigated for the Cu(In,Ga)Se2
system by [21]. Here it was shown that the bottom of the conduction band of CuInSe2
is comprised chiefly of In s-states with a significant admixture of Se p-type states and
finally Cu p-type states > 3eV above the conduction band edge.
Because of the identical valence structure of Se and S, it is assumed here that the lower
conduction band of CuInS2 has the same structure, with the obvious substitution of S for
Se and under consideration of the fact that Se has an extra electron shell but the same
valence structure. This can also be found in literature [125].
With this information about the conduction band, it was hoped to plot the three or four
different spectra for each substance together in a single plot and subtract the correspond-
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ing binding energies. The result would be a graph of the different partial densities of
states of the three materials plotted versus binding energy, which would, when viewed
together, show the structure of the Cu(In,Ga)S2 conduction band and how it evolves with
the addition of Ga. The resulting attempt for CIS is seen in fig. 37 a).
Figure 37: Absorption spectra from the three elements in CuInS2 displayed a) after the sub-
traction of the corresponding core level binding energies. b) shows an idealized picture of the
expected result. Reasons for the discrepancy are given in the text.
Fig. 37 b) shows a shifted version of a) which displays how the result of such an analysis
is expected to look. In this idealized version of the conduction band none of the edges
extend past the the Fermi Level (0 eV), as the spectra represent states in the conduc-
tion band. Furthermore, there are features common to different spectra (marked by the
dotted lines in the figure). These correspond to regions of high densities of states in the
conduction band into which electrons from different atoms can be excited. For example,
the first peak of In and S fall together, meaning that electrons of d-type (from In) and
p-type (from S) can both be excited into the bottom of the conduction band. The 2p
electrons from Cu are excited first into a level lying slightly higher along with In. Cu and
In then share another level around 5 eV.
The value of this plot, if it had been successful for all three materials CIS, CIGS and CGS,
is that one would have been able to follow the evolution of the states common to different
partial densities of states and would have also seen that new states would emerge as Ga
was incorporated into the lattice. Presumably some of the states, most certainly those
on the conduction band edge (In s-states), would have moved away from the Fermi Level,
indicating and opening of Eg. The value of the information contained in [21] is that one al-
ready has some knowledge of which states are to be expected at which energetic positions.
There are two reasons why fig. 37 a) did not result in a plot resembling fig. 37 b). First,
the measurements of the absorption edges and those of the core level binding energies
have different information depths. The core levels were measured with conventional XPS
meaning that the information depths were at most 3 nm, whereas the absorption spectra,
being measured with total electron yield, can also count electrons which have been elas-
tically scattered, thereby increasing the depth of the sample out of which the electrons
can originate. The highest information depth of total yield was estimated to be between
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15-20 nm for the Cu L3 edge. Because of the known gradients in the samples toward the
surface, it is plausible that the binding energies at the surface and at a depth of 20 nm are
different. This is underscored by fig. 27 where a difference in the absorption edge can be
seen between total electron yield and fluorescence signals, indicating a difference in the
electronic configuration of the states between the bulk and the surface. This phenomenon
will be referred to hereafter as “surface effects,” and could include intrinsic band bending
toward the sample surface.
Because band bending would shift all core levels parallel, it could not be responsible for
the large shift between absorption edges in fig. 37 a), but it could be responsible for an
equal shift of all edges by several tenths of an eV, resulting in, for example, some edges
lying below the Fermi Level which was solely determined through the subtraction of the
core level binding energies.
The estimated magnitude of the surface effect was a maximum of 500 meV, although
values could change from sample to sample. The second and more vital reason for the
discrepancy between fig. 37 a) and b) could, however, effect the edge position by more
than 1 eV. This source of error concerns the mirror current calibration discussed in sec.
7.2.1. As mentioned already, this calibration ensured that all edges common to a specific
element had a common energy scale which was not necessarily absolute. Thus, when com-
bining absorption edges with very different energies and individual energy calibrations,
none of which are absolute, the resulting graph contains essentially no information about
relative edge position.
Because the groups of edges from each element share a relative energy scale, the physical
information contained in the element specific analysis of the absorption edges can be more
fully interpreted.
7.3.3 Element Specific Analysis
Although in this section the problems arising from surface effects are still present, we hope
to limit their influence, along with the effect of the previously mentioned band distortion,
through a few simple, yet well grounded assumptions, especially in the case of the Cu L3
absorption measurements.
7.3.3.1 Cu L3 Absorption Edges According to [21], the Cu L3 measurements probe
antibonding states formed from hybridized Cu 3d-4s states which are further hybridized
with In-S orbitals, found at the absorption edge, and Cu 4s states at lower binding ener-
gies which make the main contribution to the absorption intensity. The absorption edges
will be evaluated here after the subtraction of the Cu 2p3/2 core level binding energies
under two different assumptions. The fact that the edges appear below the Fermi Level is
for the moment of no consequence as the energy scale is, as already mentioned, still only
relative.
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Fig. 38 shows the Cu L3 absorption edges after the subtraction of the Cu 2p3/2 core
level binding energies actually measured on the samples during the NEXAFS measure-
ments. These values were Eb,Cu2p3/2 = 932.4 eV, 932.0 eV and 931.8 eV for CIS, CIGS and
CGS, respectively. The subtraction of these values, as can be seen in fig. 38, leads to
an increase in the shift between all of the absorption edges when compared to fig. 36
a). This is most noticeabe between CIS and CIGS, although the order of the position of
the edges remains intact. The position of the absorption edge for CGS compared to that
of CIGS is noticeably less than the expected 1 eV discussed at the beginning of the chapter.
However, because of the difficul-
Figure 38: Cu L3 absorption edges of CuInS2,
Cu(In,Ga)S2 and CuGaS2 after the measured Cu 2p3/2
core level binding energies have been subtracted.
ties posed by the surface effects,
the subtraction of these values is
not concrete enough, as the val-
ues may easily change from sam-
ple to sample.
It was, therefore, decided to look
at the Cu 2p3/2 core level binding
energies measured on many sam-
ples, along with literature values
for CIS, CIGS and CGS and to
use binding energies that were most
representative of the three sam-
ples over longer observation. Not
only does this correct for some of
the non-reproducibility of the samples, but when one considers that the Cu L3 NEXAFS
measurements done on many different sets of samples all led consistently to the same
result presented in fig. 36 a) it would not be reasonable to apply data specific to one set
of samples to the analysis of this reproducible measurement.
From the measurements of the Cu 2p3/2 core level binding energy done for this thesis,
combined with similar details from literature [123], the value of Eb was set at 932.0 eV
for both CIS and CIGS, whereas Eb for CGS, lying consistently under those of CIS and
CGS, was set at 931.8 eV.
The subtraction of these binding energies leads to fig. 39. Because there was no difference
in the binding energies of CIS and CIGS, the shift between their absorption edges remains
the same as in fig. 36. In the case of the CGS, due to the slightly smaller binding energy,
the shift between CIGS and CGS has been slightly enlarged compared to the fig. 36.
However, as with fig. 38, the shift between CIGS and CGS still falls well short of the 1 eV
expected from the bulk band gap estimates.
The shift between CIS and CIGS is 150 meV while the shift between CIGS and CGS is
400 meV.
If one attempts to define an absolute energy scale for these spectra, the most obvious
method would be to measure a metal reference to define a Fermi Level because the first
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unoccupied state of a metal corresponds to Ef . This was done with Cu metal sputtered
for 45 minutes to ensure a clean surface. This measurement resulted in fig. 40 after the
subtraction of the measured binding energy of the Cu 2p3/2 core level from the metal
spectrum. This measured value was Eb,Cu=932.4 eV and is taken to be correct because
there is no band bending in metals and the surface was cleaned. This value also coincides
with literature values although these values display a large spread [124]
Making the initial assumption that
Figure 39: Cu L3 absorption edges of CuInS2,
Cu(In,Ga)S2 and CuGaS2 after Cu 2p3/2 core level bind-
ing energies have been subtracted which attempt to cor-
rect for surface effects which cause differences in Eb mea-
sured with XPS and those excited during NEXAFS mea-
surements.
the half-maximum of the Cu metal
spectrum corresponds to the Fermi
Level, as indicated in fig. 40, val-
ues corresponding to Ec−Ef can
be read off for the three materials.
These values are 1.75 eV, 1.90 eV
and 2.30 eV for CIS, CIGS and
CGS, respectively. When added
to the values for Ef − Ev deter-
mined from fig. 35, the results
are surface band gap values of 2.45 eV,
2.60 eV and 2.70 eV, again for CIS,
CIGS and CGS, respectively.
The difficulty of incorporating the
Cu metal spectrum in the mea-
surements in this way must, how-
ever, also be discussed. Because
elemental Cu has 3s states as its first unoccupied levels, the electrons from the Cu 2p
cores levels will indeed be excited into the states at the Fermi Level. However, as is the
case with CIS, CIGS and CGS, expressed by the final state rule (sec. 3.4), there may be
some band distortion in the Cu metal measurement different than that in the other three
materials. Thus, when comparing the CIS, CIGS and CGS spectra with the Cu metal
spectrum, two possible band distortions come into play. The inclusion of the Cu metal
reference spectrum as an indication of a real Fermi Level, can, therefore, not be supported
on physical grounds.
For this reason, the quantitative results of the the Cu L3 spectra must be limited to
the relative shifts between the spectra themselves. This, however, does not free us from
possibly different band distortions in CIS, CIGS and CGS described by the final state rule.
If the assumption is made, however, that the CuInS2 and Cu(In,Ga)S2 experience similar
band distortions due to the similarity of their lattice structures, the shift between the
two spectra is real. This assumption is supported by the only small amount of Ga (∼8%)
which was measured on the CIGS surface and the structure of the Cu L3 spectra following
the absorption edge. These structures show the conduction band of both materials to be
very similar.
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This assumption cannot, however, be carried further to the CGS. Not only is the lattice
well known to be different from CIS, but the structure of the conduction band after the
absorption edge (>1 eV in fig. 39) can be seen to be different from that of CIS or CIGS.
Furthermore, the relatively small shift between CIGS and CGS in fig. 40 suggests that
the band distortion in CGS is more pronounced than in CIS and CIGS.
Figure 40: Cu L3 absorption edges from CuInS2 (red), Cu(In,Ga)S2 (blue), CuGaS2 (red) and
Cu metal (black). The metal spectrum represents the Fermi Level in order to quantify the Cu
L3 spectra. See text for further details.
In order to explore the magnitude of the error attached to the NEXAFS measurements,
it is useful to consider first fig. 41 which shows multiple Cu L3 spectra for each material
zoomed in at the half-maximum before the subtraction of the binding energies. These
measurements were made at four different positions of each sample to investigate both the
homogeneity of the sample surface and the reproducibility of the Cu L3 measurements.
It is quite clear that the spread between the four spectra of each material is smaller than
the shift between the edges of the samples themselves.
It was also attempted to correlate the fluctuations in the band edges with the positions
of the core levels as well as with the local concentrations of Cu, In, S and Ga. However,
no correlation between any set of parameters was found which further supports the de-
tachment of the XPS-measured properties of the sample surfaces from those properties
measured with NEXAFS.
Because the half-maximum was used to evaluate the energetic position of the edge, as
opposed to a linear extrapolation as is the case with UPS valence band measurements,
this source of error is not as critical as it is with UPS. It should be called to attention
that this method of evaluation was only possible because relative differences were sought.
If absolute positions were the final goal, another form of analysis may have been more
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appropriate.
This means that the main source
Figure 41: The spread in the values of the absorption edges
of CIS, CIGS and CGS at four different positions on each sam-
ple can be seen to be under 0.1 eV. This is noticeably smaller
than the shifts between the absorption edges of the different
elements themselves.
of error for these measurements
is caused by the calibration
of the spectra using the mir-
ror current discussed in sec.
7.2.1. This has been deter-
mined to be±100 meV for the
Cu L3 spectra after complet-
ing the fitting of the corre-
sponding mirror currents. How-
ever, as can be seen from fig.
41, where the CIS and CIGS
spectra were measured directly
after one another, the error
in the measurements where
no calibration was needed is
smaller than ±100 meV. Due
to this high reproducibility of
these spectra, the final error
for the Cu L3 spectra is±30 meV
This is, however, different for
the S L3 spectra.
7.3.3.2 S L3 Absorption Edges Fig. 42 shows the S L3 edges from CIS, CIGS and
CGS which, according to [21], measure the S 3d states in the conduction band. In this
case, in contrast to the Cu L3 spectra, because the binding energies of the S 2p core levels
were not studied in as much detail as were the Cu 2p levels, the binding energies measured
with the NEXAFS spectra were subtracted from the edges in fig. 36 d), although reasons
against doing this have already been given. In the case of S, however, the “surface effects”
have the smallest impact. All core levels of Cu, In, Ga and S were measured with 1150 eV
excitation energy, giving the S 2p levels of the highest information depth from the four
elements. At the same time, the NEXAFS measurements have the lowest information
depth due the low excitation energy need to excite the S 2p core level. This observation
is supported by the realistic results obtained from the S L3 spectra after subtraction of
the S 2p core level binding energies.
These values were 161.85 eV, 161.70 eV and 161.45 eV for CIS, CIGS and CGS, respec-
tively, although it can be found in literature, as with Cu 2p, that there is no difference
between CIS and CIGS [123]. The subtraction of these binding energies is not completely
physically justified, however, it does not alter the order of the spectra when compared
to fig. 36 d), leading again to the interpretation of an opening of the band gap through
a shift in the conduction band with increasing Ga concentration. These spectra were
also calibrated with their corresponding mirror currents, which contained much broader
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structures than the Cu L3 mirror currents, leading to a larger error of ±300 eV, as will be
discussed in the next section.
But first, it is interesting to point
Figure 42: S L3 absorption edges from CuInS2,
Cu(In,Ga)S2 and CuGaS2 after the subtraction of the
measured S 2p3/2 core level binding energies not corrected
for surface effects. The large shift between Cu(In,Ga)S2
and CuGaS2 is reflective of the large change in band gap
between the two materials.
out several features of the S L3
spectra.
As already mentioned, the order
of the S L3 spectra also suggests
an opening of the band gap with
increasing Ga content. If one looks
at the differences in the band edge
positions one finds differences of
0.4 eV between CIS and CIGS and
1.1 eV between CIGS and CGS.
While both shifts are somewhat
larger than those found with the
Cu L3 edges, the shift between
CIGS and CGS is only slightly
larger than the 1 eV shift expected
with the bulk band gap estimates.
In fact, if one takes the energy
scale to be absolute the values of Ec − Ef for CIS, CIGS and CGS, respectively, are
0.7 eV, 1.0 eV and 2.1 eV. This results in surface band gap values, again after the addition
of the values for Ef − Ev from fig. 35, of 1.4 eV, 1.7 eV and 2.5 eV for CIS, CIGS and
CGS, respectively. These values are much more similar to the bulk band gap values than
those calculated with the Cu L3 edges leading to the conclusion that the effect of the band
distortion may be much reduced when using the the S L3 edge. This is further supported
by the larger shift between CIGS and CGS as would be expected to accommodate such
a large increase in band gap from 1.6 to 2.4 eV. In fact, this shift is so large that after
consideration of the error of ±300 eV it can still be considered real.
It can also be shown with the S L3 spectra, as was the case with the Cu L3 spectra, that
the structure of the conduction band, as reflected by the portion of the absorption curve
after the edge (>1 eV for CIS, >1.5 eV for CIGS and >2.5 eV for CGS), that the con-
duction bands of CIS and CIGS are much more similar to each other than to that of CGS.
7.3.3.3 S L3 Mirror Current The energy calibration of the S L3 edges was difficult
because, as can be seen in fig. 43, the structures found here are much wider than in the
Cu mirror current spectrum, fig. 34. While the latter has dips of about 2 eV in width, the
peaks shown here are at least 5 eV wide and are very noisy (these are smoothed spectra).
Due to this, the structures were fitted, although an accuracy of better than ±300 eV could
not be reached. And because the S L3 spectra were not measured one after the other (In
was measured in between), an energy-calibration with the mirror currents was essential,
leaving the measurements shown in fig. 42 with a relatively large error.
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In fig. 43, one finds several arrows indicating where different fits and calibrations were
attempted. Shifts determined through fits of one structure did not correspond to shifts
determined through fits of another structure, that is, the calibration-shifts derived from
one fit were unique to that fit. In total, four calibrations were done, two on the first dip,
one from about 158 to 164 eV and another more narrow one from about 160 to 165 eV,
both centered on what appears to be the base of the trough at about 162.5 eV. The third
fit was of the peak in the middle from 165 to 171 eV also centered around 165.5 eV while
the fourth calibration was done on the edge that appears by the arrow to the far right.
For this last calibration no shift was necessary as the edges were already aligned, which
leads, of course, to the spectra as they were measured. The first three fits, while it was
attempted to make them have some kind of physical sense, were very questionable; a small
variation in the energy region chosen for the fit led in some cases to several tenths of an
eV difference in the edge shift. The alignment of the small edge, while in itself simple, is
also questionable because of the noise and, moreover, it is unlikely that no calibration is
needed in this case.
The spectra shown in fig. 42 are
Figure 43: Mirror current spectra (smoothed) measured
parallel to the S L3 spectra. The difficulty in calibrating
the S L3 spectra can be seen here because of the width
of the mirror current structures and low signal-to-noise
ratio. The arrows indicate features fitted for different cal-
ibrations of the S L3 spectra.
the result of the fit of the cen-
tral feature in fig. 43 at 168 eV
because it was seen as the “most
comfortable” fit.
However, it is interesting to note
that while the four calibration at-
tempts resulted in differing posi-
tions for the all three edges, the
CGS edge was always separated
from the other two edges by be-
tween 0.7 and 1.0 eV. This lends
credence to the notion that the
effect of the core hole indeed de-
creased by the use of the shallow
S 2p core level. The edges from
CIS and CIGS, although they crossed
one another in some fits due to
their different slopes were, in all but a few scenarios, in the same order as the Cu L3
spectra.
7.3.3.4 In M4,5 and Ga L3 Absorption Edges The In M4,5 edge, which like the In
L1 edge measures hybridized In p + S (p,d) states according to [21], and the Ga L3 edge
found in fig. 36 show, in contrast to the Cu L3 and S L3 edges, no shift with higher Ga
concentrations. As mentioned, this means either no change in the electronic positions of
the core levels and end states with the addition of Ga, or an exact parallel shift between
these states, keeping their energy difference exactly the same. The second situation is un-
likely because shallow levels in the valence and conduction bands are effected by changes
in the surrounding atoms of the lattice more than core levels. A parallel shift would cor-
92
respond to a change in the surrounding lattice effecting the conduction band states and
core levels equally.
The In M4,5 and Ga L3 spectra are shown again in fig. 44 a) and b), respectively, after the
subtraction of the corresponding core level binding energies. The measured values were
444.80 eV and 444.55 eV for In 3d5/2 in CIS and CIGS, respectively, while for Ga 2p3/2
the values for CIGS and CGS were 1117.30 eV and 1117.35 eV, respectively. As was the
case with S 2p3/2, the measured core level binding energies were used without corrections
for surface effects.
Figure 44: In M4,5 and Ga L3 absorption edges after the subtraction of the measured binding
energies which were not corrected for surface effects.
While the Ga L3 spectra show essentially no shift before or after the subtraction of the
binding energy, there is a difference in the measured binding energy of the In 3d5/2 core
level. However, because fig. 36 b) would correspond to a parallel shift between the In
3d5/2 core level and the end state of the absorption in the conduction band or no change
in either state, the difference in measured core level binding energy is more likely a surface
effect similar to the that seen in the other core levels in this chapter, causing the binding
energy measured with XPS to differ from the binding energy of the core levels excited
during the NEXAFS experiments. The same In 3d core level binding energy in CIS and
CIGS is also found in literature [123].
Thus, the most likely interpretation of the In M4,5 and Ga L3 measurements is that the
effect of the higher Ga concentration on the core level and conduction band binding en-
ergies of these two elements is smaller than the ±100 meV error of the measurements.
Therefore, the substitution of Ga for In, that is, one group III element for another, results
in only small (<100 meV) changes in the elements’ electronics states. This is supported
by the lattice structure of Cu(In,Ga)S2 as it can be seen that the two elements have no
common bonds.
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7.3.4 The Cu L3 Edge After CdS Deposition
The Cu L3 absorption edge was also measured on the three absorbers after a short (40 sec,
0.7 nm) CdS deposition in order to investigate any possibly resulting chemical shifts on
the absorber surface which may not be detectable by XPS because the shifts here can
involve conduction band states in addition to the core levels. And these shifts would
have an influence on the conduction band offset between the CdS and CIS. Band bending
effects, such as those seen in XPS/UPS (chapter 6), will, however, not be seen in NEXAFS.
Figure 45: Cu L3 spectra from CuInS2, Cu(In,Ga)S2 and CuGaS2 before and after CdS de-
position. Spectra are normalized to the absorption edge maximum and shifted vertically for
clarity.
As can be seen from fig. 45, apart from slight differences in the slope of the edge and light
fluctuations in the post-edge region, the spectra before and after the CdS deposition are
the same.
Although it is still thought that indeed there is a chemical interaction between the ab-
sorber surface and the Cd from the chemical bath with Cd diffusing into the absorber
and Cu diffusing into the CdS, the affected area must be small in comparison to the in-
formation depth of 15-20 nm limiting the diffusion of the Cd into the absorber surface to
several nm. However, it is exactly this thin layer which may play a deciding role in the
CIGS/CdS junction.
The In M4,5 and S L3 edges were not measured here. It is probable that Cd occupies a
Cu lattice position and therefore binds to S atoms [79, 89, 94], thus making S a good
candidate to measure, although differences between the Cd-S bonds in CIS:Cd and Cd-S
bonds in CdS may be extremely hard to detect. Cd M4,5 edges were not measured on
these samples and may be useful when compared to measurements on thicker CdS layers
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although the same difficulty in distinguishing between Cd-S bonds would still apply.
7.4 Inverse Photoelectron Spectroscopy (IPES)
The positions of the conduction band edge were also measured with inverse photoelectron
spectroscopy (IPES). As discussed in sec. 3.5, IPES, while avoiding the problem of the
core hole, has other problems deriving from the introduction of a new charged particle, an
electron, into the system. This may lead to a charging of the sample if the excess charge
is not conducted away from the sample fast enough. Charging effects, like with XPS, can
lead to changes in the electronic positions of the measured states and, thus, the position
of the conduction band edge. And as will be seen, the sample currents found during IPES
were much higher than those found while doing XPS experiments.
Figure 46: Inverse Photoelectron Spectra for CuInS2, Cu(In,Ga)S2 and CuGaS2 with Ef
measured on a Ag (111) crystal. Despite the low signal-to-noise ratio, the large shift between
CIGS and CGS can be seen corresponding to the large change in band gap.
In order to avoid charging effects, the current from the electron gun was reduced as far as
possible while still retaining a signal. However, as can be seen here, the spectra are noisy,
although 25 scans were done with a sample current of ∼0.15µA (compared with pA or nA
in XPS). The next round of measurements will see a larger step size and reduced energy
region in order to reduce total measurement time in an attempt to avoid charging.
The curves in fig. 46, in spite of the noise, are meant to be compared to the NEXAFS
measurements already discussed. Therefore, analogue to the NEXAFS measurements,
the values for Ec − Ef as measured by IPES can be obtained from fig. 46, with the
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position of the spectrum being determined by linear extrapolation similar to the UPS va-
lence band measurements. For CIS, CIGS and CGS, respectively, the values are 1.35 eV,
1.70 eV and 2.50 eV. These values added to the values for Ef − Ev from fig. 35 result
in surface band gaps of 2.05 eV, 2.40 eV and 2.90 eV for CIS, CIGS and CGS, respectively.
It can immediately be seen here, as in the Cu and S L3 spectra, that the band gap of
CIGS opens with increasing Ga content, as the order of the spectra is the same here as
in the NEXAFS spectra.
Both the shift of 0.35 eV between CIS and CIGS and 0.80 eV between CIGS and CGS are
more similar to the values determined with the S L3 edges than those determined with
the Cu L3. Although in this case, as with the S L3, the shift between CIGS and CGS is
indeed due to a real shift in the conduction band between the materials, the difference
between the CIS and CIGS is too small to be supported by measurements of such poor
quality.
The error in these measurements is very difficult to estimate because of the low signal-to-
noise ratio of the IPES spectra. However, because the error should reflect the fact that
the shift between CIS and CIGS cannot be fully supported by these measurements, but
the shift between CIGS and CGS can, the error has been set at ±400 meV.
The reference for the IPES measurements was freshly sputtered Ag (111), seen as the
dotted gray line in the fig. 46. The zero of energy was taken to be the point where the
Fermi function equals 1/2, like all XPS and UPS measurements and not at the foot of the
Fermi edge structure.
7.5 Evidence for charging with IPES
Figure 47: Charging effects in during an IPES experiment. a) shows the shift between the 5th
and 25th scan of the IPES measurement while b) shows the corresponding change in the work
function of the sample. This change in the sample can be clarified by a surface dipole.
As briefly stated above, the possibility that IPES measurements may be influenced by
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charging must be considered. To investigate this, the evolution of the IPES spectra were
followed by observing the placement of the edge after 5, 10, 15, 20 and 25 scans. The
spectra in fig. 46 displayed no difference in the position of the edge and changes in the
work function of no more than 3 meV. As mentioned, the sample currents for these spec-
tra were ∼0.15µA. Before these measurements were made, however, other measurements
were done at higher electron fluxes. In this case the sample currents were higher, ∼1.5µA,
and charging effects and/or beam damage were indeed seen.
Fig. 47 a) shows the initial IPES measurement
Figure 48: Schematic diagram of a
surface dipole induced by electron in-
jection during an IPES measurement
leading to a shift in the measured con-
duction band edge and the secondary
electron edge measured with UPS in-
dicating a change in the sample’s work
function.
on CIS at the higher sample current after 5 scans
and after 25 scans and a shift of about 150 meV is
clearly visible toward smaller binding energies. The
corresponding secondary electron edges from UPS
measurements before and after the complete IPES
measurement are shown in fig. 47 b). Here the
shift is somewhat larger, about 300 meV, and cor-
responds to an increase in the work function of the
sample.
A surface dipole induced from electron injection
during the measurement as seen in fig. 48 would
have such an effect, although from this model one
would expect that the shift would be the same in
both figs. 46 a) and b). One explanation for this
discrepancy is that the shift in the IPES edge is
not shown using the first and last (25th) scans, but
rather the fifth and 25th in order to display a more
coherent edge. The spectrum after one scan was
unusable. The work functions, on the other hand,
were measured before and after the complete measurement. Also, it is plausible that the
charging effect fluctuates in time.
A dipole with the orientation seen in fig. 48 would cost an electron exiting the sample
energy, thus giving the appearance of a larger work function while at the same time in-
creasing the energy of an electron from the electron gun entering the system, thereby
shifting the position of the conduction band edge toward the zero of energy, Ef .
Another explanation is that the observed effects are not only due to charging but also
due to damage to the sample caused by the electron beam. This is supported by the
fact that the observed changes were not completely reversible when new measurements
were done, although there was a return toward the initial state. One would expect that
a charged sample would eventually discharge, while a damaged sample would not revert
to its original state.
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7.6 Conclusions About the Methods NEXAFS and IPES
The experiments in this chapter, although directed at gathering information about the
conduction band of CIS, CIGS and CGS and about the conduction band offset between
these materials and CdS, were performed with methods which themselves still require
some level of investigation. As was shown here, the interpretation of the results, espe-
cially in the case of NEXAFS, can be quite complicated and require assumptions to be
made about the system, something which should be avoided if possible.
IPES has become an established method for determining the position of conduction band
edges and, unlike NEXAFS, measures the complete density of unoccupied states. However,
in order to avoid charging effects with low-conductivity samples during the measurement,
the current from the electron gun must be reduced to a point which causes severe de-
terioration of the signal-to-noise ratio. As was seen, this causes a loss of much of the
information contained in the measurements. In addition, the surface band gap attained
from IPES and UPS measurements for some samples was suspiciously large; the surface
band gap of CIGS increased by 0.8 eV compared to the bulk. Although this could be
explained by the existence of a surface phase different from the bulk, it may also be a
charging effect or even a surface phase created through damage from the electron beam.
While NEXAFS does not suffer from poor signal quality, even Ga L3 was measurable in
CIGS, other problems make this method difficult to interpret. These are the effects of
the core hole on band positions and the LDOS sensitivity of the measurement. With a
proper knowledge of the structure of the conduction band the latter problem is, however,
less critical.
In the case of ill-defined samples like those investigated here, surface effects can also ad-
versely effect one’s ability to measure binding energies or define a proper energy scale for
the NEXAFS measurements. The latter is even more profoundly effected by the prob-
lem of calibrating the excitation energy. Even with proper elemental references, absolute
edge energies are difficult to define as are binding energies, as is evidenced by searches of
literature and data banks.
In spite of these problems, however, it seems that at least qualitative conclusions are pos-
sible in some cases as was shown here: the opening of the CIGS band gap with increasing
Ga content was seen with both methods.
7.7 Conclusions About the Conduction Band
With increasing Ga concentration, it was shown through UPS valence band spectra and
conduction band measurements employing NEXAFS and IPES that the band gap of
Cu(In,Ga)S2 widens. In the case of CuInS2 and Cu(In,Ga)S2 (with ∼8% surface Ga con-
centration) this is due solely to a shift in the conduction band, although a small shift
in the valence band is likely present, which is much smaller than the resolution of the
measurement. This is supported by the fact that in CuGaS2 both the valence band and
conduction band shift toward lower binding energies, the conduction band compensating
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for the shift in the valence band.
The reason for the shift in the valence band in CGS is the S 3p-Cu3d repulsion [94, 97]
as the CGS surface is Cu-richer than the other two surfaces.
The change in the conduction band position is not due to a shift of the entire band but
only due to the partial densities of states seen by the Cu 2p and S 2p core levels as these
displayed a shift with differing Ga concentration. The partial densities of states seen
by the In 3d and Ga 2p core levels displayed no shift and are, thus, independent of Ga
concentration.
Table 3: Values of Eg for CIS, CIGS and CGS determined by different methods.
Material UV-VIS (Bulk) Cu L3/UPS S L3/UPS IPES/UPS
CuInS2 1.5 eV 2.45 eV 1.40 eV 2.05 eV
Cu(In,Ga)S2 1.6 eV 2.60 eV 1.70 eV 2.40 eV
CuGaS2 2.4 eV 2.70 eV 2.50 eV 2.90 eV
The apparent surface band gaps deduced from the various methods in this chapter are
collected in table 3 along with bulk band gap values from optical UV-VIS experiments.
While there is a high degree of deviation, the bulk values correlate with the S L3 values
while the Cu L3 values correlate with the IPES values. Interesting to note is that all
values with the exception of CIS measured with S L3 indicate an opening of the band gap
toward the surface as has been indicated in literature [107, 126].
Although many arguments were given in the chapter why only trends should be consid-
ered here, one real shift was noted in the Cu L3 spectra between CIS and CIGS where
the 150 meV±30 meV shift is attributed to a real opening of the band gap of the same
magnitude due to the inclusion of Ga in the CIS lattice. This means that the addition
of Ga to the CIS absorber actually exacerbates the step in the conduction band, ∆Ec,
between the CIGS and CdS although the open circuit voltage, Voc, increases by ∼100 mV.
The next chapter takes a general look at valence band measurements and analysis using
different excitation energies. It is meant to make general statements about the methods
as opposed to considering the CuInS2/CdS system specifically, although these materials
are again the subject of investigation. Because of the importance of these measurements
to this thesis, it is fitting to consider possible differences in the experimental methods.
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8 General Aspects of Valence Band Measurements
and Analysis
The position of the valence band edge plays a very important role in this work. The
method of measurement and the analysis of the spectra to determine the valence band
edge position is varied in literature and often looked upon critically. In this section,
therefore, valence band measurements using different radiation sources made on CuInS2
and ∼35 nm CdS deposited on CIS22 are considered. The differences are compared and
discussed, along with the method of determination of the position of the valence band
edge. Although some of the measurements and the materials in question are identical to
those in the preceding chapters, the statements made here are meant to be applied to
valence band measurements in general and how the current method of analysis of such
spectra, UPS, XPS, XES or otherwise, still poses some difficulties.
The method used to evaluate the measured UPS valence band edges in this thesis has
mainly been to extrapolate the last linear section of the spectrum thought to belong to the
upper most valence band and determine the intersection of this linear extrapolation with
the background signal. This point is the valence band edge (see sec. 3.2.5). To be sure,
there is no way of knowing from the spectrum alone if this is the correct position of the
valence band edge, however, other knowledge about the system, such as the band gap or
other characteristics learned through literature searches, can help to narrow down the pos-
sibilites. It is also helpful to perform many measurements on the same or similar samples
and observe the differences in the measured spectra. A true valence band edge, deter-
mined by the material under study will be a recurring phenomenon in the UPS spectra
while other features caused by, for example, a contaminated surface, will not be recurring.
Although the method of linear extrapolation is not always justified on physical grounds,
it is the method of choice in the literature, thus making new experiments also evaluated
with this method, such as those in this thesis, directly comparable to work already done.
Apart from this, there are also certain physical reasons why this method of evaluation
can be justified. For example, the extremely thin line width of UPS excitation energies
(3 meV for He I [11]) has essentially no influence on the line shape. Furthermore, the
electron analyzer set at 2.5 eV pass energy will have a slightly larger, yet still very small
effect on the measured spectral features. However, there is still some broadening, the
effect of which cannot be completely known until a valence band density of states has
been obtained. And this is, of course, the objective of the UPS measurements.
To complete the argument for the linear extrapolation, however, the valence band edge
consists of many overlapping non-localized states, which, as a sum lead to a flank moving
toward the valence band edge. And in UPS measurements it can be seen that this flank
approaches zero, as it must at the valence band edge. Often a small amount of smearing
can indeed be seen at the position of the valence band edge where the upper most valence
band and the background come together. This smearing is calculated away when using
the linear extrapolation method as can be seen in fig. 3 b).
22This sample is often simply referred to as “CdS” hereafter.
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As mentioned, the method of choice when trying to increase the level of physical mean-
ing of the analysis of valence band spectra would be to have a density of valence states
for the system under scrutiny which would then be broadened to account for excitation
and instrumental line widths and weighted to account for the different ionization cross
sections of the different electrons in the spectrum. However, a measured density of states
is the result of proper valence band measurements, not available until after the analysis
of said measurements is completed. Another possibility is calculated band structures.
While usually offering the correct order of electronic states, these calculations often show
discrepancies between measured and calculated electronic positions. Density functional
theory calculations of the density of valence states for CIS and CdS were in fact attempted
during this thesis without success.
Another approach would be to assume a general density of states. If one limits the in-
vestigation of the valence band to just the valence band edge in order to determine its
position, which is the important value in this thesis, a very physically sensible solution
would be to consider a general density of states arising from the periodic nature of the
lattice found in both materials under investigation here [128, 129].
The parabolic density of states at the valence band edge in a semiconductor arising
through the effective mass approximation is a plausible, simple ansatz [35].
8.1 The Parabolic Band Approximation in a Semiconductor
In the effective mass approximation the electron dispersion near the minimum or maxi-
mum of a parabolic band is given by












This is very similar to the result of the free electron in a metal with the substitution of
the effective mass m∗ for the real mass m.







where L is the length of the crystal, assumed here to be cubic.
With dE = (~2k/m∗)dk, the density of states per crystal volume, D(E), can be computed









Thus, near the valence band edge the density of states can be approximated by a parabola,
D(E) ∼ E1/2 [35]. This is obviously not true for deeper lying states: as can be seen from
the valence band spectra from any semiconductor, the valence band densities of states
become very complicated very quickly.
The only problem remaining is that UPS is a very surface sensitive method whose signal
may be dominated by the broken symmetry and electronic states of the sample surface,
therefore making eq. 28 less physically probably. However, if one were to use a higher
excitation energy, such as Mg Kα, gaining more of the signal from the first 3 nm of the
sample and not just the first atomic layers, the use of eq. 28 as a density of states at
the valence band edge may be more justified, although the sample surface still makes the
largest contribution to the total intensity.
This is what has been done here: valence bands of CIS and thick CdS layers on CIS are
measured with XPS and UPS and the resulting valence band shapes and positions of the
valence band edges compared.
As with the UPS spectra, the energy scale of XPS measurements must be calibrated with
a Fermi Level measurement. For consistency, a Fermi distribution function
f(E) =
1
e(E−Ef )/kbT + 1
(29)
was fitted to Au Fermi Level spectra measured with XPS in order to determine the zero
of energy.
In the following sections when discussing the fits of the various spectra which were made











meaning that the function f is defined to be a function of x. The equation itself is ac-
tually the Fermi function for unfilled states (1− f(E)) because of how maple loaded the
spectra.23 Further differences to eq. 29 are the factor b enabling the scaling of the step in
the Fermi function to fit the measured spectrum, y which accounts for background and s
which shifts the energy where f(E) is equal to 1/2. In the final fit, s was always equal
23Maple loaded the spectra as the mirror image of the normal representation; the spectra have been
flipped back for display here.
102
to zero24 but initial stages of the fitting process required a finite value of s in order to
determine the shift required to bring the Fermi Level of the measurement to the zero of
the energy scale. The remaining factor is n, which was set to n = 0.0259 eV, being equal
to kT at 300◦K.
The XPS valence band spectra were fitted in a similar fashion using the Maple input
p := x→ piecewise (x > q, ((4r(x− q))1/2 + p, x < q, p) (31)
to represent the parabolic density of states, D(E) ∼ E1/2, at the valence band edge.
This equation, p, also defined as a function of x, is plotted piecewise. For x > q, a parabola
is scaled with the factor 4 ∗ r to fit the measured spectrum analogous to b above.25 The
next variable, q, like s, shifts the position of the parabola in order to obtain the best fit
to the spectrum and p, like y above, takes the background into account. For this reason,
the entire function is set equal to p for x < p, that is, after the density of states has gone
to zero. After the fit is finished the value of q is equal to the valence band edge.
In both the case of the Au Fermi Level and the valence band edge, the raw functions,
eqs. 30 and 31, had to be broadened with a Gauss function in order to attain a realistic fit.






























24In fact, s could not be set to zero because Maple could no longer make the necessary calculations to
complete the fit. s was, thus, routinely set to something on the order of 10−4, well below the accuracy of
the measurement.
25There is no special reason why the factor of 4 was not absorbed into r for the fitting process. This
form of the equation comes directly from the definition of a parabola, y =
√
4ax, making 2r equal to the
focal parameter.
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as can be shown through a simple calculation. m can be used to shift the center of the
Gauss distribution. This was, however, not needed here as will be explained in the sec.
8.2 and m was always set to zero.
When performing XPS measurements, as stated in eq. 2, the measured line width consists
of contributions from the intrinsic line width of the measured peak, the line width of the
excitation source and the analyzer resolution. The way the line widths, or distributions
describing the line widths, interact in order to result in the measured line shapes is a
mathematical process called a convolution.
8.2 The Convolution
The convolution, (f ∗ g), of two general functions f(t) and g(t) is defined to be [127]




or, as inputed into maple
h := x→ int(f(x)g(t− x), x = x1..x2) (36)
Here, again, h is defined to be a function of x where x1 and x2 define the limits of the
integration. These do not necessarily have to be set to infinity, but must cover the desired
region over which the convolution is to be carried out.
At this point τ and t are simply variables without any physical units. Important, however,
is that they represent two possibly different values of the same variable, for instance time
or energy. Thus, the argument (t− τ) would represent a time or energy difference which
changes, in the case of the convolution, with t.
The convolution, therefore, describes the amount of overlap between two functions as one
moves past the other, as is the case when an electron analyzer, set in changing energy
mode, “moves” past the the resulting kinetic energy of each core level after excitation.26
This is illustrated in fig. 49, where two Gaussians, both centered at zero (m = 0), and
their product are shown for different values of t. In each part of the figure, a)-e), the
yellow curve represents the function f(τ) and the green curve g(t− τ) in eq. 35. As the
variable t changes, g(t− τ) is seen to “wander” past f(τ), the two functions lying directly
over one another at t = 0. And finally, the red curve represents the product of the two,
f(τ)g(t− τ) (but not the integral of the product!!).
26The core level with its rather simple shape will be used here for the purposes of illustration, although
this chapter deals with the valence band. This is because the shape of the core level is much more
convenient than envisioning a convolution of a Gauss function with the complex form of a valence band.
However, the processes are analogous.
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Figure 49: The functions f(τ) (yellow) and g(t − τ) (green) plotted as a function of τ with
different values of t. The red curve is the product of the two functions f and g, the area under
which is equal to
∫
f(τ)g(t− τ)dτ in eq. 35. The area of each red curve at a specific value of t
is thus one point in the curve when (f ∗ g) (eq. 35) is plotted against t.
The area under the red curve is, however, the integral of the product of the functions f(τ)
and g(t − τ) at a distinct value of t, which is exactly the term ∫ f(τ)g(t − τ)dτ in eq.
35. Therefore, the areas under the five red curves in fig. 49 a)-e) represent eq. 35 at five
different values of t and, thus, represent five different points of the resulting convolution
of the functions f(t) and g(t).27
If one were to plot eq. 35 vs. the variable t, the result would be the convolution, the
individual points of which are the various areas under the red curves in fig. 49 at all
corresponding values of t.
A good animated example of the convolution can be found at [130].
An interesting aspect of the convolution between Gauss distributions is that the result-
ing function is also a Gaussian whose spread, the variable a in eq. 33, is the square root
of the sum of the squares of the spreads of the Gaussians involved in the convolution [131]:
If f(x) and g(x) are Gauss functions with spreads equal to af and ag, respectively, then













27It can now be seen why m was set to zero in eqs. 32 and 33 above. As long as the integration limits,
that is, τ , are selected so as to provide a complete overlap of the the Gauss function and the parabolic
density of states, it does not matter where the Gauss distribution is actually centered. It is only the
overlap at distinct relative positions between the two functions that is important.
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The convolution with a third Gauss function h(x) with spread ah results then in


























Comparison with eq. 2 in sec. 3.2, with the function f describing the line width of the
excitation energy, g the that of the analyzer and h that of the measured electronic level,
shows eq. 2 to be true up to the constant 2
√
2ln2. However, this is again assuming that
all distributions can be described by Gauss distributions. In fact, however, the intrinsic
form of the measured line has a Lorentz form and when this is convoluted with a Gauss
distribution, as would be the case during a measurement, the result is a Voigt profile. The
FWHM of the convolution of a Gauss function and Lorentz function is more complicated
than eq. 40.
Using the functions f(x) and g(x) once more, f(x) remaining Gaussian in form while g(x)
is now Lorentzian, with the same symbol, af still representing the Gaussian spread while
the FWHM of the Lorentzian is given by 2Γg, the FWHM of the resulting convoluted
function will be [132]





Despite all of this, eq. 2
∆E ∼ (∆E2ex + ∆E2an + ∆E2in)1/2 (42)
still conveys, in an albeit somewhat naive manner, the nature of the FWHM of the mea-
sured line shape and which values make important contributions to it.
In the analysis of the following XPS valence band and Fermi Level spectra, the Au Fermi
Level was always fitted first. Because the intrinsic shape of this spectral feature is known,
being determined through eq. 29 with the intrinsic broadening determined through kT ,
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the fitting of the Fermi Level demanded a Gauss function containing the broadening from
the excitation source and the analyzer, both of which are actually Gauss functions, whose
convolution also results in a new Gauss function. While fitting the Au Fermi Level, how-
ever, it was realized that the Gauss function needed to produce a good fit had a FWHM
larger than would be expected from the broadening caused by Mg Kα and an electron
analyzer run at 20 eV pass energy, as will be discussed below. Nevertheless, the Gauss
distribution resulting from the fit of the Fermi Level was then used to broaden the valence
band spectra of CdS and CIS, the intrinsic shapes of which are assumed to be described
by the parabolic density of states described in eq. 28.
8.3 Valence Band Comparison: He I, He II, Mg Kα and Syn-
chrotron Radiation
8.3.1 XPS Au Fermi Level Measurements
Fig. 50 a) shows a fitted Au Fermi Level spectrum measured with Mg Kα radiation.
While this spectrum suffers, in contrast to the same measurement on a synchrotron, from
a rather low count rate and satellite lines coming from the Mg source (see sec. 8.3.2
below), one of the sources contributing to its broadening, namely the excitation energy,
is known to a high accuracy. In the case of the synchrotron measurement, although the
broadening from the electron analyzer is the same as with the Mg measurements, the line
width of the excitation energy is not as easy to obtain. For this reason the Mg measure-
ment illustrates the problems encountered with the fitting of the Fermi Level better than
the synchrotron measurements.
Figure 50: Au Fermi Level measured with Mg Kα radiation with satellites subtracted. a) shows
the Fermi Level measurement (dotted line), the Fermi Function (green line) and the broadened
fit (red line). In b) the Flank from the Au 5d and 6s orbitals can be seen. It is evident that
part of this flank contributes to the signal at the Fermi Level causing increased broadening.
In the figure, satellite contributions to the spectrum have been removed. Although it
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was seen that the subtraction of the satellites indeed influenced the form of the Fermi
“Region” of the Au measurements, the position of the Fermi Level was nevertheless rea-
sonable as will be discussed below.
The FWHM of the Gauss distribution used to broaden the Fermi Level measurement was
expected to be about 0.73 eV including a 0.70 eV contribution from the Mg Kα line width
and a 0.2 eV line width from the analyzer set at a pass energy of 20 eV.28
The FWHM needed to fit the Fermi Level spectrum well, was, however, at 1.51 eV, much
larger.
The reason for this additional broadening can be seen in fig. 50 b). The flank extending
down to the Fermi Level from the Au 5d and 6s orbitals alters the actual intensity from
the electrons at the Fermi Level itself leading to increased broadening, as is evident from
the FWHM of the Gauss function needed to fit the Fermi Level.
Using the zero of energy as determined through the fitting of the Fermi Level, the ac-
curacy of this calibration was tested, in spite of the extra broadening, by determining
the position of the Au 4f7/2 peak. The binding energy of this peak was found to be at
83.75 eV, in good agreement with literature values (83.70-84.25 eV) [124].
Thus, this zero of energy is an adequate calibration for the XPS valence band measure-
ments.
The Au Fermi Level measurements made with synchrotron radiation extended to a maxi-
mum binding energy of 16 eV so that the corresponding Fermi Level fits could not, there-
fore, be checked against the position of the position of the Au 4f7/2 peak. However,
when the zero of energy of both the synchrotron and Mg Fermi Level measurements were
aligned, the positions of the Au 5d and 6s orbitals of both measurements were the same
to within 100 meV. Thus, the Fermi Level fit to determine the zero of energy was also
used for the measurements made with synchrotron radiation.
Due to the slightly poorer resolution of the synchrotron radiation compared to Mg Kα at
the settings used for the measurement, the FWHM of the Gauss distribution used to fit
the synchrotron Au Fermi Level was, at 1.82 eV, slightly larger than the Gaussian used
for the Mg measurements. This increased broadening is due not only to the increased line
width from the synchrotron, but also to an increased influence of the flank from the Au
5d and 6s electrons.
One other source of error brought about by the Au Fermi Level measurements with XPS
brings us back to the initial and final state rules from sec. 3.4. Due to the core hole
created by the high excitation energy, a distortion of the electronic states at the Fermi
Level is possible and would lead to a systematic error for the XPS measurements.
28The value of 0.2 eV is derived from the standard rule of thumb that the FWHM of an electron analyzer
is about 1% of the pass energy. The exact resolution of the analyzer used here at 20 eV pass energy is,
however, not known.
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To conclude this section, one final comment is needed about the application of the Gaus-
sian determined by the Fermi Level fits to the XPS valence band spectra. It may be
more appropriate to apply a Gaussian with a FWHM equal to 0.73 eV as was expected
from the broadening due to the Mg Kα line width and the electron analyzer. However, as
will be seen in the next section, the CIS and CdS valence bands also have other spectral
features close to the band edge, similar to the Au 5d and 6s states near the Fermi Level.
These may also cause a broadening of the valence band edge in addition to the Mg Kα
line width and the electron analyzer.
Although the effect of these states on the valence band edges of CIS and CdS are probably
different than the effect of the Au 5d and 6s electrons on the Fermi Level, the difference
cannot be estimated without further investigation. Therefore, although it probably in-
troduces a small additional error, different for CIS and CdS, the Gaussian used to fit the
Fermi Level was also used to fit the valence band edges of CIS and CdS.
8.3.2 Mg Kα and Synchrotron Radiation
In this section, valence band spectra measured with He I, He II, Mg Kα and Synchrotron
(1253.6 eV)29 radiation are compared. Because of the problematic non-reproducibility of
the samples, all spectra, when compared with one another, were measured on the same
sample. The XPS valence band edge measurements have an error of ±100 meV.
An important initial step before beginning analysis of the spectra measured with Mg Kα
radiation was to check for and remove any satellite features which may augment the form
of the valence band. These satellites arise from other emission lines of the Mg anode,
which have a different energy and much lower intensity than the main Mg Kα1 emission
line. Satellites where subtracted here using the program Unifit [133].
Fig. 51 shows the valence band spectra from CIS and CdS measured with Mg Kα radia-
tion. Both the curves with and without satellites are displayed.
Two satellite lines effect the spectra. Mg Kα3 is 8.4 eV higher in energy than Mg Kα1
and Mg Kα4 is 10.2 eV higher [133]. Due to the binding energy of the In 4d (17 eV) and
Cd 4d (11 eV) core levels for CIS and CdS, respectively, the satellite emission lines have
different effects on the measured spectra.
In the case of the CIS, the In 4d satellite is projected onto a region of the valence band
prior to the band edge. This double-feature can be seen in fig. 51 at ∼9 eV. The Cd 4d
satellite, on the other hand, is projected exactly onto the valence band edge and, if it
were not subtracted, would destroy any information contained therein. The difference in
the position and form of the CdS VB edge can clearly be seen before and after satellite
subtraction.
All subsequent Mg Kα spectra shown have had the satellites subtracted.
29This synchrotron energy was chosen because it is the same as the main Mg Kα emission line.
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Figure 51: a) CIS and CdS valence bands measured with Mg Kα radiation, shown before and
after satellite subtraction. While the satellites do not effect the valence band edge of the CIS,
the valence band edge of the CdS is drastically altered. A blow up of the CdS valence band is
shown in b).
In order to investigate whether the satellite subtraction was successful and whether an
increased intensity has an effect (beam damage, charging) on the valence band spectra,
measurements were made on CIS and CdS using Mg Kα and monochromatic synchrotron
radiation at 1253.6 eV. The experiments were done in succession on the same samples and
the results are shown in fig. 52.
Starting with the CIS samples on the left side of fig. 52, the spectra have the same valence
band edge, 0.60 eV, although the shape of the edge is somewhat different, the difference
being due to the different resolutions of the two excitation sources. The higher resolution,
therefore, makes the peak leading into the valence band edge on the left side of both CIS
spectra, at 2 eV, sharper in the Mg Kα spectrum. Furthermore, a linear extrapolation
(not shown) of these spectra resulted in a valence band edge position of 0.00 eV for the CIS
measured with Mg Kα and -0.25 eV above the Fermi Level for the synchrotron spectrum,
the difference being, again, due to the higher resolution of Mg Kα causing less smearing
of the edge. The difference in results of both linear extrapolations and the implication of
a highly p-doped CIS surface or even a metallic CIS surface, which would shunt the solar
cell if it were real, supports the use of the convolved fits which result in the same value
for the valence band edge in each spectrum.
With the CdS (the right side of fig. 52), the situation is more complicated. The fits result
in slightly different valence band edge positions, 1.40 eV for the Mg Kα measurement and
1.25 eV for the synchrotron measurement, although the discrepancy is within the margin
of error of the measurement. This time, however, the synchrotron measurement seems
to have the sharper feature at 2.50 eV. One reason for this could be the subtraction of
the satellites. The intensities of the valence bands with Mg Kα radiation are very low
with a rather low signal-to-noise ratio. It is therefore possible that satellite removal does
not uniformly effect the spectrum. However, if we again consider the linear extrapola-
tion (not shown), the Mg Kα spectrum results in a valence band edge 0.8 eV below the
Fermi Level, while the value for the synchrotron measurement is 0.35 eV. Not only can
110
Figure 52: A comparison of the CIS and CdS valence band edges measured with Mg Kα
and synchrotron (1253.6 eV) radiation and fitted using a parabola broadened with a Gauss
distribution. While the values for the valence band of CIS are the same, a difference is seen
between the CdS measurements.
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the difference in these two values not be rectified with the error in the measurement,
but they also imply p-doped CdS. This would imply, in the extreme case, a conduction
band offset of zero between the CIS and CdS, but more likely a spike, which contradicts
measurements made of Eg,eff and measured values of Voc (see chapter 6). However, the
fact that the synchrotron measurement is indeed more smeared than the Mg Kα measure-
ment due to lower resolution can again be seen with the values of the linear extrapolation.
Figure 53: A comparison of the valence bands of CIS and CdS measured with Mg Kα (satellites
subtracted) and synchrotron (1253.6 eV) radiation. The higher resolution of Mg Kα is evident
as is a shift in the CdS bands when measured with Mg Kα and synchrotron radiation. The
parallel shift of the bands points to charging of the sample.
If we turn to fig. 53, the entire upper valence band is presented for a) CIS and b) CdS. In
the CIS spectra one sees immediately that the resolution using Mg Kα is indeed better:
the double Cu 3d structure at 2-3 eV comprising the valence band edge is much more
smeared out in the synchrotron measurement. A slight shift may also present, as can
also be seen in the Cu 3d feature, which may be due to slight differences in the Au cal-
ibrations. However, some features seem to be at exactly the same position. The “shift”
may therefore be due to the low signal-to-noise ratio of the Mg Kα spectrum augment-
ing some features’ true shape. The high intensity of the synchrotron is also easily seen
as both measurements contain 40 scans. This explains the smoother appearance of the
synchrotron measurement, along with the fact that the lower resolution will also make a
spectrum appear smoother.
Fig. 53 b) shows a similar comparison, this time for CdS. Apart from the same differences
in signal-to-noise ratio as mentioned for part a), it can be seen here that the shapes of the
valence bands are essentially the same, but the spectra are shifted relative to one another.
This is most visible on the crest immediately preceding the valence band edge at 3 eV and
on the positions of the Cd 4d core level at 11 eV.
The parallel shift in the entire band leads to the conclusion that charging is the clarifica-
tion for the difference in band positions between the Mg and synchrotron measurements;
beam damage would have resulted in a band of differing appearance. There may also
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be a small shift due to the different Fermi Level calibrations. This shift clarifies in part
the 0.15 eV difference in the fitted valence band edges in fig. 52, however, the shift seen
here is 0.60 eV and actually over compensates for the discrepancy. It is possible that the
satellite subtraction at the valence band edge once again comes into play here and has
masked part of the 0.60 eV shift seen in the rest of the band. This shift will be seen again
in the next section and the discussion will be completed at that point.
Despite the small discrepancies between the Mg Kα and synchrotron spectra and the
effects of satellite subtraction, the next experiments compare spectra measured with He
I and He II to those measured with Mg Kα. However, the differences seen between the
UPS and Mg Kα spectra far outweigh those seen between Mg Kα and synchrotron and
help to shed light on the discrepancies already seen.
8.3.3 Mg Kα and Ultraviolet Radiation
As mentioned before, the results shown here using different radiation sources are from the
same samples. However, the samples used differ from those used above in sec. 8.3.2 and
results should not be compared.
Beginning again with the valence band edges, fig. 54 compares the difference between
spectra measured with UPS (He I, He II) and Mg Kα radiation for CIS and CdS, the He
I and II spectra having, as usual, an error of ±100 eV.
The left side of fig. 54 again contains the CIS spectra. The He I and II spectra here
both have a valence band edge at 0.80 eV while the Mg Kα edge is very similar, lying at
0.75 eV. The linear extrapolation of the Mg Kα curve results in a situation similar to that
discussed in sec. 8.3.2.
The measurements on CdS represent, as above, a more complicated situation. The posi-
tion of the valence band edge is at 2.00 eV for He I and He II, but at 1.20 eV for Mg Kα.
This is a very large difference of 0.80 eV, far outside the range of the error. And in this
case, as well, a linear extrapolation of the CdS valence band edge measured with Mg Kα
would only exacerbate this discrepancy.
As in sec. 8.3.2, one can find an explanation for the differences in valence band edges,
especially in the case of the CdS, in fig. 55, where the entire valence bands of CIS and
CdS measured with He I, He II and Mg Kα radiation are shown.
Fig. 55 a) compares the different measurements on CIS. The position of the In 4d core
level is immediately seen to be at different binding energies when comparing the He II and
Mg Kα spectra.30 The difference in energy is 0.25 eV, which is more than the 0.05 eV sep-
arating the valence band edges. The shifts are, however, in the same direction, pointing
again to small charging effects in the case of the Mg measurement. The difference between
the two shifts could be due to the fact that the position of the In 4d peak in the He II
spectrum is influenced by the secondary electron cutoff creating a difficult background for
30The He I excitation energy at 21.2 eV is not high enough to excite this level into the vacuum.
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Figure 54: A comparison of the valence band edges of CIS and CdS measured with He I, He
II and Mg Kα (satellites subtracted) radiation. While the position of the valence band edge
of all three measurements on CIS is very similar, 0.75-0.80 eV, the CdS measurements show a
drastic difference. Whereas the valence band edge for the UPS measurements is 2.00 eV, the
same feature has an energy of only 1.20 eV when measured with Mg Kα radiation, resulting in
a difference of 0.80 eV.
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fitting or to a slight deformation of the valence band in the Mg measurement due to the
core hole created by the high excitation energy.
Also, the fitting of the valence band edge, as discussed at the end of sec. 8.3.1 may contain
an error due to fitting which cannot be estimated here.
Figure 55: A comparison of the valence bands of CIS and CdS measured with He I, He II, and
Mg Kα (satellites subtracted) radiation. The Mg Kα spectra from both materials are shifted
compared to the He I and He II spectra, both of whose features are aligned, pointing to charging
effects in both samples.
Turning to the CdS in fig. 55 b), a similar phenomenon can be found although the shifts
are much larger in this case. Examining the Cd 4d core level,31 the binding energies
are shifted by 0.75 eV between the Mg and UPS experiments. This corresponds almost
exactly to the shift of 0.80 eV between the valence bands showing very clearly a parallel
shift of the entire CdS valence band measured with the different radiation sources. This
points clearly to charging effects. Slight deformations of the bands may also be present
due to the core hole present in the Mg measurement.
8.4 Surface Photovoltage
The shifts seen between Mg Kα and synchrotron measurements for the CdS and between
Mg Kα and UPS measurements from both materials can be explained through reduced
band bending on the CIS surface which also effects the position of the Fermi Level in the
CdS [134, 135, 136].
Fig. 56 a)32 shows the CuInS2/CdS junction in thermodynamic equilibrium in the dark.
The band bending in the CIS may be partly intrinsic and may be partly due to the CdS
31This core level can indeed be excited by He I radiation.
32The symbols in fig. 56 have the following meanings: Ev,d and Ev,l are the positions of the CdS
valence band edge in the dark and under illumination, respectively. Ee∗f is the electron quasi Fermi Level.
Uph is the photovoltage. eVd and eVl are the amounts of band bending on the CIS surface in the dark
and under illumination, whereby eVd − eVl = Uph.
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deposition (see chapter 5) and is caused by holes leaving the CIS surface in the former
case and electrons entering the CIS surface from the CdS in the latter case. The extra
negative charge on the CIS surface leads to the depletion region shown in the figure.
Figure 56: a) The CuInS2/CdS junction in thermodynamic equilibrium in the dark and b)
under illumination. The electron-hole pairs created through the absorption of the light reduce
the band bending through a surface photovoltage, Uph, on the CIS surface and change the
position of the materials’ valence band edge in relation to the Fermi Level. The additional
minority carriers (electrons) cause a splitting of the Fermi Level shown by the quasi-Fermi Level
for the electrons Ee∗f . Charges shown inside the band gap are fixed charges while those in the
bands are mobile.
Under illumination the creation of electron-hole pairs through light absorption (hν ≥ Eg)
causes the presence of more holes in the valence band which compensate the negative
charge and reduce the band bending. At the same time, the non-eqilibrium state leads
to a splitting of the Fermi Level into a quasi-Fermi Level for the electrons, Ee∗f , and for
the holes, Eh
+∗
f . Because the material is p-type, the additional hole population will not
cause Eh
+∗
f to split off from the equilibrium Fermi Level, Ef .
The change on the CIS surface leads directly to a corresponding change in the CdS. Be-
cause the CdS layer is so thin, the position of the Fermi Level on the CIS surface will be
carried through to the surface of the CdS. This is similar to the CdS deposition-induced
band bending discussed in chapter 5 but moves the Fermi Level in the opposite direction.
The measured valence band edge is, therefore, closer to the Fermi Level in the measure-
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ments where the exposure to X-ray light causes a surface photovoltage (SPV), Uph.
An analogue view of this is sample charging. A poorly contacted sample will become
positively charged because the continuous loss of electrons through photoionization of the
atoms cannot be compensated by outside charge entering the sample. This will lead to a
measured increase in the binding energies of all spectral features because it will be more
difficult for an electron to leave the sample. The reverse scenario, that the perceived bind-
ing energies of the spectral features decrease, would then be due to an excess of negative
charge in the sample. As can be seen in fig. 56, while the holes produced through photon
absorption can diffuse to the back contact, the electrons will collect at the sample surface
causing the charging. The number of electrons will increase until the recombination rate
equals the electron-hole production rate.
The SPV was always larger in CIS when CdS had been deposited on the surface. This
can be explained through the band diagram in fig. 56. If the photo-generated electrons
diffuse into the CdS they will be more difficult to conduct away than from the sample
surface because of the step in the conduction band which now becomes a spike if they
are to leave the CdS. Furthermore, the poor conductivity of CdS would exacerbate the
problem.
8.5 Conclusion: Valence Band Form
Valence bands and valence band edges measured with Mg Kα, synchrotron (1253.6 eV),
He I and He II radiation were investigated to determine the effects of the different exci-
tation energy sources. UPS measurements were analyzed using the linear extrapolation
method while XPS spectra were fitted with a parabolic density of states broadened with a
Gauss distribution determined from fits made on Fermi Level spectra also measured with
XPS. The convolved fits of XPS measurements were in some cases able to compensate
for the discrepancies seen in the valence band spectra measured with different excitation
energy sources although the shifts in valence band edges were not always equal to those
observed in the corresponding core levels. An accurate determination of the valence band
edge should move in parallel with the core levels in cases where charging or band bending
account for the observed shifts. However, the convolved parabolic density of states fits
were more realistic than applying a linear fit to the XPS measurements.
Mg Kα and synchrotron measurements on CIS had very similar results. Both valence
band edges lay at 0.60 eV below the Fermi Level, the convolved fit being able to com-
pensate for the increased broadening from the synchrotron radiation and no shift was
seen in the core levels. With the CdS there was a small discrepancy between the Mg Kα
and synchrotron measurements. The valence band edge measured with Mg Kα was at
1.40 eV while the synchrotron measurement resulted in 1.25 eV. A Cd 4d core level shift of
0.60 eV due to an increased surface photovoltage (SPV) in the synchrotron measurement
over compensated for the difference in valence band edges.
These shifts were more clearly seen when comparing Mg Kα measurements with those
made with UPS (He I, He II). Both UPS measurements resulted in a valence band edge
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0.80 eV below the Fermi Level for CIS, while the valence band edge lay at 0.75 eV in the
Mg Kα measurement. Although the convolved fit for the latter measurement resulted in a
similar energy of the valence band edge for all three excitation sources, an observation of
the In 4d core levels showed a shift of 0.25 eV which over compensated for the differences
in the valence band edges.
The Mg Kα and UPS measurements on CdS showed a very large shift in the valence band
edges. While the UPS measurements both resulted in a valence band edge 2.00 eV below
the Fermi Level, the position determined with Mg Kα was 1.20 eV, the convolved fit not
being able to compensate for the difference in edge position. However, an observation
of the Cd 4d core levels resulted in a shift of 0.75 eV due to the increased SPV in the
Mg Kα measurement. The convolved fit combined with the observation of an increased
SPV was able to totally compensate for the differences seen between the UPS and Mg
Kα measurements.
Apart from the differences in surface photovoltage seen between spectra measured with
the individual excitation energy sources, other factors also made the determination of an
absolute valence band energy difficult. The fitting of the Fermi Level was affected by an
increased broadening from the Au 5d and 6s electrons. This problem proliferated itself
when moving to the XPS valence band edges because broadening due to spectral features
near the valence band edge is also possible, although to a different extent than with the
Fermi Level measurements. This surely resulted in a small error of the position of the
valence band edge measured with XPS, although the magnitude of the error cannot be
estimated without further investigation. In addition, a distortion of the valence bands




The goal of this thesis was to investigate the role of Cd and Ga in the Cu(In,Ga)S2/CdS
interface as a heterojunction and as a component of the thin layer solar cell with the
structure Glass/Mo/Cu(In,Ga)S2/CdS/i-ZnO/n
+-ZnO. The importance of this junction
stems from the consistently high solar cell efficiencies achievable with the CdS buffer on
all Cu(In,Ga)(S,Se)2 absorbers which regularly top the efficiencies of cells with alternative
buffers, especially in large-scale production settings. However, a basic understanding of
the CdS buffer’s function and, thus, its superiority demands further investigation.
The work presented here approaches this task in essentially two steps. The first was an
investigation of the formation of the junction and which chemical and electronic char-
acteristics are influenced by the formation process. In the second step, after junction
formation, the electronic positions of the valence and conduction bands were investigated
on each side of the junction to examine the influence this junction has on the electronic
properties of the solar cell.
In addition, the success of the second step de-
Figure 57: The CuInS2/CdS and
Cu(In,Ga)S2/CdS junctions as determined
from the results of this work and explained
in the text.
pended on the application or fundamental in-
vestigation of experimental methods which have
only recently been employed for analysis of the
Cu(In,Ga)S2/CdS system and are not yet fully
understood. For the valence bands this was
near-UV constant final state yield spectroscopy
(CFS) and for the conduction bands Near Edge
X-Ray Absorption Fine Structure (NEXAFS).
Detailed analysis of the merits of both methods
has shown that they can be valuable tools for
the investigation of surfaces of single materials
and also of junctions formed from these mate-
rials.
For reference, fig. 57 shows several of the re-
sults discussed here. The displayed value for
the valence band offset is a mean value from
all of the measurements done and the position
of the CIGS conduction band is meant to be
for the surface of the absorber only and does
not, therefore, extend into the bulk. The Fermi Level has not been included to empha-
size the different measured positions of Ef in the junction in different samples after CdS
deposition.
It has been proffered that the CdS buffer layer could have several different roles in the
solar cell. These include improved band alignment and/or lattice matching between the
CIS and the window layer and passivation of the CIS surface. More specific to the role of
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the Cd, it may stay on the CIGS surface and pin the Fermi Level at an electronic position
vital to the functionality of the solar cell or it may diffuse into the absorber and act as a
donor. Because the Cd enters the system during chemical bath deposition of CdS on CIS,
the role of the Cd was the subject of the first step of the investigation. The deposition of a
full CdS buffer also creates a Cd-containing layer (CuInS2:Cd) on the CIS surface which,
unlike CdS, is non-soluble in HCl. Because it is thought that Cd occupies cationic sites
in the CIS lattice, the Cd-S bonds in the CuInS2:Cd should be different than those found
in CdS. Furthermore, the Cd may indeed diffuse into the CIS absorber as this possibility
could not be excluded through experiments in this work. The diffusion of Cu into the
CdS layer was also observed during the deposition process, although it does not reach the
surface of a full CdS buffer layer.
In spite of the junction formation process incorporating Cd into the CIS surface, no ev-
idence was found to support Cd doping the CIS surface n-type or that the Fermi Level
is pinned to a specific electronic position important for solar cell functionality after CdS
deposition. After CdS was etched away from the CIS surface leaving behind the CIS:Cd
layer, the electronic state of this surface was the same as that of HCl-etched CIS surfaces
which had previously been etched only with potassium cyanide (KCN) without CdS depo-
sition. A doping of the CIS surface from Cd incorporation would have shown a difference
in the Fermi Level position in these samples.
When investigating the CIS/CdS junctions deriving from different CdS depositions, it
was observed that the position of the Fermi Level in the junction was not reproducible.
The cause of this is differing amounts of band bending on the CIS surface during the CdS
deposition. The production of the same interface states able to pin the Fermi Level leads
to a consistent position of the Fermi Level on the sample surface and was not observed
here. The band offset between the two materials was, however, consistent in each depo-
sition with a value of Ev,CIS − Ev,CdS=1.25 eV±0.20 eV. This means that the position of
the Fermi Level on the CIS surface can also be calculated by the position of the Fermi
Level in the CdS layer and it has been shown that the Fermi Level position in the CdS
was not reproducible. The deposition of highly n-doped ZnO may then be responsible
for the final amount of band bending in the different layers of the solar cell. This lim-
its the role of the CdS layer in the Cu(In,Ga)S2 solar cell to lattice matching, interface
defect reduction or to optimizing the band alignment between CIGS and the window layer.
In the second step, the role of Ga was investigated after the junction was formed. Ga
widens the band gap of the absorber with increased concentration thereby effecting the
band alignment at the interface and leads to an increase in the open-circuit voltage, Voc,
of the solar cell by up to ∼100 meV.
The valence band offsets between CdS and three different absorbers, CuInS2, Cu(In,Ga)S2
(∼8% surface Ga content) and CuGaS2 were measured with the combined XPS/UPS
method and resulted in values of Ev,absorber − Ev,CdS=1.25 eV±0.20 eV, 1.35 eV±0.20 eV
and 1.30 eV±0.20 eV, respectively. Thus, within the error of the measurement, there was
no dependence of the valence band offset on Ga content. In the case of the CIS/CdS
junction, this result was confirmed through the use of near-UV CFS, a method until now
used only to investigate the a-Si/c-Si heterojunction. The first application of this method
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to the CIS/CdS junction allowed a direct measurement of the valence band offset at this
interface and resulted in a value of 1.45 eV±0.20 eV. Although it was hoped that this
method would also increase the accuracy of the band offset values, an experimental error
of ±0.20 eV was achieved which is equal to the error of the combined XPS/UPS method.
In contrast to the valence band offsets, the absolute position of the CIS, CIGS and CGS
valence and conduction bands were dependent on Ga concentration. While the valence
band edges of CuInS2 and Cu(In,Ga)S2 were both at 0.70 eV below the Fermi Level, the
valence band edge of CuGaS2 was at 0.40 eV below the Fermi Level. In the latter case,
the increased repulsion of the Cu 3d states by the S 3p states in the Cu-rich CGS surface
led to the change in valence band position.
Increasing Ga concentration also led to a shift in the conduction band edge to lower bind-
ing energies between all three absorbers. Although no conclusive absolute positions could
be obtained a qualitative opening of the band gap with increased Ga concentration was
observed, even under consideration of the shift in valence band edges. This investigation
was done using NEXAFS and although this method had already been used to investigate
some kinds of Cu(In,Ga)(S,Se)2 absorbers the fundamental physical restrictions of the
method with regards to the CIGS system were taken into account for the first time here.
The effect of band distortion due to the core hole and the fact that NEXAFS measures
only a local density of states were considered and results were compared to optical and
inverse PES methods to assess compatibility. In spite of these difficulties a relative, quan-
titative change of 150 meV±30 meV between the conduction band edges of CIS and CIGS
was observed. If the conduction band edge of CdS is unaffected by the Ga content of the
absorber then this result shows an exacerbation of the conduction band offset between
the CIS and CdS with the addition of Ga. A first approximation using bulk band gaps
showed the conduction band offset between CIS and CdS to be a step of ∆Ec ∼400 meV
which results in an effective band gap, Eg,eff of ∼1.1 eV, and can limit the open circuit
voltage, Voc, of the solar cell. Although the increase in conduction band offset by the
measured 150 meV±30 meV with the addition of Ga would not be expected to lower Voc
because Eeff at the interface remains unchanged, it would not be expected to increase
it, either. Yet, this is exactly what is observed: the addition of Ga raises Voc by ∼100 meV.
What is the reason for this change? Although the CdS may act to improve lattice match-
ing and band alignment between the CIS and the window layer, these are not further
optimized by the addition of Ga because an ∼8% addition of Ga will not effect the lattice
parameters to a large extent and the band alignment between the two materials becomes
worse. This means that the addition of Ga must reduce the defect density on the CIGS
surface or that defects present on the CIGS surface are more easily passivated with the
application of a buffer layer. Another possibility is that the role of a solar cell’s Eg,eff
is not as central to the functioning of the cell as previously thought. For instance, if the
splitting of the quasi-Fermi Levels could be increased by the larger band gap of CIGS and
is not limited by Eg,eff , then this could be a source of the increase in Voc.
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9.2 Outlook
Further work on this junction should be centered on obtaining absolute values for the
surface positions of the conduction bands of CIS, CIGS, CGS and CdS. This non-trivial
act would eliminate the reliance on bulk band gap values which is a large source of un-
certainty about band alignment.
This can begin by building on the experiments presented here. The fundamental problems
of the core hole effects and LDOS-sensitivity of the NEXAFS measurements need to be
further investigated and better understood, possibly with theoretical models, in order to
obtain absolute quantitative results. The physical interpretation of measurements, i.e.
how the system reacts to the excitation needed to perform them, especially when con-
sidering conduction band edges, must be more thoroughly debated instead simply piping
more and more samples through methods we do not fully understand.
The CFS measurements should be repeated and also performed on CIGS/CdS junctions
in order to further investigate the difficulties encountered here and to expand results.
Higher excitation energies able to probe the CdS valence band edge would make this
an invaluable tool for the characterization of chalcopyrite absorber/buffer junctions. In
the case of IPES, effects of charging and damage from the electron beam must be more
closely scrutinized. IPES values are very scattered in literature and even from experiment
to experiment. Perhaps more progress would be made by investigating well-understood
model systems instead of systems such as Cu(In,Ga)S2 absorbers used here. For exam-
ple, epitaxial CIGS layers with no surface band bending could be measured and results
compared to optical measurements of the band gap.
The study of the diffusion of Cd into the CIS during CBD is also of central importance.
The depth to which Cd diffuses and the lattice positions occupied by Cd in the CIS may
be vital to understanding the role of Cd in this junction. Most of the results in this thesis
focused on what the Cd does not do when the real information sought is what the Cd does
do. Thus, experiments with sensitivity to the chemical environment of specific atoms,
such as NEXAFS, should be performed on samples where the possibility of measuring a
surface CdS layer can be excluded. Even the experiments done here with CIS:Cd where
no Cd signal was obtained should be repeated with more sensitive detectors or with longer
measurement times because weak signals can easily be lost due to low signal-to-noise ra-
tios.
The conclusion that Cd has no effect on the electronics of the CIS surface seems too
simple, especially when one considers that the valency of Cd is different from the other
cations in the system. It would be very surprising if the incorporation of this atom into
the CIS lattice had no effect on the electronic properties of the resulting phase. It could
be that the effect of the incorporated Cd was compensated in some way, which leads again
to the necessity of understanding exactly how the Cd dopes the CIS.
And finally, another common way to investigate junction characteristics is with exper-
iments involving charge transport characteristics through the junction. These include
current-voltage and voltage-capacitance measurements and although some of these ex-
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periments for this system can also be found in literature, none were attempted here.
However, the correlation of these experiments with those involving photoelectron spec-
troscopy would be very interesting, especially when done on the same samples in order
to avoid the problem of non-reproducibility. The ability of PES to investigate interfaces
stops when the thickness of the top layer being deposited on the substrate (in this case
the CdS) extends past the information depth of the specific PES method used. Charge
transport experiments do not suffer from this. On the other hand the results of transport
experiments are not limited to the interface only but are influenced by the entirety of the
material on either side of the junction, that is, by the entire sample. And to disentangle
the bulk effects from the interface effects is another challenge.
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Appendices
A Raw Data for measured [Cu]/[In] Ratios During
HCl etching
This appendix is a supplement to sec. 5.1.2.1 and shows the In 3d5/2 and Cu 2p3/2 core
levels used to calculate the [Cu]/[In] ratio in fig. 21 after 6, 9 and 12 sec of etch time in HCl.
Because the measurements made after 3 sec of etch time showed neither a Cu nor an In
signal, it is shown here that the peaks used for the first three points in fig. 21 at 6, 9 and
12 sec are indeed of a quality suited for fitting.
Figure 58: a) In 3d5/2 and b) Cu 2p3/2 core levels used to calculate the [Cu]/[In] ratio in fig.
21 after 6, 9 and 12 sec of etch time in HCl. The peaks have been normalized only by the number
of scans used to make the individual measurements.
Fig. 58 shows a) the In 3d5/2 and b) Cu 2p3/2 core levels as measured. The peaks have
been normalized only by the number of scans used during the measurement making their
relative areas (and changes in the areas) directly accessible. The number of scans used
for the In peaks was 22, 12 and 7 scans for 6, 9 and 12 sec of etch time, respectively while
for the same times the number of scans for Cu was 30, 30 and 12, respectively.
Although it is somewhat difficult to see in the Cu measurements because of the differing
backgrounds between 6 sec and 9 sec, the areas of these two peaks are relatively similar
while the corresponding In peaks differ by a greater amount and is reflected in the chang-
ing [Cu]/[In] ratio in fig. 21. After 12 sec of etch time the difference is also noticeable.
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B XPS investigation of HCl-etched CIS after CdS
deposition: Al Kα versus Mg Kα Excitation Ener-
gies
This appendix is a supplement to sec. 5.1.2.1.
After two HCl etch steps, at 21 and 153 seconds, the CIS sample with the CIS:Cd layer was
measured with Al Kα radiation in addition to Mg Kα radiation in order to take advantage
of the two different information depths offered by the respective excitation energies. If
indeed the Cd was limited to the surface or a near-surface region of the absorber, it may
be possible to detect a difference in the concentration ratios because a larger volume of
Cd-free material can be measured with Al Kα than with Mg Kα.
At 21 seconds, the ratios involving Cd had values of [Cd]/[Cu]=0.26 and [Cd]/[In]=0.09
when measured with Mg Kα while the values measured with Al Kα were [Cd]/[Cu]=0.13
and [Cd]/[In]=0.11.
At 153 seconds, the same ratios had values of [Cd]/[Cu]=0.11 and [Cd]/[In]=0.04 when
measured with Mg Kα and [Cd]/[Cu]=0.08 and [Cd]/[In]=0.04 when measured with Al
Kα.
Therefore, in both cases the [Cd]/[Cu] ratio decreased with the higher excitation energy
while the [Cd]/[In] signal stayed the same or increased very slightly. While it may be
plausible to interpret this as being due to a layer of CIS:Cd thinner than, or whose con-
centration is changing rapidly compared to the information depth of Al Kα (3-4 nm), it
is unlikely for two reasons.
Because the information depth of In is higher than that of Cu due to the lower binding
energy and thus higher resulting kinetic energy of In 3d electrons, any change in a thin
CIS:Cd layer would likely be more pronounced in the [Cd]/[In] ratio. Also, when one looks
at the [Cu]/[In] ratios measured with Mg Kα and Al Kα radiation, they are seen to be
higher for the Al measurement at both times, 21 and 153 seconds.33 Thus the [Cd]/[Cu]
ratio may decrease due to an increase in Cu concentration rather than a decrease in Cd
concentration with depth.
However, the values of the [Cd]/[Cu] and [Cd]/[In] ratios are too small to be viewed with
any matter of accuracy and the changes observed between the ratios with the two different
excitation energies are even smaller. The results of this experiment are, thus, inconclusive.
33The values are [Cu]/[In]21,Mg=0.35, [Cu]/[In]21,Al=0.84, [Cu]/[In]153,Al=0.36, [Cu]/[In]153,Al=0.5.
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C Details of the Density Functional Calculation of
Cd in CIS
This appendix is a supplement to sec. 5.2.
The significant factors influencing band bending at the CIS/CdS junction are various
types of chemical disorder, in particular, penetration of Cd into the CIS absorber. There-
fore, in this first-principles calculation the random substitution of Cu atoms (on their
regular lattice positions in CIS) by Cd atoms is studied. Assuming that the penetration
length of the Cd into the CIS is longer than the typical CIS lattice parameter34 the elec-
tronic properties at each point of the concentration profile have been considered locally,
i.e. based on the bulk calculation for the corresponding concentrations. To account for
the random chemcical disorder the so-called Coherent Potential Approximation (CPA)
[137, 138] was used which delivers the best local solution (without information about the
short local order) which is most successful in the case of equirandom solutions. Since
the implementation of the CPA theory is naturally formulated in the Green’s Function
language, the CFT-based KKR (Korringa-Kohn-Rostocker) method was used within the
SPR-KKR Munich code [139]. The exchange-correlation potential is treated with the
standard Local Density Approximation (LDA) using the Vosko-Wilk-Nusair parameteri-
zation [140].
Because the amount of Cd needed to switch from p- to n-type CIS should be rather small
(within a few percent), we stay with the experimental CIS lattice parameters for the en-
tire range of Cd-Cu concentrations. The basic information needed from the calculation
is the density of states (DOS) in the vicinity of the Fermi energy.35 This allows us to
determine the band gap size and the position of the chemical potential.36 The latter can
be determined from the equality for T6=0:
EVT∫
EVB




where n(E) and fµ,T are the ground state DOS and Fermi-Dirac distribution for the given
temperature T , respectively, and µ is the chemical potential. EVB,VT,CB,CT are the bottom
and top of the valence band, and the bottom and top of the conduction band, respectively.
For the relatively small temperatures (T < 300K), the integration limits are well confined
within a few eV around the Fermi energy.
34This assumption is made although the HIKE measurements in sec. 5.1.3 allowed for diffusion of Cd
up to ∼1 nm into the CIS and the lattice parameter for CIS is a=5.52 A˚. Higher diffusion lengths were not
considered. The “undetectable” Cd discussed in the same section may diffuse deeper into the absorber.
35The Fermi energy refers to the highest occupied state which is called the valence band edge in the
rest of the thesis.
36The chemical potential refers to what is called the “Fermi Level” in the rest of the thesis.
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D Logarithmic Analysis of the CIS/CdS Valence Band
Offset: Inconclusive Measurements
This appendix is a supplement to sec. 6.3 and considers the two samples discussed in that
section which did not lead to a successful analysis of the band offsets.
In sec. 6.3, the two samples with the thinnest CdS layers (40 seconds, 1 minute) failed to
give reliable results for the band offset. In both cases, the reasons are the same: the linear
extrapolation was not possible and the logarithmic fit gave a questionably low value for
the valence band offset.
The first problem is shown in fig. 59, where the absence of a linear region for fitting can
be seen. The regions (intensities) shown were chosen in the same way the region of fig.
32 b) was chosen: the downsized version of fig. 30 b) in the logarithmic analyses of each
sample gives the respective intensity of the valence band edge for that measurement. The
reduction in intensity for each measurement is, as in fig. 30 b), reasonable for over layers
of the respective thicknesses.
Figure 59: The CFS valence band measurements on CIS covered with a) 40 seconds and b)
1:00 minute of CdS. Neither measurement has a linear portion suitable for fitting at the intensity
expected for the valence band edge.
Another possible reason for these washed-out band edges other than that given in sec.
6.3 is also based on the high information depth of CFS. These two samples possibly have
regions of CIS not covered by CdS and these regions may have slightly different Fermi-
Level positions than the regions covered by CdS. Because the CFS measurement averages
the position of the Fermi-Level over the entirety of the illuminated part of the sample
(∼1cm2), the high information depth of CFS making the Fermi-Level in the entire region
measurable, the measurements in these two cases may be composed of signals from the
CIS with quite different Fermi-Level positions (compare before and after the CdS depo-
sition, fig. 31). Zooming in or out on these spectra, one finds that the curvature seen at
this intensity does not disappear, although it seems that at higher binding energies, the
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curve may indeed flatten. However, it does not.
Figure 60: Logarithmic plot of the CIS sample with 1:00 minutes of CdS deposition. This is the
same plot found in fig. 59 b). The band offset determined through the logarithmic investigation
was 1.00 eV±0.20 eV. See explanation in text in sec. 6.3
In addition, it can be seen that the two spectra in fig. 59 have very similar energetic
positions, supporting the findings found earlier, that any band bending caused in the CIS
from the CdS deposition comes in the first 40 seconds of the CBD and remains static from
then on.
Seeing as the CFS measurement as well as the XPS/UPS measurement of the CIS with
4 minutes of CdS showed the CIS valence band edge at about 1.1 eV, it would not be
far fetched to expect the valence band edge of the other two samples to also be at about
1.1 eV. And indeed, when observing fig. 59, a band edge at 1.1 eV is entirely imaginable
as the measurements do seem to approach zero around this value.
On the other hand, when looking at the failed logarithmic plot in fig. 60, the result is
seen to be a band offset of about 1 eV. This would mean, however, after taking the CdS
valence band edge at about 2.45 eV into account, that the CIS valence band edge would
have to lie at about 1.45 eV. When looking at fig. 59 b), it can be seen that this is not
the case.
It seems unlikely that the absence of the linear portion of fig. 59 b), would cause the fit
in fig. 60 to shift by ∼0.40 eV. However, if this is not the case, it would mean that there
are two separate causes contributing to the failure the measurement to produce a reliable,
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consistent result. This also does not seem likely.
It can, however, be seen in fig. 61 that the shoulder into which the CFS spectrum from
fig. 30 b) is fitted at 1.20 eV for the 40 second and 1:00 minute CdS samples (marked
with arrows) is clearly shifted to the left of the same, yet broader feature at 1.35 eV in
the spectrum for the 4:00 minute sample (also marked with an arrow).
Figure 61: Logarithmic CFS plots of CIS with 40 sec, 1:00 min and 4:00 min of CdS deposition.
The samples with the 40 sec and 1:00 CdS layers led to anomalous band offset values while the
result from the sample with the 4:00 CdS layer was in agreement with the combined XPS/UPS
method and literature values. The shoulder into which the CFS measurement on bare CIS
(dotted black line, fig. 30 b)) was fitted (black arrows) appears at different positions in the
spectra.
The increased down-scaling needed to fit fig. 30 b) properly into the logarithmic plots
along with the increase in the feature to the left of E-EV,CdS = 0 (the CdS valence band)
shows the growth of the CdS layer very clearly. Furthermore, the presence of the CdS
signal at the same position in the spectra from the 1:00 minute and 4:00 minute samples
confirms the fact that neither spectrum was mistakenly shifted during analysis, thereby
producing the different band offsets.
The origin of the rise in intensity in the spectrum from the 1:00 minute CdS sample at
0.5 eV is not clear. Considering that this sample lies between the other two, any features
of this spectrum should represent an intermediate state between the other two samples.
Because the results of the measurements on the CIS samples with 1:00 and 2:00 min-
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utes CdS discussed here represent a substantial amount of the observations made in this
chapter, they could be considered as possibly reliable results, especially because they are
consistent with each other. However, the physical reasoning given above is enough to
substantiate the claim that they are “failed” experiments and should for that reason be
discounted. They are, however, not be overlooked as there may be explanations for the
results beyond those discussed here which contain information about the CFS method
and/or the CIS/CdS junction itself.
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