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Abstract
Many problems of artificial intelligence, or more generally, many problems
of information processing, have a generic solution based on local computation
on join trees or acyclic hypertrees. There are several variants of this method all
based on the algebraic structure of a valuation algebra. A strong requirement
underlying this approach is that the elements of a problem decomposition form
a join tree. Although it is always possible to construct covering join trees, if the
requirement is originally not satisfied, it is not always possible or not efficient
to extend the elements of the decomposition to the covering join tree. Therefore
in this paper different variants of an axiomatic framework of valuation algebras
are introduced which prove sufficient for local computation without the need
of an extension of the factors of a decomposition. This framework covers the
axiomatic system proposed by (Shenoy & Shafer, 1990). A particular empha-
sis is laid on the important special cases of idempotent algebras and algebras
with some notion of division. It is shown that all well-known architectures for
local computation like the Shenoy-Shafer architecture, Lauritzen-Spiegelhalter
and HUGIN architectures may be adapted to this new framework. Further a
new architecture for idempotent algebras is presented. As examples, in addi-
tion to the classical instances of valuation algebras, semiring induced valuation
algebras, Gaussian potentials and the relational algebra are presented.
History
This paper pursues a technical report (Schneuwly et al., 2004) from the
University of Fribourg. It was submitted to a journal in 2005 where it was
forgotten for more than two years. Later, the paper was rejected, mainly because
its content flowed into other publications in the meantime, in particular into
(Pouly, 2008) and (Pouly & Kohlas, 2011).
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1 Introduction
Local computation or tree-decomposition techniques were originally introduced for
probability networks by (Lauritzen & Spiegelhalter, 1988) to provide a solution for
an otherwise computationally intractable problem. Based on this work, (Shenoy &
Shafer, 1990) formulated a set of sufficient axioms for the application of this algo-
rithm, and it was also shown that other formalisms as belief functions for example
satisfy these axioms and therefore qualify for the application of local computation.
This laid the foundation for a generic approach to inference, reasoning and combi-
nation of information based on local computation.
The mathematical base for local computation is provided by the algebraic structure
determined by the axioms introduced in (Shenoy & Shafer, 1990). This structure
is now called a valuation algebra (Kohlas & Shenoy, 2000; Kohlas, 2003) and was
first introduced in (Shenoy, 1989), see also (Shenoy, 1992b). A first algebraic study
of these structures and local computation was laid down in an unpublished paper
(Shafer, 1991). Valuation algebras provide a unifying approach to reasoning, cov-
ering many very different formalisms ranging from different uncertainty calculi like
probability, possibility theory and belief functions to various logical systems, pass-
ing by relational algebra, constraint systems, systems of equations and inequalities,
formalisms related to path problems and many more. A related unifying approach
to reasoning is also given in (Dechter, 1999).
In the valuation algebra framework, pieces of information are represented by valu-
ations, and a set of valuations is called knowledgebase. Each valuation refers to a
certain domain which reflects the set of questions that is generally associated with
a piece of information. A knowledgebase then specifies a computational task called
inference problem that requires to combine or aggregate all its valuations and to
project, focus or marginalize the combination onto some queries of interest. This
will be formulated more precisely in Section 2 and 3. It turns out that a direct
solution of inference problems according to this description is computationally in-
tractable in most cases. If, however, the domains of the knowledgebase valuations
and the queries form a hypertree, then the axioms of the valuation algebra allow to
define a procedure for the solution of inference problems where the domains of valu-
ations are always bounded by the hyperedges of the hypertree. This technique called
local computation is computationally feasible, if the cardinalities of the hyperedges
are not too large. The condition that the domains of a set of valuations together
with the queries form a hypertree is very strong and only incidentally, but by no
means generally, satisfied. On the other hand, it is always possible to construct a
covering hypertree (also called tree-decomposition) whose hyperedges cover the do-
mains of the given valuations and queries. Then, if the valuation algebra contains
neutral elements, the valuations may be changed such that their domains coincide
with the hyperedges of the covering hypertree. This makes the application of local
computation on the modified knowledgebase possible. In the literature, it was tacitly
assumed that such neutral elements always exist, which is indeed the case for popular
systems such as probability networks or belief functions. But it will be argued in this
paper that important systems without neutral elements exist. A typical example are
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Gaussian potentials, for which the approach using covering hypertrees as proposed
so far is thus not applicable. The main contribution of this paper is to show that
local computation on covering hypertrees can still be exploited in these cases. More-
over, it will be argued that even if neutral elements exist, it is not efficient to use
them for the modification of the original knowledgebase valuations. Finally, there
are also cases where neutral elements exist, but having no finite representation. This
makes their use not only inefficient but infeasible. To sum it up, this paper shows
for the first time that local computation on covering hypertrees is possible without
the presence and use of neutral elements in the underlying valuation algebra.
It is worth noting that there is a related approach to local computation for the treat-
ment of Boolean conjunctive queries (BCQs) in the domain of relational databases
(Gottlob et al., 1999b), which may also be applied to constraint satisfaction prob-
lems (CSPs) (Gottlob et al., 1999a). Its main subject is to identify so-called hypertree
decompositions of bounded hypertree width. Strictly speaking, it is a generalization
of the query decomposition of the bounded query width concept introduced in the
same research field (Chekuri & Rajaraman, 1997). Both are based on covering join
trees. Since relational algebra is a prototype algebra where neutral elements are
not finitely representable, they can not be used in order to fill the nodes. Instead,
the convenient idempotency property of BCQs and CSPs can be exploited for this
purpose. In this way, efficient constructions of hypertrees for new queries which are
equivalent to the starting becomes possible (Gottlob et al., 1999b; Gottlob et al.,
2001). While they make local computation possible, (Gottlob et al., 1999b) showed
that queries of bounded query width are, in difference to queries of bounded hyper-
tree width, not efficiently recognizable. Nevertheless, these approaches may only be
applied to idempotent algebras.
In Section 2, we formulate carefully the axioms of a valuation algebra as used in this
paper. They differ slightly from the original ones given in (Shenoy & Shafer, 1990)
and used in other publications (e.g. (Shafer, 1991; Lauritzen & Jensen, 1997; Mengin
& Wilson, 1999; Kohlas, 2003)). We claim that these new axioms are sufficient for
local computation according to our modified version. Moreover, if neutral elements
are present, then this new axiomatic system becomes equivalent to the traditional
system. A selection of formalisms that satisfy the valuation algebra axioms will then
be given. As a first main result, it will be shown that a unique identity element can
always be adjoined to such a valuation algebra, if it is not yet present. This identity
element will enable us to formulate the modified local computation algorithm. In
Section 3, a first version of a local computation scheme based on covering join
trees will be introduced. In a first step, the collect algorithm for computing the
marginal on a given pre-specified domain will be formulated and proved. It will be
shown that this coincide essentially with the well-known fusion algorithm (originally
introduced in (Cannings et al., 1978; Shenoy, 1992a)) and bucket-elimination scheme
(Dechter, 1999). The latter however are formulated in terms of variable elimination,
whereas the collect algorithm is expressed using the more general projections or
marginalization operator. In many practical cases, not only a single but multiple
queries have to be computed from a given knowledgebase. It is well-known that
caching avoids redundant computations in such cases. One organization exploiting
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this is given by the so-called Shenoy-Shafer Architecture (Shenoy & Shafer, 1990),
and it will be shown, how local computation based on this architecture can be
adapted to covering hypertrees without using neutral elements, even if they exist.
It is known from probability networks that local computation schemes using divi-
sion can be formulated, provided that some concept of inverse elements exists in a
valuation algebra. Sufficient conditions for their presence are studied in Section 4,
following the abstract description proposed by (Lauritzen & Jensen, 1997). However,
we will present in a more precise way first a general condition for defining division,
leading to so-called separative valuation algebras. An instance of a separative algebra
is the valuation algebra of Gaussian potentials, where division leads to conditional
Gaussian distributions. More restricted is a regularity condition, which is for exam-
ple satisfied for discrete probability potentials, and which leads to regular valuation
algebras as a special case of separative valuation algebras. This section is a summary
of a theory developed in (Kohlas, 2003). Local computation architectures exploit-
ing division are the Lauritzen-Spiegelhalter Architecture proposed in (Lauritzen &
Spiegelhalter, 1988) and the HUGIN Architecture described in (Jensen et al., 1990).
In Section 5, we show that these architectures can be adapted for covering hyper-
trees and regular valuation algebras without neutral elements. An important case
of regular valuation algebras are idempotent valuation algebras (also called infor-
mation algebras (Kohlas, 2003)). In this case, both architectures above collapse to
a very simple and symmetric new architecture.
We provide in this paper a rigorous base for generic local computation on covering
hypertrees for the most general case of valuation algebras without neutral elements.
This furthermore implies that even if neutral elements are present, they do not need
to be used for the extension of the domains of valuations to hyperedges, which thus
enables a more efficient organization of local computation. The theory presented
here is implemented in a software framework called NENOK (Pouly, 2008) that of-
fers generic implementations of local computation architectures. This library can be
accessed by any implemented formalism that satisfies the valuation algebra axioms.
2 Valuation Algebra
Information or knowledge concerns generally a certain domain. It can be aggregated
with other pieces and focused to the part we are interested in. In order to deal
with this conception of knowledge or information, a precise formalism is needed
given by a system of axioms determining the behavior of the three basic operations:
labeling for retrieving the domain, combination for aggregation and marginalization
or projection for focusing of knowledge. The resulting algebraic system is called a
valuation algebra. The concepts and ideas are mainly taken from (Kohlas & Shenoy,
2000; Kohlas, 2003).
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2.1 Axiomatic
The basic elements of a valuation algebra are so-called valuations. Intuitively, a
valuation can be regarded as a representation of knowledge about the possible values
of a set of variables. It can be said that each valuation φ refers to a finite set of
variables d(φ), called its domain. For an arbitrary set s of variables, Φs denotes
the set of valuations φ with d(φ) = s. With this notation, the set of all possible
valuations corresponding to a finite set of variables r can be defined as
Φ =
⋃
s⊆r
Φs.
Let D be the lattice of subsets (the powerset) of r. For a single variable X, ΩX
denotes the set of all its possible values. We call ΩX the frame of variable X. In
an analogous way, we define the frame of a non-empty variable set s ∈ D by the
Cartesian product of frames ΩX of each variable X ∈ s,
Ωs =
∏
X∈s
ΩX . (2.1)
The elements of Ωs are called configurations of s. The frame of the empty variable
set is defined by convention as Ω∅ = {"}.
Let Φ be a set of valuations with their domains in D. We assume the following
operations defined on Φ and D:
1. Labeling: Φ→ D; φ $→ d(φ),
2. Combination: Φ× Φ→ Φ; (φ,ψ) $→ φ⊗ ψ,
3. Marginalization: Φ×D → Φ; (φ, x) $→ φ↓x, for x ⊆ d(φ).
These are the three basic operations of a valuation algebra. Valuations can be re-
garded as pieces of information. The label of a valuation determines its domain and it
is retrieved by the labeling operation. Combination represents aggregation of pieces
of information and marginalization of a valuation (sometimes also called projection)
focusing of information, i.e. extraction of the part related to some subdomain.
We impose now the following set of axioms on Φ and D:
(A1) Commutative Semigroup: Φ is associative and commutative under ⊗.
(A2) Labeling: For φ, ψ ∈ Φ,
d(φ⊗ ψ) = d(φ) ∪ d(ψ).
(A3) Marginalization: For φ ∈ Φ, x ∈ D, x ⊆ d(φ),
d(φ↓x) = x.
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(A4) Transitivity: For φ ∈ Φ and x ⊆ y ⊆ d(φ),
(φ↓y)↓x = φ↓x.
(A5) Combination: For φ, ψ ∈ Φ with d(φ) = x, d(ψ) = y and z ∈ D such that
x ⊆ z ⊆ x ∪ y,
(φ⊗ ψ)↓z = φ⊗ ψ↓z∩y.
(A6) Domain: For φ ∈ Φ with d(φ) = x,
φ↓x = φ.
Definition 1 A system (Φ, D) with the operations of labeling, combination and
marginalization satisfying these axioms is called a valuation algebra.
The axioms express natural properties of pieces of information and their operations.
The first axiom says that Φ is a commutative semigroup under combination. It
means that if information comes in pieces, the sequence in which the pieces are
aggregated does not influence the result, the combined information. The labeling
axiom says that the combination of valuations relates to the union of the domains
involved. The marginalization axiom expresses what we expect, namely that the
domain of a valuation which is focused on some subdomain is exactly this subdomain.
Transitivity means that marginalization can be performed in steps. The combination
axiom is the most important axiom for local computation. It states that if we have
to combine two valuations and then marginalize the result to a domain containing
the domain of the first one, we do not need first to combine and then to marginalize.
We may as well marginalize the second valuation to the intersection of its domain
and the target domain. This avoids the extension to a domain which is the union of
the domains of the two factors, according to the labeling axiom, if we combine before
marginalization. This, in a nutshell, is what local computation is about. Finally, the
domain axiom assures that information is not influenced by trivial projection.
Usually, and especially in the original paper (Shenoy & Shafer, 1990), only axioms
(A1), (A4) and (A5) (the latter in a simplified version) are stated. The labeling
axiom (A2) and the marginalization axiom (A3) are tacitly assumed (in (Shafer,
1991) the labeling axiom however is formulated). They do however not follow from
the other axioms. The domain axiom (A6) also is not a consequence of the other ones,
as was already shown in (Shafer, 1991). It expresses some kind of stability of a piece
of information under trivial projection which is important for local computation.
Often a neutral element is assumed in each semigroup Φs, i.e. an element es such
that es⊗φ = φ⊗es = φ for all valuations φ ∈ Φs (e.g. (Shafer, 1991; Kohlas, 2003)).
Then it is postulated that the neutrality axiom holds
es ⊗ et = es∪t. (2.2)
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However we shall see below (Subsection 2.2) that there are important examples
where such an element does not exist, or exists, but is not representable in the
chosen framework. That is why we choose not to assume (in general) the existence
of neutral elements.
The combination axiom usually is formulated in the following simplified form: If
d(φ) = x and d(ψ) = y, then
(φ⊗ ψ)↓x = φ⊗ ψ↓x∩y. (2.3)
This is a particular case of the combination axiom (A5). If the valuation algebra
has neutral elements satisfying the Neutrality Axiom, then the simplified version is
equivalent to (A5). But otherwise this does not hold, and for local computation we
need the version (A5) of the combination axiom.
Sometimes it is also assumed that each semigroup Φs contains a null or absorbing
element, i.e. an element zs such that zs ⊗ φ = φ⊗ zs = zs for all valuations φ ∈ Φs.
It represents contradictory information and exist in many (even most) valuation
algebra instances. However, there are again important cases where null elements do
not exists, and for this reason, their existence is not assumed in the above system.
Finally, we remark that instead of a domain lattice D of subsets, one might consider
any lattice of domains as for example partitions of a set which form a non-distributive
lattice. Local computation can still be developed in this more general setting (Shafer,
1991; Kohlas & Monney, 1995). But, without distributivity in the lattice of domains,
this becomes more involved and will not be considered here.
The following lemma describes a few elementary properties of valuation algebras
derived from the set of axioms. We refer to (Kohlas, 2003) for their simple proofs.
Lemma 1
1. If φ, ψ ∈ Φ with d(φ) = x and d(ψ) = y, then
(φ⊗ ψ)↓x∩y = φ↓x∩y ⊗ ψ↓x∩y. (2.4)
2. If φ, ψ ∈ Φ with d(φ) = x, d(ψ) = y and z ⊆ x, then
(φ⊗ ψ)↓z = (φ⊗ ψ↓x∩y)↓z. (2.5)
2.2 A Few Examples
The axioms for a valuation algebra as proposed above will prove sufficient for lo-
cal computation. On the other hand, they cover the known interesting examples
of knowledge or information representation. This will be illustrated by selected in-
stances in this subsection.
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2.2.1 Semiring-Valued Potentials (Kohlas & Wilson, 2008)
A semiring is a set A with two binary operations designated by + and ×, which
satisfy the following conditions:
1. + and × are commutative1 and associative,
2. × is distributive over +, i.e. for a, b, c,∈ A we have
a× (b+ c) = (a× b) + (a× c).
Examples of semirings are the Boolean semiring, where A = {0, 1}, a+b = max{a, b},
a × b = min{a, b}, the Bottleneck Algebra, where + is the max operation and ×
the min operation on pairs of real numbers, augmented with +∞ and −∞, or
(max /min,+) semirings, where A consists of the nonnegative integers plus +∞.
Addition + is taken as the min or, alternatively, the max-operation, whereas × is
the ordinary multiplication. The nonnegative reals R+0 together with the ordinary
addition and multiplication form also a semiring. Finally the interval [0, 1] with +
as the max operation and any t-norm for multiplication yields another semiring. We
remind that a t-norm is a binary operation on the unit interval that is associative,
commutative and non-decreasing in both arguments.
The associativity of + allows to write expressions like a1+ · · ·+an or
∑
i ai. If now A
is a semiring, we define valuations on s by mappings from configurations to semirngs
values, φ : Ωs → A. If x is a configuration of s and t ⊆ s, then let x↓t denote the
configuration of t consisting of the components xi of x with i ∈ t. Then we define
the following operations with respect to semiring-valued valuations:
1. Labeling: d(φ) = s if φ is a valuation on s,
2. Combination: If d(φ) = s, d(ψ) = t and x is a configuration of s ∪ t, then
φ⊗ ψ(x) = φ(x↓s)× ψ(x↓t), (2.6)
3. Marginalization: If t ⊆ d(φ) and x is a configuration of t, then
φ↓t(x) =
∑
y∈Ωs−t
φ(x,y). (2.7)
It is easy to see that these semiring-valued valuations form a valuation algebra.
In the case of R+0 with ordinary addition and multiplication, this is the valuation of
discrete probability potentials as studied in (Lauritzen & Spiegelhalter, 1988; Shenoy
& Shafer, 1990). In the case of a Boolean semiring this corresponds to constraint
systems. If we use t-norms for multiplication and min for + we get various systems of
possibility measures. The (max /min,+) semirings lead to algebras used in dynamic
optimization. Thus, semiring-valued valuations cover many important valuation al-
gebras. They may or may not contain neutral elements, depending on whether the
underlying semiring has a unit element, i.e. a neutral element of multiplication.
1Commutativity of multiplication is not always required in the literature.
2.2 A Few Examples 10
2.2.2 Gaussian Potentials (Kohlas, 2003)
Consider a family of variables Xi with i ∈ I = {1, . . . , n}. A Gaussian distribution
over a subset of these variables is determined by its mean value vector and the
concentration matrix, the inverse of the variance-covariance matrix. If s is a subset
of the index set I, then let µ : s → R denote the mean value vector relative to the
variables in s and K : s × s → R the concentration matrix, which is assumed to
be positive definite. If µ and K are defined relative to a set s and t ⊆ s, then µ↓t
and K↓t denote the sub-vector or submatrix with only components µ(i) and K(i, j)
belonging to t. If, on the other hand t ⊇ s, then µ↑t and K↑t denote the vector or
matrix obtained from µ or K by setting µ(i) = 0 and K(i, j) = 0 for i, j ∈ t− s.
A pair (µ,K) where both µ and K are relative to a subset s ⊆ I is called a Gaussian
potential, and the set s is the label of the potential, d(µ,K) = s. Further, we define
the operation of combination between two Gaussian potentials (µ1,K1) and (µ2,K2)
with domains s and t respectively as follows:
(µ1,K1)⊗ (µ2,K2) = (µ,K), (2.8)
where
K = K↑s∪t1 +K
↑s∪t
2
and
µ = K−1
(
K↑s∪t1 · µ↑s∪t1 +K↑s∪t2 · µ↑s∪t2
)
.
For a Gaussian potential (µ,K) on domain s, marginalization to a set t ⊆ s is defined
by
(µ,K)↓t = (µ↓t, ((K−1)↓t)−1). (2.9)
This system satisfies the axioms of a valuation algebra, and there are no neutral el-
ements. This algebra becomes most important when division is introduced, allowing
to represent conditional Gaussian distributions, see Section 4.1.
2.2.3 Densities (Kohlas, 2003)
A continuous, nonnegative-valued function f on Rn is called a density, if its integral
is finite, ∫ +∞
−∞
f(x)dx < ∞.
Let I = {1, . . . , n} be an index set. For any subset s ⊆ I we consider the set Φs of
densities f : R|s| → R with domain d(f) = s. If f is a density with domain s and
t ⊆ s, the marginal of f with respect to t is defined by the integral
f↓t(x) =
∫ +∞
−∞
f(x,y)dy,
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if x denotes configurations with respect to t and y configurations with respect to
s− t. For two densities f and g on s and t respectively, the combination is defined,
for x configuration of s ∪ t, by
f ⊗ g(x) = f(x↓s) · g(x↓t).
It can be shown that densities on subsets of I form a valuation algebra. It has no
neutral elements, since f(x) = 1 for all x has no finite integral and is therefore not
a density. But it has a null element f(x) = 0 for all x, which is a density according
to our definition.
2.2.4 Relational Algebra
An important instance of a valuation algebra is the relational algebra. Let A be a
finite set of symbols called attributes. For each α ∈ A let Uα be a non-empty set,
called the domain of attribute α. Let s ⊆ A. An s-tuple is a function f with domain
s and f(α) ∈ Uα. The set of all s-tuples is called Es. For an s-tuple and a subset t
of s the restriction f [t] is defined to be the t-tuple g such that g(α) = f(α) for all
α ∈ t.
A relation R over s is a set of s-tuples, i.e. a subset of Es. The set of attributes s is
called the domain of R and denoted by d(R) = s. If R is a relation over s and t a
subset of s, then the projection of R onto t is defined as follows:
pis(R) = {f [t] : f ∈ R}. (2.10)
The natural join of a relation R over s and a relation S over t is defined as
R %& S = {f ∈ Es∪t : f [s] ∈ R, f [t] ∈ S}. (2.11)
It is easy to see that the algebra of relations with join as combination and projection
as marginalization is a valuation algebra. The full relations Es are neutral elements
in this algebra. It is essentially the same as the constraint algebra introduced in
Example 2.2.1. A particularity of this algebra is its property of idempotency : A
relation combined (joined) by a projection of itself returns the original relation.
Such algebras are also called information algebras and have a rich theory (Kohlas,
2003).
The family of finite relations is closed under projection and join and forms itself
a valuation algebra. If however some of the sets Uα are infinite, then the neutral
elements do not belong to this algebra. Moreover, such infinite sets are not explicitly
representable as relations.
2.2.5 Logic
Many logics have an algebraic theory. Lindenbaum algebras represent propositional
logic (Davey & Priestley, 1990) and predicate logic has cylindric algebras (Henkin
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et al., 1971) as its algebraic counterpart. These algebras are closely related to val-
uation algebras, where valuations represent logical statements. Cylindric algebras
are in fact instances of valuation algebras. For valuation algebras related to propo-
sitional logic, we refer to (Kohlas et al., 1999). More general relations between logic
and valuation algebra are presented in (Mengin & Wilson, 1999; Kohlas, 2003) and
also in a different direction in (Kohlas, 2002).
These examples are by no means exhaustive. Other important instances are provided
by belief functions (Shenoy & Shafer, 1990), systems of linear equations or linear
inequalities, equivalently represented by affine linear manifolds or convex polyhedra
(Kohlas, 2003), where local computation is closely related to sparse matrix tech-
niques, and convex sets of discrete probability distributions (Cano et al., 1992). For
even further examples we refer to (Kohlas, 2003; Pouly, 2008).
2.3 Neutral Elements
The existence of neutral elements is not mandatory in a valuation algebra as we have
seen. Nevertheless, for computational purposes, it is convenient to have at least one
identity or neutral element which serves as placeholder whenever no valuation, no
knowledge or information, is available at the moment. In this subsection we show
that it is always possible to adjoin such an element, if it is not already provided by
a valuation algebra (Schneuwly, 2007; Pouly, 2008).
Let (Φ, D) be an arbitrary valuation algebra as defined in Section 2.1. We add a
new valuation e to Φ and denote the resulting system by (Φ′, D). The operations of
the algebra are extended from Φ to Φ′ in the following way:
1. Labeling: Φ′ → D; φ $→ d′(φ),
• d′(φ) = d(φ), if φ ∈ Φ;
• d′(e) = ∅;
2. Combination: Φ′ × Φ′ → Φ′; (φ,ψ) $→ φ⊗′ ψ,
• φ⊗′ ψ = φ⊗ ψ if φ,ψ ∈ Φ;
• φ⊗′ e = e⊗′ φ = φ if φ ∈ Φ;
• e⊗′ e = e;
3. Marginalization: Φ′ ×D → Φ′; (φ, x) $→ φ↓′x, for x ⊆ d(φ)
• φ↓′x = φ↓x if φ ∈ Φ;
• e↓′∅ = e.
We claim that the extended algebra is still a valuation algebra.
Lemma 2 (Φ′, D) with the extended operations d′, ⊗′ and ↓′ is a valuation algebra.
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Proof. Note that the axioms are satisfied for the elements in Φ. Therefore, we need
only to verify them for the adjoined neutral element. This is straightforward using
the definitions of the extended operations, except for the combination axiom.
For φ ∈ Φ with d(φ) = x, d(e) = y = ∅ and z ∈ D such that x ⊆ z ⊆ x∪ y it follows
z = x and by the domain axiom in (Φ, D)
(φ⊗′ e)↓′z = φ↓′z = φ↓x = φ = φ⊗′ e↓′∅ = φ⊗′ e↓′z∩∅.
On the other hand, let d(e) = x = ∅, d(φ) = y and z ∈ D such that x ⊆ z ⊆ x ∪ y
and it follows z ∩ y = z. We get
(e⊗′ φ)↓′z = φ↓′z = e⊗′ φ↓′z = e⊗′ φ↓′z∩y.
Finally,
(e⊗′ e)↓′∅ = e = e⊗′ e↓′∅∩∅.
This proves the combination axiom, when the neutral element occurs. /unionsq
We usually identify the operators in (Φ′, D) like in (Φ, D), i.e. d′ by d, ⊗′ by ⊗
and ↓′ by ↓ if they are not used to distinguish between the two algebras. Next, we
note that there can only be one neutral element e in a valuation algebra such that
e⊗φ = φ for all φ ∈ Φ. In fact, assume another element e′ with this property. Then
e = e⊗ e′ = e′
and the two elements are identical. As a consequence, if the valuation algebra already
has neutral elements, we do not need to adjoin a new one. This is expressed in the
next lemma.
Lemma 3 If (Φ, D) is a valuation algebra with neutral elements satisfying the neu-
trality axiom, then e∅ ∈ Φ satisfies the same properties in (Φ, D) as e in (Φ′, D).
Proof. The domain of e∅ is d(e∅) = ∅. We get by the neutrality axiom and commu-
tativity
φ = φ⊗ es = φ⊗ es∪∅ = φ⊗ es ⊗ e∅ = φ⊗ e∅ = e∅ ⊗ φ.
The property e∅ ⊗ e∅ = e∅ follows by the definition of a neutral element. Finally,
marginalization follows from the domain axiom e↓∅∅ = e∅. /unionsq
Henceforth, we assume that we always dispose of a neutral element e with domain
d(e) = ∅ in a valuation algebra. Either it is already there, or we may adjoin it.
3 Local Computation
3.1 Factorizations and Join Trees
A basic generic problem within a valuation algebra (Φ, D) is the projection problem:
Given a finite number of valuations φ1, . . . ,φm ∈ Φ, and a domain x ∈ D, compute
the marginal
(φ1 ⊗ · · ·⊗ φm)↓x. (3.1)
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Let si = d(φi) denote the domains of the factors in the combination above. If this
marginal is computed naively by first combining all factors, then a valuation of
domain s1 ∪ · · · ∪ sm is obtained. This is often unfeasible, because this domain
is much too large. Therefore, more efficient procedures are required, where never
valuations on domains which are essentially larger than the domains of the original
valuations si arise. Computations to solve the projection problem (3.1) which satisfy
this requirement are called local computations. Local computation is possible, when
the domains si of the factors satisfy some strong conditions formulated next.
A family of finite subsets {s1, . . . , sm} of some index set I = {1, . . . , n} defines a
hypergraph and the sets si are called its hyperedges. A hypergraph is a hypertree if
it contains no cycles, i.e. no sequences of hyperedges si1 , si2 , . . . , sik , si1 such that
the intersection of two consecutive hyperedges is not empty. It is well-known that a
join tree can be associated to every hypertree. A join tree is a tree T = (V,E) with
a set of vertices V and a labeling function λ which assigns to each vertex v ∈ V a
subset λ(v) of I such that the running intersection property is satisfied: If an index
i belongs to the label of two vertices v1 and v2 of the tree, i ∈ λ(v1),λ(v2), then it
belongs to the label of all nodes on the path between v1 and v2. Now in (Lauritzen
& Spiegelhalter, 1988) and (Shenoy & Shafer, 1990) it has been shown that local
computation is possible, if the family {s1, . . . , sm} is a hypertree and x is a subset of
one of the domains si. Local computation is then based on an associated join tree.
However, this requirement is rarely satisfied for a projection problem (3.1). Further-
more, the projection problem has often to be solved not only for a single target do-
main x, but rather for a family {x1, . . . , xk} of target domains. Usually, the following
approach is then proposed in the literature: It is always possible to find a join tree T
such that for all si and all xj there is some vertex v such that si ⊆ λ(v) or xj ⊆ λ(v).
Such a join tree is called a covering join tree or tree-decomposition for the (extended)
projection problem. We have then an assignment mapping a : {1, . . . ,m}→ V which
assigns each factor φi to a node v ∈ V such that si ⊆ λ(v). We assume henceforth
that the vertices in V are enumerated from i = 1 to |V |, such that we can access
them by their index. Thus, to node i ∈ V we assign the valuation
ψi =
⊗
j:a(j)=i
φj
if there is at least one valuation φj assigned by a to node i. Otherwise no valuation
is assigned to node i.
Now, if the valuation algebra has neutral elements, then we may assign to all nodes
without factor assigned the neutral element ψ′i = eλ(i) and to the other nodes we
assign the extended valuation ψ′i = ψi ⊗ eλ(i). Clearly, by the nature of neutral
elements,
m⊗
i=1
φi =
|V |⊗
j=1
ψ′j .
By the labeling axiom, the domains of this transformed factorization are λ(j), and
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The first problem is that, as we have seen in Section 2.2, there are valuation algebras
which have no neutral elements, like the Gaussian potentials. But even if neutral
elements exist, they may have an infinite representation, like in the relational algebra,
and can not be used as proposed in this approach. Finally, in any case, neutral
elements represent trivial, but large data, as for example large tables of unit elements
in the case of semiring-valued valuations, e.g. in the case of probability potentials.
We therefore propose a more general, and in all cases, more efficient approach. In
fact, we adjoin a neutral element e, where necessary (or take e = e∅, if neutral
elements exist) and define ψi = e, for nodes of the covering join tree, where no
original factor is assigned. In this way, every node of the covering join tree has a
valuation assigned and again we have the identity
m⊗
i=1
φi =
|V |⊗
j=1
ψj . (3.2)
Further any target domain xi is covered by some node of the join tree. But now the
domains of the factorization (3.2) form no join tree in general. The main result of
this paper is to show that nevertheless all known architecture for local computation
can be adapted to this new situation.
3.2 Collect Algorithm
The original projection problem (3.1) can be solved by the peeling (Cannings et al.,
1978), fusion algorithm (Shenoy, 1992a) or bucket-elimination scheme (Dechter,
1999). This is a local computation technique, which does not need a join tree (al-
though implicitly it generates one) and which therefore does not suffer from the
problems discussed above. The fusion algorithm is however based on variable elim-
ination instead of marginalization and solves only the marginalization relative to a
unique target domain. Variable elimination is closely related to marginalization, but
not identical (Kohlas & Shenoy, 2000; Kohlas, 2003). The fusion algorithm can be
translated into a procedure based on covering join trees and using marginalization,
which also does not suffer from the problems cited above. This is our starting point.
Consider a covering join tree for a factorization ψ1⊗ · · ·⊗ψm with domains d(ψi) =
si ⊆ λ(i) as obtained according to the previous Section 3.1 from an original factor-
ization and a number of target domains. We want to compute the marginal of the
combination to a target domain which corresponds to one of the vertex domains of
the join tree. Without loss of generality we may assume that the target domain is
λ(m). So, the projection problem considered is
(ψ1 ⊗ · · ·⊗ ψm)↓λ(m). (3.3)
We may always number the nodes of the join tree in such a way that i < j if j is a
node on the path from i to m. The vertex m is called the root node. The neighbor
of a node i on the path towards m is called the child of i and denoted by ch(i). In
order to describe a m-step algorithm on the join tree we assign a storage to each
node i of the join tree to store a valuation and a related domain and define
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• ψ(1)j = ψj is the initial content of node j;
• ψ(i)j is the content of node j before step i of the algorithm.
A similar notation is used to refer to the domain of a node:
• ω(1)j = ωj = d(ψj) is the initial domain of node j;
• ω(i)j = d(ψ(i)j ) is the domain of node j before step i of the algorithm.
The node numbering introduction implies that at step i, node i can send its message
to its child. The collect algorithm can now be specified formally:
• At step i, node i computes the message
µi→ch(i) = ψ
(i)↓ω(i)i ∩λ(ch(i))
i . (3.4)
This message is sent to the child node ch(i) with node label λ(ch(i)).
• The receiving node ch(i) updates its storage to
ψ(i+1)ch(i) = ψ
(i)
ch(i) ⊗ µi→ch(i). (3.5)
Its node domain changes to:
ω(i+1)ch(i) = d(ψ
(i+1)
ch(i) ) = ω
(i)
ch(i) ∪
(
ω(i)i ∩ λ(ch(i))
)
. (3.6)
The storages of all other nodes do not change at step i,
ψ(i+1)j = ψ
(i)
j (3.7)
for all j 1= ch(i). The same holds for the node domains: ω(j+1)j = ω(i)j .
This is the collect algorithm. It is similar to the fusion algorithm or bucket-elimination
scheme: On node i at step i we collect all remaining valuations containing the vari-
ables with indices ω(i)i −λ(ch(i)), which are to be eliminated (by marginalization to
the intersection ω(i)i ∩ λ(ch(i))). Only, instead of eliminating variable by variable, a
whole group of variables are eliminated in one step by marginalization.
The justification of the collect algorithm is formulated by the following theorem:
Theorem 1 At the end of the collect algorithm, the root node m contains the
marginal of φ relative to λ(m),
ψ(m)m = φ
↓λ(m). (3.8)
In order to prove this important theorem, we need the following lemma:
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Lemma 4 For i = 1, . . . ,m we define
yi =
m⋃
j=i
ω(i)j . (3.9)
Then, for i = 1,. . . ,m-1, m⊗
j=i
ψ(i)j
↓yi+1 = m⊗
j=i+1
ψ(i+1)j = φ
↓yi+1 (3.10)
Proof. We show first that yi+1 ⊆ yi to guarantee that the marginalization in Equa-
tion (3.10) is well-defined:
yi = ω
(i)
i ∪ ω(i)ch(i) ∪
m⋃
j=i+1,j ,=ch(i)
ω(i)j
yi+1 = ω
(i+1)
ch(i) ∪
m⋃
j=i+1,j ,=ch(i)
ω(i+1)j
From (3.5) we obtain,
ω(i+1)ch(i) = ω
(i)
ch(i) ∪ (ω(i)i ∩ λ(ch(i))) ⊆ ω(i)ch(i) ∪ ω(i)i (3.11)
and since ω(i+1)j = ω
(i)
j for all j 1= ch(i) we conclude that yi+1 ⊆ yi.
Next, we prove the following property:
ω(i)i ∩ yi+1 = ω(i)i ∩ λ(ch(i)). (3.12)
Assume first that X ∈ ω(i)i ∩ λ(ch(i)). Then, from Equation (3.11) we deduce that
X ∈ ω(i+1)ch(i) and by the definition of yi+1, X ∈ yi+1, hence X ∈ ω(i)i ∩ yi+1. On the
other hand, assume that X ∈ ω(i)i ∩yi+1. Then, by the running intersection property
and the definition of yi+1, X ∈ λ(ch(i)) and therefore X ∈ ω(i)i ∩ λ(ch(i)).
We conclude from Equation (3.6) and (3.7) that
yi+1 = ω
(i+1)
ch(i) ∪
⋃
j=i+1,j ,=ch(i)
ω(i+1)j
⊇ ω(i)ch(i) ∪
⋃
j=i+1,j ,=ch(i)
ω(i)j .
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Therefore, we can apply the combination axiom and obtain from Property (3.12): m⊗
j=i
ψ(i)j
↓yi+1 =
ψ(i)i ⊗
ψ(i)ch(i) ⊗ m⊗
j=i+1,j ,=ch(i)
ψ(i)j
↓yi+1
= ψ
(i)↓ω(i)i ∩yi+1
i ⊗ ψ(i)ch(i) ⊗
m⊗
j=i+1,j ,=ch(i)
ψ(i)j
= ψ
(i)↓ω(i)i ∩λ(ch(i))
i ⊗ ψ(i)ch(i) ⊗
m⊗
j=i+1,j ,=ch(i)
ψ(i)j
= ψ(i+1)ch(i) ⊗
m⊗
j=i+1,j ,=ch(i)
ψ(i+1)j
=
m⊗
j=i+1
ψ(i+1)j
This proves the first equality of (3.10). The second is shown by induction over i. For
i = 1 we have  m⊗
j=1
ψ(1)j
↓y2 =
 m⊗
j=1
ψj
↓y2 = φ↓y2 .
We assume that the same equation holds for i,
m⊗
j=i
ψ(i)j = φ
↓yi .
Then, by transitivity of marginalization,
m⊗
j=i+1
ψ(i+1)j =
 m⊗
j=i
ψ(i)j
↓yi+1 = (φ↓yi)↓yi+1 = φ↓yi+1
which proves (3.10) for all i. /unionsq
Theorem 1 can now be proved by applying Lemma 4, in particular (3.10) for i =
m− 1.
Proof. We observe first that
ym = ω
(m)
m . (3.13)
It remains to prove that ω(m)m = λ(m). For this purpose, it is sufficient to show that
if X ∈ λ(m) then X ∈ ω(m)m since ω(m)m ⊆ λ(m). Let X ∈ λ(m). Then, according to
the definition of the covering join tree for a projection problem, there exists a factor
ψj with X ∈ d(ψj). ψj has been assigned to node r = a(j) and therefore X ∈ ω(r)r .
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The collect algorithm implies that X ∈ ω(r+1)ch(r) and by repeating this argument for
each node between r + 1 and the root m, X ∈ ω(m)m . /unionsq
The marginal φ↓λ(m) can now be used to solve the projection problem for any target
domain x ⊆ λ(m). For this purpose, it is sufficient to perform one last marginaliza-
tion to the target domain x, i.e.
φ↓x =
(
φ↓λ(m)
)↓x
.
This holds by transitivity because x ⊆ λ(m).
By removing an edge (i, ch(i)) from the given directed covering join tree, we obtain
two parts, where the one which contains the node i is called sub-tree rooted to node
i. A sub-tree rooted to node i is normally abbreviated by Ti. We remark that the
collect theorem can also be applied for each such sub-tree Ti:
Corollary 1 At the end of the collect algorithm, node i contains
ψ(i)i =
⊗
j∈Ti
ψj
↓ω
(i)
i
. (3.14)
Proof. Node i is the root of the sub-tree Ti. So, due to Equation (3.13), the root
node i contains the marginal to ω(i)i of the factors associated to Ti. /unionsq
Note that only inclusion between ω(i)i and λ(i) holds, because we cannot guarantee
that a corresponding factor for each variable in λ(i) has been assigned to a node in
the sub-tree Ti. In other words, the root node i of Ti is not necessarily filled.
The following lemma is useful for latter purposes:
Lemma 5 It holds that
ω(m)i ∩ ω(m)ch(i) = ω(m)i ∩ λ(ch(i)). (3.15)
Proof. The left part of Equation (3.15) is clearly contained in the right part, because
ω(m)ch(i) ⊆ λ(ch(i)). The second inclusion is derived as follows:
ω(m)i ∩ ω(m)ch(i) ⊇ ω(m)i ∩ ω(i+1)ch(i)
= ω(m)i ∩
(
ω(i)ch(i) ∪
(
ω(i)i ∩ λ(ch(i))
))
=
(
ω(m)i ∩ ω(i)ch(i)
)
∪
(
ω(m)i ∩ λ(ch(i))
)
= ω(m)i ∩ λ(ch(i)).
/unionsq
As already stated, at the end of the collect algorithm, the interior nodes i < m are
not necessarily filled, ω(i)i ⊆ λ(i). However, their labels can be adapted in such a
way that the tree is still a join tree, but all nodes are full after the collect algorithm.
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Theorem 2 At the end of the collect algorithm executed on a join tree T with labels
λ, the same tree with labels λ∗(i) = ω(m)i for i = 1, . . . ,m is still a covering join tree
for the factorization ψ1 ⊗ · · ·⊗ ψm.
Proof. We will show that the running intersection property is still satisfied between
the nodes of the newly labeled tree. Let i and j be two nodes whose reduced labels
contain variable X, i.e. X ∈ λ∗(i) and X ∈ λ∗(j). Because T is a join tree relative
to the old labels, there exists a common descendant node h, with X ∈ λ(h) and
i, j ≤ h. Also since T is a join tree, we have that X ∈ λ(ch(i)). From
λ∗(ch(i)) = ω(i)ch(i) ∪ (λ∗(i) ∩ λ(ch(i)))
it follows that X ∈ λ∗(ch(i)) and by induction X ∈ λ∗(h). The same argument
applies to the nodes on the path from j to h and therefore, the running intersection
property holds in the newly labeled tree. /unionsq
The collect algorithm is an important building block in most local computation
architectures.
3.3 Shenoy-Shafer Architecture
The collect algorithm offers an adequate method to solve the projection problem
efficiently. Nevertheless, a major drawback of this method is that only one single
query can be answered at a time. According to the transformation described in
Section 3.1, the covering join tree covers also the different target domains we are
interested in. We may therefore assume that we want to compute the marginal of
the factorization to all domains of the covering join tree. It is well-known that one
could in turn select each node as a root node and repeat the collect algorithm.
This causes a lot of redundant, repeated computations. But already (Shenoy &
Shafer, 1990) noted that one can do much better by caching some computations.
The corresponding organization is called the Shenoy-Shafer Architecture (SSA) and
was originally developed for a factorization whose domains form a join tree. Here
we show that it can be adapted to join trees covering a factorization ψ1 ⊗ · · ·⊗ ψm.
The main idea is to install mailboxes on each edge between two neighboring nodes of
the join tree to store the messages exchanged between the nodes. A schematic repre-
sentation of this concept is shown in Figure 3.1. Then, the Shenoy-Shafer algorithm
can be described by the following two rules:
R1: Node i sends a message to its neighbor j, as soon as it has received all messages
from its other neighbors. Leaves can send their messages right away.
R2: When node i is ready to send a message to neighbor j, it combines its initial
node content with all messages from all other neighbors. The message is com-
puted by marginalizing this result to the intersection of the result’s domain
and the receiving neighbor’s node label.
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i j
Mailbox of j
Mailbox of i
µi→j
µj→i
Figure 3.1: Mailboxes to store the messages exchanged by two neighboring nodes.
The algorithm stops when every node has received all messages from its neighbors.
Before a message from i to j can be computed, the domain of the valuation described
in Rule R2 must be determined as
ωi→j = ωi ∪
⋃
k∈ne(i),j ,=k
d(µk→i). (3.16)
Then, the message from node i to a neighboring node j in the Shenoy-Shafer Archi-
tecture is defined as follows:
µi→j =
ψi ⊗ ⊗
k∈ne(i),j ,=k
µk→i
↓ωi→j∩λ(j) . (3.17)
As in the original Shenoy-Shafer Architecture, there is always a sequence of nodes
which allows to compute all the messages between all pairs of neighboring nodes.
In fact, it is possible to schedule a first part of the messages in such a way that
their sequence corresponds to the execution of a collect algorithm towards a root
node m. This node m is the first node which has received the messages of all its
neighbors, and the according phase of the Shenoy-Shafer Architecture is called the
collect phase. It is easy to see that in the collect phase we have ωi→ch(i) = ω
(i)
i , if
ω(i)i is, as in the previous Section 3.2, the domain of the valuation stored in a node i
after step i of the collect algorithm towards m. The ongoing process after the collect
phase is called distribute algorithm or distribute phase. Distribute starts with the
root node and halts as soon as all leaves received their messages. Collect is also often
called inward propagation and distribute outward propagation.
Again, we have a procedure which works without the necessity to fill the nodes of
the covering join tree. The following theorem justifies the scheme underlying the
Shenoy-Shafer Architecture.
Theorem 3 At the end of the message passing in the Shenoy-Shafer Architecture,
we obtain at node i
φ↓λ(i) = ψi ⊗
⊗
j∈ne(i)
µj→i. (3.18)
Proof. The point is that the messages µk→j do not depend on the actual schedule
used to compute them. Due to this fact, we may select node i arbitrarily as root
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node, direct the edges towards this root and number the nodes as in the collect
algorithm. Then, the message passing corresponds to the collect algorithm, and the
proposition follows for every node i from Theorem 1. Note that all nodes are filled
at the end. /unionsq
The marginals to every target domain xi can now be obtained by a further marginal-
ization in a node j covering xi of the join tree,
φ↓xi =
(
φ↓λ(j)
)↓xi
.
It is well-known that the Shenoy-Shafer Architecture may involve redundant compu-
tations in the computation of the messages, if there are more than three neighbors
to a node (Shenoy, 1997) and some combinations eventually take place on larger
domains than necessary (Kohlas & Shenoy, 2000). Binary join trees are trees where
every node has at most three neighbors. Any join tree can be transformed into a
binary one by adding additional nodes. The join tree becomes bigger, but redundant
computations can be avoided. An example can be found in (Lehmann, 2001).
4 Division in Valuation Algebras
4.1 Separative Valuation Algebras
The original scheme of local computation proposed in (Lauritzen & Spiegelhalter,
1988) for discrete probability potentials involves some kind of division. This opera-
tion is not defined in general valuation algebras, but under some additional condi-
tions, the necessary operation of (partial) division can be introduced into valuation
algebras such that the procedure proposed in (Lauritzen & Spiegelhalter, 1988) can
be applied. This has first been discussed in (Lauritzen & Jensen, 1997). The approach
is based on well-known results from semigroup theory, which show under what con-
ditions a semigroup can be embedded into a disjoint union of groups. However, in
valuation algebras, the operation of marginalization exists too and is through the
combination axiom linked to combination. In (Lauritzen & Jensen, 1997) it is tacitly
assumed that all required marginals interact properly with the added operation of
division. This however is not guaranteed a priori. Therefore further conditions need
to be satisfied as shown in (Kohlas, 2003). The following is based on (Kohlas, 2003)
and we refer to this reference for further details and the proofs of the theorems.
The sufficient conditions are collected in the following definition:
Definition 2 (Separative Valuation Algebras) A valuation algebra (Φ, D) is
called separative, if
• there is a congruence γ in (Φ, D), such that for all φ ∈ Φ and t ⊆ d(φ),
φ↓t ⊗ φ ≡ φ (mod γ); (4.1)
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• for all φ,ψ,ψ′ which are contained in the equivalence class [φ]γ of the congru-
ence γ of φ and φ⊗ ψ = φ⊗ ψ′, we have ψ = ψ′.
It can be shown, that the equivalence classes [φ]γ are semigroups. So, Φ decomposes
into a family of disjoint semigroups
Φ =
⋃
φ∈Φ
[φ]γ .
Semigroups obeying the second property in the definition above are called cancella-
tive.
It is known from semigroup theory, that every cancellative semigroup [φ]γ which is
also commutative can be embedded into a commutative group γ(φ) of pairs (φ,ψ) of
elements of [φ]γ (Clifford & Preston, 1967; Croisot, 1953; Tamura & Kimura, 1954).
Two pairs (φ,ψ) and (φ′,ψ′) are identified if φ⊗ ψ′ = φ′ ⊗ ψ, and multiplication is
defined by
(φ,ψ)⊗ (φ′,ψ′) = (φ⊗ φ′,ψ ⊗ ψ′).
This is similar to the construction of rational numbers from integers.
One can prove, that
Φ∗ =
⋃
φ∈Φ
γ(φ),
together with the combination
(φ,ψ)⊗ (φ′,ψ′) = (φ⊗ φ′,ψ ⊗ ψ′),
defined for the elements (φ,ψ), (φ′,ψ′) ∈ Φ∗, is a commutative semigroup and the
mapping from Φ into Φ∗
φ $→ (φ⊗ φ,φ)
is a semigroup embedding. We thereby identify usually φ ∈ Φ with (φ⊗ φ,φ) in Φ∗.
Every group γ(φ) has an identity element fγ(φ). It belongs not necessarily to Φ, but
only to Φ∗. These identity elements satisfy
fγ(φ) ⊗ fγ(ψ) = fγ(φ⊗ψ).
A partial order between the groups γ(φ) is defined as follows:
γ(ψ) ≤ γ(φ) if, and only if, fγ(φ) ⊗ fγ(ψ) = fγ(φ).
Since fγ(φ) ⊗ fγ(φ⊗ψ) = fγ(φ⊗ψ) = fγ(ψ) ⊗ fγ(φ⊗ψ), it follows that γ(φ ⊗ ψ) is an
upper bound of γ(φ) and γ(ψ). For any other upper bound γ(η) of both γ(φ), γ(ψ),
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we deduce easily that fγ(η) ⊗ fγ(φ⊗ψ) = fγ(η), that is, γ(φ ⊗ ψ) is the least upper
bound of γ(φ), γ(ψ),
γ(φ⊗ ψ) = γ(φ) ∨ γ(ψ).
This shows that the groups form a semilattice. Further, every element φ ∈ Φ belongs
to some group γ(φ), and in this group it has an inverse φ−1, such that
φ⊗ φ−1 = fγ(φ).
The following properties are proved in (Kohlas, 2003):
Lemma 6
1. If γ(ψ) ≤ γ(φ), then φ′ ⊗ fγ(ψ) = φ′ for all φ′ ∈ γ(φ).
2. γ(φ↓t) ≤ γ(φ) for all t ⊆ d(φ).
3. For all φ,ψ ∈ Φ it holds that γ(φ) ≤ γ(φ⊗ ψ).
4. (φ⊗ ψ)−1 = φ−1 ⊗ ψ−1.
The following two examples serve to illustrate the situation:
4.1.1 Gaussian Potentials
The semigroup of Gaussian potentials on a fixed domain is clearly cancellative. So,
we may consider potentials with the same domain as equivalent. This is the congru-
ence required in the definition of separative valuation algebras. Note that Gaussian
potentials correspond to Gaussian density functions. Therefore, the embedding semi-
group Φ∗ consists essentially of quotients of Gaussian densities, which themselves
are no more Gaussian densities. The identity element on a domain s is the identity
function f(x) = 1 for all configuration x of s. It is not itself a Gaussian density. The
quotient g(x)/g↓t(x↓t) of a Gaussian density g for example represents a family of
conditional Gaussian densities and is a member of Φ∗. So, embedding a separative
valuation algebra into a larger semigroup is not just a formal construction, but may
well have a significant meaning.
4.1.2 Densities
General continuous densities are a generalization of Gaussian densities or potentials.
But here, the situation is a bit more involved. For a density f on a set s (see Example
2.2.2) we define the support as the set
supp(f) = {x : f(x) 1= 0}.
We say that two densities f and g are equivalent, f ≡ g, if supp(f) = supp(g). Since
for continuous densities f↓t(x↓t) = 0 implies f(x) = 0, we have that f⊗f↓t ≡ f . The
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semigroup of densities on the same support is clearly cancellative. So, the valuation
algebra of continuous densities is separative. It is, similar to Gaussian densities,
embedded in the semigroup of quotients of densities. For any density f the group
γ(f) consists of quotients of densities with support equal to supp(f). The identity
of the group γ(f) is the function which is identical 1 on supp(f) and zero outside
supp(f). The order between these groups is defined as γ(f) ≤ γ(g) if, and only if,
d(f) ⊆ d(g) and supp(f)↑d(g) ⊇ supp(g), where ↑ denotes the cylindric extension.
Combination corresponds then essentially to the intersection of support sets. More
precisely, if d(f) = s and d(g) = t, then supp(f ⊗ g) = supp(f)↑s∪t ∩ supp(g)↑s∪t.
The inverse of a density f(x) is the function 1/f(x) defined on supp(f) and zero
outside supp(f). Further, let f be a density on s and g a density on t, and let x,
y and z be configurations of s − t, s ∩ t and t − s respectively. Then, f ⊗ g−1 can
be identified with the quotient f(x,y)/g(y, z) defined on supp(f)↑s∪t ∩ supp(g)↑s∪t,
and zero outside this set. A special case of such a combination is f ⊗ (f↓t)−1 for a
density on s and t ⊆ s. The corresponding quotient is
f(x,y)∫
f(x,y)dx
(4.2)
on supp(f) and zero otherwise. This represents a family of conditional densities, one
for each value of y.
Reconsidering general separative algebras, labeling can be extended from the sepa-
rative valuation algebra Φ to its extension Φ∗. If ψ ∈ Φ∗ belongs to a group γ(φ)
for some φ ∈ Φ, then define d(ψ) = d(φ). This definition is unambiguous, since all
valuations φ in a group γ(φ) have the same domain.
Marginalization is not necessarily defined for elements in Φ∗, which do not belong
to Φ. As an example we refer to the conditional densities introduced in the example
above. Integration is only possible over the variable x, but not over x and y together.
Thus, marginalization can only partially be extended from Φ to Φ∗. We refer to
(Kohlas, 2003) for a detailed description how marginalization can be extended to
Φ∗. With this extension, Φ∗ becomes a valuation algebra with partial marginalization
(Kohlas, 2003). This means, that for each ψ ∈ Φ∗ there is a subset M(ψ) ⊆ D for
which marginalization is defined. For a valuation algebra with partial marginalization
axioms (A3) to (A5) become now:
(A3’) Marginalization: For φ ∈ Φ and x ∈M(φ),
d(φ↓x) = x.
(A4’) Transitivity: If φ ∈ Φ and x ⊆ y ⊆ d(φ), then x ∈M(φ) implies x ∈M(φ↓y)∧
y ∈M(φ) and
(φ↓y)↓x = φ↓x.
(A5’) Combination: If φ,ψ ∈ Φ with d(φ) = x, d(ψ) = y and z ∈ D such that
x ⊆ z ⊆ x ∪ y, then z ∩ y ∈M(ψ) implies z ∈M(φ⊗ ψ) and
(φ⊗ ψ)↓z = φ⊗ ψ↓z∩y.
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Sometimes, the semilattice of subgroups γ(φ) with domain x has a minimal element.
Let us call it γx. The elements of group γx are called positive. Denote the identity
element of γx by ex. Thus every sub-semigroup
Φ∗x =
⋃
φ∈Φx
γ(φ)
has a neutral element. Then, ex ⊗ ψ = ψ for all ψ ∈ Φ∗x. Furthermore, it can be
shown that ex ⊗ ey = ex∪y (Kohlas, 2003). Thus, in this case the valuation algebra
(Φ∗, D) with partial marginalization has neutral elements, and as in Section 2.3,
the element e∅ is what we need in local computation in covering join trees. Both
Gaussian potentials as well as continuous densities form separative valuations with
positive elements and dispose of e∅ ∈ Φ∗.
If those neutral elements do not exist, we may adjoin a neutral element without loos-
ing separativity. First, we extend the congruence relation γ in (Φ, D) to a congruence
relation γ′ in (Φ′, D). We say that φ ≡ ψ (mod γ′) if either
• φ,ψ ∈ Φ and φ ≡ ψ (mod γ) or
• φ = ψ = e.
It is clear that this is still a congruence, if it is one in (Φ, D). The equivalence class
[e]γ′ consists of the single element e, and the extended algebra (Φ′, D) essentially
inherits the separativity from (Φ, D).
Lemma 7 If (Φ, D) is a separative valuation algebra according to the congruence
γ, then so is (Φ′, D) according to γ′ and the extended operators d′, ↓′ and ⊗′.
Proof. We have seen in the Lemma 2 that (Φ′, D) is a valuation algebra with the
operators d′, ↓′ and ⊗′. Further, we have seen above that γ′ is a congruence in
(Φ′, D). It remains to shown that γ′ obeys the properties required for separativity,
see definition 2. For φ ∈ Φ and t ⊆ d(φ) the congruence γ induces φ↓t ⊗ φ ≡ φ
(mod γ′). For e we get the desired result from e↓∅ ⊗ e = e and reflexivity of γ′,
e↓∅ ⊗ e ≡ e (mod γ′).
Cancellativity of [φ]γ′ for φ ∈ Φ is again implied by γ. Since [e]γ′ consists of the
single element e, cancellativity of [e]γ′ is trivial. /unionsq
It remains to show that in this case, the induced valuation algebra with partial
marginalization (Φ∗, D) inherits a neutral element too. In fact, we prove that e is a
neutral element of Φ∗.
Lemma 8 Let (Φ′, D) be a separative valuation algebra with an unique identity
element e. Then, e is a neutral element in the valuation algebra (Φ∗, D) induced by
(Φ′, D).
4.2 Regular Valuation Algebras 27
Proof. The embedding of e into Φ∗ is e∗ = (e⊗e, e) = (e, e). We verify the properties
imposed on e∗. We have for η = (φ,ψ) ∈ Φ∗ with φ,ψ ∈ Φ
d(e∗) = d(e) = ∅;
η ⊗ e∗ = (φ,ψ)⊗ (e, e) = (φ⊗ e,ψ ⊗ e) = (φ,ψ) = η;
e∗ ⊗ e∗ = (e, e)⊗ (e, e) = (e⊗ e, e⊗ e) = (e, e) = e∗
and by the domain axiom (e∗)↓∅ = e∗. /unionsq
This completes our short overview of separative valuation algebras. Below, it will
be shown that local computation in covering join trees as defined in Section 3 can
be applied to valuation algebras with partial marginalization too, and in particular,
the architectures using division like those proposed in (Lauritzen & Spiegelhalter,
1988) for discrete probability potentials and others can be used with these valuation
algebras.
4.2 Regular Valuation Algebras
An important particular case of a separative algebra is provided by so called regular
valuation algebras. We require some more structure such that a specific congru-
ence relation exists which induces directly groups and not, as before, semigroups.
This makes life easier, since we dispose of full marginalization. Nevertheless, the
approach is less general and does, for example, not cover the examples given in the
previous Section 4.1. Here is the definition of regular algebras, which is motivated
by Croisot’s theory of semigroups with inverses (Croisot, 1953), but extended to
valuation algebras.
Definition 3 (Regularity)
• An element φ ∈ Φ is called regular, if there exists for all t ⊆ d(φ) an element
χ ∈ Φ with d(χ) = t, such that
φ = φ↓t ⊗ χ⊗ φ.
• A valuation algebra (Φ, D) is called regular, if all its elements are regular.
The Green relation in a semigroup is defined by
φ ≡ ψ (mod γ) if φ⊗ Φ = ψ ⊗ Φ.
Here, φ ⊗ Φ denotes the set {φ ⊗ η : η ∈ Φ}, i.e. the principal ideal in Φ generated
by φ. It is a congruence relation in a regular algebra (Kohlas, 2003). Note that
φ⊗Φ = (φ⊗φ↓t)⊗Φ for every t ⊆ d(φ), hence φ ≡ φ⊗φ↓t (mod γ). This is implied
by regularity because φ⊗ η = (φ⊗ φ↓t)⊗ χ⊗ η. So, the Green relation in a regular
valuation algebra satisfies the first condition of separativity. Further, the equivalence
classes [φ]γ are already groups themselves (Kohlas, 2003). They are cancellative and
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therefore regular algebras are also separative algebras. But in this particular case Φ
itself decomposes into disjoint groups
Φ =
⋃
φ∈Φ
[φ]γ .
Consequently, marginalization is defined within all groups fully and not only par-
tially as with separative algebras in general.
There are many examples of regular valuation algebras:
4.2.1 Discrete Probability Potentials
This is the prototype example of a regular valuation algebra. We have by definition
of combination for a probability potential on s and t ⊆ s,
p↓t ⊗ χ⊗ p(x) = p↓t(x↓t) · χ(x↓t) · p(x).
So, we may define
χ(x) =
{
1
p↓t(x↓t) , if p
↓t(x↓t) > 0,
arbitrary, otherwise.
Since p↓t(x↓t) = 0 implies p(x) = 0, this is a solution to the regularity equa-
tion. Hence, all probability potentials are regular. Similar to continuous densities,
the groups are given by quotients of discrete potentials p with the same support
supp(p) = {x : p(x) > 0}. Contrary to continuous densities, quotient of potentials
with the same support are again discrete probability densities, in particular, the
inverse p−1 of a potential p is again a potential.
4.2.2 Information Algebras
Many valuation algebras are idempotent. This means that for all φ ∈ Φ and t ⊆ d(φ)
it holds that
φ⊗ φ↓t = φ.
This is a typical property of information: Adding to a piece of information a part
of itself gives nothing new. Therefore, idempotent valuation algebras are also called
information algebras (Kohlas, 2003). Examples of information algebras are relational
algebra and valuation algebras related to propositional or predicate logic (cylindric
algebras, see (Henkin et al., 1971)). Idempotent algebras are clearly regular: take for
example χ = e in the regularity example. They are regular in a trivial way, the Green
relation gives equivalence classes [φ]γ = {φ} consisting of single elements, since there
is only one idempotent per group. Each valuation is the inverse of itself. Nevertheless,
local computation architecture with division can be applied to information algebras.
In fact, these architectures collapse to some very simple form as we see in Section
5.3.
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4.2.3 Regular Semirings
A semiring is called regular, if the semigroup of the operation × is regular, i.e. if for
all a ∈ A there is a b ∈ A such that
a× b× a = a.
A semiring is called positive, if it has a neutral element 0 for the operation +
and if a + b = 0 implies a = 0. A positive, regular semiring induces a valuation
algebra as described in Example 2.2.1, which is regular (Kohlas & Wilson, 2008).
For example, the semiring of nonnegative reals with + and × as ordinary addition
and multiplication is regular (and the induced valuation algebra corresponds to
discrete probability potentials). Most of the t-norms are not regular, and so the
corresponding possibility potentials are not regular. However the product t-norm is
regular, and so is the corresponding possibility potential.
The identity element e can be adjoined without changing the regularity of the val-
uation algebra. But, as with separative algebras in general, we may have regular
algebras which already have neutral elements.
Lemma 9 If (Φ, D) is a regular valuation algebra, then so is (Φ′, D) with the ex-
tended operators d′, ↓′ and ⊗′.
Proof. Lemma 2 shows that (Φ′, D) is a valuation algebra with the operators d′, ↓′
and ⊗′. All elements in Φ are regular. And so is e, since e = e↓∅ ⊗ χ⊗ e with χ = e.
/unionsq
As for separative algebras, this permits to adapt local computation architectures
with division to covering join trees.
5 Architectures using Division
5.1 Lauritzen-Spiegelhalter Architecture
By Lauritzen-Spiegelhalter Architecture (LSA) we design a local computation method
proposed in (Lauritzen & Spiegelhalter, 1988) for discrete probability potentials.
Here we show that it can be applied to separative valuation algebras in general,
extending thus its domain of applicability considerably. As always we consider a
covering join tree of a factorization
φ =
m⊗
j=1
ψj (5.1)
such that ψj ⊆ λ(j) for all nodes j of the join tree. Here we assume that φ belongs
to Φ, whereas the factors ψj belong to Φ∗. This means that all marginals of the
combination are well defined, but the factors ψj may only have partial marginals.
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Again, we assume the nodes of the join tree numbered such that i < j if j is on the
path of i to the root m. The LSA consists of an execution of the collect algorithm
towards the root node m. The messages µi→ch(i) sent of a node i towards its child
ch(i) is defined in (3.4). But in contrast to the collect algorithm described in Section
3.2, each node i divides its message µi→ch(i) out of the valuation stored at the node.
Let us denote the content of the store of node i by ηi. Before sending the message
to its child, this node content is ηi = ψ
(i)
i according to the collect algorithm. After
sending the message, it is changed to
ηi := ψ
(i)
i ⊗ µ−1i→ch(i).
This facilitates somewhat the distribute algorithm. In fact, this second phase starts,
when the collect phase terminates. Node i sends its message
µi→j = η
↓λ(i)∩λ(j)
i
to all its neighbors j 1= ch(i) (to its parents), once it has received its message from its
unique child ch(i). The receiving node combines this message to its current valuation
ηj := ηj ⊗ µi→j .
The distribute phase starts with the root node m sending its messages outwards.
The following theorem claims that this procedure ends with the marginal of the
factorization to each node domain in the store of each node. This is true provided that
the required marginals all exist. For regular valuation algebras this is guaranteed. For
separative ones, where only partial marginalization is possible, sufficient conditions
for this are given below. First, we assume that all messages occurring in the SSA
exist and show that then LSA gives the correct result.
Theorem 4 Assume that all SSA messages for the factorization and the covering
join tree exist. Then, all messages for the LSA exist and, at the end of the LSA,
each node i ∈ V contains φ↓λ(i).
Proof. Let µ′ denote the messages during an execution of SSA for the given factor-
ization and covering join tree,
µ′j→i =
ψj ⊗ ⊗
k∈ne(j),k ,=i
µ′k→j
↓ωj→i∩λ(i) .
We assume that all these messages exist. Now, for the LSA we have that µi→j = µ′i→j
during inward propagation and the messages in LSA exist too in the collect phase.
Further, the theorem is correct by the collect algorithm for the root node m, see
Theorem 1.
We prove that it is correct for all nodes by induction over the outward propagation
phase using the correctness of SSA. The outward propagation phase is scheduled in
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the reverse numbering of the nodes. When a node j > i is ready to send a message
towards i, node i stores
ψi ⊗ (µ′i→j)−1 ⊗
⊗
k∈ne(i),k ,=j
µ′k→i. (5.2)
By the induction hypothesis, the sending node j stores φ↓λ(j). Hence, the messages
µj→i = φ↓λ(j)∩λ(i) occurring in the distribute phase do exist. Then, since the SSA
messages exist too, by the correctness of SSA, Theorem 3, and the combination
axiom, we obtain
µj→i = φ↓λ(j)∩λ(i)
=
ψj ⊗ ⊗
k∈ne(j)
µ′k→j
↓λ(j)∩λ(i)
=
ψj ⊗ ⊗
k∈ne(j),k ,=i
µ′k→j
↓ωj→i∩λ(i) ⊗ µ′i→j
= µ′j→i ⊗ µ′i→j = µ′j→i ⊗ µi→j . (5.3)
So, we obtain at node i, when we combine the incoming message µj→i to its actual
content and use Theorem 3,
ψi ⊗
⊗
k∈ne(i),k ,=j
µ′k→i ⊗ (µ′i→j)−1 ⊗ µ′j→i ⊗ µ′i→j = φ↓λ(i) ⊗ fγ(µ′i→j).
But by Lemma 6 we obtain
γ(µ′i→j) ≤ γ(µ′j→i ⊗ µ′i→j) = γ(φ↓λ(j)∩λ(i)) ≤ γ(φ↓λ(i))
and the theorem is proved. /unionsq
The proof is based on the messages used in the SSA. If they exist, the LSA works
and gives correct results. It is therefore interesting to examine the messages in the
SSA. We first show how the original factorization can be changed without affecting
its marginals, but in such a way that the working of the collect algorithm guarantees
the existence of all SSA messages. This will then be sufficient for the working of the
whole LSA too.
Lemma 10 Let φ be defined by (5.1). Then, for all i = 1, . . . ,m− 1,
φ = φ⊗ fγ(µi→ch(i)),
if the messages µi→ch(i) exist.
Proof. For any i = 1, . . . ,m− 1, by Corollary 1,
µi→ch(i) =
⊗
k∈Ti
ψk
↓ω
(i)
i ∩λ(ch(i))
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where Ti is the sub-tree rooted to node i. By Lemma 6 it follows further that
γ(µi→ch(i)) ≤ γ(⊗k∈Tiψk) ≤ γ(φ)
and this is sufficient for φ = φ⊗ fγ(µi→ch(i)). /unionsq
Define now
ψ′i = ψ ⊗
⊗
j:ch(j)=i
fγ(µj→i).
Then, according to the theorem just proved,
φ =
m⊗
i=1
ψ′i.
So, the adding of the new identity elements as factors does not change the value
of the original factorization. Also, at the end of the collect algorithm with the new
factorization, we have the same valuations stored in the nodes i = 1, . . . ,m.
Lemma 11 A run of the collect algorithm with the valuations ψ1,ψ2, . . . ,ψm assigned
to the nodes of the given join tree towards a root node m ends with the same
node stores at the end as a run of the collect algorithm with the new assignments
ψ′1,ψ′2, . . . ,ψ′m.
Proof. In the collect algorithm with the new assignments every message µi→ch(i)
meets its neutral element fγ(µi→ch(i)) in the store of the node ch(i) by construction.
Every fγ(µi→ch(i)) is therefore absorbed by Lemma 6 during the algorithm. /unionsq
A direct consequence of this lemma is that the messages are in both cases the same.
If the collect algorithm can be executed for the original factorization, then so it can
in its changed version. But, what is more, in this case the whole of SSA works with
the new assignment.
Lemma 12 If the collect algorithm works with the valuations ψ1,ψ2, . . . , ,ψm assigned
to the nodes of the given join tree towards a root node m, then so does the complete
SSA with the new assignments ψ′1,ψ′2, . . . ,ψ′m.
Proof. By Lemma 11, all messages during the inward propagation phase of SSA
towards the root node m exist with respect to the new factorization ψ′. It remains
to show that the outward SSA messages exist too. The root node m is the first node
which is ready to send messages towards its parents in the outward propagation
phase. Let j be such a neighbor. Then µm→j is a marginal, if it exists, of
ψ′m ⊗
⊗
k∈ne(m),k ,=j
µk→m = ψm ⊗
⊗
k∈pa(m)
fγ(µk→m) ⊗
⊗
k∈ne(m),k ,=j
µk→m
= ψm ⊗ fγ(µj→m) ⊗
⊗
k∈ne(m),k ,=j
µk→m
= ψm ⊗ µj→m ⊗ µ−1j→m ⊗
⊗
k∈ne(m),k ,=j
µk→m
= φ↓λ(m) ⊗ µ−1j→m. (5.4)
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From the definition of ωm→j , see Equation (3.16), we obtain using the labeling axiom
ωm→j = d
(
ψ′m
) ∪ ⋃
k∈ne(m),k ,=j
d(µk→m)
= d
ψ′m ⊗ ⊗
k∈ne(m),k ,=j
µk→m

= d
(
φ↓λ(m) ⊗ µ−1j→m
)
= d
(
φ↓λ(m)
)
= λ(m).
Therefore, from the combination axiom and Equation (5.4), it follows that
φ↓λ(m)∩λ(j) ⊗ µ−1j→m =
(
φ↓λ(m) ⊗ µ−1j→m
)↓λ(m)∩λ(j)
=
(
φ↓λ(m) ⊗ µ−1j→m
)↓ωm→j∩λ(j)
But the last term defines µm→j and µm→j therefore exists. All messages from the
neighbors to the node j are thus defined. We may now select node j as a new root
node for a collect phase. So, the procedure above can be applied to j in order to
prove that the messages sent towards its parents exist too. We conclude by induction
that the whole SSA can be executed. /unionsq
The definition of the new valuations ψ′ is dependent on the selection of the root node
m. The last lemma implies now that it is possible to execute inward propagation
towards any node i and not only towards m. So, finally, if only the collect algorithm
with respect to a certain root node can be executed, it can be executed towards
any node of the join tree. All SSA messages will then exist and by Theorem 4, LSA
works for any node as root node in the join tree. The question arises if there are
factorizations of a valuation whose factors have only partially defined marginals, but
such that nevertheless the messages during the collect algorithm exist. The answer is
affirmative but goes beyond the scope of this paper. We refer to Bayesian networks
as an example (Cowell et al., 1999; Kohlas, 2003).
5.2 HUGIN Architecture
There is a modification of the LSA which postpones division from the collect phase
to the outward propagation and which also carries out division on smaller domains
than LSA. This architecture is called HUGIN according to a software for Bayesian
networks (Jensen et al., 1990). A covering join tree for a factorization like (5.1) can
be extended by adding a new node between i and j on any edge {i, j} of the original
join tree and associating the label λ(i) ∩ λ(j). These nodes are called separators.
Let’s denote the separator between i and ch(i) by σ(i). Clearly, the extended tree is
still a join tree, i.e. the running intersection property holds.
Inward propagation is exactly like the collect algorithm, but we store every message
µi→j in the separator situated between the neighboring nodes i and j. The separators
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can actually be seen as a passive memory. In the following outward propagation
phase, the messages are computed like in the outward phase of the LSA. But they
have to pass through the separator lying in-between the sending and receiving node.
The separator becomes activated by the crossing message and holds it back in order
to divide out its current content. Finally, the mutated message is send towards the
destination and the original incoming message stored in the separator. Formally, let
i and j be two neighboring nodes where i sends the message
µi→j =
ψi ⊗ ⊗
k∈pa(i)
µk→i
↓ωi∩λ(j)
towards j in the inward propagation phase. This message is stored in the separator.
In the outward propagation phase node j sends the message
µ′j→i =
ψj ⊗ ⊗
k∈ne(i)
µk→j
↓λ(i)∩λ(j)
towards i. In the separator between them, this message is changed to µj→i = µ′j→i⊗
µ−1i→j . The message µj→i is finally combined to the store of the node i. The advantage
over the LSA is that the divisions are performed in the separators which usually have
smaller labels than the nodes.
Theorem 5 Assume that for an original factorization (5.1) and a corresponding
covering join tree, the collect algorithm works. Then, at the end of the computations
in the HUGIN Architecture, each node i ∈ V stores φ↓λ(i) and every separator j ∈ S
the marginal φ↓σ(j).
Proof. The proof is based on the correctness of the LSA. First, let us introduce the
separators between the nodes in the given join tree as real nodes. Let V ′ denote the
set containing the newly introduced nodes. Putting identity elements e on V ′ gives
a new factorization whose value is still φ. We then execute the LSA on the altered
tree.
Fix a node i /∈ V ′. It sends a message µi→j in the inward propagation phase of the
LSA and divides it afterwards out of its actual content which we abbreviate with
ηi. By construction, the receiving node j = ch(i) is an element of V ′. The node
i contains ηi ⊗ (µi→j)−1 and j stores e ⊗ µi→j = µi→j after this step. Then, the
node j is ready to send a message towards the node k = ch(j). But we clearly have
µi→j = µj→k. Since every emitted message is divided out of the store of the sending
node, we get the updated content
µi→j ⊗ (µj→k)−1 = fγ(µj→k)
at j. The LSA is then continued and we assume that the node k is now ready to
send a message during the outward propagation phase towards j. We know by the
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correctness of the LSA that this message equals φ↓λ(k)∩λ(j). This is also the new store
of j, see Equation (5.3) and apply Lemma 6. The message sent from j towards i is
finally φ↓λ(j)∩λ(i) = φ↓λ(k)∩λ(i) such that we get there ηi ⊗ (µi→j)−1 ⊗ φ↓λ(i)∩λ(k) =
φ↓λ(i). The last equality follows from the correctness of LSA, see Theorem 4. But
(µi→j)−1 ⊗ φ↓λ(i)∩λ(k)
is the message from k towards i in the HUGIN architecture on the original tree
which passed already through the separator j. /unionsq
As LSA, the HUGIN Architecture works thus in regular valuation algebras. It works
in particular in information algebras, where it can be considerably simplified, see
Section 5.3. It works in separative algebras, provided a working collect algorithm for
some root node, i.e. provided all marginals necessary for this method exist. Then, it
works with all root nodes. A sufficient condition for this, based on a generalization of
Shafer’s concept of construction sequences (Shafer, 1996) is given in (Kohlas, 2003).
5.3 Local Computation in Information Algebras
In Section 4.2 idempotent valuation algebras, called information algebras, were iden-
tified as regular algebras. Idempotency implies that each element is its own inverse,
φ−1 = φ. Therefore, it is possible to apply the LSA and the HUGIN architectures.
As usual we consider a factorization (5.1) and a corresponding covering join tree.
The messages sent during the inward propagation phase do not change. However,
division has not to be carried out, because every valuation is its own inverse. This
means for the LSA that the message is combined to the current content of the
sending node, since it is a marginal of the current content. By idempotency this has
no effect. If ηi = ψ
(i)
i is the store content at node i at step i of the collect algorithm,
the message sent to j = ch(i) is
µi→j = η
↓ω(i)i ∩λ(j)
i .
In the outward phase node j sends the usual LSA message to its parents i,
µj→i = η
↓λ(j)∩λ(i)
i .
This is a very simple, uniform and symmetric procedure.
A similar argument is valid for the HUGIN Architecture, where every message emit-
ted from j to i during the outward propagation phase equals φ↓λ(i)∩λ(j) and meets
µi→j in the separator. But by idempotency we have µi→j ⊗ φ↓λ(i)∩λ(j) = φ↓λ(i)∩λ(j),
see Equation (5.3). The valuations in the separators have no effect to the messages
passing through them. So, essentially HUGIN is like LSA, except that separator
nodes have been added to store the inward messages.
This demonstrates that idempotency is a very strong condition. Besides simplifying
local computation, it has other profound consequences, essentially because idempo-
tency allows to define a partial order between elements (which represent pieces of
information), such that the semigroup of the valuation algebra becomes in fact a
semilattice, see (Kohlas, 2003).
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6 Conclusion
This paper shows that local computation can be performed on covering join trees
without filling the nodes artificially with neutral elements. Not only extends this
the applicability of local computation architectures to valuation algebras without
neutral elements, but increases also the efficiency of the architectures, even if neu-
tral elements do exist. The basic idea is to adjoin an identity element, if it does
not yet exists. This allows then to modify all known local computation architectures
for covering join trees of a factorization. It is also shown that local computation
architectures proposed for discrete probability potentials, especially Bayesian net-
works, can be generalized to separative valuation algebras. The result is a truly
generic theory of local computation. This theory can and has been implemented in
a fully generic software system called NENOK (Pouly, 2008; Pouly, 2010), see also
http://marcpouly.ch/nenok. It offers generic implementations of the local com-
putation architectures SSA, LSA, HUGIN and idempotent architectures together
with many other tools for local computation purposes. User can instantiate their
own valuation algebra and access the generic local computation library of NENOK.
This is thought as a research platform for rapid prototyping of local computation
procedures for concrete valuation structures.
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