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REGULARITY OF
SOME NONLINEAR QUANTITIES
ON SUPERHARMONIC FUNCTIONS
IN LOCAL HERZ-TYPE HARDY SPACES
Dashan Fan, Shanzhen Lu⁄ and Dachun Yang⁄
Abstract
In this paper, the authors introduce a kind of local Hardy spaces
in Rn associated with the local Herz spaces. Then the authors
investigate the regularity in these local Hardy spaces of some non-
linear quantities on superharmonic functions on R2. The main
results of the authors extend the corresponding results of Evans
and Mu˜ller in a recent paper.
1. Introduction
In recent years, Hardy space methods have lead to remarkable progress
on nonlinear partial difierential equations with critical growth; see [3],
[15], [1] and [16]. The main reason is as follows: a typical di–culty
when studying such equations is that the nonlinear term is a priori only
known to be in L1(Rn) in which there is no good elliptic theory;
however, there is a well-established regularity theory in a particular
subspace of L1(Rn), namely the standard Hardy space H1(Rn). In
other words, Calder¶on-Zygmund singular integral operators are
not bounded on L1(Rn); but, they are indeed bounded on
H1(Rn) if they satisfy the vanishing moment condition; see [5].
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Moreover, Coifman, Meyer, Lions and Semmes in [1] proved that certain
nonlinear quantities mentioned above are in fact in H1(Rn). In particu-
lar, L. C. Evans and S. Mu˜ller in [3] established the local boundedness in
standard Hardy spaceH1(Rn) of some nonlinear quantities on the weakly
superharmonic functions. Applying their results to the two-dimensional
Euler equations with nonnegative vorticity, Evans and Mu˜ller gave a new
proof of Delort’s results in [2].
On the other hand, a theory of the Hardy spaces associated with Herz
spaces has been developed considerably in recent years; see [6], [11] and
[12]. These Herz-type Hardy spaces are good substitutes of the usual
Hardy spaces when studying boundedness of non-translation invariant
operators (see [13]) and can be regarded as the local version at the ori-
gin of the usual Hardy spaces. There is also a good regularity theory
in these spaces; see [12] and [14]. However, it is still not clear how to
apply the theory on these spaces to partial difierential equations. The
main purpose of this paper is to establish a local version at the origin of
Evans and Mu˜ller result in [3]. That is, we will study the local bounded-
ness on the Hardy spaces associated with Herz spaces of some nonlinear
quantities on weakly superharmonic functions. Our main results also
extend the corresponding results of Evans and Mu˜ller, Theorem 1.1 and
Theorem 5.4 in [3]. We hope this will be helpful to flnding more appli-
cations of the Herz-type Hardy spaces in the study on partial difierential
equations; see also [14].
Let us flrst introduce some deflnitions.
For k 2 Z, let Bk = B(0; 2k) = fx 2 Rn : jxj • 2kg and
Ak = Bk nBk¡1. We denote the characteristic function of Ak by ´k.
Deflnition 1 ([8]). Let fi 2 R and 0 < p, q <1. f 2 Lqloc (Rn n f0g)
is said to belong to Herz space _Kfi;pq (Rn), if
kfk _Kfi;pq (Rn) ·
( 1X
k=¡1
2kfipkf´kkpLq(Rn)
)1=p
<1:
We introduce the local Herz spaces as follows.
Deflnition 2. Let fi 2 R and 0 < p, q <1. f 2 Lqloc(Rn nf0g) is said
to belong to local Herz space _Kfi;pq;loc(Rn n f0g) if for every ` 2 C1c (Rn),
`f 2 _Kfi;pq (Rn).
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Obviously, by the above deflnition, f 2 _Kfi;pq;loc(Rn) is equivalent to the
fact that for any k 2 Z, ´Bkf 2 _Kfi;pq (Rn). It is also easy to observe
that f 2 _Kfi;pq;loc(Rn) if and only if for any k 2 N, ´Bkf 2 _Kfi;pq (Rn).
We easily verify that _Kn(1=p¡1=q);pq;loc (Rn) $ L
p
loc(Rn) when q > p ‚ 1 and
_K0;pp;loc(Rn) = L
p
loc(Rn).
Now choose · : Rn ¡! R to be any smooth function satisfying
supp · µ B(0; 1) and
Z
B(0;1)
·(x) dx = 1:
If f 2 L1(Rn), we write
f⁄(x) · sup
r2(0;1)
flflflfl 1rn
Z
Rn
f(y)·
µ
x¡ y
r
¶
dy
flflflfl :
In [11] (and independently in [6]), S. Lu and D. Yang introduce the
following Herz-type Hardy spaces, H _Kn(1¡1=q);1q (Rn), which can be re-
garded as the local version at the origin of the standard Hardy space,
H1(Rn), studied by C. Fefierman and E. M. Stein in [5].
Deflnition 3 ([11]). Let 1 • q < 1. f 2 L1(Rn) is said to belong
to the space H _Kn(1¡1=q);1q (Rn) if f⁄ 2 _Kn(1¡1=q);1q (Rn). Moreover, we
deflne
kfkH _Kn(1¡1=q);1q (Rn) · kf
⁄k _Kn(1¡1=q);1q (Rn):
According to Lu-Yang [12], this deflnition does not depend on the
particular choice of ·. Obviously, when q = 1, H _Kn(1¡1=q);1q (Rn) =
H1(Rn), the standard Hardy space studied by Fefierman and Stein in
[5].
In [4], Fan and Yang introduce the local version, the space
h _Kn(1¡1=q);1q (Rn), of the space H _Kn(1¡1=q);1q (Rn) in Goldberg’s sense
[7]. For f 2 L1loc(Rn), we will hereafter set
f⁄⁄(x) = sup
0<r•1
flflflfl 1rn
Z
Rn
f(y)·
µ
x¡ y
r
¶
dy
flflflfl :
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Deflnition 4 ([4]). Let 1 • q < 1. The space h _Kn(1¡1=q);1q (Rn) is
deflned by
h _Kn(1¡1=q);1q (Rn) · ff 2 L1(Rn) : f⁄⁄ 2 _Kn(1¡1=q);1q (Rn)g:
Moreover, in this case, we set
kfk
h _K
n(1¡1=q);1
q (Rn)
· kf⁄⁄k _Kn(1¡1=q);1q (Rn):
It is clearly that when q = 1, h _Kn(1¡1=q);1q (Rn) = h1(Rn), the local
Hardy space introduced by Goldberg in [7]. By the results in [4], we also
know that the above deflnition does not depend on the special choice of
·. Now, we introduce another local version HlocKn(1¡1=q);1q (Rn) of the
space H _Kn(1¡1=q);1q (Rn) as follows.
Deflnition 5. Let 1 • q < 1. f 2 L1loc(Rn) is said to belong to the
spaceHloc _Kn(1¡1=q);1q (Rn) if for any `2C1c (Rn), `f 2h _Kn(1¡1=q);1q (Rn).
In the next section, we will prove the following equivalent deflnition
of the space Hloc _Kn(1¡1=q);1q (Rn).
Proposition 1. Let 1 • q < 1. Then f 2 Hloc _Kn(1¡1=q);1q (Rn) if
and only if for any k 2 Z, ´Bkf⁄⁄ 2 _Kn(1¡1=q);1q (Rn), which is also
equivalent to the fact that f⁄⁄ 2 _Kn(1¡1=q);1q;loc (Rn).
We remark that when q = 1, Hloc _Kn(1¡1=q);1q (Rn) = H1loc(Rn), the
local Hardy space introduced by Evans and Mu˜ller in [3].
To state our main theorem, we still need to introduce the local Herz-
type Sobolev space H1loc _K
n(1=2¡1=q);2
q (Rn); see also [14].
Deflnition 6. Let 1 • q < 1. We call u 2 H1loc _Kn(1=2¡1=q);2q (Rn)
if u and its distributional flrst partial derivatives ux1 ; : : : ; uxn belong to
the space _Kn(1=2¡1=q);2q;loc (Rn).
Obviously, when q = 2, H1loc _K
n(1=2¡1=q);2
q (Rn) = H1loc(Rn), the stan-
dard local Sobolev space.
Now, it is a position to state our main theorem.
Supharmonic functions 323
Theorem 1. Let 1 < q < 1, u 2 H1loc _K1¡1=q;22q (R2) be a weak solu-
tion of the partial difierential equation
¡4u = w in R2:
where w 2 _K2(1¡1=q);1q;loc (R2) and
(1.1) w ‚ 0:
Then
ux1ux2 ; u
2
x1 ¡ u2x2 2 Hloc _K2(1¡1=q);1q (R2):
In addition, for each ` 2 C1c (R2), we have the estimate
(1.2) k`ux1ux2kh _K2(1¡1=q);1q (R2) + k`(u
2
x1u
2
x2)kh _K2(1¡1=q);1q (R2)
• ck´B(0;R)jDujk _K1¡1=q;22q (R2)
for some constant c and some radius R depending only on `.
If we take q = 1, then Theorem 1 is just Theorem 1.1 in [3]. Thus,
Theorem 1 is a generalization of Theorem 1.1 in [3]. In fact, Theorem 1
can be regarded as some kind local version of that theorem at the origin.
See also Semmes [16] for several difierent versions of Evans and Mu˜ller’s
theorem.
It has been pointed by Evans and Mu˜ller in [3] that without the sign
condition (1.1), Theorem 1 is false. However, in the radical case, the
nonnegativity of w is not required. To be precise, we have
Theorem 2. Let 1 < q, q1, q2 <1, u 2 H1loc _K2(1=2¡1=q1);2q (R2) be a
weak solution of the partial difierential equation
¡4u = w in R2;
with w 2 _K2(1¡1=q2);1q2;loc (R2) and u(x) = u(r), w(x) = w(r) for r = jxj.
Then ux1ux2 , u
2
x1 ¡ u2x2 2 Hloc _K2(1¡1=q);1q (R2). Furthermore, for each
` 2 C1c (R2), we have the estimate
(1.3) k`ux1ux2kh _K2(1¡1=q);1q (R2) + k`(u
2
x1 ¡ u2x2)kh _K2(1¡1=q);1q (R2)
• c¡k´Bk jDujk2_K2(1=2¡1=q1);2q1 (R2) + k´Bkwk2_K2(1¡1=q2);1q2 (R2));
where k 2 N depends only on `.
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If we choose q = 1, q1 = 2 and q2 = 1, we recover Theorem 5.4 in [3].
Finally, we point that we also obtain a local version on Herz-type
Hardy spaces h _Kn(1¡1=q);1q (Rn) of Jones-Journ¶e’s result on convergence
a.e. and convergence in the distribution sense for a sequence bounded in
the Hardy space H1(Rn); see [9], [1] and see also [3] for the local version
on h1(Rn).
Proposition 2. Let 1 < q < 1. Suppose ffkg1k=1 is bounded in
h _Kn(1¡1=q);1q (Rn) and fk ! f , a.e., as k !1, for f 2 L1loc(Rn). Then
f 2 h _Kn(1¡1=q);1q (Rn) and
(1.4) fk ! f
in the sense of distributions.
If we take q = 1, Proposition 2 is just Theorem 3.1 in [3].
2. Proofs of Theorems
We begin with the proof of Proposition 1.
Proof of Proposition 1: When q = 1, this proposition is just Lemma 5.1
in [3]. Now we restrict that 1<q<1. Suppose f 2Hloc _Kn(1¡1=q);1q (Rn).
For any k 2 Z, we choose ` 2 C1c (Rn) such that `(x) = 1 when x 2
B(0; 2k + 1). Then, if x 2 Bk,
(`f)⁄⁄(x) = sup
0<r•1
flflflfl 1rn
Z
Rn
·
µ
x¡ y
r
¶
`(y)f(y) dy
flflflfl
= sup
0<r•1
flflflfl 1rn
Z
Rn
·
µ
x¡ y
r
¶
f(y) dy
flflflfl
= f⁄⁄(x):
Thus,
k´Bkf⁄⁄k _Kn(1¡1=q);1q (Rn) = k´Bk(`f)
⁄⁄k _Kn(1¡1=q);1q (Rn)
• k(`f)⁄⁄k _Kn(1¡1=q);1q (Rn)
<1:
That is, ´Bkf
⁄⁄ 2 _Kn(1¡1=q);1q (Rn).
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Now suppose ´Bkf
⁄⁄ 2 _Kn(1¡1=q);1q (Rn) for each k 2 Z. Fix any
` 2 C1c (Rn) with supp` µ B(0; R). Choose l0 2 N such that 2l0¡1 •
R+ 1 < 2l0 . Observe flrst that
(`f)⁄⁄(x) = sup
0<r•1
flflflfl 1rn
Z
Rn
·
µ
x¡ y
r
¶
`(y)f(y) dy
flflflfl
vanishes if x 2 RnnB(0; R+1). If x 2 B(0; R+1), by (5.2) in [3, p. 215],
we have
(`f)⁄⁄(x) • c
ˆ
f⁄⁄(x) + sup
0<r•1
1
rn¡1
Z
B(x;r)
jf(y)j dy
!
• c
ˆ
f⁄⁄(x) +
l0+1X
l=¡1
Z
Rn
fl(x¡ y)jyj1¡n´B0(y) dy
!
;
where fl(x) = jf(x)j´l(x). Let gl(x) ·
R
Rn fl(x¡ y)jyj1¡n´B0(y) dy and
g(x) =
l0+1X
l=¡1
gl(x):
Then,
k(`f)⁄⁄k _Kn(1¡1=q);1q (Rn) • ck´Bl0 f
⁄⁄k _Kn(1¡1=q);1q (Rn)
+ ck´Bl0 gk _Kn(1¡1=q);1q (Rn):
By the hypothesis, we know that k´Bl0 f⁄⁄k _Kn(1¡1=q);1q (Rn) <1. We still
need to show that k´Bl0 gk _Kn(1¡1=q);1q (Rn) <1. In fact, we have
k´Bl0 gk _Kn(1¡1=q);1q (Rn) •
l0+1X
l=¡1
l0X
k=¡1
2kn(1¡1=q)kgl´kkLq(Rn)
=
l0+1X
l=¡1
minfl+2;l0gX
k=¡1
¢ ¢ ¢+
l0+1X
l=¡1
l0X
k=l+3
¢ ¢ ¢
· I1 + I2:
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For I1, by the trivial estimate kgl´kkLq(Rn) • ckflkLq(Rn) and the hy-
pothesis, we obtain
I1 • c
l0+1X
l=¡1
kflkLq(Rn)
ˆ
l+2X
k=¡1
2kn(1¡1=q)
!
• c
l0+1X
l=¡1
2ln(1¡1=q)kflkLq(Rn)
• ck´Bl0+1f⁄⁄k _Kn(1¡1=q);1q (Rn)
<1:
To estimate I2, we flrst note that if l ‚ 0 and k ‚ l + 2, then gl(x) · 0
when x 2 Ak. Thus,
I2 =
¡1X
l=¡1
2X
k=l+3
2kn(1¡1=q)kgl´kkLq(Rn):
Now, since l • ¡1 and k ‚ l + 3, for x 2 Ak, we have
gl(x) =
Z
Rn
jfl(x¡ y)jjyj1¡n´B0(y) dy
•
Z
3jxj•4jyj•5jxj
jfl(x¡ y)jjyj1¡n´B0(y) dy
• c2k(1¡n)kflkL1(Rn):
By substituting this into I2, we obtain
I2 • c
¡1X
l=¡1
2X
k=l+3
2kkflkL1(Rn)
• c
¡1X
l=¡1
2ln(1¡1=q)kf´lkLq(Rn)
• ck´B¡1f⁄⁄k _Kn(1¡1=q);1q (Rn)
<1:
This flnishes the proof of Proposition 1.
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Proof of Theorem 1: Fix R > 8. Let B(0; R) denote the closed ball
with center 0 and radius R, and set
v(x) = ¡ 1
2…
Z
B(0;R)
w(y) log(jx¡ yj) dy:
Then
(2.1) µ = u¡ v is harmonic within B(0; R);
and
(2.2) vxi(x) =
1
2…
Z
B(0;R)
w(y)
xi ¡ yi
jx¡ yj2 dy; i = 1; 2:
Choosing · 2 C1c (R2) satisfying
supp · µ B(0; 1);
Z
B(0;1)
·(x) dx = 1; · ‚ 0:
Let us also flx any point x0 2 R2. Consider then for 0 < r • 1, the
expression
A =
1
r2
Z
R2
vx1(x)vx2(x)·
µ
x¡ x0
r
¶
dx
=
1
4…2r2
Z
B(0;R)
Z
B(0;R)
w(y)w(z)
µZ
R2
x1 ¡ y1
jx¡ yj2
x2 ¡ z2
jx¡ zj2 ·
µ
x¡ x0
r
¶
dx
¶
dy dz;
by (2.2). We change variables by replacing (x¡x0)=r with x, (y¡x0)=r
with y, and (z ¡ x0)=r with z to discover
(2.3) A =
r2
4…2
Z
B(¡x0=r;R=r)
Z
B(¡x0=r;R=r)
w(x0 + ry)w(x0 + rz)
£
µZ
R2
x1 ¡ y1
jx¡ yj2
x2 ¡ z2
jx¡ zj2 ·(x) dx
¶
dy dz:
328 D. Fan, S. Lu, D. Yang
For flxed y, z 2 R2 and y 6= z, let
B ·
Z
R2
x1 ¡ y1
jx¡ yj2
x2 ¡ z2
jx¡ zj2 ·(x) dx:
Then by the estimation in [3, p. 202{204], we have
jBj • c(1 + jyj)¡1(1 + jzj)¡1:
Substituting this to (2.3) and noting that w ‚ 0, we obtain
jAj • cr2
Z
B(¡x0=r;R=r)
Z
B(¡x0=r;R=r)
w(x0 + ry)
1 + jyj
w(x0 + rz)
1 + jzj dy dz
= c
ˆ
r
Z
B(¡x0=r;R=r)
w(x0 + ry)
1 + jyj dy
!2
:
We restore the original variables by replacing x0 + ry with y to obtain
jAj • c
ˆZ
B(0;R)
w(y)
r + jy ¡ x0j dy
!2
:
Therefore,
(2.4) (vx1vx2)
⁄⁄(x0) = sup
0<r•1
jAj • c
ˆZ
B(0;R)
w(y)
jy ¡ x0j dy
!2
:
For x0 2 R2, we next write
g(x0) =
Z
B(0;R)
w(y)
jy ¡ x0j dy
and claim
(2.5) g 2 _K1¡1=q;22q;loc (R2):
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To this end, flrst choose a cutofi function ‰ 2 C1c (R2), with 0 • ‰ • 1,
‰ = 1 on B(0; R), ‰ · 0 on R2 n B(0; 2R), jD‰j • c=R. Choose also
‚" 2 C1c (R2) satisfying 0 • ‚" • 1, ‚" = 0 on B(x0; "), ‚" = 1 on
R2 n B(x0; 2"), jD‚"j • c=". Let M(f) denote the Hardy-Littlewood
maximal function of f . By [3], we have
0 • g(x0) •
Z
R2
‰(y)
w(y)
jy ¡ x0j dy
• ¡p: v:
Z
R2
‰(y)Du(y) ¢ y ¡ x0jy ¡ x0j3 dy + cM(jDuj jB(0;2R))(x0)
+ c
Z
B(0;2R)
jDu(y)j 1jy ¡ x0j dy
· g1(x0) + g2(x0) + g3(x0):
Since y=jyj3 is a Calder¶on-Zygmund kernel and ¡1=q < 1¡ 1=q < 2(1¡
1=(2q)), by Corollary 2.1 in [10], we have
(2.6)
kg1k _K1¡1=q;22q (R2) • ck‰jDuj k _K1¡1=q;22q (R2)
• ck´B(0;2R)jDuj k _K1¡1=q;22q (R2):
Furthermore, by the same corollary in [10], we have
(2.7) kg2k _K1¡1=q;22q (R2) • ck´B(0;2R)jDuj k _K1¡1=q;22q (R2):
Now, let k0 2 Z such that 2k0 • R=2 < 2k0+1. Therefore, 2k0+2 • 2R <
2k0+3. Write
g3(x0) = c
Z
R2
jDu(y)j 1jy ¡ x0j´B(0;2R)(y) dy
•
k0+3X
l=¡1
Z
R2
jDu(y)j´l(y) 1jy ¡ x0j dy
=
k0+3X
l=¡1
Z
R2
jDu(y + x0)j´l(y + x0) 1jyj dy
· c
k0+3X
l=¡1
gl(x0):
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Let " > 0 to be determined late. We have
(2.8)
k´B(0;R=2)g3k _K1¡1=q;22q (R2)
• c
8<:
k0+1X
k=¡1
22k(1¡1=q)
ˆ
k0+3X
l=¡1
k´kglkL2q(R2)
!29=;
1=2
• c
(
k0+1X
k=¡1
22k(1¡1=q)
ˆ
k0+3X
l=¡1
2¡2"lk´kglk2L2q(R2)22"k0
!)1=2
• c(R)
8<:
k0+3X
l=¡1
minfl+2;k0+1gX
k=¡1
22k(1¡1=q)¡2"lk´kglk2L2q(R2)
9=;
1=2
+ c(R)
(
k0¡2X
l=¡1
k0+1X
k=l+3
22k(1¡1=q)¡2"lk´kglk2L2q(R2)
)1=2
· J1 + J2:
For J1, we flrst note that when x0 2 Ak and k • l+ 2, by the deflnition
of gl(x0), we have
jgl(x0)j •
Z
R2
jDu(y + x0)j´l(y + x0) 1jyj´fy2R2:jyj•2l+3g(y) dy:
Thus,
k´lglkL2q(R2) • k jDuj´lkL2q(R2)
Z
jyj•2l+3
1
jyj dy
• c2lk jDuj´lkL2q(R2):
By choosing 0 < " < 1, we obtain
J1 • c
(
k0+3X
l=¡1
22(1¡")lk jDuj´lk2L2q(R2)
ˆ
l+2X
k=¡1
22k(1¡1=q)
!)1=2
• c
(
k0+3X
l=¡1
22l(1¡1=q)k jDuj´lk2L2q(R2)
)1=2
• ck´B(0;4R)jDuj k _K1¡1=q;22q (R2):
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On J2, we note that when k ‚ l + 3 and x0 2 Ak,
gl(x0) •
Z
R2
jDu(x0 + y)j´l(x0 + y) 1jyj´fy: 34 jx0j•jyj• 54 jx0jg(y) dy
• c2¡k
Z
R2
jDu(x0 + y)j´l(x0 + y) dy
• c2¡k+2l(1¡1=(2q))k jDuj´lkL2q(R2):
Therefore,
J2 • c
(
k0¡2X
l=¡1
22l(1¡1=q)k jDuj´lk2L2q(R2)
ˆ
k0+1X
k=l+3
22l(1¡")
!)1=2
• c
(
k0¡2X
l=¡1
22l(1¡1=q)k jDuj´lk2L2q(R2)
ˆ
k0+1X
k=l+3
22k(1¡")
!)1=2
• c
(
k0¡2X
l=¡1
22l(1¡1=q)k jDuj´lk2L2q(R2)
)1=2
• ck´B(0;4R)jDuj k _K1¡1=q;22q (R2):
Substituting the estimations on J1 and J2 into (2.8), we have
(2.9) k´B(0;R=2)g3k _K1¡1=q;22q (R2) • ck´B(0;4R)jDuj k _K1¡1=q;22q (R2):
By combining (2.6), (2.7) and (2.9), we obtain
(2.10) k´B(0;R=2)gk _K1¡1=q;22q (R2) • ck´B(0;4R)jDuj k _K1¡1=q;22q (R2) <1:
Thus, the claim (2.5) holds. From (2.10) and (2.4), we deduce
(2.11) k´B(0;R=2)(vx1vx2)⁄⁄k _K2(1¡1=q);12q (R2)
• c(R)k´B(0;4R)jDuj k2_K1¡1=q;22q (R2):
Now recall from (2.1) that µ = u¡v is harmonic and thus smooth within
B(0; R). Consequently, if x0 2 B(0; R=2), by a similar procedure to [10,
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p. 205], we obtain that (µx1µx2)
⁄⁄(x0) • c supx2B(0;3R=4) jDµ(x)j2; and
(2.12)
sup
B(0;3R=4)
jDµj • c(R)
Z
B(0;R)
jDu(x)j dx
+
1
jB(0; R)j
Z
B(0;R)
jv(x)j dx
• c(R)
Z
B(0;R)
jDu(x)j dx+ c(R)
Z
B(0;R)
w(x) dx
• c(R)
Z
B(0;2R)
jDu(x)j dx
• c(R)
k0+3X
l=¡1
Z
R2
jDu(x)j´l(x) dx
• c(R)
k0+3X
l=¡1
22l(1¡1=(2q))k jDuj´lkL2q(R2)
• c(R)2k0
(
k0+3X
l=¡1
22l(1¡1=q)k jDuj´lk2L2q(R2)
)1=2
• c(R)k´B(0;4R)jDuj k _K1¡1=q;22q (R2):
Thus,
(2.13)
k´B(0;R=2)(µx1µx2)⁄⁄k _K2(1¡1=q);1q (R2)
• c
ˆ
k0+1X
l=¡1
22l
!
k´B(0;4R)jDuj k2_K1¡1=q;22q (R2)
• ck´B(0;4R)jDuj k2_K1¡1=q;22q (R2):
Similarly, if x0 2 B(0; R=2), by (2.12), we have
(µx1vx2)
⁄⁄(x0) = sup
0<r•1
flflflfl 1r2
Z
R2
µx1vx2·
µ
x¡ x0
r
¶
dx
flflflfl
• c sup
B(0;3R=4)
jDµj2 + c
‡
sup
B(0;3R=4)
jDµj
·
M(´B(0;R)jDuj)(x0)
• ck´B(0;4R)jDuj k2_K1¡1=q;22q (R2)
+ ck´B(0;4R)jDuj k _K1¡1=q;22q (R2)M(´B(0;R)jDuj)(x0):
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Now, Corollary 2.1 in [10] gives us that
k´B(0;R=2)(µx1vx2)⁄⁄k _K2(1¡1=q);1q (R2)
• ck´B(0;4R)jDuj k2_K1¡1=q;22q (R2) + ck´B(0;4R)jDuj k _K1¡1=q;22q (R2)
£
ˆ
k0+1X
k=¡1
22k(1¡1=q)k´kM(´B(0;R)jDuj)kLq(R2)
!
• ck´B(0;4R)jDuj k2_K1¡1=q;22q (R2) + ck´B(0;4R)jDuj k _K1¡1=q;22q (R2)
£
ˆ
k0+1X
k=¡1
2k(1¡1=q)+kk´kM(´B(0;R)jDuj)kL2q(R2)
!
• ck´B(0;4R)jDuj k2_K1¡1=q;22q (R2)
+ ck´B(0;4R)jDuj k _K1¡1=q;22q (R2)kM(´B(0;R)jDuj)k _K1¡1=q;22q (R2)
• ck´B(0;4R)jDuj k2_K1¡1=q;22q (R2):
The same argument shows that
(2.15) k´B(0;R=2)(vx1µx2)⁄⁄k _K2(1¡1=q);1q (R2)
• ck´B(0;4R)jDujk2_K1¡1=q;22q (R2):
By combining the estimations (2.11), (2.13)-(2.15), we obtain
k´B(0;R=2)(ux1ux2)⁄⁄k _K2(1¡1=q);1q (R2) • ck´B(0;4R)jDujk
2
_K
1¡1=q;2
2q (R2)
<1;
for each R ‚ 8. Hence ux1ux2 2 Hloc _K2(1¡1=q);1q (R2).
By rotating variables, similar to [3], we can prove that u2x1 ¡ u2x2 2
Hloc _K2(1¡1=q);1q (R2). Finally, estimate (1.2) is a consequence of Propo-
sition 1.
This flnishes the proof of Theorem 1.
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Proof of Theorem 2: We have the ordinary difierential equation
(2.16) ¡1
r
(ru0)0(r) = w(r):
We only prove the estimates for ux1ux2 , because, similar to [3], those for
u2x1 ¡ u2x2 follow then by performing a rotation. Let · 2 C1c (B(0; 1)),
· ‚ 0 and R
B(0;1)
·(x) dx = 1. Deflne
f(x) = (ux1ux2)(x) =
x1x2
r2
(u0)2(r) and fi = f´i for i 2 Z:
We also write
f⁄⁄(x) = sup
0<r•1
flflflfl 1r2
Z
R2
·
µ
x¡ y
r
¶
f(y) dy
flflflfl
and for i 2 Z,
f⁄⁄i (x) = sup
0<r•1
flflflfl 1r2
Z
R2
·
µ
x¡ y
r
¶
fi(y) dy
flflflfl :
Since w 2 _K2(1¡1=q2);1q2;loc (R2) ‰ L1loc(R2), the ordinary difierential equa-
tion (2.16) implies that v(r) · ru0(r) is absolutely continuous on each
interval [0; R]. In particular, if 2i¡1 • r • 2i,
(2.17)
flflflflflv(r)¡ 12i¡1
Z 2i
2i¡1
v(r) dr
flflflflfl •
Z 2i
2i¡1
jv0(r)j dr •
Z 2i
2i¡1
rjw(r)j dr:
It is easy to verify that if h2Lq(R2), supphµB(0; r) and RR2 h(x) dx=0,
then jB(0; r)j1=q¡1khk¡1Lq(R2) h is a central (2(1¡1=q); q)-atom supported
in B(0; r); see [11]. Thus, by Theorem 2.1 in [12] (see also [6]),
kh⁄⁄k _K2(1¡1=q);1q (R2) • kh
⁄k _K2(1¡1=q);1q (R2)
• cr2(1¡1=q)khkLq(R2)
• cr2khkL1(R2);
if h 2 L1(R2). Therefore,
kf⁄⁄i k _K2(1¡1=q);1q (R2) • c2
2ikfikL1(R2):
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Moreover, f⁄⁄i+2(x) = 0 on B(0; 2
i+1 ¡ 1) ¾ B(0; 2i) if i ‚ 1. Now, by
(2.17),
22ikfikL1(R2) • 4 sup
2i¡1<r•2i
r2ju0(r)j2
• c
(
2¡i
Z 2i
2i¡1
jru0(r)j dr +
Z 2i
2i¡1
j(ru0(r))0j dr
)2
• c
(
2¡i=q1
Z 2i
2i¡1
jr1=q1u0(r)j dr +
Z 2i
2i¡1
rjw(r)j dr
)2
• c
8<:2i(1¡2=q1)
ˆZ 2i
2i¡1
rju0(r)jq1 dr
!1=q1
+
Z
Ai
jw(x)j dx
9=;
2
• c
(
2i(1¡2=q1)
µZ
Ai
jDu(x)jq1 dx
¶1=q1
+
Z
Ai
jw(x)j dx
)2
:
Therefore,
k´Bkf⁄⁄k _K2(1¡1=q);1q (R2)
•
1X
j=¡1
k´Bkf⁄⁄j k _K2(1¡1=q);1q (R2)
=
k+2X
j=¡1
k´Bkf⁄⁄j k _K2(1¡1=q);1q (R2)
• c
k+2X
j=¡1
‰‡
2j(1¡2=q1)k jDuj´jkLq1 (R2)
·2
+ k jwj´jk2L1(R2)
¾
• c
k+2X
j=¡1
24j(1=2¡1=q1)k jDuj´jk2Lq1 (R2) + c
k+2X
j=¡1
k jwj´jk2L1(R2)
• ck´Bk+2 jDuj k2_K2(1=2¡1=q1);2q1 (R2) + ck´Bk+2wk
2
_K
2(1¡1=q2);1
q2 (R2)
<1:
Hence ux1ux2 2 Hloc _K2(1¡1=q);1q (R2). The estimation (1.4) now follows
from Proposition 1.
This flnishes the proof of Theorem 2.
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Proof of Proposition 2: Since h _Kn(1¡1=q);1q (Rn) ‰ h1(Rn), (1.4)
holds by Theorem 3.1 in [3]. The remaining thing is to verify that
f 2 h _Kn(1¡1=q);1q (Rn). Choose ` 2 C1c (Rn), supp` ‰ B(0; 1) andR
Rn `(x) dx = 1. For t > 0, set `t(x) =
1
tn`
¡
x
t
¢
. Then by (1.4), for
every x 2 Rn and 0 < t • 1, we have
`t ⁄ fk(x) ¡! `t ⁄ f(x); as k ¡!1;
therefore,
lim
k!1
sup
1‚t>0
j`t ⁄ fk(x)j = sup
k
inf
l‚k
sup
1‚t>0
j`t ⁄ fl(x)j
‚ sup
1‚t>0
sup
k
inf
l‚k
j`t ⁄ fl(x)j
= sup
1‚t>0
lim
k!1
j`t ⁄ fk(x)j
= sup
1‚t>0
j`t ⁄ f(x)j:
On the other hand, since kfkkh _Kn(1¡1=q);1q (Rn) • c, it follows from Theo-
rem 2.1 in [4] that°°° sup
1‚t>0
j`t ⁄ fkj
°°°
_K
n(1¡1=q);1
q (Rn)
• c:
By Fatou’s lemmas of series and integration, we have
c ‚ lim
k!1
°°° sup
1‚t>0
j`t ⁄ fkj
°°°
_K
n(1¡1=q);1
q (Rn)
= lim
k!1
( 1X
l=¡1
2ln(1¡1=q)
°°°´l sup
1‚t>0
j`t ⁄ fkj
°°°
Lq(Rn)
)
‚
1X
l=¡1
2ln(1¡1=q) lim
k!1
°°°´l sup
1‚t>0
j`t ⁄ fkj
°°°
Lq(Rn)
‚
1X
l=¡1
2ln(1¡1=q)
°°°´l lim
k!1
sup
1‚t>0
j`t ⁄ fkj
°°°
Lq(Rn)
‚
1X
l=¡1
2ln(1¡1=q)
°°°´l sup
1‚t>0
j`t ⁄ f j
°°°
Lq(Rn)
=
°°° sup
1‚t>0
j`t ⁄ f j
°°°
_K
n(1¡1=q);1
q (Rn)
:
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Again, from Theorem 2.1 in [4], we deduce that f 2 h _Kn(1¡1=q);1q (Rn).
This flnishes the proof of Proposition 2.
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