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The Re´nyi entropies Rp[ρ], 0 < p < ∞ of the probability density ρn,l,m(~r) of a physical
system completely characterize the chemical and physical properties of the quantum state
described by the three integer quantum numbers (n, l,m). The analytical determination
of these quantities is practically impossible up until now, even for the very few systems
where their Schro¨dinger equation is exactly solved. In this work, the Re´nyi entropies of
Rydberg (highly-excited) hydrogenic states are explicitly calculated in terms of the quantum
numbers and the parameter p. To do that we use a methodology which first connects these
quantities to the Lp-norms Nn,l(p) of the Laguerre polynomials which characterize the state’s
wavefunction. Then, the Re´nyi, Shannon and Tsallis entropies of the Rydberg states are
determined by calculating the asymptotics (n → ∞) of these Laguerre norms. Finally,
these quantities are numerically examined in terms of the quantum numbers and the nuclear
charge.
PACS numbers: 89.70.Cf, 89.70.-a, 32.80.Ee, 31.15.-p
Keywords: Information theory of quantum systems, Re´nyi entropy of quantum systems, Rydberg
states, hydrogenic atoms.
I. INTRODUCTION
Recent years have witnessed a growing interest in the analytical information theory of finite
quantum systems. A major goal of this theory is the explicit determination of the entropic
measures (Fisher information and Shannon, Re´nyi and Tsallis entropies,...) in terms of the
quantum numbers which characterize the state’s wavefunction of the system. These quantities,
which quantify the spatial delocalization of the single-particle density of the systems in various
complementary ways, are most appropriate uncertainty measures because they do not make any
reference to some specific point of the corresponding Hilbert space, in contrast to the variance
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2and other dispersion measures. Moreover, they are closely related to numerous energetic and
experimentally measurable quantities of the system [1–8] and they have been used as indicators of
various atomic and molecular phenomena [10–15]. Since the Schro¨dinger equation can be exactly
solved only for a few quatum-mechanical potentials which model most of the quantum chemical
and physical phenomena, most of the efforts have been focused on the harmonic and hydrogenic
systems up until now. Basically this is because the wavefunctions of their ground and excited
states are controlled by the hypergeometric orthogonal polynomials (Hermite, Laguerre, Jacobi)
whose analytical properties are under control.
Apart from the Fisher information whose explicit values have been found [16, 17], the entropic
measures of the oscillator-like and hydrogenic systems have not yet been analytically determined
for all quantum-mechanically-allowed states except for the ground and a few low-lying states
[18–23] and for the high-lying states in the Shannon case (see Eq. (16) in [22]). In addition some
rigorous bounds on these entropic measures, as well as some related uncertainty relations, have
been found [24–27].
The Re´nyi entropies Rp[ρ] and Tsallis entropies Tp[ρ] of a probability density ρ(~r) are defined
[40, 42] as
Rp[ρ] =
1
1− p lnWp[ρ]; 0 < p <∞, (1)
Tp[ρ] =
1
p− 1(1−Wp[ρ]); 0 < p <∞, (2)
where Wp[ρ] denotes the p-th entropic moment of ρ(~r) which is given by
Wp[ρ] =
∫
R3
[ρ(~r)]p d~r, p ≥ 0, (3)
These quantities completely characterize the density ρ(~r) [43, 44]. Note that these quantities
include the Shannon entropy (since S[ρ] :=
∫
ρ(~r) ln ρ(~r)d~r = limp→1Rp[ρ] = limp→1 Tp[ρ]), and the
disequilibrium, 〈ρ〉 = exp(R2[ρ]), as two important particular cases. Moreover, they are mutually
connected by the relation
Tp[ρ] =
1
1− p [e
(1−p)Rp[ρ] − 1], (4)
For a revision of the Re´nyi entropies properties see [25, 27, 36, 41, 43, 45] and the reviews
[8, 9, 27]. The Re´nyi entropies and their associated uncertainty relations have been widely used
3to investigate a great deal of quantum-mechanical properties and phenomena of physical systems
and processes [8, 9, 38], ranging from the quantum-classical correspondence [24] and quantum
entanglement [46] to pattern formation and Brown processes [47, 48], quantum phase transition
[13], disordered systems [49] and multifractal thermodynamics [50]. Moreover, there exist various
classical and quantum coding theorems [51, 52] which endow the Re´nyi and Tsallis entropies with
an operational (so, experimentally verifiable) meaning.
In this work we analytically determine the Shannon, Re´nyi and Tsallis entropies of the highly-
excited (Rydberg) hydrogenic states on the same footing, by use of a methodology based on the
strong asymptotics of Laguerre polynomials. The Rydberg states [29, 30] play a relevant role from
both fundamental and applicable points of view. Indeed they can be considered a fertile laboratory
where to investigate the order-to-chaos transitions through the applications of electric fields and,
because of their extraordinary properties, they are being presently used in many technological
areas such as e.g. quantum information processing [31, 32]. The entropic moments and their
associated Shannon, Re´nyi and Tsallis entropies quantify the internal disorder of the Rydberg
atom as given by its quantum probability density in a complementary, but much more complete,
way than the variance and other dispersion measures whose values have been already shown [21, 22].
The structure of this work is the following. First, in sec. II, we state the problem and the
methodology to solve it. In section III we obtain the radial Re´nyi entropy Rp[ρn,l] of the Rydberg
hydrogenic states for all possible values of the involved parameters in an analytical way. Then in
section IV, we obtain the final results of the Re´nyi, Tsallis and Shannon entropies for the Rydberg
hydrogenic states and, in addition, we numerically compute the Re´nyi entropies for some specific
Rydberg states and its variation with the nuclear charge of the atom. In section V, some conclusions
are given.
II. STATEMENT OF THE PROBLEM
Let us now determine the Re´nyi entropies of the Rydberg hydrogenic states characterized by
the Coulombian potential VD(r) = −Zr . It is well-known that these states are given (see e.g., [22]
and references therein) by the wavefunctions characterized by the energies En,l = − Z22n2 and the
quantum probability densities
ρn,l,m(~r) =
4Z3
n4
ω2l+1(r˜)
r˜
[L̂
(2l+1)
n−l−1(r˜)]
2 |Yl,m(θ, φ)|2 ≡ ρn,l(r˜) |Yl,m(θ, φ)|2, (5)
4where r˜ = 2Zn r, n = 1, 2, 3, . . ., l = 0, 1, . . . , n − 1, m = −l,−l + 1, . . . ,+l, L̂αn(x) denotes the
orthonormal Laguerre polynomials [53] with respect to the weight function ωα = x
αe−x on the
interval [0,∞), and Yl,m(θ, φ) denotes the spherical harmonics [53] given by
Yl,m(θ, φ) =
(
(l + 12)(l − |m|)![Γ(|m|+ 12)]2
21−2|m|pi2(l + |m|)!
) 1
2
eimφ(sin θ)|m|C |m|+
1
2
l−|m| (cos θ). (6)
Then, by keeping in mind Eqs. (2)-(3), the entropic moments of the hydrogenic state (n, l,m) are
Wp[ρn,l,m] =
∫
R3
[ρn,l,m(~r)]
p d~r =
∞∫
0
[ρn,l(r)]
p r2 dr × Ωl,m(θ, φ), (7)
where the angular part
Ωl,m(θ, φ) =
∫ pi
0
∫ 2pi
0
[Yl,m(θ, φ)]
2p sin θ dθdφ, (8)
and the Re´nyi entropies of the hydrogenic state (n, l,m) can be expressed as
Rp[ρn,l,m] = Rp[ρn,l] +Rp[Yl,m], (9)
where Rp[ρn,l] denotes the radial part
Rp[ρn,l] =
1
1− p ln
∞∫
0
[ρn,l(r)]
p r2dr, (10)
and Rl,m[Yl,m] denotes the angular part
Rp[Yl,m] =
1
1− p ln Ωl,m(θ, φ), (11)
which is the Re´nyi-entropic functional of the well-controlled spherical harmonics [53]. Since the
radial part is the only component which depends on the principal quantum number n, the crucial
problem for the calculation of the Re´nyi entropy Rp[ρn,l,m] for the Rydberg states (i.e., states with
a very large n) of hydrogenic systems is to determine the value of the radial Re´nyi entropy Rp[ρn,l]
in the limiting case n → ∞. Taking into account (10), the explicit expression of ρn,l(r˜) given by
(5), and that the Lp-norm of the Laguerre polynomials L̂(α)n (x) is
Nn(α, p, β) =
∞∫
0
([
L̂(α)n (x)
]2
wα(x)
)p
xβ dx, (12)
(with α > −1, p > 0 and, to guarantee convergence at zero, β + pα > −1), one has that the radial
Re´nyi entropy can be expressed as
Rp[ρn,l] =
1
1− p ln
[
n3−4p
23−2pZ3(1−p)
Nn,l(α, p, β)
]
, (13)
5where the norm Nn,l(α, p, β) ≡ Nn,l(p) is given by
Nn,l(α, p, β) =
∞∫
0
([
L̂
(α)
n−l−1(x)
]2
wα(x)
)p
xβ dx, (14)
with
α = 2l + 1 , l = 0, 1, 2, . . . , n− 1, p > 0 and β = 2− p . (15)
Note that (15) guarantees the convergence of integral (14) since the condition β+pα = 2(1+ lp) >
−1 is always satisfied for the physically meaningful values of the parameters.
Thus, by keeping in mind Eqs. (9), (10), (11) and (13), the determination of the Re´nyi entropy
Rp[ρn,l,m] for the Rydberg states entails the calculation of the asymptotics (n→∞) of the Laguerre
norms Nn,l(α, p, β) given by Eqs. (14) and (15), which will be solved in the next section.
III. RADIAL RE´NYI ENTROPY Rp[ρn,l] OF RYDBERG STATES
Let us here determine the radial entropy of the Rydberg hydrogenic states, i.e. the asymptotics
(n → ∞) of the radial Re´nyi entropy Rp[ρn,l] which, according to Eq. (13), essentially reduces to
the asymptotics (n→∞) of the Laguerre norms Nn,l(α, p, β) given by (14) and (15).
To do that we use the method of Aptekarev et al which has been recently applied to oscillator-
like systems [54]. This method allows us to find the asymptotics of the Laguerre functionals
Nn(α, p, β) given by (12) with α > −1, p > 0 and β + pα > −1. It shows that the dominant
contribution in the magnitude of the integral (12) comes from different regions of integration
in (12); these regions depend on the different values of the involved parameters (α, p, β). This
entails that we have to use various asymptotical representations for the Laguerre polynomials at
different regions of the interval of orthogonality (0,∞).
Altogether there are five asymptotical regimes which can give (depending on α, β and p) the
dominant contribution in the asymptotics of Nn(α, p, β). In three of them (which we call by Bessel,
Airy and cosine regimes) the involved Laguerre norm Nn(α, p, β) grows according to a power
law in n with an exponent which depends on α, β and p. The Bessel regime corresponds to the
neighborhood of zero (i.e., at the left extreme of the orthogonality interval), where the Laguerre
polynomials can be asymptotically described by means of Bessel functions (taken for expanding
6scale of the variable). Then (to the right of zero) the oscillatory behavior of the polynomials
(in the bulk region of zeros location) is asymptotically modelled by means of the trigonometric
functions (cosine regime) and at the neighborhood of the extreme right zeros asymptotics is given
by Airy functions (Airy regime). Finally, at the extreme right of the orthogonality interval (i.e.,
near infinity) the polynomials have growing asymptotics. Moreover, there are two transition
regions (to be called by cosine-Bessel and cosine-Airy) where these asymptotics match each other;
that is, asymptotics of the Bessel functions for big arguments match the trigonometric function,
as well as the asymptotics of the Airy functions do the same.
The nth-power laws in the Bessel, Airy and cosine regimes are controlled by the constants
CB(α, p, β), CA(p) and C(β, p), respectively, whose values are given in Table I. Therein, we have
used the notation
Jα(z) =
∞∑
ν=0
(−1)ν
ν! Γ(ν + α+ 1)
(z
2
)α+2ν
.
for the Bessel function, and
Ai(y) =
3
√
3
pi
A(−3
√
3y), A(t) =
pi
3
√
t
3
[
J−1/3
(
2
(
t
3
) 3
2
)
+ J1/3
(
2
(
t
3
) 3
2
)]
.
for the Airy function (see [55]). When the transition regimes dominate in integral (12), then the
asymptotics of Nn(α, p, β) besides the degree on n have the factor lnn. It is also curious to mention
that if these regimes dominate, then the gamma factors in the constant C(β, p) for the oscillatory
cosine regime explode. For the cosine-Bessel regime it happens for β + 1 − p/2 = 0, and for the
cosine-Airy regime it happens for 1− p/2 = 0.
Tab. I: Asymptotic regimes†of the Laguerre norms Nn,l(α, p, β)
Asymptotic regime Constant
Bessel regime CB(α, p, β) := 2
∞∫
0
t2β+1|Jα|2p(2t) dt
Airy regime CA(p) :=
∫ +∞
−∞
[
2pi
3√2 Ai
2
(
− t 3
√
2
2
)]p
dt
Cosine regime C(p, β) :=
2β+1
pip+1/2
Γ(β + 1− p/2) Γ(1− p/2) Γ(p+ 1/2)
Γ(β + 2− p) Γ(1 + p)
† There also exist two asymptotic transition regimes: cosine-Bessel and
cosine-Airy; when they dominate, the asymptotics of Nn(α, p, β) has a
factor lnn besides the nth-power law.
7The application of this methodology [54] to the three-dimensional hydrogenic system has
allowed us to find the asymptotics (n →∞) of the hydrogenic Laguerre norms Nn,l(α, p, β) given
by (14) and (15), and thus the dominant term of Rp[ρn,l] given by (13). We have obtained the
following values for the radial Re´nyi entropy Rp[ρn,l] of the Rydberg hydrogenic states for all
possible values of p:
Rp[ρn,l] =
1
1− p ln
[
n3−4p
23−2pZ3(1−p)
×

C(p, β) (2(n− l − 1))3−2p (1 + o¯(1))
]
, p ∈ (0, 2)
ln(n−l−1)+O(1)
pi2(n−l−1)
]
, p = 2
CB(α, p, β) (n− l − 1)−(3−p) (1 + o¯(1))
]
, p ∈ (2,∞)
(16)
Note that the Airy regime does not play a significant role at first order in our hydrogenic system.
The reason is that for p = 2 the transition cosine-Bessel regime determines the asymptotics of
Nn,l(p = 2). Thus, we have (a) for p ∈ (0, 2) the region of R+ where the Laguerre polynomials
exhibit the cosine asymptotics contributes with the dominant part in the integral (12), and (b) for
p > 2 the Bessel regime plays the main role.
Finally, from Eqs. (16) and taking into account the values α = 2l + 1, l = 0, 1, . . . , n − 1,
and β = 2 − p of the involved parameters, one has the following asymptotics for the radial Re´nyi
entropies of the Rydberg states with the orbital quantum number l << n (which are the most
experimentally accesible ones [30]):
Rp[ρn,l] =
1
1− p ln

C(p) n
6(1−p)
Z3(1−p) (1 + o¯(1)), p ∈ (0, 2)
n2−4p
23−2pZ3(1−p)
lnn+O(1)
pi2
, p = 2
CB(l, p)
n−3p
23−2pZ3(1−p) (1 + o¯(1)), p ∈ (2,∞)
(17)
where C(p) ≡ C(p, β = 2− p) and CB(l, p) ≡ CB(α = 2l + 1, p, β = 2− p).
IV. RESULTS AND NUMERICAL DISCUSSION
In this section we obtain the Re´nyi, Shannon and Tsallis entropies of the Rydberg hydrogenic
states in terms of the quantum numbers and the nuclear charge Z. Then, for illustration, we
8numerically discuss the Re´nyi entropy Rp[ρn,0,0] of some Rydberg hydrogenic states ns in terms
of n, p and Z.
First, by putting in Eq. (9) the values of the radial Re´nyi entropy Rp[ρn,l] given by Eq. (16)
and taking into account the angular Re´nyi entropy Rp[Yl,m] given by Eqs. (8) and (11), one
obtains the total Re´nyi entropy Rp[ρn,l,m] of the Rydberg states in a straightforward manner.
Second, from the latter expression and Eq. (4) one can readily obtain the Tsallis entropy Tp[ρn,l,m]
of the Rydberg states.
Third, a most important case in the previous expressions is the limit p→ 1 since then the Re´nyi
entropy Rp[ρ] of a probability density ρ is equal to the Shannon entropy S[ρ], as already mentioned
above. By keeping in mind Eq. (9), to investigate this limiting case for the Re´nyi entropy Rp[ρn,l,m]
of the Rydberg hydrogenic states we first take into account that
lim
p→+1
Rp[ρn,l] = lim
p→+1
1
1− p ln
[
n3−4p
23−2pZ3(1−p)
C(p, β) (2n)1+β−p
]
= 6 lnn− ln 2 + lnpi − 3 lnZ, (18)
(where we used (16) and l << n at the first equality), and
lim
p→+1
Rp[Yl,m] = lim
p→+1
1
1− p ln Ωl,m(θ, φ) = S[Yl,m], (19)
(remember (11) for the first equality) where S[Yl,m] is the Shannon-entropy functional of the
spherical harmonics given [21, 56] by
S[Yl,m] =
∫ pi
0
∫ 2pi
0
[Yl,m(θ, φ)]
2 ln [Yl,m(θ, φ)]
2 sin θ dθdφ, (20)
which is under control. Then the limit p → 1 in Eq. (9) gives rise, keeping in mind Eq. (16), to
the following value
S[ρn,l,m] = lim
p→+1
Rp[ρn,l,m] = 6 lnn− ln 2 + lnpi − 3 lnZ + S[Yl,m] + o(1) (21)
for the Shannon entropy of the Rydberg hydrogenic states. This expression has been previously
obtained [22] by a different technique, what is a further checking of our results.
In particular, from the previous results we find that the following values
Rp[ρn,0,0] = Rp[ρn,0] +Rp[Y0,0] = Rp[ρn,0] + ln(4pi) (22)
9for p 6= 1, and
S[ρn,0,0] = 6 lnn+ ln 2 + 2 lnpi − 3 lnZ + o(1) (23)
for the Re´nyi and Shannon entropy of the (ns)-Rydberg hydrogenic states, respectively. Here we
have used that S[Y0,0] = ln(4pi) and the explicit values of Rp[ρn,0] are given in Eq. (16).
Finally, for illustration we numerically study the variation of the Re´nyi entropy Rp[ρn,0,0] for
some Rydberg (ns)-states on the quantum number n, the order parameter p and the nuclear
charge Z. Let us start with the variation of the p-th order Re´nyi entropy of these states in
terms of the principal quantum number n when p is fixed. As an example, this quantity with
p = 34(4), 2(•), 72() is plotted in Fig. 1. We observe that the behavior of the Re´nyi entropy of
the Rydberg (ns)-states has an increasing character, which can be explained by the fact that the
system tends to the classical regime as n increases.
Then, we study in Figs. (2)-(3) the variation of the Re´nyi entropy, Rp[ρn,0,0], with respect to the
order p, with p ∈ (0, 20), for the Rydberg hydrogenic state which corresponds to n = 50. Therein
we observe that the Re´nyi entropy decreases as the order p increases. This behavior (a) is not
monotonic when p ∈ (0, 2] because the decreasing at p = 1 and p = 2 is specially pronounced, and
(b) is monotonic when p > 2. The monotonicity of the latter case is a consequence of the Bessel
asymptotic regime. Moreover, by globally looking at the entropy values with integer p we observe
that the entropic quantities with the lowest orders (particularly when p = 1 and p = 2, closely
related with the Shannon entropy and the desiquilibrium, respectively, as already mentioned)
are most significant for the quantification of the spreading of the electron distribution of the system.
Finally, in Fig. 4, we study the behavior of the Re´nyi entropy, Rp[ρn,0,0], as a function of the
atomic number Z of the Rydberg hydrogenic state with n = 50 for different values of the order
parameter (p = 32(4), 2(•) and 4(
⊙
)) when Z is ranging from hydrogen (Z = 1) to lawrencium
(Z = 103). We observe in all cases that the Re´nyi entropy decreases monotonically as Z increases.
In particular tha behavior of R2[ρn,0,0] (whose exponential gives the disequilibrium) points out the
fact that the probability distribution of the system tends to separate from equiprobability more
and more as the electron number of the atom increases; so, it nicely quantifies the complexity of
the system as the atomic number grows.
10
 21
 24
 27
 30
 50  60  70  80  90  100
Rp[ρn,0,0]
n
Fig. 1: Variation of the Re´nyi entropy, Rp[ρn,0,0] for the Rydberg (ns)-states of the hydrogen atom
(Z = 1) with respect to n, when p = 34(4), 2(•) and 72().
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Fig. 2: Variation of the Re´nyi entropy, Rp[ρn,0,0], with respect to p for the Rydberg state with
n = 50 of the hydrogen atom (Z = 1) when p ∈ (0, 2).
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Fig. 3: Variation of the Re´nyi entropy, Rp[ρn,0,0], with respect to p for the Rydberg state with
n = 50 of the hydrogen atom (Z = 1) when the integer p ∈ (3, 20).
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Fig. 4: Variation of the Re´nyi entropy, Rp[ρn,0,0], with respect to the atomic number Z for the
Rydberg hydrogenic states with n = 50 when p = 32(4), 2(•) and 4(
⊙
).
V. CONCLUSIONS
In this work we have explicitly calculated the dominant term of the Re´nyi, Shannon and Tsallis
entropies for all quantum-mechanically allowed Rydberg (i.e., highly excited) hydrogenic states in
terms of the nuclear charge Z and the quantum numbers which characterize the corresponding
state’s wavefunctions. We have used a novel technique based on some ideas extracted from the
modern approximation theory, which allows us to determine the asymptotics (n → ∞) of the Lp-
norm, Nn,l(p), of the Laguerre polynomials which control the associated wavefunctions. Finally,
for illustration, we have studied the behavior of the Re´nyi entropy for the Rydberg (ns)-states at
various values of the involved parameters (n, p, Z). We have found that this quantity (a) decreases
as a function of p, indicating that the most relevant Re´nyi quantities of integer order are those
associated with the Shannon entropy and the disequilibrium, (b) has an increasing character for
all Rydberg values of n as the parameter p is increasing, which can be explained by the fact that
14
the system tends to the classical regime as n increases, and (c) decreases for all p’s as the nuclear
charge is increasing when n is fixed.
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