Abstract. Using stochastic differential equations with Lévy jumps, this paper studies the effect of environmental stochasticity and random catastrophes on the permanence of Lotka-Volterra facultative systems. Under certain simple assumptions, we establish the sufficient conditions for weak permanence in the mean and extinction of the non-autonomous system, respectively. In particular, a necessary and sufficient condition for permanence and extinction of autonomous system with jump-diffusion are obtained. We generalize some former results under weaker assumptions. Finally, we discuss the biological implications of the main results.
1.
Introduction. Since population systems are often inevitably affected by environmental stochasticity and random catastrophes, which are important factors in an ecosystem (see, e.g., [9, 10, 24, 32] ), it is important to reveal how these stochastic factors affect the population systems.
Environmental stochasticity arises from a nearly continuous series of small or moderate perturbations, and can be accurately modeled as a diffusion process. Stochastic population dynamics perturbed by Brownian motion have been studied extensively by many authors. The stochastic Lotka-Volterra facultative model for n interacting species is described by the stochastic differential equation dx(t) = diag(x 1 (t), · · · , x n (t)) b − Ax(t) dt + σdB(t) ,
where x(t) = (x 1 (t), · · · , x n (t)) T , b = (b 1 , · · · , b n ) T , A = (a ij ) n×n , σ = (σ ij ) n×n , and B(t) = (B 1 (t), · · · , B n (t)) T is an n-dimensional Brownian motion defined on a complete probability space (Ω, F, P). x i (t) is the population size or biomass of the ith species at time t, b i is the intrinsic growth rate of the ith population and the coefficient a ij describes the influence of the jth population upon the ith population. a ii > 0, a ij ≤ 0, i = j, i, j = 1, · · · , n. σ 2 ij is used to measure the intensity of the jth white noise imposed on the intrinsic growth rate of the ith species.
If σ = 0, (1) becomes a classical deterministic Lotka-Volterra model. In this case, many nice results can be found in existing literature, see e.g. [13, 14, 22, 5, 12, 8, 19, 23, 21] and the references cited therein. Hence, throughout this paper, we assume that σ = 0. Recently, model (1) has been extensively investigated, see e.g. [31, 7, 27, 28, 35] .
On the other hand, the population may experience sudden catastrophic disasters, e.g., earthquakes, volcanoes, floods, tsunami, hurricanes, severe weather, fire, epidemics, etc. These catastrophes are large environmental perturbations that produce sudden major reductions in population size. To explain these phenomena, some authors have introduced a jump process into the underlying population models and provided a feasible and more realistic model, see e.g. [16, 17, 18, 3, 4, 29, 24] . But no results related to n-species Lotka-Volterra facultative model with Lévy jumps has been reported. In this paper, we study the following stochastic system with jumps
where x(t − ) is the left limit of x(t), N (dt, du) is a Poisson random measure with characteristic measure ν on a measurable bounded below subset Y of R\0 with ν(Y) < ∞. γ(t, u) = (γ 1 (t, u), · · · , γ n (t, u)) T , and γ i (t, u) represents the random downward jump magnitude of the ith species. In this paper, we always assume that 0 < γ i (t, u) < 1, i = 1, · · · , n, which means each catastrophe reduces instantaneously the population by a proportion γ i (t, u), that is a population of size x i (t − ) just prior to a catastrophe is reduced to size (1 − γ i (t, u))x i (t − ) just after the catastrophe.
Considering the time effect, for example, the seasonality, etc, it is natural to assume that the system parameters b, A and σ are all time-dependent, whence the above model (2) evolves into non-autonomous model
In addition to the assumption in (1) and (2) , in this paper, we always assume that the functions b i (t), a ij (t), σ ij (t), and γ i (t, u) (i, j = 1, · · · , n, u ∈ Y) are all continuous and τ -periodic with time t. In recent years, several authors have studied the effect of environmental stochasticity on the permanence of Lotka-Volterra facultative system. Most of the existing results have largely been restricted to permanence and extinction of autonomous population system (1). Ji and Jiang [20] established a sufficient criterion for persistence in the mean of the system (1). Under certain assumptions, Liu and Wang [27, 28] obtained a sufficient and necessary criterion of permanence and extinction for the system (1). Thus, some important topics arise naturally for system (2) and (3). We focus our attention on the following problems: (Q1) How do random catastrophes affect the persistence of each species of LotkaVolterra facultative systems? Under a simple assumption, we provide a necessary and sufficient condition which guarantees each species of autonomous facultative system (2) with jump-diffusion to be persistent. (Q2) For time-dependnet facultative system (3) with jump-diffusion, we establish the sufficient conditions for weak permanence and extinction of each species, respectively. This paper is organized as follows: In the next section, we provide some notations and give several lemmas to prepare for proving the main results. In section 3, we state and prove the main results, and we try to interpret our mathematical results in terms of their ecological implications in the final section.
2. Preliminaries. Throughout this paper, let (Ω, F, P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e., it is right continuous and increasing while F 0 contains all P-null sets). We assume that a n-dimensional standard Brownian motion B(t) = (B 1 (t), · · · , B n (t))
T and an independent Poisson random measure N (dt, du) are defined on this probability space. x denotes a vector of Euclidean space
If Q is a determinant, we denote by Q ij the complementary minor of the (i, j) element in Q. If Q is a vector or matrix, its transpose is denoted by Q T . If Q is a matrix, its trace norm is denoted by |Q| = trace(Q T Q) whilst its operator norm is denoted by Q = sup{|Qx| : |x| = 1}.
For a symmetric n × n matrix Q, we denote by λ max (Q) the largest eigenvalue of Q. We also need the following definition
introduced by Bahar and Mao [2] . λ + max (Q) has many nice properties e.g.
We refer the readers to [30] for a detail account. For any continuous τ -periodic function f (t) defined on [0, +∞) we denote
In this paper, we also use the following notations. Let I = {1, · · · , n}, I k = I\{k}, and S k = {k} ∪ S : S ⊂ I k , k ∈ I. If A is a n × n determinant, for any nonempty subset S of I, we denote by A S the determinant obtained by removing the ith (i ∈ I\S) rows and ith (i ∈ I\S) columns of the determinant A. Let and C k (t) (respectively, D k (t)) denotes n-order determinant obtained by changing the kth column of the determinant U (respectively, L) to (β 1 (t), · · · , β n (t)) T . We need the following assumptions.
Assumption 2.1. There exists a positive constant η such that
Here, we refer the readers to [33, 34, 6] and the references therein for the definition of nonsingular M-matrix and its many very nice properties. Now, we give the following five lemmas to prove the main results in the next section. First, the following lemma on the global positive solution follows. 
where C = diag(c 1 , · · · , c n ). Then for any given initial value x(0) ∈ R n + , there is a unique solution x(t) of Eq.(3) on t ≥ 0 and the solution will remain in R n + with probability 1, namely x(t) ∈ R n + for all t ≥ 0 almost surely.
Proof. Since the argument is similar to that of [7, Theorem 2.1], we here only sketch the proof to point out the difference with the Brownian motion case. Let k 0 be a sufficiently large positive number such that 1/k 0 < x i (0) < k 0 for all i ∈ I. For each integer k ≥ k 0 , define the stopping time
where τ e is the explosion time. Next, we need to show τ ∞ := lim k→∞ τ k = ∞ a.s. This is also equivalent to proving that, for any t > 0,
It is easy to see that V (x) ≥ 0 for all x ∈ R n + . Applying Itô's formula to Eq.(3) yields
where
By Assumption 2.1 and condition (5), we obtain that there exists a positive constant
Substituting this inequality into (6) yields
Let T > 0 be arbitrary. For t ∈ [0, T ], we can integrate both sides of (7) from 0 to τ k ∧ t and then take the expectations to get
By the Gronwall inequality, we have
Define for each u > 1
Due to the property of the function h(x) := x − 1 − ln x, x > 0, we see that
which implies that lim sup
as required. This completes the proof of Lemma 2.1.
The following result shows that the solution of stochastic population system (3) will grow at most polynomially. 
where C = diag(c 1 , · · · , c n ). Then for any given initial value x(0) ∈ R n + , the solution x(t) of Eq.(3) has the property lim sup
Proof. By Lemma 2.1, the solution x(t) will remain in R n + for all t ≥ 0 with proba-
Applying Itô's formula yields
By condition (8), we have
Note that
for all t ≥ 0. It then follows from (10) that
Then the proof can be done by carrying out the procedure of [7, Theorem 4.1] . This completes the proof of Lemma 2.2.
Next, we give several useful lemmas.
for i ∈ I. The quadratic variations of these continuous local martingale are
where ·, · (t) is Meyer's angle bracket process. By a strong law of large number for local martingales (see, e.g., [26] ), we can conclude
This completes the proof of Lemma 2.3. 
for all t ≥ T , where S is a nonempty subset of I, and θ i , i ∈ S are constants. Then
where f (t) := 
The proof of this lemma is entirely similar to that of [27, Lemma 3.2] , and hence we omit it here.
Lemma 2.5. If a n × n matrix Q is nonsingular M-matrix, then (i) all principal minors of Q are positive, that is, for any nonempty subset S of I,
(ii) for any nonempty subset S of I,
Proof. (i) and (iii) appear in [33, 34] . By the similar arguments to that of [27, Lemma 3.3] , it is easy to get (ii). This completes the proof of Lemma 2.5.
Remark 1.
In fact, the property (i) in Lemma 2.5 is equivalent to the statement: Q is a nonsingulur M-matrix (see e.g., [33] ).
3. Permanence and extinction. Understanding the impacts of white noises and random catastrophes on the permanence and extinction of the population is important in both pure and applied ecology, and in the formulation of effective conservation plans for threatened and endangered species (Lande [25] ; Gilpin and Hanski [11] ). Under certain simple assumptions, the sufficient criteria for the persistence and extinction of the facultative systems (3) are established in this section, respectively. We show that if the intensity of white noises, the magnitude of catastrophes, or the frequency of disasters are sufficiently large, the species of the facultative systems will become extinct with probability 1, although the solution to the original deterministic model (1) may be persistent. We now state the main results with respect to model (2) and (3). To prepare us for the subsequent study, we need the following definition (see, e.g., [15] ).
Definition 3.1. Let x(t) be the solution of Eq.(3). For some k ∈ I, (1) the species x k (t) is said to be extinctive if lim t→+∞ x k (t) = 0 a.s.; (2) the species x k (t) is said to be nonpersistent in the mean if lim t→+∞ x k (t) = 0 a.s.; (3) the species x k (t) is said to be weakly persistent in the mean if x k (t) * > 0 a.s., where f * := lim sup t→+∞ f (t); (4) the species x k (t) is said to be persistent in the mean if x k (t) * > 0 a.s., where f * := lim inf t→+∞ f (t). 
then the species x k (t) of system (3) is weakly persistent in the mean.
Proof. By Lemma 2.1, the solution of Eq.(3) remains in R n + almost surely for all t ≥ 0. By Eq.(3), the ith component x i (t) of x(t) admits the form
for all i ∈ I. Applying Itô's formula,
By condition (11) , there exists a element S of S k such that
Next, we shall divide the following proof into three cases.
Case 1. If S = {k}, we only need to consider the kth equality of (12) . That is
Note that a kj ≤ 0, x j (t) ≥ 0 (j ∈ I, k = j), and a kk (t) > 0 for all t ≥ 0. Then
Thus, by Lemma 2.2 and 2.3, taking the superior limit yields
Recalling that
Case 2. If S = I, we need to consider all equalities of (12) . Recalling that a ij (t) ≤ 0, a ii (t) > 0, and x i (t) ≥ 0 (i, j ∈ I, i = j) for all t ≥ 0, then
Let h 1 , · · · , h k−1 , h k+1 , · · · , h n satisfy the following equations
Solving the above linear equations, we can obtain that
By the properties (i) and (ii) of Lemma 2.5, we can get that h i < 0 for all i ∈ I\{k}. Next, multiplying both sides of each inequality of (13) by −h 1 , · · · , −h k−1 , 1, −h k+1 , · · · , −h n , respectively, and then adding these n inequalities, we have
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Then, by Lemma 2.2 and 2.3, taking the superior limit gives
Recalling that A τ (C k (t)) = A τ ((C k (t)) I ) > 0, U > 0, and U kk > 0, we can conclude that x k (t) * > 0. Now, we consider the general case, that is S ∈ S k , but S = I. In this case, we only need to consider the ith (i ∈ S) equalities of (12) . Note that a ii (t) > 0, a ij (t) ≤ 0 and x j (t) ≥ 0 (i ∈ S, j ∈ I, i = j). Then, we have
Using the similar arguments to that given in case 2, we can obtain
From condition (11) and the property (i) of Lemma 2.5, we get A τ ((C k (t)) S ) > 0, (U S ) kk > 0, and U S > 0. Consequently, we can conclude that x k (t) * > 0. This completes the proof of Theorem 3.2. 
for any element S of S k , then the species x k (t) of system (3) is nonpersistent in the mean. In particular, if
for any element S of S k , then the species x k (t) of system (3) is extinctive.
Proof. Note that we remove condition (8), then Lemma 2.1 and 2.2 may not hold. Hence, to ensure global positive solution and asymptotic polynomial growth of our model (3), we need to prove that Assumption 2.3 implies condition (8) . By the property (iii) of Lemma 2.5, Assumption 2.3 implies that there exists a positive diagonal matrix
is a positive definite matrix. Accordingly, by (4) we get
Moreover, for any x ∈ R n + with |x| = 1, we obtain that by the definition of L,
We therefore have
Consequently, under Assumption 2.1 and 2.3, the solution of Eq.(3) remains in R n + almost surely for all t ≥ 0 , and the formula (9) holds. Now, we prove the results of this theorem. Since a ij (t) ≤ 0, a ii (t) > 0, and x i (t) ≥ 0 (i, j ∈ I, i = j) for all t ≥ 0, we can obtain that from (12)
for sufficiently large t, where ε i (i ∈ I) are arbitrary small positive constants. Let
Thus
Let us define two events:
there exists a nonempty subset S of I\{k} such that x i (t, ω)
It is easy to see that E Step 1. Suppose that P{E 1 k } > 0. By (I) of Lemma 2.4, we get
For any ω 1 ∈ E 3 k , applying (I) of Lemma 2.4 to the ith (i ∈ I\{k}) inequalities of (18) yields
By the arbitrariness of ε i , it then follows from (17) for any
where we have omitted ω 1 and t for the sake of convenience, and α i = A τ (β i (t)) − a ik x k (t) * . Solving the above linear inequalities, we have
Now, we are going to prove P x k (t, ω)
That is to say,
On the other hand, it follows from (I) of Lemma 2.4 that
k , applying (I) of Lemma 2.4 to the kth inequality of (18) gives
Since ε k is arbitrary, we have
k , which implies that (20) is valid. Substituting (20) into the above inequality, we can conclude that
This, together with (21), implies
This contradicts A τ (D k (t)) ≤ 0. Consequently, we get (20) into the kth inequality of (18), we can obtain that for sufficiently large t 
again leads to
Step 2. Suppose that P{E 2 k } > 0. Then it corresponds to removing the ith (i ∈ S) rows and ith (i ∈ S) columns of the determinant L kk of (19) . Using the similar arguments to that given in Step 1, it is easy to get that
where lim t→+∞ η(t, ω) = 0. Note that the property (i) of Lemma 2.5 implies that
S ≤ 0 and (I) of Lemma 2.4, we get
Step
Probability (see, e.g., [1] ), it then follows from Step 1 and 2 that
This completes the proof of Theorem 3.3. 
then the species x k (t) of system (2) is persistent in the mean.
Proof. Since (â ij ) n×n = (a ij ) n×n for system (2) , by the same way in Theorem 3.3, we obtain that the solution of Eq.(2) remains in R n + almost surely for all t ≥ 0, and the formula (9) holds. By the comparison theorem of stochastic differential equations, it is clear that for all t ≥ 0
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where φ i (t) is the solution of the following stochastic equations
From (i) of Lemma 2.5 and Remark 1, it is easy to see that A S is also a nonsingular M-matrix. Similar to the argument of system (2), we can get that system (25) also have a unique global (i.e., no explosion in a finite time) positive solution , and for all i ∈ S lim sup t→∞ ln φ i (t) ln t ≤ 1 a.s. (23), we can get φ k (t) * > 0 a.s. Let us define two events:
By Theorem 3.2 and condition
there exists a nonempty subset S of S\{k} such that φ i (t, ω) * = 0 f or i ∈ S, and φ i (t, ω)
k form a finite family of mutually exclusive and exhaustive events, that is,
Next, we shall divide the following proof into three steps.
Step 1. Suppose that P{E 1 k } > 0. Applying Itô's formula to (25) yields
Note that a ij ≤ 0, a ii > 0, and φ i (t) ≥ 0 (i, j ∈ S, i = j) for all t ≥ 0, it then follows that for sufficiently large t
and ε i (i ∈ S) are arbitrary small positive constants. For any ω 3 ∈ E 1 k , we have that φ i (t, ω 3 ) * > 0 for all i ∈ S. It then follows from (27) and (I) of Lemma 2.4 that
Solving the above linear inequalities, we have, in the matrix form, 
Thus, we have φ i (t, ω 3 ) * > 0 for all ω 3 ∈ E 1 k , which, together with (24), implies
Step 2. Suppose that P{E
k , by the definition of E 2 k , we obtain that from (27) 
for sufficiently large t, where
Note that we have φ i (t, ω 4 ) * > 0 for all i ∈ S. A similar argument, as the first step shows, is that
Step 3. By Theorem of Total Probability, it then follows from (26), (28) and (29) that
This completes the proof of Theorem 3.4.
Let us now establish some useful corollaries. First, noting that (ǎ ij ) n×n = (â ij ) n×n = A for autonomous system (2), which implies C k (t) = D k (t). We can easily deduce from Theorem 3.3 and 3.4 the following corollary. 
then the species x k (t) of system (2) is persistent in the mean. Otherwise, the species x k (t) is nonpersistent in the mean. In particular, if
for any element S of S k , then the species x k (t) of system (2) is extinctive.
Remark 2. Let us compare Corollary 1 with Theorem 6 in [28] . For system (1), under some assumptions, Theorem 6 in [28] gives a necessary and sufficient condition for persistence and extinction of the population system. But, the assumptions of Theorem 6 in [28] have some limitations and are not easily verified. In this paper, we remove constraint conditions B jk k > 0 (k = 1, · · · , n; i = 1, · · · , k; j = 1, · · · , k − 1) of assumption (H2) in [28] . Under some weaker and simpler assumptions than that in Theorem 6 in [28] , we establish a necessary and sufficient condition for persistence and extinction of model (2) , which may also be disturbed by sudden random catastrophes. In fact, from Remark 1 and (6) of Lemma 3 in [28] , it is easy to see that ∆ k > 1 (respectively, ∆ k < 1) in [28] implies condition (30) (respectively, (31)) holds. This, together with the following example 3.1, illustrates our results obtained in Corollary 1 are more general than Theorem 6 in [28] in a certain sense.
Example 3.1. Consider the autonomous Lotka-Volterra facultative system with n = 3, σ ij = 0, γ i (t, u) ≡ 0 (i = 1, 2, 3, i = j), i.e.,            dx 1 (t) = x 1 b 1 − a 11 x 1 (t) − a 12 x 2 (t) − a 13 x 3 (t) dt + σ 1 dB 1 (t) , dx 2 (t) = x 2 b 2 − a 21 x 1 (t) − a 22 x 2 (t) − a 23 x 3 (t) dt + σ 2 dB 2 (t) , dx 3 (t) = x 3 b 3 − a 31 x 1 (t) − a 32 x 2 (t) − a 33 x 3 (t) dt + σ 3 dB 3 (t) . [27, 28] . (33) implies that the assumption (H2) in [27, 28] does not hold. Hence, both Theorem 6 in [28] and Theorem 3.5 in [27] can not judge whether the 3th species of the population would be persistent or extinctive, while Corollary 1 in this paper can do. For example, let us choose 0.0482 < ε < 0.0487, which implies > 0, by Corollary 1, the species x 3 (t) of system (32) is persistent in the mean. then the species x 1 (t) will become extinct.
In addition, the assumptions of our theorem are also simple and easily verifiable. There is a widely ranging list of characterizations of nonsingular M-matrices (see, e.g., [33, 34] ). For example, in Corollary 3, if σ i > 0 for all i ∈ I, that is the intra-species competition term dominates the inter-species mutualism terms, then A is M-matrix.
