Abstract. Finite element exterior calculus refers to the development of finite element methods for differential forms, generalizing several earlier finite element spaces of scalar fields and vector fields to arbitrary dimension n, arbitrary polynomial degree r, and arbitrary differential form degree k. The study of finite element exterior calculus began with the PrΛ k and P − r Λ k families of finite element spaces on simplicial triangulations. In their development of these spaces, Arnold, Falk, and Winther rely on a duality relationship between
and between P − r Λ k andP r+k Λ n−k . In this article, we show that this duality relationship is, in essence, Hodge duality of differential forms on the standard n-sphere, disguised by a change of coordinates. We remove the disguise, giving explicit correspondences between the PrΛ k , P − r Λ k , PrΛ k andP − r Λ k spaces and spaces of differential forms on the sphere. As a direct corollary, we obtain new pointwise duality isomorphisms between PrΛ k andP − r+k+1 Λ n−k and between P − r Λ k andP r+k Λ n−k , which we illustrate with examples.
Introduction
The finite element method is a tool for solving partial differential equations numerically that approximates solutions to the PDE by functions that are piecewise polynomial with respect to a mesh. In the 1970s and 1980s, Raviart, Thomas, Brezzi, Douglas, Marini, and Nédélec extended these methods to vector equations, such as Maxwell's equations of electromagnetism [4, 6, 7, 8] . In the early 2000s, Arnold, Falk, and Winther developed finite element exterior calculus, placing scalar and vector finite element methods under a unifying umbrella of finite element methods for differential forms [1] .
Arnold, Falk, and Winther constructed two families of spaces of polynomial differential forms on a simplicial triangulation, the P r Λ k and P − r Λ k spaces, where r is the polynomial degree and k is the differential form degree. As discussed in their later paper [2, Theorem 4.3] , to understand these finite element spaces on a triangulation, it suffices to understand the spacesP r Λ k (T n ) andP − r Λ k (T n ) of polynomial differential forms on a single n-simplex T n with vanishing trace on the boundary ∂T n .
As shown by Arnold, Falk, and Winther, these spaces satisfy an intriguing duality relationship: P r Λ k (T n ) is dual toP − r+k+1 Λ n−k (T n ), and P − r Λ k (T n ) is dual toP r+k Λ n−k (T n ). More precisely, the first duality relationship means that given a nonzero a in P r Λ k (T n ), there exists a b inP − r+k+1 Λ n−k (T n ) such that T n a ∧ b > 0, and, conversely, for every b there exists such an a. The second duality relationship is expressed similarly. As a consequence, the degrees of freedom ofP r Λ k (T n ) are isomorphic to P − r+k−n Λ n−k (T n ) and the degrees of freedom ofP − r Λ k (T n ) are isomorphic to P r+k−n−1 Λ n−k (T n ). In this article, we show that, with a change of coordinates, we can reveal the above duality relationship to be Hodge duality on the standard n-sphere combined with multiplication by the bubble function u N := u 1 · · · u n+1 defined in Notation 2.3. This result appears as Corollary 3.2. We expand on these isomorphisms in more detail in Corollary 3.3, where we improve on Arnold, Falk, and Winther's duality result by constructing a b that depends only pointwise on a and vice versa. This computation is straighforward, as we illustrate in Examples 3.4 and 3.5.
The key ingredient is the transformation x i = u 2 i , which sends the unit n-sphere u 2 1 + · · · + u 2 n+1 = 1 to the standard n-simplex x 1 + · · · + x n+1 = 1. This transformation induces a correspondence between differential forms on the simplex T n and differential forms on the sphere S n . In Theorem 3.1, we determine the spaces of differential forms on the sphere that correspond to the P r Λ k (T n ), P − r Λ k (T n ),P r Λ k (T n ), andP − r Λ k (T n ) spaces of differential forms on the simplex. The previously discussed Corollaries 3.2 and 3.3 quickly follow from this characterization.
The proof of Theorem 3.1 is structured as follows. In Definitions 2.6, 2.8, and 4.7, we define the
spaces of differential forms on the sphere. In Section 4, we present the main idea of the proof of Theorem 3.1, namely that via the transformation x i = u 2 i , these spaces of differential forms on the sphere correspond to the
spaces of differential forms on the simplex. We complete the proof in Sections 5 and 6 by characterizing these spaces of differential forms on the sphere in terms of the Hodge star on the sphere * S n and the bubble function u N . Thanks to this characterization, we are able to state Theorem 3.1 solely in terms of the space of polynomial differential forms on the sphere P s Λ k (S n ), the Hodge star * S n , and the bubble function u N , without reference to the P − s Λ k (S n ) andP s Λ k (S n ) spaces defined in this paper.
We recommend that the reader begin with Section 2, where we discuss our notation and definitions. In particular, we use a new definition of P − r Λ k (T n ). We show in Appendix A that our definition is equivalent to the definition given by Arnold, Falk, and Winther.
The duality isomorphism map given in this paper is the same map as the one given in my earlier preprint [3] and to the best of my knowledge is the only such map in the literature that is defined pointwise. This article can be viewed as providing a new interpretation of this map in terms of Hodge duality on the n-sphere. For a different duality isomorphism map for finite element exterior calculus, see Martin Licht's recent construction in terms of explicit bases [5] . In contrast, the construction in this article does not require fixing a basis for these spaces of differential forms.
Preliminaries
In this section, we discuss the concepts that we use in our main results. We begin by setting our notation for differential forms on the simplex T n , the sphere S n , and Euclidean space R n+1 . Next, we define the spaces of polynomial differential forms that are the subject of this paper. We discuss how to compute the Hodge star on the sphere * S n , and we extend this operator to differential forms on R n+1 . Finally, we define notation for the transformation x i = u 2 i , and we define even and odd differential forms on the sphere.
Notation.
Notation 2.1. Let T n denote the standard n-simplex.
Let S n denote the unit sphere.
>0 denote the part of the unit sphere with strictly positive coordinates. S n >0 = {u ∈ S n | u i > 0 for all i}.
Define T n >0 similarly. Notation 2.2. Let Λ k (T n ) denote the space of differential k-forms on T n . If a ∈ Λ k (T n ) and x ∈ T n , let a x denote a evaluated at x. That is, a x is an antisymmetric k-linear tensor on the tangent space T x T n .
Likewise, for α ∈ Λ k (S n ) and u ∈ S n we have α u , an antisymmetric klinear tensor on T u S n . Similarly, forα ∈ Λ k (R n+1 ) and u ∈ R n+1 , we havê α u , an antisymmetric k-linear tensor on T u R n+1 ∼ = R n+1 . Notation 2.3. For I = {i 1 < i 2 < · · · < i k } ⊆ {1, . . . , n + 1}, let u I denote the product u i 1 · · · u i k and let du I denote the wedge product du i 1 ∧· · ·∧du i k . Let N = {1, . . . , n + 1}, so
In the literature, the function u N is called a bubble function. Notation 2.4. Given a vector field V on R n+1 andα ∈ Λ k (R n+1 ), we will let i Vα ∈ Λ k−1 (R n+1 ) denote the interior product ofα with V .
We will use the same notation for the interior product on T n and S n .
Notation 2.5. Letâ ∈ Λ k (R n+1 ). Pulling backâ via the inclusion map T n ֒→ R n+1 , we obtain a differential form a ∈ Λ k (T n ). Following standard terminology, we refer to a as the restriction ofâ to T n . We will also say thatâ is an extension of a.
We will also use this terminology for other inclusions, such as S n ֒→ R n+1 .
2.2. Spaces of polynomial differential forms.
Definition 2.6. Let P r Λ k (R n+1 ) denote the space of differential k-forms on R n+1 whose coefficients are polynomials of degree at most r. Let P r Λ k (T n ) and P r Λ k (S n ) denote the restrictions of P r Λ k (R n+1 ) to T n and S n , respectively.
One must be careful with the definition of P r Λ k (S n ). Note that u 3 +uv 2 + uw 2 ∈ P 1 Λ 0 (S n ), because, on S n , we have u 3 +uv 2 +uw 2 = u(u 2 +v 2 +w 2 ) = u.
Definition 2.7. Let X be the radial vector field in R n+1 .
When necessary to avoid confusion, we will also denote the radial vector field by
Note that via the transformation x i = u 2 i , we have U = 2X. Definition 2.8. Let P − r Λ k (R n+1 ) denote those forms that are in the image under i X of forms of lower degree. That is,
Let P − r Λ k (T n ) and P − r Λ k (S n ) denote the restrictions of P − r Λ k (R n+1 ) to T n and S n , respectively.
Note that this definition of P − r Λ k (T n ) differs from that of Arnold, Falk, and Winther [1] . We show the equivalence of the two definitions in Proposition A.2.
, respectively, whose restriction to ∂T vanishes. 2.3. The Hodge star. Notation 2.10. Let * S n : Λ k (S n ) → Λ n−k (S n ) denote the Hodge star with respect to the standard metric on S n , and let * R n+1 Λ k (R n+1 ) → Λ n+1−k (R n+1 ) denote the standard Hodge star on R n+1 .
As we will see, computing * S n α is a straightforward computation. Definition 2.11. Let ν denote the outward unit conormal to the sphere, so
) be an extension of α. Then * S n α is the restriction to S n of * R n+1 (ν ∧α).
Proof. Proposition B.2 gives the corresponding result for hyperplanes of oriented inner product spaces. We apply it to the hyperplane T u S n ⊂ T u R n+1 . Proposition 2.12 motivates extending the definition of
With this definition, Proposition 2.12 states that if α ∈ Λ k (S n ) is the restriction ofα, then * S n α is the restriction of * S nα.
2.4.
The coordinate transformation between S n and T n . Definition 2.14. Consider the transformation Φ :
Observe that x ∈ T n if and only if u ∈ S n . In fact, Φ is a diffeomorphism when restricted to S n >0 → T n >0 . We will use the notation Φ * to refer to the pullback map both in the context of Φ : R n+1 → R n+1 and in the context of Φ : S n → T n , so we have pullback maps Φ * :
2.5. Even and odd differential forms. Because Φ(u 1 , . . . , u i , . . . , u n+1 ) = Φ(u 1 , . . . , −u i , . . . , u n+1 ), any differential form in the image of Φ * is invariant under all coordinate reflections. We call such forms even in all variables, or simply even. Definition 2.15. Let the ith coordinate reflection R i : R n+1 → R n+1 be the map
We callα ∈ Λ k (R n+1 ) even in all variables or simply even if R * iα =α for every i. Similarly, we callα ∈ Λ k (R n+1 ) odd in all variables or simply odd if R * iα = −α for every i. We denote these spaces by Λ k e (R n+1 ) and Λ k o (R n+1 ), respectively.
We define Λ k e (S n ) and Λ k o (S n ) similarly. As with functions in one variable, we can take even and odd parts. Definition 2.16. Ifα ∈ Λ k (R n+1 ), let the even partα e ∈ Λ k e (R n+1 ) ofα denote the average of all possible reflections ofα. That is,
Likewise, let the odd part ofα o ∈ Λ k o (R n+1 ) ofα denote the signed average
We use the same equations to define the even and odd parts of a differential form on the sphere,
Ifα is a differential form with polynomial coefficients,α e simply extracts those terms that are even k-forms, andα o extracts those terms that are odd k-forms. Note thatα is not the sum of its even and odd parts; there will generally be terms that are even in some variables and odd in others.
Proposition 2.17. Restriction commutes with taking even and odd parts. That is, if α ∈ Λ k (S n ) is the restriction ofα ∈ Λ k (R n+1 ) to S n , then α e and α o are the restrictions ofα e andα o , respectively.
Proof. If α is the restriction ofα, then R * i α is the restriction of R * iα . Thus, when we restrict equations (1) and (2) to S n , we obtain the corresponding equations for α e and α o .
In the following proposition, we summarize how the operations we have considered interact with even and odd parts. Proposition 2.18. The following operations preserve even and odd parts.
The following operations interchange even and odd parts.
Proof. Observe that
Reflections reverse orientation, so
The result follows by applying these operations to equations (1) and (2).
Results and examples
We show that the coordinate transformation Φ induces correspondences between spaces of polynomial differential forms on T n and polynomial differential forms on S n . As a consequence of these correspondences, we easily obtain the duality relationships between the P and P − spaces.
induced by the coordinate transformation Φ gives the following correspondences between polynomial differential forms on the simplex and polynomial differential forms on the sphere.
where Λ k e (S n ) and Λ k o (S n ) denote the spaces of even and odd differential forms as in Definition 2.15. The first isomorphism holds for r ≥ 0; the remaining three hold for r ≥ 1.
As an immediate corollary, we obtain an explicit pointwise construction of the duality isomorphisms of Arnold, Falk, and Winther.
isomorphism between the following spaces.
These spaces are isomorphic via pointwise-defined maps to P 2r+k Λ k e (S n ) and
Proof. These isomorphisms follow directly from Theorem 3.1 along with the fact that
The operations of pullback, Hodge star, and multiplication by a scalar function are all pointwise-defined maps.
We show that these isomorphisms give forms that are dual to one another with respect to integration.
corresponding to one another via the first isomorphism in Corollary 3.2. Then T n a ∧ b > 0. Moreover, a and b depend on each other only pointwise, in the sense that for x ∈ T n , b x depends only on a x and vice versa.
The same holds for a ∈ P − r Λ k (T n ) and b ∈P r+k Λ n−k (T n ) corresponding to one another via the second isomorphism in Corollary 3.2.
Proof. Let α = Φ * a and β = Φ * b, so β = u N ( * S n α). By u-substitution, we have
because α is not identically zero and u N > 0 on S n >0 .
We provide examples of the two isomorphisms in the case n = 2. To simplify notation, we use coordinates (x, y, z) and (u, v, w) on R 3 .
Example 3.5.
4. Proof of Theorem 3.1
Theorem 3.1 claims four isomorphisms. We prove the isomorphism for
4.1. The correspondence for P r Λ k (T n ). We first prove the result for forms on R n+1 , and then use it conclude the isomorphism between forms on T n and forms on S n .
Proposition 4.1. The map Φ * is an isomorphism between the following spaces.
where p I is a polynomial in x of degree at most r. Since
) is even of degree at most 2r, and
iα =α, we conclude that R * i q I = −q I if i ∈ I and R * i q I = q I if i / ∈ I. In other words, q I is odd in the variable u i for i ∈ I and even in u i for i / ∈ I. The latter fact implies that q I is divisible by u i for i ∈ I, so we can write q I = 2 k r I u I for a polynomial r I , including a factor of 2 k for convenience. We see that r I is even in all variables u i for 1 ≤ i ≤ n + 1. Thus, we can write r I (u 1 , . . . , u n+1 ) = p I (u 2 1 , . . . , u 2 n+1 ). We conclude that
which is Φ * â forâ = I p I dx I as shown above.
We use this result to show that this isomorphism holds between forms on T n and S n . We begin with a simple lemma.
Proof. Let a ∈ Λ k (T n ), and assume that Φ * a = 0. Because Φ :
is a diffeomorphism, we know that Φ * :
) is a bijection, so a must be zero on T n >0 . Because a is continuous, it must therefore be zero on all of T n . 1, first isomorphism) . The map Φ * is an isomorphism between the following spaces.
Proof. Let a ∈ P r Λ k (T n ). By definition, there exists an extensionâ ∈ P r Λ k (R n+1 ). Letα = Φ * â , which is in P 2r+k Λ k e (R n+1 ) by Proposition 4.1. Let α be the restriction ofα to S n , so we have α = Φ * a, and α ∈ P 2r+k Λ k e (S n ) by definition. We conclude that Φ * does indeed map P r Λ k (T n ) to P 2r+k Λ k e (S n ), and we know that this map is injective by Lemma 4.2. To show surjectivity, let α ∈ P 2r+k Λ k e (S n ). By definition, there exists an extensionα ∈ P 2r+k Λ k e (R n+1 ). By Proposition 4.1, there existsâ ∈ P r Λ k (R n+1 ) such thatα = Φ * â . Letting a be the restriction ofâ to T n , we see that a ∈ P r Λ k (T n ) and α = Φ * a.
4.2.
The correspondence for P − r Λ k (T n ). As before, we begin by considering forms on R n+1 . We first prove that the change of coordinates induces an isomorphism between P − r Λ k (R n+1 ) and P − 2r+k Λ k e (R n+1 ), and then conclude that it also induces an isomorphism between P − r Λ k (T n ) and P − 2r+k Λ k e (S n ). In Section 5, we show that
, which completes the proof.
Proposition 4.4. The map Φ * is an isomorphism between the following spaces.
Proof. The key fact needed here is that Φ preserves the radial vector field up to a constant scalar factor. That is, one can compute that Φ * U = 2X. 
) by definition, and Φ * â =α by equation (3).
We conclude the corresponding isomorhism between forms on T n and forms on S n . Proposition 4.5. The map Φ * is an isomorphism between the following spaces.
) by Proposition 4.4. Since Φ * a is the restriction of Φ * â to S n , we have that Φ * a ∈ P − 2r+k Λ k e (S n ) by definition.
Conversely, if α ∈ P − 2r+k Λ k e (S n ), then by definition it has an extension α ∈ P − 2r+k Λ k e (R n+1 ). By Proposition 4.4,α = Φ * â forâ ∈ P − r Λ k (R n+1 ). Letting a be the restriction ofâ to T n , we have that a ∈ P − r Λ k (T n ) by definition, and α = Φ * a.
In Section 5, we show that
With this result, we obtain our desired correspondence. Theorem 4.6 (Theorem 3.1, second isomorphism). The map Φ * is an isomorphism between the following spaces.
Proof. We apply Proposition 4.5 and Corollary 5.3.
The correspondence forP
TheP r Λ k (T n ) spaces correspond to theP s Λ k (S n ) spaces, which we define now. After showing the correspondence between theP r Λ k (T n ) andP s Λ k (S n ) spaces, we complete the proof by citing results from Section 6 that show that forms inP s Λ k (S n ) are divisible by u N . Definition 4.7. Let Γ i ⊂ R n+1 denote the hyperplane defined by u i = 0, and let Γ =
Note that saying thatα is inP s Λ k (R n+1 ) is stronger than simply saying that the restriction ofα to each Γ i vanishes. Saying thatα ∈P s Λ k (R n+1 ) means thatα u (V 1 , . . . , V k ) = 0 for any u ∈ Γ i and arbitrary vectors V 1 , . . . , V k ∈ T u R n+1 , not just vectors tangent to Γ i as with restriction.
Example 4.8. In coordinates (u, v) on R 2 , considerα = u dv ∈ P 1 Λ 1 (R 2 ). Observe that the restriction ofα to {v = 0} vanishes because the tangent space of {v = 0} is spanned by Note also that ifα ∈ P s Λ k (R n+1 ) is an extension of α ∈ P s Λ k (S n ), checking that α u = 0 only involves checking that α u (V 1 , . . . , V k ) = 0 for vectors tangent to S n , whereas checking thatα u = 0 involves checking that α u (V 1 , . . . , V k ) = 0 for all vectors.
Example 4.9. Considerα = v dv ∈ P 1 Λ 1 (R 2 ), and let α be the restriction ofα to S 1 = {(u, v) | u 2 + v 2 = 1}. We claim that, on the circle, we have that α ∈P 1 Λ 1 (S 1 ). Indeed, u 2 + v 2 = 1 implies that u du + v dv = 0, so α = −u du. Thus α vanishes when we set u = 0 or v = 0. In contrast, α / ∈P 1 Λ 1 (R 2 ), sinceα does not vanish when u = 0.
With this definition, we have a simple correspondence between forms on the simplex and forms on the sphere. Proposition 4.10. The map Φ * is an isomorphism between the following spaces.P
, and let α = Φ * a. We know that α ∈ P 2r+k Λ k e (S n ), and we aim to show that α ∈P 2r+k Λ k e (S n ). Fix 1 ≤ i ≤ n + 1, and letā andᾱ denote the restrictions of a and α to T Conversely, assume that α ∈P 2r+k Λ k e (S n ). We know that α = Φ * a for a ∈ P r Λ k (T n ), and we aim to show that a ∈P r Λ k (T n ). We have in particular that the restriction of α to S n−1 i is zero, that is,ᾱ = 0 in the above notation. Thus, Φ * ā =ᾱ = 0. Applying Lemma 4.2 to Φ * :
), we conclude thatā = 0. Thus, the restriction of a to T n−1 i vanishes for all i, so we conclude that a ∈P r Λ k (T n ), as desired.
Corollary 4.11. The map Φ * is an isomorphism between the following spaces.P
Proof. Proposition 4.10 tells us that Φ * is an isomorphism betweenP r Λ k (T n ) andP 2r+k Λ k e (S n ), and Proposition 4.5 tells us that Φ * is an isomorphism between P − r Λ k (T n ) and P − 2r+k Λ k e (S n ). Taking the intersection, we obtain the desired result.
In Section 6, we show that in most casesP
. As we will see, there are exceptional values of s and k where these equalities fail, but they do not impact Theorem 3.1.
Theorem 4.12 (Theorem 3.1, third isomorphism). The map Φ * is an isomorphism between the following spaces for r ≥ 1.
Proof. Proposition 4.10 tells us that Φ * is an isomorphism betweenP r Λ k (T n ) andP s Λ k e (S n ), where s = 2r + k. Due to the assumption r ≥ 1, if k = n, then s ≥ n + 2, so we may apply Corollary 6.10 to conclude that
Theorem 4.13 (Theorem 3.1, fourth isomorphism). The map Φ * is an isomorphism between the following spaces.
Proof. Corollary 4.11 tells us that Φ * is an isomorphism betweenP − r Λ k (T n ) andP − s Λ k e (S n ), where s = 2r + k. Corollary 6.7 tells us that
and Corollary 5.3 tells us that
To complete the proof of the correspondence in Theorem 3.1 for the P − r Λ k (T n ) spaces, we show in this section that P − 2r+k Λ k e (S n ) = * S n P 2r+k−1 Λ n−k o (S n ). As before, we first begin with the corresponding result on R n+1 .
Proposition 5.1. The space P − s Λ k (R n+1 ) is the image under * S n of differential forms of lower polynomial degree. That is,
. Thus, we aim to show that any form that can be expressed as * S nγ forγ ∈ P s−1 Λ n−k (R n+1 ) can be expressed as i Uβ forβ ∈ P s−1 Λ k+1 (R n+1 ), and vice versa.
Because ν is dual to U with respect to the standard metric, we use Proposition B.1 to compute that forγ ∈ Λ n−k (R n+1 ) ,
Thus, ifγ ∈ P s−1 Λ n−k (R n+1 ), thenβ := (−1) n−k * R n+1γ ∈ P s−1 Λ k+1 (R n+1 ), and thus
We immediately obtain the corresponding result for forms on S n .
is the image under * S n of differential forms of lower polynomial degree. That is,
Proof. The restriction of P − s Λ k (R n+1 ) to the sphere is P − s Λ k (S n ) by definition. The restriction of * S n P s−1 Λ n−k (R n+1 ) to the sphere is * S n P s−1 Λ n−k (S n ) because ifγ is an extension of γ, then * S nγ is an extension of * S n γ. Corollary 5.3. We have that
Proof. We use Propositions 2.17 and 2.18 to take the even and odd parts of both sides of equation (4).
We will also need the following characterization of
For k = 0,
That is, writeα =α s +· · ·+α 0 , where the coefficients ofα j are homogeneous polynomials of degree j. Observe that the coefficeints of i Uαj are homogeneous polynomials of degree j + 1. Thus, i Uα = 0 implies that i Uαj = 0 for all j.
) and that L Uαj is a constant multiple ofα j . Using the Cartan formula, we have that
We have thatα j ∈ P j Λ k (R n+1 ) ⊆ P s Λ k (R n+1 ), so dα j ∈ P s−1 Λ k+1 (R n+1 ), and so L Uαj ∈ P − s Λ k (R n+1 ) by definition. To show that L Uαj is a constant multiple ofα j , we start with the fact that L U u i = u i . Because the Lie derivative commutes with the exterior derivative d, we then have L U (du i ) = du i . The formα j is a linear combination of products of j terms of the form u i and k terms of the form du i . Thus, the product rule for the Lie derivative gives us that L Uαj = (j + k)α j .
Except for the case j = k = 0, we can divide L Uαj by j + k to conclude
, where s = 2r + k. To complete the proof of the correspondence in Theorem 3.
. This section is structured as follows. We first prove the corresponding results for forms on R n+1 , showing that forms inP s Λ k (R n+1 ) andP − s Λ k (R n+1 ) are divisible by u N and determining the quotient. However, unlike in the previous section, the desired results for forms on S n do not immediately follow from these results for forms on R n+1 . The missing ingredient is showing that forms inP s Λ k (S n ) can be extended to forms inP s Λ k (R n+1 ) and that forms inP − s Λ k (S n ) can be extended to forms inP − s Λ k (R n+1 ). This claim is subtle, and in fact fails for exceptional values of s and k. For example, v dv is inP 1 Λ 1 (S 1 ) as seen in Example 4.9, but it cannot be extended to a form inP 1 Λ 1 (R 2 ): as we will show in Proposition 6.1, a form inPΛ 1 (R 2 ) must be divisible by uv and thus have degree at least two.
The situation is simpler for the P − s Λ k (S n ) spaces compared to the P s Λ k (S n ) spaces: we will show that forms inP − s Λ k (S n ) can always be extended to forms inP − s Λ k (R n+1 ). We can then use the result that forms inP − s Λ k (R n+1 ) are divisible by u N to get our desired result that forms inP − s Λ k (S n ) are divisible by u N . By taking the Hodge dual of this result, we can show that forms inP s Λ k (S n ) are also divisible by u N , without needing to show that these forms can be extended to forms inP s Λ k (R n+1 ). Proposition 6.1. We have that
Proof. Ifα ∈P s Λ k (R n+1 ), then each polynomial coefficient ofα vanishes when we set u i = 0, so each coefficient is divisible by u i . Thus,α is divisible by u N . Conversely, ifα ∈ u N P s−n−1 Λ k (R n+1 ), thenα ∈P s Λ k (R n+1 ) because u N = 0 whenever u i = 0.
We prove the corresponding claim forP
, but there is an exception due to the fact that
When k = 0, we have that
Proof. Consider
By Proposition 5.4, proving the above claim is equivalent to showing that
, we know by Proposition 6.1 thatα = u Nβ for β ∈ P s−n−1 Λ k (R n+1 ). It remains to show thatβ ∈ ker i U . We have
Thus u N (i Uβ ) = 0. Dividing by u N , we conclude that i Uβ = 0, as desired. Conversely, letα = u Nβ whereβ ∈ ker i U . Proposition 6.1 tells us thatα ∈P s Λ k (R n+1 ). Meanwhile, equation (5) gives us that i Uα = 0, so Proposition 5.4 tells us thatα ∈ P − s Λ k (R n+1 ). (We can rule out the P 0 Λ 0 (R n+1 ) summand in Proposition 5.4 becauseα is divisible by u N .)
We would like to use these results for R n+1 to show the corresponding results for the sphere. It is clear that the restriction of a form inP s Λ k (R n+1 ) to S n must be inP s Λ k (S n ). It is less clear that forms inP s Λ k (S n ) can be extended to forms inP s Λ k (R n+1 ); in fact, in exceptional cases, they cannot, as discussed above.
We begin by proving this extension result in the k = 0 case, with an additional parity hypothesis that we later remove without difficulty.
Lemma 6.3. Let p ∈P s Λ 0 (S n ). By definition, p has an extensionp ′ ∈ P s Λ 0 (R n+1 ). Assume that the total degree of every term ofp ′ has the same parity, either all even or all odd. Then p has an extensionp ∈P s Λ 0 (R n+1 ).
Proof. The main idea of the proof is that we obtainp by homogenizinĝ p ′ . That is, we multiply each term ofp ′ by an appropriate power of r 2 := u 2 1 + · · · + u 2 n+1 . More precisely, we constructp as follows. Without loss of generality, assume that s = degp ′ . We decomposep ′ into homogeneous components, so we have either of the two cases:
wherep ′ j is a homogeneous polynomial of degree j. We multiply each term ofp ′ by an appropriate power of r 2 in order to make the polynomial homogeneous. That is, set
Since r 2 = 1 on S n , we see that the restriction ofp to S n is the same as the restriction ofp ′ , namely p. We also see thatp is a homogeneous polynomial of degree s. Consequently, ifp(u) = 0, thenp(λu) = 0 for any real number λ. For any u ∈ Γ i ∩ S n , we havep(u) = p(u) = 0 because p ∈P s Λ 0 (S n ). Since every point in Γ i is of the form λu for u ∈ Γ i ∩ S n , we conclude that p ∈P s Λ 0 (R n+1 ), as desired.
We now prove this extension result forP − s Λ k (S n ), again with an additional parity hypothesis that we remove later.
Assume that the total degree of every term of every polynomial coefficient ofα ′ has the same parity, either all even or all odd. Then α has an extensionα ∈P − s Λ k (R n+1 ). Proof. Let u ∈ Γ i ∩ S n , and consider the antisymmetric tensorα ′ u . I claim thatα ′ u = 0. Indeed, for any vectors V 1 , . . . , V k tangent to the sphere, we haveα
Meanwhile, U is the normal vector to the sphere, and i Uα
We conclude by multilinearity thatα ′ u = 0. Thus, all of the polynomial coefficients ofα ′ vanish on Γ i ∩ S n for all i. By Lemma 6.3, we can homogenize these polynomial coefficients to obtain polynomials that vanish on all of Γ i and have the same values on S n , giving us an extensionα ∈P s Λ k (R n+1 ).
To show thatα ∈ P − s Λ k (R n+1 ), for u ∈ S n , we have that i Uαu = i Uα ′ u = 0. Sinceα is homogeneous, we conclude that i Uαu = 0 for all u ∈ R n+1 . We conclude thatα ∈P We now remove the parity hypothesis.
Then β and γ satisfy the hypotheses of Lemma 6.4. Thus, we can extend β and γ toβ andγ inP − s Λ k (R n+1 ) and setα =β +γ. Now that we have this extension result, we can use the fact that forms in P − s Λ k (R n+1 ) are divisible by u N to conclude that the same holds for forms inP
For k = 0, we have
Proof. Proposition 6.2 gives the corresponding result for forms on R n+1 . Restricting both sides to S n using Proposition 6.5, we obtain the desired result.
To show that
) by definition and restricts to the constant function 1 on S n .
We take the even part of the above result.
Corollary 6.7. For all k and s, we have
Proof. We use Propositions 2.17 and 2.18 to take the even part of the equations in Proposition 6.6. The result holds even when k = 0 because constant functions are even, so the odd part of P 0 Λ 0 (S n ) is zero.
We now use Hodge duality to prove the corresponding result forP s Λ k (S n ).
Lemma 6.8. We have
Proof. Proposition 5.2 gives us P − s Λ k (S n ) = * S n P s−1 Λ n−k (S n ), and we have α u = 0 if and only if * S n α u = 0. Proposition 6.9. If k < n, then
Moreover, vol S n ∈ P 1 Λ n (R n+1 ), so equation (7) holds even if k = n as long as s ≥ n + 2.
Proof. When k < n, Proposition 6.6 gives us
Lemma 6.8 and Proposition 5.2 characterize the above spaces as images under * S n , giving us * S nP s Λ k (S n ) = u N * S n P s−n−1 Λ k (S n )
Applying * S n to both sides and using the fact that * S n ( * S n α) = (−1) k(n−k) α, we obtainP
Meanwhile, in the case k = n, Proposition 6.6 instead gives us
Taking the Hodge star as above, we instead obtain P s Λ n (S n ) = u N (P s−n−1 Λ n (S n ) + R · vol S n ) .
To see that vol S n ∈ P 1 Λ n (S n ), we have that vol S n = * S n 1, which means that vol S n is the restriction to S n of * R n+1 ν ∈ P 1 Λ n (R n+1 ).
Corollary 6.10. Assume that k < n or s ≥ n + 2. Then
Proof. We use Propositions 2.17 and 2.18 to take the even part of equation (7).
The above results suffice for proving our theorem, but for completeness we present the extension result forP s Λ k (S n ), analogous to the result we proved forP − s Λ k (S n ) in Proposition 6.5. Corollary 6.11. Assume that k < n or s ≥ n + 2. Then any form in P s Λ k (S n ) can be extended to a form inP s Λ k (R n+1 ).
Proof. Proposition 6.9 gives us thatP s Λ k (S n ) = u N P s−n−1 Λ k (S n ). By definition, any form in u N P s−n−1 Λ k (S n ) can be extended to a form in u N P s−n−1 Λ k (R n+1 ), and this space is equal toP s Λ k (R n+1 ) by Proposition 6.1.
The conditions on k and s in Corollary 6.11 are necessary, as we see from the following example.
Example 6.12. Let α = u N vol S n . As discussed above, vol S n can be extended to * R n+1 ν ∈ P 1 Λ n (R n+1 ), so α has an extension that is inP n+2 Λ n (R n+1 ). One can show that the degree n + 2 is optimal due to the fact that any form inP s Λ n (R n+1 ) must be divisible by u N and the fact that α is even. However, α itself is actually of lower degree. Indeed, α can be extended tô α = u 2 · · · u n+1 du 2 ∧ · · · ∧ du n+1 , putting α inP n Λ n (S n ). We can check thatα does in fact restrict to α by computing that ν ∧α = u N vol R n+1 , and hence * S nα = u N . See also Example 4.9.
Conclusion
The transformation x i = u 2 i induces a correspondence between differential forms on the simplex x 1 + · · · x n+1 = 1 and differential forms the sphere u 2 1 + · · · + u 2 n+1 = 1. We completely characterized the spaces of differential forms on the sphere corresponding to the P r Λ k (T n ), P − r Λ k (T n ),P r Λ k (T n ), and P − r Λ k (T n ) families. This correspondence gives an explanation for the isomorphisms P r Λ k (T n ) ∼ =P − r+k+1 Λ n−k (T n ) and P − r Λ k (T n ) ∼ =P r+k Λ n−k (T n ) used by Arnold, Falk, and Winther in their development of finite element exterior calculus: after the change of coordinates, both of these isomorphisms reveal themselves to be the Hodge star * S n followed by multiplication by the bubble function u 1 · · · u n+1 . Our result thus gives new isomorphism maps P r Λ k (T n ) →P − r+k+1 Λ n−k (T n ) and P − r Λ k (T n ) →P r+k Λ n−k (T n ) that are defined pointwise. As seen in our examples, evaluating these maps is a quick computation that does not require expressing the differential forms in terms of a basis for P r Λ k (T n ) or P − r Λ k (T n ).
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