Order execution cost analysis is one of the most important problems in financial investments. Many previous research works model the problem as a cost classification or regression task. However, due to insufficient real orders, performances of those models are not satisfying. Moreover, unlimited simulated orders generated by market simulators are not exploited by the analysis approach. In this paper, we propose an order execution cost estimation approach by using limited real orders and unlimited simulated orders. The approach 1) employs exploratory data analysis to explore the patterns and relationships included in the raw data, and selects the appropriate features for model training, 2) trains supervised models on labeled orders as baselines to estimate order execution cost, 3) trains three Semisupervised Learning (SSL) models on both labeled and simulated orders to improve the estimation performances, where a. Semisupervised Support Vector Machine (S3VM) makes a low-density separation on labeled and unlabeled orders, b. Tri-Training performs bootstrap sampling on the labeled orders to obtain three labeled training sets to make disagreement for labeling unlabeled orders, and c. Label Propagation (LP) model propagates the order execution cost labels of the labeled orders to the unlabeled ones on a graph and adjusts the labels based on local and global consistency. Experiments are conducted on real and simulated order datasets. Results of the experiments show that the SSL models perform better than the baselines, where S3VM optimized by Adam, Random Forest (RF) based Tri-Training and Radial Basic Function (RBF) based LP can make use of the information of unlabeled orders to tremendously improve classification performances in F1 score.
I. INTRODUCTION
With the development of Fintech technology, machine learning models have been used by more and more investment institutions to guide their investments and cost analysis, and one of the most important tasks is to analyze order execution cost of their trading orders which are executed through established trading models.
The order execution cost analysis is usually formulated as a classification or regression task in a machine learning workflow, and there have been many research works that focus on the estimation of orders' slippage 1 [1] , [2] . However, The associate editor coordinating the review of this manuscript and approving it for publication was Vlad Diaconita . 1 Slippage is a metric that is used to evaluate the order execution cost.
there are still two major issues that need to be investigated: 1) Real orders are hard to obtain. On one hand, due to business requirements, the institutions will not release plenty of real executed orders data. On the other hand, generating orders data by researchers in a real market is expensive, since it needs a large amount of money to execute real trading orders. Both reasons lead to a small dataset for analysis, and thus models trained on the small dataset will have poor estimation performances. 2) Simulated orders are not fully exploited.
It is observed that market simulators fed with real market data can simulate the execution of orders, and the number of orders can be theoretically unlimited. Since the simulated orders are not actually traded in any real market, and their slippage values are inaccurate, these simulated orders are not used in the estimation models. Therefore, how to train an order execution cost estimation model based on limited real orders and unlimited simulated orders becomes an interesting research issue. In this paper, in order to make full use of both real and simulated data, we propose an order execution analysis approach based on SSL. SSL is a new kind of machine learning model developed in recent years, which is widely used in many research areas, such as natural language processing [3] , image annotation [4] , and biology [5] , etc., and can improve supervised learning by training labeled and unlabeled data simultaneously when labeled data is not sufficient.
We firstly use exploratory data analysis to find patterns and relationships within order dataset, and select appropriate features for model training. Secondly, we build two supervised learners as baselines, which are trained on the real orders. Thirdly, we build three semisupervised learners based on S3VM, Tri-Training, and LP respectively, 1) S3VM. S3VM works in a similar way as SVM.
It attempts to find a decision hyperplane with maximized margin on all data rather than labeled data only. 2) Tri-Training. The Tri-Training model performs bootstrap sampling on the real order dataset to obtain three labeled training sets. The model generates a classifier from each training set and compares the confidence of unlabeled data by the estimation consistency of the three classifiers. Moreover, it can use ensemble learning to improve generalization capability of order execution cost estimation. 3) LP. The LP is a graph-based SSL model. It firstly builds a graph based on the labeled and unlabeled data, then propagates the labels of the labeled data to the unlabeled data on the graph and adjusts the labels based on local and global consistency. In other words, the surrounding labels, including unlabeled orders' pseudolabels, can help estimate the order execution cost.
Finally, experiments are conducted on real and simulated order datasets. Experimental results show that SSL models, with the assistance of unlabeled data, perform better than baselines, and the improvement of F1-score can be up to 89.7%. The rest of this paper is organized as follows. Section II outlines the related works of SSL and order execution cost analysis. Section III describes principles of using SSL models and unlabeled data to improve execution cost estimation. Section IV introduces datasets and exploration of them by statistical methods. Section V builds the semisupervised learners for order execution cost estimation, discusses the properties of these learners and further compares the estimation results between supervised and semisupervised learners. Conclusions are presented in Section VI.
II. RELATED WORKS
In this section, we briefly review previous works in two aspects: the development of semisupervised learning and order execution cost analysis.
A. SEMISUPERVISED LEARNING
In 1979, Dempster et al. [6] tried to use the unlabeled data to improve performance of classifiers. They proposed a semisupervised learning model based on generation theory and used EM method to solve the generative model. Other early works of SSL explored the value of unlabeled data in traditional supervised learning approaches [7] .
1) SEMISUPERVISED SUPPORT VECTOR MACHINE
In 1998, Vapink [8] proposed a Semisupervised Support Vector Machine (S3VM) based on the idea that ''decision hyperplane should be low-density separation on labeled and unlabeled data'', which had a great impact on early SSL models. The most famous one of S3VMs was Transductive Support Vector Machine (TSVM), which was proposed by Joachims [9] . It attempted to assign labels to each unlabeled data and then find a decision hyperplane with maximized margin on all data. However, solutions of S3VMs were NP-hard, which could not be solved in polynomial time. Therefore, some studies proposed approximate solutions of S3VMs based on semi-positive definite programming [10] - [12] , concave-convex process [13] , continuation method [14] , and deterministic annealing [15] .
2) DISAGREEMENT-BASED SEMISUPERVISED LEARNING
Blum and Chawla [16] proposed Co-Train model and created a SSL approach based on disagreement. This model classified unlabeled data through multiple independent views and taught other classifiers with highly credible learning results. Nigam and Ghani [17] further indicated that the Co-Train model could perform well when training data satisfied following three assumptions: 1) features can be divided; 2) each feature subset is enough to train a classifier; and 3) labels of each subset are conditionally independent. The Co-Train model was based on the disagreement of multi-view data initially, but some subsequent studies began to make disagreement in other ways. Goldman and Zhou [18] made disagreement based on different learning models. Zhou and Li proposed two models in 2005, where the first one [19] created disagreement by using different data sampling, and the second one [20] used different parameter settings to generate different learners. These methods made the scope of this method extend to single-view data.
3) GRAPH-BASED SEMISUPERVISED LEARNING
The S3VM was a non-convex optimization problem and the assumptions of Co-Train were harsh. These methods were difficult for practical applications. Scholars began to propose SSL models based on other theories. A popular one was the graph-based SSL. This method firstly constructed a graph structure. The node set was consisted of labeled and unlabeled data and the edge set represented similarities between data. The solution of the classification problem was then transferred to propagation of label information on graph. Based on graph-based idea, Blum and Chawla [21] proposed Min-Cut.
Zhou et al. [22] used local and global consistency as a guide of classification. Zhu and Ghahramani [23] proposed Label Propagation (LP) model. Recently, some researches improved graph based SSL models by adaptive method. Jia et al. [24] proposed Adaptive Neighborhood Propagation model for semisupervised classification. Zhang et al. proposed Adaptive Embedded Label Propagation with Weight Learning for inductive classification [25] and a joint label estimation based Robust Semisupervised Adaptive Concept Factorization for high-dimensional data representation [26] . Based on kernel method, Zhang et al. [27] proposed Kernel-Induced Label Propagation model, which propagated label in kernel space and performed adaptive weight construction over the same kernel space. These models had no need to choose optimal hyperparameters and were more robust to noise and more accurate than traditional methods. Compared with earlier semisupervised learning models, most of graph-based SSL models concerned with convex optimization problems, which were easier to be solved. Furthermore, these models were based on matrix operation, which was efficient in calculation and easy to implement. Therefore, they have received extensive attention in researches and applications [28] - [31] .
B. ORDER EXECUTION COST ANALYSIS
The prevailing view on order execution cost was that it was caused by bid-ask spread. Demsetz [32] stated that ''Because of the mismatch between the time and quantity of the bid and ask in the market, it is difficult to completely execute the orders, which resulting in the bid-ask spread.'' Early studies mainly focused on the decomposition of order execution cost. It was believed that bid-ask spreads were mainly caused by instruction processing cost, inventory cost and information cost. Roll [32] believed that the market was effective and frictionless. Execution cost was simply generated by command processing cost, which could be expressed by price changes in the securities market. They were calculated by taking the arithmetic square root of the opposite number from the first-order sequence covariance of stock price returns. Garman [33] believed that the uncertainty of trading instructions led to inventory cost and increased order execution cost. Bagehot [34] proposed the concept of ''execution profit'', believing that information asymmetry would cause loss to investors who did not know it, and investors would offset this loss by changing the bid-ask spread.
However, in the follow-up study, Madhavan et al. [35] and Schwartz [36] showed that inventory cost had little effect on the spread, and it accounted for a small proportion of the spread. Furthermore, Foster et al. [37] found that more information did not necessarily bring the best profit. Therefore, relevant studies began to analyze the causes and changing rules of order execution cost from the statistical nature of bid-ask spreads. Some scholars [38] - [40] used statistical methods to analyze the size of bid-ask spreads in different overseas trading markets, while others [41] - [43] used statistical methods to study the fluctuation patterns of the bidask spreads, finding that in each trading market, the price spreads had a U-shape relationship with time.
In this paper, we establish SSL models, i.e., S3VM, Tri-Training and LP, to estimate order execution cost. Unlabeled simulated orders are used to improve the performance of estimations, which is different from the previous works. The effectiveness of the proposed approach is verified by experimental comparisons between supervised and semisupervised learners.
III. SEMISUPERVISED LEARNING FOR ESTIMATING ORDER EXECUTION COST
Since it is costly to obtain real execution orders, how to improve estimation performances with unlimited simulated orders is an issue worth exploring. SSL combines the ability of supervised learning as well as unsupervised learning, and can learn both labeled and unlabeled data simultaneously. It usually outperforms supervised models with the assistance of a large number of unlabeled data. Considering the advantages of SSL, we propose an estimation approach based on SSL in this paper. Figure 1 shows the workflow of our models. It uses exploratory data analysis to firstly process raw data and analyze. Secondly, the SSL models, i.e., S3VM, Tri-Training, and LP, are established to estimate order execution cost. Figure 2 shows that the SSL models take the labeled real execution orders to guide models for labeling and the unlabeled simulated orders to ameliorate models' decisions. In next section, we will introduce the principles of these three SSL models respectively.
A. SEMISUPERVISED SUPPORT VECTOR MACHINE Support Vector Machine (SVM) is a classical supervised learning model. It can be regarded as a classifier that finds the maximum margin decision boundary between two classes of labeled data. Vapnik [8] extended it to include unlabeled data and proposed S3VM, which can be viewed as SVM with an additional regularization term on unlabeled data. The original form of S3VM called TSVM is formulated as,
where f (·) is a decision function that determines the distance between samples and the separating hyperplane by,
(·) is a hinge loss function, which is widely used in SVM and denoted as,
Since the third term in (1) is non-convex, it greatly complicates the process of optimization. Many researches have devoted to finding the best optimization method, which has been reviewed in Section II-A.
Among a variety of efficient S3VMs, we choose the model proposed by Karlen et.al [44] for analyzing order execution cost. They proposed a S3VM that was an online approach and could be optimized by Stochastic Gradient Decent (SGD) method. We modify their object function according to our experimental requirements, but their essence is retained.
For nonlinear cases, an input mapping method, rather than kernel method, is adopted to map data into high-dimension space before each iteration of optimization. This makes the speed of training and testing much faster. It is denoted as,
where d is the number of hidden units, h i (x) is the hidden units denoted as,
and S(·) is hard tanh function,
This model differs from other S3VMs in that it introduces neighbors' information to cooperatively determine the label of unlabeled data. It incorporates clustering assumption, which states that if two examples are neighbors then they have the same labels. Specifically, A k-NN model is used to find the closest unlabeled data of x i ∈ U . x i 's label is the sign of summed distances between x i 's k-NN and hyperplane, i.e.,
The Tri-Training model is a novel SSL model. The model slacks the constraints on data, where it no longer requires independence of different views to make disagreement but learns on a single view based on different data. The most notable feature of the model is that it uses three classifiers, which not only makes calculation of confidence estimation easy, but also improves generalization capabilities by ensemble learning. Firstly, Tri-Training performs bootstrap sampling on the real order dataset to obtain three different subsets L 1 , L 2 , L 3 as the labeled training sets. Secondly, the model learns from three subsets to obtain basic classifiers with different learning abilities, i.e., C 1 , C 2 , C 3 . In the collaborative training process, the new labeled data obtained by each classifier are provided by the other two classifiers. Take C 1 for example. In each round, e.g. t-th round, the data in U are chosen to be labeled and teach C 1 if their labels estimated by C 2 and C 3 are equal and can reduce the classification error. It is worth noting that the data chosen to be labeled may be different in different rounds. The unlabeled data which are labeled in (t − 1)th round will be put back to U in next round, i.e, t-th round.
Let η L denote the rate of mislabeled data in L. Let L t i denote the set of data that are labeled for C i , and let e t i denote the upper bound of the classification error rate of C j and C k in the t-th round, where j, k = i. The error of classifiers C i in the t-th round can be represented by,
where | · | denotes the number of elements in the set. It is obvious that the training should be stopped when the error of all classifiers no longer reduces,
. , x n } is consisted by x, and edge set is represented by affinity matrix W. k-nearest neighbors (k-NN) kernel and RBF kernel are commonly used as graph kernels. In k-NN kernel based graph, the nodes only connect to their k neighbors and reflect local relationships of each node. The affinity matrix W is a sparse matrix. The k-NN kernel is defined by,
In RBF kernel based graph, the node connects to all the other nodes. Thus, a complete graph can be built and global VOLUME 7, 2019 relationships can be reflected. The RBF kernel is defined by,
where γ = 1 2σ 2 denotes the radial of the data, i.e., the influence range of the data. The smaller the γ is, the larger the influence range of the label information is. It makes the model relatively simple, but the learning may be insufficient. In contrast, when γ increases, the influence range of the label information is reduced, and the model becomes complicated, which may lead to over-fitting.
Take L ∪ U into (10) or (11) to calculate affinity matrix W and construct a graph. We assume that in the graph G = (V , E) constructed by L ∪ U , a real-valued function f : V → R can be obtained by learning, where V is the node set and R is the field of real numbers, so that f approaches true labels at the labeled nodes. According to the study by Zhu et al. [45] , adjacent nodes should have similar labels. So the energy function of f is defined by using the quadratic energy function,
where f is the estimated labels of order execution cost.
is the sum of the elements of the i-th row in affinity matrix W.
By minimizing the energy function (12), f can approach the true label at labeled nodes, i.e., ∀x i ∈ L, f (x i ) = y i f = 0, = D − W. In order to minimize the energy function efficiently, we split affinity matrix W into 4 blocks after l-th row and column,
The energy function (12) can be represented by,
Let
where Take the label information f l = (y 1 ; y 2 ; , . . . ; y l ) into (16), and the estimation result f u of unlabeled data can be obtained.
Furthermore, Zhou et al. [22] proposed a regularization framework
which is equivalent to (16) . It learns labels by minimizing the regularization loss function, which is more robust to noise in most cases. The first item in (17) forces similar data to have similar labels, and the second item forces the learning result to be identical to the real label on labeled data, where F is a non-negative label matrix, and Y is a matrix with true labels of L. The regularization parameter µ = 1−α α , α ∈ [0, 1) is the compromise parameter specified by user. As α increases, the weight of the smoothness limit increases, and labeled data's label is decided by its neighbor more than the label information of itself. α = 0 means that the label information of the labeled data is completely retained, and α → 1 means that the label information of data should be consistent with its neighboring data' labels.
IV. ORDER DATASETS AND EXPLORATORY ANALYSIS
In this section, we introduce order datasets, and use exploratory data analysis to select appropriate features for training semisupervised learners.
A. ORDER DATASETS
Many orders of stocks that are listed in Shanghai Stock Exchange, Shenzhen Stock Exchange and Hong Kong Exchange are included in the experimental data of this paper. The dataset consists of two order datasets, i.e., real order dataset and simulated order dataset. There are 186 real orders and 4582 simulated ones. Let the real order dataset be L = {(x 1 , y 1 ), . . . , (x l , y l )}, and let the simulated order dataset be U = {x l+1 , . . . , x l+u }. For ease of calculation, let n = l + u, indicating the total number of orders. The original order datasets contain 7 features: Value, Liq. Consumption, Order Execution Time, Intraday VWAP, TWAP, Full Day VWAP, and Fill Rate. The specific meaning of each feature is shown in Table 1 .
B. DATA PREPROCESSING
There are noises in the original raw datasets, which may cause error in subsequent data analysis. Experimenting with erroneous raw data can lead to unreliable results and can even make the model fail. Therefore, the raw data should be preprocessed before analysis.
1) INCOMPLETE ORDERS
Subject to market liquidity and price changes, some orders in the datasets failed to execute 100%. It means some orders are incomplete.
The orders whose Fill Rate is less than 100% should be removed from the datasets. After removing the incomplete orders, we get 127 orders in L and 3782 orders in U . Since all the remaining orders are complete, the Fill Rate feature will not be used in the following analysis and experiments.
2) MISSING DATA
Since the datasets contain null value, which may cause malfunctions of models and exceptions of programs, we need to deal with the issue before experiment. Although there are models that are designed to fill up missing values, it is still not reasonable to apply the models in finance domain, because minor differences in numbers are quite sensitive. After analyzing the datasets, we find that the number of null value is less than 5%. Therefore, it is suitable to remove the null value, and by doing so, we get 94 orders in L and 3780 in U .
3) OUTLIERS
Outliers in the datasets can mislead the model to produce erroneous results. Based on domain knowledge and actual meaning of the features, we remove the outliers in datasets according to their value range. For example, the value of Liq. Consumption is in percentage and the size of order does not exceed the daily total liquidity of the stock. Reasonable value range of Liq. Consumption is (0, 100]. The daily trading time of the Shanghai Stock Exchange and the Shenzhen Stock Exchange are 4 hours, and the lunch break is 1.5 hours. The Hong Kong Exchange has 5 hours daily trading time and 1.5 hours lunch break. So the Execution Time of the stocks listed in the Shanghai Stock Exchange and the Shenzhen Stock Exchange should be less than 5.5 hours. The Execution Time of stocks listed on the Hong Kong Exchange should be less than 6.5 hours. After the removal of unsatisfied orders, L contains 93 orders, and U contains 3776 orders.
C. EXPLORATORY DATA ANALYSIS
In order to select appropriate features from the datasets and provide guidance for the experiments, we use exploratory data analysis to find patterns and relationships in the datasets by calculating statistical characteristics, equation fitting and data visualization under few prior conditions. Specifically, we analyze distributions and internal relationships of orders from four aspects: basic statistical description, data distribution visualization, scatter plot matrix and correlation matrix, which provides basis to select appropriate features for the experiments. 
1) BASIC STATISTICAL DESCRIPTION
Firstly, we use statistical description to show the distributions of the datasets by calculating the mean, standard deviation, minimum, maximum, skewness, and kurtosis. According to the k-order center moment,
the skewness of the datasets is represented by the third-order central moment,
the kurtosis of the datasets is represented by the fourth-order central moment,
The basic statistical descriptions of L and U are shown in Table 2 and Table 3 . By comparing the statistics in Table 2 and Table 3 , we can observe that the average price in L is 28.53, higher than the average price in U which is 16.09. The average execution time of real orders is 3.06 hours, less than the execution time of simulated orders which is 5.32 hours. Moreover, the standard deviation of each feature in L is larger than the one in U . It indicates that L includes more various orders and the real stock exchange market is more complicated. Meanwhile, we find that the Average, Intraday VWAP, TWAP and Full Day VWAP are correlated, which indicates that information in datasets is redundant. Moreover, the skewness and kurtosis of each feature show a leptokurtosis and positive skewness shape (i.e., S k ≥ 0, g 2 ≥ 0). The distributions of features is unbalanced and highly aggregated. With high deviation and aggregation, they should be processed to improve learning effect.
2) SCATTER DISTRIBUTION
Scatter matrix is an important exploratory data analysis method that visualizes the statistical characteristics of the data. In the scatter matrix, diagonal elements are the density estimates of each feature, and non-diagonal elements are the projections of data on a two-dimensional feature plane. Through the scatter plot matrix, we can indirectly observe the distributions in high-dimensional space and analyze the relationships between individual features.
By plotting the scatter matrices of L ( Figure 3 ) and U (Figure 4 ), we find that there is a strong linear relationship between the Average, Intraday VWAP, TWAP and the Full Day VWAP in each dataset (as shown in the subgraphs circled by red lines in Figure 3 and Figure 4 ). The strong correlation indicates that these features are redundant.
3) CORRELATION ANALYSIS
Since the scatter matrix cannot completely determine the degree of feature correlation, we further use correlation coefficient matrix to analyze the correlation between the features.
Coefficient ρ indicates the correlation between two features. When |ρ| → 1, it indicates that there is a strong linear relationship between the two features. When |ρ| → 0, it means there is almost no correlation between the two features. Based on correlation coefficient,
we can calculate the correlation coefficient between two features and generate correlation matrix as,
The correlation coefficient matrix can be visualized by heat map. As the non-diagonal dark green squares shown in Figure 5 , Average, Intraday VWAP, TWAP and Full Day VWAP are highly correlated, and their correlation coefficient is almost 1. This indicates that these features are redundant and needed for processing.
D. FEATURE SELECTION AND ANALYSIS 1) FEATURE SELECTION
We find information redundancy in four features: Average, Intraday VWAP, TWAP and the Full Day VWAP. Redundant features should be processed to improve learning effects. Since the Intraday VWAP, TWAP, and Full Day VWAP are stock weighted prices based on different weighting methods, relative deviations between weighted prices and Average can indirectly reflect changes of market quotation. Therefore, we calculate the relative deviations between these three features and Average,
to eliminate linear correlation components in these features, and use Feature rather than original prices as training features, where Feature = {Intraday VWAP, TWAP, Full day VWAP}. The features in x that are finally used for training models are shown in Table 4 .
2) FEATURES ANALYSIS
In previous section, we select appropriate features based on the meaning and relationships of the features. In order to provide evidence for the rationality of features, we will analyze the statistical characteristics of these features to show the improvement of information redundancy in the datasets by statistical description methods. Firstly, we use computational statistical description to describe the basic distribution of each feature. Table 5 and Table 6 show that the peak and thick tail of the original data is effectively improved after the processing. The kurtosis and skewness of each feature are closer to 0. The processed features are closer to normal distribution.
Secondly, we draw scatter matrices of the features to analyze the distributions and correlation of each feature. We find that there is no obvious linear correlation between Intraday VWAP, TWAP and Full Day VWAP in L, as shown in the subgraphs circled by green lines in Figure 6 . In U , there is no obvious linear correlation between Intraday VWAP and TVAP, as shown in the subgraphs circled by green lines in Figure 7 . But Intraday VWAP and Full Day VWAP still have a strong linear correlation, as shown in the subgraphs circled by red lines in Figure 7 .
In order to further analyze the correlation between the features, we visualize the correlation by heat map. The correlation matrices of processed features of L and U are shown in Figure 8 .
After feature selection, the correlation coefficients between stock weighted prices are reduced. There is no significant linear correlation between Intraday VWAP and Full Day VWAP in L, as shown in the left subgraph of Figure 8 . By comparing with the correlation coefficient in the left subgraph of Figure 5 , we note that the linear correlation between TWAP and Full Day VWAP is reduced. By comparing with the right subgraph of Figure 5 , it can be seen from the right subgraph of Figure 8 that the linear correlation between the Intraday VWAP and TWAP in U is reduced. However, there is still a strong linear correlation between Intraday VWAP and Full Day VWAP, and their correlation coefficient is still 0.98 as the corresponding squares shown in the right subgraph of Figure 8 .
E. NORMALIZATION
Since each feature value's range is different, which may bring negative influences on model training, we use Z-score to normalize these features and the results can be represented as,
where µ and σ are the mean and standard deviation of L.
F. EXECUTION COST LABELING
VWAP Slippage is used to measure order execution cost. VWAP Slippage refers to the difference between the market price of an order and the weighted average price at which the order is actually executed. It is defined as,
where P o denotes the VWAP of market when a order is submitted, and P m denotes the VWAP when the order is completely executed. For the buyer, if VWAP Slippage is greater than 0, it means the user buys the stock at a lower price than market price, and the order execution cost decreases. On the contrary, the buyer's order execution cost increases if the Slippage is less than 0. For the seller, if VWAP Slippage is less than 0, the share of stock is sold at a price which is lower than the market price and the order execution cost increases. On the contrary, the seller's order execution cost increases if the Slippage is greater than 0. We integrate the sign of trade direction (bid or ask) into slippage calculation, i.e.,
If the VWAP Slippage is greater than 0, the order execution cost decreases, and vice versa.
Since the order execution cost in L is numeric, the order execution cost label y needs to be initialized according to the value of VWAP Slippage before classification. It is denoted by,
V. EXPERIMENTS
In this section, we firstly divide real order data into a training set and a testing set, and then weights different sets to solve the problem of class imbalance. Precision, Recall and F1-score are used to evaluate the performances of each model. Secondly, we establish supervised models, specifically, Support Vector Machine (SVM) and Random Forest (RF), as the baselines of our experiments. Thirdly, the semisupervised models are built, and comparisons with the baselines are conducted to verify whether the unlabeled data can help improve the effectiveness of execution cost estimation. Finally, we analyze each SSL model in detail to get the best performance on estimating order execution cost.
A. EXPERIMENT SETTING
Letŷ be the order execution cost labels which are estimated by models. Since the real order execution cost in U is unknown, i.e. y U is unknown, the performance of the model cannot be measured by comparing the difference between y U andŷ U .
In order to evaluate the performance of the estimations, we divide L into a training set and a testing set. Due to the limited number of the labeled data (only 93), we randomly select 13 data in L (about 15% of the labeled data) as the testing set L TE . The remaining 80 labeled data and U are used together as the training set L TR . The performance of the order execution cost estimation is evaluated by comparing the estimated labelsŷ TE of L TE with the real labels y TE .
In L, the number of data in class −1 is 61, and the number of data in class +1 is 32. Two classes are imbalanced, which will result in biased classification results. Therefore, class weights should be set to reduce the imbalance. According to (28) , the weight of class −1 is tuned to 0.68, and the weight of class +1 is tuned to 1.32.
In the experiment, we evaluate the performances of each order execution cost estimation model by using Precision, Recall, and F1-score. Taking class +1 as an example, its Precision, Recall, and F1-score are defined as follows,
where n ij denotes the number of samples actually belong to class i but are labeled as class j by classifier.
B. BASELINES
Theoretically speaking, the information provided by unlabeled data can improve learning effect [46] . In order to analyze the improvement of learning effect by simulated orders in semisupervised models, we build two supervised models as baselines, i.e., a SVM model and a RF model are established to estimate the execution cost of orders.
1) SVM
SVM, one of the most popular classifiers, is adopted as a baseline in the experiment. In order to improve the learning effect of SVM, we use grid search with cross-validation to search for optimal parameters. It is assumed that each order is independently distributed in the cross-validation because the correlation between orders is not obvious. Let C = 10 c , c ∈ [0, 3] , step = 0.15; γ = 10 g , g ∈ 10 −2 , 10 2 , step = 0.25. We perform a 10-fold cross-validation on the parameter grid which consists of C and γ to search for the optimal parameters (C * , γ * ). The cross-validation score is represented by the weighted average F1-score and shown in Figure 9 , and the best parameter of SVM is(C * , γ * ) = (12.74, 0.30).
2) RANDOM FOREST
RF is an ensemble learning model and widely used in classification tasks. It is usually employed as the basic classifier of Tri-Training because of its strong learning ability. In the experiments, the depth of each decision tree in RF is 2 and the number of basic learners in RF is 20. According to the recommendation in [47] , the subset size of features in the decision tree is determined by,
where d is the dimension of features.
C. SSL MODEL SETTING 1) SEMISUPERVISED SUPPORT VECTOR MACHINE
Karlen et. al. [44] show (4) can be optimized by Stochastic Gradient Descent (SGD). With the development of the optimizers, SGD is outperformed by more and more adaptive optimization models, one of which is Adam [48] . SGD and Adam are used to optimize S3VM respectively. The initial learning rate of SGD is set as η = 0.01 with the attenuation coefficient α = 0.001 and the initial momentum 0.9. The initial learning rate of Adam is set as η = 0.001, with the exponential attenuation coefficients β 1 = 0.9, β 2 = 0.999 according to the previous research [48] .
2) TRI-TRAINING
In the experiment, RF and SVM are used as the basic classifiers of Tri-Training respectively. The basic estimator of the RF is the decision tree whose depth is 2 and the subset size k of features in decision tree is 3 according to (32) . The SVM is based on RBF kernel with kernel parameter γ = 0.1 and penalty factor C = 1.
3) LABEL PROPAGATION
In LP model, Radial Basic Function (RBF) and k-Nearest Neighbor (k-NN) are commonly used as the graph kernels, each of which has its own advantages. The LP model based on RBF kernel constructs a complete graph that can reflect the global correlation of all data. The LP model based on k-NN kernel constructs a sparse graph and can speed up learning process. We will discuss the optimal hyperparameters of these two kernels respectively.
The setting of parameters affects the learning effect and the convergence speed of learner. In the LP model based on the RBF kernel, the parameters manually set are the compromise factor α and the RBF parameter γ . We do experiments by changing the value of one parameter and fixing others to search the best value of parameters. The learning effect is measured by the weighted average F1-score of L TE , and the convergence speed of learner is evaluated by the time cost for training model.
Firstly, we fix the RBF kernel parameter, i.e., we let γ = 1, and analyze the influence of changes in α on LP. Since α ∈ [0, 1) and usually takes less than 0.1, we let α = 10 a , a ∈ [−5, 0) and a set of α is obtained in steps of 0.25, i.e., A = {α i = 10 −5+ i 4 |i = 0, . . . , 20}. The weighted average results are shown in the left subgraph of Figure 10 . The change of α has little influence on performance. When the compromise factor is in a reasonable range, i.e. α ∈ 10 −5 , 10 −1 , the F1-score has no obvious change, and the estimation performance is greatly reduced when α is close to 1. For the calculation speed of LP, when α ∈ [10 −5 , 10 −1 ], the time for training is roughly the same, and it increases dramatically when α is close to 1.
Secondly, let α = 0.1 and analyze the influence brought by the changes of γ . Since the value of γ is often in [0, 1], we let γ = 10 g , g ∈ [−2, 2] and get a set of RBF parameters in a step of 0.2, i.e., = {γ i = 10 −2+ i 5 |i = 0, . . . , 20}. The weighted average results are shown in the right subgraph of Figure 10 . When γ ∈ [10 −1 , 10 0 ], the model has the best performance, where the F1-score can reach 0.74. For the calculation speed, the time cost for training increases obviously as γ increases. The time cost when γ = 10 2 increases by about 12% compared with the time cost when γ = 10 1 .
The graph structure of k-NN based LP model is sparse. Since its parameter k, which determines the number of the nearest neighbors, plays an important part in the k-NN based LP model, it is necessary to choose optimal k by comparing the experiment results of different k. Let k = {5, . . . , 9} and train LP model based on different k. The weighted average results of k-NN based LP model are shown in Table 7 . When k = 8, the model has the best performance, whose weighted average F1-score is 0.47. In this experiment, we let γ = 1 for RBF based LP model and k = 8 for k-NN based LP model according to previous analysis. The compromise parameter is set as α = 0.1, i.e., µ = 9 for these two LP models. It means some labeled nodes might be labeled by wrong labels according to their neighbors to make the graph smoother.
D. RESULTS AND DISCUSSIONS
In this experiment, we estimate execution cost by baseline and SSL models. The best performance of all semisupervised and supervised models are shown in Table 8 , where numbers in bold font represent the best performer and numbers underlined are the second best performers. These scores have been weighted by classes.
The baselines have weak ability to estimate order execution cost as the results shown in Table 8 . The F1-score of RF model is 0.51, which cannot clearly classify order execution cost. The SVM model performs the worst in all results. Its Precision, Recall and F1-score are all lower than 0.5. In SSL models, the S3VM model optimized by SGD performs less worse than the S3VM model optimized by Adam, but outperforms the baseline. The F1-score of Tri-Training based on SVM is only 0.43, which is worse than RF based Tri-Training model but better than traditional SVM. The RF based Tri-Training model performs the second best, only worse than the RBF based LP model. Its Precision, Recall and F1-score are 0.69, 0.69, 0.67, which has the same performance as the S3VM model optimized by Adam. The RBF based LP model performs the best in all models and has the highest score, where Precision is 0.83, Recall is 0.77, and F1-score is 0.74. The learning effect of LP model based on k-NN kernel is generally inferior to the learner based on RBF kernel. It is only 63.5% of the one based on RBF according to the weighted average F1-score shown in Table 8 . In general, semisupervised learners perform better than supervised learners in estimating the order execution cost, and a large number of easy-to-obtain simulated orders can improve the learning effect. 
1) SEMISUPERVISED SUPPORT VECTOR MACHINE
The results of S3VM optimized by SGD and Adam are shown in Table 9 and Table 10 respectively.
The weighted average F1-score of all classes is 0.61 as shown in Table 9 , which means the S3VM optimized by SGD can effectively classify the label of order execution cost. It performs better than the k-NN based LP model and SVM based Tri-Training model.
As shown in Table 10 , the S3VM optimized by Adam has the same performance as the Tri-Training model based on RF ( Table 11 ). The weighted average F1-score of all classes is 0.67, which indicates the S3VM optimized by Adam can correctly discriminate most order execution cost. The results show it outperforms the S3VM optimized by SGD, i.e., adaptive optimizer shows better ability in estimating order execution cost. However, S3VM doesn't perform well when compared with RBF based LP model (Table 14) , and all evaluation indicators are lower.
2) TRI-TRAINING
The results of Tri-Training based on RF and SVM are shown in Table 11 and Table 12 respectively.
In Table 11 , the weighted average F1-score of all classes is 0.67, which means Tri-Training based on RF can effectively classify the label of order execution cost. It performs well in the class −1, whose Precision, Recall and F1-score are higher than class +1's. Compared with LP, Tri-Training doesn't perform well, and all evaluation indicators are lower.
In Table 12 , the weighted average F1-score of all classes is only 0.39, which means the performance of Tri-Training based on SVM is the worst among these four models. It cannot identify the cost reduction in orders, where the Precision, Recall and F1-score of class +1 are all 0. Therefore, this model is also not recommended to estimate the order execution cost.
3) LABEL PROPAGATION
The results of LP based on the k-NN kernel and the RBF kernel are shown in Table 13 and Table 14 respectively.
The LP model based on k-NN kernel does not perform well in estimating order execution cost. As Table 13 shows, the weighted average F1-score is 0.47, which is less than 0.5. The Precision, Recall and F1-score of class +1 are all 0. It means that the LP model based on k-NN kernel cannot identify the orders whose execution cost is decreasing.
It is observed from Table 14 that the estimations by the LP model based on RBF kernel are satisfying. The weighted average F1-score of all classes is 0.74, which is the highest among these four models. Specifically, the Recall of class −1 is 1.00, indicating that all orders of −1 label in L TE have been correctly labeled. And the Precision of class +1 is 1.00, indicating that all orders of +1 label in L TE are labeled correctly.
VI. CONCLUSION
This paper mainly studies the feasibility and advantages of SSL model in the estimation of stock order execution cost. For the dilemmas faced by investment institutions in estimating the order execution cost of orders, we build SSL models based on a large number of unlabeled simulated orders and a small number of labeled real orders. Although the labeled orders are scarce in experiment, it can accurately estimate the order execution cost with the assistance of unlabeled orders. The approach of this paper includes three steps: 1) we use exploratory data analysis to explore the patterns and relationships hidden in the raw data, and select appropriate features for model training, 2) we establish supervised models as baselines to verify whether SSL can improve the estimation of order execution cost, 3) we build SSL models, i.e., S3VM, Tri-Training, and LP, to estimate order execution cost based on different kernels and basic learners. The results show that 1) The LP based on RBF kernel can most effectively estimate the order execution cost. 2) The Tri-Training based on RF and S3VM optimized by Adam also have good ability to estimate the order execution cost. 3) The semisupervised models perform better than the supervised models in estimating order execution cost.
In the future works, semisupervised deep learning models can be adopted in the approach of order execution cost estimation. Whether embedding semisupervised objective functions into deep layered networks can further improve the estimation performances is an issue well worth investigating in future research.
