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Introduction 
We shall first review the topic of algebraic geometry from its naive 
beginnings to the curious and outlandish fashion in which it is treated 
nowadays. 
In the elements of calculus a plane curve is defined as the set of points 
(x, y) which satisfy th e equation P(x, y) = 0, where P is a polynomial 
with coefficients in the real field R. Similarly a surface in 3-space is the 
set of points (x, y, z) which satisfy the equation P(x, y, z) = 0, where 
P E R[X, Y, 21. There exist, however, curves which according to this 
definition have no points at all, like for instance x2 + y2 + 1 = 0. 
The mathematicians of the 18th century thought to eliminate this 
inconvenience by introducing imaginary points of the curve, i.e., 
points (x, y) E C2 which satisfy P(x, y) = 0. They created hereby a 
great confusion since considering complex points of curves defined by 
equations with real coefficients they mixed up two completely different 
problems. We now know that the right thing to do is to consider a 
field K, an equation P(x, y) = 0 where P is a polynomial with coefficients 
in K and to look for solutions (x, y) E K2. The curves defined over 
different fields are to be considered as different curves, even if their 
equations have the same form. 
What is the reason for considering an arbitrary field K instead of 
just the fields R and C ? A great number of problems have conduced to 
arbitrary fields, especially since the year 1930. Thus Fermat’s last 
theorem states that the surface xn + y” + zn = 0 (n 3 3) has no 
non trivial points over the field Q of rational numbers. The situation is 
similar for all diophantine equations. An important method in the theory 
of these equations is the reduction modulo p, where p is a prime number. 
Thus in the case of Fermat’s last theorem we ask whether the congruence 
xn +y” + 9 = 0 (mod PI 
has a solution in integers, which is the same thing as to ask for solutions 
of the equation xn + yTL + P = 0 over the finite field FP = Z/(p). 
We can also consider congruences modulo pk, i.e. solutions in Z/( pk) 
which is not a field any more but a ring. Finally we can ask for solutions 
which satisfy the congruences mod. pk for every strictly positive integer k, 
which is the same as asking for solutions of xn + y” + P = 0 in the 
ring of p-adic integers Z, = l@ Z( pk) = the projective limit of the 
rings Z/( pk). H ence we are led to consider the field Q, of p-adic numbers. 
The method of algebraic geometry over finite fields with characteristic 
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p is very powerful. Thus after Andre Weil proved the Riemann conjecture 
for algebraic curves, he has obtained a number of immediate corollaries 
concerning diophantine equations which have never been proved other- 
wise. For instance he obtained the inequality 
The best estimate known before was 0( p) with + < 01 < 1. 
Thus we are led to consider an arbitrary field K and points of Kn 
which satisfy a certain family of polynomial equations Pn(xl ,..., x%) = 
0 (E E I) with coefficients in K. The set I’ of all such points form a 
so-called algebraic affine variety. The first remark to be made is that 
while the polynomials P, determine the variety V, conversely the variety 
in no way determines the system P, since the points of V satisfy all 
equations of the form 5 R,P, = 0. This was noticed at a very early 
stage since already in three-dimensional space a curve can be defined 
be infinitely many different systems of equations. Thus we are led to 
consider, instead of systems of polynomial equations, ideals in the 
polynomial ring. Given an ideal a in K[X, ,..., X,], let V(a) be the set of 
all points (x1 ,..., XJ E Kn which satisfy the equation P(x, ,..., x,) = 0 
for every P E a. Conversely let A be any set in Kn and consider the set 
I(A) of all polynomials Psuch that P(x, ,..., xn) = 0 for all (x1 ,..., x,) E A. 
The set I(A) is clearly an ideal and thus we have associated ideals and 
varieties to each other. This association is, however, not very satisfactory. 
Indeed, if we start out with an ideal a, then a C I( V(a)), but in general 
a # I(v(a)). 
The situation is slightly better if the field K is algebraically closed, 
for in this case we have Hilbert’s nullstellensatz: if the ideal a is not the 
whole ring K[X, ,..., X,], then there exists a point x = (xi ,..., x,) E Kn 
such that x E V(a), i.e., V(a) # ia, p. 260. From here we can deduce, 
using the classical trick of Rabinowitsch, that 
W/(a)) = r(a), 
where r(a) is the root of a, i.e. the set of all polynomials such that some 
power belongs to a. 
Proof. Clearly r(a) C I(V(a)). Conversely, let f E I(V(a)) and let T 
be a new indeterminate. Let us consider the ideal 2l in the ring 
K[& ,..., X,, T] generated by 1 - Tf(X, ,..., X,) and all the poly- 
nomials Q(X, ,..., X,) E a. These polynomials have no common root, 
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since if x = (xi ,..., XJ is a root of all polynomials Q E a, then by our 
assumptionf(x, ,..., xn) = 0 and 1 - Tf(x, ,..., XJ = 1. Hence by the 
nullstellensatz the ideal 5!l is the whole ring KIX1 ,..., X, , T] and thus 1 
is a linear combination of the form 
1 = g( T, A-1 ,...) &J( 1 - Tf(& ,..., L&J) + c gi( T, Au, ,..., X-,) f&(X; )...) &). 
Setting T = lif(Xi ,..+, X,) we obtain an identity in the field 
K(X, ,..., X,): 
Multiplying by the highest power off(X, ,..., X,J which occurs in the 
denominators on the right-hand side, we obtain an identity 
which proves thatf” E Q, i.e., f E r(a). 
It can be seen in particular that r(a) is a prime ideal if and only if V(a) 
is irreducible, For ideals such that a = r(a), the correspondence between a 
and V is bijective. Thus in the hands of Hilbert and his followers 
(E. Noether, W. Krull, B. L. van der Waerden) algebraic geometry has 
become the study of polynomial ideals. This school has flourished from 
1920 to the publication of Weil’s “Foundations” in 1947 and its results 
can be found in the books of van der Waerden (“Einfiihrung in die 
algebraische Geometrie,” 1939) and Grobner (“Moderne algebraische 
Geometrie,” 1949). 
However, the situation is still not satisfactory. The main objection 
is that what the theory really studies is not the algebraic variety itself but 
the algebraic variety immersed in a certain space. Thus a circle if 
considered in the plane is defined by the ideal a generated by X2 + Y2 - 1 
in K[X, Y]. However, the same circle, if considered in 3-space, is defined 
by the ideal generated by the polynomials X2 + Y2 - 1 and Z in 
K[X, Y, 21. The solution to this dilemma has been seen already by Riemann 
and it consists in considering the quotient ring A = K[X, ,..., X,1/a; 
in the above two examples the two rings obtained in this way are iso- 
morphic. The elements of the ring A are polynomials computed mod a, 
i.e., two polynomials PI and P2 define the same elements of A if they 
define the same function on Y. Thus the ring A can be thought of as 
the ring of functions on the variety V. 
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Riemann expressed himself, of course, in a different language. He 
considered a rational function f(~, y) and for every fixed x the roots 
YlW.., y,(x) of the equation f(~, y) = 0. The value of a rational 
function at a point (x, yi) is then given by P(x, y,(x))/Q(x, yi(x)). The 
trouble with this language is that the yi(x) are multiple valued functions, 
i.e., no functions at all. One really has to work with the integral ring 
qx, >.*-, X,1/p, p prime, and its quotient field. Later Dedekind and 
Weber translated Riemann’s theory into algebraic language (J. R.&e 
Angew. Math. 92 (1882), 181-290). 
Thus we are led to associate with every variety V a ring of finite type 
A = K[X, ,...) X%1/a, where, for the sake of simplicity, we assume that 
the field K is algebraically closed. Our problem is to establish a one-to- 
one correspondence between algebraic and geometric objects. Given 
a point z E V, we associate with it the set of all functions on V which 
vanish at x; this set is a maximal ideal in A. A subvariety W of V is 
defined by an ideal b which contains a: the set of all functions on V 
which vanish on W forms an ideal in A, and we associate this ideal with 
the subvariety IV. 
In the opposite direction, given an algebraically closed field K and 
a ring of finite type A = K[X, ,..., X&a, we want to associate with it 
a variety V. By what precedes, it is natural to consider as the points of V 
the elements of the maximal spectrum Specm(A) of A, i.e., the maximal 
ideals of A. This, however, will certainly not give a one-to-one corre- 
spondence between algebraic and geometric objects, since to any field K 
there would correspond the variety consisting of one point. A way to 
correct this situation is again suggested by Riemann’s approach who 
considered the rings A, formed by the functions on V which have no 
poles at z. Thus we should take as elements of the geometric object 
we want to associate with the ring A, the pairs (m, A,), where m is a 
maximal ideal of A and A,,, is the local ring at m. In this way, for different 
fields we obtain different pairs (z, K). 
The situation is still not satisfactory, since there exist non-isomorphic 
rings such that the corresponding sets of pairs (m, A,) are the same. For 
example if we take for varieties over C the hyperbola VI defined by the 
equation xy = 1 and the parabola V, defined by y = x2, then the corre- 
sponding rings areA, = C[X, Y]/(XY - 1) and A, = C[X, q/(X2 - Y). 
Now A, is isomorphic to C[X, X-l], A, is isomorphic to C[X] and the 
last two rings are not isomorphic since in the second one the sum of 
invertible elements is an invertible element or zero and in the first one 
this is not true. However, it is easy to see that for either ring the local 
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ring at a maximal ideal is isomorphic to (C[X]),, = the local ring of C[X] 
at the maximal ideal (X). 
The way out of this dilemma is to glue together the pairs (M, A,,,) in a 
sensible way instead of considering them as a discrete collection of 
objects. This can be done using Leray’s theory of sheaves. First we 
define a topology on the set Specm(A), the so-called Zariski topology. 
(Observe that in the case of the real or complex field, we have on the 
variety the topology induced by R” or C”, but this cannot be generalized 
to an arbitrary field K.) Given an ideal a in A we set 
V(a) = the set of all maximal ideals which contain a 
and we take for the closed sets of the Zariski topology the sets V(a). 
In other words, the closed sets of V = Specm(A) are the subvarieties 
of I’. The Zariski topology is very coarse, it is Tl (Frechet) but only 
exceptionally T, (Hausdorf?). Now we want to construct on Specm(A) 
a sheaf whose stalk at the point nt is A,. We take for a basis of the 
open sets in V the sets of the form D(f) = {nt j f $ in), where f E A. 
The sets D(f) can also be interpreted in another way. Write now x 
for an arbitrary element of V = Specm(A) and denote by f(x) the 
class of f E A module the maximal ideal nt, corresponding to X. In 
particular f(x) = 0 if and only if f E m, . (This corresponds to the 
fact that if A is the ring of functions on the variety V, then with each 
point x E V we associate the maximal ideal of A formed by the functions 
which vanish at x.) Then we can also write D(f) = {X If(x) # O}. 
We obtain a presheaf of rings A on Specm(A) if we attach to every open 
seeB(f) the ring r(D(f), A) = A, = {aif” 1 a E A, n > O> (Grothen- 
“Elements,” 0, , 1.2.3). Intuitively A, is the set of functions 
which have poles at most on the set V(f) = {x 1 f(x) = 0} where f 
vanishes, i.e. which are regular on D(f). The restriction maps for A are 
readily defined and the axioms of sheaves are easily checked. Thus we 
have attached to the ring A a geometric object, namely the ringed 
space (V, A). It is easy to see that A, is the inductive limit of the rings 
A, , where f & m. Finally A is isomorphic to r( V, A) and thus the corre- 
spondence between rings A and ringed spaces (V, A) is one-to-one. 
We have now obtained a satisfactory solution to our problem in the 
case of affine geometry. However, already the geometers of the 18th 
century have realized that affine geometry does not reflect correctly the 
intuitive geometric picture. Thus similar objects, like conic sections, 
look completely different, and Bezout’s theorem, according to which 
a curve of degree m and a curve of degree n have mn points of intersection 
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if counted with their multiplicities, does not hold (e.g., a line and a 
conic). Early in the 19th century projective space was introduced and 
there general theorems (e.g., Bezout’s theorem, at least over an alge- 
braically closed field) were found to be true. Consequently in the 
ensuing period mostly projective algebraic geometry was developed. 
Consider the n-dimensional projective space P,(K) over the field K 
which is defined as the quotient set K %+l/A where rl is the equivalence 
relation in K”+l whose equivalence classes are lines going through the 
origin. The varieties in P,(K) correspond to cones in Kn+l, i.e., are 
defined by a system of equations Pol(xO, xi ,..., x,) = 0 (a E I), where 
the polynomials P, are homogeneous. The first trouble arises if, following 
the pattern set by the affine case, we want to define the functions on the 
variety V as equivalence classes of polynomials, since all such functions 
turn out to be constants. Once more it was Riemann who circumvented 
this difficulty. Instead of considering functions which are regular on the 
whole variety, he allowed poles, i.e., considered rational functions. Two 
such rational functions 
were considered to be equal if QR’ - RQ’ belonged to the homogeneous 
ideal generated by the polynomials Pa . It turns out that these rational 
functions form a field with a reasonable degree of transcendence. 
Something is lost however: isomorphic fields can correspond to different 
varieties, as in the case of rational (unicursal) curves. 
This method of attack has given rise to birational geometry, which 
disregards the finer geometric properties of the objects under study 
but has given a great number of interesting results in the hands of 
German, French, and Italian geometers. Birational invariants were 
discovered, the first of them by Riemann himself, namely the genus 
of a curve. 
To go beyond this stage it is necessary to consider projective space in a 
different way. In fact P,(K) can be obtained by gluing together affine 
spaces. Let Hi be the hyperplane defined by xi = 0 (0 < i < n) ; 
then Ei = C Hi is isomorphic to Km, the isomorphism being defined by 
(x0 ) x1 ,...) xi ,..., x,) -+ 
( 
+ ,..., + , %y- ,..., $1. 
z 1 1 z 
The set Ei n Ej is an open variety in both E, and Ej . Thus to obtain 
P,(K) we have to take 12 + 1 affine spaces Es , in each of these certain 
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subvarieties Hij (j # i) and identify Hij C Ei with Hii C Ej . This 
procedure has been used before in algebraic topology and to define 
differentiable or analytic manifolds, but the idea to use it in algebraic 
geometry is due to Weil. Once in possession of this idea Weil introduced 
abelian varieties (which turned out much later to be projective varieties) 
and could prove the Riemann hypothesis for algebraic curves over finite 
fields. To define his abstract varieties Weil considers a system V, of 
algebraic varieties and for each pair V, , V, subvarieties W,, C V, and 
W,, C V, , such that W,, and W,, are isomorphic. The abstract variety 
is then obtained by identifying W,, and W,, . Weil could extend to these 
varieties all the results known for affine and projective varieties. However, 
the detailed construction of the abstract varieties is an extremely long, 
tedious, and cumbersome process. 
Just as in the case of differentiable and analytic manifolds, the simpli- 
fication was achieved by the use of sheaves. A differentiable manifold 
can be defined as a ringed space (V, 9) in which every point x E V has 
a neighborhood U such that 9 ) CT is isomorphic to the sheaf of all 
differentiable functions on an open set of R”. This definition has the 
advantage to be intrinsic and can easily be seen to be equivalent to the 
old one with atlases. In 1955, J. P. Serre has turned his attention from 
complex analytic manifolds and analytic spaces to algebraic geometry and 
found that the same definition can be given here (Faisceaux algebriques 
coherents, Ann. Muth. 61 (1955), 197-278). Thus an algebraic variety 
is a ringed space which is locally isomorphic to the ringed space of an 
affine variety. This definition was finally modified by Grothendieck in 
two points. 
In the first place Serre still only considered rings of finite type 
A = K[X, ,..., Xn]/a (Weil even took a prime, i.e., his varieties were 
irreducible). Grothendieck (and independently Cartier) had the idea to 
consider a completely arbitrary commutative ring A with unit element. 
Another point still caused some difficulty. With a ring A we associated 
a ringed space (V, a) and it is desirable that this correspondence be a 
functor from the category of rings into the category of ringed spaces. 
A morphism Y/ : (V, 0) -+ (v’, 0’) of ringed spaces is a pair Y = (4, S), 
where 4 : V --+ V’ is a continuous map and 8 : 0’ -+ 0 is a #-morphism 
(Grothendieck, “Elements,” Or , 4.1.1). If F : A + B is a homomorphism 
of rings (transforming, as always, the unit element of A into the unit 
element of B), then the only sensible way to define 
* : W = Specm(B) -+ V == Specm(A) 
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is as follows: take n E Specm(B), i.e., let n be a maximal ideal in B and 
consider m = v-‘(n). It turns out, however, that q-l(n) is not necessarily 
a maximal ideal of A at all. Thus if i : Z + Q is the canonical imbedding, 
(0) is a maximal ideal in Q, but i-l(O) = (0) is not a maximal ideal in Z. 
In this way the maximal spectrum Specm(A) had to be replaced by 
the prime spectrum Spec(A) and now y : A -+ B defines a map 
$I : Spec(B) -+ Spec(A) since if p is a prime ideal in B, then q-‘(p) 
is a prime ideal in A. The intuitive picture is somewhat more confusing 
since maximal ideals correspond to points, whereas we include also all 
irreducible subvarieties, which correspond to prime ideals. It is clear 
that for each p E Spec(A) we have a homomorphism vP : A, -+ B, 
which together define a #-morphism A” --t B of sheaves of rings. Thus 
A - (Spec(A), Al) is indeed a functor as desired (Grothendieck, 
“Elements,” I, 1.6.1). 
Interpretation of Some Notions of Classical Algebraic Geometry 
in the Language of Schemata 
As we have mentioned before, the points of a preschema (X, 0,) 
are not only the points of the variety V corresponding to it but also all 
irreducible subvarieties of V. The points of X which correspond to 
points of V are the closed points x of X, i.e., such that (~1 = {y). 
In the case of an affine schema Spec(A), the closed points x correspond 
to maximal ideals j, of A (Grothendieck, “Elements,” I, 1.1.7). The 
variety in the sense of Serre is the subspace formed by all closed points 
with the topology induced on it by X. 
To an irreducible subvariety of the affine variety V there corresponds a 
prime ideal p of A and thus an irreducible closed set V(p) of X = Spec(A) 
(Grothendieck, “Elements,” I, 1.1.14). Each irreducible closed set F 
in X has a unique generic point x such that F = {x>, namely the point 
x=j2= j(F) (ibid.). All points y E {y} are specializations of x, i.e., 
j, C jr, or, in other words, the irreducible subvariety I%‘, corresponding 
to j, is a subvariety of IV, . This notion of generic point is completely 
different from that of Weil. 
Next we consider the notion of dimension. Let E be a topological space. 
We consider increasing chains FO C FI C *.. C Fk of length k of irre- 
ducible, non-empty, closed sets in E. The dimension of E is by definition 
the maximal length of all such chains (Godement, “ThCorie des fais- 
ceaux,” II, 4.15, p. 198). This definition corresponds to the intuitive 
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idea of dimension in an algebraic variety. Thus for instance in a three- 
dimensional variety we have maximal chains consisting of a point, a 
curve through the point, a surface through the curve, and finally the 
space itself. If the space is an affine schema, then each irreducible closed 
set Fi has a unique generic point xi , hence the chain can be written 
{x0} C {xi) C 0.. C {+,.} and to this there corresponds a chain of prime 
ideals p0 1 pi 1 0.. r) Pk in A. Irreducible components of the variety 
correspond to minimal prime ideals of A (cf. Grothendieck, “Elements,” 
I, 1.1.14). Given an irreducible variety W corresponding to a prime 
ideal p of A, the dimension of W is the maximal length of a chain 
p = &C&-l c ‘*’ C p0 of strictly increasing prime ideals of A. 
This leads to the definition of the (Krull) dimension of a ring A as the 
largest number /z such that there exists a strictly increasing chain of 
prime ideals p0 C pi C ..* C pk of A (Samuel, “Progres r&cents d’algebre 
locale,” III. 2, p. 66). We can now speak of the dimension of the local 
ring 8, = A, at p. At a generic point x the dimension is zero, since A, 
has only one prime ideal, namely the nilradical. If X = Spec(A) is 
irreducible and A is an integral ring, than at a generic point x the local 
ring 8, is a field, namely the field of fractions of A (Grothendieck, 
“Elements,” I, 7.1.5). Corresponding to a maximal chain p0 C pi C e.0 C pk 
of prime ideals of A we have a sequence of local rings APO , API ,..., A,, 
where dim APO = 0, dim API = l,..., dim A,* = k. 
Analyzing the classical definition of a simple point of a variety (Zariski, 
The concept of a simple point of an abstract algebraic variety, Trans. 
Am. Math. Sot. 62 (1947) pp. l-52; or Lang, “Introduction to Algebraic 
Geometry,” Cha.p. VIII) one is led to say that x E X is simple if 8, is 
a regular local ring. Let us recall the definition of these rings. Let A be 
a noetherian local ring and m its maximal ideal. Let n be the minimal 
number of generators of m and d the dimension of A. In general d < n, 
if d = n we say that A is a regular local ring. Observe that n is also the 
dimension of the vector space m/m” over the field A/In. This follows 
from Nakayama’s lemma, which states the following: let A be a not 
necessarily commutative ring, % the radical of A, M a module of finite 
type over A. If N is a submodule of M such that &!I = N + ‘%M, 
then M = N (Bourbaki, “Algebre,” Chap. VIII, $6, No. 3, Cor. 2 of 
Prop. 6). To prove the assertion, let x1 ,..., x, E m be such that their 
classes f, ,..., 2% modulo ms generate m/m2, then we have to show that 
Xl ,..., x, generates m. Set n = Ax, + *** + Ax,, then n C m and 
m = n + m2. Since m is the radical of A, we obtain by Nakayama’s 
lemma that m = n. 
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Intuitively, if A is the ring of functions regular at a point x of a 
variety and m is its maximal ideal consisting of the functions which vanish 
at x, then m2 is the ideal consisting of those functions whose development 
starts with quadratic terms and the elements of m/m2 are the equivalence 
classes of functions with the same linear terms and no constant terms. 
The fact that A is a regular local ring means that the dimension of the 
vector space spanned by the gradients at x of the functions vanishing at x 
equals the dimension of the variety. 
To see an example of a non-simple point, consider the curve x = t2, 
y = t3, which h as a cusp at the origin (0, 0). The polynomial ring 
K[X, Y] has dimension two ; however, this fact is not so trivial as one 
might think (Samuel, “Progres &cents d’algebre locale,” 111.3, Th. 8, 
p. 83): indeed, Nagata has given an example of a non-noetherian ring R 
of dimension 1 such that R[Xj has dimension three. The ring 
A = K[X, yl/(Y2 - X3) has d imension 1, and the maximal ideal 
((X) + (Y))/(Y2 - X3) of the functions vanishing at the origin can be 
generated by two elements but not by one. It follows that the local ring 
at (0,O) has dimension 1 but its maximal ideal cannot be generated by 
fewer than two elements. 
A divisor on a variety V of dimension n can be thought of roughly as an 
element of the free abelian group generated by the irreducible (n - l)- 
dimensional subvarieties W of V, i.e., as an expression of the form 
xi nil+‘, , where the n, are integers. In the affine case if the variety is a non- 
singular curve C, hence A a Dedekind ring(i.e. every prime ideal maximal), 
a divisor is an expression of the form & nisi , where the ai (1 < i < q) 
are points of C. To this divisor there corresponds a fractional ideal 
pylp;z . . . $Q of A. Conversely, since every fractional ideal of A can be 
written in this form, there corresponds to it a divisor on C and thus we 
have a one-to-one correspondence between divisors on C and fractional 
ideals of A. (This correspondence exists only in the affine case, not in the 
projective one.) It follows that the notion of a divisor can be considered 
as a generalization of that of an ideal. 
In the classical case an irreducible subvariety of dimension 12 - 1 is 
given locally by the vanishing of a nonzero polynomial f, i.e., as a set 
w = {ix If(x) = 0). If we have a positive divisor & niWi (ni > 0) and 
fi is the irreducible polynomial which locally defines Wi , then xi niW, 
will represent a not necessarily irreducible variety locally defined by the 
equation 
fin’f? . ..f.“” = 0. 
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Thus locally a positive divisor is defined by an equationf = 0, where f 
is a not necessarily irreducible polynomial. To define a positive divisor 
globally on the variety X we must assign to each point x E X an open 
neighborhood U and an element fU E r( U, 0’x - (0)). Furthermore in 
the intersection U n W of two such neighborhoods fu and f w must define 
the same subvariety, i.e., we must have fcJ/f w E r( U CT W, O$), where 
02 is the subsheaf of invertible elements of 0, . Thus the collection (f u) 
defines a section of the quotient sheaf (fix - {O})/@$ of multiplicative 
groups, i.e., a positive divisor D can be defined as an element 
D E q-F (0, - {qwG>. 
To define an arbitrary divisor we shall suppose for the sake of simplicity 
that (X, 8,) is an integral preschema (Grothendieck, “Elements,” I, 2.1.8 
and below, p. 255). This means that for every affine open set U the ring 
r( U, 0,) is integral and this can be considered as a definition of an integral 
preschema (Grothendieck, “Elements,” I, 5.1.4). Let R(U) be the field 
of fractions of r( U, 0r). The fields R(U) determine a quasi-coherent 
O,-Module g’x = a(X), called the sheaf of rational functions on the 
preschema X (Grothendieck, “Elements,” I, 7.3.2). To define the 
restriction homomorphisms pVSv : R(U) -+ R(V) for U 3 V we can 
suppose that U = Spec(A), where A is an integral ring, and V = D( f ), 
where f E A, f # 0. Then r( U, 8,) = A, r( V, ox) = A, and since A 
is integral, we have A C A, C R(U). Thus the fields of fractions of A 
and A, are the same, and pv,u is the identical isomorphism. This proves 
that 9X is a simple sheaf on X. 
A divisor D is then defined by assigning to each point x E X an open 
neighborhood U and an element fu E r( U, a$), where W$ = .!%r - {0), 
with the further condition that in the intersection U IT W of two such 
neighborhoods fu/fw E r( U n W, 02). In other words, a divisor D 
is an element of the group r(X, 98$/Q. 
A principal divisor is classically a divisor associated to a nonzero 
rational function f defined over the whole variety V, In our case let 
f E r(X, 95$). The canonical epimorphism 9Q + @/0$ defines a 
homomorphism of groups r(X, B’f) -+ r(X, 9Z”f/0J$). The image (f) 
of f under this homomorphism is by definition the principal divisor 
defined by f. From the exact sequence 
0-t o~+w;+9ya;+o, 
we obtain the exact cohomology sequence 
0 --f qx, 0;) + qx, 9;) --f qx, ByO’:) -+ H’(X, 0;). 
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A divisor D is therefore a principal divisor if and only if its image in 
W(X, 0s) is zero. The image of a divisor in r(X, S?$/@,*)/r(X, 93;) is 
called its divisor class. By exactness the group of divisor classes is a 
subgroup of W(X, 0s). If X is an integralpreschema, then 9r is a simple 
sheaf, ZP(X, 9:) = 0 and therefore W(X, O$) is isomorphic to the 
group of divisor classes. 
We shall now show that we can associate with every divisor D an 
invertible sheaf Z(D), but first let us recall a few definitions. Let (X, 0,) 
be a ringed space. An O,-Module 9 is free if it is isomorphic to the 
direct sum 02. It is locally free if each point x E X has an open neigh- 
borhood U such that 3’ J U is isomorphic to an (0, ) U)-Module 0: ) U 
for some positive integer 7t (Grothendieck, “Elements,” 0, , 5.4.1). The 
number n is not necessarily the same for every U but it is constant on each 
connected component of X. Indeed, the dimension of a module over a 
commutative ring is well defined and therefore in the intersection of 
two neighborhoods the restrictions must have the same dimension. If n 
is constant on X, we say that 9 is of rank n. A locally free sheaf is 
quasi-coherent. On a preschema 9 is perfectly determined by the 
modules r( 77, 9) for affine open sets U and therefore 64 will be locally 
free of rank n if F( U, 2) is isomorphic to F( U, O,)n for a basis formed 
by affine open sets U. If 9 is locally free, then for every sufficiently 
small open set U the F(U, @,)-module F(U, 9) is free. Locally free 
Modules need not be free, not even for affine schemata. Already for a 
Dedekind ring A there can exist an A-module M such that l@ is locally 
free but not free (Bourbaki, “Algebre commutative,” Chap. II, § 5). 
It can be shown that the locally free Modules are precisely the projective 
objects in the category of Modules. 
The dual @ of an Or-Module 9 is by definition @ = &%mox(F, 0,). 
Given two &,-Modules F and ‘3 there exists a canonical homomorphism 
97 : & &, g ---t &%+z,(F, 3) (Grothendieck, “Elements,” 0, , 5.4.2). 
Indeed, if A is a ring and M, N are two A-modules, there exists a homo- 
morphism & @A N -+ Hom,(M, N) which to x’ @YE &‘@ N 
associates the homomorphism u,~,~ : M -+ N such that u,‘,,(x) = (x, x’)y 
for x E M. Thus for each open set U C X we have a homomorphism 
These homomorphisms being compatible with the restrictions define 
a homomorphism of presheaves and thus of sheaves. Now, if .F is 
locally free, then v is bijective. Indeed, locally we have F CI 0;) but 
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then 9 @ 9 ‘v 0; @ 99 N P, &%ss( 9?,9) N %%H(O~, 99’) Y P, and un- 
der these isomorphisms, y is transformed into the identity map 9’ -+ 9. 
We insert here a word of caution. In general if we want to prove that 
two sheaves 9 and s!? are isomorphic, we first define a homomorphism 
8 : 9 + 9 and then prove that locally (or for each stalk) 0 is an iso- 
morphism. It is necessary, however, to ascertain that 8 is globally defined. 
For instance for a locally free sheaf F we have local isomorphisms 
9( u> zoo,( Up, but this does not mean that 9 is isomorphic to 0:. In 
the above proof that v is an isomorphism, y was of course given globally 
a priori. 
A locally free Module 9 of rank 1 is called an invertible Module. The 
explanation of this terminology lies in the fact that 2 oflX 9 is iso- 
morphic to &%,,~,(P, 9) by the preceding, and, as we shall show in a 
moment, &%s,,($P, 9) is isomorphic to O,, i.e., we have 
22 @‘Cx 2 c? 0, . Now 6, is the unit element for tensor multiplication, 
i.e., we have 8, BOX 9 N 9 for any C”,-Module 9 (Godement, 
“Thtorie des faisceaux,” II. 2.8, p. 137). To prove the isomorphism 
&&H~~(Y, 9) N O,, define first a homomorphism w : OX-+ X&t,(9,9) 
for any OX-Module S. Let s E r(U, Co,), then 
is defined by us(t) = st for t E r( U, 9). The maps s - U, then 
clearly define the desired homomorphism w. If now 9 is invertible, 
then w is an isomorphism, since for sufficiently small open sets U we 
have r( U, 9) N r( U, OX) and 
QJ( U) : r( U, 0,) -+ Homr(u,,,)(r( U, @XI, r( u, @‘x)) 
is an isomorphism. The required isomorphism is then 
In virtue of the preceding property we shall also write Z’z(-i) for 8. 
In general, if 9 is an 0,-Module, we write 9mn for 9 @ *em @ 9 n times. 
if n is a strictly positive integer, and 9:g” = 8,. If 9 is an invertible 
OX-Module, we define also Za(-n) = (Z@(-I)) @m = 20,. We then 
have the rule YBrn @6x Pgn = YJ ” m+n) for m, n E 2. All the Modules 
9Bn are invertible. 
Tate has proved that ifC,andS?are coherentoX-Modules,andthe Qzare 
local rings, then if there exists an OX-Module 9 such that 9 @0x 99 NO,, 
SC’ is invertible and ‘9 = 2 (Grothendieck, “Elements,” 0,) 5.4.3). 
If 9 N 9’ and these Modules are invertible, then 9 @ Z’@(pl) ‘v 0,. 
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Now we come to the relation between divisors and invertible Ox- 
Modules. Let D be a divisor represented by a collection fu E T( U, 34?,*). 
We shall construct an invertible @,-Module Z(D) by defining the 
module r( U, Z(D)) as the module over A, = F( U, 0,) generated by 
.flJ 3 i.e., r( U, 2’(D)) = A, fu . Let U 3 V and let uy,,, be the restriction 
map A,4 A, in the sheaf 0,. Then the restriction map 
pv,” : A, f, + AYfv is defined by 
ful v Pv.uWv) = ~vh) -- 
f f V V 
and this is a well defined homomorphism, since ( fu 1 V)/fv E T( V, 0%). 
Clearly the AU-modules F(U, Z(D)) and the restriction maps pvsv 
define a sheaf Z’(D). 
The divisor D is principal if and only if 2’(D) is isomorphic to 0,. 
Indeed, if D = (f) and f or an open set U we write fu = f 1 U, then the 
homomorphism 01 - afu is locally an isomorphism, but since it is 
defined globally, it is an isomorphism also globally. Conversely a homo- 
morphism u : Ox4 Y(D) is defined by a section f E r(X, P(D)) C r(X, 53?$) 
and U(OI) = afu for a: E A, , where fu = f 1 U (Grothendieck, “ElC- 
ments,” 0, , 5.1.1). If u is an isomorphism, then we have clearly D = (f ). 
More generally two divisors D and D’ are equivalent, i.e., belong to 
the same divisor class, if,and only if Z(D) and 9(D’) are isomorphic. 
We use the additive notation in the group r(X, 9;/0:) of divisors, 
i.e., if the divisor D is defined by the elements fu E r(X, W,X) and D’ 
is defined by f; then D + D’ is defined by f uf;. It follows that 
S(D + D’) is isomorphic to 9(D) Box Z(D’). Indeed, we have 
r( u, -W))=A.f,, , r(U, z(D’))=Auf;, r(U, g(D + D’))=&.fuf;. 
Since fu and f; are free elements, we have an isomorphism 
Aufu 0 Auf;2 Auf uf ;I which is essentially the canonical isomorphism 
AO,A z A defined by 01 @ fl - +I (Bourbaki, “Algebre,” Chap. III, 
5 1. No. 3, Corr. of Prop. 5). To prove that the collection of these iso- 
morphisms defines globally an isomorphism of sheaves, we have to check 
that for U r) I’ the diagram 
Auf, 0 Auf;- Aufufii 
Avfv 0 Avf; - Avfvf; 
is commutative. But this follows immediately from 
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Next we have g( -0) = Z(D)@:‘-l). Indeed, r( U, Z(D)) = AUfU 
and by definition r( U, Z(D)‘) = r( U, s(D))‘. If D is defined by fu , 
then -D is defined by f 2 and we have to define a natural homomorphism 
(A,fJ'- A.f2. Consider the diagram 
where x is the isomorphism defined by x( 1) = .f, , TV is its transpose, 
k is the identity map and [ is the isomorphism defined by f( 1) = f -;'. 
Then 4 0 i 0 TV is the required homomorphism and it is clearly an iso- 
morphism. It is easy to check that for Y C U these isomorphisms are 
compatible with the restriction maps and therefore we have an isomor- 
phism 9(-D) = 9(D)"(-1). 
We have furthermore Li?(mD) N P'(D)Gm. Thus the properties of the 
group of divisor classes are reflected in the properties of the group of 
equivalence classes of invertible 0,,-Modules Y(D). 
We can also define in the present setting the analogues of the classical 
vector spaces L(D) which also play an important role in the investigations 
of Serre and Grothendieck. We say that D > 0 if the functions fu 
which define it locally have no poles, i.e., if fu E T( U, 0, - (0)). More 
generally D > D' if D - D' > 0. Now given a divisor D the elements 
of L(D) are the principal divisors (g) which satisfy (g) > D. Locally, 
if D is defined by a collection fu E r( U, g$), then the condition (g) > D 
means thatg 1 U = gufu, where g,, has no poles, i.e., g, E A, = T( U, 0,). 
It follows that g 1 U E AUfu = r(U, Z(D)) and thus g E r(X, L?(D)). 
Therefore we have L(D) = T(X,Li?(D)). 
In classical algebraic geometry, if X is a projective variety, then L(D) 
is finite dimensional. We shall prove that if X is “projective” over a 
field K and 9 is a coherent @,-Module, then I’(X, 9) has finite dimen- 
sion over k (see p. 308). 
The modules L(D) are the substitute for the notion of “complete 
linear system” in classical algebraic geometry. Finally let us observe that 
the idea to associate a sheaf P'(D) with every divisor D is just a variant of 
Weil’s idea to associate a line bundle with a divisor (Weil, “Fibre 
Spaces in Algebraic Geometry,” Chicago 1952; Hirzebruch, “Neue 
topologische Methoden in der algebraischen Geometrie,” $ 15.2, p. 111). 
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Special Features of Grothendieck Theory 
The first great advantage of considering an algebraic variety as a ringed 
space is the possibility to use cohomology just as for differentiable or 
analytic manifolds. This, however, was already done by Serre, so that 
in this direction the progress is not very significant. Let us observe that 
Serre had to work with Tech theory, which has the defect that in general 
the cohomology sequence is not exact. He circumvented this difficulty by 
proving that for coherent sheaves the cohomology sequence is exact. 
However, one often needs to consider quasi-coherent sheaves. In 1955, 
Grothendieck introduced his cohomology theory, in which the coho- 
mology sequence is always exact and this solved the difficulties once and 
for all. 
The more characteristic features of Grothendieck’s theory are the 
following. 
A. A Complete Dictionary of Commutative Algebra in Terms of Afine 
Schemata 
To every ring A there corresponds functorially an affine schema 
(Spec(A), A) and to every A-module M an A-Module i@. Thus all 
operations of commutative algebra can be translated into geometric 
terms and algebraic geometry becomes a generalization of commutative 
algebra. In Serre’s theory the rings were finitely generated over a field, 
here they are completely arbitrary (commutative with unit element). 
Thus let A and B be two rings and v : A + B a homomorphism. 
Let M be an A-module, then M @A B can be considered as the B-module 
obtained from M by extending the ring of scalars (cf. Bourbaki, “Al- 
gebre,” Chap. III, $2, No. 1; in this reference A is taken to be a subring 
of B, but this is unnecessarily restrictive). We have a continuous map 
f = %JI : Spec(B) -+ Spec(A) andf *(a) is isomorphic to the B-Module 
(M @A B)- (Grothendieck, “Elements,” 1, 1.6.5). Conversely, if N 
is a B-module, the homomorphism v defines on N a structure of 
A-module, setting a.n = y(a),n for a E A, n E N. Considered as an 
A-module, N will be denoted by N,, (Grothendieck, “Elements,” 
Or, 1.0.2). Then f*(m) is isomorphic to (N,,])- (Grothendieck, “ElC- 
merits,” I, 1.6.3). Hence the operations of extending and restricting the 
ring of scalars are translated into taking the inverse and direct image of 
sheaves. 
607/3/3-2 
250 JEAN DIEUDONNi 
B. Formation of Products 
In the category of preschemata over a preschema S the product of 
two S-preschemata always exists in the sense in which it is defined for 
an arbitrary category (Grothendieck, “Elements,” I, 3.2.6). Given two 
S-preschemata X and Y with structural morphisms v : X --f S, 
~+4 : Y -+ S, there exists a triple (2, p, q), p : 2 -S X, q : 2 -+ Y, such 
that for each S-preschema T and S-morphisms g : T -+ X, h : T + Y, 
such that q~ 0 g = # 0 h, there exists a unique f : T --+ 2 such that the 
diagram 
A\ 
h 
f 
is commutative. The preschema Z is denoted by X x s Y. In the case 
of affine schemata S = Spec(A), X = Spec(B), Y = Spec(C), 
T = Spec(L), the existence of 2 follows by reversing the arrows from 
the commutative diagram 
j’i\ 
0 
where u(b) = b @ 1, V(C) = 1 @ c, r(b @ c) = a(b)p(c) (Grothendieck, 
“Elements,” I, 3.2.2). We say that (2, p, q) is the pull-back of (q, $, S) 
and that (u, a, B @ AC) is the push-up of (A, p, u). 
The direct product of two S-preschemata yields an example of a 
representable functor (Grothendieck, “Elements,” OnI , 8.1.8). Indeed, 
let X and Y be two S-preschemata and let P be the functor from the 
category of S-preschemata into the category Ens of sets which to each 
S-preschema T assigns the set P(T) = {(g, h)} of pairs of S-morphisms 
g:T-+X,h:T+Ysuchthatg,og=$oh,wherecpand$arethe 
structural morphisms ofX and Y. Then there exists a unique S-preschema 
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2 such that P is isomorphic to the natural functor hz, i.e., 
P(T) = h,(T) = Hom(T, 2) f or all T. We say that (Z, p, q) represents 
the functor P. 
The underlying space of X x s Y is in general not the set theoretic 
product of the spaces Xand Y, even in the case when S, X, Y are prime 
spectra of fields. If x E X, y E Y, then there exists a point z E Z for 
which p(z) = x, q(z) = y if and only if q(x) = $( y) (Grothendieck, 
“Elements,” I, 3.4.7). There might, however, exist more than one point 
in Z which projects into (x, y). For instance if S = Spec(k), X = Spec(K) 
and Y = Spec(K’), where K, K, I(’ are fields, then these spectra all 
have one point, but X x s Y = Spec(K Ok K’) has in general more 
than one point. More precisely, if x E X, y E Y are such that s = v(x) = 
~~~~,~~d 44 44 -4 Y) are the residual fields (Os)s/nts, (@r),Jnt, , 
YY m, , then there is a one-to-one correspondence between the points 
x E Z such that p(z) = x, q(z) = y and the set of types of composite 
extensions (Bourbaki, “Algebre,” Chap. VIII, $8, No. 1, def. 1) of K(x) 
and K(Y) considered as extensions of K(S) (Grothendieck, “Elements,” 
I, 3.4.9). On the other hand, the types of composite extensions of K(X) 
and K(Y) are in one-to-one correspondence with the prime ideals of 
K(X) &)K(y) (Bourbaki, “Algebre,” Chap. VIII, 5 8, No. 1, Prop. l), 
hence the points which project into (x, y) are essentially the elements of 
Spec(+) OK(S) K(y)). In the case considered by Serre when X and Y are 
spectra of integral rings finitely generated over an algebraically closed 
field K = K(S), x and y are closed points, hence K(x) = K(Y) = Ik and 
therefore over each (x, y) there lies exactly one point z E Z. In this case 
the underlying set of Z can be identified with the set theoretic product 
of the underlying sets of X and Y, but the Zariski topology on Z is much 
finer than the product topology. 
C. Relativization and Change of Basis 
In Grothendieck’s theory a preschema X is usually given over a second 
preschema S, i.e., with a structural morphism v : X ---f S. A morphism 
f : X -+ Y of two S-preschemata with structural morphisms F : X -+ S, 
# : Y + S is an S-morphism if the diagram 
is commutative (Grothendieck, “Elements,” I, 2.5.2). This corresponds 
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to the notion of A-homomorphisms of two A-algebras B and C where 
we want that the diagram 
should be commutative. Every preschema X is in a unique way a 
preschema over Spec(Z), since for every ring A there exists a homo- 
morphism Z 4 A. 
Each notion has now an absolute and a relative aspect and in particular 
a morphism f : X + Y defines a Y-preschema X. Thus f : X -+ Y is a 
separated morphism if the diagonal morphism dxiy : X -+ X x r X is 
a closed immersion (Grothendieck, “Elements,” I, 5.4.1). We say that X 
is a separated preschema or a schema, if the morphism X + Spec(Z) is 
separated. We shall have similar definitions for affine morphisms, etc. 
Iff: X+ Y andg : Y -+ 2 are morphisms having certain properties, 
one of the important problems of the theory is to determine whether 
g 0 f has the same properties. 
If B is an A-algebra (i.e. we have a homomorphism A -+ B) and 
9 : A -+ A’ is a homomorphism, then B’ = B @A A’ is the At-algebra 
obtained from B by extending the ring of scalars. We have the commu- 
tative diagram 
B-+ B’ = B&&A’ 
t t 
A --‘--+ A’ 
(Bourbaki, “Algebre,” Chap. III, $ 3, No. 4). Similarly if X is an S- 
preschema and q : S’ + S a morphism, then X,,,, = X x s S’ can 
be considered as the S’-preschema obtained from X by extending the 
basic preschema from S to S’. We have the commutative diagram 
XL x(g) = x x ss’ 
f 
1 
f' 
1 
s+ p S' 
where f : X + S is the structural morphism, p and f' the two projection 
morphisms (Grothendieck, “Elements,” I, 3.3.6). Here again the 
question is whether f' will inherit the properties off. For instance if 
f : X + S is a separated morphism, then f' : Xc,,, --t S' is also 
separated (Grothendieck, “Elements,” I, 5.5.1). Conversely, if y : S’ + S 
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is faithfully flat (Grothendieck, “Elements,” Or , 6.7.8) andf’ : XCs$, + S’ 
is separated, then f : X + S is separated (Grothendieck, “Elements,” 
IV, 2.7-l). 
The reduction of a preschema modulo a prime number p, a thing 
which the classical theory never managed to define properly, is just a 
special case of the extension of the basic preschema. Indeed, we have 
a canonical epimorphism Z -+ Z/(p) and hence the commutative 
diagram 
x - X’ 
1 1 
Spec(Z) - SPMmN. 
Many other things can also interpreted as a product. For instance 
let f : X -+ Y be a morphism, 2 a subpreschema of Y. Then X x r 2 
can be considered as the subpreschema f-‘(Z) of X (Grothendieck, 
“Elements,” I, 4.4.1). 
Let (X, 0,) be the affine schema X = Spec(A). For each x E X the 
local ring 0, is a ring of fractions of A and therefore we have a homo- 
morphism A --f 0, . To this homomorphism there corresponds a 
morphism Spec(0,) + X. We say that Spec(U,) is the local schema of X 
at the point x (Grothendieck, “Elements,” I, 2.4.1). The map 
Spec(O,) + X is a homeomor>hism from the underlying topological 
space of Spec(O,) onto the subspace S, of X consisting of the points y 
such that x E {y}, i.e., the generizations of x (Grothendieck, “Elements,” 
I, 2.4.2). Spec(0.J is not a subpreschema of X since S, is exactly the 
opposite of a closed set: S, contains all generizations of x while a closed 
set contains all specializations of its points. In fact S, is the intersection 
of all neighborhoods of x. Since 0, is a local ring, Spec(0,) has only one 
closed point x’ (identified to x) and all other points y’ of Spec(O,) are 
generizations of x’, i.e., 7 x’ E {y }, There is an isomorphism between the 
sheaf of Spec(0.J and the sheaf induced by Or on S, . 
Let f : X --t Y be a morphism, y a point of Y. If K(Y) is the residual 
field of the local ring 0, we have an epimorphism 0, -+ K(Y) and thus a 
morphism of affine schemata Spec(K(y)) ---t Spec(B,). We obtain the 
commutative diagram 
X +-- X X y Spec(O,) - x x Y SP4dY)) 
1 1 1 
Y A Spec( U,) - SPN4Y))* 
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In the bottom row all arrows are homeomorphisms on subspaces. The 
inverse imagef-l(Spec 0,)) as a Spec(Ot,)-preschema will be considered to 
be X x Y Spec(0,). The underlying topological space of X x r Spec(0,) 
is homeomorphic to the topological spacef-l(Spec(Oo,)) and the local rings 
of the two spaces are the same (Grothendieck, “Elements,” I, 3.6.5). 
Similarly the fiber f-‘(y) as a Spec(K(y))-preschema is defined as 
X x y Spec(K(y)). As topological spaces X x y Spec(K(y)) and f-‘(y) 
are homeomorphic (Grothendieck, “Elements,” I, 3.6.2). The local ring 
at a point x of the fiber is (01-l(Uj)z = 0, ge, K(Y) N Oz/myOz . 
D. The Introduction of Nilpotent Elements 
In classical algebraic geometry all rings were integral. In Serre’s 
approach zero divisors were permitted, but the rings were reduced, i.e., 
there were no nilpotent elements. Grothendieck considers completely 
arbitrary commutative rings with unit element. It is important to consider 
nilpotent elements since they introduce themselves naturally. For 
instance Z/( p”) h as nilpotent elements for n > 1 and B Ok C may have 
nilpotent elements even if k, B, C are fields. But the consideration of 
nilpotent elements is also useful. Take for instance the local ring A 
of all infinitely differentiable functions (or of all analytic functions which 
have no poles at the origin). If m is the maximal ideal of A consisting of 
all functions which vanish at the origin, then mz, m3,... are the functions 
whose lst, 2nd,... derivatives vanish at the origin. Thus the study of 
A/mn amounts to the study of the Taylor development of the functions, 
i.e., of their local differential properties. The study of differential 
properties of functions is of paramount importance in algebraic geometry. 
Similarly one can also study the infinitesimal neighborhoods of a fiber 
by considering the local rings 0,/m$!9i, . 
Reduced Preschemata 
(See Grothendieck, “Elements,” I, 5.1.) The nilradical ‘9 = r(0) of 
a ring A is the set of its nilpotent elements. A is reduced if ‘LX = (0). 
For any ring A, the quotient A/% of A module its nilradical is reduced 
(Grothendieck, “Elements,” 0, , 1.1 .l). A preschema (X, OX) is reduced 
if each oz is reduced. We associate now with each preschema a reduced 
preschema. 
Proposition (Grothendieck, “Elements,” I, 5.1.1). Let (X, OX) be a 
preschema, G? a quasi-coherent OX-Algebra. There exists a unique quasi- 
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coherent Ideal .N in 34 such that for each x E X the stalk ACz is the nilradical 
of SYz . If X = Spec(A), 0, = a, S? = i?, then A” = fi, where W is 
the nilradical of B. 
The ideal JI’ is the Nilradical of .9?. The Nilradical of 0, will be 
denoted by J+‘“~ . It determines a closed subpreschema of X (Grothen- 
dieck, “Elements,” I, 4.1.2) which as a topological space is identical 
with X and whose sheaf is S,/JK~ . This closed preschema is therefore 
reduced, it is called the reduced preschema associated with X and denoted 
by Xred (Grothendieck, “Elements,” I, 5.1.3). There exists a canonical 
injection morphismf = (4, 0) : Xred -+ X, where # = 1, is the identity 
map of the underlying topological spaces and 13 : 0, + B,/Jv;, is the 
canonical epimorphism. Xred is the smallest closed subpreschema of X 
having the same underlying space as X and also the only reduced 
subpreschema of X having the same underlying space (Grothendieck, 
“Elements,” I, 5.1.2). 
A preschema (X, 0,) is integral if it is irreducible and reduced 
(Grothendieck, “Elements,” I, 2.1.8). The first condition means that the 
underlying topological space X is irreducible, i.e., the intersection of 
two non-empty open sets is not empty (Grothendieck, “Elements,” 
0, , 2.1.1) and is purely topological. If X is irreducible, then obviously 
Xred is integral. 
A preschema (X, 0,) is integral if and only if for every affine open set 
U the ring r( U, 0,) is integral. Indeed, if every P( U, 0,) is integral, 
then it is in particular reduced and thus X is reduced. Furthermore U 
is irreducible since the affine schema corresponding to the union of two 
disjoint open sets is the sum (Grothendieck, “Elements,” I, 3.1) of two 
affine schemata and a direct sum of two rings always has zero divisors. 
Thus X has a covering by irreducible open sets two of which always 
intersect and hence is itself irreducible (Grothendieck, “Elements,” 
0, , 2.1.4). Conversely, if X is irreducible then U is irreducible and there- 
fore the nilradical of r( U, 0’x) is prime (Grothendieck, “Elements,” 
I, 1.1.13). Since X is reduced, r( U, 0’x) is reduced, i.e., its nilradical 
is (0). Thus (0) is a prime ideal in r( U, 0,) which means that there are 
no zero divisors, i.e., the ring is integral. 
If X is an integral preschema, then for every x E X the local ring 0, 
is integral. A preschema (X, 0,) is locally integral if each point x E X 
has a neighborhood U such that the preschema induced on U by (X, 8,) 
is integral (Grothendieck, “Elements,” I, 2.1 .S). If X is locally noetherian 
(see p. 261 or Grothendieck, “Elements,” I, 6.1 .I), and each 0, is integral, 
then X is locally integral (Grothendieck, “Elements,” I, 6.1.13). 
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Given a morphism of preschemata f = (t,b, 0) : (X, Ox) -+ (Y, 0,) 
there exists a unique morphism fred : XFed ---f Yred such that the diagram 
X 
frea 
red - Yred 
is commutative (Grothendieck, “Elements,” I, 5.1.5). If fred = (#‘, O’), 
then I/ = + and 0’ is the natural homomorphism O,/JI’; -+ #*(Or/Jlrx). 
If X and Y are two S-preschemata, then Xred X S,,d YFed = 
Xred x s Y& (Grothendieck, “Elements,” I, 5.1.7) and (X x s Y&i = 
Ked x S,& Yredred . However, if X and Y are reduced, X x S Y is 
not necessarily reduced, since if A and B are reduced rings A @ B might 
have nilpotent elements (Grothendieck, “Elements,” I, 5.1 .S). 
Proposition (Grothendieck, “Elements,” I, 5.2.1). Let (X, 0,) be a 
preschema and Y a locally closed subspace of the underlying topological 
space of X. Then there exists a unique reduced subpreschema of X whose 
underlying space is Y. 
In general there can exist several subpreschemata having Y as the 
underlying topological space. 
Proposition (Grothendieck, “Elements,” I, 5.2.2). Let X be a 
reduced preschema f : X -+ Y a morphism, Z a closed subpreschema of Y 
such that f(X) C Z and j : Z 
factored in X % Z -k Y. 
---f Y the injection morphism. Then f can be 
Finiteness Conditions 
Most really deep theorems in algebraic geometry require some 
finiteness condition. We shall start with finiteness conditions in algebra. 
There are three important and essentially different cases to consider: 
(1) a finitely generated module over a ring A; 
(2) a finitely generated algebra over a ring A; 
(3) a finitely generated fieid over a subfield K. 
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The meaning of this terminology in each case is the following: 
(1) A module M is finitely generated or of finite type over a ring A 
if there exist elements ci ,..., c, E M such that every x E M can be written 
as x = CL1 olici , 01~ E A. This means that we have an exact sequence 
An--M-O. 
(2) An algebra B is finitely generated or of finite type over a ring A 
if there exist elements ci ,..., c, E B such that every x E B can be written 
as a polynomial x = P(c, ,..., cn) in the ci with coefficients in A. This 
means that we have a surjective homomorphism A[X, ,..., X,] + B. 
(3) A field K is finitely generated over the subfield k if there exist 
elements ci ,..., c, E K such that every element x E K can be written as a 
rational function x = P(c, ,..., c,)/Q(cl ,..., cJ of the ci with coefficients 
in k. 
Now an algebra B over A is in particular a module over A. If B is 
finitely generated over A as a module, we say that B is Jinite over A. 
Clearly if B is finite over A then B is of finite type over A. The converse, 
however, is not true, as shown by the example A[X] which as an algebra 
over A is generated by X and as a module over A by the elements 
1, x, x2,. . .) X”, . . . . 
Definition. An algebra B over A is integral over A if every y E B 
satisfies an equation of integral dependence 
y” + u1y”-1 + ‘.a + a, = 0 
with ai E A (1 < i < n) and leading coefficient 1. 
Theorem. If the algebra B is integral and of jinite type over A then 
it is Jinite. 
Indeed, if ci ,..., c2, is a system of generators of the algebra B and ni 
(1 < i < p) is the degree of the equation of integral dependence 
satisfied by ci , then every x E B is a linear combination of the monomials 
k 
Cl' --* tip, where 0 < ki < n, , since the higher powers of the elements 
ci can be eliminated with the help of the equation of integral dependence. 
A field K can be finitely generated over a subfield k without being a 
finitely generated algebra over k. For instance the field k(X) of rational 
fractions with coefficients in k is generated as a field by X but is not 
finitely generated as an algebra. However, if the field k is an algebra of 
finite type over k, then it is finite over k and indeed an algebraic extension 
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of finite degree of K (p. 260). Obviously if K is an algebra of finite type 
over k, then K is finitely generated over k. 
A (commutative) ring A is noetheriun if every ideal is a finitely gener- 
ated module over A, or equivalently if every increasing chain 
a, c a2 c *.* c a, c a** of ideals becomes stationary, i.e., a, = anfl = . . . 
for some n (ascending chain condition). Hilbert’s basissatz states that 
an algebra of finite type over a noetherian ring is itself noetherian. If 
A is a noetherian ring, M a finitely generated module over A, then every 
submodule of M is also finitely generated. 
A subring of a noetherian ring is not necessarily noetherian. For 
instance the ring K[X, ,..., X, ,... ] of polynomials in infinitely many 
indeterminates is not noetherian but its field of fractions certainly is 
noetherian. The quotient A/a of a noetherian ring A modulo an ideal is 
noetherian. 
The tensor product of two noetherian rings is not necessarily noe- 
therian. For example, if k is an imperfect field, then kp-” oli W” is 
not noetherian. 
A (commutative) ring A is a&&n if given a decreasing chain 
a, 3 a2 3 . . . 1 a, 3 . . . of ideals there exists an index n such that 
Q, = antI = *.* (descending chain condition). Every artinian ring is 
noetherian (Bourbaki, “Algebre,” Chap. VIII, 5 6, No. 5, Corr. 3 of 
Prop. 12). 
An ideal in which every element is nilpotent is called a nilideal 
(Bourbaki, “Algebre,” Chap. VIII, $6, No. 1, def. 1). In a noetherian 
ring every nilideal, and in particular the nilradical, is nilpotent. In an 
artinian ring even the radical ‘% is nilpotent (C. Hopkins), this means 
much more, since the nilradical % is the intersection of all prime ideals, 
while % is the intersection of all maximal ideals (Bourbaki, “Algebre,” 
Chap. VIII, $6, No. 4, Th. 3). 
The quotient A/a of an artinian ring A modulo an ideal a is artinian. 
A subring of an artinian ring is, however, not necessarily artinian, since 
it may even be non noetherian. 
If A is an artinian ring and % = %(A) its radical, then A/% is semi- 
simple (Bourbaki, “Algebre,” Chap. VIII, $6, No. 4, Corr. 3 of Th. 4) 
and hence the direct sum of a finite number of fields (Bourbaki, “Al- 
gebre,” Chap. VIII, $6, No. 4, Prop. 9). 
A ring A is artinian if and only if it is of finite length as an A-module, 
i.e., it has a Jordan-Holder series (Bourbaki, “Algebre,” Chap. VIII, $2, 
No. 1, Prop. 3 and $6, No. 5, Corr. 2 of Prop. 12). A ring is an artinian 
local ring if and only if it is a local ring, its maximal ideal m is nilpotent 
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and it is noetherian. Indeed, if A is local, then m is the radical of A, 
hence if A is artinian, m is nilpotent. Conversely, if m is nilpotent, then 
A has a natural filtration A 3 m 1 m2 3 *** 1 mn = (0). Now, since A 
is noetherian, every mj/mj+l is a finitely generated vector space over 
the field A/m and has therefore finite length. Thus the length of A 
is also finite since it is the sum of the lengths of the mj/rnj+l 
(j = O,..., n - I). 
A (commutative) ring which has only a finite number of maximal 
ideals is said to be semi-local. An artinian semi-local ring is the direct 
product of a finite number of artinian local rings. This follows by lifting 
idempotents from the fact that A/%(A) is the direct sum of a finite 
number of fields and that %(A) is nilpotent. It is not true, however, 
that an arbitrary semi-local ring is the product of local rings. 
In an artinian ring every prime ideal is maximal (Samuel-Zariski, 
“Commutative Algebra,” Vol. I, Chap. IV, $ 2, p. 203). Conversely, 
if A is a noetherian ring in which eerery prime ideal is maximal, then A 
is artinian. In other words, a noetherian ring of dimension zero (p. 242) 
is artinian. (The ring 2, which is noetherian but not artinian, seems to 
contradict this theorem. However, in Z the ideal (0) is prime but not 
maximal). Let us sketch the proof. By Zorn’s lemma every prime ideal 
contains a minimal prime ideal and in a noetherian ring the number of 
minimal prime ideals is finite (p. 262). Let m, ,..., m, be the minimal 
prime ideals of A. Since every prime ideal is maximal, these are the 
only prime ideals in A and the radical and the nilradical of A are both 
equal to % = fi?=r mi . We also have m, + mi = A for i # j. By the 
Chinese remainder theorem A/% is isomorphic to the direct product of 
fields I-I?=1 A/m, . The nilradical % is nilpotent, hence we have the 
filtration A r> 9I 1 ‘9F r) **. 1 !Rk = (0). Now %i/!Ri+r is a module over 
the ring A/% and A/% is artinian since it is the product of a finite number 
of fields (Bourbaki, “Algebre,” Chap. VIII, 5 2, No. 3, Prop. 5). On the 
other hand %j/%j+l is finitely generated, because A is noetherian, hence 
%j/(Jzj+l is of finite length (Bourbaki, “Algebre,” Chap. VIII, $6, No. 5, 
Corr. 1 of Prop. 12). Thus the length of A, which is the sum of the 
lengths of the %jl%j+r, is also finite, hence A is artinian. 
The going-up theorem of Cohen-Seidenberg (proved by Krull in a 
special case). Let A be a commutative ring, p a homomorphism from A 
into another ring B, so that B can be considered as an algebra over A 
and suppose that p is injective. Assume furthermore that B is integral 
over A (p. 257). Then for every prime ideal p in A, there exists a prime 
260 JEAN DIEUDONNI? 
ideal p’ in B such that p-‘(p’) = p (Samuel-Zariski, “Commutative 
Algebra,” Vol. I, Chap. V, 5 2, Th. 3, p. 257). Geometrically this means 
that the associated map “p : Spec(B) -+ Spec(A) is surjective. 
Noether’s Normalization Lemma. Let k be a field, A a k-algebra 
of $nite type, A # (0). Then there exists a system x1 ,..., x, of elements 
in A, algebraically independent over k, such that A is integral over 
A’ = k[x, ,..., xr] (Samuel-Zariski, “Commutative Algebra,” Vol. I, 
Chap. V, $4, Th. 8, p. 266). Since A is ofjnite type and integral over A’, 
it is$nite over A’ (p. 257). 
Let us now see some consequences of these two results. A is a k-algebra 
of finite type, A f (01. 
(I) Let k be the algebraic closure of k. There exist k-homomorphisms 
A -+ k. 
Proof. Since the xi ,..., x, are free, there exists a k-homomorphism 
y : A’ +- k. Let p’ = Ker(v), then Al/p’ is isomorphic to a subring of k 
and hence is an integral ring, i.e., p’ is prime. By the going-up theorem 
there exists a prime ideal p in A such that p n A’ = p’, since A is 
integral over A’. Now A’/p’ is a subring of A/p and Alp is finite over 
A’/p’. It follows that the field of fractions K of A/p is finite over the field 
of fractions of A’/p’ and thus, since k is algebraically closed, there exists 
a homomorphism K--f k extending the map A’/p’ -r R (Bourbaki, 
“Algebre,” Chap. V, 5 4, No. 2, Th. 1). 
(2) Let in be a maximal ideal of A, then the jeld A/m is finite over k. 
In particular, if K is a Jield of jinite type as a ring over k, then taking 
m = (0) we see that K isfinite over k (p. 258). 
Indeed, there exists a k-homomorphism Alin -+ k, which is neces- 
sarily a k-monomorphism. Thus A/m is algebraic over k. Since it is 
finitely generated, it is finite over k (Bourbaki, “Algebre,” Chap. V, 4 3, 
No. 2, Prop. 5). 
(3) Hilbert’s nullstellensatz (p. 235). Let a be an ideal in A’ = 
k[X, ,..., X,], a # A’. There exist elements .$1 ,..., <, E E such that 
P(fl ,.a*, fn)=OforallPEa. 
Proof. Let m be a maximal ideal in A’ such that a C tn. By 1) there 
exists a k-homomorphism y : M -+ k. Set & = v(Xi) for 1 < i < n. 
Then P(5, ,..., .$,) = 0 for all P E m and a fortiori for all P E a. 
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(4) Let A be a finitely generated algebra over the jield k. An element 
x E A is nilpotent if and only iff (x) = 0 for every homomorphism f : A --t 6. 
Proof. If x is nilpotent in A, then f (x) is nilpotent in K and since 
K is a field, f (x) = 0. Conversely suppose that x is not nilpotent in A. 
Then the ring of fractions A, = A[l/x] is not (O} (Grothendieck, 
“Elements,” 0, , 1.2.3). On the other hand A, is a finitely generated 
algebra over k and so satisfies the hypotheses of (l), i.e., there exists a 
k-homomorphism g : A[l/x] --t K. Let h : A ---t A[l/x] be the canonical 
map a - a/l, andf = g o h, thenf (x)g(l/x) = g(x/l)g(l/x) = g(1) = 1 
and thus f (3) # 0. 
(5) Let a be an ideal of A’ = k[X, ,..., X,], a # A’. If Q E A’ 
vanishes for all zeros of a, then Qp E a for some p (p. 235). 
Proof. Consider a homomorphism p : A’/a + k. If ci = p(X,), 
then P(tr ,..., &J = 0 for all P E a and thus by assumption 
Q(S, ,..., L) = 0, i.e. q(Q) = 0. By (4) Q is nilpotent in A’/a, i.e., some 
power of Q belongs to a. 
We now turn to finiteness conditions in the geometric language. 
A preschema (X, 0,) is noetherian if there exists a finite covering of 
X by affine open sets Ui such that each ring r( Ui, 0,) is noetherian. 
A preschema (X, 0,) is locally noetherian if every point x E X has an 
affine open neighborhood U such that r( U, 0,) is a noetherian ring 
(Grothendieck, “Elements,” I, 6.1.1). 
If (X, 0,) is a noetherian preschema then the topological space X is 
noetherian, i.e., if FI 1 F2 r) *a* 1 F, 1 *.a is a descending chain of 
closed sets, then F, = F,,, = -1. for some n (Grothendieck, “Elements,” 
I, 6.1.2). The converse is false, indeed let V be a valuation ring with 
non-discrete valuation v, having for instance R as the group of values. 
Then taking the ideals {x 1 v(x) > } (Y we obtain an infinite ascending 
chain of ideals, i.e. V is not noetherian. However, I’ has exactly two 
prime ideals, (0) and the maximal ideal m = (x / v(x) > O}. Thus 
X = Spec(V) has two points and is a noetherian space. The point a 
corresponding to (0) is open and a generic point, i.e., X = @, the 
point b corresponding to m is closed, i.e., (b) = b. 
An affine schema X = Spec(A) is noetherian if and only if A is 
noetherian (Grothendieck, “Elements,” I, 6.1.3). A subpreschema of a 
noetherian (resp. locally noetherian) preschema is noetherian (resp. 
locally noetherian) (Grothendieck, “Elements,” I, 6.1.4). 
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A noetherian space has only finitely many irreducible components 
(Grothendieck, “Elements,” 0, , 2.2.5). This gives a topological proof 
of the fact that in a noetherian ring there are only finitely many minimal 
prime ideals (p. 259). 
The Nilradical JV~ of a noetherian preschema (X, 0,) is nilpotent 
(Grothendieck, “Elements,” I, 6.1.6). 
Proposition (Grothendieck, “Elements,” I, 6.2.2). Let (X, Ox) be a 
preschema. The following conditions are equivalent: 
(a) X = Spec(A), where A is an artinian ring. 
(b) X is noetherian with a discrete underlying space. 
(c) X is noetherian and the underlying space is TI (Frechet). 
These conditions imply that X is finite and A is the direct sum of a 
finite number of artinian local rings. 
If (X, 0,) satisfies the previous conditions it is said to be an artinian 
preschema. Let us sketch the proof of the implication c) 3 a). Let 
X = (JT=i Ui , where Ui are affine open sets and the r( Ui , 0,) are 
noetherian rings. Clearly Ui is a TI space, hence every prime ideal in 
r( Ui , 0,) is maximal, from where it follows that r( U, , Ox) is an 
artinian ring (p. 259). S ince Ui is quasi-compact it is necessarily finite and 
thus X is a discrete finite set. X = Spec(A) where A is the finite sum of 
artinian local rings. 
Definition (Grothendieck, “Elements,” I, 6.3.1). A morphism 
f : X + Y is of jinite type ;f there exists a covering (V,) of Y by afine 
open sets such that f -'( V,) is the finite union of afine open sets Uai 
such that every ring A( U,& is a finitely generated algebra over A( Vu). 
In this case we also say that X is a preschema of jinite type over Y. 
Theorem (Grothendieck, “Elements,” I, 6.3.3). .f : Spec(B) ---f Spec(A) 
is of Jinite type ;f and only if B is a$nitely generated algebra over A. 
We say that a property P of morphisms f : X -+ Y is local over Y 
when P holds for Y if and only if it holds for every open subpreschema of 
Y. Thus the property ‘f-‘( V,) is the finite union of affine open sets Uui 
such that every A( Uai) is of finite type over A( VJ” is local over Y, i.e., 
the notion of preschema of finite type over Y is local over Y. In particular 
if f : X + Y is of finite type and V is any affine set in Y, then f -l( V) 
is the finite union of affine open sets Vi such that every A( Vi) is of finite 
type over A(V) (Grothendieck, “Elements,” I, 6.3.2). 
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We define similarly the notion of a morphismf : X -+ Y local over X. 
There exist very few properties of morphisms which are local neither 
over Xnor over Y (e.g., projective morphisms, seep. 313), most properties 
are local over Y. 
In the above definition of morphism of finite type it is essential to 
require that for each V, there may exist more than one Uai . For instance 
the projective space P,(K) is of finite type over Spec(k) but it is not 
affine, it can only be covered by finitely many affine open sets (p. 240). 
If the morphism f : X --f Y is of finite type and Y is noetherian 
(resp. locally noetherian) then X is noetherian (resp. locally noetherian) 
(Grothendieck, “Elements,” I, 6.3.7). This is a consequence of the fact 
that the notion of morphism of finite type is local over Y. 
To establish further properties of morphisms of finite type we first 
consider the following general situation (Grothendieck, “ElCments,” 
I, 5.5.12). Let P be a property of morphisms of preschemata and con- 
sider the following propositions: 
(i) Every closed immersion has property P. 
(ii) If f : X-+ Y and g : Y -+ Z have property P, then g 0 f : X-t Z 
has property P. 
(iii) If f : X -+ Y is an S-morphism having property P, then for 
every change of basis S’ -+ S the morphism fcs,, : Xts,) -+ Yes,) has 
property P. 
(iv) If f : X -+ Y and f’ : x’ --f Y’ are S-morphisms having 
property Pthenf x s f’: X x sxI+ Y x sY’hasproperty P. 
(v) If the composition g of of the morphisms f : X -+ V, g : Y ---f Z 
has property P and g is a separated morphism then f has property P. 
(vi) Iff has property P then so has fred . 
If we suppose that propositions (i) and (ii) hold then (iii) and (iv) 
are equivalent. Furthermore (v) and (vi) are consequences of (i), (ii) and 
(iii). 
Indeed, let us assume that (ii) and (iii) are true. The morphism 
fxsf’:XxsXI+Yxs Y’ is the composition of the two morphisms 
f x s 1x1 :Xx,x’+Yx SX’andl,x,f’: Yx,X’-tYx,Y’. 
Now by (iii) the morphisms ftx,, = f x s 1,~ and f iy, = 1, x sf' 
have property P, hence by (ii) also f x s f’ has property P. 
Conversely suppose that (i) and (iv) are true. Since ls, is a closed 
immersion it has property P by (i). Thus if f has property P, by (iv) 
so does fts,, = f x s 1,) . Hence (iii) is true. 
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Let us suppose next that (i), (ii) and (iii) are true. The graph 
I’, : X + X x s Y of an S-morphism ,f : X + Y is defined as 
q : (1, >f)S > i.e., as the unique morphism for which the diagram 
is commutative (Grothendieck, “Elements,” I, 3.3.14). Now letf : X+ Y 
and g : Y + Z be two morphisms. Both X and Y can be considered as 
Z-preschemata with structural morphisms g 0 f and g; furthermore f 
is a Z-morphism. If rf is the graph of f we have the commutative 
diagram 
and in particular we have the factorization 
f:X rf -x xz Y--Q-t Y. 
Let us now assume that g 0 f has Property P and that g is separated. Then 
r, is a closed immersion (Grothendieck, “Elements,” I, 5.4.3) and by (i) 
has property P. On the other hand q : Y x z Y -+ Y can be identified 
with the morphism (gof) x ,1,:X x zY-+Z x zY, since the 
projection Z x z Y + Y is a functorial isomorphism (Grothendieck, 
“Elements,” I, 3.3.3). S ince 1, is a closed immersion and (iv) holds, 
it follows that a has property P and thus by (ii) also f = q 0 rr has 
property P, i.e., (v) is true. 
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Finally let us prove that (vi) is a consequence of (i), (ii) and (iii). 
We have the commutative diagram (p. 256) 
X 
fred 
red - Yred 
1 
c7 
I 
h 
X--fY 
where g and h are closed immersions and thus by (i) have property P. 
Assume that f has property P, then by (ii), f 0 g = h 0 fred has property 
P. But h being a closed immersion is separated (Grothendieck, “ElC- 
ments,” I, 5.5.1) and thus by (v) fred has property P. 
Observe that if we replace Proposition (i) by the following: 
(i’) Every immersion has property P, 
then (i’), (ii) and (iii) imply 
(v’) If the composition g 0 f of the morphisms f : X -+ Y and g : Y + 2 
has property P, then f has property P. 
Indeed, the graph r, of a morphism is an immersion (Grothendieck, 
“Elements,” I, 5.3.11) and thus the above proof applies. 
Let us now consider the case when the property P is “to be of finite 
type” and establish the following 
Propositions. (i) E ver c ose immersion is of finite type. y 1 d 
(ii) Iff: X-t Yandg : Y + Z are of finite type, then g 0 f : X -+ Z 
is of jinite type. 
(iii) !f f : X -+ Y is an S-morphism qf finite type, then for every 
change of basis S’ + S the morphism fts,, : XcSf) -+ Y(s,) is of finite type. 
(iv) Iff:X-+X’andg : Y --t Y’ are S-morphisms of finite type, 
then f x s g is of jinite type. 
(v) If g 0 f is of jinite type and g is separated, then ,f is of finite type. 
(vi) If f is of Jinite type, so is fred . (Grothendieck, “ElCments,” 
I, 6.3.4). 
By the preceding discussion it is sufficient to prove (i), (ii), and (iii). 
(i) Let X be a closed preschema of Y and let f : X --f Y be the 
canonical injection. It is enough to prove that f is of finite type. Let U be 
an affine open set in Y, thenf-l( U) = U n X is closed in 77. If A is 
the ring of U, then U n X = Spec(A/a), where a is an ideal of A. 
Clearly A/a is of finite type over A. In this case even more is true : for 
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every affine open set U the set f-'(U) is an affine open set, i.e., the 
morphism is also affine (see below p. 271, or Grothendieck, “Elements,” 
II, 1). 
(ii) Let U be an affine open set in 2. Then g-‘(U) has a finite 
covering (Vi) by affine open sets, such that each A( Vi) is an algebra of 
finite type over A(U). For every i there is a finite covering (W,$) of 
f-i( Vi) by affine open sets such that A( lVfj) is an algebra of finite type 
over A( Vi). But then the Wij form a finite covering of (g 0 f )-I( U) = 
f-%-‘(U)) cl an each A(Wjj) is of finite type over A(U). 
(iii) It is sufficient to consider the case Y = S, since f : X + Y 
defines X as a Y-preschema, 
-qS’) = X(Ytss,) and fw = it+,) 
(Grothendieck, “Elements,” I, 3.3.9). 
Suppose therefore that we have the diagram 
x 2 X@‘) = x x s S’ 
I1 I’1 
S te S’ 
and assume that-f is of finite type. Let V be an affine open set in S; then 
f-r(V) is the finite union of affine open sets Ui such that each A( Vi) is an 
algebra of finite type over A(V). Let V’ be an affine open set contained 
in g-l(V). Since g 0 f' = f 0 h, the set f ‘-I( V’) is contained in the union 
of the sets h-‘( Ui). N ow the intersection h-I( UJ nf’-l( V’) can be 
identified with Vi x rz V’ (Grothendieck, “Elements,” I, 3.2.7). But 
Ui x r, v’ is an affine schema whose ring is A( Ui) @a(V) A( V’) and 
this is a finitely generated algebra over A( V’). 
Let j : X -+ Y be an immersion morphism. If X is noetherian or Y 
locally noetherian, then j is of finite type (Grothendieck, “Elements,” 
I, 6.3.5). If X is a preschema of finite type over a locally noetherian 
preschema S, then every S-morphism X + Y is of finite type (Grothen- 
dieck, “Elements,” I, 6.3.9). 
Let k be a field. An algebraic preschema over k is a preschema of finite 
type over Spec(k) (Grothendieck, “Elements,” I, 6.4.1). This is quite 
close to the classical notion of variety over a field, except that we do 
not exclude nilpotent elements, do not restrict ourselves to irreducible 
varieties, consider prime ideals besides maximal ones and furthermore 
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do not assume that k is algebraically closed. Explicitly, X is an algebraic 
preschema over K if there exists a finite covering (UJ of X by affine 
open sets such that each A( U,) is a finitely generated k-algebra. 
Theorem (Grothendieck, “Elements,” I, 6.4.2). Let X be an algebraic 
preschema over k. A point x E X is closed if and only if IC(X) is jinite over k. 
For the proof we may assume that X is affine. Its ring A will then be 
a k-algebra of finite type. Suppose first that x is a closed point of X. Then 
j, is a maximal ideal in A and thus A/j, is a field. Since A is of finite 
type over k, A/j, is also of finite type over k, but then (p. 260) 
A/j, is a finite algebraic extension of k. In general IC(X) is the field of 
fractions of A/j, , so that here we have K(X) = A,/j, . Conversely, assume 
that K(X) is a finite algebraic extension of k. The ring A/j, is integral and 
such that k C A/j, C ( ), K x w h ence it follows that A/j, is a field (Bourbaki, 
“Algebre,” Chap. V, 5 3, No. 2, Prop. 3). Thus j, is a maximal ideal 
in A, i.e., x is a closed point. 
Corollary 1. If  X is an algebraic preschema over a $eld k, then the 
set of closed points is dense in X (which explains why Serre could work 
with only the closed points of preschemata). 
Since we know that the closedness of a point x depends only on the 
behavior of K(X), a point will be closed in X if it is closed in some open 
set. The quasi-compact open sets form a basis for the topology of X. 
But a quasi-compact Kolmogoroff space always contains a closed 
point (Grothendieck, “Elements,” 0, , 2.1.3), which proves the assertion. 
The spectrum of a valuation ring shows that the closed points are 
not always dense in a preschema. 
Corollary 2. If X and Y are algebraic preschemata over a field k 
and f : X -+ Y is a morphism, then the image f (x) of a closed point x is 
closed. Indeed, we have a k-monomorphism K( f (x)) -+ K(X) and since K(X) 
is afinite algebraic extension of k, so is K( f (x)). 
This last property also fails to hold in general. Thus if X is againSpec( V) 
(p. 261), then to the natural injection V --t K of I’into its field of fractions 
K there corresponds a morphism Spec(K) -+ Spec( V), which maps the 
unique point Spec(K) onto the open point a and not the closed point b. 
A ring is said to be a Jacobson ring if every prime ideal is the inter- 
section of maximal ideals. Any field and the ring Z are examples of 
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Jacobson rings. On the other hand a local ring of strictly positive 
dimension is never a Jacobson ring. 
Theorem (Grothendieck, “ElCments,” I, 6.4.4). Let X be an algebraic 
preschema over a field k. Then the number of closed points of X is finite ;f 
and only if X is artinian. 
We may suppose that X = Spec(A) and A is a k-algebra of finite type. 
We shall prove below that a k-algebra of finite type is a Jacobson ring. 
Now if there are only finitely many closed points in X, then there are only 
finitely many maximal ideals in A. If a prime ideal is the intersection of 
finitely many prime ideals it is necessarily one of them, hence in A 
every prime ideal is maximal. Furthermore A is noetherian, hence 
(p. 259) A is artinian. 
It remains to prove that a k-algebra A of finite type is a Jacobson ring. 
Let p be a prime ideal in A and x an element not in p. We have to prove 
that there exists a maximal ideal in which contains p but does not contain 
x. The image % of x is not zero in the integral ring A/p and (A/p)[l/x] is 
a finitely generated k-algebra different from (0). By (1) of p. 260 there 
exists a k-homomorphism q : (A/p)[l/~] -+ k. Let m’ = Ker(q) and 
nt” = m’ n (A/p), then nt” is a maximal ideal in A/p. Indeed, if $ is the 
restriction of p to A/p, then k C Im($) C k and thus Im(#) is a field. 
We have x $ nt” since x E nt” would imply x E nt’, i.e., P)(X) = 0, which 
contradicts P,(X) . ~(I/x) = 1. Let m be the inverse image of lit” in A. 
Then nt is a maximal ideal such that p C nt and x 6 m. 
Let us observe finally that there are two important constructions 
which lead to algebras which are not necessarily of finite type. If A is a 
ring and S a multiplicative system, then the ring of fractions S-lA is in 
general not of finite type over A as the example A = Z, S = C{O}, 
S-lA = Q shows. If A is a ring and nt an ideal in A, then the completion 
A of A for the nr-adic topology is in general not of finite type over A. 
Take for instance the ring Z and consider on it the p-adic topology 
defines by the ideal (p), where p is prime. The completion of Z for this 
topology is the ring Z, of p-adic integers which is certainly not of finite 
type over Z because Z is countable and Z, has the power of the con- 
tinuum. The situation is saved, however, by the fact that S-IA is flat 
over A (Grothendieck, “ElCments,” 0, , 6.3.1) and also A^  is flat eve; A 
(Grothendieck, “ElCments,” 01, 7.3.3). This leads to the definition of 
flat morphisms of ringed spaces (Grothendieck, “EMments,” 0, , 6.7.1) 
and it turns out that in many respects flat morphisms behave just as well 
as those of finite type. 
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Direct Image of a Quasi-Coherent Sheaf 
(See Grothendieck, “Elements,” I, 9.2.) Let X and Y be two pre- 
schemata, f : X --f Y a morphism. We want to show by an example 
that if 9 is a quasi-coherent sheaf on X, then its direct image 
f*(S) need not be a quasi-coherent sheaf on Y. Let Y = Spec(Z), 
p a prime number and X = u Spec(Z/pnZ), where the sum is 
taken over all integers n > 1. For every n we have an epimorphism 
yn : Z - Zlp"Z, h ence a morphism f, : Spec(Z/p”Z) --t Y and finally 
a morphism f : X + Y. Since Z/p”Z has exactly one prime ideal, 
namely the ideal generated by the image ofp, each spectrum Spec(Z/pnZ) 
consists of a single point. Furthermore f, maps the single point of 
Spec(Z/p”Z) into the same point of Y, namely the point p which corre- 
sponds to the prime ideal (p) of Z. Let 0, be the structure sheaf of X. Since 
X is the disjoint sum of the Spec(Z/$PZ), we have r(X,U,) = nEz=,(Z/pnZ) 
i.e., a section of 0, over X is an arbitrary sequence (01~ , ap ,..., 01, ,... ), 
where ol, E Z/p”Z. Let U be an open set in Y not containing p. Then 
f-‘(U) = o and thus setting 3 = f*(O,) we have r(U, %) = 
P( f -‘( U), 0,) = 0 (Godement, “Theorie des faisceaux,” 11.1.1, p. 109). 
It follows that for every point y # p of Y the stalk B, is (0). Assume 
now that 3 is quasi-coherent. Then 9 = ii?, where M is the Z-module 
P(Y, 3) = r(X, 0J = ng=i (Z/p”Z) (Grothendieck, “Elements,” I, 
1.4.1). The generic point 71 of Y corresponds to the minimal prime ideal 
(0) of Z and thus the local ring at 9 is the field of fractions Q of Z. 
The stalk gV = M, is then canonically isomorphic to Q @ s M 
(Grothendieck, “Elements,” 0, , 1.2.5) and this last tensor product is 
not zero since M contains elements which are free over Z (Bourbaki, 
“Algebre,” Chap. III, 5 1, Exert. (3)b). Indeed, take 01 = (c~i, 01~ ,..., 01, ... ), 
where 01, is the generator of Z/p”Z. If mol = 0 for m c Z, then ma, = 0 
for all n, i.e., m E 0 (pm) for all n, which is clearly impossible unless 
m = 0. Since 71 # p we have arrived at a contradiction, which proves 
that 9 is not quasi-coherent. 
If X = Spec(A) and Y = Spec(B) are affine schemata and f : X --t Y 
a morphism, then the direct image f*(F) of a quasi-coherent sheaf 9 
on X is quasi-coherent. Indeed, g = ii!? for some A-module M. The 
homomorphism g, : B --t A defines a structure of B-module MI,, on M 
and we have f .+(R’) = (MC,+ (p. 249) which shows that f*(S) is quasi- 
coherent. In the above counterexample X was too far from being affine. 
More generally we have the following 
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Theorem (Grothendieck, “Elements,” I, 9.2.1). Let f : X -+ Y 
be a morphism of preschemata and suppose that there exists a covering (YJ 
of Y by afine open sets such that 
(1) f-‘( YJ is the$nite union of afine open sets Xai ; 
(2) each intersection Xtii n Xtij is quasi-compact. 
Then, ;f 9 is a quasi-coherent O,-Module, its direct image f*(F) is a 
quasi-coherent O,-Module. 
Since the question is local over Y (p. 262) we may assume that Y = Y, 
and drop the indices 01. 
(a) Suppose first that the intersections Xi n Xi are affine open sets. 
This is stronger then condition (2) which requires only that Xi n Xj 
can be covered by a finite number of affine open sets. Thus for instance 
the complement in the plane of the origin is quasi-compact but not affine. 
We shall embed f.+(F) in an exact sequence 0 -+ f.+(F) -+ 3 + 2, 
where the 0,-Modules 3 and x are quasi-coherent. It will then follow 
that f.+.(F) is quasi-coherent. Set sd = 9 1 Xi , P& = 9 j Xi n Xj , 
9; = f.&), P’ii = f.&Q. Th en, by the remark just made gi and Fillj 
are quasi-coherent. Define 3 = oi 9: , Z = @i,j 9; . These 
sheaves are quasi-coherent as direct sums of quasi-coherent sheaves. 
To define a homomorphism u : 9 -+ 3y? let W be an open set in Y. 
We have to define a homomorphism Bi r( IV, ,Fi) + & r( IV, ,P;), 
i.e., a homomorphism uw : @i r(f-‘( w), Fi) - Oi,j r(f-‘( w), &j>. 
Let si E r(‘-r(W), 3$ and denote by silj the restriction of si to 
f-‘(IV) n Xi n Xi . Then we set U&(Q)) = (si:j - sj ,J. Clearly the uw 
define a homomorphism u. We write 2 = Ker(u) and define the homo- 
morphism v : f*(F) -+ 9 as follows. Given an open set W in Y, 
let s E r( W, f*(F)) = r(f-‘( W), 9). Let si = s If-i(W) n Xi ; then 
v(s) = (si) E oi T( W, 9:). Clearly v(s) E g’, since si ,j - sj ,( = sij - sji = 
0, where sii = s /f-i(W) n Xi n -Yj . To prove that ZJ is an isomorphism 
one has to check that it is both injective and surjective, but this is an 
immediate consequence of the two sheaf axioms(F1) and (F2) (Godement 
“Theorie des faisceaux,” II, 1.1, p. 109). 
(b) In the general case, if we want to repeat the construction of part 
(a), it will not be clear a priori that x is quasi-coherent. But Xi n Xj = 
Uk Xijk Y where the Xijk are affine open sets and since we are in a schema, 
their intersections will also affine open sets (Grothendieck, “Elements,” 
I, 5.5.6). Applying part (a) of the proof to the sets Xi n Xi , we see that 
3 is quasi-coherent. 
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Affbe Morphisms 
(See Grothendieck, “Elements,” II, 1). The notion of affine morphism 
is a relativization of that of affine schema. A morphism f : X --f Y is 
afine if for every affine open set V in Y the open set f -‘( V) in X is 
affine (Grothendieck, “Elements,” II, 1.6.1). If X and Y are affine 
schemata, then every morphism f : X -+ Y is affine. If the morphism 
f : X -+ Y is affine, we also say that X is an affine preschema over Y 
(Grothendieck, “Elements,” II, 1.2.1). An affine preschema over Y 
is separated over Y, i.e., a Y-schema (Grothendieck, “Elements,” 
II, 1.2.4). 
Let us observe that both the concept of an affine morphism and that of 
morphism of finite type are strengthenings of that of a quasi-compact 
morphism (Grothendieck, “Elements,” I, 6.6.1). Indeed, f : X + Y 
is quasi-compact if for every affine open set I’ in Y, the set f -‘( V) can 
be covered by finitely many affine open sets Ui . It is of finite type if 
furthermore each A( U,) is of finite type over A(V). It is affine, iff-l( V) 
itself is already affine. 
If property P is taken to mean that f is an affine morphism, then 
Propositions (i)-(vi) of p. 263 hold (Grothendieck, “Elements,” II, 1.6.2). 
If Y = Spec(A) is an affine schema and f : X -+ Y an affine morphism, 
then X = Spec(B) f or some A-algebra 3. More generally, if Y is a 
preschema and f : X -+ Y an affine morphism, we can cover Y by afIine 
open sets Y, ; if Y, = Spec(A,) then f -‘( Y,) = Spec(B,), where B, 
is an A,-algebra. Gluing together the sheaves 2, we obtain 0, and 
gluing together the sheaves B, we obtain an LO,-Algebra 9. Thus we 
are led to the following 
Theorem (Grothendieck, “Elements,” II, 1.2.6 and 1.3.1). Let Y be 
a preschema. There is a one-to-one correspondence between the quasi-coherent 
C&-Algebras and the a&e preschemata over Y. 
Indeed, if Xis affine over Y, then the conditions of the theorem of p. 270 
are satisfied and thus f*(Ox) is a quasi-coherent Ur-Algebra. Conversely, 
given a quasi-coherent O,-Algebra g, consider a covering (YJ of Y 
by atIine open sets and take A, = r( Y, , O,), B, = I’(Y= , &Q, 
X, = Spec(B,). The homomorphism A, -+ B, gives a morphism 
f. : X, + Y, . There is a canonical isomorphism between the ringed 
spaces f ;‘( Y, n Ys) and f ;l( Y, n Y,) and these isomorphisms satisfy 
the cocycle condition (Grothendieck, “Elements,” Or , 3.3.1). Thus the 
affine schemata X, can be glued together (Grothendieck, “Elements,” 
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I, 2.3.1) to give an affine preschema X over Y such that f.+.(O,) = a. 
The Y-schema X just constructed will be called the Y-schema 
associated to the or-Algebra g and denoted by X = Spec(.g). 
If g is a quasi-coherent L”,-Algebra and J& a quasi-coherent &?- 
Module, then on X = Spec(g) there exists a unique Cox-Module 
denoted by J#, for whichf,(&) = &?, wheref : X ---f Y (Grothendieck, 
“ElCments,” II, 1.4.3). 
Let 2 be a preschema and X = Spec(B) an affine schema. Then the 
morphisms Z--f X are in one-to-one correspondence with the homo- 
morphisms B --+ r(Z, 0=) (Grothendieck, “ElCments,” I, 2.2.4). This 
generalizes as follows. Let 2 be a Y-preschema with structural morphism 
g : 2 -+ Y. Let X = Spec($) be an affine Y-schema. Then the mor- 
phisms Z -+ X are in one-to-one correspondence with the O,-homo- 
morphisms of Algebras g --j g.J0=) (Grothendieck, “ElCments,” II, 
1.2.7). 
Let X be an affine preschema over Y. Then X is of finite type over Y 
(p. 262) if and only if f.+(lQx) = a is an 0,-Algebra of finite type, i.e., 
for every y E Y there exists an affine open neighborhood U of y such 
that F( U, g) is an algebra of finite type over F( U, 0,) (Grothendieck, 
“ElCments,” I, 9.6.2 and II, 1.3.7). 
As an important example of affine morphisms we shall discuss vector 
bundles over a preschema (Grothendieck, “ElCments,” II, 1.7). Let K 
be a field and F2[X, ,..., XJ the ring of polynomials in n indeterminates 
over K. The affine schema Spec(k[X, ,..., X,]) is called the affine n-space 
or the n-dimensional vector space over R. Of course Spec(R[X, ,..., X,]) 
has enormously more points than the usual affine n-space consisting of 
n-tuples of elements of K. If K is algebraically closed, then the points of 
the usual affine n-space correspond to the maximal ideals of R[X, ,..., X,], 
but if K is not algebraically closed, even this is not true. Thus the 
maximal ideal generated by X2 + 1 in R[X] does not correspond to 
a point on R but to the two points fi in C. 
Let Y be a preschema. We want to define a morphism f : X + Y 
such that for each y E Y the fiber f-I( y) should be an affine n-space over 
K(Y) (see p. 254). This will be a generalization of the usual notion of vector 
bundle (Hirzebruch, “Neue topologische Methoden in der algebraischen 
Geometrie,” $3.5, p. 48). 
We first recall the notion of a symmetric algebra over a module (Bour- 
baki, “Algkbre,” Chap. IV, 5 1, Exert. 2, or Chap. III (2nd ed.), 5 8). 
Let (1 be a ring and &l a module over fl. Intuitively, w-e want to define 
an algebra whose elements are linear combinations of monomials 
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34x2 *** x, in elements of M, where the multiplication is assumed to be 
commutative. To obtain a correct definition, consider the tensor algebra 
T(M) = O,“=o T,(M) over M generated by the tensor products 
x1 @ x2 @ a** @ x, (Bourbaki, “Algebre,” Chap. III, $4, No. 6 or 
Chap. III (2nd ed.), $4). Let 3 be the ideal in T(M) generated by the 
elements of the form x @y - y @x for x, y in M. The quotient algebra 
T(M)/3 will be called the symmetric algebra over M and denoted by S(M). 
The elements of the form xi @ *** O(XiOYi-YYiOXi)O’.‘OXn-1 
span the subspace 3, = 3 n T,(M) of T,(M). It follows that S(M) 
is a graded algebra, S(M) = @zzo S,(M), where S,(M) = T,(M)/& . 
Since 3, = (0) for 1z = 0 and 1, S,(M) can be identified with (1 and 
S,(M) with M. It can happen that all S,(M) = (0) for n 3 2, but if M 
is a free module with a basis having p elements, then S(M) is isomorphic 
to A[X, )...) X,]. 
If M 4 N is a /l-linear map, then we have a homomorphism of 
algebras S(M) -+ S(N) such that the diagram 
M-N 
1 1 
SW) - SW) 
is commutative, i.e., M - S(M) is a covariant functor. The symmetric 
algebra has a universal property similar to that of the tensor algebra. 
Indeed, if v : M -+ T(M) is the canonical injection, then for any linear 
map u : M + B into a A-algebra B, there exists a unique homomorphism 
z1 : T(M) --+ B of algebras such that the diagram 
M ---2--, B 
is commutative and this property characterizes the tensor algebra. 
Similarly if (z : M -+ S(M) is the canonical injection, then for any 
linear map u : M + B into a commutative A-algebra B there exists 
a unique homomorphism v : S(M) + B of algebras such that the 
diagram 
M “-B 
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is commutative and this property characterizes the symmetric 
algebra. 
A similar definition can be given for sheaves of modules. Let (Y, 0r) 
be a ringed space and let g be an 0,-Module on Y. We define a graded 
Or-Algebra S(9) by associating to every open set U C Y the symmetric 
algebra S(r(U, 9)) of the r( U, O,)-module r( U, 9). Since S(M) is 
a covariant functor of M, these algebras define a presheaf and S(B) 
will be the associated sheaf. S(9) h as a universal property analogous 
to that of the symmetric algebra. For any homomorphism u : 5 -+ a 
of @,-Modules into a commutative Or-Algebra g there exists a unique 
homomorphism of Or-Algebras ZI : S(9) ---t a such that the diagram 
is commutative. 
Let now (Y, Lay) be a preschema and B a quasi-coherent @,-Module. 
Then S(d) is a quasi-coherent @,-Algebra (Grothendieck, “Elements,” 
II, 1.7.7), to which (p. 271) there corresponds an affine preschema 
Spec(S(8)) over Y. We shall denote this Y-schema by V(B) and call 
it the vector bundle on Y defined by the sheaf 8. Let us list a few 
properties of V(g). 
(1) If d is an Or-Module of finite type, then V(8) is of finite type 
over Y. 
(2) If d and 9 are quasi-coherent @,-Modules then V(& @ 9) 
can be identified canonically with V(6) x r V(9). 
(3) If g : Y’ ---f Y is an extension of basis and d a quasi-coherent 
Or-Module, then V(g*(b)) can be identified canonically with V(a),,,, = 
V(&) x r Y’. In particular we have the commutative diagram 
vm - wg*ko 
1 1 
Y< g Y’. 
This corresponds to the familiar operation of pulling back a fiber space 
over a new basis by a continuous map (Steenrod, “The Topology of 
Fibre Bundles,” 5 10, p. 47). 
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(4) A surjective homomorphism of quasi-coherent @,-Modules 
d --f 9 defines a closed immersion V(P) --+ V(8). This follows from 
the fact that the corresponding homomorphism of Or-Algebras 
S(8) -P S(9) is then also surjective and its kernel defines an Ideal in 
v’). 
(5) Let Y be a noetherian preschema. Then any affine preschema 
over Y which is of finite type over Y is isomorphic to a closed sub- 
preschema of some VT, where V”, = Spec(S(QT)). 
We want to stress the important fact that the object V(&) represents 
a representable functor. Let X be a preschema over Y with structural 
morphism g and consider all Y-morphisms X ---t V(g), i.e., all mor- 
phismsf for which the diagram 
is commutative. The morphisms f correspond, in a one-to-one way, to 
homomorphisms S(b) --t g,(8,) of Or-Algebras (p. 272) and to each 
such homomorphism corresponds uniquely a homomorphism of Or- 
Modules d -+g,(O,) so that the diagram 
S(d) -g*(G) 
2/ d 
is commutative. Fixing Y and 6 we obtain thus a functor F : X -F(X) = 
Homoy(~~ g*(Bx)) f rom the category of Y-preschemata into the category 
Ens of sets (cf. p. 240). Of course one should also define for every Y- 
morphism u : X -+ X a map F(u) : F(X) -+ F(X’) and check that it 
satisfies the requirements, but this is trivial. 
Let now in general F be a contravariant functor from an arbitrary 
category C into the category Ens. We say that F is representable if there 
exists a fixed object Y E C such that F(X) = Mor(X, Y) for every 
X E C. Of course to the map F(u) : F(X) -+ F(X’) there should corre- 
spond the natural map Mor(X, Y) -+ Mor(X’, Y) defined by u : x’ -+ X. 
We say that Y represents the functor F. It is unique up to isomorphism. 
Let us go back to our functor F : X -+ Homoy(b, g*(O,)). By our 
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previous discussion HomOy(b, g.+(Ox)) = Hom,(X, V(G)), which ex- 
presses the fact that V(8) represents the functor F. This property of V(&) 
is shared by many other important objects we shall introduce later. 
Projective schemata, the schemata corresponding to Chow coordinates 
(Hilbert schemata), Picard schemata all represent representable functors. 
In the classical theory of fiber bundles X over a topological space Y 
one considers the sections over an open set U of Y, i.e., maps s : U -+ X 
which composed with the projection p : X -+ Y give the identity. 
The various sets F( U, X) of sections of X over open subsets U of Y 
define the sheaf of germs of sections of X, which plays a very important 
role in the theory of fiber bundles. 
In the case of a vector bundle V(8) on a preschema Y defined by a 
quasi-coherent (Or-Algebra 8, a section over an open set U of Y is 
simply a Y-morphism s : U -+ V(&). If j is the canonical injection, 
then the diagram 
u -_s___f V(8) 
?I/ 
Y 
will be commutative and the maps of the underlying spaces satisfy the 
condition p(s(y)) = y f or all y E U. Thus the set of sections over U is 
Hom,( U, V(8)) and, by what we have seen before, this is equal to 
Hom,r(6,0,] U) = T(U, 8) (p. 245), since j,(O,) = Or 1 U. Thus 
the sheaf of germs of sections of V(8) is d (and not B itself, as in 
the classical theory). If 8 = O’“y , then of course t” and d can be iden- 
tified, however not canonically. In general the sheaf B need not be free 
or even locally free, i.e., we do not impose a local triviality condition on 
our vector bundles. 
By definition (p. 254) the fiber of V(8) above a pointy E Y is f-‘(y) = 
V(G) x y Spec(K(y)) = V(g*(G)), where g is the morphism 
Spec(K(y)) -+ Y defined on p. .254. Now g*(b) = G,/tn,G, is a vector 
space over K(Y) and the fiber f-‘(y) is V(&U/nt,&U). In particular if 
8Jm,8U is finite dimensional then it is of the form 0; and S(@$) is 
isomorphic to a ring of polynomials. In this case the fiber V(OF) = 
Spec(S(Ot)) is an affine n-space in the sense defined at the beginning. 
As the next important examples of affine morphisms we introduce 
integral and finite morphisms (Grothendieck, “Elements,” II, 6). The 
notion of an algebra B integral or finite over a ring A was introduced on 
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p. 257 and we proved that if B is integral and of finite type over A then 
it is finite (p. 257). Conversely, if B is finite over A, then it is integral 
over A. Indeed, every element x E B can be written in the form 
x = Cy=l cYici ) ci E B and, in particular, we have xci = ET-i cziici , 
i.e., C%i ($x - olii)ci = 0, where aji is the Kronecker symbol. Writing 
A = det(&x - +J, we obtain Aci = 0 for 1 < i < n and thus 
Ay = 0 for all y E B and in particular A = A . 1 = 0. But A = 0 is 
clearly an equation of integral dependence for x. 
Let f : X --t Y be a morphism of preschemata. We say that f is 
integral if for every affine open set U in Y, the set f -l( U) is affine and the 
ring r(f-'(U), 0,) is integral over r( U, 0,). In this case we also say 
that X is an integral preschema over Y. Similarly f is jinite if for every 
affine open set U in Y, the set f-‘(U) is affine and r( f -'( U), 0,) is 
finite over F( Y, 0,). In this case X is said to be a finite preschema over Y 
(Grothendieck, “Elements,” II, 6.1-l). 
Clearly a finite morphism is integral and an integral morphism is 
affine. The notion of finite morphism is much stronger than that of 
finite type (p. 262): we require that I’ = f-'(U) itself be affine and not 
only the union of affine open sets and furthermore we require that A(V) 
be finite and not only of finite type over A(U). There is an intermediate 
concept, where for each open set U in Y the set f -l( U) is the finite union 
of affine open sets Vi such that each ring A(V,) is finite over A(U). To 
construct an example let us consider the polynomial rings K[s, , tl], 
Kb2 7 2 t ] over the field K, and the affine planes Xi = Spec(K[s, , ti]), 
X2 = Spec(K[s a , t2]) (p. 272). Set U,, = D(s,) u D(tl) C Xi and 
U,, = D(s,) u D(t2) C X, . The closed points of U,, or of U,, corre- 
spond to the complement of the origin of the usual plane. Now let 
u12 : u21 - u12 be the restriction to U,, of the isomorphism X, + X1 
corresponding to the isomorphism of rings which to the polynomial 
P(s, , tl) associates the polynomial P(s, , t2). Since the cocycle 
condition is vacuously satisfied, we can glue together X, and X, along 
U,, and U,, and obtain a preschema X. Intuitively this corresponds 
to the gluing together two planes along the complements of their origins 
and therefore we refer to X as the affine plane over K with double point at 
the origin(Grothendieck, “Elkments,“I, 5.5.11).X is not an affine schema 
and is not separated over K, but it is the union of two affine schemata 
corresponding to Xi and X, . If f : X --t Y is the natural morphism 
of X onto the affine plane Y over K, then f-‘(Y) = X is not affine but 
the union of two affine open sets whose rings are identical with that of Y. 
An affine morphism f : X ---t Y is integral (resp. finite) if and only 
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if the Algebra g = f.+(Ox) . is integral (resp. finite) over 0, , i.e., if for 
every affine open set U C Y the algebra r( U, 9) is integral (resp. finite) 
over r( U, 0,) (Grothendieck, “Elements,” II, 6.1.2). Propositions 
(i)-(vi) of p. 263 are true for the properties of being integral or finite 
(Grothendieck, “Elements,” II, 6.1.5). 
If f : X -+ Y is an integral morphism then f is closed, i.e. the image 
of every closed set is closed (Grothendieck, “Elements,” II, 6.1.10). 
In this theorem a ring theoretical property implies a topological one. 
We shall prove it with the help of several reductions and using Propo- 
sitions (i), (ii), (v), and (vi) of p. 263. 
(a) It is enough to prove thatf(X) is closed in Y. Indeed, suppose 
that this is true and let 2 be a closed subset of X. There exists a unique 
reduced subpreschema of X whose underlying space is Z (p. 256). 
Ifj : 2 --t X is the injection morphism, then by (i) it is integral and by 
(ii) the morphism f 0 j : 2 --f Y is integral. Hence by our assumption 
f(2) is closed in Y. 
(b) We may assume that X and Y are both reduced. Indeed, if .f 
is integral, then by ( vi so is fred . But as continuous maps of topological ) 
spaces f andfred are the same (p. 256). 
(c) It is enough to prove the theorem for the case whenf(X) is 
dense in Y, i.e.,.f(X) = Y. Indeed, set 2 = f(X). There exists a unique 
reduced subpreschema of Y whose underlying space is Z. Since X is 
reduced and ,f(X) C Z, we have the factorization f : X A Z L Y, where 
j is the injection morphism (p. 256). Since j 0 g = f is integral and j a 
closed immersion, by (v) g is also integral. Hence f(X) is closed in Z 
and thus also closed in Y. 
(d) Finally we may assume that X and Y are affine. Indeed, since 
a set in Y is closed if its intersections with affine open sets are closed, 
we may suppose that Y is an affine schema. But then, by the definition 
of an integral morphism, X = f -I( Y) is also affine. 
Thus we have to prove that if X = Spec(B), Y = Spec(A), where A 
and B are reduced rings, and f : X + Y is such that f(X) = Y, then 
f(X) = Y. Let y : A + B be the ring homomorphism corresponding 
to f, i.e., such that f = av. In general f(X) = Y means that every 
element of Ker(q) is nilpotent (Grothendieck, “Elements,” I, 1.2.7). 
Since A is reduced, we have Ker(q) = (0), i.e. y is injective. By the 
Cohen-Seidenberg going-up theorem (p. 259) f is surjective. 
We say that a morphism f : X -+ Y is universally closed, if for any 
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extension of basis Y’ --t Y the morphismfc,,, : Xcr,) = X x y Y’ + Y 
is closed. An integral morphism is universally closed. This is an imme- 
diate consequence of proposition(iii) of p. 263 and of the previous theorem. 
Let f : X ---f Y be a finite morphism. Then for every y E Y the fiber 
f-‘(y) is discrete and finite (Grothendieck, “Elkments,” II, 6.1.7), 
i.e., X is a covering (revetement) of Y in the classical sense. Indeed, as 
a preschema f-‘(y) is identified with X x ,, Spec(K(y)) (p. 254) and by 
(iii) this is finite over Spec(K(y)). It follows that f-‘(y) is an affine 
schema whose ring is a finitely generated module over the field K(Y) 
and is therefore artinian. The conclusion follows from the definition of 
an artinian preschema (p. 262). 
The converse is trivially false. Let K be an extenson of infinite degree 
of transcendence of the field K. Then the fiber of Spec(K) over the 
unique point of Spec(K) is the unique point of Spec(K) and is therefore 
discrete and finite. The morphism Spec(K) --t Spec(K) is, however, 
not finite, since K is not finite over lz. But even if we make the additional 
assumption that f : X -+ Y is of finite type it does not follow from the 
fact that the fibers are discrete and finite that f is finite. Indeed, if X 
is the affine plane over K with double point at the origin (p. 277), Y the 
affine plane, then the natural morphism X --+ Y is of finite type and for 
every y E Y the fiber f-‘(y) is discrete with one or two points, but f 
is not finite, sincef-l( Y) = X is not affine. 
The notion of an integral morphism is closely related to the important 
normalization process. If A and B are two rings such that A C B, the 
integraE closure of A in B is the set of all elements of B which are 
integral over A. It is the greatest ring intermediate between A and B 
which is integral over A (p. 257). If A is an integral ring, then its integral 
closure in its field of fractions K is simply referred to as the integral 
closure A’ of A. If A = A’ then A is said to be integrally closed. 
Similarly let X be a ringed space and a an Ox-Algebra. A section 
f E r(X, 98) is said to be integral over 0, if the following two equivalent 
conditions are satisfied: 
(a) For every x E X there exists a neighborhood U such that the 
restriction off to U is an element of the ring P( U, g) which is integral 
over r( U, 0,). 
(b) For every x E X the element f, E &?% is integral over 8, (Grothen- 
dieck, “Elhments,” I&6.3.1). Clearly (a) implies (b). Conversely if we have 
an equation of integral dependence fg + (a&f ,“-‘.+ --* + (a,), = 0, 
where the a, (1 < i < n) are sections of 0, defined in a neighborhood V of 
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x, then by a fundamental property of sheaves, there exists a neighborhood 
UC Vofxsuchthat(f) U)m + (ai ( U)(fl U)n-l + .** + (a,1 U)=O. 
Given an O,-Algebra g we define a sub-ox-Algebra &’ of B by taking 
for stalks &j. the integral closure of 8, in gz . Equivalently we can define 
&’ by the presheaf formed by the sets r( U, &‘) of sections of .g over U 
integral over cOx 1 Li. The Ox-Algebra .&’ is called the integral closure 
of 0, in B (Grothendieck, “Elements,” II, 6.3.2). If X = Spec(A), 
g = B, then the integral closure of A” in a is A’, where A’ is the 
integral closure of A in B (Grothendieck, “Elements,” II, 6.3.4). 
Let now Y be a preschema, .g a quasi-coherent Or-Algebra and 
X = Spec(g). Th e p reschema Y’ = Spec(&“), where &’ is the integral 
closure of 9, in .9?, is called the integral closure of Y with respect to 9 
(or to X) (Grothendieck, “Elements,” II, 6.3.4). To the injection 
homomorphisms Lay -+ &’ + .B there correspond morphisms 
x + Y’ + Y. 
If X is an arbitrary integral preschema then for every affine open set U 
the ring r( U, 0,) is integral (p. 255) and we can consider the integral 
closure of 0, in the sheaf of rational fractions g’x on X (p. 244). The 
integral closure X’ of X with respect to d, is called the normalization 
of X. More generally, if X is a reduced preschema (p. 254) the normaliza- 
tion X’ of X corresponds to the integral closure of 0, in its total ring of 
fractions. If X is integral, then X’ is integral and the morphism X’ + X 
is birational (Grothendieck, “Elements,” I, 2.2.9), i.e., the generic 
points 5’ of x’ and f of X correspond to each other and the residual 
fields K(<) and I are the same (Grothendieck, “Elements,” II, 6.3.8). 
Normalization is a desingularization process. Some bad features of X 
disappear if we pass from X to its normalized preschema X’. For curves 
the normalization process makes the singularities disappear completely, 
in general the singularities of codimension 1 will disappear. In the 
normalized variety X’ the irreducible components of X may split. 
As an example consider the cubic X(X2 + Y”) + (X2 - Y”) = 0 
which has a double point at the origin. The ring associated to this curve 
is A = K[X, Y]/(X(X” + Y”) + (X2 - Y”)) (p. 236) and the maximal 
ideal corresponding to the point (0, 0) is m = (X) + (Y) taken modulo 
the ideal generated by X(X2 + Y”) + (X2 - Y”). If [ and 7 denote the 
images of X and Y in A, then we have A = K[t, 71, where 5 and 7 
satisfy the relation 
(*I iv2 + r17 + (P - 77 = 0, 
and m = (5) + (71). T o make computations easier we consider the local 
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ring A,, i.e., instead of the original curve we consider the local schema 
at the origin. Furthermore we suppose that K is algebraically closed. 
A,,, is the ring formed by all expressions P(t, v)/Q(e, q), where P, Q are 
polynomials and Q(0, 0) # 0. The ring A, is not integrally closed. 
Indeed, let E be the field of fractions of A,,, , then t = v/f E E, t $ A,,, 
but t is integral over A, since dividing through (*) by f2 we get after 
some simplifications the equation of integral dependence 
t2 + : r ; -= 0. 
The integral closure of A,,, is formed by all elements R(t)/&‘(t), where 
R, S are polynomials and S(* 1) # 0. Indeed, let A’ be the integral 
closure of A and let A” be the ring formed by all elements R(t)/S(t), 
where S( f 1) # 0. Since 
4= 
t2 - 1 
t2’ 7 = t5, 
we have t, 7 E A” and thus A, C A”. Furthermore A” is the ring of 
fractions of the polynomial ring K[t] with respect to the multiplicative 
system of polynomials S(t) such that S(f 1) # 0. Hence A” is integrally 
closed (Samuel-Zariski, “Commutative Algebra,” Vol. I, Chap. V, 4 3, 
Examples 1 and 2, p. 261) an d we have A’ C A”. But t - a is invertible 
inA’foraEK,a#flsince 
5+1 (t - a)(t + a) = t2 - a2 = - 
1-E 
_ a2 = 1 - a2 + -31 + a2) 
l-6 * 
6071313-3 
282 JEAN DIELJDONNB 
Hence (t - u)-l E A’ and since K is supposed to be algebraically closed 
we have R(t)/S(t) E A’, i.e., A” C A’. Thus A’ = A”. 
The elements t - 1 and t + 1 are not invertible in A’ and thus they 
generate two maximal ideals m’ = (t - 1)A’ and m” = (t + 1)A’ 
lying above nt, i.e., m’ n A,,, = m and nt” n A,,, = nt. In other words, 
the schema Spec(A’) has two points lying above the point .$ = 0, 
71 = 0 of our original curve and these two points correspond to the 
“parameter values” t = k 1. If we had applied the same procedure to 
the ring A itself instead of the local ring A,,, , we would have obtained 
a twisted cubic in 3-space lying above the original curve and having no 
double points. 
As another example, consider the curve Y2 - X3 = 0 having a cusp 
at (0, 0). The ring associated to the curve is A = K[X, Y]/(X3 - Y2) = 
K[t, ~1, where t3 = 7 2. The element t = q/f of the field of fractions 
of A does not belong to A but is integral over A since it satisfies the 
equation of integral dependence t2 = f. The integral closure of A is 
the polynomial ring A’ = K(t). Indeed, it contains A since [ = t2, 
7 = t3 and is integrally closed as a polynomial ring. Thus the normalized 
curve Spec(A’) is a straight line. 
X 
We have an injection A = K[f, 71 + A’ = K[t] defined by 5 + t2, 
7 ---t t3 to which there corresponds a morphismf : X’ = Spec(A’) + X = 
Spec(A). Th e p oint x E X corresponding to the point 4 = 0, 17 = 0 of 
the curve is determined by the maximal ideal tn, = (5) + (7) of A. 
The fiber x’ = f-‘(x) above the point x is a one point preschema corre- 
sponding to the maximal ideal nt,, = (t) of A’, which satisfies 
m, = nt,’ n A. Since mxA’ = (t2) + (t3), we have nti, C nt,A’. Thus 
ALGEBRAIC GEOMETRY 283 
the local ring O,~/nt,O,~ at the unique point x’ of the fiber (p. 254) has 
nilpotent elements since (m,,/mZO,,)z = (0). This singular behavior of 
the morphism reflects the singularity of the original curve at E = v = 0. 
Cohomology of Affine Schemata 
(See Grothendieck, “Elements,” III, 1). Let X be a preschema and 9 
a quasi-coherent @,-Module. We pose the problem to compute the 
Grothendieck cohomology groups Hp(X, 9) using, if possible, the Tech 
cohomology groups @(X, 9) (Hirzebruch, “Neue topologische Metho- 
den in der algebraischen Geometrie,” $2.6, p. 27). 
Let u = (ui)lGi4r b e a finite family of open sets in X. We write 
A = T(X, S,), M = F(X, 9) an assume that the sets Ui are of the d 
form Xj, , where fi E A (1 < i < r). Recall that for f E A the set X, 
consists of those points of X for which f (2) # 0, wheref(x) is the image 
of f in O)Jmr (Grothendieck, “Elements,” 0, , 5.5.2). Intuitively, Xr 
can be thought of as the complement of a hypersurface. We have 
since 0,Jm, is a field. Furthermore we set Mioil.m.i, y= T(Ui,il...i,, 9). 
We shall consider Mioi,. . .i, as the direct limit of an mductive sequence 
M!?) . to%1...2) Pwhere each module Mj,:i. .+ is the same. Indeed (Grothendieck 
“Elements,” 0, , 1.6.1), suppose that M is an A-module and consider a 
sequence (M(m)) of A-modules, where each module Mtn) is equal to M. 
Let g be an element of A and for n < m define the homomorphism 
vmn : Men’ + Mcm’ b y F&Z) = g”-%. We see that vPPpm 0 vmn = ~~~ 
for n < m < p. Let 
N = lim M(“), 
-2 
vn : MC”’ -+ N 
the canonical homomorphism and define the homomorphism 
0, : M(lt’ --f M, by O,(Z) = z/g”. Clearly 0, 0 ~~~ = en for n > m 
and by the universal property of the direct limit there exists a homo- 
morphism 0 : N -+ M, such that the diagram 
M(n) 5 M(m) -?!?!+ N 
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is commutative. Each element of Mg is of the form z/g” for some n, 
and z/g* = I!?,(Z) = 0(,,(z)), h’ h h w ic s ows that 19 is surjective. Further- 
more if 8(y,(z)) = 0, then e,(z) = z/g” = 0 and there exists an 
integer k > 0 such that gkz = 0, i.e., qntk tl(~) = 0. Thus yn(.z) = 
v+,i 0 ~n+X.,n@) = 0 which P roves that 0 is injective. It follows that 0 
is an isomorphism and thus we can identify 1$-i Mfn) and M, . 
Returning to our case, let us assume that either the underlying space X 
is noetherian or that X is a schema and the underlying space is quasi- 
compact. Under these hypotheses we have 
Mioil...ip = Mfiofi,..+ 
(Grothendieck, “Elements,” I, 9.3.3). We ‘zet M$i.‘+ = M for all 
n E N and define the homomorphisms qmn as the m&iplication by 
(fi,fi, -**fi,)"-" for n < m. Then Md,il...i, is the direct limit lim MC?’ zo’l...i, 
and the canonical homomorphism 
pn : M~~~...i, + Mioil...iI, is given by 
Let C:(M) be the set of alternating mappings of [l, r]P+l into the 
module M. An element g E Cg(M) is a map which to each (p + I)-tuple 
(6 , il.,... i,) of integers satisfying 1 < it < r associates an element 
g(io , 21 ,--* z$) E M. The set C:(M) is the same for all n EN. Define the 
coboundary operator d : Cg( M) ---f C$+l(M) by 
dg(i, , i1 ,... , Z,+J = ZEi (-l)kfc g(& ,..., & ,..., 2,+J 
We also define maps Z/I,,,, : Cg(M) --j CgL(M) for n < m by setting 
t9nd%io, 4 ,-., i,) = (fi,f+ *.*fi,)m-ng(io, il ,..., i,). Clearly, for each p 
the Cz(M) form a direct system of groups and it is easy to check that 
the diagram 
‘Z(M) -5 c~+‘(M) 
**+I.,1 1 
* 1Lt1.n 
C:+W) -% CZ#f) 
is commutative. 
The group C*(U, 9) of p-cochains of the covering U of U = &r Ui 
with values in g is defined as the set of maps s which to each 
(i,, il ,... i,) E [ 1, r]p+i 
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associates a section s(iO, i1 ,..., ip) E r( UiOi,. 1.i,, 9) = Mioi,. V.i9(Hirzebruch, 
Zoc. cit. or Godement, “Theorie des faisceaux,” II. 5.1, p. 201 j. The 
coboundary operator d : Cp(U, F) -+ Cp+l(U, 9) is defined by 
WrJ 9 4 ,**-, &+1) = c (-1)” p&(io ,..., & ,..., i.+i)), 
k=O 
where pk is the restriction map r( UiO...!k...iP+l , 9) --t r( Ui,i,...i,+, , 9). 
We want to show that Cp(U, 9) = 1~ C:(M) and also that the 
coboundary operator d : Cp(U, 9) + ?Y+r(U, 9) is the direct limit 
of the operators d : C$(M) -+ C;+‘(M). 
Define the maps ?n : C$(M)-+ @(II, 9) as follows: for g E C:(M) 
set 
= b/h&w0 9.*-t cl) = (fi,fi, -*fi,>“-“g(io ,...) i,) = g(io ,..., in) 
(fiofil ao’ft,)” (fi,fi, --fi,)” (fi,fi, ‘*’ fi,)” ’ 
Thus there exists a map 7 : C$(M) + CP(Lz, 9) for which the diagram 
C;(M) -f=+ C;(M) JI, C:(M) 
is commutative. Here we have written C:(M) for 15 C,*(M). The 
n 
map 7 is surjective. Indeed, let s E Cp(U, 9). For (i,, , il ,..., ip) E [l, r]P+l 
we have 
where g(iO , i1 ,..., i,) E M. Then g E C$M) and s = 7(+%(g)). It is 
easy to see that 71 is also injective and thus it is an isomorphism. We 
identify C%(M) and @(U, 9) with the help of this isomorphism. 
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To prove the assertion concerning the coboundary operators d we 
have to prove that the diagram 
is commutative. Let us observe first that if f, g E A, then D(gh) C D(g) 
and the restriction map Mg + Mgh is given by x/gk -. hkx/(gh)k. Taking 
this into account, an easy calculation shows that both T(d(g))(i,, iI,..., ip+J 
and d(v(g))(& , zr ,..., 2,+r) are equal to 
Pi-1 
z. (-l)~f~~~,:.:,,:..~~~+l) . 
20 21 %+1 
We shall now give a very important alternative interpretation of the 
cochain complex C:(M) as a Koszul complex or exterior algebra 
complex. Let A be a ring, f = (fi ,..., fr) a system of elements of A. We 
want to attach a chain complex K,(f) tof. First letf be a single element of 
A and define the chain complex K,(f) by K,,(f) = Kr( f) = A, K,(f) = 
0 for n f 0, 1. The boundary operators 0 t K,,(f) t K1(f) t 0 t 0.m) 
are all trivial except dl : Kr( f) -+ K,(f) which is defined by 
x -, fx. The complex K,(j) is then defined as the tensor product 
K.(fJ @ K.(fi) @ **. @ K,(f,). The complex K,(f) is graded in the 
usual manner by 
and the boundary operator 8 : KIL( f) --f K,-,(f) is defined by 
,3(x1 @ ... @ x,) = 1 (-l)Ql+“‘+gk~l x1 @ ... @ dkxy @ ... @ x, , 
k=l 
where xk E J&(fic) and dk is the boundary operator in the elementary 
complex K,( fk). 
If M is an A-module, we define K.(f, M) = K.(f) @ .M and 
K’(f, M) = Hom,(K(f), M). Th ese are respectively chain and cochain 
complexes and their homology resp. cohomology groups will be denoted 
by H,(f, M) and H’(’ M). We have an isomorphism 
Hi( f, M) 3” H’-i( f, M) 
(Grothendieck, “Elements,” III, 1.1.3 ; see p. 306 below). 
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Returning to the covering U = (X,JIGi,, and setting fn = 
(fi”,fi”,...~ f;“), the module Cg(M) can be identified with K@+l( f”, AZ). 
Indeed, let (i, , ii ,..., i,) E [l, r]p+l and define the element 
~i~i,-i, E &+df") by ~i~i~...i~ = ~1 0~2 8 -es Oyr , 
where yi is the unit element in Ki( fp) if i = ik for some k and yi is the 
unit element in K,( fim) if i # ik for all k. Clearly the Y~,~,...~ form a basis 
for K,+,( fn). Let y E KP+‘(f”, M) = Hom,(K,+,( f”), M). If the elements 
of (i, )..., ip) are all different we set g(i,, , il ,..., iJ = (- lyy(~~,~~...~~), where 
v is the number of pairs (ii , ik) with j < K, ij > ik . If two or more ele- 
ments ik are equal, we set g(io , i, ,..., i,) = 0. Thus we obtain an element 
g E C:(M) and y -g is clearly an isomorphism. A simple computation 
shows that this isomorphism is compatible with the coboundary operators. 
The name exterior algebra complex can be explained as follows. The 
exterior algebra AA of the ring A is isomorphic to A @ A = K,( f ), 
f E A. The exterior algebra A(&) is isomorphic to the twisted tensor 
product (AA) Or. For the sake of simplicity we exhibit this isomorphism 
only in the case Y = 2. Let E and F be two A-modules ; then the iso- 
morphism 
is given by assigning to the element x1 A *** A xP A yi A *** A yq the 
element(x,h*.*hxJ@(yih *a* A y,). The product of two elements 
is given by 
Thus for f = ( fi , f2 ,..., f?) the graded module I(,( f) is isomorphic to 
A(A’). To define the derivation in K,(f) let us recall the operation of 
interior multiplication (Bourbaki, “Algebre,” Chap. III, $8, No. 4, 
Def. 1). Let E be a free module over A with basis e, ,..., e7 and let z’ be 
an element of the dual E of E. The map i,? : AE -P AE is defined by 
i,(q) = XL, where zi is the i-th component of a’ with respect to the dual 
basis e; ,..., ei of E. For z = 2 ziei E E we have then by linearity 
i,,(x) = C:=i xi~:: = (x, a’) and i,? can be extended by induction to 
elements of any degree of A E so that it becomes an antiderivation of 
degree -1. (A linear map d : AE --t AE of degree - 1 is an anti- 
derivation if it satisfies d(u A v) = du A ZI + (-l)% A dv for u E APE). 
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In the Koszul complex K,(f) = A(P) we define the boundary operator 
by 3 = if, where f is considered to be an element to the dual (A,.)V. 
In this interpretation the isomorphism between Kp+i(fn, M) and 
C;(M) is given by g($ , ii ,..., &) = g(eiO A eil A **. A ei,). 
The homomorphisms #mn : C:(M) -+ C$(M) (p. 284) can also be 
interpreted in terms of the Koszul complex. In general, letf = (fi ,..., f,) 
and g = (g, ,..., g,) be two sequences of r elements of A and set 
fg = Kg1 7***9 frgr). Then there exists a natural homomorphism of 
complexes K,( fg) -+ K.(f). To define it, it is enough to consider 
elementary Koszul complexes K.(fg) and K,(f), wheref, g E A. We let 
K,(fg) ---t K,,(f) be the identity map and Kr(f) -+ K,(fg) the multi- 
plication by g. Then the diagram 
i -1 
K,(f) - d1 af) 
is commutative since the image of x E K,(fg) under both composite 
maps is fgx. Hence K.(fg) -+ K,(f) is a homomorphism of complexes 
and by taking tensor products we obtain the homomorphism 
K.(fg) -+ K.(f). If we consider K.(f) as the exterior algebra A(A’) 
then this homomorphism is obtained by extension to A(A’) of the linear 
map defined by ei + ge, (1 < i < r). In particular we have a homo- 
morphism K.( f”) + K,(flz) for m 6 n and thus a homomorphism 
K’( f n, M) ---t K’(f”, M), which corresponds to the $,,, in the isomor- 
phism between JP+l(f”, M) and C:(M). 
Let us write 
C’(U), w = g: K’(f”, w 
n 
and 
H’((f), m> = ff’(C’((f), M)) = 2 ff’(f”, q, 
n 
where the last equality is due to the fact that the direct limit of exact 
sequences is exact. By our preceding discussions we have the canonical 
isomorphisms Cp(U, 5) N @+I(( f), M) for p 3 0 and JP(U, 9) N 
H*+‘((S), M) for p 3 1. Furthermore we have the exact sequence 
O-+HO((f), M)+M+HO(U, F) --+ H1(( f), M) -+ 0. Indeed, H”( U, F) 
is the group of cocycles of CO(U, 9) and this is identified to the group of 
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cocycles of Cl((f), M) which we can denote by Zl((f), M). Also 
M = C”(( f), M) and thus the sequence goes into 
0 - HO((f), w - C”((f), M) - -wf), M) - fwf), w - 0. 
Taking into account that C-“((f), M) = 0, this sequence is exact by 
the definition of the cohomology groups NO(( f), M) and Hi(( f), M). 
Suppose that the elements fi ,f2 ,...,f, generate the ideal A, i.e. that 
there exist elements g, , g, ,..., g, such that g,fr + *** + g7f7 = 1. Then 
Hi(( f), M) = 0 f or all i. Indeed, we shall prove that in this case the 
complex K.(f) is homotopically trivial. If this is true, then K,( f”) is 
also homotopically trivial, since the f$” also generate A. Thus 
H’(f”, M) = 0 f or all 12 and finally H’((f), M) = 0. We have to 
construct a homotopy operator h : K,(f) - K,+,(f) satisfying 
d 0 h + h Q d = 1. This is best done if we consider the interpretation 
of K.(f) as A(Ar). We consider then f = (fi ,...,f,) as an element 
of the dual (A’)- and d = i,. Take g = (g, ,..., g,), whose existence is 
assumed, as an element of A’ and consider the exterior multiplication e, 
defined by x - x A g. Clearly e, raises the degree by 1 and a simple 
computation shows that $0 e, + ep 0 ir = (g,f)l, i.e., in our case 
if 0 eg + ep 0 i, = 1. Thus eg is the required homotopy operator. 
The group HO(U, 9) is isomorphic to the group of sections r( U, 9) 
and will be different from 0 in general. If the sections fi E A = r(X, ~3’~) 
are such that there exist sections g, E r( U, 0,) such that C6igi(f. / U) = 1 
then by the previous results Hp(U, 9) = 0 for p > 1. 
Theorem (Grothendieck, “Elements,” III, 1.3.1). Let X be un afine 
schema and F a quasi-coherent @,-Module. Then HP(X, 2F) = 0 for all 
p > 1. 
Proof. If U = (Ui)rGicr is a covering of X = Spec(A) by affine 
open sets of the form Vi = Xr, = D(f& where fi E A, thenfi generate 
the ideal A. It follows by the last remark HP(U, 9) = 0 for p > 1. 
Now there exist arbitrarily fine coverings of X by sets X, and since X 
is quasi-compact, there exist finite coverings of this kind. It follows by 
the definition of the Tech cohomology groups that @(X, 9) = 0 for 
p > 1. The same is true for every preschema X, , where g E A, i.e., we 
have @(X, ,9) = 0 for p > 1. Furthermore we have X, n Xh = X,, 
for g, h E A. The fact that HP(X, 9) = 0 for p 3 1 now follows from 
the following theorem of Henri Cartan (Godement, “ThCorie des 
faisceaux,” II, Th. 5.9.2, p. 22’7). Let X be a topological space and JZ? 
a sheaf of abelian groups on X. Suppose that there exists a covering U 
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of X by open sets such that U contains arbitrarily small sets and if 
U’ E L1[, u” E U, then u’ n U” E U. Under these conditions, if 
myU,d) = Of or all p 3 1 and U E U, then I;ip(X, JJ) and Hp(X, &) 
are isomorphic. 
Let us now see some consequences of the above theorem. 
(1) Let (X 0,) and (Y, 0r) be two ringed spaces and f = ($, 19) 
a morphism from X into Y. Let 9 be an CC”,-Module and consider on Y 
the presheaf defined by V - Hp( f -‘( V), 9). This presheaf defines a 
sheaf which is in a natural way an Or-Module and will be denoted by 
Rpf,(S) (Grothendieck, “Elements,” O,,, , 12.2.1). The functor Rpf.+ 
from the category of Ox-Modules into the category of Or-Modules 
can be considered as the p-th right derived functor off* . 
Theorem (Grothendieck, “Elements,” III, 1.3.2). Let f : X + Y 
be an afine morphism (p. 271), then for every quasi-coherent 0,-Module F 
we have Rpf,(S) = 0 for p > 1. 
Indeed, for every affine open set V in Y, the set f -l(V) is affine and 
thus Hp( f -‘( V), 3) = 0. 
(2) l-h eorem (Grothendieck, “Elements,” III, 1.3.3). Let 
f : X + Y be an afine morphism and 9 a quasi-coherent B,-Module. 
Then Hn(Y, f*(F)) and Hp(X, 9) are canonically isomorphic for p > 0. 
We have seen that on an affine schema X, for every quasi-coherent 
Ox-Module 9, we have Hp(X, F) = 0 for p > 1. As a converse we have 
the following result: 
Serre’s Criterion (Grothendieck, “Elements,” II, 5.2.1). Let X be 
a quasi-compact schema or a preschema with noetherian underlying space. 
Then the following conditions are equivalent. 
(a) X is afine. 
(b) There exists a covering (Xta) of X, where fa E A = r(X, 0r) 
such that the X, are afine and the ideal generated by the fa in A is A. 
(c) The ft.&or 9 - T(X, .%) is exact in the category of quasi- 
coherent OJ-Modules, i.e., if 0 --+ 9’ -+ F 4 9” 3 0 is an exact 
sequence of quasi-coherent 0,,-Modules, then the sequence 
is exact. 
0 + T(X, 9’) + qx, 9) -+ T(X, 2@-y --+ 0 
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(c’) If 0 + F’ -3.9 -+ 9” -+ 0 is an exact sequence of quasi- 
coherent OX-Modules where F is isomorphic to a sub-o,-Module of some 
0;) then the sequence 
0 --f qx, S’) --+ qx, 9) -+ F(X, wy -+ 0 
is exact. 
(d) Hl(X, K) = 0 f or every quasi-coherent 0,-Module 9. 
(d’) WX, f) = Of or every quasi-coherent Ideal 2 of 0,. 
We shall prove the theorem according to the following pattern: 
(a) 3 (b). It is sufficient to take the covering consisting of the one 
element X = X, , where f = 1. 
(b) * (a). In general if A is a ring and (Y, 0,) a preschema, then 
to each homomorphism A -+ r( Y, 0,) there corresponds canonically a 
unique morphism Y + Spec(A) (Grothendieck, “Elements,” I, 2.2.4). 
Thus in our case to the identity map A -+ r(X, 0’x) there corresponds 
a morphism x : X -+ Spec(A) = S. We want to prove that x is an 
isomorphism. To each fa E A we associate the open set D(fJ in S. 
By hypothesis (b) the D(fa) form a covering of S. We have 
x-Wfa>) = xtp and the Xr, form a covering of X. Now by the hypo- 
thesis that X is either quasi-compact and separated or that its underlying 
space is noetherian, the restriction of x to X, is an isomorphism from X,= 
onto D(f=) since both can be identified canomcally with Spec(r(X,d, 0,)) 
(Grothendieck, “Elements,” I, 9.3.3). Thus x is an isomorphism. 
(a) 3 (c) is known (Grothendieck, “Elements,” I, 1.3.11). 
(c) 3 (c’) is clear. 
(c’) 3 (b). First we prove the following lemma. Suppose that 
condition (c’) is satisfied, let x be a closed point of X and U an open 
neighborhood of x. Then there exists an element f~ A = r(X, lo,) 
such that x E X, C U. Indeed, let $ be the quasi-coherent Ideal of 0, 
which defines the unique reduced subpreschema of X on the closed set 
X - U (p. 256). S imilarly, let $’ be the Ideal which defines the 
unique reduced subpreschema of X on the closed set (X - U) n {x}. 
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Then f’ C +$ C 0, and the quotient sheaf 9” = f/y’ has a unique 
nonzero stalk at the point x, where xi = 0&t, = K(X). The sequence 
0 + 2’ + y --t f” --+ 0 is exact and thus by c’) the map 
WC $9 - VG 2”) . is sur ec j t ive. Let s E r(X, y) be the section whose 
germ S, at x is the unit element 1, of K(X) and let f E r(X, 2) C r(X, 0,) 
be a section which maps into s. Then f(x) = s, = I,, hence x E X, 
and for y E X - U we havef( y) = 0, i.e., X, C U. 
If we take U affine in the previous lemma, then Xr will also be affine. 
Attach now to every closed point x E X an afline open neighborhood U 
and in each neighborhood take an afine open set X, such that x E X, C U. 
The union 2 of all the sets X, is an open set which contains all the closed 
points. But CZ is a closed set and thus a quasi-compact Kolmogoroff 
space. If CZ were nonempty, it would have to contain a closed point 
(p. 267). Thus 2 = X and the Xr form a covering of X. 
Let us now choose a finite covering (Xfi)iGiGn from the given covering 
(X,) by affine open sets. The sections fi E r(X, cr), 1 < i < n define a 
homomorphism 0: --f 0,. Indeed, given a family of sections (Si)l~i~n 
of 0, over an open set U we associate with it the section x:Ei Si(fi 1 U) 
of 0, . Now for every x E X at least one germ (fi), is invertible since 
x E Xri for some i. Thus 0: + 0, is surjective and we have an exact 
sequence 0 + S! + 0: - 0, -+ 0, where 3’ is a quasi-coherent sub-o,- 
Module of Cc: . Thus by (c’) the homomorphism r(X, 0:) - r(X, 0’x) 
is surjective and in particular there exist sections si E (X, O,), 1 < i < n, 
such that C:=i sifi = 1. This proves (b). 
(a) 3 (d) is a special case of the theorem proved above (p. 289). 
For p = 1 a more elementary proof can be given (Grothendieck, 
“Elements,” I, 5.1.9.2). 
(d) * (d’) is clear. 
(d’) 3 (c’). If 0 -+ 9’ - 9 -+ 9” - 0 is an exact sequence then 
the sequence 0 - r(X, F’) -+ r(X, 9) - P(X, F) -+ Hi(X, 9’) is 
also exact, thus it is enough to prove that for every quasi-coherent 
sub-0,-Module 9 of 0: we have Hl(X, 9) = 0. 
The filtration 0: 3 0:--’ 3 .** 3 Co,3 0 of 0; defines a filtration 
9 = Tn 3 snpl 3 **.3F130 ofFifweset Fk=O$nS. Now 
q.,i/& is isomorphic to a quasi-coherent sub-0,-Module of 
O?$ljO~ = 9,) i.e., to a quasi-coherent Ideal of 0,. By (d’) we 
have W(X, 3$+J&) = 0 (0 < K < n - 1). The exact sequence 
0 - q< 4 Fk+1 - crqk+l/sk -+ 0 yields the exact sequence 
WX, 6) - fqx, &+1> -+ fqx, &+1/--%>. 
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Since Hr(X, 9r) = 0 by (d’), we obtain by induction on k that 
IP(X, .?Fk) = 0 for all k. 
Let us list some consequences of Serre’s criterion. 
(1) Chevalley’s theorem (Grothendieck, “Elements,” II, 6.7.1). 
If X is an affine schema, Y a noetherian preschema (p. 261), f : X-t Y 
a finite (p. 277), surjective morphism, then Y is an affine schema. The 
proof consists in showing that Hl(Y, 9) = 0 for every quasi-coherent 
@,-Module 9. 
(2) It is clear that if X is an affine schema, then Xred (p. 255) is also 
affine. Here we prove the converse result. 
Theorem (Grothendieck, “Elements,” I, 5.1.10). If X is a noetherian 
preschema and Xred is a@ne, then X is also afine. 
Proof. The structure sheaf of Xred is by definition O,/Jvk , where 
JV~ is the Nilradical of 0, (p. 255). S ince X is noetherian, there exists an 
k integer k such that J;, = 0 (p. 262). We shall make use of a standard 
reduction to the case k = 2. Indeed, consider the sequence of Ideals 
0 c Jvk-l c Jvk-z c **a C JV~, to which there corresponds a sequence 
of shea:es of r?ngs 0, -+ O,/J+‘$~ -+ G,lJf$-’ -+ ..* ---t O,/J&. and a 
sequence of preschemata X1 = Xred --t *a* ---t X,-, --+ X,-r + X = X, 
which have all the same underlying topological space. Now 0, = 
O,j,Y;i = (Ox/~$‘)/(~~i/~~l) = 0,+1/y, where f” = 0. Thus we 
are reduced to prove the following. Let X be a noetherian preschema, 
y a coherent Ideal in 9, such that $” = 0. If the subpreschema X 
defined by O’xly is affine then X is affine. 
By virtue of Serre’s criterion we have to prove that for every quasi- 
coherent 0,-Module 9 the condition Hl(X, F) = 0 is satisfied. 
Consider the exact sequence 0 -+ f9 -+ 9 -+ s/$9 -+ 0. Now 
fl/$g is a quasi-coherent (or-$)-Module, and since X’ is affine, by 
Serre’s criterion we have Hl(X’, s/$9) = 0. But as topological 
spaces x’ and X are the same, hence also P(X, s/$9) = 0. Now the 
condition $” = 0 implies that $9 can also be considered as an 
(OxIcY-)-M d 1 o u e, hence Hl(X’, $9) = Hr(X, $9) = 0. The exact 
cohomology sequence H1(X, $9) -+ ZP(X, 9) -+ H1(X, 3/dF) gives 
Hl(X, 9) = 0. Q.E.D. 
The fact that Hp(X, 9) = 0 for an affine schema X gives means to 
compute these cohomology groups for an arbitrary preschema using 
only coverings. 
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Theorem (Grothendieck, “Elements,” III, 1.4.1 and 1.4.2). Let X be 
a preschema and suppose that U = (U,) is a covering by afine open sets 
such that the finite intersections of the U, are also afine (this will always be 
the case zf X is a schema; Grothendieck, “Elements,” I, 5.5.6). Then for 
every quasi-coherent &,-Module 9, the P(X, lo,)-modules H’(U, SJ) and 
H-(X, 9) are canonically isomorphic. 
Indeed, we have Hg( V, 9) = 0 for all finite intersections V of the 
U, and then the result follows from Leray’s theorem (Godement, 
“Theorie des faisceaux,” II, Th. 5.4.1, p. 212). 
Theorem (Grothendieck, “Elements,” III, 1.4.10 and 1.4.11). Let 
f : X + Y be a separated and quasi-compact morphism. Then for every 
quasi-coherent Ox-Module 9 the R’lf,(S) are quasi-coherent 07,-Modules 
(p. 270). F ur th ermore, for every afine open set V in Y we have a canonical 
isomorphism P(V, R’lf,(p)) ‘v HQ(f -‘( V), 9) for q 3 0, i.e., 
V - Hq(f -l(V), 9) is a sheaf and not only a presheaf. 
Projective Schemata 
We propose to define “projective spaces” or “projective schemata”. 
Recall that in Grothendieck’s theory Spec(K[X, ,..., X,]) is considered 
as affine n-space (p. 272) and some of its closed points correspond to the 
points of affine n-space in the usual sense. 
In classical geometry projective space P,(k) is formed by all lines 
through the origin of kn+l and projective subvarieties of P,(k) are simply 
algebraic cones in kn+l, i.e., varieties defined by systems of algebraic 
equations P,(TO , TI ,..., T,,) = 0, where the P, are homogeneous 
polynomials. The P, generate a graded ideal (Bourbaki, “Algebre,” 
Chap. II (3rd ed.), $11) a=a,@a,@**~@a,@*~~ in the graded 
algebra S = k[T,, ,..., Tn] = S, @ S, @ *** @ S, @ ... of polynomials 
in n + 1 indeterminates, where ak is a submodule of S, . 
Thus we are led to the following definition. Let 
be a graded ring and denote by Proj(S) the set of all prime graded 
ideals of S (Grothendieck, “Elements,” II, 2.3). Let us recall that an 
ideal a C S is graded if a is the direct sum of the modules a n S, , 
or, in other words, if f g a and fk is the component off in S, , then fk E a. 
Clearly Proj(S) C Spec(S) and on Proj(S) we put the topology induced 
ALGEBRAIC GEOMETRY 295 
by Spec(S). M ore p recisely, let E be a subset of S and denote by V+(E) 
the set of prime graded ideals of 5’ which contain E, i.e., V+(E) = 
V(E) n Proj(S). Then the sets V+(E) are the closed sets of Proj(S). 
ForfE S we write D+(f) = D(f) n Proj(S), i.e., D+(f) is the set of all 
prime graded ideals of S which do not containf. The sets D+(f), wheref 
runs through the homogeneous elements of S, form a basis of open sets 
for the topology of Proj(S). Indeed, if C fk is the decomposition off into 
homogeneous elements and p is a graded prime ideal in S, then f $ p 
if and only if fk + p for some K, i.e., D+(f) = (Jk D+( fk). 
Next we want to define a structure sheaf on Proj(S). To do this, we 
define a structure of affine schema on each set D+(f) and obtain a sheaf 
on Proj(S) by gluing together the sheaves on the sets D+(f). The idea 
how to define the affine schema D+(f) is suggested by the classical case. 
T, = 1 
To= I 
Indeed, the n-dimensional projective space P,(R) is obtained by asso- 
ciating each open subset T6 # 0 (0 < i < n) of P,(K) with an n-dimen- 
sional euclidean space and gluing these spaces together. Thus the point 
(To , T, ,..., T,) of P,(K) with Ti # 0 and Tj # 0 corresponds to the 
point 
( 
TO Ti-I TM Tn - Ti ,..., - Ti ‘Ti’““T 1 
of one such space and also to the point 
i 
TO T,-I TM - ,..., - - T, 
Tj Ti ’ Tj ‘*“’ rrj 1 
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of another such space. We can consider the set Ti # 0 in P,(k) as the set 
D+( Ti) and also as the n-dimensional vector space 
Spec(k[T, ,..., Ti ,..., T,,]). 
To any polynomial Q(T, ,..., TipI , Ti+l ,..., T,) there corresponds the 
rational fraction of degree zero 
Q (g )..., 9 , + ,..., $), 
which is of the form 
P(T,, ,..., Tn) 
Tf ’ 
where k is the degree of the polynomial P(T, ,..., T,). Conversely, 
if in a rational fraction of degree zero of the form 
P(T,, ,..., Tn) 
Tf 
we set Ti = 1, then we obtain a polynomial Q( To ,..., TipI , T,+l ,..., T,). 
Now the ring of fractions k[T,, ,..,, T,], consists of all rational fractions 
of the form 
P(T, ,..., Tn) 
T,” 
and it is graded by the total degree. If we denote its component of degree 
zero by k[T,, ,..., TnlCri, then we have proved that k[T, ,..., pi ,..., T,] 
and k[T, ,..., TnltTCJ are isomorphic, i.e., that D+(TJ is also 
Spec(W,, ,..-, TJu& 
Going back to the general case, let S = S, @ S, @ *em @ S, @ 0.. 
and consider X = Proj(S). Let f E S, be a homogeneous element of 
degree d > 0, then the ring of fractions S, = (xlf” j x E S, k 3 01 is a 
graded ring if we take for (A’,), the set of those elements x/f” for which 
x E Lkcl 9 where n E 2. We have now 
s, = *** 0 (Sf)-2 0 (S&l 0 (%)I3 0 (Sf)l 0 (S,), 0 .-- 
We write SC,, for the component of degree zero (S,),, of S, . We shall show 
that D+(f) h is omeomorphic to the underlying space of Spec(Sg,) and 
thus we can transport the structure of affine schema of Spec(Sf,)) onto 
D+(f).Inthefirstplaceletg~S,, thenD+(fg)CD+(f)andxlfkwxgk/(fg)” 
defines a map S, --f S,, which preserves the degree and in particular maps 
Sg, into St,,, . We obtain therefore a morphism Spec(StfQ)) + Spec(S(f,). 
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Next we define a map & : D+(f) + Spec(S(,)) as follows. Let p E D+(f) be 
a graded prime ideal of S which does not contain f. Then 
P~={XlfkIXw, e4 
is a graded prime ideal of S, and nr r\ So) is a prime ideal of Sg, . We 
set &(p) = nr n So, . It is easy to check that the diagram 
D+tfg) -++ Sp4%4) 
is commutative. It is also easy to see that +I is continuous and injective 
and that the inverse map &(D+(f)) ---t D+(f) is continuous (Grothen- 
dieck, “Elements,” II, 2.3.6). Finally #, is surjective, since if q,, is a prime 
ideal in So) , let nrr be the set of all elements x e S, such that xd/fm E q. 
and set p = no @ p1 @ 1.. @ pk @ *me . Then p is a graded prime ideal 
in S and &(n) = q, (Grothendieck, “Elements,” II, 2.1.9; Bourbaki, 
“Algebre commutative,” Chap. III, 5 1, No. 4, Prop. 5). 
If we now transport the structure of affine schema of Spec(Sg,) onto 
D+(f), then by the above commutative diagram the affine schema 
D+(fg) coincides with the affine schema induced by D+(f) on the open 
set D+(fg) and thus we obtain on Proj(S) a structure of preschema. The 
preschema Proj(S) is actually a schema (Grothendieck, “Elements,” II, 
2.4.2). This is almost equivalent to the relation D+(f) n D+(g) = D+(fg) 
(Grothendieck, “Elements,” I, 5.5.6). 
A nonzero homogeneous element f of S can give an empty set D+(f). 
More precisely D+(f) = 0 f i an d only if f is nilpotent (Grothendieck, 
“Elements,” II, 2.3.7). 
We denote by S, the ideal S, @ S, @ *** @ S, @ *** of S. Let (fm) 
be a family of homogeneous elements of S, . Then Proj(S) = & D+(fm) 
if and only if each element of S, has a power in the ideal generated by 
the fm (Grothendieck, “Elements,” II, 2.3.14). 
If A is a ring, then Proj(A[T]) = Spec(A). In particular a projective 
space of dimension 0 over a field K consists of a single point. We have 
and 
Proj(A[T]) = D+(T) 
s,=A[T,T-‘]=...O4~~...OAOATO.... 
Thus SC=) = (S,), = A and Spec(St,)) = Spec(A). 
607/3/3-s 
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A graded S-module A4 is a direct sum of subgroups 
such that for a E S,, , x E MD we have ax E Mn+r,, . We want to associate 
with Ma quasi-coherent 0,-Module flon Proj(S). We obtain i@ by gluing 
together from pieces. Letfe S, , d > 0, and consider D+(f) = Spec(Sc,)). 
The module of fractions Ml = {x/f” ( x E M} is a graded Sf-module 
where (Mr)n consists of those elements x/f k for which x E Mn+kd . We 
denote by MC,, the component of degree zero (M,), of M, . Then Mt,, is 
an SC?)-module since if a/f k E So, and x/f z E MO, , i.e., a E Sk,, x E iW,, , 
then ax E Mck+l)d and ax/f k+l E MC,) . To MC,, there corresponds a quasi- 
coherent sheaf (Mt,,)- on Spec(Scf,) = D+( f ). It is easily seen (Grothen- 
dieck, “Elements,” II, 2.5.2) that there exists a unique quasi-coherent 
0,-Module h? on X = Proj(S) such that for every homogeneous f in S, 
we have &’ ( D+(f) = (Mt,,)-. In particular we have s” = OX. 
In the affine case the correspondence A - Spec(A) between rings and 
affine schemata and the correspondence M - il?J between A-modules 
and quasi-coherent @,-Modules is one-to-one. In the projective case the 
correspondences S - Proj(S), M - ii? are not so nice. Thus two 
different graded rings can have the same homogeneous prime spectrum. 
For instance if we change the component S,, of S, the schema Proj(S) 
will remain unchanged, since SC,, = (x/f k 1 deg x = K degf > only 
involves elements x of degree > 0. Also if we replace 
by St, 0 S,,, 0 &rn 0 ... 0 S,,,, 0 . . . . the schema Proj(S) will remain 
unchanged. If in a graded S-module M we drop everything below a 
certain degree, the associated sheaf i@ will still be the same since in the 
expressions x/f k which form the MO, , the elements x can be taken as far 
to the right as we wish. 
Let S=S,@S,@..*@S,@**. be a graded ring and FEZ. 
Setting (S(n)), = Slz+lC we obtain a graded S-module 
S(n) = *** @ (S(n))-, @ (S(n))-,+, @ *-* @ (S(n)), @ *a*. 
The associated sheaf (S(n)) - will be denoted by 0,(n). The sheaf or(l) 
is called the fundamental sheaf of X = Proj(S). If we set M = S(n), then 
M(,) is the set of elements z/f k, where z E (S(n)),, = S,,,, , d = deg f. 
Thus we see that MC,, = (S,), . In the classical example of 
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s = k[T, )...) TJ and f = Ti the module MO) is the set of all rational 
fractions 
JV, ,..., T,) 
T; ’ 
where P is of degree n + k. 
Similarly, if M = 0, M, is a graded S-module, we define the graded 
S-module M(n) by (M@z))~ = Mn+k . 
If d > 0, f E Sd , then O,(nd) 1 D+(f) is canonically isomorphic to 
0, 1 D+( f ). Indeed, the element f = f/l is invertible in S, and therefore 
x -f nx is a bijection from So, = (S,), onto S(,),, = (S(nd))cf, . 
We shall now make the assumption that the graded ring S is generated 
bY s,* Then X = utEs, D+(f) (p. 297) and 6’,(n) is an invertible 
Cox-Module for each n E 2 (p. 299). We know that to each invertible 
Ui,-Module there corresponds a well-determined divisor class on X 
(p. 15). Which is the divisor class associated with the sheaf 0,(n) ? 
In the classical case X = Proj(k[X, ,..., X,]) = P,(k) we have 
x = uo<te& 0+(-Q and S1 indeed generates S = k[X, ,..., X,]. 
Then ox(n) 1 D+(X,) is the (07x 1 D+(X,))-Module generated by (XJl)ffl N 
XF and in D+(X,) n D+(Xi) the element (X,/X,)% is invertible. Thus 
in the case n > 0 the divisor class associated to o,(n) contains the 
divisor which is n times the divisor of all hyperplanes. In the case n < 0 
we obtained the so-called virtual divisors of the Italian school, which 
have useful and important properties. 
If M = @Tz-m Mi is a graded S-module and @ the associated 
0,-Module, then ii? = 0 if and only if for every z E M and homogeneous 
f E S there exists an integer k > 0 such that f % = 0 (Grothendieck, 
“ElCments,” II, 2.5.6). The functor M - i@ is exact and commutes 
with @ and 15 (Grothendieck, “Elements,” II, 2.5.4). Exactness 
follows from the fact that M - A? is composed of the three exact 
functors M - Mf - Mt,, - (Mt,,)- . 
Let M and N be two graded S-modules. We want to define M OS N 
as a graded S-module (Grothendieck, “ElCments,” II, 2.1.2). Consider 
first the Z-module M & N and graduate it by 
Then define M Qs N = (M & N)/P, where P is the sub-Z-module of 
M&N generated by the elements of the form 
xa@y-x@ay, where XEM,~EN,~ES. 
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There exists a natural homomorphism i@@@, N-+ (M& N)” (Grothen- 
dieck, “Elements,” II, 2.5.11.2) which by virtue of our assumption that 
S, generates S is an isomorphism (Grothendieck, “Elements,” II, 
2.5.13). 
We say that a homomorphism u : M + N is a graded homomorphism 
of degree k if u(MJ C Nn+k for every n E Z. We denote by Hom,(M, N) 
the S-module of all graded homomorphisms u : M * N and grade it 
by taking for (Hom,(M, N)k the set of all homomorphisms of degree k. 
Then we have Hom,(M, N) = Ok (Hom,(M, N))lc . In general 
Hom,(M, N) is distinct from the S-module of all homomorphisms of M 
into N but coincides with it if M is finitely generated (Grothendieck, 
“Elements,” II, 2.1.2). There exists a natural homomorphism 
(Hom,(M,N))‘-~n~~~(~,~)(Grothendieck,“ElCments,“II,2.5.l2.2) 
which is an isomorphism if S is generated by S, and M is of finite 
presentation (Grothendieck, “Elements,” II, 2.5.13). Let us recall what 
this last notion means in the case of graded modules. If M is a graded 
S-module and a E M, , then s NI+ s.a is a homomorphism of degree k 
from the S-module S into M and a homomorphism of degree 0 (i.e., 
a morphism in the category of graded S-modules) from S(-k) into M, 
since (S( -k))n+k = S, and s E S, implies sa E Mn+k . According to 
general definitions a graded S-module M is of finite type if there exists 
an exact sequence @iGjGn S(kj) -+ M + 0 of graded homomorphisms 
of degree 0. Now we say that it is of finite presentation if there exists 
an exact sequence @14iSm S(h,) -+ @rGiGn S(k,) - M + 0 of graded 
homomorphisms of degree 0. 
Under our blanket assumption that S is generated by S, we have 
o,(m) Oo,~x(n> = @Am f n) and 0,(n) = (&.Jl)) on. for all n, m E Z 
(Grothendieck, “Elements,” II, 2.5.14). If 9 is a quasi-coherent 
O,-Module, then we define the “twisted Module” F(n) = .F @0x 0,(n). 
We have then a(n) = (M(n))” for every n E Z (Grothendieck, 
“Elements,” II, 2.5.15). 
Let M be a graded S-module. We want to define a homomorphism 
of graded abelian groups 01 : M -+ @jnsZ r(X, a(n)), first introduced 
by Serre. Take f E S, and define a homomorphism M,, -+ MO, of 
abelian groups by x -x/l. Now MO, = r(D+(f ), a) and since for 
f E S, , g E S, the restrictions of x/l to D+(f) n D+(g) = D+(fg) 
coincide, we have defined a homomorphism cyO : MO -+ P(X, a). 
Since M, = (M(n))o we have also homomorphisms LYE : M, -+ r(X, M(n)) 
and thus a homomorphism of degree zero of graded abelian groups 
Cl: M + BnsZ F(X, a(s)) (Grothendieck, “Elements,” II, 2.6.2). 
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In particular if we take S for M we have a homomorphism 
01 : s - c&Z qx, o,(n)). 
Lemma (Grothendieck, “Elements,” II, 2.6.3). For f E S, the set 
D+(f) is the set of all x E X = Proj(S) such that al(f)(x) # 0. 
Intuitively, since al(f) E p(X, U,(l)), the set D+(f) can be thought 
of as the complement of a hypersurface of degree 1 (i.e. a projective 
hyperplane). 
Let 9 be a quasi-coherent U,-Module on X = Proj(S) and set 
r*(fl) = Onez WC -qn)). w e want to define a natural mapping 
fi : (r,(s))- + 9, also introduced by Serre. LetfE S, . By the lemma 
o1i( f) 1 D+(f) is never zero. Write M = r,(9); then if z E Mk = 
r(X, s(K)), the map zIfk - b I ~+(f))&(f) I o+(f))-” is a home- 
morphism from Ml,, into r(D+( f ), 9). This map is compatible with the 
restriction D+(f) - D+(fg). Since MO, N I’(D+(f ), A?) and the D+(f) 
form a basis for the topology of X, we obtain the required homomorphism 
of @,-Modules p : (r,(g))- + 9. 
The composed homomorphisms 
and 
n;id- (l-*(&q-J+ A 
r*pq --Q r*((r*&q)-) 2% T*(S) 
are identical isomorphisms (Grothendieck, “Elements,” II, 2.6.5). 
If S is a noetherian graded ring, then the schema X = Proj(S) is 
noetherian (Grothendieck, “Elements,” II, 2.7.1). 
The following two finiteness conditions were introduced by Serre. 
Let S be a graded ring and M = ancZ M, a graded S-module. 
(TF) There exists an integer K such that &>k M, is a finitely gener- 
ated S-module. 
(TN) There exists an integer K such that M, = 0 for n > K. 
If M satisfies condition (TN) then A? = 0. If M satisfies condition 
(TF) then fi is a finitely generated @,-Module. If M satisfies condition 
(TF) and fi = 0, then M satisfies condition (TN) (Grothendieck, 
“Elements,” II, 2.7.3). 
Theorem (Grothendieck, “Elements,” II, 2.7.5). If S, is a Jinitely 
generated &,-module, then for every quasi-coherent Co,-Module 9 the 
homomorphism /I : (r,(s))” + 3 is an isomorphism. 
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We want to define an inverse isomorphism 9 + (r,(s))-, i.e., for 
every f E S, a map r(D+( f ), 9) + Mt,, . We have the following more 
general result (Grothendieck, “Elements,” I, 9.3.2): 
Let X be a schema whose underlying space is quasi-compact. Let 5? 
be an invertible O,-Module (p. 246) and 9 a quasi-coherent &,-Module. 
Let us write 
and 
s = f*(Lq = @ qx, L?@“) 
7EZ 
M = f*(s?,F) = @ l-(X, F @ zz-“) 
7lGZ OX 
(Grothendieck, “Elements,” Or, 5.4.6). S is a graded ring since 
5? @crn+n) = 5C’Brn &, Zann. (p. 246). Let f E ri(-Lp) = r(X, 9) and 
consider the open set Xr = {x 1 f(x) # 0} in X. Then there exists 
a canonical isomorphism 
We have a homomorphism MC,) -+ r(X, ,F) which in the special 
case of 2 = Lo,(l) re d uces to Serre’s homomorphism /3 and which with 
z/f k E &!(,j associates (z 1 X,) @ (f ) Xj)@(-k) E T(X, , 9). To prove 
that this homomorphism is an isomorphism we have to establish the 
following two propositions (Grothendieck, “Elements,” I, 9.3.1). 
Propositions. (i) G iven a section s E T(X, 9) such that S / Xf = 0, 
there exists an integer n > 0 such that s @f On = 0. 
(ii) Given t E T(X, , S), there exists an n > 0 and a section 
sd-(X,S@9’@,n)suchthatt@f@“=s)X~. 
Proof of (i). Since X is quasi-compact, there exists a finite covering 
( Ui)igiGr by affine open sets such that 2 1 Ui ~10, / Vi for 1 < i < r. 
Thus it is enough to prove (i) for affine X and Z’ = 9,. Indeed, if we 
find for each index i an exponent ni such that (s @fan,) ( Ui = 0, then 
setting n = maxlGiGr ni we have s @f On = 0. For an affine X the 
section f can be identified with an element of the ring of X and X, = D(f). 
Writing N = r(X, 9) we have r(X, , 9) = N, , thus s 1 X, = 0 
means by the definition of a ring of fractions that fns = 0 for some 
n > 0. 
Proof of (ii). Again let x = (JIGiGr Ui , where the Vi are affine open 
sets and 2 1 Ui ‘V 8, ( Ui . Set ti = t 1 (X, n Cl,), then by affine theory 
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(Grothendieck, “Elements,” I, 1.4.1) there exists an integer ni and 
sa E r(Ui, 9 @ OLP@ni) such that ti @f Oni = si 1 (X, n V,). We can 
assume that all indices ni (1 < i < I) are the same. Let si ,i = si j ( Ui n Vi). 
The restrictions of silj and siVi to X, r\ Vi n LTi coincide since 
&Of@"= tjQf@k tQf@" over Xf n Vi n Vi. By assumption 
X is a schema and thus Ui n Uj is an afine open set and in particular 
quasi-compact. Hence by (i) there exists an integer m independent of 
i and j such that (si ij - sj ,i) @f grn = 0. Then s( ii @f am = sj li @f Brn 
in Vi n lTi , hence there exists a section s E r(X, 9 @ JZ’@(m+n)) such 
thatsl Ui=ssi@f am. Furthermore, s / X, n Ui = si @f am 1 X, n Ui = 
ti Q f @fm+nf, hence s ) X, = t @f BCrn+?Q. 
Under the hypotheses of the previous theorem every quasi-coherent 
@,-Module 9 has the form i@, where M is a graded S-module (Grothen- 
dieck, “Elements,” II, 2.7.7). Indeed, we can take M = r,(s). The 
module M is not unique, as observed on p. 298. 
Still under the same hypotheses if 9 is a quasi-coherent Ox-Module 
of finite type, then 9 = i@, where M is a graded S-module of finite 
type (Grothendieck, “Elements,” II, 2.7.8). Indeed, we have s = a, 
where M = lim MA and the MA are of finite type. Now it follows from 
a general she2 theoretic fact (Grothendieck, “Elements,” 0, , 5.2.3) 
that if 9 = 1% %‘, , X is a quasi-compact ringed space and 9 of 
finite type, then there exists an index p such that F ‘v ap. 
If X is an affine schema and 9 a quasi-coherent ox-Module of finite 
type, then there exists an integer n > 0 such that the sequence 
0: -+ 9 ---t 0 is exact. This follows immediately from the corresponding 
exact sequence of modules A” --+ M -+ 0. The analogous statement for 
projective schemata is not true as shown by the example 9 = O,(l), 
whose only global sections are in general constants. However, if we 
twist enough, things become nice, and we have the following 
Theorem (Grothendieck, “Elements,” II, 2.7.9). Suppose that S, 
is a finitely generated &-module and let X = Proj(S). Let P be a quasi- 
coherent OX-Module of finite type. There exists an integer no such that for 
every integer n > n, we have an exact sequence 03 -+ 9(n) + 0. Thus 
9(n) is generated by a finite number of its sections over X. 
Proof. We are reduced to the case 9 = o,(n). Indeed, by the last 
result we have 9 = i@, where M is of finite type, i.e. there exists an 
exact sequence @lGiGm S(qJ + M + 0. By the exactness of the functor 
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M - AZ! we have the exact sequences @lGiGnL ~‘x(qii> --+ F + 0 and 
Ol<i<rn flx(qi + a> - F(n) -+ 0. Thus we have to show that for n > 0 
there exists an exact sequence 0$ - Co,(n) --t 0. 
To do this we have to show that there exists a graded homomorphism 
of degree 0 from Sk into S(n) which is (TN)-surjective, i.e., there exists 
an m, such that (Sk),l -+ (S(n)), is surjective for m > m, . Since S, 
generates S, we have SS, = S, @ S,,, @ .a*. On the other hand 
S(n) = (S(n))-, 0 (S(n)>-,+, 0 *-* 0 (S(n)), 0 (S(n)>, 0 --*, where 
now SS, = (S(n)), @ (S(n)), @ .... Let a, ,..., uk be a system of 
generators of the &-module S, . Then (xi ,..., xk) - xlal + **a + X1& 
defines an epimorphism from Sk onto SS, . 
The last result can also be expressed saying that there exists an exact 
sequence (O,( - a)) kn --t F -+ 0 (Grothendieck, “Elements,” II, 2.7.10). 
Cohomology of Projective Schemata 
(See Grothendieck, “Elements,” III, 2). Let A be an arbitrary ring, 
s = A[T, ,..., T,1, X = Proj(S) = P> . We set ourselves the task of 
computing the homology groups Hq(X, F), where F is a coherent 
Cox-Module. It turns out that it is more convenient to compute the groups 
Hg(X, F(n)) for all n E 2 at once. 
We return to our earlier notations (p. 283) with slight modifications. 
Let S be a graded ring, X = Proj(S). Assume, as always, that S is 
generated by S, . We consider a finite family U = (UJIGiGr of open 
subsets of X of the form Xi = Xri , where fi E Sdi , di > 0 (1 < i < r). 
We write 
and U = lJ Ui . Let .F be a quasi-coherent 0,-Module. We set 
M = r,(X, 9) = BnEZ F(X, F(n)). If S, is a finitely generated 
&,-module, then the sets Ui,i,...i, are quasi-compact and separated and 
thus 
r,( Ui,...i, , F) ‘v Mfi,...fip 
(Grothendieck, “Elements,” I, 9.3.3). In general for a homogeneous 
element f in S we have F(X, , 9) E MC,, = (Mf), , T(X, , S(n)) = 
(M(n))(,) = ((fYn)>r>o = CM,), and thus OnEZ r(X, , SC=>) = J$ . 
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We consider the graded S-module Cp(U, s(*)) = enez @(U, s(n)). 
Similarly as before (p. 285) we have 
qu, 9q*)) = lim_ Cpq, 
n 
where C:(M) is the set of alternating maps from [l, r]p+l into the 
graded S-module M. The map #mn : C:(M) -+ CP,(M) (m > n) 
defined by (lClmng)(i,, ,..., i,) = (fi, **.f,p)+“g(i,, ,..., i,) does not disturb 
homogeneity but increases the degree by (m - n)(diO + *** + d,,). 
We also have the relation 
cw, S(*)) e cp+y(f), M) = li$P+yp, M) 
n 
(p. 287), where the isomorphism preserves the degree. 
We have, just as in the previous case, 
where fil!n) = M for all n. This is an isomorphism of graded 
S-module:” ‘f! we define the degree of x E 1% Mjz)..i, as follows. 
Suppose that z is the image of a homogeneous element x E MAn’, then 
the degree of x is h - n(diO + *** + d,,). If y = y,,(x) E Mimm’, then 
K - h = (m - n)(ddO + *** + dip) since y = (fi, a** fi,)m-%. Thus 
k - m(ho + se- + dip) = h - n(dio + 
is independent of the choice of x. 
*em + d,,) and the degree of z 
Just as on p. 288 we conclude that for p 2 1 we have canonical iso- 
morphisms Hp(U, s(*)) = 0, Hp(U, F(n)) N Hp+l((f), M) = 
fJp+YC’(( f 1, MN and furthermore we have the exact sequence 
0 -+ fJ”((f)> W + M -+ HO(U, F(*)) -+ IP((f), M) -+ 0. The new 
features are only that we consider all the values of n at the same time, 
the elements fi are homogeneous and the homomorphisms are homo- 
morphisms of degree 0 of graded S-modules (Grothendieck, “Elements,” 
III, 2.1.3). 
Now let A be an arbitrary ring, S the polynomial ring A[T, ,..., Tr] 
in the r + 1 indeterminates Ti (0 < i < r) and X = Proj(S) = P> 
the r-dimensional projective space in the language of Grothendieck. 
We take 0, for 9, i.e., M = S and fi = Tt , i.e., Xti = D+( Ti). 
The intersection of two sets Xfi is affine and thus by the theorem on 
p. 294 we have H*(X, s(*)) = H*(U, s( *)). For p >, 1 we have the 
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isomorphism Hp(U, OX(*)) N Hp+l((T), S), where in general Tn = 
(T,",..., T,“). We also have the exact sequence 
0 - HO((T), S) - S - Ho@, Lo,(*)) - fP((T), S) + 0. 
Finally Hp((T), S) = 1% fP(Tn, S), so that we are reduced to compute 
fP(Tn, S). n 
Lemma on Koszul Complexes (Grothendieck, “Elements,” III, 
1.1.4). Let A be a ring, iI4 an A-module, (fi)lGiQ,n a jinite family of 
elements of A. Suppose that for 1 < i < m the homothecy z * fiz in 
Jf/(flM + **a + fi-,M) is injective. Then Hi(f, M) = 0 for i = m. 
If the hypothesis of the lemma is satisfied, we say that the family (fJ 
is regular with respect to ICI. This notion plays an important role in 
local algebra. Let us give a few indications of the proof. In the first place 
we have an isomorphism Hi( f, M) z H,J f, M) (0 < i < m) (cf. p. 286). 
Indeed, K.( f, M) = K.(f) @A M and K’(f, M) = Hom,(K.(f), M) 
(p. 286). With every chain z = C(eil A 0.. A e,,) @ ~i,...~, we associate 
the co&in g, such that g,( jl ,..., j,-,> = =i,...iD , where ( jh)lG(WGN1--l) 
is the strictly increasing sequence complementary to the strictly 
increasing sequence (ilJlghcp in [I, m] and E = (-l)“, where v is the 
number of inversions in the permutation iI ,..., i, , j, ,..., jnlPp of 
[I, ml. Then g,, = dk,), f rom where the isomorphism follows. 
Thus it is sufficient to prove that Hi(f, M) = 0 for i > 0. The proof 
goes by induction on m. Setf’ = (fi)lGiGlrL-l . By the definition of K,( f’) 
(p. 286) we have K,( f, M) = K,(f,,) @L, , where L, = K(f’, M). 
Since f’ satisfies the conditions of the lemma, we have Hi( f ‘, M) = 0 
for i > 0 and H,( f ‘, M) = M/(fliW + ... + f,,-,M). We now use 
the following 
Auxiliary Lemma (Grothendieck, “Elements,” III, 1.1.4.1). Let K. 
be a chain complex formed by free A-modules, which are zero except in 
dimensions 0 and 1. Then for every chain complex L, of A-modules we have 
the exact sequence 
0 --+ fJow. 0 fw.)) - f4K 0 4) - fJl(K 0 fLl(-L)) - 0 
for every index p. 
Let us apply the auxiliary lemma to K, = K.&J. We have H,(L,) = 0 
for p > 1, hence it follows from the exact sequence that H,(K, @L,) = 
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HJ f, M) = 0 for p > 2. Let us show that also H,(K, @ N,(L,)) = 0, 
from where Hr( f, M) = 0 will follow. We have 
H,(L) = M/(flM + *-* +fm-lM) = M’ 
and thus we have to compute the HI of the complex 
(h---M’_d,M’-Q-..., 
where d1 is the multiplication by fm (p. 286). Thus H,(K, @ M’) is the 
kernel of the map z - fm z of M’ into itself which by hypothesis is 
injective. Hence H,(K, @ M’) = 0. 
We have used in the previous proof that H,,( f, M) = EP( f, M) = 
MI(fIM + .-. + fmM). Th is is always true and can be seen as follows. 
A cochain g E Kp( f, M) can be identified with an alternating mapping 
from [l, m]p into M (p. 288; Grothendieck, “Elements,” III, 1.1.2). 
In particular every m-cochain is a cocycle and the group of cocycles can be 
identified with M. Furthermore 
dg(il ,..., i,) = CL1( - l)k-lfi,g(iI ,..., & ,..., i,,) 
and the fact that g(il ,..., ik ,..., m i ) can take an arbitrary value in M 
implies that the group of coboundaries in Km(f, M) can be identified 
with fin/r + *** + f,M. 
By virtue of the previous lemma on Koszul complexes we have 
Hi(T”, S) = 0 for i # r + 1. Indeed, the homothecy z - Tkz in 
SKTOS + a** + TkmlS) is injective, since this quotient ring is canonically 
isomorphic to the polynomial ring A[T,+ ,..., T?]. Furthermore 
Hr+l(Tn, S) = S/(T%), where (Tn) is the ideal in S generated by Tt,...,TF. 
The A-module H”+l(P, S) h as a basis formed by the classes mod(Tm) 
of the monomials T~-poT~-Pl **. T~+T, where n > p, > 0 for 0 < i < r. 
Passing to the direct limit as n + co we obtain Hi((T), S) = 0 for 
i # r + 1 and H”l((T), S) is a free A-module whose basis is formed by 
elements of the form tpop,. . .pl , wherep, > 0 for 0 < i < r. The element 
E POP,. .P* is defined as the image of the element represented by 
Tt-P, . . . TTepr in Hr+l(Tn, S) and b y our convention of p. 305 has degree 
(n -A,) + -*- + (n-p,) - (r + l>n = -(A +A + a** +pA. This 
degree is independent of the choice of n since the homomorphism 
Hr+l(P, S) + HI+l(Tm, S) for n < m is given by multiplication by 
T,m-” ..* TT-” and transforms Tcppo ..a TFmpr into Trmpo ..a Trep*. We 
have thus arrived at the following 
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Theorem (Grothendieck, “Elements,” III, 2.1.12). Let A be a ring, 
s = A[T, ,..., Z’r] (r > I), X = Proj(S) = PL . Then 
(i) Hi(X, ox(n)) = Ofor i # 0, r and all n E Z. 
(ii) The Serre homomorphism a : S-+HO(X, ox(*)) (p. 300) is bijective. 
(iii) Hr( X, 0X( *)) is a free A- mo u e with basis (fpo...ps), where pi > 0 d t 
for 0 < i < r. The degree of fpO,.,,, is -(p, + **a + p,) and the product 
Ti!fpo...p, is equal to tpo ,..., p,-l ,... pv ;fpi > 1 and to 0 if pi = 1. 
Proof. We have Hi(X, 0,(*)) cv Hi+l((T), S) for i > 1 (p. 305) and 
the exact sequence 0 -+ HO((T), S) + S + H”(X, 0X( *)) -+ Hi((T), S) ---t 0 
yields an isomorphism S -+ HO(X, or(*)) because HO((T), S) = 
Hr((T), S) = 0. But this map is Serre’s homomorphism (Y as can be seen 
from the identification of H”(U, ox(*)) and H”(X, 8,(*)). 
Corollary (Grothendieck, “Elements,” III, 2.1.13). The only values 
of (i, n) for which we can have W(X, L?y(n)) # 0 are i = 0 and n 3 0, 
i = r and a < -(r + 1). 
We shall now study the cohomology of a closed subschema of a 
projective space with values in a coherent sheaf. 
Theorem. (Serre; Grothendieck, “Elements,” III, 2.2.2). Let A be a 
noetherian ring, S = A[ To ,..., Tr] and X a closed subschema of 
PL = Proj(S). Let F be a coherent Ox-Module. Then: 
(i) the H*(X, 9) are JiniteZy generated A-modules ; 
(ii) Hp(X, 9) = Ofor q > r; 
(iii) there exists an integer N such that for n > N we have H*(X, F(n)) 
= Ofor all q > 0; 
(iv) there exists an integer N such that for n > N the sheaf F(n) is 
generated by its sections over X. 
Observe that (iv) has been proved already without the assumption 
that A is noetherian (p. 303). Let us also remark that X = Proj(S’), 
where S’ = S/3 and J is a graded ideal in S (Grothendieck, “Elements,” 
II, 2.9.2). 
To prove the remaining assertions we can reduce ourselves to the case 
X = P> . Indeed, if j : X + P = P; is the canonical injection, then 
j,(F) is a coherent 0,-Module and j*(F(n)) = (j.+(F))(n). Furthermore 
H*(X, F(n)) = G(P, (j,(F))(n)) (Godement, “Theorie des faisceaux,” 
II, Corr. of Th. 4.9.1, p. 188). 
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We first prove (ii). The space X = P> is covered by the affine open 
sets U, = D+( T,), 0 < i < r. Hence we have H*(X, 9) N Hg(U, 9) 
(p. 305). On the other hand @(U, 9) N Hg+l((T), M), where M is the 
S-module such that z?F = m. Now the cochains of K*+l((T), M) are 
alternating mappings, hence they are all zero for Q > Y. 
We prove (i) and (iii) simultaneously. The extremely remarkable 
proof proceeds by descending induction on q and its idea is due to 
Kodaira. By the previous theorem these assertions are true in the 
special case 9 = 0,(m) since Hr(X, or(n)) = 0 for r > -n, i.e. for 
n >, -r. Hence they are also true for a coherent sheaf 9 of the form 
0 iG2<r O,(mJ. On the other hand the assertions are trivially true for 
q > Y by (ii). We know that there exists an exact sequence d + 9 -+ 0, 
where 6’ = oi O,(mJ and the mi are in general large negative integers 
(p. 304). Let 9I? be the kernel of the epimorphism d -+ 9, then we have 
the exact sequence 0 --t 9? --f 8 + 9 --t 0, where 98? is coherent. We 
also have an exact sequence 0 -+ a(n) +- 8(n) +- F(n) + 0 for every 
n E Z and an exact cohomology sequence 
m-yx, a(n)) --t zwyx, P-(n)) --t W(X, 9qn)). 
By the induction hypothesis H*(X, W( n )) is a finitely generated A-module. 
Also H*-‘(X, 8(n)) is a finitely generated A-module, since 8(n) is of the 
form oi O,(m, + n). N ow if L + M -+ N is an exact sequence of modules 
over a noetherian ring, where L and N are finitely generated, then 
M/Im(L) is a submodule of N and thus finitely generated (p. 258) and 
consequently M itself is finitely generated. It follows that H*-l(X, 9(n)) 
is a finitely generated A-module. This proves (i). 
By the induction hypothesis there exists an N such that H*(X, w(n)) = 
0 for 7t > N. Since d satisfies condition (iii) we can choose N so large 
that also H*-l(X, 8(n)) = 0 f or n >, N. But then JF1(X, F(n)) = 0 
for n >, N. At each step we have to take a new number N, but there are 
only finitely many steps by (ii). Thus (iii) is also proved. 
The previous theorem is the generalization announced on p. 248 of the 
fact that the vector spaces L(D) are finite-dimensional if X is a projective 
variety over a field. 
We now deduce some corollaries of the previous theorem. 
(1) Let 9 + 99 + Z be an exact sequence of coherent Or-Modules. 
Then the sequence r(X, 9) -+ F(X, 9) -+ F(X, Z) is not necessarily 
exact, but under the hypotheses of the theorem there exists an integer N 
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such that for n > N the sequence r(X, F(n))-+r(X, s(n)) -+ r(X, s(n)) 
is exact (Grothendieck, “Elements,” III, 2.2.3). 
(2) Under the hypotheses of the previous theorem there exists an 
integer N such that for n > N the Serre homomorphism 
cx, : M, -+ T(X, A?&)) 
is bijective (Grothendieck, “Elements,” III, 2.3.1). First consider 
the special case when X = PL = P. There exists an exact sequence 
L’ -+ L + M -+ 0 where L’ and L have the form of finite sums @Jr; S(Q). 
We then have a commutative diagram 
-G - Ln - wl -+o 
1 
ly; Lyn)) - q;, 
1 1 
L(n)) -- q; l@(n)) - 0. 
For large enough n the bottom row is exact. On the other hand the first two 
vertical arrows are isomorphisms by part (ii) of the theorem on p. 308. 
It follows from the five lemma that the third is also an isomorphism. 
In the general case X = Proj(S’), w h ere S’ = S/3 and 3 is an ideal 
of s = A[T, )..., TV]. The preceding reasoning shows that it is enough 
to prove the assertion for M = S’. Ifj : X + P is the canonical injection, 
. Sk + r(P, j*(S”‘(n))) is bijective for 
zoof and r(P, j,(s’(n))) = T(X, S’(n)). 
large n by the first part of the 
Euler-Poincar6 Characteristic and Hilbert Polynomial 
(See Grothendieck, “Elements,” III, 2.5.) Let A be an artinian ring, 
which most of the time will be a field, but we need to consider rings 
because if we extend the basis we get a ring and not necessarily a field. 
Let S = OoGi<cc Si be a graded A-algebra, where S is generated by S, 
and S, is a finitely generated A-module. Let X = Proj(S) and 9 a 
coherent ox-Module. By Serre’s theorem (p. 308) the Hi(X, 9) are 
finitely generated A-modules and they reduce to zero for large values 
of i. In particular the Hi(X, 9) are of finite length (p. 258 of the present 
paper; Bourbaki, “Algebre,” Chap. I, 5 6, No. 14, Scholium) and thus 
the number ~~(9) = CT=0 (- l)i long(H{(X, 9)), where long(Hi(X, 9)) 
denotes the length of the A-module Hi(X, F), is a well defined integer. 
The number xA(g) is called the Euler-Poincark characteristic of F with 
ALGEBRAIC GEOMETRY 311 
respect to the ring A. In the special case g = 0, the number ~~(0~) is 
called the arithmeticgenus of X with respect to A. 
Proposition (Grothendieck, “Elements,” III, 2.5.2). Let 
be an exact sequence of coherent 0,-Modules. Then 
XAW’) = X&v + X&7. 
Proof. Since the cohomology modules of 9, %‘, and F are 0 except 
for finitely many, there exists an integer r > 0 such that the exact 
cohomology sequence takes the form 
0 -+ HO(X, 9’) -4. HO(X, 9) + HO(X, 9”) ---f H’(X, 9’) -+ Hl(X, 9) 
4 ... ---f fqx, P’) --+ fqx, 9) - H’(X, F”) -+ 0. 
Now if 0-t MI-+ M,-+ .*a + M, 3 0 is an exact sequence of 
A-modules, let pi = long Mi and vi = long(Im(Mi+i + MO) = 
long(Ker(M, + M,+l )) MO= M,-,=O.Then~i=Yi+Yi-l(l <i<n) , 
and x7-i (-I)& = vi + (- l)%,+i = 0, since ur = v,+i = 0. Apply- 
ing this to the above exact sequence we get 
x:5=o (- l)i long(H, 9’)) - xTz0 (- l)i long(Hi(X, 9)) 
+ C:zo (- l)i long(Hi(X, 7)) = 0, 
from where the proposition follows. 
Theorem (Hilbert-Serre; Grothendieck, “Elements,” III, 2.5.3). 
Let A be an artinian local ring. Then with the notations introduced above, 
we get the following: 
(i) There exists a polynomial P E Q[T] such that x,(3(n)) = P(n) 
for all n E Z. This polynomial P is called the Hilbert polynomial of 9 
with respect to A. 
(ii) P(n) = long, r(X, F(n)) fw large n. 
(iii) The leading coeficient in P is > 0. 
(iv) The degree of P is the dimension of the support of 9. 
Proof. We shall not prove (iv) here or even define the dimension of 
Supp(9) (Grothendieck’s “Elements,” IV, 5.3.1). 
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(ii) follows from (i) since for large values of n we have 
qx, S(n)) = 0 f or i > 0 (p. 308). It follows from (ii) that P(n) 2 0 
for large n, hence P must have a positive leading coefficient. 
Thus we have to prove (i). This will be done after several reductions. 
(1) We can assume that nt9 = 0, where m is the maximal ideal 
of A. Indeed, suppose that (i) holds in this case. We have mh = 0 for 
some h > 0 (p. 258) and hence a finite filtration 
9 I) in9 3 in29 r) *s. 3 ink-l% 3 0. 
Set Fj = mjF/mj+l%, then we have the exact sequence 
0 -+ mj+lF + mjF + Fj + 0 and also 
0 - mj+lF(n) - mjF(n) - Fj(n) --f 0. 
By the previous proposition 
X(Sj(n)) + x(inj+ls(n)) = x(injF(n)) 
and thus X(F(n)) = CF:i x(Fj(n)). On the other hand ntYj = 0 for 
O<jjh-1,h ence (i) holds in general. 
(2) We may suppose that A is a field K. Indeed, let k = A/m. To the 
epimorphism A - k there corresponds an extension of the basis (p. 252) 
A- - X x spec(4 Spec(4 
1 1 
Spec(A) f------- Spec(k) 
and X x spec(a) Spec(k) as a topological space is the same as X since 
Spec(R) has one point. Furthermore rn9 = 0 means that A/m = k 
operates on 9. Thus the Hi(X, S) are k-vector spaces and their 
dimensions are equal to their lengths as A-modules. 
(3) X can be considered as a closed subpreschema of some Pi . 
Indeed, S is the quotient of a polynomial ring k[T,, ,..., Z’,.] modulo a 
graded ideal, hence there is an injection j : X - P = Ppk . We have then 
@(X, F(n)) = Hi(P, j.JP(n)) (Godement, “Theorie des faisceaux,” 
II, Cor. of Th. 4.9.1, p. 188). 
Thus we are reduced to the case when A is a field k, S = k[T, ,..., Tr] 
and X = Proj(S) = Pl;: . We have F = il?, where M is a graded 
S-module of finite type (p. 303). By Hilbert’s theorem on “chains of 
syzygies” (Hilbert, Muth. Ann., 36 (1890), p. 473-534; Cartan-Eilenberg, 
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“Homological Algebra,” Chap. VIII, Th. 6.5, p. 157) there exists a finite 
resolution of M by graded free modules: 
0-L/pL,-,- *~*-L,-M-o. 
Hence we have an exact sequence 
and also 
0 -E,(n) -E,-,(n) - *** -+ L,(n) - l@(n) - 0 
for any n E 2. It follows by induction on q from the above proposition 
(p. 310) that 
x(@(n)> = xG(4) - x(U)) + **a + (- Vx(E,W. 
Thus to prove that x(9(n)) is a polynomial in n, it is sufficient 
to consider the case %- = 1, where L is free, i.e., L = & S(mi) and 
finally the case L = 5’(m). But it follows from our earlier results 
(p. 307) that xA(Ox(n)) = (“7) for all n. Indeed, if n > 0, then xA(oX(n)) = 
long WL L?u(n)>, since W(X, O,(n)) = 0 for i >, 1. But r(X, o,(n)) = S, 
and the dimension of S, is the number of monomials in the T,, ,..., T, 
of degree n, i.e., dim S, = (“r). If -r < n < 0, then (“y) = 0 and 
all W(X, ox(n)) = 0 for i > 0. Finally, if n < -r - 1, then 
xa(Ox(n)) = (-1)’ long(W(X, o,(n))). If n = -r - h, then the dimen- 
sion of Hr(X, O,(n)) is th e number of sequences (pi)O~iir of integers 
pi > 0 such that CL0 p, = r + h, or setting qi = pi - 1, the number 
of sequences (Qi)O<i<r of integers qi > 0 such that CL0 qi = h - 1. 
This number is equal to 
( 
h + ; - 1) = (-“, 1) = (-I)‘(” ; ‘1. 
As a corollary (Grothendieck, “Elements,” III, 2.5.4) we obtain that 
if A is an artinian local ring, S a graded A-algebra of finite type generated 
by S, and M a graded S-module of finite type, then on X = Proj(S) 
we have xA(&?(n)) = long M, for large n. Indeed, then the Serre homo- 
morphism olyr : M, -+ r(X, l@(n)) is bijective for large n (p. 309). 
Projective and Proper Morphisms 
(Grothendieck, “Elements,” II, 5.) Let Y be a preschema, 9’ a quasi- 
coherent graded &,-Algebra. Let U be an afline open set in Y and 
607/3/3-6 
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A = r( U, ~9~) its ring. Then r(U, 9) is an A-algebra and we can 
consider the schema Proj(F( U, 9’)). If u’ is an affine open set contained 
in U we have an open immersion Proj(F(U’, y)) + Proj(F(U, 9)) 
satisfying the usual compatibility requirements. Thus we can glue the 
schemata Proj(r( U, 9’)) together and obtain a schema over Y denoted 
Proj(sP) and called the homogeneous spectrum of the @,-Algebra 9 
(Grothendieck, “Elements,” II, 3.1.3). 
Definition (Grothendieck, “Elements,” II, 5.5.2). Let X and Y be two 
preschemata andf : X + Y a morphism. We say thatf is a projective morphism 
if there exists a quasi-coherent graded O,-Algebra Y, such that yl is of Jinite 
type andgenerates Y and such that X is Y-isomorphic to Proj(9). 
Observe that a finiteness condition is built into this definition. If 
f : X -+ Y is a projective morphism we say that X is projective over Y. 
A projective morphism is always separated and of finite type (p. 262). 
We can give an alternate definition of projective morphisms, but first 
we have to introduce the notion or projective fiber bundles. Let us 
first consider the affine case. Let E be a finitely generated A-module 
and S,(E) the symmetric algebra of E (p. 273). Of course S,(E) is a graded 
algebra, S,(E) = SO @ S, @ .... The corresponding projective schema 
Proj(S,(E)) will be called the projective fiber bundle over Spec(A) 
defined by E and denoted by P(E). At a point x E Spec(A) the fiber 
f-r(x) over x is the projective space Proj(S,(E,)) over the field K(X). 
In the general case, let Y be a preschema, d a quasi-coherent Ln,-Module, 
SCY(&) the symmetric O,-Algebra of d (p. 274). Then the Y-schema 
Proj(Soy(&) will be called the projective jiber bundle over Y defined by & 
and denoted by P(&) (Grothendieck, “Elements,” II, 4.1.1). 
A morphism f : X + Y of preschemata is projective if and only if X 
is Y-isomorphic to a closed subpreschema of a projective fiber bundle 
P(8) over Y defined by some quasi-coherent Or-Module 8 of finite type 
(Grothendieck, “Elements,” II, 5.5.1). In other words, f can be factored 
in the form 
x L+ P(cq 
where j is a closed immersion. 
The handling of projective morphisms is not easy due to the fact 
that the property of being a projective morphism is not local over Y 
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(p. 262). This follows from examples given by Nagata (Illinois J. Math. 2 
(1958), 490-498) and Hironaka. 
The propositions (i)-(vi) of p. 263 hold for projective morphisms, 
with the sole exception that in (ii) we must suppose that 2 is either 
quasi-compact and separated or that the underlying space is noetherian 
(Grothendieck, “Elements,” II, 5.5.5). 
Let f : X --t Y be a projective morphism. Since f is then separated 
and of finite type, hence in particular quasi-compact (p. 271), the 
theorem of p. 294 applies, i.e., for every quasi-coherent Ox-Module 
9 the B,-Modules R’lf,(%) are quasi-coherent and furthermore 
u - zqf -‘( U), 9) is already the sheaf Rgf,(S), i.e. H*(f -‘( U), 9) = 
r(U, RQf,(S)). For projective morphisms we can complement Serre’s 
theorem (p. 308) in the following way: 
Theorem (Grothendieck, “Elements,” III, 2.2.1 and 2.2.5). Let Y 
be a locally noetherian preschema, f : X ---t Y a projective morphism and 9 
a coherent Or-Module. Then: 
(i) The Or-Modules R”f*(P) are coherent. 
(ii) If Y is noetherian, then there exists an integer N such that 
R”f*(fl(n)) = 0 for n > N and q > 0. 
(iii) If Y is noetherian, then there exists un integer N such that for 
n > N the canonical homomorphism f *( f*(S(n))) + P(n) is subjective. 
The proof is almost trivial. Property (i) is local and for affine open 
sets U it follows from Serre’s theorem. Properties (ii) and (iii) are also 
true for each U with an N which depends on U. The noetherian con- 
dition ensures that we can take a finite covering by sets U. 
Since projective morphisms are so difficult to work with, as a substitute 
one introduces the much simpler proper morphisms. Their definition is 
almost topological and they are in close analogy to the proper maps of 
general topology (Bourbaki, “Topologie g&-&ale,” Chap. I, 3rd ed., $ 10) 
Definition (Grothendieck, “Elements,” II, 5.4.1). A morphism 
f : X --+ Y of preschemata is proper zf it is universally closed (p. 278), of 
@site type (p. 262) and separated. If this is the case we also say thut X is 
proper over Y. 
In topology if we have a proper map f : X += Y, then the fiberf-l( y) 
over a point y E Y is quasi-compact (Bourbaki, “Top. g&i.,” Chap. I, 
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3rd ed., $ 10, No. 2, Th. I). if f: X -+ Y is a proper morphism of 
preschemata, then the fiber f-‘(y) will have the analogous property 
of being “complete”. We say that a preschema X over a field k is com- 
plete if the morphism X + Spec(k) is proper. This generalizes the 
classical notion introduced by Chevalley in 1957 and the former notion 
of a complete abstract variety in the sense of Andre Weil (see Lang, 
“Introduction to Algebraic Geometry,” Chap. IV, 5 6, p. 112). If k = C, 
then a complete variety is compact. 
Proper morphisms have the properties listed in propositions (i)-(vi) 
of p. 262 (Grothendieck, “Elements,” II, 5.4.2, 5.4.3 and 5.4.6). The 
property of being proper is local over Y (p. 263). A projective morphism 
is proper (Grothendieck, “Elements,” II, 5.3.3) but the converse is not 
true as follows from examples given by Nagata (Zoc. cit.). 
Chow’s Lemma (Grothendieck, “Elements,” II, 5.6.1 and 5.6.2). 
Let Y be a noetherian preschema and f : X + Y a proper morphism. Then 
there exists a preschema X’ and a commutative diagram 
such that: 
(i) g is projective and surjective; 
(ii) h is projective; 
(iii) there exists an open set U in X which is dense in X, such that the 
restriction of g to g-‘(U) is an isomorphism from g-‘( U) onto U and g-l( U) 
is dense in X’. 
If, furthermore, X is integral (p. 277) (resp. reduced or irreducible) then 
X’ is integral (resp. reduced or irreducible). If X is irreducible, g maps the 
generic point of X’ onto the generic point of X. 
The Finiteness Theorem 
We know (p. 315) that if Y is a locally noetherian preschema and 
f : X i Y a projective morphism then for every coherent ox-Module 
9 the &,-Modules Rqf.+.(S) are coherent. Serre conjectured that the 
same conclusion holds if we suppose only that f is proper and proved 
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it for p = 0. The proof for general 4 is Grothendieck’s first main con- 
tribution to the cohomology theory of coherent sheaves. 
Theorem (Grothendieck, “Elements,” III, 3.2.1). Let Y be a locally 
noetherian preschema and f : X -+ Y a proper morphism. If 9 is a coherent 
ox-Module then all the Or-Modules Rnf,(F) are coherent. 
A similar result in analytic geometry was proved by Grauert (Publica- 
tions IHES, No. 5, 1960). The proof is very typical of the way how 
Grothendieck’s mind works and therefore we reproduce it here. In the 
first place we may suppose that Y is noetherian since the question is 
local. Then X is also noetherian because f is of finite type (p. 263). 
(A) We first consider a very special case of the theorem. Let X be 
integral (p. 244) and let x be the generic point of X. We prove that there 
exists one coherent sheaf 5 on X such that ZFz # 0 and such that 
Rqf.+(S) is coherent for all 4 > 0. In the proof we use Chow’s lemma, 
as has been done already by Serre (J. Math. Pures Appl. 36 (1957), l-16), 
and spectral sequences, which is new. 
By Chow’s lemma (p. 316) we have a projective, surjective morphism 
g : X’ ---t X such that h = f 0 g : X’ --+ Y is projective. We show that 
5 = g*(Oidn)) f or ar 1 g e n has the required properties. 
(1) Since g is projective we can apply Serre’s theorem (p. 315) 
and so .F is coherent for large n. 
(2) Again by Serre’s theorem the homomorphism 
is surjective for large n. Since the generic point of X’ is mapped by g 
onto x, we have sz # 0. 
(3) Since h is projective we have, still by Serre’s theorem, that 
Rqh,(O,,(n)) is coherent for Q > 0. Now there exists a spectral sequence 
whose initial term is @‘Q = RPf,(Rqg,(Ox(n))) and whose terminal 
term is Rqh,(@,*(n)) (Grothendieck, Sur quelques points d’algebre 
homologique, Tohoku Math. J. 9 (1957), 119-221; see Th. 2.4.1, p. 148). 
On the other hand, Rqg*(O,,(n)) = 0 for 4 > 0 hence Egq = 0 for 
4 # 0, i.e., the spectral sequence is degenerate. We know that in this 
case Rph,(O,,(n)) = E$‘O = Rpf,(g,(O,,(n))) = Rpf,(F) (Grothendieck 
“Elements,” Om , 11.1.6). 
(B) Now we prove the general result with the help of a remarkable 
reduction, the “unscrewing lemma” (lemme de devissage). 
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Let K be the category of all coherent 0,-Modules F and K’ the subset 
formed by those 3 for which the conclusion of the theorem holds, i.e., 
for which 0,,-Modules Rv*(S) are coherent for all q > 0. 
(1) Let 0 + 9’ + 9 + 9” + 0 be an exact sequence of 
coherent O,-Modules. If two of the Modules 9, P’, F” belong to K’ 
then so does the third one. Suppose for instance that 9 and 9’ are in K’. 
We have the exact cohomology sequence 
Ry-*(2F’) - RQf*(9) + RQf*(.v) - RQ+lj*(F) - RQ+lf*(fl). 
Now by assumption the four extreme terms are coherent, hence the 
middle one is also (Grothendieck, “Elements,” 0, , 5.3.4). We could also 
use a three-term exact sequence considering affine open sets U in Y 
and using the fact that if A -+ B + C is an exact sequence of quasi- 
coherent 0,-Modules and A and C are of finite type, then B is of finite 
type, i.e., J? is coherent (Grothendieck, “Elements,” I, 1.5.1). Observe 
that in particular any direct sum of objects in K’ belongs to K’. 
(2) Any coherent direct factor 9’ of an object F in K’ belongs 
to K’. Indeed, if F = 3’ @ s”, then since the direct limit preserves 
direct sums we have R”f.+.(fl) = R9f,(9’) @ Rpf,(.F) (Godement, 
“Theorie des faisceaux,” II, Th. 4.4.4, p. 175). Hence R’lf,(P’) if of 
finite type and since it is quasi-coherent (p. 294) and Y is noetherian, 
it is coherent (Grothendieck, “Elements,” I, 1.5.1). 
The theorem will now follow from the following 
Lemma (Grothendieck, “Elements,” III, 3.1.3). Let X be a noetherian 
preschema and X’ a closed subset of the underlying space of X. Let K 
be the abelian category of all coherent O,-Modules and K’ a subset of K 
having the properties (1) and (2). Supp ose that for every closed, irreducible 
subset Z of x’ with generic point x there exists an Ux-iVIodule 9 E K’ 
which has its support in Z and such that c!?~ # 0. Then every coherent 
0,-Module whose support is contained in X’ belongs to K’. In particular, 
if X’ = X then K = K’. 
Assume that the lemma is proved. To prove the theorem we have only 
to show that for every closed, irreducible subset Z of X an Ox-Module 
g E K’ with the required property exists. Let j : Z + X be the canonical 
injection, then f  0 j : Z --t Y is proper (p. 316). Applying part (A) of the 
proof to 2, there exists a coherent @,-Module 9 on Z such that sfl # 0 
and such that Rq(f 0 j)*(F) is a coherent Or-Module for all q > 0. 
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Then 3 = j,(F) satisfies the requirements. Indeed, 3 is a coherent 
@,-Module since j is a closed immersion (Grothendieck, “Elements,” 
Or, 53.12). Clearly gz # 0 and R’lf,(9) = R*(fo j),(F) is coherent 
(Godement, “Theorie des faisceaux,” II, Th. 4.9.1, p. 187). Hence by 
the lemma K’ = K. 
It remains to prove the lemma; This will be done by noetherian 
induction (Bourbaki, “Alg. comm.,” Chap. II, 4 4, No. 2, Lemma 1; 
Grothendieck, “Elements,” 0, , 2.2.2): Let E be a noetherian space and 
P a property which has a meaning for all closed subsets of E. Assume 
that if F is a closed subset of E such that for every closed proper subset 
G of F the property P(G) is true then P(F) is true. Under this assumption 
P(F) is true for all closed subsets F of E and in particular P(E) is true. 
Indeed, let ‘D be the set of all closed subsets of E for which P is false. 
If %R is not empty, then by the noetherian condition there exists a 
minimal element F,, in !IR. Thus for every proper closed subset G of F, 
the property P(G) is true but P(F,) is false, which is a contradiction. 
Hence !JJI must be empty. 
Let Y be a closed subset of x’ and let P(Y) be the following property: 
every coherent 8,-Module whose support is contained in Y belongs to 
K’. Then we have to show that if P(Y) is true for every closed proper 
subset Y’ of Y, then P(Y) is true. 
If Y is a closed subset of X’, then there exists a unique reduced closed 
subpreschema of X whose underlying space is Y (p. 256) defined by a 
coherent Ideal f of 0,. Consider an F in K with support in Y and let 
us prove that F belongs to K’. We can make two reductions. 
(1) We can suppose that 29 = 0. Indeed, there exists an integer n 
such that $“F = 0 (Grothendieck, “Elements,” I, 9.3.4). We thus 
obtain the usual filtration 
and if we set 3 = $jS/#j+lF, then we have the exact sequences 
0 + y+1l9- -+ YjF -+ 3 -+ 0. But $$ = 0, thus by induction 
and using property (1) of p. 317 we obtain that F E K’ if we know that 
this is true for all 9 with the additional hypothesis fS = 0. 
(2) We can write F = j*(Si), where S1 is an Or-Module on Y 
andj : Y + X is the canonical injection and 9, = (0,/x) 1 Y (Grothen- 
dieck, “Elements,” I, 4.1.2). Indeed, we can take Pi = j*(S) (Grothen- 
dieck, “Elements,” Or , 5.3.11) and F1 is an O,-Module, since $g = 0. 
Now we distinguish two cases. 
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(a) Y is reducible. Then Y = Y’ u Y”, where Y’ and Y” are 
two closed, proper subsets of Y. On Y’ and Y” we have structures of 
reduced closed subpreschemata of X defined respectively by the coherent 
Ideals f’ and #” of 0x . Letj’ : Y’ + X and j” : Y” -+ X be the canon- 
ical injections. Write 9’ = j’*(g) = .F Box (Ox/#‘), 9” = j”*(F) = 
3 @0x (0,/f”) (Grothendieck, “Elements,” I, 9.1.2). The canonical 
homomorphisms 9 + 9’ and 9 4 9” define a natural map 
u : g -+ 9’ @ 9”. The homomorphism u, : Fz + 9; @ 9: is bijec- 
tive for every z $ Y’ n Y”. If for instance z E Y’ and z $ Y”, then 
9: = 0 and $: = 2B, h ence 9; = sz and u, is the identity mapping. 
Thus both Ker(u) and Coker(u), which we know belong to K, have their 
supports in Y’ n Y”. Since Y’ n Y” # Y, it follows from the induction 
hypothesis that Ker(u) E K’ and Coker(u) E K’. Furthermore the supports 
of F’ and 9” are contained respectively in Y’ and Y”, hence F’ E K’ 
and r E K’, and by the observation made at the end of property (1) 
of p. 317, 9’ @ 9” E K’. We have the exact sequences 
and 
0 + Ker(u) + 9 -+ Im(u) + 0 
0 + Im(u) -+ 9’ @ .GI” + Coker(u) + 0. 
From the second exact sequence it follows using property (1) of p. 317 
that Im(u) E K’ and then from the first one we can conclude that P E K’. 
(b) Y is irreducible. Since Y is reduced it is integral (p. 255). 
Let y be its generic point, then K(Y) = (0r&, since (0) is the unique 
minimal prime ideal of the integral ring r( U, Co,), where U is an affine 
open neighborhood of y. Since F1 = j*(P) is a coherent O,-Module, 
it follows that Fv = (g& is a finite-dimensional vector space over 
K(y). Let m be the dimension of 3 v. Let 3 be the 8,-Module in K’ 
which has its support in Y and for which g?) # 0. Let q be the dimension 
of gV over K(Y). Then sv” N gym since both are isomorphic to 
(K(y))“*. It is enough to prove that FQ E K’ since then, by property (2) 
of p. 317, the direct factor 9 will also belong to K’. 
There exists an open neighborhood W of y in X and an isomorphism 
z, : +P 1 W + flp / W (Grothendieck, “Elements,” 0, , 5.2.7). If we 
could extend this isomorphism to the whole space X then the proof 
would be finished. This can, however, not be done and the difficulty 
is circumvented as follows. Let X be the graph of the isomorphism o. 
Then 2 is a coherent sub-(ox 1 W)-Module of (gm 099) 1 W and the 
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projections 2 + P” j W and 2 -+ Fq 1 W are isomorphisms. By a 
difficult theorem (Grothendieck, “Elements,” I, 9.4.7) there exists a 
coherent sub-Ox-Module Z0 of ‘?P @ LW such that Z0 1 W = Af. 
Consider the restrictions w, : &$ -+ ‘ZP and wp : x0 -+ Fq of the canon- 
ical projections of 5P @ 99. Then wi 1 W (i = 1, 2) is an isomorphism 
by what we have just said and also wi 1 (X - Y) is an isomorphism since 
on X - Y both ‘?P and 9s are zero. In other words Ker(w,) and 
Coker(w,) have their supports contained in Y - (Y r\ W) which is a 
closed, proper subset of Y. Thus by our induction assumption both 
belong to K’. We have the exact sequences 
and 
0 --t Ker(w,) + Z,, --t Im(w,) -+ 0 
0 -+ Im(w,) + 5P + Coker(wi) + 0. 
From the second exact sequence it follows by property (1) of p. 317 
that Im(w,) E K’ and then from the first one that Z0 E K’. Similarly 
Ker(w,) and Coker(w,) have their supports in Y - (Y n W) and so 
Ker(w,) E K’, Coker(w,) E K’. We have now the exact sequences 
0 --f Ker(w,) -+x0--t Im(w,) --+O and 0 4 Im(w,) -+gq-+Coker(w,) -0. 
From the first one it follows that Im(w,) E K’ and from the second one 
that Fq E K’. This concludes the proof of the lemma. 
