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UNIFORMIZATION OF SEMISTABLE BUNDLES
ON ELLIPTIC CURVES
PENGHUI LI AND DAVID NADLER
Abstract. Let G be a connected reductive complex algebraic group, and E a complex elliptic curve.
Let GE denote the connected component of the trivial bundle in the stack of semistable G-bundles on
E. We introduce a complex analytic uniformization of GE by adjoint quotients of reductive subgroups
of the loop group of G. This can be viewed as a nonabelian version of the classical complex analytic
uniformization E ≃ C∗/qZ. We similarly construct a complex analytic uniformization of G itself via the
exponential map, providing a nonabelian version of the standard isomorphism C∗ ≃ C/Z, and a complex
analytic uniformization of GE generalizing the standard presentation E ≃ C/(Z ⊕ Zτ). Finally, we apply
these results to the study of sheaves with nilpotent singular support. As an application to Betti geometric
Langlands conjecture in genus 1, we define a functor from ShN (GE) (the semistable part of the automorphic
category) to IndCoh
Nˇ
(Locsys
Gˇ
(E)) (the spectral category).
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1. Introduction
1.1. Background. Let G be a connected complex reductive algebraic group, and E a complex elliptic
curve. The moduli of G-bundles on E plays a distinguished role in representation theory, gauge theory
and algebraic combinatorics (for example [BS12, Sch12] as the setting of the elliptic Hall algebra), and its
geometry has been the subject of a long and fruitful study. Atiyah [Ati57] classified vector bundles on E
in terms of line bundles and their extensions. In particular, he showed rank n vector bundles with trivial
Jordan-Holder factors are in bijection with unipotent adjoint orbits in GL(n), with the unique irreducible
such vector bundle corresponding to the regular unipotent orbit. This initiated the organizing viewpoint
that vector bundles on E form an analogue of the adjoint quotient of GL(n), where the “eigenvalues” of a
vector bundle are the line bundles appearing as its Jordan-Holder factors. In a beautiful series of papers,
Friedman, Morgan and Witten [FMW97, FM98, FM00] extended this to any G, definitively describing the
Jordan-Holder patterns and the geometry of the coarse moduli of semistable bundles. Our focus here is the
moduli stack of semistable bundles, and specifically the construction of an analytic uniformization of it by
finite-dimensional subvarieties of the loop group of G. We discuss motivations and applications at the end
of the introduction.
1.1.1. Holomorphic loop group with twisted conjugation. Thanks to complex function theory, the uniformiza-
tion E ≃ C∗/qZ, with |q| < 1, has been known since the 19th century. Let Jac(E) be the Jacobian variety
parameterizing degree zero line bundles on E. (Thanks to Serre’s GAGA, one can equivalently consider
algebraic or holomorphic bundles.) The Abel-Jacobi map E → Jac(E), x 7→ OE(x − x0) is an isomor-
phism, inducing a similar uniformization Jac(E) ≃ C∗/qZ. This isomorphism also results from the following
geometric observations. By the uniformization E ≃ C∗/qZ, holomorphic line bundles on E are equivalent
to equivariant holomorphic line bundles on C∗. Since every holomorphic line bundle on C∗ is trivializ-
able, equivariant holomorphic line bundles are encoded by their equivariance up to gauge. Such data can
be represented by elements of the holomorphic loop group LholC
∗ up to q-twisted conjugacy. Within this
identification, one finds the uniformization of Jac(E) by the constant loops C∗ ⊂ LholC∗ up to q-twisted
conjugacy by the coweights Z ≃ Hom(C∗,C∗) ⊂ LholC∗.
Now let GE := Bun
ss,0
G (E) denote the connected component of the trivial bundle in the stack of semistable
G-bundles on E. By the uniformization E ≃ C∗/qZ, isomorphism classes of G-bundles on E are in bijection
with q-twisted conjugacy classes in the holomorphic loop group LholG (see for example [BG96] where this
is attributed to Looijenga). We would like to enhance this to an analytic uniformization of GE by finite-
dimensional subvarieties of LholG. As a first attempt, we could take the constant loops G ⊂ LholG, but
unfortunately, in general, the natural map G/G → GE from the adjoint-quotient is neither surjective nor
e´tale. We will correct for both of these shortcomings by consider multiple charts together with their gluing;
see the main results as described in Sect. 1.2.
1.1.2. Connections on circle with gauge transformation. Our arguments also apply to an easier situation
to give a similar uniformization of G/G in terms of (open subsets of) adjoint quotients of reductive Lie
algebras. In this case, the role of LholG with the action of twisted conjugation is replaced by the affine space
of connections on a circle with the action of gauge transformation.
1.2. Main results. Assume for simplicity that G is simple and simply-connected. Let T ⊂ G be a maximal
torus, and denote by X∗(T ) = Hom(C
∗, T ) the coweight lattice.
The real affine space tR := X∗(T )⊗R has a natural stratification by simplices coming from the hyperplanes
Hα,n := {x ∈ tR | α(x) = n}, for α a root of G,n ∈ Z
UNIFORMIZATION OF SEMISTABLE BUNDLES ON ELLIPTIC CURVES 3
Let C be an alcove of tR, i.e a top dimensional simplex. There is a naturally defined category FC of faces
of C, whose objects are faces of C, i.e simplices in C¯, and whose morphisms are given by the closure relation.
For any J ∈ FC , we have canonically associated finite-dimensional connected reductive subgroup GJ ⊂
LholG, whose Lie algebra gJ ⊂ Lholg is spanned by t and those affine root spaces whose affine root vanishes
on J .
We introduce an (analytic) twisted adjoint-invariant open subset gseJ ⊂ gJ (resp. GseJ ⊂ GJ) of elements
with “small eigenvalues” with respect to J . Roughly speaking, an eigenvalue in t (resp. T ) is small with
respect to J if its real part (resp. q-part) lies in a simplex whose closure contains J (for details, see definition
before Proposition 4.38 for GseJ , and Theorem 6.1(6) for g
se
J ). Denote by GJ/GJ (resp. gJ/GJ) be the
quotient stack w.r.t the twisted conjugation (Sect 1.1.1) (resp. the gauge action (Sect 1.1.2, which we shall
also refer as a “twisted” action)). Then we have:
Theorem 1.1. (Theorem 6.1(6), Theorem 4.40) The natural maps gseJ /GJ → G/G, GseJ /GJ → GE are
open embeddings, and
(1)
∐
J∈{vertices of C} g
se
J /GJ
// G/G
(2)
∐
J∈{vertices of C}G
se
J /GJ
// GE
are surjective.
To describe the gluing of the above charts, for any face J of C, we have
gseJ /GJ =
⋂
J0∈{vertices of J}
gseJ0/GJ0
GseJ /GJ =
⋂
J0∈{vertices of J}
GseJ0/GJ0
Taking descent into account, we have the following extension of Theorem 1.1:
Theorem 1.2. (Theorem 6.1(7), Theorem 4.41) There are isomorphisms of complex analytic stacks
(1) colimJ∈FCg
se
J /GJ
∼ // G/G
(2) colimJ∈FCG
se
J /GJ
∼ // GE
One of our motivations for the above is to study dg-categories of complexes of sheaves with nilpotent
singular support. To this end, we show for such complexes restriction along the open inclusions induces
equivalences:
ShN (gJ/GJ)
∼ // ShN (g
se
J /GJ)
ShN (GJ/GJ)
∼ // ShN (G
se
J /GJ)
From this and an untwisting argument (see Remark 1.4 (3) below), we deduce the following main result of
the paper:
Theorem 1.3. (Theorem 6.13, Theorem 7.4) There are equivalences
(1) ShN (G/G)
∼ // limJ∈FopC ShN (gJ/adGJ )
(2) ShN (GE)
∼ // limJ∈FopC ShN (GJ/adGJ )
where GJ/adGJ , gJ/adGJ are the quotient stacks by usual conjugations.
Remark 1.4. (1) The group GJ is explicitly known: let C be the standard alcove, and denote by S0
the set of affine simple roots, then there is natural identification between F opC and P
◦(S0) := the
category of proper subset of S0, via J 7→ {α ∈ S0 : α(J) = 0}. Under this identification, GJ
is generated by the one parameter subgroup corresponding to the roots in J . Hence the Dynkin
diagram of GJ is J viewed as a subdiagram of the affine Dynkin diagram of G. In particular, when
J is a vertex, GJ is isomorphic to either G or a Pseudo-Levi subgroup of G (a connected maixmal
rank reductive subgroup of G that is not contained in any parabolic subgroup), and all Pseudo-Levi
subgroup arise in this way, c.f Borel–de Siebenthal [BDS49].
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(2) In the limit, the arrow from J to J ′ is identified as parabolic restriction w.r.t the parabolic subalgebra
pJJ′ (resp. subgroup P
J
J′) defined by the relative position between J and J
′ (Definition 3.7). Simi-
larly, the (higher) commutativities are given by (higher) transitivity isomorphisms between parabolic
restrictions.
(3) Recall that the conjugation actions in Theorem 1.2 are twisted. Nevertheless, in the last theorem, the
conjugations are the usual (untwisted) ones. To achieve this, one need to untwist all the conjugations
compatibly with the diagram F opC . (This essentially comes down to the fact that the simplices J ’s
are contractible, and the nilpotent cone in gJ/GJ (resp. GJ/GJ) is constant along the direction of
J .) Hence the right hand sides of Theorem 1.3 are completely Lie theoretic, and in particular, the
right hand side in (2) is irrelevant to the elliptic curve E.
(4) For a torus T , let Loc(T/T ) (resp. Loc(TE)) be the dg-category of local systems on the adjoint
quotient (resp. on the degree zero component of bundles on E). Theorem 1.3 can be thought of as
an analogy for a simple, simply-connected group of the statement:
Loc(T/T )
∼ // limBX∗(T ) Loc(t/T )
Loc(TE)
∼ // limBX∗(T ) Loc(T/T )
where BX∗(T ) denotes the classifying space of the coweight lattice (viewed as an ∞-groupoid), the
object in BX∗(T ) goes to Loc(t/T ) (resp. Loc(T/T )), and all (higher) morphisms go to the identity.
Combining the statements for a simple, simply-connected group and a torus, one can obtain a general
statement for any reductive group.
Example 1.5. (G = SL2) Theorem 1.3 (1) gives
ShN (SL2/SL2) =
lim{ ShN (
[
C C
C C
]
/ ∼)
[ ∗ ∗0 ∗ ]
// ShN (
[
C 0
0 C
]
/ ∼) ShN (
[
C Cz
Cz−1 C
]
/ ∼)
[ ∗ 0∗ ∗ ]
oo }
where the matrices stand for the corresponding sub-Lie algebras of Lsl2, and / ∼ is shorthand for taking
the quotient by the corresponding adjoint action. The arrows “→” in the diagram are parabolic restrictions
with respect to the indicated parabolic subalgebras.
Example 1.6. (G = SL3) Theorem 1.3 (1) gives
ShN (SL3/SL3) = lim
ShN (
[
C Cz Cz
Cz−1 C C
Cz−1 C C
]
/ ∼)
[
∗ 0 0
∗ ∗ ∗
∗ ∗ ∗
]
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆
[
∗ 0 ∗
∗ ∗ ∗
∗ 0 ∗
]

❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
[
∗ 0 0
∗ ∗ ∗
∗ 0 ∗
]

ShN (
[
C 0 0
0 C C
0 C C
]
/ ∼)
[
∗ 0 0
0 ∗ ∗
0 0 ∗
]▼▼
&&▼▼
⇒
⇓
ShN (
[
C 0 Cz
0 C 0
Cz−1 0 C
]
/ ∼)
[
∗ 0 0
0 ∗ 0
∗ 0 ∗
]♦♦
ww♦♦
⇐
⇓ShN (
[
C 0 0
0 C 0
0 0 C
]
/ ∼)
ShN (
[
C C C
C C C
C C C
]
/ ∼)
[
∗ ∗ ∗
0 ∗ ∗
0 ∗ ∗
]
EE☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞☞
[
∗ ∗ ∗
∗ ∗ ∗
0 0 ∗
] //
[
∗ ∗ ∗
0 ∗ ∗
0 0 ∗
]
♥♥♥♥♥♥♥♥♥
77♥♥♥♥♥♥♥♥♥
ShN (
[
C C 0
C C 0
0 0 C
]
/ ∼)
[
∗ ∗ 0
0 ∗ 0
0 0 ∗
]
OO
⇑ ⇑
ShN (
[
C C Cz
C C Cz
Cz−1 Cz−1 C
]
/ ∼)
[
∗ ∗ ∗
0 ∗ 0
∗ ∗ ∗
]
\\✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾
[
∗ ∗ 0
∗ ∗ 0
∗ ∗ ∗
]oo
[
∗ ∗ 0
0 ∗ 0
∗ ∗ ∗
]
❙❙❙❙❙❙❙❙❙❙❙
ii❙❙❙❙❙❙❙❙❙❙❙
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where the 2-arrows “⇒” in the diagram are the transitivity natural isomorphisms between parabolic restric-
tions.
Remark 1.7. The theorem is compatible with Springer theory in the sense that there is a commutative
diagram:
C[Waff]-mod
♥

∼ // limJ∈FC C[WJ ]-mod
♥

PervN (G/G)

∼ // limJ∈FC PervN (gJ/GJ)

ShN (G/G)
∼ // limJ∈FC ShN (gJ/GJ)
where WJ be the Weyl group of GJ (which equals the centralizer/stabilizer of J in the affine Weyl group
Waff :=W⋉X∗(T )); A-mod
♥ is the abelian category of A-modules. Perv(X) denote the category of perverse
sheaves on X ; the first and second limit is taken inside CatAb the category of abelian categories, and the
last limit is taken inside dg-Cat the category of dg categories. Note the first isomorphism follows from the
Coxeter presentation of Waff, hence Theorem 1.3 can be thought of as a Coxeter presentation of character
sheaves. One can also upgrade the first lines to derived statement, see [Li18] for details.
We also define more general descent diagrams for general reductive groups. See Section 1.5 below for
more details.
1.3. Applications.
1.3.1. Global Fourier/Radon transform. There are natural integral transforms on the each term in the right
hand side Theorem 1.3. Namely, the Fourier transform FrJ : ShN (gJ/adGJ ) → Sh(NgJ/GJ) in (1),
the Radon transform RJ : ShN (GJ/adGJ ) → Sh(BJ\GJ/BJ) and the inverse Radon transfrom RˇJ :
ShN (BJ\GJ/BJ) → Sh(GJ/adGJ ) in (2), where BJ := P JC is a Borel subgroup of GJ . The integral
transforms are compatible with the diagram, hence pass to the (co)limit:
Fr : ShN (G/G)
∼−→ lim
J∈FC
Sh(NgJ /GJ)
R : ShN (GE)→ lim
J∈FC
Sh(BJ\GJ/BJ)
Rˇ : colimJ∈FCSh(BJ\GJ/BJ)→ colimJ∈FCShN (GJ/adGJ ) ≃ ShN (GE)
We refer these functors as the global Fourier/(inverse) Radon transform. Note that in the last row, we
identifies limit in dg categories as colimit in dg categories (with continuous functors), see [Gai12, Lemma
1.3.3].
1.3.1.1. Global Fourier transform and spectral description of character sheaves. The category Sh(NgJ /GJ)
is described by generalized Springer correspondence [Lus84, RR17]. Base on that and the global Fourier
transfrom, [Li18] obtains the following spectral description of the category ShN (G/G) of character sheaves
on G:
Theorem 1.8 ([Li18]). Denote W Jaff := NWaff(WJ )/WJ , ΛJ ⊂ W Jaff the subgroup of translations, W J :=
W Jaff/ΛJ , SˇJ := dual torus of ΛJ ⊗ C∗ and cJ the number of cuspidal sheaves on NgJ/GJ . Denote LX :=
X×X×XX the derived loop space of X, and put Ĝ :=
∐
J∈FC
((LSˇJ )/W J)
∐
cJ . Then there is an equivalence
of dg categories:
ShN (G/G) ≃ QCoh(Ĝ)
1.3.1.2. Global Radon transform and a functor from ShN (GE) to spectral side. Let us first recall the Betti
geometric Langlands conjecture proposed by Ben-Zvi-Nadler. Denote by B be a Borel subgroup of G, and
by N its unipotent radical. Let Gˇ be the Langlands dual group of G, and gˇ, Bˇ, Nˇ , nˇ, Nˇ the corresponding
object for the dual group. Let Σ be a compact Riemann surface, denote by BunG(Σ) := Map(Σ, BG) the
moduli stack of holomorphic principal G-bundles on Σ, and by LocsysGˇ(Σ) := Map(ΠΣ, BGˇ) the moduli
(derived) stack of Gˇ local system on Σ, where ΠΣ is the fundemental ∞-groupoid of Σ.
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Conjecture 1.9 ([BZN16, Conjecture 1.5]). There is an equivalence of dg-categories:
LG : ShN (BunG(Σ)) ≃ IndCohNˇ (LocsysGˇ(Σ))
where IndCohNˇ stands for the dg category of Ind-coherent sheaves with singular support in the global
nilpotent cone Nˇ , c.f Arinkin-Gaitsgory [AG15] for the original categorical geometric Langlands conjecture
and the singular support for coherent sheaves.
Remark 1.10. We expect that Theorem 1.8 can be interpreted as semistable part of Conjecture 1.9 for Σ =
nodal genus 1 curve.
Now for Σ = E, we define a functor:
LssG : ShN (GE)
// IndCohNˇ (LocsysGˇ(E))
by the compositions:
ShN (GE)
(1)≃ limShN (GJ/adGJ ) ≃ colim ShN (GJ/adGJ)
(2)≃ colim Tr(ShT×T (NJ\GJ/NJ))
(3)→ Tr(ShT×T (I0\LG/I0))
(4)≃ Tr(IndCoh(Bˇ/Bˇ ×Gˇ/Gˇ Bˇ/Bˇ))
(5)≃ IndCohNˇ (LocsysGˇ(E))
where ShT×T (−) ⊂ Sh(−) is the full subcategory of sheaves which are locally constant on T ×T -orbits, and
Tr(A) := A⊗A⊗Aop A is the trace of a monoidal category A. The equivalence (1) is by Theorem 1.3; (2) is
induced by Rˇ, and equivalence is by Ben-Zvi-Nadler [BZN09, Theorem 1.8] for unipotent monodromy, and
is expected for general monodromies [BZN09, Expectation 1.23]; (3) is induced by the monoidal functors
Sh(BJ\GJ/BJ)→ Sh(I0\LG/I0), where I0 is the (pro-)unipotent radical of Iwahori subgroup (correspond-
ing to C) of LG; (4) is by Bezrukavnikov [Bez16, Theorem 1] for unipotent monodromy, and is expected for
general monodromies [Bez16, Conjecture 58]. (5) is by Ben-Zvi-Nadler-Preygel [BZNP13, Theorem 4.4].
In particular, denote by ShuN (GE) := limSh
u
N (GJ/adGJ ) ⊂ ShN (GE) the full subcategory corresponding
to unipotent character sheaves ShuN (GJ/adGJ ) ⊂ ShN (GJ/adGJ ), then (2)(4) above is known for unipotent
monodromy, and we have a functor Lss,uG : Sh
u
N (GE)→ IndCohNˇ (LocsysGˇ(E)u). Under Conjecture 1.9, we
expected the following diagram commutes:
ShuN (GE)
L
ss,u
G //
 _

IndCohNˇ (LocsysGˇ(E)
u)
 _

ShN (GE)
L
ss
G //
 _
j!

IndCohNˇ (LocsysGˇ(E))
=

ShN (BunG(E))
LG
∼
// IndCohNˇ (LocsysGˇ(E))
for j : GE → BunG(E) the open embedding. Hence it is natural to have:
Claim 1.11. L
ss,(u)
G is fully-faithful.
Assuming the expected equivalences (2)(4) above, this claim is equivalent to a statement of (affine) Hecke
categories:
Claim 1.12. The natural functor
colimJ∈FCTr(ShT×T (NJ\GJ/NJ)) // Tr(ShT×T (I0\LG/I0))
is fully-faithful.
We shall prove these claims in a future paper.
Remark 1.13. The word global Fourier/Radon transform refers to being global on the space of fields
Bun
(ss)
G (Σ), rather than on the space-time Σ. Nevertheless, we expect that localizing on space of fields is
related to taking nearby cycles along degenerations of space-time. This fits into the general framework of
[BZN16, Conjecture 4.15] where they proposed an appoach to Conjecture 1.9 via gluing (i.e taking (co)limits)
from the degenerations.
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1.3.2. Topological nature of ShN (GE).
Corollary 1.14. The dg-category ShN (GE) of complexes of sheaves with nilpotent singular support is locally
constant over the moduli space of elliptic curves M1,1.
Remark 1.15. As in Remark 1.4 (3), the right hand side in Theorem 1.3 (2) is irrelevant to the elliptic
curve E. However, the equivalence there depends on a choice of basis in H1(E,Z) (and a point in E).
Hence Theorem 1.3 (2) does NOT imply ShN (GE) is constant over M1,1. It is only constant after making
the choice of basis (i.e. after a base change to the upper half plane H). And in fact the resulting sheaf of
categories on M1,1 has interesting monodromy. For G = SLn, this sheaf contains the monodromy of the
SL(2,Z) action on E[n]:= the set of n-torsion points of E, by considering the cuspidal objects.
With modest further effort, and similar applications of the above results, one can extend the corollary
to the dg category ShN (BunG(E)) of complexes of sheaves with nilpotent singular support on the entire
moduli of all G-bundles on E. This category contains the Hecke eigensheaves of the geometric Langlands
program, and we expect it to offer also a theory of affine character sheaves. Furthermore, under Langlands
duality/mirror symmetry, it is expected to correspond to a derived category of coherent sheaves on the
commuting stack. (Note that the commuting stack, and hence its coherent sheaves as well, is evidently a
topological invariant, only depending on the fundamental group of the elliptic curve.) This is in turn the
subject of beautiful recent developments (Schiffmann-Vasserot [SV12, SV11, SV13] on Macdonald polyno-
mials and double affine Hecke algebras; Ginzburg [Gin12] on Cherednik algebras and the Harish Chandra
system) and in particular its role as affine character sheaves was established in [BZNP13].
1.3.3. Dependence of restriction functor on parabolic subgroups. During the proof of our main theorem, we
also obtain the following result:
Corollary 1.16. Let P1, P2 ⊂ G be two parabolic subgroups of a G with the same Levi L ⊂ G. Then there
is a (non-canonical) natural isomorphism between the parabolic restrictions
ResP1 ≃ ResP2 : ShN (G/G) // ShN (L/L)
Such statements has been proved for orbital sheaves on Lie algebras in [Mir04], and for perverse character
sheaves on Lie groups in [Gin93]. During the proof of our main theorem, we define a base restriction functor
RU : ShN (G/G)→ ShN (L/L) depending on a base open subset U . The idea is that both parabolic restric-
tion functors are canonically isomorphic to RU . Hence each choice of U gives such a natural isomorphism.
In fact, the space of choices of such U is connected but not contractible. This is explained in detail in
Section 6.4.
1.4. Outline of argument in an example. To illustrate the ideas, we give a first example in its most
plain form.
Let G = SL2, g = sl2, T, t the diagonal matrices in G, g. Let U := {X ∈ g : |Re(λ(X))| < 1/2}, for
λ(X) an eigenvalue of X . Let V be another copy of U . We have U → G by X 7→ exp(2πiX) and V → G
by Y 7→
(−1 0
0 −1
)
exp(2πiY ). Let D = {H ∈ t : 0 < λ1(H) < 1/2}, where λ1(H) is the first eigenvalue of
H . We have D×G/T → U by (H, g) 7→ gHg−1 and D×G/T → V by (H, g) 7→ g(H −
(
1/2 0
0 −1/2
)
)g−1.
Notice that [H,
(
1/2 0
0 −1/2
)
] = 0. We have the commutative diagram
D ×G/T
zz✈✈
✈✈
✈✈
✈✈
✈
$$❍
❍❍
❍❍
❍❍
❍❍
U
$$■
■■
■■
■■
■■
■ V
zz✉✉
✉✉
✉✉
✉✉
✉✉
G
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which is a Cartesian. All arrows are open embeddings and U
∐
V → G is surjective. The diagram is
G-equivariant, passing to the quotient, we have
(1.17) D/T
||①①
①①
①①
①①
""❋
❋❋
❋❋
❋❋
❋
U/G
""❋
❋❋
❋❋
❋❋
❋
V/G
||①①
①①
①①
①①
G/G
with all actions being adjoint actions. Passing to the sheaves, we have all the pullback preserve nilpotent
singular support. Hence we have
(1.18) ShN (G/G) ≃ lim ShN (D/T )
ShN (U/G)
;;①①①①①①①①
ShN (V/G)
bb❋❋❋❋❋❋❋❋
The above diagram can be identified with
(1.19) ShN (t/T )
ShN (g/G)
<<③③③③③③③③
ShN (g/G)
bb❉❉❉❉❉❉❉❉
with the pullback identified with parabolic restriction. Hence this gives a description of the category of char-
acter sheaves on a Lie group in terms of categories of character sheaves on the Lie algebras. It turns out that
the charts U/G, V/G and D/T above appears naturally in side the infinity dimension gauge uniformizations.
1.5. Outline of the general strategies. We also define more general descent diagrams for GE and G/G
in this paper.
We start with some general construction of (diagrams of) maps into a quotient stack. Let X ∈ Mfld the
category of smooth manifolds, we have tautologically X = colimY ∈Mfld/XY in the presheaf category (valued
in ∞-groupoids). Now if X is a 1-stack over Mfld, we have similarly X = colimY ∈1-stack/X Y . Notice that
1-stack/X is a (2,1)-category.
For each functor F : C → 1-stack/X , we have a natural morphism colimF → X . We could understand
X in terms of F . E.g, if Y → X is (representable) smooth surjective, let C = ∆op the opposite of simplex
category and F : C → 1-stack/X by F ([n]) = Y nX . Then smooth descent implies that colimF → X is an
isomorphism. Note that ∆op is essentially an ordinary category, it is also natural to consider other category
C with 2-morphisms.
Now suppose X = X/G, we can define a (2,1) category S and a functor S : S → 1-stack/X ,
as follows: The object of S are of the form (X,G), for X ⊂ X , G ⊂ G such that G acts on X .
MorS ((X1, G1), (X2, G2)) = {g ∈ G : g(X1) ⊂ X2, gG1g−1 ⊂ G2}. And a 2-morphism for each triangle (note
that we do not require f = hg in G).
(1.20) (X1, G1) g
//
f
⇑η ))
(X2, G2)
h
// (X3, G3)
Then for g : (X1, G1) → (X2, G2) in S , then g induces Sg : X1 → X2, x1 7→ g · x1 and a group ho-
momorphism φg : G1 → G2, g1 7→ gg1g−1. The two maps (Sg, φg) are compactible in the sense that
Sg(g1x1) = φg(g1)Sg(x1). Hence they induces a map of quotient stacks Sg : X1/G1 → X2/G2. Similarly, we
have Sh : (X2, G2)→ (X3, G3) and Sf : X1/G1 → X3/G3. We have an natural (invertible) 2-morphism
(1.21) Sh,gf : Sh ◦ Sg ⇒ Sf
Now there is a functor S : S → 1-stack/X . By taking (1.20) to
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X1/G1
Sg
//
Sf
⇑Sh,g
f ((
X2/G2
Sh
// X3/G3
Now for any J : C → S , denote by F := S ◦ J , then we have colimF → X . In practice, X is assumed to
be finite dimensional, but X ,G could be infinite dimensional. And all objects (X,G) in S are taken to be
finite dimensional.
We are mainly interested in the situation X is (a) LocsysG(S
1) = Ω1(S1, g)/C∞(S1, G), (b) Bun0G(E) =
Ω0,1(E, g)/C∞(E,G), or (c) BunG(E) = LholG/
qLholG. We shall construct some C , F as above such that
colimF → X ′ is an isomorphism, where X ′ = X in case (a), and X ′ = GE ⊂ X in case (b),(c). They are
discussed in the following places of the paper:
(1) The category C =
∫
∆op
S•//Γ is defined in Section 2.4. When G is simply connected, and in the case
(a)(c), we can also take an easier category as in Section 2.1.
(2) The functor F is defined for case (c) in Section 4.3, and similar in case (a)(b). The charts F (c), c ∈ C are
isomorphic to U/K where K is some a reductive Lie group and U is an invariant open subset of k = Lie(K)
for (a),(b) / of K for (c).
(3) We prove the fact that colimF ≃ X ′ in case (c) in Theorem 4.34. This is the main theorem of the first
part. The proof relies on the particular geometry of adjoint quotient. And the corresponding statement is
stated in Theorem 6.1 for (a) and in Theorem 7.6 for (b).
1.6. Acknowledgements. We are indebted to David Ben-Zvi, Roman Bezrukavnikov, Dragos Fratila, Sam
Gunningham, Tao Su and Zhiwei Yun for helpful discussions. We would like to thank the organizers of the
workshop “Geometric Langlands and derived algebraic geometry” at CIRM Luminy, where a preliminary
version of the results was presented. PL is grateful for the support of the Advanced Grant “Arithmetic
and Physics of Higgs moduli spaces” No. 320593 of the European Research Council. DN is grateful for the
support of NSF grant DMS-1502178.
2. Category preliminaries
In this section, we will define the categories that organize our descent diagram. The content is presented
with increasing generality. Sections 2.2-2.4 are not necessary for readers mainly interested in the concrete
Lie theoretic diagram given in the introduction. However, many statements in the paper are of a purely
local nature which does not depend on the explicit knowledge of alcove geometry. So they are natural from
the perspective of Section 2.4.
2.1. The categories FC and PS.
Definition 2.1. For C a polytope, the category of (non-empty) faces FC of C is defined as follows:
Ob(FC) = {J : J a non-empty face of C}
Mor(J, J ′) =
{ {J → J ′} a single element set, if J ⊂ J ′
∅, otherwise
The composition is given by the obvious one: if J ⊂ J ′ and J ′ ⊂ J ′′, then J ⊂ J ′′ and (J ′ → J ′′) ◦ (J →
J ′) = J → J ′′.
The following proposition is easy to check.
Proposition 2.2. If C = C1 × C2, then FC ≃ FC1 ×FC2 .
Definition 2.3. For a set S, the unaugmented power category PS of S is the category of non-empty subsets
of S, with morphisms given by inclusions. The power category PS,+ of S is the category of subsets of S,
with morphism inclusions.
Let VC be the set of vertices of C. There is a natural functor
V er : FC //PVC , J
✤ // {set of vertices of J} .
If C is a simplex, then V er is an isomorphism.
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The power category PS,+ can be used to organize descent by open covers: let Space be the category of
manifolds/schemes/stacks. For S ∈ Space, let Sh(S) be the category of sheaves on S (See Appendix A.2 for
our convention on sheaves). We have:
Proposition 2.4. Let X : PopS,+ → Space be a functor, such that:
(1) All arrows in PopS,+ map to open embeddings under X.
(2) The map
∐
s∈S X(s)
// X(∅) is surjective.
(3) X preserves Cartesian product. I.e, for any A,B ⊂ S, the following commutative diagram is Cartesian:
X(A ∪B)

❁❁
❁❁
❁❁
❁
  ✂✂
✂✂
✂✂
✂
X(A)

❁❁
❁❁
❁❁
❁
X(B)
  ✂✂
✂✂
✂✂
✂
X(A ∩B)
Then (i) the natural map is an isomorphism:
colimA∈PopS X(A)
∼ // X(∅)
(ii) the natural functor induced by pull back is an equivalence:
limA∈PopS Sh(X(A)) Sh(X(∅))
∼oo
Proof. This is proved later as a special case of Proposition 2.13. 
2.2. The category ∆S. In this section, we consider a more general category ∆S that could organize descent
data of etale maps, just as PS does for open maps. Let us first recall the simplex category and etale descent.
2.2.1. The simplex category ∆.
Definition 2.5. (1) The simplex category ∆ is the category with objects {finite totally ordered sets
[n] = {0→ 1→ · · · → n− 1} : n ∈ N}, and with morphism set maps preserving the order.
(2) The augmented simplex category ∆+ is the category with objects {finite totally ordered sets [n] =
{0→ 1 → · · · → n− 1} : n ∈ N ∪ {−1}}, where [−1] := ∅, and with morphism set maps preserving
the order.
Example 2.6. (The simplicial objects U•X) Let U → X be a morphism in T . Then we can define a functor
U•X : ∆
op → T . On objects, U•X([n]) := Un+1X . And for morphisms τ : [m] → [n], U•X(τ) : UnX → UmX , via
(u0, u1, . . . , un) 7→ (uτ(0), uτ(1), . . . , uτ(m)). Denote by U•X,+ : ∆op+ → T the augmented functor by sending
∅ to X . The functors U•X,(+) clearly preserve Cartesian product.
In fact, it follows from the universal property of ∆+ that all Cartesian product preserving functors from
∆op+ are of the above form:
Proposition 2.7. Let F : ∆op+ → T be a Cartesian product perserving functor. Then there a canonical
isomorphism of functors F
∼
+3 F ([0])•F (∅),+ .
We have the following smooth decent organized by ∆, where we use the term smooth map for submersive
map as in algebraic geometry.
Proposition 2.8. (1) Let U → X be a smooth surjective map in Space. Then
(i) the natural map is an isomorphism:
colim∆opU
•
X
∼ // X
(ii) the natural functor induced by pull back is an equivalence:
Sh(X)
∼ // lim∆op Sh(U
•
X)
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(2) Let X• : ∆op+ → Space be a Cartesian functor, such that the map X([0]) // X(∅) is etale and
surjective. Then
(i) the natural map is an isomorphism:
colim∆opX
• ∼ // X(∅)
(ii) the natural functor induced by pull back is an equivalence:
Sh(X(∅)) ∼ // lim∆op Sh(X•)
Proof. (1)(i) For any Y , the Yoneda embedding Hom(−, Y ) defines a sheaves on Xsm. (ii) is by Proposi-
tion A.7. (2) follows from (1) by Proposition 2.7. 
2.2.2. The category ∆S. There is a category ∆S that connects the two types of descent given by ∆ and PS .
Roughly speaking, if we write a space U =
∐
s∈S Us as the disjoint union of connected components, then ∆S
organizes the connected components of the simplicial space U•X . The category ∆S is also naturally defined
via the Grothendieck construction recalled in the next section.
Definition 2.9. Let S be a set.
(1) A sequence in S is a pair (I, s : I → S), where I is a totally order set and s : I → S a set map. We
denote the sequence by (si)i∈I , where si := s(i). A sequence is finite if |I| is finite.
(2) The category ∆S (resp. ∆S,+) is defined as the category of non-empty finite (resp. finite ) sequences
in S. The morphisms between two sequences I → S and J → S are order preserving maps I → J
that respect the map to S.
Remark 2.10. When S = {pt} a one point set, a finite sequence in S is the same as a finite totally ordered
set, and ∆{pt} ≃ ∆.
The following example is the main motivation for us to consider ∆S :
Example 2.11. Let {Us → X}s∈S be a set of morphisms in T . Then we can define a functor U•s,s∈S;X :
∆opS → T . On objects, U•s,s∈S;X((si)i∈I) :=
∏i∈I
X Usi . And for morphism τ : (si)i∈I → (tj)j∈J , define
U•X(τ) :
∏j∈J
X Utj →
∏i∈I
X Usi , via (uj)j∈J 7→ (uτ(i))i∈I . Also define the augmented functor U•s,s∈S;X,+ by
further sending ∅ to X . The functor U•s,s∈S;X,(+) preserve Cartesian product.
The category ∆S has properties analogous to those of ∆:
Proposition 2.12. Let F : ∆opS,+ → T be a Cartesian product perserving functor. Then there a canonical
isomorphism of functors F
∼
+3 F ((s))•s∈S;F (∅),+ .
Proposition 2.13. Let X• : ∆opS,+ → Space be a Cartesian product perserving functor, such that the map∐
s∈S X((s))
// X(∅) is smooth and surjective. Then
(i) the natural map is an isomorphism:
colim∆opS X
• ∼ // X(∅)
(ii) the natural functor induced by pull back is an equivalence:
Sh(X(∅)) ∼ // lim∆opS Sh(X•)
Proof of Proposition 2.4. The idea is same as showing the non-degenerate Cech complex and the degen-
erate Cech complex having the same cohomology. There is a natural functor given by taking the un-
derlying set of a sequence: π : ∆S //PS , by (si)i∈I
✤ // {si}i∈I . Let M consist of all morphisms
m in ∆S , such that π(m) = Id. Then π induces an equivalence: ∆S [M
−1]
∼ //PS . Now suppose
given X as in Proposition 2.4, define the functor X(s)•s∈S;X : ∆
op
S → Space, then for any m ∈ M ,
X(s)•s∈S;X(m) = Id. Hence X(s)
•
s∈S;X naturally factor through X(s)
•
s∈S;X [M
−1] : ∆S [M
−1] → Space, and
colim∆opS X(s)
•
s∈S;X ≃ colim∆opS [M−1]X(s)•s∈S;X [M−1]. Under ∆S [M−1] ≃ PS , we have X(s)•s∈S;X [M−1] =
X |PS , hence colimPSX ≃ colim∆opS X(s)•s∈S;X ≃ X(∅). This proves (1), and (2) can be proved similarly. 
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2.3. Grothendieck construction. The reference for Grothendieck construction (also referred as unstraighten
functor) can be found in [Lur12, Sect 3.2], [GR16, I.1.1.4]. The passage from ∆op to ∆opS is a special case
of the Grothendieck construction. In this section, we will work in the natural setting of ∞-categories. By
categories, we mean∞-categories. For two categoriesA,B, denote by [A,B] the category of functors between
A and B.
Definition 2.14. The Grothendieck construction is the functor∫
B
: [B,Cat] // Cat/B ,
where
∫
B
F is defined so that the fiber over b ∈ B is F (b).
Example 2.15. Let S• := S•{pt} : ∆
op → Set ⊂ Cat be the simplicial set as in Example 2.6, then ∫
∆op
S• ≃
∆opS .
2.3.1. Kan extension.
Definition 2.16. Given a functor ρ : A → B and a category T , denote ρ∗ : [B, T ] → [A, T ] the induced
functor.
(1) The left Kan extension ρ! is the left adjoint to ρ
∗.
(2) The right Kan extension ρ∗ is the right adjoint to ρ
∗.
We collect some basic properties of Kan extension:
Proposition 2.17. Let K : A→ T a functor.
(1) Let π : A→ pt (for pt being the one point category), then π!A(pt) ≃ colimAK and π∗A(pt) ≃ limAK,
provided either side of the equation exist.
(2) Let ρ : A → B,ϕ : B → C, and assume that ρ!/∗(K), ϕ!/∗(ρ!/∗(K)) exist, then (ϕ ◦ ρ)!/∗(K) exist
and (ϕ ◦ ρ)!/∗(K) ≃ ϕ!/∗(ρ!/∗(K)).
Proof. (1) follows from the definition of (co)limit. (2) follows from the fact that ρ∗ ◦ ϕ∗ ≃ (ϕ ◦ ρ)∗ and that
adjoints are canonical. 
Example 2.18. We use the notation in Example 2.15. Take K = U•s,s∈S;X : ∆
op
S → T , then π!K = U•X :
∆op → T , for U =∐s∈S Us.
In the situation of Grothendieck construction, the Kan extension can be calculated as follows:
Proposition 2.19. Denote π :
∫
B F → B, and πop : (
∫
B F )
op → Bop its opposite. Then π!, πop∗ can be
calculated provided that the following colimits or limits exist:
(1) π!(K)(b) = colimF (b)K, for K ∈ [
∫
B
F, T ].
(2) πop∗ (K
′)(b) = limF (b)op K
′, for K ′ ∈ [(∫
B
F )op, T ].
Proof. It is known that
∫
B
F → B is a coCartesian fibration with fiber ∫
B
F ×B b canonically isomorphic to
F (b). Then (1) follows from [GR16, I.1.2.2.4]. And (2) follows from similar argument. 
For later use, we spell out (1) in the above Proposition explicitly when F takes values in Set⊂ Cat, and
B = D the category of commutative diagram:
D = w
k

h // x
f

y
g
// z
Corollary 2.20. For b ∈ F (x), c ∈ F (y), d ∈ F (z), such that F (f)b = F (g)c = d, denote by Sb,c := {a ∈
F (w) : F (h)a = b, F (k)a = c}. The following are equivalent:
(1) π!K(D) is Cartesian,
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(2) the following diagram is Cartesian, for all such triple (b, c, d) as above:
∐
a∈Sb,c
K(a)
K(k)

K(h)
// K(b)
K(f)

K(c)
K(g)
// K(d)
Proof. This follows from Proposition 2.19, since F take values in Set, the colimit reduces to a coproduct. 
2.4. The category
∫
∆op S
•//Γ.
Definition 2.21. Let S be a set, Γ a group acting on S.
(1) The (2-)category S//Γ has object s for every s ∈ S; morphism γ : s → t for every γ ∈ Γ, s, t ∈ S,
such that γ(s) = t; and 2-morphism γ′γ−1 : γ ⇒ γ′, for every γ, γ′ : s → t. The identity and
composition are given by the obvious ones.
(2) The set S//Γ is the set of orbits of the Γ-action on S.
(3) Define S•//Γ : ∆op+ → Cat, by [n] 7→ Sn+1//Γ. (for the diagonal action of Γ), where S0 := pt the
one point set.
(4) Define S•//Γ : ∆op+ → Set, by [n] 7→ Sn+1//Γ.
Remark 2.22. (1) The natural functor S//Γ → S//Γ is an equivalence of categories. And hence∫
∆op+
S•//Γ
∼ //
∫
∆op+
S•//Γ .
(2) The category
∫
∆op+
S•//Γ has a final object, denote by pt. And
∫
∆op+
S•//Γ ≃ (∫
∆op
S•//Γ)∗, where
C∗ standards for the category by adding one final object to the category C. The same is true for∫
∆op+
S•//Γ.
Theorem 2.23. Let X :
∫
∆op+
S•//Γ → Space be a functor, and denote by X : ∫∆op+ S•//Γ → Space the
corresponding functor. Assume that:
(1)
∐
s∈S X(s)
// X(pt) is etale and surjective.
(2) The assertion (2) in Corollary 2.20 holds for F = S•//Γ, K = X and any Cartesian square D in
∆op+ .
Then:
(1) the natural map is an isomorphism:
colim∫
∆op
S•//ΓX(s)
∼ // X(pt)
(2) the natural functor induced by pull back is an equivalence:
Sh(X(pt))
∼ // lim∫
∆op
S•//Γ Sh(X(s))
Proof. We only prove (1), and (2) can be proved similarly. Let π :
∫
∆op+
S•//Γ → ∆op+ . Then the func-
tor π!X : ∆
op
+ → Space satisfies the assumption of Theorem 2.8 (2) by Corollary 2.20. Hence we have
colim∫
∆op
S•//ΓX ≃ colim∆opπ!X ≃ π!X(pt) ≃ X(pt). 
The category
∫
∆op S
•//Γ can be used to organize some descent diagrams with non-Galois covers, as in
the following:
Construction 2.24. LetX be a real analytic/complex manifold, and Γ a discrete group acting onX properly
discontinuously. For x ∈ Xn, denote by Γx the stablizer of Γ at x. And let Xrx := {y ∈ X : Γy ⊂ Γx}.
Choose a Γ invariant subset S ⊂ X , and open subset Us ⊂ Xrs , for each s ∈ S, such that the collection of
charts {Us : s ∈ S} are Γ-invariant, i.e, γ(Us) = Uγs, for any γ ∈ Γ, s ∈ S. Denote by Us :=
⋂
s∈s Us. Then
we define a functor
U :
∫
∆op+
S•//Γ // Space
(1) U(s) := Us/Γs, where U(pt) := X/Γ;
(2) U(γ) := Acγ : Us/Γs → Uγs/Γγs the action by γ;
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(3) for two morphism γ′γ−1 : γ ⇒ γ′ : s → t. Define U(γ′γ−1) := ηγ′γ−1 ◦ Acγ : Acγ ⇒ Acγ′ , where
ηγ′γ−1 : IdUt ⇒ Acγ′γ−1 : Ut/Γt → Ut/Γt is the canonical trivialization of the action of γ′γ−1 ∈ Γt
as inner automorphism.
(4) for δ : s→ s′, then Us ⊂ Us′ and Γs ⊂ Γs′ , this gives U(δ) := Us/Γs → Us′/Γs′
where “/” stands for the stacky quotient, it can also be replaced by “//” the categorical quotient in
real/complex analytic varieties.
Proposition 2.25. Assume that
⋃
s∈S Us = X, then the natural map
colim∫
∆op
S•//ΓU(s)
∼ // U(pt) = X/Γ
is an isomorphism. Moreover, the stacky quotient / in (1)-(4) above can be replaced by the categorical quotient
//, and the statement still holds.
Remark 2.26. When Γ acts on X freely, take S = Γx for some x ∈ X , and Us = X , for all s ∈ S. Then∫
∆op S
•//Γ ≃ ∫∆op Γ•−1 and we recover the usual Galois decent colim∆op(Γ•−1 ×X) ≃ X/Γ.
Proof. We need to check the assumption of Theorem 2.23 is satisfied. (1) is satisfied by assumption
⋃
s∈S Us =
X . For (2), by Corollary 2.20, we need to show that for any Cartesian square
[n]

// [m]

[k] // [l]
in ∆op+ , and any b ∈ Sm//Γ, c ∈ Sk//Γ and d ∈ Sl//Γ, the following diagram is Cartesian:∐
a∈Sb,c
U(a)

// U(b)

U(c) // U(d)
.
We shall check the case when l = 0,m = k = 1 and n = 2, the general case are similar. We have R :=
Γ\\Γ× Γ//Γb × Γc ∼−→ Sb,c, by (γ1, γ2) 7→ (γ1b, γ2c), hence we reduced to show the following Lemma 
Lemma 2.27. The diagram
∐
(γ1,γ2)∈R
U(γ1b,γ2c)/Γ(γ1b,γ2c)
Ac
γ
−1
2

Ac
γ
−1
1 // Ub/Γb

Uc/Γc // U/Γ
is Cartesian.
Proof. For stacky quotient, we have Ub/Γb ×U/Γ Uc/Γc ≃ (Ub ×U/Γ Uc)/(Γb × Γc) =
∐
γ∈ΓU(γb,c)/(Γb × Γc).
If β = γ2αγ
−1
1 , for α, β ∈ Γ, γ1 ∈ Γb, γ2 ∈ Γc, then the action of (γ1, γ2) identifies U(αb,c) and U(βb,c). And
(γ1, γ2) ∈ Γ1×Γ2 stablize Uγb,c if and only if γγ1 = γ2γ, all such elements can be identified with γΓbγ−1∩Γc.
Hence (
∐
γ∈ΓU(γb,c))/(Γ1×Γ2) ≃
∐
γ∈Γ1\\Γ//Γ2
U(γb,c)/(γΓ1γ
−1∩Γ2) ≃
∐
(γ1,γ2)∈R
U(γ1b,γ2c)/Γ(γ1b,γ2c). For
categorical quotient, the induced map
F :
∐
(γ1,γ2)∈R
U(γ1b,γ2c)//Γ(γ1b,γ2c)
// Ub//Γb ×U//Γ Uc//Γc
is local isomorphism, and by consider generic locus in X and use the result on stacky quotient, we see
F is generically an isomorphism. This implies F is an open embedding. It remains to show that F is
isomorphism on the set of points. To this end, we have Ub//Γb ×U//Γ Uc//Γc ≃ |Ub/Γb| ×|U/Γ| |Uc/Γc| ≃
|Ub/Γb ×U/Γ Uc/Γc| ≃ |
∐
(γ1,γ2)∈R
U(γ1b,γ2c)/Γ(γ1b,γ2c)| ≃
∐
(γ1,γ2)∈R
U(γ1b,γ2c)//Γ(γ1b,γ2c) (| · | is the set
isomorphism classes of a groupoid, see Notation A.3), where the first and last ≃ hold because Γ is discrete,
and the action is properly discontinuous, the second ≃ holds because Ub/Γb(pt)→ U/Γ(pt) is by construction
a full embedding of groupoids. 
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Remark 2.28. The upshot of this construction is that the charts Us/Γs → X/Γ is usually non-Galois. The
category
∫
∆op S
•//Γ gives a way to organized these non-Galois charts. Then main example we have in mind
is when X = t and Γ = Waff. then t/Waff ≃ T/W . We want to cover G/G which is a stacky version of
T/W . And the stacky version of the Galois cover T → T/W is usually thought as the Grothendieck-Springer
resolution G˜/G → G/G. However, this map is not etale and hence may lose information. Instead, we use
various “exponential maps” such as g/G→ G/G, this could be thought as stacky version of the non-Galois
cover t/W → t/Waff.
3. Lie theoretic preliminaries
3.1. Groups generated by reflections. A reference for this section is [Bou02, V].
We will denote by A a real affine space of finite dimension, and by L the vector space of translations of
A. Assume that L is provided with an inner product. Let H be a set of hyperplanes of A, and W =WH be
the subgroup of automorphism of A generated by orthogonal reflections rH with respect to the hyperplanes
H ∈ H. We assume the following conditions are satisfied:
(1) For any w ∈ W and H ∈ H, the hyperplane w(H) belongs to H;
(2) The group W , provided with the discrete topology, acts properly on A.
Given two points x and y of E, denote by R{x, y} the equivalence relation:
For any hyperplane H ∈ H, either x ∈ H and y ∈ H or x and y are strictly on the same side of H .
Definition 3.1. (1) A facet of A is an equivalence class of the equivalence relation defined above.
(2) A chamber of A is a facet that is not contained in any hyperplane H ∈ H.
(3) A vertex of A is a facet that consists of a single point.
(4) For S ⊂ A subset, the star of S is StS :=
⋃
J facet,S∩J 6=∅ J ; and WS := {w ∈ W : w|S = id} denotes
the group of elements fixing S.
We collect some facts:
Theorem 3.2. (1) For J ⊂ A a facet, the group WJ is generated by {rH : J ⊂ H}
(2) For any chamber C, the closure C of C is a fundamental domain for the action of W on A, i.e.,
every orbit of W in A meets C in exactly one point.
Fix a chamber C, for faces J, J ′ of C (which are automatically facets of E), such that J ⊂ J ′, we have
StJ′ ⊂ StJ and WJ′ ⊂ WJ . The maps StJ′/WJ′ → StJ/WJ give a functor FC → Space. And similar to
Construction 2.24, the stacky quotient / can be replaced by categorical quotient //.
Proposition 3.3. The natural map pJ : StJ/WJ → A/W is an open embedding, and the induced map
colimFCStJ/WJ
∼ // A/W
is an isomorphism. Moreover, the stacky quotient / can be replaced by the categorical quotient //.
Proof. By proposition 2.2, we can assume that (A,H) is irreducible, i.e, it is not a product of nontrivial
factors (A1,H1) × (A2,H2). Furthermore, we could assume W is of affine type, since for finite reflection
group W , the statement trivially holds (A/W = St0/W0 is final for the diagram). Now any chamber C is a
(bounded) simplex. Theorem 3.2 (1) implies pJ is an local isomorphism. To show pJ is an open embedding,
take J1, J2 two simplex in StJ , w ∈ W , such that w(J1) = J2, we need to show that w ∈ WJ . Let C1
be a chamber whose closure contains J1, then J2 ⊂ C2, for C2 := w(C1), hence C2 ⊂ StJ . Let C′i be the
corresponding chamber of A equipped with the hyperplanes {rH : J ⊂ H} containing Ci, i = 1, 2, and fix
x ∈ J . then there exist ǫ > 0, such that B(x, ǫ) ∩ C′i ⊂ Ci. By Theorem 3.2, there w′ ∈ WJ , such that
w′(C′1) = C
′
2. We also have w
′(B(x, ǫ)) = B(x, ǫ) because w′(x) = x and w′ is an isometry. Hence w′(y) ∈ C2
for any y ∈ B(x, ǫ) ∩ C′1 ⊂ C1 hence w = w′ ∈ WJ . (2) implies
∐
J∈VC
StJ/WJ → A/W is surjective. We
are left to show StJ/WJ =
⋂
v∈VJ
Stv/Wv (inside A/W ). This follows from the definition of star. 
3.2. Lie theoretic reminder.
Notation 3.4. Let G be a reductive algebraic group, T ⊂ G a maximal torus. Denote by Φ = Φ(G, T )
the set of roots, and by X∗(T ) := Hom(C
∗, T ) the coweight lattice. Let tR := X∗(T ) ⊗ R, the Weyl group
W := NG(T )/T , and it acts naturally on T,X∗(T ) and tR. Let Waff :=W ⋉X∗(T ) be the affine Weyl group,
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and Φaff := {α0 − n : α0 ∈ Φ, n ∈ Z} ⊂Map(tR,R) be the set of affine roots. Denote by g the Lie algebra of
G, by Lg and LG the polynomial loop algebra and loop group. For any α0 ∈ Φ, denote by gα0 ⊂ g the root
space of α, and for α = α0 − n ∈ Φaff, denote by gα := gα0zn ⊂ Lg. Fix a lift of set W → NG(T ) ⊂ G. It
gives a lift Waff → LG. For w ∈Waff, denote its lift by w˙.
Assume further that G is simply-connected and semisimple. Then tR carries an inner product induced by
the Killing form. Denote by H := {{α(x) = 0 : x ∈ tR}α∈Φ} and Haff := {{α(x) = 0 : x ∈ tR}α∈Φaff} two
collections of hyperplanes in tR, let WH,WHaff be the corresponding groups generated by reflections. The
inclusion Z ⊂ R induces X∗(T ) ⊂ tR.
Theorem 3.5. Viewing X∗(T ) as translations of tR, we have the following equality as subgroup of affine
linear transformation of tR:
(1) WH =W
(2) WHaff =Waff.
We prove the following proposition stated in the introduction:
Proposition 3.6. The natural map in Top
colimJ∈FCTr(WJ ) // Tr(Waff)
is fully-faithful, where we view WJ ,Waff as algebra objects in Top.
Proof. For M a 1-manifold, A an algebra object in a category C . Denote by HM (A) ∈ C the factorization
homology, we have Tr(A) ≃ HS1(A). For C = Top and Y a pointed space, non-abelian Poincare duality gives
HM (ΩY ) ≃Mapc(M,Y ) the space of compacted supported maps fromM to Y . TakeM = S1, Y = BW , we
have Tr(W ) ≃ HS1(W ) ≃ Map(S1, BW ) ≃ W/W. Hence, we need to show the map colimJ∈FCWJ/WJ →
Waff/Waff is fully-faithful. We first show that the induced map on π0 is injective. Take wi ∈ WJi , i = 1, 2,
assume there is u ∈ Waff such that uw1u−1 = w2. 
3.2.1. Levi and Parabolic subgroups associated to facet geometry.
Definition 3.7. Let J be a facet of tR equipped with H (resp. Haff),
(1) ΦJ := {α ∈ Φ (resp. Φaff) : α(J) = 0}.
(2) Denote by gJ ⊂ g (resp. gJ ⊂ Lg) the subalgebra:
gJ := t⊕
⊕
α∈ΦJ
gα,
where gα ⊂ g (resp. Lg) is the root space of α. Denote by GJ the corresponding Levi subgroup of
G (resp. LG).
(3) Let J, J ′ two facet with J ⊂ J ′, denote by pJJ′ ⊂ gJ the subalgebra:
pJJ′ := t⊕
⊕
α∈ΦJ ,α(J′)>0
gα.
Denote by P JJ′ the corresponding subgroup of GJ .
Theorem 3.2 (1) implies:
Proposition 3.8. WJ ⊂ GJ , i.e, GJ =< T, exp gα, w˙ |α ∈ ΦJ , w ∈WJ >. In particular, GJ is connected.
3.2.2. Transitivity of parabolic subgroups. Let L ⊂ K ⊂ G be a sequence of Levi subgroups for parabolic
subgroups P ⊂ K,R ⊂ G. Denote by UR the unipotent radical of R, and by Q := R ◦ P :=< P,UR >. The
notation of composition is explained in the following:
Proposition 3.9. There is a commutative diagram of stacks with the middle squares being Cartesian:
BQ
p˜1
##●
●●
●●
●●
●
q˜2
{{✇✇
✇✇
✇✇
✇✇
BP
p1
$$❍
❍❍
❍❍
❍❍
❍❍
q1
{{✈✈
✈✈
✈✈
✈✈
✈
 BR
p2
##❍
❍❍
❍❍
❍❍
❍❍
q2
zz✈✈
✈✈
✈✈
✈✈
✈
BL BK BG
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Proof. The fibers of q2 and q˜2 are naturally isomorphic (and are non-canonically isomorphic to BUR). 
Denote by l, p, q, k, r, g the corresponding Lie algebras.
Corollary 3.10. There are commutative diagrams of stacks with the middle squares being Cartesian, where
all actions are adjoint actions:
q/Q
p˜1
##●
●●
●●
●●
●
q˜2
{{✇✇
✇✇
✇✇
✇✇
p/P
p1
##●
●●
●●
●●
●
q1
||①①
①①
①①
①①
 r/R
p2
##❋
❋❋
❋❋
❋❋
❋
q2
{{①①
①①
①①
①①
l/L k/K g/G
Q/Q
p˜1
$$❍
❍❍
❍❍
❍❍
❍❍
q˜2
zz✈✈
✈✈
✈✈
✈✈
✈
P/P
p1
$$❍
❍❍
❍❍
❍❍
❍❍
q1
{{✇✇
✇✇
✇✇
✇✇
✇
 R/R
p2
##❍
❍❍
❍❍
❍❍
❍❍
q2
zz✈✈
✈✈
✈✈
✈✈
✈
L/L K/K G/G
Proof. By Proposition 3.9, for any stack X , we have
Map(X,BQ)
p˜1
%%❑
❑❑❑
❑❑❑
❑❑❑q˜2
yysss
sss
sss
s
Map(X,BP )
p1
%%❑
❑❑❑
❑❑❑
❑❑❑q1
yyss
ss
ss
ss
s
 Map(X,BR)
p2
%%❑
❑❑❑
❑❑❑
❑❑❑q2
yysss
sss
sss
s
Map(X,BL) Map(X,BK) Map(X,BG)
Then we obtain the first diagram by taking X = BĜa, and second diagram by taking X = S
1. 
The following proposition is easy to check:
Proposition 3.11. (1) gJ′ ⊂ pJJ′ ⊂ gJ , and pJJ′ is a parabolic subalgebra of gJ with Levi factor gJ′ .
(2) pJ
′
J′′ ◦ pJJ′ = pJJ′′ .
4. Twisted conjugacy classes in loop group
Fix q ∈ C∗ with |q| < 1, and let E = C∗/qZ be the corresponding elliptic curve. In this section, we focus
on the connected component GE of the trivial bundle in the moduli stack BunG(E) of semistable G-bundles
on E. We describe the geometry of GE in terms of the Lie theory of q-twisted conjugacy classes in the
holomorphic loop group. We work in the context of complex analytic stacks (see Appendix A for the facts
used).
4.1. Automorphism groups. The aim of this subsection is to calculate the automorphism groups of
semisimple semistable bundles. The main result is Corollary 4.10, stating that the automorphism group
can be calculated in terms of affine root systems. This was previously obtained in [BEG03, Theorem 5.6],
though the approaches to the component groups differ somewhat. Our approach makes the role of the affine
Weyl group transparent.
We adopt Notation 3.4. Let BunG(E) be the moduli stack of G-bundles on E. Let LholG be the
holomorphic loop group of holomorphic maps g(z) : C× → G. It acts on itself by q-twisted conjugation
Adqk(z)g(z) := k(qz)g(z)k(z)
−1
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Unless otherwise stated, we will always use q-twisted conjugation instead of usual conjugation throughout
this section.
For any g(z) ∈ LholG, we can define a G-bundle
Pg(z) := C× ×qZ G // E = C×/qZ
where the qZ-action of is given by
q · (z, x) = (qz, g(z)x)
Note if g(z), h(z) are q-twisted conjugate, then their associated bundles Pg(z),Ph(z) are isomorphic.
The automorphism group of Pg(z) admits the description
Aut(Pg(z)) ≃ {k(z)|k(qz) = g(z)k(z)g(z)−1} = CLholG(g(z))
as a q-twisted centralizer, since the automorphisms of Pg(z) are isomorphic to the automorphisms of the
corresponding qZ-equivariant G-bundle over C∗.
Since any G-bundle on C× is trivializable, we have an isomorphism of groupoids
LholG/LholG ≃ BunG(E)(C)
For s ∈ T , set Gs := CLholG(s). Note that Gs is preserved by q-twisted conjugation on itself: for
f(z), g(z) ∈ Gs, f(qz)g(z)f(z)−1 ∈ Gs by direct calculation.
For the moment, Gs is simply an abstract group. In the rest of this subsection, we will calculate Gs
explicitly and equip it with the structure of algebraic group, which is compatible with the one coming from
the automorphism group of a G-bundle.
4.1.1. Calculation of G0s. We start with the calculation of the neutral component G
0
s, the result is given in
Corollary 4.6.
Recall LG ⊂ LholG denote the subgroup of polynomial loops g(z) : C× → G. We will regard it is an
ind-scheme, more specifically, as the increasing union of its closed subschemes of prescribed zeros and poles.
Let Lg denote its Lie algebra.
We will begin with G = GLN . Let TN ⊂ GLN be the invertible diagonal matrices.
Lemma 4.1. Let f : C∗ → C be a holomorphic function. Assume that f(qz) = af(z), for some a ∈ C. If
a ∈ qZ, then f(z) = czn, for some c ∈ C and n = logq(a); otherwise, f(z) ≡ 0.
Proof. Follows from an elementary comparison of the coefficients of the Laurent expansion of f . 
Proposition 4.2. Let s = diag(λ1, λ2, . . . , λN ) ∈ TN .
Let Is consist of those (i, j) such that λi/λj ∈ qZ, where nij = logq(λi/λj).
Set glN,s =
⊕
(i,j)∈Is
CznijEij ⊂ LpolyglN , where Eij ∈ gN is the elementary matrix with non-zero
(i, j)-entry.
Then under the standard embedding GLN → glN as invertible matrices, GLN,s consists of the invertible
matrices in glN,s.
Proof. For g(z) = ⊕(i,j)gij(z)Eij ∈ GLN,s, observe that g(qz) = s · g(z) · s−1 is equivalent to gij(qz) =
(λi/λj)gij(z) for all (i, j). By the previous lemma, gij(z) = cz
nij if λi/λj = q
nij and gij(z) = 0 otherwise.
In particular, gii(z) is constant. 
Corollary 4.3. GLN,s ⊂ LholGLN lies in LGLN ⊂ LholGLN and is Zariski-closed therein. With its reduced
subscheme structure, GLN,s is a reductive algebraic group, its q-twisted conjugation is an algebraic action,
and the evaluation map
ev1 : GLN,s // GLN g(z)
✤ // g(1)
is an injective homomorphism of algebraic groups. Furthermore, the Lie algebra of GLN,s is precisely glN,s.
For a general reductive algebraic group G with maximal torus T ⊂ G, choose an embedding of pairs
i : (G, T )→ (GLN , TN ). This induces embeddings LG ⊂ LpolyGLN , Gs ⊂ GLN,s, with Gs = LG ∩ GLN,s.
Hence Gs is Zariski-closed in both GLN,s and LG. Thus we have the following generalization of the previous
corollary.
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Proposition 4.4. Gs ⊂ LholG lies in LG ⊂ LholG and is Zariski-closed therein. With its reduced subscheme
structure, Gs is a reductive algebraic group, its q-twisted conjugation is an algebraic action, and the evaluation
map
ev1 : Gs // G g(z)
✤ // g(1)
is an injective homomorphism of algebraic groups. Moreover, the natural map Gs → Aut(Ps) is an isomor-
phism of algebraic groups.
Proof. Only the last statement needs proof. We have a commutative diagram of abstract groups:
Gs
∼ // s
ev1
%%❑
❑❑❑
❑❑❑
❑❑❑
❑ Aut(P)
res0
xx♣♣♣
♣♣♣
♣♣♣
♣♣
G = Aut(P0)
where P0 is the fiber of P over 0 ∈ E, and the “=” means canonical isomorphism. The two vertical maps
are injective morphisms of algebraic groups, so the top arrow is also a morphism of algebraic groups.

Since Gs = LG ∩GLN,s, its Lie algebra satisfies gs= Lg ∩ glN,s. More explicitly, it admits the following
description.
Proposition 4.5. Denote by Φs := {α ∈ Φaff |α(s) = 1}, where the affine roots Φaff is regarded as a subset of
Map(T,C∗) via α = α0+n 7→ {s 7→ α(s)qn}. Then the Lie algebra of Gs is precisely gs = t⊕
⊕
α∈Φs
gα ⊂ Lg.
Proof. glN,s is a finite dimensional subalgebra of LglN satisfying {X(z) ∈ LglN |X(qz) = Ad(s)X(z)}. So
gs= Lpolyg ∩ glN,s= {X(z) ∈ Lg|X(qz) = Ad(s)X(z)}. Write X(z) = h(z) +
∑
α0∈Φ
fα0(z), with respect to
the root decomposition of t, i.e h(z) : C∗ → t, fα0(z) : C∗ → gα0 . Now the condition X(qz) = Ad(s)X(z)
is equivalent to h(qz) = h(z), and fα0(qz) = α0(s)fα0(z). Let fα0(z) =
K∑
n=−K
anz
nXα0 , where Xα0 is the
root vector of α0. the above condition become
K∑
n=−K
anq
nzn =
K∑
n=−K
anα0(s)z
n compare coefficients, get the
only nonvanishing fα0 are those with α0(s) = q
nα0 for some nα0 ∈ Z and in this case fα0 = znα0Xα0 ∈ gα.
h(z) corresponds to the case α0(s) = 1 so h(z) is constant function. So gs = t⊕
⊕
α0∈Φ,α0(s)∈qZ
gα0z
nα0 . By
compare this expression with the definition of gα for affine root α, the proposition follows. 
Corollary 4.6. G0s ⊂ LG is generated by T ∪ {exp gα |α ∈ Φs}.
Example 4.7. G = SL2, and T diagonal matrices, with roots {α,−α} take s =
(√
q 0
0
√
q−1
)
∈ T , hence
α(s) =
√
q/(
√
q−1) = q, so nα = 1, similarly n−α = −1,
we haveXα =
(
0 1
0 0
)
, X−α =
(
0 0
1 0
)
, then by the proposition,G0s is generated by T, exp
(
0 bz
0 0
)
, exp
(
0 0
cz−1 0
)
which equal the subgroup
(
a bz
cz−1 d
)
of LG. In fact, in this case we have G0s = Gs = CLG(s). 
4.1.2. Calculation of Gs. We proceed to calculate Gs, the result is given in Corollary 4.10, which stating
that the component group can be controlled by affine Weyl group.
Let M1,M2 be smooth/complex manifolds, and write Map(M1,M2) for the set of infinitly differen-
tiable/holomorphic maps M1 →M2.
Lemma 4.8. Suppose M is connected.
Regard Map(M,G) as a group, and T ⊂ NT (G) ⊂ G ⊂ Map(M,G) as subgroups of constant maps.
Then NMap(M,G)(T ) = Map(M,T ) ·NG(T ) as subgroups of Map(M,G).
Proof. Let f(x) ∈ NMap(M,G)(T ). Then f(x)Tf(x)−1 = T , for any x ∈ M , hence f(x) ∈ Map(M,NG(T )).
Hence NMap(M,G)(T ) ⊂ Map(M,NG(T )). Since M is connected, Map(M,NG(T )) = Map(M,T ) · NG(T ).
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NowMap(M,T ) ⊂ NMap(M,G)(T ), andNG(T ) ⊂ NMap(M,G)(T ). HenceMap(M,T )·NG(T ) ⊂ NMap(M,G)(T ).

Lemma 4.9. (LholT ·NG(T )) ∩Gs = T · CWaff(s) as subgroups of LholG.
Proof. The right hand side does not depend on the lifting of W and equals (X∗(T ) · NG(T )) ∩ Gs which
naturally sits inside the left hand side. We need to show that (LholT · NG(T )) ∩ Gs ⊂ X∗(T ) · NG(T ).
Suppose fw ∈ (LholT · NG(T )) ∩ Gs, for f ∈ LholT,w ∈ NG(T ). Then we have s = f · (w(s)). However,
w(s), s ∈ T , and this implies f ∈ X∗(T ) by Lemma 4.1. 
Let Ws := CWaff (s) be the stablizer, by Lemma 4.8, 4.9, we have NGs(T ) = NLholG(T ) ∩ Gs = (LholT ·
NG(T )) ∩Gs = T ·Ws and the weyl group W (Gs, T ) := NGs(T )/T ≃Ws. now T ⊂ Gs is a maximal torus,
hence we have
Corollary 4.10. Gs = G
0
s ·NGs(T ) =< G0s, w˙ |w ∈Ws >=< T, exp gα, w˙ |α ∈ Φs, w ∈ Ws > .
Example 4.11. G = PGL2, and T diagonal matrices, with roots {α,−α} take s =
(√
q 0
0 1
)
. We have
G0s = T , Gs =< T,w >≃ T ⋊ Z/2, where w =
(
0 z
z−1 0
)
.
Remark 4.12. The same method can be use to calculate the automorphism group of any semisimple (not
only semistable) bundles. And theta functions naturally show up in the calculation for non-semistable
bundles, so CLholG(g(z)) is not contained in LG in general.
4.1.3. Untwist twisted conjugation. The twisted conjugation of LholG is very different from the usual con-
jugation. However, when restricted to the action of Gs, the twisted conjugation is isomorphic to usual
conjugation:
Proposition 4.13. The left multiplication by s−1 : Gs → Gs is a Gs-equivariant isomorphism of algebraic
varieties, where the first action is q-twisted conjugation, and second action is usual conjugation. Hence we
have an isomorphism of stacks s−1 : Gs/Gs → Gs/adGs. 
Proof. For any k(z) ∈ Gs, we have k(qz) s k(z)−1 = s, hence s−1Adqk(z)g(z) = s−1k(qz)g(z)k(z)−1 =
k(z)s−1g(z)k(z)−1 = Adk(z)(s
−1g(z)). 
G0s is stable under the twisted conjugation of Gs. Hence G
0
s/Gs has the usual properties of adjoint quotient
(on its neutral component.)
Corollary 4.14. C[G0s]
Gs = C[T ]Ws .
So there is a map χs : G
0
s → T//Ws. Let U ⊂ T be an Ws invariant open subset, let V := χ−1s (U//Ws)
Definition 4.15. Let S be a topological space, and A ⊂ S a subset. We say A is abundant (in S) if the
only open subset of S containing A is S.
Examples of abundant subsets we will use are given in the next corollary. Note that A ⊂ S is abundant
if and only if for any s ∈ S, {s} ∩ A is nonempty.
Corollary 4.16. The image of U in |V/Gs| is abundant. 
Let T s−reg be the locus where the action of Ws is free.
Corollary 4.17. Assume further that U ⊂ T s−reg, then V/Gs ≃←− U/NGs(T ) ≃−→ (U ×BT )/Ws 
In particular, let T q−reg be the locus where the action of Waff is free. Let G
0,q−reg
s := χ
−1
s (T
q−reg//Ws).
We have:
Corollary 4.18. G0,q−regs /Gs
≃←− T q−reg/NGs(T ) ≃−→ (T q−reg ×BT )/Ws 
4.2. Etale charts. In this section, we will define some e´tale charts of GE . The main result in this section
is Theorem 4.29. Facts about semistable bundles on elliptic curves are collected in Appendix B.
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4.2.1. Definition and representibility. There are three mutually commuting action of qZ, Gs, G on C
∗×G0s×G:
q · (z, h, g) := (qz, h, h(z)g), q ∈ qZ
k · (z, h, g) := (z, Adqk(h), k(z)g), k ∈ Gs
g′ · (z, h, g) := (z, h, gg′−1), g′ ∈ G
Let Ps := (C
∗ ×G0s ×G)/qZ. Then Ps maps naturally to E ×G0s which is a G0s equivariant (with respect
to the twisted conjugation on G0s) principal G-bundle. The following definition extends the map on C-points
G0s/Gs → LholG/LholG→ BunG(E)(C) to arbitrary S-points.
Definition 4.19. There is a map ps : G
0
s/Gs → BunG(E) defined as follows:
given a S point of G0s/Gs:
P //

G0s
S
where P is an Gs-bundles on S, and P → G0s is a Gs equivariant map. We have
Y := (E × P )×E×G0s Ps //

Ps

E × P //

E ×G0s
E × S
Y has an induced transitive Gs action, such that Y → E × P is Gs equivariant, And the induced map
Y/Gs → E × P/Gs = E × S is a principal G bundle. This gives an S point of BunG(E).
Denote by GE := BunG(E)
0,ss the stack of degree 0 semistable G-bundles.
Proposition 4.20. The image of ps lies in GE .
Proof. Since G0s/Gs is connected, the image lies in BunG(E)
0. T ⊂ G0s maps to the degree 0 semisimple
semistable bundles. By Lemma 4.16, Any other point in G0s has closure containing points in T . So by
Proposition B.2. G0s maps to GE ⊂ BunG(E)0. 
Proposition 4.21. ps is representable.
Proof. Let GE,0 be the stack classifying {(P , β)}, where P is a semistable G bundle of degree 0, β is an
trivialization of P at 0 ∈ E. GE,0 is representable by Proposition B.7. There is a natural map p′s : G0s → GE,0
defined by Ps with the natural trivialization by identifing the fiber over 0 ∈ E with the fiber over 1 ∈ C∗.
Then p′s isGs equivariant, where the Gs acts onGE,0 via ev1 : Gs → G and G acts via change of trivialization.
So p′s induces p
′
s : G
0
s/Gs → GE,0/Gs. Hence p′s is representable. We have the following commutative diagram
of stacks:
G0s/Gs
p′s //
ps
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
GE,0/Gs // GE,0/G
≃

GE
By Proposition 4.4, ev1 : Gs → G is injective, so the top arrows are representable and hence ps is repre-
sentable. 
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4.2.2. 1-shifted symplectic stacks. In this section, we show that the morphism ps is a symplectomorphism.
Definition 4.22. Let X be a smooth stack, TX its tangent complex
(1) A weak 1-shifted symplectic structure is an 1-shifted non-degenerate 2-form ωX , i.e. a non-degenerate
OX−bilinear antisymmetric pairing
ωX : TX [−1]× TX [−1] // OX [−1] .
(2) A symplectomorphism f : (X,ωX)→ (Y, ωY ) between smooth stacks with weak 1-shifted symplectic
structure is a morphism of stacks f : X → Y together with an isomorphism f∗ωY ≃ ωX .
Remark 4.23. To define the actual shifted symplectic structure, the notion of closed forms is needed and
requires more careful definition, see [PTVV13]. The weak version above is sufficient for our purpose. For
smooth stacks with positive dimensional automorphism group, n = 1 is the only possible value for n-shifted
symplectic structure to exist.
Our main motivation to use the shifted symplectic structures is that it relates the stacky and infinitesimal
behaviours:
Proposition 4.24. Let f : (X,ωX) → (Y, ωY ) be a symplectomorphism, and x ∈ X. Assume that fx :
Aut(x)0 → Aut(f(x))0 is an isomorphism, then f is e´tale at x.
Proof. We need to show that dfx : TxX → Tf(x)Y is a quasi-isomorphism. The tangent complex is concen-
trated in degree −1, 0 since the stacks are smooth. For degree −1, we have H−1(dfx) = d(fx), so it is an
isomorphism. For degree 0, the map H0(dfx) is also an isomorphism since the (weak) 1-shifted symplectic
structure pairs H−1 and H0. 
Example 4.25. Fix κ an invariant bilinear form on g. For P ∈ BunG(E), we have a natural identification
TPBunG(E)[−1] ≃ RΓ(E, gP), and BunG(E) (hence GE) has a natural weak 1-shifted symplectic structure
given by the Serre duality pairing:
RΓ(E, gPg(z))×RΓ(E, gPg(z)) κ // τ≥1RΓ(E,OE)
Similarly, G/G ≃ LocsysG(S1) has a natural weak 1-shifted symplectic structure given by Poincare duality.
In general, [PTVV13] shows that BunG(X) has a 2− n shifted symplectic structure for X a n-dimensional
Calabi-Yau manifold and LocsysG(M) has a 2−n shifted symplectic structure forM a n-dimensional oriented
smooth manifold.
The uniformization p : LholG/LholG→ BunG(E) can be thought as a non-linear Cech resolution associ-
ated to the cover C∗ → E, in the sense that, after linearization:
dpg(z) : Tg(z)LholG/LholG[−1] ∼ // TPg(z)BunG(E)[−1]
{Lholg −−−→
φg(z)
Lholg} ∼ // RΓ(E, gPg(z))
the tangent map in the first row can be identified with the Cech resolution in the second row above, where
φg(z)(X(z)) = Adg(z)−1X(qz)−X(z), and also complexes are (cohomologically) concentrated in degree 0, 1.
There is a natural pairing:
κ : {Lholg→ Lholg} × {Lholg→ Lholg} // τ≥1{LholC→ LholC}
(X•(z), Y •(z))
✤ // κ(X•(z), Y •(z))
It follows from definition that this pairing resolve the Serre duality pairing, i.e:
Proposition 4.26. The diagram naturally commute:
{Lholg→ Lholg} × {Lholg→ Lholg} κ //
∼

{LholC→ LholC}
∼

RΓ(E, gPg(z))×RΓ(E, gPg(z)) κ // RΓ(E,OE)
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If we view the tangent complex Tg(z)G
0
s/Gs as a subcomplex of Tg(z)LholG/LholG, then G
0
s/Gs has an
induced 1-shifted 2-form ω.
Proposition 4.27. The 1-shifted 2-form ω on G0s/Gs is non-degenerate. And the map ps : G
0
s/Gs → GE
is a 1-shifted symplectomoprhism.
Proof. The second statement follows from Proposition 4.26. For the first statement, we first prove that
the pairing
∮
κ(−,−)dzz : gs × gs // C is non-degenerate. This is because gs = t ⊕
⊕
α∈Φs
gα, and the
pairing pairs t with t, pairs gα with g−α. Now the non-degeneracy of ω follows from the following tautological
Lemma:
Lemma 4.28. Let < −,− >: V 0 × V 1 // C a non-degenerate pairing between finite dimensional vector
spaces, and let φ : V 0 → V 1, such that < Ker(φ), Im(φ) >= 0, then the induced pairing Ker(φ)× (V 1/Im(φ)) // C
is also non-degenerate.
To complete the proof of Proposition, take V 0 = gs, V
1 = gs, and φ = φg(z). 
4.2.3. Etale charts. Let T ets := {t ∈ T : Gt ⊂ Gs}, then T ets is an Ws invariant open subset of T , also note
that T ets can be computed in terms of root datum and the elliptic parameter q thanks to Corollary 4.10.
Denote G0,ets := χ
−1
s (T
et
s //Ws).
Theorem 4.29. ps : G
0,et
s /Gs → GE is e´tale. And p :
∐
s∈T G
0,et
s /Gs → GE is surjective.
Proof. We first prove that ps is e´tale for t ∈ T ets . By Proposition 4.24 and 4.27, we need to show that
(ps)t : Aut(t) → Aut(Pt) is an isomorphism (on the neutral component). This is true because (ps)t is
identified as Aut(t) = CGs(t) = Gs ∩ CLholG(t) = Gs ∩Gt = Gt ∼−→ Aut(Pt). Now the first assertion follows
since T ets is abundant in |G0,ets /Gs| and the and e´tale locus is open. For the second assertion, note that ps
is e´tale at s, so the image of p contains all semisimple bundles, by Proposition B.2 the set of semisimple
bundles is abundant in |GE |, and p has open image since it is e´tale, so we conclude that p is surjective. 
Let X be a algebraic variety, K an algebraic group, then the group automorphism Aut(K) acts naturally
on BK and hence on BunK(X). The action induced by Inn(G) is canonical ismorphic to identity morphism
on BunG(X). Hence Out(G) acts on BunG(X). Let H < K, BunH(X)→ BunK(X) is NK(H) equivariant,
and NK(H) action on BunK(X) is canonical isomorphic to identity since NK(H) < K acts via inner
automorphism. Take X = E,K = G,H = T , then W = NG(T ) acts on TE. Let T
reg
E be the locus where this
action is free (on the set of points). So we have T regE /W → GE , which factor through T regE /W → GregE ⊂ GE ,
where GregE is the (Zariski) open substack of GE consisting of regular semisimple bundles with connected
automorphism group. And T regE /W → GregE is an isomorphism.
View X∗(T ) as a subgroup of LT , and it acts freely on the constant loops T ⊂ LT via twisted conjugation,
we have TE ≃ T/X∗(T ) × BT . The group Waff = X∗(T ) ⋊ W acts on T , and let T q−reg be the open
dense locus where the action of Waff is free. Let G
0,q−reg
s := χ
−1
s (T
q−reg//Ws). Using the identification
T regE /W ≃ (T q−reg/X∗(T )×BT )/W ≃ (T q−reg × BT )/Waff, we have a commutative diagram:
(4.30) (T q−reg ×BT )/Ws

∼ // G0,q−regs /Gs
ps

(T q−reg ×BT )/Waff ∼ // GregE
Recall the semi-simplification map χE : GE → eE as in (B.3).
Proposition 4.31. The following commutative diagram is Cartesian:
G0,ets /Gs
χs //
ps


T ets //Ws

GE
χE // eE ≃ T//Waff
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Proof. Suffices to show for each small open U ⊂ T ets //Ws, the diagram obtained by restricting to U is
Cartesian :
χ−1s (U)
χs
//
ps


U
p′

GE
χE // T//Waff
Assume U is small so that the p′ is an open embedding. Now by (4.30), the top arrow p is generically
open embedding, and it is also e´tale, so by Lemma A.2, the map p is an open embedding. Now we need to
check the image of p equal χ−1E (p
′(U)). This is because the image contains all the semi-simple bundles in
χ−1E (p
′(U)) by construction and hence consist all χ−1E (p
′(U)) by Proposition B.2. 
4.3. Gluing. In this section, we will glue the charts defined in Section 4.2, i.e we will calculate the fiber prod-
ucts of the charts. The combinatorics of higher descent data is naturally organized in diagrams introduced
in Section 2. The main result of this section is Theorem 4.34.
For s = (s1, s2, . . . , sk) ∈ T k, let Gs :=
⋂k
i=1Gsi . Ws := NGs(T )/T , define χs, T
et
s , G
et
s analogously, We
have all the above statement for Gs still holds for Gs, and Ws =
⋂k
i=1Wsi , T
et
s =
⋂k
i=1 T
et
si . T
q−reg ⊂ T ets
for all s by the connectedness of G.
Proposition 4.32. The twisted conjugation Adqw˙ : G
0
s
∼−→ G0w(s) interwines the action Adw˙ : Gs
∼−→ Gw(s).
Hence we have an isomorphism of stack Adqw˙ : G
0
s
/Gs
∼−→ G0w(s)/Gw(s).
Proof. For s ∈ T , w = uλ ∈ Waff = W ⋉ X∗(T ). Since Gw˙(s) = CLG(w˙(s)) = Adw˙CLG(s), so we have a
isomorphism of algebraic groups: Adw˙ : Gs → Gw(s) where Adw˙ is the usual conjugation of w˙ in LG.
Adqw˙(Gs) = u˙λ(qz)Gsλ(z)
−1u˙−1 = u˙λ(z)λ(q)Gsλ(z)
−1u˙−1 = Adw˙(Gs) = Gw(s) since λ(q) ∈ T ⊂ Gs.
Since Adqw˙ stablize T , we have Ad
q
w˙ : G
0
s → G0w(s) isomorphism of algebraic varieties. The pair of isomorphism
of algebraic varieties and algebraic groups (Adqw˙, Adw˙) : (G
0
s, Gs) → (G0w(s), Gw(s)) interwine the twisted
conjugation action on both sides. Hence we have an induced isomorphism of quotient stacks, still denoted
by Adqw˙ : G
0
s/Gs → G0w(s)/Gw(s). It’s also easy to see that the above map takes e´tale locus to e´tale locus, so
we have Adqw˙ : G
0,et
s /Gs → G0,etw(s)/Gw(s). 
Let S ⊂ T be a Waff invariant subset, and let {Us, s ∈ S} be a collection of open subset of T and
Uw(s) = w(Us), for all w ∈Waff. Let Us :=
⋂
s∈s Us, Vs := χ
−1
s
(Us//Ws). Then we have a a functor
V :
∫
∆op
S•//Waff // Stack
defined similarly to Construction 2.24 by:
(1) V(s) := Vs/Gs;
(2) V(w) := Adqw˙ : Vs/Gs
∼ // Vw(s)/Gw(s) ;
(3) V(w′w−1) := η
w˙′ ˙w−1
◦Adqw˙ : Adqw˙ +3 Adqw˙′ ;
(4) V(δ : s→ s′) := i : Vs/Gs // Vs′/Gs′ .
The augmentation morphism ps and 2-morphism ϕw˙ defined below extends the functor V to
V+ :
∫
∆op+
S•//Waff // Stack , by sending the final object to GE .
Definition 4.33. The lifting w˙ = w˙(z) of w ∈ Waff induces Adqw˙ : G0s → G0w(s). There is commutative
diagram:
C×G0s ×G
ϕw
≃
//

C×G0w(s) ×G

C×G0s
Id×Adqw˙
≃
// C×G0w(s)
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where ϕw˙(z, h, g) := (z, Ad
q
w˙(h), w˙(z)g). The diagram is q
Z-equivariant and hence induces:
Ps
ϕw˙
≃
//

Pw(s)

E ×G0s
Id×Adqw˙
≃
// E ×G0w(s)
And induces an isomorphism between the diagrams below, intertwining the Gs action and Gw(s) action,
factorial in S:
(E × P )×E×G0s Ps //

Ps

E × P //

E ×G0s
E × S
ϕw˙−−→ (E × Pw˙)×E×G0
w(s)
Pw(s)
//

Pw(s)

E × Pw˙ //

E ×G0w(s)
E × S
Hence ϕw˙ : ps ⇒ pw(s) ◦Adqw˙ : G0s/Gs → GE an isomorphism between the morphisms of stacks.
We have the main theorem of this section:
Theorem 4.34. Assume Us ⊂ T ets and
⋃
s∈S Us = T , then the natural map is an isomorphism:
colim∫
∆op
S•//WaffV
∼ // GE
Proof. By Construction 2.24, we have
U+ :
∫
∆op+
S•//Waff // Var ⊂ Stack
which satisfies the assumption of Theorem 2.23, by (the proof of) Proposition 2.25. The character polynomial
map χs and χE gives a natural transformation χ : V+ ⇒ U+. which is Cartesian by argument similar to
Proposition 4.31. Hence the functor V+ also satisfies the assumption of Theorem 2.23. 
4.3.1. A Lie theoretic choice of charts. In this section, we will simplify the previous general discussions to
concrete Lie theoretic data involving alcove geometry. For simplicity, we will assume G is simple and simply-
connected throughout this section. The statements also works for semisimple and simply-connected groups.
Choose τ ∈ H, such that q = exp(2πiτ). The identification Z ≃ Zτ gives tR = X∗(T )⊗R ≃ X∗(T )⊗Rτ .
And hence gives a natural wall stratification on X∗(T )⊗ Rτ . Under the identification C = R× Rτ ,
(X∗(T )⊗ R/Z)× (X∗(T )⊗ Rτ) = X∗(T )⊗ C/Z Exp:=exp(2πi−)−−−−−−−−−−→ X∗(T )⊗ C∗ = T
Note that the restriction of exponential map: X∗(T )⊗ Rτ → T is an embedding. We show that the groups
defined in Section 3.2 and in Section 4.1 coincide under this embedding:
Proposition 4.35. (1) For a ∈ tR, we have Ga = GExp(0,aτ).
(2) For a ∈ tR, and θ ∈ X∗(T )⊗ R/Z, we have GExp(θ,aτ) ⊂ GExp(0,aτ).
Proof.
(X∗(T )⊗ R/Z)× (X∗(T )⊗ Rτ) Exp
Waff-equivariant
//
α

X∗(T )⊗ C∗
α

R/Z× Rτ Exp∼ // C∗
{0} × Zτ?

OO
Exp
∼
// qZ
?
OO
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Denote Φθ := {α = α0−n ∈ Φaff |α0(θ) = 0} andWθ := CWaff (θ). For s := Exp(θ, aτ), then Φs = Φθ∩Φa as
subset of Φaff and Ws =Wθ ∩Wa as group ofWaff. Hence (1), (2) follow since Φθ=0 = Φaff andWθ=0 =Waff,
c.f Proposition 3.8. 
Now we assume that G is simply-connected.
Corollary 4.36. For s = Exp(0, aτ), the group Gs is connected.
Remark 4.37. For general s, the group Gs may not be connected, a counter-example is given in [BEG03,
page 18].
Denote tse
R,J := StJ (Definition 3.1 (4)), and T
se
J := (X∗(T )⊗R/Z)×tseR,Jτ ⊂ T andGseJ := χ−1J (T seJ //WJ) ⊂
GJ be the set elements with “small eigenvalues”.
Proposition 4.38. T seJ is contained in T
et
J .
Proof. Need to prove that for any s ∈ T etJ , the group Gs is contained in GJ . By Proposition 4.35, we can
assume s = (0, aτ), i.e we need to prove Ga ⊂ GJ for a ∈ tseR,J = StJ , and this can be easily checked. 
Fix C an alcove, then similar to Proposition 3.3, we have
Proposition 4.39. colimJ∈FCT
se
J //WJ
∼ // T//Waff
Proof. For s1 = (θ1, a1τ), s2 = (θ2, a2τ) ∈ T seJ , w ∈ Waff, such that w(s1) = s2, we have w(a1) = a2,
and a1, a2 ∈ StJ , hence w ∈ WJ . So T seJ //WJ → T//Waff is an open embedding. The surjectivity and
requirement on intersection can be checked similarly as before. 
By Proposition 4.38 and 4.39, we have the following more explicit version of Theorem 4.29 and 4.34:
Theorem 4.40. The natural map GseJ /GJ → GE is an open embedding, and∐
J∈{vertices of C}G
se
J /GJ
// GE
is surjective.
Theorem 4.41. There is an isomorphism of stacks:
colimJ∈FCG
se
J /GJ
∼ // GE
Remark 4.42. The locus of small eigenvalues GseJ depends on the choice of τ . Nevertheless, as we will
see later in Corollary 6.15, the category of nilpotent sheaves ShN (G
se
J /GJ) does not depends on τ and it is
equivalence to ShN (GJ/GJ ).
5. Character sheaves on Lie algebras
The theory of character sheaves on a reductive algebraic group G was introduced in a series of papers by
Lusztig [Lus85]. In characteristic p, it play important roles in the representation theory of the finite group
G(Fp). In particular, Lusztig shows that under Grothendieck sheaf-function correspondence, the (irreducible)
character sheaves gives an orthonormal basis for the space of class functions on G(Fp). In characteristic 0,
[MV88, Gin89] show that character sheaves agree with adjoint-equivariant sheaves with singular support
in nilpotent cone. Parallel theory of character sheaves on reductive Lie algebras was also developed in
[Lus87, Mir04].
In this section, we shall focus on the microlocal description of nilpotent singular support, to study the
category of character sheaves of a reductive Lie algebra together with various restriction functors between
them. The viewpoint in [Gin93] is also helpful for us. Results in this section serve as local geometry for
Section 6 and 7.
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5.1. A rescaling lemma. We start with some preliminaries on singular support of sheaves. For any F ∈
Sh(X), we can associate to it the singular support SS(F ) of F , where SS(F ) is a conical closed coisotropic
subset of H0(T ∗X). Many properties of the sheaves can be seen from the microlocal measurement. For
example, F is constructible if and only if SS(F ) is Lagrangian subvariety and Fx is perfect for all x ∈ X .
And a constructible sheaf F is perverse if and only if the microlocal stalk Fξ vanish outside degree 0, for ξ
in some generic locus of SS(F ).
Let L ⊂ H0(T ∗X) a closed conical isotropic subset. Let ShL(X) := {F ∈ Sh(X) : SS(F ) ⊂ L},
D♭L(X) := {F ∈ ShL(X) : Fx is perfect, for any x ∈ X.} the category of constructible sheaves, and
PervL(X) := {F ∈ D♭L(X) : F is perverse.} the category of perverse sheaves. Our results in the remaining
of the paper will be stated for ShL(X), but they also apply to D
♭
L(X) and PervL(X).
Let A be a Lie group acting on a smooth manifold X , L ⊂ T ∗X be a closed A-invariant conical isotropic
subset. Let X/A be the quotient stack, π : X → X/A the natural projection and µ : T ∗X → g∗ the moment
map, then π∗(T ∗(X/A)) = µ−1(0) =
∐
x∈X T
∗
AxX , and
Proposition 5.1. L is contained in µ−1(0).
Proof. Suffices to check on the smooth locus of L, where it follows from definition of isotropic submanifold.

Proposition 5.2. Let U ⊂ X open subset, F ∈ ShL(U) := ShL|U (U), then F |Ax∩U is locally constant for
all x ∈ U .
Proof. SS(F ) ⊂ L ⊂ π|∗U (T ∗(X/A)), hence by [KS90, Prop. 6.6.2], in a neighborhood of x ∈ U , F = π|∗U (F ′),
for some F ′ ∈ Sh(X/A). 
Lemma 5.3. Let X be a smooth manifold with R+ action, L be a closed biconical isotropic subset of T ∗X.
Let j : U → X open embedding, such that U ∩ R+x is contractible, for any x ∈ X, then the restriction
functor:
j∗ : ShL(X)→ ShL(U)
is an equivalence of categories.
Proof. By Proposition 5.2, any F ∈ ShL(X) is conic, i.e. satisfies F |R+x is locally constant for all x ∈ X .
Hence for F1, F2 ∈ ShL(X) by [KS90, Prop. 3.7.4(iii), Cor. 3.7.3],HomShL(X)(F1, F2) ≃−→ HomShL(U)(j∗F1, j∗F2)
is an isomorphism, hence j∗ is fully faithful. Let F ′ ∈ ShL(U), the by Proposition 5.2, for any x ∈ U ,
F ′|R+x∩U is locally constant. We have natural maps
U × R+
j˜

a′
##●
●●
●●
●●
●●
● U
i′oo
j

X × R+
p
//
a //
Xioo
Where j˜ = j × Id, a is the action map, p is the projection, i(resp. i′) is inclusion to X(resp. U) × {1}.
a′ := a ◦ j˜ : U × R+ → X , then a′ is R+-equivariant, has contractible fibers and F ′ ⊠ kR+ is constructible
along the fibers of a′. F := a′∗(F
′
⊠ kR+) ∈ Sh(X), then F is conic by [KS90, Prop. 3.7.4(ii)] . There is a
chain of isomorphisms
(5.4) F ′ ≃ i′∗(F ′ ⊠ kR+) ≃ i′∗a′∗(F ) ≃ i′∗j˜∗a∗(F ) ≃ i′∗j˜∗p∗(F ) ≃ j∗(F )
where the second isomorphism is by [KS90, Prop. 2.7.8] , the fourth isomorphism is by [KS90, Prop. 3.7.2].
Now a′ is smooth and surjective, and SS(a′∗F ) = SS(F ′⊠ kR+) ⊂ L×T ∗R+R+ = a′∗(L) since L is biconical.
Hence SS(F ) ⊂ L by descent [KS90, Prop. 5.4.5] . Combining with (5.4), j∗ is essentially surjective. 
5.2. Restriction functors. The stack g/G has a (weak) 1-shifted symplectic structure given by a non-
degenerate bilinear pairing κ, hence T ∗X(g/G) ≃ TX(g/G)[−1] ≃ {g
[X,−]−−−→ g} in degree 0,1.
Let N = Ng ⊂ H0(T ∗(g/G)) be the nilpotent cone, i.e, under the above identification Ng,X := {Y ∈ g :
[X,Y ] = 0, Y is nilpotent}. The definition does not depend on the choice of κ. We will use nilpotent cones
lying in different cotangent bundles in the paper. When the context is understood, we shall drop the indices
and write all nilpotent cones as N .
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Let L ⊂ G be a Levi subgroup, denote by l the Lie algebra of L. There are various restriction functors
R : ShN (g/G) → ShN (l/L), however, all of them depends on some extra choices. In this section, we will
study two kind of restriction functors: base restriction which depends on the choice of a base open set, and
parabolic/hyperbolic restriction which depends on the choice of a parabolic subgroup. Finally, we prove that
these two kinds of functors are isomorphic.
Remark 5.5. ShN (k/K) is by definition the category of character sheaves on k. Fourier transform gives an
equivalence Fr : ShN (k/K)
≃−→ Sh(N/K). The latter category is studied in the generalized Springer theory
initiated in [Lus84]. For characteristic 0 coefficient, Sh(N/K) is explicitly calculated in [Rid13, RR14].
For characteristic p coefficient, the abelian category Perv(N/K) is the subject of recent developed modular
generalized Springer theory [AHJR13].
5.2.1. Base restriction.
Definition-Proposition 5.6. Let L ⊂ K be reductive groups of the same rank (where rank is the dimension
of a maximal torus). Let κ be a non-degenerate invariant bilinear form on k.
(1) The map induced by inclusion f : l/L → k/K is 1-shifted symplectomprhism with repsect to the
shifted symplect structures given by κ.
(2) Denote lr = lrk := {X ∈ l : CK(X) = CL(X)}, then lr/L→ k/K is e´tale.
(3) df |∗
lr/L respects nilpotent singular support. I.e, for Y ∈ lr, ξ ∈ H0(TY (k/K)), we have H0(df∗Y )(ξ) ∈
Nl if and only if ξ ∈ Nk.
(4) An base open subset of l (with respect to k) is an L-invariant (analytic) open subset of lr, such that
U is star-shaped centered at C for some C ∈ cl :=center of l.
(5) For U an base open subset, the pull back is an equivalence:
j∗U : ShN (l/L)
∼ // ShN (U/L)
(6) The base restriction with respect to U is functor RU : ShN (g/G) → ShN (l/L) defined by the
following commutative diagram:
(5.7) ShN (k/K)
RU

(f◦jU )
∗
''◆◆
◆◆◆
◆◆◆
◆◆◆
ShN (l/L)
j∗U
∼
// ShN (U/L)
Proof. (1) follows from similar (and easier) argument as in Proposition 4.27.
(2) follows from (1) and Proposition 4.24.
(3) For any Y ∈ lr, and under the identification by shift symplectic form, we have H0(df∗Y )|l = Id.
(5) follows from Lemma 5.3 since N is biconical with respect to the R+ action on k centered at C and
also the fact that this R+ action commute with conjugation by K. Note also that the set of all such C is
contractible. 
Remark 5.8. For non-empty base open subset to exist, we must have lr ∩ cl 6= ∅, this implies L = CK(X),
for any X ∈ lr ∩ cl, and hence L is actually a Levi factor of some parabolic subgroup.
Now we discuss the transitivity between base restrictions. Let L ⊂ K ⊂ G sequence of reductive subgroups
of same rank and l ⊂ k ⊂ g the corresponding Lie algebra.
Proposition 5.9. (Transitivity of base restriction) Let U1 be a base open subset of k w.r.t g, and U2 be a
base open subset of l w.r.t k, such that U := U1 ∩ U2 is a base open subset of l w.r.t. g. Then we have a
natural isomorphism
(5.10) βVU1,U2 : RU2 ◦RU1
∼
+3 RU
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Given by the following diagram:
ShN (g/G)
 ''❖❖
❖❖❖
❖❖❖
❖❖❖
ShN (k/K) ∼
//
 ''❖❖
❖❖❖
❖❖❖
❖❖❖
ShN (U1/K)
	
''❖❖
❖❖❖
❖❖❖
❖❖❖
ShN (l/L) ∼
// ShN (U2/L) ∼
// ShN (U/L)
There is a class of examples of base open subset given in the following:
Proposition 5.11. Let T be a maximal torus of L, a completely invariant subset U of l is by definition a
L-invariant open subset such that L · (U ∩ t) is abundant in U .
(1) There is one to one correspondence between:
{completely invariant open subsets of l} ←→ {WL :=W (L, T ) invariant open subsets of t}
U ✤ // U ∩ t
LV V✤oo
where LV := χ−1(V//WL) = the minimal open subset containing L · V .
(2) The correspondence in (1) preserve the property of being star-shape at C ∈ cl. Hence for any WL-
invariant convex subset V of t ∩ lr with V ∩ cl 6= ∅, the set LV is a base open subset of l.
In the rest of the paper, we shall only consider base open subsets of the form LV , and we shall write RV
for RLV .
5.2.2. Parabolic restriction. Let P be a parabolic subgroup of K with Levi factor L ⊂ K, we have
l/L p/P
q
oo
p
// k/K
Definition 5.12. (1) The parabolic restriction with respect to p is the functor
Resp := q!p
∗ : Sh(k/K) // Sh(l/L)
(2) In the setting of Corollary 3.9, denote the natural isomorphism by
αp,r : Resp ◦ Resr ∼ +3 Resq
which is induced by the base change isomorphism q˜2! ◦ p˜∗1 ∼ // p∗1 ◦ q2! .
The parabolic restriction preserves nilpotent singular support:
Proposition 5.13. Identify k∗ ≃ k , l∗ ≃ l via κ,
(1) Resp naturally commute with Fourier transformation Fr:
Sh(k/K)
Resp
//
Fr ∼

Sh(l/L)
Fr ∼

Sh(k/K)
Resp
// Sh(l/L)
(2) Resp takes ShN (k/K) to ShN (l/L).
Proof. (1) is proved in [Mir04, Lemma 4.1].
(2) The first statement follows from the fact that q(Nk ∩ p) = Nl. And the second statement follows from
that the fact Fr induces isomorphism Sh(N/K) ∼ // ShN (k/K) by [KS90, Theorem 5.5.5]. 
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5.2.3. Base restriction and parabolic restriction are naturally isomorphic. We continue to use the notation
as in last section.
Proposition 5.14. Let U ⊂ lr a invariant open subset, denote PU := q−1(U) ⊂ p.
(1) The following diagram commutes, with left square Cartesian and qU isomorphism:
U/L
iU
((
jU


PU/PqU
≃oo
jP U

pU // k/K
l/L
i 88
p/P
q
oo
p
;;①①①①①①①①①
Hence we have
(5.15) j∗UResp = j
∗
Uq!p
∗ ≃ qU !j∗PU p∗ ≃ qU∗j∗PU p∗ ≃ i∗Uj∗PU p∗ ≃ (f ◦ jU )∗
(2) Assume further that U is an base open subset, then (5.15) above gives Resp ≃ RU : ShN (k/K) // ShN (l/L) .
Proof. Only need to show that qU (and hence iU ) is an isomorphism. 
The isomorphism is also compatible with transitivity:
Proposition 5.16. Let U1 be a base open subset of l (w.r.t k), and U2 be a base open subset of k (w.r.t g
) and assume that U := U1 ∩ U2 is a base open subset of l (w.r.t g). Then there is a natural isomorphism
between the two triangles:
ShN (g/G)
Resq
//
Resr ''◆◆
◆◆◆
◆◆◆
◆◆◆
ShN (l/L)
ShN (k/K)
Resp
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
αr,p
7?✇✇✇✇✇✇✇✇✇✇
✇
✇
ShN (g/G)
RU //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
RU2 ''◆◆
◆◆◆
◆◆◆
◆◆◆
ShN (l/L)
ShN (k/K)
RU2
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
βU2,U1
7?✇✇✇✇✇✇✇✇✇✇
✇
✇
✇
6. Complex gauge theory on S1
Gauge theory on S1 provides the simplest nontrivial example of gauge theories. In this section, we study
the stack G/G ≃ LocsysG(S1) using the gauge uniformization A(G)/Aut(G), for G the trivial G-bundles on
S1. We use complex structure groups which in turn gives nilpotent codirections in T ∗LocsysG(S
1).
The charts in A(G)/Aut(G) mapping to G/G are a kind of exponential map. The exponential map plays
important role in Lie theory, for example in Harish Chandra’s theory of harmonic analysis on (non-compact)
semisimple Lie groups. We develop similar method of exponential maps for character sheaves. And one
of our main theorems, Theorem 6.13, describing of the category character sheaves on G/G as glued from
character sheaves on various Lie algebras, can be viewed as Coxeter presentation of character sheaves on Lie
groups.
6.1. Gauge uniformization on circle. We will establish the results in section 4 in the present situation.
It can be viewed as a nonabelian analog of the uniformization C→ C∗ = C/Z.
Denote by G the trivial G-bundle on S1, by A(G) the space of connections on G. and by ConnG(S1)
the moduli space of smooth G-bundles on S1 with connection. Since every G-bundle on S1 is trivial, we
have an isomorphism of groupoids ConnG(S
1)(pt) = A(G)/Aut(G). We have an identification Aut(G) ≃
C∞(S1, G) =: LsmG. The trivial connection on G gives A(G) ≃ Ω1(S1, g). Fix z ∈ C∞(S1,C∗) a degree 1
map, such that dz is nowhere vanishing. (For example, take S1 to be the unit circle with angle coordinate
θ and z = eiθ). Then we have a identification − ∧ d log(z) : Lsmg := C∞(S1, g) ∼−→ Ω1(S1, g).
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We have
ConnG(S
1)(pt) = Lsmg/LsmG
And the action above of LsmG on Lsmg is identified with the Gauge transformation: Ggg(A) := gAg
−1−
dg
d log(z) · g−1 for g ∈ LsmG,A ∈ Lsmg.
We have X∗(T ) → LsmT via λ 7→ λ ◦ z, then t ⊂ Lsmt is stable under the Gauge action of X∗(T ) and
the action is identified as translation under X∗(T ) →֒ X∗(T )⊗ C ≃ t, where the last isomorphism is given
by (λ, c) 7→ dλ(c). Fix a lift of set W → NG(T ) gives a lift Waff → LsmT . Again denote by w˙ the lift of
w ∈Waff.
Theorem 6.1. For A ∈ t ⊂ Lsmg, let GA := CLsmG(A) and gA := Lie(GA). For A = (Ai) ∈ tn, let
GA :=
⋂n
i=1GAi , gA :=
⋂n
i=1 gAi ,ΦA :=
⋂n
i=1 ΦAi , and WA :=
⋂n
i=1WAi .
(1) G0
A
=< T, exp gα |α ∈ ΦA >.
(2) GA =< G
0
A
, w˙ |w ∈ WA >, where WA = CWaff (A).
(3) gA is stable under the gauge transformation of GA. The translation by −A gives an isomorphism of
stacks −A : gA/GA ∼−→ gA/adGA, where the later action is adjoint action.
(4) Let χA : gA → tA//WA the characteristic polynomial map with respect to the gauge action. Let
tetA := {X ∈ t |WX ⊂ WA,ΦX ⊂ ΦA}, and getA := χ−1A (tetA//WA). Then the natural map pA :
getA/GA → LocsysG(S1) is (representable) e´tale.
(5) Let S ⊂ t be a Waff-invariant subset, for each A ∈ S, let VA ⊂ tA be WA-invariant open subset,
satisfying Vw(A) = w(VA) for all w ∈ Waff. Let VA := ∩A∈AVA, and UA := χ−1A (VA//WA), then we
have a functor by sending A to UA/GA and pt to LocsysG(S
1):
U :
∫
∆op+
S•//Waff // Stack
Assume further more that VA ⊂ tetA, and
⋃
A∈S VA = t, then the induced map is an isomorphism:
colim∫
∆op
S•//WaffU
∼ // LocsysG(S
1) ≃ G/G
(6) Assume that G is simply-connected, let tseJ := t
se
R,J × itR ⊂ t, and gseJ := χ−1(tseJ //WJ). Then
gseJ /GJ → LocsysG(S1) is open embedding, and the map∐
J∈{vertices of C} g
se
J /GJ
// LocsysG(S
1) ≃ G/G
is surjective.
(7) Assume that G is simply-connected, there is an isomorphism:
colimJ∈FCg
se
J /GJ
∼ // LocsysG(S
1) ≃ G/G
Proof. The proof is similar to that of Section 4, we shall only highlight some differences in the present
situation.
(1) We have gA = {X ∈ C∞(S1, g) : dX + [A,X ] ∧ d log(z) = 0}, Let X = H +
∑
α∈Φ fαXα, where
H : S1 → t, fα : S1 → C. Then the equation dX + [A,X ] ∧ d log(z) = 0 is equivalent to dH = 0 and
dfα = α(A)fα ∧ d log(z). The first equation has solution constant functions. The second equation has
nontrivial solution only when α(A) ∈ Z, and in this case, the solutions are fα = czα(A), c ∈ C.
(2) Follow similarly from Lemma 4.9, with Lhol replaced by Lsm.
(3) Follow from directly computation similar to 4.13. As a remark, the map −A : gA/GA → gA/adGA can
be thought of as untwisting the gauge transformation. Since the gauge transformation is an affine linear
action, and the action of GA fix A, so re-center the affine space gA at A will make the action of GA a linear
action (in fact adjoint action).
(4) Similar to Section 4.2. The 1-shifted symplectic structure on LocsysG(S
1) is used.
(5) Follows from Proposition 2.25.
(6) (7) use Proposition 3.3, and arguments in Theorem 4.34. 
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6.2. Character sheaves on Lie groups. Let N ⊂ T ∗LocsysG(S1) be the nilpotent cone.
Proposition 6.2. For the map pA : g
et
A
/GA → LocsysG(S1), we have p∗A(N ) = N .
Proof. Let x ∈ gA, then under p∗A, we have the identification NpA(x) = {ξ ∈ H0(T ∗(gA/GA)) : ξ(θ) is
nilpotent, for all θ ∈ S1}, then the proposition follows from the Lemma below. 
Lemma 6.3. Let X ∈ gA, the following are equivalent:
(1) X is nilpotent in gA.
(2) X(θ) is nilpotent in g, for some θ ∈ S1.
(3) X(θ) is nilpotent in g, for all θ ∈ S1.
Proof. This follows from the evaluation map evθ : gA → g at θ is injective for all θ ∈ S1, and the fact
that the notation of nilpotent element is preserved under embedding of reductive Lie algebras of the same
rank. 
From Theorem 6.1(5)(7), we have:
Proposition 6.4. There is an equivalence:
(1) lim∫
∆op
S•//Waff ShN (UA/GA) ShN (LocsysG(S
1)) ≃ ShN (G/G)∼oo
And for G simply-connected:
(2) limJ∈FC ShN (g
se
J /GJ) ShN (LocsysG(S
1)) ≃ ShN (G/G)∼oo
Remark 6.5. In the proof of above Proposition, we do NOT claim that for arbitrary diagram C , the
statement colimc∈CXc ≃ X implies limc∈C Sh(Xc) ≃ Sh(X), even when all the morphisms envolved are
e´tale. Instead, we use Theorem 2.23 or Proposition 2.4.
We define the notion of base open subset, base restriction, parabolic restriction in Section 5.2 analogously
in the twisted setting, and all statements there has analogy in the twisted setting. Now assume G simply-
connected.
Notation 6.6. To give a functor F : C → T , by definition we need to specify:
(0) F (c), for any c object in C ;
(1) F (c→ c′) : F (c)→ F (c′), for any c→ c′ 1-arrow in C ;
(2) F ( (c′ → c′′) ◦ (c→ c′)⇒ (c→ c′′) ) : F (c′ → c′′) ◦F (c→ c′)⇒ F (c→ c′′), for any (c′ → c′′) ◦ (c→
c′′)⇒ (c→ c′′) 2-arrow in C ;
(3) and so on for higher morphisms.
When the higher morphism are understood, we shall only specify the 0 and 1 morphisms, and denote F by
{F (c), F (c→ c′)}c∈C , and denote limF by limc∈C{F (c), F (c→ c′)}.
Proposition 6.7. (1) For any J → J ′, gseJ′ ⊂ gJ′ is a base open subset w.r.t gJ , denote RJJ′ := RgseJ′ :
ShN (gJ/GJ)→ ShN (gJ′/GJ′) the base restriction of gseJ′ . Then there is an equivalence of categories:
limJ∈FC{ShN (gJ/GJ), RJJ′} ShN (LocsysG(S1))∼oo
See Notation 6.6 for the limit on left hand side. And the higher morphisms in FC go to (higher)
transitivities between base restrictions as in Propostion 5.9.
(2) Let ResJJ′ := RespJ
J′
, there is an equivalence of categories:
limJ∈FC{ShN (gJ/GJ),ResJJ′} ShN (LocsysG(S1))∼oo
where the higher morphisms in FC go to (higher) transitivities between parabolic restrictions as in
Definition 5.12 (2).
Proof. (1) Let c′g′J
:= {c ∈ gJ′ : Ggg(c) = c, ∀g ∈ GJ} be the twisted center of gJ′ . To show gseJ′ is base open,
by Proposition 5.11, suffices to show that: (i) gseJ′ ⊂ grJ′ := {X ∈ gJ′ : C′gJ (X) = C′gJ′ (X)}, where C′ is
the stablizer with respect to the Gauge transformation, (ii) tseJ′ ∩ c′gJ′ 6= ∅, and (iii) tseJ′ is convex. Indeed (i)
follows because GX ⊂ GJ′ for any X ∈ gseJ′ . (ii) follows since ∅ 6= J ′ ⊂ tseJ′ ∩ c′gJ′ . (iii) StJ′ is convex. Now
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the equivalence follows from Proposition 6.4 (2).
(2) This follows from twisted version of Proposition 5.16. 
6.2.1. Untwist the gauge transformation. As in Theorem 6.1 (3), for single stack, the gauge action is isomor-
phic to the usual adjoint action. In this section, we show that the entire diagram in Proposition 6.7 (2) can
be untwisted simultaneously, i.e it is isomorphism to the corresponding diagram of adjoint quotients. Note
that this can only be done for nilpotent sheaves, and there is no such simultaneous untwist at the level of
algebraic stacks.
We are going to use a special case of the following definition:
Definition 6.8. A pair (X,ΛX) consists of a smooth stack X with ΛX ⊂ T ∗X a closed conical substack.
(1) A map of pairs f : (X,ΛX)→ (Y,ΛY ) is a map f : X → Y , such that f is non-characteristic w.r.t.
ΛY and f
∗(ΛY ) ⊂ ΛX .
(2) A U -family of maps F is a map of pair
F : U × (X,ΛX) := (U ×X,T ∗UU × ΛX) // (Y,ΛY ) .
Proposition 6.9. Assume U is a smooth manifold, and F as above, then there is induced map of categories
F ∗ : U // [ShΛY (Y ), ShΛX (X)]
where U is regarded as a topological space (or ∞-groupoid).
The following is a special case of the proposition above we are going to use:
Proposition 6.10. Denote c′gA := {c ∈ gA : Ggg(c) = c, ∀g ∈ GA} the twisted center of g. Then
−A : c′gA × (gA/GA,N ) // (gA/adGA,N )
(c, a) ✤ // a− c
is a family of maps, hence there is induced map:
−A∗ : c′gA // [ShN (gA/GA), ShN (gA/adGA)]
Since the space c′gA is contractible, −A∗ can be regards as a canonically defined functor, still by the same
notation −A∗ : ShN (gA/GA)→ ShN (gA/adGA). Also denote by −J∗ : ShN (gJ/GJ)→ ShN (gJ/adGJ ).
Proposition 6.11. −J∗{J∈FC} defines an natural isomorphism of functors:
−J∗{J∈FC} : {ShN (gJ/GJ),ResJJ′}J∈FC
∼
+3 {ShN (gJ/adGJ ),ResJJ′}J∈FC
.
Proof. For J → J ′, we have c′gJ ⊂ c′pJ
J′
⊂ c′gJ′ . For any c ∈ c′gJ , −c∗ naturally commute with ResJJ′ because
we have natually commutitive diagram:
gJ′/GJ′
−c≃

pJJ′/P
J
J′
q
oo
p
//
−c≃

gJ/GJ
−c≃

gJ′/adGJ′ p
J
J′/adP
J
J′
q
oo
p
// gJ/adGJ
Now −J∗{J∈FC} is well defined because c′gJ is contractible, different choice of c are canonical isomorphic. The
Proposition follows since each −J∗ is an equivalence. 
Remark 6.12. The untwisting can be thought of as the analogy of the following statement in the abelian
situation G = C∗: the gauge action of Z ≃ X∗(C) ⊂ LC∗ on C ⊂ LC is identified with the translation of Z
on C (up to 2πi), whereas the adjoint action of Z is identified with the trivial action. The untwisting gives
(Loc(C∗) ≃) Loc(C/Z) ≃ Loc(C/adZ) (≃ Loc(C×BZ) ≃ Loc(BZ))
Note that as an analytic stack, C∗ ≃ C/Z 6≃ C/adZ ≃ C×BZ.
Combining Proposition 6.7 (2) and 6.11, we get:
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Theorem 6.13. There is an equivalence of category:
limJ∈FC{ShN (gJ/adGJ),Res} ShN (G/G)∼oo .
Example 6.14. For G = SL2, identifing X∗(T ) ⊂ tR as Z ⊂ R, and take the alcove C = (0, 1/2) ⊂ tR we
have
ShN (G/G) = lim ShN (t/adT )
ShN (g0/adG0)
Res
p0
(0,1/2)
::ttttttttt
ShN (g1/2/adG1/2)
Res
p
1/2
(0,1/2)
ff▲▲▲▲▲▲▲▲▲▲
If the coeffient k = C, the above diagram can be explicitly calculated as:
ShN (G/G,C) = lim Vect
Vect⊕ C[Z/2]-mod
0⊕U
::✈✈✈✈✈✈✈✈✈
Vect⊕ C[Z/2]-mod
0⊕U
dd❍❍❍❍❍❍❍❍❍
= Vect⊕Vect⊕ C[(Z/2 ∗ Z/2)]-mod = Vect⊕Vect⊕ C[Waff]-mod
Where U : C[Z/2]-mod → Vect is the forgetful (restriction) functor. The two Vect are generated by two
cuspidal sheaves, and C[Waff]-mod corresponds (see [BZN13]) to sheaves coming from Grothendieck-Springer
correspondence:
T/T B/B //oo G/G .
.
6.3. Restriction functors. We have similar statements as in Section 5.2 for the Lie group case. We shall
omit some repeated proofs.
The following Proposition is a Lie group version of Proposition 5.6 (5).
Proposition 6.15. Let G be a reductive group, and c ∈ Z(G), and V be a W -invariant open subset of T
containing the maximal compact torus, and such that V˜ := Exp−1(V ) ⊂ X∗(T ) ⊗ C is convex. Then the
restriction
ShN (G/G)
∼ // ShN (
GcV/G)
is an equivalence, where cV is the translation of V by c.
Proof. Since N ⊂ T ∗(G/G) is invariant under translation by central elements, it is suffices to assume c = 1.
In Proposition 6.4 (1), we could choose S as a subset of tR and Us small so that Us/Gs → G/G is an
open embedding. Then restriction map ShN (G/G) → ShN (GV/G) is induced by taking the limit over∫
∆op S
•//Waff of the restriction ShN (Us/Gs) → ShN ((Us ∩ Gs V˜ )/Gs), which is an isomorphism, since
Us ∩ Gs V˜ is again star shape centered at s. 
Definition-Proposition 6.16. Let L ⊂ K be reductive groups of the same rank (where rank is the dimen-
sion of a maximal torus). Let κ be a non-degenerate invariant bilinear form on k.
(1) The map induced by inclusion f : L/L → K/K is 1-shifted symplectomprhism with repsect to the
shifted symplect structures given by κ.
(2) Denote Lr = LrK := {X ∈ L : CK(X) = CL(X)}, then Lr/L→ K/K is e´tale.
(3) df |∗Lr/L respects nilpotent singular support. I.e, for Y ∈ Lr, ξ ∈ H0(TY (K/K)), we haveH0(df∗Y )(ξ) ∈
NL if and only if ξ ∈ NK .
(4) An base open subset of L (with respect to k) is an L-invariant (analytic) open subset of Lr of the
form LcV as in Proposition 6.15 (for G = L).
(5) Let U be a base open subset of L, the base restriction with respect to U is functor RU : ShN (K/K)→
ShN (L/L) defined by the following commutative diagram:
ShN (K/K)
RU

(f◦jU )
∗
''❖❖
❖❖❖
❖❖❖
❖❖❖
ShN (L/L)
j∗U
∼
// ShN (U/L)
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Proof. This is similar to Proposition-Definition 5.6. 
Proposition 6.17. (Transitivity of base restriction) Let U1 be a base open subset of k w.r.t g, and U2 be a
base open subset of l w.r.t k, such that U := U1 ∩ U2 is a base open subset of l w.r.t. g. Then we have a
natural isomorphism
(6.18) βU1,U2 : RU2 ◦RU1 ∼ +3 RU
Given by the following diagram:
ShN (G/G)
 ''PP
PPP
PPP
PPP
ShN (K/K) ∼
//
 ''PP
PPP
PPP
PPP
ShN (U1/K)
	
''❖❖
❖❖❖
❖❖❖
❖❖❖
ShN (L/L) ∼
// ShN (U2/L) ∼
// ShN (U/L)
Let P be a parabolic subgroup of K with Levi factor L ⊂ K, we have
L/L P/P
q
oo
p
// K/K
Definition 6.19. (1) The parabolic restriction with respect to P is the functor
ResP := q!p
∗ : ShN (K/K) // ShN (L/L)
(2) In the setting of Corollary 3.9, denote the natural isomorphism by
αP,R : ResP ◦ ResR ∼ +3 ResQ
which is induced by the base change isomorphism q˜2! ◦ p˜∗1 ∼ // p∗1 ◦ q2! .
Proposition 6.20. (1) There is natural isomorphism:
ResP ≃ RU : ShN (K/K) // ShN (L/L)
(2) Let U1 be a base open subset of L (w.r.t K), and U2 be a base open subset of K (w.r.t G ) and
assume that U := U1 ∩U2 is a base open subset of L (w.r.t G). Then there is a natural isomorphism
between the two triangles:
ShN (G/G)
ResQ
//
ResR ''❖❖
❖❖❖
❖❖❖
❖❖❖
ShN (L/L)
ShN (K/K)
ResP
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
αR,P
7?✈✈✈✈✈✈✈✈✈✈
✈
✈
✈
✈
✈
ShN (G/G)
RU //❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴
RU2 ''❖❖
❖❖❖
❖❖❖
❖❖❖
ShN (L/L)
ShN (K/K)
RU2
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
βU2,U1
7?✈✈✈✈✈✈✈✈✈✈
✈
✈
✈
✈
6.4. Dependence of restriction functors on parabolic subgroups. Results in this section will not
be used in the rest of paper. The main results here is Proposition 6.22, which follows immediately from
Proposition 6.20. However, we want to proceed to explain the problem in a more natural point of view that
compatible with other previous approaches.
In the theory of finite groups, let f : A →֒ B be an inclusion of finite groups. A useful tool is the
induction/restriction of characters:
C[A/A]
f∗ //
C[B/B]
f∗
oo
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Now let G be a reductive Lie group, L ⊂ G a Levi. It turns out that direct induction/restriction between
G and L as in finite group case does not behave well. To correct it, the idea is to use an intermediate
parabolic subgroup P . And define the parabolic induction/restriction in various context using the diagram
L P
p
//
q
oo G
It’s natural to ask what is the dependence of the resulting restriction/induction on the choice of parabolic
subgroups. One heuristic reason the restriction (pull back) along f : L/L → G/G does not behave well is
that the map f is not e´tale (nor smooth). Nevertheless, the map f |Lr : Lr/L → G/G is e´tale, so when
restricted to Lr, the “correct” restriction functor should agree with f |∗Lr . And we are done if we could
recover the restriction functor from its information on Lr. In the setting of perverse character sheaves, this
is what happens, essentially as explained in [Gin93]:
Proposition 6.21. The bottom horizontal arrow is fully faithful and the triangle is naturally commutative.
PervN (G/G)
ResP

f∗|Lr/L
((PP
PPP
PPP
PPP
P
PervN (L/L)
  j
∗
r // PervN (L
r/L)
In particular, ResP is the unique (up to canonical isomorphism) functor making the diagram commutative.
From our perspective, at the level of 1-categories, Lr play the role of a base open subset. This is possible
becauseH0(L)→ H0(Lr) is an isomorphism (both are connected). So two parabolic restrictions are canonical
isomorphic since there is a canonical choice of base open subset, namely the largest one Lr.
However, at the level of∞-categories, Lr is not a base open subset since the map H∗(L)→ H∗(Lr) is not
an isomorphism. (This is more obvious for Lie algebras, where l is contractible while lr is not.) Nevertheless,
we could still use other base open subset to get:
Proposition 6.22. Let P1, P2 be two parabolic subgroup of a reductive group G with the same Levi factor
L, then there is an isomorphism of functors (depending on a choice of base open subset of L w.r.t G):
ResP1 ≃ ResP2 : ShN (G/G) // ShN (L/L)
Proof. This is immediate from Proposition 6.20 (1) since we have ResP1 ≃ RU ≃ ResP2 . 
Remark 6.23. We leave it to the reader to show that for Levi L ⊂ G there exists a base open subset. Hence
ResP1 ≃ ResP2 as functors. Note that base open does not always exist for general H ⊂ G of maixmal rank.
A counterexample is that for H = SL2 × SL2 ⊂ Sp4 = G, there is no base open subset of H w.r.t G.
Since the choice of base open subset is not canonical, it is natural to understand the space of choices.
This is more clear in the situation of Lie algebras. Let p1, p2 be two parabolic subalgebra of g with Levi l.
The space of choice of a base open subset of l w.r.t g is crl . Indeed, for any x ∈ crl , we could choose a small
base open Ux near x, and for x, y close enough and Ux, Uy small enough, we could choose a Ux,y base open
containing Ux, Uy. Hence we have constructed
Proposition 6.24. Regard crl as an ∞-groupoid. There is an morphism of categories
crl
// [Resp1 ,Resp2 ]
Remark 6.25. (1) Pick any x ∈ crl , it gives Lie algebra version of Proposition 6.22.
(2) Under Fourier transform, for orbital sheaves, such morphism is constructed in [Mir04] using nearby
cycle functor of the family given by characteristic polynomial map. Note that the same choice crl is
implicit in the proof.
The same approach does not apply to the elliptic situation, we don’t know yet if the parabolic restriction
for nilpotent sheaves on GE are isomorphic for different choice of parabolics. The problem is that E is
compact, restricting to any (proper) open subset will miss the top cell, hence there is no base open subset in
this case. This is contrary to the case for C∗ or C where one could restrict to a smaller open subset where
the relavant maps behave well while still retains the topology. We will understand this question for E in a
future paper via a different method.
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7. Holomorphic gauge theory on elliptic curves
7.1. Twisted conjugation of loop group revisited. We continue to use the notation Section 4. Recall
that tR ≃ tRτ 
 Exp
// T . We shall identify tR with its image in T . Most of the statements in section 6 have
direct analogs with minor changes, we shall not repeat the proof but only state the facts.
7.1.1. Base and parabolic restriction.
Definition-Proposition 7.1. (1) For any J → J ′ in FC , the nilpotent cones corresponds under the
map f : GseJ′/GJ′ → GJ/GJ and the map GseJ /GJ → GE .
(2) GseJ′ is base open subset of GJ′ with respect to GJ , denote its base restriction by R
J
J′ .
(3) Denote by ResJJ′ := ResPJ
J′
.
From Theorem 4.41, and similarly to Proposition 6.7, we have:
Proposition 7.2. There are equivalences of categories:
(1) limJ∈FC{ShN (GJ/GJ), RJJ′} ShN (GE)∼oo
(2) limJ∈FC{ShN (GJ/GJ),ResJJ′} ShN (GE)∼oo
7.1.2. Untwisting the twisted conjugation. J ⊂ Z(GJ ) and hence induces−J∗ : ShN (GJ/GJ)→ ShN (GJ/adGJ).
Proposition 7.3. −J∗{J∈FC} induces a natural isomorphism between the functors {ShN (GJ/GJ ),Res}
and {ShN (GJ/adGJ),Res}
The following is the main theorem of this paper:
Theorem 7.4. There is an equivalence of categories:
limJ∈FC{ShN (GJ/adGJ ),ResJJ′} ShN (GE)∼oo .
Remark 7.5. One can also instead use the ∗-parabolic restriction Resp∗ := q∗p! (notation as in Defini-
tion 5.12) in the theorems.
7.2. Holomorphic gauge uniformization. Let ω = (ω1, ω2) be a pair of complex numbers not contained
in the same real line. E = Eω := C/(Zω1 ⊕ Zω2) an elliptic curve. As we shall established below, similar to
Section 6.1, the holomorphic gauge uniformization gives an nonabelian analog of the uniformization C→ E.
The proofs are similar, and we will only state facts.
Denote by G the trivial smooth G-bundle on E, by A0,1(G) the space of (0,1)-connections on G. Any such
connection ∇ defines a holomorphic structure on G by defining the holomorphic sections are those section s
satisfying ∇(s) = 0. Since every degree 0 holomorphic G-bundle on E is trivial as smooth bundle, we have an
isomorphism of groupoids Bun0G(E)(pt) = A0,1(G)/Aut(G). We have an identification Aut(G) ≃ C∞(E,G).
The ∂¯ operator and the (0,1)-form dz¯ give identifications A0,1(G) ≃ Ω0,1(E, g) ≃ C∞(E, g). Hence we have
Bun0G(E)(pt) = C
∞(E, g)/C∞(E,G)
And the action above is identified with the Gauge transformation: Gg∂¯g (B) := gBg
−1 − ∂¯g · g−1 for
g ∈ C∞(E,G), and B ∈ C∞(E, g).
Let S1, S2 be two copies of the unit circle. We have isomorphism of Lie groups S1 × S2 ≃−→ E, by
(θ1, θ2) 7→ ω1θ1+ω2θ22π . This induces X∗(T )×X∗(T ) ≃ HomLie(E, T ). An easy calculation shows that under
the identification
tR × tR ∼ // t, (A1, A2) ✤ // −2πiω1ω¯2−ω¯1ω2 (ω2A1 − ω1A2)
The translation of X∗(T )×X∗(T ) on tR× tR is identified with the gauge transformation of HomLie(E, T ) ⊂
C∞(E, T ) on t ⊂ C∞(E, t) (as constant maps). Let Φdaff := Z × Z × Φ, and for any α = (n1, n2, α0) ∈ Φ,
define gα := e
i(n1θ1+n2θ2)gα0 ⊂ C∞(E, g), and such α defines a map α : tR × tR → R × R, by (A1, A2) 7→
(α(A1) + n1, α(A2) + n2). And define Wdaff := (X∗(T ) × X∗(T )) ⋊ W , given a lift W → G, we have
Wdaff ⊂ C∞(S1×S2, G). ForB = (A1, A2) under the identification, define ΦB := {α ∈ Φdaff | α(A1, A2) = 0},
and WB := CWdaff (A1, A2).
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Theorem 7.6. For B = (A1, A2) ∈ t ⊂ C∞(E, g), let GB := GωB := CC∞(Eω ,G)(B) the stablizer under the
gauge transformation, and gB := Lie(GB). For B = (Bi) ∈ tn, let GB :=
⋂n
i=1GBi , gB :=
⋂n
i=1 gBi ,ΦB :=⋂n
i=1 ΦBi , and WB :=
⋂n
i=1WBi . Then:
(1) G0
B
=< T, exp gα |α ∈ ΦB >.
(2) GB =< G
0
B
, w˙ |w ∈WB > .
(3) Let χB : gB → tB//WB the characteristic polynomial map with respect to the gauge action. Let
tet
B
:= {X ∈ t |WX ⊂ WB,ΦX ⊂ ΦB}, and getB := χ−1B (tetB //WB). Then the natural map pB :
get
B
/GB → Bun0G(E) is (representable) e´tale.
(4) Let S ⊂ t be a Wdaff-invariant subset, for each B ∈ S, let VB ⊂ tetB be WB-invariant open subset,
satisfying Vw(B) = w(VB) for all w ∈ Wdaff. Let VB := ∩B∈BVB , and UB := χ−1B (VB//WB), then we
have a functor by sending B to UB/GB and pt to GE:
U :
∫
∆op+
S•//Wdaff // Stack
Assume further more that VB ⊂ tetB , and
⋃
B∈S VB = t, then the induced map is an isomorphism:
colim∫
∆op
S•//WdaffU
∼ // GE
(5) There is induced equivalence
lim∫
∆op
S•//Wdaff ShN (UB/GB) ShN (GE)
∼oo
Recall that the points in coarse moduli eE can be identified with the set of isomorphism classes of degree
0 semisimple G-bundles (resp. regular bundles).
Corollary 7.7. Let P be a point in eE , assume that Aut(P) (resp. Aut(Pss), where Pss is the semisimpli-
fication of P) is connected. Then eE is smooth at P.
Proof. By Theorem 7.6, near P , the stackGE is locally isomorphic to the quotient stack Lie(Aut(P))/Aut(P)
near 0. When Aut(P) is connected reductive, the coarse moduli of the later stack is smooth (in fact, an
affine space). 
Remark 7.8. (1) By a theorem of Looijenga, eE is isomorphic to a weighted projective space (with
explicit weights depending on the root datum), and it is not always smooth.
(2) It is possible to duduce Corollary 7.7 from some general slicing theorem such as in [AHR15].
7.2.1. Relation with gauge uniformization on circle.
Notation 7.9. We denote by GiA,Φ
i
aff,W
i
aff the corresponding notation associated to Si, i = 1, 2.
The inclusion {0}
✡✡
✡✡
✡✡

✺✺
✺✺
✺✺
S1

✹✹
✹✹
✹✹
S2,
✠✠
✠✠
✠✠
Eω
induces C∞(Eω, G)
⑧⑧
⑧⑧
⑧⑧
⑧

❄❄
❄❄
❄❄
❄
C∞(S1, G)

❅❅
❅❅
❅❅
❅
C∞(S2, G)
⑦⑦
⑦⑦
⑦⑦
⑦
G
Proposition 7.10. Under the above map, let B = (A1,A2) we have
Gω
B
✟✟
✟✟
✟✟

✻✻
✻✻
✻✻
G1
A1

✼✼
✼✼
✼✼
G2
A2
✞✞
✞✞
✞✞
G
and all the arrows are injective.
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Proof. It is easy to check that
WB
✆✆
✆✆

✿✿
✿✿
W 1
A1

✾✾
✾✾
W 2
A2
,
✄✄
✄✄
W
ΦB
✟✟
✟✟

✽✽
✽✽
Φ1
A1

✼✼
✼✼
Φ2
A2
,
✝✝
✝✝
Φ
The proposition follows since the groups involved are determined by the above data. 
Remark 7.11. Let Gc be a maximal compact subgroup of G. Under Yang-Mills equation, this Proposition
can be thought of as an analogue of the fact that for a Gc-local system L on E, we have
Aut(L)
yyrrr
rrr
rrr
r
%%▲
▲▲▲
▲▲▲
▲▲▲
Aut(L|S1)
%%▲
▲▲▲
▲▲▲
▲▲▲
Aut(L|S2)
yyrrr
rrr
rrr
r
Aut(L|0) = Gc
Note that both Aut(L|Si) and GiAi are of the form CG(s) for some s ∈ Tc ( or T ). In particular, they are
connected if G is simply-connected.
8. Remarks
8.1. Stratification of compact group. Lusztig stratification is commonly used in the study of geometry
of G/G. We explain its relation with our charts when restricted to a maximal compact subgroup.
Let Gc be a simple and simply-connected compact Lie group, and Tc ⊂ Gc a maximal compact torus.
Choose an alcove C in X∗(Tc)⊗R, we define open cover C of Gc similarly by C = {Gsec,J : J ∈ vertices of C}.
Identifying the cover with its image, and the cover does not depend on the choice of Tc and C, hence the
cover is intrinsic associated to Gc. Denote by S the finest stratification of Gc generated by C via taking
complement and intersection. Then C can also be recovered from S : a chart in C is the union of all strata
whose closure containing a fixed closed stratum in S . It is clear from the definition that C and S are
conjugation invariant. The stratification S can also be described more explicitly:
Proposition 8.1. S = {Gc(Exp(J)) : J ∈ faces of C}.
Now let G be the complexification of Gc, then G has a Lusztig stratification L by conjugation invariant
subvarieties. Let Lc denote the induced stratification on Gc. Note that even each stratum in L is connected,
its intersection with Gc may not be connected.
Proposition 8.2. Strata in S are precisely the connected components of strata in Lc.
Example 8.3. For Gc = SU(3), G = SL(3,C). L = {(connected components of) Lλ : λ a partition of 3.},
where Lλ = {g ∈ G : gss has eigenvalue of type λ.}. The stratum L(2,1) is connected. However L(2,1) ∩
Gc =
∐
k=0,1,2 Sk has three connected component, where Sk = {g ∈ Gc : g has eigenvalues {a, a, a−2}, a =
e2πiθ/3, and θ ∈ (k, k + 1)}. And S = {{I}, {e2πi/3I}, {e4πi/3I}, S0, S1, S2, Gregc } consists of 7 strata.
The closed strata in S (or Lc) are precisely the isolated conjugacy classes in Gc, they are in bijection
with the vertices of C. For a vertex v, the corresponding conjugacy class is isomorphic to G/CG(Exp(v)).
For type A, the isolated conjugacy classes are central elements, hence discrete. For other type, the isolated
class corresponds to a non-special vertex has positive dimension.
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8.2. Nonabelian Weierstrass ℘-function. We have understand the nonabelian analog of E = C/(Z+Zτ)
and E = C∗/qZ, we also describe the nonabelian analog of view E as of a cubic equation y2 = 4x3− g2x− g3
birationally.
Let E = C/Λ, where Λ = Z+ Zτ , recall the ℘-function is defined as a Λ-invariant meromorphic function
on C:
℘(z) =
1
z2
+
∑
ω∈Λ−{0}
(
1
(z + ω)2
− 1
ω2
)
Definition 8.4. The nonabelian ℘-function and its derivative is defined as the following meromorphic
functions gln → gln:
℘(Z) =
1
Z2
+
∑
ω∈Λ−{0}
(
1
(Z + ωI)2
− 1
(ωI)2
)
℘′(Z) = −2
∑
ω∈Λ
1
(Z + ωI)3
We shall consider G = GLn, recall that GLn,E,0 is representable by an smooth algebraic variety, and
there is a map p : GLn → GLn,E,0. For n = 1, GL1,E,0 = Pic0(E) ≃ E, and the map p is identified as
C∗ → C∗/e2πiτZ = E.
Theorem 8.5. (1) Under the maps gln
Exp
// GLn
p
// GLn,E,0 , the function ℘(Z) and ℘
′(Z) de-
scent to a rational function on GLn,E,0.
(2) The map (℘, ℘′) : GLn,E,0 // gln × gln , defines a birational isomorphism between GLn,E,0 and
the subvariety:
{(X,Y ) ∈ gln × gln : [X,Y ] = 0, and Y 2 = 4X3 − g2X − g3},
where g2 = 60
∑
ω∈Λ−{0} ω
−4 and g3 = 140
∑
ω∈Λ−{0} ω
−6.
Remark 8.6. It is more complicated to (partially) compactify the image of the above rational map to give
an actual isomorphism. So far we have only use a single chart, and the various other charts may be useful
for this purpose.
Appendices
A. Analytic stacks
Let ComSp be the site of complex spaces, where the coverings are collection of e´tale (:= locally biholo-
morphic) maps {Ui → X}i∈I , such that
∐
i∈I Ui → X is surjective. A prestack is by definition a functor
X : ComSp→ Grpd, and a stack is a prestack which is a sheaf. An morphism f : X → Y between stacks
is representable if for any morphism from a complex space g : Y → Y , Y ×Y X is representable by complex
space.
A morphism between two complex spaces is smooth if it is locally isomorphic to U ×Dn → U , where D
is the unit disk. A representable morphism between two stacks is called smooth if it is so after base change
from any complex space. Let P be a property of morphism that is stable in smooth topology on ComSp,
we say a represetable morphism has property P if it has property P after base change by smooth morphism
from any complex space. Such properties include being surjective, e´tale, smooth, closed embedding, open
embedding, open dense embedding, isomorphism. It’s not hard to see that the two definition of being smooth
of a representable morphism agrees.
An analytic stack is by definition a stack X such that:
(1) ∆ : X → X ×X is representable, and
(2) There is smooth morphism surjective π : X → X , where X is a complex space.
An analytic stack is smooth if in the above definition, X is a complex manifold. To study smooth analytic
stack X ,Y and smooth morphism between them, it suffices to study functor X ,Y after restriction to Cplx
the site of complex manifolds.
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Definition A.1. f : X → Y is generically open if there is U ⊂ X open dense embedding, such that
f |U : U → Y is open embedding.
Lemma A.2. An e´tale and generically open morphism of analytic stacks is open embedding.
Notation A.3. For a groupoid C , let |C | be the set of isomorphism classes in C . For a stack X , Denote
|X | := |X (C)|. It has a natural topology coming from (representable) e´tale morphisms.
Let x ∈ Ob(X (C)), we say f is e´tale at x if for any base change Y → Y , f ′ : X := X ×Y Y → Y is e´tale
at any point x′ ∈ X over x. By definition, e´taleness only depends on isomorphism class of x, so we can also
speak about f being etale at x ∈ |X |. We have the locus in |X | where f is etale is open. It’s easy to see
that f is e´tale if and only if it is e´tale at every |X |.
A.1. Tangent groupoid and tangent complex. TxX the tangent groupoid at x is defined to be the
fiber category of σ : X (C[ǫ]) → X (C) over x. I.e. Ob(TxX ) := {(v, φ) : v ∈ X (C[ǫ]), φ : σ(v) ∼−→ x}, and
morphism are those induces identity on x. There is an action of Aut(x) on TxX via (v, φ) 7→ (v, g ◦ φ) We
have natural map of groupoid dfx : TxX → Tf(x)Y by postcomposition with f . The map interwine the
action of Aut(x) and Aut(f(x)). By base change, We have
Proposition A.4. Assume X ,Y smooth analytic stacks, then f is e´tale at x if and only if dfx is an
equivalence.
For smooth analytic stack X , the tangent groupoid TxX has a natural structure of category in vector
spaces such that the commutativity constraint is trivial. Such datum is equivalent to complex of vector
spaces in degree -1,0. The assignment is by associate such a category C to H−1 → H0 where the differential
is trivial and H0(C ):=isomorphism classes of objects in C , and H−1(C ) := the automorphisms of identity
object. Note that both of them have vector space structures. Under this assignment, Aut(x) acts linearly on
Hi(TxX ), and dfx induces an linear map between H
i ’s and it is an isomorphism if and only if the original
functor between groupoids is an equivalence. We have H−1(TxX ) = Lie(Aut(x)), and the action of Aut(x)
is conjugation.
Example A.5. Let X = X/G be the quotient stack, TX is represented by the complex g⊗C OX → TX ,
for x ∈ X , let x¯ be the image of x in X , then Tx¯X is quasi-isomorphic to the complex g→ TxX , where the
arrow is H 7→ ddt |t=0 exp(tH)x. We have Aut(x¯) = CG(x) the stablizer at x acts on Tx¯X = {g
δ−→ TxX},
by conjugation on g, and for g ∈ Aut(x¯), v = γ′(0) ∈ TxX, for γ(t) a curve through x. g · v := ddt |t=0gγ(t).
Then δ is an Aut(x¯) module map. Indeed, δ(adg(H)) =
d
dt |t=0 exp(t · adg(H))x = ddt |t=0g exp(tH)g−1x =
d
dt |t=0g exp(tH)x = g · δ(H), where g−1x = x because g ∈ CG(x).
A.2. Sheaves on analytic stacks. We shall work in the framework of [Lur09, Lur12] or [Toe¨07] for the
higher categorical aspect of the theory.
Let Stksm be the category of analytic stack with smooth morphisms, an let X ∈ Stksm. Denote by Xsm
the over category Stksm /X .
Definition A.6. Let V be a (higher) category, a sheaf on X (in smooth topology) valued in V is a functor
F : Xopsm → V , such that:
(1) F (
∐
i∈I Yi) ≃
∏
i∈I F (Yi), for I an index set, and Yi ∈ Xsm
(2) For any surjective arrow Y → Z in Xsm, the following induced map is an isomorphism in V :
F (Z)
∼ // lim∆ F (Y
•
Z )
Denote by Sh(X) := Sh(X,V ) be the category of sheaves on X valued in V . Then by definition of sheaf,
we have
Proposition A.7. (1) Sh(
∐
i∈I Xi) ≃
∏
i∈I Sh(Xi)
(2) For Y → X smooth surjective, the induced map is an isomorphism
Sh(X)
∼ // lim∆ Sh(Y
•
X)
where the limit is taken inside Cat the category of (higher) categories.
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Remark A.8. For complex manifold M , one have the usual topological definition of Shtop(M) using open
covers. By smooth descent, we have natural equivalence Shtop(M) ≃ Sh(M).
Suppose in addition that V is a closed symmetric monoidal category, then Sh(X) is natually V -enriched,
and the above limit can be taken in V -Cat, the category of V -enriched categories. Some examples we have
in mind are:
(1) V =dg-Vectk, the chain complexes over field k of characteristic 0 (with the tensor product), then
V -Cat = dg-Catk is the category of dg categories over k.
(2) V =∞-Groupoid, then V -Cat =∞-Cat the ∞-category of ∞-categories.
B. Semisimple and semistable bundles
In this section, we collected some basic facts about G-bundles on elliptic curve, summarized in Proposi-
tion B.2.
Following [BG96, FM98, FM00], we make the following
Definition B.1. Let P be a G bundle on a compact Riemann surface C.
P is of degree 0 if it lies in the neutral component BunG(C)0 of BunG(C)
P is semisimple if P has reduction to a maximal torus T .
Let C = E be an elliptic curve.
P is semistable if the associated adjoint bundle gP is semistable.
It’s easy to see that semisimple semistable G bundles of degree 0 are exactly those in the image of the
map BunT (C)
0 → BunG(C)0. Let GE := BunG(E)0,ss be the stack of degree 0 semistable G bundles on E.
It is an open substack of BunG(E)
0. We have the following characterization of degree 0 semistable bundle
on E.
Proposition B.2. Let P be a G bundle of degree 0 on E, then:
(1) P is semisimple semistable if and only if P is a closed point in |BunG(E)0,ss|.
(2a) P is semistable if and only if the closure of P in |BunG(E)0| contains a semisimple semistable bundle.
(2b) Moveover, in this case, such semisimple semistable bundle is unique, it is defined to be the semi-
simplification of P.
The propostion is known in the case when G is semisimple and simply connected [BEG03, FM00]. For
the general case, we shall give the proof later.
The set of degree 0 semisimple semistable bundles eE := (Pic
0(E) ⊗X∗(T ))//W has a natural structure
of an algebraic variety, and Proposition B.2 gives a (non-representable) maps between algebraic stacks:
(B.3) χE : GE → eE
by taking a bundle to its semi-simplification. In fact, eE is the coarse moduli of GE , in the sense that for
any algebraic space X , the natural map χ∗E :Map(eE , X)→Map(GE , X) is an isomorphism.
To prove Proposition B.2, we need the following Lemmas.
Lemma B.4. Let H ′ → H finite cover of algebraic groups, with kernel K central in H ′. C a compact
Riemann surface. P an H ′ bundle C. Then
(1) H1(C,K) acts on |BunH′(C)0|, with quotient |BunH(C)0|. In particular, π : |BunH′(C)0| → |BunH(C)0|
is open finite surjective.
(2) Assume H (hence H’) is reductive, then P is semisimple if and only if PH is semisimple.
(3) Assume C = E, H is reductive, then P is semistable if and only if PH is semistable.
Proof. (3) follows directly from definition.
(1) There is a short exact sequence 1→ K → H ′ → H → 1, where K (resp.H ′,H ) is the sheaf of sections
of the constant group scheme K (resp.H ′, H) over C. Recall that by defintion |BunG(C)| = H1(C,G), we
have
H1(C,K) // |BunH′ (C)| //

|BunH(C)| //

H2(C,K)
≃

1 // π0(BunH′ (C)) // π0(BunH(C)) // K // 1
43
This gives H1(C,K)→ |BunH′(C)0| → |BunH(C)0| → 1.
(2) Let T ′ be a maximal torus of H ′, then K ⊂ T ′ and T := T ′/K is a maximal torus in H . We have the
commutative diagram of short exact sequences of groups.
1 // K

// T ′

// T

// 1
1 // K // H ′ // H // 1
Take the corresponding sheaves and long exact sequences on cohomology, (2) is obtained by diagram chasing.

Lemma B.5. Let H ′ → H be a finite central cover of reductive algebraic groups with kernel K. If Proposi-
tion B.2 holds for H ′, then it holds H.
Proof. Suppose Proposition B.2 holds for H ′. Let P ∈ |BunH(E)0|. For (1), assume P is semisimple
semistable. Then by Lemma B.4, π−1(P) is a finite union of semisimple semistable H ′ bundles, hence
is closed in |BunH′ (E)0|. Hence {P} = π((π−1(P))c)c is closed (π is open, c stands for complement).
Conversely if P is a closed point in |BunH(E)0,ss| . π−1(P) is a closed set in |BunH′(E)0,ss| hence it contains
closure of any of its point, hence contains a semisimple semistable H ′ bundle. Again by Lemma B.4, P is
semisimple semistable. To prove (2a), assume P is semistable, then there is a semistable H ′ bundle P ′,
such that π(P ′) = P , there is a semisimple semistable H ′ bundle R′ ∈ {P ′}, then we have R := π(R′) is
semisimple semistable and R ∈ {P}. Conversely, suppose {P} contains some semisimple semistable bundle.
Let π−1(P) = {P ′1,P ′2, . . . ,P ′n}, if any of P ′i has a semisimple semistable H ′ bundle in its closure, then we
conclude P ′i is semistable, hence so is P . Suppose none of P ′i contains a semisimple semistable bundle in its
closure, we want to reach a contridiction. Indeed, we’ll have (π((
⋃n
i=1 {Pi})c))c is closed, containing P and
does not contain any semisimple semistable H bundle, which contridicts to the assumption. For (2b), let
P be semistable, take P ′ ∈ π−1(P), then π(H1(E,K) · {P ′}) is closed containing P and only contains one
closed point which the image of the closed point in {P ′} under π. 
Proof of Proposition B.2. Proposition holds for all semisimple simply-connected groups, Lemma B.5 implies
it holds for all semisimple groups. It’s easy to see if proposition holds for H , then it holds for T ×H for T
a torus. Then for any connected reductive group G, G = (Z(G)0 × [G,G])/F for a finite central F . So by
Lemma B.5 again, we conclude proposition holds for G. 
Corollary B.6. Let K ⊂ G two reductive algebraic groups. Under the natural induction map BunK(E)→
BunG(E), the image of KE lies in GE.
Let GE,0 be the moduli stack of degree 0 semistable G-bundles with trivialization at 0. We have:
Proposition B.7. GE,0 is representable.
Proof. : Suffices to prove that for any degree 0 semistable G-bundles P , the natural map Aut(P)→ Aut(P0)
is injective. By Corollary B.6, we can reduce to the case when G = GLn. Then the above claim follows from
Atiyah’s classification. 
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