Abstract Gain adaptation of the yaw angular vestibular ocular reflex (aVOR) induced in side-down positions has gravity-independent (global) and -dependent (localized) components. When the head oscillation angles are small during adaptation, localized gain changes are maximal in the approximate position of adaptation. Concurrently, polarization vectors of canal-otolith vestibular neurons adapt their orientations during these small-angle adaptation paradigms. Whether there is orientation adaptation with large amplitude head oscillations, when the head is not localized to a specific position, is unknown. Yaw aVOR gains were decreased by oscillating monkeys about a yaw axis in a side-down position in a subject-stationary visual surround for 2 h. Amplitudes of head oscillation ranged from 15°to 180°. The yaw aVOR gain was tested in darkness at 0.5 Hz, with small angles of oscillation (±15°) while upright and in tilted positions. The peak value of the gain change was highly tuned for small angular oscillations during adaptation and significantly broadened with larger oscillation angles during adaptation. When the orientation of the polarization vectors associated with the gravitydependent component of the neural network model was adapted toward the direction of gravity, it predicted the localized learning for small angles and the broadening when the orientation adaptation was diminished. The model-based analysis suggests that the otolith orientation adaptation plays an important role in the localized behavior of aVOR as a function of gravity and in regulating the relationship between global and localized adaptation.
Introduction
The angular vestibulo-ocular reflex (aVOR) stabilizes gaze in space by counter-rotating the eyes in the direction that is opposite to the head rotation. Performance of the reflex is measured by its gain, which is defined as a ratio of eye velocity re head velocity. When there is conflict between eye velocity produced by the aVOR and motion of the visual surround, there is retinal slip, which drives the aVOR to adapt its gain, so that it is in consonance with the visual surround. This adapted gain is maintained even when tested in darkness (Ito and Miyashita 1975; Gonshor and Melvill Jones 1976a; Gonshor and Melvill Jones 1976b; Miles and Lisberger 1981) . This shows that the gain of the aVOR had been plastically adapted.
Adaptation of the aVOR gain has been shown to be contextual, whose adapted value is present for a specific context, but has different values in other contexts (Schultheis and Robinson 1981; Shelhamer et al. 1992; Lewis et al. 2003) . Gravity serves as a context for adaptation of yaw and pitch aVOR (Baker et al. 1987a, b; Tiliket et al. 1993; Yakushin et al. 2000a Yakushin et al. , 2003a Yakushin et al. , 2005b ), but to lesser extent for the roll aVOR, which already contains a gravitydependent variation, even without adaptation ). Thus, when the yaw or pitch aVOR gain is adaptively modified in a side-down position with small angles of rotation, the adaptive changes are specific for that approximate head orientation and gradually decrease as animals are oriented away from this position. The adaptation comprises two components, one that depends on gravity, localized to a specific head orientation, and one that is global, independent of gravity (Yakushin et al. 2003c) .
Models of adaptation of the aVOR have largely been confined to one dimension based on a simple concept that the head and eye velocity summated with retinal slip on Purkinje cells and the error signal modified the gain of the aVOR (Ito et al. 1974; Robinson 1976; Lisberger and Fuchs 1978; Wilson and Melvill Jones 1979; Miles et al. 1980; Miles and Lisberger 1981; Lisberger 1994; Lisberger et al. 1994; Luebke and Robinson 1994; Hirata and Highstein 2001) . While these models of adaptation have driven research for understanding the aVOR adaptive process for a number of years, they were not designed to shed light on global and localized learning (Kimpo et al. 2005) , especially where gravity is the context (Xiang et al. 2006) . This requires that aVOR learning be examined in three dimensions, and analysis and modeling methods be devised that are geared toward three-dimensional (3-D) model perspective of the aVOR and its gravitational dependence. Such 3-D modeling of aVOR gain adaptation was developed to explain cross-axis adaptation (Schultheis and Robinson 1981) . In this model, cross-coupled components of an aVOR gain matrix were adapted so that a horizontal head rotation induced a vertical component of eye movement. While this model was the first forage into 3-D aspects of adaptation, it still was concerned with the global gain changes of the aVOR and did not address the contextual or localized aspects of learning.
Localized components of aVOR learning came from an understanding that gravity was an important context allowing different adapted gains for different head positions (Yakushin et al. 2000a) . A model of this gravity-dependent component of adaptation considered how a distributed pattern of otolith polarization vectors might interact with canal input to generate the context for learning when there is visual-vestibular mismatch (Xiang et al. 2006) . This model incorporated Hebbian learning into a 3-D neural net model, which implemented the canal and central processing of the aVOR model that we developed (Xiang et al. 2006) . The feasibility of this model structure was tested against a large database of experimental data, and analysis techniques were developed to compare model predictions with the data. It is one of the few areas where distributed neural net learning models have been critical in evaluating data while maintaining a neural structure consistent with canal and otolith convergence in the central vestibular system (Xiang et al. 2006; Anastasio 2010) .
The efficacy of the distributed model was its ability to predict the vertical aVOR gain distribution in 3-D after adaptation at different head positions where the gravity vector did not vary during the adaptation process (Yakushin et al. 2005a; Xiang et al. 2006) . The adaptation of the horizontal aVOR with small angles of rotation, while side down, also allows the contextual adaptation to take place (Yakushin et al. 2005b) . Whether increase in the amplitude of head rotations during adaptation generates a sustained localized adaptation at some average orientation is not known. It is also not known whether the global learning is still maintained. One prediction is that when the head orientation information during adaptation is diffused over a large angle, the fusion algorithm for combining visual and orientation information for central adaptation is more widely distributed across head orientations. Accordingly, this would reduce the sharp tuning of the gravity-dependent gain changes, distributing these changes over a wider angle when the angle of head oscillation during adaptation increases.
Another explanation could be related to our recent findings that there are classes of otolith-canal convergent neurons, which adapt their polarization vectors toward the direction of gravity during side positions (Eron et al. 2008; Kolesnikova et al. 2011b ) and other classes that do not (Eron et al. 2009 ). These neurons could provide a head fixed reference for determining the context for implementation of a specific gain. Thus, the orientation adaptation neurons could be involved in the gravity-dependent adaptation process, while the otolith-only neurons could be involved in the implementation of the context for establishing the aVOR gain. One of the few ways this could be tested is by simulating orientation adaptation, comparing model predictions and data, thereby determining whether the model required this component to explain the large amplitude adapted responses.
The purpose of this study was to model the gravitydependent adaptation with a neural network model that considers orientation adaptation of polarization vectors and to compare its predictions with data that utilize small and large angles of head oscillations during adaptation. We previously demonstrated that the amount of gravitydependent gain changes is similar for yaw and pitch aVOR, regardless of whether gain was increased or decreased. Thus, this study was restricted to yaw aVOR gain decrease in side-down positions and forms the basis for modeling the behavior of neurons that adapt their orientation (Eron et al. 2008; Kolesnikova et al. 2011b ) and how they contribute to localized gravity-dependent adaptation.
Experimental methods
Experiments were performed on three cynomolgus monkeys (Macaca fascicularis, M0102, M17115, and M17088). The experiments conformed to the Guide for the Care and Use of Laboratory Animals (National Research Council 1996) and were approved by the Institutional Animal Care and Use Committee. Surgical procedures were performed in two stages under anesthesia in sterile conditions. First, a head mount was implanted on the skull to provide painless head fixation in stereotaxic coordinates during testing (Sirota et al. 1988; Yakushin et al. 2000b) . At a second surgery 2 weeks later, two coils were implanted on the left eye. One coil measured the horizontal (yaw) and vertical (pitch) components of eye position (Robinson 1963; Judge et al. 1980) . Another coil, placed approximately orthogonal to the frontal coil (Yakushin et al. 1995) , was used to measure the torsional (roll) component of eye position.
Eye movement recordings
During experiments, animals sat in a primate chair with the head fixed to a plastic frame in a vestibular stimulator that could rotate the animal about three independent axes that go through the center of rotation of the head. There is also an optokinetic drum, which surrounds the animal and is capable of inducing full field optokinetic stimulation. The stimulator has been described in detail in previous publications Yakushin et al. 2000a ). To calibrate eye movements, animals were rotated in light at constant velocity of 30°/s about a spatial vertical axis while upright for yaw, left-side-down for pitch and prone for roll. It was assumed that horizontal and vertical gains were close to unity (Robinson 1963; Raphan et al. 1979) , and torsional gains were assumed to be 0.6 (Crawford and Vilis 1991; Henn et al. 1992; Yakushin et al. 1995) .
Eye position voltages and voltages related to the velocity and position of the chair oscillation as well as to the position of the spatial horizontal (gimbal) axis were recorded with amplifiers having a band pass of DC to 40 Hz. Data were acquired by computer and analyzed offline. Voltages were digitized at 1 kHz/channel with 16-bit resolution. Voltages related to eye position were digitally differentiated by finding the slope of the least squares linear fit to data points obtained over 25 ms periods. Saccades were eliminated using a maximum likelihood ratio criterion (Singh et al. 1981) . The accuracy of saccade removal was monitored by visual inspection and, when necessary, was manually corrected. This correction affects less than 5 % of experimental data. Since only yaw eye velocity was induced, there were no pitch and roll components and they were not considered in the analysis.
Protocol for aVOR gain adaptation
The horizontal aVOR gain was adaptively decreased by combined in phase oscillation of the primate and optokinetic drum for 2 h with animals in a side-down position while in light. The angular amplitude of the adaptive stimulus was varied from 15°to 180°. Since it was not possible to maintain both stimulus peak velocity and frequency constant for a given amplitude, two frequencies were used. To achieve 15°amplitude, we oscillated the head at 0.25 Hz. To achieve 90°, 135°and 180°ampli-tudes, the head was oscillated at a lower frequency of 0.05 Hz. Both frequencies were in the range where visualvestibular interaction would adapt the aVOR. In all cases, the gravitational vector rotated about the yaw axis of the head (a sinusoidal off vertical axis rotation, OVAR). This type of stimulus does not activate the horizontal linear vestibular ocular reflex (lVOR) at the frequencies generated by the velocities of rotation (See Raphan and Cohen 2002 for review). Moreover, the viewing distance from the animal to the visual environment (Drum) was &45 cm. For this large viewing distance, the gain of the horizontal lVOR is negligible. Vergence also was not a factor as it was the same in all conditions.
Protocol for determining gain as a function of head orientation
The gain (eye velocity/head velocity) of the horizontal aVOR before adaptation was obtained by head oscillations in yaw in darkness at 0.5 Hz (±15°amplitude), while the animal was upright or tilted in forward-backward (F-B), left-right side-down (LSD-RSD), left anterior-right posterior (LA-RP) and right anterior-left posterior (RA-LP) canal planes in 10°increments up to 90° (Yakushin et al. 2005b) . Tilt angles were not randomized to minimize the variation of gravity as the animals were tilted for testing in a given position. However, the plane of testing and directions of tilt were randomized. The average amplitude of ten cycles of head and eye velocity oscillations was used to obtain the gain.
Previous studies (Yakushin et al. 2003b (Yakushin et al. , 2005a Schubert et al. 2008) indicate that gravity-dependent aVOR gain changes could be observed for several days after adaptation, therefore, at least 1 week was allowed for the aVOR gain to return to the unadapted state before the next gain adaptation was induced. Yaw aVOR gain of each animal was decreased in left-side-down (LSD) or right side-down (RSD) head orientations randomly. For these two conditions, the gain reductions as a function of head orientation had mirror symmetry about the upright position. Therefore, the data were reflected about the head upright and combined. Gain changes for each head position were plotted in three dimensions and expressed as a surface using a spline interpolation (Sandwell 1987 ).
Statistical analysis
Depending on the type of the experiment, standard t-tests and ANOVA were used to analyze pairs or sets of data, respectively. To determine significant differences for the gravity-independent adaptation for 4 planes of tilting, the sinusoidal fits to the data were subtracted from the data values and the four residuals were compared with ANOVA. For data-model comparison, we utilized a reduced case of the analysis of variance (F statistic). These methodologies are completely described in previous publications (Yakushin et al. 1995; Kolesnikova et al. 2011b) .
Results

Verification of adaptive stimulus: adaptation in the upright position
We used different frequencies of adaptation as the amplitudes were changed. This was done to maintain the accelerations at larger amplitudes to within manageable levels. Variation in frequency could be a factor in the generation of the aVOR gain changes (Yakushin 2012) . We therefore performed the adaptation of the horizontal aVOR at these different frequencies and amplitudes in the upright position as a control. The result was that the gravityindependent and gravity-dependent gain changes were identical for all amplitudes and frequencies. Thus, changes that occur when animals are adapted on their sides are due to variation of gravity during adaptation.
We adapted the horizontal aVOR gain in the upright using 15°, 90°, 135°, and 180°amplitude of yaw rotation. Eye velocity relative to head velocity during suppression adaptation was the same for all amplitudes of stimulation (p = 0.131). The peak gain changes occurred when upright (position of adaptation) and the gain changes decreased when animals were tested when tilted toward left-and right-side-down positions (Yakushin et al. 2003c ). There was no effect of the amplitude of the adaptive stimulus on either the gravity-dependent component (7.7 ± 2.3 %, p = 0.484) or the gravity-independent component (9.2 ± 4.7 %, p = 0.147). This shows that amplitude of the head rotation has no effect on gravity-dependent or gravity-independent components, when orientation of the head relative to gravity does not change during adaptation.
Gain decrease with small-angle head oscillation in side-down positions Before adaptation, yaw gains were invariant as a function of head orientation re gravity (Fig. 1a , blue symbols). After adaptation in LSD (-90°), gain was minimal in the position of adaptation, but the gain approached pre-adapted values as the head was oriented toward RSD (Fig. 1a , red symbols). Gain changes relative to pre-adapted values was approximated by a sinusoid (gravity-dependent change) and a bias level (gravity-independent change) (Fig. 1b) .
When the aVOR gain was decreased with small-angle oscillation amplitudes (15°) in side-down positions, the gain changes were the same as found previously (Yakushin et al. 2000a (Yakushin et al. , 2003c (Yakushin et al. , 2005a , although the variations among monkeys were greater than previously reported (Yakushin et al. 2005a) . Regardless, the gravity-dependent gain changes were maximal in the LSD-RSD plane (6.8 %; Fig. 2a , black symbols and black fitted curve), were somewhat smaller in the LA-RP (4.7 %; Fig. 2b ) and RA-LP planes (5.0 %; Fig. 2c ), and were negligible in the F-B plane (0.9 %; Fig. 2d ) (Table 1 ), but were not significantly Fig. 1 Determining gravity-dependent gain changes. a Gains of the yaw aVOR obtained before (blue symbols) and after yaw aVOR gain was decreased LSD (red symbols). b The gain changes expressed as a percentage of pre-adapted values (diamonds) and plotted as a function of head orientation. Gain changes were fit by a sinusoid with bias, where the amplitude of the sinusoid and the bias represent the gravitydependent and gravity-independent gain changes, respectively different (p = 0.055, t test). The gravity-independent gain changes were &-10.0 % in the LSD-RSD and F-B planes. The variations of data from different monkeys were greater for the RA-LP and LA-RP planes, which slightly decreased the gravity-independent bias level (-6.9 %, p \ 0.05, ANOVA).
It should be noted that with the small amplitude oscillation, there was overlap of the region covering the swing of the gravity vector in head coordinates during testing (dark shading in insets of Fig. 2 ) with that during adaptation (light shading in insets of Fig. 2 ) only when the animal was tilted LSD-RSD. Consequently, gravity-dependent gain changes in LA-RP and RA-LP are significant but smaller than the gravity-dependent changes measured in LSD-RSD. When the animals were tested F-B, the average orientation of gravity vector during adaptation is orthogonal to that during testing (Fig. 2, Inset D) . Consequently, there were no gravity-dependent gain changes. The surface describing the gain changes as a function of fore-aft and shows the head angular excursion during adaptation. The dark shaded region is the head angular excursion during testing. e The surface describing the three-dimensional gain changes obtained from average experimental data. f The surface describing the three-dimensional gain changes predicted from the model. Each graph is color coded for relative gains. Dark red indicates minimal changes and dark blue represents maximal gain decreases for each graph 15°6.6 ± 1.3 5.2 ± 2.1 5.4 ± 1.5 0.9 ± 2.1 90°6.0 ± 3.3 6.1 ± 1.9 6.2 ± 3.2 9.8 ± 3.6
135°3.3 ± 6.4 -8.2 ± 3.8 -3.3 ± 6.0 6.5 ± 4.4 180°0.9 ± 5.8 -0.1 ± 8.5 1.5 ± 6.0 5.9 ± 1.2
Negative values indicate that while gain was decreased about LSD head position, maximal changes were observed with right anterior, posterior or right-side-down head tilts. See text for more details Exp Brain Res (2012) 220:165-178 169 side-down tilts peaked negatively at the position of adaptation (Fig. 2e ).
Gain decrease with large head oscillation Large amplitude head oscillations had a smoothing effect on the aVOR gain distribution (Figs. 3, 4 , 5). The differences in average gravity-dependent gain changes for LSD-RSD, versus LA-RP and RA-LP decreased as the amplitudes increased from 90° (Fig. 3a, b , c) to 135° (  Fig. 4a, b, c) (Table 1) . There was also a modulation in gain changes in the F-B plane (Figs. 3d, 4d) . The maximal gain decrease was observed in both prone (Forward) and supine ( For adaptation with oscillations of ±180° (Fig. 5) , gravity-dependent gain changes were significantly smaller than for other amplitudes of head oscillation ( Fig. 5a-d ; Table 1 ) and the gain changes were similar in virtually every head orientation (Fig. 5e ). There was also now a significant increase in amplitude of the gravity-independent (bias) component (&-20 % vs. &-10 %, p = 0.016, t test; Fig. 5a-d, horizontal dashed lines) .
Neural network model of gravity-dependent adaptation of the aVOR The starting point of the modeling work was the 3-D aVOR model (Raphan and Cohen 2002) , which was implemented as a distributed neural net (Xiang et al. 2006) . We first treated the large amplitude adaptation as learning that occurred at multiple positions. Previous results had indicated that the model was capable of learning and superposing three levels of gain at different head orientations (Xiang et al. 2006) . However, as the head moved through large angles it could not predict the data for ±180°LSD (Fig. 6a) . In this adaptation paradigm, the animal starts the oscillation from the -180°position which is RSD, passes the 0°(LSD) once and ends up in ?180°p osition which is still RSD. This forces the original model to decrease the gain more in the RSD position than the LSD position. The model predicted a resultant adapted spatial distribution of gain changes, which had its maximal changes in the RSD position and minimal changes in LSD, which did not match the experimental data (Fig. 6a , cf red and blue symbols). The reason for this is that as the model adapts the parameters for rotation about yaw from -180°t o ?180°, the RSD orientation occurs twice as frequently (both -180 and ?180 are RSD) as for other orientations. The peak change predicted by the model expectedly occurred at RSD (Fig 6a, blue symbols) . The minimal change occurred at LSD rather than where the data had its minimal change (0°-Upright) (Fig. 6a, red symbols) .
This demonstrates that the model without incorporating new adaptive features cannot accurately predict the changes in aVOR gain induced by large angles of oscillation.
We considered what features of the neural learning components are necessary for fitting the data. One of the most important discoveries that could provide a basis for modeling amplitude-dependent learning is orientation adaptation that is present in vestibular only (VO) and position-vestibular-pause (PVP) neurons (Eron et al. 2008; Kolesnikova et al. 2011b) . Such orientation adaptation reconfigures the orientation of a specific group of vestibular cells, but central otolith-only units maintain their spatial orientation (Eron et al. 2009) . If the orientation adapted cells would participate in the adaptation while the visual system is activated and be inactivated while testing the aVOR in darkness, it would add a new dimension to how gravity-dependent adaptation is implemented and explain the data. We now consider a model that incorporates orientation adaptation into the aVOR learning process, and relate it to our most recent physiological findings. 
Conceptual modeling of gravity-dependent adaptation with orientation adaptation
The model consists of three inputs: Head Orientation, which activates the otoliths, Head Velocity, which activates the canal system, and visual surround velocity, which is utilized in activating the weight and bias learning rules for gravity-dependent and gravity-independent adaptation. Based on our initial studies of gravity-dependent adaptation for the vertical aVOR, we postulated that the adaptation comprised two distinct processes: gravity-dependent and gravity-independent components (Yakushin et al. 2003c (Yakushin et al. , 2005b . The reason for this hypothesis is that the mean of the adapted gain changes of the aVOR (bias) was approximately the same when measured for tilts in the F-B, LSD-RSD, LA-RP and RA-LP planes after adaptation with small amplitudes of rotation in a given head orientation. However, the sinusoidal variation in gain changes as a function of head orientation was largest in the plane that included the position of adaptation (LSD-RSD). There were no gain changes for tilts in an orthogonal plane. The data in this study for small amplitude adaptations confirm these findings (Fig. 2) and our hypothesis. We now have evidence that the gravity-dependent component is coded in caudal FN (Kolesnikova et al. 2012 ) while the gravityindependent component is coded elsewhere, probably in the flocculus, which is known to be important for aVOR gain adaptation (Ito et al. 1974; Miles and Lisberger 1981) . Thus, the learned parameters (w ijl ) for gravity-dependent adaptation in the model have been identified with the caudal FN and bias (b ij ) has been identified with the flocculus (Fig. 7) . Orientation adaptation is hypothesized to be coded in rostral FN, utilizing an orientation estimator and input from the canal system. An important function associated with the orientation subsystem is estimation of the orientation of the head relative to gravity. This provides a frequency tuned teaching signal that helps adapt the weights, w ijl , in caudal FN. These weights are associated with the gain of the gravity-dependent component of the aVOR, which is adapted during visual-vestibular conflict.
It is known that the semicircular canals represent a nonorthogonal coordinate frame whose lateral canals are tipped back 30°while the vertical canals are tipped back 40°a nd rotated 45°relative to the head. When the head is rotated, the angular head velocity is projected along the axes of the canals and is represented in canal coordinates by a matrix, T can (Yakushin et al. 1998) . These head velocity components must be converted back to head coordinates to drive eye velocity. However, each component of the velocity in canal coordinates projects to a component of eye velocity with a certain gain. Thus, there are nine (9) gain values that represent the conversion of the head velocity signal to the eye velocity signal, and the complete transformation can be represented as:
where the elements A, B, C, D, E, F, G, H, and I form the inverse of the head to canal transformation, T can :
and the g's are the projections from each of the three components of head velocity to the three components of eye velocity. Thus, the eye velocity vector, v eye , can be represented by the stimulus head velocity vector, v head :
where elements of v eye and v head are in the order of roll, pitch, and yaw. The overall yaw gain is then calculated as:
The nine distributed gains, g ij (i = 0 * 2, j = 0 * 2), when adapted by the artificial neural network, determine the gain matrix of the aVOR (Xiang et al. 2006) .
We have hypothesized that the otolith-canal convergent neurons in the central vestibular system regulate the gravity-dependent aVOR gain adaptation (Kolesnikova et al. 2011a) . Their functions are simulated as polarization vectors that have various orientations re gravity in the three The gravity-dependent component is the summation of the products of the weight and a projection of the polarization vector onto the direction of the acceleration of gravity. The gravity-independent component is unrelated to the projection and is represented by a single bias value, b ij . Thus, g ij can be represented as:
where n is the number of unit polarization vectors, h, i is the inner product and represents the projection of the polarization vector onto the acceleration of gravity,â g . We utilized 36 polarization vectors for each canal plane for a combined number n = 108. These are assumed to be located in the vestibular nucleus (Fig. 7, VN) . The indices i = 0, 1, 2 represent torsional, vertical, and horizontal VOR and j = 0, 1, 2 represent anterior, posterior and lateral canals, respectively. That is, g 00 represents the gain of anterior canal activation producing the torsional VOR.
The weight values (w ijl ) and the bias value (b ij ) are trained iteratively as follows:
where k ij and h ij are training speed factors for w ijl and b ij , respectively. DE i represents the ith component of the retinal error. The vector DE is computed as follows:
The parameter, g target , is the measured gain of the aVOR in the position of adaptation and is the only input to the model that was experimentally determined. The s ij components represent the stimulus strength from v j c , the rotational head velocity in the canal coordinate frames, with j representing anterior (0), posterior (1), and lateral (2) 
where
Model allowing orientation adaptation for the polarization vectors
To explain the large amplitude aVOR gain adaptation, we updated our model in the following way: First, all orientations of the head during one cycle of the sinusoidal rotation were treated as adaptation sites equally and received equal amount/level of adaptation. As an example, when the animal was adapted in left-side-down (LSD) position with a ±90°rotation about the yaw axis, all positions between -90°and 90°in 10°increments are considered adaptation sites and all with the same target gain value.
In addition to modifying the weights, the polarization vectors (p l ) were allowed to shift their orientation during the adaptation toward the direction of acceleration of gravity (Eron et al. 2008; Kolesnikova et al. 2011b ). We implemented these central shifts in polarization as a summation of two vectors (Fig. 8) . Each neuron received two otolith inputs, and the overall otolith response vector orientation (RVO) is the linear sum of the two with the coefficients as weights (a and 1-a) . Without a loss of generalization, we assumed the otolith input less aligned with gravity is p lk and is associated with a, which is initialized with a value of 0.5. As the animal's head is held close to a specific orientation, the weights, a, will be reduced adaptively, reducing this input. At the same time, an increase in the value (1-a) will be awarded to the otolith input (p lq ) that is better aligned with gravity. This will shift the orientation of the polarization vector toward the gravito-inertial acceleration (GIA). Similar shifts in VO neuron were found in the RVO toward the input that is the closest to gravity (Eron et al. 2008; Kolesnikova et al. 2011b ).
We also found that a feature of the model that was required to fit the data was that after adaptation, during the testing period, when there is no light, the contribution from the shifting polarization vector will be switched off during the test phase of the experiment.
In the original neural network model, it was assumed that all 36 polarization vectors (p l ) in a canal plane were uniformly distributed over 360°, and each had initially the same weight in determining the gain. To implement orientation adaptation, we must further assume that the uniform state is adapted from a default state without gravity, which is linked to the vertical head position, and that the uniform distribution is driven by gravity in the upright position. During adaptation, the polarization vectors that change their orientation contribute to the gravity-dependent adaptation. Following adaptation, when the animal is tested in darkness, these neurons do not contribute to the gain of the aVOR.
Comparison of experimental data with model-based predictions
The model utilizing orientation adaptation (Fig. 7) produced predictions that conform to the experimental data for the same experimental condition (Fig. 6b) . The model predicted the gravity-dependent component of the experimental data for 15°, 90°, 135°, and 180°oscillation amplitudes of adaptation, respectively (Figs. 2, 3, 4, 5) . The bias or gravity-independent gain changes were also accurately predicted. However, the model-predicted bias value was based on learning for the side-down position only. The small errors in bias between model and data in the LA-RP and RA-LP planes after small-angle adaptation (-10 % model prediction compared to -6.9 % for data) (Fig. 2b, c) are due to the variation of the data across animals (See above).
For the small-angle adaptation amplitude (15°), both the model and data described the same surface in 3D, showing a maximal value and sharp tuning at the LSD position (Fig. 2e, f, respectively) . When the adaptation amplitude increased to 90°, the maximal value was still close to LSD, but the tuning across the surface was broader (Fig. 3e, f , blue region). For the 135°adaptation amplitude, the tuning broadened further, and the difference between maximal and minimal values was reduced (Fig. 4e, f) . This trend was most prominent in the 180°amplitude of adaptation, where the surface is essentially flat, and it became hard to distinguish the point of maximal gain change (Fig. 5e ). In the model prediction, all positions along the edge of the square have similar (larger) gain changes while the upright position has the smallest gain changes (Fig. 5f ). These data indicate that for large adaptation angles, the localized learning (gravity-dependent gain change) of the aVOR is lost and is reduced to global (gravity-independent) learning.
Discussion
This study shows that gravity-dependent learning of the aVOR gain must have a steady orientation of gravity relative to the head during learning to effect a sharp spatial tuning of the gain changes to the position of adaptation. That is, the head should be confined to small rotational angles (B15°) during the adaptive process in order to tune the maximal gain change at a particular head orientation. If the orientation of the head relative to gravity varies over a broad spatial range ([90°) , the tuning of the learning process is distributed over a wider range of head orientations. For angles between 15°and 90°, we expect that adaptation should broaden monotonically, but this was not tested. Our original model of gravity-dependent adaptation of the aVOR (Xiang et al. 2006) could not accurately predict this phenomenon. When we incorporated otolith reorientation learning rules previously observed for central vestibular neurons (Eron et al. 2008; Kolesnikova et al. 2011b) , the model simulations accurately reproduced the observed spread of the gravity-dependent gain changes as the angle of head oscillation with regard to gravity increased. Thus, the model shows that orientation adaptation is a critical feature of localized learning and helps tune the gravity-dependent component of adaptation.
Gravity-independent gain changes were approximately the same if adaptation was induced by head oscillation with amplitudes of 135°and below, indicating that &50 % of gain changes were induced independent of gravity. The bias of the sinusoidal fit was much larger when adaptation was induced by head oscillation of 180°. The increased bias component was simulated by making the rate of adaptation of the gravity-independent component greater than the gravity-dependent component. This model prediction is consistent with data showing that the largest gravity-independent gain changes are observed after adaptation with 180°amplitude, although the rates of adaptation for the two components are not known and this is a conjectured mechanism. Model-predicted changes, however, are more gradual as a function of angle of adaptation than experimentally observed. This suggests that the time course of the actual orientation adaptation drops more rapidly than that assumed in the model. A study of temporal aspects of otolith orientation adaptation would clarify this issue, but these data are not available.
The idea that orientation adaptation supports gravitydependent adaptation follows from the Hebbian learning rules (Hebb 1949 ) that we have implemented and are assumed to drive the gravity-dependent adaptation (Xiang et al. 2006) . Otolith representations in central vestibular neurons do not have a predominant orientation [See (Wilson and Melvill Jones 1979) ]. Thus, when the head is in stationary orientation with regard to gravity during aVOR gain adaptation, only specific sub-groups of PVP neurons will adapt. If a unit is activated by the canal input at a head position that maximally activates the otolith-related activity, learning (increase in sensitivity) in the canal-related path (aVOR gain) is maximal. Alternatively, if orientation of the average otolith polarization vector is orthogonal to the axis of gravity in the position of adaptation or oppositely directed, then the unit may be silent during head oscillation, and therefore, learning does not occur (Eron et al. 2008; Kolesnikova et al. 2011b) . Changes in polarization vectors of the convergent otolith input will, therefore, increase the number of neurons that support the learning and as a result will facilitate the learning. Consequently, when the head is oscillated with smaller amplitude, a greater number of convergent otolith polarization vectors will adapt and be better tuned to the position of adaptation than if these vectors would be spread over a greater angle. In the extreme case, when head oscillated 180°, the activation of otolith units is uniform, and therefore, only gravity-independent gain changes would occur. This is supported by the data.
The model can also be used to predict the central organization of gravity-dependent adaptation. We had previously suggested that gravity-dependent adaptation of the aVOR gain is coded in the activity of the canal-otolith neurons located in the vestibular nuclei (Yakushin et al. 2003c) . Since the eye-head velocity (EHV) and positionvestibular-pause (PVP) neurons are known to be in the modifiable part of the aVOR pathway (Partsalis and Highstein 1996) and some EHV and PVP neurons receive convergent otolith inputs (McConville et al. 1996; Meng et al. 2005) , they are the most likely candidates to transmit gravity-dependent changes in their firing rate to the ocular motor nuclei. Canal-otolith convergent VO neurons in this region of the medial vestibular nucleus did not specifically adapt their sensitivities, but rather adapted their orientation vectors toward the spatial vertical as animals were held in side-down positions (Eron et al. 2008) . The same type of behavior was recently found for PVP, but not for EHV neurons (Kolesnikova et al. 2011b ). Reorientation of the response vector orientation also did not occur for pure otolith neurons (Eron et al. 2009 ).
We also found that a key feature of the model that was required to fit the data was that after adaptation, during the testing period, when there is no light, the contribution from the polarization vectors that had adapted their orientation were switched off during the test phase of the experiment. A physiological finding is that pure otolith neurons do not adapt the orientation of their polarization vectors (Eron et al. 2009 ). This must be the case so that there is a head fixed reference frame at the end of the adaptation period. Orientation learning is only important during aVOR adaptation when vision is present. At the conclusion of the adaptation period, the light is turned off, and the only orientation information that is of importance comes from the otoliths that have not adapted their orientation. In order to maintain our original model structure with the same number of neurons, instead of implementing a separate set of neurons that do not adapt, we simply switched off the orientation adaptation at the end of the adaptive experience. If the adaptation were not switched off, then the maximal gain changes would occur at the positions of adaptation as the old model had done (Fig. 6) .
Evidence for switching off these neurons comes from the behavior of PVP neurons. These are known to be part of the aVOR's three-neuron arc (Cullen and McCrea 1993; Lisberger 1994; Roy and Cullen 2002; McCrea and Gdowski 2003; Fuchs et al. 2005) , while VO neurons do not project to the oculomotor nuclei, most likely activating the vestibular nuclei on the contralateral side and providing input to the vestibulo-cerebellum (Broussard et al. 2011 ). Thus, it seems likely from this model-based analysis that classes of PVP and EHV are involved in the pathway that codes gravity-dependent adaptation (Kolesnikova et al. 2011a) , but that orientation adaptation is coded in VO neurons and their projections through cerebellar circuits in the fastigial nucleus (Kolesnikova et al. 2012 ) may be activated during adaptation in light, but switched off during the testing phase in darkness.
The purpose of the neural net adaptation was to predict the three-dimensional gain distribution of the aVOR as a function of head orientation using only a single input gain change at a single orientation. The model predicts the behavior using a gravity-independent component augmented by a gravity-dependent component, which is modulated by a gravity context. The model does not simulate the dynamical processes that drive the adaptation from visual and angular and linear vestibular ocular reflexes, which is a subject for further study and beyond the scope of this study. However, some general inferences can be made from the present model adaptation equation (Eq. 8), which sheds light on central adaptive processes that govern gravity-dependent adaptation. If the DE in Eq. 8 is interpreted as a retinal error driving the adaptive process, then it could give us some understanding of the type of gravity-dependent adaptation that could occur following canal plugging (e.g., Yakushin et al. 1998 ). In the canal-plugged condition, m eye is reduced at 0.5 Hz (gain & 0.15), due to a shortened canal time constant, but is normal at higher frequencies (Yakushin et al. 1998 ). The gravity-independent and -dependent gain changes were approximately the same as the normal animal (Yakushin et al. 2000c; 0.5 Hz) . A simulation at a frequency of 0.5 Hz using these reduced gains gave the same results as in normal, consistent with our predictions (not shown). At low frequencies, canal plugging eliminates the input from the canals, and the input could be set to zero. Therefore, the model predicts that any output after adaptation for a canalplugged condition at low frequencies (0.05 Hz) will be zero. The otolith contribution in this model is to condition the canal input and not as driver for generating gravitydependent adaptation.
Thus, this study supports our previous hypotheses that gravity-dependent adaptation is coded in the activity of central canal-otolith convergent neurons (Yakushin et al. 2003c (Yakushin et al. , 2005a Xiang et al. 2006) . It also demonstrates that previously observed reorientation of RVO (Eron et al. 2008; Kolesnikova et al. 2011b ) could be responsible for changes in the distribution of the gravity-dependent gain changes and proposes a specific mechanism for accomplishing this. This mechanism may be implemented in the neural organization of the fastigial nucleus.
