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C∗-ALGEBRAS ASSOCIATED WITH HILBERT C∗-QUAD
MODULES OF C∗-TEXTILE DYNAMICAL SYSTEMS
KENGO MATSUMOTO
Abstract. A C∗-textile dynamical system (A, ρ, η,Σρ,Ση , κ) connsists of a
unital C∗-algebra A, two families of endomorphisms {ρα}α∈Σρ and {ηa}a∈Ση
of A and certain commutation relations κ among them. It yields a two-
dimensional subshift and multi structure of Hilbert C∗-bimodules, which we
call a Hilbert C∗-quad module. We introduce a C∗-algebra from the Hilbert
C∗-quad module as a two-dimensional analogue of Pimsner’s construction of
C∗-algebras from Hilbert C∗-bimodules. We study the C∗-algebras defined by
the Hilbert C∗-quad modules and prove that they have universal properties
subject to certain operator relations. We also present its examples arising from
commuting matrices.
1. Introduction
In [16], the author has introduced a notion of λ-graph system as a generalization
of finite labeled graphs. The λ-graph systems yield C∗-algebras so that its K-
theory groups are related to topological conjugacy invariants of the underlying
symbolic dynamical systems. He has extended the notion of λ-graph system to
C∗-symbolic dynamical system, which is a generalization of both a λ-graph system
and an automorphism of a unital C∗-algebra. It is denoted by (A, ρ,Σ) and consists
of a finite family {ρα}α∈Σ of endomorphisms of a unital C
∗-algebra A such that
ρα(ZA) ⊂ ZA, α ∈ Σ and
∑
α∈Σ ρα(1) ≥ 1 where ZA denotes the center of A. A
λ-graph system L yields a C∗-symbolic dynamical system (AL, ρ
L,Σ) such that AL
is C(ΩL) for some compact Hausdorff space ΩL with dimΩL = 0. A C
∗-symbolic
dynamical system (A, ρ,Σ) provides a subshift Λρ over Σ and a Hilbert C
∗-bimodule
HρA over A which gives rise to a C
∗-algebra Oρ as a Cuntz-Pimsner algebra ([19],
cf. [11], [31]).
G. Robertson–T. Steger [34] have initiated a certain study of higher dimensional
analogue of Cuntz–Krieger algebras from the view point of tiling systems of 2-
dimensional plane. After their work, A. Kumjian–D. Pask [12] have generalized
their construction to introduce the notion of higher rank graphs and its C∗-algebras.
Since then, there have been many studies on these C∗-algebras by many authors
(see for example [6], [8], [12], [32], [27], [34], etc.).
M. Nasu in [25] has introduced the notion of textile system which is useful
in analyzing automorphisms and endomorphisms of topological Markov shifts. A
textile system also gives rise to a two-dimensional tiling called Wang tiling. Among
textile systems, LR textile systems have specific properties that consist of two
commuting symbolic matrices. In [20], the author has extended the notion of textile
systems to λ-graph systems and has defined a notion of textile systems on λ-graph
systems, which are called textile λ-graph systems for short. C∗-algebras associated
to textile systems have been initiated by V. Deaconu ([6]).
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In [23], the author has extended the notion of C∗-symbolic dynamical system to
C∗-textile dynamical system which is a higher dimensional analogue of C∗-symbolic
dynamical system. The C∗-textile dynamical system (A, ρ, η,Σρ,Ση, κ) consists of
two C∗-symbolic dynamical systems (A, ρ,Σρ) and (A, η,Ση) with a common unital
C∗-algebra A and a commutation relation between ρ and η through a map κ below.
Set
Σρη = {(α, b) ∈ Σρ × Ση | ηb ◦ ρα 6= 0}, Σ
ηρ = {(a, β) ∈ Ση × Σρ | ρβ ◦ ηa 6= 0}.
We require that there exists a bijection κ : Σρη −→ Σηρ, which we fix and call a
specification. Then the required commutation relations are
ηb ◦ ρα = ρβ ◦ ηa if κ(α, b) = (a, β). (1.1)
The author has also introduced a C∗-algebra Oκρ,η from (A, ρ, η,Σ
ρ,Ση, κ) which is
realized as the universal C∗-algebra C∗(x, Sα, Ta;x ∈ A, α ∈ Σ
ρ, a ∈ Ση) generated
by x ∈ A and two families of partial isometries Sα, α ∈ Σ
ρ, Ta, a ∈ Σ
η subject to
the following relations called (ρ, η;κ):∑
β∈Σρ
SβS
∗
β = 1, xSαS
∗
α = SαS
∗
αx, S
∗
αxSα = ρα(x), (1.2)∑
b∈Ση
TbT
∗
b = 1, xTaT
∗
a = TaT
∗
ax, T
∗
axTa = ηa(x), (1.3)
SαTb = TaSβ if κ(α, b) = (a, β) (1.4)
for all x ∈ A and α ∈ Σρ, a ∈ Ση ([23]). The algebra is a generalization of some of
higher rank graph algebras.
In the present paper, the author will introduce another kind of C∗-algebras
associated with the C∗-textile dynamical systems from the view point of Hilbert
C∗-modules. The resulting C∗-algebras OHκ are different from the above algebras
Oκρ,η. A C
∗-textile dynamical system provides a two-dimensional subshift and multi
structure of Hilbert C∗-bimodules that have multi right actions and multi left ac-
tions and multi inner products. We call it a Hilbert C∗-quad module denoted by
Hκ. The C
∗-algebra OHκ , which we will introduce in the present paper, is con-
structed in a concrete way from the structure of the Hilbert C∗-quad module Hκ by
a two-dimensional analogue of Pimsner’s construction from Hilbert C∗-bimodules.
It is generated by the quotient images of creation operators on two-dimensional ana-
logue of Fock Hilbert module by module maps of compact operators. As a result,
we will show the C∗-algebra has a universal property subject to certain operator
relations of generators.
For a C∗-textile dynamical system (A, ρ, η,Σρ,Ση, κ), consider the set of quadru-
plet of symbols
Σκ = {ω = (α, b, a, β) ∈ Σ
ρ × Ση × Ση × Σρ | κ(α, b) = (a, β)}. (1.5)
Each element of Σκ is regarded as a tile
·
α
−−−−−→ ·
a
y yb
· −−−−−→
β
·
of the associated two-
dimensional subshift. Denote by Oρ and by Oη the C
∗-algebras associated with the
C∗-symbolic dynamical systems (A, ρ,Σρ) and (A, η,Ση) respectively. Let Sα, α ∈
Σρ and Ta, a ∈ Σ
η be the generating partial isometries of Oρ and those of Oη,
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which satisfy (1.2) and (1.3) respectively. Denote by Bρ the C
∗-subalgebra of Oρ
generated by elements SαxS
∗
α, α ∈ Σ
ρ, x ∈ A and by Bη that of Oη generated by
elements TaxT
∗
a , a ∈ Σ
η, x ∈ A respectively. The endomorphisms ρα, α ∈ Σ
ρ and
ηa, a ∈ Σ
η on A extend to Bρ and to Bη as ∗-homomorphisms ρ̂α : Bρ −→ A and
η̂a : Bη −→ A by
ρ̂α(w) = S
∗
αwSα ∈ A, w ∈ Bρ and η̂a(z) = T
∗
a zTa ∈ A, z ∈ Bη.
(1.6)
They also extend to Bη and to Bρ as endomorphisms ρ̂
η
α on Bη and η̂
ρ
a on Bρ by
ρ̂ηα(z) =
∑
b,a,β
(α,b,a,β)∈Σκ
Tbρβ(η̂a(z))T
∗
b ∈ Bη, z ∈ Bη, (1.7)
η̂ρa(w) =
∑
α,b,β
(α,b,a,β)∈Σκ
Sβηb(ρ̂α(w))S
∗
β ∈ Bρ, w ∈ Bρ. (1.8)
For ω ∈ Σκ, put a projection Eω = ηb(ρα(1))(= ρβ(ηa(1)) ∈ A. The vector space
Hκ =
∑
ω∈Σκ
Ceω ⊗ EωA (1.9)
has a natural structure of a Hilbert C∗-right A-module. In addition to the A-
module structure, Hκ has multi structure of Hilbert C
∗-bimodules, a Hilbert C∗-
bimodule structure over Bρ and a Hilbert C
∗-bimodule structure over Bη. We
call it Hilbert C∗-quad module over (A;Bρ,Bη). We will construct a C
∗-algebra
OHκ in a concrete way from the Hilbert C
∗-quad module Hκ by a two-dimensional
analogue of Pimsner’s construction of C∗-algebras from Hilbert C∗-bimodules. It
is generated by two kinds of creation operators, the horizontal creation operators
and the vertical creation operators, on two-dimensional analogue of Fock Hilbert
module. Denote by ιρ : A →֒ Bρ and ιη : A →֒ Bη natural embeddings. We assume
that the algebra A is commutative. The main result of the paper is the following
theorem, which states that the algebraic structure of the algebra OHκ is determined
by the behavior of the ∗-homomorphisms ρ̂α, η̂a, ρ̂
η
α and η̂
ρ
a.
Theorem 1.1 (Theorem 5.17). For a C∗-textile dynamical system (A, ρ, η,Σρ,Ση, κ),
the C∗-algebra OHκ associated with the Hilbert C
∗-quad module Hκ is realized as
the universal concrete C∗-algebra generated by the operators z ∈ Bη, w ∈ Bρ and
partial isometries uα, α ∈ Σ
ρ, va, a ∈ Σ
η subject to the relations:∑
β∈Σρ
uβu
∗
β+
∑
b∈Ση
vbv
∗
b = 1,
uαu
∗
αw = wuαu
∗
α, vav
∗
aw = wvav
∗
a,
uαu
∗
αz = zuαu
∗
α, vav
∗
az = zvav
∗
a,
ρ̂α(w) = u
∗
αwuα, η̂a(z) = v
∗
azva,
ρ̂ηα(z) = u
∗
αzuα, η̂
ρ
a(w) = v
∗
awva,
ιη(y) = ιρ(y)
for w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση, y ∈ A.
Thanks to the above theorem, simplicity condition of the C∗-algebra OHκ will
be presented (Theorem 5.18).
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Let A,B be two N × N matrices with entries in nonnegative integers. They
yield directed graphs GA = (V,EA) and GB = (V,EB) with a common vertex
set V = {v1, . . . , vN} and edge sets EA and EB respectively, where the edge set
EA consist of A(i, j)-edges from the vertex vi to the vertex vj and EB consist of
B(i, j)-edges from the vertex vi to the vertex vj . We then have two C
∗-symbolic
dynamical systems (AN , ρ
A, EA) and (AN , ρ
B, EB) with AN = C
N . Denote by
s(e), r(e) the source vertex and the range vertex of an edge e. Put
ΣAB = {(α, b) ∈ EA × EB | r(α) = s(b)},
ΣBA = {(a, β) ∈ EB × EA | r(a) = s(β)}.
Assume that the commutation relation
AB = BA (1.10)
holds. We may take a bijection κ : ΣAB −→ ΣBA such that s(α) = s(a), r(b) = r(β)
for κ(α, b) = (a, β) which we fix. This situation is called an LR-textile sys-
tem introduced by Nasu ([25]). We then have a C∗-textile dynamical system
(AN , ρ
A, ρB, EA, EB , κ). We set
Ωκ = {(α, a) ∈ EA × EB |s(α) = s(a), κ(α, b) = (a, β) for some β ∈ EA, b ∈ EB}
and define two |Ωκ| × |Ωκ|-matrcies Aκ and Bκ with entries in {0, 1} by
Aκ((α, a), (δ, b)) =
{
1 if there exists β ∈ EA such that κ(α, b) = (a, β),
0 otherwise
for (α, a), (δ, b) ∈ Ωκ, and
Bκ((α, a), (β, d)) =
{
1 if there exists b ∈ EB such that κ(α, b) = (a, β),
0 otherwise
for (α, a), (β, d) ∈ Ωκ respectively. Denote by H
A,B
κ the associated Hilbert C
∗-quad
module.
Theorem 1.2 (Theorem 7.10). The C∗-algebra OHA,Bκ associated with the Hilbert
C∗-quad module HA,Bκ defined by commuting matrices A,B and a specification κ is
generated by two families of partial isometries S(α,a), T(α,a) for (α, a) ∈ Ωκ satisfy-
ing the relations:∑
(δ,b)∈Ωκ
S(δ,b)S
∗
(δ,b) +
∑
(β,d)∈Ωκ
T(β,d)T
∗
(β,d) = 1,
S∗(α,a)S(α,a) =
∑
(δ,b)∈Ωκ
Aκ((α, a), (δ, b))(S(δ,b)S
∗
(δ,b) + T(δ,b)T
∗
(δ,b)),
T ∗(α,a)T(α,a) =
∑
(β,d)∈Ωκ
Bκ((α, a), (β, d))(S(β,d)S
∗
(β,d) + T(β,d)T
∗
(β,d))
for (α, a) ∈ Ωκ. Hence the C
∗-algebra OHA,Bκ is ∗-isomorphic to the Cuntz-Krieger
algebra OHκ for the matrix Hκ =
[
Aκ Aκ
Bκ Bκ
]
.
The paper is organized as in the following way: In Section 2, we will state basic
facts on the C∗-symbolic dynamical systems and the C∗-textile dynamical systems.
In Section 3, we will introduce Hilbert C∗-quad modules from C∗-textile dynamical
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systems. In Section 4, we will introduce Fock Hilbert C∗-quad modules which are
two-dimensional analogue of Fock Hilbert C∗-bimodules, and study creation oper-
ators on the Fock Hilbert C∗-quad modules. In Section 5, we will prove the main
result stated as Theorem 1.1. In Section 6, we will state a relationship between the
C∗-algebras OHκ and O
κ
ρ,η so that the algebra OHκ is realized as a C
∗-subalgebra
of the tensor product Oκρ,η ⊗O2 in a natural way. In Section 7, we will study the
C∗-algebras arising from the Hilbert C∗-quad modules of the C∗-textile dynamical
systems defined by commuting matrices and will prove Theorem 1.2.
Throughout the paper, we will denote by Z+ the set of nonnegative integers and
by N the set of positive integers.
2. C∗-symbolic dynamical systems and C∗-textile dynamical systems
In this section, we will briefly state basic facts on C∗-symbolic dynamical systems
and C∗-textile dynamical systems. Throughout the section, Σ denotes a finite set
with its discrete topology, that is called an alphabet. Each element of Σ is called a
symbol. Let ΣZ be the infinite product space
∏
i∈Z Σi, where Σi = Σ, endowed with
the product topology. The transformation σ on ΣZ given by σ((xi)i∈Z) = (xi+1)i∈Z
is called the full shift over Σ. Let Λ be a shift invariant closed subset of ΣZ i.e.
σ(Λ) = Λ. The topological dynamical system (Λ, σ|Λ) is called a two-sided subshift,
written as Λ for brevity. Finite directed graphs present a class of subshifts called
shifts of finite type. More generally, finite directed labeled graphs present a class
of subshifts called sofic shifts. The author has introduced a notion of λ-graph
system as a generalization of finite labeled graphs. The λ-graph systems present
all the subshifts. Furthermore, the author has introduced a notion of C∗-symbolic
dynamical system which generalize λ-graph systems and automorphisms of unital
C∗-algebras. C∗-symbolic dynamical systems may be presentation of subshifts to
C∗-algebras.
Let A be a unital C∗-algebra. In what follows, an endomorphism of A means a
∗-endomorphism of A that does not necessarily preserve the unit 1A of A. The unit
1A is denoted by 1 unless we specify. Denote by ZA the center of A. Let ρα, α ∈ Σ
be a finite family of endomorphisms of A indexed by symbols of a finite set Σ.
We assume that ρα(ZA) ⊂ ZA, α ∈ Σ. The family ρα, α ∈ Σ of endomorphisms
of A is said to be essential if ρα(1) 6= 0 for all α ∈ Σ and
∑
α ρα(1) ≥ 1. It is
said to be faithful if for any nonzero x ∈ A there exists a symbol α ∈ Σ such
that ρα(x) 6= 0. A C
∗-symbolic dynamical system is a triplet (A, ρ,Σ) consisting
of a unital C∗-algebra A and an essential and faithful finite family {ρα}α∈Σ of
endomorphisms of A. In [19], [21], [22], we have defined a C∗-symbolic dynamical
system in a less restrictive way than the above definition. In stead of the above
condition
∑
α∈Σ ρα(1) ≥ 1 with ρα(ZA) ⊂ ZA, α ∈ Σ, we have used the condition
in the papers that the closed ideal generated by ρα(1), α ∈ Σ coincides with A.
All of the examples appeared in the papers [19], [21], [22] satisfy the condition∑
α∈Σ ρα(1) ≥ 1 with ρα(ZA) ⊂ ZA, α ∈ Σ, and all discussions in the papers well
work under the new defition.
A C∗-symbolic dynamical system (A, ρ,Σ) yields a subshift Λρ over Σ such that
a word α1 · · ·αk of Σ is admissible for Λρ if and only if (ραk ◦ · · · ◦ ρα1)(1) 6= 0 ([19,
Proposition 2.1]). Denote by Bk(Λρ) the set of admissible words of Λρ with length
k. Put B∗(Λρ) = ∪
∞
k=0Bk(Λρ), where B0(Λρ) consists of the empty word. The C
∗-
algebra Oρ associated with (A, ρ,Σ) has been originally constructed in [19] from
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an associated Hilbert C∗-bimodule (cf. [31], [11] etc.). It is realized as a universal
C∗-algebra C∗(x, Sα;x ∈ A, α ∈ Σ) generated by x ∈ A and partial isometries
Sα, α ∈ Σ subject to the following relations called (ρ):∑
β∈Σ
SβS
∗
β = 1, xSαS
∗
α = SαS
∗
αx, S
∗
αxSα = ρα(x)
for all x ∈ A and α ∈ Σ. The C∗-algebra Oρ is a generalization of the C
∗-algebra
OL associated with the λ-graph system L (cf. [17]).
Let (A, ρ, η,Σρ,Ση, κ) be a C∗-textile dynamical system. It consists of two
C∗-symbolic dynamical systems (A, ρ,Σρ) and (A, η,Ση) with common unital C∗-
algebra A and commutation relations between their endomorphisms ρα, α ∈ Σ
ρ and
ηa, a ∈ Σ
η through a bijection κ satisfying (1.1). Let Sα, α ∈ Σ
ρ and Ta, a ∈ Σ
η
be the generating partial isometries of Oρ and of Oη, which satisy (1.2) and (1.3)
respectively. We set two C∗-algebras
Bρ = C
∗(SαxS
∗
α : α ∈ Σ
ρ, x ∈ A), Bη = C
∗(TaxT
∗
a : a ∈ Σ
η, x ∈ A).
They are realized concretely as subalgebras of Oρ and of Oη respectively. Both the
algebras Bρ and Bη contain the algebra A through the identification
x =
∑
α∈Σρ
Sαρα(x)S
∗
α =
∑
a∈Ση
Taηa(x)T
∗
a , x ∈ A. (2.1)
We put the projections
Pα = ρα(1) for α ∈ Σ
ρ, Qa = ηa(1) for a ∈ Σ
η.
Elements w ∈ Bρ and z ∈ Bη are uniquely written as in the following way:
w =
∑
α∈Σρ
SαwαS
∗
α with wα = PαwαPα ∈ A, α ∈ Σ
ρ, (2.2)
z =
∑
a∈Ση
TazaT
∗
a with za = QazaQa ∈ A, a ∈ Σ
η. (2.3)
Define an alphabet set Σκ as in (1.5). For ω = (α, b, a, β) ∈ Σκ, we set
α = t(ω) ∈ Σρ, b = r(ω) ∈ Ση, a = l(ω) ∈ Ση, β = b(ω) ∈ Σρ,
which stand for: top, right, left, bottom respectively as in the following figure.
·
α=t(ω)
−−−−→ ·
a=l(ω)
y yb=r(ω)
· −−−−→
β=b(ω)
·
Define ∗-homomorphisms ρ̂α : Bρ −→ A for α ∈ Σ
ρ and η̂a : Bη −→ A for a ∈ Σ
η
by (1.6) which satisfy the equalities
ρ̂α(w) = PαwαPα and η̂a(z) = QazaQa
for w =
∑
β∈Σρ SβwβS
∗
β ∈ Bρ as in (2.2) and z =
∑
b∈Ση TbzbT
∗
b ∈ Bη as in (2.3).
Their restrictions to A coincide with ρα and ηa respectively.
Lemma 2.1. Keep the above notations.
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(i) For α ∈ Σρ and z =
∑
b∈Ση TbzbT
∗
b ∈ Bη as in (2.3), put
ρ̂ηα(z) =
∑
b,a,β
(α,b,a,β)∈Σκ
Tbρβ(za)T
∗
b ∈ Bη. (2.4)
Then ρ̂ηα : Bη −→ Bη is a ∗-homomorphism such that ρ̂
η
α(y) = ρα(y) for
y ∈ A.
(ii) For a ∈ Ση and w =
∑
β∈Σρ SβwβS
∗
β ∈ Bρ as in (2.2), put
η̂ρa(w) =
∑
α,b,β
(α,b,a,β)∈Σκ
Sβηb(wα)S
∗
β ∈ Bρ. (2.5)
Then η̂ρa : Bρ −→ Bρ is a ∗-homomorphism such that η̂
ρ
a(y) = ηa(y) for
y ∈ A.
Proof. (i) Since za = η̂a(z), the equality (2.4) goes to
ρ̂ηα(z) =
∑
b,a,β
(α,b,a,β)∈Σκ
Tbρβ(η̂a(z))T
∗
b
as in (1.7). It is easy to see that ρ̂ηα : Bη −→ Bη yields a ∗-homomorphism. If in
particular z = y ∈ A, we have y =
∑
b∈Ση Tbηb(y)T
∗
b so that
ρ̂ηα(y) =
∑
b,a,β
(α,b,a,β)∈Σκ
Tbρβ(ηa(y))T
∗
b =
∑
a,b,β
(α,b,a,β)∈Σκ
Tbηb(ρα(y))T
∗
b = ρα(y).
(ii) is similar to (i). 
The commutation relations (1.1) on A extend to Bρ and to Bη as in the following
lemma.
Lemma 2.2. For ω = (α, b, a, β) ∈ Σκ, we have
(i) ηb ◦ ρ̂α(w) = ρ̂β ◦ η̂
ρ
a(w) for w ∈ Bρ.
(ii) ρβ ◦ η̂a(z) = η̂b ◦ ρ̂
η
α(z) for z ∈ Bη.
Proof. (i) For w =
∑
α′∈Σρ Sα′wα′S
∗
α′ as in (2.2), we have S
∗
β η̂
ρ
a(w)Sβ = S
∗
βSβηb(wα)S
∗
βSβ
so that by (1.1)
ρ̂β ◦ η̂
ρ
a(w) = Pβηb(wα)Pβ
= ρβ(1)ηb(ρα(1))ηb(wα)ηb(ρα(1))ρβ(1)
= ρβ(ηa(1))ηb(wα)ρβ(ηa(1))
= ηb(ρα(1)wαρα(1)) = ηb(ρ̂α(w)).
(ii) is similar to (i). 
3. Hilbert C∗-quad modules from C∗-textile dynamical systems
We fix a C∗-textile dynamical system (A, ρ, η,Σρ,Ση, κ). For ω = (α, b, a, β) ∈
Σκ, we put a projection
Eω = ηb(ρα(1))(= ρβ(ηa(1)) ∈ ZA. (3.1)
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Let eω, ω ∈ Σκ denote the orthogonal basis of the vector space C
|Σκ| where |Σκ|
means the cardinal number of the finite set Σκ. Define the vector space
Hκ =
∑
ω∈Σκ
Ceω ⊗ EωA (3.2)
which is naturally isomorphic to the vector space
∑
ω∈Σκ
⊕EωA.
We first endow Hκ with right A-module structure and A-valued inner product
as follows: For ξ =
∑
ω∈Σκ
eω ⊗ Eωxω, ξ
′ =
∑
ω′∈Σκ
eω′ ⊗ Eω′x
′
ω′ with xω , x
′
ω′ ∈ A
and y ∈ A, set
ξϕA(y) :=
∑
ω∈Σκ
eω ⊗ Eωxωy ∈ Hκ,
〈ξ | ξ′〉A :=
∑
ω∈Σκ
x∗ωEωx
′
ω ∈ A
which satisfy the relations:
〈ξ | ξ′ϕA(y)〉A = 〈ξ | ξ
′〉A · y, 〈ξ | ξ
′〉∗A = 〈ξ
′ | ξ〉A.
We will further endow Hκ with two other Hilbert C
∗-bimodule structure. Such a
system will be called a Hilbert C∗-quad module. Let ξ =
∑
ω∈Σκ
eω ⊗ Eωxω, ξ
′ =∑
ω′∈Σκ
eω′ ⊗ Eω′x
′
ω′ ∈ Hκ with xω , x
′
ω′ ∈ A, and w =
∑
α′∈Σρ Sα′wα′S
∗
α′ ∈ Bρ as
in (2.2), z =
∑
a′∈Ση Ta′za′T
∗
a′ ∈ Bη as in (2.3). We define
1. The right Bρ-action ϕρ and the right Bη-action ϕη:
ξϕρ(w) :=
∑
ω∈Σκ
eω ⊗ Eωxωwb(ω), ξϕη(z) :=
∑
ω∈Σκ
eω ⊗ Eωxωzr(ω).
2. The left Bρ-action φρ and the left Bη-action φη:
φρ(w)ξ :=
∑
ω∈Σκ
eω ⊗ Eωηr(ω)(wt(ω))xω , φη(z)ξ :=
∑
ω∈Σκ
eω ⊗ Eωρb(ω)(zl(ω))xω.
3. The right Bρ-valued inner product 〈·|·〉ρ and the right Bη-valued inner product
〈·|·〉η:
〈ξ|ξ′〉ρ :=
∑
ω∈Σκ
Sb(ω)x
∗
ωEωx
′
ωS
∗
b(ω), 〈ξ|ξ
′〉η :=
∑
ω∈Σκ
Tr(ω)x
∗
ωEωx
′
ωT
∗
r(ω).
The following lemma is straightforward.
Lemma 3.1. For ξ ∈ Hκ and w,w
′ ∈ Bρ, z, z
′ ∈ Bη, we have
(ξϕρ(w))ϕρ(w
′) = ξϕρ(ww
′),
φρ(w)(φρ(w
′)ξ) = φρ(ww
′)ξ,
φρ(w)(ξϕρ(w
′)) = (φρ(w)ξ)ϕρ(w
′),
(ξϕη(z))ϕη(z
′) = ξϕη(zz
′),
φη(z)(φη(z
′)ξ) = φη(zz
′)ξ,
φη(z)(ξϕη(z
′)) = (φη(z)ξ)ϕη(z
′).
Lemma 3.2. For ξ, ξ′ ∈ Hκ and w ∈ Bρ, z ∈ Bη, we have
〈ξ | ξ′ϕρ(w)〉ρ = 〈ξ | ξ
′〉ρ · w,
〈ξϕρ(w) | ξ
′〉ρ = w
∗ · 〈ξ | ξ′〉ρ,
〈φρ(w)ξ | ξ
′〉ρ = 〈ξ | φρ(w
∗)ξ′〉ρ,
〈ξ | ξ′ϕη(z)〉η = 〈ξ | ξ
′〉η · z,
〈ξϕη(z) | ξ
′〉η = z
∗ · 〈ξ | ξ′〉η,
〈φη(z)ξ | ξ
′〉η = 〈ξ | φη(z
∗)ξ′〉η.
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Proof. We will show the equalities
〈ξ | ξ′ϕρ(w)〉ρ = 〈ξ | ξ
′〉ρ · w, 〈φρ(w)ξ | ξ
′〉ρ = 〈ξ | φρ(w
∗)ξ′〉ρ.
For ξ =
∑
ω∈Σκ
eω ⊗ Eωxω , ξ
′ =
∑
ω′∈Σκ
eω′ ⊗ Eω′x
′
ω′ ∈ Hκ with xω , x
′
ω′ ∈ A, and
w =
∑
γ∈Ση SγwγS
∗
γ ∈ Bρ as in (2.2), we have
〈ξ | ξ′ϕρ(w)〉ρ =
∑
ω,ω′∈Σκ
〈eω ⊗ Eωxω | eω′ ⊗ Eω′x
′
ω′wb(ω′)〉ρ
=
∑
ω∈Σκ
Sb(ω)x
∗
ωEωx
′
ωwb(ω)S
∗
b(ω)
= (
∑
ω∈Σκ
Sb(ω)x
∗
ωEωx
′
ωS
∗
b(ω)) · (
∑
γ∈Σρ
SγwγS
∗
γ)
= 〈ξ | ξ′〉ρ · w.
We also have
〈φρ(w)ξ | ξ
′〉ρ =
∑
ω,ω′∈Σκ
∑
γ∈Σρ
〈φρ(SγwγS
∗
γ)(eω ⊗ Eωxω) | eω′ ⊗ Eω′x
′
ω′〉ρ
=
∑
ω,ω′∈Σκ
〈eω ⊗ Eωηr(ω)(wt(ω))xω | eω′ ⊗ Eω′x
′
ω′〉ρ
=
∑
ω∈Σκ
Sb(ω)x
∗
ωEωηr(ω)(w
∗
t(ω))x
′
ωS
∗
b(ω)
=
∑
ω,ω′∈Σκ
〈eω ⊗ Eωxω | eω′ ⊗ Eω′ηr(ω′)(w
∗
t(ω′))x
′
ω′〉ρ
=
∑
ω,ω′∈Σκ
∑
γ∈Σρ
〈eω ⊗ Eωxω | φρ(Sγw
∗
γS
∗
γ)(eω′ ⊗ Eω′x
′
ω′)〉ρ
= 〈ξ | φρ(w
∗)ξ′〉ρ.
The three equalities of the right hand side are similarly shown to the above equal-
ities. 
Hence we have
φρ(w
∗) = φρ(w)
∗ : the adjoint with respect to the inner product 〈· | ·〉ρ,
φη(z
∗) = φη(z)
∗ : the adjoint with respect to the inner product 〈· | ·〉η.
The following lemma is direct and shows that the two module structure are com-
patible to each other.
Lemma 3.3. For w ∈ Bρ, z ∈ Bη and ξ ∈ Hκ, we have
(i) (φρ(w)ξ)ϕη(z) = φρ(w)(ξϕη(z)).
(ii) (φη(z)ξ)ϕρ(w) = φη(z)(ξϕρ(w)).
Then we have the following proposition
Proposition 3.4. Keep the above notations.
(i) (Hκ, ϕρ) is a right Bρ-module with right Bρ-valued inner product 〈· | ·〉ρ and
left Bρ-action by φρ. Hence Hκ is a Hilbert C
∗-bimodule over Bρ.
(ii) (Hκ, ϕη) is a right Bη-module with right Bη-valued inner product 〈· | ·〉η
and left Bη-action by φη. Hence Hκ is a Hilbert C
∗-bimodule over Bη.
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Therefore Hκ has multi structure of Hilbert C
∗-bimodules, which are compatible to
each other.
Hκ is originally a Hilbert C
∗-right module over A, which is also compatible to
the two left actions φρ of Bρ and φη of Bη as in the following lemma. Its proof is
straightforward.
Lemma 3.5. For ξ ∈ Hκ and y ∈ A, we have
(i) φρ(w)(ξϕA(y)) = (φρ(w)ξ)ϕA(y) for w ∈ Bρ.
(ii) φη(z)(ξϕA(y)) = (φη(z)ξ)ϕA(y) for z ∈ Bη.
Hence both φη(z) and φρ(w) are right A-module maps.
Define positive maps ψρ : A −→ Bρ and ψη : A −→ Bη by
ψρ(y) =
∑
α∈Σρ
SαyS
∗
α ∈ Bρ, ψη(y) =
∑
a∈Ση
TayT
∗
a ∈ Bη (3.3)
for y ∈ A. Then we have
Lemma 3.6. For ξ ∈ Hκ and y ∈ A, we have
(i) ξϕρ(wψρ(y)) = (ξϕρ(w))ϕA(y) for w ∈ Bρ.
(ii) ξϕη(zψη(y)) = (ξϕη(z))ϕA(y) for z ∈ Bη.
Hence we have
ξϕρ(ψρ(y)) = ξϕη(ψη(y)) = ξϕA(y).
Proof. (i) For ξ =
∑
ω∈Σκ
eω⊗Eωxω ∈ Hκ with xω ∈ A, and w =
∑
α′∈Σρ Sα′wα′S
∗
α′ ∈
Bρ as in (2.2), we have
wψρ(y) =
∑
α′∈Σρ
Sα′wα′S
∗
α′
∑
β′∈Σρ
Sβ′yS
∗
β′ =
∑
α′∈Σρ
Sα′wα′yS
∗
α′
so that
ξϕρ(wψρ(y)) =
∑
ω∈Σκ
eω ⊗ Eωxωwb(ω)y
=
∑
ω∈Σκ
[(eω ⊗ Eωxω)ϕρ(w)]ϕA(y) = [ξϕρ(w)]ϕA(y).
(ii) is similar to (i). 
Lemma 3.7. For y ∈ A and ξ ∈ Hκ, we have φρ(y)ξ = φl(y)ξ.
Proof. Since the identities y =
∑
α∈Σρ Sαρα(y)S
∗
α =
∑
a∈Ση Taηa(y)T
∗
a hold, we
have for ξ =
∑
ω∈Σκ
eω ⊗ Eωxω with xω ∈ A,
φρ(y)ξ =
∑
ω∈Σκ
eω ⊗ Eωηr(ω)(ρt(ω)(y))xω .
On the other hand, we have
φη(y)ξ =
∑
ω∈Σκ
eω ⊗ Eωρb(ω)(ηl(ω)(y))xω .
As ηr(ω)(ρt(ω)(y)) = ρb(ω)(ηl(ω)(y)), we obtain the desired equality. 
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By the above lemma, we may define the left action φ of A on Hκ by
φ(y)ξ := φρ(y)ξ = φl(y)ξ, y ∈ A, ξ ∈ Hκ
so that Hκ has a structure of a Hilbert C
∗-bimodule over A. We note the following
lemma.
Lemma 3.8. If the algebra A is commutative, we have
φρ(w)φη(z) = φη(z)φρ(w), w ∈ Bρ, z ∈ Bη.
Proof. For w =
∑
α∈Σρ SαwαS
∗
α as in (2.2), z =
∑
a′∈Ση TazaT
∗
a as in (2.3) and
ξ =
∑
ω∈Σκ
eω ⊗ Eωxω with xω ∈ A, we have
φρ(w)φη(z)ξ =
∑
ω∈Σκ
eω ⊗ Eωηr(ω)(wt(ω))ρb(ω)(zl(ω))xω
=
∑
ω∈Σκ
eω ⊗ Eωρb(ω)(zl(ω))ηr(ω)(wt(ω))xω
= φη(z)φρ(w)ξ.

Put for α ∈ Σρ and a ∈ Ση
uα =
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eω ∈ Hκ, va =
∑
ω∈Σκ,a=l(ω)
eω ⊗ Eω ∈ Hκ.
Lemma 3.9. Keep the above notations.
(i) {uα}α∈Σρ forms an essential orthogonal finite basis of Hκ with respect to
the Bη-valued inner product 〈· | ·〉η as right Bη-module through ϕη.
(ii) {va}a∈Ση forms an essential orthogonal finite basis of Hκ with respect to
the Bρ-valued inner product 〈· | ·〉ρ as right Bρ-module through ϕρ.
Proof. (i) For α, β ∈ Σρ, we have
〈uα | uβ〉η = 〈
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eω |
∑
ω′∈Σκ,β=t(ω′)
eω′ ⊗ Eω′〉η
=
{∑
ω∈Σκ,α=t(ω)
〈eω ⊗ Eω | eω ⊗ Eω〉η if α = β,
0 if α 6= β.
Since∑
ω∈Σκ,α=t(ω)
〈eω ⊗ Eω | eω ⊗ Eω〉η =
∑
ω∈Σκ,α=t(ω)
Tr(ω)EωT
∗
r(ω)
=
∑
ω∈Σκ,α=t(ω)
Tr(ω)T
∗
r(ω)ρα(1)Tr(ω)T
∗
r(ω) = Pα,
we see
〈uα | uβ〉η =
{
Pα if α = β,
0 if α 6= β.
Hence we have ∑
α∈Σρ
〈uα | uα〉η =
∑
α∈Σρ
Pα ≥ 1.
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For ξ =
∑
ω∈Σκ
eω ⊗ Eωxω ∈ Hκ with xω ∈ A, we have
〈uα | ξ〉η =
∑
ω∈Σκ,α=t(ω)
Tr(ω)EωxωT
∗
r(ω).
It then follows that
uαϕη(〈uα | ξ〉η) = (
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eω)ϕη(
∑
ω′∈Σκ,α=t(ω′)
Tr(ω′)Eω′xω′T
∗
r(ω′))
=
∑
ω,ω′∈Σκ,α=t(ω)=t(ω′)
(eω ⊗ Eω)ϕη(Tr(ω′)Eω′xω′T
∗
r(ω′))
=
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eωxω
so that∑
α∈Σρ
uαϕη(〈uα | ξ〉η) =
∑
α∈Σρ
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eωxω =
∑
ω∈Hκ
eω ⊗ Eωxω = ξ.
(ii) is similar to (i). 
As 〈uα | uα〉η = Pα and 〈va | va〉ρ = Qa, we note that the equality
ηb(〈uα | uα〉η) = ρβ(〈va | va〉ρ) = Eω
holds for ω = (α, b, a, β) ∈ Σκ.
Lemma 3.10. For α ∈ Σρ, a ∈ Ση and y ∈ A, we have
(i) φ(y)uα = uαϕη(ρα(y)) and hence ρα(y) = 〈uα | φ(y)uα〉η.
(ii) φ(y)va = vaϕρ(ηa(y)) and hence ηa(y) = 〈va | φ(y)va〉ρ.
Therefore the commutation relations (1.1) are rephrased as the equality
〈vb | φ(〈uα | φ(y)uα〉η)vb〉ρ = 〈uβ | φ(〈va | φ(y)va〉ρ)uβ〉η (3.4)
for ω = (α, b, a, β) ∈ Σκ and y ∈ A.
Proof. (i) It follows that
φ(y)uα = φη(y)uα = φη(
∑
a′∈Ση
Ta′ηa(y)T
∗
a′)(
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eω)
=
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eωρb(ω)(ηl(ω)(y))
=
∑
ω∈Σκ,α=t(ω)
eω ⊗ Eωηr(ω)(ρα(y))
=
∑
ω∈Σκ,α=t(ω)
[(eω ⊗ Eω)ϕη(
∑
b′∈Ση
Tb′ηb′(ρα(y))T
∗
b′)]
= uαϕη(ρα(y)).
It then follows that
〈uα | φ(y)uα〉η = 〈uα | uαϕη(ρα(y))〉η = 〈uα | uα〉η · ρα(y) = ρα(y).
(ii) is similar to (i). 
More generally we have
Lemma 3.11. For α ∈ Σρ, a ∈ Ση and w ∈ Bρ, z ∈ Bη, we have
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(i) φρ(w)uα = uαϕη(〈uα | φρ(w)uα〉η), φρ(w)va = vaϕρ(〈va | φρ(w)va〉ρ).
(ii) φη(z)uα = uαϕη(〈uα | φη(z)uα〉η), φη(z)va = vaϕρ(〈va | φη(z)va〉ρ).
Proof. (i) For ξ ∈ Hκ, we have ξ =
∑
α′∈Σρ uα′ϕη(〈uα′ | ξ〉η). For α 6= α
′, we have
〈uα | φρ(w)uα′ 〉η = 0 so that
φρ(w)uα =
∑
α′∈Σρ
uα′ϕη(〈uα′ | φρ(w)uα〉η) = uαϕη(〈uα | φρ(w)uα〉η).
Similarly for a 6= a′, we have 〈va′ | φρ(w)va〉ρ = 0 so that
φρ(w)va =
∑
a′∈Ση
va′ϕρ(〈v
′
a | φρ(w)va〉ρ) = vaϕρ(〈va | φρ(w)va〉ρ).
(ii) is similar to (i). 
The following lemma states that the ∗-homomorphisms ρˆα, ηˆ
ρ
a on Bρ and ηˆa, ρˆ
η
α on
Bη are given by inner products.
Lemma 3.12. For α ∈ Σρ, a ∈ Ση and w ∈ Bρ, z ∈ Bη, we have
(i) ρˆα(w) = 〈uα | φρ(w)uα〉η, ηˆa(z) = 〈va | φη(z)va〉ρ.
(ii) ρˆηα(z) = 〈uα | φη(z)uα〉η, ηˆ
ρ
a(w) = 〈va | φρ(w)va〉ρ.
Proof. (i) For w =
∑
α′∈Σρ Sα′wα′S
∗
α′ ∈ Bρ as in (2.2), we have
φρ(w)uα =
∑
ω∈Σκ,t(ω)=α
eω ⊗ Eωηr(ω)(wα)
so that
〈uα | φρ(w)uα〉η = 〈
∑
ω′∈Σκ,t(ω′)=α
eω′ ⊗ Eω′ |
∑
ω∈Σκ,t(ω)=α
eω ⊗ Eωηr(ω)(wα)〉η
=
∑
ω∈Σκ,t(ω)=α
Tr(ω)Eωηr(ω)(wα)T
∗
r(ω)
=
∑
b
(α,b)∈Σρη
TbT
∗
b wαTbT
∗
b
=
∑
b∈Ση
TbT
∗
b S
∗
αSαwαS
∗
αSαTbT
∗
b = PαwαPα = ρ̂α(w).
The other equality for η̂a(z) is similarly shown to the above equalities.
(ii) For z =
∑
a∈Ση TazaT
∗
a ∈ Bη as in (2.3), we have
φη(z)uα =
∑
ω∈Σκ,t(ω)=α
eω ⊗ Eωρb(ω)(zl(ω))
so that
〈uα | φη(z)uα〉η =
∑
ω∈Σκ,t(ω)=α
Tr(ω)ρb(ω)(zl(ω))T
∗
r(ω) = ρˆ
η
α(z).
The other equality for η̂ρa(w) is similarly shown to the above equalities. 
We will next study the norms on Hκ induced by the two inner products 〈· | ·〉η
and 〈· | ·〉ρ
Lemma 3.13. For ξ =
∑
ω∈Σκ
eω ⊗ Eωxω ∈ Hκ with xω ∈ A, we have
(i) ‖〈ξ | ξ〉ρ‖ = maxβ∈Σρ ‖
∑
a∈Ση x
∗
a,βxa,β‖,
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(ii) ‖〈ξ | ξ〉η‖ = maxb∈Ση ‖
∑
α∈Σρ x
∗
α,bxα,b‖,
where Eωxω = xα,b = xa,β for ω = (α, b, a, β) ∈ Σκ.
Proof. (i) We have
‖〈ξ | ξ〉ρ‖ = ‖
∑
ω∈Σκ
Sb(ω)x
∗
ωEωxωS
∗
b(ω)‖
= ‖
∑
(a,β)∈Σηρ
Sβx
∗
a,βxa,βS
∗
β‖
= ‖
∑
β∈Σρ
Sβ(
∑
a∈Ση
x∗a,βxa,β)S
∗
β‖
= max
β∈Σρ
‖Sβ(
∑
a∈Ση
x∗a,βxa,β)S
∗
β‖.
Since xa,β = xa,βPβ , we have for β ∈ Σ
ρ
‖Sβ(
∑
a∈Ση
x∗a,βxa,β)S
∗
β‖ ≤ ‖
∑
a∈Ση
x∗a,βxa,β‖ ≤ ‖
∑
a∈Ση
Pβx
∗
a,βxa,βPβ‖
one has
‖Sβ(
∑
a∈Ση
x∗a,βxa,β)S
∗
β‖ = ‖
∑
a∈Ση
x∗a,βxa,β‖.
Therefore we have
‖〈ξ | ξ〉ρ‖ = max
β∈Σρ
‖
∑
a∈Ση
x∗a,βxa,β‖.
(ii) is similar to (i). 
Define positive maps λρ : Bρ −→ A and λη : Bη −→ A by
λρ(w) =
∑
α∈Σρ
ρ̂α(w), w ∈ Bρ, λη(z) =
∑
a∈Ση
η̂a(z), z ∈ Bη.
(3.5)
Then we have for ξ, ξ′ ∈ Hκ
〈ξ|ξ′〉A = λρ(〈ξ|ξ
′〉ρ) = λη(〈ξ|ξ
′〉η). (3.6)
Put Cρ = ‖λρ(1)‖, Cη = ‖λη(1)‖. As λρ(1) =
∑
α∈Σρ ρα(1) ≥ 1, one sees Cρ ≥ 1
and similarly Cη ≥ 1. Define the three norms for ξ ∈ Hκ
‖ξ‖A = ‖〈ξ | ξ〉A‖
1
2 , ‖ξ‖ρ = ‖〈ξ | ξ〉ρ‖
1
2 , ‖ξ‖η = ‖〈ξ | ξ〉η‖
1
2 . (3.7)
Lemma 3.14. The following inequalities hold for ξ ∈ Hκ:
‖ξ‖ρ ≤ ‖ξ‖A ≤ C
1
2
ρ ‖ξ‖ρ and ‖ξ‖η ≤ ‖ξ‖A ≤ C
1
2
η ‖ξ‖η.
Hence the three norms ‖ξ‖A, ‖ξ‖η, ‖ξ‖η are equivalent to each other.
Proof. For ξ =
∑
ω∈Σκ
eω ⊗ Eωxω ∈ Hκ with xω ∈ A, where Eωxω = xα,b = xa,β
for ω = (α, b, a, β) ∈ Σκ, we have
‖〈ξ | ξ〉ρ‖ = max
β∈Σρ
‖
∑
a∈Ση
x∗a,βxa,β‖.
We then have
‖ξ‖A = ‖〈ξ | ξ〉A‖
1
2 = ‖
∑
ω∈Σκ
x∗ωxω‖
1
2 = ‖
∑
β∈Σρ
∑
a∈Ση
x∗a,βxa,β‖
1
2 .
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Since
‖
∑
a∈Ση
x∗a,βxa,β‖ ≤ ‖
∑
β∈Σρ
∑
a∈Ση
x∗a,βxa,β‖,
we have
‖〈ξ | ξ〉ρ‖ ≤ ‖ξ‖A.
On the other hand, by the equality 〈ξ | ξ〉A = λρ(〈ξ | ξ〉ρ), we have
‖〈ξ | ξ〉A‖ ≤ ‖λρ‖‖〈ξ | ξ〉ρ‖ = ‖λρ(1)‖‖〈ξ | ξ〉ρ‖ = Cρ‖〈ξ | ξ〉ρ‖.
Therefore we have
‖ξ‖ρ ≤ ‖ξ‖A ≤ C
1
2
ρ ‖ξ‖ρ and similarly ‖ξ‖η ≤ ‖ξ‖A ≤ C
1
2
ρ ‖ξ‖η.

4. Fock Hilbert C∗-quad modules and creation operators
In this section, we will consider relative tensor products of Hilbert C∗-quad mod-
ules and introduce Fock space of Hilbert C∗-quad modules which is two-dimensional
analogue of Fock space of Hilbert C∗-bimodules. The Hilbert C∗-moduleHκ is orig-
inally a Hilbert C∗-right module (Hκ, ϕA)
over A with A-valued inner product 〈· | ·〉A. It has two other multi structure
of Hilbert C∗-bimodules. The Hilbert C∗-bimodule (φρ,Hκ, ϕρ) over Bρ and the
Hilbert C∗-bimodule (φη ,Hκ, ϕη) over Bη. This situation is written as in the figure:
Bρ
φρ
y
Bη
φη
−−−−→ Hκ
ϕη
←−−−− Bη
ϕρ
x
Bρ
There exist faithful completely positive maps λρ : Bρ −→ A and λη : Bη −→ A
satisfying (3.6) so that the three norms induced by their respect inner proucts
〈· | ·〉A, 〈· | ·〉ρ, 〈· | ·〉η are equivalent to each other. The Hilbert C
∗-right module
(Hκ, ϕA) over A with multi structure of Hilbert C
∗-bimodules (φρ,Hκ, ϕρ) over Bρ
and (φη,Hκ, ϕη) over Bη is called a Hilbert C
∗-quad module over (A;Bρ,Bη). We
will define two kinds of relative tensor products
Hκ ⊗η Hκ, Hκ ⊗ρ Hκ
as Hilbert C∗-quad modules over (A;Bρ,Bη). The latter one should be written
vertically as
Hκ
⊗ρ
Hκ
rather than horizontally Hκ ⊗ρ Hκ. The first relative tensor product is defined as
Hκ ⊗η Hκ := Hκ ⊗Bη Hκ
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the relative tensor product as Hilbert C∗-modules over Bη, the left Hκ is a right
Bη-module through ϕη and the right Hκ is a left Bη-module through φη. It has a
right Bρ-valued inner product and a right Bη-valued inner product defined by
〈ξ ⊗η ζ | ξ
′ ⊗η ζ
′〉ρ := 〈ζ | φη(〈ξ | ξ
′〉η)ζ
′〉ρ,
〈ξ ⊗η ζ | ξ
′ ⊗η ζ
′〉η := 〈ζ | φη(〈ξ | ξ
′〉η)ζ
′〉η
respectively. It has two right actions, id⊗ϕρ from Bρ and id⊗ϕη from Bη. It also
has two left actions, φρ ⊗ id from Bρ and φη ⊗ id from Bη. By these operations
Hκ⊗ηHκ is a Hilbert C
∗-bimodule over Bρ and also is a Hilbert C
∗-bimodule over
Bη. It also has a right A-valued inner product defined by
〈ξ ⊗η ζ | ξ
′ ⊗η ζ
′〉A := λη(〈ξ ⊗η ζ | ξ
′ ⊗η ζ
′〉η)(= λρ(〈ξ ⊗η ζ | ξ
′ ⊗η ζ
′〉ρ))
and a rightA-action id⊗ϕA and a left A-action φ⊗id. By these structure Hκ⊗ηHκ
is a Hilbert C∗-quad module over (A;Bρ,Bη).
Bρ
φρ⊗id
y
Bη
φη⊗id
−−−−→ Hκ ⊗η Hκ
id⊗ϕη
←−−−− Bη
id⊗ϕρ
x
Bρ
We denote the above operations φρ⊗id, φη⊗id, id⊗ϕρ, id⊗ϕη still by φρ, φη, ϕρ, ϕη
respectively. Similarly we consider the other relative tensor product defined by
Hκ ⊗ρ Hκ := Hκ ⊗Bρ Hκ
the relative tensor product as Hilbert C∗-modules over Bρ, the left Hκ is a right
Bρ-module through ϕρ and the right Hκ is a left Bρ-module through φρ. By sym-
metrically to the above, Hκ ⊗ρ Hκ is a Hilbert C
∗-quad module over (A;Bρ,Bη).
The following lemma is routine.
Lemma 4.1. Let Hi = Hκ, i = 1, 2, 3. The correspondences
(ξ1 ⊗η ξ2)⊗ρ ξ3 ∈ (H1 ⊗η H2)⊗ρ H3 −→ ξ1 ⊗η (ξ2 ⊗ρ ξ3) ∈ H1 ⊗η (H2 ⊗ρ H3),
(ξ1 ⊗ρ ξ2)⊗η ξ3 ∈ (H1 ⊗ρ H2)⊗η H3 −→ ξ1 ⊗ρ (ξ2 ⊗η ξ3) ∈ H1 ⊗ρ (H2 ⊗η H3)
yield isomorphisms of Hilbert C∗-quad modules respectively.
We write the isomorphism class of the former Hilbert C∗-quad modules as H1⊗η
H2 ⊗ρ H3 and that of the latter ones as H1 ⊗ρ H2 ⊗η H3 respectively.
We note that the direct sum Bη⊕Bρ has a structure of a Hilbert C
∗-quad module
by the following operations: For b1 ⊕ b2, b
′
1 ⊕ b
′
2 ∈ Bη ⊕ Bρ and y ∈ A, set
(b1 ⊕ b2)ϕA(y) := b1ψη(y)⊕ b2ψρ(y) ∈ Bη ⊕ Bρ,
〈b1 ⊕ b2 | b
′
1 ⊕ b
′
2〉A := λη(b
∗
1b
′
1) + λρ(b
∗
2b
′
2) ∈ A.
It is direct to see
〈b1 ⊕ b2 | (b
′
1 ⊕ b
′
2)ϕA(y)〉A = 〈b1 ⊕ b2 | b
′
1 ⊕ b
′
2〉A · y
so that Bη ⊕ Bρ is a Hilbert C
∗-right module over A. Its Hilbert C∗-bimodule
structure over Bρ and over Bη are defined as follows: For w ∈ Bρ, z ∈ Bη, set
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1. The right Bρ-action ϕρ and the right Bη-action ϕη:
(b1 ⊕ b2)ϕρ(w) = b2w, (b1 ⊕ b2)ϕη(z) = b1z.
2. The left Bρ-action φρ and the left Bη-action φη:
φρ(w)(b1 ⊕ b2) = wb2, φη(z)(b1 ⊕ b2) = zb1.
3. The right Bρ-valued inner product 〈·|·〉ρ and the right Bη-valued inner product
〈·|·〉η:
〈b1 ⊕ b2 | b
′
1 ⊕ b
′
2〉ρ = b
∗
1b
′
1 ∈ Bρ, 〈b1 ⊕ b2 | b
′
1 ⊕ b
′
2〉η = b
∗
2b
′
2 ∈ Bη.
Let us define the Fock Hilbert C∗-quad module as a two-dimensional analogue of
the Fock space of Hilbert C∗-bimodules. Put Γn = {(π1, . . . , πn)) | πi = η, ρ}, n =
1, 2, . . . . We set
F0(κ) = Bη ⊕ Bρ, F1(κ) = Hκ,
F2(κ) = (Hκ ⊗η Hκ)⊕ (Hκ ⊗ρ Hκ),
F3(κ) = (Hκ ⊗η Hκ ⊗η Hκ)⊕ (Hκ ⊗η Hκ ⊗ρ Hκ)
⊕ (Hκ ⊗ρ Hκ ⊗η Hκ)⊕ (Hκ ⊗ρ Hκ ⊗ρ Hκ),
· · · · · ·
Fn(κ) = ⊕(π1,··· ,πn−1)∈Γn−1Hκ ⊗π1 Hκ ⊗π2 · · · ⊗πn−1 Hκ
· · · · · ·
as Hilbert C∗-quad modules. We will define the Fock Hilbert C∗-quad module Fκ
by setting
Fκ := ⊕∞n=0Fn(κ)
which is the completion of the algebraic direct sum ⊕∞n=0Fn(κ) of the Hilbert C
∗-
quad modules under the norm ‖ξ‖A on ⊕
∞
n=0Fn(κ) induced by the A-valued inner
product 〈· | ·〉A on Fn(κ). The Hilbert C
∗-quad modules Fn(κ), n = 0, 1, . . . and
hence the algebraic direct sum ⊕∞n=0Fn(κ) have also both Bρ-valued inner products
and Bη-valued inner products. As in Lemma 3.14, both of the two norms ‖ξ‖ρ and
‖ξ‖η induced by the inner products are equivalent to the norm ‖ξ‖A.
For ξ ∈ Hκ we define operators sξ and tξ from F0(κ) to F1(κ) by
sξ(b1 ⊕ b2) = ξϕη(b1), tξ(b1 ⊕ b2) = ξϕρ(b2)
for b1 ⊕ b2 ∈ Bη ⊕ Bρ.
Lemma 4.2.
(i) sξ is a right Bη-module map from F0(κ) to F1(κ).
(ii) tξ is a right Bρ-module map from F0(κ) to F1(κ).
(iii) Both the maps sξ, tξ : F0(κ) −→ F1(κ) are right A-module maps.
Proof. For b1 ⊕ b2 ∈ Bη ⊕ Bρ and z ∈ Bη, we have
sξ((b1 ⊕ b2)ϕη(z)) = sξ(b1z) = ξϕη(b1z) = (sξ(b1 ⊕ b2))ϕη(z).
Hence sξ is a right Bη-module map and similarly tξ is a right Bρ-module map. For
y ∈ A, by Lemma 3.6, we have
sξ((b1 ⊕ b2)ϕA(y)) = ξϕη(b1ψη(y)) = (ξϕη(b1))ϕA(y) = (sξ(b1 ⊕ b2))ϕA(y).
Hence sξ and similarly tξ are right A-module maps. 
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For ξ ∈ Hκ, denote by s
∗
ξ , t
∗
ξ : F1(κ) −→ F0(κ) the adjoints of sξ, tξ : F0(κ) −→
F1(κ) with respect to the right A-valued inner products.
Lemma 4.3. For ξ, ξ′ ∈ Hκ, we have
(i) s∗ξξ
′ = 〈ξ | ξ′〉η ⊕ 0 in Bη ⊕ Bρ.
(ii) t∗ξξ
′ = 0⊕ 〈ξ | ξ′〉ρ in Bη ⊕ Bρ.
Proof. For b1 ⊕ b2 ∈ Bη ⊕ Bρ, we have
〈b1 ⊕ b2 | s
∗
ξξ
′〉A = 〈ξϕη(b1) | ξ
′〉A
= λη(b
∗
1〈ξ | ξ
′〉η)
= λη(〈b1 ⊕ b2 | 〈ξ | ξ
′〉η ⊕ 0〉η)
= 〈b1 ⊕ b2 | 〈ξ | ξ
′〉η ⊕ 0〉A
so that s∗ξξ
′ = 〈ξ | ξ′〉η ⊕ 0.
(ii) is similar to (i). 
For ξ ∈ Hκ and ξ1 ⊗π1 · · · ⊗πn−1 ξn ∈ Fn(κ) with (π1, . . . , πn−1) ∈ Γn−1, set
sξ(ξ1 ⊗π1 · · · ⊗πn−1 ξn) = ξ ⊗η ξ1 ⊗π1 · · · ⊗πn−1 ξn, (4.1)
tξ(ξ1 ⊗π1 · · · ⊗πn−1 ξn) = ξ ⊗ρ ξ1 ⊗π1 · · · ⊗πn−1 ξn. (4.2)
The following lemma is direct.
Lemma 4.4. For ξ ∈ Hκ and n = 1, 2, . . . , we have
(i) sξ is a right Bη-module map from Fn(κ) to Fn+1(κ).
(ii) tξ is a right Bρ-module map from Fn(κ) to Fn+1(κ).
(iii) Both the maps sξ, tξ : Fn(κ) −→ Fn+1(κ) are right A-module maps.
Denote by s∗ξ , t
∗
ξ : Fn+1(κ) −→ Fn(κ) the adjoints of sξ, tξ : Fn(κ) −→ Fn+1(κ)
with respect to the right A-valued inner products.
Lemma 4.5. For ξ ∈ Hκ and ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn ξn+1 ∈ Fn+1(κ), we have
(i) s∗ξ(ξ1⊗π1ξ2⊗π2 · · ·⊗πnξn+1) =
{
φη(〈ξ | ξ1〉η)ξ2 ⊗π2 · · · ⊗πn ξn+1 if π1 = η,
0 if π1 = ρ,
(ii) t∗ξ(ξ1⊗π1ξ2⊗π2 · · ·⊗πnξn+1) =
{
φρ(〈ξ | ξ1〉ρ)ξ2 ⊗π2 · · · ⊗πn ξn+1 if π1 = ρ,
0 if π1 = η,
Proof. (i) Let γ = η or ρ. For ζ1 ⊗θ1 ζ2 ⊗θ2 · · · ⊗θn−1 ζn ∈ Fn(κ), we have
〈ζ1 ⊗θ1 ζ2 ⊗θ2 · · · ⊗θn−1 ζn | s
∗
ξ(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn ξn+1)〉γ
=〈sξ(ζ1 ⊗θ1 ζ2 ⊗θ2 · · · ⊗θn−1 ζn) | ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn ξn+1〉γ
=〈ξ ⊗η ζ1 ⊗θ1 ζ2 ⊗θ2 · · · ⊗θn−1 ζn) | ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn ξn+1〉γ
=
{
〈ζ1 ⊗θ1 ζ2 ⊗θ2 · · · ⊗θn−1 ζn) | φη(〈ξ | ξ1〉η)ξ2 ⊗π2 · · · ⊗πn ξn+1〉γ if π1 = η,
0 if π1 = ρ.
Hence the desired formulae hold with respect to the inner products 〈· | ·〉η, 〈· | ·〉ρ
and hence to the A-valued inner product 〈· | ·〉A because of the equality
〈· | ·〉A = λη(〈· | ·〉η) = λρ(〈· | ·〉ρ).

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We have shown in the proof of the above lemma that the adjoints of sξ, tξ :
Fn(κ) −→ Fn+1(κ) with respect to the other two inner products 〈· | ·〉η, 〈· | ·〉ρ
have the same fom as above. We denote by ϕ¯ρ, ϕ¯η, φ¯ρ, φ¯η the right Bρ-action, the
right Bη-action, the left Bρ-action, the left Bη-action on Fn(κ) and hence on Fκ
respectively. The left actions φ¯ρ of Bρ and φ¯η of Bη satisfy the following equalities
φ¯ρ(w)(b1 ⊕ b2) = wb2, φ¯η(z)(b1 ⊕ b2) = zb1,
φ¯ρ(w)(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn) = (φρ(w)ξ1)⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn),
φ¯η(z)(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn) = (φη(z)ξ1)⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
for w ∈ Bρ, z ∈ Bη, b1 ⊕ b2 ∈ Bη ⊕ Bρ and ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn ∈ Fn(κ). The
following lemma is direct.
Lemma 4.6. For w ∈ Bρ, z ∈ Bη, we have for n = 0, 1, . . .
(i) φ¯ρ(w) is a right Bρ-module map from Fn(κ) to Fn(κ).
(ii) φ¯η(z) is a right Bη-module map from Fn(κ) to Fn(κ).
(iii) Both the maps φ¯ρ(w), φ¯η(z) are right A-module maps on Fκ.
Lemma 4.7. For ξ ∈ Hκ, w ∈ Bρ, z ∈ Bη, we have
(i) tξϕρ(w) = tξφ¯ρ(w) and hence tξ =
∑
a∈Ση tva φ¯ρ(〈va | ξ〉ρ).
(ii) sξϕη(z) = sξφ¯η(z) and hence sξ =
∑
α∈Σρ suα φ¯η(〈uα | ξ〉η).
Proof. (i) We have
tξϕρ(w)(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn) = ξϕρ(w) ⊗ρ ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn
= ξ ⊗ρ (φρ(w)ξ1)⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn
= (tξφ¯ρ(w))ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn).
(ii) is similar to (i). 
By Lemma 3.6, we have ϕη(ψη(y)) = ϕρ(ψρ(y)) = ϕA(y) for y ∈ A, the above
lemma implies the equalities:
tξϕA(y) = tξφ¯ρ(ψρ(y)) and sξϕA(y) = sξφ¯η(ψη(y)) for y ∈ A.
(4.3)
The following lemma is immediate.
Lemma 4.8. For ξ ∈ Hκ, w ∈ Bρ, z ∈ Bη, we have
(i) φ¯ρ(w)sξ = sφρ(w)ξ and φ¯ρ(w)tξ = tφρ(w)ξ.
(ii) φ¯η(z)sξ = sφη(z)ξ and φ¯η(z)tξ = tφη(z)ξ.
We set
sα = suα for α ∈ Σ
ρ and ta = tva for a ∈ Σ
η. (4.4)
By Lemma 4.7, we have for ξ ∈ Hκ
sξ =
∑
α∈Σρ
sαφ¯η(〈uα | ξ〉η), tξ =
∑
a∈Ση
taφ¯ρ(〈va | ξ〉ρ). (4.5)
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Let Pn be the projection on Fκ onto Fn(κ) for n = 0, 1, . . . . We also define two
projections on Fκ by
Pρ = The projection onto
∞∑
n=1
∑
(π1,··· ,πn)∈Γn
Hκ ⊗η Hκ ⊗π1 Hκ ⊗π2 · · · ⊗πn Hκ,
Pη = The projection onto
∞∑
n=1
∑
π1,··· ,πn∈Γn
Hκ ⊗ρ Hκ ⊗π1 Hκ ⊗π2 · · · ⊗πn Hκ.
Lemma 4.9. Keep the above notations.∑
α∈Σρ
sαs
∗
α = P1 + Pρ and
∑
a∈Ση
tat
∗
a = P1 + Pη.
Hence ∑
α∈Σρ
sαs
∗
α +
∑
a∈Ση
tat
∗
a + P0 = 1Fκ + P1. (4.6)
Proof. For ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn ∈ Fn(κ) with 2 ≤ n ∈ N, we have
sαs
∗
α(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
=
{
uα ⊗η φη(〈uα | ξ1〉η)ξ2 ⊗π2 · · · ⊗πn−1 ξn) if π1 = η,
0 if π1 = ρ.
As uα ⊗η φη(〈uα | ξ1〉η)ξ2 = uαϕη(〈uα | ξ1〉η)⊗η ξ2 and
∑
α∈Σρ uαϕη(〈uα | ξ1〉η) =
ξ1, we have∑
α∈Σρ
sαs
∗
α(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn) =
{
ξ1 ⊗η ξ2 ⊗π2 · · · ⊗πn−1 ξn if π1 = η,
0 if π1 = ρ.
Hence we have ∑
α∈Σρ
sαs
∗
α|⊕∞n=2Fn(κ) = Pρ|⊕∞n=2Fn(κ).
For ξ ∈ F1(κ) = Hκ, we have sαs
∗
αξ = sα(〈uα | ξ〉η ⊕ 0) = uαϕη(〈uα | ξ〉η) so that∑
α∈Σρ
sαs
∗
αξ =
∑
α∈Σρ
uαϕη(〈uα | ξ〉η) = ξ.
Hence we have ∑
α∈Σρ
sαs
∗
α|F1(κ) = 1F1(κ).
As sαs
∗
α(b1 ⊕ b2) = 0 for b1 ⊕ b2 ∈ Bη ⊕ Bρ, we have∑
α∈Σρ
sαs
∗
α|F0(κ) = 0.
Therefore we conclude that∑
α∈Σρ
sαs
∗
α = Pρ + P1 and similarly
∑
a∈Ση
tat
∗
a = Pη + P1.
As Pη + Pρ + P0 + P1 = 1Fκ , one has∑
α∈Σρ
sαs
∗
α +
∑
a∈Ση
tat
∗
a + P0 = 1Fκ + P1.

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Lemma 4.10. s∗ζsξ = φ¯η(〈ζ | ξ〉η) and t
∗
ζtξ = φ¯ρ(〈ζ | ξ〉ρ) for ζ, ξ ∈ Hκ.
Proof. The equalities for ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn ∈ Fn(κ)
s∗ζsξ(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn) = s
∗
ζ(ξ ⊗η ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
= φη(〈ζ | ξ〉η)ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn
hold so that s∗ζsξ = φ¯η(〈ζ | ξ〉η) on ⊕
∞
n=1Fn(κ). As
s∗ζsξ(b1 ⊕ b2) = s
∗
ζ(ξϕη(b1))
= 〈ζ | ξϕη(b1)〉η ⊕ 0
= 〈ζ | ξ〉ηb1 ⊕ 0
= φη(〈ζ | ξ〉η)(b1 ⊕ b2),
we have s∗ζsξ = φη(〈ζ | ξ〉η) on F0(κ). Hence s
∗
ζsξ = φ¯η(〈ζ | ξ〉η) on Fκ and similarly
t∗ζtξ = φ¯ρ(〈ζ | ξ〉ρ). 
As φ¯ρ(y) = φ¯η(y) on Fn(κ), n = 1, 2, 3, . . . for y ∈ A, we write φ¯ρ(y)(= φ¯η(y)) as
φ¯(y) on Fn(κ), n = 1, 2, 3, . . . for y ∈ A.
Lemma 4.11. For α ∈ Σρ, a ∈ Ση and y ∈ A, we have
s∗αφ¯(y)sα = φ¯η(ρα(y)),
sαs
∗
αφ¯η(y) = φ¯(y)sαs
∗
α,
t∗aφ¯(y)ta = φ¯ρ(ηa(y)),
tat
∗
aφ¯ρ(y) = φ¯(y)tat
∗
a.
Proof. The equalities on Fn(κ), n = 1, 2, . . .
s∗αφ¯(y)sα(ξ1 ⊗π1 · · · ⊗πn−1 ξn) =s
∗
α(φ(y)uα ⊗η ξ1 ⊗π1 · · · ⊗πn−1 ξn)
=φη(〈uα | φ(y)uα〉η)ξ1 ⊗π1 · · · ⊗πn−1 ξn)
=φ¯η(ρα(y))(ξ1 ⊗π1 · · · ⊗πn−1 ξn)
imply s∗αφ¯(y)sα = φ¯η(ρα(y)) on Fn(κ), n = 1, 2, . . . . We have on F0(κ)
s∗αφ¯(y)sα(b1 ⊕ b2) = 〈uα | φ(y)uαϕη(b1)〉η ⊕ 0
= 〈uα | ϕη(ρα(y)b1〉η ⊕ 0
= 〈uα | uα〉ηρα(y)b1 ⊕ 0
= ρα(y)b1 ⊕ 0
= φη(ρα(y))(b1 ⊕ b2)
so that s∗αφ¯(y)sα = φη(ρα(y)) on F0(κ). Thus we have s
∗
αφ¯(y)sα = φ¯η(ρα(y)) on
Fκ. We similarly have t
∗
aφ¯(y)ta = φ¯ρ(ηa(y)).
We also have
sαs
∗
αφ¯(y)(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
=
{
uαϕη(〈uα | φ(y)ξ1〉η)⊗η ξ2 ⊗π2 · · · ⊗πn−1 ξn if π1 = η,
0 if π1 6= η.
Since we have
uαϕη(〈uα | φ(y)ξ1〉η)
=uαϕη(〈uαϕη(ρα(y∗)) | ξ1〉η) = uαϕη(ρα(y)〈uα | ξ1〉η) = φ(y)uαϕη(〈uα | ξ1〉η),
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the equality sαs
∗
αφ¯(y) = φ¯(y)sαs
∗
α on Fn(κ), n = 1, 2, . . . holds. For b1⊕b2 ∈ F0(κ),
the equality sαs
∗
αφη(y)(b1 ⊕ b2) = φ¯(y)sαs
∗
α(b1 ⊕ b2) = 0 holds so that we conclude
sαs
∗
αφ¯η(y) = φ¯(y)sαs
∗
α on Fκ and similarly tat
∗
aφ¯ρ(y) = φ¯ρ(y)tat
∗
a. 
Lemma 4.12. For ω = (α, b, a, β) ∈ Σκ and y ∈ A, we have
tasβt
∗
bs
∗
α φ¯(y) = φ¯(y) tasβt
∗
bs
∗
α.
Proof. By the preceding lemma, we have
tasβt
∗
bs
∗
αφ¯(y) = tasβt
∗
b tbt
∗
bs
∗
αφ¯(y)sαs
∗
α = tasβφ¯(ηb(ρα(y)))t
∗
bs
∗
α,
φ¯(y)tasβt
∗
bs
∗
α = tat
∗
aφ¯(y)tasβs
∗
βsβt
∗
bs
∗
α = tasβφ¯(ρβ(ηa(y)))t
∗
bs
∗
α.
The desired equality holds by (1.1). 
Lemma 4.13. For α ∈ Σρ, a ∈ Ση and y ∈ A, we have
φ¯ρ(SαyS
∗
α)Pρ = sαφ¯ρ(y)s
∗
α, φ¯η(TayT
∗
a )Pη = taφ¯η(y)t
∗
a.
Proof. For ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn ∈ Fn(κ), n = 2, 3, . . . , we have
φ¯ρ(SαyS
∗
α)Pρ(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
=
{
(φρ(SαyS
∗
α)ξ1)⊗η ξ2 ⊗π2 · · · ⊗πn−1 ξn) if π1 = η,
0 if π1 = ρ.
For ξ1 =
∑
ω∈Σκ
eω ⊗ Eωxω with xω ∈ A, we have
φρ(SαyS
∗
α)ξ1 =
∑
ω∈Σκ,t(ω)=α
eω ⊗ Eωηr(ω)(xω).
On the other hand, we have
sαφ¯ρ(y)s
∗
α(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
=
{
sα(φ(y)φη(〈uα | ξ1〉η)ξ2)⊗π2 · · · ⊗πn−1 ξn) if π1 = η,
0 if π1 = ρ.
As 〈uα | ξ1〉η =
∑
ω∈Σκ,α=t(ω)
Tr(ω)EωxωT
∗
r(ω), we have
sα(φ(y)(φη(〈uα | ξ1〉η)ξ2) = sαφη(y〈uα | ξ1〉η)ξ2
=
∑
ω∈Σκ,t(ω)=α
uα ⊗η φη(Tr(ω)ηr(ω)(y)xωT
∗
r(ω))ξ2
=
∑
ω∈Σκ,t(ω)=α
uαϕη(Tr(ω)ηr(ω)(y)xωT
∗
r(ω))⊗η ξ2
=
∑
ω∈Σκ,t(ω)=α
(eω ⊗ Eωηr(ω)(y)xω)⊗η ξ2.
Hence we have φ¯ρ(SαyS
∗
α)Pρ = sαφ¯ρ(y)s
∗
α on Fn(κ), n = 2, 3, . . . .
For ξ ∈ Hκ, we have φ¯ρ(y)s
∗
αξ = φ¯ρ(y)(〈uα | ξ〉η ⊕ 0) = 0 so that
sαφ¯ρ(y)s
∗
αξ = φ¯ρ(SαyS
∗
α)Pρξ = 0.
Therefore we have φ¯ρ(SαyS
∗
α)Pρ = sαφ¯ρ(y)s
∗
α on Fκ.
The other equality φ¯η(TayT
∗
a )Pη = taφ¯η(y)t
∗
a is similarly shown. 
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Lemma 4.14. For w ∈ Bρ, z ∈ Bη and α ∈ Σ
ρ, a ∈ Ση, we have
sαs
∗
αφ¯ρ(w) = φ¯ρ(w)sαs
∗
α,
sαs
∗
αφ¯η(z) = φ¯η(z)sαs
∗
α,
tat
∗
aφ¯ρ(w) = φ¯ρ(w)tat
∗
a,
tat
∗
aφ¯η(z) = φ¯η(z)tat
∗
a
and hence
Pρφ¯ρ(w) = φ¯ρ(w)Pρ,
Pρφ¯η(z) = φ¯η(z)Pρ,
Pηφ¯ρ(w) = φ¯ρ(w)Pη ,
Pηφ¯η(z) = φ¯η(z)Pη.
Proof. For ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn ∈ Fn(κ), we have
φ¯ρ(w)sαs
∗
α(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
=
{
φρ(w)uαϕη(〈uα | ξ1〉η)⊗η ξ2 ⊗π2 · · · ⊗πn−1 ξn) if π1 = η,
0 if π1 = ρ
and
sαs
∗
αφ¯ρ(w)(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn)
=
{
uαϕη(〈uα | φρ(w)ξ1〉η)⊗η ξ2 ⊗π2 · · · ⊗πn−1 ξn) if π1 = η,
0 if π1 = ρ.
Since φρ(w)uα = uαϕη(〈uα | φρ(w)uα〉η), we have
φρ(w)uαϕη(〈uα | ξ1〉η) = uαϕη(〈uα | φρ(w)uαϕη(〈uα | ξ1〉η)〉η)
= uαϕη(〈uα | φρ(w)
∑
β∈Σρ
uβϕη(〈uβ | ξ1〉η)〉η)
= uαϕη(〈uα | φρ(w)ξ1〉η).
Hence sαs
∗
αφ¯ρ(w) = φ¯ρ(w)sαs
∗
α holds. Similarly by φη(z)uα = uαϕη(〈uα | φη(z)uα〉η),
the equality φ¯η(z)sαs
∗
α = sαs
∗
αφ¯η(z) holds. As Pρ =
∑
α∈Σρ sαs
∗
α on ⊕
∞
n=2Fn(κ),
we see that Pρ commutes with φ¯ρ(w) and φ¯η(z).
The other four equalities in the right hand side are similarly shown. 
Let us denote by LA(Hκ) and LA(Fκ) the C
∗-algebras of all bounded adjointable
right A-module maps on Hκ and on Fκ with respect to the right A-valued inner
products respectively. For L ∈ LA(Hκ), define L¯ ∈ LA(Fκ) by
L¯(ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn) = (Lξ1)⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn
for ξ1 ⊗π1 ξ2 ⊗π2 · · · ⊗πn−1 ξn ∈ Fκ.
Lemma 4.15. For L ∈ LA(Hκ) and α ∈ Σ
ρ, a ∈ Ση, we have
s∗αL¯sα = φ¯η(〈uα | Luα〉η), t
∗
aL¯ta = φ¯ρ(〈va | Lva〉ρ).
Proof. For ξ1 ⊗π1 · · · ⊗πn−1 ξn ∈ Fn(κ), n = 1, 2, . . . , we have
s∗αL¯sα(ξ1 ⊗π1 · · · ⊗πn−1 ξn) =s
∗
α(Luα ⊗η ξ1 ⊗π1 · · · ⊗πn−1 ξn)
=φ¯η(〈uα | Luα〉η)ξ1 ⊗π1 · · · ⊗πn−1 ξn.
For b1 ⊕ b2 ∈ Bη ⊕ Bρ, we have
s∗αL¯sα(b1 ⊕ b2) = s
∗
αL(uαϕη(b1)) = 〈uα | Luαϕη(b1)〉η ⊕ 0 = 〈uα | Luα〉ηb1 ⊕ 0
Since 〈uα | Luα〉ηb1 ⊕ 0 = φ¯η(〈uα | Luα〉η)(b1 ⊕ b2) we have
s∗αL¯sα = φ¯η(〈uα | Luα〉η) on Fκ.
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The other equality for t∗aL¯ta is similarly shown. 
Lemma 4.16. For w ∈ Bρ, z ∈ Bη and α ∈ Σ
ρ, a ∈ Ση, we have
s∗αφ¯ρ(w)sα = φ¯η(ρ̂α(w))
s∗αφ¯η(z)sα = φ¯η(ρ̂
η
α(z)),
t∗aφ¯η(z)ta = φ¯ρ(η̂a(z)),
t∗aφ¯ρ(w)ta = φ¯ρ(η̂
ρ
a(w)).
Proof. By Lemma 3.12, we have
ρ̂α(w) = 〈uα | φρ(w)uα〉η, ρ̂
η
α(z) = 〈uα | φη(z)uα〉η.
Hence the preceding lemma implies
s∗αφ¯ρ(w)sα = φ¯η(〈uα | φρ(w)uα〉η) = φ¯η(ρ̂α(w)),
s∗αφ¯η(z)sα = φ¯η(〈uα | φη(z)uα〉η) = φ¯η(ρ̂
η
α(z)).
The other two equalities in the right hand side are similarly shown. 
Corollary 4.17. For w =
∑
α∈Σρ SαwαS
∗
α as in (2.2) and z =
∑
a∈Ση TazaT
∗
a as
in (2.3), we have
φ¯ρ(w) =
∑
α∈Σρ
sαφ¯η(wα)s
∗
α + Pηφ¯ρ(w)Pη + P0φ¯ρ(w)P0, (4.7)
φ¯η(z) =
∑
a∈Ση
taφ¯ρ(za)t
∗
a + Pρφ¯η(z)Pρ + P0φ¯η(z)P0. (4.8)
Proof. As Pρ + Pη + P1 + P0 = 1 on Fκ and
∑
α∈Σρ sαs
∗
α = Pρ + P1 , one has
φ¯ρ(w) =
∑
α∈Σρ
sαs
∗
αφ¯ρ(w)sαs
∗
α + φ¯ρ(w)Pη + φ¯ρ(w)P0.
Since s∗αφ¯ρ(w)sα = φ¯η(ρ̂α(w)) = φ¯η(wα), we have the equality (4.7). The equality
(4.8) is similarly shown. 
Lemma 4.18.
(i) φ¯ρ : Bρ −→ LA(Fκ) is a faithful ∗-homomorphism.
(ii) φ¯η : Bη −→ LA(Fκ) is a faithful ∗-homomorphism.
Proof. (i) It is enough to show that φρ : Bρ −→ LA(Hκ) is injective. For w =∑
α∈Σρ SαwαS
∗
α as in (2.2), suppose that φρ(w) = 0 on Hκ. By Lemma 3.12, we
have ρ̂α(w) = 0 for all α ∈ Σ
ρ so that wα = 0 for all α ∈ Σ
ρ, which shows w = 0.
(ii) is similar to (i). 
5. The C∗-algebras associated to the Hilbert C∗-quad modules
In this section, we will study the C∗-algebras generated by the operators sξ, tξ
for ξ ∈ Hκ. For ξ, ζ ∈ Fκ, denote by θξ,ζ the rank one operator on Fκ defined by
θξ,ζ(γ) = ξϕA(〈ζ | γ〉A) for γ ∈ Fκ.
It is immediate to see that the operators θξ,ζ for ξ, ζ ∈ Fκ are A-module maps
through ϕA. Let us denote by KA(Fκ) the C
∗-subalgebra of LA(Fκ) generated by
the rank one operators θξ,ζ for ξ, ζ ∈ Fκ. Put the projections for α ∈ Σ
ρ, a ∈ Ση
pα = SαS
∗
α ∈ Bρ ⊂ F0(κ), qa = TaT
∗
a ∈ Bη ⊂ F0(κ).
They are regarded as vectors in Fκ.
Lemma 5.1.
∑
α∈Σρ θpα,pα+
∑
a∈Ση θqa,qa = P0 : the projection on Fκ onto F0(κ).
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Proof. For α ∈ Σρ and b2 ∈ Bρ, we have
θpα,pα(b2) = pαϕA(〈pα | b2〉A)
= pαψη(λη(p
∗
αb2))
= pα
∑
α′,β′∈Σρ
Sα′S
∗
β′pαb2Sβ′S
∗
α′ = pαb2
so that
∑
α∈Σρ θpα,pα(b2) = b2 for b2 ∈ Bρ. Similarly we have θqa,qa(b1) = qab1 for
qa ∈ Bη so that
∑
a∈Ση θqa,qa(b1) = b1. As θqa,qa(b2) = 0 for b2 ∈ Bρ, θpα,pα(b1) = 0
for b1 ∈ Bη and
θpα,pα(ξ) = θqa,qa(ξ) = 0 for ξ ∈ Fn(κ), n = 1, 2, . . . ,
the operator
∑
α∈Σρ θpα,pα +
∑
a∈Ση θqa,qa is the projection on Fκ onto F0(κ). 
Put ǫω := eω ⊗ Eω ∈ Hκ for ω ∈ Σκ. Then we see
〈ǫω | ǫω′〉A =
{
Eω if ω = ω
′,
0 if ω 6= ω′.
Lemma 5.2. {ǫω}ω∈Σκ forms an orthogonal basis of Hκ with respect to the A-
valued inner product 〈· | ·〉A as a right A-module through ϕA.
Proof. For ξ =
∑
ω′∈Σκ
eω′ ⊗ Eω′xω′ with xω′ ∈ A, one has
〈ǫω | ξ〉A =
∑
ω′∈Σκ
〈ǫω | ǫω′〉Axω′ = Eωxω
so that
ξ =
∑
ω∈Σκ
ǫωϕA(Eωxω) =
∑
ω∈Σκ
ǫωϕA(〈ǫω | ξ〉A). (5.1)

Lemma 5.3.
∑
ω∈Σκ
θǫω,ǫω = P1 the projection on Fκ onto F1(κ).
Proof. By (5.1), we have ξ =
∑
ω∈Σκ
θǫω,ǫω(ξ) for ξ ∈ Hκ. Since θǫω,ǫω(ξ
′) = 0 for
ξ′ ∈ Fn(κ) with n 6= 1, we have
∑
ω∈Σκ
θǫω,ǫω = P1. 
By the preceding lemmas, we have
Corollary 5.4. P0, P1 ∈ KA(Fκ).
The C∗-subalgebra of LA(Fκ) generated by the operators sξ, tξ for ξ ∈ Hκ is
denoted by THκ and is called the Toeplitz quad module algebra.
Definition. The C∗-algebra OHκ associated with the Hilbert C
∗-quad module Hκ
is defined as the quotient C∗-algebra of THκ by the ideal THκ ∩ KA(Fκ).
We set the quotients of the operators in OHκ for α ∈ Σ
ρ, a ∈ Ση:
Uα := [sα] ∈ OHκ Va := [ta] ∈ OHκ .
Since ∑
α∈Σρ
sαs
∗
α +
∑
a∈Ση
tat
∗
a + P0 = 1 + P1
and P0, P1 ∈ KA(Fκ) we have∑
α∈Σρ
UαU
∗
α +
∑
a∈Ση
VaV
∗
a = 1. (5.2)
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We also have for w ∈ Bρ
φ¯ρ(w) =
∑
α∈Σρ
φ¯ρ(w)sαs
∗
α +
∑
a∈Ση
φ¯ρ(w)tat
∗
a + φ¯ρ(w)P0 − φ¯ρ(w)P1.
As φ¯ρ(w)sα = sφρ(w)uα and φ¯ρ(w)ta = tφρ(w)va by Lemma 4.8, the operators φ¯ρ(w)
for w ∈ Bρ and similarly φ¯η(z) for z ∈ Bη belong to THκ modulo KA(Fκ). Let
Φρ(w),Φη(z) ∈ OHκ denote the quotient images of φ¯ρ(w), φ¯η(z) for w ∈ Bρ, z ∈ Bη
in the quotient OHκ = THκ/THκ ∩KA(Fκ). The following lemma is clear by (4.5).
Lemma 5.5. The C∗-algebra OHκ is generated by the partial isometries Uα, Va for
α ∈ Σρ, a ∈ Ση and the elements Φρ(w),Φη(z) for w ∈ Bρ, z ∈ Bη.
We will show that the C∗-algebra OHκ has a universal property subject to the
operator relations inheritated from Lemma 4.14 and Lemma 4.16. The following
proposition is direct.
Proposition 5.6. The operators Φρ(w),Φη(z), Uα, Va for w ∈ Bρ, z ∈ Bη, α ∈
Σρ, a ∈ Ση satisfy the relations:∑
α∈Σρ
UαU
∗
α+
∑
a∈Ση
VaV
∗
a = 1,
UαU
∗
αΦρ(w) = Φρ(w)UαU
∗
α, VaV
∗
a Φρ(w) = Φρ(w)VaV
∗
a ,
UαU
∗
αΦη(z) = Φη(z)UαU
∗
α, VaV
∗
a Φη(z) = Φη(z)VaV
∗
a ,
Φρ(ρ̂α(w)) = U
∗
αΦρ(w)Uα, Φη(η̂a(z)) = V
∗
a Φη(z)Va,
Φη(ρ̂
η
α(z)) = U
∗
αΦη(z)Uα, Φρ(η̂
ρ
a(w)) = V
∗
a Φρ(w)Va,
Φρ(y) = Φη(y)
for w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση, y ∈ A.
The ten relations above are called the relations (Hκ). We will henceforth prove
that the C∗-algebra OHκ has the universal property subject to the relations (Hκ).
Let Bκ be the C
∗-subalgebra of OHκ generated by the operators Φρ(w),Φη(z) for
w ∈ Bρ, z ∈ Bη.
Lemma 5.7. Assume that the algebra A is commutative. Then Bκ is commutative
by the relations (Hκ).
Proof. As the algebra A is commutative, the algebras Bρ and Bη are both com-
mutative by Lemma 3.8. Hence it is enough to prove that Φρ(w) commutes with
Φη(z) for w ∈ Bρ, z ∈ Bη. For α ∈ Σ
ρ, it follows that
Φη(z)Φρ(w)UαU
∗
α = UαΦη(ρ̂
η
α(z))Φρ(ρ̂α(w))U
∗
α.
As ρ̂α(w) ∈ A, we have Φρ(ρ̂
η
α(w)) = Φη(ρ̂
η
α(w)) so that
Φη(ρ̂
η
α(z))Φρ(ρ̂α(w)) = Φη(ρ̂
η
α(z)ρ̂α(w))
Φρ(ρ̂α(w))Φη(ρ̂
η
α(z)) = Φη(ρ̂α(w)ρ̂
η
α(z)).
Both the elements ρ̂ηα(z), ρ̂α(w) belong to the commutative algebra Bη, so that
Φη(z)Φρ(w)UαU
∗
α = UαΦρ(ρ̂α(w))Φη(ρ̂
η
α(z))U
∗
α = Φρ(w)Φη(z)UαU
∗
α.
Similarly we have
Φη(z)Φρ(w)VaV
∗
a = Φρ(w)Φη(z)VaV
∗
a
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for a ∈ Ση. As
∑
α∈Σρ UαU
∗
α +
∑
a∈Ση VaV
∗
a = 1, one concludes that
Φη(z)Φρ(w) = Φρ(w)Φη(z).

Put Σρ∪η = Σρ ∪ Ση. We set for γ ∈ Σρ∪η and X ∈ Bκ
ρκγ(X) = W
∗
γXWγ where Wγ =
{
Uα if γ = α ∈ Σ
ρ,
Va if γ = a ∈ Σ
η.
Since U∗αBκUα ⊂ Bκ and V
∗
a BκVa ⊂ Bκ, we have
ρκγ(Bκ) ⊂ Bκ,
so that we have a family of endomorphisms ρκγ , γ ∈ Σ
ρ∪η on Bκ. In what follows,
we assume that the algebra A is commutative, so that the algebras Bρ,Bη and Bκ
are all commutative.
Lemma 5.8. The triplet (Bκ, ρ
κ,Σρ∪η) is a C∗-symbolic dynamical system.
Proof. Since
∑
γ∈Σρ∪η WγW
∗
γ =
∑
α∈Σρ UαU
∗
α+
∑
a∈Ση VaV
∗
a = 1 andWγW
∗
γ com-
mutes with Bκ, the family ρ
κ
γ , γ ∈ Σ
ρ∪η yields an endomorphisms on Bκ. We have∑
γ∈Σρ∪η
ρκγ(1) =
∑
α∈Σρ
U∗αUα +
∑
a∈Ση
V ∗a Va
=
∑
α∈Σρ
Φρ(ρα(1)) +
∑
a∈Ση
Φη(ηa(1))
≥ Φρ(1) + Φη(1) ≥ 2.
Hence (Bκ, ρ
κ,Σρ∪η) is a C∗-symbolic dynamical system. 
For µ = µ1 · · ·µn ∈ Bn(Σ
ρ∪η) where µ1, . . . , µn ∈ Σ
ρ∪η, denote by
|µ|ρ = the number of symbols of Σ
ρ appearing in the word µ1 · · ·µn,
|µ|η = the number of symbols of Σ
η appearing in the word µ1 · · ·µn.
Hence |µ|ρ + |µ|η = n. For n ∈ Z+, denote by Fn the C
∗-subalgebra of OHκ gen-
erated by the operators Wγ1···γnbW
∗
γ′
1
···γ′n
for b ∈ Bκ and γ1 · · · γn ∈ Bn(Σ
ρ∪η) such
that |γ1 · · · γn|ρ = |γ
′
1 · · · γ
′
n|ρ and |γ1 · · · γn|η = |γ
′
1 · · · γ
′
n|η. Since
∑
γ∈Σρ∪η WγW
∗
γ =
1 and WγW
∗
γ commutes with Bκ, the equality
Wγ1···γnbW
∗
γ′
1
···γ′n
=
∑
γn+1∈Σρ∪η
Wγ1···γnWγn+1ρ
κ
γn+1
(b)W ∗γn+1W
∗
γ′
1
···γ′n
gives rise to an embedding Fn →֒ Fn+1, n ∈ Z+. Let FHκ be the C
∗-subalgebra of
OHκ generated by ∪
∞
n=0Fn.
We define 2-parameter unitary groups on Hκ by setting
θρr1 :uαϕη(z) ∈ Hκ −→ e
2πir1uαϕη(z) ∈ Hκ, α ∈ Σ
ρ, z ∈ Bη
θηr2 :vaϕρ(w) ∈ Hκ −→ e
2πir2vaϕρ(w) ∈ Hκ, a ∈ Σ
η, w ∈ Bρ
for r1, r2 ∈ R/Z = T. They extend onHκ⊗π1 · · ·⊗πn−1Hκ for (π1, . . . , πn−1) ∈ Γn−1
by
θρ⊗nr1 = θ
ρ
r1
⊗π1 · · · ⊗πn−1 θ
ρ
r1
, θη⊗nr2 = θ
η
r2
⊗π1 · · · ⊗πn−1 θ
η
r2
,
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which naturally extend on Fn(κ). We put
uρr1 =
∞∑
n=0
θρ⊗nr1 , u
η
r2
=
∞∑
n=0
θη⊗nr2 on Fκ = ⊕
∞
n=0Fn(κ)
for r1, r2 ∈ R/Z = T, where θ
ρ⊗n
r1
, θη⊗nr2 for n = 0 are defined by θ
ρ⊗0
r1
(b1 ⊕ b2) =
e2πir1b1 ⊕ b2, θ
η⊗0
r2
(b1 ⊕ b2) = b1 ⊕ e
2πir2b2. We note that u
ρ
r1
uηr2 = u
η
r2
uρr1 . Define
g(r1,r2) = Ad(u
ρ
r1
uηr2) on Fκ for (r1, r2) ∈ T
2.
The following lemma is straightforward.
Lemma 5.9. For w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση and (r1, r2) ∈ T
2, we have
g(r1,r2)(φ¯ρ(w)) = φ¯ρ(w), g(r1,r2)(φ¯η(z)) = φ¯η(z),
g(r1,r2)(sα) = e
2πir1sα, g(r1,r2)(ta) = e
2πir2ta.
It is easy to see that g(r1,r2)(KA(Fκ)) = KA(Fκ) so that g(r1,r2) defines an
automorphism on OHκ for (r1, r2) ∈ T
2, which is still denoted by g(r1,r2). The
automorphisms g(r1,r2), (r1, r2) ∈ T
2 define an action
g : (r1, r2) ∈ T
2 −→ g(r1,r2) ∈ Aut(OHκ)
of T2, called the gauge action on OHκ . Define a faithful conditional expectation
EHκ from OHκ onto the fixed point algebra (OHκ)
g by setting
EHκ(X) =
∫
(r1,r2)∈T2
g(r1,r2)(X) dr1dr2, X ∈ OHκ .
Then the following lemma holds. Its proof is routine.
Lemma 5.10. The fixed point algebra (OHκ)
g of OHκ under the action g of T
2
coincides with FHκ .
We will prove that the algebra OHκ has a universal property subject to the
relations (Hκ). Let us denote by O
uni
Hκ
the universal C∗-algebra generated by the
operators w ∈ Bρ, z ∈ Bη and partial isometries uα, α ∈ Σ
ρ, va, a ∈ Σ
η satisfying
the following operator relations:∑
β∈Σρ
uβu
∗
β+
∑
b∈Ση
vbv
∗
b = 1,
uαu
∗
αw = wuαu
∗
α, vav
∗
aw = wvav
∗
a,
uαu
∗
αz = zuαu
∗
α, vav
∗
az = zvav
∗
a,
ρ̂α(w) = u
∗
αwuα, η̂a(z) = v
∗
azva,
ρ̂ηα(z) = u
∗
αzuα, η̂
ρ
a(w) = v
∗
awva,
ιη(y) = ιρ(y)
for w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση, y ∈ A where ιη : A →֒ Bη and ιρ : A →֒
Bρ are natural embeddings. The above ten relations of operators are also called
the relations (Hκ). Denote by B
uni
κ the C
∗-subalgebra of OuniHκ generated by the
elements w ∈ Bρ and z ∈ Bη. We set for γ ∈ Σ
ρ ∪ Ση and x ∈ Buniκ
ρuniγ (x) = w
∗
γxwγ where wγ =
{
uα if γ = α ∈ Σ
ρ,
va if γ = a ∈ Σ
η.
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Since u∗αB
uni
κ uα ⊂ B
uni
κ and v
∗
aB
uni
κ va ⊂ B
uni
κ , we have
ρuniγ (B
uni
κ ) ⊂ B
uni
κ ,
so that we have a family of endomorphisms ρuniγ , γ ∈ Σ
ρ∪η on Buniκ . Similarly as in
the preceding lemma, we have
Lemma 5.11. The triplet (Buniκ , ρ
uni,Σρ∪η) is a C∗-symbolic dynamical system.
For n ∈ Z+, denote by F
uni
n the C
∗-subalgebra of OuniHκ generated by the opera-
tors wγ1···γnbw
∗
γ′
1
···γ′n
for b ∈ Buniκ and γ1 · · · γn ∈ Bn(Σ
ρ∪η) such that |γ1 · · · γn|ρ =
|γ′1 · · · γ
′
n|ρ and |γ1 · · · γn|η = |γ
′
1 · · · γ
′
n|η. Since
∑
γ∈Σρ∪η wγw
∗
γ = 1, and wγw
∗
γ
commutes with Buniκ , the equality
wγ1···γnbw
∗
γ′
1
···γ′n
=
∑
γn+1∈Σρ∪η
wγ1···γnwγn+1ρ
uni
γn+1
(b)w∗γn+1w
∗
γ′
1
···γ′n
gives rise to an embedding Funin →֒ F
uni
n+1, n ∈ Z+. Let F
uni
Hκ
be the C∗-subalgebra
of OuniHκ generated by ∪
∞
n=0F
uni
n . By the universality of the algebra O
uni
Hκ
subject
to the relations (Hκ), the correspondences for each (r1, r2) ∈ T
2
w ∈ OuniHκ −→ w ∈ O
uni
Hκ , z ∈ O
uni
Hκ −→ z ∈ O
uni
Hκ ,
uα ∈ O
uni
Hκ −→ e
2πir1uα ∈ O
uni
Hκ , va ∈ O
uni
Hκ −→ e
2πir2va ∈ O
uni
Hκ ,
give rise to an automorphism of OuniHκ , which we denote by g
uni
(r1,r2)
. Similarly to
the preceding discussions, guni yields an action of T2 on OuniHκ , called the gauge
action on OuniHκ . Define similarly to the preceding discussions a faithful conditional
expectation EuniHκ from O
uni
Hκ
onto the fixed point algebra (OuniHκ )
guni by setting
EuniHκ (X) =
∫
(r1,r2)∈T2
g(r1,r2)(X) dr1dr2, X ∈ O
uni
Hκ .
Similarly to the previous discussions, we have
Lemma 5.12. The fixed point algebra (OuniHκ )
guni of OuniHκ under the gauge action
guni of T2 coincides with FuniHκ .
By the universality of the algebra OuniHκ subject to the relations (Hκ), there exists
a surjective ∗-homomorphism Ψ : OuniHκ −→ OHκ satisfying
Ψ(w) = Φρ(w), Ψ(z) = Φη(z),
Ψ(uα) = Uα, Ψ(va) = Va
for w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση. We will prove that there exists a ∗-
homomorphism πκ : Bκ −→ B
uni
κ such that πκ(Φρ(w)) = w, πκ(Φη(z)) = z.
Lemma 5.13. For α ∈ Σρ, a ∈ Ση, we have
(i) The correspondence UαΦη(z)U
∗
α ∈ UαΦη(Bη)U
∗
α −→ uαzu
∗
α ∈ uαBηu
∗
α for
z ∈ Bη yields a ∗-homomorphism.
(ii) The correspondence VaΦρ(w)V
∗
a ∈ VaΦρ(Bρ)V
∗
a −→ vawv
∗
a ∈ vaBρv
∗
a for
w ∈ Bρ yields a ∗-homomorphism.
Proof. (i) As U∗αUα = Φη(ρα(1)) = Φη(Pα) and uαPα = uαρ̂α(1) = uα, the maps
Ad(U∗α) :UαΦη(z)U
∗
α ∈ UαΦη(Bη)U
∗
α −→ U
∗
αUαΦη(z)U
∗
αUα ∈ Φη(PαBηPα),
Ad(uα) :PαzPα ∈ PαBηPα(⊂ Bη) −→ uαzu
∗
α ∈ uαBηu
∗
α
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are ∗-homomorphisms. As Φη : Bη −→ Φη(Bη) is a ∗-isomorphism, the desired map
UαΦη(z)U
∗
α ∈ UαΦη(Bη)U
∗
α −→ uαzu
∗
α ∈ uαBηu
∗
α
for z ∈ Bη yields a ∗-homomorphism.
(ii) is similar to (i). 
Lemma 5.14.
(i) For α ∈ Σρ, the correspondence:
Φγ1(xj1)Φγ2(xj2 ) · · ·Φγn(xjn)UαU
∗
α ∈ BκUαU
∗
α −→ xj1xj2 · · ·xjnuαu
∗
α ∈ B
uni
κ uαu
∗
α
for xjk ∈ Bρ(γk = ρ) and xjk ∈ Bη(γk = η) gives rise to a ∗-homomorphism
from BκUαU
∗
α to B
uni
κ uαu
∗
α.
(ii) For a ∈ Ση, the correspondence:
Φγ1(xj1 )Φγ2(xj2) · · ·Φγn(xjn)VaV
∗
a ∈ BκVaV
∗
a −→ xj1xj2 · · ·xjnvav
∗
a ∈ B
uni
κ vav
∗
a
for xjk ∈ Bρ(γk = ρ) and xjk ∈ Bη(γk = η) gives rise to a ∗-homomorphism
from BκVaV
∗
a to B
uni
κ vav
∗
a.
Proof. (i) Since ρ̂α(w) ∈ A ⊂ Bη for w ∈ Bρ, we see Φρ(ρ̂α(w)) = Φη(ρ̂α(w)) so
that
U∗αΦρ(w)Uα = Φρ(ρ̂α(w)) = Φη(ρ̂α(w)), U
∗
αΦη(z)Uα = Φη(ρ̂
η
α(z))
for w ∈ Bρ, z ∈ Bη. For xjk ∈ Bη or ∈ Bρ, put
x̂jk :=
{
ρ̂α(xjk ) if xjk ∈ Bρ,
ρ̂ηα(xjk ) if xjk ∈ Bη.
We then have x̂jk ∈ Bη so that
Φγ1(xj1 )Φγ2(xj2 ) · · ·Φγn(xjn)UαU
∗
α
=UαU
∗
αΦγ1(xj1 )UαU
∗
αΦγ2(xj2 )UαU
∗
α · · ·UαU
∗
αΦγn(xjn)UαU
∗
α
=UαΦη(x̂j1 )Φη(x̂j2 ) · · ·Φη(x̂jn)U
∗
α
=UαΦη(x̂j1 x̂j2 · · · x̂jn)U
∗
α.
By the preceding lemma, the correspondence
UαΦη(x̂j1 x̂j2 · · · x̂jn)U
∗
α ∈ UαΦη(Bη)U
∗
α −→ uαx̂j1 x̂j2 · · · x̂jnu
∗
α ∈ uαBηu
∗
α
gives rise to a ∗-homomorphism from UαΦη(Bη)U
∗
α to uαBηu
∗
α. Since we have
uαx̂j1 x̂j2 · · · x̂jnu
∗
α = uαu
∗
αxj1uαu
∗
αxj2uαu
∗
α · · · uαu
∗
αxjnuαu
∗
α
= xj1xj2 · · ·xjnuαu
∗
α,
we have a desired ∗-homomorphism from BκUαU
∗
α to B
uni
κ uαu
∗
α.
(ii) is similar to (i). 
The above ∗-homomorphisms of (i) and of (ii) are denoted by
πα :Φγ1(xj1 )Φγ2(xj2 ) · · ·Φγn(xjn )UαU
∗
α ∈ BκUαU
∗
α −→ xj1xj2 · · ·xjnuαu
∗
α ∈ B
uni
κ uαu
∗
α
πa :Φγ1(xj1 )Φγ2(xj2 ) · · ·Φγn(xjn )VaV
∗
a ∈ BκVaV
∗
a −→ xj1xj2 · · ·xjnvav
∗
a ∈ B
uni
κ vav
∗
a
Lemma 5.15. There exists a ∗-homomorphism
πκ : Bκ −→ B
uni
κ
such that πκ(Φρ(w)) = w for w ∈ Bρ and πκ(Φη(z)) = z for z ∈ Bη.
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Proof. Since
∑
α∈Σρ UαU
∗
α+
∑
a∈Ση VaV
∗
a = 1 and
∑
α∈Σρ uαu
∗
α+
∑
a∈Ση vav
∗
a = 1
by putting
πκ(X) :=
∑
α∈Σρ
πα(XUαU
∗
α)uαu
∗
α +
∑
a∈Ση
πa(XVaV
∗
a )vav
∗
a
for X ∈ Bκ, we have a desired ∗-homomorphism from Bκ to B
uni
κ . 
We will consider the ∗-homomorphism Ψ : OuniHκ −→ OHκ again. By the above
discussions we have
Lemma 5.16. The restriction Ψ |Buniκ : B
uni
κ −→ Bκ of Ψ to the subalgebra B
uni
κ is
the inverse of πκ : Bκ −→ B
uni
κ . Hence Ψ |Buniκ : B
uni
κ −→ Bκ is a ∗-isomorphism.
Therefore we reach the main result of the paper:
Theorem 5.17. The C∗-algebra OHκ associated with the Hilbert C
∗-quad module
Hκ is canonically ∗-isomorphic to the universal C
∗-algebra OuniHκ generated by the
operators w ∈ Bρ, z ∈ Bη and partial isometries uα, α ∈ Σ
ρ, va, a ∈ Σ
η satisfying
the operator relations: ∑
β∈Σρ
uβu
∗
β+
∑
b∈Ση
vbv
∗
b = 1, (5.3)
uαu
∗
αw = wuαu
∗
α, vav
∗
aw = wvav
∗
a, (5.4)
uαu
∗
αz = zuαu
∗
α, vav
∗
az = zvav
∗
a, (5.5)
ρ̂α(w) = u
∗
αwuα, η̂a(z) = v
∗
azva, (5.6)
ρ̂ηα(z) = u
∗
αzuα, η̂
ρ
a(w) = v
∗
awva, (5.7)
ιη(y) = ιρ(y) (5.8)
for w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση, y ∈ A where ιρ : A →֒ Bρ and ιη : A →֒ Bη are
natural embeddings.
Proof. The triplets (Buniκ , ρ
uni,Σρ∪η) and (Bκ, ρ
κ,Σρ∪η) are both the C∗-symbolic
dynamical systems. As in the discussions of the proof of [22, Lemma 3.2], the above
lemma implies that the restriction Ψ |Funi
Hκ
: FuniHκ −→ FHκ of Ψ to the subalgebra
FuniHκ is a ∗-isomorphism. The diagram:
OuniHκ
Ψ
−−−−→ OHκ
Euni
Hκ
y yEHκ
FuniHκ −−−−→Ψ |
Funi
Hκ
FHκ
is commutative. Since the conditional expectation EuniHκ is faithful and the restriction
Ψ |Funi
Hκ
is ∗-isomorphic, one concludes that Ψ : OuniHκ −→ OHκ is a ∗-isomorphism
by a routine argument as in [5, 2.9.Proposition]. 
The above theorem implies the following: Suppose that there exist two families
of partial isometries uˆα, α ∈ Σ
ρ, vˆa, a ∈ Σ
η in a unital C∗-algebra D and two
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∗-homomorphisms πρ : Bρ −→ D, πη : Bη −→ D satisfying the relations:∑
β∈Σρ
uˆβuˆ
∗
β+
∑
b∈Ση
vˆbvˆ
∗
b = 1,
uˆαuˆ
∗
απρ(w) = πρ(w)uˆαuˆ
∗
α, vˆavˆ
∗
aπρ(w) = πρ(w)vˆavˆ
∗
a,
uˆαuˆ
∗
απη(z) = πη(z)uˆαuˆ
∗
α, vˆavˆ
∗
aπη(z) = πη(z)vˆavˆ
∗
a,
πρ(ρ̂α(w)) = uˆ
∗
απρ(w)uˆα, πη(η̂a(z)) = vˆ
∗
aπρ(z)vˆa,
πη(ρ̂
η
α(z)) = uˆ
∗
απη(z)uˆα, πρ(η̂
ρ
a(w)) = vˆ
∗
aπρ(w)vˆa,
πρ(y) = πη(y)
for w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση, y ∈ A. Then there exists a ∗-homomorphism π
from OHκ onto the C
∗-algebra generated by πρ(w), πη(z), uˆα, vˆa such that π(w) =
πρ(w), π(z) = πη(z), π(Uα) = uˆα, π(Va) = vˆa for w ∈ Bρ, z ∈ Bη, α ∈ Σ
ρ, a ∈ Ση.
The notions of condition (I) and irreducibility for C∗-symbolic dynamical systems
have been defined in [21](cf. [22]). The former guarantees a uniqueness of the
resulting C∗-algebras under operator relations among generators. The latter does
a simplicity of them.
Definition. We say that Hκ satisfies condition (I) if the C
∗-symbolic dynamical
system (Bκ, ρ
κ,Σρ∪η) satisfies condition (I). We also say that Hκ is irreducible if
the C∗-symbolic dynamical system (Bκ, ρ
κ,Σρ∪η) is irreducible.
Corollary 5.18. Suppose that A is commutative.
(i) If Hκ satisfies condition (I), then the C
∗-algebra OHκ is the unique C
∗-
algebra subject to the relations (Hκ).
(ii) If in adittion Hκ is irreducible, the C
∗-algebra OHκ is simple.
In the rest of this section, we will consider a C∗-subalgebra of OHκ generated by
Uα, Va for α ∈ Σ
ρ, a ∈ Ση and elements Φρ(x),Φη(x) for x ∈ A. The subalgebra is
denoted by OA,κ. Since the operators φ¯ρ(x) and φ¯η(x) for x ∈ A are different only
on F0(κ), we have Φρ(x) = Φη(x) for x ∈ A, which we denote by Φ(x). Hence the
following relations hold: ∑
β∈Σρ
UβU
∗
β +
∑
b∈Ση
VbV
∗
b = 1, (5.9)
UαU
∗
αΦ(x) = Φ(x)UαU
∗
α, VaV
∗
a Φ(x) = Φ(x)VaV
∗
a , (5.10)
U∗αΦ(x)Uα = Φ(ρα(x)), V
∗
a Φ(x)Va = Φ(ηa(x)) (5.11)
for x ∈ A, α ∈ Σρ, a ∈ Ση. For ω = (α, b, a, β) ∈ Σκ, define the operators in OA,κ
by
Cω =VaUβV
∗
b U
∗
α, (5.12)
Pr,ω = VaUβU
∗
βV
∗
a , Ps,ω = UαVbV
∗
b U
∗
α. (5.13)
Lemma 5.19. For ω = (α, b, a, β) ∈ Σκ, we have
(i) Cω is a partial isometry in OHκ satisfying
CωΦ(x) =Φ(x)Cω , x ∈ A, (5.14)
VaUβ = CωUαVb, UαVb = C
∗
ωVaUβ . (5.15)
(ii) Pr,ω, Ps,ω are projections satisfying
Pr,ω = CωC
∗
ω, Ps,ω = C
∗
ωCω . (5.16)
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(iii) Cω 6∈ Bκ.
Proof. (i) By (5.10) and (5.11), we have for x ∈ A,
CωΦ(x) =VaUβV
∗
b Φ(ρα(x))U
∗
α = VaUβΦ(ηb(ρα(x))V
∗
b U
∗
α
Φ(x)Cω =VaΦ(ηa(x))UβV
∗
b U
∗
α = VaUβΦ(ρβ(ηa(x))V
∗
b U
∗
α.
By (1.1), we have (5.14). We also have
CωUαVb = VaUβΦ(ηb(ρα(1))) = VaUβΦ(ρβ(ηa(1))) = VaUβU
∗
βV
∗
a VaUβ = VaUβ
and similarly C∗ωVaUβ = UαVb.
(ii) The equaltions (5.16) are straightforward.
(iii) Suppose that Cω ∈ Bκ. Since UαU
∗
α commutes with Φρ(w),Φη(z) for w ∈
Bρ, z ∈ Bη, it commutes with Bκ and hence with Cω. Hence we have
VaUβ = CωUαVb = UαU
∗
αCωUαVb.
As VaV
∗
a UαU
∗
α = 0, one has VaUβ = 0. Since Φ(ρβ(ηa(y))) = U
∗
βV
∗
a yVaUβ = 0, one
has ρβ(ηa(y)) = 0 for all y ∈ A, a contradiction. 
For the two C∗-symbolic dynamical systems (A, ρ,Σρ) and (A, η,Ση) in the C∗-
textile dynamical system (A, ρ, η,Σρ,Ση, κ), we define their union (A, ρ ∪ η,Σρ∪η)
as the following way, where Σρ∪η = Σρ∪Ση. For γ ∈ Σρ∪η, define an endomorphism
(ρ ∪ η)γ on A by setting
(ρ ∪ η)γ =
{
ργ if γ ∈ Σ
ρ,
ηγ if γ ∈ Σ
η.
It is easy to see that the triplet (A, ρ∪η,Σρ∪η) is a C∗-symbolic dynamical system.
Hence we have a C∗-algebra Oρ∪η from (A, ρ∪ η,Σ
ρ∪η). Denote by Sα, α ∈ Σ
ρ and
Sa, a ∈ Σ
η its generating partial isometries satisfying the relations:∑
β∈Σρ
SβS
∗
β +
∑
b∈Ση
SbS
∗
b = 1, (5.17)
SαS
∗
αx = xSαS
∗
α, SaS
∗
ax = xSaS
∗
a, (5.18)
S
∗
αxSα = ρα(x), S
∗
axSa = ηa(x) (5.19)
for x ∈ A, α ∈ Σρ, a ∈ Ση. Then we have
Proposition 5.20. (i) The correspondence:
Sα ←→ Uα Sa ←→ Va, x←→ Φ(x)
for α ∈ Σρ, a ∈ Ση, x ∈ A yield a ∗-isomorphism between the C∗-algebras
Oρ∪η and OA,κ. Therefore we have
OA,κ ∼= Oρ∪η, (5.20)
(ii) Hence the C∗-algebra OA,κ is realized as the universal C
∗-algebra generated
by partial isometries Uα, Va for α ∈ Σ
ρ, a ∈ Ση and elements x ∈ A subject
to the relations: ∑
β∈Σρ
UβU
∗
β+
∑
b∈Ση
VbV
∗
b = 1,
UαU
∗
αΦ(x) = Φ(x)UαU
∗
α, VaV
∗
a Φ(x) = Φ(x)VaV
∗
a ,
U∗αΦ(x)Uα = Φ(ρα(x)), V
∗
a Φ(x)Va = Φ(ηa(x)).
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Proof. By the universality of the algebra Oρ∪η subject to the relation (5.17), (5.18),
(5.19), the correspondences
Sα −→ Uα Sa −→ Va, x −→ Φ(x)
for α ∈ Σρ, a ∈ Ση, x ∈ A yield a ∗-homomorphism from Oρ∪η to OA,κ which we
denote by Ψ. Since the action g(r1,r2), (r1, r2) ∈ T
2 preserves OA,κ, the automor-
phisms g(t,t) for t ∈ T give rise to an action on OA,κ which we denote by g
A
t . It
satisfies
gAt (Φ(x)) = Φ(x), g
A
t (Uα) = e
2πitUα, g
A
t (Va) = e
2πitVa
for α ∈ Σρ, a ∈ Ση, x ∈ A and t ∈ T. Let gˆ be the gauge action on Oρ∪η which
satisfies
gˆt(x) = x, gˆt(Sα) = e
2πit
Sα, gˆt(Sa) = e
2πit
Sa
for α ∈ Σρ, a ∈ Ση, x ∈ A and t ∈ T. Hence we have
Ψ ◦ gˆt = g
A
t ◦Ψ for t ∈ T.
Let (OA,κ)
gA be the fixed point algebra of OA,κ under the action g
A. Denote by
EA : OA,κ −→ (OA,κ)
gA the conditional expectation defined by the formula:
EA(X) =
∫
T
gAt (X) dt for X ∈ OA,κ.
Denote by Eρ∪η : Oρ∪η −→ (Oρ∪η)
gˆ the conditional expectation similarly defined
to the above by the gauge action gˆ. Since we have
Ψ ◦ Eρ∪η = EA ◦Ψ
and Eρ∪η is faithful, by a routine argument as in [5, 2.9.Proposition], one concludes
that Ψ is injective and hence ∗-isomorphic. 
6. Relation between OHκ and O
κ
ρ,η
For a C∗-textile dynamical system (A, ρ, η,Σρ,Ση, κ), the author has introduced
a C∗-algebraOκρ,η in [23]. It is realized as the universal C
∗-algebra C∗(x, Sα, Ta;x ∈
A, α ∈ Σρ, a ∈ Ση) generated by x ∈ A and two families of partial isometries
Sα, α ∈ Σ
ρ, Ta, a ∈ Σ
η subject to the relations (1.2), (1.3) and (1.4) that are called
the relations (ρ, η;κ). In this section we will describe a relationship between the
two algebras OHκ and O
κ
ρ,η. As both of the C
∗-algebras Oρ and Oη are naturally
regarded as C∗-subalgebras of Oκρ,η, the algebras Bρ and Bη may be realized as the
C∗-subalgebra of Oκρ,η generated by SαxS
∗
α for x ∈ A, α ∈ Σ
ρ and that of Oκρ,η
generated by TaxT
∗
a for x ∈ A, a ∈ Σ
η respectively.
Lemma 6.1. Let Sα, α ∈ Σ
ρ and Ta, a ∈ Σ
η be partial isometries in the algebra
Oκρ,η satisfying the relations (1.2), (1.3) and (1.4).
(i) For α ∈ Σρ and z =
∑
b∈Ση TbzbT
∗
b ∈ Bη as in (2.3),
S∗αzSα =
∑
b,a,β
(α,b,a,β)∈Σκ
Tbρβ(za)T
∗
b = ρ̂
η
α(z). (6.1)
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(ii) For a ∈ Ση and w =
∑
β∈Σρ SβwβS
∗
β ∈ Bρ as in (2.2),
T ∗awTa =
∑
α,b,β
(α,b,a,β)∈Σκ
Sβηb(wα)S
∗
β = η̂
ρ
a(w). (6.2)
Proof. (i) By [23, Lemma 4.2] the following formulae hold for α ∈ Σρ, a ∈ Ση,
T ∗aSα =
∑
b,β
κ(α,b)=(a,β)
Sβηb(ρα(1))T
∗
b , S
∗
αTa =
∑
b,β
κ(α,b)=(a,β)
Tbρβ(ηa(1))S
∗
β .
It then follows that
S∗αzSα =
∑
a∈Ση
S∗αTazaT
∗
aSα
=
∑
a∈Ση
∑
b,β
κ(α,b)=(a,β)
Tbρβ(Qa)S
∗
βza
∑
b′,β′
κ(α,b′)=(a,β′)
Sβ′ρβ′(Qa)T
∗
b′
=
∑
b,a,β
(α,b,a,β)∈Σκ
Tbρβ(QazaQa)T
∗
b = ρ̂
η
α(z).
(ii) is similar to (i). 
Let us denote by S1, S2 isometries satisfying S1S
∗
1 + S2S
∗
2 = 1. The C
∗-algebra
generated by them is the Cuntz algebra O2 of order 2. In the tensor product
C∗-algebra Oκρ,η ⊗O2, we put
ûα = Sα ⊗ S1 for α ∈ Σ
ρ, v̂a = Ta ⊗ S2 for a ∈ Σ
η,
πρ(w) = w ⊗ 1 for w ∈ Bρ, πη(z) = z ⊗ 1 for z ∈ Bη.
By the above lemma, the following lemma is straightforward.
Lemma 6.2. The operators ûα, v̂a for α ∈ Σ
ρ, a ∈ Ση and πρ(w), πη(z) for w ∈
Bρ, z ∈ Bη satisfy the relations (Hκ).
We thus have
Theorem 6.3. Assume that (A, ρ, η,Σρ,Ση, κ) satisfies condition (I). Then the
correspondences
Uα ∈ OHκ −→ Sα ⊗ S1 ∈ O
κ
ρ,η ⊗O2,
Va ∈ OHκ −→ Ta ⊗ S2 ∈ O
κ
ρ,η ⊗O2,
w ∈ Bρ −→ w ⊗ 1 ∈ O
κ
ρ,η ⊗O2,
z ∈ Bη −→ z ⊗ 1 ∈ O
κ
ρ,η ⊗O2
for α ∈ Σρ, a ∈ Ση give rise to a ∗-isomorphism from OHκ to the C
∗-subalgebra of
Oκρ,η ⊗O2 genarated by the partial isometries Sα ⊗ S1, Ta ⊗ S2 for α ∈ Σ
ρ, a ∈ Ση
and the elements w ⊗ 1, z ⊗ 1 for w ∈ Bρ, z ∈ Bη. That is
OHκ
∼= C∗(Sα ⊗ S1, Ta ⊗ S2, w ⊗ 1, z ⊗ 1 : α ∈ Σ
ρ, a ∈ Ση, w ∈ Bρ, z ∈ Bη).
We will present an example. Let α, β be automorphisms of a unital commutative
C∗-algebra A. Put Σρ = {α},Ση = {β} and define ρα = α, ηβ = β. We have two
C∗-symbolic dynamical systems (A,α, {α}), (A,β, {β}). Assume that α◦β = β◦α.
Put Σαβ = {(α,β)},Σβα = {(β,α)}. The specification κ : Σαβ −→ Σβα is
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unique and satisfies κ(α,β) = (β,α). We have a C∗-textile dynamical system
(A,α,β, {α}, {β}, κ). We denote by Hα,βκ the associated Hilbert C
∗-quad module.
Since Σκ = {(α,β,β,α)} a singleton and Eω = β(α(1)) = 1 so that H
α,β
κ = A.
As α ◦ β = β ◦ α, they induce an action of Z2 on A. By the universality subject
to the relations (1.2), (1.3) and (1.4), one easily sees that the algebra Oκρ,η for the
C∗-textile dynamical system (A,α,β, {α}, {β}, κ) is ∗-isomorphic to the crossed
product A×α,β Z
2. Take implementing unitaries U, V in A×α,β Z
2 for the action
such that
α(x) = U∗xU, β(x) = V ∗xV for x ∈ A.
Since both U, V are unitaries, we have α−1(x) = UxU∗,β−1(x) = V xV ∗ for x ∈ A
which belong to A. Hence we have
Bα = C
∗(UxU∗ | x ∈ A) = A, Bβ = C
∗(V xV ∗ | x ∈ A) = A.
For w ∈ Bα, z ∈ Bβ we have
w = Uα(w)U∗, z = Vα(z)V ∗.
We will write down the Hilbert C∗-quad module structure for Hα,βκ = A defined in
Section 3. For ξ = x, ξ′ = x′ ∈ Hα,βκ = A, y ∈ A, w ∈ Bα = A, z ∈ Bβ = A,
0. The right A-module and the right A-valued inner product 〈· | ·〉A:
ξϕA(y) = xy for y ∈ A, 〈ξ | ξ
′〉A = x
∗x′.
1. The right action of Bα and the right action of Bβ:
ξϕα(w) = xα(w), ξϕα(z) = xβ(z).
2. The right Bα-valued inner product and the right Bβ-valued inner product:
〈ξ | ξ′〉α = Ux
∗x′U∗ = α−1(x∗x′), 〈ξ | ξ′〉β = V x
∗x′V ∗ = β−1(x∗x′).
3. The left action of Bα and the left action of Bβ:
φα(w)ξ = β(α(w))x, φβ(z)ξ = α(β(z))x.
We then have
ρ̂α(w) = α(w), η̂β(z) = β(z) for w ∈ Bα = A, z ∈ Bβ = A.
For the ∗-homomorphisms ρ̂ηα : Bβ −→ Bβ and η̂
ρ
β : Bα −→ Bα, we have for z ∈ Bβ,
ρ̂ηα(z) = Vα(za)V
∗ = Vα(V ∗zV )V ∗ = β−1(α(β(z))) = α(z)
and similarly η̂ρβ(w) = β(w) for w ∈ Bα. Hence the C
∗-algebra OHα,βκ defined by
the Hilbert C∗-quad module Hα,βκ is the universal C
∗-algebra generated by two
isometries u, v and elements x ∈ A subject to the relations
uu∗+vv∗ = 1,
uu∗x = xuu∗, vv∗x = xvv∗,
α(x) = u∗xu, β(x) = v∗xv
for x ∈ A. By the universality of the algebra OHα,βκ the correspondence
u ∈ OHα,βκ −→ û = U ⊗ S1 ∈ A×α,β Z
2 ⊗O2,
v ∈ OHα,βκ −→ v̂ = V ⊗ S2 ∈ A×α,β Z
2 ⊗O2,
x ∈ A −→ x̂ = x⊗ 1 ∈ A×α,β Z
2 ⊗O2
36
gives rise to a ∗-homomorphism. If in particular, the action (n,m) ∈ Z2 −→
αn ◦βm ∈ Aut(A) is outer, (A,α,β, {α}, {β}, κ) satisfies condition (I) so that the
above correspondence gives rise to a ∗-isomorphism, that is
OHα,βκ
∼= C∗(U ⊗ S1, V ⊗ S2, x | x ∈ A) ⊂ A×α,β Z
2 ⊗O2.
7. Textile systems of commuting matrices
We will study C∗-algebras associated with the Hilbert C∗-quad modules defined
by textile systems of commuting matrices (cf. [25]). Let A be an N×N matrix with
entries in nonnegative integers. We may consider a directed graph GA = (V,EA)
with vertex set V = {v1, . . . , vN} and edge set EA consisting of A(i, j) edges from
the vertex vi to the vertex vj . Denote by Σ
A = EA. Let A be the N -dimensional
commutative C∗-algebra CN with minimal projections E1, . . . , EN such that
A = CE1 ⊕ · · · ⊕ CEN .
We set for α ∈ ΣA, i, j = 1, . . . , N
Â(i, α, j) =
{
1 if s(α) = vi, r(α) = vj ,
0 otherwise
where s(α), r(α) mean the source vertex , the range vertex of an edge α respectively.
We define an endomorphism ρAα on A for α ∈ Σ
A:
ρAα (Ei) =
N∑
j=1
Â(i, α, j)Ej , i = 1, . . . , N.
Then we have a C∗-symbolic dynamical system (A, ρA,ΣA). Let B be another
N ×N matrix with entries in nonnegative integers such that
AB = BA. (7.1)
Consider the associated directed graph GB = (V,EB) and the C
∗-symbolic dy-
namical system (A, ρB,ΣB) for B. Let Sα, α ∈ EA, Ta, a ∈ EB be the generating
partial isometries of the associated C∗-algebras OρA and OρB respectively. They
satisfy the relations:∑
β∈EA
SβS
∗
β = 1, xSαS
∗
α = SαS
∗
αx, S
∗
αxSα = ρ
A
α (x),∑
b∈EB
TbT
∗
b = 1, xTaT
∗
a = TaT
∗
ax, T
∗
axTa = ρ
B
a (x),
for all x ∈ A and α ∈ EA, a ∈ EB respectively. The C
∗-algebras OρA and OρB are
isomorphic to the Cuntz-Krieger algebrasO
Â
and O
B̂
respectively. Put subalgebras
BA = C
∗(SαEiS
∗
α : α ∈ EA, i = 1, . . . , N) ⊂ OρA ,
BB = C
∗(TaEiT
∗
a : a ∈ EB , i = 1, . . . , N) ⊂ OρB .
Since SαEiS
∗
α 6= 0 if and only if S
∗
αSα = Ei, which is equivalent to r(α) = vi. Hence
BA is of |EA|-dimension, and similarly BB is of |EB |-dimension. By the identities
Ei =
∑
α∈EA
Sαρ
A
α (Ei)S
∗
α =
∑
α∈EA
N∑
j=1
Â(i, α, j)SαEjS
∗
α, i = 1, . . . , N,
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Ei belongs to BA so that A ⊂ BA and similarly A ⊂ BB. The equality (7.1) implies
that the cardinal numbers of the sets of the pairs of directed edges
ΣAB(i,j) = {(α, b) ∈ EA × EB | s(α) = vi, r(α) = s(b), r(b) = vj},
ΣBA(i,j) = {(a, β) ∈ EB × EA | s(a) = vi, r(a) = s(β), r(β) = vj}
coincide with each other for each vi and vj , so that one may take a bijection
κ : ΣAB = ∪Ni,j=1Σ
AB
(i,j) −→ Σ
BA = ∪Ni,j=1Σ
BA
(i,j) such that
s(α) = s(a), r(b) = r(β) if κ(α, b) = (a, β).
We then have
Lemma 7.1. For (α, b) ∈ ΣAB, (a, β) ∈ ΣBA with κ(α, b) = (a, β), we have
ρBb ◦ ρ
A
α (Ei) = ρ
A
β ◦ ρ
B
a (Ei), i = 1, . . . , N.
Proof. We have for i, k = 1, . . . , N
ρBb ◦ ρ
A
α (Ei)Ek =
N∑
j=1
Â(i, α, j)ρBb (Ej)Ek =
N∑
j=1
Â(i, α, j)B̂(j, b, k)Ek.
Hence ρBb ◦ρ
A
α (Ei)Ek = Ek if and only if vi = s(α), r(α) = s(b), r(b) = vk. Similarly
for (a, β) ∈ ΣBA, we have ρAβ ◦ ρ
B
a (Ei)Ek = Ek if and only if vi = s(a), r(a) =
s(β), r(β) = vk. The condition κ(α, b) = (a, β) implies r(α) = s(b), r(a) =
s(β), s(α) = s(a), r(b) = r(β). Therefore
ρBb ◦ ρ
A
α (Ei)Ek = ρ
A
β ◦ ρ
B
a (Ei)Ek for i, k = 1, . . . , N
and hence ρBb ◦ ρ
A
α = ρ
A
β ◦ ρ
B
a if κ(α, b) = (a, β). 
We thus have a C∗-textile dynamical system
(A, ρA, ρB, EA, EB, κ).
We set
Eκ = {(α, b, a, β) ∈ EA × EB × EB × EA|κ(α, b) = (a, β)}.
For a ∈ EB and α ∈ EA, we will describe the ∗-homomorphisms
η̂ρa : BρA(= BA) −→ BρA(= BA) and ρ̂
η
α : BρB (= BB) −→ BρB (= BB)
which will be denoted by ρ̂Aa and by ρ̂
B
α respectively. We set
EAB = Σ
AB, EBA = Σ
BA.
For (a, β) ∈ EBA there uniquely exists (α, b) ∈ EAB such that κ(α, b) = (a, β). We
then define a map for a ∈ EB
κa : β ∈ {β ∈ EA|(a, β) ∈ EBA} −→ α ∈ {α ∈ EA|κ(α, b) = (a, β) for some b ∈ EB}.
Similarly, we then define a map for α ∈ EA
κα : b ∈ {b ∈ EB|(α, b) ∈ EAB} −→ a ∈ {a ∈ EB |κ(α, b) = (a, β) for some β ∈ EA}.
We write the projection Ei also as Evi . Hence w ∈ BA, z ∈ BB are uniquely written
as w =
∑
α∈EA
w(α)SαEr(α)S
∗
α, z =
∑
a∈EB
z(a)TaEr(a)T
∗
a for w(α), z(a) ∈ C.
Lemma 7.2. Keep the above notations. We have
ρ̂Aa (w) =
∑
β∈EA
w(κa(β))SβEr(β)S
∗
β , ρ̂
B
α (z) =
∑
f∈EB
z(κα(b))TbEr(b)T
∗
b .
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Proof. We have
ρ̂Aa (w) =
∑
β,b,α
(α,b,a,β)∈Eκ
Sβρ
B
b (w(α)Er(α))S
∗
β =
∑
β,b,α
(α,b,a,β)∈Eκ
w(α)SβT
∗
b Er(α)TbS
∗
β .
Since T ∗b Er(α)Tb = Er(b) = Er(β) and α = κa(β), we see
ρ̂Aa (w) =
∑
β∈EA
w(κa(β))SβEr(β)S
∗
β .
We similarly have
ρ̂Bα (z) =
∑
b,a,β
(α,b,a,β)∈Eκ
Tbρ
A
β (z(a)Er(a))T
∗
b =
∑
b,a,β
(α,b,a,β)∈Eκ
z(a)TbS
∗
βEr(β)S
∗
βT
∗
b .
Since S∗βEr(a)S
∗
β = Er(β) = Er(b) and a = κα(b), we see
ρ̂Bα (z) =
∑
b∈EB
w(κα(b))TbEr(b)T
∗
b .

For ω = (α, b, a, β) ∈ Eκ, put v(ω) = r(b)(= r(β)) ∈ V and
Eω = Ev(ω)(= ρ
B
b (ρ
A
α (1)) = ρ
A
β (ρ
B
a (1))).
Then the Hilbert C∗-quad module Hκ is written as H
A,B
κ and regarded as
HA,Bκ =
∑
ω∈Eκ
⊕
CEω.
For ξ =
∑
ω∈Eκ
⊕ξ(ω)Ev(ω), ξ
′ =
∑
ω∈Eκ
⊕ξ′(ω)Ev(ω) ∈ H
A,B
κ and y =
∑
v∈V y(v)Ev ∈
A with ξ(ω), ξ′(ω) and y(v) ∈ C, we see
0. The right A-module structure and the right A-valued inner product are
written as follows:
ξϕA(y) =
∑
ω∈Eκ
⊕ξ(ω)Ev(ω)y(v(ω)), 〈ξ|ξ
′〉A =
∑
ω∈Eκ
ξ(ω)ξ′(ω)Ev(ω).
Furthermore for w =
∑
α∈EA
w(α)SαEr(α)S
∗
α, z =
∑
a∈EB
z(a)TaEr(a)T
∗
a with
w(α), z(a) ∈ C,
1. The right BA-action ϕA and the right BB-action ϕB are written as follows:
ξϕA(w) =
∑
ω∈Eκ
⊕ξ(ω)Ev(ω)ϕA(w) =
∑
ω∈Eκ
⊕ξ(ω)w(b(ω))Ev(ω),
ξϕB(z) =
∑
ω∈Eκ
⊕ξ(ω)Ev(ω)ϕB(z) =
∑
ω∈Eκ
⊕ξ(ω)z(r(ω))Ev(ω).
2. The left BA-action φA and the left BB-action φB are written as follows:
φA(w)ξ =
∑
ω∈Eκ
⊕ξ(ω)Ev(ω)φA(w)
=
∑
ω∈Eκ
⊕ξ(ω)Ev(ω)ρ
B
r(ω)(w(t(ω))Er(t(ω)))
=
∑
ω∈Eκ
⊕ξ(ω)w(t(ω))Ev(ω)ρ
B
r(ω)(Er(t(ω))).
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As ρBr(ω)(Er(t(ω))) = Ev(ω), we have
φA(w)ξ =
∑
ω∈Eκ
⊕ξ(ω)w(t(ω))Ev(ω).
We also have
φB(z)ξ =
∑
ω∈Eκ
⊕ξ(ω)Ev(ω)φB(z)
=
∑
ω∈Eκ
⊕ξ(ω)Ev(ω)ρ
A
b(ω)(z(l(ω))Er(l(ω)))
=
∑
ω∈Eκ
⊕ξ(ω)z(l(ω))Ev(ω)ρ
A
b(ω)(Er(l(ω))).
As ρAb(ω)(Er(l(ω))) = Ev(ω), we have
φB(z)ξ =
∑
ω∈Eκ
⊕ξ(ω)z(l(ω))Ev(ω).
3. The right BA-valued inner product 〈·|·〉A and the right BB-valued inner prod-
uct 〈·|·〉B are written as follows:
〈ξ|ξ′〉A =
∑
ω∈Eκ
Sb(ω)ξ(ω)Ev(ω)ξ
′(ω)S∗b(ω),
〈ξ|ξ′〉B =
∑
ω∈Eκ
Tr(ω)ξ(ω)Ev(ω)ξ
′(ω)T ∗r(ω).
As Ev(ω) = S
∗
b(ω)Sb(ω) = T
∗
r(ω)Tr(ω), we have
〈ξ|ξ′〉A =
∑
ω∈Eκ
ξ(ω)ξ′(ω)Sb(ω)S
∗
b(ω), 〈ξ|ξ
′〉B =
∑
ω∈Eκ
ξ(ω)ξ′(ω)Tr(ω)T
∗
r(ω).
4. The positive maps λA : BA −→ A and λB : BB −→ A are written as follows:
λA(w) =
∑
α∈EA
w(α)Er(α), λB(z) =
∑
a∈EB
z(a)Er(a).
Hence we have
λA(〈ξ|ξ
′〉A) = 〈ξ|ξ
′〉A, λB(〈ξ|ξ
′〉B) = 〈ξ|ξ
′〉A.
Put pα = SαEr(α)S
∗
α for α ∈ EA and qa = TaEr(a)T
∗
a for a ∈ EB . Hence
BA =
∑
α∈EA
Cpα, BB =
∑
a∈EB
Cqa.
By Lemma 7.2, we have
ρ̂Aa (w) =
∑
β∈EA
w(κa(β))pβ for w =
∑
α∈EA
w(α)pα ∈ BA, (7.2)
ρ̂Bα (z) =
∑
b∈EB
z(κα(b))qb for z =
∑
a∈EB
z(a)qa ∈ BB. (7.3)
We define κB : EA × EB × EA −→ {0, 1} and κA : EB × EA × EB −→ {0, 1} by
κB(α, a, β) =
{
1 if κa(β) = α,
0 otherwise
and κA(a, α, b) =
{
1 if κα(b) = a,
0 otherwise.
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We identify the C∗-algebra OHA,Bκ with the universal C
∗-algebra subject to the
relation (HA,Bκ ), and denote the generating partial isometries by uα, α ∈ EA and
va, a ∈ EB. Since ρ̂
A
a (w) = v
∗
awva and ρ̂
B
α (z) = u
∗
αzuα with (7.2) and (7.3), we
have
Lemma 7.3.
v
∗
apαva =
∑
β∈EA
κB(α, a, β)pβ , u
∗
αqauα =
∑
b∈EB
κA(a, α, b)qb.
Define |EA|×|EA|-matrix A
E = [AE(α, β)]α,β∈EA and |EB|×|EB |-matrix B
E =
[BE(a, b)]a,b∈EB by
AE(α, β) =
{
1 if r(α) = s(β),
0 if r(α) 6= s(β),
BE(a, b) =
{
1 if r(a) = s(b),
0 if r(a) 6= s(b)
respectively. We then have for δ ∈ EA,
Er(δ) =
∑
β∈EA
Sβρ
A
β (Er(δ))S
∗
β =
∑
β∈EA
SβÂ(r(δ), β, r(β))Er(β)S
∗
β =
∑
β∈EA
AE(δ, β)pβ
and similarly for d ∈ EB
Er(d) =
∑
b∈EB
BE(d, b)qb.
Since we know that
ρ̂Bα (pδ) =
{
Er(δ) if δ = α,
0 otherwise ,
ρ̂Aa (qd) =
{
Er(d) if d = a,
0 otherwise
and
∑
δ∈EA
pδ =
∑
d∈EB
qd = 1, we have
u
∗
αuα =
∑
β∈EA
AE(α, β)pβ , v
∗
ava =
∑
b∈EB
BE(a, b)qb.
Therefore we have
Proposition 7.4. The C∗-algebra OHA,Bκ is ∗-isomorphic to the universal C
∗-
algebra generated by two families of projections {pα}α∈EA , {qa}a∈EB and two fam-
ilies of partial isometries {uα}α∈EA , {va}a∈EB subject to the relations:∑
β∈EA
pβ =
∑
b∈EB
qb =
∑
β∈EA
uβu
∗
β +
∑
b∈EB
vbv
∗
b = 1, (7.4)
uαu
∗
αpα = uαu
∗
α, vav
∗
aqa = vav
∗
a, (7.5)
uαu
∗
αqa = qauαu
∗
α, vav
∗
apα = pαvav
∗
a, (7.6)
u
∗
αuα =
∑
β∈EA
AE(α, β)pβ , v
∗
ava =
∑
b∈EB
BE(a, b)qb, (7.7)
u
∗
αqauα =
∑
b∈EB
κA(a, α, b)qb, v
∗
apαva =
∑
β∈EA
κB(α, a, β)pβ (7.8)
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for α ∈ EA and a ∈ EB where
κA(a, α, b) =
{
1 if κ(α, b) = (a, β) for some β ∈ EA,
0 otherwise,
κB(α, a, β) =
{
1 if κ(α, b) = (a, β) for some b ∈ EB,
0 otherwise.
Proof. The relations (7.4), (7.5) and (7.7) imply
u
∗
αpδuα =
{∑
β∈EA
AE(α, β)pβ if δ = α,
0 otherwise
and
v
∗
aqdva =
{∑
b∈EB
BE(a, b)qb if d = a,
0 otherwise.
The above two relations are equivalent to (5.5) and (5.6). Since the two C∗-algebras
BA and BB are generated by the projections {pα}α∈EA and {qa}a∈EB respectively,
we see that the relations (7.4), (7.5), (7.6), (7.7) and (7.8) are equivalent to the
relations (HA,Bκ ). 
We will further study the above operator relations.
Lemma 7.5. pα commutes with qa for all α ∈ EA, a ∈ EB.
Proof. For α ∈ EA, a ∈ EB, by (7.4), we have
pα =
∑
β∈EA
uβu
∗
βpα +
∑
b∈EB
vbv
∗
bpα
By (7.5), we have
uβu
∗
βpα =
{
uαu
∗
α if α = β,
0 if α 6= β,
qavbv
∗
b =
{
vav
∗
a if a = b,
0 if a 6= b
so that pα = uαu
∗
α +
∑
b∈EB
vbv
∗
bpα and hence qapα = qauαu
∗
α + vav
∗
apα. Since qa
commutes with uαu
∗
α and pα commutes with vav
∗
a, we have
qapα = uαu
∗
αqa + pαvav
∗
a, (7.9)
which is symmetrically equal to pαqa. 
Put for α, β ∈ EA and a, b ∈ EB
κAB(α, b) =
{
1 if r(α) = s(b),
0 otherwise,
κBA(a, β) =
{
1 if r(a) = s(β),
0 otherwise.
Lemma 7.6. For α ∈ EA, a ∈ EB, we have
u
∗
αuα =
∑
b∈EB
κAB(α, b)qb, v
∗
ava =
∑
β∈EA
κBA(a, β)pβ .
Proof. By (7.4) and (7.8) and the equality
∑
a∈EB
κA(a, α, b) = κAB(α, b), we have
u
∗
αuα =
∑
a∈EB
u
∗
αqauα =
∑
a∈EB
∑
b∈EB
κA(a, α, b)qb =
∑
b∈EB
κAB(α, b)qb.
The equality for v∗ava is similarly shown. 
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Lemma 7.7. For α ∈ EA, a ∈ EB, if r(α) = r(a), then u
∗
αuα = v
∗
ava.
Proof. The condition r(α) = r(a) implies
∑
b∈EB
κAB(α, b)qb =
∑
b∈EB
BE(a, b)qb.
By the equality for u∗αuα in the preceding lemma and the equality for v
∗
ava in (7.7),
we have u∗αuα = v
∗
ava. 
Put
Ωκ = {(α, a) ∈ EA × EB |s(α) = s(a), κ(α, b) = (a, β) for some β ∈ EA, b ∈ EB}
and eα,a = pαqa for (α, a) ∈ Ωκ.
Lemma 7.8. (i)
∑
(α,a)∈Ωκ
e(α,a) = 1.
(ii) The C∗-subalgebra Bκ of OHκ generated by the subalgebras Bρ and Bη is
∗-isomorphic to the direct sum
∑
(α,a)∈Ωκ
⊕Ce(α,a). It is the C
∗-algebra of
all complex valued continuous functions on Ωκ.
Proof. By the equality (7.9), one sees that pαqa 6= 0 if and only if u
∗
αqauα 6= 0 or
v
∗
apαva 6= 0. The latter condition is equivalent to the condition that there exists
b ∈ EB such that κA(a, α, b) 6= 0 or there exists β ∈ EA such that κB(α, a, β) 6= 0,
which is also equivalent to the condition that there exist b ∈ EB and β ∈ EA such
that κ(α, b) = (a, β). Hence we have pαqa 6= 0 if and only if (α, a) ∈ Ωκ. Therefore
we have ∑
(α,a)∈Ωκ
e(α,a) = (
∑
α∈EA
pα) · (
∑
a∈EB
qa) = 1.
As pαqa · pα′qa′ = 0 if α 6= α
′ or a 6= a′, the C∗-algebra Bκ is ∗-isomorphic to∑
(α,a)∈Ωκ
⊕Ce(α,a). 
We define two |Ωκ| × |Ωκ|-matrcies Aκ and Bκ with entries in {0, 1} by
Aκ((α, a), (δ, b)) =
{
1 if there exists β ∈ EA such that κ(α, b) = (a, β),
0 otherwise
for (α, a), (δ, b) ∈ Ωκ, and
Bκ((α, a), (β, d)) =
{
1 if there exists b ∈ EB such that κ(α, b) = (a, β),
0 otherwise
for (α, a), (β, d) ∈ Ωκ respectively. They represent the concatenations of edges as
in the following figures respectively:
◦
α
−−−−→ ◦
δ
−−−−→
a
y by
◦
β
−−−−→ ◦
and
◦
α
−−−−→ ◦
a
y by
◦
β
−−−−→ ◦
d
y
Proposition 7.9. The C∗-algebra OHA,Bκ is ∗-isomorphic to the universal C
∗-
algebra generated by a family {e(α,a)}(α,a)∈Ωκ of projections and two families of
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partial isometries {uα}α∈EA, {va}a∈EB subject to the relations:∑
(α,a)∈Ωκ
e(α,a) =
∑
β∈EA
uβu
∗
β +
∑
b∈EB
vbv
∗
b = 1, (7.10)
uαu
∗
α =
∑
a∈EB
uαu
∗
αe(α,a) =
∑
a∈EB
e(α,a)uαu
∗
α, (7.11)
vav
∗
a =
∑
α∈EA
vav
∗
ae(α,a) =
∑
α∈EA
e(α,a)vav
∗
a, (7.12)
u
∗
αe(α,a)uα =
∑
(δ,b)∈Ωκ
Aκ((α, a), (δ, b))e(δ,b), (7.13)
v
∗
ae(α,a)va =
∑
(β,d)∈Ωκ
Bκ((α, a), (β, d))e(β,d) (7.14)
for α ∈ EA and a ∈ EB.
Proof. Let uα, α ∈ EA and va, a ∈ EB be the partial isometries as in Proposition
7.4. The equalities (7.11) and (7.12) follow from the equalities (7.4) and (7.5), (7.6).
As u∗αpαuα = uαu
∗
α by (7.5), we have by (7.8)
u
∗
αe(α,a)uα = u
∗
αqauα =
∑
b∈EB
κA(a, α, b)qb
=
∑
b∈EB
κA(a, α, b)
∑
δ∈EA
pδqb
=
∑
(δ,b)∈Ωκ
Aκ((α, a), (δ, b))e(δ,b).
The equality (7.14) is similarly shown. Hence the equalities (7.10), . . . , (7.14) follow
from the equalities (7.4), . . . , (7.8). Conversely, from the projections e(α,a), (α, a) ∈
Ωκ by putting
pα =
∑
a∈EB
e(α,a), qa =
∑
α∈EA
e(α,a)
the equalities (7.4), . . . , (7.8) follow from the equalities (7.10), . . . , (7.14). 
We then see the following theorem:
Theorem 7.10. The C∗-algebra OHA,Bκ associated with the Hilbert C
∗-quad module
HA,Bκ defined by commuting matrices A,B and a specification κ is generated by
partial isometries S(α,a), T(α,a) for (α, a) ∈ Ωκ satisfying the relations:∑
(δ,b)∈Ωκ
S(δ,b)S
∗
(δ,b) +
∑
(β,d)∈Ωκ
T(β,d)T
∗
(β,d) = 1,
S∗(α,a)S(α,a) =
∑
(δ,b)∈Ωκ
Aκ((α, a), (δ, b))(S(δ,b)S
∗
(δ,b) + T(δ,b)T
∗
(δ,b)),
T ∗(α,a)T(α,a) =
∑
(β,d)∈Ωκ
Bκ((α, a), (β, d))(S(β,d)S
∗
(β,d) + T(β,d)T
∗
(β,d))
for (α, a) ∈ Ωκ.
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Proof. The algebraOHA,Bκ is generated by uα, α ∈ EA, va, a ∈ EA and e(α,a), (α, a) ∈
Ωκ as in the preceding proposition. For (α, a) ∈ Ωκ, put
S(α,a) = e(α,a)uα, T(α,a) = e(α,a)va. (7.15)
Denote by C∗(S(α,a), T(α,a) : (α, a) ∈ Ωκ) the C
∗-subalgebra of OHA,Bκ generated
by elements S(α,a), T(α,a), (α, a) ∈ Ωκ. We have
S∗(α,a)S(α,a) = u
∗
αe(α,a)uα =
∑
(δ,b)∈Ωκ
Aκ((α, a), (δ, b))e(δ,b).
As e(α,a)uβ = 0 for β 6= α, and e(α,a)vb = 0 for b 6= a, we have
e(α,a) =
∑
β∈EA
e(α,a)uβu
∗
βe(α,a) +
∑
b∈EB
e(α,a)vbv
∗
be(α,a)
= e(α,a)uαu
∗
αe(α,a) + e(α,a)vav
∗
ae(α,a)
= S(α,a)S
∗
(α,a) + T(α,a)T
∗
(α,a)
so that e(α,a) belongs to the algebra C
∗(S(α,a), T(α,a) : (α, a) ∈ Ωκ) and the equality
S∗(α,a)S(α,a) =
∑
(δ,b)∈Ωκ
Aκ((α, a), (δ, b))(S(δ,b)S
∗
(δ,b) + T(δ,b)T
∗
(δ,b))
holds. Similarly we have
T ∗(α,a)T(α,a) =
∑
(β,d)∈Ωκ
Bκ((α, a), (β, d))(S(β,d)S
∗
(β,d) + T(β,d)T
∗
(β,d)).
As
∑
(α,a)∈Ωκ
e(α,a) = 1 and e(α,a)uβ = 0 for β 6= α, we have
uα =
∑
a∈Ση
(α,a)∈Ωκ
e(α,a)uα =
∑
(α,a)∈Ωκ
S(α,a)
so that uα and similarly va belong to the algebra C
∗(S(α,a), T(α,a) : (α, a) ∈ Ωκ).
Therefore the C∗-algebra generated by e(α,a), uα, va coincides with the subalgebra
C∗(S(α,a), T(α,a) : (α, a) ∈ Ωκ). 
Put n = |Ωκ|. Define a 2n×2n-matrixHκ with entries in {0, 1} by the block matrix
Hκ =
[
Aκ Aκ
Bκ Bκ.
]
.
Denote by In and I2n the identity matrices of size n and of size 2n respectively.
Lemma 7.11.
(i) Z2n/(Hκ − I2n)Z
2n ∼= Zn/(Aκ +Bκ − In)Z
n.
(ii) Ker(Hκ − I2n) in Z
2n ∼= Ker(Aκ +Bκ − In) in Z
n.
Proof. (i) Put a 2n× 2n block matrix Ĥκ =
[
Aκ In
Bκ 0
]
. Then we easily see
Z
2n/(Hκ − I2n)Z
2n ∼= Z2n/(Ĥκ − I2n)Z
2n.
Define a map
Ψ : (x1, . . . , xn, y1, . . . , yn) ∈ Z
2n −→ (x1 + y1, . . . , xn + yn) ∈ Z
n
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which is a surjective homomorphism of abelian groups from Z2n to Zn. Since we
know Ψ((Ĥκ − I2n)Z
2n) = (Aκ +Bκ − In)Z
n, the homomorphism Ψ : Z2n −→ Zn
induces an isomorphism from Z2n/(Ĥκ−I2n)Z
2n to Zn/(Aκ+Bκ−In)Z
n. Therefore
Z2n/(Hκ − I2n)Z
2n is isomorphic to Zn/(Aκ +Bκ − In)Z
n.
(ii) The groups Ker(Hκ−I2n) in Z
2n and Ker(Aκ+Bκ−In) in Z
n are the torsion
free part of Z2n/(Hκ − I2n)Z
2n and that of Zn/(Aκ +Bκ − In)Z
n respectively, so
that they are isomorphic to each other. 
Therefore we reach the following theorem.
Theorem 7.12. The C∗-algebra OHA,Bκ associated with the Hilbert C
∗-quad module
HA,Bκ defined by commuting matrices A,B and a specification κ is isomorphic to
the Cuntz-Krieger algebra O
H
A,B
κ
for the matrix HA,Bκ . Its K-groups K∗(OHA,Bκ )
are computed as
K0(OHA,Bκ ) = Z
n/(Aκ +Bκ − In)Z
n,
K1(OHA,Bκ ) = Ker(Aκ +Bκ − In) in Z
n,
where n = |Ωκ|.
We will finally present a concrete example. For 1 < N,M ∈ N, let A and B
be the 1× 1 matrices [N ] and [M ] respectively. The directed graph GA associated
to the matrix A = [N ] is a graph consists of a vertex denoted by v with N -
self directed loops denoted by EA. Similarly the directed graph GB consists of
the vertex v with M -self directed loops denoted by EB. We fix a specification
κ : EA × EB −→ EB × EA defined by exchanging κ(α, a) = (a, α) for (α, a) ∈
EA × EB . Hence Ωκ = EA × EB so that |Ωκ| = |EA| × |EB | = N ×M . We then
know κA((α, a), (δ, b)) = 1 if and only if b = a. And κB((α, a), (β, d)) = 1 if and
only if β = α as in the following figures respectively.
◦
α
−−−−→ ◦
δ
−−−−→
a
y a=by and
◦
α
−−−−→
a
y
◦
α=β
−−−−→
d
y
In particular, for the case N = 2 and M = 3, we write EA = {1, 2}, EB = {1, 2, 3}
and Ωκ as
Ωκ = EA × EB = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3)}.
The 6 × 6 matrices Aκ and Bκ are written along the above ordered basis in order
as:
Aκ =

1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
 and Bκ =

1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1

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respectively so that we have
Aκ +Bκ − I =

1 1 1 1 0 0
1 1 1 0 1 0
1 1 1 0 0 1
1 0 0 1 1 1
0 1 0 1 1 1
0 0 1 1 1 1
 .
It is easy to see that
Z
6/(Aκ +Bκ − I)Z
6 ∼= Z/8Z, Ker(Aκ +Bκ − I) in Z
6 ∼= {0}.
Therefore the C∗-algebra O
H
A,B
κ
for A = [2], B = [3] and κ =exchange is a Cuntz-
Krieger algebra stably isomorphic to the Cuntz algebra O9, whereas the C
∗-algebra
Oκ[2],[3] considered in [23] is isomorphic O2⊗O3 which is isomorphic to O2. We will
further study these C∗-algebras OHA,Bκ in a forthcoming paper.
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