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Abstract
Minimal maps in compact metric spaces are known to be almost one-to-one. Thus, the set of points with
more than one preimage is of first category. In the present paper we study the measure of this set with
respect to the invariant measures of the considered minimal map. Among others, we give an example of a
minimal self-mapping of a continuum such that the set of points with more than one preimage has positive
measure for every invariant measure.
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1. Introduction
By a discrete dynamical system we mean a pair (X,f ) where X is a compact metric space
and f is a continuous self-mapping of X. Note that f is not assumed to be invertible if not stated
otherwise.
We study minimal systems which form an important class of dynamical systems. These are
systems which have no nontrivial closed subsystems. An equivalent condition is that the orbit
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{
f n(x): n = 0,1, . . .}
of every point x ∈ X is dense in X. If (X,f ) is minimal we also say that the map f itself is min-
imal. Any minimal map in a compact space is onto. Many important examples of minimal maps,
such as odometers and irrational rotations of tori, are homeomorphisms. On the other hand, there
are also many examples of noninvertible minimal maps. For instance, one-sided Sturmian and
Toeplitz systems (more generally, all infinite one-sided minimal subshifts over a finite alphabet).
In [5] one can find examples of noninvertible minimal maps on the two-dimensional torus. Some
other examples can be found in [1].
Though minimal maps may not be injective, it turns out that they cannot be “noninjective too
much.” In fact, in [5] it is proved that any minimal map in a compact metric space is almost
one-to-one. This means that the set of points which have just one preimage is Gδ dense. As
a consequence, a minimal map, when restricted to a suitable invariant residual set, becomes a
minimal homeomorphism.
Minimality is essentially a topological notion, therefore when studying measure-theoretic ob-
jects for minimal maps, one can get unexpected results. In particular, although the set
B0 =
{
x ∈ X: #f−1(x) > 1}
is topologically small for a minimal map f , it is not clear if it is also negligible from a measure-
theoretic point of view. The main result of the present paper shows that, indeed, it is not. More
precisely, we show that μ(B0) may be positive for an f -invariant Borel probability measure μ.
As a consequence we get that minimal maps may have positive defect in the sense of Thomsen.
Recall that K. Thomsen introduced the defect, D(π), of a factor map π : (Y,ψ) → (X,ϕ) be-
tween dynamical systems in [7] under the assumption that Y is totally disconnected and in [9]
in the general case. The defect gives a numerical indication of how far π is from being injective
(i.e., a conjugacy). If f is surjective then f is a factor map between (X,f ) and (X,f ). So, one
can consider also the defect of f whenever f is a continuous surjective map from a compact
metric space X onto itself. By [8] if X is totally disconnected and by [9] in general, it holds that
D(f ) = sup
μ
∫
X
log #f−1(x) dμ(x),
where the supremum is taken over all f -invariant Borel probability measures on X. Thus, the
minimal maps f with μ(B0) > 0 for some f -invariant Borel probability measure have D(f ) > 0.
The paper is organized as follows. In Section 2 we describe basic properties of the set B0 and
its full orbit with respect to invariant measures. Section 3 on semicocycles and Toeplitz flows
gives a background for the rest of the paper. In Section 4 we discuss the measure of the set B0
for Toeplitz flows—we show, among others, that it may be positive for all invariant measures.
A minimal system with the same property on a continuum is constructed in Section 5 as an almost
1–1 extension of an irrational rotation of the circle. In Section 6 we show that B0 may even be
of full invariant measure and that it is also possible that B0 has measure one for some ergodic
measures and measure zero for some other ergodic measures.
2. Basic properties of the set B0 and some simple examples
Let X be a compact metric space and f :X → X a continuous map (not necessarily minimal
in this section). To denote the diameter of a set A, we use the symbol diamA. Obviously,
B0 =
{
x ∈ X: diam(f−1(x))> 0}.
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For any point x ∈ X, let
Kurf (x) =
{
y ∈ X: ∃m,n 0 with f m(y) = f n(x)}
denote the Kuratowski orbit of x. Denote by B the union of the Kuratowski orbits of all points
from B0, i.e.,
B =
⋃
x∈B0
Kurf (x) =
∞⋃
n=0
∞⋃
m=0
f−n
(
f m(B0)
)
.
Notice that, due to the definition of B0, the set B can be expressed in the following simpler way:
B =
∞⋃
n=−∞
f n(B0).
Since B0 is an Fσ -set, so is B . Obviously, f (B) ⊂ B and f (X \ B) ⊂ X \ B (equivalently,
f−1(B) = B). If f is surjective then the set B is strongly invariant and so f (B) = B and
f (X \ B) = X \ B .
Since B is a Borel set with f−1(B) = B , the definition of ergodicity immediately gives that
for the set B there are only three possibilities:
(i) μ(B) = 0 for all ergodic (and hence all) f -invariant Borel probability measures on X,
(ii) μ(B) = 1 for all ergodic (and hence all) f -invariant Borel probability measures on X,
(iii) there are ergodic f -invariant Borel probability measures ν1 and ν2 on X such that ν1(B) = 1
and ν2(B) = 0.
(The fact that if for a Borel set B it holds that μ(B) = 0 for every ergodic measure then μ(B) = 0
also for every invariant measure is well known and follows from Rokhlin’s ergodic decomposi-
tion, see, e.g., [6].) Examples of minimal systems satisfying (i) are: minimal homeomorphisms,
noninvertible minimal torus map from [5] and others. Examples satisfying (ii) will be given in
Examples 5 and 7, see also Section 6. For an example satisfying (iii) see Section 6.
If μ is an f -invariant Borel probability measure on X then μ¯ will denote the completion of μ.
Proposition 1. Let μ(B0) = 0. Then if A is μ¯-measurable then f (A) is μ¯-measurable and
μ¯(A) = μ¯(f (A)).
Proof. Let A be μ¯-measurable. Take Borel sets A1, A2 such that A1 ⊂ A ⊂ A2 and
μ(A2 \ A1) = 0. We have f (A1) ⊂ f (A) ⊂ f (A2). To prove the proposition, it suffices to show
that the sets f (Ai) are μ¯-measurable and μ(Ai) = μ¯(f (Ai)) for i = 1,2. Put B1 = f−1(B0).
The map f is injective on X \ B1. Since the Borel subsets of Polish spaces are characterized
as continuous injective images of Polish spaces, the sets f (Ai \ B1) as continuous injective im-
ages of Borel sets are Borel and μ(f (Ai \ B1)) = μ(Ai \ B1) = μ(Ai) for i = 1,2. Obviously,
f (Ai ∩ B1) ⊂ B0. We have f (Ai \ B1) ⊂ f (Ai) ⊂ B0 ∪ f (Ai \ B1). Since μ(B0) = 0, the sets
f (Ai) are μ¯-measurable and μ¯(f (Ai)) = μ(f (Ai \ B1)) = μ(Ai) = μ¯(A). 
Proposition 2. Let μ(B0) > 0. Then there is a Borel set A with f (A) = B0 and μ(A) 12μ(B0).
Proof. Consider the equivalence relation E on the set X defined by xEy ⇔ f (x) = f (y). All
equivalence classes are closed and any closed set C ⊂ X has a Borel (even closed) saturation
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x ∈ f (X). Put B1 = f−1(B0), A1 = B1 ∩ S and A2 = B1 \ S. Obviously, f (A1) = B0 = f (A2)
and μ(A1) +μ(A2) = μ(B1) = μ(B0). Either μ(A1) 12μ(B0) or μ(A2) 12μ(B0). 
We have obvious relations between the measure of B0 and that of B:
(a) for any invariant μ, μ(B0) = 0 ⇒ μ(B) = 0 (by Proposition 1 and the fact that all forward
images of B0 are Fσ ),
(b) μ(B0) > 0 for some invariant μ implies μ′(B) = 1 for some ergodic μ′,
(c) μ(B0) > 0 for every ergodic μ implies μ(B) = 1 for every invariant μ.
There are several reasons for restricting ourselves only to dynamical systems (X,f ) with sur-
jective map f . First, all interesting dynamics is concentrated on ⋂∞n=0 f n(X). Second, we want
to study the measure of noninvertibility of minimal maps and minimal maps in compact spaces
are surjective. Third, the following example shows that the characterization of maps according
to the measure of their set B0 is meaningful only for surjective maps. Let X = S1 × [0,1] and
let f :X → X be the composition of the projection of X onto S1 × {0} and an irrational rotation
of the unit circle S1 × {0}. Then B0 = S1 × {0} and μ(B0) = 1 for the unique invariant Borel
measure. Thus the set B0 of the map f is large from the measure point of view. However, the
restriction of f onto S1 × {0} has the corresponding set B0 empty. So, from now on, we will
consider only (compact) systems (X,f ) with surjective f .
There are easy examples of surjective systems (X,f ) with B0 = X; take for instance the map
z → z2 on the unit circle or the full shift (ΛN0, σ ) where the alphabet Λ is any nondegenerate
compact metric space. There are also subshifts over finite alphabets with B0 = X and admitting
no periodic points. For example, the direct product of a minimal subshift with the full shift (both
on two symbols) is a subshift on four symbols where each point has at least two preimages
and there are no periodic points. On the other hand, as we said in the introduction, for minimal
systems B0 = X is impossible since it is a first category set. Even B = X is impossible since by
[5, Theorem 2.5(3)] it is still a first category set. The question is whether minimal systems may
have μ(B0) > 0 or even μ(B0) = 1. We are going to show that both are possible.
3. Semicocycle extensions and Toeplitz flows
In this section we recall the definition and basic properties of semicocycle extensions over
minimal systems. For reference see [2].
Let (Y,ϕ) be a minimal system and let y0 ∈ Y . Let K be some compact metric space. A semic-
ocycle over (Y,ϕ) with values in K is any continuous map f : Orbϕ(y0) → K , where Orbϕ(y0) is
endowed with the relative topology inherited from Y . Such function f determines the sequence
ω = ω0ω1ω2 · · · = f (y0)f (y1)f (y2) · · · , where yn = ϕn(y0).
Let F ⊂ Y × K be the closure of the graph of f and denote by F(y) the section {c ∈ K:
(y, c) ∈ F } = {c ∈ K: ∃(nk)k0 → ∞: ynk → y and ωnk → c}. By transitivity of y0 and com-
pactness of K , the set-valued map F from Y into the family of compact subsets of K has all
values F(y) nonempty. (In general there is no connection between F(y) and F(ϕ(y)), for in-
stance, one of them can be a singleton and the other nondegenerate.) Denote by C the set of
points y ∈ Y for which F(y) is a singleton and by D its complement. Consider also the set
E = ⋂n0 ϕ−n(C) of points whose entire orbits never leave C. Clearly, Orbϕ(y0) ⊆ E ⊆ C
and so E and C are dense. Moreover, they are Gδ since C is the intersection of open sets
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n
} (n ∈ N). (Another way to see that C is a Gδ is that the multifunc-
tion y → F(y) is upper semicontinuous.) Notice that the semicocycle f can be continuously
extended to C by setting f (y) to be the unique element of F(y).
Let σ be the one-sided shift map defined on KN0 . Denote by Xf the orbit closure of the point
(y0,ω) in Y × KN0 under the map ϕ × σ , i.e.,
Xf =
{
(y, z0z1z2 · · ·) ∈ Y ×KN0 : ∃nk → ∞ such that ϕnk (y0) → y and ωn+nk → zn
∀n 0}.
Let Φ be the restriction of ϕ × σ to the set Xf . The system (Xf ,Φ) is called a semicocycle
extension of (Y,ϕ).
Let π :Xf → Y be the natural projection onto the first coordinate, i.e., (y, z) → y. Then π is
a factor map from (Xf ,Φ) onto (Y,ϕ). The fiber over y ∈ Y is the set
π−1(y) = {x ∈ Xf : x = (y, z) for some z ∈ KN0}.
It is an immediate observation that π−1(y) = {y} × Vy , where Vy is a compact subset of∏∞
n=0 F(ϕny). So for every y ∈ E, the fiber over y is a singleton. This means that (Xf ,Φ)
is an almost 1-1 extension of (Y,ϕ). It is also minimal, because the transitive point (y0,ω), as a
singleton fiber, must belong to a minimal subset of (Xf ,Φ) (by minimality of Y every such set
projects onto Y ).
The natural projection to the second axis, i.e., π ′ :Xf → X = Orbσ (ω) ⊆ KN0 is obviously a
factor map. A special case occurs when (Y,ϕ) = (G, τ) is the unit translation g → g + 1 in an
adding machine (odometer), and K is a finite set (alphabet). Then, under the assumption that F
is invariant under no translation, i.e., F = F +g (= {(y +g,x): (y, x) ∈ F }) ⇒ g = 0 in G, the
sets π ′(π−1(y)) and π ′(π−1(y˜)) are disjoint whenever y = y˜ and so the semicocycle extension
Xf is conjugate (by π ′) to the subshift X generated by the sequence ω (see [2]). In such case
the sequence ω is called a Toeplitz sequence. The dynamical system (Orbσ (ω), σ ) is called a
Toeplitz flow.
Below is an alternative way of constructing all Toeplitz sequences:
(1) split the set N0 into a countable union of disjoint periodic sets Nm (m = 1,2,3, . . .) of
minimal periods sm, respectively, where (sm)m1 is the base of the odometer G (here A ⊆ N0
is called periodic with minimal period s ∈ N if it is of the form A = N0 ∩ {a + ks: k ∈ Z}
for some a ∈ N0);
(2) choose a sequence wm of elements of the alphabet K ;
(3) fill in: ωn = wm for every n ∈ Nm;
(4) one additional condition must be satisfied: we must make sure that for each m the restriction
of ω to
⋃
m′>m Nm′ has no entries repeating with period sm.
Unfortunately, the verification of condition (4) is possible only after the whole sequence is de-
fined. Without it the corresponding subshift need not be an extension of the odometer G (this
requirement corresponds to the translation invariance prohibition on F ).
With such arrangement, we denote Perm(ω) =⋃m′m Nm′ and we call the elements of the
complement of this set the m-holes (not filled during the first m steps). For each x ∈ X =
Orbσ (ω) the set Perm(x) = {n: xn = xn+ksm, ∀k ∈ N} splits into the disjoint union of the form⋃
m′m(Nm′ − jm′) ∩ N0, where j(x) = (jm)m1 is an element of G, and the periodic part
Per(x) =⋃∞m=1 Perm(x) has (unlike for ω) a possibly nonempty complementary part denoted
Aper(x).
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(a) The sequence ω defined in steps (1)–(4) coincides with the sequence ω determined by a
semicocycle f defined on G with y0 = 0, invariant under no rotations. The semicocycle
extension (Xf ,Φ) is conjugate (by projection to the second axis) to the subshift (X,σ ).
The natural projection π :Xf → G coincides with the assignment X → G, x → j(x) (see
above).
(b) 0 ∈ Aper(x) ⇔ π(x) ∈ D, μ{x: 0 ∈ Aper(x)} = λ(D) = 1−∑∞m=1 dens(Nm) < 1, for every
invariant measure μ on X, and λ denoting the Haar measure on G.
(c) π(x) = π(y) ⇔ Aper(x) = Aper(y) and x = y on the periodic part.
(d) For j ∈ G the fiber π−1(j) coincides with the family of all accumulation points (as m → ∞)
of the sequences σ jm+kmsm(ω) (with all possible choices of the sequences (km)). In particu-
lar, the set of all blocks x|Aper(x)∩[0,n] with x ranging over π−1(j) coincides with the family
of the coordinatewise limits (in m) of the restrictions of the blocks σ jm+kmsm(ω)[0, n] to the
m-holes.
Finally recall that a Toeplitz flow is called regular if λ(D) = 0. Such flow is strictly ergodic
and measure theoretically isomorphic to the underlying odometer.
4. B0 in Toeplitz flows
In this section we investigate possible values of μ(B0) in Toeplitz flows. We begin with an
easy proposition.
Proposition 4. Let (X,σ ) be a Toeplitz flow. Then μ(B0) c < 1 for all invariant measures, and
if (X,σ ) is regular then μ(B0) = 0 for the unique invariant measure.
Proof. Let x ∈ X. Whenever 0 belongs to the periodic part of x then σ(x) has a unique preimage.
Thus μ(Bc0) = μ(σ−1(Bc0)) μ{x: 0 /∈ Aper(x)} = 1 − λ(D) > 0. Set c = λ(D). In the regular
case, λ(D) = 0, and the statement follows. 
We now give an example of a Toeplitz flow (X,σ ) with μ(B0) > 0 (in fact = 1/3) for each
invariant measure.
Example 5. Put sm = 3 · 2m−1 for m = 1,2, . . . . Let n1 = 0 and N1 = 3N0 and assign ωn = 0
for all n ∈ N1. For m  1 suppose we have defined the sequence ω along an sm-periodic set
Persm(ω) = N1 ∪ N2 ∪ · · · ∪ Nm. Then let nm+1 be the minimal positive integer not contained
in Persm(ω) and let Nm+1 = nm+1 + sm+1N0. Clearly Nm+1 is disjoint from Persm(ω). Now,
for all n ∈ Nm set either ωn = 0 (if m is odd) or ωn = 1 (if m is even). In this manner a Toeplitz
sequence ω with the period structure (sm) is defined. (Condition (4) will follow from our analysis
of the blocks appearing along m-holes.)
By m-intervals we will mean the intervals of integers I km = {ksm, . . . , (k + 1)sm − 1} (k =
0,1, . . .). An m-hole is any integer n ∈ N0 not filled up to the mth step, i.e., any integer from
N0 \ Persm(ω). It is an easy observation that the number hm of m-holes in each m-interval is odd
for each m 2 (h2 = 3 and hm+1 = 2hm − 1). In step m + 1 only the first m-hole in every other
m-interval (i.e., in the first, third, and so on) is filled.
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along the first l m-holes of an m-interval I km. The proof goes by induction on the block length l.
For l = 1 let n be the first m-hole in the first m-interval I 0m. This hole is filled in step m + 1,
the next in step m + 2, etc., the last m-hole of I 0m is filled in step m + hm, and the first m-hole
in I 1m (at position n + sm) is filled in the step m + hm + 1 (this order of filling is perturbed not
sooner than in I 2m). Since hm is odd, this latter hole is filled by the symbol opposite to that used
at position n. This proves the claim for l = 1.
Suppose the claim holds for some l < hm. Fix a configuration A of length l and find its
occurrence along the first l m-holes in some I km. The following m-hole there is filled in some
step m′ > m. Note that all preceding holes have been filled in earlier steps, so jumping by any
multiple of sm′ we find exactly the same situation: an m-interval with its l initial m-holes filled
with A and followed by an m-hole (say at coordinate n) to be filled in step m′. The same occurs
somewhere in the first m′-interval I 0
m′ . Here the coordinate n is identified as the first m
′
-hole in
this m′-interval (because only such are filled in step m′). This brings us back to the previous case
l = 1 for m = m′. Hence both values 0 and 1 will appear at n and n+ sm′ (in the first and second
m′-interval) extending the configuration A in both possible ways. This concludes the inductive
argument.
This claim easily implies that within each nondegenerate fiber we will see all possible config-
urations of zeros and ones along the aperiodic part (see Proposition 3(d)). Thus, whenever x is
such that 0 ∈ Aper(x), then σ(x) admits exactly two preimages, otherwise it has one preimage.
Like in Proposition 4, μ(B0) = λ(D) = 1 − limm→∞ dens Persm = 1/3.
The above construction applies also to the period structure sm = k2m−1 for any given integer
k  3. In such system μ(B0) = k−2k for each measure μ. Hence we have the following:
Proposition 6. For each ε > 0 there is a {0,1}-Toeplitz flow (X,σ ) with μ(B0) > 1 − ε for each
invariant measure μ.
Let us note that it is not true that every irregular Toeplitz flow has μ(B0) > 0 for an invariant
measure μ. It suffices to take the orbit closure of a one-sided Oxtoby sequence ω (see, e.g., [2,
Example 3]). Here the points with infinite aperiodic part form a set of full invariant measure and
every such point has just one preimage since the whole aperiodic part of a point is filled by the
same symbol.
5. A connected example
In this section we give an example of a minimal almost 1-1 extension (X,Φ) of an irrational
rotation of the circle with μ(B0) positive for each invariant measure μ. The space X is con-
nected with the nondegenerate fibers homeomorphic to the cubes H = [0,1]k , k = 1,2, . . . ,∞
(including the Hilbert cube).
Example 7. Let (Y,ϕ) be an irrational rotation y → y + α of the circle Y = S1 = R/Z. Pick
a sequence of open intervals (arcs) of the form Jn = (nα − εn,nα + εn) (n = 0,1,2, . . .) such
that εn decrease in n and 2
∑
n εn < 1. The Lebesgue measure of the union C of these intervals
is now smaller than 1. Additionally, we can easily arrange that for each n either Jn ⊂ Jm for
some m < n (a “trapped” interval), or Jn is disjoint from all Jm with m < n (a “free” interval).
Because the sizes of the intervals Jn decrease, it is easy to see that the follower of a free interval
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trapped in J1, J2, etc. (including “nested” trapping) until they “emerge” to become free for some
time again, then get trapped by J0, etc. Notice that D = Y \ C is a Cantor set and that every
point in D is an accumulation of the free intervals. The points y ∈ D (call them “free”) behave
similarly to the intervals: the follower y + α of a free point y is either free or trapped in J0, then
perhaps in J1, J2, etc., with the exception that a point may never “emerge.” It is easy to check
that an orbit visits the set of the endpoints of intervals Jn at most once.
Let us group the (clearly infinite) subsequence of the free intervals as follows (increasingly
with respect to the initial enumeration):
J
(1)
0 , J
(2)
0 , . . . , J
(k0)
0 , J
(1)
1 , J
(2)
1 , . . . , J
(k1)
1 , . . . , J
(1)
j , J
(2)
j , . . . , J
(kj )
j , . . . .
We require that the lengths kj of the groups increase, and that the subsequence J (1)j of the initial
terms in the groups has the same accumulation set as the whole sequence, i.e., equal to D. In
other words, every neighborhood U of a point y ∈ D contains some J (1)j . This, of course, can be
easily done.
Now let (tj )j∈N0 be a sequence of elements of the Hilbert cube [0,1]N. Write tj =
(t
(1)
j , t
(2)
j , . . .), where each t
(n)
j belongs to [0,1]. We now define a semicocycle f over Y with
values in [0,1] by setting
f (y) = t (n)j for all y ∈ J (n)j , j = 0,1,2, . . . , n = 1,2, . . . , kj .
Such function clearly is defined and continuous on the orbit of zero in Y . Finally, we can easily
arrange the sequence tj in such a way that for every point y ∈ D which is not a left endpoint of
some component interval of C, the accumulation set of the values tj as J (1)j approaches y from
the left, is the entire Hilbert cube H . Analogously for points not being the right endpoints. (In
particular, this guarantees that f is not continuous at any point of D and so the notation for C
and D agrees with that from Section 3.)
With such an arrangement, we investigate the structure of fibers in the corresponding semi-
cocycle extension (X,Φ) of (Y,ϕ). Namely there are three types: the singleton fibers, fibers
homeomorphic to [0,1]k for some k ∈ N, and fibers homeomorphic to the entire Hilbert cube H .
For, if y is such that y + nα ∈ C for all n  0, then, by the general facts on semicocycle
extensions, the fiber of y is a singleton. Otherwise let us enumerate the free elements of the orbit
of y increasingly as y + niα, where 1 i  k or 1 i < ∞. Observe the finite part of the orbit
of y: {y + n1α,y + (n1 + 1)α, . . . , y + nkα} (if i ranges to infinity, k denotes any finite index).
The trapped points of this orbit belong to the sets Jn only with indices 0 n nk . Consider two
cases:
(a) None of the free points y + niα is an endpoint of an interval Jn (n nk). Then there is a
positive minimal distance between these finitely many points and these finitely many intervals.
There is also a positive distance between the trapped points and the complement of the trap-
ping intervals. Thus if J (1)j is contained in a sufficiently small neighborhood of y + n1α, then
kj  k and the consequent followers of J (1)j are trapped/free simultaneously with the images of
y + n1α. This means that J (i)j is close to y + niα for each 1  i  k. Because we can pick a
sequence of J (1)j converging to y + n1α so that the assigned values tj converge to an arbitrar-
ily preset point t in H , the finite sequences (t(1), t (2), . . . , t (k)) converge to an arbitrarily presetj j j
722 T. Downarowicz et al. / J. Math. Anal. Appl. 317 (2006) 714–723point (t(1), . . . , t (k)) in [0,1]k . This easily implies that the fiber over y contains a point (y, z)
with zni = t (i), i = 1, . . . , k.
(b) The considered finite orbit of y contains an endpoint of some interval Jn. This happens only
for one y + ni0α and one Jn0 . We will now consider the intervals J (1)j approaching y + n1α (and
its followers approaching y + niα) from one side only, opposite to the side of y + ni0α occupied
by Jn0 . We can now ignore the zero distance between y +ni0α and Jn0 (as it appears at a “wrong
side”), and argue as in the previous case.
In both cases, the fiber over y is thus homeomorphic to [0,1]k , where k is now the number
(maybe infinite) of visits of the orbit of y in D, as we claimed. The facts that X is compact, the
circle is connected and all fibers are nonempty and connected imply that X is a continuum.
Finally notice that whenever y ∈ D + α then y − α ∈ D and every point (y, z) in the fiber of
y admits uncountably many preimages corresponding to all interval values admitted at the zero
coordinate of σ−1(z). Hence B0 ⊇ π−1(D +α). Because D+α has positive Lebesgue measure,
its lift in the semicocycle extension has the same positive measure for all invariant measures.
This ends the example.
6. Full and mixed measure of the set B0
This short section contains an argument showing that the following cases are also possible in
minimal systems:
(1) μ(B0) = 1 for every invariant measure,
(2) μ(B0) = 1 for some ergodic measures and μ(B0) = 0 for some other ergodic measures.
Example 8. For (1), begin with any zero-dimensional and surjective system (Y,T ) without peri-
odic points and let X = {0,1} × Y with the map f (a, y) = (0, T (y)) (a = 0 or 1). Clearly, every
invariant measure on X is supported by the set {0} × Y , and is isomorphic to the corresponding
measure on Y . Every point has at least two preimages: at least one in {0} × Y and at least one in
the null set {1} × Y . Now apply Theorem 1 of [3] to obtain a minimal zero-dimensional system
(X′, f ′) with the same (up to measure isomorphism) invariant measures as (X,f ). Since in the
quoted theorem the isomorphism preserves the number of preimages almost everywhere for every
invariant measure [3, Remark 1], we obtain a system in which, for every invariant measure μ,
almost every point has at least two preimages, i.e., μ(B0) = 1.
For (2), take a union of two disjoint zero-dimensional systems: one as described in Example 8
and the other invertible and without periodic points. Applying [3, Theorem 1 and Remark 1]
again, we obtain a minimal system with μ(B0) = 1 for all measures coming from the first system
and μ(B0) = 0 for all measures coming from the invertible system.
Remark 9. We thank Eli Glasner for turning our attention to a strong and well-known relation
between entropy and invertibility in the measure-theoretic sense: a measure-preserving system
of entropy zero is invertible after discarding a set A of measure zero (see [10, Corollary 4.14.3]).
Somewhat surprisingly, this does not imply that in a minimal system the set B0 must have mea-
sure zero for every zero entropy measure μ. It may even happen that μ(B0) = 1 in a zero entropy
system (X,f ) which is both minimal and uniquely ergodic (i.e., strictly ergodic). The reason
why this is not in contradiction with the measure-theoretic statement is that almost every point
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also uniquely ergodic and has entropy zero we will obtain (X′, f ′) which is strictly ergodic with
entropy zero and with μ(B0) = 1, as claimed above. On the other hand, it is also well known
that any invertible measure-preserving system admitting a one-sided finite generator has entropy
zero (see [10, Corollary 4.18.1]). This implies that in any (in particular in any minimal, which is
the subject of this work) one-sided subshift, μ(B0) > 0 whenever μ has positive entropy.
Acknowledgment
The first and third authors acknowledge the hospitality of the Max-Planck-Institut für Mathematik in Bonn, where
this paper was completed during their visit.
References
[1] H. Bruin, S. Kolyada, L’. Snoha, Minimal nonhomogeneous continua, Colloq. Math. 95 (2003) 123–132.
[2] T. Downarowicz, Survey of odometers and Toeplitz flows, Contemp. Math., in press.
[3] T. Downarowicz, Minimal models for non-invertible and non-uniquely ergodic systems, Israel J. Math., in press.
[4] A.S. Kechris, Classical Descriptive Set Theory, Springer, New York, 1995.
[5] S. Kolyada, L’. Snoha, S. Trofimchuk, Noinvertible minimal maps, Fund. Math. 168 (2001) 141–163.
[6] V.A. Rokhlin, Selected topics in the metric theory of dynamical systems, Amer. Math. Soc. Transl. 49 (1966) 171–
240.
[7] K. Thomsen, The defect of factor maps, Ergodic Theory Dynam. Systems 17 (1997) 1233–1256.
[8] K. Thomsen, The variational principle for the defect of factor maps, Israel J. Math. 110 (1999) 359–369.
[9] K. Thomsen, The defect of factor maps and finite equivalence of dynamical systems, in: S. Bezuglyi, S. Kolyada
(Eds.), Topics in Dynamics and Ergodic Theory, Cambridge Univ. Press, 2003, pp. 190–225.
[10] P. Walters, An Introduction to Ergodic Theory, Grad. Texts in Math., vol. 79, Springer, New York, 1982.
