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Abstract 
Letf(n, H, 5) be the maximal number of edges in a graph with n vertices not containing a subgraph 
H compatible with a transition system X in the family of transition systems !T. Here we will use 
a family of transition systems X,, defined through local edge colourings. At each vertex the edge set 
is partitioned into parts containing no more than s+ 1 edges. An allowed transition at a vertex is 
a pair of incident edges not contained in the same part. In this paper we will give upper and lower 
bounds for f(n, &, X,) and f(n, C4, X,). 
0. Introduction 
This paper concerns a variant of a standard type of problem in extremal graph 
theory. The standard problem is the following: Given a graph H, determine the 
maximal number of edges in a graph G on n vertices without a copy of H. 
In the variant considered here we will allow some copies of H in G according to the 
following rule: For each pair of incident edges in G we decide in advance whether this 
pair of edges is to be forbidden in H or not. After this preliminary step we look for 
a copy of H satisfying the restriction that no pair of edges in H forms a forbidden pair. 
The family of pairs of edges which we allow in the copy of H forms what is called 
a transition system in G. 
A natural question arises: What is the smallest number of edges we need in the 
graph G on n vertices (no matter where they are situated and which transition 
system X in some family L!Z (of transition systems) we impose on G) to assure us of 
having a copy of H in G where all paths in the copy of H are allowed by the transition 
system X. 
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We can also ask how to construct a graph G on n vertices with one edge less and 
find a transition system X in the family % (depending on G) such that all copies of H in 
G have at least one path forbidden by the transition system X. 
The above question makes sense once 9” has been defined for a general graph. In 
this paper we consider transition systems defined through local edge colourings (see 
Definitions 1.1 and 1.2). 
One common way to obtain a transition system is to partition the set of edges of 
G and prescribe that the forbidden transitions are exactly those pairs of incident edges 
that belong to the same part in the partition. It is clear that this is a more restricted 
family of transition systems than those obtained through local edge colourings. 
Chen and Daykin [3] give a condition on n and Y so that K, and K,, contain an 
X-compatible cycle of every possible length; here X is derived from an edge colouring 
where each vertex is incident with at most k edges of the same colour (in an 
X-compatible cycle two incident edges are of distinct colours). For the case k= 2, 
Daykin [4] shows that K, contains an alternating cycle of every length. 
Bankfalvi and Bankfalvi [l] give a condition on a two-colouring of Kz, which is 
satisfied if and only if K,, contains an alternating hamiltonian cycle. 
G. Sabidussi has conjectured the existence of an X-compatible cycle decomposition, 
when X is derived from an eulerian tour. (I have no reference for this conjecture; it is 
mentioned by Fleischner in [S].) Also to be mentioned is Hellgren’s result in [7] that if 
s(G,)>in then (G,, Xn,i6) has a compatible 2-factor. 
For the reader looking for a closer examination of transition systems in general, we 
recommend Fleischner’s book [6]. 
In this paper we will consider the cases when H is C=3 or C4 and !E is the family of the 
transition systems of the form X,. 
The main results consist of giving upper and lower bounds for s(V(G)) where 
G is the extremal graph on n vertices with no X,-compatible triangle or cycle of 
length four. 
1. Notation and definitions 
Apart from a few new definitions, standard notation (as listed below) is used. 
Definition 1.1. Let G=( V(G), E(G)) be a simple graph on n vertices. A local edge 
colouring X(u) at a vertex v is a partition of the edges incident to u. A transition system 
for G, definied through local edge colourings, is defined by 
x= (,J X(u). 
vel'(G) 
If for all vertices VE V(G) the sets in X(u) are of cardinality at most s+ 1, we say that 
X is of type s and we denote the family of transition systems of this kind by X,. 
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Fig. 1. 
A path uvw c G is said to be a forbidden transition if {vu, VW} E AEX(U). The set of 
forbidden transitions in G with transition system X is denoted by F(G, X). The 
statement ‘xyz and uyu for forbidden transitions’ is depicted in Fig. 1. 
A subgraph H c G is said to be compatible with X, written H c (G, X), if no paths of 
length two in H are forbidden. 
Remark. F(G, X)=8 when XEX,. 
Definition 1.2. Let f(n, H, X) be the maximal number of edges in a graph on 
n vertices not containing a subgraph H compatible with a transition system X in the 
family $5, i.e. 
f(n, H, X) = pxt; 4 V(G)). 
HhG,X) 
Definition 1.3. G(s) is a graph on ns vertices constructed from G according to the 
following rule. Label the vertices u:, where i~[n] and k~[s], and define E(G(s)) 
through 
UiUj~E(G)oU:U~EE(G(s)) for all k, IE[s]. 
Definition 1.4. G*(s)=(V(G(s)), E(G(s))uA), where A = {u:uf; k= l}. 
Definition 1.5. Let z(k) denote the number of cycles in G of length k, TA(k) the number 
of cycles in G of length k with at least one vertex in the subset of vertices A c V(G) and 
tB(k) the number of cycles in G of length k with at least one edge in the subset of edges 
BcE(G). 
Standard notation 
The following list of standard notation is included for completeness. 
the set of natural numbers 
the set {1,2,3 ,..., Q} 
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G 
Gk 
(G X) 
V(G) 
E(G) 
EM 
0) 
E 
44 B) 
44 
44 
44 
44 
A 
6 
@k 
K” 
K 
iV’;;1”) 
LJ 
ri 
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simple graph on n vertices 
simple graph on k vertices 
a graph G with its transition system X 
the set of vertices in the graph G 
the set of edges in the graph G 
the set of edges in the subgraph induced by AC V(G) 
the number of edges in the subgraph induced by AC V(G) 
&(V(G))=IE(G)I 
the number of edges between A and B, where A, B c V(G) and AnB=O 
degree of the vertex UE V(G) 
mean degree in V(G) 
degree of the edge eEE(G), i.e. d(e)=d(u)+d(u) if e=uu 
mean degree in E(G) 
maximum degree in V(G) 
minimum degree in V(G) 
cycle of length k 
complete graph on n vertices 
complete bipartite graph 
the set of neighbours to the subset of vertices AC V(G) 
floor function 
ceiling function 
2. Upper and lower bounds for f(n C3, X,) 
Throughout the paper, G is used to denote a simple graph on n vertices; however, if 
it is important to emphasize the number of vertices, we write G, instead. If nothing else 
is mentioned, all lemmas and theorems concern such a graph G, with a family of 
transition systems X,. 
Lemma 2.1. With dejinitions as above and if XEX,, we have that the number of 
forbidden transitions is less than SE: 1 X)1 d 
Proof. For vertex Vi V(G) let = bi(s 1) + such that d ri We get 
1 =j ,x (d(ui)-ri)s+ri(ri-I)<; ,x d(ui)=sE. 0 
rs[nl lEtn1 
Lemma 2.2. Zf d(e)>n+m, mEN, then ze(3)>m. 
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Proof. Let e have ends u and v, and let d(e)>n+m. We have that E( {a, v}, 
V(G)\{u, u))=n-2+ m and 1 V(G)\{u, v}=n-2. S ince there are no multiple edges in 
G, there will be at least m vertices in V(G)\(u, u} which are neighbours to both u and u. 
Thus we have that ze(3)>m and the proof is finished. 0 
Lemma 2.3. Z~XEX, and d(e)>(n+ 3s) then (G, X) has a compatible triangle. 
Proof. Let d(e) > (n + 3s) so that in particular 
c (d(ei) - n) > 3s~. 
CEE(Gl 
This implies that the edges belong to more than 3s triangles on average using 
Lemma 2.2. Since every triangle is counted three times, we get that 
according to Lemma 2.1. But each transition in X can prevent at most one triangle 
from being compatible with X. Thus we have a compatible triangle in (G, X) and the 
proof is finished. 0 
Using Lemma 2.3 we can now prove Theorem 2.4. This result will be sharpened in 
Theorem 3.5 for the case s= 1. 
Theorem 2.4. f(n, C3, X,) < in2 +&WI. 
Remark. This theorem is sharp for IZ = 5, s = 1 in view of the example in Fig. 2. 
Proof. The proof is done by contradiction. Let XEX,. Suppose there exist positive 
integers n and s such thatf(n, C3, X,) > in2 +&n. Take a graph G with this property, 
so that 
.5>,n2+$sn (1) 
and so that (G, X) has no compatible triangle. Inequality (1) is equivalent to 
n 2E 2 
-(-) >n+3s. 
E n 
Since 2e/n = d(v), we get that 
1 - - E ,x (d(v))2>n+3s 
rs[nl 
and therefore 
1 _ 
E c d(vi)’ > n + 3~. 
is[n] 
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Fig. 2. Fig. 3 
Let ei have ends ui and wi for all i~[s] and rewrite the sum as 
1 _ 
& 
C (d(Ui)+d(Wi))=k C d(ei)>n+3S. 
u,sv,~E(G) ec~E(Gl 
This gives us that d(e)> n+ 3s, which by Lemma 2.3 implies that there exists 
a compatible triangle in (G, X) and we have a contradiction. Fig. 2 shows that 
f(5, C3, X,)= lo=*52+;5. 0 
Lemma 2.5. If G is a triangle-free graph (i.e. G has no triangle as subgraph), then we can 
dejine a transition system XEX, such that (G*(s+ l), X) has no compatible triangle. 
Proof. Take a graph G without triangles and construct G*(s + 1) according to 
Definition 1.4. Define XEX, through the following. For every vertex USE V(G*(s+ 1)) 
and every fixed j, let vfuf belong to the same set in the partition X(vf) for all l~[s+ 11. 
Assume that (G *(s + l), X) contains a compatible triangle, say UT,’ uf; I$:. If all ij’s were 
different, then ui,ui2ui3 would constitute a triangle in G, which conflicts with the 
assumption that G is triangle-free. Thus, at least two iJs are equal and the triangle has 
at least one forbidden transition. Consequently, (G*(s + l), X) has no compatible 
triangles. 0 
Proposition 2.6. Let n =2(s+ 1) Ln/2(s+ l)]+r’+r” such that lr'-r"l$ 1; then there 
exists a transition system XEX, such that 
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Proof. This is done by construction using the idea in Lemma 2.5 and a complete 
bipartite graph. q 
The local edge colouring XEX, is defined as follows. For all vertices VE V(G), let the 
edges DU and VW be in the same set in the partition X(v) if and only if u and w are 
contained in the same K, + 1, K,, or K,,, . Each colour is represented at most s + 1 times 
at each vertex and (G, X) will not have a compatible triangle. 
3. Upper bound for the case s= 1 
Lemma 3.1. Zf (G, X) bus no compatible triangle and XEX,, then ~(N(u))<$sd(u) 
for all WV(G). 
Proof. Take G with properties as in the lemma and pick any vertex VE V(G). Each edge 
in E(N(u)), together with a pair of edges incident to u, constitutes a triangle with v as 
a vertex and, conversely, each triangle having v as a vertex has exactly one edge in 
E(N(v)). At the vertex v there are at most fsd(v) transitions of type xuy not compatible 
with X. For each vertex urn there are at most s transitions of type xuv not 
compatible with X, since there are at most s edges incident to u being in the same set of 
the partition X(u) as uu. We get that 
and the proof is finished. 0 
Lemma 3.2. If 6 3 in + s, A > in + s, XEX, and (G, X) has no compatible triangle, then 
AQin+2s. 
Proof. Take a graph G with properties as in the lemma. Pick a vertex VE V(G) such 
that d(v)=A=in+s+u and let T= V(G)\(N(v)u{v}). 
First assume that T=@ For every vertex urn, we get that 
and consequently 
E(U, N(u)\u) 2 2s + a, 
where the mean value is taken over all vertices urn. But since E(N(D))<$sA 
according to Lemma 3.1, we get that 
2s + a < E(U, N(u)\u) d 3s, 
which implies that a < s and A <in + 2s. 
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On the other hand, if T=o we have for each vertex ugN(v) that 
&(U, N(v)\u)&n+s- 1, 
which implies that 
E(U, N(v)\u)&l+s- 1, 
and we get that 
+n + s - 1 < E(U, N(v)\u) < 3s. 
This gives that n d 4s + 2 and we get d <n - 1~ 4s + 1 or, as claimed, A Q +n + 2s. 0 
Lemma 3.3. If n is even, nail, 68$n+l, XEX, and A>in+l, then (G, X) has 
a compatible triangle. 
Proof. By contradiction. Take a graph G with properties as in the lemma and assume 
that it has no compatible triangle. According to Lemma 3.2 we have that A <ln+2 
but, since A > )n + 1, it must be the case that A = in + 2. 
Pick a vertex VE V(G) such that d(u)= A. Since d(u)a$n+ 1, we have that 
E(U, N(u)\u)>3 for all vertices urn. But from Lemma 3.1 we know that 
&(N(u))<$A, which can be rewritten as E(U, N(u)\u)< 3. 
Thus E(U, N(u)\u)=3 for all urn. 
If we take T as in Lemma 3.2, we have for each vertex ueN(u) that E(U, T)>in-3 
and consequently 
a(N(u), T)a(in+2)(in-3). (2) 
On the other hand, we have for each vertex UET that E(U, N(u))<fn+2 = A and 
consequently 
.s(N(u), T)d(in+2)($-3). (3) 
There must be equality in (2) and (3) to avoid contradiction and we get that 
d(u)=$n+l if ueN(v) and d(u)=+n+2 if ueT. Moreover, T’={v}uT is an indepen- 
dent set and 1 T’I=in-2. 
Since there is no triangle compatible with X in G, there is especially no compatible 
triangle with a vertex in T’. Each edge in E(N(u)) gives exactly 1 T’I triangles with 
a vertex in T’. At each vertex UET’ there are at most id(u)=#n+2) transitions not 
compatible with X. For each vertex u E N (v) = N (T’) there are at most 3 transitions not 
compatible with X of type xuy, where XEN(T’) and YET’. Thus we get that 
zr.(3)=IT’IWz+2)<IT’1$(3n+2)+3(tn+2), 
which is the same as (in - 2) = I T’I < 3, but this fact contradicts the assumption that 
n 3 11 and the proof is finished. 0 
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Corollary 3.4. Zfn is odd, n> 13, Say $nl+ 1 and A 2r &nl+ 1 then (G, X) has a com- 
patible triangle. 
Proof. Take a graph G with the mentioned properties, choose any vertex 
VE V(G) and let V(G,_ 1)= V(G)\v. Then 6(G,_,)ar &nl=3(n--1) + 1 and 
d(G,_,)ar &nl+ 1 >*(n- l)+ 1. Since n- 1 is even and n- 12 11, Lemma 3.3 gives 
that (G, X) has a compatible triangle. 0 
Theorem 3.5. Ifn> 11, thenf(n, C3, Xi)q&?++nl+2. 
Proof. By contradiction. Let XEX,. Suppose that we have a graph G without 
compatible triangles on n > 11 vertices where E >,rin’ + fnj+ 3. We divide the problem 
into the two cases, n is odd and n is even. 
If n is odd and n> 13 there exists a vertex VE V(G) such that d(v)<r &l+ 1 since if 
d(u)>r inI+ 1 for all VE V(G) we have a compatible triangle by the previous corollary. 
Let V(G,_ 1) = V(G)\v. 
Clearly, (G,_ 1, X) has no compatible triangle and 
s(V(G,-1))~~~nz+~nl+3-L~n~-1=~~(n-1)2+~(n-l)~+3. 
If n is even and n> 12 there exists a vertex veV(G) such that d(v)din, since if 
d(v) 2 tn + 1 for all VE V(G) there will be at least two vertices with degree at least )n + 2 
giving that 6 > in + 1 and A > *n + 1, thus forcing a nonexistent compatible triangle 
according to Lemma 3.3. Let V(G,_,)= V(G)\v. 
Again (G,_ 1, X) has no compatible triangle and 
s(V(G,_l))>fin2+jnl+3-$n=r~(n-1)2+~(n-1)1+3. 
Repeating the argument we build a chain of graphs imbedded in each other which can 
be viewed as 
G=G,IG,_~~,G,_~z ... xG12~G11. 
No (Gk, X) has a compatible triangle, since (G, X) had none, and by construction all 
of them have the property that 
E(V(Gk))>rik2+tkl+3. 
But 
&(V(G11))~~~11~+~111+3=39>~l12+~11, 
which conflicts with Theorem 2.4 and we have a contradiction. IJ 
4. Upper and lower hounds for f(n, tE4. X,) 
Lemma 4.1. Zf(KZ,s+2, X,), XEX,, s> 1, has no compatible cycle of length four, then 
there exists a forbidden transition of type v~xv~EF(K~,~+~, X), where {vl, v2} is the 
small part of the bipartite graph. 
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Proof. By contradiction. Take a complete bipartite graph K2,s+Z with transition 
system XEX, and assume that it is enough to have forbidden transitions of type xuiy 
to assure there is no compatible cycle of length four. The maximum number of 
forbidden transitions occurs when X(Ui) consists of two sets, one with cardinality s + 1 
and the other with cardinality 1. Let the sets with cardinality 1 be {vlx} and {u2y}. If 
x = y then ulxuZy is a compatible cycle of length four and if x = y then pick any other 
vertex z in K,,,,, and ulxuzz will be a compatible cycle of length four, contrary to our 
assumption. 0 
Theorem 4.2. f(n, C4, X,)<$n(,/(s+ l)(n- l)+i(s+ 1)2+i(s+ 1)). 
Proof. Let XEX, and let (G, X) be without compatible cycles of length four. Take an 
unordered pair of vertices u, UE V(G) such that u = u and let IN(u)nN(u)I =m. 
Lemma 4.1 gives that if m 2 s + 1 there must be at least m-s - 1 forbidden transitions 
uxu, where x~{N(u)nN(u)}. Lemma 2.1 gives that 
1 (IN(u)nN(u)I-s-l)~IF(G, X,)I<se. 
U,” 
This can be rewritten as 
.c, IN(u)nN(u)I<SE+(S+ 1) ; 
0 
) 
which is equivalent to 
<ss+(s+l) 
0 
2” , 
and we get 
1 d(ui)2-(s+ l)d(ui)<(s+ l)n(n-1). 
is[n] 
Consequently, 
(d(u))2-(s+ l)d(u)<(s+ l)(n- 1). 
Completing the square gives us 
(d(u))<J(s+l)(n-1)+t(s+1)2+3(s+1), 
or as claimed 
Lemma 4.3. If G has no cycle of length four as a subgraph, then there exists a transition 
system XEX, such that (G(s+ l), X) has no compatible cycle of length four. 
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Proof. Take a graph G without any cycles of length four and construct G(s+ 1) 
according to Definition 1.3. Note that u:vf$E(G(s+ 1)) since G is loopless. Then 
construct the local edge colouring XEX, according to the rule: For every fixed vertex 
U:E V(G(s+ l)), and for every fixed je[n], let ufui be in the same set in the partition 
X(L$) for all IE[s+ 11. This gives that XEX,. 
Assume that there is a compatible cycle of length four in (G(s+ l), X), say 
u~~u~~u~~z$~. If all ij’s are different then, because of the construction of G(s+ l), IL 
ui,Ui2Ui3Ui4 would constitute a cycle of length four in G which conflicts with the 
assumption on G. 
Thus ij = ik for some j and k, and since Uij and Vi, cannot be neighbours in the cycle 
we have that C4=u~;u~;u~;u~~. But this cycle of length four is not compatible to the 
given transition system since both u!,‘u!;t$: and u~;u$u~~ belong to F(G(s+ l), X), 
which means that they are forbidden transitions. The proof is finished. 0 
The construction in the following proof of Theorem 4.4 is based on an idea of 
Reiman in [8] used to construct external &-free graphs. 
Theorem 4.4 (R. Hlggkvist). Ifn = (s + 1) (k’ + k + 1) and k is a prime power, then there 
exist a transition system XEX, such that 
f(n, @4, X,)Bt(n- 1)&s+ l)n-S(s+ 1)2+t(s+ 1). 
Proof. By construction. Let m = k2 + k + 1 and take a point-line-graph P2, of a pro- 
jective plane of order k with a polarity, i.e. we can label the points pl, . . . , pm and the 
lines 1 1, . . . ,I, such that if PiljcE(Pz,) then PjliEE(Pz,). Such projective planes exist 
for every prime power k (for further information see [8]). Note that there are exactly, 
k+ 1 edges of type Pili in E(P2,). 
Construct P2,,,(s+ 1) according to Definition 1.3. Add all (s+ l)k2 missing edges of 
type pfl: to E(P,,(s + 1)). Then contract all (s + 1) (k2 + k + 1) edges of this type and 
replace all multiple edges by simple edges. (Before the replacement all edges had 
multiplicity 2.) 
The result is a graph G on n =m(s+ 1) vertices which we label uf, k[m] and 
ke[s+ 11, where uf is the result of contracting the edge p:lf. Also we have that 
.s=f((s+ 1)2(k+ l)(k2+k+ l)-(s+ l)(k+ 1)). 
Define the local edge colouring X as follows. For all vertices U:E V(G) and for every 
fixed je[m], colour u:ui for all EE[s+ l] in the same colour. This gives that XEX,. 
Assume G has a compatible cycle of length four, say u~;u~;u~~u~~. 
If all ij’s are different, then Vi, Uizui10i4 forms a cycle in a contracted P2,,,, but this 
would imply that Pi,Zi,pi,Ii, is a cycle of length four in P2,, which is impossible since 
P2,,, is a point-line-graph of a projective plane. 
Thus ij=il= i for some j and 1. If urj and u:l are not neighbours in the cycle, say 
u:Iuk2v~u$, then u~u~;u~‘~F(G, X,) and is a forbidden transition. 17. 
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Finally, if v:j and v!l were neighbours in the cycle, say v:jv$v~;v~~, then p~l~;p$l~; 
forms a cycle in P2,,,(s+ 1) and pilipiJli, is a cycle in P2,,,, which is impossible by 
assumption. 
Thus (G, X,) has no compatible cycles of length four and 
~=$((s+l)~(k+l)(k~+k+l)-(s+l)(k+l))), 
which can be rewritten as 
&=3&l) (s+ l)n-i(s+ 1)2+3(s+ l), 
and the theorem follows. 0 
5. Remarks 
It is worth noting that for all fixed s, 
f(n, a=39 XJ 
;: f(n, c3, x0)= l
while 
lim fh @4, XJ 
n+m f(k G, X0) 
=JZi, 
where the limit is taken over all n=(s+ l)(k’+ k+ 1) when k is a prime power. 
Conjecture. For all odd k, k > 5, and for all s > 0 there exists an integer Nk,s such that 
f(n, Ck, Xs)=Lin2] if n2N,,,. 
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