Although Smart Grid (SG) transformation brings many advantages to electric utilities, the longstanding challenge for all them is to supply electricity at the lowest cost. In addition, currently, the electric utilities must comply with new expectations for their operations, and address new challenges such as energy efficiency regulations and guidelines, possibility of economic recessions, volatility of fuel prices, new user profiles and demands of regulators. In order to meet all these emerging economic and regulatory realities, the electric utilities operating SGs must be able to determine and meet load, implement new technologies that can effect energy sales and interact with their customers for their purchases of electricity. In this respect, load forecasting which has traditionally been done mostly at city or country level can address such issues vital to the electric utilities. In this paper, an artificial neural network based energy consumption forecasting system is proposed and the efficiency of the proposed system is shown with the results of a set of simulation studies. The proposed system can provide valuable inputs to smart grid applications.
Using a sophisticated information processing and communication technology infrastructure, the SG is able to fully use and benefit from its distributed power generation system, while maximizing the whole system's energy efficiency. Consequently, the SG is also considered as a data communication network which, by supporting many power management devices, achieves seamless and flexible inter-operational abilities among different advanced system components that leads to an efficient performance. The power system infrastructure is comprised of all the devices found on existing electrical grids, as described above, with the additions of smart meters and sensors deployed throughout the grid to detect outages and measure critical performance metrics that should be forwarded to the backhaul system's detection and decision data centres. This infrastructure generally includes the power generation, transmission and distribution system and the customer premises.
At the core of a SG, Advanced Metering Infrastructure (AMI) lies. Basically, AMI is a twoway communications network between customer premises and the backhaul of the SG and consists of smart meters, advanced sensors and monitoring systems that collect and distribute information between the connected devices in order to enable the gathering and transfer of energy usage information in near real-time. Since the amount of collected data is huge and the collected data is important, the utility communication infrastructure is expected to be scalable and provide high bandwidth capabilities and low latency (Sood et al, 2009; Tuna et al, 2013) . Although SGs can address their current challenges with their smart metering and AMI, forecasting tools can help them further optimize their operations. Because the complexity of challenges has been growing and a SG is a data-rich environment with many data inputs from several applications. Basically, forecasting is a data-intensive numeric discipline and used by utilities for various planning, investment and decision-making purposes. Using forecasting tools which manage large quantities of usage data from new inputs from smart meters, the utilities can determine how their customers will use energy and try to understand when their customers will change their behaviour in response to personal economic conditions, demand response programs, government initiatives, and whether and climate change concerns. In this way, the utilities can plan their operations. Finally, among many important questions that can be answered by forecasting tools, from the return on investment view, the key question is "what types of pricing programs are likely to produce the largest benefits?".
Several modelling techniques have been proposed for demand forecasting. They can be classified into nine main categories (Alfares and Nazeeruddin, 2002; Gajowniczek and Zabkowski, 2014; Chan et al, 2012) , namely multiple regression, exponential smoothing, iterative reweighted leastsquares, adaptive load forecasting, stochastic time series, ARMAX models based on genetic algorithms, fuzzy logic, artificial neural networks, and expert systems. In comparison with the other techniques, artificial neural networks (ANNs) are better at solving forecasting problems due to their hidden layers and ability to learn (Gajowniczek and Zabkowski, 2014) . They are able to identify hidden trends thereby finding the trends in time series and use them to produce more accurate results. Therefore ANNs are very popular and attractive for practical applications.
There are many studies in the literature that deal with the models/techniques for demand forecasting. In (Javed et al, 2012) , autonomic demand side management is presented as a paradigm to provide demand side management and demand response in micro-grids. Liu et al. in (Liu et al, 2012 ) mainly focus on a hybrid model with parameter optimization for load forecasting of micro-grids. A design problem in a setting where several agents can generate estimates of independent future demands at a cost is investigated in (Egri and Vancza, 2013) . In the proposed approach, an aggregator agent elicits the forecasts and based on this information, optimises a procurement decision. Schachter and Mancarella define the functionality required for developing a short-term load forecasting module for demand response applications and propose an algorithm to provide high forecasting performance (Schachter and Mancarella, 2014) .
In this study, a forecasting approach for SGs is proposed. The approach is based on the use of the back propagation neural network algorithm which is a multilayer feed-forward network trained according to error back propagation algorithm. Using the proposed approach, SG operators can estimate future demand from the past and respond with their purchases. This also allows them to offer electricity generated from renewable sources. The rest of the paper is organized as follows. Section 2 presents the details of the artificial neural network based forecasting approach for smart grid and focuses on its implementation. Section 3 presents the evaluation results. Finally, the paper is concluded in Section 4.
ARTIFICIAL NEURAL NETWORKS FOR DEMAND FORECASTING
ANN is basically a parallel distributed processor consist of simple processing units that has an inherent trend for storing experiential knowledge and making it available for use (Haykin, 2008) . Multilayer feed-forward neural networks are generally used based on minimization of an error function and back propagation (BP) learning is the common training method used in these networks. BP learning uses the gradient descent procedure to train the connection weights (Fazayeli et al, 2008) . Multilayer feed-forward neural networks consist of a layer of input units, one or more layers of hidden units, and one output layer of units. Every layer has neurons and is connected with next layers. Each connection between nodes has a weight associated with it. The trend of on-line learning for the supervised training of multilayer perceptrons has been further raised by the development of the back propagation algorithm. BP algorithm can be described using the following equations.
where j is the layer number and i is neuron number, o is actual output. Equation (2) is used to estimate the entire error in the output layer for the pth sample pattern, the error that is eventually minimized by variating the weights and biases using gradient descent (3). Levenberg-Marquardt algorithm, one of the most important optimization method (Roweis, 2009) , was used for the development the proposed NN. This technique, due to Levenberg (Levenberg, 1944) and Marquardt (Marquardt, 1963) , is a sequence of the following two methods (Ranganathan, 2004) : I. the Gauss-Newton's method approaches rapidly near to a global or local minimum but sometimes may deviate; II. the Gradient descent method certainly approaches through a proper selection of step size parameter but does slowly. The block diagrams and the architecture of the developed ANN are shown in Figure 1 and Figure 2 , respectively. Proportional-Integral-Derivative (PID) controller and its alternatives P, PI and PD are the one of the best popular controllers used in nearly all control applications. Base of the popularity is from its simplicity. The tuning method of Ziegler-Nichols (Ziegler and Nichols, 1942 ) is implemented widely in the industrial process area. The reproduction of the PID gains relies on the presence of a process time delay. The control system proposed in this paper is based on neural networks. To improve the performance of the system, PI controller is added to the system. Figure 3 illustrates the block diagram of the closed loop system. The block diagram shows that a PI controller is linked with the neural network controller system in closed loop. Then, the PI controller becomes:
where e(t) is the closed loop error function. The basic action of the proportional gain is to determine the system response time or bandwidth. The integral gain improves steady-state and low frequency trajectory following by adding stiffness against disturbances and steady state errors.
PERFORMANCE EVALUATION
In recent years, different load forecasting methods have been developed and implemented. Artificial neural network based methods are popular in smart grid applications. This study focuses on comparing a house's neural network based energy consumption load forecast and PI+Neural Network energy consumption load forecast. There are 7 inputs in this house. These inputs include refrigerator, washing machine, dishwasher, television, lighting, heating/air condition and computer. The dataset is collected hour by hour for 1 week. Table 1 lists the partial dataset. The simulated results were observed using MATLAB Neural Network Toolbox (MathWorks, 2014) and they were compared with their actual datasets. The improved NN model is a 1-input layer, 2-hidden layers (including 16 and 15 nodes, respectively) and 1-output layer. As already explained, the Levenberg-Marquardt optimization algorithm was used since it presents certain advantages over BP (Michailidis et al, 2014) . Figure 11 and Figure 12 , respectively. 
CONCLUSIONS
To be able to meet emerging economic and regulatory realities, the electric utilities must be able to determine and meet demand, interact with their customers and implement new hardware and software technologies. Although the transformation from the traditional power grid to the smart grid brings many advantages and helps them realize these, they still need to use forecasting tools to further optimize their operations from the return on investment view. For this purpose, in this paper, an energy consumption forecasting approach for smart grids has been presented. Based on the data input received from smart meters, the proposed approach enables the electric utilities to forecast electricity demand. In addition, it provides a valuable input to many smart grid applications.
