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Abstract 
This thesis presents the development and application of computational fluid dynamics (CFD) models to 
study occupant comfort in heating ventilation and air-conditioning (HVAC) scenarios using both 
domain and occupant-level comfort modelling approaches. Domain level comfort modelling, where the 
geometry and temperature of the occupant are not modelled or accounted for in the comfort model, is 
investigated utilising Fanger’s Predicted Mean Vote (PMV) and Predicted Percentage of Dissatisfied 
(PPD) comfort models. It is shown that the computational cost of the domain level comfort models are 
relatively low and they are relatively simple to be implemented in a simulation once the appropriate 
code for the model has been generated. However, domain level comfort models are found to fail to 
predict occupant comfort correctly when the thermal comfort environment is spatially non-uniform, 
geometrically complex or local stimuli exist which can cause opposite sensation for the human body.  
Comfort modelling at the occupant level, where the occupant geometry and skin temperature are 
explicitly required for the comfort model, is explored using two different models that feature 
significantly different assumptions for thermoregulation and the variations of skin temperature. The first 
model termed the thermal manikin model couples the University of California Berkeley (UCB) 
psychological model to a new simplified physiological thermal manikin model which neglects the 
thermal regulation of the human body. The model accounts for the three-dimensional nature of heat 
transfer within the human body by modelling the human body in a two layered manner, that being a 
central core at constant temperature surrounded by a layer of flesh with thickness and thermal properties 
dependent on the location in the body. In this way, the difficulties and complexities of a 
thermoregulatory model are significantly simplified, yet most importantly, the thermal manikin model 
allows the skin temperature to vary over the modelled human body. A second occupant level comfort 
model based on Gagge’s two-node model, which includes thermal regulation, yet assumes the skin 
temperature of the occupant to be spatially uniform is also implemented and evaluated. The results using 
Gagge’s two-node comfort model shows that thermal comfort is not predicted accurately for cases where 
there is significant local variation in stimuli, as the model cannot account for local variation in sensation. 
The models developed and implemented in this thesis are validated based on experimental results from 
two separate experiments. The first case is based on an experiment conducted at the Technical University 
of Denmark, which provides detailed velocity, heat load and geometry variation data, together with 
PMV and PPD comfort parameters being able to be evaluated from the measured experimental data. 
The second and third test cases are based on data from the Indoor Environmental Quality (IEQ) 
laboratory at the University of Sydney. The IEQ data offered the actual votes of human subjects in 
detailed surveys from a range of experiments that included cases with significant thermal alliesthesia. 
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It is concluded from this thesis that to accurately predict comfort at an occupant-level, the prediction of 
the skin temperature and its spatial variation is the most important parameter to predict correctly. Hence 
the assumed uniform skin temperature is the main reason why the Gagge’s two-node occupant level 
model does not produce results as good as the proposed thermal manikin model. Although occupant 
level comfort models require a significant time to setup for each case and feature a higher computational 
cost, the results for occupant comfort models are closer to the experimentally measured comfort levels 
than the domain level models for all cases investigated. To conclude, the occupant level comfort 
modelling approach employing the thermal manikin is found to be the superior method to evaluate 
thermal comfort as it can still be accurate when the environment is complex. However the computational 
cost and model setup time is high. Based on the outcomes of this work, further work employing multi-
node thermal manikin models combined with the UCB psychological model would be a fruitful area of 
research if increased accuracy of occupant comfort prediction in HVAC applications where complex 
thermal environments are present and are of interest. 
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Chapter 1 
Introduction 
Over the past ten decades, with the innovation and evolution of the Heating, Ventilation and Air 
Conditioning (HVAC) systems [1], there has been a significant increase in the expectation of thermal 
comfort in indoor environments. Due to the development of technologies, an increase of wealth, the 
growth of office sizes and the desire of people to dwell in comfortable environment, the importance of 
indoor climate and its relation to occupant thermal comfort has become an increasingly important area 
of interest. Current research relates to the method that addresses directly to the occupant comfort while 
future work is developed based on the thermal comfort metrics. P. O. Fanger (1934 – 2006), who is the 
most significant contributor in this field, wanted to establish a method for HVAC engineering to evaluate 
the environment based on the thermal factors including temperature, air movement, humidity, radiation, 
clothing level and metabolic rate. He experimented with a large number of subjects who were asked to 
be dressed in standardised clothing and engaged in the same level of activity in the climate chamber and 
then developed the popular thermal comfort model, the Predicted Mean Vote (PMV) and Percentage 
People Dissatisfied (PPD) models. The PMV and PPD comfort models can predict the thermal sensation 
and comfort level for the occupants in enclosed environments based on the seven-point thermal sensation 
scale and the evaluation of the percentage of occupants who may not be satisfied with the environment. 
To date, various comfort models have been developed to assess thermal environments and provide the 
comfort metrics for engineers to improve the design of HVAV systems. 
Numerous studies have indicated that the HVAC sector contributes significantly to the consumption 
energy in modern society [2-4]. In 2007, the HVAC loads constituted for 41% of the energy end use in 
Australia where, for instance, the residential sector accounted for 451 PJ or 12% of the gross final energy 
consumption according to Australian Bureau of Agricultural and Resource Economics and Sciences 
(ABARES). In 2009, the HVAC load is estimated to be 43% of the commercial energy use in Australia, 
where commercial buildings were approximately 3.5% of the total energy consumption in the year. The 
generation of electrical energy relies heavily on the combustion of fossil fuels which can lead to 
environmental issues such as global warming and, pollution and environmental degradation. The 
development of new and the optimisation of existing HVAC systems will allow more efficient power 
consumption as well as the integration with smart buildings while letting the expensive eco-friendly fuel 
become affordable. Furthermore, the improvement of HVAC methods also ensures the physical well-
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being and productivity of the occupants. Effective ventilation maintains high air quality in the room and 
prevents the occupants from being affected by higher concentrations of CO2 which could lead to less 
productive indoor labour work. A well designed HVAC system will reduce the risk of sick building 
syndrome caused by viruses and bacteria collecting, multiplying and being distributed by the HVAC 
system, in part, by supplying an adequate amount of fresh air to the space and extracting stagnated air 
constantly through strategically placed supply and return air vents [5-7]. A solution to the optimisation 
of HVAC systems is the study of indoor climate and thermal comfort. For example, the PMV and PPD 
model can be used to calculate the so-called thermal comfort zone where occupants are satisfied when 
the thermal factors are within the range. The design of HVAC systems can be examined according to the 
modelling results for further improvement.  
Thermal comfort models have been studied for over four decades where the models initially were 
utilised for military and aerospace applications and now they are used to assess occupant comfort in 
different environments. The modelling of thermal comfort can be categorised into psychological and 
physiological models. The psychological models predict the thermal sensation or comfort level of the 
occupants based on the thermal parameters that can affect the feeling of the body. The physiological 
model simulates the physical reaction of the human body to the ambient environment body such as core 
and skin temperatures. The physiological model consists of several sections and layers and each part has 
a distinct numerical model to determine the thermal state.  
Some comfort models predict thermal comfort based on the domain level parameters such as air 
temperature and velocity while others utilise the parameters that closely relate to occupants themselves 
such as core and skin temperatures. The pros and cons of such domain and occupant level comfort 
modellings still remain unclear. Hence, this thesis focuses on the study of comfort modellings that 
evaluate thermal comfort with the data at the domain and occupant level and determine which one 
outweighs the other.  
This study utilises the computational fluid dynamics (CFD) computer techniques to simulate indoor 
thermal environments coupled with domain and occupant level comfort model to study the method of 
comfort modelling. The comfort models evaluate the thermal comfort of the occupants based on the 
CFD simulations which reproduce the environmental conditions of the selected experiments. The 
modelling results are analysed with the experimental data to show the modelling ability.  
This thesis consists of seven chapters including the introduction chapter, literature review, methodology, 
study of domain and occupant level comfort modelling test case 1, 2 and 3 and conclusion and future 
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works. Chapter 2 reviews the background knowledge of thermal comfort, comfort models and the 
computational methods for fluid dynamics. Chapter 3 presents the methods of modelling thermal 
comfort at the domain and occupant level with CFD simulations. Chapter 3 also presents a numerical 
physiological model that is proposed for occupant level comfort modelling. Chapter 4 investigates 
domain and occupant level comfort modelling based on the experiment conducted at the Technical 
University of Denmark [8]. Chapter 5 studies the comfort modelling based on an experiment in the 
Indoor Environmental Quality Laboratory (IEQ Lab) in the faculty of architecture at the University of 
Sydney, where the experiment provides the actual votes of the subjects for model validation. The final 
chapter summarises the contributions of the work in this thesis and concludes with some 
recommendations for future work.  
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Chapter 2 
Literature Review 
This chapter examines the fundamental background material and literature that is utilised and built upon 
in the future chapters. This review covers areas relevant to thermal comfort including the famous 
Fanger’s thermal comfort model and numerical human physiological and psychological models. Also, 
the factors, such as air change efficiency, contaminant removal effectiveness and the age of air, that can 
affect occupants’ vote in the given environment will be reviewed. The computational methods for fluid 
dynamics are examined in the second part of the review, involving the theory of turbulence modellings 
with the comparison of various turbulence models such as 𝑘-𝜀and 𝑘-ω model and the applicability of 
the turbulence models to indoor climate study. The wall functions which connect near-wall region to the 
far-field for CFD calculation and S2S radiation model are also reviewed and presented.  
2.1 Thermal Comfort Modelling 
The human body can be considered to be a sophisticated system with various mechanisms such as 
perspiration, vasoconstrictions and vasodilatation to regulate and maintain body temperature to ensure 
the proper biological operation in response to external and internal transition [9]. A change in body 
temperature can cause human to have different thermal sensations and comfort levels. For example, 
dressing in light cloth in the snowy winter would cause the drop in skin temperature, and thus, feeling 
cold and discomfort. In the HVAC industry, thermal comfort is commonly employed as an index to 
evaluate human’s feedback to thermal environments. In 1962, Macpherson [10] defined six factors 
which can affect thermal sensation as the following: two personal variables (clothing insulation and 
activity level, i.e. metabolic rate) and four physical variables (air temperature, air velocity, relative 
humidity, and mean radiant temperature) [11, 12]. These factors can vary with time, subject and the 
ambient environment. The American Society of Heating, Refrigeration and Air-Conditioning Engineers 
(ASHRAE) also defined thermal comfort as “the condition of mind which expresses satisfaction with 
the thermal environment” [13]. As more and more research has been done in the field of thermal comfort, 
thermal comfort is found to be a cognitive process to that is affected not only by physical or 
physiological factors but also psychological effects.  
Many studies have found thermal comfort is associated with health, labour productivity, building 
sustainability and environmental issues. Firstly, thermal comfort relates to the health of the occupants 
in an area. Poor air quality and ineffective ventilation rate can largely reduce the level of thermal comfort. 
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Therefore, thermal comfort is often included in design criteria of the HVAC systems in buildings to 
ensure people to breathe in clean air and alleviate the risk of contracting diseases. Secondly, it is also 
found there is a link between thermal comfort and the productivity of office workers. High concentration 
of carbon dioxide can lower the working efficiency as well as make people feel drowsy in an office. 
Furthermore, the study of thermal comfort is helpful for addressing environmental issues. The supply of 
the energy attribute to the building’s environmental control system involves the combustion of fossil 
fuel which is the cause of carbon emissions, climate change and other environmental problems. The 
study of HVAC and thermal comfort allows the thermal comfort of occupants to avoid building’s 
environmental control system to drive the climate too warm or cold and maintain the environment in an 
acceptable range by controlling the climate precisely. Thus, it can save considerable energy in the long 
haul by improving the conditioning strategy while providing comfortable environment [6, 7, 14-19].  
There are several ways to categorise the approaches to evaluate thermal comfort. In general, the 
approaches can be divided into two groups, rational approach and adaptive approach, according to their 
applications and limits [20, 21]. 
The rational approach, also known as the heat-balance approach, is a method to assess thermal 
environments based on experimental data from climate chamber. During the experiment, the indoor 
climate and the factors that can affect thermal comfort are controlled. Fanger’s experiment [22] and 
Gagge’s two-node model [23] are typical examples of the rational approach. The subjects in the 
experiment were required to be dressed in standardised cloth and engaging in identical activities. The 
rational approach can be accurate when subjects are engaged in steady state conditions and low-level 
activities [20]. 
On the other hand, adaptive approach is based on field studies which allow uncertainties to occur 
naturally [24]. For instance, subjects can wear anything as usual with no restrictions. An adaptive 
approach is highly dependent on the subjects’ background, behaviours, the expectations and other 
indirect factors and therefore can reflect the true acceptability of ambient environment [15, 20, 25-27]. 
The approach allows the evaluation of the true acceptability of subjects to the ambient environment 
based on field studies. It is helpful for the discovery of the closer relationship between experimental 
data and subjects’ true response. In recent years, many researchers encourage to conduct field studies 
with laboratory experiments to obtain more reliable information to simulate accurate comfort feedback 
[20, 28].  
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2.1.1 Fanger’s Comfort Model 
In the 1970s and 1980s, energy balance models of human bodies were developed for the biometeorology 
research [29]. A person who made a significant contribution known as P.O. Fanger (1934-2006) created 
a predictive model for thermal comfort evaluation from climate chamber research during the second half 
of the 1960s. The goal was to provide thermal evaluation of the industrial environment with artificial 
climates in controlled spaces. Fanger later developed a comfort model that uses the predicted mean vote 
(PMV) and the predicted percentage of dissatisfied (PPD) index to assess environments. Fanger’s model 
defines a range of comfort temperatures which people are satisfied with the climate with the combination 
of heat balance theories and physiology of thermoregulation [15, 20]. Nowadays, the model has been 
widely applied in the field of architecture and engineering to validate and optimise the designs for 
buildings to provide quality environments [22, 28, 30]. 
Fanger’s comfort model is based on the theories that indicate human body will maintain a balance 
between the energy generated by metabolism and the heat loss due to the physiological process of the 
body, such as shivering, sweating and the control of blood flow to the skin. To develop a model for 
comfort prediction, Fanger studied the physiological process of human body and found the only two 
factors that can affect the heat balance are sweat rate and skin temperature, which are functions of 
activity level. He firstly developed a model based on a linear relationship between activity level and 
sweat rate with data from a research on college-age subjects who were exposed to various environments 
and dressed in standardised cloth and engaged in identical activities. The subjects were required to vote 
for their thermal sensation based on the seven-point ASHRAE thermal sensation scale as shown in Table 
2.1. The scale divides the thermal sensation that people can experience into seven categories that range 
from cold (-3), neutral (0) to hot (+3). Fanger then improved and validated his comfort model with 
extensive experimental data with the experiments conducted in climate chamber. As a result, the PMV 
and PPD comfort models were developed to evaluate the thermal sensation and comfort level of 
occupants in indoor environments [20, 31, 32]. 
 
 
 
 
 
 
Chapter 2. Literature Review   Ching-Ju Chou 
7 
 
Table 2.1. The Seven-point ASHRAE thermal sensation scale [33]. 
PMV Sensation 
+3 Hot 
+2 Warm 
+1 Slightly Warm 
0 Neutral 
-1 Slight Cool 
-2 Cool 
-3 Cold 
2.1.1.1 Predicted Mean Vote (PMV) 
The predicted mean vote (PMV) is used in the Fanger’s model to assess the thermal comfort of people 
in indoor thermal environments. The PMV model evaluates the mean response of a large group of 
humans based on the seven-point ASHRAE thermal sensation scale. The PMV model is based on the 
theories of the heat balance of the human body. The sum of internal heat production and loss of heat to 
the surroundings is equal to zero to achieve the heat balance. The mean vote of the subjects in the 
corresponding environmental conditions was recorded in the experiments [20, 34, 35].  
The PMV numerical model is shown in Eqn. 2.1 to 2.4 provided by the international standard ISO 7730 
[33]. The model uses four flow variables, air velocity, air temperature, water vapour partial pressure and 
mean radiant temperature, and two personal variables, clothing level and activity level, to predict the 
thermal sensation of people. 
𝑃𝑀𝑉 = [0.303 ∙ 𝑒−0.036∙𝑀 + 0.028] ∙ 
{(𝑀 −𝑊) − 3.05 ∙ 10−3 ∙ [5733 − 6.99 ∙ (𝑀 −𝑊) − 𝑃𝑣] − 0.42 ∙ [(𝑀 −𝑊) − 58.15]
− 1.7 ∙ 10−5 ∙ 𝑀 ∙ (5867 − 𝑃𝑣) − 0.0014 ∙ 𝑀 ∙ (34 − 𝑇𝑎) − 3.96 ∙ 10
−8
∙ 𝑓𝑐𝑙 ∙ [(𝑇𝑐𝑙 + 273)
4 − (𝑇?̅? + 273)
4] − 𝑓𝑐𝑙 ∙ (𝑇𝑐𝑙 + 273)
4 ∙ ℎ𝑐
∙ (𝑇𝑐𝑙 − 𝑇𝑎)} 
(2.1) 
𝑇𝑐𝑙 = 35.8 − 0.028 ∙ (M −W) − 𝐼cl
∙ {3.96 ∙ 10−8 ∙ 𝑓cl ∙ [(𝑇𝑐𝑙 + 273)
4 − (𝑇?̅? + 273)
4] + 𝑓cl ∙ ℎc ∙ (𝑇𝑐𝑙 − 𝑇𝑎)} 
(2.2) 
ℎc = {
2.38 ∙ |𝑇𝑐𝑙 − 𝑇𝑎|
0.25  for  2.38 ∙ |𝑇𝑐𝑙 − 𝑇𝑎|
0.25 > 12.1 ∙ √𝑉𝑎
12.1 ∙ √𝑉𝑎                    for  2.38 ∙ |𝑇𝑐𝑙 − 𝑇𝑎|
0.25 < 12.1 ∙ √𝑉𝑎
 
(2.3) 
𝑓cl = {
1.00 + 1.290𝑙cl         for 𝑙cl ≤ 0.078 m
2 ∙ K/W 
1.05 + 0.645𝑙cl         for 𝑙cl > 0.078 m
2 ∙ K/W 
 
(2.4) 
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Where 
M Metabolic rate (W/m2) 
W Effective mechanical power (W/m2) 
𝐼cl Clothing insulation (m
2∙K/W)  
𝑓cl Clothing surface area factor 
𝑇𝑎 Air temperature (℃) 
𝑇?̅? Mean radiant temperature (℃) 
𝑉𝑎 Relative air velocity (m/s) 
𝑃𝑣 Water vapour partial pressure (Pa) 
ℎc Convective heat transfer coefficient (W/m
2∙K) 
𝑇𝑐𝑙 Clothing surface temperature (℃) 
Note: 1 metabolic unit = 1 met = 58.2 W/m2 and 1 clothing unit = 1 clo = 0.155 m2∙℃/W. 
The PMV model is suitable for the evaluation of thermal environments in the conditions of steady-state 
environments and people who are engaged in low activity level such as working in offices. Table 2.2 
shows the suitable range of the application of PMV model to make correct thermal comfort prediction. 
The PMV index is suggested to be in the range of +2 to -2 to maintain the modeling accuracy [33, 36].  
Table 2.2. The suggested parameter range of the PMV model. The table is taken from [33]. 
Parameter Range 
Predicted Mean Vote Value -2 to +2 
Metabolic Rate 46 W/m2 to 232 W/m2 
Clothing Insulation 0 m2 K/W to 0.31 m2 K/W 
Ambient Temperature 10℃ to 30℃ 
Mean Radiant Temperature 10℃ to 40℃ 
Relative Air Velocity 0 m/s to 1 m/s 
Water Vapour Partial Pressure 2 Pa to 2.7 Pa 
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2.1.1.2 Predicted Percentage Dissatisfied (PPD) 
The predicted percentage dissatisfied (PPD) is an index that was developed to be incorporated with PMV 
to evaluate comfort level. It predicts the percentage of people that can possibly be dissatisfied with the 
thermal environment. PPD is a function of PMV and can be calculated with Eqn. 2.5. The relationship 
of PMV and PPD is symmetric about the axes which PMV = 0 shown in Fig. 2.1. The relationship 
indicates the maximum comfort level can only be reached when people feel neutral. Also, it is not 
possible to satisfy 100% individuals under any condition due to physiological and psychological reasons 
[20, 33].  
 𝑃𝑃𝐷 =  100 − 95 ∙ 𝑒𝑥𝑝(−0.03353 ∙ 𝑃𝑀𝑉4  −  0.2179 ∙ 𝑃𝑀𝑉2) (2.5) 
 
Figure 2.1. The relationship between PMV and PPD. Figure reproduced from [4]. 
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2.1.2 Numerical Human Body Comfort Model 
The development of thermal comfort models for the evaluation of complex environments such as non-
uniform climate has been increasingly popular in recent studies. Manifold thermal comfort models can 
be traced back to 1960s as the models were mainly developed for the applications of military and 
aerospace at that time [37]. It was found the evaluation of thermal comfort cannot simply consider the 
overall response of the human body. The stimuli on local body parts can also bring significant impact 
on the subjects’ feelings and their comfort level. Despite the comfort modelling at occupant level can be 
very complex as the thermal regulation at each body part is distinct, there is an increase amount of people 
commence studying human body comfort models to investigate the impact of the sensation of local body 
parts.  
Extensive studies on the numerical human body comfort modelling have been emerging since last two 
decades [32, 37-50]. The development of the human body comfort models can be categorised into 
physiological and psychological models depending on the research aspects [51]. The physiological 
model divides the human body into different sections and layers and solves the heat balance equations 
for these parts to obtain the parameters that can be used for evaluating thermal comfort. The 
psychological model assesses thermal comfort based on the parameters that affect thermal comfort at 
occupant level. For example, the UBC comfort model which predict thermal comfort for occupants with 
the skin temperatures at different body parts.  
2.1.2.1 Human Thermal Physiological Model 
Givoni and Goldman built a physiological model with considering the human body as one-node [38]. 
The model is well-known and suitable for the application in hot environment. At the time, Gagge, Stolijk, 
& Nishi (1971) developed the Pierce two-node model which divides human body into core layers and 
skin layers with two subsystems, the control and controlled systems, and include the vascular control 
and sweating effect [52]. The model is applicable to medium activity level and uniform environments 
but it is not suitable for non-uniform environments or the subjects who expose to the environment less 
than an hour [37, 53, 54].  
The researchers at Kansas State University have also developed a two-node model called KSU two-node 
model in 1970s. Different from Pierce model, the KSU two-node model applied different control 
equations for blood flow and sweat rate. It can predict the thermal response from physiological strain 
directly. The KSU model has been validated through various environmental conditions and extensive 
experimental studies [37, 55, 56]. 
Chapter 2. Literature Review   Ching-Ju Chou 
11 
 
Stolwijk developed a multi-node physiological model that was utilised in aerospace applications. The 
model divides the human body into six segments and each segment consists of four concentric layers. 
The model developed by Stolwijk allows the physiological phenomena of each part to be controlled and 
thus it has better performance and flexibility compare to early physiological models. Although it is still 
not applicable to transient environments, most of the later models with multiple segments or nodes are 
founded on the Stolwijk model [37, 42].  
 
Figure 2.2. Schematic diagram of IESD-Fiala model. (a) The passive system. (b) The active system. The 
figure is taken from [44]. 
The Institute of Energy and Sustainable Development (IESD)-Fiala thermoregulation model is another 
representative physiological model. The IESD-Fiala model divides the thermal regulation of the human 
body into a controlled passive system and an active controlling system. The human body in the model 
is consisted of 20 elements in cylindrical and spherical shape, and each element is subdivided into 
annular concentric tissue layers by the physiological functions and thermal physical properties as shown 
in Fig. 2.2 (a).  
The passive system is used to calculate the heat transfer of the human body itself and between the skin 
and ambient environment. The skin is modelled as inner and outer cutaneous layers which account for 
metabolic heat generation and skin evaporation respectively. IESD-Fiala model considers variations of 
directional radiation, the convection of local parts, moisture and evaporation effects over skin surface 
and non-uniform clothing factors. The active controlling system is used to model the complex 
physiological phenomena with four major thermal regulatory feedback including vasodilatation, 
vasoconstriction, sweating and shivering as shown in Fig. 2.2 (b). The IESD-Fiala model has been 
validated via experimental data gathered 90 exposures. The model is applicable to both steady-state and 
transient environments with temperature in the range of 5℃ to 50℃ and activity level between 0.8 and 
10 met [37, 44, 45].  
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Tanabe et al. (2002) have developed a multi-node thermoregulation model, called the 65 MN model, 
based on the Stolwijk model [57]. The 65 MN model simulates the anthropometric data of an averaged 
human body with the weight of 74.43 kg and the surface area of 1.87 m2. It divides the human body into 
sixteen body parts as shown in Table. 2.3. The table shows the surface area and weight of each body 
part. The letter i represents the segment number and L and R in the segment (i) column are abbreviated 
from left and right respectively. Furthermore, the individual body segment consists of core, muscle, fat 
and skin layers as shown in Fig. 2.3 with the layer number j. The model considers heat is transferred 
through the layers by conduction and heat exchange between the human body and ambient air by 
respiration, convection, radiation and evaporation. The 65 MN model is applicable to various complex 
environments and has been validated with the results of controlled experiments.  
Table 2.3. The segments of the 65 MN model with the corresponding surface area, ADu, and weight. 
The table is taken from [42]. 
i Segment (i) ADu (i) (m2) Weight (kg) 
1 Head 0.14 4.02 
2 Chest 0.175 12.4 
3 Back 0.161 11.03 
4 Pelvis 0.221 17.57 
5 L-shoulder 0.096 2.163 
6 R-shoulder 0.096 2.163 
7 L-arm 0.063 1.373 
8 R-arm 0.063 1.373 
9 L-hand 0.05 0.335 
10 R-hand 0.05 0.335 
11 L-thigh 0.209 7.013 
12 R-thigh 0.209 7.013 
13 L-leg 0.112 3.343 
14 R-leg 0.112 3.343 
15 L-foot 0.056 0.48 
16 R-foot 0.056 0.48 
 Total 1.87 74.43 
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Figure 2.3. The conceptual diagram of the 65 MN model. The figure is taken from [42]. 
The UCB physiological model was developed based on Stolwijk and Tanabe’s model with critical 
improvements by University of California, Berkeley. The model divides the human body into sixteen 
segments as the 65 MN model as shown in Fig. 2.4 (a) and, theoretically, it can simulate random numbers 
of body parts. Each segment consists of nodes and blood vessels as presented in Fig. 2.4 (b) and heat 
exchange can occur amongst the adjacent nodes and blood. The UCB physiological model utilises a 
distinct blood flow model as shown in Fig. 2.4 (b) and (c). The blood flow model simulates the 
temperature change of the blood flows through different body parts as well as extremities. The UCB 
physiological model uses the improved convection and radiation coefficients and considers the impact 
of clothing on heat and moisture exchange with the ambient environment. Furthermore, it allows users 
to customise the characteristics of the human body through a pre-processor known as ‘body builder’. 
With the body builder, people can define the physiological inputs, such as body density, blood flow rate 
and metabolic rate, for the human model. With the improvements, the UCB physiological model allows 
evaluating the physiological response of the subjects in any complex thermal environments. The 
accuracy of the model has been demonstrated with experimental data [37, 41]. 
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Figure 2.4. The UCB physiological model. (a) The body segmentation. (b) Blood flow model segment 
and node schema. (c) The blood flow model for an arm. The figure is taken from [41].  
The KSU physiological model is the most complicated and physically realistic human thermal model. It 
was initially developed by Smith [53] and later improved by Fu [58] to include the clothing effect. The 
model divides the human body into fifteen cylindrical segments and utilises nearly 3000 nodes to 
simulate the blood flow and respiratory system. The control equations that models vasomotor, 
sudomotor and shivering were based on experimental data derived by Smith. Although the source code 
and detailed description of the model are available and widely applied, the model is computationally 
expensive due to its complexity [37]. 
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2.1.2.2 Human Thermal Psychological Model 
A psychological thermal model is built for the prediction of the thermal perception of a human. The 
model is used for evaluating the feeling of the subjects in the given environments.  
Taniguchi [59] established a thermal psychological model with multiple linear regression to simulate 
passengers in vehicles who often experience non-uniform and transient conditions.  
 𝑇𝑆𝑉 = 0.81 × (𝑇𝑓𝑎𝑐𝑒 − 33.9) + 39.1 × 𝑑𝑇𝑓𝑎𝑐𝑒/𝑑𝑡 (2.6) 
The thermal sensation vote (TSV) can be calculated with Eqn. 2.6, which was derived in human subjects 
test. The 𝑇𝑓𝑎𝑐𝑒 is the average facial skin temperature and 𝑑𝑇𝑓𝑎𝑐𝑒/𝑑𝑡 is the time derivatives of facial 
skin temperature. The model considers the local sensation of face as the overall thermal sensation of the 
body and neglects the impact of other body parts. Therefore, the model is only suitable for certain cases 
and not comprehensive. 
Hagino and Junichiro [60] correlated whole body thermal sensation vote with local body response. 
Based on a series of human subject tests, it was found the effect of local thermal sensation vote on whole 
body thermal sensation varies with different body parts. The model shows that the forehead and upper 
arm are more sensitive compared to other body parts and the overall TSV can be calculated with Eqn. 
2.7.  
𝑇𝑆𝑉𝑜 = 0.42 × 𝑇𝑆𝑉𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 + 0.38 × 𝑇𝑆𝑉𝑢𝑝𝑝𝑒𝑟 𝑎𝑟𝑚 𝑜𝑛 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑑𝑒 + 0.20
× 𝑇𝑆𝑉𝑡ℎ𝑖𝑔ℎ 𝑜𝑛 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑑𝑒 + 0.28 × 𝑇𝑆𝑉𝑖𝑛𝑠𝑡𝑒𝑝 𝑜𝑛 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑑𝑒 
(2.7) 
The 𝑇𝑆𝑉𝑜 is the whole-body thermal sensation vote, 𝑇𝑆𝑉𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 is the thermal sensation vote of the 
forehead, and 𝑇𝑆𝑉𝑢𝑝𝑝𝑒𝑟 𝑎𝑟𝑚 𝑜𝑛 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑑𝑒 , 𝑇𝑆𝑉𝑡ℎ𝑖𝑔ℎ 𝑜𝑛 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑑𝑒  and 𝑇𝑆𝑉𝑖𝑛𝑠𝑡𝑒𝑝 𝑜𝑛 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑑𝑒  are 
the thermal sensation vote of the upper arm, thigh and instep on the window side respectively. The 
measurements of the model inputs are based on the passengers inside vehicles. Thus, the model is only 
suitable for the evaluation the climate in vehicles [37].  
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Masunaga et al. (1993) used an average equivalent temperature (AET) to compute PMV to assess whole-
body thermal comfort. The AET is determined with surface area-weighted coefficients for head (0.1), 
abdomen (0.7) and feet (0.2). The equivalent temperatures of the body parts are obtained with the 
measurements from thermal manikin. As the AET considers the sensation of several body parts, it may 
be able to model the sensation accurately in some degree. However, AET still cannot reflect the thermal 
response of most local body parts [43].  
Dear et al. (1993) built a receptor model called Dynamic Thermal Stimulus (DTS) model. An Area 
Summation Factors (ASF) is applied to the whole-body model according to the sensitivity in local skin 
regions [61].  
 𝐷𝑇𝑆 =∑𝐴𝑆𝐹𝑖𝑅𝑖 =∑𝐴𝑆𝐹𝑖(𝐾𝑠,𝑖𝑇𝑠𝑘,𝑖 +𝐾𝑑,𝑖𝑑𝑇𝑠𝑘,𝑖)/𝑑𝑡 
(2.8) 
The DTS model is shown in Eqn. 2.8. The letter i is the number of body parts, R is the receptor impulse 
frequency, 𝐾𝑠  (Hz K
-1) is the proportionality coefficient for static discharge, 𝐾𝑑,𝑖  (Hz s K
-1) is the 
proportionality coefficient for dynamic discharge, 𝑇𝑠𝑘 is the skin temperature and t is time. The model 
is limited to the sensible heat transfer and the effect of clothing materials on the energy balance at skin 
surface is not included [37, 61].  
The standard effective temperature (SET*) which considers the effect of convection, evaporation and 
radiation was introduced by Kohri et al. (2002). SET* has been used to evaluate the thermal sensation 
of local body parts. It was originally developed to assess the environment in a vehicle compartment and 
integrated with the model outputs of the dispersed two-node model. The basic concept of the dispersed 
two-node model is shown in Fig. 2.5 (a). The compartments of the human body are attached to the body 
core and adapted to the two-node model. The heat transfer due to blood circulation is included in the 
body core. The dispersed two-node model simulates body parts individually without considering heat 
exchange amongst body parts. The calculations of SET* and local-standard SET*i are shown in Fig. 2.5 
(b). The standard regional properties, including 𝑓𝑐𝑙,𝑖, Fcl,i,, hc,i, Fpcl,s and hr,i, can be obtained from the 
experiments while the individual properties, Qsk,i, Tsk,i and wi, can be computed with dispersed two-node 
model.  
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Figure 2.5. (a) Basic idea of the dispersed two-node model. (b) Calculation of SET* and local SET*. 
The figure is taken from [62]. 
Nilsson [63] has established the clothing-independent thermal comfort zones with the equivalent 
temperature. The approach assumes that the human body is equally sensitive to the heat exchange and 
the clothing level will not influence on the sensation.    
The equivalent temperature is derived from the operative temperature with considering the effect of air 
velocity on heated objects. It is a measurement of effects of non-evaporative heat loss from human 
beings [64]. The calculation of equivalent temperature, 𝑇𝑒𝑞, is shown in Eqn. 2.9.  
 
𝑇𝑒𝑞 = 𝑇𝑠𝑘 −
𝑄𝑠
ℎ𝑐ℎ𝑡𝑐
 
(2.9) 
where 𝑇𝑠𝑘 is the skin surface temperature, 𝑄𝑠 is the sensible heat loss and ℎ𝑐ℎ𝑡𝑐 is the combined heat 
transfer coefficient.  
 𝑇𝑒𝑞,𝑧𝑜𝑛𝑒 = 𝑇𝑠𝑘 − 𝑅𝑇(𝑎 + 𝑏𝑀𝑇𝑉𝑧𝑜𝑛𝑒) (2.10) 
Eqn. 2.10 can be used to find the clothing-independent comfort zones. 𝑇𝑒𝑞,𝑧𝑜𝑛𝑒  is the equivalent 
temperature in the zone, 𝑅𝑇  is the total insulation obtained from linear regressions of clothing 
combinations, 𝑎 and 𝑏 are linear regression constants, and 𝑀𝑇𝑉𝑧𝑜𝑛𝑒 is the mean thermal vote in the 
zone. The approach is convenient to evaluate thermal comfort in non-uniform environment. However, 
it is merely suitable for steady condition with neglecting humidity and latent heat effects [37].  
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Zhang has developed a comprehensive thermal comfort model that is applicable to a wide range of 
environments include uniform or non-uniform and transient or steady-state conditions [49, 50, 65, 66]. 
The comfort model is based on extensive experimental data at the University of California-Berkeley 
with considering human body thermal response to varying temperature and asymmetry environment. 
During the experiments, the subjects voted for their feelings of local body parts and whole-body 
according to the thermal scale as shown in Fig. 2.6. The thermal sensation scale was based on the 
ASHRAE 7-point sensation scale with additional “very hot” and “very cold” to assess extreme 
environments. The comfort scale also had “very comfortable” and “very uncomfortable” which allowed 
the subjects to precisely vote for their feelings [37, 65]. Meanwhile, the skin and core temperatures were 
recorded for the development of the comfort model.  
 
Figure 2.6. (a) UCB thermal scale. Sensation scale. (b) Comfort scale. The figure is taken from [47].  
The UCB comfort model consists of several parts including the evaluation of thermal sensation and 
comfort level for local body parts and whole-body. The comfort model firstly uses the skin temperature 
of local body parts such as head, chest and legs to determine the local thermal sensation of the person 
in the given environment. The model can evaluate the whole-body thermal sensation based on the 
feelings of local parts and then predicts the thermal comfort with the consideration of the local and 
whole-body thermal sensation. Finally, the UCB model can assess the overall comfort level of the person 
with the local comfort level.  
 𝑆𝑙𝑜𝑐𝑎𝑙,𝑖 = 𝑆𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝑠𝑡𝑎𝑡𝑖𝑐 + 𝑆𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝑑𝑦𝑛𝑎𝑚𝑖𝑐 (2.11) 
The modelling of local thermal sensation is founded on Eqn. 2.11. 𝑖 starts from zero and indicates the 
number of local body parts. The model divides local sensation into a static term, which does not consider 
the variation with time, and a dynamic sensation, which investigates the time derivatives of core and 
skin temperatures.  
Chapter 2. Literature Review   Ching-Ju Chou 
19 
 
𝑆𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝑠𝑡𝑎𝑡𝑖𝑐
= 4
∙ (
2
(1 + 𝑒^ (−𝐶1(𝑇𝑠𝑘,𝑖 − 𝑇𝑠𝑘,𝑖,𝑠𝑡) − 𝐷1 ((𝑇𝑠𝑘,𝑖 − 𝑇𝑠𝑘̅̅ ̅̅ ) − (𝑇𝑠𝑘,𝑖,𝑠𝑡 − 𝑇𝑠𝑘,𝑠𝑡̅̅ ̅̅ ̅̅ ̅))) − 1)
) 
(2.12) 
The static sensation as shown in Eqn. 2.12 models the thermal response of a person in a steady-state 
environment with a logistic function. 𝑖  is the number of local body parts, 𝑇𝑠𝑘,𝑖  is the local skin 
temperature of local body part, 𝑇𝑠𝑘̅̅ ̅̅  is the mean skin temperature, 𝑇𝑠𝑘,𝑖,𝑠𝑡 is the skin set temperature of 
local body part and 𝑇𝑠𝑘,𝑠𝑡̅̅ ̅̅ ̅̅ ̅ is the mean set temperature. The set temperature is the skin temperature 
measured in the experiments when the subjects felt neutral and the data is shown in Fig. 2.7. 𝐶1 is a 
coefficient to control the slope of logistic function. An example of the relationship between 𝐶1 and the 
logistic function is shown in Fig. 2.8 (a). The use of 𝐶1  allows the body parts to have different 
sensitivity to the ambient environment. For instance, for body parts such as chest and back, a small 
variation in skin temperature can induce a large cooling or waring sensation and the slopes of the 
functions are steeper for such body parts. 𝐷1 controls the level of impact brought by whole-body state 
on local body parts. Figure 2.8 (b) shows the changes of the model by using different 𝐶1 and 𝐷1. 
Moreover, the local static sensation modelling is divided into left and right parts according to the local 
sensation as shown in Fig. 2.8 (b). Based on the findings, the sensitivities of human skin to the warm 
and cool environment are not the same. Therefore, the model applies different coefficients for cooling 
and warming conditions to make correct predictions. The regression coefficients for Eqn. 2.7 are 
presented in the tables in Appendix B.  
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Figure 2.7. Skin set temperature. The figure is taken from [50]. 
   
Figure 2.8. The logistic function of the static sensation modelling. (a) 𝐶1 controls the slope of the 
function. (b) The function at different whole-body-states. The figure is taken from [47]. 
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𝑆𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝑑𝑦𝑛𝑎𝑚𝑖𝑐 = 𝐶2,𝑖
𝑑𝑇𝑠𝑘,𝑖
𝑑𝑡
+ 𝐶3,𝑖
𝑑𝑇𝑐𝑜𝑟𝑒
𝑑𝑡
 
(2.13) 
The modelling of local dynamic sensation is shown in Eqn. 2.13. 𝑖 is the number of local body parts, 
𝑑𝑇𝑠𝑘𝑖𝑛,𝑖
𝑑𝑡
 is the time derivative of the skin temperature at each body part and 
𝑑𝑇𝑐𝑜𝑟𝑒
𝑑𝑡
 is the time derivative 
of body core temperature. 𝐶2,𝑖 and 𝐶3,𝑖 are coefficients that correlate the behaviour of the model with 
the experimental data in which let the prediction be closer to the reality. The coefficients are provided 
in Appendix B. When the body is in a steady-state condition, the sum of dynamic sensation term 
becomes zero and the term can be neglected from local sensation model as shown in Eqn. 2.11. 
  𝑆𝑜 = 𝑆𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝑚𝑎𝑗𝑜𝑟 + 𝑆𝑒𝑛𝑠𝑎𝑡𝑖𝑜𝑛𝑜𝑝𝑝𝑜𝑠𝑖𝑡𝑒 (2.14) 
To evaluate the whole-body thermal sensation, the UCB comfort model categorises the environments 
into ‘no-opposite’ and ‘opposite’ conditions. The ‘no-opposite’ condition describes that there is no local 
body parts that feel obviously different or opposite to the other parts. On the other hand, the ‘opposite’ 
condition indicates one or more body parts that have different thermal sensation to the other parts. For 
example, using a heater fan to point at legs in the winter would bring local warming sensation for the 
lower body parts while the upper body parts still feel cold. The modelling of whole-body sensation 
consists of a major sensation term and an opposite sensation term as shown in Eqn. 2.14. The major 
sensation term is the major thermal sensation that felt by most body parts, and the opposite sensation 
term is the feeling of the minor group of body parts that have different sensation to the major sensation. 
In the whole-body sensation model, the opposite sensation acts as a modifier to pull the major sensation 
towards them. If the condition is ‘no-opposite’, the opposite sensation term is then neglected, and the 
whole-body sensation is a model of the local sensation of every body part.  
The ‘no-opposite’ condition has the following rules: 
1. 𝑛− = 0 
2. 𝑛+ = 0 
3. 𝑛− > 𝑛+ and 𝑆𝑙𝑜𝑐𝑎𝑙,𝑚𝑎𝑥 ≤ 1 
4. 𝑛+ > 𝑛− and 𝑆𝑙𝑜𝑐𝑎𝑙,𝑚𝑖𝑛 ≥ −1 
𝑛− is the number of body parts that have cooling sensation, 𝑛+ is the number of body parts that have 
warming sensation, 𝑆𝑙𝑜𝑐𝑎𝑙,𝑚𝑎𝑥  is the maximum local sensation of the body and 𝑆𝑙𝑜𝑐𝑎𝑙,𝑚𝑖𝑛  is the 
minimum local sensation of the body. It is noted that 𝑆 denotes thermal sensation and the value is in the 
range of -4 (very cold) to 4 (very hot). The environment is judged as ‘no-opposite’ when any of the rules 
is followed. 
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The modelling of whole-body thermal sensation is further divided into two parts, high levels of thermal 
sensation and low levels of thermal sensation. High levels of thermal sensation occur when at least three 
local thermal sensations are larger than 2 or smaller than -2. The UCB model determines the whole-
body sensation with considering a weighted average of the most extreme sensation and the third 
strongest sensation. To evaluate the whole-body thermal sensation with ‘no-opposite’ and high levels of 
thermal sensation conditions, Eqn. 2.15 and 2.16 are applied to warm and cool thermal conditions 
respectively for the calculation of whole-body thermal sensation, 𝑆𝑜. 
Warm: 
 𝑆𝑜 = 0.5𝑆𝑙𝑜𝑐𝑎𝑙,𝑚𝑎𝑥 + 0.5𝑆𝑙𝑜𝑐𝑎𝑙,𝑡ℎ𝑖𝑟𝑑 𝑚𝑎𝑥 (2.15) 
Cool: 
 𝑆𝑜 = 0.38𝑆𝑙𝑜𝑐𝑎𝑙,𝑚𝑖𝑛 + 0.62𝑆𝑙𝑜𝑐𝑎𝑙,𝑡ℎ𝑖𝑟𝑑 𝑚𝑖𝑛 (2.16) 
Low levels of thermal sensation occur when the third strongest local thermal sensations are in the 
range of -2 to 2. To model thermal sensation, the thermal sensation of each body part is firstly ranked 
according to the sensation level from strong to weak. 
For warm conditions: 
𝑖 = 0, 1, 2, …𝑛+, 𝑆𝑙𝑜𝑐𝑎𝑙,0,𝑚𝑎𝑥 > 𝑆𝑙𝑜𝑐𝑎𝑙,1,𝑚𝑎𝑥 > 𝑆𝑙𝑜𝑐𝑎𝑙,2,𝑚𝑎𝑥 > ⋯ > 𝑆𝑙𝑜𝑐𝑎𝑙,𝑖,𝑚𝑎𝑥 
For cool condition: 
𝑖 = 0, 1, 2, …𝑛−, 𝑆𝑙𝑜𝑐𝑎𝑙,0,𝑚𝑖𝑛 < 𝑆𝑙𝑜𝑐𝑎𝑙,1,𝑚𝑖𝑛 < 𝑆𝑙𝑜𝑐𝑎𝑙,2,𝑚𝑖𝑛 < ⋯ < 𝑆𝑙𝑜𝑐𝑎𝑙,𝑖,𝑚𝑖𝑛 
Where 𝑖 is the number of local body parts and starts from 0. 𝑖 = 0 indicates the body part has 
experienced the strongest local sensation.  
Then, divide the sensation scale ranging from 0 to 2 for warm conditions or 0 to -2 for cool conditions 
into equal intervals as shown in Eqn. 2.17.  
 𝐼𝑛𝑡 = 2/(𝑛𝑡𝑜𝑡𝑎𝑙 − 2) (2.17) 
where 𝑛𝑡𝑜𝑡𝑎𝑙 is the total number of body parts included in the modelling and Int is the interval between 
the thermal sensation data. For body parts such as hands, the parts are counted as only one body part.  
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Finally, the whole-body thermal sensation can be determined as following: 
For warm condition, if  
𝑆𝑙𝑜𝑐𝑎𝑙,𝑖,𝑚𝑎𝑥 > 2 − 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 × (𝑖 − 2) 
Then 
𝑆𝑜 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑆𝑙𝑜𝑐𝑎𝑙,0,𝑚𝑎𝑥, 𝑆𝑙𝑜𝑐𝑎𝑙,1,𝑚𝑎𝑥, 𝑆𝑙𝑜𝑐𝑎𝑙,2,𝑚𝑎𝑥, … , 𝑆𝑙𝑜𝑐𝑎𝑙,𝑖,𝑚𝑎𝑥) 
For cool condition, if  
𝑆𝑙𝑜𝑐𝑎𝑙,𝑖,𝑚𝑖𝑛 > −2 + 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 × (𝑖 − 2) 
Then 
𝑆𝑜 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑆𝑙𝑜𝑐𝑎𝑙,0,𝑚𝑖𝑛, 𝑆𝑙𝑜𝑐𝑎𝑙,1,𝑚𝑖𝑛, 𝑆𝑙𝑜𝑐𝑎𝑙,2,𝑚𝑖𝑛, … , 𝑆𝑙𝑜𝑐𝑎𝑙,𝑖,𝑚𝑖𝑛) 
When none of the ‘no-opposite’ condition rule is matched, the environment is considered as ‘opposite’, 
where the thermal sensations of body parts can be oppositely different. The model divides the thermal 
sensation into two groups, the bigger group and the smaller group. The bigger group is the major 
sensation term as stated previously and shown in Eqn. 2.9, and it represents the sensation of whole body. 
The smaller group is the opposite sensation term in Eqn. 2.14 which acts as a modifier to impact on the 
major sensation.  
 𝑆𝑜 = 𝑆𝑜,𝑏𝑖𝑔𝑔𝑒𝑟𝑔𝑟𝑜𝑢𝑝 + (𝑆𝑜,0,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟 + 10% ∙ 𝑆𝑜,1,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟) (2.18) 
Eqn. 2.18 shows the model of whole-body thermal sensation where 𝑆𝑜,𝑏𝑖𝑔𝑔𝑒𝑟𝑔𝑟𝑜𝑢𝑝  is the major 
sensation of the body which can be obtained with the ‘no-opposite’ model, 𝑆𝑜,0,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟  is the 
maximum modifier and 𝑆𝑜,1,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟is the second strongest modifier. 
 𝑆𝑜,𝑖,𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑟 = 𝑎2(∆𝑆𝑙𝑜𝑐𝑎𝑙,𝑖 − 𝑐2) + 𝑏2 (2.19) 
The calculation of the modifier of body part 𝑖  is shown in Eqn. 2.19. ∆𝑆𝑙𝑜𝑐𝑎𝑙,𝑖  is the sensation 
difference of the local body part to the whole body major sensation, or the 𝑆𝑜,𝑏𝑖𝑔𝑔𝑒𝑟𝑔𝑟𝑜𝑢𝑝 in Eqn. 2.18. 
𝑎2 is a coefficient that describes the level of influence of the local sensation on the whole-body state. 
𝑏2 and 𝑐2 are linear regression coefficients that are used to correct the model. The coefficients 𝑎2, 𝑏2 
and 𝑐2 are provided in Appendix B. 
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In addition to the ‘opposite’ condition for the modelling of whole-body sensation, if one or more 
dominant body parts, including chest, back and pelvis, have the opposite sensation, the whole-body 
sensation then become the local sensation that brings the strongest thermal sensation among the body 
parts.  
To evaluate the comfort level of local body parts, the UCB comfort model utilises a logistic function to 
control the slope of the numerical model as shown in Eqn. 2.20 and Fig. 2.9. The local comfort model 
assesses local comfort based on the local thermal sensation, offset and Maxcomfort of the occupants in 
the environment. The local thermal sensation can be obtained with the local sensation model as 
illustrated in the previous paragraph. The offset of the local comfort model shifts the model to the left 
or right as shown in Fig. 2.9 depending on the whole-body state influenced by the local sensation. The 
numerical model is symmetry when the offset is zero which occurs when the person feels neutral. The 
Maxcomfort indicates the maximum comfort level that can be reached in the thermal environment and 
controls the peak of the model [48]. 
 𝐿𝐶 = 𝐿𝑜𝑔𝑖𝑠𝑡𝑖𝑐 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑆𝑙𝑜𝑐𝑎𝑙,𝑖 + 𝑜𝑓𝑓𝑠𝑒𝑡) +𝑀𝑎𝑥𝑐𝑜𝑚𝑓𝑜𝑟𝑡 (2.20) 
 
Figure 2.9. The UCB local comfort model. The figure is taken from [48]. 
The UCB local comfort model was developed based on several key findings from numerous experiments 
that studied the reactions of the subjects to the thermal environments. The key findings are as the 
followings: 
1. Local thermal comfort is comprised of two linear functions of local thermal sensation as shown 
in Fig. 2.9 with the horizontal-axis ranging from -4 (very cold) to 4 (very hot) and the vertical-
axis in the range of 4 (very comfortable) to -4 (very uncomfortable). 
 
Chapter 2. Literature Review   Ching-Ju Chou 
25 
 
2. The Maxcomfort is determined by the whole-body thermal sensation. The stronger thermal 
sensation felt by the whole body, the higher comfort level can be reached when the body parts 
have experienced opposite local sensation. The finding also indicates the maximum comfort 
level would occur in such condition rather than people feel neutral.  
3. With same Maxcomfort, when local body parts have opposite sensation to the whole body, the 
greater whole-body sensation can lead stronger local sensation.  
4. The local comfort model is asymmetrical. Different body parts may have a dissimilar response 
to the same environment.  
5. The local comfort will be very uncomfortable (-4) when local sensation is either very hot (4) or 
very cold (-4).  
𝑍1 =
−4 − (𝐶6 + 𝐶71|𝑆0
−| + 𝐶72|𝑆0
+|)
|(−4 + 𝐶31|𝑆0
−| + 𝐶32|𝑆0
+| + 𝐶8)|ℎ
 (2.21) 
𝑍2 =
−4 − (𝐶6 + 𝐶71|𝑆0
−| + 𝐶72|𝑆0
+|)
|(4 + 𝐶31|𝑆0
−| + 𝐶32|𝑆0
+| + 𝐶8)|ℎ
 (2.22) 
𝑍3 = 𝑆𝑙𝑜𝑐𝑎𝑙,𝑖 + 𝐶31|𝑆0
−| + 𝐶32|𝑆0
+| + 𝐶8 (2.23) 
𝐿𝐶 = [
𝑍1 − 𝑍2
𝑒^(25 ∙ 𝑍3) + 1
+ 𝑍2] × (𝑍3)
ℎ + (𝐶6 + 𝐶71|𝑆0
−| + 𝐶72|𝑆0
+|) (2.24) 
The local comfort can be evaluated with the numerical model developed based on the findings as 
presented in Eqn. 2.21 to 2.24. 𝑆0
− is the whole-body sensation when the magnitude is negative while 
𝑆0
+  is the positive whole-body sensation. 𝐶31 , 𝐶32 , 𝐶6 , 𝐶71 , 𝐶72 , 𝐶8  and ℎ  are the regression 
coefficients of the local comfort model and provided in Appendix B.  
The evaluation of whole-body thermal comfort is based on two rules. The first rule is that when the 
subjects can control their thermal environment or the environment is transient; the whole-body comfort 
level is equal to the average of two least-comfortable local votes and the maximum local comfort vote. 
Otherwise, the whole-body comfort is the average of two minimum comfort votes. It is noted that two 
hands or feet are counted as one body part.  
The UCB model has involved most of the significant effects that have been found for human thermal 
comfort feedback or reactions to thermal environments. The model has been validated by extra 1600 
data points with testing in an automobile test facility [37, 66]. 
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2.2 Computational Methods for Fluid Dynamics 
Computational fluid dynamics, or usually abbreviated as CFD, is a tool that can be utilised for analysing 
problems involve fluid flow with partial differential equations based on conservation of mass, energy 
and momentum. In the past few decades, thanks to the remarkable advance of computer technology, the 
use of CFD for the evaluation of the environments in buildings has been increasingly popular and 
important. CFD can be used to provide information to analyse the influence of exhaust pollution on the 
environments, indoor smoke and fire risks, ventilation effectiveness and air quality. This section 
examines the modelling methods of computational fluid dynamics with introducing the approaches used 
for analysing turbulent flows including turbulence modelling, various turbulent models and wall 
functions.  
2.2.1 Turbulence Modelling 
Turbulence is a complex fluid flow characteristic since there are many factors that can cause significant 
difference for modelling results. It is inherently three-dimensional and time-dependent. People are 
interested in turbulence model because most of the engineering applications are associated with 
turbulent fluid flows. In general, turbulence modelling can be categorised into three main approaches, 
direct numerical simulation (DNS), large-eddy simulation (LES) and Reynolds-averaged Navier-Stokes 
(RANS) [67-69]. 
DNS directly solves the Navier-Stokes equations with no approximations for turbulent flows. It analyses 
spatial and temporal scales of turbulence for the entire domain. Therefore, DNS requires high grid 
resolution, small time steps that can cope with tiny eddy and extremely high computational cost [69, 70].  
Smagorinsky and Deardorff introduced LES by considering turbulent motion as a combination of large 
and small eddies, and the separation of the motions will not affect the formation of large eddies. The 
large eddies can be directly calculated via existing computational tools while small eddies are simulated 
by turbulent transport approximations, which allows cost reduction by avoiding unnecessary fine grids 
and small time steps. Thanks to the rapid development of the computer engineering, the application of 
LES to enclosed environments has been feasible and affordable although the computational cost is yet 
expensive. The RANS approach is widely used in indoor climate analysis. Compared to instantaneous 
parameters, the mean turbulent flow parameters are the information that is more useful for the study of 
enclosed environments. The RANS approach computes statistically averaged variables, Reynolds 
averaged terms for steady-state or dynamic flows and approximate turbulent fluctuation effect according 
to the mean fluid flow in the domain [71, 72]. 
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2.2.1.1 Reynolds-Averaged Navier-Stokes (RANS) Equations 
In HVAC applications, engineers are interested in the average quantitative properties of incompressible 
turbulent flows rather than instantaneous features. The use of Reynolds-averaged approaches to 
turbulent flows allows the modelling of complex industrial applications to be relatively economical as 
the unsteadiness are averaged out. In Reynolds averaging, the variables in the numerical model are 
composed of mean or time-averaged and fluctuating components [73]. Examples of the time averaged 
velocity components, pressure and scalar quantities in RANS models are shown in Eqn. 2.25 and 2.26.  
 𝑉𝑑𝑖𝑟 = 𝑉𝑑𝑖𝑟̅̅ ̅̅ ̅ + 𝑉𝑑𝑖𝑟
′ (2.25) 
where 𝑉𝑑𝑖𝑟̅̅ ̅̅ ̅ is the mean velocity and 𝑉𝑑𝑖𝑟
′ is the fluctuating component, dir is the direction x, y, z. 
 𝜙 = ?̅? + 𝜙′ (2.26) 
where 𝜙 denotes a scalar including pressure, energy and species concentration.  
Substituting the averaged form of flow variables into the instantaneous Navier-Stokes equations for 
continuity and momentum, the RANS equations for incompressible flows can be written in Cartesian 
tensor form as: 
 𝜕(𝜌?̅?𝑑𝑖)
𝜕𝑥𝑑𝑖
= 0 
(2.27) 
 𝜕(𝜌?̅?𝑑𝑖)
𝜕𝑡
+
𝜕
𝜕𝑥𝑑𝑗
(𝜌?̅?𝑑𝑖?̅?𝑑𝑗 + 𝜌𝑉𝑑𝑖
′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅̅ ̅) = −
𝜕𝑝
𝜕𝑥𝑑𝑖
+
𝜕?̅?𝑑𝑖𝑗
𝜕𝑥𝑑𝑗
 
(2.28) 
 
?̅?𝑑𝑖𝑗 = 𝜇(
𝜕?̅?𝑑𝑖
𝜕𝑥𝑑𝑗
+
𝜕?̅?𝑑𝑗
𝜕𝑥𝑑𝑖
) 
(2.29) 
Equation 2.27 to 2.29 are known as RANS equations where 𝜌𝑉𝑑𝑖
′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅̅ ̅ in Eqn. 2.28 is the Reynolds 
stress tensor, ?̅?𝑑𝑖𝑗 in Eqn. 2.29 are the mean viscous stress tensor components and 𝜇 is the dynamic 
viscosity. The RANS equations have same general form as the instantaneous Navier-Stoles equations 
but the ensemble-averaged values for flow variables such as velocity  
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For scalar quantities, the equation can be written: 
 𝜕(𝜌?̅?)
𝜕𝑡
+
𝜕
𝜕𝑥𝑑𝑗
(𝜌?̅?𝑑𝑗?̅? + 𝜌𝑉𝑑𝑗
′𝜙′̅̅ ̅̅ ̅̅ ̅̅ ) =
𝜕
𝜕𝑥𝑑𝑗
(Γ
𝜕?̅?
𝜕𝑥𝑑𝑗
) 
(2.30) 
It is found that the numerical model is not closed due to the presence of the Reynolds stress and turbulent 
scalar flux. Thus, the approximations of the terms are required for the closure of the RANS equations, 
and such approximations are known as turbulence modelling.  
2.2.1.2 Boussinesq Approximation 
In general, the fluid properties are functions of temperature in flows with heat transfer. When the density 
variation is not obvious, the density may be considered as constant in the unsteady and convection terms 
and treated as variable merely in the gravitational term. This assumption relating to the density variation 
is known as the Boussinesq approximation which states that the density varies linearly with temperature 
in all solved equations except for the buoyancy term in the momentum equation: 
 (𝜌 − 𝜌0)𝑔𝑖 = −𝜌0𝑔𝛽(𝑇 − 𝑇0) (2.31) 
where 𝜌0 is the reference density of the flow, 𝑇0 is the reference operating temperature and 𝛽 is the 
coefficient of volumetric expansion. The approximation is accurate when the temperature change is 
small, for instance, the difference is below 2 degree for water and 15 degree for air [73]. 
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2.2.1.3 RANS Turbulence Modelling 
The eddy-viscosity model for Reynolds stress can be derived with Boussinesq eddy viscosity 
approximation to close RANS equations as the following: 
 
−𝜌𝑉𝑑𝑖
′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝜇𝑡 (
𝜕?̅?𝑑𝑖
𝜕𝑥𝑑𝑗
+
𝜕?̅?𝑑𝑗
𝜕𝑥𝑑𝑖
) −
2
3
𝜌𝛿𝑑𝑖𝑗𝑘 
(2.32) 
moreover the eddy-diffusion model for scalar variables: 
 
−𝜌𝑉𝑑𝑗
′𝜙′̅̅ ̅̅ ̅̅ ̅̅ = Γt
𝜕?̅?
𝜕𝑥𝑑𝑗
 
(2.33) 
where 𝑘 in the equation is the turbulence kinetic energy: 
 
𝑘 =
1
2
(𝑉𝑑𝑖
′𝑉𝑑𝑖
′̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝑉𝑑𝑗
′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝑉𝑑𝑘
′𝑉𝑑𝑘
′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) 
(2.34) 
and 𝛿𝑑𝑖𝑗 is Kronecker symbol (𝛿𝑑𝑖𝑗 = 1 if 𝑖 = 𝑗, 𝛿𝑖𝑗 = 0 otherwise).  
RANS turbulent models can be categorised into two main groups, eddy-viscosity models and Reynolds-
stress models. The eddy-viscosity model is commonly recognised with their number of transport 
equations included accordingly. N-equation eddy viscosity model indicates the number of n additional 
differential transport equations for the turbulence approximation. Reynolds-stress model is based on the 
dynamic equations for Reynolds stress tensor. It explicitly solves the transport equations of Reynolds 
stress rather than approximating eddy viscosity. Each turbulence model features different advantages 
and limitations in accordance with given conditions of the simulation [67, 71]. 
2.2.1.3.1 Zero- and One-Equation Eddy-Viscosity Models 
Zero-equation models contain only one algebra equation that calculates turbulent viscosity. The model 
is the simplest eddy viscosity model with showing good agreements in simple turbulent flow predictions. 
Zero-equation models have the potential to provide accurate results with less computational cost through 
calibration. Examples include Nielson’s smoke movement in a tunnel study and Nilsson’s comfort 
evaluation with thermal manikin [63, 74]. However, zero-equation models can fail to capture turbulent 
effects in some cases due to its limits. Therefore, models involving more equations for turbulence 
physics approximations were later introduced.  
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 𝜇𝑡 = 𝐶𝜇𝜌√2𝑘𝐿 (2.35) 
One-equation models use extra turbulence variables to calculate eddy viscosity, 𝜇𝑡, as shown in Eqn. 
2.32. 𝐶𝜇 is a coefficient, 𝐿 is the turbulence length scale. In the equation, turbulence is characterised 
by the kinetic energy or velocity and a length scale.  
A typical One-equation model, S-A model, which solves transport equation for eddy viscosity was 
developed by Spalart and Allmaras [75]. The model is suitable for free-shear and boundary-layer flows, 
and it has been used for indoor climate analysis. In tunnels and gallery test conducted by Toraño et al. 
(2006), S-A model showed great performance compared with the experimental data. It has also been 
integrated into the latest turbulence modelling approach, detached eddy simulation (DES), for near wall 
treatment. [70, 71, 76, 77].  
2.2.1.3.2 Two-Equation Eddy –Viscosity Models 
Two-equation eddy-viscosity model solves the second partial differential transport equation to refine 
turbulence physics. It is usually superior to models apply lower order differential transport equations in 
the performance and ease of implementation. The two-equation model is widely applied to the indoor 
environment studies due to its reliability and cost [25, 70, 71, 78, 79].  
𝒌-𝜺 Eddy-viscosity Turbulence Model 
𝑘-𝜀 eddy-viscosity model family is the most well-known turbulence model and has been applied to 
extensive engineering applications. 
 𝜕(𝜌𝑘)
𝜕𝑡
+
𝜕(𝜌?̅?𝑑𝑗𝑘)
𝜕𝑥𝑑𝑗
 
=
𝜕
𝜕𝑥𝑑𝑗
(𝜇
𝜕𝑘
𝜕𝑥𝑑𝑗
) −
𝜕
𝜕𝑥𝑑𝑗
(
𝜌
2
𝑉𝑑𝑗
′𝑉𝑑𝑖
′
𝑉𝑑𝑖
′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + 𝑝′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅) − 𝜌𝑉𝑑𝑖
′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅̅ ̅ (𝜕?̅?𝑑𝑖)
𝜕𝑥𝑑𝑗
− 𝜇
𝜕𝑉𝑑𝑖
′
𝜕𝑥𝑑𝑘
𝜕𝑉𝑑𝑖
′
𝜕𝑥𝑑𝑘
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 
(2.36) 
 
−(
𝜌
2
𝑉𝑑𝑗
′𝑉𝑑𝑖
′
𝑉𝑑𝑖
′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + 𝑝′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅) ≈
𝜇𝑡
𝜎𝑘
𝜕𝑘
𝜕𝑥𝑑𝑗
 
(2.37) 
 𝜕(𝜌𝜀)
𝜕𝑡
+
𝜕(𝜌𝑉𝑑𝑗𝑘)
𝜕𝑥𝑑𝑗
= 𝐶𝜀1𝑃𝑘
𝜀
𝑘
− 𝜌𝐶𝜀2
𝜀2
𝑘
+
𝜕
𝜕𝑥𝑑𝑗
(
𝜇𝑡
𝜎𝜀
𝜕𝜀
𝜕𝑥𝑑𝑗
) 
(2.38) 
Equation 2.36 presents the exact equation of turbulent kinetic energy. On the right-hand side, the second 
term is known as the turbulent diffusion of kinetic energy and the last two terms represent the production 
and destruction rate of turbulent kinetic energy. The turbulent diffusion can be modelled by gradient 
diffusion assumption as shown in Eqn. 2.37. The last term on the right-hand side of Eqn. 2.36 is called 
the rate of dissipation, 𝜀. The exact equation for the dissipation is presented in Eqn. 2.38. The model is 
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called the 𝑘 -𝜀  turbulence model as it is based on the equations of turbulent kinetic energy and 
dissipation.  
The turbulent viscosity in this model can be expressed as: 
 
𝜇𝑡 = 𝜌𝐶𝜇
𝑘2
𝜀
 
(2.39) 
𝐶𝜇 is an empirical constant. The standard 𝑘-𝜀 turbulence model is suitable for flows with high Reynolds 
number. For low Reynolds number flow region, such as flow near walls, wall functions are always 
required to connect transitional region between high and low Reynolds number flows as well as 
addressing with the change in grid sizes where the gird resolution is normally higher in near wall region.  
There are three major groups of 𝑘-𝜀  turbulence models which are known as standard 𝑘-𝜀  model, 
renormalization group (RNG) 𝑘-𝜀 model and realizable 𝑘-𝜀 model.  
The standard 𝑘-𝜀 model that was proposed by Launder and Spalding [80] is simple and stable to be 
implemented while produce reasonable predictions for a wide range of flows [25, 70, 71]. It was also 
found to be very effective for air-filled cubic cavity with natural convection thermal effects [79].  
The model constants have following values: 
𝐶𝜀1 = 1.44, 𝐶𝜀2 = 1.92, 𝐶𝜇 = 0.09, 𝜎𝑘 = 1.0, 𝜎𝜀 = 1.3 
The realizable 𝑘-𝜀 model proposed by Shin et al. [81] was intended to address with the weakness of 
traditional 𝑘-𝜀 model, such as round-jet anomaly. The model can produce improved result for flows 
include separation and swirling effects in comparison with standard 𝑘-𝜀 model. The realizable 𝑘-𝜀 
model includes a new formulation for the turbulence viscosity proposed by Reynolds and a new transport 
equation for dissipation rate [82, 83]. Different from the standard 𝑘-𝜀 model, the realizable model is 
consistent with turbulent flow. It satisfies certain mathematical constraints on Reynolds stress tensor, 
for instance, the normal Reynolds stress terms must be positive [84]. 
The RNG 𝑘-𝜀 model was developed based on the standard 𝑘-𝜀 model by introducing an additional 
term in the equation to filter out the small-scale turbulence [83]. The RNG model has been widely 
applied to enclosed environment flow predictions and demonstrated to be applicable to various 
environments. In the applications to free and forced convection in double-glazed ventilated facades, 
RNG k-𝜀 can accurately simulate thermal phenomenon when zones and low velocity flows exist in such 
façade type area [85]. It can also make good approximations for flow fields and thermal environments 
in large and complex enclosed space such as industrial premise and ventilated animal facility [86, 87]. 
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In a study of natural cross-ventilation with asymmetrical openings, RNG 𝑘-𝜀  model shows better 
performance compare to other RANS models, especially for thermal predictions. In addition, RNG 𝑘-𝜀 
model can generate accurate and relatively better results for the analysis of the environment with 
convective flow, impinging flow and partition [78, 88-90]. There are also several studies on turbulence 
models concluded the RNG model can make relatively accurate indoor climate predictions compare to 
other turbulence models [91-94].  However, the RNG 𝑘-𝜀 model is not suitable for round jet spreading 
rate prediction as it has the problem round-jet/plane jet anomaly [25].  
𝒌-𝝎 Eddy-viscosity Turbulence Model 
𝑘-𝜔 eddy-viscosity model has been recently attracting attention in many engineering application. It can 
perform better in predicting equilibrium adverse pressure in comparison with 𝑘-𝜀 model, although it is 
less robust in free-shear flows and wake region. The standard 𝑘-𝜔 model is an empirical model founded 
on transport equations of the turbulent kinetic energy and the specific dissipation rate, 𝜔 [95]. The 
turbulent viscosity in this model can be expressed as: 
 
𝜇𝑡 = 𝛼
∗
𝜌𝑘
𝜔
 
(2.40) 
where 𝛼∗ is a coefficient contributed to low-Reynolds number correction for turbulent viscosity and 
can be calculated as: 
 
𝛼∗ = 𝛼∞
∗ (
𝛼0
∗ + 𝑅𝑒𝑡/𝑅𝑘
1 + 𝑅𝑒𝑡/𝑅𝑘
) 
(2.41) 
The relevant parameters in Eqn. 2.41 are given by: 
𝑅𝑒𝑡 = (𝜌𝑘) (𝜇𝜔)⁄ , 𝑅𝑘 = 6, 𝛼0
∗ = 𝛽𝑎0 3⁄ , 𝛽𝑎0 = 0.072 
when the Reynolds number is large, 𝛼∗ = 𝛼∞
∗  = 1. In a study of strong jet flow, 𝑘-𝜔 turbulence model 
is found to be reliable to obtain flow features in both hot and cold inlet conditions [84].  
Shear stress transport (SST) 𝑘-𝜔 model were developed with blending the feature of 𝑘-𝜀, for far field, 
and 𝑘-𝜔, for near wall treatment. The turbulent viscosity in the SST model can be expressed as: 
 
𝜇𝑡 =
𝜌𝑘
𝜔
∙
1
𝑚𝑎𝑥 [
1
𝛼∗
,
𝑆𝑅∙𝐹2
𝑎1𝜔
]
 
(2.42) 
Where 𝑆𝑅 is the strain rate magnitude and 
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𝐹2 = 𝑡𝑎𝑛ℎ ((𝑚𝑎𝑥 [2
√𝑘
0.09𝜔𝑦
,
500𝜇
𝜌𝑦2𝜔
])
2
) 
 
The capability of SST 𝑘-𝜔 model was found to show better velocity and thermal predictions for the 
office environment with ventilation compare to 𝑘-𝜀 models [96]. The SST model can also capture flow 
characteristics like flow around exhaust and partition where swirl, vortices or reverse direction exist [88, 
97]. In the enclosed cavity like atria, it has produced satisfied thermal and flow features when the 
radiation is included in the simulation. It is recommended by Hussain, Oosthuizen and Kalendar [78] 
that 𝑘-𝜔 SST model implemented with Discrete Transfer Radiation Model (DTRM) can perform well 
in terms of accuracy and computing efficiency. 
Reynolds Stress Model 
RANS Reynolds stress model (RSM) is a complete turbulent model that can predict anisotropic 
behaviours such as flow with strong curvatures or swirling flows. With RSM, the transport equations of 
Reynolds stress are solved explicitly instead of addressing with eddy viscosity and result in solving 
higher-order turbulence correlation. Specifically, the model requires additional seven partial differential 
equations for closing RANS equations in three dimensions. The Reynolds stress models which are based 
on the dynamic equations for Reynolds stress tensor, 𝜏𝑖𝑗 , can be derived from the Navier-Stokes 
equations as: 
 𝜏𝑑𝑖𝑗 = 𝜌𝑉𝑑𝑖
′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅̅ ̅ (2.43) 
 
 
𝜕𝜏𝑑𝑖𝑗
𝜕𝑡
+
𝜕(?̅?𝑑𝑘𝜏𝑑𝑖𝑗)
𝜕𝑥𝑑𝑘
 
= −(𝜏𝑑𝑖𝑘
𝜕?̅?𝑑𝑗
𝜕𝑥𝑑𝑘
+ 𝜏𝑑𝑗𝑘
𝜕?̅?𝑑𝑖
𝜕𝑥𝑑𝑘
) + 𝜌𝜀𝑑𝑖𝑗 −∏+
𝑑𝑖𝑗
𝜕
𝜕𝑥𝑑𝑘
(𝜈
𝜕𝜏𝑑𝑖𝑗
𝜕𝑥𝑑𝑘
+ 𝐶𝑑𝑖𝑗𝑘) 
(2.44) 
where 
 
∏= 𝜌′ (
𝜕𝑉𝑑𝑖
′
𝜕𝑥𝑑𝑗
+
𝜕𝑉𝑑𝑗
′
𝜕𝑥𝑑𝑖
)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
dij
 
(2.45) 
The term on the left-hand side in Eqn. 2.45 is known as pressure-strain. It redistributes turbulent kinetic 
energy amongst components of the Reynolds stress tensor without modifying the total kinetic energy.  
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𝜌𝜀𝑑𝑖𝑗 = 2𝜇
𝜕𝑉𝑑𝑖
′
𝜕𝑥𝑑𝑘
𝜕𝑉𝑑𝑗
′
𝜕𝑥𝑑𝑘
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 
(2.46) 
and 𝜌𝜀𝑖𝑗 is called the dissipation tensor and can be calculated with Eqn. 2.46.  
 𝐶𝑑𝑖𝑗𝑘 = 𝜌𝑉𝑑𝑖
′𝑉𝑑𝑗
′𝑉𝑑𝑘
′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + 𝜌′𝑉𝑑𝑖
′̅̅ ̅̅ ̅̅ ̅𝛿𝑑𝑗𝑘 + 𝜌′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅𝛿𝑑𝑖𝑘 
(2.47) 
moreover the last term in Eqn. 2.47 is called the turbulent diffusion.  
Although RSM can make predictions with high accuracy in certain cases, it requires a high 
computational cost. Therefore, for most of the indoor environment studies, two-equation eddy viscosity 
models are applied rather than using Reynolds stress model [70, 71]. 
2.2.1.4 The Discussion and Selection of Turbulence Model 
Zhang et al. (2007) compared and summarised the available turbulence models with their performance 
of predicting turbulent airflow in enclosed spaces and the results are shown in Table 2.4. The turbulence 
models that have been examined include zero-equation model, RNG 𝑘-𝜀 model, SST 𝑘-𝜔 model, the 
low Reynolds number 𝑘-𝜀 model (LRN-LS) developed by Launder and Sharma (1974), Reynolds stress 
model, the large eddy simulation (LES) and detached eddy simulation (DES). As summarised by Zhang 
et al. (2007), turbulence models would impose significant impacts on the accuracy and computational 
cost of the simulation. The result indicates that LES established best agreements to the low Rayleigh 
number natural convection flow in predicting air velocity, temperature and turbulence quantities. RNG 
𝑘-𝜀 LRN-LS and LES all performed very well for forced convection case with low turbulence level. 
For mixed convection and low turbulence level, RNG 𝑘-𝜀 LRN-LS, v2f-dav and zero-equation model 
show good accuracies. It was concluded in the study that LES can capture most detailed flow 
characteristics but it is much more expensive than RANS models. RNG k-𝜀 and the modified v2f-dav 
model show best overall performance over other cases [70].  
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Table 2.4. A summary of the performance of various turbulence models. The table is adapted from [70] 
Condition Parameter 
Turbulence Model 
0-Eqn RNG SST LRN-LS RSM-IP DES LES 
Natural 
Convection 
Mean Temperature B A A C A C A 
Mean Velocity B D A B B D B 
Turbulence NA C C C C C A 
Forced 
Convection 
Mean Velocity C A C A B C A 
Turbulence NA B C B B C B 
Mixed 
Convection 
Mean Temperature A A A A B B A 
Mean Velocity A B B B A B B 
Turbulence NA A D B A B B 
Strong 
Buoyancy 
Flow 
Mean Temperature A A A A NC NA B 
Mean Velocity B A A A NC NA A 
Turbulence NA C A B NC NA B 
Computing Time (Unit) 1 2 to 4 4 to 8 10 to 20 102 to 103 
A = Good, B = Acceptable, C = Marginal, D = Poor, NA = Not Applicable, NC = Not Converged.  
For the CFD modelling of indoor environments, engineers are more interest in the average quantitative 
properties of incompressible turbulent flows rather than instantaneous features. The Reynolds-averaged 
approximation for turbulence prediction allows computing complex turbulent industrial applications to 
be relatively economical as the unsteadiness is averaged out. Therefore, RANS models are the 
favourable turbulence models for the modelling in this thesis. The two-equation eddy viscosity RANS 
models which solve two partial differential transport equations, have been applied to a wide range of 
indoor climate studies. 
Abdilghanie, Collins and Caughey [98] compares different turbulence modelling strategies and found 
𝑘-𝜀 models produce less accurate results for low turbulence level condition while LES can resolve the 
turbulent kinetic energy well far from for inlet turbulence intensity ranging from 0% to 13% and 
appropriately predict the spreading rate of the incoming air jet. A study [78] which evaluated various 
turbulence models for the prediction of the environment in atria indicated the two-equation RANS 
turbulence models can give satisfied predictions and the SST 𝑘-𝜔 gave relatively better modelling 
result in an atrium space. Kuznik, Rusaouën and Brau [84] found standard 𝑘-𝜀, RNG 𝑘-𝜀, Realizable 
𝑘-𝜀 and SST 𝑘-𝜔 models can correctly predict the temperature and velocity for global occupied zone 
which is ideal for comfort prediction. Luo and Roux [91] investigated various turbulence models for the 
environmental condition produced in a climate chamber with nozzle differ air inlet. The investigation 
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concluded the RNG 𝑘-𝜀 turbulence model was very robust and produced the most accurate modelling 
results. 
As the simulation in the study [91] had similar environmental conditions to the modelling in this thesis, 
the RNG 𝑘-𝜀 turbulence model was selected as the turbulence model that is suitable for the simulations 
in the thesis. More modelling results and comparisons are presented as follows. In a modelling of free 
and force convection, the RNG model improved the modelling results by 0.13% compare to k-𝜔 models 
in a study of free and forced convection in double-glazed ventilated façades [57]. Besides, it is of 
paramount importance to accurately simulate the complex environment where the sources and partitions 
exist in the domain. Especially for occupant level comfort modelling, the thermal manikin in the domain 
can change flow direction as partition and generate energy as a source. The RNG model was found to 
be applicable to capture flow characteristics under such conditions with great modelling stability [58, 
59, 61]. Despite the round jet and plane jet anomaly, the air supply inlets in the simulations in this thesis 
are all rectangular shapes which does not cause the concern.  
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2.2.2 Wall Functions 
Turbulence flows can be largely influenced by the presence of walls due to viscosity. Walls are the main 
contributor of vorticity and turbulence, and the near wall modelling can significantly impact solution 
accuracy. The RANS turbulence models presented previously can be valid for turbulent core flows, or 
flows far from walls. Therefore, for wall-bounded flows, near-wall treatment will be taken into 
consideration. Experiments have shown that the region close to walls can be mainly divided into three 
sub-layers. Viscous sub-layer is the zone closet to walls. The flow in this region is nearly laminar, and 
the viscosity dominates moment, heat and mass transfer. There is an intermediate layer with both of the 
viscosity and turbulence effects to connect viscous and outer layer. Finally, an outer layer called fully-
turbulent layer where turbulence plays a major role. The wall functions are partially based on the 
experimental data. They are acting as bridges to connect the solution variables at cells close to walls and 
the corresponding quantities on the wall [99]. The wall functions include approximations for near-wall 
turbulent quantities and laws-of-the-wall for the parameters such as velocity. In general, wall function 
approaches include standard wall functions, scalable wall functions and enhanced wall treatment.  
2.2.2.1 Standard Wall Function 
The standard wall functions were proposed by Launder and Spalding [99] and have been applied to 
industrial flows widely. A dimensionless term called y* is presented in Eqn. 2.48. The value of y* is 
based on the overall Reynolds number of the flow and can be used to determine which wall function is 
suitable. 
 
𝑦∗ ≡
𝜌𝐶𝜇
1 4⁄ 𝑘𝑃
1 2⁄ 𝑦𝑃
𝜇
 
(2.48) 
Where 𝑘𝑃 is the turbulent kinetic energy at point P and 𝑦𝑃 is the distance from point P to the wall. 
For momentum terms, the log-law is applied to obtain the dimensionless velocity term, 𝑉∗, when the y* 
is larger than 11.225 using Eqn. 2.49 and laminar stress strain relationship is applied when y* is smaller 
than 11.225 using Eqn. 2.50. 
 
𝑉∗ =
1
𝜅
ln(𝐸1𝑦∗) 
(2.49) 
 𝑉∗ = 𝑦∗ (2.50) 
where 𝜅 is von Kármán constant which equals to 0.4187 and 𝐸 is the empirical constant which has a 
value of 9.793. 
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For energy transport, the law-of-the-wall consists of two laws for different regions, which are a linear 
law for regions where thermal conduction dominates and a logarithmic law for regions where turbulent 
effects take a major part. The law-of-the-wall for temperature is presented as: 
 
𝑇∗ ≡
(𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑎𝑑)𝜌𝑐𝑝𝐶𝜇
1 4⁄ 𝑘𝑃
1 2⁄ 𝑦𝑃
𝑄𝑤𝑎𝑙𝑙
=
{
 
 
 
 Pr ∙ 𝑦∗ +
1
2
𝜌Pr
𝐶𝜇
1 4⁄ 𝑘𝑃
1 2⁄
𝑄𝑤𝑎𝑙𝑙
𝑉𝑃
2                                    (𝑦∗ < 𝑦𝑇
∗)
Pr𝑡 [
1
𝜅
ln(𝐸𝑦∗) + 𝑃] +
1
2
𝜌Pr
𝐶𝜇
1 4⁄ 𝑘𝑃
1 2⁄
q̇
{Pr𝑡𝑉𝑃
2 + (Pr − Pr𝑡)𝑉𝑐
2}       (𝑦∗ > 𝑦𝑇
∗)
 
(2.51) 
 
𝑃𝑠𝑚𝑜𝑜𝑡ℎ = 9.24 [(
Pr
Pr𝑡
)
3 4⁄
− 1] [1 + 0.28𝑒−0.007Pr Pr𝑡⁄ ] 
(2.52) 
 
𝑃𝑟𝑜𝑢𝑔ℎ = 3.15Pr
0.695 (
1
𝐸1′
−
1
𝐸1
)
0.359
+ (
𝐸1′
𝐸1
)
0.6
𝑃𝑠𝑚𝑜𝑜𝑡ℎ 
(2.53) 
Where 𝑐𝑝 is the specific heat of the fluid, Qwall is the wall heat flux, 𝑇𝑤𝑎𝑙𝑙 is the wall temperature, 𝑇𝑎𝑑 
is the temperature at the cell adjacent to the wall, Pr is the molecular Prandtl number, Pr𝑡  is the 
turbulent Prandtl number with a value of 0.85 at the wall, 𝑉𝑐 is the mean velocity magnitude at 𝑦
∗ = 
𝑦𝑇
∗  and 𝑦𝑇
∗  is the non-dimensional thermal sublayer thickness which can be obtained by solving the 
linear and logarithmic profiles near the wall. Depending on the surface roughness of the wall, Eqn. 2.52 
and 2.53 calculate the term, 𝑃, in Eqn. 2.51. 𝐸1 and 𝐸1′ are the normal and modified wall function 
constants for the walls. 
The species transport is assumed to have similar behaviours to the heat transfer. The law-of-the-wall for 
species in constant property flow with no viscous dissipation can be shown in the Eqn. 2.54. .  
 
𝑌∗ ≡
(𝑌𝑖,𝑤𝑎𝑙𝑙 − 𝑌𝑖)𝜌𝐶𝜇
1 4⁄ 𝑘𝑃
1 2⁄
𝐽𝑖,𝑤𝑎𝑙𝑙
= {
𝑆𝑐 ∙ 𝑦∗
𝑆𝑐𝑡 [
1
𝜅
ln(𝐸𝑦∗) + 𝑃𝑐]         
(𝑦∗ < 𝑦𝑐
∗)
(𝑦∗ > 𝑦𝑐
∗)
 
(2.54) 
Where 𝑌𝑖  is the mass fraction of local species i, 𝑆𝑐 and 𝑆𝑐𝑡  are molecular and turbulent Schmidt 
numbers and 𝐽𝑖,𝑤𝑎𝑙𝑙 is the diffusion flux of species i at the wall. 𝑃𝑐 can be calculated with Eqn. 2.53 by 
replacing Prandtl number with the Schmidt numbers. 
For the turbulence, turbulence kinetic energy, 𝑘, is solved with same approximation for whole domain 
with the following condition at the walls. 
 𝜕𝑘
𝜕𝑁
= 0 
(2.55) 
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where 𝑁 is the local coordinate normal to the wall. 
For two-equation eddy viscosity models, the turbulent production and dissipation rates are solved based 
on the local equilibrium hypothesis and can be found with equation 2.56 and 2.57. The production and 
dissipation terms are equal in the wall-adjacent control volume under the assumption.  
 
−𝜌𝑉𝑑𝑖
′𝑉𝑑𝑗
′̅̅ ̅̅ ̅̅ ̅̅ ̅ (𝜕?̅?𝑑𝑖)
𝜕𝑥𝑑𝑗
≈ 𝜏𝑤𝑎𝑙𝑙
𝜕𝑉
𝜕𝑦
= 𝜏𝑤𝑎𝑙𝑙
𝜏𝑤𝑎𝑙𝑙
𝜅𝜌𝐶𝜇
1 4⁄ 𝑘𝑃
1 2⁄ 𝑦𝑃
 
(2.56) 
 
𝜀𝑃 =
𝐶𝜇
3 4⁄ 𝑘𝑃
3 2⁄
𝜅𝑦𝑃
 
(2.57) 
For specific dissipation rate, 𝜔, the term near the walls can be treated as: 
 
𝜔𝑤𝑎𝑙𝑙 =
𝜌(𝑉∗)2
𝜇
𝜔+ 
(2.58) 
 
𝜔+ = min(𝜔𝑤𝑎𝑙𝑙
+ ,
6
𝛽𝑖(𝑦+)2
) 
(2.59) 
 
𝜔𝑤𝑎𝑙𝑙
+ =
{
 
 
 
 (
50
𝑘𝑠
+)
2
     𝑘𝑠
+ < 25
100
𝑘𝑠
+          𝑘𝑠
+ ≥ 25
 
(2.60) 
 
𝑘𝑠
+ = max (1.0,
𝜌𝑘𝑠𝑉
∗
𝜇
) 
(2.61) 
where 𝑘𝑠 is the roughness height. 
The standard wall functions can work very well for extensive wall-bounded flows. However, the 
prediction can be degraded when the pressure gradient is large around near-wall region and flows are 
strong non-equilibrium.  
2.2.2.2 Scalable Wall Function 
Similar to the standard wall functions, scalable wall functions avoid the deterioration which occur as y* 
is small. The value of y* is limited to 11.225 when y* is smaller than 11.225. For grids with y* larger 
than 11, the standard wall functions are identical. The scalable wall functions allow producing a 
consistent result for grids of random refinement. 
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2.2.2.3 Enhanced Wall Treatment 
The enhanced wall treatment involves a two-layer model and enhanced wall functions. The domain is 
divided into a viscosity-affected region and a fully turbulent-region. With the enhanced wall treatment, 
the viscosity-affected region near walls can be thoroughly resolved.  
Equation 2.62 and 2.63 show turbulent Reynolds number and the normal distance from the wall at the 
cell centres. 
 
𝑅𝑒𝑦 ≡
𝜌𝑦√𝑘
𝜇
 
(2.62) 
 𝑦 ≡ min
?⃗? wall∈Γwall
‖?⃗? 𝑃−?⃗? wall‖ (2.63) 
where ?⃗? 𝑃 is the position vector at the field point and ?⃗? wall is the position vector on the wall boundary 
and Γwall is the union involving all the wall boundaries.  
The 𝑘-𝜀 models and the RSM are applied to the fully turbulent region while the one-equation model of 
Wolfstein [100] is employed for viscosity-affected region and the turbulent viscosity is recomputed as: 
𝜇𝑡,2layer = 𝜌𝐶𝜇𝐿𝜇√𝑘 (2.64) 
𝐿𝜇 = 𝑦𝐶𝑙
∗(1 − 𝑒−Rey 𝐴𝜇⁄ ) (2.65) 
The two-layer approach for turbulent viscosity described previously is blended smoothly with the high 
Reynolds number turbulent viscosity from the outer region and shown as [101]: 
𝜇𝑡,enh = λε𝜇𝑡 + (1 − λε)𝜇𝑡,2layer (2.66) 
moreover the λε in Eqn. 2.67 presents a blending function. The value is equal to one as the position is 
far from walls and approaching zero as close to the walls.  
𝜆𝜀 =
1
2
[1 + 𝑡𝑎𝑛ℎ (
𝑅𝑒𝑦 − 𝑅𝑒𝑦
∗
𝑅𝐵𝐹
)] 
(2.67) 
𝑅𝐵𝐹 =
|∆𝑅𝑒𝑦|
𝑡𝑎𝑛ℎ(0.98)
 
(2.68) 
∆𝑅𝑒𝑦 is the fraction of 𝑅𝑒𝑦
∗. In general, the value assigned to the term is around 5% to 20%. The use 
of blending function can help stabilizing the solution convergence with connecting the outer layer and 
two-layer formulation.  
The dissipation rate, 𝜀, and the corresponding length scale, 𝐿𝜀, is obtained with the following equations.  
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𝜀 =
𝑘3 2⁄
𝐿𝜀
 
(2.69) 
The length-scale equation and the constants are taken from [102] and shown as: 
𝐿𝜀 = 𝑦𝐶𝑙
∗(1 − 𝑒−Rey 𝐴𝜀⁄ ) (2.70) 
𝐶𝑙
∗ = 𝜅𝐶𝜇
−3 4⁄
, 𝐴𝜇= 70, 𝐴𝜀=2𝐶𝑙
∗  
The laws-of-the-wall is formulated as a single wall law for the entire wall region including laminar, 
transient and fully-turbulent sub-layers [103]. 
𝑉+ = 𝑒𝛤𝑉𝑙𝑎𝑚
+ + 𝑒
1
𝛤𝑉𝑡𝑢𝑟𝑏
+  
(2.71) 
𝛤 = −
𝑎(𝑦+)4
1 + 𝑏𝑦+
 
(2.72) 
Where the coefficients 𝑎 = 0.01 and 𝑏 = 5. Equation 2.72 can then be derived as: 
𝑑𝑉+
𝑑𝑦+
= 𝑒Γ
𝑑𝑉lam
+
𝑑𝑦+
+ 𝑒
1
Γ
𝑑𝑉turb
+
𝑑𝑦+
 
(2.73) 
𝑉lam
+ = 𝑦+ (1 +
𝛼
2
𝑦+) (2.74) 
𝑑𝑉turb
+
𝑑𝑦+
=
1
𝜅𝑦+
[𝑆′(1 − 𝛽𝑉+ − 𝛾(𝑉+)2)]1 2⁄  
(2.75) 
𝑆′ = {
1 + 𝛼𝑦+𝑦+ < 𝑦𝑠
+
1 + 𝛼𝑦𝑠
+𝑦+ > 𝑦𝑠
+ 
(2.76) 
where  
𝛼 ≡
𝜇
𝜌2(𝑉∗)3
𝑑𝑝
𝑑𝑥
, 𝛽 ≡
𝜎𝑡𝑞𝑤
𝜌𝑐𝑝𝑉∗𝑇𝑤
, γ ≡
σt(V
∗)2
2𝑐𝑝𝑇𝑤
, 𝑦+ =
𝑦𝑉∗
𝜈
 
The blending function allows the fully turbulent law to take effects such as pressure gradient and 
variable properties into consideration. Equation 2.74 indicates the pressure effect plays a major role as 
close to the wall while neglecting heat transfer and the compressibility. 
The thermal formulation for enhanced wall functions can be presented with a blending function as: 
𝑇+ ≡
(𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑃)𝜌𝑐𝑝𝑉∗
𝑄𝑤𝑎𝑙𝑙
= 𝑒𝛤𝑇𝑙𝑎𝑚
+ + 𝑒
1
𝛤𝑇𝑡𝑢𝑟𝑏
+  
(2.77) 
𝛤 = −
0.01 ∙ (𝑃𝑟 ∙ 𝑦+)4
1 + 5 ∙ 𝑏𝑦+
 
(2.78) 
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and 
𝑇𝑙𝑎𝑚
+ = 𝑃𝑟 ∙ 𝑦+ (2.79) 
𝑇𝑡𝑢𝑟𝑏
+ = 𝑃𝑟𝑡 {𝑢𝑡𝑢𝑟𝑏
+ + 𝑃 +
𝜌𝑉∗
2𝑄𝑤𝑎𝑙𝑙
[𝑉2 − (
𝑃𝑟
𝑃𝑟𝑡
− 1)] (𝑢𝑐
+)2(𝑉∗)
2} 
(2.80) 
Where 𝑢𝑐
+ is the value of 𝑢+ at the fictitious region between laminar and turbulent region. The 
function P can be obtained with Eqn. 2.52 or 2.53.  
For species transport, the Prandtl number is replaced by Schmidt number as being done for standard 
wall functions. The approximation of kinetic energy production for the enhanced wall treatment is 
similar to the standard wall function. The velocity terms the velocity terms in Eqn. 2.59 are substituted 
by the values obtained from Eqn. 2.71 and 2.73 
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2.2.3 Surface-to-Surface Radiation Model 
The surface-to-surface radiation (S2S) model can be utilised to model the radiation exchange in an 
enclosure of the surfaces that are grey and diffuse. The size, separation distance and orientation of the 
surfaces affect the intensity of radiation from one surface to another. The S2S radiation model assumes 
that any absorption, emission, or scattering of radiation can be ignored. The exchange of radiation energy 
is virtually unaffected by the medium that separates them. It only considers the ‘surface to surface’ 
radiation in the simulation, and this is why the model named surface-to-surface (S2S).    
2.2.3.1 Gray-Diffuse Radiation 
The S2S radiation model considers the surfaces in an enclosed area to be grey and diffuse in which the 
emissivity and absorptivity of the surfaces are independent of the wavelength. According to Kirchoff’s 
law of thermal radiation, for a grey surface, the emissivity is equal to the absorptivity. For a diffuse 
surface, the reflectivity is independent of the incident or reflected directions. Also, the medium that 
separates the surfaces does not impact on the energy exchange. Therefore, when a certain amount of 
radiation energy (𝐸𝑟𝑎𝑑) is incident on a surface, a fraction (𝜌𝑟𝑒𝐸𝑟𝑎𝑑) is reflected, a fraction (𝛼𝑎𝑏𝐸𝑟𝑎𝑑) 
is absorbed and a fraction (𝜏𝑡𝑟𝐸𝑟𝑎𝑑) is transmitted as shown in Eqn. 2.81 [104].  
 𝐸𝑟𝑎𝑑 = 𝜌𝑟𝑒𝐸𝑟𝑎𝑑 + 𝛼𝑎𝑏𝐸𝑟𝑎𝑑 + 𝜏𝑡𝑟𝐸𝑟𝑎𝑑 (2.81) 
where 𝐸𝑟𝑎𝑑 is the radiation energy, and 𝜌𝑟𝑒 is the reflectivity, 𝛼𝑎𝑏 is the absorptivity and 𝜏𝑡𝑟 is the 
transmissivity of the surface. 
Moreover, the surfaces in most of the applications are opaque to thermal radiation. Thus, the 
transmissivity can be neglected. Equation 2.81 is then derived to Eqn. 2.82.  
 𝛼𝑎𝑏 + 𝜌𝑟𝑒 = 1 (2.82) 
since 𝛼𝑎𝑏 = 𝜖, the reflectivity can be calculated as: 
 𝜌𝑟𝑒 = 1 − 𝜖 (2.83) 
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2.2.3.2 The S2S Numerical Model 
 𝑄𝑟𝑎𝑑,𝑜𝑢𝑡,𝑖
′′ = 𝜖𝑖𝜎𝑇𝑖
4 + 𝜌𝑟𝑒,𝑖 ∙ 𝑄𝑟𝑎𝑑,𝑖𝑛,𝑖
′′  (2.84) 
Equation 2.84 calculates the energy flux leaving the surface 𝑖, where 𝜖𝑖 is the emissivity of the surface, 
𝜎 is Stefan-Boltzmann constant which has a value of 5.67×10-8 W ∙ m−2K−4, 𝜌𝑟𝑒,𝑖 is the reflectivity 
of the surface and 𝑄𝑟𝑎𝑑,𝑖𝑛,𝑖 is the radiation flux incident on the surface from ambient environment [104].  
The surface-to-surface view factor, 𝐹𝑖𝑗 , was introduced to calculate the amount of incident energy, 
𝑄𝑟𝑎𝑑,𝑖𝑛,𝑖, from another surface. The incident radiation energy flux can then be expressed in terms of the 
energy flux emitting from other surfaces as: 
 
𝐴𝑖𝑄𝑟𝑎𝑑,𝑖𝑛,𝑖
′′ =∑𝐴𝑗𝑄𝑟𝑎𝑑,𝑜𝑢𝑡,𝑖
′′
𝑛
𝑗=1
𝐹𝑖𝑗 
(2.85) 
where 𝐴𝑖 is the area of the surface 𝑖, 𝐹𝑖𝑗 is the view factor that accounts for the fraction of energy 
incident on surface 𝑖 from surface 𝑗, and n is the number of other surfaces considered in the model.  
 
𝐹𝑖𝑗 =
1
𝐴𝑖
∫ ∫
cos𝜃𝑖 cos𝜃𝑗
𝜋𝑟2
𝛿𝑖𝑗𝑑𝐴𝑖𝑑𝐴𝑗
0
𝐴𝑗
0
𝐴𝑖
 
(2.86) 
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2.2.4 The Numerical Methods of Local Mean Age of Air 
This section reviews the numerical methods to calculate the local mean age of air. The approaches 
include step-up injection, step-down injection and steady-state methods.  
2.2.4.1 Step-up injection method 
The step-up injection method uses a contaminant or tracer gas that acts as a contaminant to measure the 
local mean age of air (MMA) at a certain point inside the room. The method assums the contaminant 
can only be generated from air supply inlets and estimates the local MMA at any point by the average 
time of the contaminant spent to reach the point from the inlet. Equation 1 shows the numerical method 
to compute local MMA in a room [105].  
 
𝜏𝑀𝑀𝐴,𝑖 = ∫ (1 −
𝐶𝑖(𝑡)
𝐶𝑖(∞)
)
∞
0
𝑑𝑡 
(2.87) 
where 𝜏𝑀𝑀𝐴,𝑖 is the local MMA of a contaminant or tracer gas that was used, 𝐶𝑖 is the contaminant 
concentration at sampling position i with unit of kilogram contaminant per kilogram mixture, and t is 
the time of the contaminant requires to reach the point.  
The step-up injection method evaluates local MMA based on the history of contaminant concentration. 
The local MMA strongly depends on the ventilation effectiveness of the space where ineffective air 
circulation can result in a significant increase of local MMA value. The numerical method can be applied 
to CFD simulations for unsteady-state modelling and investigates the distribution of local MMA for the 
region [105, 106].  
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2.2.4.2 Step-down injection method 
The step-down injection method, or also known as tracer decay method, utilises a contaminant or tracer 
gas as the step-up method to estimate local MMA. However, the step-down method assumes the space 
to be conditioned is fully filled with the contaminant homogeneously before fresh air is injected into the 
space. The local MMA inside the room is measured as the time requires to decontaminate or remove the 
contaminant at the point after fresh air is supplied [105, 106]. Equation 2.88 shows the equation to 
calculate local MMA with the step-down method, and the method requires the prior knowledge of the 
concentration history.  
 
𝜏𝑀𝑀𝐴,𝑖 =
1
𝐶𝑖(𝑡0)
∫ 𝐶𝑖(𝑡)
∞
𝑡0
𝑑𝑡 
(2.88) 
where 𝜏𝑀𝑀𝐴,𝑖 is the local MMA of the contaminant, 𝐶𝑖(𝑡0) is the local concentration of the tracer gas 
at time 𝑡0, 𝐶𝑖(𝑡) is the local concentration of the tracer gas at time 𝑡.  
2.2.4.3 Steady-state method 
The steady-state method can calculate local MMA by solely solving the transport equation for an 
arbitrary user-defined scalar (UDS) based on the CFD modelling result in which the age of air is 
considered as a passive quantity that does not affect flow patterns. To estimate the local MMA 
distribution for a space, the method uses an additional user-defined scalar in the transport equation as 
shown in Eqn. 2.89 and the equation can be further derived into Eqn. 2.90.  
 𝜕𝜌𝜙𝑖
𝜕𝑡
− 𝛻 ∙ (𝛤𝑖𝛻𝜙𝑖) = 𝑆𝜙𝑖 
(2.89) 
 𝛻 ∙ (𝜌?⃗? 𝜙𝑖 − 𝛤𝑖𝛻𝜙𝑖) = 𝑆𝜙𝑖 
(2.90) 
where t is time, 𝜌 is the density of fluid, 𝜙𝑖 is the scalar to be solved, ?⃗?  is the fluid velocity, 𝛤𝑖 is the 
diffusion coefficient of the scalar and 𝑆𝜙𝑖 is the source term. 
According to Gan and Awbi (1994), the diffusivity should be included in the transport equation as 
neglecting the diffusion term can lead to an over-prediction of the age of air [107]. Abanto et al (2004) 
found the diffusivity, Γ, can be calculated from the effective viscosity of the fluid with Eqn. 2.91 [108].  
 𝛤𝜏𝑀𝑀𝐴,𝑖 = 2.88 × 10
−5𝜌 +
𝜇eff
0.7
 (2.91) 
where 𝛤𝜏𝑖 is the diffusivity to calculate the mean age of air, the value 2.88 × 10
−5 is a constant laminar 
viscosity and 𝜇eff is the effective viscosity.  
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In general, the source term in Eqn. 2.91 is equal to 1.0, and the boundary conditions are zeros at the air 
inlets, outlets and walls. The steady-state method is applicable to the environment with room 
temperature close to 20 ℃. The environment with room temperature far from the benchmark can 
significantly affect the prediction of the age of air in the regions with laminar flow regime but does not 
impact largely in the turbulent flow region. For example, when the room temperature is 0℃, the 
difference in laminar viscosity value can vary over 10%.  
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2.3 Motivation and Objective 
Djongyang, Tchinda and Njomo [20] has introduced various approaches to predict thermal comfort and 
summarised the applications and the limits of the comfort models. The work categorised the modelling 
of thermal comfort into the rational approach, which the models are based on the experimental data 
obtained in climate chambers while the thermal factors are controlled, and adaptive approach, which the 
models are based on field studies and the prediction is highly related to the backgrounds of occupants. 
Although the work also showed the methods of modelling thermal comfort on a physiological basis, the 
analysis of the prediction results with physiological models was not presented. Walgama, Fackrell, 
Karimi, Fartaj and Rankin [51] reviewed thermal comfort models that can be applied to evaluate the 
environment in vehicles and highlighted the importance of correct prediction for non-uniform 
environments and the ability of physiological models to predict the feelings for local body parts. Cheng, 
Niu and Gao [37] reviewed and divided the methods for modelling thermal comfort into physiological 
and psychological models. The work also investigated the UCB physiological model and the ISO 14505 
Standard, which predict thermal comfort based on skin temperature, and found the ISO 14505 Standard 
may only be suitable for neutral environments as the evaporation over human skin is not involved in the 
model. Cheng et al. indicated a complete thermal comfort model should include physical, physiological 
and psychological factors and recommended physiological models combined with CFD simulation for 
comfort prediction. Mohammad, Martin, Stanley and Andy [15] examined comfort models that evaluate 
thermal environments based on domain level thermal factors. The study concluded the models achieved 
acceptable results compared to experimental data and the difference of the modelling results was 
attributed to the database that used to build the mathematical models. Although the paper related to the 
development and the review of thermal comfort models have presented the applications and the limits 
of the models, none of the work compares the comfort modelling methods based on domain and 
occupant level thermal factors. Hence, the work in this thesis intended to analyse the pros and cons of 
such domain and occupant level comfort modellings and demonstrate which model is more suitable for 
comfort prediction in enclosed areas. To examine the comfort modelling at occupant level, an 
appropriate physiological model, or thermal manikin, was required to provide occupant level thermal 
parameters such as skin temperature. Therefore, the second objective was to develop a thermal manikin 
which can be applied in the CFD simulation for occupant level comfort modelling. The Gagge’s 
dispersed two-node physiological model is the simplest physiological model that can produce an 
acceptable result when the thermal environment is not complex [54]. However, the model can merely 
calculate a constant value for the skin temperature for an occupant where there is no temperature 
variation over the body, which results in inaccurate modelling in non-uniform environment. Therefore, 
the goal was to develop a physiological model to address the issue and produce an accurate result for 
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occupant level comfort modelling. 
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Chapter 3 
Methodology 
This chapter presents the methods that are applied in the CFD simulations to examine domain and 
occupant level comfort modelling in this thesis. The modelling methods including the judgement of 
solution convergence, the strategy of mesh generation, the examination of mesh quality are examined 
with a two-dimensional model before implementing in the simulations presented in the main work of 
the thesis. The radiation model that is used for major simulations is also presented. Also, the use of 
comfort models and the physiological model that is proposed for occupant level comfort modelling is 
detailed.    
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3.1 Two-Dimensional Test Case Model Description 
 
Figure 3.1. The layout of the two-dimensional test case. (A) Air supply inlet 1. (B) Air supply inlet 2. 
(C) Air return outlet. (D) Block in fluid type (highlighted in red).  
A two-dimensional test case was built to examine and validate the modelling methods that were utilised 
for the modelling in this thesis. The two-dimensional model was generated in ANSYS Fluent with the 
dimensions of 4 m (width) ×3 m (height) as shown in Fig 3.1. The model had two air supply inlets 
(labelled A and B) to provide fresh air with different incoming velocity, temperature and humidity to 
condition the environment and an air return outlet (labelled C) with 0 kPa relative pressure to extract the 
air from the space. The red block at the bottom (labelled D) of the domain was created to simulate the 
exchange of heat and vapour on human skin. The block simulating the mass and energy transfer was 
built as a new boundary zone in the CFD model in fluid type.  
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The block can be set in either fluid or solid type to simulate different conditions. When the block is 
assigned to a solid type, it can act as thermal resistance and heat source by providing the parameters 
including thermal conductivity, thermal capacity, density and heat generation rate of the object. To 
successfully connect the solid block to other zones, the boundary type of the interface in-between zones 
should be set as a wall, and a wall-shadow is created automatically to couple the equations on both sides 
to calculate the variables correctly. Otherwise, the energy produced by the block remains in the zone 
and raises the zone temperature to its default upper limit. When the block is assigned in fluid type, 
convection dominates in the region and the flow can cross the interface in-between the block and other 
fluid zones. The fluid zone can act as a source that generates both energy and mass. To make the fluid 
block function appropriately, the interface needs to be assigned as an interior boundary type to let energy 
and species transfer to the adjacent zones. Otherwise, the mass fraction of the species and the zone 
temperature would increase until the parameters reach their default upper limit.   
The information of the boundary conditions of the two-dimensional model is shown in Table 3.1. No-
slip and isothermal boundary conditions were used for the walls in the model. The block was set in fluid 
type and produced 14 W of energy and 0.0000021 kg/s of vapour to simulate the exchange of heat and 
vapour from the human body. The standard k-𝜀 model with scalable wall function was utilised and the 
gravitational effect was included by using - 9.81 m/s2in the y direction. 
Table 3.1. Boundary conditions for the two-dimensional test case. 
Name Boundary Conditions 
Air Supply Inlet 1 
Velocity 2 m/s 
Thermal Condition 286 K 
Relative Humidity 40% 
Air Supply Inlet 2 
Velocity 1 m/s 
Thermal Condition 287 K 
Relative Humidity 50% 
Air Return Outlet Relative Pressure 0 kPa 
Walls No-slip and isothermal condition 
Interface (Between zones) Boundary Type Interior 
The Red Block Boundary Zone Type Fluid 
Energy Generation Rate 14 W 
Vapour Generation Rate 0.0000021 kg/s 
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3.2 Convergence 
A fully converged solution is of paramount importance to CFD simulations as it can affect the accuracy 
and the reliability of the modelling results. If the solution does not reach the full convergence, the model 
would have significant modelling error and lead to imprecise results. The solution of the two-
dimensional test case was run in Fluent until the global solution reached a plateau. This section shows 
the strategies that were demonstrated with the test case and used for the investigation of solution 
convergence of the CFD simulations.  
3.2.1 Monitors 
One helpful tool to investigate the solution convergence in ANSYS Fluent is the monitor. The monitors 
allow users to monitor the convergence state dynamically of parameters during the solution process. The 
monitors can be placed in the CFD model in the form of points, lines, surfaces and zones and various 
methods can be used to record the convergence state for monitors such as summing or averaging the 
monitored values. The data is then exported as a .dat file for post-processing and the examination of the 
solution convergence.  
In general, monitors are positioned in the domain where the solution convergence rate can be relatively 
low, for instance, in the centre of the space. The important parameters such as air velocity and 
temperature are monitored. Moreover, the history of the mass and energy balance of the model is a useful 
indicator to judge the convergence.  
In the two-dimensional model, monitors were distributed along the flow direction and in the centre of 
the domain as shown in Fig. 3.2 to obtain the convergence state. The coordinates of the points were 
provided in Table 3.2. Each monitor recorded the convergence state of the flow variables including the 
air velocity, temperature and the mass fraction of water vapour. The mass flow rate and energy on the 
boundaries of the air inlets and outlet were also monitored based on the summation of the quantities 
entering and leaving the domain.  
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Figure 3.2. Point monitors used in the two-dimensional test case. 
Table 3.2. The coordinates of the solution monitor points. 
Monitor Number 
(Pi) 
Coordinate (m) 
x y 
P1 0.75 3 
P2 2.25 3 
P3 3.55 3 
P4 3.55 1.2 
P5 2.25 1.2 
P6 0.75 1.2 
P7 2 2 
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3.2.2 Convergence State of Monitored Solution 
A general method of judging solution convergence is to monitor the reduction of residuals. The 
relationship between iteration error and residual is shown in equation 3.1.  
 𝐴𝑀 ∙ 𝑒𝑟𝑟𝑖𝑡𝑒𝑟
𝑛 = 𝑒𝑟𝑟𝑟𝑒𝑠
𝑛  (3.1) 
Where AM is a square sparse coefficient matrix, 𝑒𝑟𝑟𝑖𝑡𝑒𝑟
𝑛  is the iteration error and 𝑒𝑟𝑟𝑟𝑒𝑠
𝑛  is the non-zero 
residual. 
Decreasing residual will result in the reduction of iteration error. Therefore, a stopping criterion can be 
proposed for the iterative calculation when the residual norm decreases to reach a certain fraction of the 
original value, normally reduced by three to four orders of magnitude [73].  
Figure 3.3 shows an example of the residual convergence history of the default equations in Fluent. The 
process of residual reduction can be divided into two stages, stage I and II as labelled and divided by 
the dashed line in the figure. Take the residual of continuity equation as an example, the residual keeps 
dropping in stage I during the calculation and it finally stops decreasing and reaches a plateau in stage 
II. In stage II, the convergence error has been reduced to its minimal value. In general, the calculation 
would be stopped in stage I to reduce the computational cost.  
 
Figure 3.3. The global scaled-residual convergence history of the default equations in Fluent. 
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The ANSYS official guideline suggests convergence criteria that the residual of energy and the P-1 
radiation equations should be smaller than 1e-6 and the residual of the other equations are less than 1e-
3. The suggestion was used as one of the methods to judge the solution convergence of the simulations. 
Nevertheless, the convergence error can still be large when such residual is small as the solutions in 
local regions have not converged yet [73]. Thus, the use of monitors which provide detailed convergence 
information is essential to judge convergence correctly.  
 
Figure 3.4. Convergence history of the monitor points P1 to P7.  
The velocity convergence history of the monitor points P1 to P7 of the two-dimensional test case is 
shown in Fig. 3.4. The solution at position P7, in the centre region of the domain, has a lower 
convergence rate compare to the solution at other points. Also, the monitors positioned at far regions of 
the air supply have relatively slower convergence rate. Therefore, the monitors were placed not only 
along the flow direction but also distributed in the centre region and the far-field of the domain to 
investigate the convergence state thoroughly.      
Calculating convergence error is an effective method to judging if the solution is converged. Equation 
3.2 was used to calculate the convergence error of a single monitor point.  
 %𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 =
|𝛷𝑖
𝑒𝑥𝑎𝑐𝑡 −𝛷𝑖,𝑛|
𝛷𝑖
𝑒𝑥𝑎𝑐𝑡  (3.2) 
Where%𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 is the local convergence error at monitor point Pi. 𝛷𝑖
𝑒𝑥𝑎𝑐𝑡 is the exact solution of the 
function which has negligible modelling error. In this case, the solution from the last iteration is selected 
to be the exact solution since the convergence error of the solution from final iteration is always the 
smallest. 𝛷𝑖,𝑛 is the solution at n iteration of the monitor point i.  
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Equation 3.3 was used to evaluate the global convergence error by averaging the convergence error of 
all monitors. The use of global convergence error saves time on calculating all of the errors at each 
monitor.  
 %𝑒𝑟𝑟𝑔𝑐𝑜𝑛 =
∑ |𝛷𝑖
𝑒𝑥𝑎𝑐𝑡 −𝛷𝑖,𝑛| 𝛷𝑖
𝑒𝑥𝑎𝑐𝑡⁄𝑃𝑖=1
𝑁𝑃
 (3.3) 
where %𝑒𝑟𝑟𝑔𝑐𝑜𝑛 is the global convergence error and NP is the total number of monitor points used in 
the calculation. 
The global convergence error is simple and straightforward to examine the convergence based on many 
monitors. However, it can average out the convergence error that can be large in certain local regions. 
To avoid such misjudgement, the local convergence error is used. As stated previously, the monitors in 
the centre region of CFD domains can have lower convergence rate. Thus, the local convergence error 
of the monitor in the centre is utilised with the global convergence error. With the help of the local 
convergence state from one monitor, the investigation of convergence can be more persuasive and the 
time can be shorter compared to process all of the local states.  
The convergence history of the two-dimensional model and the corresponding global and local 
convergence error are shown in Fig. 3.5. Trend lines are given to the percentage error plots for stage I 
and labelled as A and B. The convergence history of both local and global velocity magnitude as shown 
in Fig. 3.5 (a) indicate that the flow variable keeps changing at the beginning of the calculation and 
eventually approach to a final value. As the solution is approaching its final value, the convergence error 
is also decreasing as presented in Fig. 3.5 (b). The convergence error of monitors during the simulation 
had two stages similar to the residual convergence history as shown in Fig. 3.3. During stage I, the 
convergence error is constantly decreased with the iteration. In stage II, the convergence error has been 
reduced to a plateau which is the minimal level of convergence error that can be reached during the 
solution. It is noted that only the error plot only shows figure up to 5733 iterations as the data after 5733 
iterations are zeros which cannot be shown on the log scale plot. 
The trend lines on the percentage error plot are the effective indications to evaluate the solution 
convergence. The trend lines clearly show the maximum percentage convergence error that could occur 
during the iteration. In the two-dimensional test case, both local and global velocity magnitudes plotted 
in Fig. 3.5 (a) have approached to a plateau after 3000 iterations. At the same time, the local and global 
percentage convergence errors have dropped by two and three orders and has values of 0.01 and 0.001 
respectively. As the local data has lower convergence rate, the local percentage convergence error at 
3000 iterations with the value of 0.01 is selected to be the reference value to examine the convergence 
of the CFD solution in this thesis. Thus, the solution can be judged as converged when the percentage 
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convergence errors of local and global data are less than 0.01.  
The method to examine solution convergence as illustrated previously is based on the two-dimensional 
model where the grids are structured and high-quality. The behaviours of the convergence history plots 
as shown in Fig. 3.4 and 3.5 are monotonic. The reduction of convergence error during the solution of 
complex CFD cases can sometimes be non-monotonic. To investigate such complex cases, the 
convergence error which is the difference of the exact solution, the data at final iteration, and the solution 
at each iteration as shown in Eqn. 3.4 is utilised instead of using the percentage difference.  
 𝑒𝑟𝑟𝑐𝑜𝑛 =
∑ |𝛷𝑖
𝑒𝑥𝑎𝑐𝑡 −𝛷𝑖,𝑛|
𝑃
𝑖=1
𝑁𝑃
 (3.4) 
where 𝑒𝑟𝑟𝑐𝑜𝑛 is the convergence error, 𝛷𝑖
𝑒𝑥𝑎𝑐𝑡 is the exact solution which is the data at final iteration 
of CFD solution, 𝛷𝑖,𝑛 is the data of monitor number i at iteration number n and NP is the total number 
of monitor points used in the calculation. 
According to the calculation of PMV and PPD, the increase of velocity magnitude by 0.01 m/s can result 
in nearly 2% change in PMV and PPD indexes which the change is too small to affect the evaluation 
result. Therefore, the maximum convergence error of velocity magnitude of last 100 iterations should 
be less than 0.01 m/s to be judged as a converged solution. For the convergence error of temperature 
and relative humidity, the maximum values of last 100 iterations should be less than 2 ℃ and 5%. 
The analysis of solution convergence using monitors is effective, and therefore the approach will be 
utilised for the simulations in the thesis as the main strategy of convergence judgement. More methods 
for judging convergence will also be presented in later sections to facilitate the judgement and ensure 
modelling solutions are fully converged. 
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(a) 
(b) 
Figure 3.5. The local and global velocity convergence state of the two-dimensional model. (a) The 
convergence history. (b) The convergence error.  
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3.2.3 Global Scaled Residual 
A simple method that can be used for convergence judgment is the global scaled residuals. It is suggested 
the residual values drop three orders of magnitude to assure the elimination of convergence error. The 
convergence history of the scaled residuals for the two-dimensional test case is shown in Fig. 3.6. The 
residuals keep decreasing consistently before reaching the final state during the calculation. At 3000 
iterations, which the solution was judged as converged, the scaled residual of the continuity has dropped 
by five orders of magnitude, and the residuals for other parameters has dropped by three orders at least. 
The global scaled residuals are useful for the initial judgement of solution convergence. The unstable 
model or diverged solution would result in different behaviour as plotted in Fig. 3.6 and the issue of 
modelling can be diagnosed based on the residual to indicate the equation that causes a problem.   
 
Figure 3.6. The convergence history of the global scaled-residuals for the two-dimensional test case. 
The solid red lines indicate the corresponding residual of the continuity equation at 3000 iterations.  
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3.2.4 Solution Contour Plots 
 
Figure 3.7. Velocity contour plots at different iteration numbers, n.(a) n = 500. (b) n = 1000. (c) n = 1500. 
(d) n = 2000. (e) n = 2500. (f) n = 3000. 
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The solution contour plots of different iterations can also be used to judge the convergence of solutions. 
When a solution is converged, the solution contour plots of further iterations should be similar. The 
velocity contour plots at different iterations of the two-dimensional model are shown in Fig. 3.7 (a) to 
(f). As can be observed in the figures, the velocity contour plots become similar as the iteration number 
increase. As two solution contour plots look resembling, the solution is converged. However, the judging 
method can only provide information of the solution convergence as the converging process may not be 
monotonic for complex cases. Therefore, the method can only be used for initial judgement for 
convergence.     
3.2.5 Mass and Heat Imbalance 
Another useful method to judge solution convergence is the mass and heat imbalance of the domain. 
The imbalance of the two-dimensional model is presented in Fig. 3.8. After 3000 iterations, both mass 
imbalance and heat imbalance had dropped under 0.01%. Therefore, 0.01% is considered as the 
convergence criteria for mass and heat imbalance. For mass and heat imbalance over the benchmark 
when other solutions are converged, the sensitivity of the model to important variables and mesh sizes 
will be investigated.   
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(a) 
(b) 
Figure 3.8. The mass and heat imbalance of the two-dimensional test case. (a) Mass imbalance. (b) Heat 
imbalance. The black solid lines indicate the solutions at 3000 iterations and the corresponding 
modelling error.    
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3.2.6 Conclusion of Solution Convergence 
This section has discussed and established strategies for judging convergence with the help of Fluent 
test cases. The methods can be concluded as follows: 
1. Globally scaled residuals allow the user to obtain basic clue of the solution convergence state. The 
residuals drop by three orders of magnitude normally indicating at least qualitative convergence, 
which allows major flow features to be captured although it has not yet been fully converged. 
2. Descending global residual trend lines indicate the solution is converging well. If the trend line for 
a certain flow equation is not stable or oscillate significantly, measures, such as reducing relaxation 
factors and checking mesh quality, should be considered. 
3. The monitors are helpful for providing detail solution convergence information in the local area. A 
converged solution should eventually approach to a plateau, and this can be investigated by plotting 
the monitored data.  
4. The convergence error is an effective indicator for convergence judgment using monitored solution. 
The solution can be considered as converged when the convergence error trend line is descending, 
and the error is dropped to 0.05, or reduced by 2.5 orders of magnitude.  
5. The similarity of the solution contour plots can be helpful for judging convergence. A converged 
solution should produce identical contour plots with further iteration numbers.   
6. The mass and heat imbalance of the domain need to be analysed, and the error of the converged 
solution should not exceed 0.01%.  
7. The sensitivity of the model to important parameters and mesh sizes will be investigated if certain 
solutions cannot reach the criteria established above.  
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3.3 Discretization 
After selecting a mathematical model for fluid flow, a suitable discretization method is the next thing to 
be considered. The discretization methods approximate the differential equations for the variables at 
some set of discrete locations in space and time. In ANSYS, Fluent implements control volume based 
techniques to convert the mathematical model to algebraic equations that can be numerically solved. 
The discrete values of the scalar quantity are stored at the cell centre while the face scalar values for 
convection terms are interpolated with an upwind scheme. Four numerical discretization methods are 
commonly applied to CFD simulations, first and second order upwind schemes, power-law and QUICK 
schemes.  
The spatial discretization methods which are another major factor to impact model stability and the 
reliability and accuracy of modelling results is also discussed in this section. Mesh quality is imperative 
to capture accurate flow characteristics for fluids in the domain. Without sufficient grid resolution to 
resolve fluid dynamics in a region, the grid-induced error can lead modelling results to be inaccurate. 
The grid-induced error is also known as discretization error or truncation error. It is produced by the 
difference between the exact solution of the algebraic system and the exact solution of the conservation 
equations. Take the upwind scheme as an example, the discretization of the advection term will produce 
additional coefficient, or the so-called numerical or artificial viscosity, for the diffusion term in the 
momentum equation and cause the error [73, 109, 110]. Mesh independence study is one of the 
approaches to examine if the mesh quality of the CFD model is adequate to capture correct flow 
characteristics. By comparing the results of a range of successively refined grids, the impact of the 
induced grid- error can be evaluated [73, 110].  
This section investigates the discretization of CFD simulation. Methods for mesh generation, mesh 
independence study and the selection of discretization schemes was examined with the two-dimensional 
test case. 
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3.3.1 Mesh Independence Study 
Mesh independence study is a method to examine if the current mesh quality of CFD model is adequate 
to capture correct flow characteristics by comparing the modelling results from a series of grid densities. 
The meshes of the two-dimensional test case that had different grid densities were created and 
constituted of uniformly distributed cells. Figure 3.9 shows the layout of two uniformly distributed grid 
meshes for different sizes. 
 
Figure 3.9. Uniformly distributed grid mesh. (a) Grid Size = 0.050 m. (b) Cell Size = 0.025. 
To avoid bias when analysing the modelling results, the data distributed on a line in the domain were 
investigated rather than a single point. A vertical line was created in the middle of the domain with x = 
2 m and y in the range of 1 m to 2 m. The average value of the data on the line is used to investigate the 
mesh independence.  
The modelling velocities of the two-dimensional test case with different grid sizes are plotted in Fig. 
3.10 (a). The optimal solution or the benchmark was calculated with Richardson extrapolation based on 
the solution of second order upwind scheme cases with grid sizes of 0.010 m and 0.005 m and the value 
is 1.159 m/s. The modelling results with each discretization scheme result in approaching the optimal 
solution as the number of grid cells increases. The modelling error versus grid sizes is shown in Fig. 
3.10 (b) with the ideal slopes of first and second convergence. The first order discretization scheme has 
the lowest convergence rate with a gradual slope that is close to the ideal slope of first order convergence. 
The power law scheme has the slope between the slopes of first and second order convergence. The 
second order and QUICK schemes have the steepest slopes that indicate second order convergence.  
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According to the convergence criterion for velocity, as discussed in the relevant section, the error of 
velocity should not exceed 0.01 m/s with a view to assure the quality of modelling result. The benchmark 
is also used for the investigation of mesh independence. It is found the first order and power law schemes 
start to be mesh independent as the grid sizes are 0.0075 m and 0.01 m respectively. The second order 
scheme can reach the criteria when the grid size is 0.05 m and the QUICK scheme with grid size of 0.03 
is mesh independent.  
The mesh independence study can be extremely expensive regarding computational cost for three-
dimensional cases to analyse successively refined grids as the previous work. To avoid such laborious 
task, the mesh independence for the three-dimensional model compare the modelling results of meshes 
that are refined and coarsen to the current result. The error of the current mesh should lie in the range 
bounded by the errors of the coarsen and refined meshes. The modelling result of the refined mesh is 
considered as the optimal solution to examine the mesh independence of other cases when the 
experimental data is not provided.  
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(a)
(b) 
Figure 3.10. Modelling Velocity of the two-dimensional test case with different grid sizes. (a) Velocity 
magnitude versus grid number per metre length. The black horizontal line indicates the optimal solution, 
1.159 m/s, calculated with Richardson extrapolation. (b) Error versus grid size. The red line labelled 1 
presents the ideal slope for first order convergence, and the black line labelled 2 presents the ideal slope 
for second order convergence. The green horizontal line shows the benchmark for mesh independence 
where the modelling results below the line are mesh independent. 
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3.3.2 Mesh Refinement Strategy 
Despite mesh independence study is an important process to examine mesh quality, it raises the 
computational cost significantly by refining the mesh. Therefore, different meshing strategies are 
presented and examined in this section to establish a method to generate reliable meshes that can capture 
flow characteristics accurately with minimal spending. Studies that investigated the relationship of mesh 
and modelling accuracy has discovered the distribution of the grids is the key to saveing the 
computational cost while maintaining the accuracy. The use of finer grids for the necessary regions is 
known as the local refinement strategy, and the method was found to save up to 99% of the computing 
time in comparison with the grid that is uniformly distributed with the same size to produce similarly 
accurate modelling result [110]. The local refinement strategy applies finer grids to the regions where 
gradients of flow variables are large, such as regions along the flow direction, and the surroundings of 
the sources that generate energy or mass. The study also suggests that 1% of the domain characteristic 
length is the grid size that should be adequate to eliminate the numerical viscosity, the cause of truncation 
error, for the important regions and 10% of the geometry scale is sufficient to model flow pattern 
correctly for general regions [109, 110]. 
Several test cases with different meshes were generated to examine the validity of the methods as stated 
above and the grid distributions are presented in Fig. 3.11 and Fig. 3.12. The first mesh is generated with 
the mesh adaption function provided in Fluent as shown in Fig. 3.11 (a) based on the uniformly 
distributed grids with a size of 0.05 m. The mesh adaption readjusted the grid size according to several 
conditions. For the test case here, the CFD model was implemented to obtain converged solutions, and 
the grid size was readjusted for the regions where the velocity is greater than 0.5 m/s. The second, third 
and fourth meshes were generated with a meshing tool, ICEM, where Fig. 3.11 (b) and Fig. 3.12 (a) and 
(b) present the meshes applied one, two and three horizontal blocks respectively. The block is a method 
in ICEM to the generate mesh and the meshes with ICEM were investigated for the effect of block usage 
on grid quality and modelling accuracy. Also, the local refinement strategy was utilised by the meshes 
with ICEM. It can be found finer grids were used for the areas along the flow direction of air supply 
inlets and extract outlet as well as the near-wall regions.  
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Figure 3.11 Grid distribution of the two-dimensional test case with different refinement strategies. (a) 
Mesh adaption for the region with a velocity larger than 0.5 m/s. (b) Local refinement with one 
horizontal block generated by ICEM. (c) Local refinement with two horizontal blocks generated by 
ICEM. (d) Local refinement with three horizontal blocks generated by ICEM. Red lines highlight the 
horizontal blocks.  
 
 
Chapter 3. Methodology Ching-Ju Chou 
71 
 
Table 3.3. A comparison of meshing strategies, accuracy and computational cost. 
Meshing Method 
Grid Size = 0.03 m Grid Size = 0.05 m Local Refinement with ICEM 
Uniform distribution Mesh adaption 1 Block 2 Blocks 3 Blocks 
Element Number 14049 12332 2397 2992 5542 
Error (m/s) 0.004 0.002 0.515 0.018 0.006 
Saving (%) 0 12.2 82.9 78.7 60.6 
Table 3.3 shows the modelling results of the two-dimensional test cases with different meshing methods. 
The model with uniformly distributed grids with a size of 0.03 m is selected to be the benchmark for the 
comparison of the modelling results. The modelling result of the mesh adaption method saves nearly 
12% of the computational cost, and the error is only 0.002 m/s which is the lowest amongst the test 
cases. The modelling error of the local refinement with ICEM with one block is 0.515 which is 
unacceptable. However, by increasing the number of blocks, the modelling error is reduced significantly, 
and the local refinement with three blocks has the error of 0.006 m/s which is mesh independent while 
saving computational cost up to 60.6%. Hence, the meshes of the major work in this thesis are generated 
with the local refinement and multi-block methods. 
3.3.3 Conclusion of Discretization 
This section contributes to the establishment of the discretization methods. The discretization schemes, 
a method for mesh independence and the strategy for mesh generation were investigated with the two-
dimensional test case to demonstrate the validity of the methods. The methods are used for the major 
simulations in the thesis and concluded as follows: 
1. Discretization schemes can lead modelling to different accuracy. The higher order discretization 
schemes can be more accurate than the lower order schemes when the grid is relatively large. 
However, lower order discretization scheme can also reach the same level of accuracy after the 
mesh is refined adequately. 
2. The use of the local mesh refinement and the multi-block methods was justified to produce best 
modelling results while saving unnecessary computational spending. 
3. To investigate the mesh independence, a coarsened mesh and a refined mesh are created based 
on the current grid distribution. The error of the current mesh should lie within the range 
bounded by the errors of the coarsest and refined meshes. The modelling result of the finer mesh 
is considered as the optimal solution to examine the mesh independence of other cases when the 
experimental data is not provided.  
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3.4 Radiation Model 
The S2S radiation model is employed to model the radiation effects for the CFD simulations in the thesis. 
In the S2S model, the radiation energy is a function of the temperatures, emissivity values and view 
factors of the surfaces in the domain. The medium that separates the surfaces is neglected, for instance, 
the effect water vapour on the exchange of radiation energy. Therefore, it is an appropriate model to be 
applied to the modelling of indoor environments where the radiation is mainly attributed to the variation 
of surface temperatures rather than the particles in the air.  
To use the S2S radiation model in Fluent, the number of iterations and the convergence criteria of the 
model require to be pre-defined, and the walls that participate in the heat exchange can be selected 
according to the need to avoid unnecessary computational spending. For the simulations in the thesis, 
the walls that enclosed the domain and the surface of the physiological model which exposed to ambient 
environment are chosen. The view factors of the surfaces are then calculated in Fluent-based on the face 
to face radiation, and ray tracing and the data is stored as a file which is required for the simulations. 
The S2S modelling report provides the information of view factor and incident radiation which may be 
useful for computing the mean radiant temperature of the space.  
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3.5 The Modelling of Thermal Comfort 
Fanger’s comfort model that evaluate thermal comfort based on the physical variables in the domain 
and clothing and activity levels is selected to be the domain level comfort model. On the other hand, the 
UCB psychological model which assess thermal comfort according to the skin temperatures of different 
body parts is decided to be the occupant level comfort model. Also, a physiological numerical model is 
proposed in this section to couple with the UCB model for comfort modelling. This section details the 
preparation of the comfort models that are coupled with the CFD simulations. 
3.5.1 Domain Level Comfort Model: Fanger’s Model 
Fanger’s comfort model is selected as the domain level comfort model for the study in the thesis. The 
model can predict thermal sensation and comfort level of occupants with PMV and PPD comfort scale 
based on the thermal factors in the domain including the air velocity, temperature, humidity and mean 
radiant temperature. By coupling with CFD simulations, the parameters can be obtained from the 
solution for post-processing. Also, Fanger’s model requires two personal variables, clothing and activity 
levels, where the variables can be estimated with the thermal comfort tool, ASHRAE Standard 55 [13].  
The user-defined function (UDF) is utilised to couple the comfort model with CFD simulation solution. 
Fanger’s comfort model is built in the UDF which is based on C language and allows the data after CFD 
calculation to be accessed and post-processed. The data can be stored using the user-defined memory 
(UDM) where can be post-processed or shown in the post-processing viewer. The macro, 
DEFINE_ON_DEMAND, is used to execute the comfort model that has been built in the UDF. The 
source code of Fanger’s comfort model is attached in Appendix A.      
3.5.2 Occupant Level Comfort Model: UCB Psychological Model 
The UCB psychological model is selected as the occupant level comfort model. The model predicts local 
and whole-body thermal sensation and comfort level based on the skin temperatures of different body 
parts. Distinct from the domain level comfort model, the UCB model needs a physiological model 
coupled with CFD simulation to provide desired data. Therefore, a physiological model is proposed and 
the detail is illustrated in later section.  
The UCB physiological model is built in Matlab to avoid the complexity with the UDF. The average 
skin temperature of each body part is used by the model for comfort evaluation. The source code of the 
UCB comfort model is attached in Appendix A.    
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3.5.3 Numerical Physiological Model 
 
Figure 3.12. The proposed numerical human body physiological model. 
A numerical physiological model is proposed to couple with CFD solution to provide skin temperature 
data for the occupant level comfort modelling. The physiological model is shown in Fig. 3.12 in which 
the thermal manikin is designed to simulate the size of a male adult with the height of 1.8 m in a 
sedentary position. The physiological model divides human body into several sections, and each section 
consists of a core region, a skin layer and an outer layer. The sections and the corresponding surface 
areas are shown in Table 3.4.   
Table 3.4. Body sections of the physiological model. 
Body Section Surface Area (m2) Body Section Surface Area (m2) Total Area (m2) 
Head 0.1600 L-hand 0.0900 2.7749 
Chest 0.3232 R-hand 0.0916  
Back 0.3280 Thigh 0.2377  
Pelvis 0.3090 Pelvis 0.309  
L-arm 0.1912 Shin 0.4067  
R-arm 0.1956 Feet 0.1329  
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The configuration of the human physiological model is detailed as following:  
1. Core Body Region 
The temperature of the core region is a constant value of 310.4 K where can generate energy as a 
heat source. According to Zhang H, the temperature of the body core will change instantly when 
experiencing thermal stimuli such as cold air, but it will consequently reach 310.4 K after a while 
to assure organs function properly [50]. 
2. Skin Layer 
The skin layer of the physiological model is a thermal resistance which impedes the heat transfer 
from the core to the skin surface. The thickness of the skin layer is 0.02 m where the value is close 
to the minimum grid size of the CFD model. The thermal conductivity of the chest, back, arms, 
hands, thigh, pelvis, shin and feet, are provided in the published work [111], while there is no data 
for head and face. A CFD simulation which the manikin is placed in the domain is generated to find 
appropriate thermal conductivity values for the parts based on the experimental data of the human 
skin temperatures in a neutral state provided by H. Zhang. The simulation has the constant room 
temperature as in the experiment, and the modelling skin temperatures are tuned to have same values 
as the experimental data by changing the thermal conductivity. Table 3.5 shows the values of thermal 
conductivity for different body parts.  
Table 3.5. Thermal conductivity of thermal physiological model for each body part. 
Body Parts Thermal Conductivity (W/m∙K) 
Major Body Parts 
(Chest, Back, Arms, Thigh, Pelvis and Shin) 
0.1828 
Head 0.3870 
Face 0.0790 
Hand/Feet 0.1708 
3. Outer Layer 
The outer layer of the physiological model is designed to be switched between solid and fluid types. 
The solid outer layer represents clothing insulation that covers the skin, while the fluid outer layer 
indicates the skin is exposed to the ambient environment. It is noted the fluid layer can also act as a 
source which generates energy or mass.  
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Chapter 4 
The Study of Comfort Modelling: Test Case 1 
The performance the coupled CFD-domain and occupant level comfort models developed in earlier 
chapters in this thesis has been studied and presented in this chapter. The study of the comfort modelling 
is based on an experiment which investigated the indoor climate of office environments in the climate 
chamber in the Technical University of Denmark conducted by Tomasi [8]. During the experiment, 
Tomasi used PMV and PPD comfort index as the method to evaluate the thermal environments.  
Before examining the performance of the domain and occupant level comfort models, the sensitivity of 
the CFD model to boundary conditions and grid sizes has been examined to show the impact of these 
factors on modelling results. The sensitivity analysis has also demonstrated the CFD modelling 
methodology employed in this thesis is capable of producing reliable outcomes. 
The results of modelling the thermal comfort at the domain and occupant level will be presented and 
discussed as the main work of this chapter. The study shows that the thermal sensations predicted by 
both domain and occupant level comfort models are identical to the experimental data. However, the 
comfort level predicted by the occupant level model differs from the data produced by the domain level 
model and obtained from the experiment. As PMV and PPD index were utilised in the experiment for 
thermal comfort evaluation and the actual votes were not surveyed in the experiment, there is no 
adequate evidence to demonstrate the performance of the domain and occupant level modelling 
approaches. 
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4.1 Test Case Description 
Research [8, 112] on the thermal comfort of people in residential and office environments and the 
ventilation effectiveness of different combinations of HVAC units and systems was selected for the study 
of comfort modelling in this chapter. The experiment was carried out in one of the climate chambers at 
the International Centre for Indoor Environment and Energy at the Technical University of Denmark 
with dimensions of 4.2 m× 4.0 m × 2.4 m (height) [8, 113]. The climate chamber utilised a panel that 
can provide radiant heating or radiant cooling to simulate the effect from the window and the panel has 
a surface area of 8 m2. During the experiment, the climate control units of each test case were placed in 
different parts of the room, and miscellaneous heat sources such as thermal manikins and electronic 
devices were added to the environments. The Denmark study examines the test cases with the 
approaches provides by ISO 7730 [114] and PMV and PPD index, contaminant removal effectiveness 
and air change efficiency.  
4.1.1 The Experiment in the Technology University of Denmark 
The experiment at the Technology University of Denmark conducted by Tomasi [8] investigated indoor 
climate with numerous test cases that applied distinct climate control strategies and thermal loads. The 
air supply and return units in the test cases were placed in different parts of the room, which the 
combinations are known as systems as shown in Fig. 4.1. The systems in Fig. 4.1 (a) to (d) used mixing 
ventilation to condition the environment and the system in Fig. 4.1 (e) used displacement ventilation 
(DV). 
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Figure 4.1. The systems studied in the experiment by Tomasi. (a) System M1. (b) M2. (c) M3. (d) M4. 
(e) DV (Displacement ventilation). Blue arrows indicate air supply units; red arrows indicate air return 
outlet and the blue wall represents the window. The figure is reproduced from [8]. 
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Table 4.1. A summary of the test cases for systems M1 and M2. 
System: M1, M2 Internal Heat Source Supplied Air Window Floor 
Case No. Outdoor Condition Conditioning Method Name Power (W) 
Volume Flow 
Rate (ACH) 
T (℃) T (℃) T (℃) 
1 Winter Warm Supplied Air Manikin 70 0.5 30.3 18.6 22.4 
2 Winter 
Warm Supplied Air 
Low Power Lamp 20 0.5 17.1 18.6 22.9 
Radiant Heating Floor 
3 Summer 
Cool Supplied Air 
  0.5 30.3 32.5 21 
Radiant Cooling Floor 
4 Summer 
Outdoor Fresh Air 
  1 30.3 32.5 21.8 
Radiant Cooling Floor 
5 Summer 
Cool Supplied Air 
  0.5 18 32.5 21.7 
Radiant Cooling Floor 
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Table 4.2. A summary of the test cases for systems M3 and M4. 
System: M3, M4 Internal Heat Source Supplied Air Window Floor 
Case No. Outdoor Condition Conditioning Method Name Power (W) 
Volume Flow 
Rate (ACH) 
T (℃) T (℃) T (℃) 
1 Summer 
Cool Supplied Air 
Manikin 70 0.5 20 34 20 
Radiant Cooling Floor 
2 Summer 
Cool Supplied Air 
High Power Lamp 30 0.5 26 34 19.6 
Radiant Cooling Floor 
   Computer 100     
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Table 4.3. A summary of the test cases for system DV. 
System: DV Internal Heat Source Supplied Air Window Floor 
Case No. Outdoor Condition Conditioning Method Name Power (W) 
Volume Flow 
Rate (ACH) 
T (℃) T (℃) T (℃) 
1 Summer Cool Supplied Air Manikin 70 3.2 16 33.2 22.2 
2 Summer Cool Supplied Air 
2 High Power 
Lamps 
30 each lamp 4.5 16 33.2 24.3 
3 Summer 
Cool Supplied Air 
2 Computers 
100 each 
computer 
3 22 33.2 1.92 
Radiant Cooling Floor 
4 Summer 
Cool Supplied Air 
  2.1 20 33.2 19.1 
Radiant Cooling Floor 
5 Summer 
Cool Supplied Air 
  2.1 24 29.4 19.9 
Radiant Cooling Floor 
6 Summer 
Cool Supplied Air 
  1.5 17 33.2 19.3 
Radiant Cooling Floor 
  
Chapter 4. The Study of Comfort Modelling: Test Case 1 Ching-Ju Chou 
82 
 
The test cases applied different conditions for the systems to investigate the environments and are 
summarised with the experimental measurement in Table. 4.1, 4.2 and 4.3. The tests with system M1 
and M2 simulated residential environments with a person sitting at a desk with a low power desk lamp. 
During the test, a thermal manikin that produced 70 W and a lamp consumed 20 W of power was 
presented in the climate chamber.  
Cases 1 and 2 of systems M1 and M2 simulated indoor climate in winter where the surface temperature 
of the window was measured as 18.6℃ and the ventilation rate was 0.5 air change per hour (ACH). To 
condition the environment, test case M1-1 supplied warm air at 30.3℃ and case M1-2 supplied cool air 
at 17.1℃ combined with a radiant floor system that provided radiant heating.  
For systems, M1 and M2, cases 3 and 4 with systems M1 and M2 referred to a summer condition where 
a radiant cooling system on the floor was utilised with a ventilation system that supplied air equivalent 
to the outdoor temperature. Cases 3 and 4 have the ventilation rates of 0.5 ACH and 1 ACH respectively, 
and the surface temperature of the window in the cases was measured 32.5℃. Case 5 used the radiant 
cooling floor combined with cool supplied air to condition the environment while the ventilation rate 
was 0.5 ACH and the surface temperature of the window was 32.5℃.  
The tests with system M3 and M4 also simulated residential environments with a person sitting at a desk 
except for this time with a higher power desk lamp and a working computer. During this experiment, a 
thermal manikin that produced 70 W, a computer that generated 100 W and a lamp that produced 30 W 
of energy were used. For systems M3 and M4, case 1 and case 2 supplied air at 20℃ and 26℃ at the 
same rate, 0.5 ACH, combined with radiant floor cooling system in summer condition.  
The tests with system DV was applied to investigate the indoor climate for a typical office area with a 
thermal manikin that produced 70 W of energy, a thermal dummy and two desk lamps and two computers 
that generated 30 W and 100 W per device respectively.  
Six test cases that were used to examine the system DV; each case has different ventilation rate and 
incoming air temperatures to condition the environment. Cases 1 and 2 aimed to decrease the room 
temperature via ventilation, with the rates of 3.2 ACH and 4.5 ACH, while cases 3, 4 and 6 utilised 
ventilation, with the rates of 3 ACH, 2.1 ACH and 1.5 ACH, and a radiant floor cooling system to control 
the environment. Case 5 had similar conditions to case 4, but the supplied air was relatively warmer, 
and the surface temperature of the window was lower to investigate the impact of change on the 
ventilation effectiveness.  
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4.1.2 Modelling Test Case Selection 
The case M1-1 from the experiment Tomasi et. al [8] was selected to be the test case for the study of 
comfort modelling in this chapter. The reason for choosing the case M1-1 was because the case is 
relatively simple in terms of geometry and boundary conditions to model with the CFD program. The 
case relied on ventilation to control the environment in the climate chamber with one air supply inlet 
and one air return outlet. The other cases which utilised the radiant floor system could increase the 
complexity of CFD modelling, and thus they were not considered. Also, the window surface in the case 
M1-1 was cold and made the environment asymmetrical; making it a suitable test case to examine the 
comfort modelling results at domain and occupant levels. 
Case M1-1 utilised an air supply unit to provide warm air to condition the space and an air return unit 
which was installed on the same panel 0.1 m below the air supply, and the panel was placed on the wall 
opposite to the window. Figure 4.2 shows the floor plan of the climate chamber and the position of 
internal features including an air supply and return panel, thermal manikin, desk, lamp window and the 
sensors for velocity, temperature and contaminant concentration measurement. Several velocities and 
temperature sensors were used in the vertical direction fixed on movable stands to measure at positions 
S1 to S7 as shown in Fig. 4.2 and the height of each sensor is presented in Table 4.4. The temperature 
was measured with the thermistors (Craftemp Astra) connected to a single ended relay multiplexer with 
60 channels type 44706A and a data-logger type HP 3852A Data Acquisition Control Unit. The 
temperature sensors were calibrated to measure in the range of 15℃ and 35℃ which reduced the error 
to within ±0.3℃. The velocity was measured using an omnidirectional hot sphere anemometer (Dantec) 
connected to a 54N10 Multichannel Flow Analyzer and the velocity sensors were adjusted to measure 
in the range of 0.02 m/s and 2.82 m/s of which the error was ±(0.02 + 0.01 × measured velocity) m/s. 
Mean values and the standard deviation of the air velocity and temperature were calculated every 3 
minutes. The relative humidity in the climate chamber was maintained in the range of 16% to 42% and 
monitored in the centre region with a HOBO data logger with the error of ±2.5%. To investigate the 
ventilation effectiveness of the system, carbon dioxide and R134a were used as the tracer gas discharged 
from the contaminant source point as shown in Fig. 4.2. The concentration of the contaminant was 
measured with two 1312 Photoacoustic Multi-gas Monitor (Innova) and two Multipoint Sampler and 
Doses Innova 1303 (Innova), and the contaminant measuring device took the samples of the return air 
through a plastic tube. 
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Figure 4.2. Test chamber floor plan and internal features in the experiment of the case M1-1. View from 
the top with all dimensions in metres. “+” indicates the sensor for temperature and velocity while “o” 
indicates the sensor for ventilation effectiveness. The figure is reproduced from [8] 
Table 4.4. The height of temperature and velocity sensors on the stand S1 to S7. 
Ni 
ST SV SCC 
H (m) H (m) H (m) 
1 0.05 0.03 0.60 
2 0.10 0.05 1.10 
3 0.15 0.10 1.70 
4 0.20 0.15  
5 0.30 0.20  
6 0.60 0.30  
7 0.85 0.60  
8 1.10 1.10  
9 1.40 1.70  
10 1.70   
11 2.00   
12 2.30   
Ni is the sensor number, ST is the temperature sensor, SV is the velocity sensor, SCC is the contaminant 
concentration sensor, and H is the height of each sensor  
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The thermal environment of the case M1-1 was assessed with the approaches provided in the ISO 7730 
[114] and the key factors for the evaluation are as the followings: 
1. The surface temperature of the floor.  
The value should be in the range of 19℃ to 29℃ to avoid discomfort. 
2. The temperature difference between head level and feet level.  
For a sedentary person, head level and feet levels are defined as 1.1 m and 0.6 m above the ground. 
For a standing person, head level and feet levels are defined as 1.7 m and 0.6 m above the ground. 
The comfort level evaluation based on the temperature difference is divided into several categories 
according to the ISO 7730 [114]. 
3. Operative temperature. 
The temperature was measured at the level of 0.6 m and 1.1 m above the ground in the occupied 
zone, based on the stand S3, S4, S5 and S6. The temperature will be applied to the PMV and PPD 
model for comfort evaluation. 
4. Draft rating 
Used data collected from all sensor-stands at the level of 0.6 m and 1.1 m above the ground. The 
discomfort due to draught can be examined with draft rating.  
5. Radiant temperature asymmetry. 
The term was used to evaluate the effect of cold surfaces such as the window in winter based on the 
experimental measurement.  
Additionally, the study applied Fanger’s PMV and PPD comfort model to evaluate the environment 
based on the ASHRAE Thermal Comfort Tool [13] and the model inputs, and the results are shown in 
Table 4.5.  
Table 4.5. The thermal comfort evaluation of the Denmark experiment. 
Condition 𝜑 𝑇𝑎 𝑉𝑎 𝑇?̅? M 𝐼cl ISO 55-2004 
% ℃ m/s ℃ Met Clo PMV PPD (%) 
Winter 24 22 0.07 22.1 1.1 1.0 -0.26 6  
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4.2 The Experiment Case M1-1 CFD Modelling 
4.2.1 Boundary Condition 
The climate chamber utilised for the case M1-1 has the dimensions of 4.2 m× 4.0 m × 2.4 m (height) 
with the simulated window with an area of 8 m2, and the orientation of the building and the materials 
and thickness of the walls were not reported in the study [8]. The important internal features in the 
chamber during the test include the air supply inlet and a return outlet, the window and the thermal 
manikin. The experimental conditions such as mass flow rate and temperatures are provided in Appendix 
C1. 
The air supply inlet and return outlet utilised in the experiment were the wall-mounted air diffusers made 
by Uponor [115]. The diffuser has 210 air valves with the diameter of 4 mm as shown in Fig. 4.3 (a). In 
the case M1-1, the air inlet was mounted 10 cm above the outlet on the same panel as shown in Fig. 4.3 
(b) and located on the opposite wall to the window. Directly modelling all geometric details of the semi-
porous surface of the diffuser would increase the complexity, size, and computational cost as well as 
potentially causing solution convergence and stability problems. There are several common methods 
can be found in the literature to model such nozzle diffuser [92, 116-119]. The simplest method is known 
as the simple rectangle slot method which models the diffuser with an equivalent area of the air valves. 
Although the method is simple, the modelling result is less accurate. The multi-slot method simulates 
the diffuser with numbers of rectangles which have a total area equivalent to the area covered by valves. 
Rather than using single rectangle in the centre of the diffuser for modelling, the multi-slot method 
allows rectangles to be positioned far apart to simulate the surface of nozzle diffuser and maintain 
appropriate incoming jet width. The momentum method models nozzle diffusers by maintaining the 
correct mass and momentum of the flow. The mass and momentum are decoupled and specified 
separately while the area of the modelled diffuser is equivalent to the surface of real nozzle diffuser. 
Chen, Qingyan, Srebric and Jelena [119] examined different simplified diffuser models and indicated 
the box method is the best approach that can model the diffuser with high accuracy. However, the method 
requires appropriate estimation of the box size and the measurement of the air flow parameters on the 
boundaries of the box, which let the implementation become difficult. The modelling of the air supply 
inlet for test case 1 was based on the multi-slot method which area of the valves, mass flow rate and 
velocity at the inlet were identical to the settings in the experiment. The surface of the air diffusers was 
replaced by rectangles with a total area equivalent to the holes on the diffusers. The air inlet was replaced 
by two rectangles as shown in Fig. 4.3 (c) to maintain the correct air spreading rate in the horizontal 
plane in the far field. The mass flow rate at the air inlet in the CFD model was identical to the 
measurement in the test, which the simulated inlet could deliver same amount of momentum as in the 
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experiment. The modelled air inlet was moved 10 cm away from the wall to avoid the risk of causing 
the supply air being sucked directly into the outlet by a recirculation vortex when air diffusers are at 
high level. An example of the modelling velocity profile at the inlet with the simplified approach is 
shown in Fig. 4.3 (d). The incoming air jets from the two rectangular inlets merge into a single jet at a 
certain distance with the correct spreading rate in the horizontal plane.  
For vertical walls and ceiling in the CFD model, the stationary and non-slipped conditions were applied 
to wall boundary conditions. As the information of the wall surface temperature in the case M1-1 was 
not provided, the wall thermal condition in the model was set as isothermal where the walls produced 
zero heat flux. The window was modelled as a stationary wall with a non-slipped boundary condition. 
The surface temperature of the window was constant and had a value of 18.6 ℃ as measured in the 
experiment. In the simulation, gypsum was used as the material for vertical walls and ceiling, and glass 
was used for the window. 
 
Figure 4.3 Air supply inlet and return outlet modelling. (a) Wall-mounted air diffuser, with 210 holes 
with the diameter of 4 mm and a total area of 0.0032 m2on each diffuser. (b) Air supply inlet and return 
outlet installed on a panel. (c) Mesh of the inlet and outlet in the CFD model, front view. (d) The 
modelling velocity contour with the simplified approach, top view. Figures are taken and reproduced [8, 
115]. 
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In the case M1-1, a thermal manikin that produced 70 W and a lamp generated 20 W of energy were 
utilised. To simulate the heat sources in the CFD model for domain level comfort modelling, the heat 
dissipation was re-assigned to the floor by summing the heat dissipation rate from every source. 
Therefore, the impact of the heat sources can be maintained while the manikin and lamp could be 
removed from the CFD model. For occupant level comfort modelling, the CFD model utilised the 
proposed physiological model to simulate the effect of the thermal manikin used in the experiment. The 
physiological model was in a sedentary position, and it would calculate the corresponding amount of 
heat that is transferred from the manikin to the environment.  
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4.2.2 CFD Model for Comfort Modelling at Domain and Occupant Level 
This section provides information on the CFD models for the study of domain level comfort modelling 
and occupant level comfort modelling based on case M1-1. The grid detail of each model will be given, 
and the settings of the comfort models will be shown and illustrated.  
Domain Level Comfort Modelling 
 
Figure 4.4.The layout of the CFD model for domain level comfort modelling for the case M1-1. 
Isometric view with y-axis up.  
An empty room was created in Fluent to investigate domain level comfort modelling with case M1-1 as 
shown in Fig. 4.4. The obstacles in the experiment have been removed in the simulation, and the effects 
of heat sources were included by giving a total energy generation rate to the floor thermal condition. 
The CFD model contained 166,448 structured hexahedral elements with the mesh quality equals to 1 
and the maximum aspect ratio less than 18. The grid distribution of the model is shown in Fig. 4.5. In 
the figure, the grid density is higher surround air supply inlet, air return outlet and walls since the local 
mesh refinement was adapted to the regions that can have stronger gradients of flow variables to ensure 
the mesh is adequate to capture local flow characteristics. 
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For domain level comfort modelling, Fanger’s comfort model [33] was used to make thermal sensation 
and comfort prediction based on the CFD solution. The flow variables including air velocity, temperature 
and relative humidity could be directly obtained from the modelling result. The mean radiant 
temperature could be calculated with the view factors, and the surface temperatures of the walls enclose 
the environment. The cloth insulation and activity level of the subject involved in the test were estimated 
as 0.82 clo and 1.2 Met respectively according to ASHRAE Thermal Comfort Tool [13]. 
 
Figure 4.5. The mesh of domain level comfort modelling CFD model. (a) Isometric view with + y up. 
(b) View from + x. (c) View from + y. (d) View from + z. 
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Occupant Level Comfort Modelling 
 
Figure 4.6.The layout of the CFD model for occupant level comfort modelling for the case M1-1. 
Isometric view with y-axis up.   
The proposed thermal physiological model in a sedentary position was placed in the CFD model for 
occupant level comfort modelling as shown in Fig. 4.6. The CFD model contains 861,595 of structured 
hexahedral elements with the mesh quality equals to 1 and the maximum aspect ratio less than 17. The 
grid distribution plots in different views are shown in Fig. 4.7. The UC Berkeley model [47-49] was 
applied to assess the thermal environment based on the CFD solution.  
It is important for consistency that the values used for the clothing level for both domain and occupant 
level comfort modellings are equivalent. Case M1-1 simulated a residential environment in winter with 
the use of warm air supply. It could be speculated that the person in such environment would dress in 
clothing for a slightly cool condition. Therefore, it was assumed the person wore a long-sleeved T-shirt, 
work pants and a pair of athletic shoes. The details of the outfits wore by the person is provided in Table 
4.6, where Icl,j is the garment insulation value, Icl,j* is the localised garment insulation and fcl,j* is the 
clothing area factor. (Note the asterisk (*) superscript denotes a localised quantity for clothing) Although 
the thermal manikin in the experiment did not generate any vapour content, a vapour generation rate of 
1e-5 kg/s was assigned to the manikin outer layer which is exposed to the ambient air to maintain the 
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effect of the basic vapour generation from human skin [63, 120].  
 
Figure 4.7. The mesh of occupant level comfort modelling CFD model. (a) Isometric view with + y up. 
(b) View from + x. (c) View from + y. (d) View from + z. 
Table. 4.6. Clothing for the physiological model. The table is adapted from [111]. 
Garment Description Fabric Type Icl,j (clo) Icl,j *(clo) fcl,j * 
Long-sleeve, shirt collar Flannel 0.42 1.22 1.24 
Work pants Cotton duck 0.36 1 1.46 
Soft-soled athletic shoes Canvas 0.04 1.43 1.43 
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4.2.3 Model Settings 
Both the domain and occupant level models have included species transport in the domain to investigate 
the effect of humidity as well as the impact brought by mass transport due to perspiration from the 
human skin. The mesh was generated using the meshing strategy established in the corresponding 
section to secure adequate grid resolution to capture correct flow characteristics. Different turbulence 
models and wall functions were examined for sensitivity study. During the simulation, higher order 
discretization schemes were found to cause stability issues which resulted in unconverged solutions. 
Therefore, first order discretization scheme was used for the simulations. The simulations applied 
SIMPLE scheme for pressure-velocity coupling solution, least squares cell based scheme for gradient 
approximation and Standard scheme for pressure approximation. S2S radiation model was applied to all 
solid surfaces including walls, window, the surface of the air inlet and outlet, the surface of the manikin 
skin layers and outer layers which were exposed to the ambient air. The mesh independence that was 
examined to validate the mesh quality for the simulation and the solution convergence are presented in 
a later section and Appendix C2.  
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4.3 Sensitivity Study for the Test Case 1 
This section studies the sensitivity of the CFD model to various factors that may impact on the modelling 
results. Modelling results for different boundary condition settings and grid resolutions have been 
investigated using experimental data as a validation tool. The optimal selection of boundary conditions 
for indoor climate CFD modelling will be covered in the discussion, and the mesh independence of the 
model will be demonstrated in this section.  
4.3.1 Boundary Condition Sensitivity Study 
There are 9 cases involved in the boundary condition sensitivity study examined in this section. The 
description and the performance of each case are illustrated in the corresponding subsections. The air 
inlet and outlet conditions for all cases remained the same as provided in Table C1 in Appendix C.  
The result of the simulations that applied different boundary condition combinations will be compared 
with the experimental data to investigate the validity of settings. Detailed figures of profile comparison 
are included in Appendix C3 and C4.  
Case - BC1 
Case BC1 used constant surface temperatures for window and floor where the temperatures were 
obtained from the experimental measurement. The side walls and ceiling were assumed to be adiabatic 
which produced zero heat flux from the objects. The boundary conditions of the air inlet and outlet were 
provided in Table C1 in Appendix C and remained the same in all cases. 
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C31 (a) to (g).  Although the predicted velocity profiles have a similar shape to the experimental data, 
all predicted profiles are systematically lower than the experimental data. The overall average 
percentage error is 44.09% and the average error of the predicted velocity is 0.026 m/s.  
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C41 (a) to (g). As shown in the figures, case BC1 slightly over-predicts the temperature profiles 
about 1℃ in the upper region above 1 m height, but it makes good predictions for most regions. It is 
also noted the predicted temperature profile at position S6 shows a clear deviation above 2 m height as 
shown in Fig. 4.8. One possible reason to cause such result is the modelling of the simplified air supply 
inlet. The approach geometrically simplified the air inlet and outlet by using rectangles with an 
equivalent area. The position S6 is only 20 cm away from the air inlet, and the air jets at the particular 
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region may not completely mix. Therefore, the temperature in the upper region as shown in Fig. 4.8 
deviates significantly from the experimental data. Although the momentum method which models the 
nozzle diffuser by decoupling mass and momentum on the surface of the inlet may be able to avoid the 
modelling error, the occupant zone is located far away from the inlet where the modelling of the air flow 
in the region was not affected by the error. Thus, the multi-slot method is still suitable for the modelling. 
Overall, the case can predict temperature reasonably well, and the average percentage error of the 
predicted temperature is 0.15%, which the average error is 0.46℃. 
 
Figure 4.8. Comparison of the experimental and modelling temperature data of case BC1 at position 
S6.  
Case –BC2 
Case BC2 used constant surface temperatures for window and floor where the temperatures were 
obtained from the experimental measurement. The side walls were adiabatic and produced zero heat 
flux from the objects. The boundary conditions of the air inlet and outlet remained the same as shown 
in Table C1. Different from case BC1, the ceiling was set as a wall which allows convective heat transfer 
on the external surface. The convective heat transfer wall requires wall thickness, convective heat 
transfer coefficient and external temperature in the calculation.  
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C32 (a) to (g).  All predicted profiles are systematically lower than the experimental data although the 
predicted profiles have a similar shape to the experimental profiles. The overall average percentage error 
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is 68.17% and the average error of the predicted velocity is 0.043 m/s. The accuracy of the predicted 
velocity has not been improved compare to case BC1.  
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C42 (a) to (g). The predicted temperature of case BC2 has an average percentage error of 0.14% 
which leads to an error of 0.41℃ on average. Overall, case BC2 can make temperature prediction that 
agrees well with the experimental data, which is similar to the accuracy of case BC1.  
Case –BC3 
Case BC3 used constant surface temperatures floor with the temperature measured in the experiment. 
The side walls were adiabatic and produced zero heat flux from the objects. The boundary conditions of 
the air inlet and outlet remained the same as shown in Table C1. Different from case BC1, both ceiling 
and window were set as convective heat transfer wall-boundary condition which models the thermal 
environment according to the wall thickness, convective heat transfer coefficient and external 
temperature.  
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C33 (a) to (g). Similar to the previous cases, the predicted velocity profiles are systematically lower than 
the experimental data. The overall average percentage error is 57.69% and the average error of the 
predicted velocity is 0.036 m/s. The modelling velocity of case BC3 is slightly more accurate than case 
BC2 but less accurate than case BC1.  
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C43 (a) to (g). The predicted temperature of case BC3 has an average percentage error of 0.04% 
which leads to an average error of 0.12℃. Case BC3 can make accurate temperature prediction which 
is superior to case BC1 and BC2.  
Case –BC4 
Based on case BC3, a thermal manikin that produced a certain amount of heat was placed in case BC4 
to investigate the effect of the manikin on both velocity and temperature prediction.  
Case BC4 used constant surface temperatures with the measured temperature for the floor, adiabatic 
condition for side walls and convective heat transfer wall-boundary condition for ceiling and window. 
The boundary conditions of the air inlet and outlet remained the same as shown in Table C1. Also, case 
BC4 included a thermal manikin in a sedentary position that produced 90 W of energy.  
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
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C34 (a) to (g). It is found the predicted velocity profiles are systematically lower than the experimental 
data. The overall average percentage error is 66.51% and the average error of the predicted velocity is 
0.042 m/s. By comparing the modelling velocity profiles of cases BC3 and BC4, the use of manikin 
does not affect the modelling result significantly.   
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C44 (a) to (g). The predicted temperature of case BC4 has an average percentage error of 0.14% 
and leads to an average error of 0.41℃. The average modelling temperature error of case BC4 is larger 
than case BC 3, in which the use of manikin does not improve the temperature prediction. 
Case –BC5 
Case BC5 used convective heat transfer wall-boundary condition for the ceiling, window and floor. The 
side walls were adiabatic, and the boundary conditions of the air inlet and outlet remained the same as 
shown in Table C1.  
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C35 (a) to (g). The predicted velocity profiles of case BC5 are still systematically lower than the 
experimental data. The overall average percentage error is 61.3% and the average error of the predicted 
velocity is 0.039 m/s. There is no significant improvement in the velocity prediction with the boundary 
conditions of case BC5.  
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C45 (a) to (g). The predicted temperature of case BC5 has an average percentage error of 0.03% 
which has an error of 0.09℃ on average. The predicted temperature of case BC5 agrees exceptionally 
well with the experimental data.   
Case –BC6 
Based on case BC5, the solar irradiation effect on the window was included to investigate the impact of 
external solar irradiation on the predicted flow variables in the domain. Case BC6 used convective heat 
transfer wall-boundary condition for the ceiling and floor. The window was set as a mixed thermal 
boundary which includes both convective heat transfer and solar irradiation effect in the calculation. 
The solar irradiation condition requires outdoor temperature and the emissivity of the external surface. 
The side walls were adiabatic, and the boundary conditions of the air inlet and outlet remained the same 
as shown in Table C1.  
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C36 (a) to (g). The predicted velocity profiles of case BC6 are systematically lower than the 
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experimental data. The overall average percentage error is 57.46% with the average error of the 
predicted velocity is 0.036 m/s. There is no significant change in the velocity predictions of case BC6 
in comparison with the results of other cases.  
 
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C46 (a) to (g). As found in the figure, the predicted temperature profiles are lower than the 
experimental data. The predicted temperature of case BC6 has an average percentage error of 0.28% 
which on average the prediction has an error of 0.83℃. One major reason why the solar irradiation has 
caused such under-prediction of temperature is that the window in the experiment was simulated with a 
radiant cooling system and the surface did not have any solar effect. The use of solar irradiation in case 
BC6 has induced extra negative heat flux produced from the window and result in under-predicting the 
room temperature.  
Case – BC7 
Case BC7 used constant surface temperatures for the ceiling, window and floor with the measurement 
in the experiment. The side walls were assumed to be adiabatic and produced zero heat flux from the 
objects. The boundary conditions of the air inlet and outlet remained the same as provided in Table C1 
in Appendix C.  
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C37 (a) to (g).  The predicted velocity profiles of case BC7 are systematically lower than the 
experimental data. The overall average percentage error is 58.64%, and the average error of the predicted 
velocity is 0.037 m/s. There is no significant change in the velocity predictions of case BC7 compare to 
the results of other cases. 
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C47 (a) to (g). The predicted temperature of case BC3 has an average percentage error of 0.02% 
and leads to an average error of 0.059℃. Overall, case BC7 can make accurate temperature prediction.  
Case – BC8 
Case BC8 used convective heat transfer wall-boundary condition for both ceiling and window. The side 
walls were assumed to be adiabatic, and the boundary conditions of the air inlet and outlet remained the 
same as provided in Table C1 in Appendix C. Different from previous cases, case BC8 used heat flux as 
the boundary condition for the floor. The value of heat flux was calculated with the method illustrated 
in Tomasi’s study [8] by considering the heat transfer between the floor surface and the set point, which 
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was a benchmark proposed in the study for temperature comparison. Furthermore, the energy generated 
by the objects in the experiment was included in case BC8, by converting the energy transfer rate into 
the heat flux rate on the floor and add the value to the original floor heat flux.  
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C38 (a) to (g). The predicted velocity profiles of case BC8 are systematically lower than the 
experimental data. The overall average percentage error is 61.13% with the average error of the 
predicted velocity is 0.038 m/s. There is no significant change in the velocity predictions of case BC8and 
the results of other cases. 
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C38 (h) to (n). As found in the figures, the predicted temperature profiles deviate obviously from 
the experimental data. The predicted temperature of case BC8 has an average percentage error of 0.14% 
and leads to an average error of 0.41℃. Overall, case BC8 under-predicts the temperature profiles, and 
the inaccuracy can be attributed to the error in the calculation of heat flux. The heat flux was calculated 
by solving the heat transfer between a point on the floor and the set point. The heat flux can be under- 
or over-estimated by using merely two points for the calculation of heat transfer.  
Case – BC9 
Based on case BC1, case BC9 is the test case for domain level comfort modelling. The obstacles were 
removed from the domain with the power dissipated in the domain was assigned to the power dissipation 
from the floor in the form of heat flux.  
Case BC9 used constant surface temperatures for the window with the temperatures obtained from the 
experimental measurement. The side walls and ceiling were assumed to be adiabatic which produced 
zero heat flux from the objects. Case BC9 used heat flux as the boundary condition of the floor. The 
calculation of the heat flux was provided in the study [8], and the energy generated in the domain was 
added to the floor heat flux. The boundary conditions for the air inlet and outlet are provided in Table 
C1 in Appendix C and remained constant for all cases. 
The experimental data and predicted result of velocity profiles at the sensor stands are presented in Fig. 
C39 (a) to (g). As shown in the figures, the predicted velocity profiles of case BC9 are systematically 
lower than the experimental data. The overall average percentage error is 61.83% and the average error 
of the predicted velocity is 0.039 m/s. There is no significant change in the velocity predictions of case 
BC9 and the results of other cases. 
The experimental data and predicted result of temperature profiles at the sensor stands are presented in 
Fig. C48 (a) to (g). Case BC9 under-predicts the temperature profiles compare to the experimental data. 
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The predicted temperature of case BC9 has an average percentage error of 0.18% and leads to an average 
error of 0.53℃. Similar to case BC8, the poor prediction of temperature may be led by the calculation 
of heat flux.  
4.3.2 Mesh Independence 
The mesh size independence of the models were examined by refining and coarsening the current mesh 
using case BC5. Table 4.7 compares the modelling results with different grid density. The modelling 
velocities are firstly compared to the experimental data. There is no significant improvement for the 
velocity profile with different grid density. The table also shows the velocity difference of the original 
mesh, Gorigin, that is compared with the refined mesh, Gfine, and the coarsen mesh, Gcoarse. The differences 
of velocity magnitude are 0.0036 m/s and 0.001 m/s accordingly which are less than the criteria of 0.01 
m/s and indicate the current model is mesh independent. Besides, the dimensionless wall distance, y+ 
and y*, for the thermal manikin of the test case 1 for different grid density is shown in Table C31 in 
Appendix C3. 
Table 4.7. A comparison of the modelling results with different grid density. 
Case Gcoarse Gorigin Gfine 
Number of Cells 519,520 743,844 1,495,104 
Percentage Error (%) 59.94 61.3 60.26 
Cases to Compare Gcoarse and Gorigin Gorigin and Gfine 
Average Difference (m/s) 0.0036 0.001 
4.3.3 Sensitivity to Air Inlet Velocity 
The modelling velocity of test case 1 has been investigated by changing boundary conditions and grid 
density, and none of the test cases can improve the prediction. The model sensitivity to the air inlet 
velocity was investigated based on the experimental data of air change index and contaminant removal 
effectiveness (CRE). The air change index in the experiment was measured at a height of 1.1 m and 1.7 
m at position C1 and 1.1 m at position C2 with the step-up methods. The contaminant removal 
effectiveness was measured at a height of 0.6 m, 1.1 m and 1.7 m at position C1, C2 and C3 and the 
average of the measurement at each height was provided. The test cases with 1.5 times and half of the 
original inlet velocity were generated for the comparison.  
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 𝜀𝑎𝑐,𝑖 =
𝜏𝑛𝑀𝑀𝐴
𝜏𝑀𝑀𝐴,𝑃
 (4.1) 
 
𝐶𝑅𝐸 =
𝐶𝑒 − 𝐶𝑠
𝐶𝑃−𝐶𝑠
 
(4.2) 
Equations 4.1 and 4.2 are used to calculate the local air change index, 𝜀𝑎𝑐,𝑖, and the CRE, where 𝜏𝑛𝑀𝑀𝐴 
is the nominal mean age of air, 𝜏𝑀𝑀𝐴,𝑃 is the local mean age of air, 𝐶𝑒 is the concentration of the 
tracer gas, at exit, 𝐶𝑠 is the concentration of the tracer gas at the supply inlet and 𝐶𝑃 is the local 
concentration of the tracer gas. 
(a) 
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(b) 
Figure 4.9. Comparison of the experimental and modelling air change index data. Measured at: (a) 
Position C1. (b) Position C2. 
The comparisons of the experimental and modelling results are shown in Fig. 4.9 (a) and (b). It is found 
reducing the air velocity at the supply inlet can slightly improve the modelling result at position C1 at 
1.7 m height. However, the modelling results with half inlet velocity deviate more obviously than the 
other test cases at positions C1 and C1 at 1.1 m height. On the other hand, increasing the inlet velocity 
improves the modelling results at 1.1 m height at positions C1 and C2 while producing a larger error at 
1.7 m height at position C1.  
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Figure 4.10. Comparison of the experimental and modelling contaminant removal effectiveness data.  
Figure 4.10 shows the comparison of the experimental and modelling data for contaminant removal 
effectiveness in the domain. There is no significant change in the predicted CRE by changing the inlet 
velocity at supply inlet. 
4.3.4 Sensitivity to Turbulence Models and Wall Functions 
As reviewed in Chapter 2, RNG k-𝜀 model has been selected as the turbulence model which is suitable 
for the modelling in this thesis. This section presents the modelling results of the investigation for 
different turbulence models and wall functions based on test case 1. Table 4.8 shows the test cases for 
the investigation of turbulence models and wall functions. Test cases A, B and C used RNG k-𝜀 model 
to examine different wall functions, test case D used standard k-𝜀 turbulence model with scalable wall 
function, and test case D used realizable k-𝜀 turbulence model with scalable wall function. 
Table 4.8. Test cases for the investigation of turbulence models and wall functions. 
Test Case Turbulence Model Wall Function 
A RNG k-𝜀 Standard 
B RNG k-𝜀 Enhanced 
C RNG k-𝜀 Scalable 
D Standard k-𝜀 Scalable 
E Realizable k-𝜀 Scalable 
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Position S4 where near the thermal manikin in the occupied zone is selected for the comparison of 
simulation results. The modelling results and the experimental data for velocity at position S4 is shown 
in Fig. 4.11. The modelling velocity profiles with different turbulence models and wall functions are 
systematically lower than the experimental data. Also, changing turbulence model and wall function 
does not result in an obvious difference.  
 
Figure 4.11. The velocity experimental data and modelling profile at position S4. 
The modelling results and the experimental data for the temperature at positon S4 are shown in Fig. 4.12. 
The modelling temperature profiles of all test cases are close to the experimental data and there is no 
significant change in the results between test cases.  
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Figure 4.12. The temperature experimental data and modelling profile at position S4. 
The modelling errors for velocity and temperature profiles at position S4 and the average manikin body 
temperature are presented in Table 4.9. Test cases A and B have slightly lower modelling error compare 
to cases C, D and E for velocity prediction. However, the prediction differences are very small which 
are in the range of 0.01 m/s and none of the test cases shows satisfied agreement with the experimental 
data. Therefore, applying different turbulence models and wall functions lead to similar velocity 
prediction in the occupied zone. For temperature prediction, all test cases can give accurate modelling 
results in the occupied zone. There is also no obvious temperature difference between the modelling 
manikin average body temperature. Thus, changing turbulence models and wall functions does not bring 
significant impact on modelling results for test case 1. 
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Table 4.9. The modelling error at position S4 and the manikin temperature. 
 Test Case Experimental Data 
 A B C D E  
Average Velocity (m/s) 0.04 0.04 0.03 0.03 0.03 0.06 
Velocity Error (m/s) 0.02 0.02 0.03 0.03 0.03  
Velocity Percentage Error (%) 34.3 34.3 48.1 48.1 48.1  
Average Temperature (K) 294.9 294.9 294.8 294.8 294.8 294.8 
Temperature Error (K) -0.1 -0.1 0 0 0  
Temperature Percentage Error (%) 0.03 0.03 0 0 0  
Manikin Temperature (K) 305 304.8 305.4 305.4 305.4  
4.3.5 Discussion 
The velocity predictions of all cases are systematically lower than the experimental measurement. After 
examining various boundary conditions, mesh independence, the velocity at supply inlet and different 
turbulence models and wall functions, it is found none of the cases can predict velocity that is close to 
the experimental data. Thus, the difference may be caused by other factors such as apparatus error or 
human error in the experiment. In addition to different boundary conditions, constant temperature wall 
is simple to be applied in the model while making accurate temperature prediction. Convective heat 
transfer and heat flux boundary conditions can have the potential to produce accurate results, but 
appropriate estimation of boundary inputs is required. The adiabatic condition can sometimes lead 
imprecise temperature prediction in the domain. Thus it should be avoided unless the environment is 
well controlled or isothermal. External radiation heat transfer would largely influence the temperature 
inside the room, but it becomes unnecessary when the internal surface temperature is known. The 
summary of the test cases for boundary conditions is shown in Table 4.10. 
Besides, for turbulence modelling, the investigation in this section shows applying different turbulence 
models result in no obvious difference for modelling velocity and temperature in the occupied zone and 
the manikin average body temperature. Therefore, RNG k-𝜀  which was selected as the suitable 
turbulence model according to the literature review was used for the simulations in this thesis with the 
scalable wall function which can avoid deterioration due to fine cells.  
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Table 4.10. A summary of the boundary condition sensitivity test cases. 
Case Description Result 
M1 
Window and floor: Constant temperature wall 
Other walls: Adiabatic wall 
Good temperature prediction, slightly 
over–predicts the temperature profile 
M2 
Window and floor: Constant Temperature 
Ceiling: Convective heat transfer wall 
Other walls: Adiabatic wall 
Accurate temperature prediction 
M3 
Floor: Constant Temperature 
Ceiling and window: Convective heat transfer wall 
Other walls: Adiabatic wall 
Accurate temperature prediction. 
 
M4 
Floor: Constant Temperature 
Ceiling and window: Convective heat transfer wall 
Other walls: Adiabatic wall 
Thermal manikin: Smaller, 90W 
No obvious impact was found by 
changing manikin size 
M5 
Ceiling, window and floor: Convective heat 
transfer wall 
Other walls: Adiabatic wall 
Good temperature prediction, requires 
convection coefficient as input 
M6 
Ceiling and floor: Convective heat transfer wall 
Window: Convective heat transfer and external 
radiation transfer wall 
Other walls: Adiabatic wall 
Largely reduce the room temperature 
 
 
M7 
Window and floor: Constant temperature wall 
Ceiling: Constant temperature = 294 K 
Other walls: Adiabatic wall 
Accurate temperature prediction 
M8 
Window: Constant temperature 
Floor: Heat flux wall 
Other walls: Adiabatic wall 
Poor temperature prediction 
M9 
Empty room 
Window: Constant temperature wall 
Floor: Heat flux wall 
Other walls: Adiabatic wall 
Poor temperature prediction 
 
Note: the velocity profiles predicted by all cases are systematically lower than the experimental data.  
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4.4 Results of Comfort Modelling 
This section presents comfort modelling results at the domain and occupant level with CFD solutions 
for a real world test case in the Denmark test chamber. The domain level comfort modelling applies 
Fanger’s model to the empty room for thermal sensation and comfort evaluation for the indoor climate. 
On the other hand, UCB comfort model is integrated into the CFD model with a physiological model 
for occupant level comfort modelling. The modelling results will be discussed and compared with the 
experimental results provided by Tomasi [8]. 
4.4.1 Result of Domain Level Thermal Comfort Modelling 
 
Figure 4.13. PMV contour plots of section a-a and b-b. 
Figure 4.13 shows the PMV contour plots of section a-a and b-b. Section a-a is the mid-plane of z-axis 
and section b-b is the mid-plane of the x-axis. The PMV of the middle to lower part of the room is 
ranging from -0.42 to -0.62 which indicates occupant can feel neutral to slightly cool in the environment.  
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Figure 4.14. PMV contour plots of occupied zone section o-a (up) and section o-b (down). 
Figure 4.14 shows the PMV contour plots of section o-a and o-b, which are the x-y and y-z planes cut 
through occupant’s working area at z = 2.7 m and x = 1.4 m. PMV is ranging from -0.51 to -0.4 in these 
sections. It is found the PMV index is lower at the foot level which can cause discomfort to occupants. 
Overall, the result indicates people can feel neutral to slightly cool in the occupied zone.  
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Figure 4.15. PPD contour plots of section a-a and b-b. 
Figure 4.15 shows the PPD contour plots of the mid-planes of x and z-axis, section a-a and b-b. The 
PPD index predicts the percentage of people who are dissatisfied with the thermal environment is in a 
range of 7.5% to 11.26%. The result indicates most people are satisfied with the indoor climate Thus the 
environment is deemed to be comfortable.  
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Figure 4.16. PPD contour plots of occupied zone section o-a (up) section o-b (down) 
Figure 4.16 shows the PPD contour plots of section o-a and o-b, which are the x-y and y-z planes cut 
through occupant’s working area at z = 2.7 m and x = 1.4 m. PPD index in occupied zone varies from 
8% to 11%. As can be found in the plot, higher percentage of people may be dissatisfied with the thermal 
environment at foot level. Overall, the result indicates the environment is comfortable.  
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4.4.2 Result of Occupant Level Thermal Comfort Modelling 
Table 4.11 shows the prediction of thermal sensation and comfort level for occupant level modelling 
based on the UCB psychological model and CFD solution. The modelling result indicates the opposite 
sensation can occur in this environment. The face, head, arms and hands of the physiological model 
have thermal sensation in the range of slightly cool to cold. Meanwhile, the rest of body parts feel neutral 
to slightly warm. According to the comfort modelling result, the head is experiencing strong cooling 
sensation which causes the head to be the most uncomfortable body part. The lower leg has the warmest 
sensation while the body part feels comfortable and the back is the most comfortable body part with 
neutral thermal sensation. Overall, the whole-body thermal sensation index is -0.32, indicating 
occupants can feel neutral to slightly cool, and the whole-body comfort level is -0.7, demonstrating the 
environment is uncomfortable. 
Table 4.11. Occupant level comfort modelling result of test case 1. 
Body Part Skin Temperature (K) Local Sensation Local Comfort 
Face 303.7 -1.85 0.46 
Head 304.5 -3.19 -1.36 
Left Arm 305.5 -1.23 -0.04 
Right Arm 305.6 -1.15 0.06 
Left Hand 305.6 -0.87 0.52 
Right Hand 306.1 -0.53 1.01 
Chest 307.6 -0.31 1.71 
Back 307.6 -0.20 2.48 
Pelvis 307.7 0.81 1.40 
Thigh 307.7 0.59 1.09 
Lower leg 307.1 1.39 1.25 
Foot 305.9 0.06 2.27 
Modelling Overall Index 
Modelling Overall Sensation -0.32 
Modelling Overall Comfort -0.7 
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4.5 Comfort Modelling Discussion 
The experiment conducted in Denmark test chamber has been selected for the study of domain and 
occupant level comfort modelling. This section discusses and analyses the findings during the modelling 
focusing on the pros and cons relevant to the model setup and solution time and the performance of the 
comfort prediction.  
There is a significant difference in the computational cost of the domain and occupant level comfort 
models. The domain level modelling, which used an empty room for indoor climate simulation, 
contained 166,448 grid cells and requires nearly 48 hours to obtain a converged solution with serial 
processing. On the other hand, occupant level modelling requires higher grid resolution to resolve the 
solution for the physiological model. The occupant level model used 861,595 grid cells, which is 5.2 
times more cells than the domain level modelling, and took approximately 120 hours with eight core 
parallel processing to obtain converged results. Also, it requires a longer time to build and implement 
CFD model for occupant level comfort modelling. It took approximately 20 hours to create a CFD model 
with thermal manikin and set up in Fluent. For domain level modelling, the model could be built and 
settled in Fluent within 3 hours. The overall spending of the occupant level modelling is much more 
expensive than domain level modelling. 
Table 4.12. Comfort evaluation from experimental data. 
Condition 𝜑 𝑇𝑎 𝑉𝑎 𝑇?̅? M 𝐼cl ISO 55-2004 
% ℃ m/s ℃ Met Clo PMV PPD (%) 
Winter 24 22 0.07 22.1 1.1 1.0 -0.26 6  
Table 4.12 shows comfort evaluation from the experimental results for case M 1-1 of the Denmark 
experiment provided in [8]. PMV and PPD comfort models have been applied to assess the thermal 
environment. The result shows occupant in the test chamber can feel neutral to slightly warm and 
comfortable.  
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Table 4.13 The comparison of the experimental and modelling results. 
 Experimental Result Domain Level Occupant Level 
Sensation Prediction Neutral to slight cool Neutral to slight cool Neutral to slight cool 
Comfort Prediction Comfortable Comfortable Just uncomfortable 
Table 4.13 shows the comparison of the experimental results and modelling results using Fanger’s and 
UCB comfort models based on CFD solution. Both modelling approaches predict occupant in the 
environment can feel neutral to slightly cool, which is identical to the experimental result. The modelling 
results have lower thermal sensation index compared to the experimental measurements, which can be 
attributed to the difference of clothing level estimation. For comfort level prediction, the domain level 
modelling results agree well with the experimental results. As PMV and PPD model has been applied to 
evaluate thermal comfort in both experiment and CFD comfort modelling, the results are expected to be 
similar when the modelling result is reliable and accurate. However, it should be noted that the occupant 
level comfort prediction has given completely different evaluation results from domain level modelling 
and experimental results where indicates the environment is uncomfortable.  
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As shown in Table 4.14, occupant level comfort model indicates occupants can experience a strong 
cooling sensation which causes discomfort in the head region. However, the obvious cold feeling at the 
head is then compensated by the sensation of major body parts including chest, back, pelvis and thigh, 
where the parts feel neutral and opposite to head sensation. Therefore, the overall thermal sensation has 
been predicted as neutral to slightly cool. For comfort prediction, occupant level comfort model implies 
the strong cooling sensation at the head can bring uncomfortable feelings for the human body. As a 
result, the local comfort level at the head is uncomfortable which causes whole-body to feel just 
uncomfortable. 
Table 4.14. The occupant level modelling result for the head, chest, back, pelvis, thigh and overall 
thermal sensation and comfort. 
Body Part Skin Temperature (K) Local Sensation Local Comfort 
Head 304.5 -3.19 -1.36 
Chest 307.6 -0.31 1.71 
Back 307.6 -0.20 2.48 
Pelvis 307.7 0.81 1.40 
Thigh 307.7 0.59 1.09 
Modelling Overall Index 
Modelling Overall Sensation -0.32 
Modelling Overall Comfort -0.7 
To conclude from the discussion, the thermal sensation from both modelling results and the experimental 
result are identical. However, the predicted comfort level from occupant level model is just 
uncomfortable which is completely different from domain level modelling and experimental results. As 
PMV/PPD model was applied to the experiment for thermal comfort evaluation and the actual votes 
were not surveyed in the experiment, there is no adequate evidence to demonstrate the ability of thermal 
comfort evaluation with domain and occupant level modelling approaches.  
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Chapter 5 
The Study of Comfort Modelling: Test Case 2 
As discussed in Chapter 4, the domain and occupant level comfort models predicted thermal sensation 
that is identical to the experimental data in the Denmark test case. For comfort evaluation, the occupant 
level model showed different comfort modelling result from the experimental and domain-level comfort 
modelling results. Nevertheless, the Denmark test case cannot provide sufficient evidence to illustrate 
the inconsistency and demonstrate the performance of the comfort modelling methods due to the limited 
comfort relevant parameters and cases investigated.  Therefore, a new test case based on the 
experiment with adequate occupant comfort relevant information has been investigated in this chapter 
for the study of domain and occupant level comfort modelling.  
In this section, the study of comfort modelling at the domain and occupant level based on the experiment 
conducted in Indoor Environmental Quality Laboratory (IEQ Lab) located in the faculty of architecture 
in the University of Sydney [121] is presented. The IEQ Lab experiment utilised for validation in this 
chapter investigated thermal pleasure of occupants in an office environment with various conditions, 
including conditions that are transient and asymmetrical and offered actual vote data of the subjects. The 
performance of domain level comfort modelling and occupant level comfort modelling was examined 
and demonstrated with the experimental data.  
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5.1 The University of Sydney’s Indoor Environmental Quality 
Laboratory Test Case 
The Indoor Environmental Quality Laboratory (IEQ Lab) in the University of Sydney is a unique facility 
that can control the environment inside its test chambers to simulate the different kinds of environmental 
conditions. The laboratory allows people to study how human subjects respond to a variety of 
environments by controlling key indoor environmental quality (IEQ) parameters including thermal, 
visual, air quality and acoustic dimensions. The IEQ Lab is comprised of an outdoor simulation corridor, 
two purpose-built climate chambers and a control area for researchers as shown in Fig. 5.1. The outdoor 
simulation corridor applies independent environmental control to simulate outdoor conditions or act as 
a perimeter zone for the climate chambers. The temperature in the zone can be adjusted up to 40℃, 
similar to the temperature in Australia’s tropical north, and down to 4℃, similar to that of Tasmania’s 
climate in southern Australia. The removable panels over the windows allow for natural light and natural 
airflow into climate chambers. The effects of sunlight can be replicated by adding solar lamps. Climate 
chamber 1, with dimensions of 8.85 m × 6.85 m × 2.60 m (height) and floor area approximately 60 m2, 
has the capability to accommodate 8 to 12 people, which simulates a typical office space in Australia. 
The floor of climate chamber 1 can be raised up to 250 mm and the ceiling is comprised of 1200 × 600 
tiles. The climate inside chamber1 can be controlled through a variable air volume (VAV) system which 
adjusts the volume of air supplied to the room via a fan coil unit. Also, climate chamber 1 has an under 
floor air distribution (UFAD) system which diffuses conditioned air through swirl type diffusers placed 
at floor level. Climate chamber 2, with dimensions of 4.2 m × 5.63 m× 2.60 m (height) and floor area 
approximately 25 m2, can accommodate 4 to 6 people. Chamber 2 utilises a chilled-beam air 
conditioning system, which can operate in active or passive modes, or a UFAD system to control the 
climate in the space. Both systems can also be operated at the same time. There is an internal door 
between climate chamber 1 and 2 in which subjects can access into another environmental condition 
provided by the chamber without being affected by transients. Researchers can control the key IEQ 
parameters in the control area through building management system (BMS) by controlling the 
equipment or air conditioning systems to achieve the desired environmental conditions. The BMS can 
also record control settings as well as store the data collected from sensors during the experiments to 
help the study of indoor climate and thermal pleasure. Typical scenarios and the corresponding potential 
variables applied to the chambers are presented in Table 5.2 and 5.3.  
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Figure 5.1. Indoor Environmental Quality Laboratory floor plan and internal views. Clockwise: (a) 
Chamber 1. (b) Outdoor simulation corridor. (c) Chamber 2. (d) Researcher control area. The figure is 
taken from [122]. 
Table 5.1. The design cooling capacity for the chamber 1 in IEQ Lab. The table is taken from [122]. 
Variables Perimeter and Interior Zone 
(VAV or UFAD in operation) 
Outdoor Design Conditions (Sydney) 7 to 32℃ 
Design Indoor Conditions (Air 
Temperature) 
22℃ 
Research Experiments Indoor Conditions 
(Air Temperature) 
16 to 38 ℃ 
Number of People 12 
Number of Computers 12 
Lighting 340 to 600 lux 
Maximum Solar Load 1400 W 
Fresh Outdoor Air 10 to 30L/s per person 
Outdoor Simulation Corridor Configuration 4 to 40℃ 
 
a) 
b) 
c) 
d) 
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Table 5.2. The design cooling capacity for the chamber 2 in IEQ lab. The table is taken from [122]. 
Variables Perimeter Zone 
(UFAD or Active Chilled 
Beams in operation) 
Interior Zone  
(Passive Chilled Beams in 
operation) 
Outdoor Design Conditions (Sydney) 7 to 32℃ 7 to 32℃ 
Design Indoor Conditions (Air 
Temperature) 
22℃ 22℃ 
Research Experiments Indoor 
Conditions (Air Temperature) 
16 to 35℃ 16 to 22℃ 
Number of People 6 4 
Number of Computers 6 4 
Lighting 340 to 600 lux 340 to 600 lux 
Maximum Solar Load 1400 W 0 W 
Fresh Outdoor Air 10 to 30 L/s per person 10 to 30 L/s per person 
Outdoor Simulation Corridor 
Configuration 
4 to 40℃ No load 
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5.2 Experiment in Indoor Environmental Quality Laboratory 
There have been numerous experimental studies on indoor climate have been conducted in the IEQ 
Laboratories exploring a wide range of conditions. One such experiment [121] which consisted of 
several sequences, where different environmental conditions were given to subjects, investigated 
thermal pleasure of subjects inside office environments. This thesis uses one sequence as the test case 
to examine the performance of domain level comfort modelling and occupant level comfort modelling.  
5.2.1 IEQ Lab Experiment: Thermal Pleasure in Built Environment 
The experiment was designed to investigate the physiological and psychological responses of people to 
indoor climate change. During the 12-hour period before the experiment, subjects were advised to avoid 
intense exercise and the intake of alcohol, tobacco and caffeine. Standardised clothing was provided to 
subjects with ensemble clothing value estimated to be 0.31 clo according to the ASHRAE Thermal 
Comfort Tool [123].  
The experiment was conducted in chamber 2 with two subjects involved in the test at the same time. 
During the experiment, a series of temperature ramps and temperature step-changes were induced to 
simulate the quotidian thermal environment, such as switching on a heater in a cool office. The 
experimental procedure is shown in Fig. 5.2 and the corresponding illustration of each segment is 
presented in Table 5.3. The experiment took nearly four hours to complete, including the 195-minute 
experimental procedure and a 30-minute preconditioning exposure at 24.5℃. The vertical solid lines in 
Fig. 5.2 represent subjects are experiencing lab-chamber change the hatched areas indicate the control 
actions were available to the subjects and the solid grey blocks represent the period of cycling on an 
ergometer and the increased air movement by the use of the air supply units. 
During the experiment, domain level physical variables including air temperature, air velocity, relative 
humidity and mean radiant temperature were measured continuously in the occupied region close to 
where the subjects were. Mean skin temperature was measured by wireless iButtons (1922L, Maxim 
Integrated) at 12 local body parts and then calculated with 12 weighting coefficients as proposed by 
Hardy and Du Bois (1937). Core body temperature was measured with an ingestible telemetric 
thermistor (CorTemp, HQ Inc.), which was given to the subjects 10 hours before the experiment to 
ensure it was in a thermally stable location inside the gastrointestinal tract. Heart rate was measured by 
a chest-strap monitor (T31 Transmitter, Polar). 
Thermal pleasure, whole-body thermal sensation and thermal preference were surveyed immediately 
after each transition in which the subjects voted based on the ASHRAE seven-point thermal sensation 
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scale and the three-point thermal preference scale [124] as shown in Fig. 5.3 with an iPad application. 
Thermal sensation and preference of subjects were rated every five minutes, and thermal pleasure was 
assessed every one minute until the experiment finished.  
 
Figure 5.2. Procedures of the IEQ experiment. The figure is taken from [121]. 
Table 5.3. The description of the IEQ experimental procedures. The table is taken from [121]. 
Sequence Description of Transition Quotidian Example 
A1 Temperature up-step from neutral reference Exiting a conditioned space into a 
warm urban environment 
A2 Upward ramping ambient temperature with behavioural 
control option (fan placed behind the subject) 
The use of a pedestal fan in a warm 
office 
A3 Temperature down-step from hot ambient temperature 
to buffering neutral reference zone 
Transitioning from the warm 
outdoors into a conditioned space 
A4 Temperature down-step following ergometer exercise 
in warm ambient temperature 
Entering a conditioned office after 
walking through a hot city 
B1 Temperature down-step from neutral reference Leaving home on a cool morning 
B2 Downward ramping ambient temperature with 
behavioural control option (heat lamps placed behind 
the subject) 
Direct solar ingress when sitting in 
an over-chilled office 
B3 Temperature up-step from cold ambient temperature to 
buffering neutral reference zone 
Transitioning from the cool 
outdoors into a conditioned space 
B4 Temperature down-step following prolonged exposure 
and elevated air movement 
Entering a warm home after 
exposure to a cold and windy day 
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Figure 5.3. Subjective thermal questionnaire. The figure is taken from [121]. 
5.2.2 Modelling Test Case Selection 
The IEQ Lab experiment was divided into several sequences as shown in Fig. 5.2 with the corresponding 
illustration provided in Table 5.3. Sequence B2 was selected to be the test case to reproduce the 
environment with CFD simulation for the study of comfort modelling in this thesis. There are a number 
of reasons why sequence B was determined to be a suitable test case. First of all, during sequence B2, 
the subjects were allowed to activate the infrared heat lamps (275 W each) placed behind them as shown 
in Fig. 5.4 and 11 out of 13 subjects chose to initiate heat lamps. The thermal environment started to 
become non-uniform where it could cause opposite thermal sensation for the subjects once the heat 
lamps were switched on. Thus, such environmental condition was considered as an ideal test case for 
the study of the performance of comfort modelling at domain and occupant levels. The CFD modelling 
method used in this thesis applies to steady-state environments rather than transient conditions and the 
thermal environment in sequence B2 meets such requirement. Fig. 5.5 plots the five-minute averaged 
mean skin temperature for the subjects, and the temperature variation with time in sequence B2 became 
insignificant, and the mean skin temperature finally reached the thermal equilibrium at the end of 
sequence B2, after 94 minutes. Therefore, sequence B2 was decided to be the CFD modelling test case.  
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Figure 5.4. Infrared heat lamps applied in sequence B2 (used to create asymmetric thermal exposures 
with local stimulation). The figure is taken from [121]. 
 
Figure 5.5. Time-series plots of five-minute averages of mean skin temperature during the experiment. 
The figure is taken from [121]. 
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5.3 IEQ Lab Experiment CFD modelling 
The CFD modelling for the environment is detailed in this section. Sequence B2 in the IEQ experiment 
was selected to study domain level comfort modelling and occupant-level comfort modelling base on 
CFD solution. The CFD modelling for the environment is detailed in this section.  
5.3.1 Boundary Condition 
As the environment inside climate chamber during the experiment was perfectly controlled, only 
important room features, such as air supply units, return air outlet and the heat lamps, were included in 
the CFD model. Unnecessary features including windows and the apparatus, which brought less impact 
on the flow field and the thermal environment, were simplified or neglected when building the model. 
The layout of climate chamber 2 with significant features highlighted in different colours is shown in 
Fig. 5.6 using an isometric contour plot of the CFD model for occupant level comfort modelling. During 
the experiment, there were four air supply units, an air return outlet on the wall and two subjects 
occupied each half of the chamber with two heat lamps directed at them. Also, the objects and conditions 
in the environment are symmetric to the mid-plane of the z-axis. Therefore, only half of the chamber 
was built in the CFD model while setting the mid-plane of the z-axis as a symmetry plane as its boundary 
condition.  
The climate chamber utilised an active chilled-beam system to supply conditioned air and a ventilation 
grille to extract air in the space as shown in Fig. 5.7. The air supply unit consists of small orifices on the 
surface where the fresh air was supplied through them and creates vertically downward jet to induce an 
air flow in the chamber. Each air supply unit contains 1260 valves with the diameter of 0.019 m and an 
equivalent surface area of 0.456 m2. In the CFD model, the air inlets were modelled in rectangles with 
the equivalent area as highlighted in red in Fig. 5.6 where the method maintains appropriate incoming 
momentum for the boundaries. At the end of sequence B2, the air supply units provided total airflow 
rate of 360 L/s with a temperature of 18.8℃ and relative humidity of 52.23% and such conditions were 
used as boundary conditions for an air inlet in the CFD model.  
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Figure 5.6. The layout of climate chamber 2 in isometric view with important features highlighted in 
different colours (Red: Air supply units, green: air return outlet, black: heat lamps, blue: subjects in 
sedentary position) 
 
Figure 5.7. Climate chamber 2 upper region view with air supply and exhaust units circle in red. The 
number of valves on the surface of each active chilled-beam system unit is 1260, with hole diameter = 
0.019 m. The equivalent surface area of the valves for each unit is 0.456 m2. 
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A bank of infrared heat lamps (275 W each) was utilised to cause local heating at the back of human 
subjects during sequence B2. To simulate appropriate effect of local stimulation, the amount of energy 
generated from the heat lamps was assigned in the CFD model in the form of heat flux directly applied 
on the back surface of the thermal manikin. Stefan-Boltzmann equation was used to calculate the 
appropriate heat transfer rate on the surface as given in Eqn. 5.1.  
 𝑄′′ =  𝜀 ∙ 𝜎(𝑇𝐺
4 − 𝑇𝐻𝐿
4 ) (5.1) 
Where 𝜖 is the emissivity coefficient of surface and equals to 0.95 for black-globe surface, 𝜎 is the 
Stefan-Boltzmann constant which is 5.67×10-8 W ∙ m−2K−4 , TG is the globe temperature which 
measured 29.8 ℃ during the experiment and THL is the surface temperature of light bulbs of the heat 
lamps which is assumed to be in the range of 200℃ to 300℃. By substituting the variables into the 
equation, the heat flux on the back surface of the physiological model is a value ranging from 0.8 W to 
5 W. As a result, 5 W were used in the model to simulate the effect of heat lamps since 0.8 W can be too 
small to cause significant impact on the modelling result. The boundary conditions used in the CFD 
models for the IEQ test case is shown in Table 5.4. The differential pressure at air return outlet is the 
pressure difference of outlet pressure and the atmospheric pressure. 
Table 5.4. CFD model boundary conditions for the IEQ test case. 
Name Boundary Condition Detail  
Air Supply Inlet Total Volume Flow Rate 360 L/s 
Thermal Condition 18.78℃ 
Relative Humidity 52.23% 
Air Return Outlet Differential Pressure 0 kPa 
Infrared Heat Lamp Heat Flux (On the back surface of the thermal manikin) 5 W 
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5.3.2 Model Settings 
The settings for both CFD models to investigate domain level comfort modelling and occupant level 
comfort modelling are identical unless the setting is noted particularly. The species transport in the CFD 
model was activated to simulate the impact of water content in the domain and the influence of mass 
transport due to perspiration from the human skin. In the y direction, -9.81 m/s2 was given to the 
gravitational acceleration to include the effect of gravity on the fluid flow. RNG k-𝜀 turbulence model 
combined with scalable wall function was applied to resolve the features of the flow field. Higher order 
discretization schemes were found to cause stability issues which resulted in unconverged solutions, 
thus, the models used first order upwind scheme for the discretization of all flow variables. SIMPLE 
scheme for pressure and velocity coupling discretization, least squares cell based for gradient 
discretization and standard scheme for pressure discretization. The radiation model was not activated as 
the radiation would not bring significant impact on the modelling result in this particular test case. The 
summary of boundary conditions, solution convergence as well as the dimensionless wall distance for 
different mesh densities and the mesh independence of test case 2 are provided in Appendix D.  
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5.3.3 CFD Model for Comfort Modelling at Domain and Occupant Level 
This section provides detail of the CFD models for domain level comfort modelling and occupant level 
comfort modelling. The details of grid and settings of the models are shown and illustrated in this section.  
Domain Level Comfort Modelling 
 
Figure 5.8. The layout of CFD model for domain level comfort modelling with boundary conditions 
highlighted in different colours. (Red: air supply inlet, green: air return outlet, yellow: symmetric plane, 
blue: walls) 
An empty room was created in Fluent for domain level comfort modelling as shown in Fig. 5.8 where 
the boundary conditions are highlighted in different colours. The CFD model for domain level comfort 
modelling contained 308,016 of structured hexahedral elements with mesh quality equals to 1 and a 
maximum aspect ratio less than 9 and the grid distribution plots with different views are shown in Fig. 
5.9. Fanger’s comfort model [33] was applied to predict thermal sensation and comfort based on the 
CFD solution. It is noted that the effect of heat lamps on the subjects was not simulated directly in the 
CFD model, but the influence was included in the comfort modelling stage with the use of mean radiant 
temperature for the occupied zone. The mean radiant temperature near and far from the subjects was 
measured during the experiment where the values are 43.78℃ for the occupied zone and 27℃ for the 
far-field. The cloth insulation and activity level for the subjects in sequence B were estimated as 0.31 
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clo and 1.0 Met respectively.  
 
Figure 5.9. The mesh of domain level comfort modelling CFD model. (a) Isometric view with + y up. 
(b) View from + x. (c) View from + y. (d) View from + z.   
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Occupant Level Comfort Modelling 
 
Figure 5.10. The layout of CFD model for occupant level comfort modelling with boundary conditions 
highlighted in different colours. (Red: air supply inlet, green: air return outlet, yellow: symmetric plane, 
blue: walls) 
A room with the proposed thermal physiological model was built in Fluent as shown in Fig. 5.10 for 
occupant level comfort modelling. The CFD model for occupant level comfort modelling contains 
690,346 of structured hexahedral elements with mesh quality equals to 1 and a maximum aspect ratio 
less than 9 and the grid distribution plots with different views are shown in Fig. 5.11.The heat lamp unit 
in the CFD model was built as an obstacle, and the effect of heat lamps has been reassigned to the heat 
flux on the back surface of the thermal manikin. The thermal manikin was given similar clothing 
insulation as the subjects involved in the experiment by using the corresponding thermal conductivity 
for the outer layer parts as the information provided in Table 5.5. There was no vapour generated from 
the manikin skin which exposed to the environment as no such information provided from the 
experimental measurement. The UCB model [47-49] was applied to evaluate thermal comfort based on 
the skin temperature of the thermal manikin according to the CFD solution.  
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Figure 5.11. The mesh of domain level comfort modelling CFD model. (a) Isometric view with + y up. 
(b) View from + x. (c) View from + y. (d) View from + z. 
Table. 5.5. An estimation of clothing level for test case 2. The table is adapted from [111]. 
Garment Description and Fabric Type Icl,j(clo) Icl,j*(clo) fcl,j* 
Short-sleeve, sport shirt (double knit) 0.18 0.64 1.05 
Short shorts (denim) 0.09 0.65 1.28 
Ankle-length athletic socks (knit) 0.03 1.30 1.14 
Hard-soled street shoes (vinyl) 0.04 1.43 1.43 
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5.4 IEQ Lab Experiment Comfort Modelling Results 
This section presents comfort modelling results at domain and occupant levels for the IEQ experiment 
sequence B2 based on the CFD solutions. The domain level comfort modelling used PMV and PPD to 
evaluate the thermal environment, and the occupant level comfort modelling assess the local and whole-
body thermal sensation and comfort level for the subjects according to the skin temperature of the 
thermal manikin.  
5.4.1 Domain Level Thermal Comfort Modelling Result 
 
Figure 5.12. PMV contour plot of occupied zones and x-y planes cut through the occupied zones. 
PMV contour plot of the occupied zones and the x-y planes cut through occupied zones is shown in Fig. 
5.12. The PMV in the occupied zones varies from 0.98 to 1.43, indicating the subjects in this area feel 
slightly warm to warm at the end of sequence B. However, PMV is ranging from -1.67 and -2.11 in the 
far-field which shows people outside the occupied zones can feel slightly cool to cool in the experiment.  
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Figure 5.13. PPD contour plot of occupied zones and x-y planes cut through the occupied zones. 
PPD contour plot of the occupied zones and the x-y planes cut through occupied zones is shown in Fig. 
5.13. The PPD in the occupied zones varies from 40% to 50% which indicates the subjects are 
dissatisfied with the environment in the occupied zones. Also, the PPD shows nearly 90% of people are 
not satisfied with the climate outside the occupied zones. Overall, the environment at the end of sequence 
B2 is evaluated as very uncomfortable with domain level comfort modelling.  
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5.4.2 Occupant Level Thermal Comfort Modelling Result 
Table 5.6 presents the result of occupant level comfort modelling based on the CFD solution. It can be 
found the local stimulation caused by heat lamps result in the opposite sensation condition. The face, 
head, left and right arms, left and right hands and chest experience cooling sensation and the pelvis, 
thigh, shin and feet feel neutral while the back is the only body part that feels warm. As a consequence, 
the predicted thermal sensation and comfort level for the subjects is -0.8 and 1.1 in UCB scale, or -0.6 
and 0.8 in ASHRAE 7-point scale, respectively. The occupant-level comfort modelling result indicates 
the subjects feel neutral to slightly cool and just comfortable in the environment at the end of sequence 
B2.  
Table 5.6. Occupant level comfort modelling result of test case 2. 
Body Part Skin Temperature Local Sensation Local Comfort 
Face 305.0 -1.21 1.58 
Head 307.6 -0.71 2.44 
Left Arm 304.7 -1.70 -0.69 
Right Arm 305.1 -1.42 -0.29 
Left Hand 301.8 -2.76 0.17 
Right Hand 303.6 -1.95 0.63 
Back 308.9 1.26 1.66 
Chest 306.7 -0.90 2.54 
Pelvis 307.0 0.31 2.21 
Thigh 307.2 0.32 1.69 
Shin 305.1 -0.28 3.27 
Feet 306.2 0.44 2.52 
Overall Prediction UCB Scale 7-point scale 
Overall Sensation -0.8 -0.6 
Overall Comfort 1.1 0.8 
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5.5 Discussion: Thermal Comfort Modelling for the Experiment 
from IEQ Lab 
An experiment from the IEQ Lab at the University of Sydney which studied thermal pleasure in the 
office environment has been involved in the study of domain level comfort modelling and occupant 
level comfort modelling in the thesis. The experimental procedure sequence B2 was selected as the CFD 
test case as the environment during the sequence was asymmetrical and thermally equilibrium. This 
section will discuss the modelling results based on the CFD simulations and investigate the performance 
of comfort modelling at domain and occupant levels with the use of the experimental data.  
Similar to what has been found in the Denmark test case, the CFD model used for domain level comfort 
modelling requires less computational cost compare to the model for occupant level comfort modelling. 
In the IEQ Lab test case, the CFD model contained 308,016 grid cells for domain level comfort 
modelling and 690,346 grid cells for occupant level comfort modelling. The difference led the CFD 
solution convergence time two times longer for the occupant level modelling than the domain level 
modelling. Furthermore, the domain level modelling only took 3 hours to build up the CFD model 
including mesh generation and model set up, while the occupant level modelling required nearly 20 
hours.  
The time-series plots of five-minute averages of thermal pleasure for the duration of the experiment with 
error bars represent ± 1 standard deviation is shown in Fig. 5.14. Table 5.7 shows the corresponding 
averaged actual thermal sensation and pleasure votes of the subjects at the end of sequence B2 and the 
subjects felt neutral to slightly cool and just comfortable during the test.  
 
Figure 5.14.Time-series plot of five-minute averages of thermal pleasure. The figure is taken from 
[121]. 
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Table 5.7. Actual thermal vote for IEQ experiment sequence B2 at t = 94 minutes. 
 Index Description 
Actual Thermal Sensation -0.38 Neutral to slight cool 
Actual Thermal Pleasure 0.38 Just Comfortable 
Table 5.8. Comparison of experimental result and modelling results of test case 2. 
 Actual Vote Domain Level 
(Occupied Zone) 
Occupant Level 
Sensation Prediction Neutral to slight cool Slight warm to warm Neutral to slight cool 
Comfort Prediction Just Comfortable Very uncomfortable Just comfortable 
Table 5.8 compares the experimental data with the results of domain level comfort modelling and 
occupant level comfort modelling. An important result from this chapter is that the domain-level comfort 
modelling results do not agree well with the actual votes of the subjects. The domain-level comfort 
modelling fails to predict the local thermal comfort correctly, thus made poor prediction obtained for 
both thermal sensation and comfort level. The results of occupant level comfort modelling indicate that 
the subjects in the test are predicted to feel neutral to slightly cool and just comfortable which is identical 
to the experimental data. The occupant level comfort modelling in the IEQ test case has generated an 
accurate thermal comfort evaluation as it properly included the local warming sensation for whole-body 
sensation and comfort level evaluation. Hence, when the environment can cause opposite sensation for 
people in the space, occupant level comfort modelling is capable of making an accurate prediction, while 
domain level comfort modelling may have modelling concerns. 
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Chapter 6 
The Study of Comfort Modelling: Test Case 3 
Chapter 4 and 5 have studied the domain and occupant level comfort modelling based on two different 
environmental conditions. It has been found the occupant level comfort modelling can predict thermal 
comfort more accurately than the domain level comfort modelling. However, the proposed thermal 
manikin that was used for the investigations does not include the thermal regulation of the human body 
such as vasoconstriction and vasodilation. Therefore, the work in this chapter examines the performance 
of comfort modelling with the use of a physiological model that include the vascular control of the blood 
flow compare with the physiological model that was applied in the previous test cases.  
The thermal physiological model that has been investigated in this chapter is the two-node model 
developed by Gagge. The model calculates the skin and core temperatures of the human body according 
to the ambient environment with the consideration of vasoconstriction, vasodilation and sweat secretion. 
Gagge’s two-node model was coupled with CFD simulation to predict skin and core temperatures, and 
the UCB psychological model was used to evaluate the thermal comfort based on the modelling skin 
temperature.  
From the investigation, it is found the two-node physiological model which includes thermal regulation 
did not improve the modelling result while the original physiological model produced a better result that 
is closer to the experimental data. Therefore, the thermal regulation in such thermal condition, where 
the subject does not have extreme thermal sensation such as very hot and very cold, does not contribute 
effectively to comfort modelling result. Furthermore, the physiological model that is consisted of more 
body segments or nodes can be the effective approach to achieve precise modelling.   
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6.1 Introduction 
The human body can be imagined as a sophisticated machine with various mechanisms that maintain 
the body regulation and operation in response to external and internal transition. Thermal regulation is 
one of the important mechanisms that allows the human body to keep a constant internal temperature 
around 37 ℃ through the control of blood flow, sweating and shivering to protect the functionality of 
organs like liver from severe damage [9]. The vascular control of blood varies the amount of heat flows 
from its central core to the ambient environment, and such thermal regulation can cause significant 
changes in human’s sensation of well-being and helps the adaption to the environment. For example, in 
the cold environment, vasoconstriction may occur to reduce the thermal conductance below the skin 
surface which reduces the ability of heat transfer from internal body to the skin by decreasing the blood 
flow rate while shivering can happen to generate heat through the movement of muscles. On the other 
hand, in the hot environment, vasodilation and sweating may dominate to facilitate the heat transfer 
from the body to the ambient environment by increasing the blood flow rate and the sweat evaporation.  
In previous chapters, the thermal physiological model that is comprised of several layers and body 
segments and has a fixed core temperature has been utilised to study occupant level comfort modelling. 
The modelling at occupant level with such physiological model was demonstrated to be the better 
method that outweighs the domain level comfort modelling. However, the manikin used for the 
investigation did not include the thermal regulation of the human body which raises a question that if 
the consideration of thermal regulation would improve comfort prediction. Hence, Gagge’s two-node 
thermal physiological model which involves vascular control and sweating effect was used to examine 
the effect of thermal regulation on the comfort modelling.  
A new test case that has been investigated for the thermal physiological model is presented in this chapter. 
The methods of coupling Gagge’s two-node physiological model with CFD solution as well as the setup 
of the modelling are illustrated. The result of comfort modelling is analysed and discussed to show the 
validity of the modelling approach and the impact of using the physiological model that includes thermal 
regulation.  
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6.2 Modelling Methods 
Test case 3 was built for the investigation for the impact of thermal regulation on the comfort modelling. 
The new test case is founded on test case 2 that was used for the study of comfort modelling for the 
experiment conducted in the IEQ Lab. The boundary condition for the CFD model remained the same 
and is shown in Table 6.1. The thermal manikin can predict skin temperature after obtaining CFD 
solutions. The predicted average relative humidity in the domain was calculated and used as an input 
for the two-node model.   
Table 6.1. CFD model boundary conditions for the IEQ test case. 
Name Boundary Condition Detail  
Air Supply Inlet Total Volume Flow Rate 360 L/s 
Thermal Condition 18.78 ℃ 
Relative Humidity 52.23% 
Air Return Outlet Differential Pressure 0 kPa 
Infrared Heat Lamp Heat Flux (On the back surface of the thermal manikin) 5 W 
Gagge’s two-node physiological model which includes vascular control and sweating effect was utilised 
to study comfort modelling. In the CFD model, the thermal manikin was built with a similar structure 
to the two-node model as shown in Fig. 6.1. The thermal manikin consists of two parts, the core body 
part and the skin layer, where the material property, including the density, thermal conductivity and 
thermal capacity of the manikin remained the same as used in test case 2.  
Figure 6.2 shows the schematic diagram of coupling the two-node numerical physiological model with 
the CFD solver. At first, the initial conditions of the core and skin temperatures were provided to the 
CFD model according to the values proposed by Gagge, where the skin and core temperatures are 307.1 
K and 309.6 K respectively. The CFD solver can calculate the heat generation rate of the thermal manikin 
according to the initial and the environmental conditions. By adapting the heat generation rate to the 
two-node model, new skin and core temperatures can be computed, and the new values can be provided 
to the CFD solver for another trial to calculate new heat generation rate. Several trials were conducted 
by repeating the process until the parameters, including core and skin temperatures and the heat 
generation rate, had converged.  
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Figure 6.1. The CFD modelling thermal manikin used for Gagge’s two-node model. 
 
Figure 6.2. The schematic diagram of coupling of Gagge’s two-node model and the CFD solver.  
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To judge the convergence of coupling the two-node and CFD models, the core temperature, skin 
temperature and heat generation rate of the manikin for each trial of the repeating process were recorded. 
The changes of the parameters between trials should be less than the certain errors to be considered as 
converged. During the modelling, the core and skin temperatures of the manikin quickly reached the 
convergence where the values varied by a negligible amount, but the heat generation rate still changed 
within a range between each trial. The change is attributed to the modelling error which was not possible 
to be eliminated with the current setting. Thus, the solution of the last trial was selected to be the most 
appropriate CFD data for comfort modelling with the standard deviation of 3.5 W for the oscillation of 
heat generation rate over the physiological.  
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6.3 Modelling Results  
Table 6.2 The trials of coupling Gagge’s two-node model with CFD solution. 
Trial Heat Generation Rate (W) 𝑇𝑠𝑘 (K) 𝑇𝑐𝑟 (K) ∆%𝑇𝑠𝑘 (%) ∆%𝑇𝑐𝑟 (%) 
1 Unknown 307.1000 309.6000 NA NA 
2 576.0000 (3.5) 304.5145 309.5884 8.20416 0.031704 
3 144.3540 (3.5) 306.5819 309.5935 6.156293 0.013937 
4 88.2400 (3.5) 306.8513 309.5942 0.795834 0.001913 
5 91.3000 (3.5) 306.8366 309.5941 0.043444 0.000273 
6 91.0028 (3.5) 306.8374 309.5941 0.002364 0 
7 90.7361 (3.5) 306.8386 309.5941 0.003546 0 
8 91.2280 (3.5) 306.8363 309.5941 0.006797 0 
9 90.9016 (3.5) 306.8378 309.5941 0.004433 0 
The trials of coupling Gagge’s two-node model with CFD solution is shown in Table 6.2. The table 
shows the resulting skin and core temperatures of the thermal manikin as well as the mean heat 
generation rate during the CFD calculation for each trial. The percentage changes of the temperatures 
between the current and the previous trails are also presented in the table. For the first trial, the skin and 
core temperatures of the physiological model were set to 307.1 K and 309.6 K according to the initial 
condition of the two-node model. By updating the skin and core temperatures to the manikin in the CFD 
model, the change of each parameter between each trail becomes smaller. The data of the last trial was 
judged as converged and utilised for comfort modelling.  
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Table 6.3 The percentage change of the outputs of Gagge’s model with the heat generation rate. 
Trial ∆%𝑇𝑠𝑘 (%) ∆%𝑇𝑐𝑟 (%) 
1 NA NA 
2 NA NA 
3 0.020588 0.002264 
4 0.012515 0.002404 
5 0.012962 0.00629 
6 0.00724 0 
7 0.012065 0 
8 0.012607 0 
9 0.012346 0 
Average 0.012903 0.001565 
The sensitivity of the outputs of Gagge’s two-node model to the heat generation rate of the thermal 
manikin was also investigated to validate the convergence of the modelling results. The percentage 
changes of the skin and core temperatures when the heat generation rate varies by 1% are shown in Table 
6.3. The average percentage changes of the skin and core temperatures are 0.0129% and 0.001565% 
which indicate the temperatures are not sensitive to the heat generation rate. Therefore, the modelling 
error of the heat generation rate, 3.5 W, would not affect the modelling temperatures significantly. 
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Table 6.4 Comfort modelling result of the Two-node model. 
Body Part Skin Temperature (K) Local Sensation Local Comfort 
Face 306.8378 -0.55 1.91 
Head 306.8378 -1.82 1.85 
Left Arm 306.8378 -0.32 1.52 
Right Arm 306.8378 -0.32 1.52 
Left Hand 306.8378 -0.2 1.11 
Right Hand 306.8378 -0.2 1.11 
Back 306.8378 -1.02 0.73 
Chest 306.8378 -0.99 2.57 
Pelvis 306.8378 -0.13 2.5 
Thigh 306.8378 -0.14 1.76 
Shin 306.8378 1.04 2.9 
Feet 306.8378 0.63 2.61 
Overall Prediction UC Berkeley Scale 7-point Scale 
Overall Sensation -1.02 -0.76 
Overall Comfort 1.58 1.19 
The comfort evaluation with the UCB psychological model based on the skin temperature obtained from 
Gagge’s two-node model is shown in Table 6.4. Most of the body parts have the predicted thermal 
sensation close to neutral in the range of slightly cool and slightly warm except for the head region is 
indicated to experience stronger cooling sensation. The overall thermal sensation in the seven-point 
scale is -0.76 which indicates subjects can feel neutral to slightly cool. For comfort evaluation, none of 
the local body parts experiences discomfort, and the overall comfort level is predicted as 1.19 which 
implies the environment is comfortable. 
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6.4 Discussion 
Gagge’s two-node physiological model was used for the investigation of thermal regulation on comfort 
modelling. The experimental and modelling results are shown in Table 6.5. It is found Gagge’s two-
node physiological model can predict thermal sensation that is similar to the original thermal manikin. 
However, Gagge’s two-node model over-estimates the comfort level of the environment where the 
subjects voted for just comfortable in average. On the other hand, the thermal manikin without thermal 
regulation can predict comfort level that is reasonable and closer to the experimental data.    
Table 6.5. The comparison of the thermal comfort data. 
Thermal Sensation Evaluation Index Description 
Experiment -0.38 Neutral to Slightly Cool 
The Proposed Manikin -0.75 Neutral to Slightly Cool 
Gagge’s Two-node Model -0.76 Neutral to Slightly Cool 
Thermal Comfort Evaluation Index Description 
Experiment 0.38 Just Comfortable 
The Proposed Manikin 0.75 Just Comfortable 
Gagge’s Two-node Model 1.19 Comfortable 
Figure 6.6 and 6.7 shows the modelling local thermal sensation and comfort with Gagge’s two-node 
physiological model and the thermal manikin without thermal. It is found, in comparison, Gagge’s two-
node model cannot simulate local sensation correctly which the local heating on the head and back 
region was not simulated. The discrepancies of modelling thermal sensation are also found for the arms, 
hands and shin regions. Gagge’s model indicates there is no local discomfort can be experienced by the 
subject which results in an incorrect prediction of comfort level. The original manikin can simulate local 
sensation and comfort appropriately as it allows skin temperature to vary over the body.  
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Figure 6.3 Local thermal sensation evaluated for Gagge’s two-node model and the proposed thermal 
manikin 
 
Figure 6.4 Local thermal comfort evaluation for Gagge’s two-node model and the proposed thermal 
manikin 
From the investigation, thermal regulation is found to affect comfort modelling insignificantly in the 
environment which is not extreme. It is more important to predict skin temperature and its spatial 
variation to model thermal comfort accurately.  
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Chapter 7 
Conclusion 
The study of indoor climate and thermal comfort has been increasingly important in modern society, and 
various comfort models provide a solution to predict the feelings of occupants in given environments. 
Some comfort models can evaluate thermal comfort at domain level with physical parameters in the 
region while others can assess the comfort at occupant level based on the parameters on the human body 
such as skin temperature. This thesis studies the comfort modelling at domain and occupant levels with 
CFD computer simulation based on two experiments that studied indoor environment and thermal 
comfort. Fanger’s model and the UCB psychological model combined with the proposed numerical 
thermal manikin were used for the comfort prediction at domain and occupant level respectively, and 
the investigation mainly focused on the relevant model setup, computational time and the performance 
of predicting thermal comfort. The key findings, contribution and recommendations from the study in 
this thesis are summarised below.  
(1) The computational cost of the domain level comfort model is relatively low, and it is relatively 
simple to be implemented. However, the domain level comfort modelling may not be suitable for 
complex environments that are non-uniform and where opposite sensation can occur.  
(2) The coupled CFD-occupant comfort modelling is a method of greater complexity. Despite the 
occupant level comfort model requires significant time to setup for each case and features a higher 
computational cost, the approach can produce relatively accurate results in the non-uniform 
environment. 
(3) The thermal manikin that was proposed for CFD-occupant comfort modelling was demonstrated to 
produce superior comfort modelling result than Gagge’s two-node model. The discrepancy can be 
attributed to the prediction of the skin temperature and its variation over the body which allows 
correct prediction of local sensations. Therefore, the use of multi-node physiological models may 
have the potential to predict thermal comfort accurately.  
(4) Thermal regulation is not the critical factor to improve the accuracy for comfort modelling when 
the environment is steady-state, and the subjects have a thermal sensation that is close to neutral. 
(5) Conclude from the modelling results, the occupant-level comfort modelling approach employing 
the proposed thermal manikin is found to be the superior method to evaluate thermal comfort. 
However the computational cost and model setup time is high.  
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The future works that are recommended based on the findings in this thesis are summarised as following.  
(1) For future studies, it is recommended to develop a physiological model that is based on the 
experimental data from the IEQ Lab in the University of Sydney. The investigation would lead 
deeper understandings of the need for people in Sydney region and contribute to the improvement 
of the HVAC strategies in the local region. 
(2) The physiological model that was developed for the occupant level comfort modelling does not 
include thermal regulation of the human body. Although the regulation was demonstrated to be less 
important in the condition that is close to neutral, it may bring significant impact for comfort 
modelling in extreme climate. In the future, the thermal regulation may be included in the 
physiological model and tested with the extreme environmental conditions.  
(3) Comfort modelling in transient thermal conditions may improve comfort prediction as the temporal 
alliesthesia indicates occupant can feel differently when the environment is not steady-state.  
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Appendix A 
Appendix A1 
 
The UDF code of Fanger’s PMV and PPD comfort model is shown as following: 
#include "udf.h" 
 
int runs=0; 
double t_myudf; /*Air Temperature (¡ãC)*/ 
double speed_u_myudf; /*Velocity in X-direction (¡ãC)*/ 
double speed_v_myudf; /*Velocity in Y-direction (¡ãC)*/ 
double speed_w_myudf; /*Velocity in Z-direction (¡ãC)*/ 
double mh2o_myudf; /*Mass fraction of H2O */ 
double clo_myudf= 0.31; /*Clothing Input (clo)*/ 
double icl_myudf; /*Clothing insulation (m2.K/W)*/ 
double fcl_myudf; /*Clothing surface area factor*/ 
double tcl_myudf; /*Clothing surface temperature (¡ãC)*/ 
double tcl1_myudf; /*First Guess for Tcl (¡ãC)*/ 
double hcf_myudf; /*Forced convective heat transfer coefficient (W/m2.K)*/ 
double hcn_myudf; /*Natural convective heat transfer coefficient (W/m2.K)*/ 
double hc_myudf; /*Overall convective heat transfer coefficient (W/m2.K)*/ 
double p1_myudf; 
double p2_myudf; 
double p3_myudf; 
double p4_myudf; 
double p5_myudf; 
double xn_myudf; 
double xf_myudf; 
double tr_myudf; /*Mean Radiant Temperature (¡ãC)*/ 
double Met_myudf=1.0; /*Metabolic rate (met)*/ 
double M_myudf; /*Metabolic rate (W/m2)*/ 
double W_myudf=0.0; /*External Work rate (W/m2),usally equal to 0*/ 
double p_myudf=101325; /*Atmospheirc Pressure (Pa)*/ 
double ps_myudf; /*Water Vapour Saturation Pressure (kPa)*/ 
double pa_myudf; /*Water Vapour Partial Pressure (Pa)*/ 
double relhum_myudf; /*Relative Humidity (%)*/ 
double a_myudf; 
double b_myudf; 
double c_myudf; 
double d_myudf; 
double e_myudf; 
double f_myudf; 
double L_myudf; 
double tsv_myudf; 
double pmvindex_myudf;/*Declaring PMV Index */ 
double ppdindex_myudf;/*Declaring PPD Index (%)*/ 
double speed_myudf; /*Velocity Magnitude (m/s)*/ 
DEFINE_ON_DEMAND(occ_zone) 
{ 
Domain *d; 
Thread *t; 
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cell_t c; 
d = Get_Domain(1); 
thread_loop_c(t,d) 
{ 
begin_c_loop(c,t) 
{ 
icl_myudf=clo_myudf*0.155; 
M_myudf=Met_myudf*58.2; 
t_myudf=C_T(c,t)-273; 
tr_myudf=43.78; 
speed_u_myudf=C_U(c,t); 
speed_v_myudf=C_V(c,t); 
speed_w_myudf=C_W(c,t); 
mh2o_myudf=C_YI(c,t,0); 
speed_myudf=sqrt(pow(speed_u_myudf,2.0)+pow(speed_v_myudf,2.0)+pow(speed_w_myudf,2.0)); 
/*Velocity Magnitude (m/s) calculation*/ 
ps_myudf=exp(16.6536-(4030.183/(t_myudf+235))); 
pa_myudf=(mh2o_myudf*p_myudf)/(0.62198+mh2o_myudf); 
relhum_myudf=(pa_myudf/(ps_myudf*10)); 
if (icl_myudf<0.078) 
fcl_myudf=1.00+(1.290*icl_myudf); 
else 
fcl_myudf=1.05+(0.645*icl_myudf); 
/*hcf calculation*/ 
hcf_myudf=12.1*sqrt(speed_myudf); 
/*Guessing clothing surface temperature*/ 
tcl1_myudf=(t_myudf+273)+((35.5-t_myudf)/(3.5*((6.45*icl_myudf)+0.1)));  
/*First Guess*/ 
p1_myudf=icl_myudf*fcl_myudf; 
p2_myudf=p1_myudf*3.96; 
p3_myudf=p1_myudf*100; 
p4_myudf=p1_myudf*(t_myudf+273); 
p5_myudf=308.7-(0.028*(M_myudf-W_myudf))+(p2_myudf*pow(((tr_myudf+273)/100),4.0)); 
xn_myudf=tcl1_myudf/100; 
xf_myudf=tcl1_myudf/50; 
while ((fabs(xn_myudf-xf_myudf))>0.0015) 
{ 
xf_myudf=(xf_myudf+xn_myudf)/2; 
hcn_myudf=2.38*pow((fabs((100*xf_myudf)-(t_myudf+273))),0.25); 
if (hcf_myudf>hcn_myudf) 
{ 
hc_myudf=hcf_myudf; 
} 
else 
{ 
hc_myudf=hcn_myudf; 
} 
xn_myudf=(p5_myudf+(p4_myudf*hc_myudf)-
(p2_myudf*(pow(xf_myudf,4.0))))/(100+(p3_myudf*hc_myudf)); 
runs = runs + 1; 
} 
tcl_myudf=(100*xn_myudf)-273; /*Final Tcl value*/ 
C_UDMI(c,t,3)=tcl_myudf; /*Memory Stored (index 3), Tcl*/ 
C_UDMI(c,t,4)=hc_myudf; /* Memory Stored (index 4), hc*/ 
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C_UDMI(c,t,5)=relhum_myudf; /* Memory Stored (index 5), relative humidity*/ 
/*Heat Loss Components Calculation*/ 
a_myudf=0.00305*(5733-6.99*(M_myudf-W_myudf)-pa_myudf); 
if (M_myudf-W_myudf>58.15) 
{ 
b_myudf=0.42*(M_myudf-W_myudf-58.15); 
} 
else 
{ 
b_myudf=0; 
} 
c_myudf=0.000017*M_myudf*(5867-pa_myudf); 
d_myudf=0.0014*M_myudf*(34-t_myudf); 
e_myudf=3.96*fcl_myudf*(pow((xn_myudf),4.0)-pow(((tr_myudf+273)/100),4.0)); 
f_myudf=fcl_myudf*hc_myudf*(tcl_myudf-t_myudf); 
tsv_myudf=(0.303*exp(-0.036*M_myudf))+0.028; 
pmvindex_myudf=tsv_myudf*((M_myudf-W_myudf)-a_myudf-b_myudf-c_myudf-d_myudf-
e_myudf-f_myudf); 
ppdindex_myudf=100-(95*(exp((-0.03353*pow(pmvindex_myudf,4.0))-
(0.2179*pow(pmvindex_myudf,2.0))))); 
if(pmvindex_myudf>3) 
{ 
pmvindex_myudf=3; 
} 
else if(pmvindex_myudf<-3) 
{ 
pmvindex_myudf=-3; 
} 
C_UDMI(c,t,1)=pmvindex_myudf; /*Memory Stored (index 1), PMV*/ 
C_UDMI(c,t,2)=ppdindex_myudf; /*Memory Stored (index 1), PPD (%)*/ 
} 
end_c_loop(c,t) 
} 
} 
 
 
DEFINE_ON_DEMAND(room) 
{ 
 Domain *d; 
 Thread *t; 
 cell_t c; 
 d = Get_Domain(1); 
 thread_loop_c(t, d) 
 { 
  begin_c_loop(c, t) 
  { 
   icl_myudf = clo_myudf*0.155; 
   M_myudf = Met_myudf*58.2; 
   t_myudf = C_T(c, t) - 273; 
   tr_myudf = 27; 
   speed_u_myudf = C_U(c, t); 
   speed_v_myudf = C_V(c, t); 
   speed_w_myudf = C_W(c, t); 
   mh2o_myudf = C_YI(c, t, 0); 
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 speed_myudf = sqrt(pow(speed_u_myudf, 2.0) + pow(speed_v_myudf, 2.0) + 
pow(speed_w_myudf, 2.0)); /*Velocity Magnitude (m/s) calculation*/ 
   ps_myudf = exp(16.6536 - (4030.183 / (t_myudf + 235))); 
   pa_myudf = (mh2o_myudf*p_myudf) / (0.62198 + mh2o_myudf); 
   relhum_myudf = (pa_myudf / (ps_myudf * 10)); 
   if (icl_myudf<0.078) 
    fcl_myudf = 1.00 + (1.290*icl_myudf); 
   else 
    fcl_myudf = 1.05 + (0.645*icl_myudf); 
   /*hcf calculation*/ 
   hcf_myudf = 12.1*sqrt(speed_myudf); 
   /*Guessing clothing surface temperature*/ 
   tcl1_myudf = (t_myudf + 273) + ((35.5 - t_myudf) / (3.5*((6.45*icl_myudf) + 0.1))); 
   /*First Guess*/ 
   p1_myudf = icl_myudf*fcl_myudf; 
   p2_myudf = p1_myudf*3.96; 
   p3_myudf = p1_myudf * 100; 
   p4_myudf = p1_myudf*(t_myudf + 273); 
 p5_myudf = 308.7 - (0.028*(M_myudf - W_myudf)) + (p2_myudf*pow(((tr_myudf +                         
273) / 100), 4.0)); 
   xn_myudf = tcl1_myudf / 100; 
   xf_myudf = tcl1_myudf / 50; 
   while ((fabs(xn_myudf - xf_myudf))>0.0015) 
   { 
    xf_myudf = (xf_myudf + xn_myudf) / 2; 
    hcn_myudf = 2.38*pow((fabs((100 * xf_myudf) - (t_myudf + 273))), 0.25); 
    if (hcf_myudf>hcn_myudf) 
    { 
     hc_myudf = hcf_myudf; 
    } 
    else 
    { 
     hc_myudf = hcn_myudf; 
    } 
 xn_myudf = (p5_myudf + (p4_myudf*hc_myudf) - (p2_myudf*(pow(xf_myudf, 4.0)))) 
/ (100 + (p3_myudf*hc_myudf)); 
    runs = runs + 1; 
   } 
   tcl_myudf = (100 * xn_myudf) - 273; /*Final Tcl value*/ 
   C_UDMI(c, t, 3) = tcl_myudf; /*Memory Stored (index 3), Tcl*/ 
   C_UDMI(c, t, 4) = hc_myudf; /* Memory Stored (index 4), hc*/ 
   C_UDMI(c, t, 5) = relhum_myudf; /* Memory Stored (index 5), relative humidity*/ 
           /*Heat Loss Components Calculation*/ 
   a_myudf = 0.00305*(5733 - 6.99*(M_myudf - W_myudf) - pa_myudf); 
   if (M_myudf - W_myudf>58.15) 
   { 
    b_myudf = 0.42*(M_myudf - W_myudf - 58.15); 
   } 
   else 
   { 
    b_myudf = 0; 
   } 
   c_myudf = 0.000017*M_myudf*(5867 - pa_myudf); 
   d_myudf = 0.0014*M_myudf*(34 - t_myudf); 
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 e_myudf = 3.96*fcl_myudf*(pow((xn_myudf), 4.0) - pow(((tr_myudf + 273) / 100), 4.0)); 
   f_myudf = fcl_myudf*hc_myudf*(tcl_myudf - t_myudf); 
   tsv_myudf = (0.303*exp(-0.036*M_myudf)) + 0.028; 
   pmvindex_myudf = tsv_myudf*((M_myudf - W_myudf) - a_myudf - b_myudf - c_myudf 
- d_myudf - e_myudf - f_myudf); 
   ppdindex_myudf = 100 - (95 * (exp((-0.03353*pow(pmvindex_myudf, 4.0)) - 
(0.2179*pow(pmvindex_myudf, 2.0))))); 
   if (pmvindex_myudf>3) 
   { 
    pmvindex_myudf = 3; 
   } 
   else if (pmvindex_myudf<-3) 
   { 
    pmvindex_myudf = -3; 
   } 
   C_UDMI(c, t, 9) = pmvindex_myudf; /*Memory Stored (index 9), PMV*/ 
   C_UDMI(c, t, 10) = ppdindex_myudf; /*Memory Stored (index 10), PPD (%)*/ 
  } 
  end_c_loop(c, t) 
 } 
} 
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Appendix A2 
The Matlab code for UCB psychological comfort model is shown as following: 
[A, B]=xlsread('average skin temperature.xlsx'); 
  
Tskinset_i = A(1:12, 8); 
Tskinset_ave = mean(Tskinset_i); 
MT_M = A(1:12, 3); 
Tskin_ave = mean(MT_M); 
C1 = A(1:12,11); 
K1 = A(1:12,13); 
% upper arm 
C2 = A(1:12,16); 
K2 = A(1:12,18); 
  
for i = 1:12 
    if (MT_M(i) - Tskinset_i(i) < 0) 
        C(i) = C1(i); 
        K(i) = K1(i); 
             
    else 
        C(i) = C2(i); 
        K(i)= K2(i); 
    end 
     
%/*local sensation calculation*/ 
aa = MT_M(i) - Tskinset_i(i); 
bb = Tskin_ave - Tskinset_ave; 
cc = -C(i)*aa - K(i)*(aa - bb); 
dd = 1 + exp(cc); 
LS(i) = 4 * (2/dd - 1); 
end 
  
MLS_face = LS(1); 
MLS_head = LS(2); 
MLS_arml = LS(3); 
MLS_armr = LS(4); 
MLS_handl = LS(5); 
MLS_handr = LS(6); 
MLS_back = LS(7); 
MLS_chest = LS(8); 
MLS_pelvis = LS(9); 
MLS_thigh = LS(10); 
MLS_lowerleg = LS(11); 
MLS_feet = LS(12); 
  
MLS1 = LS(1); 
MLS2 = LS(2); 
MLS3 = LS(3); 
MLS4 = LS(4); 
MLS5 = LS(5); 
MLS6 = LS(6); 
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MLS7 = LS(7); 
MLS8 = LS(8); 
MLS9 = LS(9); 
MLS10 = LS(10); 
MLS11 = LS(11); 
MLS12 = LS(12); 
  
MLS_M = [MLS_face MLS_head MLS_arml MLS_armr MLS_handl MLS_handr MLS_back 
MLS_chest MLS_pelvis MLS_thigh MLS_lowerleg MLS_feet]; 
RankLS_c = sort(MLS_M); 
RankLS_w = sort(MLS_M, 'descend'); 
 
%no opposite sensation model 
 
N_zero = 
(MLS1==0)+(MLS2==0)+(MLS3==0)+(MLS4==0)+(MLS5==0)+(MLS6==0)+(MLS7==0)+(MLS8
==0)+(MLS9==0)+(MLS10==0)+(MLS11==0)+(MLS12==0); 
N_pos = 
(sign(MLS1)==1)+(sign(MLS2)==1)+(sign(MLS3)==1)+(sign(MLS4)==1)+(sign(MLS5)==1)+(sign(
MLS6)==1)+(sign(MLS7)==1)+(sign(MLS8)==1)+(sign(MLS9)==1)+(sign(MLS10)==1)+(sign(ML
S11)==1)+(sign(MLS12)==1); 
N_neg =(sign(MLS1)==-1)+(sign(MLS2)==-1)+(sign(MLS3)==-1)+(sign(MLS4)==-
1)+(sign(MLS5)==-1)+(sign(MLS6)==-1)+(sign(MLS7)==-1)+(sign(MLS8)==-1)+(sign(MLS9)==-
1)+(sign(MLS10)==-1)+(sign(MLS11)==-1)+(sign(MLS12)==-1); 
  
num = 12; 
int = 2/(num-2); 
  
count = 0; 
OS_sum = 0; 
biggerG_sum = 0; 
  
%cold 
if (N_neg > N_pos & max(RankLS_c)<=1) 
   %extreme condition  
    if (RankLS_c(3)<=-2) 
        OS = 0.38*min(RankLS_c)+0.62*RankLS_c(3); 
               %slightly cold 
    else 
        for i = 1:num 
            if RankLS_c(i)< (-2+int*(i-3)) 
                count = count +1; 
                OS_sum = OS_sum + RankLS_c(i); 
            end 
        end 
         
        if (count == 0); 
            OS = 0; 
        else 
        OS = OS_sum/count; 
        end 
  
    end 
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   %warm 
elseif (N_pos > N_neg & min(RankLS_w)>=-1) 
   %extreme conditions 
    if (RankLS_w(3)>=2) 
        OS = 0.5*min(RankLS_w)+0.5*RankLS_w(3); 
       %slightly warm 
    else 
        for i = 1:num 
            if RankLS_w(i)> (2-int*(i-3)) 
                count = count +1; 
                OS_sum = OS_sum + RankLS_w(i); 
            end 
        end 
        if (count == 0); 
            OS = 0; 
        else 
        OS = OS_sum/count; 
        end 
    end 
     
%opposite     
else 
    a1 = [0.7 0.54 0.43 0.43 0.25 0.25 0.91 0.91 0.94 0.81 0.7 0.5]; 
    b2 = [-0.74 -1.1 -0.56 -0.56 0 0 -0.92 -1.14 -0.64 -0.6 -0.59 0]; 
    c1 = [-2 -2 -2 -2 -2 -2 -2 -2 -2 -2 -2 -2]; 
     
    a2 = [0.37 0.5 0.28 0.28 0 0 0.46 0.57 0.32 0.3 0.29 0]; 
    b2 = [0 0 0 0 0 0 0 0 0 0 0 0]; 
    c2 = [0 0 0 0 0 0 0 0 0 0 0 0]; 
     
    a3 = [1.14 0.69 0.37 0.37 0.33 0.33 0.75 0.97 0.75 0.82 0.8 0.44]; 
    b3 = [0.74 1.1 0.56 0.56 0 0 0.92 1.14 0.64 0.6 0.59 0]; 
    c3 = [2 2 2 2 2 2 2 2 2 2 2 1]; 
   %sign MLS_M 
    sMLS_M = sign(MLS_M); 
    negmodarm = 0; 
    negmodhand = 0; 
    if sMLS_M(3)== sMLS_M(4) & sMLS_M(3)<0 
       %arm negative sensation modify 
        negmodarm = 1; 
    end 
    if sMLS_M(5)== sMLS_M(6) & sMLS_M(3)<0 
       %hand negative sensation modify 
        negmodhand = 1; 
    end 
    negmod = negmodarm + negmodhand; 
     
     
    if (sum(sign(MLS_M)<0)-negmod > 5); 
        count = [12 12 12 12 12 12 12 12 12 12 12 12]; 
        for i = 1:num 
            if (MLS_M(i)<0) 
               %bigger group 
                if (RankLS_c(3)<=-2) 
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                    biggerG = 0.38*min(RankLS_c)+0.62*RankLS_c(3); 
                   %slightly cold 
                else 
                    if min(RankLS_c)< (-2+int*(i-3)) 
                        count(i) = i; 
                    end 
                end 
            end 
        end 
        acc = 0; 
        for i = 1:min(count) 
            biggerG_sum = RankLS_c(i)+biggerG_sum; 
            acc = acc+1; 
        end 
        biggerG = biggerG_sum/acc; 
       %smaller group 
        for i = 1:num 
  
            delLS(i) = MLS_M(i)+biggerG; 
            if (MLS_M(i)>=0) 
                if delLS(i) <= -2 
                    a = a1; 
                    b = b1; 
                    c = c1; 
                elseif  delLS(i) >= 2 
                    a = a3; 
                    b = b3; 
                    c = c3; 
                else 
                    a = a2; 
                    b = b2; 
                    c = c2; 
                end 
               %individual force 
                indF(i) = a(i)*(delLS(i)-c(i))+b(i); 
            end 
        end 
         
        modOS = sort(indF, 'descend'); 
        combineF = modOS(1)+0.1*modOS(2); 
        OS = biggerG + combineF; 
       %local sensation major body part group 
        LSmajorG = [MLS_back, MLS_chest, MLS_pelvis]; 
        if min(LSmajorG)<=-1 
            OS = min(LSmajorG) 
        end 
    else 
        for i = 1:num 
            if (MLS_M(i)>=0) 
                if (RankLS_w(3)>=2) 
                    OS = 0.5*min(RankLS_w)+0.5*RankLS_w(3); 
                   %slightly warm  
                else 
                    for i = 1:num 
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                        if RankLS_w(i)> (2-int*(i-3)) 
                            count = count +1; 
                            biggerG_sum = biggerG_sum + RankLS_w(i); 
                        end 
                    end 
                    biggerG = biggerG_sum/count; 
                end 
            end 
        end 
         
         %smaller group 
        for i = 1:num 
  
            delLS(i) = MLS_M(i)-biggerG; 
            if (MLS_M(i)<0) 
                if delLS(i) <= -2 
                    a = a1; 
                    b = b1; 
                    c = c1; 
                elseif  delLS(i) >= 2 
                    a = a3; 
                    b = b3; 
                    c = c3; 
                else 
                    a = a2; 
                    b = b2; 
                    c = c2; 
                end 
               %individual force 
                indF(i) = a(i)*(delLS(i)-c(i))+b(i); 
            end 
        modOS = sort(indF); 
        combineF = modOS(1)+0.1*modOS(2); 
        OS = biggerG + combineF; 
        end 
    end 
end 
         
  
%Local Comfort 
  
if OS < 0 
    negOS = OS; 
    posOS = 0; 
else 
    negOS = 0; 
    posOS = OS; 
end 
  
C31 = [-0.11 0.35 0.3 0.3 -0.8 -0.8 -0.45 -0.66 0.59 0 -0.2 -0.91]; 
C32 = [0.11 0.35 0.35 0.35 0.8 0.8 0.45 0.66  0 0 0.61 0.4]; 
C6 = [2.02 2.17 2.14 2.14 1.98 1.98 2.1 2.1 2.06 1.98 2 2.13]; 
C71 = [0 0.28 0 0 0.48 0.48 0.96 1.39 0.5 0 1.67 0.5]; 
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C72 = [0.4 0.4 0 0 0.48 0.48 0 0.9 0 0 0 0.3]; 
C8 = [0.41 0.5 -0.4 -0.4 0 0 0 0 -0.51 0 0 0]; 
n = [1.5 2 1 1 1 1 1 2 1 1 1.5 2]; 
  
LS = MLS_M; 
  
for i = 1:num 
    L1(i) = (-4-(C6(i)+C71(i)*abs(negOS)+C72(i)*abs(posOS)))/(abs(-
4+C31(i)*abs(negOS)+C32(i)*abs(posOS)+C8(i))^n(i)); 
    L2(i) = (-4-
(C6(i)+C71(i)*abs(negOS)+C72(i)*abs(posOS)))/(abs(4+C31(i)*abs(negOS)+C32(i)*abs(posOS)+C8
(i))^n(i)); 
    L3(i) = exp(15*(LS(i)+C31(i)*abs(negOS)+C32(i)*abs(posOS)+C8(i)))+1; 
    L4(i) = (-4-
(C6(i)+C71(i)*abs(negOS)+C72(i)*abs(posOS)))/(abs(4+C31(i)*abs(negOS)+C32(i)*abs(posOS)+C8
(i))^n(i)); 
    L5(i) = (LS(i)+C31(i)*abs(negOS)+C32(i)*abs(posOS)+C8(i)); 
    L6(i) = (C6(i)+C71(i)*abs(negOS)+C72(i)*abs(posOS)); 
    if L5(i)<0 
        LC(i) = abs((L1(i)-L2(i))/L3(i)+L4(i))*-(abs(L5(i))^n(i))+L6(i); 
    else 
         LC(i) = ((L1(i)-L2(i))/L3(i)+L4(i))*(L5(i)^n(i))+L6(i); 
    end 
end 
     
%Overall Comfort for non-transient and not controlling the environement by 
%occupant 
sLC = sign(LC);    
if sLC(3)== sLC(4) 
    if abs(LC(3))>abs(LC(4)) 
        LC_arm = LC(3); 
    else  
        LC_arm = LC(4); 
    end 
else 
    LC_arm = [LC(3) LC(4)]; 
end 
if sLC(5)== sLC(6) 
    if abs(LC(5))>abs(LC(6)) 
        LC_hand = LC(5); 
    else  
        LC_hand = LC(6); 
    end 
else 
        LC_hand = [LC(5) LC(6)]; 
end 
newLC = [LC(1) LC(2) LC_arm LC_hand LC(7) LC(8) LC(9) LC(10) LC(11) LC(12)]; 
Rank_LC = sort(newLC); 
%rule 1 
% OC = (Rank_LC(1)+Rank_LC(2))/2 
%rule 2 
OC = (Rank_LC(1)+Rank_LC(2)+max(Rank_LC))/3; 
Appendix A3 
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The Matlab code for Gagge’s two-node physiological model is shown as following: 
%% Initial Conditions 
TSK = 34.1; 
TCR = 36.6; 
% Heat transfer coefficients, obtained from fluent by calculating with heat fluxed on the surface and the 
isothermal wall, unit W/m^2K 
CHC = 5.8; 
CHR = 0; 
CTC = CHC + CHR; 
%Metabolic rate 
Askin = 2.4708; 
M = 58.2/Askin; 
W = 0; 
RH = 0.5; 
KMIN = 5.28; 
SKBFN = 6.3; 
SKBF = SKBFN; 
THF = -90.90161/Askin+5; 
DTIM = 1/60; 
% Pa is the saturated vapour pressure for the dry bulb or air temperature 
% of the environmnet in mm of Hg 
% Pa @ 286 K = 14.84,  
TA = 291.8-273; 
A = 8.07131; 
B = 1730.63; 
C = 233.436; 
Pa = 10^(A-(B/(C+TA))); 
ERES = 0.0023*M*(44-RH*Pa); 
iterate = 1; 
epsilon = 0.001; 
count = 0; 
itLimit = 1000; 
  
while iterate == 1 
  
    HFCR = M - (TCR - TSK)*(KMIN + 1.163*SKBF) - ERES - W; 
   % EE is the environmental effect due to convection, radiation and 
   % evaporative skin. 
   % THF is the total heat flux which can be obtained from fluent 
   % The HFSK here has not included the evaporative skin effect, Esk 
    HFSK = THF - HFCR; 
  
   % Thermal capacity 
    TCSK = 0.97*3.4; 
    TCCR = 0.97*78.3; 
  
   % Temperature change 
    DTSK = (HFSK * Askin) / TCSK; 
    DTCR = (HFCR * Askin) / TCCR; 
  
   % Unit of time is 1 hr 
  
    TSKI = 34.1 + DTSK*DTIM; 
    TCRI = 36.6 + DTCR*DTIM; 
  
    if abs(TSKI - TSK) <= epsilon 
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        if abs(TCRI-TCR)<=epsilon 
            iterate = 0; 
        end 
    end 
     
    count = count + 1; 
     
    if count >= itLimit 
        iterate = 0; 
        disp('Iteration terminated'); 
    end  
  
    TSK = TSKI;  
    TCR = TCRI; 
  
   % Control system 
    SKSIG = (TSK - 34.1); 
    if SKSIG < 0 
     
        COLDS = -SKSIG; 
        WARMS = 0;  
    else 
        COLDS = 0; 
        WARMS = SKSIG; 
    end 
  
    CRSIG = (TCR - 36.6); 
  
    if CRSIG < 0 
        COLDC = -CRSIG; 
        WARMC = 0; 
    else  
        WARMC = CRSIG; 
        COLDC = 0; 
    end 
  
    STRIC = 0.5*COLDS; 
    DILAT = 75 * WARMC; 
  
    SKBF = (SKBFN + DILAT) / (1 + STRIC); 
  
    if M < 60    
        REGSW = 100 * WARMC*WARMS; 
    else 
        REGSW = 250 * WARMC + 100 * WARMC*WARMS; 
    end 
     
    ERSW = 0.7*REGSW * 2^((TSK - 34.1) / 3); 
  
   % Psk is the the saturated vapour pressure at mean skin temperature T 
   % Psk @ 307 K = 52.76 
   % Check if the saturated vapour pressure can be obtained from additional files 
    Psk = 10^(A-(B/(C+TSK))); 
  
    EMAX = 2.2*CHC*(Psk - RH*Pa); 
  
    PRSW = ERSW / EMAX; 
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    PWET = (0.06 + 0.94*PRSW); 
    EDIF = PWET*EMAX - ERSW; 
     
    if ERSW > EMAX   
        ERSW = EMAX; 
        EDIF = 0; 
        PWET = 1; 
     
        EV = ERES + ERSW + EDIF; 
    end 
end 
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Appendix B 
Table B1. Regression coefficients for Eqn. 2.12 for the modelling of static local thermal sensation. 
Table is taken from [47]. 
 
𝑇𝑠𝑘,𝑖 − 𝑇𝑠𝑘,𝑖,𝑠𝑡 < 0, 
Local Body Part Cool 
𝑇𝑠𝑘,𝑖 − 𝑇𝑠𝑘,𝑖,𝑠𝑡 > 0, 
Local Body Part Warm 
R2 N 
𝐶1 𝐷1 𝐶1 𝐷1 
Head (Forehead) 0.40 0.20 1.30 0.20 0.55 136 
Face (Cheek) 0.15 0.10 0.70 0.10 0.70 192 
Breath (Cheek) 0.10 0.20 0.60 0.20 0.58 136 
Neck (Front Neck) 0.40 0.15 1.25 0.15 0.63 136 
Chest (Upper Left) 0.35 0.10 0.60 0.10 0.67 172 
Back (upper Left) 0.30 0.10 0.70 0.10 0.66 164 
Pelvis (Front Upper Thigh) 0.20 0.15 0.40 0.15 0.50 124 
Upper Arm (Lateral Side) 0.30 0.10 0.40 0.10 0.72 124 
Lower Arm (Lateral Side) 0.30 0.10 0.70 0.10 0.81 124 
Hand (Back of Hand) 0.20 0.15 0.45 0.15 0.74 166 
Thigh (Front Upper Thigh) 0.20 0.10 0.30 0.10 0.50 142 
Lower Leg (Shin) 0.30 0.10 0.40 0.10 0.62 142 
Foot (Top of Foot) 0.25 0.15 0.25 0.15 0.76 180 
The bracket followed by each body part is the location of thermocouple measurement. 
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Table B2. Regression coefficients for Eqn. 2.13 for the modelling of dynamic local thermal sensation. 
Table is taken from [47]. 
 
𝐶21 𝐶22 𝐶3 R
2 N 
Head (Forehead) 543 90 0 0.64 260 
Face (Cheek) 37 105 -2289 0.74 500 
Breath (Cheek) 68 741 0 0.92 220 
Neck (Front Neck) 193 217 0 0.80 260 
Chest (Upper Left) 39 136 -2135 0.61 340 
Back (upper Left) 88 192 -4054 0.73 300 
Pelvis (Front Upper Thigh) 75 137 -5053 0.86 260 
Upper Arm (Lateral Side) 156 167 0 0.74 240 
Lower Arm (Lateral Side) 144 125 0 0.77 240 
Hand (Back of Hand) 19 46 0 0.90 340 
Thigh (Front Upper Thigh) 151 263 0 0.94 200 
Lower Leg (Shin) 206 212 0 0.85 200 
Foot (Top of Foot) 109 162 0 0.55 360 
The bracket followed by each body part is the location of thermocouple measurement. 
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Table B3. Regression coefficients for Eqn. 2.19 for the ‘Opposite Sensation’ modelling. Table is taken 
from [49]. 
 
∆𝑆𝑙𝑜𝑐𝑎𝑙,𝑖 ≤ −2 −2 ≤ ∆𝑆𝑙𝑜𝑐𝑎𝑙,𝑖 ≤ 2 ∆𝑆𝑙𝑜𝑐𝑎𝑙,𝑖 ≥ 2 R
2 
𝑎2 𝑏2 𝑐2 𝑎2 𝑏2 𝑐2 𝑎2 𝑏2 𝑐2 
Head 0.54 -1.10 -2.00 0.50 0.00 0.00 0.69 1.10 2.00 0.89 
Face 0.70 -0.74 -2.00 0.37 0.00 0.00 1.14 0.74 2.00 0.82 
Breath 0.27 -1.00 -2.00 0.51 0.00 0.00 0.39 1.00 2.00 0.78 
Neck 0.65 -0.92 -2.00 0.46 0.00 0.00 0.63 0.92 2.00 0.81 
Back 0.91 -1.14 -2.00 0.57 0.00 0.00 0.97 1.14 2.00 0.90 
Chest 0.91 -0.92 -2.00 0.46 0.00 0.00 0.75 0.92 2.00 0.62 
Pelvis 0.94 -0.64 -2.00 0.32 0.00 0.00 0.75 0.64 2.00 0.89 
Upper Arm 0.43 -0.56 -2.00 0.28 0.00 0.00 0.37 0.56 2.00 0.73 
Lower Arm 0.37 -0.73 -2.00 0.38 0.00 0.00 0.30 0.73 2.00 0.67 
Hand 0.25 0.00 -2.00 0.00 0.00 0.00 0.33 0.00 2.00 0.51 
Thigh 0.81 -0.60 -2.00 0.30 0.00 0.00 0.82 0.60 2.00 0.73 
Lower Leg 0.70 -0.59 -2.00 0.29 0.00 0.00 0.80 0.59 2.00 0.71 
Foot 0.50 0.00 -2.00 0.00 0.00 0.00 0.44 0.00 2.00 0.45 
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Table B4. Regression coefficients for Eqn. 2.16 for local comfort modelling. Table is taken from [48]. 
 
𝐶31 𝐶31 𝐶6 𝐶71 𝐶72 𝐶8 ℎ R
2 
Head 0.35 0.35 2.17 0.28 0.40 0.50 2.00 0.55 
Face -0.11 0.11 2.02 0.00 0.40 0.41 1.50 0.44 
Breath 0.00 0.62 1.95 0.00 0.79 1.10 1.50 0.33 
Neck 0.00 0.00 1.96 0.00 0.00 -0.19 1.00 0.43 
Back -0.45 0.45 2.10 0.96 0.00 0.00 1.00 0.74 
Upper Back -0.30 0.00 2.05 0.00 0.00 0.00 1.00 0.45 
Lower Back -0.23 0.00 2.20 0.00 0.00 0.00 1.00 0.69 
Chest -0.66 0.66 2.10 1.39 0.90 0.00 2.00 0.68 
Pelvis 0.59 0.00 2.06 0.50 0.00 -0.51 1.00 0.74 
Upper Arm 0.30 0.35 2.14 0.00 0.00 -0.40 1.00 0.70 
Lower Arm -0.23 0.23 2.00 0.00 1.71 -0.68 1.00 0.77 
Hand -0.80 0.80 1.98 0.48 0.48 0.00 1.00 0.60 
Thigh 0.00 0.00 1.98 0.00 0.00 0.00 1.00 0.59 
Lower Leg -0.20 0.61 2.00 1.67 0.00 0.00 1.50 0.68 
Foot -0.91 0.40 2.13 0.50 0.30 0.00 2.00 0.55 
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Appendix C 
Appendix C1 
Table C1. The model setting for test case 1. 
Model Setting 
Gravity -9.81 m/s2 in y-direction 
Radiation S2S Radiation Model 
Turbulence RNG k-𝜀 turbulence model 
Wall Treatment Scalable Wall Function 
Air Supply Inlet Air Flow Rate: 5.6 L/s 
 Temperature: 30.3 ℃ 
 Relative Humidity 50% 
Air Return Outlet Relative Pressure: 0 kPa 
Floor (Domain Level Comfort Modelling) Heat Flux: 3.75 W/m2 
Discretization Schemes Gradient Least Square Cell Based 
 Pressure SIMPLE 
 Momentum First Order Upwind 
 Turbulent Kinetic Energy First Order Upwind 
 Turbulent Dissipation Rate First Order Upwind 
 Species First Order Upwind 
 Energy First Order Upwind 
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Appendix C2 
The solution convergence history was recorded with the monitors that with the same position on the x-z 
plane as the sensor stands used in the experiment and there are 11 monitor points for each stand. The 
convergence of comfort modelling for test case 1 is summarised in the table below.  
Table C21. The evaluation of the convergence for the domain-level comfort modelling for test case 1. 
 
Velocity (m/s) Temperature (K) Mass Fraction of H2O 
𝑒𝑟𝑟𝑔𝑐𝑜𝑛 5.69E-05 0.0002 0 
%𝑒𝑟𝑟𝑔𝑐𝑜𝑛 0.15 0.0003 0 
𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 1.5E-04 0.001 0 
%𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 0.692 0.0003 0 
Mass Imbalance (%) Energy Imbalance (%) 
4.12E-04 1.97E-04 
 
Table C22. The evaluation of the convergence for the occupant-level comfort modelling for test case 1. 
 
Velocity (m/s) Temperature (K) Mass Fraction of H2O 𝑇𝑠𝑘,𝑚𝑎𝑛𝑖𝑘𝑖𝑛 
𝑒𝑟𝑟𝑔𝑐𝑜𝑛 1.30E-08 0 0 0 
%𝑒𝑟𝑟𝑔𝑐𝑜𝑛 5.92E-06 0 0 0 
𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 3.00E-08 0 0  
%𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 1.15E-06 0 0  
Mass Imbalance (%) Energy Imbalance (%)  
5.90E-05 0  
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Appendix C3 
Table C31 shows the dimensionless wall distance, y+ and y*, for the thermal manikin of test case 1 for 
different grid density.  
Table C31. The dimensionless wall distance, y+ and y*, over thermal manikin for test case 1. 
 Case 
Parameter Gcoarse Gorigin Gfine 
Average y+ 9.35 9.34 9.23 
Maximum Value 15.90 15.92 16.00 
Minimum Value 1.00 1.00 1.15 
Average y* 11.46 11.46 11.46 
Maximum Value 16.96 16.96 17.23 
Minimum Value 11.225 11.225 11.225 
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Appendix C4 
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Figure C31. Comparison of the experimental and modelling velocity data of test case BC1. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C32. Comparison of the experimental and modelling velocity data of test case BC2. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C33. Comparison of the experimental and modelling velocity data of test case BC3. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C34. Comparison of the experimental and modelling velocity data of test case BC4. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7.  
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Figure C35. Comparison of the experimental and modelling velocity data of test case BC5. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7.  
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Figure C36. Comparison of the experimental and modelling velocity data of test case BC6. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7.  
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Figure C37. Comparison of the experimental and modelling velocity data of test case BC7. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7.  
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Figure C38. Comparison of the experimental and modelling velocity data of test case BC8. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7.  
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Figure C39. Comparison of the experimental and modelling velocity data of test case BC9. Measured at 
position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7.  
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Table C31. The modelling error of test case BC1. 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 52.12 52.53 39.51 33.92 34.27 25.09 50.20 
Average Error (%) 44.09 
      
Table C32. The modelling error of test case BC2. 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 80.98 72.17 64.62 63.06 56.39 61.75 78.22 
Average Error (%) 68.17 
      
Table C33. The modelling error of test case BC3 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 69.98 61.67 49.83 52.35 37.66 58.64 73.67 
Average Error (%) 57.69 
      
Table C34. The modelling error of test case BC4 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 79.15 79.34 77.60 54.26 38.90 56.95 79.37 
Average Error (%) 66.51 
      
Table C35. The modelling error of test case BC5 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 63.74 65.02 62.50 57.52 50.40 63.41 66.50 
Average Error (%) 61.30 
      
Table C36. The modelling error of test case BC6 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 65.95 60.09 54.31 48.37 44.55 57.79 71.15 
Average Error (%) 57.46 
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Table C37. The modelling error of test case BC7 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 72.65 60.84 50.81 53.13 40.07 60.24 72.75 
Average Error (%) 58.64 
      
Table C38. The modelling error of test case BC8 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 73.10 62.62 49.86 45.43 59.91 59.59 77.36 
Average Error (%) 61.13 
      
Table C39. The modelling error of test case BC9 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 75.41 70.50 62.97 50.97 37.74 53.85 81.36 
Average Error (%) 61.83 
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Figure C41. Comparison of the experimental and modelling temperature data of test case BC1. Measured 
at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C42. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C43. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C44. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C45. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C46. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C47. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C48. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Figure C49. Comparison of the experimental and modelling temperature data of the test case 1. 
Measured at position: (a) S1. (b) S2. (c) S3. (d) S4. (e) S5. (f) S6. (g) S7. 
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Table C41. The modelling error of test case BC1 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.14 0.18 0.15 0.16 0.18 0.14 0.10 
Average Error (%) 0.15 
      
Table C42. The modelling error of test case BC2 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.16 0.12 0.14 0.12 0.12 0.15 0.19 
Average Error (%) 0.14 
      
Table C43. The modelling error of test case BC3 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.05 0.01 0.03 0.01 0.01 0.05 0.09 
Average Error (%) 0.04 
      
Table C44. The modelling error of test case BC4 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.12 0.16 0.14 0.19 0.17 0.13 0.09 
Average Error (%) 0.14 
      
Table C45. The modelling error of test case BC5 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.00 0.04 0.02 0.05 0.05 0.02 0.04 
Average Error (%) 0.03 
      
Table C46. The modelling error of test case BC6 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.26 0.30 0.28 0.30 0.31 0.26 0.21 
Average Error (%) 0.28 
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Table C47. The modelling error of test case BC7 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.01 0.02 0.00 0.03 0.03 0.00 0.05 
Average Error (%) 0.02 
      
Table C48. The modelling error of test case BC8 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.13 0.17 0.15 0.17 0.17 0.13 0.09 
Average Error (%) 0.14 
      
Table C49. The modelling error of test case BC9 
Position S1 S2 S3 S4 S5 S6 S7 
Error (%) 0.15 0.19 0.18 0.22 0.21 0.17 0.13 
Average Error (%) 0.18 
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Appendix D 
Appendix D1 
Table D1. The model setting for test case 2. 
Model Setting 
Gravity -9.81 m/s2 in y-direction 
Turbulence RNG k-𝜀 turbulence model 
Wall Treatment Scalable Wall Function 
Air Supply Inlet Air Flow Rate: 360 L/s 
 Temperature: 18.78 ℃ 
 Relative Humidity 52.23% 
Air Return Outlet Relative Pressure: 0 kPa 
Infrared Heat Lamp Heat Flux 
(On the back surface of the  
thermal manikin) 
5 W 
Discretization Schemes Gradient Least Square Cell Based 
 Pressure SIMPLE 
 Momentum First Order Upwind 
 Turbulent Kinetic Energy First Order Upwind 
 Turbulent Dissipation Rate First Order Upwind 
 Species First Order Upwind 
 Energy First Order Upwind 
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Appendix D2 
The solution convergence of comfort modelling for test case 2 was recorded based on monitor points 
with the coordinates shown in Table D21. The convergence for both domain and occupant level comfort 
modelling is summarised in Table D22 and D23.  
Table D21. The coordinates of monitor points. 
Monitor Number x y z 
1 1.5 0.5 1.3 
2 1.5 2 1.3 
3 4.1 0.5 1.3 
4 4.1 2 1.3 
5 0.5 0.5 0 
6 0.5 2.1 0 
7 2.815 0.5 0 
8 2.815 2.1 0 
9 5.13 0.5 0 
10 5.13 2.1 0 
11 2.815 1.3 0 
Table D22. The evaluation of the convergence of the domain-level comfort modelling for test case 2. 
 
Velocity (m/s) Temperature (K) Mass Fraction of H2O 
𝑒𝑟𝑟𝑔𝑐𝑜𝑛 1.84E-06 0 0 
%𝑒𝑟𝑟𝑔𝑐𝑜𝑛 1.26E-07 0 0 
𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 2.98E-08 0 0 
%𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 1.90E-10 0 0 
Mass Imbalance (%) Energy Imbalance (%) 
0 0 
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Table D23. The evaluation of the convergence of the occupant-level comfort modelling for test case 2. 
 
Velocity (m/s) Temperature (K) Mass Fraction of H2O 𝑇𝑠𝑘,𝑚𝑎𝑛𝑖𝑘𝑖𝑛 
𝑒𝑟𝑟𝑔𝑐𝑜𝑛 8.17E-06 0 0 0.000122 
%𝑒𝑟𝑟𝑔𝑐𝑜𝑛 0.005 0 0 3.98E-05 
𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 3.11E-06 0 0 2.80E-05 
%𝑒𝑟𝑟𝑐𝑜𝑛,𝑖 0.004 0 0 9.07E-06 
Mass Imbalance (%) Energy Imbalance (%)  
1.40E-06 0  
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Appendix D3 
The mesh independence of the comfort modelling for test case 2 has been studied based on the refined 
and coarsen meshes of the original domain level CFD model. Table D31 shows the number of cells that 
are used for each model and Table D32 compares the velocity data extracted from the monitors of the 
current mesh to the coarse and fine meshes. The velocity differences of both domain and occupant level 
CFD model are less than 0.01 m/s. Thus, the models are judged as mesh independent.   
Table D31. Number of cells of the mesh independence test cases for test case 2. 
Case Gcoarse Gorigin Gfine 
  Domain Level Occupant Level  
Number of Cells 209,496 280,370 630,310 400,680 
Table D32. The assessment of mesh independence for test case 2. 
 Domain Level Occupant Level 
 
Gcoarse Gfine Gcoarse Gfine 
Percentage Difference (%) 7.4 2 11.8 2 
Average Difference (m/s) 0.004443 0.001322 0.007089 0.001324 
Table D33 shows the dimensionless wall distance, y+ and y*, for the thermal manikin of test case 1 for 
different grid density. 
Table D33. The dimensionless wall distance, y+ and y*, over thermal manikin for test case 2. 
 Case 
Parameter Gcoarse Gorigin Gfine 
Average y+ 10.4 7.6 9.55 
Maximum Value 31 31.3 30.7 
Minimum Value 1.16 0.6 2.4 
Average y* 11.73 11.22 11.46 
Maximum Value 20.18 12.64 15.92 
Minimum Value 11.225 11.225 11.225 
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Table 3.4 shows the modelling skin temperature of the thermal manikin for test case 2 for different 
mesh densities. The temperature variation after refining and coarsening the mesh is neglible and 
indicates the prediction of skin temperature is mesh independent.  
Table D34. The modelling skin temperature for test case 2 for different mesh densities. 
 Case 
Body Part Gcoarse Gorigin Gfine 
 Temperature (K) 
Face 306.8 305 305.8 
Head 307 307.6 307.5 
Left Arm 304.8 304.7 304.8 
Right Arm 302.7 305.1 305.1 
Left Hand 303.5 301.8 301.6 
Right Hand 304 303.6 303 
Back 308.7 308.9 308.9 
Chest 306.5 306.7 305.3 
Pelvis 307.2 307 307 
Thigh 307.5 307.2 307.3 
Shin 304 305.1 306 
Feet 307.1 306.2 307 
Average Skin Temperature  305.8 305.7 305.7 
 
