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We present a general linear parameterization scheme for the QCD Landau free energy in the vicinity of the
critical point of chiral phase transition in the µ-T plane. Based on the parametric free energy, we show that,
due to the finite size effects, the regions of fluctuations of the order parameter (i.e. the σ field) are broadened,
and the discontinuities of the first order phase transition are smoothed. Meanwhile, the kurtosis of the σ field
is universally negative around the critical point. Using the Fokker-Plank equation, we derive the dynamical
corrections to the free energy. The dynamical cumulants of the σ field on the freeze-out line, record earlier
information in the first order phase transition region as compared to the crossover region. The typical behavior
of dynamical cumulants can be understood from the equilibrium cumulants by considering the memory effects.
Keywords:
I. INTRODUCTION
The QCD phase structure has been of intensive theoretical and experimental interest for decades [1–4]. In various extreme
conditions, the QCD matter could exist as quark-gluon plasma (QGP), hadronic resonance gas (HRG), or color superconductor,
etc. A conjecture for the phase diagram in the µ-T plane is summarized in [5]. Of great interest is the chiral phase transition (χPT)
between the hot QGP phase and the HRG phase [6–8]. For small baryon chemical potential, µB, lattice simulations show that the
transition is a broad crossover [9–12]. For large µB, the sign problem of lattice QCD prevents full ab initio simulations. Hence,
the information about the order of the phase transition can only be obtained through effective models, like the Nambu-Jona-
Lasinio model [13, 14] and quark-meson model [15], or non-perturbative methods like Functional Renormalization Group [16]
and Dyson-Schwinger equation [17]. These models show that the transition is of first order for large µB. These phenomenological
analysis predict the existence of a chiral critical point.
In the vicinity of the critical point, the correlation length of the σ field is largely increased, leading to intense fluctuations of
the net proton production according to perturbation theory [18]. The related observables are presently measured by the STAR
collaboration at the Relativistic Heavy Ion Collider (RHIC) [19, 20]. However, these current experimental data can not even
qualitatively be explained by theoretical calculations [21–23], due to the complexities of a realistic dynamical modeling of the
experimental situation [24–29]. A main component of the dynamical modeling is the parameterization of the QCD free energy
or the equation of state near the QCD critical point.
As the critical behaviors of the σ field fall into the same universality class as the 3D Ising model [30], one can obtain the
parametric equation of state by mapping the QCD parameters (µ,T ) onto the Ising variables (r, h) [31–34]. Combined with the
dynamical evolution function, there are various interesting dynamical effects presented, like memory effects [22] and universal
off-equilibrium scaling behaviors [32, 35]. However, the exact mapping from (µ,T ) to (r, h) is still unknown, which leads to
large uncertainties in the static and dynamical study. Also, the parametric equation of state is obtained in the thermodynamic
limit [36–38], which may not be applicable to the RHIC physics with a finite size [39, 40].
In the present paper, we develop a general linear parametric scheme for the QCD Landau free energy in the vicinity of
the critical point, by comparing with the free energy of the Ising model. The method can include finite size effects naturally.
Using the parametric free energy, we study the finite size effects and the equilibrium cumulants of the σ field. The dynamical
corrections to the free energy and the cumulants are evaluated by employing the Fokker-Plank equation.
Let us point out that for a finite size system, the discontinuities of the first order phase transition (FOPT) are smoothed,
and the distribution of the σ field is broadened. Consequently, the kurtosis of the σ field is universally negative, both on the
crossover side and on the FOPT side. For the dynamical evolution, the cumulants record earlier information in the FOPT region,
as compared to the crossover region.
The article is structured as follows. In section II, we develop the Ising mapping of the QCD Landau free energy. The linear
parameterization of the free energy is realized. In section III, the dynamical free energy is obtained through the Fokker-Plank
equation. The static finite size effects are discussed in section IV and the dynamical cumulants are evaluated in section V.
Finally, we give more discussions.
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2FIG. 1: A sketch of the QCD phase diagram. The colored 4 parts (I-IV) are sorted according to the sign of η1 and η2. The
dash-dotted lines determined by ∆ = 0, are the boundary of the coexistence of two minima.
II. ISING PARAMETERIZATION
According to the Landau theory of phase transitions, the free energy in the critical region is supposed to be analytic and obey
the symmetry of the Hamiltonian. The Landau free energy density of the χPT [41, 42] can be written in terms of the σ field as
Ω[σ] = α1(µ,T )σ +
α2(µ,T )
2
σ2 +
α3(µ,T )
3
σ3 +
α4(µ,T )
4
σ4, (1)
with the Taylor expansion of the σ done up to the fourth order. The constant term is omitted here because it is irrelevant to the
structure of the QCD phase diagram. A zero-momentum mode approximation of the σ field is assumed. The distribution of the
critical fluctuations is described by the probability function P[σ] ∝ exp{−Ω[σ]V/T } [18], where V is the volume of the system.
In the chiral limit, α1 = α3 = 0 [43], while for the physical world, a finite term, α1σ, is introduced to handle the explicit chiral
symmetry breaking of the quark masses. The cubic term, α3σ3, emerges only after the renormalization contributed from the
high-momentum modes of the σ field. The coefficient of the quartic term, α4, is supposed to be positive, in order to sustain the
stability of the system.
In the thermodynamic limit (V → ∞), the phase structure is fully determined by the global minimum of the free energy (1).
The information on the χPT is presented by performing a translation transformation for the sigma field, σ = σ˜ + σc, with
σc(µ,T ) = − α3(µ,T )3α4(µ,T ) . (2)
Consequently, the cubic term in eq. (1) can be eliminated, and we obtain the translated free energy density
Ω[σ˜] = η1 (µ,T ) σ˜ +
1
2
η2 (µ,T ) σ˜2 +
1
4
η4 (µ,T ) σ˜4, (3)
which has exactly the same form as the free energy density of the Ising model. The redefined coefficients, ηi, can be expressed
as functions of the original coefficients αi and the shift σc by
η1 = α1 + α2σc − 2α4σ3c , (4)
η2 = α2 − 3α4σ2c , (5)
η4 = α4. (6)
Now the σ˜ field has become an effective order parameter, which behaves just like the spin density in the Ising model. With
the translated free energy, we can divide the phase spaces in the µ-T plane into four parts, according to the sign of η1 and η2. As
shown in Fig. 1, on the phase transition line, η1 = 0, the sign of η2 determines the order of the phase transition. In regions II and
IV, η2 < 0, two minima coexist in the coexistence region, which is determined by ∆ ≡ ( η12η4 )2 + (
η2
3η4
)3 < 0. The physical vacuum
is the lower one, which is the typical character of the FOPT. On the other part of the µ-T plane, ∆ > 0, only one minimum exists,
3and the system undergoes a continuous phase transition (crossover) as η1 crosses its zero point. The sign of η1 determines the
location of the global minimum. In general, in the upper regions I and II, with η1 > 0, the global minimum is at σ˜ < 0 (i.e.
σ < σc); while in the lower regions III and IV, with η1 < 0, the global minimum is at σ˜ > 0 (i.e. σ > σc). At the critical point
(µc,Tc), both η1 and η2 vanish.
To parameterize the coefficients in Ω[σ˜] linearly in the µ-T plane, it is convenient to define two unit vectors b = (bµ, bT )
and b′ = (b′µ, b′T ). The vector b is parallel to the tangent of the phase transition curve at the critical point. Note that b and
b′ are not necessarily orthogonal. The angle between them should be determined by experiment. Around the critical point, by
projecting the vector (µ − µc,T − Tc) onto the perpendicular vector of b and that of b′, respectively, the coefficients are linearly
parameterized as:
η1(µ,T ) = d1[bT (µ − µc) − bµ (T − Tc)], (7)
η2(µ,T ) = d2[−b′T (µ − µc) + b′µ (T − Tc)], (8)
η4(µ,T ) = d4. (9)
With these projections, the sign of η1 and η2 in the different regions (I-IV) can be correctly expressed by constraining all the
constants to di > 0 (i = 1, 2, 4). Along the phase transition curve, η1(µ,T ) = 0, the correlation length is ξ = η
−1/2
2 , which diverges
at the critical point, and is finite on both the FOPT side and the crossover side [3]. In the critical region, the variable σc(µ,T )
is parameterized as a constant, σc(µ,T ) = σc(µc,Tc), with the zeroth order approximation. Then, the original free energy Ω[σ]
(eq.(1)) can also be linearly parameterized, through the relations (2) and (4)-(6).
In the current Ising parameterization of the QCD free energy, the coefficients η1 and η2 in the translated free energy (3)
correspond exactly to the Ising variables h and r, respectively. The parameterization used here is universal. Hence, it can also
be applied to the (hadronic) gas-liquid phase transition [44, 45] or to other similar scenarios, by replacing the σ field with the
corresponding order parameter. Moreover, it can be generalized to finite size systems (see the section ‘finite size effects’).
Through the transformation of eq. (1) to eq. (3), we present the connection between the QCD free energy and the Ising free
energy. Different from the former approaches on the QCD equation of state [31–34], we provide a new parametric approach on
the QCD free energy. Within linear approximation, it makes the direct mapping from the curved QCD phase transition lines in
µ-T plane to the Ising phase transition lines in the r-h plane.
Through the transformation of eq. (1) to eq. (3), we present the similarity between the QCD free energy and the Ising free
energy. It provides a new mapping method different from the former ones based on the QCD equation of state [31–34]. The
new mapping is rather direct. It makes the mapping from the curved QCD phase transition lines in µ-T plane to the Ising phase
transition in the r-h plane within linear approximation.
III. DYNAMICAL FREE ENERGY
With the parameterized equilibrium free energy, we now develop the dynamical equations. The Fokker-Plank equation for the
dynamical probability distribution (denoted by P[σ; t]) of the σ field is [22]
∂tP[σ; t] = − 1m2στeff
∂σ {∂σ (Ω[σ; t] −Ω0[σ]) P[σ; t]} . (10)
Here, Ω[σ; t] ≡ − TV lnP[Ω; t] is the dynamical free energy density. Ω0 [σ] is the equilibrium free energy density at (µ(t),T (t)) (see
eq. (1)). The parameter τeff is the effective relaxation rate. mσ is the equilibrium mass of the σ field, defined as m2σ =
d2Ω0[σ]
dσ2
∣∣∣
σ=σ0
,
where σ0 is the global minimum of Ω0[σ]. The following calculation assumes that, the dependence of the relaxation rate τeff on
the equilibrium correlation length ξeq(µ,T ) = m−1σ satisfies τeff = τrel(
ξeq
ξini
)z [22]. Here τrel and ξini are the initial relaxation rate
and the initial equilibrium correlation length, respectively. The value z = 3 is given by the dynamical critical exponent of Model
H [46, 47].
The evolution equation of Ω[σ; t] is obtained from eq. (10),
∂tΩ[σ; t] = Ω[σ; t]∂t
(
ln
V
T
)
+
T
V
∂2σ (Ω[σ; t] −Ω0[σ])
m2στeff
−∂σ (Ω[σ; t] −Ω0[σ]) ∂σΩ[σ; t]
m2στeff
. (11)
4FIG. 2: The cumulants of the σ field are shown with respect to the temperature, for different volumes. The chemical potential is
fixed at µ = 250 MeV.
Denoting Ω[σ; t] =
∑
i αi(t)σi/i, the evolution of each coefficient αi becomes,
dαi(t)
dt
= αi(t)∂t
(
ln
T
V
)
+
i(i + 1)T
V
[αi+2(t) − α0i+2]
m2στeff
−
i∑
j=0
iαi− j+1(t)[α j+1(t) − α0j+1]
m2στeff
. (12)
Here α0i is the coefficient of Ω0[σ]. The terms, σ
i, with power i > 4 emerge automatically during the time evolution from the
above coupled equations. As before, the free energy is cut at the order i = 4, assuming that the contributions from higher power
terms are negligible.
IV. FINITE SIZE EFFECTS
The discussion of the free energy density (1) is based on the assumption of the thermodynamic limit. In reality, the size of
the heavy ion system is finite. This has a direct influence on the renormalization process. Consequently, the coefficients αi
in eq. (1) depend on the volume [48]. Hereafter, we will not focus in detail on these finite size corrections to the free energy
density. Rather, we point out that the parameters µc, Tc, d1, d2, d4, bµ(bT ), b′µ(b′T ), and σc are volume dependent. The numerical
calculations, are done for the following parameters: (µc,Tc) = (240, 170) MeV, d1 = 3 × 104 MeV2, d2 = 400 MeV, d4 = 15,
σc = 50 MeV, b′T = −bµ = 0.99, and b′µ = bT = (1 − b2µ)1/2. Here, b ⊥ b′ is set for simplicity. The values of these parameters
are estimated so that the cumulants are κn ∼ 10n MeVn.
Even without considering its effects on the free energy density, the finite volume can still influence the fluctuations of the σ
field through the probability function P[σ] ∝ exp{−Ω[σ]V/T}. Fig. 2 shows the cumulants 1 of the σ field with respect to the
temperature for different volumes. For a large enough volume (say 105fm3), the width of the σ field’s distribution is suppressed,
and the σ field locates only at the global minimum. While for a smaller system, the equivalent ‘temperature’ T˜ ≡ T/V is
increased, which leads to a larger variance κ2 for the distribution of the σ field. The expectation value of the order parameter,
κ1 = 〈σ〉, deviates from the global minimum of the free energy. It becomes smooth even for the FOPT, as the σ field occupies
the two minima simultaneously around the phase transition temperature. Similar finite-size rounding effect of a FOPT can also
be found in Ref. [40, 49, 50]. For a small system, the perturbation theory around the global minimum [18, 51, 52] does not work
well anymore.
Fig. 3 presents the contours of the cumulants in the η1-η2 plane for V = 103 fm3, which confirm again large cumulants (κ2-κ4)
in the FOPT region. Similar to [18], κ3 changes its sign after crossing the phase transition line. On the other hand, the kurtosis
(κ4/κ22) is generally negative around the critical point. This is due to the fact that, both the two-peak shape and the intermediate
shape between Gaussian and two-peak shape are broader than the Gaussian [34], as long as the system is near the phase transition
temperature. This negative kurtosis is in striking contrast to the results in the thermodynamic limit. There, the kurtosis is negative
only in the crossover region (the line of the change of the sign is marked by the dashed purple line in subfigure κ4), as only the
global minimum is occupied in the FOPT region [34].
1 The cumulants of the σ field are defined as κ1 = µ1, κ2 = µ2 − µ12, κ3 = µ3 − 3µ2µ1 + 2µ13, and κ4 = µ4 − 4µ3µ1 − 3µ22 + 12µ2µ12 − 6µ14, with the moments
µn = 〈σn〉 =
∫
dσσnP[σ]
/ ∫
dσP[σ].
5FIG. 3: The cumulants are shown in the η1-η2 plane, for V = 103fm3. The colors, red and blue, refer to negative and positive
cumulants, respectively. The magnitudes of the cumulants are larger with deeper colors. In the subfigure κ4, the place where the
kurtosis changes its sign is represented by the dotted blue line , while in the thermodynamic limit, it is the dashed purple line.
The lower r.h.s. subfigure, shows the contour plot of µ and T . η1 = 0 is the phase transition line. The blue and red solid lines
are the starting and freeze-out line for the evolution along fixed chemical potential shown in Fig. 5. The evolution direction is
marked by arrows. The equilibrium κ1 on the dashed red (green, blue) line equals to the dynamical κ1 on the freeze-out line
with relaxation rate τrel = 0.05 fm (0.1 fm, 0.2 fm).
V. DYNAMICAL CUMULANTS
The evolution equation (12) is employed to study the dynamical cumulants. Along the trajectory, both the chemical potential
and the volume are supposed to be fixed [53]. The evolution of the temperature satisfies T (t) = Tini
(
t+tref
tref
)−λ
, where Tini is the
initial temperature, tref = 10 fm is the reference time and λ = 0.45 [22]. In Fig. 4, we plot the evolution of the cumulants for
different relaxation rates, starting from the initial temperature Tini = 185 MeV. The memory effect shown in Fig. 4 is similar
for all chemical potentials around µc. The peaks and dips of the cumulants are suppressed during the evolution with increasing
relaxation rate. Fig. 5 shows the dynamical cumulants with respect to the chemical potential. The initial and the freeze-out
temperature are supposed to be about 5.05 MeV above and 3.37 MeV below the phase transition temperature, respectively (i.e.
η1 = 1.5 × 105 MeV3 for the initial state and η1 = −1.0 × 105 MeV3 for the final state, see the lower r.h.s. subfigure in Fig. 3).
For different relaxation rates, the dynamical cumulants on the FOPT side significantly deviate from the equilibrium cumulants,
and present rich structures. Especially, for τrel = 0.2 fm, the change of sign for κ3 and the presence of non-monotonic behavior
for κ4 compared to equilibrium ones are suggestive for the understanding of the STAR data [20].
The dynamical behavior of the cumulants can be understood from the equilibrium cumulants by considering the memory
effects. Let us define an effective temperature where the equilibrium expectation of the sigma field, κ1, equals to the dynamical
κ1 on the freeze-out line. The effective temperature lines for different relaxation rates are shown in the lower r.h.s. subfigure
of Fig. 3. The equilibrium cumulants κ2-κ4 on the effective temperature lines, approximately reflect the sign of the dynamical
cumulants in Fig. 5. Specifically, for κ3, when the relaxation rate is large, say τrel = 0.2 fm, the effective temperature in the
crossover region is basically below the phase transition line (η1 < 0), while in the FOPT region, it is still above the phase
transition line (η1 > 0), leading to a positive dynamical κ3. For κ4, when τrel = 0.1 fm, the effective temperature falls into the
negative kurtosis region; when τrel = 0.2 fm (τrel = 0.05 fm), the effective temperature line crosses the right (left) sign-change
line of the kurtosis. In general, the memory effect in the FOPT region is more significant than that in the crossover region (i.e.
6FIG. 4: The dynamical cumulants with respect to the temperature, for different relaxation rates. Here µ = 250 MeV and
V = 103 fm3.
FIG. 5: The dynamical cumulants with respect to the chemical potential on the freeze-out line, for different relaxation rates.
the cumulants record earlier information). This is due to the barrier in the free energy in the FOPT region.
VI. DISCUSSION
Now we compare our method with the former studies on the dynamical cumulants in [22, 51, 52]. In [22], the dynamical
evolution of cumulants are derived from the Fokker-Plank equation. The parametric QCD equation of state near the QCD critical
point in the thermodynamic limit is taken as input. However, the mapping from Ising variables (r, h) to the QCD variables (T, µ)
is not clear, as pointed out in their paper. The advantage of this method is that it contains the quantum fluctuation correction to
the critical indexes. However, the method can not be extended directly to the FOPT region when the finite size effect becomes
significant. In [51, 52], the dynamical evolution of high order cumulants are studied based on event-by-event simulations of
Langevin equation. The effective potential of σ is obtained by evaluating the linear sigma model. It takes account of the
7fluctuation effect (long wavelength modes) in the real space. However, the critical point in the model depends on the number
of flavors of the quarks and the coupling strength of the interaction, and locates in the hadron resonance gas region, below the
statistical freeze-out line.
In our calculations, the Ising mapping is built between the QCD free energy and Ising free energy by using their similarities.
The dynamical free energy is derived from the Fokker-Plank equation. The corresponding dynamical cumulants are calculated
based on the dynamical free energy. In this paper, we use the zero mode approximation, which is intrinsic a mean field approxi-
mation. The nonzero modes can be further taken into account if we employ the Ginzburg-Landau free energy. Thus the mapping
is compatible with Langevin equation. This method can be easily extended to finite size system, and is also applicable in the
FOPT region. Furthermore, the mapping is model independent and the parameterization of free energy is universal within the
3D Ising model universality class.
In summary, we have provided a new parametric approach to the QCD free energy near the critical point by comparing it to
the Ising model. The parameterization can be applied in all phase transitions within the same universality class. The volume
of the system significantly influences the fluctuations of the σ field. A small volume smoothes the discontinuities in the FOPT
region. In addition, compared to the crossover region, the cumulants in the first order phase transition region are enhanced, due
to the broadening of σ’s distribution. The kurtosis is generally negative around the critical point. We also study the dynamical
evolution of the free energy and the related cumulants. We find that earlier information about the cumulants are recorded in the
FOPT region, rather than in the crossover region. The sign of the dynamical cumulants are reflected in general by the equilibrium
cumulants, after considering the memory effects.
Note that the current parameterization of the QCD free energy is linear, it works in the region close to the critical point. In
a wider region, higher order expansions of (µ, T) should be taken into account. The parametric free energy and its dynamical
evolution can be easily employed in a realistic dynamical model (like chiral hydrodynamics[25–28] or Hydro+[29]) in RHIC,
with tunable location of the critical point and controllable range of the critical region as input. The realistic dynamical modeling
with this parametric QCD free energy will be done in future studies.
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