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The comedian COM(X, Y ) of random variables X, Y is a median based robust
alternative to the covariance of X of Y. For the bivariate normal case it is known
that COM(X, Y ), standardized by the median absolute deviations of X and Y, is a
symmetric, strictly increasing and continuous function of the correlation coefficient
\ with range [&1, 1] and can therefore serve as a robust alternative to \. We show
that this result, which is not true in general, extends to elliptical distributions even
in the case where moments of X, Y do not exist.  1998 Academic Press
AMS 1991 subject classifications: primary, 62H20; secondary, 62F35.
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1. INTRODUCTION
The most popular robust alternative to the expectation E(X) of a ran-
dom variable (rv) X as a measure of location is the median med(X ), which
satisfies P[Xmed(X)]12P[Xmed(X )]. The median is not uniquely
determined, but med(X )=F&1(12) is a possible choice, where
F&1(q) :=inf[t # R : F(t)q], q # (0, 1),
is the generalized inverse of the distribution function (df) F of X. The
median is obviously scale and location equivariant, precisely we have
med(aX+b)=a med(X)+b (1.1)
for arbitrary a, b # R. Our approach towards robustness relies on the data
based concept of breakdown points (Rousseeuw and Leroy (1987)) i.e., the
least proportion of observations in a data set that must be replaced in
order to make the statistic unbounded.
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A widely accepted robust alternative to the standard deviation _X :=
E((X&E(X))2)12 as a measure of scale is the median absolute deviation
from the median (MAD)
MAD(X) :=med( |X&med(X )| ), (1.2)
which goes back to Hampel (1974), who showed it to be an M-estimate of
scale. For a discussion of the MAD and of various competitors we refer to
Rousseeuw and Croux (1993). The MAD, which has highest possible
breakdown point 12, is by (1.1) obviously location invariant and scale
equivariant, precisely,
MAD(aX+b)=|a| MAD(X ) (1.3)
for arbitrary a, b # R.
Let now Y be another rv on the real line. The usual measure of
covariance between X and Y is of course
COV(X, Y ) :=E((X&E(X ))(Y&E(Y ))),
if it exists. A median based and therefore highly robust alternative measure
of covariance is the comedian of X and Y, defined by
COM(X, Y) :=med((X&med(X ))(Y&med(Y))). (1.4)
The comedian, which always exists, is symmetric, location invariant and
scale equivariant
COM(X, aY+b)=a COM(X, Y )=a COM(Y, X ). (1.5)
It satisfies
COM(X, Y)=0, if X and Y are independent (1.6)
COM(X, Y)=a MAD(X )2, if Y=aX+b almost surely; (1.7)
see Falk (1997) for the derivation of these elementary properties and for
various limit results for sample versions of the comedian. In particular in
view of (1.7), which parallels with a=1 the equality COV(X, X)=_2X , one
might consider the comedian to be a natural bivariate extension of the
MAD.
By the preceding properties of COM and MAD, a robust alternative to
the usual correlation coefficient
\ :=\(X, Y ) :=
COV(X, Y )
_X _Y
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is the correlation median
$ :=$(X, Y ) :=
COM(X, Y )
MAD(X ) MAD(Y)
. (1.8)
It is obviously location and scale invariant, symmetric, vanishes in the case
of independence and equals 1 or &1 in the case of complete dependence
i.e.,
$(X, aY+b)=sign(a) $(X, Y ),
$(X, Y )=0, if X and Y are independent, (1.9)
$(X, Y )=sign(a), if Y=aX+b almost surely.
In the case, where (X, Y) is bivariate normal with correlation coefficient \,
it turns out in particular that $ is a strictly monotone, symmetric and con-
tinuously differentiable function of \ with values in [&1, 1], i.e.,
$=$(\) : [&1, 1]  [&1, 1], $(&1)=&1, $(0)=0, $(1)=1,
$(&\)=&$(\), $(\1)<$(\2) if \1<\2 . (1.10)
see Falk (1997), Section 2, for details.
Hence, in the bivariate normal case there is a smooth one-to-one corre-
spondence between the correlation coefficient \ and the correlation median
$. A sample version of $ can therefore serve as a robust alternative to the
highly sensitive empirical correlation coefficient. On the other hand, one
can easily find examples of bivariate random vectors (X, Y) such that $>1,
in which case $ is hard to interpret.
The question, therefore, naturally arises, for which families of bivariate
distributions (1.10) is still true, in which case the correlation median is a
natural competitor of the correlation coefficient. In the present paper we
will show that (1.10) is true for elliptical distributions, even in the case,
where the first and second moments of X, Y do not exist.
2. ELLIPTICAL DISTRIBUTIONS
The past decades have provided an ever increasing amount of research
of properties and applications of elliptically contoured distributions as
generalizations of multivariate normals. Excellent reviews and systematic
treatments are Chmielewski (1981), Cambanis et al. (1981) and the
monograph by Fang et al. (1990). For easier reference we list several
properties of elliptical distributions, which we will need in the following. By
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A$ we denote the usual transpose of a matrix A and by |A| the determinant
of A, if it is defined.
Definition 2.1. Let h : [0, )  [0, ) be an integrable function,
+=(+1 , ..., +d)$ # Rd and S a positive definite d_d-matrix. The distribution
P=Ph(+, S) on Rd with density
f (x)=
1
c |S|12
h((x&+)$ S &1(x&+)), x # Rd,
where
c :=|
Rd
h(x$x) dx=
?d2
1(d2) |

0
t d2&1h(t) dt
is called elliptical with parameters + and S.
The multivariate normal distribution is, for example, obviously elliptical
with h(t)=exp(&t2), t # R. The class of mixtures of normal distributions
is a subclass of that of elliptical distributions as well as the class of
spherically symmetric distributions, see Section 2.2.3 of Fang et al. (1990).
Suppose that the random vector X=(X1 , ..., Xd)$ has an elliptical
distribution Ph(+, S). Since the pertaining density is obviously symmetric
with respect to + i.e., f (++x)= f (+&x), x # R, the vector of marginal
medians med(X )=(med(X i))di=1 equals +. Equally, E(X )=+ if the first
marginal moments exist, which is true if 0 t
(d&1)2h(t) dt<.
If we assume in addition that the second marginal moments of X exist,
which is true if 0 t
d2h(t) dt<, then the matrix S is a multiple of the
covariance matrix 7=(_ij) of X. This is the content of the following
remark.
Remark 2.2. Suppose that the random vector X has an elliptical
distribution Ph(+, S) such that 0 t
d2h(t) dt<. Then
:=const S,
where
const=
Rd x
2
1h(x$x) dx
Rd h(x$x) dx
=
1
d
0 t
d2h(t) dt
0 t
d2&1 h(t) dt
.
Proof. Denote by S12=(*ij) the usual symmetric root of S, i.e., S 12 is
symmetric and satisfies S 12S&1S12=Id , which is the identity matrix of
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order d. Denote by ?i (x) :=xi the projection of x onto its i th coordinate.
Then we have
(_ij)=\| (x i&+ i)(x j&+j) f (x) dx+=\| xi xj f (x++) dx+
=\ 1c |S | 12 | x i xj h(x$S&1x) dx+
=\1c | ?i (S 12x) ?j(S 12x) h((S 12x)$ S &1(S 12x)) dx+
=\1c | \ :
d
k=1
*ikxk+\ :
d
k=1
*jk xk+ h(x$x) dx+
=\1c | :
d
k=1
* ikx2k*kj h(x$x) dx+
=
 x21h(x$x) dx
c \ :
d
k=1
*ik*kj+
=const S12S 12=const S. K
A major advantage of the correlation median $ in (1.8) is that it always
exists, even when second moments do not. An elliptical distribution as
given in Definition 2.1, however, enables the definition of a coefficient of
correlation even in the case, where the usual one is not defined. Suppose
that the random vector X=(X1 , ..., Xd)$ has an elliptical distribution
Ph(+, S) with positive definite d_d-matrix S=(sij). Then we define the
correlation matrix of X by
2(X ) :=2 :=(\ij) :=\ sijs12ii s12jj + , (2.1)
which coincides by Remark 2.2 with the usual correlation matrix of X, if it
exists.
Note that the positive definiteness of the matrix S implies that sii>0 for
each i and that 2 is a positive definite d_d-matrix as well, with entries
\ij # [&1, 1]. View S simply as the covariance matrix of a d-dimensional
normally distributed random vector, in which case 2 is the pertaining
correlation matrix in the usual sense.
We will see in Corollary 3.3 that the correlation median automatically
adapts to the above definition of 2 with a strictly monotone and
continuous relation between \ij and $ij , and the particular implication
$ij=0 if \ij=0. In this sense, the correlation median helps to interpret in
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particular the significance of correlation in Definition (2.1) in the case,
where the usual coefficient of correlation does not exist.
Consider for example the 3_3-diagonal matrix
s11 0
S :=\ s22 +0 s33
with sii>0 and put h(t) :=1(1+t)2, t0. Then the vector (X1 , X2 , X3)
with density f (x)=?&2(s11s22s33)&12 h(x$S &1x)=?&2(s11s22s33)&12 (1+
x21 s11+x
2
2 s22+x
2
3 s
2
33)
2, x=(x1 , x2 , x3)$ # R3, has a symmetric Cauchy
distribution in R3. Each Xi follows a standard Cauchy distribution on R
and has, therefore, no finite first moment; see Feller (1971, p. 71) for
details. In the sense of Definition (2.1), however, the Xi are pairwise
uncorrelated and have by Corollary 3.3(iv) correlation medians equal to
zero as well. The correlation median reflects, therefore, the dependence
structure of the components of the vector X indicated by the shape of the
matrix S.
Suppose again that X has distribution Ph(+, S) and denote by
s&1211 0
X :=\Xi&+is12ii +=\ . . . + (X&+) (2.2)0 s&12dd
the standardized version of X, i.e., med(X )=0 and 2(X )=2 as given in
(2.1). This follows from the density transformation theorem, which also
implies that X has the distribution Ph(0, 2).
Denote again by 212 the symmetric root of 2 and by Id the identity
matrix of order d. If the random vector Z=(Z1 , ..., Zd)$ has the distribu-
tion Ph(0, Id), then, again by the density transformation theorem, the
vector
X :=212Z (2.3)
has also the distribution Ph(0, 2). In the next section we will, therefore,
assume without loss of generality that X is of the particular form
(2.3). Note that the coordinates of Z are uncorrelated in the sense of
Definition (2.1).
Finally, the distribution Ph(0, Id) of Z is spherically symmetric, i.e.,
Z =
D
TZ (2.4)
for an arbitrary orthogonal d_d-matrix T, i.e., T $=T&1. By =D we
denote equality in distribution.
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The preceding arguments, i.e., (2.2) and (2.3), show that each elliptical
distribution can be obtained from a linear transformation of a spherically
symmetric one. This approach can serve as a definition of elliptical
distributions as is done, for example, in Section 2.1 of Fang et al. (1990).
3. MAIN RESULTS
Suppose in the following that (X, Y )$ has a bivariate elliptical distribu-
tion Ph(+, S) with correlation coefficient \=s12(s11s22)12 # [&1, 1] in the
sense of Definition (2.1). By the location and scale equivariance of the
correlation median $, see (1.8) and (1.9), we have
$(X, Y)=$(X , Y ), (3.1)
where (X , Y ) is the standardized version of (X, Y ) as in (2.2), i.e., (X , Y )$
has distribution Ph(0, 2) with 2 given in (2.1). Hence med(X )=
med(Y )=0, \11=\22=1 and \12=\21=\. The following representation is
our main result. It generalizes Lemma 2.1. in Falk (1997), which was
formulated for bivariate normals to elliptical distributions. Together with
(3.1), Theorem 3.1 will imply that the properties (1.10) of the correlation
median in the normal case carry over to elliptical distributions even when
the usual coefficient of correlation does not exist.
Theorem 3.1. Suppose that (Z1 , Z2)$ has the spherically symmetric
distribution Ph(0, I2). Then we have with the preceding notation
X Y =
D
1
2 ((1+\) Z
2
1&(1&\) Z
2
2).
Proof. By (2.3) we can assume the representation
(X , Y )$=212(Z1 , Z2)$,
where 2=( 1\
\
1) and
212= 12\(1+\)
12+(1&\)12
(1+\)12&(1&\)12
(1+\)12&(1&\)12
(1+\)12+(1&\)12+ .
Consequently,
X Y =(Z1 , Z2) A(Z1 , Z2)$,
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where the 2_2-matrix A is given by
A :=
1
2 \
\
1
1
\+ .
Define now the 2_2-matrix
T :=
1
212 \
1
1
&1
1 + .
Then T is orthogonal and satisfies
T$AT=
1
2 \
\+1
0
0
\&1+ .
From (2.4) we then obtain the assertion of our theorem
X Y =(Z1 , Z2) A(Z1 , Z2)$ =D (Z1 , Z2) T$AT(Z1 , Z2)$
= 12 ((1+\) Z
2
1&(1&\) Z
2
2). K
The following consequence of Theorem 3.1 is an implication of the fact
that the polar coordinates R12 :=(Z21+Z
2
2)
12 and W :=(Z1 , Z2)$R12 of
(Z1 , Z2)$, are independent with W being uniformly distributed on the unit
sphere. Recall that c is given in Definition 2.1.
Corollary 3.2. We have
X Y =
D
R
2
(cos(?U )+\),
where R and U are independent, U is uniformly distributed on (0, 1) and R
has values in [0, ) with density
p(t)=
?
c
h(t), t0. (3.2)
Proof. By Theorem 2.3 and 2.9 in Fang et al. (1990), R12 and W
defined above are independent with W being uniformly distributed on the
unit sphere and R12 having density
q(t)=
2?
c
th(t2), t0.
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Consequently, R has the density p(t), t0, and
(R, W) =
D
(R, (cos(2?U ), sin(2?U))$),
where U is independent of R. From Theorem 3.1 we obtain, therefore, with
(Z1 , Z2)$=R12W =D R
12(cos(2?U ), sin(2?U))$
the representation
X Y =
D
1
2
((1+\) Z 21&(1&\) Z
2
2)
=
D
R
2
((1+\) cos2(2?U )&(1&\) sin2(2?U))
=
R
2
(cos2(2?U )&sin2(2?U )+\)
=
R
2
(cos(4?U )+\)
=
D
R
2
(cos(?U )+\). K
Note that in the bivariate normal case with h(t)=exp(&t2), t0, R2
is standard exponentially distributed. The preceding result extends, there-
fore, Corollary 2.1 in Falk (1997) to elliptical distributions.
An immediate consequence of Corollary 3.2 for a random vector (X, Y )$
with elliptical distribution Ph(0, S) and correlation coefficient \ is the
equation
P[XY0]=
1
?
arccos(&\), \ # [&1, 1], (3.3)
which is well known for bivariate normal distributions (Feller, 1971, p. 101;
Huber, 1981, p. 209).
Corollary 3.3. With the above notation we have for the correlation
median $=$(\) of (X, Y )
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(i) $ : [&1, 1]  [&1, 1] is continuous,
(ii) $(\1)<$(\2) if \1<\2 ,
(iii) $(&\)=&$(\),
(iv) $(0)=0, $(1)=1, $(&1)=&1.
Proof. Note that (Z1 , Z2) =D (Z2 , Z1) which implies (iii) and thus,
$(0)=0. Since the distribution function of (1+\) Z21&(1&\) Z
2
2 is
increasing with respect to \, $ is an increasing function as well. Its strict
monotonicity and thus, part (ii), can now be deduced from Corollary 3.2
and Fubini’s theorem. By (1.7) we have $(1)=MAD(Z1)2MAD(Z1)2=1
and thus, $(&1)=&1. K
The preceding result states in particular that $=$(\) is a strictly increas-
ing and continuous function of \. Hence, we have a continuous one-to-one
correspondence between $ and \, say \= g($), which enables us for exam-
ple to estimate \ consistently by
\^n :=g($ n), (3.4)
if $ n is a consistent estimate of $ such as the empirical correlation median,
see Section 3 of Falk (1997).
Corollary 3.2 together with Fubini’s theorem implies the following
representation of the density of X Y , which can serve as a basis for numeri-
cal approximation of the comedian COM(X , Y )=F&1(12), where F
denotes the df of X Y .
Corollary 3.4. If the function h is bounded and supx>0 |xh(x)|<,
then F(t) is differentiable for t{0 with derivative
f (t)={
2?
c |
1? arccos(&\)
0
h \ 2tcos(?u)+\+
1
cos(?u)+\
du,
2?
c |
1
1? arccos(&\)
h \ 2tcos(?u)+\+
&1
cos(?u)+\
du,
t>0
t<0
={
2
c |
1
&\
h \ 2tu+\+
1
(u+\)(1&u2)12
du,
2
c |
1
\
h \ 2t\&u+
1
(u&\)(1&u2)12
du,
t>0
t<0.
Note that f (t)   as t  0, if h(x) is bounded away from zero for x
near 0, as for example in the normal case with h(x)=exp(&x2), x0.
The density f of X Y has then a pole at zero.
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Proof. Corollary 3.3 together with Fubini’s theorem implies
P[X Y t]
=P[R(cos(?U )+\)2t]
=P[R(cos(?U )+\)2t, cos(?U )+\0]
+P[R(cos(?U )+\)2t, cos(?U )+\0]
={|
1? arccos(&\)
0
P {R 2tcos(?u)+\= du,
|
1
1? arccos(&\)
P {R 2tcos(?u)+\= du+P[cos(?U )+\0],
t0
t0
={|
1? arccos(&\)
0
|

2t(cos(?u)+\)
p(x) dx du,
1&|
1
1? arccos(&\)
|

2t(cos(?u)+\)
p(x) dx du,
t0
t0,
where the density p of R is defined in (3.2). The assertion now follows from
elementary analysis. K
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