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ZERO ENTROPY INTERVAL MAPS AND MMLS-MMA
PROPERTY
YUNPING JIANG
Abstract. We prove that the flow generated by any interval
map with zero topological entropy is minimally mean-attractable
(MMA) and minimally mean-L-stable (MMLS). One of the conse-
quences is that any oscillating sequence is linearly disjoint with all
flows generated by interval maps with zero topological entropy. In
particular, the Mo¨bius function is orthogonal to all flows generated
by interval maps with zero topological entropy (Sarnak’s conjecture
for interval maps). Another consequence is a non-trivial example
of a flow having the discrete spectrum.
1. Introduction
Let C and R denote the complex plane and the real line. Let N =
{1, 2, 3, · · · , n · · · } be the set of natural numbers. Suppose X is a
compact metric space with metric d(·, ·). Let C(X,C) be the space
of all continuous functions ϕ : X → C. Consider a continuous map
f : X → X . Then f generates a flow (i.e. dynamical system)
X = {fn : X → X}n∈{0}∪N
where fn means the nth iteration
f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
n
and f 0 means the idenity.
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The Mo¨bius function is the arithmetic function µ(n) : N→ {−1, 0, 1}
defined as
µ(n) =


1 if n = 1;
(−1)r if n = p1 · · · pr for r distinct prime numbers pi;
0 if p2|n for a prime number p.
Sarnak proposed a conjecture which makes a connection between num-
ber theory and ergodic theory. The conjecture can be stated as
Conjecture 1 (Sarnak [10, 11]). The Mo¨bius function is linearly dis-
joint from (i.e. orthogonal to) all flows with zero topological entropy.
The linear disjointness can be defined more generally. Suppose c =
(cn)n∈N is a sequence of complex numbers.
Definition 1 (Linear Disjointness). We say c is linearly disjoint from
X if
(1) lim
N→∞
1
N
N∑
n=1
cnϕ(f
nx) = 0
for any ϕ ∈ C(X,C) and any x ∈ X .
In order to understand Conjecture 1 in ergodic theory, we gave the
following definition in [3].
Definition 2 (Oscillating Sequence). The sequence c is said to be an
oscillating sequence if there is a constant λ > 1 such that
(2) K = lim
N→∞
1
N
N∑
n=1
|cn|λ <∞
and if
(3) lim
N→∞
1
N
N∑
n=1
cne
2πint = 0, ∀ 0 ≤ t < 1.
An important example of an oscillating sequence is the Mo¨bius se-
quence u = (µ(n))n∈N due to Davenport’s theorem [1].
Mean-L-stable flows are an important class of dynamical systems in
ergodic theory. They are defined as follows. Suppose E ⊂ N. The
upper density D(E) of E in N is
D(E) = lim sup
N→∞
#(E ∩ [1, N ])
N
.
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Definition 3 (MLS). A flow X is said to be mean-L-stable (MLS)
if for every ǫ > 0, there is a δ > 0 such that d(x, y) < δ implies
d(fnx, fny) < ǫ for all n ∈ N except a subset E of natural numbers
with upper density D(E) less than ǫ.
An example of a MLS flow is an equicontinuous flow.
Definition 4 (Equicontinuity). A flow X is said to be equicontinuous
if for every ǫ > 0, there is a δ > 0 such that d(x, y) < δ implies
d(fnx, fny) < ǫ for all n ∈ N.
We says a closed subset K ⊂ X is minimal (with respect to f) if
f(K) ⊂ K and if {fnx | n ∈ N} = K for every x ∈ K. We use K to
denote the sub-flow {(f |K)n : K → K}n∈{0}∪N. Again, for the purpose
of understanding Conjecture 1 in ergodic theory, we gave the following
definitions in [3].
Definition 5 (MMLS). We say that a flow X is minimally MLS
(MMLS) if for every minimal subset K ⊆ X , the sub-flow K is MLS.
Definition 6 (MMA). Suppose X is a flow. Suppose K ⊂ X is
minimal. We say x ∈ X is mean-attracted to K if for any ǫ > 0 there
is a point z = zǫ,x ∈ K (depending on x and ǫ) such that
(4) lim sup
N→∞
1
N
N∑
n=1
d(fnx, fnz) < ǫ.
The basin of mean-attraction of K, denoted Basin(K), is defined to be
the set of all points x which are mean-attracted to K. It is trivial that
K ⊂ Basin(K). We call X minimally mean-attractable (MMA) if
(5) X =
⋃
K
Basin(K)
where K varies among all minimal subsets of X .
Recall that a point x ∈ X is attracted to K if
lim
n→∞
d(fnx,K) = 0.
In general, this does not imply to that x is mean-attracted to K.
We proved the following theorem in [3].
Theorem A (MMA/MMLS and Disjointness). Any oscillating se-
quence c is linearly disjoint from all MMA and MMLS flows X . More-
over, the limit in (1) is uniform on every minimal subset K.
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Since a MMA and MMLS flow has zero topological entropy (for ex-
ample, this follows from [6]), this theorem confirms Sarnak’s conjecture
for all MMA and MMLS flows. We provided some examples of flows
which are MMA and MMLS in [3]. However, these examples except for
Denjoy counter-examples are equicontinuous when they are restricted
on their minimal subsets. It is an interesting problem to find further
examples which are MMA and MMLS but not equicontinuous when
they are restricted on their minimal subsets. We give a complete an-
swer to this problem for interval maps with zero topological entropy in
this paper. The main result in this paper is that
Theorem 1 (Main Theorem). Suppose I = [a, b] is a closed interval.
Suppose f : I → I is an interval map with zero topological entropy.
Then the flow X generated by f is a MMA and MMLS flow.
One consequence of the main result (Theorem 1) with Theorem A is
Corollary 1 (Interval Map and Disjointness). Any oscillating se-
quence c is linearly disjoint from all flows X generated by interval maps
f : I → I with zero topological entropy.
Corollary 1 and Davenport’s theorem [1] provides a completely new
proof of Sarnak’s conjecture for all flows generated by interval maps
with zero topological entropy (see [8] for a different proof).
Corollary 2 (Interval Map and Mo¨bius Function). The Mo¨bius func-
tion is linearly disjoint from all flows X generated by interval maps
f : I → I with zero topological entropy
Suppose X is a flow generated by f and suppose µ is a regular Borel
probability measure on X . Let L2(µ) be the space of all L2 functions.
We say µ is f -invariant if
µ(f−1(A)) = µ(A) for all Borel sets A ⊂ X.
Suppose µ is an f -invariant regular Borel probability measure. A com-
plex number λ is called an eigenvalue if there is a function φ ∈ L2(µ)
such that φ(fx) = λφ(x) for µ-a.e.x ∈ X . Here φ is called an eigen-
function with respect to λ. We say (X , µ) has discrete spectrum or pure
point spectrum if there exists an orthonormal L2(µ)-basis consisting of
eigenfunctions. Theorem 1 combining with [6, Theorem 3.8] provides
a non-trivial example of a MLS flow having discrete spectrum.
Corollary 3 (Discrete Spectrum). Suppose X is the flow generated
by an interval map f . Suppose K ⊆ X is a minimal subset of f . Then
every ergodic invariant measure µ on K = (K, f) has discrete spectrum.
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In additional, Corollary 3 combining with the work in [7, 4] gives
another proof of Sarnak’s conjecture for all flows generated by interval
maps with zero topological entropy as present in Corollary 2.
I would like to point out that there are flows generated by higher-
dimensional maps with zero topological entropy which are not MLS
when they are restricted on their minimal subsets. Thus in the higher-
dimensional case, the oscillation property alone is not enough. We need
instead the higher-order oscillation property. The reader who is inter-
ested in the higher-order oscillation property for a sequence c and the
role it plays in Sarnak’s conjecture for higher-dimensional dynamical
systems is encouraged to read my paper [5].
We will give a proof of Theorem 1 in the next section.
Acknowledgement. This paper was completed during my visit to the
National Center for Theoretical Sciences (NCTS) at National Taiwan
University. I would like to thank NCTS for its hospitality and Professor
Jung-Chao Ban for helpful discussions. I would like to thank John
Adamski for his help on revising of the paper.
2. Proof of Theorem 1
Suppose I = [a, b] ⊂ R is a closed interval and f : I → I is an interval
map. Suppose the topological entropy ent(f) = 0. In other words, this
means that f cannot have any horseshoe-type invariant subset in I.
More precisely, this means that f can not have a forward f -invariant
closed subset X ⊂ I such that f : X → X is topologically conjugate
(or semi-conjugate) to a sub-shift of finite type σA : ΣA → ΣA with
the maximal Lyapunov exponent greater than 0. For the sub-shift of
finite type σA : ΣA → ΣA, we mean that A = (aij)d×d is a d× d-square
matrix of 0’s and 1’s,
ΣA = {w = i0i1 · · · in−1in · · · | in−1 ∈ {1, 2, · · · , d}, ain−1in = 1, n ∈ N}
and
σA(w) = i1 · · · in−1in · · · .
By abuse of notation, we use ΣA to mean a horseshoe-type forward f -
invariant subset X ⊂ I. Since A is a nonnegative square matrix, from
the Perron-Frobenius theorem, it has a maximal nonnegative eigenvalue
eA. If A is also irreducible, eA is simple, unique, and positive. The
statement that maximal Lyapunov exponent of σA is greater than 0 is
equivalent to saying that eA > 1.
A point p ∈ X is called a periodic point of period n ≥ 1 if fn(p) = p.
The minimal such n is called the primitive period. Following the proof
of Sharkovskii’s theorem (for example, the reader may refer to book [2]
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or book [9, Theorem 4.55 in §4.5]), we see that if f has a periodic point
whose period is different from all powers of 2, then f has a horseshoe-
type invariant subset. For example, if f has a periodic point of period
3, then f has a horseshoe-type invariant subset σA : ΣA → ΣA for
A =
(
0 1
1 1
)
or
(
1 1
1 0
)
with the maximal eigenvalue eA = (1 +
√
5)/2. Thus we have that
Lemma 1. Suppose f is an interval map with zero topological entropy.
Then the period of any periodic point of f is 2n for some n ≥ 0.
For any x ∈ I, let
ω(x) = ∩∞n=0{fkx | k ≥ n}.
be the ω-limit set of x under f . Let K = ω(x). Consider the sub-flow
(6) K = {(f |K)n : K → K}n∈{0}∪N.
It is a minimal flow.
We have two cases:
(I) the set K is finite and
(II) the set K is infinite.
Case (I) is easier. In this case,
K = {p0, p1, · · · , p2n−1}
is a periodic orbit of period 2n for some n ≥ 0. That is, f(pi) =
pi+1 (mod 2n) for i = 0, 1, · · · , 2n − 1. Therefore, the following lemma is
easily verified.
Lemma 2. In Case (I), the sub-flow (6) is equicontinuous, thus, MLS.
Moreover, x is mean-attractable to K.
Case (II) is more complicated. Since the topological entropy of f is
zero, in this case, K contains no periodic point (see, for example, [9,
Proposition 5.21]). Since f cannot have any horseshoe-type forward
f -invariant subset in I, we can find a sequence of sets
ηn = {In,k | 0 ≤ k ≤ 2n − 1}, n ∈ N,
of closed intervals In,k such that
1) for each n ≥ 1, intervals in ηn are pairwise disjoint;
2) f(In,k) = In,k+1 (mod 2n) for any n ≥ 1 and 0 ≤ k ≤ 2n − 1;
3) for each n ≥ 1 and In,k ∈ ηn, two and only two intervals In+1,k
and In+1,k+2n in ηn+1 are sub-intervals of In,k, that is,
In+1,k ∪ In+1,k+2n ⊆ In,k;
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4) K ⊆ ∩∞n=1 ∪2
n−1
k=0 In,k.
This is a well-known fact about interval maps with zero topological
entropy among all experts in this field (for example, refer to [9, Propo-
sition 5.22]).
We put a symbolic coding on each interval In,k in ηn for n ≥ 1 and
0 ≤ k ≤ 2n − 1. Consider the binary expansion of k as
k = i0 + i12 + · · · im2m + · · ·+ in−12n−1
where i0, i1, · · · , im, · · · , in−1 = 0 or 1. Let us only remember the
coding wn = i0i1 · · · im · · · in−1 and label In,k by wn, that is, In,k = Iwn.
Define the space of codings
Σn = {wn = i0i1 · · · im · · · in−1 | im ∈ {0, 1}, m = 0, 1, · · · , n− 1}
with the product topology. We have a natural shift map
σn(wn) = i1 · · · im · · · in−1 : Σn → Σn−1.
It is a continuous 2-to-1 map. Then we have an inverse limit system
{(σn : Σn → Σn−1) ; n ∈ N}.
Let
(σ : Σ→ Σ) = lim
←−
(σn : Σn → Σn−1).
Explicitly, we have that
Σ = {w = i0i1 · · · in−1 · · · | in−1 ∈ {0, 1}, n ∈ N}
and
σ : w = i0i1 · · · in−1 · · · → σ(w) = i1 · · · in−1 · · · .
Consider the metric d(·, ·) on Σ defined as
d(w,w′) =
∞∑
n=1
|in−1 − i′n−1|
2n
for w = i0i1 · · · in−1 · · · and w′ = i′0i′1 · · · i′n−1 · · · . It induces the same
topology as the topology from the inverse limit and makes Σ a compact
metric space.
On Σ, we have a map called the adding machine denoted as add
and defined as follows: for any w = i0i1 · · · ∈ Σ, consider the formal
binary expansion a =
∑∞
n=1 in−12
n−1, then a + 1 =
∑∞
n=1 i
′
n−12
n−1 has
a unique formal binary expansion. Here “a+1” is just a notation. It
means if i0 = 0, then i
′
0 = 1 and all other i
′
n = in and if i0 = 1, then
i′0 = 0 and then consider i1 + 1, and so on. The adding machine is
add(w) = i′0i
′
1 · · · i′n−1 · · · : Σ→ Σ.
It is a homeomorphism of Σ to itself. Moreover, we have
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Lemma 3. The flow
A = {addn : Σ→ Σ}n∈{0}∪N
is minimal and equicontinuous.
We leave the proof for the reader since it is not difficult.
For a point w = i0i1 · · · in−1 · · · ∈ Σ, let wn = i0i1 · · · in−1. We use
[w]n = {w′ ∈ Σ | w′n = wn}
to denote the n-cylinder containing w.
One can check that for every w ∈ Σ,
· · · ⊂ Iwn ⊂ Iwn−1 ⊂ · · · ⊂ Iw2 ⊂ Iw1 ,
is a nested sequence of closed intervals. Therefore
Iw = ∩∞n=1Iwn
is a non-empty, connected, and compact subset of I. Moreover, we
have that f(Iw) = Iadd(w) and
K ⊂ ∪w∈ΣIw.
The set C = {[w]n | w ∈ Σ, n ∈ N} of all n-cylinders forms a
topological basis for Σ. Let B be the σ-algebra generated C. We have a
standard probability measure µ defined on B such that µ([w]n) = 1/2n
for all w ∈ Σ. We say µ is add-invariant if µ(add−1(A)) = µ(A) for
all A ∈ B. We say µ is ergodic if add−1(A)) = A for A ∈ B implies
either µ(A) = 0 or 1. The following lemma is also well-known among
experts in this field and not difficult to be verified. We also leave it to
the reader.
Lemma 4. The measure µ is add-invariant and ergodic.
In Case (II), we consider two different cases:
(a) there is a point w0 ∈ Σ such that Iw0 = {xw0} contains only
one point or
(b) all Iw for w ∈ Σ are closed intervals.
In Case (II)(a), we have that ω(x) = ω(xw0). Without loss of gener-
ality, we assume x = xw0 and every Iw = {xw} contains only one point.
Let
τn = max
wn∈Σn
|Iwn|.
We claim that τn → 0 as n → ∞. We prove it by contradiction. If
there is a subsequence {nk}∞k=1 of the natural numbers and a number
ǫ0 > 0 such that τnk ≥ ǫ0, then we have an interval Iwnk ∈ ηnk such
that |Iwnk | ≥ ǫ0. Since Σ is a compact metric space, we have a conver-
gent subsequence of {wnk}∞k=1. Suppose {wnk}∞k=1 is itself a convergent
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sequence with the limit point w ∈ Σ, then the interval Iwnk converges
to an interval Iw as k → ∞. The length |Iw| is greater than ǫ0. This
contradicts the fact Iw contains only one point. This proves the claim.
Lemma 5. In Case (II)(a), the sub-flow K in (6) is equicontinuous,
thus, MLS.
Proof. We can set a one-to-one and onto correspondence h(w) = xw
from Σ to K. Since τn → 0 as n → ∞, for any ǫ > 0, there is a
N > 0 such that τN < ǫ. For the given N , we can find a δ > 0
such that for any w,w′ ∈ Σ with d(w,w′) < δ, then wN = w′N . This
implies that both points xw and xw′ are in the same interval IwN . So
|h(w)− h(w′)| ≤ τN < ǫ. This proves that h is continuous. Since both
Σ and K are compact, we have that h−1 is also continuous. Thus h is
a homeomorphism. Since f |K = h ◦ add ◦ h−1 and since the flow A is
equicontinuous, the sub-flow K is equicontinuous. 
Lemma 6. In Case (II)(a), x is mean-attracted to K.
Proof. Since K ⊂ ∩∞n=1 ∪wn∈Σn Iwn and since τn → 0 as n → ∞, for
any ǫ > 0, there is an integer n0 > 0 such that τn0 < ǫ. Then we
have an integer m0 > 0 such that f
m0x ∈ Iwn0 for some w ∈ Σ. Since
K ∩ Iwn0 6= ∅ and f |K = h ◦ add ◦ h−1 is a homeomorphism, we have
z ∈ K such that fm0z ∈ K ∩ Iwn0 . This implies that
|fm0x− fm0z| ≤ τn0 < ǫ.
Since fm0+n(Iwn0 ) ∈ ηn0 for all n ≥ 0, we have that
|fm0+nx− fm0+nz| ≤ τn0 < ǫ
for all n ≥ 0. This implies that
lim sup
N→∞
1
N
N∑
n=1
|fnx− fnz| < ǫ.
We proved that x is mean-attracted to K. 
In Case (II)(b), we consider a fixed interval Iw0. Let
ǫ0 = |Iw0| > 0.
The orbit {addn(w0) | n ∈ Z} is dense in Σ. Then we can find two
points u, v ∈ K such that the distance |u−v| is arbitrary small and such
that the interval Iuv = [u, v] contains infinitely many positive integers
n such that Iadd−n(w0) ⊂ Iuv. Then we have
fn(Ixy) ⊃ fn(Iadd−n(w0)) = Iw0.
10 YUNPING JIANG
Thus |fnx − fny| ≥ ǫ0 for infinitely many positive integers n. This
proves that
Lemma 7. In Case (II)(b), the sub-flow K in (6) is not equicontinu-
ous.
The main work in this paper is to prove the sub-flow K in (6) is still
MLS in Case (II)(b).
Lemma 8. In Case (II)(b), the sub-flow (6) is MLS.
Proof. Since the probability measure µ is add-invariant and ergodic,
the Birkhoff ergodic theorem implies that
lim
N→∞
#({1 ≤ k ≤ N | addk(w) ∈ A})
N
= lim
N→∞
#({1 ≤ k ≤ N | add−k(w) ∈ A})
N
= µ(A).
for any A ∈ B and µ-a.e. w ∈ Σ.
For any ǫ > 0, since Iw ∩ Iw′ = ∅ for all w 6= w′ ∈ Σ and since∑
w∈Σ |Iw| ≤ |I| <∞, there is an integer N0 > |I|/ǫ+1 and 0 ≤ m0 ≤
|I|/ǫ + 1 points, denoted as wj, 1 ≤ j ≤ m0, in Σ such that for any
w 6= wj ∈ Σ for all 1 ≤ j ≤ m0 and n ≥ N0, |Iwn| < ǫ.
Let N1 > N0 be an integer such that µ([w]N1) < ǫ/m0 for all w ∈ Σ.
We have a number δ > 0 such that for any u, v ∈ K with |u − v| < δ,
the interval [u, v] ⊂ Iwu,v
N1
for some wu,v ∈ Σ. For any given |u− v| < δ
and for each 1 ≤ j ≤ m0, define
Ej = {k ∈ N | add−k([wj]N1) = [wu,v]N1}.
From the Birkhoff ergodic theorem (see the formula in the beginning
of the proof), we have that
(7) lim
N→∞
#(Ej ∩ [1, N ])
N
= µ([wu,v]N1) <
ǫ
m0
.
Let E = ∪m0j=1Ej. Then we have that
(8) lim
N→∞
#(E ∩ [1, N ])
N
≤ lim
N→∞
m0∑
j=1
#(Ej ∩ [1, N ])
N
< ǫ.
Thus we have that the uppe density D(E) is less than ǫ.
For any n ∈ N \E, addn([wu,v]N1) 6= [wj]N1 for all 1 ≤ j ≤ m0. This
implies fn(u), fn(v) ∈ IwN1 for w 6= wj for all 1 ≤ j ≤ m0. Thus,|fn(u)− fn(v)| < ǫ. This completes the proof of the lemma. 
Lemma 9. In Case (II)(b), x is mean-attracted to K.
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Proof. We use the same notation as that in the proof of Lemma 8. For
any ǫ > 0, since Iw ∩ Iw′ = ∅ for all w 6= w′ ∈ Σ and since
∑
w∈Σ |Iw| ≤
|I| < ∞, there is an integer N0 > |I|/ǫ + 1 and 0 ≤ m0 ≤ |I|/ǫ + 1
points, denoted as wj, 1 ≤ j ≤ m0, in Σ such that for any w 6= wj ∈ Σ
for all 1 ≤ j ≤ m0 and n ≥ N0, |Iwn| < ǫ/3.
Let N1 > N0 be an integer such that µ([w]N1) < ǫ/(3|I|m0) for all
w ∈ Σ. Fix an interval Iw′
N1
with length less than ǫ. There is an integer
k ≥ 0 such that fkx ∈ Iw′
N1
. Take z0 ∈ Iw′
N1
∩ K. Then we have a
point z = zx,ǫ ∈ I(add−k(w′))N1 ∩ K such that fkz = z0. Thus we have
that |fkx− fkz| < ǫ.
Define
Ej = {k ∈ N | add−k([wj]N1) = [w′]N1}.
From the Birkhoff ergodic theorem (see the formula in the beginning
of the proof of Lemma 8), we have that
(9) lim
N→∞
#(Ej ∩ [1, N ])
N
= µ([w′]N1) <
ǫ
3|I|m0 .
Let E = ∪m0j=1Ej. Then we have that
(10) lim
N→∞
#(E ∩ [1, N ])
N
≤ lim
N→∞
m0∑
j=1
#(Ej ∩ [1, N ])
N
<
ǫ
3|I| .
Consider the sum
1
N
N∑
n=1
|fnx− fnz| = 1
N
k∑
n=1
|fnx− fnz|
+
1
N
∑
n∈N,k+n∈N\E
|fk+nx− fk+nz| + 1
N
∑
n∈N,k+n∈E
|fk+nx− fk+nz|
= I + II + III.
First for N large, we have I < ǫ/3.
Secondly, for any n ∈ N such that k + n ∈ N \ E,
[w]N1 = add
k+n([w′]N1) 6= [wj]N1 .
This implies fk+nx, fk+nz ∈ IwN1 for w 6= wj for all 1 ≤ j ≤ m0. Thus,
|fk+nx− fk+nz| < ǫ
3
, ∀ n ∈ N and k + n ∈ N \ E.
This implies that II < ǫ/3.
Finally, since |fk+nx− fk+nz| ≤ |I| is always true, we have
III ≤ #(E ∩ [1, N ])|I|
N
.
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The upper density of E given in (10) implies that
lim sup
N→∞
III <
ǫ
3
.
Thus we get eventually
lim sup
N→∞
1
N
N∑
n=1
|fnx− fnz| < ǫ.
This proves that x is mean-attracted to K. 
Lemmas 2, 5, 6, 8, and 9 complete the proof of Theorem 1.
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