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In this Letter, we report the observational constraints on the Hu-Sawicki f (R) theory derived from weak
lensing peak abundances, which are closely related to the mass function of massive halos. In comparison
with studies using optical or x-ray clusters of galaxies, weak lensing peak analyses have the advantages of not
relying on mass-baryonic observable calibrations. With observations from the Canada-France-Hawaii-Telescope
Lensing Survey, our peak analyses give rise to a tight constraint on the model parameter | fR0| for n = 1. The
95% C.L. is log10 | fR0| < −4.82 given WMAP9 priors on (Ωm, As). With Planck15 priors, the corresponding
result is log10 | fR0| < −5.16.
Introduction.—While both are able to explain the observed
late-time accelerating expansion of the universe [1, 2], modi-
fied gravity (MG) theories [e.g., 3–5] and dark energy models
in general relativity (GR) [e.g., 6] lead to different formation
and evolution of cosmic structures [e.g., 7–18]. Observations
of large-scale structures are therefore critical in scrutinizing
the underlying mechanism driving the global evolution of the
universe and in revealing the fundamental law of gravity.
The f (R) theory is a representative MG model, in which the
integrand of the Einstein-Hilbert action is R+ f (R), where f (R)
is a function of the scalar curvature R [8, 19, 20]. By choosing
f (R) properly, such as the Hu-Sawicki model [21, hereafter
HS07], the theory can give rise to the late time cosmic acceler-
ation without violating the gravity tests in the solar system and
without affecting high redshift physics significantly. Matching
the expansion history with that of the flat ΛCDM model with
the matter density parameter Ωm, an extra degree of freedom
is fR = d f /dR. For HS07, fR ≈ −n(c1/c22)[m2/(−R)]n+1 (with
the sign convention used in Zhao et al. [8]), and its current
background value is fR0 ≈ −n(c1/c22)[3(1 + 4ΩΛ/Ωm)]−(n+1).
Here m2 = H20Ωm with H0 being the present Hubble constant,
c1/c2 = 6ΩΛ/Ωm, and ΩΛ = 1 − Ωm. It satisfies the solar
system tests for n ≥ 1 [HS07, 8]. On the other hand, cosmic
structures can be affected significantly. Thus independent ob-
servational studies of different scales are important in probing
the nature of gravity [e.g., 22–25].
On cosmological scales, there have been different observa-
tional analyses [e.g., 26–28]. Among them, studies of clusters
of galaxies provide the most sensitive constraints [e.g., 7, 29–
33] and reach a level of log10 | fR0| < −4.8 (95% C.L.) [31].
Weak lensing effects (WL) are a key cosmological probe
[e.g., 23, 34–38]. Cosmic shear correlation analyses have
been incorporated to constrain gravity theories [e.g., 39]. WL
peak statistics, particularly high peaks, possess the cosmolog-
ical sensitivities of both WL effects and massive clusters, and
provide an important complement to shear correlation studies
[e.g., 40–50]. In comparison with cluster studies that normally
involve baryonic observables, WL peak analyses are advanta-
geous because of the gravitational origin of WL effects.
In this Letter, we derive constraints on the HS07 model pa-
rameter | fR0| for n = 1, for the first time, from WL peak abun-
dances using WL data from Canada-France-Hawaii-Telescope
Lensing Survey (CFHTLenS) [51]. We perform mock tests to
validate our pipeline before applying to actual data analyses.
Observational data.—CFHTLenS covers a total survey
area of ∼ 154 deg2 from 171 individual pointings distributed
in four regions [51]. We note that for cosmic shear corre-
lation analyses, 129 pointings pass the systematic tests [52].
For the high peak abundances, our analyses find that using
the full pointings does not introduce any notable bias com-
paring to that using the passed fields. We therefore keep the
full data here. The photometric redshift is estimated for each
galaxy from five bands u∗g′r′i′z′ observations [53]. The for-
ward modelling LENSFIT pipeline is applied for the shape
measurement [54]. After masking out bright stars and faulty
CCD rows across the entire survey, the effective survey area is
∼ 127 deg2. We select source galaxies with weight w > 0,
FITCLASS = 0, MASK ≤ 1 and redshift in the range
z = [0.2, 1.3] in our weak lensing analyses [54]. Such a se-
lection results in a total number of 5,596,690 source galax-
2ies. By taking into account their weights, the effective num-
ber of galaxies is ∼ 4.5 × 106, corresponding to the density
∼ 10 arcmin−2. By summing up the photo-z probability dis-
tribution of each source galaxy, we obtain the redshift distri-
bution for our source sample with pz(z) = A(za + zb)/(zc + d)
and A = 0.5514, a = 0.7381, b = 0.7403, c = 6.0220 and
d = 0.6426.
Peak analyses.—We perform WL peak analyses following
the procedures described in detail in Liu et al. [50]. The steps
are briefly summarized here. (1) We calculate the smoothed
shear field taking into account properly the additive and mul-
tiplicative bias corrections. Then the convergence κ map is
reconstructed for each individual ∼ 1 × 1 deg2 field using the
nonlinear Kaiser-Squires method [e.g., 55–57]. The corre-
sponding smoothed filling-factor map is also generated from
the positions and weights of source galaxies. We apply a
Gaussian smoothing with WθG (θ) = 1/(piθ2G) exp (−|θ|2/θ2G)
taking θG = 1.5 arcmin. (2) For each convergence map de-
fined on 1024 × 1024 pixels, we identify peaks by comparing
their κ values with those of their nearest 8 neighboring pix-
els. We exclude regions with the filling factor values ≤ 0.5
in peak counting to suppress the mask effects [47, 50], and
also the outer most 50 pixels in each side of an individual map
to eliminate the boundary effect. The total leftover area for
peak counting is ∼ 112 deg2. (3) We divide peaks into differ-
ent bins based on their signal to noise ratio ν = κ/σ0, where
σ0 is the average rms of the shape noise estimated by ran-
domly rotating source galaxies to construct noise maps. For
CFHTLenS and with θG = 1.5 arcmin, σ0 ≈ 0.026. In this
paper, we only consider high peaks with ν ≥ 3. To avoid pos-
sible bias arising from a single bin with very few peaks and
thus a large statistical fluctuation, we adopt unequal binning
with comparable numbers of peaks in different bins, specif-
ically ν = [3, 3.1], (3.1, 3.25], (3.25, 3.5], (3.5, 4], (4, 6]. The
peak counts are then denoted by Ndi (i = 1, ..., 5).
To derive cosmological constraints from peak counts, we
define the following χ2 to be minimized [50]
χ2peak = dN(p
′)(Ĉ−1)dN(p′), (1)
where dN(p′) = Nd − Np′ is the difference between the data
vector Nd and the theoretical expectations of the peak counts
Np′ for the cosmological model p′. The covariance matrix
C is estimated from bootstrap analyses using the CFHTLenS
data themselves. The matrix Ĉ−1 is the scaled inverse covari-
ance matrix with Ĉ−1 = (Rs − Nbin − 2)/(Rs − 1)(C−1), where
Nbin = 5, and Rs = 10, 000 is the total number of bootstrap
samples.
For Np′ , we use the theoretical model of Fan et al. [44, here
after F10]. The model assumes that a true high peak is con-
tributed dominantly from a single massive halo. The shape
noise effects, the major contaminations to WL peak analyses
using relatively shallow surveys, such as CFHTLenS, are fully
accounted for. The cosmological quantities involved in F10
are the mass function and the internal density profile of dark
matter halos, and the cosmological distances in the lensing ef-
ficiency factor as well as in the volume element. F10 has been
tested extensively by comparing with simulations [47, 48, 50].
It has also been applied to derive cosmological constraints,
within the framework of ΛCDM model, from observed WL
peaks [50].
We adopt the halo mass function given by Kopp et al. [58],
valid for 10−7 ≤ | fR0| ≤ 10−4. We compare its predictions
with that from our f (R) simulations to be described in the
next section, and find a good agreement. For the halo density
profile in f (R) theory, studies have shown that it is not differ-
ent significantly from that of the correspondingΛCDM model
for massive halos concerned in our peak analyses here [e.g.,
8, 15, 59, 60]. We therefore use the Navarro-Frenk-White
(NFW) density profile [61, 62] with the mass-concentration
(M-c) relation given by Duffy et al. [63]. We have checked
and found that different choices of M-c relation do not affect
our constraint on | fR0| significantly due to the weak degen-
eracy between these two parameters from current data. We
should note that in both the mass function of Kopp et al. [58]
and in our f (R) simulations and observational analyses, the
σ8 parameter, the rms of the present linearly extrapolated den-
sity perturbations smoothed with a top-hat window function of
scale 8h−1Mpc, is defined to be the ΛCDM-equivalent value
rather than its true value in f (R) theory. Thus this σ8 should
be regarded as a measure of the initial perturbations.
Our analyses concern high peaks that are physically related
to halos with M ∼ 1014M⊙ and above. The baryonic effects on
their mass function and overall density profiles are shown to
be minimal [e.g., 64–66]. Depending on baryonic physics, the
very central part of halos may be affected [e.g., 66]. However,
our smoothing operation can suppress effectively the influence
of detailed central profiles. We therefore do not expect signif-
icant baryonic effects on high peak abundances for the current
WL data with relatively large statistical errors [e.g., 67].
We focus on deriving constraints on (| fR0|,Ωm, σ8), the pa-
rameters that WL effects are most sensitive to.
We employ priors on Ωm and the initial curvature perturba-
tion parameter As from WMAP9 [68] or Planck15 [69], where
As can be directly linked to σ8 [e.g., 7]. Thus our total χ2 is
χ2tot = χ
2
peak + χ
2
Ωm
+ χ2As . (2)
Here χ2
Ωm
= (Ωm − Ωpriorm )2/σ2
Ω
prior
m
and χ2As = (As −
Apriors )2/σ2Apriors , where Ω
prior
m and A
prior
s are the prior central val-
ues, and σ
Ω
prior
m
and σApriors are the corresponding 68% confi-
dence limits. The specific priors are listed in Table I. These
priors do not include the contributions from the constructed
lensing potential that depends on gravity theories. On the
other hand, for the small | fR0| concerned here, the impacts of
modified gravity on the primordial cosmic microwave back-
ground (CMB) and on the late integrated Sachs-Wolfe (ISW)
effect are negligible [e.g., 28, 70]. Thus the priors we adopt
here that are derived underΛCDM are feasible and should not
introduce biases to our constraints on | fR0|. The other cosmo-
logical parameters, such as the baryon density Ωb, the Hub-
ble constant h and the power index of initial density perturba-
3TABLE I. Summary of the prior information for different cases.
Parameter Obs. (WMAP9)
(WMAP+BAO+H0)
Obs. (Planck15)
(TT,TE,EE+LowP)
Mock
(F5&GR)
Ω
prior
m 0.288 ± 0.0093 0.3156 ± 0.0091 0.281 ± 0.0093
109Apriors 2.427 ± 0.079 2.207 ± 0.074 2.372 ± 0.079
kpivot(Mpc−1) 0.002 0.05 0.002
Ωb 0.0472 0.0492 0.046
h 0.6933 0.6727 0.697
ns 0.971 0.9645 0.971
tions ns, are fixed to the corresponding values of WMAP9 or
Planck15.
Mock tests.—To validate our pipeline, we generate mocks
from ray-tracing simulations.
We run N-body simulations for flat ΛCDM under GR, and
for f (R) theory with n = 1 and | fR0| = 10−4 (F4), 10−5 (F5)
and 10−6 (F6), respectively. Besides | fR0|, all the other cos-
mological parameters are the same in all simulations with
Ωm = 0.281, ΩΛ = 0.719, Ωb = 0.046, h = 0.697, ns = 0.971
and the ΛCDM-equivalent σ8 = 0.819.
The simulations start at redshift z = 49 with the ini-
tial conditions generated by MPgrafic [8]. The ECOSMOG
[71] is used for the dynamical evolutions. The box size is
1024h−1Mpc and the particle number is 10243. We compare
the halo mass function from these simulations with the pre-
dictions from Kopp et al. [58], and find a good agreement.
The mock WL analyses for GR, F5 and F4 are done. Here
we mainly present the results for GR and F5. For each model,
we run five independent N-body simulations and pad them
together to form the light cones to z = 3. The five simulations
for F5 have exactly the same initial conditions as their GR
counterparts.
Based on the padded simulations, we then use 36 lens
planes evenly distributed in the comoving distance to z = 3
to perform multiple-plane ray-tracing calculations following
closely the procedures applied in our previous studies[47, 50].
To generate mock data, we divide the simulated area into dif-
ferent fields of 1 deg2, and match them randomly to the ob-
servational fields. In each field, we preserve the relative posi-
tions and the photo-zs of the observed galaxies, as well as the
masked areas. We randomly rotate source galaxies to elimi-
nate the original WL signals, and then incorporate the reduced
WL shears from ray-tracing simulations to construct the mock
shear data. To better estimate the shape noise effects, we apply
15 sets of different random rotations to the source galaxies.
Thus for each model, we finally have 15 sets of mock data,
each with a survey area of ∼ 150 deg2. We refer the readers
to Liu et al. [50] for further details.
With mock data, we perform the same WL peak analyses
as we do for observational data, and derive cosmological con-
straints to validate our analyzing pipeline.
Results.—We first present the results from mock simula-
tions. Figure 1 shows the peak number distributions for F5
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FIG. 1. Peak counts distribution from F5 (upper left) and GR (up-
per right) mock simulations. Different symbols with different colors
correspond to different noise realizations. The blue ‘*’ and the error
bars are for the average values and the rms over the 15 realizations.
The solid line is for our model predictions. The lower panel is for the
difference ratios.
FIG. 2. Constraints derived from F5 (upper) and GR (lower) mock
data. In 1-d distributions, blue solid and dashed lines indicate the
locations of the maximum marginalized probabilities, and the corre-
sponding 68% confidence intervals. Red solid lines and ‘+’ symbols
are the input parameters of the mock simulations. For the GR case,
fR0 = 0, and we only indicate the input Ωm and σ8.
(upper left) and GR (upper right). In both cases, the averaged
mock results agree with our model predictions very well. The
lower panel shows the difference ratios between F5 and GR
(blue) and F4 and GR (red), respectively, which demonstrates
the constraining potential of WL peak statistics on | fR0|.
With these averaged data as our mock ‘observed’ data and
the covariance matrix derived by bootstrapping from the 15
sets of simulated catalogs, we perform Markov Chain Monte
Carlo (MCMC) constraints on (| fR0|,Ωm, σ8) using COS-
MOMC [72] modified to include our likelihood function from
WL peak abundances. As in real observational analyses, we
also add the priors on Ωm and As (Table I). Here the central
value of Ωm is directly from the simulation input, and the As
value is chosen to match the input σ8. The 1σ ranges for the
two parameters are taken from WMAP9. For | fR0|, because
its value spans orders of magnitude, we sample it in log-space
4and apply a flat prior in the range of log10 | fR0| = [−7,−4].
The obtained constraints are shown in Figure 2 for F5 (up-
per) and GR (lower). The red symbols and lines denote the
input values of the corresponding mock simulations. It is seen
that the 1-d maximum probability values (blue solid lines)
agree with the input parameters excellently. Similar results
are also obtained for F4 mock analyses. The flattening trend
for log10 | fR0| < −6 in the GR case is a reflection of the non-
detectable differences for high peak abundances between GR
and f (R) with | fR0| < 10−6 due to the chameleon effect. The 1-
d marginalized constraints on log10 | fR0| for GR and F5 mocks
are shown in Table II. For F5, we show the 68%C.L. because
the 95%C.L. is beyond our considered ranges of log10 | fR0|.
We now show the observational results from CFHTLenS.
We note that in the base Planck15 constraints, a minimum
neutrino mass of 0.06 eV is included in their analyses. To
be consistent, we therefore also include this neutrino mass in
our peak abundance calculations when the Planck15 priors are
applied.
The results are presented in Figure 3. The left panel shows
the peak count distribution along with the theoretical predic-
tions from the best-fit cosmological parameters obtained from
the MCMC fittings using WMAP9 (green) and Planck15 (red)
priors, respectively. The right panels show the derived con-
straints. The marginalized 1-d constraints for | fR0| are shown
in Table II, where the results from linear sampling on | fR0| and
the value whose posterior probability is exp(−2) (2σ) of the
maximum probability are also listed.
It is seen that WL peak abundance analyses can provide
strong constraints on | fR0| even with data from surveys of an
area of ∼ 150 deg2. The 95%C.L. from log-space sampling is
log10 | fR0| < −4.82 and < −5.16 with WMAP9 and Planck15
priors, respectively. The stronger constraint from Planck15 is
due to its somewhat larger value of Ωm.
Our constraints are comparable and slightly tighter than
that from Cataneo et al. [31] with log10 | fR0| < −4.73
(WMAP9) and < −4.79 (Planck2013) noting their wider prior
of [−10,−2.523] on log10 | fR0|. Comparing to the results in
Table 8 of Planck Collaboration 2015 XIV [28], our equiva-
lent constraint on B0 is B0 < 2.45 × 10−4 (Planck15) (linear
sampling), which is about 2 − 3 times larger than theirs ob-
tained by adding data of redshift space distortion and WL 2-pt
correlations to Planck CMB data.
In the analyses above, we fix (ns, h, Ωb). WL peak abun-
dances depend on them very weakly. On the other hand,
given As, the derived σ8 changes with their values, which in
turn may affect our constraint on | fR0|. To test this, we per-
form MCMC analyses by including them separately as addi-
tional free parameters and applying WMAP9 priors, which
are larger than those of Planck15. We find that by adding ns
or h or Ωb, the constraint is weakened by ∼ 1.4%, 0.9% and
0.2% with log10 | fR0| < −4.75, −4.78, and −4.81, respectively.
Considering the negative degeneracy between ns (h) and As
from WMAP9, their influences on the | fR0| constraint should
be even smaller.
Summary.—Using CFHTLenS, we derive constraints on
TABLE II. Constraints from mock and observational analyses.
Mock
Parameter case
log10| fR0| a GR (1-d 95% limit) < −4.59
log10| fR0| a F5 (1-d best fit and 68%C.L.) −5.08+0.81−1.06
CFHTLenS observation
Parameter case WMAP9 Planck15
log10| fR0| a 1-d limit (95%) < −4.82 < −5.16
| fR0| b 1-d limit (95%) < 7.59 × 10−5 < 4.63 × 10−5
log10| fR0| c 1-d limit (2σ) < −4.50 < −4.92
a Probability distribution obtained based on log10 | fR0 |
b Probability distribution obtained based on | fR0 |
c exp(−2) of the maximum probability in log-space
f (R) theory, for the first time using WL peak abundance anal-
yses. To demonstrate the potential of the probe, we focus on
the specific HS07 model with n = 1. We find no evidence of
deviations from GR and obtain strong limits on the | fR0| pa-
rameter. For other n values with n > 1, because of the | fR0| −n
degeneracy [e.g., 73], we expect that the limit on | fR0| would
be larger. We will perform more general studies in the future.
WL high peaks are closely associated with massive clus-
ters, and thus the constraining power of WL high peak abun-
dances is physically similar to that of cluster abundance stud-
ies. However, WL peak analyses are much less affected by
baryonic physics than other cluster probes in which baryon-
related observables are involved. On the other hand, the WL
peak signal depends on the halo density profile, whose shape
is determined by the concentration parameter for a NFW
halo. Thus the uncertainty in the halo M-c relation can poten-
tially affect the cosmological constraints from WL peak abun-
dances. This impact is weak for our current analyses given
the data statistics. For future large observations, such effect
needs to be considered carefully. Our studies show that we
can constrain the M-c relation simultaneously with cosmolog-
ical parameters from WL peak counts to avoid potential biases
from the assumed M-c relation [50].
With improved WL data, we expect that our analyses can be
applied to constrain a more general class of modified gravity
theories that can affect the halo abundances significantly.
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