This paper considers the problem of estimating expected values of functions that are inversely weighted by an unknown density using the k -Nearest Neighbour method. It establishes the √ T -consistency and asymptotic normality of an estimator that allows for time series data. In the random sampling scheme, the proposed estimator is also shown to be asymptotically semiparametric efficient. Monte Carlo experiments show that the proposed estimator performs as good as alternative methods in finite sample applications.
Introduction
This paper addresses the problem of estimating definite integrals of conditional expectations such as
, a natural estimator of (1.1) is
where f (·) denotes a consistent nonparametric density estimator. Various authors have established the √ T -consistency and asymptotic normality of (1.2) using Rosenblatt's (1956b) kernel estimator in place of f (·) for example, see e.g. Lewbel (1997 Lewbel ( , 1998 Lewbel ( , 2000 Lewbel ( , 2007 , Honoré and Lewbel (2002) among others. However, their results often require rather strong assumptions on f (·) such as smoothness conditions and compact support upon which it is bounded away from zero, see e.g. Khan and Lewbel (2007) and Jacho-Chávez (2010) . Alternatively, this paper establishes the weak convergence of a version of (1.2) that imposes no explicit restrictions on the support of X, apart from general moment conditions on the joint distribution of (Y, X). Furthermore, this is achieved while relaxing the independent and identically distributed (i.i.d) assumption prevalent in this literature to allow for strictly stationary and ergodic data {Y t , X t } T t=1 . Specifically, this paper proposes the usage of the (uniform) k -Nearest Neighbour (k -NN) density estimator of f (·) in (1.2) instead, i.e.,
where R T (X t , k) .
= the Euclidean distance between X t and the k-th nearest neighbour of X t among all the X s 's for s = t for s = 1, . . . , T . Estimator (1.3) corresponds to Mack and Rosenblatt's (1979) version with uniform weights, as originally proposed by Loftsgaarden and Quesenberry (1965) . 1 In particular, using a score (a.k.a. weighting) function the estimator (1.2) can then be reformulated as
where X (t) is the t-th order statistic; Y [t] is the concomitant associated with X (t) ; and J (·) is a bounded, positive and smooth score function satisfying estimator based on nearest neighbour spacings defined as
(1.5) Lewbel and Schennach (2007) showed that if {Y t , X t } as k → ∞. They derived the semiparametric efficiency bound for regular estimators of θ 0 and proved that θ achieves it. Although similar in nature, estimators (1.4) and (1.5) are fundamentally different. In particular, k in (1.4) refers to the k-th order statistic from the (conditionally on X t ) sample { X t − X s } T −1 s=1 with t = s, while k in (1.5) refers to the k-th order statistic from the original sample {X t } T t=1 . These differences also make Lewbel and Schennach's (2007) limiting distribution theory not applicable to (1.4) for either fixed or increasing k. Although, (1.4) admittedly requires T -times more operations than (1.5), the asymptotic properties of (1.4) are established here under generally weaker conditions that do not explicitly requires X t to have bounded support. Furthermore, the i.i.d. sampling assumption is also relaxed allowing for dependent data. It is also shown that a version of the proposed estimator that utilizes uniform weights, i.e. J(s) = I[0 ≤ s ≤ 1], also achieves the semiparametric efficiency bound in the i.i.d. case.
The rest of the paper is organized as follows: Section 2 introduces some notation used throughout. A general central limit theorem for linear functionals of concomitants 3 of order statistics is then provided that could potentially be useful in other settings, for instance, in the nonparametric estimation of a regression function (see e.g. Yang, 1981) . The √ T -consistency and asymptotical normality of (1.4) is thereafter established using mild moment conditions and the slowest possible rate of convergence for k. Section 3 provides some Monte Carlo evidence of the proposed estimator under various data generating processes and compares it to the ordered data estimator. Finally, Section 4 concludes by pointing out directions for future research. All proofs are gathered in the appendices.
Main Results

Basic Notations
We start by introducing some notation: F (x) is the CDF of X; f (x) is the PDF of X; F (y|x) is the CDF of Y conditional on X = x (namely, the conditional cumulative probability distribution function of Y ); f (y|x) is the probability density function of Y conditional on X = x; f (x, y) 3 The study of concomitants as an important class of statistics with many potential applications has been more recently reviewed by David and Nagaraja (1998). 4 is the joint probability density of X and Y ; F T (x) is the empirical CDF of {X} ) ; Ω is the sample space; ω is an element in Ω; F t is the Borel algebra generated by
Borel algebra generated by {(X t , Y t ), (X t+1 , Y t+1 ), . . . }; F X,t is the Borel algebra generated by {X 0 , X 1 , . . . , X t }; F Xt is the Borel algebra generated by X t ; F t X is the Borel algebra generated by {X t , X t+1 , . . . , }.
Let {Y t , X t } T t=1 denote a strictly stationary and ergodic series of bivariate random variables on a probability space, (Ω, F , P), with a bounded continuous density, f (x, y). Given a sample of data, {Y t , X t } T t=1 , let Y [t] denote the concomitant (or the induced order statistics) of the t-th order statistics X (t) ; and the smoothing parameter k T ≡ k is a sequence of positive integers that depends on T such that k/T −→ 0 as T −→ ∞. Throughout the paper, we shall also assume that the support of f (·), Suppf = {x : f (x) ≥ η, for some η > 0}, is the entire real line R.
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To formulate our theory in Section 2.3, we shall make use of an assumption of conditional independence, which is often employed in stochastic analysis (see e.g. Clauser and Horne, 1974) , between observables. In particular, let α
where α * (t) = sup
This coefficient essentially measures the degree of conditional independence between two flows of Borel algebras generated by the process Y t when sub-Borel algebras generated by the process X t are given. In particular, suppose that Assumption (A*1) below holds, then
is a natural congruence of the conditional strong mixing concept, proposed by Rao (2009).
Asymptotic Normality of Linear Functionals of Concomitants of Order Statistics
In this section, we shall consider the following statistics:
which can also be written as a functional of empirical distributions,
where h(x, y) is some real-valued function of (x, y); and J ⋄ (·) is an arbitrary bounded and smooth score function, i.e., J ⋄ (s) < ∞ and J ⋄ ′ (s) < ∞ for every s ∈ [0, 1]. We shall note at this point that this score function is a generalization of the weighting function J(s) introduced earlier in that it does not need to integrate to one, and it is also used by Yang (1981) 
The following set of assumptions are needed to establish the main result in this section. To avoid any confusion, we shall note at the outset that henceforth generic constants, p, q, q * , δ, and ℓ, are mutually independent from one condition to another. Assumption A:
(A3) Conditional Joint Moments:
In the i.i.d. framework, these assumptions imply conditions usually needed to establish asymptotic results for concomitants of order statistics, see e.g. Watterson (1959) , David (1973) , David and Galambos (1974 ), Yang (1977 ), Yang (1981 , Stute (1993) and Khaledi and Kochar (2000) in order settings. To the best of our knowledge, we have not seen similar results for non-i.i.d. data. Thus, the result established in this section can be viewed as an extension of Yang's (1981) result to the non-i.i.d. case.
The following theorem will be used in Section 2.3:
Theorem 1 Suppose Assumptions (A1), (A2), and (A3) hold. Then
where (A3a) and (A3b) are zero -thus, Assumption (A3) is satisfied. This assumption has two advantages over conventional mixing assumptions, which are often employed in time series analysis. In particular, they are easier to verify than mixing conditions in a given application, and they are also weaker, see, e.g., Lemma 4 in Appendix.
Finally, as pointed out by Yang (1981) , Theorem 1 can be used to construct consistent estimators of various conditional quantities such as E[Y |X = x], Pr(Y ∈ A|X = x) and var(Y |X = x) with dependent data. The specific details of such extensions are beyond the scope of this paper, but interested readers can find more information in Yang (1981).
Asymptotic Normality of the k-NN Estimator of Inverse-Density Weighted Expectations
We now introduced some assumptions before stating the main result of the paper. As before, we shall note at the outset that henceforth generic constants, p, q, q * , δ, and ℓ, are mutually independent from one condition to another. Assumption A*:
(A*1) Data Generating Process: The regressand process Y t depends on the backward Borel algebra F X,t or the forward Borel algebra F 1 q < 1.
(b) X t is a strong mixing sequence such that
is the standard strong mixing coefficient proposed by Rosenblatt (1956a) ; and ℓ is some integer such that ℓ > 1.
(A*4) Smoothing Parameter:
Assumption (A*1) is satisfied, for example, in the nonlinear regression model, Y t = g(X t )+ǫ t , where the disturbances, ǫ t , are serially dependent in such a way that they are uncorrelated with X t for all t ∈ [1, T ]. In this sense, one can allow for various degrees of nonlinear dependence between Y t and X t , 5 as well as some forms of heteroskedasticity in ǫ t , i.e. ǫ t = σ 2 (X t−1 )ζ t , where σ(X t ) is a function of X t and {ζ t } T t=1 are i.i.d. random variables with zero mean and finite variance.
In the same spirit as Robinson (1987) or Delgado (1992) , the usage of the k-NN estimator allows us to relax Lewbel and Schennach's (2007) assumptions to general moment conditions for certain functionals of {X 0 , Y 0 } as described in Assumption (A*2), whilst allowing for possibly unbounded support of f (x). However, for some forms of f (x) the validity of Assumption (A*2) implicitly requires bounded support conditions on X t . For example, if X t ∼ N(0, 1), where
5 However, they admittedly preclude popular models such as ARMAX, or general regression models with lagged regressors such as Y t = g(X t , X t−1 ) + ǫ t . Unfortunately, we have been unable to extend our proofs to allow for this type of dependence.
The latter is not satisfied unless p < 1/2 or X has bounded support.
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Moreover, Lewbel and Schennach (2007, Conditions 3-4, p. 192 ) also require f (x) and g(x) to be uniformly Hölder continuous. In contrast, Assumption (A*2b) merely requires the finite second moment of the derivative of the ratio g(x)/f (x) to be finite, i.e. Lewbel and Schennach (2007, Conditions 3-4, p. 192) imply that the moduli of continuity of f (x) and g(x) are finite, making Assumption (A*2b) automatically hold.
Since the dependence structure of {Y t , X t } is governed by both cross-sectional and serial dependence, Assumption (A*3a) serves as a summability condition on the maximum degree of mixing of the regressand process Y t for every possible mixing pattern in X t . Assumption (A*3b) basically imposes a rather mild restriction on the mixing coefficients of X t . This assumption is slightly stronger than other mixing conditions often found in time series analysis, see e.g. Phillips (1987) . Nevertheless, owing to this assumption, one can derive a slower rate of divergence for k T -which is discussed below. An example of this type of mixing is the nonlinear regression model Y t = g(X t ) + ǫ t , as described above. If the regressor process X t satisfies Assumption (A*3b) and the disturbance ǫ t is mixing in such a way that
In addition, notice that the conditional strong mixing coefficient, α * (t), relates to the standard strong mixing coefficients, α (F X,0 , F t X ) and α (F 0 , F t ) as follows: First, recall the relation
It then follows that
where
6 We are indebted to an anonymous referee for pointing this out, and providing this example. 7 We thank and anonymous referee for pointing this out.
Applying the elementary inequality |x + y| 1/r ≤ |x| 1/r + |y| 1/r for some integer r ≥ 1, one can strengthen Assumption (A*3) as (A*3') Strong Mixing:
(a) (Y t , X t ) is a strong mixing sequence of bivariate random variables such that
for some integers, p and q, such that p > 2 and 0 <
where ℓ is some integer such that ℓ > 1.
The condition lim T −→∞ k T /T = 0 in (A*4) is standard in the pointwise asymptotic theory for k-NN, see e.g. Bhattacharya and Mack (1987) . However,
2ℓ , which is much slower than many rates in the current literature. For example, Bhattacharya and Mack (1987) showed that the weak convergence of k-NN density holds for k T = O(T 4/5 ). The slow rate of divergence obtained in the present paper is due to an application of Cox and Kim's (1995) inequality in the proof of Theorem 2.
Theorem 2 Let Assumptions (A*1), (A*2), (A*3) and (A*4) hold. Then,
.
A few remarks are in order:
Remark 3 In the i.i.d. case, the only valid continuous score function in the unit interval [0, 1] is the uniform weight,
corresponds to the semiparametric efficiency bound derived in Severini and Tripathi (2001, Setcion 7, p. 41) and Lewbel and Schennach (2007, footnote 4, p. 193) . The choice of any other weighting function would therefore imply a larger variance. This should not preclude practitioners from using a non-uniform (or discontinuous) weighting function in situations where outliers are present. 
is unknown, and m is a bandwidth that grows slowly with T , see e.g. White (1984, Chap. 6 
where w τ m = 1 − τ /(m + 1). The consistency of s 2 W * ,1 and s 2 W * ,2 can then be established by non-trivial extensions of asymptotic arguments in Newey and West (1987), Hansen (1992) and Davidson and de Jong (2000) .
9 This is left for future research. 
The strong consistency of this estimator in the i.i.d. case is established in the following Theorem:
(1). Let Assumptions (A*2d) and (A*2e) hold and let k T increase with T in such a way that lim T −→∞
9 Notice that Davidson and de Jong (2000) assume that a stochastic process, W t , is a random function with parameters, β. In our case, W t is a pseudo-observation with an unknown function.
Monte Carlo Experiments
In this Section, we provide Monte Carlo evidence of the small sample performance of the proposed estimator in comparison with Lewbel and Schennach's (2007) estimator. Although the consistency of the latter was only proven under the i.i.d. assumption, our numerical results below show it also seems to work for dependent data. We generate sequences of pseudo-random numbers {Y t , X t } T t=1 where Y t = 2X t (1 + e t )I(0 < X t < 1), and {X t } 
where α = .49999 and Y 0 is generated from U [0, 1]. DGP 5. Markov Regime-Switching model (MARKOV RS),
where S t is a latent state variable that follows a 2-state Markov chain with transition probabilities
DGP 1 corresponds to Lewbel and Schennach's (2007) original design, while DGP 2-6 are taken from Escanciano and Jacho-Chávez (2010) . In each of 1000 replications we generate sets of T = 100, 200 and 400 pseudo-random numbers following these DGPs. Estimators (1.4), using uniform weights, i.e. J(s) = 1 for all s ∈ [0, 1], and (1.5) are calculated for different values of k = 1, 2, . . . , 30. Figures 1 and 2 display the finite sample behaviour of the simulated
as functions of k respectively in the form of box plots for each design. These figures contrast the estimators' different bias and variance behaviour as k changes. Overall, the results are qualitative similar between both sets of estimators for most DGPs at large k and T . However, the performance of the proposed estimator seems to be quite robust to the choice of smoothing parameter k, i.e. bias and the box plot's 'whiskers' are somewhat invariant to the choice of k. This could be a consequence of the slow divergence rate implied by Assumption (A*4). On the other hand, the ordered-data estimator's simulated bias and variance display the standard tradeoff usually found in nonparametric smoothers, see T = 100 in Figure 1 . The simulated bias and variability of both estimators decreases as sample size T increases.
Finally, Table 1 shows the performance in terms of Monte Carlo bias (Bias), standard deviation (Std. Dev.), root mean squared error (RMSE), mean absolute error (MAE), and the interquartile range (IQR) of each estimator at the value of k that minimized the simulated RMSE. As displayed in Figures 1 and 2 , the results are qualitative similar for both estimators, but the proposed estimator displays less variation for DGP 2 and 3. Furthermore, as predicted by our theory, both estimators have numerically similar variances in DGP 1.
Summary and Extensions
In this paper, we have established the asymptotic normality of the k -NN estimators of inversedensity-weighted expectations involving strictly stationary, ergodic data. This is achieved under weaker conditions than previously required by other authors. In particular, no explicit restrictions on the support of the probability density function f (X t ) in the denominator are needed apart from mild and apparently minimum moment conditions. A slow rate of divergence for the 'smoothing' parameter k T is also obtained via some conditions on the mixing coefficients of the bivariate process (Y t , X t ). The asymptotic theory of our k -NN estimator is then developed from a general asymptotic result of linear functionals of concomitants of order statistics for dependent data, which could be potentially useful in other problems.
Since the Euclidean distance is immediately adaptable to vector-valued random variables, extensions to the multivariate case, i.e. X t ∈ R d where d ≥ 2, are possible. This would ultimately require conditions on the unconditional/conditional cumulants of (X t , Y t ) for example. Similarly, as in the current literature of semiparametric inference using the k -NN method, the question on how one chooses the number of nearest neighbours, k, in a given application remains an open question. Although our estimator is asymptotically semiparametric efficient for i.i.d. data, the bound of semiparametric estimator of inverse-density-weighted expectations is yet to be derived formally in the time series case. Similarly, a self-normalized (a.k.a. studentized) central limit theorem in cases where E[W and Tamer (in press) but beyond the scope of this paper. Finally, relaxation of Assumption (A*1) to allow for a larger class of dependent processes is also worth exploring, specially for possibly non-stationary processes. 
Appendix A: Main Proofs
In this section, we use the notation k T . = k, and
interchangeably throughout. Proof of Theorem 1: The proof of this Theorem follows 3 steps:
Step 1: Firstly, we use the Gâteaux differentiation, see e.g. Koroljuk and Borovskich (1994) , and the Taylor formula to decompose the functional T (
where the last term follows from J
In view of the above equation, we obtain the following decomposition:
Step 2: Secondly, we prove the weak convergence of (A-1). An application of a martingale approximation, see e.g. Wu and Woodroofe (2004) for the process which can easily be derived by a sequential application of Lemmas 1-3. The Lindeberg condition is satisfied as follows: For an arbitrarily small constant, δ, it follows that
Assumptions (A1a), (A2a) and Hausdorff-Young's inequality imply that ≤ W 2 0 p < ∞, while Tchebyshev's inequality and Lemma 3 imply that P (W *
To derive the asymptotic behavior of T −1/2 ( W 1 − W T +1 ), first notice that W t is F t -measurable, and therefore given some small number, δ > 0, we have
Therefore, (A-2) and (A-3) imply that (A-1) is such that
Step 3: We conclude the proof by showing that R T = o p (T −1/2 ), a somehow very lengthy step.
We first define K(t) . = t 0 J ⋄ (v)dv and rewrite
, we obtain the following decomposition:
We only prove that T T ;1 = o p (1) and T T ;4 = o p (1), since the proof of T T ;2 = o p (1) and T T ;3 = o p (1) follow similar steps.
Firstly, an application of the absolute-value inequalities yields
The strict stationarity assumption implies the existence of an invariant probability measure,
< ∞. Therefore, by using the same arguments as in Step 2 above without any further condition to be imposed, one can show that 
Term T T ;4a in the last inequality is bounded above
= T T ;4a;I × T T ;4a;II × T T ;4a;III .
Next, using the law of iterated expectations, T T ;4b can be rewritten as
An application of Hölder's inequality yields
= T T ;4b;I × T T ;4b;II × T T ;4b;III . Now, using the following indicator function inequality, see e.g. Tran and Wu (1993, p. 669 )
where C is a generic constant, we obtain |(
where q * (F ) = {F (1 − F )} δ−1/2 for some generic constant, δ > 1/2. Since q * (F ) is a bounded function vanishing at its domain boundaries, it follows that Maxwell and Woodroofe (2000, p. 128) 
(1) as T −→ ∞; and we immediately see that
and by the dominated convergence theorem, we conclude that T T ;4a;I = o a.s.
(1) and T T ;4b;II = o a.s.
(1). Therefore, along with Assumptions (A1b) and (A1c), an application of Hölder's inequality (i.e. X r ≤ X s for any r ≤ s) yields
Similarly, it then follows from Assumptions (A1c) and (A3b) 
Proof of Theorem 2: The proof of this Theorem follows 4 steps:
Step 1: Firstly, notice that
Hence, the asymptotic behavior of θ k T − θ 0 is derived from the asymptotic behaviors of terms L T ;1 , L T ;2 and L T ;3 ; these are analyzed in the remaining steps.
Step 2: Let h(X, Y ) = (Y −g(X))/f (X), and m h (X t ) = E[h(X t , Y t )|X t ] = 0. Then Assumption (A2) in Theorem 1 is satisfied. Furthermore, Assumption (A*2) implies (A1), while Assumptions (A*1) and (A*3) imply Assumption (A3), in view of Lemma 4. Therefore, an application of Theorem 1 gives us
Step 3: We now verify that √ T L T ;2 = o p (1), by first noticing that
Assumption (A*1) implicitly implies that the law of iterated expectation yields E[
, and we only need to show that lim
Then by the Cauchy-Schwarz inequality, we have
and by Assumption (A*1), the law of the iterated expectation, the Jensen inequality, and the Cauchy-Schwarz inequality, we have
Assumptions (A*2c), (A*2d), (A*3), and Lemma 4 imply that
(A-9)
In fact, (A-8) and (A-9) immediately follow from the dominated convergence theorem if one can show that lim
Hence, it is necessary to demonstrate that
almost everywhere (pointwise) for every X t in the sample. First, we shall define a random event, 
This implies that
(A-13)
Now in order to bound the probabilities P (A c t;1 ) and P (A c t;2 ) in (A-13), we notice that {2T R(
−1 ((1 + ǫf (X t ))/f (X t ))}; and for some s = t we define
In addition, after defining the Bernoulli random variable, -14) imply that k/T q tT ≤ ǫ sup x∈C X t f (x) + 1, where C Xt is an open ball with center, X t , such that the union T t=1 C Xt covers R for T sufficiently large. Hence, after defining a ǫt . = 1 + ǫ sup x∈C X t f (x), we then obtain
where the last inequality follows from Tchebyshev's inequality with ℓ representing a positive integer. Now since K s is the indicator function of X s , one can show that K s − E[K s ] is also mixing with the same coefficient, α(s), as X s by using the inequality in Truong and Stone (1992, Lemma 1, p. 82), i.e.,
and α(·) is the usual mixing coefficient. Therefore, Lemma 6 yields
Assumptions (A*3b), (A*4) and the fact that
Using the exact same arguments, we can also prove that
Hence, results (A-17) and (A-18) prove (A-12) in view of (A-13).
We now prove that L T ;2b = o p (1). As before, Assumption (A*1) and the law of iterated expectations yields E[ √ T L T ;2b ] = 0, so we only need to show that lim
Firstly, notice the following decomposition
Now we shall bound the terms L T ;2b;I and L T ;2b;II . The Cauchy-Schwartz inequality yields -11) and the dominated convergence theorem also imply that E 2T R(
Similarly, we obtain lim T −→∞
. Therefore, we conclude that
Now Assumption (A*1) and the law of the iterated expectation yields
and an application of Hölder inequality gives
In view of equation (A-11) and the dominated convergence theorem, it follows that
while the last term in the above equation converges to zero in view of (A*2c), (A*3a) and Lemma 4. We then also conclude that
Step 4: We conclude the proof by proving that
Firstly, we rewrite
Now using the variable transformation for integrals we obtain for finite
and ξ (t) is some real number in the interval
In view of Assumption (A*2a) and equation (A-11), we can show that
. However, term L T ;3c requires some extra steps as follows: An application of the stochastic mean value theorem yields
where the above inequality follows from the Cauchy-Schwarz inequality; and η (t) is a point on a sample path of X t (ω) such that η t ∈ (min(X (t) , ξ (t) ), max(X (t) , ξ (t) )) for each ω ∈ Ω -this point always exists in a large sample. An application of the Birkhoff-Khintchine theorem together with Assumption (A*2b) gives
Moreover, note that
Hence, the strong law of large numbers for L-statistics for stationary and ergodic processes in Aaronson, Burton, Dehling, Gilat, Hill, and Weiss (1996, p. 2847 T (u) − F −1 (u)| = 0 P-a.s., and
Using the same strategy as Devroye and Wagner (1977) , let ǫ denote a positive generic constant, and choose another positive generic constant, δ, such that
< ǫ/2 whenever x and y are within [−δ/2, δ/2]. First, one needs to rewrite the probability of the event ω ∈ Ω : sup x∈R
and A T ;2 (ω)
Lemma 2 For two arbitrary integers, p ≥ 2 and q
then the following claims are true: (2.2) , and G is the Borel algebra of invariant sets such that G ⊂ F 0 ⊂ · · · ⊂ F ∞ .
Proof. We now prove each claim as follow: Result (a): Condition (B-1) implies that lim t−→∞ κ t (p) = 0. That is, lim t−→∞ E[W t |F 0 ] p/(p−1) = 0. The strict stationarity of X t & Y t together with the F t -measurability of the random function
It then follows from (B-1) and an application of the Kronecker lemma that lim
, and the result follows after noticing that as n becomes sufficiently large, lim n−→∞ (T n −T n−1 ) = 0. Result (c): It follows from Hölder's inequality that
If follows from the assumptions of the Lemma together with applications of Minkowski's inequality and Hausdorff-Young's inequality that W 0 p < ∞. The result then follows from Assumption (B-1).
Result (d):
It follows from the law of iterated expectations and the Jensen inequality that
where the last equality follows from result (c) in the Lemma. Result (e): As in the proof of result (a) Hölder's inequality imply that
Result (e) along with Hölder's inequality yields
Lemma 3 For some integer p > 1, let W 0 p < ∞ and ∞ 1 κ t (p) < ∞. Furthermore, let us define the following martingale difference sequence:
Proof. It follows from the law of iterated expectations that it is sufficient to show that
where ω is the probability element of the Borel subspace (Ω, G); and A is any subset in G. Hence, we obtain I(ω ∈ A)W *
, where
Hence, we obtain T s=1,t=1
It follows from the strict stationarity of {Y t , X t } and the measurability of W t that
The results follows after observing that, from Lemma 2, we have lim T −→∞ B T ;1 ≤ ∞, and lim T −→∞ B T ;2 = 0.
Lemma 4 Given integers, p > 1 and q ≥ p, such that 1/p + 1/q < 1, let Y 0 q,F X,0 2p/(p−1) < ∞ and
Proof. We only prove (B-4) as the proof of (B-5) follows similar steps (see e.g. McLeish, 1975) . In order to establish (B-4), we follow the same strategy in Hall and Heyde (1980, p. 276) by first demonstrating that if if |Y 0 | ≤ C 1 and |Y t | ≤ C 2 for some finite constants, C 1 and C 2 , then (Cox and Kim, 1995) Let ξ t be a strong mixing processes. Let ℓ be a positive integer and assume that E[ξ t ] = 0, and that for some p > 2, M pℓ = sup t { ξ t pℓ } ≤ 1. Suppose further that there is a constant, ν, not depending on t such that E[|ξ k t |] ≤ ν, for some 2 ≤ k ≤ 2ℓ. Finally, assume that the mixing coefficients satisfy ∞ i=1 i ℓ−1 α 1−2/p (i) < ∞. Then, there exists a generic constant, C ℓ , depending on ℓ but not on the probability distribution of ξ t , ν, T , and P such that
T j P 2ℓ−j ν j for any integers, T and P ∈ (0, T ).
Proof. See Cox and Kim (1995, Lemma 1, p. 155) .
Lemma 7 (Devroye and Wagner, 1980) Let µ T and µ be 1-dimensional empirical distribution and theoretical distribution, respectively, and Ia denote an interval with length a > 0. Then, for any ζ > 0, 0 < b ≤ 1/4 and T ≥ max{1/b, 8b/ζ 2 }, P (sup {|µ T (Ia) − µ(Ia)| : 0 < µ(Ia) ≤ b} ≥ ζ) ≤ 16T 2 exp −T ζ 2 /(64b + 4ζ) +8T exp {−T b/10} .
Proof. See Devroye and Wagner (1980, p. 65) . Note: Box plots of 1000 simulated differences between the ordered-data estimator and θ 0 , where
X (t+k) − X (t) for k = 1, . . . , 30. Note: Simulated bias (Bias), standard deviation (Std. Dev.), root mean squared error (RMSE), mean absolute error (MAE), and interquartile range (IQR) of 1000 replications for k minimizing the Monte Carlo RMSE.
