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1. INTRODUCTION 
In this paper we are concerned with stochastic optimal control problems 
over an infinite horizon. When the reward is discounted there is only one 
optimality criterion and standard dynamic programming can be applied. 
Now, in the undiscounted case, the total reward might be unbounded for 
any feasible policy and there is not a unique optimahty criterion any more. 
Greatest average reward, overtaking optimality, average overtaking 
optimality and I-optimality are such criteria [4, lo]. The most used of 
them is the greatest average reward and several technics have been 
proposed to get an average optimal policy, at least for finite state space 
Markov decision processes (MDP) [I 1. These results are all based on the 
existence of a fixed point solution to the optimality equations for a relative 
value function. In the case of denumerable state space, weak conditions 
have been recently exhibited under which a fixed point solution exists [3]. 
In the case of finite state space non-homogeneous MDP the relative value 
function is also shown to converge under so-called weak ergodicity con- 
ditions [S]. While the latter assumptions are stronger, one can easily check 
them by inspection of the one-step transition probability matrices and also 
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the relative value function is shown to converge geometrically. Moreover, 
when uniqueness of the average optimal policy holds, a forecast horizon 
exists and a stopping rule to detect it is proposed [8]. A forecast horizon 
N, is such that the optimal first period decision does not change if the 
horizon N is greater than N,. Existence of forecast horizons in the 
undiscounted case is an important issue. Here, we show that for general 
Markov decision processes, under equivalent ergodicity assumptions the 
same results hold. Moreover, when the control space is finite, inspired by 
the results in [Z] for discounted problems, we give a simple stopping rule 
to detect forecast horizons without using salvage value functions as in [8]. 
Then, the whole average optimal policy can be computed “on-line” as in 
[2], whereas an “off-line” computation might be impossible. The technic is 
very similar since the ergodicity coefficient ac s as a discount factor for the 
relative alue function. 
2. PRELIMINARIES 
In this section we introduce the controlled Markov process (CMP) we 
will be dealing with. First, we introduce some notation. 
Notation. A Bore1 space, say X, is a Bore1 subset of a complete 
separable metric space endowed with the Bore1 sigma-algebra L’@(X). We 
denote by B(X) the space of real-valued bounded measurable functions on 
X. For a real-valued function u on X, llull and 11011 s denote the supremum 
norm and the span (quasi-) norm, respectively; that is, 
II4 := supx Idx)l and /Iv/I, := sup V(X) - inf u(x). (2.1) 
II 
Given two Bore1 spaces X and Y, a stochastic kernel on X given Y is a 
function q( . I .) such that for each y E Y, q( . I y) is a probability measure on 
X, and for each Bore1 subset C of X, q(CI .) is a measurable function on Y. 
For a finite signed measure p on X, I/PI\ denotes the total variation orm 
[ 121. In particular, ifP and Q are two probability measures on X, then 
P - Q is a finite signed measure with variation orm 
IIP- Qll = 2 sup IP(C) - Q(C,l. 
CtJ(X) 
Controlled Markou Processes. A CMP (sometimes called a Markov 
decision process) is characterized by four objects (X, A, q, r), where: 
(a) X is the stare space, which is assumed to be a Bore1 space. 
(b) A is the action (or control) set, a Bore1 space. For each x E X, the 
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set of admissible actions (or controls) in state s is denoted by A(X), 
whereas the set K of admissible state-action pairs is defined by 
K and A(x) are both assumed to be measurable, for all x E X. 
(c) q(dy 1 X, u), the so-called transition law, is a stochastic kernel on 
X given K. 
(d) r(x, a) is the one-step (expected) reward received when action 
aEA(x) is taken in state X; r is, by assumption, a real-valued measurable 
function on K. 
The description of a CMP includes, of course, difference-equation 
control models of the form 
t = 0, 1, . . . . x,) given, 
where x, and a, denote the state and control at time t, respectively, and the 
disturbance sequence t, are i.i.d. random elements independent of x,, [ 11. 
Policies. Let F be the set of decision functions, i.e., measurable functions 
f from X to A such that f(x) E A(x) for all x E X. A sequence 6 = {f,} of 
functions ,f, E [F is called a Markou (or feedback) policy. As usual, we shall 
identify [F with the set of stationary policies, i.e., Markov policies of the 
form {f; f, . . . }, m which case we simply write fE [F. 
For the control problems considered here we require two different types 
of hypotheses, one of which concerns the standard continuity-compactness 
conditions: 
H 1. (a) For each x E X, the control set A(x) is a compact subset 
of A. 
(b) Ir(x, a)/ <R< cc for all (x, a) E K, and r(x, a) is a 
continuous function of a E A(x) for each x in X. 
(~1 jx 4~) d4 I x, a) is a continuous function of aEA(x) for 
each x E X and each v E B(X). 
The results in Sections 2 and 3 remain valid if in HI(b) and (c) we 
replace “continuous” by “upper semi-continuous.” On the other hand, if 
the control set .4 is finite (as in Section 4 below), then Hl reduces to the 
following. 
Hl’. (a) A is finite 
(b) Ir(x, a)1 < R < co for all (x, a) E K. 
The second type of hypothesis is an ergodicity condition. 
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H2. LX := t sup(lq( .( x, a) - q( . (x’, a’)11 < 1, where the sup is over all 
pairs (x, a) and (x’, a’) in K. 
The number 1 - c( is called the ergo&city coefficient of the transition law 
q; see, for instance, [9, 141. Conditions sufficient for H2 are given in the 
following proposition; for a proof, see (e.g.) Georgin [S]. 
PROPOSITION 2.1. Each one of the following conditions implies H2: 
(a) There exists a state x* E X and a number uI > 0 such that 
db*)Ixd4% for all (x, a)~ K. 
(b) There exists a measure p on X and a number CI* > 0 such that 
P(X) 2 g2 and q(.(x,a)>p(.) for aN (x,a)~K. 
(c) There exists a measure v on X and a number ~1~ < 2 such that 
v(X) 6 G/3 and q(.lx,a)<v(.) for all (x,a)~K. 
In fact, the following implications hold: 
(a) + (b) + H2 e (c). 
For applications and further discussion on H2 and Proposition 2.1, 
see [S, 7, 111. Note also that Hopp [S] uses (a) for a finite-state 
non-homogeneous Markov decision process. 
3. CONVERGENCE OF RELATIVE VALUE FUNCTIONS 
Throughout this section we assume that Hl and H2 hold. Let T be the 
operator on B(X) defined by 
where u E B(X), x EX, and /I is a positive number, and let (II,,} be the 
sequence in B(X) given by 
v,:= TV,- 1 for all n = 0, 1, . . . . 
where u ~ I E 0; that is, for every x E X, 
uo(x) = max r(x, a) 
(I EA(\-) (3.2) 
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and 
u,,(x) = max aEA(r, d.y.u)+B ilk ,(.,~)qv.l~l.~,o)]. 
i 
n = 1. 2, ,.., (3.3) 
The first main result in this section (Proposition 3.2) gives a condition 
under which T is a contraction operator with respect o the span norm, 
and then this is used to prove the uniform convergence of the relative alue 
functions 
z&(x, 2) := u,,(x) - u,,(z), .Y Ex, 
where z is any fixed state. In fact, these results hold for any initial function 
uO E B(X); however, if we take ug as in (3.2), we can then interpret v,(x) as 
the maximal expected (/?-discounted) reward for an n-period problem, 
given the initial state x0=x. Moreover, from Proposition 3.2 and 
Theorem 3.3, Hopp’s stopping rule [S] to obtain a forecast horizon can be 
immediately deduced with some obvious changes in the proofs in [8]. 
Remark 3.0. In the proofs below we will use the Jordan-Hahn decom- 
position theorem (see, e.g., [121): If 1 is a signed measure on a measurable 
space (A’, B), then there exist disjoint measurable sets X+ and X- whose 
union is X and such that 
I(X+nB)>O and 3,(X nB)<O for all B. 
Furthermore, the variation orm of i. is given by 
lli.l/ =%(X+ )-%(X- ). 
For finite state and control spaces, the following lemma is proved by 
H~PP C81. 
LEMMA 3.1. (a) For uny two pairs k = (x, u) and k’ = (x’, a’) in K, and 
any function u E B(X), 
j4~Mdrlk)- j 4.~1 q(4Ik’)d~lbll,, (3.4) 
where II uI/ ,, is the spun norm defined in (2.1). 
(b) (/u,,l/, d A4for all n = 0, 1, . . . . where M := @( 1 - ~8) and R := 2R. 
Proof (a) Let 1. be the signed measure on X given by 
i,(.):=q(.Ik)-q(.Jk’). 
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Then by Remark 3.0, there exist disjoint measurable sets X+ and XP 
whose union is X and such that 
where the latter inequality follows from assumption H2. On the other 
hand, since A(X)=A(X’)+A(X-)=O, we obtain A(X+)<a. Finally, we 
can write the integral in the left side of (3.4) as 
jv(YwY)=j u(Y)i.(dy)+J’x-u(Y)l(dy) X+ 
G 1141,~(~+)  (infu(y)) 4X) v 
d4uIls. 
(b) Let f, E iF be a decision function such that f,(x) maximizes the 
right side of (3.3) for all XE A’. Then for any two states x and z, part (a) 
implies that 
u,(x) - u,(z) = 4x3 f,(x)) + B J on- I(Y) ddY 1x7 f,(x)) 
Since x and z are arbitrary, the latter inequality implies 
IIu”ll.~R+aBIlu,~,ll~Q~ i (‘$)‘<M. Q.E.D. 
1=0 
PROPOSITION 3.2. Zf LYB < 1, then for any two functions u1 and u2 in B(X), 
II Tu, - ~~,lls G 4l% - 411s. 
Proof Let u1 and u2 be arbitrary functions in B(X), and let g, and g2 
be decision functions uch that 
Tu;(X)=r(X, gi(X))+B{ U;(Y)q(dYlx~ &TAX)), XEX, i= 1,2. 
x 
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Thus, for any two states x and z. 
6 mu, -A., (by Lemma 3.1(a)), 
where iV( .) := q(. 1 x, g,(x)) - q( .I z, gz(z)). Since x and z are arbitrary, the 
proposition follows. Q.E.D. 
THEOREM 3.3. For any fixed state ZE X, the relative value functions 
converge uniformly to some ,function i B(X), i.e., there exists u( ., z) E B(X) 
such that 
ll%,( .> z) - 4 ‘, z)ll = sup b&(x, z) - u(x, z)l + 0 as n+oD. 
Proof: For any x E X, 
4,+,(x, z)-- &Ax, z) = (u,+,(x)- I,+,) - (%(x)--u,(z)) 
G lIu,+m--AI. 
= 11 T”v, - T”vOllJ 
6 (dvllvm - %/Is 
d 2M(c$)” by Lemma 3.1(b). 
Thus 
IIU n+m(., z)-u,(., z)ll <2wmn, (3.5) 
which implies that (n,J ., z)} is a Cauchy sequence in B(X) with respect o 
the sup norm, and the desired conclusion follows from the completeness 
of B(X). Q.E.D. 
As already noted, once we have the results above, we can proceed to 
extend (under appropriate assumptions) Hopp’s stopping rule [8] to con- 
trolled Markov processes with Bore1 state space. Instead of doing this, 
however, we shall consider a new stopping rule inspired in the one given in 
[2] for discounted problems and more efficient than Hopp’s [S]. Indeed, 
while Hopp’s stopping rule requires us to solve n-stage problems for all 
possible values (in a compact set) of salvage value functions, we only need 
to solve n-stage problems for all possible initial controls (a finite number) 
and then test the difference between two successive n-stage optimal 
rewards. Also, in the same spirit as in [2], we obtain an “on-line” 
procedure to get the optimal stationary policy, whereas an off-line 
procedure might be impossible. 
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4. FORECAST/PLANNING HORIZONS AND A STOPING RULE 
In this section, we prove the existence of a forecast horizon and give a 
simple method to obtain it for the case of average reward criterion. 
We shall suppose the following. 
ASSUMPTIONS 4.1. H 1’ (in particular, the control set is finite) and H2 
hold, and in addition: 
133. There exists a bounded solution {j*, u*( . )} to the average-reward 
optimality equation (OE) below, that is, there exists a constant j* and a 
bounded measurable function v* such that 
i’fI-(x)=~~~~~{r(x,a)+~*s*(y)q(dyl~,a~} for all XEX. (OE) 
H4. There exists a unique optimal stationary policy f * E [F such that, 
for each x, f*(x) maximizes the right side of (OE), i.e., 
i*+~*(x)=r(x,f*(x))+~~~*o’)~(dylx~f*(x)) for all x E X. 
Remarks 4.2. (a) Each one of conditions (a) or (b) or (c) in 
Proposition 2.1 (in addition to implying H2) implies H3 [S, 61. Other 
sufficient conditions for H3 can be given in terms of b-discounted problems 
with /I < 1 [S, 6, 11, 131. On the other hand, if (instead of H2) we assume 
that condition (a) in Proposition 2.1 holds, then the average reward 
problem can be reduced to a b-discounted problem (with discount factor 
p = 1 - CI, ) [ 111, and therefore, the problem of determining forecast/ 
planning horizons can be studied as in [2]. 
(b) Under assumptions Hl’, H2, and H3, condition H4 is equivalent 
to the existence of a unique optimal stationary policy for the average 
reward problem. 
We need to recall the following result on the value iteration (or 
successive approximations) functions v,(x) in (3.3) with /I = 1. 
LE.MMA 4.3. In (3.3), let /?= 1. Then: 
(a) For any fixed state z E X, 
llU”( .)z) - u*( ‘) z)ll = sup lu,(x, z) - u*(x, z)l < 2M’a” for all n 2 0, 
where u*(x, z) := v*(x) - v*(z), and M’ is any constant 2 lluO- v*ll,. 
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(b) SUP, iir~,,(.r) - j*l d 2M’~z” ’ ,for u/l II 2 1, tishere bt‘,, ure the 
functions 
w,,(x) := II,,(X) - o,, ,(A-) for all x E X and n 3 1. 
ProojY See [7, 131. 
Thus Lemma 4.3(a) complements Theorem 3.3 in the sense that we have 
now identified as u*(., Z) = u*(.) - O*(Z) the limiting function u(., Z) in 
that theorem. On the other hand, (b) provides uniform (geometric) 
approximations to the optimal average reward valuej*. 
We are now ready to prove the existence of a forecast horizon Nr 
THEOREM 4.4. For any initial state x E X, there exists an integer N, such 
that for any n > N, 
u,,(x) = 4x, f *(x)) + s v,- I(y) ddy I x9 f *(x)); 
that is, f*(x) is the ,first period decision of any optimal solution to the 
n-period problem. 
Proof For any n 2 0, let f, E IF be the decision function such that f,(x) 
maximizes the right side of (3.3), with fl= 1, for all x E X: 
Note that, by H4, 
for all n. 
Now, let x be any given initial state. Arguing by contradiction, let us 
pose that the theorem does not hold; namely, there exists a subsequence 
in’} of {a} such that 
~,,G) = r(x,f,Jx)) +I u,,-~(Y) ddyIx,f,Xx)) 
> 4x, f *(x)1 + s u,,- I(~) ddyl x, f*(x)) for all n’. (4.2) 
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Therefore, since A(x) is finite, there exists a control a, E A(x) such that 
a, #f*(x) and&(x) = a, for some subsequence {n”} of {n’}, so that (4.2) 
can be rewritten as 
’ 4% f*(x)) + 1 Ud- I(Y) 4(dY I x3 f*(x)) for all n”. 
Finally, on each side of the latter elation substract u,,~,- ,(x) and take 
the limit as U” + co to obtain that, from Lemma 4.3 and the bounded 
convergence theorem, 
j* = 4? a,) + s co*(Y) - u*(x)1 q(4Jl-T 4)
b 4% f*(x)) + j- [u*(Y) - u*(x)1 d4J 1x9 f*(x)). 
Since the latter inequality contradicts (4.1), we conclude the theorem. 
Q.E.D. 
Once we know that a forecast horizon N, exists, the problem now is how 
to find IV,. To do this, we propose below a method based on the following 
result hat gives us a new stopping rule. 
THEOREM 4.5. Let x be any given initial state, and let UE A(x) be an 
admissible control in state x. Then a is not optimal, i.e., a # f *(x), if and 
only if there exists an integer n(u) such that 
where M” is any constant > M + 2M’; M= R/(1 -u) is the constant in 
Lemma 3.1(b), with /I= 1, and M’ is the constant in Lemmu4.3. 
Proof (Necessity) Suppose that a # f *(x), but (4.3) does not hold. 
The latter implies that 
0 Q w,(x) - r(x, a) -I u,_ ,( y, x) q(dy 1 x, a) < 2M”a”~ ’ for all n 2 1, 
(4.4) 
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where the first inequality follows from the fact that, by the definition of 
v,,(.Y) with /J = 1, 
for all x E X and n 3 1. Thus taking the limit as n -+ w in (4.4), we get 
.i* = 44 0) + s [U*(Y) - v*(-x)l q(u’vI 4 a), 
which contradicts H4. 
(Sufficiency) To prove the converse, let us first note that, from (3.5) 
with B = 1 (and z = x), 
U,,(Y, .y) 3 u, + ,(Y, x) - i94~” for all YEA’ and IZ, m >O. (4.6) 
On the other hand, from Lemma 4.3(b), 
IIW n+m- w,II ~2M’a”+“~‘+2M’c(“~‘~4M’u”~‘, 
which in turn implies 
w,(x) 6 w,+,(x) + 4M’cr” l for all XEX and n> 1, m>O. (4.7) 
Thus if (4.3) holds for some n = n(a), using (4.6) and (4.7) we obtain 
or equivalently, 
+ 4M’cP ’ + 2McP ‘, 
>2a”-‘(M”-M-2M’)=c,>O. 
Finally, letting m tend to infinity we obtain, from Lemma 4.3, 
j* - 4x, a) - I CU*(Y) - U*(X)] q(& 1 x, U) 2 c,, > 0, 
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which implies a#f*(x), by assumption H4. This completes the proof of 
Theorem 4.5. Q.E.D. 
The above theorem permits us to define an on-line procedure to obtain 
f*(x) in the same spirit as in [a]. 
Step 0. Initialize U = A(x); n = 1. 
Step n. For all a E U compute 
If 
F(a) > 2M”cP ‘, 
then eliminate a from the set U. 
If U has a single lement a*, stop: f*(x) = a*. 
Otherwise, go to step n + 1. 
Under the assumptions of Theorem 4.5, this algorithm is guaranteed to 
stop after a finite number of iterations. Then, by applying this algorithm at 
every period for the new observed state, we have an on-line procedure to 
obtain f*(x). 
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