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The information thermodynamics model and Methyl-IT workflow 108
Methylation level is generally the ratio of methylated cytosine read counts divided by the sum of 109 methylated and unmethylated cytosine read counts for a given cytosine site. This is a descriptive variable 110 that reflects uncertainty of methylation level at a given cytosine site. Most methylation analyses test 111 whether or not the difference between control (CT) and treatment (TT) methylation levels (the uncertainty 112 variation) is statistically significant. The approach measures the absolute value of the difference between 113 methylation levels " ## − " &# from control ( " &# ) and treatment ( " ## ) at each cytosine site. The 114 magnitude of " ## − " &# is known as total variation distance (TVD). 115
116
To improve resolution of methylation signal, we applied Hellinger divergence (HD), ([25] , detailed 117 description included in Methods section). Both TVD and HD are information divergences that follow 118 asymptotic chi-square distribution [25] . However, HD converges faster and carries more information than 119 TVD and, consequently, has higher discrimination power [26] . The improvement in discrimination power 120 is visible in Fig. 1 By way of illustration, we used the drought stress data, where CTR designated 121 unstressed control group and STR designated stressed group. Fig. 1a shows that treatment methylation 122 signal on chromosome 1, expressed in terms of methylation level, was indistinguishable from control. 123
Higher resolutions are reached with TVD and HD, with HD providing highest discrimination power. 124 125 Ganguly et al. reported individual variation and pre-existing methylation differences in the drought stress 126 materials [24] , which is reflected by HD in Fig. 1c . The improvement in resolution attributed to HD 127 derives from the fact that TVD takes into account only one dimension of the methylation change, while 128 HD is estimated in bi-dimensional space ( " , 1 − " ), where the goodness-of-fit test to detect differences 129 is performed. 130 131 Genome-wide Hellinger divergence for background methylation variation can be modeled by a Weibull 132 distribution [12] . On the other hand, biologically meaningful methylation changes result in an increment 133 of Hellinger divergence distinguishable in the signal detection step (Fig. 2) . For a given level of 134 significance α (Type I error probability, eg. α = 0.05), cytosine positions with can be selected as 135 sites carrying potential biological signal (shown as the blue shade region under the curve in Fig. 2 ). True 136 signal is detected based on optimal cutpoint [27] , which can be estimated by area under the curve (AUC) 137 from a receiver operating characteristic (ROC) built from logistic regression with potential signals from 138 control and treatment. The AUC is the probability to distinguish biological regulatory signal naturally 139 generated in the control from that induced by the treatment. Cytosine sites carrying methylation signal are 140 designated differentially informative methylation positions (DIMPs). The probability that a DIMP is not 141 induced by the treatment is designated probability of false alarm (P FA , false positive, Fig. 2 ). As suggested 142
in Fig. 2 , we define DIMPs as cytosine positions with high probability to carry signal created in response 143 to treatment. 144
145
Estimation of optimal cutoff from AUC is an additional step to remove any remaining potential 146 methylation background noise that still remains with probability α = 0.05 > 0. We define as methylation 147 signal (DIMP) each cytosine site with Hellinger divergence values above the cutpoint (shown in Fig. 2 as  148 ). Each DIMP-associated signal may or may not be represented within a DMP derived by Fisher's 149 exact test (or other current tests, Fig. 2 ). The difference in resolution by current methods versus IT is illustrated by positioning H value sensitivity for Fisher's exact test (FET) at greater than H min for 151 cytosine sites that are DMPs and DIMPs simultaneously (Fig. 2) . 152
153 of cytosine sites, the situation presented in Table 1 is not rare, and the difference caused by statistical tests 167 listed in Table 1 would be significant. A flow chart integrating the main procedures of Methyl-IT and  168 optional downstream analysis is shown in Fig. 3 . 169 170
Methyl-IT sensitivity and genomic regions targeted by DIMPs 171
To investigate the sensitivity of Methyl-IT, we applied DIMP detection to the drought stress dataset and 172 compared with the outputs from other methods. Fig. 4 increasing from COT to MG to PMG to dry seed, and reaching its peak in leaf tissue. CHG and CHH 197 changes were associated predominantly with non-genic and TE regions, and CG DIMPs showed higher 198 density within gene regions, which agreed with the DMP distribution pattern reported in the original 199 study [21] . A surprising CHG peak was observed in leaf tissues relative to seed, which we did not pursue 200 in detail, but may reflect a pronounced tissue-specific transition. Similar DIMP patterns were observed in 201 the drought stress dataset relative to cytosine context, although with higher signal levels in each context. Table 2 . Simulation experiments suggested that classification accuracy mainly depended on 222 the distance separating Weibull distributions (noise plus signal) for control and treatment. Weibull model 223 parameter values (alpha.1 and scale.1) from the first simulation for control samples (S11 to S13) were 224 close to those estimated in the treatment group (S21 to S23), suggesting that corresponding distribution 225 functions were close as well. Although the classifier performance to predict DIMPs could be considered 226 acceptable (about 80% accuracy), discriminatory power to predict DIMPs from an external sample (not 227 included to build the model) was relatively low. If probabilistic models were sufficiently distant, even a 228 classifier trained with samples having an overall mean TVD (absolute values of methylation differences) 229 equal to 0.13 could achieve good discrimination of DIMPs from an external sample. Importantly, a given 230 DIMP with the same HD value in control and treatment groups could be discriminated from control group 231 if the Weibull probability distributions from control and treatment were different. 232
233
Classification of DIMPs was accomplished for the seed development dataset as well. Since each seed 234 development stage comprised only one sample, groups were formed according to the hierarchical cluster 235 presented in Fig. 6 . The best classification accuracies were obtained for CG and CHH methylation 236 contexts ( Table 2 ). These were binary classifications, where control samples were the reference class. 237
Thus, probability P(x) that a new DIMP x could be observed in the control class determined its 238 classification, and the probability that a given DIMP did not classify within the control class was 1 -P(x). 239
A classifier model built on the groups CT: COT and MG, and non-CT: PMG and DRY (Table 2) Figure S1 ). To test the impact of different minimum cytosine 267 coverage on Methyl-IT output, the pipeline was run without minimum coverage limit (Table 3) Methyl-IT permits methylation analysis as a signal detection problem. The model predicts that most 311 methylation changes detected, at least in Arabidopsis, represent methylation "background noise" with 312 respect to methylation regulatory signal, explainable within a statistical physical probability distribution. 313 Implicit in our approach is that DIMPs can be detected in the control sample as well. These DIMPs are 314 located within the region of false alarm in Fig. 1 , and correspond to natural methylation signal not 315 induced by treatment. Thus, using the Methyl-IT procedure, methylation signal is not only distinguished 316 from background noise, but can be used to discern natural signal from that induced by treatment. 
Methods
355
Methylome analysis 356
The alignment of BS-Seq sequence data from Arabidopsis thaliana was carried out with Bismark 0.15.0 357
[39]. BS-Seq sequence data from tomato experiment were aligned using ERNE 2.1.1 [40] . The basic 358 theoretical aspects of methylation analysis applied in the current work are based on previous published 359 results [12] . Details on Methyl-IT steps are provided in the next sections. 360
Methylation level estimation 361
In Methyl-IT pipeline, it is up to the user whether to estimate methylation levels at each cytosine position 362 following a Bayesian approach or not. In a Bayesian framework assuming uniform priors, the methylation 363 level can be defined as:
(1), where and represent the numbers 364 of methylated and non-methylated read counts observed at the genomic coordinate , respectively. We 365 estimate the shape parameters and from the beta distribution (2 
The total variation of the methylation levels Table 1 ). 405
In Methyl-IT pipeline, the statistics mean, median, or sum of the read counts at each cytosine site of some 406 control samples can be used to create a virtual reference sample. It is up to the user whether to apply the 407 'row sum', 'row mean' or 'row median' of methylated and unmethylated read counts at each cytosine site 408 across individuals. 409 and must be discriminated from changes induced by the treatment. Let be the probability 422 that energy , dissipated to create an observed divergence between the methylation levels from two 423 different samples at a given genomic position , can be lesser than or equal to the amount of energy . 424
Then, a single genomic position shall be called a PMS at a level of significance if, and only if, the 425 probability to observe a methylation change with energy dissipation 426 higher than is lesser than . The probability can be given by a member of the 427 generalized gamma distribution family and, in most cases, experimental data can be fixed by the Weibull 428 distribution [12] . Based on this dynamic nature of methylation, one cannot expect a genome-wide 429 relationship between methylation and gene expression. A practical definition of PMS based on Hellinger 430 divergence derives provided that is proportional to and using the estimated Weibull CDF for 431
given by Eq. 8. That is, a single genomic position shall be called a PMS at a level of significance 432
, and only if, the probability to observe a 433 methylation change with Hellinger divergence higher than is lesser than . 434
The PMSs reflect cytosine methylation positions that undergo changes without discerning whether they 435 represent biological signal created by the methylation regulatory machinery. The application of signal 436 detection theory is required for robust discrimination of biological signal from physical noise-induced 437 thermal fluctuations, permitting a high signal-to-noise ratio [18] . 438
Robust detection of differentially informative methylated positions (DIMPs) 439
Application of signal detection theory is required to reach a high signal-to-noise ratio [43, 44] 
was generated with parameters = 1.54 and = 2 with mean of methylation levels = 0.435 and 464 variance = 0.0541. Two simulation experiments were performed. For the first simulation, total 465 variations values for three control samples (S11 to S13) were generated using normal distribution 
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(1) Simulated samples were denoted S11, S12… S23 (S11 to S13 are control, the remainder treatment). 
