in network B, and vice versa. The pairs of nodes of both networks are chosen randomly.
The dynamic behavior of our system is governed by two categories of event-failure and recovery-and we assume that every node is in either a failed or an active state. Node failure can result from internal failure or from the spread of damage from neighbor nodes in either the same network or the interdependent network. We thus assume that there are three ways a node can fail: (i) internally induced failure, when a node's internal integrity has been compromised, e.g., an organ in the body can fail due to a malfunction within the organ or a company can fail due to bad management, (ii) externally induced failure through failure propagation due to connections with failed nodes within the node's own network, and (iii) failure induced through the dependency link as a result of being dependent on a failed node from another (opposite) network. Apart of these three types of failures, we assume the existence of associated simple recovery processes for every type of failure. We specify quantitatively each of these processes below.
(i) Internal failure (I). We assume that in both networks any node can fail due to internal problems, independent of other nodes. For each node in network A we assume that there is probability p A dt that the node will fail internally during any time period dt. The equivalent parameter in network B is p B .
(ii) External failure (E). Every node in network A and network B is connected by links to nearby nodes in its own network. These nodes constitute the node's neighborhood.
The number of links a node has within the network indicates its degree or connectivity, denoted by k. If a large number of nodes in a node's neighborhood have failed, i.e., if the neighborhood is substantially damaged, we assume that the probability that the node itself will fail is increased. As in Refs. [12] and [33] , we use a threshold rule to define a substantially damaged neighborhood, which is a neighborhood containing ≤ m active nodes, where m is a fixed integer threshold. If node j has > m active neighbors during time dt, we consider its neighborhood to be "healthy" and there is no risk of external failure. On the other hand, if j has ≤ m active neighbors during time dt, there is a probability r A dt (for network A) or r B dt (for network B) that node j will externally fail. (For an explanation of why r A and r B are not set to 1 and why they are necessary, see Note 1 in Methods).
(iii) Dependency failure (D). In the case of two interdependent networks (A and B)
we assume that each node in the first network is dependent on a node in the second network via an interdependent link, and vice versa. We assume that if one node in the pair fails there is a finite (but not 100%) probability, r d dt, that during time dt the other node in the pair will fail as well. This represents the probability that the damage will spread through the interdependency link.
(iv) Recovery. We assume that there is a reversal process, a recovery from each of these three types of failure. A node recovers from an internal failure after a time period τ = 0, it recovers from an external failure after time τ , and from a dependency failure after time τ . In simulations, and without loss of generality, we use τ = 100, and for simplicity we set τ = τ = 1 to take into account the assumption that realworld systems usually require a longer time period to recover from internal problems (physical faults) then from a lack of environmental support. Changing the numerical values however, does not introduce any qualitative difference.
(iv) Activity notation. Every node is in one of two states: active or failed. A node is considered active in the observed moment, if it is not experiencing internal (I), external (E), or dependency (D) failure.
I. RESULTS

A. Mean field theory
We characterise this system by studying the order parameters chosen naturally as the fraction of active nodes in network A and network B, z A and z B , respectively. For purposes of simplifying the calculation, however, we first concentrate on the complementary and equally intuitive fraction of failed nodes a A and a B , in networks A and B respectively (a A = 1 − z A ,
Using the mean field theory presented in Methods, Note 2, we obtain two coupled equations that connect a A and a B , which the system must satisfy in the equilibrium Here we obtain two stable and one unstable solutions. The two stable solutions correspond to 11 state (both networks are at high activity) and 22 state (both networks are at low activity). Figure 1a shows a graphical representation of the curves for a random regular [21] Figure 1b shows the scenario for the same network system when p * A = 0.20, p * B = 0.24, r A = r B = 0.60, and r d = 0.15. In this case we have two stable states and one unstable. This mean field theory calculation agrees well with the states that we observe in our simulations, as we will demonstrate below.
Note that our choice of r d value is quite limited. If r d is too large, we find that the damage spreads through dependency links extremely efficiently and the only possible stable state is total system collapse. The extreme vulnerability of interdependent networks is well-known [2, 29] . Because there is always at least one functional stable state in biological or man-made systems, total system collapse as the only stable state is not realistic. Thus we need the r d parameter to "soften" the dependency links [29] and allow a more realistic behavior.
The four physical solutions found above correspond to the following four scenarios: (i) when there is high activity in both network A and network B (denoted "11" or "up-up"),
(ii) when there is high activity in network A and low activity in network B ("12" or "updown"), (iii) when there is low activity in network A and high activity in network B (" 21" or "down-up"), and (iv) when there is low activity in both network A and network B ("22" or "down-down").
Depending on the parameters, we obtain between one and four stable states. Each of the states exists in a certain volume of the multi-dimensional space of parameters. Results of the mean field theory calculation for a particular set of parameters are presented in Fig Although regions 12 and 21 do overlap, there is no a direct transition connecting these two states. These transitions would correspond to the unusual combination in which one network recovers (transitions to a higher activity) and simultaneously the other network fails. Thus a transition from state 12 to state 21 requires the use of an intermediate state (11 or 22) . A more detailed discussion of the absence of these two transitions can be found in Methods, part 3. The set of all allowed and forbidden transitions is presented in Fig. 2e . The total phase diagram (all four layers on top of each other) is presented in Fig. 3 . Here, color lines represent the boundaries of four states, with each color corresponding to the boundary of one state, e.g., the green line is a boundary of the 11 state. Note that there is a small central "window" where all four states are possible.
We next can examine the activity profile for various cross-sections in the phase diagram.
In Figure 3 (1) and (2)] for the activity of network A. The good agreement shows that the mean field theory correctly captures all the properties of the system. We note that qualitative agreement between the MFT and the simulations is better for higher values of k, because for higher k the fluctuations are smaller, which improves the accuracy of the MFT. Figure 4b shows the activity when moving along the red dashed line.
Here we obtain four states and six different transitions.
The phase diagram of a system of n = 2 interacting networks is much richer than the phase diagram of a single network with damage and recovery [12] . The analytical results we presented here for n = 2 can be generalized to n interacting networks in any topological configuration, although as n increases they become increasingly difficult to visualize. In general, a system with n interacting networks can have up to 2 n physical states. The maximum number of critical points grows linearly with n while the upper limit for the number of triple points grows exponentially.
B. The problem of optimal repairing
Knowing and understanding the phase diagram of interacting networks enable us to answer some fundamental and practical questions. A partially or completely collapsed system of n ≥ 2 interacting networks in which some of them are in the low activity state is a scenario common in medicine, e.g., when diseases or traumas affect the human body and a after the other? What is the minimum amount of repair needed to make the system fully functional again? In other words, what is the minimum number of nodes we need to repair in order to bring the system to the functional 11 ("up-up") state, and how do we allocate repairs between the two networks? An optimal repairing strategy is essential when resources needed for repairing are limited or very expensive, when the time to repair the system is limited, or when the damage is still progressing through the system, threatening further collapse, and a quick and efficient intervention is needed.
We show below that this problem is equivalent to finding the minimum Manhattan distance between the point in the phase diagram where the damaged system is currently situated, and the recovery transition lines to the 11 region. The Manhattan distance between two points is defined as the sum of absolute horizontal and vertical components of the vector connecting the points, with defined vertical and horizontal directions. It is a driving distance between two points in a rectangular grid of streets and avenues. In our phase diagram, it is equal to |∆p * A | + |∆p * B |. It turns out that two triple points of the phase diagram play a very important role in this fundamental problem. We find that these special points have a direct practical meaning and are not just a topological or thermodynamic curiosity.
To show this, we start by making some simplifying but reasonable assumptions. First, we assume that only internal failures can be repaired by human hands, since these failures are physical faults in nodes (any external and dependency failures and recoveries are "environmental," and are a spontaneous recognition of the changing neighborhood of a node).
We mentioned above that the parameters p * A and p * B correspond to fractions of internally failed nodes in networks A and B, respectively. This implies that the number of internally failed nodes repaired in, say, network A, is directly proportional to the change of p * A . Hence repairing nodes in networks A and B means decreasing p * A or p * B . We also assume that these repairs are done fast enough that there is only a small probability that the newly repaired nodes will internally fail again before the repair process is completed. The total number of repaired nodes is therefore N rep = N (|∆p * A | + |∆p * B |), and it is proportional to the Manhattan distance between the starting and final point in the phase diagram.
To optimize repairing we need to minimize this metric. Figure 5 shows the solution to the minimization problem, and a detailed discussion is provided in Methods. The different colors in Fig. 5 correspond to the different optimal repair strategies, which depend on the failure state of the system. If the system is initially at point A, both networks are in a low
R1
R2
Fully Recovered is situated, and the border of the green region. In the red square region (point A for example), there are two solutions and it is equally optimal to reach any of the two triple points R1 and R2 by decreasing p * A and p * B . In the yellow regions, it is optimal to reach only one triple point -R1
for the sector containing point B, or R2 for the sector containing point C. In the dark blue regions it is optimal to decrease p * B only, and in the light blue regions it is optimal to decrease p * A only.
Note that triple points represent the solution of the optimal repairing for the warm color regions (red and yellow).
activity state, i.e., they are non-functional. Our goal is to decrease p * A and p * B and arrive to the region where the system is fully recovered (the green region) by performing a minimal number of repairs, i.e. minimal N rep . We find that for any point in the red region there are actually two closest points in the green region, at an equal Manhattan distance away from the red region point. These two points are the triple points R1 and R2 shown in Fig. 5 , which also correspond to the triple points in Fig. 2b . Although R1 may be closer to point A than R2 by Euclidian distance, the Manhattan distance is the same. Thus two equally good repairing strategies are available. One involves allocating more node repairs to network A, and the other allocating more repairs to network B. For the yellow regions (points B and C), the closest points by Manhattan distance are R1 (for point B) or R2 (for point C). Here only one triple point represents the optimal solution. Note that the path samples in Fig. 5 are "zig-zag" in shape (to highlight that we are minimizing |∆p * A | + |∆p * B |), but even when a diagonal path (direct straight line) to a triple point is used, the Manhattan distance is the same. For the dark blue regions (points D and G), the optimal strategy is to decrease p * B only, until the system is recovered. Similarly, for the light blue regions (points E and F), the optimal strategy is to decrease only p * A . From our optimal repairing strategy analysis we find that the order of repair (the specific path taken between the initial point and final point) does not affect the final result. Minimizing the Manhattan distance only determines the optimal destination point. Therefore, there is actually a set of paths corresponding to equally optimal repairing processes.
C. States and transitions in Real World Networks
In relatively small networks (N ≈ 10-1000) fluctuations are very large. Thus, in small network systems exhibiting multistability it is possible to observe phase flipping [12, 15, 34] between different states. Figure 6a both networks are in the high activity state (11) , while at t ≈ 620 network A is in the low activity and network B in the high activity state (21) . Because a controlled experimental changing of such parameters as p * A or p * B is usually impossible or hardly accessible in real-world networks, we can exploit the phenomenon of phase flipping, use it as a probe to explore different layers of the phase diagram, and verify the existence of well-defined states and the transitions between them in a real-world network system. By observing the dynamics in a selected real-world interacting network, we find evidence of rapid transitions between different states (Fig. 6b) that strongly resemble the spontaneous phase switching seen in our model (Fig. 6a) . a country has a net increase during that period, we consider the node of the country to be active at t. If it does not, it is inactive. Figure 6b shows the interaction of the two geographical CDS networks: Latin America and Europe. First we note that the networks indeed spend most of their time having either a very high activity or a very low activity (i.e., there are two well-defined single-networks states). We also observe that because of interactions between the two networks they can share transition moments between high and low activity, but sometimes these transitions occur independently. This behavior is very similar to the model behavior observed in our simulations, Fig. 6a . We conclude that our network model successfully captures the behavior of this real network, and it represents a plausible model to explain the most important elements of its evolution.
II. METHODS
Damage conductivity parameters.
Parameters r A and r B are introduced because they describe how easily the damage is spread through the network. When r = 0 there is no damage spread between the nodes, and when r = 1 there is perfect damage conduction.
Assuming that external failures occur with certainty would mean fixing r to be equal to 1.
In the case of a single network with recovery it has been shown [12] that many important phenomena (e.g., spontaneous recovery) are lost when r = 1. The most interesting parts of the phase diagram are in fact where r is far from 1.
Mean field theory.
Fractions a A and a B denote the fraction of nodes that are failed due to any of the three types of failures: internal (I), external (E), or dependency failure (D). We denote the probabilities that a node at a time of observation experiences a failure of I, E, or D type as P (I), P (E), and P (D), respectively. As a first approximation, we assume that these failures are mutually independent events. Considering network A first, we write an expression for the probability a A,k that a node of degree k in network A has failed. The node can fail due to I, E, or D events or to a combination of them. Using the inclusion-exclusion principle for independent events, we write
Next, we separately calculate P (I), P (E), and P (D).
Calculating P(I), the probability that a randomly chosen node is internally failed at the time of observation. P (I) is also the average fraction of internally-failed nodes in a network, since internal failures are independent events. This is a Poisson process on individual nodes [12, 35] , and therefore P (I) = e −p A τ . Since parameters p A and τ come in this expression as a product, we can replace them with a single parameter, p * A ≡ e −p A τ , which is bounded and also has the property 0 ≤ p neighborhood (where fewer than m + 1 nodes are active). By definition, the time-averaged fraction of failed nodes (for any reason) in network A is 0 ≤ a A ≤ 1. In a mean-field approximation, this is also the average probability that a randomly chosen node in that network has failed. Using combinatorics, we obtain
The probability that a node of degree k in network A has externally failed is then P (E) = r A F (k, a A ). An analogous result is valid for network B.
Calculating P(D), the probability that a node has failed due to the failure of its dependent counterpart node in the other network. For network A, this probability is equal to the product of parameter r d and the probability that a counterpart node in B has failed:
In network B by analogy this probability is equal to r d a A .
Writing Eq. (1) for both networks and inserting the results for P(I), P(E), and P(D) after summing over all k (and noting a A = k f (k)a A,k and a B = k f (k)a B,k ), we get a system of two coupled equations that describes the system of networks, ]. From here it follows that by increasing p * A only, while keeping p * B constant, we would also make a transition (cross the transition line). The only other possibility would be that we were moving along the transition line, but this is easy to disprove because it would imply that the transition does not depend on p * A . If increasing p * A only, causes a transition, the transition must end in state 22, not 21. This is because if we only increase p * A , we increase damage to both network A (directly) and network B (indirectly, through the interdependent links). strategies shown in different colors in Fig. 5 are derived from the geometrical reasoning shown in Fig. 7 . Figure 7a shows a plot of a series of curves consisting of points at identical Manhattan distances from point A (equidistant curves). They produce a "diamond" shape, and the minimal Manhattan distance between point A and the green region translates into the task of "fitting" the diamond so that it just touches the green region and its center is at A. The diamond in Fig. 7a touches the green region at two points-triple points, which are the solution to the minimisation problem. Figure 7b shows the solution for point F in the light blue region. Here the solution suggests a different strategy-decreasing only p * A .
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Fully Recovered A CDS is, in effect, an insurance against non-payment of a debt owed by a third party.
The buyer of a CDS does not have to hold the debt of the third party but can speculate on the possibility that the third party will indeed default, and the buyer can purchase the CDS for this speculative purpose. CDSs were developed in the 1990s and, given their simple structure and flexible conditions, they are now a major part of the credit derivative activity in the OTC market used to hedge credit risk. One of the most important aspects of a CDS is the definition of the "credit event" that triggers the CDS. These events include bankruptcy, obligation acceleration, obligation default, failure to pay, repudiation (moratorium), and restructuring. In the case of the sovereign bond market, the last three are typically included in the contracts. CDSs are used by investors to hedge exposure to a fixed income instrument, to speculate on likelihood of a third party (reference asset) default, or to invest in foreign country credit without currency exposure.
