Abstract. Given a Hilbert space H, let A, S be operators on H. Anderson has proved that if A is normal and AS = SA, then AX − XA + S ≥ S for all operators X. Using this inequality, Du Hong-Ke has recently shown that if (instead) ASA = S, then AXA − X + S ≥ A −2 S for all operators X. In this note we improve the Du Hong-Ke inequality to AXA − X + S ≥ S for all operators X. Indeed, we prove the equivalence of Du Hong-Ke and Anderson inequalities, and show that the Du Hong-Ke inequality holds for unitarily invariant norms.
Introduction
Let H be a complex infinite dimensional Hilbert space, and let B(H) denote the algebra of operators (i.e., bounded linear transformations) on H. Given A, B ∈ B(H), define the generalised derivation C(A, B): B(H) → B(H) by C(A, B)(X) = AX −XB, and let R(A, B): B(H) → B(H) be defined by R(A, B)(X) = AXB−X. Taking A = B to be a normal operator, J. Anderson [1] has shown that if S is an operator in the commutator of A (i.e., C(A, A)(S) = 0), then C(A, A)(X) + S ≥ S (1) for all X ∈ B(H). Inequality (1) has an R(A, A) analogue. Thus if A is a normal operator such that R(A, A)(S) = 0 for some S ∈ B(H), then R(A, A)(X) + S ≥ A −2 S (2) for all X ∈ B(H), and if A is a contraction such that R(A, A * )(S) = 0 = R(A * , A)(S) for some S ∈ B(H), then R(A, A * )(X) + S ≥ S (3) for all X ∈ B(H) (see [2, Theorems 1 and 2]). As stated in [1] , inequality (1) says that the range of C(A, A) is in a certain sense orthogonal to the kernel of C(A, A). A similar remark applies to inequalities (2) and (3). The orthogonality (in the usual sense) of the range and the kernel of normal derivations C(A, A) with respect to the (wider) class of unitarily invariant norms on B(H) has been considered by Fuad Kittaneh [5] .
Results
In addition to the notation already introduced, we shall use the following further notation. Given X ∈ B(H), we shall denote the kernel, the orthogonal complement of the kernel and the closure of the range of X by ker X, ker ⊥ X and ran X, respectively. The spectrum, the approximate point spectrum and the point spectrum of X will be denoted by σ(X), σ π (X) and σ p (X), and the restriction of X to an invariant subspace M will be denoted by X|M . Given A ∈ B(H), there exists a Hilbert space
. This is the Berberian extension theorem [6, p. 15] .
The following theorem is the main result of this paper.
Theorem 1.
If A is a normal operator such that R(A, A * )(S) = 0 for some S ∈ B(H), then
for all X ∈ B(H).
Proof. Use the Berberian extension theorem to obtain a Hilbert space H
• and operators
• is normal, and hence R(A • * , A • )(S • ) = 0 (see [3] ). Consequently, ran S • reduces A
• and ker
(by the normality of B and C), C * −1 is unitarily equivalent to B, i.e., there exists a unitary U : ran
. be an enumeration of distinct eigen-values of B, and let
Since the λ i 's are distinct, this implies that
we have, upon letting X
.
Here R(B, C * )(X 11 ) is a matrix whose diagonal entries are 0 and the matrix of Y has nothing but diagonal entries. Recall that the norm of an operator matrix is always greater than or equal to the norm of the operator matrix consisting of its diagonal entries only [4, p. 82] ; applying this twice, we have from the norm equality above that
This completes the proof. for all X ∈ B(H).
Proof. Consider
Choosing B = A in Corollary 1, inequality (4) reduces to inequality (2) (albeit with an improved estimate). As shown in [2] Proof. It is enough to prove that if A is a normal operator such that C(A, A * )(S) = 0 for some S ∈ B(H), then C(A, A * )(X) + S ≥ S for all X ∈ B(H) (argue as in the proof of Corollary 1). The Berberian extension theorem implies that 
Proof. Using the Berberian extension theorem we have that
, and it follows that 0 ∈ σ(A 1 ) and 0 ∈ σ(B 1 ). Since the PF-pair property applied to R(A
Given a (not necessarily normal) contraction A, if R(A, A * )(S)= 0 = R(A * , A)(S) for some S ∈ B(H), then ran S reduces A, A commutes with S and A|ran S is unitary. This is seen as follows. Let A have the polar decomposition A = U P . Let x ∈ H, and let x n = SP 2n x (n = 0, 1, 2, . . . ). Since ASA * = A * SA implies P 2 SP 2 = S, P 2 x n+1 = x n and the sequence { x n } is monotonic increasing. Also, since
, { x n } is a convex sequence. Hence { x n } is a constant sequence. In particular, Sx = SP 2 x . Since this implies
i.e., P commutes with S. The commutativity of S and P implies that P 4n S = S for all n = 0, 1, 2, . . . . Hence P S = S (= SP ). The equation R(A, A * )(S) = 0 now implies that S = U P SP U * = U SU * and S * = U P S * P U * = U S * U * . Thus U * S = SU * and U S = SU , and so both A and A * commute with S. This, since AA * S = ASA * = S = A * SA = A * AS, implies that ran S reduces A and A|ran S is unitary.
The following corollary is now immediate from Corollary 3.
Unitarily invariant norms. Each unitarily invariant norm ||| · ||| satisfies the property that |||U A||| = |||AV ||| for all unitaries U and V (provided that |||A||| < ∞), and is defined on a natural subclass J |||·||| of B(H), called the norm ideal associated with ||| · |||. Whereas the (unitarily invariant) usual operator norm · is defined on all of B(H), other unitarily invariant norms are defined on norm ideals contained in the ideal K(H) of compact operators in B(H). (For further information on unitarily invariant norms see [4] .) Kittaneh [5] has shown that inequality (1) extends to unitarily invariant norms: The following theorem proves the R(A, A * ) analogue of inequality (1) for unitarily invariant norms. Theorem 2. Let A be a normal operator such that R(A, A * )(S) = 0 for some S ∈ B(H), and let X ∈ B(H). If R(A, A * )(X) + S ∈ J |||·||| , then (S ∈ J |||·||| and)
Proof. Clearly, ran S reduces A and ker
Defining the quasi-affinity Y : ker ⊥ S → ran S by setting Y x = Sx for each x ∈ ker ⊥ S, it follows that R(B, C * )(Y ) = 0 (where B and C * −1 are unitarily equivalent normal operators-see the proof of Theorem 1). Let H 1 = λ∈C ker(B − λ) and let H 2 = ran S H 1 ; then H 1 reduces B, B 1 = B|H 1 has pure point spectrum and B 2 = B|H 2 has empty point spectrum. Similarly, let H 1 = λ∈C ker(C * − λ) and let H 2 = ker ⊥ S H 1 ; then H 1 reduces C * , C * 1 = C * |H 1 has pure point spectrum and C * 2 = C * |H 2 has empty point spectrum. 
