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1Department of Biomedical Engineering, Faculty of Engineering, Tel-Aviv University, Tel-Aviv, IsraelABSTRACT Low pacing variabilty in the heart has been clinically reported as a risk factor for lethal cardiac arrhythmias and
arrhythmic death. In a previous simulation study, we demonstrated that stochastic pacing sustains an antiarrhythmic effect
by moderating the slope of the action potential duration (APD) restitution curve, by reducing the propensity of APD alternans,
converting discordant to concordant alternans, and ultimately preventing wavebreaks. However, the dynamic mechanisms
relating pacing stochasticity to tissue stability are not yet known. In this work, we develop a mathematical framework to describe
the APD signal using an autoregressive stochastic model, and we establish the interrelations between stochastic pacing, cardiac
memory, and cardiac stability, as manifested by the degree of APD alternans. Employing stability analysis tools, we show that
increased stochasticity in the ventricular tissue activation sequence works to lower the maximal absolute eigenvalues of the sto-
chastic model, thereby contributing to increased stability. We also show that the memory coefficients of the autoregressive
model are modulated by pacing stochasticity in a nonlinear, biphasic way, so that for exceedingly high levels of pacing stochas-
ticity, the antiarrhythmic effect is hampered by increasing APD variance. This work may contribute to establishment of an optimal
antiarrhythmic pacing protocol in a future study.INTRODUCTIONThe cardiac beat-to-beat time intervals vary stochastically
due to the inherent heart rate variability (HRV). It is clini-
cally well established that a high standard deviation in the
HRV signal correlates with a healthy cardiac tissue. In
contrast, low HRV has been consistently reported to be
correlated with increased propensity for lethal cardiac ar-
rhythmias and arrhythmic death. The most conventional
paradigm links parameters of the autonomic nervous system
(ANS) with HRV modulation and lethal cardiac arrhythmias
(1). This paradigm is supported by studies showing, for
example, that a strong correlation between high sympathetic
tone and low parasympathetic tone accompanied by low
HRV may lead to mortality in postmyocardial infarction
patients (2,3). In addition, direct recordings of the ANS
signals demonstrate their correlation with various HRV
measures, in both the time and frequency domains (4,5).
According to this paradigm, when the ANS tone is
impaired, two phenomena occur in parallel: increased prob-
ability of cardiac arrhythmias and low HRV, where low
HRV has no specific function by its own in promoting ar-
rhythmias. The link may be due, e.g., to electrophysiolog-
ical cardiac tissue remodeling that accompanies the
impaired ANS tone. However, this link seems to provide
only a partial explanation to the correlation between
reduced HRV and increased arrhythmogeneity, especially
in the ventricles, where there is less parasympathetic inner-Submitted May 1, 2014, and accepted for publication July 2, 2014.
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0006-3495/14/08/1023/12 $2.00vation than in the atria. Recently we showed that low car-
diac pacing stochastic variability per se is a significant
risk factor to arrhythmias (6,7). Using both one-dimensional
(1D) and two-dimensional (2D) numerical models with hu-
man ventricular kinetics, we compared electrophysiological
and conduction properties during both deterministic and
stochastic (Gaussian distribution) rapid pacing. Our 1D
simulations showed that increased pacing stochasticity en-
hances cardiac stability by reducing the slope of the action
potential duration (APD) restitution (APDR) curve, as well
as by decreasing the propensity of APD alternans. Our 2D
simulations further supported the antiarrhythmic role of
pacing variability by showing that with increased stochas-
ticity, discordant APD alternans became concordant, and
the propensity for a premature beat wavebreak was reduced.
In this article, we focus on developing a theoretical explana-
tion to the underlying mechanism linking stochastic pacing
with its antiarrhythmic effect. To that purpose, we employ
mathematical tools derived from discrete-time stochastic
control systems theory in conjunction with the notion of
short-term cardiac memory. The concept of short-term car-
diac memory reflects the fact that a specific APD at a spe-
cific myocyte depends on the history of its electrical
activity and therefore can be described as a function of its
preceding activation properties, such as previous APDs, pre-
vious diastolic intervals (DIs), or previous intracellular ion
concentrations. The ionic mechanisms underlying short-
term cardiac memory are not yet fully understood (8),
despite some evidence in the literature pointing out the
involvement of the intracellular concentration of sodium,http://dx.doi.org/10.1016/j.bpj.2014.07.004
1024 Dvir and Zlochiver[Naþ]i. Both Schaeffer et al. (9) and Decker et al. (10) found
that by holding [Naþ]i constant, most of the cardiac memory
features were eliminated.
Several experimental and theoretical works have previ-
ously demonstrated the relationship between cardiac
memory and tissue arrhythmogeneity and/or stability pa-
rameters. Mironov et al. (11) performed a comparison be-
tween two types of myocytes: one with a high degree of
memory, taken from the posterior cardiac wall, and another
with a lower degree of memory, taken from the anterior car-
diac wall. In that study, cardiac memory was quantified
by the cellular accommodation time constant. The study
showed that the cells with the lower cardiac memory ex-
hibited increased immunity against the development of
APD alternans. Yet the mechanism associating short-term
memory and alternans was not further explored. Wu and
Patwardhan (12) demonstrated that different APDR curves
can be established using different pacing protocols (oscilla-
tory, random, and linear), and they attributed these differ-
ences to the memory effect. However, the mechanistic
relationship between random pacing, stability, and memory
was not investigated. Other studies have employed mathe-
matical tools to analyze tissue stability parameters and their
relationship with cardiac memory. Choi et al. (13) em-
ployed stochastic pacing to quantify cardiac memory dura-
tion. In their work, each APD was modeled as a linear
combination of the previous APDs and DIs using linear
regression. To find the number of previous beats needed
for the linear combination, an adjusted R2 and Akaike’s
Information Criteria tools were used, and it was concluded
that a third-degree (i.e., three previous beats) fitting is
required. Still, stochastic pacing was investigated only as
a tool to elucidate the short-term memory phenomenon;
its stabilizing effect was not explored. Lemay et al. (14)
used stochastic pacing in an autoregressive moving average
(ARMA) to predict alternans instability, showing that
such modeling provides a superior predictive marker over
standard APD restitution properties. Tolkacheva et al. (15)
and Fox et al. (16) proposed that the standard analysis of
the slope of the APDR curve does not provide an accurate
prediction of stability and alternans propensity, ascribing
this to the fact that the APDR curve does not sufficiently
account for the APD history (i.e., cardiac memory). Using
deterministic pacing, they suggested performing lineariza-
tion around a fixed point of a nonlinear curve relating the
APD to its history. By introducing memory to the model,
the onset of alternans could be predicted more accurately
than by using the standard APDR slope. In a simulation
study, Qu et al. (17) employed an eigenvalue analysis on
the linearized function, relating the APD to its k previous
DIs, to predict the occurrence of alternans. However, only
deterministic pacing was tested, so that the potential virtue
of stochastic pacing relative to deterministic pacing, and the
differences between them in terms of the cardiac memory
phenomenon, were not studied.Biophysical Journal 107(4) 1023–1034The aim of this study is to establish a theoretical analyt-
ical mechanism that can explain the antiarrhythmic role of
stochastic pacing in contrast to deterministic pacing. Thus,
this article is a direct continuation of our previous publica-
tions (6,7), in which we showed in numerical simulations
that pacing stochasticity improves arrhythmogenic indica-
tors by reducing the slope of the APDR curve, contradict-
ing the development of APD alternans and decreasing the
propensity for wavebreaks. We show that stochastic pacing
decreases the short-term cardiac memory, which is reflected
in stabilization (i.e., decrease) of the eigenvalues of
the function relating the APD to its preceding APDs. We
further show that [Naþ]i transients, known to be tightly
linked to short-term cardiac memory, are required for
allowing the antiarrhythmic effect of stochastic pacing. It
is important to note that we do not rule out a direct effect
of the ANS on arrhythmogenic factors through its control
over the sinus node rhythm that leads to HRV; rather, we
focus on a specific property of cardiac tissue pacing, i.e.,
stochasticity per se. This stochasticity can be the result of
either the sinoatrial rhythm output, the intrinsic stochastic-
ity in the pacemaker cells, even without any neural input
(18), or an externally applied pacing sequence, e.g., via a
pacemaker.METHODS
Biophysical model
Electrical conduction along a 10-mm-long ventricular fiber was simulated
by numerically solving the following reaction-diffusion partial differential
equation under the monodomain approximation:
vVm
vt
¼ ðIion þ IstimÞ
Cm
þ D v
2Vm
vx2
; (1)
where Vm [mV] is the membrane voltage, Cm ¼ 2 mF/cm2 is the membrane
capacitance per unit area, Istim and Iion [mA/cm
2] are the stimulation and
total membrane ionic currents, respectively, and D ¼ 0:04 mm2/ms is the
diffusion coefficient (resulting in a conduction velocity of 0.4 m/s). Equa-
tion 1 was discretized using the finite-difference method in space and the
Euler integration method in time, with spatial and temporal resolutions
of Dx ¼ 0:1 mm and Dt ¼ 0:0075 ms, respectively. This resulted in 100
computational cells along the simulated fiber. Human ventricular ionic
kinetics were employed per ten Tusscher and Panfilov (19), and parameters
were set to achieve a maximal APDR slope of 1.8 as in our previous pub-
lication (7). A resting membrane was assumed for initial conditions. Stim-
ulations (70 mA/cm2 for 4 ms) were given at the left edge of the fiber
(cell 1), and action potential measurements were obtained from the 80th
cell along the cable (7,20). APDs were calculated at 90% repolarization
(APD90).Pacing protocol
Dynamic pacing protocol was employed as in our previous publication (7)
to allow for tissue accommodation to the high rate needed to establish APD
alternans. Starting with a basic cycle length (BCL) of 800 ms, pacing inter-
vals, each consisting of 50 stimuli, were given. Although the pacing BCL
within each interval was constant, it was gradually decreased between
Stochastic Pacing, Stability, and Memory 1025sequential intervals down to the target BCL of 295 ms that was found to
yield APD alternans. The gradual decrease was done in steps of 50 ms
for BCL > 400 ms, and then in steps of 10 ms for 400 ms R BCL >
330 ms. Eventually, after the last 50 stimuli at a BCL of 330 ms, 500 stimuli
with the target BCL ¼ 295 ms were applied (for a total period of 147.5 s).
This pacing protocol resulted in an unstable activity during the final pacing
phase, exhibiting persistent and significant APD alternans. Stochastic pac-
ing was applied by adding independent and identically distributed (IID)
Gaussian white noise, Gð0;sÞ, with zero mean and varying standard devi-
ation, s, to the cycle length (CL) sequence of the pacing protocol described
above:
CL ¼ BCL þ Gð0; sÞ: (2)
To assess the effect of varying degrees of stochasticity, s was varied be-
tween 0 ms (deterministic pacing) and 2 ms. For each specific simulation,
s was kept constant for the entire pacing protocol (7).Stability theory during deterministic pacing
Stability was analyzed during the final accommodation phase, in
which the 500 stimuli at the target BCL were applied. Following Choi
et al. (13) and Lemay et al. (14), we assume that the APD of the nþ 1
beat ðAPDnþ1Þ depends on the APDs and DIs of three previous beats
(Fig. 1):
APDnþ1 ¼ a0  APDn þ a1  APDn1 þ a2  APDn2
þ b0  DIn þ b1  DIn1 þ b2  DIn2 þ c
(3)
where, a0; a1; a2; b0; b1; b2; and c are constants and n is the beat number.
The coefficients a0, a1, and a2 basically relate to the short-term cardiac
memory principle. During deterministic pacing, the time interval between
stimulations is constant and is equal to the CL so that
DIn ¼ CL APDn; (4)
where CL is constant for the deterministic case. Consequently, by
combining Eqs. 3 and 4, Eq. 3 can be rewritten as a linear sum of the pre-
vious APDs:
APDnþ1 ¼ a0  APDn þ a1  APDn1 þ a2  APDn2 þ c
(5)
where, a0; a1; a2; and c are different from those in Eq. 3. Equation 5 can be
rewritten in matrix form asFIGURE 1 Parameter definitions for the APD signal modeling.2
4APDn1APDn
APDnþ1
3
5 ¼
2
4 0 1 00 0 1
a2 a1 a0
3
5 
2
4APDn2APDn1
APDn
3
5þ
2
4 00
c
3
5;
(6)
which results in the augmented system
xk ¼
2
4 0 1 00 0 1
a2 a1 a0
3
5  xk1 þ
2
4 00
c
3
5; (7)
where xk ¼
2
4APDn1APDn
APDnþ1
3
5. Since a constant (c in our case) does not affect sta-
bility, the stability of Eq. 7 can be analyzed by examining the eigenvalues,
l, of the matrix A ¼
2
4 0 1 00 0 1
a2 a1 a0
3
5, where 1 < jlj < 1 are considered
stable, i.e., yielding a converging sequence of APDs and preventing
the appearance of an electrophysiologically unstable condition of APD
alternans.Stability theory during stochastic pacing
In the stochastic case, the CL is not a constant number but rather a stochas-
tic variable distributed around a mean value (the BCL), and Eq. 5 is there-
fore no longer valid. By applying Eq. 2, Eq. 4 now becomes
DIn ¼ BCLþ Gn  APDn: (8)
Joining Eqs. 3 and 8 yields the autoregressive stochastic model
APDnþ1 ¼ a0  APDn þ a1  APDn1 þ a2  APDn2
þ b0  Gn þ b1  Gn1 þ b2  Gn2 þ c;
(9)
where, a0; a1; a2; b0; b1; b2; and c are different from the constants in Eq. 3.
Let us define
wnþ1bb0  Gn þ b1  Gn1 þ b2  Gn2: (10)
Since Gn has zero mean, wn also has zero mean. Moreover, since Gn (Eq. 2)
are Gaussian IID random variables with constant s, their linear sum in
Eq. 10 is also normally distributed with a constant variance (21). Since
according to Choi et al. (13), b0[b1; b2, and since Gn are IID, then
wnþ1zb0  Gn and wn can be also approximated as IID and therefore
approximately uncorrelated. From Eqs. 9 and 10,
APDnþ1 ¼ a0  APDn þ a1  APDn1 þ a2  APDn2
þ wnþ1 þ c:
(11)
And similar to Eq. 6, Eq. 11 can be rewritten as2
64
APDn1
APDn
APDnþ1
3
75¼
2
64
0 1 0
0 0 1
a2 a1 a0
3
75
2
64
APDn2
APDn1
APDn
3
75þ
2
64
0
0
wnþ1
3
75þ
2
64
0
0
c
3
75
(12)Biophysical Journal 107(4) 1023–1034
1026 Dvir and ZlochiverFollowing the definition of xk ¼
2
4APDn1APDn
APDnþ1
3
5 as in Eq. 7, and
yk ¼
2
4 00
wnþ1
3
5, we obtain
xk ¼
2
4 0 1 00 0 1
a2 a1 a0
3
5  xk1 þ yk þ
2
4 00
c
3
5: (13)
Since c is a constant, it can be shown that if all eigenvalues li of the matrix
A ¼
2
4 0 1 00 0 1
a2 a1 a0
3
5 maintain jðliÞj<1, and if yk are stochastic variables
with zero-mean and constant variance (as is in our case), then the limit
of mean ðxkÞ exists and converges (22). This stability analysis technique
is equivalent to the pole analysis of the autoregressive system, as
shown in section A of the Supporting Material. The matrix A, in this
stochastic case, is similar in its arrangement of parameters to that
obtained in the deterministic case (Eq. 7). This conveniently enables a
comparison between the eigenvalues and a0, a1, and a2 parameters of
the stochastic case and those of the deterministic case. Since yk are un-
correlated state variables with constant variance, in the case where A is
a stable matrix, the limit of the covariance of xk exists and converges
to a constant (22). Focusing on the diagonal values of the covariance
matrix, it can be shown (see Appendix I) that the limit of the variance
of APDn isvarðAPDnÞ ¼ G
1

a20 þ a21 þ a22 þ
ð2a0a1 þ 2a1a2Þða0 þ a2a1Þ
1 ða1 þ a2a0 þ a22Þ
þ 2a0a2

a1 þ ða0 þ a2Þða0 þ a2a1Þ
1 ða1 þ a2a0 þ a22Þ
; (14)where a0, a1, and a2 are the same constants as in Eq. 11, and G is the
variance of wn, which is also the variance of the model error (see the
next section). In the stochastic case, in addition to the requirement that
the mean APD sequence converges (so that no APD alternans are devel-
oped), lower values of the limit of varðAPDnÞ indicate a better electro-
physiological stability condition.Estimating the linearization parameters
To estimate the coefficients a0, a1, a2, and c in Eqs. 5 and 11, we
performed a least-square estimation calculated from the entire 500 beats
during the pacing phase with the target BCL (see Appendix II). This
was calculated separately for the deterministic case and for each one
of the n ¼ 100 different random pacing sets for each s value in
Eq. 2. The value of c does not affect the stability of the APD sequence,
but it was estimated to avoid calculation errors in the other parameters.
We estimated G, required in Eq. 14, by evaluating the model error
variance:
G ¼ 1
N  3
XN1
n¼ 3

APDnþ1  APDnþ1
2
; (15)
where N ¼ 500 is the total number of beats, and APDnþ1 is the estimation of
APDnþ1, calculated byBiophysical Journal 107(4) 1023–1034APDnþ1¼ða0  APDn þ a1 APDn1 þ a2  APDn2 þ cÞ:
(16)
As an alternative, G can be found by estimating b0 and using the known
variance s of the input Gn (Eqs. 2 and 10).RESULTS
Modeling validation
Our mathematical analysis is based on the assumption that
the APD of the nþ 1 beat ðAPDnþ1Þ depends on the
APDs and the DIs of the three previous beats (third-order
model, Eq. 3). To validate this assumption, we calculated
and compared the square errors between the known set of
500 APDs during the final deterministic pacing phase with
the target BCL and the corresponding sets obtained using
first-, second-, third-, and fourth-order least-square optimi-
zations (by adapting the equations in Appendix II appropri-
ately). As can be seen from Fig. 2 A, the square error of
optimization on a logarithmic scale decreased exponentially
with the degree of approximation order, with only a slight
improvement in fitting error between the fourth- and third-
order models. This result supports our assumption and cor-responds well with previous reports (13,14) that signify the
contribution of the past three activations to the properties of
the present activation. In the third-order model, the optimal
coefficient values in Eq. 5 were a0 ¼ 0:68; a1 ¼ 0:99; and
a2 ¼ 0:65. The performance of Eq. 5 in reconstructing the
APD signal is demonstrated in Fig. 2 B. Three examples
of third-order reconstruction are shown for deterministic
pacing (black), stochastic pacing with s ¼ 1.7 ms (red),
and stochastic pacing with s ¼ 0.8 ms (blue). A good match
between the simulated and reconstructed signals is clearly
visible (R2 > 0.93 for all three cases, p < 0.05). To test
the validity of Eq. 14, we performed several simulations
with varying target BCLs (otherwise using the same
dynamic pacing protocol as described in Methods) and
varying values of pacing stochasticity variance, s. For
each combination of target BCL and s, several random pac-
ing sets were generated (between n ¼ 14 and n ¼ 30), and
the standard deviation (SD) of the APD sequence during
the target BCL pacing phase was assessed either directly
from the simulation output or by using Eq. 14. The calcula-
tion was done by first estimating the coefficients a0; a1; a2;
c, and G for each pacing set as described in Methods.
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defined as
Error of estimation ¼ jðCalculated SDÞ  ðMeasured SDÞj
Measured SD
 100:
(17)
Table S1 in the Supporting Material (section B) summarizes
the different simulation parameter combinations and the
comparison between the measured and calculated APD
SD. As Eq. 14 is valid for stable cases, only stable simula-
tions were analyzed in Table S1. Overall, an excellent
agreement between measured and calculated values was
demonstrated, with mean estimation errors lower than
6.5%, with the exception of one case with a target BCL ¼
295 ms and s ¼ 0.8 ms that yielded an estimation error of~20%. Nevertheless, despite the relatively higher error in
that case, the linear coefficient of determination between
the measured and calculated SDs was still high
(R2 ¼ 0:96). In fact, for all cases, a high coefficient of deter-
mination was achieved (R2>0:92). These results further
demonstrate the validity of our modeling and assumptions,
namely, that a third-order model is adequate to describe
the memory duration of the system and that wn are approx-
imately uncorrelated.Stochastic pacing
Stability analysis
The deterministic pacing protocol yielded APD alternans
during the final pacing phase at the target BCL, with a
mean alternans magnitude of ~45 ms (Fig. 2 B, black trace).
When stochasticity was added to the pacing protocol, the
magnitude of alternans decreased. Typical examples are
shown in Fig. 2 B for two stochastic pacing sequences
with s ¼ 0:8 and 1:7 ms (blue and red traces, respectively).
In both cases, the magnitude of alternans was significantly
lower than that corresponding to deterministic pacing (16
and 11 ms for stochastic compared to 45 ms for determin-
istic pacing). We defined significant alternans as alternans
with an average magnitude >50% of the deterministic
APD alternans magnitude, and we quantified the percentage
of simulations that were void of significant alternans as
a function of the stochastic variability, s. For each value
of s, n ¼ 100 random pacing sequences were performed
for statistical significance. The results, shown in Fig. 3 A
(upper), demonstrate an initial positive effect of increasing
s due to a corresponding increase in the percentage of cases
without significant alternans. However, this trend reverses
for s > 1.5 ms, whereby the percentage begins to decrease
with increasing s. Another effect of stochastic pacing with
s> 1.5 ms was the occasional appearance of 2:1 conduction
block. The percentage of simulations with 2:1 blocks as a
function of s is shown in Fig. 3 A (lower). It can be seen
that for s < 1.5 ms, no blocks have appeared, whereas for
larger s values, a monotonic increase in the propensity of
2:1 blocks was demonstrated. To correlate these findings
to mathematical stability properties, a memory model was
fitted to each one of the simulations using Eq. 5. This re-
sulted in a total of 900 models: nine values of s and n ¼
100 random pacing sequences for each s. The eigenvalues
of the corresponding stability matrices were calculated,
and the maximal absolute eigenvalue, maxðjðliÞjÞ, was
plotted as a function of s, see Fig. 3 B. The figure is given
in box-plot form, showing the median, 25th and 75th per-
centiles, and the total range of maxðjðliÞjÞ for each s. Since
in our autoregressive model the maximal eigenvalues are al-
ways real (i.e., their imaginary part is 0; see the Supporting
Material), Fig. 3 B describes the corresponding confidence
levels, and no confidence ellipsis analysis on the complexBiophysical Journal 107(4) 1023–1034
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1028 Dvir and Zlochiverplane is needed. As s increased, the median, upper limit,
and 75th percentile values of maxðjðliÞjÞ all decreased; still,
the most substantial effect was in the 25th percentile and the
lower-limit values—both showing a tendency to become
significantly lower with increasing s. Naturally, the smaller
the maxðjðliÞjÞ, the more stable the matrix system becomes
in the presence of noise (in our case, pacing stochastic per-
turbations). Therefore, the results given here clearly point to
the benefit of increasing s, at least from a mathematical
point of view. These results can also explain in part the re-
sults given in Fig. 3 A, as the increased mathematical stabil-
ity that was achieved with increasing s values was reflected
as the increasing percentage of simulations void of signifi-
cant alternans or conduction blocks up to s ¼ 1.5 ms. The
probability histogram of maxðjðliÞjÞ for all 900 simulations
is given in Fig. 3 C, where the data were categorized into
stable simulations (i.e., without significant alternans (black
line)) and unstable simulations (gray shading). In addition,
the maximal absolute eigenvalue corresponding to the deter-
ministic pacing is marked by the black dot and is slightly
larger than 1, indicating an unstable, alternating APD
pattern. The figure shows clusterization of the eigenvaluesBiophysical Journal 107(4) 1023–1034corresponding to the unstable cases close to a value of 1,
albeit always <1 (and for that matter smaller than the
maximal deterministic eigenvalue). In contrast, the eigen-
values corresponding to the stable cases sustained a broader
distribution, and in general were smaller than the unstable
eigenvalues.
Memory analysis
In this section, the mutual relationship between the coeffi-
cients a0, a1, and a2 and both pacing stochasticity degree
and stability is investigated. In all 900 simulations, a0
was negative, indicating the alternating nature of the APD
trace, whereas a1 and a2 were positive. The relative
contribution of each of the coefficients can be intuitively
thought of as reflecting the degree of cardiac memory,
so that when ja0j=ja0j þ a1 þ a2 is larger, and hence
a1 þ a2=ja0j þ a1 þ a2 is smaller, the cardiac memory is
smaller, and vice versa. We therefore definedM, a parameter
qualitatively indicating the degree of cardiac memory, as
M ¼ 1 ðja0j=ja0j þ a1 þ a2Þ. Fig. 4 A shows the values
of the coefficients ja0j; a1; and a2, as well as the parameter
M as functions of pacing stochasticity variability, s. It can
be seen that as s increased, both a1 and a2 decreased mono-
tonically, whereas ja0j exhibited a biphasic behavior, first
decreasing to s ¼ 0.4 ms, and then increasing monotoni-
cally. Overall, in comparison to deterministic pacing (s ¼
0), a1 decreased by ~60% at the highest simulated s ¼
2 ms, and a2 decreased by ~80%. At its minimum value
of s ¼ 0.4 ms, ja0j decreased by ~50%. It should also be
noted that a1>ja0j up to s ¼ 1.5 ms, and above this value
Stochastic Pacing, Stability, and Memory 1029a1<ja0j. This may suggest a link between the relative mag-
nitudes of a0 and a1 and the reverse of trend observed in
Fig. 3 A at the same s ¼ 1.5 ms. The cardiac memory, M,
slightly increased to s ¼ 0.4 ms and then monotonically
decreased, so that at s ¼ 2 ms, the cardiac memory ex-
hibited an ~40% decrease in comparison to that observed
with deterministic pacing. Therefore, the relationship be-
tween the level of pacing stochasticity and cardiac memory
is not monotonic but biphasic. Next, we analytically studied
the relationship between the memory coefficients, a0, a1,
and a2, and both the maximal absolute eigenvalue,
maxðjðliÞjÞ, and the APD variance. The coefficients a0, a1,
and a2 were varied only within the relevant range, as found
from Fig. 4 A, i.e., 0:2%ja0j%0:7, 0:3%a1%1, and
0%a2%0:65. maxðjðliÞjÞ was found by analysis of the sta-
bility matrix in Eq. 13, and the APD variance, varðAPDnÞ,
was calculated using Eq. 14. The results are shown in
Fig. 4, B and C. Each curve was obtained by varying one
of the memory coefficients, a0; a1, or a2, while keeping
the other two constant at their mean values for all simula-
tions. Those constant values were a0 ¼ 0:3; a1 ¼ 0:6,
and a2 ¼ 0:15. Fig. 4 B demonstrates that within the rele-
vant range of the coefficients, mathematical stability is
determined only by a0 and a1, since no variations in a2
can result in maxðjðliÞjÞR1. This is further demonstrated
in Fig. 4 C by the small changes in varðAPDnÞ for the entire
range of a2. On the other hand, Fig. 4 B shows that when ja0j
is>~0.5, or when a1 is>~0.85, then maxðjðliÞjÞR1; hence,
the system becomes mathematically unstable. Moreover,
above these two thresholds for ja0j and a1, varðAPDnÞ grows
exponentially (Fig. 4 C). Consequently, we will focus
henceforward on the effects of variations in a0 and a1 on sta-
bility and will neglect the effect of a2. Fig. 4 shows the
following patterns while gradually increasing the stochastic
pacing variability, s: starting from deterministic pacing (s¼
0) and up to s ~ 0.5ms, increasing s resulted in a monotonic
decrease of both ja0j and a1 from initial values of ja0j ¼ 0.65
and a1 ¼ 1 to ja0j ¼ 0.3 and a1 ¼ 0.85. This had a stabilizing
effect by monotonically decreasing both maxðjðliÞjÞ and
varðAPDnÞ (see Fig. 4, B and C). Further increasing s above
0.5 ms resulted in a further decrease in a1, whereas ja0j
reversed its trend and started to increase. Regarding
maxðjðliÞjÞ, this led to opposing influences. The continuing
decrease in a1 worked to further decrease max ðjðliÞjÞ, thus
promoting stability. In contrast, the increasing ja0j worked
to increase maxðjðliÞjÞ, thus promoting instability. However,
as long as ja0j remained <0.5, which corresponds to s <
1.5 ms, varðAPDnÞ remained confined and did not explode
(see Fig. 4 C); hence, the system remained overall stable.
For s > 1.5 ms, although the decreasing a1 still worked
to stabilize the system, ja0j became >0.5, which, referring
to Fig. 4 C, resulted in an exponential explosion of
varðAPDnÞ and hence in an overall reduced stability of the
cardiac tissue response. This interpretation is consistent
with the overall stability results shown in Fig. 3 A.Ionic mechanisms for the stochastic pacing effect
The results presented in the previous section suggest that the
stochastic pacing effect is modulated by cardiac short-term
memory, since the variations in the memory coefficients a0,
a1, and a2 due to stochastic pacing variability could be math-
ematically related to the stability of the cardiac tissue
response to fast rhythms. In this section, we further establish
the mechanistic link between cardiac memory and response
stability. As mentioned, some previous simulation models
have shown that most short-term memory features are elim-
inated by holding the intracellular Naþ concentration,
[Naþ]i, constant (9,10). We therefore tested whether the sto-
chastic pacing antiarrhythmic effect could be cancelled by
holding [Naþ]i constant throughout the dynamic pacing pro-
tocol. We compared the results to those of two control
groups: 1), a reference group with the same kinetics as in
the previous sections, i.e., in which no modifications were
made in the ion concentration dynamics; and 2), a group
in which only the intracellular potassium concentration,
[Kþ]i, was kept constant. First, we studied the expression
of APD alternans during stochastic pacing in the three
groups. For these tests, we first determined [Kþ]i and
[Naþ]i values that when kept constant throughout the deter-
ministic pacing sequence result in APD dynamics similar to
those of the reference group. Using [Kþ]i ¼ 134.2 mM and
[Naþ]i¼ 11.41 mMmet this requirement (Fig. 5 A). Fig. 5 B
shows the percentage of simulations void of significant
alternans as a function of the stochasticity degree, s. The
green curve corresponds to the reference group and is iden-
tical to the curve in Fig. 3 A. It can be seen that the set of
simulations in which [Kþ]i was kept constant (but [Na
þ]i
was free to change (red curve) yielded values very similar
to those of the reference group. In contrast, when [Naþ]i
was kept constant, the effect of pacing stochasticity was
completely cancelled (blue curve). Next, we studied an
additional global stability measure, the slope of the APDR
curve, for the three groups during stochastic pacing. To
establish the APDR curves, the final pacing phase of the
pacing protocol was altered, similar to methods used in
our previous publication (7), so that for BCL % 330 ms
the BCL was lowered in steps of 2 ms for every 50 pulses.
For these tests, we first determined [Kþ]i and [Na
þ]i values
that when kept constant throughout the deterministic pacing
sequence result in APDR curves similar to those of the refer-
ence group. Using [Kþ]i ¼ 134.4 mM and [Naþ]i ¼
10.0 mM fulfilled these requirements (Fig. 5 C). The
APDR slope was calculated by applying linear regression
analysis on the APDR curve segment in the DI between
80 ms and 110 ms, as in Dvir and Zlochiver (7), as this range
resulted in a slope of slightly more than 1 in the determin-
istic case. The dependency of the APDR slope on the sto-
chastic pacing degree, s, is given in Fig. 5 D for the three
groups (n¼ 30 for each s> 0 in each group). The reference
curve in green is identical to the one in Fig. 1 C of Dvir andBiophysical Journal 107(4) 1023–1034
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FIGURE 5 Ionic determinants for the stochastic
pacing effect. (A) APD signal during deterministic
pacing for control parameters (green) and for sim-
ulations, with [Kþ]i held constant at 134.2 mM
(red) or [Naþ]i held constant at 11.41 mM (blue).
(B) Percentage of simulations without significant
alternans as a function of stochastic pacing vari-
ability, s, for control parameters (green) and for
simulations in which either [Kþ]i or [Na
þ]i were
held constant, as in A (red and blue, respectively).
(C) Deterministic pacing APD restitution curves
for control parameters (green) and for simulations
with [Kþ]i held constant at 134.4 mM (red) or
[Naþ]i held constant at 10.0 mM (blue). (D) The
slope of the APD restitution curves corresponding
to diastolic intervals between 80 and 110 ms as a
function of stochastic pacing variability, s. Simula-
tions using control parameters and simulations in
which either [Kþ]i or [Na
þ]i were held constant,
as in A, are shown in green, red, and blue, respec-
tively. To see this figure in color, go online.
1030 Dvir and ZlochiverZlochiver (7). Similar to the results presented in Fig. 5 B,
holding [Kþ]i constant did not have a significant effect on
the APDR slope in comparison to the reference group (red
curve), so [Kþ]i variations cannot be attributed to the antiar-
rhythmic effect of stochastic pacing. On the other hand,
when [Naþ]i was kept constant, the effect of pacing stochas-
ticity was not significant (blue curve), suggesting, in line
with the results in Fig. 5 B, that the antiarrhythmic effect
of stochastic pacing is mediated (directly or indirectly)
through [Naþ]i, i.e., through the short-term cardiac memory
mechanism.DISCUSSION
Recently, we showed that stochastic versus deterministic
pacing sustains an antiarrhythmic effect during fast activa-
tions by moderating the slope of the APDR curve,
decreasing the propensity of APD alternans, converting
discordant to concordant alternans, and reducing the
incidence of wavebreaks (7). In this work, we develop the
mathematical and biophysical principles that govern this
protective role of stochastic pacing, using principles derived
from stochastic systems and stability theory. Our main find-
ings are as follows.
1. The stochastic process describing the value of the APD at
the nth activation during stochastic pacing can be pre-
dicted using a third-order autoregressive (AR) memory
model, as given in Eq. 9.
2. Stability analysis of the matrix form of the AR model
shows that the maximal absolute eigenvalue decreases
with increasing stochastic pacing variability, indicatingBiophysical Journal 107(4) 1023–1034that mathematical stability improves with the degree of
stochasticity.
3. Mathematical stability is governed by the first two mem-
ory coefficients of the AR model, a0 and a1, decreasing
either of which works to stabilize the AR model.
4. Increasing stochastic pacing variability, s, results in
a monotonic decrease in a1 and a biphasic behavior
in ja0j. Over a certain threshold value of s, ja0j>a1 and
the stability of the system is impaired due to an exponen-
tial increase in the APD variance.
5. The effect of stochastic pacing can be eliminated by
holding [Naþ]i constant, supporting the mechanistic
role of short-term cardiac memory.Modeling aspects
Following Choi et al. (13) and Lemay et al. (14), we
modeled the APD signal as a linear combination of the three
preceding APD values (Eq. 5) and incorporated stochastic
pacing by adding IID Gaussian noise to the basic cycle
length (Eq. 8). This resulted in a third-order autoregressive
stochastic model that allowed a comparison between sto-
chastic and deterministic pacing and made it possible to
directly relate the stochasticity degree (s), as well as the
three APD coefficients (a0; a1; and a2) to stability proper-
ties. Since a0; a1; and a2 multiply by APDn, APDn1, and
APDn2, respectively, these coefficients represent the degree
to which the next APD depends on each of its three preced-
ing APDs and thus relate to the concept of short-term
cardiac memory. The a0 value is attributed to a pure
Markovian process in which the next APD value depends
Stochastic Pacing, Stability, and Memory 1031only on the present value and not on any retroactive values
(memory-less), whereas a1 and a2 are attributed to short-
term memory, relating the next APD to past values. On
the other hand, the values of a0; a1; and a2 also regulate
the stability of the APD signal by 1,) determining the eigen-
values of the stochastic system, and 2), determining the vari-
ance of the APD signal.Stability, cardiac memory, and stochastic pacing
The short-term memory concept was proposed in the litera-
ture to explain phenomena such as tissue accommodation
(23): when the cardiac tissue pacing is switched from one
rate to another (lower or higher), a certain time is required
for the tissue to reach a new steady state. As reviewed in
the introduction, previous works have shown, using both
numerical and experimental models, interrelations between
cardiac memory and cardiac electrical conduction stability
(11,15–17). Based on that notion, our work provides a theo-
retical mechanism for the antiarrhythmic effect of stochastic
pacing found previously (7) by exploring the interrelations
among stochastic pacing, stability, and memory in the heart.
We focused on stability manifested by the properties of the
APD signal and quantified it by examining the propensity
for significant alternans in that signal. Thus, when we
considered the stability of the cardiac tissue response to
fast activations during stochastic pacing, two origins for
instability could be pointed out. The first relates to insta-
bility due to an APD signal following a model with
maxðjðliÞjÞR1, that is, a signal exhibiting significant alter-
nans or even a diverging signal that ultimately will result in
a conduction block. The second relates to instability due
to large varðAPDnÞ, which practically results in large varia-
tions in the refractoriness of the tissue, again ultimately
resulting in conduction blocks. The degree of stability was
therefore determined by the tradeoff between these two fac-
tors. Our results showed that as stochastic pacing variability
was increased, the percentage of simulations without signif-
icant alternans (i.e., stable cases) first increased and then
decreased (Fig. 3 A). The stability analysis showed that in
general, stable cases sustained lower maximal eigenvalues
than unstable cases (Fig. 3 C) and that the eigenvalues
tended to be lower for higher stochastic pacing variability
(Fig. 3 B). It should be noted that for a noisy stochastic sys-
tem, such as in our model, it is not enough that the maximal
eigenvalue is <1 to ensure stability, because of the noise
(24). In fact, the higher the noise (reflected by pacing vari-
ability s in this case), the smaller the maximal eigenvalue
should be to ensure stability. Therefore, the smaller the
maximal eigenvalues are, the more stable is the system.
By itself, this analysis would predict a monotonically
improving stability with increased pacing variability, which
can only explain the ascending phase in Fig. 3 A. The results
presented in Fig. 4 may provide a more comprehensive
analytical mechanism for the results given in Fig. 3. As pac-ing variability s increased, the balance among the memory
coefficients changed, especially between a0 and a1, since we
showed that a2 had only a minor impact on stability. Look-
ing at Fig. 4 A, up to s ¼ 0.5 ms, ja0j sharply decreased,
whereas a1 also decreased but in a more moderate manner.
This effectively resulted in both decreasing eigenvalues and
decreasing APD variance, which synergistically contributed
to improving the stability of the APD signal. Between s ¼
0.5 ms and s ¼ 1.5 ms, the increasing s affected ja0j and
a1 in opposite ways. Whereas a1 continued to decrease,
working to decrease the eigenvalues and the APD variance,
ja0j reversed direction and increased with s, thus working to
increase the eigenvalues and the APD variance (Fig. 4, B
and C). Overall, as suggested by Fig. 3, A and B, the effect
of a1 was stronger as the stability improved (i.e., the
percentage of simulations without significant alternans
increased) and the maximal eigenvalues decreased. How-
ever, as s increased beyond 1.5 ms, ja0j became larger
than the threshold value of ~0.5 that yielded exponentially
increasing APD variance values (Fig. 4 C). Therefore,
whereas a1 was still decreasing, working to stabilize the sys-
tem, the effect of the exponentially growing APD variance
due to large ja0j became dominant, hampering stability by
increasing incidences of 2:1 blocks (Fig. 3 A, lower) and
explaining the descending branch in Fig. 3 A.Possible ionic mechanism
The connection between stochastic pacing, memory, and
stability was further enhanced by applying stochastic pacing
while holding [Naþ]i constant, which eliminated the stabi-
lizing effect of stochastic pacing (Fig. 5). This was demon-
strated through the effect on both the propensity of APD
alternans and the slope of the APDR curve. As holding
[Naþ]i constant is known to eliminate memory effects
(9,10), this strengthens the idea that the stochastic-pacing
effect can be attributed to memory mechanisms. Although
in this work we focused on stability analysis from a mathe-
matical point of view, using autoregressive modeling of the
APD signal, our findings and simulations hint at a plausible
underlying ionic mechanism. When stochastic pacing is
applied and its variability increases, the imbalance between
Naþ influx (primarily due to the fast Naþ current and Naþ/
Ca2þ exchanger) and efflux (via the Naþ/Kþ pump) is
amplified, resulting in an increased aggregation of [Naþ]i
(for an example, refer to the Supporting Material, section
C). This is likely an outcome of an asymmetric extrusion ef-
ficiency of the pump, despite the application of similar pos-
itive and negative activation-rate differences, so that when
stochastic pacing is applied with a mean BCL and symmet-
ric distribution, a gradual preference for increased [Naþ]i
accumulation is still established, leading to reduced cardiac
memory (9,10). This is in line with our finding that cardiac
memory tends to decrease with increasing pacing variability
(see Fig. 4 A). Another consequence of the increased [Naþ]iBiophysical Journal 107(4) 1023–1034
1032 Dvir and Zlochiveraccumulation is the decrease in the sodium reversal poten-
tial, which leads to a more polarized resting potential, so
that excitability is improved via the increase in the sodium
channel availability, and stability and vulnerability to APD
alternans are also improved. Although the modulation in
[Naþ]i accumulation due to stochastic pacing may be small
(as in the example in Fig. S2), the resulting small increase in
excitability may be the critical factor in stabilizing an other-
wise unstable activity when pacing is near the stability
threshold for alternans. Although this hypothetical mecha-
nism may be valid, detailed analysis of the ionic mecha-
nisms that link stochastic pacing, cardiac stability, and
cardiac memory at the cellular level is beyond the scope
of this study and is left for future work.Study limitations
Several limitations of the current model should be noted.
1. The third-order autoregressive model and its memory co-
efficients a0; a1; and a2 provide only an approximation
of the full APD signal; the actual dependency of APD
on its history may be more complicated. Nevertheless,
our validation analysis showed the high performance of
the model in reconstructing the APD signal (Fig. 2)
and assessing APD variance (Table S1).
2. We focused on analyzing the APD signal itself with
respect to cardiac stability using a 1D cable model.
Although the ultimate aim of a comprehensive stability
analysis should be to facilitate understanding and anal-
ysis of the properties of arrhythmogenic wavebreaks in
2D and 3D models, such models do not allow for the
simplified mathematical representation and analysis pro-
vided here; nevertheless, the appearance of concordant
APD alternans analyzed in this work is considered to
be a significant predictor of electrical instability and
commonly precedes such arrhythmogenic conduction
patterns as discordant alternans and wavebreaks.
3. There are other approaches that quantify the amount of
cardiac memory, one of which is via a restitution portrait
pacing protocol (8,23). Although current restitution
portrait protocols are relevant only to deterministic pacing
by requiring that the APD and DI values reach a constant
steady state and that their steady-state sum equals the
BCL, their adaptation and use in the context of stochastic
pacing andmemory should be investigated in futurework.
4. Our analyses were performed using a model of healthy
cardiac tissue with a standard ionic kinetics model to
elucidate basic dynamical and mathematical mecha-
nisms that directly pertain to and extend the findings of
our previous publication (7). Our initial results using a
heart failure ionic model show that stochastic pacing sta-
bilizes APD alternans in this case as well, by increasing
the percentage of cases without significant alternans (see
Fig. S3). This supports the hypothesis that the mecha-Biophysical Journal 107(4) 1023–1034nistic insights regarding the antiarrhythmic effect of sto-
chastic pacing described in this work are likely relevant
to diseased hearts as well. Still, further work should be
conducted to thoroughly explore and compare the bene-
fits of stochastic pacing in both healthy and diseased
(including infarcted) hearts.
5. Finally, although motivated by the clinical findings that
correlate low HRV with increased arrhythmogeneity in
some conditions, our models were not designed to repro-
duce the effect of physiological HRV, that is, the complex
activation pattern originating from ANS control over the
sinus node. Instead, we examined how stochastic pacing
per se, which can be seen as one component of HRV, can
be related to arrhythmia inhibition. This makes our work
relevant, for example, to new artificial pacing strategies
in pacemaker design. Therefore, as long as the numerical
models do not include a description of the patterns by
which the ANS controls the sinoatrial node to yield phys-
iological HRV, and as long as tissue remodeling due to
impaired ANS output in diseased conditions is not
modeled, the relationship between HRV stochasticity
and the antiarrhythmic effect is only speculative. These
issues are left to future studies.CONCLUSIONS
In conclusion, we have established a mathematical frame-
work that allows us to analyze the interrelations between
stochastic pacing, cardiac memory, and cardiac stability,
as manifested by the degree of APD alternans. We showed
that increased pacing stochasticity sustains a positive, anti-
arrhythmic effect by modulating the memory coefficients
a0; a1, and a2 of a third-order autoregressive model in
such a way that the system’s eigenvalues tend to decrease.
The degree of the protective effect, however, is not mono-
tonic but biphasic, so that for exceedingly levels of pacing
stochasticity the antiarrhythmic effect is hampered by
increasing APD variance. The findings from this work
may contribute to establishment of an optimal antiar-
rhythmic pacing protocol in a future study.APPENDIX I
By multiplying both sides of Eq. 11 by ðAPDn  EfAPDgÞ and taking the
mean we get:
EfAPDnþ1  ðAPDn  EfAPDgÞg ¼ a0
 EfAPDn  ðAPDn  EfAPDgÞg þ a1
 EfAPDn1  ðAPDn  EfAPDgÞg þ a2
 EfAPDn2  ðAPDn  EfAPDgÞg
þ Efwnþ1  ðAPDn  EfAPDgÞg þ c
 EfðAPDn  EfAPDgÞg;
(AI.1)
Stochastic Pacing, Stability, and Memory 1033where E{} is the mean operator, so that EfAPDg is the mean of
the stationary-process APD at steady state (i.e., at the last phase of pacing
with the target BCL). Since we assume that wn are uncorrelated (see Eq.
10), that the variable APDn does not correlate with prospective noise
wnþ1, and that Efwnþ1g ¼ 0, then Efwnþ1  ðAPDn  EfAPDgÞg ¼ 0.
Moreover, as the process is stationary we can conclude that during
steady state, EfAPDnþ1  ðAPDn  EfAPDgÞg ¼ EfAPDn1  ðAPDn
EfAPDgÞghr1, which is different from EfAPDn2  ðAPDn
EfAPDgÞghr2; so that Eq. A1.1 becomes
r1 ¼ a0  V þ a1  r1 þ a2  r2; (AI.2)
where V is the variance of APD during steady state. Note that at steady state,
c EfðAPDn  EfAPDgÞg ¼ 0. By repeating this procedure, this time
multiplying both sides of Eq. 11 by ðAPDn1  EfAPDgÞ and taking the
mean, we get
EfAPDnþ1  ðAPDn1  EfAPDgÞg ¼ a0
 EfAPDn  ðAPDn1  EfAPDgÞg þ a1
 EfAPDn1  ðAPDn1  EfAPDgÞg þ a2
 EfAPDn2  ðAPDn1  EfAPDgÞg
þ Efwnþ1  ðAPDn1  EfAPDgÞ þ c
 EfðAPDn  EfAPDgÞg:
(AI.3)
Again, due to covariance being stationary and due to the fact that the
prospective zero mean noise does not correlate to past APD, we obtain,
similar to Eq. AI.2,
r2 ¼ a0  r1 þ a1  V þ a2  r1: (AI.4)
Now, by applying the variance operator on both sides of Eq. 11, making
use of the stationary nature of APDn as well as its noncorrelation to prospec-
tive noise, we obtain
varðAPDnÞ ¼

a20 þ a21 þ a22
  varðAPDnÞ þ 2
 a0  a1  r1 þ 2  a1  a2
 r1 þ 2  a0  a2  r2 þ G;
(AI.5)
where G is the variance of wn. By combining Eqs. AI.2, AI.4, and AI.5 we
obtainvarðAPDnÞ ¼ G
1

a20 þ a21 þ a22 þ
ð2a0a1 þ 2a1a2Þða0 þ a2a1Þ
1 ða1 þ a2a0 þ a22Þ
þ 2a0a2

a1 þ ða0 þ a2Þða0 þ a2a1Þ
1 ða1 þ a2a0 þ a22Þ
: (AI.6)APPENDIX II
The coefficients a0; a1; a2, and c in Eqs. 5 and 11 were estimated by
considering the following third-degree linear model for the final pacing
phase consisting of 500 stimuli with the target BCL:
H 
2
64
a0
a1
a2
c
3
75 ¼
2
4 APD4«
APDN
3
5; (AII.1)where
H ¼
2
4 APD3 APD2 APD1« « «
APDN1 APDN2 APDN3
1
«
1
3
5: (AII.2)
By applying a least-square estimation we can extract the coefficients
vector: 2
64
a0
a1
a2
c
3
75 ¼ HTH1HT
2
4 APD4«
APDN
3
5; (AII.3)
where N ¼ 500 is the total number of beats.SUPPORTING MATERIAL
Three figures, two tables, and Supporting Discussion are available at http://
www.biophysj.org/biophysj/supplemental/S0006-3495(14)00719-X.
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