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POWER DISSIPATION IN FRACTAL AC CIRCUITS
JOE P. CHEN, LUKE G. ROGERS, LOREN ANDERSON, ULYSSES ANDREWS, ANTONI BRZOSKA, AUBREY
COFFEY, HANNAH DAVIS, LEE FISHER, MADELINE HANSALIK, STEPHEN LOEW, AND ALEXANDER TEPLYAEV
Abstract. We extend Feynman’s analysis of an infinite ladder circuit to fractal circuits, providing examples
in which fractal circuits constructed with purely imaginary impedances can have characteristic impedances
with positive real part. Using (weak) self-similarity of our fractal structures, we provide algorithms for
studying the equilibrium distribution of energy on these circuits. This extends the analysis of self-similar
resistance networks introduced by Fukushima, Kigami, Kusuoka, and more recently studied by Strichartz
et al.
1. Introduction
Our goal in this paper is to generalize Feynman’s well-known example [16] of an infinite ladder network of
capacitors and inductors that exhibits a non-zero real resistance, despite having non-resistive components,
to certain fractal networks. This extends the analysis of self-similar resistance networks introduced by
Fukushima, Kigami, Kusuoka, and more recently studied by Strichartz et al [4, 5, 12, 15, 17, 25, 39, 40].
We also extend the concepts of fractafolds and fractal quantum graphs [9, 13, 30, 37, 41] to the alternating
current networks. The present paper is a step in the long program of transferring the scalar analysis of the
direct electrical currents on fractals to the various phenomena of wave propagation, such as the alternating
current propagation (for which currently there are few mathematical physics references, [2, 6, 14, 28]). In
particular, obtaining the energy measure and resolvent estimates [23, 35] and studying effects of the magnetic
field [21, 20, 22] are among the more immediate goals of this research program.
Feynman’s ladder is an important example for understanding wave propagation in AC circuits, so we
expect our examples to be of interest for studying wave propagation on fractals, which is a topic of ongoing
research [1]; in particular, we hope this model may be used to study fractal analogues of the telegraph
equation. In addition, our construction generalizes Kigami’s method [25] for obtaining Dirichlet forms on
fractal sets as limits of finite resistance networks on graphs that approximate the fractal, as it permits us
to consider finite networks of capacitors and inductors rather than resistors, and still obtain a non-trivial
limit. Kigami’s method is central to the theory of analysis on fractals, and it was not previously known
whether there was an extension of this theory to limits of electrical networks involving components other
than resistors, though we learned while writing up this work that some circuits of this type were previously
studied in [11, 42] and via continued fraction techniques in [29].
One of the simplest non-trivial examples of a fractal network supporting an interesting Dirichlet form is
the Sierpinski Gasket (SG), see [27, 10, 24]. The space of such forms is quite complicated: if no symmetry is
assumed, then there is a condition due to Sabot [36] that gives existence and uniqueness, but it is difficult
to give an explicit description of such forms (see [33] for one approach to this). Nevertheless, we show in
Section 2 that there are no bilaterally symmetric examples of the type we seek on SG. For this reason we
introduce a new set, the Feynman-Sierpinski Ladder, and also construct two different circuits based on the
Hanoi attractor [18, 34]. These sets are not self-similar in the usual sense (see, e.g., Chapter 1 of [25]),
but are of a type sometimes called weakly self-similar. They fall within the well-known Mauldin-Williams
class [31], for which the limits of resistor networks are considered in [19, 32]. They are described using a
Mauldin-Williams type replacement rule, but with a separate factor to describe the rescaling of impedances
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from level to level. In the case of the Hanoi attractor, this is related to the fractal quantum graph approach
in [8, 9].
Like Feynman’s ladder, each of our fractal circuits is built from purely imaginary impedances (inductors
and capacitors). For each we give conditions on the scaling factors that imply the resulting circuit is a filter,
meaning that its characteristic impedance (or impedances) have positive real part. We also give algorithms
for computing the equilibrium voltages in the circuit if an AC signal is applied to the boundary points.
Mathematically this latter is a harmonic function, and we give the value of any harmonic function at each
point of the circuit using an infinite product of matrices derived from the (weak) self-similar structure on
the set. This may be seen as a harmonic interpolation method, in which the values of the harmonic function
on each level of the construction give those on the next level.
2. Self-similar AC circuits on the Sierpinski Gasket
The existence of non-trivial resistance forms (as defined in [26]) on the Sierpinski Gasket (SG) is well-
known, as is the fact that these correspond to limits of physical configurations of resistors on graph approx-
mations to the fractal. It is then natural to ask whether there are self-similar configurations of electrical
elements for which the impedance has non-zero imaginary part, so that the corresponding objects should
have interesting AC behavior. Here we show that there are no non-trivial examples with bilateral symmetry,
as the self-similarity implies the only possiblities are complex multiples of the usual resistance forms on SG.
Recall that as a subset of R2 the SG may be defined to be the (unique non-empty compact) invariant
subset of a collection of three contractive maps Fj(x) =
1
2 (x−pj)+pj , j = 0, 1, 2, where the points pj are the
vertices of an equilateral triangle. A circuit structure on the SG is self-similar if there are scalings r0, r1, r2
such that the resistance between Fj(x) and Fj(y) in the subcircuit Fj(SG) (i.e. the circuit with the other
two cells removed) is rj times the resistance between x and y in SG.
Theorem 2.1. Any self-similar bilaterally symmetric AC circuit on the Sierpinski gasket is a constant
complex multiple of a purely real self-similar circuit.
Proof. Induction on the self-similarity condition shows that the internal impedances on any cell are obtained
by multiplying those on the gasket by a factor rn11 r
n2
2 r
n3
3 , where the integers {nj}3j=1 are in one-to-one
correspondence with the location of the cell. Since the resulting impedances must have non-negative real
part, it follows that all rj are real and positive. The assumption of bilateral symmetry is equivalent to
assuming r2 = r3 = r. Calculations in [36] show that if r1 < 3r/2, then there is a unique Dirichlet form with
this self-similar scaling; but that for r1 ≥ r, the form degenerates onto a strict subset of SG. This can also
be verified by direct calculation as in [33], see also Chapter 4 of [39]. With s = r1/r (which must be real
and positive), one may compute the conductances on the level-0 graph to be 1 and
s2 − 1 +√(s2 − 1)2 + s2(3− 2s)
3− 2s
up to a constant factor. It is readily verified that for real positive s this latter expression is real. Any
self-similar circuit with these scalings is therefore a constant complex multiple of this purely real resistance
circuit. 
Remark 2.2. We expect that the above result holds without the assumption of bilateral symmetry, but have
not tried to prove this. The work of Sabot [36] mentioned above completely solves the question of existence
and uniqueness on SG of self-similar circuits built from real resistances, giving necessary and sufficient
conditions on the scalings rj . However, unlike in the bilaterally symmetric case, the solution is not explicit,
but is given as a fixed point of a non-linear map that is contractive in a suitable metric on a cone in a
real projective space. It does not seem to follow directly that there cannot be complex solutions other than
complex multiples of the unique real solution. We believe it might be possible to prove this by considering
a map analogous to that studied by Sabot on a suitable complex projective space.
3. Feynman-Sierpinski Ladder Circuit
By analogy with the classical ladder circuit of Feynman [16], we construct a Feynman-Sierpinski Ladder
(FSL) following the substitution procedure shown in Figure 1. Three copies of the triangular element shown
2
at the left are glued (with boundary points identified) and connected inside the triangle using capacitors of
impedance ZC and inductors of impedance ZL, as indicated in the central image. This process is iterated
infinitely many times. The second step of the iteration is shown at the right. Let 23Z denote the characteristic
impedance, i.e. the impedance across two external vertices in the limiting structure; this value is chosen
because it would be the effective impedance if there were impedance Z across each edge of the initial
triangle. We show that each choice of capacitance and inductance determines a unique such Z, and gives
conditions under which Z has postive real part, meaning that the circuit is a filter.
p1
p0
p2
q1
q0
q2
Figure 1. Feynman-Sierpinski Ladder circuit construction.
Theorem 3.1. If ZC and ZL are fixed, and
2
3Z is the impedance between any two vertices of the limiting
structure, then Z satisfies
(3.1)
1
Z
=
1
ZL
+
1
3ZC + 5Z/3
.
If the capacitances are C, the inductances L, and the applied AC signal has frequency ω (so that ZC =
1
iωC
and ZL = iωL), then there is a solution in which Z has positive real part (i.e. the circuit is a filter) precisely
when
9(4−
√
15) < 2ω2LC < 9(4 +
√
15),(3.2)
in which case the impedance is
Z =
1
10ωC
(
(9 + 2ω2LC)i+
√
144ω2LC − 4(ω2LC)2 − 81
)
.(3.3)
Outside the frequency range (3.2), Z is purely imaginary and is given by
Z =

i
10ωC
(
2ω2LC + 9−√4(ω2LC)2 + 81− 144ω2LC) if 2ω2LC < 9(4−√15),
i
10ωC
(
2ω2LC + 9 +
√
4(ω2LC)2 + 81− 144ω2LC
)
if 2ω2LC > 9(4 +
√
15).
Proof. In the central image in Figure 1 the internal structure made from three triangles with sides of
impedance Z is the first step in constructing a Sierpinski Gasket. It is well-known that this is equivalent
to a triangle with edge impedances 5Z/3 or an inverted Y-circuit with edge impedances 5Z/9. Including
the capacitors gives an inverted Y-circuit of edge impedance ZC + 5Z/9, which is equivalent to a triangular
circuit of edge impedance 3ZC + 5Z/3. Each edge is in parallel with an inductor, so the final impedance of
the edge is as stated in equation (3.1).
Formally solving (3.1) produces (3.3) with both positive and negative branches of the square root. The
condition (3.2) arises from requiring the quantity under the square root to be positive, as is necessary for
the circuit to be a filter. In order to determine the correct branches for the other regions, we consider the
cases ω → 0 and ω → ∞. In the former Z → 0 because the inductors have vanishing impedance, while in
the latter the capacitors have vanishing impedance, and one may check from (3.1) that Z → 25ZL. 
3
Convergence of finite approximations. It is known [43] in the case of Feynman’s ladder that the charac-
teristic impedances of the sequence of finite approximations to the ladder fail to converge to the impedance
of the infinite circuit. Introducing a small positive resistance  in series with each of the capacitors and
inductors gives a sequence of scale N approximating circuits for which the characteristic impedances ZN,
do converge as N → ∞, and moreover, the regularized limit lim→0+ limN→∞ ZN, is the impedance of the
infinite ladder. The following theorem establishes the same result for the Feynman-Sierpinski Ladder. Its
proof is closely related to results in [11].
Figure 2. Left and center: two finite approximations to the Feynman-Sierpinski Ladder.
Right: the center approximation with resistances in series.
Theorem 3.2. Consider the Feynman-Sierpinski Ladder under a filter condition, and let 23Z be the impedance
across two nodes.
(a) Let 23ZN be the impedance across two external vertices of the N
th approximation of this Feynman-
Sierpinski Ladder, so the left and central diagrams in Figure 2 have impedances 23Z0 and
2
3Z1. Then the
sequence ZN is not convergent.
(b) For  > 0, let 23ZN, be the impedance of the N
th approximation of the Feynman-Sierpinski Ladder in
which each capacitor and inductor is in series with a resistor of resistance . (The diagram for N = 1 is
on the right of Figure 2.) Then limN→∞ ZN, exists for all  ∈ (0,∞) and lim→0+ limN→∞ ZN, = Z.
Proof. Observe that Z1 is obtained from Z0 by applying a fractional linear transformation (FLT) which we
denote F . From the argument leading to (3.1) we see that
Z1 =
(
1
ZL
+
1
3ZC + 5Z0/3
)−1
=
ZL
(
3ZC + 5Z0/3
)
ZL + 3ZC + 5Z0/3
=
5ZLZ0 + 9ZLZC
5Z0 + 3ZL + 9ZC
= F (Z0),
where F depends on ZL and ZC . However, the same argument shows that if ZN = G(Z0) then ZN+1 =
G(F (Z0)), so by induction ZN = F
◦N (Z0), where F ◦N denotes N -fold composition.
FLTs have very simple dynamics. Notice that if F has two fixed points Z± (i.e. there are two solutions to
the quadratic Z = F (Z)), and H is the FLT taking Z+ to 0 and Z− to∞, then the conjugated transformation
H ◦ F ◦H−1 is an FLT with fixed points at 0 and ∞. By a local holomorphic change of coordinates, this
FLT can be made into a linear map, i.e. multiplication by a fixed complex number. This number is obviously
the derivative
(
H ◦ F ◦H−1)′(0) = F ′(Z+). Thus we see that if |F ′(Z+)| < 1, then Z+ attracts all points
except Z−; and if |F (Z+)| > 1, then Z− attracts all points except Z+; and if |F ′(Z+)| = 1, neither of Z±
attracts any other orbit.
Since we assumed that the Feynman-Sierpinski Ladder was a filter (i.e. (3.2) holds), its FLT has two fixed
points. It remains to compute the derivative at the relevant one, which, as in (3.3) is
(3.4) Z =
1
10
(
−9ZC + 2ZL +
√
(9ZC + 8ZL)2 − 60Z2L
)
.
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Then
F ′(Z) =
15Z2L
(5Z + 3ZL + 9ZC)2
=
(9ZC + 8ZL)
2 − ((9ZC + 8ZL)2 − 60Z2L)(
(9ZC + 8ZL) +
√
(9ZC + 8ZL)2 − 60Z2L
)2
=
9ZC + 8ZL −
√
(9ZC + 8ZL)2 − 60Z2L
9ZC + 8ZL +
√
(9ZC + 8ZL)2 − 60Z2L
.(3.5)
In terms of the capacitance, inductance and frequency as in Theorem 3.1, we then have under the filter
condition (3.2) that
F ′(Z) =
(9− 8ω2LC)i−√144ω2LC − 4(ω2LC)2 − 81
(9− 8ω2LC)i+√144ω2LC − 4(ω2LC)2 − 81 ,
so |F ′(Z)| = 1 because the quantity under the root is real. This and our discussion of the dynamics establishes
that ZN = F
◦N (Z0) does not converge.
To instead consider ZN, one can increment ZC and ZL by  ∈ (0,∞) in (3.5); call the perturbed map F
and its fixed point Z. Note that the square root was chosen in (3.3) to be the physical one in which the
circuit impedance also has positive real part, so it is the branch that is continuous in C \ (−∞, 0]. We wish
to show that
∣∣F ′(Z)∣∣ < 1. It is convenient to conformally map the unit disc to the right half plane and
instead show the equivalent statement that the real part of
(3.6)
1 + F ′(Z)
1− F ′(Z)
=
9ZC + 8ZL + 17√
(9ZC + 8ZL + 17)2 − 60(ZL + )2
.
is always positive. Observe in particular that as  → ∞ on the positive real axis the expression (3.6) tends
to 17/
√
172 − 60, which has positive real part. By connectedness of (0,∞) and continuity of (3.6) in , it
then suffices to show that the real part of (3.6) is never zero. Note that continuity in  follows from our
choice of square root and the fact that the expression under the root always has positive real part from the
filter condition and positivity of .
If (3.6) were to have vanishing real part, then its square would be negative and real, as would the reciprocal
of the square, which may be written as
1− 60(ZL + )
2
(9ZC + 8ZL + 17)2
.
But then (ZL+)/(9ZC+8ZL+17) ∈ R, whence so is (ZL+)(9ZC + 8ZL + 17). The imaginary component
of the latter is (9ZL−9ZC), so this is only possible if  = 0 or ZL = ZC . However ZL = iωL with L > 0 and
ZC = 1/iωC with C > 0, so the latter case does not occur. We conclude that if  ∈ (0,∞) then |F ′(Z)| < 1,
so it is an attractive fixed point and limN ZN, = limN F
◦N
 (Z0,) = Z. Moreover, lim→0+ limN→∞ ZN,
is then just lim→0+ Z. Since Z is given by incrementing ZC and ZL in (3.4) by , and the square root is
continous in a neighborhood of the positive real axis, Z is continuous in , which completes the proof. 
Harmonic Functions. With a good understanding of the impedance structures that are possible on the
Feynman-Sierpinski Ladder, we proceed to study the harmonic functions, which are equilibrium states of
the circuit when a potential is applied across the boundary vertices. The value of a harmonic function at
a fixed point in the Feynman-Sierpinski Ladder depends linearly on the boundary values, so the space of
harmonic functions is three dimensional. The following theorem gives an efficient way to compute the value
of a harmonic function from its boundary values by exploiting the weakly self-similar structure of the ladder.
Theorem 3.3. Label the vertices of FSL as in Figure 1. If we give the values of a harmonic function h
on the boundary vertices of FSL as a vector v = (h(p0), h(p1), h(p2))
T , then the values at the next level are
(h(q0), h(q1), h(q2))
T = Mv, and those at the internal triangles are M0Mv, M1Mv and M2Mv, where the
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matrices are
M =
1
9zC + 5z
3zC + 5z 3zC 3zC3zC 3zC + 5z 3zC
3zC 3zC 3zC + 5z
 ,(3.7)
M0 =
1 0 02
5
2
5
1
5
2
5
1
5
2
5
 , M1 =
 25 25 150 1 0
1
5
2
5
2
5
 , M2 =
 25 15 251
5
2
5
2
5
0 0 1
 .(3.8)
Proof. As stated in the proof of Theorem 3.1, the three small copies of the circuit shown as triangles in the
middle of Figure 1 are equivalent to a triangular circuit with vertices the points qj and edge impedances
5Z/3. The fact that the currents at each qj sum to zero may then be written as a matrix equation
3
5Z
 2 −1 −1−1 2 −1
−1 −1 2
V (q0)V (q1)
V (q2)
+ 1
ZC
V (q0)− V (p0)V (q1)− V (p1)
V (q2)− V (p2)
 = 0,
for which the solution is (V (q0), V (q1), V (q2))
T = M(V (p0), V (p1), V (p2))
T .
The fact that the values on the vertices of the three small copies of the circuit are given by applying the
matrices Mj , j = 0, 1, 2, to the vector of values at the points qj is then a standard result in the electrical
network theory for the Sierpinski Gasket; see [39, Chapter 1] for a proof and references to the original
literature. 
Power dissipation in fractal Feynman-Sierpinski AC circuit is studied in [7].
4. Hanoi Circuit I
An alternative modification of the Sierpinski Gasket construction that yields interesting AC circuits is
related to the Schreirer graph of the Hanoi Towers group (see [18]), for which reason we refer to it as a Hanoi
circuit. The set on which it is defined, the Hanoi attractor, is shown in Figure 3.
Figure 3. The Hanoi Attractor
Resistance forms, spectral properties of the associated Laplacians and other aspects of circuit theory on
this set may be found in [38, 18, 8, 9]. For our problem we follow the treatment in [3], and begin the circuit
construction with a bilaterally symmetric inverted Y-circuit in which the vertical arm has impedance Z1
and the angled arms each have impedance Z2, as shown on the left in Figure 4. We perform a replacement
operation as shown to obtain a sequence of circuit graphs. Each graph is obtained by rescaling the previous
one and joining three copies as in the central diagram. Impedances on each copy are rescaled by a real factor
r > 0.
When seeking conditions that imply the characteristic impedances of the first and second circuits are
the same, symmetry suggests we should work with the impedance from the upper vertex to the two lower
6
Z1
Z2Z2
rZ1
rZ2
ZCZC
ZL
ZC
ZL
ZL
Figure 4. A fractal Hanoi-type circuit construction.
vertices, and that between the two lower vertices. By Kirchoff’s laws we obtain the following system of
equations relating Z1 and Z2:
Z1 +
1
2
Z2 = rZ1 +
1
2
(rZ1 + 2rZ2 + ZC)(4.1)
2Z2 = 2rZ2 +
(
1
2rZ2 + ZL
+
1
2
1
rZ1 + rZ2 + ZC
)−1
.(4.2)
It is convenient that these reduce to a quadratic for Z2 and a formula for Z1. We state this as a lemma.
Lemma 4.1. If (4.1) and (4.2) hold, then r 6= 1. If also r 6= 23 , then
Z1 =
1
2− 3r
(
(2r − 1)Z2 + ZC
)
, and(4.3)
r(5r − 3)Z22 + (2r − 1)(2ZC + ZL)Z2 + ZCZL = 0,(4.4)
while if r = 23 , then Z2 = −3ZC and Z1 = 3ZC(ZL+2ZC)4(ZL−2ZC) .
Proof. The fact that r 6= 1 is immediate from (4.2), as otherwise the reciprocal on the right is zero. The
expression (4.3) is immediate from (4.1). Also note from (4.1) that, provided r 6= 23 ,
r(Z1 + Z2) + ZC =
r
2− 3r
(
(1− r)Z2 + ZC) + ZC = 1− r
2− 3r (rZ2 + 2ZC).(4.5)
From (4.5) and (4.2) we get
1
(1− r)Z2 =
2
2rZ2 + ZL
+
2− 3r
(1− r)(rZ2 + 2ZC) ,
so that
(4r − 2)Z2 + 2ZC
Z2(rZ2 + 2ZC)
=
2(1− r)
2rZ2 + ZL
.
Simplifying the resulting quadratic in Z2 gives (4.4).
The remaining case r = 23 has Z2 = −3ZC from (4.1), and substituting in (4.2) gives
1
2ZC
=
1
4ZC − ZL +
3
9ZC − 4Z1 ,
from which we can compute the stated value for Z1. 
While it is useful to know that the values of r, ZC and ZL determine at most two pairs of characteristic
impedances (Z1, Z2), it is not immediately apparent that this result has any physical meaning, because a
priori the impedances in the circuit could have negative real part. Our next result identifies the conditions
for the circuit to be a filter. More specifically, we suppose that the circuit is driven by an AC signal with
frequency ω, write C for the capacitance and L for the inductance of the components used in the construction,
so that ZC =
1
iωC and ZL = iωL, and identify those values of r and ω for which the impedances that can
be measured in the circuit have positive real part. One point about which we must be careful is that Z1
7
and Z2 are not actually impedances in the circuit: they are values computed from a ∆-Y transform. The
basic circuit has three external terminals, and we can measure the impedance across any two. Thus by the
leftmost diagram in Figure 4 we can measure Z1 + Z2 and 2Z2, and it is these quantities that must have
positive real part for the filter condition to hold.
Theorem 4.2 (Filter condition). Under the above assumptions:
(a) When r ≥ 35 and r 6= 1, there are solutions for Z1 and Z2, but the filter condition fails because Z2 is
purely imaginary for all ω ∈ R+.
(b) If r ∈ (0, 35), the circuit is a filter precisely in the frequency range
γ(r)−
√
[γ(r)]2 − 1 < 2LCω2 < γ(r) +
√
[γ(r)]2 − 1, where
γ(r) = 1 +
r(3− 5r)
(2r − 1)2 .
See Figure 5 for an interpretation of this theorem. Note that 35 is the renormalization factor for fully
symmetric resistances on the Hanoi graph to converge to a limiting resistance form on the fractal. It seems
unlikely that this value arises by coincidence in Theorem 4.2, because it also occurs in the condition for our
second Hanoi circuit (see Theorem 5.2). However, we do not have an explanation for its occurrence.
 0.0001
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 100
 1000
 10000
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2LC
ω2
r
Figure 5. The Hanoi Circuit I is a filter in the shaded region.
Proof. It is useful to rewrite (4.4) as
(4.6) r(5r − 3)Z22 + (2r − 1)
(
2
iωC
+ iωL
)
Z2 +
L
C
= 0,
and note some special cases. When r ∈ {0, 35}, the quadratic term vanishes, so both Z2 and Z1 become
purely imaginary for all ω. When r = 12 , the linear term vanishes, and there is a positive root Z2 = 2
√
L
C .
Assuming r /∈ {0, 35}, we may divide the quadratic equation by r(5r − 3) to get
Z22 +
(2r − 1)
r(5r − 3)
(
2
iωC
+ iωL
)
Z2 +
1
r(5r − 3)
L
C
= 0,
whereupon writing α and β for the roots we have
α+ β =
(2r − 1)
r(5r − 3)
(
ωL− 2
ωC
)
i = ai,
αβ =
1
r(5r − 3)
L
C
= b,
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where a, b ∈ R. Straightforward algebra shows that
α =
ai+
√−a2 − 4b
2
, β =
ai−√−a2 − 4b
2
,
so that the roots are purely imaginary when −a2 − 4b ≤ 0, or b ≥ −a24 . Translating this result into our
context, we deduce that both roots (i.e. both possible Z2 values) are purely imaginary when
1
r(5r − 3)
L
C
≥ −1
4
(
2r − 1
r(5r − 3)
L
ω
)2(
ω2 − 2
LC
)2
.(4.7)
Observe that this is automatically satisfied when r > 35 for any ω, since the LHS is positive and hence larger
than the RHS. Combined with the case r = 35 mentioned above, we deduce statement (a) of the proposition.
(Recall there is no solution when r = 1.)
Turning to statement (b), we first rearrange (4.7) for r ∈ (0, 35) \ { 12} to read
LCω2 ≤ (2r − 1)
2
4r(3− 5r)
(
LCω2 − 2)2,
which is the following quadratic in the dimensionless quantity Ω = LCω2:
Ω2 − 4
[
1 +
r(3− 5r)
(2r − 1)2
]
Ω + 4 ≥ 0.
This inequality fails precisely when LCω2 satisfies the inequality in statement (b) of the proposition. In this
case, it is evident that one of the roots α, β has positive real part, hence there is Z2 with positive real part.
Recall also that when r = 12 , the unique root for Z2 was positive.
Now rearranging the identity (4.3) we find that
(2− 3r)(Z1 + Z2) = (1− r)Z2 + ZC .
Since ZC is imaginary, it follows that when r /∈
[
2
3 , 1
]
, the real part of Z1 + Z2 has the same sign as the
real part of Z2. In particular, this is true when r ∈
(
0, 35
)
, on which interval we have already established the
existence of Z2 with positive real part. Statement (b) follows. 
Convergence of finite approximations. Knowing this limiting circuit on the Hanoi attractor, one may
ask whether the finite approximations to the Hanoi I circuit converge as the level of approximation increases,
or whether this would be the case if we were to put a small resistor in series with each circuit element.
Unfortunately we were not able to answer these questions. We note, however, that the problem is more
difficult than it was in the case of the Feynman-Sierpinski Ladder, because we have two characteristic
resistances (Z1, Z2) rather than one, so the dynamical system will be two dimensional. A second complicating
factor is that one should presumably consider adding resistances to the finite approximations of the attractor
as in Figure 3, rather than to the edges of the graphs in Figure 4, which include vertices that do not exist
in the limiting circuit.
Harmonic functions. As was true of the Feynman-Sierpinski Ladder, the harmonic functions on the Hanoi
circuit may be described by giving matrices that allow us to compute the values at vertices from level to
level. To establish notation, it is convenient to label the boundary vertices as p0, p1, p2, and those linking
the boundary arms to the central loop as q0, q1, q2, as shown in Figure 6. The figure also shows the first step
in reducing the circuit to the initial Y -configuration.
Lemma 4.3. If the values of a harmonic function at p0, p1, p2 are expressed as a column vector, then the
vector of values at q0, q1, q2 may be obtained by multiplying by a matrix with eigenvalues λj and eigenvectors
vj as follows:
λ0 = 1, v0 =
(
1 1 1
)T
;
λ1 = (1− r), v− =
(
0 1 −1)T , v+ = ( 2Z1Z2 −1 −1)T .
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q0
q1 q2
p0
p1 p2
p01 p02
p10 p20
p12 p21 p1 p2
p0
q0
q2q1
rZ1 + rZ2 + ZC
2rZ2 + ZL
Figure 6. Reduction of the Hanoi I circuit.
Proof. The first eigenvalue and eigenvector are obvious because the circuit is at a constant potential. The
symmetry in the circuit ensures the other eigenvectors are symmetric or antisymmetric under the reflection
fixing p0 and interchanging p1 and p2. Considering the second circuit in Figure 6, we see that the anti-
symmetric eigenvector has voltage (1− λ1) across the arm from p1 to q1, λ1 across the slanted sides of the
triangle, and 2λ1 across the base of the triangle. Summing currents at q1 then yields
1− λ1
rZ2
=
λ1
rZ1 + rZ2 + ZC
+
2λ1
2rZ2 + ZL
, and hence
1
rZ2
= λ1
(
1
rZ2
+
1
rZ1 + rZ2 + ZC
+
2
2rZ2 + ZL
)
=
λ1
r(1− r)Z2 ,
where the second equality is from (4.2). This gives λ1. For the symmetric one there is no voltage across the
base of the triangle, so we may treat it by identifying p1 with p2 and q1 with q2 with edges in parallel. Then
the circuit is a line with impedances rZ1, (rZ1+rZ2+ZC)/2, and rZ2/2, so the voltage from q0 to q1 and q2 is
proportional to that from p0 to p1 and p2 with proportionality constant (rZ1+rZ2+ZC)/(3rZ1+2rZ2+ZC).
Since rZ1 + rZ2 + ZC = (1 − r)(2Z1 + Z2) and 3rZ1 + 2rZ2 + ZC = 2Z1 + Z2 by (4.1), we get that the
eigenvalue is again (1− r). Symmetry provides that the corresponding eigenvector is of the form (a,−1,−1),
so if we write the current through the line as I, we have voltage IrZ1 = (1 − λ2)a from p0 to q0, and
IrZ2/2 = (1− λ2) from q1 to p1. Eliminating I gives a = 2Z1/Z2. 
The values at the six internal vertices on the loop in the left diagram of Figure 6 are then obtained by
linear interpolation according to the impedances in the loop. In particular we have the following:
Theorem 4.4. Suppose the values of a harmonic function h at the vertices pj are written using the vector
v = (h(p0), h(p1), h(p2))
T as in Lemma 4.3. The values at the vertices of the three inverted Y -circuits at
the first stage of the construction (Figure 6 on left) are given by the vectors (h(p0), h(p01), h(p02))
T = M0v,
(h(p10), h(p1), h(p12))
T = M1v, and (h(p20), h(p21), h(p2)
T = M2v, where
M0 =
 1 0 01− r r(Z1 + Z2)/b rZ1/b
1− r rZ1/b r(Z1 + Z2)/b
 ,
M1 =
r(Z1 + Z2)/b 1− r r/2− rZ2/2b0 1 0
rZ2/b 1/2− rZ2/2b+ c 1/2− rZ2/2b− c
 ,
M2 =
r(Z1 + Z2)/b r/2− rZ2/2b 1− rrZ2/b 1/2− rZ2/2b− c 1/2− rZ2/2b+ c
0 0 1
 ,
and we have written b = 2Z1 + Z2 and c = (1− r)ZL/(4rZ2 + 2ZL) for notational simplicity.
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Corollary 4.5. The eigenvalues and eigenvectors of the harmonic interpolation map M0 are particularly
simple: they are 1, r, and rZ2/b with eigenvectors v0 = (1, 1, 1)
T , v1 = (0, 1, 1)
T , and v2 = (0, 1,−1)T ,
respectively.
Proof. We write h± for the harmonic functions with boundary data v± as in Lemma 4.3. Recall that
h−(q0) = 0 and h−(q1) = −h−(q2) = 1−r. The values at p01 and p10 may be obtained by interpolating using
the series of impedances rZ2, ZC , rZ1, normalized by dividing by rZ1 + rZ2 +ZC . Since rZ1 + rZ2 +ZC =
(1 − r)b by (4.1), we obtain h−(p01) = −h−(p02) = rZ2/b and h−(p10) = −h−(p20) = (rZ2 + ZC)/b.
Similarly we may interpolate between the values at q1 and q2 with weights rZ2, ZL and rZ2 normalized
by (2rZ2 + ZL)
−1. The voltage drop from q1 to p12 is 2r(1 − r)Z2/(2rZ2 + ZL), so after a little algebra
h−(p12) = −h−(p21) = (1− r)ZL/(2rZ2 + ZL) = 2c.
Similar reasoning applies to h+. In the proof of Lemma 4.3 we identified vertices and treated the circuit as
a line. For the segment between q0 and q1, q2, the impedances are rZ2/2, ZC/2 and rZ1/2, normalized by a
factor 2/(rZ1 + rZ2 +ZC) = 2/((1− r)b). The voltage difference is (1− r)b/Z2, so the voltage differences are
r, ZC/Z2 and rZ1/Z2. Thus h+(p01) = h+(p02) = 2(1−r)Z1/Z2−r and h+(p10) = h+(p20) = r−1+rZ1/Z2.
Across the base there is no voltage difference, so h+(p12) = h+(p21) = h+(q1) = r − 1.
The columns of the matrices are obtained using the values of the functions g0 = Z2(1 + h+)/b and
g± = (2Z1 − Z2h+)/(2b)± h−/2 at the vertices of the Y -circuit corresponding to the matrix. We compute
M0 =
 g0(p0) g+(p0) g−(p0)g0(p01) g+(p01) g−(p01)
g0(p02) g+(p02) g−(p02)
 =
 1 0 01− r r(Z1 + Z2)/b rZ1/b
1− r rZ1/b r(Z1 + Z2)/b
 ,
M1 =
g0(p10) g+(p10) g−(p10)g0(p1) g+(p1) g−(p1)
g0(p12) g+(p12) g−(p12)
 =
r(Z1 + Z2)/b 1− r r/2− rZ2/2b0 1 0
rZ2/b 1/2− rZ2/2b+ c 1/2− rZ2/2b− c
 ,
M2 =
g0(p20) g+(p20) g−(p20)g0(p21) g+(p21) g−(p21)
g0(p2) g+(p2) g−(p2)
 =
r(Z1 + Z2)/b r/2− rZ2/2b 1− rrZ2/b 1/2− rZ2/2b− c 1/2− rZ2/2b+ c
0 0 1
 .

5. Hanoi Circuit II
A variation of the Hanoi I circuit is shown in Figure 7 below. Again we begin with a bilaterally symmetric
inverted Y circuit in which the vertical arm has impedance Z1 and the angled arms each have impedance
Z2, as shown on the left in the figure. Three copies of this with impedances scaled by r > 0 are glued as
shown on the right in the figure, and the process is repeated indefinitely.
Z1
Z2Z2
rZ1
p00
rZ2
p01 p02 ZCZC
p10 p20
p11 p12 p21 p22
ZL
ZL
ZCZC
rZ2
Figure 7. Variant Hanoi-type circuit construction.
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As with our first Hanoi circuit, we compute the impedance from the top vertex to the bottom pair of
vertices, and between the two bottom vertices, and equate the results for the left and right diagrams. The
result is the two equations
Z1 +
1
2
Z2 = ZL + rZ1 +
1
2
(rZ1 + 2rZ2 + 2ZC), and(5.1)
2Z2 = 2rZ2 + 2ZC +
(
1
2rZ2 + ZL
+
1
2r(Z1 + Z2) + 2ZC
)−1
.(5.2)
We may reorganize this to get a quadratic for Z2 and a formula for Z1 in terms of Z2.
Lemma 5.1. If r 6= 23 , then
Z1 =
2r − 1
2− 3rZ2 +
2
2− 3r (ZC + ZL), and(5.3)
Z22
(
2r(1− r)(5r − 3))+ 2Z2(2(1− r)(3r − 1)ZC+(2r − 1)(r + 1)ZL)
+ 2(ZL + ZC)
(
(2− r)ZC + rZL
)
= 0;(5.4)
while if r = 23 , then one can solve explicitly for Z1 and Z2, and the impedances are purely imaginary.
Proof. With r 6= 23 , we obtain (5.3) from (5.1) by elementary algebra. It is also convenient to compute
(5.5) Z1 + Z2 =
1− r
2− 3rZ2 +
2
2− 3r (ZC + ZL).
Using (5.5) to replace Z1 + Z2 in the following version of (5.2):
1
2(1− r)Z2 − 2ZC =
1
2rZ2 + ZL
+
1
2r(Z1 + Z2) + 2ZC
,
we obtain an expression that reduces to the given quadratic.
In the case r = 23 , we instead obtain Z2 = −6(ZC + ZL) from (5.1), and using (5.5) then gives
1
18ZC + 12ZL
=
1
24ZC + 21ZL
+
1
18ZC + 24ZL − 4Z1 ,
from which Z1 = −3(ZC + ZL)(9ZC + ZL)/(2ZC + 3ZL) is purely imaginary. 
Theorem 5.2. For r ∈ (0, 12) ∪ ( 12 , 35), there are frequencies for which the Hanoi II circuit is a filter. With
ZC =
1
iωC and ZL = iωL, the frequency range is given by the following condition on ω
2LC:(−24r4 + 28r3 − 9r2 + 2r − 1)(ω2LC)2 − 4(r − 1)2(6r2 − 3r − 1)(ω2LC)
+ 4(1− r)(4r3 − 2r2 + r − 1) > 0,(5.6)
which is graphed in Figure 8. In particular, if ω2LC = 2, then (5.6) is valid for all r ∈ (0, 35) \ { 12}.
Proof. As was the case for the Hanoi I circuit, it is necessary and sufficient that both Z2 and Z1 + Z2 have
positive real part. Moreover, from (5.5) and the fact that ZC +ZL is imaginary, it is apparent that the signs
of the real parts of Z2 and Z1 + Z2 are the same if and only if r 6∈
[
2
3 , 1
]
.
The quadratic (5.4) for Z2 is of the form aZ
2
2 + biZ2 + c = 0 for some real numbers a, b, c. This has a root
with non-zero real part if and only if −b2 − 4ac > 0. Substituting for a, b, c gives a condition that is quartic
in r but only quadratic in ω2LC. Specifically
−b2 = −4
ω2C2
(−2(1− r)(3r − 1) + (2r − 1)(r + 1)ω2LC),
−4ac = 16
ω2C2
r(1− r)(5r − 3)(ω2LC − 1)(rω2LC + r − 2),
so that −b2 − 4ac > 0 precisely when (5.6) holds. (Note that ω2LC ≥ 0.)
In the expression on the left of (5.6), both the constant coefficient and the coefficient of (ω2LC)2 are
negative for all r 6∈ [ 23 , 1], while the coefficient of ω2LC is positive only when (1−√11/3) < 4r < (1+√11/3).
The latter interval does not intersect (1,∞), so when r > 1 there are no frequencies for which (5.6) holds,
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and the circuit cannot be a filter. However this interval contains (0, 2/3). It follows from these observations
that for r ∈ (0, 2/3) the expression has a maximum at a positive value of ω2LC, and the maximum is
4(1− r)(4r3 − 2r2 + r − 1)− 4(r − 1)
4(6r2 − 3r − 1)2
(−24r4 + 28r3 − 9r2 + 2r − 1) ,
which is positive for an r ∈ (0, 2/3) if and only if
0 > (4r3 − 2r2 + r − 1)(−24r4 + 28r3 − 9r2 + 2r − 1) + (r − 1)3(6r2 − 3r − 1)2
= −4r(3r − 2)(5r − 3)(r + 1)2(r − 1
2
)2,
from which we determine that r ∈ (0, 35 ) and r 6= 12 is necessary and sufficient for the existence of a frequency
ω such that the filter condition applies. To see that one such frequency is ω2LC = 2, one may substitute
this value into (5.6), at which point the inequality reduces to −8r(2r− 1)2(5r− 3) > 0, which is true for the
given values of r. 
 1
 10
 0  0.1  0.2  0.3  0.4  0.5  0.6
2LC
ω2
r
Figure 8. The Hanoi Circuit II is a filter in the shaded region.
Convergence of finite approximations. We do not know whether the sequence of finite approximating
circuits, or a sequence of circuits in which there are small resistors in series with the imaginary impedances,
converges to our circuit on the Hanoi attractor. The same issues that made this difficult in the case of the
Hanoi I circuit arise in the case of the Hanoi II circuit.
Harmonic functions. We may find matrices that can be used to compute harmonic functions in a manner
similar to that used for the Hanoi I circuit. For this purpose, we label the vertices of the graph in the same
way as was used for the Hanoi I circuit in Figure 6, so the external vertices are p0, p1, p2, and the central
vertices of each copy of the inverted Y-circuit are q0, q1, q2.
Lemma 5.3. If the values of a harmonic function at p0, p1, p2 are expressed as a column vector, then the
vector of values at q0, q1, q2 may be obtained by multiplying by a matrix with eigenvalues λj and eigenvectors
vj as follows:
λ0 = 1, v0 =
(
1 1 1
)T
;
λ− = 1− r − ZC
Z2
, v− =
(
0 1 −1)T ;
λ+ =
rZ1 + rZ2 + ZC
2Z1 + Z2
, v+ =
(
2(rZ1 + ZL)/(rZ2 + ZC) −1 −1
)T
.
13
Proof. We proceed as in Lemma 4.3. The first eigenvalue and eigenvector are obvious, and we need only
consider eigenvectors that are symmetric and antisymmetric under the reflection fixing p0 and exchanging
p1 and p2. The antisymmetric eigenvector v− has voltage (1− λ−) across the arm from p1 to q1, λ− across
the slanted sides of the triangle, and 2λ− across the base of the triangle. Summing currents at q1 yields
1− λ−
rZ2 + ZC
=
λ−
rZ1 + rZ2 + ZC
+
2λ−
2rZ2 + ZL
,
1
rZ2 + ZC
= λ−
(
1
rZ2 + ZC
+
1
(1− r)Z2 − ZC
)
,
where the second equation is obtained by applying (5.2) to the first. Thus λ− = 1 − r − ZCZ2 . For the
symmetric eigenvector, p1 may be identified with p2, and q1 with q2. Thus our circuit becomes a line with
impedances rZ1 + ZL, (rZ1 + rZ2 + ZC)/2 and (rZ2 + ZC)/2. The voltage from q0 to the pair q1, q2 is
proportional to that from p0 to p1, p2 with proportionality constant
rZ1 + rZ2 + ZC
3rZ1 + 2rZ2 + 2ZC + 2ZL
=
rZ1 + rZ2 + ZC
2Z1 + Z2
= λ+,
where we simplified using (5.1). The corresponding eigenvector is of the form (a,−1,−1), so if we write the
current through the line as I, we have voltage I(rZ1 +ZL) = (1−λ+)a from p0 to q0, and I(rZ2 +ZC)/2 =
(1− λ+) from q1 to p1. Eliminating I gives a = 2(rZ1 + ZL)/(rZ2 + ZC). 
By computing values of harmonic functions using this lemma, we can then compute the harmonic inter-
polation matrices for the Hanoi II circuit.
Theorem 5.4. Let Mj denote the harmonic interpolation matrix from the values at (p0, p1, p2) to those at
(pj0, pj1, pj2), with point labelled as in Figure 7. Then
M0 =
1− 2ZL/b ZL/b ZL/b(c+ ZC)/b r/2 + ZL/b+ rd/2c r/2 + ZL/b− rd/2c
(c+ ZC)/b r/2 + ZL/b− rd/2c r/2 + ZL/b+ rd/2c
 ,
M1 =
 c/b c/2b+ d(Z2 − d)/2cZ2 c/2b− d(Z2 − d)/2cZ2ZC/b 1− ZC(Z1 + Z2)/bZ2 Z1ZC/bZ2
(rZ2 + ZC)/b (b+ d− Z2)/2b+ dZL/2Z2(2rZ2 + ZL) (b+ d− Z2)/2b− dZL/2Z2(2rZ2 + ZL)
 ,
M2 =
 c/b c/2b− d(Z2 − d)/2cZ2 c/2b+ d(Z2 − d)/2cZ2(rZ2 + ZC)/b (b+ d− Z2)/2b− dZL/2Z2(2rZ2 + ZL) (b+ d− Z2)/2b+ dZL/2Z2(2rZ2 + ZL)
ZC/b Z1ZC/bZ2 1− ZC(Z1 + Z2)/bZ2
 ,
where b = 2Z1 + Z2, c = rZ1 + rZ2 + ZC , and d = (1− r)Z2 − ZC .
Proof. As in Lemma 5.3 we define harmonic functions h± with boundary data v±. Recall that for the
symmetric eigenfunction h+ the circuit is equivalent to a line segment. Consider g0 = (1 + h+)/(a+ 1) the
harmonic function with boundary values (1, 0, 0)T , where a = 2(rZ1 + ZL)/(rZ2 + ZC) as in the proof of
Lemma 5.3. Since the values of g0 go from 0 to 1 along the line, the current is the reciprocal of the total
resistance (2Z1 + Z2)/2, and we can compute the voltages directly from this and the resistances. Putting
b = 2Z1 + Z2 as before this gives g0(p11) = g0(p22) = Zc/b, g0(p12) = g0(p21) = g0(q1) = (rZ2 + ZC)/b =
(Z2 − d)/b, g0(p10) = g0(p20) = c/b, g0(p01) = g0(p02) = (c+ ZC)/b, g0(p00) = 1− 2ZL/b.
Now let g± = 12 (1 − g0 ± h−). We need the values of h− at the pjk vertices. Symmetry gives h−(p00) =
h−(q0) = 0, and we know h−(q1) = −h−(q2) = d/Z2. Then h−(p01) = −h−(p02) = rd/c, h−(p10) =
−h−(p20) = d(Z2 − d)/cZ2, h−(p11) = −h−(p22) = 1− ZC/Z2, and h−(p12) = −h−(p21) = dZL/Z2(2rZ2 +
ZL). From these and the values of g0 we can fill the matrix entries in the following expressions to complete
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the proof.
M0 =
g0(p00) g+(p00) g−(p00)g0(p01) g+(p01) g−(p01)
g0(p02) g+(p02) g−(p02)
 ,
M1 =
g0(p10) g+(p10) g−(p10)g0(p11) g+(p11) g−(p11)
g0(p12) g+(p12) g−(p12)
 ,
M2 =
g0(p20) g+(p20) g−(p20)g0(p21) g+(p21) g−(p21)
g0(p22) g+(p22) g−(p22)
 .

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