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a b s t r a c t
A new estimation procedure for a partial linear additive model with censored responses
is proposed. To this aim, ideas of Lewbel and Linton [A. Lewbel, O. Linton, Nonparametric
censored and truncated regression, Econometrica 70 (2002) 765–779] on censored model
regression are combined with those of Kim et al. [W. Kim, O. Linton, N.W. Hengartner, A
computationally efficient estimator for additive nonparametric regression with bootstrap
confidence intervals, Journal of Computational and Graphical Statistics, 8 (1999) 278–297]
on marginal integration and those on average derivatives. This allows for dimension
reduction, interpretability and — depending on the context — for weights yielding
computationally attractive estimates. Asymptotic behavior is provided for all proposed
estimators.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Partial linear additive models have been attracting a lot of attention in semiparametric regression analysis. Within this
statistical framework most part of the interest has been devoted to the root-n efficient estimation of the parametric part.
For example, [29] proposed a least squares spline estimator of the parametric part. Opsomer and Ruppert [22] studied
the statistical properties of the parametric part in a backfitting context. Moral-Arce and Rodríguez-Póo [20] provided an
alternative but efficient method for a similar model. Schimek [30] estimated partially linear models based on smoothing
splines. For a more recent review see [11].
In this article we propose an extension of these popular models to limited dependent variables, namely censored
regression. Even though there exist some algorithms, until now, there is little known about the asymptotic behavior of
estimators in these kind of regressionmodels. Burman [3] estimated generalized additive models by splines. Alvarez de Uña
and Roca-Pardiñas [2] provided a randomly weighted version of the backfitting algorithm that allows for the nonparametric
estimation of the effects of the covariates on the response. Lewbel and Linton [17] introduced an estimator for censored
and truncated regression. Lewbel [16] proposed a rather simple semiparametric estimator for the parameters when facing a
binary response with a complex index. Furthermore, Chen et al. [4] presented a new estimator that converges at the optimal
nonparametric ratewith a limiting normal distribution. Das et al. [7] and Rodríguez-Póo et al. [27] presented semiparametric
extensions of the so-called Tobit II and III, i.e. models where the truncation and censoring respectively, are determined by
simultaneous regression equations. The first authors used series estimators and the second ones kernel methods. Chen
and Khan [5] proposed an estimation procedure for a censored regression model where the latent regression function has
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a partially linear form based on a conditional quantile restriction. Qin and Jing [26] studied in detail the asymptotics of
a censored model with empirical likelihood. Liang and Zhou [18] provided the asymptotic normality of the parametric
component in a semiparametric partially linear model with right-censored data. Orbe et al., [23] analyzed the effect of
several covariates on a censored response variable with unknown probability distribution. Xia and Härdle [32] introduce an
efficient, constructible and practicable estimator of partially linear single-index models with applications to time series.
To summarize, we consider a model that is specified semiparametrically, presents some limited dependent variable and
enhances additivity. To our knowledge our paper is the first providing asymptotic theory that copes with all the mentioned
issues. Root-n consistency of the estimator of the structural parameters is yielded and also the nonparametric additive
components can be estimated at the optimal rate.
The paper is organized as follows. In the next section we will introduce the statistical model and the estimators. Then,
we use ideas from [25] to estimate average derivatives, including the parametric part of this model. For calculating the
nonparametric additive part we use internalized marginal integration along the ideas of Kim et al. [15]. In Section 3 we
provide the corresponding asymptotic theory for these estimators. We discuss several extensions, in particular the special
treatment of discrete covariates, in Section 4. Finally, Section 5 presents the conclusions. All proofs are given in the Appendix.
2. Model and estimators
Consider a partial linear additive model with censored response, i.e.
Y ∗i = γ0 + γ TXi +
d−
j=1
gj(Tij)+ Ui for i = 1, . . . , n, and Yi =

Y ∗i if Y
∗
i > 0,
0 otherwise (1)
where (γ0, γ T ) are a 1×1+p unknown parameter vector, gj are unknown additive functions, Xi ∈ Rp, Ti = (Ti1, . . . , Tid)T ∈
Rd exogenous covariates, Ui the disturbance term, and Y ∗i is the latent endogenous variable. Set g(Ti) = γ0 +
∑d
j=1 gj(Tij),
and let us define the conditional mean of the latent variable
s(Wi) = γ TXi + g(Ti), whereW = (X, T ) (2)
such that the censored model can be expressed as Y = max{0, s(W )+ U}.
In the first step, we consider an estimator of the multivariate regression function s(W ) by means of the techniques
developed in [17]. Given the generic observations {Yi,Wi}ni=1, one would like to estimate the conditional mean s(w) =
E(Y ∗i |Wi = w) and its derivatives. The weighted least squares
n−
i=1

Y ∗i − c0 − c1(Wi − w)
2 K((Wi − w)/hs), (3)
with kernel K(u) and bandwidth hs is infeasible since the variable Y ∗ is unobservable. In order to overcome this problem one
establishes a set of auxiliary regressions: r1(w) = E(Y |W = w), r2(w) = E[I(Y > 0)|W = w], and q[r1(w)] = E[I(Y >
0)|r1(W ) = r1(w)].
It can be shown that s(w) and its partial derivatives have the following expressions:
s(w) = λ−
∫ λ
r1(w)
1
q(r1)
dr1,
∂s(w)
∂wk
= s′k(w) =
r1k(w)
r2(w)
,
where r1k(w) = ∂r1(w)∂wk , andw = (w1, w2, . . . , wd+p)T .
Let rˆ1(W ) be the nonparametric regression of Y onW , rˆ2(W ) be a nonparametric regression of I(Y > 0) onW , and qˆ(r1)
a nonparametric regression of I(Y > 0) on rˆ1(W ). Finally, defining λˆ = maxi=1,...,n rˆ1(Wi) one sets
sˆ(w) = λˆ−
∫ λˆ
rˆ1(w)
1
qˆ(r1)
dr1. (4)
Due to the fact that rˆ1, rˆ2 and λˆ are consistent estimations of the true functions, λˆ−
 λˆ
rˆ1(w)
qˆ−1(r1)dr1 is a consistent estimation
of s(w). The same holds for the estimation of the partial derivatives, if wanted. Their estimates can be defined by
s′k(w) =
rˆ1k(w)
rˆ2(w)
where rˆ1k(w) = ∂ rˆ1(w)
∂wk
(5)
or, alternatively, obtained directly via local polynomial estimation.
In the second step we decompose s(w). An intuitively attractive procedure would be to study now weighted average
derivatives of each covariate, especially as the index of s(w) is fully additive. These are popular e.g. in economics to calculate
the returns to scale, and easy to interpret (though depending on the weighting). Let γ¯ be the vector of these weighted
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average derivatives. Clearly, for the X-variables inW this is exactly γ . In the following we basically explain how to extend
the ideas of [25] to our context. It will turn out that we don’t actually need sˆ(W ), respectively sˆ′(W ). For a weight function
a(w) such that E[a(w)] ≠ 0, E[a(W )s′(W )]/E[a(W )] gives a (weighted) average derivative with elements
γ¯k = E[a(W )s′k(W )]/E[a(W )] for k = 1, 2, . . . , p+ d.
Starting with the numerator we see that E

a(W )s′(W )
 = E[a(W )]γ¯ = τ , with E[a(W )] being a constant. Different
weighting are thinkable; they all lead to the same γ but give different interpretations to the nonparametric part. One
may choose the weighting depending on computational aspects or based on interpretational issues. Let p(·) be the density
function of W . Then, choosing a(w) = E[I(Y > 0)|W = w] = r2(w) leads to E[a(W )s′k(W )] = E

r2(W )
r1k(W )
r2(W )

=
E[r1k(W )] and will briefly be considered in Section 4.2; for all covariates Wk belonging to T , weight a(w) = E[I(Y >
0)|W = w]p−1(w),w ∈ supp(W ), gives E[a(W )s′k(W )] =

r2(w)g ′k(tk)dw which is the integrated derivative weighted
by the chance to be uncensored. We will see that a computationally attractive choice is a(w) = E[I(Y > 0)|W = w]p(w),
giving an easy estimator for τ :
τˆ = −2
n(n− 1)
n−
i,j=1
j≠i

1
he
d+p+1
K ′

Wi −Wj
he

Yi (6)
with K ′(w) = ∂K(w)/∂w the derivative of kernel function K , and he its bandwidth, see Section 3 for details. Recall that
γ = τ/E[a(W )]. Using integration by parts (cf. [25]), it is not difficult to see that a direct estimator for E[a(W )] is given by
−2
n
n−
i=1
∂p(Wi)
∂x
XiI(Yi > 0) k = 1, . . . , p.
Together with (6), a final estimate for γ would be
γˆ =

n−
i=1

∂ pˆ(Wi)
∂x

XiI(Yi > 0)
−1  n−
i=1

∂ pˆ(Wi)
∂x

Yi

, (7)
where pˆ and its derivatives refer to kernel estimates.
In case part of W is discrete, say X , one would take the probability P(x) and set p(w) = P(x)p(t|x) with p(t|x) being
the conditional density of t . Note that for the estimation of τ we use the observed dependent variable Y instead of the
estimation of the hyper dimensional function sˆ(w). The derivative ∂p(w)/∂wk has to be well defined, together with a
reasonable (kernel) estimate. This could cause problems for discrete variables for which reason most classical papers on
average derivative estimation consider only continuous covariates, except e.g., [13]. Several alternative estimators exist in
the literature for the parametric part of the nonparametric complex model, see for example [1] or [6]. To our knowledge,
however, most of them pay less attention to the estimation of the nonparametric part. We will come back to the explicit
treatment of discrete covariates in Section 4.2.
For now, we concentrate on the nonparametric part and develop an estimator for the additive functions gk, k = 1, . . . , d
by means of internalized marginal integration along Kim et al. [15]. Exploiting the additivity structure in the nonparametric
component avoids the classical problem of the curse of dimensionality which commonly affects negatively the quality of
estimation and the possibilities of interpretation. We start from the multivariate nonparametric regression function given
in (2), that is:
s(Wi) = γ0 + γ TXi +
d−
j=1
gj(Tij), for i = 1, . . . , n
where we set E[gj(Tij)] = 0 for identification for all i, j. Summing and subtracting the quantities sˆ(W ) and γˆ TXi respectively,
we can express this equation as
sˆ(Wi)−

sˆ(Wi)− s(Wi)
 = γ0 + γˆ TXi + (γ − γˆ )TXi+ d−
j=1
gj(Tij).
Then, with ϵi = {sˆ(Wi)− s(Wi)} + {(γ − γˆ )TXi}we get
sˆ(Wi)− γˆ TXi = γ0 +
d−
j=1
gj(Tij)+ ϵi = g(Tiα, Tiα)+ ϵi, for i = 1, . . . , n (8)
where Tiα is the vector Ti without the element Tiα , such that for the additive nonparametric part we have
ETα

g(tα, Tα)
 = γ0 + gα(tα)+ 0 = δα(tα),
I. Moral-Arce et al. / Journal of Multivariate Analysis 102 (2011) 118–129 121
see condition (A.3) in Appendix. Thus, an obvious estimator for δα(tα) would be the average 1n
∑n
i=1 sˆ(Wi) − γˆ TXi, whereWi = (Xi, tα, Tiα). Note that gα(tα) is just the centered δα(tα). However, there are at least three good reasons for choosing the
alternative internalized marginal integration version. [15] emphasize the advantages in implementation and computation,
Dette, et al., [9] have explainedwhy this version is less affected by inefficiency due to high correlation among the covariates,
and Hengartner and Sperlich [12] show that this version is more robust against the bandwidth choice for the nuisance
directions. Finally, in most simulation comparisons this version clearly outperformed the classical version. It is obvious that
the first three arguments carry over to our context. Based on our fist step, this internalized estimator can be rebuilt with the
aid of a particular weight function.
Let us take the weight ω(tα, tα) = pαT (tα)pαT (tα)p−1T (t), where pT is the density of T and pαT , pαT the corresponding
marginals. Obviously, the following moment conditions hold
E

ω(Tα, Tα)|Tα = tα
 = 1, (9)
E

ω(Tα, Tα)gα(Tα)|Tα = tα
 = gα(tα), (10)
E

ω(Tα, Tα)gj(Tj)|Tα = tα
 = 0 ∀j ≠ α. (11)
Then, for the additive components it follows
E

ω(Tα, Tα)

sˆ(W )− γˆ TX |Tα = tα = γ0E ω(Tα, Tα)|Tα = tα+ d−
j=1
E

ω(Tα, Tα)gj(Tj)|Tα = tα

+ E ω(Tα, Tα)ϵ|Tα = tα .
Replacing the conditional expectation by its empirical counterpart we obtain
δˆα(tα) = 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)

sˆ(Wi)− γˆ TXi

, (12)
where pˆαT and pˆT are kernel density estimators of the marginal densities of Tα and the joint density of T respectively. The
used kernels andbandwidths are denoted byKαt (u1, . . . , uα−1, uα+1, ud) =∏dl≠α Klt(ul)being a (d−1)dimensional product
kernel, each with hc ∈ R. Then, pT is estimated with Kt := Kαt × Kαt and {hc, hc}.
Finally, the estimator of the additive function of interest, gˆα(tα) = δˆα(tα)− γˆ0, is simply the centered δˆα , compare (A.3)
in the Appendix.
3. Asymptotic theory
Along with the asymptotic theory we provide some more details on the derivation of the second step estimator. For
a better reading, the assumptions and proofs are deferred to the Appendix. For the estimation procedure introduced in
Section 2 we use the following lemma resulting from [15].
Lemma 3.1. Under assumptions (A.1)–(A.6) in the Appendix, there is a bounded continuous function bs(.) in such way that for
somew belonging to the support of W it holds
nhd+ps

sˆ(w)− s(w)− hςs bs(w)
→ N 0, σ 2r1(w)
p(w)r22 (w)
‖K‖2

as n tends to infinity, where ‖K‖2 =  K 2(u)du, and sˆ(W ) as defined in (4).
Before coming to the asymptotics of the second step estimator, recall definition (6). Let us define the unfeasible auxiliary
weight function
c(w) = E

∂Y
∂Wk
W = w p2(w).
Then, note that
τk = E

a(W )s′k(W )
 = E [a(W ) r1k(W )
r2(W )
]
= E
[
c(W )
p(W )
]
=
∫
c(w)dw
given that r2(W ) = a(W )/p(W ) and r1k(W ) = c(W )/p2(W ). Further,∫
c(w)dwk =
∫
r1kp2(w)dwk = r1(w)p(w)2
wk=∞
wk=−∞ − 2
∫
r1(w)
∂p(w)
∂wk
p(w)dwk.
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Taking to account that the first summand is zero, putting all together we obtain after integrating also with respect to all
wj, j ≠ k
τk = −2E
[
∂p(W )
∂wk
Y
]
what obviously can be estimated via (6). We use modified assumptions on the kernel and the bandwidth for this second
step to show
Theorem 3.1. Under the assumptions (A.1)–(A.7) in the Appendix, it holds√
n

τˆ − τ→ N (0,Στ ) ,
whereΣτ = 4E

rf (y, w)rf (y, w)T
− 4ττ T , with rf (y, w) := p(w)s′(w)− {y− s(w)} ∂p(w)∂w when n tends to infinity.
Theorem 3.1 says that, see assumption (A.7), under undersmoothing our estimator τˆ converges to τ at the optimal rate
√
n.
Having consistent estimators for E[a(W )] and τ , it is easy to show then:
Corollary 3.1. Under assumptions of Theorem 3.1, for n →∞√
n

γˆ − γ → N 0,Σγ  ,
whereΣγ = 4E

rb(y, w)rb(y, w)T

, with
rb(y, w) := E[a(W )]−1
[
p(w){s′(w)− γ } − {y− s(w)}∂p(w)
∂w
]
.
For the estimation of the additive functions of (1) we can prove the following:
Theorem 3.2. Under the assumptions of Theorem 3.1 and (A.8)–(A.9) in the Appendix,
√
nh

δˆα(tα)− δα(tα)− hqcbα(tα)

−→ N 0, v2α(tα) ,
where bias and variance are
bα(tα) = µq(Kαt)g
(q)
α (tα)
q! +
µq(Kt)
q!
∫
g(tα, u)pαT (u)
pT (tα, u)
p(q)T (tα, u)du−
µq(Kαt)
q!
∫
g(tα, u)p
(q)
αT (u)du,
v2α(tα) = ‖Kαt‖22
∫ g2(tα, u)p2αT (u)
pT (tα, u)
du = ‖Kαt‖22pαT (tα)E

g2(tα, Tα)p2αT (Tα)
p2T (tα, Tα)
tα

withµq(Kαt) =

Kαt(s)sqds, ‖Kαt‖2 =

Kαt(s)2ds, g(q)α (tα) = ∂
qg(tα ,tα)
∂tqα
, p(q)T (tα, Tα) = ∂
qpT (tα ,Tα)
∂tqα
, and p(q)αT (tα) = ∂
q
∂tqα
pαT (tα).
This completes the statistical properties of the estimators introduced in Section 2.
4. Extensions
In the following we discuss extensions which might be helpful in real data applications.
4.1. Direct estimation of coefficients
As in most semiparametric problems, the root-n consistency of the estimator is theoretically obtained only under very
strong smoothness conditions. In order to overcome this problem one can use the method of Hristache et al. [14]. They
propose an iterativemethodwhere the ADE is just the first step. The idea is that for the estimation one does not need a (p+d)
dimensional kernelK (and density p(w)) forW = (X, T ), but only a (d+1)dimensional one for W := (XTγ , T ), and a density
of (w) in weight a(w). Since we do not know γ from the beginning, an iteration is necessary, starting from an ADE estimate.
Also, another advantage is that the quite technical proofs of that paper do not require the covariates X to be continuous.
However, in the abovementioned paper neither limited dependent variables were considered nor a nonparametric additive
index.
4.2. Explicit treatment of discrete covariates in X
Even though in simulations our estimator for γ , introduced in Section 2, seems to perform well also for discrete, and
even for binary covariates X , a proper treatment requires a modification especially for the root-n consistent estimation of γ .
There exist at least two obvious modifications within the so far considered framework of average derivative and marginal
integration estimation: for estimating γ in the average derivative context we refer to [13]; for the marginal integration one
to [10]. Both suggest a different kind of sample-splitting along the discrete variables. The idea is as follows: in semi- and
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nonparametric practice, one typically treats discrete covariates like continuous ones if they have infinite support. All the
others are supposed to have a rather small support such that it is feasible to split the sample along the different (but finite
number of) values the vector of discrete covariates may take. Then, in a first step, the nonparametric part is estimated
separately for each subsample.
We suggest to first estimate the additive components as before but conditioning on the discrete variables, and afterwards
estimate γ . This way we get estimators of the additive components with similar statistical properties but without the need
of having a prior estimator for γ . More specifically, our weight ω(tα, tα) is now set to pαT (tα)pαT (tα)p−1T |X (t|x). It is easy to
check that Eqs. (9)–(11) are again fulfilled, and
E

ω(Tα, Tα)s(W )|Tα = tα
 = γ0 + γ TE[X] + d−
j=1
E

ω(Tα, Tα)gj(Tj)|Tα = tα

.
Now, to simplify notation, let us assume (A.2′), i.e. that allX are discrete covariateswith finite support. Then,we can estimate
gα and δα for α = 1, . . . , d under the same assumptions as we used before in Sections 2 and 3, replacing the joint density
of T by a conditional one. The corresponding estimator is
δ˜α(tα) = 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT |X (Ti|Xi) sˆ(Wi),
where pˆT |X (t|x) = 1
nhchd−1c
n−
i=1
Kαt

tα − Tiα
hc

× Kαt

tα − Tiα
hc

× I{Xi = x}.
Then, the estimator of the additive function g˜α(tα) is simply the centered δ˜α .
Corollary 4.1. Under the assumptions (A1), (A2′), (A3)–(A.6), (A.8)–(A.9)
√
nh

δ˜α(tα)− δα(tα)− hqc b˜α(tα)

−→ N 0, v˜2α(tα) ,
where bias and variance are
b˜α(tα) = µq(Kαt)g
(q)
α (tα)
q! −
µq(Kαt)
q!
∫
g(tα, u)p
(q)
αT (u)dudP(x)+
µq(Kt)
q!
×
∫
g(tα, u)pαT (u)
pT |X (tα, u|x) p
(q)
T |X (tα, u|x)dudP(x),
v˜2α(tα) = ‖Kαt‖22pαT (tα)E

g2(tα, Tα)p2αT (Tα)
p2T |X (tα, Tα|X)
|tα

with µq(Kαt) =

Kαt(s)sqds, ‖Kαt‖2 =

Kαt(s)2ds, g(q)α (tα) = ∂
qg(tα ,tα)
∂tqα
, p(q)T |X (tα, Tα|x) = ∂
qpT |X (tα ,Tα |x)
∂tqα
, and p(q)αT (tα) =
∂q
∂tqα
pαT (tα).
The proof follows exactly the lines of the one for Theorem 3.1. The only changes are due to the use of a conditional density
instead of a purely marginal one, and the drop of a parametric prior estimate of γ .
With these estimates at hand one could get a computationally easy estimator for γ along [10] by ordinary least squares:
γˆLS = argmin
n−
i=1

sˆ(Wi)−
d−
α=1
g˜α(Tiα)− γ TXi
2
I{WiϵA}, (13)
where A is a prescribed set (usually rectangle) in Rp+d. From their Theorem 4 we can conclude the statistical properties:
Corollary 4.2. Under the assumptions of Corollary 4.1, hs and hc being o(n−1/(2ς)) and o(n−1/(2q)) respectively, and
nh2ch
2(d−1)
c /(ln n)2, nh2ds /(ln n)
2 going to infinity, γˆLS defined in (13) is root-n consistent.
For the proof we refer to [10, Theorem 4], modified in one point; instead of an observable response with independent error
term we consider the prior estimate sˆ(W ). The remainder of the terms coming in due to this nonparametric estimator can
be treated the same way as the ones for g(T ). This explains the additional assumptions we put on hs being equivalent to
those for (hc, hc). Note that in the rates, the dimension p of the discrete covariates X does not appear. This is because they
do not contribute to the curse of dimensionality as long as they have finite support, see [8] and assumption (A.2′).
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4.3. A different weight for average derivatives
Recall that for a weight function a(w)with E[a(W )] ≠ 0, we obtain
γ¯k = E[a(W )s′k(W )]/E[a(W )] for k = 1, 2, . . . , p+ d.
Set τk = E

a(W )s′(W )
 = E[a(W )]γ¯k. Different weighting functions a(W ) lead to estimators with slightly different
interpretation, but computationally, they may be less attractive then. One obviously attractive alternative to the one used
in Section 3 is a(W ) = r2(W )which gives
τk = E

a(W )s′k(W )
 = E [r2(W ) r1k(W )r2(W )
]
= E [r1k(W )] .
The idea then is to simply estimate r1k for all observations wi, i = 1, . . . , n and afterwards to take the sample average. The
necessary auxiliary regression we need for r1k can be fully nonparametric. It is well known that for derivative estimation
with kernels one should use themultivariate local polynomial approach, see [19]. Forwr =∏p+dj=1 wrjj with r = (r1, . . . , rp+d)
one minimizes
n−
i=1
Yi − −
0≤(∑ rj)≤δ
πr(w0) · (Wi − w0)r
 1
hb
Kb

Wi − w0
hb

(14)
with respect to the πr . Theminimizer πek(w0), where ek is a vector of zeros with 1 at position k, is a δ-order local polynomial
estimate for r1k(w0). Given a symmetric second order kernel Kb(·) we would need δ ≥ 1 + (d + p)/2. Then, a reasonable
estimate for τk is 1n
∑n
i=1 πek(Wi) for which one gets with hb = 0(n−1/(2δ)) that

τˆk − τk
 = op  1√n. Similarly, replacing Yi
in (14) by I{Yi > 0}, π(0,...,0)(w0) is the δ-order local polynomial estimate for r2(w0). Then one obtains a root-n consistent
estimator 1n
∑n
i=1 rˆ2(Wi) for E[r2(W )], and finally
γˆk = τˆk
1
n
n∑
i=1
rˆ2(Wi)
, k = 1, . . . , p+ d.
It should be noticed that one can replace here (A.2) by (A.2′) but then has either to define r1k appropriately or to limit the
derivatives to those with respect to continuous covariates. In return, this allows one to relax the assumptions concerning
the necessary convergence rates for our bandwidths and the order of polynomials or kernels. The reason is that bandwidths
referring to discrete variables with finite support do not need to go to zero at any rate.
4.4. Interaction terms
The inclusion of interaction functions gα,β , 1 ≤ α < β ≤ d, is often of strong interest. Sperlich et al. [31] introduced
those kind of interaction terms via marginal integration techniques. They proposed the identifying condition
ETα [gαβ(Tα, tβ)] = ETβ [gαβ(tα, Tβ)] = 0 ∀tα, tβ .
An additive interaction can be estimated the same way we estimated the one dimensional impacts δα , respectively gα . First
one estimates δα,β(tα, tβ) = ETαβ [g(tαβ , Tαβ)] as in (12) and afterwards obtains an estimate of gαβ by centering according
to its identifying conditions. Certainly, the estimators of second order interactions converge with the two dimensional
nonparametric rate.
The estimate of δαβ or gαβ can be used directly for testing additivity of g(·), e.g. by looking at statistic

δˆ2αβ(u)du and
approximating its distribution by bootstrap, see [31]. Not surprisingly, Dette et al. [9] found that when testing for additivity
in nonparametrics, it is preferable to check the interaction terms for significance instead of comparing the additive model
with a full dimensional nonparametric alternative.
4.5. Truncated dependent variables
When considering truncated response data we have the additional obstacle that for all censored Y = 0 (i.e. Y ∗ ≤ 0) we
have neither observedW = (X, T ). Then, in the first step of our estimation procedure (see Section 2), Lewbel and Linton [17]
give a clear guideline how to estimate s(w) and its derivatives s′k(w).
For the second step, to find a proper weight function a(w) as before to estimate γ might be more involved. In that case,
it could be more straight to make use of the fact that s′k(w) = γk ∂ s˜(w˜)∂ x˜ , compare Section 2, and γk = E[s′k(W )]/E[∂ s˜(W˜ )/∂ x˜].
In the third step, i.e. the estimation of the nonparametric separable part of the model, we suggest to proceed as before.
Notice, that for all functions gα either the identification condition (A.3) in the Appendix or the centering has to be adapted.
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4.6. Resampling based inference
Although we believe in the need for asymptotic theory to understand better what the procedure is doing to the data,
and to be able to compare different estimators for similar (or even the same) model, we admit that for inference in finite
samples of moderate size the asymptotics are typically of little help. Then, resampling methods are used to approximate
confidence bands for nonparametric functions, standard deviations for coefficients, and critical values for test statistics.
Probably the most popular resampling method in nonparametric statistics is the well-known (wild) bootstrap. However, in
our context we would need to construct a bootstrap that imitates also the censoring, without further assumptions on the
error distribution and censoring process.
In order to overcome this difficulty we propose to use the so-called subsampling here; we refer to [24] as the main
reference here. In a two sample testing problem with (generalized) additive models and under the use of internalized
marginal integration, Neumeyer and Sperlich [21] applied quite successfully this resampling method. Apart from the fact
that for subsampling the censoring does not cause problems, further particular advantages are the computational speed and
the small set of additional assumptions necessary for its consistency.
5. Conclusions
The paper proposes an estimation procedure of the parameters and additive functions in a partial linear additive model
with censored dependent variable. In the first step, we propose the estimation of the multivariate regression function
s(W ) by means of the technique developed in [17], according to this method we can obtain suitable estimation of the
hyperdimensional surface. In the second step, we present a version of the ADE estimator [25]. In the third step, using the
previous estimators, we obtain estimation of the additive functions by means of the marginal integration procedure [15].
We establish the asymptotic normality of our estimators under regularity conditions. Finally, we discuss several extensions
for real data applications, especially the treatment of discrete covariates.
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Appendix. Assumptions and proofs
Wemake the following assumptions on the nature of the observations, the regression function and the kernels.
(A.1) T ∈ Rd is absolutely continuous and has a compact support ST . The density function pT (t) is bounded with derivatives
of order ς in each direction of the support ST . Moreover, inft∈ST pT (t) > 0.
(A.2) X ∈ Rp is absolutely continuous and has a compact support SX . The density functions pX (x) and p(x, t) are
bounded, and they have derivatives of order q and r in each direction of the support. Moreover, infx∈SX pX (x) >
0, inf(x,t)∈SX×ST p(x, t) > 0. We further assume E

XXT

> 0, and EX4i <∞.
(A.3)

gj(•)
d
j=1 are continuously differentiable ς times in each direction of the support ST . Moreover, E{gk(Tk)} = 0 for
k = 1, . . . , d.
(A.4) The error term fulfills E(U|X = x, T = t) = 0 and is distributed in a continuous way in SX × ST , with distribution
function F (U|X = x, T = t) and density function p (U|X = x, T = t).
For the first estimation step we need conditions on the auxiliary regression functions r1, r2, the kernels and its
bandwidths.
(A.5) The kernel function K is bounded and of order ς , symmetric with respect to zero, compactly supported, and
differentiable in all directions. The set of bandwidth fulfills hs → 0 and lim supn→∞ nhd+p+4s <∞.
(A.6) The functions σ 2r1 , σ
2
r2 , and r2, where σ
2
r1(w) = var[Y |W = w] and σ 2r2(w) = var[I(Y > 0)|W = w], are continuous on
the support SX × ST , and we have infw∈(SX×ST ) r2(w) > 0. The conditional distribution G(Y |W = w) of Y givenW = w
is continuous in w. E[|Y |h¯] < ∞ for some h¯ > 2. Finally, the regression functions r1, r2 are three times continuously
differentiable on the support.
In the second step, the estimation of the parameters, we need the following assumption:
(A.7) The kernel function K is bounded, symmetric with respect zero and compactly supported. Also, the kernel function is
of the r-th order, where r ≥ (d+p)+32 applies also for (A.2). The bandwidths fulfill nh2re → 0, nhd+p+2e →∞.
In the last step, when we estimate the additive functions, we need some assumptions on the additional used kernels and
bandwidths.
(A.8) The kernel functions Kαt(·) and Kαt(·) are symmetric around zero and of order ς and q respectively, bounded, and
Lipschitz continuous.
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(A.9) The bandwidths fulfill limn→∞ hc = 0, limn→∞ nhch
d−1
c
log n = ∞.
For the study of discrete explanatory variables we use some modified assumption for (A.2).
(A.2′) X ∈ Rp has a compact finite support SX . E

XXT

> 0, and EX4i <∞.
The proof of Lemma 3.1 follows from Theorem 5 of [17].
For the sake of simplicity we will work in the following with q = ς = 2.
Proof of Theorem 3.1. For the proof of this theorem we need the following lemma.
Lemma A.1 ([25]). Consider a second order U-statistic of the form
Un =

n
2
−1 n−
i=1
n−1
j=i+1
pn(zi, zj),
where {zi, i = 1, . . . , n} is an i.i.d. random sample and pn is a k-dimensional symmetric kernel. Also define
rn = E[pn(zi, zj)|zi],
θn = E[rn(zi)] = E[pn(zi, zj)],
Uˆn = θn + 2n
n−
i=1
[rn(zi)− θn].
If E
‖pn(zi, zj)‖2 = o(n) then
Un = Uˆn + op

1√
n

.
We begin the proof by separating the issues into asymptotic bias and variance, which work somewhat differently;√
n

τˆ − τ = √n E τˆ− τ +√n τˆ − E τˆ ,
where the first term represents bias and the second term represents sampling variation. The bias term is analyzed first, as:
E

τˆ
− τ = −2
n
n−
i=1
E

pˆ′(Wi)Yi
− 2E(p′(Wi)Yi) = −2n
n−
i=1
E

pˆ′(Wi)Yi − p′(Wi)Yi

= −2
n
n−
i=1
E

(pˆ′(Wi)− p′(Wi))Yi

.
For the nonparametric estimator pˆ′(W ), we have discussed how the bias of the estimator is O(hre), when the kernel
function is of order r , where r ≥ (d+p)+32 as we have defined in (A.7). By a Taylor series expansion analogous to that for the
pointwise estimator pˆ′(W ), we can show that the average bias is likewise O(hre). Consequently:√
n

E

τˆ
− τ  = O √nhre .
The asymptotic bias will vanish due to (A.7), because of nh2re → 0. This is associated with the bias of pˆ′(W ) vanishing
more rapidly than for optimal pointwise approximation of p′(W ). In this context, asymptotic undersmoothing is required
for the convergence of τˆ to τ at rate
√
n.
An analysis of the sampling variation of τˆ requires a method for accounting the relative positions of (xi, xj) pairs. We
develop this theory in some detail, through the additive approximation structure of U-statistics. First, let Zi = (Yi,Wi)T we
can write τˆ in the following way:
τˆ =

n
2
−1 n−
i=1
−
j=i+1
pn

Zi, Zj

,
where pn

Zi, Zj
 = −h−(d+p)−1e K ′ Wi−Wjhe  Yi − Yj. Let us denote v(w) = E(Y 2|W = w), then the second moment
E
pn(Zi, Zj)2 is:
E
pn(Zi, Zj)2 = h−2(d+p)−2e ∫ K ′ Wi −Wjhe
2 v(Wi)+ v(Wj)− 2s(Wi)s(Wj) p(wi)p(Wj)dWidWj
= h−(d+p)−2e
∫ K ′(u)2 (v(Wi)+ v(Wi + hu)− 2s(Wi)s(Wi + hu)) p(wi)p(wi + heu)dwidu
= O h−(d+p)−2e  = O nn−1h−(d+p)−2e  = o(n),
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provided nhd+p+2e →∞, and using Lemma A.1 we have shown that
√
n

τˆ − E(τˆ ) = 2√
n
−
i
(rn(zi)− E(rn(zi)))+ o(n−1/2).
Now, we focus on the analysis of rn(zi):
rn(zi) = E

pn(zi, Zj)|zi
 = − ∫  1
he
d+p+1
K ′

wi −W
he

(Yi − s(W )) p(W )dW
=
∫ 
1
he

K ′(u) (Yi − s(Wi + hu)) p(Wi + hu)u
=
∫
∂(sp)(W + heu)
∂w
K(u)du+ yi
∫
∂(p)(W + heu)
∂w
K(u)du
= rf (zi)+ tn(zi),
with
rf (zi) = p(wi)s′(wi)− (yi − s(wi))p′(wi)
and tn(zi) =∫ 
∂(sp)(Wi + heu)
∂W
− ∂(sp)(Wi)
∂w

K(u)du− yi
∫ 
∂p(Wi + heu)
∂w
− ∂p(Wi)
∂w

K(u)du.
The bound of the last term is O(h2e ) because of (A.7), then this term converges to zero in probability. It holds that
2√
n
−
i
{rn(zi)− E(rn(zi))} = 2√n
−
i

rf (zi)− E(rf (zi))
+ 2√
n
−
i
{tn(zi)− E(tn(zi))} .
Taking into account that E(rn − rf )2 = o(1), we have
√
n

τˆ − τ = 2√
n
n−
i=1
rf (yi, wi)+ op(1).
Since E(rf ) = 0 then, if the variance of rf exists, we have√n(τˆ − τ)→ N(0,Σrf ), whereΣrf = 4E(rf rTf )−4ττ T = Cov(rf ).
This completes the proof of Theorem 3.1. 
Proof of Theorem 3.2. The proof starts from Eq. (12), then we obtain:
δˆα(tα)− δα = 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)

sˆ(Wi)− γˆ T2 Xi
− δα,
it follows by operating in the previous equation
1
nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
g(Tiα, Tαi)− δα + 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)

sˆ(Wi)− s(Wi)

+ 1
nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
(γ2 − γˆ2)TXi = R1n + R2n + R3n.
The first term R1n can be decomposed in two elements:
R1n = 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
[gα(Tiα)− gα(tiα)]+ 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
g(tiα, Tα)
− δα = R11n + R12n
from [17] and applying assumptions (A.1)–(A.9), then
E(R11n) = h
q
cµ2(Kαt)
2
g ′′α(tα)+ o(h2c ), Var(R11n) = O

hc
n

,

nhc(R12n)→d N

bα(tα), ‖Kαt‖22
∫ g2(tα, Tα)p2α(Tα)
p(tα, Tα)
dTα

,
bα(tα) = h
2
cµq(Kt)
2
∫
g

tα, Tα

pαT (Tα)
pT (tα, Tα)
p′′T (tα, Tα)dTα −
h2cµq(Kαt)
2
∫
g

tα, Tα

p′′αT (Tα)dTα.
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Next we analyze the second element R2n. If we add and subtract the quantity h2s bs(w), where bs(w) is the bias of the
multivariate function estimation s(w) given in Lemma 3.1, and hs is the bandwidth of that estimation step,
R2n = 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)

sˆ(Wi)− s(Wi)− h2s bs(Wi)

+ 1
nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
h2s bs(Wi) = R21n + R22n.
First, multiplying and dividing the term R21n by

nhd+ps :
R21n = 1
nhc

nhd+ps
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)

nhd+ps

sˆ(Wi)− s(Wi)− h2s bs(Wi)

.
By the previous theorem we know

nhd+ps

sˆ(Wi)− s(Wi)− h2s bs(Wi)
 = Op(1), in such a way that:
R21n = Op
 1
nhc

nhd+ps
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
 ,
by a Law of Large Numbers and (A.9) R21n = op

1√
nhc

. The expectation of R22n is
E(R22n) = h
2
s
nhc
EX
[
ET
−
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
bs(Tiα, Tiα, Xi)
 X] .
The expectation inside the brackets
ET
−
Kαt

tα − Tα
hc

pˆαT (Tα)
pˆT (T )
bs(Tiα, Tα, x)
 X
= n
∫
Kαt

tα − Tα
hc

pˆαT (Tiα)
pˆT (T )
bs(Tα, Tα, X)p(TαTα|X)dTαdTα
by a change of variable
nhc
∫
Kαt(u)
pˆαT (Tα)
pˆT (tα + hcu, Tα)b(tα + uhc, Tα, X)p(TαTα|X)dudTα
= nhc
∫
pˆαT (Tα)
pˆT (tα, Tα)
b(tα, Tα, X)p(TαTα|X)dTα + o(nhc),
implying E(R22n) = op(h2s ). Further,
Var(R22n) = h
4
s
n3h2ch
d+p
s
EX

ET
−
Kαt

tα − Tα
hc

pˆαT (Tα)
pˆT (T )
bs(Tα, Tα, x)
 X2

+ op(h4c ),
where ET
−
Kαt

tα − Tα
hc

pˆαT (Tα)
pˆT (T )
bs(Tα, Tα, X)
 X2
= nhc‖Kαt‖22
∫ p2α(Tα)
p2(tα, Tα)
p(tα, Tα|X)b2s (tα, Tα, X)dTα + o(nhc),
then Var(R22n) = op

1√
nhc

. Finally, we only need to reorder the component R3n,
R3n = 1nhc
n−
i=1
Kαt

tα − Tiα
hc

pˆαT (Tiα)
pˆT (Ti)
(γ2 − γˆ2)TXi.
Under the assumptions (A.1)–(A.9), given that Theorem 3.1 holds, and using the uniform result of convergence for
pˆ

tα, Tα

and pˆαT

Tα

[28, Theorem 3.8, p. 61] and the Law of Large Numbers, we have
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|R3n| = Op

1
n3h2c

(A.1)
and this closes the theorem. 
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