We propose to use optical low coherence reflectometry to measure the reflectance of both faces of a plane substrate with one side coated in antireflective layers. We identify, through a detailed theoretical analysis, the optimum configuration and evaluate the expected sensitivity and accuracy of some realistic examples. Finally, we experimentally demonstrate the ability of this method to quantify reflection coefficients as low as 5 ϫ 10 Ϫ7 . That way, an accurate characterization of the performances, at 1550 nm, of antireflective coatings deposited on various plane substrates is achieved.
Introduction
The accurate measurement of the residual reflectance of substrates coated with antireflective coatings remains today a key point for the development of optical systems with optimized performances. When the two faces of an optical window are coated with the same stack of dielectric thin films, a simple measurement of the global reflectance of this component can be used without a problem to evaluate the mean performances of the coatings deposited on each face. The same kind of approach can also be used for a singleside coated component when the residual reflectance of the coated surface keeps the same order of magnitude as the uncoated one (ratio smaller than 10, for instance). But when this antireflective coating is very efficient and deposited on only one face of the substrate (for instance, the front face), it becomes difficult to extract an accurate value of this reflectance from global reflection or transmission measurements.
To eliminate the unwanted contribution of the rear face of this plane window, many experimental schemes can be imagined. The first one is based on the use of confocal detection, and requires focusing the measurement beam on the coated surface with a high numerical aperture objective. Such a method induces an averaging of the performances of the stack on a large range of angles of incidence and accordingly leads to poor quality measurements, especially for all the designs whose efficiency is characterized by a strong angular dependence. The second scheme uses the same concept of spatial filtering, but this time on small section collimated light beams: it is based on the appearance of a lateral shift of the beam reflected by the rear face of the window for nonzero angles of incidence and on the use of a stop to eliminate the unwanted reflection. We stress that this lateral displacement is proportional to the thickness t of the window and remains smaller than t͞2 for any angles of incidence, the maximum being reached around 45°. It means that the use of this method is restricted to quite thick windows with coatings optimized for nonzero incidences. In the case of thin windows and zero angles of incidence, the only remaining solutions are associated with a modification of the optical properties of this rear face, either by grounding the surface or by using an immersion liquid. In some applications, these very invasive methods can-not be implemented and this justifies why we propose to use optical low-coherence reflectometry (OLCR).
OLCR is a powerful method for interferometric detection and ranging, widely used for many years in many applications, such as optical fiber sensors and sensing networks [1] [2] [3] [4] , optical waveguide characterization [5, 6] , noninvasive imaging of retina or biological tissues with micrometer scale spatial resolution [7] [8] [9] , or fine characterization of optical elements [10 -12] . Basically, this method uses a broadband source (instead of a narrowband one such as a laser) to illuminate an interferometric device to restrict the useful interference signal around the zero optical path difference (OPD). In this manner the contributions of some specific interfaces separated by an optical path length larger than the coherence length of the source can be identified. However, this multiplexing ability, especially used in fiber optic sensing networks, does not hide another great advantage of OLCR, i.e., its sensitivity, which is naturally provided by the coherent nature of the detection scheme.
In Section 2 we provide a brief description of a standard OLCR setup. Section 3 is devoted to a detailed theoretical analysis of the method: first it includes a study of the effect of the fiber coupling efficiency changes, then an analysis of the influence of the dispersion phenomena, and finally an evaluation of the consequences of the spectral averaging on the accuracy of the results. Experimental results obtained with an OLCR setup on bare and coated substrates are given in Section 4. Section 5 summarizes the main results and describes some possible improvements.
Description of the OLCR Setup
Let us consider the basic configuration of an OLCR as described in Fig. 1 . The light provided by a broadband source is directly launched into port 1 of a 3 dB single mode coupler used as the beam splitter of a guided Michelson interferometer. The extremity of one of the output fibers of this coupler (for instance port 2) is located near the object focal plane of a collimating lens to produce a diffraction limited Gaussian beam, which is backreflected by the plane sample under test (thickness t, refractive index n). This sample's backreflected power includes several terms, i.e., the reflection on the front face, the reflection on the rear face, and the additional echoes created by the multiple reflections inside the window. The light delivered by the third port of this fiber coupler is collimated by a second objective and backreflected by a metallic plane mirror mobile along the z axis. All these backreflected optical beams are then mixed into the same 3 dB coupler, and the resulting interference signal is recorded by a photodiode connected to the fourth port of this device.
At the detector level, the complex amplitude of the light beam backreflected by the plane mirror is given by
, (1) where A͑͒ is the amplitude of the source at wavenumber , Y is the branching ratio of the coupler, L is its excess loss level, R M is the reflection coefficient of the metallic mirror, M ͑z͒ is the efficiency of the coupling in the single mode fiber of the light backreflected by this mirror at a distance z from the collimating lens, f is the focal length of this lens, and M is the phase variation of the light beam at the reflection on the metallic mirror.
In the same way, the amplitude of the light beam backreflected by the plane sample is given by
where R k is the reflection coefficient corresponding to the k-order echo on the sample, k is the efficiency of the backcoupling in the single mode fiber associated with this echo, k is the corresponding phase variation, z 1 is the distance between the collimating lens and the front face of the sample, and z k are some specific distances associated with the path of the light beam inside the sample and defined by z k ϭ z 1 ϩ ͑k Ϫ 1͒nt. The optical power P D ͑͒ resulting from the interference between these two light beams is then given by
where C S , C M ͑z͒, and C 0 ͑z͒ are three terms, respectively, connected with sample-sample correlations, sample-mirror correlations, and a dc level, i.e.,
The electric current I delivered by the photodiode is given by the integration of the relation in Eq. (3) over all the wavenumbers: 
where S corresponds to the sensitivity of the detector. Let us suppose now that the spectral profile of the source can be described by a Gaussian function, i.e.,
where P 0 is the total light power emitted by the broadband source, 0 is its central wavenumber, and ␦ is its spectral width. Let us suppose also that the optical thickness nt of the window under test is sufficient to ensure a lack of interference between the different echoes, which means that
Finally, let us suppose we can neglect the spectral dependence of the sensitivity of the photodiode as well as the dispersion effects introduced by the wavelength dependence of the refractive index of the window and the reflection coefficients of the structure. By using such assumptions, we can compute the expression of the electric current in the function of mirror position z:
Moreover, if the metallic mirror is translated at a constant speed v, an intermediate frequency F ͑F ϭ 2v 0 ͒ is generated in the interferometric response of the reflectometer and can be used to perform, around this frequency, a filtering of the time signal I͑t͒ delivered by the photodiode. The resulting filtered signal I F ͑z͒ is finally given by
(11) Figure 2 shows the theoretical shape of this filtered signal I F ͑z͒ when the sample under test is a 1 mm thick uncoated silica window and when the broadband source has a 1530 nm central wavelength and a 5 nm half-width at 1͞e. The first echo corresponds to the reflection on the front face of the silica plate ͓R 1 ϭ R; z ϭ z 1 ͔, the second one to the reflection on the rear face ͓R 2 ϭ ͑1 Ϫ R͒ 2 R; z ϭ z 2 ϭ z 1 ϩ nt͔, while the third one is associated with the first multiple reflection in the window, including a reflection on the rear face, an internal reflection on the front face, and a new reflection on the rear face [
A simple way to overcome most of the calibration problems that can occur with such an OLCR device is to place the uncoated face of the window in front and to use the intensity of the first echo S 1 as a reference signal with respect to which the intensities of all the following echoes S k will be renormalized. By using such a strategy, the result of the measurement becomes
and, as a consequence, the reflectance coefficient R 2 on the coated rear face can be extracted by applying the following relation:
The accuracy of our determination is then driven by the effective values of the backcoupling efficiencies . It is one of the reasons (but not the only one) for which a detailed theoretical analysis of the implementation of an OLCR setup for the measurement of the optical performances of antireflective coatings is required.
Theoretical Analysis

A. Backcoupling Efficiencies
For computing the backcoupling efficiencies in the core of the single mode fiber, we shall use the Gaussian beam propagation formalism [13] . Let us call w 0 the mode radius of the fiber, w 1 is the waist of the beam backreflected by a plane interface located at a distance z of the collimating lens, and g is the axial gap between the position of this waist and the fiber core. Then the backcoupling efficiency is given by the following relation [14, 15] :
Let us consider first the case of the plane mirror and let us suppose that the distance d M between the fiber extremity and the collimating lens is chosen to ensure that the distance between the image waist and the lens be equal to z 1 . When the plane mirror is located at this specific position, the position of the waist after reflection is the same as before reflection and the last image through the lens is by symmetry superimposed on the fiber extremity. Then w 1 ϭ w 0 , g ϭ 0, and at the end M ͑z 1 ͒ ϭ 1. When the mirror is located at a position z different from z 1 , the waist of the beam after reflection is located at a position that is symmetric to one before reflection with respect to the mirror. Hence Gaussian beam propagation formalism [13] has to be used for computing the final position of the waist after the lens. These computations are not really complicated but have to be performed with care. A better way to quickly obtain the final relations is to choose the intermediate space (i.e., the one where the mirror is located) for rewriting the coupling efficiency relationship in Eq. (14) under the alternative form
where W 0 (respectively, W 1 ) is the waist radius associated to the image of the fiber extremity through the lens (respectively, through the lens and the mirror). The use of the Gaussian beam relationships leads easily to
where f is the focal length of the lens, and then to the final expression for the backcoupling efficiencies in the case of the plane mirror:
By using the same kind of approach, we are able to compute the coupling efficiencies of the beams backreflected by the plane window. We obtain in this case
It is important to stress here a small difference in the behavior of the two arms of the interferometer with respect to the thickness of the window: the plane mirror arm involves the optical thickness of this window, i.e., the product t ϫ n, while the window arm involves its apparent thickness, i.e., the ratio t͞n. Let us suppose now that our OLCR setup is characterized by the following parameters: 0 ϭ 1530 nm; w 0 ϭ 5.25 m; f ϭ 25.3 mm; z 1 ϭ 220 mm; t ϭ 1 mm; n 0 ϭ 1.444. We can then compute the values of the corrective factors appearing in Eq. (13), i.e., 1 , M ͑z 1 ͒, 2 , and M ͑z 2 ͒, and all these terms are extremely close to one. It means that the accuracy of the measurement method is not decreased by the presence of these backcoupling efficiency terms.
However, this positive conclusion implicitly assumes that first the displacement of the mirror is performed without tilt (which is possible by selecting a high quality translation stage), but also that the two faces of the window are perfectly parallel, which is more difficult to ensure in many practical cases. Now, if the window has a small wedge (angle ␣), the backcoupling efficiency will be modified in accordance with the following relation [15] :
which means that a 7 arc s wedge is sufficient to induce a 10% change in the value. This constraint is thus very severe and shall be absolutely relaxed. A possible way to overcome this problem is to slightly change the position of the fiber extremity with respect to the lens in the sample arm, to form as before an image of the fiber waist on the front face of the window, but in a focused configuration (instead of a collimated one). This modification shall, however, ensure that the zero OPD between the two arms is achieved for the same z 1 position of the mirror. Figure  3 provides a schematic description of this alternative focused configuration.
In this alternative configuration, we can again establish the relationship describing the coupling efficiencies of the various beams backreflected by the plane window, i.e., where z E corresponds to the distance between the lens and the front face of the window and is defined here by
By using the same numerical data as before, we are able to compute the z E distance ͑z E ϭ 216.6 mm͒, then the distance between the lens and the extremity of the fiber ͑d E ϭ 28.7 mm͒, and finally, the nominal values of the backcoupling efficiencies associated with the three first echoes, i.e., 1 ϭ 100%; 2 ϭ 95.6%; and 3 ϭ 84.5%. This slight decrease of efficiency with the echo order is the price to pay for reaching better tilt and wedge tolerances. Indeed, the degradation induced by a window wedge ␣ now becomes
which leads to a wedge tolerance of several arc min, as expected. It is important to note here that the impact of this decreasing of the backcoupling efficiencies remains nevertheless moderate, around 5% in relative value. The use of a focused configuration in the mirror arm also can be envisaged, but it has in fact negative impacts on the accuracy of the final result. Identical conclusions are obtained if we replace the moving of the mirror by a translation of the window, and this last conclusion is because of the behavior difference of the two arms with respect to the t and n terms previously stressed. Hence, the only efficient solution is to locate the image waist inside the window in the alternative configuration corresponding to Fig. 3 , to well balance the efficiency of the two first reflections. This open loop approach is not really required here because of the small values of the corrective factors.
Finally, all this analysis shows that the best solution for our measurement will be to use the configuration in which the reference beam reflected by the mobile mirror is collimated while the measure beam is focused on the front face of the window.
B. Window Refractive Index Dispersion Effects
If we now take into account the wavelength dependence of the refractive index of the window, Eq. (11) becomes [16] 
with
where 0 is the central wavelength of the source and ␦ its spectral half-width at 1͞e. This spectral dependence obviously has no effect on the reflection on the front face of the window, but for the other echoes ͑k Ն 2͒ this dispersion introduces three main changes, i.e., a displacement of the position of the echo ͑z k → z k ϩ ␦z k ͒, a broadening of this echo
, and a decrease in this maxi-
͒. The first two changes are really troubling only if the physical separation between the various echoes is no longer ensured. The last effect can have more direct impact on the accuracy of the method. To quantify the impact of these refractive index dispersion phenomena, we have chosen to evaluate their effects on two representative examples, i.e., a 1 mm thick silica window and a 350 m thick InP wafer. First, the wavelength dependence of the refractive index is defined for silica by [17] 
where is in micrometers, and then for InP by [18] 
where is this time in nanometers. In Table 1 we have summarized the numerical values of the parameters involved in the description of these window dispersion effects for a light source centered at 1530 nm and having a spectral half-width of 5 nm at 1͞e. The refractive index dispersion of the selected windows does not induce any kind of overlapping of the echoes, and the broadening of the backecho is too low 
Ϫ2
-to affect the accuracy of the determination of the residual reflectance of the rear face if antireflective coated.
C. Antireflective Stack Phase Dispersion Effects
Let us now consider an antireflective stack deposited on the rear face of a plane silica window, 1 mm thick. The materials used in this antireflective stack are, respectively, silica for the low-index layers and tantalum pentoxide for the high-index layers. The deposition process is a dual ion beam sputtering technique (DIBS). The dispersion of the refractive index of the two types of layer can be described by the following relations: 
where is in micrometers. For our simulations, we also considered two different antireflective stacks, the first one (hereafter called AR2) corresponding to the optimal two layer solutions [19] at one wavelength (here 1530 nm), and the second one (hereafter called AR4) to a possible solution for a broadband application (between 1510 and 1560 nm). The AR2 stack is described by the formula Silica͞0.366H Ϫ 1.326L͞Air, while the structure of the AR4 stack is Silica͞1.980H Ϫ 0.967L Ϫ 1.579H Ϫ 0.718L͞Air. Figures 4 and 5 show the variations with the wavelength of the reflectance and phase behavior of each stack.
If we consider only the spectral dispersion of the phase term and assume a constant value for the reflectance, the specific effect of this stack phase dispersion can be defined by using the following method. First, we have to compute the integral quantity I͑z͒,
where 0 is, as defined in Subsection 3.B, the central wavelength of the spectral profile of the source [see Eq. (8)], and ␦ its half-width at 1͞e. Then we have to extract from this first result the position and the value of the envelope maximum. It is in fact the same kind of approach as described in Subsection 3.C, except for using a numerical computation instead of an analytical one. In any case (AR2 or AR4), the displacement of the top of the echo is less than 2 m, while its maximum value remains equal to 1. The antireflective stack phase dispersion therefore has no impact on the accuracy of the reflectance measurement.
D. Spectral Averaging Effects
In this last theoretical section, we will consider only the effect of the variations of the stack reflectance on the wavelength on the accuracy of our OLCR measurement method. As described above, this effect can be estimated by numerically computing the following integral: where R͑͒ is the stack reflectance and P͑͒ is the spectral profile of the source. We selected four different source profiles, i.e., three Gaussian profiles with various half-widths (1, 5, and 10 nm) and a more complex profile in accordance with the spectral distribution of an erbium doped fiber amplifier in amplified spontaneous emission (EDFA-ASE) regime. The shape of this last profile is shown in Fig. 6 . The results of this modeling are summarized in Table 2 . It shows the variation of the measured reflectance with the spectral profile of the source for the two AR stacks defined in Subsection 3.C. All the Gaussian sources are centered at 1530 nm. For the single wavelength antireflective stack (AR2), the measurement error induced by the use of a 5 nm source half-width is about 5 ϫ 10
Ϫ6
, while for the broadband one (AR4) this error is lower and reaches only 3 ϫ 10
Ϫ7
. As expected, the best results are obtained by using the narrowest profile (1 nm halfwidth): this specific point is discussed in detail in Section 5.
Finally, we stress that the spectral variations of the reflectance can have a spectacular effect on the shape of the echo, as illustrated in Fig. 7 for the AR2 stack and the 5 nm half-width Gaussian source.
Experimental Results
A. Optical Setup
The optical setup used to achieve an experimental demonstration of this measurement method is identical to the schematic descriptions given in Figs. 1 (collimated configuration) and 3 (focused configuration). The light source is an EXFO (Quebec, Canada) FLS-2600A tunable laser used in the ASE mode [20] and whose spectral profile is in accordance with the data in Fig. 6 . The 3 dB coupler is manufactured with standard single mode fibers, Corning SMF-28 type (mode radius 5.25 m at 1530 nm). The collimating lenses are identical in both arms and characterized by a focal length of 25.3 mm. The translation speed of the metallic mirror is equal to 1.8 mm͞s and generates an intermediate frequency around 2.5 kHz. The current delivered by the InGaAs photodiode connected on the fourth arm of the 3 dB coupler is amplified by a variable-gain low-noise current amplifier (FEMTO, Berlin, Germany, DLPCA-200) [21] and digitized through a 16 bit 200 kS͞s National Instruments (Austin, Texas) data acquisition card. The recorded data are numerically processed by using a synchronous detection scheme at the intermediate frequency, and then filtered by a low-pass filter with a cutoff frequency of about 250 Hz. Finally, to obtain an accurate evaluation of the ratio between the intensity of two echoes, we isolate in the filtered signal the part corresponding to the reference echo, and we compute numerically the result of the convolution of this reference signal with the recorded one: the ratio of the peaks corresponding to each echo provides the expected result.
B. Bare Silica Substrate
The first experimental test has been performed on a 1 mm thick bare silica window in a collimated configuration (see Fig. 1 ). The distance between the collimating lens and the front face of the window is equal to 220 mm. The shape of the filtered signal associated with a 6 mm length mirror scan is given in Fig. 8 . As indicated in Section 2, the first echo is associated with the reflection on the front face of the silica window, the second one with the reflection on Fig. 7 . Influence of the spectral variation of the reflectance on the echo shape. its rear face, and the third one with the first multiple reflection into this window (reflection on the rear face, internal reflection on the front face, followed by a new reflection on the rear face).
In Table 3 we summarized the data connected with this collimated measurement configuration. As defined in Section 2, the theoretical value of the reflectance for the first echo is used to compute the calibrated data associated with the experimental reflectance of the final two echoes. The agreement is excellent and allows estimating the intrinsic accuracy of the method without the effect of any kind of spectral averaging (relative error around 2%).
The second experimental test corresponds again to a bare silica window, but this time with an OLCR setup implemented in a focused configuration. The distances between the extremity of the single mode fiber and the lens ͑28.7 mm͒ and between the lens and the front face of the windows ͑216.6 mm͒ are identical to the ones defined in the corresponding paragraphs of Subsection 3.A. The coupling efficiencies of the sample arm are then equal to the ones presented in this section, i.e., 1 ϭ 100%; 2 ϭ 95.6%; and 3 ϭ 84.5%. To take into account this new situation, we decided to use the M k factors [see Eq. (12)] instead of the R k echoes reflectance to perform the comparison (Table 4) between experimental results and theoretical predictions. The agreement is again excellent (relative error less than 0.5%), which shows that the proposed theoretical modeling provides an accurate description of the single mode fiber coupling efficiency phenomena.
The final feature that can be extracted from this OLCR characterization of a bare silica window is the ultimate sensitivity of our experimental setup. Figure 9 is a zoomed view of the low part of the signal corresponding to Fig. 8 . We can notice on this drawing that the intensity of the third echo is recorded with a signal-to-noise ratio better than 10. Thanks to the coherent scheme used for echo detection, this ratio becomes equal to 100 for the reflectance coefficients, as defined by Eq. (12) or (13) . It means that the lowest detectable reflectance is 100 times lower that the third recorded echo, i.e., about 5 ϫ 10 Ϫ7 .
C. AR-Coated Window Samples
Since the OLCR measurement method is completely qualified by the experimental results described in the previous section, we applied it to the characterization of coated samples. The first one is a silica window having one side coated with a broadband antireflective stack identical to the one called AR2 in Subsection 3.C. The raw and filtered signals recorded during a scan of the plane mirror are shown in Figs. 10 and 11 (OLCR focused configuration). Only two echoes can be obviously detected, the first one corresponding to the reflection on the uncoated front face and the second to the contribution of the AR-coated rear face.
To extract the reflectance coefficient R AR of the coated face, we used Eq. (13), replacing the R 2 coefficient by the product of R AR times the square of the transmission of the front face, i.e.,
where R ϭ ͑n Ϫ 1͒͑͞n ϩ 1͒ 2 is the theoretical value of the reflectance coefficient of the bare silica at 1530 nm. Here we have 1 S 2 ϭ 0.1055 a.u.; and S 1 ϭ 1.644 a.u., which leads to R AR ϭ 1.520 ϫ 10 Ϫ4 Ϯ 4 ϫ 10
Ϫ6
. This experimental result has to be compared to the theoretical computation presented in Table 2 , at line EDFA-ASE Source, for the AR2 antireflective stack (i.e., 4.92 ϫ 10
Ϫ5
). The discrepancy between these two results reveals the impact of small manufacturing errors and shows that the accuracy of the OLCR method can be used to optimize the driving parameters of a deposition process.
The second coated sample is an InP wafer having its finely polished, first face, antireflective coated, while the second face is slightly ground. Therefore, it is impossible to place the uncoated face in front and to use it as a reference for calibration. The calibration has been achieved here by comparing the intensity of the echo to the one recorded when the sample is replaced by a reference metallic mirror (calibrated reflectance 92%). To qualify this alternative method, we have applied it to the previously studied silica sample, and the new determination falls within the uncertainty range of the first one. The raw and filtered signals recorded during a scan of the mirror are shown in Figs. 12 and 13 (OLCR focused configuration). As indicated previously, the first echo corresponds with the reflection on the coated front face while the second is associated with the scattering on the ground rear face. It explains why the ratio between the two echoes is so low despite the high value of the refractive index of the indium phosphide (about 3.7). After processing and applying the proposed alternative calibration procedure, we obtained a value of 2.80 ϫ 10 Ϫ5 Ϯ 6 ϫ 10 Ϫ6 for the reflectance coefficient of the InP coated face.
Conclusions and Perspectives
We showed that OLCR is an efficient tool with which to achieve accurate characterization of the performances of antireflective optical coatings deposited on a plane window. The theoretical analysis that we performed has shown that the focused calibration is the most efficient method in terms of alignment and parallelism tolerances for the window. Moreover, the use of the computed coupling efficiencies in an open loop is a good way to improve the accuracy of this measurement scheme. We also showed that the refractive index dispersion of the window and the phase dispersion of the optical coating have no significant impact on the accuracy of the measurements.
Actually, the most critical parameter is the spectral bandwidth of the source. The use of a narrowband source is a key point to avoid the echo broadening effect associated with the spectral dispersion of the refractive index of the window. Moreover, such a source also permits us to determine the reflectance coefficient at a given wavelength with negligible spectral averaging phenomena. But on the other hand, the spectral width of the source has to be large enough to ensure a perfect separation of the contributions of the backreflected signal from each face. This last condition can be described by the following expression: 
For a 1 mm thick silica window and an expected resolution of about 10 Ϫ7 on the reflectance measurement of the AR-coating performances, relation (35) leads a source whose minimal half-width at 1͞e is about 1 nm. It means that a broadband source followed by a low performance monochromator can be used with the OLCR method. That way the value of the AR-coating reflectance at a specific wavelength can be determined with great accuracy. But such a source allows one to perform a measurement of the spectral dependence of this reflectance coefficient with a 1 nm resolution on a spectral range defined by the intrinsic features of the broadband source.
