We develop a multi-level restricted Gaussian maximum likelihood method for estimating the covariance function parameters and computing the best unbiased predictor. Our approach produces a new set of multi-level contrasts where the deterministic parameters of the model are filtered out thus enabling the estimation of the covariance parameters to be decoupled from the deterministic component. Moreover, the multi-level covariance matrix of the contrasts exhibits fast decay that is dependent on the smoothness of the covariance function. Due to the fast decay of the multi-level covariance matrix coefficients only a small set is computed with a level dependent criterion. We demonstrate our approach on problems of up to 512,000 observations with a Matérn covariance function.
Introduction
Consider the following model for a Gaussian spatial random field Z:
where m ∈ R p is a known function of the spatial location s, β ∈ R p is an unknown vector of coefficients, and ε is a stationary mean zero Gaussian random field with parametric covariance function C(s, s ′ ; θ) = cov{ε(s), ε(s ′ )} having an unknown vector θ ∈ R w of parameters. We observe the data vector Z = (Z(s 1 ), . . . , Z(s n )) T at locations S := {s 1 , . . . , s n }, and wish to: 1) estimate the unknown vectors β and θ; and 2) predict Z(s 0 ), where s 0 is a new spatial location.
These two tasks are particularly challenging when the sample size n is large.
To address the estimation part, let C(θ) = cov(Z, Z T ) ∈ R n×n be the covariance matrix of Z and assume it is nonsingular for all θ ∈ R w . Define M = m(s 1 ) . . . m(s n ) T ∈ R n×p and assume it is of full rank, p. The model (1) leads to the vectorial formulation
where ε is a Gaussian random vector, ε ∼ N n (0, C(θ)). Then the log-likelihood function is ℓ(β, θ) = − n 2 log(2π) − 1 2 log det{C(θ)} − 1 2 (Z − Mβ)
which can be profiled by generalized least squares witĥ
A consequence of profiling is that the maximum likelihood estimator (MLE) of θ then tends to be biased. A solution to this problem is to use restricted maximum likelihood (REML) estimation which consists in calculating the log-likelihood of n − p linearly independent contrasts, that is, linear combinations of observations whose joint distribution does not depend on β, from the set
In this paper, we propose a new set of contrasts that lead to significant computational benefits (with good accuracy) when computing the REML estimator of θ for large sample size n.
To address the prediction part, consider the best unbiased predictorẐ(s 0 ) = λ 0 + λ T Z where λ = (λ 1 , . . . , λ n ) T . The unbiasedness constraint implies λ 0 = 0 and M T λ = m(s 0 ).
The minimization of the mean squared prediction error E[{Z(s 0 ) − λ T Z} 2 ] under the constraint
where c(θ) = cov{Z, Z(s 0 )} ∈ R n andβ is defined in (4). In this paper, we propose a new transformation of the data vector Z leading to a decoupled multi-level description of the model (1) without any loss of structure. This multi-level representation leads to significant computational benefits when computing the kriging predictorẐ(s 0 ) in (5) for large sample size n.
Previous work has been performed to solve maximization of (3). The classical technique is
to compute a Cholesky factorization of C. However, this requires O(n 2 ) memory and O(n 3 ) computational steps, thus impractical for large scale problems.
Under special structures of the covariance matrix, i.e., fast decay of the covariance function, a tapering technique can be used to sparsify the covariance matrix and thus increase memory and computational efficiency (Furrer et al. (2006) ; Kaufman et al. (2008) ). These techniques are good when applicable but tend to be restrictive. For a review of various approaches to spatial statistics for large datasets, see Sun et al. (2012) .
Recently we have seen the advent of solving the optimization problem (3) from a computational numerical perspective. Anitescu et al. (2012) developed a matrix-free approach for computing the maximum of the log-likelihood (3) based on a stochastic programming reformulation. This method relies on Monte Carlo approximation of the derivative of the score function with respect to the covariance parameters θ to compute the maximization (3). The authors
show promising results for a grid geometry of the placement of the observations. However for a non-grid geometry the cost of computing the preconditioner becomes O(n 2 ) and it is not clear how many iterations for convergence are needed as the geometry deviates from a grid. Moreover, due to the slow convergence rate of the Monte Carlo method many samples might be potentially required before a suitable estimate is obtained. The previous work was extended in Stein et al. (2013) . Although the results are impressive (1,000,000 + size problems), the approach is still restricted to regular grid geometries with partially occluded areas. Stein et al. (2012) presented a difference filter preconditioning for large covariance matrices not unlike our multi-level method. By constructing a preconditioner based on the difference filter the number of iterations of a Preconditioned Conjugate Gradient (PCG) drops significantly.
However, the authors can only construct a preconditioner for irregularly placed observations in 1D and for a regular grid in higher dimension. Moreover, the authors point out that the restrictions on the spectral density of the random field Z are strong.
In Stein et al. (2004) the authors proposed a REML method in combination with an approximation of the likelihood. This approach uses a truncation method to compute an approximation of the likelihood function. It appears to be effective if the truncated terms have small correlations.
However, if the covariance function has a slow decay then we expect that this approximation might not be accurate unless a large neighborhood is incorporated. Moreover, this paper does not include an analysis of the error with respect to the truncation.
In Sun and Stein (2015) the authors proposed new unbiased estimating equations based on score equation approximations. The inverse covariance matrix is approximated with a sparse inverse Cholesky decomposition. As in Stein et al. (2004) the approximation should be fast and accurate for locally correlated observations but will suffer from slow decay of the covariance function. Moreover, the results are limited to grid-like geometries.
We now present the main ideas of our proposal. Denote by P p (S) the span of the columns of the design matrix M. Let L ∈ R p×n be an orthogonal projection from R n to P p (S) and W ∈ R (n−p)×n be an orthogonal projection from R n to P p (S) ⊥ , the orthogonal complement of P p (S). By applying the operator W to (2) we obtain
Our first observation is that the trend contribution Mβ is filtered out from the data Z. We can now formulate the estimation of the covariance parameters θ without the trend. The new log-likelihood function becomes
where
. A consequence of the filtering is that we obtain an unbiased estimator. Moreover, a further consequence is that if v = 0 then
This implies that the condition number of C W (θ) is less than or equal to the condition number of C(θ). Thus computing the inverse of C W (θ) will be in general more stable than for C(θ).
Finally, the uncertainties in the parameter estimates obtained from (6) can be quantified using the Godambe information matrix as described in Sect. 2 and Appendix B of Stein et al. (2004) .
As shown in the later sections, to estimate coefficients θ it is not necessary to compute ℓ W (θ) but a multi-resolution version.
Remark 1 As shown in Section 2, for covariance functions that are differentiable up to a degreẽ f (except at the origin), such as the Matérn, our approach will lead to covariance matrices C W where most of the coefficients will be small and thus can be safely eliminated. We construct a level dependent criterion approach to determine which entries are computed and the rest are set to zero. With this approach we can now construct a sparse covariance matrixC W that is close to C W in a matrix norm sense even if the observations are highly correlated with distance. Note that for a sufficiently small C W − C W 2 the matrixC W will be positive definite.
The choice of the projectors L and W will determine how efficiently each likelihood function (6) evaluation is solved. Indeed, we desire the transformation to have the following properties:
The matrices L and W have orthogonal rows and the stacked matrix [L; W] is orthonormal; ii) Fast computation: The computational cost of applying the matrix [L; W] to a vector is O(n(log n) ξ ) for some small integer ξ; iii) Fast log determinant computation:
The computational cost of computing log det{C W (θ)} to be bounded by O(n 3/2 ) in 2D and O(n 2 ) in 3D. We also want to restrict the memory storage to O(n(log n) ξ ); iv) Fast inversion:
The computational cost of computingC W (θ) −1 Z W is better than O(n 2 ). Memory storage is also desirable to be restricted to O(n(log n) ξ ); v) Accuracy: Determinant computation and inversion are also required to be accurate. Note that we achieve the properties i) -v) in this paper.
In Section 2 we describe how to construct multi-level matrices L and W that satisfy properties i) and ii) for most practical observation location placements (random for example). We apply (PCG) to a desired accuracy (properties iv) and v) ). In Section 4 the multi-level kriging method is described. In Section 5 we demonstrate the efficiency of our method for numerous covariances and irregularly placed observations. We are able to solve the fast inversion for up to 512,000 observations to a relative accuracy of 10 −3 with respect to the unpreconditioned system. It is important to note that accuracy of the preconditioned system will not necessarily imply accuracy of unpreconditioned system if the condition number of the preconditioner is high.
Furthermore, we test our approach to estimate the covariance parameters of problems of up to 128,000 observations. In addition, the accuracy of the kriging estimates are tabulated for different size problems. Proofs are relegated to the Appendix A and a notation summary can be found in Appendix B.
2 Multi-Level REML Covariance Estimation
In this section, we show how to construct the multi-level log-likelihood function (6). The underlying approach is to construct a Multi-level (or Hierarchical) Basis (MB) that decomposes the space R n into a series of orthogonal hierarchical spaces that are adapted to the locations of the observations, s 1 , . . . , s n . The MB can then be used to: (i) form the multi-level REML function (6); (ii) sparsify the covariance matrix C W (θ); and (iii) improve the conditioning over the covariance matrix C(θ). First, we establish some notation and definitions:
f be the set of monomials {x
Furthermore, let M f be the design matrix with respect to all the monomials in Q • Let C(θ) := {φ(r i,j ; θ)} where φ is the covariance function, r i,j := s i − s j 2 and s i , s j ∈ R d for i, j = 1, . . . , n. Alternatively we refer to φ(x, y; θ) as φ(r; θ), where r := x − y 2 and x, y ∈ R d . Suppose P p (S) is the span of the design matrix M f . We now assume that φ(r; θ) is a positive definite function and Cf +1 (R) (where the degreef is explained later) for all r ∈ R except at the origin.
Remark 2 In practice instead of using the set of monomials Q d f we use the set of Chebyshev polynomials of the first kind as these lead to a more stable numerical scheme.
Multi-Level Basis Construction
In this section we show how to construct a multilevel basis for R n . However, we refer the reader to Castrillón-Candás et al. (2013) for a detailed description.
The first step is to decompose the locations into a series of multi-level cubes of dimension d.
Without loss of generality we assume that all the locations are contained in a unit cube B cubes that contain at most p locations, i.e., they will correspond to the leafs of the tree structure.
Suppose that there is a one-to-one mapping between the set vectors E := {e 1 , . . . , e n }, which we denote as leaf unit vectors, and the set of locations {s 1 , . . . , s n }, i.e. s i ←→ e i for all
is the discrete Kronecker delta function. It is clear that the span of e 1 , . . . , e n corresponds to the space R n . Now, for each leaf cube B q k in the tree (q and k are the corresponding level and index respectively) form the set of unit vectors C q k such that Figure 1 we show an example of the multi-level domain decomposition
The next step is to construct an orthonormal multi-level basis. Without loss of generality, for each finest level leaf cube B q,l i,j ∈ R and for some a ∈ N + . We desire that the new discrete MB vector ψ q,l j be orthogonal to P p (S), i.e., for all g ∈ P p (S),
for all e i ∈ C q l . Now, suppose that the matrix M q,l S has rank a and perform the Singular
iii) To satisfy the equation (8) we make the choice
where the columns a + 1, . . . , s form an orthonormal basis of the nulls pace N 0 (M S ).
Similarly, the columns 1, . . . , a form an orthonormal basis of
S satisfy equation (8), i.e., are orthogonal Each location s i and unit vector e i are grouped one-to-one for all the leaf cubes in the tree structure. Note that the observation points are contained in a square (or cube), but the placement can be arbitrary as long as M is full rank.
to P p (S) and are locally adapted to the locations contained in the cube B When the algorithm stops we have a series orthogonal subspaces W 0 (S), . . . , W t (S) (and their corresponding basis vectors) that are orthogonal to V 0 (S). The orthonormal basis vectors of V 0 (S) also span the space P p (S). It is not hard to see that 
From the basis vectors of the subspaces (P
The dimensions of W is (n−p)×n since the total number of orthonormal vectors that span P p (S) is p. Conversely, the total number of orthonormal vectors
Let L be a matrix where each row is an orthonormal basis vector of P p (S). For i = 0, . . . , t let W i be a matrix where each row is a basis vector of the space W i (S). We can now form the
where v L ∈ R p and v W ∈ R n−p are unique; c) The matrix W contains at most O(nt) non-zero entries and L contains at most O(np) non-zero entries. This implies that for any vector v ∈ R n the computational cost of applying Wv is at most O(nt) and Lv is at most O(np).
It is now clear that we have achieved property i) from Section 1. As for property ii) the efficiency depends on the placement of the locations. Indeed for certain pathological cases t can increase faster than log n.
Remark 3 For practical cases, t increases proportionally to log n. If the inter location spacing collapses as n −q , where q is independent of n , then q log n levels are needed, see Section 4 in Beatson and Greengard (1997) for details.
Remark 4 There are some cases (as shown in Section 5 ) where it is desirable that equation (8) is satisfied for all g ∈ Pp(S) for somep > p and P p (S) ⊂ Pp(S). If Mf is full rank and n > 2p
corresponds to a projection matrix (see Castrillón-Candás et al. (2013) for the details of this construction). We refer top as the accuracy parameter of the multi-level basis.
Multi-Level Covariance Matrix
In this section we show how we can use the matrix W to produce a highly sparse representation of C W (θ) with a level-dependent tapering technique.
. . . With the MB we can transform the observation data vector Z by applying the matrix W.
This leads to the multi-level log-likelihood function (6). The covariance matrix C(θ) is now transformed into C W (θ) with the structure shown in Figure 2 where each of the blocks C
This implies that the entries of the matrix C The following lemma relates the covariance function φ, the degreef (corresponding to the accuracy parameterp) of the design matrix Mf to the decay of the entries of the matrix C W (θ).
Lemma 1 Let B a be the smallest ball in R d with radii r a centered around the midpoint a ∈ R then the following bound holds:
for i, j = 0, . . . , t.
From Lemma 1 we observe that the decay of the entries of C W (θ) is dependent on the magnitude of the derivatives of the covariance function φ(r; θ), the size of B a and B b and the degree of Q d f .
Thus if φ(r; θ) is smooth on B a and B b the entries of C W (θ) will be small.
Example 1 In Figure 3 we show a comparison between (a) the covariance matrix C(θ) and (b) the multi-level covariance matrix C W (θ) for the following example: 1) φ(r; θ) := exp(−r) and
2) The observation locations (n = 8000) are sampled from a uniform distribution on the
The actual values of the observations are not necessary for this example. 3) f = 3 (leading to p = 20 monomials). 4) We sort the x 1 direction location from 0 to 1. This is done for visualization reasons so that we may observe the decay in the matrix C(θ).
Notice that the decay of C(θ) is dependent on the covariance function φ(r; θ). It is clear that for this case a tapering technique would not be very effective as most of the entries are comparable in magnitude. In contrast a few of the entries of C W (θ) with high magnitude are concentrated around particular regions while most of the entries have very small magnitudes making a hierarchical tapering technique to sparsify the matrix a viable option. To produce a sparse matrix of C W (θ) we execute the following tapering technique: For all cubes for a given τ ∈ N 0 . With this criterion we can produce a highly sparse matrixC W (θ) that is close to C W (θ) in the matrix 2-norm sense. This implies that if C W (θ)−C W (θ) 2 is sufficiently small thenC W (θ) will be positive definite.
Remark 5 The error C W (θ) − C W (θ) 2 will be monotonically decreasing with respect to the smoothness of the covariance function, the accuracy parametersp ≥ p and the size of τ . Error estimates can be derived but this is beyond the scope of the present paper. In practice for the
we set the level dependent criterion parameter τ := 1 and increasẽ f (andp) untilC W (θ) is positive definite. Moreover, the sparse Cholesky factorization code in the Suite Sparse package (Chen et al. (2008) ; Davis and Hager (2009 , 2005 , 2001 , 1999 ) that is used in this paper informs the user if the matrix is not positive definite. Remark 6 The KIFMM by Ying et al. (2004) is very flexible as it allows a large class of covariance functions to be used including the exponential, Gaussian and Matérn. However, the computational efficiency is mostly dependent on the implementation of the covariance function (since the KIFMM computational cost is O(n)) and the accuracy parameter of the solver. For all the numerical experiments in this paper the accuracy parameter is set to medium (10 −6 to 10 −8 ) or high (10 −8 or higher).
Due to the lack of a fast math library for the Matérn covariance function, we create a Hermite cubic spline interpolant of the covariance function with the multithreaded Intel Math Kernel Library (MKL) data fitting package. To generate a compact representation of the interpolant we implement an h-adaptive mesh generator in 1D such that the absolute error over the range (0, 2.5] is less than TOL. From Elden et al. (2004) given that the covariance function φ(r; θ) ∈ C 4 (R), r ∈ R, on each mesh element (starting at x 0 ∈ R) with length h we can guarantee that the absolute error for the cubic Hermite interpolant is less than TOL if
where φ (4) refers to the fourth derivative with respect to x. In this work we set T OL = 5 × 10 −9 .
Numerical test confirmed T OL accuracy for the Matérn covariance function with less than 200 adaptive mesh nodes. This is sufficient for the numerical examples in this paper.
In Figure 4 we show an example of a sparse matrix produced for τ = 1 for n = 8, 000
observation locations sampled from a uniform distribution on the unit cube. Notice that the entries of the matrix that are not covered by the sparsity pattern are around 10 −7 times smaller, implying the hierarchical sparsity technique will lead to good accuracy.
The total sparsity for this example is 46% (23% since the matrixC W (θ) is symmetric), however, the sparsity density improves significantly as n increases as we expect the number of non-zero entries ofC W (θ) to increase at most as O(t 2 n) with the number of observations n.
Remark 7 Suppose that we are interested in obtaining a higher degree decayf > f , for example, when f is small. This is obtained by constructing the design matrix Mf and assigning Pp(S) (wherep > p) as the span of its columns. From Remark 4 we are able to construct a multi-level basis such that (9) is satisfied with respect to the degreef .
Multi-Level Estimator
As the result section shows it is not necessary to compute the entire sparse matrix C W (θ) to obtain a good estimate of the covariance parameter θ. Due to the multi-resolution properties of the MB we can construct a partial multi-resolution likelihood function that is effective.
By constructing the projector operatorsL
. . , t, by using the procedure in Section 2.1 we obtain the multi-resolution likelihood functions
for i = −1, . . . , t, whereZ 
To reduce the fill-in of the factorization matrix G we apply the matrix reordering technique in Suite Sparse 4.2.1 package (Chen et al. (2008) ; Davis and Hager (2009 , 2005 , 2001 , 1999 ) Although in practice the combined NESDIS and sparse Cholesky factorization is highly efficient, as shown by our numerical results, a worse case complexity bound can obtained. For example, it can be shown that by using the planar graph separation theorem (see George (1973) , Gilbert and Tarjan (1987) ) a worse case complexity of O(n 3/2 ) and O(n(log n) 2 ) storage is achieved in 2D. Similarly, the worse case complexity in 3D is O(n 2 ).
Example 2 Continuing Example 1 we compute log det{C W (θ)} and the approximation log det{C W (θ)} for τ = 0, 1, 2, ∞ by applying the sparse Cholesky factorization. In Table 1 we tabulated the absolute ε abs := | log det{C W (θ)} − log det{C W (θ)}| and relative ε rel := ε abs | log det{C W (θ)}| errors. For τ = 0 we obtain a very sparse matrix (4% density), but leads to a non-positive definite matrix, which is not valid for the computation of the determinant. For τ = 1 the matrixC W (θ) becomes positive definite. As we increase τ the approximation log det{C W (θ)} becomes more accurate. However, the density ofC W (θ) also increases. 
W .
Multi-Level Kriging
An alternative formulation for solving the estimateẐ(s 0 ) is by solving the following saddle point problem
It is not hard to show that the solution of this saddle point problem leads to equation (4) andγ
unbiased predictor is evaluated aŝ
and the Mean Squared Error (MSE) at the target point s 0 is given by
The computational cost for computingβ(θ),γ(θ) and the MSE accurately using a direct method is O(n 3 ), which is unfeasible for large size problems. We propose a much faster approach.
From (11) we observe that M T fγ (θ) = 0. This implies thatγ ∈ R n \P p (S) and can be uniquely rewritten asγ = W T γ W for some γ W ∈ R n−p . We can rewrite C(θ)γ + M fβ = Z as
Now apply the matrix W to equation (14) and we obtain W{C(θ)W
This system of equations is solved by a combination of a KIFMM and PCG. If C W (θ) and D W (θ) are symmetric positive definite then an effective method to solveC W (θ)γ W (θ) =Z W is the PCG method implemented in PETSc by Balay et al. (2013b Balay et al. ( ,a, 1997 . Note that in practice we always observed that D W (θ) is symmetric positive definite.
The matrix-vector products C W (θ)v, where v ∈ R n−p , are computed in O(n) computational steps to a fixed accuracy ε F M > 0. The total computational cost is O(kn(t + 1)), where k is the number of iterations needed to solveC W (θ)γ W (θ) =Z W to a predetermined accuracy ε P CG > 0.
It is important to point out that the introduction of a preconditioner can degrade the performance of the PCG, in particular, if the preconditioner is ill-conditioned. The accuracy of the PCG method ε P CG has to be set such that the accuracy of the unpreconditioned system
steps. The matrix vector product c(θ) Tγ (θ) is computed with a KIFMM (O(n + m)). Finally, the total cost for computing the estimateẐ(s 0 ) from (12) is O(n + np + np 2 + p 3 + kn(t + 1)).
Numerical Study and Statistical Examples
In this section we test the numerical efficiency and accuracy of our solver for computing the terms
Our results show that we are able to solve problems of up to 128,000 observations and kriging up to 512,000 size problems with good accuracy. Note that our approach is not limited to 128,000 for parameter estimation. This was the maximum we could test due to the memory limitation on our workstation in creating observations larger than 128,000. We now describe the data sets.
Data set #1 and #2: The sets of observation locations S 
Data set #3:
We take the data set generated by S d 9 for d = 2 (256,000 observation points) and carve out two disks located at (1/4,1/4) and (3/4,3/4) with radii 1/4. This generates 100,637 observation points; see Figure 5 (c) for an example with 1,562 observation points randomly extracted from the data set.
We now test our approach on the Matérn covariance function φ(r; θ) :
, where Γ is the gamma function and K ν is the modified Bessel function of the second kind. All results are executed on a single CPU (4 core Intel i7-3770 CPU @ 3.40GHz.) with Linux Ubuntu 13.04. 
Parameter Estimation
In this section we present the results for data set #1 and #3 for the Matérn parameter estimation.
Suppose we have two realizations of the Gaussian spatial random field Z(s) with the Matérn covariance for data set #1 (2D). We set f = 3 (p = 10) andf = 4, 5, 6 (corresponding tõ p = 15, 21, 28) and fix the covariance parameters to θ = (ν, ρ) = (3/4, 1/6). Two realizations Z 2 6 (n = 64, 000) and Z 2 7 (n = 128, 000) are generated from these parameters. The optimization problem from the log-likelihood function (6) is solved using fminsearch from the optimization toolbox in MATLAB with the local minimizer search for ν in the interval [1/2, 5/4] and ρ in the interval [1/5, 1/7]. We set the parameter criterion to τ := 1, and the fminsearch tolerance is set to 10 −3 . In Table 2 we tabulate the results for the parameters estimate with respect to problem size for data set #1. We notice that the estimates of (ν, ρ) converge to the actual values as we increase the number of observations. In particular, for n = 128, 000 the estimate (ν,ρ) := (0.7498, 0.1672) is very close to the parameters (ν, ρ) = (0.75, 1/6) of the Table 2 : Estimation results for data sets #1. Columns 1 to 7 and 9 are self-explanatory. Column 8 is the percentage of non-zeros of the Cholesky factors. Column 10 and 11 are the approximate wall clock computational time (in seconds) needed to computeC covariance matrix of the data. We observe that as we increase the number of levels (i.e. decrease i) in the covariance matrix the absolute error decays until it stagnates, usually by the time that the covariance matrix is for two levels. We also report the wall clock times (i.e. actual time it took the executable to run, not to be confused with CPU time that is unreliable as a measure) for computing each Newton iteration. The total number of Newton iterations is approximately 50.
In Table 3 (a) the results for parameter estimation with data set #3 are tabulated. The realization is obtained from the Gaussian random field Z(s) with n = 100, 637, ν = 1.25 and ρ = 1/6. For this case the absolute error is 0.25% for the estimateν and 0.04% forρ.
In Table 3 We observe that the mean appears to converge closer to the covariance parameters as we decrease i. As i is reduced from t to t − 1 there is a significant drop in the term std M [ν]. However, for i < t − 1 the standard deviation std M [ν] does not improve significantly. Therefore, there is not much gain in improving the estimate by decreasing i, which increases the computational cost in computingC i W .
Numerical examples for computing C W (θ)
−1 Z W and kriging
We test our approach for solving the system of equationsC W (θ)γ W =Z W (that we have to solve to obtain the kriging predictor) on the data sets #1 and #2. We also include results showing the kriging prediction error between the multi-level and direct methods.
We first test the PCG method with data set #2 (3D) on three test cases: (a) θ a = (ν, ρ) = (3/4, 1/6), (b) θ b = (1, 1/6) and (c) θ c = (5/4, 1/6). The value ρ = 1/6 gives us an approximate decay of 5% (which is reasonable in practice) from the center of the cube along each dimensional axis. The PCG relative error tolerance ε P CG > 0 is set to a value that leads to a relative error ǫ = 10 −3 of the unpreconditioned system C W (θ)γ W = Z W .
In Table 4 we report the total wall clock times and iterations for computingβ,γ and the targetẐ(s 0 ) for data set #2 (3D) with the Matérn covariance function . The polynomial accuracy of the model is set to cubic (f = 3, p = 20) and the accuracy parameterp is set to 20 (which corresponds tof = 3). We look at three cases: For (a) (θ a = (3/4, 1/6)) we set the KIFMM accuracy to medium and the number of iterations increase as O(n 0.58 ). For (b) (θ b = (1, 1/6))
we set the KIFMM accuracy to medium and the number of iterations increases as O(n 0.58 ). For (c) (θ c = (5/4, 1/6)) we set the KIFMM accuracy to high and the number of iterations increases as O(n 0.77 ).
In Table 5 the results for computingβ,γ and the target points Z(s 0 ) for data set #1 (2D) with the Matérn covariance function are tabulated. We have three test cases: (a) θ a = (ν, ρ) =
(1/2, 1/6) (note for this case we obtain an exponential covariance function), (b) θ b = (3/4, 1/6), Table 4 : Diagonal pre-conditioned results for computingC W (θ)γ W =Z W for data set #2 (3D) with the Matérn covariance θ = (ν, ρ). We look at three cases:(a) θ a = (3/4, 1/6), θ b = (1, 1/6) and (c) θ c = (5/4, 1/6). The relative error of the residual of the unpreconditioned system is set to ε = 10 −3 . The KIFMM is set to medium accuracy for (a) and (b), and set to high accuracy for (c). The second column is the number of iterations needed to obtain 10 −3 relative error of the unpreconditioned system. The third column is the residual tolerance needed for convergence of 10 −3 relative error for the unpreconditioned system. The fourth column presents the wall clock times for initialization (basis construction and preconditioner computation). The PCG iteration wall clock times are given in the fifth column. The last column presents the total wall clock time to computeγ W =C W (θ) Table 5 : Diagonal pre-conditioned results for computingC W (θ)γ W =Z W for the Matérn covariance with θ = (ν, ρ) for data set #1 (2D). We look at three cases:(a) θ a = (3/4, 1/6), (b) θ b = (1, 1/6) and (c) θ c = (5/4, 1/6). The relative error of the residual of the unpreconditioned system is set to ε = 10 −2 . The KIFMM is set to medium accuracy for (a), (b) and set to high accuracy for (c). However for ν ≥ 1 the preconditioner starts to suffer, although the convergence rate is still better than quadratic.
The diagonal preconditioner we use is one of the simplest. We plan to extend this approach to more sophisticated preconditioners such as block Symmetric Successive OverRelaxation (SSOR) (see Castrillón-Candás et al. (2013) ) in the future.
The residual errors are then propagated to the final estimate Z(s 0 ) around the same magnitude. However, as a final experiment in Table 6 we tabulate the relative l 2 error between the multi-level kriging approach and the direct method for data set #2 with exponential covariance function exp(−θr), where θ = 5.9915 and f = 3. The PCG tolerance is set to 10 −5 andf = 3.
Notice that the error increases with n. This is expected since the unpreconditioned system error will degrade. 6 Discussion
In this paper we developed a multi-level restricted Gaussian maximum likelihood method for estimating the covariance function parameters and the computation of the best unbiased predictor. Our approach produces a new set of multi-level contrasts that decouples the covariance parameters from the deterministic components. In addition, the covariance matrix exhibits fast decay independently from the decay rate of the covariance function. Due to the fast decay of the covariance matrix only a small set of coefficients of the covariance matrix are computed with a level-dependent criterion. We showed results of our method for the Matérn covariance with highly irregular placement of the observation locations to good accuracy.
We are currently working on deriving error estimates of the kriging estimate and determinant computation with respect to the number of degrees of freedom n. We are also contemplating extending our multi-level approach to multivariate random fields and cokriging (e.g. Furrer and Genton (2011)).
Our method also applies to non-stationary problems if the covariance function is differentiable to degreef . For example, if the covariance function changes smoothly with respect to the location, Lemma 1 still applies and the multi-level covariance matrix decays at the same rate as a stationary one. Now, even if the covariance function is non differentiable everywhere with respect to the location, Lemma 1 still applies, but at a lower decay rate.
Using the approach developed in this paper we can compute the MSE at the target point s 0 . Now, since P T P = I we have that M T f C(θ)
where S W (θ) := LC(θ)L T ∈ R p×p and a W (θ) := WC(θ)L T ∈ R (n−p)×p . LetS W (θ) := (S W (θ)−a
.
. Following a similar argument we have that equation (13) becomes
where c W := Pc. By using matrix-vector products with the PCG methodS W (θ) can be com- at level q (p9) L R n → P p (S) (p3,9) W R n → (P p (S)) ⊥ (p3,9) 
