We give necessary and sufficient conditions to solve an interpolation problem for free holomorphic functions bounded in norm on a free polynomial polyhedron. As an application, we prove that every bounded holomorphic function on a polynomial polyhedron extends to a bounded free function.
a descriptive theory of the domains on which LMI and semi-definite programming apply. Recently, Kaliuzhnyi-Verbovetskyi and Vinnikov have written a monograph [19] that gives a panoramic view of the developments in the field to date, and establishes their Taylor-Taylor formula for nc-functions.
There are two topologies that we wish to consider on M [d] . The first is called the disjoint union topology: a set U is open in the disjoint union topology if and only if U ∩ M d n is open for every n. This topology is too fine for some purposes; for example, compact sets must have a bound on the size of the matrices that they contain. The other topology we wish to consider is the free topology, which is most conveniently defined by giving a basis. A basic free open set in M [d] is a set of the form
where δ is a J-by-J matrix with entries in P d . We define the free topology to be the topology on M [d] which has as a basis all the sets G δ , as J ranges over the positive integers, and the entries of δ range over all polynomials in P d . (Notice that G δ 1 ∩ G δ 2 = G δ 1 ⊕δ 2 , so these sets do form the basis of a topology). The free topology is a natural topology when considering semi-algebraic sets.
Definition 1.2. A free holomorphic function φ on a free open set U in M [d] is a function that is locally a bounded nc-function, i.e., for every x in U there is a basic free open set G δ ⊆ U that contains x and such that φ| G δ is a bounded nc-function.
It is a principal result of [2] that free holomorphic functions are locally approximable by free polynomials (see Theorem 2.1 below).
The main result of this note is a criterion for solving a Pick interpolation problem on a basic open set, Theorem 1.3 below, and its generalization to extending bounded free holomorphic functions off free varieties, Theorem 1.5. Related problems have been considered before, for example by Ball and Bolotnikov [7] and by Ball and ter Horst [9] (specifically the problem that they call the full Riesz-Dunford Nevanlinna-Pick problem); see also the references in these articles.
Let H ∞ (U ) denote the bounded free holomorphic functions on a free open set U with the supremum norm, and let H ∞ 1 (U ) denote the closed unit ball of
The Pick problem is to determine whether or not there is a function in H ∞ 1 (U ) that maps each λ i to the corresponding w i .
Note first that if U is closed under direct sums, then by letting Λ = ⊕ N i=1 λ i and W = ⊕ N i=1 w i , the original N point problem is the same as solving the one point Pick problem of mapping Λ to W . Secondly, unlike in the scalar case, one cannot always solve the Pick problem if one drops the norm constraint. For example, no holomorphic function maps
To state the theorem, let us make the following definitions for Λ in M [d] . Define
and define an nc version of the Zariski closure of Λ by
Note that since M Λ is a finite dimensional vector space, it is closed.
We prove this theorem in Section 3. Note that when d = 1, the question of whether p 0 can be found satisfying p 0 (Λ) = W can be resolved by looking at the Jordan canonical form of Λ. In this basis, the algebra M Λ has a straightforward description. When d > 1, the determination of M Λ is more delicate; generically (for example, if Λ 1 has n distinct eigenvalues and Λ 2 has no non-zero entry when the matrix is expressed in the basis given by the eigenvectors of Λ 1 ), however, the algebra M Λ will be all of M n .
In Section 4, we give a description in Theorem 4.6 of all the solutions of a (solvable) Pick problem-this is called the Nevanlinna problem. Our approach is indebted to the solution in the scalar case by J. Ball, T. Trent and V. Vinnikov [10] . Theorem 1.3 has a remarkable corollary. Suppose is an algebra in P d , and let Î = Var( ) be given by 
In the scalar case, every holomorphic function defined on an analytic variety inside a domain of holomorphy extends to a holomorphic function on the whole domain, by a celebrated theorem of H. Cartan [11] . The geometric conditions that guarantee that all bounded holomorphic functions extend to be bounded on the whole domain have been investigated by Henkin and Polyakov [18] and Knese [20] ; however, even when bounded extensions exist, the extension is almost never isometric [1] . But in the matrix case, any bounded free holomorphic function on Î ∩ G δ does extend to a free holomorphic function on G δ with the same norm. THEOREM 1.5. Let Î be as in (1.4) , and let δ be a matrix of free polynomials such that Î ∩ G δ is non-empty. Let f be a bounded free holomorphic function defined on G δ ∩ Î. Then there is a free holomorphic function φ on G δ that extends f and such that
We prove this in Section 5. In Section 6 we give some applications.
The definition (1.4) naturally leads one to ask what the ideal of Î, the set
is. In the complex case, the answer is simpler than in the scalar case, at least if is finitely generated. In [16] , Bergman, Helton and McCullough proved that I Î is the smallest ideal containing , provided this ideal is finitely generated. The real (self-adjoint) case is more subtle-see e.g. [12] .
2. Background material. We shall need some results from [2] . The first we have already referenced: 
and such that
The third is a Montel theorem.
converges to φ locally uniformly on U in the disjoint union topology.
Proof of Theorem 1.Let
Let us start with some lemmata.
The following are equivalent:
Proof. The equivalence of (i)-(iii) is by definition. That (iii) is equivalent to (iv) is because of R. Smith's result that every bounded homomorphism defined on a finite dimensional space is automatically completely bounded [22, Exercise 3.11].
Proof. By Theorem 2.1, the free function φ can be uniformly approximated on a free neighborhood of Λ by free polynomials. In particular, since
By another application of the same theorem, there is a free polynomial p 1 such that φ(Λ⊕ x) = p 1 (Λ⊕ x). Therefore p 0 (Λ) = p 1 (Λ), so by the definition of V Λ , we also have p 0 (x) = p 1 (x). Therefore (3.3) holds, as desired.
We let V denote the vector space of nc-polynomials on E, where we identify polynomials that agree on E; and we let V L(H,M) denote the vector space of L(H, M)-valued nc-polynomials on E. As any such polynomial on E is uniquely determined by its values on Λ, the space of such functions is finite dimensional, if H and M are finite dimensional.
Consider the following vector spaces of functions on E [2] , where all sums are over a finite set of indices:
We topologize H(E) with the norm
We need to bound the total number of terms in certain sums of squares; our proof is similar to [ [2] . Let N 0 = dim(V L (H,M) ). Then if G can be represented in the form [2] where m ∈ N and g i ∈ V L(H,M) for i = 1,... ,m, then G can be represented in the form
valid for all l 1 ,l 2 = 1,... ,N 0 . If (x, y) ∈ E [2] , then
This proves that (3.5) holds with f i = N 0 l=1 a il e l . LEMMA 3.6. C(E) is closed.
Proof. By Lemma 3.4, every element in C(E) can be represented in the form 7) where N 0 = dim V L(C,C J ) . Suppose a sequence of elements of the form (3.7) approaches some h in H(E) at the point (Λ, Λ):
Since Λ ∈ G δ , there is a constant M such that, for each i and k,
Passing to a subsequence, one can assume that each u
i is a graded L(C, C J ) valued function and J < ∞). By Lemma 3.1,
Therefore, for all (x, y) ∈ E [2] , we have
As m → ∞, the right-hand side of (3.9) goes to zero for every (x, y) ∈ E [2] . Since C(E) is closed by Lemma 3.6, this proves that f (y) * f (x) ∈ C(E), and hence so are finite sums of this form. 
and then define sesquilinear forms on V and V L(C,C J ) by the formulas
Observe that Lemma 3.8 implies that f (y) * f (x) ∈ C(E) whenever f ∈ V or V L(C,C J ) . Hence, (3.11 ) implies that f, f L 1 ≥ 0 for all f ∈ V, and F, F L 2 ≥ 0 for all F ∈ V L(C,C J ) , i.e., ·, · L 1 and ·, · L 2 are pre-inner products on V and V L(C,C J ) respectively.
To make them into inner products, choose ε > 0 and define
We let H 2 1 and H 2 2 denote the Hilbert spaces V and V L(C,C J ) equipped with the inner products (3.12) and (3.13) .
The fact that L is non-negative on C(E) means that
if F = 0, and combining (3.14) and (3.15) we get that multiplication by δ is a strict contraction on H 2 2 . Let M denote the d-tuple of multiplication by the coordinate functions x r on H 2 1 . We have just shown that δ
and so for all f in V we have
≥ L (f (y) * p 0 (y) * p 0 (x)f (x)) + ε tr(f (Λ) * p 0 (Λ) * p 0 (Λ)f (Λ)).
Letting f be the function 1 and letting ε → 0, we get L(id − p 0 (y) * p 0 (x)) ≥ 0, as desired.
We can now prove the theorem. is in C(E). By Lemma 3.4, there is some positive integer N ≤ dim(V L(C n ,C n ) ) and an L(C, C JN )-valued nc polynomial u such that, for x, y ∈ E ∩ M d n ,
Equation (3.17) is true for all s in a neighborhood of the identity, and as linear combinations of such elements span M n , we get that (3.17) actually holds for all s in M n . For k = 1,... ,n, define π k : C n → C by the formula
Letting s = π * l π k in (3.17) and applying to v and taking the inner product with w, where v and w are in C n , leads to
For each v ∈ C n define vectors p v and q v in C n(1+NJ) by
For each 1 ≤ k ≤ n, define vectors p k,v and q k,v in C 1+NJ by
Then (3.18) , with Λ in place of both x and y, becomes
So by (3.19) , there is an isometry V that maps each p k,v to q k,v . If the span of the vectors {p k,v } is not all of C 1+NJ , we can extend V to the orthocomplement so that it becomes an isometry (indeed, a unitary) from all of C 1+NJ to C 1+NJ .
With respect to the decomposition C ⊕ C JN , write
We have
Since (3.20) holds for each k, we get that
Then φ is in the unit ball of H ∞ (G δ ) by Theorem 2.3. Moreover, by (3.21) ,
as desired.
The Nevanlinna problem.
There are two sources of non-uniqueness in the solution of the Pick interpolation problem. The first is the choice of u in (3.16); the second is in the extension of V . This problem has been analyzed in the scalar case by Arov and Grossman [6] and by Ball, Trent and Vinnikov [10] ; their ideas extend to our situation.
Let us suppose throughout this section that
is a solvable Pick problem, and we have found a finite-dimensional space L, an L(C, C J ⊗ L)-valued nc polynomial u satisfying
and V satisfying (3.20) :
Let L 0 = C ⊕ C J ⊗ L, and
and define M 2 = L 0 N 2 and M 1 = L 0 N 1 . Then V is an isometry from N 2 onto N 1 . Define a unitary
and it has a corresponding transfer function G that is a free L(C⊕M 1 , C⊕ M 2 )-valued rational function (since all the spaces are finite dimensional). Write this G as 
Proof. (⇐) This is a straightforward calculation. (⇒) By Theorem 2.3, φ has a free δ-realization, and by Lemma 3.4, we can assume that {u(x) : x ∈ V Λ } lie in a finite dimensional space that we can embed in C J ⊗ L. So we can assume that φ is the transfer function of some unitary X :
Let Θ be the transfer function of Y . Then we claim that (4.7) holds.
and v ∈ C m be fixed for now. Let
Let P be the projection from C J ⊗ K to C J ⊗ k . As δ(x) ⊗ id K commutes with id C m ⊗ P , we get from (4.10) that
As Θ is the transfer function of Y , (4.12) implies that
Let P be the projection from C m ⊗ C J ⊗ K onto C m ⊗ C J ⊗ L, and let η = P ξ(x)v. Then under the identifications of N 1 ⊕ M 1 and N 2 ⊕ M 2 with C ⊕ C J ⊗ L, we get
Then from (4.4)
By (4.13) this gives
As (4.14) holds for all choices of x and v, we get (4.7), as desired.
Extending functions defined on varieties.
Proof of Theorem 1.5. Without loss of generality, assume that
Choose a sequence (λ j ) ∞ j=1 in G δ ∩ Î that is dense in the disjoint union topology, so for all ε > 0, for all x ∈ G δ ∩ Î, there exists some λ j such that max 1≤r≤d λ r j − x r < ε.
Let Λ n = ⊕ n j=1 λ j . By Theorem 2.1, f is locally approximable by polynomials, and so has the property that
Therefore there is some polynomial p n ∈ P d such that p n (Λ n ) = f (Λ n ). 
By Theorem 2.4, some subsequence of φ n converges locally uniformly (in the disjoint union topology) to a function φ in H ∞ 1 (G δ ). Moreover, for each j, φ(λ j ) = f (λ j ), so by continuity, φ is an extension of f .
Examples.
Example 6.1. Let q 1 ,... ,q m be polynomials in d commuting variables, and let V = {z ∈ C d : q i (z) = 0, i = 1,... ,m}. Let f be a (scalar-valued) holomorphic function defined on V ∩ D d .
Let T be a d-tuple of commuting matrices that are strict contractions, and such that q i (T ) = 0 for i = 1,... ,m. If they are simultaneously diagonizable, then their joint eigenvalues lie in V ∩ D d , and it makes sense to define f (T ) by applying f to the diagonal entries, in the basis of joint eigenvectors. If the matrices are not simultaneously diagonizable, then one can still define f (T ), either by the Taylor functional calculus [28] , or, more constructively, as in [3] .
Let us write F for the set of all T = (T 1 ,... ,T d ) of commuting matrices such that q i (T ) = 0,i = 1,... ,m, and such that T < 1. Note that F = Î ∩ G δ , where is the algebra generated by q 1 ,... ,q m and the polynomials {x i x j − x j x i : 1 ≤ i < j ≤ d}, Î = Var( ), and δ(x) is the diagonal matrix with entries x 1 ,x 2 ,... ,x d .
Define a norm on holomorphic functions on V ∩ D d by
To apply Theorem 1.5, we need to know that f is a free holomorphic function on Î ∩ G δ , in other words that locally in G δ it extends to a free holomorphic function (i.e., it can be applied to non-commuting matrices). This is true, and is proved in [3] . Then Theorem 1.5 asserts that there is a bounded extension φ of f , defined on the set {R ∈ M d : R < 1}, if and only if f Î∩G δ is finite. Moreover, if this quantity is finite, then φ can be found with exactly this norm. In particular, an extension to the non-commuting ball G δ can always be found with the same norm as is attained by evaluating on commuting matrices in the variety.
Example 6.2. Specializing the previous example to the case d = 2, and using Andô's inequality [5] , we conclude the following: if we wish to extend a polynomial p 0 off V ∩ D 2 , where V is the joint zero set of the q i 's, then the minimum norm of the extension φ is the same when calculated as a scalar-valued function in H ∞ (D 2 ), as a function on pairs of commuting contractive matrices, or as a function on pairs of contractive matrices. The norm is attained, and is given by sup n∈N sup p 0 (T ) : T ∈ M 2 n , T 1 < 1, T 2 < 1,
Unless V ∩ D 2 is a retract of D 2 , one can by [1] always find some p 0 so that (6.3) is strictly greater than sup{|p 0 (z)| : z ∈ D 2 ∩ V }. A necessary condition to find a function φ ∈ H ∞ (G δ ) solving this problem is that there is some free polynomial p 0 with p 0 (Λ) = W and Dp 0 (Λ)[H] = X. The minimum norm of a solution can be found from Theorem 1.5 by letting = {p ∈ P d : p(Λ) = 0, Dp(Λ)[H] = 0},
