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The quantum dynamics of a system of Rb atoms, modeled by a V -type three-level system interact-
ing with intense probe and pump pulses, are studied. The time-delay-dependent transient-absorption
spectrum of an intense probe pulse is thus predicted, when this is preceded or followed by a strong
pump pulse. Numerical results are interpreted in terms of an analytical model, which allows us to
quantify the oscillating features of the resulting transient-absorption spectra in terms of the atomic
populations and phases generated by the intense pulses. Strong-field-induced phases and their in-
fluence on the resulting transient-absorption spectra are thereby investigated for different values of
pump and probe intensities and frequencies, focusing on the atomic properties which are encoded
in the absorption line shapes for positive and negative time delays.
PACS numbers: 32.80.Qk, 32.80.Wr, 42.65.Re
I. INTRODUCTION
Phases represent the essential feature of any wave-like
phenomena, lying at the heart of coherence and interfer-
ence effects in classical and quantum physics. In atoms
and molecules, phases define the shape of a wave packet
in a superposition of quantum states and hence deter-
mine its subsequent time evolution. Manipulating atomic
and molecular dynamics with external electromagnetic
fields [1–4], e.g., by using strong femto- or attosecond
pulses [5–9], requires full control of the generated quan-
tum phases. However, traditional spectroscopy methods
usually do not provide access to the phase information:
for instance, for nonautoionizing bound states, absorp-
tion spectra typically consist of Lorentzian lines, with
spectral intensities quantifying the atomic populations.
The manipulation of absorption line shapes in
transient-absorption-spectroscopy experiments [10–14]
has been recently identified as a key mechanism to gain
access to atomic and molecular phase dynamics. Absorp-
tion lines originate from the interference between a probe
pulse transmitting through the medium and the field
emitted by the system [15]. The dipole response of the
system and, consequently, the resulting absorption spec-
trum can be modified by applying an intense pump pulse,
preceding or following the probe pulse at variable time
delays [16–25]. Thereby, symmetric Lorentzian absorp-
tion lines are converted into Fano-like lines, with time-
delay-dependent features quantifying the population and
phase modification induced by the interaction with the
strong pump pulse.
When interpreting spectral line-shape changes in terms
of the underlying atomic dynamics, the action of the weak
probe pulse is usually assumed as a small, well under-
stood perturbation. The attention is thus focused on the
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characterization of the action of the pump pulse as a func-
tion of its parameters such as, e.g., intensity and laser fre-
quency, and the main line-shape modifications are exclu-
sively attributed to its nonlinear interaction with the sys-
tem. Recent investigations of transient-absorption spec-
tra in Rb atoms were based on this assumption [26, 27].
Here, in contrast, we fully account for the effect of
a potentially intense probe pulse, investigating how the
population and phase changes induced by both pulses are
encoded in its absorption spectrum. On the one hand,
this allows us to fully interpret transient-absorption spec-
tra in terms of the pump and probe parameters of in-
terest, without a priori assumptions, which may not
correspond to the conditions featured in an experiment
and, hence, could lead to an inappropriate or incomplete
reconstruction of the strong-field dynamics of the sys-
tem. On the other hand, by considering cases in which
pump and probe pulses exhibit the same intensities, we
can highlight the essential differences between spectra
where the probe, i.e., measured, pulse either precedes
or follows the pump pulse. A proper interpretation of
transient-absorption spectra is crucial for the extraction
of strong-field dynamical information from these spectra,
and the implementation of recently suggested determin-
istic strong-field quantum-control methods [28].
We use a V -type three-level scheme to model an en-
semble of Rb atoms, with the 5s 2S1/2 → 5p 2P1/2
(794.76 nm) and 5s 2S1/2 → 5p 2P3/2 (780.03 nm) tran-
sitions excited by femtosecond pump and probe pulses
of variable intensities and time delays. In Sec. II, we
present the theoretical model used to describe the evolu-
tion of the system and to predict the associated transient-
absorption spectra. The numerical results are presented
in Sec. III. In particular, time-delay-dependent transient-
absorption spectra are shown in Subsec. III A for different
pump- and probe-pulse intensities. An analytical model
based on recently introduced interaction operators [28] is
used in Subsec. III B to interpret the numerical results,
focusing on the atomic-phase information which can be
extracted from the spectra for different intensities and
laser frequencies of the pump and probe pulses. Sec-
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2Figure 1. V -type three-level scheme, with transitions en-
ergies ω21 = 1.56 eV and ω31 = 1.59 eV and decay rates
γ2 = γ3 = 1/(500 fs), used to model Rb atoms interacting
with broadband laser pulses of frequency ωL and spectral in-
tensity Sin(ω).
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Figure 2. Experimental setup for the detection of the optical-
density transient-absorption spectrum of a transmitted probe
pulse, delayed by τ with respect to a pump pulse, in a non-
collinear geometry.
tion IV summarizes the results obtained. Atomic units
are used throughout unless otherwise stated.
II. THEORETICAL MODEL
A. Three-level model and equations of motion
We consider the V -type three-level system depicted in
Fig. 1, modeling fine-structure-split 5s 2S1/2 → 5p 2P1/2
and 5s 2S1/2 → 5p 2P3/2 transitions in Rb atoms [29–31].
In particular, we introduce the state
|ψ(t, τ)〉 =
3∑
i=1
ci(t, τ)|i〉, (1)
written in terms of the ground state |1〉 ≡ 5s 2S1/2 and
the excited states |2〉 ≡ 5p 2P1/2 and |3〉 ≡ 5p 2P3/2, with
associated quantum amplitudes ci(t, τ) and energies ωi,
i ∈ {1, 2, 3}. The system interacts with a pump pulse,
centered on t = 0 and modeled by the classical field
Epu(t) = Epu,0 f(t) cos(ωLt)eˆz, (2)
and a delayed probe pulse, centered on time delay t = τ
and similarly described as
Epr(t) = Epr,0 f(t− τ) cos[ωL(t− τ)]eˆz , (3)
as shown in Fig. 2. Both pulses are aligned along the
polarization vector eˆz, have the same frequency ωL, van-
ishing carrier-envelope phases, and intensities Ipu/pr =
E2pu/pr,0/(8piα) related to the peak field strengths Epu/pr,0
via the fine-structure constant α. We model their enve-
lope functions as
f(t) =
{
cos2(pit/T ) if |t| ≤ T/2,
0 if |t| > T/2, (4)
with T = piTFWHM/(2 arccos 4
√
1/2) and TFWHM = 30 fs,
defined as the full width at half maximum (FWHM) of
|f(t)|2 [32]. Positive time delays correspond to a typical
pump-probe setup, in which the system is first excited
by the pump pulse and the resulting dynamics are mea-
sured by a probe pulse. In contrast, negative time delays
describe experiments in which the dipole response gen-
erated by the first arriving probe pulse is subsequently
modified by the pump pulse, resulting in an intensity- and
time-delay-dependent modulation of the line shape of the
absorption spectrum of the transmitted probe pulse.
The linearly polarized pulses excite electric-dipole-
(E1-)allowed transitions |1〉 → |k〉, k ∈ {2, 3}, with
equal magnetic quantum number, ∆M = 0, and dipole-
moment matrix elements D1k = D1keˆz. The formulas
are written for general complex values of D1k, although
these are real and positive for our atomic implementation
with Rb atoms, with D12 = 1.75 a.u. and D13 = 2.47 a.u.
[30]. For the intensities considered here, we neglect the
presence of higher excited states, to which states |2〉 and
|3〉 could also be coupled. The total Hamiltonian of the
system
Hˆ = Hˆ0 + Hˆint(t, τ) (5)
then consists of the unperturbed atomic Hamiltonian
Hˆ0 =
3∑
i=1
(ωi − iγi/2)|i〉〈i| (6)
and the E1 light-matter interaction Hamiltonian in the
rotating-wave approximation [33–35]
Hˆint = −1
2
3∑
k=2
ΩRk(t, τ) e
iωLt |1〉〈k|+ H.c. (7)
3In Eq. (6), the complex eigenvalues (ωi− iγi/2) of Hˆ0 are
given by the energies ωi and the decay rates γi, included
in order to effectively account for broadening effects in
the experiment and defining an effective time scale for the
dipole decay [16, 20]. Transition energies ωij = ωi − ωj
are equal to ω21 = 1.56 eV and ω31 = 1.59 eV [29–31],
whereas we set γ1 = 0 and γ2 = γ3 = 1/(500 fs). In
Eq. (7), the time- and time-delay-dependent Rabi fre-
quencies have been introduced [33]:
ΩRk(t, τ) = D1k[Epr,0f(t− τ)e−iωLτ + Epu,0f(t)]. (8)
The equations of motion (EOMs) satisfied by the vector
~c(t, τ) = (c1(t, τ), c2(t, τ), c3(t, τ))
T, (9)
of components given by the amplitudes of the state vector
|ψ(t, τ)〉, are determined by the Schrödinger equation
i
d|ψ(t, τ)〉
dt
= Hˆ|ψ(t, τ)〉, (10)
which leads to
d~c
dt
=
 0 i
ΩR2
2 e
iωLt iΩR32 e
iωLt
i
Ω∗R2
2 e
−iωLt −γ22 − iω21 0
i
Ω∗R3
2 e
−iωLt 0 −γ32 − iω31
~c . (11)
The system is assumed to be initially in its ground state
|ψ0〉 = |1〉, i.e., ci,0 = δi1.
B. Transient-absorption spectrum
We solve the EOMs in Eq. (11) in order to simulate
experimental optical-density (OD) absorption spectra
Sexp(ω, τ) = − log
[
Spr,out(ω, τ)
Spr,in(ω)
]
, (12)
where Spr,in(ω, τ) is the spectral intensity of the incom-
ing probe pulse, whereas Spr,out(ω, τ) is that of the trans-
mitted probe pulse, explicitly dependent upon the time
delay between pump and probe pulses. For low densities
and small medium lengths, where propagation effects can
be neglected, the time-delay-dependent absorption spec-
trum Sexp(ω, τ) can be calculated in terms of the single-
particle dipole response of the system [15]
S1(ω) ∝
− ω Im
[∑3
k=2D
∗
1k
∫∞
−∞ c1(t, τ) c
∗
k(t, τ) e
−iωt dt∫∞
−∞ E−pr(t) e−iωt dt
]
,
(13)
where
E−pr(t) =
1
2
Epr,0 f(t− τ) eiωL(t−τ) (14)
is the negative-frequency complex electric field [32] and
c1(t, τ) c
∗
k(t, τ) here represents the dipole response of the
kth transition. In the following calculations, the denom-
inator in Eq. (16) is approximated by∫ ∞
−∞
E−pr(t) e−iωt dt
= e−iωτ
Epr,0
2
∫ ∞
−∞
f(t− τ) e−i(ω−ωL)(t−τ) dt
≈ e−iωτ Epr,0
2
∫ ∞
−∞
f(t) dt = e−iωτ Kpr,
(15)
which is valid for an incoming probe pulse much broader
than the transition energy between the two excited states,
such that its spectral intensity can be approximately
considered constant in the frequency range of interest.
Spectra associated with different probe-pulse intensities,
therefore, need to be properly normalized via the multi-
plication factor Kpr for comparison. Equation (16) can
then be rewritten as
S1(ω) ∝
− ω Im
[∑3
k=2D
∗
1k
∫∞
−∞ c1(t, τ) c
∗
k(t, τ) e
−iω(t−τ) dt
Kpr
]
,
(16)
with the Fourier transform in the numerator centered
around the arrival time of the probe pulse.
For the noncollinear geometry depicted in Fig. 2, fast
oscillations of the measured transient-absorption spec-
trum as a function of time delay τ cannot be distin-
guished and are averaged out [26, 27]. Here, this is taken
into account by convolving S1(ω, τ) with a normalized
Gaussian function G(τ,∆τ) of width ∆τ = 5 × 2pi/ωL,
which leads to
S(ω, τ) =
∫ ∞
−∞
G(τ − τ ′,∆τ)S1(ω, τ ′) dτ ′ . (17)
C. Analytical model in terms of interaction
operators
In order to interpret numerical results from the simula-
tion of S(ω, τ), we employ the recently introduced strong-
field interaction operators Uˆ(I) to model the effect of a
pulse of intensity I on the atomic system [28].
The time evolution of the system |ψ(t)〉 from an initial
time t0, given by the solution of the EOMs (11), can be
written in terms of the evolution operator Uˆ(t, t0),
|ψ(t)〉 = Uˆ(t, t0)|ψ(t0)〉. (18)
In the absence of external fields, this reduces to the free-
evolution operator
Vˆ (t) = e−iHˆ0t, (19)
which describes the dynamics of the unperturbed atomic
system. The evolution of the system in the presence of a
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Figure 3. Schematic illustration of the interaction opera-
tors Uˆ(I), used to describe the action of an intense pulse
on the state of the system, its amplitudes ci, populations
|ci|2, and coherences cic∗j , in terms of an effectively instan-
taneous interaction. The product of matrix elements Uii′U∗jj′
describes how the action of the pulse connects the initial pop-
ulation/coherence ci′c∗j′ to the final one cic
∗
j .
single pulse of intensity I = E20/(8piα), peak field strength
E0, centered around tc = 0 and with the same envelope
f(t) and pulse duration T we introduced in Sec. II A,
is then associated with the evolution operator Uˆ0(t, t0),
solution of
dUˆ0(t, t0)
dt
= 0 i
ΩR2
2 e
iωLt iΩR32 e
iωLt
i
Ω∗R2
2 e
−iωLt −γ22 − iω21 0
i
Ω∗R3
2 e
−iωLt 0 −γ32 − iω31
 Uˆ0(t, t0) , (20)
with initial conditions Uˆ0(t0, t0) = Iˆ and the identity
matrix Iˆ. In Eq. (20), the single-pulse Rabi frequencies
ΩRk(t) = D1k E0 f(t) are used. For the scheme discussed
in this paper, where pump and probe pulses of equal
femtosecond duration are employed, the time information
related to the continuous evolution of the system in the
presence of the pulse can be difficultly extracted. For
our purposes, it is therefore beneficial to focus on the
total action of the pulse, i.e., on the state reached by the
system at the conclusion of the interaction with a pulse.
Equation (20) can be used to calculate Uˆ0(T/2,−T/2)
and thus connect the initial state |ψ(−T/2)〉 with the
final state |ψ(T/2)〉 at the end of the pulse:
|ψ(T/2)〉 = Uˆ0(T/2,−T/2)|ψ(−T/2)〉. (21)
However, one can also introduce effective initial (|ψ−〉)
and final (|ψ+〉) states
|ψ±〉 = Vˆ (∓T/2)|ψ(±T/2)〉 = e±iHˆ0T/2|ψ(±T/2)〉 (22)
and thus define the unique, intensity-dependent interac-
tion operators
Uˆ(I) = Vˆ (−T/2) Uˆ0(T/2,−T/2) Vˆ (−T/2) (23)
connecting them,
|ψ+〉 = Uˆ(I)|ψ−〉, (24)
thus capturing the essential features of the action of the
pulse in terms of an effectively instantaneous interaction,
as schematically represented in Fig. 3. An analytical
model can then be derived to describe the associated
S(ω, τ), which enables one to quantify how pulse-induced
changes in the population and phase of the atomic states
are encoded in observable time-delay-dependent spectra.
For a weak and ultrashort pulse of peak field strength
E0 and envelope f(t), we can introduce approximated
Rabi frequencies
ΩRk(t) ≈ ϑk δ(t), (25)
with the Dirac δ and the pulse areas
ϑk =
∫ ∞
−∞
D1k E0 f(t) dt. (26)
The solution of Eq. (20) and the use of the definition (23)
allow one to calculate the associated interaction operator
which, up to second order, reads
Uˆweak =
1−
|ϑ2|2+|ϑ3|2
8 i
ϑ2
2 i
ϑ3
2
i
ϑ∗2
2 1− |ϑ2|
2
8 −ϑ∗2ϑ3
i
ϑ∗3
2 −ϑ2ϑ∗3 1− |ϑ3|
2
8
 . (27)
In the following, we interpret intensity-dependent
transient-absorption spectra in terms of the matrix ele-
ments of pump- and probe-pulse interaction operators for
a probe-pump and pump-probe setup. In contrast to pre-
vious results [26, 28], population and phase changes due
to the interaction with intense probe and pump pulses
are both explicitly addressed. Since we are interested
in atomic phases, and in particular in their connection
with the phase of the time-delay-dependent oscillations
displayed by transient-absorption spectra for positive and
negative time delays, we do not focus on the case of over-
lapping pulses. We are therefore allowed to develop an
analytical model in which the dynamics of the system
are described in terms of well defined sequences of free
evolution and interaction with a pump or a probe pulse
of given intensity.
1. Probe-pump setup
In a probe-pump setup (τ < 0), for nonoverlapping
pulses and neglecting the details of the continuous atomic
dynamics in the presence of a pulse, the time evolution
of the system can be written in terms of the state
|ψ(t, τ)〉 =
|ψ0〉, t < τ,
Vˆ (t− τ)Uˆpr(Ipr)|ψ0〉, τ < t < 0,
Vˆ (t)Uˆpu(Ipu)Vˆ (−τ)Uˆpr(Ipr)|ψ0〉, t > 0,
(28)
5with |ψ0〉 = |1〉 and where we have introduced the
pump- and probe-pulse interaction operators, Uˆpu(Ipu)
and Uˆpr(Ipr), dependent upon the respective pulse in-
tensities. This can be included into Eq. (16) in order
to model the probe-pump spectrum S1(ω, τ), τ < 0, in
terms of interaction-operator matrix elements. This re-
sults in a sum of terms, each of which oscillates as a
function of τ at a given frequency. Thereby, one can
recognize, for the frequencies ω ≈ ωk1 in which we are
interested, those terms responsible for fast oscillations of
S1(ω, τ) as a function of time delay which would not be
exhibited by a spectrum measured in a noncollinear ge-
ometry. After neglecting these fast oscillating terms, the
time-delay-average probe-pump spectrum reads
Sprpu(ω, τ) ∝ − ω
Kpr
Im
{ 3∑
k=2
D∗1k
i(ω − ωk1) + γk2
× [Upr,11U∗pr,k1(1− ei(ω−ωk1)τe γk2 τ )
+ Upu,11U
∗
pu,k2Upr,11U
∗
pr,21e
i(ω−ω21)τe
γ2
2 τ
+ Upu,11U
∗
pu,k3Upr,11U
∗
pr,31e
i(ω−ω31)τe
γ3
2 τ
]}
.
(29)
2. Pump-probe setup
When a pump-probe setup is utilized (τ > 0), for
nonoverlapping pulses and neglecting the details of the
continuous atomic dynamics in the presence of a pulse,
the atomic state can be modeled as
|ψ(t, τ)〉 =
|ψ0〉, t < 0,
Vˆ (t)Uˆpu(Ipu)|ψ0〉, 0 < t < τ,
Vˆ (t− τ)Uˆpr(Ipr)Vˆ (τ)Uˆpu(Ipu)|ψ0〉, t > τ,
(30)
with |ψ0〉 = |1〉. By neglecting fast oscillating terms ap-
pearing in the resulting single-particle absorption spec-
trum (16) at frequencies ω ≈ ωk1, the time-delay-average
pump-probe spectrum can be written in terms of the ma-
trix elements of the interaction operators Uˆpu(Ipu) and
Uˆpr(Ipr) as
Spupr(ω, τ) ∝ − ω
Kpr
Im
[ 3∑
k=2
D∗1k
i(ω − ωk1) + γk2
× (Upr,11U∗pr,k1|Upu,11|2
+ Upr,12U
∗
pr,k2|Upu,21|2 e−γ2τ
+ Upr,12U
∗
pr,k3Upu,21 U
∗
pu,31 e
iω32τ e−
γ2+γ3
2 τ
+ Upr,13U
∗
pr,k2Upu,31 U
∗
pu,21 e
−iω32τ e−
γ2+γ3
2 τ
+ Upr,13U
∗
pr,k3|Upu,31|2 e−γ3τ
)]
.
(31)
III. RESULTS AND DISCUSSION
A. Transient-absorption spectra for intense probe
and pump pulses
Here, we apply our three-level model to study Rb
atoms excited by intense femtosecond probe and pump
pulses. Simulated time-delay dependent transient-
absorption spectra, obtained by numerically solving
Eq. (11) and then using this solution in Eqs. (16) and
(17), are displayed in Fig. 4 for representative values of
pump- and probe-pulse intensities and for a laser fre-
quency of ωL = 1.59 eV. For all sets of intensities investi-
gated, two absorption lines can be distinguished, respec-
tively centered on the transition energies ω21 = 1.56 eV
and ω31 = 1.59 eV. The shape and amplitude of these
lines is modulated as a function of time delay, featuring
oscillations whose period of 2pi/ω32 = 140 fs is given by
the beating frequency ω32. This is stressed by the black
lines, showing the spectra evaluated at the two transition
energies ω21 and ω31 as a function of τ .
Figures 4(a), 4(b), and 4(c) show transient-absorption
spectra for a weak pump intensity of Ipu = 1×109 W/cm2
and three different values of probe intensity. Firstly, we
notice that the amplitude of the time-delay-dependent os-
cillations displayed by the spectra is very small for these
weak values of the pump intensity. The shape and ampli-
tude of the absorption lines remain almost completely un-
changed throughout the range of τ displayed, with no sig-
nificant features distinguishing between positive and neg-
ative time delays. By modifying the probe intensity, we
notice a variation in the strength of the lines, going from
absorption for a weak intensity of Ipr = 1 × 109 W/cm2
to emission at higher values of intensity.
When higher values of pump-pulse intensity are em-
ployed, clear time-delay-dependent features can be dis-
tinguished. The amplitude and the phase of these oscil-
lations in τ varies differently, for positive and negative
time delays, as a function of pump and probe intensi-
ties. Figures 4(a), 4(d), and 4(g) show spectra evalu-
ated for a weak probe intensity of Ipr = 1 × 109 W/cm2
and increasing values of Ipu. For intermediate values of
the pump-pulse intensity (Ipu = 1 × 1010 W/cm2) and
for both positive and negative time delays, the phase of
the exhibited time-delay-dependent spectra is the same
for the two transition energies, as evinced by the red
dashed lines which highlight the position of the minima
of S(ω21, τ) and S(ω31, τ). However, as already discussed
in Ref. [26], a shift can be recognized for a higher pump
intensity of Ipu = 2.8 × 1010 W/cm2: while the spectra
evaluated at ω21 and ω31 shift in opposite directions for
τ < 0 as a clear and distinguishable signature of the onset
of strong-field effects, a common shift in the same direc-
tion takes place at τ > 0 when the pump-pulse intensity
is increased.
Recognizing these strong-field-induced features and
understanding them in terms of intensity-dependent
atomic phases becomes more complex when a probe pulse
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Figure 4. Absorption spectra for laser frequencies of ωL = 1.59 eV, pump intensities of [(a), (b), (c)] Ipu = 1 × 109W/cm2,
[(d), (e), (f)] Ipu = 1 × 1010W/cm2, and [(g), (h), (i)] Ipu = 2.8 × 1010W/cm2, and probe intensities of [(a), (d), (g)]
Ipr = 1 × 109W/cm2, [(b), (e), (h)] Ipr = 1 × 1010W/cm2, and [(c), (f), (i)] Ipu = 2.8 × 1010W/cm2. In each panel, the top
(bottom) black lines represent the absorption spectra evaluated at the transition energy ω31 (ω21) in arbitrary units. All black
lines are on the same scale, with the 0 aligned on the corresponding transition energy. The red dashed lines correspond to local
minima of the spectra evaluated at ω = ω21 and ω = ω31.
is used which is not sufficiently weak. This appears
clearly when one compares Figs. 4(d), 4(e), and 4(f),
where results are shown for an intermediately strong
pump pulse and different values of the probe intensity.
Both at positive and negative time delays, absorption
lines evaluated at ω21 and ω31 feature a shift in opposite
directions, which becomes larger at high probe intensi-
ties. Similarly, spectra displayed in Figs. 4(g), 4(h), and
4(i) for a pump intensity of Ipu = 2.8×1010 W/cm2 show
that a probe-pulse-induced shift of the spectra evaluated
at ω21 and ω31 arises for growing values of Ipr: at negative
time delays, this enlarges the already existent shift due
to the strong pump pulse; for positive time delays, where
the increase in Ipu causes an aligned, common shift of
S(ω21, τ) and S(ω31, τ), the presence of an intense probe
pulse is reflected in additional shifts, analogous to those
already recognized for Ipu = 1× 1010 W/cm2.
It should be noticed that the spectra in Figs. 4(a), 4(e),
and 4(i) are calculated for equal pump- and probe-pulse
intensities. The dynamics of the system are, therefore,
perfectly symmetric with respect to τ , and the system
features the same time evolution when equally delayed
pump and probe pulses are used, independent of their
arriving order. Nevertheless, the spectra exhibited in the
above listed figures are clearly not symmetric with re-
spect to τ , and different amplitudes and phases of the
time-delay-dependent features of S(ω, τ) can be recog-
nized at τ > 0 or τ < 0, in spite of identical underlying
dynamics. This can be understood by noticing that the
spectrum arises from the interference between the elec-
tric dipole response of the atomic system with the probe
pulse: even when the quantum dynamics are identical,
the spectrum still reveals how these influence the first-
(second-)arriving probe pulse for τ < 0 (τ > 0). This is
also evident from the definition of the absorption spec-
trum (16), where the Fourier transform is always centered
on the central time τ of the probe pulse, and then from
the analytic models in Eqs. (29) and (31), respectively
describing time-delay-averaged probe-pump and pump-
probe spectra from a noncollinear geometry. Even when
identical pump and probe pulses are used (Uˆpr = Uˆpu),
the spectra evaluated at positive and negative time delays
are determined by different interaction-operator matrix
elements and hence differ.
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Figure 5. Probe-pump transient-absorption spectra evaluated
as a function of frequency at two different time delays τ21
(blue, continuous) and τ31 (red, dashed), for laser frequencies
of ωL = 1.59 eV, pump intensities of [(a), (b), (c)] Ipu =
1×1010W/cm2 and [(d), (e), (f)] Ipu = 2.8×1010W/cm2, and
probe intensities of [(a), (d)] Ipr = 1 × 109W/cm2, [(b), (e)]
Ipr = 1× 1010W/cm2, and [(c), (f)] Ipr = 2.8× 1010W/cm2.
For each panel, the time delay τ21 (τ31) at which the spectrum
is evaluated is associated with the local-minimum point of
S(ω21, τ) [S(ω31, τ)] highlighted in Fig. 4 by a red, dashed
line for τ < 0.
In the previous discussion we have focused on the time-
delay-dependent properties of the spectra S(ωk1, τ), eval-
uated at the transition energies ωk1. However, the iden-
tification of ω21 and ω31 may not be straightforward
experimentally, affecting the properties of the observed
time-delay-dependent features and the quantification of
the associated phases. In order to better discuss this
point and describe the line-shape changes ensuing from
the presence of intense pump and probe pulses, in Figs. 5
and 6, for a probe-pump and pump-probe setup, respec-
tively, we present transient-absorption spectra S(ω, τk1),
k ∈ {2, 3}, evaluated as a function of frequency for fixed
values of the time delay, τ21 and τ31. Here, the time
delay τ21 (τ31) is the one for which S(ω21, τ) [S(ω31, τ)]
has a local minimum, as identified in Fig. 4 by the red,
dashed lines. The pictures show that the identified local-
minimum points are not necessarily associated with emis-
sion peaks pointing downwards. Furthermore, for nega-
tive time delays, where additional frequency modulations
appear as shown in Figs. 4 and 5, one has to disentan-
gle the behavior of the peaks centered on ωk1 from the
remaining modulations appearing as a function of fre-
quency. Nevertheless, all panels confirm that it is possi-
ble to isolate the time-delay-dependent behavior of this
central peak and, thereby, identify the particular time
delay at which this is minimal.
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Figure 6. Pump-probe transient-absorption spectra evaluated
as a function of frequency at two different time delays τ21
(blue, continuous) and τ31 (red, dashed), for the same pa-
rameters used in Fig. 5. For each panel, the time delay τ21
(τ31) at which the spectrum is evaluated is associated with
the local-minimum point of S(ω21, τ) [S(ω31, τ)] highlighted
in Fig. 4 by a red, dashed line for τ > 0.
Encouraged by the results displayed in Figs. 5 and 6, in
the following we focus on S(ωk1, τ) and the corresponding
time-delay-dependent oscillations in order to draw con-
clusions about strong-field-induced atomic phases. Fig-
ure 7 shows the amplitude of the numerically calculated
spectra S(ω21, τ) and S(ω31, τ) as a function of probe-
pulse intensity for two different values of Ipu. The shifts
in the phase of the time-delay-dependent spectra is here
clearly apparent. For τ > 0 or τ < 0, the effect of the
intense pump and probe pulses appears in the spectrum
as independent pump- and probe-induced phase shifts.
In the following, in order to investigate this point fur-
ther and identify how atomic phase changes are encoded
in transient-absorption spectra, we interpret our results
in terms of the interaction operators introduced in Sub-
sec. II C.
B. Interpretation of pump- and
probe-pulse-induced phases in terms of
interaction-operator matrix elements
Here, we use Eqs. (29) and (31) in order to interpret the
numerically calculated transient-absorption spectra pre-
sented in Subsec. IIIA in terms of interaction-operator
matrix elements. In particular, we focus on the phase
of the time-delay-dependent oscillations exhibited by
S(ω21, τ) and S(ω31, τ) [Fig. 7], and show how these can
be understood via the strong-field-induced atomic phases
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Figure 7. Absorption spectra evaluated at [(a), (b)] ω21 and [(c), (d)] ω31 as a function of probe intensity and time delay,
for a laser frequency of ωL = 1.59 eV and at fixed pump intensities of [(a), (c)] Ipu = 1 × 1010W/cm2 and [(b), (d)] Ipu =
2.8 × 1010W/cm2. The red dashed lines correspond to the local-minimum points (as a function of probe-pulse intensity) of
S(ω21, τ) or S(ω31, τ).
quantified in Uˆpu and Uˆpr. For both a probe-pump and a
pump-probe setup, we develop analytical interpretation
models, calculate Uˆpu and Uˆpr with Eqs. (20) and (23),
and then use these interpretation models to understand
the phase features displayed by the transient-absorption
spectra in Figs. 4 and 7. Finally, we further investigate
the dependence of the phases extractable from transient-
absorption spectra upon the laser frequency of the pump
and probe pulses.
1. Probe-pump setup
Firstly, we focus on the probe-pump interpretation
model given by Eq. (29), aiming at better understand-
ing the properties of the spectrum evaluated at ω = ωk1.
For interpretation purposes, since ω32  γk, we are al-
lowed to neglect in first approximation the term propor-
tional to D∗1k′/(iωkk′ + γk/2), with k
′ ∈ {2, 3}, k′ 6= k,
ωkk′ = ±ω32, thus obtaining
Sprpu(ωk1, τ) ∝ − ω
Kpr
Im
{
2
D∗1k
γk
× [Upr,11U∗pr,k1(1− e γk2 τ )
+ Upu,11U
∗
pu,kkUpr,11U
∗
pr,k1e
γk
2 τ
+ Upu,11U
∗
pu,kk′Upr,11U
∗
pr,k′1e
iωkk′τe
γ
k′
2 τ
]}
.
(32)
The only term which displays oscillations as a function
of τ is given by
S˜prpu(ωk1, τ) ∝ −2 ω
Kpr
D1k
γk
e
γ
k′
2 τ Im
(
Ypu,k Ypr,k e
iωkk′τ
)
,
(33)
with
Ypr,k = Upr,11U
∗
pr,k′1,
Ypu,k = Upu,11U
∗
pu,kk′ ,
(34)
and where we have used explicitly the fact that, for our
atomic implementation with Rb atoms, the projections
D1k of the dipole-moment matrix elements D1k along
9the pulse polarization axis eˆz are real. We can more
explicitly write
S˜prpu(ω21, τ) ∝ −2 ω
Kpr
D12
γ2
e
γ3
2 τ |Ypu,2| |Ypr,2|
× Im{e−i[ω32τ−arg (Ypu,2)−arg (Ypr,2)]}
= −2 ω
Kpr
D12
γ2
e
γ3
2 τ |Ypu,2| |Ypr,2|
× sin [ω32τ − arg (Ypu,2)− pi − arg (Ypr,2)]
(35)
and
S˜prpu(ω31, τ) ∝ −2 ω
Kpr
D13
γ3
e
γ2
2 τ |Ypu,3| |Ypr,3|
× Im{ei[ω32τ+arg (Ypu,3)+arg (Ypr,3)]}
= −2 ω
Kpr
D13
γ3
e
γ2
2 τ |Ypu,3| |Ypr,3|
× sin [ω32τ + arg (Ypu,3) + arg (Ypr,3)].
(36)
With
Ypr,2 = Upr,11U
∗
pr,31,
Ypr,3 = Upr,11U
∗
pr,21,
Ypu,2 = Upu,11U
∗
pu,23,
Ypu,3 = Upu,11U
∗
pu,32,
(37)
and the phases
ϕpr,2 = −pi − arg (Upr,11U∗pr,31),
ϕpr,3 = arg (Upr,11U
∗
pr,21),
ϕpu,2 = − arg (Upu,11U∗pu,23),
ϕpu,3 = arg (Upu,11U
∗
pu,32),
(38)
this reduces to
S˜prpu(ω21, τ) = −2 ω
Kpr
D12
γ2
e
γ3
2 τ |Ypu,2| |Ypr,2|
× sin [ω32τ + ϕpr,2 + ϕpu,2]
(39)
and
S˜prpu(ω31, τ) = −2 ω
Kpr
D13
γ3
e
γ2
2 τ |Ypu,3| |Ypr,3|
× sin [ω32τ + ϕpr,3 + ϕpu,3].
(40)
The intensity-dependent position of the minima of
S(ωk1, τ) for τ < 0, shown in Fig. 7 by the red dashed
lines at negative time delays, can hence be quantified via
Eqs. (39) and (40) in terms of ϕpr,k and ϕpu,k. The sine
functions appearing therein have local minima, respec-
tively centered around
τ21 = τ0 − (ϕpr,2 + ϕpu,2)
ω32
, for ω = ω21, τ < 0,
τ31 = τ0 − (ϕpr,3 + ϕpu,3)
ω32
, for ω = ω31, τ < 0,
(41)
with the additive offset τ0 = −9pi/(2ω32). For real, posi-
tive dipole-moment matrix elements D1k, and hence real
positive pulse areas ϑk, the intensity-dependent variables
Ypr,k and Ypu,k can be explicitly written in the case of
weak pulses via Eq. (27) as
Y weakpr,2 = −i
ϑ3
2
,
Y weakpr,3 = −i
ϑ2
2
,
Y weakpu,2 = −ϑ2ϑ3,
Y weakpu,3 = −ϑ2ϑ3,
(42)
along with the associated phases
ϕweakpr,2 = −pi/2,
ϕweakpr,3 = −pi/2,
ϕweakpu,2 = ±pi,
ϕweakpu,3 = ∓pi.
(43)
For low intensities, the effect of the probe pulse is lin-
early proportional to the pulse areas ϑk and, there-
fore, of first order in the amplitude of the electric field,
whereas the action of the pump pulse depends on the
product of ϑ2ϑ3 and is hence of second order. This ex-
plains the small, almost vanishing amplitude of the time-
delay-dependent oscillations displayed for τ < 0 by the
transient-absorption spectra in Figs. 4(a), 4(b), and 4(c),
for a small pump-pulse intensity of Ipu = 1×109 W/cm2.
In Figs. 8(a) and 8(b), the total phases [ϕpr,2+ϕpu,2−
(ϕweakpr,2 + ϕ
weak
pu,2 )] and [ϕpr,3 + ϕpu,3 − (ϕweakpr,3 + ϕweakpu,3 )]
[Eqs. (38) and (43) after numerical calculation of Uˆpr
and Uˆpu via Eqs. (20) and (23)] are exhibited, as a func-
tion of Ipr and for a discrete set of values of Ipu. The
very good agreement between the intensity dependence
of these phases and the shift displayed by the time-delay-
dependent features of S(ω21, τ) and S(ω31, τ) [Fig. 7 and
Figs. 8(c) and 8(d) at negative time delays] confirms the
validity of our analytical interpretation model and in par-
ticular of Eq. (41). The shift in the phases [Figs. 8(a)
and 8(b)] is reflected by an oppositely directed shift in
the local-minimum points [Figs. 8(c) and 8(d)] as a func-
tion of Ipr and Ipu, as expected from the minus sign in
Eq. (41).
In order to understand the physics underlying the
phase shifts ϕpr,k appearing in the spectrum, we can use
the schematic illustration of Uˆ(I) in Fig. 3 to clarify the
meaning of the terms appearing in Eqs. (37) and (38).
The associated terms Ypr,k = Upr,11U∗pr,k′1, k
′ 6= k, are
the coherences (in amplitude and phase) generated by
the first-arriving probe pulse acting on the ground state.
The shift displayed by S(ωk1, τ) is therefore related to the
phase of these strong-field-induced coherences. The dif-
ferent sign appearing in the definition of ϕpr,2 and ϕpr,3
also explains why the time-delay-dependent oscillations
of S(ω21, τ) and S(ω31, τ) shift in opposite directions for
increasing probe-pulse intensities [Fig. 8(c) and 8(d)].
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Figure 8. Correspondence between strong-field-induced atomic phases and time-delay-dependent oscillations of the transient-
absorption spectra for a laser frequency of ωL = 1.59 eV. [(c), (d)] Time delays (as a function of probe pulse intensity) associated
with minima in the absorption spectra (c) S(ω21, τ) and (d) S(ω31, τ) for both positive and negative time delays; [(a), (b)]
associated total phases for a probe-pump setup (a) [ϕpr,2+ϕpu,2−(ϕweakpr,2 +ϕweakpu,2 )] and (b) [ϕpr,3+ϕpu,3−(ϕweakpr,3 +ϕweakpu,3 )]; and
[(e), (f)] associated total phases for a pump-probe setup (e) [ψpr,2+ψpu−(ψweakpr,2 +ψweakpu )] and (f) [ψpr,3+ψpu−(ψweakpr,3 +ψweakpu )].
In all panels, curves are displayed for pump intensities of Ipu = 1 × 109W/cm2 (blue continuous line), Ipu = 1 × 1010W/cm2
(orange dashed line), Ipu = 1.9× 1010W/cm2 (green dotted line), and Ipu = 2.8× 1010W/cm2 (red dashed-dotted line).
The second-arriving intense pump pulse nonlinearly
modifies an already existent superposition of excited
states. The shifts ϕpu,2 and ϕpu,3 in the oscillating
features of S(ω21, τ) and S(ω31, τ), respectively, quan-
tify the changes in the atomic phases induced by the
pump pulse. This can be recognized via inspection
of the associated interaction-operator matrix elements,
Ypu,k = Upu,11U
∗
pu,kk′ , k
′ 6= k [Eqs. (37) and (38)], which
describe how the pump pulse transforms an initial coher-
ence between ground state and excited state |k′〉 into a
final coherence between ground state and excited state
|k〉 (see also the schematic illustration in Fig. 3). The
ensuing phase change determines the shift appearing in
the oscillating features of the transient-absorption spec-
trum. Also in this case, the shift in opposite directions
displayed by S(ω21, τ) and S(ω31, τ) for rising values of
Ipu [Fig. 8(c) and 8(d)] is a consequence of the oppo-
site sign with which ϕpu,2 and ϕpu,3 are related to the
interaction-operator matrix elements [Eq. (38)].
2. Pump-probe setup
Here, we focus on the positive-time-delay part of the
spectrum, and use the associated interpretation model
given by Eq. (31) in order to better understand the prop-
erties of the spectra evaluated at ω = ωk1. For this pur-
pose, as already performed in the previous part, we can
neglect terms given by D∗1k′/(iωkk′ + γk′/2) in Eq. (31),
and thus identify those contributions which are respon-
sible for the oscillations exhibited by the spectrum as a
function of τ :
S˜pupr(ωk1, τ) ∝ −2 ω
Kpr
D1k
γk
e−
γ2+γ3
2 τ
× Im(Upr,12U∗pr,k3Upu,21U∗pu,31 eiω32τ
+ Upr,13U
∗
pr,k2Upu,31U
∗
pu,21 e
−iω32τ).
(44)
Also in this case, we have used explicitly the fact that the
dipole-moment matrix elements D1k are real. By intro-
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ducing the intensity-dependent pump and probe variables
Zpu = Upu,21U
∗
pu,31,
Apr,k = Upr,12U
∗
pr,k3,
Bpr,k = Upr,13U
∗
pr,k2,
(45)
we can write Eq. (44) as
S˜pupr(ωk1, τ) ∝ −2 ω
Kpr
D1k
γk
e−
γ2+γ3
2 τ
× Im(Apr,k Zpu eiω32τ +Bpr,k Z∗pu e−iω32τ), (46)
and observe that the pump pulse equally acts on both
terms of the above sums, resulting in a phase shift
ψpu = arg (Zpu) = arg (Upu,21U
∗
pu,31). (47)
Furthermore, since Im(z) = − Im(z∗), we have that
Im{Bpr,k Z∗pu eiω32τ} = − Im{B∗pr,k Zpu eiω32τ}, and
hence
S˜pupr(ωk1, τ) ∝ −2 ω
Kpr
D1k
γk
e−
γ2+γ3
2 τ |Zpu|
× Im[(Apr,k −B∗pr,k) ei(ω32τ+ψpu)]. (48)
By further introducing the phases
ψpr,2 = arg (Apr,2 −B∗pr,2)
= arg (Upr,12U
∗
pr,23 − Upr,22U∗pr,13),
ψpr,3 = arg (Apr,3 −B∗pr,3)
= arg (Upr,12U
∗
pr,33 − Upr,32U∗pr,13),
(49)
the spectrum can be written as
S˜pupr(ωk1, τ) ∝ −2 ω
Kpr
D1k
γk
e−
γ2+γ3
2 τ |Zpu| |Apr,k −B∗pr,k|
× sin (ω32τ + ψpu + ψpr,k).
(50)
This implies that the intensity-dependent positions of
the minima of S(ωk1, τ), shown in Fig. 7 by the red
dashed lines at positive time delays, can be quantified
via Eq. (50) in terms of ψpu and ψpr,k. The sine func-
tions appearing therein have local minima respectively
centered around
τ21 = τ0 − (ψpu + ψpr,2)
ω32
, for ω = ω21, τ > 0,
τ31 = τ0 − (ψpu + ψpr,3)
ω32
, for ω = ω31, τ > 0,
(51)
with the additive offset τ0 = 7pi/(2ω32). For real, posi-
tive dipole-moment matrix elements D1k, and hence real
positive pulse areas ϑk, the intensity-dependent variables
Zpu and |Apr,k − B∗pr,k| can be explicitly written in the
case of weak pulses via Eq. (27) as
Zweakpu =
ϑ2ϑ3
4
,
Aweakpr,2 − (Bweakpr,2 )∗ = i
ϑ3
2
,
Aweakpr,3 − (Bweakpr,3 )∗ = i
ϑ2
2
,
(52)
along with the associated phases
ψweakpu = 0,
ψweakpr,2 = pi/2,
ψweakpr,3 = pi/2.
(53)
Also in a pump-probe setup, the effect of a weak probe
pulse is linearly proportional to the pulse areas ϑk and,
therefore, of first order in the amplitude of the electric
field. The action of a weak pump pulse depends on the
product of ϑ2ϑ3 and is hence of second order. Also in this
case, this explains the small, almost vanishing amplitude
of the time-delay-dependent oscillations displayed for τ >
0 by the transient-absorption spectra in Figs. 4(a), 4(b),
and 4(c), for a small pump-pulse intensity of Ipu = 1 ×
109 W/cm2.
Figures 8(e) and 8(f) display the total phases [ψpu +
ψpr,2−(ψweakpu +ψweakpr,2 )] and [ψpu+ψpr,3−(ψweakpu +ψweakpr,3 )]
[Eqs. (47), (49), and (53), after numerical calculation of
Uˆpr and Uˆpu via Eqs. (20) and (23)] as a function of
Ipr and for different values of the pump-pulse intensity
Ipu. The dependence of these phases on pulse intensities
matches that exhibited by the time-delay-dependent fea-
tures of S(ω21, τ) and S(ω31, τ) in Fig. 7 and in Figs. 8(c)
and 8(d) at positive time delays, confirming the validity
of Eq. (51) for the interpretation of the phase of the oscil-
lating features displayed by transient-absorption spectra.
Also in this case, the minus sign in Eq. (51) results in a
shift in the local-minimum points in Figs. 8(c) and 8(d)
in a direction which is opposite to the change in phase
exhibited by Figs. 8(e) and 8(f).
In contrast to the previously discussed probe-pump
case, here, the first arriving pump pulse equally influ-
ences the shift in the spectra evaluated at ω21 and ω31.
This could already be observed in Figs. 4 and 7, and is
now confirmed by Eq. (51). The same phase ψpu equally
affects both spectra, with a common shift which quanti-
fies the phase difference between excited states generated
by the first-arriving pump pulse. This is apparent by the
definition of ψpu [Eq. (47)] and of the associated term
Zpu = Upu,21U
∗
pu,31 [Eq. (45)], which represents the co-
herence between excited states |2〉 and |3〉 resulting from
the interaction with the pump pulse, as schematically il-
lustrated in Fig. 3.
Quantifying the shift in the spectra induced by the
second-arriving probe pulse is more complex. In a pump-
probe setup, the probe pulse modifies the state excited
by the first-arriving pump pulse, inducing atomic phase
changes which are encoded in the spectrum. However, in
this case, the phases ψpr,k [Eq. (49)] of the time-delay-
dependent oscillations of S(ωk1, τ) are due to a sum of
terms [(Apr,k − B∗pr,k) from Eq. (45)]. As a result, the
phases ψpr,k, and hence the corresponding phase shifts
featured by the spectra, are not only determined by the
phases of the corresponding interaction-operator matrix
elements (Upr,12Upr,k3 and Upr,13Upr,k2), but also by their
amplitudes. The definition of the interaction operator
Uˆ(I) allows one to see that Apr,k and B∗pr,k describe how
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the probe pulse transforms an initial coherence between
the excited states |2〉 and |3〉 into a coherence between
ground state and excited state |k〉 (see also the schematic
illustration in Fig. 3). Amplitude and phase of these
interaction-operator matrix elements both enter the def-
inition of ψpr,k and are hence encoded in intensity- and
time-delay-dependent transient-absorption spectra.
3. Dependence on laser frequency
Since we confirmed in the previous subsections the
validity of Eqs. (41) and (51) for the interpretation
of transient-absorption spectra in terms of pump- and
probe-pulse-generated phases, here we focus on the pre-
viously introduced phases ϕpr,k, ϕpu,k, ψpu, and ψpr,k,
and investigate their dependence upon the frequency of
the laser. Also in this case, this is achieved by us-
ing Eqs. (38), (43), (47), (49), and (53), after having
numerically calculated Uˆpr and Uˆpu via Eqs. (20) and
(23). However, while we assumed in the previous sec-
tions that both pump and probe pulses were character-
ized by a laser frequency ωL = 1.59 eV, we display here
intensity-dependent results for 5 discrete values of laser
frequency, equally spaced between ωL = ω21 = 1.56 eV
and ωL = ω31 = 1.59 eV.
In Figs. 9 and 10, we focus on a probe-pump setup
and display the phases induced by the probe and pump
pulses, respectively, as a function of their intensity
and for different laser frequencies. Figure 9(a) shows
the phase (ϕpr,2 − ϕweakpr,2 ) which determines the probe-
intensity-dependent shift featured by the absorption
spectra S(ω21, τ) evaluated at ω21. These phases are re-
lated to the argument of Ypr,2 [Fig. 9(b) and Eq. (37)],
which represents the coherence between states |1〉 and |3〉
generated by the first-arriving probe pulse. At low in-
tensities, all curves are characterized by negative, purely
imaginary values of Ypr,2, in agreement with Eq. (42).
The laser frequency influences the path followed by Ypr,2
at increasing intensities, and whether this will move to-
wards regions characterized by positive or negative real
parts. This influences the behavior of the phases in
Fig. 9(a) as well, deciding whether the shift is towards
values of ϕpr,2 larger or smaller than the weak-limit value.
Similarly, the behavior of Ypr,3 displayed in Fig. 9(d) de-
termines the intensity-dependent shift (ϕpr,3−ϕweakpr,3 ) fea-
tured by the absorption spectra S(ω31, τ) evaluated at
ω31. Here, Ypr,3 is the coherence between states |1〉 and
|3〉 generated by the first-arriving probe pulse. Also in
this case, weak intensities correspond to negative, purely
imaginary values of Ypr,3, agreeing with Eq. (37). A dif-
ferent dependence of Ypr,3 on probe-pulse intensities is
featured for different values of the laser frequency, analo-
gously influencing the intensity-dependent shift ϕpr,3 ex-
hibited by Fig. 9(c).
Figure 10 shows the additional phase shift owing to
a strong pump pulse as a function of its intensity. The
(amplitude and phase) changes resulting from the inter-
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Figure 9. Probe-pulse-induced phases in a probe-pump setup
as a function of probe-pulse intensity and for ωL = 1.560 eV
(blue continuous line), ωL = 1.567 eV (orange dashed line),
ωL = 1.575 eV (green dotted line), ωL = 1.582 eV (red
dashed-dotted line), ωL = 1.590 eV (brown dashed-double-
dotted line). The panels display (a) (ϕpr,2 − ϕweakpr,2 ) and (c)
(ϕpr,3 −ϕweakpr,3 ), with the real and imaginary parts of the cor-
responding complex numbers (b) Ypr,2 and (d) Ypr,3.
action with the pump pulse are encoded in the complex
numbers Ypu,2 and Ypu,3, whose dependence on intensity
and laser frequency is shown in Figs. 10(b) and 10(d),
respectively. As noticed in Eq. (42), Ypu,k are of second
order in the pulse area ϑ for weak values of the pulse in-
tensity. As a result, for small pulse intensities, Ypu,2 and
Ypu,3 tend to vanishing values for all considered laser fre-
quencies. The associated atomic-phase change results in
the phase shifts displayed in Figs. 10(a) and 10(c). For
all considered laser frequencies, ϕpu,2 and ϕpu,3 evolve
in opposite directions for increasing values of the pump-
pulse intensity.
In Figs. 11 and 12 we consider a pump-probe setup and
focus on the phases induced by probe and pump pulses,
respectively, as a function of their intensity and for differ-
ent laser frequencies. The phase (ψpr,2−ψweakpr,2 ), defining
the intensity-dependent shift of S(ω21, τ), is shown in
Fig. 11(a). Also in this case, the displayed dependence
upon intensity and laser frequency can be better under-
stood by referring to the complex numbers (Apr,2−B∗pr,2)
[Eq. (45)], displayed in Fig. 11(b). As discussed previ-
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Figure 10. Pump-pulse-induced phases in a probe-pump setup
as a function of pump-pulse intensity and for the same laser
frequencies employed in Fig. 9. The panels display (a) (ϕpu,2−
ϕweakpu,2 ) and (c) (ϕpu,3 − ϕweakpu,3 ), with the real and imaginary
parts of the corresponding complex numbers (b) Ypu,2 and (d)
Ypu,3.
ously, these complex numbers are related to the transfor-
mation induced by the second arriving-probe pulse, quan-
tifying how an initial coherence between states |2〉 and |3〉
is transformed into coherence between |1〉 and |2〉. At low
intensities, all curves tend to positive, purely imaginary
values of (Apr,2−B∗pr,2), in agreement with Eq. (52). The
path followed by (Apr,2 −B∗pr,2) at increasing intensities
depends on the laser frequency, and reveals interesting
features about the intensity dependence of (ψpr,2−ψweakpr,2 )
shown in Fig. 11(a). For example, one can notice how rel-
atively similar values of (Apr,2−B∗pr,2), such as those dis-
played by the green, red, and brown curves in Fig. 11(b),
can lead to a very different behavior of the correspond-
ing phases [Fig. 11(a)]. This is due to the fact that the
amplitude of (Apr,2 − B∗pr,2) is very close to vanish for
all three considered curves. A small change in the actu-
ally followed path can therefore lead to a completely op-
positely directed shift in the corresponding phase. The
phases (ψpr,3 − ψweakpr,3 ) shown in Fig. 11(c), determin-
ing the intensity-dependent shift of S(ω31, τ), display a
more regular dependence upon intensity and laser fre-
quency. This is essentially related to the fact that the
corresponding complex numbers (Apr,3 − B∗pr,3) do not
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Figure 11. Probe-pulse-induced phases in a pump-probe
setup as a function of probe-pulse intensity and for the same
laser frequencies employed in Fig. 9. The panels display (a)
(ψpr,2 − ψweakpr,2 ) and (c) (ψpr,2 − ψweakpr,2 ), with the real and
imaginary parts of the corresponding complex numbers (b)
(Apr,2 −B∗pr,2) and (d) (Apr,3 −B∗pr,3).
approach vanishing values for the range of intensities and
laser frequencies considered, as exhibited by Fig. 11(d).
The complex numbers (Apr,3 − B∗pr,3) [Eq. (45)] quan-
tify how an initial coherence between states |2〉 and |3〉 is
transformed into coherence between |1〉 and |3〉 and, at
low intensities, tend to positive, purely imaginary values
[Fig. 11(d)], in agreement with Eq. (52).
Finally, Fig. 12 shows the pump-pulse-induced phase
shift (ψpu − ψweakpu ) which equally affects the oscillations
of S(ω21, τ) and S(ω31, τ), as described in Eq. (51) for
positive time delays. The associated complex numbers
Zpu, quantifying the coherence between excited states
generated by the first-arriving pump pulse, are exhibited
in Fig. 12(b), displaying a small dependence on the laser
frequency ωL. This is reflected in the associated phases,
shown in Fig. 12(a). We notice that Zpu tends to 0 for
small intensities, being of second order in the pulse area
ϑ as predicted by Eq. (52). For increasing values of the
intensity, however, we can see that Zpu is characterized
by values very close to the real axis, in agreement with
the prediction of a vanishing weak-limit phase ψweakpu = 0
[Eq. (53)].
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Figure 12. Pump-pulse-induced phases in a pump-probe
setup as a function of pump-pulse intensity and for the same
laser frequencies employed in Fig. 9. The panels display (a)
(ψpu − ψweakpu ) and (b) the real and imaginary parts of the
corresponding complex number Zpu.
IV. CONCLUSION
In conclusion, we have investigated the interaction
of a sample of Rb atoms, modeled as a V -type three-
level system, with intense probe and pump pulses sepa-
rated by a positive or negative time delay in a transient-
absorption-spectroscopy setup. The three-level model
was used to describe the evolution of the atomic system
and, thereby, to numerically simulate experimental time-
delay- and pulse-intensity-dependent spectra. We devel-
oped an analytical interpretation model, which we used
to connect the time-delay-dependent oscillations featured
by the spectra with the pump- and probe-pulse-induced
quantum phases of the atomic system. Thereby, we
showed which strong-field information on atomic phases
can be extracted from transient-absorption spectra, when
intense probe and pump pulses are employed. We also
studied the dependence of strong-field-generated atomic
phases on the frequency of the utilized laser pulses.
Further studies could include a more thorough analyt-
ical and theoretical description of the frequency depen-
dence of the phases, as well as an atomic-system descrip-
tion going beyond the three-level model employed here.
For high densities or long media, it could be important
to further investigate how propagation effects can be in-
cluded in our interpretation models.
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