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When two macromolecules come very near in a fluid, the molecules that surround them, having
finite volume, are less likely to get in between. This leads to a pressure difference manifesting
as an entropic attraction, called depletion force. Here we calculate the density profile of liquid
molecules surrounding a disordered linear macromolecule, and analytically determine the position
dependence of the depletion force between two such molecules. We then verify our formulas with
realistic molecular dynamics simulations. Our result can be regarded as an extension of the classical
Asakura-Oosawa formula.
Objects immersed or dissolved in a liquid will experi-
ence an emergent attractive force, as the liquid molecules,
having finite volume, cannot squeeze between them [1].
Put another way, it is entropically favorable for the ob-
jects to be close, since each have surrounding volumes
unavailable to the liquid molecules; and when objects
approach to the extent that these volumes overlap, the
molecules have more volume to explore [2, 3]. Thus ob-
jects are more likely to be near each other, as if they
attract. This entropic force is called “depletion”.
Since the seminal papers of Asakura and Oosawa, de-
pletion forces has had far reaching implications from
molecular physics [4–8] and biochemistry [9–11], to high
energy physics [12–16]. It has even been suggested that
gravity [17–20] and the Coulomb force [21] might stem
from depletion. So far, depletion forces between plates
immersed in rods [22, 23] or spherocylinders [24], forces
between colloids [25], semiflexible chains [26], sphero-
cylinders [27], and ellipsoids [28, 29] immersed in col-
loids, and forces between colloids immersed in polymer
[30] have been established. Forces mediated by mixtures
of two types of particles have also been studied [31].
While depletion forces always originate from disor-
dered arrangements of a solvent, the objects experiencing
the force themselves have always been chosen by authors
to be orderly geometric shapes, such as planes, cylinders
and spheres. In this work, we study for the first time,
the depletion forces between two disordered objects. We
analytically derive the depletion force between two linear
disordered macromolecules.
Specifically, we first solve for the depleted liquid den-
sity profile surrounding a disordered granular chain, then
calculate the free energy and associated entropic force be-
tween two such chains, and lastly, we verify both results
with realistic molecular dynamics simulations.
A granular chain is a linear arrangement of hard
spheres [32], similar to a necklace. Their equilibrium [33–
35] transport [36–42] and diffusion [43] properties provide
insights into the physics of polymers [44] and biologi-
cal macromolecules [45, 46]. Decoration and tapering
[47, 48], interfaces [49, 50], impurities [51–53], disorder
and quasiperiodicity [51–54] are also of interest.
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FIG. 1. Notation and problem setup. (A): For a given
distance r from the central axis of the chain, if a launched
disk is to make it to a point where it is at a height r above
the axis, its path must not lead it through excluded regions.
A region γ(r) to the right, and γ˜θ(r) to the left of each disk is
excluded. The fact that γ˜θ can differ from γ for large enough
angles is due to the “shadow” of exclusion which can occur,
where for a disk to be able to hit the line at a heigh r, it
must clear the top of the disk at xk. (B): Our random poly-
mers are modeled as chains of spheres of total length L made
out of two types of monomers, with radii rp > rc. Spring
forces bonds keep adjacent monomers together, and an angle
bonded force penalizes the chain for bending too much. The
primary monomers, rp, interact with hard sphere forces, while
the chain monomers, rc do not interact, serving only as sites
for the harmonic and angle bonded forces. Entropic forces
arise since it is favorable for the excluded regions of the large
monomers to overlap with one another.
LIQUID DENSITY PROFILE NEAR A
DISORDERED CHAIN
Consider a line of length L with N non-overlapping,
but otherwise randomly-placed spheres of radius R.
We define the stopping function, R1γ(r) as the con-
tact position of a sphere of radius R2 launched towards
another sphere of radius R1, with impact parameter rR1.
γ(r, κ) =
{
κ
√
1− (r/κ)2 r ≤ κ
0 r > κ
. (1)
where κ ≡ 1 + R2/R1 is the interaction range factor.
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2For the usual case where R1 = R2, γ(r) = γ(r, 2) =
2
√
1− r2/4.
Equivalently, since γ(γ(r, κ), κ) = r for r ≤ κ, γ(r)
is the impact parameter necessary for a sphere to stop
at a height r. Much of our analysis can be general-
ized to arbitrary shapes by simply replacing the sphere
stopping function with the appropriate stopping func-
tion. Throughout, we define all lengths in units of R, so
that γ(r) and r are dimensionless.
A liquid molecule will rarely find the opportunity to
penetrate all the way to the central axis of a chain. Thus,
the expected density of liquid must increase as we move
away from the central axis of the chain. To estimate this
density profile, we will calculate the probability that a
molecule incident towards the chain can approach it by
a distance r before contact.
Given a configuration of spheres positioned on the x-
axis with x coordinates {x0, ..., xN−1}, and a launching
angle of θ with respect to the vertical, we will count up
the fraction of the interval [0, L) in which the launched
sphere could have started such that it will make it to
a distance at least r above the line. We will then in-
tegrate over all valid configurations of spheres. We will
suppress writing the explicit κ dependence of γ and other
functions, for brevity. See Fig. 1 for a depiction of the
system, as well as a depiction of the polymer system.
The measure of configurations of spheres on a line is
equivalent to the configurations of hard lines on a line,
known as a Tonks gas [55, 56]. We write it as
ΓN =
∫
Dx ≡ L
N
N−1∏
k=1
∫ L−2σ(N−k)
xk−1+2σ
dxk =
LN
N !
(1− φ)N−1.
(2)
Suppose the x coordinate of the launched sphere at
the point where its y component would be r is xp. Each
sphere in the chain excludeds a distance γ(r) to its right,
and γ˜θ(r, κ) to its left, where
γ˜θ(r, κ) =

0 r ≥ κ
γ(r, κ) κ > r ≥ r0
(r0 − r) tan θ + γ(r0, κ) r0 > r ≥ 0
(3)
where r0 = r0(θ) ≡ κ sin θ. The case for κ tan θ > r
emerges because of the “shadow” the excluded volume
that a sphere casts on the line.
Suppose that xp ∈ [xk, xk+1]. Then probability that
it is able to approach to a distance r above the line is
proportional to the volume (length) of [xk, xk+1] that is
not excluded by γ or γ˜
P r(r |xp ∈ [xk, xk+1]) =
Ξ
(
xk − xk+1 − 2Rg(r)
)
xk+1 − xk
where g(r) ≡ 12 (γ(r)+γ˜(r)), and the clamp function Ξ(x)
is Ξ(x) = x for x > 0 and Ξ(x) = 0 for x ≤ 0. The clamp
function is necessary, because the excluded areas of γ and
γ˜ may overlap. Since the particle’s intersection position,
xp will be in [x0, x1] or in [x1, x2], etc., and the particle
is initialized uniformly at random,
Pr(r | ~x) =
N−1∑
k=0
Pr(r |xp ∈ [xk, xk+1])Pr(xp ∈ [xk, xk+1])
=
1
L
N∑
k=1
Ξ
(
xk − xk−1 − 2Rg(r)
)
(4)
Therefore, to obtain pφ(r,N) = Pr(r) we just need to
integrate over all the arrangements of xk,
pφ(r,N) =
1
ΓN
∫
Dx
1
L
N∑
k=1
Ξ (xk − xk−1 − 2Rg(r)) (5)
where the integration measure is the same as (2), and
1/ΓN comes from the normalization of the measure, since
we are averaging over all valid configurations of spheres.
If r > 2, then pφ(r,N) = 1. If r is large enough that
g(r) ≤ 1, then every Ξ function is non-zero, and the sum
in (5) telescopes and can be evaluated easily,
1
L
N∑
k=1
Ξ
(
xk − xk−1 − 2σ g(r)
)
= 1− φ g(r)
which is independent of any of the positions of the spheres
on the line. This term then pulls out of the integral,
which cancels with the factor of 1/ΓN , leaving us with
pφ(r, N, θ) = 1− φ g(r) : g(r) ≤ 1. (6)
If g(r) > 1, integrating (5) is more involved, since the
clamp functions can be zero (see Appendix A),
pφ(r,N, θ, κ) = . . . (7)
1− φ g(r) g(r) ≤ 1
(1− φ)
(
1− φ g(r)−1N (1−φ)
)N
1 < g(r) ≤ (Nφ −N) + 1
0 N( 1φ − 1) + 1 < g(r)
In the thermodynamic limit N,L→∞, N/L = φ/(2R),
pφ(r, θ, κ) =
{
1− φ g(r) g(r) ≤ 1
(1− φ) exp
[
φ(1−g(r))
1−φ
]
g(r) > 1
(8)
This is our first main result. Remember, g(r) is actually
a function of κ, θ, and r.
Discussion. The approach probability (7) can be
viewed in several ways. The first is of course, that p(r)
is the probability that a sphere launched at an angle at
a disordered chain will approach it by r before colliding.
Equivalently, p(r/ cos θ) is the probability that a sphere
launched at an angle towards a straight chain will be able
to approach it by r. A second way of looking at (7) is
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FIG. 2. Density profile of hard sphere gas and poly-
mer. Left: The density profile of a hard sphere fluid as
a function of distance from the closest sphere in a polymer
(either large or small). Four different polymer densities are
plotted. The fit is of the form ρ(r) = k · pφ(r), where k is
found by requiring the value of ρ(r) to be the average value
of the fit for the sampled points ≥ 2.0. Right: A snapshot
of part of the system containing a polymer at an instant in
time. The gas particles are magenta, the primary monomers
are green, and the chain monomers are yellow and very small.
that its limiting case is the probability that there is a gap
of size g(r)R in a Tonks gas. Indeed, the probability that
a there is a gap of size x at a generic point in a Tonks
gas in the thermodynamic limit is [56–58]
P (x) = (1− φ) exp[−φ(2x− 1)/(1− φ)].
The third view, which we will use to calculate the en-
tropic force, is that pφ(r) ≡ pφ(r, θ = 0) is the expected
free volume r away from the chain. Indeed, molecular dy-
namics simulations confirm that even for polymers that
are not straight, but simply have an angle potential that
keeps them locally “reasonably straight,” using k · pφ(r)
is a good approximation of the pair correlation between
the particles in the polymer and the hard sphere gas it
is disolved in, see Fig. 2. The one free parameter, k, can
be fixed by setting k to be the empirical ρ at r = 2.
The approach probability can easily be generalized to
give the approach probability in three dimensions. If
distance of closest approach of the straight line path of
the launched sphere and the line the other spheres lie on
is s, then the passing probability p(r, s) is simply (8) with
all instances of γ(r, κ) replaced with γ(r, κ) ·γ(s, κ). This
takes into account that the spheres projected into the
plane that splits s in two are disks of radius γ(s, κ)R/κ.
A numerical test of the passing probability for straight
and angled lines is shown in Fig. 3.
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FIG. 3. Probability of contact of a particle approach-
ing a chain. Verifying theory (red dashes) with simulations
(dots). (A): Comparison of simulation and theory for disk
launched directly at a line (θ = 0) (7) with θ = 0, L = 1.
The vertical blue dashed line represents the point where the
piece-wise function (7) transitions at γ = 1, for r =
√
3. (B):
Comparing simulations and theory for particles approaching
chains at various angles, θ 6= 0.
DEPLETION FORCE BETWEEN DISORDERED
CHAINS
Suppose that there are two parallel lines of length L
with sphere densities φ and ϕ a distance x = (2 + h)R
away from one another. As before, the radius of a sphere
is R. Suppose that the lines are in a 2D system of hard
spheres, also with radius R, and with number density
ρ = Ns/V , total volume (area) V , and temperature T .
If the lines are closer than h = 1, the excluded volumes
of the spheres on separate lines can overlap, resulting in
an entropic force. The entropic force will depend the
arrangement of spheres on each line, which are random
variables, but we can calculate the average entropic force
between the lines (which becomes exact as the line length
L → ∞) using (8). From here on, by pφ(r), we mean
pφ(r, 0, 0), i.e. θ = 0, κ = 2.
If the lines themselves cannot interact (h > 0), then
the arrangements of spheres on each line is independent.
The expression pφ(r), (8), tells us the probability that a
point a distance r from a line can be occupied by a sphere.
Letting rR denote the distance of a point from the left
line, r′R = (2 + h − r)R is the distance of that point
from the right line. For points at distances 0 < r < h, a
sphere can only be excluded by spheres on the left line,
the the probability that a sphere can occupy the volume
is pφ(r). For points at distances h < r < 2, a sphere can
be excluded by spheres on either line, so the probability
that a sphere can occupy the volume is pφ(r) pϕ(h+2−r).
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FIG. 4. Entropic force per unit length between two
disordered lines, immersed in a liquid of hard spheres.
Comparing analytical formulas (dashed lines) to molecular
dynamics simulations (solid lines). The standard deviation of
the mean, σµ = σ/
√
N , of the simulations are marked with
shaded regions representing 2.5σµ. Pressures for systems with
lines with density various densities, binned by chain separa-
tion, h. The red vertical dashed line marks h = 2, beyond
which the entropic force vanishes.
Finally, for points at distances 2 < r < 2 + h, a sphere
can only be excluded by the right line, so the probability
that a sphere can occupy the volume is pϕ(h+ 2− r).
Depletion Force. Each of these expressions involv-
ing p’s is the expected free volume per length at points
between the lines. From this, we can calculate the free
energy of the system, and then the entropic force. The
partition function is
Z(h) =
VE(h)
N
N ! Λ2N
(9)
where Λ = h/
√
2pimkBT is the kinetic part (the h in Λ is
Planck’s constant), and VE(h) is the free volume of the
system. The expected free volume of the system is
VE(h) = V − vout − Lh+ Lλ(h). (10)
The term vout corresponds to the reduced expected vol-
ume to the left of the left chain and right of the right
chain, which can also be expressed in terms of p, but
does not depend on h, so it will not matter to the en-
tropic force calculation. In the third and fourth term, we
subtract the volume between the lines, and add back the
expected volume between the lines. From the considera-
tions in the last section, we know that
λ(h) =
∫ h
0
pφ(r) dr +
∫ 2
h
pφ(r)pϕ(r
′) dr +
∫ 2+h
2
pϕ(r
′) dr.
where r′ ≡ h + 2 − r. Then, the total free energy F =
−kBT logZ is
F (h) = F0 −NkBT log
[
1− vout
V
− L
V
(h− λ(h))
]
where F0 is independent of h. In the thermodynamic
limit V →∞, we use log(1 + x) ' x to get
F (h) ' F ′0 − ρkBT [h− λ(h)]L.
Then the force per unit length P(h) = −L−1∂F/∂h, is
P(h) = ρkBT
[
1− pϕ(h) +
∫ 2
h
pφ(r)∂rpϕ(h+ 2− r) dr
]
(11)
which is our final main result. Note that the expression
is the same if φ and ϕ are exchanged (which can be easily
seen from integration by parts), and so P can be written
in a symmetric form if that is prefered. Furthermore, P
is always negative, so the entropic force is attractive.
To test our prediction, we ran molecular dynamics sim-
ulations [59] for φ = ϕ measuring the force on disordered
lines, and binning this by line separation. The lines were
arranged to be rigid, and constrained to only move in the
horizontal direction for computational simplicity. The
right line was displaced in the y direction to start a dis-
tance between 0 and 2R above the start of the left line
to make sure the measurements were not effected by sys-
tematic correlations between the spheres on the two lines,
which can occur at high φ. At distances greater than
5R = 2.5h, a harmonic force would activate to keep the
lines reasonably close to each other. The results of sim-
ulations for different φ values can be seen in Fig. 4.
While eq. (11) is exact, it is not practical to evalu-
ate the integral when, say, simulating a large ensemble
of chains. For such practical purposes we provide an ap-
proximate form for φ = ϕ, obtained using [60],
P(h) = (c1 + c2h4)φ2 − tanh[(c3 + h2)φ2](c4 + c5 tanh[4φ4])
in units of ρkBT . Here c1 = −0.158, c2 = 0.031, c3 =
3.667, c4 = 0.899 and c5 = 0.236. This approximates
(11) with 0.5% mean error, and 2.5% maximum error.
An analogous calculation can be carried out in three di-
mensions, an extra integral is needed to compute the free
volume for particles not directly between the two lines.
The analysis follows exactly the same path, but is more
difficult to notate, due to integrals over two dimensional,
non-rectangular regions formed by the intersections and
complements of circular areas which depend on h. The
derivative of the volume may then be computed via the
Reynolds transport theorem, the higher dimensional ana-
log of the Leibniz integral rule.
5Appendix A
The evaluation (5) when γ˜θ(r) > 1 is more involved. First, exchange the order of the sum and integrals, then look
at each term in the sum,
pφ(r, N) =
1
LΓN
N∑
j=1
Tj(r) (12)
Tj(r) ≡
∫ L−2σ(N−1)
x0+2σ
dx1· · ·
∫ L−2σ(N−j)
xj−1+2σ
dxj Ξ
(
xj − xj−1 − 2σ γ˜θ(r)
) ∫ L−2σ(N−j−1)
xj+2σ
dxj+1· · ·
∫ L−2σ
xN−2+2σ
dxN−1.
(13)
But since our choice of which sphere was 0 is arbitrary, and we are using harmonic boundary conditions (so there is
circular symmetry), we must have that Tj(r) = Tk(r) for all pairs j, k. In other words, all the Tj are equal, call this
common value T (r). We will evaluate the one that requires the least work, T (r) = T1(r), since we can integrate all
the integrals after the Ξ function inductively.
T (r) =
∫ L−2σ(N−1)
x0+2σ
dx1 Ξ
(
x1 − x0 − 2σ γ˜(r)
) ∫ L−2σ(N−2)
x1+2σ
dx2· · ·
∫ L−2σ
xN−2+2σ
dxN−1
=
∫ L−2σ(N−1)
x0+2σ
dx1
Ξ
(
x1 − x0 − 2σ γ˜(r)
)
(N − 2)! × (L− 2σ(N − 1)− x1)
N−2 (14)
We can deal with the Ξ function by adjusting the bounds of integration. Making the necessary adjustments,
T (r) =
1
(N − 2)!
∫ L−2σ(N−1)
x0+2σ γ˜θ(r)
dx1 (x1 − x0 − 2σ γ˜θ(r)) (L− 2σ(N − 1)− x1)N−2 (15)
if γ˜θ(r)− 1 < N(1/φ− 1), and is 0 otherwise.
It is safe to exchange the lower bound of integration in (13), x0 + 2σ, with x0 + 2σ γ˜(y) since we are treating the
case that γ˜θ(r) > 1. The second case comes from the fact that γ˜θ(r)− 1 ≥ N(1/φ− 1) means that the lower bound
of integration would have to be above the upper bound. The T integral can be performed as follows, call α ≡ 2σ γ(r)
and β ≡ L− 2σ(N − 1). Then
T (r) =
∫ β
α
dx (x− α)(β − x)N−2
=
∫ β−α
0
du (β − α− u)uN−2
=
(β − α)N−1
N(N − 1)
=
LN
N(N − 1)
(
1− φ
[
1 +
γ(r)− 1
N
])N
In to go from the first to the second line, we made the substitution u = β−x. The integral is then just two polynomial
integrals which can be performed with ease.
T (r) =
LN
N !
(
1− φ
[
1 +
γ˜θ(r)− 1
N
])N
(16)
if γ˜θ(r)− 1 < N(1/φ− 1), and is zero otherwise. This can be put into (12) and gives us our approach probability for
γ˜ > 1, and can be combined with (6) to yield our complete expression for approach probability.
Appendix B
Here, we give some details about the approach probability for a line, without harmonic boundary conditions. In
the thermodynamic limit, the probability is (8), but for finite N, L, there are corrections of order O(1/N), and the
problem is more complicated. For simplicity, we assume that the spheres are of equal size (so κ = 2), and that θ = 0.
6Let Γ
(l)
N,σ,L be the measure of configurations of N spheres of radius σ on a line of length L such that no sphere
extends “beyond” the line - that is the centers of the spheres must fall in the range [σ, L− σ]. We suppose that the
line is along the x axis, from 0 to L. Using the same methods used to solve the analogous problem with harmonic
boundary conditions, we get Γ(l) = L
N
N ! (1− φ)N .
A sphere launched at the line can hit the line of spheres if it has x coordinate in the range [−σ, L + σ], so we
consider our launched spheres to be chosen uniformly at random from this range. A sphere with x coordinate less
than x1 can only interact with the first sphere, likewise, a sphere with x coordiate greater than xN can only interact
with the last sphere.
p
(l)
φ (r, N) =
1
(L+ 2σ)Γ
(l)
N
L(r) + N∑
j=2
Sj(r) +R(r)

Sj(r) ≡
∫
DxΞ (xj − xj−1 − 2σ γ(r))
L(r) ≡
∫
Dx (x1 + 2σ − σ γ(r))
R(r) ≡
∫
Dx (L− xN − σ γ(r))∫
Dx ≡
N∏
k=1
∫ L−2(N−k+1)σ
xk−1
dxk |x0=−2σ.
In the case where γ < 1, the L(r), R(r) integrals can be easily evaluated (they have the same value, by symmetry)
L(r) = R(r) =
LN+1
(N + 1)!
(1− φ)N
[
1 + (1− γ/2) φ
N
− 1
2
φγ
]
≡ E(r)
and the sums telescopes and so can be easily evaluated,
p(l)(r) =
1
1 + φN
(
1− φγ(r)− φ
N
)
For the γ > 1 case, all the Sj are equal, like before, and L(r) = R(r) by symmetry. By adjusting the integration
bounds in the integral, just as in (15), we can evaluate S(r).
S(r) =
LN+1
(N + 1)!
(1− φ)N+1
(
1− φ
1− φ (1− γ)
1
N
)N 1− φ
1− φ (γ − 1)
1
N
1−( φ
1− φ ×
γ − 1
1− φ1−φ (γ − 1) 1N
× 1
N
)N
Putting all this together, we find that the approach probability for a line without harmonic boundary conditions is
p(l)(r) =
 11+ φN
(
1− φγ(r)− φN
)
γ(r) ≤ 1
1
(L+2σ)Γ(l)
(2E(r) + (N − 1)S(r)) γ(r) > 1
.
While this equation is much more complex than its harmonic boundary condition counterpart, they both have the
same limiting value in the thermodynamic limit.
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