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DENSITY MEASURES ON A CERTAIN FLOW
RYOICHI KUNISADA
Abstract. We study finitely additive extensions of the asymptotic density to all the
subsets of natural numbers. Such measures are called density measures. We consider
a class of density measures constructed from free ultrafilters on N and investigate
absolute continuity and singularity for those density measures. In particular, for any
pair of such density measures we prove necessary and sufficient conditions that one is
absolutely continuous with respect to the other and that they are singular. Also we
prove the same results for weak absolute continuity and strong singularity.
1. Introduction
We denote the set of natural numbers by N, and the family of all subsets of N by
P(N). Recall that the asymptotic density of a set A ∈ P(N) is defined as
D(A) = lim
n
|A ∩ n|
n
if this limit exits, where |A∩n| = |A∩{1, 2, · · · , n}| for any n ∈ N. A finitely additive
measure defined on P(N) extending the asymptotic density is called a density measure,
and let us denote the set of all density measures by C. In general, if a finitely additive
probability measure space (N,P(N), µ) are given, one can obtain a normalized positive
linear functional ϕ on l∞ of the Banach space of all real-valued bounded functions
on N by the integral with respect to µ. Oppositely, If a normalized positive linear
functional ϕ on l∞ is given, we get a finitely additive probability measure µ on P(N)
by µ(A) = ϕ(IA), where IA is the characteristic function of A ∈ P(N). In what follows,
we will identify these two notions accordingly.
It is known that the linear functionals corresponding to the density measures are
precisely the linear functionals that extend Cesa`ro mean ([7, Theorem 3.3]). Namely,
it consists of those functionals ϕ for which
ϕ(f) = lim
n
1
n
n∑
i=1
f(i)
holds if this limit exists. We will deal with a certain class of such linear functionals
satisfying the following condition:
ϕ(f) ≤ lim sup
n→∞
1
n
n∑
i=1
f(i)
1
for every f ∈ l∞. We denote by C0 the set of all density measures with this property. It
is known that C0 is properly contained in C. In particular, we consider density measures
in C0 expressed by
ϕU(f) = U − lim
n
1
n
n∑
i=1
f(i),
where U is any free ultrafilter on N and the limit above is the limit of f along an
ultrafilter U (See [5] for more details of this notion). We denotes by C˜0 the set of all
such density measures. In [6] we have investigated the space C˜0 and proved that it is
a weak-∗ compact subset of C0 and ex(C0) ⊂ C˜0 holds [6, Theorem 2.1], where ex(C0)
denotes the extreme points of C0. This means that by the Krein-Milman theorem each
density measure ϕ in C0 can be expressed in the form
ϕ(f) =
∫
C˜0
φ(f)dµ(φ), f ∈ l∞
for some probability measure µ on C˜0. Although we are mainly interested in density
measures in C˜0, we will deal with this general form of density measures for a certain
class of probability measures µ on C˜0 in section 4.
Also we have shown that C˜0 is homeomorphic to a space Ω
∗ on which a continuous
flow induced by usual addition on the real line R can be defined in a natural way. This
flow plays an very important role in studying density measures in C˜0 throughout the
paper.
The paper is organized as follows: Section 2 contains an accurate definition of the
space Ω∗ and the flow on it and we establish the correspondence of a element of Ω∗ to
a density measure in C˜0 by giving a explicit formula in Theorem 2.5. Also we introduce
the two types of notions of absolutely continuity and singularity respectively. These
notions for density measures in C˜0 are studied in detail in section 3. Section 4 deals
with several applications of the results of section 3. In particular, the additive property
of density measures in C0 will be studied.
2. Preliminaries
Following [3, Chapter 6] we introduce the notions of absolute continuity and sin-
gularity for finitely additive measures. From now on a measure will mean a finitely
additive probability measure on P(N).
In the following, let µ and ν be any two measures.
Definition 2.1. We say that ν is absolutely continuous with respect to µ if for any
ε > 0, there exists δ > 0 such that ν(A) < ε whenever µ(A) < δ, where A ∈ P(N). In
this case, we write ν ≪ µ.
We can consider a weak version of absolute continuity in a natural way as follows:
Definition 2.2. We say that ν is weakly absolutely continuous with respect to µ if
ν(A) = 0 whenever µ(A) = 0, where A ∈ P(N). In this case, we write ν ≺ µ.
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Next we define the notion of singularity.
Definition 2.3. We say that µ and ν are singular if for every ε > 0, there exists a set
D ∈ P(N) such that µ(D) < ε and ν(Dc) < ε. In this case, we write µ ⊥ ν.
Also we can define a strong version of singularity in a way that seemed natural.
Definition 2.4. We say that µ and ν are strongly singular if there exists a set D ∈
P(N) such that µ(D) = 0 and ν(Dc) = 0. In this case, we write µ  ν.
These notions can be formulated in the context of the Stone-Cˇech compactification
βN of N. Let µ be a measure. Observe that one can identify each element A of P(N)
with a clopen subset A in βN, where A denotes the closure of A in βN. Let us denote
P(N) = {A : A ∈ P} and define a measure µˆ on it by µˆ(A) = µ(A). Since any union
of disjoint family of clopen subsets can not be a clopen subset, µˆ is countably additive
on P(N). Hence we can extend it to a countable additive measure on the σ-algebra
generated by P(N), that is, the Baire σ-algebra of βN. This can also be extended
uniquely to the Borel σ-algebra B(βN) of βN as a countable additive measure. We still
denote it by µˆ. We denote by supp µ the support of µˆ in βN.
The following results are easy to prove, and we omit proofs.
Theorem 2.1. ν ≪ µ if and only if νˆ ≪ µˆ, where the latter represents the existing
notion of absolute continuity for countably additive measures.
Theorem 2.2. ν ≺ µ if and only if supp ν ⊆ supp µ.
Theorem 2.3. ν ⊥ µ if and only if νˆ ⊥ µˆ, where the latter represents the existing
notion of singularity for countably additive measures.
Theorem 2.4. µ  ν if and only if supp ν ∩ supp µ = ∅.
Next we define a compact space Ω∗ and a continuous flow on it. At first, we shall
construct a homeomorphism on βN\N, here denoted by N∗, onto itself as the following.
Let τ0 be the right translation on N, i.e., τ0(n) = n+1 for each n ∈ N. Then we extend
it continuously to τ : βN → βN. It is easy to see that the restriction of τ to N∗ is
a homeomorphism onto N∗. Next we extend τ to a continuous flow. Construct the
space Ω∗ from the product space N∗× [0, 1] by identifying the pairs of points (ω, 1) and
(τω, 0) for all ω ∈ N∗, and define for each s ∈ R the homeomorphism φs : Ω∗ → Ω∗ by
φs(ω, t) = (τ [t+s]ω, t+ s− [t+ s]), (ω ∈ N∗, t ∈ [0, 1]),
where [t + s] denotes the largest integer not exceeding t + s. We use the following
notations for the orbit of η in Ω∗ for φs: o+(η) = {φ
s(η) : s ≥ 0}, o−(η) = {φ
−s(η) : s ≥
0} , o(η) = {φs(η) : s ∈ R}. Furthermore we denote the closures in Ω∗ of these orbits
by o+(η), o−(η), o(η), respectively. Also we use similar notations for the orbit of ω in
N∗ for τ : o+(ω) = {τ
nω : n = 0, 1, 2, · · · .}, o−(ω) = {τ
−nω : n = 0, 1, 2, · · · .}, o(ω) =
{τnω : n ∈ Z}, and also o+(ω), o−(ω), o(ω) represents their closures in N
∗ respectively.
Arguments after section 3 is developed by using the following result which gives a
certain expression to the elements of C˜0. See [6] for a proof.
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Theorem 2.5. Let Ω∗ be as above, and C˜0 be equipped with the weak-
∗ topology. We
define the mapping Φ : Ω∗ → C˜0 as follows: Let η = (ω, t) ∈ Ω
∗ and θ = 2t, and let us
denote the density measure Φ(η) by νη, then we set
νη(A) = ω − lim
n
|A ∩ [θ · 2n]|
θ · 2n
, A ∈ P(N).
Then Φ is a homeomorphism.
For simplicity, in the case of t = 0, we write νω.
3. Absolute continuity and singularity
In this section we shall prove the following results:
Theorem 3.1. For any two elements in C˜0, one is absolutely continuous with respect
to the other or they are singular.
Theorem 3.2. For any two elements in C˜0, one is weakly absolutely continuous with
respect to the other or they are strongly singular.
Remark that by Theorem 2.5 for a pair µ, ν in C˜0, there are points η = (ω, t) and
η′ = (ω′, t′) in Ω∗ such that µ = νη and ν = νη′ . For the sake of simplicity, in the
following proofs we shall prove only in the case of t = t′ = 0, i.e., µ = νω, ν = νω′ . It is
not hard to modify the proofs so that it works for arbitrarily t, t′ ∈ [0, 1].
Recall that for any set A ∈ P(N), A∗ = A ∩ N∗ is a clopen subset of N∗, where A
denotes the closure of A in βN, and these subsets form a topological basis for N∗.
We begin with absolute continuity.
Theorem 3.3. νη′ ≪ νη if and only if η
′ ∈ o−(η).
Proof. (Sufficiency) Let us ω′ = τ−mω,m ≥ 0. Fix any positive number δ > 0 and let
A be a set with νω(A) < δ. We take X ∈ ω such that
|A ∩ 2n|
2n
< 2δ
whenever n ∈ X . Remark that τ−mX = {n−m : n ∈ X} ∈ ω′. We have that for any
n ∈ X ,
|A ∩ 2n−m|
2n−m
≤ 2m ·
|A ∩ 2n−m|
2n
≤ 2m ·
|A ∩ 2n|
2n
< 2m+1 · δ
then
νω′(A) = ω
′ − lim
n
|A ∩ 2n|
2n
≤ lim sup
n∈τ−mX
|A ∩ 2n|
2n
≤ 2m+1 · δ.
Hence for any given ε > 0, put δ < ε
2m+1
, then for any A ∈ P(N) we have
νω(A) < δ =⇒ νω′(A) < ε.
This complete the proof.
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(Necessity) We shall show the contrapositive. Now we assume that ω′ 6∈ o−(ω).
Then for any positive integer m, we can take A ∈ ω,B ∈ ω′ such that (B ∪ τB ∪ · · · ∪
τm−1B) ∩ A = ∅. Now we put Im = ∪n∈B(2
n−1, 2n], then we have
νω′(Im) = ω
′ − lim
n
|Im ∩ 2
n|
2n
≥ lim inf
n∈B
|Im ∩ 2
n|
2n
≥
1
2
.
On the other hand, notice that n ∈ A implies that B ∩ [n−m+ 1, n] = ∅, then
νω(Im) = ω − lim
n
|Im ∩ 2
n|
2n
≤ lim sup
n∈A
|Im ∩ 2
n|
2n
≤
2n−m
2n
=
1
2m
.
Hence for any δ > 0, Choose any positive integer m with 1
2m
< δ, we have
νω(Im) < δ and νω′(Im) ≥
1
2
.
Thus we conclude that νω′ 6≪ νω.
From this theorem we can easily obtain the following results.
Theorem 3.4. νη ≪ νη′ or νη′ ≪ νη if and only if η
′ ∈ o(η).
Theorem 3.5. If µ and ν are elements of C˜0 and mutually absolutely continuous, that
is, ν ≪ µ and µ≪ ν, then µ = ν.
Proof. Let µ = νη and ν = νη′ for some η, η
′ ∈ Ω∗. From the assumption of the
theorem and Theorem 3.3, we can write η′ = φ−sη and η = φ−tη′ for some s, t ≥ 0.
Thus we have that η = φ−(s+t)η. As is well known, since there are no periodic points
for the flow (Ω∗, {φs}s∈R), we get s + t = 0, i.e., s = t = 0. Hence η = η
′. We get the
result.
Remark 3.1. Let η, η′ be any two elements of Ω∗, then we define a partial order ≤ on
Ω∗ as follows:
η′ ≤ η ⇐⇒ η′ ∈ o−(η)
Then Theorem 3.3 suggests that Φ is also an isomorphism between partially ordered
sets (Ω∗,≤) and (C˜0,≪).
Next we prove the result of singularity.
Theorem 3.6. νη and νη′ are singular if and only if o(ω) ∩ o(ω
′) = ∅, i.e., ω′ 6∈ o(ω).
Proof. Necessity is obvious by the Theorem 3.4. Hence we shall prove sufficiency. For
any positive integerm, take a set B in ω′ such that {τ−(m−1)ω, · · · , τ−1ω, ω, τω, · · · , τm−1ω}∩
B∗ = ∅. Thus we have
ω /∈ ∪m−1
i=−(m−1)τ
iB∗.
Then takeA in ω such that (∪m−1
i=−(m−1)τ
iB)∩A = ∅. Then we define Jm = ∪n∈B(2
n−m, 2n], m ≥
1. Hence
νω′(Jm) = ω
′ − lim
n
|Jm ∩ 2
n|
2n
≥ lim inf
n∈B
|Jm ∩ 2
n|
2n
≥ lim inf
n∈B
2n − 2n−m
2n
= 1−
1
2m
.
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On the other hand, since if n ∈ A, then [n−m+ 1, n] ∩ B = ∅, we have
νω(Jm) = ω − lim
n
|Jm ∩ 2
n|
2n
≤ lim sup
n∈A
|Jm ∩ 2
n|
2n
≤
2n−m
2n
=
1
2m
.
Therefore for any ε > 0, take any positive integer m with 1
2m
< ε, we get
νω(Jm) ≤ ε, and νω′(Jm
c) ≤ ε.
Thus we conclude that νω ⊥ νω′ .
By Theorem 3.4 and Theorem 3.6 we obtain Theorem3.1. Next we take up weakly
absolutely continuity and strong singularity.
Theorem 3.7. νη′ ≺ νη if and only if η
′ ∈ o−(η).
Proof. (Sufficiency) Remark that it suffices to show that
νω′(A) > 0 =⇒ νω(A) > 0.
For any X ′ in ω′, there exists a integer m ≥ 1 such that τ−mω ∈ X ′∗, i.e., τmX ′ ∈ ω.
Now we take any A ∈ P(N) such that
νω′(A) = ω
′ − lim
n
|A ∩ 2n|
2n
= δ > 0
and then take X ′ ∈ ω′ such that
n ∈ X ′ =⇒
|A ∩ 2n|
2n
>
δ
2
.
Then we have
|A ∩ 2n+m|
2n+m
≥
1
2m
·
|A ∩ 2n+m|
2n
≥
1
2m
·
|A ∩ 2n|
2n
>
δ
2m+1
for any n ∈ X . Hence
νω(A) = ω − lim
n
|A ∩ 2n|
2n
≥ lim inf
n∈τmX′
|A ∩ 2n|
2n
≥
δ
2m+1
> 0.
This complete the proof.
(Necessity) We shall show the contrapositive. Assume that ω′ 6∈ o−(ω) = ∅. Then
there exists a set X ∈ ω′ such that X∗ ∩ o−(ω) = ∅, i.e., ω 6∈ ∪i≥0τ
iX∗. Hence for any
fixed positive integer m, there is a set Am ∈ ω with Am ∩ (X ∪ τX ∪ · · · ∪ τ
m−1X) = ∅.
Then we define I = ∪n∈X(2
n−1, 2n]. For any n ∈ Am, since X ∩ [n−m+ 1, n] = ∅ we
have
νω(I) = ω − lim
n
|I ∩ 2n|
2n
≤ lim sup
n∈Am
|I ∩ 2n|
2n
≤
2n−m
2n
=
1
2m
.
Thus since m ≥ 1 can be arbitrary, we have νω(Im) = 0. On the other hand,
νω′(I) = ω
′ − lim
n
|I ∩ 2n|
2n
≥ lim inf
n∈X
|I ∩ 2n|
2n
≥
1
2
.
Hence we have seen that I ⊆ N satisfies νω(I) = 0 and νω′(I) > 0. Thus νω′ 6≺ νω. We
obtain the result.
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Remark 3.2. Let η, η′ be any two elements of Ω∗, then we define a preorder ⊑ on Ω∗
as follows:
η′ ⊑ η ⇐⇒ η′ ∈ o−(η)
Then Theorem 3.7 suggests that Φ is a isomorphism between preordered sets (Ω∗,⊑)
and (C˜0,≺).
Finally, we shall show the following result about strongly singularity.
Theorem 3.8. νη and νη′ are strongly singular if and only if η
′ /∈ o−(η) and η /∈ o−(η
′).
Proof. Necessity is obvious by Theorem 3.7. Hence we will show sufficiency. At
first, by the assumption, we can take disjoint sets X ∈ ω and X ′ ∈ ω′ such that
X∗ ∩ o−(ω
′) = ∅, X ′∗ ∩ o−(ω) = ∅, i.e., ∪i≥0τ
iX∗ 6∋ ω′ and ∪i≥0τ
iX ′∗ 6∋ ω. Now we
put X0 = X,X
′
0 = X
′, and construct decreasing sequences {Xi}i≥0, {Xi
′}i≥0 of ω, ω
′
inductively such that for every m ≥ 0,
(X0 ∪ τ
−1X1 ∪ · · · ∪ τ
−mXm) ∩ (X0
′ ∪ τ−1X1
′ ∪ · · · ∪ τ−mXm
′) = ∅.
Assume that we have constructed to m, then we define sets Xm+1, Xm+1
′. At first for
Xm+1, it is necessary and sufficient that
τ−(m+1)Xm+1 ∩X0
′ = ∅, τ−(m+1)Xm+1 ∩ τ
−1X1
′ = ∅, · · · , τ−(m+1)Xm+1 ∩ τ
−mXm
′ = ∅.
This is equivalent to the following:
Xm+1 ∩ τ
m+1X0
′ = ∅, Xm+1 ∩ τ
mX1
′ = ∅, · · · , Xm+1 ∩ τXm
′ = ∅.
By the assumptions that ω /∈ ∪i≥0τ
iX ′∗ and X0
′ ⊇ X1
′ ⊇ · · · ⊇ Xm
′, we can take a set
Xm+1 ∈ ω with Xm+1 ⊆ Xm satisfying this condition. In the same way, we can take a
set Xm+1
′ ∈ ω′ with Xm+1
′ ⊆ Xm
′ such that
τ−(m+1)Xm+1
′ ∩X0 = ∅, τ
−(m+1)Xm+1
′ ∩ τ−1X1 = ∅, · · · , τ
−(m+1)Xm+1
′ ∩ τ−mXm = ∅.
Then obviously Xm+1 ∩Xm+1
′ = ∅ and we have that
(X0 ∪ τ
−1X1 ∪ · · · ∪ τ
−(m+1)Xm+1) ∩ (X0
′ ∪ τ−1X1
′ ∪ · · · ∪ τ−(m+1)Xm+1
′) = ∅.
Now for these {Xi}i≥0, {Xi
′}i≥0, define
Y = ∪∞i=0τ
−iXi, Y
′ = ∪∞i=0τ
−iXi
′
then Y ∩ Y ′ = ∅, and define
I = ∪n∈Y (2
n−1, 2n], J = ∪n∈Y ′(2
n−1, 2n].
Since Y ∩ Y ′ = ∅, then I ∩ J = ∅. For every m ≥ 1, n ∈ Xm−1 implies that n −m +
1, · · · , n ∈ Y . Hence
n ∈ Xm−1 =⇒ (2
n−m, 2n] ⊆ I.
Then we have
νω(I) = ω − lim
n
|I ∩ 2n|
2n
≥ lim inf
n∈Xm−1
|I ∩ 2n|
2n
≥
2n − 2n−m
2n
= 1−
1
2m
.
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Since m ≥ 1 is arbitrary, we get νω(I) = 1. In a similar way, we also get νω′(J) = 1.
Thus we obtain νω  νω′ .
Combining Theorem 3.7 and Theorem 3.8, we obtain Theorem 3.2. We remark that
Theorem 3.7 is equivalent to the following.
Theorem 3.9. νη and νη′ are strongly singular if and only if o−(η) ∩ o−(η
′) = ∅.
Proof. Sufficiency is obvious. On the other hand, notice that necessity is apparently
stronger than the claim in Theorem 3.7. Assume that νω  νω′ and o−(ω)∩o−(ω
′) 6= ∅.
Then there exists a ω′′ ∈ N∗ such that ω′′ ∈ o−(ω) and ω
′′ ∈ o−(ω
′). But from Theorem
3.6 we have that νω′′ ≺ νω and νω′′ ≺ νω′ . This implies that supp νω′′ ⊆ supp νω ∩
supp νω′ 6= ∅, which contradicts the assumption.
4. Applications
In this section we shall give some consequences of the results of the previous section.
As we have seen in section 3, properties of the orbit of η for {φs}s∈R give rise to prop-
erties of the density measure νη in C˜0. In what follows, we particularly pay attention
to recurrence of the orbit of a point η in Ω∗, and see how it affects properties of the
density measure νη.
We denote by D all the points η in Ω∗ which orbit o−(η) is not recurrent. This means
that there exist a neighborhood U of η and a real number L > 0 such that φ−sη does
not enter U for every s > L.
We denote by A the set of all almost periodic points for the flow (Ω∗, {φs}s∈R).
Recall that we say that a point η in Ω∗ is almost periodic if the orbit closure o(η) is a
minimal closed invariant set.
Theorem 4.1. (1) If η ∈ D, then supp νη′ ( supp νη for any η
′ ∈ o−(η) \ {η}.
(2) If η /∈ D then supp νη′ ⊆ supp νη for any η
′ ∈ o(η). In particular, supp νη′ =
supp νη for any η
′ ∈ o(η).
(3) If η ∈ A, then supp νη′ = supp νη for any η
′ ∈ o(η).
Proof. (1) By Theorem 3.7 for any η′ ∈ o−(η), supp νη′ ⊆ supp νη. Also η /∈ o−(η
′)
since η is not recurrent. Then again by Theorem 3.7 supp νη ( supp νη′ . Hence supp
νη′ ( supp νη.
(2) Observe that if η ∈ D then o−(η) = o(η). Then first half of the claim follows
immediately. Without loss of generality, we can assume that η′ ∈ o−(η). By Theorem
3.4 we get that supp νη′ ⊆ supp νη. On the other hand, η ∈ o−(η
′) since η /∈ D. That
is, by Theorem 3.7, supp νη ⊆ supp νη′ . Hence supp νη = supp νη′ .
(3) Notice that for any η′ ∈ o(η) = o−(η), the orbit o−(η
′) is dense in o(η), that is,
η ∈ o−(η
′) i.e., supp νη ⊆ supp νη′ . Then we get the result immediately.
Now we shall deal with the additive property of elements of C0. This notion has been
considered in the context of the completeness of the Lp-spaces over finitely additive
measures (See [1]), Namely, Lp(µ) is complete if and only if µ has the additive property.
The additive property for density measures was studied in [4], [6] and [8]. The definition
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of it is as follows: We say that a measure µ has the additive property if for any increasing
sequence A1 ⊂ A2 ⊂ · · · ⊂ Ak ⊂ · · · of P(N), there exists a set B ⊆ N such that
(1) µ(B) = limk µ(Ak),
(2) µ(Ak \B) = 0 for every k ∈ N.
The additive property of µ can be characterized by extending measure µˆ. As we
have seen in section 2, we extend a measure space (N,P(N), µ) to (βN,B(βN), µˆ). We
will need the following formulation of the additive property, which is a version of [2,
Theorem 2].
Theorem 4.2 ([1, Theorem 4.2]). A measure µ has the additive property if and only
if µˆ(U) = µˆ(U) for every open sets U of supp µ, where U denotes the closure of U in
supp µ.
From this we can easily obtain the following result (See for instance [1, Proposition
4.4]).
Theorem 4.3. A measure µ has the additive property if and only if µˆ(E) = 0 for all
nowhere dense Borel sets E in supp µ.
It is noted that several other conditions which are equivalent to the additive property
are known. See [1] for further details.
In addition we will need the following two theorems in connection with results in
section 3 (See [1, Proposition 8.1, 8.6, 8.9, and 8.10]).
Theorem 4.4. Let µ, ν be measures such that ν ≪ µ and µ has the additive property.
Then ν also has the additive property.
Theorem 4.5. For any singular measures µ, ν, µ+ ν has the additive property if and
only if both µ and ν have the additive property and µ and ν are strongly singular.
We have proved in [6, Theorem 4.1] the following result.
Theorem 4.6. νη has the additive property if and only if η ∈ D.
In particular, the necessity is essentially due to [4, Theorem 6]. Here we shall give a
different and simple proof of it as an application of results in section 3.
Theorem 4.7. If η /∈ D then νη does not have the additive property.
Proof. Assume that η /∈ D and νη has the additive property. Then νˆη vanishes on the
nowhere dense Borel subsets of supp νη. We take any η
′ ∈ o−(η) \ {η}. Since νη′ ≪ νη
by Theorem 3.3, νη′ also has the additive property by Theorem 4.4 and supp νη′ =
supp νη by Theorem 4.1(2). Hence νˆη′ also vanishes on the nowhere dense Borel sets
of supp νη′ , i.e., supp νη. It follows that νˆη and νˆη′ are mutually absolutely continuous.
Thus by Theorem 3.5 η = η′, which contradicts the assumption.
From Theorem 3.3 and Theorem 4.6 we get the following result.
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Theorem 4.8. Let η ∈ D and µ be a countably additive probability measure on the
space R+ = [0,∞) of nonnegative real numbers. Then the density measure ν in C0
defined by
ν(A) =
∫ ∞
0
νφ−sη(A)dµ(s), A ∈ P(N)
has the additive property.
Proof. Let {Ai}
∞
i=1 be an increasing sequence of P(N). By Theorem 4.6 νη has the
additive property. Then there is a set B ∈ P(N) such that limi νη(Ai) = νη(B) and
νη(Ai \B) = 0 for every i ≥ 1. Notice that the latter condition yields that Ai∩ supp νη
⊆ B∩ supp νη for each i ≥ 1, then we have that
lim
i
νη(Ai) = νη(B)⇐⇒ νˆη(∪
∞
i=1Ai) = νˆη(B)
⇐⇒ νˆη(B \ (∪
∞
i=1Ai)) = 0.
For any η′ ∈ o−(η) since νη′ ≪ νη, it follows that
νˆη′(B \ (∪
∞
i=1Ai)) = 0⇐⇒ lim
i
νη′(Ai) = νη′(B).
Also νη′(Ai \B) = 0 holds for each i ≥ 1. Then it follows that
ν(Ai \B) =
∫ ∞
0
νφ−sη(Ai \B)dµ(s) = 0
for each i ≥ 1. Also we have that
ν(B) =
∫ ∞
0
νφ−sη(B)dµ(s)
=
∫ ∞
0
lim
i
νφ−sη(Ai)dµ(s)
= lim
i
∫ ∞
0
νφ−sη(Ai)dµ(s) = lim
i
ν(Ai).
Hence ν has the additive property.
Next from Theorem 3.9, Theorem 4.5 and Theorem 4.6 we get the following result.
Theorem 4.9. For any mutually singular finite number of density measures νη1 , νη2 , · · · , νηm,
their finite convex combination
ν =
m∑
i=1
ciνηi
has the additive property if and only if ηi ∈ D, i = 1, 2, · · · , m and orbit closures
o−(ηi), i = 1, 2, · · · , m, are pairwise disjoint.
Combining Theorem 4.8 and Theorem 4.9, we have that
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Theorem 4.10. Take a finite number of points η1, η2, · · · , ηm in D such that orbit
closures o−(η1), o−(η2), · · · , o−(ηm) are pairwise disjoint, and let µi, i = 1, 2, · · · , m, be
countably additive probability measures on R+ = [0,∞). Then the density measure ν
in C0 defined by
ν =
m∑
i=1
ci
∫ ∞
0
νϕ−sηidµi(s)
has the additive property, where 0 ≤ ci ≤ 1, i = 1, 2, · · · , m with
∑m
i=1 ci = 1.
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