Alpha oscillations are ubiquitous in the brain, but their role in cortical processing remains a matter of debate. Recently, evidence has begun to accumulate in support of a role for alpha oscillations in attention selection and control. Here we first review evidence that 8-12 Hz oscillations in the brain have a general inhibitory role in cognitive processing, with an emphasis on their role in visual processing. Then, we summarize the evidence in support of our recent proposal that alpha represents a pulsed-inhibition of ongoing neural activity. The phase of the ongoing electroencephalography can influence evoked activity and subsequent processing, and we propose that alpha exerts its inhibitory role through alternating microstates of inhibition and excitation. Finally, we discuss evidence that this pulsed-inhibition can be entrained to rhythmic stimuli in the environment, such that preferential processing occurs for stimuli at predictable moments. The entrainment of preferential phase may provide a mechanism for temporal attention in the brain. This pulsed inhibitory account of alpha has important implications for many common cognitive phenomena, such as the attentional blink, and seems to indicate that our visual experience may at least some times be coming through in waves.
ensembles of neurons fire at particular frequencies depending on their function and activity level. Thus, electroencephalographic (EEG) recordings provide data about the functional state of the neurons. Neural activity in the alpha range (8-12 Hz) has been shown to reflect the state of awareness of an individual. In the original EEG recordings by Berger (1929) , and in subsequent work by Adrian and Matthews (1934) , alpha oscillations were shown to vary as a function of the level of attention paid by the subject to the visual environment. As subjects began to lose attentional focus, increased amplitude of alpha oscillations was observed, with the largest alpha amplitude occurring when the subjects' eyes were closed. For many years it was thus thought that alpha represented an idling process in the visual system, such that the amplitude of alpha oscillations in a given task could be used as an index of one's general level of arousal or focus. More recently, alpha oscillations have begun to be viewed in a different light: that of an attention mechanism (e.g., Thut et al., 2006) or as a general inhibitory mechanism in the brain (e.g., Klimesch et al., 2007; Jensen and Mazaheri, 2010) .
Oscillations in the alpha band (8-12 Hz) are a ubiquitous characteristic of neural activity. Alpha activity was the name given to synchronized 10 Hz activity measured in the EEG signal because it was the first, largest, and most easily identifiable signal in the single trace recorded by Berger's primitive equipment (Berger, 1929) . Subcortical recordings have revealed that this synchronization of 8-12 Hz neural firing is subserved by both (1) a thalamo-cortical loop involving the LGN, the pulvinar, and visual cortex (Steriade et al., 1990) , and (2) interconnections between visual cortical regions (Lopes Da Silva et al., 1973 , 1980 Lopes Da Silva, 1991) . Intracranial recordings have further shown 8-12 Hz oscillations to be present throughout the cortex (Lopes Da Silva, 1991) . At
IntroductIon
The bombardment of stimulation hitting our primary sensory areas necessitates selective enhancement of relevant information and suppression of whatever is irrelevant or interfering. Theories posit that salient properties inherent to the stimulus, top-down interventions, and fluctuations in attentional focus over time can modulate sensory processing, biasing it in favor of salient and task-relevant information at the expense of irrelevant or actively ignored stimuli (e.g., Desimone and Duncan, 1995; Corbetta and Shulman, 2002; Luck, 2009) . Although a great deal of research has focused on understanding how top-down signals select task-relevant information, the specific mechanisms by which task irrelevant information is filtered out is less well understood. Recently, there has been growing evidence that alpha oscillations (8-12 Hz) can play a significant role in modulating input information by inhibiting visual and other neural processing.
In this paper we review evidence in support of three main theoretical points: (a) The role of the alpha rhythm goes beyond that of a mechanism for sensory disengagement, as it is also involved in cognitive control and attention through modulatory influences; (b) Alpha oscillations act as a pulsed-inhibition of neural processing, with synchronized oscillations in a brain area leading to periodic inhibition on every cycle, so that the phase of alpha is critical in determining whether or not processing is suppressed; (c) The brain exploits the alpha rhythm to appropriately time microstates of excitation and/or inhibition so as to be optimally ready to process or inhibit incoming information.
AlphA power, AttentIon, And AwAreness
When large ensembles of neurons fire in synchrony, an electric field is produced that is large enough to propagate through the brain and skull and can be measured with electrodes on the scalp. These was predictive of visual working memory performance across trials and subjects. The authors concluded that increased alpha activity allowed for more efficient suppression of the distracting visual stimuli in the unattended field. This result is consistent with the more general observation that an inward shift of attentional focus toward mental operations (as in mental rotation tasks, visual imagery, and other high-load working memory tasks) is typically accompanied by increases in posterior alpha power, suggesting that, in such cases, alpha might be working to inhibit sensory processing and decrease overall distractibility by sensory events (e.g., Jensen et al., 2002; Cooper et al., 2003) .
More recently, studies have shown that the degree of alpha lateralization or its involvement in sensory inhibition is modulated by attention. Shifting or maintaining attention to one side of visual space leads to predictable fluctuations in the power and topography of alpha oscillations, which in general appear selectively increased ipsilaterally to the visual hemifield where the relevant information is presented (e.g., Worden et al., 2000) . These controlled fluctuations in alpha have in turn been shown to influence target detection and visual performance (Sauseng et al., 2005; Kelly et al., 2006; Thut et al., 2006; Rihs et al., 2007 Rihs et al., , 2009 Capotosto et al., 2009; Wyart and Tallon-Baudry, 2009; Rajagovindan and Ding, 2010) . A similar relationship has also been shown during shifts of lateralized auditory attention (Kerlin et al., 2010) . Increased alpha oscillations also produce diminished transcranial magnetic stimulation (TMS) effects in both the visual (Romei et al., 2008b) and motor domains , indicating that alpha influences the excitability of the cortex.
Shifts in alpha power and/or scalp distribution have also been observed when participants are asked to attend to either the color or motion of visual stimuli (Min and Herrmann, 2007; Snyder and Foxe, 2010) . Levels of alpha power have been shown to be modulated by temporal expectancy of stimulus onsets (Min et al., 2008) , rightward shifts of attention during fatigue (Pérez et al., 2009) and following erroneous responses to visual stimuli (Carp and Compton, 2009 ), all indicating a role for alpha in selective neural processing. In animal studies using intracranial recordings, this relationship between decreased attention, increased alpha power, and selective processing has been shown to be present in areas V1, V2, and V4, whereas an opposite relationship has been measured in higher areas such as IT Bollimunta et al., 2008 Bollimunta et al., , 2011 .
In multimodal human studies combining EEG and fMRI, increased alpha oscillations have generally been shown to be related to decreases in the BOLD signal and cortical metabolism in sensory areas, and increased activity in so called default-mode areas (e.g., Moosmann, et al., 2003; Ben-Simon et al., 2008; Jann et al., 2010; Sadaghiani et al., 2010; Scheeringa et al., 2011) . One must keep in mind when considering joint EEG-fMRI studies that the EEG power envelope measured on the scalp used to predict BOLD changes only represents a limited and spatially smeared window into the oscillatory activity of the entire brain -a window that is heavily weighted toward co-oriented sources close to the scalp.
Some past studies have shown that event-related brain potentials (ERPs) and subsequent BOLD signal measured concurrently are uninfluenced by the power of pre-stimulus alpha oscillations (Becker et al., 2008; Reinacher et al., 2009; Scheeringa et al., 2011) . the scalp the largest alpha amplitude is observed over parietal and occipital areas (e.g., Johnson et al., 2010) , although its frequency is slower and its distribution tends to be more frontal in older subjects (Gratton et al., 1992) . Alpha is also evident over motor cortices in the form of mu oscillations (Pfurtscheller and Neuper, 1994) 1 . Since this initial interpretation of alpha as a generic idling mechanism, increased focus has been placed on the specific influence of alpha oscillations on cognitive and neural processes (e.g., Klimesch et al., 2007; Jensen and Mazaheri, 2010) . Spontaneous (i.e., not stimulus driven) increases in alpha oscillations have been shown to be associated with higher threshold detection rates across a wide range of stimulus types (e.g., Ergenoglu et al., 2004; Palva et al., 2005a; Romei et al., 2008a,b; van Dijk et al., 2008; Busch et al., 2009; Wyart and Tallon-Baudry, 2009 ) and with poorer performance on a number of cognitive tasks (e.g., Linkenkaer-Hansen et al., 2004; Mo et al., 2004; Babiloni et al., 2006; Del Percio et al., 2007; Hanslmayr et al., 2007; Mazaheri et al., 2009 ). For example, in a recent study, we showed that the detection rate of a near-threshold target stimulus that preceded a metacontrast mask was dependent upon the level of alpha power; detection rate increased monotonically as alpha power decreased (Figure 1 ; Mathewson et al., 2009) .
In other research, increases in alpha have been linked to the successful inhibition of distracter items to aid working memory representations (e.g., Hamidi et al., 2009; Sauseng et al., 2009) . During a visual working memory task, for example, a set of four items was monitored for change after a brief blank period, while the visual distracter information on the opposite side of the screen was ignored . During the retention interval, the occipital alpha power over the side contralateral to the ignored visual stimuli increased. This asymmetric increase in alpha power 1 It is important to note that not all cortical regions are equally likely to generate large scalp alpha activity. Certain brain areas are located far from the surface of the head, or their orientation is not conducive to generate large surface activities. Finally, some adjacent regions may generate counter-phase activity, which may cancel out. As a consequence, the amplitude of alpha oscillations may possess a very specific scalp distribution. across cortical areas also explains large decreases in alpha power, referred to as either alpha desynchronization, alpha suppression, or alpha blocking, during important mental and sensory processing (e.g., Klimesch et al., 1998) .
In support of the general role played by alpha in many brain areas, in a recent EEG study of video game training, we have shown predominant changes in alpha activity over the course of learning (Figure 2A ). Subjects spent 20 h learning the complex video game Space Fortress, in which a player controls a ship with the goal of destroying a combative central fortress (Donchin et al., 1989) . Subjects' EEG activity was recorded during and outside of game play, before and after training. The amount of evoked alpha to relevant stimuli in the game increased as subjects learned to master the game (Figures 2B,C ; Maclin et al., in press) . Furthermore, the level of frontal alpha power during the first session playing the game could predict almost 50% of the variance in the rate of learning. Even the frontal alpha power measured outside of the game, prior to training, could predict subsequent learning rate. Furthermore, this effect could be dissociated from the mu-rhythm difference between left and right hemispheres associated with flying the ship, which was not predictive of subsequent performance. Finally, additional variance in game improvement was accounted for by event-related alpha desynchronization in response to successful hits on the fortress. Together, these results reveal a number of distinct types of alpha activity with different functional relevance for attention and performance. Importantly, these results suggest that frontal alpha plays an important role in cognitive/attentional control, which is critical in learning to perform optimally in a complex video game. Recently, it has also been shown that eye movements can be influenced by frontal alpha activity, and it has been proposed that frontal eye-field activity may be the source of these influences (Drews and VanRullen, 2011; Mazaheri et al., 2011) . More research is needed to understand the difference between traditionally observed posterior alpha modulations and these recently observed frontal alpha effects. Additional research could also shed light on the relationship between frontal alpha modulations and the frontal theta differences reported in a number of studies (Cohen et al., 2007; Cavanagh et al., 2009) . Finally, it is also important to These findings have been taken as evidence against a proposal that ERPs are the result of ongoing alpha oscillations becoming phase reset to stimulus onset, since it would predict that trials with larger pre-stimulus power would have larger ERPs (Mazaheri and Jensen, 2006; Becker et al., 2008) , although this debate continues (e.g., Klimesch et al., 2009; Risner et al., 2009) . A recent finding of a U-shaped function between alpha power and ERP amplitude may explain these contradictory findings (Rajagovindan and Ding, 2010) . It is likely that the relationship between alpha power and evoked activity is a complicated interaction between the stimulus modality and the predominant source of the surface-measured alpha activity. Recent advances in the use of multivariate variance decomposition techniques and source modeling are important for separating the various alpha generators from each other and from other neural activity (Snyder and Foxe, 2010; Scheeringa et al., 2011) . Klimesch et al. (2007) has recently proposed a theoretical framework for alpha oscillations. They propose that alpha represents a general inhibition mechanism across cortical areas, and emphasize the important and complementary role played by alpha oscillations in neural inhibition and timing. This framework not only explains the inhibitory modulations of alpha activity with attention and fatigue but also explains the role of alpha oscillations in other brain areas (e.g., Pfurtscheller and Neuper, 1994) . The theory emphasizes the additional role played by alpha beyond a general inhibition of neural activity in constraining the timing of neural firing. Importantly, this theory makes some predictions about tasks in which increased focus of attention should actually increase alpha oscillations, when important inhibitory or timing processes are needed, which has indeed been observed (e.g., Ray and Cole, 1985; Sauseng et al., 2009) . It is proposed that these timing mechanisms are subserved by the excitability cycle of alpha oscillations. It is also often observed that the alpha power differs between the two frontal hemispheres; a large amount of literature has investigated "frontal alpha asymmetry" as a marker of depression. This asymmetry may reflect an unbalance in the level of control exerted by frontal regions on ongoing goals, tasks, and emotionality (for a review see Coan and Allen, 2004) . A general role for alpha as a control mechanism stimulation vary as a function of the phase of ongoing oscillations at the time of stimulation (Trimble and Potts, 1975; Brandt et al., 1991; Jansen and Brandt, 1991; Barry et al., 2003 Barry et al., , 2004 Kruglikov and Schiff, 2003; Sachdev et al., 2004; Lakatos et al., 2008; Mathewson et al., 2009; or Haig and Gordon, 1998 who found later P3 differences). It is important to note, however, that evidence that these evoked potentials are not independent of the ongoing EEG phase cannot be considered as evidence that ERPs are merely artifacts of phase resetting, since additional ERP variance is unexplained by ongoing oscillatory activity (Kruglikov and Schiff, 2003; Mazaheri and Jensen, 2006; Becker et al., 2008) . This debate is beyond the scope of the current review, but is germane to its thesis since Klimesch et al. (2007) have proposed that this phase resetting would serve to re-align the preferential processing phase of the alpha cycle to maximize stimulus processing. Recently, evoked BOLD responses to brief fixation events have been shown to vary as a function of the phase but not the power of independent alpha components of the simultaneously recorded EEG (Scheeringa et al., 2011) , indicating that these phase effects can even have metabolic consequences. Together, these findings provide support for the view that alpha oscillations represent fluctuations in the ongoing excitability of the underlying cortical areas (Lindsley, 1952) .
The interpretation of alpha-phase as representing different levels of cortical excitability leads to the prediction that identical visual stimuli may engender different perceptual representations depending on their synchronicity with the alpha-phase (Lindsley, 1952) . Indeed, an early study found that identification of an auditory stimulus amongst noise differed as a function of the ongoing alpha-phase (Rice and Hagstrom, 1989) .
In order to directly test this hypothesis, in a recent study we presented participants with brief targets that were followed closely in time by a metacontrast mask (Figure 3 ; Mathewson et al., 2009 ). We adjusted the timing and stimulus conditions such that, on average, our subjects detected about half of the targets that were presented, while maintaining low levels of false alarms on catch trials. This balance allowed us to directly compare targets that were and were not detected. We were specifically interested in the time period before the onset of the target, and the relationship between the alpha oscillations during this time period and subsequent awareness. Crucially, we showed for the first time that on trials with high levels of alpha power over posterior areas, the phase of the alpha activity preceding the stimulus could predict the subsequent detection of the masked-target. Targets presented in one half of the phase cycle were much less likely to be detected than targets presented at the opposite phase or on trials with low-alpha power ( Figure 3A) . This seems to indicate that the modulation is specific to a particular phase of the alpha cycle when alpha is high. Thus, there are two routes to detection: the first is to decrease alpha power, which increases cortical excitability and permits a consistent level of processing of the target; the second, when attention wanes and alpha power is high (or if a part of visual space is being inhibited and alpha power is high in the area of cortex processing that target), then certain phases of this increased alpha activity inhibit processing. Therefore, on average, targets will be less likely to be detected with larger levels of alpha power and/or when their timing is out of when their timing is in-phase with the inhibitory portion of the alpha cycle. note that cognitive control involves inhibition as well as activation. Therefore, this theory is consistent with the general idea that alpha is related to cortical inhibition.
AlphA-phAse
Thus far, we have reviewed studies indicating the inhibitory role played by alpha activity in ongoing processing. Importantly these studies all make the assumption that modulation in alpha power represents an all-or-none brake applied to neural processing. By its very nature, however, alpha is an oscillatory phenomenon. Thus, is the inhibition indexed by alpha continuous or does it vary according to the peaks and troughs in the alpha cycle? An important corollary to this question is whether the presence of alpha is a correlate of inhibition or in fact a direct index of some of the mechanisms supporting inhibitory processes in the brain. Over the last century, interest has been directed toward understanding the cyclic nature of alpha oscillations. Speculations about the significance of different phases of the alpha cycle were already presented by Bishop (1933) . These original speculations were echoed by Lindsley (1952) , who proposed that the alpha rhythm "represented for the cell, or for the aggregates of cells with which it is associated, an oscillation in cortical excitability." Lindsley's prediction leads to the proposal that inhibitory effects should vary with the phase of alpha. Chang (1951) showed that the output of a frog neuron, given a constant level of stimulation oscillates at a frequency of roughly 10 Hz, indicating that the cell went through 10 Hz oscillations in its excitability. In subsequent decades, studies revealed an effect of the phase of the ongoing alpha activity on simple reaction time measures, with the slowest RTs for stimuli whose presentation was yoked to the scalp positive peak (Callaway and Yeager, 1960; Dustman and Beck, 1965) . Recently, Hamm et al. (2010) reported a higher likelihood of saccades to a lateralized target in association with particular alpha-phases. Nunn and Osselton (1974) showed that masked visual presentation of the word "DANGER" led to skin conductance response changes that were modulated by the phase of ongoing alpha oscillations at the word onset, suggesting that this word was better processed at preferred phases of alpha oscillations.
The idea that alpha oscillations represent oscillations in cognitive processing has led some to speculate that the very nature of conscious visual perception occurs in perceptual moments or frames, and that perhaps a portion of the alpha cycle indexes the duration of these perceptual moments. Evidence for this has been provided in a study by Varela et al. (1981) in which subjects were presented with either simultaneous or sequential visual stimuli at either the peak of the trough of the scalp-measured EEG alpha oscillations. Visual events presented asynchronously together during the positive phase of an alpha oscillations were much more likely to be labeled incorrectly as simultaneous than those presented together during the troughs. However, this effect has since been hard to replicate (Gho and Varela, 1988; VanRullen and Koch, 2003) .
More recent studies have further investigated the extent to which the processing of information varies as a function of the phase of ongoing local excitability cycles. Animal studies have shown that a subset of neurons preferentially fire during specific phases of the ongoing local field potential (LFP; Jacobs et al., 2007; Lakatos et al., 2008; Lörincz et al., 2009) . A great deal of research has also shown that evoked responses (N1 and P1 components) to identical visual A possible methodological issue with the finding of an interaction between alpha power and phase effects on visual awareness is that on low-alpha trials the signal-to-noise ratio of the phase measurement will be inevitably lower. Thus any differences in the alpha-phase/detection relationship observed between high-and low-power trials may be due to increased error in-phase estimation for low-power trials. From a statistical standpoint it is very difficult to tease apart the influences of phase and power, as the reliability of the phase measurement inevitably varies as a function of the power level. Note, however, that our theory stems not only from the interaction of power and phase but also from the main effect of power. A crucial finding of the Mathewson et al. (2010) paper (see Figure 3A) is that detection rate is higher overall for low-than for high-alpha power trials. The most parsimonious account of these two effects (the interaction of power and phase, and the main effect of power) is to propose that the observed effects of phase and power on detection are linked by a single common mechanism; cortical excitability. In particular, awareness occurs when a threshold of cortical excitability is reached, be that during a certain phase when alpha is high or when alpha is low overall. When alpha is low, and thus cortical excitability is high, detection will be high regardless of the phase of alpha. An alternative account may propose that the influences of phase on neural activity are independent and dissociable from the influence of alpha power on the same activity. However, such an account is less satisfying as it is difficult to imagine independent effects of phase and power on neural activity and performance, given what we know about how synchronized fluctuations of neural activity give rise to the oscillatory activity we measure.
The finding that visual awareness fluctuates as a function of the phase of ongoing oscillations in the EEG was corroborated by a subsequent study that analyzed the temporal and frequency breadth of this effect for threshold-level targets (Busch et al., 2009 ). In their study, the targets, instead of being masked, were rendered difficult to detect by reducing their presentation time with a staircase procedure, such that each subject detected about half of them. Again, differences in the EEG preceding detected and undetected targets were examined. The authors considered a broad range of times and frequencies, and summarized the difference in-phase between the two conditions using a succinct statistic, the phase bifurcation index (PBI), which measured simultaneously the phase consistency and phase separation between two conditions. They predicted that if the phase of EEG oscillations differed between detected and undetected targets, then PBI should be high in that frequency, as each condition should have a preferential and opposite phase. Indeed, it was found that around 100 ms before the onset of the stimulus, 7-10 Hz oscillations in EEG had opposite phases for detected and undetected targets, thus replicating the core finding of the earlier Mathewson et al. (2009) study in the same journal, Interestingly, the authors found that the site of the maximal phase difference was frontal (Busch and VanRullen, 2010; Drews and VanRullen, 2011) . The discrepancy in peak location of the phase effect between our study and those of the VanRullen group may be due to the different visual stimuli used in the tasks. Metacontrast masks are believed to limit visibility of the target by interrupting feedback information from higher visual areas, blocking any prospect of widespread reverberation of target information (Ro et al., 2003) . In our paradigm, FiGurE 3 | (A) Detection rate as a function of alpha power and phase before stimulus onset. When alpha power is low (left bar graph), there is no difference in masked-target detection as a function of pre-target alpha-phase. When alpha power is high (right bar graph), however, not only is detection lower overall, but it differs between opposite alpha-phases. (B). Grand-average ERP at the Pz electrode for detected (blue), undetected (red), and all (gray) targets. Results show the presence of counter-phase alpha oscillations between detected and undetected targets, whereas the overall average is flat, indicating that subjects did not phase lock to the stimulus before its onset. (C) Polar plot of a bootstrapderived distribution of the average phase (angle) and amplitude (distance from origin) of pre-target 10-Hz oscillations for detected (red) and undetected (blue) targets. Each dot is the grand-average phase over the 12 subjects for one of 10,000 equally sized random samples from the two conditions. The arrows represent the centroids of the distribution of mean phases. (Figure adapted and extensive analyses clearly show the influence alpha-phase on visual awareness, and rules out a number of alternative explanations for the effects.
In summary, a number of studies have shown that the phase of ongoing alpha oscillations can influence the fine-grained timing of perception. These findings have received further support by Lörincz et al. (2009) who correlated the scalp-measured EEG in behaving cats with the local field oscillations (LFO) in the LGN, the first relay node on the main visual pathway. They showed that the output of thalamo-cortical relay neurons from the LGN is phase-locked to ongoing alpha oscillations in the LGN itself. The authors argue that the strong correlation between these two oscillations justifies the use of in vitro LGN preparations, which spontaneously sustain their alpha rhythm. In their cellular and network analyses the authors reported that the phasic output of the relay-mode thalamo-cortical neurons was locked to the phase of the ongoing LFO, with two groups of cells preferring to fire at the positive and negative alpha peaks, respectively.
pulsed-InhIbItIon
Based on this converging evidence we propose that alpha oscillations represent a pulsed-inhibition of ongoing visual processing. As we have shown, when alpha oscillations are high in power, their phase has an influence on subsequent visual awareness. Brief visual events occurring in a particular phase of ongoing oscillations do not reach awareness, while those in the opposite phase do (Figure 3 ; Mathewson et al., 2009 ). This view is presented in Figure 4 .
When inhibition of some part of visual space, some part of time, or some visual feature is needed, top-down signals from frontoparietal areas control the level of alpha oscillations (e.g., Sauseng et al., 2005; Capotosto et al., 2009 ). These ongoing oscillations can also fluctuate as a function of the current level of task engagement and vigilance (e.g., Mathewson et al., 2009) . When alpha power is low in cortical areas, or during evoked alpha desynchronization, the excitability of that area is relatively high and above a threshold this would have limited the representation of the target to early visual areas. Not having masked the target, and thus not limiting its neural representation, Busch et al. (2009) may have maximized the influence of oscillatory activity occurring within higher-level visual areas on target detection. Furthermore, it is important to keep in mind that scalp topography can misrepresent the distribution of underlying sources. It is especially important to consider the reference to which each channels voltage is compared, which is unfortunately not reported in either the Busch and VanRullen's or Drews and VanRullen's papers (for reviews of the influence of EEG phase on visual detection, see Wyart and Sergent, 2009; Hoogenboom and Romei, 2010) .
In a review recently published in this journal, VanRullen et al. Figure 3B of the current paper) show the band-passed time-average EEG activity when in fact the data depict the broadband ERP signal, indicating a large and obvious difference in-phase between detected and undetected targets. Second, the authors claim that our fixed inter-target interval may have introduced overall phase-locking to stimulus onset; however, the grand-average ERP across all trials (i.e., detected and undetected) also presented in the same figure, clearly shows no phaselocking to the onset of the target, indicating that phase-locking was not a generalized phenomenon (see gray line in Figure 3B) . Lastly, the authors claim that we restricted our analyses to a timeaveraged inspection of the waveforms. However, Mathewson et al. (2009) presented the results of five other analyses on the single trial phase and amplitude of alpha, all corroborating the finding of a difference in alpha-phase between detected and undetected items (here see Figures 3A,C for examples) . In sum, our careful important sounds. Similarly, we propose that inhibition acts on sensory areas by synchronizing the oscillatory excitability cycles of neurons in those areas, drowning out incoming signals.
As mentioned, Jensen and Mazaheri (2010) propose that inhibitory GABA activity in sensory areas manifests itself as an asymmetric increase in alpha power due to its unidirectional current flow. In other words, they emphasize cellular-level mechanisms that may explain the same phenomena addressed by our model at a more global level of analysis. As such, the two theories are complimentary. However, these theories do lead to different predictions that can be tested experimentally. For instance, our theory would predict that any source of synchronized neuronal oscillations in sensory areas would inhibit processing, not just inhibitory GABAergic coupling. For instance, entrainment of cortical oscillations with TMS, or transcranial current stimulation would synchronize oscillatory activity presumably through electrical induction to a greater extent than by interneuron connections. Such data (see Thut and Miniussi, 2009) provide support for our theory, demonstrating that phase effects on cortical processing are observed for entrained brain oscillations (see below for a review that entrainment of oscillatory brain activity obtained with rhythmic visual stimulation can also have similar effects as spontaneous alpha in sensory processing).
Importantly, our pulsed-inhibition account of alpha can consolidate disparate theories of alpha activity. Palva and Palva (2007) have proposed that increases in alpha can also represent important active control processes, and emphasize the phase synchrony between frontal and parietal brain networks in the alpha band. In our model increases in alpha synchrony would not only be associated with widespread inhibitory pulses, but also with brief synchronized excitable periods in counter-phase. Thus, active cognitive and inhibitory roles of alpha oscillations may be two sides of the same pulsating coin. Importantly the Palva and Palva (2007) proposal also emphasizes the phase-amplitude coupling of alpha oscillations with higher frequency (e.g., gamma) neural activity. In other words, increased amplitude of high-frequency activity is seen during certain phases of lower-frequency alpha activity (Palva et al., 2005 (Palva et al., , 2010 Cohen, 2008; Osipova et al., 2008; Voytek et al., 2010) . Given the enhanced and coordinated processing known to be associated with gamma activity (e.g., Tallon-Baudry and Bertrand, 1999), phase-amplitude coupling would provide an important strengthening of any low-frequency phase interactions.
An important feature of this conceptualization of alpha as a pulsed-inhibition of visual processing is its relation to top-down attention. Busch and VanRullen (2010) have investigated the relationship between the phase effects on visual awareness and attention. They first cued subjects to monitor a continuous stream of possible targets on one side of the visual field. However, subjects were also told to respond to targets presented in the uncued visual field. The authors found that the phase of EEG oscillations could predict target detection, but only when targets were presented on the cued side of the visual field. They interpret this finding as calling into question our proposal that increased alpha power and alpha-phase effects go hand in hand. Their reasoning is that, since increased attention should decrease alpha power, the pulsed-inhibition theory of alpha should predict that effects would be highest when alpha is high and targets are presented at an unattended location in the visual field (e.g., Thut et al., 2006;  of awareness, leading to uniformly high performance. When alpha power is increased, the excitability becomes, on average, lower, leading to decreased performance. Inhibition is not constant, however, but is in fact pulsed as a function of the phase of the alpha oscillations, with periods of punctuate inhibition alternating with others of relatively intact processing (this is indicated in Figure 4A by the alpha wave oscillating around the threshold). In other words, phase and power are interdependent, with two possible states determined by power and with phase becoming important only when the power is high.
The proposal that alpha represents a pulsed-inhibition of ongoing brain activity is consistent with both Klimesch et al.'s (2007) theory that alpha reflects an inhibitory timing mechanism based on excitability cycles, as well as Jensen and Mazaheri's (2010) recent proposal that alpha represents pulses of inhibitory gating of neural processing. The pulsed-inhibition mechanism we propose is similar to the asymmetric modulations in alpha that have been suggested by Mazaheri and Jensen (2010) . The authors propose that alpha oscillations represent bouts of inhibition induced by GABAergic inter-neurons on the co-aligned pyramidal dendrites. Increases in this inhibitory activity would only modulate the peaks and not the troughs of alpha activity, since these dendritic currents are predominantly unidirectional. It has further been shown that these asymmetric modulations in alpha can account for some commonly observed slow ERP potentials (Mazaheri and Jensen, 2008; Van Dijk et al., 2010) . Asymmetric modulations in alpha amplitude can also account for the fact that increases in alpha power lead to decreases in overall target detection, averaged across different phases.
Despite this common ground, there are also some differences across these accounts of the role of alpha oscillations. In our theory we stress an additional mechanism by which oscillatory alpha activity inhibits sensory processing. We have already considered the large amount of evidence for oscillations representing fluctuations in the excitability of the underlying cells. Increases in EEG alpha are associated with larger populations of neurons firing in synchrony with one another (e.g., Bollimunta et al., 2011) . During periods of large-scale alpha synchrony, any given cell has less of a chance of firing during particular phases of the cycles. It is during these brief periods of widespread inhibition that alpha comes to exert its inhibitory effect on processing.
Thus, we propose that scalp-recoded alpha occurs when the excitability or inhibitory periods become synchronized over large populations of neurons. When there is less synchronization, these inhibitory periods are random and signals processed in the area can stand out against the noise. However, when oscillations become highly synchronized, periods of inhibition occur simultaneously across the population of cells, drowning out any signal representation. Interestingly, this theory has much in common with recent theories of attention from single cell recordings, where it has been shown that attention acts by decorrelating low-frequency noise in sensory areas (Mitchell et al., 2009) .
To portray the theory in a metaphor, we imagine the oscillatory activity in a processing area as a large crowd at a football stadium. When the individual fans cheer at random times, any loud person can be heard over the hum of the crowd (e.g., "COLD BEER!"). However, when the same applause becomes synchronized in a unified cheer, brief periods of widespread sound drown out any other fluctuating periods of enhanced and inhibited firing. Indeed, research has shown that the phase of ongoing oscillations in the EEG can become automatically entrained to rhythmic stimuli in the environment (Adrian and Matthews, 1934; Walter and Walter, 1949) . This so called steady-state visual evoked potential (SS-VEP) has been shown for a range of frequencies from 1 to 100 Hz (Herrmann, 2001; Pastor et al., 2002 Pastor et al., , 2003 and attention enhances this effect (Morgan et al., 1996; Rosenfeld et al., 1997; Müller et al., 1998; Andersen et al., 2008; Lakatos et al., 2008) , suggesting that entrained oscillations in cortical excitability may represent a mechanism for temporal attention to rhythmic environmental events (Large and Jones, 1999; Coull et al., 2004; Buhusi and Meck, 2005; Schroeder and Lakatos, 2009) . It is unclear, however, if entrained oscillations in the cortex have the same functional impact as do endogenously controlled changes in cortical oscillations.
Manipulations and theories of visuo-spatial attention are ubiquitous in the cognitive psychology literature (e.g., Posner and Petersen, 1990; Corbetta and Shulman, 2002; Reynolds and Heeger, 2009) . However, only a small amount of research has extended these constructs into the temporal domain, investigating how attention to sensory objects fluctuates with time (Coull and Nobre, 1998; Large and Jones, 1999; Coull et al., 2004; Schroeder and Lakatos, 2009 ). Many parallels can be drawn between what can be characterized as visual attention and temporal attention, respectively. Both consist of mechanisms by which processing of a stimulus is enhanced at the expense of that of other stimuli (i.e., James, 1890; Posner and Peterson, 1990; Levinthal and Lleras, 2008; Yashar and Lamy, 2010) . Theorizing about attention in the temporal domain has been limited (but see Jones, 1976; Coull and Nobre, 1998; Coull et al., 2004; Schroeder et al., 2008) . In our day-to-day conversations, we are bombarded with rhythmic auditory information, which we can parse into individual sound units or phonemes, whose serial order can be distinguished with delays as short as 30 ms (SchmidtKassow and Kotz, 2008) . Our ability to successfully attend to the relevant features of sound or speech developing over time thus relies on some sort of internal clock mechanism, which is able to predict from the ongoing information the timing of important upcoming events. Jones (1976) proposed that, "…organisms are basically rhythmical and possess their own temporal structures which are manifested psychologically in a series of tunable perceptual rhythms…" In a more recent quantitative explication of the theory, Large and Jones (1999) posit the presence of internal oscillators representing pulses of "attention energy" that can be entrained to the timing of external rhythms. In their theoretical framework, attention allows for these internal oscillators to adjust their parameters in order to time their pulses of "attention energy" with relevant environmental stimuli, in a sense coupling the internal rhythms with those in the environment. Both the phase and the period of the internal oscillations become coupled to the phase and period of oscillations in the environment. Thus the future onsets of environmental stimuli will occur at times predicted by the entrained internal oscillations. This will allow the pulse of attention energy to enhance processing. To test this proposal, Jones et al. (2002) presented subjects with a standard auditory tone followed after a set of rhythmic distracters by a comparison tone. Subjects were best at comparing the two tones when the comparison tone was presented in-phase with an Mathewson et al., 2009) . Importantly, the latter inference is predicated on the assumption that targets presented at the uncued location should be processed in a cortical region where alpha is particularly large. However, Busch and VanRullen (2010) did not measure the lateralization of alpha oscillations induced by the cue, and how the phase effects interacted with alpha power on a trial by trial basis. Furthermore, the data do indeed show a trend toward an effect of alpha-phase for targets presented at the unattended location, almost as large as that for those presented at the attended one, though not reaching significance. A further problem with their interpretation comes from the nature of the task itself, which in fact requires participants to respond to targets appearing at the "unattended" location. Thus, one may question to what extent that location was truly unattended, which, in turn, may have limited the extent to which alpha power was increased at that location; a strong inhibition of processing for stimuli presented at the unattended location should have produced large decreases in subjects' performance, which did not occur.
Recently Capotosto et al. (2009) have begun to elucidate the brain networks responsible for top-down control of alpha variations. When repetitive TMS (rTMS) was applied to the FEFs and the IPS, the modulation of alpha activity as a function of attention leading up to the target onset diminished. Further, the alpha asymmetry elicited by spatial attention was also affected by rTMS and subjects no longer showed the benefits of spatial attention typically observed in a Posner cueing task. This provided the first causal evidence that attentional orienting by the FEF and IPS, in preparation of upcoming visual processing, is modulated by alpha oscillations. Indeed, Hamidi et al. (2009) also found that 10-Hz rTMS to IPS and FEF biased alpha oscillations and influenced target detection. Furthermore, simultaneous EEG and fMRI recordings reveal that activity in the dorsal attention network is negatively correlated with alpha power (Sadaghiani et al., 2010) . We have recently combined the use of fast optical imaging of neuronal activity using the event-related optical signal (EROS; Gratton and Fabiani, 2010) and EEG to investigate the regions associated with changes in alpha activity. We found areas in both frontal and parietal regions whose activity correlated with changes in alpha power (Mathewson et al., in preparation) .
In summary, we propose that alpha oscillations represent a pulsedinhibition on ongoing processing. The power of these alpha oscillations can be controlled by top-down attention from fronto-parietal structures with the goal of biasing ongoing processing in favor of the task-relevant or attended stimulus. Indeed, the FEF and IPS are thought to bias visual processing largely through the pulvinar thalamic nucleus (Corbetta et al., 2008) , which in turn has been shown to account for a significant proportion of the variance in posterior cortical alpha power (Steriade et al., 1990) . These controlled modulations of alpha power then influence cortical excitability, inhibiting the processing of unattended or actively ignored items. When alpha power is high, the phase of the ongoing alpha oscillation can predict amount of processing, target detection, and response time.
entrAInment of temporAl AttentIon
Our proposal that alpha oscillations represent a pulsed-inhibition of ongoing processing would predict that if one were able to control the phase of these oscillations, one could manipulate these As can be seen in Figure 5B , we indeed found an effect of the entrainment, such that targets presented in-phase were better detected than targets presented out-of-phase. Furthermore, this effect scaled as a function of the number of entrainers, indicating that the entrainment process takes time to build up. When only two annuli were presented, but with a long gap in between to control for the length of the eight-entrainer-foreperiod condition (bookend condition), only a linear increase in detection was observed, with no peak in detection at 83 ms. In other words, in the absence of rhythmic entrainment, a single annulus preceding the target actually decreases target visibility (so called forward masking). Yet, when this last annulus is one of several in a rhythmic sequence, targets are released from forward masking and visibility changes in a phase-dependent manner. Importantly only the peak detection at 83 ms in the eight-entrainer condition was greater than the baseline detection rate with no preceding stimuli (Figure 5B) , indicating that this rhythmic stimulation predominantly resulted in poorer detection for out-of-phase targets, but little or no enhanced processing for in-phase targets. This is consistent with the view embedded rhythmicity in the irrelevant distracter tones. This was taken as evidence that waves of attentional energy can be built up to preferentially process temporally predictable stimuli.
To extend these series of studies to the visual modality we asked whether we could see evidence of entrainment for visual stimuli presented in the alpha range. We conducted the first behavioral test of this hypothesis as depicted in Figure 5 (Mathewson et al., 2010) . We presented 8, 4, or 2 annuli prior to the onset of the target. These annuli, identical to the subsequent mask, were present at regularly spaced intervals, every 83 ms, leading to a presentation rate of 12 Hz, within the normal range of alpha oscillations. After the onset of the final entrainer, we presented the target at various lags with respect to the timing of the previous entraining stimuli. Targets were either presented in-phase with the preceding entrainment, out-of-phase with the entrainment, or in between. We predicted a quadratic effect as a function of lag after entrainment, with a peak in detection for targets in-phase with the entrainment, when the optimal phase of their excitability cycle would occur due to the processing of the previous stimuli. To what extent are these induced fluctuations in awareness dependent on induced oscillations in the brain? First, entrainment led to increased phase-locking to the rhythmic stimuli compared to the variable condition, the degree of which predicted detection rate across subjects. Second, entrainment led to differences in the phase of 12-Hz oscillations over parietal areas between in-phase and out-ofphase targets, the size of which predicted the difference in detection between in-and out-of-phase targets. Finally, we found an analogous difference in alpha-phase between detected and undetected targets, replicating our previous findings (Mathewson et al., 2009) . Interestingly, these effects were partially dependent on both pre-trial and pre-experiment oscillations in the alpha range, providing further evidence of a link between alpha and the entrainment of awareness.
These entrainment data can be accounted for by an expansion of the thalamo-cortical interaction model proposed by Lörincz et al. (2009) . In their model, the output of the feed-forward neurons transmitting information from the retina to the cortex is modulated by a set of inhibitory inter-neurons in the LGN whose activity occurs in 10-Hz bursts, which act as pace-makers for the cortical alpha rhythm. Recently it has even been shown that the oscillating electrical fields created by neural populations can entrain the firing of local neurons through ephaptic coupling of gap junctions (Anastassiou et al., 2011) . In the entrainment condition, we may assume that the interneuron activity is itself modulated by the feedforward sensory input. This would cause the interneuron activity to be phase-locked with the entrainers. As a consequence, cortical alpha activity would also be entrained. Thus, modulated signals arrive in V1 already under the influence of modulatory oscillations, and these modulatory oscillations also are represented at later visual stages where they can continue to influence perception ( Figure 4B) . This synchronization suggests a mechanism for how specific phases with respect to stimulus onset lead to better performance on a wide range of cognitive tasks (e.g., Jansen and Brandt, 1991; Haig and Gordon, 2008; Mathewson et al., 2009) .
These studies of the entrainment of ongoing oscillations have been supported by recent work using various transcranial stimulation protocols, and together with previous results attest to the causal role played by the power and phase of alpha oscillations on visual processing. Entrainment of beta oscillations over motor areas by transcranial alternating current stimulation (tACS) increased beta oscillations and in turn slowed movements (Pogosyan et al., 2009 ). rTMS at alpha frequencies has been shown to bias alpha oscillations in working memory tasks, leading to effects very much like those observed for spontaneous alpha (Hamidi et al., 2009; Sauseng et al., 2009) . Both tACS and rTMS at 10 Hz have been shown to increase alpha oscillations (Johnson et al., 2010; Romei et al., 2010; Zaehle et al., 2010) and lead to analogous effects on visual detection as endogenous alpha oscillations (e.g., Romei et al., 2010) , although specific entrainment of the phase of ongoing oscillations such that behavior is influenced has yet to be empirically shown. tACS has also been shown to entrain oscillations in animals (Ozen et al., 2010) . However, given the highly unnatural nature of tACS, it is likely that entrainment by TMS or tACS will have different and possibly more unpredictable consequences on underlying EEG oscillations and behavior.
Entrainment of the phase of ongoing oscillations may explain some important and pervasive effects in common psychological tasks. For instance, when distracters are presented at fixation in a rapid serial that alpha is a pulsed-inhibition on visual processing, in that the majority of the change from the control condition was inhibitory and resulted in poorer detection.
The results of Mathewson et al. (2010) provide strong support for Jones et al.'s (2002) proposal, and reveal that detection of visual stimuli is influenced by their temporal predictability with respect to preceding visual events. Relatedly, Schmidt-Kassow et al. (2009) found that the P3b ERP response was earlier in response to stimuli in a regular sequence compared to a random sequence, indicating faster processing. In keeping with this hypothesis, in non-human primates, low-frequency (1.5 Hz) LFP oscillations can become entrained to external stimulus periodicity in an attended modality (Lakatos et al., 2007) . The phase of these entrained oscillations then influences both the evoked response and RTs . This same effect has recently been replicated in humans (Stefanics et al., 2010) and has been shown in intercranial recordings in human patients to be enhanced by both attention and the predictability of stimuli (Besle et al., 2011) . Further effects of temporal expectancies and entrainment of oscillations have been shown in the gamma range (over 30 Hz). Gamma flickering that is undetectable by subjects has nonetheless been shown to influence attentional orienting performance, thus indirectly influencing visual detection (Bauer et al., 2009 ). Finally, gamma has been driven by optogenetic stimulation, affecting sensory responses (Cardin et al., 2009) . Rhythmic stimulation of the whiskers of a rat has also been shown to entrain related sensory areas (e.g., Tamereanca et al., 2008) , as does sound stimulation (Gao et al., 2009 ). Somewhat frightening, Williams et al. (2004) have shown that the refresh rate of video displays such as computer monitors can entrain neural oscillations.
In order to make the crucial link between the EEG alpha-phase effects we observed in Mathewson et al. (2009) , and the behavioral influence of entrainment at these same alpha frequencies on subsequent timing of visual awareness (Mathewson et al., 2010) , we next recorded EEG activity in a modified version of the entrainment paradigm. We predicted that a rhythmic visual sequence in the alpha range would not only entrain alpha but at the same time entrain visual awareness. In the study, we asked if the hypothesized pulsed-inhibition represented by the phase of alpha oscillations could be controlled. Specifically, we predicted that stimuli presented at 12 Hz would entrain brain oscillations. We presented eight entraining stimuli directly before the onset of a metacontrast-masked visual stimulus identical to that used in Mathewson et al. (2009) . We compared the eight-entrainer condition from the previous study to both the same book-end condition and an additional condition in which we added variability to the rhythmicity of our entrainment sequence. On variable entrainment trials, the same overall sequence length as the eight-entrainer condition was used, but the timing of the entrainers was jittered such that they were not presented at regular intervals. On each trial, one of these three pre-stimulus conditions was presented, followed by the target. The target was presented at one of seven lags after the onset of the final entrainer. This way, we had two target presentations that were in-phase with the preceding entrainment (first and second peak of the presumed oscillation), two that were out-of-phase, and three intermediaries. allows for some of the unattended information to filter through; this may be of critical importance in cases in which the unattended information may be valuable. This is the sense in which we have drawn an analogy between the alpha-based mechanism for dealing with irrelevant information and the "anti-lock brake" (ABS) system of a car, in which some level of contacts with the road surface (in our case, the external environment) is maintained by applying pulses of braking rather than by braking continuously.
Our most recent data suggest that this pulsed-inhibition can become entrained to rhythmic external stimulation. This can be easily accounted for by the neuronal mechanisms that we have postulated to be at the bases of alpha. Interestingly, they suggest that alpha oscillations may be part of a general temporal tuning mechanism, by which our brain can exploit regularities in the environment to optimize processing.
A number of questions, however, remain open. For instance, what is the relationship between alpha and other types of oscillatory activity described in the brain? Electrophysiologists have long described a number of other rhythms characterized by other frequencies (such as beta, theta, gamma, and delta), and often correlated them with similar concepts such as perception, attention, and consciousness (Monto et al., 2008) . The literature suggests that our brains can pick up on this wide range of frequencies. A question then follows: Is alpha special, or just one of the many rhythms at which cell ensembles can operate? Or, are different types of cell ensembles involved in different oscillations, and, if so, do they bring forth special types of brain states when their oscillations are triggered?
What is the relationship between brain oscillations and consciousness? James (1890) wrote that consciousness: "…does not appear to itself be chopped up in bits. Such words as 'chain' or 'train' do not describe it fitly … It is nothing jointed … it flows. A 'river' or a 'stream' are the metaphors by which it most naturally described." Since James' (1890) proposal that our conscious stream is not jointed but flows, many have proposed that in fact our perception of the world is more discrete and quantized (Efron 1970a,b; Dehaene, 1993; VanRullen and Koch, 2003; Smith et al., 2006; Pöppel, 2009) . Some have proposed that this quantized nature may account for some common illusions. The discrete frames of our visual perception, perhaps related to the phase of ongoing excitability cycles, may create an aliasing during certain motion perception (Andrews and Purves, 2005; Simpson et al., 2005; VanRullen et al., 2005 VanRullen et al., , 2006 . Indeed, fluctuations in the illusory motion percepts are shown to correlate with changes in alpha oscillations (VanRullen et al., 2006 ; but see Kline et al., 2004 , for an alternative account). We predict that the pulsed-inhibition of alpha oscillations may be the underlying cause of these so called perceptual moments.
The present review article summarized the evidence that, at least in some cases (such as when alpha power is high) our perception of the visual world may be discontinuous in nature. Specifically, during particular phases of the alpha oscillations, information is shown to be very poorly processed, while at other times information processing is enhanced. We summarized the evidence that sensory processing is gated by the phase of ongoing oscillations in baseline brain activity, creating oscillating periods of high and low neural excitability. We also described how these oscillations in cortical excitability are associated with concomitant fluctuations in our visual awareness; targets presented at particular phases of visual presentation (RSVP, most often at 10 Hz; Raymond et al., 1992) task, targets embedded in the regular sequence are usually easily detected, with some important exceptions. Participants' ability to identify the target in the rapid sequence increases monotonically as a function of position in the series, from about 70% for position 2 to above 90% for position eight, after which performance asymptotes (Ariga and Yokosawa, 2008; Ambinder and Lleras, 2009 ). This increase in performance as a function of position in the stream has been labeled "attentional awakening" to indicate that temporal attention to the sequence is becoming entrained to the rhythm of the RSVP, as the stream unfolds. This effect is very much consistent with the data reported by Mathewson et al. (2010) , where increasing the number of pre-target entrainers increased detection monotonically from 0 to two to four to eight entrainers. Thus, even though the targets in the RSVP sequences were all in-phase with the distracters, this preferential phaselocking requires time to build up (Large and Jones, 1999; Mathewson et al., 2010) . Indeed, when the timing of the distracters in the RSVP sequence is jittered such that their sequence is not perfectly rhythmic, initial target detection decreases (Martin et al., 2011) .
A common manipulation in RSVP paradigms is to insert a second target (T2) into the sequence and investigate how its visibility is influenced by its temporal position with respect to the first target (T1). It is typically found that T2 accuracy is diminished when it follows T1 by 2-7 items, an effect referred to as the attentional blink. One possibility for this effect is that the entrainment of alpha-phase by the distracters is interrupted by the processing of the target (Arend et al., 2006) . A phase interruption would seem to be necessary in order to stop the enhanced processing of the subsequent distracters from drowning out the target information. This preferential phase would then need to be reestablished by another gradual entrainment, explaining the similar time course of the attentional awakening and attentional blink (but see Ambinder and Lleras, 2009 ). Martin et al. (2011) found that the attentional blink was also decreased if jitter was added to the distracters prior to its presentation, indicating that the regular distracter intervals are an important precursor to the blink.
summAry And conclusIon
This review highlights the important role that alpha oscillations have in modulating sensory input. More generally, it suggests that alpha oscillations may be an important mechanism by which inhibitory influence and attentional control are exerted over different cortical activities. Alpha oscillations are in large part determined by interactions between thalamo-cortical and intra-cortical neuronal populations. Specifically, they may be due to the activity of GABAergic inhibitory inter-neurons, which may themselves receive input from excitatory output neurons. The manifestation of this circuitry is oscillatory activity, which modulates cortical excitability. This mechanism may be ubiquitous throughout the cortex, although the frequency of the oscillation may perhaps vary from area to area. According to this view, the appearance of the alpha rhythm is not merely a correlate of a state of low cortical activation, but rather a mechanism itself, by which low cortical excitability is enabled. Maintaining low excitability in an extended portion of the cortex probably serves a very important adaptive role, in that it allows for important information processing to occur undisturbed by irrelevant and secondary processes. At the same time, the oscillatory nature of the alpha rhythm these oscillations do not reach awareness. We propose that these cycles of excitability act as a pulsed-inhibition on ongoing processing and that this inhibitory processing mode is common across many brain areas. Finally we reviewed evidence that the timing of the preferential phases of processing can be entrained to rhythmic stimuli in the environment, providing a possible mechanism for temporal attention in the brain.
