Abstract. This paper describes the development of a multiphysics welding simulation model based on the discontinuous Galerkin (DG) finite-element method. Our numerical model implements a classical enthalpy-porosity constitutive law accounting for hydrodynamic and thermal effects occurring during the phase transition from solid to liquid metal. The objective of the study is to present the verification of our numerical framework and explore the applicability of the DG formulation to the simulation of welding processes. Three computational examples of increasing complexity are presented.
Introduction
Accurately simulating heat and fluid flow in laser and electron beam welding processes is an arduous task due to the complexity of the physical phenomenon at play. For instance, melt pool flows often develop steep gradients because of rapid transitioning from solid to liquid state and pronounced velocity variations across boundary layers. These difficulties are further compounded by natural and thermocapillary (liquid-tension induced, Marangoni effect) convection, free-surface deformation and tight coupling between the temperature and velocity fields. Because of these inherent specificities, attaining grid converged solutions is notoriously difficult and may necessitate excessively fine meshes when using standard discretization schemes [1] .
Seeking enhanced resolution, we detail the development of a welding simulation model based on the discontinuous Galerkin (DG) finite-element method [2, 3] . DG is a highly precise and geometrically flexible discretization technique, whose favorable numerical properties have been proven advantageous for simulating complex fluid phenomena. In particular, this formulation offers arbitrarly-high order of spatial accuracy on highly unstructured meshes, thus combining the precision of academic research codes with the adaptability of general purpose CFD solvers. In this work, the DG approach is extended to the simulation of manufacturing processes involving metal fusion, such as welding. It is expected that the high-order solution representation will allow for a much more reliable capture of the very non-linear phenomena characteristic of these processes. Accessorily, the (absence of) continuity of the solution allows for a direct visual check of grid convergence.
Our numerical model implements a classical enthalpy-porosity constitutive law accounting for hydrodynamic and thermal effects occurring during the phase transition from solid to liquid metal [4] . Specifically, we consider the incompressible Navier-Stokes and energy equations augmented with phase-transformation thermodynamical effects, porosity-based mushy-zone modeling, Marangoni freesurface stresses and buoyancy-induced natural convection terms. The principal objective of the study is to present the verification of our numerical framework and explore the applicability of the DG formulation to simulation of welding processes. To this end, three computational examples of increasing complexity are presented. The first test case consists of the Marangoni convection in a square cavity, and is used to verify the correct implementation of the surficial thermocapillary boundary condition. The second test consists of the well-known Gallium melting problem involving a solid to liquid phase change. Finally, we demonstrate the developed formulation on an idealized welding case including non-linear thermocapillary effects.
Model formulation
Constitutive equations. Our numerical model implements a classical enthalpy-porosity constitutive law accounting for hydrodynamic and thermal effects occurring during the phase transition from solid to liquid metal [4] . Specifically, we consider the Navier-Stokes and energy equations for a Newtonian incompressible laminar flow
Here, the variables (p, u, T ) refer to the pressure, velocity and temperature fields, whereas
denotes the viscous stress tensor and ρ, µ and κ denote the density, the dynamic viscosity and the thermal conductivity of the fluid. The enthalpy and temperature variables are related by
where c p denotes the specific heat capacity, L m the latent heat of fusion and f l the liquid fraction. To ensure differentiability of the model, the dependence of the liquid fraction on the melting temperature T m is introduced via a smooth hyperbolic profile smeared over an interval δT
Finally, S(u) gathers all momentum source terms as
The first expression corresponds to the Boussinesq approximation of the buoyancy forces, where g is the gravity vector and β the coefficient of thermal expansion of the fluid. The second expression is a momentum sink imposing the velocity u s to solid fraction. Its multiplicative function corresponds to the Carman-Kozeny porosity term, where C ∼ 10 8 is a large penalization constant and ϵ ∼ 10
prevents a division by zero.
Thermocapillary boundary condition.
In liquid metal flows, the dependence of the surface tension on temperature causes interfacial forces that strongly affect the heat and fluid flow in the weld pool. We model this phenomenon, known as Marangoni or thermocapillary convection, through a free-surface boundary condition enforcing
where n denotes the normal to the free-surface and σ T is the surface tension proportionality coefficient. We further assume that the free-surface is not deformable, and thus complement Eq. 8 with the slip condition u · n = 0.
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Discontinuous Galerkin formulation. Governing equations Eq. 1-3 are discretized with the discontinous Galerkin finite element method [2, 3] . Specifically, we approximate the solution by a piecewise polynomial interpolation of arbitrary degree within each element. At the element faces, no continuity requirement is enforced and the solution is allowed to be discontinuous from one element to the next. The coupling between neighboring cells is obtained by defining interface fluxes reminiscent of finitevolume methods. The accurate and consistent treatment of the diffusive viscous terms is achieved using a symmetric interior-penalty formulation. Stability of the incompressible formulation is ensured by choosing the pressure in a polynomial space one degree lower than the velocity and temperature spaces [5] . Temporal terms are approximated with the second-order backward-difference formula. Finally, solutions to discretized equations are obtained in a fully coupled fashion, using an implicit Newton-GMRES algorithm. A thorough presentation of these numerical algorithms can be found in reference [6] .
Numerical results
Thermocapillary convection in a cavity. In this first test, we consider the steady thermocapillary driven fluid motion in a square cavity. The test is conducted in the absence of gravitational forces. The upper boundary consists of a rigid free-surface on which the thermocapillary boundary condition is ap- Because of the temperature-dependence of surface tension, variations in temperature at the freesurface translate into thermocapillary forces driving the fluid towards regions of higher surface tension. The computed temperature and streamline solutions are presented on Fig. 1 for parameters Pr = 1 and Ma = 100. The observed flow consists of a recirculation cell whose center is offset towards the upper-right corner of the cavity. Convective effects are also observed on the temperature contours, which present distortions in the vicinity of the free-surface. The adimensional temperature and velocity profiles are shown on Fig. 2 , for two values of the Marangoni number. As expected, increasing the Marangoni number enhances the convective effects, resulting in steeper profile variations close to the right boundary. Finally, these profiles are verified to be in agreement with the results of Zebib et al. [7] which are used as reference.
Melting of pure gallium. In this second test, we consider the melting of pure gallium in rectangular cavity of height and length 0.0635 × 0.0889 [m]. The cavity is initially filled with solid gallium at rest. The temperatures at the left and right walls are set to T h and T c , which are respectively higher and lower than the melting point T m . The horizontal walls are considered adiabatic. All other relevant physical parameters are reported in table 1.
An overview of the melting process is displayed on Fig. 3 . As the left wall is hotter than the melting temperature, a thin film of liquid gallium forms along that boundary. In turn, buoyancy forces set the liquid phase in motion, creating a cluster of natural convection cells in the melted region. As the extent of the melted region increases, these cells coalesce into larger recirculation zones which eventually span the entire domain. Figure 4 presents the horizontal velocity adimensionalized by u ref = α/H, at x/H = 0.11 and t = 150 sec. This profile shows the velocity variation across the three convection cells, which is in qualitative agreement with previous results from Stella and Giangi [8] . Finally, the temporal evolution of the phase-change solidification front is illustrated on Fig. 5 . In particular, smooth undulations of the solid-liquid interface caused by the recirculation patterns are observed. Reference results from Zebib et al. [7] . 
where the laser power and beam radius are P = 5200 [W] and r q = 1.4 [mm] and the absorptivity coefficient is chosen as η = 0.13. Moreover, this case also considers the effect of trace concentrations of sulfur on the thermocapillary surface forces. Specifically, we implement the non-linear model σ T ≡ σ T (T ) as described in reference [9] . As shown in Fig. 7 , the surface tension coefficient varies according to the temperature and sulfur content, which depending on the sign of σ T will result in attractive or repulsive thermocapillary forces. . In the melt pool region, the temperature and velocity values are in good agreement with the computational results of Saldi [9] . The boundary layer flow developing at the free surface is particularly well captured. In the solid region, our simulations deviate slightly from the reference data due to an overprediction of the melt pool size of about 7%. This discrepancy could partly be due to the relatively coarse mesh size in that region. Figure 9 compares the liquid fraction and velocity fields for sulfur concentrations of 20 and 150 [ppm] . For the present range of operating temperatures, a sulfur concentration of 20 [ppm] leads to mostly repulsive capillary forces and thus create a clockwise recirculation cell (the fluid flows towards colder regions). Conversely, a sulfur concentration of 150 [ppm] produces mostly attractive forces, and the flow establishes in the opposite direction. These hydrodynamic effects directly impact the shape of the melt pool, which is wide and shallow at low concentrations but become narrow and deep at higher ones. was systematically demonstrated against established reference results. This work represents a first step towards a high-fidelity fusion welding simulation package, with future efforts dedicated to extensive mesh-refinement studies, the implementation of a deformable free-surface, industrial applications, and in the longer run hp-adaptive simulations.
