Recent results in nonparametric regression show that for deep learning, i.e., for neural network estimates with many hidden layers, we are able to achieve good rates of convergence even in case of high-dimensional predictor variables, provided suitable assumptions on the structure of the regression function are imposed. The estimates are defined by minimizing the empirical L 2 risk over a class of neural networks. In practice it is not clear how this can be done exactly. In this article we introduce a new neural network regression estimate where most of the weights are chosen regardless of the data motivated by some recent approximation results for neural networks, and which is therefore easy to implement. We show that for this estimate we can derive rates of convergence results in case the regression function is smooth. We combine this estimate with the projection pursuit, where we choose the directions randomly, and we show that for sufficiently many repititions we get a neural network regression estimate which is easy to implement and which achieves the one-dimensional rate of convergence (up to some logarithmic factor) in case that the regression function satisfies the assumptions of projection pursuit.
Introduction
For many years neural networks have been considered as one of the best approaches in nonparametric statistics in view of multivariate statistical applications, in particular in pattern recognition and in nonparametric regression (see, e.g., the monographs Hertz, Krogh and Palmer (1991), Devroye, Györfi and Lugosi (1996) , Anthony and Bartlett (1999) , Györfi et al. (2002) , Haykin (2008) and Ripley (2008) ). In recent years the focus in applications shifted towards so-called deep learning, where multilayer feedforward neural networks with many hidden layers are fitted to observed data (see, e.g., Schmidhuber (2015) and the literature cited therein).
In this article we study neural network estimates in the context of nonparametric regression with random design. Here, (X, Y ) is an R d ×R-valued random vector satisfying E{Y 2 } < ∞, and given a sample of (X, Y ) of size n, i.e., given a data set
where (X, Y ), (X 1 , Y 1 ), . . . , (X n , Y n ) are i.i.d. random variables, the aim is to construct an estimate m n (·) = m n (·, D n ) : R d → R of the regression function m : R d → R, m(x) = E{Y |X = x} such that the L 2 error |m n (x) − m(x)| 2 P X (dx)
is "small" (see, e.g., Györfi et al. (2002) for a systematic introduction to nonparametric regression and a motivation for the L 2 error). It is well-known that one needs smoothness assumptions on the regression function in order to derive non-trivial rate of convergence results for nonparametric regression estimates (cf., e.g., Theorem 7.2 and Problem 7.2 in Devroye, Györfi and Lugosi (1996) and Section 3 in Devroye and Wagner (1980) ). To do this we will use the following definition. satisfies
for all x, z ∈ R d , where · denotes the Euclidean norm. Stone (1982) showed that the optimal minimax rate of convergence in nonparametric regression for (p, C)-smooth functions is n −2p/(2p+d) . In case that d is large compared to p this rate of convergence is rather slow (so-called curse of dimensionality). One way to circumvent this curse of dimensionality is to impose additional constraints on the structure of the regression function. Stone (1985) assumed that the regression function is additive, i.e., that m : R d → R satisfies m(x (1) , . . . , x (d) ) = m 1 (x (1) ) + · · · + m d (x (d) ) (x (1) , . . . , x (d) ∈ R)
for some (p, C)-smooth univariate functions m 1 , . . . , m d : R → R, and showed that in this case suitably defined spline estimates achieve the corresponding univariate rate of convergence. Stone (1994) extended this results to interaction models, where the regression function is assumed to be a sum of functions applied to at most d * < d components of x and showed in this case that suitably defined spline estimates achieve the d * -dimensional rate of convergence. Other classes of functions which enable us to achieve a better rate of convergence results include single index models, where
for some a ∈ R d and g : R → R (cf., e.g., Härdle and Stoker (1989) , Härdle, Hall and Ichimura (1993) , Yu and Ruppert (2002) , Kong and Xia (2007) and Lepski and Serdyukova (2014) ) and projection pursuit, where
for some r ∈ N, a l ∈ R d and g l : R → R (l = 1, . . . , r) (cf., e.g., Friedman and Stuetzle (1981) and Huber (1985) ). In Section 22.3 in Györfi et al. (2002) it is shown that suitably defined (nonlinear) least squares estimates achieve in a (p, C)-smooth projection pursuit model the univariate rate of convergence n −2p/(2p+1) up to some logarithmic factor. A generalization of projection pursuit was considered in Horowitz and Mammen (2007) . In this paper the case of a regression function, which satisfies where g, g l 1 , . . . , g l 1 ,...,lr are (p, C)-smooth univariate functions and x l 1 ,...,lr are single components of x ∈ R d (not necessarily different for two different indices (l 1 , . . . , l r )), was studied. With the use of a penalized least squares estimate, the rate n −2p/(2p+1) was proven.
The estimates in Horowitz and Mammen (2007) and the one for projection pursuit in Section 22.3 in Györfi et al. (2002) are nonlinear (penalized) least squares estimates, so in practice it is unclear how they can be computed exactly. Friedman and Stuetzle (1981) described easily implementable estimates for projection pursuit, but in their definition several times heuristic simplifications are used, and as a consequence it is unlcear whether for these easily implementable estimates any rate of convergence result can be shown.
Recently it was shown in several papers that neural networks can achieve dimensionality reduction in case the regression function is a composition of (sums of) functions, where each of the function is a function of at most d * < d variables. The first paper in this respect was Kohler and Krzyżak (2017) , where it was shown that in this case suitably defined multilayer neural networks achieve the rate of convergence n −2p/(2p+d * ) (up to some logarithmic factor) in case p ≤ 1. Bauer and Kohler (2019) showed that this result even holds for p > 1 provided the squashing function is suitably chosen.
Schmidt-Hieber (2019) obtained similar results for neural networks with ReLU activation function, and showed that the results of Bauer and Kohler (2019) also hold for very simply constructed fully connected feedforward neural networks. In Kohler, Krzyżak and Langer (2019) it was demonstrated that neural networks are able to circumvent the curse of dimensionality in case the regression function has a low local dimensionality. Results concerning estimation of regression functions which are piecewise polynomials with partitions with rather general smooth boundaries by neural networks have been derived in Imaizumi and Fukamizu (2019) .
In all articles above the neural network regression estimate is defined as a nonlinear least squares estimate. For instance, an estimate is defined as the function m n ∈ F n which minimizes the empirical L 2 risk
over a nonlinear class F n of neural networks. In practice, it is usually not possible to find the global minimum of the empirical L 2 risk over a class of neural networks and one usually tries to find a local minimum using, e.g., the gradient descent algorithm (so-called backpropagation). There exist quite a few papers which try to show that neural network estimates learned by backpropagation have nice theoretical properties. The most popular approach in this context is the so-called landscape approach. Choromanska et al. (2015) used random matrix theory to derive a heuristic argument showing that the risk of most of the local minima of the empirical L 2 risk is not much larger than the risk of the global minimum. For neural networks with special activation function it was possible to validate this claim, see, e.g., Arora et al. (2018) , Kawaguchi (2016) , and Du and Lee (2018), which have analyzed gradient descent for neural networks with linear or quadratic activation function. But for such neural networks there do not exist good approximation results, consequently, one cannot derive from these results rates of convergence comparable to the ones above for the least squares neural network regression estimates. analyzed gradient descent applied to neural networks with one hidden layer in case of an input with a Gaussian distribution. They used the expected gradient instead of the gradient in their gradient descent routine, and therefore, their result cannot be used to derive a rate of convergence result similar to the results for the least squares neural network estimates cited above for an estimate learned by the gradient descent. Liang et al. (2018) applied gradient descent to a modified loss function in classification, where it is assumed that the data can be interpolated by a neural network. Here, the last assumption is not satisfied in nonparametric regression and it is unclear whether the main idea (of simplifying the estimation by a modification of the loss function) can also be used in regression setting. Recently it was shown in several papers, see, e.g., Allen-Zhu, Li and Song (2019), Kawaguchi and Huang (2019) and the literature cited therein, that gradient descent leads to a small empirical L 2 risk in over-parametrized neural networks. Here, it is unclear what the L 2 risk of the estimate is (and a bound on this term is necessary in order to derive results like the ones cited above for the least squares neural network regression estimates). In particular, due to the fact that the networks are over-parametrized, a bound on the empirical L 2 risk might be not useful for bounding the L 2 risk. And the bound on the L 2 risk presented in Kawaguchi and Huang (2019) requires that the weights in the network be small, and it is not clear whether this will be satisfied in an over-parametrized neural network learned by the gradient descent.
So although the above theoretical results for the least squares neural network estimates are quite impressive, there is a big gap between the estimates for which one has proven the above mentioned nice rate of convergence results and the estimates which can be used in practice. And until now, the results derived in the literature for backpropagation are unfortunately not strong enough to narrow this gap.
In this paper we are interested in the following question: If we define a neural network regression estimate theoretically exactly as it is implemented in practice, what rate of convergence result can we show for this estimate? This question was already considered in Braun, Kohler and Walk (2019) . There neural network regression estimates with one hidden layer have been considered, where the weights were chosen by minimizing a regularized empirical L 2 risk via backpropagation with starting values chosen repeatedly randomly from a special structure adopted to projection pursuit. It was shown in a (p, C)-smooth projection pursuit model, i.e., in a projection pursuit model with (p, C)smooth functions, that this easily implementable estimate achieves (up to a logarithmic factor) the rate of convergence n −2p/(2p+1) , provided p ≤ 1.
In the sequel we use a different (but related) approach in order to derive rate of convergence results for easily implementable neural network estimates. We use neural networks with several hidden layers where we choose most of the inner weights of the network in a data-independent way, and where we choose the weights of the output level via regularized least squares estimates. Here the choice of the inner weights is motivated by recent approximation results derived for deep neural networks, and the use of the regularized least squares criterion for the choice of the weights of the output layer leads to estimates which are easy to implement (because they can be computed by solving a linear equation system).
Our first main result is that in this way we can define neural network regression estimates which are easy to implement and which achieve the same rate of convergence results as linear regression estimates (e.g., kernel or spline estimates), i.e., they achieve (up to some logarithmic factor) the optimal minimax rate of convergence n −2p/(2p+d) in case of a (p, C)-smooth regression function, for any p > 0. For our second main result we define in a projection pursuit model a neural network regression estimate, where we choose the directions of this model several times randomly and define the inner weights independent of the data using these random directions, and where the weights of the output layer are computed by using a regularized least squares criterion. For this estimate we show that for sufficiently many repetitions (of the choices of the random directions) we get an estimate which achieves the one-dimensional rate of convergence (up to some logarithmic factor) in case that the regression function satisfies the assumptions of the projection pursuit. To our knowledge this result is the first result in the literature which shows that there exist estimates which can be easily implemented and which achieve (up to a logarithmic factor) the rate of convergence n −2p/(2p+1) in a (p, C)-smooth projection pursuit model for arbitary p > 0.
Throughout the paper, the following notation is used: The sets of natural numbers, natural numbers including 0, and real numbers are denoted by N, N 0 and R, respectively. For z ∈ R, we denote the smallest integer greater than or equal to z by ⌈z⌉. Furthermore we set z + = max{z, 0}. The Euclidean norm of x ∈ R d is denoted by x and x ∞ denotes its supremum norm. For f :
The ε-covering number of F on x n 1 is the size N of the smallest ε-cover of F on x n 1 and is denoted by N 1 (ε, F, x n 1 ). The outline of this paper is as follows: In Section 2 the newly proposed neural network regression estimates for (p, C)-smooth regression functions are defined and a result for the rate of convergence of these estimates is presented. In Section 3 we describe how these estimates can be combined with projection pursuit, and present a rate of convergence result where the easily computable estimate achieves (up to some logarithmic factor) the optimal one-dimensional rate of convergence if the regression function satisfies the assumptions of projection pursuit. The finite sample size performance of our newly proposed estimates on simulated data is illustrated in Section 4. The proofs are given in Section 5.
A linear (regularized) least squares regression estimate
The starting point in defining a neural network is the choice of an activation function σ : R → R. Here, we use in the sequel so-called squashing functions, which are nondecreasing and satisfy lim x→−∞ σ(x) = 0 and lim x→∞ σ(x) = 1. An example of a squashing function is the so-called sigmoidal or logistic squasher
The network architecture (L, k) depends on a positive integer L called the number of hidden layers and a width vector k = (k 1 , . . . , k L ) ∈ N L that describes the number of neurons in the first, second, . . . , L-th hidden layer. A multilayer feedforward neural network with architecture (L, k) and sigmoidal function σ is a real-valued function f :
for some c
In the sequel we want to use the data (1) in order to choose the weights of the neural network such that the resulting function defined by (4)-(6) is a good estimate of the regression function. To do this, we will fix the network architecture of the neural network and all weights except the weights in the output layer and will use the data (1) together with the principle of (regularized) least squares in order to estimate the weights in the output layer. 
Definition of the network architecture
be the the Taylor polynomial of f with order q around x i k and set
where z + = max{z, 0} (z ∈ R). Since P (x) is a local convex combination of Taylor polynomials of m, it is possible to show that for a (p, C)-smooth function m we have
(cf., Lemma 5 in Schmidt-Hieber (2019)). P (x) can be written in the form
Our main trick in the sequel is to define appropriate neural networks f net,j 1 ,...,j d ,i k which approximate the functions
and to choose the network architecture such that neural networks of the form
are contained in it. To do this, we let σ(x) = 1/(1 + exp(−x)) (x ∈ R) be the logistic squasher, choose R ≥ 1 and define the following neural networks: The neural network
which approximates the function f (x) = x (cf., Lemma 1 below), the neural network
which approximates the function f (x, y) = x·y (cf., Lemma 2 below), the neural network
which approximates f (x) = x + (cf., Lemma 3 below), and the neural network
With these networks we can now define f net,j 1 ,...,j d ,i k recursively as follows: We choose N ≥ q, set s = ⌈log 2 (N + d)⌉ and define for j 1 , . . . , j d ∈ {0, 1, . . . , N } and k ∈ {1, . . . ,
for k ∈ {1, 2, . . . , 2 l } and l ∈ {0, . . . , s − 1}, and
It is easy to see that f net,j 1 ,...,j d ,i k is a neural network with s + 2 hidden layers and at most
neurons in the layers 1, 2, . . . , s + 2, resp. Consequently, this network is contained in the class of all fully connected neural networks with s + 2 hidden layers and 24 · (N + d) neurons in each hidden layer. Furthermore it is easy to see that all weights are bounded in absolute value by c 2 · max{1, M/a, R 2 }.
Definition of the output weights
We define our neural network estimatem n (x) bỹ
where the coefficients a i k ,j 1 ,...,j d are chosen by minimizing
for some constant c 3 > 0. This regularized linear least squares estimate can be computed by solving a linear equation system. To see this, set
It is easy to see (cf., Supplement for a corresponding proof) that the vector of coefficients of our estimate is the unique solution of the linear equation system
The value of (12) will be also less than or equal to the value which we get for coefficients equal to zero, hence we have
which will allow us to derive a bound on the maximal absolute value of our coefficients.
Rate of convergence
for some constant c 4 > 0 and that the distribution of X has bounded support supp(X), and let m(x) = E{Y |X = x} be the corresponding regression function. Assume that m is (p, C)-smooth, where p = q + s for some q ∈ N 0 and s ∈ (0, 1]. Define the estimatem n as in Subsection 2.2, where σ is the logistic squasher and where N ≥ q, M = M n = ⌈c 5 · n 1/(2p+d) ⌉, R = R n = n d+4 and a = a n = (log n) 1/(6(N +d) . Set β n = c 6 · log(n) for some suitably large constant c 6 > 0 and define m n by
where T β z = max{min{z, β}, −β} for z ∈ R and β > 0. Then m n satisfies for n suffciently large
where c 7 > 0 does not depend on n.
Remark 1. It follows from the proof of Theorem 1 that the result also holds for more general squashing functions than the logistic squasher. More precisely, in case that the definitions of f id , f mult and f ReLU are modified as in Lemma 1, Lemma 2 and Lemma 3 below, it suffices to assume that σ is Lipschitz continuous and 2-admissible according to Definition 2 below.
Extension to projection pursuit
In this section we assume that the regression function satisfies
for some r ∈ N, some (p, C)-smooth functions g l : R → R (l = 1, . . . , r) and some a l = (a (l−1)·d+1 , . . . , a l·d ) T ∈ R d with a l = 1 (l = 1, . . . , r). Our goal is to construct a neural network regression estimate of m which achieves the univariate rate of convergence.
Definition of the network architecture
Let A > 0 be fixed. The choice of the network architecture and of the values of most of the weigths of our neural network is motivated by the following approximation result for
We will see in Section 5 below that we can approximate a (p, C)-smooth projection pursuit model
by choosing b l close to a l and by choosing an appropriate sum of local convex combinations of polynomials of the form r l=1 M +1 k=1 j 1 ,...,j d ∈{0,...,q},
Our main trick in the sequel is to define appropriate neural networks f net,j 1 ,...,j d ,i k ,b l which approximate the functions
are contained in it. To do this, we let σ(x) = 1/(1 + exp(−x)) (x ∈ R) be the logistic squasher, choose R ≥ 1 and define the following neural networks: The neural network f id (x) as in (9) which approximates the function f (x) = x (cf., Lemma 1 below), the neural network f mult (x, y) as in (10) which approximates the function f (x, y) = x · y (cf., Lemma 2 below), the neural network f ReLu (x) as in (11) which approximates f (x) = x + (cf., Lemma 3 below), and the neural network
With these networks we can now define f net,j 1 ,...,j d ,i k ,b l recursively as follows: We choose
Definition of the output weights
For given directions b l (l = 1, . . . , r) we define our neural network estimatem n (x) bỹ
where the coefficients a i k ,j 1 ,...,j d ,b l are chosen by minimizing
As in Subsection 2.3 it is easy to see that the vector of coefficients of our estimate is the unique solution of the linear equation system
The value of (15) will be also less than or equal to the value which we get for coefficients equal to zero, hence we have
Choice of the directions
In order to choose b l (l = 1, . . . , r), we choose them I n times independent randomly according to a uniform distribution on [−1, 1] d , compute each time the corresponding outer weigths as in Subsection 3.2, and choose the directions and the corresponding outer weights for our estimatem n , where the empirical L 2 risk of the estimate is minimal.
Rate of convergence
Theorem 2 Assume that the distribution of (X, Y ) satisfies (14) for some constant c 4 > 0 and that the distribution of X has bounded support supp(X), and let m(x) = E{Y |X = x} be the corresponding regression function. Let r ∈ N, p > 0 and C > 0, and assume that the regression function satisfies
for some (p, C)-smooth functions g l : R → R and some a l ∈ R d with a l = 1 (l = 1, . . . , r).
Define the estimatem n as in Subsections 3.1-3.3, where σ is the logistic squasher and where I n = ⌈c 9 · (log n) 2 · n r·d 2p+1 ⌉, N ≥ p, M = M n = ⌈c 10 · n 1/(2p+1) ⌉, R = R n = n 3 and A = A n = (log n) 1/(6(N +d) . Set β n = c 6 · log(n) for some suitably large constant c 6 > 0 and define m n by m n (x) = T βnmn (x).
Then m n satisfies for n suffciently large
where c 11 > 0 does not depend on n.
Remark 2. In order to compute our estimate, we have to solve I n times a linear equation system with a quadratic matrix of size M n , for which computing time is proportional to
Hence in case r · d < 4 · p computing time is O(n 2 ), so in case that the number r of terms in the projection pursuit model and the dimension d of X are not too large, our estimate can be computed in O(n 2 ) time.
Application to simulated data
In this section we illustrate the finite sample size performance of our newly proposed estimate by applying it to simulated data using the software MATLAB.
The simulated data which we use is defined as follows: We choose X uniformly distributed on [−1, 1] d , where d is the dimension of the input, ǫ standard normal and independent of X, and we define Y by
where m j : [−1, 1] d → R is described below, λ j > 0 is a scaling value defined below and σ is chosen from {0.05, 0.10} (j ∈ {1, 2, 3, 4}). As regression functions we use
and
λ j is chosen approximately as IQR of a sample of size 100 of m(X), and we use the values λ 1 = 5.04, λ 2 = 5.57, λ 3 = 6.8, and λ 4 = 3.71. From this distribution we generate a sample of size n = 100 and apply our newly proposed neural network regression estimate and compare our results to that of six alternative regression estimates on the same data. Then we compute the L 2 errors of these estimates approximately by using the empirical L 2 error ε L 2 ,N (·) on an independent sample of X of sizeN = 10, 000. Since this error strongly depends on the behavior of the correct function m j , we consider it in relation to the error of the simplest estimate for m j we can think of, a completely constant function (whose value is the average of the observed data according to the least squares approach). Thus, the scaled error measure we use for evaluation of the estimates is ε L 2 ,N (m n,i )/ε L 2 ,N (avg), whereε L 2 ,N (avg) is the median of 50 independent realizations of the value one obtains if one plugs the average of n observations into ε L 2 ,N (·). To a certain extent, this quotient can be interpreted as the relative part of the error of the constant estimate that is still contained in the more sophisticated approaches. The resulting scaled errors of course depend on the random sample of (X, Y ), and to be able to compare these values nevertheless we repeat the whole computation 50 times and report the median and the interquartile range of the 50 scaled errors for each of our estimates.
We choose the parameters for each of the estimates by splitting of the sample. Here we split our sample in a learning sample of size n l = 0.8 · n and a testing sample of size n t = 0.2 · n. We compute the estimate for all parameter values from the sets described below using the learning sample, compute the corresponding empirical L 2 risk on the testing sample and choose the parameter value which leads to the minimal empirical L 2 risk on the testing sample.
Our first three estimates are fully connected neural network estimates where the number of layers is fixed and the number of neurons per layer is chosen adaptively. The estimate fc-neural-1 has one hidden layer, estimate fc-neural-3 has three hidden layers, estimate fc-neural-6 has six hidden layers and the number of neurons per layer is chosen from the set {5, 10, 25, 50, 75}, {3, 6, 9, 12, 15}, {2, 4, 6, 8, 10}, respectively.
Our fourth estimate kernel is the Nadaraya-Watson kernel estimate with so-called naive kernel where the bandwith is chosen from the set {2 k : k ∈ {−5, −4, . . . , 5}}.
Our fifth estimate neighbor is a nearest neighbor estimate where the number of nearest neighbors is chosen from the set {1, 2, 3} ∪ {4, 8, 12, 16, . . . , 4 · ⌊ n l 4 ⌋}. Our sixth estimate RBF is the interpoland with radial basis functions where the radial basis functions Φ(r) = (1 − r) 6 + · (35 · r 2 + 18 · r + 3) is used and the scaling radius is chosen adaptively.
Our seventh estimate MARS is a method which makes use of multivariate adaptive regression splines. For this estimate we use the MATLAB ARESLab toolbox.
Our last estimate proj-neural is our newly proposed neural network estimate presented in this paper. Here the following parameters of the estimate are fixed: N is set to 2, A is set to 1, and R is set to 10 6 , and r is set to 4. The parameter M of the estimate is chosen from the set {2, 4, 8, 16}. In order to accelerate the computation of this estimate we use only I n = 50 random choices for the vectors of directions in the computation of the estimate m 1 with noise value 0.05 and I n = 400 random choices for the vectors of directions in the computation of each of the other estimates for each parameter value.
The results are summarized in Table 1 and in Table 2 . As we can see from the reported scaled errors, our newly proposed neural network estimate outperforms all other estimates in four out of eight cases. In the other settings our proposed neural network is only outperformed by a fully connected network. Still, in these scenarios we can see that the scaled error results of our estimate are able to compete with those of the fully connected neural networks, in the sense that the values of the former lie within a small range of the best error value.
Proofs

Approximation results for neural networks
We will use the following assumption on the activation function of our neural network. It is easy to see that the logistic squasher (3) is N -admissible for any N ∈ N (cf., e.g., ).
Lemma 1 Let σ : R → R be a function, let R, a > 0. a) Assume that σ is two times continuously differentiable and let t σ,id ∈ R be such that σ ′ (t σ,id ) = 0. Then
satisfies for any x ∈ [−a, a]:
b) Assume that σ is three times continuously differentiable and let t σ,sq ∈ R be such that σ ′′ (t σ,sq ) = 0. Then
Proof. The result follows in a straightforward way from the proof of Theorem 2 in Scarselli and Tsoi (1998), cf. Lemma 1 in Kohler, Krzyżak and Langer (2019). Remark 3. In case of the logistic squasher it is easy to see that with the choice t σ,id = 0 the network f id in Lemma 1 is given by (9) . 
Proof. See Lemma 2 in Kohler, Krzyżak and Langer (2019). Remark 4. In case of the logistic squasher it is easy to see that with the choice t σ = 1 the network f mult in Lemma 2 is given by (10) . 
Then the neural network 
Proof. Since
the result is an easy consequence of Lemma 3 (applied with M + 1 instead of a).
Lemma 5 Let M ∈ N and let σ : R → [0, 1] be 2-admissible according to Definition 2. Let a ≥ 1 and
and let y ∈ [−a, a] d . Let N ∈ N and let j 1 , . . . , j d ∈ N 0 such that j 1 + · · · + j d ≤ N , and set s = ⌈log 2 (N + d)⌉. Let f id , f mult and f hat,z (for z ∈ R) be the neural networks defined in Lemma 1, Lemma 2 and Lemma 4, resp. Define the network f net,j 1 ,...,j d ,y by
is defined by backward recursion as follows:
for k ∈ {1, 2, . . . , 2 l } and l ∈ {0, . . . , s − 1}, and f (s)
)) for j 1 + j 2 + · · · + j l−1 + 1 ≤ k ≤ j 1 + j 2 + · · · + j l and l = 1, . . . , d, f (s) j 1 +j 2 +···+j d +k (x) = f hat,y (k) (x (k) ) for k = 1, . . . , d, and f (s) k (x) = 1 for k = j 1 + j 2 + · · · + j d + d + 1, j 1 + j 2 + · · · + j d + d + 2, . . . , 2 s . Then we have for any x ∈ [−a, a] d :
Proof. The result follows from Lemma 1, Lemma 2 and Lemma 4 in a straightforward but technical way using an induction. A complete proof can be found in the Supplement.
Remark 5. The result can be analogously stated for our estimate in the context of the projection pursuit model. The corresponding statement and a complete proof can be found in the Supplement.
Approximation of a projection pursuit model by piecewise polynomials
Lemma 6 Let p = q + s for some q ∈ N 0 and s ∈ (0, 1]. Let C > 0, r ∈ N, g l : R → R (p, C)-smooth functions (l = 1, . . . , r) and a l ∈ R d (l = 1, . . . , r). Set
For b l ∈ R d (l = 1, . . . , r) set
where g (j) l denotes the j-th derivative of g l . Then we have for any
Proof. By the proof of Lemma 11.1 in Györfi et al. (2002) we have for any z ∈ R
Applying this with u = a T l x and z = b T l x we get
Lemma 7 Let p = q + s for some q ∈ N 0 and s ∈ (0, 1]. Let C > 0, r ∈ N, g l : R → R (p, C)-smooth functions (l = 1, . . . , r) and a l ∈ R d with a l = 1 and b l ∈ [−1, 1] d (l = 1, . . . , r). Let A ≥ 1, M ∈ N, set
and {i 1 , . . . , i M +1 } = {0, . . . , M }. Then there exist polynomials p i k ,l : R d → R of total degree q, which depend on a l and b l and where all coefficients are bounded in absolute value by (q + 1) · 2 p · d 3p/2 · A p · max l∈{1,...,r},j∈{0,...,q}
Proof. Let p l,j,i k be the Taylor polynomial of g 
From this we can conclude for
With
we get the assertion.
Auxiliary results
Lemma 8 Let β n = c 6 · log(n) for some suitably large constant c 6 > 0. Assume that the distribution of (X, Y ) satisfies (14) for some constant c 4 > 0 and that the regression function m is bounded in absolute value. Let F n be a set of functions f : R d → R and assume that the estimate m n satisfies
for some nonempty parameter set Θ n , some random functions g n,l : R d → R and some deterministic penalty terms pen n (g n,l ) ≥ 0, where the random function g n,l : R d → R depend only on random variables
which are independent of (X 1 , Y 1 ), (X 2 , Y 2 ), . . . Then m n satisfies
for n > 1 and some constant c 13 > 0, which does not depend on n.
Proof. This lemma follows in a straightforward way from the proof of Theorem 1 in Bagirov et al. (2009) . A complete version of the proof is given in the Supplement.
In order to bound the covering number N 1 1 n·βn , F n , x n 1 we will use the following lemma.
Lemma 9 Let a > 0 and let d, N, J n ∈ N be such that J n ≤ n c 14 and set β n = c 6 · log n. Let σ be 2-admissible according to Definition 2. Let F be the set of all functions defined by (4), (5) and (6) where k 1 = k 2 = · · · = k L = 24 · (N + d) and the weights are bounded in absolute value by c 15 · n c 16 . Set 
Proof of Theorem 1
Since supp(P X ) is bounded and m is (p, C)-smooth, we conclude that m is bounded in absolute value, and we can assume without loss of generality that supp(X) ⊆ [−a n , a n ] d and m ∞ ≤ β n . Let F be the set of all functions defined by (4), (5) and (6) where L = s + 2 = ⌈log 2 (N + d)⌉ + 2, where k 1 = k 2 = · · · = k L = 24 · (N + d) and where the weights are bounded in absolute value by n c 20 . Set 
Because of the (p, C)-smoothness of m we know that max k∈{1,...,(Mn+1) d ,j 1 ,...,j d ∈{0,...,q},j 1 +···+j d ≤q
Set
and let A n be the event that
holds. Then
Setm n = T βnmn = m n in case that A n holds and setm n = T βn g n otherwise. Then
The definition of the estimatem n implies m n (x) = Jn j=1â j · f j for some f j ∈ F and someâ j satisfying
Hence on A n we have
and consequently we can assume w.l.o.g. that m n satisfies m n = T βnmn for somem n ∈ F (Jn) . And since
(by definition ofm n ) and (21) , we also have
Set P n (x) = (Mn+1) d k=1 j 1 ,...,j d ∈{0,...,q}
Application of Lemma 8 (with |Θ n | = 1 and g n,1 = g n deterministic) yields
By Lemma 9 we know that
Furthermore we have
By Lemma 5 we know
and Lemma 5 in Schmidt-Hieber (2019) implies
Plugging in the values for R n and M n we get the assertion.
Proof of Theorem 2
Define the estimatem n exactly like m n except that for given directions b l (l = 1, . . . , r) we define the neural network estimatem n (x) bỹ m n (x) = l=1,...,r Mn+1 k=1 j 1 ,...,j d ∈{0,...,N }
where the coefficients a k,j 1 ,...,j d ,b l are chosen from the set    (a k,j 1 ,...,j d ,b l ) k,j 1 ,...,j d ,l :
where F (Jn) (with J n = r · (M n + 1) · N +d d ) is the function space defined in Lemma 9. On the event B n = {|Y i | ≤ √ n : i = 1, . . . , n} we know by (17) that we have m n =m n (provided c 27 ≥ 1/c 3 ). Hence
By Markov inequality we know
therefore (14) implies that it suffices to show the assertion under the additional assumptionm
By Lemma 7 we know that for each i ∈ {1, . . . , I n } there exist coefficients a (i) k,j 1 ,...,j d ,l ∈ [−c 28 ·A p n , c 28 ·A p n ], which depend on a l and on b (i)
l , but which are independent of (X 1 , Y 1 ), . . . , (X n , Y n ), such that we have for all
Mn+1 k=1 j 1 ,...,j d ∈{0,...,N }
From the definition of the estimate we get 
Hence, application of Lemma 8 and Lemma 9 (together with (24)) yields 
Application of Lemma 5 implies for all x ∈ [−A n , A n ] d l=1,...,r Mn k=0 j 1 ,...,j d ∈{0,...,N }
By Lemma 6 we have for all
Using this together with (25) we see that it remains to show
By the random choice of the b (i) l we know for any t ∈ (0, 1]
where the last inequality follows from I n ≥ c 9 · (log n) 2 · n log n r·d 2p+1
.
Putting together the above results we get the assertion.
Then we have for any l ∈ {0, . . . , s}, k ∈ {1, . . . , 2 l } and x ∈ [−a, a] |g (l) k (x)| ≤ (2a) 2 s−l . By Lemma 2 the network f mult satisfies for any l ∈ {0, . . . , s} and 
and for any
From this and (20) we can recursively conclude
In order to prove the assertion of Lemma 5 we show in the sequel
for k ∈ {1, . . . , 2 l } and l ∈ {0, . . . , s}, where c 36 = max 20 · σ ′′′ ∞ 3 · |σ ′′ (t σ )| , 9 · σ ′′ ∞ |σ ′ (t σ,id )| , 1792 · max { σ ′′ ∞ , σ ′′′ ∞ , 1} min {2 · |σ ′ (t σ.id )|, |σ ′′ (t σ )|, 1}
For s = l this is a consequence of (27) , and (28) . For l ∈ {0, 1, . . . , s − 1} we can conclude via induction |f (l)
and g (s)
k (x) = 1 for k = j 1 + j 2 + · · · + j d + 2, j 1 + j 2 + · · · + j d + 3, . . . , 2 s , and g (l)
for k ∈ {1, 2, . . . , 2 l } and l ∈ {0, . . . , s − 1}.
Then we have for any
By Lemma 2 the network f mult satisfies for any l ∈ {0, . . . , s} and
Furthermore we have by Lemma 1 and Lemma 4 for any
From this and (29) we can recursively conclude |f (l) k (x)| ≤ 3 3 s−l · A 2 s−l for k ∈ {1, . . . , 2 l } and l ∈ {0, . . . , s}.
In order to prove the assertion of Lemma 5 we show in the sequel |f (l)
for k ∈ {1, . . . , 2 l } and l ∈ {0, . . . , s}, where
For s = l this is a consequence of (30) and (31) . For l ∈ {0, 1, . . . , s − 1} we can conclude via induction |f (l)
A.4. Proof of Lemma 8
In the proof we use the following error decomposition:
where T βn Y is the truncated version of Y and m βn is the regression function of T βn Y , i.e., m βn (x) = E T βn Y |X = x .
We start with bounding T 1,n . By using a 2 − b 2 = (a − b)(a + b) we get
With the Cauchy-Schwarz inequality and
we conclude
and hence E |Y | 2 · exp(c 4 /2 · |Y | 2 ) is bounded by E 2 c 4 · exp c 4 /2 · |Y | 2 · exp(c 4 /2 · |Y | 2 ) ≤ E 2 c 4 · exp c 4 · |Y | 2 ≤ c 38 which is less than infinity by the assumptions of the lemma. Furthermore the third term is bounded by 18β 2 n + c 39 because
which follows again as above. With the setting β n = c 6 · log(n) it follows for some constants c 40 , c 41 > 0 that |T 5,n | ≤ √ c 38 · exp −c 40 · log(n) 2 · (18 · c 2 6 · (log n) 2 + c 39 ) ≤ c 41 · log(n) n .
