The authors analyse a discrete-time based finite queueing model with deterministic service times and a Markov modulated batch Bernoulli process (MMBBP) as a bursty input traffic model in order to investigate the performance of a double threshold based dynamic bandwidth allocation scheme for IP traffic on ATM networks. It is assumed that the segmentation processing time devoted to each cell requires several slot times. In an MMBBP process, the arrivals during a slot time occur as batch Bernoulli processes with the batch size distributions varying according to the phases of a Markov chain. As performance measures, the packet loss probability and the mean packet delay of an arbitrary packet are obtained. Some numerical results are presented to show the performance of the dynamic bandwidth allocation scheme.
Introduction
The main application area of asynchronous transfer mode (ATM) technology is considered to be carrier backbone networks to provide transport mechanism in local area network (LAN) environments. ATM networks allow LAN interconnection supporting internet protocol (IP) based protocols which are now widely developed. However, ATM and IP networks are heterogeneous. ATM networks establish reliable high-speed end-to-end connections prior to any data transfer while IP networks are connectionless with no quality-of-service (QoS) support. IP-based protocols contain no information regarding the source application QoS requirements needed at the ATM connection setup phase. The conversion between the 1P protocol and ATM is performed in some ATM/IP inter working unit (IWU), which may be a router or a server. Owing to the connection-oriented nature of ATM, some mechanisms are needed in the IWU in order to establish and release an ATM connection. Moreover, the source traffic characteristic of IP packets is bursty and unpredictable, which makes virtual channel (VC) bandwidth assignment a very difficult task [l] .
The purpose of bandwidth allocation schemes under consideration is to offer QoS support to IP-based applications to optimise the network resources by means of dynamic bandwidth management regardless of the availability of closed-loop feedback [2]. Many studies have already been done on the dynamic bandwidth allocation schemes. Lesiak et al. [3,  41 have given a description of the ((3 IEE, 2002 IEE Proceedin</.y Halberstadt and Kofman [5] have analysed a finite queueing model fed by a Markov modulated Poisson process (MMPP) in order to investigate the performance of double-threshold TBA scheme, known as the hysteresis mechanism, which limits sensitive oscillations of the system.
For the sake of accurate queueing models, the characteristics of Internet traffic have to be investigated more carefully. Nabe et al. [6] have shown that the global Internet traffic is dominated by the Worldwide Web (WWW) and the document sizes of WWW traffic have heavy tailed distributions. But all documents of IP-based applications have to be packetised in the IP layer. Vuyst et nl. [7] have used 'train arrivals' in which the IP packet arrival process exhibits two types of correlation. Kubo's work [8] on Internet traffic properties has revealed that the arrival process of IP packets is bursty in nature. Niu et al. [9] have used a Markovian arrival process (MAP) by which a typical bursty arrival process like the MMPP is treated as a special case to model the nature of IP packet arrival. Moreover, in the segmentation and reassembly (SAR) sublayer, all packets are segmented into cell payloads (Fig. 1) . Thus, we can study the performance of the dynamic bandwidth allocation scheme for IP traffic on ATM networks by using an MMBBP/D/l/K queueing model, which can be interpreted as the discrete-time version of an MMPP/G/l/K model and a generalised version of the MMPP/M/l/K model [5] . The segmentation processing time devoted to each cell corresponds to the segmentation algorithm and requires several slot times [l 11, which is represented by the default service time So in the TBA scheme. The service time varies according to the following mechanism. The default service time So corresponds to an allocation level 0. When the buffer content exceeds a threshold level Mi (i = 1,2), service time changes to Si (Si-I > Si), which corresponds to allocation level i. But for simplicity we assume that though the level of packet buffer exceeds Mi during allocation level i-1, their predetermined service interval Sip, is still enforced. When this service interval is expired and the content of packet buffer is greater than or equal to Mi, the new service time interval with Si starts at this time point.
Once the buffer content drops under a threshold level Li (LisM;) , the service time resumes the value Si_,. Now consider the evolution of the process as the alteration of allocation levels [5] . We have two types of allocation level 1 in which periods of type 1 + (respectively I-) correspond to the instant when the system is in allocation level 1, after leaving level 0 (respectively 2).
Integer times In the MMBBP/D/l/K queue, let N(t) be the number of cell payloads within arriving packets during the time interval [0, t) and let J(t) be the phase of the MMBBP at time t. We denote the transition probability P,(k, t) of the process {"),
and denote P(k, t) as the m x m matrix of P,{k, t)s.
where P and A@) are given in (1).
Let Q(t) be the number of cell payloads in the packet buffer at time t and let Z(t) be the random variable of allocation levels with state space {O, 1+, I-, 2). Let tn be the nth embedded ('just after service completion) point.
Let Qn = Q(t, + ), J, = J(t,z + ), and 2, = Z(t,7 + ) be the state of the queueing system, the phase of the arrival process and the type of allocation level just after t,, respectively. Then { (Z,, Q,, J,) , n 2 0 ) forms a finite Markov chain with where e is a column vector with all ones. Next we derive the stationary queue length distribution x of (Z(t), Q(t), J(t)), t 2 0 . at an arbitrary time from the stationary distribution y at departure instant {tic : Iz= 0, 1, 2, ...}. Let x&, k = 0, I , . . . , K , j = 1, 2 , . . . , m, 1 E (0, 1+, 1-, 2}, be the joint probability as and Sf be the elapsed service time and the remaining service time, respectively, at time z. Let the random variable 17 denote the steady state of server, namely y = 1 if the server is busy and y = 0 if the server is idle. Then the probability of the system being busy is given by 
Hereafter SI corresponds to SI, in the case that Z(T) = 1 + or l-. To find the joint probability vector xi,., let consider a packet arriving at time instant T and take the service interval [tS, tS+,) containing T . We define the joint distributions as follows
From (2) 
n=M2 From (4t (7) we find b'(k; t) consisting of a'(nl; tln), 1=0, 1, 2. Then it remains to evaluate a'(nl1n) = E;;, a'(nl;tln), 1 = 0, 1, 2. We refer to Section 8.3 for evaluating a'(n I ~n ) ,
From (3E (8) we have the expression for the vector x/<, O<k<K,
From the definition of the joint distribution .qLJ we have X K = hx k , where h satisfies hP= h with he = 1. We have the packet loss probability of an arbitrary packet as follows:
We can easily find the mean packet delay W by Little's law as follows
Numerical results
We present some numerical results to show the performance of the proposed dynamic bandwidth allocation scheme. There are several factors that can affect the performance of the scheme, such as the burstiness of input traffic, effective arrival rate, buffer size, threshold values and service times. To see the effect of service time on the proposed dynamic scheme, Figs. 2 and 3 compare the performance of a static case to that of a dynamic case for rl = 0.009 and r2 = 0.0009 with p q = 112, i, j = 1,2. In the dynamic case we choose So-Sl = SI -S2 = 1, 2. The gain obtained by the proposed scheme is noticeable. In these Figures, when the service time is small (So = 5, 6) at allocation level 0, the probability that the buffer level excesses the level M I = 60 is relatively small, because the traffic intensity is low. Therefore the dynamic scheme and the static scheme has the almost same performance for (So= 5, 6). Figs. 4 and 5 illustrate how the effective arrival rate has influence on the performance of the system for two cases of service time combinations. The parameter rI is adjusted to achieve the desired effective arrival rate and the state transition probabilities pll =p21 = 1/10, p12=p22 = 9/10 and r2=0 are fixed. The loss probability and the mean waiting time become larger as the effective arrival rate becomes heavier. The performance is substantially improved for smaller values of the service times than for large values of them. A better performance can always be 
achieved by the dynamic bandwidth allocation scheme, especially if SI and S2 are small, which means to serve cells faster during the control period, or if LI and L2 are small, which means to extend the control period.
Figs. 6 and 7 show the effect of the burstiness on the performance according to various effective arrival rates (EAR). The parameters pl1 =p21 = 1/10, p12 =p22 = 9/10, So = 6, SI = 4 and S2 = 2 are fixed. The burstiness of source traffic is defined as the ratio of the peak cell rate to the mean. In these Figures we also adjusted rl = lor2 to achieve the desired effective arrival rate and burstiness. The loss probability and the mean waiting time increase as the burstiness increases. Fig. 6 shows that the loss probabilities are increasing linearly in a log scale. Fig. 7 shows that the higher the effective arrival rate, the more the effect of the burstiness on the mean waiting time. We have studied the performance of a double-threshold based dynamic bandwidth allocation scheme in an ATM/IP IWU such as a router or a connectionless server. To do this we analysed a discrete-time finite-queueing model with deterministic service time and an Markov modulated batch Bernoulli process as a bursty input model of JP packets. We assumed that the segmentation processing time devoted to each cell requires several slot times in the IWU. Thus we (ii) 0.11 (vi) (9) where xI ( S h ) is the number of cell payloads withm arriving packets during S,, in the allocation level Iwith Ie(0, 1 +, l-, 2} and T, is defined by T,= sup{tltSt,, t is the service completion point}. From (9) 
