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Abstract
Mean Field Game (MFG) systems describe equilibrium configurations in games with
infinitely many interacting controllers. We are interested in the behavior of this system as the
horizon becomes large, or as the discount factor tends to 0. We show that, in the two cases,
the asymptotic behavior of the Mean Field Game system is strongly related with the long
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time behavior of the so-called master equation and with the vanishing discount limit of the
discounted master equation, respectively. Both equations are nonlinear transport equations
in the space of measures. We prove the existence of a solution to an ergodic master equation,
towards which the time-dependent master equation converges as the horizon becomes large,
and towards which the discounted master equation converges as the discount factor tends to
0. The whole analysis is based on the obtention of new estimates for the exponential rates
of convergence of the time-dependent MFG system and the discounted MFG system.
Given a terminal time T and an initial measure m0, we consider the solution to the mean
field game (MFG) system

−∂tu
T −∆uT +H(x,DuT ) = F (x,mT ) in (0, T )× Td,
∂tm
T −∆mT − div(mTHp(x,Du
T )) = 0 in (0, T )× Td,
mT (0, ·) = m0, u
T (T, ·) = G(·,mT (T )) in Td,
(1)
where Td is the d-dimensional flat torus Rd/Zd, F,G are functions defined on Td × P(Td) (the
space of probability measures on Td) and H is a function, defined on Td × Rd, which is convex
in the second variable.
Let us recall that the following system appears in mean field games theory (introduced by
Lasry and Lions [18, 19, 20], and by Huang, Caines and Malhame´ [15]). Mean field games are
dynamic games with infinitely many players. The first equation in (1) can be interpreted as the
value function of a small player whose cost depends on the density m(t) of the players, while the
second equation describes the evolution in time of the density of the players. Note that the first
equation is backward in time (and with a terminal condition) while the second one is forward,
with the initial condition m(0) = m0, m0 being the initial repartition of the players.
The study of the long time average of the MFG system has been initiated in [21] and then
discussed in several different contexts, [2, 3, 4, 14].
In [4] the long time average of uT is investigated when H(x, p) = 12 |p|
2 and F (x,m), G(x,m)
satisfy suitable smoothing conditions with respect to the measurem. Then it is proved that there
exists a constant λ¯ ∈ R such that the scaled function (s, x) → uT (Ts, x)/T locally uniformly
converges to the map (s, x) → −λ¯s as T → ∞ on (0, 1) × Td, while the rescaled measure
(s, x) → mT (sT, x) converges to a time invariant measure m¯ in L1((0, 1) × Td). The constant
λ¯ and the measure m¯ are characterized as solutions of the ergodic MFG system; namely, there
exists a unique triple (λ¯, u¯, m¯) which solves

λ¯−∆u¯+H(x,Du¯) = F (x, m¯) in Td
−∆m¯− div(m¯Hp(x,Du¯)) = 0 in T
d
m¯ ≥ 0,
∫
Td
m¯ = 1
∫
Td
u¯ = 0 in Td .
(2)
and DuT (sT, x) actually converges to Du¯(x). The result holds under a monotonicity condition
on F and G:∫
Td
(F (x,m)− F (x,m′))(m−m′)(dx) ≥ 0,
∫
Td
(G(x,m) −G(x,m′))(m−m′)(dx) ≥ 0,
for any m,m′ ∈ P(Td). Moreover it is proved in [4] that the convergence holds with an exponen-
tial rate. Precisely, under some additional condition on the smoothing properties of the coupling
terms F and G, one has
‖mT (t)− m¯‖C2+α + ‖Du
T (t)−Du¯‖C2+α ≤ C(e
−ωt + e−ω(T−t))
for some constants C, ω > 0 and α ∈ (0, 1).
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This paper is devoted to the long time behavior of uT , i.e., the convergence, as T →∞, of the
map (t, x)→ uT (t, x)− λ¯(T − t). This question is inspired by results of Fathi [9, 10], Roquejoffre
[26], Namah-Roquejoffre [25] and Barles-Souganidis [1] for Hamilton-Jacobi equations. In that
framework, it is known that if u solves the (forward) Hamilton-Jacobi equation
∂tu−∆u+H(x,Du) = 0 in (0,+∞)× T
d,
with associated ergodic constant λ¯, then u(t, x)− λ¯t converges, as t→ +∞, to a solution u¯ of the
associated ergodic problem. One may wonder what remains of this result for the MFG system.
The convergence of the difference uT (t, ·) − λ¯(T − t), as T → ∞, has been an open (and
puzzling) question since [4]. We prove in this paper that the limit of uT (t, ·) − λ¯(T − t) indeed
exists, although it cannot be described just in terms of the u¯ component of the MFG ergodic
system (2). In order to describe this long-time behavior, we have to keep track of the initial
measure m0. To do so, we rely on the master equation, which is the following (backward)
transport equation in the space of measures:

−∂tU −∆xU +H(x,DxU)− F (x,m)−
∫
Td
div(DmU(t, x,m, y))dm(y)
+
∫
Td
DmU(t, x,m, y).Hp(t, y,DxU(t, y,m))dm(y) = 0 in (−∞, 0)× T
d × P(Td)
U(0, x,m) = G(x,m) in Td × P(Td).
(3)
In the above equation, the unknown U = U(t, x,m) depends on time, space and measure on
the space; moreover, the notation DmU denotes a suitable derivative with respect to probability
measures, which will be described in subsection 1.1. Note that, in contrast with the MFG system,
the master equation is a classical evolution equation, so its long time behavior may be described
in a usual form. We recall (see [21], [13], [7] and [6]) that the master equation is well-posed
under the monotonicity condition on F and G and that the MFG system (1) plays the role of
characteristics for this equation. Namely, if (uT ,mT ) solves (1), then
U(−T, x,m0) = u
T (0, x) ∀x ∈ Td.
Our main result (Theorem 5.1) states that U(t, ·, ·) + λ¯t has a limit χ = χ(x,m) as t→ −∞.
This limit solves (in a weak sense) the ergodic master equation
λ¯−∆xχ(x,m) +H(x,Dxχ(x,m)) −
∫
Td
div(Dmχ(x,m, y))dm(y)
+
∫
Td
Dmχ(x,m, y).Hp(y,Dxχ(y,m))dm(y) = F (x,m) in T
d × P(Td).
(4)
As a consequence, the limit uT (0, ·)− λ¯T exists as T → ∞ and is equal to χ(·,m0). Note that,
in general, uT (0, ·) − λ¯T does not converge to u¯, since it is not always true that χ(·,m0) = u¯
(even up to an additive constant): this is however the case if m0 = m¯.
We are also interested in the infinite horizon MFG system

−∂tu
δ + δuδ −∆uδ +H(x,Duδ) = F (x,mδ(t)) in (0,+∞)× Td,
∂tm
δ −∆mδ − div(mδHp(x,Du
δ)) = 0 in (0,+∞)× Td,
mδ(0, ·) = m0 in × T
d, uδ bounded.
(5)
In the first order stationary Hamilton-Jacobi (HJ) setting, where the equation reads
δuδ +H(x,Duδ) = 0 in Td,
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Davini, Fathi, Iturriaga and Zavidovique [8] have proved the convergence of uδ− δ−1λ¯ as δ tends
to 0 and characterized the limit. The result has been generalized to the second order HJ setting
by Mitake and Tran [22] (see also Mitake and Tran [23] and Ishii, Mitake and Tran [16]). In the
viscous case, the result is that, if uδ solves the infinite horizon problem
δuδ −∆uδ +H(x,Duδ) = 0 in Td,
then uδ − δ−1λ¯ converges as δ → 0 to the unique solution u¯ of the ergodic cell problem
−∆u¯+H(x,Du¯) = 0 in Td
such that
∫
Td
u¯m¯ = 0, where m¯ solves
−∆m¯− div (m¯Hp(x,Du¯)) = 0 in T
d, m¯ ≥ 0,
∫
Td
m¯ = 1.
Here again, one may wonder if such a result remains true for the infinite horizon MFG
system (5) (which, in contrast with the Hamilton-Jacobi case, is time dependent). As for the
time-evolution MFG problem, we rely on a master equation. Following [6], this infinite horizon
master equation takes the form:
δU δ −∆xU
δ +H(x,DxU
δ)−
∫
Td
div(DmU
δ(x,m, y))dm(y)
+
∫
Td
DmU
δ(x,m, y).Hp(y,DxU
δ(y,m))dm(y) = F (x,m) in Td × P(Td).
(6)
Our second main result (Theorem 6.1) is that U δ − δ−1λ¯ converges to the unique solution χ of
the master ergodic problem (4) satisfying χ(x, m¯) = u¯, where u¯ is the unique solution of the
ergodic MFG system (2) for which the following (new) linearized ergodic MFG system has a
solution (v¯, µ¯):

u¯−∆v¯ +Hp(x,Du¯).Dv¯ =
δF
δm
(x, m¯)(µ¯) in Td,
−∆µ¯− div(µ¯Hp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv¯) = 0 in T
d,∫
Td
µ¯ =
∫
Td
v¯ = 0,
(the definition of the derivative δFδm is explained in Section 1). This implies the convergence of
uδ(0, ·)− δ−1λ¯ to χ(·,m0) as δ tends to 0. Note that if F ≡ 0, i.e., in the Hamilton-Jacobi case,
one recovers the condition
∫
Td
u¯m¯ = 0 by integrating the v¯−equation against the measure m¯.
The MFG setting is more subtle since it keeps track of the coupling between the equations.
Let us now say a few words about the method of proofs. As in the Hamilton-Jacobi setting, the
argument relies on compactness arguments and, therefore, on the regularity (Lipschitz estimates)
for the solution U to the master equation (3) and for the solution U δ of the infinite horizon
master equation (6). The main difficulty comes from the fact that these equations do not satisfy
a comparison principle (in contrast to the HJ equation). Moreover, as can be seen plainly from
(3) and (6), the equations do not provide easy bounds on the derivatives with respect to m of U
and U δ.
The key Lipschitz estimates come from the fact that the characteristics (1) and (5) of these
master equations stabilize exponentially fast in time to the solution of the ergodic MFG system
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(2) for U and to the solution of the following time invariant infinite horizon problem

δu¯δ −∆u¯δ +H(x,Du¯δ) = F (x, m¯δ) in Td,
−∆m¯δ − div(m¯δHp(x,Du¯
δ)) = 0 in Td,∫
Td
m¯δ = 1,
∫
Td
u¯δ = 0.
(7)
for U δ (see Theorem 2.6 and Theorem 3.7 respectively). These exponential convergence rates
were only known for system (1) when H(x, p) = |p|2 (see [4]), where the argument relied on some
commutation properties which do not hold for general Hamiltonians. To prove the exponential
convergence in our setting, we use a technique developed by the second author with E. Zuazua
[24] to establish the so-called turnpike property for optimal control problems. The exponential
rate for the infinite horizon MFG system is new, but uses similar ideas.
The starting point of this analysis consists in studying the linearized MFG systems. For
simplicity, let us explain this idea for the time dependent problem, i.e., for U . In this framework,
the MFG linearized system reads

−∂tv −∆v +Hp(x,Du).Dv =
δF
δm
(x,m)(µ(t)) in (0, T )× Td,
∂tµ−∆µ− div(µHp(x,Du))− div(mHpp(x,Du)Dv) = 0 in (0, T )× T
d,
µ(0, ·) = µ0, v(T, x) =
δG
δm (x,m)(µ(T )) in T
d,
where (u,m) is the solution of (1) and µ0 is given. When (u,m) = (u¯, m¯), the analysis of the
above system (the exponential decay of the solutions) provides an exponential convergence of
the solution of the MFG system to (u¯, m¯)—at least, this holds true for the m component. A
very interesting point is that this linearized system turns out to be also strongly related with the
derivative of U with respect to m: indeed, as explained in [6], we have∫
Td
δU
δm
(0, x,m0, y)µ0(y)dy = v(0, x) ∀x ∈ T
d.
Thus controlling v allows us to control the variations of U with respect to m. Once the Lipschitz
estimates for U and for U δ are obtained, the construction of a corrector χ (solution of the ergodic
master equation (4)) follows in a standard way: see Theorem 4.2.
However, the convergence of the solution of the time dependent master equation (3) requires
new ideas since, in contrast with the Hamilton-Jacobi setting (see Fathi [11] or Barles and
Souganidis [1]), there is no obvious quantity which is monotone in time: the reason is that the
master equation does not satisfy a comparison principle. To overcome this issue, we rely again
on the exponential convergence rate from which we derive a suitable convergence of the solution
of the master equation when evaluated at m¯ as time tends to −∞ (see Proposition 2.7). Then we
obtain the convergence of the map U by compactness argument and using again the convergence
of the characteristics.
The convergence of U δ, is more subtle: the key point is that two solutions of the ergodic
master equation differ only by a constant. Thus we only have to show that U δ(·,m)− δ−1λ¯ has
a limit for some m. The good choice turns out to be m = m¯δ, where (u¯δ, m¯δ) solves (7): indeed,
we have then U δ(·, m¯δ) = u¯δ and we expect (u¯δ, m¯δ) to be close to (u¯, m¯) in some sense, where
(u¯, m¯) satisfies (2). Actually a formal expansion yields to (u¯δ, m¯δ) = (δ−1λ¯+ u¯+ θ¯+ δv¯, m¯+ δµ¯),
where (θ¯, δv¯, µ¯) solves

u¯+ θ¯ −∆v¯ +Hp(x,Du¯).Dv¯ =
δF
δm
(x, m¯)(µ¯) in Td,
−∆µ¯− div(µ¯Hp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv¯) = 0 in T
d,∫
Td
µ¯ =
∫
Td
v¯ = 0.
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The rigorous justification is given in Proposition 6.5.
The paper is organized in the following way. In Section 1 we recall the notion of derivative in
the space of measures and state our main assumptions. We also recall some decay and regularity
estimates which hold separately for the two equations of the system and we provide the basic
fundamental estimates for (1) which are independent of the horizon T . Section 2 is devoted to
the exponential convergence rate, as T →∞, of solutions of (1) towards the couple (u¯, m¯) solu-
tion of (2). To this purpose, at first we develop decay estimates in L2 for the linearized system,
then we export the estimates (in stronger norms) to (uT − u¯,mT − m¯) by using a fixed point
argument. A similar strategy is used in Section 3 for the infinite horizon discounted problem
(5); in this case we prove the exponential convergence as t → ∞ towards the stationary couple
(u¯δ, m¯δ) solution of (7). In both Section 2 and Section 3, the analysis of the linearized systems
is a crucial step, and this will also play a key role in the study of the master equations, both the
time-dependent (3) and the stationary one (6), respectively. This is the content of Sections 4–6.
More precisely, in Section 4 we prove the existence of a solution to the ergodic master equation,
obtained as the limit, when δ → 0, of a subsequence of solutions of (6). The long-time behavior
of the time-dependent master equation (3) is addressed in Section 5. Finally, the limit of the
whole sequence of solutions of (6) is proved in section 6.
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1 Notation, assumptions and preliminary estimates
1.1 Notation and assumptions
Throughout the paper we work on the d−dimensional torus Td := Rd/Zd: this means that all
equations are Zd−periodic in space. This assumption is standard in the framework of the long-
time behavior. We denote by P(Td) the set of Borel probability measures on Td, endowed with
the Monge-Kantorovich distance d1:
d1(m,m
′) = sup
φ
∫
Td
φd(m−m′) ∀m,m′ ∈ P(Td),
where the supremum is taken over all 1−Lipschitz continuous maps φ : Td → R.
For α ∈ [0, 1], we denote by Cα([0, T ],P(Td)) the set of maps m : [0, T ]→ P(Td) which are
α−Ho¨lder continuous if α ∈ (0, 1), continuous if α = 0.
Next we recall the notion of derivative of a map U : P(Td)→ R as introduced in [6]. We say
that U is C1 if there exists a continuous map δUδm : P(T
d)× Td → R such that
U(m′)− U(m) =
∫ 1
0
∫
Td
δU
δm
((1 − t)m+ tm′, y) d(m′ −m)(y)dt ∀m,m′ ∈ P(Td).
We observe that if U can be extended to L2(Td) then y 7→ δUδm (m, y) is nothing but the rep-
resentation in L2 of the Gateaux derivative of U computed at m. The fact that U is defined
on probability measures, i.e. with the constraint of mass one, lets δUδm (m, y) be defined up to a
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constant. We normalize the derivative by the condition∫
Td
δU
δm
(m, y) dm(y) = 0 ∀m ∈ P(Td). (8)
We write indifferently
δU
δm
(m)(µ) and
∫
Td
δU
δm
(m, y) dµ(y) for a signed measure µ with finite
mass.
When the map δUδm =
δU
δm (m, y) is differentiable with respect to the last variable, we denote
by DmU(m, y) its gradient:
DmU(m, y) := Dy
δU
δm
(m, y).
Let us recall [6] that DmU can be used to estimate the Lipschitz regularity of U in the m variable:
|U(m)− U(m′)| ≤ d1(m,m
′)
[
sup
m′′∈P(Td),y∈Td
|DmU(m
′′, y)|
]
∀m,m′ ∈ P(Td).
For p = 1, 2,∞, we denote by ‖ · ‖Lp the L
p norm of a map on Td (we often use the notation
‖ · ‖∞ for ‖ · ‖L∞). For k ∈ N and α ∈ (0, 1), we denote by ‖ · ‖Ck (respectively ‖ · ‖Ck+α) the
standard norm on the set of maps defined on Td and which are of class Ck (respectively of class
Ck with a k−th derivative which is α-Ho¨lder continuous). By ‖ · ‖(Ck+α)′ we mean the norm in
the dual space:
‖φ‖(Ck+α)′ := sup{
∫
Td
φψ, ‖ψ‖Ck+α ≤ 1}.
For a map φ depending of two spatial variables, we denote by ‖φ(·, ·)‖k+α,k′+α the supremum of
the α−Ho¨lder norm of the partial derivatives of order l ≤ k and l′ ≤ k′ respectively of the map
φ.
Finally, if φ = φ(x), we systematically denote by 〈φ〉 :=
∫
Td
φ(x)dx the average of φ.
If u : [0, T ]× Td → R is a sufficiently smooth map, we denote by Du(t, x) and ∆u(t, x) its
spatial gradient and spatial Laplacian and by ∂tu(t, x) its partial derivative with respect to the
time variable. We will also use the classical parabolic Ho¨lder spaces: for α ∈ (0, 1), we denote by
Cα/2,α the set of maps which are α−Ho¨lder in space and α/2−Ho¨lder in time and by C1+α/2,2+α
the set of maps u such that ∂tu and D
2u are in Cα/2,α.
Assumptions. The following assumptions are in force throughout the paper.
(H) The HamiltonianH = H(x, p) : Td×Rd → R is of classC2 and the function p 7→ D2ppH(x, p)
is Lipschitz continuous, uniformly w.r.t. x, and satisfies the growth condition:
C−1Id ≤ D
2
ppH(x, p) ≤ CId ∀(x, p) ∈ T
d × Rd. (9)
Moreover we suppose that there exists θ ∈ (0, 1) and C > 0 such that
|DxxH(x, p)| ≤ C(1+ |p|)
1+θ, |DxpH(x, p)| ≤ C(1+ |p|)
θ, ∀(x, p) ∈ Td×Rd. (10)
This latter assumption is a little awkward, since it requires the quadratic part of H to be
homogeneous, but we actually need it in order to ensure uniform Lipschitz regularity of uT
(solution to (1)) and of uδ (solution to (5)) independently of T and δ: see Lemma 1.5 and
Lemma 3.6. If the same bounds were available with different arguments, then we could get
rid of this condition, since in the rest of the paper we do not use it at all.
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(FG) The coupling functions F,G : Td × P(Td) → R are supposed to be of class C1 and their
first derivatives satisfy the following Lipschitz conditions:
(FGa) F,G are twice differentiable in the x variable and Fxx(x,m), Gxx(x,m) are bounded
uniformly in Td × P(Td).
(FGb) δFδm (x,m, y),
δG
δm (x,m, y) are differentiable with respect to (x, y) and Lipschitz contin-
uous in T d × P(Td)× T d (i.e. globally Lipschitz in the three variables).
Even if this will not be strictly needed, an extra regularity condition is assumed in order
to access to smooth solutions of the master equation as stated in [6]. Namely we assume
that:
(FGc) For any α ∈ (0, 1), F (·,m) and δFδm (·,m, ·) are of class C
2+α in all space variables,
uniformly in m, and δFδm is Lipschitz continuous in m with respect to C
2+α in space.
The same holds for G in norm C3+α.
(FGd) The maps F and G are assumed to be monotone: for any m ∈ P(Td) and for any
centered Radon measure µ,∫
Td
∫
Td
δF
δm
(x,m, y)µ(x)µ(y)dxdy ≥ 0,
∫
Td
∫
Td
δG
δm
(x,m, y)µ(x)µ(y)dxdy ≥ 0.
(11)
Let us comment upon our assumptions.
The regularity of H as well as the uniform convexity with respect to the second variable
are standard in MFG theory. Here these assumptions are all the more important that we make
a systematic use of the duality inequality (see [20]) which provides uniqueness and quantified
stability for the MFG system under this strong convexity assumption.
The regularity assumption on δFδm (and on
δG
δm ) allows for instance inequalities of the form:∥∥∥∥ δFδm (·,m)(µ)
∥∥∥∥
C2
≤ C‖µ‖(C2)′
for any m ∈ P(Td) and any distribution µ on Td.
The monotonicity assumption (11) implies (and, under our regularity assumptions, is equiv-
alent to) the more standard one:∫
Td
(F (x,m)− F (x,m′))d(m−m′)(x) ≥ 0,
∫
Td
(G(x,m) −G(x,m′))d(m−m′)(x) ≥ 0,
for any measures m,m′ ∈ P(Td). This condition ensures the well-posedness of the MFG system
(1) for large times intervals and the well-posedness of the ergodic MFG system (2). Without
this assumption, these MFG systems may have several solutions and the long time average (and
a fortiori the long time behavior) of the MFG system (1) is not known.
Let us stress that, in the following, we will denote generically by C possibly different constants
appearing in the estimates which depend on the data F,G and H through the above assumptions.
In particular, those constants will depend on the sup-norm of Fxx, Gxx (which are bounded
uniformly w.r.t. x and m from (FGa)), the Lipschitz constants of δFδm ,
δG
δm and the conditions
(9)-(10), respectively.
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1.2 Preliminary estimates
We will use repetitively the following estimates on linear equations which are independent of
the time horizon. The first one is about linear equations in divergence form (see [4, Lemma 7.1,
Lemma 7.6]).
Lemma 1.1. Let V be a bounded vector field on (0, T )× Td, B ∈ L2((0, T )× Td) and let µ be
the solution to {
∂tµ−∆µ+ div(µV ) = div(B) in (0, T )× T
d
µ(0) = µ0 in T
d,
(12)
with
∫
Td
µ0 = 0.
There exist constants ω > 0 and C > 0, depending only on ‖V ‖∞, such that
‖µ(t)‖L2 ≤ Ce
−ωt‖µ0‖L2 + C
[∫ t
0
‖B(s)‖2L2ds
]1/2
.
If B ≡ 0, we also have, for any τ > 0,
‖µ(t)‖∞ ≤ Cτe
−ωt‖µ0‖L1 ∀t ≥ τ,
where the constant Cτ depends on τ and ‖V ‖∞ only.
The second Lemma is about a viscous transport equation (see [4, Lemma 7.4] and [4, Lemma
7.5]).
Lemma 1.2. Let V be a bounded vector field, A ∈ L2((0, T )× Td) and v be the solution to the
backward equation
− ∂tv −∆v + V ·Dv = A in (0, T )× T
d. (13)
There exist constants ω > 0 and C > 0, depending only on ‖V ‖∞, such that
‖v(t)− 〈v(t)〉‖L2 ≤ Ce
−ω(T−t)‖v(T )− 〈v(T )〉‖L2 + C
∫ T
t
e−ω(s−t)‖A(s)‖L2ds
and, if A ∈ L∞((0, T )× Td),
‖v(t)− 〈v(t)〉‖L∞ ≤ Ce
−ω(T−t)‖v(T )− 〈v(T )〉‖L∞ + C
∫ T
t
e−ω(s−t)‖A(s)‖L∞ds,
where 〈φ〉 =
∫
Td
φ for any map φ. Moreover, for any 0 ≤ t < t0 ≤ T ,
(t0−t)‖Dv(t)‖L2 ≤ C(t0−t+1)
(
‖v(t0)− 〈v(t0)〉‖L2 + ‖A‖L2((t,t0)×Td) + ‖v − 〈v〉‖L2((t,t0)×Td)
)
.
We note for later use a simple consequence of Lemma 1.1:
Corollary 1.3. Let V and B be (time-independent) vector fields. Then any L2 solution of
−∆µ+ div(µV ) = div(B) in Td
with
∫
Td
µ = 0, satisfies
‖µ‖H1 ≤ C ‖B‖L2,
where C depends only on ‖V ‖∞.
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Proof. It is enough to apply Lemma 1.1:
‖µ‖L2 ≤ Ce
−ωt‖µ‖L2 + C‖B‖L2t
1/2,
Choosing t large enough, this gives
‖µ‖L2 ≤ C ‖B‖L2 .
Then, multiplying the equation by µ, the standard energy estimate gives
‖Dµ‖L2 ≤ [‖V ‖∞‖µ‖L2 + ‖B‖L2] ,
which gives the result.
We conclude this Section with a further bound for the solutions of the Fokker-Planck equation.
Lemma 1.4. Let V be a bounded vector field on (0, T )× Td with bounded space derivatives and
µ be a weak solution to (12) with B ≡ 0. Then, for any τ > 0,
‖µ(t)‖∞ ≤ Cτe
−ωt‖µ0‖(C2+α)′ ∀t ≥ τ,
where ω is given by Lemma 1.1, α ∈ (0, 1) and Cτ > 0 depends on ‖V ‖L∞, ‖DV ‖L∞ and τ .
Proof. Let τ > 0 and v be the solution to the transport equation{
−∂tv −∆v + V ·Dv = 0 in (0, τ) × T
d
v(τ, x) = vτ (x) in T
d.
where vτ is in C
∞(Td). One easily checks that
sup
t
‖v(t)‖L2 + ‖Dv‖L2((0,τ)×Td) ≤ C‖vτ‖L2,
where C depends on ‖V ‖∞ and τ only. Standard parabolic regularity (Theorem III.11.1 of [17])
then implies that
‖Dv‖Cα/2,α([0,τ/2]×Td) ≤ C‖vτ‖L2
for some α and C depending on ‖V ‖∞ and τ only. For any i ∈ {1, . . . , d}, the derivative vxi
solves
−∂tvxi −∆vxi + V ·Dvxi + Vxi ·Dv = 0 in (0, τ/2)× T
d.
By parabolic regularity (Theorem III.11.1 of [17]), we infer that
‖D2v‖Cα/2,α([0,τ/4]×Td) ≤ C‖Dv‖L∞((0,τ/2)×Td) ≤ C‖vτ‖L2
for some α and C depending on ‖V ‖∞, ‖DV ‖∞ and τ only. We have, by duality,∫
Td
vτµ(τ) =
∫
Td
v(0)dµ0(x).
So taking the supremum over vτ such that ‖vτ‖L2 ≤ 1, we infer that
‖µ(τ)‖L2 ≤ Cτ ‖µ0‖(C2+α)′ ∀τ > 0.
We can then derive the conclusion by Lemma 1.1.
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1.3 Regularity of the MFG system
The aim of this section is to provide additional basic estimates on the solution to the MFG
system 

−∂tu+ λ¯−∆u+H(x,Du) = F (x,m) in (0, T )× T
d
∂tm−∆m− div(mHp(x,Du)) = 0 in (0, T )× T
d
m(0, ·) = m0, u(T, ·) = g in T
d
(14)
where m0 ∈ P(T
d). Let us recall that λ¯ ∈ R is the unique ergodic constant and (u¯, m¯) the unique
solution to the ergodic MFG system (2).
The following estimates are mostly well-known since [4], but we collect them for the sake of
completeness. The whole point is to get estimates which are independent of the time horizon or
of the discount rate. To this purpose we rely on conditions (9)-(10) as well as on the smoothing
assumption (FGa) for the couplings.
Lemma 1.5. For any M > 0, there exists a constant C > 0 such that for any horizon T > 0, if
(u,m) is the solution to the MFG system (14) and ‖g‖C2(Td) ≤M , then
‖Du‖∞ ≤ C.
Proof. As in Lemma 3.2 in [4], the proof relies on the uniform semi-concavity of the solution.
Let us recall that, for any smooth map φ ∈ C∞(Td), we have
‖Dφ‖∞ ≤ d
1/2 sup
x∈Td, |z|≤1
(D2φ(x)z · z)+. (15)
Let ξ with |ξ| ≤ 1 be a direction for which C0 := sup(t,x)D
2u(t, x)ξ · ξ is maximal (and thus
nonnegative). We set w(t, x) = D2u(t, x)ξ · ξ = uξξ(t, x). Then w solves
−∂tw−∆w+Hξξ(x,Du)+2Hξp(x,Du)·Duξ+Hpp(x,Du)Duξ·Duξ+Hp(x,Du)·Dw = Fξξ(x,m(t)).
If the maximum of w is reached at T , then
C0 ≤ max
x∈Td
D2g(x)ξ · ξ ≤M.
Otherwise, one has at the maximum point (t, x) of w:
Hξξ(x,Du) + 2Hξp(x,Du) ·Duξ +Hpp(x,Du)Duξ ·Duξ ≤ Fξξ(x,m(t)),
where by our standing assumptions on H we have
Hξξ(x,Du) ≥ −C (1 + |Du|)
1+θ
Hpp(x,Du)Duξ ·Duξ + 2Hξp(x,Du) ·Duξ ≥ C
−1|Duξ|
2 − C(1 + |Du|)2θ .
Since (15) implies that ‖Du‖∞ ≤ d
1
2 C0, we deduce that
−C(1 + C0)
1+θ − C (1 + C0)
2θ + C−1|Duξ|
2 ≤ C
and since |Duξ| ≥ C0 at the maximum point of w(t, x), being θ < 1 we conclude that C0 is
bounded. By (15), we infer the Lipschitz estimate for u.
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Remark 1.6. Thanks to Lemma 1.5, the drift Hp(x,Du) in the Fokker-Planck equation is
uniformly bounded. As a consequence, as it is well-known, the solution m satisfies the following
Ho¨lder continuity estimate in time:
d1(m(t),m(s)) ≤ C |t− s|
1
2 ∀t, s ∈ (0, T ) : |t− s| ≤ 1 , (16)
for some constant C independent of T .
Next result exploits the stability of the system which stems from the monotonicity of F and
the convexity of H (see [20]). In particular, whenever H is uniformly convex, as is assumed in
(9), the following estimate holds for any couple of solutions (u1,m1) and (u2,m2) of the system
(14):
C−1
∫
Td
(m1 +m2)|D(u1 − u2)|
2 ≤ −
d
dt
∫
Td
(u1 − u2)(m1 −m2) (17)
Lemma 1.7. For any ε > 0 and M > 0, there exists times Tˆ > τ > 0 (depending only on ε,
M and the data of the problem) such that, if T ≥ Tˆ and if (u,m) be the solution to the MFG
system (14) and ‖g‖C2(Td) ≤M , we have, for some α ∈ (0, 1),
‖m(t)− m¯‖Cα + ‖Du(t)−Du¯‖Cα ≤ ε ∀t ∈ [τ, T − τ ] .
Proof. We follow closely the argument of Lemma 3.5 of [4] (in the case H = |p|2) and, for this
reason, we only sketch the proof. By Lemma 1.5, u is uniformly Lipschitz continuous in space,
with a Lipschitz constant depending only on the regularity of H , F and on ‖Dg‖∞ + ‖D
2g‖∞.
So, by Lemma 1.1, we have
sup
t≥1
‖m(t)‖∞ ≤ C,
where C depends only on ‖Hp(·, Du(·))‖∞, and thus only on the data. Applying (17) to (u,m)
and (u¯, m¯), and using m¯ > 0 in Td, we have
C−1
∫ t2
t1
‖D(u(t)− u¯)‖2L2dt ≤ −
[∫
Td
(u(t)− u¯)(m(t)− m¯)
]t2
t1
.
Thus ∫ T
0
‖D(u(t)− u¯)‖2L2dt ≤ C,
because u is uniformly Lipschitz continuous in space and m(t) and m¯ are probability measures.
In particular, if T ≥ 3ε−1, there exists times t1 ∈ [1, ε
−1], t2 ∈ [T − ε
−1, T ] such that
‖D(u(ti)− u¯)‖L2 ≤ Cε
1/2 for i = 1, 2. (18)
Coming back to the duality relation, we infer by Poincare´’s inequality that
C−1
∫ T−1/ε
1/ε
‖D(u(t)− u¯)‖2L2dt ≤ C
−1
∫ t2
t1
‖D(u(t)− u¯)‖2L2dt
≤ ‖D(u(t1)− u¯)‖L2‖m(t1)− m¯‖L2 + ‖D(u(t2)− u¯)‖L2‖m(t2)− m¯‖L2 ≤ Cε
1/2.
As µ := m− m¯ satisfies
∂tµ−∆µ− div(µHp(x,Du)) = −div(m¯(Hp(x,Du¯)−Hp(x,Du))), (19)
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and still using the fact that Du is bounded, we have from Lemma 1.1 that, for any t ∈ [1/ε, T −
1/ε],
‖m(t)− m¯‖L2 ≤ Ce
−ω(t−1/ε)‖m(1/ε)− m¯‖L2 + C
[∫ T−1/ε
1/ε
‖D(u(t)− u¯)‖2L2dt
] 1
2
≤ C(e−ω(t−1/ε) + ε1/4).
So we can choose τ large enough (depending only on ε, on the data and on M) such that the
right-hand side is less than Cε1/4 if t ∈ [τ − 1, T − 1/ε].
Let us now upgrade this inequality into an L∞ estimate for the interval [τ, T − 1/ε]. For this,
we recall from (19) that µ solves a parabolic equation of the type
∂tµ−∆µ− div(µ b+B) = 0,
where b is bounded in L∞ and B is bounded in Lp for any p ≥ 2 since∫ T− 1ε
1
ε
‖B(t)‖pLp ≤ C
∫ T− 1ε
1
ε
∫
Td
|D(u(t)− u¯)|p ≤ C
∫ T− 1ε
1
ε
∫
Td
|D(u(t)− u¯)|2 ≤ Cε
1
2
where we used the global bound for Du(t). Since we already know that ‖µ(t)‖L2 ≤ Cε
1
4 , by
choosing p sufficiently large we deduce (see e.g. [17, Theorem III.8.1 p. 196]) that µ is bounded
in Cα/2,α for some α ∈ (0, 1) and
‖µ(t)‖Cα ≤ C
(
sup
s∈(τ−1,T− 1ε )
‖µ(s)‖L2 + ‖B‖Lp(( 1ε ,T−
1
ε )×T
d)
)
≤ C(ε
1
4 + ε
1
2p )
for any t ∈ [τ, T − 1/ε]. This concludes the bound for ‖m(t) − m¯‖Cα . In order to prove the
estimate for u, let us note that v = u− u¯ satisfies
−∂tv −∆v + V ·Dv = F (x,m(t)) − F (x, m¯),
where V is the bounded vectory field V (t, x) =
∫ 1
0
Hp(x, λDu(t, x)+(1−λ)Du¯(x))dλ. By Lemma
1.2 we have, for t ∈ [1/ε, T − 1/ε],
‖v(t)− 〈v(t)〉‖∞ ≤ ‖v(T − 1/ε)− 〈v(T − 1/ε)〉‖∞e
−ω(T−1/ε−t)
+C
∫ T−1/ε
t
e−ω(s−t)‖F (x,m(t))− F (x, m¯)‖∞ds
≤ C
(
e−ω(T−1/ε−t) + ε
1
2p
)
.
Choosing τ > 1/ε large enough then implies that
‖v(t)− 〈v(t)〉‖∞ ≤ Cε
1
2p ∀t ∈ [τ, T − τ ].
Finally, we can replace the left-hand side by ‖Dv(t)‖Cα by using again Lemma 1.2. Indeed,
whenever v satisfies
−∂tv −∆v + V ·Dv = A
with V , A being bounded, we estimate, for any interval [t, t+ 1],
‖Dv(t)‖Cα ≤ C sup
s∈(t,t+1/2)
[‖v(s)− 〈v(s)〉‖∞ + ‖A(s)‖∞ + ‖Dv(s)‖L2]
≤ C sup
s∈(t,t+1)
[‖v(s)− 〈v(s)〉‖∞ + ‖A(s)‖∞] .
Since A = F (x,m(t)) − F (x, m¯), the previous estimates give the conclusion.
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2 Exponential rate of convergence for the finite horizon
MFG system
In this section we provide several convergence results with an exponential rate of convergence
for finite horizon MFG systems. The results of this section extend to general Hamiltonians the
main results of [4] (though requiring slightly stronger assumptions on the coupling F ). If the
results are interesting for themselves, they are nevertheless motivated by the rest of the paper,
in which they play a central role.
The method of proof for these exponential rates differs completely from [4], where it relied
on an algebraic structure of the linearized system. We start with the linearized systems and
first get a crude estimate on the solution. Using the monotonicity assumption, the duality
method shows that a suitable quantity is monotonous in time and bounded (thanks to the
rough estimate). A compactness argument, borrowed from [24], then shows that the limit of this
quantity must vanish. We then use the linearity property of the system to get an exponential rate
of convergence. The non linear equations are treated as perturbations of the linear ones. Note
that the key argument is inspired by [24], where the long time behavior of optimality systems
is analyzed by using the stabilizing properties of the Riccati feedback operator. However, in
contrast with [24], our system does not come from an optimal control problem in general, which
makes a substantial difference.
2.1 Estimates for the linearized system
In this subsection we study the linearized MFG system around the stationary ergodic solution
(u¯, m¯), namely


−∂tv −∆v +Hp(x,Du¯).Dv =
δF
δm
(x, m¯)(µ(t)) in (0, T )× Td
∂tµ−∆µ− div(µHp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv) = 0 in (0, T )× T
d
µ(0, ·) = µ0, v(T, x) =
δG
δm (x, m¯)(µ(T )) + vT (x) in T
d
(20)
with
∫
Td
µ0 = 0.
Thanks to the assumptions made upon δFδm and
δG
δm , and to the smoothness of (u¯, m¯), problem
(20) can be considered in a standard framework of weak solutions with finite energy, i.e. v,m ∈
L2((0, T );H1(Td)). Solutions will eventually be more regular, but we are not considering this
issue here; our main purpose, which is the following result, is to show the L2 decay estimates for
µ and Dv, assuming the same regularity on the initial-terminal conditions.
Proposition 2.1. There exists C0 > 0, λ > 0 such that, if (v, µ) is a solution to the MFG
linearized system (20) with
∫
Td
µ0 = 0, then we have
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C0
(
e−λt + e−λ(T−t)
)
(‖µ0‖L2 + ‖DvT ‖L2) ∀t ∈ [0, T ].
Let us start the proof with a Lemma which explains that the solution is uniformly bounded,
with a bound depending on ‖µ0‖L2 only.
Lemma 2.2. There is a constant C0 > 0, depending only on the data, such that, if (v, µ) is a
solution of the linearized problem (20), then
∫ T
0
‖Dv‖2L2 + sup
t∈[0,T ]
(
‖µ(t)‖2L2 + ‖Dv(t)‖
2
L2
)
≤ C0
(
‖µ0‖
2
L2 + ‖DvT ‖
2
L2
)
. (21)
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Proof. Note that
∫
Td
µ(t) = 0 for any t. By standard duality techniques, we have, for any
0 ≤ t1 ≤ t2 ≤ T ,∫ t2
t1
∫
Td×Td
δF
δm
(x, m¯, y)µ(t, y)µ(t, x)dydxdt +
∫ t2
t1
∫
Td
m¯Hpp(x,Du¯(x))Dv(t, x) ·Dv(t, x) dxdt
= −
[∫
Td
vµ
]t2
t1
,
so that, by monotonicity of F and G (see assumption (11)),
C−1
∫ T
0
‖Dv(t)‖2L2dt ≤
∫
Td
(v(0)− 〈v(0)〉)µ0 −
∫
Td
(vT − 〈vT 〉)µ(T )
≤ C(‖Dv(0)‖L2‖µ0‖L2 + ‖DvT ‖L2‖µ(T )‖L2),
(22)
thanks to Poincare´ inequality. Using Lemma 1.1, we have
‖µ(t)‖L2 ≤ Ce
−ωt‖µ0‖L2 + C
[∫ t
0
‖m¯Hpp(·, Du¯)Dv‖
2
L2
]1/2
≤ Ce−ωt‖µ0‖L2 + C
[∫ T
0
‖Dv‖2L2
]1/2
≤ Ce−ωt‖µ0‖L2 + C(‖Dv(0)‖
1/2
L2 ‖µ0‖
1/2
L2 + ‖DvT ‖
1/2
L2 ‖µ(T )‖
1/2
L2 ).
For t = T , we get, after simplification,
‖µ(T )‖L2 ≤ C
(
‖µ0‖L2 + ‖Dv(0)‖
1/2
L2 ‖µ0‖
1/2
L2 + ‖DvT ‖L2
)
,
from which we deduce that
sup
t∈[0,T ]
‖µ(t)‖L2 ≤ C
(
‖µ0‖L2 + ‖Dv(0)‖
1/2
L2 ‖µ0‖
1/2
L2 + ‖DvT ‖L2
)
. (23)
Note that the derivative vxi of v satisfies

−∂tvxi −∆vxi +Hp ·Dvxi +Dxi [Hp] ·Dv = Dxi
δF
δm
(x, m¯)(µ(t)) in (0, T )× Td,
vxi(T, x) = Dxi
δG
δm
(x, m¯)(µ(T )) +DxivT (x) in T
d
(24)
where, to simplify the notation, we have set Hp = Hp(x,Du¯), etc... Then Lemma 1.2 gives, in
view of our assumptions on δFδm and
δG
δm ,
‖vxi(t)‖L2 ≤ Ce
−ω(T−t)
(
‖DvT ‖L2 +
∥∥∥∥Dxi δGδm (·, m¯)(µ(T ))
∥∥∥∥
L2
)
+C
∫ T
t
e−ω(s−t)
(
‖Dxi [Hp] ·Dv‖L2 +
∥∥∥∥Dxi δFδm (·, m¯)(µ(t))
∥∥∥∥
L2
)
ds
≤ Ce−ω(T−t)(‖DvT ‖L2 + ‖µ(T )‖L2) + C
∫ T
t
e−ω(s−t) (‖Dv‖L2 + ‖µ(t)‖L2) ds
≤ Ce−ω(T−t)‖DvT ‖L2 + C
(∫ T
t
‖Dv‖
2
L2
)1/2
+ C sup
s≥t
‖µ(s)‖L2 .
(25)
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Combining this with (22) and with the estimate for µ in (23), we find, for any t ∈ [0, T ],
‖Dv(t)‖L2 ≤ C
(
‖µ0‖L2 + ‖Dv(0)‖
1/2
L2 ‖µ0‖
1/2
L2 + ‖DvT ‖L2
)
.
In particular, for t = 0, we get, after simplification:
‖Dv(0)‖L2 ≤ C (‖µ0‖L2 + ‖DvT ‖L2) ,
which jointly with (22) and (23) gives the desired statement.
Remark 2.3. The above Lemma also provides an argument for proving the existence of a solution
(v,m) to (20). Indeed, the a priori estimate (21) allows for a standard application of Schaefer’s
fixed point theorem by freezing µ in the right-hand side as well as in the final value of the equation
of v.
Proof of Proposition 2.1. For τ ≥ 0, let us set
ρ(τ) = sup
T,t,µ0,vT
∣∣∣∣
∫
Td
µ(t)v(t)
∣∣∣∣
where the supremum is taken over T ≥ 2τ , t ∈ [τ, T − τ ], ‖µ0‖L2 ≤ 1 and ‖DvT ‖L2 ≤ 1, the
pair (v, µ) being the solution to (20). According to Lemma 2.2, ρ(τ) is bounded for any τ , since,
using that µ has zero average, one has for any t∣∣∣∣
∫
Td
µ(t)v(t)
∣∣∣∣ ≤ C ‖µ(t)‖L2 ‖Dv(t)‖L2
by Poincare´ inequality. By definition, the map ρ is non increasing (since we take the supremum
over a set indexed by τ which decreases for the inclusion as τ increases). Let us denote by ρ∞
the limit of ρ(τ) as τ → +∞. The key step consists in proving that ρ∞ = 0.
Let τn → +∞, Tn ≥ 2τn, tn ∈ [τn, Tn − τn], µ
n
0 with ‖µ
n
0‖L2 ≤ 1 and v
n
T with ‖Dv
n
T ‖L2 ≤ 1
be such that ∣∣∣∣
∫
Td
µn(tn)v
n(tn)
∣∣∣∣ ≥ ρ∞ − 1/n.
We set
µ˜n(t, x) = µn(tn + t, x), v˜
n(t, x) = vn(tn + t, x)− 〈v
n(tn)〉 ∀t ∈ [−tn, Tn − tn], x ∈ T
d.
By the estimates of Lemma 2.2, the (v˜n, µ˜n) are locally bounded in L2. By parabolic regularity
(from [17, Theorem III.8.1 p. 196] combined with [17, Theorem III.10.1 p. 204] and [17, Theorem
III.11.1 p. 211]), the v˜n and Dv˜n are locally bounded in Cα/2,α while the µ˜n are bounded in
Cα/2,α for some α ∈ (0, 1). So the pair (v˜n, µ˜n) locally uniformly converges to some (v, µ) which
satisfies the linearized MFG system on R× Td. Moreover, we have∣∣∣∣
∫
Td
µ(0)v(0)
∣∣∣∣ = limn
∣∣∣∣
∫
Td
µn(tn)v
n(tn)
∣∣∣∣ = ρ∞.
On the other hand, for any t ∈ R and for n large enough, we have that tn + t ∈ [τn − |t|, Tn −
(τn − |t|)], so that∣∣∣∣
∫
Td
µ(t)v(t)
∣∣∣∣ = limn
∣∣∣∣
∫
Td
µn(tn + t)v
n(tn + t)
∣∣∣∣ ≤ limn ρ(τn − |t|) = ρ∞.
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The duality equality implies that, for any t1 ≤ t2, we have
C−1
∫ t2
t1
‖Dv‖2L2 ≤ −
[∫
Td
µv
]t2
t1
. (26)
Therefore the map t →
∫
Td
µ(t)v(t) is non increasing, with a derivative bounded above by
−‖Dv(0)‖2L2 at t = 0, while the map t→
∣∣∫
Td
µ(t)v(t)
∣∣ has a maximum ρ∞ at t = 0: this implies
that Dv(0) = 0. As
∫
Td
v(0) = 0, we can infer that
ρ∞ =
∣∣∣∣
∫
Td
µ(0)v(0)
∣∣∣∣ = 0.
We now prove that ρ(t) converges to 0 with an exponential rate. Let T > 0 and (v, µ) solution
of the MFG linearized system with ‖µ(0)‖L2 ≤ 1 and ‖DvT ‖L2 ≤ 1. Using Lemma 1.1 and (26),
we have, for τ ≥ 0 and t ∈ [τ, T − τ ]:
‖µ(t)‖L2 ≤ Ce
−ω(t−τ/2)‖µ(τ/2)‖L2 + C
(
−
[∫
Td
µv
]t
τ/2
)1/2
≤ Ce−ωτ/2 + C [2ρ(τ/2)]1/2 ,
because µ is uniformly bounded in L2 (Lemma 2.2). Thus
sup
t∈[τ,T−τ ]
‖µ(t)‖L2 ≤ C
(
e−ωτ/2 + (ρ(τ/2))1/2
)
. (27)
Coming back to (25), we have, for all t ∈ [2τ, T − 2τ ],
‖Dv(t)‖L2 ≤ Ce
−ω(T−τ−t)‖Dv(T − τ)‖L2 + C
(∫ T−τ
t
‖Dv‖
2
L2
)1/2
+ C sup
s∈[t,T−τ ]
‖µ(s)‖L2
≤ Ce−ωτ + C
(
−
[∫
Td
µ(s)v(s)
]T−τ
t
)1/2
+ C sup
s∈[t,T−τ ]
‖µ(s)‖L2
≤ Ce−ωτ + Cρ1/2(τ) + C
(
e−ωτ/2 + (ρ(τ/2))1/2
)
,
(28)
because Dv is uniformly bounded in L2 (Lemma 2.2). In view of (27) and (28), we can fix τ > 0
large enough so that, for any T ≥ 4τ and any (v, µ) as above, one has
sup
t∈[2τ,T−2τ ]
(‖µ(t)‖L2 + ‖Dv(t)‖L2) ≤ 1/2.
Notice that, by definition, this also implies that ρ(2τ) ≤ 14 . Now we can iterate the previous
estimate. Indeed, for T ≥ 4τ , the restriction to [2τ, T −2τ ] of (v, µ) is a solution of the linearized
MFG system (20) on [2τ, T − 2τ ] with boundary conditions ‖µ(2τ)‖L2 ≤ 1/2 and ‖Dv(T −
2τ)‖L2 ≤ 1/2. As the problem is invariant by time translation, we deduce that
sup
t∈[4τ,T−4τ ]
(‖µ(t)‖L2 + ‖Dv(t)‖L2) ≤ 1/4 ,
(and similarly ρ(4τ) ≤ 142 ). By a standard iteration, this shows that there exists λ such that
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C(e
−λt + e−λ(T−t)) ∀t ∈ [0, T ].
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Proposition 2.4. Let λ be as in Proposition 2.1. There exists C1 such that, if B = B(t, x)
satisfies
‖B(t)‖L2 ≤ e
−λt + e−λ(T−t), (29)
and if (v, µ) is a solution to the MFG linearized system

−∂tv −∆v +Hp(x,Du¯).Dv =
δF
δm
(x, m¯)(µ(t)) in (0, T )× Td
∂tµ−∆µ− div(µHp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv) = div(B) in (0, T )× T
d
µ(0, ·) = 0, v(T, x) = 0 in Td
(30)
then
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C1
(
(1 + t) e−λt + (1 + T ) e−λ(T−t)
)
∀t ∈ [0, T ].
Proof. Let us first prove that (v, µ) is bounded. The duality relation gives, for any 0 ≤ t1 ≤ t2 ≤
T ,
C−1
∫ t2
t1
‖Dv‖2L2dt ≤ −
[∫
Td
vµ
]t2
t1
−
∫ t2
t1
∫
Td
B ·Dv.
Thus, by Young’s inequality,
C−1
∫ t2
t1
‖Dv‖2L2dt ≤ −
[∫
Td
vµ
]t2
t1
+
∫ t2
t1
‖B‖2L2ds.
Using the homogeneous boundary conditions at t = 0, t = T , we obtain the bound∫ T
0
‖Dv‖2L2dt ≤ C
∫ T
0
‖B‖2L2ds.
This implies, with the same arguments as in Lemma 2.2,
sup
t∈[0,T ]
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C
[∫ T
0
‖B‖2L2
]1/2
≤ C,
where the last inequality comes from (29).
For τ ≥ 0, we set
ρ(τ) = sup
T,t,B
(‖µ(t)‖2 + ‖Dv(t)‖L2) (31)
where the supremum is taken over any T ≥ 2τ , t ∈ [τ, T − τ ] and any B satisfying (29), the pair
(v, µ) being the solution to (30). In view of the previous discussion, ρ(τ) is bounded for any τ .
The restriction (v˜, µ˜) of (v, µ) to [τ, T − τ ] can be written as
(v˜, µ˜) = (v˜1, µ˜1) + (v˜2, µ˜2),
where (v˜1, µ˜1) solves the homogeneous MFG linearized system (20) with boundary conditions
v˜1(T − τ) = v(T − τ) and µ˜1(τ) = µ(τ) while (v˜2, µ˜2) solves the linearized MFG system (30) on
the time interval [τ, T − τ ] with homogeneous boundary conditions.
From Proposition 2.1, we have, for any t ∈ [τ, T − τ ],
‖µ˜1(t)‖L2 + ‖Dv˜1(t)‖L2 ≤ C0
(
e−λ(t−τ) + e−λ(T−τ−t)
)
(‖µ(τ)‖L2 + ‖Dv(T − τ)‖L2)
≤ C
(
e−λ(t−τ) + e−λ(T−τ−t)
)
.
18
Note that the restriction of B to [τ, T − τ ] satisfies
‖B(t)‖L2 ≤ e
−λτ
[
e−λ(t−τ) + e−λ(T−τ−t)
]
.
So by the linearity and the invariance in time of the equation, we get
‖µ˜2(t)‖2 + ‖Dv˜2(t)‖L2 ≤ e
−λτρ(t− τ) ∀t ∈ [τ, T − τ ].
Putting together the estimates of (v˜1, µ˜1) and (v˜2, µ˜2), we obtain, for any t ≥ τ ,
sup
s∈[t+τ,T−τ−t]
(‖µ(s)‖L2 + ‖Dv(s)‖L2) ≤ sup
s∈[t+τ,T−τ−t]
C(e−λ(s−τ) + e−λ(T−τ−s)) + e−λτρ(s− τ)
≤ Ce−λt + e−λτρ(t).
Taking the supremum over (v, µ) and multiplying by eλ(t+τ) gives
eλ(t+τ)ρ(t+ τ) ≤ Ceλτ + eλtρ(t),
from which we infer that
ρ(t) ≤ C(1 + t)e−λt.
By definition of ρ in (31), this implies the conclusion when choosing τ = t if t ∈ [0, T/2] and
τ = T − t otherwise.
Collecting the above Propositions we finally obtain:
Theorem 2.5. Let λ be as in Proposition 2.1. There exists C0 > 0 such that, if A = A(t, x)
and B = B(t, x) satisfy
‖A(t)‖L2 + ‖B(t)‖L2 ≤M
(
e−λt + e−λ(T−t)
)
, (32)
and if (v, µ) is a solution to the MFG linearized system


−∂tv −∆v +Hp(x,Du¯) ·Dv =
δF
δm
(x, m¯)(µ(t)) +A(t, x) in (0, T )× Td,
∂tµ−∆µ− div(µHp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv) = div(B) in (0, T )× T
d,
µ(0, ·) = µ0, v(T, x) =
δG
δm (x, m¯)(µ(T )) + vT (x) in T
d,
(33)
with
∫
Td
µ0 = 0, we have:
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C0
(
(1 + t)e−λt + (1 + T )e−λ(T−t)
)
(‖DvT ‖L2 + ‖µ0‖L2 +M)
for any t ∈ [0, T ].
Proof. Let v˜ be the solution to{
−∂tv˜ −∆v˜ +Hp(x,Du¯).Dv˜ = A(t, x) in (0, T )× T
d,
v˜(T, x) = 0 in Td.
Note for later use that, assuming λ < ω, we have
‖Dv˜(t)‖L2 ≤ CM(e
−λt + e−λ(T−t)). (34)
19
Indeed, using Lemma 1.2, we have
‖v˜(t)− 〈v˜(t)〉‖L2 ≤ C
∫ T
t
e−ω(s−t)‖A(s)‖L2ds ≤ CM(e
−λt + e−λ(T−t)).
Then the regularizing property of the equation leads to (34).
The pair (v1, µ1) := (v − v˜, µ) solves

−∂tv −∆v1 +Hp(x,Du¯).Dv1 =
δF
δm
(x, m¯)(µ(t)) in (0, T )× Td,
∂tµ1 −∆µ1 − div(µ1Hp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv1)
= div(B + m¯Hpp(x,Du¯)Dv˜) in (0, T )× T
d,
µ1(0, ·) = µ0, v1(T, x) =
δG
δm (x, m¯)(µ1(T )) + vT (x) in T
d,
where, by (32) and (34),
‖B(t) + m¯Hpp(x,Du¯)Dv˜(t)‖L2 ≤ CM
(
e−λt + e−λ(T−t)
)
.
Using Propositions 2.1 and 2.4, we get:
‖µ1(t)‖L2 + ‖Dv1(t)‖L2 ≤ C
(
(1 + t)e−λt + (1 + T )e−λ(T−t)
)
(‖DvT ‖L2 + ‖µ0‖L2 +M)
for any t ∈ [0, T ]. Recalling the definition of (v1, µ1) and using again inequality (34) gives the
result.
2.2 Estimates for the nonlinear system
Now we consider the nonlinear MFG systems. For the finite horizon problem, we have:
Theorem 2.6. There exists γ > 0 and C > 0 such that, if (u,m) is the solution of the MFG
system with initial condition m0 ∈ P(T
d):

−∂tu−∆u+H(x,Du) = F (x,m(t)) in (0, T )× T
d
∂tm−∆m− div(mHp(x,Du)) = 0 in (0, T )× T
d
m(0, ·) = m0, u(T, x) = G(x,m(T )) in T
d
(35)
then, for some α ∈ (0, 1),
‖Du(t)−Du¯‖C1+α ≤ C
(
e−γt + e−γ(T−t)
)
∀t ∈ [0, T ]
and
‖m(t)− m¯‖Cα ≤ C
(
e−γt + e−γ(T−t)
)
∀t ∈ [1, T ].
In particular,
sup
(t,x)∈[0,T ]×Td
∣∣u(t, x)− u¯(x) − λ¯(T − t)∣∣ ≤ C.
Proof. We use a fixed point argument. Let us start with the proof for initial and terminal
conditions which are sufficiently close to m¯ and u¯ respectively. Let Kˆ > 0 be small enough and
γ ∈ (λ/2, λ), where λ is given by Proposition 2.1. Let E be the set of continuous maps (v, µ) on
[0, T ]× Td such that Dv is also continuous and
‖Dv(t)‖L∞ + ‖µ(t)‖L∞ ≤ Kˆ
(
e−γt + e−γ(T−t)
)
.
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We suppose that Kˆ is such that
m¯(x) > Kˆ ∀x ∈ Td.
We also assume that the initial condition m0 and the terminal condition uT are close to m¯ and
u¯ (plus constant) respectively, namely that µ0 := m0 − m¯ and vT := uT − u¯ satisfy
‖µ0‖L∞ + ‖DvT ‖∞ ≤ Kˆ
2. (36)
We may suppose further that µ0 and DvT belong to C
α(Td) for some α ∈ (0, 1).
For (v, µ) ∈ E, we consider the solution (v˜, µ˜) to the linearized system

−∂tv˜ −∆v˜ +Hp(x,Du¯) ·Dv˜ =
δF
δm
(x, m¯)(µ˜(t)) +A(t, x) in (0, T )× Td
∂tµ˜−∆µ˜− div(µ˜Hp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv˜) = div(B) in (0, T )× T
d
µ(0, ·) = µ0, v(T, x) = vT (x) in T
d
with
A(t, x) = −H(x,D(u¯+ v))+H(x,Du¯)+Hp(x,Du¯) ·Dv+F (x, m¯+µ)−F (x, m¯)−
δF
δm
(x, m¯)(µ)
and
B(t, x) = (m¯+ µ)Hp(x,D(u¯ + v))− m¯Hp(x,Du¯)− µHp(x,Du¯)− m¯Hpp(x,Du¯)Dv.
We note that m¯+ µ ≥ 0 on [0, T ]× Td and
‖A(t)‖L∞ + ‖B(t)‖L∞ ≤ CKˆ
2
(
e−2γt + e−2γ(T−t)
)
.
Here we used that m 7→ δFδm (x,m, y) is Lipschitz (uniformly with respect to (x, y)) and the
Lipschitz character of Hpp as well.
From Theorem 2.5 we have, as γ ∈ (λ/2, λ),
‖µ˜(t)‖L2 + ‖Dv˜(t)‖L2 ≤ CKˆ
2
(
(1 + t)e−λt + (1 + T )e−λ(T−t)
)
.
We upgrade the previous estimates to L∞ norms with our usual arguments: from Lemma 1.2 we
have
‖v˜(t)− 〈v˜(t)〉‖L∞ ≤ Ce
−ω(T−t)‖v(T )− 〈v(T )〉‖L∞
+ C
∫ T
t
e−ω(s−t)(‖
δF
δm
(x, m¯)(µ˜(s))‖L∞ + ‖A(s)‖L∞)ds
≤ CKˆ2
(
(1 + t)e−λt + (1 + T )e−λ(T−t)
)
.
Then, in any interval [t, t+ 1], we have
‖Dv˜(t)‖∞ ≤ C sup
s∈(t,t+1)
[‖v˜(s)− 〈v˜(s)〉‖∞ + ‖
δF
δm
(x, m¯)(µ˜(s))‖L∞ + ‖A(s)‖∞] ,
and this concludes the estimate for ‖Dv˜(t)‖L∞ . Now, using the bound for Dv˜ and B, we have
‖µ˜(t)‖∞ ≤ C sup
s∈(t−1,t)
[‖µ˜(s)‖L2 + ‖Dv˜(s)‖L∞ + ‖B(s)‖∞]
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and we conclude the estimate for ‖µ˜(t)‖∞. Notice that the above bounds hold up to t = 0 and
t = T by using the condition (36) assumed on µ0 and vT . Eventually, we obtained that
‖µ˜(t)‖L∞ + ‖Dv˜(t)‖L∞ ≤ CKˆ
2
(
(1 + t)e−λt + (1 + T )e−λ(T−t)
)
.
Since γ < λ, for Kˆ small enough we infer that
‖µ˜(t)‖L∞ + ‖Dv˜(t)‖L∞ ≤ Kˆ
(
e−γt + e−γ(T−t)
)
and (v˜, µ˜) belongs to E. In addition, µ˜ and v˜−〈v˜〉 solve linear parabolic equations with bounded
coefficients, so classical parabolic estimates ([17, Theorem III.8.1 p. 196], [17, Theorem III.10.1
p. 196] and [17, Theorem III.11.1 p. 196]) imply that µ˜ and Dv˜ are locally bounded in Cα/2,α for
some α ∈ (0, 1), with bounds that only depend on the L∞ norm of the coefficients. In particular,
the map (v, µ)→ (v˜, µ˜) is compact and it has a fixed point (v, µ). Then (u,m) := (u¯, m¯)+ (v, µ)
is a solution to (35) with terminal condition uT and which satisfies the decay
‖Du(t)−Du¯(t)‖Cα + ‖m(t)− m¯‖Cα ≤ Kˆ
(
e−γt + e−γ(T−t)
)
.
We now remove the smallness and regularity assumptions on the initial condition m0 and the
terminal condition uT . Let (u,m) be the solution to (35). From Lemma 1.7 there exists 0 < τ < Tˆ
such that, if T ≥ Tˆ , then the solution to (35) satisfies, again for some α ∈ (0, 1),
‖m(t)− m¯‖Cα + ‖Du(t)−Du¯‖Cα ≤ Kˆ
2 ∀t ∈ [τ, T − τ ]. (37)
From the first step we conclude that
‖m(t)− m¯‖Cα + ‖Du(t)−Du¯‖Cα ≤ Kˆ
(
e−γ(t−τ) + e−γ(T−τ−t)
)
∀t ∈ [τ, T − τ ].
Using Lemma 1.1 and changing the constant if necessary, we can extend this inequality for m to
the time interval [1, T ]. Moreover, Du(t)−Du¯ also satisfies a parabolic equation with uniformly
bounded coefficients. Thus it is bounded in C1+α/2,1+α (for some possibly different α, depending
on the data only) and we can improve the above inequality for u into
‖Du(t)−Du¯‖C1+α ≤ C
(
e−γt + e−γ(T−t)
)
∀t ∈ [0, T ].
We finally prove the last bound on v := u− u¯− λ¯(T − t). Note that v satisfies
−∂tv −∆v = A(t, x)
where
A(t, x) = −(H(x,Du)−H(x,Du¯)) + F (x,m(t)) − F (x, m¯),
so that
‖A(t)‖L∞ ≤ C
(
e−γt + e−γ(T−t)
)
∀t ∈ [0, T ].
Thus, by standard heat estimate,
‖v(t)‖L∞ ≤ Ce
−ω(T−t)‖v(T )‖L∞ + C
∫ T
t
e−ω(s−t)‖A(s)‖L∞ds ≤ C.
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Let us stress that the above proof provides an explicit smallness estimate on D(u − u¯) and
m − m¯ for initial-terminal data which are correspondingly small. This allows us to derive the
convergence of uT (0, x) as the time horizon tends to infinity, for the special case with initial
measure m0 = m¯. This result is a first key argument in the analysis of the long time behavior of
the general MFG system and of the master equation (Theorem 5.1 and Corollary 5.2).
Proposition 2.7. For any T > 0, let (uT ,mT ) be the solution to

−∂tu
T −∆uT +H(x,DuT ) = F (x,mT (t)) in (0, T )× Td,
∂tm
T −∆mT − div(mTHp(x,Du
T )) = 0 in (0, T )× Td,
mT (0, ·) = m¯, uT (T, x) = G(x,m(T )) in Td.
(38)
Then there exists a constant c¯ such that
lim
T→+∞
uT (0, x)− λ¯T = u¯(x) + c¯,
where the limit is uniform in x ∈ Td.
Proof. The proof consists in showing that the quantity uT (0, x) − λ¯T − u¯(x) is Cauchy in T in
the uniform topology and converges to a constant. In a first step, we show that there exists
τ > 0 large enough such that uT (T − τ) and uT
′
(T ′ − τ) are close in L∞ for T, T ′ ≥ 2τ . Then
we use Theorem 2.6 (and its proof) to extend this proximity up to time t = 0.
Let us fix ε > 0 small. Theorem 2.6 states that
‖DuT (t)−Du¯‖C1+α + ‖m
T (t)− m¯‖L∞ ≤ C
(
e−γt + e−γ(T−t)
)
∀t ∈ [1, T ] (39)
for some constant C independent of T . Fix τ large enough and let T, T ′ ≥ 2τ . If we consider
(uˆT , mˆT )(t, x) := (uˆT , mˆT )(t+ T, x) and (uˆT
′
, mˆT
′
)(t, x) := (uˆT
′
, mˆT
′
)(t+ T ′, x), those are both
solutions of the MFG system in (−τ, 0), so the energy inequality gives
C−1
∫ 0
−τ
∫
Td
(mˆT + mˆT
′
)|D(uˆT − uˆT
′
)|2 ≤ −
[∫
Td
(uˆT (t)− uˆT
′
(t))(mˆT (t)− mˆT
′
(t))
]0
−τ
≤
∫
Td
(uˆT (−τ) − uˆT
′
(−τ))(mˆT (−τ)− mˆT
′
(−τ)),
where we used that (uˆT − uˆT
′
)(0) = G(x, mˆT (0)) − G(x, mˆT
′
(0)) and the monotonicity of G.
Using (39) and the fact that T, T ′ ≥ 2τ we deduce that∫ 0
−τ
∫
Td
(mˆT + mˆT
′
)|D(uˆT − uˆT
′
)|2 ≤ Ce−2γτ ,
where C is independent of T, T ′. Now we apply Lemma 1.1 and (39) to mˆT − mˆT
′
in the interval
(−τ, 0) and we get
‖mˆT (t)− mˆT
′
(t)‖L2 ≤ C‖mˆ
T (−τ)− mˆT
′
(−τ)‖L2 + C
(∫ 0
−τ
∫
Td
(mˆT
′
)2|D(uˆT − uˆT
′
)|2dt
)1/2
≤ Ce−γτ .
In particular, by the assumptions on F,G, there exists C > 0 such that
sup
t∈(−τ,0)
‖F (x, mˆT (t))− F (x, mˆT
′
(t))‖L∞ + ‖G(x, mˆ
T (0))−G(x, mˆT
′
(0))‖L∞ ≤ Ce
−γτ .
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By comparison principle between uˆT and uˆT
′
in (−τ, 0), we conclude that
‖uˆT (−τ)− uˆT
′
(−τ)‖∞ ≤ C(1 + τ)e
−γτ .
Hence we can choose τ sufficiently large such that
‖uT (T − τ)− uT
′
(T ′ − τ)‖∞ ≤ ε (40)
for any T, T ′ large enough.
Now we extend the proximity of uT and uT
′
up to time t = 0. Recalling that, by (39),
‖DuT (T − τ) −Du¯‖∞ ≤ ε for any T large enough, there exists c¯0(T ) such that
‖uT (T − τ)− u¯− c¯0(T )‖∞ ≤ Cε. (41)
Note that (40) implies that (c¯0(T )) is Cauchy as T → +∞ and thus converges to a limit c¯. Let
γ > 0 be defined in the first step of the proof of Theorem 2.6; since (uT ,mT ) satisfy (36) with
Kˆ = ε1/2, we can choose ε small enough so that the fixed point argument of Theorem 2.6 applies.
Then, the restriction of (uT ,mT ) to [0, T − τ ] satisfies:
‖DuT (t)−Du¯‖L∞ + ‖m
T (t)− m¯‖∞ ≤ ε
1/2
(
e−γt + e−γ(T−τ−t)
)
∀t ∈ [0, T − τ ]. (42)
Integrating in space the equation satisfied by uT − u¯, we get∣∣∣∣
∫
Td
(uT (0)− uT (T − τ))− λ¯(T − τ)
∣∣∣∣
≤
∫ T−τ
0
∫
Td
|H(x,DuT )−H(x,Du¯)|+ |F (x,mT (t))− F (x, m¯)| dxdt ≤ Cε1/2.
Using (42) (at time t = 0 and at time t = T − τ) and Poincare´ inequality, we infer therefore that
‖uT (0)− uT (T − τ)− λ¯(T − τ)‖∞ ≤ Cε
1/2. (43)
Combining (40), (41) and (43), we conclude that, for any T, T ′ large enough,
‖uT (0)− u¯− c¯0(T )− λ¯(T − τ)‖∞ ≤ Cε
1/2.
From this we can deduce that (uT (0, x) − λ¯T ) converges uniformly to u¯(x) + c¯ as T tends to
∞.
We also deduce from Theorem 2.6 crucial estimates for the linearized system around any
solution (u,m) of (35).
Corollary 2.8. There exists γ > 0 and C > 0 such that, if (u,m) is the solution of the MFG
system (35), and if (v, µ) is the solution to the linearized MFG system

−∂tv −∆v +Hp(x,Du) ·Dv =
δF
δm
(x,m)(µ) in (0, T )× Td,
∂tµ−∆µ− div(µHp(x,Du)) − div(mHpp(x,Du)Dv) = 0 in (0, T )× T
d,
µ(0, ·) = µ0, v(T, ·) =
δG
δm
(x,m(T ))(µ(T )) in Td,
with
∫
Td
µ0 = 0, we have
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C
(
e−γt + e−γ(T−t)
)
‖µ0‖L2 (44)
and, for some α ∈ (0, 1) depending only on the data,
sup
t∈[0,T ]
‖v‖C2+α ≤ C‖µ0‖(C2+α)′ . (45)
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Proof. We first need a priori estimates on (v, µ). To this purpose we assume that µ0 ∈ L
2(Td),
and we proceed exactly as in Lemma 2.2 obtaining
∫ T
0
∫
Td
m|Dv|2 + sup
t∈[0,T ]
(
‖µ(t)‖2L2 + ‖Dv(t)‖
2
L2
)
≤ C0‖µ0‖
2
L2 . (46)
Next we note that (v, µ) is the solution to (33) with
A = −(Hp(x,Du)−Hp(x,Du¯)) ·Dv +
δF
δm
(x,m(t))(µ(t)) −
δF
δm
(x, m¯)(µ(t)),
B = µ(Hp(x,Du)−Hp(x,Du¯)) + (mHpp(x,Du)− m¯Hpp(x,Du¯))Dv
and
vT (x) =
δG
δm
(x,m(T ))(µ(T ))−
δG
δm
(x, m¯)(µ(T )).
Note that
‖A(t)‖L2 ≤ C‖Du−Du¯‖∞‖Dv‖L2 + C d1(m(t), m¯) ‖µ(t)‖L2
while
‖B(t)‖L2 ≤ C‖Du−Du¯‖∞‖µ(t)‖L2 + C(d1(m(t), m¯) + ‖Du(t)−Du¯‖∞)‖Dv(t)‖L2
and
‖vT ‖ ≤ C d1(m(T ), m¯) ‖µ(T )‖L2.
Here we used once more the Lipschitz character of m 7→ δFδm (x,m, y), m 7→
δG
δm (x,m, y) and
p 7→ Hpp(x, p).
Using Theorem 2.6 and (46), we deduce:
‖A(t)‖L2 + ‖B(t)‖L2 ≤ C ‖µ0‖L2
(
e−γt + e−γ(T−t)
)
.
Then Theorem 2.5 (used with λ = γ) and the bounds (46) imply that
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C
(
(1 + t)e−γt + (1 + T )e−γ(T−t)
)
‖µ0‖L2.
So we deduce (44), possibly for a smaller value of γ.
Now we upgrade the above estimate by using weaker norms for µ0 and stronger norms for v.
For this, we use Lemma 2.9 below which states that
‖µ(1)‖L2 ≤ C‖µ0‖(C2+α)′ .
Applying our previous estimate (44) to the time interval [1, T ], we find that, for any t ≥ 1,
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C
(
e−γ(t−1) + e−γ(T−(t−1))
)
‖µ(1)‖L2
≤ C
(
e−γt + e−γ(T−t)
)
‖µ0‖(C2+α)′ .
Lemma 2.9 also states that
sup
t∈[0,T ]
‖v(t)− 〈v(t)〉‖C2+α + sup
t∈[0,T ]
‖µ(t)‖(C2+α)′ ≤ C‖µ0‖(C2+α)′ , (47)
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so that we also have
sup
t∈[0,1]
‖Dv(t)‖L2 + sup
t∈[0,1]
‖µ(t)‖(C2+α)′ ≤ C‖µ0‖(C2+α)′ .
Integrating in space the equation for v and using the above bounds on Dv and µ then implies
that
|〈v(t)〉| ≤ C ‖µ0‖(C2+α)′ ∀t ∈ [0, T ].
We can the deduce (45) from (47) and the above inequality.
Lemma 2.9. Under the assumptions of Corollary 2.8, there exists a constant C > 0 (independent
of T , m0 and µ0) such that
sup
t∈[0,T ]
‖v(t)− 〈v(t)〉‖C2+α + sup
t∈[0,T ]
‖µ(t)‖(C2+α)′ + ‖µ(1)‖L2 ≤ C‖µ0‖(C2+α)′ .
Proof. The duality estimate gives
c
∫ t
0
∫
Td
m|Dv|2 ≤
∫ T
0
∫
Td
mHpp(x,Du)Dv ·Dv ≤
∫
Td
v(0)µ0 , (48)
where we used that δGδm (x,m(T )) is a nonnegative operator. By duality, we also have∫
Td
µ(t)ξ = −
∫ t
0
∫
Td
mHpp(Du)Dv ·Dψ +
∫
Td
ψ(0)µ0
where ψ solves (for some smooth terminal condition ξ at time t):{
−∂tψ −∆ψ +Hp(x,Du) ·Dψ = 0 in (0, t)× T
d,
ψ(t, ·) = ξ in Td.
Since, by Lemma 1.2, ‖ψ(s)− 〈ψ(s)〉‖L2 ≤ c e
−ω(t−s)‖ξ‖L2, we have by standard estimates:∫ t
0
∫
Td
|Dψ|2 ≤ ‖ξ‖22 + C
∫ t
0
∫
Td
|ψ − 〈ψ〉|2 ≤ C‖ξ‖2L2 .
Therefore,
∫
Td
µ(t)ξ ≤ C
(∫ t
0
∫
Td
m|Dv|2
) 1
2
‖ξ‖L2 + ‖ψ(0)− 〈ψ(0)〉‖C2+α‖µ0‖(C2+α)′ .
From (48) we deduce∫
Td
µ(t)ξ ≤ C
(
‖v(0)− 〈v(0)〉‖C2+α‖µ0‖(C2+α)′
) 1
2 ‖ξ‖L2+‖ψ(0)−〈ψ(0)〉‖C2+α‖µ0‖(C2+α)′ . (49)
To estimate last term, we note that, if t ≤ 1, we have by Schauder estimates that
‖ψ(0)− 〈ψ(0)〉‖C2+α ≤ C‖ξ‖C2+α ,
while, if t ≥ 1, we have, by Schauder interior estimates:
‖ψ(0)− 〈ψ(0)〉‖C2+α ≤ C‖ψ(1)− 〈ψ(1)〉‖L2 ≤ C‖ξ‖L2 ≤ C‖ξ‖C2+α . (50)
26
Coming back to (49) and taking the supremum over the ξ with ‖ξ‖C2+α ≤ 1, this implies that:
sup
t∈[0,T ]
‖µ(t)‖(C2+α)′ ≤ C
(
‖v(0)− 〈v(0)〉‖
1/2
C2+α‖µ0‖
1
2
(C2+α)′ + ‖µ0‖(C2+α)′
)
. (51)
Similarly, from (49) and (50) we also estimate
‖µ(1)‖L2 ≤ C
(
‖v(0)− 〈v(0)〉‖
1/2
C2+α‖µ0‖
1
2
(C2+α)′ + ‖µ0‖(C2+α)′
)
. (52)
We now have to estimate v(0)− 〈v(0)〉. First we have, by Lemma 1.2, that for any t ∈ [0, T ]:
‖v(t)− 〈v(t)〉‖∞ ≤ e
−ω(T−t)‖
δG
δm
(x,m(T ))µ(T )‖∞ +
∫ T
t
e−ω(s−t)‖
δF
δm
(·,m(s))(µ(s))‖∞)ds
≤ C sup
[0,T ]
‖µ(t)‖(C2+α)′ ,
(53)
where we used the C2+α character of δFδm ,
δG
δm with respect to y. We also estimate Dv in L
2 in
terms of the same quantity due to Lemma 1.2. Next, the regularizing property of the equation
for v − 〈v〉 (Theorem IV.9.1 of [17]) implies that, for any t ∈ [0, T − 1/2] and any β ∈ (0, 1),
‖v(t)− 〈v(t)〉‖C1+β ≤ ‖v(t+ 1/2)− 〈v(t+ 1/2)〉‖∞ + C sup
s∈[t,t+1/2]
‖µ(s)‖(C2+α)′
≤C sup
[0,T ]
‖µ(s)‖(C2+α)′ ,
(where the constant depends on β). Then considering the equation for vxi (for i ∈ {1, . . . , d})
and using the uniform C2 regularity of u as well as the C2 regularity of Dx
δF
δm in the y variable
as in (53), we obtain in the same way, for any t ∈ [0, T − 1]:
‖vxi(t)‖C1+β ≤ ‖vxi(t+ 1/2)‖∞ + C
(
sup
s∈[t,t+1/2]
‖Dv(s)‖∞ + sup
s∈[t,t+1/2]
‖µ(s)‖(C2+α)′
)
≤ C sup
[0,T ]
‖µ(s)‖(C2+α)′ .
Choosing β = α, we have proved therefore that
sup
s∈[0,T−1]
‖v(s)− 〈v(s)〉‖C2+α ≤ C sup
s∈[0,T ]
‖µ(s)‖(C2+α)′ .
Using this inequality for ‖v(0)− 〈v(0)〉‖C2+α into (51) then gives
sup
t∈[0,T ]
‖µ(t)‖(C2+α)′ ≤ C‖µ0‖(C2+α)′ ,
which in turn implies that
sup
t∈[0,T−1]
‖v(s)− 〈v(s)〉‖C2+α ≤ C‖µ0‖(C2+α)′ .
Note that we can extend this inequality to the time interval [T − 1, T ] by using the regularity
of the equation satisfied by v on this interval, the regularity of the terminal condition and the
bound on ‖µ(t)‖(C2+α)′ .
In the same way, from (52) we obtain
‖µ(1)‖L2 ≤ C‖µ0‖(C2+α)′ .
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Remark 2.10. In order to estimate v in the C2- norm, we have used in Lemma 2.9 the regularity
condition (FG3) on the couplings. However, by only using condition (FG2), we could similarly
obtain a milder estimate as
sup
t∈[0,T ]
‖v(t)− 〈v(t)〉‖C1 + sup
t∈[0,T ]
‖µ(t)‖(C1)′ ≤ C‖µ0‖(C1)′ . (54)
Indeed, a similar estimate as (53) would hold in terms of ‖µ(t)‖(C1)′ by using condition (FG2),
since
‖v(t)− 〈v(t)〉‖∞ ≤ e
−ω(T−t)‖
δG
δm
(x,m(T ))µ(T )‖∞ +
∫ T
t
e−ω(s−t)‖
δF
δm
(·,m(s))(µ(s))‖∞)ds
≤ C sup
[0,T ]
‖µ(t)‖(C1)′ ,
where we only used that δFδm ,
δG
δm are C
1 and globally Lipschitz w.r.t. to y. Under the same
condition the estimate for Dv in L∞ would follow. Eventually, with the same strategy as in the
above proof, by using C1, rather than C2+α, estimates on v, we would get at (54).
3 Exponential rate of convergence for the infinite horizon
MFG system
Throughout this section we study the infinite horizon discounted problem and show an exponen-
tial convergence towards a stationary solution. The existence of this solution is new, as well as
the convergence rate towards this solution. The method of proof is close to the one employed in
the previous Section for the finite horizon.
3.1 The stationary solution of the infinite horizon problem
Proposition 3.1. There exists δ0 > 0 such that, if δ ∈ (0, δ0), there is a unique solution (u¯
δ, m¯δ)
to the problem 

δu¯δ −∆u¯δ +H(x,Du¯δ) = F (x, m¯δ) in Td
−∆m¯δ − div(m¯δHp(x,Du¯
δ)) = 0 in Td∫
Td
m¯δ = 1,
∫
Td
u¯δ = 0.
(55)
Moreover, for any δ ∈ (0, δ0),
‖Du¯δ‖∞ + δ‖u¯
δ‖∞ + ‖m¯
δ‖∞ ≤ C and m¯
δ(x) ≥ C−1 ∀x ∈ Td,
for some constant C > 0.
Proof. The existence of a solution can be achieved by a standard fixed point argument, so we
omit it. In the same way, the regularity of u¯δ and m¯δ is standard. The strong maximum principle
implies that mδ is bounded below by a constant independent of δ. For proving the uniqueness,
we argue as usual by duality: let (u1,m1) and (u2,m2) be two solutions. By duality argument
and Poincare´’s inequality, we have
C−1‖D(u1 − u2)‖
2
L2 ≤ δ
∫
Td
(u1 − u2)(m1 −m2) ≤ Cδ‖D(u1 − u2)‖L2‖m1 −m2‖L2.
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Thus
‖D(u1 − u2)‖L2 ≤ Cδ‖m1 −m2‖L2 . (56)
On another hand, by Corollary 1.3, we have
‖m1 −m2‖L2 ≤ C‖Hp(·, Du1)−Hp(·, Du2)‖L2 ≤ C‖D(u1 − u2)‖L2 (57)
For δ small enough, we deduce from (56)–(57) that m1 = m2 and Du1 = Du2, whence u1 =
u2.
We now note that the solution (u¯δ, m¯δ) is close to (u¯, m¯), where (λ¯, u¯, m¯) is the solution of
the ergodic problem (2):
Proposition 3.2. We have
‖δu¯δ − λ¯‖∞ + ‖D(u¯
δ − u¯)‖L2 + ‖m¯
δ − m¯‖L2 ≤ Cδ
1/2.
Proof. We use again the duality argument to get
C−1‖D(u¯δ − u¯)‖2L2 ≤
∫
Td
(δu¯δ − λ¯)(m¯δ − m¯) ≤ Cδ‖Du¯δ‖∞ ≤ Cδ.
Thus
‖D(u¯δ − u¯)‖L2 ≤ Cδ
1/2.
By Corollary 1.3, we have
‖m¯δ − m¯‖L2 ≤ C‖D(u¯
δ − u¯)‖L2 ≤ Cδ
1/2.
The estimate between δu¯δ and λ¯ then comes from the comparison principle.
3.2 Exponential rate for the linearized system
Let (u¯δ, m¯δ) be the solution to (55). We consider the linearized discounted problem around this
solution:

−∂tv + δv −∆v +Hp(x,Du¯
δ) ·Dv =
δF
δm
(x, m¯δ)(µ(t)) in (0,+∞)× Td,
∂tµ−∆µ− div(µHp(x,Du¯
δ))− div(m¯δHpp(x,Du¯
δ)Dv) = 0 in (0,+∞)× Td,
µ(0, ·) = µ0 in T
d, v bounded,
(58)
with
∫
Td
µ0 = 0. As in Section 2.1, the existence of a solution to (58) can be proved for µ0 ∈
L2(Td) by using fixed point arguments and relying on the conditions enjoyed by δFδm and the
smoothness of (u¯δ, m¯δ). In particular, one can first solve the system in a finite horizon t ∈ (0, n)
with terminal condition v(n) = 0, and then obtain a solution to (58) by letting n → ∞. Since
δ > 0, here ‖ δFδm‖∞ δ
−1 is a uniform bound with respect to n and leads to a bounded v in (58).
In the rest of this paragraph, we are going to show that v actually enjoys a bound which is
uniform in δ and that µ,Dv decay exponentially in L2 as t→∞, uniformly with respect to δ.
Lemma 3.3. Let (v, µ) be a solution to (58). Then we have∫
Td
µ(t)v(t) ≥ 0 ∀t ≥ 0
and there exists a constant C0 > 0, independent of µ0 and δ, such that, for any t ≥ 0,
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C0‖µ0‖L2e
δt/2.
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Proof. We consider the duality between e−δtv and µ; using properties of (u¯δ, m¯δ) from Proposi-
tion 3.1 we get
C−1
∫ t2
t1
e−δt‖Dv(t)‖2L2dt ≤ −
[
e−δt
∫
Td
v(t)µ(t)
]t2
t1
. (59)
Next we claim that
C−1
∫ ∞
0
e−δt‖Dv(t)‖2L2dt ≤
∫
Td
µ0v(0) ≤ C‖µ0‖L2‖v(0)− 〈v(0)〉‖L2 . (60)
This inequality is obvious from the duality inequality if we know that the limit e−δt
∫
Td
v(t)µ(t)
vanishes as t→ +∞. For this we need a first rough bound on µ. By Lemma 1.1 we have
‖µ(t)‖L2 ≤ Ce
−ωt‖µ0‖L2 + C
[∫ t
0
‖Dv(s)‖2L2ds
]1/2
.
By (59), we get
‖µ(t)‖L2 ≤ Ce
−ωt‖µ0‖L2 + Ce
δt/2
[∫ t
0
e−δs‖Dv(s)‖2L2ds
]1/2
≤ Ce−ωt‖µ0‖L2 + Ce
δt/2‖v‖
1
2
∞
[
‖µ0‖
1/2
L2 + e
−δt/2‖µ(t)‖
1/2
L2
]
,
so that
‖µ(t)‖L2 ≤ Cδe
δt/2
where Cδ depends on µ0 and δ. This inequality then implies that
lim
t→+∞
e−δt
∫
Td
µ(t)v(t) = 0
and (60) holds. Note that (59) implies that the map t→ e−δt
∫
Td
µ(t)v(t) is nonincreasing, and
we just proved that it has limit 0 as t→ +∞. Thus it is nonnegative.
In the light of (60) we revisit the estimate of µ. We have
‖µ(t)‖L2 ≤ Ce
−ωt‖µ0‖L2 + Ce
δt/2
[∫ t
0
e−δs‖Dv(s)‖2L2ds
]1/2
≤ Ce−ωt‖µ0‖L2 + Ce
δt/2‖µ0‖
1/2
L2 ‖v(0)− 〈v(0)〉‖
1/2
L2 .
We plug this inequality into the usual estimate for v: for any 0 ≤ t ≤ t1,
‖v(t)− 〈v(t)〉‖L2 ≤ Ce
−ω(t1−t)‖v(t1)− 〈v(t1)〉‖L2 + C
∫ t1
t
e−ω(s−t)‖µ(s)‖L2ds
≤ Ce−ω(t1−t)‖v(t1)− 〈v(t1)〉‖L2
+C
∫ t1
t
e−ω(s−t)
(
e−ωs‖µ0‖L2 + Ce
δs/2‖µ0‖
1/2
L2 ‖v(0)− 〈v(0)〉‖
1/2
L2
)
ds
≤ Ce−ω(t1−t)‖v(t1)− 〈v(t1)〉‖L2 + C‖µ0‖L2e
−ωt
+C‖µ0‖
1/2
L2 ‖v(0)− 〈v(0)〉‖
1/2
L2 e
δt/2.
Letting t1 → +∞ gives
‖v(t)− 〈v(t)〉‖L2 ≤ C‖µ0‖L2e
−ωt + C‖µ0‖
1/2
L2 ‖v(0)− 〈v(0)〉‖
1/2
L2 e
δt/2.
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Choosing t = 0 and rearranging we find
‖v(0)− 〈v(0)〉‖L2 ≤ C‖µ0‖L2 .
So we have for any t ≥ 0
‖µ(t)‖L2 + ‖v(t)− 〈v(t)〉‖L2 ≤ C‖µ0‖L2e
δt/2.
We can then conclude by Lemma 1.2.
Proposition 3.4. Let (u¯δ, m¯δ) be the solution to (55). There exist δ0, C0, λ > 0 such that, if
(v, µ) is the solution to (58) associated with (u¯δ, m¯δ) and
∫
Td
µ0 = 0, and if δ ∈ (0, δ0), then
‖Dv(t)‖L2 + ‖µ(t)‖L2 ≤ C0‖µ0‖L2e
−λt ∀t ≥ 0.
In particular,
‖v‖L∞ ≤ C.
Proof. Let us set
ρδ(t) := sup
µ0
e−δt
∫
Td
µ(t)v(t),
where the supremum is taken over ‖µ0‖L2 ≤ 1 and where (v, µ) is the solution to (58) with initial
condition µ(0) = µ0. In view of the duality identity, the map ρ
δ is non increasing. Moreover,
Lemma 3.3 states that ρδ(t) is bounded independently of δ and nonnegative. Then we set
ρ(t) = lim sup
δ→0
ρδ(t).
Note that ρ is also nonincreasing, nonnegative and bounded. We denote by ρ∞ its limit as
t→ +∞. We claim that ρ∞ = 0.
Indeed, let tn → +∞, δn → 0, and µ
n
0 with ‖µ
n
0‖L2 ≤ 1 be such that
e−δntn
∫
Td
µn(tn)v
n(tn) ≥ ρ∞ − 1/n.
We let, for s ∈ [−tn,+∞),
v˜n(s) = e−δntn/2 (vn(tn + s)− 〈v
n(tn)〉) , µ˜
n(s) = e−δntn/2µn(tn + s).
From Lemma 3.3 we know that v˜n, Dv˜n and µ˜n are locally bounded in L2. As the pair (v˜n, µ˜n)
satisfies an equation of the form (58), standard regularity estimates for parabolic equations with
bounded coefficients (Theorem III.10.1 of [17]) imply that v˜n, Dv˜n and µ˜n are locally bounded
in Cβ/2,β for some β ∈ (0, 1). Therefore, up to a subsequence, denoted in the same way, (v˜n)
converges to v˜ and (µ˜n) converges to µ˜ locally uniformly, where by linearity (v˜, µ˜) solve
{
−∂tv˜ −∆v˜ +Hp(x,Du¯
δ) ·Dv˜ =
δF
δm
(x, m¯δ)(µ˜(t)) in (−∞, 0)× Td
∂tµ˜−∆µ˜− div(µ˜Hp(x,Du¯
δ))− div(m¯δHpp(x,Du¯
δ)Dv˜) = 0 in (−∞, 0)× Td.
For any s ≤ 0 and any τ ≥ 0, we have, for n large enough,∫
Td
µ˜n(s)v˜n(s) = e−δntn
∫
Td
µn(tn + s)v
n(tn + s) ≤ e
δnsρδn(tn + s) ≤ e
δnsρδn(τ),
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so that ∫
Td
µ˜(s)v˜(s) ≤ ρ(τ).
Letting τ → +∞, we find therefore∫
Td
µ˜(s)v˜(s) ≤ ρ∞ =
∫
Td
µ˜(0)v˜(0) , ∀s ≤ 0 .
However
∫
Td
µ˜(s)v˜(s) is non increasing, so we also have the reverse inequality, and we deduce
that this quantity must be constant in (−∞, 0]. The duality relation then implies that Dv˜ = 0
for any t ≤ 0, which gives ρ∞ = 0.
Next we claim that there exists γ > 0, C > 0 and δ0 > 0 such that, for δ ∈ (0, δ0), one has
ρδ(t) ≤ Ce−γt ∀t ≥ 0. (61)
Indeed, let ε > 0 small to be chosen later and let T0 > 0, δ0 > 0 be such that
ρδ(t) ≤ ε ∀t ≥ T0, δ ∈ (0, δ0). (62)
Fix δ ∈ (0, δ0) and let (v, µ) be a solution to (58). Inequalities (59) (combined with the fact that∫
Td
vµ is nonnegative) and (62) imply that
∫ t2
t1
e−δs‖Dv(s)‖2L2ds ≤ Cε‖µ0‖
2
L2 ∀t1, t2 ≥ T0, δ ∈ (0, δ0).
Revisiting the estimate for µ, we have, for any t1 ≥ 0,
‖µ(T0 + t1)‖L2 ≤ Ce
−ωt1‖µ(T0)‖L2 + C
[∫ T0+t1
T0
‖Dv(s)‖2L2ds
]1/2
,
so that, using Lemma 3.3 and the above estimate on Dv,
‖µ(T0 + t1)‖L2 ≤ Ce
−ωt1+δT0/2‖µ0‖L2 + Ce
δ(T0+t1)/2
[∫ T0+t1
T0
e−δs‖Dv(s)‖2L2ds
]1/2
≤ C‖µ0‖L2e
δ(T0+t1)/2
(
e−(ω+δ/2)t1 + ε1/2
)
.
We choose t1 large enough (independently of ε and δ ∈ (0, ω)) so that Ce
−ωt1 ≤ 1/4 and ε so
small that Cε1/2 ≤ 1/4. Setting τ := T0 + t1, this yields to
‖µ(τ)‖L2 ≤ 2
−1‖µ0‖L2e
δτ/2. (63)
Fix (v, µ) a solution to (58). The pair (v˜, µ˜) := (v(τ + ·), µ(τ + ·)) is also a solution of (58)
with initial condition µ˜(0) = µ(τ). The equation being linear in µ0 and the quantity
∫
Td
µ(t)v(t)
being homogenous of degree 2, we have therefore
e−δt
∫
Td
µ˜(t)v˜(t) ≤ ‖µ(τ)‖2L2ρ
δ(t) ∀t ≥ 0,
where
e−δt
∫
Td
µ˜(t)v˜(t) = eδτe−δ(t+τ)
∫
Td
µ(t+ τ)v(t + τ).
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This implies that
e−δ(t+τ)
∫
Td
µ(t+ τ)v(t + τ) ≤ e−δτ‖µ(τ)‖2L2ρ
δ(t).
Recalling estimate (63) and taking the supremum over ‖µ0‖L2 ≤ 1, we find
ρδ(t+ τ) ≤ ρδ(t)/2 ∀t ≥ 0.
This easily implies (61).
We can now come back to the estimates of µ and v for a given solution (v, µ) of (58) with
δ ∈ (0, δ0). For t > 0, we have, using Lemma 3.3, (59) and (61) successively:
‖µ(t)‖L2 ≤ Ce
−ωt/2‖µ(t/2)‖L2 + C
[∫ t
t/2
‖Dv(s)‖2L2ds
]1/2
≤ Ce−ωt/2+δt/2‖µ0‖L2 + Ce
δt/2
[∫ t
t/2
e−δs‖Dv(s)‖2L2ds
]1/2
≤ C‖µ0‖L2
(
e−ωt/2+δt/2 + eδt/2−γt/4
)
.
For δ small enough, this implies that
‖µ(t)‖L2 ≤ C‖µ0‖L2e
−λt ∀t ≥ 0,
for some λ ∈ (0, ω). Thus, by Lemma 3.3 applied on the time-interval [t/2,+∞),
‖Dv(t)‖L2 ≤ C‖µ(t/2)‖L2e
δt/4
≤ C‖µ0‖L2e
−λt
for some possibly different λ > 0. The bound on ‖v‖∞ follows directly from the equation for v
and our regularity assumption on δFδm which implies that∥∥∥∥ δFδm (x,mδ)(µ(t))
∥∥∥∥
∞
≤ C‖µ(t)‖L2 ≤ C‖µ0‖L2e
−λt ∀t ≥ 0.
In the next step we study a perturbed discounted linearized problem.
Proposition 3.5. Let (v, µ) solve

−∂tv + δv −∆v +Hp(x,Du¯
δ) ·Dv =
δF
δm
(x, m¯δ)(µ(t)) +A(t, x) in (0,+∞)× Td
∂tµ−∆µ− div(µHp(x,Du¯
δ))− div(m¯δHpp(x,Du¯
δ)Dv) = div(B(t, x)) in (0,+∞)× Td
µ(0, ·) = µ0 in T
d, v bounded.
(64)
with
∫
Td
µ0 = 0, ‖µ0‖L2 ≤ 1 and assume that, for some γ > 0,
‖A(t)‖L2 + ‖B(t)‖L2 ≤ e
−γt ∀t ≥ 0. (65)
If δ ∈ (0, δ0), then
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C(1 + t)e
−θt (66)
where θ := γ ∧ λ and δ0, λ > 0 are defined in Proposition 3.4.
33
Proof. Using Proposition 3.4 and the linearity of the equation, we can assume, without loss of
generality, that µ0 = 0. We first assume that A ≡ 0. Throughout the proof, the constant C can
depend on γ.
Let us start with preliminary estimates. The duality identity here implies:
C−1
∫ t2
t1
e−δs‖Dv(s)‖2L2ds ≤ −
[
e−δs
∫
Td
v(s)µ(s)
]t2
t1
+ C
∫ t2
t1
e−δs‖B(s)‖2L2ds.
One can check, exactly as for the proof of Lemma 3.3, that
lim
t→+∞
e−δt
∫
Td
µ(t)v(t) = 0.
Then the duality inequality and our assumption on B imply that∫ +∞
0
e−δs‖Dv(s)‖2L2ds ≤ C.
Arguing as before we derive for µ that
‖µ(t)‖L2 ≤ C
[∫ t
0
‖Dv(s)‖2L2 + ‖B(s)‖
2
L2 ds
]1/2
≤ Ceδt/2
[∫ t
0
e−δs(‖Dv(s)‖2L2 + ‖B(s)‖
2
L2)ds
]1/2
≤ Ceδt/2.
Thus, applying Lemma 1.2 (with T →∞) to e−δtv, we deduce
e−δt‖v(t)− 〈v(t)〉‖L2 ≤ C
∫ +∞
t
e−ω(s−t)‖µ(s)‖L2e
−δsds
≤ C e−δt/2,
which gives
‖v(t)− 〈v(t)〉‖L2 ≤ C e
δt/2 .
We set
ρδ(t) = sup
B
[
e−δt (‖µ(t)‖L2 + ‖v(t)− 〈v(t)〉‖L2)
]
,
where the supremum is taken over the B that satisfy (65) and where (v, µ) solves (64) (with
A ≡ 0 and µ0 = 0). Fix (v, µ) solution to (64) with A ≡ 0 and µ0 = 0 and let us consider its
restriction to a time interval [τ,+∞). We can write
(v, µ) = (v1, µ1) + (v2, µ2)
where (v1, µ1) solves on [τ,+∞) the homogeneous equation (58) with initial condition µ1(τ) =
µ(τ) and (v2, µ2) solves on [τ,+∞) the inhomogeneous equation (64) with µ2(τ) = 0 and A ≡ 0.
By Proposition 3.4 we have, for δ ∈ (0, δ0),
‖µ1(τ + t)‖L2 + ‖Dv1(τ + t)‖L2 ≤ C0e
−λt ‖µ(τ)‖L2 ≤ C0e
−λt eδτ/2 ∀t ≥ 0,
while, as the restriction of B to [τ,+∞) satisfies
‖B(τ + t)‖L2 ≤ e
−γτe−γt ∀t ≥ 0,
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we have
‖µ2(τ + t)‖L2 + ‖v2(τ + t)− 〈v2(τ + t)〉‖L2 ≤ e
−γτρδ(t) eδt ∀t ≥ 0.
So
‖µ(τ + t)‖L2 + ‖v(τ + t)− 〈v(τ + t)〉‖L2 ≤ Ce
−λteδτ/2 + e−γτρδ(t)eδt.
Multiplying by e−δ(t+τ) and taking the supremum over B leads to
ρδ(τ + t) ≤ C e−(λ+δ)t + e−(γ+δ)τρδ(t).
Setting θ := γ ∧ λ and considering the inequality satisfied by e(θ+δ)tρδ(t), we then obtain the
exponential decay of ρδ:
ρδ(t) ≤ C(1 + t)e−(θ+δ)t,
which implies, by definition of ρδ(t), that
sup
B
(‖µ(t)‖L2 + ‖v(t)− 〈v(t)〉‖L2) ≤ C(1 + t)e
−θt.
Once more we observe that, by Lemma 1.2, we can estimate ‖Dv(t)‖L2 in terms of ‖µ(t)‖L2 and
‖v(t)− 〈v(t)〉‖L2 . Hence (66) is proved when A = 0.
It remains to consider the case where A 6≡ 0. Let v1 be the unique bounded solution to
−∂tv1 + δv1 −∆v1 +Hp(x,Du¯
δ) ·Dv1 = A(t, x) in (0,+∞)× T
d.
Using as before Lemma 1.2 for e−δtv1 and with T →∞, we estimate
‖v1(t)− 〈v1(t)〉‖L2 ≤ C
∫ ∞
t
e−(ω+δ)(s−t)‖A(s)‖L2ds ≤ Ce
−γt.
Finally, using again Lemma 1.2 gives
‖Dv1(t)‖L2 ≤ Ce
−γt.
Note that, if (v, µ) is the solution to (64), then (v − v1, µ) solves (64) with A ≡ 0 and B
′ =
B + m¯δHppDv1, so that, applying the above estimate gives
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C(1 + t)e
−θt
where θ := γ ∧ λ.
3.3 Exponential rate for the nonlinear system
We now consider the infinite horizon discounted nonlinear MFG system (5). Let us recall that
this system is well-posed and that we have Lipschitz estimates:
Lemma 3.6. Under our standing assumptions, for any δ ∈ (0, 1) there exists a unique solution
(uδ,mδ) to (5). Moreover, for any α ∈ (0, 1), there exists a constant C > 0, independent of δ,
such that
‖Duδ‖C(1+α)/2,1+α + sup
t∈[1,∞)
‖mδ(t)‖∞ ≤ C.
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Proof. Existence and uniqueness of the solution rely on standard arguments (see [21]). Since the
solution is unique, it can be obtained as limit of solutions in horizons Tn →∞ with the terminal
condition u(Tn) = 0; this way one can prove, exactly as in Lemma 1.5, that Du
δ is uniformly
bounded, and one also has a uniform bound for ‖δuδ‖∞. As a consequence, m
δ is uniformly
bounded in [1,+∞) thanks to Lemma 1.1 and is (uniformly) Ho¨lder continuous in time with
values in P(Td), see estimate (16). Finally, by considering the equation of (uδ)xi , namely
−∂t(u
δ)xi + δ(u
δ)xi −∆(u
δ)xi +Hxi +Hp ·D(u
δ)xi = Fxi ,
the parabolic regularity applied in any interval (t, t+1), jointly with the uniform bound already
found for ‖(uδ)xi‖∞, implies the desired estimate upon Du
δ. More precisely, by only using that
Fx(x,m) is uniformly bounded, and the bound on Hx and Hp, we deduce a bound for (u
δ)xi in
C(1+α)/2,1+α for any α ∈ (0, 1).
The main result of this part is the following exponential convergence of the discounted prob-
lem.
Theorem 3.7. Let (uδ,mδ) be the solution to the discounted MFG system (5). There exist
γ, δ0 > 0 and C > 0 such that, if δ ∈ (0, δ0), then
‖D(uδ(t)− u¯δ)‖L∞ ≤ Ce
−γt ∀t ≥ 0
and
‖mδ(t)− m¯δ‖L∞ ≤ Ce
−γt ∀t ≥ 1.
Proof. The proof is very close to the proof of Theorem 2.6. Let
E := {(v, µ), ‖Dv(t)‖L∞ + ‖µ(t)‖L∞ ≤ Kˆe
−γt}
where Kˆ > 0 and γ > 0 are to be chosen below. We assume that Kˆ is small enough so that
m¯δ > Kˆ.
We also assume that the initial condition is close to m¯δ, namely µ0 := m0 − m¯
δ satisfies
‖µ0‖L∞ ≤ Kˆ
2.
We consider the solution (v˜, µ˜) to (64) with initial condition µ˜(0) = µ0,
A(t, x) = −H(x,D(u¯δ+v))+H(x,Du¯δ)+Hp(x,Du¯
δ)·Dv+F (x, m¯δ+µ)−F (x, m¯δ)−
δF
δm
(x, m¯δ)(µ)
and
B(t, x) = (m¯δ + µ)Hp(x,D(u¯
δ + v))− m¯δHp(x,Du¯
δ)− µHp(x,Du¯
δ)− m¯δHpp(x,Du¯
δ)Dv.
We note that
‖A(t)‖L∞ + ‖B(t)‖L∞ ≤ CKˆ
2e−2γt.
From Proposition 3.5 we have
‖µ˜(t)‖L2 + ‖Dv˜(t)‖L2 ≤ CKˆ
2(1 + t)e−θt
where θ := 2γ ∧ λ. Using the smoothing properties of δFδm and the parabolic regularity of the
equation satisfied by v˜−〈v˜〉, exactly as in Theorem 2.6 we can upgrade the above estimate into:
‖µ˜(t)‖∞ + ‖Dv˜(t)‖∞ ≤ CKˆ
2(1 + t)e−θt.
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So if one chooses γ ∈ (0, λ), we infer that
‖µ˜(t)‖L∞ + ‖Dv˜(t)‖L∞ ≤ CKˆ
2e−γt.
For Kˆ small enough, this implies that (v˜, µ˜) belongs to E. Note that v˜, Dv˜ and µ˜ are bounded
in Cα/2,α because they solve parabolic equations with bounded coefficients. So the map (v, µ)→
(v˜, µ˜) is compact (say in W 1,∞ × L∞) and thus has a fixed point (vδ, µδ). Then (uδ,mδ) :=
(u¯δ, m¯δ) + (vδ, µδ) is a solution to (5) which satisfies the decay
‖mδ(t)− m¯δ‖∞ + ‖D(u
δ(t)− u¯δ)‖∞ ≤ Ce
−γt ∀t ≥ 0.
It remains to remove the assumption on the initial condition m0. For this we only need to
show that there exists a time T > 0 such that, for any m0 ∈ P(T
d), the solution (uδ,mδ) of (5)
satisfies ‖mδ(T )− m¯δ‖∞ ≤ Kˆ
2. Indeed, we can then apply the previous result to the restriction
of (uδ,mδ) to the time interval [T,+∞).
By the duality relation, we have
C−1
∫ t2
t1
e−δt‖D(uδ(t)− u¯δ)‖2L2dt ≤ −
[
e−δt
∫
Td
(uδ(t)− u¯δ)(mδ(t)− m¯δ)
]t2
t1
. (67)
Thus
C−1
∫ +∞
0
e−δt‖D(uδ(t)− u¯δ)‖2L2dt ≤
∫
Td
(uδ(0)− u¯δ)(m0 − m¯
δ) ≤ C (68)
because uδ is uniformly Lipschitz continuous in space (see Lemma 3.6). As µδ := mδ − m¯δ
satisfies
∂tµ
δ −∆µδ − div(µδHp(x,Du
δ)) = div(m¯δ(Hp(x,Du¯
δ)−Hp(x,Du
δ))),
and still using the fact that Duδ is bounded, Lemma 1.1 implies that, for any t ≥ t1 ≥ 1,
‖mδ(t)− m¯δ‖L2 ≤ Ce
−ω(t−t1)‖mδ(t1)− m¯
δ‖L2 + Ce
δt/2
[∫ t
t1
e−δs‖D(uδ(s)− u¯δ)‖2L2ds
] 1
2
.
Choosing t1 = 1 (say) and recalling that m
δ is bounded in L∞ (Lemma 1.1), we find
‖mδ(t)− m¯δ‖L2 ≤ C e
δt/2 ∀t ≥ 1.
Let T ≥ 2 to be chosen below. Coming back to (68), there exists t1 ∈ [1, T ] and t2 ∈ [3T +1, 4T ]
such that
e−δti‖D(uδ(ti)− u¯
δ)‖2L2 ≤ C/T.
Then from (67) we deduce
C−1
∫ t2
t1
e−δt‖D(uδ(t)− u¯δ)‖2L2dt ≤ e
−δt1‖D(uδ(t1)− u¯
δ)‖L2‖m
δ(t1)− m¯
δ‖L2
+e−δt2‖D(uδ(t2)− u¯
δ)‖L2‖m
δ(t2)− m¯
δ‖L2 ≤ C T
−1/2.
Then, as t1 ≤ T ≤ 3T + 1 ≤ t2 ≤ 4T , we have, for any t ∈ [2T, t2],
‖mδ(t)− m¯δ‖L2 ≤ C e
−ω(2T−t1)‖mδ(t1)− m¯
δ‖L2 + Ce
δt2/2
[∫ t2
t1
e−δt‖D(uδ(t)− u¯δ)‖2L2dt
]1/2
≤ C e−ωT eδT/2 + Ce2δTT−1/4.
(69)
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Notice that, by choosing T large, and then δ small, the above inequality implies that mδ(t)− m¯δ
is sufficiently small for any t ∈ [2T, 3T ]. In order to conclude, we only need to upgrade this
estimate to the L∞-norm.
To this purpose, recall that wδ := uδ − u¯δ solves the equation
−∂tw
δ + δwδ −∆wδ + V δ ·Dwδ = F (x,mδ(t)) − F (x, m¯δ)
where V δ =
∫ 1
0
Hp(x,Du¯
δ + sD(uδ− u¯δ))ds is uniformly bounded. Since we have, by Poincare´’s
inequality,
e−δt2‖wδ(t2)− 〈w
δ(t2)〉‖
2
L2 ≤ Ce
−δt2‖Dwδ(t2)‖
2
L2 ≤ C/T,
applying Lemma 1.2 to e−δtwδ we deduce that, for t ∈ [2T, 2T + 2],
‖wδ(t)− 〈wδ(t)〉‖L2
≤ Ce−ω(t2−t)‖wδ(t2)− 〈w
δ(t2)〉‖L2e
δ(t−t2) + C
∫ t2
t
e−ω(s−t)‖mδ(s)− m¯δ‖L2e
δ(t−s)ds
≤ Ce−ω(t2−t)
eδ(t−t2/2)
T 1/2
+ C (e−ωT eδT/2 + e2δTT−1/4)
∫ t2
t
e−ω(s−t)eδ(t−s)ds
where we also used (69). Recalling that t ∈ [2T, 2T+2] and t2 ∈ [3T+1, 4T ], we have t−t2/2 ≥ 0,
so if δ is small enough compared to ω we conclude that
‖wδ(t)− 〈wδ(t)〉‖L2 ≤ C
(
e−ωT/2 + e2δTT−1/4
)
.
We apply once more Lemma 1.2 to estimate Dwδ(t) in (2T, 2T + 1): we deduce that
‖D(uδ(t)− u¯δ)‖L2 ≤ C
(
e−ωT/2 + e2δTT−1/4
)
for every t ∈ (2T, 2T + 1). In fact, since D(uδ(t) − u¯δ) is bounded, a similar estimate actually
holds in Lp for all p <∞:
‖D(uδ(t)− u¯δ)‖Lp ≤ C
(
e−ωT/p + e4δT/pT−1/(2p)
)
Recalling the estimate (69), by parabolic regularity used for the equation of µδ in the interval
(2T, 2T + 1), we conclude that the L∞-norm of µδ satisfies a similar estimate for, say, t ∈
(2T + 1/2, 2T + 1). In particular, we can fix T large and δ0 > 0 small such that in this interval
we have ‖mδ(t)− m¯δ‖L∞ ≤ Kˆ
2 for any δ ∈ (0, δ0).
Let us underline the following consequence of our estimates on the solution to the linearized
system

−∂tv + δv −∆v +Hp(x,Du
δ).Dv =
δF
δm
(x,mδ(t))(µ(t)) in (0,+∞)× Td
∂tµ−∆µ− div(µHp(x,Du
δ))− div(mδHpp(x,Du
δ)Dv) = 0 in (0,+∞)× Td
µ(0, ·) = µ0 in T
d, v bounded.
(70)
Notice that the system has been now linearized around the pair (uδ,mδ) which solves the dis-
counted MFG system (5).
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Corollary 3.8. There exist θ, δ0 > 0 and a constant C > 0 such that, if δ ∈ (0, δ0), then the
solution (v, µ) to (70) with
∫
Td
µ0 = 0 satisfies
‖Dv(t)‖L2 ≤ Ce
−θt‖µ0‖L2 ∀t ≥ 0
and
‖µ(t)‖L2 ≤ Ce
−θt‖µ0‖L2 ∀t ≥ 1.
In addition, for any α ∈ (0, 1), there is a constant C (independent of δ ∈ (0, δ0)) such that
sup
t≥0
‖v(t)‖C2+α ≤ C‖µ0‖(C2+α)′ .
Proof. As in the proof of Lemma 3.3, we have a preliminary estimate:
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C0‖µ0‖L2e
δt/2.
We rewrite system (70) in the form (64) with
A(t, x) := −
(
Hp(x,Du
δ)−Hp(x,Du¯
δ)
)
·Dv +
δF
δm
(x,mδ(t))(µ(t)) −
δF
δm
(x, m¯δ)(µ(t))
and
B(t, x) := −µ(Hp(x,Du
δ)−Hp(x,Du¯
δ))− (mδHpp(x,Du
δ)− m¯δHpp(x,Du¯
δ))Dv.
From Theorem 3.7, we have, for δ small enough,
‖A(t)‖L2 ≤ Ce
−γt (‖Dv‖L2 + ‖µ(t)‖L2)
≤ Ce−(γ−δ)t‖µ0‖L2 ≤ Ce
−γt/2‖µ0‖L2 .
In the same way,
‖B(t)‖L2 ≤ Ce
−γt/2‖µ0‖L2 .
Then Proposition 3.5 implies that
‖µ(t)‖L2 + ‖Dv(t)‖L2 ≤ C(1 + t)e
−γt/2‖µ0‖L2 .
The above estimates combined with the maximum principle imply that v is bounded in L∞ by
sup
t∈[0,T ]
‖v(t)‖∞ ≤ C‖µ0‖L2 .
In order to change the left-hand side ‖v(t)‖∞ into ‖v(t)‖C2+α and the right-hand side ‖µ0‖L2
into ‖µ0‖(C2+α)′ , one can proceed as in Corollary 2.8.
4 The master cell problem
In this section we study the master cell problem:
λ−∆xχ(x,m) +H(x,Dxχ(x,m)) −
∫
Td
divy(Dmχ(x,m, y))dm(y)
+
∫
Td
Dmχ(x,m, y).Hp(y,Dxχ(y,m))dm(y) = F (x,m) in T
d × P(Td).
(71)
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We prove that this equation is well defined in a suitable sense: there is a unique constant λ¯ for
which the master cell problem has a “weak” solution in Td × P(Td). Moreover we prove that
λ¯ is also the unique constant for which the ergodic mean field game system (2) has a solution
(λ¯, u¯, m¯).
Let us stress that a weak solution of (71), according to our next definition, is not necessarilyC1
with respect to m, so that (71) is not formulated classically. Instead, the equation is interpreted
as it is often done with transport equations, by requiring somehow that the value of the solution
is obtained through the characteristic curves. By considering weak solutions, we avoid some
lengthy and involved estimates which are needed to achieve the C1 character with respect to m.
The reader is referred to [6] for this issue. For our purposes, the context of weak solutions is
enough to characterize the ergodic limit.
Definition 4.1. We say that the pair (λ, χ), with λ ∈ R and χ : Td × P(Td) → R a map, is a
weak solution to the master cell problem (71) if χ and Dxχ are globally Lipschitz continuous in
T
d × P(Td) and if χ satisfies the following two conditions:
(i) χ is monotone:∫
Td
(χ(x,m)− χ(x,m′))d(m−m′)(x) ≥ 0 ∀m,m′ ∈ P(Td),
(ii) for any m0 ∈ P(T
d), and any T > 0, whenever we consider the unique solution (u,m) to

−∂tu+ λ−∆u+H(x,Du) = F (x,m) in (0, T )× T
d
∂tm−∆m− div(mHp(x,Du)) = 0 in (0, T )× T
d
m(0, ·) = m0, u(T, ·) = χ(x,m(T )) in T
d
(72)
then we have χ(x,m0) = u(0, x) for any x ∈ T
d.
Let us make some comments about the above definition. Firstly, the monotonicity condition
on χ ensures the uniqueness of the solution (u,m) to (72). Secondly, if χ = χ(x,m) is a weak
solution, then χ is actually C2 in the space variable x because so is the solution u of (72) at time
t = 0. Thirdly, condition (ii) implies that in (72) one actually has χ(x,m(t)) = u(t, x) for any
(t, x) ∈ [0, T ]× Td, so that m solves the McKean-Vlasov equation
∂tm−∆m− div(mHp(x,Dχ(x,m(t)))) = 0, m(0, ·) = m0. (73)
The Lipschitz continuity of Dxχ ensures that this equation has a unique solution.
Theorem 4.2. There is a unique constant λ¯ ∈ R for which the master cell problem (71) has a
weak solution. The constant λ¯ is also the unique constant for which the ergodic MFG problem (2)
has a solution. Besides, if χ is a solution to (71), then χ(·,m) is of class C2 for any m ∈ P(Td)
and
Dxχ(x, m¯) = Du¯(x) ∀x ∈ T
d,
where (u¯, m¯) is a solution to (2)
The proof requires several steps. As usual, we build the solution through the discounted
problem, for which we have to show uniform regularity estimates (independent of the discount
factor).
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4.1 Estimates for the discounted master equation
In order to build a solution to the cell problem, we consider, for δ > 0, the discounted master
equation (6). Let us recall (see [6]) that U δ can be built as follows: for any m0 ∈ P(T
d), let
(uδ,mδ) be the solution to (5). Then
U δ(x,m0) = u
δ(0, x). (74)
The next Lemma collects standard estimates on U δ.
Lemma 4.3. Let U δ be the solution to (6) and (uδ,mδ) be a solution to (5). Then, for any
α ∈ (0, 1), there is a constant C, independent of m0 and δ, such that∥∥δU δ(·,m)∥∥
∞
+
∥∥DxU δ(·,m)∥∥C1+α ≤ C ∀m ∈ P(Td).
Proof. As uδ is a bounded solution to the first equation in (5), it is well-known that
sup
(t,x)∈[0,+∞)×Td
∣∣δuδ(t, x)∣∣ ≤ sup
x∈Td
|H(x, 0)|+ sup
(x,m)∈Td×P(Td)
|F (x,m)|.
This yields the uniform estimate on ‖δU δ‖∞. From Lemma 3.6, we know that Du
δ is bounded
in C(1+α)/2,1+α for any α ∈ (0, 1): this implies the same bound on DxU
δ.
The next result states that U δ is uniformly Lipschitz continuous with respect to m.
Proposition 4.4. Let U δ be the solution to (6). Then, for any α ∈ (0, 1), there exists a constant
C, depending on α and on the data only, such that∥∥DmU δ(·,m, ·)∥∥2+α,1+α ≤ C. (75)
In particular, U δ(·, ·) and DxU
δ(·, ·) are uniformly Lipschitz continuous.
Proof. Let us fixm0 ∈ P(T
d), (uδ,mδ) be the solution to (5). We use the following representation
formula (see [6]): for any smooth map µ0, we have∫
Td
δU δ
δm
(x,m0, y)µ0(y)dy = v(0, x), (76)
where (v, µ) is the unique solution to the linearized system

−∂tv + δv −∆v +Hp(x,Du
δ).Dv =
δF
δm
(x,mδ(t))(µ(t)) in (0,+∞)× Td,
∂tµ−∆µ− div(µHp(x,Du
δ))− div(mδHpp(x,Du
δ)Dv) = 0 in (0,+∞)× Td,
µ(0, ·) = µ0 in T
d, v bounded.
(77)
If we suppose that
∫
Td
µ0 = 0, Corollary 3.8 states that
sup
t≥0
‖v(t)‖C2+α ≤ C‖µ0‖(C2+α)′
for any α > 0. By (76) and
Dy
δU δ
δm
(x,m0, y) = DmU
δ(x,m0, y),
we infer exactly as in [6] that ∥∥DmU δ(·,m0, ·)∥∥2+α,1+α ≤ C.
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Remark 4.5. We stress that the uniform Lipschitz continuity of U δ(·, ·) and DxU
δ(·, ·) would
require milder assumptions than those needed to prove (75). Indeed, by only using condition
(FG2) on the couplings, we can replace the conclusion of Corollary 3.8 with the estimate
sup
t≥0
‖v(t)‖C1 ≤ C‖µ0‖(C1)′
which would follow as explained in Remark 2.10. With this latter estimate in hand, using (76)
with µ0 = Dyψ(y) (for ψ smooth), it follows∫
Td
DyDx
δU δ
δm
(x,m0, y)ψ(y)dy ≤ C ‖µ0‖(C1)′ ≤ C ‖ψ‖L1
which yields
‖DmDxU
δ(x,m0)‖∞ ≤ C .
Since D2xxU
δ(x,m) is estimated from Lemma 4.3, this would imply the Lipschitz uniform bound
for DxU
δ(·, ·).
In the following, we actually only use this information in order to prove the existence of a
weak solution to the master equation and the convergence of the ergodic limit.
We finally establish that U δ is monotone:
Lemma 4.6. For any δ > 0 the map U δ is monotone.
Proof. Fix m0,m
′
0 ∈ P(T
d). Let us recall that U δ(x,m0) = u
δ(0, x) where the pair (uδ,mδ)
solves (5) with initial condition m0. We denote by (u
′,m′) the solution of (5) with initial
condition m′0. Then by duality, we have
d
dt
e−δt
∫
Td
(uδ(t, x)− u′(t, x))(mδ(t, x)−m′(t, x))dx ≤ 0,
where, as uδ and u′ are bounded and mδ and m′ are probability measures,
lim
t→+∞
e−δt
∫
Td
(uδ(t, x)− u′(t, x))(mδ(t, x)−m′(t, x))dx = 0.
This proves that∫
Td
(U δ(x,m0)− U
δ(x,m′0))d(m0 −m
′
0)(x) =
∫
Td
(uδ(0, x)− u′(0, x))d(m0 −m
′
0)(x) ≥ 0.
4.2 Existence of a solution for the master cell problem
Proof of Theorem 4.2. Let us start with the proof of the existence of the solution to the
master cell problem. The proof of the uniqueness of the ergodic constant is given in Proposition
4.7 below.
For δ > 0, let U δ be the solution to the discounted master equation (6). We have seen in
Lemma 4.3 and Proposition 4.4 that U δ and DxU
δ are uniformly Lipschitz continuous and that
δU δ is bounded. We set W δ(x,m) = U δ(x,m) − U δ(0, m¯). Then W δ is bounded and uniformly
Lipschitz continuous on the compact space Td×P(Td), so that it converges, up to a subsequence,
to a continuous map χ : Td × P(Td) → R. Since DxW
δ is also bounded in Lipschitz norm, we
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deduce that Dxχ is Lipschitz continuous (in T
d×P(Td)). Moreover (δU δ(0, m¯)) converges (along
the same subsequence, without loss of generality) to some constant λ.
Next we prove that χ is a weak solution to (71). We already know that χ and Dxχ are
Lipschitz continuous with respect to both variables. In addition, χ is monotone thanks to
Lemma 4.6. Let T > 0, m0 ∈ P(T
d) with a smooth density and (wδ ,mδ) be the solution to

−∂tw
δ + δwδ + δU δ(0, m¯)−∆wδ +H(x,Dwδ) = F (x,mδ) on (0, T )× Td,
∂tm
δ −∆mδ − div(mδHp(x,Dw
δ)) = 0 on (0, T )× Td,
mδ(0, ·) = m0, w
δ(T, ·) =W δ(x,mδ(T )) on Td.
By definition we haveW δ(x,mδ(T )) = U δ(x,mδ(T ))−U δ(0, m¯) and we know that U δ(x,mδ(t)) =
uδ(t, x) for all t, where uδ is a solution to (5). Hence we deduce that
wδ(t, x) = uδ(t, x) − U δ(0, m¯) =W δ(x,m(t))
for all (t, x) ∈ (0, T )×Td. In particular, by Lemma 3.6, wδ is uniformly bounded in C1+α/2,2+α
for some α ∈ (0, 1) while mδ is uniformly bounded and uniformly continuous on [0, T ] with values
in P(Td). So there exists a subsequence, still denoted for simplicity by (wδ,mδ), such that wδ
converges in C1,2 to a map w andmδ converges in C0([0, T ],P(Td)) to a map m. The pair (w,m)
is a solution to 

−∂tw + λ−∆w +H(x,Dw) = F (x,m) in (0, T )× T
d,
∂tm−∆m− div(mHp(x,Dw)) = 0 in (0, T )× T
d,
m(0, ·) = m0, w(T, ·) = χ(x,m(T )) in T
d.
As the solution to this equation is unique (because χ is monotone), we derive that (w,m) is
the unique solution to (72). Moreover, as wδ(0, x) = W δ(x,m0), we also have at the limit
w(0, x) = χ(x,m0). This proves that χ is a weak solution to (71).
Let us now come back to the ergodic MFG problem (2). We denote by (λ¯, u¯, m¯) the solution
to this equation.
Proposition 4.7. Let (λ, χ) be a solution of the ergodic master equation. Then we have λ = λ¯
and Dxχ(x, m¯) = Du¯(x).
Proof. Let us fix T > 0 and let (u,m) be the solution to

−∂tu+ λ−∆u+H(x,Du) = F (x,m) in (0, T )× T
d,
∂tm−∆m− div(mHp(x,Du)) = 0 in (0, T )× T
d,
m(0, ·) = m¯, u(T, ·) = χ(x,m(T )) in Td.
(78)
We have already noticed that m is the solution to the McKean-Vlasov equation
∂tm−∆m− div(mHp(x,Dxχ(x,m(t)))) = 0, m(0, ·) = m¯,
which has a unique solution because Dxχ is Lipschitz continuous. This means that m is defined
independently of the horizon T . As we know that u(t, x) = χ(x,m(t)), the same holds for u.
Then, from the usual energy inequality applied to (u−u¯,m−m¯), we have, for any 0 ≤ t1 ≤ t2 ≤ T ,∫ t2
t1
∫
Td
m+ m¯
2
|Du−Du¯|2 ≤ −C
[∫
Td
(u − u¯)(m− m¯)
]t2
t1
. (79)
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The right-hand side is bounded because u(t, ·) = χ(·,m(t)) and u¯ are bounded, so that
∫ T
0
∫
Td
m¯|Du−Du¯|2 ≤ C. (80)
By Lemma 1.4 we have
sup
t∈[0,T ]
‖m(t)− m¯‖L2 ≤ C. (81)
As m¯ is bounded below, (80) implies that there exists tT ∈ [T/2, T ] such that
∫
Td
|Du(tT ) −
Du¯|2 ≤ 2C/T . In particular, for T large enough, we have, by (79) applied with t1 = 0 and
t2 = tT , ∫ 1
0
∫
Td
|Du−Du¯|2 ≤
∫ tT
0
∫
Td
|Du −Du¯|2 ≤ −C
∫
Td
(u(tT )− u¯)(m(tT )− m¯)
≤ −C
∫
Td
(u(tT )− u¯− 〈u(tT )− u¯〉)(m(tT )− m¯)
≤ C‖Du(tT )−Du¯‖L2 ≤ CT
−1/2,
by Poincare´’s inequality, (81) and our choice of tT . Letting T → ∞ we can conclude that
Du = Du¯ on [0, 1]× Td. Therefore, m satisfies
∂tm−∆m− div(mHp(x,Du¯(x))) = 0 on (0, 1)× T
d, m(0, ·) = m¯.
But this equation has m¯ as a unique solution, which shows that m(t, x) = m¯(x) on [0, 1] × Td.
The McKean-Vlasov equation (73) being autonomous, we finally have m(t) = m¯ and Du(t, x) =
Dxχ(x, m¯) = Du¯(x) for any (t, x) ∈ [0, T ]× T
d and, as a consequence, λ = λ¯.
5 The long time behavior
We now fix a solution χ to the master cell problem and, given a terminal condition G : Td ×
P(Td) → R satisfying our standing assumptions (see Subsection 1.1), we consider the solution
to the backward equation

−∂tU(t, x,m)−∆xU(t, x,m) +H(x,DxU(t, x,m))−
∫
Td
div(DmU(t, x,m, y))dm(y)
+
∫
Td
DmU(t, x,m, y).Hp(y,DxU(t, y,m))dm(y) = F (x,m) in (−∞, 0)× T
d × P(Td),
U(0, x,m) = G(x,m) in Td × P(Td) .
(82)
We recall that the existence of a unique classical solution to (82) was proved in [6]. Here is our
main convergence result.
Theorem 5.1. Let χ be a weak solution to the master cell problem (71). Then, there exists a
constant c ∈ R such that
lim
t→−∞
U(t, x,m) + λ¯t = χ(x,m) + c,
uniformly with respect to (x,m) ∈ Td × P(Td).
Moreover, we also have that DxU(t, x,m) → Dxχ(x,m) as T → ∞, uniformly with respect
to (x,m).
Theorem 5.1 implies the convergence of the solution of the MFG system as T → +∞.
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Corollary 5.2. Let c be the constant given in Theorem 5.1. For T > 0 and m0 ∈ P(T
d), let
(uT ,mT ) be the solution to (1). Then, for any t ≥ 0,
lim
T→+∞
uT (t, x)− λ¯(T − t) = χ(x,m(t)) + c,
where the convergence is uniform in x and m solves
∂tm−∆m− div(mHp(x,Dxχ(x,m))) = 0, m(0) = m0. (83)
Moreover, for any δ ∈ (0, 1),
lim
T→+∞
uT (δT, x)− (1 − δ)λ¯T = χ(x, m¯) + c,
where (u¯, m¯) solves (2) and where the convergence is uniform in x.
In particular, when t = 0, we get
lim
T→+∞
uT (0, x)− λ¯T = χ(x,m0) + c.
Proof of Corollary 5.2. We know that uT (t, x) = U(t − T, x,mT (t)) and that mT solves the
McKean-Vlasov equation
∂tm
T −∆mT − div(mTHp(x,DxU(t− T, x,m))) = 0, m
T (0) = m0.
As x→ DxU(t, x,m) is bounded in C
1 (see Proposition 5.3 below), we know from Theorem 5.1
that, as T → +∞, (DxU(t−T, ·, ·)) converges uniformly to Dxχ. So, for any t ≥ 0, m
T converges
in C0([0, t],P(Td)) towards m solution of (83). Then again by Theorem 5.1, we have
lim
T→+∞
uT (t, x) + λ¯(t− T ) = lim
T→+∞
U(t− T, x,mT (t)) + λ¯(t− T ) = χ(x,m(t)) + c.
Let us now fix δ > 0. From Theorem 2.6, we have that mT (δT ) converges (exponentially
fast) to m¯. Hence, by Theorem 5.1 again, we have
lim
T→+∞
uT (δT, x)− (1− δ)λ¯T = lim
T→+∞
U(−(1− δ)T, x,mT (δT ))− (1− δ)λ¯T = χ(x, m¯) + c.
The proof of Theorem 5.1 relies on estimates on U(t, ·, ·) (independent of t) developed in the
next section.
5.1 Lipschitz estimates of the solution U
We collect here the main estimates satisfied by the solution of (82). They actually follow from
the estimates developed in Section 2.2 for the solution (u,m) of the MFG system.
Proposition 5.3. Let U be a solution to the master equation (82). Then there exists a constant
C such that
sup
t≤0, m∈P(Td)
‖U(t, ·,m) + λ¯t‖C2+α + ‖DmU(t, ·,m, ·)‖2+α,1+α ≤ C, (84)
while
sup
(x,m)∈Td×P(Td)
|U(t, x,m)− U(s, x,m)| ≤ C|t− s|
1
2 ∀s, t ≤ 0, |s− t| ≤ 1.
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Proof. Let us recall that, for any t0 ≤ 0 and m0 ∈ P(T
d), one has U(t0, x,m0) = u(t0, x), where
(u,m) is the solution to the MFG system

−∂tu−∆u+H(x,Du) = F (x,m) in (t0, 0)× T
d,
∂tm−∆m− div(mHp(x,Du)) = 0 in (t0, 0)× T
d,
m(t0, ·) = m0, u(0, ·) = G(x,m(0)) in T
d.
By Lemma 1.5, we have the Lipschitz bound ‖Du‖∞ ≤ C, uniform with respect to the horizon t0.
This proves that ‖DxU‖∞ ≤ C and, in turn, that m is uniformly Ho¨lder continuous in time with
values in P(Td), see (16). Furthermore, from Theorem 2.6 we get an estimate for U(t− T, x,m)
at time t = 0; namely, that there exists a constant C, independent of T , such that
‖DxU(−T, ·,m0)‖C1+α ≤ C
and ∥∥U(−T, x,m0)− λ¯T∥∥∞ ≤ C .
Therefore, we deduce that
sup
t≤0, m∈P(Td)
‖U(t, ·,m) + λ¯t‖C2+α ≤ C.
Following [6], the derivative of U with respect to m can be represented as∫
Td
δU
δm
(t0, x,m0, y)µ0(y)dy = v(t0, x), (85)
where, for any smooth map µ0 : T
d → R, (v, µ) solves the linearized problem

−∂tv −∆v +Hp(x,Du).Dv =
δF
δm
(x,m)(µ) in (t0, 0)× T
d,
∂tµ−∆µ− div(µHp(x,Du))− div(mHpp(x,Du)Dv) = 0 in (t0, 0)× T
d,
µ(t0, ·) = µ0, v(0, ·) =
δG
δm
(x,m(0))(µ(0)) in Td.
Our aim is to provide estimates on v in order to show the uniform Lipschitz regularity of U with
respect to m. We assume that
∫
Td
µ0 = 0 since we are only interested in DmU = Dy
δU
δm . Then
Corollary 2.8 states that
sup
t∈[0,T ]
‖v(t)‖C2+α ≤ C‖µ0‖(C2+α)′ .
This proves that ∥∥∥∥
∫
Td
δU
δm
(t0, ·,m0, y)µ0(y)dy
∥∥∥∥
C2+α
≤ C‖µ0‖(C2+α)′ ,
for any smooth map µ0 with
∫
Td
µ0 = 0. Therefore, as in [6], we obtain
‖DmU(t0, ·,m0, ·)‖2+α,1+α ≤ C. (86)
It remains to check the time regularity of U . As U(t, x,m(t)) = u(t, x) and U is uniformly
Lipschitz continuous in m, we have, for t0 ≤ s ≤ t0 + 1,
|U(s, x,m0)− U(t0, x,m0)| ≤ Cd1(m0,m(s)) + |U(s, x,m(s))− U(t0, x,m0)|
≤ C|s− t0|
1
2 + |u(s, x)− u(t0, x)| ≤ C|s− t0|
1
2 ,
where we used the uniform regularity of m in time (since Hp(·, Du) is bounded) for the second
inequality, and the uniform regularity of u in the last one.
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Remark 5.4. We stress that if we only use the regularity condition (FG2) on the couplings,
then we can replace the conclusion of Corollary 2.8 with the first order estimate (54) and obtain,
rather than (86), the milder estimate ‖DmDxU(t, x,m)‖∞ ≤ C. This is actually enough to
conclude with the uniform Lipschitz bound for U and DxU , which is what is only needed in the
proof of Theorem 5.1.
5.2 Proof of Theorem 5.1
We are now ready to prove our main result.
Proof of Theorem 5.1. Let χ be a weak solution to the master cell problem (71). For T > 0, let
us consider
UT (t, x,m) = U(t− T, x,m) for (t, x,m) ∈ (−∞, T ]× Td × P(Td).
Then UT solves

−∂tU
T −∆xU
T +H(x,DxU)−
∫
Td
div(DmU
T (t, x,m, y))dm(y)
+
∫
Td
DmU
T (t, x,m, y).Hp(DxU(t, y,m, y))dm(y) = F (x,m) in (−∞, T )× T
d × P(Td),
UT (T, x,m) = G(x,m) in Td × P(Td).
By the Lipschitz regularity of U and DxU and the bound in (84) (Proposition 5.3), the family
{UT (·, ·, ·) + λ¯(· − T )}T is relatively compact in C
0(R × T × P(Td)). Let Tn → +∞ be any
sequence such that (t, x,m) → UTn(t, x,m) + λ¯(t − Tn) locally uniformly converges to some
V (t, x,m). Then V is a weak solution to


−∂tV + λ¯−∆xV +H(x,DxV )−
∫
Td
div(DmV (t, x,m, y))dm(y)
+
∫
Td
DmV (t, x,m, y).Hp(y,DxU(t, y,m, y))dm(y) = F (x,m) in R× T
d × P(Td).
(87)
in the sense that V satisfies similar requirements as in Definition 4.1. Namely, V and DxV are
uniformly Lipschitz continuous in x and m, 1/2−Ho¨lder continuous in the time variable, V is
monotone in m and satisfies that, for any t1 ≤ t2 and if (u,m) solves the MFG system:

−∂tu+ λ¯−∆u+H(x,Du) = F (x,m) in (t1, t2)× T
d,
∂tm−∆m− div(mHp(x,Du)) = 0 in (t1, t2)× T
d,
m(t1, ·) = m0, u(t2, ·) = V (t2, x,m(t2)) in T
d,
(88)
we have V (t1, x,m0) = u(t1, x) (and so V (t, x,m(t)) = u(t, x) for any t ∈ [t1, t2]).
Our goal is to show that V (t, x,m) − χ(x,m) is constant. Let us recall that Proposition 2.7
implies that UT (0, x, m¯) − λ¯T − u¯ converges to a constant c¯ as T → +∞. Hence V (0, x, m¯) =
u¯(x)+ c¯. Since χ(x, m¯) = u¯, this shows that, if V (t, x,m)−χ(x,m) will be proved to be constant,
then this constant will be equal to c¯, and independent of the subsequence (Tn).
Let us fix m0 ∈ P(T
d). Let T > 0 be large and (u,m) be the solution to the MFG system
(88) with t1 = 0 and t2 = T . We note that m is the unique solution to the McKean-Vlasov
equation {
∂tm−∆m− div(mHp(x,DxV (t, x,m))) = 0 on [0, T ]× T
d,
m(0) = m0 n T
d.
(89)
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In particular, since V and DxV are globally Lipschitz in m, this implies that m and u are defined
independently of the horizon T (meaning that, for t ∈ [0, T ], u(t, ·) := V (t, ·,m(t)) and m(t, ·)
do not depend on T ).
In the same way we define (u˜, m˜) to be the solution to the MFG system

−∂tu˜+ λ¯−∆u˜+H(x,Du˜) = F (x, m˜) in (0, T )× T
d,
∂tm˜−∆m˜− div(m˜Hp(x,Du˜)) = 0 in (0, T )× T
d,
m˜(0, ·) = m0, u˜(T, ·) = χ(x, m˜(T )) in T
d.
As before we note that (u˜, m˜) does not depend on the horizon T , that u˜(t, x) = χ(x, m˜(t)) for
any t ∈ [0, T ] and that m˜ is the unique solution to the McKean-Vlasov equation
∂tm˜−∆m˜− div(mHp(x,Dxχ(x, m˜)) = 0 on [0, T ], m˜(0) = m0. (90)
Using the result of Theorem 2.6 with both G(x, ·) = V (T, x, ·) and G = χ(x, ·), we have (changing
u into u+ λ¯(T − t) and u˜ into u˜+ λ¯(T − t)):
‖m(t)− m¯‖∞ + ‖m˜(t)− m¯‖∞ ≤ C(e
−γt + e−γ(T−t)), t ∈ [1, T ],
where (u¯, m¯) is the solution to the ergodic MFG system (2). But since m and m˜ do not depend
on the horizon T , here we can let first T →∞, and then t→∞, so we conclude that both m(t)
and m˜(t) converge to m¯ as t→ +∞.
Applying once more the standard estimates on the MFG systems, we have
∫ T
0
∫
Td
(m+ m˜) |Du−Du˜|
2
≤ −C
[∫
Td
(u − u˜)(m− m˜)
]T
0
= −C
∫
Td
(u(T )− u˜(T ))(m(T )− m˜(T ))
since m(0) = m˜(0) = m0. As u and u˜ are uniformly Lipschitz continuous in space and m(T ) and
m˜(T ) have the same limit m¯ as T → +∞, we deduce that
lim
T→+∞
∫ T
0
∫
Td
(m+ m˜) |Du−Du˜|
2
= 0.
In particular, as m (and m˜) are regular and bounded below by a positive constant on intervals
of the form [ε, T ] with ε > 0, we deduce that Du = Du˜ on [ε, T ] and thus on [0, T ]. Therefore
m and m˜ solve the same equation, which implies m(t) = m˜(t) for any t ≥ 0. Coming back
to the equations satisfied by u and u˜ gives ∂tu = ∂tu˜, so that there is a constant c such that
u(t, x) = u˜(t, x) + c. In other words
V (t, x,m(t)) = χ(x,m(t)) + c ∀t ≥ 0 .
Notice that the above conclusion holds for any given m0 ∈ P(T
d) and the constant c could
depend on m0 at this stage. But we are going to show that this is actually not the case.
Indeed, let us choose m0 = m¯. Then Proposition 4.7 says that m(t) = m˜(t) = m¯. We
denote by c¯ the constant found above, i.e. u(t, x) = u˜(t, x) + c¯. By definition, this implies that
V (t, x, m¯) = χ(x, m¯) + c¯. Now, for any m0 ∈ P(T
d), we recall that the solution m(t) = m˜(t)
converges to m¯ as t→ +∞. By the uniform Lipschitz continuity of χ and V with respect to m
(uniform in (t, x)), this implies that
|V (t, x,m(t)) − V (t, x, m¯)|+ |χ(x,m(t)) − χ(x, m¯)| → 0 as t→∞.
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Since
|c− c¯| = |V (t, x,m(t)) − χ(x,m(t)) − (V (t, x, m¯)− χ(x, m¯))|,
by letting t→∞ we deduce that c = c¯. In particular, we have proved that
V (0, x,m0) = χ(x,m0) + c¯ ∀m0 ∈ P(T
d) .
Finally, we can apply the above reasoning to the translation V (· + t0, x,m), for any t0 ∈ R.
It turns out that c¯ = lim
t→∞
V (t + t0, x,m(t)) − χ(x,m(t)), which is clearly independent of t0.
Therefore we conclude that
V (t0, x,m0) = χ(x,m0) + c¯ ∀(t0, x,m0) ∈ R× T
d × P(Td),
and the proof is complete.
Let us point out that any weak solution of the ergodic master equation solves (87). So the
above proof actually shows that two solutions of the ergodic master equation differ only by a
constant:
Corollary 5.5. If χ1 and χ2 are weak solutions of the ergodic master equation (71), then there
exists a constant c¯ such that
χ2(x,m) = χ1(x,m) + c¯ ∀(x,m) ∈ T
d × P(Td).
6 The discounted problem
In this section we investigate the behavior, as δ → 0+, of the solution U δ of the discounted
master equation (6). Our main result is:
Theorem 6.1. Let U δ be the solution to the discounted master equation (6) and (λ¯, u¯, m¯) the
solution of the ergodic problem (2). Then, as δ → 0+, U δ − λ¯/δ converges uniformly to the
solution χ to the master cell problem (71) such that χ(x, m¯) = u¯(x) + θ¯, where θ¯ is the unique
constant for which the following linearized ergodic problem has a solution (v¯, µ¯):

u¯+ θ¯ −∆v¯ +Hp(x,Du¯).Dv¯ =
δF
δm
(x, m¯)(µ¯) in Td,
−∆µ¯− div(µ¯Hp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv¯) = 0 in T
d,∫
Td
µ¯ =
∫
Td
v¯ = 0.
(91)
Let us comment a bit more on the normalization condition χ(x, m¯) = u¯(x) + θ¯ which selects
the unique limit of the discounted master equation (6), according to the above result. As we
shall see in the next section, given any (not necessarily normalized with zero average) solution u¯
to
λ¯−∆u¯+H(x,Du¯) = F (x, m¯) in Td , (92)
there is a unique constant θ¯ for which (91) admits a solution. However, since u¯ is unique up
to addition of a constant, the sum u¯ + θ¯ will be uniquely determined. Indeed, by changing u¯
through addition of a constant, the value θ¯ will be translated accordingly. In other words, one
can say that the limit of U δ − λ¯/δ is the solution χ of the master cell problem (71) such that
χ(x, m¯) coincides with the unique solution of (92) for which the constant θ¯ vanishes.
Exactly as for the time dependent problem, we can infer from Theorem 6.1 the limit behavior
of the solution of the discounted MFG system:
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Corollary 6.2. Let m0 ∈ P(T
d) and, for δ > 0, (uδ,mδ) be the solution to the discounted MFG
system (6). Then
lim
δ→0
uδ(0, x)− λ¯/δ = χ(x,m0),
uniformly with respect to x, where χ is the solution of the ergodic cell problem (71) given in
Theorem 6.1.
6.1 An additional ergodic system
Given a solution u¯ of the MFG ergodic problem (2), we investigate the ergodic problem (91).
The heuristic justification of (91) is that we expect the solution (u¯δ, m¯δ) of (55) to be of the
form
u¯δ ∼
λ¯
δ
+ u¯+ θ¯ + δv¯, m¯δ ∼ m¯+ δµ¯, (93)
and, in view of (55), the equation satisfied by (θ¯, v¯, µ¯) should be (91).
We start the proof of the existence for (91) as usual, by a discounted problem:
Lemma 6.3. Let A,B ∈ L∞(Td). For δ > 0 small, there is a unique solution (vδ, µδ) ∈
W 1,∞(Td)× L∞(Td) to the discounted system{
u¯+ δvδ −∆vδ +Hp(x,Du¯).Dv
δ =
δF
δm
(x, m¯)(µδ) +A in Td,
−∆µδ − div(µδHp(x,Du¯))− div(m¯Hpp(x,Du¯)Dv
δ) = div(B) in Td,
(94)
with
∫
Td
µδ = 0. Moreover, there is a constant C > 0 (independent of δ, A and B) such that
‖δvδ‖∞ + ‖Dv
δ‖∞ + ‖µ
δ‖∞ ≤ C (1 + ‖A‖∞ + ‖B‖∞) .
Proof. Existence of a solution runs with a standard fixed point, so we omit it. The duality
relation gives (using Poincare´’s inequality)
C−1‖Dvδ‖2L2 ≤
∫
Td
(u¯ + δvδ −A)µδ +B ·Dvδ
≤ (‖Du¯‖L2 + δ‖Dv
δ‖L2 + ‖A‖L2)‖µ
δ‖L2 + ‖B‖L2‖Dv
δ‖L2 ,
so that
‖Dvδ‖L2 ≤ C
(
(‖Du¯‖
1/2
L2 + ‖A‖
1/2
L2 )‖µ
δ‖
1/2
L2 + δ‖µ
δ‖L2 + ‖B‖L2
)
.
By Corollary 1.3, we have
‖µδ‖L2 ≤ C(‖Dv
δ‖L2 + ‖B‖L2) ≤ C
(
(‖Du¯‖
1/2
L2 + ‖A‖
1/2
L2 )‖µ
δ‖
1/2
L2 + δ‖µ
δ‖L2 + ‖B‖L2
)
.
So, for δ > 0 small enough, we obtain
‖µδ‖L2 ≤ C (‖Du¯‖L2 + ‖A‖L2 + ‖B‖L2) .
This implies the same bound for Dvδ and, by the maximum principle, the estimate
‖δvδ‖∞ ≤ C(‖u¯‖L∞ + ‖Du¯‖L2 + ‖B‖L2 + ‖A‖L∞).
Moreover, considering the equation satisfied by w := vδ − 〈vδ〉, we have by local regularity for
weak solutions (Theorem 8.17 of [12]) and Poincare´ inequality:
‖vδ − 〈vδ〉‖∞ ≤ C(1 + ‖v
δ − 〈vδ〉‖L2) ≤ C(1 + ‖Dv
δ‖L2) ≤ C (1 + ‖u¯‖W 1,∞ + ‖A‖L∞ + ‖B‖L2) .
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Then by classical elliptic regularity (Theorem 8.32 of [12]), we have, for any α ∈ (0, 1),
‖vδ − 〈vδ〉‖C1+α ≤ C (1 + ‖u¯‖W 1,∞ + ‖A‖L∞ + ‖B‖L2) .
We can now apply the local regularity for weak solutions to µδ (Theorem 8.17 of [12]) and infer
that
‖µδ‖Cα ≤ C(‖Dv
δ‖∞ + ‖B‖∞) ≤ C (‖u¯‖W 1,∞ + ‖A‖L∞ + ‖B‖L∞) .
Proposition 6.4. Let (λ¯, u¯, m¯) be a solution of the ergodic system (2) and (vδ, µδ) be the solution
to (94) for A and B satisfying
‖A‖∞ + ‖B‖∞ ≤ Cδ,
for some constant C. Then, as δ → 0+,
δ〈vδ〉 → θ¯, (vδ − 〈vδ)〉
L∞
−−→ v¯, µδ
L∞
−−→ µ¯
where (θ¯, v¯, µ¯) is the unique solution to (91).
Proof of Proposition 6.4. Passing to the limit in (94) (up to a subsequence) provides a constant
θ¯ (limit of δ〈vδ〉), a map v¯ ∈ W 1,∞ (limit of vδ − 〈vδ〉) and a map µ¯ ∈ L∞ (limit of µδ) which
solve (91). Uniqueness of Dv¯ (and hence of v¯) and of µ¯ can be established by a standard duality
argument. Then θ¯ is unique by the equation. The full convergence of (δ〈vδ〉, vδ − 〈vδ〉, µδ) holds
by uniqueness of the limit.
6.2 Proof of Theorem 6.1
The proof of Theorem 6.1 consists mostly in showing that the heuristic relation (93) holds.
Proposition 6.5. Let (λ¯, u¯, m¯), (u¯δ, m¯δ) and (θ¯, v¯, µ¯) be respectively solutions to (2), (55) and
(91). Then
lim
δ→0+
‖u¯δ −
λ¯
δ
− u¯− θ¯‖∞ + ‖m¯
δ − m¯‖∞ = 0.
Proof. The argument is very close to the proof of the exponential rate (see Theorem 2.6). Let
E = {(v, µ) ∈ W 1,∞(Td)× L∞(Td), ‖δv‖∞ + ‖Dv‖∞ + ‖µ‖∞ ≤ Cˆ},
where Cˆ is to be chosen below. For (v, µ) ∈ E, we consider the solution (vˆ, µˆ) to (94) with
A(x) := δ−1 (−(H(x,D(u¯ + δv))−H(x,Du¯)− δHp(x,Du¯) ·Dv)
+F (x, m¯+ δµ)− F (x, m¯)− δ δFδm (x, m¯)(µ)
)
,
B(x) := δ−1 ((m¯+ δµ)Hp(x,D(u¯ + δv))− m¯Hp(x,Du¯)− δµHp(x,Du¯)− δm¯Hpp(x, m¯)Dv) .
As
‖A‖∞ + ‖B‖∞ ≤ CCˆ
2δ,
we have, by Lemma 6.3 (and for δ small enough),
‖δvˆ‖∞ + ‖Dvˆ‖∞ + ‖µˆ‖∞ ≤ C (1 + ‖A‖∞ + ‖B‖∞) ≤ C(1 + Cˆ
2δ).
We can choose Cˆ such that, for δ small enough, the right-hand side is less than Cˆ. Then
we can easily conclude that the map (v, µ) → (vˆ, µˆ) has a fixed point (vδ, µδ). Note that
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( λ¯δ + u¯+ δv
δ, m¯+ δµδ) solves (55) and therefore is equal to (u¯δ, m¯δ). Hence, by Proposition 6.4,
we deduce
‖u¯δ −
λ¯
δ
− u¯− θ¯‖∞ = ‖δv
δ − θ¯‖∞
≤ ‖δ(vδ − 〈vδ〉)‖∞ + |δ〈v
δ〉 − θ¯| → 0 as δ → 0,
which completes the proof.
Proof of Theorem 6.1. Recall that we have uniform Lipschitz estimates on U δ and on DxU
δ
(Lemma 4.3 and Proposition 4.4) and that any converging subsequence is a weak solution of
the ergodic master equation (proof of Theorem 4.2). Therefore, we only need to show that
U δ − δ−1λ¯ has a limit when evaluated at some value. For this, let (u¯δ, m¯δ) be the solution to
(55). As (u¯δ, m¯δ) is also a stationary solution to (5), we have
U δ(x, m¯δ) = u¯δ(x) ∀x ∈ Td.
We have seen in Proposition 6.5 that, as δ → 0, m¯δ converges to m¯ while u¯δ − δ−1λ¯ converges
to u¯+ θ¯. This completes the proof.
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