Abstract-Saliency detection is useful for many computer vision tasks including content-based image retrieval, segmentation, and object detection. However, methods on saliency detection are usually greatly affected by factors like features and segmentation results. We propose a novel selective segmentation-based saliency detection model to decrease the side effects caused by these factors. After extracting different features in LAB color space based on different segmentation results, a series of saliency maps are produced by a segmentation-based method combined with the proposed spatial distributionbased regional saliency measure. The ultimate saliency map is selected from these maps using a novel saliency map evaluation method. The model generates high quality saliency maps that highlight the whole salient object with well-defined boundary. Experiments conducted on Achanta's dataset show that the model outperforms five state-of-art saliency detection methods on the ground-truth evaluation, yielding better precision-recall curve. We also present application of our saliency maps in an automatic salient object segmentation scheme using Grabcut.
I. INTRODUCTION
Saliency detection has been widely studied in order to identify which part of image is more useful when analyzing an image. It is a basic technique for many computer vision applications like object recognition [1] , image segmentation [2] , content-aware image resizing [3] , content based image retrieval [4] , and image and video quality assessment [5, 6] . This paper focuses on producing high quality saliency map which is suitable to detect salient regions or objects in an image.
Visual attention approaches can be classified in several ways. According to the architecture employed, these approaches can be classified into two categories [7] : bottom-up and top-down. Approaches [8, 9, 10] based on the bottom-up computational framework usually involve extracting low-level visual features, computing saliency, producing saliency map and probably outputting some salient locations. While top-down [11, 12, 13, 27] methods are generally task-driven, and need some prior knowledge. The prior knowledge could be object-based human observation behaviors from image segmentation or training process. The saliency detection methods can also be classified as biologically based [14, 15] , purely computational [11, 12, 13] , or hybrid combing the both [16, 17] depending on whether they are based on biological vision principles.
Recently, more and more researchers apply segmentation to the visual attention approaches, and these methods are reported to be of good performance. So we broadly classify the visual attention approaches as pixelbased or segmentation-based. For the pixel-based methods, the saliency value of every pixel or patch is calculated; while the segmentation-based methods first segment the input image into regions, and then compute the saliency value for each region.
Most of the existing methods are pixel-based. One of the classic approaches is developed by Itti et al. [11] , it extracts the low-level visual features like color, orientation, and texture at multiple scales, after fusing the centre-surround differences of multi-scale features, a saliency map is produced. A dynamical neural network is then employed to identify some key locations by winnertake-all (WTA) strategy. Walther and Koch [12] extend Itti's model to form and attend to proto-objects in natural scenes. Hou et al. [14] propose a spectral residual (SR) method to obtain the saliency map by exploring the properties of the backgrounds. Guo et al. [18] extend SR: by only using the image's phase spectrum of Fourier Transform (discarding the amplitude spectrum), the method is faster than SR and could incorporate motion information in videos to select attention for videos. Achanta et al. [15] introduce a frequency-tuned approach to remove some high frequency content with DoG band pass filter and estimate center-surround contrast using color and luminance features that offers three advantages over existing methods: uniformly highlighted salient regions with well-defined boundaries, full resolution, and computational efficiency. However, the method may fail to highlight the salient regions when processing images with large salient objects or complex backgrounds. Achanta et al. [19] further improve the method by vary the bandwidth of the center surround-filtering near image borders using symmetric surrounds. Goferman et al. [20] measure the saliency of each patch by the dissimilarity to its K most similar patches in multi-scale. The saliency value is then adjusted according to visual contextual effect. The method tends to highlight edges of salient objects instead of full salient regions. Zhang et al. [7] classify image pixels into groups by scalable subtractive clustering. They discover several saliency features based on observation behavior such as area, position and intensity of every group. The saliency for each group integrates these observation behaviors though product.
Segmentation-based methods incorporate spatial relationship which plays an important role in human attention, thus draw much attention recently. Aziz [21] define several region-based saliency features like color contrast, eccentricity, orientation, symmetry and size. The final saliency map is a weighted combination of saliency maps produced through different features. Xue et al. [22] take local/global color difference, orientation difference and spatial distribution into consideration to build saliency maps. Cheng et al. [23] propose a histogrambased contrast method (HC) to measure the saliency of a pixel as its color contrast to all other pixels. They also propose a region-based contrast method (RC) to show that the segmentation-based method is superior to their pixel-based method (HC). [14] , (c) Ma and Zhang [11] , (d) Hou et al. [12] , (e) Achanta et al [2] , (f) Goferman et al. [20] , (g) Achanta et al. [13] , (h), (i) Cheng et al. [23] and (j) our method. Most saliency maps computed by pixel-based methods (b-h) highlight edges or some distinct small regions, while segmentation-based methods (i-j) produces saliency maps that highlight the whole salient regions.
Compared to pixel-based methods, segmentation-based methods usually generate uniformly highlighted saliency maps with better accuracy [23] (see Fig. 1 ). However, the performance of segmentation-based methods depends on the result of segmentation algorithm which is not stable (see Fig. 2 ). The segmentation result is affected by several factors: the property of the segmentation algorithm, the parameter setting and the input image. If the segmentation algorithm and the input image are chosen beforehand, the parameter setting could determine the result of segmentation. Since we do not know which segmentation result could produce a better saliency map, we get a series of segmentation results based on different parameter settings, and calculate a series of saliency maps using different segmentation results. The final saliency map can be chosen from these saliency maps by certain unsupervised saliency map evaluation method. Beside the segmentation result, the saliency feature is another important factor that influences the quality of saliency maps. Features which produce high quality saliency maps on some images may actually be useless when detecting saliency on other images [26, 27] . So, the saliency feature needs to be chosen adaptively. The strategy used to select segmentation results can also be used to select suitable saliency features. We obtain a set of saliency maps through these features, and select the best one from these saliency maps through evaluation. On the basis of the above analysis, the flowchart of our saliency model can be summarized in Fig. 3 . Saliency map generation using our segmentation-based method (m*n saliency maps totally) Select one from m*n saliency maps using the proposed saliency map evaluation method In this paper, we propose a novel saliency model that aims to produce saliency maps with high quality and general applicability. The saliency map is computed by a segmentation-based method incorporating a novel spatial distribution-based regional saliency measure. A series of saliency maps are produced using different pairs of saliency feature and segmentation result. By selecting the best one from the set of saliency maps, our model could produce saliency map that highlights the whole salient object with well-defined boundary. Because the model incorporates different features and segmentation results, it could be more robust when dealing with various images. We also present application of our saliency maps in a novel automatic salient object segmentation scheme.
The remaining part of this paper is organized as follows. The proposed selective segmentation-based model is detailed in Section 2. The experiments and comparisons with other saliency models are shown in Section 3, and Section 4 gives the conclusions.
II. SELECTIVE SEGMENTATION-BASED SALIENCY DETECTION
We conduct bottom-up saliency detection using global image contrast. Our saliency model is based on the following principles which are supported by psychological evidences and observations on natural images: 1. a segmentation-based method, compared to the pixel-based method, is more suitable to uniformly highlight large-scale salient objects. 2. The centersurround scheme of HSV indicates that the saliency of a region is affected more by its nearby regions [11, 35] . 3. The possibility that the salient region retains same pixels with image border is low. The more boundary pixels a region shares with image border, the less salient the region is [27] . 4. For most images, high quality saliency maps can be generated using only one saliency feature [22] .
The proposed algorithm can be summarized as follows. First, the input image is segmented several times using different parameter settings to get a series of segmentation results. Then, several region-based features are extracted based on each segmentation result. For each pair of segmentation result and saliency feature, a saliency map is produced by our segmentation-based method. Finally, the ultimate saliency map is selected from these saliency maps by the proposed saliency map evaluation method. The model will be described in detail in the following subsections. 
A. Image Segmentation
We conduct segmentation on the input image using a graph-based image segmentation method [25] . There are 3 parameters in this segmentation method: 'Sigma', 'K' and 'M'. 'Sigma' is used to smooth the input image before segmenting. We assign the default value 0.5 to 'sigma'. 'K' is a term in the threshold function, and larger values for 'K' result in larger components in the result. 'K' is set to be one of the values: {500, 400, 300, 200, 100, 50} which are uniformly sampled in the parameter space. 'M' is minimum component size in the result enforced by post-processing. 'M' is set to be one of the values: {200, 150, 100, 50} which are uniformly sampled in the parameter space. Thus, there are totally 24 segmentation results in the proposed model. Note that the segmentation results used in this model can also be generated from several segmentation methods in order to take advantage of the property of different segmentation methods.
B. Segmentation-based Saliency Measure using Color Feature
Based on the psychological studies, human visual system is sensitive to the contrast of visual signals, such as color, intensity and texture. Taking this as the underlying assumption, Zhai et al. [29] build the saliency map of an image upon the color contrast between image pixels. They define the saliency value of a pixel k I in an image I as: (1)). We first segment the input image into regions using the graph-based segmentation method [25] . Then we extract several region-based features for each segment. Finally, the saliency value of each region is measured by its contrast to all other regions in the image.
Color is one of the most useful features in saliency detection. Lab color space is used in our method because it is device-independent and has high perception accuracy [22] . We feature each region with the average values of three color channels. Vu [26] et al. argue that Lab color space should be separate as 'L' which represents lightness and 'a, b' which represents color. The distance between two regions is defined in three forms which result in three saliency measures. 
in Lab color space. After feature extraction, the saliency of region i is computed by its weighted distances to all other regions in the image. 
C. Incorporating Spatial Information
Based on Principle (2), the saliency of a region is more affected by its nearby regions, while less affected by regions far away from it. So, the spatial distance is further incorporated to increase the effects of closer regions and decrease the effects of farther regions. For region i, the saliency measure using the spatial distance is defined as: Beside spatial distance, the spatial distribution also needs to be considered when detecting saliency. Based on the third principle, the more boundary pixels a region shares with image border, the less salient the region is. We define the spatial distribution-based regional saliency measure as:
where , i I l is the number of pixels shared by region i and the image border, I C is the circumference of the image, and ( ) f α is a monotone decreasing function, which has a similar effect with function g, but shows a faster drop. The saliency measure can be defined further as: 
D. Saliency Map Evaluation
After producing a series of saliency maps for each pair of segmentation result and feature, the final saliency map can be selected from these saliency maps based on Principle (4) which indicates that high quality saliency maps usually can be produced with the use of only one saliency feature. So the quality of a saliency map should be measured without using the ground truth. There are only a few related methods on this issue. In [27] , saliency maps are first binarized by Otsu's thresholding method [28] , then the saliency map in which the salient regions are more compact and form a connected region will be regarded better. The "compactness" and "connectivity" are defined to measure the quality of the saliency map. Xue et al. [22] use the variance of a saliency map to measure the importance of the saliency map when fusing several saliency maps. Vu et al. [26] use fixed threshold to binariz the saliency map. The cluster density which is the variance of pixel locations in salient regions is computed to measure the quality of the saliency map. Inspired by the saliency map evaluation method proposed by Gopalakrishnan et al. [27] , we compute "compactness" on original saliency map instead of on salient regions and dispense "connectivity", which is proved better to evaluate a saliency map (more details in experiment section). Saliency map in which pixels with high saliency values are more compact is considered to be better.
where 2 ( , ) are the weighted spatial means of the image pixels in the x and y directions, respectively, with ( , ) Sal x y denoting the saliency value at position (x, y). The smaller the 'compactness' is, the better the saliency map is regarded. The final saliency map can be generated according to the proposed measure. Examples of saliency maps using different features along with our evaluation results in different images are given in Fig. 7 . Figure 7 . A feature which is useful to produce saliency map for one image may be detrimental to produce saliency map for other images. The features used in this example are color, light and sharpness from [26] . The score is computed by our proposed saliency map evaluation method. The lower the score is, the higher the quality of the saliency map is.
III. EXPERIMENTS AND COMPARISONS
Experiments are conducted on the publicly available database provided by Achanta et al. [13] . The ground truths of this database are binary images in which salient objects are accurately marked by human. In the first experiment, we compared the proposed selective segmentation-based method with 6 state-of-the-art saliency detection methods: HC, RC [23] , FT [13] , LC [32] , GBVS [16] and SR [12] . The saliency maps produced by the five methods are distributed publicly by Cheng [23] . To evaluate the quality of different saliency maps, we segment salient object using fixed threshold to calculate average precision and recall for 1000 testing images. It is the same experiment with those in [13] and [23] . Experiments which are designed to verify the effect of our selective strategy are also presented. In the second experiment, saliency maps of different methods are used as initializations for a novel automatic salient object segmentation scheme. The segmentation results are evaluated by comparing them with ground-truths using precision, recall and F-measure. In the third experiment, different measures that select the ultimate saliency maps are compared under the scheme of our model. To the best of our knowledge, it is the fist experiment of this kind. The average time taken by the proposed method on 1000 images for producing a saliency map is 3.582 seconds using a Pentium 4 2.4G Hz machine with 1.0G RAM in C++ implementation. Table 1 shows the average time taken by each method. Our method is slower because it spends most of the processing time on image segmentation (about 80%). Only 20% account for the region contrast and saliency map evaluation. However, the proposed method can be implemented on parallel, not only the computationally expensive image segmentation stage, but also the saliency map computation and evaluation procedure.
A. Comparison of Saliency Maps Generated by Different Models
To get a binary mask of the salient object, we can simply threshold the saliency map with a fixed threshold
. Then the precision and recall can be calculated through the binary mask. By varying the threshold from 0 to 255, a precision-recall curve can be obtained. It can be seen from Fig. 8 that our algorithm shows the best precision-recall performance. The extremities of the precision-recall curve reveal some useful information. At maximum recall where 0 f T = , all pixels are regarded as part of salient object, so the precision and recall values are the same for all methods. The point of recall 1.0 and precision 0.2 denotes that there are 20% image pixels that belong to the ground truth salient objects on average. At the left end, the minimum recall value of our method is higher than those of other methods, because our saliency maps contain more pixels with the saliency value 255. Fig. 9 presents saliency maps generated by several methods on some typical test images. Our method uniformly highlights salient objects with well defined border and suppresses background regions efficiently. Because background regions are successfully suppressed in our saliency map, the binary mask generated from our saliency map is more accurate than that from other methods (see also Fig. 12 ). Note that our method only considers first order average color, which may be not adequate to analyze complicated scene, thus the method could be improved further by incorporating high-level features. Figure 8 . Precision-recall curves of saliency maps on Achanta's dataset with 1000 images using RC, HC [23] , FT [13] , LC [29] , GBVS [16] , SR [12] and our method. The proposed method outperforms the other five popular methods.
We conduct another two experiments to verify the effect of our saliency map evaluation method for selecting features and segmentation results when generating saliency maps. In the first experiment, the ability of our saliency map evaluation method for choosing features is assessed. First, for an input image, a single feature is used to generate a saliency map which is selected from 24 saliency maps based on 24 segmentation results; then three sets of saliency maps on1000 images using three features are compared together with our ultimate saliency maps (see Fig. 10 ). In the second experiment, the ability of our saliency map evaluation Figure 9 . Visual comparison of saliency maps. From left to right: original images; saliency maps generated by (b) Zhai and Shah [29] , (c) Hou et al. [12] , (d) Harel et al. [16] , (e) Achanta et al. [13] , (f) ,(g) Cheng et al [23] , (h) our model; and (i) binary salient object mask from RC [23] , (j) binary salient object mask from our map, (k) ground truth.
method for choosing segmentation results is assessed. First, for an input image, a single segmentation result is used to generate a saliency map which is selected from 3 saliency maps based on 3 features; then three sets of saliency maps on 1000 images using 6 segmentation results are compared together with our ultimate saliency maps (see Fig. 11 ). Experiments show that our ultimate saliency maps are superior to any saliency maps produced with a single feature or segmentation result, which prove the effectiveness of our saliency map evaluation method.
B. Graph based Salient Object Segmentation
Many traditional saliency detection methods are used in salient object segmentation. For example, Ma and Zhang [5] confine salient regions within a rectangular region using fuzzy growing on the saliency map. Achanta et al. [2] over-segment the input image using kmeans clustering and retain the segments whose average saliency is greater than a constant threshold. This method is improved further in [13] by using mean-shift segmentation algorithm [30] and adaptive threshold. Rahtu et al. [31] define an energy minimization based segmentation approach to recover well-defined salient objects using their saliency map. More recently, Achanta et al [32] incorporate saliency into the Graph cuts based method [33] by adding a saliency related term in the energy function. Cheng et al. [23] iteratively apply Grabcut [34] to refine the segmentation result initially obtained by thresholding the saliency map.
In this paper, we propose an automatic image segmentation method by combing the saliency map and Grabcut which is an interactive foreground extraction algorithm. In the original Grabcut, a rectangular region needs to be manually inputted to initialize the process. In our method, the rectangular can be located through our saliency map automatically. Figure 11. Saliency map comparison using different segmentation results. S1-S6 represent precision-recall curves of saliency maps generated from six segmentation results using three features. The parameters of segmentation used from S1 to S6 are '0.5, 500, 200', '0.5, 300, 100', '0.5, 200, 100', '0.5, 100, 100', '0.5, 100, 50', '0.5, 50, 50' respectively, which are randomly sampled in the parameter space. "The final" represents precision-recall curve of our ultimate saliency maps.
Note that, the range of the x-axis is [0, 1].
We binariz the salient map using a fixed threshold which is chosen to be the threshold that gives 90% recall rate in the fixed thresholding experiments. In order to improve the precision of the segmentation, two rules are used to remove regions that probably belong to the background [24] . Some of the regions are quite small, and can be removed as "noises" by thresholding the number of pixels of these regions; some of the regions are far away from the other regions, and can be rejected as "outliers" using the standard deviation of the coordinate values of pixels in the detected salient regions. Then a rectangle containing all the remaining salient regions is used as the initialization for Grabcut. We iteratively run Grabcut for 5 times to improve the segmentation result. To objectively evaluate our new salient object segmentation method using our saliency map as initialization, we compare our results with results obtained by running Grabcut iteratively with initialization from saliency maps computed by other methods. A visual comparison of the results is shown in Fig. 12 . The salient object segmentation results of different methods are measured by average precision, recall and F-measure with the definition as follows:
We use α 0.3 = to weight precision more than recall. As can be seen from the comparison (see Table 2 ), saliency object segmentation results with our saliency maps significantly outperforms results of other methods. 
C. Comparison of Measures for Selecting Saliency Maps
For a give image, different saliency features and segmentation results result in different saliency maps. A good measure is needed to select the final saliency map from these saliency maps. The proposed measure is compared to three other measures from existing literatures under the framework of our model. In the model, 72 saliency maps are produced through three color contrast saliency features and 24 segmentation results. Different measures are used to select the final saliency map from the 72 saliency maps. For the 1000 testing image, 4 sets of 1000 saliency maps are produced using the 4 measures respectively. Then, precision-recall curves are obtained for each set of saliency maps using the same method in section 3.1. Fig. 13 shows that our proposed measure is suitable to select saliency map under the framework of the proposed model. Figure 13 . Comparison of saliency map evaluation methods. Saliency maps produced using our proposed measure are compared with those produced by Gopalakrishnan et al. [27] , Xue et al. [22] and Vu et al. [26] . Our measure produces the best precision-recall curve.
IV. CONCLUSIONS
A selective segmentation-based saliency detection model is proposed in this paper. The model could generate high quality saliency maps that highlight the whole salient object with well-defined boundary, meanwhile successfully suppress the background regions. The proposed saliency map evaluation method performs better than three other methods in literatures. By employing a selective procedure, the model is less dependent on saliency features and segmentation results compared to other saliency detection models. Experiments on Achanta's dataset of 1000 images show that the proposed model achieves a better precision-recall performance than five other state-of-the-art algorithms. Further improvement will involve applying more sophisticated saliency features and saliency map evaluation algorithms.
