The aim of this paper is to introduce an iterative algorithm for finding a common solution of the sets A M 2 −1 0 and B M 1 −1 0 , where M is a maximal accretive operator in a Banach space and, by using the proposed algorithm, to establish some strong convergence theorems for common solutions of the two sets above in a uniformly convex and 2-uniformly smooth Banach space. The results obtained in this paper extend and improve the corresponding results of Qin et al. 2011 from Hilbert spaces to Banach spaces and Petrot et al. 2011 . Moreover, we also apply our results to some applications for solving convex feasibility problems.
Introduction
Let E be a real Banach space with norm · with the dual space E * and let ·, · denote the pairing between E and E * . Let C be a nonempty closed convex subset of E. We define the generalized duality mapping J q : E → 2 1 uniformly convex if there exists δ > 0 such that, for any x, y ∈ U and, for any ∈ 0, 2 , x − y ≥ implies x y /2 ≤ 1 − δ.
We can see that every uniformly convex Banach space is also reflexive and strictly convex.
2 Smooth if lim t → 0 x ty − x /t exists for all x, y ∈ U.
3 Uniformly smooth if the limit is attained uniformly for x, y ∈ U. The modulus of smoothness of E is defined by ρ τ sup 1 2
x y x − y − 1 : x, y ∈ E, x 1, y τ ,
where ρ : 0, ∞ → 0, ∞ is a function. In the other way, E is uniformly smooth if and only if lim τ → 0 ρ τ /τ 0.
4 q-uniformly smooth if there exists a constant c > 0 such that ρ τ ≤ cτ q for all τ > 0 where q is a fixed real number with 1 < q ≤ 2. see, for instance, 1, 4 .
We note that E is a uniformly smooth Banach space if and only if J q is single valued and uniformly continuous on any bounded subset of E. Examples of both uniformly convex and uniformly smooth Banach spaces are L p , where p > 1. More precisely, L p is min{p, 2}-uniformly smooth for any p > 1. Note also that no Banach space is q-uniformly smooth for q > 2 see 1, 5 for more details .
Let A : C → E be a nonlinear mapping. The mapping A is said to be 1 accretive if Ax − Ay, J x − y ≥ 0, ∀x, y ∈ C,
where A is an accretive operator of C into E. This problem is related to the fixed point problem for nonlinear mappings, the problem of finding a zero point of an accretive operator, and so on. For the problem of finding a zero point of an accretive operator by the proximal point algorithm, see Agarwal et al. 6 
If {λ n } and {α n } are chosen such that λ n ∈ a, α/K 2 for some a > 0 and α n ∈ b, c for some b, c with 0 < b < c < 1, then the sequence {x n } defined by the following manners: x 1 x ∈ C and
converges weakly to an element z of S C, A , where K is the 2-uniformly smoothness constant of E and Q C is a sunny nonexpansive retraction.
In 2011, Katchang and Kumam 15 presented an iterative algorithm for finding a common solution of fixed point problems and a general system of variational inequality problems for two accretive operators as shown in the following: for all n ≥ 0,
y n Q C x n − μBx n , x n 1 α n f x n β n x n γ n SQ C y n − λAy n .
1.12
They proved that the sequence {x n } generated by the above algorithm converges strongly to a point x Q F f x . Moreover, they apply their theorem to find zeros of accretive operators and the class of k-strictly pseudocontractive mappings. Recently, Petrot et al. 16 considered the problem so-called quasivariational inclusion problem, that is, determine an element u ∈ H such that 0 ∈ A u M u , 1.13 where A : H → H is a single-valued nonlinear mapping and M : H → 2 H is a multivalued mapping. The set of solutions of the above problem is denoted by VI H, A, M . Therefore, they presented a new iterative scheme for finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of variational inclusion problem with a multivalued maximal monotone mapping and an α-inverse-strongly monotone mapping by using the iterative sequence {x n } defined as follows:
1.14 and, under appropriated conditions, they proved the the sequence {x n } generated by 1.14 converges strongly to a point z 0 ∈ H, which is the unique solution in F S ∩ VI H, A, M to the following variational inequality:
Very recently, Qin et al. 17 introduced an iterative scheme for a general variational inequality VI and proved the strong convergence theorems of common solutions of two Journal of Applied Mathematics 5 variational inequalities in a uniformly convex and 2-uniformly smooth Banach space by using the following iterative sequence {x n }:
x n 1 α n u β n x n γ n y n , ∀n ≥ 0.
1.16
They proved that the sequence {x n } generated by the above algorithm converges strongly to a point q Q VI u, where Q VI is the unique sunny nonexpansive retraction from C onto VI. Motivated and inspired by the above recent works, in this paper, we introduce an iterative scheme for finding zeros of maximal accretive operators. Furthermore, we prove some strong convergence theorems and also propose applications for solving the convex feasibility problems. Our results improve and extend the corresponding results of Qin et al. 17 and Katchang and Kumam 15 , Petrot et al. 16 , and many others.
Preliminaries
Note that, if C and D are nonempty subsets of a Banach space E such that D is a subset of a closed convex subset C and Q : C → D. Then Q is said to be sunny if
whenever Qx t x − Qx ∈ C for any x ∈ C and t ≥ 0. A subset D of C is said to be a sunny nonexpansive retract of C if there exists a sunny nonexpansive retraction
If a mapping Q : C → C is a retraction, then Qz z for all z is in the range of Q see 4, 18 for more details .
The following result describes a characterization of sunny nonexpansive retractions on a smooth Banach space.
Proposition 2.1 see 19 . Let E be a smooth Banach space and let C be a nonempty subset of E.
Let Q : E → C be a retraction and let J be the normalized duality mapping on E. Then the following are equivalent:
1 Q is sunny and nonexpansive;
Proposition 2.2 see 20 . Let C be a nonempty closed convex subset of a uniformly convex and let uniformly smooth Banach space E and T be a nonexpansive mapping of C into itself with F T / ∅. Then the set F T is a sunny nonexpansive retract of C.
We need the following lemmas in order to prove our main results. 
Lemma 2.4 see 21 . Let {x n } and {y n } be bounded sequences in a Banach space E and {β n } be a sequence in 0, 1 with
Suppose that x n 1 1 − β n y n β n x n for all n ≥ 0 and
Then lim n → ∞ y n − x n 0.
Lemma 2.5 see 22 .
Assume that {a n } is a sequence of nonnegative real numbers such that a n 1 ≤ 1 − α n a n δ n , ∀n ≥ 0, 2.5
where {α n } is a sequence in 0, 1 and {δ n } is a sequence in R such that 
Proof. For any x, y ∈ C, it follows from Lemma 2.3 that 
Proof. Let ρ > 0 be fixed. Then we have
2.9
This completes the proof. 
Main Results
In this section, we prove strong convergence theorems for a λ-inverse-strongly accretive mapping A : C → E and a β-inverse-strongly accretive B : C → E in a real 2-uniformly smooth Banach space E. In order to prove our main results, we need the following lemma. 
Proof. Since J M 1 ,ρ 1 and J M 2 ,ρ 2 are nonexpansive, for any x, y ∈ C, it follows from Lemma 2.8 that
3.2
Therefore, G is nonexpansive. This completes the proof.
Next, we state the main result of this work. 
Theorem 3.2. Let E be a uniformly convex and 2-uniformly smooth Banach space which admits a weakly sequentially continuous duality mapping and C be a nonempty closed convex subset of E. Let A, B : C → E be λ-inverse-strongly accretive and β-inverse-strongly accretive, respectively, and K be the best smooth constant. Let f be a contraction of E into itself with coefficient
For arbitrary x 0 x ∈ C, define the iterative sequence {x n } as follows:
x n 1 α n f x n β n x n γ n y n ,
3.3
where the sequences {α n }, {β n }, and {γ n } in 0, 1 satisfy the following conditions:
C1 α n β n γ n 1; C2 lim n → ∞ α n 0 and ∞ n 0 α n ∞; C3 0 < lim inf n → ∞ β n ≤ lim sup n → ∞ β n < 1; C4 lim n → ∞ δ n δ ∈ 0, 1 .
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Then the sequence {x n } generated by 3.3 converges strongly to a point q Q Ω f q , where Q Ω is a sunny nonexpansive retraction on Ω.
Proof. First, we prove that J M 1 ,ρ 1 I − ρ 1 B and J M 2 ,ρ 2 I − ρ 2 A are nonexpansive mappings. Consider the following:
3.4
Thus, it follows that J M 1 ,ρ 1 I − ρ 1 B is nonexpansive and so is J M 2 ,ρ 2 I − ρ 2 A .
Step 1. We show that {x n } is bounded. For any p ∈ Ω, we have
3.5
It follows by induction that
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3.6
Thus the sequence {x n } is bounded and so is {y n }.
Step 2. We show that lim n → ∞ x n 1 − x n 0. Let u n J M 1 ,ρ 1 I − ρ 1 B x n and v n J M 2 ,ρ 2 I − ρ 2 A x n for each n ≥ 0. Then we have
3.7
and so
where M 1 ia an appropriate constant such that M 1 ≥ sup n≥0 { u n − v n }. Next, let z n x n 1 − β n x n / 1 − β n for all n ≥ 0. Then we have x n 1 1 − β n z n β n x n for all n ≥ 0. Now, we compute
Substituting 3.8 into 3.10 , we get
that is,
3.12
From the conditions C2 and C3 , it follows that lim sup
Thus, from Lemma 2.4, it follows that
From the definition of x n 1 in this step, we observe that x n 1 − x n 1 − β n z n − x n . Then we have
3.15
Step 3. We show that lim sup n → ∞ f −I q, J x n −q ≤ 0, where q Q Ω f q . Define a mapping G : C → C by Lemma 3.1 Then, it follows that G is a nonexpansive mapping such that
Consider the following:
3.17
From the condition C4 , we have
Next, we consider
Therefore, we have
From the conditions C2 , C3 , 3.15 , 3.18 , and the inequality above, we obtain
Thus, since Q Ω f q is a contraction, there exists a unique fixed point. We denote that q is the unique fixed point to the mapping Q Ω f q which means that q Q Ω f q . Since {x n } is bounded, there exists a subsequence {x n i } of {x n } such that x n i p, it follows from 3.21 that
Since G is nonexpansive, it follows from Lemma 2.7 that p Gp we obtain that p ∈ F G . By 3.22 , we have p ∈ Ω. Furthermore, with the reason that {x n } is bounded, we can choose the sequence {x n i } of {x n } which {x n i } p such that lim sup
Now, from 3.23 and Proposition 2.1 3 and the weakly sequential continuity of the duality mapping J, we have lim sup
3.24
From 3.15 , it follows that lim sup
Step 4. We show that {x n } converges strongly to a point q Q Ω f q . In fact, observe that
3.26
Thus it follows that
Therefore, from Condition C2 , 3.25 , and Lemma 2.5, we get x n − q → 0 as n → ∞. This completes the proof. 
For arbitrary x 0 x ∈ C, define the iterative sequence {x n } by
x n 1 α n u β n x n γ n y n , ∀n ≥ 0,
3.28
C1 α n β n γ n 1; C2 lim n → ∞ α n 0 and
Then the sequence {x n } generated by 3.28 converges strongly to a point q Q Ω f q , where Q Ω is a sunny nonexpansive retraction on Ω.
Proof. Take f x n u for all n ≥ 1 for any fixed u ∈ C in 3.3 . Then, by Theorem 3.2, we can conclude the desired conclusion easily.
Applications

Application to Convex Feasibility Problems
In this part, we consider the following convex feasibility problem CFP : find x ∈ ∩ N j 1 C j , where j ∈ {1, 2, . . . , N} and C j denotes the set of zeros of a maximal accretive operator.
The following result can be obtained from Theorem 3.2. 
where G is a mapping defined by Lemma 3.1. Let ρ i be any positive real numbers such that
x n 1 α n f x n β n x n γ n y n , ∀n ≥ 0,
4.1
C1 α n β n γ n 1 and
Then the sequence {x n } generated by 4.1 converges strongly to a point q Q Ω , where Q Ω is a sunny nonexpansive retraction on Ω.
Application to Hilbert Spaces
Assume that H is a real Hilbert space with inner product ·, · and norm · . 
4.6
Thus the conclusion can be obtained from Theorem 3.2 immediately.
