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Résumé
Le test logiciel permet d’augmenter la confiance que
l’on porte à un programme ou un système. Dans ce
contexte, il s’agit d’exécuter le programme avec un cer-
tain nombre d’entrées dans le but de couvrir des objec-
tifs de test, comme celui qui consiste à atteindre toutes
les instructions du programme au moins une fois du-
rant la phase de test. Idéalement, on souhaite géné-
rer ces entrées de manière automatique mais ce pro-
blème est indécidable dans le cas général. Dans notre
travail, nous avons développé une méthode (incomplète)
pour ce problème qui s’appuie sur une vision relation-
nelle du programme. Cet article présente des opérateurs
à contraintes servant à modéliser les instructions du by-
tecode Java sous la forme d’une relation entre deux états
de la mémoire : l’état de la mémoire avant l’instruction
et l’état de la mémoire après l’instruction. Les opéra-
teurs expriment des liens entre des états du tas, celui-ci
est vu comme une fonction définie sur une partie des
entiers naturels. Les algorithmes de filtrage de ces opé-
rateurs permettent des déductions fortes que nous illus-
trons sur un exemple complexe. Ce modèle est, à notre
connaissance, le premier modèle à contraintes proposé
pour tester le bytecode Java.
1 Introduction
Dans le contexte du test logiciel, il est utile de
pouvoir trouver automatiquement des valeurs pour les
paramètres d’une méthode permettant de satisfaire un
objectif tel qu’atteindre une instruction particulière
du programme ou encore obtenir certaines valeurs en
sortie de méthode [2, 7]. L’usage de la programmation
par contraintes fut introduite il y a quinze ans, dans
le cadre du test par mutation [8]. Depuis, le test
à base de contraintes s’est développé, et plusieurs
générateurs automatiques de cas de test implémentent
cette approche [2, 13, 12]. Le principe est d’extraire du
code source un système de contraintes, et d’exploiter
la propagation de contraintes et le backtracking pour
trouver des données de test qui couvrent un élément
sélectionné (chemin, instruction, branche) du code. Si
le système de contraintes est montré insatisfiable, alors
l’élément sélectionné ne peut pas être exécuté. Nous
nous intéressons à la modélisation par contraintes de
programmes en bytecode Java et non pas en code
source Java. En effet, si un programme est réutilisé,
ou réalisé par un sous-traitant, son code source n’est
pas nécessairement disponible. Dans le cadre des
systèmes critiques, il est souhaitable d’avoir exécuté
toutes les instructions du programme au moins une
fois, y compris pour le code sous-traité ou réutilisé.
De plus, pour tester un programme qui fait appel à
des librairies dont le code source n’est pas disponible,
il est profitable de pouvoir également modéliser le
code de ces librairies.
Dans le modèle proposé, une instruction bytecode est
exprimée sous la forme d’une relation qui lie deux
états de la mémoire. Un état de la mémoire est défini
par la quantité de mémoire allouée et par la valeur
contenue dans chacune des zones de mémoire allouées.
Le tas est la zone de la mémoire destinée à stocker
les objets alloués dynamiquement. Des opérateurs
portant sur des fonctions ont été conçus pour exprimer
les relations entre deux états du tas. Ces opérateurs
permettent l’ajout d’un élément dans le tas, l’accès à
une valeur stockée dans le tas et la mise à jour d’une
valeur du tas. Les fonctions peuvent être modélisées
par un ensemble de couples (antécédent,image), les
opérateurs portant sur les fonctions sont en cela
proches des opérateurs ensemblistes (∈, ⊆, ∪, etc.).
Ces ensembles de couples sont cependant particuliers,
car ce ne sont pas les couples qui doivent être distincts
entre eux mais seulement les antécédents. De plus,
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la cardinalité des ensembles est une variable. Les
solveurs ensemblistes existants ne traitent pas, à
notre connaissance, de tels ensembles. C’est pourquoi,
nous nous sommes attachés à proposer un modèle
relationnel du bytecode sous forme d’opérateurs à
contraintes spécifiques. La définition de ce modèle
constitue la principale contribution de ce papier.
Cet article est structuré de la manière suivante : la
section 2 donne les notations, le type de programmes
traités, et décrit les étapes de l’exécution d’un pro-
gramme en bytecode Java ; la section 3 illustre com-
ment un programme en bytecode Java peut être modé-
lisé par des contraintes ; la section 4 expose le problème
de la détermination de la forme de la mémoire ; la sec-
tion 5 définit le domaine des variables sous contraintes
représentant des fonctions, elle donne aussi les algo-
rithmes de filtrage des trois opérateurs proposés ; la
section 6 présente les travaux connexes.
2 Contexte
2.1 Notations
Dans cet article, nous utilisons des notations sur les
séquences et sur les fonctions. Une séquence vide est
notée ǫ, l’ajout d’un élément v en tête d’une séquence
s est noté v.s. L’accès à l’élément d’index n d’une
séquence est notée s[n]. Les index de séquence com-
mencent à 0. Une fonction h est décrite en extension
par l’ensemble des couples (x, h(x)). La mise à jour de
l’image associée à l’antécédent x est notée h[x 7→ v]
où v est la nouvelle valeur associée. Les noms des va-
riables de notre modèle débutent par une majuscule.
Les variables désignant des entiers et des références
sont indicées respectivement par i et r. Les valeurs in-
connues sont notées . dom(V ) désigne le domaine de
la variable V .
2.2 Cadre de l’article
Nous nous concentrons dans cet article sur les ins-
tructions du bytecode Java d’accès et de mise à jour
de la mémoire, en particulier pour la gestion dyna-
mique de la mémoire. Les instructions avec transfert de
contrôle sont pour l’instant laissées de côté : bien que
les constructions conditionnelles et les boucles soient
déjà traitées dans le contexte du langage C [2], ce
traitement devra être adapté au bytecode qui est de-
structuré. Le mécanisme d’appel de méthode n’est pas
décrit : seules les zones de la mémoire utilisées pour
l’exécution de la méthode à laquelle appartient le bloc
d’instructions considéré sont prises en compte. Le mul-
tithreading n’est pas supporté par notre modèle car
nous faisons l’hypothèse que les données manipulées
par le programme ne sont pas modifiées par d’autres
threads. Les variables flottantes sont laissées de côté
pour l’instant, leur cas pourrait être traité en utilisant
la méthode décrite dans [5]. Le ramasse miettes désal-
loue les zones de la mémoire auxquelles le programme
n’accède plus. Il n’est pas modélisé car son activation
n’affecte pas le résultat de l’analyse sauf en présence
de méthodes finalize. Le cas où des erreurs ou des
exceptions seraient levées n’est pas étudié : nous mo-
délisons une sémantique du bytecode sans erreurs et
sans exceptions.
2.3 Description du fonctionnement de la JVM
Le bytecode Java est la représentation compilée des
programmes Java. La machine virtuelle Java (JVM)
interprète le bytecode. La description et la modélisa-
tion des instructions se basent sur la spécification des
instructions donnée par Sun [11]. Le lecteur familier du
bytecode Java peut sans problème passer à la section
3.
2.3.1 Zones de stockage des données dans l’envi-
ronnement de la JVM.
L’exécution d’un programme en bytecode par la
JVM se fait dans un environnement. Cet environne-
ment comprend notamment des zones de la mémoire
pour stocker les données lors de l’exécution du pro-
gramme. Les types de données manipulées par la JVM
sont les entiers, les flottants, et les références. Dans
cet article, les références sont des adresses de la mé-
moire où sont stockés les objets. L’environnement com-
prend pour chaque méthode des registres1 et une pile
d’opérandes. Le nombre de registres est fixe et connu,
de même que la taille maximale de la pile d’opérandes.
Les registres stockent la référence de l’objet sur la-
quelle s’applique la méthode (this) si la méthode n’est
pas statique, les paramètres de la méthode et les va-
riables locales à la méthode. Les objets, alloués dyna-
miquement (instruction Java new), sont stockés dans le
tas. Le tas est une zone de la mémoire partagée entre
toutes les méthodes. Les accès à ces objets du tas se
font via des références. Dans cet article, on appelle état
de la mémoire l’état des registres (les valeurs stockées),
de la pile (la taille de la pile et les valeurs empilées) et
du tas (la forme du tas et les valeurs stockées).
2.3.2 Effet de l’exécution des instructions sur la
mémoire.
Quand les instructions bytecode sont exécutées par
la JVM, l’état de la mémoire se modifie. Ce change-
ment d’état de la mémoire au cours d’une exécution
1variables locales dans la spécification Sun
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est illustré sur un exemple. Le code du listing 1 est
celui d’une classe Coord représentant les coordonnées
cartésiennes d’un point : x et y. La méthode depla-
ceY permet de créer de nouvelles coordonnées pour
exprimer un déplacement caractérisé par un temps
écoulé, donné par un objet de type Chrono, et une
vitesse entière. Le résultat de la compilation de cette
méthode en bytecode Java est donné sous une forme
lisible (après désassemblage par la commande javap
du JDK) sur le listing 2.
public class Coord {
int x,y;
public Coord(int cx, int cy){x=cx; y=cy;}
public Coord deplaceY(Chrono chrono,int vitesse){
int ytemp=y+chrono.temps∗vitesse;
chrono.temps=0;
return new Coord(x,ytemp);}
}
public class Chrono {
public int temps;
...
}
Listing 1 – code Java de la classe Coord qui modélise
des coordonnées
public Coord deplaceY(Chrono, int) ;
Code :
Stack=4, Locals=4, Args size=3
0 : aload_0 //empile le contenu du registre 0
1 : getfield #3//remplace le sommet de pile
par la valeur de l’attribut y
4 : aload_1 //empile le contenu du registre 1
5 : getfield #4//remplace le sommet de pile par
la valeur de l’attribut temps
8 : iload_2 //empile le contenu du registre 2
9 : imul //multiplie les deux éléments de sommet
de pile et les remplace par le résultat
10 : iadd //additionne les deux éléments de sommet
de pile et les remplace par le résultat
11 : istore_3 //stocke le sommet de pile dans
le registre 3
12 : aload_1 //empile le contenu du registre 1
13 : iconst_0 //empile la constante 0
14 : putfield #4//modifie la valeur de l’attribut temps
17 : new #5 ; //réserve de la place en mémoire
pour un objet de type Coord
20 : dup //duplique le sommet de pile
21 : aload_0 //empile le contenu du registre 0
22 : getfield #2//remplace le sommet de pile par
la valeur de l’attribut x
25 : iload_3 //empile le contenu du registre 3
26 : invokespecial #6 ;//invoque le constructeur
29 : areturn //retourne le sommet de pile
Listing 2 – bytecode Java de la méthode deplaceY
L’état de la mémoire en entrée d’une méthode donne
la valeur des paramètres lors de l’appel de cette mé-
thode. Les états de la mémoire en deux points de pro-
gramme consécutifs sont liés par l’instruction séparant
ces points de programme. Nous allons décrire l’état de
la mémoire en chaque point de programme au cours
d’une exécution. Dans cette description, les registres
f sont vus comme une séquence. La pile d’opérandes
s est également vue comme une séquence, dont le pre-
mier élément donne le sommet de pile. Le tas est vu
comme une fonction h qui associe aux adresses mé-
moires des zones allouées la valeur qui y est stockée.
Dans notre description un objet est stocké sur autant
de zones mémoire consécutives qu’il possède d’attri-
buts. Si un objet est stocké à l’adresse a, son nième
attribut est à l’adresse a+n-1. Pour une classe, notre
représentation associe à chaque attribut un numéro
unique qui caractérise sa position relative dans la mé-
moire. Pour la classe Coord, on associe l’index 0 à
l’attribut x et l’index 1 à l’attribut y. Pour la classe
Chrono, on associe l’index 0 à l’attribut temps. Dans
cette description, une valeur est stockée sur une seule
zone de la mémoire quelle que soit sa taille. L’état de
la mémoire avant une instruction numérotée j de la
méthode deplaceY sera notée mj = (f, s, h).
Au début de l’exécution de la méthode deplaceY,
les registres contiennent quatre valeurs : f [0] donne
l’adresse du tas où est stocké this, f [1] donne l’adresse
du tas où est stocké l’objet chrono, f [2] donne la va-
leur du paramètre vitesse et f [3] donne la valeur de
la variable ytemp locale à la fonction. La pile est vide.
Le tas comprend deux objets : l’objet référencé par
this dont les valeurs des attributs x et y sont sto-
ckés respectivement aux adresses données par f [0] et
f [0]+ 1, et l’objet référencé par chrono dont la valeur
de l’attribut temps est stockée à l’adresse donnée par
f [1].Voici l’évolution de l’état de la mémoire au cours
de l’exécution de cette méthode :
Etape1
m0 = (f [0].f [1].f [2].f [3], ǫ, h)
m1 = (f [0].f [1].f [2].f [3], f [0], h)
m4 = (f [0].f [1].f [2].f [3], h(f [0] + 1), h)
m5 = (f [0].f [1].f [2].f [3], f [1].h(f [0] + 1), h)
m8 = (f [0].f [1].f [2].f [3], h(f [1] + 0).h(f [0] + 1), h)
m9 = (f [0].f [1].f [2].f [3], f [2].h(f [1] + 0).h(f [0] + 1), h)
m10 =(f [0].f [1].f [2].f [3], f [2] ∗ h(f [1] + 0).h(f [0] + 1), h)
m11 =(f [0].f [1].f [2].f [3], exp, h)
avec exp = f [2] ∗ h(f [1] + 0) + h(f [0] + 1)
m12 =(f [0].f [1].f [2].exp, ǫ, h)
Etape 2
m13 =(f [0].f [1].f [2].exp, f [1], h)
m14 =(f [0].f [1].f [2].exp, 0.f [1], h)
m17 =(f [0].f [1].f [2].exp, ǫ, h[f [1] + 0 7→ 0])
Etape 3
m20 =(f [0].f [1].f [2].exp, a,
h[f [1] + 0 7→ 0, a 7→ , a + 1 7→ ])
m21 =(f [0].f [1].f [2].exp, a.a,
h[f [1] + 0 7→ 0, a 7→ , a + 1 7→ ])
m22 =(f [0].f [1].f [2].exp, f [0].a.a,
h[f [1] + 0 7→ 0, a 7→ , a + 1 7→ ])
m25 =(f [0].f [1].f [2].exp, h(f [0] + 0).a.a,
h[f [1] + 0 7→ 0, a 7→ , a + 1 7→ ])
m26 =(f [0].f [1].f [2].exp, exp.h(f [0] + 0).a.a,
h[f [1] + 0 7→ 0, a 7→ , a + 1 7→ ])
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m29 =(f [0].f [1].f [2].exp, a,
h[f [1] + 0 7→ 0, a 7→ exp, a + 1 7→ h(f [0] + 0)])
On distingue 3 étapes dans l’exécution : le calcul de la
valeur affectée à ytemp, la mise à 0 du champ temps de
l’objet référencé par chrono et la création du nouvel
objet de type Coord.
Etape 1. L’instruction 0 charge sur la pile l’adresse
this, stockée dans le premier registre f[0]. L’instruc-
tion 1 remplace le sommet de pile par la valeur du
champ y de l’objet référencé par this. L’instruction
4 charge l’adresse de chrono sur la pile. L’instruction
5 remplace le sommet de pile par la valeur du champ
temps de l’objet référencé par chrono. L’instruction
8 charge depuis le registre 2 le paramètre vitesse
sur la pile. L’instruction 9 remplace les deux éléments
en sommet de pile par le résultat de leur multipli-
cation. L’instruction 10 procède de manière similaire
avec l’addition. A cette étape, la valeur en sommet de
pile vaut y+chrono.temps*vitesse, valeur notée exp.
L’instruction 11 stocke cette valeur dans ytemp.
Etape 2. L’instruction 12 charge sur la pile l’adresse
de chrono, et l’instruction 13 empile la constante 0.
L’instruction 14 stocke la valeur du sommet de pile
dans l’attribut temps de l’objet référencé par chrono.
Etape 3. Par l’instruction 17, une zone est réservée
dans le tas pour stocker un nouvel objet de type Coord,
et l’adresse à laquelle sera stocké l’objet est empilée.
Ici, l’adresse vaut a et deux zones sont réservées dans
le tas pour stocker l’objet : l’une à l’adresse a pour
stocker le premier attribut (x) et l’autre à l’adresse
a + 1 pour stocker le deuxième attribut (y). Aucune
valeur n’est donnée à ces nouveaux attributs. L’ins-
truction 20 duplique le sommet de pile. L’instruction
21 charge l’adresse de this et l’instruction 22 rem-
place cette adresse par la valeur de l’attribut x de
l’objet référencé par this. L’instruction 25 charge la
valeur de la variable locale 3 (ytemp). L’instruction
26 appelle le constructeur qui initialise les valeurs des
attributs de l’objet Coord nouvellement créé. Ce mé-
canisme d’appel de méthode n’est pas détaillé, seul son
effet est montré : le sommet de pile (ytemp) est associé
à l’adresse du deuxième attribut, et this.x, lui aussi
dans la pile, est associé à l’adresse du premier attribut.
En sortie de méthode, l’instruction 29 enlève l’adresse
a du sommet de pile, et la retourne comme résultat de
la méthode. Cette adresse est celle de l’objet nouvel-
lement créé.
2.3.3 Instructions bytecode traitées
Les instructions bytecode traitées dans le cadre de
cet article sont listées ci-dessous. La première lettre
de certaines des instructions indique le type de valeurs
manipulées par l’instruction : i pour int, l pour long,
a pour référence.
– iconst_〈c〉, lconst_〈c〉, aconst_null pour char-
ger la constante c ou null sur la pile.
– iload_〈n〉, lload_〈n〉, aload_〈n〉 pour charger la
valeur stockée dans le nième registre sur la pile.
– istore_〈n〉, lstore_〈n〉, astore_〈n〉 pour sto-
cker la valeur de sommet de pile dans le nième
registre.
– dup pour dupliquer le sommet de pile.
– Tadd, Tsub, Tmul, Tdiv, Trem où T vaut i ou l,
qui appliquent une opération binaire sur les deux
éléments en sommet de pile.
– new #c qui crée un nouvel objet. #c donne la
classe de l’objet.
– getfield #v qui accède à un attribut de l’objet
référencé par la valeur en sommet de pile. #v in-
dique à quel attribut on accède. La référence en
sommet de pile est dépilée, l’attribut est empilé.
– putfield #v qui stocke la valeur de sommet de
pile dans un attribut de l’objet référencé par la
deuxième valeur dans la pile. #v indique quel at-
tribut est mis à jour.
– invokespecial #m pour appeler une méthode
particulière (dans notre cadre un constructeur)
avec pour paramètres les valeurs en sommet de
pile. #m donne la méthode à invoquer.
3 Modèle à contraintes de la JVM
3.1 Intérêt du modèle
Le but de notre modélisation pour le bytecode Java
est de pouvoir générer des tests face à des objectifs de
test. Un problème qui se pose en test est le suivant : si
l’on veut satisfaire des hypothèses portant sur la valeur
de retour et sur la valeur des paramètres à la fin de
l’exécution de la méthode, avec quels paramètres ap-
peler la méthode pour satisfaire ces hypothèses ? Au-
trement dit, quel est le lien qui existe entre l’état de
la mémoire en sortie de méthode et l’état de la mé-
moire en entrée de méthode (l’état de la mémoire en
entrée donnant la valeur des paramètres). Ainsi, sur
le programme Java du listing 1, on peut se demander
quelle valeur donner aux paramètres chrono et vi-
tesse pour obtenir une coordonnée y qui dépasse une
ordonnée fixée. On pourrait se poser la même question
sous l’hypothèse que la vitesse est inférieure à une va-
leur fixée. Un autre objectif de test est celui de couvrir
toutes les branches d’une méthode. L’un des problèmes
rencontrés est la détermination de valeurs pour les pa-
ramètres en entrée de méthode tels qu’une instruction
conditionnelle soit vraie. C’est à dire qu’il faut déter-
miner un état de la mémoire en entrée de méthode tel
que l’état de la mémoire avant l’instruction condition-
nelle rende cette instruction conditionnelle vraie. Ce
cas n’est pas traité dans l’article, car, comme précisé
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dans le cadre du papier, on ne prend pas pour l’ins-
tant en compte les instructions conditionnelles. Mais
l’objectif de notre modélisation est aussi de pouvoir
répondre à terme à ce genre d’objectif.
Pour répondre à ces objectifs, l’effet de l’exécution de
chaque instruction bytecode est exprimé sous la forme
d’une relation entre deux états de la mémoire : l’état
de la mémoire avant l’exécution de l’instruction et
l’état de la mémoire après l’exécution de l’instruction.
Ces relations modélisant les instructions, ainsi que des
contraintes représentant l’objectif de test à atteindre,
permettent d’obtenir un système à contraintes. Une so-
lution de ce système à contraintes est un état mémoire
en entrée satisfaisant l’objectif de test.
3.2 Modèle proposé
Pour modéliser les instructions, il faut d’abord mo-
déliser les données manipulées par la JVM et les zones
de stockage de ces données. Les variables entières ma-
nipulées par le programme sont des variables entières
à domaine fini dans notre modèle. Leur domaine ini-
tial dépend du type de l’entier (int, long,. . .) dans
le programme. Les références manipulées par le pro-
gramme sont représentées dans notre modèle par des
variables dont le domaine peut être considéré comme
un ensemble d’adresses qui désignent des zones mé-
moires du tas vers lesquelles la référence peut pointer.
Les zones de stockage des données sont les registres,
la pile d’opérandes et le tas. Les registres et la pile
sont représentés par des séquences de variables. Le tas
est représenté par une variable qui modélise une fonc-
tion dont le domaine de définition est une partie de
IN. Cette fonction associe à chaque adresse (représen-
tée par un entier) la valeur qui lui est associée dans le
tas. Le domaine de cette variable sera détaillé dans la
suite ainsi que des opérateurs portant sur ce type de
variables.
Soit Mj = (Fj , Sj ,Hj) l’état de la mémoire avant l’ins-
truction j, avec Fj les registres, Sj la pile d’opérandes
et Hj le tas. En modélisant les instructions de la mé-
thode deplaceY du listing 2, on obtient le système à
contraintes suivant (là encore, par souci de simplicité,
l’appel au constructeur n’est pas détaillé, son effet est
directement pris en considération) :
{M0 = (F, ǫ, H), F = Thisr.Chronor.V iti.Y tempi
M1 = (F, Thisr, H),
M4 = (F, Yi, H), Thisr 6= null, Thisyr = Thisr + 1,
(Thisyr, Yi) ∈ H,
M5 = (F, Chronor.Yi, H),
M8 = (F, Tempsi.Yi, H), Chronor 6= null,
(Chronor, T empsi) ∈ H,
M9 = (F, V iti.T empsi.Yi, H),
M10 = (F, Muli.Yi, H), Muli = V iti ∗ Tempsi,
M11 = (F, Addi, H), Addi = Muli + Yi,
M12 = (F2, ǫ, H), F2 = Thisr.Chronor.V iti.Addi,
M13 = (F2, Chronor, H),
M14 = (F2, 0.Chronor, H),
M17 = (F2, ǫ, H1), Chronor 6= null, H1 = H [Chronor 7→ 0],
M20 = (F2, Ar, H3), Ar 6= null, H2 = H1 ⊔ {(Ar, )},
A1r = Ar + 1, H3 = H2 ⊔ {(A1r, )},
M21 = (F2, Ar.Ar, H3),
M22 = (F2, Thisr.Ar.Ar, H3),
M25 = (F2, Xi.Ar.Ar, H3), Thisr 6= null, (Thisr, Xi) ∈ H3,
M26 = (F2, Addi.Xi.Ar.Ar, H3),
M29 = (F2, Ar, H5), H4 = H3 [Ar 7→ Xi], A2r = Ar + 1,
H5 = H4 [A2r 7→ Addi]}
Les trois principales instructions de manipulation des
objets dans le tas sont getfield, putfield et new,
et se traduisent par des opérateurs d’accès, de mise à
jour et d’ajout.
getfield. Si l’instruction j est getfield #v, où #v
désigne un champ d’index n, on pose les contraintes
suivantes qui lient Mj et Mj+1 :
{Mj = (F, Refr.S, H), Mj+1 = (F, V al.S, H), Refr 6= null,
RefFieldr = Refr + n, (RefFieldr, V al) ∈ H}
La contrainte (RefFieldr, V al) ∈ H, avec ∈ l’opé-
rateur d’accès, indique qu’à l’adresse référencée par
RefFieldr du tas modélisé par H (H représente une
fonction) est associée la valeur V al.
putfield. Si l’instruction j est putfield #v, où #v
désigne un champ d’index n, on pose les contraintes
suivantes qui lient Mj et Mj+1 :
{Mj = (F, V al.Refr.S, H), Mj+1 = (F, S, H1), Refr 6= null,
RefFieldr = Refr + n, H1 = H [RefFieldr 7→ V al]}
La contrainte H1 = H [RefFieldr 7→ V al], avec
H[A 7→ B] l’opérateur de mise à jour, indique que le
tas modélisé par H1 est le même que le tas modélisé
par H hormis que la valeur stockée à l’adresse référen-
cée par RefFieldr a été mise à jour par V al.
new. Si l’instruction j est new #c, instruction qui ré-
serve de la place pour stocker un objet d’une classe
donnée par #c, on pose plusieurs contraintes. Chacune
d’entre elles utilise l’opérateur d’ajout ⊔ pour réserver
de la place pour un attribut. Les adresses des zones
réservées en mémoire pour stocker les attributs sont
contiguës. La contrainte H2 = H1 ⊔ {(Ar, )} indique
que le tas modélisé par H2 est le même que le tas
modélisé par H1 avec une zone de mémoire en plus à
l’adresse référencée par Ar. Ici, la valeur stockée est
inconnue.
Ces trois opérateurs à contraintes pour manipuler le
tas prennent donc en paramètres notamment des va-
riables modélisant des fonctions et des variables mo-
délisant des références.
4 Problème de la détermination de la
forme de la mémoire
La forme de la mémoire en entrée d’une méthode
n’est pas toujours connue : la quantité de mémoire
allouée pour stocker les paramètres peut ne pas être
déterminée. Prenons le cas d’une classe Maillon per-
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mettant de décrire une liste châınée grâce à deux attri-
buts : un attribut valeur de type entier et un attribut
suivant de type Maillon. Si l’on veut modéliser par
contraintes le comportement d’une méthode prenant
en paramètre un Maillon m, on ne veut pas faire d’hy-
pothèses sur la valeur de m. Ainsi, on ne sait pas si
le champ suivant de m vaut null, ou s’il référence un
autre maillon dont la valeur est elle aussi indéterminée.
Dans notre modélisation, la valeur du Maillon m passé
en paramètre est stockée dans le tas, et l’attribut sui-
vant de m est représenté par une variable référence Nr.
Comme aucune information sur sa valeur n’est dispo-
nible, on notera dom(Nr) = all ce qui signifie que Nr
peut référencer n’importe quelle zone de la mémoire
ou valoir null. Comme le nombre d’éléments en mé-
moire est inconnu, la mémoire en entrée de méthode
est dite non close. Des éléments sont en effet suscep-
tibles d’être ajoutés en mémoire selon l’hypothèse qui
sera faite sur la valeur de m.suivant lors de la phase
d’énumération. Un autre cas où la mémoire peut être
non close est celui d’une boucle contenant une alloca-
tion dynamique. Si aucune déduction n’est possible sur
le nombre de fois que la boucle est dépliée, au point
de programme suivant la boucle le nombre d’objets al-
loués en mémoire est inconnu : la mémoire n’est pas
close. Le domaine d’une variable référence vaut donc
soit all, soit un ensemble énuméré comportant la valeur
null et/ou des entiers (l’ensemble des adresses pouvant
être référencées).
De plus, des contraintes du type Nr 6= a sont ajoutées
au système, indiquant que la variable référence Nr ne
peut pas référencer l’adresse a. Deux cas sont à distin-
guer. Soit le domaine de Nr vaut all, en ce cas Nr peut
valoir n’importe quelle adresse mais pas les adresses a
figurant dans de telles contraintes. Soit le domaine de
Nr est énuméré et les adresses a figurant dans ce type
de contraintes sont enlevées du domaine. De même, on
peut exprimer qu’une référence doit être non nulle par
la contrainte Nr 6= null. Le domaine d’une référence
ne peut que rétrécir au cours de la propagation : le
domaine all est le domaine le plus grand possible, les
domaines énumérés sont d’autant plus grand que leur
cardinal est grand.
5 Modélisation du tas : définition de rela-
tions entre des fonctions
5.1 Opérateurs nécessaires
Les états du tas sont représentés comme des fonc-
tions ayant pour domaine une partie de IN et pour
codomaine une union d’ensembles (entiers, réels, sym-
boles...). Une fonction f sera représentée en extension.
L’objectif est de fournir des contraintes exprimant des
relations entre deux fonctions. Les fonctions sont donc
des variables du problème à résoudre. Trois opérateurs
nous intéressent :
– l’ajout : F1 = F2 ⊔ {(Antecedentr, Image)} ,
– l’accès : (Antecedentr, Image) ∈ F ,
– la mise à jour : F2 = F1 [Antecedentr 7→ Image],
avec F , F1 et F2 des variables modélisant des
fonctions, Antecedentr une variable modélisant une
référence et Image une variable typée. Ces opérateurs
permettent de restreindre le domaine des états de la
mémoire par propagation.
Illustration Soit F1 une variable modélisant une
fonction. La notation F1 = {(1, A), (2, B), ...} indique
que la fonction représentée par F1 est définie au moins
sur {1, 2}, et potentiellement sur un domaine plus
grand ce qui est signifié par les points de suspension.
L’image de 1 par cette fonction prend sa valeur dans
le domaine de la variable A, l’image de 2 dans le do-
maine de la variable B. Soit F1 = {(1, A), (2, B), ...},
F2 = {(2, U), (3, 6)}, dom(A) = 0..2, dom(B) = 1..4,
dom(U) = 3..6. En posant la contrainte F1 = F2 ⊔
{(1, V al)}, avec dom(V al) = 0..1, on veut obtenir
les déductions suivantes : F1 = {(1, A), (2, B), (3, 6)},
F2 = {(2, U), (3, 6)}, A = V al, d’où dom(A) =
dom(V al) = 0..1 et B = U d’où dom(B) = dom(U) =
3..4. Le domaine de F1 après déductions comporte
4 valeurs : {(1, 0), (2, 3), (3, 6)}, {(1, 0), (2, 4), (3, 6)},
{(1, 1), (2, 3), (3, 6)} et {(1, 1), (2, 4), (3, 6)}.
5.2 Des variables modélisant des fonctions
Domaine d’une variable modélisant une fonc-
tion. Le domaine d’une variable F modélisant une
fonction est défini par deux éléments : un ensemble
de couples et un statut.
1. L’ensemble de couples, noté EF , contient les
couples obligatoirement présents dans la fonction.
Dans ces couples de la forme (antécédent,image),
les antécédents sont des constantes entières posi-
tives, les images sont des variables typées à do-
maine fini.
2. Le statut est un symbole qui vaut soit non clos,
soit clos. Si le statut vaut non clos, aux couples de
EF sont susceptibles de s’ajouter d’autres couples.
Si le statut vaut clos, aucun couple ne peut s’ajou-
ter à ceux de EF .
Les couples (antécédent,image) contenus dans EF ont
des antécédents tous distincts. Au cours du processus
de résolution du système de contraintes, l’ensemble de
couples EF ne peut qu’être enrichi, réduisant ainsi le
nombre de valeurs possibles pour la fonction.
Un statut non clos pour une variable représentant une
fonction est à mettre en relation avec la présence de
points de suspension dans les notations précédentes, et
à la notion de mémoire non close décrite dans la section
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4. Lorsque le statut associé à une variable représentant
une fonction vaut clos, le domaine de définition de la
fonction est intégralement connu et EF ne peut plus
être enrichi. Par contre il est possible que certains élé-
ments du codomaine soient encore variables. Au cours
du processus de résolution du système de contraintes,
le statut ne peut que passer de non clos à clos.
Instanciation d’une variable modélisant une
fonction. Une variable sous contrainte représentant
une fonction est instanciée quand le statut associé à
la variable vaut clos, et qu’à chaque élément du do-
maine de la fonction est associée par cette fonction une
constante (le codomaine est intégralement connu).
5.3 Description des opérateurs
Pour chaque opérateur, les déductions opérées par
le filtrage sont décrites sous forme de règles numéro-
tées. Les algorithmes de filtrage sont fournis, les nu-
méros figurant sur ces algorithmes font référence aux
numéros de règles. Le filtrage opère en réduisant les
domaines des variables sur lesquelles portent l’opéra-
teur ou en ajoutant des contraintes dans le système
de contraintes. Au cours de ce filtrage, si le domaine
d’un entier ou d’une référence devient vide l’opérateur
échoue. Il en va de même si l’ensemble de couples EF
d’une variable représentant une fonction F est enrichi
alors que le statut de la fonction est clos.
5.3.1 Ajout
Soit la contrainte F ′ = F⊔{(Refr, V al)} qui signifie
que F ′ décrit la même fonction que F avec le couple
(Refr, V al) en plus. Si cette contrainte figure dans le
système de contraintes, il faut aussi que la variable
référence Refr ne vaille pas null. L’algorithme de fil-
trage de l’opérateur d’ajout (algorithme 1) procède de
la manière suivante.
1. Tous les éléments du domaine de définition de F
doivent être dans le domaine de définition de F ′.
2. Tous les éléments du domaine de définition de F ′
qui ne font pas partie du domaine de Refr doivent
être dans domaine de définition de F.
3. Tout élément qui est à la fois dans le domaine
de définition de F et dans celui de F ′ a la même
image par F et F ′.
4. Tout élément appartenant au domaine de défini-
tion de F doit être retiré du domaine de Refr
5. Pour tout élément a du domaine de Refr tel qu’il
existe (a, I ′) dans F ′, si la contrainte V al = I ′ n’a
pas de solution a doit être retiré du domaine de
Refr. En effet, si Refr = a, il faut que V al = I
′.
Donc Refr = a est faux et a est retiré du domaine
de Refr.
6. Si Refr est instancié et vaut a, a doit être ajouté
Algorithme 1 : Algorithme de filtrage de l’opéra-
teur d’ajout
soient :
F ′ = F ⊔ {(Refr, V al)} la contrainte à traiter
C le reste du système de contraintes
début
pour chaque (a, I′) ∈ EF ′ faire
si a ∈ dom(Refr) alors
si dom(I′) ∩ dom(V al) = ∅ alors
C ←− C ∪ (Refr 6= a) (5)
si (a, I) ∈ EF alors
C ←− C ∪ (I = I′) (3)
si a /∈ (dom(EF ) ∪ dom(Refr)) alors
EF ←− EF ∪ (a, I
′) (2,3)
pour chaque (a, I) ∈ EF faire
si a ∈ dom(Refr) alors
C ←− C ∪ (Refr 6= a) (4)
si a /∈ dom(EF ′ ) alors
EF ′ ←− EF ′ ∪ (a, I) (1,3)
si statutF ′ = clos alors
dom(Refr)←− dom(Refr) ∩ dom(EF ′ ) (7)
si ground(Refr) alors
si Refr /∈ dom(E
′
F ) alors
EF ′ ←− EF ′ ∪ (Refr, V al)(6)
sinon
soit(Refr, I
′) ∈ E′F : C ←− C ∪ (I
′ = V al)(6)
si statutF = clos ou statutF ′ = clos alors
statutF ←− clos;
statutF ′ ←− clos (8)
fin
au domaine de définition de F ′ s’il n’y est pas, et
V al et l’image de a par F ′ sont égaux.
7. Si le statut de F ′ est clos, le domaine de Refr est
inclus dans le domaine de définition de F ′.
8. Si le statut de F ′ ou celui de F est clos, et que
Refr est instancié, alors les statuts de F et F
′
sont tous les deux clos. En effet, si le statut de F
ou de F ′ est clos, l’un des deux domaines de défi-
nition est connu. Si Refr est instancié, l’élément
à ajouter au domaine de F pour obtenir le do-
maine de F ′ est également connu. Donc les deux
domaines de définition sont connus.
La contrainte d’ajout est réveillée si l’ensemble de
couples associé à F ou à F ′ est enrichi, si le statut de
F ou de F ′ est modifié, si le domaine d’une variable
du codomaine de F ′ bouge, ou encore si le domaine de
Refr ou celui de V al bouge.
5.3.2 Accès
Soit la contrainte (Refr, V al) ∈ F . Elle signifie que
V al est la valeur associée par F à l’adresse référencée
par Refr. Si cette contrainte figure dans le système
de contraintes, il faut aussi que la variable référence
Refr ne vaille pas null car, comme on modélise une
sémantique sans erreurs, l’accès ne peut pas se faire
via une référence nulle.
L’algorithme de filtrage de l’opérateur d’apparte-
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Algorithme 2 : Algorithme de filtrage de l’opéra-
teur d’accès
soient :
(Refr, V al) ∈ F la contrainte à traiter
C le reste du système de contraintes
début
pour chaque (a, I) ∈ EF faire
si dom(I) ∩ dom(V al) = ∅ alors
C ←− C ∪ (Refr 6= a) (1)
si statutF = clos alors
dom(Refr)←− dom(Refr) ∩ dom(EF ) (2)
si ground(Refr) alors
si Refr /∈ dom(EF ) alors
EF ←− EF ∪ (Refr, V al)(3)
sinon
soit(Refr, I) ∈ EF : C ←− C ∪ (I = V al) (3)
fin
nance (algorithme 2) procède de la manière suivante.
1. Pour tout élément a du domaine de Refr tel qu’il
existe (a, I) dans F , si la contrainte V al = I n’a
pas de solution a doit être retiré du domaine de
Refr.
2. Si le statut de F est clos, le domaine de Refr doit
être inclus dans celui de F .
3. Si Refr est instanciée et vaut a, a doit être ajouté
au domaine de définition de F s’il n’y est pas, et
V al et l’image de a par F sont égaux.
La contrainte d’accès est réveillée si l’ensemble de
couples associé à F est enrichi, si le statut de F est
modifié, si le domaine d’une variable du codomaine de
F bouge, ou encore si le domaine de Refr ou celui de
V al bouge.
5.3.3 Mise à jour
Soit la contrainte F ′ = F [Refr 7→ V al]. Elle signi-
fie que F ′ est la même fonction que F hormis pour
la valeur associée à l’adresse référencée par Refr qui
vaut V al. Si cette contrainte figure dans le système de
contraintes, il faut aussi que la variable référence Refr
ne vaille pas null. L’algorithme de filtrage de l’opéra-
teur de mise à jour (algorithme 3) procède de la ma-
nière suivante.
1. Tous les éléments du domaine de définition de F
doivent être dans le domaine de F ′ et inversement.
2. Tout élément du domaine de définition de F et
de F ′ qui n’est pas dans le domaine de Refr a la
même image par F et par F ′.
3. Pour tout élément a du domaine de Refr tel qu’il
existe (a, I ′) dans F ′, si la contrainte V al = I ′ n’a
pas de solution a doit être retiré du domaine de
Refr.
4. Pour tout élément a du domaine de définition de
F et de F ′ tel que son image par F et son image
par F ′ ne peuvent pas être égales, Refr = a. En
effet, la valeur associée à a est forcément mise à
Algorithme 3 : Algorithme de filtrage de l’opéra-
teur de mise à jour
soient :
F ′ = F [Refr 7→ V al] la contrainte à traiter
C le reste du système de contraintes
début
pour chaque (a, I′) ∈ EF ′ faire
si a ∈ dom(Refr) alors
si dom(I′) ∩ dom(V al) = ∅ alors
C ←− C ∪ (Refr 6= a) (3)
si (a, I) ∈ EF alors
si a ∈ dom(Refr) alors
si dom(I) ∩ dom(I′) = ∅ alors
C ←− C ∪ (Refr = a)(4)
sinon
dom(I′)←−
dom(I′) ∩ (dom(I) ∪ dom(V al))(5)
sinon
C ←− C ∪ (I = I′) (2)
si a /∈ (dom(EF ) alors
si a /∈ dom(Refr) alors
EF ←− EF ∪ (a, I
′) (1,2)
sinon
EF ←− EF ∪ (a, ) (1)
pour chaque (a, I) ∈ EF faire
si a /∈ dom(Refr) alors
EF ′ ←− EF ′ ∪ (a, I) (1,2)
sinon
EF ′ ←− EF ′ ∪ (a, ) (1)
NB : à ce stade dom(Ef ) = dom(EF ′ )
si statutF = clos ou statutF ′ = clos alors
statutF ←− clos; (6)
statutF ′ ←− clos; (6)
dom(Refr)←− dom(Refr) ∩ dom(EF ) (7)
si ground(Refr) alors
si Refr /∈ dom(EF ) alors
EF ←− EF ∪ (Refr, )(8)
EF ′ ←− EF ′ ∪ (Refr, V al)(8)
sinon
soit(Refr, I
′) ∈ E′F : C ←− C ∪ (I
′ = V al)(8)
fin
jour par l’opérateur donc Refr doit référencer a.
5. Pour tout élément a du domaine de Refr tel que
(a, I ′) appartient à F ′ et (a, I) appartient à F , le
domaine de I’ est inclus dans l’union des domaines
de I et de V al.
6. Si le statut de F est clos, le statut de F ′ est clos
aussi et inversement. En effet, F et F ′ ont le même
domaine de définition.
7. Si le statut de F est clos, le domaine de Refr doit
être inclus dans le domaine de définition de F .
8. Si Refr est instancié et vaut a, a appartient aux
domaines de définition de F et de F ′, V al et
l’image de a par F ′ sont égaux.
La contrainte de mise à jour est réveillée si l’ensemble
de couples associé à F ou à F ′ est enrichi, si le statut de
F ou de F ′ est modifié, si le domaine d’une variable
du codomaine de F ou de F ′ bouge, ou encore si le
domaine de Refr ou celui de V al bouge.
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Illustration On considère un système de
contraintes qui comprend les variables modélisant
des fonctions F et F ′, la variable référence Refr,
et la variable entière V al. Voici les domaines
de ces variables à un certain stade de la propa-
gation : concernant F , EF = {(1, U), (2, V )},
dom(U) = 0..10, dom(V ) = 1..3, le statut de F est
non clos ; concernant F ′, EF ′ = {(1, A), (2, B), (3, 1)},
dom(A) = inf..sup, dom(B) = 15..sup, le statut de
F ′ est clos ; dom(Refr) = {1, 2} ; dom(V al) = 10..40.
Les déductions que l’on peut faire grâce à la contrainte
F ′ = F [Refr 7→ V al] sont les suivantes :
– V et B sont associés à 2 respectivement par F et
F ′, mais leurs domaines sont disjoints. D’après
la quatrième règle, Refr doit référencer 2.
– U et A sont associés à 1 respectivement par F et
F ′, et 1 n’est dans le domaine de Refr d’après la
déduction précédente. D’après la deuxième règle,
U = A d’où dom(U) = dom(A) = 0..10.
– 3 appartient au domaine de définition de F ′ mais
pas à celui de F . D’après la première règle, il
faut le rajouter dans le domaine de F ce qui est
possible car F n’est pas clos donc EF peut être
enrichi. De plus, comme 3 n’est pas dans le do-
maine de Refr, 3 doit avoir la même image par
F et par F ′ d’après la deuxième règle. On obtient
EF = {(1, U), (2, V ), (3, 1)}.
– Le statut de F ′ est clos donc le statut de F est
clos aussi d’après la sixième règle.
– Comme le statut de F est clos, d’après la septième
règle, le domaine de Refr doit être inclus dans le
domaine de définition de F , ce qui est le cas car
Refr vaut 2.
– D’après la huitième règle, B et V al sont égaux,
d’où, en intersectant leurs domaines, dom(B) =
dom(V al) = 15..40.
Voici résumés les domaines des variables après avoir
appliqué les règles de déductions de l’opérateur de mise
à jour : concernant F , EF = {(1, U), (2, V ), (3, 1)},
dom(U) = 0..10, dom(V ) = 1..3, le statut de F est
clos ; concernant F ′, EF ′ = {(1, A), (2, B), (3, 1)},
dom(A) = 0..10, dom(B) = 15..40, le statut de F ′ est
clos ; dom(Refr) = {2} ; dom(V al) = 15..40.
Si l’opérateur de mise à jour était exprimé sous la
forme de deux contraintes : F ′ = F ′′ ⊔ {(Refr, V )} et
F ′′ = F \ {(Refr, Vinit)}, on ne pourrait pas utiliser
la déduction de la règle 4. En effet, comparer les
codomaines de F et F ′ pour réduire le domaine de
Refr ne peut pas se faire avec ces contraintes. En
guise d’illustration, reprenons l’exemple ci-dessus et
les domaines des variables avant déductions, sachant
que le domaine de Vinit est inconnu. La première
contrainte ne permet pas de déduire la valeur de Refr,
la seule déduction possible est que (3, 1) ∈ EF ′′ . La
deuxième contrainte ne permet pas plus de déductions
sur la valeur de Refr, de même on a simplement
(3, 1) ∈ EF . L’opérateur de mise à jour permet donc
plus de déductions que ces deux contraintes.
Concernant le codomaine, celui-ci est une union
d’ensembles distincts. En fait, les images sont des va-
riables typées. N’importe quel type peut-être utilisé
sous réserve que certaines opérations, utilisées dans les
algorithmes de filtrage des opérateurs, soient définies.
Ces opérations sont l’intersection de domaines, l’union
de domaines, et l’unification de deux variables. L’inter-
section des domaines de deux variables de types diffé-
rents est vide. Dans notre modèle, comme les zones de
la mémoire allouées ne sont jamais désallouées, à une
même adresse du tas est toujours associée une variable
de même type même si sa valeur peut changer.
6 Travaux connexes
Le modèle décrit ici est, à notre connaissance, le pre-
mier modèle à contraintes proposé pour représenter le
bytecode Java. Ce travail est à rapprocher de celui de
modélisation des instructions du C et du C++ réalisé
dans le prototype InKa, également pour le test de logi-
ciels [2]. Dans le cadre du test structurel de logiciel, la
majorité des travaux ne considère la modélisation du
programme que pour un chemin donné du programme
à la fois (méthode de l’exécution symbolique) [13, 12].
Les valeurs des références locales à la méthode sont
connues sur un chemin donné, leur modélisation ne né-
cessite pas des variables. Par contre le problème de la
forme de la mémoire en entrée se pose. Dans les outils
Pathcrawler [13] et Cute [12], en l’absence de précondi-
tions indiquant la forme de la mémoire, les paramètres
sont considérés comme distincts : les références en en-
trée de méthode sont considérées comme pointant vers
des zones différentes de la mémoire (pas d’alias) et sont
donc des constantes. Quant aux boucles comportant
des allocations dynamiques, le chemin choisi donne le
nombre de fois que la boucle est dépliée : la quantité
de zones de la mémoire allouées par les boucles est
donc connue. Dans [10], l’utilisation de CHRs permet
d’automatiser la recherche de données de test pour des
programmes en bytecode Java. Ce travail se distingue
de celui présenté dans cet article de plusieurs manières.
D’une part, par le domaine d’application : dans [10],
il s’agit de test de conformité vis-à-vis d’une spécifica-
tion, alors que dans le présent article, il s’agit de test
structurel visant une couverture du code. D’autre part,
par la technique utilisée : la méthode présentée dans
[10] utilise des CHRs, alors que la méthode présentée
dans cet article exploite la propagation de contraintes
sur domaines finis pour définir des opérateurs modéli-
sant l’accès et la mise à jour d’une mémoire.
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Concernant les opérateurs entre fonctions, les travaux
les plus proches sont, d’une part, ceux qui traitent de
contraintes entre des ensembles, car les fonctions sont
vues ici comme des ensembles de couples, et, d’autre
part, les travaux qui traitent de contraintes entre des
séquences ou des listes.
Pour les solveurs ensemblistes, citons Conjunto [6],
Cardinal [3], CLPS-B [9] ou encore celui de Gecode
[1]. Les opérateurs que nous avons proposés ici ne
peuvent être implémentés directement à l’aide de ces
solveurs. Premièrement, les éléments que comportent
les ensembles sont composés, ce sont des couples (an-
técédent,image), dont l’image peut être elle-même une
variable. Deuxièmement, ce ne sont pas les couples
(antécédent,image) qui doivent être distincts mais
seulement les antécédents. Troisièmement, le cardi-
nal des ensembles n’est pas connu initialement. Dans
Conjunto, Cardinal ou dans le solveur ensembliste de
Gecode, les ensembles peuvent être instanciés ou va-
riables, mais ne peuvent pas contenir de variables. Par
exemple, le solveur ensembliste de Gecode traite uni-
quement les ensembles d’entiers. Dans CLPS-B, les en-
sembles de variables sont traités mais leur cardinalité
doit être connue.
La nécessité d’avoir des antécédents distincts dans les
ensemble de couples (antécédent,image) rapproche nos
opérateurs des opérateurs sur les listes ou sur les sé-
quences. En effet, celles-ci peuvent être vues comme
des fonctions qui à chaque index (position dans la liste
ou dans la séquence) associent une variable. On peut
ainsi citer la contrainte globale element qui permet de
contraindre la valeur d’un élément situé à un certain
index dans une liste. Elle est disponible dans beaucoup
de solveurs (Sicstus Prolog, Eclipse Prolog, . . .) et est
décrite dans le catalogue de contraintes globales de
Beldiceanu [4]. Cependant, la liste passée en paramètre
de la contrainte element doit être de longueur fixée.
Or nous avons besoin d’opérateurs sur des fonctions
dont la taille du domaine de définition est elle aussi
variable, cette spécificité exclut l’utilisation d’une telle
contrainte. Il n’existe pas à notre connaissance d’opé-
rateurs sur les listes ou les séquences supportant des
listes ou des séquences de taille variable, et permettant
d’exprimer nos opérateurs d’union disjointe, d’appar-
tenance et de mise à jour.
7 Conclusion
Une modélisation pour une partie des instructions
du bytecode Java a été présentée, elle est utile pour
résoudre des problèmes de test logiciel. Afin de modé-
liser le tas, des variables représentant des fonctions dé-
finies sur une partie des entiers naturels ont été intro-
duites, de même que le fonctionnement d’opérateurs
à contraintes ayant comme paramètres de telles va-
riables. Ces opérateurs et la traduction des instruc-
tions bytecode en contraintes sont en cours d’implé-
mentation. Les travaux à venir porteront, d’une part,
sur la modélisation des instructions de transfert de
contrôle, et, d’autre part, sur la prise en compte dans
notre modèle du système de type de Java. Les instruc-
tions de transfert de contrôle sont des instructions de
saut dans le code, avec ou sans comparaisons. Les mé-
thodes proposées dans [2] pour traiter les constructions
conditionnelles et les boucles d’un langage impératif
devront être adaptées au cas d’un code destructuré.
D’autre part, modéliser le système de type de Java
pourrait aider aux déductions, comme, par exemple,
en présence d’appels de méthodes polymorphes.
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