Abstract: Hidden Web databases dynamically generate results in response to users' queries. The categorisation of such databases into a category scheme has been widely employed in information searches. We present a Concept-based Categorisation over Refined Sampled Documents (CCReSD) approach that effectively handles information extraction, summarisation and categorisation of such databases. CCReSD detects and extracts query-related information from sampled documents of databases. It generates terms and frequencies to summarise database contents. It also generates descriptions of concepts from their coverage and specificity given in a category scheme. We conduct experiments to evaluate our approach and to show that it assigns databases with more relevant subject categories.
Introduction
An increasing number of specialised documents (e.g., archives, user manuals and news articles) on the web are stored in databases. Such documents are dynamically generated as a result of submitting queries to databases through search interfaces. Such databases are known as Hidden Web databases (Gravano et al., 2003) . These databases store a large volume of information that relates to different subject domains such as commerce, science and healthcare. For instance, the National Climatic Data Centre stores records or documents amounting to 366,000 Gigabytes (Bergman, 2001) .
A number of research studies demonstrate that database categorisation provides an effective mechanism to facilitate the process of information searches on the Hidden Web. For instance, Gravano et al. (2003) and Meng et al. (2002) categorise databases by utilising information, such as the number of document matches and similarities between documents contained in a database and pre-defined concepts to determine the categories to which the database is assigned. A number of issues are raised in relation to these techniques as follows. The techniques that require the number of document matches from data sources do not work or may not perform correctly if such information is unavailable or inaccurate. A different technique proposed by Meng et al. (2002) retrieves a small number of documents relevant to a given concept and computes their similarities to determine the categories of the database. However, categories may be incorrectly assigned to the database if the number of terms that describe the given concept is larger than a pre-determined number (Gravano et al., 2003) .
Considering the limitations of the above approaches, database categorisation through the sampled documents of a database, referred to as HSDC (Meng et al., 2002) , provides an alternative solution. However, this technique applies an existing sampling technique (Callan and Connell, 2001 ) that generates terms and frequencies from irrelevant information contained in sampled documents. This includes terms found in web page templates. As a consequence, terms and frequencies are generated with reduced accuracy. Moreover, HSDC generates the descriptions of concepts into which databases are categorised, but is restricted to their child concepts only. This paper addresses the aforementioned issues. It is an extension of our previous work (Hedley et al., 2005) , in which the contents of databases are summarised through extracting relevant information from sampled documents. We incorporate this approach into the process of database categorisation and refer to it as CCReSD. Firstly, CCReSD refines the contents of documents sampled from a database by detecting web page templates contained in the documents. It then extracts information from the documents that is relevant to respective queries. This generates a content summary (i.e., terms and frequencies) with improved accuracy. Secondly, CCReSD generates the descriptions of concepts derived from a pre-defined category scheme based on their coverage and specificity. We compute text similarities between the document content summary and the set of concepts with associated descriptions. Finally, CCReSD categorises the database into a number of concepts with highest similarities.
Our approach enhances the effectiveness of database categorisation through
• summarising database contents with improved accuracy
• generating concepts described by their specificity and coverage.
Experimental results demonstrate that the proposed approach assigns more relevant subject categories to the databases, when compared with HSDC. The remainder of the paper is organised as follows. Section 2 reviews current approaches in the categorisation of Hidden Web databases and their practicalities. In particular, we examine current sampling and categorisation techniques and associated issues. Section 3 presents the proposed CCReSD approach. It details the techniques to facilitate the categorisation of databases through their content summaries and pre-defined concepts. The implementation of CCReSD is described in Section 4. Section 5 reports on experimental results. Section 6 concludes the paper.
Related work
Database categorisation has been widely employed to facilitate information retrieval from the Hidden Web. This is achieved through expert-assisted evaluation adopted in Open Directory Project (ODP, 2005) , or automatic category assignment proposed by research studies (Gravano et al., 2003; Lin and Chen, 2002; Meng et al., 2002; Sugiura and Etzioni, 2000) .
Current approaches to automatic categorisation utilises different information sources. Gravano et al. (2003) exploits the number of document matches in response to a user query. This requires database sources to provide information about the number of documents relevant to queries. However, such information might not be available or accurate.
The database categorisation algorithms proposed in Meng et al. (2002) compute similarities between pre-defined concepts and the documents of a database to determine categories to which the database is assigned. These include High Similarity with Database Centroid (HSDC) and High Average Similarity over Retrieved Documents (HASRD). HASRD computes average similarities between the concepts and each of the most relevant documents. This technique produces optimum results. However, irrelevant documents are likely to be retrieved if the number of query terms submitted to a database exceeds the number imposed by the database (Gravano et al., 2003) .
In view of the aforementioned limitations, (particularly when the number of document matches is not available, or the number of query terms submitted exceeds the pre-determined number given by a database), categorisation through sampled documents provides an effective solution, such as HSDC. HSDC computes text similarities between pre-defined concepts and a centroid (i.e., terms and frequencies) generated from the sampled documents of a database. However, the approach employs an existing sampling technique (Callan and Connell, 2001 ) that extracts irrelevant information from sampled documents. Irrelevant information includes terms contained in web page templates for descriptive or navigation purposes. This generates terms and frequencies from sampled documents with reduced accuracy.
In this paper, we present CCReSD to categorise databases through a set of refined sampled documents and pre-defined concepts. Our approach differs from HSDC, particularly in terms of extracting information from sampled documents. CCReSD generates terms and frequencies by extracting only relevant information from sampled documents, whereas HSDC extracts both relevant and irrelevant information. CCReSD, therefore, generates the content summary of a database (i.e., terms and frequencies) with improved accuracy. Also, a review of related information extraction techniques (Arasu and Garcia-Molina, 2003; Cai et al., 2004; Caverlee et al., 2004; Crescenzi et al., 2001; Liddle et al., 2001; Rahardjo and Yap, 2001) shows that CCReSD provides an effective mechanism to extract relevant information from databases (Hedley et al., 2004) .
Moreover, our approach obtains a set of concepts that are described according to their specificity and coverage derived from a pre-defined category scheme. By contrast, HSDC (Meng et al., 2002) generates the descriptions of concepts from their child concepts only.
The CCReSD approach
This section presents the proposed CCReSD approach. It extends our previous work (Hedley et al., 2004 (Hedley et al., , 2005 , which generates terms and frequencies from the sampled documents of a database in two phases. This is referred to as Two-Phase Sampling (2PS).
The 2PS technique is summarised as follows. The first phase queries a database and samples a required number of documents. The second phase extracts information that is related to the queries from the sampled document. It then generates terms and frequencies, which summarise the database content. The two phases are detailed in subsections 3.1 and 3.2. CCReSD then categorises the database into a set of concepts described by their specificity and coverage given in a category scheme. The categorisation technique is described in Subsection 3.3.
Document sampling
In this phase, we submit an initial query to a database with a term that is randomly selected from those contained in the search interface pages of the database. This retrieves top N documents where N represents the number of documents most relevant to the query. A subsequent query term is then randomly selected from terms contained in the documents that have been sampled. This process is repeated until a required number of documents are retrieved. These are then stored locally for further processing. Figure 1 illustrates the process of sampling documents from a database and storing sampled documents for further analysis. The algorithm for sampling documents from a database is described as follows.
Information extraction and summarisation
We analyse the documents sampled from the previous phase and extract information relevant to the queries submitted to the database. This phase consists of a number of processes, which include
• the generation of document content representations
• detection of web page templates
• extraction of query-related information
• generation of content summaries. Figure 2 illustrates the process of extracting and summarising the contents of documents sampled from a database.
Figure 2
The second phase detects web page templates, extracts information that is relevant to queries and generates the content summary from sampled documents
Generation of document content representation
This process converts the content of each sampled document into a list of text and tag segments. Each document is then represented by text segments and their neighbouring tag segments, referred to as Text with Neighbouring Adjacent Tag Segments (TNATS) (Hedley et al., 2004) . Assume that a document contains n segments, a text segment, txs, is defined as: txs = (tx i , tg-lst j , tg-lst k ), where tx i is the textual content of the ith text segment, 1 ≤ i ≤ n; tg-lst j represents p tag segments located before tx i and tg-lst k represents q tag segments located after tx i until another text segment is reached. tg-lst j = (tg 1 , …, tg p ), 1 ≤ j ≤ p and
Based on TNATS, we represent the content of a sampled document d (with n text segments) as: Content(d) = (txs 1 , …, txs n ), where txs i represents a text segment, 1 ≤ i ≤ n. Figure 3 shows a template-generated document retrieved from the CHID database. The source code for this document is given in Figure 4 . For example, text segment, "1. Equipos Mas Seguros: Si Te Inyectas Drogas.", can be identified by the text (i.e., "1. Equipos Mas Seguros: Si Te Inyectas Drogas.") and its neighbouring tag segments. These include the list of tags located before the text (i.e., </TITLE>, </HEAD>, <BODY>, <HR>, <H3>, <B> and <I>) and the neighbouring tags located after the text (i.e., </I>, </B>, </H3>, <I> and <B>). Thus, this segment is then represented as ("1. Equipos Mas Seguros: Si Te Inyectas Drogas.", {</TITLE>, </HEAD>, <BODY>, <HR>, <H3>, <B>, <I>}, {</I>, </B>, </H3>, <I>, <B>}). Figure 5 shows the part of the TNATS content representation generated for the CHID document (given in Figure 3 ). 
Detection of web page templates
This process detects information contained in web page templates from sampled documents. Prior to template detection, each document is transformed into the TNATS content representation. We detect an initial web page template through searching for identical patterns (i.e., the matched text segments along with their neighbouring tag segments) from the first two sampled documents. Identical patterns are eliminated from the documents. Both documents are assigned to a group associated with the template. If no repeated patterns are found, the TNATS representations of both documents are stored for further template detection. Subsequent templates are detected through comparing each of the remaining documents with existing templates and the previously stored TNATS representations. The algorithm for detecting web page templates from sampled documents is outlined as follows.
The process identifies one or more templates. For each template, two or more documents are assigned to a group associated with the template from which the documents are generated. It also stores the TNATS representations of documents in which no matched patterns are found.
We use two sampled documents to illustrate the process of identifying matching patterns from the documents. Figure 6 shows the part of the TNATS content representation generated for a document sampled from the CHID database. The sampled document given previously ( Figure 5) is also used to demonstrate the process. From the TNATS content representation of the two sampled documents, the matching patterns are found in terms of their textual contents and neighbouring tag structures. These patterns are stored as a template (given in Figure 7 ) and eliminated from both documents. Figure 8 shows the TNATS content representations that remain in the documents. Subsequent sampled documents are examined to find the patterns that are identical to those in the template. 
Extraction of query-related information
We further examine a group of documents that are associated with the template from which the documents are generated. That is, the text segments of different documents from the group associated with the respective template are analysed. This identifies any text segments with identical textual contents and neighbouring tag structures, which are then eliminated from the documents. At the end of this process, we extract the textual contents of text segments that remain in the documents. The algorithm for identifying additional template related information and extracting information relevant to queries from sampled documents is outlined as follows. Figure 9 shows the extraction of textual contents of two remaining text segments from the sampled documents. This is the result of the above process, which eliminates identical patterns from the group of documents that are associated with their respective template.
Figure 9
The textual contents extracted from the remaining text segments in the two sampled documents
Generation of content summary
This process computes frequencies for the terms extracted from the sampled documents. These summarise the information content of a database, which we refer to as Content Summary. 
Different computation of term weights has been applied to represent database contents. For instance, resource descriptions generated by Callan and Connell (2001) consist of terms and their document frequencies (i.e., the number of documents that contain the respective term). Such information is used for the purpose of database selection. On the other hand, Meng et al. (2002) generate database centroids, in which the inverse document frequencies of terms are computed based on the databases that are categorised into a hierarchy of concepts. In this paper, we compute inverse document frequencies to generate the content summaries of databases in order to compare the effectiveness of categorisation with the Meng et al. approach.
Database categorisation
This section presents the proposed technique that categorises databases into a scheme of subject categories. Section 3.3.1 illustrates the generation of concepts that are described by their specificity and coverage derived from a pre-defined category scheme. It then describes the process of computing similarities between the contents of databases (as described in Section 3.2.2) and the set of concepts. Section 3.3.3 summarises the process of assigning databases with the most relevant categories.
Generation of concepts
We exploit a pre-defined category scheme (i.e., ODP) to obtain a set of concepts. This scheme contains a hierarchy of categories for different subject domains and is widely used by subject directories (e.g., Google).
Similar to the approach proposed by Meng et al. (2002) , each subject category represents a concept. We propose that the description of a concept is generated by applying Concept-by-Specificity and Concept-by-Coverage, which is referred to as Concept-by-Specificity/Coverage.
The descriptions of concepts derived from a given category scheme are as follows.
• Concept-by-Specificity. This describes a concept by its parent concepts. The parent concepts provide the context to which the concept is referred. We call this approach Concept-by-Specificity. For instance, the 'Java' concept is given within the context specified by its parent concepts (i.e., 'Programming' and 'Computers'), as shown in Figure 10 . The description of the 'Java' concept is thus generated as 'Computers', 'Programming' and 'Java'.
• Concept-by-Coverage. This describes a concept by its child concepts, which was initially proposed by Meng et al. (2002) . These child concepts cover different aspects of the respective concept. For instance, the 'Programming' concept is described by a number of child concepts, 'C/C++', 'Perl', 'Java' and 'Visual Basic' (given in Figure 10 ). We refer to this approach as Concept-by-Coverage.
Figure 10
The descriptions of concepts are based on their specificity and coverage derived from the ODP category scheme
Thus, for the 'Programming' concept from the example category scheme, its description (based on Concept-bySpecificity/Coverage) is generated as 'Computers', 'Programming', 'C/C++', 'Perl', 'Java' and 'Visual Basic'.
Computation of text similarity
The computation of similarities is performed on the content summary of a database (denoted by CS i ) and the concepts described according to Concept-by-Specificity/Coverage (denoted by C j ) . CS i and C j are represented as documents and each is viewed as a vector of terms with weights. Term and associated weights for C j are generated from its description. Terms are stemmed and stop words are removed from CS i and C j . The cosine function (Salton and McGill, 1983) , sim(CS i , C j ), is computed as follows. w ik is the weight of term k in the CS i and w jk is the weight of term k in the C j . 
Categorisation of databases
We obtain similarity values that are computed between a database content summary and the concepts as described in the previous section. The database is then assigned to K categories (each representing a concept) with the highest similarity values, where K is determined according to the system requirement. For each category assigned, the database is also categorised with its parent categories.
The algorithm of categorising a database into the scheme is described as follows.
Implementation of CCReSD
This section illustrates the implementation of the CCReSD approach. CCReSD is implemented using the programming language, Java, on the Windows NT platform. It is comprised of three parts, which are depicted in Figure 11 . These include: Database Content Summarisation (DCS), Category Concept Generation (CCG) and Database Categorisation (DC).
Database Content Summarisation (DCS)
DCS implements the process of sampling documents from a database, extracting query-related information from sampled documents and generating statistics (i.e., terms and frequencies). The resultant statistics summarise the database content. It requires the implementation of several components as follows. 
Document Sampler (DS)
The DS component provides access to a Hidden Web database from which the required number of documents is randomly sampled and stored for further analysis. DS is implemented as a Java function that requires several inputs of information, which include: database, numToProbe, totalNumToSample and stopWords. database is the database where documents are sampled. NumToProbe is the number of documents to be retrieved for each query. totalNumToSample is the total number of documents to sample from the database. stopWords is the list of stop words used to eliminate common words contained in documents. DS performs a set of functionalities as follows.
• Access the interface pages of a database in question.
Extract terms from the pages and randomly select a term to form an initial query.
• Submit the query term to the database. If the matched documents are found and have not been retrieved previously, retrieve top N documents that match the query (where N presents the number of documents that are most relevant to the query and is determined by the system). Otherwise, randomly select a different term to form a query.
• Extract terms from the matched documents and update with the existing collection of terms.
• Store the documents locally for further analysis.
• Select a random term from the collection of terms and form a new query. Repeat the above process until the number of documents required by the system is sampled.
The implementation of DS comprises the following modules (or classes).
• HiddenWebDatabase. This module stores the information about a Hidden Web database, which includes the URL address and web page templates used to generate dynamic documents. It provides operations required:
• to store and retrieve information about the underlying database
• to store and retrieve information about web page templates employed by the database
• to store and retrieve the statistics generated from the sampled documents of the database.
• WebPageParser. This module implements the process of accessing and retrieving the contents of web pages or dynamically generated documents from databases. It provides operations required:
• to access the interface page of an underlying database
• to access the contents of a result page in response to a query
• to access the content of a document dynamically generated from the database.
• HtmlContent. This module represents a tag or text contained in a web page (or dynamically generated document) from the database. It provides operations required to represent a tag or text in a web page.
• HtmlLink. This class represents a HTML link and its anchor text. It provides operations required to represent a HTML link with associated anchor text.
TNATS Generator (TnatsG)
The TnatsG component converts the contents of sampled documents to the format based on the proposed TNATS content representation. TnatsG is implemented as a Java function that processes the content of a dynamic web page and converts it into the TNATS content representation. TNATS represents a text segment as the textual content along with the list of tag segments that have appeared before and after the text segment until another text segment is reached. TnatsG requires the implementation of a Java module, TNATSRep. TNATSRep provides operations required to generate the TNATS content representation.
Template Detector (TD)
TD detects and identifies information contained in web page templates from sampled documents. This facilitates the extraction of information that is relevant to queries. The TD component is implemented as a Java function that detects the number of page templates from the documents sampled. This component analyses each of the sampled documents based on their TNATS content representations. TD identifies and stores repeated patterns contained in the sampled documents. It further eliminates identical patterns from sampled documents. This obtains the information that is relevant to queries only. TD requires two inputs of information, database and numOfSampledDocs. The parameter, database, is the database where documents are sampled, whilst numOfSampledDocs is the number of documents sampled from the database.
TD also requires the implementation of a Java module, PageTemplate. PageTemplate contains information about web page templates that are employed by databases to generate resultant documents. It provides the operations required:
• to store repeated patterns found in web page templates if identical patterns are found in sampled documents
• to eliminate information contained in the page template from the sampled document
• to store the TNATS representation of a document when no templates are detected for future analysis, in cases where no identical patterns are found.
Content Summary Generator (CSG)
CSG generates statistical information (i.e., terms and frequencies) based on query-related information extracted from sampled documents through the detection of web page templates. The CSG component is implemented as a Java function that generates terms and frequencies from query-related information extracted from sampled documents. The method requires two inputs of information, database and numOfSampledDocs. database is the database where documents are sampled. numOfSampledDocs is the number of sampled documents, which contain query-related information.
CSG requires the implementation of two Java modules, TermFreq and ConentSummary, which are described as follows.
• TermFreq. This module represents a term and its associated frequencies, such as tf and df. It provides the operations required to store and update a term extracted from a document along with its associated frequency.
• ConentSummary. This module generates terms and their weights based on information extracted from all sampled documents. It provides the operations required:
• to retrieve and update terms extracted from a document content
• to obtain weights associated with terms.
Category Concept Generation (CCG)
CCG implements the process of importing a set of subject categories from a pre-defined scheme and populating a local database with the categories. It generates a set of concepts with associated descriptions based on their specificity and coverage derived from the scheme. Each of the descriptions is processed with stemming and removal of stop words. The prototype system adopts a category scheme from the ODP category scheme. These categories and their hierarchical structures are determined by domain experts and are supported by major search services such as Google.
The CCG part of the system contains two components, Category Scheme Initiator (CSI) and Concept Description Generator (CDG).
CSI and CDG require the implementation of a Java module, CategoryConcept. This module represents each concept and its associated parent concepts and child concepts. It provides the operations required:
• to obtain a concept with associated parent and child concepts
• to generate the descriptions of concepts based on the specificity and coverage criteria.
Category Scheme Initiator (CSI)
CSI accepts subject categories and their hierarchical relationships from a pre-defined category scheme. It then stores the categories and associated relationships in the local database. The CSI component is implemented as a Java function that accepts a set of subject categories from a pre-defined scheme. It records the categories and their relationships, which are stored in the local database.
Concept Description Generator (CDG)
CDG generates the descriptions of concepts according to their specificity and coverage derived from the scheme.
The CDG component is implemented as a Java function that generates the description of a concept based on specificity and coverage criteria.
Database Categorisation (DC)
DC implements the process of categorising databases into the scheme based on results generated from the computation of text similarity between database contents and concepts. It assigns a Hidden Web database with a pre-determined number of subject categories that attain the highest similarity values in content.
The DC part of the system comprises two components, Text Similarity Analyser (TSA) and Category Designator (CD), which are described as follows.
Text Similarity Analyser (TSA)
TSA computes text similarity between the content summary of a database and the descriptions of concepts generated from the scheme. The content summary of the database is obtained through the execution of CSG, whilst the descriptions of concepts are generated by CDG, as shown in Figure 10 .
TSA is implemented as a Java function that computes cosine similarity between the content of a database and the description of a concept.
Category Designator (CD)
CD assigns a database to a given number of categories, which attain the highest similarity values obtained from the execution of TSA.
The CD component is implemented as a Java function that assigns a Hidden Web database with a pre-determined number of subject categories that attain the highest similarity values in content.
Experimental results
This section describes experiments conducted to assess the effectiveness of CCReSD with respect to database categorisation. We compare CCReSD with an existing technique, HSDC. These two approaches have different characteristics, in terms of database content summarisation and generation of concept descriptions.
CCReSD generates terms and frequencies to represent the content of a database from relevant information contained in its sampled documents. By contrast, HSDC obtains the centroid of a database from all the information contained in the database. Our approach generates concept descriptions through specificity and coverage of concepts derived from a category scheme, whereas HSDC obtains a set of concept descriptions by coverage only.
Three real-world Hidden Web document databases (Help Site, CHID and Wired News) provide data sets for the experiments. These databases (given in Table 1 ) contain information such as user manuals, healthcare archives and news articles. For instance, Help Site and CHID contain documents that are related to computing and healthcare, respectively. By contrast, news articles contained in Wired News cover a wider range of subjects. Five top-level categories (as shown in Table 2 ) and three category levels from ODP are selected. A total of over 400 categories provide a wide range of concepts for the experiments.
Our experiments require two parameters in order to obtain sampled documents from each of the databases as follows:
• the total number of documents to be sampled
• the number of documents to be retrieved per query. Based on a previous research (Callan and Connell, 2001 ), its results demonstrate that approximately 80% of terms from a database are obtained, when 300 documents are sampled and top four documents are retrieved for each query. Therefore, we compile a data set that contains 300 randomly sampled documents with top four documents retrieved per query. Ten data sets are obtained for each database. Furthermore, in order to compare the performance of CCReSD and HSDC, we generate the content summary of a database by computing term weights based on tf × idf formula -where tf represents the term frequency weight of a term and idf represents its inverse document frequency weight. That is, each document sampled from a database is represented as a vector of terms with tf × idf weights. From all sampled documents in the database, a vector of terms and weights are computed through first adding the weights of the term in all documents, and then dividing the sum by the number of documents in the database (Meng et al., 2002) .
Top 20 categories (with highest similarity values) are assigned to each database. We obtain the number of categories correctly assigned to a database by examining whether or not the assigned categories are relevant to the content of the respective database.
Tables 3-5 summarise the results of experiments in which the number of relevant categories assigned to the databases by CCReSD and HSDC is compared. Table 3 compares the number of relevant categories assigned to the Help Site database in each of the ten sample sets, whilst Tables 4 and 5 present results for the CHID and Wired News database, respectively. Experimental results demonstrate that the databases are assigned a larger number of relevant categories when CCReSD is applied. Our approach presents an improved performance in assigning more relevant categories to the databases. For instance, Table 3 shows that CCReSD assigns 16 subject categories relevant to the content of the Help Site database in the first sample set, whereas HSDC obtains only 12 relevant categories. Similarly, CCReSD obtains more relevant categories than HSDC for the sample sets from CHID and Wired News, as shown in Tables 4 and  5 , respectively.
Conclusion
This paper presents the CCReSD approach, which categorises Hidden Web databases through the refined contents of sampled documents. The proposed techniques extract information that is relevant to queries from sampled documents and generate terms and frequencies with improved accuracy. It also introduces Concept-by-Specificity/Coverage through which a set of concepts are generated to facilitate the categorisation of databases. Experimental results demonstrate that the generation of concepts described by their specificity and coverage is more effective as the databases are assigned with more subject categories when CCReSD is applied.
