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Methods for calculating the transmission coefficient are proposed, all of which arise from improved
non-reflecting WKB boundary conditions at the edge of the computational domain in 1-dimensional
geometries. In the first, the Schro¨dinger equation is solved numerically while the second is a transfer
matrix (TM) algorithm where the potential is approximated by steps, but with the first and last
matrix modified to reflect the new boundary condition. Both methods give excellent results with
first order WKB boundary conditions. The third uses the transfer matrix method with third order
WKB boundary conditions. For the the parabolic potential, the average error for the modified third
order TM method reduces by factor of 4100 over the unmodified TM method.
I. INTRODUCTION
The transmission coefficient in quantum mechanics re-
lates the probability flux carried by the transmitted wave
relative to the incident wave. It is used in tunneling cal-
culations such as field-emission from metals [1, 2], quan-
tum cascade lasers [3] or more generally when dealing
with electron transport at the nanoscale [4–7]. An accu-
rate and computationally effective method to determine
this quantity is thus desirable.
In a wide variety of situations where the tunneling re-
gion is thin, a 1-dimensional modeling of the tunneling
process is adequate. As an example, ultra-thin oxide bar-
riers in metal-oxide-semiconductor (MOS) devices can be
modeled using a single degree of freedom. The methods
developed in this paper to improve the accuracy of trans-
mission coefficient calculation are of relevance in such
quasi 1-dimensional systems.
The WKB formula [8] for transmission coefficient (TC)
TC =
e
−
2
~
∫ x2
x1
√
2m(E−V (x))dx
(1 + 14e
−
2
~
∫ x2
x1
√
2m(E−V (x))dx
)2
(1)
in 1-dimensional systems is the most widely used one in
literature. Here x1, x2 are the two classical turning points
at an energy E and V (x) is the potential energy. Eq. (1)
is applicable for energies less than the barrier height when
tunneling occurs in position space. An analogous WKB
formula for above-barrier tunneling can be derived in mo-
mentum space at least for simple potentials [8, 9]. While
these formulae are easy to use and reasonably accurate at
energies for which barriers are broad and high, they are
inappropriate for tunneling near the top of the barrier
or above-barrier reflection from generic potentials where
the momentum space tunneling formula may be hard to
implement.
It is thus necessary to rely on numerical methods to
determine the transmission coefficient, either by solv-
ing the time-independent Schro¨dinger equation explic-
itly (referred to hereafter as Differential Equation or DE
method) or by approximating the potential by a series
of steps or line-segments and using the transfer matrix
(TM) formalism. The step-approximation TM method
[10, 11] is one of the most widely used numerical schemes.
It is simple to use since the matrix elements are known
analytically and it only requires N matrices to be multi-
plied where N is the degree of discretization. Normally,
convergence is obtained rapidly with a few thousand ma-
trices.
Both the DE and TM methods mentioned above have
an approximation in common [12, 13]. Since numerical
methods require a finite domain, they require boundary
conditions. This essentially implies that a form for the
potential must be assumed beyond the computational do-
main that is easy to solve so that the wavefunction and its
derivative may be matched at the boundary. Normally,
it is assumed that the potential is constant beyond the
computational domain so that plane wave solutions ex-
ist. This allows both the DE and TM methods to be
specified fully. For the Schro¨dinger equation approach
(DE), appropriate boundary conditions can be derived
while for the transfer matrix method, the boundary ma-
trices can be determined. The results in both cases are
generally better than the WKB formula. Our aim here
is to go beyond the plane wave assumption mentioned
above to provide a non-reflecting truncation scheme for
the computational domain and test it by calculating the
transmission coefficient.
In Section II, we first review the standard approxi-
mation involved in truncating boundaries and then go
beyond plane waves by using first order WKB wavefunc-
tions. This is used to derive new boundary conditions
for solving the time-independent Schrodinger equation as
well as new transfer matrices at the boundary. The first
order boundary conditions are implemented numerically
in section II C using potentials for which the exact trans-
mission coefficients are known. In Section III, we provide
the formalism for third order WKB boundary conditions
and implement the same using transfer matrices. Our
results are summarized in section IV.
2II. BOUNDARY TRUNCATION USING FIRST
ORDER WKB
As mentioned above, a finite computational domain
requires boundary conditions that allow flux to be trans-
mitted without causing spurious reflections. In 1-
dimensional situations, it is generally accepted that this
can be achieved by assuming that the flux beyond is car-
ried away by plane waves. This essentially implies that
the potential assumes a constant value on either side of
the computational domain. The discontinuity in the first
derivative of the potential however requires a reflected
wave from the boundary in order that the wavefunctions
and their first derivatives match. To see this, let the
computational domain be L ≤ x ≤ 0 with a boundary at
x = 0. For values of x slightly less than zero, the poten-
tial may be approximated by V (x) = V (0) − αx where
α = −V ′(0). Thus, the Schro¨dinger equation takes the
form
− ~
2
2m
d2
dx2
ψ(x) − αxψ(x) = Eψ(x) (2)
where E = E − V (0). For E > 0, the solutions are
ψ(x) =
{ √
zH
(1)
1/3(2z
3/2/3)√
zH
(2)
1/3(2z
3/2/3)
(3)
where z = (αx+ E)(2m)1/3(α~)−2/3 and H(1,2)1/3 are Han-
kel functions. A general solution in the computational
domain near the boundary at x = 0 can thus be ex-
pressed as
ψ−(x) = C
√
zH
(1)
1/3(2z
3/2/3) +D
√
zH
(2)
1/3(2z
3/2/3) (4)
where H
(1)
1/3 represents a wave moving to the right and
H
(2)
1/3 a reflected wave moving to the left from the com-
putational domain. Matching ψ−(x) and its derivative to
the plane wave solution for x ≥ 0, ψ+(x) = F exp(ikx),
leads to a solution where both C and D are non-zero.
Thus, the plane wave assumption leads to spurious re-
flection, its magnitude depending on the factors such as
the energy E = E − V (0).
There is thus scope to improve upon this truncation
scheme. One possibility is to assume that the wavefunc-
tion at the end of the computational domain is a first
order semiclassical WKB wavefunction
ψwkb+ (x) =
F√
p(x)
e
1
~
∫ x p(x′)dx′ (5)
which can be matched at the boundary. The lower limit
in the integral in Eq. (5) is an appropriately chosen refer-
ence point. We shall build upon this approach first pro-
posed in the context of the self-consistent Schrodinger-
Poisson system [14, 15]. Here, as in the plane wave case,
it is assumed that there is no reflection from beyond the
computational domain so that a left moving wave is not
included in ψwkb+ (x). In addition, it is also assumed that
the end of the computational domain is not a classical
turning point for the energy considered and that the
potential is sufficiently slowly varying over a deBroglie
wavelength.
A. Improved boundary conditions for the
Schrodinger Equation (DE method)
For purposes of determining the transmission coeffi-
cent, it is easier to write the wavefunction in polar form
ψ(x¯) = (
JmD
e~
)1/2 r(x¯)eiθ(x¯) (6)
where x¯ = x/D, D is the extent of the computational
domain and r(x¯) and θ(x¯) are real valued functions. For
convenience in writing the Schro¨dinger equation in di-
mensionless form, it is assumed that the tunneling parti-
cle is an electron with charge −e and mass m. Thus, the
tunneling current density is
J =
ie~
2m
(ψ∗
dψ
dx
− ψdψ
∗
dx
). (7)
The Schro¨dinger equation thus reduces to equations for
the amplitude and phase:
d2r
dx¯2
+ [(E¯ − V¯ )− 1
r4
]r = 0 (8)
dθ
dx¯
=
1
r2
(9)
where V¯ = V/(eVs), E¯ = E/(eVs) and Vs =
~
2/(2meD2). For simplicity, we shall assume the left
computational boundary to be at x = 0 and the right
boundary at x = D or x¯ = 1.
Note that once r(x¯) is known, θ(x¯) can be determined
independently with an arbitrary phase (θ(1) = 0) at the
right boundary x¯ = 1. The boundary conditions for r(x¯)
are easier to implement at x¯ = 1. It is thus simpler to
solve Eqn. (8) as an initial value problem starting at
x¯ = 1. Our task thus reduces to the determination of
r(1) and r′(1).
Using Eqns. (5) and (7), the real coefficient F can
be expressed in terms of the current density J as F =√
mJ/e. On matching the wavefunctions and their
derivatives at x¯ = 1, we have
r(1) =
1
(E¯ − V¯ (1))1/4 (10)
r′(1) = − V¯
′(1)
[4(E¯ − V¯ (1))5/4] . (11)
3In contrast, for a plane outgoing wave, r′(1) = 0. Eq. (8)
can be integrated backward to determine r(0) and r′(0).
The transmission coefficent can be obtained by matching
ψ(x¯) to the WKB form
ψwkb− (x) =
A√
p(x)
e
1
~
∫
x p(x′)dx′ +
B√
p(x)
e−
1
~
∫
x p(x′)dx′
(12)
at x = 0. The transmission coefficient can thus be ex-
pressed in terms of r(0), r′(0) and V¯ ′(0) as
T = 4
( r(0)V¯
′(0)
4E¯5/4
+ r
′(0)
E¯1/4
)2 + (E¯1/4r(0) + 1
E¯1/4r(0)
)2
(13)
where E¯ = (E¯−V¯ (0)). An analogous expression for plane
outgoing waves can be obtained for comparison.
B. First Order WKB Transfer Matrices
Solving the Schro¨dinger equation explicitly using
WKB boundary conditions improves computation of the
transmission coeffient as we shall see in the next section.
Here, we shall investigate whether the popular transfer
matrix method can be tweaked to incorporate the WKB
truncation technique.
In the transfer matrix method, instead of dealing with
a continuous variation of potential and solving the dif-
ferential equation, the potential is divided into several
segments (steps). Each of these segments behaves as
an individual potential step and since the segments are
small, the potential is considered to be constant for a
given segment. The potential tends towards the actual
value as the divisions becomes finer. The open boundary
is treated by WKB aproximation assuming the potential
to be slowly varying outside the computational domain.
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FIG. 1: The potential energy V (x) = −x2 (dashed line) ap-
proximated by steps.
Let us consider a potential V (x) which is divided into
N segments as shown in Fig.(1) and let the computa-
tional domain be [x0, xN ]. Thus, in Fig. 1, x0 = −2nm
and xN = 2nm. The potential is approximated by a
multistep function
V (x) = Vj = V [(xj−1 + xj)/2] (14)
for xj−1 < x < xj , j = 1, 2, . . . , N . The wave
function ψj in the jth region for an electron with en-
ergy E is given by ψj(x) = Aje
ikjx + Bje
−ikjx where
kj =
√
2m(E − Vj) /~ for j = 1, . . . , N and ~ = h/2pi,
h being Planck’s constant. Consider a first order WKB
wavefunction to the left of the computational domain
ψwkb0 (x ≤ x0) =
A0√
~k0
ei
∫ x k(x′)dx′ +
B0√
~k0
e−i
∫ x k(x′)dx′
(15)
with k0 =
√
2m(E − V (x0)) /~ and a plane wave as the
wavefunction for the first step of the potential
ψ1(x) = A1e
ik1x +B1e
−ik1x. (16)
Applying continuity of the wavefunction and its deriva-
tive at the boundary x = x0 we get,
(
A0√
~k0
ei
∫
x k(x′)dx′ +
B0√
~k0
e−i
∫
x k(x′)dx′
)
x=x0
=
(
A1e
ik1x +B1e
−ik1x
)
x=x0
(17)
and
[
A0√
~k0
(
ik0 − 1
2
k′0
k0
)
ei
∫ x k(x′)dx′
]
x=x0
+
[
B0√
~k0
(
−ik0 − 1
2
k′0
k0
)
e−i
∫ x k(x′)dx′
]
x=x0
= ik1
(
A1e
ik1x −B1e−ik1x
)
x=x0
.
(18)
Choosing the reference point (lower limit) for the inte-
gration to be x0 itself,
∫ x0 k(x′)dx′ = 0. Thus, from the
above equations one can write the transfer matrix for the
left boundary as
M0 =
1
2
√
~k0
[
(1 + γ+0 )e
−ik1x0 (1− γ−0 )e−ik1x0
(1 − γ+0 )eik1x0 (1 + γ−0 )eik1x0
]
(19)
where γ−0 = α0 − β0, γ+0 = α0 + β0, α0 = k0/k1 and
β0 = ik
′
0/(k0k1) with k
′
0 = −mV ′(x0)/(k0~2).
From the continuity equations at the boundaries of suc-
cesive segments, the value of Aj and Bj can be reduced
to a multiplication of the j (2 × 2) matrices
4(
Aj
Bj
)
=
j−1∏
l=0
Ml
(
A0
B0
)
(20)
where
Ml =
1
2
[
(1 + αl)e
−i(kl+1−kl)xl (1− αl)e−i(kl+1+kl)xl
(1− αl)ei(kl+1+kl)xl (1 + αl)ei(kl+1−kl)xl
]
(21)
where αl = kl/kl+1, l = 1, . . . , N − 1. At the right end
of the computational domain (i.e. x = xN ), the WKB
wavefunction takes the form
ψN+1(x = xN ) =
AN+1√
~kN+1
ei
∫
x k(x′)dx′
+
BN+1√
~kN+1
e−i
∫ x k(x′)dx′
(22)
with kN+1 =
√
2m(E − V (xN )) /~. For xN−1 ≤ x ≤
xN , the wavefunction is given by
ψN (x) = ANe
ikNx +BNe
−ikNx. (23)
On applying continuity equations at the right boundary
x = xN , it follows that
(
ANe
ikNx +BNe
−ikNx
)
x=xN
=(
AN+1√
~kN+1
ei
∫ x k(x′)dx′ +
BN+1√
~kN+1
e−i
∫ x k(x′)dx′
)
x=xN
(24)
and
ikN
(
ANe
ikNx −BNe−ikNx
)
x=xN
=[
AN+1√
~kN+1
ei
∫
x k(x′)dx′
(
ikN+1 − 1
2
k′N+1
kN+1
)]
x=xN
+
[
BN+1√
~kN+1
e−i
∫ x k(x′)dx′
(
−ikN+1 − 1
2
k′N+1
kN+1
)]
x=xN
.
(25)
The phase factors e±i
∫ x k(x′)dx′ can be absorbed in the
coefficents AN+1 and BN+1 since their absolute value
determines the transmission coefficient. Thus, from the
above continuity equations, one can write the transfer
matrix, MN , for the right boundary as
√
~
2i
√
kN+1
[
(iS+N +RN )e
ikNxN (iS−N +RN )e
−ikNxN
(iS−N −RN )eikNxN (iS+N −RN )e−ikNxN
]
(26)
where S+N = kN+1 + kN , S
−
N = kN+1 − kN RN =
k′N+1/2kN+1 and k
′
N+1 = −mV ′(xN )/(kN+1~2).
Let us consider the amplitude of the incident wave
A0 = 1 and the final reflected wave BN+1 = 0. Therefore
the transmission amplitude AN+1 is given as
AN+1 =
det(M0) det(M1)... det(MN )
M22
(27)
=
k1
kN
det(M0) det(MN )
M22
(28)
where
M =
(
M11 M12
M21 M22
)
=
N∏
k=0
Mk. (29)
The transmission probability TC is thus
TC =| AN+1 |2 . (30)
C. Numerical Results
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FIG. 2: The Parabolic potential, V (x) = −x2 (solid
line) and the secant hyperbolic (Sech) potential V (x) =
V0(sech
2(x/x0) − 1) (dashed line) within the computational
domain [-2nm,2nm]. Here V0 = 1 × 10
−18J and x0 =
1× 10−9m.
We present results for two potentials V (x) = −x2
and V (x) = V0(sech
2(x/x0) − 1), V0 = 1 × 10−18J,
x0 = 1×10−9m (see Fig. 2), for which the exact transmis-
sion coefficients are known [8] (see Fig. 3). The computa-
tional domain used is from [-2nm,2nm] while the energy
range over which the transmission coefficient varies from
0 to 1 is −2×10−19J to 2×10−19J. The two potentials are
shown in Fig. (2). While the parabolic potential rapidly
decreases for |x| > 0, the slope of the secant hyperbolic
potential decreases for increasing |x| with a saturation
value V (±∞) = −1 × 10−18. It can thus be expected
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FIG. 3: Transmission coefficient (TC) for the parabolic (solid)
and secant hyperbolic potentials (dashed). The energy range
covers the variation of TC from 0 to 1.
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FIG. 4: A comparison of transmission coefficient obtained
by four numerical methods along with the exact result for the
parabolic potential V (x) = −x2. The DE method using WKB
boundary condition is hard to distinguish from the exact or
TM-WKB results and is therefore not shown. The transfer
matrix methods are labelled TM. The DE-PW (middle curve)
fares better than TM-PW. The solid line is the exact result.
that with a computational domain |x| ≤ 2× 10−9m, the
plane wave method for the secant hyperbolic potential
should fare reasonably well alongside the WKB meth-
ods. Unless otherwise mentioned, all distances plotted
are in metres and energy (including potential V (x)) in
joule.
In Fig. (4), we present a comparison of the numerical
methods discussed along with the exact result. Two of
these use the differential equation (DE) approach where
the Schro¨dinger equation is solved but with plane and
WKB waves respectively at the boundary of the compu-
tational domain. The other two are the transfer matrix
methods (TM), again with plane and WKB waves at the
boundary of the computational domain. The TM and
DE methods with WKB boundary condition are clearly
the best (DE-WKB is not shown in the figure since it is
indistinguishable from TM-WKB and the exact result).
The Plane Wave (PW) methods have errors with DE-PW
better than TM-PW method.
The improvement with WKB boundary conditions in
both the DE and TM methods however depends on the
energy under consideration. We have thus computed the
relative error using the exact result for both potentials.
These are plotted in Figs. (5) and (6) for the parabolic
and secant hyperbolic potentials respectively.
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FIG. 5: Relative error in transmission coefficient for the
parabolic potential for the four numerical methods discussed
above. The largest errors are in the TM-PW method (top
two) followed by the DE-PW method.
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FIG. 6: Relative error in transmission coefficient for the se-
cant hyperbolic potential as in Fig. 5.
Note that for the TM-PW method, the error saturates
fast withN for both potentials whereas for the TM-WKB
method, the error is seen to reduce with N . Also, both
the TM-WKB and DE-WKBmethods performmuch bet-
ter than the plane wave counterparts at all energies with
the TM method outperforming the DE method for a few
thousand steps (N). Note that for the secant hyperbolic
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FIG. 7: Relative error in transmission coefficient for the
parabolic potential for TM-WKB method with different val-
ues of N . Also shown is the DE-WKB result (irregular solid
curve) for comparison.
potential, a reduced computational domain (for instance
|x| ≤ 1nm), leads to a greater improvement for the WKB
methods over the plane-wave methods as expected.
Finally, we compare the error in the TM-WKB method
as the number of steps, N , is increased. This is shown
in Fig. 7 for the parabolic potential. The error reduces
initially as N is increased but beyond N = 5000, the
error grows slightly before saturating at around N = 105
to values that are still lower than the DE-WKB method.
The energy-averaged error for the saturated TM-WKB
method is about 65 times less than the saturated TM-
PW method for N = 105.
III. HIGHER ORDER WKB
In the previous section, a first order WKB wavefunc-
tion was used to determine non-reflecting boundary con-
ditions at the edge of the computational domain resulting
in considerable improvement of accuracy in the transmis-
sion coefficient.
The method can be easily generalized to achieve higher
order WKB boundary conditions. We shall, however,
restrict outselves to third order WKB wavefunctions in
much of what follows and show that the transfer matrix
formalism can be modified further to achieve orders of
magnitude improvement in accuracy over the first order
TM results.
On using the usual WKB expansion for the wave-
function ψ(x) = e
i
~
S(x) with S(x) =
∑∞
n=0 ~
nSn, the
Schro¨dinger equation yields the following equations for
S′n(x):
S′0 = ±p(x) (31)
S′1 =
i
2
p′(x)
p(x)
(32)
S′2 = ±
[
− p
′′(x)
4p2(x)
+
3(p′(x))2
8p3(x)
]
(33)
S′3 = −
ip′′′(x)
8p3(x)
+
i3p′(x)p′′(x)
4p4(x)
− i3(p
′(x))3
4p5(x)
(34)
where p(x) =
√
2m(E − V (x)). The first two terms
S0(x) = ±
∫ x
p(x′)dx′ and S1(x) = (i/2) ln |p(x)| give
rise to the first order WKB wavefunction used in the
previous section.
Note the terms are alternately real and imaginary.
Thus S0 and S2 give rise to a phase while S1 and S3
contribute to the amplitude. Further, S0 abd S2 can as-
sume positive or negative values depending on the sign
of the momentum p(x). A standard right moving can
thus be expressed as ψ+(x) = e
i
~
Si(x) while a left moving
wave can be expressed as ψ−(x) = e
i
~
Sr(x) where
Si(x) = +S0(x) + ~S1(x) + ~
2S2(x) + ~
3S3(x) (35)
Sr(x) = −S0(x) + ~S1(x) − ~2S2(x) + ~3S3(x).(36)
A general third order WKB wavefunction at the left
end of the computational domain is thus
ψ0(x) = A0e
iSi(x)/~ +B0e
iSr(x)/~. (37)
In the transfer matrix formalism, the matrix M0 is thus
M0 =
[
(1 +
S′i
~k1
)ei(
Si
~
−k1x0) (1 +
S′r
~k1
)ei(
Sr
~
−k1x0)
(1− S′i
~k1
)ei(
Si
~
+k1x0) (1− S′r
~k1
)ei(
Sr
~
+k1x0)
]
(38)
where Si, Sr, S
′
i and S
′
r are evaluated are x0. Similarly,
the wavefunction at the right end is
ψN+1(x) = AN+1e
iSi(x)/~ +BN+1e
iSr(x)/~ (39)
so that the transfer matrix MN is
MN =
1
S′i − S′r
[
(~kN − S′r)eiα
+
i −(~kN + S′r)eiα
−
i
−(~kN − S′i)eiα
+
r (~kN + S
′
i)e
iα−r
]
(40)
where α+i = +kNx − Si/~, α−i = −kNx − Si/~, α+r =
+kNx − Sr/~ and α−r = −kNx − Sr/~. Here Si,Sr, S′i
and S′r are evaluated are xN .
As before, with A0 = 1 and BN+1 = 0, the amplitude
AN+1 =
k1
kN
det(M0) det(MN )
M22
(41)
with M =
∏N
l=0Ml, where M0 and MN are given by
Eqns. (38) and (40) respectively while for other values of
l, Ml is given by Eq. (21).
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FIG. 8: Relative error in transmission coefficient for the
parabolic potential using the transfer matrix method with
1st (dashed) and 3rd (continuous) order WKB boundaries.
The incident and transmitted currents can be ex-
pressed respectively as
JIN =
|A0|2
2m
2ℜ(S′i(x0))e−
2
~
ℑ(Si(x0)) (42)
JTR =
|AN+1|2
2m
2ℜ(S′i(xN ))e−
2
~
ℑ(Si(xN )) (43)
where ℜ and ℑ denote the real and imaginary part re-
spectively. The transmission coefficient TC = JIN/JTR
is thus
TC = |AN+1|2ℜ(S
′
i(xN ))
ℜ(S′i(x0))
e
2
~
(ℑ(Si(x0))−ℑ(Si(xN ))) (44)
since A0 = 1.
In order to check whether higher order terms improve
the accuracy of the transmission coefficient, we consider
the parabolic potential V (x) = −x2. For convenience, we
consider the reference point for integrating Eqns. (34)
as the left boundary (x = x0) of the computational
domain so that Sn(x0) = 0 for n = 0, 1, 2, 3. Using
p(x) =
√
2m(E + x2), Eqns. (34) can be integrated to
obtain Sn(xN ).
In Fig. 8, the transmission coefficient obtained using
first and third order WKB boundary conditions are com-
pared for N = 105 at which both results converge [16].
Our results are shown in Fig. 8. The energy averaged
improvement in relative error over the first order WKB
result is 63 times while the average improvement over the
plane wave method is about 4100 times.
IV. SUMMARY AND CONCLUSIONS
We have demonstrated that the use of WKB wavefunc-
tions at the boundary of the computational domain im-
proves the evaluation of the transmission coefficient enor-
mously. For the parabolic potential, the error reduces by
a factor of 4100 using third order transfer matrix method
over the usual plane wave TM method.
It is important to note that the errors are largest at
lower energies. This has significance in field emission
calculations where the supply function may have large
contributions below the Fermi level. The transfer matrix
method with WKB boundary condition (TM-WKB) may
thus be adopted due to the ease of implementation and
the improvement in accuracy. Finally, the method can be
directly generalized to multi-dimensional systems when
the potential is separable.
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