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Abstract
Pseudo-splines of integer order (m, `) were introduced by Daubechies,
Han, Ron, and Shen as a family which allows interpolation between the
classical B-splines and the Daubechies’ scaling functions. The purpose of
this paper is to generalize the pseudo-splines to fractional and complex
orders (z, `) with α := Re z ≥ 1. This allows increased flexibility in regard
to smoothness: instead of working with a discrete family of functions
from Cm, m ∈ N0, one uses a continuous family of functions belonging
to the Ho¨lder spaces Cα−1. The presence of the imaginary part of z
allows for direct utilization in complex transform techniques for signal and
image analyses. We also show that in analogue to the integer case, the
generalized pseudo-splines lead to constructions of Parseval wavelet frames
via the unitary extension principle. The regularity and approximation
order of this new class of generalized splines is also discussed.
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1 Introduction
Pseudo-splines of integer order (m, `) were introduced in the paper [3] by Daube-
chies, Han, Ron, and Shen and studied further in [4, 5]. The motivation was to
construct families of refinable functions which allow the interpolation between
the classical B-splines and the Daubechies’ scaling functions. Their focus was
on the construction of framelets for L2(R).
The idea of this paper is to generalize the pseudo-splines to fractional and
complex orders (z, `) with α := Re z ≥ 1. This allows increased flexibility in
regard to smoothness: instead of working with a discrete family of functions
∗Research partially supported by DFG Grant MA 5801/2-1
†Research partially supported by DFG Grant FO 792/2-1
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from Cm−1, m ∈ N, ones uses a continuous family of functions belonging to
the Ho¨lder spaces Cα−1. The presence of the imaginary part of z allows for
direct utilization in complex transform techniques for signal and image analyses.
The usefulness of such complex-valued transforms is discussed in, for instance,
[6]: Real-valued transforms can only provide a symmetric spectrum and are
therefore unable to separate positive and negative frequency bands. Moreover,
in applications such as digital holography, real-valued transforms cannot be
applied to retrieve the phase θ(x) of a complex-valued wave b(x)eiθ(x). Here,
complex-valued transforms, bases and frames are indispensably required.
In [4] it is mentioned that pseudo-splines of order z = m ∈ N with ` = 0
are B-splines. The same is true for the pseudo-splines of fractional and complex
order. In fact, for real α = z = Re z ≥ 1, the pseudo-splines with parameter
` = 0 are the symmetric fractional B-splines β2α−1∗ defined in [12]. For complex
z with Re z ≥ 1 and ` = 0 they correspond to the complex B-splines β2z−1 as
they are considered in [7].
In this paper, we are interested in the construction of Parseval wavelet frames
of the form {DjTkψl : j, k ∈ Z; l = 0, 1, . . . , n}, where D denotes the unitary
dilation operator (Df)(x) :=
√
2f(2x), Tk the translation operator (Tkf)(x) :=
f(x− k), k ∈ Z, and {ψ1, . . . , ψn} is a collection of functions in L2(R). That is,
we want to construct the functions ψl such that
n∑
l=1
∑
j,k∈Z
|〈f,DjTkψl〉|2 = ‖f‖2, ∀f ∈ L2(R),
or, equivalently,
f =
n∑
l=1
∑
j,k∈Z
〈f,DjTkψl〉DjTkψl, ∀f ∈ L2(R).
In contrast to the classical Schoenberg polynomial splines of even degree m,
which allow the construction of Parseval wavelet frames for L2(R) via the unitary
or oblique extension principle [11], the fractional and complex B-splines [7, 12]
do not yield such frames: The trigonometric identity 1 = (sin2 piγ + cos2 piγ)m,
γ ∈ (− 12 , 12 ), which is used to construct Parseval wavelet frames in [10], is a
finite sum involving powers of sin and cos whereas in the case when z ∈ C \ N,
Re z ≥ 1, the corresponding expression 1 = (sin2 piγ + cos2 piγ)z becomes an
infinite binomial series which does not converge on all of (− 12 , 12 ). Indeed,
∞∑
k=0
(
z
k
)
(sin2 piγ)k (cos2 piγ)z−k converges for γ ∈ (− 14 , 14 ),
and
∞∑
k=0
(
z
k
)
(cos2 piγ)k (sin2 piγ)z−k converges for γ ∈ (− 12 , 12 ) \ (− 14 , 14 ).
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This splitting of the binomial series into these two parts with disjoint regions
of convergence causes the construction to fail. Here, however, we show that
in analogue to the integer case, the generalized fractional and complex pseudo-
splines lead to constructions of Parseval wavelet frames via the unitary extension
principle.
The structure of the paper is as follows. In Section 2, we introduce pseudo-
splines of fractional and complex order and show that they generate refinable
functions via the cascade algorithm. Lowpass properties of complex pseudo-
splines are investigated in Section 3. In Section 4, we use the unitary extension
principle to construct Parseval wavelet frames from these functions. Section 5
discusses the regularity and approximation order for this new class of generalized
splines.
Throughout the paper we will use the notation N := {1, 2, 3, . . .}, N0 :=
N ∪ {0}, Z−0 := −N0. The torus is T := [− 12 , 12 ] ∼= R/Z. The floor functionb · c : R → Z is given by r 7→ max{n ∈ Z : n ≤ r} and the ceiling function
d · e : R → Z is r 7→ min{n ∈ Z : n ≥ r}. The class of 1-periodic functions
on R whose restriction to (− 12 , 12 ) belongs to L2(− 12 , 12 ) is denoted by L2(T).
Similarly, L∞(T) consists of the bounded measurable 1-periodic functions on R.
2 Pseudo-Splines of Fractional and Complex Or-
der
In this section, we generalize the pseudo-splines of type II introduced in [3] to
fractional and complex order and show that they generate refinable functions
via the cascade algorithm.
To this end, we consider the filter
H0(γ) := H
(z,`)
0 (γ) := (cos
2 piγ)z
∑`
k=0
(
z + `
k
)
(sin2 piγ)k (cos2 piγ)`−k, γ ∈ R,
(1)
where z ∈ C with α := Re z ≥ 1 and 0 ≤ ` ≤ bα− 12c. The binomial coefficient
is short-hand notation for(
z + `
k
)
:=
Γ(z + `+ 1)
Γ(k + 1)Γ(z + `− k + 1) ,
where Γ : C \ Z−0 → C denotes the Euler Gamma function. We note that since
cos2 piγ ≥ 0, for all γ ∈ T, and α ≥ 1, the complex-valued expression (cos2 piγ)z
is well-defined and holomorphic on C≥1 := {ζ ∈ C : Re ζ ≥ 1}.
The paper [3] treats the case where z and ` are nonnegative integers with
` < z. We will show that under the above assumptions the function H0 is indeed
the filter associated with a refinable function, which generalizes the pseudo-
splines to complex order.
For the remainder of this paper, the pair (z, `) ∈ C×N0 is assumed to be chosen
according to the above restrictions and is held fixed.
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Before we introduce the pseudo-splines we need to prove certain inequalities
related to the filter H0, see Proposition 2.2. We need the lemma below; in the
integer case z ∈ N it is proved in [4, Lemmata 2.1 and 2.2].
Lemma 2.1. Let z ∈ C≥1, let α := Re z, let ` ∈ N0 and define C-valued
polynomials p(x) := pz,`(x) :=
∑`
k=0
(
z+`
k
)
xk(1− x)`−k and q(x) := (1− x)zp(x),
for x ∈ [0, 1]. Then p can alternatively be written in the form
p(x) =
∑`
k=0
(
z − 1 + k
k
)
xk, (2)
and the derivative q′ of q with respect to x is given by
q′(x) = −(z + `)
(
z − 1 + `
`
)
x`(1− x)z−1. (3)
Proof. The proof follows the ideas in [4] using the following two binomial iden-
tities that are also valid for complex z:
(k + 1)
(
z + k
k + 1
)
= (k + 1)
Γ(z + k + 1)
Γ(k + 2)Γ(z)
= (k + 1)
(z + k)Γ(z + k)
(k + 1)Γ(k + 1)Γ(z)
= (z + k)
Γ(z + k)
Γ(k + 1)Γ(z)
= (z + k)
(
z − 1 + k
k
)
(4)
and Pascal’s Identity(
z + 1
k
)
=
(
z
k
)
+
(
z
k − 1
)
, j ∈ N,
which is proved similar to the first identity.
The alternative representation of p and the expression for the derivative of q
are shown as in [4, Lemma 2.1, respectively, Lemma 2.2] replacing the natural
integer m by the complex number z.
The following technical result will play a crucial role in the construction of
the refinable function associated with the filter H0, and also for the construction
of Parseval frames based on pseudo-splines, see Corollary 4.1.
Proposition 2.2. Let z ∈ C≥1 and let ` = 0, 1, . . . , bα− 12c. Then
0 < ϑ ≤ |H0(γ)|2 +
∣∣H0 (γ + 12)∣∣2 ≤ 1, ∀γ ∈ T, (5)
and some constant ϑ = ϑ(z, `).
Proof. Set x := sin2 piγ ∈ [0, 1]. With a slight abuse of the notation H0(γ) can
then be written in the form
H0(x) = (1− x)zp(x),
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where p(x) := p`(x) :=
∑`
k=0
(
z+`
k
)
xk(1− x)`−k. Let q(x) := (1− x)zp(x) be as in
Lemma 2.1. To establish the validity of the inequalities, (5) is now equivalent
to showing that
s(x) := q(x)q(x) + q(1− x)q(1− x)
is bounded above by one and below by some ϑ > 0. To this end, consider the
derivative of s:
s′(x) = q′(x)q(x) + q(x)q′(x)− q′(1− x)q(1− x)− q(1− x)q′(1− x). (6)
Using the expression for q(x) and its derivative (3), we obtain the following
formulas for the four products in (6):
q′(x)q(x) = −(z + `)
(
z − 1 + `
`
) ∑`
k=0
(
z − 1 + k
k
)
x`+k(1− x)2α−1,
q(x)q′(x) = q′(x)q(x),
q′(1− x)q(1− x) = −(z + `)
(
z − 1 + `
`
) ∑`
k=0
(
z − 1 + k
k
)
(1− x)`+kx2α−1,
q(1− x)q′(1− x) = q′(1− x)q(1− x).
Setting Ak := Ak(z, `) := (z + `)
(
z−1+`
`
)(
z−1+k
k
)
, yields
q′(x)q(x) + q(x)q′(x) = −
∑`
k=0
(2ReAk)x
`+k(1− x)2α−1
and, similarly,
q′(1− x)q(1− x) + q(1− x)q′(1− x) = −
∑`
k=0
(2ReAk) (1− x)`+kx2α−1.
Therefore,
s′(x) =
∑`
k=0
(2ReAk)
[
(1− x)`+kx2α−1 − x`+k(1− x)2α−1] .
Hence, the only stationary points of s are given by x ∈ {0, 12 , 1}. Setting x :=
1
2 + ε, 0 < ε <
1
2 , the expression in brackets produces three cases.
Case I: If `+ k < 2α− 1 then
( 12 − ε)`+k( 12 + ε)`+k
[
( 12 + ε)
2α−1−`−k − ( 12 − ε)2α−1−`−k
]{> 0, ε > 0;
< 0, ε < 0.
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Case II: If `+ k > 2α− 1 then
( 12 − ε)2α−1( 12 + ε)2α−1
[
( 12 − ε)`+k−2α+1 − ( 12 + ε)`+k−2α+1
]{< 0, ε > 0;
> 0, ε < 0.
Case III: If `+ k = 2α− 1 then there are only finitely many integers k ≥ 0 and
0 ≤ k ≤ ` for which (1 − x)`+kx2α−1 − x`+k(1 − x)2α−1 is identically equal to
zero. The value of s′ is therefore determined by Cases I and II.
Thus, the stationary point x = 12 yields the unique minimum for s only if
0 ≤ k ≤ ` ≤ bα− 12c ≤ α− 12 holds.
In particular, s(0) = s(1) = 1 and
s
(
1
2
)
= 2q
(
1
2
)
q
(
1
2
)
= 2
(
1
2
)z ∑`
k=0
(
z + `
k
)(
1
2
)`
·
(
1
2
)z ∑`
k=0
(
z + `
k
)(
1
2
)`
= 21−2α−2`
∣∣∣∣∣∑`
k=0
(
z + `
k
)∣∣∣∣∣
2
.
This proves the result with ϑ := ϑ(z, `) := s( 12 ).
In Theorem 2.4 we will show that there indeed exists a refinable function
ϕ ∈ L2(R) associated with the filter H0 ∈ L2(T) in (1), i.e., a function such
that for its Fourier transform holds:
ϕ̂(γ) = H0
(γ
2
)
ϕ̂
(γ
2
)
, γ ∈ R. (7)
Here, we consider the Fourier transform with the normalization
ϕ̂(γ) =
∫
R
ϕ(t)e−2piitγ dt, γ ∈ R.
As in classical wavelet analysis we identify an appropriate function ϕ via the
cascade algorithm. Note that iteration of (7) formally yields that
ϕ̂(γ) =
∞∏
m=1
H0(2
−mγ)ϕ̂(0), γ ∈ R. (8)
Motivated by this we define the functions ϕm, m ∈ N0, via
ϕ̂0(γ) := χ[− 12 , 12 ](γ),
ϕ̂m(γ) := χ[−2m−1,2m−1](γ)
m∏
j=1
H0(2
−jγ). (9)
6
-0.4 -0.2 0.2 0.4
0.2
0.4
0.6
0.8
1.0
-0.4 -0.2 0.2 0.4
0.2
0.4
0.6
0.8
1.0 -0.4 -0.2 0.2 0.4
-0.15
-0.10
-0.05
Figure 1: The filter H(3.2+i,`) for ` = 0, 1, 2, 3 (inner to outer curves). The
upper image shows |H(3.2+i,`)|, the lower left image ReH(3.2+i,`), and the lower
right image ImH(3.2+i,`). The pseudospline parameter ` allows for a tuning of
the width of the scaling filter. Notice that the imaginary part acts as an added
bandpass filter.
We will show that ϕ̂m converges to a function in L
2(R), to be denoted by ϕ̂,
and that the inverse Fourier transform ϕ satisfies (7). In order to do so, we need
the following general result, which exists in many variants in the literature, see
e.g. [5, 8, 13]. It describes the exact interpretation of the convergence of the
infinite product in (8). Note that in this result H0 denotes any periodic function,
not necessarily the filter in (1); in contrast to the versions in the literature we
do not assume that H0 is a trigonometric polynomial.
Lemma 2.3. Let H0(γ) be a 1-periodic real or complex function satisfying the
following conditions:
1) H0(0) = 1.
2) There exist a constant C > 0 and an exponent ε > 0 such that
|H0(γ)− 1| ≤ C · |γ|ε, for all γ ∈ R.
3) There exists a positive constant ϑ such that
0 < ϑ ≤ |H0(γ)|2 + |H0(γ + 12 )|2 ≤ 1, for all γ ∈ R.
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Then the sequence ϕ̂m, m ∈ N, converges pointwise and uniformly on compact
subsets. The pointwise limit ϕ̂ belongs to L2(R) and
ϕm → ϕ in L2(R), as m→∞.
Furthermore, the function ϕ satisfies the refinement equation (7).
Proof. It is well-known (see [5, 8]) that the assumptions 1) and 2) imply that the
sequence ϕ̂m, m ∈ N, converges pointwise and uniformly on compact subsets.
We now show that the sequence ‖ϕ̂m‖2, m ∈ N0, is bounded, and that the
sequence of functions {ϕ̂m} converges to ϕ̂ ∈ L2(R) as m → ∞. Plancherel’s
theorem then implies convergence in the time domain.
We start by splitting up ϕ̂m+1 into a first factor consisting of the scaled filter
H0 and a second factor—a 2
m-periodic filter product:
‖ϕ̂m+1‖22 =
∫ 2m
−2m
|H0(2−m−1γ)|2
∣∣∣∣∣∣
m∏
j=1
H0(2
−jγ)
∣∣∣∣∣∣
2
dγ
=
∫ 2m
0
(|H0(2−m−1γ)|2 + |H0(2−m−1(γ − 2m))|2)
∣∣∣∣∣∣
m∏
j=1
H0(2
−jγ)
∣∣∣∣∣∣
2
dγ
≤
∫ 2m
0
∣∣∣∣∣∣
m∏
j=1
H0(2
−jγ)
∣∣∣∣∣∣
2
dγ ≤ ‖ϕ̂m‖22.
Since ‖ϕ̂0‖2 = 1, we find that the sequence of norms ‖ϕ̂m‖2, m ∈ N0 is
bounded by 1. The pointwise convergence together with the positivity of the
squares |ϕ̂m(γ)|2 for all m ∈ N0 yield via Fatou’s Lemma that the limit function
ϕ̂ is square-integrable:
‖ϕ̂‖22 ≤ lim sup
m→∞
‖ϕ̂m‖22 ≤ 1.
It remains to prove the convergence of ϕ̂m, m ∈ N0 to ϕ̂ in L2(R). This, however,
follows directly from the proof of [8, Theorem 2.4.7] and the comments given
therein. Note that Cohen’s criterion, which is required in the proof, is satisfied
because of condition 2) and the inverse triangular inequality.
Theorem 2.4. The filter in (1), i.e.,
H0(γ) := H
(z,`)
0 (γ) := (cos
2 piγ)z
∑`
k=0
(
z + `
k
)
(sin2 piγ)k (cos2 piγ)`−k,
where z ∈ C with α := Re z ≥ 1 and ` = 0, 1, . . . bα − 12c, generates a refinable
function ϕ via the cascade algorithm (9).
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Proof. We only need to check that H0 satisfies the conditions in Lemma 2.3.
Obviously, H0 is defined for all γ ∈ R and all z ∈ C≥1. H0 is continuous in both
those variables. Moreover,
H0(0) = (cos
2(0))z
∑`
k=0
(
z + `
k
)
(cos2(0))`−k sin2(0)k = 1.
In order to validate the second criterion, we use again the substitution x =
sin2 piγ ∈ [0, 1] and consider first the case ` = 0. A simple computation gives
H0(x) = (1− x)z = 1− zx+ x2
∞∑
k=0
(−1)k
(
z
k + 2
)
xk =: 1− zx+ x2S(x),
where S is a bounded function on [0, 1]. Hence, there exist a constant C > 0
such that for all x ∈ [0, 1] the following estimate holds:
|H0(x)− 1| ≤ C|x|.
For general ` ∈ N we express the finite sum in H0(x) in the following form:
∑`
k=0
(
z + `
k
)
(1− x)`−kxk = 1 + (z + `)(1− x)`−1x+
∑`
k=2
(
z + `
k
)
(1− x)`−kxk
=: 1 + (z + `)x+ x2P (x),
where P is an algebraic polynomial of degree at most ` on [0, 1] and thus
bounded. Hence,
H0(x) = (1− x)z
∑`
k=0
(
z + `
k
)
(1− x)`−kxk
=
[
1− zx+ x2S(x)] [1 + (z + `)x+ x2P (x)]
=: 1 + `x+ x2J(x),
where J is a bounded function on [0, 1]. Hence, for all x ∈ [0, 1] there exists a
constant C > 0 such that
|H0(x)− 1| ≤ C|x|.
Thus, criterion 2) is fulfilled for the filter H0 and as a consequence of Lemma
2.3, the infinite product (8) converges pointwise and uniformly on compact sets.
Finally, condition 3) is satisfied by Proposition 2.2.
Remark 2.5. Comparing the formal limit ϕ̂ of the cascade algorithm with the
formal infinite product (7), we make the choice ϕ̂(0) := 1.
Following the terminology in [3], we call the function ϕ constructed in The-
orem 2.4 a pseudo-spline of complex order (z, `) or for short a complex pseudo-
spline.
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Remark 2.6. If z := m ∈ N in (1) our definition corresponds to the definition
of pseudo-spline of type II as given in [3]. In [14, Remark 3] it was claimed that
the concept of pseudo-spline can be extended to fractional powers by considering
cosr piγ instead of cos2m piγ, where r ∈ R with r ≥ 2m ∈ N. This, however, is
not true since for negative values of the cos-function, the expression cosr piγ =
(cospiγ)r is no longer well-defined. For this reason, it is essential to consider
H0 as a function in cos
2 and sin2.
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Figure 2: The pseudosplines in Fourier domain ϕ̂(3.2+i,`) for ` = 0, 1, 2, 3 (in-
ner to outer curves). The upper image shows |ϕ̂(3.2+i,`)|, the lower left image
Re ϕ̂(3.2+i,`), and the lower right image Im ϕ̂(3.2+i,`). The pseudospline param-
eter ` allows for a tuning of the width of the lowpass property of the refinable
function.
As a variant to the construction above, one can also consider complex
pseudo-splines with a fixed shift w ∈ C (cf. [7]), namely,
H
(z,`,w)
0 (γ)
:=
1
22z
(1 + e2piiγ)z−w(1 + e−2piiγ)z+w
∑`
k=0
(
z + `
k
)
(sin2 piγ)k (cos2 piγ)`−k,
for z ∈ C≥1 and 0 ≤ ` ≤ bRe z − 12c, in order to define fractional and complex
pseudo-splines. In the case where ` := 0 it was shown in [9] that the shift allows
for better adaption to the signal or image.
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Figure 3: Pseudo-splines ((a) modulus, (b) real and (c) imaginary part) in time
domain. Parameters z = 3.2 + i, ` = 0, 1, 2, 3.
A straightforward computation shows that
H
(z,`,w)
0 (γ) = e
−2piiwγ Hz,`0 (γ), γ ∈ T. (10)
Setting w := u + iv, u, v ∈ R, one quickly verifies that (5) holds true only if
v = 0. Hence H
(z,`,w)
0 is related to H
(z,`)
0 via a pure phase factor:
H
(z,`,u)
0 (γ) = e
−2piiuγ Hz,`0 (γ), γ ∈ T.
Clearly, H
(z,`,u)
0 (γ) is 1-periodic function and satisfies H
(z,`,u)
0 (0) = 1. Using
the substitution x = sin2 piγ, expressing the phase factor e−2piiuγ as a function
of x, and writing out its Taylor expansion around x = 0, one obtains
e−2piiuγ = e−2iu arcsin
√
x = 1− 2iu√x− 2u2x+√xF (x),
where F is a bounded function on [0, 1]. As H
(z,`)
0 can be written in the form
H
(z,`)
0 (x) = 1+ c x+x
2M(x) for some c ∈ C and a bounded function M on [0,1]
(see above), we obtain for H
(z,`,u)
0 (x) the expression
H
(z,`,u)
0 (x) =
[
1− 2iu√x− 2u2x+√xF (x)] [1 + c x+ x2M(x)]
= 1 + (F (x)− 2iu)√x+ xG(x),
for some function G bounded on [0, 1]. Hence, there exists a positive constant
C so that
|H(z,`,u)0 (x)− 1| ≤ C|x|
1
2 .
Consequently, Proposition 2.2 also applies to the shifted filters H
(z,`,u)
0 and
by Theorem 2.4 the shifted filters H
(z,`,u)
0 generate refinable functions via the
cascade algorithm.
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3 Lowpass Properties of Complex Pseudo-Splines
We first consider the properties of the complex pseudo-splines in the Fourier
domain. Because of the lower inequality in condition 3) of Lemma 2.3, we have
that 0 < ϑ ≤ |H0(γ)|2 ≤ 1, for all γ ∈ R. As a consequence, the pseudo-spline
ϕ is bounded above by one in the Fourier domain, i.e., |ϕ̂(γ)| ≤ 1, for all γ ∈ R.
As expected for a refinable function, the pseudo-splines act as lowpass filters.
In fact, there exists a neighborhood of the origin, where ϕ̂ does not vanish. To
see this, we need some preparations.
Lemma 3.1. Let n ∈ N and let {zj := xj + yj : j = 0, 1, . . . , n} be a set of
complex numbers. Then
Arg
n∏
j=0
zj =
n∑
j=0
tan−1
yj
xj
,
where Arg denotes the principal argument of a complex number and has values
in (−pi, pi]. If, in addition, each zj is of the form zj := x + j + iy, for given
(x, y) ∈ R with x > 1, then
tan−1
y
x+ j
∈
(
−pi
2
,
pi
2
)
, ∀ j = 0, 1, . . . , n,
and ∣∣∣∣tan−1 yx+ j
∣∣∣∣ ≤ ∣∣∣∣tan−1 yx+ j − 1
∣∣∣∣ , ∀ j = 1, . . . , n. (11)
Proof. Write each zj in the form zj = |zj | eiθj with θj := tan−1 yjxj .
Set H
(z,`)
0 (γ) := H
(z,0)
0 (γ)P
(z,`)(γ), where
P (z,`)(γ) :=
∑`
k=0
(
z + `
k
)
(sin2 piγ)k (cos2 piγ)`−k. (12)
Proposition 3.2. Suppose z := x+ iy, x ≥ 1, is such that
∑`
j=0
tan−1
y
x+ j
∈
(
−pi
2
,
pi
2
)
(13)
holds. Then there exists a positive constant c > 0 that bounds ϕ̂ from below in
a neighborhood of the origin, i.e.,
0 < c ≤ |ϕ̂(z,0)(γ)| ≤ |ϕ̂(z,`)(γ)|. (14)
Proof. The result in (14) clearly holds for all those tuples (z, `), for which
0 < c˜ ≤ |H(z,0)0 (γ)| ≤ |H(z,0)0 (γ)P (z,`)(γ)| = |H(z,`)0 (γ)|
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holds for γ in a neighborhood of the origin. Here, the third inequality holds
whenever |P (z,`)(γ)| ≥ 1. For fractional z = α ≥ 1, this is obviously true. In
fact, consider the representation as an algebraic polynomial. Then
P (α,`)(x) = 1 +
∑`
k=1
(
α− 1 + k
k
)
xk ≥ 1 for x ∈ [0, 1],
because of the positivity of the sum. For complex z we need more sophisticated
estimates. Consider
|P (z,`)(x)|2 =
(∑`
k=0
Re
(
z − 1 + k
k
)
xk
)2
+
(∑`
k=0
Im
(
z − 1 + k
k
)
xk
)2
=
(
1 +
∑`
k=1
Re
(
z − 1 + k
k
)
xk
)2
+
(∑`
k=1
Im
(
z − 1 + k
k
)
xk
)2
≥ 1 + 2
∑`
k=1
Re
(
z − 1 + k
k
)
xk +
(∑`
k=1
Re
(
z − 1 + k
k
)
xk
)2
.
Lemma 3.1 allows us to estimate the binomial terms.
Consider a fixed z := x+ iy with x ≥ 1. Then
Re
(
z − 1 + k
k
)
=
Re
k−1∏
j=0
(z + j)
k!
.
By (11), it suffices to require that
∑`
j=0
tan−1
y
x+ j
∈
(
−pi
2
,
pi
2
)
to guarantee that Re
(
z−1+k
k
) ≥ 0 for all k = 1, . . . , `.
Thus, for all z ∈ C≥1 satisfying (13) the polynomial |P (z,`)(γ)| ≥ 1 and (14)
holds.
Note that for ` = 0, condition (13) is satisfied as expected since H(z,0) is the
filter of the classical fractional or complex B-spline.
Remark 3.3. The refinable functions generated by the shifted filters H
(z,`,u)
0
also satisfy Proposition 3.1 since they differ from the filters H
(z,`)
0 only by the
phase factor e−2piiuγ .
4 Construction of Parseval Wavelet Frames
In this section we will use the unitary extension principle (UEP) by Ron and
Shen [10] to construct Parseval frames, generated by fractional or complex
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pseudo-splines. This generalizes some of the results in [3], where frame con-
structions based on the “integer pseudo-splines” were presented. Since we only
want to illustrate the use of pseudo-splines of complex order we do not aim at
the most general version of the result but confine ourself to a construction with
three generators.
Proposition 4.1. Consider the filter H0 in (1) and the associated refinable
function ϕ in (8). Furthermore, let
η(γ) := 1− (|H0(γ)|2 + |H0(γ + 12 )|2) . (15)
Let σ be a 1-periodic function such that |σ(γ)|2 = η(γ), and define the filters
{Hn}3n=1 by
H1(γ) = e
2piiγH0(γ +
1
2 ), H2(γ) =
1√
2
σ(γ), H3(γ) =
1√
2
e2piiγσ(γ).
Then the functions {ψn}3n=1 given by
ψ̂n(2γ) = Hn(γ)ϕ̂(γ) (16)
generate a Parseval frame {DjTkψn}j,k∈Z,n=1,2,3 for L2(R).
Proof. We have already seen that
ϕ̂(γ) =
∏
m>0
H0(2
−mγ) = H0(γ/2)ϕ̂(γ/2).
Note that the formulation of Proposition 4.1 corresponds precisely to the setup
on page 21 in [3], except that the filter H0 in general is not a trigonometric
polynomial; it is easy to see that the arguments in [3] still go through. According
to the general setup in the unitary extension principle (see again page 21 in [3]
or Cor. 18.5.2 in [1] with Θ = 1) we only need to check that
(i) limγ→0 ϕ̂(γ) = 1.
(ii) The function η in (15) is nonnegative.
The condition (i) is clearly satisfied, and (ii) follows from Proposition 2.2. Thus
the conclusion follows. 
Note that if we expand the filters Hn, n = 1, 2, 3 in Fourier series, Hn(γ) =∑
k∈Z
ck,ne
2piikγ , the functions ψn, n = 1, 2, 3, are given explicitly by
ψn(x) =
√
2
∑
k∈Z
ck,nDT−kϕ(x) = 2
∑
k∈Z
ck,nϕ(2x+ k).
Remark 4.2. Proposition 4.1 also holds for the shifted filters H
(z,`,u)
0 and the
refinable functions generated by them. Consequently, we also obtain Parseval
wavelets frames from these refinable functions.
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Figure 4: The three framelets ψ1, ψ2, and ψ3 from Proposition 4.1 in the fre-
quency domain. Left: modulus, center: real part, right: imaginary part. Note
that two of the framelets have the same modulus. Parameter: z = 3.2 + i.
5 Regularity and Approximation Properties of
Fractional Pseudo-Splines
In this section, we investigate the regularity and approximation properties of
fractional pseudo-splines. For this purpose, we recall that in the case ` = 0, the
fractional B-splines β2α−1 as introduced in [12] have (fractional) approximation
order 2α.
The result about the regularity of fractional pseudo-splines is based on the
following theorem, which is Lemma 7.1.7 in [2], adapted to our setting, termi-
nology, and notation.
Lemma 5.1. Let H0(γ), the low pass filter for a refinable function ϕ, have the
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Figure 5: The three framelets ψ1,ψ2, and ψ3 from Proposition 4.1 in the time
domain. Left: modulus, center: real part, right: imaginary part. Parameter:
z = 3.2 + i.
form
|H0(γ)| = (cos2 piγ)α|L(γ)|, γ ∈ T,
where α ≥ 1. Assume that
(i) |L(γ)| ≤ |L( 13 )|, for all |γ| ≤ 13 ;
(ii) |L(γ)L(2γ)| ≤ |L( 13 )|2, for all 13 ≤ |γ| ≤ 12 .
Then
|ϕ̂(γ)| ≤ c (1 + |γ|)−2α+κ,
where κ = log2 |L( 13 )| and c denotes a positive constant.
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Proof. The proof follows from the arguments given to establish Lemmata 7.1.5
and 7.1.6 in [2]. We note that replacing the positive integer N in [2] by a real
number α ≥ 1 has no bearing on the validity of these arguments.
The next result is the extension of Proposition 3.2 in [4] to the fractional
case.
Lemma 5.2. Suppose p := pα,` :=
∑`
k=0
(
α+`
k
)
xk(1 − x)`−k, where α ≥ 1 and
` = 0, 1, . . . , bα− 12c. Then
(a) p(x) ≤ p( 34 ), for 0 ≤ x ≤ 34 ;
(b) p(x)p(4x(1− x)) ≤ p( 34 )2, for 34 ≤ x ≤ 1.
Proof. For item (a), we remark that by (2) and the positivity of the binomial
coefficients, we have
p′(x) = α+ 2
(
α+ 1
2
)
x+ · · ·+ `
(
α− 1 + `
`
)
x`−1 > 0,
for all x ∈ [0, 1].
For (b), a careful analysis of the proof of Proposition 3.2 in [4] reveals that the
arguments given there also apply when the parameter m ∈ N in the statement
is replaced by a real number α ≥ 1. Only the identity (4) was used and the
algebraic manipulations performed are independent of whether m ∈ N or 1 ≤
α ∈ R.
As a consequence, we obtain the following regularity result for fractional
pseudo-splines.
Theorem 5.3. Let ϕ denote a pseudo-spline of order (α, `) with 1 ≤ α ∈ R
and ` = 0, 1, . . . , bα− 12c. Then
|ϕ̂(γ)| ≤ c(1 + |γ|)−2α+κ,
where κ = log2 p(
3
4 ). Moreover,
ϕ ∈ Cs−ε, with s = 2α− κ− 1.
Proof. The first statement follows from Theorem 5.1, the fact that in our setting,
L(γ) is given by P (α,`)(γ) (see (12) with z replaced by α), and the observation
that the proof of Theorem 3.4 in [4] also applies when the parameter m ∈ N used
in the statement is replaced by any real m ≥ 1. The second statement follows
from the fact that if |f̂(γ)| ≤ c(1+|γ|)−s−1−ε, c > 0, then ∫R |f̂(γ)|(1+|γ|)sdγ <∞, i.e., f ∈ Cs.
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Next, we consider the approximation order associated with a fractional
pseudo-spline. To this end, let ϕ be a pseudo-spline of order (α, `) with 1 ≤ α ∈
R and ` = 0, 1, . . . , bα− 12c. Define shift-invariant subspaces {Vn}n∈Z, n ∈ Z, of
L2(R) by
Vn := closL2 span {DnTkϕ : k ∈ Z}
and denote by Pn : L2(R)→ Vn the linear operator
Pn(f) :=
∑
k∈Z
〈f,DnTkϕ〉DnTkϕ. (17)
The operator Pn is said to provide approximation order α if
‖f −Pnf‖L2 ∈ O(2−nα) as n→∞,
for all f in the Sobolev space Hα(R).
We require the following known result adapted to our setting. For a proof
and details, see for instance [3].
Lemma 5.4. The approximation order of the operatorPn is given by min{2α,M},
where M is the order of the zero of 1− |H(α,`)0 (γ)|2 at the origin.
We then arrive at the next theorem.
Proposition 5.5. Let ϕ be a pseudo-spline of order (α, `) with 1 ≤ α ∈ R and
` = 0, 1, . . . , bα− 12c. The operator Pn defined in (17) provides approximation
order min{2α, 2(`+ 1)}.
Proof. Note that
1− |H(α,`)0 (γ)|2 = 1− q2(sin2 piγ),
where q is defined in Lemma 2.1. The result now follows from the proof of
Theorem 3.10 in [4] with the obvious replacements and the realization that their
arguments remain unchanged when the integer m in the statement is replaced
by the real number α.
Remark 5.6. The above statements concerning the regularity and approxima-
tion order of the refinable functions generated by the filters H
(α,`)
0 apply ad
verbatim also to the shifted filters H
(α,`,u)
0 since their moduli are identical.
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