Transcription patterns shift dramatically as cells transit from one phase of the cell cycle to another. To better define this transcriptional circuitry, we collected new microarray data across the cell cycle of budding yeast. The combined analysis of these data with three other cell cycle data sets identifies hundreds of new highly periodic transcripts and provides a weighted average peak time for each transcript. Using these data and phylogenetic comparisons of promoter sequences, we have identified a late S-phase-specific promoter element. This element is the binding site for the forkhead protein Hcm1, which is required for its cell cycle-specific activity. Among the cell cycle-regulated genes that contain conserved Hcm1-binding sites, there is a significant enrichment of genes involved in chromosome segregation, spindle dynamics, and budding. This may explain why Hcm1 mutants show 10-fold elevated rates of chromosome loss and require the spindle checkpoint for viability. Hcm1 also induces the M-phase-specific transcription factors FKH1, FKH2, and NDD1, and two cell cycle-specific transcriptional repressors, WHI5 and YHP1. As such, Hcm1 fills a significant gap in our understanding of the transcriptional circuitry that underlies the cell cycle.
About 15% of budding yeast genes are subject to transcriptional regulation during the cell cycle. This large outlay of regulatory effort persists in bacteria as well as metazoans, where the types of transcription factors (TFs) involved and their targets show significant conservation (Alvarez et al. 2001; Costa 2005) . Rapid elimination of cell cycle regulators typically involves protein degradation, sequestration, or modification (Vodermaier 2004) . However, transcriptional regulation controls an equally important step, which is when these cell cycle-specific regulators are first expressed.
Genome-wide transcript measurements for the budding yeast cell cycle were among the first microarray experiments carried out (Cho et al. 1998; Spellman et al. 1998) . Many computational methods have been used to identify cell cycle-regulated transcripts from these data, but there remains a remarkable level of uncertainty. Nearly one-third of the budding yeast genes have been classified as periodic by at least one method, yet <200 genes have been classified as periodic by all methods (de Lichtenberg et al. 2005b ; data not shown). This ambiguity stems from noise in the data, lack of replicates within a given time course, and variation imposed by the different synchrony methods used. In spite of these obstacles, these data have been the subject of scores of computational and experimental strategies aimed at understanding the regulatory circuitry of the cell cycle.
One outcome of this global scrutiny of transcription through the cell cycle is the realization that gene products that are required at a specific point in the cycle are very often periodically transcribed, and peak at a time appropriate for their function (de Lichtenberg et al. 2005a) . The TFs provide a particularly dramatic example of this phenomenon (Simon et al. 2001) . Of the 13 TFs known to be involved in cell cycle-specific transcription, all but three are periodically transcribed and peak just before they are needed. This "just in time" expression may reinforce the order of events, but it may also be important for replenishing pools of gene products that are inactivated after they perform their function or during prolonged arrests (e.g., quiescence or stationary phase). Periodic transcription of an unstable regulator can also serve as a rate-limiting step in the cycle. Swi4 is a dose-dependent activator of the transition from G1 to S phase, and if its transcription is shifted from early to late G1, there is a corresponding delay in the transition to S phase (McInerny et al. 1997) . The extent to which cell cycle-regulated transcription contributes to the orderly duplication of a cell has not yet been thoroughly explored. However, results to date suggest that a comprehensive description of the scope and timing of transcription through the cell cycle would provide insight into most, if not all, cell cycle-specific processes and would identify many of the TFs that underlie that regulation.
G1 is the key control point during which the decision is made to commit to another round of division in most organisms. One of the first insights into this process in budding yeast was the discovery of a cyclin Cln3, whose overexpression speeds the G1-to-S transition (Cross 1988; Nash et al. 1988 ). The expression of this first cyclin activates the transcription of a battery of late G1 genes including cyclins and many genes involved in DNA replication and budding (Tyers et al. 1993; Dirick et al. 1995; Stuart and Wittenberg 1996; MacKay et al. 2001) . Late G1 transcription is carried out by two DNAbinding proteins (Swi4 or Mbp1), which are structurally related and associate with a common subunit called Swi6. These proteins are bound to late G1 promoters throughout G1 (Cosma et al. 1999) in an inactive state due to the presence of an inhibitor Whi5 (Costanzo et al. 2004; de Bruin et al. 2004 ). Cln3 complexed with the cyclin-dependent kinase (Cdk) phosphorylates Whi5, which facilitates its dissociation from these promoters, and late G1-specific transcription ensues. Among the late G1 transcripts is one encoding another repressor, called Yox1, which forms a negative feedback loop by repressing the transcription of CLN3 and SWI4 and other transcripts that peak at the M/G1 border (Pramila et al. 2002) .
Little is known about the mechanisms that regulate transcription from early S phase to mitosis. However, M-phase-specific transcription was the first to be understood at the molecular level. Two of the four yeast forkhead TFs act at this interval, along with Mcm1 and Ndd1, to induce the expression of the last wave of cyclins (Clb1 and Clb2) and the next wave of transcription factors: Swi5 and Ace2 (Koranda et al. 2000; Kumar et al. 2000; Pic et al. 2000; Zhu et al. 2000) . Swi5 and Ace2 then activate genes involved in cell separation (Knapp et al. 1996; Kovacech et al. 1996) and in distinguishing mother cells from daughter cells (Doolin et al. 2001 ). At about the same time, Mcm1 is released from repression by a pair of repressors (Yox1 and Yhp1) at another set of M/G1-specific promoters, which induce the transcription of genes required to set up prereplication complexes for DNA synthesis (Mcm2-7 and Cdc6) and to restart the cell cycle (Cln3 and Swi4) (Pramila et al. 2002) .
In the present study, we fill a critical gap in the transcriptional circuitry of the cell cycle with the discovery of a novel S-phase-specific TF, Hcm1. We first generated new microarray data across the budding yeast cell cycle, and carried out combined analysis of these data with three previously collected data sets. This analysis has enabled us to identify hundreds of new cell cycle-regulated transcripts and to calculate a weighted average time at which each transcript peaks. We then searched for phylogenetically conserved elements that were overrepresented within S-phase-specific promoters. This strategy led to the discovery that Hcm1, another forkhead TF, is a cell cycle-specific TF that activates transcription during S phase. Consistent with the patterns observed across other phases of the cell cycle, HCM1 is periodically transcribed and expressed in late G1 and early S phase. Hcm1's targets peak primarily during late S phase and show a striking enrichment for gene products involved in chromosome organization, spindle dynamics, and budding. Hcm1 also plays a prominent role in the transcriptional circuitry that underlies the cell cycle in that it is required for the of transcription of M phase TFs: Fkh1, Fkh2, and Ndd1. It is also required for the periodic transcription of the two cell cycle-specific repressors Whi5 and Yhp1.
Results

Refining the list of periodic transcripts
We have generated two microarray data sets that follow transcript levels at 5-min intervals over two cell cycles after ␣-factor synchronization. These nearly double the available data, and when combined with three other data sets they offer a more comprehensive look at the periodically transcribed genes of budding yeast. The periodic normal mixture (PNM) method (Lu et al. 2004 ) was applied to different combinations of data sets to calculate the probability that each gene is periodically transcribed. Using a list of 127 known periodic genes to judge the performance, we found that integrating all five data sets in the analysis (PNM5) performed the best (Supplementary Fig. 1A,B) . A total of 1031 genes rank above the probability threshold of 0.95, and 657 exceed a threshold of 0.9986. Among the latter 657 transcripts, one-quarter were not previously characterized as periodic (Spellman et al. 1998) .
A permutation based statistical method (PBM5) was also used to rank periodic transcripts in all five data sets (de Lichtenberg et al. 2005b) . PBM ranks each transcript by a score that combines two permutation-based statistical tests for periodicity and magnitude of oscillation. Direct comparison of PNM5 and PBM5 indicates that PBM5 improves the rate of identification of the 127 known periodic transcripts ( Supplementary Fig. 2 ). The top 1000 periodic transcripts calculated by PBM5 have been used for further analysis. An important feature of PBM5 is that a weighted average peak time is calculated Hcm1 regulates S-phase-specific transcription for each periodic transcript (de Lichtenberg et al. 2005b ). These results, including the rank order and peak times, are available at our Web site (http://www.fhcrc.org/ science/labs/breeden/cellcycle), where the new data sets can be viewed and our rankings can be directly compared with previous analyses.
Fifty-seven TFs rank in the top 1000 in either PNM5 or PBM5. Figure 1A shows heat maps of the transcription profiles for these genes, ordered with respect to their average peak time. About half are newly designated as periodic (asterisks in Fig. 1A ). Among these cell cycleregulated TFs are two involved in regulation of hexose transport genes (Pdr1 and Mth1) (Nourani et al. 1997; Schmidt et al. 1999 ), Msn2 and Msn4, which partner to regulate transcription in response to stress (MartinezPastor et al. 1996) and four factors known to be involved in cell cycle-regulated transcription (Hir1 and Hir2 [Osley and Lycan 1987] , Mbp1 [Koch et al. 1993] , and Fkh2 [Zhu et al. 2000] ). Figure 1B summarizes the global pattern of cell cycleregulated transcription. This analysis required alignment of the time scales and start points from five different data sets. As a result, the output is shown as a percent of the cell cycle with zero arbitrarily defined as the M/G1 transition. The largest group of cell cycle-regulated transcripts peak from 17% to 27% of the cell cycle, (Crooks et al. 2004 ) for the consensus Hcm1-binding site used to search the genome for conserved Hcm1 target genes. which corresponds to late G1 and early S, when Swi4, Mbp1, and Swi6 induce transcription of many genes involved in DNA synthesis and budding. These late G1 transcripts are also the most enriched group among those that rank in the top 300 by PBM5 (Fig. 1B, magenta bars) . Histone mRNA levels peak at 37%-39% and serve as a marker for early S phase.
Identifying an S-phase-specific promoter element
In order to investigate S-phase-specific transcription, we searched for phylogenetically conserved sequences within the promoters of genes whose transcripts peak during S phase. We started with the most periodic 657 transcripts identified by PNM5 and eliminated those that contained conserved binding sites for the late G1 TFs and FKH-binding sites. The remaining 252 transcripts were partitioned by peak times, and then PhyME (Sinha et al. 2004 ) was used to search through the aligned sequences of orthologous promoters from related species to identify phylogenetically conserved and overrepresented motifs. Table 1A shows the highest-scoring motifs for seven overlapping partitions bracketing S phase. The core sequence TAAACAA was identified in every run, and 40 genes containing this motif in their promoters were identified. The distribution of these 40 peak times is shown in Figure 1C in cyan. Interestingly, almost half of these genes are involved in chromosome segregation. Four microtubule motor proteins (PAC11, CIN8, KIP1, and VIK1), four components of the kinetochore (DUO1, DSN1, NSL1, and SPC34), and many genes involved in sister-chromatid cohesion and spindle dynamics (ESP1, SPC98, SPC29, and TUB2) were identified. A position-specific probability matrix derived from these promoters was generated (Supplementary Table  S1 ), which identified the 9-base consensus sequence shown in Figure 1D . This matrix was then used to find conserved occurrences of this motif genome-wide. Fourhundred-thirteen promoters contained this conserved AT-rich sequence with a threshold score >14, and 180 of these transcripts were classified as cell cycle regulated by both PNM5 and PBM5 ( Supplementary Fig. S3 ). The peak times for these 180 transcripts (Fig. 1C , black bars) form a broad peak corresponding to late S phase, from 33% to 57% of the cell cycle.
Hcm1 is an S-phase-specific transcription factor whose targets are required for chromosome segregation and budding
The consensus sequence identified in these 180 transcripts ( Fig. 1D ) matches the core sequence of the 11-base-pair (bp) binding site identified in vitro (WAAYA AACAAW) for Hcm1 (Zhu and Davis 1998) . We have cloned the consensus binding sites from the S-phase-specific WHI5 transcript into a lacZ reporter construct. Figure 2 shows the activity of this promoter element across two cell cycles. The lacZ message driven by this element is periodic and peaks at 40-50 and then 100-110 min in wild-type cells. This timing corresponds to late S phase (see Fig. 1 ). Its activity drops to a low constitutive level in hcm1 cells ( Fig. 2) and is undetectable when point Transcripts were partitioned by the time to half maximal level calculated from the PNM curve fits in the ␣30 data set. Bold letters indicate the HCM element. Italicized sequences in the first three bins are related to the late G1-specific MCB element (McIntosh et al. 1991) . The italicized sequence in the 20-24 bin is a PAC element (Sudarsanam et al. 2002) . The two motifs with the highest PhyME scores (Sinha et al. 2004 ) are reported. Spindle pole body 1.78E-11
The enrichment categories for the list of 180 putative Hcm1 targets were calculated using the GO Term Finder (Ashburner et al. 2000) .
Hcm1 regulates S-phase-specific transcription mutations disrupt the sequence (data not shown; see Materials and Methods). These results demonstrate that this "HCM" element is necessary and sufficient to confer cell cycle-regulated transcription that peaks in late S and is Hcm1-dependent. The 180 putative Hcm1 targets show a highly significant enrichment for components of the spindle, chromosome organization, and budding (Table 1B) . Bud emergence occurs during S phase, as does kinetochore assembly and new spindle pole body (SPB) formation (Tanaka et al. 2005) . It was therefore of interest to see that 18 components of the bud, 16 SPB proteins and most of the microtubule motor proteins, were among the putative targets of Hcm1. Kinetochore proteins are also prominent among the potential Hcm1 targets. To verify some of these targets, we followed their transcription profiles through the cell cycle. CIN8, SPC34, and DSN1 are clearly periodic in wild-type cells (Fig. 3A,B) , but their mRNA levels are reduced and almost constitutive in hcm1 mutant cells. This is not due to a loss of synchrony because the budding profiles of hcm1 and wild-type cells as they traverse the cell cycle are comparable (Fig. 3C) . We conclude that Hcm1 is required for the S-phase-specific transcription of these genes.
Hcm1-binding sites have been investigated by genome-wide chromatin immunoprecipitation (ChIP), and 10 of our putative Hcm1 targets were identified in that study (Horak et al. 2002) . We have reconfirmed that one of these targets, CIN8, is a binding site for Hcm1 in vivo (Fig. 3D) . However, the 237 other putative Hcm1-bound promoters found by Horak et al. do not contain the conserved HCM element, nor do they show a significant enrichment for genes involved in chromosome segregation and budding based on their GO annotations (L.L. Breeden, unpubl.) . Unfortunately, genome-wide ChIP assays have not been very successful in identifying known targets of the late G1 TFs (Bean et al. 2005) or of the M/G1-specific Yox1 protein (Pramila et al. 2002) . It seems that these transiently active transcription complexes are especially challenging for genome-wide ChIP analysis.
Hcm1 also regulates other cell cycle-specific transcription factors
Among the genes containing conserved HCM elements are several genes that encode cell cycle-specific TFs. These include the repressor of late G1 transcription, Whi5, and another repressor, Yhp1, which restricts the timing of M/G1-specific transcription. Two members of the forkhead family of TFs, Fkh1 and Fkh2, and Ndd1, which associates primarily with Fkh2 at M-specific promoters, are also among Hcm1's potential targets. To determine whether Hcm1 is responsible for the periodic transcription of these genes, we followed their mRNA levels through the cell cycle in hcm1 and wild-type cells.
As a synchrony control, we analyzed RNR1 transcription and note that its profile is unaffected by hcm1 (Fig. 4A) . However, the mRNA profiles for these cell cycle-specific TFs are all affected to varying extents. WHI5 and NDD1 both peak at 40 and 100 min in the two consecutive cell cycles in wild-type cells and both display a constitutive, basal level of mRNA across the same time course in hcm1 cells (Fig. 4B) . YHP1, which peaks at the same time as WHI5 and NDD1 in wild-type cells, retains periodicity but has a peak delay of ∼10 min in hcm1 cells (Fig.  4A ). FKH1 and FKH2 also retain periodicity, but their maximum levels are reduced, and they suffer a slightly longer delay in the hcm1 mutant (Fig. 4C ). These TFs are clearly deregulated by loss of Hcm1 and are likely to be direct targets as they have Hcm1-binding sites in their promoters. However, we have been unable to verify in vivo binding by Hcm1 to these promoters, possibly due to the very low and transient expression of Hcm1 (Ghaemmaghami et al. 2003 ; see below).
Hcm1 protein is periodically expressed and post-translationally regulated HCM1 transcription is cell cycle regulated (Cho et al. 1998) . Its transcription peaks in late G1 (Fig. 1A) , and both of the late G1 transcription factor complexes (Swi4/ Swi6 and Mbp1/Swi6) bind the HCM1 promoter (Iyer et al. 2001 ; data not shown). To see if Hcm1 protein levels are also restricted within the cell cycle, we have fol- lowed tagged Hcm1 across the cell cycle (Fig. 5A,B ) and find that Hcm1 protein is also periodically expressed in a pattern that correlates with its mRNA profile. To see if the periodic expression of Hcm1 is responsible for the periodic expression of its target genes, we fused the HCM1 open reading frame to the constitutive GAL1 promoter. When this construct replaces the endogenous HCM1 gene, the Hcm1 protein is constitutively expressed (Fig. 5B) . However, cell cycle regulation of two Hcm1 targets (WHI5 and NDD1) is still evident in these cells (Fig. 5C,D) . We conclude that there is an additional post-translational component that regulates Hcm1 activity.
Chromosome segregation is impaired in the absence of Hcm1
If Hcm1 regulates transcription of genes involved in chromosome segregation, we would expect loss of Hcm1 activity to be deleterious. This is not apparent from its budding kinetics under optimal growth conditions, where it almost mirrors the wild-type profile (Fig. 3C) . However, we have monitored the fidelity of chromosome transmission with a sectoring assay (Spencer et al. 1990 ). The red sectors indicate that nearly every colony has suffered multiple loss events (Fig. 6A) . We have calculated the chromosome loss rate per generation to be at least 10-fold elevated in hcm1 mutants (0.2 ± 0.03% loss per generation for hcm1, compared with 0.02 ± 0.01% for wild type).
We also monitored the DNA content of hcm1 cells as they traverse the cell cycle (Fig. 6B) . The hcm1 cells enter S phase faster than wild type, but they spend a longer time in G2/M. The early S-phase entry is not understood, but it could contribute to the genetic instability of this strain (Sidorova and Breeden 2003) . The G2 delay could be due to activation of the DNA damage checkpoint (Foiani et al. 2000) or the spindle checkpoint, which delays mitosis until chromosomes are properly aligned (Straight and Murray 1997) . The accumulated evidence supports the latter explanation. hcm1 mutants are not hypersensitive to the block to replication caused by hydroxyurea (HU), nor do they require a functional DNA damage checkpoint for viability (data not shown). In contrast, hcm1 deletions are sensitive to the spindle poison benomyl (Horak et al. 2002; Daniel et al. 2006) , and they are synthetically lethal with mad1, mad2, and pds1, which disrupt the spindle checkpoint (Sarin et al. 2004; Tong et al. 2004; Daniel et al. 2006 ). The simplest interpretation of these observations is that the chromosome segregation defects that arise due to suboptimal expression of Hcm1 target genes activate the spindle checkpoint and are sufficient to kill cells that lack the ability to recognize and repair them.
Discussion
Combined analysis of new cell cycle microarray data and three previously collected data sets enabled us to iden- tify periodic transcripts with higher confidence than before. Performance testing indicated that PBM5 analysis, which takes into account both periodicity and the magnitude of the oscillation, performs the best. As expected, the highly periodic transcripts are easily identified. We find almost perfect agreement between PNM5, PBM5, and the Spellman list (Spellman et al. 1998 ) for the 300 highest-ranking transcripts. However, among the topranked 600 periodic transcripts based on PBM5, onequarter (142 transcripts) are newly discovered periodic transcripts. This highlights the extent to which the new PBM5 list differs from previous findings and identifies new, highly periodic transcripts.
Our interest is in defining the regulatory circuits responsible for cell cycle-regulated transcription. To do this, we have calculated a weighted average peak time for each transcript. Because this peak time is based on all five data sets, it is our most reliable means to characterize the expression pattern for individual transcripts. Moreover, it can be used to partition transcripts into discrete time intervals with the goal of identifying coordinately regulated genes. These peak times form a continuum ( Fig. 1B) with no evidence of global transcriptional repression during mitosis as is observed in metazoans (Gottesfeld and Forbes 1997) . Throughout S phase, there is a substantial amount of periodic transcription (Fig. 1B) and roughly half of the periodically transcribed TFs peak during this interval (Fig. 1A) , and yet little is known about the mechanisms of regulation during S phase.
To see if we could fill this gap, we analyzed the promoters of genes with peak times around the time of histone transcription. In our initial study, we focused on a subset of transcripts with high probability of being cell cycle regulated and eliminated those containing known cell cycle regulatory elements. We then looked for sequences that were evolutionarily conserved and overrepresented in these promoters. The motif that we identified is striking in that it was the highest-scoring motif in six runs, despite being a highly AT-rich sequence embedded within yeast promoters that are AT-rich overall. This motif was not identified in the genome-wide searches for phylogenetically conserved promoter motifs (Kellis et al. 2003; Harbison et al. 2004 ). We conclude that identifying a tight group of coordinately regulated transcripts was critical to the success of this strategy.
The TF that binds to this motif, Hcm1, was first identified as a high-copy suppressor of a defect in spindle pole assembly (Zhu et al. 1993 ). The Hcm1-binding site was characterized by site selection (Zhu and Davis 1998) and then found in the promoters of four genes involved in spindle function. However, hcm1 mutants did not affect the steady-state level of these mRNAs. SPC110 mRNA was followed through the cell cycle, and it was shown that hcm1 reduces the maximum level of SPC110 transcript, but it does not eliminate its periodicity (Zhu and Davis 1998) . The persistence of cell cycle regulation was attributed to the presence of an MCB element in the SPC110 promoter (Zhu and Davis 1998) , and as a result the role of Hcm1 in cell cycle regulation was obscured.
Perhaps because we initially excluded transcripts that had other cell cycle-regulated elements in their promoters, we were able to identify genes for which Hcm1 is unambiguously responsible for their periodic transcription. SPC34, CIN8, DSN1, NDD1, and WHI5 mRNAs are constitutive in hcm1 cells. These transcripts peak between 35% and 48% of the normal cell cycle. The HCM reporter construct produces peak levels of lacZ mRNA slightly later (53%). Since peak values will vary depending on the stability of the mRNA, 35%-53% is a reasonable approximation of when Hcm1 is activating HCM elements. Our candidate Hcm1 targets show a broader distribution, but the distribution of peak times is clearly centered on this range. Those candidates with peaks well beyond this range will no doubt include some false positives as well as some genes under different forms of combinatorial control.
Combinatorial control by multiple promoter elements is very common (Lee et al. 2002) , and with cell cycle regulatory elements they have been shown to influence the timing of the resulting peak. The presence of MCB and ECB elements in the SWI4 promoter (McInerny et al. 1997) results in a peak at 14% compared with an MCBregulated, late G1 transcript like CDC45 (18%) (Bean et al. 2005) or an ECB-regulated, M/G1-specific gene like MCM3 (94%). The presence of both Yox-and Fkh-binding sites flanking the Mcm1-binding site in the CDC20 promoter (Pramila et al. 2002) shifts its peak to 77%, between CLB2 (66%) and MCM3 (94%), which are regulated by either Fkh/Mcm1 or Mcm1/Yox sites, respectively (Fig. 1B) . In the case of Hcm1 targets, there is a large group of genes with transcript peaks from 20% to 26% of the cell cycle (Fig. 1C) . Fifteen out of 18 of these genes also contain an MCB or SCB element, which is most likely responsible for this early peak. The shift in peak timing of YHP1, FKH1, and FKH2 in hcm1 mutants is also indicative of combinatorial control by Hcm1 and at least one other cell cycle-specific regulator that promotes transcription later in the cycle.
The HCM1 transcript is also cell cycle regulated and peaks in late G1 phase. Thus, Hcm1 conforms to the same general pattern observed for other cell cycle-specific TFs in that they are maximally expressed just before they act, and their targets are made when they are needed. The transient expression of Hcm1 may account for the fact that only 10 of the 180 potential Hcm1-regulated genes were identified by genome-wide ChIP, which was carried out with asynchronous cells (Horak et al. 2002) . However, the transient expression of Hcm1 is not required for the transient transcription of its target genes. Our evidence indicates that there is at least one additional post-translational regulatory step in activating Hcm1. Hcm1 is a probable Cdk target (Ubersax et al. 2003) , and there are 12 potential Cdk sites in its coding sequence. Hcm1 has also been shown to associate with Cdk and the M-phase cyclin Clb2 in genomic studies (Ubersax et al. 2003) . Now that we have placed Hcm1 in the transcriptional circuitry of the cell cycle, it will be important to identify its proximal regulators.
This study of Hcm1 targets has identified two new clusters of coordinately regulated proteins with related functions. Eighteen of the potential Hcm1 targets are involved in budding. Budding is initiated at about the same time as DNA synthesis (Pringle and Hartwell 1981) . Interestingly, there are many budding genes that are transcribed in late G1, then another set that are transcribed later and are likely to be regulated at least in part by HCM elements. It will be interesting to see if the members of these groups perform temporally distinct functions. hcm1 cells do not show any marked budding defects, but they do show reduced fitness after prolonged growth in rich medium (Deutschbauer et al. 2005 ) and a growth defect in nonfermentable carbon sources (Steinmetz et al. 2002) .
Nearly half of the 180 putative Hcm1 targets are involved in chromosome organization and spindle dynamics. Their coordinate expression during late S phase and shared HCM sites suggest that these genes also form a cluster of coregulated genes. Here again, their time of expression is appropriate. Several events occur during S phase that are critical for proper chromosome segregation. Centromeres remain attached to the microtubules during most of the cell cycle except during S phase when kinetochores are disassembled to facilitate centromere replication (Winey and O'Toole 2001; Pearson et al. 2004) . Kinetochores are then reassembled and captured by the microtubules (Tanaka et al. 2005) , and assembly of a new SPB is initiated (Adams and Kilmartin 2000; Winey and O'Toole 2001) . For faithful chromosome segregation to occur, the mitotic spindle must be positioned perpendicular to the mother-bud neck (Yeh et al. 2000) . The sister kinetochores biorient, a bipolar spindle is formed, and the sister chromatids are pulled toward the opposite spindle poles (Janke et al. 2002; Dewar et al. 2004) . Suboptimal expression of any component of these processes could lead to the elevated chromosome loss and dependence on the spindle checkpoint that is observed in hcm1 cells (Sarin et al. 2004; Tong et al. 2004; Daniel et al. 2006) .
hcm1 mutants also require the activity of the dynactin complex (Tong et al. 2004) , which is involved in spindle orientation and nuclear migration (Schroer 2004) . Five mutants in the dynactin pathway are either lethal or highly deleterious in an hcm1 background (Tong et al. 2004) . Interestingly, four of these genes (JNM1, DYN1, NUM1, and BIK1) were also identified in a screen for PAC mutants that Perish in the Absence of Cin8 (Geiser et al. 1997 ). Now, we can offer a plausible explanation for the interactions between hcm1 and PAC genes because Hcm1 is a direct activator of CIN8 transcription.
Hcm1 is one of four budding yeast forkhead TFs, based on the presence of the conserved DNA-binding domain (Kaestner et al. 2000) . Thus, there could be some overlap in binding specificities. Fhl1 binds to ribosomal protein promoters (Lee et al. 2002) , but its binding site has not been identified. The two other forkhead proteins, Fkh1 and Fkh2, bind to a sequence related to the Hcm1-binding site (GTAAACA), and fkh2 and fkh1fkh2 mutants exhibit defects in spindle structure (Pic et al. 2000) . Sixteen of the 180 potential Hcm1 targets peak late and are significantly deregulated in the fkh1fkh2 mutant (Zhu et al. 2000; Bar-Joseph et al. 2003) . These may be false positives in our search, but they represent <10% of putative Hcm1 targets. Moreover, the genes deregulated in fkh1fkh2 cells are not enriched for genes involved in chromosome segregation or budding as are the potential Hcm1 targets, so the overlap, if any, is minimal.
Hcm1 represents the third member of the yeast forkhead family that plays an important role in cell cyclespecific transcription and in the transcriptional regulatory network that underlies the yeast cell cycle. Figure 7 shows this regulatory circuit and the gap filled by Hcm1. Hcm1 is transcribed by the late G1 transcription complexes. In addition to activating the S-phase-specific expression of genes involved in budding and chromosome segregation, Hcm1 also activates WHI5, which is a negative regulator that limits late G1-specific transcription in the next cycle. It also activates YHP1, which represses ECB elements late in the cycle. In addition, Hcm1 is required for the timely activation of at least three TFs (Fkh1, Fkh2, and Ndd1) that activate M-phase-specific transcription. Clearly, the expression driven by Hcm1 is important for an optimal mitotic cycle. Hcm1 is not an essential gene, but it is synthetically lethal with 11 different mutants, all of which are involved in chromosome segregation and/or the spindle checkpoint that monitors that process. Even with the spindle checkpoint machin- Hcm1 functions as an S-phase-specific transcriptional activator. HCM1 is activated by the Swi4/Swi6 complex. It then transcriptionally activates WHI5, which represses the subsequent round of Swi4/swi6 targets until late G1. Similarly, activation of YHP1 maintains the repression of M/G1 transcription. At the same time, activation of FKH1, FKH2, and NDD1 induces the next wave of G2/M transcription. This model connects the known cell cycle regulatory TFs to each other in a continuous cycle. However, there are hundreds of transcripts that are not targets of these factors that must be accounted for before we have a comprehensive picture of the cell cycle-regulated transcription that underlies the cell cycle. ery intact, hcm1 cells show reduced fitness and lose chromosomes 10 times faster than wild-type cells.
More than 50 forkhead (or FOX) TFs have been identified in humans, and a few have been associated with proliferation. One of these, the human FoxM1 protein, plays a remarkably parallel role to that of budding yeast proteins Fkh1 and Fkh2. Its expression is induced at the G1/S transition (Korver et al. 1997) , and it activates many of the same target genes specifically during G2 and M phase (Krupczak-Hollis et al. 2004 ). Its expression induces proliferation and is elevated in several forms of cancer (Wang et al. 2002; Kim et al. 2006) . Recently it has been shown that FoxM1-null mutant fibroblasts are aneuploid and defective in the spindle checkpoint (Laoukili et al. 2005) . Interestingly, the metazoan orthologs of many of the Hcm1 targets are also cell cycle regulated (Whitfield et al. 2002) , and some were recently shown to be down-regulated in transformed cells treated with RNAi for the FoxM1 forkhead transcription factor (Laoukili et al. 2005; Wonsey and Follettie 2005) . It will be interesting to see if there is a human FOX protein that parallels the role of Hcm1.
Materials and methods
Strains, plasmids, and cell-based assays
Microarrays were carried out across the cell cycle with strain BY2125 (W303: MATa ade2-1 trp1-1 can1-100 leu2-3, 115 his3-11 ura3 ho ssd1-d). The hcm1 strain, BY4648 (GZY11-1B), and its isogenic wild type, BY4647(CRY1), used for the cell cycle S1 analysis, were obtained from T. Davis. For the chromosome loss measurements, the hcm1 deletion from BY4648 was introduced by PCR into the chromosome transmission fidelity strain BY2642 (ura3-52, lys2-801, ade2-101, trp1del1, leu2del1, +CF-VII [RAD2.d.YPH362] URA3 SUP11) (Spencer et al. 1990 ) to generate BY5349. Plasmid pGF84 containing Flag-tagged Hcm1 (a gift from T. Davis), was transformed into BY4648. The resulting strain BY5227 was used for the ChIP experiments. For following the Hcm1 protein across the cell cycle, the endogenous copy of HCM1 in BY4647 was tagged at the C terminus with 13-Myc epitopes (Longtine et al. 1998) to generate the strain BY5320. Constitutive expression of Hcm1 was achieved by replacing the endogenous HCM1 promoter with GAL1 promoter using pFA6a-TRP1-PGAL1 (Longtine et al. 1998) . Strains thus generated were BY5731 (pGAL1:HCM1) and BY5697 (pGAL1:HCM1-13Myc). The WHI5 HCM:lacZ reporter construct was generated using the sequence AAAAAAAACAAAACAAAA-CAAAACAAAACAAA. The oligonucleotides were generated with 5Ј XhoI and 3Ј NotI ends, cloned into pSH144, a LacZ reporter vector, and integrated at URA3. ␤-Galactosidase filter assays were carried out with these reporters. Mutations in the positions indicated in bold disrupted the reporter activity.
Chromosome loss measurements were made with BY2642 and BY5349 grown overnight in minimal media lacking uracil to ensure the presence of the extra chromosome. The cells were then diluted in complete minimal media to a density of 10 5 cells/mL and allowed to grow for seven to eight generations. The fully red colonies were used to calculate the chromosome loss per generation. HU sensitivity of hcm1 mutants was assayed by spotting serial dilutions of the cultures on 1 mM HUcontaining rich medium plates.
Cell lysates for Western blot analysis were prepared as described (Pramila et al. 2002) . Briefly, cells were lysed using the Fast Prep FP120 machine in a lysis buffer (100 mM NaCl, 20 mM Tris at pH 7.5, 5% glycerol, 1 mM EDTA, 1 mM MgCl 2 , and 0.1% NP-40) containing protease inhibitors. Lysates were centrifuged twice at 4°C for 15 min to separate the soluble fraction from the cell debris.
ChIP were processed as described (Pramila et al. 2002) . Immunoprecipitations (IP) were done with the M2 monoclonal antibody and Protein G dynabeads. Prior to elution from the beads, the immunoprecipitates were incubated for 30 min at room temperature with 1XFlag peptide (Sigma) to improve specificity. Immunoblotting for Hcm1-Myc was done with the 9E-10 monoclonal antibody.
Microarray hybridization, image processing ␣-Factor synchronizations were carried out as in Breeden (1997) , and the synchronized cells were sampled every 5 min for two cell cycles. RNA was extracted from these cells, and 30 µg of total RNA was used for cDNA synthesis. Labelings were performed using the amino-allyl labeling protocol (http://cmgm. stanford.edu/pbrown/protocols/aadUTPCouplingProcedure.htm). To generate technical dye-swap replicates, the cDNAs from the cell cycle were labeled with Cy3 (␣30) or Cy5 (␣38). RNA from an asynchronous population was used as a control and labeled with the second dye. The labeled cDNAs were hybridized to yeast cDNA microarrays as described (Pramila et al. 2002) . Array analysis was performed using the GenePix Pro software from Axon Instruments. For error estimation, cDNA prepared from 25-, 35-, 45-, 60-, and 100-min time points, and the asynchronous culture were labeled with Cy3 and Cy5 and then hybridized. All the microarray data were processed using an error model in the Rosetta Resolver version 3.2 Expression Data Analysis System. These data can be visualized, filtered, and sorted or downloaded (http://www.fhcrc.org/science/labs/ breeden/cellcycle). The raw data are also available at the GEO Database. The accession number for the microarray data, including both the ␣30 and ␣38 data sets, is GSE4987. RNA transcript measurements were essentially carried out as described (Pramila et al. 2002) using oligonucleotide probes.
Data analysis
For PNM analysis, the first two time points were deleted to alleviate block/release artifacts. Data points at 105 min were deleted from both data sets due to unsatisfactory hybridization. From each data set, the 1000 least variable genes and genes with >25% missing data were discarded. The remaining genes were analyzed with PNM as described in Lu et al. (2004) .
␣30 and ␣38 data were combined for PBM analysis with three other cell cycle data sets carried out with cells synchronized by ␣-factor, and temperature-sensitive mutants of CDC15 and CDC28 (Cho et al. 1998; Spellman et al. 1998 ). This method ranks each transcript by combining two permutation-based statistical test for periodicity and magnitude of oscillation (de Lichtenberg et al. 2005b ). The method also computes a genespecific "peak time" for each transcript, describing when in the cell cycle the gene is maximally expressed.
Promoter element searches
Upstream sequences from five yeast species were collected from two previous studies (Cliften et al. 2003; Kellis et al. 2003) . We searched for motifs using PhyME (Sinha et al. 2004) , which takes into account aligned orthologous sequences, as well as the phylogenetic species tree. For each gene, we extracted 800 bp upstream of the start codon from each sensu stricto species (cerevisiae, mikitae, kudravzevii, bayanus, and paradoxus). These sequences were then aligned using Lagan (Brudno et al. 2003) . For a given group of genes with similar peak times, we searched the corresponding alignments for the top two motifs, using the following options: "revcompW -ot 0.3 -maxsites 6."
For the purposes of this study, we implemented a program called Motiph that scans a multiple alignment for occurrences of a given motif. Motiph was motivated by the notion of phylogenetic shadowing (Boffelli et al. 2003) , and is thus similar to Monkey (Moses et al. 2004) . Given an alignment, a motif matrix, and a tree, Motiph calculates for each position in the alignment the probability of the given motif, taking into account the phylogenetic tree relating the species in the alignment. This probability is the sum of all possible evolutionary histories (i.e., all possible assignments of nucleotides to the internal nodes of the tree), with the given motif at the root of the tree. Motiph reports a log-odds score, in which the numerator is this probability (computed using a functional evolutionary rate of 1), and the denominator is a similar probability computed using a motif of background probabilities and a nonfunctional evolutionary rate of 1.2.
We inferred a phylogenetic tree among the five yeast species from alignments of the coding sequences for three proteins. We selected the Mcm proteins, and used only those that could be aligned unambiguously in all five species: MCM2, CDC47, and CDC54. The concatenated alignment, consisting of 3201 columns, was analyzed using fastDNAml (Olsen et al. 1994 ) with the default parameters. The tree is shown in the Supplemental Material. This tree was used by Motiph and by Phyme. For input to Motiph, we wanted to generate high-quality alignments of these upstream regions, and were willing to discard unalignable sequences in order to achieve this goal. Accordingly, we designed an iterative procedure that produces upstream region alignments with pairwise percent sequence identity >40%. The procedure first removes leading single-sequence columns from the alignment, which occur frequently because the upstream regions are often of widely varying length. Thereafter, if any sequence matches poorly to the rest of the alignment, that sequence is removed, and the alignment is recomputed.
