The Blume-Emery-Griffiths model is simulated using the cooling algorithm which is improved from the Creutz cellular automaton(CCA) under periodic boundary conditions. The simulations are carried out on a simple cubic lattice at K /J = −1 5 in the range of −3 5 < D/J < 0 5, with J and K representing the nearestneighbour bilinear and biquadratic interactions, D being the single-ion anisotropy parameter. The phase diagram characterizing phase transition of the model is obtained. We found different kinds of phase transitions between the ferromagnetic, quadrupolar, staggered quadrupolar and ferrimagnetic phases for K /J = −1 5. In particular, the region of the phase diagram containing a ferrimagnetic phase is explored and compared to those obtained by other methods. The simulations confirm that the ferrimagnetic phase occurs in the narrow interval −3 006 ≤ D/J < −3 This result is in a good agreement with Monte Carlo renormalization group and closer to the cluster variation method result than the mean field approximation result.
Introduction
The Blume-Emery-Griffiths(BEG) model [1, 2] has attracted a great deal of attention since it was originally proposed to describe the phase separation and superfluid ordering He 3 -He 4 mixtures. Subsequently, the model was applied to study the thermodynamic behaviors of certain physical systems such as the multi-component fluids, microemulsions, semiconductor alloys, etc.
The model has been extensively study by different techniques. It has been analyzed using mean-field approximation (MFA) [2] [3] [4] [5] [6] , renormalization techniques [7, 8] , cluster variation method (CVM) [9] [10] [11] [12] [13] , effective field theory [14, 15] , Monte Carlo renormalization method (MCRG) [16] , Monte Carlo simulations [17] [18] [19] [20] and cellular automaton simulations [21] [22] [23] . The BEG model is described by the Hamiltonian
where S = ±1 0 and denotes summation over all nearest-neighboring (nn) spin pairs of sites. The parame- ters J and K are, respectively, the bilinear and biquadratic exchange constants, D is the single-ion anisotropy constant. Most of the works mentioned above predict that the phase diagrams of the BEG model include a variety of interesting features. For repulsive biquadratic coupling (K /J < 0), the re-entrancy regions and the existence of ferrimagnetic phase were obtained by MFA [6] . However, the existence of ferrimagnetic phase was not seen in renormalization calculations [8] . Therefore, in this study, our interest is focused to study the ferrimagnetic phase of the BEG model in the case of K /J < 0. Recently, we studied the re-entrant behavior of the BEG model in the case of K /J < 0, using an improved heating algorithm [21] [22] [23] from the Creutz cellular automaton (CCA) [24] [25] [26] [27] [28] [29] [30] [31] [32] . It was obtained that the model can show the re-entrant and double re-entrant phase transitions (PTs) for some values of the D/J and K /J parameters. However, the occurrence of ferrimagnetic phase which is one of the interesting features of the BEG model is not investigated using CCA. Therefore, the purpose of this work is to study the phase diagram of the model which includes the ferrimagnetic phase. For this purpose, the temperature variations of two-sublattice order parameters ( A , B and A , B ), the Ising energy (H I ), the susceptibility (χ) and the specific heat(C ) are computed for K /J = −1 5 in the range of −3 5 < D/J < 0 5. The remainder of the paper is organized as follows. The detailed of the model is explained in Section 2, the results are discussed in Section 3 and a conclusion is given in Section 4.
Model
Three variables are associated with each site of the lattice. The value of each site is determined from its value and those of its nearest-neighbors at the previous time step. The updating rule, which defines a cellular automaton, is as follows: There are three variables at each site; the first one is Ising spin B . Its value may be 0 or 1 or 2. The Ising spin energy for the model is given by Eq. (1). In Eq.
(1), S = B − 1. The second variable is for momentum variable conjugate to the spin (the demon). The kinetic energy associated with the demon, H , is an integer, which equal to the changing in the Ising spin energy for the any spin flip and its values lie in the interval (0, ). The upper limit of the interval, r, takes a different value for each (J, K , D) parameter set. The total energy
is conserved. For a given total energy the system temperature is obtained from the average value of kinetic energy, which is given by: The expectation value in Eq. (3) is a average over the lattice and the number of the time steps.
The third variable provides a checkerboard style updating, and so it allows the simulation of the Ising model on a cellular automaton. The black sites of the checkerboard are updated and then their color is changed into white; white sites are changed into black without being updated. The updating rules for the spin and the momentum variables are as follows: For a site to be updated its spin is changed one of the other two states with 1/2 probability and the change in the Ising spin energy, H I is calculated. If this energy change is transferable to or from the momentum variable associated with this site, such that the total energy H is conserved, then this change is done and the momentum is appropriately changed. Otherwise the spin and the momentum are not changed. Because of the third variable, the algorithm requires two time steps to give every spin of the lattice a chance to change. Thus, in comparison to ordinary Monte Carlo simulations, two steps correspond to one full sweep over the system variables.
The cooling algorithm is divided into two basic parts, initialization procedure and the taking of measurements. In the initialization procedure, firstly, all spins in the lattice sites take the ferromagnetic ordered structure or staggered quadrupole ordered structure according to selected (J, K , D) parameter set and the kinetic energy per site in all lattice sizes is equal to the maximum change in the Ising spin energy for the any spin flip using the second set of variables. This configuration is run during the 10.000 cellular automaton time steps. In the next steps, last configuration in the disordered structure has been chosen as a starting configuration for the cooling run. Rather than resetting the starting configuration at each energy, we use the final configuration at a given energy as the starting point for the next step. During the cooling cycle, energy is subtracted from the spin system through the second variable of each site (H ) after 1.000.000 cellular automaton steps. This process is realized by decreasing of %3 in the kinetic energy (H ) of each site. This means that the decreasing value of H is obtained from the integer part of the 0 03H .
Results and discussion
The simulations are performed on a simple cubic lattice LxLxL of the linear dimension L = 18 with periodic bound- ground state of the model shows the ferromagnetic (F ) phase and staggered quadrupolar (SQ) phase regions [23] . The phase boundary between the F and F I phases is in a good agreement with the MCRG [16] and close to the results of the CVM [9] . According to the CCA calculations, the ferrimagnetic phase is not seen for D/J < −3 006. This limit is -3.006 for MCRG [16] , -3.01
for CVM [9] and -3.3 for MFA [6] .
The behavior of the temperature variations of the thermodynamic quantities for above-mentioned phase transitions at a selected D/J value for K /J = −1 5 are given in the following:
The temperature dependence of the sublattice order parameters at D/J = −1 4 are shown in Fig. 2 . There is the second order phase transition from quadrupolar phase to staggered quadrupolar phase (Q → SQ). The SQ phase is characterized by the splitting of the A and B . As seen in figure, the value of sublattice order parameter A increases to 1, whereas the value of B decreases to zero with the decreasing temperature. However, the value of the order parameters A and B are equal to zero below and above the critical temperature. Therefore, the susceptibility gives no information about transition. For the same parameters, the temperature dependence of the Ising energy and specific heat are shown in Fig. 3 (a) and 3(b), respectively. The Ising energy changes continuously and specific heat shows a characteristic peak at critical temperature (T ).
In Fig. 4 , the temperature dependence of the sublattice order parameters, susceptibility, Ising energy and specific heat are represented for D/J = −2 5 at which the Q → F → SQ PT occurs. It is seen that the higher transition Q → F PT is a continuous transition because the order parameters exhibit a continuous behavior. The lower F → SQ PT is of first order because the order parameters are of a S-shaped nature and change discontinuously at transition temperature (T ). The susceptibility shows the two peaks which belong the Q → F and F → SQ PTs. The peak at T is a characteristic peak for continuous transition Q → F and the other is sharp peak at T for first order phase transition F → SQ. At the same time, similar behaviors are seen for the temperature variations of the Ising energy and specific heat. The discontinuity and S-shaped nature is also seen in the Ising energy for first order phase transition F → SQ, whereas the continuity behavior is seen for second order phase transition Q → F PT.
It is interesting to see the behavior of the sublattice order parameters at D/J = −3 002 parameter value at which the ferrimagnetic phase occurs (Fig. 5) .
The Q → F → F I → F PT takes place in the interval −3 006 ≤ D/J < −3
and the sublattice order parameters exhibit a continuous behavior at these transitions. Nevertheless, the splitting of the sublattice order parameters is also observed at the middle transition F → F I (Fig. 5(a) ). The susceptibility shows the three peaks which belong the higher transition Q → F at T 1 , middle transition F → F I at T 2 , lower transition F I → F at T 3 ( Fig. 5(b) ). On the other hand, the Ising energy has a expected behavior for the second order phase transition for the Q → F PT and a sign for the lower transitions F → F I and F I → F (Fig. 6a) . However, the specific heat shows only a characteristic peak at T 1 which belongs to the Q → F PT (Fig. 6b) ).
The other transition containing the K /J = −1 5 phase diagram at certain D/J parameters is of the second order Q → F PT. In Fig. 7 , the temperature dependence of the sublattice order parameters, susceptibility, Ising energy and specific heat are given at selected D/J = −3 2 value. For D/J = −3 2, the sublattice order parameters quite unexpectedly change rapidly for very low temperatures, whereas for higher temperatures their behaviors are typical ( Fig. 7(a) ). The susceptibility data show characteristic peak at the critical temperature (T ) as expected for a second order phase transition. However, an increase of susceptibility related to the behavior of the order parameters for very low temperatures is observed as shown in Fig. 7(b) . The anomalous behavior is also seen in the temperature variation of the Ising energy at very low temperatures ( Fig. 7(c) ). On the other hand, the specific heat exhibits a characteristic peak at T and an unexpected behavior at very low temperature ( Fig. 7(d) ). The simi-lar behaviors of the sublattice order parameters and the susceptibility observed at very low temperatures for simple cubic lattice ( =6, z:coordination number) ( Fig. 7 and Fig. 5 ) are seen in the calculations with the CVM [13] for planar system(z=4) and bilayer system ( =5) at certain K /J and D/J values.
Conclusion
Three dimensional BEG model is simulated using the cooling algorithm of the cellular automaton. The model shows very interesting features and the phase diagrams of the model include different kinds of phase transitions. In this study, we focus to obtain the phase dia- This result is in a good agreement with MCRG [16] and closer to the CVM [9] result than the MFA result [6] .
