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1. Introduction
The paper is concerned with Bean’s critical state model for the description of the electric and magnetic ﬁelds E, H
and the current density J in type-II-superconductors. It is characterized by the following nonlinear current-voltage relation
between E and J. In Bean’s critical state model [4,3], there is a critical current density jc  0, such that
|J| jc if E= 0 and |J| = jc if E = 0 (1.1)
and E is always parallel to J. This relation can be considered as a replacement of Ohm’s law in which J is proportional to E.
In [12,9,10,17] it is suggested that the critical current density jc depends on the magnetic ﬁeld. In this case (1.1) reads as
J(t, x) = jc
(
x,H(t, x)
)∣∣E(t, x)∣∣−1E(t, x) if E(t, x) = 0 and ∣∣J(t, x)∣∣ jc(x,H(t, x)) if E(t, x) = 0. (1.2)
The ﬁeld quantities satisfy Maxwell’s equations
ε∂tE= curlH− J, μ∂tH= − curlE, (1.3)
on R+ × Ω where Ω ⊂ R3 denotes the spatial domain. The unknown functions are the electric and magnetic ﬁelds E, H
and the current density J that depend on the time t  0 and the space-variable x ∈ Ω .
Furthermore, ε,μ ∈ L∞(R3) denote the dielectric permittivity and magnetic susceptibility respectively.
Note that, by (1.2) and (1.3), E= 0 and the magnetic ﬁeld is temporally constant in those regions of Ω in which |J(t, x)| <
jc(x,H(t, x)). In particular, magnetic vortices do not move in the regions where the modulus of the current density J is less
than the critical value.
In most of the previous work on these equations [2,12,15,16], the displacement current ε∂tE is neglected, i.e. (1.3) is
replaced by
curlH = J, μ∂tH= − curlE, (1.4)
which, together with the relation (1.1), leads to a variational inequality for the magnetic ﬁeld.
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|J| = jc|E|−rE if E = 0, (1.5)
where r ∈ [0,1), by passing to the limit r → 1.
In [2] this limit is rigorously carried out in the spatially two-dimensional case describing a long cylinder with the
magnetic ﬁeld parallel to it, while in [16], the system ((1.5), (1.4)) is investigated in a bounded spatial domain. The main
goal of [16] is to prove the existence and uniqueness of the solution to that system. It is also shown in [16] that the solution
converges as r → 1 to a weak solution to (1.1) and (1.4) if the initial current density is less than the Bean critical value.
This condition is not necessary for the system ((1.1), (1.3)). Similar results to those in [16] are achieved in [15] dealing with
the whole-space case. Furthermore, it is shown in [15] that the solution is globally bounded and Hölder continuous in the
two-dimensional case where the magnetic ﬁeld is parallel to the plane.
The quasi-stationary approximation (1.4) is pertinent from the physical point of view if the size of the considered device
is small compared to the wave length. However, the displacement current is of practical relevance in certain cases. For
example, a long wire has an electrical capacity that cannot be neglected when the circuit is operated at higher frequencies.
This phenomenon is related to the displacement current in the insulating medium surrounding the conductors which has
to be taken into account by the mathematical model. Therefore, in this paper, the displacement current is not neglected
in the system ((1.2), (1.3)). In order to have a consistent mathematical model for the interaction between the conductors
and the surrounding insulating medium, this holds for the entire domain Ω . This means that the displacement current is
not even neglected in those parts of Ω that are ﬁlled with the conducting medium. In this paper, the insulating medium
is represented by the set of all points x ∈ Ω with jc(x,h) = 0 for all h ∈ R3. From the physical point of view it would be
reasonable to omit the displacement current in the superconducting medium, but this is not done in this paper because it
would considerably complicate matters in the mathematical investigation.
The main goal is to prove the existence and uniqueness of the solution to the system ((1.2), (1.3)). For this purpose a
notion of generalized solutions is presented which allows to consider various different boundary conditions supplementing
(1.3) like n ∧ E = 0 or, alternatively, n ∧ H = 0 on ∂Ω . In the case where the critical current density jc is independent of
the magnetic induction, the existence and uniqueness of the solution to the system ((1.2), (1.3)) are proved in [7] using the
abstract theory of monotone operators. In this case, the relation between E and J reads as follows:
J(t, x) = Jc(x)
∣∣E(t, x)∣∣−1E(t, x) if E(t, x) = 0 and ∣∣J(t, x)∣∣ Jc(x) if E(t, x) = 0. (1.6)
The relation (1.6) is monotone in the sense that (E(t, x) − F(t, x)) · (J(t, x) − K(t, x))  0 for all pairs of ﬁelds E, J and F,
K satisfying (1.6). This monotonicity is vital for the proof of the existence and uniqueness in [7]. However, if the critical
current density jc does depend on H, the relation between E, H and J is no longer monotone in the sense described above.
Furthermore, the current density J does not depend continuously on E and H. Therefore, standard methods for nonlinear
evolution equations like ﬁxed-point theorems or the theory of monotone operators cannot be directly applied to the system
((1.2), (1.3)). The proof of the existence of solutions consists of the following steps. First, the nonlinear relation (1.2) is
approximated by Lipschitz-continuous functions. The crucial step is to show that the weak limit of the solutions to these
regularized systems satisﬁes the discontinuous relation (1.2). This is achieved by suitable localized energy estimates using
local compactness results for the magnetic ﬁeld in the approximating solutions, see Section 3.
2. Deﬁnitions and assumptions
All assumptions stated in this section shall be fulﬁlled throughout this paper. Let Ω ⊂ R3 be a domain. The following
assumptions are imposed on the non-negative function jc : Ω × R3 → [0,∞). First,
jc(·,h) ∈ L∞(Ω) for all h ∈ R3. (2.1)
It is assumed that jc is Lipschitz-continuous with respect to h, i.e. there exists some L0 ∈ (0,∞), such that∣∣ jc(x,g) − jc(x,h)∣∣ L0|g− h| for all x ∈ Ω, g,h ∈ R3. (2.2)
Furthermore, for all x ∈ Ω , h ∈ R3,
jc(x,h) M(x) on Ω (2.3)
with a function
M ∈ L∞(Ω) ∩ L2(Ω). (2.4)
The assumptions (2.3) and (2.4) are fulﬁlled, for example, if jc is uniformly bounded and Ω has ﬁnite measure. The dielectric
permittivity and the magnetic susceptibility ε ∈ L∞(Ω,R(3×3)) and μ ∈ L∞(Ω,R(3×3)) are variable matrices assumed to be
symmetric and uniformly positive in the sense that there is a c0 ∈ (0,∞) with
y · ε(x)y  c0|y|2 and z · μ(x)z c0|z|2 (2.5)
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all inﬁnitely differentiable functions with compact support contained in K is denoted by C∞0 (K ). Let Hcurl(K ) be deﬁned as
the space of all E ∈ L2(K ) with curlE ∈ L2(K ) in the sense of distributions.
As in [7], let D(A) be a closed subspace of Hcurl(Ω) with C∞0 (Ω) ⊂ D(A) and
Ae= − curle for all e ∈ D(A). (2.6)
Then A is a densely deﬁned, closed operator in L2(Ω,C3). The adjoint operator A∗ with respect to the standard L2(Ω)-
scalar product obeys C∞0 (Ω,C3) ⊂ D(A∗) ⊂ Hcurl(Ω) and
A∗h= − curlh for all h ∈ D(A∗). (2.7)
In what follows we denote by w1 the ﬁrst three and by w2 the last three components of a vector w ∈ C6. Now, the following
operators are deﬁned.
Let D(B0)
def= D(A) × D(A∗) and
B0w
def= (−A∗w2, Aw1) for anyw ∈ D(B0) = D(A) × D(A∗).
Next, B
def= m−1B0 with m def= diag(ε,μ), i.e. D(B) def= D(B0) = D(A) × D(A∗) and
Bw
def= m−1B0w=
(−ε−1A∗w2,μ−1Aw1) = (ε−1 curlw2,−μ−1 curlw1) (2.8)
for any w ∈ D(B). Then B is a densely deﬁned skew-adjoint operator in the Hilbert-space X def= L2(Ω,C6) endowed with the
scalar product
〈u,v〉X def=
∫
Ω
m−1u · vdx =
∫
Ω
εu1 · v1 dx+
∫
Ω
μu2 · v2 dx.
This follows from the closeness of A, which implies A∗∗ = A = A [13].
Remark 1. The choice of the domain of A depends on the boundary conditions supplementing (1.3). Let Γ1 ⊂ ∂Ω , Γ2 def=
∂Ω \ Γ1 and D(A∗) be the closure of C∞0 (R3 \ Γ2,C3) in Hcurl(Ω). Next, let D(A) be the space of all e ∈ Hcurl(Ω) with∫
Ω
e curlh− h curledx = 0 for all h ∈ C∞0
(
R
3 \ Γ2,C3
)
,
which includes a weak formulation of the boundary condition n ∧ e = 0 on Γ1. Then D(A) and D(A∗) coincide with the
spaces WE and WH introduced in [5,6] or [8].
If ∂Ω is assumed to be perfectly conducting, i.e. Γ1 = ∂Ω , and Ω is assumed to be a bounded Lipschitz-domain, the
natural choice is D(A∗) = Hcurl(Ω) and D(A) =
0
Hcurl (Ω). Here
0
Hcurl (Ω) is the closure of C∞0 (Ω,C3) in Hcurl(Ω). In this
case, C∞0 (R3,C3) is dense in Hcurl(Ω).
Let Wk,ploc ([0,∞), Y ) denote for a Banach-space Y the space of all functions deﬁned on [0,∞) with values in Y , whose
derivatives up to order k belong to Lp((0, T ), Y ) for all T > 0.
3. Well-posedness of the initial-boundary value problem
In this section, the initial-boundary value problem
ε∂tE= −A∗H− J+ εF1, μ∂tH = AE+ μF2 (3.1)
supplemented by the initial condition
E(0) = E0, H(0) = H0 a.e. on Ω (3.2)
is studied, where
J(t, x) = jc
(
x,H(t, x)
)∣∣E(t, x)∣∣−1E(t, x) (3.3)
if E(t, x) = 0 and |J(t, x)| jc(x,H(t, x)) if E(t, x) = 0.
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(E0,H0) ∈ X (3.4)
and
F1 ∈ W 1,∞loc
([0,∞), L2(Ω)) and F2 ∈ W 1,∞loc ([0,∞), L2(Ω)). (3.5)
A function (E,H) is called a mild or generalized solution to (3.1) if, for all ϕ ∈ D(A) and ψ ∈ D(A∗),
d
dt
∫
Ω
εE(t) · ϕ dx =
∫
Ω
H(t) · curlϕ dx−
∫
Ω
[J− εF1] · ϕ dx (3.6)
and
d
dt
∫
Ω
μH(t) · ψ dx = −
∫
Ω
E(t) · curlψ dx+
∫
Ω
μF2(t) · ψ dx.
In particular, this means that E, H, J satisfy Maxwell’s equations in the sense of distributions. By the deﬁnition of B , this
can be formally rewritten as
d
dt
〈(
E(t),H(t)
)
,b
〉
X = −
〈(
E(t),H(t)
)
, Bb
〉
X +
〈(
F1(t) − ε−1J(t),F2(t)
)
,b
〉
X for all b ∈ D(B). (3.7)
By classical results from linear semigroup theory, [1] and [11], (3.7) together with initial condition (3.2) is equivalent to
(
E(t),H(t)
)= exp (tB)(E0,H0) +
t∫
0
exp
(
(t − s)B)(F1(s) − ε−1J(s),F2(s))ds, (3.8)
where (exp (tB))t∈R is the unitary group generated by B . Here and in what follows, E(t, ·) is often abbreviated by E(t).
Remark 2. The solution (E,H) obtained in Theorem 1 always satisﬁes div(μH) = 0 as soon as div(μH0) = 0 is fulﬁlled.
Remark 3. If, as considered in Remark 1, ∂Ω is assumed to be perfectly conducting and Ω is assumed to be a bounded
Lipschitz-domain, (3.1) can be rewritten as
ε∂tE = curlH− J+ εF1, μ∂tH= − curlE+ μF2
supplemented by the boundary condition
n∧ E= 0 on (0,∞) × ∂Ω.
The following energy balance holds for any (E,H) that satisﬁes (3.8):
1
2
d
dt
∥∥(E(t),H(t))∥∥2X = 〈(F1(t) − ε−1J(t),F2(t)), (E(t),H(t))〉X = 〈(F1(t),F2(t)), (E(t),H(t))〉X −
∫
Ω
J · Edx. (3.9)
Theorem 1. Assume (2.1)–(2.4), (2.5), (3.4) and (3.5) hold. Then the initial-boundary value problem (3.1)–(3.3) has a unique solution
(E,H) ∈ C([0,∞), X).
The following lemma implies the uniqueness of the solution as well as its continuous dependence on the initial data.
Lemma 1. Under the assumptions of Theorem 1 there exists a constant K > 0, such that for all functions (E,H) ∈ C([0,∞), X) and
(E(1),H(1)) ∈ C([0,∞), X) that satisfy (3.1) and (3.3) the estimate
∥∥(E(1)(t) − E(t),H(1)(t) −H(t))∥∥X  eKt∥∥(E(1)(0) − E(0),H(1)(0) −H(0))∥∥X
holds.
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1
2
d
dt
∥∥(E(1)(t) − E(t),H(1)(t) −H(t))∥∥2X = −
∫
Ω
[
E(1) − E] · (J(1) − J)dx
=
∫
Ω
[
E(1) − E] · [ jc(x,H)|E|−1E− jc(x,H(1))∣∣E(1)∣∣−1E(1)]dx.
By the monotonicity of the mapping e → |e|−1e, one has∫
Ω
[
E(1) − E] · jc(x,H)[|E|−1E− ∣∣E(1)∣∣−1E(1)]dx 0,
whence
1
2
d
dt
∥∥(E(1)(t) − E(t),H(1)(t) −H(t))∥∥2X

∫
Ω
(
jc(x,H) − jc
(
x,H(1)
))[
E(1) − E] · ∣∣E(1)∣∣−1E(1) dx
 L
∫
Ω
∣∣H−H(1)∣∣∣∣E(1) − E∣∣dx K 2
2
∥∥(E(1)(t) − E(t),H(1)(t) −H(t))∥∥2X (3.10)
by assumption (2.2). 
Proof of Theorem 1. First the uniqueness of solutions immediately follows from Lemma 1. To prove the existence of solu-
tions, let T > 0 and, for any e ∈ R3,h ∈ R3 and x ∈ Ω ,
Sn(x,e,h)
def= jc(x,h)
(
n−1 jc(x,h) + |e|
)−1
e. (3.11)
(Here Sn(x,e,h)
def= 0 if jc(x,h) = 0 and e= 0.) Then, for all e ∈ R3,h ∈ R3, f ∈ R3,g ∈ R3 and x ∈ Ω ,∣∣Sn(x,e,h) − Sn(x, f,g)∣∣ 2n|e− f| + 2L0|g− h|
with L0 as in assumption (2.2). This means that, for ﬁxed n ∈ N, Sn(x, ·) is Lipschitz-continuous with respect to e,h
uniformly in x. A standard application of the contraction mapping principle like in [5] shows that there exists an
(En,Hn) ∈ C([0, T ], X), such that
(
En(t),Hn(t)
)= exp (tB)(E0,H0) +
t∫
0
exp
(
(t − s)B)(F1(s) − ε−1Jn(s),F2(s))ds, (3.12)
with
Jn(t, x)
def= Sn
(
x,En(t, x),Hn(t, x)
)
. (3.13)
Let
un(t, x)
def= |En(t, x)|
n−1 jc(x,Hn(t, x)) + |En(t, x)|En(t, x).
Then, a.e. on (0, T ) × Ω ,
Jn(t, x) · En(t, x) = jc
(
x,Hn(t, x)
)∣∣un(t, x)∣∣. (3.14)
Furthermore, |En(t, x) − un(t, x)| n−1 jc(x,Hn(t, x)), whence, by assumptions (2.3) and (2.4),
∥∥En(t) − un(t)∥∥2L2(Ω)  n−2
∫
jc(x,Hn)
2 dx n−2‖M‖2L2(Ω)
n→∞−→ 0. (3.15)
Ω
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1
2
d
dt
∥∥(En(t),Hn(t))∥∥2X = 〈(F1(t) − ε−1Jn(t),F2(t)), (En(t),Hn(t))〉X
= 〈(F1(t),F2(t)), (En(t),Hn(t))〉X −
∫
Ω
Jn · En dx
∥∥F(t)∥∥X∥∥(En(t),Hn(t))∥∥X . (3.16)
This implies that{
(En,Hn)
}
n∈N is bounded in L
∞((0, T ), X). (3.17)
By (3.11), (3.13) and assumptions (2.4), (2.3) we also have∥∥Jn(t)∥∥L2(Ω)  ‖M‖L2(Ω). (3.18)
First, assume that
(E0,H0) ∈ D(B). (3.19)
Then it follows from Theorem 1.5 in Section 6 of [11] that (En,Hn) is a strong solution, i.e.
(En,Hn) ∈ C1
([0, T ], X)∩ L∞([0, T ], D(B)). (3.20)
For any h > 0 the function (En(t + h),Hn(t + h)) is also a solution to (3.12) and (3.13) with initial datum
exp(hB)(E0,H0) +
h∫
0
exp
(
(h − s)B)(F1(s) − ε−1Jn(s),F2(s))ds.
Hence, an estimate similar to Lemma 1 following from the monotonicity of the mapping e → (n−1 jc(x,Hn(t, x)) + |e|−1)e
for ﬁxed x and t yields∥∥(En(t + h) − En(t),Hn(t + h) −Hn(t))∥∥X
 eKt
∥∥(En(h) − En(0),Hn(h) −Hn(0))∥∥X
 eKt
∥∥∥∥∥exp(hB)(E0,H0) − (E0,H0) +
h∫
0
exp
(
(h − s)B)(F1(s) − ε−1Jn(s),F2(s))ds
∥∥∥∥∥
X
 eKth
∥∥B(E0,H0)∥∥X + eKt
h∫
0
∥∥(F1(s) − ε−1Jn(s),F2(s))∥∥X ds Ch
with constants C, K independent of n, h and t . This implies that∥∥∂t(En(t),Hn(t))∥∥X  C and ∥∥B(En(t),Hn(t))∥∥X  C (3.21)
with a constant C independent of n and t . In particular,
{Hn}n∈N is bounded in W 1,∞
(
(0, T ), L2(Ω)
)∩ L∞((0, T ), Hcurl(Ω)). (3.22)
Furthermore div(μ[Hn(t) −H0]) = 0. By the results in [14],{
Hn(t)
}
n∈N is precompact in L
2(K ) (3.23)
for each t ∈ [0, T ] and any compact set K ⊂ Ω . By (3.22), (3.23) and Arzela’s theorem,
{Hn}n∈N is precompact in C
([0, T ], L2(K )) (3.24)
for any compact set K ⊂ Ω . By (3.17) and (3.18) there exist (E,H) ∈ L∞((0, T ), X) and J ∈ L∞((0, T ), L2(Ω)) and subse-
quences with
(Enk ,Hnk )
k→∞−→ (E,H) in L∞((0, T ), X)weak-∗, (3.25)
Jn
k→∞−→ J in L∞((0, T ), L2(Ω))weak-∗ (3.26)k
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unk
k→∞−→ E in L∞((0, T ), L2(Ω))weak- ∗ . (3.27)
Actually, by (3.24), for any compact set K ⊂ Ω ,
‖Hnk −H‖L∞((0,T ),L2(K )) k→∞−→ 0. (3.28)
It follows immediately from (3.12), (3.25) and (3.26) that (E,H, J) obey (3.8) and(
Enk (t),Hnk (t)
) k→∞−→ (E(t),H(t)) in X weakly for all t ∈ [0, T ] (3.29)
which is similar to (3.25) but in the pointwise sense with respect to time.
It remains to show (3.3) for all t ∈ [0, T ]. For this purpose, let χ ∈ C∞0 (Ω) be an arbitrarily chosen non-negative function.
From (3.12) one obtains the local energy estimate
1
2
d
dt
∥∥√χ · (En(t),Hn(t))∥∥2X = 〈χ · (En(t),Hn(t)), B(En(t),Hn(t))+ (F1(t) − ε−1Jn(t),F2(t))〉X
= 〈χ · (F1(t),F2(t)), (En(t),Hn(t))〉X −
∫
Ω
χ JnEn dx−
∫
Ω
(En ∧ ∇χ) ·Hn dx. (3.30)
Next, we introduce the weighted L1-semi norm
‖f‖1,χ def=
T∫
0
∫
Ω
χ jc(x,H)|f|dxdt
with (E,H) as in (3.25). Then (3.27) implies
‖E‖1,χ = lim
k→∞
T∫
0
∫
Ω
χ jc(x,H)|E|−1E · unk dxdt  lim inf
k→∞
T∫
0
∫
Ω
χ jc(x,H)|unk |dxdt = lim inf
k→∞
‖unk‖1,χ . (3.31)
By (3.28) and assumption (2.2) one has, for any compact set K ⊂ Ω ,∥∥ jc(x,Hnk ) − jc(x,H)∥∥L∞((0,T ),L2(K )) k→∞−→ 0. (3.32)
In particular,∥∥χ jc(x,Hnk ) − χ jc(x,H)∥∥L∞((0,T ),L2(Ω)) k→∞−→ 0. (3.33)
Next, (3.17), (3.33) yield∣∣∣∣∣‖unk‖1,χ −
T∫
0
∫
Ω
χ jc(x,Hnk )|unk |dxdt
∣∣∣∣∣
T∫
0
∥∥unk (t)∥∥L2(Ω)∥∥χ jc(x,H(t))− χ jc(x,Hnk (t))∥∥L2(Ω) dt
 ‖unk‖L1((0,T ),L2(Ω))
∥∥χ jc(x,Hnk ) − χ jc(x,H)∥∥L∞((0,T ),L2(Ω)) k→∞−→ 0,
which implies together with (3.31) that
‖E‖1,χ  lim inf
k→∞
T∫
0
∫
Ω
χ jc(x,Hnk )|unk |dxdt. (3.34)
Now, (3.14), (3.30) and (3.34) imply
‖E‖1,χ  lim inf
k→∞
T∫
0
∫
Ω
χ Jnk · Enk dxdt
= lim inf
k→∞
(
1
2
[∥∥√χ · (E0,H0)∥∥2X − ∥∥√χ · (Enk (T ),Hnk (T ))∥∥2X ]
+
T∫ (〈
χ · (F1(t),F2(t)), (Enk (t),Hnk (t))〉X −
∫
(Enk ∧ ∇χ) ·Hnk dx
)
dt
)
. (3.35)0 Ω
512 F. Jochmann / J. Math. Anal. Appl. 362 (2010) 505–513By (3.29) one has∥∥√χ · (E(T ),H(T ))∥∥2X  lim infk→∞
∥∥√χ · (Enk (T ),Hnk (T ))∥∥2X . (3.36)
Using (3.25) and (3.28) again one obtains
lim
k→∞
T∫
0
∫
Ω
(Enk ∧ ∇χ) ·Hnk dxdt =
T∫
0
∫
Ω
(E∧ ∇χ) ·Hdxdt. (3.37)
Now, (3.35), (3.36) and (3.37) imply
‖E‖1,χ  1
2
[∥∥√χ · (E0,H0)∥∥2X − ∥∥√χ · (E(T ),H(T ))∥∥2X ]
+
T∫
0
(〈
χ · (F1(t),F2(t)), (E(t),H(t))〉X −
∫
Ω
(E∧ ∇χ) ·Hdx
)
dt. (3.38)
Next, in analogy to (3.30), (3.8) yields the energy estimate
1
2
d
dt
∥∥√χ · (E(t),H(t))∥∥2X = 〈χ · (F1(t),F2(t)), (E(t),H(t))〉X −
∫
Ω
χE · Jdx−
∫
Ω
(E∧ ∇χ) ·Hdx.
Together with (3.38) this implies
T∫
0
∫
Ω
χ jc(x,H)|E|dxdt = ‖E‖1,χ 
T∫
0
∫
Ω
χE · Jdxdt. (3.39)
Next it is shown that∣∣J(t, x)∣∣ jc(x,H(t, x)) a.e. on (0, T ) × Ω. (3.40)
Let C ⊂ (0, T ) × Ω be an arbitrarily chosen compact set and, for a given δ > 0, Aδ ⊂ C be the set of all (t, x) ∈ C with
|J(t, x)| > jc(x,H(t, x)) + δ. Then (3.26) and (3.32) yield
|Aδ|δ +
∫
Aδ
jc
(
x,H(t, x)
)
d(x, t)
∫
Aδ
|J|d(x, t) = lim
k→∞
∫
Aδ
Jnk · |J|−1Jd(x, t) lim
k→∞
∫
Aδ
jc
(
x,Hn(t, x)
)
d(x, t)
=
∫
Aδ
jc
(
x,H(t, x)
)
d(x, t),
since |Jn(t, x)|  jc(x,Hn(t, x)). This implies that, for any δ > 0, the Lebesgue-measure |Aδ| of Aδ is zero, whence
|J(t, x)|  jc(x,H(t, x)) a.e. on C . Since C ⊂ (0, T ) × Ω is chosen arbitrarily, this implies (3.40). By (3.40) the function
g(t, x)
def= χ(x) jc(x,H(t, x))|E(t, x)| − χ(x)E(t, x) · J(t, x) is non-negative and, by (3.39), satisﬁes
T∫
0
∫
Ω
g(t, x)dxdt  0.
Therefore, g = 0, i.e.
χ(x) jc
(
x,H(t, x)
)∣∣E(t, x)∣∣ = χ(x)E(t, x) · J(t, x) a.e.
Together with (3.40) again this implies that |J(t, x)| = jc(x,H(t, x)) and J(t, x) must be parallel to E(t, x) a.e. on (0, T ) ×
suppχ whenever E(t, x) = 0. Hence, E and J satisfy (3.3) since χ ∈ C∞0 (Ω) is arbitrarily chosen. This completes the proof of
the existence of solutions under the additional assumption (3.19).
In the general case, there exists a sequence (E(n)0 ,H
(n)
0 ) ∈ D(B) with∥∥(E(n) − E0,H(n) −H0)∥∥ n→∞−→ 0. (3.41)0 0 X
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that (E(n),H(n)) converges uniformly with respect to t in C([0,∞), X) to an (E,H) ∈ C([0,∞), X), i.e.
sup
t∈(0,T )
∥∥(E(n)(t) − E(t),H(n)(t) −H(t))∥∥X n→∞−→ 0. (3.42)
By assumptions (2.4), (2.3) we also have ‖J(n)(t)‖L2(Ω)  ‖M‖L2(Ω) , whence, after selecting a subsequence,
J(n)
n→∞−→ J in L∞((0, T ), L2(Ω))weak- ∗ . (3.43)
It follows immediately from (3.8) applied to (E(n),H(n)), (3.42) and (3.43) that (E,H, J) obey (3.8). From (3.8), (3.42) and the
energy estimate one obtains
T∫
0
∫
Ω
jc(x,H)|E|dxdt = lim
n→∞
T∫
0
∫
Ω
jc
(
x,H(n)
)∣∣E(n)∣∣dxdt
= lim
n→∞
T∫
0
∫
Ω
J(n) · E(n) dxdt
= lim
n→∞
(
1
2
∥∥(E0,H0)∥∥2X − 12
∥∥(E(n)(T ),H(n)(T ))∥∥2X +
T∫
0
〈(
F1(t),F2(t)
)
,
(
E(n)(t),H(n)(t)
)〉
X dt
)
= 1
2
[∥∥(E0,H0)∥∥2X − ∥∥(E(T ),H(T ))∥∥2X ]+
T∫
0
〈(
F1(t),F2(t)
)
,
(
E(t),H(t)
)〉
X dt
=
T∫
0
∫
G
E · Jdxdt. (3.44)
Since |J(n)(t, x)| jc(x,H(n)(t, x)), (3.42) and (3.43) imply, in analogy to (3.40), that∣∣J(t, x)∣∣ jc(x,H(t, x)) a.e. on (0, T ) × Ω. (3.45)
Again, it follows from (3.44) and (3.45) that E and J satisfy (3.3). 
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