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Abstract 
 
Understanding the mechanisms that generate and regulate bacterial biodiversity is a key focus of 
microbial ecology. Indeed, understanding how bacterial communities will respond to varying 
environmental stressors, pollution and anthropogenic climate change has important consequences 
for humanity, ecosystem health and function. Species sorting (i.e., deterministic environmental 
selection) has been proposed as one of the major processes involved in regulating bacterial 
community composition. However, with the development of the Neutral Theory of Biodiversity and 
Biogeography, the importance of neutral processes (i.e., random births, deaths, migration and 
speciation events) has become increasingly recognised as influencing community structure in a range 
of different ecological communities and habitats. Consequently, to what extent are bacterial 
communities assembled by stochastic neutral processes as opposed to deterministic species sorting? 
In order to address this question, I investigated aquatic bacterial communities using hypothesis-
driven field studies, mesocosm and microcosm experiments utilising automated ribosomal intergenic 
spacer analysis (ARISA) and 454 pyrosequencing of 16S rRNA genes. Here, I present evidence 
suggesting that both niche and neutral processes are important in structuring bacterial communities, 
although the latter appeared to increase when bacterial migration was prohibited or when strong 
selection pressures were observed. For example, the neutral model of Sloan et al. (2006) explained a 
fair portion (30-65%) of the variation in the field investigations, and the immigration parameters of 
Etienne’s (2005) neutral model responded to different immigration times in a controlled microcosm 
experiment. However, when a closed system was investigated (i.e., where no bacterial immigration 
was allowed), with larger environmental stressors, species sorting was confirmed to be of clear 
importance for the structure of aquatic bacterial communities. Species sorting, and other niche 
processes, are undoubtedly important regulators of bacterial community structure, but the role of 
stochastic neutral processes should not be ignored, particularly during the early stages of community 
development.  
 As well as studying species sorting and neutral processes, I investigated other macroecological 
patterns occurring within the microbial world predicted by both of these theoretical frameworks, viz: 
the taxon-area relationship (TAR), distance-decay and the taxon-time relationship (TTR). The TAR, 
which predicts an increase in taxon richness with increased habitat size, is a ubiquitous ecological 
pattern observed among macroorganisms and is a cornerstone concept of macroecology. However, it 
is still relatively unknown as to whether positive TARs are observed in the microbial world; let alone 
if they are ubiquitous. Indeed, the occurrence of positive TARs and distance-decay relationships are 
predicted by both neutral theory and species sorting processes, but for two very different reasons.  
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Here, I present a controlled and replicated empirical evaluation of the TAR in bacterial communities 
using aquatic mesocosms that ranged from 0.25 – 550 L in volume. Using high-throughput 454 
pyrosequencing and ARISA, I provide no evidence of a positive TAR in these aquatic bacterial 
communities.  In fact, a significant negative TAR was identified, with physicochemical parameters 
(DO% and TOC) explaining the majority of the variation in taxon richness. Evidence of bacterial 
succession was also observed, whereby bacterial communities became more dissimilar to each other 
over time and a positive TTR was identified. Although patterns of distance-decay were observed in 
this study, the results were not unequivocal and the relationship appeared to depend on the spatial 
scale of observation. This project provides evidence of a range of macroecological processes 
occurring within the microbial world and contributes significant knowledge regarding the assembly, 
structure and diversity of aquatic bacterial communities. 
 
Keywords: Species sorting, neutral theory, immigration, ARISA, 454 pyrosequeincing, distance-decay, 
taxon-area relationships, taxa-area relationships, aquatic bacteria, copAgenes, functional genes, 
environmental selection, taxon-time relationship.   
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Evolution: At the Mind's Cinema 
 
 
I turn the handle and the story starts: 
Reel after reel is all astronomy, 
Till life, enkindled in a niche of sky, 
Leaps on the stage to play a million parts. 
Life leaves the slime and through all ocean darts; 
She conquers earth, and raises wings to fly; 
Then spirit blooms, and learns how not to die,- 
Nesting beyond the grave in others' hearts. 
 
 
I turn the handle: other men like me 
Have made the film: and now I sit and look 
In quiet, privileged like Divinity 
To read the roaring world as in a book. 
If this thy past, where shall they future climb, 
O Spirit, built of Elements and Time? 
 
 
Sir Julian Huxley 
 
'Evolution: At the Mind's Cinema' (1922), in ‘Essays of a biologist’ (1923), page 2. 
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Introduction 
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1.1 The Microbial World 
Bacteria have dominated the world’s biodiversity since life first evolved on planet earth between 
3.5 - 4 billion years ago (DeLong & Pace, 2001), and bacteria and archaea had the planet to 
themselves for around 3 billion years (Schopf, 1994). To put this colossal time frame in a perspective 
the human mind can comprehend, hold your arms out as wide as you can, imagine the origin of life 
at the finger tips of your left hand, and the present day at the fingertips of your right hand. From 
your left fingertip to your right shoulder consists of nothing but bacterial life and, on this scale, 
multicellular life appears around your right elbow (developed from Dawkins (1998)).  
 
After such an ancient evolutionary heritage it is no wonder bacteria are the most diverse groups of 
organisms on the planet,  and they inhabit almost every possible niche found on earth (Dykhuizen, 
1998). The study of this immense biological diversity and its interactions with the environment is 
microbial ecology and it’s a young and rapidly evolving science. Before the application of modern 
molecular methods, all environmental microbial studies relied on classical culture based techniques, 
which led to a large underestimation of both microbial diversity and microbial abundances 
(Hugenholtz et al., 1998). This is because 99.5-99.99% of bacterial taxa are uncultivable in laboratory 
conditions (Torsvik et al., 1990). In the early 1990s molecular techniques were first applied to soil 
samples and these produced extraordinary results (Tiedje et al., 1999). It was observed that microbial 
diversity in soils was orders of magnitude higher than what was predicted by culture based 
techniques. These molecular based methods proved that microorganisms are the most diverse 
(Figure 1-1) and abundant forms of life on planet earth, with estimates of bacterial abundances of 
around 4-6 x 1030 individual cells worldwide (Whitman et al., 1998). A gram of soil contains over 109  
bacteria cells; a handful of soil contains more bacteria than all the humans that have lived their lives 
out on planet earth since the evolutionary dawn of our species (Davis et al., 2005, Curtin, 2007). As 
well as dominating in terms of diversity and numbers, bacterial cells play an important role in the 
cycling and transformation of many biologically important elements. Estimates of global carbon 
content stored within these microorganisms vary between 350–550 Pg of C (1 Pg = 5 x 1015 g); the 
upper end of that estimate is the carbon equivalent of 58 billion blue whales1. If all these bacterial 
cells were lined up end to end, they would stretch over 1.27 billion light years, or across our milky 
way 12,000 times2. We live on a microbial planet. 
 
                                                          
1
 My own calculation based on Hugenholtz et al., (1998) and Williams et al., (2000). 
2
  Again, my own calculation based on a cell size of 2µm (Kubitschek, 1990) multiplied by 6 x 10
30
. Milky way= c 
2
  Again, my own calculation based on a cell size of 2µm (Kubitschek, 1990) multiplied by 6 x 10
30
. Milky way= c 
100,000 light years in diameter (Arav et al., 1995). 
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 Figure 1-1 Unrooted phylogenetic tree of life showing the huge diversity of bacteria (blue) 
compared to eukaryotes (red). Each branch represents a kingdom (for the eukaryotes) 
and phyla (for the bacteria), and the closer two branches are together, the more 
closely related they are. This means that humans are more closely related to fungi 
than plants and more closely related to archaea than bacteria. Each colour represents 
a different domain. Blue: Bacteria; Green: Archaea; Red: Eukarya  (simplified version 
based on Letunic & Bork (2007))  
 
These facts are intriguing and fun, but so what? Why does this matter?  These microorganisms 
provide crucial ecosystem services and it would be no exaggeration to say that without bacteria, life 
as we know it would not exist; even mitochondria, the energy generating factories nested by the 
thousands inside animal cells, had their origin as free living bacterial cells (Keeling & Archibald, 2008, 
Reece & Campbell, 2012). Surprisingly little is known about general patterns and ecological rules in 
the microbial world and there is a lack of ecological theory in microbial ecology (Prosser et al., 2007). 
Indeed, the science of macroorganism ecology is now a mature and well established field. Scientists 
had been observing the natural world for hundreds of years. However, it was only after Charles 
Darwin’s 1859 publication ‘On the Origin of Species by Means of Natural Selection’ that the science 
of ecology could truly become established (Darwin, 1859). Before then, studies of the biological 
world were largely exercises in ‘stamp collecting’; taxonomically naming species and collecting 
samples for museums and private collections. Darwin’s ingenious theory of natural selection 
completely revolutionised biology and allowed theoretical models to be constructed, transforming 
ecology from the purely observational, stamp collecting endeavour of the past, into a respected field 
of study in which many important hypotheses would be both devised and tested. Darwin’s theory of 
evolution via natural selection continues to stand the test of time, and more than 150 years since the 
publication of his seminal work, the majority of biologists agree with Theodosius Dobzhansky (1973), 
that "Nothing in biology makes sense, except in the light of evolution". Despite this revolution in 
Darwinism, it could be argued that microbial ecology is little more advanced than macroscopic 
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ecology before Darwin set sail on the Beagle in 1831 (Darwin, 1860). Indeed, while we have mapped 
the diversity and distribution of macroorganisms across the globe, microbiologists cannot agree how 
many species of bacteria are likely to exist, even to within 5 or 6 orders of magnitude (Torsvik et al., 
2002). Although recent work is beginning to elucidate the biogeographical patterns of bacteria 
(Dolan, 2005, Martiny et al., 2006, Lear et al., 2013), in comparison to the ecology of macroorganisms 
our understanding of microbial biogeography has advanced little since Alfred Russel Wallace first 
identified biogeography as a science per se in 1872, and debates continue over whether bacteria are 
even restricted by geographic distributions, with some suggesting that they are nothing more than 
cosmopolitan vagrants, dispersing passively at the mercy of global currents of wind and water (Finlay 
& Clarke, 1999). “Everything is everywhere; but the environment selects”- Baas Becking, is one of the 
most quoted hypothesis in microbial ecology, which implies that bacterial taxa are ubiquitous and 
environmental selection regulates diversity (de Wit & Bouvier, 2006). But this, too, is almost 
becoming almost cliché in the literature. Despite this current lack of knowledge, it is clear that 
microbial communities are the most diverse biological assemblages on the planet and that they play 
key roles in almost every cycle relevant to life on earth. For this reason, it is essential that we develop 
a better understanding of biodiversity and biogeography of these essential and complex 
communities, and of the factors that shape them.  
 
The construction of theoretical models that can explain and predict microbial community 
composition is one of the major goals of microbial ecology. Understanding the mechanisms that 
regulate and maintain bacterial diversity will be important in understanding how they will respond to 
climate change, pollution, ocean acidification and many other issues that will become apparent over 
the next 50 to 100 years (Houghton, 2001, Wootton et al., 2008). The construction and testing of 
these models has largely been restricted by the resolution in which we can observe the microbial 
world.  With new high-throughput DNA sequencing technologies, the development of these highly 
sought after theoretical frameworks seem to be on the horizon. This is mainly due to the fact that 
these technologies allow much higher resolution at the ‘species’3 level than older molecular 
techniques such as denaturing gradient gel electrophoresis (DGGE) and terminal restriction fragment 
length polymorphism (tRFLP), which are generally only capable of detecting the DNA of 
microorganisms with abundances of  greater than 1% of the total community  (Casamayor et al., 
2000, Biswas et al., 2013).  
 
With the development of modern molecular techniques, there has been an increased interest in 
microbial biogeography. It is a vibrant area of science with many scientist holding opposing views and 
debates continue to revolve around the extent bacteria are dispersal limited, or if ‘everything is 
                                                          
3
  An explanation of the species concept in bacteria is given in section 2.11. 
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everywhere; but the environment selects’ (Finlay & Clarke, 1999, Finlay, 2002, Dolan, 2005, de Wit & 
Bouvier, 2006, Martiny et al., 2006, Ramette & Tiedje, 2007, Lau et al., 2012, Sul et al., 2013). As well 
as these reasons to study and understand bacterial community assembly, I believe microbial ecology 
can enhance macroecology per se. The ability to generate huge datasets in relatively quick periods of 
time allows rigorous testing of fundamental ecological principles. It takes years to generate such 
datasets with animals and plants; for example, it took Stephen Hubbell and colleagues many years to 
generate the tree data needed to develop his neutral model, which will be discussed in section 1.3.2. 
Microbial ecologists, however, can collect and process large numbers of environmental samples in a 
number of days, or even hours. 
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1.2 Why we study the microbial world 
As well as the scientific reasons previously discussed, I believe there are other important motives to 
study and investigate microbial ecology; reasons which potentially will have great practical 
applications for human kind. Biotechnology is a huge and highly profitable industry which provides 
many valuable services to society (Rittmann et al., 2006). These services range from treating 
wastewaters (Nielsen et al., 2012) and restoring environments contaminated with hazardous wastes 
(Mertens et al., 2009, Sinha et al., 2010, Tas et al., 2010, Panwichian et al., 2011), all the way to 
capturing and producing renewable energy (Goh et al., 2012). The modern biotechnology pioneer 
Craig Venter foresees a future whereby bacteria not only can produce biofuels, but also sequester 
CO2 from the atmosphere and this goal seems to becoming more achievable with each passing year 
(Atsumi et al., 2009, Ramanan et al., 2009, Sutherland et al., 2010). Bacterial biofilms are also being 
used to directly produce ‘green’ electricity in the form of microbial fuel cells (Logan, 2009).  This is a 
promising and exciting field of biotechnology which is generating lots of research (Oliveira et al., 
2013). Understanding the mechanisms that regulate and maintain bacterial communities is going to 
be of high importance for all of these functions described here; ranging from the bacterial 
communities in microbial fuel cells to the complex communities in activated sludge (Seviour et al., 
2000, Seviour et al., 2003). Theoretical frame-works will both help to design the most productive and 
effective bacterial communities, as well as dealing with some of the less desirable consequences of 
biotechnology; for example, to predict the fate of genetically engineered taxa that are accidently 
released into the environment. 
Although humankind has been unconsciously exploiting the microbial world for thousands of years 
(e.g., to ferment beer, vinegar and produce bread), with the advent of molecular techniques came 
molecular and genetic bioprospecting; the discovery and commercialization of new products based 
on biological resources (Li et al., 2009, Akondi & Lakshmi, 2013). As discussed earlier, the bacterial 
world consists of colossal genetic diversity, and bacterial life has evolved to metabolise myriad 
organic and inorganic products (Ghosh, 2012). Nested within this molecular diversity are numerous 
genes that have important practical uses. For example, Taq polymerase (a DNA polymerase) is the 
main enzyme used in the polymerase chain reaction (PCR described in section 2.2.2). The enzyme is 
found within Thermus aquaticus, a thermophilic bacterium, and is stable under high temperatures 
(up to 100°C) (Chien et al., 1976). It is difficult and expensive to culture thermophiles in the 
laboratory, therefore, the genes coding for Taq were identified and sequenced, and the genes were 
introduced into E. coli cells (Pluthero, 1993). As E. coli is much easier and cheaper to grow in the 
laboratory, Taq polymerase could be produced and purified on a large scale (Lawyer et al., 1993).  
This is a brilliant example of molecular bioprospecting which ultimately led to a revolution in 
molecular biology (described in more detail in Chapter Two). There are many more examples, ranging 
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from the production of antibiotics using genes isolated from soil bacteria (Pfeifer et al., 2001, Zhang 
et al., 2010) to the production of novel biosurfactants from soil bacterial genes (Marques et al., 
2012). 
1.3 Macroecological perspectives 
As described in section 1.1, ecology is now a well-established science with many accepted theories 
and models that provide a framework for hypothesis based research. In this section I introduce the 
main theories and hypotheses tested in this project along with examples from both macroscopic and 
microscopic biological realms.  
1.3.1 Species sorting and niche theory 
When we look at the plants clothing an entangled bank (to paraphrase Darwin (1859)), we are 
viewing numerous individual species each utilising ecological niches. An ecological niche is classically 
defined as ‘the limits within which individuals of a species can survive, grow and reproduce’; these 
limits include abiotic and biotic factors (Begon et al., 2006). It is generally accepted that no two 
identical species can inhabit the same ecological niche, which can be paraphrased by the saying 
‘complete competitors cannot coexist’ (Hardin, 1960). Niche theory argues that it is predominantly 
niche driven competition that regulates, through competitive exclusion, for example, and generates 
biodiversity. In summary, the niche-assembly paradigm states that ecological communities are 
assemblages of species that coexist at equilibrium under strict niche partitioning of limited resources 
(Hubbell, 2001). Niche theory is one of the oldest and most well established concepts in ecology and 
it has been recognised as such for over a century (Hitchcock, 1899, Hutchinson, 1959, Brown, 1981, 
Singh et al., 2012). Species sorting is the term given for a major niche driven process, which predicts 
that communities are shaped by interactions between biotic and abiotic factors required for growth, 
reproduction and the life history of the individual organisms (Leibold, 1995). Consequently, species 
sorting predicts that gradients and ‘patches’ in local environmental conditions determine equivalent 
patterns in community composition, as suitable taxa colonise, compete and sort into preferred sites 
(Leibold & Norberg, 2004). There is strong evidence that niche processes, including species sorting, 
regulate community structure (I define community structure as analogous with community 
composition, i.e., the identity and relative abundance of each taxon in a given sample) within a wide 
range of different environments, across many trophic levels. For example, communities of forest 
birds (Ozkan et al., 2013), macroinvertebrates (Siqueira et al., 2012), bacteria (Van der Gucht et al., 
2007, Jones & McMahon, 2009, Logue & Lindstrom, 2010), grassland plants (Questad & Foster, 
2008), trees (Lusk & Matus, 2000), mammals (Dammhahn et al., 2013) and in cichlid fish (Meyer, 
1993, Elmer et al., 2010).  
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It is therefore apparent that niche theory is testable and useful in generating hypotheses which can 
be assessed using empirical data; environment X should select for species X with functional trait X. 
These kinds of frameworks are useful for microbial ecologists aiming to understand the regulation of 
bacterial biodiversity and hypotheses generated by such frameworks will be tested in the various 
experiments presented in this thesis. It is also important to investigate the relative importance of 
specific ecological processes. For example, it is beyond reasonable doubt that species sorting plays 
an important role in regulating and structuring ecological communities. However, what is the relative 
importance of species sorting compared with other ecological processes, such as neutral processes, 
founder effects, etc? Are different ecological processes more important than others in different 
environmental scenarios? Do different ecological processes regulate different portions of ecological 
communities? These are some of the key questions many microbial, and macrobial, ecologists are 
trying to elucidate.  
1.3.2 The Unified Neutral Theory of Biodiversity and Biogeography 
The ‘unified neutral theory of biogeography and biodiversity’, or neutral theory (Hubbell, 2001), is a 
somewhat controversial theoretical addition to ecology. Stephen Hubbell’s inception for this model 
occurred whilst he was studying tree communities in the lush and highly-diverse rain forests of 
Panama. He noticed that a large number of different coexisting tree species occupy very similar 
niches. As a trained ecologist, this did not make sense to Hubbell. How could so many different 
species with similar niches co-exist without leading to competitive exclusion and the extinction of 
less-fit species? Any undergraduate ecology student would agree that this is not predicted by the 
niche-based competition models that are taught at universities across the world. He began to 
question the dominant ecological dogma that environmental constraints and niche limitation are the 
only leading forces in structuring ecological communities. In doing so, he asked: what would 
communities look like if random immigration, dispersal limitation and stochastic speciation were the 
dominating forces at the community level (Hubbell, 2001, Hubbell, 2006, Harpole, 2012)? Neutral 
models, such as Hubbell’s, examine the theoretical consequences of assuming that ecological 
communities are structured entirely by ecological drift (i.e., neutral dynamics governed by 
demographic stochasticity), random migration and random speciation. This model is analogous to the 
neutral theory of molecular evolution, which states that the vast majority of evolutionary change at 
the molecular level are caused by random drift of selectively neutral mutants (i.e., mutations that do 
not affect the biological fitness of an organisms) (Smith, 1983). However, instead of predicting and 
describing the distribution and abundance of genes among a population, it describes the abundance 
and distribution of taxa among communities.  One of the main reasons neutral models are so 
controversial is because of the assumption of neutrality, that is: it treats organisms in the community 
as essentially identical in their per capita probabilities of giving birth, dying, migrating and speciating. 
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This neutrality is defined at the individual level, not the species level. Hubbell theorised that 
abundance distributions of all organisms within a trophic level are predictable using only three 
parameters: the immigration rate (m), the local community size (J) and a fundamental biodiversity 
number (θ) (Figure 1-2). The parameter m is described as ‘the proportion of individuals per 
generation in each community that come from elsewhere in the community’(Latimer et al., 2005).   
 
 
 
 
Figure 1-2  A schematic of Hubbell’s mainland–island model and its relation to a sample from a 
continuous landscape. When we sample a locality, represented here by a rectangular 
area shaded in green in (b), within a continuous region (or metacommunity), and 
obtain estimates of the fundamental biodiversity and dispersal numbers, we are 
calculating the effective neutral mainland-island model (a), that best approximates the 
empirical distribution of species abundances observed. The fundamental numbers of 
the theory do not depend on sample size. The fundamental biodiversity number (Ɵ) is 
a measure of the effective regional (or metacommunity) diversity, while the 
fundamental dispersal number (I) is a measure of the effective degree of isolation of 
the local community (Alonso et al., 2006). 
 The neutral assumption is an anathema to many ecologists, and even more so for microbial 
ecologists (Enquist et al., 2002). However, neutral models have been shown to successfully 
reproduce observed species abundance distributions for macroscopic organisms (Figure 1-3), despite 
being built on such a limiting set of assumptions (Sloan et al., 2006).  
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Figure 1-3  Hubbell’s neutral theory accurately predicts the diversity of the Barro Colorado Island 
tree community (BCI) tree community. This is a rank abundance curve which visualises 
the relative abundance of different tree species. The vertical axis represents the 
number of species with a given abundance, which is represented in the horizontal axis 
(number of individuals, log scale). For example,  10 different species are represented 
by one individual in the community. The black line here shows the classical log-normal 
model, and the green line shows the predictions of the neutral model  (Volkov et al., 
2003). 
 
Neutral models at the community level have been proposed before (Caswell, 1976) and MacArthur 
and Wilson’s (1967) theory of island biogeography is in its self a neutral model. However, it was 
Hubbell’s unification of neutral models with biogeographic models that has made it the leading 
ecological neutral model of recent time. We still do not know if microbial communities are largely the 
result of stochastic events (neutral theory) or the forces of selection (niche theory and species 
sorting). Although these two perspectives are not mutually exclusive, they offer very different 
explanations of the regulation of biodiversity (Figure 1-4), and more importantly, they offer different 
testable hypotheses.  
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Figure 1-4 A visual representation of the predictions of neutral theory (left) and species sorting 
(right) which assesses the contributions of distance and environmental effects of 
community similarity. The solid line (      ) represents a geographical gradient and the 
dotted line (----) represents an environmental gradient. The neutral model predicts 
that species composition will vary with predictably with space, but not with 
environmental gradients. The species sorting perspective predicts variation in species 
composition along an environmental gradient, but not along a spatial one. Redrawn 
from Logue & Lindstrom (2008).   
Strict neutral processes predict that the composition of local communities is expected to simply 
reflect that of the source pool4 (Figure 1-5 ), with deviations being caused by random births, deaths, 
migration and speciation rather than environmental conditions (Sloan et al., 2006, Woodcock et al., 
2007). Thus the relative abundance of a given taxon within a local community is predicted to be the 
same within the source pool and vice versa (Langenheder & Szekely, 2011).  Should bacterial taxa 
exhibit high levels of ecological equivalence (i.e., neutral), one would expect to observe locally 
abundant taxa occurring frequently at the regional scale (e.g., within the source pool), regardless of 
differing environmental conditions (Hubbell, 2001, Economo & Keitt, 2008, Östman et al., 2010). This 
would mean a large percentage of local community structure should be able to be explained by the 
regional relative abundances of different bacterial taxa. Indeed, work by Sloan et al. (2006) provided 
evidence that this might be the case for numerous bacterial communities, and developed a simple 
neutral model that predicts the frequency with which taxa are observed (i.e., the number of sites 
occupied) should increase monotonically as a function of average abundance of individual taxa across 
all samples in a given data-set.   
 
                                                          
4
 I have chosen to use the term source pool throughout this thesis and it is analogous to ‘metacommunity’. 
Source pool is defined as a set of local communities that are linked by dispersal of multiple interacting taxa 
(Leibold et al., 2004). 
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This thesis capitalised on recent advances of molecular techniques in microbiology to describe, 
investigate and contrast neutral predictions, and neutral processes, with other well established 
ecological models within a range of different experimental systems. This thesis tested many of the 
predictions made by neutral theory as well as the neutral models presented in (Etienne, 2005, Sloan 
et al., 2006, 2007) and these will be described in more detail in relevant chapters.  
 
Figure 1-5 A simplified schematic for neutral and species sorting processes occurring during the 
colonisation of new local habitats by different taxa (represented by different shapes). 
Under strict neutral processes (left) the most abundant taxon in the metacommunity 
(yellow stars) are the most abundant taxa in the local communities and the second 
most abundant taxon in the metacommunity (the red squares) are the second most 
abundant taxa in the local communities and so on, with deviations being caused by 
random births, deaths and speciation instead of differences in environmental 
conditions (Hubbell, 2001, Sloan et al., 2006). In comparison, under strict species 
sorting, an ‘environmental filter’, such as pH or temperature governs which taxa can 
survive in a given local habitat. In this case, the bacterial taxa at the lowest 
abundances in the metacommunity (blue circles and green triangles) were selected for 
and dominated the local communities. The dominant bacterial taxa within the 
metacommunity was unable to colonise the local communities.   
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1.3.3 Other community assembly perspectives  
Although the research presented in this thesis will mostly investigate species sorting and neutral 
processes (due to their large hypothesis generating potential), it is important to acknowledge other  
community assembly perspectives, such as mass effects, sink-source and patch dynamics. The mass 
effect perspective predicts that different environmental conditions lead to differences in community 
composition. However, unlike strict species sorting, immigration into local communities causes taxa 
to persist even in environments where they are not favoured (Logue, 2008). Furthermore, high levels 
of migration into local habitats can rescue rare taxa from competitive exclusion (Lindström & 
Langenheder, 2012).  Consequently, bacterial community composition will change along 
environmental gradients, but also spatial gradients. Sink-source dynamics are closely related to mass 
effects and predict that populations can persist in lower quality habitats (i.e., the sink) provided 
continual immigration from a high quality habitat (i.e., the source). The high quality habitat of the 
source is predicted to facilitate high population growths, which allows high levels of emigration to 
sink habitats (Holyoak et al., 2005). Finally, the patch dynamic perspective assumes the existence of 
numerous identical patches (a discrete area of habitat), which can be occupied or unoccupied. These 
patches undergo stochastic and deterministic extinctions. Dispersal (or immigration events) reduces 
the likelihood of these extinctions by providing a source of colonisation into empty patches (Logue, 
2008).  
Although evidence of mass effects and patch dynamics have been identified in a range of different 
habitats among bacterial communities (e.g., Lindström & Langenheder, 2012), these assembly 
perspectives generate less testable hypotheses  than the species sorting and neutral perspectives 
and are therefore given less attention throughout  this thesis.  
1.4 Commonly observed trends in ecology 
1.4.1  Taxon-area relationship (TAR) 
The taxon-area relationship (TAR) is arguably one of the most established concepts in all of ecology 
and it is almost regarded as a universal ‘law’ (Ricklefs & Lovette, 1999, Lomolino, 2001). It is 
exceptionally simple to explain what the TAR is: larger areas/islands contain higher number of 
species than smaller areas/islands (Figure 1-6). However, it is far more difficult to explain why this 
relationship is observed. One of the most simple explanations is that the relationship is a sampling 
artefact; some species are missed during sampling efforts and the more individuals sampled likely 
means more species (Cam et al., 2002). However,  this is unlikely to be the case in all ecological 
systems and other, more ecologically-based, hypotheses have been proposed (Rosenzweig, 1995, 
Matias et al., 2010). Within island systems, island biogeography does an excellent job of explaining 
the TAR; larger islands receive more immigration (increasing species richness) and have lower 
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extinction rates (maintaining species richness)(Toft & Schoener, 1983). However, these explanations 
do not answer the question for large continents, or very large islands. Speciation, the ultimate 
biodiversity generating process, has also been proposed as one explanation of the TAR for 
macroscopic organisms (Losos & Schluter, 2000). Larger islands or areas of land (or volumes of water) 
will most likely have higher levels of environmental heterogeneity and more ecological niches to be 
occupied (Kohn & Walsh, 1994). Therefore, there will be higher speciation rates due to divergent 
natural selection, which will lead to the increase in species richness over time (Schluter, 1996). It 
should also be acknowledged that neutral theory predicts a positive TAR, even in the absence of 
environmental heterogeneity, and predicts that the slopes of the TAR depends dynamically on rates 
of speciation, dispersal, and extinction processes playing out across the metacommunity landscape 
(Hubbell, 2001). At local scales, neutral theory predicts the TAR is sensitive to the relative 
abundances of taxa and appear curvi-linear on a log-log plot.  
 
 
 
Figure 1-6 An example of a plant taxon-area relationship. This is perhaps the world’s oldest 
known empirical example of an ecological pattern and was described by H. C Watson 
in 1859 (Rosenzweig, 1995). The vertical axis represents the number of tree species 
(log scale) and the horizontal axis represents the area (log scale). Each plot on the 
graph represents the number of species found in different sized regions of land, 
ranging from small regions of counties (Bit Surrey) to the whole of Great Britain. 
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Although there are numerous mathematical models describing the TAR (Storch et al., 2012), the 
most commonly used model is the power law of Arrhenius (1921): 
S = cAz 
Where S is taxon richness (i.e., the number of species), A is area sampled, c is a constant that partially 
determines the slope of the curve with z, which is a measure of the rate of taxa turnover across 
space. A larger z value represents larger rates of taxa turnover and the value for z is generally 
consistent across taxa but differs between islands (z ~0.3) and areas of contiguous habitat 
(z ∼0.1)(Rosenzweig, 1995, Bell et al., 2005). There is empirical data observing the TAR in numerous 
different environments, and among lots of different organisms, including: eukaryotic soil microbes 
(Peay et al., 2007), tropical ants (Lozano-Zambrano et al., 2009), tropical tree communities (Condit et 
al., 1996), mammal communities (Lomolino, 1982) and butterfly communities (Werner & Buszko, 
2005), to present a very small number available of examples. However, when it comes to bacterial 
taxa, the topic becomes much more controversial. Horner-Devine et al. (2004) were among the first 
to describe a TAR in bacteria in salt marsh sediments, ranging across centimetres to hundreds of 
meters, using molecular methods (rRNA Sanger sequencing). Bell et al. (2005) followed on from this 
study and investigated the taxa area relationship in bacterial communities that developed within 
aquatic ‘tree holes’; small but often permanent rain water filled holes found in the buttressing at the 
base of beech trees (Fagus sylvatica). These varied in volume from 50 ml of water to over 10 l and 
they identified a significant TAR with a similar power function observed for macroscopic organisms (z 
=0.26). However, the methodological approaches, results and conclusions made by this study have 
been discussed in the literature (Fenchel & Finlay, 2005, Mitchell, 2005). 
A positive TAR was also described by Reche et al. (2005) who present data obtained from aquatic 
alpine lakes. However, this paper was controversial due to the manner in which their data analysis 
was carried out (for example, the authors merged datasets  that were not comparable and relied on 
DGGE analysis; see  Lindstrom et al., 2007).  It should be pointed out that Bell’s (2005) and Reche’s 
(2005) studies relied on a ‘low’ resolution molecular method (DGGE) which may have biased the 
results. There have also been numerous bacterial studies that have failed to reproduce the data 
presented here (Humbert et al., 2009, Logue et al., 2012). For example, Humbert et al. (2009) 
observed no significant TAR in aquatic communities found within six different sized reservoirs. More 
recently, Logue et al. (2012) were the first to investigate the TAR in aquatic bacterial communities 
using high-throughput molecular methods.  In their study of 14 different sized lakes, a negative TAR 
was identified, that is, taxa richness was lowest in the largest lakes and catchment areas.  
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The TAR is a cornerstone pattern in ecology, which played an important role in  the development of 
the first community assembly model, MacArthur’s and Wilson’s theory of island biogeography 
(MacArthur & Wilson, 1967, Hubbell, 2001). Consequently, the occurrence of a positive taxon-area 
relationship in the microbial world could have important implications for microbial ecology, far 
beyond simply knowing more taxa are found in larger water filled tree holes; it will path the way for 
more complicated, more powerful theoretical frameworks. Although examples of a positive TAR have 
been observed in the microbial world (Bell, 2001), I believe these studies have seriously 
methodological limitations; they all relied DGGE (or low depth clone libraries), which is a method that 
has been criticised for obtaining results that have little to do with the true richness of bacterial 
communities (Curtis et al., 2006, Logue et al., 2012). Research investigating the TAR in natural 
environments using high-throughput methods is therefore highly sought after.  
1.4.2 Distance-decay relationships 
The similarity among ecological communities usually decreases with increased geographic distance 
(Figure 1-7) and this negative relationship between similarity and distance is known as distance-
decay (Nekola & White, 1999). It is generally accepted that two mechanisms generate this pattern. 
Firstly, increased distances between sites most likely increases the environmental differences (e.g., 
environmental heterogeneity) between the sites. For example, there could be a latitudinal gradient, 
which could lead to differences in temperature regimes, or an altitude gradient up a mountainside 
that would produce large environmental differences with increased geographic distances. This 
explanation is closely linked to the species sorting paradigm: the different environments create 
different ecological niches, therefore selecting for different organisms, resulting in differences in 
community composition. This has also been termed the ‘niche difference model’ when referring to 
distance decay (Nekola & White, 1999). The second accepted explanation argues that distance-decay 
is a product of spatial effects and dispersal limitation. Indeed, neutral theory predicts that the 
positive distance-decay relationship is driven by dispersal limitation and stochastic ecological drift 
(Chave & Leigh Jr, 2002, Gilbert & Lechowicz, 2004). If taxa are dispersal limited, sites that are closer 
together will tend to be more similar in terms on community structure. This will generate a distance 
decay relationship even in the absence of environmental differences or niche driven species sorting 
(Bell, 2001, Hubbell, 2001, Bell, 2010).  
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Figure 1-7 A hypothetical distance-decay relationship. The y-axis represents Bray-Curtis 
similarity, whereby a higher number represents higher similarity in community 
structure. The x-axis represents physical distance between samples. Each plot 
represents the pairwise similarity between two communities, whereby communities 
that are further apart are more dissimilar.  The red line represents an ordinary least 
squares linear regression.  
One of the major obstacles facing microbial ecologists aiming to explain the distance-decay 
relationship revolves around bacterial dispersal limitation: are bacteria dispersal limited? There is 
one school of thought that proclaims that bacteria exhibit cosmopolitan distribution across the globe 
(Fenchel & Finlay, 2004). The main arguments supporting this hypothesis are that the small size of 
bacteria, coupled with their extremely high reproductive rate, results in a colossal dispersal potential 
(Finlay & Clarke, 1999). As well as this, microbes need the ability to travel vast distances, whilst 
remaining viable, for this hypothesis (i.e., global cosmopolitan bacteria distribution) to become 
plausible. However, it is known that bacteria can travel vast distances on dust particles carried on the 
winds of the planet (Griffin et al., 2003, Kellogg & Griffin, 2006, Hara & Zhang, 2012),  within rain 
clouds and tropical storms (Sattler et al., 2001, Joly et al., 2013), and more recently hitchhiking with 
humans hosts onboard  jet planes travelling all across the globe (Wilson, 1995, Wenzel, 1996, 
Memish et al., 2003). It has even been hypothesised that microbes directly manipulate the 
environment within clouds, causing chemical induction of water condensation to increase their 
dispersal potential (Hamilton & Lenton, 1998). If this hypothesis proves to be correct, it would mean 
that some bacteria exhibit levels of control over weather systems for their own, albeit unconscious, 
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selfish propagation and dispersal. It is most likely dust events play one of the largest roles in 
facilitating global dispersion of bacterial taxa. It is estimated that the quantity of soil or sediment that 
move some distance in the planet’s atmosphere each year is approximately 2 x 109 metric tonnes 
(Perkins, 2001). Using armchair logic and a conservative estimate of 1 x  104 bacterial cells per gram 
(Hara & Zhang, 2012) of dust, there are approximately 2 x 1019 bacterial cells transported around the 
globe on dust each year. Even if high a percentage of these cells are unviable (Hara & Zhang (2012) 
present data that shows nearly 70% of bacterial cells in dust samples and 40% of bacterial cells found 
in the atmosphere were unviable), the role of long-distance, dust based immigration still 
undoubtedly plays a role in bacterial dispersal. 
Some of the work and ideas described above paint a picture that bacteria don’t seem to adhere to 
many biogeographic rules or regulations; they are international vagabonds with no strings tying them 
down to any country or environment. This is not necessarily the case, but with the high numbers of 
studies reporting global distribution of bacterial taxa supporting the ‘everything is everywhere’ 
hypothesis, the burden of proof really lies in the hands of those claiming otherwise. There is 
intriguing evidence that microorganisms do in fact show some levels of endemism. This has been 
shown in a number of different environments including heterotrophic bacteria found in soil 
environments (Cho & Tiedje, 2000), bacterial and protozoan taxa found in Antarctic waters 
(Vyverman et al., 2010), bacteria associated with marine sponges (Taylor et al., 2005) and most 
famously in archaean and bacterial communities associated with thermal springs and deep sea 
hydrothermal vents (Whitaker et al., 2003, Miroshnichenko, 2004). The study of distance-decay has 
also been a hot topic in microbiology, and a number of publications present evidence that bacteria 
do exhibit distance-decay patterns (Green & Bohannan, 2006). The first evidence for distance-decay 
relationships in bacteria came from a study by Cho and Tiedje (2000), who studied Pseudomonas 
strains isolated from soil across four continents. Distance-decay across smaller scales was also 
reported by Franklin and Mills (2003), who present data showing distance-decay of bacteria 
communities across distances of centimetres to metres. Bell (2010) studied distance-decay in aquatic 
microcosms and observed an interesting distance decay pattern. However, when Bell (2010) studied 
distance-decay in bacterial communities that were found within water filled tree holes across a 
wooded area, no such relationship was found. 
The distance-decay relationship has been reported in numerous studies of bacterial communities 
(Astorga et al., 2012), but the ecological processes that generate this pattern are still not known and 
the concept of bacteria exhibiting dispersal limitation is still controversial (De Bie et al., 2012). It may, 
therefore, be more likely that the distance-decay relationships observed in bacteria are the product 
of environmental heterogeneity, rather than dispersal limitation (Bell, 2010). However, to confound 
the topic further, there are recent publications that are beginning to provide evidence that some 
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bacteria may be dispersal limited and exhibit distance-decay patterns across large geographical 
distances (Sul et al., 2013). The prospect of bacteria exhibiting biogeographical distance-decay 
patterns similar to macroscopic organisms is an interesting and exciting prospect. It would lead to the 
development of a bridge between microbial and macro-organism ecology, which has been 
unavailable for too long. It would suggest all biological life on earth, not just the relatively tiny 
phylogenetic tree of animal life, is governed and controlled by similar ecological processes. 
Elucidating the ecological processes that drive distance-decay relationships will provide evidence for 
which processes play important roles in regulating bacterial biodiversity; a major goal of microbial 
ecology.  
1.5  Environmental studies in microbial ecology  
Environmental field studies have, of course, played a large role in understanding the ecology, 
diversity and function of natural aquatic bacterial communities (Newton et al., 2011, Jones et al., 
2012). In most instances, sub-samples of water are collected from bodies of water and subsequent 
molecular analyses performed (Humbert et al., 2009). Indeed, lake/pond complexes have proven to 
be useful experimental sites for investigating species sorting (Van der Gucht et al., 2007), neutral 
processes (Östman et al., 2010, Logares et al., 2013), distance-decay (Soininen et al., 2011), 
disturbances and succession (Shade et al., 2012). One of the main advantages of investigating lake 
bacteria is that it allows us to study naturally assembled bacterial communities in their natural 
habitat. After all, one of the microbial ecologists’ main objectives is explaining the patterns of 
bacterial diversity in nature. However, there are some serious limitations of studying natural 
bacterial communities that should be addressed. I have already described the high levels of bacterial 
diversity found among soil samples, and although bacterial richness is reduced in aquatic systems, it 
is still colossal (Whitman et al., 1998). Thus, high levels of diversity and environmental heterogeneity, 
coupled with low environmental control or replication, can make studying natural bacterial 
assemblages a surprisingly difficult task, even using  modern molecular methods (Curtis et al., 2006, 
Woodcock et al., 2006). Therefore, as well as investigating bacterial communities associated with 
natural aquatic systems, I also used highly controlled microcosms and mesocosm system to study 
bacterial diversity, which are explained in Section 1.6.  
1.6 The role of microcosms and mesocosms in microbial ecology 
One of the earliest and most significant microcosm experiments in science dates back to 1772, 
whereby Joseph Priestley placed mice and mint plants in sealed jars, discovering the balance 
between ‘putrefying’ and ‘regenerative’ processes; the mice were able to respire using the oxygen 
produced by the plant and the plant was able to utilise the CO2 produced by the mouse (Gorham, 
1991). Since then microbial microcosms have played an essential role in the history of ecology, and 
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the earliest ecological experiments dates back to 1887 (Jessup et al., 2005). These were followed by 
some of the first examples and investigations of density dependence and succession in ecology 
(Woodruff, 1911, 1912, 1913, Herrando-Perez et al., 2012). Arguably the most influential ecological 
microcosm experiments were carried out by Gause (1934), who investigated interactions between 
bacteria, yeasts and protozoa,  proving that two competitors cannot coexist on a single limiting 
resource, which to this day are a text book example of competition and predator-prey interactions 
(Begon et al.,2006). These important studies highlight that large scale processes can be elucidated 
from small scale investigations (Naeem, 2009). There are many advantages for using microbial 
microcosms to study ecological questions. For example, extremely high levels of experimental control 
and replication can be easily achieved. The short generation times of microorganisms allows 
experiments running a matter of days or weeks to cover tens to thousands of generations and the 
‘history’ of these experiments can be biologically archived by freezing samples at -80°  (Bohannan & 
Lenski, 2000).  
A large scale microcosm experiment was carried out by Whittebolle et al. (2009) which included 
over 1,260 microcosms. They used denitrifying bacterial communities to model the effects of 
reduced biodiversity on the functional capabilities of the communities. Or more generally, they asked 
the question ‘how does reduced biodiversity effect ecosystem function?’ This study was one of the 
most elaborate of its kind and what made it unique was the focus solely on community evenness (a 
measure of the equality or distribution of individuals among species); most previous studies focused 
exclusively on the effect of reduced taxa richness on ecosystem function (Worm et al., 2006).  The 
direct manipulation of community evenness is extremely difficult to achieve in natural ecosystems 
(Naeem, 2009). However, with the use of over 1,000 microcosms and modern laboratory equipment, 
Wittebolle et al (2009) were able to investigate the effects of reduced community evenness on 
ecosystem function. The experiment also coupled environmental stressors (temperature and salinity 
stress) with varying levels of community evenness. This was a major part of the experiment and it 
allowed an interesting and environmentally significant conclusion to be drawn. Decline in community 
evenness affects ecosystem function in a similar manner to taxa richness; reduced evenness leads to 
reduced ecosystem function. However, the magnitude of this effect seemed to depend on the level 
of environmental stress, with high stress and low evenness having the biggest detrimental effect on 
ecosystem function. This study, which was carried out on 96-well plates, where each ‘microcosm’ 
was actually an individual well, produced a Nature manuscript that catalysed wide debate across the 
whole field of ecology and environmental sciences.  
The microcosm study of Bell (2010) (introduced in the ‘Distance-decay’ section) is a beautifully 
simple and eloquent experiment that produced interesting and insightful results. In this experiment, 
Bell placed microcosms (small glass jars in this instance) containing a sterile broth. A total of 112 
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microcosms were placed 71 m apart (that is, at: 0, 71, 142, 213, 284, 355, 426, 497 m) across a 
wooded study area (14 microcosms per site). The microcosms were then left to be colonised by 
atmospheric bacteria for 28 days although half of the microcosms at each site were closed to further 
colonisation after 14 days to prevent additional colonisation. Using a molecular fingerprinting 
technique ‘terminal restriction fragment length polymorphism’(tRFLP) Bell observed a significant 
positive relationship between physical distance and community dissimilarity for both sets of 
microcosms open for 14 and 28 days ). The advantage of this experiment was that is allowed the 
investigation of distance decay in natural bacterial communities among identical environmental 
conditions, as the same water was used to inoculate all microcosms. This is near on impossible to 
study or reproduce in the natural world due to high levels of heterogeneity.  
Langenheder & Szekely (2011) used microcosms to investigate the early colonization of pristine 
(sterilised) marine microcosms. In this experiment, microcosms were inoculated with sterilised sea 
water sampled from three chemically distinct rock pools. These were then left open for 8.5 hours to 
allow atmospheric bacterial colonisation to occur; rain water was also collected during the 
experiment. After this period all of the microcosms were sealed off and incubated in the laboratory 
for a further 5 days. DNA extractions were then carried out and DNA sequencing was performed. 
Langenheder & Szekely (2011) showed that significant differences were found in community 
composition relating to rock pool water source; evidence for species sorting. However, taxa that 
were abundant in the rain water samples were also abundant in the microcosms; evidence of neutral 
processes. Although this experiment only focussed on the colonisation of sterilised environments and 
during one colonisation period (8.5 hours), it provided insight into the factors that regulate bacterial 
communities during the very early stages of bacterial colonisation. These experiments highlight the 
power of hypothesis driven microcosm experiments to answer questions in microbial ecology.  
This thesis utilised microcosm, mesocosm and natural aquatic systems to test the hypotheses 
described in this introduction, with a specific focus on species sorting and neutral processes. From 
the literature it is clear that microcosms/mesocosms systems can be used as excellent tools in 
hypothesis-driven science. It is no exaggeration that natural soil bacterial communities are extremely 
complex and very difficult to study in their natural environment due to the uneven distribution of 
bacteria among the soil matrix (Lombard et al., 2011). This problem has been even more confounded 
by the very high level of heterogeneity which occurs in soils (Ranjard & Richaume, 2001) producing a 
wide range of microniches which can be found within a single gram (Ding et al., 2013). These 
problems mean microcosms are excellent means to study the ecological processes which regulate 
bacterial communities established in soils, as they allow high levels of control and regulation of 
external environments. The relatively higher levels of homogeneity found within aquatic systems 
makes them an even more suitable environment to study the key processes that regulate bacterial 
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communities.  Because our knowledge of bacterial community ecology is still limited, aquatic systems 
are an excellent place to start, and it is highly likely similar or analogous processes are functioning in 
both aquatic and soil based environments. Even though microcosm experiments have proved to be 
very successful in studying aquatic microbial ecology, there are relatively few experimental studies 
aimed at investigating bacterial community assembly using hypothesis-driven science (Lindström & 
Langenheder, 2012). Of course, microbial ecologists still have to confront the issues of ‘ecological 
relevance’ revolving around microcosm studies; but these issues have been debated by ecologists 
since the dawn of the science itself (Srivastava et al., 2004). As long we accept that microcosms may 
represent simplified environmental systems, armed with well structured, interesting hypotheses, 
microcosms can be an excellent tool in the microbial ecologists’ toolbox.  
1.7 Aims of this project 
The main aim of this thesis is the studying of macroscopic ecological laws occurring within the 
microbial world, with a focus upon the study of species sorting and neutral processes in aquatic 
bacterial communities. To investigate the different hypotheses and theoretical frameworks 
introduced in this chapter, a range of different experiments were carried out, ranging from large 
scale environmental tarn systems to fine-scale microcosm set-ups.  Each chapter presents and tests 
hypotheses, moving away from the common descriptive ‘stamp collecting’ approach that has 
saturated the journal articles since the cost of pyrosequencing has rapidly decreased. Here, I will 
outline the aims and objectives of each of the chapters presented in this thesis. Chapter Three starts 
with an investigation of the biogeography of bacteria associated with alpine tarns in New Zealand. 
The main objective was to investigate to what extent the bacterial communities could be explained 
by a simple neutral model. Furthermore, do the bacteria within these tarns exhibit biogeographical 
patterns similar to macroorganisms? Do tarns that are physically closer together contain more similar 
bacterial communities (i.e., distance-decay)? Do larger tarns contain more diverse bacterial 
communities (i.e.,  a positive taxon-area relationship)? Are abundant taxa widely distributed and 
what percentage of regional diversity (i.e., source pool abundances) can explain local community 
dynamics? Chapter Four utilises an 83 week long mesocosms experiment, investigating bacterial 
communities associated with seven different sized ponds spanning three orders of magnitude in size 
(0.25-550 L). The primary objective of this experiment was to investigate the TAR using high-
throughput 454 pyrosequencing of 16S rRNA genes using a controlled and well replicated 
experimental system. The mesocosms used in this experiment were situated within the grounds of 
Lincoln University, which allowed me to take numerous samples over different temporal scales. 
Consequently, this experiment allowed me to investigate changes in bacterial community structure 
over time (bacterial succession) and determine how much of this variation could be explained by 
environmental selection (e.g., species sorting) or by other spatial factors (e.g., neutral processes). 
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Chapter Five moved towards a smaller-scale investigation of species sorting occurring within a closed 
system (i.e., a system with no atmospheric immigration) using a highly replicated microcosms study. 
Here, I investigated the effects of different environmental stressors upon the structure and function 
of the same initial bacterial community (i.e., a strict assessment of species sorting in the absence of 
migration events). This experiment coupled ARISA with an investigation of the diversity of an 
important functional gene (in this case, copA). The final microcosm experiment presented in Chapter 
Six investigated the importance of atmospheric immigration in structuring aquatic bacterial 
communities and addressed questions such as how do varying immigration times affect both 
colonised and previously uncolonised aquatic environments? And how quickly can species sorting 
structure bacterial communities found within different water types? Immigration is a major 
parameter in the original neutral model and the final experiment investigated how changing 
immigration times (or exposure to atmospheric immigration) affect bacterial community structure 
and the predictions of the neutral model within colonised and previously uncolonised environments. 
Consequently, this final experiment allowed an in-depth study of neutral and species sorting 
processes.  
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Materials and Methods 
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This research consisted of numerous related experiments that aimed to investigate traditional 
ecological theories in the microbial world, as well as investigating the effects of neutral and species 
sorting processes in microbial communities.  The experiments were conducted using natural aquatic 
systems, mesocosms and microcosms; the sampling regimes, experimental designs and study 
locations are described in each relevant chapter. Although all the experiments utilised different 
experimental procedures, a majority of the studies utilised similar techniques to achieve their goals. 
Specific experimental designs and protocols are presented in their respective chapters and the 
general methods are presented in this chapter.  
2.1 Collection of water samples 
Water samples were collected from mesocosms and alpine tarns using a plastic hand pump 
(Supercheap Auto, New Zealand; Figure 2-1) to transfer water to acid washed 250 ml plastic bottles 
(Stowers, NZ), using clean, ethanol sterilised hand pumps between samples. The water samples were 
either filtered on site or transported back to the laboratory in an acid washed plastic bottles (on ice) 
to be filtered upon arrival, as described in section 2.1.1.  Extra water samples were also collected 
using the same method for later physicochemical analysis; the exact volume collected is described in 
each chapter.  
 
Figure 2-1  The hand pump used to collect water and transfer samples to acid washed plastic 
bottles .  
2.1.1 Filtration and processing of water samples 
The aim of filtering the water was to collect the bacterial biomass on the filter paper for subsequent 
DNA extractions.  Two main filtration techniques were used throughout the different experiments 
described here. The ‘Sterivex’ filtration technique was mainly used for the field experiments, 
including the mesocosms studies. Sterivex (Millipore, Billerica USA) filters allowed water samples to 
be filtered in the field, without needing to transport water samples over long distances (Figure 2-2). 
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The Sterivex filters contained a 0.22 µm polyethersulfone membrane and water samples were filtered 
across them with the use of a 50 ml plastic syringe (BD Plastipak, USA).Although some blocking of the 
filters did occur, (due to particulate matter) I was always able to filter at least 250 ml across the 
filters. If a very turbid sample were collected, I left the bottles to ‘settle’ for 30-60 minutes before 
carefully distilling the sample onto the filters.  Sterivex filters were contained within plastic casing, 
which allows them to be stored on ice without becoming contaminated. Water samples were filtered 
as quickly as possible after collection as changes in the bacterial community will occur if samples are 
left for too long before storing on ice (e.g., cell lysis, changes in bacterial relative abundances etc.). As 
the Sterivex filters were located with a plastic case, they need to be aseptically removed before any 
molecular work was carried out. This was achieved by opening the end of the plastic casing using 
sterile pliers. After the case is open, the filter was removed by using a sterile scalpel and sterile 
forceps. The filter was then carefully placed into a bead beater tube for DNA extraction, which is 
described in section 2.2.1. 
 
 
Figure 2-2 Millipore Sterivex filters and plastic syringes used to filter water samples.  
 
 The second method utilised was a vacuum pump method, which has been used in numerous 
previous studies (Langenheder et al., 2006, Manti et al., 2011, Sneed & Pohnert, 2011). This used a 
vacuum system to filter water samples across 0.22 µm Millipore GPWP Express PLUS membrane 
filters (diameter, 45 mm; pore size, 0.22 µm; Millipore, Eschborn, Germany), therefore directly 
collecting the bacterial communities on the filter paper. The vacuum pump system was primarily used 
for the microcosm experiments where many samples (> 100) needed to be filtered. I did not need to 
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use the more expensive Sterivex filters for the microcosms because the samples were already in the 
lab, which was not possible for some of the environmental samples (Figure 2-3). 
 
Figure 2-3 Vacuum filter system used to filter water samples.  
 
2.2 Molecular analysis of microbial structure and composition 
Molecular analysis was carried out on samples from microcosm, mesocosm and natural 
experimental set-ups. This included automated ribosomal Intergenic-spacer analysis (ARISA) and 454 
pyrosequencing. 
2.2.1 DNA extraction 
Once bacterial cells were collected on the filter membrane, the first stage of the molecular process 
involved the extraction of DNA from each sample. DNA isolation is a routine procedure to collect DNA 
for subsequent molecular analysis. In brief, the main objectives were: 1) Lysing cells to expose the 
DNA; 2) Degrading of membrane lipids by the addition of a detergent; 3) Degrading of proteins by 
adding a protease; 4) precipitating the DNA with an alcohol – usually ice cold ethanol or isopropanol. 
Since DNA is insoluble in these alcohols, it will aggregate together, giving a pellet upon centrifugation.  
The following DNA extraction protocol was used for all the DNA extractions presented in this body of 
work (Table 2-1). This protocol is a modified version of the method described by Millar et al. (1999). 
This method has also successfully extracted bacterial DNA in numerous publications (Lear et al., 2008, 
Lear et al., 2009). 
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Table 2-1 Reagents needed for DNA extraction  
Phosphate buffer (100 mM pH 8.0) 
SDS lysis buffer (100 mM Tris pH 8.0, 10% SDS)(SDS: Sodium dodecyl sulphate) 
Chloroform-isoamyl alcohol (24:1)  
7M Ammonium acetate 
100% Isopropanol (Analar) 
70% ethanol 
Bead Beater vials (containing 0.1 mm and 3.0 mm silica zirconium beads  
 
Method 
1. Each filter was added to a separate bead beater vial in aseptic conditions. 
2. 270 µl of phosphate buffer solution was added to each bead beater vial. 
3. 300 µl of SDS lysis buffer was added; this will lyse most of the cells and cause them to release 
their DNA. Samples were mixed gently and  300 µl of chloroform-isoamyl alcohol was added.  
4. Vials were placed in a bead beater at 4 m/s for 1 min. This stage ensures all the cells are fully 
lysed due to the mechanical stress caused by the beads (0.1 mm and 3.0 mm silica zirconium 
beads). 
5. The tubes were transferred into the microfuge and spun at full speed (13,000 rpm) for 5 minutes 
to pellet debris.  
6. The supernatant (approx. 650 µl) was transferred to clean microfuge tube. 7M NH4OAc (approx 
360 µl) was added to the tube to achieve a final concentration of 2.5 M. Samples were shaked by 
hand to mix and spin at full speed (13,000 rpm) for 5 min. This should produce a clear 
supernatant. The colour should be extracted from the sample into the lower organic phase with 
the SDS forming a gel like interphase.  
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7. The supernatant (580 µl) was transferred to a new tube. 0.54 volumes (315 µl) of ice cold 
isopropanol was added to the tube and incubated at room temperature for 15 min. Samples 
were spun at full speed (13,000 rpm) for 5 min.   
8. Supernatant was carefully removed and pellet was washed with 1 ml 70% ethanol. Samples were 
then spun at full speed (13,000 rpm) for 5 min, the supernatant was removed and pellet air 
dried (15-20 min). To speed up this process, the samples were placed in a vacuum chamber.  
9. DNA pellet was resuspended in 50 µl of PCR water. 
Samples were then stored in the freezer (ideally -80°C, but -20°C was fine for shorter term storage) 
until PCRs were carried out. 
2.2.2 General Polymerase Chain Reaction (PCR) procedure 
The polymerase chain reaction (PCR) has played a crucial role in microbial ecology and it is arguably 
one of the most important tools in a microbial ecologist’s toolbox. The polymerase chain reaction 
(PCR) is a rapid and relatively cheap way to amplify specific DNA sequences in vitro. It can be used to 
amplify a single or a few copies of a piece of DNA across several orders of magnitude. In principle, the 
reaction works with three main steps: denaturing, annealing and elongating.  
 In most instances, PCR was used to amplify bacterial 16S rRNA genes and adjacent DNA sequences, 
including the intergenic spacer region (ITS).  Different PCRs were used throughout this thesis for both 
ARISA (section 2.2.4) and 454 sequencing (section 2.2.7). The first stage of any PCR involves the 
production of the ‘master mix’ (Table 2-2). This is a mixture of all the different reagents that are 
needed for the PCR reaction to work. The master mix is made using the following: Taq polymerase 
enzyme (which carry out the amplification), primers (both forward and backward primers which 
target the region of DNA to be amplified), DNA-free water and bovine serum albumin (BSA; 
Invitrogen, NZ) to a final concentration of 2 mg ml-1. BSA is the most commonly used PCR facilitator 
(Hedman & Radstrom, 2013). It is known to bind to lipids and ions, therefore scavenging a variety of 
substances that may inhibit the PCR reaction by binding to the Taq (Kreader, 1996). The mastermix 
shown in Table 2-2 was used for all PCRs used in this thesis (with the exception of the 454 
pyrosequencing), with the different primers and temperature regimes changing depending on the 
approach; these are described in sections 2.2.4 and 2.2.5.  
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Table 2-2 Composition of PCR master mix for one sample using GoTaq®.   
Constituent Volume per x1 sample Supplier 
GoTaq® Green  25µl Promega Ltd 
GoTaq® H20 17µl Promega Ltd 
BSA 10 mg-l 2µl Invitrogen Ltd 
Forward Primer 2µl Invitrogen Ltd 
Reverse Primer 2µl Invitrogen Ltd 
 
This allowed me to easily calculate the volumes needed for any number of DNA samples that need 
to be amplified. All one needs to do is multiply each volume by the number of DNA samples that are 
to be amplified. DNA extract (2 µl) was added to each individual tube (i.e., to 48 µl of master mix) to 
make a total of 50 µl for each individual sample.  
2.2.3 Electrophoresis of PCR product  
In order to determine if a PCR reaction is a success, a simple agarose gel electrophoresis was 
carried out. This ensured the PCR amplified the targeted region (by confirming the length of the PCR 
product with the ladder) and confirmed that the PCR master mix was not contaminated by foreign 
DNA (by ensuring the negative control contained no amplified DNA).  
 
Agarose gel powder (1.5 g) was added to 100 ml of TBE (Tris/Borate/EDTA) buffer. This was stirred 
and placed in the microwave for two minutes, or until all the powder had visibly dissolved. The bottle 
was then cooled under a cold tap (ensure oven gloves are worn as the bottle becomes very hot) until 
the bottle was cool enough to touch. Sybr-safe (Invitrogen Ltd, New Zealand ) (10 μl) was then added 
to the gel; this allowed the visualisation of the DNA bands under a UV light. The gel was poured out 
into a gel tray and a ‘comb’ was inserted, which formed the wells in the gel. The gel is then left to set 
for 15 min, after which it is ready to be loaded with the amplified PCR products and a genetic ‘ladder’ 
(1 kb Plus DNA ladder; Invitrogen Ltd). Once all of the samples have been loaded into the gel (adding 
6 μl of PCR product to each well), the gel was run at 90 v for 30 min. After this time the gel was 
observed under a UV camera (Canon) to ensure a successful PCR has been carried out. 
 
If the PCR was successful, and the negative controls remained uncontaminated, DNA purification 
was carried out (Figure 2-4). This ensured the removal of primer dimers and any other unwanted 
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DNA sequences. Purification was carried out following the protocol supplied with the DNA clean & 
concentrator kit by Zymo Research Ltd, Ngaio Diagnostics, Nelson, New Zealand. 
 
Figure 2-4 A comparison between un-purified PCR product (A) and purified PCR product (B) using 
gel electrophoresis (2% agarose gel, 80v for 1 hour). ‘Ladder’ represents 1kp plus 
ladder. 
 
2.2.4 Automated Ribosomal Intergenic Spacer Analysis (ARISA) 
Automated ribosomal intergenic spacer analysis (ARISA) creates genetic ‘fingerprints’ of microbial 
communities from profiles of the 16S-23S intergenic spacer (IGS) region of the bacterial genome. The 
bacterial 16S and the 23S genes code for bacterial ribosomes and they are highly conserved between 
many bacterial taxa due to the extreme selection pressure exerted on this crucial sequence of DNA. 
However, the intergenic spacer region, which is found between these two adjacent genes, is not 
exposed to the same selection pressures as the ribosomal genes. Therefore, the length, sequence 
and nucleotide composition of this region displays significant heterogeneity between different 
bacterial taxa; mainly due to the acquisitions of mutations and other genetic processes occurring 
over the eons of evolutionary time. The development of community-specific ARISA profiles enables 
sensitive and reproducible descriptions of the community diversity and composition to be attained 
with a high level of taxonomic resolution (Fisher & Triplett, 1999, Jones et al., 2007, Lear et al., 2008, 
Meziti et al., 2010). The universal bacterial primers SDBact (5’-TGC GGC TGG ATC CCC TCC TT-3’) and 
LDBact (5’-CCG GGT TTC CCC ATT CGG-3’) (Ranjard et al., 2001) were used in the PCR master mix 
presented in Table 2-2. The following PCR regime was used: The PCR was completed with the 
following amplification conditions: initial denaturation of 95 oC for 5 min; (ii) 30 cycles of 95 oC for 30 
s, 61.5 oC for 30 s, 72 oC for 90 s, and then final extension at  72 oC for 10 min. The primer SDBact was 
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labelled at the 5’ end with HEX (6-carboxyhexafluorescein) fluorochrome (Invitrogen Molecular 
Probes, NZ) to enable automated detection of the amplified PCR product. 
 
The major advantage of ARISA is the automation; hundreds of samples can be processed at a time 
with somewhat higher resolution than other molecular fingerprint techniques (e.g., DGGE and tRFLP) 
(Danovaro et al., 2006). ARISA and other fingerprint methods provide only a coarse description of 
microbial communities by targeting the most abundant members of a community (i.e., > 1%  
(Casamayor et al., 2000)) and are prone to a number of biases, for example, some bacterial taxa can 
contain more than one ITS sequence, some ARISA peaks can contain multiple sequences and general 
PCR amplification biases (Loisel et al., 2006, Blackwood et al., 2007, Bell, 2010). In fact, all molecular 
methods that rely on PCR are faced with similar biases. However, the same biases apply to all 
samples in a dataset and are therefore comparable (Fisher & Triplett, 1999, Woodcock et al., 2007). 
ARISA is routinely used to study the structure, evenness and richness of bacterial communities, 
because differences in ARISA traces are accepted as representing true biological differences in 
community structure (Yannarell et al., 2003, Kovacs et al., 2010, Deslippe et al., 2012, Shade et al., 
2012, Tiao et al., 2012, Lear et al., 2013, Ranjard et al., 2013). Indeed, recent work has also shown 
ARISA generates results that are comparable to pyrosequencing data and it is therefore apparent 
that ARISA is still one of the quickest, most cost effective and reproducible methods for studying 
bacterial community structure (Manter et al., 2010, Spencer et al., 2011, Shade et al., 2012). 
 
Genemapper (v3.7; Applied Biosystems Ltd) was used to convert fluorescence data (from ARISA) 
into electropherograms (Figure 2-5), which enabled comparison of the proportional quantities of 
different sized DNA fragments in each sampled community. This software will also assign a fragment 
length (in nucleotide base pairs) to peaks, via comparison with the standard ladder (LIZ1200, ABI Ltd). 
As the 16S-23S region is thought to range between c. 140 and 1530 bp (base pairs) any fragments < 
200 bp were excluded from the analysis. Using the peak graph data from the Genemapper program, 
a specific R (R studio) script was used to ‘bin’ the data (i.e., removing background ‘noise’ and bin 
fragments of similar size), this is described in detail in Section 2.6.1. 
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Figure 2-5 A) A Schematic representation of the intergenic spacer region nested between the 16S 
and 23S ribosomal rRNA genes. B) A visual representation of the ARISA PCR, showing 
different sized PCR products C) Example of ARISA trace. Each green peak represents 
the presence of a different operational taxonomic unit (taxon). The height of each 
peak crudely represents the relative abundance of that operational taxonomic unit 
(OTU) within the community. Based on a figure from Madigan et al. (2005). 
 
2.2.5 Amplification of the copA gene using PCR  
In order to investigate the effects of copper stress on the functional diversity of bacterial 
communities (Chapter 5), amplification of the copA gene was carried out. The following primers were 
used: CoprunF2 (5’-GGS ASB TAC TGG TRB CAC-3’) and CoprunR1 (5’-TGN GHC ATC ATS GTR TCR TT-
3’) (Lejon et al., 2007), along with the same master mix presented in Table 2-2. The copper stress 
primers developed in Lejon et al. (2007) were degenerate and specifically designed to target the 
copA sequences in Proteobacteria, a highly diverse phyla of bacteria that are dominant, and 
ecologically important, in both soil and aquatic environments. These primers have been used in 
numerous previous investigations (Madigan et al., 2005, Lejon et al., 2007, Lejon et al., 2010, Wakelin 
et al., 2010, Rojas et al., 2011, Altimira et al., 2012). The following PCR protocol was utilised: initial 
denaturation for 3 min at 94°C, 35 cycles of denaturation (1 min at 94°C), annealing (1 min at 55°C), 
extension (5 min at 72°C), and a final extension (5 min at 72°C). The reaction should produce a single 
band of around 1200 bp; this was confirmed by viewing the PCR product on a 2% agarose  gel run for 
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80 v for one hour. The band consists of numerous copies of copA that vary in DNA sequence, but not 
length. Therefore, in order to investigate the genetic diversity of the copA gene, a restriction digest 
was carried out (described in section 2.2.6).  
2.2.6 Restriction Digest of copA fragments 
Restriction enzymes are invaluable tools in molecular biology because they enable DNA fragments 
to be ‘cut’ at specific sequences known as restriction sites (Roberts, 1976). For example, the 
restriction enzyme RSA  1 (Invitrogen, USA) cuts a piece of DNA every time the enzyme recognises 
the restriction site (sequence) 5' GT/AC. To cut the DNA, the enzyme makes an incision through each 
of the sugar-phosphate backbones of the double helix (Pingoud et al., 2005).  Restriction enzymes 
are mostly produced by bacteria and archaea and they evolved the use of them to protect 
themselves against invasions from viral and other foreign DNA molecules (Berg et al., 2001).  
The copA PCR produces a band on a gel that contains different DNA fragments, which relate to 
copA genes from different taxa. In order to elucidate whether the different treatments had an effect 
on the relative abundances of these DNA sequences, the copA genes amplified were purified (Zymo), 
quantified (nano drop; Thermo Scientific, USA) and finally digested using Rsa 1, Sau 3 (5' GA/TC), Hae 
III (5' GG/CC) and HinF1 (5' G/ANTC; N=A,C, G or T) (Invitrogen, New Zealand; following manufactures 
instructions) with each enzyme tested individually. HinF1 (Invitrogen, New Zealand ) did not digest 
the gene fragment and Hae III and Sau 3 only produced 3 small fragments of DNA that were unable 
to be resolved. Only RSA 1 produced good separation of the bands and was therefore selected to 
digest all samples. The samples were digested for 1 hour at 37°C, following manufacturer’s 
instructions. Longer incubation times (i.e., over 24 hours) produced no different profiles and 
therefore confirmed 1 hour was sufficient to digest all sites. Prior to digestion, the results from the 
Nanodrop spectrophotometer (Thermo Scientific, USA) were used to standardise the amount of DNA 
added to each well to 200 ng/µL, so that the relative intensity of different bands could be 
investigated. The digested product was then run on 2% agarose gels run at 80 V for 1.5 hours. When 
the digested products were run on a gel, numerous bands of different sizes were visible.   
The gel provides a molecular fingerprint of the copA diversity, whereby differences in the gel profile 
relate to differences in the community’s diversity of the copA gene. Image Lab 4.1 software (Bio-Rad, 
New Zealand) was used to convert the florescence data into electropherograms. The digital data 
were then analysed in PRIMER (Primer-E Ltd, Plymouth, UK) in a similar manner to the ARISA data, as 
later described.  
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As well as running the digested fragments on agarose gels, PAGE (poly acrylamide gel 
electrophoresis) was used. Whereas agarose gels are produced via a physical reaction, acrylamide 
gels are the product of a chemical reaction (Table 2-3) and can often produce better quality images, 
with higher resolution between different bands of DNA compared to agarose gels (Mesapogu et al., 
2013). However, PAGE gels are more expensive, carcinogenic and time consuming to perform. PAGE 
was performed to confirm the sensitivity of the agarose gels and was carried out using an 8% 
acrylamide-bisacrylamide (29:1; Bio-Rad, New Zealand) gel for 24 hours at 15 mA. Acrylamide is a 
serious neurotoxin and potential carcinogen so severe care must be taken when working producing 
the gel and gloves should always be worn.  
Table 2-3 The constituents of the acrylamide gel used in PAGE. This produces 12.2 ml of 
acrylamide, which is enough for a medium sized gel.  
 Gel % 30% Acrylamide 
(29:1) 
H20  
(ml) 
5x TBE 
(ml) 
10% APS 
(µl) 
TEMED 
 (µl) 
Manufacturer  X Bio-Rad X X Sigma Invitrogen  
Volume  8 6.4 ml 12.8 4.8 400 20 
 
2.2.7 16S PCR for 454 sequencing  
In order to carry out 454 pyrosequencing, I followed the protocol provided by the Cary Lab at the 
University of Waikato, where all the 454 analysis was performed (Lee et al., 2012, Tiao et al., 2012). 
This was a two step PCR method whereby the first PCR was used to produce 16S rRNA gene products  
using standard 16S primers, and the second step incorporated sample specific ‘tagged’ primers, 
which allow each sample to be identified during the sequencing process.  The first PCR step used the 
standard 16S rRNA gene (V5-V7 hypervariable regions) primers Tx9F (5’- GGA TTA GAW ACC CBG GTA 
GTC-3’) and 1392R (5’- GAC GGG CRG TGW GTR CA-3’)(Ashby et al., 2007, Dawson et al., 2012, Tiao 
et al., 2012). The following master mix was produced (see Table 2-4). ‘Takara Primestar Taq’ (Takara 
BIO, Japan) was used as this is a proofreading, high fidelity taq, which improved the efficiency of DNA 
replication by minimising base pair miss match errors. Prior to master mix production, all plastic wear 
(microcentrifudge tubes), PCR water and PCR buffer were UV sterilised in the PCR hood for 20 
minutes. All work was carried out in the clean PCR hood, using filter tips to minimise the potential 
chance of contamination and all PCRs were replicated three times (i.e., triplicate technical replicates 
for each DNA extract) to reduce stochastic variability between reactions (Suzuki et al., 1998).  
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Table 2-4 PCR master mix. PCR 1. Constituents marked by an asterisk are provided with the 
Takara Primestar enzyme.  
Master Mix Initial 
concentration 
Final 
concentration 
X 1 
reaction 
(µL) 
5 x PCR buffer* 5x 1x 6 
dNTPs* 2 mM 0.2 mM 3 
Primestar Enzyme (Taq) 2.5 U 0.025 U 0.3 
Tx9F 10 µM 0.4 µM 1.2 
1392R 10 µM 0.4 µM 1.2 
MilliQ H2O - - 16.35 
DNA 10 ng/µL - 2 
Total volume   30 
 
The following PCR protocol was utilised: initial denaturation for 3 min at 94°C, 24 cycles of 
denaturation (20 s at 94°C), annealing (20 s at 52°C), extension (45 s at 72°C), and a final extension of 
3 min at 72°C. Negative controls were always tested after 35 cycles to ensure no contamination had 
occurred. Samples were amplified, with triplicate technical replicates from each DNA extract. This 
replication of PCR aimed to reduce the issue of PCR bias. PCR bias causes changes in the PCR product 
distribution due to unequal amplification of different DNA templates (Acinas et al., 2005). Due to 
some issues with the DNA extracts, potentially due to humic materials as no BSA was used in these 
reactions, a 1:10 dilution of the original DNA extracts was carried out using UV sterilised MilliQ H2O 
(Invitrogen, New Zealand). This resulted in PCR reactions that produced strong product, which was 
then gel extracted following the methods described in section 2.2.8.  
2.2.8 Gel extraction and purification of 16S rRNA gene.  
A 2% agarose gel was produced using Tris Borate EDTA (TBE) and Sybr-safe (described in section 
2.2.3). The PCR replicates were pooled together (to make a total of c. 90 µl) and mixed with 10 µl of 
loading dye (x10) on a sheet of Parafilm. These were then loaded into the wells of the gel and ran at 
80V for 50 min. This long run time and low voltage allowed good separation of bands. The PCR 
product was c.650 bp, this was confirmed to be the case and strong bands were produced in the 
majority of PCR reactions and were observed using a Safe ImagerTM (Invitrogen, New Zealand).   
After the gel had completed its run, it was transferred to a Safe ImagerTM (Invitrogen, New Zealand) 
for band excision. Before the gel was placed on the Safe Imager, it was cleaned using 100% ethanol 
and covered with a clean sheet of cling film; this reduced the chance of contaminating the gel from 
previous work carried out on the imager.  
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Bands were excised using a clean scalpel. In between each excision, the blade was washed in hot 
clean water and then sterilised in 100% ethanol. The excised bands were then transferred to clean 
UV sterilised microcentrifuge tubes and ‘Perfectprep Gel Cleanup’ (Eppendorf, USA) was performed 
following manufacturer’s instructions. After this a final clean up step a clean and concentrated step 
was carried out using Zymo (Ngaio Diagnostics Ltd, Nelson, New Zealand) clean and concentrate kit 
following manufactures instructions. The DNA was concentrated in 10 µl of PCR water and the DNA 
concentrations determined using nano drop (Thermo Scientific, USA).  
2.2.9 Second PCR step for 454 using sample specific ‘mid’ primers 
The aim of the second PCR step was to attach sample specific ‘mid primers’ to previously amplified 
PCR products. Therefore, each individual sample was amplified with primers containing a sample 
specific sequence (for an example of the primers used see Figure 2-6). This means that when the PCR 
products are pooled together to produce a ‘library’ and sequenced, the sample where a given gene 
sequence was found can be identified by the template specific sequence.  
 
 
 
 
 
Figure 2-6 Example of sample specific ‘tag/mid’ primers. Here the blue sequence is the main 
forward primer (BacTx9F in this case). The ‘MID’ section included the sample specific 
sequence shown in italics. Each of these primers (1-4) could be used with five different 
DNA templates. After sequencing, the MID section allows the DNA sequence to be 
assigned to the original DNA sample.  
 
The master mix presented in Table 2-4 was produced; however, no primers were added at this 
stage. This master mix was pre-treated with ethidium monoazide (EMA) to ensure no potential DNA 
contamination was amplified, using the following protocol: In the dark (EMA is very sensitive to 
light), 1 µl of EMA (10 mg/mL) was added to 199 µl of MilliQ H2O and mixed. This working dilution 
was added to the PCR master mix at a final concentration of 1%. The master mix was mixed (still in 
the dark, or as low as light as possible) and incubated on ice for one minute, therefore allowing the 
EMA to bind to dsDNA. Finally, the EMA was deactivated by placing the tube under a strong 
incandescent light for one minute.  
Forward primer (Primer A):BacTx9F 
Example Primer:  5‘-CCATCTCATCCCTGCGTGTCTCCGACTCAG-MID-[template specific sequence]-3’ 
Primer 1:   5‘-CCATCTCATCCCTGCGTGTCTCCGACTCAG-MID-[CGAGCT]-3’ 
Primer 2:   5‘-CCATCTCATCCCTGCGTGTCTCCGACTCAG-MID-[ATCGTC]-3’ 
Primer 3:   5‘-CCATCTCATCCCTGCGTGTCTCCGACTCAG-MID-[ACGATACG]-3’ 
Primer 4:   5‘-CCATCTCATCCCTGCGTGTCTCCGACTCAG-MID-[ACTGAC]-3’ 
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After this EMA treatment, the master mix was aliquoted out to PCR tubes and 2 µl of DNA from the 
first PCR reaction was added to each tube. Sample specific MID primers were then added to each 
respective sample (BacX‐Tx9F and BacB‐1391R primer with sample specific mid sequences; see Table 
2-5). Each sample was replicated three times to avoid PCR bias and the same PCR regime described in 
section 2.2.7 was used with 10 cycles. The replicate PCR products were pooled together and run on a 
2% agarose gel as described in section 2.2.8. Extracted bands were purified and concentrated using 
MO BIO UltraClean® 15 DNA Purification Kit (MO Bio Labs, USA), following manufacturer’s 
instructions. Finally, AMpure bead cleanup (Beckman Coulter) was performed following 
manufacturer’s instructions.  
Table 2-5  MID primers sequences used in second PCR step for 454 sequencing. These mid 
sequences were attached to the end of the BacX‐Tx9F & BacB‐1391R primers. Please 
see Chapter Four for details regarding sample names. 
Primer ID Mid Sequence  Sample Name (plate/library number) 
MID-01 CGAGCT 550A (1); 5C (3) 
MID-02 ATCGTC 1A (2); 550B (3) 
MID-03 ACGATACG 550C (1); 1B (2) 
MID-04 ACTGAC 150A (1); 1C (3) 
MID-05 ATATCGTAC 150B (1); 0.25 (2) 
MID-06 TGTCACGT 150C (1); 0.25B (2) 
MID-07 TCCTGACG 0.25C (2); 23A (3) 
MID-08 CGTCTAGTA Sample 8 (23B) 
MID-09 TCAGGT Sample 9 (23C) 
MID-10 ACTACTATG 10A (1) 
MID-11 CTGCGA NOT USED 
MID-12 CAGTACG 10B (1) 
MID-13 CTATAGCTG 10C (3) 
MID-14 ATTGCACG 5A (1) 
MID-15 ATGCTGTA Sample 14 (5B) 
 
2.2.10  Quantitation and quality control of DNA 
In order to quantify the amount of DNA that is sent for sequencing and ensure high quality of DNA, 
two quality control steps were carried out. The first step was to quantify the DNA using QuBit 
(Invitrogen, NZ) following manufacturer’s instructions. Next, the quality of the DNA was determined 
using a BIOanalyzer 2100 (Agilent Technologies). This analysis confirmed a single peak of DNA of the 
expected size and quality (i.e., a single peak of c. 600 bp).  Finally, DNA was quantified using Kapa 
qPCR kit (Kapa Biosystems) following manufactures instructions and with the help and assistance of 
Roanna Richards at the University of Waikato. These quality control steps ensure the same amount 
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of high quality DNA is in each sample for sequencing.  Sequencing was carried out on a GS Junior 
sequencing machine (Roche) by John Longmore at the University of Waikato.  
2.3 Analysis of bacterial abundance 
2.3.1 Microscopy  
In order to estimate bacterial cell numbers and ensure bacterial growth occurred in a number of my 
experiments, I used two microscopy techniques. The first was the use of phase-contrast microscopy 
using a bacterial counting chamber (Helber counting chamber, Hawksley, UK; following manufactures 
instructions), which has been used in numerous studies to count bacterial cells and bacterial spores 
without the need of prior bacterial staining (Forsgren et al., 2010, Ňancucheo & Johnson, 2012, Roy 
et al., 2012). This was carried out using a Leica DM2500 phase contrast microscope at x 400 and x 
1000 magnification. This method was relatively quick and easy to perform because no staining is 
required.  
In addition to the phase-contrast microscopy, epifluorescence microscopy using DAPI (4,6-
diamidino-2-phenyl indole) staining was performed. DAPI is a DNA-specific probe which forms a 
fluorescent complex by attaching in the minor grove of A-T rich sequences of DNA (Kapuscinski, 
1995). In this instance, cells were fixed in 4% formaldehyde (v/v) and stained with DAPI at 5 mg ml-1 
and filtered across black 0.22 µm filter papers (GE Water and Process Technologies, USA). The filters 
were then cut in half and one half was put on a microscope slide. Cells were counted with an 
Olympus, SLX12, Japan, microscope within a week of being preserved. For each sample 10 random 
fields of view were counted, as described by Langenheder and Jürgens (2001). This method was 
effective at collecting estimates of bacterial abundances, but the error between replicated samples 
was fairly high and the protocol was relatively time consuming to carry out on > 50 samples. 
Therefore, the phase-contrast method was preferred and the data generated from DAPI counts 
deemed not robust enough to be included in ecological models (e.g., estimating J values in Chapter 3, 
for example).  
2.3.2 Flow cytometry  
Flow cytometry is a rapid and accurate method for estimating the abundances of cells in a liquid 
medium. In most cases, a constant stream of liquid is passed through a laser beam of light (usually of 
a single wavelength), which detects cells/particles by deflecting the light from the laser onto light 
detectors. When using flow cytometry to count bacterial cells, a fluorescent dye that binds to DNA is 
commonly used to stain the cells. Consequently, when the cells pass through the laser beam the stain 
becomes excited and it will emit light of a known wavelength that can subsequently be detected and 
quantified.  In order to estimate the abundances of bacterial cells, water samples were fixed with 4% 
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formaldehyde (final concentration v/v) and counted with flow cytometry within two weeks of being 
collected. Flow cytometry was performed at the University of Waikato using a BD Accuri C6 bench-
top flow cytometry (BD Biosciences) using the fluorescent laser 1 (FL1; the laser using the wavelength 
that excites the fluorescent stain, i.e., 485 nm), a side scatter threshold of 20,000 and a slow flow 
rate with a maximum run time of 45 seconds. Unfortunately this model was not equipped with a UV 
filter, which would have allowed the effective and robust DAPI stain to be used (Gasol & Del Giorgio, 
2000). Therefore, bacterial cells were stained using SYTO®9, a Green fluorescent nucleic acid stain 
(Life Technologies) that has been proven to be a useful stain for flow cytometry (Lebaron et al., 1998, 
Hoefel et al., 2003), following manufactures instructions. The machine was ‘cleaned’ between each 
sample using the ‘back flush’ function with sterile DI water. The data generated from the flow 
cytometry were analysed using CFlow Sampler software (v1.0.264.15, Accuri Cytometers) and 
produced estimates of the number of cells per ml.    
2.4 Analysis of microbial carbon substrate utilisation  
To investigate functional differences between bacterial communities, BIOLOG Ecoplates TM (BIOLOG 
Inc, Hayward, U.S.A) were used. The BIOLOG plates contain 32 different carbon sources and when a 
carbon source is able to be metabolised by bacteria the respiration reduces a tetrazolium dye which 
produces a bright purple colour. Consequently, by investigating which carbon sources a bacterial 
community can utilise provides information of the functional diversity of the community. The 
BIOLOG plates were inoculated with 100 µl of water sample into each individual well and these were 
incubated in the dark at room temperature for up to 48 hours. The relative brightness of the purple 
dye was measured by recording the absorbance at a wavelength of 590 nm using a plate reader 
(BMG LABTECH FLUOstar Omega model). The absorbance was recorded after 12, 24 and 48 hours; 
the choice of incubation times had no significant effect on my results. A (carbon-free) negative 
control was always used with BIOLOG analysis, and the absorbance of the negative control was 
subtracted from all other recorded absorbance values. The absorbance values were treated as 
abundance counts and significant differences among samples analysed using PERMANOVA (see 
section 2.7.2).  
2.5 Physicochemical analysis of water 
In order to determine the chemical characteristics of water samples investigated throughout this 
thesis, numerous methods were utilised. As certain environmental characteristics are known to 
influence bacterial communities, this data was used to test the relative effects of each 
physicochemical characteristic on bacterial community structure and composition.  
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Water temperature 
 The water temperature was recorded on site using a standard digital thermometer. The temperature 
was always recorded at the same depth as the water samples for molecular analysis. 
Dissolved Oxygen 
Dissolved oxygen, or oxygen saturation, is a relative measure of the amount of oxygen that is carried 
in a given medium. When dissolved oxygen was recorded, a 550A YSI (Yellow Spring, OH) was used 
following manufactures’ instructions. 
pH 
pH is a measure of the activity of hydrogen ions and hydrogen ion concentrations. It is a very 
important environmental variable and has shown to be important in structuring bacterial 
communities in numerous different habitats (Fierer & Jackson, 2006, Lauber et al., 2009, Lear et al., 
2009). Unless stated otherwise, the pH of water samples were determined in the laboratory using a 
Mettler Toledo Seven Easy, fitted with a 413 pH electrode (Mettler Toledo, USA).  
Nitrate levels 
Nitrates are known to cause changes in bacterial densities and detectable shifts in microbial 
community composition and structure (Clegg et al., 1998, Crecchio et al., 2001, Patra et al., 2006). 
Nitrate levels were recorded using a Hach SensION 340 meter with a nitrate ion specific electrode 
(Hach, Colorado, USA), following manufactures instructions.  
Total carbon (TC); Inorganic carbon (IC); Total organic carbon (TOC) 
Total organic carbon was analysed using a Shimadzu Total Organic Carbon Analyser (TOC-5000A) 
fitted with a Shimadzu ASI-5000A autosampler. To measure TOC the sample is injected into a 
combustion tube filled with oxidation catalyst at 680oC.  The TC component of the sample is 
combusted or decomposed to become CO2.  CO2 is detected via a non-dispersive infra-red gas 
analyser (NDIR). To measure IC the sample is acidified and injected into an IC reactor vessel which 
has ultra zero grade air bubbling through.  The IC is decomposed to CO2 which in turn is detected by 
the NDIR. TOC is calculated by subtracting the inorganic fraction from total carbon: TC = IC + 
TOC, therefore TOC = TC - IC. 
Additional ‘inductively coupled plasma optical emission spectrometry’ (ICP-OES) analysis was 
carried out by Lynne Clucas at Lincoln University (Varian ICP-OES, Varian Australia Ltd) in order to 
identify the levels of copper in different water samples (see Chapter Five for additional information). 
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Electrolytic Conductivity  
Conductivity is a fast and low cost method for determining the ionic content of a solution. To 
measure the conductivity of water samples a Mettler Toledo Seven Easy, fitted with a 730 
conductivity electrode was utilised.  
2.6 Post analysis treatment of molecular data 
2.6.1 ‘Binning’ of ARISA data 
After the raw data is collected from the Genemapper software, additional steps need to be taken to 
‘de-noise’ the data. This is because the accuracy of ARISA can sometimes vary ± 1 bp. For example, 
the Genetic Analyzer (Applied Biosystems Ltd) may detect one peak at 550 bp within one sample, and 
549 bp within a second sample- even though they are exactly the same size fragments (Ramette, 
2009).  In order to confirm that significant differences in community structure were not due to this 
error (because the Bray-Curtis measure would treat these two peaks as two taxa)  the protocol of 
Ramette (2009) was used to identify ‘true peaks’ (i.e., removing background ‘noise’ generated during 
automated analysis) and bin fragments of similar size. Unless stated otherwise a window size of 2 bp 
and a size shift of 0.1 bp was used; peaks with fluorescence of <0.09% RFI were excluded from all 
analyses (Böer et al., 2009, Sawall et al., 2010, Abed et al., 2012, Bhattarai et al., 2012, Sun et al., 
2012, Rodríguez-Martínez et al., 2013). Since the 16S-23S region is thought to range between c. 140 
and 1530 nucleotide base pairs (bp) (Fisher & Triplett, 1999), fragments < 150 bp were excluded from 
analysis. No samples contained fragments > 1000 bp in any of the ARISA’s carried out in this thesis.  
The data produced by the binning script can be used to produce a spreadsheet which can be loaded 
into ‘Primer’ statistical software (Plymouth Marine Lab, UK) for further quantitative analysis. The 
data were already standardised to a total of 100 ‘individuals’ per sample, which accounts for 
variability in the amounts of template DNA within each ARISA reaction. The ARISA data were 
therefore always presenting relative abundance within samples. Binning was performed on all ARISA 
data generated, unless otherwise stated.  
2.7 Quantitative analysis in PRIMER 
The software package PRIMER (version 6.1.12; Primer-E Ltd.) with the add-on PERMANOVA+ 
(Primer-E Ltd, Plymouth, UK; Anderson et al. (2008)) was utilised to investigate variability among the 
multivariate ARISA data, 454 sequencing data as well as other univariate diversity measures. This 
package includes a wide range of ecological indices and is frequently used by microbial ecologists 
(Pharo et al., 2005, Bodelier et al., 2009, Anderson et al., 2011, Narasingarao et al., 2011, Shi et al., 
2011).  
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2.7.1 Multi-Dimensional Scaling (MDS plots) 
Multi-dimensional scaling (MDS) plots are a useful and informative way to display multivariate data 
and I use MDS plots in numerous chapters to present multivariate ARISA data.  Unless otherwise 
stated, the MDS plots in this thesis are all based on Bray-Curtis similarity which is shown in Equation 
1.  
                             
           
           
  
Equation 1 The Bray-Curtis similarity measure used throughout this thesis, whereby      is the 
standardised peak size of taxon (or number of sequences generated from 454 
pyrosequencing) i from sample 1 and     is the standardised peak size of taxon i from 
sample 2 (Anderson et al., 2008). This equation was used to calculate the Bray-Curtis 
similarity between all pairs of samples within a given data-set.  
Bray-Curtis similarity is a standard ecological measure in which a value of 0 represents absolute 
dissimilarity in community structure (which is based on differences in the presence and abundance of 
different taxa between two samples), and a value of 100 represents absolute similarity in community 
structure.  Figure 2-7 presents an example of an MDS plot based on a Bray-Curtis similarity matrix. 
Each of the shapes on the plot represents the ARISA profile from an individual community. The closer 
two shapes are together, the more similar the communities are suggested to be; the further two 
shapes are apart, the more dissimilar they are to each other. The communities represented by the 
blue circles are more similar to the communities represented by the asterisk, than to communities 
represented by the red squares. There are also markedly different levels in heterogeneity found 
between the different communities. Heterogeneity in this sense refers to the variation around a 
centroid, therefore, the communities represented by blue circles display significantly less 
heterogeneous than the communities represented by the green triangles. I designed this MDS plot to 
specifically show a gradient in levels in heterogeneity, which ranges from the blue circles (low 
heterogeneity) to the green triangles (high heterogeneity). The permutation analysis of multivariate 
dispersal (PERMDISP) function within PRIMER allows differences in heterogeneity levels (i.e., the 
variation among a centroid) to be statistically tested. Here, low deviation among the centroid values 
mean lower levels of heterogeneity and vice versa. PERMDISP analysis includes pairwise comparisons 
between the deviations among the centroid values, thus identifying significant differences in 
heterogeneity between treatments.  This is an important test to carry out, as some samples may not 
vary in their location within an MDS plot (i.e., samples overlap in 2D space), but they may show 
significant differences in heterogeneity.  
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Figure 2-7  A hypothetical data-set and an example of a two dimensional MDS plot based on Bray-
Curtis similarity. Each individual shape represents an individual community. The closer 
two points are to each other on the plot, the more similar those two communities are 
in terms of Bray-Curtis similarity; the further two points are apart, the more dissimilar 
the communities are to each other. This plot shows four distinct clusters (represented 
by the triangles, squares, circles and asterisks), which could represent samples taken 
from four very different environments. Each cluster varies in their heterogeneity 
(variation around a centroid). For example, the green triangles exhibit higher dispersal 
than the blue circles and the ecological communities represented by the blue circles 
are more similar to the communities represented by asterisk   
Additional experiments were carried out that tested the reproducibility of ARISA PCR’s upon the 
same DNA extract in regards to Bray-Cutis similarity. This was performed on four bacterial 
communities with each PCR being replicated four times (technical replicates). These revealed high 
levels of Bray-Cutis similarity between technical replicates (average Bray-Curtis similarity of 90%).  
In Chapter Three, I used Bray-Curtis data to generate heat maps of community similarity using Arc-
map 10 (ArcGIS, Wellington, NZ) software. Here, the Bray-Curtis data were used in conjunction with 
the easting and northing data to generate visual heat maps, whereby areas represented by similar 
colours were more similar in terms of Bray-Curtis similarity. See Bellamy, 2013 and Lear et al. 2014 
for in-depth descriptions of the procedure.  
2.7.2 PERMANOVA 
Permutational multivariate analysis of variance (PERMANOVA) is a routine for testing the 
simultaneous response of one or more variables to one or more factors in an analysis of variance 
(ANOVA) experimental design using permutation methods (Anderson et al., 2008).  Consequently, 
PERMANOVA is a useful and robust statistical tool for investigating multivariate data and assesses 
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whether any differences in data observed between treatments, or different environmental samples, 
were statistically significant (Lear et al., 2009, Krause et al., 2012, Reith et al., 2012, Rivas-Ubach et 
al., 2012). PERMANOVA has been utilised in all of my chapters to investigate the effects of numerous 
experimental factors on bacterial community structure. Unless otherwise stated, all PERMANOVAs 
were carried out on Bray-Curtis similarity matrices (Equation 1) using type III sum of squares (to 
account for potentially un-balanced results;  DNA extractions failing, for example) and 9999 
permutations under the reduced model (this method empirically gives the best power and the most 
accurate Type I error for complex experimental designs) (Anderson et al., 2008, O'Donnell et al., 
2009). In addition to the main PERRMANOVA tests, contrasts were used to compare one or more 
groups of samples together, vs. one or more other groups, as appropriate to the different datasets. 
The PERMANOVA function was also utilised to investigate univariate data, such as the Gini coefficient 
(see section 2.8) and taxon-richness. In this case, the ‘PERMANOVA’ is termed ‘permutational 
ANOVA’ and was carried out using the ‘unrestricted permutation of raw data’ model using 9999 
permutations, as recommended for univariate data (Anderson et al., 2008). The approach was used 
so that the results would be comparable between univariate and multivariate analysis and it allows 
for two factor designs and it can be utilised among unbalanced datasets (Scyphers et al., 2011). 
Indeed, no major differences were observed using the permutational ANOVA approach compared to 
normal ANOVA analysis in R (e.g., although small differences in P and F values were identified, the 
overall significance of the relationship was always the same).  
2.7.3 Distance-based linear regression models (DistLM) 
To investigate the relative importance of different environmental parameters on bacterial 
community structure, distance-based linear model (DistLM) analysis was carried out in Primer 6. This 
regression analysis method has been successfully utilised in numerous ecological studies, within the 
micro and macroscopic realm (Sun et al., 2012, Adair et al., 2013, Mapelli et al., 2013, Vilar et al., 
2013). Prior to DistLM analysis, environmental variables were examined using draftsman plots (a 
simple array of two-variable scatter diagrams). This was done to ensure there was no correlation 
between different variables, which would bias the results. If any correlations were identified, one of 
the environmental measurements was removed from the analysis. Marginal tests were carried out 
first to identify which environmental variables explain the highest percentage of variation. DistLM 
was then carried out using ‘forward selection’, as previously described in the literature (Lear et al., 
2008, Dell’Anno et al., 2009, Lear et al., 2009, Bissett et al., 2010, De Corte et al., 2011, De Corte et 
al., 2012), which adds one variable at a time (starting with the most significant variable from the 
marginal tests) to the model, until no improvement of the selection criteria is possible. The selection 
criteria ‘r2’ was used, which represents the total amount of variation explained by an environmental 
parameter using 9999 permutations (Lear et al., 2011). Using other selection criteria (such as ‘all 
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specified’, ‘best’ or ‘step wise’) largely did not change the overall results of the regression.  The r2 
values generated from DistLM analysis were always cumulative. When performing DistLM analysis on 
univariate data, such as the Gini coefficient or taxon-richness, the Euclidean distance was used 
instead of a Bray-Curtis measure (Scyphers et al., 2011, Mayer-Pinto et al., 2012).  
2.7.4 SIMPER analysis 
The Similarity percentages (SIMPER) function was used to determine the percent contribution of 
each taxon to average dissimilarity within or between groups of samples. SIMPER therefore allows 
the taxa that contribute most to distinguishing groups of samples to be identified and has been used 
in numerous ecological investigations (Dangles et al., 2004, Wolsing & Priemé, 2004, Relva et al., 
2010, Lear et al., 2012, Santiago-Rodriguez et al., 2013).  
2.7.5 Cluster and SIMPROF analysis 
Dendrograms are useful and informative ways of representing similarity between paired objects. 
Cluster dendrograms based on Bray-Curtis similarity matrices were generated in Primer 6 using the 
‘cluster’ function. In addition, ‘similarity profile’ (SIMPROF) analysis was used to test for significant 
levels of clustering between objects. SIMPROF is therefore a permutational test of the null 
hypothesis that a set of samples, which are not a priori divided into groups, do not differ from each 
other in community structure (Anderson et al., 2008). The results of the SIMPROF test are displayed 
directly on the dendrogram, whereby samples connected by a red line cannot be significantly 
differentiated.  
2.7.6 RELATE function 
I used the RELATE function in Primer 6 to compare Bray-Curtis similarity matrices, and thus 
determine if there were significant differences between the resemblance matrices generated from 
454 pyrosequencing of 16S rRNA genes and ARISA data. This Mantel-type statistic calculated a rank 
correlation coefficient (e.g., Spearman’s correlation) between all the elements of their respective 
similarity matrices. Consequently, if the among-sample relationships match, in exactly the same way 
in both datasets (e.g., samples 1 and 3 are the most similar and samples 9 and 4 are the most 
dissimilar in both resemblance matrices), the correlation coefficient ρ=1. If there is absolutely no 
similarity between the two datasets ρ=0. Although similar to Mantel coefficient, which mostly tests 
linear relationships, the rank correlations are more flexible and better suited for the analysis of two 
resemblance matrices (Anderson et al., 2008). The RELATE function was used with the rank 
correlation method ‘Spearman’ and 9999 permutations.  The statistical significance of the 
relationship was determined by the ‘Significance level of sample statistic’, whereby a significance 
level of less than 5% was determined to be a statistically significant interaction.  
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2.8 Analysis of bacterial community evenness (Gini coefficient) 
Evenness is a major component of community structure and relates to the distribution of the 
relative abundance of different taxa.  Ecological communities that are dominated by a small number 
of taxa will exhibit low levels of evenness. In comparison, a community whereby all taxa have the 
same abundance will exhibit perfect evenness. In order to statistically compare the evenness of 
different communities, I utilised the Gini coefficient  based on the methods of Damgaard and Weiner 
(2000), which have been previously been used to study the evenness of bacterial communities (Halet 
et al., 2006, Naeem, 2009, Wittebolle et al., 2009, De Roy et al., 2013) and has been shown to be 
more robust to differences in sample size than other evenness indices (Pielou's evenness, for 
example) (Agogue et al., 2011). This method is based on Lorenz curves, which plot the proportional 
cumulative abundance of taxa against their proportional rank abundance (see Figure 2-8).  The Gini 
coefficient ranges from zero to one and is the normalised area between the Lorenz curve and a 1:1 
line of perfect equality. Therefore, a higher Gini coefficient is indicative of more uneven distribution 
of taxa.  Figure 2-8 plots ARISA data generated from two distinct bacterial communities, and it is 
clear to see the differences in evenness, whereby Lorenz curve B shows much higher levels of 
evenness than Lorenz curve A. The Gini coefficient data was generated using R version 2.14 and the 
approach of Buckley & Damgaard (2012), which is freely available online.  
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Figure 2-8 An example of two Lorenz curves represented by dotted lines (A and B) which plot the 
proportional cumulative abundance of taxa against their proportional rank 
abundance. The solid black line represents a line of perfect equality (1:1). Lorenz curve 
A represents a community with relatively high unevenness and one individual taxon 
contributes to nearly 40% of the total community abundance. In contrast, Lorenz curve 
B represents a much more evenly distributed community.  The Gini coefficient ranges 
from zero to one and is the normalised area between the Lorenz curve and the 1:1 
line. Therefore, a higher Gini coefficient is indicative of more uneven distribution of 
taxa. The community represented by Lorenz curve A has a Gini coefficient of 0.89 and 
the community represented by Lorenz curve B has a Gini coefficient of 0.41. 
 
In order to confirm the reproducibility of the Gini coefficient, and investigate if random PCR biases 
(see Bell, 2010) can lead to differences in the Gini coefficient among technical replicates, additional 
experiments were carried out to test the reproducibility of the Gini coefficient among technical 
replicates. ARISA PCR was performed on four DNA extracts which were taken from samples that 
previously been determined to exhibit differences in bacterial community structure. Each of these 
PCR’s was replicated four times (technical replicates from the same DNA extract). The results from 
this study determined the Gini coefficient is highly reproducible, with very low levels of error 
between replicates of the same DNA extract (Figure 2-9).  These studies provide evidence to support 
the use of the Gini coefficient, based on bacterial ARISA data, throughout this thesis. Indeed, 
numerous other studies have used DNA fingerprint data to investigate evenness (using the Gini 
coefficient and other indices) in bacterial and fungal communities, and have shown ARISA, and other 
molecular fingerprint techniques, generating relatively accurate descriptions of evenness (Crosby & 
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Criddle, 2003, Wittebolle et al., 2009, Caravati et al., 2010, Fujimura et al., 2010, Cabrol et al., 2012, 
Deslippe et al., 2012, Shade et al., 2012, van der Ha et al., 2013). 
 
Figure 2-9 Gini coefficients of replicated PCR’s performed on different DNA extracts (A-D). Each 
DNA extract was replicated four times. Error bars are based on x1 standard error.  
Bacterial community evenness is related to many hypotheses tested throughout this thesis and the 
method described here has therefore been an invaluable tool for investigating bacterial community 
evenness in a quantitative and reproducible manner.  
2.9 Additional ecological models 
In addition to the ecological analytical methods described above, the distance-decay relationship 
and the taxon-area relationship were investigated using the following methods.  
Distance-decay 
Distance-decay plots were produced using the ‘vegan’ package in R Studio (Version 2.15.1) and was 
used to calculate a Bray-Curtis similarity matrix based on ARISA data. The similarity matrices were 
then compared with the physical, geographical distances between each sample (as measured ‘as the 
crow flies’). The distance-decay plots were finally modelled with a linear, or non-linear, regression 
using the ‘lm’ and ‘nls’ functions in R.  
Taxon-area relationship  
In order to investigate the taxon-area relationship (TAR), the richness data (generated from either 
ARISA of 16S rRNA gene sequences) was modelled using the power law described in Chapter Two (S = 
cVz or S = cAz). Here, A was used when tarn surface area was used as an estimate of habitat size (e.g., 
Chapter Three), and V was used when modelling the TAR when the volume of water was used as an 
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estimate of ‘island’ size  (e.g., Chapter Four). The regression analysis was carried out in R Studio using 
non-linear regression (‘nls’).  
2.10 mothur pipeline for 454 data 
Raw 454 pyrosequencing data is generally of rather poor quality and additional steps are required 
to improve the quality of sequence data, remove sequencing artefacts and to identify and remove 
chimeric/junk sequences (Margulies et al., 2005, Lee et al., 2012). 454 pyrosequencing data were de-
noised and analysed using mothur (v. 1.30.1) software described by Schloss et al. (2009, 2011), which  
is an approach that has been used in numerous microbial studies (Kuffner et al., 2012, Peura et al., 
2012, Aizenberg-Gershtein et al., 2013, Kim et al., 2013, Lenchi et al., 2013, Wu et al., 2013). A 
detailed standard operating procedure (SOP) is freely available online 
http://www.mothur.org/wiki/454_SOP.  
The SFF file that is generated straight from the sequencing machine is imported into mothur using 
the ‘sffinfo’ command. In simple terms, the algorithm starts by ‘de-noising’ the data using the 
‘shhh.flows’ command, which is mothur’s version of ‘AmpliconNoise’. Here, sequencing errors and 
single base errors introduced during PCR are corrected or removed from the sequences. The next 
step involves trimming the sequences by removing the barcode and primer sequences (i.e., the MID 
sequence from the sample specific primers described in section 2.2.9) and ensures all sequences are 
at least 200 bp long using the ‘trim.seqs’ command. The sequences are then aligned using the 
‘silva.bacteria’ alignment database, which is available from 
(http://www.mothur.org/wiki/Silva_reference_alignment).  Any sequences that could not be aligned 
were removed from the analysis. PCR amplification produces chimeric sequences that stem from two 
or more original sequences. One of the most common causes of this is incomplete template 
extension, when a partially extended sequence reanneals to another sequence during the next cycle 
of a PCR (Edgar et al., 2011). Therefore, chimeric sequences were removed using the 
‘chimera.uchime’ command and additional contaminants, such as mitochondria sequences, were 
also removed.  
OTUs were defined at the 97% similarity cut-off (i.e., sequences with > 97% sequence similarity are 
determined to belong to the same OTU) using the ‘dist.seqs’, ‘cluster’ and ‘make.shared’ commands, 
for reasons discussed in Kunin et al. (2010). Due to the fact different samples contained varying 
numbers of sequences, sequence data were randomly sub-sampled to the lowest number of 
sequences using the ‘sub.sample’ command in mothur. This ensured every sample had the same 
number of sequences, therefore allowing un-biased statistical analysis to be carried out on α and β-
diversity indices. The sub-sampled OTU data were loaded into Primer 6 for additional analysis, such 
as nMDS, PERMANOVA, SIMPROF and DistLM analysis. Primer 6 and PERMANOVA have been used in 
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numerous ecological studies that investigated bacterial community structure using 16S rRNA gene 
sequence data generated from 454 pyrosequencing (Blaalid et al., 2012, Brown et al., 2012, Lachnit 
et al., 2013, Leff & Fierer, 2013, Tait et al., 2013).  
Bacterial community richness was estimated for each sample using Chao1 diversity using the 
‘collect.single’ command (Chao1 diversity is explained in more detail in Chapter Four). Rarefaction 
curves were generated using the ‘rarefaction.single’ command and a table containing the number of 
sequences, coverage (Good’s coverage; C = 1 - 
  
 
 where n1 is the number of OTUs that have been 
sampled once and N is the total number of OTUs in a sample) and the number of observed OTUs was 
generated using the ‘summary.single’ command whilst sub-sampling to the lowest number of reads.  
2.11 A note on bacterial nomenclature 
A species is most commonly defined as ‘a group of organisms capable of interbreeding and 
producing fertile offspring’ (Reece & Campbell, 2012). This definition obviously does not work for 
bacteria and this is one of the reasons microbial ecologists try to avoid this term whenever possible. 
Bacteria reproduce by asexual reproduction (binary fission) and the closest they get to interbreeding 
is the process of horizontal gene transfer or conjugation, usually involving a ‘sex pili’ (a hair like 
protein assemblage that allows the transfer of genetic information between adjacent bacterial cells) 
(Madigan et al., 2005). The biological species concept (BSC)5 of Ernst Mayr (1944), which is one of the 
most accepted definitions of a species in the ecology literature, sheds no light on the identification of 
the most biologically diverse group of organisms on earth: bacteria. Bacterial nomenclature has 
therefore been a difficult and controversial topic for a very long time (Rossello-Mora & Amann, 
2001). In fact, the ‘species problem’ is not just confined to microbiologists; macro-organism 
ecologists face similar problems when trying to pigeon hole biological life with species names 
(Ereshefsky, 2010). And rightly they should. Evolution via natural selection does not produce 
biodiversity with discrete, isolated units of life; it is a gradualistic processes and biological life is more 
often than not a continuous spectrum of diversity (Coyne & Orr, 2004). A ‘ring species’6 is an 
excellent example of life’s continuum and highlights the problem with trying to label closely related 
organisms with pigeon hole identities (Moritz et al., 1992, Irwin et al., 2001, Cacho & Baum, 2012). 
However, none of the philosophical issues associated with ‘the species problem’ need concern us 
here. As long as ecologists and microbiologists clearly define the term they use to describe a 
‘species’, it does not matter which word is used. Throughout this thesis different terms will be 
employed depending on the molecular techniques used, as this will vary the ‘resolution’ to which we 
                                                          
5 The biological species concept (BSC) defines species as interbreeding natural populations that are reproductively isolated 
from other such populations (Noor, 2002).  
6
  Ring species are defined as two reproductively isolated forms connected by a chain of intergrading 
populations (Irwin et al., 2005). 
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can study the bacteria. For example, ‘taxa’ (singular ‘taxon’) will be used when presenting ARISA data 
and will correspond to an individual peak within an ARISA trace. With 16S rRNA gene sequence data, 
arbitrary similarity values are usually used as ‘cut off’ points to distinguish ‘operational taxonomic 
units’ (OTUs); the most common being 97% similarity between sequence reads, for reasons 
described by Kunin et al. (2010). Consequently, the term OTU is only used in Chapter Four where 16S 
rRNA gene sequence data are presented. Whenever a ‘species term’ (e.g., taxon; OTU) is used in this 
thesis, a clear definition will also be provided and will follow the overall logic described here.  
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Biogeography of New Zealand alpine 
tarn bacteria   
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3.1 Abstract 
To what extent are natural bacterial communities shaped by stochastic neutral processes (i.e., 
random births, deaths, migration and speciation), rather than by species sorting (i.e., deterministic 
environmental selection)? This is an important question in microbial ecology. Here, using three 
datasets from natural alpine tarn complexes as a model system, I test some of the main predictions 
of neutral theory as well as a simple neutral model (Sloan et al., 2006). Furthermore, in this chapter I 
consider if taxon-area relationships (TAR), distance-decay and abundance-occupancy relationships 
(AOR) can be observed in these aquatic systems. The neutral model of Sloan et al. (2006), which 
predicts the occurrence of different taxa based on their abundance in the source pool, was tested 
and although the model provided some reasonable fits to the data (e.g., r2 values between 0.4 and 
0.65), it is clear these bacterial communities are not solely neutrally assembled; other processes 
appear to run in tandem. Indeed, multiple regression analysis identified spatial and environmental 
factors as exhibiting a large influence on bacterial community structure within these tarn 
communities, suggesting an important role for both neutral and species sorting processes. In 
addition, I present a null model approach, which generated randomly assembled communities based 
on the source pool diversity. This analysis showed significant differences in community structure 
between randomly-assembled communities and the observed local communities from the tarns, thus 
providing limited evidence of stochastic assembly in these natural bacterial communities. In 
conclusion, while the neutral model proved to be a useful null hypothesis, it could not explain a large 
percentage of all community variation as previously demonstrated in the literature. Some evidence 
of distance-decay and positive AORs were observed among the datasets, but no evidence of positive 
TARs were observed. Future work should aim to investigate the TAR using high-throughput molecular 
techniques in more controlled environments. 
3.2 Introduction 
Bacteria drive the transformation and cycling of a large majority of the most biologically active 
elements in aquatic ecosystems (Cotner & Biddanda, 2002, Garcia et al., 2013). They are therefore 
ecologically important members of aquatic communities that provide crucial ecosystem functions. 
Not only are bacteria the principle consumers in most aquatic habitats (Cole et al., 1988), they are 
also the main producers, and the grazing of eukaryotic predators  on bacteria fuels complex food 
webs (Newton et al., 2011). It is therefore apparent that, like the butterfly’s wing, small, single-celled 
bacteria can drive colossal, ecosystem-wide changes.  Consequently, understanding the mechanisms 
that regulate microbial community structure and how bacteria respond to environmental change is a 
major goal of microbial ecology.  
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Although the application of molecular techniques has vastly increased our knowledge of lake 
bacterioplankton diversity, the extent to which these communities adhere to classical ecological 
observations and the processes that regulate and maintain biological diversity and function are still 
relatively unknown (Astorga et al., 2012). Indeed,  a large number of previous investigations of lake 
and pond bacterial communities have relied on one or two water samples (of usually < 1 litre of 
water) being collected from a given site (Reche et al., 2005, Yannarell & Triplett, 2005, Pagaling et al., 
2009, Romina Schiaffino et al., 2011). This is because it is assumed that the relative homogeneity and 
high level of mixing that occurs in water results in more even distributions of bacterial communities  
(Dorigo et al., 2006, Humbert et al., 2009).  However, recent studies by Garcia et al., (2013) identified 
changes in bacterial community structure occurring at varying depths within the same lake across 
small spatial scales.  It is therefore apparent that investigations that study the spatial scaling of 
within-lake variation are needed in order to ensure that a representative number of samples are 
collected from an environmental site, and to investigate the spatial scale at which microbial 
communities become auto-correlated (Jones et al., 2012). 
In this chapter I investigated the biogeography of bacterial communities within natural tarn (small 
kettlehole ponds) complexes found in the Southern Alps of the South Island of New Zealand. These 
relatively pristine and undisturbed habitats, that exhibit varying levels of tarn sizes and connectivity, 
provide an excellent environmental system to study a wide range of ecological and biogeographical 
questions.  In order to test the predictions and theoretical frameworks discussed in Chapter 1 (e.g., 
TAR, distance-decay, neutral models and species sorting; these topics are re-introduced across the 
next few sections) and investigate the ecological processes that regulate these natural bacterial 
communities, I collected three datasets to investigate macroecological processes within the microbial 
world. The first dataset included samples collected from the ‘Red Tarns’ found near Mt Sebastopol 
(Mt Cook Village, New Zealand). These 16 tarns, of varying sizes and distances between tarns,  are 
situated at an altitude of c. 1100m above sea level and displayed high levels of connectivity as the 
‘boggy’ soils found between each tarn was saturated with water. The second dataset, ‘TekapoA’, 
consisted of samples from tarns in the Tekapo Scientific Reserve, Lake Tekapo. The TekapoA dataset 
consisted of 15 alpine tarns of sizes that varied from 309 m2 to 9721 m2. The distance between the 
tarns varied from 49 meters to 1029 meters. Consequently, this was an excellent study system for 
quantifying the taxon-area, abundance-occupancy relationship (AOR) and distance-decay 
relationship for aquatic bacterial communities. The last dataset, TekapoB , was also collected from 
Lake Tekapo Scientific Reserve and consisted of three tarns (2450, 2800 and 3900 m2) that were 
intensively sampled using a 7 x 7 m nested-grid sampling regime. This dataset was ideal for studying 
within-tarn variation over much smaller spatial scales.  
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3.2.1 Bacterial community structure and evenness  
The three datasets investigated in this chapter allowed an in-depth investigation of ‘within’ and 
‘between’ tarn variation in bacterial community structure. Strict species sorting predicts that more 
similar environmental conditions will select for similar bacterial communities. Consequently, 
differences in bacterial community structure found between, and within, different tarns should be 
better explained by differing environmental conditions rather than by spatial factors (which would 
indicate dispersal limitation or neutral processes as likely having significant effects on bacterial 
community structure). In order to determine if environmental or other spatial factors influence 
bacterial community structure in these aquatic systems, I carried out regression analysis. Using such 
and approach, I predicted that environmental variables would explain a larger percentage of the 
variation than spatial factors. Furthermore, I predicted that bacterial communities within the same 
tarn will be more similar to each other than to bacterial communities associated with different tarns. 
The TekapoB dataset was also used to investigate levels of within-tarn variation and elucidate the 
optimum sampling regime for future studies. Finally, I used the TekapoB dataset to investigate the 
taxa that contribute most to the dissimilarity among samples (both within and between tarns). I then 
identified which variables (e.g., spatial or environmental variables) best explained the relative 
abundances of these important taxa. Under strict species sorting, the abundance distributions of the 
most abundant taxa will be highly correlated with environmental variables (e.g., pH, temperature, 
carbon levels etc.), whereas under strict neutral processes the most abundant taxa in the source pool 
will be the most abundant at local sites, irrespective of environmental gradients. 
Due to the high replication of samples collected in the TekapoB dataset, an in-depth analysis of 
bacterial community evenness was permitted (too few replicates were collected from the Red tarns 
and TekapoA datasets to allow robust statistical analysis). As described in Chapter 1, evenness relates 
to the distribution of the relative abundances of different bacterial taxa. Understanding what forces 
(e.g., species sorting or neutral processes) regulate bacterial community evenness is an important 
field of study, because community evenness has been linked to community stability and function 
(Wittebolle et al., 2009, Read et al., 2011). Furthermore, species sorting, or community adaptation to 
environmental stress, is known to not only influence the presence/absence of bacterial taxa (i.e., 
bacterial community structure; (Logue & Lindstrom, 2010)) but also relative abundance distributions 
(i.e., community  evenness; (McCaig et al., 2001, Ager et al., 2010)). Thus, species sorting predicts 
differences in both bacterial community structure and evenness among bacterial communities 
associated with distinct environments. On the contrary, strict neutral processes predict no 
differences in community evenness between local communities and the source pool (i.e., 
metacommunity, see Chapter 1) (Sloan et al., 2006). Consequently, if species sorting plays a 
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significant role in structuring bacterial community evenness, I predict a larger percentage of the 
variation in evenness would be explained by environmental, rather than spatial, variables.  
3.2.2 Distance-decay relationships 
The distance-decay relationship, which predicts reduced community similarity with increased 
geographical distance, has been observed across large (> 100 km) geographical distances (Whitaker 
et al., 2003, Fuhrman et al., 2006, Schauer et al., 2010, Lear et al., 2013), but there is less evidence of 
distance-decay occurring across smaller (< 100 km) ranges (Bell, 2010) and when the relationship is 
detected, it is normally relatively weak (Horner-Devine et al., 2004, Östman et al., 2012, Logares et 
al., 2013). Understanding if bacterial communities exhibit distance-decay relationships over various 
spatial scales has important implications in microbial ecology. For example, neutral theory predicts 
the existence of a distance-decay relationship (Hubbell, 2001), but instead of the relationship being 
driven by differences in environmental conditions (e.g., the result of species sorting across 
environmental gradients) it is driven by dispersal limitation and stochastic ecological drift (Astorga et 
al., 2012). The tarn complexes investigated in this chapter were located across far smaller spatial 
scales than the majority of previous work and consequently allowed an assessment of distance-decay 
over varying, but fine, spatial scales. If the bacterial communities investigated in this chapter exhibit 
patterns of distance-decay, bacterial communities associated with tarns that are geographically 
closest together will be more similar in terms of community structure, and vice versa. 
3.2.3 Taxon-area relationships  
The taxon-area relationship (TAR; introduced in Chapter One), which predicts increased diversity 
with increased habitat size, has been described as one of the universal laws of ecology (Woodcock et 
al., 2006) and has been observed in numerous bacterial communities (Horner-Devine et al., 2004, 
Bell et al., 2005, Reche et al., 2005, Van Der Gast et al., 2006). The taxon-area relationship predicts 
that larger areas of land, or volumes of water, will contain higher taxon richness Therefore, I 
predicted that tarns with larger surface area would contain greater numbers of bacterial taxa than 
smaller tarns.  
3.2.4 Interspecific abundance-occupancy relationship (AOR) 
The interspecific abundance-occupancy relationship (AOR) is a well established ecological 
observation that was noted by Darwin (1859) over 150 years ago and predicts a positive correlation 
between the average local abundance of a taxon and its range size (‘Who can explain why one 
species ranges widely and is very numerous and why another allied species has a narrow range and is 
rare?’ Charles Darwin, 1859). The AOR is as close to an ecological law as the TAR and has been 
documented in numerous groups of macroorganisms such as plants, insects, birds and mammals 
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(Holt et al., 2002). What is less well known and debated in the literature are the mechanisms that 
drive this relationship. Numerous explanations for the positive relationship have been proposed, 
ranging from sampling artefacts, to species attributes and population dynamics, with no individual 
mechanism achieving consensus. Although the AOR is well documented for communities of 
multicellular organisms, few studies have focussed on bacteria and other microorganisms (Östman et 
al., 2010). As far as I am aware, only a handful of studies have specifically investigated the AOR  in 
aquatic bacterial communities. For example, Humbert et al. (2009) identified a positive AOR for 
aquatic bacterial communities with an r2 value of 0.77, and Östman et al. (2010) documented that 
abundant bacterial  taxa were widely distributed and rare taxa exhibited smaller range sizes. Meta-
analysis of numerous clone libraries collected from different habitats also identified a significant AOR 
among bacterial communities (Nemergut et al., 2011). Neutral theory predicts that locally abundant 
taxa will be both widely distributed and abundant in the source pool. Consequently, there is 
sufficient interest to gather further evidence of positive AOR among bacterial communities. 
3.2.5   Empirical test of a neutral model  
The importance of neutral processes in structuring ecological communities has received increased 
attention in recent years, including their role in determining distance-decay, taxon-area and AORs 
(Alonso et al., 2006, Rosindell et al., 2011). Hubbell’s (2001) neutral model assumes ecological 
equivalence between all members of a community within a given trophic level. The neutral model 
predicts organisms with the same fitness can occupy an environment depending on migration, 
ecological drift and extinction, in the absence of  environmental filtering (i.e., species sorting). Sloan 
et al. (2006) modified Hubbell’s neutral model to be used with larger population sizes and to work 
with molecular data collected by microbiologists. Briefly, in randomly assembled local communities 
the abundance of a taxon in the source pool will dictate both the frequency it is observed (i.e., the 
number of occupied sites) and the abundance at which it is seen in the local community (Sloan et al., 
2006). So, to what extent are bacterial communities structured by random neutral processes? In 
order to investigate the role of stochastic neutral possesses in structuring these bacterial 
communities the abundance-occupancy data were modelled using the neutral model of Sloan et al. 
(2006), which assumes random immigration from a source pool (or metacommunity) and habitat 
patch equivalence. If bacterial communities are solely structured by stochastic immigration and 
neutral processes, I predict a large percentage of the relative abundance variation would be 
explained by the neutral model.  
3.2.6 Regional invariance  
The fact that some local bacterial communities are more similar to each other than is expected by 
chance has been termed ‘invariance’, and when the source pool relative abundance of taxa explains 
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a large percentage of local relative abundance has been termed ‘regional invariance’ by Östman et al. 
(2010). High levels of regional invariance are expected under strict neutral processes, where the 
relative abundance of a taxon in a local community should simply reflect the abundance of a taxon in 
the source pool, with deviations being caused by random births, deaths and speciation rather than by 
adaptation to local environmental conditions (Sloan et al., 2006, Woodcock et al., 2007). Therefore, 
in order to investigate how much of the local relative abundance of bacterial taxa could be explained 
by the source pool relative abundance, and provide an additional assessment of the likelihood of 
neutral processes structuring these bacterial communities, the methods of Östman (2012) were 
utilised. Here, the average source pool relative abundance of a taxon (i.e., the average abundance of 
taxa in a given dataset) was compared to the local relative abundance. This allowed the estimate of 
the average variation in local relative abundance that could be explained by the source pool relative 
abundances from all sites within a dataset (i.e., determine the levels of regional invariance in each 
dataset). This was carried out as an ‘add on’ to the neutral model analysis described in section 3.2.5, 
because the neutral model of Sloan et al. (2006) does not quantify the role of environmental 
variables in structuring local bacterial assemblages. Consequently, I was able to determine how much 
of the regional invariance could be explained by environmental and spatial factors, thus investigating 
the role of species sorting and neutral processes in determining regional invariance.  
3.2.7 Hypotheses  
I make the following predictions 1) Different tarns will harbour distinct bacterial communities and, 
if they are regulated by strict species sorting processes, a large percent of the variation should be 
explained by environmental variables. 2) Larger tarns contain higher levels of taxon richness (i.e., a 
positive TAR), which may result from neutral processes or species sorting. 3) Bacterial communities 
that are geographically further apart from each other will show lower community similarity than 
communities closer together (i.e., a positive distance-decay relationship), a pattern which may result 
from dispersal limitation and ecological drift (i.e., neutral processes) or variability in environmental 
conditions (i.e., species sorting) 4) Abundant taxa will be widely distributed (i.e., a positive AOR) and 
narrowly distributed taxa will be uncommon. 5) If neutral processes dominate bacterial community 
assembly, the neutral model will explain a large percentage of community variation and the regional 
(source pool) relative abundances of taxa will explain a large percentage of local relative abundances, 
with high levels of regional invariance being observed. 
3.3 Experimental sites 
The first experimental site that was investigated were the Red Tarns found at Mt Sebastopol, near 
Mt. Cook Village, New Zealand. Figure 3-1 presents a map of the tarns sampled based on GPS data.  
These GPS data were used to estimate the lake area with Arc GIS 10 (Environmental Sciences 
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Research Institute, Redlands, CA, USA); this was carried out for all datasets. This tarn complex was 
sampled in November, 2010. Additional photographs of the Red Tarn complex are in Appendix A 2, 3, 
4 and 5.   
 
 
Figure 3-1 A map showing the Red Tarn study site based on GPS data (Easting and Nothing). The 
red dots represent where the water samples were collected. For the smaller tarns, the 
location of the tarn number represents the side of the tarns where the samples were 
collected based on easting and northing data. See Appendix A for additional 
photographs of the Red Tarn field site.  
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The second site that was investigated were the TekapoA tarns located at Tekapo Scientific Reserve, 
Lake Tekapo, New Zealand which is shown in Figure 3-2.  These tarns were also sampled in 
November, 2010. A satellite image of this tarn complex is presented in Appendix A 1. 
 
Figure 3-2 A map showing the different tarns sampled at Lake Tekapo based on Easting and 
Northing data. The red dots represent the locations were water samples were 
collected (easting, northing). Samples were collected from both the northern and 
southern ends of each tarn.  
 
 
 
 
 
 
 
 82 
The TekapoB tarns were also located at Tekapo Scientific Reserve (TekapoB dataset) and are shown 
in Figure 3-3. These tarns are also shown in Figure 3-2 as tarns 3, 2 and 11 (for Tekapo B Tarns 1, 2 
and 3, respectively).  
 
 
Figure 3-3 A map of the three tarns sampled at the Tekapo Scenic Reserve. Each dot represents 
the location where samples were collected in a grid-like manner (approx. 7 x 7 m).   
 
In order to avoid confusion about the names of the datasets, the following terms will consistently 
be used: Red Tarns= the 16 samples collected at Mt Sebastopol in November, 2010; TekapoA= the 15 
tarns studied at Lake Tekapo scientific reserve in November, 2010; TekapoB = the three tarns 
extensively sampled in January, 2012. The dataset names and the numbers of samples collected at 
each site is summarised in Table 3-1.  
Table 3-1 A summary of the tarns sampled and the numbers of water samples collected from 
each site.  
Site name Date 
Sampled 
Number of tarns sampled  
(no. of samples collected per 
tarn) 
Total number of 
samples 
Red Tarns Nov, 2010 16 (1*) 17 
TekapoA Nov, 2010 16 (2) 32 
TekapoB Jan, 2012 3 (36, 33 and 53 samples for 
Tarns 1, 2 and 3, respectively) 
122 
*two samples were collected from tarn 13. 
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3.3.1 Sample collection: Red Tarns 
As the Red Tarns are located at high altitude (c. 1100 m above sea level), it was not possible to 
transport large volumes of water back down the mountain, or carry apparatus that would have 
allowed me to sample water from the centre of the tarns. Therefore, I utilised the Sterivex method 
described in section 2.1.1. Water (250 ml) was collected from the southernmost edge of each tarn 
and filtered through the Sterivex filters in the field. Tarn 13 contained turbid water and only c. 50 ml 
was able to be filtered and was therefore sampled twice. The filters were stored on ice as soon as 
they were collected to ensure minimal changes to the bacterial community during transit. DNA 
extractions and ARISA were carried out on all samples as described in sections 2.2.1 and 2.2.4. A 
further 250 ml of water was collected from each tarn and stored in sterile plastic bottles. Samples 
were transported back to the laboratory on ice to allow pH and conductivity to be recorded. In order 
to estimate the abundances of bacterial cells within each tarn a further 10 ml of tarn water was fixed 
in formaldehyde (section 2.3.1) to allow bacterial cell counts back in the laboratory.   
3.3.2 Sample collection: TekapoA 
Samples of 250 ml were collected at the northern and southern most points of the 15 tarns studied, 
to increase the replication because more samples could be transported at the lower altitude (water 
samples were collected c. 20 cm from the tarns edge) at the Tekapo study site using the methods 
described in section 2.1.1.  The water was instantly transferred to acid washed plastic bottles and 
transported back to the laboratory on ice. Upon arriving at the laboratory, samples were filtered 
through 0.22 µm filters using the vacuum pump method described in section 2.1.1. DNA extraction 
and ARISA were then carried out on all samples as described in sections 2.2.1 and 2.2.4. A further 1 
litre of water was also collected and transferred back to the laboratory on ice. This water was used to 
record the pH and conductivity of the water samples. In order to estimate the abundances of 
bacterial cells within each tarn 10 ml of tarn water was fixed in formaldehyde (as described in section 
2.3.1) to allow bacterial cell counts back in the laboratory.   
3.3.3 Sample collection: TekapoB 
The aim of this sampling effort was to increase the within-tarn sample replication. Therefore, only 
three tarns were intensively sampled (Tarns 1, 2 and 3). These tarns had a surface area of 2450, 2800 
and 3900 m2 for Tarns 1, 2 and 3, respectively at the time of study, and had a maximum depth of only 
50 cm.  A total of 36, 33 and 53 water samples were taken from Tarns 1, 2 and 3, respectively. In 
order to collect multiple samples whilst causing limited disturbance to the system, bespoke sampling 
apparatus was utilised (Figure 3-4). Samples were collected 7 meters apart in a 7 x 7m grid-like 
fashion (see Figure 3-3).  The exact locations of each sample were recorded using a handheld 
differential GPS device (Rino 650, Garmin and Trimble ProXT Differential GPS). This was collected 
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on foot after water samples had been collected. A total of 100 ml of water was collected from 
each sampling location and the water was filtered through 0.22 µm filter paper and stored on ice 
within 24 hours of the samples being collected. DNA extractions and ARISA were performed back 
in the laboratory as described in sections 2.2.1 and 2.2.4. Additional water samples were collected 
for physicochemical analysis (pH, conductivity, total carbon etc.), described in section 2.5. 
 
 
 
Figure 3-4  A schematic of the bespoke sampling apparatus designed by Julian Bellamy, Gavin Lear 
and Jack Lee. Reproduced with permission from Bellamy (2013). The flotation device 
was able to be moved across the tarn by pulling on the rope at one side of the tarn. 
Water was collected by means of a petrol powered pump that drew the water through 
the plastic tubing from a depth of 5 cm within the tarn. The flotation device was lifted 
out of the water between each sample creating an air bubble in the tube, and 
therefore allowed us to determine when all the remaining water had passed through 
the tubing, preventing cross contamination between each sample. The pump was 
allowed to run for an extra 10 s after all the water was cleared from the tubes.  A total 
of 100 ml was collected for molecular analysis in acid-washed plastic containers and 
additional water was collected for further physicochemical analysis.  
3.4 Statistical analysis 
In addition to the methods described in Chapter Two, this chapter utilises extra statistical 
approaches, which will be described here (see Chapter Two for descriptions of all other methods 
used in this chapter). These methods relate to investigating the AOR, testing a neutral model, 
comparing the observed local communities with randomly assembled artificial communities and 
determining what percentage of a local community’s relative abundance distributions can be 
explained by the regional abundances species pool (RA).   
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3.4.1 Abundance-occupancy relationship (AOR) 
In order to study the AOR, the mean abundance of each taxon was calculated for each dataset (i.e., 
Red Tarns, TekapoA and TekapoB). This was performed both including and excluding taxa with an 
abundance of zero (in order to investigate to influence of including or excluding the zeros because 
both methods have been used in the literature (Humbert et al., 2009, Östman et al., 2010)). The 
number of sites occupied by that taxon (i.e., the number of samples that have an abundance of > 0) 
was then calculated, and the process repeated for each taxon in a dataset. The data (i.e., the mean 
taxon abundance and the number of sites occupied) were then plotted on a scatter graph (log-log) 
and linear regression analysis was completed using PAST software (Hammer et al., 2001) using 
ordinary least square (OLS) regressions. A simple linear regression was fitted because the nature of 
ARISA data does not suit most traditional AOR models, which rely on absolute taxa counts (such as 
the Poisson distribution, see Holt et al. (2002)). Despite this point of difference, a linear regression 
was sufficient to test the hypothesis stated in the introduction; e.g., abundant taxa are widely 
distributed.  
3.4.2 Neutral model analysis 
The occupancy abundance data (generated from section 3.4.1) from each dataset (including zero 
abundances (Östman et al., 2010)) were modelled using equation (14) from Sloan et al. (2006) using 
an excel spreadsheet freely available from Prof. William Sloan, University of Glasgow. This model is 
an adaptation of Hubbell’s neutral model (Hubbell, 2001), which is adjusted for large microbial 
populations analysed with molecular methods and has been used in numerous microbial studies 
(Keymer et al., 2009, Drakare & Liess, 2010, Östman et al., 2010, Ayarza & Erijman, 2011, Logares et 
al., 2013). It has been argued that a good fit of the neutral model to the data is evidence for a 
prominent role of stochastic, neutral processes in the assembly of bacterial communities (Sloan et 
al., 2007, Woodcock et al., 2007). The neutral model of Sloan et al. (2006) predicts that the 
abundance of a taxon in the source community will dictate both the frequency with which the taxon 
is observed and the abundance at which it is seen among local communities (Figure 3-5).The 
equation is presented here: 
Pr (species i is present with a relative abundance of > d) =                                    
 
 
 
 and is the probability that the ith taxon is observed in any local community, where d is the 
detection frequency (i.e., the lowest relative abundance of a taxon detected by ARISA for each 
dataset), Pi is the mean relative abundance of the ith taxon, N is metacommunity size and m is the 
estimated immigration rate. The density function                 represents a beta distribution, 
which is shown in Appendix A 6 (the alpha and beta parameters are both functions of N, m and pi).    
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Using this model, the only parameter that determines the relationship between detection 
probabilities (i.e., the number of sites occupied) and the regional relative abundance of a taxon (pi) is 
Nm, which is the metacommunity size x the immigration rate (‘m’; the likelihood of an individual being 
replaced by an immigrant). If N (metacommunity size) is similar among different regions, Nm is an 
estimate of connectivity between communities in a given dataset (Sloan et al., 2006, Östman et al., 
2010). As m is the only parameter that cannot be directly measured, Nm was estimated iteratively by 
minimising the sum of squares of errors using the ‘Solver’ function in excel 2003 (Sloan et al., 2006, 
Östman et al., 2010). The neutral model with the best fit (i.e., the model using the Nm value with the 
least sum of squares) was plotted on a scatter plot, whereby the abundance and occupancy are 
presented by proportions. In order to calculate how much of the variation in detection frequency for 
all taxa in a dataset could be explained by the model, the SS of the model was divided by the total SS 
of the detection frequency (i.e., generating an r2 value: r2=SSmodel/SStotal) as described by Östman 
et al. (2010). Persistent departures from the neutral model will result in bacterial taxa occurring to 
the right or the left of the predicted curve (Figure 3-5), implying that the abundances of these 
bacterial taxa is regulated by other, potentially non-neutral, processes.  
 
Figure 3-5 In a randomly assembled community the abundance of a taxon in the source 
community will dictate both the frequency with which the taxon is observed and the 
abundance at which it is seen. Therefore, the relative frequency should be some 
continuous increasing function of relative abundance that converges into one (Curtis & 
Sloan, 2006, Sloan et al., 2006). If taxa fall below or above the predicted line, it is 
unlikely that their abundances will be dictated by chance. Based on a figure presented 
in Curtis & Sloan (2006). 
In addition to the neutral model analysis, a more liberal null model approach was utilised to 
investigate the likelihood of stochastic events structuring the bacterial communities. Here, I used the 
ARISA relative abundance data, which were multiplied by 100, so they could be used to generate 
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whole number ‘individuals’, from each dataset to create a source pool community (i.e., the average 
relative abundances of each taxon in a dataset). I then used mothur (described in section 2.10) to 
randomly sub-sample the source pool community to 100 ‘individuals'. Because the data were always 
standardised to 100 ‘individuals’ per sample in PRIMER, and relative abundances were always 
interrogated, differences in ‘absolute’ abundances made no differences to the analysis). This was 
carried out 1000 times using the ‘sub.sample’ function in mothur. Consequently, 1000 artificial 
randomly-assembled communities (ARC) were generated. A PERMANOVA test then determined if 
there was a significant difference in community structure between the observed local communities 
(OLC) and the ARC. In addition, MDS plots were generated in a similar manner to the approach of 
Besemer et al. (2012). Here, any observed local communities that are found within the ‘data-cloud’ 
of ARCs are likely to be neutrally assembled. In order to quantify the number of samples within this 
data-cloud in a more robust manner, I performed cluster analysis in Primer (see section 2.7.5). In this 
instance, any OLC that were within the same clade (at > 50% Bray-Curtis similarity; this value was 
chosen because the average Bray-Curtis similarity among the 1000 ARC was c. 50% for all datasets) as 
the ARCs were determined to be within the data-cloud and thus not significantly different from the 
ARCs. OLCs that were clearly distanced from the ARC data-cloud (as visualised on an MDS plot) were 
always part of a distinct clade on the cluster analysis dendrogram with < 50% similarity to the ARC. 
Figure 3-6 represents a hypothetical MDS showing the expected results under niche and neutral 
assembly mechanisms.  
 
Figure 3-6 A hypothetical representation of the ‘null model’ approach. Here,  represents the 
artificial randomly-assembled communities (ARCs) and  represents the observed 
local communities (OLCs). In figure A, there is a large differences in community 
structure between the ARCs and OLCs, thus providing no supporting evidence of the 
occurrence and stochastic neutral processes in structuring the OLCs. On the contrary, 
figure B shows a high level of cross over in community structure found between the 
ARCs and the OLCs, thus providing evidence for stochastic neutral processes regulating 
bacterial diversity.  
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3.4.3 Quantifying the role of regional relative abundances on local relative 
abundances (RA values) 
Sloan et al. (2006) and Hubbell (2001) have both argued that you can gain information about source 
pool dynamics by investigating many local communities in a given area or environment (indeed, the 
source pool is defined in Chapter One as the collection of all local communities in an environment 
(Etienne & Rosindell, 2011)). Consequently, in order to investigate the role of source pool 
abundances of taxa upon local relative abundances, I utilised modified methods of Östman et al. 
(2010). The r2 values from a linear regression between the local relative abundance from sample i 
and the source pool abundances (i.e., the average relative abundance of all other communities, 
excluding site i) in a given dataset (i.e., TekapoA; Red Tarns and TekapoB, Tarns 1, 2 and 3), were 
calculated. Using these r2 values, the percentage of  local relative abundances that could be explained 
by source pool abundances from all sites within a dataset were calculated (i.e., the average r2 values 
of all samples in each dataset)(Östman et al., 2010). All taxa occurring in a dataset were included in 
this calculation, even if a given taxon was not detected at site i to avoid biasing the results. 
Therefore, RA values describe how much of the variation in local relative abundances can be 
explained by the average source pool abundances. If the relative abundance of each taxon in a local 
community correlates with the source pool abundance exactly, the RA value will be 100% (e.g., an r2 
value of 1), and if there is no correlation between the local and source pool abundances of taxa, the 
RA value will be 0% (e.g., an r2 value of 0). This was performed using a slightly modified version of the 
R script presented in Östman et al. (2012), which used linear regression, instead of a Pearson 
correlation, to determine the r2 values. In order to investigate the role of environmental or spatial 
variables (e.g., nothing and easting coordinates) upon RA values, thus determining  if species sorting 
processes or spatial factors determined RA values, multiple regression (DistLM) analysis was 
performed in Primer-E- software (see section 2.7.3 for a detailed description of DistLM). 
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3.5 Results 
3.5.1 Physicochemical and abundance data 
Table 3-2, Table 3-3, and Table 3-4 present the physicochemical data collected from the Red Tarns, 
TekapoA and TekapoB, respectively. 
Table 3-2 Physical and chemical data collected from the Red Tarns. SE represents the 1 x 
standard error of the bacterial cell counts (abundance).  
Tarn Tarn area 
(m2) 
Elevation 
(m) 
pH Conductivity  
(µS cm/1) 
Abundance 
(cells/ml) 
SE 
RT1  183 1181 8.3 187.6 2.95E+06 9.29E+03 
RT2  22 1192.5 8.4 7 4.03E+06 5.21E+05 
RT3  294 1191 8.1 182.3 6.77E+05 5.21E+04 
RT4  137 1189 8.1 186.9 1.70E+06 3.06E+05 
RT6  1.3 1189 7 125.1 5.77E+05 6.36E+04 
RT7  0.9 1188 7.5 117.2 2.93E+06 9.07E+04 
RT8  259 1186.5 7.5 179.9 5.74E+05 5.75E+04 
RT9  7.1 1185 8.3 129.9 6.00E+05 1.05E+05 
RT10  12.7 1183 7.7 130.1 9.00E+05 1.13E+05 
RT11  1.5 1180 7.8 178.8 2.75E+06 7.85E+05 
RT12  4.2 1193 8 176.9 1.74E+06 1.01E+05 
RT13  3.7 1193 8 189.8 7.70E+06 7.02E+05 
RT13B  3.7 1193 8 189.8 7.99E+06 4.74E+05 
RT14  4.1 1193 7.9 177.1 2.63E+06 3.31E+05 
RT15 1.9 1193 7.9 178.7 7.69E+05 3.53E+04 
RT16  2 1193 8.3 187.6 3.33E+06 4.48E+05 
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Table 3-3 Physical and chemical data from the TekapoA tarns. SE represents the 1 x standard 
error of the bacterial cell counts (abundance).  
Tarn 
Name/location  
Tarn 
area 
(m2) 
Elevation 
(m) 
pH Conductivity  
(µS cm/1) 
NO3-N 
(mg/L) 
NH4-N 
(mg/L) 
Abundance 
(cells/ml) 
SE 
1AN 1552 760 7.3 79 0.10 0.23 7.16E+06 1.32E+05 
1AS 1552 760 8.2 156.7 0.12 0.22 6.70E+06 1.04E+05 
1BN 356.5 760 7.9 192.7 0.10 0.05 2.95E+06 1.35E+05 
1BS 356.5 760 8 19..1 0.09 0.04 4.26E+06 1.51E+05 
2N 2815 760 6.8 65.7 0.14 0.02 4.78E+06 2.08E+07 
2S 2815 760 6.9 75.1 0.14 0.01 6.94E+06 1.40E+05 
3N 9721.5 773 6.9 72.2 0.12 0.37 6.01E+06 1.62E+05 
3S 9721.5 773 7.1 85.3 0.11 0.36 3.10E+06 1.57E+05 
4N 6001 769 7.3 167.7 0.08 0.16 3.91E+05 2.71E+04 
4S 6001 769 7.4 182.7 0.08 0.18 2.65E+06 1.29E+06 
5N 309.5 762 7.8 193.2 0.08 0.15 6.80E+06 6.11E+05 
5S 309.5 762 7.6 110.7 0.08 0.15 6.90E+06 1.16E+05 
6N 731 769 7.9 175.2 0.08 0.10 8.66E+06 8.50E+04 
6S 731 769 8 199.8 0.08 0.12 7.09E+06 6.49E+04 
7N 814.5 772 7.4 112.5 0.09 0.29 8.71E+05 2.41E+04 
7S 814.5 772 7.3 125.7 0.09 0.3 1.87E+06 3.18E+05 
8N 819 762 7.5 131.6 0.09 0.24 6.21E+05 2.83E+04 
8S 819 762 7.4 134.8 0.08 0.24 7.06E+05 8.57E+03 
9N 416 760 7.3 11.72 0.08 0.17 6.52E+06 2.79E+06 
9S 416 760 7.2 117.3 0.07 0.17 1.46E+07 3.75E+06 
10N 1403.5 761 7.1 123.1 0.08 0.1 2.85E+06 2.18E+05 
10S 1403.5 761 6.8 68.7 0.08 0.15 3.58E+06 2.68E+05 
11N 7655 767 7.5 95.1 0.08 0.33 1.79E+06 1.31E+06 
11S 7655 767 7.6 101.1 0.07 0.08 2.37E+06 3.18E+05 
12N 765.5 765 7 172.1 0.01 304.9 2.19E+06 1.59E+05 
12S 765.5 765 7 134.1 0.01 280.2 2.74E+06 2.35E+06 
13N 2664 764 7.1 156.1 0.08 0 2.19E+06 2.21E+05 
13S 2664 764 7.2 171.7 0.09 0 3.88E+06 2.27E+05 
14N 521.5 759 7.4 181 0.09 0.18 4.92E+06 1.38E+05 
14S 521.5 759 7.9 195.7 0.08 0.04 4.57E+06 2.63E+05 
15S 1216 763 7.6 137.2 0.08 0.03 4.19E+06 2.58E+05 
15N 1216 763 7.4 125.2 0.07 0.02 3.82E+06 1.75E+05 
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Table 3-4 Physical and chemical data from TekapoB samples.  
Measured variable  Tarn 1 Tarn 2 Tarn 3 
Size (m2) 2450 2800 3900 
pH 7.66 ± 0.74 6.68 ± 0.19 8.48 ± 0.77 
Conductivity (μs cm-1) 82 ±17 49 ±  4 106 ± 11 
Total carbon (mg l-1) 59 ± 7 41 ± 5 34 ± 4 
Chloride (mg l-1) 6.9 ± 1.8 2.1 ± 0.4 10.4 ± 1.1 
Nitrite (mg l-1) 0.013 ± 0.004 0.012 ± 0.002 0.010 ± 0.004 
Bromide (mg l-1) 0.065 ± 0.016 N.D. 0.068 ± 0.021 
Nitrate (mg l-1) 0.26 ± 0.06 0.22 ± 0.03 0.24 ± 0.04 
Phosphate (mg l-1) 0.11 ± 0.04 N.D. 0.10 ± 0.05 
Sulphate (mg l-1) 1.09 ± 0.21 0.90 ± 0.17 0.95 ± 0.19 
*ND= not detected 
3.5.2 Bacterial community structure and evenness  
i) Red Tarns dataset  
ARISA analysis was carried out on all samples except Red Tarn 5, as insufficient DNA was extracted 
from this sample. The average Bray-Curtis similarity among the Red Tarn communities was 32.1 ± 1 
%. The replicate samples collected from Tarn 13 exhibited 76% similarity. DistLM analysis using the 
variables: pH, conductivity, altitude, area of tarn, easting and northing identified two significant 
relationships. The area of the tarn had a significant effect on bacterial community structure (DistLM, 
P < 0.01), explaining 14% of the total variation and the Northing explained an extra 10% of the total 
variation (DistLM, P=0.03). Thus 24% of the total variation could be explained by these 
environmental and spatial factors. The pH of the water and the conductivity had no significant 
relationship (DistiLM, P= 0.22 and P= 0.06 for pH and conductivity, respectively). Thus, ~ 76% of the 
total variation was left unexplained.  
As the tarn area was significantly related to bacterial community structure, the MDS plot shown in 
Figure 3-7 is plotted with 2D bubbles proportional to  the log-area of the tarns. It is clear to see in this 
plot how the size of the tarn affected the Bray-Curtis similarity among the samples, because the 
bacterial community data from larger tarns are located on the left.  
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Figure 3-7  MDS plot for Red Tarns, the size of the circle is proportional to the log10 area of the 
tarn sampled, for example, the area of the circle surrounding  sample three is scaled to 
294 m and the smallest circle, sample seven, is scaled to 0.9 m. 2D stress=0.17; 3D 
stress=0.14.  The numbers in each circle represents the number of the tarn sampled 
shown in Figure 3-1.  
As noted in the introduction, analysis of community evenness was not carried out for the Red Tarns 
and TekapoA datasets due to lack of sufficient replication (e.g., only one or two replicates were taken 
from each tarn). Consequently, robust statistical analysis was unable to be performed on the 
univariate community evenness for these datasets.  
ii) TekapoA dataset 
Significant differences in bacterial community structure were detected between the different tarns 
sampled at TekapoA (PERMANOVA, P < 0.001), and a significant percentage of bacterial communities 
collected from the same tarn were more similar to each other than to bacterial communities 
collected at different tarns. This was further confirmed with a SIMPROF test carried out on a 
dendrogram based on Bray-Curtis similarity data (Figure 3-8). 
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Figure 3-8 A cluster dendrogram for bacterial community structure for the TekapoA tarns 
collected in November, 2010. The numbers represent the different tarns sampled (see 
Figure 3-2) and with N and S representing the northern and southern samples, 
respectively. Samples marked with an asterisk (*) represent bacterial communities 
that are not more similar to communities sampled from the same tarn. For all other 
samples, bacterial communities collected from the same tarn were more similar to 
each other than communities collected from different tarns. The red lines represent 
the results of a SIMPROF test, whereby samples within a clade represented by a red 
line are not significantly different from each other. For example, there was no 
significant difference in community structure between samples 1AN, 1BN and 1BS, but 
there were significant differences between samples 2N and 2S.  
The average Bray-Curtis similarity among the TekapoA tarns was 22 ± 0.49% (mean similarity ±SE), 
and the similarity of communities collected from the same tarn was 55.9% ± 3.74. The highest 
similarity was observed between the communities collected from tarn seven, with a similarity of 
79%. Samples collected from tarn one exhibited the lowest similarity (26%), followed by the 
communities from tarn nine (39%); these were the only samples to be more similar to communities 
found in different tarns, than to those from the same tarn.  
DistLM analysis testing the variables pH, conductivity, tarn area, elevation, conductivity, northing 
and easting, was performed and identified four significant relationships. In this case, pH was 
determined to be the most important measured variable (DistLM, P <0.01) explaining 8% of the total 
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variation. The area of the tarn explained a further 5% of the variation (DistLM, P=0.03). Conductivity 
and Northing each explained 4% of variation (DistLM, P=0.04 and P=0.03 for conductivity and 
Northing, respectively), as did NO3-N (DistLM, P=0.04), which meant a total of 25% of the total 
community variation was explained by the environmental variables collected.  
iii) TekapoB dataset 
Significant differences in community structure were detected between Tarns 1, 2 and 3 
(PERMANOVA, P=0.001) and three clear clusters on the MDS plot can be seen in Figure 3-9. The 
average similarity among tarns also varied significantly (permutational ANOVA, P < 0.01 for all 
contrasts), whereby the community similarity was 33.9 % ± 0.7, 42.4% ± 0.6 and 39.7% ± 0.4 (average 
Bray-Curtis similarity ± SE) for samples collected from within Tarn 1, 2 and 3, respectively. 
Permutational multivariate dispersion (PERMDISP) analysis identified a significant difference in 
heterogeneity levels (PERMDISP, P < 0.05) found between the Tarn 1 communities and the Tarn 2 
communities (40 ± 1.8 and 46.1 ± 1.9 for Tarn 1 and Tarn 2, respectively). A total of 335 distinct 
bacterial taxa were identified in these tarns and the number of taxa detected within each tarn was 
248, 257 and 268 for Tarns 1, 2 and 3, respectively. A total of 153 (45.6%) taxa were found within all 
three tarns and 107 (31.9%) taxa were detected in two tarns. Furthermore, 75 (22%) taxa were  
identified in only one tarn.   
 
 
Figure 3-9  MDS plot of bacterial community ARISA data for TekapoB dataset; () Tarn 1, () 
Tarn 2, () Tarn 3. 2D stress= 0.2; 3D stress=0.13.  
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DistLM analysis determined numerous significant effects of environmental variables on bacterial 
community structure (Table 3-5). The percentage of variation that could be explained by 
environmental variables varied between each tarn. For example, when all tarn data were combined, 
a total of 26.7% of the variation in bacterial community structure could be explained by the 
environmental variables collected and 6, 21.4 and 18% of the variation could be explained in Tarns 1, 
2 and 3, respectively (see Table 3-5). Total carbon was the most important environmental variable in 
explaining the community structure in each tarn, explaining a total of 15% of the overall variability. 
However, when spatial variables, such as easting and northing, were included within the regression, 
the results were markedly different and spatial factors explained a significantly higher percentage of 
the variation than environmental factors (see Appendix A 7 for DistLM analysis including Easting and 
Northing variables). For example, when all tarns were combined, a total of 39% of the variation could 
be explained by the spatial and environmental variables, with Easting and Northing explaining 17 and 
16% of variation, respectively. Spatial factors were the most important variable related to differences 
in bacterial community structure within each individual tarn, with Easting explaining 7 and 16% of 
variation within Tarn 1 and 2, respectively. For Tarn 3, Easting and Northing combined explained 23% 
of total variation.  
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Table 3-5  Relationships between environmental variables and bacterial community structure 
revealed by DistLM analysis performed on a Bray-Curtis measure using forward 
selection. Significant relationships are shown in bold and environmental variables that 
correlated with each other were removed from the analysis and Easting and Northing 
data were not included in the analysis.  
Dataset Environmental variable r2 SS(trace) F P Prop.(%) 
All tarns Total carbon (mg -1) 0.15 48656.00 19.77 < 0.01 15.12 
  pH 0.24 29242.00 13.19 < 0.01 9.09 
  Sulphate (mg -1) 0.26 4530.90 2.06 0.02 1.41 
  Nitrite (mg L-1) 0.27 3750.50 1.72 0.04 1.17 
  Nitrate (mg L-1) 0.28 2393.00 1.10 0.32 0.74 
Tarn 1  Nitrite (mg L-1) 0.06 4331.10 1.98 0.04 6.02 
  Chloride (mg L-1) 0.10 3081.50 1.43 0.15 4.28 
  Nitrate (mg L-1) 0.14 2946.80 1.39 0.16 4.09 
  Sulphate (mg L-1) 0.17 1955.80 0.92 0.51 2.72 
  pH 0.20 1923.00 0.90 0.53 2.67 
 Total carbon (mg -1) 0.22 1835.20 0.85 0.58 2.55 
Tarn 2 Total carbon (mg -1) 0.16 8048.70 5.67 < 0.01 16.34 
  Sulphate (mg L-1) 0.21 2493.90 1.80 0.07 5.06 
  Nitrate (mg L-1) 0.26 2081.10 1.53 0.12 4.23 
  pH 0.29 1541.10 1.14 0.31 3.13 
  Nitrite (mg L-1) 0.30 776.94 0.57 0.86 1.58 
Tarn 3  pH 0.09 8515.90 4.79 < 0.01 9.24 
 Total carbon (mg -1) 0.15 5054.30 2.96 0.01 5.49 
  Sulphate (mg L-1) 0.18 3267.90 1.95 0.05 3.55 
  Nitrite (mg L-1) 0.20 1367.90 0.81 0.55 1.48 
  Nitrate (mg L-1) 0.21 1227.90 0.73 0.66 1.33 
  Phosphate (mg L-1) 0.22 647.10 0.38 0.97 0.70 
 
There were significant differences in bacterial community evenness (Gini coefficient) observed 
among the tarns, with average Gini coefficients of 0.64 ± 0.01, 0.75 ± 0.01 and 0.80 ± 0.01 (average 
Gini coefficient, SE) for Tarns 1, 2 and 3, respectively (Permutational ANOVA, P< 0.001), indicating 
relatively uneven bacterial communities within Tarns 2 and 3. DistLM analysis identified total carbon 
(DistLM, P < 0.01), pH (DistLM, P= 0.03), easting (E) (DistLM, P= 0.02) and northing (N) (DistLM, 
P=0.01) as having a significant effect on evenness, explaining 39, 2.4, 2.8 and 3.4% of total variation, 
respectively (Table 3-6). Therefore, a total of 42% of the total Gini coefficient variation could be 
explained solely by environmental variables and a total of 48% could be explained by environmental 
and spatial (easting and northing) variables. A significant increase community evenness with total 
organic carbon was supported by a further independent linear regression carried out in PAST (P > 
0.01; r2=0.49), which is presented in Appendix A 9. 
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Table 3-6 Relationship between different environmental variables and Gini coefficient by DistLM 
analysis performed on a Euclidean distance matrix using forward selection. Significant 
relationships are shown in bold and environmental variables that correlated with each 
other were removed from the analysis, Easting and Northing (E&N) data were 
excluded from the first analysis and included in the second analysis to investigate the 
relative importance of environmental or spatial variables.  
 Variable r2 SS(trace) F P Prop.(%) 
Excluding E&N Total carbon (mg -1) 0.39 0.48 73.13 < 0.01 39.29 
  pH 0.42 0.03 4.76 0.03 2.48 
  Sulphate (mg L-1) 0.42 0.01 1.31 0.25 0.68 
  Nitrate (mg L-1) 0.42 0.00 0.02 0.88 0.01 
  Nitrite (mg L-1) 0.42 0.00 0.00 0.96 0.00 
Including E&N Total carbon (mg -1) 0.39 0.48 73.13 < 0.01 39.29 
 Easting 0.42 0.04 5.56 0.02 2.87 
 Northing 0.46 0.04 7.00 0.01 3.43 
  pH 0.48 0.03 5.66 0.02 2.66 
  Nitrite (mg L-1) 0.49 0.00 0.66 0.40 0.31 
  Sulphate (mg L-1) 0.49 0.00 0.65 0.42 0.31 
  Nitrate (mg L-1) 0.49 0.00 0.37 0.54 0.17 
 
DistLM analysis identified total carbon as having a significant effect on taxon richness, but could 
explain only 10% of the variation. Total carbon was identified as the only significant variable both 
including and excluding spatial variables (DistLM, P < 0.01). An additional linear regression carried 
out between taxon-richness and evenness detected a weak, but significant, positive relationship, 
whereby higher taxa-richness led to lower community evenness (P < 0.01; r2= 0.14; slope=68.2).  
Distinct spatial patterns were observed in each tarn in regards to Bray-Curtis similarity (Appendix A 
8), taxon-richness, evenness and distributions of the most abundant taxa (Figure 3-10). In order to 
investigate which taxa had the largest effect on differences in Bray-Curtis similarity between 
communities and determine if environmental (i.e., species sorting processes) or spatial (i.e., 
neutral/dispersal processes) variables had the largest influence on bacterial community structure, I 
carried out SIMPER (see section 2.7.4) and DistLM (see section 2.7.3) analysis. SIMPER analysis, which 
identifies the taxa that contribute most to community dissimilarity between samples,  identified 
numerous taxa as having a large effect of Bray-Curtis similarity within (Table 3-7) and between the 
three tarns (Table 3-8). Here, c. 20% of the differences in ARISA profiles being explained by only 5 
taxa. However, Taxon 464 was one of the most important at driving differences between and among 
the three tarns studied. Indeed, Taxon 464 was the third most abundant in Tarn 1, the most 
abundant taxon in Tarn 2 and the second most abundant taxon in Tarn 3. Taxon 464 was also the 
most abundant taxon overall when Tarns 1, 2 and 3 were combined, with an average abundance of 
7.3 ± 0.7% (average local abundance; SE), which was significantly higher than the second most 
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abundant taxon (Taxon 494 with an average local abundance of 5 ± 0.5%) (T-test, P > 0.01). 
Therefore, in order to investigate the spatial variation in Taxon 464’s abundance, the relative 
abundance of Taxon 464 was plotted in a contour plot (Figure 3-10). Not surprisingly, these plots are 
very similar to the overall Bray-Curtis plots presented in Appendix A 8, because the most abundant 
taxa have the largest impact on Bray-Curtis similarity and clear spatial patterns are observed in the 
abundance of Taxon 464 within each tarn. Contour plots for the most abundant taxon in Tarn 1 
(Taxon 666) and Tarn 3 (Taxon 494) are presented in Appendix A 11 and Appendix A 12, respectively.   
 
Figure 3-10 Contour plots based on the relative abundance of Taxon 464. The key represents the 
relative abundance of Taxon 464 in each community sampled (the red dots).  The 
darker the colour the higher percentage of a community is made up of Taxon 464. NB- 
the relative sizes of each tarn are not to scale with each other.  
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Table 3-7  The top five taxa responsible for differences in within-tarn community similarity. The 
table presents the results of SIMPER analysis carried out for Tarns 1, 2 and 3. 
Contribution% = percent contribution of each taxon to average Bray-Curtis 
dissimilarity. 
  Taxon Average 
abundance 
Average 
similarity 
Similarity 
SD 
Contribution% Cum.% 
Tarn 1 666 8.87 5.22 1.26 15.38 15.38 
 456 6.58 4.81 1.93 14.18 29.56 
 464 4.25 1.97 0.81 5.82 35.38 
 878 4.33 1.83 0.7 5.38 40.76 
  760 3.16 1.5 0.78 4.42 45.18 
Tarn 2 464 12.84 6.16 0.79 13.92 13.92 
 474 5.75 3.78 1.62 8.54 22.46 
 446 4.68 3.32 1.68 7.51 29.97 
 452 4.36 3.08 1.89 6.96 36.93 
  472 4.73 3.03 1.3 6.85 43.78 
Tarn 3 494 7.72 4.59 1.42 11.53 11.53 
 464 5.57 3.43 1.2 8.63 20.16 
 586 3.84 2.17 1.21 5.46 25.62 
 526 3.27 2.17 1.7 5.45 31.06 
  752 3.34 2.13 1.34 5.36 36.43 
 
Interestingly, Taxon 666 was identified as the most abundant taxon in Tarn 1. However, Taxon 666 
was not present in Tarn 2 and only at very low abundance (0.25%) within Tarn 3.  
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Table 3-8 The top five taxa responsible for differences in between-tarn community similarity. 
The table presents the results of SIMPER analysis carried out for Tarns 1, 2 and 3. The 
average Bray-Curtis dissimilarity between Tarn 1 & 2; Tarn 1 & 3 and Tarn 2 & 3 was 
86.3, 82.6 and 77.7%, respectively. 
 Taxon Group 1 
Av.Abund 
Group  2 
Av.Abund 
Av. 
Dissimilarity 
Dissimilarity 
SD 
Contribution% Cum.% 
Tarn 1 & 2  464 4.33 12.84 5.79 1.16 6.7 6.7 
 666 8.87 0 4.47 1.35 5.18 11.88 
 494 0.44 6.06 2.92 0.74 3.38 15.25 
 456 6.58 1.32 2.72 1.72 3.15 18.4 
 474 1.48 5.75 2.33 1.33 2.7 21.1 
Tarn 1 & 3 666 8.87 0.25 4.38 1.33 5.31 5.31 
 494 0.44 7.72 3.71 1.19 4.49 9.79 
 456 6.58 2.47 2.71 1.49 3.28 13.07 
 486 0.04 5.32 2.66 0.75 3.22 16.3 
 464 4.33 5.57 2.49 1.34 3.01 19.31 
Tarn 2 & 3 464 12.84 5.57 5.56 1.2 7.15 7.15 
 494 6.06 7.72 3.64 1 4.68 11.83 
 486 0.05 5.32 2.66 0.74 3.42 15.25 
 462 4.39 0.11 2.18 1.32 2.8 18.05 
 474 5.75 2.23 2.12 1.26 2.73 20.78 
 
The ability for the physicochemical data to explain the abundance of Taxon 464 varied between 
each tarn. For example, within Tarn 1 total carbon was the only significant variable (DistLM, P=0.02) 
affecting the abundance of Taxon 464, explaining 7.95% of the total variation (Table 3-9). Within Tarn 
2, where Taxon 464 was the most abundant taxon, environmental and spatial data explained a total 
of 47% of the variation (Table 3-9). Finally, total carbon could explain 8% of Taxon 464’s abundance 
in Tarn 3, with northing explaining a further 22% of variation. Therefore 30% of the variation in Taxon 
464’s abundance could be explained by the spatial and environmental data collected within Tarn 3. 
DistLM analysis was also carried out excluding the spatial data (i.e., Easting and Northing) and is 
presented in Appendix A 13. DistLM analysis performed on taxon 494 (Appendix A 14) is also 
presented in Appendix A. DistLM analysis could not be carried out on Taxon 666 for all tarns as it was 
only present in Tarn 1. No significant relationships between the abundance of Taxon 666 and any 
environmental/spatial variables were identified.  
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Table 3-9 Relationship between the abundance of Taxon 464 and recorded environmental 
/spatial variables analyzed with a forward selection procedure using DistLM routine 
for Tarns 1, 2 and 3, including Easting and Northing. DistLM analysis based on Bray-
Curtis similarity. DistLM analysis excluding Easting and Northing is presented in 
Appendix A 13. 
 Variable r2 SS(trace) F P Prop.(%) 
Tarn 1  Total carbon (mg -1) 0.08 6999.20 2.68 0.02 7.95 
  Nitrate (mg L-1) 0.11 3007.30 1.16 0.31 3.42 
  pH 0.15 3181.00 1.23 0.26 3.61 
  Nitrite (mg L-1) 0.19 3196.10 1.25 0.29 3.63 
  Northing 0.21 1801.90 0.70 0.65 2.05 
  Chloride (mg L-1) 0.23 1959.60 0.75 0.60 2.23 
  Easting 0.25 1721.80 0.65 0.68 1.96 
  Sulphate (mg L-1) 0.26 1019.40 0.38 0.88 1.16 
Tarn 2  Easting 0.20 15638.00 7.41 <0.01 20.36 
  Total carbon (mg -1) 0.32 9126.20 4.91 <0.01 11.88 
  Sulphate (mg L-1) 0.41 6661.60 3.96 0.01 8.67 
  pH 0.47 4803.30 3.08 0.02 6.25 
  Nitrate (mg L-1) 0.48 896.92 0.57 0.70 1.17 
  Nitrite (mg L-1) 0.49 753.26 0.46 0.78 0.98 
  Northing 0.50 391.03 0.23 0.94 0.51 
Tarn 3  Northing 0.23 15392.00 14.00 <0.01 22.94 
  Total carbon (mg -1) 0.31 5387.30 5.35 0.01 8.03 
  Easting 0.34 2003.80 2.04 0.12 2.99 
  pH 0.37 1790.50 1.85 0.15 2.67 
  Sulphate (mg L-1) 0.39 1533.30 1.61 0.19 2.29 
  Phosphate (mg L-1) 0.41 1608.00 1.72 0.17 2.40 
  Nitrite (mg L-1) 0.42 321.33 0.34 0.77 0.48 
  Nitrate (mg L-1) 0.42 255.45 0.26 0.83 0.38 
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3.5.3 Investigation of the distance-decay relationship 
i) Red Tarn dataset 
Figure 3-11 presents a distance-decay plot for the Red Tarn communities.  A linear regression 
identified a significant distance-decay relationship (P= 0.03), whereby communities become less 
similar to each other with increasing geographical distance.  The slope coefficient of the linear 
function was -0.55 ± 0.25.  
 
Figure 3-11 Distance decay relationship among the Red Tarns. The raw data is plotted with a 
ordinary least-square linear regression, represented by the red line within (P = 0.03). 
The slope coefficient of the linear function was -0.55 ±0.25.   
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ii) TekapoA dataset 
To investigate distance decay using the TekapoA samples, two approaches were used. Due to the 
relatively high Bray-Curtis similarity identified between north and south samples collected from the 
same tarn, it was necessary to investigate distance decay for north and south samples separately. 
This is because north and south samples taken from the same tarn show high compositional 
similarity, with short physical distance between the samples, which could artificially produce a 
distance decay relationship. Figure 3-12 plots the distance-decay relationship for the north and south 
sites individually and no significant distance-decay relationship was observed. 
 
Figure 3-12 Distance decay plots (TekapoA) plotting (N) north samples only and (S) south samples 
only. No significant relationship was found for either sets of data (N, P=0.32; S, P=0.39) 
 
iii) TekapoB dataset 
I would like to refer the reader to Bellamy et al. (2013) and Lear et al. (2014) for a detailed 
discussion of the distance-decay relationship among the TekapoB dataset. I will, however, provide a 
succinct summary of the distance-decay results for the TekapoB dataset. Significant distance-decay 
relationships were identified across all three tarns, and a decline in the similarity in bacterial 
community structure between paired samples with increased physical distance was observed. The 
coefficient for the exponential curve for each tarn was -0.05 (± 0.001 SE) for Tarn 1, -0.04 (± 0.001) 
for Tarn 2 and -0.37 (± 0.001) for Tarn 3.  
 
 104 
3.5.4 Taxon-area relationship (Red Tarns and TekapoA) 
No significant relationship between taxon-richness and tarn area was observed between the Red 
Tarns (Figure 3-13A) or the TekapoA tarns (Figure 3-13B). The power law model did not produce a 
significant fit to the data (Appendix A 10). 
 
Figure 3-13 Taxon-area relationship for (A) Red Tarns and (B) TekapoA tarns.  Linear regression 
carried out on the raw data and the log transformed data identified no significant 
relationship between tarn size and taxon-richness (P > 0.05 in all cases). See Appendix 
A 10 for the results of the power law model, which could not produce a significant fit 
for the data. 
3.5.5 Abundance-occupancy relationship (AOR) 
Figure 3-14 presents the AOR  for the communities sampled at the Red Tarns and the TekapoA 
tarns. A significant positive relationship was observed in both cases, although the TekapoA tarn data 
displayed a higher r2 value (r2= 0.71 and r2= 0.82, for the Red Tarns and TekapoA datasets, 
respectively). The significant relationships were also observed when taxa with an abundance value of 
zero were excluded from the analysis, although the r2 values were significantly reduced (r2= 0.29 and 
r2= 0.38 for Red Tarns and TekapoA tarns, respectively; see Appendix A 15). 
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Figure 3-14 Abundance-occupancy relationships for the bacterial communities sampled at (i) the 
Red Tarns and (ii) TekapoA tarns. Each point on the plots represents a taxon. The thick 
red line is the linear LS regression line. Abundances of zero were included in the 
regression.  
A total of 289 taxa were identified among the Red Tarn communities. Taxon 585 was identified to 
be the most abundant taxon and occurred in 12 of the 16 sites investigated. Indeed, four taxa (1.3%) 
were also found in all 16 tarns with an average abundance of 3 ± 0.1% (average abundance of the 
four taxa ± SE) of each respective community. Taxon 801 was the second most abundant and 
detected in 13 of the sites.  A total of 65 taxa (22.4%) were only found in one tarn and the average 
abundance of these taxa was 0.02 ± 0.005%. The average number of sites occupied by a taxon was 
4.8 ± 0.2 and 33 taxa were found in over 10 sites. 
A total of 324 taxa were identified among the TekapoA communities, and Taxon 447 was the most 
abundant and occurred in every site investigated (32 sites). This was followed by Taxon 379, the 
second most abundant, which occurred at 19 sites (59%). A total of 39 taxa (11%) were only found at 
one site and the average abundance of these taxa was < 0.01% of each sample respective 
community.  The average number of sites occupied by a taxon was 7.9 ± 0.3 (mean number of sites 
occupied ± SE), which was significantly higher than the average number in the Red Tarns. A total of 
94 taxa (29%) occupied over 10 sites, with 19 taxa (5.8%) occupying more than 20 sites.  
The positive AOR was observed for the TekapoB tarns and the most abundant taxa were also widely 
distributed. Figure 3-15 presents the AOR for Tarns 1, 2 and 3. Again, this significant relationship was 
observed even when the zeros were removed from the dataset (see Appendix A 16), although the r2 
values were substantially lower (r2=0.2, 0.44 and 0.3 for Tarns 1, 2 and 3, respectively).  
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Figure 3-15 Abundance-occupancy relationships for the bacterial communities sampled at (1) Tarn 
1, (2) Tarn 2 and (3) Tarn 3 from the TekapoB dataset. Each point on the plots 
represents a taxon. The thick red line represents the linear LS regression.  
 
3.5.6 Neutral model analysis 
The neutral model of Sloan et al. (2006) varied in its goodness of fit between the different datasets 
(Figure 3-16; Table 3-10).  For example, the neutral model appears to fit the Red Tarn dataset and 
TekapoB Tarn 2 reasonably well, with r2 values of 0.55 and 0.65, respectively. However, the neutral 
model did not appear to fit the TekapoA data as convincingly (r2= 0.46). The lowest r2 value (0.3) was 
observed in Tarn 3, from the TekapoB dataset.  
Table 3-10 The r2 values for the Sloan et al. (2006) neutral model calculated as the 
SSmodel/SStotal and the estimated metacommunity size times migration rates (Nm) 
for each dataset. Nm is an estimate of connectivity between different sample sites, 
where larger numbers reflect increased levels of connectivity. 
Dataset r2 Nm 
Red Tarns 0.55 13.7 
TekapoA 0.46 4 
Tarn 1, Tekapo 2012 0.43 0.7 
Tarn 2, Tekapo 2012 0.65 4.9 
Tarn 3, Tekapo 2012 0.30 5.7 
TekapoB all tarns 0.44 0.78 
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Figure 3-16 Detection frequency of different taxa as a function of mean relative abundance (pi) for 
(left) Red Tarns and (right) TekapoA tarns. The red line represents the best fit of a 
neutral model with random immigration from a common source pool (Sloan et al. 
2006). Nm represents metacommunity size x immigration rate (as estimated iteratively 
by reducing the SS of errors using the ‘Solver’ function in excel).  The r2 values were 
0.55 and 0.46 for the Red Tarns and TekapoA datasets, respectively.  
 
Out of the TekapoB samples, the neutral model fit Tarn 2 with the highest goodness of fit (Figure 
3-17), with an r2 values of 0.65. The neutral model results for Tarn 1 and 2 and 3 are presented in 
Figure 3-17. 
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Figure 3-17 Detection frequency of different taxa as a function of mean relative abundance (pi) for 
Tarns 1, 2 and 3, TekapoB. The red line represents the best fit of a neutral model with 
random immigration from a common source pool (Sloan et al. 2006). Nm represents 
metacommunity size x immigration rate (as estimated iteratively by reducing the SS of 
errors using the ‘Solver’ function in excel). The r2 values were 0.43, 0.65 and 0.3 for 
Tarns 1, 2 and 3, respectively.  
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In addition to the neutral model of Sloan et al. (2006), a null model approach was also used to 
investigate the likelihood of random-assembly.  Here, the observed local communities (OLCs) from 
each dataset were compared to artificial randomly-assembled communities (ARC). In this case, there 
were strong significant differences in community structure between the observed local communities 
and the ARC for each respective dataset (PERMANOVA; Table 3-11. MDS plots representing the 
comparisons between the observed local communities and the artificial randomly-assembled 
communities are shown in Appendix A 17 and Appendix A 18.  
Table 3-11 PERMANOVA performed on Bray-Curtis similarity between the artificial randomly-
assembled communities (ARCs) and the observed local communities (OLCs) for each 
dataset. A P-value of < 0.05 meant there was a significant difference in community 
structure between the observed local communities and the randomly-assembled 
communities.  
Dataset Source of variation d.f SS F P 
Red Tarns  ARCs vs. OLCs 1 7687.6 6.3 < 0.001 
 Residuals 1014 1.24E+06   
 Total 1015 1.24E+06   
TekapoA  ARCs vs. OLCs 1 20179 14.4 < 0.001 
 Residuals 1031 1.45E+06   
 Total 1032 1.47E+06   
TekapoB; Tarn 1 ARCs vs. OLCs 1 13774 12.4 < 0.001 
 Residuals 1034 1.15E+06   
 Total 1035 1.17E+06   
TekapoB; Tarn 2 ARCs vs. OLCs 1 9.04E+03 9.7 < 0.001 
 Residuals 1029 9.61E+05   
 Total 1030 9.70E+05   
TekapoB; Tarn 3 ARCs vs. OLCs 1 17566 16.0 < 0.001 
 Residuals 1060 1.17E+06   
 Total 1061 1.18E+06   
TekapoB All Tarns ARCs vs. OLCs 3 1.50E+05 35.2 < 0.001 
 Residuals 1105 1.57E+06   
 Total 1108 1.72E+06   
 
The average Bray-Curtis similarity among the 1000 ARCs was c. 50% for all datasets (Red Tarns= 
51.1 ± < 0.01%; TekapoA= 51.4 ± <0.01%; TekapoB1= 48.1 ± <0.01%; TekapoB2=57.4 ± < 0.01%; 
TekapoB3= 54.2 ± < 0.01%; average Bray-Curtis similarity ± SE). This meant any OLC that was within 
the same clade as the ARCs, with greater similarity than the average (i.e., c 50% bray-Curtis similarity) 
was treated being within the data-cloud of ARCs. Table 3-12 shows the percentage of observed local 
communities (OLC) that were within the artificial randomly-assembled communities (ARC) data-
cloud, and consequently determined to be not significantly different from randomly-assembled 
communities.  
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Table 3-12 The percentage of observed local communities (OLCs) that were within the same clade 
as the artificial randomly-assembled communities (ARCs)(i.e., the number of OLCs 
within the same clade as the ARCs with greater Bray-Curtis similarity than the average 
Bray-Curtis similarity of all ARCs within a given dataset). The results are based on 
CLUSTER analysis carried out in PRIMER using Bray-Curtis similarity.  
Dataset  Number of OLC within ARC 
data-cloud 
Percentage of OLC in ARC data-
cloud 
Red Tarns  2 12.5% 
TekapoA  0 0% 
TekapoB; Tarn1 12 33.3 
TekapoB; Tarn2 12 36% 
TekapoB; Tarn3 30 48% 
TekapoB; All Tarns 0 0 
 
3.5.7 Regional invarience  
The approach of Östman et al. (2010) was used to investigate the role of the source pool relative 
abundances on local relative abundance. The source pool (i.e., the average relative abundance of 
taxa in a given dataset) relative abundances (RA) explained between 21.5 and 49% of the total 
variation in local relative abundances within the communities investigated in this chapter (Table 
3-13). Appendix A 19 provides the RA values for each individual sample. The mean RA value for all 
datasets was 36 ± 4%. Not surprisingly, the RA values were higher for the inter-tarn samples 
(TekapoB; Tarns 1, 2 and 3). However, when these data were combined (i.e., assuming Tarns 1, 2 and 
3 are all part of the same source pool) a significantly lower percentage of community variation was 
explained by the regional diversity (28.7%). The RA values for the Red Tarns was significantly lower 
than the TekapoA samples (T-test, P=0.03) and both of these datasets were significantly lower than 
the TekapoB tarns (T-test, P< 0.01). The highest RA value was observed in Tarn 2, whereby the 
regional community explained 83% of sample 2-17. It is evident that the regional abundances could 
not explain a large percentage of all communities’ diversity and structure, as RA values of 0.1, 0.7 
and 2% were observed for some samples. The RA values of datasets containing the greatest 
environmental variation (TekapoA, TekapoB combined data and Red Tarns) were lower than datasets 
with less environmental variation (Tarn 1, 2 and 3; TekapoB, individually).   
The ability for environmental and spatial factors to explain variation in RA values varied among 
datasets. For example, DistLM analysis identified a significant relationship between tarn area and RA 
values among Red Tarn samples (DistLM, P < 0.01) explaining 41% of the variation (Easting, Northing, 
pH and elevation had no significant effect). Interestingly, the larger tarns exhibited the lowest RA 
values. Within the TekapoA dataset pH was the only significant variable (DistLM, P=0.03) explaining 
11% of the variation. None of the variation in RA values was explained by the environmental and 
spatial variable for Tarn 1, TekapoB. A much larger percentage of RA variation could be explained 
 111 
within Tarn 2, TekapoB, whereby DistLM analysis identified pH (P < 0.01), Easting (P=0.02), total 
carbon (P=0.03) and nitrite (P=0.01) as having a significant effect on RA values, explaining 20, 12, 9 
and 11%, respectively. Therefore, 55% of RA variation was explained by spatial and environmental 
factors within Tarn 2. Finally, DistLM analysis identified Northing (P < 0.01) as having an effect on RA 
values within Tarn 3, explaining 17% of the variation and conductivity (P=0.01) explaining an extra 
11%. All other variables were identified as non-significant within Tarn 3.   
Table 3-13 The percentage of a given bacterial community that could be explained by the regional 
relative abundance of taxa. Values generated using the methods of Östman et al., 
(2010).  Note: the RA values are the average r2 values from a linear regression 
between an individual sample (i) in a dataset against the average of all other samples 
in a dataset excluding i (x 100 to make a percentage).  
Tarn(s) Average RA (%) RA SE (%) Highest RA* Lowest RA* 
Red Tarns (all tarns combined) 36 5.6 67.3% (RT9) 6% (RT 3) 
TekapoA (all tarns combined) 24.5 2.2 51% (13S) 5% (6N) 
Tarn 1 (TekapoB) 39.7 4 79% (1-24) 0.7% (1-12) 
Tarn 2 (TekapoB) 49.3 4.4 83% (2-17) 9% (2-3) 
Tarn 3 (TekapoB) 43.8 2.2 68% (3-33) 5% (3-15) 
1, 2 and 3 (TekapoB; combined) 28.7 1.6 61% (3-41) 0.1% (1-12) 
*tarn/sample numbers in brackets 
 
3.6 Discussion  
This chapter presents data collected from two distinct alpine environments, including one of the 
most replicated, fine-scale sampling efforts yet undertaken within lentic systems (TekapoB). 
Compositionally distinct bacterial communities were observed in different tarns.  No evidence was 
observed to support the taxon-area relationship and evidence of distance-decay was only observed 
for the Red Tarn dataset and TekapoB dataset. Although the neutral model analysis explained a 
relatively large amount of the variation and reasonable levels of regional invariance were observed, it 
is clear that the bacterial communities investigated in this chapter are not solely regulated by strict 
neutral processes; it is likely other processes run in tandem. As far as I am aware, this is one of the 
first studies to test the predictions of the Sloan et al. (2006) neutral model using two very distinct 
spatial scales (i.e., among various tarns and intensively within a given tarn, TekapoA and TekapoB 
datasets, respectively) and presents a null-hypothesis approach that may have practical implications 
in microbial ecology.  
The data collected from the Red Tarns exhibited a positive distance-decay relationship, despite the 
tarn complex exhibiting relatively high levels of connectivity between each tarn due to the boggy’ 
nature of the soils; the soils surrounding the tarns were saturated with sub-surface water. 
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Interestingly, both tarn size and northing explained the highest amount of the variation in 
community structure, indicating both environmental and spatial variables were important in 
regulating diversity. However, it could also be the case that spatial factors correlated with 
unmeasured environmental gradients. The size of the tarns alone was able to explain 12% of the 
community variation, which was a higher percentage than any other environmental or spatial 
variable collected from the sites. These results are consistent with Van der Gucht et al. (2007), 
whereby the surface area of lakes explained a significant portion of bacterial composition. There are 
two possible explanations for this result. The most likely reason is that tarns and lakes of similar sizes 
are more likely to exhibit similar selection regimes (Fee et al., 1996). For example, tarns of a similar 
size may have more similar temperatures and DO% values, as smaller bodies of water can be warmed 
by the sun over quicker periods of time and therefore tarn size likely correlated with other 
unmeasured environmental variables (See Chapter Four for discussion of thermal inertia). A more 
neutral based explanation is that that the size of the tarns influences immigration rates from both 
the soil and the atmosphere, whereby larger tarns may receive higher levels of immigration, 
therefore influencing bacterial community structure. However, this hypothesis would be extremely 
difficult to test in principle and more controlled microcosm/mesocosm experiments would need to 
be carried out to investigate the role of immigration upon bacterial community structure (Jones et 
al., 2008, Jones & McMahon, 2009, Lee et al., 2013). Indeed, experimental work carried out in 
Chapter Six of this thesis showed that increased immigration times led to communities exhibiting 
higher Bray-Curtis similarity. Unfortunately, only a small number of other environmental variables 
were collected for the Red Tarns and this may explain why the percentage of unexplained variation 
remained relatively high within these tarns.   
3.6.1 Bacterial community structure and evenness 
The results from the Red Tarns and TekapoA datasets support earlier claims that bigger differences 
in community structure are observed between communities sampled from different lakes than 
among communities sampled from the same lake (Casamayor et al., 2000, Yannarell & Triplett, 2004, 
2005). This was particularly apparent for the TekapoA dataset, where a large percentage of samples 
collected from the same tarn were more similar to each other than to samples collected from 
different tarns. However, it is clear from the results from the TekapoB dataset that high levels of 
within-tarn variation exist.  This is an important result and contradicts previous investigations that 
state bacterial communities are relatively homogeneous within aquatic systems (Reche et al., 2005, 
Dorigo et al., 2006, Humbert et al., 2009), and it is apparent that collecting one or two samples from 
a tarn, lake or pond may not be necessarily representative of the whole bacterial community within 
an aquatic habitat. This supports the conclusion of Garcia et al., (2013), whereby discrete changes in 
bacterial communities were identified across different depths of different sized lakes. Additional 
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analysis using multivariate Mantel correlograms showed that for all tarns, pairwise comparisons of 
bacterial community structure became autocorrelated at a distance of less than approximately 20 m 
(Appendix A 20). This could be a useful proxy for future research carried out on similar sized tarns 
and lakes, but it may be the case that researchers should aim to collect as many within-waterbody 
replicates as feasibly possible (Prosser, 2010). As the cost of 454-sequencing continues to decrease, 
and ‘multiplexing’ samples becomes easier, well replicated investigations of within-tarn diversity will 
further elucidate fine-scale variation in bacterial community structure and diversity.  
The differences in community structure observed within Tarns 1, 2 and 3 (TekapoB) appeared to be 
largely driven by the abundance of a handful of dominant taxa, and spatial patterns relating to 
community structure, community evenness and taxon richness were indentified within each tarn. 
SIMPER analysis identified five abundant taxa that explained between 36 and 45% of the total within-
tarn variation (dissimilarity), which is a relatively large percentage compared to other studies (Lear et 
al., 2009, Lear et al., 2012), but comparable to Shade et al. (2010) who used ARISA to study the 
effects of disturbance on lake bacterioplankton communities. DistLM analysis of the evenness data 
(Gini coefficient) led to a surprisingly result, whereby a large percentage of the variation (42-48%) 
was explained by the environmental and spatial variables. Indeed, total carbon levels explained a 
large amount of this variation, which supports a number of studies reporting a link between 
nutrient/carbon levels and bacterial community evenness (Luna et al., 2004, van Diepeningen et al., 
2006, Boon et al., 2011). Interestingly, Luna et al. (2004) identified a negative relationship between 
bacterial evenness and organic substrates, meaning that increased organic substrate levels reduced 
community evenness. In this investigation I identify the opposite; increased levels of carbon 
increased the evenness of bacterial communities.  This could mean that total carbon promotes the 
growth of more diverse bacterial communities, or that total carbon correlated with an unmeasured 
environmental variable. However, DistLM analysis determined that total carbon only explained 10% 
of the taxon richness variation. It is very likely that the differences in evenness are driven by the 
abundances of a small number of taxa, rather than by the overall taxon richness of the community. 
Indeed, regression analysis identified only a weak positive relationship between increased taxon 
richness and decreased community evenness (for a discussion on the relationship between richness 
and evenness, see Chapter Four). In conclusion, the Gini coefficient results suggest that bacterial 
evenness is more strongly regulated by the environmental variables than variation in bacterial 
community composition.  
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3.6.2 Distance-decay relationship  
Evidence for distance-decay was observed within the Red Tarns datasets supporting the claims of 
previous research (Horner-Devine et al., 2004, Martiny et al., 2006, Bryant et al., 2008, Finkel et al., 
2012, Lear et al., 2013). However, no significant distance-decay relationship was also observed within 
the TekapoA dataset. This was a surprising result, as this dataset was distributed across the largest 
geographic area. It should also be acknowledged that other investigations have failed to identify 
significant distance-decay relationships across a range of geographical distances. For example, Bell 
(2010), using tRFLP, identified no significant distance-decay relationship among bacterial 
communities associated with water-filled tree holes (across distances < 800m). Fierer & Jackson 
(2006), again using tRFLP, identified no significant distance-decay relationship among soil bacterial 
communities across North and South America. Using massively parallel pyrosequencing, Bahl et al. 
(2011) identified no significant distance-decay relationship among desert cyanobacteria across 
numerous continents (distances of > 19,000 km). It is therefore apparent that in some cases non-
spatial variables are driving variation in community composition and the processes driving the 
distance-decay relationship may vary across different spatial scales (Bissett et al., 2010, Martiny et 
al., 2011).  
Bellamy (2013) studied distance-decay across the TekapoB dataset. Here, significant distance-decay 
relationships were observed over distances of less than 60 m, in what is usually considered a 
relatively homogenous environment (Humbert et al., 2009). As far as I am aware, this was the first 
case a significant distance-decay relationship has been observed in a connected body of water across 
and area of less than 60 m. There are two main explanations for the distance-decay relationship. 
Firstly, increased geographical distances likely leads to an increase in environmental differences , and 
therefore environmental selection leads to increased β-diversity among communities. Secondly, if 
taxa exhibit levels of dispersal limitation, distance-decay relationships would also be observed even 
in the absence of environmental differences (Bell, 2010). As the majority of the β-diversity within 
these tarns could be explained by spatial data (that is, easting and northing data) rather than by 
environmental variables, this could be seen as evidence for some bacteria within these tarns to be 
dispersal limited, or structured by stochastic ecological drift. However, other unmeasured 
physicochemical variables may have caused the distance-decay relationship via species sorting.  
Some evidence of between-tarn dispersal limitation was identified, whereby significant percentages 
(22%) of taxa were only observed in one tarn. Furthermore, Taxon 666 was the most abundant taxon 
in Tarn 1, but was not detected in any of the communities in Tarn 2 and only a handful of 
communities within Tarn 3. However, given the large amount of literature supporting cosmopolitan 
distributions of certain bacterial taxa, this may be a somewhat controversial conclusion (Finlay & 
Clarke, 1999, Finlay, 2002, Sommaruga & Casamayor, 2009, Romina Schiaffino et al., 2011, Wilkinson 
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et al., 2012), and it is likely species sorting occurring between the different tarns influenced this 
relationship.  
3.6.3 Taxon-area relationship  
No significant taxon-area relationships were identified within the Red Tarns and TekapoA datasets. 
Consequently, these results do not support the conclusions of Reche et al. (2005), who observed a 
positive relationship between the surface area of a lake and taxon richness. The sampling methods 
used in this chapter were similar to those used by Reche et al. (2005), and the only major 
methodological differences related to the use of DGGE in their study. However, this methodological 
discrepancy may explain the differences in the observed results. For example, it is known that ARISA 
is somewhat more sensitive to rare taxa than DGGE (Hewson & Fuhrman, 2004, Okubo & Sugiyama, 
2009). This may have led to an underestimate of diversity within the different sized tarns (or lakes in 
this case) in their study.  
There are four possible reasons why I did not observe a taxon-area relationship within the Red and 
TekapoA datasets. Firstly, it is known that molecular fingerprint techniques such as ARISA can only 
give crude estimates of bacterial diversity (Bent et al., 2007, Blackwood et al., 2007) (although recent 
work by Kovacs et al. (2010) showed a significant relationship between known taxon richness and 
ARISA peak number), therefore it is likely I may not have been able to detect differences in taxon 
richness due to methodological limitations. However, all of the previous studies that have shown a 
positive TAR with microbial communities also used fingerprinting methods, so this explanation may 
not apply my results (Green et al., 2004, Bell et al., 2005, Reche et al., 2005, Van Der Gast et al., 
2005). Secondly, lake surface area may not have been a suitable measurement for estimating the size 
of the microbial habitats. This would be the case if depth varied significantly between the tarns. 
Additional measurements carried out in 2012, however, showed this may not have been the case, as 
many of the tarns seemed to be of similar shallow (< 50 cm) depths (data not shown). I am therefore 
confident that the lake area was a suitable estimate of habitat size. Thirdly, the spatial scale of my 
investigation may have influenced results. The majority of the previous studies that have shown 
positive TAR with bacteria have been observed  within much smaller volumes of water than the size 
of the tarns in this chapter (Bell et al., 2005, Van Der Gast et al., 2005, Van Der Gast et al., 2006). The 
volumes of water in these previous studies also spanned over two to three orders of magnitude, 
which was greater than the size ranges of the Red Tarns (2 orders of magnitude) and the TekapoA 
tarns (1 order of magnitude). Finally, it may be the case that these bacterial communities do no 
exhibit taxon-area relationships, or other physicochemical characteristics are more important in 
determining richness than habitat size alone, which supports the conclusions of a few recent studies 
(Humbert et al., 2009, Logue et al., 2012). However, in order to confirm this hypothesis, additional 
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work using high-throughput methods and controlled experimental designs will be needed to be 
carried out. In order to overcome sampling (e.g., issues related to using tarn surface area as a proxy 
of habitat size) and methodological (e.g., low taxonomic resolution of DNA fingerprinting techniques) 
issues, I investigated the TAR in a more experimentally controlled manner utilising high-throughput 
sequencing, which is presented in Chapter Four.  
3.6.4 Abundance-occupancy relationships 
Although abundance-occupancy relationships (AOR) for bacterial communities have received less 
attention in the literature than other patterns, it is apparent from the data presented in this chapter 
that some bacterial communities exhibit positive AOR, supporting  the results of previous studies 
(Sloan et al., 2006, Humbert et al., 2009, Östman et al., 2010, Nemergut et al., 2011). On average, the 
most abundant taxa were also observed  in the greatest number of sites, which is in accordance with 
many macroscopic ecological communities (Gaston et al., 2000). This relationship was observed for 
the Red Tarns, TekapoA and TekapoB communities. As far as I am aware, this is the first case a 
significant AOR has been identified within an individual tarn across distances less than 60 m. This in 
its self is an interesting result and there are wide reaching implications of this important ecological 
relationship. For example, if a handful of competitive bacterial taxa are locally and regionally 
abundant, with members of the same taxon exhibiting identical functional traits, this could explain 
why such high levels of functional redundancy are observed in aquatic bacterial communities (Comte 
et al., 2013). Thus a positive AOR may have implications for the linkage between community function 
and community composition (Östman et al., 2010), which has been  somewhat of an enigma for 
microbial ecologists (Langenheder et al., 2005, Strickland et al., 2009, Lyons & Dobbs, 2012, Ylla et 
al., 2013).  Differences caused by the rarer, less abundant taxa, may drive differences in overall 
community β-diversity between samples, whereas similarity caused by the most abundant taxa, and 
likely the most metabolically active (Pedrós-Alió, 2006), may cause similarities in the functional 
capabilities of communities (i.e., functional redundancy). This does, however, rely on the assumption 
that the rarer members of a bacterial community have little impact on the overall function of a 
community and common ecosystem functions are mainly carried out by abundant taxa, which is a 
debated topic in microbial ecology (Szabó et al., 2007, Fuhrman, 2009, Campbell et al., 2011, Shade & 
Handelsman, 2012, Shade et al., 2012). In fact, additional research carried out by Bellamy (2013) on 
the TekapoB dataset identified no significant differences in inter-tarn community function, even 
though the composition of the communities varied across smaller spatial scales, as presented in this 
chapter.  
There are a number of potential explanations for the positive AOR  observed between these 
bacterial communities. Firstly, is could be an artefact of the sampling protocol, whereby the most 
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abundant taxa are easier to detect than the rare taxa.  Although significant AORs were observed 
using the ARISA data, it is known that ARISA cannot detect the rare (< 1%) members of a community 
(Muyzer et al., 1993). Therefore, understanding how the strength of this relationship changes when 
the rarer taxa are detected (i.e., using 454 pyrosequencing, for example) would be an interesting 
progression. To date, very few studies have investigated the AOR  using 454 pyrosequencing data 
(Nemergut et al., 2011, Logares et al., 2013), and a positive AOR  was observed in both of these 
cases. Other studies have relied on tRFLP (Östman et al., 2010) or partial 16S rRNA clone libraries 
(Humbert et al., 2009) to study the AOR . Only future work using high-throughput sequencing will 
determine if the AOR observed is simply an artefact of the molecular techniques available to 
microbial ecologists.   
The 454 data generated from Chapter Four allowed me to test the AOR  using deep-sequencing 
data, where presumably more rare taxa were detected. In this case a significant positive AOR  was 
still observed, including and excluding zero abundances. Secondly, higher local population sizes could 
facilitate wider dispersal potentials (Finlay, 2002, Green & Bohannan, 2006). This is similar to the 
ecological process of mass effects (or source-sink dynamics), whereby abundant  bacterial taxa are 
likely to occur at a given site because rarer, less abundant taxa are more prone to extinctions and 
other stochastic processes, whilst abundant taxa exhibit higher dispersal potentials and the ability to 
maintain viable population sizes in low quality environments (Shmida & Wilson, 1985, Liebold et al., 
2004). Indeed, calculations from Curtis et al. (2002) estimate that rare members of soil bacterial 
communities can exhibit abundances of one single cell per km2. Thus it is likely rare members of 
bacterial communities are severely limited in their dispersal potentials compared to abundance taxa, 
which would therefore generate a positive AOR  
3.6.5 Testing neutral theory 
The neutral model presented two reasonable fits to the observed data (Red Tarns: r2 = 0.55 and 
TekapoB Tarn 2 r2 =0.65), with Nm values similar to other bacterial communities (Keymer et al., 2009, 
Drakare & Liess, 2010, Östman et al., 2010). Under strict neutral processes, the abundance (pi) of a 
given taxon should not deviate from the predicted neutral model shown in Figure 3-16. However, it is 
clear that not all taxa follow the predictions of the neutral model exactly and the TekapoA and 
TekapoB data does not appear to fit the model as convincingly as other bacterial communities 
presented in the literature (Sloan et al., 2006, Drakare & Liess, 2010, Östman et al., 2010, Ayarza & 
Erijman, 2011). These results may indicate a limited role of neutral immigration in structuring these 
bacterial communities. The majority of the deviations were caused by rarer taxa being more widely 
distributed than predicted and it is difficult to determine if this was caused by limitations of the 
molecular method (i.e., ARISA not detecting bacteria with abundances  < 1%). Interestingly, datasets 
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with the highest RA values also exhibited the highest r2 values and appeared to fit the neutral model 
better (Red Tarns and TekapoB, Tarn 2), indicating that the regional invariance approach appeared to 
support the neutral model analyses.  
The r2 values generated from the neutral model were markedly lower than the values presented in 
Östman et al. (2010), which varied between explaining 63 and 98% of the variation with an average 
of 85%. One possible explanation for this discrepancy may be methodological, as tRFLP was utilised 
in their investigations. ARISA is known to be more sensitive for estimating taxon richness and 
detecting rarer taxa than tRFLP (Danovaro et al., 2006, Okubo & Sugiyama, 2009). Consequently, as 
tRFLP likely detected lower richness, it may have led to the neutral model fitting their data better as 
there would have been fewer variables to predict and if rarer taxa were not detected using tRFLP, 
this would have further biased the results. Indeed, Drakare & Liess (2010) tested the neutral model 
of Sloan et al. (2006) using ARISA and explained  68.5% of the diversity of aquatic bacterial 
communities, which is more similar to the r2 values observed in this chapter. Furthermore, Drakare & 
Liess’ (2010) study also identified that the taxonomic resolution used to study bacterial communities 
influenced the results of the neutral model. For example, when the model was tested using total 
bacterial diversity (ARISA) a reasonable fit to the model was observed (68.5%). However, when ARISA 
was carried out using cyanobacteria specific primers (i.e., ARISA targeting only cyanobacteria) the 
model could not fit the data. A recent study by Logares et al. (2013) tested the neutral model using 
454-sequencing data generated from Antarctic and Scandinavian lake communities. In this instance 
the neutral model did not perform as well (explaining 18-50% of the variation and failing to fit one 
dataset), with most of the deviations being caused by rarer taxa occupying more sites than predicted. 
This highlights the importance of taxonomic resolution when studying bacterial communities and 
suggests not all functional groups are regulated by the same ecological processes.   
When using the neutral models such as Sloan et al. (2006), the parameters (e.g., Nm) of the model 
are estimated iteratively by minimising the sum of squares of errors and this approach has been 
criticised as ‘curve-fitting’ and difficult to reject (Bell, 2005, Gotelli & McGill, 2006, McGill et al., 
2006). Furthermore, a good fit of bacterial abundance distribution to a theoretical model does not 
distinguish ecological process from pattern (Alonso et al., 2006, Dumbrell et al., 2010). In addition, 
other ecological or environmental factors could still produce a good fit to the neutral model (Keymer 
et al., 2009). That being said, neutral models like the one used in this investigation are one of a 
handful in microbial ecology making testable predictions (e.g., estimating the number of sites a given 
taxon should occupy), which fit the data presented here relatively well. And like any good theoretical 
model, it provides us with useful information when the model fails to explain the majority of the 
variation (e.g., indicating that species sorting or other niche processes may be more important in 
regulating different members of a bacterial assemblage). However, it is apparent that neutral 
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models, and the predictions based on ecological equivalence, do not explain all of the variation 
observed in this investigation. It is important to remember species sorting and neutral processes are 
not mutually exclusive, so it is highly likely niche and neutral processes both play an important role in 
structuring bacterial communities but maybe at different spatio-temporal levels (Langenheder & 
Szekely, 2011, Lee et al., 2013). Future work should continue to consider regional diversity (i.e., 
source pool diversity) as well as local diversity when studying bacterial assemblages.  
The investigation of artificial randomly-assembled communities (ARC) provided an additional, more 
liberal assessment of the possible role of stochastic assembly among these bacterial communities. 
Here, the observed local bacterial communities (OLC) were significantly different to the ARC in all 
datasets, providing evidence that the OLC were not simply random assembled communities from a 
diverse source pool. However, the ‘overlap’ between the OLC and ARC varied between the datasets, 
whereby the Red Tarns and TekapoB datasets had the highest level of overlap between the two ARCs 
and OLCs. Interestingly, nearly 50% of the samples collected from TekapoB Tarn 3 were found within 
the ARC data-cloud. This suggests that once an adequate number of samples are collected from a 
given environment (in this case it was 62 samples from a 3900 m2 tarn), one has a 50% chance of 
explaining what other local communities would resemble simply by randomly sub-sampling the 
source pool community. This approach may have useful applications in microbial ecology, firstly, as 
an additional null model that complements more conservative neutral models (such as the Sloan et 
al. (2006) neutral model used here, for example). Secondly, the ARC approach could be used as an 
informative predictor of what other local communities would resemble after an environment has 
been sufficiently sampled. For example, if one collects numerous samples from a continuous 
environment, the random sub-sampling approach could be used to predict the likelihood of bacterial 
community composition in other sites.  This approach may allow microbial ecologists to determine 
the number of samples needed to be collected from a given environment in order to predict the 
composition of other local communities simply by using the ARCs with high confidence levels (e.g., 
70% of additional OLCs fall within the ARC data-cloud).  
3.6.6 Regional invariance (RA values) 
Under strict neutral processes, the relative abundances of a given local community should simply 
reflect that of the regional source pool, with deviations being caused by random births, deaths, 
migration and speciation events, rather than by differing environmental variables (Sloan et al., 2006, 
Hubbell, 2001). Among the datasets investigated here, between 21.5 % (TekapoA) and 49% 
(TekapoB, Tarn 2) of the local relative abundances was explained by source pool abundances of 
bacterial taxa alone (i.e., RA values) with a mean RA value of 36 ±4.1% for all datasets. Consequently, 
although relatively high levels of regional invariance were observed, these results do not support the 
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assumption of strict neutral processes, which would predict far higher RA values (i.e., RA values of > 
90%). These were similar to the RA values observed in Östman et al., (2010), which ranged from 9 to 
79% for lake bacterioplankton communities collected across different regions of Sweden.  
The RA results from this chapter support the assumption that RA values should be lower within 
datasets including the highest environmental variation. For example, the Red Tarns and TekapoA 
datasets included higher levels of environmental variation compared to the individual tarns from the 
TekapoB dataset, and the RA values were significantly lower for the Red Tarns and TekapoA datasets 
(27.2 ± 5.7%; average RA values for the Red and TekapoA tarns, SE) compared to the TekapoB 
datasets (44.2 ± 2.7%; average RA value for Tarns 1, 2 and 3, TekapoB). This is not a surprising result, 
as environmental selection occurring within the same tarn should produce similar bacterial 
communities (and therefore a high RA value would be observed). It is therefore more appropriate to 
investigate the RA values of all TekapoB samples combined (i.e., treating Tarn 1, 2 and 3 as belonging 
to the same source pool), which was significantly lower (28.7 ± 1.6%), indicating that environmental 
selection likely played a more important role than neutral immigration from a common source pool 
in structuring these communities. The amount of variation in RA values that was explained by the 
environmental and spatial factors supports this conclusion. For example, 55% of the total variation of 
Tarn 2’s RA values was explained by spatial and environmental factors, with pH exhibiting the 
strongest effect. However, the ability for the spatial and environmental data to explain the RA values 
varied among the datasets and no clear pattern or key determinant was elucidated. Surprisingly, 41% 
of the RA value variation was explained by the size of each tarn, even though only a small amount of 
environmental data were collected from the Red Tarns. Furthermore, none of the variation in RA 
values could be explained by environmental and spatial factors within Tarn 1, TekapoB, suggesting 
other, unmeasured environmental variables, or potentially different ecological processes, may have 
influenced bacterial community structure within this tarn. In conclusion, a reasonable amount of 
variation in local community composition was explained by regional diversity, although it is clear 
neutral processes cannot explain 100 percent of the variation. Indeed, other environmental and 
spatial variables could explain a significant percentage of RA value variation, therefore providing 
evidence of species sorting, or other niche processes, in being important in regulating these bacterial 
communities.  
3.6.7 Conclusions  
Although the neutral model explained a reasonable amount of the data and relatively high RA 
values were observed, it is clear that neutral processes do not explain 100 percent of the observed 
variation. In fact, I would argue that data presented in this chapter, and the fact the neutral model 
did not fit the data as well as previous studies (Woodcock et al., 2007, Östman et al., 2010), provides 
 121 
stronger evidence for species sorting, or other niche processes, playing a significant role in 
structuring these bacterial communities than neutral processes alone. In conclusion, a positive 
distance-decay relationship was observed for most, but not all, of the datasets presented here. The 
results from regression analysis suggested spatial variables were more important in driving this 
relationship than environmental variables, although a significant percentage the variation remained 
unexplained. No relationship was identified between the surface area of a tarn and the bacterial 
richness. Consequently, no evidence supporting the TAR was identified. In line with macro-organism 
ecology, abundant taxa were also widely distributed and positive AOR  were observed.  
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Chapter 4 
 
 
Mesocosm Study: A long term 
investigation of taxon-area and taxon-
time relationships in large ponds. 
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4.1 Abstract  
Understanding if bacterial communities exhibit positive taxon-area relationships (TARs) has 
implications beyond simply knowing that more taxa are found in larger habitats; it would suggest 
similar processes regulate both macro and microbial communities and may become a foundation for 
the development of more complex ecological models in the microbial world. Previous research has 
provided evidence of positive TAR among a range of bacterial communities. However, all of these 
studies relied on molecular fingerprint technology. Thus none were able to obtain accurate estimates 
of bacterial diversity. Here, I present data from an 83 week mesocosm experiment carried out to 
investigate the diversity of bacterial communities among different sized aquatic ponds (ranging from 
0.25 – 550 L). Using both ARISA and high-throughout 454 pyrosequencing, I tested the TAR among 
these aquatic bacterial communities and present no evidence of a positive TAR. In fact, a negative 
TAR was observed and a z value (a value that determines the strength and direction of the 
relationship) of -0.19 ±0.08 was identified. A significantly large percentage (58%) of the variation in 
taxon richness could be explained by environmental variables such as dissolved oxygen % and total 
organic carbon, rather than by habitat size alone. As well as testing TARs the temporal data were also 
investigated for evidence of a taxon-time relationship. Evidence of positive taxon-time relationships 
was observed in all the ponds studied and distinct temporal trajectories were identified. Differences 
in bacterial community structure and evenness were also detected between the different sized 
ponds, suggesting a role of species sorting in the regulation of these bacterial communities. In 
conclusion, I present no evidence supporting positive TARs in these aquatic bacterial communities. 
Future work is now needed to reproduce the results of previously published studies but using high-
throughput technology.  
4.2 Introduction 
Bacterioplankton communities are incredibly diverse, abundant and carry out numerous important 
ecological functions, such as carbon fixation and nitrification (Simon et al., 1998, Konopka et al., 
1999, Fenchel et al., 2012).  Understanding their diversity, community structure and ecology is an 
important field of study.  In this chapter I specifically focus on investigating the taxon-area 
relationship (TAR) and the taxon-time relationship (TTR); two well-established macroecological 
concepts that have been less well studied in the microbial world. A positive TAR is both predicted 
under neutral and niche theory, and is a cornerstone concept in ecology. Consequently, 
understanding if bacterial communities exhibit positive TARs may have large implications in microbial 
ecology by leading to the development of more complex community assembly models. I carried out a 
long-term mesocosm experiment in order to investigate the taxon-area relationship. In addition, the 
taxon-time relationship was investigated in order to determine changes in bacterial community 
 124 
structure across different temporal scales, which is an aspect of microbial ecology that is often 
ignored in the literature (Jones et al., 2012).  
4.2.1 Taxon-area relationship 
An investigation by Bell et al. (2005) was one of the first studies to provide evidence of a positive 
taxon-area relationship within natural aquatic bacterial communities. Bell and colleagues studied the 
richness of bacterial communities associated with different sized water-filled tree holes. It was later 
confirmed that the community evenness of these bacterial communities also varied between 
different sized habitats, whereby communities found within smaller tree holes  exhibited lower levels 
of community evenness (Woodcock et al., 2007). A positive TAR has been described in numerous 
other bacterial communities with the TAR power law model, S = cVz (see Chapter Two for an in-depth 
explanation of the power law model), providing an accurate and convincing fit to the data (Horner-
Devine et al., 2004, Reche et al., 2005, Van Der Gast et al., 2005, Green & Bohannan, 2006, Van Der 
Gast et al., 2006). Here, S represents taxon richness, V represents volume (or pond size in this case), c 
is the empirically derived intercept that partially explains the shape of the curve with z, which is a 
measure of taxon turnover through space (Rosenzweig, 1995). However, all of these previous studies 
relied on molecular fingerprint techniques and none tested the relationship by means of high-
throughput sequencing technologies. Therefore, these studies were not able to capture accurate 
estimates of bacterial diversity in order to robustly determine the TAR for bacterial communities 
(Curtis et al., 2006, Woodcock et al., 2006, Logue et al., 2012). As far as I am aware, there is only one 
other study that has tested the TAR relationship of aquatic bacterial communities using 454 
pyrosequencing and a significant negative TAR was identified, whereby smaller lakes contained the 
highest taxon richness (see Logue et al., 2012). In their study, nutrient availability influenced bacterial 
richness far more than lake area of catchment size. It is therefore apparent that a well controlled and 
replicated test of the TAR within an aquatic system is highly sought after and there is clearly a need 
to reproduce some of the earlier investigations using high-throughput technology. Here, I tested the 
TAR using both ARISA and 454 pyrosequencing of 16S rRNA genes in a semi-natural aquatic system, 
where the size of the different ponds spanned three orders of magnitude (0.25 L to 550 L), which is 
comparable to the previous studies cited. In this long term (83 week) experiment, I predicted that the 
larger ponds would contain higher levels of diversity than smaller ponds, and the power law model S 
= cVz would accurately describe the nature of the relationship. Furthermore, I also predicted that 
larger ponds would contain more even bacterial communities and determined which factors 
(environmental or spatial) best explained differences in richness between each pond.  Finally, I 
investigated the link between community evenness and taxon richness using both ARISA and 454 
sequencing data.  
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4.2.2 Taxon-time relationship 
The taxon-time relationship (TTR) of Preston (1960) is a less well studied ecological concept (White 
et al., 2006), especially among microbial communities (Wells et al., 2011). It has previously been 
demonstrated that the richness of animal and plant communities remains relatively constant over 
time, and that new taxa enter a community, while others leave the community (deaths, extinctions, 
migrations or competitive exclusion), resulting in an increase in cumulative observed richness over 
time (MacArthur & Wilson, 1967, Brown et al., 2001). According to this principle, the taxon-time 
hypothesis predicts an increase in the number of taxa recorded at a site as that site is observed for 
increasingly long periods of time (Rosenzweig, 1995). Although the number of studies investigating 
the taxa-time relationship are small compared to those studying the TAR, it appears the TTR of 
mammal communities follows a power law function(Hadly & Maurer, 2001), whereby S = cTω (Adler 
& Lauenroth, 2003) . Here, S represents the cumulative taxon diversity, T is the cumulative time of 
observation,  c is the empirically derived constant that partially determines the slope of the curve 
with ω, which is a measure of taxon turnover across time. Consequently, just as the TAR power law 
model predicts taxon richness over different spatial scales, the TTR power law model predicts taxon 
turnover through time.  A positive taxon-time relationship has been identified in bacterial 
communities, with the power law model producing convincing fits to the data (Van Der Gast et al., 
2008, Ayarza & Erijman, 2011, Wells et al., 2011, Kim et al., 2013). However,  the majority of these 
previous studies were carried out with notoriously dynamic and diverse bacterial communities 
associated with activated sludge (with the exceptions of Portillo et al. (2012) and Redford & Fierer 
(2009), who studied the TAR among bacterial communities associated with stream water and the 
surfaces of leaves, respectively), and as far as I am aware, no studies have investigated the TTR using 
natural aquatic pond bacterioplankton communities over time periods of greater than 1 year. I 
predicted that the cumulative taxon richness would increase over time, whilst average taxon richness 
will remain stable over longer time frames.   
4.2.3 Investigating the effects of time and habitat size on bacterial community 
structure 
As well as investigating the effects of time on bacterial richness (e.g., the TTR), I investigated the 
effects of time on bacterial community structure. Here, I predicted that bacterial communities will 
become more dissimilar to each other over time and the percentage of taxa present in the original 
water samples would decrease. I also investigated the effects of habitat size upon bacterial 
community structure, predicting that species sorting occurring between the different sized ponds 
would drive differences in bacterial community structure. Thus bacterial communities associated 
with similar sized ponds will exhibit higher levels of community similarity.  
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4.3 Summary  
In this investigation, I moved away from the natural tarn systems investigated in Chapter Three, 
towards a controlled, semi-natural, mesocosm system that allowed the taxon-area relationship (TAR) 
and other ecological processes to be studied in a long-term experiment.  A mesocosm can be defined 
as an experimental tool that allows the study of the natural world under relatively controlled 
conditions (Odum, 1984), and in this chapter they refer to water-filled plastic containers of varying 
sizes that were constructed upon the grounds of Lincoln University (hereafter referred to as ‘ponds’). 
A total of 21 ponds ranging from 0.25 L to 500 L were filled using natural stream water from an 
adjacent dyke. The close proximity to Lincoln University enabled me to sample these communities 
over different temporal scales, which would have been difficult to achieve in the field.  This chapter is 
specifically interested in the planktonic bacterial (bacterioplankton) community, that is, specifically 
the bacteria found within the water column and not associated with surface biofilms. This is an 
important point as I will be treating the volume of water (e.g., the size of the ponds) as the ‘island’ 
size, thus no biological matter such a leaves and other detritus that may find its way into the ponds 
will be investigated. Here, I studied the effects of different temporal scales, habitat sizes and 
environmental conditions on the community structure of semi-natural bacterial assemblages.  
Finally, the use of both ARISA and 16S pyrosequencing of 16S rRNA genes allowed an in-depth 
comparison between the two methods in terms of bacterial community structure and evenness.  
In summary, I predicted larger ponds would contain higher levels of diversity and more evenly 
distributed bacterial communities adhering to a positive TAR. I predicted these aquatic pond 
communities will exhibit temporal successional trajectories following a TTR and the percentage of 
taxa that remain within the ponds will decrease over time.  
Hypotheses  
1) Larger ponds will exhibit greater taxon-richness and more evenly distributed communities, 
adhering to a positive TAR (TAR and evenness hypotheses).  
2) Communities within ponds will exhibit a successional trajectory, with β-diversity changing 
over time, with a TTR power model providing a significant fit to the data (TTR hypothesis).  
3) Bacterial communities found within the same sized pond will exhibit higher levels of 
similarity because of species sorting acting on similar environmental conditions (Composition 
hypothesis).  
4) I hypothesise 454 pyrosequencing of 16S rRNA genes will generate comparable data to ARISA 
in terms of detecting bacterial community structure and evenness.  
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4.4 Methods 
4.4.1 Experimental design 
The experiment consisted of seven different sized ponds; each replicated three times (thus a total 
of 21 ponds). The sizes of these ponds were 550 L, 100 L, 23 L, 10 L, 5 L, 1 L and 0.25 L (for a 
photograph of the experimental site and more details of pond dimensions, see Appendix B 1 and 
Appendix B 2, respectively).  All ponds were buried so that their tops were level with the ground to 
provide relatively controlled conditions (i.e., all ponds received similar shading etc.) The schematic in 
Figure 4-1 shows the relative geographical positions of each pond based on handheld GPS data. The 
ponds were filled using water from an adjacent dyke in October, 2010 using a mechanical water 
pump. The ponds were then left for a week to allow the communities to ‘settle’ (i.e., allowing any 
organic detritus that may have been suspended whilst establishing the ponds to settle to the bottom 
of the pond). After this time, the ponds were sampled every week for the first 4 weeks and then after 
15 and 30 weeks. The ponds were finally sampled 83 weeks after the ponds were established.  Due to 
evaporation occurring throughout the experiment, the smaller ponds (e.g., less than 5 L) were not 
always allowed to be sampled. Week 83 was one of the most complete sampling efforts (e.g., water 
was collected from all sized ponds) and additional physicochemical data were collected to permit 
more extensive characterisation of the samples for this one time.   
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Figure 4-1 Schematic of the artificial tarn experimental site at Lincoln University, based on GPS 
location (Easting and Northing), showing the relative location of each pond. Note the 
sizes of the ponds are not to scale (for dimensions of the ponds, see Appendix B 2) 
 
4.5 Sampling protocol 
Table 4-1 presents the week numbers and dates that samples were collected from the experimental 
site. Water samples were taken from the ponds using a hand filter pump described in Chapter 2 and 
water was always collected in the centre of the pond at a fixed depth, ensuring minimal disturbance 
to the system. Depth was calculated at a relative depth of ¼ of the container size (550 L=24 cm, 150 
L= 15 cm, 23 L= 10 cm, 10 L=5.7 cm, 5 L= 5.1 cm, 1 L=2.9 cm and 0.25 L= 2.2 cm). A total of 250 ml 
was collected from each pond and transferred into acid washed plastic bottles. A sample of 250 ml 
would include all of the water within the 0.25 ml ponds, thus, I only sampled 150 ml from these 
ponds. This was carried out to ensure I only sampled the bacteria associated with the water column, 
not with any organic detritus or biofilms found at the bottom of the pond, which would bias the 
results and make them incomparable to the larger ponds. Where appropriate, extra water was 
collected to investigate physicochemical properties back in the laboratory. The temperature and  
dissolved oxygen (DO%) of the water were recorded on site, as was the waters depth from the top of 
550-C
550-B
550-A
150-C
150-B
150-A
23-A
23-B
23-C
10-A
10-B
10-C
5-A
5-B
5-C
1-A
1-B
1-B
0.25-C
0.25-B
0.25-A
1 m
 129 
the pond.  Water samples were transferred to the lab within an hour of collection and filtered using 
sterile 50 ml syringes (using a clean syringe for each individual pond) and the Sterivex method 
described in Chapter Two. Using the Sterivex method ensured exactly the same volume of water, 
including no large organic matter/particles, was filtered for each pond. This was an important 
methodological step in terms of studying the TAR (250 ml was collected for the 550- 1 L ponds; only 
150 ml was filtered for the 0.25L ponds for reasons discussed above).  
Table 4-1 Sampling dates and week numbers for sampling efforts.  
Week Date 
0* 9th October 2010 
1 14th October 2010 
3 28th October 2010 
4 4th November 2010 
15 20th January 2011 
30 24th May 2011 
83 10th May 2012 
* Ponds were established at week zero, when only samples from 550A, 550B and 550C were 
collected to get an idea of the starting community structure/diversity 
4.6 Flow cytometry  
Flow cytometry was performed as described in section 2.3.2. This was carried out to ensure there 
were no drastic differences in bacterial abundance between the different water samples, which 
would have influenced the interpretation of any TAR relationships. Flow cytometry was performed 
because of its relatively quick and accurate estimation of bacterial abundances.  
4.7 Molecular analysis of bacterial communities 
ARISA analysis was performed on all samples following the methods described in Chapter Two. 
Additional molecular analysis was performed to extract and sequence a dominant ARISA band that 
was found among the Week 83 communities. Here, the ARISA products were run on a 2% agarose gel 
and the bands of c. 930 bp were extracted as described in section 2.2.8. The extracted bands were 
then sequenced using Sanger sequencing with unlabeled LDBact and SDBact primers described in 
section 2.2.4. Sequences were aligned and a consensus sequence was generated using Geneious 
6.1.5 (Biomatters Ltd, Auckland, New Zealand).  
4.7.1 454 pyrosequencing of 16S rRNA genes 
I performed 454 pyrosequencing of 16S rRNA genes using the samples collected at Week 83. 
Samples from this week were chosen for analysis because high water levels ensured water samples 
could be collected from all ponds, including those with the smallest volume (0.25 ml). I was also able 
to collect a wider range of physicochemical data including pH, water temperature, total organic 
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carbon (TOC), inorganic carbon (IOC), nitrate levels, DO% and conductivity. The DNA sequencing 
protocol described in Chapter Two utilised a two step PCR based on the methods of Cary Lab, 
University of Waikato, NZ. Detailed methods are presented in Chapter 2. In order to estimate 
bacterial richness using the 454 sequencing data, the number of OTUs (determined at the 97% 
sequence similarity cut-off) in the dataset was used as well as the Chao1, which is calculated as 
             
        
       
 
Where       = the estimated richness;     = the observed number of OTUs;   = the number of 
OTUs with one sequence and   = the number of OTUs with only two sequences (Chao, 1984). Thus 
Chao1 is a non-parametric richness estimator based on the distribution of singletons and doubletons. 
This model has been proposed as an accurate and relevant diversity index for use with 454 data and 
has been used in numerous microbial studies (Hughes et al., 2001, Buee et al., 2009, Logue et al., 
2012, Tang et al., 2013, Töpper et al., 2013). 
Sub-sampled data (i.e., randomly sub-sampling the data to the lowest number of observed 
sequences within a sample) were always used when comparing differences in richness. However, 
both sub-sampled and ‘raw’ (i.e., not sub-sampled) data were used to investigate differences in 
overall community composition (i.e., β-diversity) to investigate the effects of sub-sampling the data.   
4.8 Additional analytical approaches 
All of the methods used in this experiment are presented in Chapter Two, with the exception of the 
taxon-time relationship, which is described in section 4.8.1.  
4.8.1 Taxon-time relationship (TTR) 
In order to assess the taxon-time relationship (TTR) two methods were used. The first focused on 
the taxon-richness of each community (as this was carried out using ARISA data, I define a taxon as 
an individual ARISA peak), and non-linear regression analysis was carried out between taxon-richness 
and time (i.e., the different weeks sampled). This method was utilised because average taxon 
richness is predicted to remain stable over varying temporal scales (White et al., 2006).  The second 
method was based on Wells et al. (2011) and van der Gast (2008), whereby the cumulative number 
of observed taxa were plotted against cumulative observation time using the R script presented in 
Appendix B 4. I plotted this for all individual ponds and modelled the data using a power law model. 
The power law function, rather than the lognormal function, was used so that my results would be 
comparable to the other ecological studies investigating the TTR in both macro and microbial 
communities (White et al., 2006, Van Der Gast et al., 2008, Wells et al., 2011, Portillo et al., 2012). 
Indeed, White et al. (2006) found that the log and power functions produced almost identical results 
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(Shade et al., 2013). In compiling the cumulative taxon-time plots, only the first appearance of each 
bacterial taxon was used, even though some taxa emerged and disappeared multiple times (Brown et 
al., 2001, Van Der Gast et al., 2008). Just as the steepness (z value) of the TAR describes how quickly 
local assemblages differentiate in space (Rosenzweig, 1995), the ω value generated from the TTR can 
be used to describe how bacterial communities turn over in time (Wells et al., 2011).  
 
4.9 Results 
4.9.1 Physicochemical and bacterial abundance data  
Table 4-2 presents the physicochemical data collected for Week 83. The physicochemical results for 
all other weeks are presented in Appendix B 5. 
Table 4-2 Physicochemical data from ponds sampled at Week 83. 
Pond Temperature 
(°C) 
pH Conductivity 
(µS cm/1) 
Nitrates 
(mg/L) 
Total 
Carbon 
(mg -1) 
Inorganic 
carbon  
(mg -1) 
Total 
organic 
carbon 
(mg -1) 
DO % 
saturation 
Depth 
from 
the 
surface 
(cm) 
550A 10.5 7.82 114 2.736 162 89.2 72.8 99 5 
550B 10.5 7.53 77 11.834 140.3 51.3 89 91 4 
550C 11 7.65 83 2.44 100.8 58.9 41.9 89 5 
150A 10 7.82 119 5.62 212.5 75.3 137.2 101 4 
150B 10 7.52 88 886 140 60 80 104 5 
150C 10.5 7.71 184 11.626 346.8 69.1 277.7 99 4 
23A 9.8 7.82 153 13.078 227.8 51.55 176.25 110 6 
23B 10 7.61 146 10.293 229 109.6 119.4 109 2 
23C 10 7.38 145 13.405 215.16 91.4 123.76 107 3 
10A 10.5 7.77 133 6.97 184.9 96.7 88.2 111 4 
10B 10.5 7.14 2.5 15.019 359.2 90.5 268.7 109 5 
10C 10.1 7.92 171 8.917 161.5 43.6 117.9 115 3 
5A 11 7.78 151 16.136 164.4 78.5 85.9 119 1 
5B 10.5 7.75 157 17.237 122.8 75 47.8 121 2 
5C 10.6 8.03 189 14.83 318.2 79.7 238.5 116 1 
1A 11 7.55 157 14.627 185 30 182 138 1 
1B 10.9 7.8 2.1 20.174 165 90 75 122 1 
1C 10.8 8.05 197 12.172 556.5 29.5 527 125 1 
0.25A 11 8.1 189 15.807 488.7 32 456.7 144 3 
0.25B 10.8 8.2 197 15.701 420.9 45 375.9 136 2 
0.25C 10.9 8 186 12.784 470.8 59 411.8 139 2 
 
Flow cytometry was carried out on the Week 83. The abundance of bacterial cells within the 550 L 
ponds was significantly higher than all other ponds (permutational ANOVA; P > 0.05), and the 
abundance of bacteria within the 150 L ponds were significantly lower than all but the 10 L 
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communities. For the majority of all other ponds, there were no significant differences in abundance 
relating to pond size  
 
 
Figure 4-2 Average cell counts for each pond size based on the flow cytometry results. Error bars 
represent 1x SE. Letters represent significant interactions from a T-test.  
4.9.2 Investigation of the taxon-area relationship (TAR) 
i) ARISA 
No significant positive relationship between pond size and taxon richness was observed among any 
of the weeks studied (P= 0.1, r2=0.02; OLS linear regression and the power law model could not 
produce a significant fit to the data). Week 83 contained the most complete dataset in regards to 
samples collected from different sized ponds and no significant positive taxon-area relationship was 
observed among the Week 83 samples; in fact, the communities found within the smallest sized 
pond (0.25 L) contained the highest levels of diversity. However, this negative TAR was non-
significant (P = 0.3, r2=0.04, slope a= -0.17; OLS regression) and the power law model could not 
produce a significant fit to the data (P=0.1, for both z and c values generated from power law model) 
(Figure 4-3). 
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Figure 4-3 Taxon-richness data for Week 83 based on ARISA profiles. The blue line represents the 
best fit of the power law model (S =cVz). However, the z value of -0.04 was not 
significant (P=0.1) the power law model therefore did not fit the data. 
 
ii) 454 pyrosequencing of 16S rRNA genes 
Of 293,473 sequences, after the de-noising step, there were a total of 195,746 good sequences 
remaining, and the numbers of sequences, along with the estimated Good’s coverage for each 
sample (Good's coverage is an estimator of sampling completeness and calculates the probability 
that a randomly selected amplicon sequence from a sample has already been sequenced (Claesson et 
al., 2009)), the number of OTUs and ‘singletons’, are presented in Table 4-3. The number of 
sequences for each sample ranged from 2038 (5A) to 20,624 (10C), and 71.4% of samples had a 
coverage value of over 90%. Indeed, 52% of samples had coverage of over 95%. Rarefaction curves 
are presented in Appendix B 6 and Appendix B 7. Although a plateau was reached for a number of 
samples, it is apparent that not all of the samples were completely sampled. However, relatively 
large levels of separation were found among the rarefaction curves.  
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Table 4-3  The number of sequence reads for each sample before and after the de-noising steps, 
the estimated percentage coverage (Good’s coverage) for each sample, the number of 
OTUs at the 97% cut-off level and the number of singletons. 
Sample Total 
Number of 
sequences 
 
Number of 
‘good’ 
sequences 
(after de-
noising) 
Coverage 
(%) 
Number of 
OTUs (97% cut-
off level) 
Number of 
singletons 
550A 19598 7641 95.7 490 328 
550B 12325 7741 97.3 372 207 
550C 15977 13993 99.1 179 115 
150A 13322 7668 98.7 140 97 
150B 10905 6397 97.5 230 158 
150C 10372 8887 95.7 561 380 
23A 9955 7797 98.4 198 122 
23B 5369 3561 96 206 140 
23C 14122 3329 93.8 309 204 
10A 9382 8525 96.3 486 308 
10B 23345 9831 94.2 827 564 
10C 43059 20624 94.3 1904 1170 
5A 7033 2038 90 275 205 
5B 15526 8652 79.5 2363 1770 
5C 16719 12728 98.6 298 177 
1A 17455 9782 85.5 2009 1414 
1B 14122 7113 82.2 1674 1264 
1C 20547 13951 96.5 768 477 
0.25A 16605 10309 88.8 1590 1145 
0.25B 11660 7227 87.8 1217 876 
0.25C 21458 12813 88.2 2120 1507 
 
Using the 16S sequence data, I investigated the TAR using two methods, the first used the raw 
number of OTUs within each sample (OTUs generated at the 97% sequence similarity cut-off) and 
after sub-sampling to 2038 reads (the lowest number of sequences from a given sample). The results 
of this are shown in Figure 4-4 and no significant positive TAR relationship was observed. In fact, a 
significant negative relationship was observed (z= -0.18 ±0.02; P < 0.001 for both z and z values), 
whereby the smaller ponds exhibited higher levels of taxon richness. The results from the raw (i.e., 
not sub-sampled) data are presented in Appendix B 8 (S= 1300 ±164.9 * V -0.22 ±0.06; P < 0.001 for c and 
z) and an almost identical TAR was observed in both cases.  
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Figure 4-4 Taxon-area relationship for 16S rRNA data sub-sampled to 2038 reads. Taxon-
richness= number of OTUs after sub-sampling.  The blue line represents the power law 
model (S = cVz) where S = 416.4 ±45.7 * V-0.18 ±0.05 (P < 0.001 for both c and z values) 
The second approach utilised the Chao1 diversity measure and the raw results of the Chao1 index 
are presented in Appendix B 9. The Chao1 diversity estimates generated a similar TAR to the one 
shown in Figure 4-4 and the results are presented in Figure 4-5. The significant negative relationship 
between Chao1 diversity and pond size was observed even when the 0.25 and 1 L ponds were 
removed from the regression, confirming that is was not just the high diversity within these sized 
ponds that drove the relationship.  
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Figure 4-5 Taxon-area relationship based on Chao1 diversity at 97% OTU identity and sub-
sampled to the least number of reads (2038). The blue line represents the power law S 
= cVz, whereby S = 1598.7 ± 265.1 *V-0.19 ± 0.08 (P < 0.05 for both c and z values) and a 
significant negative TAR was identified.  
 
DistLM analysis carried out on the Chao1 diversity estimates identified dissolved oxygen (DO%) (P < 
0.01) and total carbon (P < 0.01) as having a significant effect on Chao1 diversity, explaining 36.4 and 
21.4% of the variation, respectively (Table 4-4). This meant a total of 58% of the variation in bacterial 
richness was explained by the environmental variables collected. Additional linear regression analysis 
carried out on the Chao1 diversity and DO data confirmed a significant positive relationship (P < 0.01; 
r2= 0.48), whereby higher DO% levels led to higher taxon richness. The results of this linear regression 
are shown in Figure 4-6. 
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Table 4-4 Relationships between environmental variables and bacterial diversity (Chao1) 
revealed by DistLM analysis performed on a Euclidian distance measure using forward 
selection. Significant relationships are shown in bold and environmental variables that 
correlated with each other were removed from the analysis 
Variable r2 F P Prop. 
 DO % saturation 0.36 10.88 <0.01 36.4 
Total Carbon (mg -1) 0.58 9.14 <0.01 21.4 
Conductivity (S/m) 0.61 1.47 0.21 3.4 
Nitrates (mg/L) 0.63 0.59 0.31 1.4 
Temp (degrees C) 0.63 0.11 0.75 0.3 
pH 0.63 0.06 0.80 0.2 
 
 
Figure 4-6 Least square linear regression of Chao1 diversity and dissolved oxygen (DO) (P < 0.01; 
r2= 0.48; slope a=5).  
4.9.3 Taxon-time relationship  
No significant differences in taxon richness were identified between the different weeks sampled 
(P=1, r2= 0.01). As the 550 L ponds had the highest number of replicates from each week. I further 
tested the relationship between taxon richness and time among just the 550 L pond communities. 
Again, no significant relationship was identified (P=0.07; r2=0.13; OLS linear regression analysis).  
The TTR was assessed by means of observing the relationship between cumulative taxon richness 
and increased time (weeks). A significant positive TTR was observed within the 550, 150, 23 and 10 L 
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pond communities (there were not enough temporal samples to test the TTR within < 5 L ponds), 
with a power law model producing a significant fit for each week (P < 0.05 for both c and ω values). 
Figure 4-7 presents the TTR results from 550A, 150A, 23A and 10A communities as these ponds had 
complete temporal data (i.e., samples from every week sampled). The estimated c and ω values 
generated from the power law model (S = cTω) for all individual ponds are presented in Table 4-5.  
Table 4-5 The c and ω values generated from the S = cTω power law model for bacterial 
communities associated with 550 L, 150 L 23 L and 10 L ponds. The asterisk highlights 
ponds that are missing one sample from the temporal samples.  Ponds shown in bold 
are presented in Figure 4-7. Here, c is the empirically derived constant that partially 
determines the slope of the curve with ω, which is a measure of taxon turnover across 
time. Thus, larger ω values indicate greater levels of taxon turnover though time. The 
Pearson’s r is also presented to give an idea of the overall ‘shape’ of the relationship.  
Pond c ω 
550A 105 ±15 0.14 ±0.04 
550B* 111.4 ±18.4 0.14 ±0.05 
550C* 119.2 ±20 0.14 ±0.05 
150A 71.8 ±6.8 0.24 ±0.02 
150B 95.4 ±14.6 0.21 ±0.04 
150C 90.6  ±11 0.23 ±0.03 
23A 94 ±9.2 0.17 ±0.03 
23B* 76.5 ±6.3 0.22 ±0.02 
23C* 75.2 ±8.6 0.23 ±0.03 
10A 78.2 ±7.6 0.2 ±0.03 
10B 81.3 ±10.9 0.25 ±0.04 
10C* 100 ±24.2 0.2 ±0.07 
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Figure 4-7 Investigating the TTR by observing the relationship between cumulative observed taxa 
and increased time (weeks) for the 550A, 150B, 23A and 10A communities. The blue 
line represents the power law model S = cTw. See Table 4-5 for c and ω values.  
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4.9.4 Changes in bacterial community structure over time (ARISA) 
The MDS plot presented in Figure 4-8 presents the ARISA data plotted by week sampled. There 
were significant differences in community structure identified among the weeks (Table 4-6) and the 
heterogeneity (distance among the centroid) increased between Weeks 1 and 3 (Appendix B 10). 
However, after Week 3 there were no other significant changes in the heterogeneity among samples 
relating to the different sampling weeks. This can be visualised in Figure 4-8, whereby the samples 
from Weeks 1 and 2 are more highly clustered compared to the later weeks.  
 
Figure 4-8 MDS plot showing all weeks sampled throughout this experiment, based on ARISA 
data. The different colours represent the week that the ponds were sampled where ( 
) Week 1, ( ) Week 2, ( ) Week 3, ( ) Week 4, ( ) Week 15, ( ) Week 30, ( ) 
Week 83. 2D stress= 0.22; 3D stress=0.18. 
 
 
 
  
 141 
 
Table 4-6 PERMANOVA of bacterial community ARISA data obtained from all weeks sampled. 
PERMANOVA based on Bray-Curtis similarity showing the partitioning of multivariate 
variation and tests for the factors Size (pond size) and Week (week sampled).  
Source of variation  d.f SS F P 
Size 7 39579 2 < 0.01 
Week 7 134360 11 < 0.01 
Size x Week 23 83891 2 < 0.01 
Residuals  68 121200   
Total 105 394000   
 
The MDS plots presented in Figure 4-9 shows the average Bray-Curtis similarities for bacterial 
communities in 550, 150 and 23 L ponds for the different weeks sampled (the smaller ponds 
contained less complete temporal data due to the smaller ponds drying out, etc., and are therefore 
not shown). It is apparent that all three of the larger ponds exhibit very similar temporal trajectories, 
all finishing at Week 83 on the left of the MDS plot, suggesting that the bacterial communities 
changed in similar manner over time, regardless of pond size. MDS plots presenting the raw data i.e., 
all data points, not just the averages, are presented in Appendix B 11. 
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Figure 4-9 MDS plots showing the temporal trajectories for (a) average 550 L, (b) average 150 L 
pond and (c) average 23 L pond bacterial communities. Plots based on ARISA data and 
Bray-Curtis similarity. The numbers represent the weeks sampled (1-83).  2D stress= 
0.01, 0.04 and 0.07 for 550, 150 and 23, respectively.  
 
550 L
150 L
23 L
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In order to test whether the communities within each different sized pond became more dissimilar 
to each other over time, I plotted the Bray-Curtis similarity between average Week 1 communities 
and all other weeks for the 550, 150, 23 and 10 L pond communities (i.e., comparing Week 1 with 
Week 2; Week 1 with Week 3, etc.) (Figure 4-10). In this case, the Bray-Curtis similarity rapidly 
decreased over the first 1-4 weeks, reaching a plateau of c. 10% similarity after 4 weeks. The 
temporal trajectory of the 10 L ponds appeared to be more erratic than the larger pond sizes.  
 
 
Figure 4-10 The average Bray-Curtis similarity between Week 1 communities vs. all other weeks 
for 550, 150, 23 and 10L pond communities (the graph starts as 100% for Week 1 vs. 
Week 1). The blue diamonds represent the different sampling weeks and note the x 
axis represents a log scale.  
 
In order to investigate the turnover of β-diversity across time, I identified what percentage of taxa 
identified in the Week 1 samples remained within the community over time for each different sized 
pond. I also calculated the mean abundance of the taxa that were present in both communities and 
the results are shown in Table 4-7. The percentage of taxa present in the Week 83 communities that 
were also present in the Week 1 communities varied between 26% (550 L ponds) and 18% (23 L 
ponds). In general, the percentage of taxa that were present in Week 1 decreased over time.  
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Table 4-7 The percentage of taxa in a given community that were also present in the Week 1 
communities for each respective pond size (shown in bold) and the mean relative 
abundance of these taxa ±SE (% of total community abundance). (X= not sufficient 
samples) 
Pond  Week 2 Week 3 Week 4 Week 15 Week 30 Week 83 
550 72; 1.6 ±0.3% 36; 1.2 ±0.4% 40; 1 ±0.2% 30; 0.8 ±0.1% 40; 5.2 ±2.7% 26; 0.6 ±0.4% 
150 68; 0.6 ±0.3% 37; 1.1 ±0.3% 37; 1.1 ±0.3% 33; 0.8 ±0.2% 34; 1.1 ±0.3% 22; 1 ±0.4% 
23 50; 1.6 ±0.3% 29; 1.8 ±0.8% 30; 1.6 ±0.6% 26; 1.1 ±3.4% 24; 1.6 ±1.2% 18; 0.7 ±0.6% 
10 52; 1.8 ±0.4% 24; 1 ±0.2% 25; 1.7 ±0.4% 19; 1.7 ±0.4% 23; 2.4 ±0.9% 23; 1.1 ±0.4% 
5 44; 2 ±0.1% 21.6; 1.8 ±0.1% X X X 20.3; 0.5 ±0.1% 
 
4.9.5 The effects of pond size on community structure and evenness 
i) ARISA 
PERMANOVA identified significant differences in community structure relating to pond size for all 
but one of the weeks sampled (Week 4; Table 4-8). The MDS plots presented in Appendix B 12 show 
clustering occurring among bacterial communities associated with different sized ponds for each 
week sampled.  Figure 4-11 represents the MDS plot for the communities sampled at Week 83. 
Although the clustering appears weaker in Figure 4-11 compared to the plots presented in Appendix 
B 12, the 0.25, 10 and 23 L bacterial communities cluster relating to pond size.  
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Table 4-8  PERMANOVA of bacterial community ARISA data obtained for each individual week 
sampled, based on Bray-Curtis similarity showing the partitioning of multivariate 
variation and tests for the factors Size (pond size). 
Source of variation d.f     SS F P 
(i) Week 1     
Size 4.00 4465.30 2.87 < 0.01 
Residuals  10.00 3884.60                  
Total 14.00 8349.90     
(ii) Week 2                            
Size 4.00 7896.80 3.25 < 0.01 
Residuals  10.00 6083.80                  
Total 14.00 13981.00     
(iii) Week 3     
Size 4.00 23621.00 3.68 < 0.01 
Residuals  9.00 14448.00                  
Total 13.00 38068.00     
(iv) Week 4     
Size 3.00 10822.00 1.37 0.12 
Residuals  8.00 21060.00                  
Total 11.00 31882.00     
(v) Week 15    
Size 3.00 17624.00 2.62 <0.01 
Residuals  7.00 15725.00                  
Total 10.00 33348.00                  
(vi) Week 30    
Size 6.00 34864.00 2.71 <0.01 
Residuals  8.00 17154.00           
Total 14.00 52018.00     
(vii) Week 83    
Size 6.00 29740.00 1.93 <0.01 
Residuals  14.00 35876.00                  
Total 20.00 65616.00     
 
 
 146 
 
Figure 4-11   Differences in bacterial ARISA profiles based on Bray-Curtis similarity for samples 
collected at Week 83, where ( ) 550 L, ( ) 150 L, ( ) 23 L, ( ) 10 L, ( ) 5 L, ( ) 1 L and 
( ) 0.25 L ponds. 2D stress=0.2; 3D stress= 0.16 
 
DistLM analysis was carried out on the Week 83 ARISA data to identify what environmental 
variables, if any, influenced bacterial community structure. Here, two significant interactions were 
identified, whereby temperature explained 9.6% of the variation and DO% saturation explained a 
further 8% of the variation. Therefore, a total of 18% of the variation could be explained by the 
environmental variables measured at Week 83. The DistLM analysis for the other weeks is presented 
in Appendix B 14. In general, the physicochemical data collected for these weeks did not explain a 
high percentage of the variation (i.e., < 20%), but temperature and DO% were consistently identified 
as having a significant effect on bacterial community structure. There was no evidence of an increase 
in the explained variation over the duration of the experiment.   
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Table 4-9 Relationships between environmental variables and bacterial community composition 
(Week 83; ARISA data) revealed by DistLM analysis performed on a Bray-Curtis 
measure using forward selection. Significant relationships are shown in bold. 
Environmental variables that correlated with each other were removed from the 
analysis 
Variable Cumulative 
r2 
SS F P Prop. 
Temp (°C) 0.10 6345.60 2.03 0.02 9.67 
DO % saturation 0.18 5281.20 1.76 0.04 8.05 
Conductivity (S/m) 0.25 5084.20 1.77 0.07 7.75 
Nitrates (mg/L) 0.32 4261.10 1.53 0.15 6.49 
Total Carbon (mg -1) 0.36 2733.60 0.98 0.45 4.17 
pH 0.39 1837.10 0.64 0.75 2.80 
 
Although significant differences in community evenness were detected related to pond size, no 
consistent relationship between community evenness (i.e., Gini coefficient) and pond size was 
detected (Appendix B 13), with the exception of samples collected at Week 83. In fact, among the 
samples collected at Week 83, the smallest pond (0.25 L) contained samples exhibiting the highest 
levels of evenness and a significant positive relationship between  evenness and pond size was 
identified (P < 0.001; r2=0.37;Figure 4-12). The Gini coefficients for the communities from Week 83 
also showed there were very high levels of unevenness within these communities, with an average 
Gini coefficient of 0.82 ±0.01 (average Gini coefficient ± SE). Further investigation of the ARISA data 
determined that one taxon (c. 930 bp) made up between 12 and 51% of every community within 
samples from Week 83. The average abundance of this taxon was 25 ± 2.2% and the raw results of 
Taxon 930’s relative abundances are shown in (Appendix B 22). The Gini coefficient data for all other 
weeks sampled are presented in Appendix B 13 . 
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Figure 4-12  Linear regression between Gini coefficient and pond size for the bacterial communities 
sampled at Week 83. A significant positive relationship between pond size and 
community evenness was detected, whereby larger ponds contained less even 
communities (P < 0.001; r2=0.37;slope a=0.01). The Gini coefficients for the samples 
collected on other weeks are presented in Appendix B 13.  
 
ii) 454 pyrosequencing of 16S rRNA genes 
 
Surprisingly, one dominant OTU was found in nearly all of the samples and made up 99,418 of the 
195,746 (50%) total sequences. This OTU (OTU 1) was identified as an uncultured β-Proteobacterium 
(Rhodocyclaceae; 33% similar determined by the RDP; ribosomal database project) and was the most 
abundant OTU in all but five samples. Consequently, the bacterial communities were particularly 
uneven and very high Gini coefficients were observed (Appendix B 15). Linear regression carried out 
between the Gini coefficient and pond size supported the ARISA results from Week 83, whereby the 
larger ponds contained less even communities (Appendix B 16). Figure 4-13 and Figure 4-14 show the 
relative abundance of each bacterial phylum with OTU 1 removed. The same bar graphs with OTU 1 
included are presented in Appendix B 17 and Appendix B 18 for phylum and class level, respectively.  
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Figure 4-13 Bar graphs representing the relative abundances of bacterial phyla in each sample 
with the dominant OTU removed.  
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Figure 4-14 Bar graph representing the most abundant bacterial classes in each sample, but with 
dominant OTU excluded.  
 
Due to the high abundances of OTU 1 found within most samples there were few differences in 
bacterial community composition as measured using Bray-Curtis similarity with untransformed 
abundance counts (which is heavily influenced by the abundant taxa). Although a significant 
difference in community composition was identified between different sized ponds (PERMANOVA, 
P=0.04 and P=0.02 for sub-sampled and raw data, respectively. The results of the sub-sampled and 
raw (not sub-sampled) untransformed data are presented in Appendix B 19 and Appendix B 20, 
respectively). In order to down-weigh the influence of the dominant OTU, the abundance data were 
square-root transformed (Heino, 2008) as well as investigating presence-absence data (see Appendix 
B 19 and Appendix B 20), approaches that have both been utilised in numerous microbial studies 
using 454 sequencing data (Blaalid et al., 2012, Brown et al., 2012, Flores et al., 2012, Kauserud et al., 
2012, Neave et al., 2012) and similar trends were observed for both transformation approaches. 
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Figure 4-15 presents the square-root transformed sub-sampled data (A) and the raw (not sub-
sampled) data (B) in order to visualise the effect of sub-sampling on bacterial community 
composition. Surprisingly, both of these plots exhibit very similar configurations, even though plot B 
contains many samples with over 10,000 sequences and all of the samples in plot A are sub-sampled 
to 2038 sequences.  Clustering among the ponds appears to occur between 0.25 L, 23 L and 150 L 
samples. Indeed, SIMPROF analysis (Figure 4-16) showed that there were no significant differences 
among these replicates. There also appears to be a divide in Figure 4-15B, whereby bacterial 
community data from the larger ponds are found toward the far left of the MDS plot and the smaller 
sized ponds dispersed across the right of the plot. This is also confirmed in the cluster plot presented 
in Figure 4-16, whereby the majority of the larger ponds (23-550; excluding 550A and 550B) are 
found within one clade of c. 20% similarity.  
 
Figure 4-15 MDS plot based on square-root transformed 16S rRNA sequence data using Bray-Curtis 
similarity, where (A) represents sub-sampled (i.e., abundance data sub-sampled to 
2038 sequences) data and (B) represents raw abundance reads (i.e., not sub-sampled)  
( ) 550 L, ( ) 150 L, ( ) 23 L, ( ) 10 L , ( ) 5 L, ( ) 1 L and ( ) 0.25 L.  2D stress= 0.13 
for both plots.  
 
A
B
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Figure 4-16 Cluster dendrogram of Week 83 pond samples based on Bray-Curtis similarity using 
square-root transformed raw 16s rRNA gene sequence data. The red lines represent 
the results of a SIMPROF test, whereby samples within the same clade represented by 
red lines are not significantly different from each other.  
DistLM analysis was performed on the square-root transformed data and is presented in Table 
4-10. Using the raw abundance counts, DO%, conductivity and total carbon were determined as 
having a significant effect on bacterial community composition, explaining a total of 24% of the 
variation (11 and 6.6% for DO% and total carbon, respectively).   
Table 4-10 Relationships between environmental variables and bacterial community composition 
revealed by DistLM analysis performed on a Bray-Curtis measure using forward 
selection. Significant relationships are shown in bold and environmental variables that 
correlated with each other were removed from the analysis. 
Variable Cumulative 
r2 
SS F P Prop. 
 DO (% saturation) 0.11 7769.10 2.29 <0.01 10.77 
Conductivity (S/m) 0.18 4929.60 1.49 0.03 6.83 
 Total Carbon (mg -1) 0.24 4622.10 1.43 0.02 6.41 
Temp (°C) 0.29 3777.50 1.18 0.18 5.24 
pH 0.34 3448.40 1.09 0.33 4.78 
 Nitrates (mg/L) 0.38 2903.40 0.91 0.62 4.03 
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4.9.6 Comparison between ARISA and 16S rRNA gene sequencing 
The high levels of community unevenness caused by the dominant OTU 1 led me to examine the 
Week 83 ARISA data in more detail and subsequently try to determine if this dominant OTU was 
detected by ARISA. Subsequent analysis identified a very dominant peak (taxon) of c. 930 bp found 
within every sample with an average relative abundance of 25 ±3.3%. It is known that the run-to-run 
variation among larger (> 900 bp) fragments is increased in ARISA (Popa et al., 2009). Therefore, I 
decided to sequence the c. 930 bp fragments to determine if they were identical between samples 
and confirm if the sequence belonged to a β-Proteobacteria (the class of OTU 1). As these peaks 
were relatively large fragments, I was able to run the ARISA PCR products on a 2% agarose gel (80V 
for 2 hours) and extract the bands using standard procedures described in Chapter 2. I performed 
this for eight of the samples (see Appendix B 22) and sequenced them using forward and reverse 
Sanger sequencing. In this case, sequences from different samples were on average 98.4 ±0.1 and 
99.8 ±0.04% similar for forward and reverse sequences, respectively. The consensus sequence is 
presented in Appendix B 23 and BLAST results identified low query cover values (< 25%) and the 
majority of the closest matches belonged to Ralstonia sp, a genus of β-Proteobacteria in which many 
taxa were previously assigned to the genus Pseudomonas (Yabuuchi et al., 1994, Vaneechoutte et al., 
2004). Although not conclusive, these results provide some evidence that this taxon was a β-
Proteobacteria and potentially the same taxon as OTU 1 identified from the sequencing of 16S rRNA 
genes.  
The identity of OTU 1 was only 33% similar to Rhodocyclaceae using the 16S rRNA gene generated 
from 16S rRNA pyrosequencing, so it is no surprise that the ITS sequence of this organisms was not 
represented within the BLAST database. Interestingly, when I manipulated the ARISA abundance data 
from Week 83 so that all of the c. 930 bp taxa were merged into the same taxon (of exactly 930 bp), 
the results appeared to match the overall pattern of the 16S rRNA gene pyrosequencing data much 
better (see Appendix B 24). Indeed, analysis using the RELATE function in PRIMER compared the 
similarity matrices of the ARISA data and the 16S data and confirmed this assumption (see Appendix 
B 25). In this case the ARISA similarity matrix was not significantly different from the 16S similarity 
matrix (using raw abundance counts, square root transformed abundance counts and sub-sampled 
abundance data). For example, the Mantel r statistic between the ARISA data similarity matrix and 
raw 16S abundance data matrix was 0.5 (P < 0.001), indicating relatively high similarity between the 
two matrices. 
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4.10 Discussion 
4.10.1 Taxon-area relationship 
In this chapter I tested the TAR using a controlled, model system using a combination of ARISA and 
high-throughput 454 sequencing of 16S rRNA genes. As far as I am aware, this is one of the most 
robust and controlled tests of the TAR within aquatic bacterial communities to date. Here, I present 
no evidence supporting a positive TAR within the aquatic bacterial communities studied in this 
investigation and the TAR hypothesis was rejected.  In fact, the 16S rRNA gene sequencing data 
identified a significant negative relationship between bacterial diversity and pond size. This result 
does not support the conclusions of many previous studies that relied on less sensitive (e.g., only 
being able to detect bacteria with abundance > 1% of total community) molecular techniques (Bell et 
al., 2005, Reche et al., 2005, Van Der Gast et al., 2006). The fact this negative relationship was still 
observed even when the 0.25 and 1 L ponds were removed from the regression was an important 
finding, as it determined that the overall relationship was not solely driven by the high bacterial 
diversity within these pond communities. Surprisingly high levels of variation were found between 
the different sized ponds relating to bacterial taxon richness with Chao1 diversity ranging from just 
203 (150A) to 4406 (5B). A high percentage (57%) of the variation in bacterial taxon richness could be 
explained by environmental variables rather than the size of the pond. For example, DO% could 
explain 36% of the variation, with total carbon explaining a further 21% of the variation. These 
results suggest that environmental factors are more important than habitat size in determining the 
taxon richness. Indeed, this conclusion is supported by the recent work of Logue et al. (2012), which, 
as far as I am aware, is the only other study of the TAR in aquatic bacterial communities that has 
utilised 454 pyrosequencing. In their study, a larger percentage of the variation in taxon richness 
could be explained by nutrient levels (particularly phosphorus) rather than lake or catchment size per 
se. A significant negative TAR was also identified in their study, whereby the smaller sized lakes 
contained the highest levels of diversity with the power law model generating a z value of -0.151. 
Here, I also identified a negative z value of -0.19 ±0.08; a similar result to that presented in Logue et 
al. (2012). It is therefore apparent that the TAR may not occur within all aquatic systems and should 
not be taken for granted, and other biotic/abiotic factors may be more important in determining 
richness than habitat size alone. This research highlights the need for future work to attempt to 
reproduce the results of previous studies (e.g., Bell et al., 2005) using high-throughput techniques. 
This is the only way we will be able to confirm if the TAR is indeed a universal ecological concept 
applicable to all domains of life (Logue et al., 2012).  
A positive TAR was not observed in this experiment. Consequently, it is most likely that other biotic 
and abiotic factors influenced the bacterial richness and composition of these different sized ponds. 
For example, levels of thermal inertia (the resistance of water to temperature variations (Minacapilli 
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et al., 2012)) likely varied significantly between the different sized ponds. Indeed, the temperatures 
of the smaller bodies of water were regularly observed to be warmer than the larger ponds 
(Appendix B 5). This meant the smaller bodies of water likely exhibited lower levels of thermal 
inertia, whilst the larger pond exhibited larger levels of thermal inertia (Hostetler & Small, 1999). This 
in its self may have led to an increase in the taxon richness of bacteria within the smaller ponds, 
because the erratically fluctuating temperatures that occur during a 24 hour day within the smaller 
ponds likely created many different selection regimes (i.e., increasing the ‘niche space’ within the 
smaller ponds), each potentially selecting for different taxa and thus increasing the richness of the 
communities (Adams et al., 2010).In contrast, the larger ponds would have remained relatively well 
buffered, with higher thermal inertia leading to more constant temperature regimes. The relatively 
stable environment found within the larger ponds may have selected for specialist bacterial taxa that 
outcompeted generalist and less well adapted taxa, thus reducing the taxon richness of the larger 
ponds (Matsumura, 2013).  Indeed, the larger ponds were observed to be less even than the smaller 
ponds for samples collected at Week 83. Differences in pH and DO% were also consistently observed 
between the various sized ponds, whereby the smaller ponds were consistently more alkaline with 
higher levels of dissolved oxygen. Indeed, increases in DO% and pH were likely to have been caused 
by increased temperature, because increased temperature is known to increase the rate of 
photosynthesis in cyanobacteria and algae taxa (Davison, 1991). Higher levels of photosynthesis 
would therefore increase the DO% and increase the pH of the water due to sequestration of carbon 
dioxide (Gao & Zheng, 2010). Thus biotic factors, which were potentially driven by the size of the 
pond, may have led to the development of the distinct bacterial communities and the negative TAR 
identified in the different sized ponds throughout this experiment.  
The results from the ARISA did not identify any positive TAR among any of the weeks sampled and 
the TAR hypothesis was rejected in all cases. ARISA may not have been sensitive enough to 
determine the true diversity within these ponds (the limitations of ARISA have been discussed in 
both Chapter 2 and Chapter 3), yet ARISA was able to determine the Week 83 0.25 L pond 
communities were among the most diverse, a result in agreement with the 454 data. In an ideal 
scenario, I would have filtered all the water from each pond for subsequent molecular analysis. 
However, this poses extremely large technical issues and, as far as I am aware, has never been 
carried out for volumes of water > 500 L. Indeed, I was also investigating temporal succession, which 
meant removing large volumes of water each time I sampled the ponds was not an ideal approach, 
because I wanted to cause minimal disturbance to the system each time I collected samples. I 
therefore followed the sampling approach of previous studies of the TAR among bacterial 
communities, whereby a sub-sample of the community was collected and analysed (Bell et al., 2005, 
Reche et al., 2005, Logue et al., 2012). The fact a large percentage of the 0.25 L ponds were sampled 
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(i.e., 150 ml from a 250 ml sized pond) may explain the high diversity of the communities in these 
small ponds. However, I ensured the ponds were completely settled before filtering the water, 
allowing me to only collect the bacteria associated with the water column, not any other detritus 
such as leaves, soil or biofilm communities that accumulated at the bottom of the ponds. I am 
therefore confident that the samples collected from these small ponds are comparable to the larger 
ponds.  
The sequencing of bacterial 16S rRNA genes revealed high levels of diversity within a number of 
ponds, with most communities being dominated by members of the Proteobacteria and 
Bacteroidetes; results that agree with previous investigations of aquatic bacterial diversity utilising 
454 pyrosequencing (Edberg et al., 2012, Parfenova et al., 2013). The high dominance of OTU 1 was 
an interesting result, because even though the ponds were seeded by same water at the start of the 
experiment, the ponds had over a year to develop their own unique bacterial communities. High 
levels of unevenness within bacterial communities are a typical observation and appear to be the 
norm, rather than the exception (Quince et al., 2008, Ortmann & Ortell, 2013, Shade et al., 2013). 
Indeed, the Gini coefficient data generated from the 16S data were comparable to previous bacterial 
studies (Agogue et al., 2011, Franzetti et al., 2011, Marzorati et al., 2013). Relatively contaminated, 
stressful environments can also create strong selection pressures, which lead to the community 
being dominated by a handful of taxa, thus reducing community evenness (Heinzel et al., 2009, 
Wittebolle et al., 2009, Gihring et al., 2011, Haller et al., 2011). Indeed, numerous publications show 
a number of microbial communities being dominated by one or two OTUs, with one OTU 
contributing over 50% of sequences from a range of different environments (Buee et al., 2009, 
Besemer et al., 2012, Ortmann & Ortell, 2013, Simister et al., 2013, Stanish et al., 2013, Storelli et al., 
2013). Later analysis carried out on the pond water within the 550 L ponds identified relatively high 
concentrations of copper and other heavy metals (see Chapter Five), meaning that these habitats 
may have been more stressful environments than originally supposed. These ponds were not 
completely ‘natural’ systems; in comparison to the tarns studies in Chapter Three they were rather 
stagnant, ‘closed’ systems, because no interaction between soil/sediments and the water column 
was allowed. Therefore, a combination of environmental stress and artificial habitat conditions may 
have played a role in reducing the evenness of the bacterial conditions and selected for high 
abundances of OTU 1 within each pond. It should be noted here that the taxon-area relationship has 
previously been identified in rather ‘unnatural’ habitats, such as membrane bioreactors in 
wastewater treatment plants, ‘metal-cutting fluid sump tank reservoirs’ and leaf filled tree holes (Bell 
et al., 2005, Van Der Gast et al., 2006). Consequently, the set-up of the ponds in this experiment 
should not have influenced the strength and direction of the TAR, at least in comparison to these 
other studies.  
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4.10.2 Bacterial community evenness  
I predicted that the smaller ponds would contain less even bacterial communities (evenness 
hypothesis) based on the empirical data presented in Woodcock et al. (2007). I provide no support 
for this hypothesis. In fact, when a significant interaction between community evenness and pond 
size was identified, the opposite was the case; smaller ponds contained more evenly distributed 
bacterial communities. This result was also supported by the 16S sequencing data, which indicated 
ARISA is relatively sensitive at detecting differences in bacterial community evenness. Indeed, 
additional regression analysis carried out between the Gini coefficient data generated from ARISA 
and 16S rRNA sequencing confirmed this conclusion and identified a significant correlation between 
the two approaches (P=0.01, r2=0.28; OLS regression; Pearson’s r=0.52). In general, more diverse 
communities are expected to exhibit higher levels of community unevenness, as ecological 
communities are normally dominated by a few abundant taxa and lots of rare taxa (it must be 
stressed that the exact relationship between evenness and richness is still not completely 
understood, even among communities of macroorganisms, and remains a relatively controversial 
topic; see Soininen et al. (2012)); a relationship that has been empirically observed in numerous 
macroorganism communities (Stirling & Wilsey, 2001, Wilsey et al., 2005, Zhang et al., 2012). 
However, the results from the 16S sequence data did not support this, and the more diverse 
communities were far more evenly distributed, a result that supports a recent study by Pholchan et 
al. (2013). The results from this investigation show a highly significant relationship between 
community evenness and taxon richness, indicating that, like some macroorganism communities, 
evenness and richness are intricately related (Stirling & Wilsey, 2001, Zhang et al., 2012).  
4.10.3 Taxon-time relationship  
The TTR, which predicts an increase in observed taxon richness over time, was tested and a 
significant TTR was observed for all of the ponds studied in this investigation, with the power law 
model producing a significant and convincing fit to the data in all cases. The ω values from the power 
law model (ω=0.14-0.25) were very similar to those reported in previous work. For example, Wells et 
al. (2011) indentified a highly significant positive TTR within activated sludge communities using 
tRFLP, with a ω value of 0.209. Van der Gast et al. (2008) also identified a positive TTR among 
bacterial communities associated with bioreactors in a wastewater treatment plant using DGGE, with 
ω values ranging from 0.16 to 0.51. Here, van der Gast and colleagues’ demonstrated the slope of 
the TTR (i.e., the ω value) responded in a predictable manner to different starting concentrations of 
industrial wastewater, indicating that ω values reduced with increased environmental stress.  Finally, 
Kim et al. (2013) used 454 pyrosequencing of 16S rRNA genes to investigate the TTR identifying a ω 
value of 0.5. These studies investigated the dynamic and diverse bacterial communities associated 
with bioreactors and activated sludge wastewater treatment plants, which may explain why, on 
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average, higher values of ω were observed. Although the TTR has received little attention in aquatic 
microbiology, there is growing evidence that the TTR occurs at various ecological scales and that the 
power law model generates accurate descriptions of the TTR. Observing bacterial communities over 
different temporal, as well as spatial, scales is continuing to be recognised as an important facet of 
microbial ecology (Jones et al., 2012). Consequently, the TTR and the power law model may prove to 
be a useful tool in explaining, and predicting, bacterial taxa turnover through time. In the macrobial 
world the ω exponent of the TTR is known to be negatively correlated with the spatial scale of 
observation (White et al., 2006, Wells et al., 2011). However, although the 550 L ponds did appear to 
exhibit lower ω values, no significant relationship between ω values and pond size was identified in 
this study. Contrary to the cumulative richness data, absolute taxon richness did not show any 
temporal trends and remained relatively stable over time, supporting the results of van der Gast et 
al. (2008) and agreeing with observations of macroorganism communities (Brown et al., 2001).  
The pond communities investigated here exhibited strong temporal patterns, with bacterial 
communities becoming more dissimilar to each other over time; a result which supports the 
conclusions of previous research (Wells et al., 2011, Cabrol et al., 2012, Portillo et al., 2012). 
Communities sampled during the same week were also more similar to each other than to 
communities from different weeks and surprisingly similar temporal successional trajectories were 
identified for the 550, 150 and 23L ponds. Jones et al. (2012) presented temporal ARISA and 
sequencing data from lakes of various sizes. In their study, spatial variation at a single time point was 
far smaller than variation through time, and temporal variation was observed of time periods < 48 
hours. It is therefore becoming increasingly apparent that temporal and spatial variations both need 
to be incorporated into microbial studies. The incorporation of temporal sampling is a difficult issue 
(Redford & Fierer, 2009, Lauber et al., 2013). For example, it has taken microbial ecologists a 
relatively long time to consistently collect adequate replicate samples across small spatial scales 
(Prosser, 2010). Will temporal replicates also need to be considered when sampling bodies of water 
and if so, how would this be carried out? These are important questions that are worthy of 
discussion and future research. That being said, I show here that c. 20% of bacterial taxa detected in 
Week 1 communities were still present in Week 83 communities, although the exact percentage 
seemed to vary depending on pond size, with the 550 L ponds retaining a higher percentage of taxa 
over time. While clear temporal variation in community structure was observed, a significant number 
of taxa remained within the ponds during the course of the experiment. Further research in aquatic 
systems should investigate the temporal turnover of bacterial taxa over longer and shorter periods of 
time. This will help to elucidate some of the issues related to temporal replication. 
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4.10.4 Effects of pond size on community structure 
As well as investigating differences in taxon richness, the composition hypothesis predicted 
significant differences in community structure relating to the different sized ponds and significant 
differences in community structure among the ponds were identified in all but one week (Week 4). 
Furthermore, the MDS plots for the individual weeks showed clustering occurring between 
communities from the same sized pond, thus providing supporting evidence of the composition 
hypothesis. However, this clustering appeared to be reduced for the Week 83 samples, where a 
greater number of ponds were able to be sampled. The Week 83 samples exhibited differences in 
community structure between different sized ponds, but no differences in community function were 
identified, supporting the results of previous studies (Langenheder et al., 2006, Bellamy, 2013), 
whereby no link between community composition and function were identified. The environmental 
variables collected also varied in their ability to explain the community data. Unfortunately, I only 
collected pH, temperature and DO% data from the early sampling weeks (Weeks 1-30) and these 
variables were correlated. This severely reduced the number of variables I was able to model in the 
DistLM analysis and subsequently limited the explanatory power of the regression analysis. However, 
even when a larger range of variables were collected (Week 83, for example), only a relatively small 
percentage (18%) of the variation could be explained. This was also seen with the 16S rRNA gene 
sequence data, where only 24% of the variation could be explained by the environmental variables 
collected; a much lower percentage than other previous studies (Logue et al., 2012, Logares et al., 
2013). Consequently, even though differences in community structure were found between the 
different sized ponds, I may not have collected the sufficient physicochemical data to explain a larger 
percentage of the variation and therefore investigate species sorting in a robust manner. However, 
the fact consistent differences in community structure relating to pond size does provide some 
supporting evidence of species sorting occurring between the ponds as it was apparent the different 
sized ponds did lead to different selection regimes.    
4.10.5 Comparisions between ARISA and 16S rRNA gene sequencing 
The results from the comparisons between the ARISA and the 16S pyrosequencing data identified 
significant correlations between the two resemblance matrices. This provides evidence that ARISA is 
a sensitive method for investigating bacterial community structure and, in terms of detecting overall 
community trends, relatively comparable to 454 pyrosequencing of 16S rRNA genes; a result that 
supports the conclusions of Shade et al. (2012). In addition, a significant relationship was also 
identified between the Gini coefficient data generated from ARISA and 16S rRNA gene sequencing, 
once again indicating ARISA is sensitive enough to detect differences in evenness between different 
bacterial communities.  
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4.11 Conclusion  
In conclusion, I provide no support for a positive TAR using a range of data analysed with ARISA and 
454 pyrosequencing.  In fact a negative TAR was identified with DO% explaining a large percentage of 
the variation. This supports the results of Wells et al (2011), which showed DO% can have a 
significant effect on bacterial community structure and diversity in aquatic systems. The lack of 
evidence supporting a taxon-area relationship in the present experiment suggests more in-depth 
tests of the TAR within aquatic bacterial communities are needed and we should not ‘rest on our 
laurels’ that the TAR is a ubiquitous pattern in microbial ecology.  
Evidence of a positive TTR was also presented and bacterial diversity changed through time in 
accordance with a power law model and significantly different bacterial communities were observed 
among the different sampling weeks. This result demonstrates that bacterial community structure 
can turn-over through time in a predictable manner, similar to communities of macroorganisms. 
Although the power law model is unable to predict the changes in bacterial community structure 
(e.g., predict changes in individual taxa abundances), it does allow microbial ecologists to predict 
changes in richness though time. Thus, the TTR may prove to be a useful theoretical addition to 
investigations of temporal dynamics in microbial ecology.  
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Chapter 5 
 
 
 
 
Microcosm Study: An investigation of 
environmental stressors on bacterial 
community structure and function.   
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5.1 Abstract  
In this chapter, I investigated species sorting processes using a highly-replicated, controlled 
microcosm experiment.  This ‘closed-system’ experiment allowed an investigation of neutral 
processes and species sorting in the absence of migration events.  Here, I investigated the effects of 
different environmental stressors (temperature and copper concentrations) acting upon the same 
initial bacterial community. In addition, a dilution series was carried out to investigate the effects of 
differing cell concentrations and founder community diversity on bacterial community structure after 
a 48 hour incubation period. I hypothesised that species sorting processes would cause variation in 
bacterial community structure relating to copper concentrations and temperature regimes. 
Significant differences were detected in bacterial community structure among the different 
treatments, providing evidence of species sorting structuring these aquatic communities. Differences 
in bacterial community evenness, taxon richness and the diversity of a functional gene (copA) were 
also investigated. Here, I hypothesised that the bacterial communities that developed in the highly-
diluted microcosms would exhibit lower levels of community evenness. Evidence from the Gini 
coefficient supported this hypothesis and a significant reduction in community evenness was 
detected relating to dilution factor. However, no significant differences in community evenness and 
taxon richness were detected among microcosms incubated at different copper concentrations. 
These results show that copper stress affected overall bacterial community structure, but not 
evenness or taxon richness. Finally, I investigated the diversity of the copper stress functional gene, 
copA. I hypothesised that copA diversity would be increased in microcosms incubated at higher 
copper concentrations. There was no evidence to support this hypothesis and no differences in copA 
diversity were detected among the bacterial communities incubated at varying copper 
concentrations. In conclusion, evidence of species sorting was observed among the bacterial 
communities investigated. 
5.2 Introduction  
Understanding how bacterial communities respond to varying environmental conditions is a major 
goal in microbial ecology. Odum’s (1985) important paper on environmentally stressed ecosystems 
has played an important role in macroorganism ecology (Zhang et al., 2010) and Odum’s predictions 
have only relatively recently been applied within the microbial realm (Moffett et al., 2003). Odum’s 
predictions state that environmental stress not only influences community composition, but also 
reduces community evenness and richness. However, studies that focus on evenness, and how 
differing environmental factors influence evenness, in aquatic bacterial communities are few and far 
between. This is worrying because reduced community evenness has been proposed as indicators of 
reduced resilience, stability and functional diversity (Wittebolle et al., 2009). Of the few studies that 
have been carried out, environmental stress has been shown to reduce bacterial community 
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evenness and richness in soil environments (Smit et al., 1997, Sandaa et al., 2001). Furthermore, 
demonstrating that relative abundance distributions of bacterial communities responds to 
environmental stress in a predictable manner would provide supporting evidence of species sorting 
processes playing an important role in structuring these bacterial communities (Siqueira et al., 2012). 
In this chapter, I investigate the influence of different environmental stressors on bacterial 
community structure, evenness and function, with specific emphasis on species sorting occurring 
within a ‘closed’ (i.e., where no migration is allowed) aquatic system.  
Copper is found within many agricultural fertilisers and is a common pollutant of agricultural soils 
(Kunhikrishnan et al., 2011). Elements that are added into the soils have a higher chance of leaching 
from the soils contaminating natural waterways and copper is no exception (Gonzalez & Alvarez, 
2013). In addition, storm water can contain high levels of copper which can enter rivers and streams, 
and levels of over 50 µg L-l and 100 µg L-l of copper are not uncommon within urban and rural 
waterways (Davis et al., 2001, Ancion, 2010, Bereswill et al., 2012, O’Sullivan et al., 2012, Sodré et al., 
2012, Ancion et al., 2013). Recently, studies by Lear et al. (2012) found that waste water from air 
conditioning units led to high copper contamination of urban river systems.  However, pollution 
related to copper mining is one of the most significant problems within aquatic systems. For 
example, leaching and dumping from a copper mine in Torch Lake, USA led to a copper concentration 
of 5500 ppm of copper (5.5 kg L-l) within the lake water (Konstantinidis et al., 2003). To put number 
in perspective, the Australian and New Zealand environmental conservation council (ANZECC) 
considers copper concentrations of over 1.4 µg L-l as their trigger value for contamination 
(ARMCANZ, 2000). Copper is  therefore an important pollutant of freshwater aquatic systems yet 
relatively few studies have been dedicated to the investigation of copper-resistant genes in impacted 
aquatic environments (Besaury et al., 2013) 
Copper is an essential trace metal that is required for many metabolic processes in both bacteria 
and eukaryotes,  and is important in the production of crucial enzymes such as cytochrome oxidase, 
superoxide dismutase and lysyl oxidase (Pena et al., 1999). This is mostly due to its ability to cycle 
between two oxidation states, Cu+ and Cu2+, allowing this metal to become an ideal cofactor in redox 
reactions (Rademacher & Masepohl, 2012). However, at increased concentrations copper is highly 
toxic and most cells have homeostatic mechanisms that regulate the internal concentrations of 
copper (Rensing et al., 2000). When copper is at high cytoplasmic concentrations it can lead to 
dysfunctional proteins (Kershaw et al., 2005) and can react with hydrogen peroxide, which produces 
hydroxyl radicals that leads to oxidative stress (Ranjard et al., 2006). Consequently, numerous 
molecular pathways and genetic determinants have evolved in bacteria to regulate copper 
homeostasis. The CopA ATPase actively pumps Cu+ out of the cytoplasm into the periplasm (Franke 
et al., 2003) and is coded for by the copA gene. copA is known to show high levels of sequence 
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heterogeneity between different taxa, meaning it is the ideal candidate to study the diversity of the 
copper resistant functional community.  
In this chapter I investigated the effects of various environmental stressors by exposing the same 
bacterial community to different copper and temperature regimes using aquatic microcosms. The 
different temperature regimes where chosen as the toxicity of heavy metals is known to increase 
with higher incubation temperatures. A dilution series of the original bacterial community was also 
carried out, which was intended to artificially reduce initial cell density, evenness and likely diversity 
(Langenheder et al., 2005, Hannes et al., 2010). As this diluting process created different initial 
‘founder’ communities with varying starting abundances, it therefore allowed me to investigate the 
structure of the final ‘climax’ communities that developed under different environmental conditions  
after a set incubation time. Finally, the dilution series allowed an empirical assessment of the 
effectiveness of the Gini coefficient (and ARISA per se) to accurately describe differences in bacterial 
community evenness. As this experiment investigated the effects of different environmental 
conditions acting upon the same initial bacterial community, specific species sorting hypotheses 
were able to be tested. These hypotheses will be broken down into those that relate to structure, 
evenness, taxon richness and function. In regards to structure I hypothesised that if species sorting is 
an important driving process, microcosms incubated at different temperatures and copper 
concentrations would show significant differences in community structure.  This should occur as 
copper resistant bacterial taxa are expected to have a competitive advantage over less well adapted 
taxa (Santo et al., 2010), regardless of dilution factor, whilst the different temperature regimes 
should also select for different taxa (Riehle et al., 2003, Dragosits & Mattanovich, 2013). As the 
dilution series likely resulted in the transfer of the most abundant taxa, there should be no significant 
differences in the structure of bacterial communities within the same dilution factor (i.e., the 
biological replicates). This is assumed because all microcosms of a given treatment (i.e., temperature 
and copper concentration) offer identical incubation conditions which will select for similar taxa.   
In accordance with Odum’s predictions I hypothesised that communities incubated at higher 
copper concentrations and higher temperatures will exhibit lower community evenness (evenness-
copper and evenness-temperature hypotheses, respectively), this is assumed because high copper 
concentrations are known to be toxic to different bacterial taxa, therefore reducing diversity, whilst 
the higher temperature is presumed to be more stressful for environmental communities (Cervantes 
& Gutierrez-Corona, 1994, Smit et al., 1997, Lasat, 2002). The next hypothesis related to evenness 
involves the dilution factor. As diluting the bacterial communities likely only transferred the most 
abundant taxa, community evenness should decrease with increased dilution factor (evenness-
dilution hypothesis). The second of Odum’s prediction states that taxon richness will decrease with 
increased stress. Therefore, taxon richness will be lower in communities incubated at higher copper 
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levels and higher temperatures (taxon-copper and taxon-temperature hypothesis, respectively). This 
is based on the assumption that less bacterial taxa will be able to grow to higher abundances 
because they are not adapted to copper stress (Smit et al., 1997). The dilution factor was predicted 
to reduce taxon richness. Consequently, higher dilution factors are predicted to contain less diverse 
bacterial communities (taxon-dilution hypothesis). This highly replicated and controlled experiment 
therefore allowed the testing of numerous ecologically relevant hypotheses, whilst also investigating 
the effects of increased temperature and copper stress on a complex bacterial community. Finally, 
the copA molecular fingerprinting method presented by Lejon et al. (2007) was utilised to study the 
genetic diversity of the copA genes found within the microcosm communities investigated in this 
experiment. I hypothesised that the genetic diversity of the copA gene will be significantly higher in 
microcosms incubated with higher copper concentrations and these communities will also exhibit 
different molecular fingerprints to communities exposed to lower copper concentrations. As well as 
testing the ecological hypotheses already described, this chapter therefore investigates the 
functional and structural response of a natural aquatic bacterial community to a common pollutant 
of urban/rural waterways and agricultural soils. 
5.3 Summary of hypotheses 
Hypotheses relating to community structure (i.e., ARISA trace data) 
 Under strict species sorting I predict significant differences in community structure  between 
communities incubated at the same temperature relating to copper concentrations, 
regardless of dilution factor. 
 Under strict species sorting I predict significant differences in community structure between 
microcosms relating to incubation temperature, whilst communities incubated at the same 
temperature will be more closely related to each other than those incubated at different 
temperatures. 
  different dilution factors among microcosms incubated at the same temperature and copper 
regimes.  
Hypotheses relating to community evenness (i.e., the Gini coefficient data) 
 I predicted that communities incubated with higher copper concentrations, temperatures 
and increased dilution factors will exhibit lower community evenness (evenness-copper, 
evenness-temperature and evenness-dilution, respectively). 
Hypotheses relating to taxon richness (i.e., the number of taxa/ARISA peaks in a given sample) 
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 I predicted that bacterial communities incubated with higher copper concentrations, 
temperatures and increased dilution factors will exhibit lower levels of taxon richness (taxon-
copper, taxon-temperature and taxon-dilution, respectively).  
5.4 Experimental design 
The experiment was conducted in 2.5 ml deep 96 well plates (Interlab,USA); each well will hereafter 
be referred to as an individual microcosm. These plates were chosen as their relatively deep wells 
reduce the chance of cross contamination between the replicate m and also allow more head space 
in each microcosm. Figure 5-1 represents the layout of each plate. The different dilutions are found 
across the rows starting at the top row (10-1) to the bottom row (10-6). Preliminary investigation 
showed that no bacterial growth occurred below 10-6 dilution. Therefore, in order to investigate the 
effects of low and high dilution factors after the incubation period, I only sampled and processed the 
dilutions 10-1, 10-2, 10-4 and 10-6. Microcosms are hereafter referred to by their copper concentration 
(0 µg L-l, 100 µg L-l or 200 µg L-l) , dilution factor (10-1, 10-2, 10-4 or 10-6) or by the temperature they 
were incubated at (15°C, 20°C or 25°C).  The columns were divided up by the different copper 
treatments investigated in the experiment; whereby columns 1-4= 0 µg L-l, 5-8= 100 µg L-l and 9-12= 
200 µg L-l. Each treatment was replicated four times (shown by the ‘A, B, C and D’ in Figure 5-1). 
 
             10-1 A B C D A B C D A B C D 
10-2 A B C D A B C D A B C D 
10-3 A B C D A B C D A B C D 
10-4 A B C D A B C D A B C D 
10-5 A B C D A B C D A B C D 
10-6 A B C D A B C D A B C D 
 
Green= 0 µg L-1 of copper 
Orange = 100 µg L-1 of copper  
Red = 200 µg L-1 of copper  
Figure 5-1 Schematic for the layout of the 96-well plates used in this experiment. The different 
rows represent the different dilution factors (10-1 – 10-6). The different colours 
represent the different copper treatments, whereby (green) 0 µg L-1, (yellow) 100 µg L-
1 and (red) 200 µg L-1. The letters (A-D) represent the biological replicates for each 
treatment. Rows shown in bold italics were the samples processed and investigated at 
the end of the experiment. Note that the dilution series continued to 10-8, however, 
because no bacterial growth occurred past 10-6 these samples were excluded from 
analysis.  
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5.4.1 Production of media and bacterial cultures 
The water and bacterial communities used in the experiment were collected from the artificial 
pond 550A (see Chapter Four) in November, 2012. A total of 4 L was collected from the mesocosm at 
a depth of 10 cm, following the protocol described in Chapter Two (physicochemical properties upon 
collection: Temp: 15 °C; pH: 7.10; Conductivity: 970 µS/cm). See Appendix C 3 for ICP data for the 
additional water chemistry data. From the water collected, 2 L was stored at room temperature for 
48 hours; this contained the bacterial community, but not the aquatic media, that was used to 
inoculate the plates. Before the experiment was carried out, 1 L of the original pond water was 
filtered twice through 2.5 µm filter paper (Whatman, USA) to remove particles of organic matter and 
larger protozoa (Fuhrman & Schwalbach, 2003, Humbert et al., 2009). Phase contrast microscopy 
using a bacterial counting chamber (see section 2.3.1) estimated the bacterial abundance at 2.06 x 
107 ±2.2 x 106 cells ml-1 (mean cell number and SE) and no large protozoa were visible within this 
pond water sample after filtering. Larger protozoa and Daphnia spp., can have large top-down 
grazing impacts on bacterial community structure, therefore, this pre-filtering was essential  to 
ensure no large predatory protozoa contaminated the microcosms (Pace et al., 1990, Jürgens et al., 
1999, Langenheder & Jürgens, 2001). This water was used to inoculate the microcosms with bacteria 
in this experiment, but was not the main liquid medium that filled the microcosms. The other 2 litres 
of pond water was pre-filtered through glass filters (GF/F Whatman, USA). This filtrate was passed 
again through 0.45 µm filters (Millipore) and finally filtered through 0.22 µm filter papers (Millipore). 
The filter sterilised water was then autoclaved (120°C for 30 minutes) and left to stand at room 
temperature for 12 hours, after which it was autoclaved again using the same regime described. This 
ensured no spore forming Gram positive bacteria survived the autoclave process.  To confirm sterility 
of the water, plate incubations were carried out (Plate Count Agar; Oxoid, UK) and proved to remain 
sterile after two days of incubation at 20 °C. This sterilised water was used to produce the aquatic 
media for this experiment. To ensure bacterial growth throughout the experiment, the sterilised 
pond water was amended with nutrient broth (Difco, USA). This was added to produce a 40:60 ratio 
of nutrient broth to pond water, respectively. In order to reduce the growth of eukaryotic cells in the 
media, cycloheximide (Sigma Alrich Ltd.) was added to a final concentration of 50 mg L-1, producing 
the artificial pond water used in this experiment. Cycloheximide is known to reduce the growth of 
eukaryotes by disrupting protein synthesis without interfering significantly with the growth of 
bacterial cells (Newell et al., 1983, Hondeveld et al., 1999, Schneider-Poetsch et al., 2010).  
5.4.2 Copper stress gradient 
A stock solution of 100 ppm Copper Sulphate (Cu2SO4) was produced in sterile H2O and the 
accuracy of this concentration was confirmed using a Varian ICP-OES, Varian Australia Ltd. The 
artificial pond water described in Section 5.2.1 was produced in three separate 500 ml glass flasks 
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(empty glass flasks were autoclaved at 120°C for 1 hour). Different volumes of the copper stock 
solution was added to two of the flasks (after they were autoclaved as autoclaving is known to 
interfere with the speciation of heavy metals), producing the three copper treatments used in this 
experiment (100 µg L-l and 200 µg L-l; none of the copper stock solution was added to the 0 µg L-l 
treatment). Surprisingly, the pond water collected from the artificial tarn mesocosm 550A had 
relatively high concentrations of CuSo4 present (Appendix C 3). This meant the 100 µg L
-l CuSO4 was 
actually 117 µg L-l CuSO4 (Appendix C 3), but to keep treatment names consistent throughout this 
chapter, the names 0 µg L-l, 100 µg L-l and 200 µg L-l will be used throughout this chapter. A total of 
900 µl of sterile artificial pond water was added to each well to establish the microcosms.  
5.4.3 Serial dilution of bacterial communties 
As described in the introduction, a serial dilution was carried out to investigate the effects of 
different starting communities on final community structure under a range of different 
environmental conditions. To achieve this, 100 µl of original pond water was added to each well of 
row A. A serial dilution was then performed across the rest of the plate to row H, transferring 100 µl 
with each dilution (this meant row H contained 1000 µl of media; however, this row was not sampled 
in the experiment). This was performed aseptically (whilst changing the filter tips between each 
dilution) in a laminar flow hood to reduce contamination of the cultures.  
5.4.4 Temperature and incubation time regimes 
The 96 well plates were covered using breathable seals (AeraSeal Sealing Films, Sigma, USA) and 
incubated within large airtight containers that were sterilised with Virkon and ethanol prior to 
incubation. This was performed to reduce evaporation from the microcosms within the incubator, 
which occurred at a significant rate in preliminary studies.  The breathable seal prevented 
contamination occurring between adjacent microcosms (confirmed by pilot studies whereby 
neighbouring microcosms remained sterile at the end of 48 hours of incubation (Lee, 2012, 
unpublished data)) and because the pores were 0.22 µm the seal reduced the chance of the 
microcosms from becoming completely anoxic. Each airtight container was incubated at a different 
temperature (15°C, 20°C and 25°C). These also contained a small plastic vial filled with 100 ml of 
sterile H2O, which ensured the containers remained humid and reduced evaporation occurring from 
the plates. Previous trials using the same bacterial community and media indicated that the bacterial 
communities reached the stationary phase of growth after c.24 hours, regardless of copper 
treatment (see Appendix C 1). These preliminary trials also confirmed there was no further growth 
after this period across all of the dilution series investigated.  In order to sample the microcosms 
during the stationary phase, all of the plates were sampled after 48 hours of incubation. All 
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incubations occurred in the dark, in order to exclude autotrophic bacteria (cyanobacteria, for 
example) and promote the growth of only heterotrophic bacteria.   
In order to estimate abundances and ensure bacterial growth had occurred in all of the 
microcosms, two extra plates were included within each airtight container. These were exact 
replicates of the plate layout in Figure 5-1. However, these were made using flat bottomed 96 well 
plates (Sigma-Aldrich, USA), which could be placed in a plate reader (Thermo Scientific Multiskan GO 
Microplate reader, USA) allowing the estimation of bacterial abundance (OD600; the optical density 
measured at a wavelength of 600 nm; a common method for estimating the concentration of 
bacteria in a liquid media (Créach et al., 2003, Levin et al., 2013)). The deep 2.2 ml plates were too 
tall to fit in the plate reader so the flat bottomed replicates had to be used instead (the flat 
bottomed plated contained less media, with less head-space, so these plates were not chosen be 
used for the main experimental microcosms).  Readings of these abundance plates were made after 
24 hours and 48 hours and used to estimate the bacterial growth in the larger plates. Sterile negative 
controls were also included to ensure no contamination could occur across the ‘breathable’ seals.  
5.5 Molecular methods. 
DNA extractions were performed on all samples in each of the plates sampled at the end of the 
experiment. The DNA extract method is described in Chapter 2. However, the DNA extractions were 
performed on pellets of cell debris instead of on a filter paper. The samples from each well were 
transferred to sterile microcentrifuge tubes (c .900 µl) and spun in a centrifuge for 5 minutes at 
13,000 rpm. The supernatant was then discarded and the DNA extraction was performed on the 
pellet produced as described in Chapter 2.  
ARISA PCR was performed on DNA extracts from rows 10-1, 10-2, 10-4 and 10-6 (see Figure 5-1) from 
plates incubated at 15°C, 20°C and 25°C, and ARISA was carried out as described in Chapter 2.  
copA gene analysis was carried out on samples found with the 10-1 and 10-6 dilutions from 
microcosms incubated at 15°C, 20°C and 25°C following the methods described in Chapter 2. This was 
carried out to test the effects of copper concentration, temperature and dilution factor on the copA 
diversity of the bacterial communities that developed within the microcosms. The PCR products were 
purified using Zymo clean and concentrate kits, following manufacturers’ instructions. 
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5.6 Data analysis 
All the methods used for data analysis are described in Chapter Two.  
5.7 Results  
5.7.1 Bacterial abundance  
The negative controls remained uncontaminated during the experiment, whereby each negative 
control plate had an average OD600 reading of 0.0504 ± 0.0003, 0.0501 ±0.0002 and 0.0499 ±0.0001 
(Mean and SE) for plates incubated at 15°C, 20°C and 25°C, respectively. Paired t-tests confirmed 
there were no differences in average OD600 between the three plates relating to temperature 
(P=0.42).  
Bacterial growth had occurred in all three inoculated plates and the average OD600 for each plate 
was recorded as 0.359 ±0.006, 0.377 ±0.01 and 0.39 ±0.01 for plates incubated at 15°C, 20°C and 
25°C, respectively.  There was no significant difference in average OD600 between the plate incubated 
at 15°C and 20°C (ANOVA contrast, P=0.17; Figure 5-2) or between the plate incubated at 20°C and 
25°C (ANOVA contrast, P= 0.19). However, there was a significant difference in average OD600 
identified between the plates incubated at 15°C and 25°C (ANOVA, P=0.35), whereby microcosms 
incubated at 25°C exhibited higher OD values (Figure 5-2).   
 
Figure 5-2 Average OD600 nm for plates incubated at 15°C, 20°C and 25°C. Error bars show 1 x SE.  
There were no significant differences in the OD600 between the 10
-1 and 10-2 dilutions comparing all 
three plates (ANOVA contrast, P=0.28). Nor was there a difference in OD600 between the 10
-4 and 10-6 
dilutions (ANOVA contrast, P-0.44). However, there was a significant difference in OD600 between all 
other dilution combinations (see Table 5-1) 
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Table 5-1 Permutational ANOVA of OD600 data. Average of all three plates (15°C, 20°C and 25 
°C) 
Source of variation d.f SS F P 
Dilution 5 19371 62.601 < 0.01 
10-1  v 10-2 1 49.265 1.1517 0.28 
10-1  v 10-4 1 7603.8 124.24 < 0.01 
10-1  v 10-6 1 8632.5 250.59 < 0.01 
10-2  v 10-4 1 6459.1 98.598 < 0.01 
10-2  v 10-6 1 7406.6 191.1 < 0.01 
10-4   v 10-6 1 35.861 0.62713 0.44 
Residuals 210 12996   
Total 215 32367   
 
 There was no significant difference in the OD600 between microcosms incubated with 0 µg L
-l and 
200 µg L-l of copper for all microcosms (Permutational ANOVA, P= 0.32), in fact, copper concentration 
had no effect on OD600 values. Additional abundance data and growth curves generated from the 
preliminary studies are presented in Appendix C1.   
5.7.2 Community Structure and Similarity  
ARISA was carried out successfully on 141 of the 144 DNA extracts (samples 20°C-10-2-200 µg L-l rep 
1; 15°C-10-4-200 µg L-l rep 1+2 did not yield PCR product).  Multivariate analysis of the ARISA data 
(Figure 5-3;Table 5-2) reveals significant differences in bacterial community structure between 
microcosms exposed to different copper concentrations (see Figure 5-3A), different temperature 
regimes (see Figure 5-3B) and different dilution factors (Figure 5-3C).  Figure 5-3A shows that the 
main divide in the MDS plot is driven in by the 200 µg L-l microcosms that are heavily weighted 
towards the right hand side of the MDS plot (presented by red squares in Figure 5-3A). Although the 
0 µg L-l and 100 µg L-l microcosms appear to overlap in 2D space, there was a significant difference in 
community structure between the two treatments (see contrasts Table 5-2). PERMDISP test 
confirmed that there was a significant difference in the heterogeneity (i.e., distance among the 
centroids) of the multivariate data (P < 0.01), whereby the communities in microcosms exposed to 
200 µg L-l of copper were less heterogeneous (i.e., lower distance among the centroid) compared to 
the communities in 0 µg L-l and 100 µg L-l microcosms (43.9 ± 1.2, 51.3± 1.1 and 51.4± 1.3, 
respectively; means ± SE). However, there was no significant difference in heterogeneity between 
the 0 µg L-l and 100 µg L-l microcosms (P= 0.95; 51.3 ±1.1 and 51.4 ±1.3, respectively). Figure 5-3B 
shows the differences driven by temperature, whereby the microcosms incubated at 25°C are 
distributed on the right hand side of the MDS plot in two discrete clusters. Although the microcosms 
that were incubated at 15°C and 20°C appear to overlap in 2D space, PERMANOVA contrast analysis 
again confirmed that there were significant differences in community structure between these two 
treatments. PERMDISP confirmed significant differences in heterogeneity between all three 
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temperature regimes, with microcosms incubated at 25°C showing the lowest levels of heterogeneity 
(43.4 ± 0.8). Microcosms incubated at 15°C and 20°C had heterogeneity levels of 50 ± 0.8 and 53.6 ± 
0.6, respectively.  
Figure 5-3C is plotted by dilution, whereby the lower dilutions (10-1 and 10-2, plotted by green and 
blue, respectively) are found towards the bottom half of the plot and the higher dilutions (10-4 and 
10-6, turquoise and red, respectively) are observed towards the top half of the plot. Figure 5-3C also 
helps to elucidate the reason why the microcosms incubated at 25°C appeared to fall into two 
discrete clusters in Figure 5-3B, and it is driven by the dilution series.  A PERMDISP test confirmed 
there was a significant difference in the levels of dispersal found comparing the 10-1 and 10-2 
dilutions (52.1 ± 1.3, 51.6 ± 1.6, respectively) to the 10-4 and 10-6 dilutions (44 ± 1.7, 46 ± 1.7, 
respectively). 
 
Figure 5-3 MDS plots for all microcosms, plotted relating to (A) copper concentration, (B) 
temperature and (C) dilution (note: all MDS plots are the same configuration; only the 
labels are different). Figure 4-3A is plotted related to copper stress, whereby (red) 
presents microcosms inoculated with 200µg/L Cu2SO4 , (blue) 100µg/L Cu2SO4 and 
(green) 0µg/L Cu2SO4. Figure 5-3B is plotted related to temperature, whereby  (red) 
presents microcosms incubated at 25°C, (blue) 20°C and (green) 15°C. Figure 4-3C 
represents microcosms relating to dilution factor, whereby (green) represents 10-1, 
(blue) 10-2, (turquoise) 10-4 and (red) 10-6. 2D stress= 0.14. 
 
 
 
 
 
A. Copper B. Temp. C. Dilution
= 0 µg L-1
= 100 µg L-1
= 200 µg L-1
= 15°C 
= 20°C 
= 25°C 
= 10-1
= 10-2
= 10-4
= 10-6
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Table 5-2 PERMANOVA of Bray Curtis similarity whereby ‘dilution’ relates to the dilution factor 
(10-1, 10-2, 10-4 and 10-6), ‘temperature’ relates to the temperature microcosms were 
incubated at (15°C, 20°C and 25°C) and ‘copper’ relates to the different copper 
concentrations microcosms were inoculated with (0 µg L-1, 100 µg L-1 and 200 µg L-1).  
Source of variation   d.f       SS F P 
Dilution 3 45745 12.113 < 0.01 
Temperature 2 45135 17.928 < 0.01 
Copper 2 43883 17.431 < 0.01 
Dilution x Temperature  6 56563 7.4891 < 0.01 
Dilution x Copper 6 10580 1.4008 0.05 
Temperature x Copper 4 31007 6.158 < 0.01 
Dilution x Copper x Temperature  12 22799 1.5093 < 0.01 
Residuals  103 1.30E+05                  
Total 138 3.88E+05     
Contrasts:     
Source of variation  d.f SS F P 
Temperature 2 26532 7.52 < 0.01 
    15 v 20 1 6863 4.54 < 0.01 
    15 v 25 1 22650 12.64 < 0.01 
    20 v 25 1 8720 4.60 < 0.01 
Copper 2 7483 1.85 0.05 
    0 v 100 1 4813 2.40 0.05 
    0 v 200 1 5260 2.64 0.03 
    100 v 200 1 1860 0.90 0.46 
Residuals  87 1.53E+05   
Total 91 1.87E+05   
  
In order to investigate the significant effects of copper and dilution among each temperature 
regime, I decided to investigate the significant effects of copper and dilution factor among 
microcosms incubated at 15°C, 20°C and 25°C. It is clear to see in the MDS plots presented in Figure 
5-4 that copper concentrations drive a central divide for the microcosms incubated at 15 and 20°C. 
However, the MDS plots representing microcosms incubated at 25°C appears to be divided by 
dilution factor, rather than by copper. For microcosms incubated at 15 and 20°C the effects of the 
dilution series are clear to see, whereby the lower dilution (10-1) are found towards the bottom of 
the plot and the higher dilutions (10-6) are found towards the top of the plot. Interestingly, additional 
PERMANOVA analysis carried out on the 25°C microcosms identified only a marginally significant 
relationship between bacterial community structure and copper (P=0.045; PERMANOVA).  
 174 
 
Figure 5-4 MDS plots representing microcosms incubated at (top) 15°C, 20°C (middle) and 
(bottom) 25°C derived from non-metric multidimensional scaling of ARISA data using a 
Bray-Curtis measure. ‘Dilution’ plots the data relating to dilution factor, whereby 
(green) represents 10-1 microcosms, (blue) 10-2 microcosms, (turquoise) 10-4 
microcosms and (red) 10-6 microcosms. ‘Copper’ plots the data relating to copper 
concentration, whereby (green) represents microcosms inoculated with 0 µg-L of 
Cu2SO4, (blue) 100 µg L
-1 of Cu2SO4 and (red) 200 µg L
-1  Cu2SO4 . All 2D stress < 0.09. 
 
In order to investigate the significant interaction between copper and dilution factor, the ARISA 
data were averaged based on dilution factor, independently for each copper concentration (0 µg L-l, 
100 µg L-l and 200 µg L-l). MDS plots based on average dilution factors for each copper concentration 
were produced and are presented in Appendix C 8. Each of these plots showed an almost identical, 
directional trajectory for each dilution factor. This suggests differences in heterogeneity among the 
datasets are driving the significant interaction. Indeed, PERMDISP analysis confirmed this, and the 
Dilution Copper
15°C
Dilution
Dilution Copper
20°C
Dilution Copper
25°C
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communities incubated at 200 µg L-1 of copper exhibited the lowest levels of heterogeneity (see 
section 5.7.2). 
Figure 5-5 presents the relative abundance of the 20 most abundant taxa within 10-1 and 10-6 
microcosms incubated at 15°C, 20°C and 25°C. Within the 15°C microcosms, 55% of taxa that were 
most abundant in the 10-6 microcosms were also the most abundant in the 10-1 microcosms. This 
number was reduced to 30% within microcosms incubated at 20°C, and only 10% of taxa most 
abundant taxa within the 10-6 microcosms incubated at 25°C were also found to be the most 
abundant taxa within the 10-1 microcosms incubated at 25°C. Differences in the most abundant taxa 
were also detected between microcosms incubated at the same temperature relating to copper 
concentrations (see Appendix C 6). However, these differences were only detected for the 
microcosms incubated at 15°C and 20°C; microcosms incubated at 25°C showed no differences in the 
most abundant taxa, which supports the PERMANOVA analysis. 
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Figure 5-5  Relative abundance of the 20 most abundant taxa of communities that were 
incubated at (top) 15°C, (middle) 20°C and (bottom) 25°C within the (left) 10-1 and 
(right) 10-6 microcosms. Black bars within the 10-6 communities represent ARISA peaks 
that were also determined to be one of the 20 most abundant peaks in the 10-1 
microcosms incubated at the same temperature. Error bars represent x 1 standard 
error. Vertical axis represents 20% of total community for all graphs.  
 
A high percentage of taxa that were in the top 20 abundant taxa within the original starting 
community were also abundant within the microcosms (Appendix C 9). Indeed, a high percentage of 
the 20 most abundant taxa found within the starting community were also present at high 
abundance in the 10-6 microcosms, with 40% of taxa within the 15°C and 20°C microcosms being 
present in the original community and 35% of taxa in the 25°C microcosms being present in the 
original community.  
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5.7.3 Community evenness (Gini Coefficient) 
The copper-evenness hypothesis predicted that increased copper concentrations would reduce the 
evenness of the communities by promoting the growth of resistant taxa and reducing the growth of 
others. Analysis of the Gini coefficients calculated for each sample using permutational ANOVAs 
determined that copper, and the varying copper treatments used in this experiment, had no effect 
on the evenness of the bacterial communities that developed within the different microcosms (P= 
0.73;Table 5-3). The copper-evenness hypothesis is therefore rejected. There are, however, 
significant interactions that will be investigated further to test the dilution-evenness hypothesis and 
the temperature-evenness hypothesis because both of these exhibited significant differences in 
evenness (P <0.01 for both ‘Temperature’ and ‘Dilution’).  
Table 5-3  Permutational ANOVA of Gini Coefficient data,  whereby ‘dilution’ relates to the 
dilution factor (10-1, 10-2, 10-4 and 10-6), ‘temperature’ relates to the temperature 
microcosms were incubated at (15°C, 20°C and 25°C) and ‘copper’ relates to the 
different copper concentrations microcosms were inoculated with (0 µg L-1, 100 µg L-1  
and 200 µg L-1).  
Source of variation   d.f     SS F P 
Temperature 2 956.72 18.58 <0.01 
Dilution 3 1100.20 14.24 <0.01 
Copper 2 18.81 0.37 0.73 
Temperature x Dilution 6 772.35 5.00 0.00 
Temperature x Copper 4 12.03 0.12 0.99 
Dilution x Copper 6 126.66 0.82 0.58 
Temp x Dilution x Copper  12 399.17 1.29 0.21 
Residuals 104 2678.20                  
Total 139 6167.00                  
 
The dilution-evenness hypothesis predicted that communities that developed within the highly 
diluted microcosms would be significantly less even than those that developed at lower dilutions. 
Although Table 5-3 confirms there is a significant effect of dilution on the Gini coefficient, further 
contrast analysis is needed to test the dilution-evenness hypothesis. Communities within the 10-1 
dilution has the highest evenness with an average Gini coefficient of 0.74 ±0.01 (mean Gini 
coefficient ± SE). Dilution 10-4 had the lowest evenness with a Gini coefficient of 0.87 ±0.005. 
There were significant differences in evenness observed between all but the 10-2 and 10-6 dilutions 
(Table 5-4). The fact the 10-1 dilution has the lowest Gini coefficient does provide some evidence to 
support the dilution-evenness hypothesis. However, in order to test this hypothesis more strictly, it is 
necessary to investigate each plate (set of microcosms incubated at the same temperature) 
separately with the relevant contrast analysis between the dilution factors. 
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Table 5-4 Contrast results comparing the differences between dilution factor for all plates based 
on a permutational ANOVA of Gini Coefficient data.  
Source of variation d.f SS F P 
Dilution 3 1112.6 14.083 < 0.01 
   10-1 v 10-2 1 247.12 13.69 < 0.01 
   10-1 v 10-4 1 1057.6 69.213 < 0.01 
   10-1 v 10-6 1 457.91 10.196 < 0.01 
   10-2 v 10-4 1 281.61 44.477 < 0.01 
   10-2 v 10-6 1 39.771 1.0684 0.31 
   10-4 v 10-6 1 141.53 4.0737 0.04 
Residuals  134 2879.3                  
Total 137 4045.6     
P-values obtained using 9999 permutations using unrestricted permutation of raw data 
model. 
 
 
Figure 5-6 plots the Gini coefficient data for microcosms incubated at 15°C, 20°C and 25°C, whereby 
each bar represents a different dilution factor (10-1, 10-2, 10-4 and 10-6, respectively). There are clear 
differences between the temperature treatments, for example, the microcosms incubated at 25°C 
show bigger differences in evenness between dilution factors than the plates incubated at 15°C and 
20°C.  
 
Figure 5-6 Bar graphs representing the average Gini coefficients by dilution factor for the plates 
incubated at (A) 15°C, (B) 20°C and (C) 25°C. Error bars represent standard error. The 
vertical axis represents the Gini coefficient value and the horizontal axis plots the 
dilution factor (10-1, 10-2, 10-4 and 10-6).  
 
The contrast data in Table 5-5 presents the effects of the dilution factor on Gini coefficients. The 
Gini coefficients within the 10-6 dilution microcosms were significantly greater than the 10-1 dilution 
microcosms in both the 20°C plates and the 25°C plates. The Gini coefficients for the 10-1  dilution 
0.5
0.6
0.7
0.8
0.9
1
10-1 10-2 10-4 10-6
G
in
i 
(u
n
b
ia
se
d
)
Dilution factor
0.5
0.6
0.7
0.8
0.9
1
10-1 10-2 10-4 10-6
G
in
i 
(u
n
b
ia
se
d
)
Dilution factor
0.5
0.6
0.7
0.8
0.9
1
10-1 10-2 10-4 10-6
G
in
i (
u
n
b
ia
se
d
)
Dilution factor 
A) 15°C B) 20°C C) 25°C
 179 
microcosms were smaller than those within 10-4 dilution microcosms in all three plates. This adds 
considerable supporting evidence for the dilution-evenness hypothesis. The microcosms incubated at 
25°C exhibited a strong positive correlation, whereby evenness reduced significantly with dilution 
factor, and linear regression analysis identified an r2 value of 0.95.  
Table 5-5 Contrast results comparing the effects of dilution factor on Gini coefficient based on 
permutational ANOVA of Gini coefficient data for 15°C, 20°C and 25°C plates. 
Source of variation d.f     SS F P 
(i) 15°C Plate     
Dilution 3 448.4 5.0969 <0.01 
   10-1 v 10-2 1 143.7 12.916 <0.01 
   10-1 v 10-4 1 345.24 34.504 <0.01 
   10-1 v 10-6 1 9.7487 0.19338 0.67 
   10-2 v 10-4 1 46.047 7.6527 <0.01 
   10-2 v 10-6 1 97.304 2.0003 0.17 
   10-4 v 10-6 1 261.78 5.2948 0.02 
Residuals  40 1173                  
Total 43 1621.4   
(ii) 20°C Plate     
Dilution 3 111.01 18.241 <0.01 
   10-1 v 10-2 1 3.9317 1.5544 0.22 
   10-1 v 10-4 1 88.918 99.257 <0.01 
   10-1 v 10-6 1 46.581 29.503 <0.01 
   10-2 v 10-4 1 52.412 20.969 <0.01 
   10-2 v 10-6 1 22.021 6.8492 0.01 
   10-4 v 10-6 1 6.7889 4.379 0.04 
Residuals  43 87.225           
Total 46 198.23            
(iii) 25°C Plate     
Dilution 3 1250.2 76.141 <0.01 
   10-1 v 10-2 1 193.04 18.836 <0.01 
   10-1 v 10-4 1 759.09 92.417 <0.01 
   10-1 v 10-6 1 1004.3 133.44 <0.01 
   10-2 v 10-4 1 197.88 59.572 <0.01 
   10-2 v 10-6 1 322.05 112.72 <0.01 
   10-4 v 10-6 1 12.256 26.036 <0.01 
Residuals  43 235.34                  
Total 46 1485.5     
P-values obtained using 9999 permutations using the unrestricted permutation of raw data 
model. 
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The temperature-evenness hypothesis predicted that higher incubation temperatures would lead 
to a reduction in evenness as the more stressful environment selects for the best adapted taxa. Table 
5-3 indicated that there was a significant effect of temperature regimes on the Gini coefficient. 
However, in order to elucidate the trends, further contrast data were needed. The microcosms 
incubated at 20°C had significantly reduced evenness compared to both communities in the 15°C 
plate (ANOVA contrast data, P <0.01) and the 25°C plate (ANOVA contrast data, P <0.01). However, 
no difference in evenness was detected between communities in the microcosms incubated at 15°C 
and 25°C (ANOVA contrast data, P=0.06).   
5.7.4 Taxon richness  
In order to test the taxon richness hypotheses, a permutational ANOVA was carried out on the 
taxon richness data generated from the ARISA profiles. The results from this permutational ANOVA 
are presented in Table 5-6. The copper-richness hypothesis predicted that taxon richness would 
decrease with increased copper concentrations. However, there was no significant effect of copper 
on taxon richness (permutational ANOVA, P=0.23), and no significant two-way interactions involving 
copper (Table 5-6). Although no significant differences were detected involving different copper 
concentrations, significant differences in taxon richness relating to temperature and dilution were 
detected (permutational ANOVA, P <0.01 for both ‘Temperature’ and ‘Dilution’). These are 
investigated further in order to test the taxon-dilution and taxon-temperature hypotheses.  
Table 5-6 Permutational ANOVA of taxon richness data.  
Source of variation   d.f       SS F P 
Temperature 2 6382.40 8.23 <0.01 
Dilution 3 16381.00 14.08 <0.01 
Copper 2 1075.80 1.39 0.23 
Temperature x Dilution 6 46022.00 19.78 <0.01 
Temperature x Copper 4 1149.60 0.74 0.67 
Dilution x Copper 6 2977.90 1.28 0.22 
Temp x Copper x Dilution 12 4856.50 1.04 0.41 
Residuals 107 41487.00                  
Total 143 120630.00   
 
 
The taxon-dilution hypothesis predicted that taxon richness would decrease with increased dilution 
factor. Figure 5-7 plots the taxon richness data for microcosms incubated at 15°C, 20°C and 25°C, 
whereby each bar represents a different dilution factor (10-1, 10-2, 10-4 and 10-6, respectively). The 
microcosms incubated at 15°C are the only samples to show reduced taxon richness at the 10-6 
P-values obtained using 9999 permutations under a reduced model 
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dilution, all other microcosms incubated at 20°C and 25°C show a significant increase compared to 
the 10-1 dilution (Table 5-7).  
 
Figure 5-7 Bar charts representing the average taxon richness (number of OTU’s per sample) by 
dilution factor for the plates incubated at (blue) 15°C, (green) 20°C and (red) 25°C. 
Error bars represent standard error. The vertical axis represents the taxon richness 
value (number of OTU’s) and the horizontal axis plots the dilution factor (10-1, 10-2, 10-4 
and 10-6).  
 
Table 5-7 presents the contrast data to support Figure 5-7. There was a significant effect of dilution 
factor on taxon richness for all microcosms incubated at 15°C, 20°C and 25°C. There is no significant 
trend of reduced taxon richness within any of the microcosms relating to dilution factor. In fact, 
microcosms incubated at 20°C and 25°C actually show an increase in taxon richness with increased 
dilution factor (comparing dilution factor 10-1 with 10-6).  
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Table 5-7 Contrast results comparing the effects of dilution factor on taxon richness  based on 
permutational ANOVA of taxon richness data for 15°C, 20°C and 25°C plates. 
Source of variation d.f SS F P 
(i) 15°C Plate     
Dilution 3 28915.00 12.52 <0.01 
   10-1 v 10-2 1 2216.80 3.08 0.05 
   10-1 v 10-4 1 149.95 0.50 0.57 
   10-1 v 10-6 1 22762.00 36.46 <0.01 
   10-2 v 10-4 1 1741.50 1.87 0.16 
   10-2 v 10-6 1 10813.00 9.03 <0.01 
   10-4 v 10-6 1 19521.00 23.63 <0.01 
Residuals  42 32347.00   
Total 45 61262.00   
(ii) 20°C Plate     
Dilution 3 25299.00 36.65 <0.01 
   10-1 v 10-2 1 2320.90 9.83 <0.01 
   10-1 v 10-4 1 2163.10 8.63 0.01 
   10-1 v 10-6 1 13040.00 104.28 <0.01 
   10-2 v 10-4 1 7560.80 22.23 <0.01 
   10-2 v 10-6 1 20766.00 99.58 <0.01 
   10-4 v 10-6 1 4969.80 22.15 <0.01 
Residuals  43 9893.30   
Total 46 35192.00   
(iii) 25°C Plate     
Dilution 3 7802.50 12.32 <0.01 
   10-1 v 10-2 1 1108.30 4.17 0.05 
   10-1 v 10-4 1 308.73 1.35 0.26 
   10-1 v 10-6 1 2860.80 12.54 <0.01 
   10-2 v 10-4 1 2511.30 13.00 <0.01 
   10-2 v 10-6 1 7315.00 37.75 <0.01 
   10-4 v 10-6 1 1349.60 8.78 0.01 
Residuals  43 9076.20   
Total 46 16879.00   
 
 
The taxon-temperature hypothesis predicted that increasing temperature would lead to a 
reduction in taxon richness. Contrast data based on a permutational ANOVA detected no significant 
difference in taxon richness between microcosms incubated at 15°C and 20°C (P= 0.01). The average 
taxon richness for microcosms incubated at 15°C and 20°C was 69.1 ±6.4 and 70.8 ±6.3 (average 
taxon richness, SE), respectively. However, the taxon richness within microcosms incubated at 25°C 
P-values obtained using 9999 permutations using the unrestricted 
permutation of raw data model. 
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was significantly lower (55.1 ±3; average taxon richness, SE) than microcosms incubated at 15°C and 
20°C (permutational ANOVA, P=0.01 and P =<0.01 for 15°C and 20°C microcosms, respectively).  
 
5.7.5 copA diversity and structure  
The copA gene was able to be amplified in all of the four original community samples; replicates 
exhibited identical molecular fingerprints and each sample displayed seven distinct bands (Figure 
5-8). The fingerprint of these original samples was significantly different to all other profiles 
generated at the end of the experiment (PERMANOVA, P=0.01).  
 
Figure 5-8 Enzyme digest of copA gene using RSA 1; original community replicates A,B, C and D. 
Digested fragments were run on a 2% agarose gel for 1.5 hours at 80V. The first and 
last lanes represent the ladder.  
The copA gene was able to be amplified from 30 of the 36 10-1 samples from microcosms incubated 
at 15°C, 20°C and 25°C. However, copA was only able to be amplified in 18 of the 36 10-6 samples 
from microcosms incubated at 15°C, 20°C and 25°C (Table 5-8). Samples that yielded no PCR product 
were amplified twice more using various dilutions of template DNA to confirm a negative result. copA 
was only amplified in three of the 10-6 microcosms incubated at 25°C. In order to obtain good quality 
gels for imaging PAGE  (see section 2.2.3) was carried out on 10-1 microcosms incubated at 15°C and 
10-6 microcosms incubated at 20°C (the microcosms with the most successful positive copA PCRs). 
However, the PAGE gels (run at 15mA for 26 hours) showed no significant differences in relation to 
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fingerprint profiles to those run on 2% agarose gel run for 1.5 hours. Therefore, the 20°C 10-1, 25°C 
10-1, 15°C and 20°C 10-6 microcosms are presented with agarose gels due to the reduced cost and 
time needed to produce the gels.  
Table 5-8  Microcosms in which the copA gene was able to be amplified (ticks). The columns 
represent microcosms incubated at the different copper concentrations (0= 0 µg L-l; 
100= 100 µg L-l; 200= 200 µg L-l) Replicates=A, B, C, D.  
Temperature 
and dilution 
0 
A 
0 
B 
0 
C 
0 
D 
100 
A 
100 
B 
100 
C 
100 
D 
200 
A 
200 
B 
200 
C 
200 
D 
15°C 10-1             
20°C 10-1             
25°C 10-1              
              
15°C 10-6              
20°C 10-6              
25°C 10-6              
 
Figure 5-9 presents the results from the RSA 1 digest for the 10-1 microcosms incubated at 15°C. A 
PERMANOVA revealed no significant differences between the fingerprints of the microcosms 
incubated at different copper concentrations (PERMANOVA, P= 0.46), and it is apparent that nearly 
all the samples exhibit a similar fingerprint.  There are dominant bands at numerous locations that 
are visible in every sample, for example at 200 bp and c. 400 bp. There was no significant difference 
in the number of bands found between 10-1 0  µg L-l microcosms (15 ± 0; mean number of bands, SE) 
and 10-1 200 µg L-l microcosms (13.7 ± 2.1) incubated at 15°C (permutational ANOVA, P= 0.71).  There 
was also no significant difference in the number of bands found between 10-1 100 µg L-l microcosms 
(13.5 ± 0.5) and 200 µg L-l microcosms (13.7 ± 2.1) incubated at 15°C (permutational ANOVA, P= 
1).However, there was a significant difference in the number of bands found between 10-1 0 µg L-l 
microcosms and 10-1 100 µg L-l microcosms, whereby 10-1 100 µg L-l microcosms exhibited 
significantly lower number of bands (13.5 ± 0.5 and  15 ± 0, for 100 µg L-l microcosms and 0 µg L-l, 
respectively) (permutational ANOVA, P= 0.02).  
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Figure 5-9  Digest of copA gene using RSA 1; microcosms 10-1 incubated at 15°C. Digested 
fragments were run on a 7% PAGE gel for 25 hours at 15mA. The gel was stained using 
SYBR® gold. The star represents lanes that were left blank due to damaged wells in the 
gel.  
   
The fluorescence data generated from Figure 5-9 was used to generate a cluster diagram in Figure 
5-10. There is no apparent clustering occurring between the microcosms exposed to different copper 
concentrations. The Bray-Curtis similarity was over 70% for nearly all of the microcosms; only the 200 
µg L-l [C] microcosm and the 100 µg L-l [C] microcosms are outside of this major cluster.  
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Figure 5-10   A cluster plot generated from the florescence data from Figure 5-9 (15°C; 10-1). The 
letter after the treatment name represents the replicate identification. There is no 
significant clustering occurring between each copper treatment.   
 
Figure 5-11 presents the digest data from the 10-6 microcosms incubated at 15°C. As described in 
Table 5-8, the copA gene was only able to be amplified in 5 of the 12 samples (one 100 µg/L 
microcosm and four of the 200 µg/L microcosms). A very similar fingerprint is observed to the 
samples in Figure 5-9. However, there was a significantly lower number of bands detected within the 
samples from 10-6 microcosms compared the 10-1 microcosms (9.6 ± 0.2 and 14 ± 0.7, respectively; 
average number of bands ± SE)(permutational ANOVA, P <0.01). Increasing the run time of the gel to 
2.5 hours did not increase the number of bands in the 10-6 microcosms incubated at 15°C.  
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Figure 5-11 Digest of copA gene using RSA 1; microcosms 10-6 incubated at 15°C. Digested 
fragments were run on a 2% agarose gel for 1.5 hours at 80V. 
 
Figure 5-12 presents the digest results for the 10-1 microcosms incubated at 20°C. There are no 
significant differences in the fingerprint profiles relating to copper levels (PERMAOVA, P=0.58) and  
very similar profiles to those in 10-1 15°C microcosms (figure 4-12) are observed. There was no 
significant difference in the number of bands for each microcosm relating to copper concentration 
(permutational ANOVA, P= 1). 
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Figure 5-12 Restriction digest results for 10-1 microcosms incubated at 20°C. The figure shows the 
results of a 2% agarose gel run for 1.5 hours at 80V. The first and last lanes are 
standards (1kb plus ladder). 
 
Figure 5-13 presents the results of the 10-6 microcosms incubated at 20°C. Once again there was no 
significant differences in the overall fingerprints relating to copper concentration (PERMANOVA, P= 
0.56). There was also no significant difference in the number of bands found in microcosms exposed 
to different copper concentrations (permutational ANOVA, P= 0.65). However, there was a significant 
difference in the number of bands comparing 20°C 10-1 microcosms with 20°C 10-6 microcosms 
(permutational ANOVA, P= 0.03) whereby 10-6 microcosms incubated at 20°C had a significantly 
lower number of bands (8.4 ± 0.6 and 9.9 ±0.2 mean number of bands ±SE for 10-6 and 10-1 
microcosms respectively.  
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Figure 5-13  Digest of copA gene using RSA 1; microcosms 10-6 incubated at 20°C. Digested 
fragments were run on a 7% PAGE gel for 25 hours at 15mA and the gel was stained 
using SYBR® gold. There were no bands observed below 200 bp. 
 
Figure 5-14 presents the digest results for the 10-1 microcosms incubated at 25°C. There was no 
difference in fingerprint profiles relating to copper concentration (PERMANOVA, P=0.54).  Although 
there appears to be reduced band numbers in the microcosms exposed to higher copper levels, the 
effect is not significant (permutational ANOVA,  P=0.5). However, as well as the reduced numbers of 
successful copA PCRs that were carried out from the 10-1 microcosms incubated at 25°C, there was a 
significantly lower number of bands produced from each sample compared to 10-1 microcosms 
incubated at 15°C and 20°C (5.88 ±1.12, 9.9 ±0.2 and 14 ±0.7; mean number of bands, SE, for all 10-1 
microcosms incubated at 25°C, 20°C and 15°C, respectively) (permutational ANOVA, P <0.01). The 
copA gene could only be amplified in three of the 25°C 10-6 microcosms and the restriction digest of 
these fragments could only produce three bands (see Appendix C 10).  
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Figure 5-14 Restriction digest results for 10-1 microcosms incubated at 25°C. The figure shows the 
results of a 2% agarose gel run for 1.5 hours at 80V. The first and last lanes are 
standards (1kb plus ladder). 
 
5.8 Discussion  
One of the main goals of this experiment was to investigate the effects of different environmental 
conditions acting upon the same bacterial community. Different temperature regimes, copper 
concentrations and dilution factors all had a significant effect on bacterial community structure after 
a period of 48 hours of incubation, with the different treatments producing structurally distinct 
bacterial communities, thus providing strong evidence of species sorting processes structuring these 
aquatic communities. However, the magnitude of these effects varied between different microcosm 
treatments, as did the effects upon taxon richness and evenness.  The high copper concentrations 
(200 µg L-l) exhibited a significant effect on bacterial community structure in all microcosms and 
produced a central divide in the MDS plot presented in Figure 5-3A. These differences were driven by 
significant shifts in the composition of the most abundant taxa identified among the 0 µg L-l 
communities and the 200 µg L-l communities and it is obvious these abundant taxa are not regulated 
by neutral processes (Appendix C 5). However, there was no significant effect of copper on taxon 
richness copA diversity or community evenness. The copper-richness and copper-evenness 
hypotheses were therefore rejected and Odum’s predictions relating to copper stress were not 
supported.  This means that species sorting relating to increasing environmental stress appeared to 
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influence the composition of the bacterial communities, rather than the overall community evenness 
or richness. This is an interesting result as some previous research has shown that environmental 
stress can affect the evenness, richness and functional diversity of bacterial communities (Smit et al., 
1997, Sandaa et al., 2001, Wittebolle et al., 2009). Indeed, strict neutral processes would predict no 
differences in community evenness and richness between the different treatments (Sloan et al., 
2006). However, the large differences in community structure relating to the different treatments 
make these results very difficult to reconcile with neutral assembly models. 
Significant differences in community structure were identified among the different dilution factors, 
even when the microcosms were exposed to the same environmental conditions (i.e., the same 
temperature and copper concentrations). There are a number of potential explanations for this 
result. For example, strict species sorting would select for the same community within all 
microcosms, regardless of dilution factor. However, as the dilution series likely changed the 
composition of each bacterial community during the initial inoculation, similar selection regimes may 
not have been able to produce identical bacterial communities particularly since further bacterial 
immigration was prevented. The fact that there was no significant differences among bacterial 
communities exposed to the same temperature, copper concentration and dilution factor is 
therefore strong evidence for priority effects, which predicts the initial bacterial structure within 
each microcosm dictates the structure of the final community (Young et al., 2001). Thus, a 
combination of priority effects and strict species sorting may have contributed to the high levels of 
similarity found between communities within the same dilution factor exposed to the same 
temperature and copper stress.    
5.8.1 Bacterial community evenness 
The copper-evenness hypothesis predicted that increased copper stress would reduce the evenness 
of the bacterial communities. However, there was no significant effect of copper treatment on the 
Gini coefficient, which leads to the rejection of the copper-evenness hypothesis. In fact, no 
significant interactions involving copper with any of the other treatments (temperature and dilution) 
were identified. These results suggest that copper, and high copper stress, influences the presence 
and absence of specific taxa as opposed to the relative abundance distributions of the overall 
community (van der Ha et al., 2013). This is an interesting result as other investigations have shown 
that bacterial community evenness is a good proxy to evaluate environmental stress levels and high 
concentration of heavy metal have been previously shown to reduce community evenness (Moffett 
et al., 2003, Wittebolle et al., 2009).  
The temperature-evenness hypothesis predicted that increased temperature would lead to a 
reduction in evenness. Although the different temperature regimes had a significant effect on 
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community evenness, the microcosms incubated at 25°C were not the least even and were no 
different from microcosms incubated at 15°C. The microcosms incubated at 20°C were significantly 
less even than both the microcosms incubated at 15°C and 20°C, which led to the rejection of the 
temperature-evenness hypothesis. Deslippe et al. (2012) investigated the effects of long term 
warming on the evenness of bacterial communities within soil microcosms and reported a significant 
reduction in evenness with increased temperature. However, this experiment was carried out with 
soil bacteria over a period of years, not days, which could explain the differences in results. There are 
a number of possible explanations why evenness was not reduced at higher temperature. For 
example, there could have been a number of bacterial taxa that were present in the starting 
community that were able to grow extremely well at 20°C, therefore reducing the overall evenness 
of the communities. However, this conclusion remains speculative as other unknown, or potentially 
random, processes could have led to a reduction in the evenness of the microbial communities 
incubated at 20°C.  
The dilution-evenness hypothesis predicted that evenness be lower in communities incubated with 
higher dilution factors due to the possible reduction in the diversity of competitive taxa, therefore 
allowing less well adapted bacterial taxa to increase in abundance.  The average Gini coefficient was 
significantly higher (meaning less even community structure) within the 10-6 microcosms compared 
to the 10-1 microcosms, providing supportive evidence for the dilution-evenness hypothesis. The 
response of the Gini coefficient with dilution factor varied between temperature regimes, whereby 
microcosms incubated at 25°C showed a larger reduction in evenness between dilution factors 
compared to microcosms incubated at 15°C. The microcosms incubated at 25°C exhibited a highly 
significant linear relationship with an r2 value of 0.95. This is strong evidence that the Gini coefficient 
and ARISA data are sensitive, reproducible and accurate methods for describing bacterial community 
evenness and supports some of the conclusions made in the previous chapters.  
5.8.2 Taxon richness  
The second of Odum’s predictions that was tested stated that increased stress would reduce the 
taxon richness of a community.  Although no significant differences were detected in taxon richness 
relating to the different copper treatments, significant differences in taxon richness were detected 
among microcosms incubated at different temperatures and a significant reduction in taxon richness 
was observed within microcosms incubated at 25°C. This presents some evidence to support the 
taxon-temperature hypothesis and Odum’s original prediction relating to richness. Increased 
temperature has been known to increase the toxicity of copper and numerous heavy metals within 
aquatic systems (Cairns Jr et al., 1975, Heugens et al., 2001, Boivin et al., 2005), which could explain 
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why microcosms incubated at 25°C exhibited lower taxon richness and significantly lower diversity of 
the copA gene.  
The final hypothesis tested related to the dilution factor, whereby higher dilution factors were 
predicted to reduce taxon richness (Hannes et al., 2010). Within the microcosms incubated at 15°C, 
this reduction was observed and communities that developed in the 10-6 microcosms exhibited 
significantly lower taxon richness than 10-1 communities. However, the taxon richness of 
communities incubated at 20°C and 25°C did not exhibit this reduction and 10-6 microcosms 
displayed significant higher taxon richness than 10-1 microcosms. For microcosms incubated at 20°C 
and 25°C the taxon-dilution hypothesis is rejected. This was an intriguing result and the communities 
that exhibited higher levels of taxon richness also exhibited lower evenness compared to their 10-1 
counterparts. There are a number of possible explanations for this increase in taxon diversity with 
increased dilution. Firstly, it could have been driven by competition processes, for example, the 10-1 
microcosms may have contained highly competitive taxa that out-competed a large number of other 
taxa (Rainey et al., 2000). Therefore reducing the overall diversity of the 10-1 microcosms, as ARISA 
only detects the most abundant organisms (Danovaro et al., 2006). Secondly, if well adapted  taxa 
were not transferred between the different dilution factors, this may have led to an increase in 
diversity within the 10-6 microcosms due to lack of competition (Jackson et al., 2001, Hibbing et al., 
2009).   
5.8.3 copA diversity  
Although the different copper treatments exhibited a significant effect on community structure, no 
differences were detected in relation to copA diversity, although the 10-6 microcosms did exhibit a 
significantly lower number of bands compare to the 10-1 microcosms, regardless of copper treatment. 
This result does not support the findings of Hannes et al. (2010), whereby diluted bacterial 
communities exhibited no differences in the diversity of a functional gene (in this case, the chitinase 
gene), even though the diluted bacterial communities exhibited a reduced ability to metabolise 
chitinase. The similarity in molecular fingerprint between 0 µg L-l and 200 µg L-l microcosms was a 
surprising result and has a number of possible explanations. The copA primers utilised in the 
experiment targeted only the Proteobacteria of the community. The Proteobacteria is an extremely 
diverse phylum that contains many ecologically important species from both soil and aquatic 
environments (Perry et al., 2002, Madigan et al., 2005). Indeed, the 454 sequencing results from 
Chapter Two demonstrated the Proteobacteria were dominant in the pond communities used to 
seed the microcosms in this experiment.  This meant the primers could have missed other bacterial 
taxa (Gram positive bacteria and other Gram negative bacteria) that may have shown a functional 
response to the varying copper concentrations.  However, this remains unlikely due to the high levels 
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of similarity found between the molecular fingerprints of the microcosms investigated. Ergo, if the 
Proteobacteria did not exhibit a functional response, it is unlikely other bacterial taxa would have 
either. Interestingly, the copA gene was able to be amplified in all of the replicates of the original 
bacterial community. This suggests that the original community already contained copper resistant 
taxa at high abundances, although the diversity of the copA gene within the original starting 
community was significantly lower than the majority of the microcosms sampled at the end of the 
experiment (7 ± 0 [mean band number, SE] for the original community compared to 10 ± 0.3 for all 
other microcosms) .  
The ICP results from the original water revealed that there were relatively high levels of copper 
present within the water upon collection (16 µg L-l). This was a surprising and unexpected result, 
which may have been caused by the leaching of copper containing fertilisers or pesticides into the 
river water that was used to establish the artificial ponds at Lincoln University. The fact that the pre-
existing communities may have been pre-adapted to relatively high copper stress environments 
could explain why no differences were found in the copA diversity comparing 0 µg L-l and 200 µg L-l 
microcosms. However, this does not explain why ARISA revealed significant differences in community 
structure between high and low copper microcosms. This result supports the findings of other 
studies, whereby no correlation between community structure and functional diversity were 
observed (Langenheder et al., 2005, Philippot & Hallin, 2005, Hannes et al., 2010). Another 
explanation, which is supported by the results of Lejon (2010), states the innate diversity of the copA 
gene in a community is more important than environmental differences or the bioavailability of the 
metal. This means that a given community may not exhibit a rapid functional response to stress, but 
instead relies on the starting diversity of functional genes, explaining why the majority of the 
communities exhibited the same molecular fingerprint. Recent work by Altimira et al. (2012), which 
utilised the same primers used in this experiment, confirmed that the copA gene has been identified 
in numerous bacterial plasmids, thus, supporting the notion that horizontal gene transfer (HGT) of 
the copA gene can occur between phylogentically distinct bacterial taxa (Monchy et al., 2006, de 
Boer et al., 2012). If HGT had occurred among the bacterial community prior to incubation because 
of strong selection pressure due to copper contamination, it may explain why no major differences in 
the copA genetic structure were detected between treatments. This would mean that many different 
taxa could share the same copA gene sequence. Therefore, the structurally distinct bacterial 
communities found within the 0 µg L-l and 200 µg L-l microcosms exhibited high functional genetic 
similarity. This emphasises the importance of investigating both overall community structure 
alongside genetic diversity of functional genes in a given community when studying the effects of 
pollutants on bacterial communities because it is important to know if structurally distinct bacterial 
communities exhibit similar or different functional capabilities (Fuhrman, 2009). Finally, the time-
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scale of this experiment may have been too short to observe a functional response to a pollutant 
compared to the relatively longer incubation times used in previous studies (Wertz et al., 2007). 
However, the physical nature of aquatic environments may influence the speed in which bacterial 
communities uptake biological stressors, therefore predicting that functional responses can occur 
over quicker periods of time in aquatic environments, in comparison to soil samples, for example 
(Giller et al., 2004). Indeed, the results from this experiment do not appear to support this assertion 
as no differences in functional gene diversity were identified across the time frame of this 
experiment.  
  The ‘Coprun’ primers have been previously utilised to fingerprint bacterial communities isolated 
from soil environments (Lejon et al., 2007). In their experiment, the soil samples exhibited high 
diversity in copA sequence, and the PAGE gels presented vastly larger numbers of bands in 
comparison to the data presented here. However, this is not unexpected, as it is known that soil 
contains vastly higher genetic diversity than aquatic environments (Fierer & Jackson, 2006).  The 
restriction enzyme used by Lejon et al. (2007) (HinF1) did not cut any bands in the copA genes 
amplified in this experiment, and two other enzymes were therefore tested (Hae III and Sau 3). These 
commonly used restriction enzymes produced a low number of bands that were difficult to resolve, 
suggesting low copA diversity within these bacterial communities. In order to determine if the 
observed RSA1 pattern was an artefact of the PCR, numerous additional digests were carried out on 
PCR products from biofilms and contaminated soil samples, all of these produced significantly 
different fingerprints when digested with RSA1 (Appendix C 4). Thus the results supported here were 
unlikely an artefact of the PCR. There was also considerably lower numbers of bands generated from 
the restriction digest of the copA gene compared to the taxon (peak) number generated from the 
ARISA profiles, suggesting the overall diversity of the copA functional gene was far lower than the 
taxon richness in these bacterial communities.   
5.8.4 Conclusions 
As far as I am aware, this is the first study of its kind to investigate the effects of copper and 
temperature stress on copA diversity and bacterial community structure in highly replicated and 
controlled aquatic environments. This study provides strong evidence for the occurrence of species 
sorting occurring within closed aquatic bacterial communities exposed to various stressors and 
provides limited evidence for the assumption of ecological equivalence among taxa. Thus the 
importance of neutral processes may be severely reduced in closed systems, whereby no migration is 
permitted. Only future work investigating the relative importance of neutral processes and species 
sorting in an ‘open’ system will determine if neutral processes become more important with 
increased migration events (see Chapter 6). The results relating to the dilution series were 
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particularly interesting, as structurally distinct communities developed between the dilutions even 
when the environmental conditions were identical, thus providing strong evidence of priority effects. 
Although there was no difference in the copA diversity relating to copper treatments, this was an 
interesting result as it suggested high levels of functional redundancy, or pre-adaptation to high 
copper stress. This result also supports the conclusions made by previous researchers, in that the 
innate diversity of functional genes within a community is important in determining how bacterial 
communities can respond to environmental stressors (Lejon et al., 2010). Due to the surprisingly high 
levels of copper found in the original pond water used in this experiment, I also showed that even 
pre-adapted aquatic bacterial communities were not resistant to increased levels of copper and 
exhibited significant differences in community structure. Although the communities studied in this 
chapter showed no functional responses in terms of the copA gene diversity, the ability of the copper 
stressed communities to carry out other functional processes was not investigated. Therefore, future 
studies should focus on the effects of these structural changes on overall community function. This 
could be carried out by examining a range of functional genes relating to general metabolism or 
Biolog analysis to investigate the function capabilities of bacterial communities associated with 
stressed environments.  
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Chapter 6 
 
 
 
 
Microcosm Study: Species sorting and 
neutral processes during bacterial 
colonisation of aquatic microcosms. 
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6.1 Abstract 
A focus of ecology is to determine drivers of community assembly. Here, I investigate the effects of 
immigration and environmental conditions on structuring aquatic bacterial communities in both 
colonised and previously uncolonised environments. I used non-sterilised and pre-sterilised water 
from three chemically distinct ponds to establish microcosms, which were opened for 12, 24, 48, 96 
or 167 h and then closed again to allow airborne bacterial immigration and subsequent succession. 
Community similarity, richness, evenness and the parameters of a neutral model were investigated 
after 167h. Immigration appeared to govern the assembly of communities in the pre-sterilised water 
as there were no significant differences in evenness among microcosm communities containing 
water from each pond. Species sorting is also suggested to have occurred because significant 
differences in community similarity (for pre-sterilized and non-sterilized communities) and evenness 
(only for non-sterilized communities) were detected among microcosms containing different pond 
water; the magnitude of these differences was greater for communities in non-sterilised microcosms.  
This study provides evidence for both processes being important during the colonisation of aquatic 
environments. 
6.2 Introduction  
The widely quoted hypothesis of Baas-Becking (1934), that “everything is everywhere; but the 
environment selects”  (de Wit & Bouvier, 2006) suggests that dispersal limitation should be of little 
importance in microbial community assembly. However, this early 20th century hypothesis is now 
frequently disputed since evidence is accumulating that supports the notion that some bacterial taxa 
do exhibit biogeographic patterns (Martiny et al., 2006) and are in fact dispersal limited (Whitaker et 
al., 2003, Green & Bohannan, 2006, Boyd et al., 2010, Griffiths et al., 2011). So, what is the 
importance of both species sorting (i.e., deterministic environmental selection) and neutral 
processes (i.e., random migration, births, deaths and speciation) for shaping the structure and 
diversity of complex microbial communities? In particular, what is the role of random immigration in 
structuring bacterial communities? Answering this question and understanding the major factors that 
regulate the composition and diversity of bacterial communities is an important goal for microbial 
ecologists as bacteria perform crucial ecosystem functions in nearly every habitat on earth (Griffiths 
et al., 2000) and they are by far the most abundant and diverse life forms on our planet (Hugenholtz 
et al., 1998). This experiment moves from the ‘closed’ microcosm experiment presented in the 
previous chapter, to specifically investigating the role of immigration in structuring bacterial 
communities.  This is because immigration is an important neutral process and one of the major 
parameters of the neutral model. Indeed, in Hubbell’s (2001) neutral model, the taxon abundance 
distributions of neutrally assembled communities are predictable using only two parameters, viz: the 
immigration rate (m) and the fundamental biodiversity number (Ɵ), which is directly related to the 
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size of metacommunity (the regional species pool or metacommunity) and speciation rate (ν), as Ɵ = 
v/(v + JM – 1) where JM is metacommunity size (Etienne & Alonso, 2007).  
While neutral processes are increasingly recognised as being important determinants of microbial 
community structure and composition (Langenheder & Szekely, 2011, Stegen et al., 2012), the 
importance of non-neutral processes for community assembly must not be understated. Indeed, the 
results from the previous chapter (Chapter Five) presented strong evidence of species sorting in a 
closed system. Species-sorting predicts that gradients and ‘patches’ in local environmental conditions 
determine equivalent patterns in community composition, as suitable species colonise, compete and 
sort into preferred sites (Leibold & Norberg, 2004). For this reason, species sorting is expected to 
result in relationships between taxon composition and environmental conditions, although the 
strength of these relationships is nevertheless impeded by either low, i.e., dispersal limitation, or 
high dispersal rates, i.e., mass effects (Van der Gucht et al., 2007). Recent studies including Kent et al. 
(2007), Fierer et al. (2007) and Mosher & Findlay (2011) provide evidence that spatial variability in 
bacterial community composition within freshwater ecosystems is correlated with environmental 
variables including pH, bedrock type and water temperature. Thus the importance of niche-related 
factors for the assembly of microbial communities is rarely disputed.  
Given that there is significant literature in support of both niche and neutral models, it is likely that 
these contrasting, but not mutually exclusive processes are both important for the assembly of 
complex bacterial communities (Chave, 2004). Langenheder & Skyzeky (2011) investigated the 
effects of neutral and niche processes during the early colonisation of aquatic microcosms by 
rainwater-derived bacteria. Their study provided evidence that neutral processes play important 
roles in the assembly of early-stage aquatic bacterial communities. Many of the taxa that became 
dominant within microcosms (i.e., jars of sterile water) were similarly abundant in rainwater 
gathered at the experimental location, irrespective of the source of sterilised water (collected from 
three chemically distinct freshwater rock pools) placed within each microcosm; this is predicted 
under strict neutral processes (Sloan et al., 2006). However, these taxa were later replaced by more 
specialist organisms as space and resources became more limited. Sterile, or completely un-
colonised environments, however, are rare in nature and very different effects may be expected in 
aquatic communities with pre-existing, or resident bacterial populations exposed to new immigrants. 
To colonise such environments, immigrant organisms must compete with resident populations, 
which are likely to be better adapted to local environmental conditions, assuming these communities 
have already undergone species sorting (Urban et al., 2011). In addition, while the founders of a 
community are able to reproduce locally to fill the available space, late arriving immigrants are 
expected to exhibit reduced establishment success caused by increased competition for the available 
resources. These are known as ‘priority effects’ (Mergeay et al., 2011). Consequently, the  relative 
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importance of neutral processes is expected to decrease in more established communities, as 
competition for limited resources increases (Fukami & Morin, 2003, Fierer et al., 2010). 
The primary objective of this experiment was to investigate the role of a neutral process, stochastic 
immigration, in determining the composition of aquatic bacterial communities in both sterile 
microcosms and those containing pre-existing bacterial communities.  Immigration is a major process 
and key parameter of neutral theory. However, studying immigration within natural systems is 
extremely difficult, if not impossible, to carry out and quantify (Jones & McMahon, 2009). 
Consequently, I investigated the structure of bacterial communities developing within previously 
sterile (or pre-sterilised), or populated (non-sterilised) aquatic microcosms following exposure to 
different levels of atmospheric immigration from the surrounding environment. This was achieved by 
exposing microcosms, constructed using water from ponds 550A, 150A and 23A from Chapter Four, 
to different periods of atmospheric immigration under highly controlled conditions. At the beginning 
of the experiment, microcosms were exposed to 12, 24, 48, 96 or 167 h immigration, before being 
closed for the remainder of the experiment and sampled at 167 h. If neutral processes dominate the 
colonisation of aquatic habitats, we expect that the communities that develop in the pre-sterilised 
microcosms after 167 h incubation, will show no significant differences in community structure 
relating to their original pond water source (hereafter referred to as ‘Source Hypothesis’). This is 
because community composition will be shaped more by stochastic processes (e.g., random 
immigration) than by the chemical attributes of the water in each microcosm. Conversely, if species-
sorting dominates community assembly, I would expect to detect more similarity in bacterial 
communities from microcosms containing similar pond water because the survival and reproduction 
of individual taxa are determined by the differing chemical characteristics of the water. I further 
hypothesized that species sorting would be more important than neutral processes in communities 
that were exposed to shorter periods of immigration (our ‘Immigration Period Hypothesis’). This is 
assumed because the increased exposure of microcosms to bacterial immigration is likely to 
continually weaken the extent to which community assemblies are shaped by the functional 
differences among taxa, or species sorting, over the 167 h duration of the experiment. Longer 
immigration times are thus expected to be associated with increased community evenness, 
particularly in the non-sterilised microcosms, as the communities continue to receive immigration 
from a diversity of atmosphere-derived taxa.  
Automated Ribosomal Intergenic Spacer Analysis (ARISA) of bacterial DNA was carried out, as 
described in Chapter Two, to provide sensitive and reproducible descriptions of the structure of 
bacterial communities within each microcosm (Fisher & Triplett, 1999, Jones et al., 2007). Differences 
in community similarity  were measured using a Bray-Curtis similarity metric while the Gini 
coefficient (Damgaard & Weiner, 2000) was used to describe community evenness, providing an 
 201 
alternative test of the Source Hypothesis. I also expected to observe less variation in the contribution 
of immigration in response to the period of exposure to immigration, in the non-sterilized 
microcosms, due to priority effects.  
6.3 Materials and Methods 
6.3.1 Experimental Design 
The experiment consisted of 108 microcosms constructed from 100 ml sterile glass jars (PSP Ltd., 
NZ), with screw thread lids. The lids were air tight, but gaseous exchange was allowed through 
syringe needles that pierced a rubber septum in the lid of each microcosm; each needle was 
connected to a 0.20 μm cellulose acetate filter (Advantec Inc., Japan) to prevent any unwanted 
bacterial immigration into the sealed microcosms. 
Water for the microcosm experiment was collected from three different sized artificial ponds 
(designated as A, B and C, which were ponds of 23, 150 and 550 litres in volume, with pH values of 
7.2, 7.4 and 7.8, respectively). These ponds were located within close proximity to each other, in the 
grounds of Lincoln University, New Zealand, and were chosen as each was previously confirmed to 
house distinct bacterial communities (using the community DNA-fingerprinting approach ARISA; see 
Chapter 5). A total of 4 L of water was removed from each artificial pond using a hand held pump to 
collect samples from a depth of 10 cm with minimum disturbance. Water was then filtered through 
sterile 0.22 µm Millipore GPWP Express PLUS membrane filters (Millipore, Eschborn, Germany, 
diameter, 47 mm; pore size, 0.22 μm) using a new filter for each water sample, to remove debris and 
bacterial cells. To ensure sterility, these water samples were then autoclaved twice, with a 12 h gap 
between each autoclaving step (120 oC, 60 min). After the first autoclave step, the pH of each water 
sample was adjusted to its original value (once the water had cooled to room temperature), via the 
introduction of 1 M HCl. Sterility was finally confirmed by incubation of autoclaved water (100 μl) on 
Plate Count Agar (Oxoid, UK) (~15oC, 4 d). Sterile water (80 ml) from each artificial pond was added 
to 18 microcosms. These 54 microcosms are here-after referred to as the ‘pre-sterilised microcosms’. 
The aim of our study was to investigate the role of bacterial immigration in determining the 
composition of bacterial communities in both sterile microcosms, and also those containing pre-
existing communities. For this reason, a further 54 ‘non-sterilised microcosms’ were produced using 
a mix of both the original pond water and pre-sterilised water obtained from the same pond 
(10%:90%, v:v; total volume 80 ml). This mixture of sterile and non-sterile water allowed non-
sterilised microbial communities to be constructed in water with similar chemical attributes to their 
pre-sterilised microcosm counterparts (this was carried out because autoclaving is known to alter the 
pH of water samples, which means there would have been differences in water chemistry in non-
sterilised and pre-sterilised water sampled from the same source (Skirvin et al., 1986). All 
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microcosms were randomly placed in a large wooden rack situated on top of a seven-story building 
at Lincoln University, New Zealand (Appendix D 1). This rack was designed to provide relatively 
homogenous conditions for incubation with all samples being equally spaced from each other, and 
experiencing similar levels of shading.  
Each treatment combination (i.e., pre-sterilised ‘A’, pre-sterilised ‘B’, pre-sterilised ‘C’, non-
sterilised ‘A’, non-sterilised ‘B’ and non-sterilised ‘C’; see Figure 6-1) was comprised of a total of 18 
microcosms. Of the 18 microcosms constructed for each treatment combination, triplicate 
microcosms were opened (i.e., their lids were removed) at the same time at the start of the 
experiment and then closed after immigration periods of 12, 24, 48, 96 or 167 h; all microcosms were 
sampled after 167 h. A final triplicate set of microcosms were also included for each treatment 
combination, and were closed for the duration of the experiment, to provide a control sample in 
which no bacterial immigration could have occurred. The pre-sterilised microcosms that were closed 
for the duration of the experiment were confirmed to have remained sterile at the end of the 
experiment and were therefore excluded from statistical analysis (using microscopy and DAPI 
staining described in Chapter Two and simple plate culturing techniques). In addition to these 108 
microcosm samples, I also wished to characterise the composition and diversity of bacterial 
immigrants in the rainwater. To achieve this, five empty, sterile microcosms were included to collect 
rainwater and airborne debris, and to provide an indication of the extent, and diversity of bacteria 
passively migrating via wind and rainwater into open microcosms over the duration of the 
experiment. These microcosms were sampled after 12, 24, 48, 96 or 167 h of immigration.  
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Figure 6-1 Visual representation of the experimental set up. Water was extracted from three 
artificial ponds (A, B and C; only ‘A’ is shown in this figure). This water was used to 
produce solutions of either pre-sterilised (PS), or non-sterilised (NS) water containing 
bacteria from the original pond. These solutions were used to inoculate glass 
microcosms that were then left open for different periods of time (12, 24, 48, 96, 167 
h; or closed for the duration of the experiment ‘CD’). Each of these microcosm 
treatment combinations was replicated three times. The experiment therefore 
consisted of 108 microcosms (3x water; 2x inoculate; 6x time; 3x replicate). 
6.3.2 Sample collection 
The experiment was concluded after 167 h and all microcosms destructively sampled for 
assessment of bacterial community structure. The microbial community within each sample (c. 80 
ml) was collected on a 0.22 µm Millipore GPWP Express PLUS membrane filter using a standard 
vacuum pump protocol (as in Green et al. (2011)) and filter papers frozen (-20°C) until DNA 
extractions could be carried out; see Chapter Two for full descriptions of molecular methods. 
6.3.3 Automated Ribosomal Intergenic Spacer Analysis (ARISA) of Bacterial DNA 
ARISA was carried out as described in Chapter 2. 
6.3.4 Data Analysis 
All of the data analysis that was carried out in this chapter is described in Chapter 2. However, as 
additional neutral models were utilised I will describe them here.  Initially, the exact likelihood 
function of Etienne (2005) was used to estimate the neutral parameter Ɵ and m for each bacterial 
community, using the freely available DOS program TeTame (Jabot et al., 2008); (http://chave.ups-
tlse.fr/chave/tetame.htm) to determine if m (the rate of immigration) increased with immigration 
times.  However, it was later confirmed that this was the incorrect method to model the data 
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(Etienne, personal communication, September, 2012). This is because the model treats each 
community independently and not part of the same metacommunity, which did not satisfy the 
design of the experiment (as microcosms of the same treatment were exposed to the same 
metacommunity). This meant that the estimates of m were not comparable between treatments and 
different microcosm communities.  The results of this early analysis are presented in Appendix D 4. 
Furthermore, the method of Dumbrell et al. (2010) was also used to estimate the fit of the neutral 
model compared to other statistical niche models (e.g., log-normal and broken-stick), which 
effectively allowed me to ‘score’ the likely role of nice or neutral processes in regulating the bacterial 
communities. However, such comparisons remain controversial and it was decided that this method 
was too intrinsically biased towards the neutral model to use in this chapter (see Chave et al. (2006), 
Volkov et al. (2005, 2006)). Finally, the neutral model of Sloan et al. (2006) and Woodcock et al. 
(2007) could not be used in this case. This is because the model assumes that all samples share the 
same source pool, and due to the nature of this experiment (e.g., the non-sterilised microcosms all 
contained different starting communities and therefore each belonged to its own ‘metacommunity’) 
this would have again not suited the experimental design. Furthermore, the Sloan model relies on 
occupancy-abundance data among numerous sites, and the maximum number of ‘sites’ that could be 
occupied for each treatment was only thee (i.e., replicate microcosms of the same treatment). 
Consequently, the model of Sloan et al. (2006) would not have been useful to estimate m values, 
since the present study consisted of 36 treatment combinations.   
With the help and assistance of Dr. Rampal Etienne, the exact likelihood function of Etienne (2005) 
applied to multiple samples (Etienne, 2007, 2009) was used to estimate the neutral parameters θ 
(the fundamental biodiversity number) and m (the probability of immigration), thus investigating 
whether the parameter m responded to different immigration periods in a predictable manner. 
However, this analysis was performed by Rampal using the University of Groningen’s cloud-based 
computing-system, because this type of analysis has not been carried out with bacterial communities 
before I relied on him, as an expert in theoretical neutral theory, to modify his own model to suit my 
experimental set up. Hence I will not present all the results and methods here. Instead, I would like 
to refer the reader to Lee et al. (2013) for a full description of methods and the results that were 
produced as part of this collaborative effort.  
6.4 Results 
6.5 Bacterial community structure 
DNA was unable to be extracted from five of the microcosms (out of a total of 99) that were exposed 
to immigration and one of the rain water samples. These were therefore excluded from further 
analyses. Multivariate analysis of ARISA data revealed significant differences in bacterial community 
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composition (Bray-Curtis similarity) comparing microcosms incubated with either pre-sterilised or 
non-sterilised water (Table 6-1). A PERMDISP test revealed significantly greater heterogeneity (p < 
0.01)  of multivariate bacterial community data collected from  non-sterilised, as compared to pre-
sterilised microcosms (average Bray-Curtis similarity between each observation and its group 
centroid, or ‘z’ were 50 and 57, respectively). Despite this treatment-based difference in data 
dispersion, a multivariate plot of the data (Figure 6-2) reveals clear differences in bacterial 
community structure (i.e., a shift in multivariate space) between the communities that developed in 
the non-sterilised and pre-sterilised microcosms. 
Table 6-1 Permutational ANOVAs of Bray Curtis similarity, taxon richness (S) and Gini coefficient 
values,  showing the partitioning of variation and tests for the factors of water (A, B, C) 
inoculum (Non-sterilised, Pre-sterilised) and their interaction 
Source of variation d.f. SS F P 
(i) Bray Curtis Sim.     
Water 2 38124 7.8 <0.01 
Inoculum 1 29940 12.2 <0.01 
Water x Inoculum 2 25967 5.3 <0.01 
Residuals 79    
(ii) S     
Water 2 3593 7.8 <0.01 
Inoculum 1 54 0.23 0.69 
Water x Inoculum 2 160 0.33 0.76 
Residuals 79    
(iii) Gini coeff.     
Water 2 244 3.13 0.05 
Inoculum 1 242 6.19 0.01 
Water x Inoculum 2 645 8.25 <0.01 
Residuals 79 3088   
P- values obtained using 9999 permutations of residuals under a reduced model 
Note that (i) shows the results of a PERMANOVA of multivariate ARISA data, assessed using a Bray-Curtis similarity measure, whereas (ii) 
and (iii) show the results of univariate summary statistics S and the Gini Coefficient. 
 
I hypothesised (Source Hypothesis) that the communities within the pre-sterilised microcosms 
would show no significant differences in community composition or evenness relating to their 
original pond water source. However, significant differences in microbial community composition 
were detected (Table 6-2) among communities incubated in water from the three different ponds (A, 
B or C). The same treatment effect was noted for communities in the non-sterilised microcosms. 
Again, differences were detected in the dispersion of data obtained in microcosms inoculated with 
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water from different ponds. A PERMDISP test revealed significant differences in multivariate 
dispersion comparing microcosms containing water A and C (P < 0.01), or B and C (P = 0.03), with the 
least variation in bacterial community data obtained from sample water C (z = 57, 54 and 51 for data 
from pond water source A, B and C, respectively). Overall, a significant interaction effect was 
observed (Table 6-1) between the factors ‘water’ (i.e., A, B or C) and ‘inoculum’ (i.e., ‘non-sterilised’ 
or ‘pre-sterilised’ microcosms). Greater similarity was detected among bacterial communities 
incubated in pre-sterilised water than those incubated in non-sterilised water (average Bray Curtis 
similarity measure comparing the communities within microcosms containing non-sterilised or pre-
sterilised water was 17 ± 0.4 and 28 ± 0.3 (mean similarity ± standard error), respectively, where a 
value of 0 is absolute dissimilarity, and 100 is absolute similarity). Indeed, data from non-sterilised 
microcosms form separate clusters on the MDS plot relating to water source A, B or C, whereas data 
from the pre-sterilised microcosms did not.  In addition, this plot reveals that the bacterial 
communities within the pre-sterilised microcosms were more similar, in terms of the Bray Curtis 
similarity measure, to communities detected in rainwater collected from the experimental location.  
 
Figure 6-2 Differences in bacterial community structure in microcosms incubated with water 
from ponds () A, () B, or () C, or in () rainwater collected in empty microcosms. 
Data to the left of the dashed line originate from microcosms incubated with non-
sterilised water. Data to the right of the dashed line originate from microcosms 
incubated with pre-sterilised water, or from bacterial communities in the rainwater; 
Data from all microcosms are shown, with the exception of non-sterilised microcosms 
that remained closed, a control treatment in which no bacterial cells were detected. 
All microcosms were sampled at the end of the experiment (after 167 h). The MDS plot 
is derived from non-metric multidimensional scaling of ARISA data using a Bray-Curtis 
measure. All treatment combinations were conducted in triplicate, 2D stress = 0.21. 
Pre-
sterilised
Non-
sterilised
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Table 6-2 Contrast results (comparing the effects of water (A, B, C) and immigration time (12, 24, 
48, 96 and 167 h) on the Bray Curtis similarity of bacterial ARISA data, based on 
PERMANOVA for both the (i) Pre-sterilised and the (ii)  Non-sterilised microcosm 
community data, analysed separately. 
Source of 
variation 
d.f SS F P 
(i) Pre-sterilised microcosm data 
A v B 1 6429.2 2.86 < 0.01 
A v C 1 9696.9 4.81 < 0.01 
B v C 1 5018.5 2.86 < 0.01    
12 v 24 1 2047.5 1.06 0.42 
12 v 48 1 3283.3 1.68 0.05 
12 v 96 1 3393.5 1.73 0.02 
12 v 167 1 5297.9 2.62 0.01 
d.f.  35 79201   
(ii) Non-sterilised microcosm data 
A v B 1 22987 11.8 < 0.01 
A v C 1 29253 15.9 < 0.01 
B v C 1 27219 13.8 < 0.01 
12 v 24 1 1199.2 0.7 0.71 
12 v 48 1 2987.6 1.6 0.02 
12 v 96 1 2385.2 1.2 0.26 
12 v 167 1 6708.6 3.2 < 0.01 
d.f. 36 72872   
 
In the pre-sterilised microcosms, over half of the most abundant taxa detected after 167 h 
exposure to immigration were also dominant in the rainwater samples (Figure 6-3). Indeed, many of 
the taxa found to be highly abundant in microcosms exposed to just 12 h immigration were taxa 
determined to be abundant within the rainwater, even though these microcosms remained closed 
for a further 6 d prior to being sampled. In contrast, taxa which were abundant in the rainwater were 
less prevalent in the non-sterilised microcosms, including in microcosms exposed to immigration for 
the duration of the experiment. 
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Figure 6-3 Relative abundance of the most abundant taxa in water that was (left) pre-sterilised, 
or (right) non-sterilised at the beginning of the experiment (0 h). Data are the 
percentage contribution of each of the ten most dominant ARISA peaks in microcosms 
containing water from source A, B, or C following exposure to immigrant bacteria for 
either 12 or 167 h. All microcosms were sampled at 167 h and data from triplicate 
microcosms were averaged. White bars represent ARISA peaks which were also 
determined to be one of the ten most dominant peaks within rainwater samples. Error 
bars are 1 x standard error.   
 
The composition of bacterial communities within both the pre-sterilised and non-sterilised 
microcosms varied according to the length of time they were exposed to bacterial immigration 
(Figure 6-4). For example, in the pre-sterilised microcosms there was no significant difference 
(PERMANOVA contrast data, P > 0.05) between samples exposed to bacterial immigration for 12 h 
and 24 h (Table 6-2). However, there were significant differences comparing microcosms which were 
opened for 12 h and 48 h, 12 h and 96 h, or 12 h and 167 h. No significant differences in multivariate 
data dispersion were detected in pre-sterilised microcosms exposed to immigration for different 
periods of time (Pairwise PERMDISP all p > 0.05). Therefore these results appear to be caused by a 
general shift in community structure, rather than any difference in sample heterogeneity among 
replicate microcosms. The communities within the pre-sterilised microcosms became slightly less 
similar over time (Table 6-2); the average similarity between microcosms opened for 12 or 24 h was 
33.1% ± 0.9, whereas the similarity between microcosms opened for 12 or 167 h was 28.1% ± 1.2 
(mean, ± standard error). In contrast, no such temporal pattern was observed in the non-sterilised 
microcosms although a pairwise PERMDISP revealed significantly (p ≤ 0.02) less heterogeneity among 
replicate microcosms which were open for 167 h, as compared to other periods of immigration 
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exposure. Greater variation was also detected among microcosms that were opened during the 
experiment compared to microcosms that remained closed throughout. For example, the 
communities in non-sterilised microcosms incubated with pond water ‘C’ that were closed for the 
duration of the study were 91% ± 0.2 similar using a Bray Curtis measure. Communities in triplicate 
microcosms containing the same water, but which were opened during the experiment were, on 
average, only 37 % ± 1.6 similar. 
 
Figure 6-4 Differences in bacterial community structure in microcosms incubated with (left) non-
sterilised water, or (right) pre-sterilised water which were opened to allow bacterial 
immigration for () 12 h, () 24 h, () 48 h, () 96, or () 167 h. Additional samples 
from the non-sterilised treatment are () samples from microcosms which remained 
closed for the duration of the experiment (167 h). Colours refer to samples incubated 
with water from pond: (blue) A, (green) B, or (red) C.  MDS plots were derived from 
non-metric multidimensional scaling of ARISA data using a Bray-Curtis measure. 2D-
stress values are 0.18 and 0.21 for non-sterilised and pre-sterilised microcosm 
communities, respectively.  Contrast results comparing the effects of water (A, B, C) 
and immigration time (12 h, 24 h, 48 h, 96 h and 167 h) based on the PERMANOVA of 
the Bray Curtis similarity among samples are presented in Table 6-2). 
6.5.1 Bacterial taxon richness  
Significant differences in taxon richness were detected between communities incubated in pond 
water A, B or C (Table 6-1). Overall, no significant difference in taxon richness was detected between 
microcosms that were pre-sterilised and non-sterilised. Taxon richness varied widely among 
individual treatments from 35 ± 6.9 to 94 ± 19.7 (data are mean ± standard error for communities in 
non-sterilised microcosms containing pond water ‘A’ that was closed for the duration of the study, 
and in pre-sterilised microcosms containing pond water ‘B’ that was open to atmospheric 
immigration for 96 h). The period of immigration (i.e., comparing 12 h v 24 h, 12 h v 48 h, 12 h v 96 h, 
or 12 h v 167 h) had no significant effect on taxon richness in either pre-sterilised or non-sterilised 
microcosms (permutational ANOVA contrast data; Table 6-3). However, in the non-sterilised 
Non-sterilised Pre-sterilised
 210 
microcosms, taxon richness was always lowest in microcosms which were closed for the duration of 
the experiment (permutational ANOVA contrast data, 12 h v CD, 24 h v CD, 48 h v CD, 96 h v CD and 
167 v CD, where ‘CD’ refers to closed for study duration, all P < 0.01; ANOVA table not shown). 
Table 6-3  Contrast results (comparing the effects of water (A,B, C) and immigration time (12, 24, 
48, 96 and 167 h) based on permutational ANOVA of taxon richness (S)  for both the (i) 
Pre-sterilised and (ii)  Non-sterilised microcosm data, analysed separately. 
Source of 
variation 
d.f SS F P 
(i) Pre-sterilised microcosm data 
A v B 1 888 5.00 0.03 
A v C 1 1360 4.99 0.03 
B v C 1 69 0.28 0.65 
12 v 24 1 181 0.96 0.35 
12 v 48 1 212 0.75 0.45 
12 v 96 1 8 0.05 0.90 
12 v 167 1 162 1.81 0.20 
Total d.f.  41    
(ii) Non-sterilised microcosm data 
A v B 1 1524 12.25 <0.01 
A v C 1 1179 10.26 <0.01 
B v C 1 85 0.74 0.43 
12 v 24 1 5 0.05 0.94 
12 v 48 1 17 0.15 0.74 
12 v 96 1 224 1.86 0.19 
12 v 167 1 10 0.09 0.91 
Total d.f. 42    
 
6.5.2 Bacterial community evenness  
Analysis of Gini coefficient data (in which lower Gini coefficient values are indicative of more even 
communities) revealed that communities in pre-sterilised microcosms were more even than those in 
non-sterilised microcosms; where average Gini coefficients were 0.63 ± 0.01 and 0.67 ± 0.01, 
respectively (Table 6-1; Table 6-4). Community evenness varied for non-sterilised microcosms 
containing pond water from different sources; A vs. C and B vs. C were significantly different 
(permutational ANOVA, P ≤ 0.05; contrasts of permutational ANOVA data; Table 6-4). However, no 
significant differences in evenness were detected among communities in pre-sterilised microcosms 
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containing water from different ponds. Community evenness was significantly reduced in pre-
sterilised microcosms exposed to the longest periods of immigration, 167 h (Average Gini coefficient, 
0.74 ± 0.036) compared to 12 h (Average Gini coefficient, 0.61 ± 0.036). However, community 
evenness at 24, 48 and 96 h did not differ significantly compared to after 12 h immigration. 
Immigration time did not significantly impact bacterial community evenness in the non-sterilised 
microcosms. The average Gini coefficient for bacterial communities within rainwater samples was 
0.59 ± 0.04 indicating relatively even bacterial communities.  
Table 6-4 Contrast results (comparing the effects of water (A,B, C) and immigration time (12, 24, 
48, 96 and 167 h) based on permutational ANOVA of Gini Coefficient data for both the 
(i) Pre-sterilised and (ii)  Non-sterilised microcosm data, analysed separately. 
 
Source of 
variation 
d.f SS F P 
(i) Pre-sterilised microcosm data 
A v B 1 4.3 0.18 0.69 
A v C 1 22.2 0.83 0.40 
B v C 1 4.3 0.18 0.70 
12 v 24 1 15.3 0.49 0.51 
12 v 48 1 70.2 2.23 0.16 
12 v 96 1 2.3 0.31 0.58 
12 v 167 1 318.8 30.10 <0.01 
Total d.f. 41 2091   
(ii) Non-sterilised microcosm data 
A v B 1 146 4.19 0.06 
A v C 1 767 49.91 <0.01 
B v C 1 146 4.19 0.05 
12 v 24 1 28 0.98 0.35 
12 v 48 1 20 0.65 0.47 
12 v 96 1 6 0.17 0.70 
12 v 167 1 5 0.12 0.75 
Total d.f. 42 1855   
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6.5.3 Estimating and Comparing Parameters from the Neutral Model 
The results from the neutral analysis carried out by Dr. Rampal Etienne are presented in Table 6-5 
and are taken directly from Lee et al. (2013). We assessed the relationship between exposure to 
atmospheric immigration and m by considering three different models (Table 6-5). Model 1, which 
assumes m is a function of immigration period, outperformed model 0, which assumes that m is 
independent of immigration period, on all occasions. Interestingly, the relationship between m and 
immigration period varied among treatments, increasing with longer periods of exposure to 
immigration in seven of the treatment microcosms (i.e., where a1 is positive in Table 6-5), but 
decreasing in five others (i.e., where a1 is negative in Table 6-5). Model 2, which assumes a quadratic 
function of immigration period, outperformed model 1 in all but one occasion (microcosm ‘PS-A’, 
Table 6-5). Note that all non-sterilised communities have negative values for a2, suggesting that 
immigration rate first increases and then decreases (or levels off – there are too few data points to 
ascertain that a decrease occurs), whereas the pre-sterilised communities showed various patterns 
(A: decrease in immigration rate, a1 < 0; B increase followed by decrease, a2 < 0; C: decrease followed 
by increase, a2 > 0). Graphs that visually represent the data from the neutral model analyses are 
presented in Appendix D 6 and Appendix D 7. 
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Table 6-5 Relationship between the neutral parameter m and period of exposure to 
immigration. Three models were considered. Model 0 assumed m is not a function of 
immigration period, model 1 assumes a linear dependence of m on the period of 
immigration and model 2 a quadratic function. The p value represents the outcome of 
a χ2 test comparing model 0 and 1, and model 1 and 2, where p <0.05 indicates that 
the latter model outperformed the former model. A positive value for a1 indicates that 
m increased with immigration period, and a negative value for a1 indicates that m 
decreased with immigration period. A positive value of a2 indicates that there is a 
nonlinear decrease (e.g., decrease) followed by an increase, and a negative a2 value 
indicates a nonlinear increase (increase and levelling off or increase followed by 
decrease). 
 
Inoculum Water Model θ a0 a1 a2 p-value 
NS A 0 48.11 22.14 0 0  
NS A 1 48.33 15.42 0.13 0 < 0.005 
NS A 2 47.77 11.13 0.49 -0.0023 < 0.005 
NS B 0 64.13 34.81 0 0  
NS B 1 63.98 43.32 -0.14 0 < 0.005 
NS B 2 62.62 20.38 1.22 -0.0076 < 0.005 
NS C 0 70.29 31.10 0 0  
NS C 1 71.00 22.41 0.14 0 < 0.005 
NS C 2 70.31 17.14 0.54 -0.0025 < 0.005 
PS A 0 69.36 20.01 0 0  
PS A 1 67.69 30.55 -0.12 0 < 0.005 
PS A 2 67.72 32.07 -0.17 0.0003 0.46 
PS B 0 88.67 30.13 0 0  
PS B 1 87.19 39.26 -0.10 0 < 0.005 
PS B 2 85.46 5.15 1.25 -0.0071 < 0.005 
PS C 0 58.88 51.91 0 0  
PS C 1 58.91 46.47 0.08 0 0.031 
PS C 2 58.88 56.92 -0.36 0.0026 < 0.005 
 
m, the immigration parameter is related to the fundamental dispersal number (Etienne & Alonso, 2005) by m = I/(I + J – 1) where J is the 
sample size, which in this analysis was set at 1000 (see supplementary table S5 for results for J=100, 300, and 3000)  
θ represents the fundamental biodiversity number. 
Under model 0, we have I = a0, so I (and therefore m) is not a function of immigration time (Topen). Model 1 assumes a linear dependence (I 
= a0 + a1 * T) of I on immigration time T. Model 2 assumes a quadratic dependence (I = a0 + a1 * T + a2 * T
2) of I on immigration time. 
Estimated m values under model 0 ranged from 0.02 to 0.04. See Lee et al. 2013 for more details.  
 
6.6 Discussion 
The main aim of this research was to examine the relative importance of both species sorting and 
neutral processes during the assembly of aquatic bacterial communities exposed to different periods 
of immigration. As far as I am aware, this is the first experiment of its kind to investigate the effects 
of different immigration times on the assembly of aquatic bacterial communities in both populated 
and previously sterile (un-colonised) habitats.  While there is some evidence to support the 
involvement of neutral processes in the assembly of bacterial communities within the microcosms, it 
is evident that these communities are not solely assembled by neutral processes; other mechanisms 
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operate in tandem. This is suggested because significant differences in bacterial community structure 
and evenness were observed comparing communities that developed in water derived from different 
pond sources. This conclusion compliments the findings of a recent study by Langenheder & Szekely 
(2011) which similarly contends that both neutral and niche processes are of likely importance in 
their study, but which was restricted to monitoring the early colonisation of sterile environments and 
with only one immigration period (8.5 h). 
I hypothesised that there would be no significant differences in bacterial community similarity and 
evenness comparing communities in pre-sterilised microcosms containing water from ponds A, B or C 
(Source Hypothesis). However, after just seven days of incubation significantly different bacterial 
communities were present in microcosms containing each pond water, both in the pre-sterilised and 
non-sterilised microcosms. In the pre-sterilised microcosms, this result suggests that rapid species 
sorting occurred. Specialist immigrant bacteria were probably selected for by the different chemical 
attributes of each water source. The relative influence of species sorting was relatively weak among 
the pre-sterilised microcosms as the bacterial community data did not separate communities into 
discrete clusters in multivariate space (i.e., relating to pond water A, B and C). However, these 
findings support the assertion by van der Gucht et al. (2007) that fast population growth rates can 
facilitate efficient species sorting in bacterial communities. Indeed, the studies of Bell (2010) and 
Jones & McMahon (2009) suggest that species sorting is the dominant process governing the 
assembly of aquatic bacterial communities. I also observed an immigration period effect within the 
pre-sterilised microcosms, whereby communities became more dissimilar to each other with 
increased exposure to immigration. This temporal trend was not observed within the non-sterilised 
microcosms, supporting the notion that immigration, and varying immigration times, have much 
larger effects on previously uncolonised environments. This result supports the idea that founder 
effects may be occurring within the non-sterilised microcosms.  
Although I observed differences in Bray-Curtis similarity between pre-sterilised microcosm 
communities incubated in water originating from different ponds, no significant differences in 
community evenness were detected (comparing Gini coefficients).  Non-significant effects would be 
predicted under strict neutral models (Woodcock et al., 2007) because the structure of local 
communities is expected to simply reflect that of the source community, with deviations being 
caused by random births, deaths, migration and speciation, rather than by any adaptation to local 
conditions. Consequently, although differences in bacterial community similarity among pre-
sterilised microcosm communities suggest that species sorting played a significant role in the 
assembly of these communities, I provide no evidence that species sorting impacted community 
evenness comparing communities incubated in pre-sterilised water from different ponds.   Other 
researchers provide stronger evidence for species sorting in communities exposed to greater 
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selection pressures such as  drying/wetting cycles (Fierer et al., 2003), the presence of toxins (Ager et 
al., 2010) and gradients in pH (Meron et al., 2011). However, the selection pressures incorporated 
into this study were relatively minor. This experiment used water from three artificial ponds, which 
were themselves constructed six months earlier by inoculating three large plastic containers with 
water from the same stream source. Since this experimental design had these biases against species 
sorting, the results suggest that even very subtle heterogeneity in physico-chemical conditions can 
affect the similarity of bacterial communities, via species sorting, in a short period of time.  
Differences in bacterial community similarity and evenness were greater among microcosms 
containing non-sterilised water from different pond sources. This occurred even though I created the 
non-sterilised microcosm communities in diluted pond water. While dilution was necessary as part of 
the experimental design, dilution would be expected to weaken the effect of species sorting, which 
occurs maximally in environments with saturated populations (Smith & Shurin, 2006). This result 
highlights the importance of priority effects, whereby different levels of bacterial immigration could 
not significantly alter the overall community of the non-sterilised microcosms. The differences 
observed in bacterial community similarity and evenness do not provide clear evidence of species 
sorting, as different bacterial communities were already known to be present in the pond water used 
to inoculate the non-sterilised microcosms. However, this study provides additional information on 
the relative role of immigration for the assembly of bacterial communities in both previously 
colonised, and unpopulated, environments.  
The ‘Immigration Period Hypothesis’ predicted that community evenness would increase with 
increased immigration times. Interestingly, the non-sterilised microcosms that remained closed for 
the duration of the experiment had the lowest bacterial community evenness and taxon richness, 
indicating that the closed microcosms were dominated by a comparatively small number of more 
competitive taxa (Torsvik et al., 2002). Opening the non-sterilised microcosms to atmospheric 
immigration for just 12 h increased the evenness and taxon richness of the bacterial communities, 
highlighting that bacterial communities can be significantly affected by relatively short periods of 
exposure to immigration; a novel result, which does not support all of the conclusions of Jones et al. 
(2009). However, the bacterial communities in pre-sterilised microcosms exposed to 167 h 
immigration were significantly less even than those exposed to only 12 h immigration. One 
explanation for the decrease in evenness observed within the pre-sterilised microcosms exposed to 
greater immigration could be that longer immigration times increased the likelihood that more 
competitive taxa migrated into these microcosms. Once present in the microcosms, these well 
adapted and highly competitive taxa would be expected to increase in abundance and reduce the 
evenness of the community (Rajaniemi, 2011). Interestingly, the impact of exposure to different 
periods of immigration was weaker for communities in the non-sterilised, or pre-populated 
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microcosms, supporting the findings of Jones et al. (2009) that continual atmospheric immigration 
has relatively little impact on established  bacterial communities. In addition, Langenheder et al. 
(2006) observed that initial bacterial inoculation source played a much larger role in determining 
final bacterial community structure than environmental factors. This combination of findings 
provides evidence for the importance of priority effects in bacterial community assembly. 
A strict interpretation of neutral theory predicts that the relative abundance of any taxon in the 
microcosms should simply reflect that of the source community (Sloan et al., 2006) and that the 
ranks of individual taxa should be conserved. This study therefore provides evidence to support the 
likely role of neutral processes during community assembly because the most abundant taxa 
detected in the pre-sterilised microcosms were frequently found in high abundance within the 
rainwater. The source pool of airborne immigrants is expected to be highly diverse with the majority 
of bacteria perhaps originating from < 1 km away (Bovallius et al., 1980) but with many more arriving 
following dispersal across a far greater, even global scale (Prospero et al., 2005, Griffin, 2007). Since 
winds mix and transport bacterial communities from a wide variety of sources including those 
associated with sediment loads (Griffin, 2007) and aerosolised droplets from wave action (Kellogg & 
Griffin, 2006), atmospheric bacterial communities do tend to be highly diverse and relatively evenly 
structured (Temkiv et al., 2012). This was found to be the case in this study, where a greater level of 
community evenness was observed in the rainwater compared to within any of the microcosms; this 
observation is similarly noted by others (Langenheder & Szekely, 2011). Taxa that were dominant in 
the rainwater were more likely to also be dominant members of pre-sterilised microcosm 
communities than non-sterilised microcosm communities. This indicates that the immigrant taxa 
dominant in the rainwater were either outcompeted, or numerically dominated by pre-existing 
bacterial populations. In contrast, the pre-sterilised samples are likely to have been first colonised by 
generalist bacteria with opportunistic growth strategies, which are often reported in high abundance 
within rain water (Pernthaler & Amann, 2005, Langenheder & Szekely, 2011). These taxa may have 
been replaced by more specialist taxa over time as resources, such as available carbon sources, 
became more limited.  
This study, in which I experimentally manipulated levels of bacterial immigration, is among the first 
to show a meaningful adherence of empirical bacterial community data to Hubbell’s neutral 
parameters (i.e., where the value of m varies in response to the period of exposure to immigration; 
see Lee at al. (2013)), because  the additional analysis carried out by Dr. Rampal Etienne showed that 
the values of m changed in response to different immigration times. However, the ‘direction’ of this 
relationship varied between the different treatments. In both the pre-sterilised and non-sterilised 
microcosms, some communities showed an increase in m while others showed a decrease over time, 
when assuming  a linear relationship (e.g., m increased over time in microcosm containing non-
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sterilised water from ponds A or C, but decreased in microcosms containing water B). Even though 
the conclusions here remain speculative the relationship between immigration times and estimated 
m values was unequivocal.  
The present experiment shows that stochastic immigration, and varying immigration times, can 
have significant effects on bacterial community structure. Indeed, this is where the present 
experiment compliments the microcosm experiment presented in Chapter Five. The microcosm 
experiment carried out in Chapter Five presented evidence of species sorting processes regulating 
community structure, whereby copper concentrations and temperature regimes led to the 
development of distinct bacterial communities in the absence of immigration from a common source 
pool (i.e., it was a completely ‘closed’ system). This has interesting theoretical and practical 
applications and suggests closed systems, with limited immigration are more likely to be regulated by 
species sorting processes than ‘open’ systems (Lindström & Östman, 2011). Thus stochastic migration 
and dispersal processes may have a larger impact on bacterial community structure than the random 
births, deaths and speciation events, although additional research will need to be carried out to 
confirm this hypothesis.  Consequently, closed biological systems, such as those associated with 
microbial fuel cells, may be more structured by deterministic processes than natural aquatic systems 
and therefore understanding the competitive interactions between different taxa will be crucial to 
developing stable and productive bacterial communities. Questions remain as to whether 
immigration and dispersal  increases the stability or diversity of aquatic systems and only future work 
utilising high-throughput molecular methods will elucidate this issue (Zha, 2011).  
The DNA-fingerprinting approach used in this study (ARISA) provides only a coarse description of 
these communities (as discussed and acknowledged in previous chapters). Consequently, only the 
most abundant taxa are detected (Muyzer et al., 1993). Additional studies using ‘deep-sequencing’ of 
microbial DNA remain desirable to discern if the distribution of both rare and abundant taxa follow 
the same ecological trends (Nekola & White, 1999). For this reason, finer-scaled efforts to 
characterise these bacterial communities will undoubtedly improve our understanding as to whether 
species sorting has a lesser proportional impact on communities of rare taxa, which may be 
comprised of large proportions of poorly adapted, and even dormant, immigrant bacteria (Lennon & 
Jones, 2011). However, while being prone to a variety of biases (Bell, 2010), methods such as t-RFLP 
(Dumbrell et al., 2010, Hannes et al., 2010, Ofiteru et al., 2010) and ARISA (Yannarell et al., 2003, 
Jones & McMahon, 2009, Drakare & Liess, 2010) are routinely used to investigate the importance of 
species sorting in microbial communities because consistent trends in DNA-fingerprinting profiles do 
reflect real differences in community composition among samples, as shown in section 4.10.5.  
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The ‘unified neutral theory of biodiversity and biogeography’ has fuelled an explosion in research 
investigating the importance of neutral processes, particularly related to the community assembly of 
tropical forest trees, which were a key focus of Hubbell’s original text (Hubbell, 2001). However, tests 
of the importance of neutral theory remain hampered by difficulties associated with the accurate 
manipulation and monitoring of key parameters such as rates of migration in many communities of 
macro-organisms. I used an experimental manipulation of various levels of bacterial immigration and 
show that simple, hypothesis-driven microcosm studies can play an important role in elucidating the 
different ecological processes that structure bacterial communities. This study reveals that while 
species sorting is of undeniable importance for the assembly of bacterial communities, neutral 
processes related to stochastic immigration are likely to be important determinants of bacterial 
community richness, composition and diversity, particularly for communities in the earliest stages of 
bacterial colonisation.  
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Chapter 7 
 
 
 
General Conclusions 
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7.1 Overview  
In this thesis I presented research from several experimental systems using hypothesis-driven 
science to investigate niche and neutral processes in the microbial world. The data have contributed 
knowledge to the field of microbial ecology; the immigration experiment from Chapter Six resulted in 
a publication in an international microbial ecology journal (see Lee et al., 2013), whilst the data 
presented in Chapter 3 contributed to Lear et al. (2014) and a manuscript from the data presented in 
Chapter Four is in preparation. My research contributed to understanding the roles of species sorting 
and neutral processes in microbial ecology as well as empirically testing the taxon-area, taxon-time 
relationship, distance-decay and abundance-occupancy relationships. I present evidence of positive 
taxon-time, distance-decay and abundance-occupancy relationships, demonstrating that 
macroecological patterns can be observed in the microbial world. However, no evidence of a positive 
TAR was observed in this research, the implications of which are discussed in section 7.5. Whilst the 
role of species sorting was of major importance during the assembly and regulation of the aquatic 
bacterial communities studied in this thesis, the role of stochastic neutral processes should not be 
dismissed. The simple neutral model presented in Chapter Three explained a reasonable percentage 
of the abundance and occupancy variation, whilst the more complex neutral model tested in Chapter 
Six showed, for the first time, that the immigration parameter m responded to different periods of 
atmospheric immigration in a significant manner. Indeed, the importance of neutral processes 
appeared to depend on both the spatial and temporal scale of observation, a result that has 
important implications in microbial ecology. These results therefore contribute significantly to 
reconciling both the role of species sorting and neutral processes in the microbial world.   
The combination of observational and experimental studies has allowed me to investigate 
ecological processes over a range of different spatial and temporal scales, starting with large 
environmental field experiments (Chapter Three and Four) and ending with small-scale microcosm 
experiments (Chapters Five and Six). The environmental datasets investigated in Chapters Three and 
Four allowed the investigation of broad-scale ecological trends, whereas the small-scale, 
environmentally-controlled microcosm experiments allowed very specific hypotheses to be tested. I 
believe this natural progression from large to small-scale experimental designs allowed me to 
achieve the aims and objectives of this research project: investigating neutral processes, species 
sorting and a range of macroecological theoretical frameworks using experimental and natural 
systems.   
Chapter Three investigated the roles of stochastic neutral processes and species sorting in the 
assembly of natural aquatic bacterial communities, as well as investigating the distance-decay, 
abundance-occupancy and the taxon-area relationship. This experiment presented results across 
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smaller spatial scales than previously demonstrated in the literature and contributed knowledge 
about fine-scale variation in bacterial community structure in aquatic habitats. The numerous 
datasets investigated also provided a useful set-up for investigating bacterial biogeography and the 
hypotheses proposed in Chapter One. In my opinion, Chapter Three stands as a ‘backbone’ for this 
whole thesis, whereby the research carried out in all other chapters focused on specific aspects of 
the research carried out in Chapter Three. For example, Chapter Four, the long-term mesocosm 
experiment, specifically investigated the TAR, which proved difficult in Chapter Three due to the 
issue of using tarn-area as a proxy for habitat size. The experiment presented in Chapter Four is, as 
far as I am aware, one of the most controlled assessments of the taxon-area relationship to date. 
Chapter Five, however, allowed an in-depth assessment of species sorting occurring in ‘closed’ 
habitats using a range of environmental stressors, again something that would have been difficult to 
carry out in the field. Finally, Chapter Six allowed an investigation of the role of species sorting and 
neutral processes during the early assembly of aquatic bacterial communities, thus investigating the 
importance of immigration events in determining bacterial community structure. This experiment, 
which as far as I am aware was one of the first studies to investigate the role of different immigration 
times on the bacterial structure of colonised and un-colonised environments, contributed significant 
knowledge about the assembly of aquatic bacterial communities and the forces that regulate 
diversity. In this final chapter I present a synthesis of the main findings of this thesis as well as 
providing ideas for future work and addressing caveats of the project.  
7.2 Species sorting and neutral processes 
Evidence of species sorting was presented in every data chapter in this thesis, supporting the 
findings of many previous studies (Kent et al., 2007, Mosher & Findlay, 2011, Lindström & 
Langenheder, 2012). For example, in Chapter Three I present evidence of species sorting processes 
structuring bacterial communities among and within different tarns, with environmental variables 
explaining a reasonable percentage of bacterial community structure and evenness. Furthermore, 
the results from the long-term mesocosm experiment demonstrated that structurally distinct 
bacterial communities were identified within different sized ponds. Finally, the small-scale 
microcosm experiments demonstrated the importance of environmental stressors in regulating 
bacterial diversity, specifically Chapter Five, where I present evidence of environmental stressors 
regulating bacterial community structure. Finally, Chapter Six showed that structurally distinct 
bacterial communities developed within different water samples. It is therefore apparent that the 
role of species sorting, and other niche processes, regulated the diversity of these bacterial 
communities to some extent. Therefore my results support the conclusions of previous research that 
emphasise the importance of species sorting in regulating bacterial diversity (Jones & McMahon, 
2009, Logue & Lindstrom, 2010, Székely & Langenheder, 2013). Despite the evidence for species 
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sorting, I also present evidence that neutral processes playing an important role in regulating 
bacterial community assembly, especially in Chapters One and Six, whereby a simple neutral model 
explained a relatively large percentage of relative abundance distributions and parameters of the 
neutral model responded to the different immigration times in a significant manner, with abundant 
taxa in the source pool remaining abundant in the local communities. It is therefore apparent that 
my research suggests both species sorting and neutral processes appear to be important in 
regulating bacterial community structure, evenness and composition.  
One explanation for observing evidence for both species sorting and neutral processes 
simultaneously in this thesis may be due to the fact that different ecological processes govern 
different aspects of bacterial communities (Green et al., 2008, Barberan et al., 2012). For example, in 
Chapter Six I discussed the issue of different ecological trends governing the abundant and rare 
members of bacterial communities. Specifically, I mention that dominant members of a community 
may be more likely to be governed by species sorting processes, with rarer (i.e., ‘rare’ compared to 
the dominant taxa) members of a community being more likely to be neutrally assembled. Indeed, 
some evidence was gathered to support this from the tarn complexes studied in Chapter Three, 
where significantly larger percentages of the variation in relative abundances of dominant taxa could 
be explained by the environmental variables. However, more in-depth experimental work will need 
to be carried out to confirm this hypothesis. Interestingly, this concept has received little attention in 
the literature. One of the reasons for this may be due to methodological limitations of molecular 
fingerprinting (e.g., a detection limit of < 1% of the communities relative abundances). The rapid 
development of high-throughput techniques, however, has allowed microbial ecologists to acquire 
more information about the ‘rare’ members of bacterial communities. Besemer et al. (2012) used 
high-throughput sequencing of 16S rRNA genes to investigate the roles of neutral processes during 
biofilm community assembly. In their paper, they identified that species sorting influenced the 
relative abundance of dominant taxa, but only influenced the presence/absence of rarer taxa.  
As well as the concept of different ecological processes regulating the abundance of dominant and 
rare taxa, it may be the case that different life history strategies also influence the relative 
importance of species sorting and neutral processes. For example, in the microcosm experiment 
presented in Chapter Six, it may have been the case that generalist taxa were able to colonise the 
pre-sterilised microcosms before specialist taxa were able to establish themselves. Consequently, the 
bacterial communities associated with the pre-sterilised microcosms may have been more likely to 
have been composed of neutrally assembled generalist taxa (Langenheder & Szekely, 2011).  
However, recent research by Székely & Langenheder (2013) investigated this concept using natural 
bacterial communities associated with rock pools and identified the relative importance of species 
sorting changed between habitat specialist and generalists, but habitat generalists were more likely 
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to have been regulated by species sorting than neutral processes. In their study, however, a strictly 
statistical approach was used to define generalist and specialist taxa (Levin’s niche width) and it 
remains to be elucidated whether using a more biologically based approach (e.g., using taxonomic 
identity to determine generalist or specialist life histories) would produce different results. In 
conclusion, the data presented in this thesis demonstrates that, as with macro-organism 
communities, there is not one distinct ecological process that regulates diversity; many appear to 
work in tandem. This means there will not be one answer to the question ‘What regulates bacterial 
biodiversity?’, but many. The results presented in the current work do, however, demonstrate that 
species sorting and neutral theory are both very good places to start before invoking more complex 
models and theoretical frameworks. Indeed, the predictions made by both species sorting and 
neutral processes were supported by data presented in each chapter of this thesis.  
The neutral model is more than simply a null hypothesis of ‘there is nothing going on’; it generates 
testable hypotheses and presents a useful tool to microbial ecologists aiming to explain the colossal 
diversity found within the microbial world. Indeed, theoretical models that explain microbial diversity 
using the lowest number of free parameters are desirable from scientific and philosophical 
perspectives (Alonso et al., 2006). It is all too easy to fall into strict adaptationism perspectives that 
have frequently reared their head in evolutionary biology; i.e., species X evolved trait X for function 
X, with conclusions that are rarely more than conjecture. In its most extreme form, some biologists 
have aimed to explain every genetic and phenotypic trait as an adaptive product of natural selection 
(Gould & Lewontin, 1979), thus leaving no room for other important evolutionary processes (such as 
random genetic drift, random mutation, neutral evolution of alleles and developmental restraints) in 
explaining an organism’s geno- and phenotypic characteristics. It is now far more commonly 
accepted that both perspectives (e.g., adaptive and non-adaptive paradigms) are correct to some 
extent. This debate among evolutionary biologists serves as a useful analogy for microbial ecologists; 
we should not simply aim to explain bacterial diversity whilst always looking through ‘adaptationist 
(or more accurately, niche assembly) tinted glasses’. Indeed, empirical and theoretical research 
carried out across the last ten years have ensured the importance of neutral processes have become 
recognised in both macroorganism and microbial ecology (Sloan et al., 2006, Woodcock et al., 2007, 
Rosindell et al., 2011), and neutral processes continue to be researched and debated in the microbial 
literature (Logue, 2008, Langenheder & Szekely, 2011, Lindström & Langenheder, 2012, Lee et al., 
2013, Logares et al., 2013).  
7.3 Neutral modelling in the microbial world 
Although neutral theory generates testable predictions and hypotheses, there are still major issues 
with using the more complex mathematical neutral models with the molecular data generated using 
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microbiological techniques.  A lot of these problems relate to the relative abundance data molecular 
analysis generates; currently there is no feasible manner to obtain accurate total abundance counts 
of different bacterial taxa in a sample and it is likely that this kind of technology is a long way off. The 
more complex neutral models (e.g.,  Etienne, 2009) rely on counts of individuals and are therefore 
difficult to use in conjunction with molecular data; molecular techniques generate relative 
abundance data, not absolute abundance data. Indeed, Hubbell’s neutral model was specifically 
formulated to explain and predict the abundances of tree communities, whereby obtaining total 
abundance counts, and generating accurate estimates of J, is relatively simple in comparison to 
microbial communities.  Even though neutral models have been developed to be used with 
molecular data with considerable success (Sloan et al., 2006, Woodcock et al., 2007), these methods 
still did not suit all the experimental designs in this thesis, because of various levels of connectivity 
among the different bacterial communities and issues relating to differing temporal scales (Lee et al., 
2013). The research presented in Chapter Six showed that parameters of the neutral model 
responded to different immigration times; a promising result and that may indicate m (the 
probability of immigration) is not simply a ‘fudge factor’ mathematical parameter and may have true 
biological relevance.  
Theoretical ecological models are desperately needed in microbial ecology and the research 
presented here confirms that neutral models may continue to play an important role in microbial 
ecology. In a field where so much is still to learn regarding community assembly, it makes sense to 
start by trying to explain this enormous diversity with the most simple models we have at our 
disposal. With the continual development of useful theoretical frameworks and hypothesis-driven 
science, microbial ecology will continue to mature and develop as a bona fide science.  
7.4 Distance-decay relationships  
The distance-decay relationship was studied in this thesis because species sorting and neutral 
theory predicts the occurrence of a positive distance-decay relationship, but for very different 
reasons  (sees Section 1.4.2). A significant distance-decay relationship was only observed in this 
thesis among the Red Tarn and the TekapoB datasets presented in Chapter One and no distance-
decay relationships were observed among the TekapoA dataset or any of the pond communities 
sampled in Chapter Four.  Within Chapter Three, both environmental (e.g., tarn size) and spatial (e.g., 
easting and northing) factors influenced the distance-decay relationship. Interestingly, samples 
collected across one of the smallest spatial scales (i.e., the TekapoB dataset) all exhibited positive 
distance-decay relationships, with a large percentage of the community variation being explained by 
spatial factors, rather than environmental variables. These were intriguing results, which indicated 
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that the strength and significant of the distance-decay relationship may depend on the spatial extent 
at which communities are being observed. 
Although not ubiquitous across all environmental and spatial scales (Fierer & Jackson, 2006, Bahl et 
al., 2011), there is a large amount of evidence in the literature of positive distance-decay 
relationships for microbial communities (Schauer et al., 2010, Martiny et al., 2011, Finkel et al., 
2012). Understanding which ecological processes influence the strength and direction of the 
distance-decay relationship is an important aspect of microbial ecology, because both spatial factors 
(Knief et al., 2010, Monroy et al., 2012, Bellamy, 2013) and environmental factors (Horner-Devine et 
al., 2004, Bell, 2010) have been identified as important regulators of the distance-decay relationship. 
It may be the case that different assembly mechanisms influence different aspects of community 
structure. For example, Finkel et al. (2012) provided evidence of a significant distance-decay 
relationship among Betaproteobacteria populations, but not among other groups of taxa.  
7.5 Taxon-area relationship  
I present no evidence of a positive taxon-area relationship (TAR) among the experimental systems 
investigated in this thesis, whilst using a combination of ARISA and 16S rRNA gene sequencing 
methodology. The occurrence of a ubiquitous, positive taxon-area relationship in the microbial world 
has far greater importance in microbial ecology than simply knowing larger habitats contain more 
taxa. For example, it may lead to the development of more complex theoretical models that could be 
used to explain and predict bacterial diversity and community assembly within the microbial realm. 
Furthermore, the positive TAR data presented in Bell et al. (2005) were later utilised  by Woodcock et 
al. (2007), allowing a simply neutral model to predict the richness and relative abundances of taxa 
across numerous different sized habitats. This is a great example of how a relatively simple 
observation (e.g., the positive TAR) led to the development of a powerful, yet simple, theoretical 
model. It is also important to remember that a positive TAR is predicted by neutral theory (Hubble, 
2001). Consequently, the fact my research using mesocosms in Chapter Four showed a negative TAR 
and a strong correlation between environmental variables and taxon richness did not support the 
predictions of neutral theory. I therefore demonstrate that the richness of some bacterial 
communities is influenced by differing environmental conditions rather than habitat size or other 
spatial variables.  
 The negative TAR presented in Chapter Four, and the results of Logue et al. (2012), highlight the 
need for future work to reproduce some of the early experiments (e.g., Bell et al., 2005, Woodcock et 
al., 2007) using high-throughput molecular methods. Indeed, it is surprising that to date none of 
these earlier studies have been replicated using more sensitive molecular methods. My results, of 
course, do not disprove the occurrence of a positive TAR in the microbial world; they show that 
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among certain bacterial communities, other environmental variables can influence bacterial richness, 
rather than habitat size per se, highlighting the need for other experimental work to present 
evidence of a positive TAR in aquatic bacterial communities.  
7.6 Taxon-time relationship and temporal patterns in microbial ecology 
As far as I am aware, the long-term mesocosm presented in Chapter Four is one of the first 
assessments of the taxon-time relationship in natural aquatic bacterial communities across temporal 
scales greater than a year. The results demonstrated that among bacterial assemblages, like 
communities of macroorganisms, cumulative taxon richness increases over time with a power law 
model providing an accurate description of the relationship. This is an important result because it 
highlights that bacterial composition turns over through time in similar manner to macroorganisms.  
Furthermore, temporal studies of bacterial diversity are still relatively rare in microbial ecology 
(Jones et al., 2012) and the research presented in this chapter showed that bacterial community 
structure changed relatively drastically over a period of four weeks. I presented evidence suggesting 
the majority of the variation in bacterial community structure was found between the different 
weeks sampled (i.e., temporal factors) as opposed to spatial factors relating to habitat size. This 
result supports the conclusions of Jones et al. (2012) and highlights the importance of time, as well as 
space, in microbial studies. Indeed, the results from my experiments suggest that bacterial 
community composition can change significantly over time-periods of less than one week, indicating 
that temporal and spatial replicates may need to be considered when sampling aquatic bacterial 
communities (Wells et al., 2011). 
7.7 The use of ARISA in microbial ecology 
ARISA was extensively used in this thesis and consistently generated reproducible data that were 
sensitive enough to detect differences in community structure between numerous bacterial 
assemblages. Technical replicates frequently exhibited high levels of Bray-Curtis similarity and low 
variance in Gini coefficient value. Although prone to numerous biases and limitations, which were 
discussed at length in Chapter Two and throughout the thesis, ARISA was shown to generate 
comparable results to 454 pyrosequencing of the 16S rRNA gene (see Chapter Four) in terms of 
detecting differences in overall community structure. Indeed, additional linear regression analysis 
between the Gini coefficient data generated by ARISA and 16S sequencing identified a significant 
correlation between the two (P=0.01, r2=0.28; Pearson’s correlation ρ=0.52), which indicated ARISA 
can generate comparable evenness results to pyrosequencing of the 16S rRNA gene. This really is an 
intriguing result, because although pyrosequencing is hugely more expensive and generated very 
large datasets, the final results were generally comparable to a method that costs a fraction of the 
price. Consequently, ARISA will continue to be confidently used to get an overall idea of differences 
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in community structure between samples, with 16S sequencing providing detailed, fine-scale 
descriptions of community composition. It is therefore apparent that these two different molecular 
techniques can both complement each other in investigations of aquatic microbiology (Shade et al., 
2012), whereby ARISA can be confidently used to determine overall community structure with 454 
pyrosequencing  generating more accurate estimates of bacterial richness.  
7.8 Future perspectives 
The microcosm experiments shown in Chapters Five and Six highlight the potential of simple, 
hypothesis-driven science experiments to elucidate ecological questions. It is without a doubt that 
during the three years of this project, there has been a significant shift away from the typical 
‘descriptive’ approach in the literature. It is no longer enough to simply sequence environmental 
samples and document bacterial taxonomy; microbial ecologists are now aiming to explain this 
colossal diversity using hypothesis-driven science and ecological modelling. Continuing this trend will 
ensure microbial ecology remains at the forefront of biological and ecological research. The linking of 
microcosm/mesocosm experiments with observations and manipulations of natural systems may 
also prove to be a fruitful research strategy. For example, one could set-up experimental microcosms 
using natural lake water and thus investigate a range of ecological processes in the field in real-time. 
A publication by LindstrÖm & Östman  (2011) is an excellent example of this process, where they 
utilised dialysis bags within a natural lake system to investigate the role of dispersal in structuring 
bacterial community structure and function. Another recent paper by Declerck et al. (2013) used a 
similar integrated microcosm experiment, whereby an artificial metacommunity was investigated. 
Here the researchers manipulated dispersal and environmental heterogeneity levels among different 
patches (i.e., local assemblages) and determined that lower dispersal levels reduced the β-diversity 
similarity among the bacterial communities. Finally, the role of microcosms could be used in future 
investigations of the TAR at smaller spatial scales than previously undertaken. For example, one 
could set-up microcosms of various sizes (< 1 ml – 1 litre) filled with sterile ‘artificial’ pond water (like 
the water used in Chapters Five and Six). These microcosms could be incubated outdoors (to enable 
bacterial colonisation) for a set period of time and then investigated using high-throughput 
techniques. Simple microcosm experiments like this have already shown their merit in microbial 
ecology and most likely will continue to in the foreseeable future (Jones & McMahon, 2009, Bell, 
2010, Langenheder & Szekely, 2011, Lee et al., 2013).  
Experiments that continue to investigate biogeographical patterns over large spatial scales are also 
needed, because understanding bacterial biogeography across global spatial scales may contribute to 
the development of logical and scientifically sound, international bio-control regulations. For 
example, if soil dwelling bacterial taxa can disperse around the globe on particular matter aided by 
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the winds of the planet, does it really matter if one has mud on their shoes when entering a country’s 
international airport? Furthermore, can these ‘immigrant’ taxa establish themselves easily within 
their new habitats, or will niche processes lead to competitive exclusion? In these scenarios it is clear 
to see the real-life implications of species sorting or neutrally assembled bacterial assembly. 
One of the limitations of this project was the fact the majority of the research was based on 16S 
rRNA genes (or associated genes, such as the intergenic-spacer region) and therefore I did not 
manage to investigate the effects of species sorting among specific functional groups using functional 
genes (with the exception of the experiment presented in Chapter Six), which is undoubtedly an 
important aspect of microbial ecology. Thus, future work should aim to investigate the effects of 
species sorting and neutral processes based on functional traits of bacteria taxa. A recent study by 
Burke et al. (2011) used metagenomics to study a number of function genes during bacterial 
assembly, as opposed to taxa identity using 16S rRNA genes. Their interesting paper suggests using 
functional genes as one of the ‘key levels’ to investigate bacterial community assembly. Indeed, using 
a combination of functional gene and 16S rRNA gene analysis may allow a strict assessment of the 
neutral assumption among taxa within the same trophic level; a topic that has not yet been 
empirically tested in the literature (Burke et al., 2011). Furthermore, other biological phenomena 
such as horizontal gene transfer and the role of predation were not investigated in this present  
project and it is likely that both of these forces play an addition role in community assembly 
(Langenheder et al., 2011, Nemergut et al., 2013). It should be noted, however, that studying all 
these processes in tandem is a very difficult task.  
The role of viral lysis in regulating bacterial diversity and community structure is well-known in 
marine microbiology (Mühling et al., 2005, Suttle, 2007) and experimental work has shown that 
differing viral concentrations can affect the relative abundance of different bacterial taxa (Bouvier & 
Del Giorgio, 2007). On the contrary, the role of viruses in structuring aquatic bacterial communities is 
less well studied and understood, although recent work has begun to investigate the role of viral lysis 
in regulating aquatic bacterial communities (Hewson et al., 2001, Rodriguez-Brito et al., 2010). 
Molecular fingerprinting techniques have been developed; however, these tools for studying viruses 
stand in the shadows of bacterial techniques (Sandaa et al., 2010). With increased molecular 
methodology, understanding the role of aquatic viruses in structuring bacterial communities may 
become an important aspect of aquatic microbial ecology and further develop our understanding of 
biotic processes (e.g., predation and biotic interactions between bacterial and animals/plants) in the 
regulation of bacterial diversity.  
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7.9 Final conclusion  
Understanding what forces regulate bacterial communities was a main aim of this thesis. I believe 
the work presented here provided useful insights to the regulation of biodiversity at the microbial 
level by using a range of natural and experimental set-ups. Elucidating the important ecological 
mechanisms that regulate diversity will play an important role in predicting how bacterial 
assemblages respond to anthropogenic climate change and pollution within the natural world. 
Furthermore, this knowledge may also be used to predict ecosystem wide responses to 
environmental stressors, because bacteria have rapid life cycles and will normally exhibit community 
responses to stress before many other larger organisms (Washington et al., 2013).  
The molecular tools available to microbial ecologists are becoming more powerful, sensitive and 
affordable with each passing year and each technological advancement brings new opportunities for 
studying the microbial world. With the continual development and testing of theoretical frameworks, 
microbial ecology will continue to play a crucial role in future environmental and ecological studies. 
Furthermore, understanding the diversity, biogeography and ecology of the most diverse, abundant 
and functionally important group of organisms on the planet has both intellectual and scientific 
merits.. 
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Appendix A: Supplementary material for Chapter Three 
 
Appendix A 1 Satellite image of the Tekapo Tarn site (Google earth).  
 
Appendix A 2 Map showing the Red Tarns in relation to Mr Sebastopol and Mt Cook village.   
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Appendix A 3 Sampling Red Tarn 1 with a handheld pump. 
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Appendix A 4 Photograph of Red Tarns (1, 2, 3, 4 and 6) with Mt Cook in the background.  
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Appendix A 5 Photograph of Red Tarns 11-15 (plus 8 and 9). These were the smallest of the tarns 
sampled and were also found within close proximity of each other.  
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Appendix A 6 Beta distribution used in the Sloan et al. (2006) neutral model.   
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Appendix A 7 Relationship between different environmental variables and bacterial community 
structure revealed by DistLM analysis performed on a Bray-Curtis measure using 
forward selection (TekapoB dataset). Significant relationships are shown in bold and 
environmental variables that correlated with each other were removed from the 
analysis and Easting and Northing data is included in each analysis.  
 Variable r2 SS(trace) F P Prop.(%) 
All tarns Northing  0.16 52194.00 21.48 < 0.01 16.22 
 Easting 0.33 55554.00 28.54 < 0.01 17.26 
 pH 0.36 8508.40 4.51 < 0.01 2.64 
 Total carbon (ppm) 0.38 6386.00 3.46 < 0.01 1.98 
 Sulphate (mg L-1) 0.39 3487.80 1.91 0.02 1.08 
 Nitrite (mg L-1) 0.40 2092.60 1.15 0.28 0.65 
 Nitrate (mg L-1) 0.40 1292.00 0.71 0.82 0.40 
Tarn 1 Easting 0.07 5080.10 2.35 0.01 7.06 
 Nitrite (mg L-1) 0.13 4076.10 1.95 0.04 5.66 
 Northing  0.18 3604.10 1.76 0.05 5.01 
 Nitrate (mg L-1) 0.22 3175.00 1.59 0.09 4.41 
 pH 0.26 2760.30 1.40 0.16 3.83 
  Sulphate (mg L-1) 0.29 1934.80 0.98 0.47 2.69 
 Chloride (mg L-1) 0.31 1616.40 0.81 0.62 2.25 
 Total carbon (ppm) 0.33 1780.10 0.89 0.55 2.47 
Tarn 2 Easting 0.17 8255.60 5.84 < 0.01 16.76 
 Total carbon (ppm) 0.36 9502.20 8.45 < 0.01 19.29 
 Nitrate (mg L-1) 0.40 1974.60 1.81 0.04 4.01 
 Northing  0.44 1706.10 1.60 0.08 3.46 
 pH 0.46 1406.50 1.33 0.19 2.86 
 Sulphate (mg L-1) 0.48 917.69 0.86 0.58 1.86 
 Nitrite (mg L-1) 0.50 705.37 0.65 0.80 1.43 
Tarn 3 Northing  0.15 14006.00 8.43 < 0.01 15.20 
 Easting 0.23 7620.90 4.97 < 0.01 8.27 
 Total carbon (ppm) 0.27 3465.70 2.33 0.03 3.76 
 Sulphate (mg L-1) 0.30 2239.40 1.52 0.13 2.43 
 pH 0.32 2096.20 1.44 0.15 2.28 
 Phosphate (mg L-1) 0.34 1524.90 1.05 0.37 1.66 
 Nitrite (mg L-1) 0.35 1193.00 0.82 0.58 1.29 
 Nitrate (mg L-1) 0.36 929.41 0.63 0.80 1.01 
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Appendix A 8 Contour plot representing the within-tarn Bray-Curtis similarity. Each black dot 
represents the location where the samples were collected. The bacterial community 
data from each tarn were subjected to a data reduction procedure by nMDS scaling of 
Bray-Curtis similarity data. The difference between the highest and lowest 1-d 
configuration scores for each sample were used to divide the configuration into ten 
equally sized categories. Each of these categories was assigned a different colour, from 
yellow (lowest 1-d configuration) to dark blue (highest 1-d configuration). Therefore, 
bacterial communities that are more similar to each other are represented by more 
similar colours. The plots are not to scale and are all North facing.  
 
 
 
 236 
 
Appendix A 9 Linear regression (ordinary least squares) between Total carbon and Gini 
coefficient for the TekapoB communities. Higher Gini coefficient values represent less 
even communities.  
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Appendix A 10 TAR for (A) TekapoA and (B) Red Tarns. The blue line represents the power law 
model (S = cAz), which did not produce a significant fit in both cases (P= 0.3 and 0.8 for 
A and B, respectively).  
 
 
Appendix A 11 Contour plot representing the relative abundance of Taxon 666. Image not to scale. 
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Appendix A 12 Contour plot representing the relative abundance of Taxon 494. Image not to scale. 
Appendix A 13 DistLM analysis for Taxon 464, Tarns 1, 2 and 3. Not including Easting and 
 Northing. Bold highlights significant relationships. 
 Variable r2 SS(trace) F P Prop.(%) 
Tarn 1  Total  carbon  (ppm) 0.08 6999.20 2.68 0.03 7.95 
  Nitrate (mg  L) 0.11 3007.30 1.16 0.30 3.42 
  pH 0.15 3181.00 1.23 0.27 3.61 
  Nitrite (mg  L) 0.19 3196.10 1.25 0.28 3.63 
  Chloride  (mg  L) 0.21 1785.40 0.69 0.65 2.03 
  Sulphate (mg  L) 0.22 1101.70 0.42 0.86 1.25 
Tarn 2  Sulphate (mg L) 0.17 13227.00 6.03 <0.01 17.22 
  pH 0.27 7776.90 3.90 0.01 10.13 
  Total carbon (ppm) 0.31 2963.60 1.51 0.19 3.86 
  Nitrate (mg L) 0.33 1420.50 0.72 0.57 1.85 
  Nitrite (mg L) 0.34 841.13 0.42 0.81 1.10 
Tarn 3  pH 0.16 10926.00 9.14 <0.01 16.29 
  Total carbon (ppm) 0.24 4990.80 4.49 0.02 7.44 
  Sulphate (mg L) 0.26 1423.50 1.29 0.25 2.12 
  Nitrite (mg L) 0.27 444.11 0.40 0.70 0.66 
  Phosphate (mg L) 0.27 417.77 0.37 0.72 0.62 
  Nitrate (mg L) 0.27 169.46 0.15 0.92 0.25 
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Appendix A 14 DistLM  analysis for Taxon 494, Tarns 1, 2 and 3 combined. Bold highlights 
significant relationships. 
 Variable r2 SS(trace) F P Prop.(%) 
Excluding N&E  Total carbon (ppm) 0.12 38240.00 15.85 < 0.01 12.50 
  Nitrite (mg L) 0.14 5803.70 2.44 0.03 1.90 
  pH 0.16 4484.00 1.90 0.07 1.47 
  Nitrate (mg L) 0.17 2370.30 1.00 0.38 0.77 
  Sulphate (mg L) 0.17 1380.60 0.58 0.80 0.45 
Including N&E  E 0.15 45547.00 19.41 < 0.01 14.89 
  N 0.19 12904.00 5.73 < 0.01 4.22 
  Total carbon (ppm) 0.22 7864.40 3.58 < 0.01 2.57 
  pH 0.23 3009.20 1.37 0.18 0.98 
  Nitrate (mg L) 0.23 2235.40 1.02 0.37 0.73 
  Nitrite (mg L) 0.24 1092.60 0.50 0.86 0.36 
  Sulphate (mg L) 0.24 1166.50 0.53 0.87 0.38 
 
 
 
 
Appendix A 15 Occupancy-abundance relationships for the bacterial communities sampled at 
(Red) the Red Tarns and (Tekapo) TekapoA excluding zeros abundances. Each point on 
the plots represents a taxon. The thick red line represents the linear LS regression. 
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Appendix A 16 Occupancy-abundance relationships for the bacterial communities sampled at 
Tekapo tarns, 2012 excluding zero abundances. Each point on the plots represents a 
taxon. The thick red line represents the linear LS regression. 
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Appendix A 17 MDS plot representing the ( ) observed local communities (OLC) for both Red Tarn 
and TekapoA datasets and the ( ) 1000 artificial randomly-assembled communities 
(ARC).  Looking at the TekapoA dataset it is clear to see the differences in community 
structure between the OLCs and the ARC. However, there is more crossover between 
the OLC and ARCs within the Red Tarn dataset. 2D stress: 0.25 and 0.21 for Red Tarn 
and TekapoA, respectively.  
 
 
 
 
 242 
 
Appendix A 18 MDS plot representing the ( ) observed local communities (OLCs) for Tarns 1, 2 
and 3 from the TekapoB dataset and the ( ) 1000 artificial randomly-assembled 
communities (ARC). 2D stress: 0.25, 0.26 and 0.29 for Tarns 1, 2 and 3, respectively. 
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Appendix A 19 RA values of each individual sample, generated using the method of Östman et al. 
(2010, 2012).  
Red Tarns                RA Values (%) 
RT1 7.44 
RT2 5.47 
RT3 3.09 
RT4 25.66 
RT6 42.15 
RT7 48.24 
RT8 7.37 
RT9 64.32 
RT10 52.64 
RT11 50.00 
RT12 59.04 
RT13 52.78 
RT14 25.06 
RT15 3.53 
RT16 49.10 
TekapoA RA Values 
(%) 
1AS 4.40 
1AN 25.12 
1BS 17.21 
1BN 22.82 
2S 6.19 
2N 15.34 
3S 19.37 
3N 15.78 
4S 37.50 
4N 30.25 
5S 11.92 
5N 16.83 
6S 4.40 
6N 2.91 
7S 19.43 
7N 15.21 
8S 38.90 
8N 37.77 
9N 17.33 
9 S 40.87 
10 S 39.38 
10 N 48.12 
11S 19.84 
11N 17.13 
12S 10.78 
12N 15.21 
13 S 48.75 
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13N 27.73 
14S 7.59 
14N 5.62 
15S 35.26 
15N 15.53 
TekapoB: Tarn 1 RA Values 
(%) 
1-1. 3.64 
1-2. 17.85 
1-3. 30.51 
1-4. 10.16 
1-5. 34.70 
1-6. 40.75 
1-7. 30.95 
1-8. 14.58 
1-9. 65.02 
1-10. 74.61 
1-11. 61.45 
1-12. 0.75 
1-13. 22.36 
1-14. 47.20 
1-15. 62.05 
1-16. 15.81 
1-17. 45.09 
1-18. 9.39 
1-19. 9.21 
1-20. 57.70 
1-21. 74.28 
1-22. 65.19 
1-23. 42.93 
1-24. 79.87 
1-25. 72.92 
1-26. 41.35 
1-27. 43.98 
1-28. 3.69 
1-29. 1.46 
1-30. 53.55 
1-31. 51.25 
1-32. 57.86 
1-33. 50.05 
1-34. 53.19 
1-36. 45.63 
TekapoB: Tarn 2 RA Values 
(%) 
2-1. 25.74 
2-2. 22.32 
2-3. 9.67 
2-4. 10.29 
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2-5. 23.06 
2-6. 25.28 
2-7. 28.81 
2-8. 69.67 
2-9. 57.85 
2-10. 32.51 
2-11. 32.86 
2-12. 71.26 
2-13. 77.10 
2-14. 50.89 
2-15. 62.46 
2-16. 72.13 
2-17. 83.73 
2-18. 35.92 
2-19. 77.80 
2-20. 58.20 
2-21. 61.35 
2-22. 20.74 
2-23. 47.77 
2-24. 70.30 
2-25. 14.32 
2-27. 81.44 
2-28. 82.56 
2-29. 63.89 
2-30. 76.08 
2-31. 81.53 
2-32. 40.59 
2-33. 11.18 
TekapoB: Tarn 3 RA Values 
(%) 
3-1. 41.67 
3-2. 44.36 
3-3. 28.53 
3-4. 7.79 
3-5. 37.63 
3-6. 51.21 
3-7. 43.70 
3-8. 43.89 
3-9. 16.62 
3-10. 28.95 
3-11. 37.64 
3-12. 62.41 
3-13. 45.38 
3-14. 58.03 
3-15. 5.00 
3-16. 16.61 
3-17. 21.66 
3-18. 52.16 
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3-19. 39.12 
3-20. 59.67 
3-21. 28.24 
3-22. 25.80 
3-23. 35.01 
3-24. 42.44 
3-25. 55.06 
3-26. 48.48 
3-27. 53.18 
3-28. 52.54 
3-29. 33.65 
3-30. 59.29 
3-31. 52.62 
3-32. 55.97 
3-33. 68.82 
3-34. 43.45 
3-35. 45.08 
3-37. 54.18 
3-38. 16.02 
3-39. 62.75 
3-40. 40.94 
3-41. 65.40 
3-42. 49.71 
3-43. 47.59 
3-44. 54.72 
3-46. 55.35 
3-47. 55.09 
3-48. 35.42 
3-50. 63.24 
3-52. 63.93 
3-53. 43.29 
TekapoB: All tarns combined RA Values 
(%) 
1-1. 3.26 
1-2. 5.43 
1-3. 26.38 
1-4. 8.19 
1-5. 22.86 
1-6. 38.09 
1-7. 10.05 
1-8. 2.83 
1-9. 15.57 
1-10. 19.18 
1-11. 18.24 
1-12. 0.18 
1-13. 10.20 
1-14. 7.12 
1-15. 32.11 
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1-16. 26.33 
1-17. 19.83 
1-18. 5.22 
1-19. 4.87 
1-20. 50.41 
1-21. 35.33 
1-22. 31.47 
1-23. 5.87 
1-24. 30.71 
1-25. 24.15 
1-26. 43.44 
1-27. 52.42 
1-28. 1.23 
1-29. 0.20 
1-30. 8.19 
1-31. 8.73 
1-32. 30.51 
1-33. 9.79 
1-34. 9.23 
1-36. 46.34 
2-1. 18.36 
2-2. 12.47 
2-3. 5.58 
2-4. 3.42 
2-5. 9.43 
2-6. 11.46 
2-7. 13.42 
2-8. 36.37 
2-9. 32.80 
2-10. 18.42 
2-11. 13.37 
2-12. 48.63 
2-13. 51.20 
2-14. 29.23 
2-15. 32.32 
2-16. 52.21 
2-17. 50.66 
2-18. 22.22 
2-19. 45.23 
2-20. 46.98 
2-21. 43.58 
2-22. 12.48 
2-23. 30.72 
2-24. 54.53 
2-25. 9.51 
2-27. 56.12 
2-28. 59.96 
2-29. 50.58 
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2-30. 53.89 
2-31. 48.17 
2-32. 39.28 
2-33. 11.10 
3-1. 19.50 
3-2. 19.67 
3-3. 16.56 
3-4. 4.30 
3-5. 25.62 
3-6. 23.84 
3-7. 31.12 
3-8. 27.51 
3-9. 17.08 
3-10. 15.50 
3-11. 18.00 
3-12. 35.29 
3-13. 27.39 
3-14. 49.86 
3-15. 5.15 
3-16. 11.43 
3-17. 11.79 
3-18. 32.27 
3-19. 26.82 
3-20. 53.63 
3-21. 15.16 
3-22. 14.66 
3-23. 19.26 
3-24. 36.07 
3-25. 47.23 
3-26. 46.25 
3-27. 52.69 
3-28. 46.12 
3-29. 23.93 
3-30. 42.13 
3-31. 47.29 
3-32. 47.01 
3-33. 61.01 
3-34. 22.33 
3-35. 45.37 
3-37. 49.21 
3-38. 17.43 
3-39. 44.16 
3-40. 53.11 
3-41. 61.75 
3-42. 25.88 
3-43. 28.70 
3-44. 48.02 
3-46. 46.83 
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3-47. 56.84 
3-48. 25.14 
3-50. 56.24 
3-52. 42.37 
3-53. 48.44 
 
 
 
 
Appendix A 20 Multivariate mantel correlograms showing the significance of spatial 
autocorrelation in bacterial composition and function for grid sampling in three tarns 
at a resolution of 7 x 7m. Note that Tarn 3 had 13 additional samples taken at 3.5 x 
3.5m resolution within the larger grid. Solid black points represent scales with 
statistically significant spatial autocorrelation (positive Mantel correlation values) or 
spatial clustering (negative Mantel correlation values). Open points represent non-
significant values. Holm’s correction was applied for multiple comparisons. Mantel 
correlations were generated in ‘R’ using the ‘vegan’ library.  
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Appendix B: Supplementary material for Chapter Four 
 
Appendix B 1 Photograph of the mesocosms site set up at Lincoln University.  
Appendix B 2 Table showing sizes and volumes of containers (mesocosms) used in this 
experiment 
 
Container volume Height (mm) Diameter (mm) 
550L x 3  950  900  
150L x 3  620 670  
23L x 3  400 305  
10L x 3  230  160 
5L x 3  205  170 
2L x 3  139  100 
1L x 3  118 104 
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Appendix B 3 Geographical locations of mesocosms generated from handheld GPS.  
Site Easting  
Northing 
0.25A 5728283 2465669 
0.25B 5728283 2465669 
0.25C 5728283 2465669 
1A 5728284 2465668 
1B 5728282 2465671 
1C 5728284 2465669 
5A 5728284 2465667 
5B 5728279 2465670 
5C 5728279 2465670 
10A 5728282 2465666 
10B 5728282 2465668 
10C 5728281 2465669 
23A 5728281 2465667 
23B 5728283 2465669 
23C 5728283 2465670 
150A 5728283 2465668 
150B 5728282 2465670 
150C 5728280 2465670 
550A 5728283 2465666 
550B 5728281 2465667 
550C 5728279 2465670 
Appendix B 4 R script used to generate the TTR relationship plots and model the power law 
function.  
library(vegan) 
ARISAm <- ARISA_data[,-1] # remove site names column and convert data to a matrix 
pond <- specaccum(ARISAm,method="collector")###generate species accumulation data where the 
samples are added in the order of the samples (i.e., from week 1 to week 83) 
rich <- as.numeric(pond$richness) 
sites <- c(1,2,3,4,15,30,83)###weeks 
sites <- c(1,7,14,21,105,210,581)####or days 
0.25L x 3  90 61 
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summary(pow.pond <- nls(rich~c*(sites^z),start=list(c=1,z=1))) 
plot(rich~sites,xlim=c(0,90),ylim=c(0,400), cex.axis=0.8, ylab="Cumulative observed taxa",xlab="Time 
(weeks)", font.lab=1,cex.lab=1, cex=1.5, pch=20) 
new.x <- seq(0,max(sites),0.001) 
new.y <- coef(pow.pond)[1]*(new.x^coef(pow.pond)[2]) 
lines(new.y~new.x,lwd=3,col="blue") 
Appendix B 5 Physicochemical data collected from Weeks 1-30.  
Size pH Depth from surface (cm) Temp 
(c) 
DO (%) 
Week 1     
550A 6.65 3 11.7 90 
550B 6.66 5 11.9 92 
550C 6.58 4 11.8 98 
150A 6.93 2 12 100 
150B 6.95 2 12.5 99 
150C 6.89 2 12.5 105 
23A 7.06 5 12.5 115 
23B 7.05 4 12.6 111 
23C 7.06 3 12.7 110 
10A 7.18 2 12.9 109 
10B 7.26 3 12.8 120 
10C 7.33 3 12.8 119 
5A 7.43 4 13 125 
5B 7.35 2 13.1 132 
5C 7.36 4 12.9 129 
Size pH Depth from surface (cm) Temp 
(C) 
DO (%) 
Week 2     
550A 6.9 5 13.7 91 
550B 6.85 6 13.7 89 
550C 6.57 6 13.1 96 
150A 7.12 5 14 101 
150B 7.3 5 14.6 105 
150C 7.2 5 15 97 
23A 7.4 5 18.1 110 
23B 7.5 7 18.2 105 
23C 7.4 5 18 103 
10A 7.61 5 18.1 115 
10B 7.65 6 18.5 115 
10C 7.7 5 18.3 121 
5A 8.1 6 21.4 130 
5B 8.3 7 22 137 
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5C 8.4 5 20 144 
Size pH Depth from surface (cm) Temp 
(C) 
DO (%) 
Week 3 
550A 
 
6.5 
 
7 
 
14 
 
111 
550B 6.2 8 13.8 92 
550C 6.2 7 12.7 90 
150A 6.8 7 16.2 100 
150B 6.8 7 15.2 99 
150C 6.9 7 16.1 101 
23A 7 10 18 111 
23B 7.1 9 17 115 
23C 7.2 9 20 116 
10A 7.3 8 20 120 
10B 7.2 8.5 19 125 
10C 7.3 8.5 22 123 
5A 7.4 9.5 23 130 
5B 7.4 10 22 132 
5C 7.3 9 21 135 
Size pH Depth from surface (cm) Temp 
(C) 
DO (%) 
Week 4     
550A 6.6 9 16.5 80 
550B 6.5 11 16.4 89 
550C 6.7 10 16.1 90 
150A 6.7 10 16.5 91 
150B 6.7 10 16.7 85 
150C 6.8 10 16.4 89 
23A 6.8 13 17 87 
23B 6.8 12 17.1 90 
23C 6.8 12 16.9 91 
10A 7.2 12 17.5 95 
10B 7.1 12 17.1 91 
10C 7.3 12 17.2 94 
5A 8.3 13 17.9 101 
5B 8.2 13 17.8 102 
5C 8.4 15 18 105 
Size pH Depth from surface (cm) Temp 
(C) 
DO (%) 
Week 15 
550A 
 
6.6 
 
16 
 
11.2 
 
90 
550B 6.5 17 10.2 89 
550C 6.5 16 11.3 88 
150A 7.2 15 11.5 91 
150B 7.3 16 11 89 
150C 7.5 20 11.1 90 
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23A 8.4 19 11.3 99 
23B 8.2 18 11.5 100 
23C 8.5 20 12.1 107 
10A 8.6 19 12.5 109 
10B 8.4 20 12.3 113 
10C 8.6 19 11.9 116 
5A 0 0 0 0 
5B 0 0 0 0 
5C 0 0 0 0 
Size pH Depth from surface (cm) Temp 
(C) 
DO (%) 
Week 30 
550A 
 
9 
 
6 
 
9.1 
 
90 
550B 7.32 7 9.2 91 
550C 7.21 7 9 93 
150A 10.54 8 9.8 100 
150B 7.81 7 10 105 
150C 7.78 7 9.9 110 
23A 9.8 8 10.2 122 
23B 7.81 7 10.4 118 
23C 7.69 8 10.3 115 
10A 8.34 4 11 119 
10B 8.49 5 11.5 116 
10C 8.53 4 11.7 122 
5A 8.35 2 11.9 127 
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Appendix B 6 Rarefaction curves for the smaller sized artificial tarns at a level of 97% sequence 
identity between 16S rRNA gene fragments. A, B and C represent the replicates of each 
tarn size.  
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Appendix B 7 Rarefaction curves for the larger sized artificial tarns at a level of 97% sequence 
identity between 16S rRNA gene fragments. A, B and C represent the replicates of each 
tarn size. 
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Appendix B 8 Taxon-area relationship using raw, un-subsamped 454 data (16S rRNA sequences). 
An almost identical pattern to the sub-sampled data is observed. The blue line 
represents the power law model S = cVz, where S = 1300 ±164.9 * V -0.22 ±0.06 (P < 0.001 
for c and z).  
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Appendix B 9 Chao1 diversity for each pond, sub-sampled to 2038 sequence reads.  
Pond size Rep Chao1 
500 A 500.7 
550 B 296 
550 C 188.6 
150 A 203.2 
150 B 223 
150 C 834 
23 A 169.3 
23 B 406 
23 C 514 
10 A 648 
10 B 947.8 
10 C 1393.1 
5 A 1049.4 
5 B 4406 
5 C 231 
1 A 2439 
1 B 2587 
1 C 455 
0.25 A 1856.2 
0.25 B 1779 
0.25 C 1800.1 
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Appendix B 10 PermDISP results for all ARISA data based on the dispersal among the samples for 
each week sampled. There were no significant differences in the dispersal values after 
Week 3.   
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Appendix B 11 MDS plots based on Bray-Curtis similarity for 550, 150 and 23 litre ponds, plotted 
related to week sampled: (turquoise squares) Week 1, (red diamond) Week 2, (blue 
circles) Week 3, (pink triangles) Week 4, (blue squares) Week 15, (green diamonds) 
Week 30 and (orange circles) Week 83. The 2D stress for each plot was 0.16, 0.15 and 
0.16 for 550, 150 and 23, respectively.  
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Appendix B 12 MDS plots based on Bray-Curtis similarity for Weeks 1, 2, 3, 4, 15 and 30; (dark blue 
circle) 550, (light blue diamond) 150, (green square) 23, (pink triangle) 10, (red 
triangle) 5 and (black cross) 1 litre ponds. The 2D stress was 0.14, 0.08, 0.14, 0.12, 0.08, 
and 0.14 for Weeks 1, 2, 3, 4, 15 and 30, respectively.  
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Appendix B 13 Gini coefficient data for all weeks sampled (Weeks 1, 2, 3, 4, 15, 30). Error bars 
represent 1 SE.  
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Appendix B 14 Relationships between environmental variables and bacterial community 
composition revealed by DistLM analysis performed on a Bray-Curtis measure using 
forward selection (ARISA data; Weeks 1-30).  Significant relationships are shown in 
bold and environmental variables that correlated with each other were removed from 
the analysis 
Variable   r2 SS F      P     Prop. 
Week 1      
Temp (c) 0.12 985.96 1.74 0.11 11.81 
pH 0.15 235.90 0.40 0.91 2.83 
Week 2      
Temp (c) 0.35 4917.90 7.05 <0.01 35.18 
DO% 0.40 707.68 1.02 0.42 5.06 
Week 3      
Temp (c) 0.17 6338.60 2.40 <0.01 16.65 
pH 0.28 4436.00 1.79 0.06 11.65 
Week 4      
Temp (c) 0.16 5174.40 1.94 0.04 16.23 
DO% 0.22 1707.50 0.61 0.83 5.36 
Week 15      
DO% 0.12 4101.50 1.26 0.21 12.30 
Temp (c) 0.19 2370.60 0.71 0.78 7.11 
Week 30      
DO% 0.16 7977.00 2.37 0.01 16.48 
pH 0.26 4679.20 1.44 0.14 9.67 
 
Appendix B 15 Gini coefficient data for the sub-sampled (2038 sequences), raw 454 sequencing 
data including and excluding OTU 1. 
Pond size Gini 
coefficient: 
Sub-sampled 
(2038) 
Gini 
coefficient: 
OTU 1 
included 
Gini 
coefficient: 
OTU 1 
removed 
550A 0.892 0.914 0.893 
550B 0.902 0.929 0.891 
550C 0.966 0.983 0.721 
150A 0.964 0.977 0.707 
150B 0.941 0.957 0.549 
150C 0.888 0.922 0.859 
23A 0.952 0.967 0.632 
23B 0.915 0.928 0.662 
23C 0.862 0.884 0.754 
10A 0.887 0.925 0.806 
10B 0.816 0.888 0.884 
10C 0.781 0.876 0.875 
5A 0.840 0.843 0.682 
5B 0.603 0.698 0.636 
5C 0.956 0.968 0.709 
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1A 0.675 0.765 0.761 
1B 0.679 0.741 0.74 
1C 0.883 0.929 0.766 
0.25A 0.763 0.825 0.539 
0.25B 0.754 0.809 0.514 
0.25C 0.709 0.808 0.568 
 
 
Appendix B 16 Linear regression between Gini coefficient (OTU 1 included) and pond size using 
raw 16S rRNA gene sequence data. A significant positive relationship was observed, 
whereby the larger ponds contained the least even bacterial communities (P<0.001; 
r2=0.41; slope a=0.01). 
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Appendix B 17 Bar graphs representing the abundances of bacterial phyla with the dominant 
Betaproteobacteria OTU included. Any phyla with less that 5% abundance was 
grouped together and represented by ‘other’. It is apparent that the dominant OTU 
makes up a large percentage of the communities diversity.  
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Appendix B 18 Bar graph representing the most abundant bacterial classes with OTU 1 included.  
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Appendix B 19 MDS plot representing (A) sub-sampled (2038 sequences) un-transformed data 
based on Bray-Curtis similarity and (B) sub-sampled (2038), presence-absence data. 
(dark blue circle) 550, (light blue diamond) 150, (green square) 23, (pink triangle) 10, 
(red triangle) 5 and (black cross) 1 and (orange asterisk) 0.23 L ponds. 2D stress= 0.09 
and 0.16 for A and B, respectively.  
 
(A)
(B)
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Appendix B 20 MDS plot representing (A) raw data (not sub-sampled) based on Bray-Curtis 
similarity and (B) presence-absence data. (dark blue circle) 550, (light blue diamond) 
150, (green square) 23, (pink triangle) 10, (red triangle) 5 and (black cross) 1 and 
(orange asterisk) 0.23 L ponds. 2D stress= 0.1 and 0.12 for A and B, respectively. 
 
Appendix B 21 Relationships between environmental variables and bacterial community 
composition revealed by DistLM analysis performed on a Bray-Curtis measure using 
forward selection (un-transformed abundance data).  Significant relationships are 
shown in bold and environmental variables that correlated with each other were 
removed from the analysis. 
Variable R2 SS F P Prop. 
Conductivity (S/m) 0.14 7433.70 3.09 0.02 14.01 
pH 0.22 3996.60 1.73 0.08 7.53 
 DO % saturation 0.29 3969.00 1.79 0.08 7.48 
Total Carbon ppm 0.38 4775.10 2.32 0.02 9.00 
Nitrates (mg/L) 0.42 1852.40 0.89 0.46 3.49 
Temp (degrees C) 0.44 1327.60 0.63 0.80 2.50 
 
(A)
(B)
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Appendix B 22 Table representing the relative abundance of c. 930 bp taxon (928-934 bp) within 
each respective community. The asterisk represents samples that were subsequently 
sequenced to determine if they all belong to the same sequence and whether they 
belong to β-Proteobacteria.  
Sample 928 930 932 934 
0.25A 0 24.2156 0 0 
0.25B* 0 0 25.05562 0 
0.25C 0 20.33516 0 0 
1A 0 0 26.10217 0 
1B 0 0 0 1.463366 
1C 0 0 0 25.7658 
5A* 0 37.78304 0 0 
5B 0 0 10.9029 0 
5C 0 22.27777 0 0 
10A* 0 34.91262 0 0 
10B 0 0 16.29988 0 
10C 0 0 0 12.92198 
23A* 0 0 0 31.40314 
23B 0 29.91701 0 0 
23C* 30.21396 0 0 0 
150A* 0 51.73733 0 0 
150B 0 0 34.73406 0 
150C* 0 0 0 18.89016 
550A 0 0 0 24.26338 
550B* 0 24.64657 0 0 
550C 0 23.25886 0 0 
 
Appendix B 23  The consensus sequences (reverse and forward) for the c. 930 ARISA peaks      
extracted and sequenced for samples (0.25B, 5A, 10A, 23A, 23C, 150A, 150C, 550B) 
Consensus sequence (reverse primer) 
GCAGGCTTACACGTCCTTCATCGCCTGTAATCGCCAAGGCATCCACCACATGCACTTAGTCACTTGACCCTATAA
CCTTGAACTCTCTTGCGAGACGTCGTTATAGGTAGCTCTAAGGTGACGATCCGTCTAGCCTAGCTGTTAAACCA
GACAATCGTCGTGTTTGCAGTCCTTCCGGCATGAGTATCCGAAAGTCCTACGATGCAATCACATCGTATACCAG
GCATGTTTTGTCGGCGCCTGATACACGTCTTTCTCCAAATTTTTAAAGATCAAACCGAGTAGTGTTACCTACTAG
ATTTAACTAAATAACCGTTTCCAGTCACTTACTTAAATCCAGGTCTCTGCTGCGCCACCGCTTCTTTTTCAAGATG
CCCCACCGCAAGGTGGTGGTGGAGGATGACGGGATCGAACCGACGACCCCCTGCTTGCAAAGCAGGTGCTCT
CCCAGCTGAGCTAATCCCCCTCTTGTGTCGCTATGCTTTGTTGCTCAACACCTCGCATACCTATGTATGCGTCGG
CGTTTCGCGCCTCGCCTAACACCACAATAACTCTGAACAACACTGCTGCTGTTCTTCGTTTTGGCATTTCTCTCGT
 270 
TAAAGCGCTCTGGAAGTTAGTACCAAGTCAGACGCGGCGGAGAAGTGCGACGCATATAAGTGATATGCGAGC
ACTTCGACAACAACGTAT 
Consensus sequence (forward primer) 
TATCGGTTGTTGAGTAGGTCTCGCAAGTGCGGGTCTGTAGCTCAGCTGGTTAGAGCACCGTCTTGATAAGGCG
GGGGTCGTTGGTTCGAGTCCAACCAGACCCACCATCTGGTGCGTTATTACCTGCGTCATACGTTGTTGTCGAAG
TGCTCGCATATCACTTATATGCGTCGCACTTCTCCGCCGCGTCTGACTTGGTACTAACTTCCAGAGCGCTTTAAC
GAGAGAAATGCCAAAACGAAGAACAGCAGCAGTGTTGTTCAGAGTTATTGTGGTGTTAGGCGAGGCGCGAAA
CGCCGACGCATACATAGGTATGCGAGGTGTTGAGCAACAAAGCATAGCGACACAAGAGGGGGATTAGCTCAG
CTGGGAGAGCACCTGCTTTGCAAGCAGGGGGTCGTCGGTTCGATCCCGTCATCCTCCACCACCACCTTGCGGT
GGGGCATCTTGAAAAAGAAGCGGTGGCGCAGCAGAGACCTGGATTTAAGTAAGTGACTGGAAACGGTTATTT
AGTTAAATCTAGTAGGTAACACTACTCGGTTTGATCTTTAAAAATTTGGAGAAAGACGTGTATCAGGCGCCGA
CAAAACATGCCTGGTATACGATGTGATTGCATCGTANGACTTTCGGATACTCATGCCGGAAGGACTGCAAACA
CGACGATTGTCTGGTTTAACAGCTAGGCTAGACGG 
 
Appendix B 24 Comparison between (A) ARISA when taxon c 930 bp were merged into the same 
taxon and (B) 454 sequencing data. Both datasets represent Bray-Curtis similarity 
B
A
 271 
based on square-root transformed abundance data, where (dark blue circle) 550, (light 
blue diamond) 150, (green square) 23, (pink triangle) 10, (red triangle) 5, (black cross) 
1 and (orange asterisk) 0.25.  2D stress= 0.2 and 0.13 for A and B, respectively.  
 
 
Appendix B 25 Comparisons between ARISA Bray-Curtis similarity matrices and 454 sequencing 
Bray-Curtis similarity matrices using the RELATE function in Primer 6. Here, the sample 
statistic represents the results of a Spearman correlation, whereby a value of 1 
represents complete similarity between the resemblance matrices. A significant level 
of < 5% means there is no difference between the two similarity matrices. ARISAϮ 
represents Bray-Curtis similarity matrices based on ARISA data with Taxon c. 930 
merged into one OTU. ARISA represents Bray-Curtis similarity matrices based on the 
‘raw’ ARISA data used in this chapter. Asterisk denotes when two matrices are 
significantly similar to each other (NS= not sub-sampled; SS=sub-sampled to 2038 
sequences). 
Comparison  Sample statistic Significance level 
ARISAϮ Vs Square root 454 (NS) 0.5 0.10%* 
ARISAϮ Vs Square root 454 (SS) 0.48 0.01%* 
ARISAϮ Vs Raw 454 (SS) 0.47 0.10%* 
ARISA Vs Square root 454 (NS) 0.31 0.70%* 
ARISA Vs Square root 454 (SS) 0.25 1.40%* 
ARISA Vs Raw 454 (SS) 0.2 2.10%* 
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Appendix C: Supplementary material to Chapter Five 
 
 
Appendix C 1 Preliminary growth curve for bacterial communities with no added copper.  Each 
microcosm was replicated 12 times and OD600 was recorded every hour. 
Unfortunately the machine used to record OD did not contain temperature control, 
therefore the reduction of OD at c40h was likely due to evaporation rather than the 
bacterial community entering the death-phase. The error bars represent SE.  
 
 
Appendix C 2 Preliminary growth curve for bacterial communities with 200 µg/L copper.  Each 
microcosm was replicated 12 times and OD600 was recorded every hour. 
Unfortunately the machine used to record OD did not contain temperature control, 
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therefore the reduction of OD at c30h was likely due to evaporation rather than the 
bacterial community entering the death-phase. The error bars represent SE. 
Appendix C 3 (Top) ICP data for the pond water used in this experiment, it was collected from 
mesocosm 550A. (Bottom) The concentration of CuSO4 within the artificial pond water 
as determined by ICP. 
Element 
 
Concentration 
(µg L-l) 
Al  21.542 
As  4.277 
B  219.816 
Ca  22369 
Cd  0.185 
Cr  4.567 
Cu  16.034 
Fe  227.261 
K  86984.3 
Li 7.81 
Mg  8713.24 
Mn 105.845 
Mo  2.409 
Na  76037.1 
Ni  2.166 
P 29727.7 
Pb  1.403 
S  15219.1 
Zn 
 
15.476 
 
Artificial pond water 
type 
CuSO4 
concentration 
0 µg-L 
100 µg-L 
200 µg-L 
16 µg-L 
118 µg-L 
221 µg-L 
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Appendix C 4  Example of an RSA1 digest using a DNA extract from (A) copper contaminated 
biofilms, (B) copper contaminated soil and (C) uncontaminated soils. The left lane 
contains 1kb plus ladder. 
 
Appendix C 5 Relative abundance of the 20 most abundant taxa of communities that were 
incubated at 15°C within the (top) 10-1 and (bottom) 10-6 microcosms. Black bars 
represent ARISA peaks that were also determined to be one of the 20 most abundant 
peaks in the 0 µg/L microcosms for each dilution factor, respectively. Error bars 
represent x 1 standard error. Vertical axis represents 20% of total community for all 
graphs. * represent taxa that were present in the 10-1 and 10-6 microcosms incubated 
at 200 µg/L copper.  
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Appendix C 6 Relative abundance of the 20 most abundant taxa of communities that were 
incubated at 20°C within the (top) 10-1 and (bottom) 10-6 microcosms. Black bars 
represent ARISA peaks that were also determined to be one of the 20 most abundant 
peaks in the 0 µg/L microcosms for each dilution factor, respectively. Error bars 
represent x 1 standard error. Vertical axis represents 20% of total community for all 
graphs. 
R
el
at
iv
e 
ab
u
n
d
an
ce
 o
f 
ta
xo
n
 
(p
er
ce
n
t 
o
f 
to
ta
l c
o
m
m
u
n
it
y)
20 20 20
20
20 20
10-1 0µg/L 10-1  100 µg/L 10
-1  200 µg/L
10-6 0µg/L 10-6 100µg/L 10
-6 200µg/L
Taxon (ARISA peak)
 276 
 
Appendix C 7 Relative abundance of the 20 most abundant taxa of communities that were 
incubated at 25°C within the (top) 10-1 and (bottom) 10-6 microcosms. Black bars 
represent ARISA peaks that were also determined to be one of the 20 most abundant 
peaks in the 0 µg/L microcosms for each dilution factor, respectively. Error bars 
represent x 1 standard error. Vertical axis represents 20% of total community for all 
graphs. * represent taxa that were present in the 10-1 and 10-6 microcosms incubated 
at 200 µg/L copper. 
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Appendix C 8 MDS plots of average all (top) 0µg, (middle) 100µg and (bottom) 200µg/L plotted 
by dilution. Each shows a similar trajectory.  
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Appendix C 9 Relative abundance distributions showing the top 20 abundance taxa in the 
original community (top) and their presence in the final microcosm communities 
(yellow bars). Black bars represent bacterial taxa that were not abundant in the 
original community.  
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Appendix C 10 Restriction digest of copA genes from 25°C 10-6 microcosms.  
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Appendix D: Supplementary material for Chapter Six 
 
 
 
Appendix D 1 Photograph of the experimental site.  
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Appendix D 2 Photograph of the glass microcosms used in the experiment.  
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Appendix D 3 Photograph of the wooden rack used in the experiment.  
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Appendix D 4  Distributions of the neutral parameters of θ and m for microcosms that were either 
pre-sterilised or non-sterilised, based on Etienne’s sampling formula. The codes 
related to each data point refer to water source (A, B or C) and the time each 
microcosm was open to bacterial immigration (12, 24, 48, 96 or 167 h). Error bars 
are 1 x standard error. 
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Appendix D 5 List of parameters derived for each treatment combination. The parameters listed 
are taxa-richness (S), Gini coefficients and number of replicate samples (n). Data 
presented as mean ± standard error. 
 
 
 
 
 
 
 
 
 
 
Treatment Parameter 
Water Inoculate* Immigration 
Time 
S Gini coeff. n 
A NS 12 45 ± 3.8 0.55 ± 0.021 3 
A NS 24 46 ± 7.1 0.61 ± 0.008 3 
A NS 48 49 ± n/a 0.62 ± n/a 1 
A NS 96 56 ± 7.6 0.62 ± 0.035 3 
A NS 167 63 ± 7.5 0.62 ± 0.049 2 
A NS CD 35 ± 6.9 0.68 ± 0.031 3 
B NS 12 70 ± 11.5 0.69 ± 0.089 3 
B NS 24 86 ± 10.3 0.71 ± 0.047 3 
B NS 48 83 ± 5.8 0.60 ± 0.040 3 
B NS 96 91 ± 6.2 0.66 ± 0.043 3 
B NS 167 41 ± 6.5 0.69 ± 0.060 3 
B NS CD 53 ± 2.0 0.75 ± 0.011 3 
C NS 12 71 ± 5.2 0.77 ± 0.013 3 
C NS 24 60 ± 2.4 0.78 ± 0.031 3 
C NS 48 64 ± 10.3 0.67 ± 0.033 3 
C NS 96 71 ± 13.2 0.77 ± 0.050 3 
C NS 167 82 ± 6.4 0.73 ± 0.043 3 
C NS CD 39 ± 1.2 0.88 ± 0.004 3 
A PS 12 77 ± 9.0 0.64 ± 0.025 2 
A PS 24 39 ± 9.8 0.59 ± 0.035 3 
A PS 48 41 ± 16.5 0.51 ± 0.022 2 
A PS 96 55 ± 5.1 0.60 ± 0.013 3 
A PS 167 43 ± 3.8 0.82 ± 0.040 3 
B PS 12 51 ± 4.4 0.59 ± 0.015 3 
B PS 24 66 ± 5.5 0.61 ± 0.119 2 
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B PS 48 91 ± 4.8 0.62 ± 0.024 3 
B PS 96 94 ± 19.7 0.60 ± 0.033 3 
B PS 167 57 ± 9.7 0.78 ± 0.038 3 
C PS 12 83 ± 9.0 0.61 ± 0.009 3 
C PS 24 57 ± 16.5 0.58 ± 0.071 3 
C PS 48 75 ± 21.3 0.57 ± 0.071 3 
C PS 96 71 ± 12.4 0.66 ± 0.013 3 
C PS 167 93 ± 1.7 0.61 ± 0.035 3 
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Appendix D 6 The results from model 2 for the non-sterilised microcosms. The blue line 
represents the best fit for predictions of I (immigration rate) for the microcosms 
opened for different periods of time.  
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Appendix D 7 The results from model 2 for the pre-sterilised microcosms. The blue line 
represents the best fit for predictions of I (immigration rate) for the microcosms 
opened for different periods of time.  
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