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Summary
Nowadays lots of efforts have been spent on researching the technique of Ultra-Wideband
(UWB) transmission. In stead of using narrow pulses as information bearer, broadband
pure noise with Gaussian distribution is also a good candidate to work as a carrier. Two
new modulation techniques utilizing noise carrier have been studied in the Telecommu-
nication Engineering group at the University of Twente, namely time-offset modulation
and frequency-offset modulation. In previous research, a simple receiver structure has
been used to retrieve information bits. This proposed signal processing gives rise to the
limits of the performance of the system due to the self-interference from the received
signal. This requires to develop optimal receivers for these two modulation schemes.
In this thesis, the optimal detection problems for these two systems in additive white
Gaussian noise (AWGN) channel are investigated. By analyzing the corresponding
optimum receiver, the disadvantages of time-offset and frequency-offset systems are
pointed out. The numerical results from simulations are used to verify the analytical
derivation and analysis. A system applying non-offset scheme with frequency division
multiple access (FDMA) technique is proposed in the end.
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Chapter 1
Introduction
In this chapter, the background that motivates this project is described firstly. Then
the offset modulation schemes with noise carrier are described. After stating the goal
of this project, the organization of this thesis is explained in the sequel.
1.1 Background
Recently, short range radio digital communication is playing an important role in daily
life. Lots of promising new applications, like wireless USB and 1394 for instance,
just can be developed and accomplished based on high bit rate link via radio. This
requires the modification to the traditional modulation scheme, which uses sinusoidal
waveforms as the information bearers, to obtain high transmission capacity. Ultra
Wideband (UWB) transmission breaks with the conventional tuned transceiver concept.
An extremely wide transmission band is used to spread signal to realize high speed data
exchange.
UWB transceivers is attractive since it may result in very low-cost radio implemen-
tations [1]. This is because the carrier is not based on sinusoids. As a result, the radios
do not contain costly components as filters and oscillators. The modulation method
proposed for UWB mostly is based on ultra-short pulses. However, an alternative is to
use broadband pure noise signal as the carrier to modulate information bits. Due to the
inexpensive generation of the noise signal, the low-cost ratio architecture is possible to
achieve. Additionally, since the modulated noise signal is transmitted, the interference
to other radio systems occupying the same RF spectrum can be minimized and the
data security is possible to be enhanced. Being wideband, the noise modulation sys-
tem can also inherit many advantages of conventional spread-spectrum systems, such
as multi-path fading immunity, anti-jamming capability, etc [2] .
To avoid regenerating the noise carrier at the receiver, the reference transmitted
concept is employed. In detail, in the noise-based UWB system, the broadband noise
signal is modulated by the information signal at the transmitter. During the trans-
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mission, the modulated noise signal is transmitted along with the unmodulated noise
broadband signal, which acts as a reference signal [3]. To distinguish the modulated sig-
nal from the reference, these two signals can be separated in either time or frequency
domain, with respect to the time-offset modulation or frequency-offset modulation,
respectively. Further more, by assigning different value of the offset parameter to dif-
ferent users, these two schemes are supposed to have the potential to be the candidates
multiple access techniques [4][5].
Both offset schemes have been studied in AWGN channel with a simple structured
receiver, which are described subsequently. The previous work indicates that even
if there is no interference coming from other users, the systems are limited by self-
interference caused by the non-optimal signal processing at the receiver. The purpose
of this project is to investigate the optimal receivers for time-offset and frequency-offset
systems theoretically to learn whether the self-interference can be removed when the
systems work in AWGN channel.
1.2 Offset modulation
In this section, the time-offset and frequency-offset modulation schemes developed in
the Telecommunication Engineering group at the University of Twente are described
according to [4] and [5]. And some assumptions are claimed for the following investi-
gation.
1.2.1 Time-offset system
Figure 1.1 shows the architecture of the time-offset system. In the transmitter, a
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Figure 1.1: Original transceiver model for a time-offset system
broadband noise signal x(t) is generated and then split into two branches. The signal in
the upper branch which is amplified by factor c is used as a reference for the modulated
1.2. Offset modulation 3
signal. The signal in the lower branch is delayed by a time value equal to δ and
modulated by the information signal m(t) which is modeled as an antipodal square
waveform with amplitude m and shown in Figure 1.2 . The modulation involves a
tT
0
m t( )
m
-m
Figure 1.2: Modulating waveform
multiplication of the broadband noise carrier with the information signal. Therefore,
the final transmitted signal s(t) in the time offset system is the combination of the
modulated information signal and the incoming broadband noise signal. The noisy
channel is modeled as AWGN so n(t) is the thermal noise process.
At the receiver side, the received signal passes through a broadband filter H(f),
which has a bandwidth that is just wide enough to accommodate the bandwidth of
the transmitted signal s(t). The signal coming from the broadband filter is split into
two signals; the signal in the lower branch is delayed by the same time offset equal to
δ and then multiplied by the original version of the received signal. Finally the signal
detection is performed by the integrator, which integrates its input signal over a time
period of the information bit time. Then the output of the integrator is compared with
a threshold of zero volts. This threshold is chosen assuming that symbols 1 and 0 occur
with equal probability. If the integrator output is greater zero, the receiver chooses
symbol 1; otherwise, it chooses symbol 0.
1.2.2 Frequency-offset system
The scheme of the frequency offset system is quite similar to the scheme of its counter-
part, i.e. the time offset system. The only difference is that a frequency offset is applied
rather than a time offset to distinguish the reference signal from the information signal.
Note that this is the baseband transceiver model as shown in Figure 1.3. In the lower
branch of the transmitter, the broadband noise signal is shifted a frequency value
of ω0 in the frequency domain and then modulated by the information signal. On
the other side, the receiver applies the same frequency offset ω0 as the transmitter and
multiplies the shifted signal with the originally received signal. After low-pass filtering,
the information signal remains. The detection process operates in the same way as the
time offset system does.
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Figure 1.3: Original transceiver model for a frequency-offset system
1.2.3 Assumptions
In the following part of this thesis, in order to investigate the offset modulation schemes,
we make the following assumptions for convenience. The noise carrier x(t) is assumed
to be a segment of a zero mean Gaussian stationary random process with every bit
duration T . Therefore, the transmitted signals of above described systems can be
modeled as Gaussian signals too. Furthermore, the probabilities of occurrence of binary
one and zero are assumed to be equal, which is reasonable for digital communication
systems.
1.3 Project objective and approach
According to the previous theoretical analysis of the offset systems indicated in Figure
1.1 and Figure 1.3, the performances suffer from bit error rate (BER) floors on the
probability error plane if we evaluate the systems under different value of transmitted
power due to the original non-optimal design of the receivers. Therefore, the objective
of this project is to develop the optimum receivers and evaluate performances for the
time-offset and frequency-offset modulation schemes in AWGN channel. Meanwhile
the interference immunity of the scheme is investigated.
To approach this goal, the optimal detecting of the signalling scheme without time
or frequency offset, which is a special case of the offset schemes and denoted as non-
offset system, is studied firstly, since the basic property of detecting noise signal can be
obtained from this analysis. Figure 1.4 shows the transmitter of this signalling model.
Then, based on the knowledge obtained from the investigation of non-offset system,
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Figure 1.4: Baseband transmitter for non-offset signalling scheme
the optimal detections for offset systems are developed in the sequel. Throughout this
thesis, all the signal processing are taken on the baseband for simplicity.
1.4 Organization of the thesis
The remainder of this thesis is organized as follows. In Chapter 2, the theory of de-
tecting Gaussian signals in white Gaussian noise is studied. The likelihood ratio test
is established for this detection problem to derive the structure of optimal receiver.
The Kalman-Bucy technique is considered to solve the least square estimation problem
encountered for building the optimal receiver in practice. Based on the result from
Chapter 2, Chapter 3 deals the optimal receiver for the non-offset system. By defining
the spectral property of the noise carrier and transmitted signal, the complete realiza-
tion for the system without time or frequency offset is demonstrated. In Chapter 4,
to investigate offset schemes in details, the discrete-time optimal receivers are studied
for single transceiver firstly. The drawbacks of the time-offset system are pointed out
by studying the likelihood ratio test based on samples. Then after analyzing the func-
tionality of the frequency-offset modulation, a modulation scheme employing square
chip waveform is proposed to substitute the sinusoid. A suboptimal receiver for this
modified scheme is developed, which can be implemented practically. Finally, the in-
terference of the frequency-offset system is concerned. In Chapter 5, the performance
issues and numerical simulation results are presented. The non-offset system is eval-
uated theoretically by using the approximate performance bound. The simulations
based on observed samples for offset systems are performed. The numerical results
are used to verify the analysis and deductions in last chapter. Chapter 6 as the last
chapter contains the drawn conclusions and recommendations for the future work. A
system applying frequency division multiple access is proposed.
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Chapter 2
Detection of Gaussian signals in white
Gaussian noise
2.1 Introduction
Since the focus of this project is on the analysis of the modulation schemes proposed
and mentioned in previous chapter, the mathematical derivation of optimal receiver
structure is required in additive white Gaussian noise (AWGN) channel. Since the
transmitter utilizes Gaussian random signals to represent digital symbols, according to
the assumption made before, we begin our study on the derivation of optimal receiver by
briefly introducing the theory of detecting Gaussian random process in white Gaussian
noise. Then, by assuming the noise carrier occupies some special spectral properties,
we can utilize Kalman-Bucy technique to complete the practical implementation of the
optimal receiver. The derived results are general. In the subsequent chapters, we can
apply these results to obtain optimum receivers for the non-offset scheme introduced
in Section 1.3 for different specific signalling models.
2.2 Approach
As described before, the Gaussian noise carrier employed in the transmitting schemes is
modulated by the information sequence in the transmitter. Therefore, within every bit
duration, the total transmitted signal can be modeled as a Gaussian random process.
In this chapter, we consider the binary detection problem for a Gaussian random signal
in the presence of additive white Gaussian noise. That means, in the end of each bit
interval, the derived receiver makes an optimal decision to choose whether a binary
“1” or a binary “0” has been sent.
According to Bayes criterion in classical detection theory, the optimum receiver
actually works as a likelihood-ratio computer. In this computer, the received signal
7
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first is mapped into a vector R in the observation space. Then, after every observation
interval, a random variable (likelihood-ratio), which is denoted as Λ(R), is produced
and compared to a threshold η. Based on this comparison, which hypothesis (H1 or H0)
is true can be determined [6]. This likelihood ratio test (LRT) can be demonstrated as
H1
Λ(R) =
pr|H1(R | H1)
pr|H0(R | H0)
≷ η,
H0
(2.1)
where the numerator and the denominator are conditional probability densities of the
observed vector R under two hypotheses. Therefore, the task of designing the optimum
receiver is to establish the LRT for the received signals in order to find an optimal
decision rule.
Unlike the detection of deterministic signals, in this case, the receiver detects a
sample function from a Gaussian random process which is corrupted by a sample
function from white Gaussian channel noise. The transmitted waveforms under every
hypothesis belong to different random processes which are assumed to have known mean
and known covariance functions. Hence different hypotheses can be distinguished by
their different statistical characteristics. For establishing the LRT, we first reduce the
observed continuous-time random signal process into an equivalent vector space by
using the Karhunen-Loe´ve expansion to generate the observed vector R. Then we set
up the LRT in a discrete-time format. By introducing the Ito differential rule, finally
this discrete LRT can be derived by using the continuous-time expression. It ensures
the receiver can be implemented to operate continuously. In the next section, we follow
this approach to construct the LRT to detect Gaussian stochastic signals.
2.3 LRT for Gaussian signal in white Gaussian noise
By beginning with the simplest situation, we consider the following detection problem
H0 : r(t) = n(t), 0 ≤ t ≤ T
versus
H1 : r(t) = n(t) + s(t), 0 ≤ t ≤ T,
(2.2)
where n(t) represents white Gaussian noise process whose spectral height is No/2 and
s(t) is a Gaussian random signal process. These two processes, n(t) and s(t), are all
defined in the observation interval [0, T ]. For convenience, both of them are assumed
to be zero-mean and segments of stationary processes. Since n(t) is not second order,
E{n2(t)} = No
2
δ(0) = ∞, we integrate the observation in (2.2) to perform the rigors
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analysis [8]. In this way the hypothesis pair becomes the following equivalent model:
H0 : y(t) = w(t), 0 ≤ t ≤ T
versus
H1 : y(t) =
∫ t
0
s(u)du+ w(t), 0 ≤ t ≤ T,
(2.3)
where y(t) ,
∫ t
0
r(u)du,w(t) ,
∫ t
0
n(u)du, 0 ≤ t ≤ T . The process w(t), t ∈ [0, T ], is a
Wiener process which has zero mean value and autocovariance function
Kw(t, u) = E[w(t)w(u)] =
No
2
min{t, u}, (t, u) ∈ [0, T ]2, (2.4)
and the process
∫ t
0
s(u)du denotes mean-squared integration of s(t), t ∈ [0, T ]. Thus the
observed process y(t) under two hypotheses is also Gaussian. We assume throughout
that s(t) has a finite mean-square value and is statistically independent of the noise
process w(t).
As indicated before, the Karhunen-Loe´ve expansion can be used to separate the
randomness and time-variation in the processes under two hypotheses. This provides
the equivalent discrete-time detection model. We denote the autocovariance function
of signal process, Ks(t, u), which is defined as
Ks(t, u) , E[s(t)s(u)],
has eigenvalues {λi}∞i=1 and corresponding orthonormal eigenfunctions {φi(t)}∞i=1. They
satisfy the following homogeneous integral equation
λiφi(t) =
∫ T
0
Ks(t, u)φi(u)du, 0 ≤ t ≤ T, (2.5)
with
∫ T
0
φi(t)φj(t) dt = 0 if i 6= j and
∫ T
0
φ2i (t) dt = 1. According to Karhunen-
Loe´ve expansion, the observed process can be represented by the following mean-square
convergent series:
y˙(t) =
∞∑
i=1
yˆiφi(t), 0 ≤ t ≤ T, (2.6)
where
yˆi ,
∫ T
0
φi(t)dy(t), i = 1, 2, . . . . (2.7)
So the discrete-time observation {yˆi}∞i=1 can represent the continuous-time observation
y(t), t ∈ [0, T ], without lose any information. It is easy to see that the expansion
leads to a sequence of independent Gaussian random variables under two hypotheses.
Therefore, the hypothesis pair (2.3) is reduced from continuous format to the following
discrete hypothesis pair
H0 : yˆi ∼ N (0, No2 ), i = 1, 2, . . . ,
versus
H1 : yˆi ∼ N (0, λi + No2 ), i = 1, 2, . . . .
(2.8)
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For constructing the likelihood ratio function, we truncate these two sequences and
consider the first N observables in each of them. These two sequences can be viewed as
two Gaussian random vectors which have the covariance matricesK0 =diag{No2 , No2 , . . . , No2 }N×N
and K1 =diag{λ1 + No2 , λ2 + No2 + . . . , λN + No2 }N×N , respectively. We denote the
Gaussian observed vector by r for both hypotheses. The elements in vector r are
yˆi
′s. The logarithm of the likelihood ratio for pair (2.8) based on yˆ1,yˆ2,. . . yˆN is given
straightforwardly by
ln Λ(r) = ln
[ 1
(2pi)N/2|K1|1/2 exp
{
−1
2
rTK−11 r
}
1
(2pi)N/2|K0|1/2 exp
{
−1
2
rTK−10 r
}]
= ln
[( |K0|
|K1|
) 1
2
exp
{
1
2
rT (K−10 −K−11 )r
}]
= ln
[( N∏
i=1
No
2
λi +
No
2
) 1
2
exp
{
1
2
N∑
i=1
(
1
No
2
− 1
No
2
+ λi
)
yˆ2i
}]
=
1
No
N∑
i=1
λiyˆ
2
i
λi +
No
2
− 1
2
N∑
i=1
ln
(
1 +
2λi
No
)
.
(2.9)
The next step is to investigate convergence to obtain closed form expression by
lettingN →∞. For the second term in (2.9), we can use the inequality 0 6 log(1+x) 6
x for x > 0. Because of the fact that the eigenvalues λi > 0 for all i, we get
∞∑
i=1
ln
(
1 +
2λi
No
)
6
∞∑
i=1
2λi
No
. (2.10)
Since λi corresponds to the expected value of the energy along φi(t), the summation in
the last equation converges to a finite value which is the expected energy of the process
in the observation interval. By using Cauchy’s criterion and Grenander’s theorem, the
first term in (2.9) also converges [8]. So the likelihood ratio for (2.8) is
ln
dP1
dP0
(yT0 ) =
1
2
∞∑
i=1
ln
( No
2
λi +
No
2
)
+
1
No
∞∑
i=1
λiyˆ
2
i
λi +
No
2
, (2.11)
where P0 and P1 are denoted as two probability measures on the observation space
according to the hypotheses H0 and H1. The symbol y
T
0 indicates the observation
starts from time 0 and ends at time T .
By now, we have established the likelihood ratio in discrete format. Since the first
term in (2.11) is a constant which can be incorporated into the threshold in the LRT,
the decision depends on the second term. According to (2.7) the physical interpretation
of yˆ2i is the energy along he coordinates function φi(t) in particular sample function
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of the observed process. Hence the resulting decision procedure can be figured as an
energy detection. This is intuitively reasonable way to do the detection of the signals
in this case since it is only assumed that two hypotheses differ only in terms of average
energy they contain. We define the observation-dependent part as
TQ ,
∞∑
i=1
λi
λi +
No
2
yˆ2i . (2.12)
Since yˆi =
∫ T
0
φi(t)dy(t), we can rewrite TQ as
TQ =
∞∑
i=1
λi
λi +
No
2
(yˆi)
2 =
∞∑
i=1
λi
λi +
No
2
∫ T
0
∫ T
0
φi(t)φi(u)dy(t)dy(u)
=
∫ T
0
∫ T
0
∞∑
i=1
λi
λi +
No
2
φi(t)φi(u)dy(t)dy(u),
(2.13)
and define the integrand in (2.13) as
∞∑
i=1
λi
λi +
No
2
φi(t)φi(u) , Q(t, u). (2.14)
In order to be able to convert the likelihood ratio (2.11) into continuous-time rep-
resentation, we first introduce the Ito Correction Term which will be employed in the
following derivation.
The Ito Correction Term1
Suppose that b(t), t ∈ [0, T ], is a unit Wiener process with the autocorrelation
E[b(t)b(u)] = min{t, u}, (t, u) ∈ [0, T ]2.
By comparing with (2.4), previous defined Wiener process w(t) can be given by the
unit Wiener process from the relation
w(t) =
√
No
2
b(t). (2.15)
A process A(t), t ∈ [0, T ], can be defined by using b(t) as
At = A0 +
∫ t
0
ψ(u)db(t), 0 ≤ t ≤ T, (2.16)
where ψ is a square-integrable function on [0, T ] and A0 is a random variable. Then
−∫ T
0
A(t) dA(t), which is defined as an Ito stochastic integral, indicated by the bar
through the integral sign, exists and is given by
−
∫ T
0
A(t)dA(t) =
1
2
(A2T − A20)−
1
2
∫ T
0
ψ2(u)du. (2.17)
1This description is due to [8]
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The term
∫ T
0
ψ2(u) du is called Ito correction term. It comes out since the stochastic
integral −∫ T
0
A(t)dA(t) can not be manipulated as ordinary calculus. We can represent
this integration in a regular way in terms of the correction term.
Now we return to derive the LRT. The likelihood ratio in (2.11) is presented by the
Radon-Nikodym derivation dP1/dP0. This implies that, if we can find the continuous-
time representation of (2.11) with P0-probability 1, this representation would also be
valid with P1-probability 1 since P1 is absolutely continuous with respect to P0. In this
way, we start to convert likelihood ratio (2.11) by using ‘Ito correction term’ under
hypothesis H0.
Under hypothesis H0, the observed process y(t) is a Wiener process, w(t). We can
define a new process
A(t) =
∫ t
0
φi(u)dy(u), 0 ≤ t ≤ T, (2.18)
where φi is an eigenfunction of the autocovariance of the signal process. When t = 0,
A(t) becomes
A0 =
∫ 0
0
φi(u)dy(u) = 0,
and when t = T , A(t) becomes
AT =
∫ T
0
φi(u)dy(u) =
∫ T
0
φi(t)dy(u) = yˆi .
Therefore, by taking ψ(u) = φi(u) and considering (2.15), the equation (2.17) becomes
−
∫ T
0
[
∫ t
0
φi(u)dy(u)]d[
∫ t
0
φi(u)dy(u)] =
No
2
[
1
2
(yˆi)
2 − 1
2
∫ T
0
φ2i (t)dt].
So, (yˆi)
2 can be expressed as
(yˆi)
2 =
4
No
−
∫ T
0
[
∫ t
0
φi(u)dy(u)]d[
∫ t
0
φi(u)dy(u)] +
2
No
∫ T
0
φ2i (t)dt
=
4
No
−
∫ T
0
[
∫ t
0
φi(u)dy(u)]φi(t)dy(u) +
2
No
∫ T
0
φ2i (t)dt,
(2.19)
since d
∫ t
0
φi(u)dy(u) = φi(t)dy(u).
By substituting the expression (2.19) to the likelihood ratio (2.11), (2.11) can be
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written as
ln
dP1
dP0
(yT0 ) =
1
2
∞∑
i=1
ln
( No
2
λi +
No
2
)
+
1
No
∞∑
i=1
(
λi
λi +
No
2
){
2−
∫ T
0
[
∫ t
0
φi(u)dy(u)]φi(t)dy(u) +
∫ T
0
φ2i (t)dt
}
= −1
2
∞∑
i=1
ln
(
1 +
2λi
No
)
+
2
No
−
∫ T
0
∫ t
0
∞∑
i=1
(
λi
λi +
No
2
)
φi(t)φi(u)dy(u)dy(t)
+
1
No
∫ T
0
∞∑
i=1
(
λi
λi +
No
2
)
φ2i (t)dt.
(2.20)
Since Q(t, u) =
∑∞
i=1
λi
λi+No/2
φi(t)φi(u), the likelihood ratio becomes
ln
dP1
dP0
(XT0 ) = −
1
2
∞∑
i=1
ln
(
1 +
2λi
No
)
+
2
No
−
∫ T
0
∫ t
0
Q(t, u)dy(u)dy(t)
1◦
+
1
No
∫ T
0
Q(t, t)dt
2◦
.
(2.21)
The integral equation (2.5) indicates that the autocovariance function of signal Ks
can be expanded as
Ks(t, u) =
∞∑
i=1
λiφi(t)φi(u), (t, u) ∈ [0, T ]2, (2.22)
therefore, Q(t,u) satisfies the noncausal Wiener-Hopf equation
Ks(t, u) =
∫ T
0
Q(t, s)Ks(s, u)ds+
No
2
Q(t, u), 0 ≤ (t, u) ≤ T. (2.23)
According to linear estimation theory [6], Q(t, s) is the impulse response for an un-
realizable optimum filter which estimates s(t) from the received signal, in sense of
minimum mean square error (MMSE), via
s˜(t) =
∫ T
0
Q(t, u)dy(u),
which is noncausal. The causal optimum estimator of s(t) in MMSE can be given by
sˆ(t) =
∫ t
0
h(t, u)dy(u), 0 ≤ t ≤ T, (2.24)
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where h is the solution to the causal Wiener-Hopf equation
Ks(t, u) =
∫ t
0
h(t, s)Ks(s, u)ds+
No
2
h(t, u), 0 ≤ u ≤ t ≤ T. (2.25)
The impulse response h(t, u) describes a realizable filter. The relationship between Q
and h is, for t 6= u
Q(t, u) = h(t, u) + h(u, t)−
∫ T
0
h(s, t)h(s, u)ds, 0 ≤ (t, u) ≤ T , (2.26)
and for t = u,
Q(t, t) = h(t, t)−
∫ T
0
h2(s, t)ds, 0 ≤ t ≤ T, (2.27)
where h(x, y) = 0 if x < y.
Substituting (2.26) and (2.27) into likelihood ratio (2.21), the second term of (2.21),
which is labeled as 1◦, becomes
1◦ =
2
No
−
∫ T
0
∫ t
0
[h(t, u) + h(u, t)− 2
No
∫ T
0
h(s, t)h(s, u)ds]dy(u)dy(t)
=
2
No
−
∫ T
0
∫ t
0
h(t, u)dy(u)dy(t) +
2
No
−
∫ T
0
∫ t
0
h(u, t)dy(u)dy(t)
− 2
No
−
∫ T
0
∫ t
0
[
∫ T
0
h(s, t)h(s, u)ds]dy(u)dy(t)
=
2
No
−
∫ T
0
sˆ(t)dy(t)− 2
No
−
∫ T
0
∫ t
0
[
∫ T
0
h(s, t)h(s, u)ds]dy(u)dy(t)
3◦
.
(2.28)
The second term of 1◦, 3◦ can be calculated as
3◦ =
2
No
∫ T
0
[
−
∫ T
0
{∫ t
0
h(s, u)dy(u)
}
h(s, t)dy(t)
]
ds
=
2
No
∫ T
0
[
−
∫ s
0
{∫ t
0
h(s, u)dy(u)
}
h(s, t)dy(t)
]
ds
=
2
No
∫ T
0
[
−
∫ s
0
{∫ s
0
h(s, u)dy(u)
}
d
{∫ s
0
h(s, u)dy(u)
}]
ds
=
∫ T
0
[
1
No
{∫ s
0
h(s, u)dy(u)
}2
− 1
No
∫ s
0
h2(s, u)du
]
ds.
(2.29)
Putting 3◦ back to calculate 1◦, equation (2.28) becomes
1◦ =
2
No
−
∫ T
0
sˆ(t)dy(t)− 1
No
∫ T
0
[
∫ s
0
h(s, u)dy(u)]2ds+
1
No
∫ T
0
∫ s
0
h2(s, u)duds
=
2
No
−
∫ T
0
sˆ(t)dy(t)− 1
No
∫ T
0
[sˆ(t)]2dt+
1
No
∫ T
0
∫ T
0
h2(s, u)duds.
(2.30)
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Now, the calculation of the third term of likelihood ratio (2.21), 2◦ is
2◦ =
1
No
∫ T
0
Q(t, t)dt
=
1
No
∫ T
0
h(t, t)dt− 1
No
∫ T
0
∫ T
0
h2(s, t)dsdt.
(2.31)
Combining (2.30), (2.31) and (2.21), the likelihood ratio can be expressed
ln
dP1
dP0
(yT0 ) =
2
No
−
∫ T
0
sˆ(t)dy(t)− 1
No
∫ T
0
[sˆ(t)]2dt
− 1
No
∞∑
i=1
ln
(
1 +
2λi
No
)
+
1
No
∫ T
0
h(t, t)dt.
(2.32)
For completing the continuous-time expression of the likelihood ratio, we express
the third term of (2.32) with integration in stead of the summation in the sequel. It is
observed from (2.5) that the eigenvalues {λi}∞i=1 depend on the length of the interval.
This can be emphasized with the notation λi(T ). In the same time, it also shows that
the eigenfunctions depend on the length of the interval either, and so the notation
φi(t : T ) is used. We write the third term of (2.32) as
∞∑
i=1
ln
(
1 +
2
No
λi(T )
)
=
∫ T
0
[
d
dt
∞∑
i=1
ln
(
1 +
2
No
λi(t)
)]
dt. (2.33)
Performing the differentiation on the right hand of last expression, we get
d
dt
∞∑
i=1
ln
(
1 +
2
No
λi(t)
)
=
2
No
∞∑
i=1
[ dλi(t)]/ dt
(2/No)λi(t) + 1
. (2.34)
From the monotonic property of eigenvalues and eigenfunctions[10], we have
dλi(t)
dt
= λi(t)φ
2
i (t : t), (2.35)
and from the linear estimation theory [6] we have
h(t, t : t) =
∞∑
i=1
λi(t)
λi(t) +No/2
φ2i (t : t), (2.36)
where h(t, t : t) is the response of the optimum MMSE realizable linear filter specified
by (2.25). Thus
∞∑
i=1
ln
(
1 +
2
No
λi(T )
)
=
∫ T
0
h(t, t)dt. (2.37)
In this way, the last two items of the likelihood ratio (2.32) are canceled by each other.
Therefore, the likelihood ratio of the detection problem (2.2) becomes
ln
dP1
dP0
(yT0 ) =
2
No
−
∫ T
0
sˆ(t)dy(t)− 1
No
∫ T
0
[sˆ(t)]2dt. (2.38)
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This is the time-continuous expression that we want to achieve.
During the derivation of the likelihood ratio, we utilized the concept of Ito integral
to manipulate the stochastic integrals. Since the signal sˆ(t) is the linear estimation
of the Gaussian signal process s(t) based on the observed process y(t), the term, in
the likelihood ratio (2.38), −∫ T
0
sˆ(t) dy(t) should be calculated as a Ito integral too.
For the implementation of the optimal receiver in the following content, we write this
term in the regular calculous expression by using Ito correction term. Based on the Ito
differential rule [9], the correction term in (2.17) comes from∫ T
0
ψ2(t)dt =
∫ T
0
[ dA(t)]2. (2.39)
Hence we can write the first term of (2.38) as
−
∫ T
0
sˆ(t)dy(t) =
∫ T
0
sˆ(t)dy(t)− 1
2
∫ T
0
dsˆ(t)dy(t). . (2.40)
The first term on the right side is a normal integration with the same operands as
its counterpart on the left side. As described before, under P0-probability 1, y(t) is a
Wiener process, so the second term in (2.40) can be written as 1
2
∫ T
0
dsˆ(t) dw(t), and
changed as below
1
2
∫ T
0
dsˆ(t)dw(t) =
1
2
∫ T
0
d[
∫ t
0
h(t, s) dy(s)] dw(t)
=
1
2
∫ T
0
h(t, t) dy(t) dw(t)
=
1
2
∫ T
0
h(t, t)[dw(t)]2
. (2.41)
According to [9], in the Ito integral, the increments dw(t) of a Wiener process are of
the order of (dt)1/2. Specifically, in our case,
[dw(t)]2 =
No
2
dt. (2.42)
Substituting (2.42) to (2.41) and combing (2.40), we get the final representation of the
likelihood ratio for our detection problem. That is
ln
dP1
dP0
(yT0 ) =
2
No
∫ T
0
sˆ(t)dy(t)− 1
No
∫ T
0
[sˆ(t)]2dt− 1
2
∫ T
0
h(t, t)dt. (2.43)
The likelihood ratio function (2.43) indicates that we can construct the likelihood
ratio test through the continuous-time signal processing which is
H12
No
∫ T
0
sˆ(t)dy(t)− 1
No
∫ T
0
[sˆ(t)]2dt− 1
2
∫ T
0
h(t, t)dt≷ ln η , γ.
H0
(2.44)
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Based on the expression of this LRT, it is observed that the derived receiver has an
estimator-correlator structure[9]. This reveals that in lieu of regenerating the trans-
mitted deterministic signals, the optimum receiver correlates the estimation of the
transmitted signal with the received signal.
Now we have derived the optimal receiver for detecting Gaussian random process in
white Gaussian noise. The receiver consists of a casual filter which filters the received
signal to generate the estimation of the transmitted information signal process. For
each digital symbol detection, the estimation is executed based on the observation of
every interval of T . This means, after one bit duration, the outputs of the filters have to
be dumped and set back to zero. Then the receiver performs the estimation again based
on the following observation interval to detect another transmitted digital symbol.
Therefore, the next required work is to specify the filters in the derived receivers for
the practical implementation . Usually, this task is difficult to accomplish while the
transmitted signal has arbitrary statistical properties. However, according to [6], if the
transmitted processes can be generated by driving a white process to a dynamic system,
the estimation in the optimal detector becomes the the continuous-time Kalman-Bucy
filtering problem which can be successfully solved. In the subsequential section, we
discuss realizable filtering in the receiver under some conditions.
2.4 Kalman-Bucy filtering
In this section, for simplicity, we discuss the filtering problem by using the signal model
and notations in section 2.3. The derived result can be applied to the optimum detector
structure directly. From equation (2.24), it is observed that the point estimation of the
signal process is a linear operation,
sˆ(t) =
∫ t
0
h(t, u)r(u)du, 0 ≤ t ≤ T, (2.45)
where, as described before, the received signal r(t) is assumed to be a sample function
of a Gaussian random process and h(t, u) satisfies the causal Wiener-Hopf equation
(2.25)
Ks(t, u) =
∫ t
0
h(t, s)Ks(s, u) ds+
No
2
h(t, u), 0 ≤ u ≤ t ≤ T. (2.46)
Before solving this integral equation to find out the solution of the impulse response
of the filter, we first point out the relation between the estimation error and impulse
response.
As illustrated before, the estimation indicated by (2.45) is in sense of minimum
mean square error (MMSE). So the estimation error is defined as
ξp(t) , E{[s(t)− sˆ(t)]2} , (2.47)
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where the subscript p indicates the point estimation. Substituting equation (2.45) into
(2.47) and combing (2.46), the error can be written as
ξp(t) = Ks(t, t)−
∫ t
0
h(t, u)Ks(t, u) du. (2.48)
Compare this expression with (2.46), then
h(t, t) =
2
No
ξp(t). (2.49)
In the previous analysis, since the Ito correction term is represented in terms of of h(t, t),
we can calculate this quantity by computing the estimation error ξp(t) via (2.49).
Returning to the specification of the linear estimation, we notice that the lower
integral limit in (2.46) is a fixed value, zero, which means that we have the finite past
available to operate on to make our estimation. For finding the solution to (2.46), it
confines us to utilize the state-variable technique which leads to a Kalman filtering
problem [7].
For doing this, we assume the transmitted process in our signalling model, the
modulated noise carrier, is generated by passing white Gaussian noise through a linear
dynamic system. This indicates that the generated noise carrier has a rational spectrum
and finite variance which can be described by a state equation [6],
s˙(t) = F(t)s(t) +G(t)u(t), (2.50)
where F(t) andG(t) are possibly time-varying matrices and represent the characteristic
of the transmitted signal process s(t) in the state vector description. The input, u(t)
is a sample function from a zero-mean vector white noise process which excites the
dynamic system to generate the signal processes,
E[u(t)uT (t)] = Q δ(t− u), (2.51)
where Q is the spectral height of the exciting white process.
Now, for estimating random process, which is generated according to (2.50), from
additive white noise, the integral equation (2.46) can be written in the corresponding
vector equation
Ks(t, u) =
∫ t
0
h(t, s)Ks(s, u)ds+
No
2
h(t, u), 0 ≤ u ≤ t ≤ T, (2.52)
which can be converted to an equivalent state equation further
˙ˆs(t) = F(t)sˆ(t) + ξp(t)
2
No
[r(t)− sˆ(t)], (2.53)
where
sˆ(t) =
∫ t
0
h(t, u)r(u)du, 0 ≤ t ≤ T. (2.54)
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The equation (2.53) is called the estimator equation. The matrix ξp(t) is the error
covariance matrix of s(t)− sˆ(t).
ξp(t) , E[(s(t)− sˆ(t))(sT (t)− sˆT (t))], (2.55)
which satisfies the variance equation [7]
ξ˙p(t) = F(t)ξp(t) + ξp(t)F
T (t)− 2
No
ξ2p(t) + G(t)QG
T (t). (2.56)
Therefore, we can estimate the signal process according to the operations in (2.53)
which can be represented by the matrix blocked diagram of Figure 2.1.
NoP
( )t 2
S
1
F( )t
+
_
+
+
r t( ) s t( )
s t( )
Timevarying gain
Figure 2.1: Kalman filter structure
This feedback estimator structure is known as the Kalman filter which is not time-
invariant because of the time-varying gain which is denoted as z(t) given by
z(t) ,
2
No
ξp(t). (2.57)
In the similar way, we can also use matrix blocked diagram to represent the computation
of error covariance ξp(t). This follows the variance equation (2.56). Since the relation
(2.49) can be written in the vector form
ξp(t) =
No
2
h(t, t),
by letting t = 0, we get
ξp(0) =
No
2
h(0, 0).
From equation (2.52), the initial condition of computing the matrix ξp(t) is given by
ξp(0) = Ks(0). (2.58)
Figure 2.2 shows the realization of the variance equation.
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Figure 2.2: Realization of variance equation
By now, we have solved the causal Wiener-hopf equation and derived the realiza-
tion of the Kalman filter. If the spectral property of the transmitted signal s(t) is
provided, which fulfills the condition required by the Kalman technique, we can design
the Kalman filter and fix it into the optimum receiver. Incorporating with the Kalman
filter, the structure of the optimum receiver can be configured completely.
Chapter 3
Optimum receiver structures for
non-offset system
3.1 Introduction
From the derivations in last chapter, we have already known the optimal receiver
for detecting Gaussian random signal in Gaussian noise has an estimator-correlator
structure. This result is generally valid as long as the transmitted signal processes
are assumed be be Gaussian distributed. In this chapter, we consider the non-offset
system and derive its optimal receiver. Firstly, by analyzing the non-offset system, we
can show that this system is applicable to use detection theory of Gaussian signals to
configure the structure of optimal receiver. Then, by defining the spectral property of
the noise carrier, we can specify the configuration of the realizable filters in the receiver
by using Kalman technique.
3.2 Derivation of optimum receiver
In this section, the signal model of the non-offset system is first described. Subse-
quently, the result of detection Gaussian signals in Gaussian noise is applied to find
out the optimum detector for this signal model. Following that, we are able to specify
the optimal receiver’s structure. Then, a modified signalling model is proposed.
3.2.1 Signal model
The transmitter in the proposed signaling model can be illustrated by Figure 3.1. In
the transmitter, a broadband noise carrier signal x(t) is generated and then split into
two branches. We model this signal as a stationary Gaussianly distributed stochastic
process, with zero mean and known covariance function. The signal in the upper branch
is used as a reference for the modulated signal and amplified by a constant factor c.
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Figure 3.1: Baseband transmitter in AWGN channel
The signal in the lower branch is modulated by the information signal m(t) which is a
constant value during one bit time. Namely consider the interval 0 ≤ t ≤ T ,
m(t) = ±m ,
where +m and −m are represented digital symbols 1 and 0, respectively. Since this is
a binary digital communication system, T is the length of the bit duration. Therefore,
the total transmitted signal S(t) is the combination of the modulated information signal
and the incoming broadband noise carrier. So the output of the transmitter during one
bit interval, i.e. S(t) in Figure 3.1 is given by
S(t) = (c±m)x(t), 0 ≤ t ≤ T. (3.1)
The channel noise n(t) is modeled as an additive white Gaussian random process, whose
spectral height is denoted as No/2. It is assumed that this channel noise is statically
independent of the noise carrier x(t). In this way, the signal in front of the receiver is
expressed as
r(t) = (c±m)x(t) + n(t), 0 ≤ t ≤ T. (3.2)
To obtain the optimal receiver for this transmitter, we can first construct the like-
lihood ratio test for the received signal r(t) in one bit interval. Then based on this
LRT, the structure of the receiver can be derived.
The received signal can be written in the following hypothesis pair
Ha : r(t) = Sa(t) + n(t) = (c+m)x(t) + n(t), 0 ≤ t ≤ T
versus
Hb : r(t) = Sb(t) + n(t) = (c−m)x(t) + n(t), 0 ≤ t ≤ T,
(3.3)
where the information signals under two hypotheses are defined as: Sa(t) , (c+m)x(t)
and Sb(t) , (c−m)x(t). For the simplification of following derivation, this model can
be reduced into two modified simple models, model ‘a’ and model ‘b’. Model ‘a’ is
given by
Ha : r(t) = Sa(t) + n(t) = (c+m)x(t) + n(t), 0 ≤ t ≤ T
versus
H0 : r(t) = n(t), 0 ≤ t ≤ T,
(3.4)
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and model ‘b’ is given by
Hb : r(t) = Sb(t) + n(t) = (c−m)x(t) + n(t), 0 ≤ t ≤ T
versus
H0 : r(t) = n(t), 0 ≤ t ≤ T.
(3.5)
By applying the result derived previously, we can construct the likelihood ratio funci-
tons for these two models, (3.4) and (3.5) separately and then combine them to get the
final LRT for hypothesis pair (3.3) by the ‘chain rule’.
3.2.2 Optimum receiver
Based on the previous description of signal x(t) and n(t), it is observed that the received
signal r(t) in any hypothesis is a zero-mean Gaussian stochastic process. Consequently,
this is a problem of detecting Gaussian random signals in white Gaussian noise.
Consider the model ‘a’, the signal part under Ha, Sa(t), is a mean-square contin-
uous random process, independent of white noise n(t), whose autocovariance function
Kas (t, u) is defined by
Kas (t, u) , E[Sa(t)Sa(u)] = (c+m)2E[x(t)x(u)] = (c+m)2Rx(t, u), (3.6)
where Rx(t, u) is the autocorrelation function of noise carrier process x(t). The eigen-
values {λai }∞i=1 and corresponding orthonormal eigenfunctions {φai (t)}∞i=1 of this auto-
covariance are the solutions to the following homogeneous integral equation
λai φ
a
i (t) =
∫ T
0
Kas (t, u)φ
a
i (u)du, 0 ≤ t ≤ T. (3.7)
The superscript a indicates the model ‘a’.
Following the analysis in section 2.3, the hypothesis pair (3.4) can be reduced from
continuous-time format to the following discrete hypothesis pair
H0 : rˆi ∼ N (0, No2 ), i = 1, 2, . . . ,
versus
Ha : rˆi ∼ N (0, λai + No2 ), i = 1, 2, . . . ,
(3.8)
where rˆi ,
∫ T
0
r(t)φai (t)dt. According to section 2.3, the logarithm of the likelihood
ratio for pair (3.8) based on rˆ1,rˆ2,. . . rˆn is given straightforwardly by
ln Λ(r) =
1
2
n∑
i=1
ln
( No
2
λai +
No
2
)
+
1
No
n∑
i=1
λai rˆ
2
i
λai +
No
2
. (3.9)
Applying Grenander’s theorem, the ln-likelihood ratio for (3.8) becomes
ln
dPa
dP0
(rT0 ) =
1
2
∞∑
i=1
ln
( No
2
λai +
No
2
)
+
1
No
∞∑
i=1
λai
λai +
No
2
(rˆi)
2 , (3.10)
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where P0 and Pa are two probability measures on the observation space. The symbol r
T
0
indicates the observation interval is [0, T ]. By introducing the concept of Ito integral,
the ln-likelihood ratio can be represented in continuous time
ln
dPa
dP0
(rT0 ) =
2
No
∫ T
0
Sˆa(t)r(t)dt− 1
No
∫ T
0
[Sˆa(t)]
2dt− 1
2
∫ T
0
ha(t, t)dt, (3.11)
where
Sˆa(t) =
∫ t
0
ha(t, u)r(u) du, (3.12)
and ha(t, u) is the impulse response of the filter that estimates Sa(t) and satisfies the
following causal Wiener-Hopf equation
Kas (t, u) =
∫ t
0
ha(t, s)K
a
s (s, u)ds+
No
2
ha(t, u), 0 ≤ u ≤ t ≤ T. (3.13)
In the similar way, the ln-likelihood ratio for model ‘b’ represented in discrete format
is
ln
dPb
dP0
(rT0 ) =
1
2
∞∑
i=1
ln
( No
2
λbi +
No
2
)
+
1
No
∞∑
i=1
λbi
λbi +
No
2
(rˆi)
2 , (3.14)
where {λbi}∞i=1 are the eigenvalues of the covariance function of signal process Sb(t),
Kbs(t, u) , E[Sb(t)Sb(u)] = (c−m)2Rx(t, u). (3.15)
For signal processing in continuous time, the ln-likelihood ratio can be expressed as
ln
dPb
dP0
(rT0 ) =
2
No
∫ T
0
Sˆb(t)r(t)dt− 1
No
∫ T
0
[Sˆb(t)]
2dt− 1
2
∫ T
0
hb(t, t)dt, (3.16)
where
Sˆb(t) =
∫ t
0
hb(t, u)r(u)du, (3.17)
and hb(t, u) is the solution to the causal Wiener-Hopf equation
Kbs(t, u) =
∫ t
0
hb(t, s)K
b
s(s, u)ds+
No
2
hb(t, u), 0 ≤ u ≤ t ≤ T . (3.18)
Based on model ‘a’ and ‘b’, the likelihood ratio for hypotheses (3.3) can be derived
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as
ln
dPa
dPb
(rT0 ) = ln
dPa
dP0
(rT0 )− ln
dPb
dP0
(rT0 )
=
2
No
∫ T
0
Sˆa(t)r(t)dt− 1
No
∫ T
0
[Sˆa(t)]
2dt
− 2
No
∫ T
0
Sˆb(t)r(t)dt+
1
No
∫ T
0
[Sˆb(t)]
2dt
−1
2
∫ T
0
ha(t, t)dt+
1
2
∫ T
0
hb(t, t)dt
=
1
No
∫ T
0
{
[2r(t)− Sˆa(t)]Sˆa(t) + [Sˆb(t)− 2r(t)]Sˆb(t)
}
dt
+
1
2
∫ T
0
[hb(t, t)− ha(t, t)]dt
=
1
No
∫ T
0
{
2r(t)[Sˆa(t)− Sˆb(t)]− [Sˆa(t)]2 + [Sˆb(t)]2
}
dt
+
1
2
∫ T
0
[hb(t, t)− ha(t, t)]dt .
(3.19)
The equation (3.19) gives the ln-likelihood ratio for the original model, hypothesis
pair (3.3). To establish the likelihood ratio test, the computed likelihood ratio value
must be compared with a threshold. We assume that, in the transmitter, information
symbols 1 and 0 occur according to the probabilities PHa and PHb . Therefore the
logarithmic threshold γ is given by
γ = ln η = ln
PHa
PHb
.
Note that the last term of (3.19), 1
2
∫ T
0
[hb(t, t)−ha(t, t)]dt, is a constant, and it can be
incorporated into the threshold of the LRT together with 1/No, the coefficient of the
first term. Hence, the new testing threshold, represented by γ∗, can be computed as
γ∗ =
No
2
∫ T
0
[ha(t, t)− hb(t, t)]dt+ ln PHa
PHb
, (3.20)
and the rest part of the likelihood ratio function is denoted by lR and given by
lR =
∫ T
0
{
2r(t)[Sˆa(t)− Sˆb(t)]− [Sˆa(t)]2 + [Sˆb(t)]2
}
dt. (3.21)
Hence, base on (3.20) and (3.21), the LRT of our signalling model can be written as
Ha
∫ T
0
{
2r(t)[Sˆa(t)− Sˆb(t)]− [Sˆa(t)]2 + [Sˆb(t)]2
}
dt≷ γ∗ ,
Hb
(3.22)
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Figure 3.2: Baseband optimal receiver for non-offset system
which configures the structure of the optimum receiver. Figure 3.2 depicts the blocked
diagram of the derived receiver.
This diagram shows how to implement the optimal receiver in the continuous time
to do the detection. Meanwhile, the preceding analysis also indicates that the func-
tionality of this receiver can be illustrated in the discrete expression. According to the
equations (3.10) and (3.14), the ln-likelihood ratio function can be written as
lnΛ =
1
No
∞∑
i=1
λai
λai +
No
2
(rˆi)
2 − 1
No
∞∑
i=1
λbi
λbi +
No
2
(rˆi)
2
+
1
2
∞∑
i=1
ln
( No
2
λai +
No
2
)
− 1
2
∞∑
i=1
ln
( No
2
λbi +
No
2
)
.
(3.23)
Although one can not build a receiver based on this equation in practise, it reveals the
essence of the function of the receiver. The first and second terms in (3.23) shows that
the derived receiver actually sums up the square values of the discrete observations
under Ha and subtracts the summation of the square values of the discrete observa-
tions under Hb. This means the optimum receiver, which is configured in Figure 3.2,
computes the difference of the average energy of the two hypotheses to generate the
likelihood ratio. Generally speaking, this energy differences is supposed to be larger
when the transmitted energy has been fixed. This makes the receiver detect much
easier. Consequently, according to this purpose, we can propose a modified signaling
model which is simpler compared with (3.3) under some certain conditions.
3.2.3 Modified signalling model
In the end of last section we have indicated that the optimum receiver distinguishes two
digital symbols according to the average energy contained in the received signals within
one bit duration. The optimum receiver is working as an average energy detector. Since
this is a digital communication system, we can assume the symbol 1 and 0 occur with
the same probability, which is PHa = PHb = 1/2. Under this condition, it makes sense
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that the performance of the symbol detection will be better while the energy difference
goes lager. In section 3.2.1, we demonstrated the noise carrier x(t) is modulated by
c +m and c −m based on different digital symbol. Consequently, if the mean power
of the process x(t) and the amplitude of the modulating signal m(t) are fixed for both
hypotheses, it is possible to adjust the value of amplify factor c in the transmitter to
make the system has better performance. Intuitively, the energy difference gets the
largest value when c is set to be equal to m. Because, in this case, the transmitter
transmits nothing when symbol 0 is sent by the source and the calculated energy in
the receiver just comes from the incoming thermal noise. This fact can be illustrated
in the following way which lacks for rigor.
We assume the noise carrier x(t) has unit mean power, namely one watt. So,
according to the covariance functions (3.6) and (3.15), after one bit interval T , the
average energy for two hypotheses are
E¯a , (c+m)2T and E¯b , (c−m)2T .
Therefore, the energy difference is given by
∆E , E¯a − E¯b = 4Tmc . (3.24)
Now, to see how robust the system is, we compare this ∆E with the spectral height of
the channel thermal noise No and examine how to make the ratio, ∆E/No, larger by
changing the factor c. To do this, we fix the quantity of energy per bit Eb and Eb/No
(signal to noise ratio per bit), Γ,in the system. Since PHa = PHb = 1/2, the Eb can be
written as
Eb = (E¯a + E¯b)/2 = (c
2 +m2)T. (3.25)
So Γ can be expressed as
Γ =
Eb
No
=
(c2 +m2)T
No
. (3.26)
In this way the noise spectrum density is given by
No =
(c2 +m2)T
Γ
, (3.27)
where Γ, T andm are constants. Combining (3.27) and (3.24), the ratio of ∆E between
No is
∆E
No
=
4mc
(c2 +m2)
Γ. (3.28)
We plot (3.28) in Figure 3.3 with respect to factor c and normalize it by m. The
vertical axis is the normalized ∆E/No. It is observed that the ratio has a maximum
value. By differentiating ∆E/No with respect to c, and putting it to be zero,
(
∆E
No
)′ =
4m(c2 +m2)− 2c(4mc)
(c2 +m2)2
= 0, (3.29)
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it is obtained that c = m for getting the peak value. So the optimum value of c is m.
We can show this fact in the following chapter by examining the performance of the
system.
Thus, according to this fact, we propose a modified signalling model that should
have better performance than former one. By letting c = m in the transmitter, the
constant amplification c takes the identical value as the information signal m(t) under
Ha. In this way, the structure of the transmitter slightly changes, as shown in following
diagram.
m
n t( )
x t( )
S t( )
r t( )
m t( )
Noise
carrier
Figure 3.4: Baseband transmitter in AWGN channel when c = m
Due to Figure 3.4, the received signal can be written in the hypothesis pair as
below:
Ha : r(t) = Sa(t) + n(t) = 2mx(t) + n(t), 0 ≤ t ≤ T
versus
Hb : r(t) = n(t), 0 ≤ t ≤ T.
(3.30)
It is easy to see that this pair is equivalent to the hypothesis (3.4) or (3.5). Hereby,
the ln-likelihood ratio for (3.30) can be written straightforwardly as:
ln
dPa
dPb
(rT0 ) =
2
No
∫ T
0
Sˆa(t)r(t) dt− 1
No
∫ T
0
[Sˆa(t)]
2 dt− 1
2
∫ T
0
ha(t, t) dt, (3.31)
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where Sˆa(t) =
∫ t
0
ha(t, u)r(u)du, and ha(t, u) is the solution to the equation (3.13),
while the autocovariance function of signal Sa(t) becomes:
Kas (t, u) = E[Sa(t)Sa(u)] = (2m)
2E[x(t)x(u)] = 4 ·m2 ·Rx(t, u) . (3.32)
After incorporating the constant term, Ito correction term, and coefficient in (3.31)
into threshold, the generated random variable after every integration can be written as
lR =
∫ T
0
{
2r(t)Sˆa(t)− [Sˆa(t)]2
}
dt, (3.33)
and the logarithmic threshold γ∗1 is
γ∗1 =
No
2
∫ T
0
ha(t, t) dt (3.34)
Hence, based on equation (3.33), the receiver structure can be plotted by Figure
3.5, which shows that the optimum receiver just contains one causal filter which is
configured by the integral equation (3.13) too. The signalling model represented in
this subsection is referred to as a special model of the general case which is described
in section 3.2.1.
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Figure 3.5: Baseband receiver when c = m
3.3 Signal spectrum property
In section 3.2, we have developed the structures of the optimal receivers without the
configuration of the estimators. The results are general. The derivations are valid as
long as the noise carrier used in the signalling model satisfy the assumed conditions that
are stationary, Gaussian distributed, infinite power and etc. In order to complete the
description of the receiver, we have to specify the linear filters in the optimal receivers.
Based on the discussion of Kalman-Bucy filtering in section 2.4, only by using some
well-behaving random processes as the transmitted signals can give rise to specific
solution to the linear estimation and rather simple performance analysis which will be
seen in the following chapter. In this section, we propose a sort of random noise carrier
whose spectrum has a butterworth shape and then illustrate the spectrum properties
of the transmitted signal processes in non-offset system in detail.
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3.3.1 Choice of noise carrier
The preceding derivations imply that the linear estimation of the transmitted signal
processes plays a very important role in the estimator-correlator structure of the op-
timum receivers. Generally speaking, the solution to the realizable filtering problem
exists only if the signal processes are confined to some specified spectral properties.
The Kalman-Bucy technique supplies a complete method to solve the linear estima-
tion problem in the receiver and gives the calculation of the estimation error which
is needed for the evaluating the performance for the system in the sequel. Applying
Kalman technique requires that the estimated stationary signals are generated by pass-
ing white noise through a linear time-varying system and consequently have rational
spectra.
Since in the non-offset signaling system the transmitted signal process is the mod-
ulated noise carrier that is multiplied by two constant factors (c+m) and (c−m), it is
enough to make the noise carrier fulfill the requirement of applying the Kalman-Bucy
technique. For simplicity, we further assume the spectral density function of noise car-
rier x(t) has first-order Butterworth spectral shape, which can be generated by exciting
a white noise process u(t) to the following RC circuit. By letting the spectral height of
+
-
u t( )
R
C x t( )
Figure 3.6: An RC circuit
white noise u(t) be 2RC and k = 1/RC, the power spectral density of generated noise
carrier x(t) is given by
Sx(ω) =
2k
ω2 + k2
, (3.35)
and is sketched in Figure 3.7 (a). The value of factor k controls the height and width
of the noise carrier’s spectrum so that it is possible to change the value of k to adjust
the shape in the sequel.
The autocorrelation function of x(t), Rx(τ), is the inverse Fourier transform of
(3.35) and given by
Rx(τ) , F−1[Sx(w)] = exp(−k|τ |), (3.36)
which is depicted in Figure 3.7 (b). Compared with the former notation Rx(t, u),
the variable τ , t − u. This is tenable as the process x(t) is stationary and the
autocorrelation just depends on the relevant time difference τ .
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Figure 3.7: (a)Rational spectral function; (b)Autocorrelation function
By now, the noise carrier process x(t) has been specified by the spectral property
which is given by (3.35). The random carrier x(t) with this spectral property will be
used in the following derivation for achieving the configuration of the Kalman filters
and the numerical performance results.
3.3.2 Noise carrier bandwidth
The butterworth spectrum occupies the entire frequency domain. In practice, one
can not use the noise carrier which has infinite range of spectrum. So we denote the
baseband bandwidth of the noise carrier x(t) as Bx in the sense of contained power.
Since the spectrum of x(t) is
Sx(ω) =
2k
ω2 + k2
,
the value of power contained within the given bandwidth of Bx can be calculated as:
Px ,
1
2pi
∫ 2piBx
−2piBx
2k
ω2 + k2
dω. (3.37)
Note that the unit of Bx in last equation is hertz. It is easy to see that the limit of Px
is one watt when the bandwidth of the carrier Bx is going to infinite. This is why we
choose the noise carrier with such spectral shape. Thus, under the fixed bandwidth Bx,
we can achieve different carrier power by changing factor k, which is shown explicitly
by performing the integration of (3.37). That is
k =
2piBx
tan(Pxpi/2)
. (3.38)
Obviously, the value of Px should be taken close to one watt for keeping the noise
carrier having the butterworth spectral shape more accurately, since just this spectral
shape is valid for using the Kalman-Bucy technique.
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3.3.3 Transmitted signal bandwidth
We denote Bss as the bandwidth of transmitted signal in model ‘a’ or model ‘b’ which
are represented in section 3.2.1. For instance, we first consider the transmitted signal
in model ‘a’ which is expressed as
Sa(t) = (c+m)x(t), 0 ≤ t ≤ T. (3.39)
During one bit interval, information signalm(t) is a constantm and the amplifier factor
c is also a constant. Hence the bandwidth of Sa(t) is the same as the bandwidth of the
carrier x(t). That is
Bss = Bx .
This relation is also valid for the transmitted signal in model ‘b’.
We can also model the modulating information signalm(t) as a random data process
which can be expressed by M(t) as:
M(t) =
∑
n
An · p(t− nT −Θ), (3.40)
where the data sequence is produced by making a random selection out of the possible
values of An for each moment of time nT . In our binary case we have An ∈ {+m,−m}.
We introduce a random variable Θ which is uniformly distributed on the interval (0, T ]
and which is independent of the data An. We consider the information signal is polar
NRZ (Non Return-to-Zero). So the shape of p(t) is a rectangular pulse of width T . In
this case, if the values of An are chosen with equal probability and independent of each
other, the power spectral density of the information signal M(t) is given by [12]
SM(ω) = m
2T
(
sinω T
2
ω T
2
)2
. (3.41)
If we take Null-to-null bandwidth of M(t), the bandwidth of modulating signal is
BM ∼= 1/T. (3.42)
Concentrate on model ‘a’ again, the transmitted signal can be written as
Sa(t) = [c+M(t)]x(t). (3.43)
Since the processes x(t) and M(t) are both stationary and independent of each other,
the autocorrelation function of this signal is
Kas (t, t+ τ) = E[Sa(t)Sa(t+ τ)]
= E{[c+M(t)][c+M(t+ τ)]x(t)x(t+ τ)}
= c2Rx(τ) +RM(τ)Rx(τ) ,
(3.44)
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where the third equality follows from the fact that the mean value of process M(t) is
equal to zero. So, we take inverse Fourier transform of Kas (τ) to obtain the spectrum
of Sa(t) which follows as
Ssa(ω) = F{Kas (τ)}
= c2Sx(ω) +
1
2pi
Sx(ω) ∗ SM(ω) ,
(3.45)
where the symbol ∗ represents the convolution operation. Therefore, if we take BM =
1/T , the bandwidth of transmitted signal Bss is given by
Bss = Bx +BM ∼= Bx + 1/T . (3.46)
This representation is also valid for model ‘b’.
3.3.4 Processing gain
As assumed before, the noise carrier x(t) is an Ultra Wideband signal, so we can achieve
ultra-large processing gain in the system. The processing gain is defined as
PG , Bss
BM
, (3.47)
where Bss is the bandwidth of the ultra-wideband transmitted signal, and BM is the
bandwidth of the original information signal. By substituting (3.46) and (3.42) into
last expression, the processing gain is given by
PG =
Bss
BM
=
Bx + 1/T
1/T
= BxT + 1 ≈ BxT , (3.48)
where we can neglect factor 1 in the case that the processing gain is large enough.
The expression in (3.48) shows that the processing gain approximately equal to the
time-bandwidth production BxT which will be seen to play an important role in the
performance of the system. We discuss the choice of this quantity numerically in the
later development.
3.3.5 Transmitted Energy
In this part, we discuss the transmitted average energy contained within one bit interval
for the transmitted signal in model (3.3). Since under hypothesis Ha, the autocorrela-
tion function of the transmitted signal is
Kas (τ) = (c+m)
2Rx(τ),
the average transmitted energy per bit is calculated as
E¯a = T (c+m)
2 1
2pi
∫ Bx
−Bx
Sx(ω)dω = (c+m)
2TPx. (3.49)
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Similarly, the average transmitted energy per bit under hypothesis Hb is given by
E¯b = T (c−m)2 1
2pi
∫ Bx
−Bx
Sx(ω)dω = (c−m)2TPx. (3.50)
In the digital communication system, it makes sense to assume that the information
symbol one and zero have the prior. Therefore, the average transmitted bit energy is
Eb ,
E¯a + E¯b
2
= (c2 +m2)TPx. (3.51)
Therefore, received signal-to-noise ratio (SNR) per bit is directly given by
Eb
No
=
(c2 +m2)TPx
No
. (3.52)
For the special signalling model, where c = m, the average transmitted bit energy
is
Eb = 2m
2TPx, (3.53)
and received SNR per bit is
Eb
No
=
2m2TPx
No
. (3.54)
3.4 Structure for optimum receivers
By employing the noise carrier and the transmitted signals described in section 3.3,
the structure for the realizable filter in the optimal receiver can be specified by solving
the Kalman filtering problem. Therefor the structure for optimal receiver for the non-
offset system can be described completely. We first illustrate the optimum receiver for
the special signaling case where c = m. Then the optimum structure for the general
signaling case is provided.
3.4.1 Receiver structure for special signalling model
For the special signalling model, the transmitted process under the signal hypothesis
is given by
S(t) = 2mx(t) 0 ≤ t ≤ T, (3.55)
where the carrier x(t) has the first-order butterworth spectral shape. To utilize the
Kalman technique, we need to know the spectrum of S(t) which can be obtained
straight forwardly from the inverse Fourier transform of the autocovariance function of
S(t),
Ks(τ) = E[S(t)S(t+ τ)] = (2m)
2E[x(t)x(t+ τ)] = 4m2Rx(τ) . (3.56)
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Above equation indicates the mean power contained in the transmitted signal isKs(0) =
4m2. We denote this quantity as P , 4m2 for short. So the spectrum of the signal
process is gotten by
Ss(ω) , F−1{Ks(τ)} = 4m2Sx(ω) = 2kP
ω2 + k2
. (3.57)
By inspecting (2.50) and (2.51) based on (3.57), we get the necessary quantities:
F(t) = −k, G(t) = 1, Q = 2kP. (3.58)
Consequently, the state equation (2.53) for the optimum estimation reduces to one-
order differential equation
˙ˆ
S(t) = −kSˆ(t) + ξp(t) 2
No
[r(t)− Sˆ(t)]. (3.59)
Meanwhile, the variance equation (2.56) becomes
ξ˙p(t) = −2kξp(t)− 2
No
ξ2p(t) + 2kP, (3.60)
which gives the realization of the time-varying gain in the filter. In additional, since
we are able to generate the error by using last equation, according to the relation in
(2.49) and, the decision threshold for this receiver can be calculated by integrate this
estimation error, which is given by
γ∗1 =
∫ T
0
ξp(t) dt. (3.61)
Therefore, according to (3.59), (3.60) and 3.61, the resulting receiver structure is
shown in Figure 3.8. The initial condition of the variance generation part is 4m2.
Figure 3.8 indicates how to implement the optimum receiver in practice.
3.4.2 Receiver structure for general signalling model
Now we explore the receiver structure for the signal model which is described in section
3.2.1. The structure of the optimal receiver is slightly complicated than the one for
the special model. There are two Kalman filters needed to be specified. By using
the noise carrier as previous section, it is easy to see that the configuration of these
two filters are identical since the estimated signal have similar spectral shapes. Both of
them are first-order butterworth. The difference in the filters just are some parameters.
Following the derivation in last section, we can find the state equations and variance
equations for two estimation problems respectively.
Since the autocorrelation functions of the signals Sa(t) and Sb(t) under two hy-
potheses are
Kas (τ) = (c+m)
2Rx(τ) and K
b
s(τ) = (c−m)2Rx(τ) , (3.62)
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Figure 3.8: Optimal receiver structure for special model where c=m
the spectra of the signal processes are of the form
Sa(ω) =
2k(c+m)2
ω2 + k2
and Sb(ω) =
2k(c−m)2
ω2 + k2
. (3.63)
Compared with the special signalling model, the state equation for estimating signal
Sa(t) is
˙ˆ
Sa(t) = −kSˆa(t) + ξa(t) 2
No
[r(t)− Sˆa(t)], (3.64)
where ξa(t) is the minimum mean square error for estimating signal Sa(t). The corre-
sponding variance equation is given by
ξ˙a(t) = −2kξa(t)− 2
No
ξ2a(t) + 2k(c+m)
2. (3.65)
Similarly, the state equation and variance equation for the estimation problem accord-
ing to signal Sb(t) are
˙ˆ
Sb(t) = −kSˆb(t) + ξb(t) 2
No
[r(t)− Sˆb(t)], (3.66)
and
ξ˙b(t) = −2kξb(t)− 2
No
ξ2b (t) + 2k(c−m)2, (3.67)
where ξ2b (t) is the estimation error for Sb(t). Consequently, the detection threshold γ
∗
can be calculated by the estimation errors specified in (3.65) and (3.67) as
γ∗ =
∫ T
0
[ξa(t)− ξb(t)] dt. (3.68)
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Figure 3.9: Optimal receiver structure for general model
Therefore, based on above equations, the specific structure of the optimum receiver
can be illustrated in Figure 3.9.
By now, we have obtained the realization of the optimal receivers of the general
and special models for the non-offset system. The time-varying filters, Kalman filters,
are needed to work as the estimators of the transmitted signal processes. This gives
rise to the complexity of the configuration of the receiver, which is indicated by Figure
3.9. In the sequel, we propose a suboptimal receiver to replace the optimal receiver
which works validly under some specific condition. It will be seen that the suboptimal
receiver uses time-invariant filter to estimate the information. So the resulting receiver
structure is rather simple compared with the optimal one.
3.5 Suboptimal receiver for special model
In this section, we only consider the suboptimal receiver for the special signalling model
for simplicity. First, the possibility of simplifying the Kalman filter is motivated by
examining the behavior of the time-varying gain. Then the description of the structure
for the suboptimal receiver is performed by using the time-invariant estimator.
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From the previous analysis, it is known the value of the time-varying gain in the
Kalman filter is determined by the corresponding point estimation error. Basing on
section 3.4.1, the variance equation for the special signalling model is given by
ξ˙p(t) = −2kξp(t)− 2
No
ξ2p(t) + 2kP.
According to [6], this equation can be solved and gives
ξp(t) =
2kP
β + k
( 1 + (β − k
β + k
)
e−2βt
1− (β − k
β + k
)2
e−2βt
)
, (3.69)
where
β , k
√
1 + Λ, (3.70)
and the quantity Λ is defined for convenience
Λ =
4P
kNo
. (3.71)
From Eb/No expression for the special signalling model discussed in section 3.3, it gives
Λ =
8
kTPx
Eb
No
. (3.72)
Recall Px is the power contained in the noise carrier and kT is proportional to the
time-bandwidth product BxT . Therefore, by fixing the value of BxT , for instance
20dB, the curves of normalized mean-square estimation error ξp can be plotted under
different values of Eb/No, which is shown in Figure 3.10. This graph shows that all
the curves reach to a certain constant level with time lapse, which is referred to as
the steady-state. It also indicates that the curves which represent large Eb/No values
have shorter transition time compared with the ones that express relative small Eb/No
values.
A cluster of curves with different time-bandwidth products can also be plotted when
the value of Eb/No is fixed. Figure 3.11 illustrates three mean-square error curves
according to different values of BxT while Eb/No is taken as 20dB. It is observed
that the curves representing large time-bandwidth product decrease dramatically and
approach to the steady-state quickly. Therefor, based on Figure 3.10 and Figure 3.11,
we can make the system shorten the transition time by fixing BxT and increasing
Eb/No or in another way around.
Because of the relation in (2.57), it is demonstrated that the the time-varying gain
in the Kalman filter becomes to a constant value after some transition period either.
This motivates that it is possible to implement the linear estimator by using that
constant value as the gain to reduce the Kalman filtering to a time-invariant filtering.
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Figure 3.10: Mean-square error with different Eb/No
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Figure 3.11: Mean-square error with different BxT
Then this induced static filter can be used to replace the Kalman filter to constitute a
suboptimal receiver. By assuming the estimator has already reached steady state, the
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constant gain can be found easily by setting the left-hand side of the variance equation
be zero, which is given by
0 = −2kξ∞ − 2
No
ξ2∞ + 2kP, (3.73)
where ξ∞ is the limit of ξ(t) when time goes to infinity. Thus, this steady-state variance
can be solved as
ξ∞ =
kNo
2
(
√
1 + Λ− 1), (3.74)
where Λ is denoted by (3.71). Therefore, by following (3.61), the decision threshold for
this suboptimal detection is denoted as γx and computed as
γx =
∫ T
0
ξ∞ dt =
kNoT
2
(
√
1 + Λ− 1). (3.75)
In addition, based on (2.57), the gain in in the kalman filter can be obtained by
z(t)|t=∞ , z(∞) = k(
√
1 + Λ− 1). (3.76)
Consequently, the diagram of the structure for suboptimal receiver with the static
filter is sketched in Figure 3.12. Compared with Figure 3.8, the structure of the sub-
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Figure 3.12: Suboptimal receiver when c = m
optimal receiver is simpler since the variance realization part is not needed anymore.
Since transfer function of the static loop filter in Figure 3.12 can be written as
H∞(jω) =
k(
√
1 + Λ− 1)
jω + k
√
1 + Λ
, (3.77)
where the subscript∞ refers to the steady-state for the filtering, it is indicated that the
Kalman filer used in the optimal receiver reduces to a Wiener filter. So the suboptimal
receiver uses a Wiener filter in stead of a Kalman filter to estimate the transmitted
signal. Furthermore, it is easy to see that this Wiener filer is a first-order butter-
worth low-pass filter whose cut-off frequency is k
√
1 + Λ. Wherefor, this filter can be
implemented by a simple RC circuit in practice.
We have simplified the receiver by using the derived suboptimal structure. The
next step is to consider the validity of the suboptimal receiver which depends the value
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of Eb/No and BxT according to previous analysis. This can be done by comparing the
performance of the optimal and suboptimal receivers, which will be executed in the
subsequential chapter.
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Chapter 4
Optimum receiver for offset system
4.1 Introduction
In this chapter, we start the discussion on the structure of optimal receivers for the
systems with time-offset and frequency-offset modulation. By describing the signal
models, it can be shown that for both systems, the optimal receiver has estimator-
correlator architecture as derived for the non-offset system. Then, by analyzing the
statistical properties of the transmitted signals, the difficulty of the continuous-time
implementation for the receivers is pointed out. In order to investigate these two par-
ticular detection problems in detail, the corresponding discrete-time optimal receivers
are established according to the samples of the received signals. Based on the inspira-
tion from the analysis of frequency-offset system, we can modify the scheme by using
square chip sequence to modulate the information bits in lieu of sinusoidal waveforms.
After that, the interference issue for multiple access is concerned. Finally, by apply-
ing frequency division multiple access (FDMA) technique, we can employ non-offset
modulation scheme to propose a new transmission system.
4.2 Time-offset system
As introduced before, time-offset signalling scheme employs time delay to separate the
modulated noise signal and reference noise carrier at the transmitter. In this section,
we analyze continuous-time and discrete-time optimal signal processing for time-offset
modulation and reveal the drawbacks of this system successively.
4.2.1 Continuous-time optimum receiver
For the time-offset system, the output signals of transmitter corrupted in AWGN chan-
nel is depicted by Figure 4.1. According to this figure, the transmitted signals under
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Figure 4.1: Transmitter in AWGN channel for time-offset system
two detection hypotheses are written as
Sa(t) = cx(t) +mx(t− δ) and Sb(t) = cx(t)−mx(t− δ), (4.1)
and so the signal model for the detection problem can be represented as
Ha : r(t) = Sa(t) + n(t) = cx(t) +mx(t− δ) + n(t), 0 ≤ t ≤ T
versus
Hb : r(t) = Sb(t) + n(t) = cx(t)−mx(t− δ) + n(t), 0 ≤ t ≤ T,
(4.2)
where δ is the time-offset parameter applied to the lower modulating signal branch.
Therefor, by assuming the noise carrier is stationary, the autocorrelation function of
signal Sa(t) is obtained as
Kas (t, u) = E[Sa(t)Sa(u)] = E
{
[cx(t) +mx(t− δ)][cx(u) +mx(u− δ)]}
= (c2 +m2)Rx(τ) + cm[Rx(τ + δ) +Rx(τ − δ)],
(4.3)
where τ = t− u and Rx(τ) is the autocorrelation function the noise carrier. Similarly,
the the autocorrelation function of signal Sb(t) is obtained as
Kbs(t, u) = E[Sb(t)Sb(u)] = E
{
[cx(t)−mx(t− δ)][cx(u)−mx(u− δ)]}
= (c2 +m2)Rx(τ)− cm[Rx(τ + δ) +Rx(τ − δ)].
(4.4)
Since we utilize the sample functions from a Gaussian random process as the noise
carrier, it is obvious that signals Sa(t) and Sb(t), which are the addition of the amplified
carrier and its modulated delayed version, are also Gaussian distributed. Wherefore,
the results derived from the detection problem for a Gaussian signal process in the
white Gaussian noise is applicable for this time-offset modeling scheme. The optimum
decision rule is same as the one we derived for the non-offset system, the general case,
which is formulated in (4.5)
Ha
∫ T
0
{
2r(t)[Sˆa(t)− Sˆb(t)]− [Sˆa(t)]2 + [Sˆb(t)]2
}
dt≷ No
2
∫ T
0
[ha(t, t)− hb(t, t)]dt+ ln PHa
PHb
,
Hb
(4.5)
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where Sˆa(t) and Sˆb(t) are the least-squares estimate for the signals denoted in (4.1),
and where ha(t, u) and hb(t, u) are the impulse response of the corresponding linear
estimators in the receiver. Consequently, the responding continuous-time optimal re-
ceiver for this system has the identical estimator-correlator structure as illustrated in
Figure 3.2.
To configure the linear estimators in the optimal receiver which are represented by
ha(t, u) and hb(t, u), we have to solve the same realizable filtering problem specified by
the causal Wiener-Hopf equations in (3.13) and (3.18):
Kas (t, u) =
∫ t
0
ha(t, s)K
a
s (s, u)ds+
No
2
ha(t, u), 0 ≤ u ≤ t ≤ T,
and
Kbs(t, u) =
∫ t
0
hb(t, s)K
b
s(s, u)ds+
No
2
hb(t, u), 0 ≤ u ≤ t ≤ T.
Unfortunately, it is hard to solve these two integral equations with the kernels given
in (4.3) and (4.4) analytically, since the transmitted processes can not be generated by
exciting a white process to a linear dynamic system, which means that the Kalman-
Bucy technique is not valid in this case. This can be seen by seeing about the spectra
for signal Sa(t) and Sb(t). By taking the inverse Fourier transformation for K
a
s (τ) and
Kbs(τ), we get
Ssa(ω) = F{Kas (τ)}
= (c2 +m2)Sx(ω) + 2cmSx(ω) cosωδ ,
(4.6)
and
Ssb(ω) = F{Kbs(τ)}
= (c2 +m2)Sx(ω)− 2cmSx(ω) cosωδ .
(4.7)
These two spectra indicate that it is not able to make them be rational by taking
any assumption to the spectrum of the carrier Sx(ω) because of the contained cosine
term, so that the requirement of using Kalman filtering results is not fulfilled. Thus,
it is hard to practically build the receiver in continuous time. However, it can be
achieved to construct a optimal receiver based on the sampled observations in discrete
time. Although it is a suboptimal signal processing compared with the continuous-
time detection, we can grasp some information to study the receiver for this time-offset
scheme in essence. This is presented in the following paragraph.
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4.2.2 Discrete-time optimum receiver
By sampling the observed processes in (4.2) k times within one bit duration, the discrete
time hypothesis pair is obtained as
Ha : ri = cx[(i− 1)Ts] +mx[(i− 1)Ts − δ] + n[(i− 1)Ts], i = 1, . . . , k
versus
Hb : ri = cx[(i− 1)Ts]−mx[(i− 1)Ts − δ] + n[(i− 1)Ts], i = 1, . . . , k,
(4.8)
where TS is the sample interval.
Due to the Gaussian distribution of the received process r(t), the discrete time
observation {ri}ki=1 are Gaussian random variables and can be represented as a Gaussian
random vector r, given by r = (r1, r2, . . . , rk)
T . For simplicity, we also denote the
samples of noise carrier x(t) as vector x , (x[0], x[Ts], . . . , x[(k − 1)Ts])T , the samples
of delayed noise carrier as vector xd , (x[−δ], x[Ts − δ], . . . , x[(k− 1)Ts − δ])T and the
samples of thermal noise n(t) as vector n , (n[0], n[Ts], . . . , n[(k−1)Ts])T respectively.
Then the hypothesis pair in (4.8) can be represented by the vector format
Ha : r = sa + n,
versus
Hb : r = sb + n,
(4.9)
where the transmitted signal vectors are denoted as
sa , c x+m xd and sb , c x−m xd. (4.10)
So the covariance matrixes of the signal vectors are given by
Ka , E[sasTa ] = (c2 +m2)Rx + cm(E[xxTd ] + E[xdxT ]), (4.11)
and
Kb , E[sbsTb ] = (c2 +m2)Rx − cm(E[xxTd ] + E[xdxT ]), (4.12)
where Rx is the covariance matrix of noise carrier x which is calculated and expressed
as
Rx = E[xx
T ] =

Rx[0] Rx[Ts] . . . Rx[(k − 1)Ts]
Rx[Ts] Rx[0] . . . Rx[(k − 2)Ts]
...
...
. . .
...
Rx[(k − 1)Ts] Rx[(k − 2)Ts] . . . Rx[0]
 . (4.13)
The individual entry in above matrix, Rx(τ), is the autocorrelation function of noise
carrier x(t).
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Since r is a zero mean Gaussian vector, the hypothesis pair can be expressed in a
general form with observed vector’s statistical property, which is
Ha : r ∼ N (0,Ka + σ2I),
versus
Hb : r ∼ N (0,Kb + σ2I).
(4.14)
The matrix σ2 is the covariance matrix of channel noise vector n, which is
Kn = E[nn
T ] = σ2I, (4.15)
where σ2 is the variance of the independent thermal noise samples.
For finding the optimal decision rule based on sampled observations, we establish
the likelihood ratio test by dividing (4.14) into two models where a third hypothesis
of noise only are applied. The motivation of this action is first to obey the learning
principle that is from simplicity to complexity and second to see whether the discrete
optimal receiver also has an estimator-correlator structure. So consider new model ‘a’:
Ha : r ∼ N (0,Ka + σ2I),
versus
H0 : r ∼ N (0, σ2I),
(4.16)
and model ‘b’:
Hb : r ∼ N (0,Kb + σ2I),
versus
Hb : r ∼ N (0, σ2I).
(4.17)
In the sequel, by deriving the likelihood ratio test for model ‘a’ and model ‘b’ separately,
we can obtain the final likelihood ratio test for original model (4.14) via “chain rule”
as in the analysis for non-offset system.
The ln-likelihood ratio function for model ‘a’ is
ln Λa(r) =
|σ2I|1/2 exp[−1
2
rT (Ka + σ
2I)−1r]
|Ka + σ2I|1/2 exp[− 12σ2 rT r]
=
1
2
rT [σ−2I− (Ka + σ2I)−1]r− 1
2
ln |Ka + σ2I|+ 1
2
ln |σ2I|.
(4.18)
Note the second and third terms on the right can be incorporated into the testing
threshold. The observation-dependent part can be denoted as
Ta(r) , rT [σ−2I− (Ka + σ2I)−1]r
= σ−2rTKa(σ2I+Ka)−1r.
(4.19)
Considering the threshold, the optimum test is represented as
H1
Ta(r) = σ
−2rTQ ar≷ 2γ + ln |Ka + σ2I| − ln |σ2I| , γ∗a ,
H0
(4.20)
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where
Q a , Ka(σ2I+Ka)−1, (4.21)
which can be shown as a linear estimator of the signal vector sa in sense of MMSE in
the following way.
Generally, suppose Qs is the MMSE estimator, so the linear estimation from the
received vector r is
sˆ = Qsr, (4.22)
where sˆ is the estimation of the signal vector s. So we can write down the estimation
of ith element of the signal vector s explicitly as
sˆi =
k∑
j=1
Qsi,j rj. (4.23)
According to the orthogonality principle [8], the estimation error is uncorrelated with
any received signal sample, which is represented as
E[(si − sˆi)rl] = 0, for 1 ≤ l ≤ k. (4.24)
Substituting (4.23) into (4.24) we get
E[(si −
k∑
j=1
Qsi,j rj)rl] = 0 (4.25)
By noting rl = sl + nl, where nl is the lth sample of n(t), we can rearrange (4.25) to
get
E[si(sl + nl)] =
k∑
j=1
Qsi,jE[(sj + nj)(sl + nl)] (4.26)
Since the samples of the signal are uncorrelated to the samples of the channel noise,
(4.26) becomes to
Ki, l =
k∑
j=1
Qsi,j(Kj, l + σ
2I) =
k∑
j=1
Qsi,jKj, l + σ
2Qsi, l , (4.27)
where K is the covariance matrix of the signal vector. Writing (4.27) back to the
matrix form, we obtain
K = QsK+ σ2Qs, (4.28)
which gives
Qs = K(σ2I+K)−1. (4.29)
Comparing (4.29) with our definition of Q a, we can see that the optimal receiver for
model ‘a’ has estimator-correlator structure which is specified by
Ha
σ−2rT sˆa ≷ γ∗a ,
H0
(4.30)
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where sˆa , Q ar is the estimation of the signal vector sa. The structure of the receiver
can be illustrated by Figure 4.2.
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Figure 4.2: Discrete estimator-correlator structure
In the similar way, by replacing the signal covariance matrix, the likelihood ratio
function for model ‘b’ is
lnΛb(r) =
1
2
rT [σ−2I− (Kb + σ2I)−1]r− 1
2
ln |Kb + σ2I|+ 1
2
ln |σ2I|. (4.31)
the decision rule for model ‘b’, (4.17), can be achieved directly as
Hb
σ−2rT sˆb ≷ γ∗b ,
H0
(4.32)
where sˆb is the estimation of the signal vector sb, defined as sˆb , Q br and the corre-
sponding MMSE estimator Q b is defined by
Q b , Kb(σ2I+Kb)−1. (4.33)
In addition, the testing threshold is γ∗b which is 2γ + ln |Ka + σ2I| − ln |σ2I|.
Combining model ‘a’ and ‘b’, we can achieve the ln-likelihood ratio for original
model (4.14), which is denoted as l(r), by subtracting lnΛb(r) from lnΛa(r)
l(r) , ln Λ(r) = lnΛa(r)− ln Λb(r)
= 1
2
(
σ−2rTQ ar− σ−2rTQ br− ln |Ka + σ2I|+ ln |Kb + σ2I|
)
.
(4.34)
By denoting T(r) as the observation-dependent part of the signal processing, the like-
lihood ratio test for this model is
Ha
T(r) = σ−2[rT (Q a −Q b)r]≷ 2γ + ln |Ka + σ2I| − ln |Kb + σ2I| , γ∗ .
Hb
(4.35)
It is easy to see that this LRT is totally determined by the covariance matrixes Ka
and Kb that reflect the statistical properties of the transmitted signals. So the decision
rule in (4.35) is generally valid to distinguish two Gaussian vector hypotheses, which
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Figure 4.3: Discrete receiver structure
is similar to the likelihood test in continuous time. According to this expression, the
structure of the optimal receiver is depicted as Figure 4.3.
By using the expressions in (4.11) and (4.12), the optimal receiver for time-offset
system is represented. We can sample the received signal and realize the optimal
receiver in practice according to above diagram. Based on analyzing this discrete-time
receiver, some disadvantages of the time-offset system are revealed in the sequel.
4.2.3 Disadvantage of the time-offset scheme
In this subsection, we point out the drawback of the time-offset system through fol-
lowing analysis. To investigate the behavior of the optimal receiver, we can define
Q , σ−2(Q a −Q b) and the sufficient statistic T(r) becomes
T(r) = rTQr. (4.36)
Based on the definition of the Q a and Q b, it is known that
σ−2Q a = σ−2Ka(σ2I+Ka)−1 = σ−2I− (σ2I+Ka)−1, (4.37)
and
σ−2Q b = σ−2Kb(σ2I+Kb)−1 = σ−2I− (σ2I+Kb)−1. (4.38)
Therefor, the matrix Q can be expressed explicitly as
Q = σ−2(Q a −Q b)
= (Kb + σ
2I)−1 − (Ka + σ2I)−1,
(4.39)
which is a transformation of the signal covariance matrixesKa andKb. The new defined
matrix Q plays an important role in this detection problem so that we can learn the
way the receiver actually works by examining the characteristic of this matrix.
To avoid generating the complicated Q with large size, we take one sample from the
received process to see the consequence. According to (4.3) and (4.4), the covariance
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matrix Ka and Kb reduce to two constants which are
Ka = (c
2 +m2)Rx(0) + 2mcRx(δ) and Kb = (c
2 +m2)Rx(0)− 2mcRx(δ). (4.40)
Then, from (4.39), the matrix Q becomes to a constant too, which is
Q =
1
(c2 +m2)Rx(0)− 2mcRx(δ) + σ2 −
1
(c2 +m2)Rx(0) + 2mcRx(δ) + σ2
=
4mcRx(δ)
[(c2 +m2)Rx(0) + σ2]2 − 4m2c2R2x(δ)
.
(4.41)
Following (4.35), the LRT for one sample is given by
Ha
4mcRx(δ)r
2
[(c2 +m2)Rx(0) + σ2]2 − 4m2c2R2x(δ)
≷ ln (c
2 +m2)Rx(0) + 2mcRx(δ) + σ
2
(c2 +m2)Rx(0)− 2mcRx(δ) + σ2 .
Hb
(4.42)
By assuming there is no thermal noise, which is σ2 = 0, we can check whether the
receiver can make a perfect detection according to (4.42). After rearranging above
expression, we get the decision rule
Ha
r2≷ (c
2 +m2)2R2x(0)− 4m2c2R2x(δ)
4mcRx(δ)
ln
(c2 +m2)Rx(0) + 2mcRx(δ)
(c2 +m2)Rx(0)− 2mcRx(δ) .
Hb
(4.43)
We can see, for arbitrary nonzero value of the time-offset parameter, δ > 0, the
quantity on the right side of (4.43) is a constant. Since the left side r2 is a random
variable, the outcome of it could be larger or less than the right side. It demonstrates
that the perfect detection does not exist for this time-offset signalling model according
to this one-sample processing. So, we can predict that there might be no way to reduce
the bit error rate even by increasing the transmitted signal energy to infinity, which is
a drawback for this modulation scheme. This prediction can be verified by simulating
the discrete-time receiver, which will be provided in next chapter.
Above analysis shows the disadvantage for the signal transceiver which works with
a certain value of δ. It can also be shown that time-offset scheme is not a good
candidate for multiple access technique. We know the optimal receiver detects zero
mean Gaussian hypotheses according to received signals energy. In order to see the
effect of time offset to different transceivers, we first calculate the average transmitted
energy under two hypotheses for the system using a specific time offset δ. For Sa(t), it
gives
E¯a = E
{∫ T
0
S2a(t) dt
}
=
∫ T
0
Kas (0) dt
=
[
(c2 +m2)Rx(0) + 2cmRx(δ)
]
T ,
(4.44)
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where we used the symmetric property of the Rx(τ). In the same way, for signal Sb(t),
the average energy is
E¯b = E
{∫ T
0
S2b (t) dt
}
=
∫ T
0
Kbs(0) dt
=
[
(c2 +m2)Rx(0)− 2cmRx(δ)
]
T .
(4.45)
Therefor, the average transmitted bit energy is
Eb ,
E¯a + E¯b
2
= (c2 +m2)Rx(0)T, (4.46)
which is independent to the offset parameter δ. Consequently the average energy
different of the transceiver with δ is
∆E , E¯a − E¯b = 4TmcRx(δ) . (4.47)
Compared with the energy difference of the non-offset scheme in (3.24), there is an
additional factor Rx(δ) for time-offset system. Then by changing the value of δ is
above expressions, we can get different value of ∆E for different transceivers. Since the
bandwidth of the noise carrier is assumed to be ultra wide, the value of Rx(δ) decreases
dramatically while δ is going to be large. It is easy to see that the transceiver assigned
large value of δ will perform worse than the one has small δ. Since ∆E is going to
be zero with increased δ, the receiver hardly distinguish two transmitted hypotheses.
This point can also be demonstrated in the following way. When the time delay is
large, the reference of the noise carrier becomes more uncorrelated to the modulated
noise signal. So the reference signal just behaves like a color noise whose power is
increased simultaneously with modulated signal. Therefore, we can say the time-offset
modulation is not a good scheme for multiple access either.
4.3 Frequency-offset system
In the beginning of this section, we follow the analysis for the time-offset scheme to
show the optimal receiver structure in continuous time for this frequency-offset scheme.
Then, after demonstrating the difficulty for solving the realizable filtering problem,
we investigate the discrete-time optimal test to gain the perspective of the optimum
receiver for this signalling model.
4.3.1 Continuous-time optimum receiver
First, the transmitter diagram of the frequency-offset system in AWGN channel is
shown in Figure 4.4. According to this figure, the hypothesis pair for the received
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Figure 4.4: Transmitter for frequency-offset system in AWGN
signals is
Ha : r(t) = Sa(t) + n(t) = [c+m cos(ω0t)]x(t) + n(t), 0 ≤ t ≤ T
versus
Hb : r(t) = Sb(t) + n(t) = [c−m cos(ω0t)]x(t) + n(t), 0 ≤ t ≤ T,
(4.48)
where it is assumed that the oscillator phase φ can be synchronized in the receiver and
set to be zero for simplicity, and where ω0 is the frequency-offset parameter assigned to
the particular user. This model assumes time synchronization is achieved in advance.
So every bit interval starts at the beginning of a cosine waveform. Furthermore ,we
assume there are integral cosines contained in one bit time. So the frequency-offset
fulfill the relation
ω0T = 2npi, (4.49)
where n is an integer. Similar as before, Sa(t) and Sb(t) are used to indicate the
transmitted signals in the model, which are given by
Sa(t) = [c+m cos(ω0t)]x(t) and Sb(t) = [c−m cos(ω0t)]x(t), (4.50)
where the factor c±m cos(ω0t) can be considered as the modulating signal to the carrier
x(t). Therefore, the autocorrelation functions for two signals in this modulation scheme
are obtained by
Kas (t, u) = E[Sa(t)Sa(u)] = E
{
[c+m cos(ω0t)]x(t)[c+m cos(ω0u)]x(u)
}
= Rx(t− u)[c+m cos(ω0t)][c+m cos(ω0u)],
(4.51)
and
Kbs(t, u) = E[Sb(t)Sb(u)] = E
{
[c−m cos(ω0t)]x(t)[c−m cos(ω0u)]x(u)
}
= Rx(t− u)[c−m cos(ω0t)][c−m cos(ω0u)].
(4.52)
It is indicated that the signal processes Sa(t) and Sb(t) in frequency-offset system
are not stationary as the autocorrelation functions are not independent to the time
difference t − u. Nevertheless, since the noise carrier x(t) is a Gaussian process, it is
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easy to see the transmitted signals are still Gaussian in two hypotheses, which leads
to that the optimal receiver for frequency-offset system has the same structure as the
time-offset system and non-offset system in continuous time. In the optimum receiver,
the received signals are correlated with the estimated incoming signals, which is shown
in Figure 3.2 either.
Now, we encounter the same difficulty as in the case of time-offset system. The
Kalman-Bucy solution can not be used to the estimation problems for the signal
processes in this offset scheme because of the format of the signals’ autocorrelation
functions. So it is not able for us to configure the complete optimal receiver which
operates continuously.
Since Sa(t) and Sb(t) are Gaussian distributed, we can still analyze average trans-
mitted energy for this signalling model. Following the calculation way used in last
section, the average energy contained by Sa(t) in one bit interval is given by
E¯a = E
{∫ T
0
S2a(t) dt
}
=
∫ T
0
(c+m cosω0t)
2Rx(0) dt
= (c2 +
m2
2
)Rx(0)T ,
(4.53)
where the parameter ω0 satisfies (4.49). And the average energy of Sb(t) is
E¯b = E
{∫ T
0
S2b (t) dt
}
=
∫ T
0
(c−m cosω0t)2Rx(0) dt
= (c2 +
m2
2
)Rx(0)T .
(4.54)
Consequently, we get the fact that E¯b = E¯b. Therefore, in frequency-offset scheme,
the optimal receiver can not utilize transmitted energy difference of two hypotheses to
make a detection since the value of this quantity is zero. In order to see how does the
optimal receiver actually work, we consider the establishment of the optimal receiver
by sampling the received signals in the sequel.
4.3.2 Discrete-time optimum receiver
In order to derive the discrete time likelihood ratio test of the frequency-offset based
on observed samples, we convert the continuous-time observation to the discrete by
taking k samples of the received signals within one bit duration. The hypothesis pair
becomes
Ha : ri =
{
c+m cos[(i− 1)ω0Ts]
}
x[(i− 1)Ts] + n[(i− 1)TS], i = 1, . . . , k
versus
Hb : ri =
{
c−m cos[(i− 1)ω0Ts]
}
x[(i− 1)Ts] + n[(i− 1)TS], i = 1, . . . , k,
(4.55)
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where TS is the fixed sampling interval with the relationship kω0Ts = n2pi for some
integer n. So there are integral number of cycles of the sinusoid in the time interval
[0, kTs]. The number of samples taken in one period, k/n is assumed to be an integer
which is greater than or equal to 1.
Since we sampled the Gaussian signal r(t), the discrete time observation {ri}ki=1
compose Gaussian random vector r, which is r = (r1, r2, ..., rk)
T . Similarly, we can
define the noise carrier vector x , (x[0], x[TS], ..., x[(k − 1)Ts])T and the channel noise
vector n , (n[0], n[TS], ..., n[(k − 1)Ts])T respectively. Then the hypothesis pair in
(4.55) can be represented in the vector form
Ha : r = (c I+M)x+ n,
versus
Hb : r = (c I−M)x+ n,
(4.56)
where M is an information signal modulating matrix and defined as
M , diag
(
m cos[0],m cos[ω0TS], ...,m cos[(k − 1)ω0Ts]
)
k×k, (4.57)
and I is the identity matrix. Based onM, we can denote the transmitted signal vectors
under two hypotheses
sa , (c I+M)x and sb , (c I−M)x. (4.58)
Consequently, the covariance matrixes of these two vectors can be denote as
Ka , (c I+M)Rx(c I+M)T , Kb , (c I−M)Rx(c I−M)T , (4.59)
where Rx is the covariance matrix of noise carrier vector x calculated as Rx = E[xx
T ].
Since r is a zero mean Gaussian vector, for finding its distribution we examine the
covariance matrix of this observed vector, which is given by
Cov(r) = E[rrT ] = (c I±M)Rx(c I±M)T + σ2I, (4.60)
where the sign ± indicates that the matrix represents Ha and Hb, respectively, and
where σ2 is the variance of thermal noise sample as denoted before.
Therefore, similar to the time-offset system, we can also express the hypothesis pair
by the Gaussian random vectors generally as
Ha : r ∼ N (0,Ka + σ2I),
versus
Hb : r ∼ N (0,Kb + σ2I).
(4.61)
As indicated before, the discrete time likelihood ratio test for Gaussian signals from
white noise is
Ha
T(r) = rTQr≷ 2γ + ln |Ka + σ2I| − ln |Kb + σ2I| , γ∗ ,
Hb
(4.62)
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which is valid for the case of frequency-offset system. Therefore, for the frequency-
offset system, we can implement the optimal receiver by substituting the expressions
of Ka and Kb in (4.59) into above decision rule. Consequently, the receiver also has
the estimator-correlator structure which is identical to the one of time-offset system as
illustrated in Figure 4.3.
4.3.3 Investigation of the discrete-time optimal receiver
In this section, the functionality of the optimal receiver is revealed by investigating the
optimal decision rule represented in (4.62). We know, in that test, only the matrix Q
contains the modulation information. The characteristic of this matrix represents the
property of the observation. So it is possible for us to understand the actual working
principle of the optimal receiver by examining this Q. However, it is hard to write out
every entry in the matrix Q symbolically as the tedious inverse operations especially
when the number of samples is large. So, we start to check Q with the simplest
sampling case, only taking two samples in one bit duration.
We demonstrate how to represent the entries in matrixes by sampling twice in
Figure 4.5 for visualization. For simplicity, we assume there is one cycle for cosine
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Figure 4.5: Two times sampling for one bit
waveform per bit. Figure 4.5 shows the modulating signal waveforms in time domain,
which are
c+m cosω0t and c−m cosω0t, 0 ≤ t ≤ T,
where ω0 = 2pi/T . According to signal model (4.55), the sample interval for two samples
case is T/2. From (4.58), by taking two samples at time t1 and t2, the transmitted
signal vectors can be written down as
sa = [(c+m cosω0t1)x(t1), (c+m cosω0t2)x(t2)]
T , (4.63)
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and
sb = [(c−m cosω0t1)x(t1), (c−m cosω0t2)x(t2)]T . (4.64)
We confine that the first sampling t1 is taken within the first quarter of the cosine cycle
which is shown in above figure. Therefore, by noticing the sampling interval is T/2,
the sampled values from cosine waveform can be written in the following relation
cosω0t1 = − cosω0t2 , ρ, (4.65)
where ρ > 0. Therefore, the corresponding covariance matrixes are
Ka = E[sas
T
a ] =
(
(c+mρ)2Rx[0] (c+mρ)(c−mρ)Rx[Ts]
(c+mρ)(c−mρ)Rx[Ts] (c−mρ)2Rx[0]
)
, (4.66)
where Ts = t2 − t1 = T/2. Similarly,
Kb = E[sbs
T
b ] =
(
(c−mρ)2Rx[0] (c+mρ)(c−mρ)Rx[Ts]
(c+mρ)(c−mρ)Rx[Ts] (c+mρ)2Rx[0]
)
. (4.67)
It is easy to see that these two matrixes have same determinant and same set of
eigenvalues, which denoted as λ1 and λ0 for later usage. Since there are common
entries in Ka and Kb, we use the following symbols to replace them for convenience.
L1 , (c+mρ)2Rx(0),
L0 , (c−mρ)2Rx(0),
V , (c+mρ)(c−mρ)Rx(Ts).
(4.68)
Therefore, according to (4.39) and the items in (4.68), matrix Q for the two samples
case is given by
Q = (Kb + σ
2I)−1 − (Ka + σ2I)−1
=
(
L0 + σ
2 V
V L1 + σ
2
)−1
−
(
L1 + σ
2 V
V L0 + σ
2
)−1
=
1
(λ1 + σ2)(λ0 + σ2)
{(
L1 + σ
2 −V
−V L0 + σ2
)
−
(
L0 + σ
2 −V
−V L1 + σ2
)}
=
1
(λ1 + σ2)(λ0 + σ2)
(
L1 − L0 0
0 L0 − L1
)
,
(4.69)
where we used the property that the determinant equals the product of the eigenvalues
for a square matrix. By replacing the value of L1 and L0 back, the final expression for
matrix Q becomes
Q =
4cmρRx(0)
(λ1 + σ2)(λ0 + σ2)
(
1 0
0 −1
)
. (4.70)
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In this particular sampling model, the observed vector r contains two elements,
which is denoted like
r = [r1, r2]
T . (4.71)
So, by substituting (4.70) and (4.71) into (4.62) and incorporating the constant factor
into decision threshold γ∗ and using the assumption ρ > 0, the likelihood ratio test in
this case is given by
Ha
r21 − r22 ≷ 0 .
Hb
(4.72)
Since the samples are taken with fixed sampling interval, the squared values of these
samples, which originally interpret the samples’ instantaneous power, can be used to
represent the energy contained in the observed process equivalently. Therefor, the
substraction on the left hand of the decision rule in (4.72) demonstrates that the
optimal receiver for two-samples system calculates the difference of energy contained
in two samples to make a detection.
Now, we consider the case of taking ρ < 0. In this way, the decision rule will change
to its opposite, which means the Hb will be chosen if the substraction on left hand is
larger than one. It happens when first sample position is taken in the second or third
quarter of the cycle of cosine. It is also interesting to observe that the elements on
the diagonal of Q becomes −1, 1. Thus, it reveals that the order of the sign of Q’s
diagonal entries decides the working way of the receiver. So base on this point of view,
we can estimate the functionality of the discrete receiver by evaluating the signs of the
diagonal in matrix Q with increasing the number of samples per one bit interval.
Figure 4.6 shows the modulating waveforms in the cases of taking four and six
samples per bit duration and the cycle of the cosine is still assumed to equal to T . By
using MatLab to numerically generate the Q matrix for four and six sampling cases,
it can be found that the order of signs of diagonal entries depends on the according
sampling positions, which are labeled on the top in Figure 4.6 according to four and
six simples cases.
Wherefore, by inspection, there is a rule can be described as, for the samples taken
from the first and fourth quarters of cosine’s period, the corresponding elements on
Q’s diagonal have plus signs, otherwise, the elements have subtraction signs. This
rule is also valid for multiple cosine waveforms contained within one bit interval. For
instance, by considering the case where two cosines are included in one bit duration
and six samples are taken for each cosine, Figure 4.7 illustrates the order of signs of the
diagonal for a 12-by-12 square matrix by only showing the waveform under hypothesis
a for short. In the figure, T0 is the cycle of the cosine wave which is given by
T0 =
2pi
ω0
. (4.73)
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Figure 4.6: (a)Four samples per bit; (b)Six samples per bit
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Figure 4.7: Twelve samples per bit
By examiningQ numerically, we can also find that the main diagonal, superdiagonal
and subdiagonal entries of Q are quite relative large compared with the other elements
in the matrix. So, by extending the result learnt from two-sample case, we can carefully
estimate that the optimal decision rule for any number of samples is to approximately
calculate that the summation of the squared values of the samples which are taken from
the first and fourth quarters of every cycle of the cosine substrates the summation of
the squared value of other samples. Recall that the squared values of samples can be
seen as energy. Therefore, by assuming there is no channel noise existing to corrupt
transmitted signal and the mean power of noise carrier is a known constant, it can
be seen that the functionality of the discrete-time optimal receiver, which is specified
by Figure 4.8, is to calculate the summation of the areas filled by right-to-left slashes
minus the summation of the areas filled by left-to-right slashes to make a decision for
every bit. The waveform in Figure 4.8 is the square of the modulating signal waveform
under Ha. The waveform for Hb is T/2 left or right shift version of below depicted
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waveform which is not presented.
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Figure 4.8: Calculation for Twelve samples energy
It is observed that when the sampling number goes to infinite, the dashed rectangles
in Figure 4.8 becomes very narrow and the summation of them approaches to the area
under the cosine wave. So, it can be speculated that the continuous-time optimal
receiver computes the difference of the energy contained in different time periods for
each received process, which is demonstrated in Figure 4.9 by the order of signs shown
on the top. In detail, this energy difference is obtained by calculating the received
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Figure 4.9: Calculation for energy difference
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energy within the time duration labeled by positive signs subtracts the received energy
within the time period labeled by negative signs.
Thus, according to above analysis, we can see that although the average energy
of two transmitted signals is same, shown by (4.53) and (4.54), the optimal receiver
for frequency-offset system can still accomplish the detection by utilizing the energy
difference within two hypotheses. Note that the energy difference discussed here is
calculated in the way shown in Section 4.9, which differs from the energy difference
between two hypothesis specified previously, e.g. in (3.24). Therefore, it is also possible
to find a optimal value for the amplification factor c for this frequency-offset scheme
by maximizing the average energy difference when the total transmitted energy per bit
is fixed. This maximization can be obtained to maximize the difference between the
area noted by circle one and area noted by circle two in Figure 4.9, which is sufficient.
Therefore, the difference of two areas denoted by ∆A, is calculated as
∆A =
∫ T0/4
0
(c+m cosω0t)
2 dt−
∫ T0/4
0
(c−m cosω0t)2 dt
=
∫ T0/4
0
4mc cosω0t dt =
4mc
ω0
(4.74)
And from (4.53) and (4.54), we can see the transmitted energy per bit Eb of this system
is
Eb = (E¯a + E¯b)/2 = (c
2 +
m2
2
)Rx(0)T. (4.75)
Thus, by differentiating the ratio of ∆A between Eb with respect to c and setting it
equal to zero, we can obtain the optimal value for c is
copt =
√
2
2
m ≈ 0.707m. (4.76)
Using this optimal c, the squared modulating signal waveform can be sketched in
Figure 4.10. Compared with Figure 4.9, we can see that the area which is needed to be
subtracted is rather small so that the expected energy difference, the area difference,
is maximized. Intuitively, this large energy difference benefits the system performance,
which will be verified by the simulation in the sequel.
By now, we derived the discrete optimal receiver for frequency-offset modulation
scheme. Through the investigation of its function we knew the time-continuous receiver
should the energy difference from different time interval with every observation duration
to retrieve the information bit. Starting from this result, we can use the square chip
waveform in lieu of the cosine wave to get new modulation scheme which is possible to
be implemented.
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4.4 Chip-offset system
In this section we first discuss the modified frequency-offset modulation scheme which
uses square chip waveform to modulate noise carrier in stead of sinusoid at the trans-
mitter. Then a suboptimal receiver for this scheme is proposed, which can be realized
in practice.
4.4.1 Signal modal
The transmitter for chip-offset system in AWGN channel is illustrated in Figure 4.11,
where a(t) is the square chip sequence used to replace cosine waveform. So the hy-
pothesis pair can be written as
Ha : r(t) = Sa(t) + n(t) = [c+ma(t)]x(t) + n(t), 0 ≤ t ≤ T
versus
Hb : r(t) = Sb(t) + n(t) = [c−ma(t)]x(t) + n(t), 0 ≤ t ≤ T,
(4.77)
where Sa(t) = [c+ma(t)]x(t) and Sb(t) = [c−ma(t)]x(t), the transmitted signals. We
sketch the waveform of a(t) with four chips within one bit duration T for instance in
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Figure 4.11: Transmitter for chip-offset system in AWGN
Figure 4.12 and use this a(t) in the following discussion. The Tc is the period of chip
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Figure 4.12: a(t) with four chips per one bit duration
waveform a(t). In this case, T = 4Tc.
We can see this modification with square chip wave does not change the essence
of the frequency offset system. The chip-offset transmitter also employ a periodically
changing waveform to separate upper and lower branch to modulate the noise carrier.
Therefore, the continuous-time optimal receiver for signalling model (4.77) also can
not be built in practice since the transmitted signals Sa(t) and Sb(t) do not fulfill the
requirement of using Kalman-Bucy technique either. However, similarly to the time-
offset and frequency-offset system, we can build a discrete-time optimal receiver based
on sampled observations. By witting out the covariance matrixes functions for this
signalling model, the decision rule and the receiver structure are same as before, which
are given by (4.62) and Figure 4.3. In next section, we propose a realizable suboptimal
receiver which utilizes the result achieved from the analysis of frequency-offset scheme.
4.4.2 Suboptimal receiver for chip-offset system
We first examine the system using a(t) which is depicted in Figure 4.12 to check the
transmitted signal property. With above waveform of a(t), the modulating waveform
under two hypotheses within one bit duration are
c+ma(t) and c−ma(t), (4.78)
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And by assuming c = m, above waveform is shown in Figure 4.13 with respect to two
hypotheses.
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Figure 4.13: Modulating waveforms for the system 4 chips within one bit interval
From the analysis of the frequency-offset system we know, the optimal receiver for
this chip-offset system should calculate the received process’ energy within the first
and third chip duration and subtracts the received energy contained in the second and
fourth chip duration which is indicated by the plus and minus signs on every chip’s top.
Since within every chip, the transmitted signal just behaves like the process discussed
in non-offset system before, we can use a optimal receiver for the non-offset system
to operate four times to calculated crossposting received energy separately. Then, we
subtract the computed energies according to the method described before. Therefor,
we can use this way to do a suboptimal signal processing and establish the receiver
in practice if we assume the noise carrier x(t) has a butterworth spectral shape. This
implementation can be illustrated by Figure 4.14.
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Figure 4.14: Suboptimal receiver for chip-offset system with four chips
The detection procedure for this receiver shown in above diagram is described in
the following way. The correlator-estimator structure, with the Kalman filter, works
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four times within each bit interval T , which is designed for the detection problem
Ha : r(t) = s(t) + n(t) = 2mx(t) + n(t), 0 ≤ t ≤ Tc
versus
Hb : r(t) = n(t), 0 ≤ t ≤ Tc,
(4.79)
where s(t) = 2m(t) in this case. In the end of each chip duration, Tc, the integrator
produces random variables z1, z2, z3 and z4 in sequence and saves them in a memory.
These four variables are related to the received energy within each chip duration. Then
the receiver subtracts the summation of z2 and z4 from the summation of z1 and z3 to
generate another random variable z which is compared with the threshold to make a
decision. Then the receiver dumps the saved variables and starts to process the next
coming bit interval.
The value of the test threshold γ∗ is derived subsequently. Suppose there is no
thermal noise n(t) = 0, based on the expression in (3.69), it is obtained that the mean
square error of the estimation in the estimator-correlator structure goes to zero when
No→ 0, which is
ξp(t) = E[(s(t)− sˆ(t))2] = 0. (4.80)
So the estimated signal sˆ(t) = s(t) approximately. If the hypothesis a is true, after the
first chip duration, the received signal r(t) = s(t) . Then the random variable z1 is
given by
z1 =
∫ Tc
0
[2s(t)sˆ(t)− sˆ2(t)] dt =
∫ Tc
0
s2(t) dt, (4.81)
which is larger than zero. In the same way, it can be seen the outcome of z3 is positive.
So the addition of the variables z1 and z3 is always larger than zero meanwhile the sum
of z2 and z4 is always be zero since nothing is transmitted by the transmitter. In this
case, the probability of the value of z larger than zero is one. On the other side, if
hypothesis b is true, it can be seen that the probability of the value of z less than zero is
one. Therefore, if we set the threshold as zero, the receiver can make a perfect detection.
So, for this suboptimal realization, we use zero as the testing threshold. Now, based on
this complete description of this suboptimal signal processing, we are able to implement
a receiver for chip-offset system in real world. Note this suboptimal signal processing
also can be achieved in discrete time by sampling the received process. In next chapter,
the simulation based on sampled observation will verify that this suboptimal receiver
performs almost as well as the optimum receiver.
As far as this section, we discussed the optimal receiver for frequency-offset and
its substitute chip-offset system for single transceiver. In the sequel, the interference
issue is considered for the frequency-offset scheme when we use it as a multiple access
technique.
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4.5 Interference issue for frequency-offset system
In this section, we discuss the interference problem for the system which employs
frequency-offset scheme as a multiple access mechanism. Since the chip-offset scheme
is essentially the same as the frequency-offset scheme, we focus on the chip-offset system
for the subsequential investigation.
Consider the following scenario. Suppose there are two transceivers, named User 1
and User 2, working in an ad-hoc network and occupying same spectrum. They employ
chip sequence a1(t) and a2(t) respectively. These two waveforms are plotted in Figure
4.15.
tTTc
0
a t( )
1
-1
tTTc
0
1
-1
a t( )
1
2
Usertwo
User one
Figure 4.15: Chip waveforms for two users
Above figure indicates the period of a2(t) is two times of the one of a1(t). To study
the interference immunity of the system, we consider the case that bit streams of User
one and User two are synchronized and hypothesis Ha is true for both users. So the
modulating signals for two users under hypothesis a is illustrated by Figure 4.16. Now,
by assuming the thermal noise is absent, we examine the variable z generated by the
suboptimal receiver of User one, which tries to retrieve the bit sent by transmitter one.
In this case, the signals transmitted by User two behaves as interference to User one.
We assume two users utilize x1(t) and x2(t) two independent noise processes as
carriers. Since x1(t) and x2(t) have identical statistical property, when the incoming
signals with the modulation waveforms indicated by above figure, the generated random
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Figure 4.16: Modulating waveforms for two users
variable z is given by
z = z1 + z3 − z2 − z4
= 4m2
∫ Tc
0
[x21(t) + x
2
2(t)] dt+ 8m
2
∫ Tc
0
x1(t)x2(t) dt
+4m2
∫ 3Tc
2Tc
x21(t) dt− 4m2
∫ 2Tc
Tc
x22(t) dt,
(4.82)
which is gotten by following the linearity of the Kalman filter. We can see the second
term in the second equality represents the interference introduced by the User two
which is a random variable. This term has a rather large amplitude and leads the
probability of this z larger than zero can not be one, which no perfect detection exists
in this interference case. Similarly, by considering the other cases where hypothesis b
is true for User one, there are also same form interference terms. Therefore, we can
predict that the interference immunity of this chip-offset system is not strong when we
use it as a multiple access technique. This statement is also valid for the frequency-
offset case.
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Chapter 5
Performance issues and results
5.1 Introduction
In the previously analysis, we have derived the optimum receiver for the non-offset
system, including the general and special case, and the discrete-time optimal receiver
for the frequency-offset system. In this chapter, the performance these systems are
investigated. First, the approximate performance of the Gaussian signals detection is
discussed briefly as a preliminary work for the theoretical evaluation. Then the deriva-
tion of performance equations for optimum receivers of non-offset system is given. In
the sequel, by using the noise carrier’s spectral property proposed before, the numerical
performance results for non-offset system are presented. Subsequently, the performance
of the suboptimal receiver for non-offset system is considered. Finally, the difficulty of
the performance analysis for offset systems is pointed out. And the performance for
the frequency-offset system in discrete time is studied by making use of Monte-Carlo
simulation. These simulations will verify the results obtained in previous contents.
5.2 Performance bounds
In this section we analyze the performance of the optimum detector that is developed in
in section 2.3 since that is the most fundamental signal model for detecting Gaussian
processes in noise, which goes through this entire thesis. Recall that the binary ln-
likelihood ratio test is generally written as
H1
l(R) , ln Λ(R) = ln
[
pr|H1(R | H1)
pr|H0(R | H0)
]
≷ γ,
H0
(5.1)
where we use l to represent the ln-likelihood ratio in stead of lnΛ(R) for simplicity.
It is known that the optimum detection of Gaussian random signals in Gaussian
noise is to compare the threshold γ with the generated the ln-likelihood ratio which is
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indicated by the function
l(R) =
2
No
∫ T
0
sˆ(t)r(t)dt− 1
No
∫ T
0
[sˆ(t)]2dt− 1
2
∫ T
0
h(t, t)dt. (5.2)
According to the relation (2.37), the third term in the right hand of (5.2) is the ito
correction term, a constant, which is equal to the first term of the correspond discrete
likelihood ratio function
l(R) = −1
2
∞∑
i=1
ln
(
1 +
2λi
No
)
+
1
No
∞∑
i=1
λiyˆ
2
i
λi +
No
2
. (5.3)
Equation (5.3) is equivalent to (2.11).
For binary hypothesis test, the probability density of the random variable l(R)
depends on which hypothesis is true. Figure 5.1 shows typical densities.
p ( | )L H
l H| 0
0
p ( | )L H
l H| 1
1
L
Figure 5.1: Typical densities
To examine the performance, we have to calculate the probability of detection PD
and the probability of false alarm PF which are given by
PD =
∫ ∞
γ
p l|H1(L|H1) dL, (5.4)
and
PF =
∫ ∞
γ
p l|H0(L|H0) dL. (5.5)
If the two densities are known, the exact performance can be analyzed.
As pointed out before, the observation-dependent part in the discrete likelihood
ratio is
TQ ,
∞∑
i=1
λi
λi +
No
2
yˆ2i , (5.6)
which is a weighted sum of squared Gaussian random variables. This nonlinear oper-
ation leads that the probability density of l is difficult to obtain [7]. Wherefore, the
accurate computation of (5.4) and (5.5) is hard to be done. Alternatively, due to the
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work of [11], we can derive approximate performance in terms of the moment-generating
function of the variable l(R) under hypothesis H0 . Then, the simple upper bound on
PF and PD can be achieved. Finally, we can obtain the approximate expression of the
error probability of the detection. These are introduced in the following paragraphs
shortly.
We first begin to derive the approximate expression for PF . Consider the moment-
generating function of l(R) under H0 which is
Ml|H0 , E(esl|H0) =
∫ ∞
−∞
esLpl|H0(L|H0) dL, (5.7)
where s is a real number. We also can write this function in another way which is more
useful
Ml|H0 , exp[µ(s)], (5.8)
which introduces
µ(s) = ln
∫ ∞
−∞
esLpl|H0(L|H0) dL. (5.9)
Since l is a function of the observed vector r, the moment-generating function can be
written as
Ml|H0 =
∫ ∞
−∞
esl(R)pr|H0(R|H0) dR. (5.10)
Consequently
µ(s) = ln
∫ ∞
−∞
esl(R)pr|H0(R|H0) dR. (5.11)
Since l(R) is given by (5.1), the expression of (5.11) can be written by using likelihoods
µ(s) = ln
∫ ∞
−∞
[pr|H0(R|H0)]1−s[pr|H1(R|H1)]s dR. (5.12)
Now, we name a random variable x that has the identical probability density as the
random variable l under H0. That is
px(X) = p l|H0(X|H0).
By multiplying a function esX , we can denote a new random variable xs whose proba-
bility is a shaped version of Px(X). The new probability is denoted as
pxs(X) ,
esXp l|H0(X|H0)∫ ∞
−∞
esLp l|H0(L|H0) dL
=
esXp l|H0(X|H0)
eµ(s)
. (5.13)
Observe that by changing the value of variable s, the mean value of xs can be changed
to different value. This follows
E[xs] =
∫ ∞
−∞
Xpxs(X) dX =
∫ ∞
−∞
XesXp l|H0(X|H0) dX∫ ∞
−∞
esLp l|H0(L|H0) dL
. (5.14)
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Comparing this mean value and (5.9), we get
E[xs] =
dµ(s)
ds
, µ˙(s). (5.15)
In the similar way, we find the variance of xs
Var(xs) = µ¨(s). (5.16)
Therefore, we can rewrite PF in terms of the variable xs
PF =
∫ ∞
γ
p l|H0(L|H0) dL =
∫ ∞
γ
eµ(s)−sXpxs(X) dX = e
µ(s)
∫ ∞
γ
e−sXpxs(X) dX.
(5.17)
If the value of s ≥ 0,
e−sX ≤ e−sγ, for X ≥ γ. (5.18)
Thus, we can find the upper bound of PF which is following
PF ≤ eµ(s)−sγ
∫ ∞
γ
pxs(X) dX, s ≥ 0. (5.19)
Because of the value of the integral bounded by one, the last expression becomes
PF ≤ eµ(s)−sγ, s ≥ 0. (5.20)
By differentiating the exponent and setting the result equal to zero, we can find the
best bound. This leads
µ˙(s) = γ. (5.21)
Hence we get the Chernoff bound [11] of PF :
PF ≤ exp[µ(s)− sµ˙(s)], s ≥ 0, (5.22)
where s satisfies (5.21).
With the same method, we can write out PM , the probability of a miss, which is
PM =
∫ γ
−∞
p l|H1(X|H1) dX, (5.23)
in terms of the shaped variable xs
PM = e
µ(s)
∫ γ
−∞
e(1−s)Xpxs(X) dX. (5.24)
For s ≤ 1, the upper bound of PM .
PM ≤ exp[µ(s) + (1− s)µ˙(s)], s ≤ 1, (5.25)
where s satisfies (5.21) too.
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The bounds in (5.22) and (5.25) are always valid if µ(s) exists. By defining a
standardized variable:
y , xs − µ˙(s)√
µ¨(s)
, (5.26)
to substitute back to (5.17) & (5.24) and using the first term in the Edgeworth series
which expands the probability density function of random variable y we can derive the
approximations to PF and PM for our evaluation case [7],
PF w
{
exp[µ(s)− sµ˙(s) + s
2
2
µ¨(s)]
}
erfc∗[s
√
µ¨(s)], 0 ≤ s ≤ 1, (5.27)
and
PM w
{
exp[µ(s)+(1−s)µ˙(s)+ (s− 1)
2
2
µ¨(s)]
}
erfc∗[(1−s)
√
µ¨(s)], 0 ≤ s ≤ 1, (5.28)
where erfc∗ is the complement error function defined as
erfc∗(X) ,
∫ ∞
X
1√
2pi
exp(−x
2
2
) dx. (5.29)
By now, the approximate expression of PF and PM are obtained. To evaluate the
performance of the system, the approximate expression of the detection error proba-
bility can be achieved via
Pr(²) = PH0PF + PH1PM , (5.30)
where PH0 and PH1 are the prior probabilities for H0 and H1 respectively.
5.3 Theoretical performance for non-offset system
The derivation in last section indicates that we can calculates the approximate perfor-
mance of the system through equation (5.30), (5.28) and (5.27). This requires us to
find the close-form expression for µ(s) which plays important role in the evaluation.
In this section we derive the embodied expression for the function µ(s) according to
non-offset system to pave the way for calculating the numerical performance.
5.3.1 Performance for special signalling model
In this subsection, we consider the performance for the signalling model proposed in
section 3.2.3. Since µ(s) is related to the probability density functions pr|H0(R|H0) and
pr|H1(R|H1), we first find the likelihood ratio function.
The signal model is duplicated here again.
H1 : r(t) = 2mx(t) + n(t), 0 ≤ t ≤ T
versus
H0 : r(t) = n(t), 0 ≤ t ≤ T.
(5.31)
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For simplicity, we denote S(t) = 2mx(t), which is a Gaussian random process according
to previous assumptions. By using the concept of Karhunen-Loe´ve expansion, we
expand the observed process as a series
Ri =
∫ T
0
r(t)φi(t) dt, i = 1, 2, ..., K...∞, (5.32)
where {φi(t)}∞i=1 are the orthonormal functions which decompose the signal process.
Hence, the discrete likelihood ratio function based on the first K observed terms can
be written as
Λ(R) =
pr|H1(R | H1)
pr|H0(R | H0)
=
(
K∏
i=1
1
[2pi(No/2 + λi)]1/2
)exp(−1
2
K∑
i=1
R2i
λi +No/2
)
(
K∏
i=1
1
[2pi(No/2)]1/2
)exp(−1
2
K∑
i=1
R2i
No/2
)
, (5.33)
where {λi}∞i=1 are the eigenvalues of the signal process.
Now, according to (5.12), we can first evaluate µK(s) for finite K terms. Substi-
tuting (5.33) into (5.12) gives
µK(s) = ln
∫ ∞
−∞
· · ·
∫ ∞
−∞
{ K∏
i=1
1√
2pi(No/2 + λi)
exp(−1
2
K∑
i=1
R2i
λi +No/2
)
}s
·
{ K∏
i=1
1√
2pi(No/2)
exp(−1
2
K∑
i=1
R2i
λi +No/2
)
}1−s
dR1 · · · dRK .
(5.34)
Since Ri are independent to each other, we can perform the integration (5.34) with
respect to every single Ri and then add them together to get the final result. The
calculation for a single integral is performed like
ith term = ln
{
(
1
[2pi(No/2 + λi)]1/2
)s(
1
[2pi(No/2)]1/2
)1−s
·
∫ ∞
−∞
exp[−( s
2(λi +No/2)
+
1− s
2(No/2)
)R2i ] dRi
}
=
1
2
ln
[
1
[2pi(No/2 + λi)]s
· 1
[2pi(No/2)]1−s
· pis
2(λi+No/2)
+ 1−s
2(No/2)
]
=
1
2
[
(1− s) ln(1 + 2λi
No
)− ln(1 + 2(1− s)λi
No
)
]
.
(5.35)
Therefore, µK(s) is the summation of the last terms, which is given by
µK(s) =
1
2
K∑
i=1
[
(1− s) ln(1 + 2λi
No
)− ln(1 + 2(1− s)λi
No
)
]
. (5.36)
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Based on the inequation (2.10), we know the right-hand side of last equation converges
when K → ∞. So ln-moment-generating function µ(s) for our model is obtained by
taking the upper limit of K →∞.
µ(s) =
1
2
∞∑
i=1
[
(1− s) ln(1 + 2λi
No
)− ln(1 + 2(1− s)λi
No
)
]
. (5.37)
From the equation (2.37) and (2.49), we can see both summations in (5.37) are related
to realizable linear filtering errors. Consequently, we get
∞∑
i=i
ln
(
1 +
2λi
No
)
=
2
No
∫ T
0
ξp
(
t|S(·), No
2
)
dt, (5.38)
where the notation of the error ξp(t|S(·), No2 ) emphasizes that this is the error of the
realizable estimation in the white noise whose spectral height is No/2. This indicates
that we can write µ(s) in terms of estimation error to achieve a closed-from expression,
which is
µ(s) =
1
No
∫ T
0
[
(1− s)ξp
(
t|S(·), No
2
)
− ξp
(
t|√1− sS(·), No
2
)]
dt. (5.39)
The second term of (5.39) illustrates another estimation problem which is nothing
different compared with the first one but the amplitude of the signal process is changed
to the original’s
√
1− s times.
Now we find the expression of µ(s). Whenever we can calculate the realizable mean
square filtering error for the estimation problem which estimates signal process in the
presence of white noise, then we can find µ(s) and apply it to the derived performance
equations to evaluate the system. Intuitively, the behavior of the transmitted signal
determines the performance. In the next section, we develop the moment-generating
for the general signalling model.
5.3.2 Performance for general signalling model
In this section, we follow the similar procedure to develop the expression of performance
for general signalling model. We first find the discrete likelihood ratio function to write
out the truncated moment generating function µK(s). After taking the limit of µK(s),
we can relate the µ(s) with some specified realizable linear estimation problems. For
the convenience, we state the considered the signal model in the following hypothesis
pair
Ha : r(t) = (c+m)x(t) + n(t), 0 ≤ t ≤ T
versus
Hb : r(t) = (c−m)x(t) + n(t), 0 ≤ t ≤ T.
(5.40)
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As the preceding notation, the signal processes under two hypotheses are denoted as
Sa(t) = (c+m)x(t) and Sb(t) = (c−m)x(t), which are both Gaussian.
We first establish the discrete likelihood ratio function of this hypothesis pair. From
the analysis in section 3.2.2, by denoting Rx(t, u) as the autocorrelation function of
noise carrier x(t), we know that the autocovariance functions for Sa(t) and Sb(t) are
Kas (t, u) = E[Sa(t)Sa(u)] = (c+m)
2Rx(t, u) = PaRx(t, u), (5.41)
and
Kbs(t, u) = E[Sb(t)Sb(u)] = (c−m)2Rx(t, u) = PbRx(t, u), (5.42)
where Pa , (c +m)2 and Pb , (c −m)2. It is obvious that these two autocovariance
functions differ from each other only on constant coefficients, which gives rise to that we
can use same set of orthonormal functions {φi(t)}∞i=1 to expand the observed processes
under Ha and Hb simultaneously. Therefore, the discrete observation terms can be
obtained from
Ri =
∫ T
0
r(t)φi(t) dt i = 1, 2, ..., K...∞, (5.43)
which is valid for two hypotheses.
Before writing and simplifying the likelihood ratio function, we should find the
relation of the eigenvalues for two transmitted signal processes. The autocovariance
function Kas (t, u) is the kernel of the following linear integral equation
λai φi(t) =
∫ T
0
Kas (t, u)φi(u) du
= Pa
∫ T
0
Rx(t, u)φi(u) du 0 ≤ t ≤ T,
(5.44)
where {λai }∞i=1 are the corresponding eigenvalues. Similarly,
λbiφi(t) =
∫ T
0
Kbs(t, u)φi(u) du
= Pb
∫ T
0
Rx(t, u)φi(u) du 0 ≤ t ≤ T,
(5.45)
where {λbi}∞i=1 are the eigenvalues according to Kbs(t, u). Comparing (5.44) and (5.45),
we can get the expected relation
λbi =
Pb
Pa
λai = Pcλ
a
i , (5.46)
where
Pc ,
Pb
Pa
=
(
c−m
c+m
)2
. (5.47)
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Now, we can write down and simplify the truncated likelihood ratio function based on
the first K observations.
Λ(R) =
pr|Ha(R|Ha)
pr|Hb(R|Hb)
=
(
K∏
i=1
1
[2pi(No/2 + λai )]
1/2
)exp(−1
2
K∑
i=1
R2i
λai +No/2
)
(
K∏
i=1
1
[2pi(No/2 + λbi)]
1/2
)exp(−1
2
K∑
i=1
R2i
λbi +No/2
)
. (5.48)
Since the expressions for pr|Ha(R|Ha) and pr|Hb(R|Hb) are available from (5.48), by
incorporating (5.48) into (5.12), µK(s) is given by
µK(s) = ln
∫ ∞
−∞
· · ·
∫ ∞
−∞
{ K∏
i=1
1√
2pi(No/2 + λai )
exp(−1
2
K∑
i=1
R2i
λai +No/2
)
}s
·
{ K∏
i=1
1√
2pi(No/2 + λbi)
exp(−1
2
K∑
i=1
R2i
λbi +No/2
)
}1−s
dR1 · · · dRK .
(5.49)
Performing the integration of the ith item in (5.49) gives
ith term = ln
{
(
1
[2pi(No/2 + λai )]
1/2
)s(
1
[2pi(No/2 + λbi)]
1/2
)1−s
·
∫ ∞
−∞
exp[−( s
2(λai +No/2)
+
1− s
2(No/2 + λbi)
)R2i ] dRi
}
=
1
2
ln
[
1
[2pi(No/2 + λai )]
s
· 1
[2pi(No/2 + λbi)]
1−s ·
2pi
s
λai+No/2
+ 1−s
λbi+No/2
]
=
1
2
ln
[
(No/2 + λai )
1−s · (No/2 + λbi)s ·
1
s(No/2 + λbi) + (1− s)(λai +No/2)
]
=
1
2
{
(1− s) ln(λai +No/2) + s ln(λbi +No/2)
− ln[s(No/2 + λbi) + (1− s)(λai +No/2)]
}
.
Based on (5.46), we substitute λbi by Pcλ
a
i into the third term of last equation and the
calculation of ith item becomes
ith term =
1
2
{
(1− s) ln(λai +
No
2
) + s ln(λbi +
No
2
)− ln[(1− s+ sPc)λai + No2 ]
}
=
1
2
{
(1− s) ln(1 + 2λ
a
i
No
) + s ln(1 +
2λbi
No
)− ln[1 + 2(1− s+ sPc)λai
No
]}
.
(5.50)
So we sum last terms up to get µK(s) that is
µK(s) =
1
2
K∑
i=1
{
(1−s) ln(1+ 2λ
a
i
No
)+s ln(1+
2λbi
No
)− ln[1+ 2(1− s+ sPc)λai
No
]}
. (5.51)
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It is observed that three infinite summations of (5.51) have the same format and behaves
well as we take the limit K →∞. We get the moment-generating function µ(s),
µG(s) =
1
2
∞∑
i=1
{
(1−s) ln(1+ 2λ
a
i
No
)+s ln(1+
2λbi
No
)− ln[1+ 2(1− s+ sPc)λai
No
]}
, (5.52)
where the subscript G indicates that this is µ(s) for the general case. The previous
formulation shows that the summations in last equation are related to the errors of
three realizable linear estimation problems. In details, the first problem is estimating
the stochastic signal Sa(t) in white noise whose power density is No/2. The second
one is the the estimation that estimates random process Sb(t) in the same noise level.
The third problem is estimating a fictitious random signal, which is constructed by
amplifying Sa(t) with a factor
√
1− s+ sPc, from the same white noise process as
before. By using former denotation, the resulting expression for µG(s) is
µG(s) =
1
No
∫ T
0
[
(1−s)ξp
(
t|Sa(·), No
2
)
+sξp
(
t|Sb(·), No
2
)
−ξp
(
t|
√
1− s+ sPcSa(·), No
2
)]
dt.
(5.53)
It is easy to see that if we take c = m, Pc = 0. This general signalling model reduces
to the special signal model. And (5.53) becomes to the expression in (5.39), which
is accordant. As the special signalling model, we use the expression for µG(s) in
(5.53) in approximation error expressions in (5.27), (5.28) and (5.30) to evaluate the
performance.
5.3.3 Performance for suboptimal receiver
In this subsection, we discuss the performance of suboptimal receiver for the special
signalling model which is proposed in Section 3.5. Since we use a time-invariant Wiener
filter instead of the Kalman filter, the realization of the receiver can be illustrated in
Figure 5.2 again for visualization, where the detection threshold γx is given by (3.75).
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Figure 5.2: Suboptimal estimator-correlator realization
In the end of every bit duration, the test statistic lx computed by the suboptimal
receiver is not equivalent to the random variable lR generated at the output of the
integrator in the optimal receiver which is denoted in (3.33). Because the suboptimal
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receiver is not a likelihood ratio computer anymore. Therefore, in this case, the prob-
ability density of lx on H1 and H0 are not uniquely related. So it is not possible to use
one function to express PF and PM . Consequently, we have to utilize two ln-moment
generating functions which are similar to µ(s) in (5.9) to evaluation the performance.
According to [7], we define
µ0(s) , lnMlx|H0(s) =
∫ ∞
−∞
esLplx|H0(L|H0) dL (5.54)
and
µ1(s) , lnMlx|H1(s) =
∫ ∞
−∞
esLplx|H1(L|H1) dL. (5.55)
The first-order asymptotic approximations are
Pr(²|H0) w
{
exp[µ0(s0)− s0µ˙0(s0) + s
2
0
2
µ¨0(s0)]
}
erfc∗[s0
√
µ¨0(s0)], (5.56)
and
Pr(²|H1) w
{
exp[µ1(s1)− s1µ˙1(s1) + s
2
1
2
µ¨1(s1)]
}
erfc∗[−s1
√
µ¨1(s1)], (5.57)
where
µ˙0(s0) = γx, and µ˙1(s1) = γx, (5.58)
According to [7], for finding the closed forms of µ0(s) and µ1(s), it is more convenient
to generate the variable lx in term of a modified receiver which has a filter-squarer-
integrator (FSI) realization shown in Figure 5.3. We can use this this structure to
r t( )
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=
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Figure 5.3: Suboptimal FSI realization
evaluate the performance of the suboptimal receiver. As shown in the diagram, the
transfer function FSI receiver is
HF(jω) =
[
Ss(ω)
Ss(ω) +
No
2
]+
, (5.59)
where the superscript + means that we assign all the poles and zeros of the operand
that lie in the left half of the complex s-plane to HF.
Therefore, to find µ1(s), we expend the output of the filter in the receiver y(t) under
H1 in a Karhunen-Loe´ve expansion, which is given by
y1(t) ,
∞∑
i=1
yiφ1i(t), 0 ≤ t ≤ T, (5.60)
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where the {φ1i}∞i=1 are the eigenfunctions of y(t) under H1. The corresponding eigen-
values are λ1i. So in this case, the generated random variable lx is
lx =
∫ T
0
y2(t) dt =
∫ T
0
∞∑
i=1
yiφ1i(t)
∞∑
j=1
yjφ1j(t) dt =
∞∑
i=1
y2i . (5.61)
From (5.55),
µ1(s) = ln
{
E[eslx |H1]
}
= ln
{
E
[
exp
(
s
∞∑
i=1
y2i
)
|H1
]}
= ln
∞∏
i=1
E
{
exp
[
sy2i
]}
,
(5.62)
which follows that yi are independent Gaussian random variables. The last expectation
in the production can be calculated as
E
{
exp
[
sy2i
]}
=
∫ ∞
−∞
exp(sy2i )
exp(
−y2i
2λ1i
)√
2piλ1i
dyi
=
∫ ∞
−∞
1√
2piλ1i
exp
[
(2sλ1i − 1) y
2
i
2λ1i
]
dyi
= (1− 2sλ1i)−1/2,
(5.63)
where s < 1/2λ1i. By combining with (5.62), µ1(s) is given by
µ1(s) = −1
2
∞∑
i=1
ln(1− 2sλ1i). (5.64)
Similarly
µ0(s) = −1
2
∞∑
i=1
ln(1− 2sλ0i), s < 1
2λ0i
, (5.65)
where λ0i are the eigenvalues used to expand y(t) under H0.
By comparing with (5.38), the summation of µ1(s), can be written down in the
form of ∞∑
i=1
ln(1− 2sλ1i) = −2s
∫ T
0
ξy1(t|y1(t),−
1
2s
) dt, (5.66)
where the right-hand integrand interprets a realizable mean-square error in estimating
signal y1(t) from a white noise whose spectral hight is −1/2s. Therefor, we can see the
ln-moment generating function µ1(s) is related with a fictitious estimation problem.
The estimated signal is y(t) under H1 defined as before. Thus
µ1(s) = s
∫ T
0
ξy1
(
t|y1(t),− 1
2s
)
dt. (5.67)
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From the same point of view, µ0(s) in (5.65) can be written as
µ0(s) = s
∫ T
0
ξy0
(
t|y0(t),− 1
2s
)
dt, (5.68)
which is determined by the integration of a mean-square error of another fictitious
estimating of signal y(t) under H0 from the same white noise as previous one. By
now, we have found the close-form expression for the needed ln-moment generating
functions.
In the following sections, we derive some specific numerical performance results for
the non-offset system which uses the noise carrier with one-order butterworth spectrum.
5.4 Numerical results for non-offset system
In this section we explore the performance for signalling models in non-offset system nu-
merically. The transmitted signals have the spectral properties as described in section
3.3 . We will evaluate BER (bit-error-rate) performance for the system by plotting the
curve in the error probability plane to show the behaviors of the system under different
conditions.
5.4.1 Special signalling model
We consider the performance for special signalling model discussed in section 3.2.3 and
5.3.1. As we pointed out in our discussion, we have to calculate µ(s) using (5.39) which
is actually to compute the error of the realizable estimation of the random signal S(t).
From the discussion in section 3.4, we know the spectrum of the transmitted signal in
this model is
Ss(ω) =
2kP
ω2 + k2
,
where P = 4m2. The variance equation for estimating this signal process is (3.60) and
duplicated here again
ξ˙p(t) = −2kξp(t)− 2
No
ξ2p(t) + 2kP.
From the analysis in section 3.5, we know the realizable mean-square filtering error
ξp(t) is obtained by solving above equation and is given by
ξp
(
t|S(·), No
2
)
=
2P
1 + α
{
1− [(1− α)/(1 + α)]e−2kαt
1− [(1− α)2/(1 + α)2]e−2kαt
}
, 0 ≤ t ≤ T, (5.69)
where
α ,
√
1 +
4P
kNo
. (5.70)
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We introduce a quantity
A =
1− α
1 + α
, (5.71)
for the simplicity in the following derivation.
To acquire the first term in µ(s), integrate the error∫ T
0
ξp
(
t|S(·), No
2
)
dt =
2P
1 + α
∫ T
0
1− Ae−2kαt
1− A2e−2kαt dt
=
2P
1 + α
∫ T
0
(
1
1− A2e−2kαt −
Ae−2kαt
1− A2e−2kαt
)
dt.
(5.72)
By using the fact that |A| < 1, last integral becomes∫ T
0
ξp
(
t|S(·), No
2
)
dt =
2P
1 + α
· 1
2kα
·
[
2kαT + ln(A2e−2kαt − 1)− ln(A2 − 1)
− 1
A
ln(1− A2e−2kαt) + 1
A
ln(1− A2)
]
=
2P
1 + α
· 1
2kα
·
[
2kαT + (1− 1
A
) ln(
A2e−2kαt − 1
A2 − 1 )
]
.
(5.73)
Substituting (5.70) and (5.71) into (5.73), we finally obtain the integration∫ T
0
ξp
(
t|S(·), No
2
)
dt =
No
2
{
ln
[(1− α)2e−2kαT − (1 + α)2
−4α
]− kT (1− α)}. (5.74)
To get the second term, we define a new quantity
αs ,
√
1 +
4P (1− s)
KNo
. (5.75)
Comparing the expressions of α and αs, we can consider that the signal process which
is in the second estimation problem for µ(s) contains the mean power of (1−s)P watts.
Performing the similar integral procedure, we get∫ T
0
ξp
(
t|√1− sS(·), No
2
)
dt =
No
2
{
ln
[(1− αs)2e−2kαsT − (1 + αs)2
−4αs
]− kT (1−αs)}.
(5.76)
Replace (5.74) and (5.76) into (5.39), then
µ(s) =
1− s
2
{
ln
[(1− α)2e−2kαT − (1 + α)2
−4α
]− kT (1− α)}
−1
2
{
ln
[(1− αs)2e−2kαsT − (1 + αs)2
−4αs
]− kT (1− αs)}. (5.77)
Now, we can utilize (5.77) to compute PF and PM to evaluate the BER performance
by make use of the expression in (5.30). By recalling the expressions in (3.71) and
(3.72), the parameter α of the final expression of µ(s) in (5.77) can be written as
α =
√
1 +
8
kTPx
Eb
No
, (5.78)
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where kT is equivalent to the time-bandwidth product and Px is the power contained
by the noise carrier. In order to keep the fidelity of the rational spectral shape of the
noise carrier x(t), Px is taken to equal 99%. Therefore, under the given transmission
bandwidth and the bit rate of the system, the performance depends on the value of
Eb/No totally, which is obvious.
According to (5.21), by fixing the quantity of the time-bandwidth product BxT
and assuming the prior probabilities of symbol one and symbol zero are identical, the
corresponding value of variable s in (5.77) is computed via differentiating (5.77) and
solving the function
µ˙(s) = γ = 0, (5.79)
under every given value of Eb/No, which is represented in (3.54). The solution to
(5.79) is denoted as sm. We can use this sm to obtain the value of µ(sm) and µ¨(sm)
and evaluate the approximate expressions for PF and PM through (5.27) and (5.28),
PF w
{
exp[µ(sm) +
s2m
2
µ¨(sm)]
}
erfc∗[sm
√
µ¨(sm)], (5.80)
and
PM w
{
exp[µ(sm) +
(sm − 1)2
2
µ¨(sm)]
}
erfc∗[(1− sm)
√
µ¨(sm)]. (5.81)
Finally, the error probability Pr(²) with respect to every specific Eb/No is given by
Pr(²) =
1
2
(
PF + PM
)
. (5.82)
By examining different values of Eb/No, a cluster of BER curves can be plotted in
the error probability plane, which are illustrated in Figure 5.4. The considered time-
bandwidth products are 10dB, 15dB, 20dB, 25dB, 30dB, 35dB and 40dB.
From Figure 5.4, it is observed that the performance of the system which has high
time-bandwidth product is much better when the value of Eb/No is larger. In the
mean time, this cluster of curves also indicates that the system with smaller time-
bandwidth product behaves better than the one which has larger BxT value when the
Eb/No is relative low. This fact can be shown in Figure 5.5 explicitly. For instance,
the curve representing 20dB in Figure 5.5 is only beneath the curve representing 10dB
when Eb/No exceeds 6dB roughly. Two curves are intersectant. So, we can not simply
choose the larger time-bandwidth product to benefit the performance. Therefore, if
the desired transmission bit rate of the system is fixed, there is a tradeoff between the
choice of the signal bandwidth and the transmitted energy per bit, which reveals that
an optimal value of BxT exists for each value of Eb/No in this system.
There is a straightforward procedure to achieve these optimal values of time-bandwidth
product. First, fix the value of Eb/No and use the equation (5.79) to get the the ex-
pression of sm which is a function of kT , Then, substitute the sm into (5.80) and (5.81)
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Figure 5.4: BER performance with different time-bandwidth products
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to make the expression of the error probability Pr(²) become a function of kT too. Fi-
nally, by minimizing Pr² via differentiating, the optimal value of kT can be obtained.
And finally, by recalling the relation in (3.38), the optimum time-bandwidth product
for the fixed Eb/No is calculated. This procedure is not tedious but hard to be per-
formed in our case because of the cumbersome expression for µ(s) in (5.77). However,
since µ(s) is the integration of the estimation error indicated by (5.74), the expression
of µ(s)can be simplified by using the results derived in Section 3.5. By ignoring the
transient, the optimal estimation becomes to a time-invariant Wiener filtering problem.
Wherefore, approximately, the Wiener filtering error can be used to express µ(s) in a
simpler way. We refer to the results obtained by ignoring the transients as asymptotic
results. So, by substituting (3.74) into (5.39), we can get the asymptotic solution to
µs as
µ∞(s) =
1
No
∫ T
0
[
(1− s)ξ∞
(
t|S(·), No
2
)
− ξ∞
(
t|√1− sS(·), No
2
)]
dt
=
(1− s)T
No
2P
1 +
√
1 + Λ
− T
No
(1− s)2P
1 +
√
1 + (1− s)Λ
=
2PT
No
(1− s)
(
1
1 +
√
1 + Λ
− 1
1 +
√
1 + (1− s)Λ
)
,
(5.83)
where the subscript ∞ indicates asymptotic result.
Therefore, by using µ∞(s) to replace the expression of µ(s) in (5.77), the optimal
time-bandwidth products can be found by following the procedure formulated in above
paragraph. Figure 5.6 shows the optimal values of BxT when Eb/No changes in the
range from 0dB to 40dB.
So it is easy to see that if we can configure the corresponding optimal time-
bandwidth product to the system when it operates at a specified value of Eb/No,
the receiver will have the best performance ever, which means the BER curve for this
dynamically assigning case gives a lower performance bound of this modulating scheme.
All the system with fixed value of BxT can not perform better. Figure 5.7 illustrates
this lower bound.
By now, we found the optimal time-bandwidth products for each Eb/No by using
the asymptotic solution to µ(s). As mentioned in previous chapter, the estimation error
decays to constant fast only when the value of BxT is relative high for small Eb/No.
Therefore, the validity of this asymptotic solution should be checked for small value of
BxT . This can be done by compare the difference of the BER curves plotted by using
expression (5.77) and (5.83) for the same value of BxT . Figure 5.8 shows several curves
with some values of BxT which optimize the performance at the corresponding values
of Eb/No labeled on the plane. The dashed curves are plotted by using the expression
in (5.83) and the solid lines are sketched based on (5.77). We can see, when the value
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of BxT larger than the one which optimizes the performance at E/No = 6 dB, the
distance between two curves can be ignored. Therefore, by checking on Figure 5.6, we
can say that asymptotic solution is valid for the time-bandwidth product larger than
16.6dB. In next section, we study the performance for non-offset system in general
5.4. Numerical results for non-offset system 87
0 5 10 15 20 25 30
10−20
10−15
10−10
10−5
100
Eb/No (dB)
BE
R
Optimized Eb/No at 0dB
Optimized Eb/No at 0dB, Asymptotic
Optimized Eb/No at 3dB
Optimized Eb/No at 3dB, Asymptotic
Optimized Eb/No at 6dB
Optimized Eb/No at 6dB, Asymptotic
Optimized Eb/No at 9dB
Optimized Eb/No at 9dB, Asymptotic
9dB
6dB
3dB
0dB
Figure 5.8: BER performance with different time-bandwidth products
signalling model.
5.4.2 General signalling model
To evaluate the performance for the signal model described in Section 3.2.1 and 5.3.2,
we have to calculate the realizable estimation errors specified in the expression in (5.53).
By comparing the signal Sa(t) and Sb(t) with S(t) which is analyzed in last section, the
resulting expression for µ(s) of the general signalling model can be achieved directly.
That is
µG(s) =
1− s
2
{
ln
[(1− αa)2 exp(−2kαaT )− (1 + α)2
−4αa
]− kT (1− αa)}
+
s
2
{
ln
[(1− αb)2 exp(−2kαbT )− (1 + αb)2
−4αb
]− kT (1− αb)}
−1
2
{
ln
[(1− αc)2 exp(−2kαcT )− (1 + αc)2
−4αc
]− kT (1− αc)},
(5.84)
where
αa ,
√
1 +
4Pa
KNo
, (5.85)
αb ,
√
1 +
4Pb
KNo
, (5.86)
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and
αc ,
√
1 +
4Pa(1− s+ sPc)
KNo
. (5.87)
The quantities Pa, Pb and Pc are given in Section 5.3.2. By following the same
assumptions made in the special signalling model, we can get the value of s in (5.84)
by solving the function
µ˙G(s) = 0. (5.88)
Then, we substitute the new solution sm into (5.81), (5.80) and (5.82) to evaluate the
probability of bit error. Figure illustrates the performance of the system when the
time-bandwidth product is equal to 20dB. Three curves represents the different value
of factor c, namely 1.2m, 0.8m and m.
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We can see the system with c = m has the best performance. This verifies the
analysis in Section 3.2.3 that the special signalling model is the optimal case for the
general scheme.
5.4.3 Suboptimal receiver
To evaluate the performance of the suboptimal receiver numerically, it is required to
calculate two fictitious realizable estimating errors to find out µ1(s) and µ0(s) according
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to (5.67) and (5.67). We first start from finding the transfer function ofHf (jω) specified
in (5.59).
By substituting the spectrum of the transmitted signal the given in (3.57), which
is
Ss(ω) =
2kP
ω2 + k2
,
into (5.59), we can get HF shown as
HF(jω) =
[
Ss(ω)
Ss(ω) +
No
2
]+
=
[
k2Λ
ω2 + k2(1 + Λ)
]+
=
k
√
Λ
jω + k
√
1 + Λ
(5.89)
(recall that Λ = 4P/kNo). For convenience, we denote two quantities,
β , k
√
1 + Λ and b , k
√
Λ. (5.90)
So, the corresponding impulse response function of HF is obtained as
hF(τ) = F
−1{HF(jω)} = b exp(−βτ)u(τ), (5.91)
where u(t) is a unit step function. According to the FSI structure of the receiver ,within
one bit interval, signal y(t), the output of filtering of the received signal r(t), is given
by
y(t) =
∫ t
0
r(τ)hF(t− τ) dτ
= b e−βt
∫ t
0
r(τ)eβτ dτ.
(5.92)
Based on this expression, by evaluating the autocorrelation function of y(t), it can
be seen this process y(t) can not be generated in terms of driving a white process to
a linear dynamic system since it is not stationary. Wherefor, the mean-square error
for the realizable estimation of y(t) is hard to achieve so that the computation of ln-
moment generating functions can not be implemented. In order to solve the problem,
it is possible to assume the observation time of r(t) is relative long enough to make
process y(t) by stationary. So under this assumption, the lower limit of the integration
in (5.92) can be considered to be minus infinity and y(t) becomes
y∞(t) = b e−βt
∫ t
−∞
r(τ)eβτ dτ, (5.93)
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where the subscript ∞ is used to indicate long observation time. In this way, the
spectrum of y(t) with respect to two transmitted signals can be obtained easily. In the
sequel, we first concentrate on hypothesis one.
Since, under H1, the spectrum of r(t) is given by
Sr(ω) =
No
2
+ Ss(ω) =
No
2
ω2 + k2
ω2 + k2(1 + Λ)
, (5.94)
the power spectral density of y1(t) can be obtained as
Y1(ω) = Sr(ω)|HF(jω)|2
=
2kP
ω2 + k2
,
(5.95)
which is the spectrum of the transmitted signal S(t). Since we have already assumed
the observation time is long enough, the error for estimating y(t) can be considered as
a constant based on the discussion on Section 3.5. Therefore, in the case where the
spectral height of channel white noise is −1/2s, the estimation error is
ξy1∞
(
t|y1∞(t),− 1
2s
)
=
2P
1 +
√
1 + Λ1
, (5.96)
where
Λ1 ,
−4sP
k
. (5.97)
Thus, according to (5.67), the asymptotic solution to µ1(s) is given by
µ1(s) =
2sPT
1 +
√
1 + Λ1
. (5.98)
Now, we consider the situation under H0. The spectrum of process r(t) becomes
Sr(ω) =
No
2
. (5.99)
So the power density for signal y0(t) is given by
Y0(ω) = Sr(ω)|HF(jω)|2
=
2kP
ω2 + β2
=
2β(kP/β)
ω2 + β2
,
(5.100)
where β is denoted in (5.90). Therefore, by comparing (5.95) and (5.100), we can
obtain
µ0(s) =
2sPT√
1 + Λ(1 +
√
1 + Λ0)
, (5.101)
where Λ0 is defined as
Λ0 ,
−4skP
β2
. (5.102)
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Since the detection threshold for this suboptimal receiver given by (3.75) is
γx =
2PT
1 +
√
1 + Λ
, (5.103)
by fixing the time-bandwidth product of the system and using (5.58), we can calculate
the value of s1 and s0 under the given value of Eb/No. The corresponding bit error
rate can be computed by
Pr(²) =
1
2
(
Pr(²|H1) + Pr(²|H1)
)
, (5.104)
which follows (5.56) and (5.57). Figure 5.10 shows the BER curve when BxT = 30dB.
The comparison of suboptimal and optimal receiver is illustrated.
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Figure 5.10: BER performance for suboptimal receiver
5.5 Performance analysis for offset system
In this section, we consider the performance for the discrete-time optimal receiver for
time-offset and frequency-offset system which are described in last chapter. And then
we use the simulation results to analyze the behavior of the corresponding continuous-
time optimal receiver which can not be simulated. First, the difficulty of writing
the theoretical expression for system performance is pointed out. Then, by utilizing
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Monte Carlo simulation, the performance of the offset system is evaluated by taking
different amount of samples. Several predication and results in previous discussion can
be verified.
5.5.1 Difficulty of theoretical analysis
In order to derive the expression of the performance for the discrete receiver specified by
the LRT (4.35), we should first find out the distribution of the statistic T(r) under two
hypotheses and calculate the probability PF and PM according to the testing threshold.
We know that the discrete-time receiver generates T(r) via
T(r) = rTQr, (5.105)
where Q = (Kb+σ
2I)−1− (Ka+σ2I)−1. Since the matrixes Ka and Kb are covariance
matrixes, they are symmetric and positive definite. So these matrixes can be repre-
sented by corresponding orthonormal eigenvectors and nonnegative real eigenvalues.
We first look at the covariance matrix Ka. Since Ka is an k-by-k square matrix, we
denote {αi}ki=1 as its the eigenvalues and {φi}ki=1 are the corresponding eigenvectors.
So Ka can be decomposed as
Ka =
k∑
i=1
αiφiφ
T
i . (5.106)
Thus
(Ka + σ
2I)−1 =
k∑
i=1
(σ2 + αi)
−1φiφTi , (5.107)
where we used the fact that
I =
k∑
i=1
φiφ
T
i . (5.108)
Similarly, we denote {β}ki=1 and {ψi}ki=1 as the eigenvalues and eigenvectors of Kb
respectively, we can get
Kb =
k∑
i=1
βiψiψ
T
i , (5.109)
and
(Kb + σ
2I)−1 =
k∑
i=1
(σ2 + βi)
−1ψiψTi . (5.110)
Therefore, substituting (5.107) and (5.110) into (4.39), we can write down Q as
Q =
k∑
i=1
(σ2 + βi)
−1ψiψTi −
k∑
i=1
(σ2 + αi)
−1φiφTi . (5.111)
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If the covariance matrixes Ka and Kb can be decomposed by one same set of
eigenvectors, say {νi}ki=1, two summations in Q matrix can be combined and expressed
in
Q =
k∑
i=1
λiνiν
T
i , (5.112)
where λi = (σ
2 + βi)
−1(σ2 + βi)−1. In this way, the detection statistic can be written
rTQr =
k∑
i=1
(r¯i)
2, (5.113)
where r¯i , (λi)(1/2)νTi r. It is can been seen that the new generated random variables
{λi}ki=1 are independent random variables. Therefore, we can use this sequence of
variables to obtain the close-form of moment generating function µ(s) which expresses
Chernoff bound for the performance.
Unfortunately, in time-offset or frequency-offset signalling cases, the spectral de-
composition for the covariance matrixes Ka and Kb can not be accomplished by using
same set of eigenvectors. The k-folder integration for µ(s) can not be solved to achieve
a explicit expression. Therefore, unlike the non-offset system, we can not find the per-
formance expression for offset system. The evaluation of the performance only can be
achieved by running simulation.
5.5.2 Simulation for time-offset system
In this section, we utilize Monte Carlo simulation to evaluate the discrete-time optimal
receiver for time-offset system. Before showing the numerical simulation results to
verify the drawbacks of the system as pointed out in Section 4.2, we first briefly describe
the signal properties and the parameter used in the simulation.
To simulate the time-offset system, we assume that noise carrier x(t) has unity
power with first-order butterworth spectral shape, which is the same with the non-
offset system. The spectral property is illustrated in Section 3.3. For simplicity, the
value of bit interval T is fixed to equal to one second. So by changing the value of noise
carrier’s bandwidth Bx, we can achieve different values of processing gain, namely the
time-bandwidth product, in the simulation. According to the expression in (4.46), and
considering the definition of the bandwidth of x(t), the average transmitted bit energy
to noise density for this system is given by
Eb
No
=
(c2 +m2)TPx
No
, (5.114)
where Px is the power of carrier contained in the transmitted bandwidth. We take
Px = 0.99 in the following simulation. Further more, according to [13], the variance of
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the samples of the thermal noise n(t) is given by
σ2 = BxNo. (5.115)
Since discrete-time optimal receiver retrieves the information bits based on the
observed samples, it can be seen that the receiver will perform better if we take more
samples within one bit interval, which make the receiver learn more information of the
received process. It also can be forecasted that in the case of the number of samples per
bit is fixed, the system with higher processing gain performs worse than the one with
smaller processing gain. It is because the correlation of samples of large processing gain
system is not strong as the correlation of the lower processing gain system samples.
This can be shown by Figure 5.11 where the simulated BER curves of the systems with
different processing gain are plotted in the error probability plane.
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Figure 5.11: BER curves for different processing gain
In this simulation, we take 100 samples within each bit interval and the time-offset
parameter δ = 0.3T . Therefor, we can simulate the large processing gain system to
save simulation time in the sequel.
To verify the time-offset system can not have a perfect detection, we simulate the
system with offset δ = 0.7T . The processing gain is also 20dB and 100 samples per
bit is taken. Figure 5.12 shows the results. It can be seen when the value of Eb/No is
large, there is a BER floor, which represents the uncorrelated part between the noise
reference signal and the modulated noise carrier signals.
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Finally, we examine the performance of the systems which are assigned different
value of time offset δ. Considering the systems with PG = 20dB and 100 samples
taken per bit, Figure 5.13 reveals the different performances as expected before.
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Figure 5.13: BER curves for different time-offsets with PG=20dB
Above simulation results verify the disadvantages of the time-offset scheme for signal
user and multiple access. In the next section, the similar simulations for frequency-
offset system are presented.
96 Chapter 5. Performance issues and results
5.5.3 Simulation for frequency-offset system
In this section, we discuss Monte Carlo simulation for the discrete optimal receiver
for frequency-offset system. By simulating the system, we first evaluate the perfor-
mance by taking different number of the samples. Then the performance according
different values of time-bandwidth product is given. After that, the choice of optimal
amplification factor c is verified. Subsequently, the performance for the system with
different frequency-offset parameter ω0 is investigated. Finally, the proposed subopti-
mal receiver for the replacement of the frequency-offset scheme, chip-offset scheme is
considered.
Similar to the simulations for the time-offset system, we fix the bit interval T equal
to one second and different values of time-bandwidth product BxT and processing gain
can be assigned to system by changing the quantity of noise carrier’s bandwidth Bx.
Note, in frequency-offset system, the value of processing gain and BxT is slightly dif-
ferent. Since the transmitted bandwidth is boarder than the noise carrier’s bandwidth
which is shifted a bit in the frequency domain by the cosine waveform. In the fol-
lowing description, we concentrate on the quantity BxT of the system. For simplicity,
the system with time-bandwidth of 10dB is considered firstly for the simulations of
frequency-offset scheme. So the bandwidth of the system, approximately equal to Bx,
is 100Hz. Additionally, according to (4.53) and (4.54), the received signal to noise ratio
per bit for this modulation scheme is
Eb
No
=
(c2 + m
2
2
)TPx
No
, (5.116)
where Px = 0.99 as same as previous section. The variance of thermal noise sample σ
2
for this frequency-offset scheme is also obtained as
σ2 = No(Bx + f0), (5.117)
where the f0 = ω0/2pi, is the frequency of the cosine waveform used at the transmitter.
First, we assume there is only one cosine is contained per bit time and the factor c is
equal to 1.2m which is chosen arbitrarily. It corresponds to the situation we discussed
in Section 4.3.3. Figure 5.14 shows two BER curves of above described system with
different sampling values. This figure shows when the number of samples goes large,
the discrete receiver performs better and the BER curves will move to the right-down
on the error plan. It is because when the distance between samples becomes smaller
in time domain, the discrete receiver is more like working in the continuous time.
Since the performance of the continuous-time optimum receiver is always better the
the discrete-time receiver which is established based on the observed samples, we can
predict there is lower performance bound for our discrete receiver. The curves can
approach to it when more samples are taken within one bit duration, but it can not
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Figure 5.14: BER curves for different number of samples
be obtained by the simulation cause the long simulation time. Anyway, the result in
last figure ensures that we can use the discrete time receiver to study the continuous-
time optimal receiver for the frequency-offset system. Therefore, we can increase the
number of the samples per bit in the simulation and check whether there is a bit error
floor for the continuous-time signal processing for this system. Figure 5.15 shows the
curve for large value of Eb/No by taking 100 samples per bit. The curve does not show
a floor in the figure. More accurate simulation can be done but limited by the time.
So it can be observed the system performs based on this simulated result.
Now we consider the performance for the systems with different time-bandwidth
products. Figure 5.16 illustrates the BER curves of the systems with different value of
BxT with respect to 10dB, 15dB and 20dB. This figure indicates that the plotted curves
have the similar behavior as the ones for the non-offset system. The curve with higher
BxT first changes slowly when the value of Eb/No is small then drops dramatically
when Eb/No getting large. Actually, this phenomenon is also shown in Figure 5.11
which is for time-offset scheme. So it is seen that, like the non-offset system, there
should be optimal values of BxT for the specified value of Eb/No for the offset system.
The verification of optimal c for the frequency-offset system is also interesting to
perform. By running the simulations for above system with different values of factor c,
we can get Figure 5.17. It is shown the system with c = 0.707m has best performance
98 Chapter 5. Performance issues and results
0 5 10 15 20 25
10−5
10−4
10−3
10−2
10−1
100
B
x
T=10 dB. One cosine per bit
Eb/No (dB)
BE
R
100 samples
Figure 5.15: BER curves for large sampling number with PG=10dB
0 2 4 6 8 10 12 14 16 18 20
10−3
10−2
10−1
100
Eb/No (dB)
BE
R
BxT=10dB  100samples
BxT=20dB 100samples
BxT=15dB 100samples
Figure 5.16: BER curves for large sampling number with PG=10dB
compared with others. So the derivation for optimum value of c is verified. The more
important thing is, since we calculate the optimal c based on the speculation that the
optimal receiver calculates energy difference among time periods within one bit time,
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the presumed functionality of the optimal receiver is confirmed. It reveals the analysis
we did before is correct and the persecutive for the receiver function is reasonable.
Compared with the time-offset system, the effect of different values of frequency-
offset parameter to the system has to be considered. Intuitively, the performance of
the system is supposed to not change when different value of ω0 is assigned. It is based
on the analysis of the function of the optimal receiver. To show that, we consider the
system with BxT of 20dB, and assign 1, 2 and 5 cosines per bit duration. The choice
of BxT = 20dB is for saving the simulation time. The main reason for this simulation
is to see the effect of value of ω0.
Figure 5.18 and 5.19 illustrate BER curves by taking different sampling numbers.
Within this two figures, we can see the performance for the system with more contained
cosines is better than the one with less cosines. It is can be explained as that because
we the amount of samples taken are rather small compared with 20 dB processing
gain, the error of energy difference computation is large for more cosines. And this
error gives a positive contribution to the energy difference, so the performance becomes
better. So the curve showing one cosine in these figures represents the performance
more accurately. Above analysis can be verified by comparing Figure 5.18 and 5.19. It
is seen that when the sampling rate is increased, from 88 samples per bit to 100 samples
per bit, the curve representing two contained cosine moves toward to the one cosine
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case. Therefore, we can predict that with the sampling time decreasing, the curves
expressing different value of offset-parameter will be close to each other. Although it is
hard to show by simulation cause the long running time for large number of samples,
the effect of the frequency-offset parameter has been verified roughly.
5.5.4 Simulation for chip-offset system
In this part, we consider the performances of the discrete-time optimal and suboptimal
receiver for the chip-offset system. The interference issue is concerned either.
We simulate the signalling model presented in Section 4.4.1, where the transmitter
employs four chips per bit to modulate the information bit. Also by using unity power
x(t) with first-order butterworth spectrum, the received signal to noise ratio per bit is
given by
Eb
No
=
2m2TPx
No
, (5.118)
which is following Figure 4.13 and where Px = 0.99 as before. Actually it can be seen
this expression is independent of the cycle of the chip waveform. By taking BxT = 10dB
and 8 samples per bit, Figure 5.21 shows the BER curves for the discrete-time optimal
and suboptimal receiver, which is represented in Section 4.4.2, based on samples.
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Figure 5.20: BER curves for discrete optimal and suboptimal receiver for chip-offset sys-
tem
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The choice of 8 samples per bit is also for saving the simulation time. It is ob-
served that the performance of suboptimal receiver is almost the same as the optimal
one. Therefore, this simulation result supports us to realize the suboptimal receiver in
continuous time for the chip-offset system.
Now, we simulate the scenario discussed in Section 4.5 to look at the interference.
Figure shows the performance of the User one when User two is acting like a interfer-
ence. It can be seen there is a BER floor which is very high. By increasing the number
0 5 10 15 20 25 30
10−2
10−1
100
B
x
T=10dB  
Eb/No (dB)
BE
R
   User one
Figure 5.21: BER curves User one with interference
of samples per bit, the floor hardly decreases. This simulation verifies the previous
analysis and gives a conclusion that the immunity to interference for this offset system
is not good.
Chapter 6
Conclusions and recommendations
This chapter summarizes the main conclusions achieved from the analysis and simula-
tion results which has been described in this thesis. Some future work and recommen-
dations will be suggested.
6.1 Conclusions
In previous chapters, by assuming the noise carrier used in reference transmitted digital
communication has a Gaussian distribution, the optimum detections has been consid-
ered for three modulation techniques, namely non-offset, time-offset and frequency-
offset schemes in AWGN channel. It is known that the continuous-time optimal re-
ceiver for these three systems has an estimator-correlator structure in general. The
corresponding drawn results are presented successively.
For the non-offset system, it is learnt that the optimal receiver in this case uses
the energy difference between observed processes to distinguish binary symbols sent by
source. The estimator in the derived optimal receiver can be realized practically by a
Kalman filter if the used noise carrier is segment of the a process which is generated
by driven a white process into a linear dynamic system. The performance of the
optimal receiver can expressed theoretically by using Chernoff bound. By examining
the numerical results, it is seen that the non-offset system does not have a BER floor
as Eb/No increasing which implies the optimal receiver can do a perfect detection.
It also can be observed that an optimal value of processing gain exits for the system
according to different Eb/No, i.c. for a given value of Eb/No, chosen corresponding
optimal processing gain can make the system perform better than when the processing
gain is taken any other value. Since it is shown the optimal value of processing gain
changes almost linearly with respect to Eb/No, it implies it is possible to optimize
the processing gain adaptively for get low bit error rate. Beside these results for
optimal signal processing, by investigating the Kalman filtering, it is indicated that
it is possible to build a suboptimal receiver employing a time-invariant Wiener filter
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which has a simpler realization, to replace the optimal receiver when the value of Eb/No
or processing gain is relative high. The validity of the suboptimal configuration can
always be checked by the performance analysis.
For the time-offset system, the realization of the continuous-time optimal receiver
can not be achieved since the least mean error estimation problem is not solvable
according to the property of the transmitted signals. By studying the discrete-time
optimal receiver for a single transceiver, it is seen that a BER floor exists and can not be
removed by increasing the signal power. Meanwhile, the second moment characteristic
of the transmitted process indicates performance of different users will be influenced
by the value of time offset parameter. For the user assigned large value of offset,
the hardness of detection is enhanced dramatically. These disadvantages of the time-
offset scheme have been verified by simulating the discrete optimum receiver since the
chernoff bound in this case is hard to obtain. Therefore, it can be concluded that the
time-offset scheme is not a good candidate for multiple access technique.
For the frequency-offset system, the same difficulty exists, i.e. the continuous-time
optimal receiver can not be implemented in practice. By investigating sampled ob-
servations, it can be learnt that, to detect each bit, the discrete-time optimal receiver
calculates the difference of the received signal energy within different time durations.
By doing a thought experiment, increasing the number of samples ber bit to infinity,
it is can be forecasted that the continuous-time optimal receiver for frequency-offset
system also utilizes the described energy difference computation method to make a
detection. These analysis and deduction are verified by simulating the discrete-time
optimal receiver. From the simulated results, it can be seen there is similar phenom-
enon as the the non-offset system that there is an optimal value of processing gain
according to different Eb/No. The simulation also indicates there is no BER floor
when Eb/No is confined in some range. Simulating for large Eb/No requires much
time. For implementing the signal detection in real world, the sinusoid used to intro-
duce the frequency offset at the transmitter is replaced by a square chip wave form.
For this new transmitted signal, essentially same as the frequency-offset case, a sub-
optimal receiver is proposed which can be built in practice. The estimator-correlator
part in the suboptimal receiver generates a random variable for each chip. Then pro-
duced variables are grouped to get a new variable which is compared to the testing
threshold. The corresponding simulation shows there is no BER floor for this system.
Above conclusions are for the single transceiver using frequency-offset scheme. Finally,
by considering two users employing different chip waveforms, it can be analyzed that a
strong interference exists for each user. This is also verified by the simulation. Based on
this fact, it can be concluded that the frequency-offset scheme is not a good candidate
for multiple access either.
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6.2 Recommendations
In this section, some recommendations for further research will be suggested and a
signalling model using frequency division multiple access (FDMA) is proposed.
Firstly, throughout thesis, the analysis and calculations for numerical results are
done based on the assumption that the noise carrier has first-order butterworth spec-
tral. The reason of this spectrum chosen since the simplicity of the derivation. It can
be seen that, if the noise carrier with higher order butterworth spectrum, the estimate
error of the Kalman filter will be less. Therefore, the performance of the optimal re-
ceiver for the non-offset system will be improved. With higher-order spectrum, all the
expressions for the performance evaluation should be re-derived, which can be done in
the future work.
Secondly, in the previous derivation, the bit time synchronization is assumed to
be obtained in advance. And for the frequency-offset scheme, the phase of the sinu-
soid also needs to be estimated. So, for build a complete modulation scheme, these
synchronization issues should be considered.
Thirdly, more simulations should be done to verify the theoretical derivations and
deductions. For accelerating the simulation, importance sampling technique [14] can
be introduced in future.
Finally, due to the drawbacks to the time-offset and frequency-offset system, it is
possible to use non-offset model to establish a new digital communication system which
applies conventional FDMA technique to solve the interference problem. In detail, the
bit steam of every user working in the same ad-hoc network first is modulated by
the non-offset scheme, which is described in Section 3.2.3, on the baseband. Then
the modulated signals are shifted upon a specific subchannel, which is adjacent to
its neighbors, according to each different users. In the beginning of the receiver for
each user, a bunch of band-pass filters with respect to the subchannel is set. The
bandwidth of every filter is just wide enough to accommodate the bandwidth of the
signal transmitted from other different individual users. Then the received signals sent
by different users can be conversed back to the baseband without any interference.
In the sequel, the optimal receiver derived for the non-offset scheme can be used to
retrieve bit streams of different senders. Figure 6.1 illustrates the receiver structure of
one specific user for the scenario where there are three senders working in the network
to share the radio resources.
The baseband receiver in the diagram is specified by Figure 3.8. The advantage
of this system is obvious, there is no interference. The disadvantage is just a part of
available bandwidth is used by single user. Although the whole system occupies a ultra
board band for several users, the relative narrow band for single user will limit the bit
rates for some application. If we want to increase the transmission speed, there is a
106 Chapter 6. Conclusions and recommendations
BPF
BPF
BPF
Baseband
receiver
Datastream
from user1
Data stream
from user2
Baseband
receiver
Baseband
receiver
Data stream
from user3
Figure 6.1: Receiver structure for FDMA
tradeoff with the number of users in the system. How to distribute the subchannels to
users and handle that tradeoff can be discussed in the future work.
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