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THE SPECTRAL PROPERTIES OF THE STRONGLY COUPLED
STURM HAMILTONIAN OF EVENTUALLY CONSTANT TYPE
YAN-HUI QU
Abstract. We study the spectral properties of the Sturm Hamiltolian of eventually con-
stant type, which includes the Fibonacci Hamiltonian. Let s be the Hausdorff dimension
of the spectrum. For V > 20, we show that the restriction of the s-dimensional Haus-
dorff measure to the spectrum is a Gibbs type measure; the density of states measure is
a Markov measure. Based on the fine structures of these measures, we show that both
measures are exact dimensional; we obtain exact asymptotic behaviors for the optimal
Ho¨lder exponent and the Hausdorff dimension of the density of states measure and for
the Hausdorff dimension of the spectrum. As a consequence, if the frequency is not silver
number type, then for V big enough, we establish strict inequalities between these three
spectral characteristics.
We achieve them by introducing an auxiliary symbolic dynamical system and applying
the thermodynamical and multifractal formalisms of almost additive potentials.
Keywords: Sturm Hamiltonian; eventually constant type; Hausdorff dimension; density
of states measure; optimal Ho¨lder exponent; Gibbs type measure
1. Introduction
The Sturm Hamiltonian is a discrete Schro¨dinger operator
(Hα,V,φψ)n := ψn−1 + ψn+1 + vnψn
on ℓ2(Z), where the potential (vn)n∈Z is given by
(1.1) vn = V χ[1−{α},1)(nα+ φ mod 1), ∀n ∈ Z,
where α > 0 is irrational, and is called frequency ({α} is the fractional part of α), V > 0
is called coupling, φ ∈ [0, 1) is called phase. It is well-known that the spectrum of Sturm
Hamiltonian is independent of φ, which we denote by Σα,V (see [4]).
Sturm Hamiltonian is firstly introduced by physicists to model the quasicrystal system,
see [4] and the references therein for an excellent introduction about the physical back-
ground. From the mathematical point of view, one is interested in its spectral properties.
For a discrete Schro¨dinger operator, several spectral objects are very important, which
are the spectrum, the spectral measure and the density of states measure of the related
operator (see [8] for the exact definitions and related properties). Let us recall the defi-
nition of the density of states measure in our setting. By the spectral theorem, there are
Borel probability measures µα,V,φ on R such that
〈δ0, g(Hα,V,φ)δ0〉 =
∫
R
g(x)dµα,V,φ(x)
1
for all bounded measurable functions g, where δ0 is the element in ℓ
2(Z) which takes value
1 at site 0 and 0 elsewhere. The density of states measure Nα,V is given by the φ-average
of these measures with respect to Lebesgue measure, that is,∫
T
〈δ0, g(Hα,V,φ)δ0〉dφ =
∫
R
g(x)dNα,V (x)
for all bounded measurable functions g. It is well-known that the density of states measure
Nα,V is continuous and supported on Σα,V (see for example [8]).
We will study the fractal properties of Σα,V and Nα,V for a special class of α. See [17, 18]
for various definitions of fractal dimensions of set and measure. Write sV (α) := dimH Σα,V
and dV (α) := dimH Nα,V for the Hausdorff dimensions of Σα,V and Nα,V , respectively;
denote by γV (α) the optimal Ho¨lder exponent of Nα,V (see (1.6) for the definition). Before
introducing our results, let us give a brief survey about the known results on Sturm
Hamiltonian.
The most prominent model among the Sturm Hamiltonian is the Fibonacci Hamiltonian,
for which the frequency is taken to be the golden number α1 = (
√
5+1)/2. This model was
introduced by physicists to model the quasicrystal system, see [26, 35]. Su¨to¨ [39] showed
that the spectrum has zero Lebesgue measure for all V > 0. Then it is natural to ask
what is the fractal dimension of the spectrum. It follows implicitly from [6] and [38] that if
V ≥ 16, then dimB Σα1,V = dimH Σα1,V , where dimB E denotes the Box-dimension of E (
see also [9] for explicit statement). Raymond [37] first estimated the Hausdorff dimension,
he showed that dimH Σα1,V < 1 for V > 4. Jitomirskaya and Last [24] showed that for
any V > 0, the spectral measure of the operator has positive Hausdorff dimension, as a
consequence dimH Σα1,V > 0. By using a dynamical method, Damanik et al. [9] got lower
and upper bounds for the dimensions. Due to these bounds they further showed that
(1.2) lim
V→∞
sV (α1) lnV = ln(1 +
√
2).
By studying the hyperbolicity of Fibonacci trace map TV restricting to some invariant
surface SV for small V , Damanik and Gorodetski [10] showed that sV (α1) is a C
∞ func-
tion of V on (0, V0) for some V0 > 0. Motivated by totally different problem, Cantat [5]
also studied the Fibonacci trace map (indeed more general), he showed that the TV is
hyperbolic for any V > 0. Combining with most recent works [36] and [14], now it is
known that sV (α1), as a function of V , is analytic on (0,∞) and takes values in (0, 1). In
[11], Damanik and Gorodetski further showed that limV ↓0 sV (α1) = 1. In [12], Damanik
and Gorodetski showed that Nα1,V is exact dimensional and dV (α1) < sV (α1) for small
V . In [13], Damanik and Gorodetski showed that γV (α1)→ 1/2 as V → 0 and
(1.3) lim
V→∞
γV (α1) lnV =
3
2
lnα1.
Now we turn to the general Sturm Hamiltonian case. Fix an irrational α > 0 with
continued fraction expansion [a0; a1, a2, · · · ]. Bellissard et al. [4] showed that Σα,V is
a Cantor set of Lebesgue measure zero. Damanik, Killip and Lenz [15] showed that, if
lim sup
k→∞
1
k
∑k
i=1 ai <∞, then dimH Σα,V > 0. Based on the analysis of Raymond about the
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structure of spectrum [37], the fractal dimensions of the spectrum of Sturm Hamiltonian
were extensively studied in [29, 30, 27, 19, 28]. The current picture is the following. Write
K∗(α) = lim inf
k→∞
(
k∏
i=1
ai)
1/k and K∗(α) = lim sup
k→∞
(
k∏
i=1
ai)
1/k.
Fix V ≥ 24. Then it is proven in [29, 28] that{
dimH Σα,V ∈ (0, 1) if K∗(α) <∞
dimH Σα,V = 1 if K∗(α) =∞
and
{
dimBΣα,V ∈ (0, 1) if K∗(α) <∞
dimBΣα,V = 1 if K
∗(α) =∞ .
where dimBE denote the upper Box-dimension of E. Raymond [37], Liu and Wen [29]
showed that the spectrum Σα,V has a natural covering structure. This structure makes it
possible to define the so-called pre-dimensions s∗(α, V ) and s
∗(α, V ). Then it is proven in
[27, 19, 28] that
dimH Σα,V = s∗(α, V ) and dimBΣα,V = s
∗(α, V ).
Moreover there exist two constants 0 < ρ∗(α) ≤ ρ∗(α) such that
(1.4) lim
V→∞
s∗(α, V ) ln V = ρ∗(α) and lim
V→∞
s∗(α, V ) lnV = ρ∗(α).
It is proven in [28] that s∗(α, V ) and s
∗(α, V ) are Lipschitz continuous on any bounded
interval of [24,∞).
Recently several works deal with some sub-classes of Sturm Hamiltonian. Girand [23]
considered the frequency α for which the related potential can also be generated by a
primitive invertible substitution. Mei [32] considered the frequency α which has eventu-
ally periodic continued fraction expansion, a strictly larger class than that considered by
Girand. In both papers they showed that limV→0 dV (α) = limV→0 sV (α) = 1, Nα,V is
exact dimensional and dV (α) < sV (α) for small V . This generalizes the results in [12].
Munger [34] considered the frequency of constant type, i.e. ακ = [κ;κ, κ, · · · ]. He gave
estimations on the optimal Ho¨lder exponent γV (ακ) and showed the following asymptotic
formula:
(1.5) lim
V→∞
γV (ακ) ln V =
{
3
2 lnα1 κ = 1
2
κ lnακ κ ≥ 2.
In this paper we will consider the frequency of eventually constant type. Fix κ ∈ N,
define
Fκ := {α : α has expansion [a0; a1, · · · , an, κ, κ, · · · ]; a0 ≥ 0; ai ∈ N, 1 ≤ i ≤ n;n ∈ N}.
Notice that ακ ∈ Fκ and α1 ∈ F1 is the Golden number (
√
5+1)/2. Define F := ⋃∞κ=1Fκ.
Any α ∈ F is called a frequency of eventually constant type. We will study the spectral
property of the related Sturm Hamiltonian for large coupling constant V .
Given a probability measure µ defined on a compact metric space X. Fix x ∈ X, we
define the local upper and lower dimensions of µ at x as
dµ(x) = lim sup
r→0
lnµ(B(x, r))
ln r
and dµ(x) = lim inf
r→0
lnµ(B(x, r))
ln r
.
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In the case dµ(x) = dµ(x), we say that the local dimension of µ at x exists and we denote
it by dµ(x). The optimal Ho¨lder exponent γµ of µ is defined as
(1.6) γµ := inf{dµ(x) : x ∈ X}.
The Hausdorff dimension of µ is defined as
(1.7) dimH µ := sup{s : dµ(x) ≥ s for µ a.e. x ∈ X}.
If there exists a constant d such that dµ(x) = d for µ a.e. x ∈ X, then necessarily
dimH µ = d. In this case we call µ exact dimensional.
Our main result is the following.
Theorem 1. Fix V > 20 and κ ∈ N. Then
(i) There exist three positive numbers γV (κ), dV (κ) and sV (κ) such that for any α ∈ Fκ,
(1.8) γV (α) = γV (κ), dV (α) = dV (κ) and sV (α) = sV (κ).
Moreover for any fixed α ∈ Fκ, the following two assertions hold:
(ii) HsV (κ)|Σα,V is a Gibbs type measure. Consequently, HsV (κ)|Σα,V is exact dimensional
and 0 < HsV (κ)(Σα,V ) <∞.
(iii) Nα,V is a Markov measure and a Gibbs type measure. Consequently, it is exact
dimensional.
(iv) For each κ ∈ N, there exist three constants 0 < ˆ̺κ ≤ ̺κ ≤ ρκ such that
lim
V→∞
γV (κ) ln V = ˆ̺κ, lim
V→∞
dV (κ) ln V = ̺κ and lim
V→∞
sV (κ) ln V = ρκ.
Moreover, ˆ̺2 = ̺2 = ρ2 = ln(1 +
√
2) and ˆ̺κ < ̺κ < ρκ when κ 6= 2.
(v) When κ 6= 2, there exists V0(κ) > 20 such that for all V ≥ V0(κ) we have
γV (κ) < dV (κ) < sV (κ).
Remark 1. (1) (1.8) shows that the three quantities γV (α), dV (α) and sV (α) only depend
on the “tail” of the expansion of α for α of eventually constant type. Although this is
expected intuitively, the proof is far from trivial.
(2) See Theorem 5 (i) for the definition of Gibbs measure. See Definition 3(Section 4)
for the formal definition of Gibbs type measure. Roughly speaking “Gibbs type measure”
means that it can be decomposed to finite pieces such that each piece is strongly equivalent
to an image of a Gibbs measure under a bi-Lipschitz map (see Section 2.4 for the definition
of strongly equivalence of measures). The assertions (ii) and (iii) tell us that both measures
HsV (κ)|Σα,V and Nα,V have very good dynamical structure.
(3) For α = ακ, the first equality in (iv) is (1.5) ( see [34]); for any irrational α, the
third equality in (iv) is (1.4) (see [27, 19, 28]). We state them here for comparison. Our
method gives a new proof for (1.5).
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(4) Frequency α1 corresponds to the Fibonacci Hamiltonian. By Remark 6, 7 and 8 in
Section 8, we have
(1.9) ˆ̺1 =
3
2
lnα1, ̺1 =
5 +
√
5
4
lnα1 and ρ1 = ln(1 +
√
2).
The first and the third equalities in (1.9) are known, which are (1.3) and (1.2), respectively,
see [9, 13]. But the second one in (1.9) is new.
(5) Recall that in [12], dV (1) < sV (1) is proven for V small. Here for any κ 6= 2 and V
is large, we show that dV (κ) < sV (κ). As explained in [12], Nα,V is the harmonic measure
determined by Σα,V . It is a general belief that if a planar set E is dynamically defined,
then the Hausdorff dimension of the harmonic measure determined by E is strictly less
than the Hausdorff dimension of E(see for example the survey paper [31] or the book [21]).
Our results verify this belief in this special situation.
(6) In the case κ = 2, α2 is sometimes called silver number. We call α ∈ F2 a silver
type number. By the explanation above, we still expect dV (2) < sV (2). However, since
̺2 = ρ2, we can not achieve this by the asymptotic formulas anymore. Finer estimations
are needed. This makes the silver type number case an interesting object to study. We note
that in [16], the trace map related to silver number has been studied. They showed that
the non-wandering set of this map is hyperbolic if the coupling is sufficiently large. We also
remark that, it follows from the general theories developed in [5] that the non-wandering
set is hyperbolic for all coupling constants.
(7) Let us say a few words about the proof. Based on the analysis in [37, 29, 19] about
the nested structure of the spectrum, we can introduce an auxiliary symbolic dynamical
system which codes certain subsets of the spectrum. By introducing two potentials (one
is additive, which is related to the density of states measure Nα,V ; the other is almost ad-
ditive, which is related to the Hausdorff measure restricted to the spectrum Σα,V ), we can
use the thermodynamical and multifractal formalisms to analyze the spectrum and Nα,V ,
respectively. We show that both measures have the Gibbs property, moreover HsV (α)|Σα,V
is kind of measure of maximal dimension (see Section 4, Remark 3 and Theorem 9) and
Nα,V is kind of measure of maximal entropy (see Section 5, Theorem 10 and Theorem
11). These good structures in turn give very exact and explicit informations about the
dimensions of the spectrum and the density of states measure.
Shortly after we finished the first version of our paper, we saw the impressive paper
[14]. In [14], Damanik, Gorodetski and Yessen completed the picture for the Fibonacci
Hamiltonian (the case α = α1) by getting rid of the smallness and largeness restriction
on the coupling constant V , giving the explicit formulas for γV (α1), dV (α1), sV (α1) (and
another important quantity– transport exponent) and the exact asymptotic behaviors of
these quantities(among many other things). It seems interesting to make some comments
on their methods and point out some connections of their work with ours. In their paper,
they consider the so-called Fibonacci trace map TV and the related maximal hyperbolic
invariant set ΛV . It is well known that the spectrum is obtained by intersecting a special
line ℓV with the stable lamination of ΛV . Through the previous works of the authors
[10, 11, 12], to obtain the spectral properties of the spectrum, a crucial step is to show
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that ℓV intersects transversally with the stable lamination of ΛV for any V > 0. In [14],
they made a decisive progress and succeeded to achieve this step. Then by using powerful
tools from hyperbolic dynamical system, they derived the complete picture for Fibonacci
Hamiltonian. Now let us point out some connections of their work with ours. In [14] The-
orem 1.6, they got dimension formulas for Σα1,V (formula (10)) and Nα1,V (formula (11))
and formula for the optimal Ho¨lder exponent of Nα1,V (formula (12)). In our setting the
counterparts are (4.7), (5.8) and (6.10). In [14] Theorem 1.10, they got exact asymptotic
formulas for γV (α1), dV (α1), sV (α1). In our case this is related to Remark 1 (4).
The rest of the paper are organized as follows. In Section 2, we introduce the notations
and summarize known results and connections which we will use. In Section 3, we prove
a geometric lemma, which will be used to establish a bi-Lipschitz equivalence between
the dynamical subset of the spectrum and the symbolic space. In Section 4, we study
the Hausdorff dimension and Hausdorff measure of a dynamical subset of the spectrum.
In Section 5, we study the dimension properties of the density of states measure Nα,V
restricted to a dynamical subset. In Section 6, we conduct the multifractal analysis of
Nα,V , in particular, we get an expression for the optimal Ho¨lder exponent of Nα,V . In
Section 7, by comparing two arbitrary dynamical subsets, we obtain the global picture. In
particular, we prove Theorem 1 (i), (ii) and (iii). In Section 8, we study the asymptotic
properties and prove Theorem 1 (iv) and (v). Finally in Section 9, we give another proof
of the fact that dV (κ) < sV (κ) when κ 6= 2.
2. Preliminaries
In this section we summarize known results and connections which we will use.
At first we discuss the structure of the spectrum and give a coding for it. Next we collect
some useful facts about Sturm Hamiltonian. Finally we recall the thermodynamical and
multifractal formalisms for the almost additive potentials.
2.1. The structure of the spectrum.
We describe the structure of the spectrum Σα,V for fixed α ∈ R \Q and V > 0. We also
collect some known facts that will be used later, for more details, we refer to [4, 37, 29, 40].
Since Σα,V is independent with the phase φ, in the rest of the paper we can and will
take φ = 0. Assume α has continued fraction expansion [a0; a1, a2, · · · ]. Let pn/qn(n > 0)
be the n-th partial quotient of {α}, the fractional part of α, given by:
p−1 = 1, p0 = 0, pn+1 = an+1pn + pn−1, n ≥ 0,
q−1 = 0, q0 = 1, qn+1 = an+1qn + qn−1, n ≥ 0.(2.1)
Let n ≥ 1 and x ∈ R, the transfer matrix Mn(x) over qn sites is defined by
Mn(x) :=
[
x− vqn −1
1 0
] [
x− vqn−1 −1
1 0
]
· · ·
[
x− v1 −1
1 0
]
,
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where vn is defined in (1.1). By convention we take
M−1(x) =
[
1 −V
0 1
]
and M0(x) =
[
x −1
1 0
]
.
For n ≥ 0, p ≥ −1, let t(n,p)(x) = trMn−1(x)Mpn(x) and
σ(n,p) = {x ∈ R : |t(n,p)(x)| ≤ 2},
where trM stands for the trace of the matrix M . Then
(σ(n+2,0) ∪ σ(n+1,0)) ⊂ (σ(n+1,0) ∪ σ(n,0)).
Moreover
Σα,V =
⋂
n≥0
(σ(n+1,0) ∪ σ(n,0)).
The intervals in σ(n,p) are called bands. Take some band B ∈ σ(n,p), then t(n,p)(x) is
monotone on B and t(n,p)(B) = [−2, 2]. We call t(n,p) the generating polynomial of B and
denote it by hB := t(n,p).
{σ(n+1,0) ∪ σ(n,0) : n ≥ 0} form a covering of Σα,V . However there are some repetitions
between σ(n,0) ∪ σ(n−1,0) and σ(n+1,0) ∪ σ(n,0). It is possible to choose a covering of Σα,V
elaborately such that we can get rid of these repetitions, as we will describe in the follows:
Definition 1. ([37, 29]) For V > 4, n ≥ 0, we define three types of bands as follows:
(n, I)-type band: a band of σ(n,1) contained in a band of σ(n,0);
(n, II)-type band: a band of σ(n+1,0) contained in a band of σ(n,−1);
(n, III)-type band: a band of σ(n+1,0) contained in a band of σ(n,0).
All three types of bands actually occur and they are disjoint. We call these bands
spectral generating bands of order n. Note that there are only two spectral generating
bands of order 0, one is σ(0,1) = [V − 2, V + 2] with generating polynomial t(0,1) = x− V
and type (0, I), the other is σ(1,0) = [−2, 2] with generating polynomial t(1,0) = x and type
(0, III). They are contained in σ(0,0) = (−∞,+∞) with generating polynomial t(0,0) ≡ 2.
For convenience, we call σ(0,0) the spectral generating band of order −1.
For any n ≥ −1, denote by Bn the set of spectral generating bands of order n, then the
intervals in Bn are disjoint. Moreover ([37, 29])
• (σ(n+2,0) ∪ σ(n+1,0)) ⊂
⋃
B∈Bn
B ⊂ (σ(n+1,0) ∪ σ(n,0)), thus
Σα,V =
⋂
n≥0
⋃
B∈Bn
B;
• any (n, I)-type band contains only one band in Bn+1, which is of (n+1, II)-type.
• any (n, II)-type band contains 2an+1 + 1 bands in Bn+1, an+1 + 1 of which are of
(n+ 1, I)-type and an+1 of which are of (n+ 1, III)-type.
• any (n, III)-type band contains 2an+1 − 1 bands in Bn+1, an+1 of which are of
(n+ 1, I)-type and an+1 − 1 of which are of (n+ 1, III)-type.
Thus {Bn}n≥0 forms a natural covering([30, 27]) of the spectrum Σα,V .
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2.2. The coding of the spectrum.
In the following we give a coding of the spectrum Σα,V based on [28], however, we note
that the presentation here is slightly different from that in [28].
For each N ∈ N, we define an alphabet AN as
AN := {(I, j)N : j = 1, · · · , N + 1} ∪ {(II, 1)N } ∪ {(III, j)N : j = 1, · · · , N}.
Then #AN = 2N + 2. We order the elements in AN as
(I, 1)N < · · · < (I,N + 1)N < (II, 1)N < (III, 1)N < · · · < (III,N)N .
To simplify the notation we rename the above line as
eN,1 < eN,2 < · · · < eN,2N+2.
Given eN,i ∈ AN and eM,j ∈ AM , we call eN,ieM,j admissible, denote by eN,i → eM,j, if
(eN,i, eM,j) ∈ {((I, k)N , (II, 1)M ) : 1 ≤ k ≤ N + 1} ∪
{((II, 1)N , (I, l)M ) : 1 ≤ l ≤M + 1} ∪
{((II, 1)N , (III, l)M ) : 1 ≤ l ≤M} ∪
{((III, k)N , (I, l)M ) : 1 ≤ k ≤ N, 1 ≤ l ≤M} ∪
{((III, k)N , (III, l)M ) : 1 ≤ k ≤ N, 1 ≤ l ≤M − 1}.
For pair (AN ,AM ), we define the incidence matrix ANM = (aij) of size (2N+2)×(2M+2)
as
aij =
{
1 eN,i → eM,j
0 otherwise
When N = M, we write AN := ANN . For any N ∈ N, we define a related matrix as
follows:
AˆN =

 0 1 0N + 1 0 N
N 0 N − 1


We also define A0 := {I, III}. Write e1 = I and e2 = III. Given ei ∈ A0 and
eM,j ∈ AM , we call eieM,j admissible, denote by ei → eM,j, if
(ei, eM,j) ∈ {(I, (II, 1)M )} ∪ {(III, (I, l)M ) : 1 ≤ l ≤M} ∪
{(III, (III, l)M ) : 1 ≤ l ≤M − 1}.
For pair (A0,AM ), we define the incidence matrix A0M = (aij) of size 2× (2M + 2) as
aij =
{
1 ei → eM,j
0 otherwise
Recall that α = [a0; a1, a2, · · · ]. Define a symbolic space Ω(α) with alphabet sequence
{A0} ∪ {Aai : i ≥ 1} and incidence matrix sequence {A0a1} ∪ {Aaiai+1 : i ≥ 1} as
Ω(α) = {ei0ea1,i1ea2,i2 · · · : ei0 ∈ A0; eaj ,ij ∈ Aaj ; ei0 → ea1,i1 , eaj ,ij → eaj+1,ij+1 , j ≥ 1}.
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For ω ∈ Ω(α), we write ω|n = ω0 · · ·ωn. More generally we write ω[n, · · · , n + k] for
ωn · · ·ωn+k. Define Ω(α)n := {ω|n : ω ∈ Ω(α)} and Ω(α)∗ =
⋃
nΩ
(α)
n . Given w = w0 · · ·wn ∈
Ω
(α)
n , denote by |w| the length of w, then |w| = n + 1. If wn = (T, j)an , then we write
tw = T, and call w has type T. If w = uw
′, then we say u is a prefix of w and denote
by u ≺ w. Given u = u0 · · · un ∈ Ω(α)n and v = v0 · · · vm ∈
∏n+m
j=n Aaj , if un = v0, then we
write u⋆v := u0 · · · unv1 · · · vm. For ω, ω˜ ∈ Ω(α), we denote by ω∧ ω˜ the maximal common
prefix of ω and ω˜. Given w ∈ Ω(α)n , we define the cylinder
[w] := {ω ∈ Ω(α) : ω|n = w}.
In the following we explain that Ω(α) is a coding of the spectrum Σα,V . Define BI to
be the unique (0, I) type band in B0 and BIII to be the unique (0, III) type band in B0.
Then
B0 = {Bw : w ∈ Ω(α)0 }.
Assume Bw is defined for any w ∈ Ω(α)n−1. Now for any w ∈ Ω(α)n , write w = w′e =
w′(T, j)an . Then define Bw to be the unique j-th (n, T ) type band in Bn which is contained
in Bw′ . Then
Bn = {Bw : w ∈ Ω(α)n }.
Thus we can define a natural projection π : Ω(α) → Σα,V as
π(ω) :=
⋂
n≥0
Bω|n .
It is seen that π is a one-to-one map. So Ω(α) is a coding of Σα,V . Write Xw = π([w]) for
each w ∈ Ω(α)∗ and denote by hw the generating polynomial of Bw.
For any n ≥ 1, we also define the following symbolic space:
Ω(α,n) = {ean,inean+1,in+1 · · · : eaj ,ij ∈ Aaj ; eaj ,ij → eaj+1,ij+1 , j ≥ n}.
Formally, we obtain Ω(α,n) by shifting Ω(α) to the left n times. In general, all the Ω(α,n)
are different, thus it is hard to define a dynamic on them. However, if α is of eventually
constant type and has continued fraction expansion [a0; a1, · · · , anˆ, κ, κ, · · · ], then it is easy
to see that all the {Ω(α,n) : n > nˆ} are the same and indeed they are a subshift of finite
type, with alphabet Aκ and incidence matrix Aκ = Aκκ. For this reason, we give the
following definition:
Definition 2. For any κ ∈ N, we denote the subshift of finite type with alphabet Aκ and
incidence matrix Aκ by Ω
(κ). Together with the shift map σ, (Ω(κ), σ) becomes a dynamical
system.
By endowed with the usual metric on Ω(κ), (Ω(κ), σ) becomes a topological dynamical
system. The following lemma implies that indeed (Ω(κ), σ) is topologically mixing.
Recall that a nonnegative square matrix B is called primitive if there exists some k ∈ N
such that all the entries of Bk are positive.
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Lemma 1. For each κ ∈ N, Aκ, Aˆκ are primitive and have the same Perron-Frobenius
eigenvalue ακ. Moreover Aˆκ has three different eigenvalues ακ,−1,−1/ακ, consequently
Aˆκ is diagonalizable.
Proof. It is straightforward to check that Aˆ5κ > 0, thus Aˆκ is primitive. We also have
det(λI3 − Aˆκ) = (λ2 − κλ− 1)(λ+ 1).
Thus the Perron-Frobenius eigenvalue of Aˆκ is ακ and Aˆκ has three different eigenvalues
ακ,−1,−1/ακ.
On the other hand if we consider the graph related to the incidence matrix Aκ, then
it is easy to show that the graph is aperiodic. Consequently Aκ is primitive. By direct
computation we get that
det(λI2κ+2 −Aκ) = λ2κ−1(λ2 − κλ− 1)(λ+ 1).
Thus the Perron-Frobenius eigenvalue of Aκ is also ακ. 
In what follows, we will make essential use of this symbolic dynamic (Ω(κ), σ) to under-
stand the structure of the spectrum and the density of states measure of Sturm Hamil-
tonian with frequencies of eventually constant type.
2.3. Useful results for Sturm Hamiltonian.
In this subsection we collect some useful results for Sturm Hamiltonian.
Fix an irrational frequency α with continued fraction expansion [a0; a1, a2, · · · ] and
consider the operator Hα,V,0. We write hk(x) := tk+1,0(x) = trMk(x) and write
(2.2) σk := σ(k+1,0) = {x ∈ R : hk(x)| ≤ 2}.
The following two lemmas are essentially proven in [37]:
Lemma 2. σk = {B ∈ Bk : B is of type (k, II) or (k, III)}.
Define vI = (1, 0, 0), vII = (0, 1, 0), vIII = (0, 0, 1) and v∗ = (0, 1, 1)
T .
Lemma 3. Given w ∈ Ω(α)m , then
(2.3) #{u ∈ Ω(α)m+n : w ≺ u, tu = II, III} = vtw · Aˆam+1 · · · Aˆam+n · v∗.
The following theorem is [19] Theorem 2.1, see also [28] Theorem 3.1.
Theorem 2 (Bounded variation). Let V > 20 and α = [a0; a1, a2, · · · ] be irrational with
an bounded by M. Then there exists a constant ξ = ξ(V,M) > 1 such that for any spectral
generating band B with generating polynomial h,
ξ−1 ≤
∣∣∣∣h′(x1)h′(x2)
∣∣∣∣ ≤ ξ, ∀x1, x2 ∈ B.
The following theorem is [19] Theorem 5.1, see also [28] Theorem 3.3.
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Theorem 3 (Bounded covariation). Let V > 20, α = [a0; a1, a2, · · · ], α˜ = [a˜0; a˜1, a˜2, · · · ]
be irrational with an, a˜n bounded by M . Then there exists constant η = η(V,M) > 1 such
that if w,wu ∈ Ω(α)∗ and w˜, w˜u ∈ Ω(α˜)∗ , then
η−1
|Bwu|
|Bw| ≤
|Bw˜u|
|Bw˜|
≤ η |Bwu||Bw| .
We remark that in [19], they only considered the case α = α˜. However by checking the
proof, the same argument indeed shows the stronger result as stated in Theorem 3.
The following lemma is a direct consequence of [19] Corollary 3.1:
Lemma 4. Let V > 20 and α = [a0; a1, a2, · · · ] be irrational with an bounded by M . Then
there exist constants 0 < c1 = c1(V,M) < c2 = c2(V,M) < 1 and n0 = n0(V,M) ∈ N such
that for any n > n0 and any w ∈ Ω(α)n
c1|Bw|n−n0 | ≤ |Bw| ≤ c2|Bw|n−n0 |.
There exists constant 0 < c3 = c3(V,M) < 1 such that for any w ∈ Ω(α)n
(2.4) cn3 ≤ |Bw| ≤ 22−n.
The following lemma is [28] Lemma 3.7 by taking ai = κ.
Lemma 5. Assume V > 20 and α = ακ. Write t1 = (V − 8)/3 and t2 = 2(V + 5). For
eκ,κ+2 = (II, 1)κ and w = w0 · · ·wn ∈ Ω(ακ)n , write |w|eκ,κ+2 := #{1 ≤ i ≤ n : wi =
eκ,κ+2}. Then
t
(1−κ)|w|eκ,κ+2
2
(
t2κ
3
)|w|eκ,κ+2−n ≤ |Bw| ≤ 4t(1−κ)|w|eκ,κ+21 (t1κ)|w|eκ,κ+2−n .
2.4. Recall on thermodynamical formalism and multifractal analysis.
If X is a compact metric space and T : X → X is continuous, then (X,T ) is called a
topological dynamical system, TDS for short. M(X) is the set of all probability measures
supported on X. M(X,T ) is the set of all T -invariant probability measures supported on
X. Given µ, ν ∈ M(X), if there exists a constant C > 1 such that C−1ν ≤ µ ≤ Cν, then
we say µ and ν are strongly equivalent and denote by µ ≍ ν.
Assume (X,T ) is a TDS and Φ = {φn : n ≥ 0} is a family of continuous functions from
X to R. If there exists a constant C(Φ) ≥ 0 such that for any n, k ≥ 0
|φn+k(x)− φn(x)− φk(T nx)| ≤ C(Φ),
then Φ is called a family of almost additive potentials. We use Caa(X,T ) to denote the
set of all the almost additive potentials defined on X. When C(Φ) = 0, it is seen that
φn(x) =
∑n−1
j=0 φ1(T
jx) =: Snφ1(x). That is, φn is the ergodic sum of φ1. In this case we
say Φ is a family of additive potentials.
Given Φ ∈ Caa(X,T ). If there exists a constant c > 0 such that φn(x) ≥ cn for any
n ≥ 0, then we say Φ is positive and write Φ ∈ C+aa(X,T ). Similarly, if there exists a
constant c < 0 such that φn(x) ≤ cn for any n ≥ 0, then we say Φ is negative and write
Φ ∈ C−aa(X,T ).
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Given Φ ∈ Caa(X,T ), by subadditivity, Φ∗(µ) := lim
n→∞
∫
X
φn
n
dµ exists for every µ ∈
M(X,T ). Notice that if Φ is positive(negative), then Φ∗(µ) > 0(< 0).
Given a subshift of finite type (ΣA, σ) and Φ ∈ Caa(ΣA, σ). If there exists constant
D(Φ) ≥ 0 such that for any n ≥ 0,
sup{|φn(x)− φn(y)| : x|n = y|n} ≤ D(Φ)
Then we say Φ has bounded variation property.
2.4.1. Thermodynamical formalism.
Given Φ ∈ Caa(ΣA, σ), the topological pressure is defined as
P (Φ) := lim
n→∞
1
n
ln
∑
|w|=n
exp( sup
x∈[w]
φn(x)).
The following extension of the classical variational principle holds:
Theorem 4. [2, 33, 7, 3]Let (ΣA, σ) be a topologically mixing subshift of finite type. For
any Φ ∈ Caa(ΣA, σ) we have
(2.5) P (Φ) = sup{hµ(T ) + Φ∗(µ) : µ ∈M(ΣA, σ)}.
Combining with the monotonicity of pressure, this variational principle has the following
consequence:
Corollary 1. For any Φ,Ψ ∈ Caa(ΣA, σ), the function Q(s) := P (Φ + sΨ) is convex
on R. Consequently Q is continuous. If moreover Ψ ∈ C−aa(ΣA, σ), then Q(s) is strictly
decreasing and
lim
s→−∞
Q(s) =∞ and lim
s→∞
Q(s) = −∞.
Thus Q(s) = 0 has a unique solution.
Theorem 5. [2, 33] Assume Φ ∈ Caa(ΣA, σ) has bounded variation property. Then
(i) There exists a unique invariant measure µΦ such that
C−1 ≤ µΦ([w])
exp(−nP (Φ) + φn(x)) ≤ C (∀x ∈ [w]).
µΦ is called the Gibbs measure related to Φ.
(ii) If Φ˜ ∈ Caa(ΣA, σ) and D > 0 is a constant such that ‖φn− φ˜n‖ ≤ D for any n ≥ 0,
then Φ˜ also has bounded variation property. Moreover P (Φ) = P (Φ˜) and µΦ = µΦ˜.
(iii) µΦ is strongly mixing and is the unique invariant measure which attains the supre-
mum of (2.5).
If µ ∈M(ΣA, σ) such that P (Φ) = hµ(σ) + Φ∗(µ), then µ is called an equilibrium state
of Φ. The above proposition shows that every Φ ∈ Caa(ΣA, σ) with bounded variation
property has a unique equilibrium state.
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2.4.2. Multifractal analysis.
We recall some results proved in [1](see also [3]), which we will need in this paper.
Given a Ψ ∈ C−aa(ΣA, σ), define on (ΣA, σ) a weak Gibbs metric dΨ as
(2.6) dΨ(x, y) = sup
z∈[x∧y]
exp(ψ|x∧y|(z)).
This kind of metric is considered in [22, 25, 1]. In the following we will work on the metric
space (ΣA, dΨ).
Let Φ ∈ Caa(ΣA, σ) and Θ ∈ C−aa(ΣA, σ). For any β ∈ R, define the level set
ΛΦ/Θ(β) :=
{
x ∈ ΣA : lim
n→∞
φn(x)
θn(x)
= β
}
.
Since Θ is negative, Θ∗(µ) < 0 for any µ ∈M(ΣA, σ). Define
LΦ/Θ :=
{Φ∗(µ)
Θ∗(µ)
: µ ∈ M(ΣA, σ)
}
.
Then LΦ/Θ is an interval. For any q, β ∈ R we define LΦ/Θ(q, β) to be the unique solution
t = t(q, β) of the equation P (q(Φ− βΘ) + tΨ) = 0. For any β ∈ LΦ/Θ, define
L⋆Φ/Θ(β) = inf
q∈R
LΦ/Θ(q, β).
Theorem 6. [1] ΛΦ/Θ(β) 6= ∅ ⇔ β ∈ LΦ/Θ. If β ∈ LΦ/Θ, then
dimH ΛΦ/Θ(β) = L⋆Φ/Θ(β).
The following dimension formula for Gibbs measure is also useful.
Theorem 7. [3] Given Φ ∈ Caa(ΣA, σ) with bounded variation property. Let µΦ be the
related Gibbs measure. Then µΦ is exact dimensional and
(2.7) dimH µΦ =
hµΦ(σ)
−Ψ∗(µ) .
Finally we say some words about notations. Given two positive sequences {an} and
{bn}, an . bn means that there exists some constant C > 0 such that an ≤ Cbn for all
n ∈ N. an ∼ bn means that an . bn and bn . an. an .γ1,··· ,γk bn means that an . bn with
the constant C only depending on γ1, · · · , γk.
3. A geometric lemma
In this section we will prove a geometric lemma, which claims that the ratios of the
lengths of a gap and the minimal band which contains it are bounded from below. This
lemma is fundamental in our study on the metric property of the spectrum because through
it we can establish a Lipschitz equivalence between the symbolic space and the spectrum.
Thus all the dimension problems of the spectrum are completely converted to those of the
symbolic space, where we have dynamical tools to use.
Fix V > 20 and α = [a0; a1, a2, · · · ] with ai ≤M. Write Co(Σα,V )\Σα,V =
⋃
iGi, where
Co(Σα,V ) is the convex hull of Σα,V . Each Gi is called a gap of the spectrum. A gap G
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is called of order n, if G is covered by some band in Bn but not covered by any band in
Bn+1. Denote by Gn the set of gaps of order n. For any G ∈ Gn, let BG be the unique
band in Bn which contains G.
Lemma 6. There exists a constant C = C(M,V ) ∈ (0, 1) such that for any gap G ∈⋃
n≥0 Gn we have |G| ≥ C|BG|.
Proof. Write q := an+1, then q ≤ M by the assumption. Given Bw ∈ Bn, we study the
gaps of order n contained in Bw. If w has type tw = I, then there exists a unique band
Bweq,q+2 ∈ Bn+1 which is contained in Bw, thus there is no gap of order n in Bw.
Now assume tw = II. Then by [37], there exist 2q + 1 bands of order n+ 1, which are
disjoint and ordered as follows:
Bweq,1 < Bweq,q+3 < Bweq,2 < Bweq,q+4 < Bweq,3 < · · · < Bweq,2q+2 < Bweq,q+1.
Thus there are 2q gaps of order n in Bw. We list them as {G1, · · · , G2q}.
Let Sp(x) be the Chebyshev polynomial defined by
S0(x) ≡ 0, S1(x) ≡ 1, Sp+1(x) = xSp(x)− Sp−1(x) (p ≥ 1).
It is well known that
(3.1) Sp(2 cos θ) =
sin pθ
sin θ
, θ ∈ [0, π].
Following [19], for each p ∈ N and 1 ≤ l ≤ p, we define
Ip,l := {2 cos l + c
p+ 1
π : |c| ≤ 1
10
and |Sp+1(2 cos l + c
p+ 1
π)| ≤ 1
4
}.
It is seen that Ip,l, l = 1, · · · , p are disjoint.
Claim: Ip,l and Ip−1,s are disjoint.
⊳ Fix any x ∈ Ip−1,s, write x = 2cos θ. Then
(3.2)
s− 1/10
p
π ≤ θ ≤ s+ 1/10
p
π and
∣∣∣∣sin pθsin θ
∣∣∣∣ = |Sp(2 cos θ)| ≤ 14 .
We need to show that x 6∈ Ip,l. If otherwise, by the definition of Ip,l and (3.2) we should
have
| cos pθ| −
∣∣∣∣sin pθsin θ
∣∣∣∣ ≤
∣∣∣∣sin(p + 1)θsin θ
∣∣∣∣ = |Sp+1(2 cos θ)| ≤ 14 .
Thus we have | cos pθ| ≤ 1/2. On the other hand, still by (3.2) we have
(s − 1/10)π ≤ pθ ≤ (s+ 1/10)π.
Thus | cos pθ| ≥ cos π10 > 12 , which is a contradiction. ⊲
By (3.1) and the claim above, it is easy to check that the following intervals are disjoint
subintervals of [−2, 2] and ordered as
Ip+1,1 < Ip,1 < Ip+1,2 < · · · < Ip+1,p < Ip,p < Ip+1,p+1.
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There are 2p gaps {G˜(p)1 , · · · , G˜(p)2p }. Define
g(p) := min{|G˜(p)j | : j = 1, · · · , 2p} and g := min{g(1), · · · , g(M)}.
Then g > 0 is a constant only depending on M.
Assume x∗ ∈ Bw such that
(3.3) |h′w(x∗)||Bw| = 4.
By [19] Proposition 3.1, we have
hw(Bweq,l) ⊂ Iq+1,l (1 ≤ l ≤ q + 1) and hw(Bweq,l+q+2) ⊂ Iq,l (1 ≤ l ≤ q).
Since hw : Bw → [−2, 2] is a bijection, hw(Gj) ⊃ G˜(q)j for each j. Fix a gap Gj in Bw,
then there exists xj ∈ Gj such that
(3.4) |h′w(xj)||Gj | = |hw(Gj)| ≥ |G˜(q)j |.
Recall that q ≤ M. By Theorem 2, (3.3), (3.4), there exist a constant c(M,V ) > 0 such
that
|Gj |
|Bw| ≥
g
4
· |h
′
w(x∗)|
|h′w(xj)|
≥ cg =: C1(M,V ) > 0.
If tw = III, the same proof as above shows that there exists a constant C2(M,V ) > 0
such that for any gap G in Bw we have
|G|
|Bw| ≥ C2(M,V ) > 0.
Let C = min{C1, C2}, the result follows. 
4. Hausdorff dimension of the dynamical subsets
From Section 4 to Section 6, we always fix κ ∈ N and α ∈ Fκ with continued fraction
expansion [a0; a1, · · · , anˆ, κ, κ, · · · ]. In this section, we will study the Hausdorff dimension
and Hausdorff measure of Σα,V by the aid of the dynamical system (Ω
(κ), σ).
We have coded Σα,V by a symbolic space Ω
(α). We also noticed that in general it is
hard to define a dynamic on Ω(α). However since now α is of eventually constant type,
if we shift Ω(α) nˆ times, we get a subshift of finite type Ω(κ). It is this fact which makes
it possible to use the machinery of thermodynamical formalism to study the Hausdorff
dimensions of the spectrum, with the aid of (Ω(κ), σ).
At the technique level, our strategy is as follows: At first we introduce a family of
subsets of Σα,V , which we called dynamical subsets, such that each subset in this family
can be coded by (Ω(κ), σ) and the union of them are the whole spectrum. With the aid of
(Ω(κ), σ), we can obtain all the fractal properties of the dynamical subset. Finally we will
show that all the properties keep unchanged when we exhaust all the possible choices of
subsets. Thus we get a global result for the whole spectrum. We will finish the final step
in Section 7.
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4.1. Dynamical subsets.
Fix N = Nα ≥ 4 + nˆ such that AN−nˆκ > 0. Then the set of the last letters of words in
Ω
(α)
N is Aκ. In other words,
{wN : w ∈ Ω(α)N } = Aκ.
Since κ is fixed, we write ei := eκ,i ∈ Aκ for simplicity. Define a subsets of (Ω(α)N )2κ+2 as
(4.1) D = D(α) := {(we1 , · · · , we2κ+2) ∈ (Ω(α)N )2κ+2 : weiN = ei, i = 1, · · · , 2κ+ 2}.
We denote by ~w := (we1 , · · · , we2κ+2) an element in D. Recall that Xw = π([w]) for each
w ∈ Ω(α)∗ . Given ~w ∈ D, define
Σ~w :=
2κ+2⋃
i=1
Xwei .
It is seen that Σ~w is made of 2κ+ 2 N -level basic sets of Σα,V and
Σα,V =
⋃
~w∈D
Σ~w.
Now we define a projection π~w : Ω
(κ) → Σ~w as
(4.2) π~w(ω) = π(w
ω0σω) = π(wω0 ⋆ ω)
(see the definition of v ⋆ w in Section 2.2). It is ready to show that π~w is a one-to-one
map. We call Σ~w a dynamical subset of Σα,V .
We will study the dimension properties of Σ~w at first, then by comparing two different
dynamical subsets Σ~v and Σ~w, we obtain a global picture(we will finish this in Section 7).
From now on until the end of this section we will fix some ~w ∈ D.
4.2. Almost additive potentials related to Lyapunov exponents.
We will define some Ψ ∈ C−aa(Ω(κ), σ), which captures the exponential rate of the length
of the generating bands and can be viewed as Lyapunov exponent function. We will see
that Ψ is intimately related to the Hausdorff dimension of Σ~w.
For each n ∈ N and each ω ∈ Ω(κ), define
(4.3) ψn(ω) := ln |Bwω0ω[1,··· ,n]| = ln |Bwω0⋆ω|n |,
where |Bw| denote the length of Bw.
Lemma 7. Ψ = {ψn : n ≥ 0} ∈ C−aa(Ω(κ), σ) and Ψ has bounded variation property.
Proof. Given ω ∈ Ω(κ) we have ψn(ω) = ln |Bwω0ω[1,··· ,n]|, ψn+k(ω) = ln |Bwω0ω[1,··· ,n+k]|
and ψk(σ
nω) = ln |Bwωnω[n+1,n+k]|. By Theorem 3,
|Bwω0ω[1,··· ,n+k]|
|Bwω0ω[1,··· ,n]|
∼V,α
|Bwωnω[n+1,n+k]|
|Bwωn | .
Notice that there are only finitely many different bands Bw with |w| = N +1 and N only
depends on α, thus we conclude from the above equation that
|ψn+k(ω)− ψn(ω)− ψk(σnω)| ≤ C(V, α) =: C(Ψ).
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Thus Ψ is almost additive.
Recall that N ≥ 4 + nˆ. By (2.4) we have
(4.4) (n+N) ln c3 ≤ ψn(ω) ≤ −n ln 2.
Thus Ψ ∈ C−aa(Ω(κ), σ).
By the definition, if u ∈ Ω(κ)n and ω, ω˜ ∈ [u], then
ψn(ω) = ln |Bwu0u[1,··· ,n]| = ψn(ω˜).
So Ψ has bounded variation property with constant D(Ψ) = 0. 
4.3. Weak-Gibbs metric on Ω(κ).
Since Ψ ∈ C−aa(Ω(κ), σ), we can define the weak-Gibbs metric dΨ on Ω(κ) according to
(2.6) as follows. Given ω, ω˜ ∈ Ω(κ). If ω0 6= ω˜0, define dΨ(ω, ω˜) := diam(Σα,V ). If ω0 = ω˜0
define
dΨ(ω, ω˜) := sup
ω′∈[ω∧ω˜]
exp(ψ|ω∧ω˜|(ω
′)) = |Bwω0⋆(ω∧ω˜)|.
Denote by | · | the standard metric on R. Then we have
Proposition 1. π~w : (Ω
(κ), dΨ)→ (Σ~w, | · |) is a bi-Lipschitz homeomorphism.
Proof. Given ω, ω˜ ∈ Ω(κ). Assume ω|n = ω˜|n and ωn+1 6= ωn+1. Then we have dΨ(ω, ω˜) =
|Bwω0⋆ω|n |. Write x := π~w(ω) and y := π~w(ω˜). It is seen that x, y ∈ Bwω0⋆ω|n , consequently
|x− y| ≤ |Bwω0⋆ω|n | = dΨ(ω, ω˜).
On the other hand, since ωn+1 6= ω˜n+1, there is a gap G of order n+N which is contained
in (x, y). By Lemma 6, there exists a constant C = C(α, V ) such that
|x− y| ≥ |G| ≥ C|BG| = C|Bwω0⋆ω|n | = CdΨ(ω, ω˜).
Thus π~w is a bi-Lipschitz homeomorphism. 
Remark 2. This proposition is crucial for studying the dimensional properties of the
spectrum and the density of states measure. Because by this proposition, the metric
property on (Ω(κ), dΨ) is the same with that on (Σ~w, | · |) (see for example [17] chapter
2). Thus we can convert the dimension problem of the spectrum completely to that of the
symbolic space. We will use this proposition repeatedly in what follows.
4.4. Bowen’s formula, Hausdorff dimension and Hausdorff measure of Σ~w.
Since Ψ ∈ C−aa(Ω(κ), σ), by Corollary 1, P (sΨ) = 0 has a unique solution s˜V = s˜V,~w. By
Lemma 7, Ψ has bounded variation, so does s˜VΨ. Let m be the unique Gibbs measure
related to s˜VΨ. Then
Theorem 8. m ≍ Hs˜V |Ω(κ) . Thus 0 < Hs˜V (Ω(κ)) < ∞. Consequently dimH m =
dimH Ω
(κ) = s˜V and Hs˜V |Ω(κ) is exact dimensional. Moreover
(4.5) s˜V =
hm(σ)
−Ψ∗(m) .
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Proof. By Theorem 5 (i), there exists a constant C > 1 such that for any u ∈ Ω(κ)n
C−1 ≤ m([u])
exp(s˜V ψn(ω))
≤ C (∀ω ∈ [u]).
Together with the definition of weak-Gibbs metric, we conclude that
(4.6) C−1diam([u])s˜V ≤ m([u]) ≤ C diam([u])s˜V .
Then by the definition of Hausdorff measure it is ready to show that Hs˜V |Ω(κ) ≍ m.
Consequently 0 < Hs˜V (Ω(κ)) <∞ and dimH Ω(κ) = s˜V .
On the other hand (4.6) obviously implies that dm(x) = s˜V for all ω ∈ Ω. Thus m and
Hs˜V |Ω(κ) are exact dimensional. Finally by (2.7) we get
s˜V = dimH m =
hm(σ)
−Ψ∗(m) .

Remark 3. The equality s˜V = dimH Ω
(κ) is known as Bowen’s formula and (4.5) is kind of
Young’s formula. Both are very famous in the classical theories. Since dimH m reach the
dimension of the whole space Ω(κ), we say that m is the measure of maximal dimension.
Now we introduce the notion of “Gibbs type measure”.
Definition 3. Assume X is a compact metric space and can be written as
X =
m⋃
i=1
ni⋃
j=1
Xij
where Xij are compact and disjoint. µ is a measure supported on X. We say that µ is a
Gibbs type measure, if there exists a topologically mixing subshift of finite type (ΣA, σ) with
alphabetA = {1, · · · ,m} such that for any choice τ = (τ1, · · · , τm), 1 ≤ τi ≤ ni; 1 ≤ i ≤ m,
there exist a weak Gibbs metric dτ on ΣA, a Gibbs measure ντ on ΣA and a bi-Lipschitz
map φτ : ΣA → Xτ =
⋃m
i=1Xiτi such that
φτ ([i]) = Xiτi and φ
τ
∗(ντ ) ≍ µ|Xτ .
Lemma 8. If X is defined as above and µ is a Gibbs type measure supported on X, then
µ is exact dimensional.
Proof. By Theorem 7, for each τ , ντ is exact dimensional. Since φ
τ is bi-Lipschitz, we
conclude that µ|Xτ is exact dimensional. Especially µ|Xiτi is exact dimensional and the
dimensions of µ|Xiτi are the same for 1 ≤ i ≤ m. Since we can choose τ freely, we conclude
that µ = µ|X is exact dimensional. 
By using Propsition 1 we have the following consequence.
Theorem 9. Hs˜V |Σ~w is a Gibbs type measure, consequently Hs˜V |Σ~w is exact dimensional
and 0 < Hs˜V (Σ~w) <∞. Thus dimH Σ~w = s˜V and
(4.7) s˜V =
hm(σ)
−Ψ∗(m) .
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Proof. By Proposition 1, π~w is a bi-Lipschitz homeomorphism. By general principle on
Hausdorff measure(see for example [17]) We conclude that (π~w)∗(Hs˜V |Ω(κ)) ≍ Hs˜V |Σ~w . By
Theorem 8, we get (π~w)∗(m) ≍ Hs˜V |Σ~w , thus Hs˜V |Σ~w is a Gibbs type measure. By Lemma
8, it is exact dimensional. The other results follow from Theorem 8 and the fact that π~w
is bi-Lipschitz. 
5. The density of states measure
In this section we study Nα,V . We will show that Nα,V is a Markov measure and in
some sense the measure of maximal entropy. Recall that α = [a0; a1, · · · , anˆ;κ, κ, · · · ].
5.1. Nα,V is a Markov measure.
Let Hn be the restriction of Hα,V,0 to the box [1, qn] with periodic boundary condition.
Let Xn = {xn,1, · · · , xn,qn} be the eigenvalues of Hn. Recall that σn is defined in (2.2).
Lemma 9. Each band in σn contains exactly one value in Xn.
Proof. This comes from the Bloch theory. Write un = (v1 · · · vqn)Z and defineH(n) = Hun ,
then σn = σ(Hun) is made of qn disjoint bands. There is another way to represent the
spectrum by using the Bloch wave. Consider the solution of H(n)ψθ = xψθ of the Bloch
type, i.e. ψθ(m) = e
imθu(m) with u(m) = u(m+qn) and some θ ∈ [0, 2π]. When θ ∈ [0, 2π]
is fixed, H(n)ψθ = xψθ has exact qn solutions. We denote the set of eigenvalues as Eθ.
Then each band in σn contains exact one point of Eθ, moreover
σn =
⋃
θ∈[0,2π]
Eθ.
Now it is direct to check that Xn = E0 is the set of endpoint of each band which is related
to the phase θ = 0. 
Define
νn =
1
qn
qn∑
i=1
δxn,i .
It is well known that νn → Nα,V weakly(see for example [8]).
Lemma 10. There exist constants Cα > 0 and
(5.1) CI =
ακ
1 + α2κ
, CII =
α2κ
1 + α2κ
and CIII =
ακ(ακ − 1)
1 + α2κ
such that for any n > nˆ and Bw ∈ Bn we have
Nα,V (Bw) = CαCtwα−nκ .
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Proof. By Lemma 1, Aˆκ has eigenvalues ακ,−1 and −1/ακ, then there exists invertible
matrix P such that Aˆκ = P · diag(ακ,−1,−1/ακ) · P−1. By (2.1), for l ≥ nˆ we have
(
ql
ql−1
)
=
(
κ 1
1 0
)l−nˆ(
anˆ 1
1 0
)
· · ·
(
a1 1
1 0
)(
1
0
)
.
From this it is easy to show that there exist two constants cα > 0, dα such that
(5.2) ql = cαα
l
κ + dα(−ακ)−l.
Notice that ak = κ for any k ≥ n since n > nˆ. Thus for any l > n, by Lemma 2 and
Lemma 9, we have
νl(Bw) =
∑
|u|=l+1,w≺u
νl(Bu)
=
#{u : |u| = l + 1, w ≺ u, tu = II, III}
ql
=
vtw · Aˆl−nκ · v∗
cααlκ + dα(−ακ)−l
(by (5.2) and (2.3))
=
vtw · P · diag(αl−nκ , (−1)l−n, (−ακ)n−l) · P−1 · v∗
cααlκ + dα(−ακ)−l
=
Ctwα
l−n
κ + Ctw,2(−1)l−n + Ctw ,3(−ακ)n−l
cααlκ + dα(−ακ)−l
.
Since Bw ∩ Σα,V is open and closed in Σα,V and νl → Nα,V weakly, by taking a limit we
get
Nα,V (Bw) = Ctw
cα
α−nκ =: CαCtwα
−n
κ .
By a simple computation, we get (5.1). 
Recall that we denote ej := eκ,j for simplicity. Define a matrix Q = (qeiej) of order
2κ+ 2 as
(5.3) qeiej =


Ctej
Ctei
· α−1κ ei → ej
0 otherwise
Proposition 2. Q is a primitive stochastic matrix. Let p = (pe1 , · · · , pe2κ+2) be the
stationary distribution of Q, i.e. the unique probability vector p such that pQ = p, then
(5.4) peκ+2 =
ακ
κακ + 2
.
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Proof. By the definition, qeiej > 0 if and only if Aκ(i, j) > 0. Since Aκ is primitive, so is
Q. Denote the i-th row of Q by qi. By the definition of qeiej and (5.1), we have
(5.5) qi =


(0, · · · , 0︸ ︷︷ ︸
κ+1
, 1, 0, · · · , 0︸ ︷︷ ︸
κ
) i = 1, · · · , κ+ 1
(
1
α2κ
, · · · , 1
α2κ︸ ︷︷ ︸
κ+1
, 0,
ακ − 1
α2κ
, · · · , ακ − 1
α2κ︸ ︷︷ ︸
κ
) i = κ+ 2
(
1
ακ(ακ − 1) , · · · ,
1
ακ(ακ − 1)︸ ︷︷ ︸
κ
, 0, 0,
1
ακ
, · · · , 1
ακ︸ ︷︷ ︸
κ−1
, 0) i = κ+ 3, · · · , 2κ+ 2.
It is seen that Q is a stochastic matrix.
We write pi = pei temporarily. Write δ := α
−2
κ and β := (ακ(ακ − 1))−1. Since p = pQ,
we have 

δpκ+2 + β(pκ+3 + · · ·+ p2κ+2) = pi (i = 1 · · · , κ)
δpκ+2 = pκ+1
p1 + · · · + pκ+1 = pκ+2.
Then we have
pκ+2 = p1 + · · ·+ pκ+1 = (κ+ 1)δpκ+2 + κβ(pκ+3 + · · · + p2κ+2).
Notice that p is a probability vector, thus we have
1 = (p1 + · · ·+ pκ+1) + pκ+2 + (pκ+3 + · · ·+ p2κ+2) = (2 + (ακ − 1)
2
ακ
)pκ+2.
Then we get pκ+2 = ακ/(κακ + 2). 
Now we have the following structure for Nα,V :
Proposition 3. For any n > nˆ and any u ∈ Ω(α)n , the maesure Nα,V |Bu is a Markov
measure with transition matrix Q.
Proof. For any uw1 · · ·wk ∈ Ω(α)n+k, by using Lemma 10 repeatedly, we have
Nα,V (Xuw1···wk) = Nα,V (Xu) ·
Nα,V (Xuw1)
Nα,V (Xu) · · · · ·
Nα,V (Xuw1···wk)
Nα,V (Xuw1···wk−1)
= Nα,V (Xu)qw0w1qw1w2 · · · qwk−1wk ,
where w0 is the last letter of u. Then the result follows. 
5.2. Nα,V and the measure of maximal entropy.
To study the dimension property of Nα,V , we need to go back to the TDS (Ω(κ), σ)
again. We will establish the relation between Nα,V and the measure of maximal entropy
and obtain the dimension formula of Nα,V .
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Define stochastic matrix Q according to (5.3). Let µQ be the unique invariant Markov
measure on the subshift (Ω(κ), σ) with transition matrix Q. It is well known that µQ is a
Gibbs measure on Ω(κ) with additive potential φ : Ω(κ) → R defined by
φ(ω) := ln qω0ω1 .
Note that φ ≤ 0. Write Φ = (φn)∞n=0 with φn = Snφ, then Φ is a family of additive
potentials. By the definition of Gibbs measure it is not hard to compute that P (Φ) = 0.
Theorem 10. µQ is the measure of maximal entropy and the Parry measure of the subshift
(Ω(κ), σ). Moreover µQ is exact dimensional with
(5.6) dimH µQ =
hµQ(σ)
−Ψ∗(µQ) =
lnακ
−Ψ∗(µQ) .
Proof. At first since (Ω(κ), σ) is a topologically mixing subshift and the incidence matrix
Aκ has Perron-Frobenius eigenvalue ακ, we have htop(σ) = lnακ(see for example [41]).
Recall that p is the stationary distribution satisfying pQ = p. Then for any u ∈ Ω(κ)n ,
we have µQ([u]) = pu0qu0u1 · · · qun−1un . For each e ∈ Aκ, fix some we ∈ Ω(α)N such that
weN = e. Then by Proposition 3,
µQ([u]) = pu0qu0u1 · · · qun−1un =
pu0
Nα,V (Xwu0 )Nα,V (Xw
u0u[1,··· ,n]).
Then by Lemma 10, for any ω ∈ Ω(κ),
lim
n→∞
− lnµQ([ω|n])
n
= lim
n→∞
− lnNα,V (Xwω0ω[1,··· ,n])
n
= lnακ = htop(σ).
By Shannon-McMillan-Breiman Theorem, we conclude that hµQ(σ) = htop(σ). Since the
measure of maximal entropy is unique, which is the so called Parry measure (see for
example [41] chapter 8), we conclude that µQ is the the measure of maximal entropy and
the Parry measure of the system (Ω(κ), σ).
Since µQ is a Gibbs measure, by Theorem 7, µQ is exact dimensional and the Hausdorff
dimension of µQ is given by (5.6). 
Remark 4. The proof indeed gives that for any u ∈ Ω(κ)n
(5.7) µQ([u]) ∼ α−nκ .
We fix again a ~w ∈ D and let π~w be defined as in (4.2).
Theorem 11. Nα,V |Σ~w is a Gibbs type measure. It is exact dimensional and
(5.8) dimH Nα,V |Σ~w =
lnακ
−Ψ∗(µQ) .
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Proof. Write νQ := (π~w)∗(µQ). By Proposition 3 we have
νQ(Xwu0u[1,··· ,n]) = µQ([u]) = pu0qu0u1 · · · qun−1un =
pu0
Nα,V (Xwu0 )Nα,V (Xw
u0u[1,··· ,n]).
Consequently νQ ≍ Nα,V |Σ~w . Since µQ is a Gibbs measure, we conclude that Nα,V |Σ~w is a
Gibbs type measure. Since π~w : Ω
(κ) → Σ~w is bi-Lipschitz and νQ ≍ Nα,V |Σ~w , we conclude
that both measures νQ and Nα,V |Σ~w are exact dimensional and has the same Hausdorff
dimension with µQ. 
6. Multifractal analysis and optimal Ho¨lder exponent of Nα,V
In this section we study the optimal Ho¨lder exponent ofNα,V restricted to the dynamical
subset Σ~w. We will see that the exponent can be obtained from the multifractal analysis
of Nα,V |Σ~w .
At first we conduct the multifractal analysis of µQ, then by the bi-Lipschitz homeomor-
phism π~w, the result is converted to that of Nα,V |Σ~w .
6.1. Multifractal analysis of µQ.
We begin with two useful lemmas:
Lemma 11. For any ω ∈ Ω(κ), we have
(6.1) dµQ(ω) = lim infn→∞
φn(ω)
ψn(ω)
and dµQ(ω) = lim sup
n→∞
φn(ω)
ψn(ω)
.
Proof. Fix ω ∈ Ω(κ) and r > 0 very small. Assume n is the unique number such that
(6.2) exp(ψnn0(ω)) = |Bwω0ω[1,··· ,nn0]| < r ≤ |Bwω0ω[1,··· ,(n−1)n0]| = exp(ψ(n−1)n0(ω)),
where n0 is given in Lemma 4. Thus [ω|nn0 ] ⊂ B(ω, r) ⊂ [ω|(n−1)n0 ]. Consequently
(6.3) µQ([ω|nn0 ]) ≤ µQ(B(ω, r)) ≤ µQ([ω|(n−1)n0 ]).
Notice that for any u ∈ Ω(κ)n and ω′ ∈ [u], we have
µQ([u]) = pu0qu0u1 · · · qun−1un = pu0 exp(Snφ(ω′)) = pu0 exp(φn(ω′)).
Combine (6.2) and (6.3) we get
φ(n−1)n0(ω) + ln pω0
ψnn0(ω)
≤ lnµQ(B(ω, r))
ln r
≤ φnn0(ω) + ln pω0
ψ(n−1)n0(ω)
.
By (2.4), cN+nn03 ≤ r ≤ 22−N−(n−1)n0 , thus n → ∞ when r → 0. By (5.7), φn(ω) ≤
−n lnακ + c. By (4.4), ψn(ω) ≤ −n ln 2. Now by using the definition of almost additive
potential and taking the upper and lower limits we get the result. 
Lemma 12. There exists d1 = d1(κ) < d2 = d2(κ) < 0 such that for any µ ∈ M(Ω(κ), σ),
we have
(6.4) d1 ≤ Φ∗(µ) ≤ d2.
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Proof. Since Φ is additive and µ is invariant, we have
Φ∗(µ) =
∫
Ω(κ)
φdµ =
∫
Ω(κ)
S3φ
3
dµ.
By the definition we get
S3φ(ω) = ln qω0ω1qω1ω2qω2ω3 .
We discuss two cases. At first we assume κ = 1. By (5.5) we know that
qeiej


= 1 (i, j) = (1, 3); (2, 3); (4, 1)
∈ (0, 1) (i, j) = (3, 1); (3, 2); (3, 4)
= 0 otherwise
It is seen that if ei0ei1ei2 is admissible, then there exists at least one j ∈ {0, 1, 2} such
that ij = 3. Write qmin = min{qe3e1 , qe3e2 , qe3e4} and qmax = max{qe3e1 , qe3e2 , qe3e4} then
0 < qmin ≤ qmax < 1. Thus
3 ln qmin ≤ S3φ(ω) ≤ ln qmax.
Next we assume κ ≥ 2. By (5.5), qeiej = 1 if and only if i ≤ κ + 1 and j = κ + 2.
Write qmin := min{qeiej : ei → ej ; qeiej 6= 1} and qmax := max{qeiej : ei → ej ; qeiej 6= 1}.
Then 0 < qmin ≤ qmax < 1. From the structure of Aκ, it is ready to see that if ei0ei1ei2 is
admissible, then i1 6= κ+ 2 or i2 6= κ+ 2. Thus we still have
3 ln qmin ≤ S3φ(ω) ≤ ln qmax.
Take d1 = ln qmin and d2 = ln qmax/3 we get the result. 
Consider the function Q(q, t) := P (qΦ + tΨ). By Corollary 1, since Ψ ∈ C−aa(Ω(κ), σ),
for each q ∈ R fixed, there exists a unique number τ(q) such that Q(q, τ(q)) = 0. Define
B := {Φ∗(µ)
Ψ∗(µ)
: µ ∈ M(Ω(κ), σ)}.
Then B = [β∗, β∗] is an interval.
Theorem 12. (i) Define Λβ := {ω ∈ Ω(κ) : dµQ(ω) = β}. Then Λβ 6= ∅ if and only if
β ∈ B. For any β ∈ B
dimH Λβ = τ
∗(β) := inf
q∈R
(τ(q) + βq).
(ii) There exist two constants 0 < C1(α, V ) ≤ C2(α, V ) such that C1 ≤ β∗ ≤ β∗ ≤ C2.
Moreover
(6.5) β∗ = inf
ω∈Ω
dµQ(ω) and β
∗ = sup
ω∈Ω
dµQ(ω).
Thus β∗ is the optimal Ho¨lder exponent of µQ.
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Proof. (i) Recall the definition in Section 2.4.2. By (6.1) we have Λβ = ΛΦ/Ψ(β) and
τ(q) = LΦ/Ψ(q, β) − qβ. Thus by Theorem 6 we have Λβ 6= ∅ if and only if β ∈ B.
Moreover if β ∈ B we have
dimH Λβ = L⋆Φ/Ψ(β) = inf
q∈R
(τ(q) + βq).
(ii) By (4.4), for any invariant measure µ we have
ln c3 ≤ Ψ∗(µ) ≤ − ln 2 < 0.
By (6.4), for any invariant measure µ we have
d1 ≤ Φ∗(µ) ≤ d2 < 0.
From this we conclude that
0 < C1 :=
d2
ln c3
≤ β∗ ≤ Φ∗(µ)
Ψ∗(µ)
≤ β∗ ≤ d1− ln 2 =: C2.
Now fix any ω ∈ Ω(κ). By Lemma 11 we have
dµQ(ω) = lim infn→∞
φn(ω)
ψn(ω)
= lim
k→∞
φnk(ω)
ψnk(ω)
.
By choosing a further subsequence we can further assume that (
∑nk−1
j=0 δσjω)/nk → µ.
Then µ is invariant and by [20] Lemma A.4(ii), we have
lim
k→∞
φnk(ω)
nk
= Φ∗(µ) and lim
k→∞
ψnk(ω)
nk
= Ψ∗(µ).
Thus dµQ(ω) ∈ B. Similarly we can show that dµQ(ω) ∈ B. On the other hand, since Λβ∗
and Λβ∗ are all nonempty, there exist ω∗ and ω
∗ such that dµQ(ω∗) = β∗ and dµQ(ω
∗) = β∗.
Thus (6.5) holds. 
In the following we will give another expression for the optimal Ho¨lder exponent of µQ,
which is more convenient when we study the asymptotic property.
Write ψn,min := inf{ψn(ω) : ω ∈ Ω(κ)}. By the almost additivity of Ψ we have
ψn+k,min ≥ ψn,min + ψk,min − C(Ψ).
Thus {C(Ψ) − ψn,min : n ≥ 0} form a sub-additive sequence. Then it is well known that
the following limit exists
lim
n→∞
ψn,min
n
= sup
n≥0
ψn,min − C(Ψ)
n
=: Ψmin.
Notice that by (4.4), we have Ψmin ≤ − ln 2 < 0.
Proposition 4. We have
γµQ =
lnακ
−Ψmin .
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Proof. At first we show γµQ ≥ − lnακ/Ψmin. It is sufficient to show that dµQ(ω) ≥
− lnακ/Ψmin for any ω ∈ Ω(κ). By the definition of φn and µQ we have
φn(ω) = ln qω0ω1 · · · qωn−1ωn = ln
µQ([ω|n])
pω0qωnωn+1
.
By (5.7) we have
(6.6) lim
n→∞
φn(ω)
n
= lim
n→∞
lnµQ([ω|n])
n
= − lnακ.
On the other hand we have
(6.7) lim inf
n→∞
ψn(ω)
n
≥ lim
n→∞
ψn,min
n
= Ψmin.
Combining (6.6), (6.7) and (6.1) we get
dµQ(ω) = lim infn→∞
φn(ω)
ψn(ω)
≥ lnακ−Ψmin .
Next we show γµQ ≤ − lnακ/Ψmin. It is sufficient to show that for any ǫ > 0 small
dµQ(ω
ǫ) < lnακ/(−Ψmin − ǫ) for some ωǫ ∈ Ω(κ). By (6.6), it is sufficient to show that
lim infn→∞ ψn(ω
ǫ)/n ≤ Ψmin + ǫ for some ωǫ ∈ Ω(κ). We find such a ωǫ as follows.
Recall that the incidence matrix Aκ is primitive, thus there exists Nκ such that A
Nκ−2
κ
are positive. At first take n0 big enough such that
(6.8)
‖ψNκ‖∞
n0
≤ ǫ
8
,
C(Ψ)
n0
≤ ǫ
8
, −4NκΨmin ≤ n0ǫ and ψn0,min ≤ n0(Ψmin + ǫ/4).
Let ω˜ ∈ Ω(κ) such that ψn0(ω˜) = ψn0,min. Since ANκ−2κ is positive, we can find w ∈ Ω(κ)Nκ−2
such that both u := ω˜|n0w and wω˜|n0 are admissible. Thus ωǫ := u∞ ∈ Ω(κ). Notice that
|u| = |ω˜|n0 |+ |w| = n0 + 1 +Nκ − 1 = n0 +Nκ. Let n1 = n0 +Nκ. By the definition of Ψ
we have ψn0(ω˜) = ψn0(ω
ǫ). By almost additivity and (6.8) we have
ψn1(ω
ǫ) ≤ ψn0(ωǫ) + ψNκ(σn0ωǫ) + C(Ψ) ≤ ψn0(ω˜) +
n0ǫ
8
+
n0ǫ
8
(6.9)
≤ n0(Ψmin + ǫ
4
) +
n0ǫ
4
≤ n1(Ψmin + 3ǫ/4).
Notice that by the definition of ωǫ we have σjn1ωǫ = ωǫ for any j ≥ 0. Again by almost
additivity we get
ψkn1(ω
ǫ) ≤
k−1∑
j=0
ψn1(σ
jn1ωǫ) + (k − 1)C(Ψ) ≤ kψn1(ωǫ) + kC(Ψ).
Combining with (6.9) and (6.8) we conclude that
ψkn1(ω
ǫ) ≤ kn1(Ψmin + ǫ).
Consequently we have
lim inf
n→∞
ψn(ω
ǫ)
n
≤ lim inf
k→∞
ψkn1(ω
ǫ)
kn1
≤ Ψmin + ǫ.

26
6.2. Multifractal analysis of Nα,V |Σ~w .
Through the bi-Lipschitz homeomorphism π~w, we have the following:
Theorem 13. Let B = [β∗, β∗] and τ be defined as above. Define Λβ := {x ∈ Σ~w :
dNα,V (x) = β}, then Λβ 6= ∅ if and only if β ∈ B. For any β ∈ B
dimH Λβ = τ
∗(β) := inf
q∈R
(τ(q) + βq).
Moreover β∗ is the optimal Ho¨lder exponent of Nα,V |Σ~w and
(6.10) β∗ = γNα,V |Σ~w
=
lnακ
−Ψmin .
Proof. Given ω ∈ Ω(κ), write x = π~w(ω). Since π~w is a bi-Lipschitz homeomorphism, we
have dµQ(ω) = dNα,V (x) and dµQ(ω) = dNα,V (x). Then Theorem 13 follows from Theorem
12 and Proposition 4. 
7. Global picture
In this section we obtain the global picture and prove Theorem 1 (i), (ii) and (iii) by
comparing any two different dynamical subsets Σ~v and Σ~w.
7.1. Comparison of dynamical subsets.
Recall that for any α ∈ Fκ, we defined D(α) according to (4.1). For any ~w ∈ D(α) fixed,
we defined the potential Ψ = Ψ~w. Let s˜V,~w be the root of P (sΨ~w) = 0. Let d~w = dΨ~w
be the weak Gibbs metric on Ω(κ). Let m~w be the Gibbs measure with potential s˜V,~wΨ~w.
Let d˜V,~w = dim
~w
H µQ be the Hausdorff dimension of µQ on the metric space (Ω
(κ), d~w). Let
γ˜V,~w be the optimal Ho¨lder exponent of µQ on the metric space (Ω
(κ), d~w).
Now we fix α, α˜ ∈ Fκ. Define D(α) and D(α˜) according to (4.1). Choose ~w ∈ D(α) and
~v ∈ D(α˜), we will compare all the quantities related to dynamical subsets Σ~w and Σ~v.
Theorem 14. Fix α, α˜ ∈ Fκ and ~w ∈ D(α), ~v ∈ D(α˜). Then d~v is equivalent to d~w,
m~v = m~w and
s˜V,~v = s˜V,~w, d˜V,~v = d˜V,~w and γ˜V,~v = γ˜V,~w.
Proof. At first we show that d~v is equivalent to d~w. Given ω, ω˜ ∈ Ω(κ) and ω 6= ω˜. If
ω0 6= ω˜0, then
(7.1) d~v(ω, ω˜) = diam(Σα˜,V ) and d~w(ω, ω˜) = diam(Σα,V ).
Now assume ω0 = ω˜0 = e. Then
d~v(ω, ω˜) = |Bve⋆ω∧ω˜| and d~w(ω, ω˜) = |Bwe⋆ω∧ω˜|.
Notice that #D(α)(#D(α˜)) is bounded by a constant only depending on α(α˜). It is also
clear that the partial quotients of α and α˜ are bounded by some constant only depending
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on α and α, since α, α˜ ∈ Fκ. Thus by Theorem 3 we have
|Bve⋆ω∧ω˜|
|Bwe⋆ω∧ω˜| ∼(α,α˜,V )
|Bve |
|Bwe | ∼(α,α˜,V ) 1.
Together with (7.1) we conclude that d~v(ω, ω˜)/d~w(ω, ω˜) ∼ 1. That is, d~v and d~w are
equivalent.
As a consequence the Hausdorff dimensions and the optimal Ho¨lder exponents of µQ on
(Ω, d~v) and (Ω, d~w) are equal. That is, d˜V,~v = d˜V,~w and γ˜V,~v = γ˜V,~w.
Now we show that s˜V,~v = s˜V,~w and m~v = m~w. Fix ω ∈ Ω(κ), By (4.3) we have
ψ(~v)n (ω) = ln |Bvω0ω[1,··· ,n]| and ψ(~w)n (ω) = ln |Bwω0ω[1,··· ,n]|.
By Theorem 3 we have
|Bvω0ω[1,··· ,n]|
|Bwω0ω[1,··· ,n]|
∼(α,α˜,V )
|Bvω0 |
|Bwω0 | ∼(α,α˜,V ) 1.
From this we conclude that
|ψ(~v)n (ω)− ψ(~w)n (ω)| .(α,α˜,V ) 1.
Now by Theorem 5 (ii), we conclude that P (sΨ~v) = P (sΨ~w) for any s ∈ R, consequently
they have the same zeros. That is, s˜V,~v = s˜V,~w =: s˜V . Since we also have
|s˜V ψ(~v)n (ω)− s˜V ψ(~w)n (ω)| .(α,α˜,V ) 1,
still by Theorem 5 (ii), we have m~v = m~w. 
7.2. Proof of Theorem 1 (i), (ii) and (iii).
(i) Fix α∗ ∈ Fκ and ~w∗ ∈ D(α∗), define
sV (κ) := s˜V,~w∗, dV (κ) := d˜V,~w∗ and γV (κ) := γ˜V,~w∗.
Take any α ∈ Fκ, recall that Σα,V =
⋃
~w∈D(α)Σ~w. By Theorem 14 and Theorem 9, for
any ~v ∈ D(α) we have
dimH Σ~v = s˜V,~v = s˜V,~w∗ = sV (κ).
Consequently
sV (α) = dimH Σα,V = dimH
⋃
~v∈D(α)
Σ~v = sV (κ).
By Theorem 14, Theorem 10 and Theorem 11, for any ~v ∈ D(α) we have
dimH Nα,V |Σ~v = d˜V,~v = d˜V,~w∗ = dV (κ)
and Nα,V |Σ~v is exact dimensional. Then by (1.7),
dV (α) = dimH Nα,V = dV (κ).
By Theorem 14, Proposition 4 and Theorem 13, for any ~v ∈ D(α) we have
γNα,V |Σ~v
= γ˜V,~v = γ˜V,~w∗ = γV (κ).
Then by (1.6),
γV (α) = γNα,V = γV (κ).
28
Then (1.8) holds.
(ii) The result follows from Definition 3, Theorem 9 and the fact that Σα,V =
⋃
~w∈D(α)Σ~w.
(iii) The result follows from Definition 3, Proposition 3, Theorem 11 and the fact that
Σα,V =
⋃
~w∈D(α)Σ~w. 
Remark 5. (1.8) has the following advantage: to compute these three quantities, we can
choose special element in Fκ to make the computation easier. Indeed in next section, we
will always pick ακ ∈ Fκ to do the computation. Moreover, due to Theorem 14, we can fix
any w ∈ D(ακ), and compute γV (κ), dV (κ), sV (κ) by (6.10), (5.8) and (4.7), respectively.
8. Asymptotic properties and the consequences
In this section we discuss the asymptotic properties of γV (κ), sV (κ) and dV (κ) when
V →∞. In particular, we finish the proof of Theorem 1 (iv) and (v).
By Remark 5, in this section we always fix α = ακ and some w ∈ D(ακ). Recall that
we simplify Aκ = {eκ,1, · · · , eκ,2κ+2} to {e1, · · · , e2κ+2}.
8.1. Asymptotic property of γV (κ).
At first we note that Lemma 5 implies the following useful fact: There exists a constant
c = cκ > 1 such that for any w ∈ Ω(ακ)n ,
(8.1) c−nV −(κ−2)|w|eκ+2−n ≤ |Bw| ≤ cnV −(κ−2)|w|eκ+2−n,
where |w|eκ+2 stands for #{1 ≤ i ≤ n : wi = eκ+2}. The proof is a direct computation by
noticing that V > 20.
Proposition 5.
lim
V→∞
γV (1) ln V =
3
2
lnα1 =: ˆ̺1 and lim
V→∞
γV (κ) ln V =
2
κ
lnακ =: ˆ̺κ (κ ≥ 2).
Proof. Fix some ~w ∈ D(ακ) and define Ψ according to (4.3). By Remark 5,
(8.2) γV (κ) =
lnακ
−Ψmin .
Thus we only need to estimate Ψmin. Recall that ψn(ω) = ln |Bwω0ω[1,··· ,n]| = ln |Bwω0⋆ω|n |
and ψn,min = min{ψn(ω) : ω ∈ Ω(κ)}. Thus exp(ψn,min) is just the minimal length of the
bands {Bu : |u| = n+Nκ + 1, wej ≺ u for some j}.
At first we assume κ = 1. Assume u = wejv with |v| = n. Then by (8.1)
(8.3) c−nV |v|e3−n . |Bu| . cnV |v|e3−n
Notice that e1e3e4e1 is admissible. Take u˜ = w
e4 v˜ such that |v˜| = n and v˜ ≺ (e1e3e4)∞.
Then |v˜|e3 ≤ n/3 + 1. Then (8.3) implies that there exists some constant C ( depending
on κ,Nκ, V ) such that
ψn,min ≤ ln |Bu˜| ≤ C + n ln c− 2n
3
lnV.
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On the other hand for any u = wejv with |v| = n, by the definition of the incidence matrix
A1, it is ready to show that |v|e3 ≥ n/3 − 1. Then (8.3) implies that there exists some
constant C ′ ( depending on κ,Nκ, V ) such that
ψn,min ≥ min
u
ln |Bu| ≥ C ′ − n ln c− 2n
3
lnV.
Consequently
− ln c− 2
3
lnV ≤ Ψmin ≤ ln c− 2
3
lnV.
Now by (8.2) we conclude that ˆ̺1 =
3
2 lnα1.
Next we assume κ ≥ 2. Assume u = wejv with |v| = n. Then by (8.1)
(8.4) c−nV −(κ−2)|v|eκ+2−n . |Bu| . cnV −(κ−2)|v|eκ+2−n.
Notice that κ − 2 ≥ 0 and e1eκ+2e1 is admissible. Take u˜ = weκ+2 v˜ such that |v˜| = n
and v˜ ≺ (e1eκ+2)∞. Then |v˜|eκ+2 ≥ n/2 − 1. Then (8.4) implies that there exists some
constant C˜ such that
ψn,min ≤ ln |Bu˜| ≤ C˜ + n ln c− κn
2
lnV.
On the other hand for any u = wejv with |v| = n, since eκ+2eκ+2 is not admissible, we
have |v|eκ+2 ≤ n/2 + 1. Then (8.4) implies that there exists some constant C˜ ′ such that
ψn,min ≥ min
u
ln |Bu| ≥ C˜ ′ − n ln c− κn
2
lnV.
Consequently
− ln c− κ
2
lnV ≤ Ψmin ≤ ln c− κ
2
lnV.
Now by (8.2) we conclude that ˆ̺κ =
2
κ lnακ. 
Remark 6. When κ = 1, 2, we have
ˆ̺1 =
3
2
ln
√
5 + 1
2
and ˆ̺2 = ln(
√
2 + 1).
8.2. Asymptotic property of dV (κ).
Proposition 6.
lim
V→∞
dV (κ) ln V =
κακ + 2
2ακ(ακ − 1) lnακ =: ̺κ.
Proof. By (5.8) we have
dV (κ) = dimH µQ =
lnακ
−Ψ∗(µQ) .
Now we study Ψ∗(µQ). Since µQ is ergodic, by Kingman’s sub-additive ergodic theorem,
for µQ a.e. ω ∈ Ω(κ), we have
−ψn(ω)
n
→ −Ψ∗(µQ).
Recall that by the definition (4.3), ψn(ω) = ln |Bwω0ω[1,··· ,n]|. By (8.1) we have
(8.5) c−nV
−(κ−2)|ω|n|eκ+2
−n
. |Bwω0ω[1,··· ,n]| . cnV −(κ−2)|ω|n|eκ+2−n.
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To get the value −Ψ∗(µQ), we need to know the frequency of eκ+2 in a µQ typical point
ω. Define ϕ(ω) = χ[eκ+2](ω). Since µQ is ergodic, by (5.4) for µQ a.e. ω ∈ Ω(κ) we have
#{1 ≤ j ≤ n : ωj = eκ+2}
n
=
Snϕ(ω)
n
→
∫
Ω
ϕdµQ = µQ([eκ+2]) = peκ+2 =
ακ
κακ + 2
.
Combining with (8.5) we conclude that
2ακ(ακ − 1)
κακ + 2
lnV − ln c ≤ −Ψ∗(µQ) ≤ 2ακ(ακ − 1)
κακ + 2
lnV + ln c.
Now combining with the dimension formula we get the result. 
Remark 7. When κ = 1, 2, we have
̺1 =
5 +
√
5
4
ln
√
5 + 1
2
and ̺2 = ln(
√
2 + 1).
8.3. Asymptotic property of sV (κ).
The asymptotic properties of sV (κ) has been studied in [27, 19, 28]. Let us recall the
result.
For any 0 ≤ x ≤ 1 define
R(x) :=

 0 x(κ−1) 0(κ+ 1)x 0 κx
κx 0 (κ− 1)x


Let ψ(x) be the spectral radius of R(x). Then it is seen that ψ(0) = 0, ψ(1) = ακ and
ψ(x) is continuous and strictly increasing. Assume xκ is the unique number such that
ψ(xκ) = 1, then
Theorem 15 ([27, 19, 28]).
lim
V→∞
sV (κ) ln V = − lnxκ =: ρκ.
In the following we will make xκ explicit. It is seen that for any x > 0, the matrix
R(x) is primitive, thus the spectral radius ψ(x) of R(x) is the largest positive eigenvalue
of R(x). By a direct computation, we have
det(λI3 −R(x)) = λ3 − (κ− 1)xλ2 − (κ+ 1)xκλ− xκ+1.
Thus xκ is the unique number in (0, 1) such that
1− (κ− 1)xκ − (κ+ 1)xκκ − xκ+1 = 0.
Write yκ = 1/xκ, then yκ is the unique number in (1,∞) such that
yκ+1κ − (κ− 1)yκκ − (κ+ 1)yκ − 1 = 0.
We claim that κ− 1 < yκ < κ when κ ≥ 3. Indeed define
F (y) := yκ+1 − (κ− 1)yκ − (κ+ 1)y − 1,
then F (κ − 1) = −κ2 < 0 and F (κ) = κκ − κ(κ + 1) − 1 > 0. Thus F (y) = 0 has a root
in (κ − 1, κ). On the other hand we know that F (y) = 0 has only one root yκ in (1,∞),
thus κ− 1 < yκ < κ.
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Remark 8. When κ = 1, 2, by direct computation we have
ρ1 = ρ2 = ln(
√
2 + 1).
8.4. Proof of Theorem 1 (iv) and (v).
At first we show (iv). The three asymptotic properties have been established by Propo-
sition 5, Proposition 6 and Theorem 15. By Remark 6, 7 and 8 we have ˆ̺2 = ̺2 = ρ2 =
ln(1 +
√
2). When κ 6= 2, it is direct to verify that ˆ̺κ < ̺κ.
Now we show that ̺κ < ρκ for any κ 6= 2.
At first we claim that κ < ακ < κ+1. Indeed define G(x) = x
2−κx−1, then G(κ) = −1
and G(κ + 1) = κ > 0, thus G(x) = 0 has a root in (κ, κ + 1). On the other hand G(x)
has a unique positive root, which is ακ, thus we conclude that κ < ακ < κ+ 1.
Write δκ :=
κακ+2
2ακ(ακ−1)
. We claim that δκ ≤ 2/3 when κ ≥ 8. Indeed for κ ≥ 2 we have
δκ =
κακ + 2
2ακ(ακ − 1) ≤
κ(κ + 1) + 2
2κ(κ − 1) .
By a simple computation we get δκ ≤ 2/3 for κ ≥ 8. As a result for κ ≥ 8 we have
e̺κ = αδκκ ≤ (κ+ 1)2/3.
On the other hand
eρκ = yκ > κ− 1.
Thus for κ ≥ 8 we have
e̺κ ≤ (κ+ 1)2/3 < κ− 1 < eρκ .
That is, ̺κ < ρκ for κ ≥ 8.
By direct computation we get ̺κ < ρκ for 1 ≤ κ < 8 and κ 6= 2. Thus (iv) follows.
Now we show (v). Assume κ 6= 2, then ˆ̺κ < ̺κ < ρκ. By the definition we have
lim
V→∞
γV (κ) ln V < lim
V→∞
dV (κ) ln V < lim
V→∞
sV (κ) ln V.
Consequently there exists V0(κ) > 20 such that for any V ≥ V0(κ),
γV (κ) ln V < dV (κ) ln V < sV (κ) ln V.
That is, γV (κ) < dV (κ) < sV (κ) for V ≥ V0(κ). 
9. Appendix
In this appendix, we give another proof of the fact that dV (κ) < sV (κ) for V ≥ V0(κ)
when κ 6= 2. This proof is more elementary and has the advantage that the constant V0(κ)
can be estimated explicitly.
By (4.7) and (5.6) we have
dV (κ) = dimH µQ =
hµQ(σ)
−Ψ∗(µQ) and sV (κ) = dimH m =
hm(σ)
−Ψ∗(m) .
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At first we claim that if µQ 6= m, then dV (κ) < sV (κ). Indeed by Theorem 5 (iii), the
unique equilibrium state of sV (κ)Ψ is m. Since µQ 6= m we have
hµQ(σ) + sV (κ)Ψ∗(µQ) < hm(σ) + sV (κ)Ψ∗(m) = P (sV (κ)Ψ) = 0.
Since Ψ∗(µQ) < 0 we conclude that
dV (κ) = dimH µQ =
hµQ(σ)
−Ψ∗(µQ) < sV (κ).
Thus we only need to study when µQ 6= m. For this purpose we consider two words un =
((II, 1)κ(I, 1)κ)
3n = (eκ+2e1)
3n and u˜n = ((II, 1)κ(III, 1)κ(I, 1)κ)
2n = (eκ+2eκ+3e1)
2n.
We will estimate respectively the following
µQ([e1u
n]), µQ([e1u˜
n]), m([e1u
n]) and m([e1u˜
n]).
At first by (5.7) we have
µQ([e1u
n]) ∼ α−6n−1κ and µQ([e1u˜n]) ∼ α−6n−1κ .
Consequently
(9.1)
µQ([e1u˜
n])
µQ([e1un])
∼ 1.
Next we estimate m([e1u
n]) and m([e1u˜
n]). Sincem is the Gibbs measure with potential
sV (κ)Ψ, we have
m([e1u
n]) ∼ |Bwe1un |sV (κ) and m([e1u˜n]) ∼ |Bwe1 u˜n |sV (κ).
Now we estimate |Bwe1un | and |Bwe1 u˜n |. At first we have
3n ≤ |we1un|eκ+2 ≤ N + 3n and 2n ≤ |we1 u˜n|eκ+2 ≤ N + 2n.
By (8.1) we have {
c−6nV −3κn . |Bwe1un | . c6nV −3κn
c−6nV −2(κ+1)n . |Bwe1 u˜n | . c6nV −2(κ+1)n
As a consequence we get
(9.2) CnV,κ :=
(
c−12V 2−κ
)n
.
|Bwe1un |
|Bwe1 u˜n | .
(
c12V 2−κ
)n
=: DnV,κ.
Note that c = cκ is a constant only depending on κ. Define V0(κ) := c
12
κ . By (9.2), it is
direct to check that for κ = 1, if V > V0(1), then CV,1 > 1; for κ ≥ 3, if V > V0(κ), then
DV,κ < 1. Consequently if V > V0(κ), then
m([e1u
n])
m([e1u˜n])
∼
( |Bwe1un |
|Bwe1 u˜n |
)sV (κ)
& (CV,1)
nsV (κ) →∞, (n→∞) κ = 1
m([e1u
n])
m([e1u˜n])
∼
( |Bwe1un |
|Bwe1 u˜n |
)sV (κ)
. (DV,κ)
nsV (κ) → 0, (n→∞) κ ≥ 3.
Combine with (9.1) we conclude that µQ 6= m. Then the result follows. 
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