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Resumo
Neste trabalho propusemo-nos estudar a utilização de modelos matemáticos no apoio à
avaliação de um conjunto de alternativas definido em extensão, centrando-nos emmetodologias
para problemas de classificação multicritério. Propusemos modelos onde o conjunto de classes
é parcialmente ordenado e com uma estrutura que pode ser desconhecida a priori ou pode ser
identificada pelo decisor.
Quando o objectivo é identificar grupos (clusters) de alternativas com características si-
milares, e cuja estrutura é desconhecida a priori, o problema é denominado Clustering (ou
Análise de Agrupamentos). Formalmente, clustering com uma estrutura de classes parcial-
mente ordenada consiste em encontrar uma partição onde a relação de ordem parcial é definida
pelas classes: uma classe pode ser melhor ou pior em comparação com outras classes, mas
também pode ser incomparável a outras classes. Este é um tema inovador numa literatura onde
os problemas abordados são predominantemente os de ordenação completa e clustering sem
preferências entre classes.
Desenvolvemos dois tipos de métodos que fazem a junção do clustering com a classifica-
ção multicritério. No primeiro tipo desenvolvemos um modelo muito simples cujo objectivo
é detectar primeiro categorias homogéneas de alternativas e formar de seguida uma estrutura
de ordem parcial com essas categorias detectadas. Neste modelo, os clusters são detectados
com base numa medida de similaridade independente das preferências do decisor. No segundo
tipo de métodos, as preferências do decisor são tidas em conta, ao longo de todo o processo de
decisão. Desenvolvemos para tal dois processos de optimização: um utiliza uma heurística e o
outro programação matemática. A noção de similaridade entre duas classes é substituída, neste
segundo tipo de métodos, por uma avaliação da qualidade da partição obtida. Nos modelos de-
senvolvidos, a estrutura das classes é definida à custa de relações de prevalência e a escolha da
partição desejada pelo decisor pode ser feita com base na qualidade da partição, transitividade,
e intuição do decisor.
Serão ainda discutidos princípios que devem ser seguidos na avaliação da qualidade de
candidatos a partições e de como ajustar uma partição intransitiva.
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Abstract
In this work we intend to investigate the use of mathematical models to support the evalu-
ation of a set of alternatives defined in extension, focusing on methodologies for multicriteria
classification problems. We have proposed models where the set of classes is partially ordered
and with a structure that may be unknown a priori or can be identified by the decision maker.
When the objective is to identify groups (clusters) of alternatives with similar characte-
ristics, and whose structure is unknown a priori, the problem is called Clustering. Formally,
clustering with a structure of partially ordered classes consists in finding a partition where the
partial order relation is defined by the classes: one class can be better or worse compared with
other classes, but can also be incomparable to other classes. This is an innovative issue in
the literature where the problems addressed are predominantly those of complete ranking and
clustering without any preference among classes.
We developed two types of methods that make the fusion of clustering and multicriteria
classification. In the first type we developed a very simple model whose purpose is to detect
first homogeneous categories of alternatives and then form a partial order structure with these
detected categories. In this model, clusters are detected based on a similarity measure indepen-
dent of the decision maker’s preferences. In the second type of methods, the decision maker’s
preferences are taken into account throughout the decision process. We developed two optimi-
zation models: one process uses an heuristic and the other uses mathematical programming.
The notion of similarity between two classes is replaced, in this second type of methods for an
evaluation of the quality of the obtained partition. In the developed models, the class structure
is defined at the expense of outranking relations and the choice of the desired partition can be
made based on the quality of the partition, transitivity, and intuition of the decision maker.
We will also discuss principles to be followed in assessing the quality of candidates to
partitions and how to adjust an partition.
v
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CAPÍTULO 1
Introdução
A Investigação Operacional (IO) tem por objectivo estabelecer bases racionais para a ajuda
à decisão de problemas reais. Tal é conseguido através da compreensão e estruturação desses
problemas, no sentido de prever comportamentos e melhorar os respectivos desempenhos. Para
Antunes e Tavares (2000), os problemas reais são quase sempre sentidos com intensidade, mas
conhecidos com dificuldade, o que para Antunes e Dias (2007) leva a que se deva considerar
três paradigmas:
 adoptar uma formulação sistémica com o objectivo de representar cada problema de
forma tão simples mas tão completa quanto possível;
 potenciar a interdisciplinaridade como espaço de sinergia entre diferentes ramos do co-
nhecimento;
 evitar construir princípios e modelos universais e apostar antes numa metodologia orien-
tada para a resolução de problemas.
Tsoukiàs (2007) defende que o que caracteriza a ajuda à decisão, de um ponto de vista
científico e profissional, é o uso de linguagens formais, que reduzem a ambiguidade da co-
municação humana, e o uso de linguagens que são independentes de um discurso de domínio
específico.
Nos últimos quarenta anos, novas metodologias para a ajuda à decisão foram desenvolvidas
por muitos investigadores e em diversas áreas. Hoje em dia, o estudo desta área faz parte de
muitas disciplinas como psicologia, engenharia, investigação operacional, economia e gestão,
confirmando a sua valiosa contribuição para as diversas áreas de conhecimento. Na verdade,
numerosas são também as aplicações de interesse prático e de investigação dos problemas
de decisão, nomeadamente no campo da medicina, gestão de recursos humanos, marketing,
entre outros (Zopounidis e Doumpos, 2002). Esta particular atenção por parte da comunidade
científica ao processo de ajuda à decisão deve-se a diversos factores tais como as suas fortes
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bases teóricas, a relativa facilidade com que o decisor os entende e utiliza, a implementação
dos seus algoritmos com uma apresentação agradável e de fácil comunicação entre as pessoas
envolvidas no processo de tomada de decisão, e a possibilidade de resolução de problemas reais
(Figueira et al., 2004).
Com uma sociedade cada vez mais complexa, a ajuda à decisão para problemas com cri-
térios conflituosos torna-se particularmente importante. Na verdade, tem sido frequentemente
reconhecido que há vantagens em considerar mais do que um critério na modelação de pro-
blemas, no sentido de aproximar os modelos à realidade. Note-se contudo que a relevância
de uma abordagem multicritério vai para além do argumento “realista”, possuindo um valor
acrescentado intrínseco no processo de modelação e da análise do modelo, apoiando a reflexão
e a criatividade face a um conjunto mais vasto de potenciais soluções (Bouyssou, 1993).
Na presença de múltiplos critérios, o conceito de solução óptima dá lugar à noção de con-
junto de soluções eficientes (não dominadas). Uma solução admissível diz-se eficiente se não
existir uma outra qualquer solução admissível que melhore um dos critérios sem piorar, pelo
menos, um dos outros. A existência de um conjunto vasto de soluções eficientes pode contudo
ser um problema do ponto de vista prático o que leva a que o processo de decisão não se resuma
ao cálculo de soluções eficientes. Na verdade, torna-se necessário considerar as preferências do
decisor para a selecção de uma solução de compromisso final de entre o conjunto das soluções
eficientes. Essa solução de compromisso pode ser, por exemplo, a identificação da alternativa
preferida ou uma ordenação total ou parcial das alternativas.
O nosso trabalho enquadra-se na ajuda à decisão, uma vez que interessa a forma como os
intervenientes de um processo de decisão podem ser ajudados a progredir de acordo com os
seus conhecimentos e preferências. Por outro lado, reporta-se à ajuda multicritério à decisão
uma vez que se foca o uso de modelos de avaliação onde se explicitam múltiplos critérios. O
objectivo da ajuda à decisão multicritério (MCDA- Multicriteria Decision Aiding) é apresentar
uma variedade de ferramentas e metodologias que possam ajudar os intervenientes do processo
de decisão a fazer uma avaliação de um conjunto finito de alternativas definidas à custa de dois
ou mais critérios, os quais estão geralmente em conflito (Belton e Stewart, 2002; Bouyssou et
al., 2000; Doumpos e Zopounidis, 2002).
Podemos distinguir dois grandes grupos de problemas multicritério a que se associam as
correspondentes abordagens metodológicas: a análise multicritério sobre um conjunto finito
de soluções explicitamente conhecido - que se designa habitualmente por análise multicritério
3- e a programação matemática multicritério (ou multiobjectivo) em que o conjunto das solu-
ções admissíveis é definido implicitamente por restrições analíticas. O nosso estudo reporta-se
principalmente à análise multicritério embora numa segunda parte do trabalho se utilize pro-
gramação matemática multiobjectivo.
O primeiro e mais importante passo no estudo de problemas de decisão multicritério é a
identificação da problemática, a qual foi introduzida em MCDA por Roy (1996: 57):
Given the set A of potential actions, the analyst must now determine in what terms he will
pose the problem. What types of results does he envision and how does he see himself fitting
into the decision process to aid in arriving at these results? Towards what will he direct his
investigation? What form does he foresee his recommendation taking? ...We use the word pro-
blematic to describe the analyst´s conception of the way he envisions the aid he will supply in
the problem at hand based on answers to these questions.
Roy (1996) propôs quatro problemáticas gerais de referência em MCDA: Problemática
de Selecção, Problemática de Descrição, Problemática de Classificação (ou de Afectação) e
Problemática de Ordenação. Por vezes, pretende-se simplesmente descrever as acções possí-
veis e as consequências que a escolha de cada uma delas acarreta (descrição). Outras vezes
procura-se classificar cada uma de acordo com um conjunto de categorias pré-definido (afecta-
ção). Finalmente, o objectivo poderá ser ordenar as diferentes acções por ordem de preferência,
sendo necessário compará-las entre si (ordenação).
A problemática de classificação refere-se, geralmente, à avaliação absoluta das acções,
confrontando-as com padrões pré-definidos. Tais padrões podem ser outras acções (designa-
das acções de referência), que podem ser elementos-tipo de uma categoria ou elementos de
fronteira entre categorias. As problemáticas de selecção e ordenação referem-se, geralmente,
à avaliação relativa das acções, confrontando-as entre si. Enquanto que na avaliação absoluta
se utilizam conceitos como “mau” e “bom”, na avaliação relativa utilizam-se conceitos como
“pior” e “melhor”. Assim, pode acontecer que a melhor acção seja má ou que a pior acção seja
boa. O nosso trabalho centra-se na Problemática de Classificação mas com avaliação relativa
das acções.
Existem diferentes formas de resolução de problemas de classificação nas diferentes áreas
de investigação tal como investigação operacional, estatística e data mining. A selecção do
método a utilizar está fortemente relacionada com a informação inicial disponível e com o con-
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junto de objectivos que se pretendem alcançar nos resultados da classificação. São dois os tipos
habituais de problemas de classificação multicritério que diferem na forma como as classes es-
tão definidas: classificação ordinal e classificação nominal. Nos problemas de classificação
ordinal as diferentes classes estão ordenadas segundo uma ordem graduada, começando por
aquelas que incluem as acções mais preferidas até às que incluem as acções menos preferi-
das1. Nos problemas de classificação nominal as classes não estão ordenadas. Por outro lado,
nos problemas de classificação ordinal as acções não são apenas definidas de forma descritiva
pelos critérios (como acontece nos problemas de classificação nominal) mas também com in-
formação preferencial. Por exemplo, num diagnóstico médico, a doença do paciente pode ser
classificada de acordo com os seus sintomas (as diferentes doenças conhecidas são as classes e
os sintomas são os critérios). No entanto, não se pode fazer uma classificação ordinal pois não
se consegue estabelecer uma ordem de preferência entre as doenças. Por outro lado, a avaliação
de projectos é um problema ordinal, onde as classes poderiam ser, por exemplo,C1=“rejeitar",
C2=“averiguar", C3=“aceitar" (C1 é a pior classe e C3 a melhor). Quando a classificação é
nominal, geralmente as classes são definidas através de protótipos e as acções a classificar são
atribuídas de acordo com a similaridade com esses protótipos. Quando a classificação é ordi-
nal, podem-se também definir as classes à custa de protótipos, mas em geral são definidas à
custa de limites (fronteiras) que separam as classes.
Na resolução de diversos problemas práticos uma outra técnica bastante referenciada é
a Análise de agrupamentos (ou Clustering Analysis). Tal como a classificação em MCDA
segundo B. Roy, a análise de agrupamentos pode enquadrar-se na ajuda multicritério à decisão
e o seu objectivo é agrupar um conjunto de acções, avaliadas segundo um conjunto de atributos,
em grupos. A principal forma de distinguir estas duas técnicas reside na definição dos grupos:
na classificação multicritério os grupos são definidos a priori e no segundo caso os grupos
(geralmente denominados clusters) são definidos a posteriori, estando geralmente relacionados
com preocupações descritivas.
Seja com o objectivo de simplificação, exploração ou confirmação, a análise de clusters é
uma poderosa ferramenta analítica que tem uma vasta gama de aplicações e em diversas áreas.
Desde a obtenção de taxonomias em biologia para agregar os organismos vivos, de classifica-
ções psicológicas baseadas em traços de personalidade e outros, à análise de segmentação de
administradores, a análise de clusters sempre teve uma forte tradição de agrupar indivíduos.
1Geralmente assume-se que a ordem representa uma relação de preferência, porém, pode tratar-se de outra
relação transitiva e assimétrica, qualquer que seja o seu significado semântico
5Essa tradição foi estendida à classificação de acções, incluindo a estrutura de mercado, a aná-
lise de semelhanças e diferenças entre novos produtos e avaliações de desempenho de empresas
para identificar clusters com base nas estratégias de empresas (Jain et al., 1999). O resultado foi
uma explosão de aplicações em diversas áreas de investigação gerando não só conhecimento,
mas também a necessidade de uma melhor compreensão da técnica para minimizar a sua má
utilização.
Tradicionalmente os algoritmos de análise de agrupamentos podem ser classificados em
hierárquicos (envolvem a construção de uma hierarquia tipo árvore) e não-hierárquicos ou de
particionamento. Os algoritmos hierárquicos podem ainda ser subdivididos em aglomerativos
e divisivos (Jain e Dubes, 1988; Kaufman e Rousseeuw, 1990). A análise de agrupamentos
aglomerativa inicia com todos os clusters com uma única acção e recursivamente vai juntando
dois ou mais clusters de forma apropriada. Quanto à análise de agrupamentos divisiva, esta
inicia com um único cluster com todas as acções em estudo e vai particionando recursivamente
os clusters, parando quando verificar um critério de paragem (frequentemente é o número k de
clusters fixado).
Nos algoritmos não-hierárquicos pode-se tentar identificar os clusters fazendo mudanças
das acções de forma iterativa entre os clusters ou tentando identificar os clusters através de áreas
altamente densas da base de dados, separando regiões de objectos de alta e baixa densidade
(Han et al, 2001).
Geralmente, num problema clustering devem-se seguir os seguintes passos (Doreian et al.,
2005):
1. encontrar o conjunto das acções definidas à custa de critérios, os quais podem ser nor-
malizados;
2. definir uma medida apropriada de similaridade entre as acções e muitas das vezes tam-
bém entre acções e clusters e até entre clusters;
3. escolher o algoritmo de agrupamento mais adequado;
4. avaliar a(s) solução(ões) obtida(s) para ver se têm uma estrutura sustentável.
O conceito de similaridade é fundamental na análise de agrupamentos. A similaridade de
acções é uma medida de correspondência ou semelhança entre acções a serem agrupadas. Aqui
as características de similaridade são em primeiro lugar especificadas, sendo que cada um dos
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diferentes métodos utilizados para medir a similaridade representa uma perspectiva particular
de similaridade, dependendo dos objectivos, do tipo de dados e do problema em estudo.
Como referido anteriormente, muitos são os trabalhos de classificação e clustering multi-
critério que nos últimos anos a comunidade cientifica tem desenvolvido, e embora estas duas
formas de resolução de problemas sejam bastante diferentes à primeira vista, elas podem-se
complementar. Foi esta a motivação que levou recentemente ao desenvolvimento de alguns
trabalhos de investigação tendo por objectivo a junção das duas diferentes abordagens (De
Smet e Montano, 2004; Figueira et al., 2004; Nemery e De Smet, 2005; Fernandez et al.,
2010). Tais trabalhos têm por objectivo não só detectar grupos de acções similares como tam-
bém as relações de preferência existentes nos grupos encontrados. Não é só no detectar das
relações de preferência entre grupos que reside a originalidade destes trabalhos, mas também
na definição das medidas de similaridade que se baseiam nas relações binárias de preferência
entre as acções a agrupar.
Dado que partilhamos o reconhecimento da pertinência do estudo da junção das duas abor-
dagens, classificação MCDA e análise de agrupamentos, dadas as suas potenciais aplicações e
constatada a relativamente escassa atenção que esta problemática tem tido em termos de inves-
tigação, pretendemos com esta dissertação contribuir para encontrar o melhor uso desta junção
de técnicas desenvolvendo para tal novas abordagens metodológicas, tendo em vista apoiar efi-
cazmente o decisor envolvido no problema. Assumimos, neste trabalho, a existência de um só
decisor.
Os trabalhos desenvolvidos até agora apenas abordam a atribuição de acções a grupos total-
mente ordenados. Contudo, diversos são os problemas reais onde muitas das acções a classifi-
car são incomparáveis. Por exemplo, no diagnóstico de hiperactividade em crianças com pouca
atenção (TDAH-Transtorno do Deficit de Atenção com Hiperactividade) (Tannock, 1998), po-
demos encontrar quatro grupos homogéneos: A) crianças sem sintomas relevantes, B) crianças
com TDAH com predominância do tipo desatento, C) crianças com TDAH com tipo predo-
minantemente hiperativo-impulsivo, e D) TDAH do tipo combinado (exibindo ambos os tipos
de sintomas). Aqui, apesar de ser possível considerar que A é preferível a B e C, e os últimos
serem preferíveis a D, pode-se considerar que as categorias B e C não são comparáveis.
Nestes casos, a estrutura pretendida é a de uma ordenação parcial das classes: uma classe
pode ser melhor ou pior que algumas classes, mas também pode ser incomparável a outras
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O principal objectivo deste trabalho é o de contribuir com novas metodologias para o apoio
à decisão em problemas de classificação, com base em múltiplos critérios, a um conjunto de
classes parcialmente ordenado. No cumprimento deste objectivo, consideramos que a classifi-
cação ordinal constitui uma forma fraca de ordenar um conjunto de alternativas e consideramos
modelos multicritério com uma estrutura de pré-ordem parcial2. Tais modelos fazem a junção
da classificação e do clustering multicritério, sendo três as abordagens propostas e estudadas
neste trabalho e que passamos a explicitar:
(i) Clustering - Sorting : a estrutura é desconhecida a priori e o objectivo é, em primeiro lu-
gar, detectar categorias homogéneas de alternativas e formar de seguida uma estrutura de
ordem parcial com essas categorias detectadas. Numa primeira fase precisamos detectar
apenas os clusters com base numa medida de similaridade independente das preferências
do decisor. Em seguida, pretende-se detectar potenciais relações de ordem parcial que
possam existir entre eles. Destacamos que a eliciação de tais valores é feita somente
depois de o decisor identificar os agrupamentos e considerar que essas categorias fazem
sentido.
(ii) CHOP - Clustering Hierárquico de Ordenação Parcial : a estrutura, tal como no pri-
meiro método que apresentamos, é desconhecida a priori, mas contrariamente ao modelo
anterior, pretendemos ter em consideração as preferências do decisor ao longo de todo o
processo. Assim, propomos um modelo heurístico que é uma extensão do método hie-
rárquico aglomerativo, cuja medida de similaridade entre clusters é baseada nas relações
de preferência definidas pelo decisor: dois grupos são tanto mais similares quanto menor
o número de incoerências das relações de Preferência, Indiferença e Incomparabilidade
entre as acções classificadas, segundo o mesmo princípio de atribuição das alternativas
aplicado no Clustering-Sorting. Para tal serão definidos e discutidos princípios que per-
mitem avaliar as partições obtidas.
(iii) Optimização Os métodos Clustering-Sorting e CHOP serão considerados aqui como um
módulo de pesquisa inicial que antecede um método “exacto”. A intenção é dar ao deci-
sor num primeiro momento, caso seja necessário, um conhecimento inicial do problema
que o ajude a estabelecer e rever as suas preferências a um relativamente baixo custo
2Ordenações das classes com eventuais ex-aequo e eventual presença de classes incomparáveis.
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computacional, tendo por resultado a estrutura de preferências das classes. Num segundo
momento, pretende-se melhorar os resultados da partição obtida pelo Clustering-Sorting
ou pelo CHOP ou, caso o decisor tenha ideia da(s) estrutura(s) das classes, obter a melhor
partição. A nova abordagem proposta é tecnicamente diferente das heurísticas propostas,
mas tendo por base os mesmos objectivos e exigências do decisor, aplicando-se assim o
mesmo princípio de atribuição.
Mesmo conscientes das dificuldades computacionais inerentes à optimização de um pro-
blema com estrutura desconhecida a priori, propomos ainda um modelo exacto para
problemas desta natureza.
As duas primeiras abordagens que propomos são abordagens heurísticas, uma vez que não
ambicionam obter a melhor partição parcialmente ordenada de entre todas as partições pos-
síveis. Pretendem ser abordagens simples e transparentes para o decisor, cuja assistência é
solicitada para ajudar a moldar os resultados. Na verdade, modelos e métodos de apoio à
decisão não têm que ser vistos como um operador que produz resultados compatíveis com os
parâmetros fornecidos ou combinações destes. A utilização de modelos simples e mais rápidos,
que tornam o processo de decisão mais facilmente entendido pelo decisor e que exigem juízos
simples por parte deste é defendida por alguns autores como Edwards e Barron (1994). Note-
se que no caso dos métodos Clustering-Sorting e CHOP, para além da simplicidade e rapidez
procurada nos métodos, tínhamos consciência de que os métodos “exactos” que poderiam ser
desenvolvidos teriam que recorrer à programação inteira (PI). Contudo, as dificuldades ineren-
tes à complexidade da PI são agravadas, no nosso caso, pelo desconhecimento da estrutura de
preferências dessas classes, o que pode tornar os problemas de maiores dimensões intratáveis.
Segundo as metodologias heurísticas, após obter um resultado, deve-se verificar se o erro
potencial é grande para o problema que está a ser estudado. Neste trabalho, estudaremos para
tal indicadores da partição para formalizar a noção de “compatível” com a informação dada
pelo decisor. As violações das condições de preferência, indiferença e incomparabilidade são
então analisadas considerando as relações inter-classes e intra-classes de todos os pares de
acções, segundo os princípios que serão definidos.
A classificação ordenada das acções é dependente da forma como o decisor constrói as
suas preferências (métodos de prevalência, teoria da utilidade, AHP, etc). Na verdade, quando
se aplicam métodos MCDA, os perfis das acções podem ficar restringidos apenas às relações
de preferência e de indiferença, como por exemplo na teoria da utilidade, ou podem ainda
9considerar a relação de incomparabilidade, como é o caso dos métodos de prevalência. Neste
trabalho os perfis das acções serão definidos à custa das relações de preferência, indiferença e
de incomparabilidade, e como tal serão usados métodos de prevalência no calculo das medidas
de similaridade e dos indicadores das partições.
Para ilustrar a metodologia proposta são utilizados dados de dois exemplos reais descritos
na literatura. Para ilustração dos vários métodos apresentamos ainda um caso real no Capítulo
8. As ferramentas utilizadas são a aplicação SPSS (Statistical Package for Social Sciences)
versão 17.0 e a aplicação MatLab 7.0.
Concluímos este capítulo introdutório com uma breve descrição da forma como se encontra
organizada esta dissertação.
No Capítulo 1 (Introdução) começa-se por inserir este trabalho na ajuda multicritério à de-
cisão. Em particular, este trabalho visa integrar a classificação multicritério e o clustering por
forma a classificar acções em grupos desconhecidos a priori, bem como definir a sua estrutura
de relações que possa reflectir as preferências do decisor.
No Capítulo 2 (Apoio Multicritério à Decisão) são introduzidos e definidos alguns con-
ceitos preliminares que serão utilizados no resto do trabalho, nomeadamente o processo de
decisão, actor no processo de decisão, acção, critérios, problemáticas de apoio à decisão, re-
lação de dominância e sistemas de relações de preferência. No final do capítulo far-se-à uma
breve referência a métodos de agregação.
No Capítulo 3 (Métodos de Classificação) começamos por fazer uma breve introdução
onde destacamos as principais diferenças entre duas formas distintas de classificação multi-
critério, a classificação MCDA e o clustering. De seguida são apresentados os métodos mais
relevantes neste trabalho destes dois tipos de classificação: o método ELECTRE TRI da fami-
lia dos métodos ELECTRE pertencente à classificação MCDA e os modelos Hierárquico e de
Partição pertencentes ao clustering.
No Capítulo 4 (Discussão de medidas de atribuição para Problemas de Classificação) são
apresentados e discutidos diferentes princípios de atribuição de um conjunto de alternativas,
10 Capítulo 1. Introdução
avaliadas por múltiplos critérios, a classes parcialmente ordenadas. Tais princípios são basea-
dos nas relações de prevalência das alternativas a serem atribuídas.
NoCapítulo 5 (ClassificaçãoMulticritério com classes ordinais e nominais: Método Clustering-
Sorting) propomos uma nova abordagem heurística para classificar um conjunto de alternativas
descritas por um conjunto de múltiplos critérios, conjugando para tal, a classificação MCDA
e o clustering. Numa primeira fase detectam-se grupos homogéneos e numa segunda fase
detectam-se as relações de preferência existentes entre os grupos com base nas relações de pre-
valência das alternativas e num dos princípios propostos no capítulo 4.
No Capítulo 6 (CHOP - Clustering Hierárquico com Ordenação Parcial) é proposto um
modelo heurístico para problemas de classificação que é uma extensão do método hierárquico
aglomerativo. Propomos uma medida de similaridade entre clusters baseada na qualidade da
partição: dois grupos são tanto mais similares quanto menor for o número de violações das
preferências do decisor de acordo com um dos princípios sugeridos no capítulo 4.
No Capítulo 7 (Classificação Multicritério com classes ordinais e nominais: modelo de
Optimização) propomos um método exacto para problemas de classificação múlticritério, onde
o conjunto de categorias a que se pretende atribuir as alternativas é parcialmente ordenado e
com ou sem uma estrutura definida a priori. Tal estrutura pode ser fornecida pelo decisor ou,
caso não tenha qualquer conhecimento prévio sobre o número de classes a escolher nem das
suas relações de preferência, pode ser aplicado previamente a heurística CHOP proposta no
capítulo anterior. O algoritmo de optimização tem por objectivo obter a melhor partição defi-
nida com base nas relações de prevalência das alternativas e num dos princípios propostos no
capítulo 4.
No Capítulo 8 (Classificação Multicritério de grupos de trabalho a classes desconheci-
das), é descrito um caso de estudo referente à aplicação das metodologias desenvolvidas nos
capítulos anteriores, a um conjunto de dados com o tipo e estratégias de gestão de conflitos
intra-grupos de grupos de trabalho do departamento de produção de empresas industriais. O
intuito é a criação e caracterização dos perfis de funcionamento dos grupos de trabalho, bem
como a detecção de potenciais relações que possam existir entre os clusters detectados.
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No Capítulo 9 (Conclusões) procuramos apresentar as principais conclusões deste trabalho
e algumas vias de investigação futura.
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CAPÍTULO 2
Apoio Multicritério à Decisão
2.1 Nota introdutória
A tomada de decisão sempre atraiu os pensadores de várias épocas. Na verdade, tomar
decisões é uma actividade que todas as pessoas fazem constantemente, desde a decisão mais
simples («O que devo almoçar?») à mais complexa («Que tipo investimentos fazer?») e a todos
os níveis: individual («Onde devo passar as férias?»), organizacional («Como vamos fazer
os horários da Escola?») e inter-organizacional («Como fazer a mobilidade de docentes?»).
Diversas vezes, durante esses processos de decisão solicita-se ajuda, aconselhamento ou apoio
aos amigos, peritos, empresas consultoras, etc. (Tsoukiàs, 2007)
A ajuda para obter respostas às questões que se colocam aos intervenientes de um processo
de decisão é denominada ajuda à decisão que, segundo Roy (1996), é uma actividade baseada
em modelos claramente explicitados mas não necessariamente e completamente formalizados,
e que normalmente recomenda ou simplesmente favorece um comportamento que articule a
evolução, os objectivos e os valores envolvidos no processo de decisão. Assim, podemos con-
cluir que o objectivo da ajuda à decisão não é resolver problemas, mas sim ajudar a obter
respostas.
Bana e Costa (1986) define problema de decisão como um problema em que, face a um con-
junto de objectivos, há a considerar um conjunto de possíveis soluções, alternativas, programas
- acções potenciais - explícita ou implicitamente definidas. Na verdade, tal como defendido por
Keeney e Raiffa (1976), considerando todos os objectivos, raramente alguma opção de acção é
mais atractiva ou preferível às demais.
A resolução de um problema de decisão passa assim pela escolha/elaboração de ummodelo
que tenha em conta os parâmetros que concorrem para o mesmo e que, na medida do possível,
abarque todos os aspectos relevantes e equacionáveis do mesmo. Roy (1985) define modelo
como um esquema que, para um conjunto de questões, é tomado como a representação de
uma classe de fenómenos, mais ou menos habilmente decompostos do seu contexto por um
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observador, para servir de suporte à investigação e/ou à comunicação.
Grandes são as vantagens em considerar mais do que um critério na modelação de proble-
mas, uma vez que apoia a reflexão e a criatividade face a um conjunto mais vasto de possíveis
soluções, além de aproximar os modelos à realidade que geralmente é complexa. Segundo Go-
mes et al. (2002), os problemas complexos, de um modo geral, possuem pelo menos algumas
das seguintes características:
 para a resolução do problema, existem no mínimo dois critérios os quais são conflituosos;
 tanto os critérios como as alternativas não são claramente definidos (há uma fronteira
difusa) e as consequências da escolha de determinada alternativa, com relação a pelo
menos um critério, podem não ser claramente compreendidas, havendo muitas vezes
relações de dependência;
 os critérios podem estar interligados, de tal forma que um critério parece reflectir par-
cialmente outro critério. O mesmo se pode passar com as alternativas quando estas não
são mutuamente exclusivas: a eficácia da escolha de uma alternativa pode depender de
outra alternativa ter sido, ou não, também escolhida;
 a solução do problema pode envolver um conjunto de pessoas, cada uma das quais tendo
o seu próprio ponto de vista, muitas vezes conflituoso com os restantes;
 as restrições do problema não são bem definidas, podendo mesmo haver alguma dúvida
a respeito do que é critério e do que é restrição;
 nem todos os critérios são quantificáveis, sendo que alguns só o são por meio de julga-
mentos de valor efectuados usando uma escala;
 a escala para um dado critério depende dos dados disponíveis e da sua própria natureza;
Várias outras complicações podem surgir num problema real de tomada de decisão, mas
estes sete aspectos anteriores caracterizam a complexidade de tal problema. Winterfeldt e
Edwards (1986) defendem que os problemas complexos devem ser desagregados em vários
sub-problemas, o que facilita a resolução dos mesmos. A aplicação de várias técnicas a cada
uma das partes, consoante a problemática, possibilita a resolução do problema como um todo.
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Em muitos casos da actividade de ajuda à decisão, especialmente quando os problemas são
complexos, será mais transparente e menos arbitrário recorrer a múltiplos critérios de avaliação,
a que se denomina ajuda multicritério à decisão1. Roy e Bouyssou (1993) defendem que a
abordagem multicritério favorece:
 a constituição de uma base para o diálogo entre os intervenientes utilizando diversos
pontos de vista compreendidos por todos;
 uma modelação mais fácil da incerteza, da arbitrariedade ou da imprecisão associada aos
dados, segundo cada ponto de vista e, sobretudo
 o encarar de cada decisão como um compromisso entre objectivos em conflito.
Roy (1996) salienta ainda que a ajuda multicritério à decisão visa construir modelos que
façam intervir de forma explícita múltiplos critérios de avaliação, constantemente sujeitos à
análise crítica dos intervenientes no processo de decisão, capazes de ajudar cada interveniente
a moldar as suas preferências e a encontrar argumentos para sustentar em conformidade os
seus múltiplos objectivos (frequentemente conflituosos). Desta forma, a metodologia da ajuda
multicritério à decisão não pretende constituir um método capaz de fornecer a “decisão (acção)
óptima”, já que são raras as situações em que uma única acção se apresenta como a melhor
segundo todos os pontos de vista dos decisores. No contexto multicriterio, os investigadores
consideram soluções de compromisso, ou seja, soluções que são “globalmente boas” de acordo
com os diferentes critérios (não sendo necessariamente a melhor em todos os critérios) e não
são muito más em nenhum dos critérios.
Este capítulo tem como objectivo fazer um enquadramento da ajuda multicritério à decisão,
nomeadamente fazer uma breve revisão de conceitos preliminares que serão utilizados ao longo
deste trabalho. Assim, nas duas secções seguintes falaremos do processo de decisão e de mo-
delos de ajuda à decisão. De seguida são apresentados alguns conceitos de ajuda multicritério
à decisão. No final do capítulo far-se-à um breve inventário de alguns métodos de agregação,
sendo desenvolvidos um pouco aqueles mais relevantes para a presente dissertação no Capítulo
3.
1Designada por MCDA - Multicriteria Decision Aid, ou por MCDM - Multiple Criteria Decision-Making, na
literatura Anglo-saxónica e por Analyse Multicritère ou Aide Multicritère à la Décision em francês. Na literatura
portuguesa é, também comum, ser designada por ADCM - Ajuda à Decisão com Critérios Múltiplos.
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2.2 Processo de decisão
Por decisão entende-se em geral qualquer processo de que resulte uma escolha2, cuja im-
plementação possa conduzir à obtenção de determinado(s) objectivo(s), definido(s) à custa de
um ou vários critérios. Neste sentido, Roy e Bouyssou (1993) definem processo de decisão (ou
processo de tomada de decisão) como um mecanismo interactivo de aprendizagem resultante
do desenvolvimento e evolução das confrontações e interacções entre os diferentes interveni-
entes, regulado por mecanismos próprios do domínio do problema em causa.
Quanto aos propósitos do processo de decisão, Winterfeldt e Edwards (1986) resumem-nos
em cinco:
1. identificação de opções ou reformulação de opções já existentes;
2. definição de objectivos a serem alcançados. Segundo Roy (1985), este ponto é particu-
larmente difícil devido ao conflito de objectivos dentro de um sistema/ contexto e das
relações que nele existem;
3. fornecimento de uma linguagem comum para comunicação e consenso de opiniões;
4. especificação de critérios/ atributos e quantificação de variáveis subjectivas;
5. desenvolvimento de índices de valores relevantes.
Na caracterização dos processos de decisão, Dias (2000) distingue dois tipos de problemas:
problemas estruturados e não estruturados. Para os primeiros existem dados, procedimentos
de resolução e resultados completamente especificados, por vezes à custa de regras bem de-
finidas. São problemas geralmente de rotina, como por exemplo definir o escalão a que um
aluno pertence. Os problemas não estruturados são exactamente o oposto, como por exem-
plo escolher a local de funcionamento duma nova empresa. Há ainda referências a problemas
semi-estruturados, por se encontrarem entre estes dois pólos opostos ou por terem fases onde
são estruturados e outras onde são não estruturados (ver Silver, 1991:67).
O processo de decisão, em muitos casos, consiste no esforço para resolver o dilema de
critérios ou objectivos conflituosos, conduzindo, por vezes, à procura de uma solução de com-
promisso e não à procura da óptima (Zeleny, 1982; Lai et al., 1994).3 Esta ideia é reforçada
2Mais adiante ver-se-à outros tipos de problemáticas de decisão além da problemática da escolha
3Tal pode ocorrer pelo facto de não haver informação suficiente, por exemplo, por questões de tempo e/ou falta
de recursos.
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por Vincke (1992) e por Guitouni e Martel (1998), segundo os quais, é bem aceite nos nossos
dias que o processo de tomada de decisão seja mais amplo que o modelo clássico que o carac-
terizava: optimização de uma única função objectivo para um conjunto de soluções realizáveis.
De facto, muitos aspectos conflituosos devem ser equacionados ao mesmo tempo e, assim, a
decisão passa a ser multicritério, deixando por vezes de ser óptima para ser satisfatória.
A análise de decisão multicritério pode ser vista como um processo recursivo, construído,
geralmente, em quatro fases4(Guimarães, 1979; Roy, 1985; Guitouni e Martel, 1998):
1. Estruturação do problema de tomada de decisão;
2. Articulação e modelação de preferências;
3. Agregação das avaliações das alternativas (preferências) e;
4. Elaboração de recomendações.
Também Simon (1977) define quatro fases no processo de decisão, mas da seguinte forma:
inteligência, estruturação, avaliação e revisão. A fase de inteligência é aquela onde se de-
tecta a necessidade de decidir, resultante quer de uma procura activa de situações em que seja
necessário decidir, quer da confrontação de um problema que surge. A fase de estruturação
(ou concepção) compreende a modelação da realidade na sua complexidade não estruturada,
ao passo que a fase de avaliação (ou escolha) considera o modelo construído na fase de estru-
turação como o ponto de partida para chegar a uma recomendação final. Assim, a avaliação
corresponde à tomada de decisão propriamente dita, frequentemente com o apoio de técni-
cas matemáticas, algoritmos ou regras de carácter heurístico. Aqui, testam-se ou simulam-se
possíveis acções de forma a cumprir o(s) objectivo(s) do processo, de acordo com os crité-
rios previamente definidos. Nesta fase, de acordo com o objectivo do processo de decisão,
poder-se-á, por exemplo, escolher a melhor alternativa (ou curso de acção) ou então ordenar
as alternativas. Finalmente, a fase de revisão consiste na implementação da decisão tomada e
no acompanhamento das suas consequências. É nesta fase que se podem detectar incorrecções
sendo uma fase em que se pode aprender com esses eventuais erros.
Para Dias (2000), nesta sequência, o processo pode-se considerar dinâmico, no sentido
em que se pode voltar às etapas anteriores. Na verdade, o modelo pode ser revisto sempre
que surjam dados relevantes que possam redefinir ou até contrariar os seus pressupostos. Isto
4Segundo Bana e Costa (1992), a metodologia para a implementação de um modelo multicritério pode resumir-
se a três fases: estruturação; avaliação; elaboração de recomendações.
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conduz a um aprofundamento do conhecimento da realidade e uma eventual reformulação dos
critérios de escolha. Por outro lado, pode ser desenvolvido, em paralelo, trabalho relativo a
etapas distintas.
A fase de estruturação do problema de tomada de decisão é considerada, por vários autores,
como a fase mais importante e crucial de todo processo decisional (Ackoff, 1978; Roy, 1985;
Winterfeldt e Edwards, 1986; Checkland e Scholes, 1990; Keeney, 1992; Checkland e Holwell,
1993; Bana e Costa, 1993; Brans, 1994; Belton e Ackermann, 1997; Guitouni e Martel, 1998).
Winterfeldt e Edwards (1986: 26) referem que a estruturação deve ser vista numa perspectiva
mais alargada, que se traduz num conjunto de etapas que pretende dar resposta a um conjunto
largo de questões, como exemplo, na identificação do problema (Qual a natureza do problema
e qual o seu ambiente? Qual o espaço temporal da decisão? Quem são os decisores? Quais
os valores dos decisores? Quem conhece as consequências da decisão? Quais são as classes
genéricas de opções? Quais os grupos afectados pela decisão? Qual o propósito da análise?
Etc.) Estas questões são discutidas em maior detalhe em Zeleny (1982). Silver (1991: 32)
define a estruturação como uma actividade onde se decide como decidir ( Quais os dados? Que
modelos aplicar?). Embora esta seja uma fase bastante importante, não nos alongaremos na
sua descrição dado o âmbito do nosso trabalho.
De seguida serão apresentados em maior detalhe alguns elementos das fases de estrutura-
ção e de avaliação, nomeadamente os conceitos de actor, acção, critério, relações de preferên-
cia e problemáticas de ajuda à decisão, os quais são cruciais nestas fases. Note-se que estas
duas fases podem-se entrelaçar uma vez que na fase de estruturação podem-se fazer, implicita-
mente, algumas avaliações, e na fase de avaliação pode-se sentir a necessidade de acrescentar
ou mesmo alterar algo à estruturação. Por exemplo, na fase de estruturação podem-se ignorar
acções que são irrealistas ou até sem grande interesse para o problema em estudo e na fase de
avaliação pode-se descobrir que o conjunto de critérios definidos na fase de estruturação afinal
não considerava um aspecto tido como importante.
2.3 Conceito de actor no processo de decisão
O processo de decisão pode ser condicionado por actores, quer de forma directa, pelo facto
de intervirem no processo de decisão, quer de forma indirecta, pelo facto das suas opiniões
serem tidas em conta por aqueles que intervêm directamente no processo de decisão.
O decisor terá como função coordenar os actores que intervêm de forma directa, interve-
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nientes ou participantes, e possui poder para resolver eventuais divergências entre os mesmos
pela imposição do seu julgamento. Ao nível da proposta de uma recomendação, o decisor é
quem indica objectivos, afere o que é ou não exequível e expressa preferências que podem
ter em consideração as opiniões dos restantes actores. Ao nível de colocar em prática uma
recomendação, o decisor nem sempre deterá esse poder, nomeadamente nos casos em que a
recomendação do processo de decisão tenha que ser ratificada por outrem.(Dias, 2002)
Mas a tomada de decisão nem sempre é feita de forma individual, sendo cada vez mais
frequentes as situações de tomada de decisão em grupo. Nestas situações, existem múltiplos
decisores que coordenam conjuntamente as actividades, agindo com base no resultado de vo-
tações ou através da formação de consensos. Em outros casos temos situações de negociação,
onde os intervenientes representam partes com objectivos diferentes e notoriamente divergen-
tes, podendo a negociação, a arbitragem e a mediação ser utilizadas para definir um acordo
entre as partes.(Dias, 2002)
O especialista em ajuda à decisão, analista, também contribuirá para o avanço do processo
de decisão, podendo ser um interveniente ou mesmo o decisor, ou então um consultor externo
a esse sub-sistema.
O pouco contacto directo entre o analista e o decisor levam Roy (1985) a considerar ainda
um outro actor do processo de decisão denominado cliente. É o cliente que requer o estudo e é
responsável pela alocação dos meios necessários para o conduzir, fazendo ainda a ligação entre
o analista e o decisor.
2.4 Conceito de acção
Intuitivamente, as acções ou alternativas são os projectos de investimento, planos de produ-
ção, planos de desenvolvimento, candidatos, entre outros, sobre os quais recai a decisão. Mais
formalmente,
Definição 2.4.1 (Roy, 2000) Uma acção é um termo genérico usado para designar o que cons-
titui o objecto de decisão, ou para o que a tomada de decisão é dirigida.
O conjunto das acções, geralmente representado por A , pode ser:
 estável caso possa ser definido a priori e não possa sofrer alterações ao longo do processo
de decisão;
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 evolutivo se, pelo contrário, poder sofrer alterações ao longo do processo de decisão:
as características de algumas acções podem ficar alteradas ao longo do tempo; algumas
acções podem ser inventadas durante o processo de decisão; algumas acções podem
deixar de estar disponíveis, ou deixar de ser consideradas interessantes; algumas acções
podem passar a estar disponíveis, ou passar a ser consideradas interessantes; o âmbito
do processo de decisão pode ser reformulado (Dias,2002);
 definido em extensão - o cardinal de A pode ser finito e relativamente pequeno e, como
consequência, os seus elementos são explicitamente enumerados;
 definido em compreensão - o cardinal deA pode ser infinito ou relativamente elevado e,
como consequência,A pode ser definido por um conjunto de restrições a que obedecem
os seus elementos.
Segundo Roy (1999), as acções são representações que não implicam, a priori, uma exis-
tência real. Distinguem-se assim acções reais, se puderem ser uma decisão final, de acções
fictícias, se puderem estar presentes ao longo do processo de decisão mas não tiverem uma
existência real. Estas últimas podem ainda ser divididas em realistas e irrealistas, consoante se
anteveja ou não a viabilidade da sua existência. As acções podem ainda ser globalizadas caso
excluam qualquer uma das outras, ou fragmentadas, caso seja necessário fazer combinações,
atendendo a eventuais interdependências entre elas, para responder a situações de decisão5.
Utiliza-se ainda a designação de acções potenciais para designar acções reais ou fictícias mas
realistas.
Assim que os elementos de A sejam determinados, estes devem ser caracterizados de
acordo com os diferentes pontos de vista, geralmente contraditórios. Tal é formalizado pela
noção de critério apresentada na secção seguinte.
2.5 Critérios
Um dos aspectos difíceis de estruturar é o dos valores dos decisores, que reflectem não só
os seus interesses e preferências, como os valores subjacentes à cultura da organização. Keeney
(1992: 6) refere-se aos “objectivos” do decisor como a forma de explicitar os valores, valores
esses que define como princípios usados na avaliação das acções e das suas consequências. Já
5Os conceitos de acções reais vs. fictícias, realistas vs. irrealistas e globais vs. fragmentárias são os apresentados
por Roy (ver Roy,1985; Roy e Bouyssou, 1993; Vincke, 1992)
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Bana e Costa (1992) refere-se a pontos de vista em vez de objectivos, os quais interligam as
características das acções a avaliar e os valores dos decisores.
A construção de um modelo para avaliar alternativas envolve a procura de um conjunto de
pontos de vista fundamentais, caracterizados por serem aceitáveis por todos os actores e por
serem isoláveis entre si (ou seja, a avaliação das alternativas segundo um ponto de vista fun-
damental não depende de nenhum outro). Tal conjunto de pontos de vista originará o conjunto
de critérios a usar na avaliação das acções. (Roy, 1996) define critério como um modelo que
contém a informação necessária para constituir uma base de avaliação relativa (determinar se
uma acção é melhor ou pior que outra) ou absoluta (determinar se uma acção é melhor ou pior
que algum standard ou padrão).
Segundo Keeney (1992), o conjunto de critérios deve obedecer às seguintes propriedades:
deve indicar apenas as consequências relevantes para o processo de decisão em questão (es-
sencial), deve referir-se às consequências da escolha feita no conjunto das acções no contexto
da decisão (controlável), deve evitar a duplicação de consequências (não redundante), deve in-
cluir todos os aspectos fundamentais das várias acções (completo), deve definir os objectivos a
atingir e especificar os meios para o conseguir (mensurável), deve fornecer a informação reque-
rida para uma análise consistente, considerando o tempo e o esforço disponíveis (operacional),
deve conter o número mínimo de objectivos necessários (conciso), deve permitir a separação
dos diferentes objectivos em análise (decomponível) e deve facilitar a geração e comunicação
dos critérios (compreensível).
Bana e Costa et al. (2000) reforça que a isolabilidade (independência) é crucial para a
avaliação multicritério. Esta é a razão pela qual, muitas vezes, diversos pontos de vista, identi-
ficados como “fins”, têm que ser agregados num mesmo critério de avaliação. A definição de
diferentes critérios que, afinal, representam ummesmo ponto de vista fundamental, introduz no
modelo redundância, tendo como consequência a sobrevaloração do que deveria ser um único
critério. Por outro lado, a exigência de que a família de critérios seja exaustiva (ou completa)
pode, de certo modo, funcionar contra a sua concisão e a isolabilidade de cada critério. O nú-
mero de critérios não deve ser reduzido ao ponto de se correr o risco de deixar de fora alguns
aspectos fundamentais de avaliação (Bana e Costa et al., 2000: 344).
Para se obter uma família coerente de critérios tem que se ter em conta as seguintes exigên-
cias respeitantes à interligação dos critérios (Roy,1996): exaustividade, coesão e não redun-
dância.
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 Exaustividade, por se garantir que todos os critérios para a tomada de decisão estejam
presentes; caso duas acções sejam iguais em todos os critérios mas não se possa concluir
que elas são indiferentes, então determinado elemento de apreciação não foi considerado,
ou seja, a família de critérios não é exaustiva.
 Coesão, porque mantendo-se todo o resto igual, uma melhoria segundo um critério é
sempre considerada desejável; considerando, por exemplo, duas acções a e b que são
iguais em todos os critérios menos num, no qual a é melhor, então pode-se afirmar que a
não é pior que b.
 Não redundância, por se evitar a duplicação dos critérios; o conjunto de critérios deve ser
tal que a eliminação de um deles leve à não verificação de pelo menos uma das exigências
anteriores.
2.5.1 Escalas
A construção de critérios implica a definição de uma escala de níveis de desempenho a
atribuir às acções. A escala pode ser definida segundo quatro tipos de medidas ou escalas de
medidas: escala nominal, escala ordinal, escala de intervalos e escala de razão ou proporção
(rácio). A escala nominal representa o nível de medida mais baixo. Uma escala diz-se nominal
quando se usam números apenas para classificar os indivíduos numa modalidade qualitativa
precisa (Ex. O grupo sanguíneo: 1- tipo O; 2- tipo A; 3- tipo B; 4- tipo AB). A seguir tem-
se a escala ordinal que difere da escala nominal pelo facto de permitir ordenar as diferentes
modalidades segundo uma ordem graduada. Os valores numéricos que sejam utilizados para
designar as categorias são arbitrários, mas devem respeitar uma ordem lógica que permita situar
os sujeitos entre si. (Ex.Classe social: 1- baixa; 2- média; 3- alta). A escala de intervalos difere
da escala ordinal pelo facto de que, além da ordenação das modalidades de um atributo, pode-
se dizer quanto valem exactamente as diferenças entre estas modalidades. Nesta escala, o zero
é um valor arbitrário que não corresponde à ausência da modalidade. (Ex. Pode-se dizer que
a diferença entre 30oC e 10oC é exactamente de 20oC e é a mesma entre 80oC e 60oC. No
entanto, 0oC não indica ausência de calor, não se podendo afirmar que 9oC representa 3 vezes
"mais calor"que 3oC). Uma escala de rácio difere de uma escala de intervalos, porque o zero
tem existência real e não arbitrária, permitindo o cálculo de rácios. (Ex. A idade que é contada
a partir do nascimento (0 anos) em qualquer tempo e lugar. Uma pessoa com 40 anos tem o
dobro da idade de uma com 20 anos). Esta escala representa o nível de medida mais alto. De
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uma escala de um determinado nível pode-se passar para a de um nível anterior, no entanto,
perde-se informação.
2.5.2 Critério como função e desempenhos
As acções de um problema de decisão serão analisadas e avaliadas de acordo com o ponto
de vista e preferências do decisor. Isso é matematicamente formalizado pela noção de critério.
Definição 2.5.1 (Vincke, 1992) Um critério é uma função g, cujo domínio é o conjunto A de
acções a serem estudadas e o contradomínio é, em geral, o conjunto de níveis de desempenho
que compõem a escala do critério respectivo, os quais representam as preferências do decisor
de acordo com alguns pontos de vista.
g: A  ! V , onde V é um conjunto totalmente ordenado
O conjunto de todos os critérios será representado por G =fg1; :::;gng. A notação g j(:)
(j=1,...,n) será aqui utilizada para representar os n critérios de avaliação. No caso do conjunto
das acções estar definido em extensão (A =fa1; :::;amg), pode-se construir uma tabela de dupla
entrada, designada tabela de desempenhos ou matriz de decisão (Tabela 2.1). Cada elemento
g j(ai) da tabela representa o desempenho da acção ai segundo o j-ésimo critério.
g1(:) g2(:) ... gn(:)
a1 g1(a1) g2(a1) ... gn(a1)
a2 g1(a2) g2(a2) ... gn(a2)
... ... ... ...
am g1(am) g2(am) ... gn(am)
Tabela 2.1: Tabela de desempenhos
Regra geral, o desempenho dado por cada uma destas funções será um número ou uma
menção qualitativa. Ao longo deste trabalho será utilizado um número que pode ser meramente
ordinal, no caso de escalas qualitativas.
A um critério está associado um sentido de preferência que pode ser crescente, caso o
critério seja a maximizar, ou decrescente, caso o critério seja a minimizar. Este aspecto deve ser
tido em consideração na construção da função critério e deve constar na tabela de desempenhos.
Os critérios podem ser definidos segundo Roy (1985) e Vincke (1992) como:
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 Verdadeiro critério (critério na sua forma habitual), se a estrutura de preferência sub-
jacente é uma estrutura de pré-ordenação completa (modelo tradicional), ou seja, uma
acção é considerada preferível a outra num determinado critério se o seu desempenho
for melhor do que a de outra, mesmo que por uma diferença mínima, e só serão consi-
deradas indiferentes segundo esse critério caso os seus desempenhos sejam exactamente
os mesmos;
 Semi-critério, se a estrutura de preferência subjacente é uma estrutura de semi-ordem
completa: modelo com valor de indiferença que é um valor positivo, abaixo do qual o
decisor não consegue dar a sua preferência. Assim, uma acção é estritamente preferível
a outra num determinado critério se a diferença de desempenhos for significativa (não
inferior a um limiar de preferência) associado ao critério. As duas acções serão conside-
radas indiferentes segundo esse critério caso a diferença dos desempenhos seja pequena
(não excede um limiar de indiferença) associado ao critério. Este valor de indiferença,
de acordo com o método utilizado pode ser fixo ou um valor de consenso;
 Critério de intervalo, se a estrutura de preferência subjacente é uma estrutura de ordena-
ção em intervalo (modelo com valor de indiferença variável);
 Pseudo-critério, se a estrutura de preferência subjacente é uma pseudo estrutura de orde-
nação, ou seja, uma acção é estritamente preferível a outra num determinado critério se a
diferença de desempenhos for significativa (não inferior a um limiar de preferência) as-
sociado ao critério. As duas acções serão consideradas indiferentes segundo esse critério
caso a diferença dos desempenhos seja pequena (não excede um limiar de indiferença)
associado ao critério. Como os limiares de preferência e indiferença não têm que ter o
mesmo valor, pode surgir uma situação de hesitação entre a preferência e a indiferença,
designada por preferência fraca.
2.6 Problemáticas de ajuda à decisão
A formulação da questão que se pretende responder é uma das actividades da estruturação.
Nem sempre o objectivo de um processo de decisão consiste na escolha da melhor alterna-
tiva (selecção). Por vezes, pretende-se simplesmente descrever as alternativas possíveis e as
consequências que a escolha de cada uma delas acarreta (descrição). Outras vezes procura-se
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classificar cada uma de acordo com um conjunto de categorias pré-definido (afectação). Fi-
nalmente, o objectivo poderá ser ordenar as diferentes acções por ordem de preferência, sendo
necessário compará-las entre si (ordenação). Assim, quatro problemáticas gerais de referência
devem ser consideradas6:
 Problemática de selecção (P.a): consiste em apresentar o problema em termos da escolha
de uma acção a implementar, de entre um conjunto de alternativas, mas sem impor a evidência
duma solução como óptima;
 Problemática de descrição (P.d ): consiste em apresentar o problema em termos da des-
crição das possíveis acções, bem como das consequências que delas podem resultar. Nestes
casos, o decisor pretende usufruir de uma melhor compreensão de uma situação complexa e
estabelecer uma linguagem para a comunicação entre actores;
 Problemática de afectação (ou de classificação) (P.b ): consiste em apresentar o problema
em termos da afectação das acções a categorias (classes) definidas a priori, que podem ser
ordenadas (afectação ordinal) ou não ordenadas (afectação nominal), caso exista ou não uma
ordem de preferência entre as categorias;
 Problemática de ordenação (P.g): consiste em apresentar o problema em termos de orde-
nação das acções, da mais preferida para a menos preferida, por forma a ser possível determinar
acções que possam ser consideradas desejáveis ou suficientemente satisfatórias.
A problemática de afectação refere-se à avaliação absoluta das acções, confrontando-as
com padrões pré-definidos. Tais padrões podem ser outras acções (designadas acções de re-
ferência), que podem ser elementos-tipo de uma categoria ou elementos de fronteira entre
categorias. As problemáticas de selecção e ordenação referem-se à avaliação relativa das ac-
ções, confrontando-as entre si. Enquanto que na avaliação absoluta se utilizam conceitos como
“mau” e “bom”, na avaliação relativa utilizam-se conceitos como “pior” e “melhor”. Assim,
pode acontecer que a melhor acção seja má ou que a pior acção seja boa (Dias, 2002).
Uma vez determinados o conjunto de acções e o conjunto de critérios, tem que se analisar
ainda as preferências do decisor. Este passo permitirá construir um modelo que, tanto quanto
possível, representará correctamente a sua decisão.
6ver Roy e Bouyssou(1993), Roy(1996), Bana e Costa(1992)
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2.7 Relação de dominância multicritério
Seja A um conjunto de acções e G uma família coerente de critérios resultante da fase
de estruturação. Dadas duas acções ai e a j de A , diz-se que a acção ai domina (em termos
multicritério) a j se e só se os seus desempenhos não forem piores em nenhum critério e forem
estritamente melhores em pelo menos um. Nesse caso, segundo Dias (2000), ai deve ser consi-
derada objectivamente superior a a j, independentemente da importância que se atribua a cada
critério, se não poder-se-á pôr em causa a coerência da família de critérios. Uma acção de A
diz-se não dominada caso não exista nenhuma acção em A que a domine.
Note-se no entanto que este conceito de dominância não implica qualquer valorização das ac-
ções em termos absolutos, sendo apenas relativo à definição de A . Assim, uma acção não
dominada pode ser considerada má, enquanto uma acção dominada (por uma acção diferente
da anterior) pode ser considerada boa (Dias, 2000). Note-se ainda que conceito de dominân-
cia é apenas importante caso se pretenda determinar a melhor acção de A , a qual deverá ser
obviamente não dominada.
2.8 Sistema de Relações de Preferência
As situações de preferência são formalmente relações binárias7 sobre o conjunto das ac-
ções. Roy(1996) admite quatro situações fundamentais de preferência na comparação entre
duas acções ai e a j 2A :
 indiferença (aiIa j): corresponde à existência de razões que justifiquem uma indiferença
entre as acções ai e a j. Nesta situação o decisor não consegue manifestar uma preferência,
ainda que ligeira, sobre qualquer uma das acções;
 preferência estrita (aiPa j): corresponde à existência de razões que justificam uma prefe-
rência significativa a favor da acção ai;
 preferência fraca (aiQa j): corresponde a uma hesitação entre I e P; não existem razões
que justificam uma preferência significativa a favor da acção ai. Contudo, há razões claras para
não existir indiferença, havendo preferência, ainda que fraca, a favor de ai;
 incomparabilidade (aiRa j): corresponde à ausência de razões que justifiquem alguma
7R é uma relação binária emA ()R  f(ai;a j) : ai;a j 2A g. O facto de (ai, a j) pertencer à relaçãoR será
representado por aiR a j .
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das situações anteriores.
Estas relações podem-se assumir desde que satisfaçam as seguintes condições:
8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
aiPa j ) a j 6 Pai : P assimétrica
ai 6 Pai : P irreflexiva
aiQa j ) a j 6 Qai : Q assimétrica
ai 6 Qai : Q irreflexiva
aiIa j ) a jIai : I simétrica
aiIai : I reflexiva
aiRa j ) a jRai : R simétrica
ai 6 Rai : R irreflexiva
(2.1)
Em muitos métodos multicritério, como por exemplo as funções utilidade multiatributo,
apenas duas situações são consideradas na comparação de pares de acções - preferência ou
indiferença - as quais são assumidas como transitivas. Contudo, muitos foram os autores que
criticaram estas suposições, como por exemplo Luce (1956).
Caso o decisor seja capaz de atribuir uma das quatro situações básicas a todos os pares de
acções, de forma exaustiva - qualquer par de acções verifica uma daquelas quatro relações de
preferência - e mutuamente exclusiva - entre duas acções nunca se verifica a ocorrência em si-
multâneo de dois ou mais tipos de relações de preferências -, o modelo considerado é, segundo
Roy (1996), um Sistema Básico de Relações de Preferências. Caso o decisor encontre duas ou
mais relações básicas que considere como as suas preferências, apesar da mútua exclusividade,
torna-se necessário considerar um segundo sistema relacional para modelar as preferências,
que admita a verificação simultânea de mais do que uma situação básica. A ocorrência de mais
que uma situação básica não é uma possibilidade real, mas traduz a impossibilidade de o de-
cisor ter de optar por uma delas, podendo mesmo ser prematuro ou inútil ter de assumir essa
opção de forma definitiva.
Os casos mais relevantes de agrupar as relações de preferência são:
 não-preferência (aisa j): corresponde à não existência de razões que justifiquem qual-
quer tipo de preferência a favor de qualquer das acções:
aisa j () aiIa j _ aiRa j
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 preferência (aia j): corresponde à existência de razões claras que justifiquem alguma
preferência, estrita ou fraca, a favor de uma das acções:
aia j () aiPa j _ aiQa j
 preferência-J (aiJa j): corresponde à existência de razões evidentes que justifiquem a
preferência fraca (ainda que muito fraca) ou, caso contrário, a indiferença mútua:
aiJa j () aiQa j _ aiIa j
 preferência-K (aiKa j): corresponde à existência de razões evidentes que justifiquem a
preferência estrita ou então as acções não são comparáveis, não sendo possível definir uma
separação clara entre as duas situações:
aiKa j () aiPa j _ aiRa j
 prevalência (aiSa j): corresponde à existência de razões claras que justifiquem a prefe-
rência, fraca ou estrita, a favor de uma das acções ou, caso contrário, indiferença mútua, mas
sempre comparáveis entre si:
aiSa j () aiPa j _ aiQa j _ aiIa j.
O conjunto das nove relações binárias definidas sobre um conjunto de acções (I, R,s, P, Q,
, J, K, S) definem, segundo Roy (1996), um Sistema Consolidado de Relações de Preferência
(SCRP), o qual é exaustivo e mutuamente exclusivo.
No caso da prevalência aiSa j, que se pode traduzir por “ai é pelo menos tão boa quanto a j”
podemos definir uma estrutura de preferência dado por:
8ai;a j 2A
8>>>>>><>>>>>>:
aiSa j ^a j 6 Sai() aiPa j
a jSai ^ ai 6 Sa j () a jPai
aiSa j ^ a jSai() aiIa j
ai 6 Sa j ^ a j 6 Sai() aiRa j
(2.2)
Numa estrutura de preferências de ordem total8, a relação R de incomparabilidade é vazia
(R=/0) e a relação de indiferença I é limitada a pares de elementos iguais (aiIai). A relação de
8Bouyssou e Vincke (2006) definem tal estrutura como transitiva, assimétrica e completa (uma relação binária
j em A é completa caso aija j ou a jjai 8ai;a j 2 A )
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preferência estrita P é conexa9 e transitiva. Caso não seja imposta a condição de assimetria, ou
seja, caso se permita a relação de indiferença, e se S for transitiva a estrutura de preferências é
de pré-ordem total.
2.9 Métodos de agregação MCDA
Na secção anterior apresentamos noções básicas, definições e conceitos relativos às pro-
blemáticas de ajuda à decisão. Nesta secção apresentar-se-à uma breve revisão dos métodos de
agregação multicritério referentes às problemáticas apresentadas na Secção 2.6. Obviamente
que se torna impossível apresentar todos os métodos existentes, pelo que consideraremos ape-
nas aqueles que têm alguma expressão na prática. Na verdade, podem-se distinguir três famílias
de métodos: métodos da teoria da utilidade multiatributo, métodos de prevalência e métodos
interactivos. Eles diferenciam-se pela forma como se consideram os critérios e preferências
dados pelo decisor.
Os métodos da teoria da utilidade multiatributo( MAUT ou MAVT10) (Keeney e Raiffa,
1976) caracterizam-se por procurar atribuir um valor de desempenho global a cada uma das ac-
ções, agregando os seus desempenhos nos vários critérios através de uma função de utilidade.
Assim, a decisão final do decisor é suportada, pelas preferências dos decisores em cada crité-
rio, de uma forma quantitativa, e baseada nas seguintes assunções: existência de uma função
utilidade U, relação de preferência transitiva e completa (Vincke, 1992; Siskos e Spyridakos,
1999). Durante o processo de decisão o decisor tenta maximizar tal função e as suas preferên-
cias são expressas em forma de pesos atribuídos aos critérios. Os pesos representam taxas de
compensação entre critérios.
A MAUT permite obter uma estrutura de preferências sobre o conjunto de acções tal que,
uma acção é preferível a outra se e somente se o seu desempenho global for superior e são in-
diferentes se e somente se os seus desempenhos globais forem iguais. Desta forma, as relações
de preferência e de indiferença são transitivas (ou seja, se ai P a j e a j P at então ai P at).
A MAUT pode ser utilizada no contexto de três problemáticas: na problemática de esco-
lha, bastando para tal seleccionar a acção com melhor desempenho global; na problemática de
9uma relação binária j em A é conexa caso ai 6= a j =) aija j _ a jjai, 8ai;a j 2 A )
10Da literatura anglo-saxónica multi-attribute value theory - MAVT.
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ordenação, bastando ordenar as acções pelo seu desempenho global; na problemática de afec-
tação ordinal, associando as categorias a intervalos de desempenho global. São exemplo de
procedimento destes métodos as funções de utilidade/ valor aditivas e o método MACBETH11
(Bana e Costa e Vansnick, 1994, 1995, 1997, 1999, 2000). O método AHP12 de Saaty (1980;
1996), e os operadores de agregação fuzzy tais como o OWA13 ou os integrais fuzzy (ver revi-
sões apresentadas por Grabisch,1996; Roubens, 1997; Chen e Hwang, 1992) são exemplo de
outros métodos que agregam desempenhos num único valor de síntese.
Relativamente à classificação ordinal, os métodos mais amplamente divulgados constroem
a função utilidade quer de forma directa (ver, por exemplo,Winterfeldt e Edwards,1986), quer
indirectamente como por exemplo, os métodos UTA14 (Jacquet-Lagrèze e Siskos, 1982), UTA-
DIS15 (Jacquet-Lagréze, 1995; Zopounidis e Doumpos, 1999) e suas variantes (Doumpos e
Zopounidis, 1998).
Os métodos de prevalência16 caracterizam-se por construir e posteriormente explorar uma
ou várias relações binárias entre pares de acções. Estes métodos são menos exigentes em
termos de informação requerida e podem modelar aspectos como a existência de preferên-
cias intransitivas ou incomparabilidade, contrariamente aos métodos anteriores. Na verdade,
nos métodos anteriores, o decisor deve sentir-se capaz de indicar, perante duas acções, qual
a melhor ou concluir que são indiferentes. Em contrapartida, as recomendações a extrair dos
resultados dos métodos de prevalência poderão não ser tão directas como no caso dos métodos
de utilidade/ valor, daí que se encontrem métodos dedicados apenas a uma problemática (Dias,
2002).
Muitos dos métodos de prevalência, tal como o nome indica, baseiam-se na relação de pre-
valência entre pares de acções (ai;a j), a qual corresponde à reunião das relações de indiferença
e de preferência. Tal relação é desenvolvida com base na força dos argumentos que suportam
a afirmação “ai é pelo menos tão boa quanto a j” (concordância) e a força dos argumentos que
suportam a afirmação contrária (discordância). Exemplos típicos destes métodos aplicados a
11Measuring Attractiveness by a Categorical Based Evaluation TecHnique
12Analytic Hierarchy Process
13OrderedWeighted Average
14UTilité Additive Method.
15UTilités Additives DIScrimi-nantes
16Tradução possível para “surclassment”, nome dado por Bernard Roy (1985), e conhecidos na literatura Anglo-
saxónica como Outranking Relations.
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problemas de classificação ordinal são os métodos da família ELECTRE17(Roy, 1989; Roy e
Bouyssou, 1993) como o Trichotomic segmentation (Moscarola e Roy,1977; Roy, 1981), que
foi o primeiro método desta família desenvolvido para este tipo de problemas. Este método
baseia-se no principio de concordância e não-discordância (Roy, 1996) e é limitado a apenas
três classes. Posteriormente, surgiram os métodos N-TOMIC (Massaglia e Ostanello, 1991) e
ELECTRE TRI (Yu,1992; Roy e Bouyssou, 1993) com um número arbitrário de classes orde-
nadas. Uma outra família de métodos de prevalência que atingiu alguma notoriedade é a familia
PROMETHEE18 (Brans e Vincke, 1985). Outros métodos menos conhecidos desta classe são
o MAPPAC, MELCHIOR, ORESTE, PRAGMA, REGIME e TACTIC (ver com maior detalhe
em Vincke (1999) e Roy e Bouyssou (1993)).
O ELECTRE TRI é sensível às variações dos valores dos parâmetros o que levou ao sur-
gimento de uma extensão sua - o método SMAA-TRI (Tervonen et al., 2007). Este método
analisa a estabilidade dos parâmetros do ELECTRE TRI arbitrariamente distribuídos num es-
paço finito para encontrar o suporte na atribuição de alternativas a cada classe. O método
SMAA-TRI não serve apenas para classificação mas também para análise de sensibilidade e
robustez dos parâmetros do ELECTRE TRI (Tervonen et al., 2007).
Vários têm sido também os métodos de prevalência desenvolvidos para classificação nomi-
nal, como por exemplo MC Filtering (Perny, 1998), PROAFTN (Belacel, 2000), fuzzy integrals
(Montano Guzman, 2004) e TRINOMFC (Léger e Martel, 2002).
Cada um destes dois métodos distintos - teoria da utilidade multiatributo e prevalência -
apresenta vantagens e desvantagens. A construção de uma função utilidade é mais restritiva já
que possui muitas condições a serem satisfeitas e requer um esforço cognitivo considerável por
parte do decisor (não necessariamente intuitivo). Contudo, permite obter um resultado profícuo
e é axiomaticamente bem fundamentada. Os métodos de prevalência são bastante mais flexíveis
já que têm poucas condições a serem satisfeitas, mas podem conduzir a resultados pobres e
difíceis de justificar de um ponto de vista axiomático (Tsoukiàs, 2008).
Muitos autores têm mencionado que, se existem diferenças entre os métodos, estas depen-
dem mais da forma de implementação do processo de decisão do que do método especifica-
mente adoptado (ver por exemplo Belton e Stewart, 2002; Daellenbach, 1994; Roy, 1994; Roy,
1993; Keeney, 1992). Bouyssou e Pirlot mostraram ainda que é possivel fornecer uma axi-
17ELimination and (Et) Choice Translating REality.
18Preference Ranking Organisation METHod of Enrichment Evaluation.
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omática comum para todos esses métodos (ver Bouyssou e Pirlot, 2002, 2004, 2004a, 2005,
2005a). Assim, a divisão em categorias dos métodos supra referidos poderá ser enganadora.
Os métodos utilizados em MCDA necessitam de informação preferencial em forma de pa-
râmetros do modelo. Contudo, nem sempre é fácil para o decisor expressar as suas preferências
de forma precisa através da quantificação dos parâmetros. Por conseguinte, poderá ser bené-
fico questionar indirectamente o decisor, pedindo-lhe para especificar as suas preferências com
base em exemplos, permitindo inferir determinados parâmetros do modelo a utilizar. Assim,
numa terceira família de métodos, designada por métodos interactivos, os métodos são basea-
dos em aproximações de Desagregação-Agregação, que segundo Vincke (1992) alternam fases
de cálculos (comportando fases sucessivas de compromisso), com fases de diálogo (fontes de
informação extra sobre as preferências dos decisores).
Para os métodos de classificação que se baseiam em julgamentos absolutos, a regra de clas-
sificação baseia-se em muitos casos na comparação das acções a classificar com as acções de
referência representativas dos limites das classes. Uma aproximação alternativa é baseada em
comparações entre as acções a classificar e acções que constituem exemplos típicos de cada
classe. Os exemplos mais representativos são os algoritmos do vizinho mais próximo (nearest-
neighbor) (Duda et al., 2001) e redes probabilísticas neurais (probabilistic neural networks)
(Specht, 1990). Em ambos os exemplos são utilizadas medições de distância para estimar a si-
milaridade das acções a classificar com o conjunto das acções de referência onde a classificação
foi pré-especificada. Mais recentemente foi aplicada esta aproximação a problemas de classi-
ficação desenvolvidos com base neste esquema, tornando-se conhecida em métodos baseados
na função utilidade como o método UTADIS (Jacquet-Lagrèze, 1995; Zopounidis e Doum-
pos, 1999), o método de Koksalan e Ulu (2003), PAIRCLAS (Doumpos, Zopounidis, 2004) e
MHDIS (Zopounidis e Doumpos, 2000). Também nos métodos baseados nas relações de pre-
valência foi aplicada tal aproximação alternativa, como é o caso do ELECTRE TRI Assistant
(Mousseau e Slowinski, 1998; Mousseau et al., 2000), o Electre Tri (Ngo The e Mousseau,
2002; Dias et al, 2002; Dias e Mousseau, 2003) e a abordagem de Rocha e Dias (2008).
Note-se que a taxinomia que acabámos de descrever não pretende definir três classes de
métodos nem sequer apresentar os métodos de forma exaustiva, mas apenas tipificar as suas
características.
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Em MCDA, recorre-se muitas vezes à formulação de programação linear (PL) para inferir
os parâmetros dos modelos de decisão à custa de um conjunto de alternativas de referência
onde a classificação é pré-especificada. Por exemplo, no método UTADIS (Doumpos e Zo-
pounidis, 2002) a formulação PL é usada para a construção de funções de utilidade. Mousseau
et al. (1999), Dias et al. (2002) bem como Rocha e Dias (2008) recorreram à PL para estimar
pesos dos critérios em modelos de classificação com relações de prevalência, desenvolvidos à
custa do método ELECTRE (Roy e Bouyssou, 1993). De forma similar, Mousseau e Slowinski
(1998), assumindo a não existência de veto, usaram a formulação de programação não-
linear para estimar além dos pesos dos critérios, os limiares de preferência e de indiferença.
A inferência dos parâmetros à custa de exemplos é igualmente utilizada em modelos de
inteligência artificial, os quais são representados, por exemplo, quer por regras de decisão do
tipo “se...então...” ou árvores de decisão, quer à custa de redes artificiais neurais. Foi ainda
proposta uma metodologia para a construção de regras de decisão dos modelos de preferência,
baseada na teoria rough sets (Pawlak, 1982; Pawlak e Slowinski, 1994). Uma outra forma
de aliviar o decisor de ter que indicar as suas preferências através dos parâmetros do modelo é
utilizar métodos interactivos de análise de decisão verbal. Durante o processo de diálogo com o
decisor, este vai classificando algumas acções seleccionadas pelo método, mas não todas. Neste
tipo de métodos foram desenvolvidos por exemplo o ORCLASS (Larichev e Moskovich, 1994,
2000), SAC (Larichev at al., 2002) e um novo método Dichotomic Classification (Yevseyeva
at al., 2008).
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CAPÍTULO 3
Métodos de Classificação Multicritério
3.1 Nota introdutória
Originalmente, os métodos MCDA foram desenvolvidos para as problemáticas da Selecção
e Ordenação, os quais têm por base a medição do grau de preferências entre alternativas de um
dado conjunto, e só mais tarde para problemas de Classificação. No contexto da MCDA, clas-
sificação supõe a atribuição de um conjunto finito de acções, descritas à custa de um conjunto
de critérios. Há problemas de classificação feitos de forma ordinal e outros de forma nominal.
As principais diferenças entre estes dois tipos de problemas de classificação são duas: nos pro-
blemas de classificação ordinal, os critérios de avaliação fornecem não apenas a descrição das
acções, mas também informação preferencial para ajudar na identificação da melhor à pior das
acções, e as classes são definidas de forma ordinal e não de forma nominal.
Os métodos para a problemática da Classificação para problemas de Classificação ordinal
surgem em MCDA como um relaxamento natural de um problema de ordenação introduzindo
a condição de que várias alternativas podem ser atribuídas em cada nível de classificação. Mais
tarde, surgem nas metodologias MCDA a classificação do tipo nominal para a problemática da
classificação bem como os problemas de agrupamento de dados (Clustering problems).
Os métodos de classificação emMCDA pretendem avaliar cada acção em termos absolutos,
afectando cada acção a uma classe pré-definida. Este tipo de classificação é aplicado na prática
de várias formas, nomeadamente no campo da (Zopounidis e Doumpos, 2002):
 medicina: realização de diagnósticos médicos através da classificação dos doentes com
base em grupos de doenças com os mesmos sintomas (Stefanowski and Slowinski, 1998;
Tsumoto, 1998; Belacel, 2000; Michalowski et al., 2001);
 gestão de recursos humanos: classificação das pessoas em grupos de acordo com as suas
qualificações (Rulon et al., 1967; Gochet et al., 1997);
 marketing: medição da satisfação dos clientes, análise das características dos diferentes
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grupos de clientes, desenvolvimento de estratégias para entrar no mercado (Dutka, 1995;
Siskos et al., 1998);
 identificação de padrões: avaliação de características físicas de objectos ou pessoas e sua
classificação em classes apropriadas (Ripley, 1996; Young and Fu, 1997; Nieddu and
Patrizi, 2000);
 ambiente e gestão de energia, ecologia: análise e medição dos impactos ambientais das
diferentes políticas de energia, investigação da eficiência das políticas da energia de paí-
ses (Diakoulaki et al., 1999; Rossi et al., 1999; Flinkman et al., 2000);
 gestão de sistemas de produção e diagnóstico técnico: monitorização de sistemas de
produção complexos para o diagnóstico de erros (Nowicki et al., 1992; Catelani and
Fort, 2000; Shen et al., 2000);
 gestão financeira e económica: previsão de falência de empresas, avaliação de risco de
crédito para firmas e consumidores, avaliação e classificação de acções cotadas na bolsa,
avaliação de risco para o país, taxa de título da dívida (Altman et al., 1981; Slowinski
and Zopounidis, 1995; Zopounidis, 1998; Doumpos and Zopounidis, 1998; Greco et al.,
1998; Zopounidis et al., 1999).
Esta vasta gama de aplicações dos problemas de classificação constitui a principal moti-
vação para o desenvolvimento de metodologias para a construção de novos modelos. De um
ponto de vista técnico, tais modelos MCDA podem ser agrupados em duas categorias, com
base na forma como o conjunto de alternativas potenciais é explorado (Tsoukiàs,2008):
1. estabelecimento de uma função utilidade, sintetizando os diferentes critérios;
2. utilização de procedimentos para comparação entre pares e regras de maioria para esta-
belecer uma recomendação final.
Como referido no capítulo anterior, na primeira categoria temos métodos baseados na cons-
trução de uma função utilidade multi-atributo e na segunda categoria temos os métodos conhe-
cidos como métodos de prevalência nos quais as relações de preferência são representadas pelo
conceito “pelo menos tão bom como”.
Tal como a classificação em MCDA, o agrupamento de dados (ou clustering) tem por
objectivo agrupar um conjunto de objectos (por exemplo, pessoas, produtos ou outras entida-
des), avaliadas segundo um conjunto de atributos, em grupos. A principal forma de distinguir
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estas duas técnicas reside na definição dos grupos: na Classificação, os grupos (geralmente
denominados classes ou categorias) são definidos a priori, respondendo, em certos casos, à
clarificação de decisões ou à elaboração de recomendações ou de prescrições; no segundo caso
os grupos (geralmente denominados clusters) são definidos a posteriori, sendo pois uma forma
de aprendizagem por observação e geralmente relacionados com preocupações descritivas. Por
outras palavras, a Classificação é considerada aprendizagem supervisionada, enquanto que o
agrupamento de dados é um exemplo de aprendizagem não supervisionada. A figura 3.1 apre-
senta de forma gráfica estas diferenças.
Objectos
fa1;a2; :::;ang
_ _ _ _ _ _ _ _


_ _ _ _ _ _ _ _Grupos especificados?
sim

não

Classificação Clustering

 
Ordinal Nominal
Formação de grupos
consistentes de objectos
com características
similares

Exploração dos conhecimentos
existentes para
desenvolvimento do modelo
Figura 3.1: Comparação da Classificação e Clustering, adaptado de Doumpos e Zopounidis
(2002, pg.5)
No agrupamento de dados, os agrupamentos resultantes de objectos devem exibir elevada
homogeneidade interna (ou seja, elevadas similaridades intra-grupo) e elevada heterogeneidade
externa (ou seja, elevadas dissimilaridades inter-grupos). Assim, se a classificação for bem
sucedida, os objectos dentro dos agrupamentos estarão próximos, de acordo com uma medida
de similaridade definida, e diferentes agrupamentos estarão distantes.
O agrupamento de dados tem as suas raízes em diversas áreas que incluem a estatística,
o data mining, a biologia e a aprendizagem automática. Apesar de ser já bastante antigo,
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este tipo de problemas ainda hoje é frequentemente encontrado em diversas áreas, sendo de
grande importância na nossa sociedade. Tal é confirmado pelo grande número de artigos que
se encontram na literatura, os quais apresentam uma grande variedade de aplicações tais como
marketing (De Smet e Montano, 2004), agricultura (Jain et al. 1999), genética (Lu e Han,
2003), processamento de imagem (Jain e Flynn, 1996), aplicações Web (Cooley et al. 1997,
1999; Heer e Chi, 2001; Foss et al. 2001), análises de DNA em biologia computacional (Ben-
Dor e Yakhini 1999). Assim, termos mais ou menos sinónimos são utilizados no clustering
tais como aprendizagem sem supervisão (Jain e Dubes, 1988), taxonomia numérica (Sneath
e Sokal, 1973), vector quantization (Oehler e Gray, 1995), e aprendizagem por observação
(Michalski et al., 1983). Várias são também as ferramentas de análise de grupos que têm sido
construídas e incluídas em pacotes de software de análise estatística, tais como, S-Plus, SPSS,
SAS, Genstat, SYSTAT, BMDP, Statistica, Stata, Minitab, Clustan e ClustanGraphics.
Tradicionalmente os algoritmos podem ser classificados em hierárquicos (envolvem a cons-
trução de uma hierarquia tipo árvore) e não-hierárquicos (ou de particionamento) (não envol-
vem o processo de construção em árvore; designam acções a clusters assim que o número de
agregados a serem formados tenha sido especificado).
Além das técnicas estatísticas de análise de cluster hierárquica e não-hierárquica, outras
técnicas como algoritmos evolutivos (Jain et al., 1999), agrupamentos fuzzy (Klawonn e Höpp-
ner, 2003), redes neurais (mapas de Kohonen) (Kohonen, 1990; Kohonen, 2001), clustering
baseado em restrições para problemas com limitações específicas (Han et al., 2001; Tung et al.,
2001) entre outras, podem ser utilizadas para formação de agrupamentos.
Na literatura pode-se encontrar um grande número de algoritmos de clustering (Jain e Du-
bes, 1988; Jain et al., 1999; Theodoridis e Koutroumbas, 1999; Everitt et al., 2001; Berkhin,
2002; Han e Kamber, 2006). Contudo, neste trabalho na Secção 3.3 serão apresentadas apenas
as principais taxonomias existentes no clustering e as adoptadas neste trabalho, bem como, os
algoritmos mais representativos e referenciados na literatura.
Tal como foi já referido, muitos são os trabalhos de classificação e clustering multicritério
que nos últimos anos a comunidade cientifica tem desenvolvido, e embora estas duas formas
de resolução de problemas sejam bastante diferentes à primeira vista, elas podem-se comple-
mentar. Anuska Ferligoj foi a primeira investigadora a abordar esta complementaridade a que
denominou de problemática multicriteria clustering (Ferligoj, 1997). Recentemente novos tra-
balhos de investigação de multicriteria clustering têm sido desenvolvidos, sendo neste tipo de
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trabalhos que estamos interessados.
Por serem os mais relevantes para o presente trabalho, serão apresentados de seguida e de
forma bastante sucinta a família dos métodos ELECTRE, em particular o método ELECTRE
TRI. De seguida serão apresentados os algoritmos de clustering mais representativos e referen-
ciados na literatura, e por fim, apresentamos a motivação que tem levado ao desenvolvimento
de alguns trabalhos de clustering multicritério.
3.2 Métodos ELECTRE
Os métodos ELECTRE (Roy, 1991) resultam da abordagem operacional de agregação de
critérios através da relação de prevalência (ver secção 2.8), modelando a incomparabilidade
entre acções. Estes métodos são relevantes em situações em que o decisor pretende incluir no
modelo pelo menos três critérios. Contudo, os procedimentos de agregação são melhores para
casos com pelo menos cinco critérios (até vinte ou trinta) (Roy, 1991; Roy e Bouyssou, 1993).
Estes métodos devem ainda verificar pelo menos uma das situações seguintes (Figueira et al.,
2005):
 as acções são avaliadas em pelo menos um critério de escala ordinal ou intervalar, as
quais não são as mais indicadas para fazer comparações de diferenças. Assim, é difícil
definir uma fórmula que faça sentido em termos de diferenças de preferência dos rácios
g j(a) g j(b)
g j(c) g j(d) , onde g j(s) é a avaliação da acção s no critério g j.
 critérios bastante heterogéneos que não permitem a sua agregação num único critério
com uma escala comum.
 a compensação da perda num critério como ganho noutro critério pode não ser bem
aceite pelo decisor, pelo que se torna necessário o uso de métodos de agregação não
compensatórios.
 pequenas diferenças de desempenho num determinado critério, que não são significativas
em termos de preferência, podem tornar-se significativas quando acumuladas. Torna-se
assim importante o recurso a informação preferencial intra-critérios constituída por limi-
ares de indiferença e preferência (q j e p j): dado um critério g j(.), o limiar de indiferença
q j especifica a maior diferença da avaliação g j(a) g j(b) que mantém a indiferença en-
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tre a e b (aI jb); o limiar de preferência p j especifica a menor diferença g j(a)  g j(b)
compatível com a situação de preferência a favor de a (aPjb). Tal leva a uma estrutura
de preferências cujas relações de indiferença são intransitivas.
Os métodos ELECTRE validam ou invalidam a asserção de prevalência asSat , para cada
par de acções (as;at), que significa “as é pelo menos tão boa quanto at”. Para que a asserção
asSat seja válida, duas condições devem ser verificadas:
- concordância: para que a prevalência asSat seja aceite, uma maioria “suficiente” de cri-
térios deve ser a favor desta asserção (atendendo aos seus pesos);
- não-discordância : quando a condição de concordância se verifica, nenhum critério em
minoria se deve opor à asserção asSat "de uma forma muito forte", ou seja, não existe em
nenhum critério uma diferença de desempenhos tão significativa que se oponha à prevalência.
Note-se que ummau desempenho de uma acção num critério pode não ser compensado por uma
bom desempenho noutro critério, ou seja, o princípio da compensação total não se verifica aqui.
Para cada par de acções as;at , os métodos decidem se as prevalece sobre at (asSat) ou não,
à custa dos desempenhos daquelas acções e dos seguintes parâmetros:
 o conjunto de pesos {k1;k2; :::;kn} que indica a importância relativa dos critérios na agre-
gação. Estes valores não devem ser vistos como taxas de compensação/conversão entre crité-
rios, como acontece nos métodos compensatórios de agregação AHP, MACBETH e MAUT.
 o conjunto dos limiares de veto fv1;v2; :::;vng que representam a maior diferença da
avaliação g j(at) g j(as) compatível com a asserção asSat .
 o limiar de concordância ou corte l que representa o nível da maioria necessária (mas
não suficiente) para a conclusão asSat .
A primeira fase dos métodos ELECTRE consiste na construção de uma relação de preva-
lência (ou várias) sobre o conjunto de acções (excepto no método ELECTRE TRI, no qual se
comparam as acções a afectar com as de referência). Posteriormente, essas relações são explo-
radas no âmbito da problemática a que o método se dedica.
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Os métodos ELECTRE I e IS (Roy e Skalka, 1984) dedicam-se à problemática da escolha,
os métodos ELECTRE II (Roy e Bertier, 1971), ELECTRE III (Roy, 1978) e ELECTRE IV (Roy
e Hugonnard, 1982), dedicam-se à problemática da Ordenação, e por último o ELECTRE TRI
(Yu, 1992) dedica-se à problemática de classificação ordinal.
O método ELECTRE TRI (Yu, 1992; Roy e Bouyssou, 1993) é um método de afectação
ordinal de um conjunto de acções a classes pré-definidas, com base em múltiplos critérios.
Face a um conjunto de classes, cada uma delimitada por duas acções de referência, o método
afecta cada acção a uma classe, por comparação com cada acção de referência.
Apresentaremos de seguida, de forma sucinta, o método ELECTRE TRI, nas suas variantes
pessimista e optimista. Para tal, retomaremos aqui a notação introduzida no Capítulo 2.
3.2.1 ELECTRE TRI
SejaC=fC1;C2; :::;Ckg um conjunto de k categorias (ou classes de preferência) pré-definidas
e ordenadas, às quais se afectam as acções de A . A ordem de preferência das classes é cres-
cente, sendo C1 a pior e Ck a melhor. Por exemplo, pode-se definir as classes C1="Mau",
C2="Insuficiente", C3="Suficiente", C4="Bom", C5="Muito Bom".
As k classes consecutivas são separadas por acções de referência dadas pelo conjunto
B=fb0;b1; :::;bkg. Cada classeC j (j=1,...,k) é limitada por duas acções de referência , b j 1 e b j,
sendo os seus limites inferior e superior respectivamente. Cada acção de referência b j (j=1,...,k-
1) constitui simultaneamente o limite inferior da classeC j+1 e o limite superior da classe C j.
As acções de referência devem obedecer às seguintes condições (Yu, 1992):
 b0 deve ser em todos os critérios pior que qualquer das acções a classificar, o que
implica que ai prevalece sobre a pior acção de referência:
aiSb0;8ai 2A
 bk deve ser em todos os critérios melhor que qualquer das acções a classificar, por
forma a que ai não prevaleça sobre a melhor acção de referência:
bkPai , 8ai 2A
 cada bh deve ser melhor que bh 1 em todos os critérios, isto é:
g j(bh)> g j(bh 1); j 2 f1; :::;ng (bh domina bh 1 )
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 bk P bk 1P:::P b0( Relação de preferência, considerando os limiares de preferência e
indiferença1)
 cada acção ai 2A pode ser indiferente no máximo a uma acção de referência.
3.2.2 Fases do Método
O ELECTRE TRI divide-se basicamente em duas fases:
1a fase: estabelecer uma relação de prevalência entre cada acção ai (i=1,...,m) e as acções de
referência b j (j=0,...,k) que distinguem as diferentes classes de preferência;
2a fase: processar a afectação das acções às classes à custa das relações de prevalência estabe-
lecidas.
A primeira fase é constituída normalmente por quatro etapas:
 cálculo dos índices de concordância c j(as;at) e do índice de concordância global C(as;at);
 cálculo dos índices de discordância d j(as;at) e do índice de discordância global D(as;at);
 cálculo do índice de credibilidade S(as;at);
 estabelecimento da relação de prevalência através do limiar de corte.
3.2.3 Definição de relação de prevalência
No ELECTRE TRI a relação de prevalência entre pares acções é decidida considerando os
seguintes parâmetros:
 k j : coeficiente de importância (peso) do critério g j, o qual é sempre positivo;
D j :vantagem da acção as sobre a acção at no critério g j
D j =
8<: g j(as) g j(at) se g j é a maximizarg j(at) g j(as) se g j é a minimizar
 l : limiar de corte;
1Segundo o ELECTRE, uma acção pode dominar outra e não tem que lhe ser preferível; tal depende da amplitude
da diferença de desempenho quando comparada com os limiares de indiferença e de preferência.
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 q j : limiar de indiferença para o critério g j;
 p j : limiar de preferência para o critério g j;
 c j(as;at) : índice de concordância para a asserção "a S b", considerando o critério g j;
 C(as;at) : índice de concordância global para a asserção "asSat", considerando todos os
critérios;
 d j(as;at) : índice de discordância para a asserção "asSat", considerando o critério g j;
 v j : limiar de veto associado ao critério g j;
 u j : limiar de discordância associado ao critério g j;
A introdução dos limiares de indiferença q j e de preferência p j, para cada critério j (j=1,...,n),
p j  q j  0, permite uma transição gradual entre a indiferença e a preferência (o ELECTRE TRI
utiliza pseudo-critérios2) como mostra a Figura 3.2:
b  Pj  a b Qj  a
- pj - qj 0 qj pj
a Ij  b a Qj  b a Pj  b
Figura 3.2: Relações de preferência do critério g j para o par de acções (a,b) (adaptado de Dias
(2000))
Obtém-se assim uma estrutura de de preferências ( Pj; Q j; I j ), na qual Q j representa
uma preferência fraca, correspondente a uma hesitação entre a preferência (estrita) Pj e a
indiferença I j.
Para cada critério, o índice de concordância indica quanto o critério está de acordo com a
hipótese asSat , como se apresenta de seguida:
c j(as;at) =
8>>><>>>:
1 se D j   q j
0 se D j < p j
p j+D j
p j q j caso contrário
A concordância é máxima, ou seja 1, quando a acção as é melhor que at ou é pior mas por
2ver secção 2.5.2
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uma pequena diferença (superior a q j). É mínima, ou seja 0, quando essa diferença se torna
igual ou superior a p j. Finalmente, quando a j é pior que at , a concordância começa a decrescer
gradualmente entre 1 e o mínimo 0, à medida que a diferença a favor de at se vai tornando cada
vez maior que q j e mais próximo de p j. Graficamente tem-se (Figura 3.3):
Figura 3.3: Índice de concordância para o critério g j (adaptado de Dias (2002))
Os índices de concordância de cada um dos n critérios são agregados num índice global de
concordância (multicritério), considerando os coeficientes de importância k j de cada critério:
C(as,at) =
n
∑
i=1
kici(as,at)
n
∑
i=1
ki
Por outro lado, para cada critério, o índice de discordância indica quanto o critério discorda
com a hipótese asSat , como é apresentado abaixo:
d j(as,at) =

0 se −∆ j ≤ u j
−∆ j−u j
v j−u j se u j <−∆ j ≤ v j
1 se −∆ j > v j
Graficamente tem-se (Figura 3.4):
A discordância é zero (ausência de veto) quando as é melhor que at ou é pior mas por uma
diferença superior a u j (com u j ≥ p j). Quando essa diferença se torna igual ou superior a v j,
então a discordância é máxima (1) o que irá vetar a hipótese asSat . Por fim, quando as é pior
que at , a discordância cresce gradualmente entre 0 e 1, à medida que a diferença a favor de at
se afasta mais de u j e se aproxima de v j. O veto será neste caso apenas parcial.
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Figura 3.4: Índice de discordância para o critério g j (adaptado de Dias (2002))
Os índices de discordância para os vários critérios são agregados num índice global de dis-
cordância, considerando o máximo desses valores:
dmax(as,at) = maxj∈{1,...,n}
d j(as,at)
Finalmente a credibilidade da conclusão asSat é fornecida pelo índice de credibilidade, o
qual pode ser calculado pela variante original de Yu (1992) e de Roy e Bouyssou (1993) dada
por:
S(as,at) =C(as,at)× ∏
j∈1,...,n
d j(as ,at )>c j (as ,at )
1−d j(as,at)
1− c(as,at) .
Note-se que outras fórmulas podem ser utilizadas, como por exemplo, a variante de Mous-
seau e Dias (2004) dada por:
S(as,at) =C(as,at)× [1−dmax(as,at)].
Por fim, o limiar de corte λ é estabelecido para efectuar a dicotomia entre prevalência e
não prevalência:
asSat ⇐⇒ S(as,at)≥ λ
Neste trabalho a relação de prevalência que aplicamos é a de Mousseau e Dias (2004).
3.2.4 Regra de afectação
Segundo Yu (1992), “Um processo de afectação é composto por um conjunto de meca-
nismos que, apoiando-se sobre modelos de preferência explícitos, permitem afectar todas as
acções de A às classes previamente definidas”.
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No ELECTRE TRI, a afectação de uma dada acção ai 2 A processa-se comparando-a às
sucessivas acções de referência. Este processo difere de acordo com a regra aplicada: pessi-
mista (a mais aplicada na prática) ou optimista. A designação destas regras surge do facto de
a classe a que uma acção é atribuída pela regra pessimista ser sempre igual ou pior à classe a
que seria atribuída pela regra optimista (Yu, 1992). No caso de ser atribuída a uma classe pior
pela regra pessimista, tal indica que a acção atribuída é incomparável a pelo menos uma acção
de referência.
No ELECTRE TRI pessimista uma dada acção ai é atribuída à classe mais elevada tal que
aiSbh 1, ou seja:
ai 2 Ch () (aiSbh 1) ^ (ai 6 S bh) () S(ai;bh 1) l ^ S(ai;bh) < l
O algoritmo de afectação pessimista pode ser dado pelo apresentado na Tabela 3.1.
ELECTRE TRI pessimista
%Ck é a melhor classe
1. Compare ai sucessivamente com br, r=k-1,k-2,...,0.
2. Localizar o primeiro limite bh 1 tal que aiSbh 1.
3. Afectar ai à classe Ch.
Tabela 3.1: Algoritmo do ELECTRE TRI pessimista
Quanto ao ELECTRE TRI optimista, uma dada acção ai é atribuída à pior classe tal que
bhPai e bh 1 6 Pai, ou seja:
ai 2 Ch () (bhSai ^ ai 6 S bh) ^ (bh 1 6 Sai _ ai Sbh 1)()
(S(bh;ai) l ^ S(ai;bh) < l ) ^ (S(bh 1;ai)< l _ S(ai;bh)  l )
Neste caso, o algoritmo de afectação optimista pode ser dado pelo apresentado na Tabela
3.2.
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ELECTRE TRI optimista
%C1 é a pior classe
1. Compare ai sucessivamente com br, r=1, 2,...,k-1.
2. Localizar o primeiro limite bh tal que bhPai.
3. Afectar ai à classe Ch.
Tabela 3.2: Algoritmo do ELECTRE TRI optimista
3.3 Métodos Clustering tradicionais
A escolha do conjunto de regras ou o algoritmo de clustering a utilizar, dado um determi-
nado problema, não é uma questão simples. Porém, o critério essencial de todos os algoritmos
é que eles tentam maximizar as diferenças entre clusters relativamente à variação dentro dos
mesmos. Para Doreian et al.(2005), a escolha de um algoritmo de agrupamento deve conside-
rar, entre outros, os seguintes aspectos:
 objectivo da aplicação: se a aplicação envolve a escolha do melhor local para construir
um Centro de Saúde, o algoritmo de agrupamento escolhido deve ser um que permita
encontrar a menor distância entre o local sugerido e os utentes. Neste caso a aplicação
envolve a menor distância entre o centro do cluster em relação aos demais objectos pelo
que se sugere que sejam usados os algoritmos K-Means e K-Medoids (ver secção 3.5).
Já em aplicações onde os dados espaciais são imagens de satélite ou mapas de vegetação,
uso do solo, etc, é aconselhável o uso de algoritmos baseados em densidade (ver secção
3.5), os quais criam clusters mais uniformes em termos de densidade, cor, pixels, entre
outros.
 tipo de critérios usados: numéricos, ordinais, binários, etc;
 validade da partição obtida: esta deve ser analisada já que diferentes métodos de agru-
pamento podem levar a diferentes soluções para um mesmo problema. Jain et al. (1999)
definem cluster-validity da seguinte forma: a estrutura clustering é válida se não for
razoável ter ocorrido ao acaso ou como um artefacto de um algoritmo de clustering.
Existem três tipos de estudo para validação: avaliação externa de resultados onde se
compara a priori com uma estrutura; análise interna onde um exame intrínseco da estru-
tura é dado para ver se é apropriada; teste relativo que compara duas estruturas e mede
os seus méritos relativos;
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 fixar ou não a priori o número de grupos;
 a possibilidade de trabalhar com uma base de dados de enormes dimensões, ou seja, com
acções caracterizadas por um enorme número de critérios e/ou um enorme número de
objectos ;
 a interpretabilidade dos resultados e a visualização dos clusters (Jain et al, 1999).
De acordo com estes critérios existem várias propostas de classificação dos algoritmos de
clustering. A classificação mais antiga e mais referida é baseada no tipo de resultado do agru-
pamento (Jain and Dubes, 1988): abordagens de agrupamento Hierárquicas versus Partição.
Outras classificações separam os algoritmos de agrupamento de acordo com o método adop-
tado para definir os grupos (Berkhin, 2002; Han and Kamber, 2006): abordagens de partição,
hierárquicas, baseados em densidade, baseados em grelha e baseadas em modelos.
Hierárquico O clustering hierárquico é uma técnica relativamente antiga comparativa-
mente com muitos outros algoritmos de clustering, mas continua a ser uma das mais utilizadas.
Esta técnica pode ser subdividida em dois tipos de algoritmos: aglomerativos e divisivos (Jain
e Dubes,1988; Kaufman e Rousseeuw,1990). O clustering aglomerativo inicia com todos os
clusters com uma única acção e recursivamente vai juntando dois ou mais clusters de forma
apropriada. Quanto ao clustering divisivo, este inicia com um único cluster com todas as ac-
ções em estudo e vai particionando recursivamente os clusters, parando quando verificar um
critério de paragem (frequentemente é o número k de clusters fixado). É de notar que nos
algoritmos hierárquicos não existe uma função objectivo a ser minimizada. Por exemplo, na
Figura 3.5(a-d)3, podem-se obter agrupamentos com 2, 4 ou 6 clusters aplicando o clustering
hierárquico em cada nível: o grupo inicial Figura 3.5(a) pode dar origem a dois clusters (Fi-
gura 3.5(b)) cujos elementos de cada grupo são os mais similares entre si mas se fixarmos k=6,
continuando a divisão pode obter-se os seis clusters da Figura 3.5(d).
Partição Os algoritmos de agrupamento de partição criam um agrupamento inicial com
k grupos e iterativamente realocam os objectos de dados de um grupo para outro, de forma
a optimizar uma determinada função de custo global, também conhecida como função de si-
milaridade - entre os elementos do mesmo grupo - ou função de dissimilaridade - entre os
elementos de grupos diferentes. Cada grupo é representado por um ou mais protótipos e cada
3adaptada de http://www-users.cs.umn.edu/ kumar/dmbook/index.php visto em 20/06/2011
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Figura 3.5: Diferentes tipos de clustering para um mesmo grupo
objecto é atribuído ao protótipo mais similar. Estes algoritmos encontram apenas grupos com
forma esférica e raramente descobrem grupos com formas arbitrárias já que agrupam os ob-
jectos com base na distância entre eles. Por exemplo, usando individualmente cada grupo de
clusters (Figura 3.5(b-d)) com o número fixo de grupos em 2, 4 ou 6, tem-se clustering de
partição.
Densidade Os algoritmos de agrupamento baseados na noção de densidade consideram ti-
picamente os grupos como regiões densas de objectos no espaço dos dados que são separados
por regiões de densidade significativamente mais baixa. Os objectos pertencentes a estas re-
giões de densidade significativamente mais baixa são considerados ruído ou valores isolados.
A ideia geral destes algoritmos consiste em fazer crescer um determinado grupo enquanto hou-
ver objectos no grupo com densidade (um número de objectos) na sua “vizinhança” (num raio)
superior a um determinado número limite. Assim, estes algoritmos têm sido desenvolvidos
com o intuito de descobrir grupos com formas arbitrárias determinadas pela densidade. São
normalmente eficazes para filtrar valores isolados e em conjuntos de dados de baixa dimensão.
A quantidade de dados requeridos para estimar a densidade local aumenta exponencialmente
com o aumento do número de atributos dos dados, não sendo por isso apropriados para conjun-
tos de dados de centenas de atributos.
Estes algoritmos usam uma função a optimizar local já que usam estruturas locais, as re-
giões densas, para formar os grupos.
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Exemplos de algoritmos baseados em densidade são o DBSCAN 4 (Ester et al., 1996) e o
algoritmo DENCLUE 5 (Hinneburg and Keim, 1998).
Algoritmos baseados em grelha quantificam o espaço de objectos num número finito de
células que formam uma estrutura em grelha com múltiplas dimensões. A ideia é separar os
valores possíveis de cada atributo num número de intervalos contíguos, criando um conjunto de
células em grelha com múltiplas dimensões. Cada objecto situa-se numa célula cujo intervalo
de valores para cada atributo contém os valores do objecto. Todas as operações de agrupamento
são realizadas na estrutura em grelha existindo diferentes formas para a realização do agrupa-
mento apesar de a maior parte das abordagens serem baseadas em densidade. O agrupamento é
realizado pela junção de grupos de células densas adjacentes. Exemplos destes algoritmos são
o algoritmo STING6(Wang et al., 1997) e o algoritmo CLIQUE7(Agrawal et al., 1998)
Os algoritmos baseados em modelos pretendem optimizar o ajuste entre os dados e um
modelo matemático. Inicialmente é definido um modelo para cada um dos grupos e em seguida
os modelos são adaptados de acordo com os objectos que lhes são atribuídos. Tais algoritmos
são frequentemente baseados no pressuposto de que os dados são gerados por uma mistura de
distribuições de probabilidade subjacente e os modelos são obtidos construindo uma função
de densidade que reflecte a distribuição espacial dos objectos de dados. Como exemplos des-
tes algoritmos temos o algoritmo EM8 (Dempster et al., 1977), o COBWEB (Fisher, 1987),
CLASSIT (Gennari et al., 1989) e o AutoClass (Cheeseman and Stutz, 1996). Este último
algoritmo é popular pois usa a análise estatística Bayesiana para estimar o número de grupos.
Esta abordagem também é referida como abordagem estatística ou de inteligência artificial. A
abordagem de rede neuronal pertence também a este grupo de algoritmos baseados em mode-
los, a qual tende a representar cada grupo como um exemplar (neurónio). Um exemplar actua
como um protótipo do grupo e não tem necessariamente que corresponder a um exemplo de da-
dos particular. Usando uma medida de distância, um novo objecto pode ser atribuído ao grupo
cujo exemplar é mais semelhante. O estudo das redes neuronais artificiais (RNAs) (Hertz et
al., 1991) foi inspirado pela constatação de que os sistemas de aprendizagem neurobiológicos
4Density Based Spatial Clustering of Applications with Noise
5DENsity-based CLUstEring
6STatistical INformation Grid
7CLustering In QUEst
8Expectation-Maximization
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são constituídos por redes muito complexas de neurónios interligados.
Os algoritmos de agrupamento podem ainda dividir-se em Exclusive versus Overlapping
versus Fuzzy, e ainda Completos versus Parciais:
Exclusivos versus Overlapping versus Fuzzy Na figura 3.5, o clustering é sempre ex-
clusivo, ou seja, cada objecto é atribuído a um só cluster. O clustering overlapping (não-
exclusivo) é usado para reflectir o facto de uma acção poder pertencer em simultâneo a mais
do que um cluster (por exemplo, numa universidade, um individuo pode ser em simultâneo
docente e estudante de doutoramento), ou quando uma acção está “entre” dois ou mais clusters
e pode ser razoável atribui-la a qualquer um desses clusters.
No fuzzy clustering, faz-se corresponde cada acção a todos os clusters tendo associado um grau
de pertença que varia entre 0 (não pertence de certeza) e 1 (pertence de certeza). Tal significa
que cada cluster é tratado como um conjunto fuzzy9. De forma similar, as técnicas clustering
probabilísticas calculam a probabilidade que cada elemento tem de pertencer a cada cluster,
devendo a soma das probabilidades ser igual a 1. Na prática, estes dois métodos são geral-
mente convertidos no final em clustering exclusivos, atribuindo cada acção ao cluster que tiver
associado o maior grau de pertença ou a maior probabilidade.
Completo versus Parcial No clustering completo todas as acções são atribuídas enquanto
que no parcial tal não acontece. A motivação para o uso do clustering parcial é que determina-
das acções podem não se enquadrar nos clusters definidos. Muitas das vezes, existem acções
na base de dados que representam outliers ou “acções sem interesse”. Por exemplo, uma de-
terminada patologia pode ter apenas interesse ser estudada em indivíduos idosos, pelo que os
mais jovens devem ser excluídos do estudo.
Apesar da vastidão de algoritmos de agrupamento existente, nenhum é aplicável com êxito
a todas as possíveis estruturas presentes nos conjuntos de dados multidimensionais. Para um
determinado conjunto de dados com grupos de diferentes formatos, nem todos os algoritmos de
agrupamento identificam correctamente os diferentes grupos existentes. Isto deve-se ao facto
de, frequentemente, os algoritmos adoptarem assumpções implícitas relativamente à forma dos
9Em Matemática, um conjunto fuzzy é um conjunto onde cada elemento pertence a qualquer conjunto com um
grau que varia entre 0 e 1.
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grupos, com base nas medidas de similaridade e nos critérios de agrupamento usados. Este
facto explica o grande número de algoritmos de agrupamento de dados existentes na literatura,
em que cada um, pela sua especificidade, tem ummelhor ou pior desempenho num determinado
conjunto de dados dependendo da distribuição específica dos objectos de dados. (Duarte,2008)
Por serem as de maior interesse neste trabalho, apresentamos nas secções seguintes as duas
classificações de agrupamentos mais antigas: abordagens de agrupamento de partição e hie-
rárquicas. Começaremos por apresentar na secção seguinte uma breve revisão das medidas de
proximidade (dissimilaridade/similaridade) usadas nos algoritmos de agrupamento e que serão
utilizadas nalgumas partes deste trabalho.
3.3.1 Medidas de proximidade
Um agrupamento pode ser convencional ou conceptual. O agrupamento convencional
mede as similaridades a partir dos valores dos atributos que descrevem os objectos, sendo
para tal usadas, geralmente, medidas de distância geométricas entre os valores dos atributos.
No agrupamento conceptual, um grupo de objectos forma uma classe somente se esta puder
ser descrita por um conceito comum a todos eles, ou seja, os objectos são agrupados de acordo
com conceitos descritivos e não apenas a partir de simples medidas de similaridade. O agru-
pamento conceptual é realizado em duas fases: descoberta das classes apropriadas e criação de
descrições para cada classe, tal como acontece na classificação.
No agrupamento convencional, na tentativa de identificação de grupos nos dados, é de
primordial importância saber qual a similaridade ou distância entre esses dados.
Dois objectos consideram-se “próximos” quando a sua dissemelhança ou distância é pe-
quena ou, o mesmo será dizer, quando a sua similaridade é grande. A similaridade entre
acções pode ser medida de diferentes formas, sendo que cada um dos diferentes métodos
utilizados representa uma perspectiva particular de similaridade, dependendo dos objectivos,
do tipo de dados e do problema em estudo. Existe um vasto leque de medidas de similari-
dade/dissimilaridade que podem ser usadas para aferir a proximidade dos dados, devendo-se
fazer uma escolha criteriosa já que existe uma grande variedade de tipo de atributos e esca-
las. O mais comum é calcular a dissimilaridade entre dois objectos utilizando uma medida de
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distância definida no espaço de atributos.
Nesta secção são apresentadas medidas de proximidade apropriadas para dados contínuos
por serem estes os mais relevantes para este trabalho. As medidas para este tipo de dados são
tipicamente calculadas a partir de uma medida de distância a qual é generalizada pela mate-
mática através do conceito de métrica. Estudos mais exaustivos de medidas de dissimilaridade
podem ser encontradas em (Jain and Dubes, 1988), (Anderberg, 1973), (Diday and Simon,
1976), (Gower, 1985), (Gower and Legendre, 1986).
Distância
Doreian et al.(2005) começa por definir medidas de dissimilaridade as quais verificam as
seguintes propriedades:
8ai;a j 2A : d(ai;a j)!Â com
1. d(ai;a j)=0
2. d(ai;a j) 0, não-negatividade
3. d(ai;a j) = d(a j;ai), simetria
Quando as seguintes condições se verificam, as medidas de dissimilaridade são denomina-
das de distância:
4. d(ai;a j) = 0) ai = a j
5. 8as : d(ai;a j) d(ai;as)+d(as;a j) (desigualdade triangular)
Quando a base de dados é numérica, pode-se usar uma distância de Minkowski (Lp) dada por
d(ai;a j) =k ai a j kp= (
m
å
k=1
j aik a jk jp)1=p; 1 p ¥ (3.1)
Quanto maior é o valor de p, menor é o valor atribuído às diferenças. Para diferentes
valores de p temos diferentes distâncias, como por exemplo:
 p=1 obtemos distância de Manhattan
 p=2 obtemos distância Euclidiana
 p=¥ obtemos a distância de Chebychev (valor máximo das diferenças absolutas entre as
coordenadas: max j aik a jk j)
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O inconveniente do uso das métricas de Minkowski reside no facto destas métricas apre-
sentarem uma tendência para que os atributos de maior escala dominem os restantes. Soluções
para este problema incluem a normalização das escalas dos atributos contínuos.
Uma outra medida de distância é dada pela distância de Mahalanobis, dada por
d(ai;a j) = ((ai a j)C 1o (ai a j)t)
1
2 (3.2)
em queCo é a matriz de covariância dos objectos e t a transposta. Esta distância atribui diferen-
tes ponderações aos diferentes atributos com base nas suas variâncias e nas correlações lineares
entre os atributos. O custo computacional para obter a matriz de covariância com muitos atri-
butos é muito elevado, sendo essa a razão porque esta medida não é tão usada. Por outro lado,
a correlação linear entre os atributos pode também distorcer as medidas de distância. Esta
distorção pode ser minorada usando o quadrado da distância de Mahalanobis (Mahalanobis,
1936):
d(ai;a j) = (ai a j)C 1o (ai a j)t (3.3)
.
Existem algumas medidas de distância na literatura que têm em conta o efeito dos objectos
vizinhos (Gowda and Krishna, 1977; Jarvis and Patrick, 1973). Um exemplo destas medidas é
a MND10 proposta por (Gowda and Krishna, 1977) e dada por:
MND(ai;a j) = NN(ai;a j)+NN(a j;ai) (3.4)
em que NN(ai;a j) é o número do vizinho a j de ai no ranking dos vizinhos mais próximos.
A medida MND não é métrica porque não satisfaz a desigualdade triangular. No entanto,
foi aplicada com sucesso em várias aplicações (Gowda and Diday, 1992), suportando o ponto
de vista de que uma medida de dissimilaridade não necessita ser métrica.
3.3.2 Algoritmos de agrupamento de dados
1. Clustering Hierárquico
A representação gráfica dos grupos mais usada nos algoritmos hierárquicos é uma árvore
binária de grupos, chamada dendograma (Figura 3.6 (a)). A raiz do dendograma representa
a totalidade do conjunto de dados, as folhas representam os objectos do conjunto de dados
10Mutual Neighbor Distance
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e os nós internos a união de todos os objectos existentes nas suas sub-árvores. A altura de
um nó interno representa a dissimilaridade (ou distância) entre si e os seus nós-filhos. Se um
grupo não se juntar a outro ao longo de um considerável comprimento do eixo vertical, pode-se
considerar um grupo estável. Cada nível da árvore representa um agrupamento do conjunto de
dados com um determinado número de grupos. Outra forma possível, não tão utilizada e mais
incompleta de representar os grupos hierarquicamente, consiste em usar um gráfico de Venn
(Nested cluster diagram). A figura 3.6 (b) apresenta um gráfico de Venn típico para o mesmo
conjunto de dados da figura 3.6 (a).
Figura 3.6: Representação gráfica dos grupos
Um algoritmo de agrupamento hierárquico clássico encontra frequentemente dificuldades
na selecção dos grupos a juntar ou dividir e sofre da incapacidade de realizar ajustamentos uma
vez feita a junção ou divisão dos grupos. Embora esta rigidez acarrete custos computacionais
mais baixos já que não implica o teste de todas as combinações possíveis de outras escolhas,
um dos seus principais problemas e desvantagens é não poderem corrigir decisões erradas.
Para compensar as medidas de similaridade simplistas e a rigidez das junções e divisões
de grupos nos algoritmos hierárquicos clássicos que serão apresentados de seguida, surgiram
outros algoritmos hierárquicos que usam princípios mais complexos e mais robustos. Exem-
plos desse tipo de algoritmos são os algoritmos CURE11 (Guha et al., 1998) e o Chameleon
(Karypis et al., 1999). Outros algoritmos integram a aglomeração hierárquica com algoritmos
de realocação iterativa, como é o caso do algoritmo Birch (Zhang et al., 1996).
11Clustering Using REpresentatives
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1. Algoritmos aglomerativos
De um modo geral, os métodos aglomerativos utilizam um algoritmo padrão, conforme
descrito no Algoritmo 1.
Algoritmo 1 - Clustering Hierárquico Aglomerativo
1. Iniciar com n grupos, contendo um elemento em cada grupo e uma
matriz de dissemelhança D (ou a matriz de semelhanças) entre todos
os pares de grupos;
2. Repetir
Localizar a menor distância di j (maior similaridade) entre grupos i e j;
Actualizar a matriz D, juntando os grupos i e j;
Até critério de paragem.
O que distingue os algoritmos clássicos aglomerativos são as medidas de similaridade entre
os grupos, também chamadas métricas de ligação (também denominada Linkage). O tipo de
métrica de ligação usada pode afectar significativamente o resultado do algoritmo hierárquico,
já que reflecte um conceito particular de proximidade e conectividade. Existem dois tipos de
métricas de ligação: as que envolvem todos os pares de objectos nos dois grupos (um objecto
em cada grupo) e as que envolvem um objecto central de cada grupo. As principais métricas de
ligação do primeiro tipo são: ligação simples (Single-Link, SLINK) ou Vizinho Mais Próximo
(nearest neighbour), ligação completa (Complete-Link, CLINK) ou Vizinho Mais Distante
(furthest neighbour) e a média do grupo (Average-Link, ALINK). As principais métricas de
ligação do segundo tipo são: ligação centróide e a ligação de Ward (também denominado
Ward-Link ou mínima variância).
Segue-se uma breve descrição das métricas de ligação acima referidas representadas na
Figura3.7.
Considerem-se dois grupos, G e H, para medir a semelhança/dissemelhança entre elas, nG
e nH o número de objectos pertencentes aos grupos G e H respectivamente, e di j a distância
entre os objectos i e j:
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 Ligação Simples ou Vizinho Mais Próximo (Sneath and Sokal, 1973): considera que
a distância entre dois grupos é a menor distância entre um elemento dum grupo e um
elemento do outro grupo.
distGH = min
k2G;l2H
dkl (3.5)
Este método permite detectar grupos de formas não-elípticas; apresenta pouca tolerân-
cia a outliers, tendo tendência a incorpora-los num grupo já existente; em geral, grupos
muito próximos podem não ser identificados; apresenta bons resultados tanto para dis-
tâncias Euclidianas quanto para outras distâncias; tem tendência a formar longas cadeias
(encadeamento), ou seja, há um primeiro grupo de um ou mais elementos que passa a
incorporar, a cada iteração, um grupo de apenas um elemento (Anderberg, 1973).
 Ligação completa ou Vizinho Mais Distante (King, 1967): considera que a distância en-
tre dois subgrupos é a maior distância entre um elemento dum subgrupo e um elemento
do outro subgrupo.
distGH = max
k2G;l2H
dkl (3.6)
Este método apresenta bons resultados tanto para distâncias Euclidianas quanto para ou-
tras distâncias; tem tendência a formar grupos compactos, mas tem tendência a dividir
grupos naturais grandes; os outliers demoram a ser incorporados ao grupo (Kaufmann e
Rousseeuw, 1990).
Note-se que estes dois métodos trabalham em direcções opostas. Assim, se eles apre-
sentam resultados semelhantes, significa que o grupo está bem definido no espaço, ou
seja, o grupo é real. Mas se ocorre o contrário, os grupos provavelmente não existem.
(Romesburg, 1984)
 Médias entre Grupos (Sneath and Sokal, 1973): considera que a distância entre duas
classes é a média de todas as distâncias entre pares de elementos (um em cada classe)
distGH =
1
nG:nH
å
k2G
å
l2H
dkl (3.7)
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• Método dos Centróides (Sneath and Sokal, 1973): considera-se a distância entre duas
classes como sendo a distância entre os centros de gravidade, ou outros pontos conside-
rados “representativos” (centróides) dos grupos. Este método não separa correctamente
grupos com tamanhos diferentes e formas não esféricas.
• Método de Ward (Ward, 1963; Murtagh, 1984): minimiza o aumento da soma dos qua-
drados do erro após a fusão de dois grupos H e W num grupo G. A distância entre dois
grupos H e W é igual à diferença entre a soma dos quadrados das distâncias entre os
objectos e o centro do novo grupo G aGi e a soma dos quadrados das distâncias entre os
objectos dos grupos H e W e os respectivos centros aHi e aWi :
distHW = ∑
ai∈G
(ai−aGi )2− [ ∑
ai∈H
(ai−aHi )2 + ∑
ai∈W
(ai−aWi )2] (3.8)
Os resultados da aplicação do algoritmo de ligação de Ward são por vezes próximos dos
resultados obtidos pela aplicação dos algoritmos da média do grupo e de ligação centróide mas
em muitas situações revelam-se melhores que estes.
Note-se que as diferentes métricas de ligação geralmente só produzem o mesmo resultado
se os grupos forem compactos, esféricos, de tamanhos semelhantes e bem afastados uns dos
outros.
A maior parte dos algoritmos hierárquicos clássicos são variantes dos algoritmos SLink,
CLink e de ligação de Ward, sendo os algoritmos SLink e CLink os mais populares.
Figura 3.7: Diferentes medidas de proximidade
Qualquer das definições de distâncias entre grupos acima referidas pode ser vista como o
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caso particular duma única expressão para a distância entre os grupos K e G[H formado pela
junção dos grupos G e H12:
distK;G[H = aGdistKG+aHdistKH +bdistGH + gjdistKG distKH j (3.9)
onde aG, aH , b e g são coeficientes correspondentes a uma métrica de ligação particular
(ver em Lance and Williams (1967)). A tabela 3.3 sumaria os coeficientes para os algoritmos
hierárquicos de agrupamento mais usados, obtidos como instâncias da equação (3.9).
Métrica de Ligação aG aH b g
SLink 1/2 1/2 0 -1/2
CLink 1/2 1/2 0 1/2
ALink nGnG+nH
nH
nG+nH
0 0
Ward nG+nWnG+nH+nW
nH+nW
nG+nH+nW
  nWnG+nH+nW 0
Método dos centróides nGnG+nH
nH
nG+nH
- nGnH
(nG+nH)2
0
Tabela 3.3: Valores dos coeficientes da equação (3.9) para cada um dos algoritmos
2. Algoritmos divisivos
Os algoritmos clássicos divisivos distinguem-se pela forma de selecção do grupo a ser
dividido (por exemplo, o que tiver o maior número de objectos, a maior variância ou o maior
erro quadrático médio) bem como pela forma de divisão (entre outras possibilidades, pode ser
usada a média ou a mediana numa das direcções do vector de atributos ou a perpendicular à
direcção com a maior variância). Um dos algoritmos hierárquicos divisivos mais conhecidos é
o DIANA13 (Kaufman and Rousseuw, 1990).
Os algoritmos divisivos são pouco mencionados na literatura, pois exigem uma maior capa-
cidade computacional que os algoritmos aglomerativos (Kaufman and Rousseuw, 1990), já que
12Este resultado deve-se a Lance e Williams(1966)
13DIvisive ANAlysis
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necessitam de um maior número de iterações. Nos algoritmos aglomerativos são consideradas
todas as uniões possíveis de dois elementos, sendo a complexidade temporal da ordem O(n2),
em que n é o número de elementos. Já os algoritmos divisivos, começam por considerar todas
as divisões em dois grupos, com pelo menos um elemento em cada grupo, sendo por isso, a
complexidade temporal da ordem de O(2n).
2. Clustering de Partição
Num algoritmo de agrupamento de partição cada grupo tem uma função de custo associada
e o objectivo do algoritmo é obter um agrupamento que minimize a soma dos custos de todos
os grupos. A função de custo mais utilizada é o erro quadrático, dada por:
e2 =
k
å
j=1
n j
å
s=1
ka js  c jk2 (3.10)
em que ka js   c jk é a distância Euclidiana entre o objecto a js( s-ésimo objecto do j-ésimo
grupo), c j é o centróide (centro de gravidade) do j-ésimo grupo, n j é o número de elementos
desse grupo j e k (k  n) o número de grupos que se pretende obter.
A procura exaustiva de todos os possíveis agrupamentos, de forma a obter o valor óp-
timo da função de custo, requer um esforço computacional muitíssimo elevado já que a sua
complexidade é exponencial. Alternativamente, adopta-se uma de duas heurísticas ou vari-
ações a essas heurísticas: o algoritmo K-Means ou K-Médias (Algoritmo 2), e o algoritmo
K-Medóides (Algoritmo 3). No K-Means cada grupo é representado pelo valor médio dos ob-
jectos no grupo enquanto que no K-Medóides cada grupo é representado por um dos objectos
localizados próximo do centro do grupo. Estas heurísticas optimizam uma função de custo
usando um procedimento iterativo (Luenberger, 1984).
O critério de convergência normalmente verifica-se quando não existe nenhuma troca de
objectos entre grupos ou a diminuição da função objectivo de uma iteração para a seguinte
for menor que um valor mínimo atribuído à partida. No entanto, existem outros critérios de
convergência menos usados, nomeadamente, a não alteração dos centróides ou o atingir de um
limite máximo de iterações.
O algoritmo tem uma complexidade temporal O(npkt), em que n é o número total de ob-
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Algoritmo 2 - K-Means
Passo 1:seleção de forma arbitrária de k acções de A para serem centróides iniciais
dos k clusters.
Passo 2: (re)atribuir cada acção a um cluster, para o qual a dissimilaridade entre a
acção e o centróide do cluster é menor que as demais.
Passo 3: os centróides ck são (re)calculados através do valor médio dos objectos para
cada grupo (ck j = 1nk å
nk
i=1 ai j).
Passo 4: retorna ao passo 2 até ser atingido o critério de convergência.
jectos, p é o número de dimensões, k é o número de grupos e t é o número de iterações.
Normalmente, k n e t  n . O algoritmo obtém bons resultados quando os grupos são nu-
vens esféricas de tamanhos semelhantes, compactas e bem separadas umas das outras (Jain et
al., 2000).
Apesar da sua grande popularidade justificada pela sua simplicidade, compreensibilidade
e pelas suas bases sólidas oriundas da análise da variância, o algoritmo K-Means sofre de
algumas limitações que podemos resumir como:
 necessidade de especificar à priori, o número k de grupos a identificar;
 o agrupamento a obter depende dos centróides inicialmente escolhidos;
 aplicável apenas a dados não categóricos, pois só assim se podem calcular médias;
 obtém frequentemente um mínimo local da função objectivo caso os centróides não se-
jam bem escolhidos inicialmente;
 sensível a ruído e a dados isolados, já que um pequeno número deste tipo de dados pode
influenciar substancialmente o valor médio;
 não apropriado para descobrir grupos com forma não convexa, com tamanhos muito
diferentes ou mal separados.
Uma solução para tentar reduzir este efeito de mínimo local é executá-lo múltiplas vezes e
escolher o agrupamento de dados que minimize o erro quadrático.
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Dadas as limitações do algoritmo K-Means, surgiram muitas variantes que tentam superar
algumas das suas limitações (Anderberg, 1973). Estas podem diferir na selecção dos K centrói-
des iniciais, no cálculo da dissemelhança, nas estratégias para calcular as médias dos grupos
e na inclusão de procedimentos que permitem dividir ou juntar grupos no processo iterativo.
Exemplo deste tipo de algoritmos são o ISODATA (Ball and Hall, 1965) e o K-Modas (Huang,
1998). O primeiro algoritmo tenta seleccionar um bom conjunto de centróides iniciais, para
que o algoritmo chegue ao mínimo global da função objectivo. O segundo algoritmo faz agru-
pamento de dados categóricos por substituição das médias dos grupos por modas.
Os algoritmos K-Medóides, contrariamente ao K-Means que considera o valor médio dos
objectos (centróide) como ponto de referência, usam o objecto mais centralmente localizado
no grupo, chamado de medóide. Tal como o K-Means, estes algoritmos usam o princípio da
minimização da soma das dissimilaridades entre cada objecto e o seu objecto de referência,
isto é, a minimização da função do erro quadrático. A estratégia essencial dos algoritmos K-
Medóides passa por primeiro, arbitrariamente, encontrar um objecto representativo (medóide)
para cada grupo. Cada um dos restantes objectos é agrupado com o medóide com o qual é
mais similar. A estratégia consiste em substituir iterativamente um dos medóides por um não
medóide quando a qualidade do agrupamento resultante é melhorada. A qualidade dos grupos
é estimada usando a função objectivo ou de custo que mede a dissemelhança média entre os
objectos e o medóide do seu grupo.
Os passos básicos do algoritmo K-Medóides são:
Algoritmo 3 - K-Medóides
Passo 1: seleção de forma arbitrária de k acções de A para serem medóides iniciais
dos k clusters.
Passo 2: (re)atribuir cada acção a um cluster, para o qual a dissimilaridade entre a acção
e o medóide do cluster é menor que as demais.
Passo 3: Seleccionar aleatoriamente um objecto não medóide, aaleatorio.
Passo 4: Trocar o medóide pelo aaleatorio caso a qualidade do agrupamento resultante
seja melhor.
Passo 4: retorna ao passo 2 até não haver mudança de medóides.
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O algoritmo K-Medóides é mais robusto que o algoritmo K-Means em presença de ruído
e valores isolados pois o medóide é menos influenciado por ruído e valores isolados do que o
centróide. Contudo, o seu processamento é mais dispendioso do que o algoritmo K-Médias.
O algoritmo PAM14 (Kaufman e Rousseuw, 1987) foi um dos primeiros algoritmos K-
Medóides. Outros algoritmos desenvolvidos foram os algoritmos CLARA (Clustering LARge
Applications) (Kaufman e Rousseuw, 1990) e o CLARANS15 (Raymond e Han, 1994, 2002).
3.4 Clustering Multicritério
Segundo Ferligoj (1997) os algoritmos clássicos de clustering podem não ser os mais apro-
priados para resolver alguns problemas de clustering pois requerem a optimização de mais do
que um critério. Em geral, as soluções óptimas de cada critério em particular não são idên-
ticas. Neste sentido, esta autora aproximou os problemas clustering com base nos métodos
“tradicionais” mas tendo em conta a optimização de mais do que um critério em simultâneo e
não a optimização de um critério de cada vez, tornando-se a primeira investigadora a abordar
esta complementaridade a que denominou de problemática multicriteria clustering (Ferligoj,
1997).
Para Doreian et al. (2005) um problema clustering multicritério pode ser aproximado de
diversas formas, entre elas, tratando-o como um problema clustering com um único critério
obtido à custa de uma combinação dos critérios dados, ou clustering baseado em restrições
onde um critério é seleccionado para ser considerado o critério do clustering e todos os outros
são tratados como restrições (Batagelj e Ferligoj, 1998).
Embora, muitos sejam os trabalhos de classificação e clustering multicritério que nos últi-
mos anos a comunidade cientifica tem desenvolvido, na verdade, poucos são aqueles que focam
a complementaridade destas duas abordagens e, muito poucos são os estudos sobre o clustering
multicritério que utilizam as preferências do decisor. Mas na verdade, é neste último tipo de
trabalhos que estamos interessados, no qual a similaridade entre grupos é definida em termos
de preferências.
O primeiro estudo que fez a integração das preferências do decisor com o clustering foi
14Partitioning Around Medoids
15Clustering Large Applications based upon RANdomized Search
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desenvolvido por De Smet e Montano Guzman (2004), o qual é uma extensão de um dos
métodos mais conhecidos do clustering, o método K-Means. É na definição de distância entre
alternativas que o método é original, a qual se baseia nas relações binárias de preferência entre
alternativas. Neste trabalho, os autores consideram que duas alternativas são similares caso
sejam preferíveis, indiferentes e incomparáveis mais ou menos às mesmas alternativas. Desta
forma, a natureza multicritério do problema é tida em conta.
Outros trabalhos que focam as preferências do decisor no clustering multicritério são, por
exemplo, o trabalho de Figueira et al. (2004) que é uma extensão do método Promethee Tri à
problemática de clustering, o trabalho de Nemery e De Smet (2005) que foi o primeiro método
bastante próximo da bem conhecida Problemática de Ordenação de MCDA, cujo objectivo é
ajudar o decisor a obter “clusters ordenados”, e o trabalho de De Smet e Eppe (2009) que estuda
as possíveis relações de preferência entre os clusters obtidos com uma extensão do K-Means,
relações essas baseadas numa matriz de relações de prevalência. O nosso trabalho segue a
mesma direcção do trabalho de De Smet e Eppe (2009) uma vez que também ele se baseia nas
relações de prevalência das alternativas. Contudo, exigiremos que as relações de preferência
entre os clusters sejam transitivas.
Um dos trabalhos mais recentes do clustering multicriterio é de Fernandez et al. (2010)
onde se propõe uma ordenação completa dos grupos encontrados à custa das suas relações de
preferência. Tais relações de preferência são estabelecidas à custa de valores de indiferença
fuzzy, inspirados nos métodos de prevalência.
3.5 Notas conclusivas
Neste capítulo apresentamos dois tipos de classificação multicritério, classificação ordinal
e agrupamento de dados (ou clustering) cujo objectivo comum é agrupar um conjunto de ob-
jectos em grupos. A definição dos grupos e dos objectos são as principais diferenças entre estas
duas técnicas: na classificação os grupos são definidos a priori e os objectos são descritas à
custa de critérios que fornecem informação preferencial; no agrupamento de dados os grupos
não são definidos a priori e os objectos são definidos à custa de atributos que descrevem apenas
os dados sem informação preferencial. Tal como foi referido ao longo deste capítulo, muitos
são os trabalhos de classificação e multicritério que nos últimos anos a comunidade cientifica
tem desenvolvido. Contudo, como o objectivo deste trabalho não é apresentar todos os métodos
desenvolvidos de uma forma exaustiva, apresentamos de forma resumida os métodos que têm
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alguma expressão na prática e em maior detalhe apenas os métodos mais relevantes para o tra-
balho: dos métodos de classificação ordinal apresentamos o método ELECTRE TRI da família
dos métodos ELECTRE e dos métodos de agrupamento de dados apresentamos os métodos de
partição e os hierárquicos.
Recentemente, alguns investigadores começaram a estudar a construção de clusters num
contexto MCDA. Dado que partilhamos o reconhecimento da pertinência do estudo da junção
das duas abordagens, classificação multicritério e clustering, e constatada a reduzida atenção
que esta problemática tem tido em termos de investigação, apresentaremos nos próximos ca-
pítulos novas abordagens metodológicas baseadas nos modelos de classificação multicritério e
clustering.
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CAPÍTULO 4
Discussão de medidas de atribuição
para Problemas de Classificação
Este capítulo tem por objectivo apresentar e discutir diferentes princípios de atribuição de
um conjunto de alternativas a classes parcialmente ordenadas. Tais princípios são baseados
nas relações de prevalência das alternativas a serem atribuídas, e serão aplicados nos capítulos
seguintes.
Nos métodos de classificação multicritério, as classes são geralmente definidas à custa de
perfis, ou seja, limites de separação das classes ou protótipos delas. Aqui, os princípios que
serão discutidos são para afectação a classes que não estão definidas através de duas acções de
referência (ver cap.3) para as delimitar. Assim, a regra de afectação de uma alternativa ai a
uma classeC j deixa de ser feita à custa da sua relação sobre as alternativas de referência dessa
classe, mas sim com as restantes alternativas a serem atribuídas, ou seja, far-se-à uma avaliação
relativa das alternativas e não uma avaliação absoluta.
As relações binárias aqui aplicadas são as usadas pelos métodos de prevalência. Tal como
referido no capítulo anterior, a modelação da relação de incomparabilidades é uma das prin-
cipais características das técnicas da teoria da prevalência. Para além das incomparabilidades,
estes métodos podem ainda modelar aspectos como a existência de preferências intransitivas.
A escolha destes métodos neste trabalho prende-se com o facto de considerarmos não só o
caso em que as classes têm uma estrutura de ordem total, mas também outras estruturas que
permitem que as classes sejam incomparáveis.
4.1 Estrutura de Preferências das classes
Pretende-se obter uma partiçãoP= fC1;C2; :::;Ckg de ordenação parcial de A em k clas-
ses, definida da seguinte forma:
 Ci 6= /0; i= 1; :::;k
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 A = [i=1;:::;kCi
 Ci\C j = /0; i 6= j.
Formalmente, a classificação com classes parcialmente ordenadas consiste em encontrar
uma partição de A onde a relação de ordem parcial é definida pelas classes. A estrutura de
preferências da partição é dada pelo terno (;?;) onde “Ci C j” significa que a classe Ci
é melhor do que a classe C j, “Ci ? C j” significa que as classes Ci e C j são incomparáveis, e
“CiC j” significa que as classesCi eC j são indiferentes. Contudo, o propósito do modelo que
pretendemos desenvolver é o de obter uma partição final tal que a estrutura de preferências não
possua relações do tipo “”, ou seja, não existam classes indiferentes. A partição parcialmente
ordenada final, tem assim uma estrutura de preferências dada pelo par (;?), onde  é uma
relação binária de ordem parcial e ? é uma relação binária simétrica, ou seja:
 Ci C j )C j 6  Ci :  é assimétrica
 Ci C j ^C j Ck )Ci Ck :  é transitiva
 Ci ?C j )C j ?Ci : ? é simétrica
 Ci ?C j _Ci C j _C j Ci :  é vazia.
Denotemos C(ai) a classe da alternativa ai. Consideremos um conjuntoP de classes e a
definição da relação de prevalência entre essas classes. Seja t a relação binária sobre P tal
queC(ai) t C(a j) significa que “a classe de ai é pelo menos tão boa quanto a classe de a j”, ou
seja,
C(ai) t C(a j)()C(ai)C(a j) _ C(ai) =C(a j) _ C(ai)C(a j)
Dada a relação de prevalênciaC(ai) t C(a j), podemos definir uma estrutura de preferências
dada por:
8Ci;C j 2P
8>>>>>><>>>>>>:
Cit C j ^C j 6 t Ci()Ci C j
C jt Ci ^ Ci 6 t C j ()C j Ci
Cit C j ^ C jt Ci()Ci C j
Ci 6 t C j ^ C j 6 t Ci()Ci ?C j
(4.1)
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Note-se que, face ao objectivo de obter uma estrutura de classes parcialmente ordenadas,
pretende-se que a relação  seja vazia.
Definição 4.1.1 A estrutura de preferências da partiçãoP diz-se uma ordem parcial fraca se
a relação binária t é transitiva.
Definição 4.1.2 Se todos os pares de classes (Ci,C j) tais que Ci t C j e C j t Ci são fundidos
(C j [Ci), então t induz uma ordem parcial do conjunto de classes.
Dada uma relação binária de P é bastante útil a sua representação à custa de um grafo.
Para cada par (Ci;C j) 2P2, representaremos por um arco a relação Ci C j ( Ci // C j ).
Quando as classes são incomparáveis (Ci ?C j), não existe qualquer arco a ligar as duas clas-
ses. A transitividade da relação  (Ci  C j ^C j  Ck ) Ci  Ck) será representada apenas
por dois arcos ( Ci // C j // Ck ) sendo omitido o arco que ligaC
i aCk, tornando o grafo
mais simples.
4.2 Princípios para problemas de classificação multicritério com
classes parcialmente ordenadas
Para agrupar um conjunto de alternativas, dada a relação de prevalência entre classes a qual
permite definir a ordem parcial da estrutura, apresentamos quatro modelos diferentes que são
apresentados nas secções seguintes. Começaremos por apresentar um princípio que, embora
desejável, facilmente se encontram exemplos que mostram que as suas exigências são dema-
siado fortes. De seguida são apresentados dois princípios que resultam do relaxamento do
primeiro princípio, e por fim, o conceito de consistência semi-forte será apresentado no último
princípio descrito.
4.2.1 STrong (St)-Consistency (Consistência forte)
Uma possibilidade interessante para a atribuição de alternativas é ter por base o princípio
Strong consistency (St - Consistency): “uma alternativa ai prevalece sobre a j se e somente
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se a classe de ai é pelo menos tão boa quanto a classe de a j”, ou seja,
aiSa j ,C(ai) t C(a j) (St-Consistency)
Embora este princípio não seja respeitado pelo ELECTRE TRI (Roy e Bouyssou, 1993),
consideramos que é um princípio interessante dado que aiSa j significa que “ai é pelo menos
tão boa quanto (ou não é pior do que) a j”.
Os corolários seguintes resultam do princípio St - Consistency (prova trivial pelo que é
omitida):
(1) ai P a j sse ai pertence a uma classe melhor que a classe de a j, ou seja
(aiSa j ^a j 6 Sai)()C(ai)C(a j).
(2) ai I a j sse ai e a j pertencem à mesma classe, ou seja
(aiSa j ^a jSai)()C(ai) =C(a j).
(3) ai R a j sse ai e a j pertencem a classes incomparáveis, ou seja
(ai 6 Sa j ^a j 6 Sai)()C(ai)?C(a j).
O segundo corolário resulta do facto de ai I a j se e só se ai e a j prevalecerem uma sobre
a outra. O último corolário resulta do facto de ai R a j se e só se C(ai) 6 t C(a j) e C(a j) 6 t
C(ai). Um exemplo que satisfaz as condições de St - Consistency é dado pela Figura 4.1. As
relações binárias para cada par (ai;a j)2A 2 são aqui representadas de acordo com as seguintes
convenções: representamos aiPa j por ai
!!
a j , aiIa j por ai
!!
a jdd
e para aiRa j não se
apresenta qualquer arco de ligação entre as alternativas. A relação binária “” para cada par
(Ci;C j) 2P2 é aqui representada por Ci // C j , não havendo qualquer arco a ligar duas
classes incomparáveis.
A única possibilidade de cumprir integralmente o princípio St - Consistency é ter uma
relação S que seja transitiva. Por exemplo, para a relação de prevalência na Figura 4.2 não é
possível cumprir integralmente tal princípio: a1 deveria pertencer a uma classe melhor do que
a de a2 e a2 deveria pertencer a uma classe melhor que a de a3, mas não conseguimos concluir
que a primeira classe seja melhor do que a última uma vez que é necessário que a1 e a3 sejam
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Figura 4.1: Representação do princípio St - Consistency.
atribuídas a classes incomparáveis.
Figura 4.2: Impossibilidade de cumprir St - Consistency
Para a optimização do problema, o objectivo poderá ser procurar soluções que minimizem
o número total de violações dos pares de alternativas, ou que considere a violação mais forte
dada a relação de prevalência S. Dias e Lamboray (2010) mostram como obter o conjunto
óptimo de soluções recorrendo à “minimização” ou à “minimização lexicográfica” dos crité-
rios do problema de acordo com uma estratégia de minimização da violação mais forte. Esses
autores também mostram que é fácil encontrar exemplos em que a maior violação é realmente
demasiado forte. Assim, apresentamos nas secções seguintes formas menos exigentes de con-
sistência e discutiremos qual pode ser interessante seguir.
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4.2.2 Formas de relaxamento de St-Consistency
Relaxando o princípio forte St-Consistency (S() t), obtemos duas formas fracas, a que
chamaremos S-Consistency (S=) t) e t-Consistency (t =) S), resultantes da divisão do prin-
cípio da equivalência em dois princípios de implicação. Começaremos por discutir estas duas
formas de relaxamento, e de seguida apresentaremos a proposta de uma terceira forma de rela-
xamento, que denominamos por SSt-Consistency, baseados numa lógica diferente.
A. S-Consistency
Seja S-Consistency o princípio de atribuição de alternativas que tem como base “se uma
alternativa ai prevalece sobre outra alternativa a j então a classe de ai deve ser pelo menos tão
boa quanto a classe de a j”, ou seja
aiSa j )C(ai) t C(a j) (S-Consistency)
Os corolários seguintes resultam do princípio S-Consistency (prova trivial pelo que é omi-
tida):
(1) Se ai P a j então ai deve pertencer a uma classe pelo menos tão boa quanto a classe de
a j, ou seja
(aiSa j ^ a j 6 Sai) =)C(ai) t C(a j).
(2) Se ai I a j então ai e a j devem pertencer à mesma classe, ou seja
(aiSa j ^a jSai) =)C(ai) =C(a j).
(3) Se ai R a j então ai e a j podem pertencer a qualquer classe.
O terceiro corolário deriva do facto de que se nenhuma das alternativas prevalece sobre a
outra, então nada se pode concluir.
4.2. Princípios de atribuição 73
Dada uma ordenação parcial de classes, o princípio S-Consistency pode ser refraseado da
seguinte forma: “alternativas pertencentes a uma dada classe não podem prevalecer sobre al-
ternativas pertencentes a classes melhores ou incomparáveis", ou seja,
(C(ai) 6 tC(a j)) ai 6 Sa j)() [(C(a j)C(ai) _C(ai)?C(a j))) ai 6 Sa j]
Como consequência, obtêm-se os seguintes corolários:
(4) Se C(ai)  C(a j) então pode-se ter ai P a j ou a j R ai.
(5) Se C(ai) ? C(a j) então deve-se ter ai R a j.
(6) Se C(ai) = C(a j) então pode-se ter ai P a j, ai I a j, ou mesmo ai R a j.
De acordo com o princípio S-Consistency, as inconsistências seguintes podem ocorrer:
(I.1) aiPa j ^ (C(a j)C(ai)_C(a j)?C(ai)) (S-Inconsistências)
(I.2) aiIa j ^ (C(ai)C(a j)_C(a j)C(ai)_C(a j)?C(ai))
Note-se que colocando todas as alternativas na mesma classe, pelo último corolário, obtém-
se uma solução trivial para o princípio S-Consistency (Figura 4.3). Assim, o relaxamento do
princípio St-Consistency não é totalmente satisfatório, mesmo permitindo umamaior liberdade
na busca de um resultado que não viole muito a relação S inicial.
Figura 4.3: Representação do princípio S-Consistency: três soluções que satisfazem as condi-
ções
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Caso exista um ciclo nas relações de prevalência (aiSa jSakS:::Sai), então o princípio S-
Consistency também implica que todas as alternativas implicadas no ciclo devem ser atribuídas
à mesma classe. Tal segue a filosofia do ELECTRE I e é o princípio proposto por Rocha e Dias
(2008) para um algoritmo interactivo para problemas de classificação ordinal.
B. t - Consistency
Considerando o princípio t - Consistency, a atribuição de alternativas é baseada no princí-
pio “ se a classe de ai é pelo menos tão boa quanto a classe de a j então a alternativa ai prevalece
sobre a alternativa a j ”:
C(ai) t C(a j)) ai S a j ( t - Consistency)
Os corolários seguintes resultam do princípio t-Consistency:
(1) se C(ai) é melhor que C(a j) então temos ai P a j ou ai I a j.
(2) se C(ai) e C(a j) são incomparáveis então podemos ter ai P a j, a j P ai, ai R a j, ou mesmo
ai I a j.
(3) se C(ai) = C(a j) então devemos ter ai I a j.
O princípio t-Consistency pode ser refraseado da seguinte forma “alternativas que não
prevaleçam sobre outras, pertencem a classes piores ou incomparáveis”. Como consequência,
obtemos os três corolários seguintes:
(4) se ai P a j então ai deve pertencer tanto a classes incomparáveis como melhores que a
classe de a j.
(5) se ai I a j então ai e a j podem pertencer a qualquer classe.
(6) se ai R a j então ai e a j devem pertencer a classes incomparáveis.
De acordo com o princípio t-Consistency, as inconsistências seguintes podem ocorrer:
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(I.1) aiPa j ^ (C(a j)C(ai)_C(a j) =C(ai)) (t-Inconsistências)
(I.2) aiRa j ^ (C(a j) =C(ai)_C(ai)C(a j)_C(a j)C(ai))
Note-se que pelo corolário (2), se cada classe tiver apenas uma acção e as classes forem
consideradas incomparáveis então esta pode ser uma solução trivial do princípio t-Consistency.
Assim, e mais uma vez, este relaxamento do princípio St-Consistency não é totalmente satis-
fatório.
C. Semi-STrong (SSt) - Consistency
Dadas duas alternativas ai e a j pertencentes às classes C(ai) e C(a j), a Tabela 4.1 resume
as combinações possíveis que são inconsistentes com S-consistency ou t-Consistency. Note-
se que todas as combinações proibidas por S-Consistency ou t-Consistency são igualmente
proibidas pelo princípio da consistência forte St - Consistency.
É evidente a partir da Tabela 4.1 que o princípio S-Consistency não coloca quaisquer res-
trições à atribuição de duas alternativas na mesma classe, e que t-Consistency não coloca
quaisquer restrições para a atribuição de duas alternativas a duas classes incomparáveis. No
primeiro caso, uma solução trivial (e má) é colocar todas as alternativas numa mesma classe,
e no segundo caso é ter classes incomparáveis com uma só alternativa. Tal leva-nos à explo-
ração de um outro princípio que não permita a existência destas soluções triviais, o qual será
apresentado de seguida.
aiPa j a jPai aiIa j aiRa j
aiSa j a j 6 Sai ai 6 Sa j a jSai aiSa j a jSai ai 6 Sa j a j 6 Sai
C(ai)  C(a j)
C(ai) t C(a j) t t
C(a j) 6 t C(ai) S S
C(ai) = C(a j)
C(ai) t C(a j) t t
C(a j) t C(ai) t t
C(ai) ? C(a j)
C(ai) 6 t C(a j) S S
C(a j) 6 t C(ai) S S
Tabela 4.1: Combinações proibidas por S-consistency (S) e por t-consistency (t).
Recorde-se que, de acordo com o princípio St-Consistency, as inconsistências seguintes
podem ocorrer:
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(I.1) C(ai)C(a j), mas ai 6 Pa j (i.e, ai 6 Sa j ou a jSai).
(I.2) C(ai) =C(a j), mas ai 6 Ia j (i.e, ai 6 Sa j ou a j 6 Sai). (St-Inconsistências)
(I.3) C(ai)?C(a j), mas ai 6 Ra j (i.e, aiSa j ou a jSai).
Dada a relação existente entre duas classes, o princípio da consistência forte impõe condi-
ções tanto a aiSa j como a a jSai. Um outro princípio que pode ser usado para relaxar o princípio
da consistência forte (mais forte do que os princípios S-Consistency e t-Consistency) é aceitar
que uma dessas duas condições sobre S seja violada. Vamos denotar esse relaxamento de con-
sistência forte por Semi-STrong Consistency, ou SSt-Consistency. De acordo com este novo
princípio, as inconsistências seguintes podem ocorrer:
(1) C(ai)C(a j) e a jPai (ai 6 Sa j e a jSai).
(2) C(ai) =C(a j) e aiRa j (ai 6 Sa j ou a jSai). (SSt-Inconsistências)
(3) C(ai)?C(a j) e aiIa j (aiSa j e a jSai).
A Tabela 4.1 apresenta-nos também as combinações que são proibidas pela consistência
semi-forte. Todos as combinações que são proibidas ou por S-Consistency ou t-Consistency,
mas que afectem apenas um par ordenado, isto é, uma direcção, de ai para a j ou de a j para
ai são agora aceites: se C(ai)  C(a j), este princípio admite que eles são indiferentes ou in-
comparáveis (além de aceitar aiPa j). SeC(ai) =C(a j) ouC(ai)?C(a j) este princípio admite
que uma das alternativas é preferível à outra (além de aceitar que aiIa j ou aiRa j, respectiva-
mente). Por outro lado, este princípio rejeita combinações em que os dois pares ordenados (isto
é, direcção de ai para a j e de a j para ai) estão errados, apesar de tais situações serem aceites
por S-Consistency e t-Consistency: não aceita alternativas indiferentes em classes incompa-
ráveis (t-Consistency aceita), e não aceita alternativas incomparáveis na mesma classe (que
S-Consistency aceita).
Idealmente, após a afectação de todas as alternativas deA deveremos encontrar as seguin-
tes situações:
 aiPa j ^ (C(ai)C(a j)_C(a j)?C(ai)_C(a j) =C(ai))
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 aiIa j ^ (C(ai)C(a j)_C(a j)C(ai)_C(a j) =C(ai))
 aiRa j ^ (C(ai)C(a j)_C(a j)C(ai)_C(a j)?C(ai))
4.3 Notas conclusivas
Neste capítulo foi proposto um princípio de consistência forte para problemas de classifi-
cação com classes parcialmente ordenadas, baseado nas relações de prevalência do conjunto
de alternativas a serem atribuídas. Este princípio a que denominamos St-Consistency pode ser
traduzido da seguinte forma: “uma alternativa ai prevalece sobre a j se e somente se a classe de
ai é pelo menos tão boa quanto a classe de a j”.
Este princípio de consistência forte é desejável mas existem demasiadas relações de pre-
valência que tornam impossível cumprir este requisito, devido à intransitividade de S. Assim,
foram propostos dois princípios, S-Consistency e t-Consistency, que relaxam a consistência
forte substituindo a equivalência S, t por uma implicação: S) t (S-Consistency) ou t ) S
(t-Consistency).
O princípio S-Consistency pode ser traduzido da seguinte forma: “ se uma alternativa ai
prevalece sobre outra alternativa a j então a classe de ai deve ser pelo menos tão boa quanto a
classe de a j”. O problema deste princípio S-Consistency é que não coloca quaisquer restrições
para a atribuição de duas alternativas à mesma classe, sendo possível encontrar uma solução
trivial desinteressante, em que todas as alternativas estão numa única classe.
Por outro lado, o princípio t-Consistency pode ser traduzido da seguinte forma: “se a classe
de ai é pelo menos tão boa quanto a classe de a j então a alternativa ai prevalece sobre a alter-
nativa a j”. Também este princípio pode ter um problema ao não colocar quaisquer restrições à
atribuição de duas alternativas a duas classes incomparáveis, podendo-se encontrar uma solu-
ção trivial desinteressante, em que, caso as alternativas sejam incomparáveis, cada alternativa
é uma classe diferente incomparável com as outras.
Apresentamos ainda o conceito de consistência semi-forte, que parece superar os proble-
mas acima mencionados podendo ser uma boa opção para um procedimento de optimização. O
princípio apresentado com esta consistência, denominado SSt-Consistency, não impõe condi-
ções de prevalência a (ai;a j) e a (a j;ai) em simultâneo como o princípio St-Consistency, mas
78 Capítulo 4. Discussão de medidas de atribuição
aceitando que uma dessas duas condições sobre S seja violada.
Nos próximos capítulos serão apresentados algoritmos que, aplicando o último princípio
aqui descrito, procuram atribuir um conjunto de alternativas a classes parcialmente ordenadas.
CAPÍTULO 5
Classificação Multicritério com classes
ordinais e nominais: Método
Clustering-Sorting
5.1 Notas introdutórias
Neste capítulo propomos uma abordagem para classificar um conjunto de alternativas des-
critas por um conjunto de múltiplos critérios, conjugando, para tal, a análise de agrupamentos
(clustering) e a classificação multicritério. Aqui, contrariamente à classificação em MCDA
(Roy e Bouyssou, 1993) e de forma semelhante ao clustering, as categorias são desconheci-
das à partida e não podem ser identificadas pelo decisor. Por outro lado, contrariamente ao
clustering, pretende-se obter uma estrutura das categorias que pode ser de ordem parcial.1
Tal como referido no Capítulo 3, foram desenvolvidos alguns trabalhos de investigação
tendo por objectivo a conjugação da análise de agrupamentos e ferramentas tradicionais de
classificação multicritério. Estes trabalhos estão direccionados principalmente para encontrar
categorias que têm significado em termos de preferências estabelecidas a priori. No entanto, há
uma variedade de problemas do mundo real que, embora os objectos sejam descritos por atribu-
tos ordinais (denominados critérios), numa primeira fase pretende-se detectar grupos com base
numa medida de similaridade independente das preferências. Além disso, o trabalho desenvol-
vido para abordar a problemática multicritério de agrupamentos tem focado essencialmente a
atribuição de alternativas a categorias totalmente ordenadas. No entanto, existem problemas
onde muitas alternativas não são comparáveis.
A via que aqui propomos é construir um modelo que faz a junção do clustering com a clas-
sificação multicritério. O objectivo é detectar primeiro categorias homogéneas de alternativas
1Parte deste Capítulo é uma adaptação do artigo publicado nos Proceedings of the 25th Mini-EURO Conference
on Uncertainty and Robustness in Planning and Decision Making (Rocha e Dias, 2010).
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e formar de seguida uma estrutura de ordem parcial com essas categorias detectadas. Assim,
primeiro precisamos detectar apenas os clusters com base numa medida de similaridade inde-
pendente das preferências do Decisor. Em seguida, pretende-se detectar potenciais relações de
ordem parcial que possam existir entre eles, de acordo com os valores subjectivos do decisor.
Vamos enfatizar que a eliciação de tais valores é feita somente depois de o Decisor identificar
os agrupamentos e considerar que essas categorias fazem sentido.
A abordagem que propomos é uma uma abordagem heurística, uma vez que não tenta
obter a melhor partição parcialmente ordenada de entre todas as partições possíveis. Mais do
que isso, pretende ser uma abordagem simples e transparente para o decisor, cuja assistência é
solicitada para ajudar a moldar os resultados.
Começaremos por apresentar a notação básica que será utilizada. A Secção 5.3 apresenta
a abordagem Clustering-Sorting, que é ilustrada com dois exemplos da literatura na secção
seguinte. Por último, algumas conclusões são apresentadas.
5.2 Formalização
Seja A = fa1;a2; :::;amg um conjunto de alternativas representadas por um conjunto G =
fg1;g2; :::;gng de n critérios, onde gt(ai) representa o desempenho da alternativa ai no critério
gt . Sem perda de generalidade, consideramos que quanto maior é o valor do desempenho
gt(ai), melhor é a alternativa naquele critério. Pretende-se obter uma partiçãoP de ordenação
parcial de A em k categoriasP=fC1;C2; :::;Ckg definida da seguinte forma:
 A= [i=1;:::;kCi
 Ci\C j = /0, i 6= j
Formalmente, a classificação com categorias parcialmente ordenadas consiste em encon-
trar uma partição de A onde a relação de ordem parcial é definida pelas categorias: uma
categoria pode ser melhor ou pior em comparação com determinadas categorias, mas também
pode ser incomparável a outras categorias. A estrutura de preferências da partição é dada
pelo par (;?) onde “Ci  C j” significa que a categoria Ci é melhor do que a categoria C j
e “Ci ? C j” significa que as categorias Ci e C j são incomparáveis. Tal estrutura verifica as
seguintes condições:
 Ci C j ):(C j Ci) :  é assimétrica
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 Ci C j ^C j Ck )Ci Ck :  é transitiva
 Ci ?C j )C j ?Ci : ? é simétrica.
Em termos muito gerais, para a obtenção de uma partição deste tipo, numa primeira etapa,
as alternativas semelhantes são atribuídas a categorias homogéneas, usando um algoritmo de
agrupamento tradicional. Com o algoritmo de agrupamento encontramos potenciais categorias
tais que as alternativas dentro de uma determinada categoria possuem uma maior semelhança
entre si (elevada homogeneidade) do que com as alternativas de outras categorias (elevada hete-
rogeneidade). Numa segunda etapa, as categorias são ordenadas de acordo com as preferências
do decisor. A condição de preferência é abordada apenas na segunda fase.
Para ilustrar graficamente este método, consideremos a Figura 5.1. Neste caso, as alternati-
vas similares são primeiro agrupadas em categorias homogéneas (Figura 5.1(a)) e, em seguida,
as categorias resultantes são ordenadas de forma parcial com base, por exemplo, nos seus cen-
tróides (Figura 5.1 (b)).
Figura 5.1: Ilustração do método Clustering-Sorting.
Assim, inicialmente resultam quatro grupos homogéneos de alternativas: o grupo cujas
alternativas possuem um mau desempenho nos dois critérios x e y de avaliação; o grupo cu-
jas alternativas possuem um bom desempenho nos dois critérios; o grupo cujas alternativas
possuem um mau desempenho no critério x e bom desempenho no critério y e o grupo cujas
82 Capítulo 5. Método Clustering-Sorting
alternativas possuem ummau desempenho no critério y e bom desempenho no critério x. Numa
segunda fase estes quatro grupos são ordenados à custa dos seus centróides: dois centróides in-
comparáveis - um com mau desempenho no critério x e bom desempenho no critério y e outro
com bom desempenho no critério x e mau desempenho no critério y; um centróide preferível
aos restantes - com um bom desempenho nos dois critérios - e um centróide preterido relativa-
mente aos restantes - com um mau desempenho nos dois critérios. A estrutura resultante é a
apresentada na Figura 5.1 (b).
5.3 Método Clustering-Sorting
O método Clustering-Sorting é dividido em quatro fases que serão descritas nesta secção.
1. Primeira fase - Clustering: as alternativas similares são agrupadas em categorias ho-
mogéneas, à custa de um método de Clustering, antes de o decisor fornecer as suas
preferências. Vamos usar o método K-Means com base numa distância euclidiana. A
incerteza sobre o número das categorias é estudada usando métodos hierárquicos (para
mais detalhes ver Jain et al., 1999).
2. Segunda Fase - Eliciação: Depois de definir o número de categorias que podem ser
formadas, o decisor pode dar informações sobre o modelo multicritério de agregação,
tais como os pesos dos critérios (consideramos neste trabalho a agregação de acordo
com o ELECTRE (Roy e Bouyssou, 1993)).
3. Terceira fase - Classificação Ordinal: construção de uma ordem parcial do conjunto das
categorias obtidas na primeira etapa. Para tal, os centróides das categorias são compara-
dos ou a relação de preferência mais comum entre as alternativas das categorias é usada.
Em ambos os casos é utilizada uma relação de prevalência do tipo ELECTRE (Roy e
Bouyssou, 1993).
4. Quarta fase - Qualidade: estudo da qualidade da partição obtida nas fases anteriores,
através do cálculo de um índice que indica as atribuições coerentes com o princípio SSt-
Consistency.
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1. Primeira fase - Clustering
Na primeira fase do método é aplicado o K-Means. Este exige a definição prévia do número
de clusters e do posicionamento do centro de cada cluster no espaço de atributos (ver Algoritmo
2, Secção 3.3.2).
Neste trabalho, para o cálculo da menor distância entre cada alternativa ai =(ai1, ai2, ...,
ain) e cada centróide ct = (ct1;ct2; :::;ctn) (Passo 2 do Algoritmo 2), é utilizada a distância
Euclidiana definida por s
n
å
j=1
(ai j  ct j)2
Relativamente ao cálculo do valor de k, ou seja, do número de clusters a formar, aplica-
remos a Distância entre Clusters, onde o número de grupos é sugerido quando a inclinação
da recta que une a distância entre dois grupos é relativamente pequena. Em caso de dúvida
relativamente à escolha, é ainda aplicado o critério R-quadrado (R-squared), que é a medida
de quão diferente cada um dos grupos ou cluster é em cada passo do algoritmo (Jonhson and
Wichern, 2002). O R-squared é dado pela razão entre a soma dos quadrados entre os grupos
(Soma dos Quadrados do Factor na Anova2 one-way) e a soma dos quadrados totais (Soma dos
Quadrados Totais na Anova one-way) para cada uma das variáveis usadas no estudo. Desta
forma, o R-squared é uma medida da percentagem da variabilidade total que é retida em cada
uma das soluções dos Clusters. No caso de haver um único cluster, é óbvio que a variabilidade
entre os clusters é zero, e no caso de existirem tantos clusters quantas as alternativas, a variabi-
lidade entre os clusters é igual à variabilidade total. Interessa pois encontrar o número mínimo
de clusters que retenha uma percentagem significativa da variabilidade total (por exemplo, su-
perior a 80 %).
2. Segunda fase- Eliciação
Ao considerar a análise de decisão multicritério, como pretendemos fazer na próxima fase,
incorporamos também os parâmetros dos modelos relacionados com as preferências do decisor.
Para transformar as preferências do decisor em valores numéricos é necessário eliciar os valores
2ANalysis Of VAriance
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dos parâmetros sobre as suas preferências. Um processo de eliciação resulta da interacção entre
o decisor e o analista na qual o decisor expressa as suas preferências relativas a determinado
processo de agregação (Figueira et al., 2005).
Segundo Figueira et al. (2005), podem-se distinguir duas técnicas para eliciar valores: di-
recta e indirecta. Nas técnicas directas o decisor pode fornecer directamente informação sobre
os valores dos parâmetros de preferência. O maior problema destas técnicas reside na dificul-
dade em compreender o significado das afirmações do decisor. Quanto às técnicas indirectas,
os valores dos parâmetros de preferência não são obtidos por respostas directas do decisor, mas
sim através da interpretação das respostas dele no processo de agregação.
Neste trabalho, a aplicação de um método de prevalência na terceira fase exige que o de-
cisor especifique vários parâmetros, tais como limiares de preferência, indiferença e de veto,
pesos dos critérios e limiar de corte.
3. Terceira fase- Classificação Ordinal
Na terceira fase, para a ordenação das categorias, apresentamos duas possibilidades:
(A) ordenação dos centroides das categorias;
(B) aplicação da relação de preferência mais comum entre as alternativas das categorias.
Em ambos os casos, as relações de Preferência, Indiferença e Incomparabilidade serão ex-
pressas pela relação de prevalência. Uma das relações de prevalência para comparar pares de
alternativas é usada por métodos tais como ELECTRE III (Roy, 1978) e ELECTRE TRI (Yu,
1992, Roy e Bouyssou, 1993). Dado um par de alternativas (ai;a j) 2 A 2, pode-se calcular
o valor S(ai;a j) que indica o grau de prevalência de ai sobre a j (ver mais detalhes na Secção
3.2). Assim, da comparação de duas alternativas as e at resulta uma pré-ordem parcial: as é
preferível a at , at é preferível a as, as é indiferente a at , as é incomparável a at .
(A) Ordenação dos centróides das categorias
Os centróides ci e c j das categorias Ci e C j, respectivamente, são comparados aos pares.
Para cada par de centróides (ci,c j) o método indica se o primeiro prevalece sobre o segundo
(ci S c j) ou não. A estrutura de preferência da partição é definida à custa das relações dos
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centróides, fP; I;Rg, podendo-se obter as seguintes situações:
8>>>>>><>>>>>>:
Ci C j se ciPc j
C j Ci se c jPci
Ci C j se ciIc j
Ci ?C j se ciRc j
(5.1)
Assim, a categoria Ci é preferível a C j (Ci  C j) caso o centróide ci da categoria Ci seja
preferível ao centróide c j da categoria C j, são indiferentes (Ci  C j) caso os seus centróides
sejam indiferentes e são incomparáveis (Ci ?C j) se os seus centróides também o forem.
(B) A relação de preferência mais comum entre as alternativas das categorias
A ideia base da segunda proposta para a construção duma estrutura de preferências é es-
colher a relação de preferência mais comum entre as alternativas das categorias, com base nas
relações de prevalência do tipo ELECTRE. Tal pode ser caracterizado pelo vector pi j que in-
dica o número de pares de alternativas de Ci que prevalecem sobre as alternativas de C j, bem
como o número de alternativas de Ci que são prevalecidas, que são incomparáveis e que são
indiferentes relativamente às alternativas de C j (definição 5.3.1).
Definição 5.3.1 Seja Ci;C j 2 P . O perfil pi j do par (Ci,C j) 2 P2 é definido pelo quarteto
(jPi jj; jPjij; jRi jj; jIi jj) onde:
 Pi j = f(as;at) 2 (Ci;C j) : asPatg
 Pji = f(as;at) 2 (C j;Ci) : asPatg
 R ji = f(as;at) 2 (Ci;C j) : asRatg
 Ii j = f(as;at) 2 (Ci;C j) : asIatg
Assim, a estrutura de preferência final da partição é definida como se segue:
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8>>>>>><>>>>>>:
Ci C j se max pi j = jPi jj
C j Ci se max pi j = jPjij
Ci C j se max pi j = jIi jj
Ci ?C j se max pi j = jRi jj
(5.2)
No caso (raro) de haver empate na obtenção do valor máximo de pi j, mais de uma pos-
sibilidade pode ser mantida para futuras análises. A escolha final dependerá da robustez das
soluções possíveis (apresentada na quarta fase).
Se a relação contém um ciclo (por exemplo,CiC j;C j Ct e Ct Ci), então a partição
final obtida não é uma ordem, nem uma ordem fraca ou uma pré-ordem parcial. Quando isso
acontece, pode-se remover a preferência mais fraca (por exemplo, de acordo com os graus de
credibilidade), à semelhança do método ELECTRE IS (Roy e Bouyssou, 1993). Por outro lado,
no caso de existirem categorias indiferentes, podem-se unir essas categorias ou transformar a
relação de indiferença em relação de preferência, escolhendo a direcção do maior valor dos
graus de credibilidade.
4. Quarta fase- Qualidade
Neste trabalho, para avaliar a Robustez da partição, propomos um índice que indica a per-
centagem de pares de alternativas coerentes com o princípio SSt-Consistency apresentado na
Secção 4.2.2. Segundo este princípio, as inconsistências na atribuição das alternativas podem
ser três que denominaremos por inconsistências nas condições de Preferência, Indiferença e
Incomparabilidade (Tabela 5.1).
Sejam ai 2Cs e a j 2Ct .
Condições Violação das condições
Preferência: Cs Ct ):(a jPai) Cs Ct ^ (a jPai),Cs Ct ^ (a jSai^:(aiSa j))
Indiferença: Cs ?Ct ):(aiIa j) Cs ?Ct ^aiIa j ,Cs ?Ct ^ (aiSa j ^a jSai)
Incomparabilidade:Cs =Ct ):(aiRa j) Cs =Ct ^aiRa j ,Cs =Ct ^ (aiSa j _a jSai)
Tabela 5.1: Inconsistências segundo SSt-Consistency
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Assim, uma partição pode ser avaliada por três indicadores distintos: vR mede o rácio de
pares que não verificam a condição de incomparabilidade, vI mede o rácio de pares que não
verificam a condição de indiferença e vP mede o rácio de pares que não verificam a condição
de preferência.
O índice vR é dado por (5.3) e contabiliza os pares de alternativas incomparáveis e perten-
centes à mesma categoria.
Definição 5.3.2 Seja dada a partiçãoP=fC1;C2; ::::;Ckg do grupo de alternativasA . Sejam
ainda ai e a j elementos de Ct 2P e Ri j =
8<: 1 se aiRa j0 caso contrário o valor que indica a exis-
tência ou não de uma relação de incomparabilidade entre as alternativas. O índice vR é então
definido por
vR =
å
8Ct2P
å
(i; j):ai;a j2Ct ;i< j
Ri j
n(n 1)=2 (5.3)
O calculo dos índices vI e vP para as incoerências das condições de Indiferença entre pares
de alternativas de grupos incomparáveis e de Preferência entre pares de alternativas pertencen-
tes a grupos em que um é melhor que outro respectivamente são dados por (5.4) e (5.5).
Definição 5.3.3 Sejam dadas duas categorias diferentes, Cp e Cq da partiçãoP e ainda ai e
a j quaisquer elementos de Cp e Cq respectivamente.
Seja Ii j =
8<: 1 se aiIa j0 caso contrário o valor que indica a existência ou não de uma relação de
indiferença entre as alternativas ai e a j. O índice vI é então definido por
vI =
å
8(Cp;Cq)2P2:Cp?Cq
å
(i; j):ai2Cp;a j2Cq
Ii j
n(n 1)=2 (5.4)
Definição 5.3.4 Sejam dadas duas categorias Cp e Cq da partiçãoP tais que uma é melhor
que outra, CqCp, e ainda ai e a j quaisquer elementos deCp eCq respectivamente. Seja Pi j =8<: 1 se aiPa j0 caso contrário o valor que indica a existência ou não de uma relação de preferência
ai sobre a j. O índice vP é então definido por
vP =
å
8(Cp;Cq)2P2:CqCp
å
(i; j):ai2Cp;a j2Cq
Pi j
n(n 1)=2 (5.5)
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Será assim definido um vector de inconsistências IDP associado à partição P , o qual
contém o rácio de pares de alternativas que são incompatíveis com as condições de preferência,
indiferença e incomparabilidade, dado por (5.6).
IDP = (vP;vI;vR) (5.6)
O índice Q(P) que é um indicador para os pares de alternativas coerentes com o princípio
SSt-Consistency é dado por 5.7.
Definição 5.3.5 Sejam aP, aI , aR e aD os pesos atribuídos pelo decisor respectivamente às
violações das condições de Preferência (vP), Indiferença (vI), Incomparabilidade (vR). A Qua-
lidade Q(P) da partiçãoP é dada por
Q(P) = 1 aPvP aIvI aRvR (5.7)
onde 0  aP, aI , aR  1.
Se aP = aI = aR então as violações das condições de Preferência, Indiferença e Incompa-
rabilidade serão consideradas equivalentes. Contudo, o decisor pode “jogar” com estes pesos
para estudar taxas de compensação (trade-offs) entre o número de pares que violam cada con-
dição. Por exemplo, caso o decisor pretenda estudar a probabilidade de que “Ci C j” não seja
contestada, ou seja, a probabilidade inversa de encontrar inconsistências relativas a preferências
invertidas, quando um par de alternativas (uma de cada categoria) é escolhido aleatoriamente,
que pode ser obtida fazendo aI = aR =0.
5.4 Exemplos ilustrativos com casos reais da literatura
Nesta secção são apresentados dois exemplos de classificação para ilustrar o método Clustering-
Sorting proposto. Consideraram-se equivalentes as violações das condições de Preferência, In-
diferença e Incomparabilidade (aP = aI = aR =1) dado não termos qualquer informação sobre
as exigências de um decisor.
As ferramentas utilizadas na obtenção de resultados foram o Statistical Package for Social
Sciences 17.0 na primeira fase do método Clustering-Sorting e o MatLab 7.0 nas terceira e
quarta fases do método proposto.
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5.4.1 Primeiro exemplo ilustrativo
Consideremos um exemplo baseado em Hurson e Zopounidis (1997), que se refere à ava-
liação de alternativas cotadas na Bolsa de Atenas. O estudo destes autores abrangeu vinte
alternativas do sector comercial e outras vinte do sector industrial, avaliadas segundo seis cri-
térios. Neste exemplo será feita apenas a avaliação das vinte alternativas do sector comercial,
cujos desempenhos em 6 critérios são apresentados na Tabela 5.2, sendo os critérios os seguin-
tes:
g1: Retorno [a maximizar].
g2: Liquidez [a maximizar].
g3: Beta [a minimizar].
g4: Dividendo/ Preço [a maximizar].
g5: Crescimento do dividendo[a maximizar]
g6: "Teste ácido"[a maximizar].
Hurson e Zopounidis aplicaram o ELECTRE TRI para afectar as vinte alternativas a três
categorias: C3 ("a rejeitar") é a pior categoria, a seguir C2 ("a averiguar") e por fim C1 ("a
aceitar") que é a melhor categoria. No entanto, o nosso objectivo é afectar as vinte alterna-
tivas ignorando a estrutura usada por Hurson e Zopounidis e partindo do princípio que não é
conhecida a priori. Para tal aplicamos a abordagem Clustering-Sorting que pode sugerir uma
estrutura final alternativa com categorias incomparáveis, uma vez que, tal como veremos de
seguida, o número de alternativas incomparáveis é bastante elevado, fazendo todo o sentido
poderem existir categorias que sejam incomparáveis.
g1 g2 g3 g4 g5 g6 g1 g2 g3 g4 g5 g6
a0 0,82 0,45 0,26 -4,7 -100 0,45 a10 0,8 0,58 0,62 13,7 34,6 1,54
a1 0,41 0,63 0,03 2,28 -20 2,04 a11 1,23 0,37 0,64 8,97 45,9 0,96
a2 0,57 0,2 0,1 6,08 -33,3 1,08 a12 0,24 0,28 0,73 -1,75 0 0,72
a3 0,24 0,02 0,08 2,41 -53,5 0,62 a13 0,26 0,65 0,58 4,88 7,14 0,9
a4 0 0,46 0,62 5,04 -76,5 3,02 a14 1,1 0,76 0,54 0,29 0 0,73
a5 0,93 0,02 0,14 2,82 6,38 0,72 a15 1,79 0,55 0,73 5,88 -100 2,69
a6 0,01 0,69 0,77 7,55 -40 3,23 a16 1,02 1,06 0,82 5,5 6,38 0,73
a7 0,86 0,86 0,86 4,28 3,71 0,57 a17 1,32 1,12 0,94 12,06 -61 2,69
a8 2,16 0,6 0,12 2,11 56,3 0,51 a18 1,36 0,04 1,02 1,79 110 2,31
a9 1,24 0,12 0,62 11,65 12,5 1,17 a19 0,57 0,17 0,23 -11,5 0 0,52
Tabela 5.2: Desempenhos das vinte alternativas do sector comercial
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1.Primeira fase - Clustering
Na primeira fase, as alternativas são agrupadas em categorias homogéneas, à custa do mé-
todo não hierárquico K-Means, fazendo-se previamente a análise do número de clusters através
da aplicação do critério da distância entre clusters (quadrado da distância Euclidiana) aplicando
o método Complete Linkage (Figura 5.2). A distância entre grupos é relativizada (entre 0 e 1).
Figura 5.2: Distância entre clusters.
Observou-se que os declives das rectas que unem as distâncias entre dois clusters é relati-
vamente pequeno a partir de 4 clusters. Na ausência de um decisor, aceita-se a solução com
o menor número de clusters, ou seja, 4 clusters. Os clusters resultantes são formados pelas
seguintes alternativas de acordo com o método K-Means:
 C1 = fa0;a1;a2;a3;a5;a12;a19g,
 C2 = fa9;a10;a11;a18g,
 C3 = fa4;a6;a15;a17g
 C4 = fa7;a8;a13;a14;a16g.
2. Segunda fase- Eliciação
Na segunda fase, vamos usar os valores originais (Hurson e Zopounidis, 1997) para os
limiares de indiferença e preferência (Tabela 5.3), mas não vamos usar limiares de veto tão
apertados como os originais. Quanto ao limiar de corte l , este assume o valor 0,6.
Uma vez que os dados originais (Hurson e Zopounidis, 1997) não indicam qualquer infor-
mação sobre o peso dos critérios, consideramos que todos os critérios têm o mesmo peso, ou
seja, ki = 1=6; i 2 f1; :::;6g.
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g1 g2 g3 g4 g5 g6
q j 0.05 0.05 0 0.1 8.72 0.05
p j 0.25 0.2 0.2 0.5 10 0.25
v j 20 10 10 100 180 2.75
Tabela 5.3: Limiares de Indiferença, Preferência e Veto.
Analisando o grupo de alternativas segundo os seus desempenhos, coeficientes de impor-
tância, limiares de indiferença, preferência e veto, e para l = 0;6, as relações de preferência
entre as alternativas foram obtidas à custa das suas relações de prevalência (Tabela 5.4) obtidas
pela aplicação do método ELECTRE. Dos 190 pares de alternativas estudadas ( n(n 1)2 ;n= 20),
121 (63,7%) verificam a relação de Preferência, 8 (4,2%) são Indiferentes, e 61(32,1%) são
Incomparáveis.
3. Terceira fase- Classificação Ordinal
Na terceira fase, para ordenação das categorias, apresentamos as duas sugestões descritas
na Secção anterior: ordenação dos centróides das quatro categorias obtidas na primeira fase e
aplicação da relação de preferência mais comum.
Para tal, calculamos o centróide de cada uma das categorias obtidas (c1, c2, c3 e c4), e, em
seguida, classificamos os centróides com base nas suas relações de prevalência (Tabela 5.5).
Assim, para l = 0;6 temos c2Pc4, c2Pc1, c4Pc1, c3Pc1, c3Rc2, e c3Rc4. A estrutura final obtida
é pois de ordem parcial: C2 C4,C2 C1,C4 C1,C3 C1,C2 ?C3 eC3 ?C4(Figura 5.3).
C2

C4

C3
~~}}
}}
}}
}}
C1
Figura 5.3: Partição final
Aplicando agora a relação de preferência mais comum entre as alternativas das categorias
(Tabela 5.6) obtém-se a mesma estrutura final (Figura 5.3).
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1
0
0.19
0.37
0.42
0.07
0.35
0
0.44
0.14
0.33
0.27
0.2
0.47
0.33
0.17
0.2
0.21
0.17
0
0.47
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2
0.83
0
0.74
0.99
0.67
0.5
0.62
0.33
0.61
0.5
0.5
0.5
0.83
0.67
0.58
0.5
0.33
0.33
0.29
0.74
a
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0.67
0.44
0
0.98
0.32
0.67
0.24
0.5
0.5
0.47
0.18
0.37
0.8
0.67
0.5
0.46
0.5
0.33
0.22
0.83
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0.67
0.36
0.19
0
0.14
0.5
0.06
0.33
0.41
0.28
0.17
0.17
0.63
0.33
0.45
0.27
0.28
0.27
0.1
0.56
a
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0.67
0.37
0.33
0.51
0
0.5
0.37
0.5
0.28
0.5
0.41
0.34
0.61
0.48
0.43
0.62
0.35
0.33
0
0.5
a
6
0.83
0.57
0.49
0.95
0.18
0
0.1
0.67
0.48
0.44
0.33
0.18
0.83
0.56
0.73
0.31
0.63
0.31
0.45
0.89
a
7
0.67
0.5
0.67
0.68
0.88
0.5
0
0.53
0.49
0.38
0.38
0.39
0.65
0.51
0.48
0.8
0.5
0.5
0.18
0.5
a
8
0.83
0.51
0.5
0.83
0.12
0.73
0.04
0
0.5
0.32
0.33
0.17
0.81
0.5
0.58
0.25
0.45
0.25
0.4
0.83
a
9
1
0.49
0.65
0.83
0.1
0.7
0.01
0.66
0
0.67
0.67
0.67
0.87
0.67
0.74
0.23
0.53
0.23
0.38
1
a
10
0.67
0.5
0.8
0.83
0.36
0.83
0.28
0.83
0.33
0
0.33
0.67
0.88
0.8
0.77
0.49
0.83
0.49
0.49
0.83
a
11
0.83
0.67
0.83
0.83
0.51
0.77
0.42
0.83
0.5
0.83
0
0.67
1
0.94
0.62
0.64
0.69
0.5
0.5
0.83
a
12
0.8
0.5
0.78
0.83
0.28
0.83
0.19
0.83
0.33
0.68
0.48
0
1
0.78
0.75
0.41
0.83
0.41
0.56
0.83
a
13
0.53
0.23
0.33
0.67
0.18
0.5
0.1
0.5
0.17
0.24
0.08
0.22
0
0.43
0.34
0.31
0.5
0.31
0.33
0.67
a
14
0.67
0.58
0.39
0.83
0.25
0.67
0.17
0.67
0.5
0.5
0.33
0.49
1
0
0.73
0.38
0.5
0.33
0.45
0.67
a
15
0.83
0.5
0.5
0.67
0.18
0.67
0.1
0.78
0.33
0.43
0.5
0.45
1
0.73
0
0.32
0.67
0.32
0.33
0.83
a
16
0.83
0.59
0.63
0.67
0.58
0.43
0.4
0.45
0.14
0.4
0.27
0.2
0.47
0.43
0.47
0
0.43
0.5
0
0.47
a
17
0.83
0.58
0.5
0.83
0.18
0.83
0.1
1
0.5
0.36
0.33
0.23
0.93
0.73
0.81
0.32
0
0.32
0.45
0.83
a
18
0.83
0.67
0.67
0.83
0.67
0.66
0.53
0.68
0.37
0.63
0.5
0.43
0.67
0.66
0.67
0.67
0.66
0
0.05
0.67
a
19
0.67
0.5
0.54
0.67
0.33
0.67
0.33
0.53
0.41
0.63
0.5
0.5
0.67
0.5
0.67
0.17
0.5
0.43
0
0.74
a
20
0.5
0.33
0.56
0.67
0.1
0.47
0.02
0.5
0.24
0.33
0.18
0.17
0.64
0.5
0.37
0.23
0.37
0.23
0.33
0
Tabela
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j ),i,j=1,...,20
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c1 c2 c3 c4
c1 - 0.3333 0.2884 0.3333
c2 0.8333 - 0.5348 0.7158
c3 0.6667 0.3522 - 0.4814
c4 0.7158 0.4767 0.2120 -
Tabela 5.5: Grau de Credibilidade
C2 C1 C1 PC2: 0 C2 PC1: 24 C1 R C2: 4 C1 IC2: 0
C3 C1 C1 PC3: 2 C3 PC1: 16 C1 R C3: 10 C1 IC3: 0
C4 C1 C1 PC4: 3 C4 PC1: 23 C1 R C4: 6 C1 IC4: 3
C2 ?C3 C2 PC3: 1 C3 PC2: 1 C2 R C3: 14 C2 IC3: 0
C2 C4 C2 PC4: 13 C4 PC2: 3 C2 R C4: 4 C2 IC4: 0
C4 ?C3 C4 PC3: 0 C3 PC4: 4 C4 R C3: 16 C4 IC3: 0
Tabela 5.6: Número de pares de alternativas para cada relação de preferência.
4. Quarta fase- Qualidade
Depois de obter a partição final, analisamos a percentagem de pares de alternativas incoe-
rentes com o princípio SSt-Consistency. Os resultados são apresentados na Tabela 5.7.
Condições Relação S Clustering-Sorting
Preferência 121 (63.7%) 8 (4.2%)
Indiferença 8 (4.2%) 0(0.0%)
Incomparabilidade 61(32.1%) 7 (3.7%)
Total 190 15 (7.9%)
Q(P) - 92.10%
Tabela 5.7: Número de pares de alternativas que verificam as condições de P, I e R antes da
partição e o número de inconsistências pós-partição segundo o SSt-Consistency
A qualidade Q(P) da partiçãoP obtida com o Clustering-Sorting é dada por:
Q(P) = 1 aPvP aIvI aRvR = 1 0:042 0:0 0:037= 0:921
5.4.2 Segundo exemplo ilustrativo
O segundo exemplo é baseado nos dados de um exemplo de Yu (1992), sobre a avaliação
de 100 alternativas a serem classificadas, com base nos seus desempenhos, em 7 critérios a
minimizar. Tal como no exemplo anterior, neste exemplo Yu utiliza o ELECTRE TRI para
classificar as alternativas em duas categorias pré-ordenadas. Aqui apresentaremos uma abor-
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dagem Clustering-Sorting que pode sugerir uma estrutura alternativa de categorias exibindo
incomparabilidades, já que, tal como no exemplo anterior, o número de alternativas incompa-
ráveis é elevado.
1.Primeira fase - Clustering
O gráfico das distâncias inter-clusters (obtido com o método Complete Linkage) fornece
informação ao decisor sobre o número de clusters a ser considerado (Figura 5.4), para poder
aplicar o método K-Means.
Figura 5.4: Distância entre clusters.
Tal como se pode ver na Figura 5.4, devemos ter pelo menos 4 clusters, já que os declives
das rectas que unem as distâncias entre dois clusters são relativamente pequenos a partir de 4
clusters. Considerando k=4, o algoritmo K-Means forneceu 4 grupos homogéneos - C1;C2;C3
e C4 - com 17, 63, 16 e 4 alternativas respectivamente:
 C1 = fa20;a22;a23;a24;a25;a50;a64;a65;a72;a73;a74;a75;a81;a82;a86;a87;a89g
 C2 = fa1;a2;a3;a4;a6;a7;a8;a9;a10;a11;a12;a13;a14;a15;a16;a17;a26;a27;a28;
a29;a30;a31;a32;a33;a34;a35;a36;a37;a38;a39;a40;a41;a42;a43;a44;a45;a46;a47;
a48;a49;a51;a52;a53;a54;a55;a56;a57;a58;a59;a60;a61;a62;a63;a66;a67;a68;a69;
a70;a71;a76;a78;a79;a83g
 C3 = fa90;a91;a77;a80;a84;a85;a88;a92;a93;a94;a95;a96;a97;a98;a99;a100g
 C4 = fa5;a21;a18;a19g.
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2. Segunda fase- Eliciação
Na segunda fase, vamos usar os valores originais (Yu, 1992) para os pesos e limiares de
indiferença e preferência associados a cada critério, mas à semelhança do exemplo anterior não
vamos usar limiares de veto tão apertados como os originais (Tabela 5.8). O limiar de corte
usado é l=0,6.
g1 g2 g3 g4 g5 g6 g7
q j 0.65 1.7 1.7 1.7 1.7 1.7 2.3
p j 1.31 3.45 3.45 3.45 3.45 3.45 4.7
v j 1.95 100.4 100.4 100.4 100.4 100.5 18.7
k j 0.24 0.12 0.12 0.12 0.12 0.12 0.16
Tabela 5.8: Limiares e pesos associados aos critérios.
Analisando o grupo de alternativas segundo os seus desempenhos, coeficientes de impor-
tância e limiares, dos 4950 pares de alternativas estudadas ( n(n 1)2 ;n = 100), 2967 (59.9%)
verificam a relação de Preferência, 364 (7.4%) são Indiferentes, e 1619 (32.7%) são Incompa-
ráveis.
3. Terceira fase- Classificação Ordinal
Na terceira fase, calculamos o centróide de cada uma das categorias obtidas, e, em seguida,
classificamos os centróides c1, c2, c3, c4 com base nas suas relações de prevalência (Tabela
5.9), dando origem a uma estrutura parcialmente ordenada das categorias (Figura 5.5).
centróides c1 c2 c3 c4
c1 - 0.4454 0.0 0.6281
c2 0.0 - 0.0 1.0
c3 1.0 0.9575 - 1.0
c4 0 0.2186 0.0 -
Tabela 5.9: Grau de credibilidade entre centróides.
Definindo a estrutura de preferências entre as categorias à custa da relação de preferência
mais comum entre as alternativas das categorias (Tabela 5.10), obtém-se a estrutura apresen-
tada na Figura 5.6. Note-se que a relação de incomparabilidade entreC1 eC4 é definida não só
pela relação com ummaior número de alternativas, mas também pela relação que leva à melhor
qualidade da partição resultante, dado que houve um empate entre as relações de Preferência e
Incomparabilidade.
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C3
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AA
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A
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C1
~~}}
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}}
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Figura 5.5: Partição final obtida com o método (A)
C3 C1 C1 PC3: 10 C3 PC1: 135 C1 R C3: 123 C1 I C3: 4
C3 C2 C2 PC3: 4 C3 PC2: 629 C2 R C3: 374 C2 I C3: 1
C3 C4 C3 PC4: 34 C4 PC3: 0 C3 R C4: 30 C3 I C4: 0
C2 ?C1 C1 PC2: 376 C2 PC1: 117 C1 R C2: 547 C1 IC2: 31
C2 ?C4 C2 PC4: 77 C4 P C2: 25 C2 R C4: 147 C2 I C4: 3
C1 ?C4 C1 PC4: 31 C4 PC1: 5 C4 R C1: 31 C4 I C1: 1
Tabela 5.10: Número de pares de alternativas para cada relação de preferência.
C3
~~}}
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AA
AA
AA
A
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Figura 5.6: Partição final obtida com o método (B)
4. Quarta fase - Qualidade
Após a obtenção das partições com os métodos (A) e (B), analisamos a percentagem de
pares de alternativas incoerentes com o princípio SSt-Consistency em cada um dos casos. As
estruturas obtidas com os métodos (A) e (B), embora diferentes, conduzem a resultados muito
idênticos como mostra a Tabela 5.11.
Perante duas estruturas diferentes com uma robustez muito idêntica, a escolha da estrutura
final deve pertencer ao decisor, optando pela estrutura que faça mais sentido perante o problema
em estudo.
Considerando como solução do problema a estrutura obtida com o método (B), a qualidade
Q(P) da partiçãoP é dada por:
Q(P) = 1 aPvP aIvI aRvR = 1 0:008 0:006 0:074= 0:912.
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Condições Relação S C-S com (A) C-S com (B)
Preferência 2967 (59.9%) 44 (0.9%) 39 (0.8%)
Indiferença 364 (7.4%) 31 (0.6%) 32 (0.6%)
Incomparabilidade 1619 (32.7%) 367 (7.4%) 367(7.4%)
Total 4950 442 (8.9%) 438 (8.8%)
Q(P) - 91.1% 91.2%
Tabela 5.11: Número de pares de alternativas que verificam as condições de P, I e R antes da partição
e o número de inconsistências pós-partição segundo o SSt-Consistency
Analisando agora o grupo de alternativas segundo os seus desempenhos, coeficientes de
importância e limiares originais (v j=(1.95, 100.4, 100.4, 100.4, 100.4, 100.5, 18.7), bem como
o limiar de corte (l=0.86), dos 4950 pares de alternativas estudadas, 1803 (36.42%) verificam a
relação de Preferência, 8 (0.16%) são Indiferentes, e 3139 (63.41%) são Incomparáveis. Neste
caso, com o dobro das incomparabilidades, a qualidade da estrutura obtida é bastante menor
(68.18%). Tal estrutura foi obtida com o método (B) (a obtida com o método (A) era bastante
pior), após analise das relações de preferência apresentadas na Tabela 5.12. A estrutura obtida
está representada na Figura 5.7.
C1 ?C2 C1 PC2: 314 C2 PC1: 77 C1 R C2: 679 C1 IC2: 1
C1 ?C3 C1 PC3: 5 C3 P C1: 121 C1 R C3: 146 C1 IC3: 0
C1 ?C4 C1 PC4: 28 C4 PC1: 2 C1 R C4: 38 C1 IC4: 0
C3 C2 C2 PC3: 2 C3 P C2: 568 C2 R C3: 488 C2 IC3: 0
C2 ?C4 C2 PC4: 56 C4 PC2: 17 C2 R C4: 179 C2 IC4: 0
C3 ?C4 C3 PC4: 30 C4 PC3: 0 C4 R C3: 34 C4 IC3: 0
Tabela 5.12: Número de pares de alternativas para cada relação de preferência.
C1 C3

C4
C2
Figura 5.7: Partição final obtida com o método (B)
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5.5 Notas conclusivas
Neste trabalho, propusemos uma nova abordagem para a classificação de um conjuntoA de
alternativas, com base em vários critérios, a um conjunto de categorias parcialmente ordenado,
com uma estrutura desconhecida a priori. Numa primeira fase, as alternativas semelhantes são
atribuídas às categorias homogéneas, usando o método K-Means. Para determinar o número
de categorias a formar, podem ser utilizados dois indicadores - distância entre clusters e índice
R-squared.
Em seguida, as categorias são classificadas com base nos seus centróides ou na relação de
preferência mais comum entre as alternativas das categorias, usando um método de classifica-
ção ordinal, como o ELECTRE, com base nas preferências que o decisor suscitou nesta fase.
Após a obtenção de uma partição do conjunto de alternativas com base numa das abordagens
propostas, pode-se analisar a sua qualidade: propusemos o índice Q(P) que é um indicador
dos pares de alternativas coerentes com o princípio SSt-Consistency. Este princípio proíbe a
existência de alternativas incomparáveis dentro da mesma classe, alternativas indiferentes em
classes incomparáveis e alternativas melhores que outras alternativas e pertencentes a classes
piores que as últimas (preferências invertidas). Para o cálculo da qualidade de cada partição
foram considerados três indicadores distintos: vP indica o rácio de pares de alternativas com
preferência invertida, vI indica o rácio de pares de alternativas de grupos incomparáveis e vR
indica o rácio de pares de alternativas incomparáveis dum mesmo grupo. O decisor pode razo-
avelmente decidir que algumas violações são mais graves do que outras, podendo colocar mais
peso sobre essas violações.
Este método foi testado em dois exemplos reais da literatura. Em ambos os exemplos, o
método Clustering-Sorting apresentou estruturas parcialmente ordenadas alternativas às estru-
turas totalmente ordenadas sugeridas na literatura e com resultados para a coerência segundo o
princípio SSt-Consistency bastante bons.
Esta abordagem Clustering-Sorting, embora desenvolvida para ser bastante simples, na
verdade pode conduzir a resultados menos satisfatórios para as condições de Preferência e
Indiferença uma vez que, numa primeira fase, as alternativas são avaliadas por atributos e não
critérios. Para além disso, não garante uma partição “óptima” de minimização das incoerências
do princípio SSt-Consistency. O desenvolvimento de métodos mais sofisticados de optimiza-
ção utilizando programação matemática ou heurísticas para coincidir com as preferências de
um decisor é pois o tópico importante a desenvolver nos próximos capítulos.
CAPÍTULO 6
CHOP - Clustering Hierárquico com
Ordenação Parcial
6.1 Notas introdutórias
O objectivo deste capítulo consiste em apresentar um modelo que é uma extensão do mé-
todo hierárquico aglomerativo (ver detalhes na secção 3.3.2). De um modo geral, os métodos
aglomerativos utilizam um algoritmo padrão, conforme descrito no Algoritmo 1 (ver Secção
3.3.2). De forma bastante sumária, o método inicia com m clusters, cada um contendo uma das
m alternativas de um conjunto A de alternativas a atribuir. De seguida, e de forma iterativa, as
alternativas cuja similaridade seja bastante elevada são agrupadas num mesmo cluster homo-
géneo. A diferença entre os métodos ocorre na definição de similaridade entre clusters a qual é
definida de acordo com cada método.
Neste trabalho, para quantificar a medida de similaridade, recorreremos à estrutura de pre-
ferências (Preferência, Indiferença e Incomparabilidade) definida pelo decisor. Propomos, no
entanto, uma nova medida de similaridade: dois grupos são tanto mais similares quanto maior
for a qualidade da partição obtida com a sua junção, ou seja, quanto menor for o número de
violações das relações de Preferência, Indiferença e Incomparabilidade entre as alternativas
classificadas. Para a avaliação da qualidade da partição será usado o princípio Semi-STrong
consistency (SSt-Consistency) apresentado no Capítulo 4, o qual proíbe a existência de al-
ternativas incomparáveis dentro da mesma classe, alternativas indiferentes em classes incom-
paráveis e alternativas melhores que outras alternativas e pertencentes a classes piores que as
últimas (a que chamaremos preferências invertidas).
Este trabalho distingue-se dos trabalhos clustering multicritério que se têm desenvolvido,
não só na definição de similaridade mas também pela estrutura que se pretende obter, a qual
pode ser parcialmente ordenada e não necessariamente totalmente ordenada. Apresentamos
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duas formas de construção de tal estrutura: uma definida à custa das relações binárias prevalên-
cia dos centróides representativos das classes e outra à custa das relações binárias prevalência
das alternativas atribuídas. A comparação e contabilização das relações de todos os pares de
alternativas pertencentes a cada par de classes da partição é a proposta para a construção da
estrutura de preferências em cada iteração do Algoritmo 1.
O objectivo do método que é aqui apresentado é obter uma partição transitiva de um dado
conjunto de alternativas tendo informação da matriz dos valores de prevalência das alternativas
mas não tendo qualquer informação a priori sobre a estrutura de preferências das classes.
Note-se que as mesmas ideias se poderiam aplicar, por exemplo, com o princípio St-
Consistency. Já os princípios S-Consistency e t-Consistency, pelas razões apresentadas no
capítulo anterior, consideramo-los de facto menos interessantes.1
6.2 Estrutura de preferências das classes
Neste trabalho apresentamos duas formas distintas de obter a estrutura de preferências das
classes: uma obtida à custa das relações de prevalência entre os centróides das classes e outra
definida pela relação de prevalência das alternativas pertencentes às classes. Passaremos a
descrever cada uma das construções das estruturas de preferências.
6.2.1 Estrutura de Preferências 1 - definida à custa dos centróides das classes
Cada classe pode ser representada por um ponto cujas coordenadas são a média de cada
um dos critérios dos sujeitos que fazem parte da classe, ou seja, pelo seu centróide. Assim, em
cada iteração s do Algoritmo 1 (ver secção 3.3.2), obtém-se uma partiçãoPs = fC1;C2; :::;Ctg
das alternativas de A e um conjunto C s = fc1;c2; :::;ctg dos centróides que caracterizam as
classes dePs.
Definição 6.2.1 Dada uma qualquer classe Ck com nk alternativas ai = (ai1;ai2; :::;ain) avali-
adas em n critérios, o seu centróide ck = (ck1;ck2; :::;ckn) é definido da seguinte forma:
1Foram realizadas algumas experiências, que aqui não são relatadas, com os princípios S-Consistency e t-
Consistency. Em tais experiências verificamos que o princípio S-Consistency conduz a partições com uma das
categorias com quase todas as alternativas. Já o princípio t-Consistency conduz a partições com muitas categorias
incomparáveis.
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ck j = 1nk å
nk
i=1 ai j; 8 j = 1:::n
A estrutura de preferências de cada partição, obtida nas iterações do Algoritmo 1, é aqui
obtida à custa das relações fP; I;Rg dos centróides, as quais são definidas pelas relações de
prevalência S de acordo com (2.2), podendo-se obter as seguintes situações:
8>>>>>><>>>>>>:
Cr Ct se crPct
Ct Cr se ctPcr
Ct ?Cr se ctRcr
Ct Cr se ctIcr
(6.1)
Assim, a classe Ci é preferível a C j (Ci C j) quando o centróide ci da classe Ci for pre-
ferível ao centróide c j da classe C j, ou seja, quando ciSc j e c j 6 Sci. Por outro lado, as classes
Ci e C j são indiferentes (Ci C j) quando os seus centróides são indiferentes, ou seja, quando
ciSc j e c jSci. Por fim, a classeCi é incomparável aC j (Ci ?C j) quando os seus centróides são
incomparáveis, ou seja, quando ci 6 Sc j e c j 6 Sci.
6.2.2 Estrutura de Preferências 2 - definida à custa das relações de prevalência entre
classes
Uma outra forma proposta para a construção da estrutura de preferências é definir para cada
par de classes (Ci;C j) 2P2 a sua relação de prevalência. Considerar-se-á que uma classe Ci
prevalece sobre C j se pelo menos 50% das relações dos pares de alternativas (as;at) 2 (Ci;C j)
forem de prevalência de as sobre at .
Definição 6.2.2 Seja Ci;C j 2P , onde ni e n j são o número de alternativas de Ci e C j respec-
tivamente. Diz-se que o grau de prevalência de Ci sobre C j é
si j =
å
as2Ci
å
at2C j
S(as;at)
nin j , com S(as;at) =
8<: 1 se asSat0 caso contrário .
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Definição 6.2.3 Seja dado o par (Ci;C j) 2P2. Diz-se que Ci prevalece sobre C j (CitC j) se
e só se o grau de prevalência de Ci sobre C j é de pelo menos 0.5, ou seja, si j  0:5.
Assim, a estrutura de preferências de cada partição, definida à custa das relações de preva-
lência entre classes, pode ser definida da seguinte forma:
8>>>>>><>>>>>>:
Ci C j () Cit C j ^ C j 6 t Ci
C j Ci () C jt Ci ^ Ci 6 t C j
Ci C j () Cit C j ^ C jt Ci
Ci ?C j () Ci 6 t C j ^ C j 6 t Ci
(6.2)
A classe Ci é preferível a C j quando o grau de prevalência de Ci sobre C j é de pelo menos
50% e o grau de prevalência deC j sobreCi é inferior a 50%. As classesCi eC j são indiferentes
quando o grau de prevalência deCi sobreC j e deC j sobreCi são de pelo menos 50%. Por fim,
as classeCi eC j são incomparáveis quando ambos os graus de prevalência são inferiores a 50%.
Exemplo 6.2.1 Consideremos a partiçãoP= fC1;C2;C3;C4;C5g cujas relações de prevalên-
cia são apresentadas na Tabela 6.1.
C1 C2 C3 C4 C5
C1 0 0.3333 0.2000 0.1333 0.1000
C2 0.3333 0 0.6 0 0.1250
C3 0.4000 0.5833 0 0.3333 0.3750
C4 0.4667 0.4222 0 0 0.5833
C5 0.4000 0.9167 0 0 0
Tabela 6.1: Valores do grau de prevalência si j entre as classes (Ci,C j), i,j=1,...,5
A estrutura de preferências resultante é apresentada na Figura 6.1.
Independentemente da forma como se constrói a estrutura de preferências das classes, o
objectivo deste modelo é obter uma partição final cuja estrutura de preferências não tenha clas-
ses indiferentes e seja transitiva. Tal é conseguido fazendo uma revalidação da partição obtida,
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C4

C1
C5

C3
~~ ~
~~
~~
~~
C2
>>~~~~~~~~
Figura 6.1: Partição final
tal como será apresentado na Secção 6.4. Assim, a partição final transitiva e parcialmente or-
denada que se pretende obter, tem uma estrutura de preferências (;?) definida da seguinte
forma:
 Ci C j )C j 6 Ci :  é assimétrica
 Ci C j ^C j Ck )Ci Ck :  é transitiva
 Ci ?C j )C j ?Ci : ? é simétrica
 Ci ?C j _Ci C j _C j Ci :  é vazia
6.3 Medida de similaridade entre classes
Dada a natureza multicritério do tipo de problemas para os quais se pretende desenvolver
o modelo aqui desenvolvido, o Algoritmo 1 terá em conta a natureza multicritério das alter-
nativas. Para tal, em cada iteração s do algoritmo considerar-se-á que o par de classes mais
similar da partiçãoPs será aquele que ao ser fundido leva à melhor partiçãoPs+1 de A , ou
seja, aquele que leva ao menor número de pares de alternativas incoerentes com o princípio
SSt-Consistency (ver Secção 4.2.2).
Será assim definido um vector de inconsistências IDPs = (vP;vI;vR) associado à parti-
ção Ps, onde vR (dado por (5.3)) mede o rácio de pares que não verificam a condição de
incomparabilidade, vI (dado por (5.4)) mede o rácio de pares que não verificam a condição
de indiferença e vP (dado por (5.5)) mede o rácio de pares que não verificam a condição de
preferência (ver Secção 5.3). O objectivo é minimizar este vector, ou seja, minimizar o rácio
de pares de alternativas que são incompatíveis com as condições de Preferência, Indiferença e
Incomparabilidade. Para tal, é definido o índice Q(Ps), dado por (5.7). Quanto maior é o valor
de Q(Ps), melhor é a partiçãoPs.
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Assim, o método aglomerativo que propomos tem por objectivo encontrar, em cada itera-
ção s do Algoritmo 1, a partição parcialmente ordenadaPs tal que:
Q(Ps )> Q(Ps) , 8Ps determinada na iteração s.
Exemplo 6.3.1 Sejam P1 e P2 duas partições cujos vectores de índices de desajustamento
(vP, vI , vR) são respectivamente (0.03, 0.073, 0.03) e (0.03, 0.083, 0.01).
Considerando aP=aI=aR=aD=1 tem-se Q(P1)=0.876 e Q(P2)=0.877. Assim, a melhor
partição éP2 pois é a que tem uma melhor qualidade.
6.4 Intransitividades da partição
Geralmente, uma relação de prevalência é um mecanismo para modelar e representar as
preferências de um decisor. Esta relação proporciona modelos e representação de situações
onde a transitividade não se verifica. Um exemplo bem conhecido de ausência de transitividade
é o apresentado por Luce(1956) (ver Roy e Vincke, 1981): obviamente que não conseguimos
diferenciar um café com agr de açúcar e um com a + 0:01gr; assim, existe uma relação de
indiferença entre estas duas situações. De forma similar, existe uma relação de indiferença
entre a+0:01gr e a+0:02gr de açúcar. Se a relação de indiferença é transitiva, então agr e
a + 0:02gr de açúcar devem ser consideradas indiferentes. Seguindo este raciocínio de infe-
rência, pode-se deduzir que não há diferença entre um café com agr de açúcar e um café com
a chávena cheia de açúcar, independentemente de a . Obviamente que é uma conclusão errada,
mostrando que de facto existem situações onde a transitividade não se verifica.
Formalmente, considerando três quaisquer alternativas ai, a j e ak, a propriedade de transi-
tividade de uma relação Á é expressa da seguinte forma:
aiÁa j ^a jÁak =) aiÁak (6.3)
O objectivo do método proposto neste capítulo é determinar uma partição parcialmente or-
denada e compatível com as preferências do decisor, mas que tenha também a relação t entre
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as classes transitiva. Contudo, a relação que definimos entre as classes é de prevalência, re-
lação essa que modela situações que podem ser intransitivas. Assim, em cada iteração s do
Algoritmo 1, a partiçãoPs construída com relações de prevalência intransitivas (por exemplo,
relação baseadas no método ELECTRE), pode conter classes tais que:
9fCi;C j;Ckg 2Ps: CitC j ^C jtCk^Ci 6 tCk
ou seja, obtém-se o seguinte diagrama
Ci // C j // Ck
onde cada arco Ci // C j representa a existência da relação C
itC j.
Note-se que no caso da estrutura de preferências das classes ser definida pelos centróides,
as relações de prevalência são definidas pelos centróides.
Para tornar a relação t transitiva dado o terno fCi;C j;Ckg, propomos a “negação” de um
dos seus arcos não transitivo pertencente ao grupo de alternativas. Assim, propomos três solu-
ções:
1. Exigir a relação CitCk : Ci //
&&
C j // Ck
2. Eliminar a relação CitC j : Ci C j // Ck
3. Eliminar a relação C jtCk : Ci // C j Ck
Caso não exista mais nenhuma intransitividade na partição, deve-se avaliar a qualidade das
três possíveis partições e a que originar a melhor qualidade será a partição final escolhida.
Caso ainda existam intransitividades, estas devem ser solucionadas da mesma forma (processo
recursivo) e só depois avaliar cada uma das partições originadas.
Note-se que, em particular, se na relação de prevalência entre as classes existe um ciclo
(CitC jt :::tCi) então devem ser avaliadas todas as partições obtidas pela eliminação de uma
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das relações do ciclo, e escolher a que leva à melhor qualidade final. Em particular, para duas
classes indiferentes (CitC j ^C jtCi), estas podem-se fundir.
Como exemplo, consideremos os graus de prevalência entre as classes apresentados na
Tabela 6.2. A relação correspondente entre as classes é apresentada na Figura 6.2.
C1 C2 C3 C4 C5
C1 0.333 0.6 0.133 0.100
C2 0.333 0.6 0.583 0.125
C3 0.400 0.183 0.333 0.375
C4 0.167 0.333 0 0.583
C5 0.4 0.183 0 0.917
Tabela 6.2: Grau de prevalência si j deCi em C j, i,j=1,...,5
C1

C2
~~}}
}}
}}
}}

C3 C4
~~ ~
~~
~~
~~
C5
>>~~~~~~~~
Figura 6.2: Estrutura de preferências deP
Nesta estrutura existem dois problemas: a intransitividade do terno (C2;C4;C5) e a indife-
rença do par (C4;C5).
Para obter transitividade, e começando pelo par indiferente, existem três possíveis soluções:
S1, S2 e S3 (Figura 6.3). S2 e S3 são partições transitivas, mas S1 não verifica a transitividade.
Assim, as três possíveis soluções para se obter transitividade para S1 são as partições S1a,
S1b e S1c (Figura 6.4). Finalmente, deve-se avaliar a qualidade das cinco possíveis partições
transitivas e aquela que leva a uma melhor qualidade será a partição final.
6.5 Método Aglomerativo para CHOP
Adaptando o clustering aglomerativo tradicional a problemas multicritério e com classes
parcialmente ordenadas, inicialmente, à semelhança do Algoritmo 1, formam-se tantas classes
quantas as alternativas de A , onde cada classe é formada por uma alternativa. Constrói-se de
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S1 S2 S3
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Figura 6.3: Soluções possíveis para as intransitividades dePs
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Figura 6.4: Soluções possíveis para as intransitividades de S1
seguida a estrutura de preferências desta primeira partição. Em cada iteração s do algoritmo
que propomos, selecciona-se da partiçãoPs o par de classes mais similar para ser fundido, ou
seja, o par de classes que leva à melhor qualidade da partiçãoPs+1 tornando-a na partição mais
compatível com a informação das prevalências fornecidas como input. De seguida, actualiza-se
a estrutura de preferências da nova partição obtida (Algoritmo 2).
Note-se que neste método proposto, o decisor não necessita especificar o número de classes,
inicialmente, podendo ser feito no final com a ajuda dos resultados do método. Na verdade, o
decisor pode, eventualmente, decidir o número de classes com base na violação das condições
de indiferença, preferência e incomparabilidade ou mesmo no tamanho relativo das classes.
O objectivo deste algoritmo é obter uma partição transitiva parcialmente ordenada de um
dado conjunto de alternativas. Assim, para garantirmos a transitividade da partição final que se
pretende, propomos a reavaliação da qualidade das partições intransitivas que se transformam
em transitivas à custa da eliminação ou introdução de arco(s) na partição.
Nas próximas secções serão apresentados três exemplos para ilustrar o algoritmo proposto,
para os quais, para se obter as relações de prevalência, calculamos os graus de credibilidade
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Algoritmo 2 - Método aglomerativo - extensão
1. Considerar a matriz de relações de prevalência S (Si j = S(ai;a j)) como input.
2. s=0 (iteração)
3. Ps=fC1;C2; :::;Cmg
While existirem pelo menos duas classes emPs do
4. Seleccionar o par de vizinhos (Cq,Cp) 2P2s tal que minimize Q(Ps+1)
considerando a nova classe Cr =Cq
S
Cp em vez de Cq e Cp
5. Fundir as classes Cq eCp formando uma nova classe Cr =Cq
S
Cp
6. Actualizar estrutura de preferências paraPs+1.
7. s=s+1
end while
8. Verificar as partições que têm o número de classes indicadas pelo decisor
quanto à transitividade, e fazer as correcções necessárias.
do ELECTRE III (Roy, 1978) e ELECTRE-TRI (Yu, 1992; Roy e Bouyssou, 1993), conforme
definido na variante proposta por Mousseau e Dias (2004).
6.5.1 Exemplo ilustrativo
Para ilustrar o Algoritmo 2 é apresentado um exemplo com 16 alternativas avaliadas por
dois critérios a maximizar. Os valores dos limiares dos critérios, bem como os seus pesos, são
apresentados nas Tabelas 6.3 e 6.4, e a matriz S dos valores de prevalência das alternativas
é apresentada na Tabela 6.5. Para um limiar de corte de valor 0,6 tem-se que 10% dos pa-
res de alternativas são Indiferentes, 15,83% são Incomparáveis e 74,17% têm uma relação de
Preferência.
Aplicando o Algoritmo 2, para cada par de classes (Ci;C j)2P2s , calcula-se a qualidade da
partição casoCi eC j se fundissem e vão-se fundindo sucessivamente as classes que geram uma
melhor qualidade para aP = aI = aR = 1.
Inicialmente temos 16 classes sendo que cada alternativa representa uma classe. A Tabela
6.6 indica a ordem de agregação das classes bem como o vector de índices de desajustamento
(vP,vI ,vR) e a qualidade da partição resultante, em cada iteração do Algoritmo 2 aplicando
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g1 g2 g1 g2
a1 0.57 0.2 a9 0.24 0.28
a2 0.24 0.02 a10 0.26 0.65
a3 0.93 0.02 a11 1.1 0.76
a4 0.01 0.69 a12 1.79 0.55
a5 0.86 0.86 a13 1.02 1.06
a6 2.16 0.6 a14 1.32 1.12
a7 1.24 0.12 a15 1.36 0.04
a8 0.8 0.58 a16 0.57 0.17
Tabela 6.3: Desempenhos das alternativas
g1 g2
q j 0.25 0.1
p j 0.5 0.2
v j 2 1.5
k j 0.5 0.5
Tabela 6.4: Limiares e pesos dos critérios
a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 a16
a1 0,00 1,00 0,78 0,50 0,42 0,00 0,50 0,50 1,00 0,50 0,00 0,00 0,10 0,00 0,50 1,00
a2 0,44 0,00 0,50 0,50 0,00 0,00 0,50 0,00 0,50 0,50 0,00 0,00 0,00 0,00 0,50 0,59
a3 0,60 1,00 0,00 0,50 0,50 0,00 0,88 0,50 0,50 0,50 0,50 0,00 0,35 0,22 0,64 0,75
a4 0,50 1,00 0,50 0,00 0,15 0,00 0,50 0,50 1,00 1,00 0,50 0,15 0,00 0,00 0,43 0,50
a5 1,00 1,00 1,00 1,00 0,00 0,47 0,74 1,00 1,00 1,00 1,00 0,50 0,50 0,08 0,50 1,00
a6 1,00 1,00 1,00 1,00 0,50 0,00 1,00 1,00 1,00 1,00 0,70 1,00 0,50 0,5 1,00 1,00
a7 1,00 1,00 1,00 0,50 0,50 0,00 0,00 0,50 0,70 0,50 0,50 0,00 0,43 0,38 1,00 1,00
a8 1,00 1,00 1,00 0,95 0,50 0,43 0,62 0,00 1,00 1,00 0,50 0,50 0,50 0,00 0,50 1,00
a9 0,84 1,00 0,50 0,50 0,00 0,00 0,50 0,00 0,00 0,50 0,00 0,00 0,00 0,00 0,5 0,84
a10 0,88 1,00 0,50 1,00 0,00 0,07 0,50 0,50 1,00 0,00 0,45 0,31 0,00 0,00 0,50 0,88
a11 1,00 1,00 1,00 1,00 1,00 0,50 1,00 1,00 1,00 1,00 0,00 0,50 0,50 0,50 0,98 1,00
a12 1,00 1,00 1,00 0,80 0,50 0,76 1,00 1,00 1,00 1,00 0,50 0,00 0,50 0,50 1,00 1,00
a13 1,00 1,00 1,00 1,00 1,00 0,50 1,00 1,00 1,00 1,00 1,00 0,50 0,00 0,90 0,82 1,00
a14 1,00 1,00 1,00 1,00 1,00 0,50 1,00 1,00 1,00 1,00 1,00 0,56 1,00 0 1,00 1,00
a15 0,70 1,00 1,00 0,50 0,50 0,00 1,00 0,50 0,50 0,50 0,50 0,14 0,37 0,32 0,00 0,85
a16 1,00 1,00 0,78 0,50 0,42 0,00 0,50 0,50 0,95 0,50 0,00 0,00 0,10 0,00 0,50 0,00
Tabela 6.5: Prevalências entre alternativas (ai;a j), i,j=1,...,16
a Estrutura 1. Neste exemplo todas as partições obtidas em cada iteração do algoritmo são
transitivas.
Para um hipotético decisor que considere como solução a melhor partição com o menor nú-
mero de classes, pode-se considerar, como solução final a partição com 4 clusters apresentada
na Figura 6.5. A qualidade desta partição é 98,33% resultante de 0% de incoerências das con-
dições de Preferência e Incomparabilidade e 1,67% de incoerências da condição de Indiferença
(2/120).
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Passo No classes Classes agregadas Qualidade (vP,vI ,vR)
0o 16 - 100% (0 0 0)
1o 15 fa1g[fa2g 100% (0 0 0)
2o 14 fa1;a2g[fa3g 100% (0 0 0)
3o 13 fa1;a2;a3g[ (fa8g) 100% ( 0 0 0)
4o 12 fa1;a2;a3;a8g[fa7g 99.17% (0.0083 0 0)
5o 11 fa4g[fa9g 100% (0 0 0)
6o 10 fa1;a2;a3;a8g[fa16g 99.17% (0 0.0083 0)
7o 9 fa4;a9g[fa10g 98.33% (0 0.0167 0)
8o 8 fa5g[fa11g 98.33% (0 0.0167 0)
9o 7 fa13g[fa5;a11g 98.33% (0 0.0167 0)
10o 6 fa5;a11;a13g[fa14g 98.33% (0 0.0167 0)
11o 5 fa6g[fa12g 98.33% (0 0.0167 0)
12o 4 fa6;a12g[fa15g 98.33% (0 0.0167 0)
13o 3 fa1;a2;a3;a8;a16g[fa4;a9;a10g 94.17% (0 0 0.0583)
14o 2 fa1;a2;a3;a4;a8;a9;a10;a16g[fa5;a11;a13;a14g 94.17% (0 0 0.0583)
15o 1 - 84.17% (0 0 0.1583)
Tabela 6.6: Agregações das classes e Qualidade obtida com Estrutura 1
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Figura 6.5: Classes obtidas na partição final com Estrutura 1
As classes foram ordenadas à custa das relações de prevalência dos seus centróides (Tabela
6.7), obtendo-se a partição final ordenada e transitiva da Figura 6.6.
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c1 c2 c3 c4
c1 0 0.50 0.30 0
c2 0.50 0 0 0.27
c3 1.00 1.00 0 0.50
c4 1.00 0.78 0.50 0
Tabela 6.7: Valores do grau de prevalência entre os centróides
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Figura 6.6: Partição final com Estrutura 1
Note-se que as incoerências resultam de a9 2 C2 ser indiferente a a1 2 C1 e a a16 2 C1 e
C1?C2. É de notar ainda que para obter uma partição com uma qualidade de 100%, o menor
número de classes possível é k=11 o que, dado o número reduzido de alternativas, é muito
elevado.
Aplicando agora as relações de prevalência entre classes (Estrutura 2) para construir a estru-
tura de preferências das classes em cada iteração do algoritmo proposto, os resultados obtidos
na agregação das classes são apresentados na Tabela 6.8.
Para um hipotético decisor que considere como solução a melhor partição com o menor
número de classes, pode-se considerar, como solução final a partição com 5 clusters com uma
qualidade de 100% apresentada na Figura 6.7. Neste caso não existem pares de alternativas
que não verifiquem as condições de Preferência, Indiferença ou Incomparabilidade.
Analisando os elementos das classes resultantes apresentados na Figura 6.7 concluímos
que o grupo C3 é constituído por alternativas cuja junção é pouco intuitiva. Contudo, o facto
de a6 e a12 serem preferíveis a a4 e a10 permitiu a sua junção no 11o passo sem provocar
incoerências na partição obtida e de acordo com o princípio SSt-Consistency. A junção de C1
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Passo No classes Classes agregadas Qualidade (vP,vI ,vR)
0o 16 - 100% (0 0 0)
1o 15 fa1g[fa9g 100% (0 0 0)
2o 14 fa3g[fa7g 100% (0 0 0)
3o 13 fa15g[ (fa3;a7g) 100% ( 0 0 0)
4o 12 fa4g[fa10g 100% (0 0 0)
5o 11 fa1;a9g[fa16g 100% (0 0 0)
6o 10 fa5g[fa11g 100% (0 0 0)
7o 9 fa13g[fa14g 100% (0 0 0)
8o 8 fa6g[fa12g 100% (0 0 0)
9o 7 fa8g[fa5;a11g 100% (0 0 0)
10o 6 fa1;a9;a16g[fa2g 100% (0 0 0)
11o 5 fa4;a10g[fa6;a12g 100% (0 0 0)
12o 4 fa1;a2;a9;a16g[fa5;a8;a11g 98.33% ( 0 0.0167 0)
13o 3 fa1;a2;a5;a8;a9;a11;a16g[fa4;a6;a10;a12g 94.17% (0 0.0167 0.0417)
14o 2 fa1;a2;a4;a5;a6;a8;a9;a10;a11;a12;a16g[fa3;a7;a15g 87.50% (0 0 0.1250)
15o 1 - 84.17% (0 0 0.1583)
Tabela 6.8: Agregações das classes e Qualidade obtida com Estrutura 2
com C2 seria mais intuitiva, contudo levaria ao aparecimento de incoerências da condição de
Incomparabilidade. Por outro lado, a junção de C4 com C5 embora também mais intuitiva na
verdade conduziu ao mesmo resultado prático pois as alternativas de C5 são preferíveis às de
C4.
De seguida ordenaram-se as classes à custa das suas relações de prevalência (Tabela 6.9),
obtendo-se assim a partição final ordenada e transitiva da Figura 6.8.
C1 C2 C3 C4 C5
C1 0 0.173 0 0 0
C2 0.75 0 0 0 0
C3 0.86 0.50 0 0.25 0
C4 1.00 0.78 0.50 0 0
C5 1.00 1.00 0.50 1.00 0
Tabela 6.9: Valores do grau de prevalência si j entre as classes (Ci,C j), i,j=1,...,5
Perante as duas partições apresentadas ao decisor obtidas com Estrutura 1 e 2, um hipoté-
tico decisor pode optar por aquela que melhor represente o problema ou, em caso de desco-
nhecimento sobre a melhor representação, pode escolher a partição com a melhor qualidade.
Neste caso, a partição resultante da Estrutura 2 é a que tem a melhor qualidade, podendo pois
ser uma possível solução.
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Figura 6.7: Classes obtidas na partição final com Estrutura 2
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Figura 6.8: Partição final com Estrutura 2
6.6 Exemplos adicionais com casos reais da literatura
Nesta secção serão apresentados mais dois casos reais da literatura para ilustrar o modelo
CHOP descrito nas secções anteriores. A estrutura final será escolhida de forma mais ou
menos “cega”, tendo apenas em consideração os resultados obtidos e a regra de escolher a
partição que tenha o menor número de classes e com uma qualidade razoável (ou seja, que não
melhora significativamente). No entanto, na prática a escolha da partição final deverá basear-se
não só nos resultados obtidos, mas também nas preferências e experiência dos decisores.
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A estrutura de preferências utilizada para obter os resultados que serão apresentados de
seguida será apenas a Estrutura 2 definida à custa das relações de prevalência entre as classes
e optamos por não apresentar os resultados obtidos com a Estrutura 1 definida à custa dos cen-
tróides. Tal decisão resulta do facto de termos obtido partições com bastantes intransitividades
quando aplicada a Estrutura 1 o que exigia uma reavaliação das soluções. Na prática torna o
processo mais moroso e não leva a resultados finais melhores, quando muito iguais aos obtidos
com a Estrutura 2.
Os resultados do Algoritmo 2 que são apresentados de seguida consideram no cálculo da
qualidade da partição aP = aI = aR = 1.
A ferramenta utilizada na obtenção de resultados foi o MatLab 7.0.
6.6.1 Primeiro exemplo
Nesta subsecção é apresentado o Exemplo 1 da Secção 5.4.1, cujos desempenhos em 6
critérios são apresentados na Tabela 5.2. Quanto aos valores dos limiares dos critérios, estes
são dados, uma vez mais, pela Tabela 5.3 . Considerar-se-á que todos os critérios têm o mesmo
peso, ou seja, os coeficientes de importância serão todos iguais a 1/6 (ki = 1=6; i 2 f1; :::;6g).
Pela analise da Figura 6.9 podemos ver que só para partições com pelo menos 12 classes
se consegue uma qualidade final Q*=100%, o que, dado o número de alternativas, poderá
não ser uma solução satisfatória. Assim, considerando que o decisor apenas está interessado
nas soluções com menos de 7 classes (o que é razoável tendo em atenção que jA j=20), os
resultados obtidos, aplicando o Algoritmo 2, são apresentados na Tabela 6.10.
k Transitividade Qualidade (vP,vI ,vR) Estrutura
6
p
97.89 (0 0 0.0211 )   22 //  //  // 
5
p
97.37 (0 0.0053 0.0211)   22 //  // 
4
p
96.32 (0 0.0053 0.0315)   ** // 
3
p
94.21 (0 0.0053 0.0526)   // 
2
p
88.95 (0 0.0053 0.1053)  
1
p
67.89 (0 0 0.3211 )
Tabela 6.10: Agregações das classes e Qualidade obtida
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Figura 6.9: Qualidade das partições.
Considerando que o decisor opta por k=5 classes como uma boa solução (note-se que a
qualidade não melhora significativamente a partir de 5 classes), obtém-se uma partição com
uma qualidade de 97.37% resultante de 0% de violações das condições de Preferência e 0.53%
de Indiferença, e 1.58% de Incomparabilidade.
As classes resultantes são as seguintes:
 C1 = fa1;a2;a4;a7;a19g,
 C2 = fa3;a6;a8;a13;a14;a20g,
 C3 = fa5;a18g,
 C4 = fa9;a11;a16g e
 C5 = fa10;a12;a15;a17g.
Ordenaram-se as classes à custa das suas relações de prevalência (Tabela 6.11), obtendo-se
assim a partição final ordenada e transitiva da Figura 6.10.
Note-se que, a solução sugerida pelo método Clustering-Sorting apresentado no Capítulo
anterior tem quatro categorias e não cinco. Comparando tal solução encontrada com a solução
fornecida pelo método CHOP para quatro categorias (ver Tabela 6.10), podemos verificar uma
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C1 C2 C3 C4 C5
C1 0 0.3333 0.2000 0.1333 0.1000
C2 0.3333 0 0 0 0.1250
C3 0.4000 0.5833 0 0.3333 0.3750
C4 0.4667 0.7222 0 0 0.5833
C5 0.4000 0.9167 0 0 0
Tabela 6.11: Valores do grau de similaridade si j entre as classes (Ci,C j), i,j=1,...,5
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Figura 6.10: Partição final
melhoria significativa na incoerência da condição de Preferência no método CHOP, levando a
uma melhoria significativa na qualidade da partição obtida (ver Tabela 6.12).
Condições Relação S CHOP Clustering-Sorting
Preferência 121 (63.7%) 0 (0.0%) 8 (4.2%)
Indiferença 8 (4.2%) 1(0.53%) 0 (0.0%)
Incomparabilidade 61(32.1%) 6 (3.2%) 7(3.7%)
Total 190 7 (3.68%) 15(7.9%)
Q(P) - 96.32% 92.10%
Tabela 6.12: Comparação das incoerências das soluções obtidas com os métodos Clustering-
Sorting e CHOP, segundo o SSt-Consistency, para k=4.
6.6.2 Segundo exemplo
O segundo exemplo é sobre a avaliação de 100 alternativas a serem classificadas, com base
nos seus desempenhos, em 7 critérios a minimizar, apresentado na Secção 5.4.2. Consideram-
se novamente os valores originais (Yu, 1992) para os limiares de indiferença, preferência e
pesos (Tabela 5.8) associados a cada critério bem como os coeficientes de importância, mas
com menos incomparabilidades (v j=(1.95, 100,100, 100, 100,100,18.7)) e l = 0:6.
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Figura 6.11: Qualidade das partições.
Pela analise da Figura 6.11 podemos ver que uma boa solução será reter 6 classes. Conside-
rando que o decisor só está interessado em obter informações sobre as estruturas das partições
com no máximo 7 classes, os resultados obtidos, aplicando o Algoritmo 2, são apresentados na
Tabela 6.13.
Caso o decisor opte por k=6 classes como uma boa solução, obtém-se uma partição com
uma qualidade de 99.23% resultante de 0% de violações das condições de Preferência, 0.016%
de Indiferença, e 0.61% de Incomparabilidade.
Note-se que, a solução sugerida pelo método Clustering-Sorting apresentado no Capítulo
anterior tem quatro categorias e não seis. Comparando tal solução encontrada com a solução
fornecida pelo método CHOP para quatro categorias (ver Tabela 6.14), podemos verificar uma
melhoria significativa nas incoerências das condições de Preferência, Indiferença e Incompa-
rabilidade no método CHOP, levando a uma melhoria na qualidade da partição obtida.
Analisando agora o grupo de alternativas segundo todos os seus valores originais (nomea-
damente l = 0:86), os resultados obtidos, aplicando o Algoritmo 2, são apresentados na Tabela
6.15.
Neste caso, uma vez que se tem uma elevada percentagem de alternativas incomparáveis,
todas as partições com no máximo 7 classes são consideradas incomparáveis para se obter a
melhor partição. À semelhança dos resultados obtidos nos anteriores exemplos, também aqui
todas as partições são obviamente transitivas.
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k Transitividade Qualidade Incoerências Estrutura
7
p
99.23 (0 0.0016 0.0061 )   oojj // 22,, //   
6
p
99.23 (0 0.0016 0.0061 )  oo  //   
5
p
96.91 (0 0.0016 0.0293 )     
4
p
93.31 (0 0.001 0.0659 )    
3
p
81.07 ( 0 0.0004 0.1889 )   
2
p
78.06 (0 0.0002 0.2192 )   
1 - 67.29 (0 0 0.3271 )
Tabela 6.13: Qualidade das partições obtidas com o Algoritmo 2.
Condições Relação S Clustering-Sorting CHOP
Preferência 2967 (59.9%) 39 (0.8%) 0 (0.0%)
Indiferença 364 (7.4%) 32 (0.6%) 5 (0.1%)
Incomparabilidade 1619 (32.7%) 367(7.4%) 326 (6.59%)
Total 4950 438 (8.8%) 331 (6.69%)
Q(P) - 91.2% 93.31%
Tabela 6.14: Número de pares de alternativas que verificam as condições de P, I e R antes da
partição e o número de inconsistências pós-partição segundo o SSt-Consistency
k Transitividade Qualidade Incoerências
7
p
85.32 (0 0.0004 0.1465)
6
p
84.32 (0 0.0004 0.1562 )
5
p
83.74 (0 0.0004 0.1622 )
4
p
80.71 (0 0.0004 0.1925 )
3
p
66.67 ( 0 0.0004 0.3230 )
2
p
41.23 (0 0.0002 0.5875 )
1 - 36.59 (0 0 0.6324 )
Tabela 6.15: Qualidade das partições obtidas com o Algoritmo 2
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6.7 Notas conclusivas
Neste capítulo propomos um modelo para a classificação de um conjunto A de alternati-
vas, com base em vários critérios, a um conjunto de classes parcialmente ordenado com uma
estrutura desconhecida a priori.
Para a obtenção de partições do conjunto A , propomos uma adaptação do método hierár-
quico aglomerativo. O método proposto inicia com m clusters, cada um contendo uma das m
alternativas de um conjunto A de alternativas a atribuir. De seguida, e de forma iterativa, os
clusters com maior similaridade são fundidos. A noção de similaridade entre duas classes é
substituída por uma avaliação da qualidade da partição obtida com a fusão de classes: dois
grupos são tanto mais similares quanto menor for o número de violações das preferências do
decisor de acordo com o princípio Semi-STrong consistency (SSt-Consistency) gerado com a
sua fusão.
Em cada iteração do algoritmo proposto, obtém-se uma estrutura de preferências parcial-
mente ordenada da partiçãoP das alternativas, ou seja, uma estrutura onde podem existir clas-
ses melhores, piores e até incomparáveis. Sugerimos duas formas de construção da estrutura de
preferências das classes, ambas definidas à custa de relações binárias de prevalência, uma entre
pares de centróides representativos das classes e outra entre pares de classes (Ci;C j) 2P2.
No primeiro caso, uma classe é considerada melhor que outra caso o seu centróide prevaleça
sobre o centróide da outra classe mas não seja prevalecido, as classes são incomparáveis se
nenhum dos centróides prevalecer sobre o outro e por fim são consideradas indiferentes caso
os centróides prevaleçam um sobre o outro (Estrutura 1). No segundo caso, considerou-se que
uma classe Ci prevalece sobre C j se pelo menos 50% das relações dos pares de alternativas
(as;at) 2 (Ci;C j) seja de prevalência de as sobre at . A relação de preferência entre as classes
é então definida de forma idêntica à dos centróides, de acordo com as relações de prevalência
entre as classes (Estrutura 2).
Os resultados obtidos com a Estrutura 2 mostraram-se no geral melhores que os obtidos
com a Estrutura 1 uma vez que levam à obtenção de muito menos intransitividades e com uma
qualidade idêntica ou mesmo melhor.
O objectivo do método proposto neste capítulo é determinar uma partição parcialmente
ordenada e compatível com as preferências do decisor, mas que seja também transitiva. Con-
tudo, a relação que definimos entre as classes é de prevalência, relação essa que é intransitiva.
Assim, em cada iteração do Algoritmo proposto, pode existir pelo menos um terno de classes
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que não verificam a transitividade. Propomos re-avaliação da qualidade de tais partições após
serem transformadas em transitivas à custa da eliminação ou introdução de arco(s) na partição.2
O desenvolvimento do CHOP pode ser útil como abordagem isolada ou como um módulo
de pesquisa inicial que antecede um método “exacto”3. Nesta segunda situação, a intenção do
CHOP é dar ao decisor um conhecimento inicial do problema, neste caso, dar um conhecimento
inicial sobre a estrutura das classes. O decisor avançará depois para uma re-afectação das
alternativas por forma a minimizar a percentagem de incoerências de acordo com o princípio
SSt-Consistency, caso não esteja satisfeito com os resultados obtidos com o CHOP.
No próximo capítulo a nossa atenção irá pois centrar-se no desenvolvimento de um método
“exacto” para problemas de programação inteira 0-1, com estruturas conhecida e desconhecida
a priori. Note-se que não nos propusemos a desenvolver apenas umametodologia “exacta” com
desconhecimento da estrutura das classes a priori pois estávamos conscientes da necessidade
de recorrer à programação inteira (PI) e, como se sabe, a utilização de métodos “exactos” pode
tornar os problemas de PI de maiores dimensões intratáveis. Assim, a heurística CHOP desen-
volvida assumiu um papel importante para ultrapassar as dificuldades do cálculo, permitindo a
busca de soluções boas num tempo computacional razoável (nos exemplos mais pequenos usa-
dos, conseguimos obter resultados em segundos e no maior obtivemos resultados em poucas
horas).
2Note-se que esta re-avaliação proposta pode ser igualmente aplicada ao método Clustering-Sorting já que este
modelo também não garante a transitividade da partição final. Na verdade, tal como no método CHOP, a construção
da estrutura das classes tem por base relações de prevalência, o que pode levar a uma estrutura intransitiva.
3Designamos por métodos “exactos” porque calculam soluções eficientes do problema, e não apenas aproxima-
ções destas como as heurísticas.
CAPÍTULO 7
Classificação Multicritério com classes
ordinais e nominais: modelo de
Optimização
7.1 Notas introdutórias
Neste capítulo apresentamos modelos de optimização para problemas classificação multi-
critério com classes parcialmente ordenadas, recorrendo à programação inteira 0-1. Contudo,
as dificuldades inerentes à complexidade da programação inteira (PI), agravadas pela existência
de múltiplos critérios, são ainda agravadas, no nosso caso, pelo desconhecimento da estrutura
de preferências dessas classes, o que pode tornar os problemas de maiores dimensões intratá-
veis.
Assim, caso o problema seja relativamente pequeno e o decisor tenha informação da(s)
estrutura(s) das classes, então partir-se-à directamente para o cálculo da partição óptima. Caso
contrario, um dos métodos propostos nos capítulos anteriores, o método Clustering-Sorting
ou o método CHOP, serão considerados neste capítulo, como um módulo de pesquisa inicial
que antecede um método “exacto”. A intenção é dar ao decisor um conhecimento inicial do
problema que o ajude a estabelecer e rever as suas preferências a um relativamente baixo custo
computacional.
A nova abordagem descrita neste capítulo é tecnicamente diferente do CHOP, mas tem por
base os mesmos objectivos e exigências do decisor:
(1) traduzir as preferências do decisor através do princípio St- Consistency ou do princípio
SSt- Consistency,
(2) minimizar a taxa de erro de classificação de um conjunto de alternativas a classes par-
cialmente ordenadas, avaliadas à custa das suas relações de prevalência,
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(3) traduzir a percepção do decisor quanto às violações que considera mais graves, dando
mais peso a essas violações.
O capítulo está organizado da seguinte forma:
Começamos por apresentar as restrições de afectação das alternativas às classes, de acordo
com o princípio SSt- Consistency. Serão ainda apresentadas as restrições para a estrutura
pretendida das classes no caso desta ser desconhecida a priori. De seguida é descrito o mo-
delo matemático de optimização para minimizar a taxa de erro de classificação das alternati-
vas. As dimensões dos problemas PLI são apresentados, comparando o caso dos problemas
com estrutura desconhecida a priori com os problemas cuja estrutura é dada. Ilustramos o
modelo apresentado com um pequeno exemplo e ainda com um exemplo aplicado ao CHOP,
comparando-se os resultados obtidos nos dois modelos. Finalmente apresentamos algumas
conclusões do modelo aqui descrito.
7.2 Procedimento de afectação a uma estrutura conhecida versus
desconhecida a priori
Para o modelo de optimização, para problemas de classificação multicritério, serão conhe-
cidos a priori o número de classes (denotado por ncat), bem como a matriz dos valores de
prevalência das acções de A , denotada por S. Caso o decisor tenha conhecimento da estrutura
parcialmente ordenada das classes, esta será representada por um grafo dirigido (ou digrafo)
G =(P ,E ) ondeP = fC1;C2; :::;Cncatg é o conjunto de nodos e E o conjunto de arcos.
O modelo de optimização que apresentamos neste capítulo consiste na atribuição de um
conjunto de alternativas a um conjunto de classes parcialmente ordenadas. O objectivo é fazer
a atribuição o mais compatível possível com o princípio SSt-Consistency1 segundo o qual se
devem verificar os corolários (7.1), (7.2) e (7.3) para a atribuição do conjunto A de alternati-
vas, que denominaremos corolários de Preferência, Indiferença e Incomparabilidade respecti-
vamente.
Sejam ai 2Cs e a j 2Ct .
1Em apêndice é apresentada a formulação matemática para a atribuição das alternativas segundo o princípio
St-Consistency.
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(1) Se uma acção a j é preferível a ai então não deve pertencer a uma classe pior:
(a jPai^ai 2Cs^a j 2Ct))Cs 6 Ct ; i:e:
Cs Ct ) (a j 6 Pai_ai 62Cs_a j 62Ct) (7.1)
(2) Acções com preferência similar (indiferentes) não devem pertencer a classes incompará-
veis:
(aiIa j ^ai 2Cs^a j 2Ct))Cs 6 ?Ct :
i.e
Cs ?Ct ) (a j 6 Iai_ai 62Cs_a j 62Ct); (7.2)
(3) Acções incomparáveis não devem pertencer à mesma classe:
(aiRa j ^ai 2Cs^a j 2Ct)) s 6= t; i:e
s= t) (a j 6 Rai_ai 62Cs_a j 62Cs) (7.3)
Entre todas as possíveis partições P de A , procuramos a partição mais compatível com
as três condições anteriores, ou seja, que minimizam as incoerências das condições de Pre-
ferência, Indiferença e Incomparabilidade, e que tenha um número conhecido de classes cuja
estrutura pode ou não ser conhecida a priori. A partição óptima pode não ser única, ou seja,
procuramos uma das partições F P da família de todas as partições possíveis de A que mini-
mizam as incoerências.
7.3 Modelo de optimização
O objectivo do modelo de optimização que propomos é minimizar a taxa de erro de classi-
ficação. A taxa de erro refere-se à razão entre o número de pares de alternativas mal atribuídas
de acordo com o principio SSt-consistency e o número total de pares de alternativas de A ,
m(m 1)
2 . Estes pares de alternativas que não verificam as condições de SSt-consistency podem
ser representados pelas variáveis binárias apresentadas na Tabela 7.1.
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Variável erro ai 2Cl;ak 2C j
ePik; jl aiPak C j Cl
eIik; jl aiIak C j ?Cl
eRik; j aiRak C j =Cl
Tabela 7.1: Variáveis binárias que representam a situação de incoerência para cada par de
alternativas
 ePik; jl é uma variável binária 0-1, definida para indicar a existência de incoerência do par
de alternativas (ai,ak), onde aiPak e ak 2 C j, ai 2 Cl e C j  Cl: ePik; jl=1 se existir uma
relação de preferência invertida entre o par (ai,ak), e ePik; jl=0 caso contrário.
 eIik; jl é uma variável binária 0-1, definida para indicar a existência de incoerência na
relação de indiferença entre as alternativas indiferentes ai 2C j e ak 2Cl se estas forem
atribuídas a classes incomparáveis, eIik; jl=1, e eIik; jl=0 caso contrário.
 eRik; j é uma variável binária 0-1, definida para indicar a existência de incoerência na re-
lação de incomparabilidade do par de alternativas incomparáveis (ai,ak) se estas forem
atribuídas à mesma classe, eRik; j=1, e eRik; j=0 caso contrário.
Assim, uma medida adequada da taxa de erro de classificação é expressa da seguinte forma:
g =
1
m(m 1)
m
å
i;k=1
ncat
å
j;l=1
(aP ePik; jl +aI eIik; jl +aR eRik; j) (7.4)
onde 0 aP;aI;aR  1 são os custos de cada erro de violação das condições de preferên-
cia, indiferença e incomparabilidade, respectivamente, indicados pelo decisor.
7.3.1 Formulação matemática
Tendo por objectivo a minimização da taxa de erro de classificação esperada (7.4), tal é
conseguido através de técnicas de programação matemática. Seja xi j uma variável binária 0-
1 definida tal que xi j = 1 se a alternativa ai 2 C j e xi j = 0 se a alternativa ai 62 C j (i=1,...,m;
j=1,...,ncat). Seja ainda pi j uma variável binária 0-1 definida tal que pi j = 1 seCi C j e pi j = 0
caso contrário (i,j=1,...,ncat).
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Assim, na atribuição das alternativas a uma estrutura com classes parcialmente ordenadas
temos as restrições que se seguem:
1. SejaCs;Ct 2P e seja a j P ai. Por (7.1), casoCs Ct (pst = 1), a j não deve pertencer a
Ct (x jt = 0) ou ai não deve pertencer a Cs (xis = 0). Logo,
x jt + xis+ pst  2 (7.5)
2. Seja Cs;Ct 2P e seja a j I ai. Por (7.2), caso Cs?Ct (pst = 0^ pts = 0), a j não deve
pertencer a Ct (x jt = 0) ou ai não deve pertencer aCs (xis = 0)
x jt + xis  pts  pst  1 (7.6)
3. Seja Cs 2P e a j R ai. Por (7.3), a j não deve pertencer a Cs (x js = 0) ou ai não deve
pertencer a Cs (xis = 0). Assim,
x js+ xis  1 (7.7)
4. Cada alternativa ai deve pertencer a uma e uma só classeCs. Assim,
ncat
å
s=1
xis = 1 (7.8)
5. Cada par de classes (Ci;C j) deve ser apenas incomparável ou ter uma relação de prefe-
rência. Assim,
pi j+ p ji  1 (7.9)
6. Cada terno de classes (Ci;C j;Ck) deve ser transitivo. Assim,
pik  pi j+ p jk 1 (7.10)
7. Caso se deseje, pode-se ainda exigir que cada classeCs da partição não fique vazia. Logo
m
å
i=1
xis  1 (7.11)
O Problema Linear Inteiro (PLI 1) seguinte pode ser resolvido para encontrar o valor mí-
nimo g na atribuição de um conjunto de alternativas A a serem atribuídas a uma determinada
estrutura de classes parcialmente ordenadas P , desconhecida a priori (mas com o número
máximo de categorias, ncat , especificado):
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((PLI1)) min g (7.12)
su jeito a :
xi j+ xkl + p jl  2+ ePik; jl ;8ai;ak 2 A : aiPak;8 j; l 2 f1; :::;ncatg (7.13)
xi j+ xkl  p jl  pl j  1+ eIik; jl ;8ai;ak 2 A : aiIak;8 j; l 2 f1; :::;ncatg (7.14)
xi j+ xk j  1+ eRik; j ;8ai;ak 2 A : aiRak; i< k;8 j 2 f1; :::;ncatg (7.15)
ncat
å
j=1
xi j = 1;8i 2 f1; :::;mg (7.16)
pi j+ p ji  1;8i; j 2 f1; :::;ncatg (7.17)
pik  pi j+ p jk 1;8i; j;k 2 f1; :::;ncatg (7.18)
xi j; pi j;ePik; jl ;eIik; jl ;eRik; j 2 f0;1g;8i;k 2 f1; :::;mg; j; l 2 f1; :::;ncatg
e opcionalmente,
m
å
i=1
xis  1;8i 2 f1; :::;ncatg (7.19)
A função objectivo (7.12) do (PLI 1) corresponde à fórmula (7.4). As restrições (7.13)-
(7.15) correspondem às condições (7.5)-(7.7) respectivamente, representando as condições de
atribuição do conjunto de alternativas segundo o princípio SSt - Consistency. A restrição (7.16)
diz respeito à unicidade da atribuição. Quanto às restrições (7.17) e (7.18), estas correspondem
a (7.9) e (7.10) respectivamente, e dizem respeito às condições de inexistência de classes indi-
ferentes e de transitividade da estrutura de classes pretendida.
Caso a estrutura das classes seja conhecida a priori (sendo uma das estruturas possíveis da
Figura 7.1), o (PLI 1) fica consideravelmente mais simples, com bastantes menos restrições e
variáveis, resultante da inexistência de condições para a estrutura das classes:
 nas restrições de (7.13), p jl = 1 8 j; l :Cl C j
 nas restrições de (7.14), p jl = pl j = 0 8 j; l :Cl ?C j
 as restrições (7.17) e (7.18) deixam de existir.
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Obtém-se assim o (PLI 2).
(PLI2) min g (7.20)
su jeito a :
xi j+ xkl  1+ ePik; jl ;8ai;ak 2 A : aiPak^Cl C j;8 j; l 2 f1; :::;ncatg; j 6= l (7.21)
xi j+ xkl  1+ eIik; jl ;8ai;ak 2 A : aiIak^Cl?C j;8 j; l 2 f1; :::;ncatg; j 6= l (7.22)
xi j+ xk j  1+ eRik; j ;8ai;ak 2 A : aiRak;8 j 2 f1; :::;ncatg (7.23)
ncat
å
j=1
xi j = 1;8i 2 f1; :::;mg (7.24)
xi j;ePik; jl ;eIik; jl ;eRik; j 2 f0;1g;8i;k 2 f1; :::;mg; j; l 2 f1; :::;ncatg
e opcionalmente,
m
å
i=1
xis  1;8i 2 f1; :::;ncatg (7.25)
Note-se que uma alternativa ao problema linear inteiro (PLI 1) é o (PLI 2) com a restrição
de não existência de classes vazias (7.25) aplicado a cada estrutura possível para k classes,
escolhendo-se para solução final do problema a(s) partição(ões) com melhor solução g . Sa-
bendo o número k de classes que se pretende ter na estrutura final, as estruturas possíveis
podem ser determinadas mais facilmente com a ajuda do Triângulo de Pascal (Figura 7.1).
Para tal, basta fixar k linhas consecutivas do Triângulo de Pascal, sendo que a primeira linha
contém k elementos cosecutivos, a segunda linha contém (k-1) elementos, até à última linha
que deverá conter apenas um elemento. De seguida, fixando k elementos e considerando as
relações existentes entre eles, vão-se obtendo as diferentes estruturas possíveis.
No caso do problema ser de dimensões consideráveis, tanto em termos de número de alter-
nativas como de classes, as dimensões do (PLI 1) podem mesmo reduzir drasticamente, como
se verá na secção seguinte.
7.4 Dimensão do problema
Dado o conjuntoA com m alternativas e dada a sua matriz S de prevalências, facilmente se
deduz o número de pares de alternativas que são indiferentes, incomparáveis ou que têm uma
relação de preferência. A representação desses números é aqui dada por:
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Figura 7.1: Estruturas possíveis para k categorias, determinadas com o Triângulo de Pascal
 nI : número de pares de alternativas indiferentes
 nR : número de pares de alternativas incomparáveis
 nP : número de pares de alternativas com uma das alternativas melhor que a outra
O número de restrições e o número de variáveis do (PLI 1), ou seja, a dimensão do pro-
blema é dada na Tabela 7.2.
onde aCb é o coeficiente binomial e representa o número de subconjuntos com b elementos
que se podem formar num conjunto com a elementos, podendo ser calculado por a!b!(a b)! .
No caso de se conhecer a estrutura parcialmente ordenada das classes onde
 n? : número de pares de categorias incomparáveis
 n : número de pares de categorias com uma das categorias melhor que a outra
o número de restrições e o número de variáveis do (PLI 2) é dado na Tabela 7.3.
Este número de restrições facilmente se torna muito elevado quando o número de alter-
nativas é elevado o que pode tornar o modelo impraticável. Por exemplo, consideremos uma
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Restrições Número
Classificação (7.13)-(7.15) ( nP + nI)  ncat(ncat  1) + nRncat
Unicidade da atribuição (7.16) m
Ci 6 C j, 8i; j (7.17) ncatC2
Transitividade (7.18) ncat(ncat  1)(ncat  2)
Ci 6= /0;8i (7.19) ncat
Variáveis Número
Erro ( nP + nI)  ncat(ncat  1) + nRncat
eI , eR, eP
Atribuição xi j ncat m
Estrutura pi j (ncat  1)ncat
Tabela 7.2: Dimensão de (PLI 1)
estrutura com três classes e 100 alternativas correspondentes a 4.950 pares de alternativas. Con-
sideremos ainda que, por exemplo, nI=364, nR=1619, nP=2967. Neste caso, as dimensões do
(PLI 1) são de facto muito maiores que as do (PLI 2), considerando por exemplo uma estrutura
fixa a priori com 2 classes incomparáveis e uma classe pior do que as outras 2 classes (Tabela
7.4).
7.5 Exemplo ilustrativo do PLI
Nesta secção ilustraremos o modelo proposto neste capítulo através da sua aplicação a um
conjunto de dados. Para a obtenção dos resultados que serão apresentados, foi utilizado o
bintprog do software MATLAB, que usa um algoritmo de programação linear com base no
branch-and-bound para resolver problemas de programação inteira binária.
Consideremos A =fa1;a2;a3;a4;a5;a6;a7g e as suas relações de prevalência apresentadas
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Restrições Número
Classificação (7.21)-(7.23) nPn + nI 2n?+nRncat
Unicidade da atribuição (7.24) m
Ci 6= /0;8i (7.25) ncat
Variáveis Número
Erro nPn + nI 2n?+nRncat
eI , eR, eP
Atribuição xi j ncat m
Tabela 7.3: Dimensão de (PLI 2)
na Tabela 7.5 e as consequentes relações binárias apresentadas na coluna 2 da Tabela 7.6 con-
siderando l = 0:6. Considere-se ainda 3 categorias (C1, C2 e C3), onde C1  C3 e C2  C3
(Figura 7.2).
C1

C2
~~}}
}}
}}
}}
C3
Figura 7.2: Estrutura pré-definida
Dos 21 pares de alternativas de A , 2 pares são indiferentes, 5 pares são incomparáveis, e
os restantes pares verificam a relação de preferência.
Tal como apresentado na Tabela 7.6, o par de alternativas (a1;a5) são indiferentes pelo que
não devem ser atribuídas às categorias incomparáveis C1 e C2 (a1 ser atribuída a C1 e a2 ser
atribuída aC2 ou a2 aC1 e a1 aC2), originando assim quatro restrições. O mesmo acontece ao
par de alternativas indiferentes (a6;a7).
Alternativas incomparáveis não devem pertencer à mesma categoria. Por exemplo, a1 e a6
não devem ser atribuídas em simultâneo a C1, originando a restrição x11+ x61  1+ eR16;1 . O
mesmo se aplica à atribuição de a1 e a6 aC2 e aC3. Assim, por par de alternativas incompará-
veis obtém-se três restrições para o problema (PLI 2) resultando neste exemplo um total de 15
restrições.
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Restrições PL1 PL2
Classificação 28.608 12.247
Unicidade da classificação 100 100
Ci 6= /0; i= 1;2;3 3 3
Ci 6 C j, 8i; j = 1;2;3 3 -
Transitividade 6 -
Total 28.720 12.350
Variáveis PL1 PL2
xi j 300 300
Erro e 28.608 12.247
pi j 6 0
Total 28.914 12.547
Tabela 7.4: Dimensão de PLI com 100 alternativas e 3 classes
a1 a2 a3 a4 a5 a6 a7
a1 - 1.00 1.00 0.63 1.00 0.50 0.50
a2 0.43 - 0.93 0.29 0.50 0.31 0.00
a3 0.07 0.50 - 0.30 0.31 0.00 0.00
a4 0.50 1.00 1.00 - 0.50 0.50 0.31
a5 0.64 1.00 0.83 0.50 - 0.50 0.50
a6 0.50 1.00 1.00 0.97 0.50 - 0.69
a7 0.50 1.00 1.00 1.00 0.53 1.00 -
Tabela 7.5: Grau de credibilidade entre alternativas.
Finalmente, uma alternativa fortemente preferível a outra não deverá ser atribuída a uma
categoria pior. Por exemplo, para o par (a1;a2) onde a1Pa2, se a1 é atribuída à pior categoria
C3, a2 não deverá ser atribuída a uma das melhores categorias, C1 ou C2. Tal origina duas res-
trições: x13+ x21  1+ eP12;31 e x13+ x22  1+ eP12;32 . Para as condições de preferência, neste
exemplo, tem-se 28 restrições.
A unicidade da atribuição de cada alternativa origina ainda as restrições seguintes:
xi1+ xi2+ xi3 = 1; i= 1; :::;7 (7.26)
Finalmente, caso queiramos que todas as categorias possuam pelo menos uma alternativa,
são necessárias mais três restrições:
x1 j+ x2 j+ x3 j+ x4 j+ x5 j+ x6 j+ x7 j  1; j = 1;2;3 (7.27)
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Relações Pares Restrições
Indiferença (a1;a5) x1i+ x5 j  1+ eI15;i j , (i,j)=(1,2),(2,1)
(a6;a7) x6i+ x7 j  1+ eI67;i j , (i,j)=(1,2),(2,1)
Incomparabilidade (a1;a6) x1i+ x6i  1+ eR16;i , i=1,2,3
(a1;a7) x1i+ x7i  1+ eR17;i , i=1,2,3
(a4;a5) x4i+ x5i  1+ eR45;i , i=1,2,3
(a5;a6) x5i+ x6i  1+ eR56;i , i=1,2,3
(a5;a7) x5i+ x7i  1+ eR57;i , i=1,2,3
Preferência (a1;a2) x1i+ x2 j  1+ eP12;i j , (i,j)=(3,1),(3,2)
(a1;a3) x1i+ x3 j  1+ eP13;i j , (i,j)=(3,1),(3,2)
(a1;a4) x1i+ x4 j  1+ eP14;i j , (i,j)=(3,1),(3,2)
(a2;a3) x2i+ x3 j  1+ eP23;i j , (i,j)=(3,1),(3,2)
(a4;a2) x4i+ x2 j  1+ eP42;i j , (i,j)=(3,1),(3,2)
(a5;a2) x5i+ x2 j  1+ eP52;i j , (i,j)=(3,1),(3,2)
(a6;a2) x6i+ x2 j  1+ eP62;i j , (i,j)=(3,1),(3,2)
(a7;a2) x7i+ x2 j  1+ eP72;i j , (i,j)=(3,1),(3,2)
(a4;a3) x4i+ x3 j  1+ eP43;i j , (i,j)=(3,1),(3,2)
(a5;a2) x5i+ x3 j  1+ eP53;i j , (i,j)=(3,1),(3,2)
(a6;a2) x6i+ x3 j  1+ eP63;i j , (i,j)=(3,1),(3,2)
(a7;a2) x7i+ x3 j  1+ eP73;i j , (i,j)=(3,1),(3,2)
(a6;a4) x6i+ x4 j  1+ eP64;i j , (i,j)=(3,1),(3,2)
(a7;a4) x7i+ x4 j  1+ eP74;i j , (i,j)=(3,1),(3,2)
Unicidade da atribuição xi1+ xi2+ xi3 = 1, i=1,...,7
Ci 6= /0 x1 j + x2 j + x3 j + x4 j + x5 j + x6 j + x7 j  1, j=1,2,3
Tabela 7.6: Restrições da formulação matemática.
Calculando o valor óptima g (taxa de erro de classificação), tendo em consideração 57
restrições e 68 variáveis, obtém-se, por exemplo, a seguinte solução óptima: x11 = 1 e x51 = 1,
ou seja, fa1;a5g  C1; x62 = 1 e x72 = 1, ou seja, fa6;a7g  C2; x23 = 1, x33 = 1 e x43 = 1,
ou seja, fa2;a3;a4g C3. O valor óptimo obtido é zero, ou seja, não existem alternativas mal
atribuídas.
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7.6 Exemplo - comparação dos resultados do PLI com os do CHOP
À semelhança do exemplo anterior será aqui utilizado o bintprog do software MATLAB
para obter os resultados que se apresentam de seguida.
Consideremos o exemplo baseado em Hurson e Zopounidis (1997) (Exemplo 1 da Sec-
ção 5.4.1) cuja matriz dos desempenhos é dada pela Tabela 5.2 e os valores dos limiares
dos critérios são dados pela Tabela 5.3. Considerar-se-á uma vez mais que todos os cri-
térios têm o mesmo peso, ou seja, os coeficientes de importância serão todos iguais a 1/6
(ki = 1=6; i 2 f1; :::;6g).
Numa tentativa de melhorar as partições deste exemplo onde os resultados obtidos com
o modelo CHOP foram melhores que os obtidos com o Clustering-Sorting (ver Capítulo 6),
aplicou-se o modelo de optimização (PLI 2) utilizando não só a estrutura com 5 classes sugerida
pelo CHOP como uma boa solução do problema, mas também as estruturas com 2  k  6
obtidas também com o CHOP. Os resultados obtidos apresentam-se na Tabela 7.7.
k Qualidade CHOP Qualidade Optimização Estrutura
6 97.89% 100%   22 //  //  // 
5 97.37% 100%   22 //  // 
4 96.32% 99.47%   ** // 
3 94.21% 97.89%   // 
2 88.95% 94.74%  
Tabela 7.7: Qualidade obtida com o CHOP e optimização
Em qualquer das partições com 2  k  6 (supondo que um hipotético decisor só está in-
teressado em ter no máximo 6 classes) conseguiu-se melhorar as partições finais. No caso das
partições com k=5 classes ou k=6 classes conseguiu-se obter uma qualidade de 100% (antes
era de 97.89% e 97.37% respectivamente), ou seja, não existem pares de alternativas que sejam
incoerentes com o princípio SSt-Consistensy. Para k4 classes, embora não se consiga atingir
uma qualidade de 100%, consegue-se melhorar a partição.
Caso o objectivo seja encontrar a melhor atribuição das acções de A à estrutura de classes
parcialmente ordenada com 5 classes e sugerida pelo CHOP, uma partição final obtida com a
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aplicação do modelo (PLI 2) é a seguinte:
 C1 = fa19;a20g
 C2 = fa6;a8;a13;a14;a15;a17;a18g
 C3 = fa2;a5;a7g
 C4 = fa4;a16g
 C5 = fa1;a3;a9;a10;a11;a12g
Neste caso, os pares de alternativas indiferentes originam 96 restrições e 96 variáveis bi-
nárias de erro. Alternativas Incomparáveis originam 305 restrições e 305 variáveis binárias de
erro, e as condições de preferência originam 605 restrições e 605 variáveis erro binárias (Tabela
7.8). Note-se contudo que, neste exemplo, apesar do número de alternativas ser pequeno, as
dimensões do problema de optimização (PLI 1) tornam-se bastante maiores quando a estrutura
é desconhecida a priori, como mostra a Tabela 7.8.
Considerando k=3 classes, a Tabela 7.9 fornece todas as possíveis estruturas, de entra as
quais estão assinaladas a estrutura sugerida pelo CHOP e a solução encontrada nesse caso pelo
(PLI 2), a solução dada pelo (PLI 1), e as restantes soluções foram encontradas pelo (PLI
2) para estruturas fixas, por exemplo por um decisor. Como se pode constatar, a estrutura
fornecida pelo modelo CHOP pertence ao conjunto de soluções que levam à melhor solução
encontrada pelo (PLI 1), tal como aconteceu para k  4 classes.
No Capítulo 6 foi ainda aplicado o método CHOP a um exemplo com 100 alternativas.
Neste exemplo escolheu-se como solução uma partição com k=6 classes e cuja qualidade fi-
nal corresponde a 99.23%. Dado que o valor obtido da qualidade da partição é bastante bom,
optamos por não optimizar o problema com a estrutura sugerida pelo CHOP uma vez que tem
uma dimensão bastante elevada. Na verdade, este problema possui 18.924 restrições e 19.030
variáveis binárias 0-1, o que pode trazer problemas a nível de memória de vulgares computa-
dores pessoais.
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PLI 2 PLI 1
Relação No Pares No Restrições No variáveis No Restrições No variáveis
Indiferença 8 96 96 160 160
Incomparabilidade 61 305 305 305 305
Preferência 121 484 484 2420 2420
Unicidade da atribuição - 20 0 20 0
Ci 6 C j - 0 0 0 10
Transitividade - 0 0 0 24
Ci 6= /0;8i - 5 0 5 0
Atribuição (xi j) - - 100 - 100
Estrutura (pi j) - - 0 - 20
Total 190 910 985 2910 3039
Tabela 7.8: Restrições da formulação matemática.
g Qualidade Estrutura
2.11% (4/190) 97.89%    PLI 2 + Decisor
2.11% (4/190) 97.89%  oo //  (PLI 1)
4.21% (8/190) 95.79%  //  oo PLI 2 + Decisor
2.11% (4/190) 97.89%   //  (PLI 2 + CHOP)
4.74% (9/190) 95.26%  //  //  PLI 2 + Decisor
Tabela 7.9: Qualidade obtida para as diferentes partições de k=3.
7.7 Notas conclusivas
Neste capítulo propusemos um método exacto para a classificação de um conjunto A de
alternativas, com base em múltiplos critérios, a um conjunto de categorias parcialmente orde-
nadas com uma estrutura que pode ou não estar definida a priori. Foi proposto um algoritmo
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de optimização para obter a melhor partição definida com base nas relações de prevalência das
alternativas e no principio (SSt)- Consistency. O objectivo do modelo proposto é minimizar a
razão entre o número de pares de alternativas que não verificam o principio (SSt)-Consistency
e o número total de pares de alternativas existentes.
Quanto à estrutura das classes parcialmente ordenadas, esta pode ser fornecida pelo decisor
ou, caso não tenha qualquer conhecimento prévio sobre o número de classes a escolher nem das
suas relações de preferência, pode ser aplicado previamente uma das heurísticas, Clustering-
Sorting ou CHOP, propostas nos capítulos anteriores. Caso se trate de um problema relativa-
mente pequeno (com muito poucas alternativas), pode-se optimizar em simultâneo a estrutura
e a partição correspondente, ou seja, trata-se de um problema cuja estrutura é desconhecida a
priori. Caso contrário, a aplicação do PLI 1 torna-se impraticável.
Com a aplicação inicial ao problema em estudo de um modelo heurístico, Clustering-
Sorting ou CHOP, o esforço computacional é enormemente reduzido pois não obriga à pro-
cura da melhor estrutura em simultâneo com a melhor partição. Tal poderá fornecer ao decisor
uma solução do seu problema em tempo real, facilitando a comunicação com este. Apesar das
vantagens resultantes da aplicação do algoritmo exacto (PLI 2) após um modelo heurístico, a
complexidade agrava-se em problemas de grandes dimensões e/ou com muitas classes. Pode
mesmo tornar-se impraticável tratar estes problemas através do método exacto apresentado.
Na verdade, nas experiências que fizemos com o problema de 20 alternativas, usando o sistema
computacional desenvolvido para o CHOP, notámos que o cálculo de cada solução era instan-
tâneo. Mesmo para problemas de maior dimensão verificamos uma relativa rapidez. O mesmo
não se pode dizer quando se usou o modelo exacto que com os casos mais pequenos demora
minutos, passando rapidamente a demorar muitas horas para exemplos um pouco maiores.
Uma alternativa para esses casos será a de recorrer apenas a técnicas heurísticas, Clustering-
Sorting ou CHOP, para calcular soluções aproximadas das soluções exactas em tempos com-
putacionais razoáveis. Embora as heurísticas não garantam a optimalidade, o tempo gasto ser
reduzido é um factor bastante importante para o decisor. Note-se ainda que a qualidade das
aproximações obtidas foram bastante boas o que torna estas heurísticas bastante apelativas. Na
verdade, foi usado um exemplo baseado emHurson e Zopounidis (1997) para ilustrar o modelo,
aplicado no capítulo anterior, e verificou-se que embora houvesse uma melhoria da qualidade
das partições obtidas com o modelo CHOP, esta não era significativa. Por outro lado, as es-
truturas sugeridas pelo CHOP levaram às partições com melhor qualidade quando aplicado o
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(PLI 2), qualidade essa confirmada pelo (PLI 1).
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CAPÍTULO 8
Classificação Multicritério de grupos
de trabalho a classes desconhecidas
Neste capítulo, apresentamos uma aplicação das heurísticas desenvolvidas nos Capítulos 5
e 6 a um problema real com dados de Dimas (2007) sobre conflitos intra-grupo e estratégias
de gestão desses conflitos em grupos de trabalho do departamento de produção de diversas
empresas industriais.1 O objectivo deste estudo é comparar grupos de trabalho: um grupo de
trabalho pode ser atribuído a uma classe melhor ou pior em comparação com outros grupos de
trabalho, podendo ainda ser considerado incomparável aos outros grupos no que diz respeito à
incidência de conflitos, bem como a forma que este grupo de trabalho gere os conflitos.
8.1 Notas introdutórias
O conflito está presente nas relações inter-pessoais (Pruitt e Carnevale, 1993), nas relações
intra-grupo e inter-grupo (Jehn, 1995), em áreas estratégicas de tomadas de decisão (Amason,
1996), entre outras situações organizacionais. Tal como muitos outros autores, Jehn (1995) dis-
tingue dois tipos de conflitos dentro do grupo: conflitos tarefa e conflitos afectivos. Os conflitos
tarefa englobam situações de tensão vividas no grupo devido à presença de diferentes perspec-
tivas em relação à execução de uma tarefa. A existência de desacordos entre os elementos de
um grupo quanto à melhor forma de alcançar os objectivos comuns é inevitável pois um grupo
é constituído por indivíduos que percepcionam a realidade de diferentes pontos de vista, ideias
e opiniões. Os conflitos afectivos envolvem situações de incompatibilidade inter-pessoal entre
os membros do grupo. De acordo com Amason e Sapienza (1997) este tipo de conflito degrada
a qualidade das relações e dificulta a circulação da informação, diminuindo, desta forma, o
grau de identificação dos membros com o grupo e com as suas decisões. A energia do grupo
1Parte deste Capítulo é uma adaptação do artigo publicado nos Proceedings of the 25th Mini-EURO Conference
on Uncertainty and Robustness in Planning and Decision Making (Rocha e Dias, 2010).
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é dirigida para o desenvolvimento da coesão e para a resolução de problemas interpessoais, o
que, na perspectiva de Rentsch e Zelno (2003), pode ter efeitos muito negativos ao nível da
eficácia grupal.
As consequências produzidas pelas situações conflituosas ao nível da eficácia do grupo,
nomeadamente no que diz respeito à qualidade das decisões, aos níveis de criatividade e ino-
vação e à coesão do grupo, dependem da forma como são geridas no grupo e do momento em
que emergem. As estratégias da gestão de conflitos podem ser definidas segundo dois pon-
tos de vista: inter-pessoal e intra-grupo. Ao nível inter-pessoal traduzem-se como as reacções
individuais à percepção de que existem ideias, opiniões e/ou objectivos divergentes entre as
partes envolvidas numa interacção (Deutsch, 1973; Pruitt e Rubin,1986), divergências essas
que geram elevados níveis de tensão. Ao nível intra-grupo, traduzem-se no conjunto de res-
postas dadas pelos membros de um grupo com o fim de reduzir ou solucionar um determinado
conflito (DeChurch e Marks, 2001). Rahim e Bonoma (1979) conceptualizaram as estratégias
de gestão de conflitos numa lógica bidimensional: preocupação consigo que é o grau em que o
indivíduo procura satisfazer os seus objectivos, e preocupação com os outros que é o grau em
que o indivíduo procura satisfazer os objectivos dos outros. Estas duas dimensões quando se
combinam entre si dão origem a cinco estilos de gestão de conflitos: integração, acomodação,
compromisso, domínio e evitamento2.
A estratégia de integração caracteriza-se pela partilha de informação entre as partes en-
volvidas tendo em vista o encontrar de uma solução aceitável para todos. Na estratégia de
acomodação as diferenças existentes são minimizadas e são sobrevalorizados os pontos de
acordo, procurando-se, desta forma, a satisfação dos objectivos da outra parte. Em certa me-
dida, supõe um sacrifício para a parte em conflito que adopta esta estratégia. A estratégia de
evitamento caracteriza-se por uma atitude de fuga ou de negação do problema existente. Em
algumas situações pode constituir um meio de adiar a resolução do conflito para um momento
posterior, enquanto noutras permite a retirada de uma situação sentida como ameaçadora. Na
estratégia de domínio o alcance dos objectivos de uma das partes é considerado prioritário pe-
rante os interesses da outra parte. Quando numa situação de conflito grupal, ambas as partes
envolvidas adoptam esta linha estratégica, a rigidez na prossecução dos objectivos torna difícil
o encontrar de uma solução partilhada.
2Na linha de autores como Pruitt (1983) e Dimas(2007), considera-se que o compromisso não é uma estratégia
distinta da integração.
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8.2 Apresentação do problema
O exemplo real que é aqui apresentado baseia-se nos dados de Dimas (2007) com 77 equi-
pas de trabalho de 14 empresas caracterizadas pelos seus desempenhos em 6 critérios: 2 cri-
térios para o tipo de conflito - Tarefa (g1) e Afectivo (g2) - e 4 critérios para as estratégias de
gestão dos conflitos - Integração (g3), Domínio (g4), Acomodação (g5) e Evitamento (g6). Os
critérios avaliam a frequência média com que cada uma das situações apresentadas acontece
no grupo (1 = “nunca acontece”; 7 = “acontece sempre”).
Para avaliar as estratégias de gestão de conflitos utilizadas pelos membros do grupo, Dimas
realizou uma adaptação da escala ROCI-II3 (Rahim, 1983), integrando 15 itens (4 relativos
à dimensão integração, 4 ao domínio, 3 ao evitamento e 4 à acomodação) avaliados pelos
membros das equipas numa escala de Likert de 7 pontos, que varia entre “nunca acontece”(1)
e “acontece sempre”(7).
Sendo o conflito intra-grupo o tema central do estudo, o nível de análise é o grupo e não
o indivíduo. Contudo, os dados foram recolhidos dos membros das equipas de trabalho anali-
sadas, havendo portanto necessidade de obter informação sobre cada equipa de trabalho. Para
tal, calcularam-se as pontuações médias obtidas pelos membros do grupo nos instrumentos de
medida utilizados. Na verdade, a agregação dos dados permite reduzir o impacto das diferen-
ças individuais dentro de cada equipa, conseguindo-se, desta forma, obter indicadores mais
representativos das características dos grupos (Simons e Peterson, 2000). Antes de se proceder
à agregação dos resultados foi, contudo, necessário calcular um índice de acordo inter-juízes
para garantir que as pontuações médias obtidas fossem representativas das percepções indivi-
duais relativas à realidade grupal - índice Average Deviation. Os valores resultantes de cada
equipa para cada um dos critérios são apresentados na Tabela 8.1.
8.3 Clustering-Sorting
Aplicando o método Clustering-Sorting descrito no Capítulo 5, começamos por identificar
grupos de trabalho compactos em relação às suas várias características e, numa segunda fase,
identificamos as relações de preferência dos grupos de trabalho obtidos na primeira fase, de
acordo com os conflitos dentro do grupo e da forma como são geridos, ou seja, de acordo com
o funcionamento do grupo de trabalho.
3Rahim Organizational Conflict Inventory
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g1 g2 g3 g4 g5 g6 g1 g2 g3 g4 g5 g6
a1 3.4 3.19 5.19 2.88 3.69 5.0 a40 2.7 2.2 4.875 2.25 3.125 3.277
a2 2.86 2.33 4.33 3.42 3.66 4.33 a41 2.4 1.687 6.189 2.31 4.125 2.833
a3 2.3 2.5 5.25 2.75 3.75 3.5 a42 2.1 2.625 5.0 2.25 3.5 3.5
a4 3.68 3.2 5.25 3.5 3.95 3.4 a43 2.24 2.5 6.15 1.9 3.4 3.8
a5 2.88 2.15 4.85 3.0 4.15 4.266 a44 1.6 2.0 6.125 1.5 2.5 4.5
a6 3.2 2.667 5.5 2.33 2.92 3.77 a45 2.2 3.625 6.875 2.125 3.5 4.33
a7 3.5 2.75 4.875 3.375 3.5 3.33 a46 2.2 2.5 5.125 1.5 2.375 2.0
a8 3.2 2.78 5.66 2.91 3.28 3.46 a47 2.7 2.125 5.75 2.625 2.75 3.58
a9 2.8 3.0 5.33 3.25 4.08 4.77 a48 3.3 2.0 4.375 1.625 3.25 3.667
a10 2.2 2.375 5.25 2.875 2.875 4.5 a49 1.8 2.375 6.25 2.0 2.75 4.166
a11 2.4 3.625 5.63 2.625 5.0 4.5 a50 1.93 2.08 6.25 2.08 3.0 3.888
a12 2.93 2.86 5.125 3.07 3.75 3.79 a51 2.2 2.0 6.75 1.375 1.875 3.5
a13 3.266 3.166 4.75 3.08 3.25 3.22 a52 3.8 3.75 4.13 4.0 4.13 4.83
a14 2.52 2.85 5.25 2.95 4.2 4.266 a53 3.6 3.5 3.125 3.0 4.37 4.166
a15 3.2 2.625 6.125 2.875 2.25 4.5 a54 3.53 3.166 4.75 3.58 4.08 4.22
a16 2.8 1.87 5.375 3.625 3.125 3.33 a55 4.0 3.375 3.75 3.625 3.25 4.0
a17 3.1 3.44 6.0 3.125 3.125 3.166 a56 3.3 3.875 3.125 4.0 3.88 4.166
a18 3.13 3.08 5.667 2.25 3.75 4.333 a57 3.13 3.58 4.0 3.83 3.666 4.55
a19 3.0 2.125 6.5 2.75 3.63 6.0 a58 3.33 3.0 4.416 3.58 4.08 4.22
a20 3.54 2.96 5.535 2.928 3.785 3.52 a59 3.6 2.5 4.25 3.5 3.94 4.416
a21 3.32 2.65 5.3 2.95 3.15 4.4 a60 2.8 3.13 4.0 3.63 3.63 4.166
a22 3.275 2.06 5.875 2.56 3.656 3.54 a61 4.8 3.92 3.08 3.83 3.42 4.11
a23 3.1 2.75 5.25 3.25 4.0 5.33 a62 3.2 4.0 5.0 3.75 3.25 4.22
a24 3.8 3.0 6.0 2.75 4.125 4.0 a63 3.44 3.25 4.35 4.0 3.6 3.73
a25 2.775 3.03 5.06 2.63 3.53 3.79 a64 3.488 2.527 3.92 3.055 4.14 5.22
a26 2.98 3.045 4.52 3.11 3.43 3.697 a65 3.666 4.08 3.75 3.666 3.58 4.0
a27 1.8 1.625 5.75 1.5 3.25 4.5 a66 3.48 3.29 4.73 3.71 3.85 4.25
a28 2.3 2.125 6.0 1.5 2.75 3.0 a67 4.2 3.89 4.57 3.928 3.57 4.24
a29 2.3 2.5 4.625 2.0 2.875 3.166 a68 3.58 2.84 4.5 3.45 3.43 3.845
a30 2.6 3.125 6.0 1.75 2.0 3.0 a69 3.45 3.75 4.81 3.56 3.44 4.17
a31 2.93 2.33 5.5 1.83 2.33 3.33 a70 3.8 2.75 5.125 4.875 3.75 4.33
a32 1.65 1.375 6.25 1.69 3.5 4.42 a71 3.49 2.977 4.636 3.159 3.59 3.939
a33 2.8 2.75 5.58 1.83 3.58 3.666 a72 3.65 3.08 4.9167 3.81 3.65 3.888
a34 2.34 2.25 5.357 2.0 3.5 3.76 a73 3.91 3.68 4.46 3.21 3.11 3.71
a35 1.466 1.416 5.58 1.92 3.0 4.11 a74 2.5 3.5 3.0 1.63 1.88 2.0
a36 2.53 2.75 5.83 1.916 3.5 3.555 a75 3.4 4.06 4.19 1.63 3.06 4.0
a37 1.8 1.75 5.25 2.75 3.0 3.33 a76 3.7 3.63 4.625 2.63 3.63 3.0
a38 3.0 2.06 5.375 1.25 3.0 2.916 a77 3.75 3.31 4.125 2.5 3.187 3.0
a39 2.45 2.0 5.44 1.875 3.187 3.0
Tabela 8.1: Desempenhos das 77 alternativas - equipas de trabalho.
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1.Primeira fase - Clustering
Na primeira fase, os desempenhos das alternativas (ou seja, dos grupos de trabalho) foram
padronizados, já que se usa o método K-Means com base numa distância euclidiana. O número
de clusters (desconhecido a priori) foi determinado à custa do critério da distância entre clusters
(quadrado da distância Euclidiana) aplicando o método Complete Linkage, e à custa do R-
squared (Figura 8.1).
Figura 8.1: Distância entre clusters e R-squared
Pela figura 8.1 observa-se que os declives das rectas que unem as distâncias entre dois
clusters é relativamente pequeno a partir de 2 clusters. Contudo, atendendo ao conhecimento
empírico do fenómeno em estudo, não é facilmente interpretável a recomendação de 2 clusters.
Assim, complementando esta análise com a informação do R-squared, verificou-se que a va-
riabilidade retida por mais de 4 categorias é relativamente pequena quando comparada com a
evolução de 1 a 4. Assim, uma boa solução é reter 4 categorias: C4 com 4 alternativas,C3 com
22 alternativas,C2 com 25 alternativas, a C1 com 26 alternativas.
2. Segunda fase- Eliciação
Tal como indica a maior parte dos estudos empíricos desenvolvidos no âmbito do conflito
intragrupal, o conflito em si mesmo não é um fenómeno positivo para a eficácia do grupo.
Na realidade, um conflito é sempre uma experiência negativa, emocionalmente desagradável,
geradora de insegurança e frustração.
Por outro lado, embora o conflito grupal seja perspectivado pela literatura da especialidade
como positivo para o desempenho do grupo, desde que centrado nas tarefas, na verdade, os
resultados empíricos que têm sido encontrados nas investigações apontam para efeitos negati-
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vos (Dimas,2007). Assim, dado que o estudo incidiu sobre equipas de trabalho, que têm sob
a sua responsabilidade a execução de um conjunto de tarefas, que têm que cumprir objectivos,
muitas vezes exigentes e difíceis e pelo alcance dos quais são avaliadas, considerar-se-à, tal
como indica Dimas (2007) no seu estudo, que os conflitos relacionados com tarefas ameaçam
os resultados grupais.
Assim sendo, os conflitos serão a minimizar, ou seja
g1: Conflito tarefa [a minimizar].
g2: Conflito afectivo [a minimizar].
Relativamente à forma como os conflitos são geridos, estas podem traduzir ganhos grupais
significativos. No estudo de Dimas verificou-se que a utilização de estratégias de gestão de
conflitos de carácter integrativo se traduziu num aumento da eficácia grupal. Equipas com o
mesmo nível de conflitos, mas que utilizam com maior frequência estratégias integrativas, têm
desempenhos superiores e os seus membros apresentam níveis mais elevados de satisfação.
Assim sendo considerar-se-á, neste estudo, que a forma mais construtiva de gerir os confli-
tos é a estratégia integrativa que será a única que será a maximizar. Todas as restantes, serão a
minimizar. Assim, tem-se:
g3: Integração [a maximizar].
g4: Domínio [a minimizar].
g5: Acomodação [a minimizar]
g6: Evitamento [a minimizar].
Como na literatura não há qualquer informação que nos forneça pistas sobre o peso dos
critérios, consideramos que todos os critérios têm o mesmo peso, ou seja, ou seja, k j=1/6,
j=1,...,6. Quanto aos limiares dos critérios, estes são apresentados na Tabela 8.2. O limiar de
corte l toma o valor 0.86.
g1 g2 g3 g4 g5 g6
q j 0.25 0.25 0.25 0.25 0.25 0.25
p j 0.75 0.75 0.75 0.75 0.75 0.75
v j 2 2 2 2 2 2
Tabela 8.2: Limiares de Indiferença, Preferência e Veto.
Analisando o grupo de alternativas segundo os seus desempenhos, coeficientes de impor-
tância, limiares de indiferença, preferência e veto e fazendo l = 0;86, dos 2926 pares de
alternativas estudadas ( n(n 1)2 ;n = 77), 1936 (66,16%) verificam a relação de Preferência, 54
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(1,85%) são Indiferentes, e 936 (31,99%) são Incomparáveis (Tabela 8.5).
3. Terceira fase - Classificação Ordinal
Na terceira fase, para ordenação das categorias, apresentamos duas sugestões: ordenação
dos centróides das quatro categorias obtidas na primeira fase e aplicação da relação de prefe-
rência mais comum.
Para tal, calculamos o centróide de cada uma das categorias obtidas (c1, c2, c3 e c4), e,
em seguida, classificamos os centróides com base nas suas relações de prevalência (Tabela
8.3) obtidas pela aplicação do método ELECTRE com os parâmetros que foram fixos (método
(A)). Para l=0.86 obtém-se c1Pc3;c2Pc1;c2Pc3;c2Pc4, c4Pc3 e c1Rc4. Assim a estrutura final
obtida é parcial (Figura 8.2), sendo C2 a categoria melhor, seguida de C1 e C4 (as quais são
incomparáveis), e a pior categoria é C3.
centroide c1 c2 c3 c4
c1 - 0.3483 1.0000 0.5314
c2 1.0000 - 1.0000 0.8994
c3 0.4523 0.0590 - 0.3417
c4 0.4084 0.2360 0.9915 -
Tabela 8.3: Grau de credibilidade.
C2
  A
AA
AA
AA
A

C4

C1
~~}}
}}
}}
}}
C3
Figura 8.2: Partição final pelo método (A)
Aplicando a relação mais comum entre as alternativas das categorias (Tabela 8.4), método
(B), obtemos a estrutura final da Figura 8.3. Comparando a estrutura obtida com a estrutura
do método (A), verificamos que C3 continua a ser considerada a pior categoria, e C1 e C4 são
incomparáveis. Quanto a C2, esta deixa de ser considerada a melhor categoria e passa a ser
incomparável a C1 eC4.
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C1 ?C2 C1 PC2: 189 C2 PC1: 187 C1 R C2: 217 C1 I C2: 9
C1 C3 C1 PC3: 253 C3 PC1: 106 C1 R C3: 165 C1 IC3: 12
C1 ?C4 C1 PC4: 29 C4 P C1: 29 C1 R C4: 35 C1 I C4: 1
C2 C3 C2 PC3: 220 C3 PC2: 115 C2 R C3: 177 C2 I C3: 7
C2 ?C4 C2 PC4: 26 C4 P C2: 31 C2 R C4: 34 C2 I C4: 1
C4 C3 C3 PC4: 14 C4 P C3: 35 C4 R C3: 33 C4 I C3: 3
Tabela 8.4: Número de pares de alternativas para cada relação de preferência.
C1
  A
AA
AA
AA
A C
2

C4
~~}}
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Figura 8.3: Partição final pelo método (B)
4. Quarta fase - Robustez
Depois de obter a partição final, analisamos a percentagem de pares de alternativas inco-
erentes com o princípio SSt-Consistency. Os resultados são apresentados na Tabela 8.5. No
cálculo da qualidade da cada partição, Q(P), consideramos equivalentes as violações das con-
dições de Preferência, Indiferença e Incomparabilidade, ou seja, consideramos aP = aI = aR
=1.
Condições Relação S Clustering-Sorting (A) Clustering-Sorting (B)
Preferência 1936 (66.16%) 453 (15.5%) 235 (8.0%)
Indiferença 54 (1.85%) 1 (0.03%) 11 (0.37%)
Incomparabilidade 936 (31.99%) 275 (9.4%) 275 (9.4%)
Total 2926 729 (24.93%) 521(17.77%)
Q(P) - 75.07% 82.23%
Tabela 8.5: Número de pares de alternativas que verificam as condições de P, I e R antes da
partição e o número de inconsistências pós-partição segundo o SSt-Consistency
Perante duas soluções diferentes para o problema, o decisor pode optar, por exemplo, pela
partição que tem a melhor qualidade, que neste caso é a partição obtida pelo método (B), com
uma qualidade de 82.23%.
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8.4 CHOP
Aplicando agora o método CHOP ao problema, obtemos os resultados apresentados na
Tabela 8.6.
k Transitividade Qualidade (vP,vI ,vR) Estrutura
7
p
83.11 (0 0.0038 0.1651 )   //   ** // 
6
p
79.35 (0 0.0038 0.2027 )   //  ** // 
5
p
76.04 (0 0.0031 0.2365)    ** // 
4
p
74.23 (0 0.0021 0.2556)   ** // 
3
p
74.13 (0 0.0017 0.2570)   // 
2
p
68.66 (0 0.0014 0.3120)  
1
p
68.01 (0 0 0.3199)
Tabela 8.6: Agregações das classes e Qualidade obtida
Pela analise da Figura 8.4 podemos ver que a qualidade das partições vai aumentando até
k=7 classes, mantendo a partir daí uma qualidade bastante similar e aproximadamente igual a
83%. Para k=13 volta a melhorar ligeiramente para 86%. Note-se que só a partir de k  26 se
consegue obter uma qualidade das partições superior a 90%.
Figura 8.4: Qualidade das partições.
Assim, considerando que o decisor opta por k=7 classes como uma boa solução, obtém-
se uma partição com uma qualidade de 83.11% resultante de 0% de violações das condições
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de Preferência e 0.38% de Indiferença, e 16.51% de Incomparabilidade, cuja partição parci-
almente ordenada e transitiva resultou da avaliação das relações de prevalência das classes
(Tabela 8.7).
C1 C2 C3 C4 C5 C6 C7
C1 - 0.2381 0.3598 0.2381 0.2487 0.1349 0.4444
C2 0.1799 - 0.1111 0.0000 0.0000 0.0000 0.0000
C3 0.1640 0.1111 - 0.0000 0.0000 0.1667 0.0000
C4 0.3810 0.3333 0.6667 - 0.1667 0.2500 0.0000
C5 0.4974 0.2222 0.2222 0.1667 - 0.3333 1.0000
C6 0.2302 0.0000 0.1667 0.0000 - 0.0000 0.5000
C7 0.3968 0.0000 0.0000 0.0000 0.0000 0.0000 -
Tabela 8.7: Valores do grau de similaridade si j entre as classes (Ci,C j), i,j=1,...,7
Realizaram-se ainda algumas experiências para l < 0:86 e verificou-se alguma sensibili-
dade face ao l , o que, no caso do método CHOP, leva à obtenção de estruturas alternativas. Por
exemplo, l=0.6 conduz aos resultados apresentados na Tabela 8.8 (k=4 classes) e a estrutura
sugerida pelo CHOP passa a ser a representada na figura 8.5.
Condições Relação S Clustering-Sorting CHOP
Preferência 2077 (70.98%) 11 (0.37%) 0 (0.0%)
Indiferença 641 (21.92%) 10 (0.34%) 10 (0.34%)
Incomparabilidade 208 (7.09%) 164 (5.6%) 89 (3.52%)
Total 2926 185 (6.31%) 99 (3.86%)
Q(P) - 93.69% 96.14%
Tabela 8.8: Resultados para l=0.6
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Figura 8.5: Partição final do CHOP para l=0.6.
Tal estrutura não identifica uma classe pior que as restantes o que, perante o conhecimento
que tínhamos do problema, levou-nos a excluir esta solução. O mesmo aconteceu com as es-
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truturas sugeridas pelo CHOP para outros valores de l , as quais consideramos que não eram
as mais indicadas para o problema em estudo. Note-se contudo que, perante decisores com di-
ferentes interpretações do problema, tais estruturas podem ser consideradas mais interessantes
que as obtidas com l=0.86.
8.5 Decisão final
Comparando os resultados do Clustering-Sorting com os do CHOP para l=0.86, verifica-
mos que se obtiveram melhores resultados no primeiro método aplicado. Por exemplo, para
k=4 verificamos que o CHOP melhora significativamente a condição de preferência do princí-
pio SSt-Condition, embora piore significativamente a condição de incomparabilidade, levando
a uma qualidade da partição bastante mais baixa do que a obtida na partição obtida com o
Clustering-Sorting.
Como consideramos que todas as condições têm o mesmo peso, uma boa solução poderá
ser aquela que conduz à melhor qualidade da partição obtida. Assim, a solução escolhida é a
estrutura parcialmente ordenada fornecida pelo método (B) do Clustering-Sorting (Figura 8.3),
com quatro categorias, tendo uma qualidade final de 82.23%. As categorias obtidas são as se-
guintes:
 C1 = fa3;a5;a12;a15;a20;a25;a27;a28;a32;a36;a37;a39;a40;a41;a43;a44;a46;a48;
a58;a59;a61;a63;a66;a69;a76;a77g
 C2 = fa6;a13;a14;a16;a17;a18;a19;a21;a22;a24;a30;a31;a33;a34;a35;a42;a45;a50;
a52;a65;a67;a68;a70;a71;a72g
 C3 = fa1;a2;a7;a8;a11;a23;a26;a29;a38;a49;a51;a53;a54;a55;a56;a57;a60;a62;
a64;a73;a74;a75g
 C4 = fa4;a9;a10;a47g.
De acordo com a informação dada pelos centróides de cada categoria, verificamos que a
categoria C2 reflecte um contexto grupal caracterizado por uma emergência muito reduzida de
150 Capítulo 8. Estudo de um problema
conflitos, quer conflitos afectivos que envolvem situações de incompatibilidade interpessoal
entre os membros do grupo, quer conflitos tarefa que surgem com as diferentes perspectivas
em relação à execução de uma tarefa. De facto, as pontuações médias situam-se ambas apro-
ximadamente na pontuação 2 (acontece muito pouco). Quanto ao grupo C1, neste ocorrem em
média poucos conflitos, tanto de tarefa como afectivos já que as pontuações médias situam-se
ambas aproximadamente na pontuação 3 (acontece pouco). Os restantes grupos reflectem um
contexto grupal caracterizado por um aumento de conflitos (Figura 8.6).
Figura 8.6: Pontuações médias do conflito intragrupal em cada cluster
Quanto à forma de gestão destes conflitos, tal como mostra a Figura 8.7, são as estratégias
integrativas as mais utilizadas pelos grupos analisados, ou seja, partilham informação com o
objectivo de encontrar uma solução aceitável para todos. Contudo, a sua incidência nos grupos
C1 e C2 é de facto maior que nos restantes grupos (o grupo C2 utiliza em média Muitas vezes
(pontuação média próxima de 6) seguido do grupo C1 que utiliza Bastantes vezes (pontuação
média próxima de 5). Por outro lado, as estratégias de domínio são as menos utilizadas, sendo
C3 o grupo que mais a utiliza, ou seja, é o grupo mais marcado pela luta constante entre os
membros a respeito dos papéis, objectivos e procedimentos, onde cada um tenta impor as suas
perspectivas sobre os problemas e a percepção das semelhanças é baixa.
8.6 Conclusões
Foi feita uma aplicação dos métodos Clustering-Sorting e CHOP a dados reais de um con-
junto de 77 grupos de trabalho avaliados pelo tipo de conflitos intra-grupais e gestão desses
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Figura 8.7: Pontuações médias das estratégias de gestão de conflitos
conflitos. Um dos motivos que nos levou a testar os métodos heurísticos por nós desenvolvidos
com este caso real foi a existência de poucos estudos que aplicam a análise de cluster às Ciên-
cias Organizacionais, em particular, no campo de pesquisa de grupo. Uma das excepções é o
estudo desenvolvido por Munduate et al. (1999) onde os autores procuram identificar grupos
de trabalho com diferentes padrões relativamente ao tipo de conflitos e estratégias utilizadas.
Outro dos motivo que nos levou a testar os métodos heurísticos no referido caso real foi a não
existência de estudos para detectar potenciais relações de ordem parcial que possam existir
entre os grupos. Por outro lado, achamos que o método exacto de optimização sugerida no
Capítulo 7 não será a melhor opção para este caso, dada a dimensão do problema (daria origem
a um problema linear com 15735 restrições, 16004 variáveis binárias 0-1, e ainda as slacks que
são 15658 variáveis. Tal levaria a uma matriz de 498 201 570 elementos). Assim consideramos
que os métodos heurísticos desenvolvidos poderão ser uma mais valia para problemas desta
natureza e dimensão.
Verificamos alguma sensibilidade face ao l e escolhemos o valor (l=0.86) que nos forne-
ceu as soluções que consideramos mais indicadas para o problema em estudo. Foram apresen-
tadas três possíveis soluções para o problema, duas fornecidas pelo método Clustering-Sorting
e outra pelo CHOP. Destas soluções, escolhemos para solução final a que apresenta o número
de classes que melhor se adequa ao problema e a que apresenta menos incoerências segundo o
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princípio SSt-Consistency e que é dada pelo Clustering-Sorting (método (B)). Nesta solução
foi possível conceber que os grupos de trabalho tendem a agrupar-se em 4 diferentes categorias.
A estrutura final obtida para essas categorias foi uma ordem parcial: uma categoria pior e três
categorias incomparáveis.
Os resultados encontrados apresentam a pior categoria C3 como disfuncional, estando de
acordo com a literatura (De Dreu et al., 2004; Kuhn e Poole, 2000; Friedman et al., 2000;
Pneuman e Bruehl, 1982; DeChurch e Marks, 2001). Na verdade, os grupos de trabalho desta
categoria têm mais conflitos do que os grupos em C1 e C2. A colaboração com os outros ao
tentar encontrar uma solução mutuamente aceitável, é uma abordagem menos utilizada nesta
categoria do que nas categoriasC2 eC1. Ao mesmo tempo, as estratégias menos adequadas de
lidar com o conflito são usadas com mais frequência pelos grupos deC3 em relação aos grupos
de outras categorias.
C1 e C2 são as categorias mais eficazes em termos de estratégias de resolução de conflitos
intra-grupo. Na verdade, os grupos dessas categorias usam com mais frequência a integração
relativamente às outras categorias. Resultados de pesquisas anteriores têm mostrado uma asso-
ciação positiva entre o uso da integração e os níveis de eficácia da equipa (Kuhn e Poole, 2000)
e uma relação negativa entre o uso de domínio e os resultados da equipe (Friedman et al., 2000;
Pneuman e Bruehl, 1982).
Por outro lado, C2 e C4 são as que menos recorrem ao domínio e acomodação, sendo C4 o
grupo que menos recorre ao evitamento como gestão dos conflitos. Com relação às abordagens
não-confronto com conflito - evitamento e acomodação - apesar de poucos estudos terem sido
realizados nesta área, há alguma evidência apoiando os seus efeitos negativos nos resultados
da equipe (DeChurch e Marks, 2001).
Assim, considerar que C1;C2 e C4 são incomparáveis e melhores que C3 poderá ser uma
boa solução para o problema em estudo.
CAPÍTULO 9
Conclusões
Neste capítulo revemos as principais contribuições deste trabalho, fazemos uma síntese das
conclusões mais significativas e apontamos algumas vias de investigação futura nesta área.
O objectivo central do trabalho foi o de contribuir com novas metodologias para o apoio
à decisão em problemas de classificação de um conjunto A de alternativas, com base em
múltiplos critérios, a um conjunto de classes parcialmente ordenadas.
No cumprimento desse objectivo, desenvolvemos dois métodos heurísticos que fazem a
junção de duas abordagens diferentes, classificação e clustering multicritério, para o cálculo
de soluções aproximadas de partições parcialmente ordenadas. Desenvolvemos ainda modelos
para a pesquisa de soluções eficientes recorrendo à programação inteira 0-1.
Formalmente, clustering com classes parcialmente ordenadas consiste em encontrar uma
partição de A onde a relação de ordem parcial é definida pelas classes: uma classe pode ser
melhor ou pior que algumas classes, mas também pode ser incomparável a outras classes. Esta
é uma inovação numa literatura onde os problemas nesta área ou são de clustering sem qualquer
tipo de relação estabelecida entre as classes ou tal relação é de ordenação completa.
O facto de considerarmos não só o caso em que as classes têm uma estrutura de ordem to-
tal, mas também outras estruturas que permitem que as classes sejam incomparáveis levou-nos
à utilização de métodos de prevalência. A modelação da relação de incomparabilidades é uma
das principais características das técnicas da teoria da prevalência.
Os métodos desenvolvidos procuram satisfazer os seguintes requisitos, que julgamos im-
portantes para apoiar eficazmente o decisor na análise de problemas de classificação multicri-
tério:
  apresentar um protocolo facilmente entendido pelo decisor que exija juízos simples por
parte deste;
  possibilitar o diálogo com o decisor por forma a que este possa participar no processo de
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decisão. O processo de decisão termina quando o decisor considerar que encontrou uma
solução de compromisso satisfatória.
  encontrar soluções boas num tempo computacional razoável. O cálculo de soluções
eficientes aproximadas através de técnicas heurísticas talvez seja o único processo viável
para determinados problemas de grandes dimensões.
Estruturamos o nosso trabalho com três ideias fundamentais. A primeira tem por base
detectar grupos homogéneos, considerando os objectos definidos com medidas independentes
das preferências do decisor, e só numa segunda fase, ter em consideração as preferências para
estabelecer uma estrutura das classes obtidas. Por exemplo, agrupar e descrever pacientes de
acordo com os seus sintomas, e apenas numa segunda fase, comparar e ordenar os grupos de
acordo com a gravidade dos sintomas. A segunda ideia é a de explicitar as preferências do
decisor desde o início do processo de decisão. Nestas duas primeiras ideias, a nossa atenção
centrou-se no desenvolvimento de modelos heurísticos, considerando relevante o tempo com-
putacional bem como os recursos exigidos. A terceira ideia surge no seguimento das duas
primeiras ideias, tendo por objectivo encontrar soluções exactas e não soluções aproximadas,
utilizando para tal programação matemática. Apresentamos para tal várias novas contribuições:
 apresentamos e discutimos princípios que devem ser seguidos na avaliação da qualidade
de candidatos a partições de um conjunto de alternativas. A qualidade é definida à custa
das relações binárias de prevalência, podendo o decisor participar no seu cálculo ao
indicar qual(ais) a(s) sua(s) preferências mais importantes através de pesos.
 definimos duas formas de construção de relações de preferência entre classes com base
em relações binárias de prevalência: uma entre pares de centróides representativos das
classes e outra entre pares de classes.
 definimos relações de prevalência entre classes com base numa maioria fraca de pares de
alternativas que são a favor da asserção “uma classe é pelo menos tão boa quanto uma
outra classe”.
 definimos a noção similaridade entre duas classes com base na qualidade obtida com a
fusão das classes.
 discutimos como ajustar uma partição intransitiva para a transformar em transitiva;
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Começamos por apresentar e discutir diferentes princípios de atribuição de um conjunto
de alternativas a classes parcialmente ordenadas. Tais princípios são baseados nas relações de
prevalência das alternativas a serem atribuídas, as quais são representadas pelo conceito “pelo
menos tão bom como” e usadas pelos métodos de prevalência. É apresentado um princípio de
consistência forte que denominamos St-consistency, o qual, embora bastante interessante, nem
sempre é possível cumprir integralmente já que a relação de prevalência S é intransitiva. Outro
princípio é apresentado, este de consistência semi-forte que denominamos SSt-consistency.
Também ele é atraente e fácil de entender, mas mais modesto nas suas exigências: pretende-se
que a relação de prevalência seja respeitada para cada par de alternativas em pelo menos uma
das direcções (ai;a j) ou (a j;ai) e não nas duas direcções (ai;a j) e (a j;ai) como o princípio de
consistência forte.
De seguida apresentamos um modelo heurístico denominado Clustering-Sorting que pre-
tende ser uma abordagem simples e transparente para o decisor, cuja assistência é solicitada
para ajudar a moldar os resultados. O objectivo, numa primeira fase, é detectar primeiro ca-
tegorias homogéneas de alternativas e formar de seguida uma estrutura de ordem parcial com
essas categorias detectadas. Assim, primeiro precisamos detectar apenas os clusters com base
numa medida de similaridade independente das preferências do Decisor. Em seguida, pretende-
se detectar potenciais relações de ordem parcial que possam existir entre eles, de acordo com
os valores subjectivos do decisor. A eliciação de tais valores é feita somente depois de o decisor
identificar os agrupamentos e considerar que essas categorias fazem sentido.
De seguida a nossa atenção centrou-se no desenvolvimento de dois métodos mais sofistica-
dos de optimização, um utilizando heurísticas e outro programação matemática, para coincidir
com as preferências de um decisor.
Começamos por desenvolver a heurística CHOP - Clustering Hierárquico com Ordenação
Parcial - baseada no método hierárquico aglomerativo mas numa perspectiva multicritério.
Sugerimos duas formas de construção da estrutura de preferências das classes, ambas definidas
à custa de relações binárias de prevalência, uma entre pares de centróides representativos das
classes e outra entre pares de classes (Ci;C j)2P2. No primeiro caso, uma classe é considerada
melhor que outra caso o seu centróide prevaleça sobre o centróide da outra classe mas não
seja prevalecido, as classes são incomparáveis se nenhum dos centróides prevalecer sobre o
outro e por fim são consideradas indiferentes caso os centróides prevaleçam um sobre o outro
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(Estrutura 1). No segundo caso, considerou-se que uma classe Ci prevalece sobre C j se pelo
menos 50% das relações dos pares de alternativas (as;at) 2 (Ci;C j) seja de prevalência de as
sobre at . A relação de preferência entre as classes é então definida de forma idêntica à dos
centróides, de acordo com as relações de prevalência entre as classes (Estrutura 2).
Nas experiências que realizamos, os resultados obtidos com a Estrutura 2 mostraram-se
no geral melhores que os obtidos com a Estrutura 1 uma vez que levam à obtenção de muito
menos intransitividades e com uma qualidade idêntica ou mesmo melhor.
O objectivo do método CHOP é determinar uma partição parcialmente ordenada e compa-
tível com as preferências do decisor, mas que seja também transitiva. Contudo, a relação que
definimos entre as classes é de prevalência, relação essa que é intransitiva. Assim, em cada
iteração do Algoritmo proposto, pode existir pelo menos um terno de classes que não verificam
a transitividade. A nossa proposta nesses casos é a de ajustar as partições intransitivas, à custa
da eliminação ou introdução de arco(s) na partição. Cada partição transitiva resultante é então
re-avaliada quanto à sua qualidade, escolhendo-se a que leva à melhor qualidade.
Ummétodo que usa técnicas heurísticas pode ser útil como abordagem isolada ou como um
módulo de pesquisa inicial que antecede um método exacto, como é o caso dos dois primeiros
métodos que desenvolvemos. Nesta segunda situação, a intenção do módulo heurístico é dar
ao decisor um conhecimento inicial do problema que o ajude a estabelecer e rever as suas
preferências, a um baixo custo computacional. O decisor avançará depois para re-atribuição do
conjunto de alternativas a um conjunto de classes cuja estrutura é a sugerida pela heurística.
Assim, julgámos importante poder dispor de uma ferramenta que, dado o número de clas-
ses, nos fornecesse a partição óptima. A nossa atenção centrou-se pois no desenvolvimento de
modelos exactos para problemas de programação inteira 0-1, para estruturas não só conhecidas
a priori como também desconhecidas. As estruturas conhecidas a priori podem ser sugeridas
pelo decisor dado o seu conhecimento sobre o problema em estudo ou, caso não tenha qualquer
conhecimento prévio sobre o número de classes a escolher nem das suas relações de preferên-
cia, pode ser aplicada previamente uma das heurísticas apresentadas, Clustering-Sorting ou
CHOP.
As dificuldades inerentes à complexidade da programação inteira, agravadas pela existência
de múltiplos critérios, são ainda agravadas, no nosso caso, pelo desconhecimento da estrutura
de preferências dessas classes. As experiências computacionais que efectuamos mostraram-nos
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que a aplicação da programação inteira pode tornar os problemas de maiores dimensões intratá-
veis, quer pelo tempo quer pelos recursos que exigem. Contudo, partindo do conhecimento da
estrutura das classes, a complexidade computacional do problema diminui significativamente
tornando-se assim praticável a sua utilização pelo menos em problemas que não sejam dema-
siado grandes.
Em suma, nas experiências que fizemos com o Clustering-Sorting e com o CHOP, usando
o sistema computacional desenvolvido, notámos que o cálculo de cada solução era, na maior
parte das vezes, praticamente instantâneo. Na verdade, tal como já foi referido, este é um
factor importante para o desenrolar do processo interactivo de decisão. Por outro lado, com a
aplicação dos modelos exactos, tal não se verificou, tornando-se mesmo bastante difícil obter
resultados para o caso da estrutura desconhecida a priori, com a agravante de os resultados
obtidos não serem significativamente melhores que os obtidos com o Clustering-Sorting ou com
o CHOP. Assim, embora o método heurístico não garantam a optimalidade, pelos exemplos
que testámos, julgamos que é possível obter um compromisso aceitável entre a qualidade das
soluções e o tempo computacional mas, como em qualquer outra abordagem heurística, só
experiências mais exaustivas poderiam confirmar ou desmentir esta ideia.
Para ilustrar os vários métodos de classificação multicritério descritos, usamos problemas
reais descritos na literatura. Os dois métodos heurísticos foram ainda aplicados a dados reais
de um conjunto de 77 grupos de trabalho avaliados pelo tipo de conflitos intra-grupais e gestão
desses conflitos. A motivação que nos levou a testar o método com este último caso real foi,
por um lado, a convicção de que os métodos por nós desenvolvidos seriam indicados para o
problema em causa, e por outro lado, pela existência de poucos estudos que aplicam a análise
de clusters para os processos grupais. Os resultados obtidos foram ao encontro do que a litera-
tura relata sobre gestão de conflitos em grupos.
???
Os novos métodos sugeridos para problemas de classificação multicritério com classes par-
cialmente ordenadas, basearam-se nos métodos de prevalência ELECTRE. A investigação fu-
tura poderá estudar as ideias apresentadas mas baseadas noutros métodos de prevalência (como
por exemplo os métodos PROMETHEE) o que poderá suscitar novas ideias e novos conceitos.
A investigação futura poderá estudar novos métodos também na heurística CHOP que de-
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senvolvemos. As ideias que apresentamos basearam-se no método hierárquico aglomerativo,
sendo contudo interessante explorar as ideias apresentadas mas baseadas noutros métodos clus-
tering, nomeadamente o método hierárquico divisivo.
Além disso, as abordagens heurísticas estudadas deveriam ser testadas com mais proble-
mas e problemas de maiores dimensões, o que permitiria uma aferição mais acurada, aspecto
importante para a sua utilização futura no estudo de casos.
O estudo de modelos exactos para problemas de programação inteira 0-1 não foi muito
aprofundado. No contexto deste método abrem-se ainda outras perspectivas de desenvolvi-
mento futuro. Uma delas consiste em desenvolver uma abordagem baseada emmeta-heurísticas
que constitua uma extensão de algoritmos genéricos como o tabu search e simulated annealing
num contexto multicritério.
Uma outra via de investigação consiste na aplicação das metodologias propostas no estudo
de casos, sendo para tal indispensável a intervenção de peritos da área a que o problema diga
respeito. Associada a esta via de investigação está a identificação de situações onde cada um
dos métodos poderá ser o mais indicado já que esta não é de todo uma tarefa fácil e lógica, pelo
menos em determinadas situações.
Por fim, e no âmbito do desenvolvimento de software, seria interessante construir de raiz
software que integrasse as metodologias propostas aos estudos de caso, facilitando e apoiando
o utilizador, através de um interface de fácil utilização e específico.
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APÊNDICE A
Formulação matemática com o
princípio St-Consistency
A.0.1 Formulação matemática
Com o objectivo de fazer a atribuição das alternativas do conjunto A o mais compatível
possível com o princípio St-Consistency, os corolários (A.1), (A.2) e (A.3) devem-se verificar.
Sejam ai 2Cs e a j 2Ct .
(1) Se uma acção a j é preferível a ai então deve pertencer a uma classe melhor:
(a jPai^ai 2Cs^a j 2Ct))Ct Cs; i:e:
(Cs Ct _Cs ?Ct _ s= t)) (a j 6 Pai_ai 62Cs_a j 62Ct) (A.1)
(2) Acções com preferência similar (indiferentes) devem pertencer à mesma classe:
(aiIa j ^ai 2Cs^a j 2Ct)) s= t:
i.e
(Ct Cs_Cs Ct _Cs ?Ct)) (a j 6 Iai_ai 62Cs_a j 62Ct); (A.2)
(3) Acções incomparáveis devem pertencer a classes incomparáveis:
(aiRa j ^ai 2Cs^a j 2Ct))Cs ?Ct ; i:e
(Ct Cs_Cs Ct _ s= t)) (a j 6 Rai_ai 62Cs_a j 62Cs) (A.3)
Seja xi j uma variável binária 0-1 definida tal que xi j = 1 se a alternativa ai 2C j e xi j = 0
se a alternativa ai 62C j (i=1,...,m; j=1,...,ncat). Seja ainda pi j uma variável binária 0-1 definida
tal que pi j = 1 seCi C j e pi j = 0 caso contrário (i,j=1,...,ncat).
Na atribuição das alternativas a uma estrutura com classes parcialmente ordenadas, de
acordo com o princípio St-Consistency, temos assim as restrições que se seguem:
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1. SejamCs;Ct 2P e seja a j P ai. Por (A.1), a j não deve pertencer aCt (x jt = 0) ou ai não
deve pertencer a Cs (xis = 0), caso Cs Ct (pst = 1), ou Cs ?Ct (pst = 0^ pts = 0), ou
s=t. As respectivas restrições são as seguintes:
x jt + xis+ pst  2 (A.4)
x jt + xis  pts  pst  1 (A.5)
x js+ xis  1 (A.6)
2. Sejam Cs;Ct 2P e seja a j I ai. Por (A.2), caso Cs?Ct (pst = 0^ pts = 0), ou Cs Ct
(pst = 1), a j não deve pertencer aCt (x jt = 0) ou ai não deve pertencer aCs (xis = 0). No
caso de Cs Ct , deve-se ainda verificar: a j não deve pertencer a Cs (x js = 0) ou ai não
deve pertencer a Ct (xit = 0). As respectivas restrições são as seguintes:
x jt + xis  pts  pst  1 (A.7)
x jt + xis+ pst  2 (A.8)
x js+ xit + pst  2 (A.9)
3. Sejam Cs;Ct 2P e a j R ai. Por (A.3), caso s = t ou Cs  Ct (pst = 1), a j não deve
pertencer a Ct (x jt = 0) ou ai não deve pertencer a Cs (xis = 0). No caso de Cs  Ct ,
deve-se ainda verificar: a j não deve pertencer a Cs (x js = 0) ou ai não deve pertencer a
Ct (xit = 0). As respectivas restrições são as seguintes:
x js+ xis  1 (A.10)
x jt + xis+ pst  2 (A.11)
x js+ xit + pst  2 (A.12)
4. Cada alternativa ai deve pertencer a uma e uma só classeCs. Assim,
ncat
å
s=1
xis = 1 (A.13)
5. Cada par de classes (Ci;C j) deve ser incomparável ou ter apenas uma relação de prefe-
rência. Assim,
pi j+ p ji  1 (A.14)
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6. Cada terno de classes (Ci;C j;Ck) deve ser transitivo. Assim,
pik  pi j+ p jk 1 (A.15)
7. Caso se deseje, pode-se ainda exigir que cada classeCs da partição não fique vazia. Logo
m
å
i=1
xis  1 (A.16)
Seja g a taxa de erro de classificação segundo o princípio St-Consistency, expressa da
seguinte forma:
g =
1
m(m 1)
m
å
i;k=1
ncat
å
j;l=1
(aP ePik; jl +aI eIik; jl +aR eRik; j) (A.17)
onde 0 aP;aI;aR  1 são os custos de cada erro de violação das condições de preferên-
cia, indiferença e incomparabilidade, respectivamente, indicados pelo decisor.
O Problema Linear Inteiro (PLI 1) seguinte pode ser resolvido para encontrar o valor mí-
nimo g na atribuição de um conjunto de alternativas A a serem atribuídas a uma determinada
estrutura de classes parcialmente ordenadas P , desconhecida a priori (mas com o número
máximo de categorias, ncat , especificado):
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(PLI1) min g (A.18)
su jeito a :
xi j+ xkl + p jl  2+ ePik; jl ;8ai;ak 2 A : aiPak;8 j; l 2 f1; :::;ncatg (A.19)
xi j+ xkl + p jl  2+ eIik; jl ;8ai;ak 2 A : aiIak;8 j; l 2 f1; :::;ncatg (A.20)
xi j+ xkl + p jl  2+ eRik; jl ;8ai;ak 2 A : aiRak;8 j; l 2 f1; :::;ncatg (A.21)
xi j+ xkl  p jl  pl j  1+ eIik; jl ;8ai;ak 2 A : aiIak;8 j; l 2 f1; :::;ncatg (A.22)
xi j+ xkl  p jl  pl j  1+ ePik; jl ;8ai;ak 2 A : aiPak;8 j; l 2 f1; :::;ncatg (A.23)
xi j+ xk j  1+ eRik; j ;8ai;ak 2 A : aiRak;8 j 2 f1; :::;ncatg (A.24)
xi j+ xk j  1+ ePik; j ;8ai;ak 2 A : aiPak;8 j 2 f1; :::;ncatg (A.25)
ncat
å
j=1
xi j = 1;8i 2 f1; :::;mg (A.26)
pi j+ p ji  1;8i; j 2 f1; :::;ncatg (A.27)
pik  pi j+ p jk 1;8i; j;k 2 f1; :::;ncatg (A.28)
xi j; pi j;ePik; jl ;eIik; jl ;eRik; j 2 f0;1g;8i;k 2 f1; :::;mg; j; l 2 f1; :::;ncatg
e opcionalmente,
m
å
i=1
xis  1;8i 2 f1; :::;ncatg (A.29)
Caso a estrutura das classes seja conhecida a priori, o (PLI 1) fica consideravelmente mais
simples, com bastantes menos restrições e variáveis, resultante da inexistência de condições
para a estrutura das classes. Obtém-se assim o (PLI 2).
min g
sujeito a:
xi j+ xkl  1+ ePik; jl ;8ai;ak 2 A : aiPak^ (Cl C j _Cl ?C j);8 j; l 2 f1; :::;ncatg
xi j+ xkl  1+ eIik; jl ;8ai;ak 2 A : aiIak^ (Cl C j _Cl ?C j);8 j; l 2 f1; :::;ncatg
xi j+ xkl  1+ eRik; jl ;8ai;ak 2 A : aiRak^Cl C j;8 j; l 2 f1; :::;ncatg
ncat
å
j=1
xi j = 1;8i 2 f1; :::;mg
xi j;ePik; jl ;eIik; jl ;eRik; j 2 f0;1g;8i;k 2 f1; :::;mg; j; l 2 f1; :::;ncatg
e opcionalmente,
m
å
i=1
xis  1;8i 2 f1; :::;ncatg
