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SINGULAR SUPERSPACES
ALEXANDER ALLDRIDGE, JOACHIM HILGERT, AND TILMANN WURZBACHER
Abstract. We introduce a wide category of superspaces, called locally finitely
generated, which properly includes supermanifolds, but enjoys much stronger
permanence properties, as are prompted by applications. Namely, it is closed
under taking finite fibre products (i.e. is finitely complete) and thickenings
by spectra of Weil superalgebras. Nevertheless, in this category, morphisms
with values in a supermanifold are still given in terms of coordinates. This
framework gives a natural notion of relative supermanifolds over a locally
finitely generated base. Moreover, the existence of inner homs, whose source
is the spectrum of a Weil superalgebra, is established; they are generalisations
of the Weil functors defined for smooth manifolds.
1. Introduction
Supermanifolds form a natural Z/2Z-graded generalisation of smooth manifolds.
In contrast to the latter, certain basic constructions in supergeometry automati-
cally lead to ‘singular’ superspaces. One is thus compelled to work within a wider
category.
In this article, we consider superspaces X over the field K = R,C, which locally
admit embeddings into (smooth or analytic) affine superspace Ap|q. If these em-
beddings obey a general condition dubbed tidiness (which in fact makes sense over
any base field or ring), then we call X locally finitely generated. The following are
our main results:
Theorem A. The category SSplfg
K
of locally finitely generated superspaces admits
finite fibre products. Supermanifolds form a subcategory closed under finite products.
Theorem B. If X is locally finitely generated and Y is a superdomain, then there
is a natural bijection between morphisms X → Y and their coordinate expressions.
Theorem B is classical when X is a supermanifold [15], but demands substan-
tially new methods in the general case. Within this framework, we define a notion
of relative supermanifolds over a locally finitely generated base, generalising the
notion of families of supermanifolds. A generalisation to more general base fields is
conceivable, since the concept of tidiness, which is crucial here, does not make any
assumptions thereon.
If A is a Weil superalgebra, i.e. a finite dimensional local supercommutative
superalgebra, then SpecA := (∗, A) is locally finitely generated, and by Theorem
A, SpecS A := S×SpecA, the Weil thickening of S ∈ SSp
lfg
K
, exists in SSplfg
K
. Our
methods readily allow to establish the following:
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Theorem C. For any S ∈ SSplfg
K
, any Weil superalgebra A, and any relative super-
manifold X/S, the relative inner hom functor HomS(SpecS A,X) on locally finitely
superspaces over S is representable by a relative fibre bundle over S.
These functors are the super-analogues of the so-called Weil functors [21]. Ex-
amples include the (relative) even and odd tangent bundle, as well as all higher
tangent and jet bundles. Weil functors and relative supermanifolds play a promi-
nent role e.g. in the Stolz–Teichner programme on Euclidean field theories, see
Ref. [10].
Let us explain why supermanifolds do not suffice for applications. Firstly, fibre
products of supermanifolds typically do not exist as such. Besides the problems
arising from non-transversal intersections, well-known from differential topology,
relevant new examples include the isotropies of supergroup actions at odd points.
Furthermore, for applications in e.g. Lie theory or variational calculus, it is
natural to consider a category stable under Weil thickenings. Finally, relative su-
permanifolds over a general base are required for a full-blown theory of Berezin
integration along the fibres.
In algebraic geometry, the objective of constructing a category that meets these
requirements is attained by the introduction of the concept of schemes, including
ab initio singular, i.e. non-smooth, objects. Since their inception in the work of
Berezin, Kostant, and Leites, supermanifolds have been defined within the larger
category of superspaces, i.e. locally super-ringed spaces, and thus, one may attempt
to find a larger subcategory in which the above difficulties are no longer present.
In this paper, we single out the full subcategory of locally finitely generated super-
spaces mentioned above.
Morally, the local finite generation of a superspace is analogous to the condition
that a scheme be locally of finite type. However, the ring of germs of C∞ functions
on Rn is far from being Noetherian, so the study of these spaces is not merely a
translation of methods from algebraic geometry, but requires different techniques.
(Similar considerations have recently lead Carchedi–Roytenberg [5] to study super-
geometry from the point of view of C∞-algebras.)
Indeed, for the embeddings in the definition of locally finite generation, we are
obliged to require the property of tidiness. Technically, this means that their vanish-
ing ideals satisfy the Whitney condition [18], which in the smooth case is equivalent
to closedness of the ideal in the C∞ topology. We do not apply it in this form here,
but prefer to use a formulation that makes no assumption on base fields. Without
the condition of tidiness, the existence of equalisers would not be given. Moreover,
in their construction, tidiness has to be enforced by a universal construction, which
we call tidying.
Another respect, in which we have to depart from the paradigm of algebraic
geometry, concerns the description of morphisms to affine superspace Am|n. Mor-
phisms from any locally ringed space to an affine scheme are in one-to-one cor-
respondence with morphisms of the algebras of global sections, a fact which is
quickly deduced by localisation. In particular, morphisms to algebraic affine space
Am are given by coordinates; that is, they are in bijection with tuples of functions
(x1, . . . , xm).
By contrast, to determine to which extent morphisms with range in smooth (or
analytic) affine superspace Am|n can be described by coordinates is a subtle matter.
For the case of supermanifolds, the fact that they can is a fundamental result due
to Leites [15]. We call a superspace for which this theorem holds for all open
subspaces Leites regular and investigate the stability of this property under passage
to colimits, locally closed subspaces, and thickenings. An important outcome of this
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study is that tidiness is crucial to ensure the hereditarity of Leites regularity; in
particular, locally finitely generated superspaces are Leites regular.
An important aspect of Leites regularity is that in the category of Leites regular
superspaces, the smooth (or analytic) affine superspace Am is the m-fold product of
A1. This is not true in the larger category of superspaces, for the algebra of smooth
functions on R2 is not the tensor square of the ring of univariate smooth functions.
Thus, unless one is willing to work with sheaves of topological vector spaces, there is
no simple-minded construction of the products A1×· · ·×A1. Instead, we construct
smooth (and analytic) affine superspace Am directly. The general case of Am|n
appears as a special case of Weil thickening.
By tidying, the existence of products for affine superspaces carries over to locally
finitely generated superspaces. Together with the existence of equalisers (which
exist for locally Hausdorff tidy superspaces), we arrive by the statement that fibre
products of locally finitely generated superspaces exist (Theorem A).
We end this introduction by giving a brief synopsis of the article’s contents; herein,
the reader will find references to its quintessential concepts and results, as alluded
to above. In Section 2, we recall standard notions from the theory of superspaces.
In Section 3, we embark upon a study of the fine structure of embeddings (called
immersions in algebraic geometry). In particular, we introduce the notion of girth
(Definition 3.1), which quantifies the relative size of an ambient space around an
embedding. This is crucial below, to prove that Leites regularity is hereditary
under certain embeddings. Important examples of embeddings are furnished by
the Weil thickenings, which are also introduced in this section. Finally, we discuss
the concept of tidiness and show how it can be imposed on an embedding by a
process called tidying (Proposition 3.47).
In Section 4, we define several variants of the standard affine superspace Am|n:
real smooth, real analytic, complex analytic, and real smooth and analytic ver-
sions with complexified function sheaves. The latter two serve as local models for
J. Bernstein’s category of cs manifolds. We then define Leites regular superspaces;
this framework gives meaning to the concept of local coordinate systems.
In Section 5, we show that Leites regularity is stable under colimits (Proposi-
tion 5.5) and investigate its stability with respect to embeddings (Proposition 5.11)
and thickenings (Proposition 5.14), the latter of which Weil thickenings are an ex-
ample of. We then introduce locally finitely generated superspaces. We show that
these are Leites regular (Proposition 5.18), admit finite limits (Corollary 5.27), and
Weil thickenings. In this framework, we introduce relative supermanifolds over a
base that is locally finitely generated. At this level, base change becomes mean-
ingful, and for a fixed base, the relative category enjoys the same properties as the
category of usual supermanifolds. Finally, we introduce (relative) Weil functors
as inner homs with respect to the spectra of Weil superalgebras, and give sharp
representability results in SManS and the category of relative fibre bundles.
Acknowledgements. We extend our thanks to the following institutions for provid-
ing their stimulating research environments during the preparation of this article:
Mathematisches Forschungsinstitut Oberwolfach, Max-Planck-Institut fu¨r Math-
ematik Bonn, and Ruhr-Universita¨t Bochum. We thank Torsten Wedhorn and
Christoph Schabarum for useful comments on a preliminary version of the text, and
the referee for remarks leading to a substantial improvement of the manuscript.
2. Generalities on superspaces
In this section, we collect basic facts and definitions related to superspaces in
the sense of Ref. [17]. Most of these are more or less straightforward generalisations
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of the ungraded case, v. Ref. [9]. Accordingly, we will only give full proofs in such
cases where we deviate from the standard lore.
2.1. Superspaces and their morphisms. We start with the definition of the
category of super-ringed spaces.
Definition 2.1 (Super-ringed spaces). A super-ringed space is a pairX = (X0,OX),
where X0 is a topological space and OX is a sheaf with values in the symmetric
monoidal category of supercommutative unital superrings (i.e. Z/2Z graded rings)
and even, unital ring morphisms. It is called the structure sheaf of X .
By definition, a morphism of super-ringed spaces ϕ : X → Y is a pair (ϕ0, ϕ
♯)
where ϕ0 : X0 → Y0 is a continuous map and ϕ
♯ : ϕ−10 OY → OX is a morphism of
sheaves (of superrings). These form a category denoted by SRSp.
Remark 2.2. In the literature, morphisms ϕ : X → Y of (super)ringed spaces
are usually defined as pairs (ϕ0, ϕ
♯) where ϕ♯ is a sheaf morphism OY → ϕ0∗OX .
Explicitly, this means a collection of ring homomorphisms
ϕ♯U : OY (U)→ OX(ϕ
−1
0 (U)),
for any open subset U ⊆ Y0, that commute with restrictions.
This point of view is equivalent to the one advocated here, see e.g. Refs. [4, I.4,
Equation (5)], [8, II.16, Proposition 17], or [11, II.4, Theorem 4.8]. We will need to
use both perspectives, and will do so interchangeably.
Definition 2.3 (Open subspaces). Whenever X is a super-ringed space and U ⊆
X0 is an open subset, let X |U = (U,OX |U ). Such a super-ringed space is called
an open subspace of X . It comes with a morphism jX|U : X |U → X , defined by
jX|U := (jX|U ,0, j
♯
X|U
) where jX|U ,0 is the inclusion of U in X0, and the sheaf mor-
phism j♯X|U : j
−1
X|U ,0
OX = OX |U → OX |U is the identity; jX|U is called the inclusion
of X |U in X . We will systematically identify open subspaces and the underlying
open sets. Thus, unions and finite intersections of open subspaces make sense.
If the sections of the structure sheaf are to represent ‘superfunctions’ and non-
vanishing ‘superfunctions’ are to be invertible, one needs the stalks of the structure
sheaf to be local rings. Ringed spaces with this property are called locally ringed
spaces in algebraic geometry. Recall that a ring R is called local if it possesses a
unique maximal ideal. Similarly, one says that a superring R is local, if it possesses
a unique maximal graded ideal. It turns out that in the supercommutative case, one
does not have to distinguish between maximal ideals and maximal graded ideals.
Proposition 2.4 (Local superrings). Let R be a supercommutative superring. The
following are equivalent:
(i) R is local as a superring;
(ii) R is local as an ungraded ring;
(iii) for homogeneous a, b ∈ R with a+ b = 1, one of a and b is invertible; and
(iv) for any a, b ∈ R such that a+ b = 1, one of a and b is invertible.
In this case, the unique maximal ideal is graded and consists of those elements
of R which are not invertible.
In view of Proposition 2.4, the following definition of the category of superspaces
is an extension of the definition of locally ringed spaces.
Definition 2.5 (Superspaces). A super-ringed space X = (X0,OX) is a superspace
if for each x ∈ X0, the stalk OX,x is a local superring. We denote the maximal
ideal by mX,x. A morphism ϕ : X → Y of super-ringed spaces where X and Y are
superspaces is called local if ϕ♯(mY,ϕ0(x)) ⊆ mX,x. The category of superspaces and
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local morphisms is denoted by SSp. The locally defined sections of OX , where X
is a superspace, are called superfunctions.
Given a field k, a superspace X is called a k-superspace if OX is a sheaf of
k-algebras. The category of k-superspaces and local morphisms ϕ such that ϕ♯ is
k-linear is denoted by SSpk.
There is also a relative version of the category of superspaces.
Definition 2.6 (Relative superspaces). Let p : X → S be a morphism of super-
spaces. We will say that X is a superspace over S (or a relative superspace) and
write X/S, the morphism p = pX then being understood.
A morphism over S, written f : X/S → Y/S, is a morphism f : X → Y such
that pY ◦ f = pX , i.e. the following diagram commutes:
X Y
S
pX
f
pY
We denote the set of morphisms X → Y over S by HomS(X,Y ) and the category
of superspaces over a superspace S by SSpS .
More generally, given any morphism h : S → T , a morphism f : X → Y , where
X/S and Y/T are relative superspaces, is over h if pY ◦ f = h ◦ pX . This enables
us to consider relative superspaces over varying bases.
Remark 2.7 (Terminal objects). The category of k-superspaces has the terminal ob-
ject Spec k := (∗, k). Any k-superspace may therefore be considered as a superspace
over (∗, k). In fact, the following holds.
Proposition 2.8. Let k be a (purely even) field. Given a superspace X, there is
a bijection between the k-superspace structures on X and morphisms X → Spec k.
Moreover, if X and Y are k-superspaces, and ϕ : X → Y is a morphism of super-
spaces, then ϕ is a morphism of k-superspaces if and only if it is over Spec k.
We end this subsection with a simple but fundamental construction.
Construction 2.9 (Change of base field). Let ℓ be a field extension of the field k.
Any ℓ-superspaceX can be naturally considered as a k-superspace by forgetting the
ℓ-structure on OX . In other words, by composing the given morphism X → Spec ℓ
of superspaces with the natural morphism Spec ℓ → Spec k. We will denote the
k-superspace associated with X by the same letter.
Conversely, let X be a k-superspace. We define Xℓ to be the ℓ-superspace
Xℓ := (X0,OX ⊗k ℓ).
By considering the sheaf embedding OX → OXℓ given by construction, we obtain a
morphism Xℓ → X of k-superspaces. Moreover, there is a natural morphism Xℓ →
Spec ℓ of k-superspaces. Let Y be a k-superspace, and assume given morphisms
ϕ : Y → X and Y → Spec ℓ of k-superspaces. The latter means that Y has an
ℓ-superspace structure compatible with the embedding k ⊆ ℓ. Thus, ϕ♯ extends to
a unique ℓ-linear map OX ⊗k ℓ → ϕ0,∗OY . This shows that Xℓ has the universal
property of the fibre product X ×Speck Spec ℓ in SSpk. Thus, the functor (−)ℓ is
right adjoint to the forgetful functor SSpℓ → SSpk. We denote the application of
the functor (−)ℓ to a morphism ϕ by ϕℓ.
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2.2. Embeddings. In this subsection, we discuss a particular class of morphisms,
which we call embeddings, following the standard terminology of differential geom-
etry. In algebraic geometry, they are called immersions. However, the immersions
of differential geometry in general are neither injective, nor is their image locally
closed. To avoid confusions in the applications to supermanifolds, we therefore stick
to the wording common in the study of smooth manifolds.
Recall that a continuous map is called an embedding if it induces a homeo-
morphism onto its image (endowed with the relative topology). An embedding is
called open resp. closed if its image is, in addition, open resp. closed. An open
(resp. closed) embedding is indeed an open (resp. closed) map.
Definition 2.10 (Embeddings). Let ϕ : Y → X be a morphism of superspaces.
It is a called an open embedding if it factors as ϕ = jX|U ◦ ψ where U ⊆ X0 is an
open subset, and ψ : Y → X |U is an isomorphism of superspaces. In this case,
U = ϕ0(Y0), and we denote by ϕ(Y ) the open subspace X |U ⊆ X .
The morphism ϕ is called a closed embedding if ϕ0 is a closed embedding, and
the sheaf morphism ϕ♯ : OX → ϕ0,∗OY is surjective, i.e. it induces an isomorphism
OX/IY → ϕ0,∗OY ,
where IY := kerϕ♯ is by definition the vanishing ideal of Y (or of ϕ).
Moreover, ϕ is called an embedding if it factors as ϕ = ϕ′′ ◦ ϕ′ where ϕ′ is a
closed embedding and ϕ′′ is an open embedding. Finally, an embedding ϕ is called
a thickening if X0 = Y0 as topological spaces and ϕ0 is the identity map.
Open and closed embeddings are embeddings, and embeddings are preserved
under field extension. Compositions of open (resp. closed) embeddings are open
(resp. closed) embeddings. General embeddings are stable under composition, as
follows for instance from the following proposition.
Proposition 2.11. Let ϕ : Y → X be a morphism of superspaces. The following
assertions are equivalent:
(i) The morphism ϕ is an embedding.
(ii) The map ϕ0 is an embedding, and there exists an open subset U ⊆ X0 such
that ϕ0(Y0) is closed in U and ϕ
♯ : OX |U → ϕ0,∗OY is surjective.
(iii) The map ϕ0 is an embedding, ϕ0(Y0) is locally closed, and the sheaf map
ϕ♯ : OX |U → ϕ0,∗OY is surjective, where U := ϕ0(Y0) ∪X0 \ ϕ0(Y0).
The proposition is implied by the following basic topological fact.
Lemma 2.12. Let T be a topological space and S a locally closed subset. The
largest open subset U ⊆ T such that S is closed in U is U := S ∪ T \ S.
The stability of embeddings under composition admits a partial converse.
Lemma 2.13. Let ϕ : X → Y , ψ : X → X ′, ψ′ : Y → Y ′, and ϕ′ : X ′ → Y ′ be
given such that ψ′ ◦ ϕ = ϕ′ ◦ ψ. If ψ′0 is injective and ϕ, ψ are (open resp. closed)
embeddings, then so is ϕ.
The characterisation of embeddings in Proposition 2.11 also allows us to decide
when a morphism factors through an embedding.
Proposition 2.14 (Factorisation through embeddings). Let ϕ : Y → X be an
embedding with ideal IY ⊆ OX |U , where U := ϕ0(Y0)∪X0 \ϕ0(Y0), and ψ : Z → X
a morphism. Then ψ factors through ϕ if and only if ψ0(Z0) ⊆ ϕ0(Y0) and IY ⊆
kerψ♯|U . The factorisation is unique.
If the map underlying an embedding is an inclusion we talk about a subspace.
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Definition 2.15 (Subspaces and closed subspaces). Let X be a superspace. If
j : Y → X is a (closed) embedding of superspaces where Y0 ⊆ X0 and j0 is the
inclusion of Y0 in X0, then we say that Y is a (closed) subspace of X .
Given a locally closed subset Y0 of X0, the structure of a subspace Y over Y0 (if
it exists) is determined uniquely up to canonical isomorphism by a graded ideal IY
of OX |U , where U := Y0 ∪ X0 \ Y0, such that suppOX |U/IY = Y0. This ideal is
called the vanishing ideal of Y . The isomorphism classes of such subspaces Y are
parametrised by the ideals IY .
For any subspace Y of a superspace X , there is an increasing sequence of sub-
spaces all with underlying space Y0. The sections of the corresponding structure
sheaves should be viewed as superfunctions on X that do not necessarily vanish on
Y0, but are nilpotent of a certain order on Y0.
Definition 2.16 (Infinitesimal normal neighbourhoods). Let j : Y → X be an
embedding of superspaces with ideal IY ⊆ OX |U , where U := j0(Y0) ∪X0 \ j0(Y0).
For any integer n > 0, let IY (n) := I
n+1
Y ⊆ OX |U and OY (n) := j
−1
0 (OX |U/IY (n)).
The superspace Y (n) := (Y0,OY (n)) is called the nth infinitesimal normal neigh-
bourhood of Y in X . It comes with a natural embedding j(n) : Y (n) → X . In partic-
ular, Y = Y (0) and j = j(0). Whenever n 6 m, the embedding j(n) : Y (n) → X fac-
tors uniquely through j(m) : Y (m) → X via a closed embedding j(nm) : Y (n) → Y (m),
by virtue of Proposition 2.14.
The (Y (n), j(nm)) form an inductive system of superspaces, so naturally the
question arises whether we can form inductive limits in SRSpS and SSpS . It turns
out that not only inductive limits but all small colimits exist in these categories.
Proposition 2.17. Let S be a super-ringed space. The category SRSpS is cocom-
plete, i.e. all small colimits exist, and SSpS is closed under all of them.
Proof. By Proposition 2.4, superrings are local if and only if they are local as
ungraded rings, so the statement follows from the classical case [7, I.1.6]. 
We can identify the structure sheaves of small colimits of superspaces.
Remark 2.18. LetX = lim
−→k
Xk be an inductive limit in SRSpS (or in SSpS). Then
OX = lim←−k
(fk)0,∗OXk in Sh(X0), where fk : Xk → X are the natural morphisms.
Because this projective limit is the projective limit of presheaves and the Yoneda
embedding commutes with projective limits, we have that Γ(OX) = lim←−k
Γ(OXk).
The statement also holds with ‘small colimit’ in place of ‘inductive limit’ if one
replaces ‘projective limit’ by ‘small limit’.
Example 2.19. We return to the inductive system of infinitesimal normal neighbour-
hoods. Let Y (∞) with the morphisms j(n∞) : Y (n) → Y (∞) denote the inductive
limit of the inductive system (Y (n), j(nm)) of superspaces. The superspace Y (∞) is
called the infinitesimal normal neighbourhood of order∞ of Y inX . The morphisms
j(nm), where m ∈ N ∪∞, are thickenings.
Example 2.20. Let An be the local k-algebra k[T ]/(T
n+1), where T is an even
indeterminate. Since (T n+1) ⊆ (T n), these algebras form a projective system
An+1 → An : f + (T
n+1) 7→ f + (T n).
We have a corresponding inductive system of k-superspaces
Xn := (∗, An)→ Xn+1 = (∗, An+1).
Here, by ∗, we denote the the singleton topological space. The inductive limit of
these is the superspace X = (∗, A), where A := kJT K is the ring of formal power
series in T .
8 ALLDRIDGE, HILGERT, AND WURZBACHER
2.3. Gluing. The gluing construction is standard in geometry. It depends on the
possibility to have fibre products with open embeddings.
Proposition 2.21 (Fibre products with open embeddings). Let ϕ : X → Z be an
open embedding of superspaces, and ψ : Y → Z a morphism of superspaces. Then
X×Z Y exists in SSp, and p2 : X×Z Y → Y is an open embedding. The statement
carries over to k-superspaces.
Now we can show how to glue superspaces and their morphisms; this technique
will be fundamental. To have it available in its most general form, we introduce
the concept of ‘gluing data’.
Definition 2.22 (Coverings and gluing data). Let S be a superspace. An open
cover of S is a family (Ui) of open subspaces such that
⋃
i Ui,0 = S0.
More generally, a morphism ϕ : T → S is called a covering of S if there exists an
open cover (Ui) of T such that T =
∐
i Ui, ϕ|Ui : Ui → S are open embeddings, and
the open subspaces ϕ(Ui) ⊆ S form an open cover of S. In other words, ϕ =
∐
i ϕi
where ϕi : Ui → S are open embeddings. We identify ϕ with the collection (ϕi).
Given two coverings ϕ = (ϕi : Ui → S) and ψ = (ψj : Vj → S) of S, the fibre
product ϕ ×S ψ = (ϕi ×S ψj) exists, in view of Proposition 2.21. In case ψ = ϕ,
we write ϕij : Uij := Ui ×S Uj → S for this fibre product. The triple intersections
Ui ×S Uj ×S Uk → S will be denoted by ϕijk : Uijk → S.
Let ϕ = (ϕi : Ui → S) be a covering of S, and assume given superspaces
Xi/Ui and isomorphisms ψij : Xj ×Uj Uij → Xi ×Ui Uij . The collection of data
(ϕi : Ui → S,Xi/Ui, ψij) will be called gluing data for a superspace over S if
(2.1) p∗12(ψij) ◦ p
∗
23(ψjk) ◦ p
∗
13(ψki) = idXi×UiUijk .
Here, p∗12ψij is the morphism Xj ×Uj Uijk → Xi×Ui Uijk induced by ψij by pulling
back along the left-hand vertical face of the pullback square
Uijk Uk
Uij S
p3
p12 ϕk
ϕij
Similarly for the other quantites in Equation (2.1).
When the Ui are simply open subspaces of S and the ϕi are just the canonical
embeddings jUi : Ui → S, we will forgo mentioning ϕ explicitly and simply write
(Ui, Xi/Ui, ψij) for the gluing data. In this case, somewhat abusing notation, we
will write Equation (2.1) in the simpler form
ψij ◦ ψjk ◦ ψki = id on Xi ×Ui Uijk.
Once one has a set of gluing data, it follows from the corresponding statements
for sheaves that they lead to glued superspaces.
Proposition 2.23. Let S be a superspace and (ϕi : Ui → S,Xi/Ui, ψij) gluing
data for a superspace over S. Then there exist a superspace X/S and isomorphisms
ψi : Xi/Ui → (X ×S Ui)/Ui with ψj = ψi ◦ ψij on Xj ×Uj Uij .
Moreover, these data are uniquely characterised up to unique isomorphism by the
following universal property: For any superspace Y/S and any choice of morphisms
̺i : Xi/Ui → (Y ×S Ui)/Ui such that ̺j = ̺i ◦ ψij on Xj ×Uj Uij, there exists a
unique morphism ̺ : X/S → Y/S such that ̺ ◦ ψi = ̺i.
The statement of Proposition 2.23 immediately carries over to k-superspaces.
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3. The local structure of embeddings
In this section, we introduce some concepts that will help us in the quantitative
study of embeddings. We also define for any superspace certain distinguished sub-
spaces (namely, the reduction and the body), as well as a useful class of thickenings
(namely, the Weil thickenings). We analyse the fine structure of embeddings by the
use of the new concept of tidiness. Finally, we show how to improve embeddings
by a regularisation process called tidying.
3.1. Girth and retractions of embeddings. There are thickenings of various
sizes, as is illustrated by the example of infinitesimal normal neighbourhoods. We
introduce the concept of girth of an embedding to quantify this phenomenon. Con-
versely, one can consider the question whether a thickening can be reversed. This
leads to the notion of a retraction.
Definition 3.1 (Finite and countable girth). Let jY : Y → X be an embedding
of S-superspaces. We say that X (or jY ) has finite girth around Y if the vanishing
ideal IY is nilpotent, i.e. if there exists some non-negative integer q such that
Iq+1Y = 0. In this case, the minimal such q will be called the girth of X around
Y . We shall say that X (or jY ) is locally of finite girth around Y if there exists
an open cover of U (the largest open subset of X0 in which jY,0(Y0) is closed) such
that the restriction of IY to every patch of the cover is nilpotent.
Similarly, we say that X (or jY ) has countable girth around Y if
⋂∞
q=1 I
q
Y = 0.
If X has locally finite girth around Y , then it has countable girth around Y .
Given an embedding j : Y → X , we obtain for the infinitesimal normal neigh-
bourhoods Y (k): If m > n > 0 is finite, then the thickening j(nm) : Y (n) → Y (m)
has finite girth at most ⌈m/n⌉.
Example 3.2. Let k be a field of characteristic 6= 2 and A the Grassmann algebra
on n generators τ1, . . . , τn, i.e.
A := k
〈
τ1, . . . , τn
〉
/
(
τiτj + τiτj
∣∣ 1 6 i 6 j 6 n).
Let X be the superspace (∗, A) (where ∗ the singleton space), later to be denoted
by A0|n. Then the k-point X0 := (∗, k) is embedded in X via
j : X0 → X, j0 := id∗, j
♯(τj) := 0, j = 1, . . . , n.
It is easy to check that j is in fact the unique morphism X0 → X of k-superspaces.
The vanishing ideal J ⊆ A of j is generated by τj , j = 1, . . . , n. Hence, Jn+1 = 0
and Jℓ 6= 0 for ℓ 6 n. The girth of X around X0 is n.
Example 3.3. Let Xn be the k-superspace constructed in Example 3.2. There is an
embedding j(n) : Xn → Xn+1, given by
j(n)♯(τj) :=
{
τj j 6 n,
0 j = n+ 1.
Let X be the inductive limit of this family of superspaces, which exists because
of Proposition 2.17. Consider the morphism j : X0 = (∗, k) → X , where ∗ is the
singleton space, induced by the inductive family jn := j
(n−1) ◦ · · · ◦ j(0) : X0 → Xn
of morphisms.
ThenX does not have finite girth aroundX0, since all the finite products τ1 · · · τn
are non-zero in OX . However, it is easy to see that it has countable girth.
Example 3.4. Fix K ∈ {R,C}, and let X be (R,OX), where OX is the sheaf of
K-valued smooth functions, or the sheaf of K-valued real analytic functions.
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Let An and A be the local algebras defined in Example 2.20 (for k = K) and
Yn := (∗, An), Y := (∗, A) the correspondingK-superspaces, where ∗ is the singleton
space. We define for every n embeddings jn : Yn → X by jn,0(∗) := 0 and
j♯n(f) :=
n∑
ℓ=0
1
ℓ!
f (ℓ)(0)T ℓ.
Then the morphisms jn are compatible with the inductive system Yn → Yn+1, and
thus define an embedding j : Y → X . Explicitly, we have
j♯(f) =
∞∑
ℓ=0
1
ℓ!
f (ℓ)(0)T ℓ,
where the infinite sum is a formal power series.
The stalk at 0 of the ideal J of j is the set of all f ∈ OX,0 flat at 0, i.e. f (ℓ)(0) = 0
for all ℓ. In the case of analytic functions, the ideal J0 is zero, so that j has girth
zero. By contrast, each of the jn is of countable, but not of finite girth.
Next, consider the case of smooth functions. One has J0 =
⋂∞
k=0m
k where
m := mX,0. For R := OX,0, we have that R/J0 is Noetherian, so we find that
J0mk =
⋂
N m
k+N = J0 and J 20 =
⋂
k J0m
k = J0 by Krull’s Theorem (Proposi-
tion 3.34). Thus,
⋂
k J
k
0 = J0. But J0 6= 0. For instance, consider
f : R→ R, f(x) :=
{
e−1/x
2
x > 0,
0 x 6 0.
Then f (n)(0) = 0 for all n ∈ N, so that the germ f0 of f at 0 is contained in J0,
by Corollary 4.6 below. On the other hand, since for every real number ε > 0, we
have f(ε) > 0, we conclude that f0 is non-vanishing. We conclude that j does not
have countable girth. In particular, none of the jn has countable girth.
We have the following useful fact, of which we omit the simple proof.
Proposition 3.5 (Transitivity of girth). Let jZ : Z → Y and jY : Y → X be
embeddings of S-superspaces. If X has (locally) finite girth around Y , and Y has
(locally) finite girth around Z, then X has (locally) finite girth around Z with respect
to the embedding jY ◦ jZ : Z → X.
We now introduce retractions, i.e. left inverses for embeddings.
Definition 3.6 (Retractions). Let X be an S-superspace and jY : Y → X a
morphism over S which is an embedding. Let U ⊆ X0 be the largest open subset
in which jY,0(Y0) is closed. A retraction around Y is a left inverse r : X |U → Y of
jY , i.e. a morphism over S such that the following diagram commutes:
X |U
Y Y
jY r
If jY admits a retraction, it will be called retractable. More generally, if jY admits
an open cover by retractable embeddings jYi , i.e. there are covers by open subspaces
(Yi) of Y and (Xi) of X such that the embeddings jYi : Yi → Xi induced by jY
are retractable, it will be called locally retractable. We shall then also say that X
is (locally) retractable around Y .
Let jY : Y → X be an embedding and U the largest open subset of X0 such
that jY,0(Y0) is closed in U . Then jY is retractable if and only if the short exact
sequence
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0 IY OX |U jY0,∗OY 0
j♯
Y
splits as a sequence of superring sheaves. (The splitting is required to be unital on
the support jY,0(Y0) of jY0,∗OY .) If jY is a morphism over S, then it is retractable
as such if and only if the sequence splits as a sequence of p−1X,0OS-algebras.
As in the case of girth, we have the following useful fact.
Proposition 3.7 (Transitivity of retractability). Let jZ : Z → Y and jY : Y → X
be embeddings of S-superspaces. If X is (locally) retractable around Y , and Y is
(locally) retractable around Z, then X is (locally) retractable around Z with respect
to the embedding jY ◦ jZ : Z → X.
Example 3.8. Let k = K ∈ {R,C} and An be the Grassmann superalgebra, con-
structed in Example 3.2. Define Xn := (R,OX), where OX := C∞R ⊗K An and C
∞
R
is the sheaf of K-valued smooth functions on R. There is a natural embedding
j : X0 → Xn, given by
j0 := idR, j
♯(fτi1 · · · τik ) := δk,0f,
for any locally defined smooth function f .
For simplicity, consider the case n = 2. We may define for any λ ∈ K a retraction
rλ : X → X0, r
♯
λ(f) := f + λf
′τ1τ2.
Thus, retractions of embeddings are far from unique, even in the simplest examples.
This fact causes complications in the theory of integration on supermanifolds.
3.2. Reduction and body. Reduction of locally ringed spaces removes nilpo-
tency. Both for schemes and for supermanifolds, this results in a space with a sheaf
of functions whose sections are determined completely by their values.
For superspaces, one has yet another reduction, by which everything generated by
odd superfunctions is removed. The outcome is called the body of the superspace.
There is a further way of associating an even superspace to an arbitrary superspace,
the so-called even part, which is constructed by simply taking the even part of the
structure sheaf. This construction is of lesser importance, but technically useful.
Construction 3.9 (Reduction of superspaces). Let X be a superspace and x ∈ X0
a point. We define κ(x) := κX(x) := OX,x/mX,x; this is a field called the residue
field at x. (The superspaces we will be mostly considering will be defined over a
field that at any point coincides with the residue field, but such a restriction is
not a priori necessary.) If U ⊆ X0 is open, x ∈ U , and f ∈ OX(U), we define
f(x) ∈ κ(x) to be the image of the germ fx in κ(x). This quantity is called the
value of f at x.
For any open subset U ⊆ X0, define an ideal NX ⊆ OX by
NX(U) :=
{
f ∈ OX(U)
∣∣ f(x) = 0 for all x ∈ U}
=
{
f ∈ OX(U)
∣∣ fx ∈ mX,x for all x ∈ U}.
Define OX0 := OX/NX . Endowed with this sheaf, X0 is a superspace, which,
by abuse of notation, we will denote by X0 and call the reduced superspace or
reduction of X . If X is a k-superspace, then so is X0. In the latter case, κ(x) is an
extension of k for any x ∈ X0. There is a canonical morphism of (k-)superspaces
jX0 : X0 → X ,
jX0 :=
(
jX,0 = idX0 ,OX → OX/NX = OX0
)
,
which is by its mere definition a thickening with vanishing ideal NX . If jX0 is an
isomorphism, then X is called reduced.
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The reduction satisfies a universal property and thus defines a functor.
Lemma 3.10. Let X be a superspace. Then any morphism Y → X, where Y is
reduced, factors uniquely through jX0 .
Proposition 3.11 (Functoriality of reduction). There is a reduction functor, de-
noted by (−)0 : SSp→ SSp, defined on objects by X 7→ X0, and on morphisms by
letting ϕ0 : X0 → Y0 for ϕ : X → Y be the unique factorisation of ϕ ◦ jX0 through
jY0 . It is right adjoint to the inclusion of reduced superspaces in superspaces.
The canonical morphism jX0 : X0 → X defines a natural transformation of
functors (−)0 → id. The statement carries over to k-superspaces.
We will call a retraction of the embedding jX0 : X0 → X simply a retraction of
X . A retraction is the same as the datum of a sheaf morphism OX0 → OX of local
superrings such that for the induced OX0 -algebra structure on OX , the canonical
morphism OX → OX0 is OX0 -linear.
In more conventional terminology, if r is a retraction, one says that the image
under r♯ of Γ(OX0) in Γ(OX) is a function factor. Retractions play an important
role in the theory of integration on supermanifolds.
Similarly, we shall say that X has finite girth, girth h, locally finite girth, or
countable girth if it does so around X0.
We denote by N∞X the ideal
⋂∞
N=1N
N
X , and call it the Whitney ideal of the
superspace X . Thus, X has countable girth if and only if N∞X = 0.
Definition 3.12 (Body of a superspace). LetX be a superspace. Define its body X0¯
as the superspaceX0¯ := (X0,OX0¯), where OX0¯ := OX/IX0¯ and IX0¯ := OX,1¯+O
2
X,1¯
is the ideal generated by OX,1¯. When X is a k-superspace, then so is X0¯.
The body is equipped with a thickening jX0¯ : X0¯ → X , which is a morphism of
k-superspaces if X is a k-superspace. When it is an isomorphism, X is called even.
The body of a superspace enjoys analogous properties to the reduction.
Lemma 3.13. Let X be a superspace. The body X0¯ enjoys the following universal
property: Any morphism Y → X, where Y is even, factors uniquely through jX0¯ .
Proposition 3.14 (Functoriality of the body). There is a body functor, denoted
by (−)0¯ : SSp → SSp, which is defined on objects by X 7→ X0¯ and on morphisms
by letting ϕ0¯ : X0¯ → Y0¯ for ϕ : X → Y be the unique factorisation of ϕ ◦ jX0¯
through jY0¯ . It is right adjoint to the inclusion of even superspaces in superspaces.
The canonical morphism jX0¯ : X0¯ → X defines a natural transformation of
functors (−)0¯ → id. The statement carries over to k-superspaces.
The inclusion of even superspaces in superspaces also possesses a left adjoint,
the so-called even part.
Definition 3.15 (Even part of a superspace). Let X be a superspace. Define its
even part by X 0¯ := (X0,OX,0¯). When X is a k-superspace, then so is X
0¯. A
canonical morphism ψX : X → X 0¯ is defined by setting ψX,0 := idX0 and taking
ψ♯X : OX 0¯ = OX,0¯ → OX to be the canonical inclusion.
Lemma 3.16. Let X be a superspace. Then (X 0¯, ψX) has the following universal
property: Any morphism X → Y , where Y is even, factors uniquely through ψX .
Proposition 3.17 (Functoriality of the even part). There is an even part functor
with image in the even superspaces, denoted by (−)0¯ : SSp → SSp, defined on
objects by X 7→ X 0¯ and on morphisms by letting ϕ0¯ : X 0¯ → Y 0¯ for ϕ : X → Y be
the unique factorisation of ψY ◦ ϕ through ψX . It is left adjoint to the inclusion of
even superspaces in superspaces.
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The canonical morphism ψX : X → X
0¯ defines a natural transformation of
functors id→ (−)0¯. The statement carries over to k-superspaces.
Example 3.18. Consider the k-superalgebra
A := k[T |τ ]/(TN+1)
and X := (∗, A), where it is understood that T and τ are even and odd indeter-
minates, respectively, and ∗ denotes the singleton space. Then X0¯ = X
0¯ = (∗, A0¯)
where
A0¯ = k[T ]/(T
n+1).
On the other hand, we have X0 = (∗, k).
Example 3.19. Let X = (∗, A) where A = A2 is the Grassmann algebra on two
generators, see Example 3.2, and ∗ denotes the singleton space. Then X 0¯ = (∗, B)
where
B = k[T ]/(T 2).
On the other hand, we have X0 = X0¯ = (∗, k).
The reduction, body, and even part functors preserve embeddings.
Proposition 3.20 (Reduction, body, and even part of embeddings). If j : X → Y
is an (open resp. closed) embedding, then so are j0 : X0 → Y0, j0¯ : X0¯ → Y0¯, and
j0¯ : X 0¯ → Y 0¯.
Proof. The statement is entirely obvious for open embeddings. Thus, let j : X → Y
be closed embeddding. We have ϕ ◦ jX0 = jY0 ◦ ϕ0 where jX0 and jY0 are closed
embeddings. Thus, ϕ0 is a closed embedding, by Lemma 2.13. For the body, the
same argument goes through.
For the even part, observe that the vanishing ideal of j is graded, so that (j0¯)♯
is manifestly a surjective sheaf map. 
The residue fields in the construction of the reduction allow us to speak about
values of ‘superfunctions’, i.e. sections of the structure sheaf in single points of X0.
If X is a k-superspace k is contained in κ(x) for all x ∈ X0. Thus one can define
sections with values in A for any subset A of k.
Definition 3.21 (Superfunctions with specified values). Let (X,OX) be a k-
superspace. For any A ⊆ k, we define a sheaf OX,A by
OX,A(U) :=
{
f ∈ OX(U)
∣∣ f(x) = j♯X0(f)(x) ∈ A for all x ∈ U}.
The local sections are called superfunctions with values in A.
Note that if A is a subfield of k, then OX,A is an A-superalgebra sheaf, because
odd superfunctions have value zero. We have the following corollary of Proposi-
tion 3.11.
Corollary 3.22. Let A ⊆ k and ϕ : X → Y a morphism of k-superspaces. Then
ϕ♯ induces a sheaf morphism ϕ−10 OY,A → OX,A.
Let ϕ : X → Y be an embedding of k-superspaces and A ⊆ k such that 0 ∈ A.
We will say that ϕ is A-valued if ϕ induces a surjective sheaf map ϕ−10 OY,A → OX,A.
Any thickening with a locally nilpotent ideal is A-valued, and so are the canonical
embeddings jX0 : X0 → X and jX0¯ : X0¯ → X . If ϕ is an A-valued embedding,
then so are ϕ0¯, ϕ
0¯, and ϕ0.
Let k be a field and X be a k-superspace. Define
X0(k) :=
{
x ∈ X0
∣∣ κ(x) = k}.
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Recall that the elements of X0(k) are called k-rational points of X0. If X0 = X0(k),
then the local sections ofOX0 may be considered as k-valued functions. In this case,
we call X k-rational. The following lemma is standard in algebraic geometry.
Lemma 3.23 (k-rational points). Let ∗ = (∗, k) be the terminal object in SSpk.
For any k-superspace X, there is a natural bijection
X(∗) := Hom(∗, X)→ X0(k).
If x ∈ X0, then x ∈ X0(k) if and only if OX,x = k ⊕mX,x.
A morphism between super-ringed spaces which happen to be superspaces is not
necessary local, i.e. a morphism of superspaces. If the superspaces are k-rational
and the ring morphisms k-linear, this is no longer an option.
Proposition 3.24 (Locality of morphisms). Let X and Y be k-rational k-superspaces
and ϕ : X → Y a morphism of super-ringed space such that ϕ♯ is k-linear. Then
ϕ♯(f)(x) = f(ϕ0(x)), for any x ∈ X0 and f ∈ OY,ϕ0(x). In particular, ϕ is local,
and therefore, a morphism of k-superspaces.
Proof. Let y = ϕ0(x). In view of Lemma 3.23 and Proposition 2.4, for fy ∈ OY,y,
f(y) ∈ κY (y) = k is the unique λ ∈ k such that fy − λ is not invertible. By
assumption, ϕ♯y(fy)−λ = ϕ
♯
y(fy−λ), and this is invertible whenever λ 6= f(y). Let
g = ϕ♯(f). Since x is k-rational, there is some λ ∈ k = κX(x) for which gx − λ is
not invertible, namely, λ = g(x). Hence, ϕ♯(f)(x) = g(x) = f(y). In particular, if
fy ∈ mY,y, i.e. f(y) = 0, then ϕ♯(f)(x) = 0, i.e. ϕ♯(f)x ∈ mX,x. 
Remark 3.25. In the literature, morphisms of supermanifolds (to be defined below)
are often not assumed to be local. Since supermanifolds are rational superspaces,
the preceding proposition shows that the locality of morphisms of supermanifolds
is automatic. However, in considering morphisms from more general superspaces
to supermanifolds, it is more natural to assume locality, as we do.
3.3. Weil thickenings. In this subsection, we introduce a construction called Weil
thickening, which in its original form goes back to A. Weil [21], compare also
Ref. [13]. It does not change the underlying topological space, but only the struc-
ture sheaf. Basic examples of superspaces arise by Weil thickening; moreover, it is
useful for the infinitesimal study of morphisms. It has two ingredients, a superspace
and a Weil superalgebra, which is a special type of local superalgebra.
Definition 3.26 (Weil superalgebras). Let k be a field. A Weil k-superalgebra
is a finite-dimensional k-superalgebra A with a graded nilpotent ideal m such that
A = k ⊕ m. Any Weil superalgebra is a local superring, and m is the maximal
(graded) ideal; it consists exactly of the nilpotent elements of A. The minimal h
such that mh+1 = 0 is called the girth of A. Equivalently, one may define Weil
superalgebras as finite-dimensional local superalgebras (by Krull’s Theorem).
Weil superalgebras are obtained by truncation of polynomial superalgebras.
Example 3.27. Let A be a k-superalgebra where chark = 0. Then A is a Weil
superalgebra if and only if A ∼= k[x1, . . . , xk|ξ1, . . . , ξℓ]/I for some graded ideal I
such that I ⊇ (x1, . . . , xk, ξ1, . . . , ξℓ)N , for some N > 0. In particular,
∧
(kq)∗ and
k[ε]/(εk+1) are Weil k-superalgebras, of girth q and k, respectively.
Example 3.28 (Super-dual numbers and (multi)jet superalgebras). Let Ti and τj
be even and odd indeterminates, respectively. We define
D
p|q
m := k[T1, . . . , Tp|τ1, . . . , τq]/I
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where the ideal I is generated by all
Tα11 · · ·T
αp
p τ
β1
1 · · · τ
βj
q , αi ∈ N, βj ∈ {0, 1},
∑
i αi +
∑
j βj = m+ 1.
Then D
p|q
m is a Weil k-superalgebra of girth m, called the m-multijet superalgebra
of k. For p|q = 1|1 and m = 1, it is denoted by D and called the superalgebra
of super-dual numbers. Then D0¯ = D
1|0
1 is k[T ]/(T
2), the algebra of dual numbers
familiar in algebraic geometry. Remarkably, it coincides with the even part of the
Grassmann algebra k[τ1, τ2] on two generators.
The Weil thickening XA of a superspace X by a Weil algebra A is obtained
simply by tensoring its ring of sections by A. It turns out that there is a canonical
thickeningX → XA which is a closed embedding and admits a canonical retraction.
Construction 3.29 (Weil thickened superspaces). LetX be a k-superspace. Given
a Weil k-superalgebra A = k ⊕ mA, form XA := (X0,OX ⊗A), so
(3.1) mXA,x = mX,x ⊗A+OX,x ⊗mA.
There is a canonical morphism jAX : X → X
A, given by jAX,0 := idX0 , and
jA♯X := idOX ⊗ ε : OXA = OX ⊗A→ OX ⊗ k = OX ,
where ε : A → k is the unique algebra morphism. It is clear that jAX is a closed
embedding, indeed, a thickening. There is a canonical retraction rXA : X
A → X ,
given by rAX,0 := idX0 and
rA♯X := idOX ⊗ η : OX = OX ⊗ k → OXA = OX ⊗A,
where η : k → A is the unique algebra morphism.
By Proposition 3.7, rAX : X
A → X can be combined with retractions of embed-
dings of other superspaces into X .
Proposition 3.30 (Retractability of Weil thickenings). Let jY : Y → X be a
retractable embedding of k-superspaces and A a Weil k-superalgebra. Then XA is
retractable around Y .
Weil thickenings can be reinterpreted as products with superspaces whose un-
derlying topological space is a singleton.
Proposition 3.31. Let A be a Weil k-superalgebra, and let SpecA = (∗, A), where
∗ is the singleton space. For any k-superspace X, X × SpecA exists in SSpk,
and is given by XA. If B is another Weil k-superalgebra, then Spec(A ⊗ B) =
SpecA× SpecB.
Proof. Let Y be a k-superspace. Then Hom(Y, SpecA) is the same as the set of all
morphisms of k-superalgebras ψ♯ : A→ Γ(OY ). Consider the map
Hom(Y,X)×Hom(Y, SpecA)→ Hom(Y,XA) : (ϕ, ψ♯) 7→ (ϕ0, ϕ
♯ ⊗ ψ♯),
given by (ϕ♯ ⊗ ψ♯)(f ⊗ a) = ϕ♯(f) · ψ♯(a). It is clearly a natural bijection. This
proves that XA = X × SpecA, and the second statement follows. 
Proposition 3.31 shows that jAX : X → X
A = X × SpecA is just jAX = (idX , ∗),
where ∗ → SpecA is the canonical embedding and ∗ is the terminal k-superspace.
By the same token, the morphism rAX : X
A = X×SpecA→ X is just rAX = p1, the
first projection.
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Remark 3.32. In algebraic geometry, one defines SpecR for any commutative ring
R to be the collection of prime ideals with the Zariski topology, endowed with the
structure sheaf obtained by localisation of R.
Note that for a Weil k-superalgebra A any prime ideal is maximal, justifying our
above definition. Indeed, let p be a prime ideal in A. We have A = k[xa]/I for
some set (xa) of homogeneous indeterminates, and some ideal I containing (xa)
N
for some N . Then p = q/I for some prime ideal q of k[xa] containing I. This
implies xNa ∈ q for all a, but since q is a radical ideal, it follows that q = (xa), so
that p = mA.
Using Proposition 3.5, we obtain that for any finite girth embedding jY : Y → X
the embedding jAX ◦ jY : Y → X
A into a Weil thickening XA of X has finite girth.
We can, however, do better and determine the girth of jAX precisely.
Proposition 3.33 (Girth of Weil thickenings). Let jY : Y → X be an embedding
of k-superspaces of girth q and A a Weil k-superalgebra of girth h.
Then the embedding j := jAX ◦ jY : Y → X
A has girth q + h. In particular,
X×SpecA = XA has girth h around jAX : X → X
A. Similarly, if jY has countable
girth, then so has j.
Proof. We may assume that jY : Y → X is a closed embedding. The vanishing
ideal of jAX : X → X
A is simply OX ⊗m, where m = mA is the maximal ideal of A.
Moreover, by definition of jAX , we have
j♯(f ⊗ a) = j♯Y (f) · ε(a), f ⊗ a ∈ OXA(U) = OX(U)⊗A.
Since ε(a) ∈ k and k has no zero divisors, we have j♯(f ⊗ a) = 0 if and only if
j♯Y (f) = 0 or ε(a) = 0. It follows that the vanishing ideal I of j is given by
I = IY ⊗A+OX ⊗m
where IY is the vanishing ideal of jY : Y → X . Next, we compute inductively that
Ij/Ij+1 =
⊕j
i=0 I
i
Y /I
i+1
Y ⊗m
j−i/mj−i+1,
where we agree to write I0 = OXA , I
0
Y = OX , and m
0 = A. Therefore, the
left-hand side is zero if and only j > q + h.
If j has countable girth, we argue similarly. Indeed, for N > h, we have
IN ⊆
∑h
k=0 I
N−k
Y ⊗m
k,
so that IN ⊆ IN−hY ⊗ A. Let f ∈
⋂∞
N=1 I
N (U). Choosing a k-basis (aℓ) of A, we
have a unique representation f =
∑
ℓ fℓ ⊗ aℓ where fℓ ∈ OX(U). By the above,
fℓ ∈
⋂∞
N=1 I
N
Y (U) = 0, which proves our claim. 
3.4. Formally Noetherian and tidy superspaces. In this subsection we intro-
duce two regularity conditions, one for superspaces and one for embeddings of su-
perspaces. Given a superspaceX , we consider the ‘formal’ ring OˆX,x := OX,x/m∞X,x
for any x ∈ X0. If these rings are all Noetherian, the sections of the structure sheaf
are not too far from being determined by their restrictions to infinitesimal normal
neighbourhoods of points.
An embedding j : Y → X of superspaces is called tidy if the restriction of j♯ to
the stalk at some point x ∈ j0(Y0) is determined by the cosets of germs in OˆX,y for
y in a neighbourhood of x in j0(Y0). A superspace with Noetherian formal rings, for
which the identity is tidy, will be called a tidy superspace. The concept of tidiness
will be instrumental for the coordinate description of morphisms.
In this subsection, we describe a number of general properties of tidy embeddings
and superspaces.
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Let R be a local supercommutative superring with maximal ideal m. We let
m∞ :=
⋂∞
N=1m
N be the Whitney ideal of the superspace (∗, R), ∗ denoting the
singleton space.
Proposition 3.34 (Krull’s Theorem). LetM ′ ⊆M be an inclusion of R-supermod-
ules. If R/m∞ is Noetherian and M/m∞M is finitely generated, then m∞M+M ′ =⋂∞
N=0(m
NM +M ′). This applies for M = R and M ′ any graded ideal.
Proof. The ring R/m∞ is local and Noetherian, with maximal ideal n := m/m∞.
Consider P := M/(m∞M + M ′). Since M/m∞M is a finitely generated graded
R/m∞-module, so is P . Let Q :=
⋂∞
n=1(n
nP ). Then nQ = Q by the Artin–Rees
Lemma, so by the Nakayama Lemma, Q = 0. The canonical map M → P sends
mnM +M ′ to nnP . We find that
⋂∞
n=1(m
nM +M ′) is mapped to 0, as desired. 
Definition 3.35 (Formally Noetherian superspaces). Let X be a superspace. If
OX,x/m∞X,x is Noetherian for all x ∈ X0, then we say that X is formally Noetherian.
Formal Noetherianity is stable under Weil thickenings and passage to subspaces.
Lemma 3.36. Let A be a Weil k-superalgebra and X a formally Noetherian k-
superspace. Then XA is formally Noetherian.
Proof. Clearly, mXA,x contains mX,x⊗ k, so m
∞
XA,x contains m
∞
X,x⊗ k, so there is a
surjective homomorphism OX,x/m∞X,x ⊗A→ OXA,x/m
∞
XA,x. The left-hand side is
finitely generated over the Noetherian ring OX,x/m∞X,x, so is Noetherian itself. 
Lemma 3.37. Let j : Y → X be an embedding of superspaces. If X is formally
Noetherian, then so is Y .
Proof. Observe simply that for x = j0(y), the surjection OX,x → OY,y/m∞Y,y in-
duced by j♯ factors through the Noetherian superring OX,x/m∞X,x. 
Definition 3.38 (Tidiness). Let j : Y → X be an embedding of superspaces
with vanishing ideal I. We say that j is tidy if for any x ∈ j0(Y0), any open
neighbourhood U ⊆ X0 of x, and any f ∈ OX(U), the following holds:(
∀y ∈ U ∩ j0(Y0), N ∈ N : fy ∈ Iy +m
N
X,y
)
⇒ fx ∈ Ix.
We say that X is tidy if idX is a tidy embedding. The latter condition means
that the zero ideal is tidy; this implies that the Whitney ideal N∞X = 0, which is
equivalent to the requirement that X have countable girth. Thus, if X is tidy, then
it has countable girth.
Although no counterexample appears to be known, it seems somewhat doubtful
that the converse holds, even under the assumption of formal Noetherianity and
finite girth. Trivially, however, any X that is reduced (i.e. of girth zero) is tidy.
Remark 3.39. Now assume that X is formally Noetherian and let j : Y → X be an
embedding of vanishing ideal I. Then j is tidy if and only if for any x ∈ j0(Y0),
any open neighbourhood U ⊆ X0 of x, and any f ∈ OX(U), the following holds:(
∀y ∈ U ∩ j0(Y0), N ∈ N : fy ∈ Iy +m
∞
X,y
)
⇒ fx ∈ Ix.
This follows immediately from Proposition 3.34. Notice that this is also the case
when X = Y and j = idX , even if X is not formally Noetherian.
In particular, if OX,x is Noetherian for all x ∈ j0(Y0), then this is always trivially
verified, since in this case m∞X,x = 0, by the Nakayama Lemma.
Tidiness can be rephrased on the level of the ideals, as follows.
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Definition 3.40 (Tidying of a vanishing ideal). Let j : Y → X be an embedding
of superspaces with ideal I. We define the tidying I of I by I :=
⋂∞
N=1 IN , where
IN is the ideal sheaf
IN (U) :=
{
f ∈ OX(U)
∣∣ ∀y ∈ U ∩ j0(Y0) : fy ∈ mNX,y + Iy}
for all open subsets U ⊆ X0. Then j is tidy if and only if I = I. Observe that I
depends on j0. If X is formally Noetherian, then
I(U) =
{
f ∈ OX(U)
∣∣ ∀y ∈ U ∩ j0(Y0) : fy ∈ m∞X,y + Iy}
for all open U ⊆ X0. (Compare Remark 3.39.)
Proposition 3.41 (Tidiness of Weil thickenings). Let X be a tidy k-superspace
and A a Weil k-superalgebra. Then XA is tidy.
Proof. To see that idXA is tidy, we argue as in the proof of Proposition 3.33 in the
case of countable girth. Namely, mXA,x = mX,x ⊗ A + OX,x ⊗ mA, so for N > h,
where h is the height of A, we have mNXA,x ⊆
∑h
k=0m
N−k
X,x ⊗m
k
A. Given f ∈ OXA(U)
such that fx ∈ m∞XA,x for all x ∈ U , we may expand fx in terms of a basis of A. By
the assumption that X be tidy, the coefficients must vanish. 
Tidy embeddings give rise to tidy subspaces.
Proposition 3.42 (Tidiness of subspaces). For any tidy embedding j : Y → X of
superspaces, Y is tidy.
Proof of Proposition 3.42. Let V = j−10 (U), U ⊆ X0 being open. Take f ∈ OY (V )
such that fy ∈ mNY,y for all y ∈ V and N ∈ N. Passing to an open cover, we may
assume that f = j♯(g) for some g ∈ OX(U).
Let y ∈ V and x := j0(y). Since j♯ is a surjective sheaf map, mY,y = j♯(mX,x).
For any N , we have fy ∈ m
N
Y,y. Hence, there are finitely many gkn ∈ mX,x, k =
1, . . . , N , such that fy = j
♯
(∑
n g1n · · · gNn
)
. So for h := gx −
∑
n g1n · · · gNn, we
have j♯(h) = 0, i.e. h ∈ Ix. Thus, gx ∈
⋂∞
N=1(m
N
X,x + Ix). Since x was arbitrary,
it follows that gx ∈ Ix for x ∈ U ∩ j0(Y0). Hence, f = j
♯(g) = 0, and Y is tidy. 
Corollary 3.43. Let j : Y → X be an open embedding. Then j is tidy if and only
if j(Y ) is tidy.
Conversely, tidy subspaces give rise to tidy embeddings.
Proposition 3.44 (Preservation of tidiness). Let j : Z → Y and i : Y → X be
embeddings. If j is tidy, then so is i ◦ j.
Proof. Denote the vanishing ideals of i, j and k := i◦j by I, J and K, respectively.
Let U ⊆ X0 be open, V := i
−1
0 (U), and W := j
−1
0 (V ). Consider f ∈ OX(U) and
z ∈ W . We put y := j0(z) and x := i0(y).
We assume that for all u := i0(v), v := j0(w), w ∈ W0, and all N ∈ N, we have
fu ∈ m
N
X,u +Ku. There is g ∈ m
N
X,u such that j
♯(i♯(fu − g)) = k
♯(fu − g) = 0, so
i♯(f)v ∈ i
♯(g) + ker j♯v ⊆ m
N
Y,v + Jv.
Because v, N were arbitrary, we find i♯(f)y ∈ Jy , thanks to the tidiness of i. This
gives k♯(fx) = j
♯(i♯(f)y) = 0, i.e. fx ∈ Kx, so that k is tidy. 
Corollary 3.45. Any embedding of a tidy superspace is itself tidy.
Proof. Apply Proposition 3.44 with Z = Y and j = idY . 
We give an example of an embedding that is not tidy.
SINGULAR SUPERSPACES 19
Example 3.46 (The fat point). Let X := (R,OX), where OX = C∞R is the sheaf of
K-valued smooth functions, where K ∈ {R,C}. Let Y be the subspace given by
Y0 = {0} and OY = OX,0, the algebra of germs of smooth functions at 0.
The canonical embedding j : Y → X is given by letting j0 be the embedding of
the point 0 in R and setting j♯ : j−10 OX = C
∞
R,0 → OY = C
∞
R,0 equal to the identity
of the algebra of germs. Then j is manifestly not a tidy embedding, since m∞X,0 is
not reduced to zero, by Example 3.4.
Proposition 3.47 (Existence of tidying). Let X be a superspace. There is a closed
embedding t : X◦ → X such that X◦ is tidy, with the following universal property:
Whenever ϕ : Y → X is a morphism, where Y is tidy, there is a unique morphism
ϕ◦ : Y → X◦ such that ϕ = t ◦ ϕ◦.
Proof. Define the superspace X◦ := (X0,OX◦) by OX◦ := OX/0, where 0 is the
zero ideal and 0 is its tidying. The definition of the embedding t : X◦ → X is
obvious. Clearly, t is tidy, so that idX◦ is tidy, by Proposition 3.42.
Let ϕ : Y → X be a morphism, where Y is tidy. Let V ⊆ Y0 be open, and f a
local section of OX defined on a neighbourhood U of ϕ0(V ). Assume that f ∈ 0(U),
i.e. for any y ∈ V , x := ϕ0(y), we have fx ∈ m∞X,x. Then ϕ
♯(f)x = ϕ
♯(fx) ∈ m∞Y,y.
Because y was arbitrary and Y is tidy, ϕ♯(f) = 0, and ϕ factors uniquely through
t to a morphism ϕ◦ : Y → X◦. 
Definition 3.48 (Tidying). The morphism t : X◦ → X and the space X◦ con-
structed in Proposition 3.47 are called the tidying of X . They are unique up to
canonical isomorphism.
The following is immediate from the construction in Proposition 3.47.
Corollary 3.49 (Ideals of tidyings). Let j : Y → X be an embedding of superspaces
with ideal I. The ideal of the tidy embedding j ◦ t : Y ◦ → X is I, the tidying of I.
We give an easy example of a tidying.
Example 3.50 (Tidying of the fat point). Recall the embedding j : Y → X from
Example 3.46. The ideal of this embedding is 0. Its tidying is the ideal sheaf 0
whose local sections are
0(U) =
{
f ∈ OX(U)
∣∣ 0 ∈ U ⇒ f0 ∈ m∞X,0}
i.e. the functions that are flat at 0. Hence, the tidying of Y is given by
Y ◦0 = {0}, OY ◦ = C
∞
R,0/m
∞
R,0 = KJT K,
by the theorem of E´. Borel, and j◦ := j ◦ t◦ : Y ◦ → X is given by
j◦0 := j0, (j
◦)♯ : (j◦0 )
−1OX = C
∞
R,0 → KJT K,
where (j◦)♯ is the map associating to any function germ its Taylor series at the
point 0. In other words, j◦ is the embedding constructed in Example 3.4.
Lemma 3.51. Let X be a superspace and U ⊆ X be an open subspace. Then U◦
is an open subspace of X◦.
Proof. This is obvious by construction. Indeed, U0 = (U
◦)0 is open in X0 = (X
◦)0
and OU◦ = OX |U0/0|U0 = (OX/0)|U0 = OX◦ |U0 . 
Thickenings into normally Noetherian tidy superspaces can be approximated by
tidy thickenings of finite girth.
Proposition 3.52 (Tidy approximation). Let j : Y → X be a thickening with
X formally Noetherian and tidy. The tidying Xk of the kth infinitesimal normal
neighbourhood of Y has girth 6 k around Y and X = lim
−→k
Xk.
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Proof. The kth order infinitesimal normal neighbourhood X(k) gives a natural
thickening X(k) → X with vanishing ideal Ik+1 where I := ker j♯. Let jk : Xk → X
be the canonical thickening induced by tidying. Since X(k) has finite girth 6 k and
there is a thickening Xk → X
(k), so has Xk.
The Xk form an inductive system, by Proposition 3.47. Let ˜ : X˜ → X denote
the inductive limit of the thickenings jk. It is a thickening, since the associated
projective system OXk+1 → OXk of sheaves is surjective and thus satisfies the
Mittag-Leffler condition.
Thus, to show that j is an isomorphism, it suffices to prove that ˜♯ is injective.
By assumption, X is formally Noetherian, so on applying Krull’s theorem (Propo-
sition 3.34) twice, we find
ker ˜♯x ⊆
⋂
k,N
(mN + Ikx) =
⋂
k
(m∞X,x + I
k
x) ⊆
⋂
k
(m∞X,x +m
k
X,x) = m
∞
X,x
for any x ∈ X0, since manifestly Ix ⊆ mX,x. Since X is tidy by assumption, we
have ker ˜♯ = 0, so that X ∼= X˜. 
Proposition 3.53 (Equalisers of tidy superspaces). Equalisers exist in the category
of locally Hausdorff tidy superspaces, and they are tidy embeddings.
Proof. Let φ, ψ : X → Y be morphisms where Y0 is locally Hausdorff. Form
Z0 :=
{
x ∈ X0
∣∣ φ0(x) = ψ0(x)}. This is a locally closed subset of X0, because the
diagonal of Y0 is locally closed. We let j0 : Z0 → X0 be the embedding and set
OZ := j
−1
0 OX |U/I where U ⊆ X0 is largest open subset in which Z0 is closed and
I is the ideal generated by im(φ♯ − ψ♯). Then Z := (Z0,OZ) is a superspace and
there is a canonical embedding j : Z → X such that φ ◦ j = ψ ◦ j.
Let t : Z◦ → Z be the tidying of Z, so that Z◦ is tidy, and ◦ := j ◦ t is a tidy
embedding, by Corollary 3.45. Clearly, φ ◦ ◦ = ψ ◦ ◦. Moreover, if X0 is locally
Hausdorff, then so is Z0, since j0 is an embedding.
Now, letW be tidy and ϕ :W → X be a morphism such that φ◦ϕ = ψ◦ϕ. Then
ϕ♯(I) = 0, so that ϕ factors uniquely through j. Since W is tidy, ϕ even factors
uniquely through ◦, by virtue of Proposition 3.47, to a morphism ϕ◦ : W → Z◦.
Let ̺ : W → Z◦ be another morphism with ◦ ◦ ̺ = ϕ = ◦ ◦ ϕ◦. Seeing that ◦ is
an embedding and so a monomorphism of superspaces, we find that ̺ = ϕ◦. 
Proposition 3.54 (Equalisers of open subspaces). Let φ, ψ : X → Y be morphisms
of locally Hausdorff tidy superspaces with equaliser ϕ : Z → X. Let U ⊆ X and
V ⊆ Y be open subspaces with U ⊆ φ−1(V ) ∩ ψ−1(V ). Then the equaliser of
φ|U , ψ|U : U → V is an open subspace of Z.
Proof. Let W := ϕ−1(U) and ϕ|W : W → U the morphism induced by ϕ. In view
of Corollary 3.43, W is tidy, and it is certainly locally Hausdorff. We claim that
ϕ|W :W → U is the equaliser of φ|U and ψ|U .
Let ̺ : S → U be a morphism where W is locally Hausdorff and tidy and
φ|U ◦ ̺ = ψ|U ◦ ̺. Suppose that σ := jU ◦ ̺ factors uniquely through ϕ : Z → X
to a morphism σ′ : S → Z. Then ϕ0(σ′0(S0)) = σ(S0) ⊆ U0, so σ
′(S0) ⊆ W0,
and σ′ factors uniquely through jW : W → Z to a morphism ̺′ : S → W . Thus,
jU ◦ ϕ|W ◦ ̺′ = ϕ ◦ jW ◦ ̺′ = σ = jU ◦ ̺, so that ϕ|W ◦ ̺′ = ̺. If ̺′′ : S → W is
another such morphism, then ̺′ = ̺′′, because ϕ|W is an embedding. 
4. Morphisms and local coordinates
This section is devoted to the study of the question to which extent morphisms
with range in a supermanifold may be given a coordinate description. We address
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this matter by introducing the concept of Leites regularity. It depends on param-
eters, which indicate whether the supermanifolds in question are smooth, real or
complex analytic, and whether their functions take real or complex values.
In the previous sections, we have considered superspaces without any restrictions
on base fields. From now on, we will be working exclusively over the real or complex
field; this restriction may not be necessary, and it is conceivable that the material we
will be discussing here could be treated in greater generality, for instance, following
the approach of Ref. [1]. However, our focus is different here, so we will content
ourselves with this setup.
4.1. Premanifolds. In this section, we introduce (pre)manifolds in the traditional
manner, using atlases. Then we show how to view them as superspaces. Finally,
we state the classical Hadamard lemma, which is instrumental in introducing coor-
dinates into the study of superspaces.
Applications show that it is necessary to consider, apart from cases of the real and
complex supermanifolds, superspaces that have the mixed structure of a complex
sheaf of superfunctions and an underlying real manifold as their body. We will from
the very beginning work with a pair (K, k) of fields, where k ⊆ K are either R or
C. This will allow us to handle the case of cs manifolds together with the more
conventional cases of real and complex supermanifolds.
Definition 4.1 (k-premanifolds). Let ̟ =∞, ω and X0 a topological space. A k-
atlas of class C̟ is an open cover (Ui) of X0, together with topological embeddings
φi : Ui → k
pi such that for any i, j,
φij := φi ◦ φ
−1
j : Uji := φj(Ui ∩ Uj)→ Uij
is smooth (for ̟ = ∞) or analytic (for ̟ = ω). Two atlases are called equivalent
if their union is an atlas.
Endowed with an equivalence class of k-atlases of class C̟, X0 is called a k-
premanifold of class C̟. If in addition, X0 is Hausdorff, then it is called a manifold.
A continuous map ϕ0 : X0 → Y0 of k-premanifolds of class C̟ is called of class
C̟ (resp. smooth for ̟ = ∞, resp. analytic for ̟ = ω), if there exist atlases
(Ui, φi), (Vi, ψi) of X0 resp. Y0 such that ϕ0(Ui) ⊆ Vi and ψi ◦ ϕ0 ◦ φ
−1
i is smooth
(for ̟ =∞) resp. analytic (for ̟ = ω).
A map ϕ0 : X0 → Y0 of class C̟ is called an open embedding if ϕ0 induces a
homeomorphism X0 → ϕ0(X0), endowed with the relative topology from Y0, and in
addition, ϕ0(X0) is open in Y0. In this case, ϕ0 is an open map; open embeddings in
this sense will turn out to coincide with those previously defined, v. Corollary 5.3.
We view premanifolds as superspaces for which we impose the regularity con-
ditions and the options for the underlying fields mentioned in the introduction.
Accordingly, we consider five different classes of premanifolds.
Definition 4.2 (Premanifolds over (K, k)). Let ̟ =∞, ω and X0 a k-premanifold
of class C̟. We let OX be the sheaf of commutative K-algebras of K-valued func-
tions of class C̟ on X0. The five possibilities are summarised in the following
table:
type of manifold K k ̟ OX
real smooth or C∞ R R ∞ R-valued smooth functions
real analytic or Cω R R ω R-valued real analytic functions
c C R ∞ C-valued smooth functions
c analytic C R ω C-valued real analytic functions
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complex analytic C C ω complex analytic functions
Here, the ‘c’ stands for ‘complex’, following the terminology, introduced by
J. Bernstein [6], of ‘cs ’ (‘complex super’) manifolds for C-superspaces whose struc-
ture sheaf is modeled on the sheaf of smooth functions of real variables with values
in a complex Grassmann algebra.
The pair X := (X0,OX) will be called a (pre)manifold over (K, k) of class C̟.
In the case ̟ = ∞ resp. ̟ = ω, we say that X is smooth resp. analytic. We
also say that X is a (pre)manifold of the type specified in the table. For instance,
if (K, k) = (C,R) and ̟ = ω, we say that X is c analytic. Accordingly, the
c (pre)manifolds are ordinary smooth (pre)manifolds, endowed with the sheaf of
complex-valued smooth functions.
The following proposition shows that the premanifolds from Definition 4.2 are
superspaces.
Proposition 4.3. Let X be a premanifold over (K, k) and x ∈ X0. Then OX,x
is local and the maximal ideal mX,x consists of the germs of functions vanishing
at x. Hence, X is a formally Noetherian reduced K-rational K-superspace, and in
particular tidy. The morphisms of super-ringed spaces associated with maps of class
C̟ are morphisms of K-superspaces.
Proof. All of the statements are straightforward, save the formal Noetherianity.
Since X is reduced, this follows from the following Lemma 4.4. 
Lemma 4.4. Let p ∈ N. The K-superspace Ap is formally Noetherian.
Proof. If ̟ = ω, then OAp,x is the convergent power series ring in p indeterminates,
so m∞
Ap,x = 0 and OAp,x is itself Noetherian. If ̟ =∞, then
OAp,x/m
∞
Ap,x = KJT1, . . . , TpK
by E´. Borel’s theorem, and this is again a Noetherian ring. 
The K-superspace X = (X0,OX) is called the K-superspace associated with X0.
Any such K-superspace will be called a premanifold over (K, k) (of class C̟), and
a manifold over (K, k) (of class C̟) if X0 is a manifold (i.e. Hausdorff).
With any map ϕ0 : X0 → Y0 of C̟ of k-premanifolds of class C̟, we may
associate a morphism ϕ = (ϕ0, ϕ
♯) : X → Y of the associated K-superspaces, by
ϕ♯(f) := f ◦ ϕ0 for all f ∈ OY (U), U ⊆ Y0 open. This obviously defines a functor.
Finally, we turn to the Hadamard lemma. It is valid in each of our five categories
of premanifolds. To have an efficient formulation, we simply write Ap for the space
kp together with the sheaf OAp of K-valued functions of class C̟, and view it as a
manifold over (K, k) of class C̟.
Recall from Definition 3.21 that for any K-superspace X the sheaf of k-valued
superfunctions on X is denoted by OX,k.
Proposition 4.5 (Hadamard lemma). Let U ⊆ Ap be open. Consider functions
f1, . . . , fn ∈ OAp,k(U), and set Y :=
⋂n
j=1 f
−1
j (0). Assume that the derivatives
df1(x) . . . , dfn(x) are linearly independent at any x ∈ Y . Then any point of Y
possesses an open neighbourhood V ⊆ U such that every g ∈ OAp(V ), g(V ∩Y ) = 0,
admits a representation g =
∑n
j=1 fjgj for some gj ∈ OAp(V ). Moreover, we may
choose V such that there are C̟ functions fn+1, . . . , fp on V , for which the map
f = (f1, . . . , fp) is a C̟ diffeomorphism onto its open image.
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The following three corollaries of the Hadamard lemma describe the algebraic
nature of the sheaf OAp .
Corollary 4.6. Assume the conditions of Proposition 4.5. Take x ∈ Y , and fix
fn+1, . . . , fp as in its statement. There is an open neighbourhood V ⊆ U of x
such that for every g ∈ OAp(V ) and any N > 0, there is a unique polynomial
P =
∑
α Pα(fn+1, . . . , fp) · T
α of degree 6 N in T1, . . . , Tn, with coefficients of
class C̟, such that g − P (f1, . . . , fn) ∈ IY (V )N+1, where
IY (V ) :=
{
h ∈ OAp(V )
∣∣ h(V ∩ Y ) = 0}.
The following two special cases will be of particular importance.
Corollary 4.7 (Pointwise Hadamard lemma). Let x ∈ Ap0 and f ∈ OAp,x. For any
N > 0, there is a unique P ∈ K[T1, . . . , Tp], degP 6 N , such that
f − P (t− x) = f − P (t1 − x1, . . . , tp − xp) ∈ m
N+1
Ap,x ,
where t = (t1, . . . , tp) is the identity of A
p
0.
Corollary 4.8 (Diagonal Hadamard lemma). Let ∆ : Ap → A2p be the morphism
associated with the diagonal map. Then ∆ is a closed embedding and its ideal
I ⊆ OA2p is generated by the sections xj − yj, j = 1, . . . , p.
4.2. Leites regularity. In this subsection, we introduce affine superspace, which
is the local model for supermanifolds. Affine superspace carries a canonical system
of ‘coordinate’ functions. A natural question is to which extent morphisms to affine
superspace are determined by their action on these coordinate functions. This leads
to the concept of Leites regularity of superspaces. As we shall see in the following,
this gives rise to a remarkably robust and versatile category.
Definition 4.9 (Standard affine superspace). In what follows, we fix the fields K,
k, and the regularity class ̟ = ∞, ω. We will write Ap|q for the K-superspace
Ap×Spec
∧
(Kq)∗, where Ap is the K-superspace associated with the k-manifold kp
of class C̟, and the Weil superalgebra
∧
(Kq)∗ = K[θ1, . . . , θq] is the supercommu-
tative K-superalgebra freely generated on q odd generators. We call this the affine
superspace of dimension p|q (of class C̟ over (K, k)).
Note that Ap|0 coincides with Ap, as introduced in the previous subsection.
Notation 4.10 (Standard coordinate functions). We denote the standard coordi-
nate functions on Ap by t1, . . . , tp. Furthermore, we let θ1, . . . , θq be the standard
generators of
∧
(Kq)∗ = K[θ1, . . . , θq], considered as sections of OA0|q . We use the
same letters if ti, θj are considered as sections of OAp|q .
We abbreviate the tuple (t1, . . . , tp, θ1, . . . , θq) by (t, θ). Sometimes, we will not
wish to distinguish explicitly between even and odd members of (t, θ). In this case,
we will write the standard coordinates t = (ta) where a = 1, . . . , p+ q, and we will
not impose any particular order on the even and odd members of t. We will say
that t = (ta) is in standard order if |xa| = 0¯ for all a 6 p and |xa| = 1¯ for all a > p.
On any open U ⊆ A
p|q
0 = A
p
0, every g ∈ OAp|q(U) has a unique expression
(4.1) g =
∑
I
gIθ
I where θI := θi1 · · · θik
for I = (1 6 i1 < · · · < ik 6 q) and gI ∈ OAp(U). In particular, the θj allow us to
consider OAp ⊆ OAp|q in a distinguished fashion.
Remark 4.11. Conceivably, one might define affine superspaces modeled on more
general (topological or bornological) super-vector spaces of possibly infinite dimen-
sion. This is a potentially interesting generalisation of the theory presented here.
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The idea behind the Leites regularity of a K-superspace is to guarantee that a
morphism to a standard affine superspace is completely determined by the pullbacks
of the standard coordinates under the morphism. It turns out that it is sufficient
to demand this for the even standard coordinates.
In what follows, for given K-superspaces X and S, we write
X(S) := Hom(S,X)
for the set of morphisms S → X in the category SSpK.
Definition 4.12 (Leites regularity and subregularity). We say that a K-superspace
X is (Leites) regular (of class C̟ over (K, k)) if for any open subspace U ⊆ X , and
any p, the map
(4.2) Ap(U) = Hom(U,Ap)→ Γ(Op
U,k,0¯
) : ϕ 7→ (ϕ♯(t1), . . . , ϕ
♯(tp)),
where tj are the standard coordinate functions on A
p, is bijective. If these maps
are merely all injective, then we say that X is (Leites) subregular.
We denote the full subcategory of SSpK whose objects are the regular super-
spaces of class C̟ over (K, k) by SSp̟K,k. Notice that A
p is not the p-fold product
of A1 in SSpK, so that we are obliged to work with A
p. It will turn out that Ap is
the p-fold product of A1 in the subcategory of Leites regular superspaces.
Remark 4.13. Along the lines of Remark 4.11, it may be interesting to consider
infinite-dimensional versions of the concept of Leites regularity, where one replaces
finite tuples of superfunctions with a suitably defined set of vector-valued super-
functions, for instance using appropriate notions of tensor product or vector-valued
differentiability.
Example 4.14 (The fat point is not Leites subregular). Let X = (∗, C∞
R,0) be the fat
point, constructed in Example 3.46. We assume that k = R and ̟ =∞. We show
that X is not Leites subregular.
Indeed, let ϕ : X → A1 be the embedding constructed in loc. cit., that is,
ϕ0(∗) = 0 and ϕ♯(f) = f0, the germ of f at 0. Then ϕ♯(t) = t0.
Let T : C∞
R,0 → KJtK be the Taylor series map. By a result of Reichard [19, Satz
2], there is an algebra homomorphism φ : KJtK → C∞
R,0 such that T ◦ φ = id and φ
maps convergent power series to germs of real-analytic functions.
We define ψ : X → A1 by ψ0(∗) := 0 and ψ♯(f) := φ◦T (f). Then ψ♯(t) = t0+h,
where h is flat at 0. But since h is real-analytic, it follows that h = 0. On the other
hand, ψ♯(f) = 0 for any smooth function f that is flat at 0.
However, there are smooth functions that are flat at 0, but whose germ at 0 is
non-trivial, see Example 3.46. Hence, ϕ 6= ψ and X is indeed not Leites subregular.
The following lemma shows that for Leites regular superspaces, morphisms to
affine superspace are indeed completely described by their tuples of ‘component’
superfunctions. In fact, it shows that the category of Leites regular superspaces
is the largest subcategory of SSpK in which Leites’s morphism theorem holds:
Morphisms to Ap|q are in bijection with tuples of ‘component’ superfunctions.
Lemma 4.15. Let X be a Leites regular superspace. The following natural map is
a bijection, for any non-negative integers p and q,
A
p|q(X)→ Γ(OX,k,0¯)
p × Γ(OX,1¯)
q
ϕ 7→ (ϕ♯(t1), . . . , ϕ
♯(tp), ϕ
♯(θ1), . . . , ϕ
♯(θq)).
Proof. Since Ap|q = Ap|0 × A0|q and the statement holds for q = 0 by definition,
it is sufficient to prove it for p = 0. Observe that Γ(OA0|q ) = K[θ1, . . . , θq] is the
free supercommutative algebra generated by the odd indeterminates θi. Hence, the
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underlying map of any morphism ϕ : X → A0|q necessarily is the constant map
X0 → ∗ = (A0|q)0, and ϕ♯(P ) = P (ϕ♯(θ1), . . . , ϕ♯(θq)) for any P ∈ K[θ1, . . . , θq].

As we will see, the affine superspace Ap|q is Leites regular. This is not hard
to prove, but we derive it from more general statements below (Proposition 5.1
and Corollary 5.15). Once it has been established, Lemma 4.15 shows that in the
category of Leites regular K-superspaces, we have Ap+r|q+s = Ap|q × Ar|s.
Definition 4.16 (Charts and coordinate systems). Let X be a superspace. A local
chart is an open embedding of K-superspaces ϕ : U → Ap|q where U ⊆ X is an
open subspace. We say that ϕ is defined on U . If ϕ is defined on X , then we call
ϕ a global chart. The tuple p|q is called the (graded) dimension of ϕ.
Let ϕ be a local chart. Then the tuple
(x, ξ) := (x1, . . . , xp, ξ1, . . . , ξq) := (ϕ
♯(t1), . . . , ϕ
♯(tp), ϕ
♯(θ1), . . . , ϕ
♯(θq))
is called a system of local coordinates (defined on U). If ϕ is a global chart, we say
that (x, ξ) is a system of global coordinates.
Note that K-superspaces admitting enough charts to cover the underlying topo-
logical space are automatically Leites regular. Thus, in view of Lemma 4.15, charts
and coordinate systems are in bijection. We may and will also call p|q the (graded)
dimension of (x, ξ).
Occasionally, we will not wish to distinguish in our notation between even and
odd members of a system of local coordinates. In this case, we will instead write
x = (xa) where xa := ϕ
♯(ta), a = 1, . . . , p + q. We will say that x = (xa) is in
standard order if in its definition, (ta) is in standard order.
In view of Equation (4.1), given a system of local coordinates (x, ξ) defined on
X |U , any f ∈ OX(U) has a unique representation
(4.3) f =
∑
I
fIξ
I where ξI := ξi1 · · · ξik
and fI = x
♯(gI) for some gI ∈ OAp(ϕ0(U)), where x also denotes the morphism
X |U → Ap defined by x♯(ti) = xi. Observe that the fI are not local sections of
OX0 ; rather, they are even local sections of OX .
Although it is justifiable to write fI = gI(x1, . . . , xp), we will avoid this nota-
tion since it is prone to provoke the misunderstanding that the fI are ‘ordinary
functions’.
Example 4.17. The standard coordinate system (t, θ) on Ap|q is a global system of
coordinates, and so is its restriction to any open subspace.
Example 4.18. OnA1|2, a non-standard coordinate system is given by (t+θ1θ2, θ1, θ2),
where (t, θ1, θ2) is the standard coordinate system.
At this point it would be possible to introduce supermanifolds of class C̟ over
(K, k) as superspaces that are covered by open subsets admitting global charts.
The reason we postpone this is that at the moment, we do not have the tools
available to also define relative supermanifolds. This will be possible once we have
a good understanding of the category of Leites regular K-superspaces and its full
subcategory of locally finitely generated K-superspaces (see Section 5.3).
As the following proposition shows, in the framework of Leites regular super-
spaces, morphisms admit a simple description in terms of coordinates.
Proposition 4.19 (Morphisms vs. coordinates). Let X and Y be Leites regular K-
superspaces of class C̟ over (K, k), y = (ya) a global coordinate system in standard
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order on Y , and p|q the graded dimension of Y . Then the map
Y (X)→
{
x ∈ Γ(OX)
p
0¯
× Γ(OX)
q
1¯
∣∣ x(X0) ⊆ y(Y0)} : ϕ 7→ ϕ♯(y)
is a bijection. Here, x(X0)—and similarly, y(Y0)—stands for the set
x(X0) :=
{
(x1(o), . . . , xp(o))
∣∣ o ∈ X0} ⊆ Ap0.
Proof. The coordinate system is given by y = ψ♯(t) for a unique global chart
ψ : Y → Ap|q, and ψ is an open embedding. Let x ∈ Γ(OX)
p
0¯
× Γ(OX)
q
1¯
such that
x(X0) ⊆ y(Y0). Since Y is Leites regular, there exists by Lemma 4.15 a unique
morphism ̺ : X → Ap|q such that x = ̺♯(t).
The condition x(X0) ⊆ y(Y0) guarantees that ̺ factors uniquely through ψ to a
morphism σ : X → Y , by Proposition 2.14. In particular, σ♯(y) = ̺♯(t) = x. The
proof of the converse statement is similar. 
Observe that the sets x(X0) and y(Y0) in the statement of Proposition 4.19 are
contained in Ap0 = k
p (and not only in Kp).
Definition 4.20 (Mapping condition). Let X and Y be regular K-superspaces.
Given x = (xa) ∈ Γ(OX)p+q and a global coordinate system y = (ya) of Y such
that |xa| = |ya| for all a, the condition
(4.4) x(X0) ⊆ y(Y0)
from Proposition 4.19 is called the mapping condition on x and y.
Proposition 4.19 admits an obvious modification for coordinate systems not in
standard order. We will use it in this more general form without further notice.
4.3. Morphisms with non-standard affine target. Sometimes, it is useful to
study the affine superspaces Ap|q independent of coordinates. In this subsection, we
digress briefly to show how this can be accomplished in full generality. The basis
for this is given by the following definition.
Definition 4.21 (Super-vector spaces over (K, k)). Let V = V0¯ ⊕ V1¯ be a finite-
dimensional super-vector space over k, together with a fixed K-structure on V1¯. We
call V a (K, k)-super-vector space. For super-vector spaces V,W over (K, k), we set
HomK,k(V,W ) := (Homk(V0¯,W0¯)⊕HomK(V1¯,W1¯))
⊕ (Homk(V0¯,W1¯)⊕Homk(V1¯,W0¯)),
with the obvious k-structure on the even part and the K-structure on the odd part
obtained by acting on W1¯ in the range and on V1¯ in the argument.
In particular, we obtain the dual super-vector space over (K, k)
V ∗ := HomK,k(V, k) = Homk(V0¯, k)⊕HomK(V1¯,K).
Here, we use the K-structures on V1¯ and Homk(V1¯, k) to identify the latter canoni-
cally with HomK(V1¯,K). The even part of HomK,k(V,W ) is denoted by HomK,k(V,W ),
and its elements are called morphisms of (K, k)-super-vector spaces. We also set
V ⊗W := (V0¯ ⊗k W0¯ ⊕ V1¯ ⊗K W1¯)⊕ (V0¯ ⊗k W1¯ ⊕ V1¯ ⊗k W0¯),
with the obvious k- resp. K-structure on the even resp. odd part.
Lemma 4.22. With the above definitions, the ⊗ and Hom functors on finite-
dimensional super-vector spaces over (K, k) form a pair of adjoint functors and
k acts as the unit of ⊗.
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Proof. Let U, V,W be finite-dimensional super-vector spaces over (K, k). We have
Homk(U0¯ ⊗k V0¯,W0¯) = Homk(U0¯,Homk(V0¯,W0¯)),
Homk(U1¯ ⊗K V1¯,W0¯) = HomK(U1¯,Homk(V1¯,W0¯)),
HomK(U0¯ ⊗k V1¯,W1¯) = Homk(U0¯,HomK(V1¯,W1¯)),
HomK(U1¯ ⊗k V0¯,W1¯) = HomK(U1¯,Homk(V0¯,W1¯)).
It follows that there is a natural bijection
HomK,k(U ⊗ V,W ) = HomK,k(U,HomK,k(V,W )).
Since HomK,k(k, U) = U0¯, it follows that
HomK,k(k⊗ U, V ) = HomK,k(k,HomK,k(U, V )) = HomK,k(U, V ).
Hence, k is a tensor unit for ⊗, and the assertion follows. 
Construction 4.23 (Affine superspace of a super-vector space). Let V be a (K, k)-
super vector space. The vector space V0¯ may be considered as a k-premanifold. We
will denote the associated premanifold over (K, k) by the same letter. Let V be the
K-superspace V0¯ × Spec
∧
(V1¯)
∗. We call this the affine superspace of V . So the
reduced space V0 of V is the premanifold over (K, k) given by V0¯. The dual V
∗ is
contained in Γ(OV,k).
To state promised coordinate-free descriptions of morphisms with an affine target
cleanly, the following concepts prove useful.
Definition 4.24 (OX,k-modules). Let X be a K-superspace. Recall the sheaf OX,k
of k-valued superfunctions, where OX,k(U) ⊆ OX(U) is defined by the condition
f(x) ∈ k for all x ∈ U , for U ⊆ X0. It is a sheaf of algebras in the category of
super-vector spaces over (K, k).
An OX,k-module is a sheafM with values in the category of super-vector spaces
over (K, k), which is a gradedOX,k-module. One has an obvious notion ofmorphism
of OX,k-modules M→N . The set of all these will be denoted by HomOX,k(M,N ).
If ϕ : Y → X is a morphism of K-superspaces and M is an (OX,k)-module, then
ϕ∗M := OY,k ⊗ϕ−10 OX,k
ϕ−10 M
naturally carries the structure of an OY,k-module.
Construction 4.25 (Free OX,k-modules). LetX be a K-superspace and V a finite-
dimensional (K, k)-super-vector space. Let OX,k ⊗ V be the tensor product in the
category of super-vector spaces over (K, k). This is an OX,k-module. Similarly,
define HomK,k(V,OX,k) in the category of super-vector spaces over (K, k). Its even
part is denoted by HomK,k(V,OX,k).
An OX,k-module P is called free if it is isomorphic to OX ⊗ V , for some finite-
dimensional (K, k)-super-vector space V . It is called locally free if X0 admits an
open cover, the restrictions of P to the constituents of which are free.
We have the following canonical isomorphism of OX,k-modules,
HomK,k(V,OX,k) ∼= OX,k ⊗ V
∗.
In particular, HomK,k(V,OX,k) is a free OX,k-module.
With the help of this terminology, we can now give a coordinate-free description
of morphisms with affine target.
Corollary 4.26. Let X be a regular K-superspace and V a (K, k)-super-vector
space. Let V also denote the associated affine superspace. Then there is a bijection
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V (X) Γ
(
HomK,k(V
∗,OX,k)
)
= Γ
(
(OX,k ⊗ V )0¯
)
which is natural in X and V . Under this map,
V0¯(X) ∼= Γ
(
Homk(V
∗
0¯ ,OX,k,0¯)
)
= Γ
(
OX,k,0¯ ⊗k V0¯
)
,
V1¯(X) ∼= Γ
(
HomK(V
∗
1¯ ,OX,1¯)
)
= Γ
(
OX,1¯ ⊗K V1¯
)
.
More generally, for each open subspace U ⊆ V , there is a natural bijection
U(X) ∼=
{
f ∈ Γ(HomK,k(V
∗,OX,k))
∣∣ ∀x ∈ X0∃u ∈ U0 : f(·)(x) = 〈·, u〉}
=
{
f =
∑
ifi ⊗ vi ∈ Γ((OX,k ⊗ V )0¯)
∣∣ ∀x ∈ X0 ∃u ∈ U0 : u =∑ifi(x)vi}
Here, 〈·, ·〉 denotes the canonical pairing of V ∗ and V .
5. Singular superspaces and relative supermanifolds
This section contains our main results. Firstly, we show that Leites regularity
of superspaces is preserved under colimits and also under the passage to subspaces
and thickenings, at least if they are subregular. We then construct the subcategory
of locally finitely generated superspaces. These admit finite limits, and are stable
both under passage to tidy subspaces and Weil thickenings.
Thus, within the category of locally finitely generated superspaces, we may con-
struct the category of relative supermanifolds over a possibly singular base. This
also provides a natural framework for the study of Weil functors, which give a uni-
form description of such natural geometric objects as the even and odd tangent
bundle and higher order versions of these.
5.1. Constructions of Leites regular superspaces. So far, we have established
that Leites regularity is a desirable property for K-superspaces. However, we have
at this point not yet given any examples of superspaces with this property. In this
subsection, we will derive a number of general stability results that will furnish a
generous supply. In particular, these result imply that locally finitely generated
superspaces, defined in Subsection 5.2, are Leites regular (Proposition 5.18), vastly
generalising Leites’s Chart Theorem [15].
We start by showing that premanifolds are Leites regular. Next, we show that
Leites regularity is stable under colimits. Moreover, we investigate to which extent
it is preserved under taking subspaces and thickenings, for example, Weil thicken-
ings.
For the sake of brevity, from now on, we will drop the prefix ‘Leites’ and just
speak of ‘regular’ resp. ‘subregular’ superspaces.
Proposition 5.1 (Regularity of premanifolds). Let X be a premanifold over (K, k).
Then X is regular. In particular, Ap is regular.
For the proof, we make the following observation, which is of independent inter-
est.
Lemma 5.2. Any tidy K-superspace is subregular.
Proof. Let X be tidy and let morphisms ϕ, ψ : X → Ap be given such that ϕ♯(tj) =
fj = ψ
♯(tj). Then
tj(ϕ0(x)) = j
♯
X0
ϕ♯(tj)(x) = j
♯
X0
ψ♯(tj)(x) = tj(ψ0(x))
for any x ∈ X0 and j = 1, . . . , p, so that ϕ0 = ψ0.
Let f be a local section of OAp . Let N ∈ N and x ∈ X0 be arbitrary, and
consider the point y := ϕ0(x) = ψ0(x). By Corollary 4.7, there is a polynomial
P ∈ K[t1 − y1, . . . , tp − yp] such that (f − P )y ∈ m
N+1
Ap,y . Then
ϕ♯(f)x − ψ
♯(f)x = ϕ
♯(f − P )x − ψ
♯(f − P )x ∈ m
N+1
X,x .
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Since x andN were arbitrary andX is tidy, we conclude that ϕ♯(f)−ψ♯(f) vanishes.
It follows that ϕ♯(f) = ψ♯(f). 
Proof of Proposition 5.1. Given functions f1, . . . , fp ∈ Γ(OX,k), there is a unique
premanifold map ϕ0 : X0 → kp of class C̟ with components tj ◦ ϕ0 = fj . The
associated morphism ϕ : X → Ap (compare the remarks following Proposition 4.3)
satisfies ϕ♯(tj) = fj , proving surjectivity. All open subspaces of X are premanifolds
and hence tidy, so by Proposition 4.3, so Lemma 5.2 implies the claim. 
Corollary 5.3. Consider the functor that sends a k-premanifold of class C̟ to its
associated K-superspace. It maps open embeddings of premanifolds to open embed-
dings of K-superspaces, is fully faithful, and its image consists of the premanifolds
over (K, k) of class C̟.
Proof. Let ϕ0 : X0 → Y0 be a manifold map of class C̟ that is an open embedding
of topological spaces. The associated morphism ϕ : X → Y is an open embedding
of K-superspaces. The statement follows from Proposition 2.23 and Proposition 5.1.

Corollary 5.4 (Products of affine superspaces). Let V and V ′ be finite-dimensional
super-vector spaces over (K, k). Then A(V ⊕ V ′) is the direct product of A(V ) and
A(V ′) in the category of regular K-superspaces.
Proof. For any regular K-superspace X , there is a natural bijection
A(V ⊕ V ′)(X) = Γ
(
OX,k ⊗ (V ⊕ V
′)
)
0¯
= Γ(OX,k ⊗ V )0¯ × Γ(OX,k ⊗ V
′)0¯ = A(V )(X)× A(V
′)(X).
This proves the assertion. 
The category of regular superspaces is quite robust.
Proposition 5.5 (Colimits of regular superspaces). The full subcategory of SSpK
of regular (resp. subregular) K-superspaces is cocomplete.
Proof. Let I be a small category, F : I → SSpK a functor, and X = lim−→I
F in SSpK
(v. Proposition 2.17). Denote the canonical morphisms F (i) → X by ji. Assume
that F takes values in subregular superspaces. Let ϕ, ψ : X → Ap be morphisms
such that fk := ϕ
♯(tk) = ψ
♯(tk), k = 1, . . . , p. For any i, we form f
i
k := j
♯
i (fk).
Then (ϕ ◦ ji)
♯(tk) = f
i
k = (ψ ◦ ji)
♯(tk), k = 1, . . . , p, so by assumption, we have
ϕ ◦ ji = ψ ◦ ji. Since i was arbitrary, this shows ϕ = ψ, so X is subregular.
Assume now that F even takes values in regular superspaces, fix even super-
functions f1, . . . , fp ∈ Γ(OX,k,0¯), and form f
i
k as above. By assumption, there are
unique ϕi : F (i)→ Ap such that ϕ
♯
i(tk) = f
i
k, k = 1, . . . , p. For any χ : i→ i
′ in I,
we have
F (χ)♯(f i
′
k ) = (ji′ ◦ F (χ))
♯(tk) = j
♯
i (tk) = f
i
k
By the uniqueness, this implies ϕi′ ◦F (χ) = ϕi, so there exists a unique morphism
ϕ : X → Ap such that ϕ ◦ ji = ϕi for all i. Then j
♯
i (ϕ
♯(tk)) = ϕ
♯
i(tk) = f
i
k for any
i. This implies ϕ♯(tk) = fk, k = 1, . . . , p, in view of Remark 2.18. 
In particular, one may consider infinite versions of the affine superspaces Ap.
Notation 5.6 (Infinite affine superspace A∞). For any integers p′ > p > 0, let
jp′p : A
p → Ap
′
be the morphism induced by the map x 7→ (x, 0p′−p). Then the
family (Ap, jp′p) is an inductive system ofK-superspaces. Let A
∞ denote its colimit.
By Proposition 5.5, A∞ is a regular superspace, and by Remark 2.18, there is
an infinite sequence t1, t2, . . . ∈ Γ(OA∞,k) of coordinate functions. It is determined
by j♯p(tj) = tj for all j 6 p, where jp : A
p → A∞ are the natural morphisms.
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The proof of the following lemma is similar to that of Proposition 5.5.
Lemma 5.7. Let X be a K-superspace. Then X is regular (resp. subregular) if
and only if for each open subspace U ⊆ X, the following natural map is bijective
(resp. injective):
(5.1) A∞(U)→
∞∏
k=1
Γ(OU,k,0¯) : ϕ 7→ (ϕ
♯(t1), ϕ
♯(t2), . . . ).
We now derive an explicit description of the infinitesimal normal neighbourhoods
of the diagonal of Ap.
Notation 5.8. Let p ∈ N and ∆ : Ap → A2p be the diagonal morphism. Denote by
(Ap)(n), n ∈ N∪∞, the order n infinitesimal normal neighbourhood of Ap w.r.t. ∆.
Recall the Weil superalgebra D
p|q
n from Example 3.28, and let D
p|q
∞ := lim←−n
D
p|q
n .
Proposition 5.9 (Infinitesimal neighbourhoods of the diagonal). Let p, n ∈ N. We
have (Ap)(n) = Ap×SpecD
p|0
n , so that O(Ap)(n) = OAp ⊗ D
p|0
n . The latter statement
also holds for n =∞, so that O(Ap)(∞) = OApJT1, . . . , TpK.
Proof. Let us first assume that n is finite. We let fj := xj − yj for j = 1, . . . , p
and fj := xj−p for j = p+ 1, . . . , 2p. Then the assertion follows immediately from
Corollary 4.6. The superspaces (Ap)(n) form an inductive system for fixed p. Since
OAp⊗D
p|0
∞ is the projective limit of OAp⊗D
p|0
n , for any p, the assertion follows. 
We now investigate when the regularity of K-superspaces is inherited by sub-
spaces. To that end, consider the following definition.
Definition 5.10 (Local factorisation). Let f : X → Y , h : X → Z be morphisms of
K-superspaces. We say that h locally factors through f resp. locally factors uniquely
if there are open covers Xi, Yi of X , Y such that Xi ⊆ f−1(Yi) and h : Xi → Z
factors resp. factors uniquely through f : Xi → Yi, for any i.
Proposition 5.11 (Regularity of subspaces). Let j : Y → X be a k-valued embed-
ding of K-superspaces where X is regular. The following are equivalent:
(i) The K-superspace Y is regular;
(ii) morphisms from open subspaces of Y to Ap locally factor through j; and
(iii) the K-superspace Y is subregular.
The equivalent conditions hold if j : Y → X is locally retractable.
The proof uses the following lemma, which is based on ideas from the theory of
ideals of C∞-algebras, v. [18, Chapter I, Proposition 1.2].
Lemma 5.12. Let X be regular, ϕ : Y → X and φ, ψ : X → Ap be morphisms of
K-superspaces. If (φ ◦ ϕ)♯(ti) = (ψ ◦ ϕ)♯(ti), for i = 1, . . . , p, then φ ◦ ϕ = ψ ◦ ϕ.
Proof. Since X is regular, we may define ̺ : X → A2p by the requirement that
̺♯(xi) = φ
♯(ti) and ̺
♯(yi) = ψ
♯(ti). Similarly, since A
2p is regular, there are unique
morphisms p1, p2 : A
2p → Ap such that p♯1(ti) = xi and p
♯
2(ti) = yi. Obviously,
p1 ◦ ̺ = φ and p2 ◦ ̺ = ψ, where again, we have used the regularity.
Now, let k ∈ OAp(W ) where W ⊆ A
p
0 is open. According to Corollary 4.8, there
exist functions ki defined on some open neighbourhood of ∆0(W ) ⊆ A
p
0 × A
p
0 with
p♯1(k)− p
♯
2(k) =
∑p
i=1
(xi − yi)ki.
We thus compute
φ♯(k)− ψ♯(k) = ̺♯(p♯1(k)− p
♯
2(k)) =
∑p
i=1
(φ♯(ti)− ψ
♯(ti))̺
♯(ki),
so ϕ♯φ♯(k) = ϕ♯ψ♯(k). Since k was arbitrary, we have φ ◦ ϕ = ψ ◦ ϕ. 
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Proof of Proposition 5.11. We may assume that j is a closed embedding, and by
passing to open subspaces, it is sufficient to consider the maps Ap(Y )→ Γ(OY,k,0¯)
p.
Let f1, . . . , fp ∈ Γ(OY,k,0¯). There exist an open cover (Ui) ofX0 and even superfunc-
tions gij ∈ OX,0¯,k(Ui), j = 1, . . . , p, such that j
♯(gij) = fj|Vi , where Vi := j
−1
0 (Ui).
By the assumption on X , there are morphisms ϕi : X |Ui → A
p such that
ϕ♯i(tj) = gij . In view of Lemma 5.12, the morphisms ϕk ◦ j and ϕℓ ◦ j coincide
on Y |Vk∩Vℓ . Hence, by Proposition 2.23, there is a morphism ϕ : Y → A
p such that
ϕ = ϕi ◦ j on Y |Vi . In particular, we have ϕ
♯(tj) = fj. Hence, the canonical map
Ap(Y )→ Γ(OY,k,0¯)
p is surjective for any p, and (i) and (iii) are equivalent.
On the other hand, let ψ : Y → Ap be another morphism such that ψ♯(tj) = fj ,
and assume that ψ locally factors through j. Possibly after refining the open cover
(Ui), ψ : Y |Vi → A
p factors through j : Y |Vi → X |Ui to morphisms ψi : X |Ui → A
p.
Then hij := ψ
♯
i (tj) satisfies j
♯(hij) = fj|Vi . Applying Lemma 5.12 and Proposi-
tion 2.23 again, we find that ψ = ϕ.
Hence, if any morphism from an open subspace of Y to Ap locally factors through
j, then Y is regular. In particular, (ii) implies (i). Conversely, assume that Y is
regular, and let ϕ : Y → Ap be a morphism. (By the definition of regularity, we
may assume that ϕ is defined on all of Y .) Let fj := ϕ
♯(tj) and (Ui), (Vi), gij be as
above. Define ϕi : X |Ui → A
p by the condition ϕ♯i(tj) = gij . Then the regularity
of Y shows that ϕ = ϕi ◦ j on Y |Vi , so that ϕ locally factors through j.
Finally, if j : X → Y is locally retractable, then (ii) clearly holds. 
Corollary 5.13. Let p, n ∈ N ∪∞. The K-superspaces (Ap)(n) are regular.
Proof. In view of Proposition 5.5, and because inductive limits commute, it is
sufficient to prove this for p and n finite. Let I be the ideal of ∆, so that the ideal
of the morphism ∆(n) : (Ap)(n) → A2p induced by ∆ is In+1.
In view of Proposition 5.11 and Lemma 5.2, it will be sufficient to prove that
(Ap)(n) is tidy. But this is immediate from Proposition 5.9 and Proposition 3.41. 
Here is a partial converse of the previous proposition.
Proposition 5.14 (Regularity of thickenings). Let X and Y be K-superspaces
where X is subregular, and j : Y → X be a locally retractable thickening of finite
girth. If Y is regular, then so is X.
Proof. In view of Proposition 2.23, the question is local, so that we may assume,
by passing to an open subspace, that j admits a retraction r : X → Y and is
of finite girth N . Then X = Y (N), where Y (n) denotes the normal infinitesimal
neighbourhood of Y in X of order n.
Let f1, . . . , fp ∈ Γ(OX,k,0¯) and set gj := j
♯(fj). Denote by ϕ : Y → Ap the
unique morphism such that ϕ♯(tj) = gj, and set εj := r
♯(gj)− fj. Since j
♯(εj) = 0,
the εj are by assumption nilpotent elements of Γ(OX). By Proposition 5.9, we may
define a morphism ψ∞ : X → (Ap)(∞) by setting ψ∞0 := ϕ0 and for any h ∈ OAp(U)
ψ∞♯(hTα) := r♯(ϕ♯(h))εα,
where we use the familiar multi-index notation.
Let rn
A
: (Ap)(n) → Ap be the morphism ∆(n) : (Ap)(n) → A2p, composed with
the projection p2 : A
2p → Ap. We define the morphism ψ := r∞
A
◦ ψ∞ : X → Ap.
Then r∞♯
A
(tj) = yj = xj − 1 · (xj − yj). Considered as a section of OApJT1, . . . , TpK,
the latter quantity equals tjT
0 − Tj. Hence,
ψ♯(tj) = r
♯(gj)− εj = fj ,
so ψ meets the requirements. Since X is subregular, it is regular. 
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Corollary 5.15 (Regularity of Weil thickenings). Let X be a tidy regular K-
superspace and A a Weil K-superalgebra. Then the Weil thickened K-superspace
XA is regular. In particular, SpecA itself and any Weil thickening of Ap is regu-
lar.
Proof. By Proposition 3.41, XA is tidy. By Lemma 5.2, XA is subregular. Hence,
Proposition 5.14 applies, and the assertion follows, in view of Proposition 5.1. 
Remark 5.16. Since by Proposition 5.9, (Ap)(n) is a Weil thickening of Ap, Corol-
lary 5.15 furnishes an alternative derivation of Corollary 5.13.
Moreover, Corollary 5.15 implies that supermanifolds (to be defined below) are
regular. We shall presently see an alternative proof (Proposition 5.18).
5.2. Locally finitely generated superspaces. The regular spaces we have con-
sidered so far have many desirable permanence properties under the assumption
that subregularity is preserved. However, subregularity is not automatically pre-
served under thickenings and embeddings, and relatedly, (fibre) products do not
exist.
We will now single out the full subcategory of locally finitely generated super-
spaces, which turns out to be better behaved on both accounts: it is stable under
Weil thickenings and admits fibre products.
Definition 5.17 (Finitely generated superspaces). Let X be a K-superspace. If
there exists a tidy embedding j : X → Ap|q, then X is called finitely generated.
It is called locally finitely generated if it admits a cover by finitely generated open
subspaces.
Proposition 5.18 (Finite generation implies tidiness). Let X be a locally finitely
generated K-superspace. Then X is tidy, and hence, regular.
In the proof, we need the following lemma for the case of k 6= K.
Lemma 5.19. Let X be a formally Noetherian tidy R-superspace. If X is regular
over (R,R), then XC is regular over (C,R).
Proof. Let XN be the tidying of the Nth order infinitesimal normal neighbourhood
of jX0 : X0 → X . Proposition 5.11 applies, so that the XN are regular. By Pro-
position 3.52, X = lim
−→N
XN . Since complexification is a right adjoint functor by
Construction 2.9, it preserves colimits. Thus, in view of Proposition 5.5, we may
assume, without loss of generality, that X has finite girth N (say). Moreover, we
may assume that X is even.
Let Y := XC. By Lemma 5.2, Y is subregular over (C,R). On the other hand, we
have OY,R = OX ⊕ iNX , so for f = (fa) ∈ Γ(O
p
Y,R), we may decompose f = g + h
where ga ∈ Γ(OX) and ha ∈ Γ(iNX). Let ϕ : X → Ap be the unique morphism
of R-superspaces such that ϕ♯(ta) = ga, where we denote by A
p the p-dimensional
(R,R)-affine superspace.
Define ψ : Y → (Ap)C by ψ0 := ϕ0 and ψ♯(k) :=
∑
|α|6N
1
α!ϕ
♯
(
∂|α|k
∂tα
)
hα. By the
Leibniz rule, and because the girth of Y is N , this indeed defines a morphism, and
clearly ψ♯(ta) = ga + ha = fa, so Y is regular over (C,R). 
Proof of Proposition 5.18. We may assume without loss of generality that there is
an embedding j : X → Ap|q with ideal I. By Proposition 3.42, X is tidy, since
this is a local property. In particular, on applying Lemma 5.2, we see that X is
subregular.
To show that X is in fact regular, let us first assume that K = k, so that any
embedding is k-valued. In this case, Proposition 5.11 applies, so that by Corol-
lary 5.15, we find that X is regular, as claimed.
SINGULAR SUPERSPACES 33
To prove the claim in general, only the case of (K, k) = (C,R) remains to be
considered. Let Y be the affine superspace over (R,R) of dimension p|q, so that
YC = A
p|q. Let Ir := I ∩ OY and jr : Xr → Y be the embedding of R-superspaces
defined by this ideal. Clearly, the ideal Ir is tidy, so that the R-superspace Xr is
(R,R)-regular by the arguments above.
By Lemma 3.36 and Lemma 3.37, Xr is formally Noetherian, so Lemma 5.19
applies, and we see that (Xr)C is regular. Plainly, there exists a natural surjection
OXr ⊗ C→ OX , and this induces a thickening X → (Xr)C. On applying Proposi-
tion 5.11 to it, we arrive by the desired conclusion. 
Remark 5.20. Proposition 5.18 implies in particular that supermanifolds (to be
defined below) are regular, a classical result due to Leites [6, 15, 20]. Note that it
furnishes an alternative derivation thereof. Leites’s method of proof is closer to
that followed in Proposition 5.14 and Corollary 5.15.
Corollary 5.21 (Finite generation and affine embeddings). Let X be finitely gen-
erated. Then X × SpecA admits a tidy embedding into some Ap|q, for any Weil
K-superalgebra A.
Proof. It suffices to show that any Ar × SpecA, where A is a Weil K-superalgebra,
can be embedded into some Ap+r|q.
Since A is finitely generated by nilpotent elements, there exists a surjective
homomorphism from B ⊗ C onto A, where C := K[Θ1, . . . ,Θq] and
B := K[T1, . . . , Tp]/(T
α1
1 · · ·T
αp
p |α1 + · · ·+ αp = N),
for some non-negative integers p, q, and N , and even resp. odd indeterminates Ti
resp. Θj . We may assume A = B⊗C. Since SpecC = A0|q, we may assume A = B.
Define ϕ : Ar×SpecA→ Ap+r by letting ϕ0 := idkr × 0 and ϕ♯ be the canonical
projection OAp+r → OAp+r/I
N where I(U) := OAp+r(U) if U ∩ (k
r × 0) = ∅ and
I(U) :=
{
f ∈ OAp+r(U)
∣∣ f(U ∩ (kr × 0)) = 0}
otherwise. Then by Corollary 4.6, ϕ−10 (OAp+r/I
N ) ∼= OAr ⊗ A. Thus, ϕ is indeed
a well-defined embedding Ar × SpecA→ Ap+r. 
Corollary 5.22 (Locally finite generation of Weil thickenings). The category of
(locally) finitely generated K-superspaces is stable under Weil thickenings.
Proof. Let ϕ : X → Ap×SpecA be a tidy embedding and B a Weil K-superalgebra.
Applying the functor (−)B = (−)× SpecB, we obtain by Proposition 3.31 a mor-
phism ϕB : XB → Ap × Spec(A ⊗ B). Evidently, it is an embedding. By Pro-
position 5.18, X is tidy, hence, so is XB, by virtue of Proposition 3.41. Then
Corollary 3.45 shows that ϕB is tidy. 
Corollary 5.23 (Characterisation of finite generation). Let X be a K-superspace.
The following are equivalent:
(i) X is locally finitely generated;
(ii) X is tidy and admits an open cover by subspaces embeddable into Ap×SpecA,
for some integers p and Weil K-superalgebras A;
(iii) X is tidy and admits an open cover by subspaces embeddable into Ap|q, for
some integers p and q.
Proof. We have (i) ⇒ (ii) by Proposition 5.18, and (ii) ⇒ (iii) by Corollary 5.21.
Finally, (iii) ⇒ (i) follows from Corollary 3.45. 
Proposition 5.24 (Finite generation of reduction, body, and even part). Let X
be locally finitely generated. Then so are X0, X0¯, and X
0¯.
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Proof. We may assume that X is finitely generated, so that, taking Corollary 5.21
into consideration, there is a tidy embedding ϕ : X → Ap|q. Then (Ap|q)0 =
(Ap|q)0¯ = A
p is reduced and, in particular, even.
Since ϕ ◦ jX0¯ = j(Ap|q)0¯ ◦ϕ0¯ is an embedding, ϕ0¯ : X0¯ → A
p is an embedding, by
Proposition 3.20. Similarly, so is ϕ0 : X0 → Ap.
Since X0 is reduced, it is tidy, and so finitely generated, by Corollary 5.23.
Reasoning similarly, it remains to be shown that the identity of X0¯ is tidy, and to
that end, it is sufficient that the embedding ϕ0¯ be tidy, by Proposition 3.42.
So, let I denote the vanishing ideal of ϕ and J that of ϕ0¯. Fix f ∈ OAp(U)
such that fx ∈ Jx + m
N
Ap,x for all x ∈ U ∩ ϕ0(X0), N ∈ N. We may consider
local sections OAp as local sections of of OAp|q , as in Notation 4.10. The sheaf map
OAp → OAp|q considered there is local on the stalks. Thus, if fx = gx + hx where
gx ∈ Jx and hx ∈ mNAp,x, then hx ∈ m
N
Ap|q,x
. Moreover, ϕ♯(gx) = ϕ
♯
0¯
(gx) = 0, so that
fx ∈ Ix +mNAp|q,x for all x ∈ U ∩ ϕ0(X0). By the assumption on ϕ, this implies
that ϕ♯(f) = 0, and in particular, ϕ♯
0¯
(f) = 0, proving the claim.
Finally, we consider the case of the even part. Firstly, let A be the even part of
the Grassmann algebra OA0|M . Then
A = K
[
tij
∣∣ 1 6 i < j 6M]/I , where I := (tijtkℓ ∣∣ {i, j} ∩ {k, ℓ} 6= ∅).
This is an even Weil K-algebra, and in case X = AN |M , we haveX 0¯ = AN×SpecA.
Applying Corollary 5.22, we find that X 0¯ is finitely generated in this case. It
follows from the definitions that X 0¯ is tidy if X is. Thus, according to the above
statements about embeddings, Corollary 3.45, and the definitions, X 0¯ is locally
finitely generated if X is. 
Proposition 5.25 (Products of finitely generated superspaces). Let X and Y
be (locally) finitely generated. Then X × Y exists in the category of tidy regular
superspaces, and is (locally) finitely generated.
Proof. The question is local. So, passing to open subspaces, assume that em-
beddings i : X → Ap × SpecA and j : Y → Ar × SpecB are given, with the
corresponding vanishing ideals I and J . Clearly,
W := Ap × SpecA× Ar × SpecB ∼= Ap+r × Spec(A⊗B)
exists in the category of regular superspaces. Let U ⊆ Ap0 × A
r
0 be open such
that (i0 × j0)(X0 × Y0) is closed in U , and K be the ideal of OW |U generated by
p♯1(I) and p
♯
2(J ). Define the K-superspace Z := (Z0,OZ) by Z0 := X0 × Y0 and
OZ := (i0 × j0)−1
(
OW |U/K
)
, together with the canonical embedding k : Z → W .
Let t : Z◦ → Z be the tidying of Z. Then k◦ := k ◦ t is an embedding and Z◦ is
finitely generated by Corollary 5.23.
We have (p1 ◦ k◦)♯(I) = 0 and (p2 ◦ k◦)♯(J ) = 0. Hence, the morphisms p1 ◦ k◦
and p2 ◦ k◦ factor uniquely through i and j, respectively, giving rise to morphisms
π1 : Z
◦ → X and π2 : Z◦ → Y .
Let R be a tidy regular superspace, and φ : R → X , ψ : R → Y be morphisms.
Since R is regular, ϕ := (i ◦ φ, j ◦ ψ) : R → W exists. Since (p1 ◦ ϕ)♯(I) = 0
and (p2 ◦ ϕ)♯(J ) = 0, we have ϕ♯(K) = 0. Moreover, ϕ0(R0) ⊆ k0(Z0), so ϕ
factors uniquely through k, and since R is tidy, it factors uniquely through k◦, by
Proposition 3.47. Denote the resulting morphism R→ Z◦ by ̺.
We have i ◦ π1 ◦ ̺ = p1 ◦ k◦ ◦ ̺ = p1 ◦ ϕ = i ◦ φ, so that π1 ◦ ̺ = φ. Similarly,
π2 ◦ ̺ = ψ. Let σ : R → Z
◦ be another morphism such that π1 ◦ σ = φ and
π2 ◦ σ = ψ. Then k◦ ◦ σ = (i ◦ φ, j ◦ ψ) = k◦ ◦ ̺, and it follows that σ = ̺. 
Remark 5.26. Given arbitrary finite-dimensional super-vector spaces V and V ′ over
(K, k), the affine superspace A(V ⊕ V ′) is the direct product of A(V ) and A(V ′)
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in the category of locally finitely generated K-superspaces. The superspaces in
question are locally finitely generated, so the assertion is immediate from Corol-
lary 5.4.
Corollary 5.27 (Limits of finitely generated superspaces). The category of locally
finitely generated K-superspaces is finitely complete, i.e. all finite limits exist.
Proof. Since Ap is Hausdorff, any locally finitely generated K-superspace is locally
Hausdorff. Hence, the equaliser Z of morphisms φ, ψ : X → Y locally finitely
generated K-superspaces exists in the category of tidy K-superspaces, owing to
Proposition 3.53.
Such a Z is tidy, and locally admits embeddings into Ap × SpecA, since so does
X . These embeddings are necessarily tidy, by Corollary 3.45, so Z is locally finitely
generated. The claim follows from Proposition 5.25 and standard facts [16]. 
The corollary allows to introduce the following notation.
Notation 5.28 (Fibre products and fibres). Let ϕ : X → Z and ψ : Y → Z be
morphisms of locally finitely generated superspaces. By virtue of Corollary 5.27,
the fibred product X ×Z Y exists in the category of locally finitely generated su-
perspaces.
In particular, if ψ is the inclusion of a point z ∈ Z0 (Y = ∗ and ψ0(∗) = z),
the fibre product is denoted by ϕ−1(z) or Xz. It is called the fibre at z of ϕ (or of
X/Z).
A useful fact is that embeddings are preserved by fibre products.
Corollary 5.29 (Fibre products of embeddings). Let j1 : X1/S → Y1/S and
j2 : X2/S → Y2/S be (open) embeddings in SSp
lfg
S . Then the induced morphism
j1 ×S j2 : X1 ×S X2 → Y1 ×S Y2 is an (open) embedding.
If j1 and j2 are closed and S is Hausdorff, then it is closed. In this case, if J1
denotes the ideal of j1 and J2 that of j2, then the ideal of j1 ×S j2 is the tidying of
the ideal generated by p♯1(J1) and p
♯
2(J2).
Proof. Firstly, composites of embeddings are embeddings. Secondly, we observe
that if f ◦ g is an (open resp. closed) embedding, then so is g, a fact that follows
directly from the definitions. Since equalisers in SSplfg
K
are embeddings by Propo-
sition 3.53, we may reduce to the case of S = ∗.
Direct products of topological embeddings are embeddings. By the construction
of products, this reduces the question to a local one. Therefore, we may assume
that Y1 = A
p1|q1 , Y2 = A
p2|q2 . But then the claim follows by construction. 
We note another corollary to Proposition 5.25.
Corollary 5.30 (Reduction, body, and even parts of (co)limits). The reduction and
body functors preserve limits in SSplfg
K
. The even part functor preserves colimits.
Proof. By Proposition 5.24, all three functors are endofunctors of SSplfg
K
. Reduc-
tion is right adjoint to the inclusion of the full subcategory of reduced superspaces
in SSplfg
K
by Proposition 3.11. The body functor is right adjoint to the inclusion of
the full subcategory of even superspaces in SSplfg
K
by Proposition 3.14. Finally, the
even part functor is left adjoint to that same inclusion by Proposition 3.17. Since
right (resp. left) adjoints preserve limits (resp. colimits), the assertion follows. 
We end this subsection by a discussion of morphisms and coordinates in the
framework we have introduced. We will discuss the meaning of morphisms from
Weil thickened superspaces to a regular superspace with a global chart.
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Scholium 5.31 (Morphisms and products). Let S be a locally finitely generatedK-
superspace, and A a Weil K-superalgebra. Consider the Weil thickened superspace
SA = S×SpecA with structure sheaf OSA = OS⊗A, defined in Construction 3.29.
By Corollary 5.22, SA is again locally finitely generated. Recall that (SA)0 = S0.
On one hand,
j♯
(SA)0
(f ⊗ 1) = j♯S0(f) for all f ∈ OS(U);
on the other hand, j♯(SA)0 = 0 on OS ⊗m.
Let X be a regular K-superspace with a global system of coordinates x = (xa)
with a = 1, . . . , p+ q = n. Then X is isomorphic to an open subspace of Ap|q. By
Proposition 4.19, the set X(SA) of all ϕ : SA → X is in natural bijection with{
s = (sa) ∈ (Γ(OS)⊗A)
n
∣∣∣ |sa| = |xa| , s(S0) ⊆ x(X0)},
where n := p+ q. Under the bijection, ϕ maps to s if and only if s = ϕ♯(x).
Now, let m := k + ℓ, where dimm = k|ℓ, and choose a homogeneous basis
e1, . . . , em of m. For any index a, we may write
sa = s
0
a ⊗ 1 +
m∑
b=1
sba ⊗ e
b,
with unique sba ∈ Γ(OS), b = 0, . . . ,m. Since j
♯
(SA)0
(sba ⊗ e
b) = 0 for b > 0, we have
(5.2) X(SA) ∼=
{
(sba)
∣∣ |sba| = |xa|+ |eb|, s0(S0) ⊆ x(X0)},
where we agree to write e0 := 1, and sb := (sba)a=1,...,n for b = 0, . . . ,m. Observe
that here, the mapping condition only concerns s0.
From now, we assume that either K = k or pk + qℓ = 0. The latter condition
means that either X is purely even and m is purely odd, or vice versa, so that all
of the sba with b > 0 are odd. Both conditions guarantee that the s
b
a are k-valued.
Applying Proposition 4.19, the tuple s0 corresponds to a morphism ϕ0 : S → X ,
and sb, for b > 0, corresponds to a morphism ϕb : S → Ap|q if |eb| = 0¯, and to a
morphism ϕb : S → Aq|p otherwise. The correspondences are given via
s0 = (ϕ0)♯(x) and sba =
{
(ϕb)♯(t) |eb| = 0¯,
(ϕb)♯(Πt) |eb| = 1¯.
Here, t = (ta) denotes the standard coordinate system of A
p|q, and Πt denotes the
standard coordinate system of Aq|p.
In summary, we have for dimX = p|q and dimA = (k + 1)|ℓ a bijection
(5.3) X(SA) ∼= X(S)× Ap|q(S)k × Aq|p(S)ℓ =
(
X × Akp+ℓq|kq+ℓp
)
(S)
which depends on the choice of a (global) coordinate system on X .
In this form, the bijection, however, also depends on the choice of a homogeneous
basis of m; only the first component is entirely canonical.
To give a bijection, which only depends on the choice of the coordinate sys-
tem (xa) on X , consider the affine superspace A(m
p|q) associated with the super-
vector space mp|q := m ⊗ Kp|q. The data (sba)b>0 correspond to a morphism
ϕ+ : S → A(mp|q) via sba = ϕ
+♯(eb ⊗ ta). We obtain a bijection
(5.4) X(SA) ∼= X(S)× A
(
m
p|q
)
(S) =
(
X × A
(
m
p|q
))
(S),
where ϕ and (ϕ0, ϕ+) are related by
(5.5) (id⊗ ε)(ϕ♯(f)) = ϕ0♯(f), (id⊗ µ)(ϕ♯(xa)) = ϕ
+♯(µ⊗ ta);
here, ε : A → K is the unique algebra morphism, and f ∈ OX(U), µ ∈ m∗ are
arbitrary. The obtained bijection is natural in S and the pairs (X, (xa)).
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As we have seen, the second half of Scholium 5.31 is valid only in the cases of
K = k or pk + qℓ = 0. Retaining the above notation, let us discuss why this is so.
On one hand, morphisms SA → X correspond to tuples (sba) of superfunctions
where s0a are k-valued, whereas the s
b
a are arbitrary. On the other hand, for any
super-vector space V over (K, k), morphisms S → X × A(V ) correspond to tuples
of superfunctions, each of which is k-valued. The distinction vanishes when K = k,
but otherwise (in the cs case), it is an indelible fact (if V is sufficiently general).
Although not widely noticed, it has been recorded in the literature, see Ref. [6,
Example 4.9.5].
However, using the language of functors, this can be overcome, at the expense
of leaving the category SSplfg
K
. We now present this in detail.
Scholium 5.32 (Morphisms and products in the cs case). Retain the notation
from Scholium 5.31. For any finite-dimensional super-vector space V over K, we
define the set-valued cofunctor AK(V ) on SSplfg
K
by
(5.6) AK(V )(T ) := Γ
(
(OT ⊗ V )0¯
)
, T ∈ SSplfg
K
.
We call AK(V ) the K-valued affine superspace functor. Whenever K = k, then
AK(V ) is represented by A(V ), by Proposition 4.19. Otherwise, it is in general not
representable in SSplfg
K
. By the discussion in Scholium 5.31 ending in Equation
(5.2), we have
(5.7) X(SA) ∼= X(S)× Γ
(
(OS ⊗m
p|q)0¯
)
=
(
X × AK(mp|q)
)
(S)
The product is in the category
[(
SSp
lfg
K
)op
,Sets
]
of set-valued cofunctors on SSplfg
K
.
Moreover, recall that m denotes the maximal ideal of A and mp|q = m⊗K Kp|q.
Explicitly, the bijection is given by mapping
ϕ 7→
(
ϕ0, ϕ+1, . . . , ϕ+(p+q)
)
where ϕ+a ∈ Γ((OS ⊗m)0¯) are such that
(5.8) ϕ♯(xa) = s
0
a ⊗ 1 + ϕ
+a, ϕ0♯(xa) = s
0
a.
The bijection in Equation (5.7) generalises that in Equation (5.4), in that for K = k,
it coincides with the latter. In any case, it is natural in S and the pairs (X, (xa))
of superspaces with global coordinate systems.
5.3. Relative supermanifolds. In this section, we can finally introduce relative
supermanifolds. In what follows, let S be a locally finitely generated K-superspace.
We denote by SSplfgS the full subcategory of SSpS consisting of all X/S which are
locally finitely generated as K-superspaces. In the case of S = ∗, we write SSplfg.
In this, we are assuming that K, k and ̟ are understood. If this is not the case,
we will write SSp̟,lfg
K,k,S and SSp
̟,lfg
K,k , respectively.
Definition 5.33 (Relative affine superspace). We let A
p|q
S := S×A
p|q, the product
of locally finitely generated superspaces. Let t = (ta) be the standard coordinate
system on Ap|q. By abuse of notation, the collection (p♯2(ta)) of superfunctions on
A
p|q
S will again be denoted by t = (ta).
We call this system of superfunctions the standard fibre coordinate system and
say it is in standard order if the original system of superfunctions on Ap|q was. We
will also denote this by (t, θ) if we wish to see the parity explicitly.
Proposition 5.34 (Morphisms with relative affine target). Let X/S be a relative
K-superspace in SSplfgS . There is a natural bijection
HomS
(
X,A
p|q
S
)
→
{
(ϕa) ∈ Γ(OX)
p+q
∣∣ ∀a : |ϕa| = |ta|} : ϕ 7→ ϕ♯(t).
Proof. Since X is regular, it suffices to remark that there is a natural bijection
HomS(X,S × Y ) = Hom(X,Y ) for locally finitely generated K-superspaces Y . 
38 ALLDRIDGE, HILGERT, AND WURZBACHER
Definition 5.35 (Fibre charts and fibre coordinate systems). LetX/S be a relative
K-superspace in SSplfgS and U ⊆ S an open subspace. By Proposition 2.21, X×SU
exists and is an open subspace of X . Let V be an open subspace of X ×S U .
A local fibre chart (defined on V/U) is then by definition an open embedding
ϕ : V/U → A
p|q
U /U . If V = X , then we call ϕ a global fibre chart. The tuple p|q is
called the (graded) fibre dimension of ϕ.
Let ϕ be a local fibre chart. The tuple (x, ξ) := ϕ♯(t, θ) (also denoted by x =
(xa) := ϕ
♯(ta)) is called a system of local fibre coordinates (defined on V/U). If ϕ
is a global chart, we call it a system of global fibre coordinates. Due to Proposi-
tion 5.34, fibre charts and fibre coordinate systems are in bijection. We will also
call p|q the (graded) dimension of (x, ξ).
Given a system of local fibre coordinates (x, ξ) defined on V/U , any f ∈ OX(V0)
has a unique representation
(5.9) f =
∑
I
fIξ
I , where ξI := ξi1 · · · ξik
and fI = x
♯(gI) for some gI ∈ OAp
U
(ϕ0(V0)). Here, by abuse of notation, x denotes
the morphism V/U → ApU/U determined by x
♯(tj) = xj .
Proposition 5.34 and Definition 5.35 at once give the following.
Corollary 5.36 (Relative morphisms vs. fibre coordinates). Let X/S and Y/S be
in SSplfgS and y = (ya) a global fibre coordinate system in standard order on Y .
The following map is a bijection:
HomS(X,Y )→
{
x ∈ Γ(OX)
p
0¯
× Γ(OX)
q
1¯
∣∣ x(X0) ⊆ y(Y0)} : ϕ 7→ ϕ♯(y).
Definition 5.37 (Relative supermanifolds). Let X/S be in SSplfgS . If, for every
point x ∈ X0, there exist an open subspace V/U of X/S such that x ∈ V0 and a
local fibre chart of X/S defined on V/U , then X/S is called a super-premanifold
over S. If in addition, X0 is a Hausdorff topological space, then X/S is called a
supermanifold over S. In case S = ∗, X is simply called a supermanifold.
By reason of Corollary 5.3, the graded dimensions of all local fibre charts at
x ∈ X0 are identical. We denote their common value by dimS,xX and call this the
(graded) fibre dimension at x. For S = ∗, we simply write dimxX and speak of the
(graded) dimension at x. If dimS,xX (resp. dimxX) is independent of x, then we
say that X has pure (fibre) dimension.
The full subcategory of SSpS whose objects are the supermanifolds over S is
denoted by SManS . For S = ∗, we write SMan. If K, k, and̟ are not understood,
we write SMan̟K,k,S and SMan
̟
K,k, respectively.
If S is a supermanifold, then in the literature [6,15], supermanifolds over S have
been previously considered, under the name of families of supermanifolds.
Lemma 5.38. Let X/S be a super-premanifold over S. When S is a super-
premanifold, then so is X, and dimxX = dims S+dimS,xX, for pX,0(x) = s ∈ S0.
Proof. The question is local, and Ar|s × Ap|q = Ap+r|q+s. 
Lemma 5.39. Let X be a super-premanifold over S. Then X0 resp. X0¯ is a super-
premanifold over S0 resp. S0¯. If S = ∗, then X0 = X0¯.
Proof. The statements are local, and for A
p|q
S , they follow from Corollary 5.30. 
Proposition 5.40 (Gluing of supermanifolds). Let (Ui, Xi/Ui, ϕij) be gluing data
for super-premanifolds over S. The glued superspace X/S is a super-premanifold
over S. Moreover, if S and the Xi are paracompact, then so is X.
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Proof. The existence of X/S follows from Proposition 2.23. Since we have isomor-
phisms Xi/Ui → (X ×S Ui)/Ui, it is clear that X possesses an open cover by local
fibre charts, so that it is a super-premanifold over S.
To establish the paracompactness assertion, we drop the subscripts (−)0 and
work in the category of topological spaces. Let X be the space obtained by gluing
the Xi, and p : X → S the projection. Let V = (Vj) be an open cover of X . Since p
is open and S is paracompact, we may by passing to a refinement assume that (Ui)
is locally finite and each p(Vj) is contained in some Ui. This gives open covers Vi of
Xi such that V =
⋃
i Vi. Replacing each of the Vi by a locally finite open refinement,
we obtain a locally finite open refinement of V . Hence, X is paracompact. 
Proposition 5.41 (Base change of relative supermanifolds). Let X/S be a super-
premanifold over S and T/S be in SSplfgS . Then X ×S T is a super-premanifold
over T , called the base change of X/S. If (xa) is a local fibre coordinate system on
X/S, then (p♯1(xa)) is a local fibre coordinate system on (X ×S T )/T . If X/S and
T/S are supermanifolds over S, then X ×S T is a supermanifold over T and over
S.
Proof. For the first statement, it suffices to observe A
p|q
S ×S T = A
p|q
T . As to the
second, we remark that X0 ×S0 T0 is Hausdorff in case X0, T0 are. 
Corollary 5.42. Finite products in SSplfgS preserve SManS.
5.4. Weil functors. In this subsection, we construct the Weil functors, and rela-
tive versions thereof. These furnish a uniform framework for the study of (relative)
even and odd tangent bundles, and their higher order versions. Originally, Weil
functors were defined by A. Weil [21] in the case of ordinary manifolds. For super-
manifolds, they were introduced by Balduzzi–Carmeli–Fioresi [2]. We show that
they (and their relative versions) exist as relative fibre bundles and arise as (rela-
tive) inner homs on the category SSplfg
K
. This point of view is very efficient, as was
originally noticed by Kontsevich for the odd tangent bundle in his seminal paper
[14].
In the following, we use some standard category theory facts and terminology
extensively. We refer the reader to Ref. [16].
Definition 5.43 (Relative inner homs). Let C be a finitely complete category, S be
an object. We writeCS for the category of objectsX/S, Y/S over S (i.e.morphisms
pX : X → S and pY : Y → S, respectively) and morphisms ϕ : X/S → Y/S over
S (i.e. morphism X → Y in C that relate the given morphisms pX and pY ). The
hom sets in this category will be denoted by HomS(X,Y ).
Given X/S and Y/S, we define a functor HomS(X,Y ) on CS with values in the
category Sets of sets and maps by
HomS(X,Y )(T ) := HomS(T ×S X,Y )
for all T/S. An object Z of CS representing HomS(X,Y ) is called a relative inner
hom from X to Y and denoted by HomS(X,Y ). That is, there is a natural bijection
HomS(T,HomS(X,Y )) = HomS(T ×S X,Y )
for all T/S. If it exists, HomS(X,Y ) is unique up to canonical isomorphism. In
case S = ∗ is a terminal object, we just write Hom(X,Y ) and drop the ‘relative’.
Of course, for objects X,Y of CS , HomS(X,Y ) is just Hom(X,Y ) in CS .
Remark 5.44. This definition (for S = ∗) mimics the customary identification of
maps of sets f : T ×X → Y and g : T → Maps(X,Y ), given by f(t, x) = g(t)(x).
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If S is a set and pX : X → S, pY : Y → S are sets over S, then HomS(X,Y ) is
represented by the disjoint union∐
s∈S
(
{s} ×Maps(Xs, Ys)
)
,
where Xs = p
−1
X (s) and Ys = p
−1
Y (s) are the fibres of X/S and Y/S, respectively.
Relative inner homs are functorial in several ways, as we now discuss.
Construction 5.45 (Functoriality of inner homs). Assume that HomS(X,Y ) is
representable in the categoryCS . IfX
′/S is such that HomS(X
′, Y ) exists, consider
f : X/S → X ′/S. We define a morphism
HomS(f, Y ) : HomS(X
′, Y )→ HomS(X,Y )
as follows: Let ϕ ∈ HomS(X ′, Y )(T ) = HomS(T ×S X ′, Y ). Define
HomS(f, Y )(ϕ) := ϕ ◦ (idT ×S f) ∈ HomS(T ×S X,Y ) = HomS(X,Y )(T ).
Since this construction is natural, it defines the required morphism HomS(f, Y ).
It is clear that HomS(idX , Y ) = id and
HomS(f ◦ f
′, Y ) = HomS(f
′, Y ) ◦HomS(f, Y ),
for f : X ′/S → X ′′/S such that HomS(X ′′, Y ) exists, so that HomS(−, Y ) is a
contravariant functor on the full subcategory of CS on which it is defined.
Similarly, for any Y ′/S such that HomS(X,Y
′) is representable, we define, for
g : Y/S → Y ′/S, a morphism HomS(X, g) : HomS(X,Y ) → HomS(X,Y ′) by
setting, for any ψ ∈ HomS(X,Y )(T )
HomS(X, g)(ψ) := g ◦ ψ ∈ HomS(T ×S X,Y
′) = HomS(X,Y
′)(T ).
One sees easily that HomS(X,−) is a functor on its domain of existence in CS .
Finally, assume that HomS(X,Y ), HomS(Y, Z) are representable in CS . We
define a morphism
◦ = ◦X,Y,Z : HomS(Y, Z)×HomS(X,Y )→ HomS(X,Z),
called inner circle, as follows. For
ϕ ∈ HomS(X,Y )(T ) = HomT (T ×S X,T ×S Y ),
ψ ∈ HomS(Y, Z)(T ) = HomT (T ×S Y, T ×S Z),
we obtain a composite ψ ◦ ϕ ∈ HomS(X,Z)(T ) as
ψ ◦C ϕ ∈ HomT (T ×S X,T ×S Z),
after identifying with HomS(X,Z)(T ). The inner circle ◦ is a natural transforma-
tion of (tri-)functors. It enjoys the obvious associative law.
Moreover, if HomS(X,X) is representable, there is a morphism
1X : S → HomS(X,X)
over S, corresponding to the element idX ∈ HomS(X,X) = HomS(X,X)(S). (Re-
call that S is the tensor unit of ×S.) It is a left and right identity for the inner
circle. In particular, HomS(X,X) is a monoid object in CS , whenever it exists.
Weil functors are (relative) fibre bundles. In general, the fibres are functors (at
least if K 6= k). We briefly digress to give the relevant definitions.
Definition 5.46 (Coverings of functors). Let X,Y be set-valued cofunctors on
SSp
lfg
K
. A morphism j : Y → X is called an open embedding if the following two
conditions are verified:
(i) j is injective, i.e. jT : Y (T )→ X(T ) is injective for all T ∈ SSp
lfg
K
, and
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(ii) for any morphism ϕ : T → X , where T ∈ SSplfg
K
, the induced morphism
j ×X ϕ, given by the following Cartesian diagram:
Y ×X T T
Y X
j ×X ϕ
ϕ
j
is representable by an open embedding in SSplfg
K
. That is, we have an isomorphism
Y ×X T ∼= T ′ for some T ′ ∈ SSp
lfg
K
and via this isomorphism, j ×X ϕ corresponds
to an open embedding j′ : T ′ → T of superspaces.
If Y is a subfunctor, i.e. Y (T ) ⊆ X(T ) for all T ∈ SSplfg
K
, then it is called an
open subfunctor if the inclusion morphism Y → X is an open embedding.
A collection (ϕi : Xi → X) of open embeddings (of functors) is called a covering
if for any morphism T → X , the open subspaces Ti representing Xi ×X T form a
covering of the superspace T .
Example 5.47. Let X be a set-valued cofunctor on SSplfg
K
. Then X is an open
subfunctor of X . Indeed, let ϕ : T → X be a morphism, where T ∈ SSplfg
K
.
Then we have an isomorphism X ×X T ∼= T , and idX ×X ϕ corresponds under this
isomorphism to the identity idT , which is an open embedding.
A morphism Y → X of X,Y ∈ SSplfg
K
defines an open embedding of functors if
and only if it is an open embedding of superspaces. Indeed, open embeddings are
stable under fibre products; conversely, we may consider T = X and ϕ = idX .
Definition 5.48 (Functors and sheaves over superspaces). Let S ∈ SSplfg
K
and
X be a set-valued cofunctor on the category SSplfg
K
. We say that X is a functor
over S and write X/S if we are given a morphism X → S in the functor category[(
SSp
lfg
K
)op
,Sets
]
. Here, we identify S with its point functor. Any superspace
X/S ∈ SSplfgS is a functor over S. Similarly, one defines functors under S.
A functorX will be called a sheaf if it is a sheaf on the site given by the coverings
of superspaces, see Refs. [12, Definitions 17.2.1, 17.3.1], [18, Appendix 1, Definitions
1.3, 2.4]. If X is representable, then it is a sheaf. A functor over S that is a sheaf
will be called a sheaf over S. The category of sheaves over S and their morphisms
will be denoted by ShS .
We can define gluing data for sheaves over a superspace S.
Definition 5.49 (Gluing data for sheaves over S). Let ϕ = (ϕi : Ui → S) be a
covering of S ∈ SSplfg
K
, and assume given sheaves Xi/Ui over Ui and isomorphisms
ψij : Xj ×Uj Uij → Xi ×Ui Uij . Then the collection (ϕi : Ui → S,Xi/Ui, ψij) will
be called gluing data for a sheaf over S if
(5.10) p∗12(ψij) ◦ p
∗
23(ψjk) ◦ p
∗
13(ψki) = idXi×UiUijk .
Here, p∗12ψij is the morphism Xj ×Uj Uijk → Xi×Ui Uijk induced by ψij by pulling
back along the left-hand vertical face of the pullback square
Uijk Uk
Uij S
p3
p12 ϕk
ϕij
Similarly for the other quantites in Equation (5.10).
In this context, Proposition 2.23 generalises easily.
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Proposition 5.50. Let S be a superspace and (ϕi : Ui → S,Xi/Ui, ψij) gluing
data for a sheaf over S. Then there exist a sheaf X/S over S and isomorphisms
ψi : Xi/Ui → (X ×S Ui)/Ui with ψj = ψi ◦ ψij on Xj ×Uj Uij .
These data are uniquely characterised up to unique isomorphism by the following
universal property: For any sheaf X ′/S over S and any choice of morphisms ̺i :
Xi/Ui → (X ′×S Ui)/Ui such that ̺j = ̺i ◦ψij on Xj×Uj Uij, there exists a unique
morphism ̺ : X/S → X ′/S such that ̺ ◦ ψi = ̺i.
Definition 5.51 (Relative fibre bundles). Let E/S be a sheaf over S (e.g. a locally
finitely generated superspace over S) and let X/S be in SSplfgS . Assume given a
morphism p : E/S → X/S over S. A (relative) local trivialisation (ϕ : U → X,F, τ)
of E/X (or of p) with fibre F consists of an open embedding ϕ : U → X , a sheaf
F/S over S, and an isomorphism
τ : U ×S F → U ×X E
over U . A family (ϕi : Ui → X,F, τi)i∈I of local trivialisations is called a trivialising
covering of E/X if (τi)i∈I is a covering of E, see Definition 2.22 for the representable
case and Definition 5.46 for the general case.
We say that E/X is a relative fibre bundle (over S) if E is a sheaf and there exists
a trivialising covering of E/X . The condition that E is a sheaf is automatically
verified in case E is representable.
In case S = ∗, we simply say that E/X is a fibre bundle. If X/S is in SManS
and E/X is a relative fibre bundle with a trivialising covering whose fibres are
supermanifolds over S, then E is a supermanifold over S, according to Corol-
lary 5.42.
In the following, let A = K ⊕ m be a Weil K-superalgebra. Moreover, we fix
S ∈ SSplfg
K
. We will write
SpecS A := S
A = S × SpecA.
Given graded dimensions p|q and r|s, we let (p|q)(r|s) := (pr + qs)|(ps + qr) and
say that this is purely odd if pr + qs = 0.
For any sheaf X/S over S, we define the relative inner hom functor
(5.11) TAS X := HomS(SpecS A,X).
We call TAS : ShS → ShS the relative A-Weil functor.
Proposition 5.52. Let X/S be a relative supermanifold. If K = k or the graded
dimension (dimS X)(dimm) is purely odd, then T
A
S X is representable in the cate-
gory SSplfgS , and lies in the subcategory SManS. In general, we have the following
facts.
(i) For A = K, we have a natural isomorphism TKSX → X of sheaves over S.
(ii) For any morphism ϕ : A→ B of Weil K-superalgebras, there is a morphism
TϕS : T
A
S X → T
B
S X,
of sheaves over S, and the assignment ϕ 7→ TϕS is functorial.
(iii) For any ϕ : A→ B as in (ii), the TϕS are natural transformations of functors
TAS → T
B
S . That is, there is a commutative diagram
TAS X T
A
S Y
TBS X T
B
S Y
TϕS
TAS ψ
TϕS
TBS ψ
for every morphism ψ : X/S → Y/S. Here, TAS ψ := HomS(SpecS A,ψ).
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(iv) The unique morphisms
K A K
η ε
of K-superalgebras induce via (ii) canonical morphisms
X TAS X X
sAX := T
η
S p
A
X := T
ε
S
of sheaves over S. Then sAX is a section of p
A
X , i.e. p
A
X ◦ s
A
X = idX .
(v) We may consider the sheaf TAS X as lying over X by virtue of the projection
pAX : T
A
S X → X and under X by the canonical section s
A
X : X → T
A
S X. Then
the morphisms TAS ψ : T
A
S X → T
A
S Y are over and under ψ. The projection and
canonical section define natural transformations pX : T
(−)
S → id and sX : id →
T
(−)
S , so the morphisms T
ϕ
S from (ii) are over and under X.
(vi) With the morphism pAX : T
A
S X → X as the projection, T
A
S X/X is a relative
fibre bundle, whose fibre at x ∈ X0 with p|q = dimS,xX is isomorphic to the sheaf
AK(mp|q) = AK(m⊗K Kp|q). Thus, if K = k and dimA = (r + 1)|s, then
dimX,y T
A
S X = pr + qs|ps+ qr whenever dimS,xX = p|q , p
A
X(y) = x.
Remark 5.53. As stated above, the Weil functors TAS X are not representable in
SSp
lfg
K
if K 6= k unless (dimS X)(dimm) is purely odd. In fact, this is true in
general of (relative) fibre bundles with a K-affine fibre that is not purely odd. This
phenomenon is reflected by the following fact: Let X be the real supermanifold
associated with a not purely odd cs manifold. Then the complex structure on the
odd part of TX defines a non-involutive distribution, as observed in Ref. [3].
In a first step, we construct the various natural morphisms presented above by
use of the adjunction defining the inner hom functor.
Construction 5.54. Consider a morphism of Weil K-superalgebras, say ϕ : A →
B. This induces a morphism
Specϕ := (∗, ϕ) : SpecB → SpecA,
which we promote to a morphism
SpecS ϕ : SpecS B → SpecS A
over S. We may define
TϕS := HomS(SpecS ϕ,X) : T
A
S X → T
B
S X
by simply applying Construction 5.45. If HomS(SpecS A,X) and HomS(SpecS B,X)
are representable, then it is a morphism of superspaces over S, by the Yoneda
lemma.
Lemma 5.55. Let X/S and Y/S be in SSplfgS . Then the inner hom functor
HomS(X,Y ) is a sheaf over S.
Proof. The statement is immediate from the definition, combined with Proposi-
tion 2.21, Proposition 2.23, and Corollary 5.29. 
Proof of Proposition 5.52. We first assume that X is an open subspace of the
relative affine superspace A
p|q
S = S × A
p|q. Consider the tensor product mp|q =
m⊗K Kp|q.
Recall the facts discussed in Scholium 5.31 and Scholium 5.32. For T ∈ SSplfgS ,
we have, by the obvious extension of Equation (5.4) to the relative case, a bijection
HomS(T ×S SpecS A,X) = HomS(T × SpecA,X)
∼= HomS(T,X × A
K(mp|q)),
which is natural in T/S. Thus, HomS(SpecS A,X) is isomorphic to the direct
product X × AK(mp|q).
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The general case now follows by passing to an open cover, using the functoriality
of HomS(SpecS A,−) from Construction 5.45, and applying Proposition 2.23 and
Proposition 5.50, respectively. By the same token, the assignment X 7→ TAS X
defines a functor.
For A = K, we note that SpecS A = S, so we have natural bijections
HomS(SpecS A,X)(T ) = HomS(T ×S S,X) = HomS(T,X)
for T/S, so that X ∼= TKSX by the Yoneda Lemma. This proves item (i).
Item (ii) follows immediately by Construction 5.54. Similarly, (iii) is implied by
the associativity of the inner circle, v. Construction 5.45. Item (iv) is a special case
of (ii). For (v), the first part is a special case of (iii), and the second follows from
εB ◦ ϕ = εA and ηB = ϕ ◦ ηA
for any morphism ϕ : A → B of Weil K-superalgebras. The second equation is a
consequence of unitality, and the first is one of locality, which is automatic. (For
the latter, one may argue as in the proof of Proposition 3.24.)
As for (vi), it is by the functoriality and (v) sufficient to consider an open sub-
space X ⊆ A
p|q
S , which was treated in detail at the beginning of the proof. 
Definition 5.56 (Relative Weil functor). The functor TAS which maps X/S 7→
TAS X and morphisms ψ : X/S → Y/S to morphisms ψ
A := TAS ψ : T
A
S X → T
A
S Y
over ψ is called the (relative) A-Weil functor. Endowed with the projection pAX ,
TAS X is called the (relative) A-Weil bundle of X .
Example 5.57. Let X ∈ SManS and consider the algebra A := D0¯ of dual numbers.
There is a natural bijection from HomS(T, T
A
S X) to the set of pairs
{(ϕ, δ) ∈ HomS(T,X)× Homp−1
T,0OS
(ϕ−10 OX ,OT ) | δ(fg) = ϕ
♯(f)δ(g) + δ(f)ϕ♯(g)}
of morphisms ϕ : T/S → X/S and even derivations along ϕ, which are linear over
OS . One easily verifies that the transition functions of TAS X are given by first
derivatives. Hence, TAS X is a K-vector bundle whose sheaf of sections is seen to be
TX/S := Derp−1X,0OS
(OX ,OX),
the relative tangent sheaf of X , where Der is the sheaf of graded derivations.
Moreover, if E is a K-vector bundle over X , then by definition, its sheaf of sections
is the unique OX -module sheaf E such that for every Y/X , we have
Hom(Y, Y ×X E) = Hom(OY , p
∗
Y (E)).
Therefore, TAS X is the relative tangent bundle of X .
Proposition 5.58. The relative Weil functor TAS enjoys the following properties:
(i) TAS preserves finite fibre products over S, and there is a natural base change
R ×S T
A
S X
∼= TAR (R×S X).
(ii) If U is an open subspace of X, then TAS U is an open subfunctor of T
A
S X.
(iii) If B is a Weil K-superalgebra, then there is a natural isomorphism
TA⊗BS = T
A
S ◦ T
B
S .
In particular, we have a natural isomorphism TAS ◦ T
B
S
∼= TBS ◦ T
A
S .
Proof. (i) Preservation of binary products follows from the natural bijection
HomS
(
T, TAS (X ×S Y )
)
= HomS
(
T ×S SpecS A,X ×S Y
)
= HomS
(
T ×S SpecS A,X
)
×HomS
(
T ×S SpecS A, Y
)
= HomS
(
T, TAS X
)
×HomS
(
T, TAS Y
)
SINGULAR SUPERSPACES 45
after an application of Yoneda’s Lemma. The case of the empty product is similar:
HomS
(
T, TAS (S)
)
= HomS
(
T ×S SpecS A,S
)
= ∗,
so that TAS (S)
∼= S. For the base change, we compute
HomR
(
T,R×S T
A
S X
)
= HomS
(
T, TAS X
)
= HomS
(
T ×S SpecS A,X
)
= HomR
(
T ×R SpecRA,R ×S X
)
= HomR
(
T, TAR (R ×S X)
)
,
where we recall SpecS A = S × SpecA, and the superspace T/R is considered as
lying over S by the composition with R/S.
Item (ii) is clear by construction, and for (iii), we observe that
SpecA⊗B = SpecA× SpecB
by Proposition 3.31, so
HomS
(
T, TA⊗BS X
)
= Hom
(
T ×S SpecS A×S SpecS B,X
)
= Hom
(
T ×S SpecS A, T
B
S X
)
= HomS(T, T
A
S (T
B
S X)),
for any locally finitely generated K-superspace T/S. 
The following lemma is a generalisation of Proposition 5.52 (vi). It shows the
utility of the general point of view on Weil functors, but we will not be applying it.
Lemma 5.59. Let ϕ : A→ B be a morphism of Weil K-superalgebras. If ϕ is
surjective, then TϕSX : T
A
S X → T
B
S X is a relative fibre bundle with fibre at x iso-
morphic to AK((kerϕ)p|q), where dimS,xX = p|q. If ϕ is injective, then locally, T
ϕ
S
is isomorphic to (id, 0) : TAS X → T
A
S X × A
K(mB/ϕ(mA))
p|q.
Proof. Both statements are local. Let X be an open subspace of A
p|q
S . Then
TϕS : X × A
K(m
p|q
A )→ X × A
K(m
p|q
B ) is given by T
A
S = idX × A
K(ϕp|q), where we
define ϕp|q := ϕ|mA ⊗ idKp|q . If ϕ is injective, then there is a linear isomorphism
mB
∼= mA ×
(
mB/ϕ(mA)
)
. Similarly, if it is surjective, then there is a linear iso-
morphism mA → kerϕ×mB. 
Remarkably, the natural transformations TϕS already exhaust the full set of nat-
ural transformations between (relative) Weil functors. In the setting of manifolds,
this was already noticed by A. Weil [21].
Proposition 5.60. Let A and B be Weil K-superalgebras. Consider TAS and T
B
S
as functors SManS → ShS. The map ϕ 7→ T
ϕ
S is a bijection between algebra
morphisms A → B to transformations TAS → T
B
S natural under base change in
T/S.
In the proof, we note the following lemma.
Lemma 5.61. Any natural transformation TAS → T
B
S is uniquely determined by
its value at X = A1S.
Proof. Indeed, let σ, τ : TAS → T
B
S be natural. We first show that they are deter-
mined by their values on A
1|1
S . So, assume that σA
1|1
S
= τA1|1
S
.
The naturality of σ and τ gives σX = τX for X = A
1
S and X = A
0|1
S . Since T
A
S
and TBS preserve fibre products over S, we obtain equality for X = A
p|q
S , where p
and q are arbitrary. By item (ii) of Proposition 5.58, this equality extends to the
case of an open subspace X of A
p|q
S , and thus, to an arbitrary supermanifold over
S, in view of Proposition 2.23.
This proves σ = τ under the assumption of σX = τX for X = A
1|1
S . Naturality
and item (iii) of Proposition 5.58 show that TCS τX = τTCS X for any Weil super-
algebra C. In particular, for C = K[τ ] (τ being an odd indeterminate), we have
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TCS A
1|0 = A
1|1
S , by Equation (5.4). Then we have τA
1|1
S
= TCS τA1|0S , finally proving
the assertion. 
Proof of Proposition 5.60. Observe that TA(A1) = AK(A). Thus, the structure
morphisms a,m : A1×A1 → A1 of addition and multiplication, respectively, of the
algebra K, give rise to operations TA(a) and TA(m) on A. By construction of TA,
these are the same as AK(−), applied to the given addition and multiplication of
A.
Using the base change formula in Proposition 5.58, we have the identities TAS (A
1
S) =
S×TA(A1), TAS (a) = idS×T
A(a), and TAS (m) = idS×T
A(m). Any natural trans-
formation TAS → T
B
S defines a morphism ψ : S × A
K(A) → S × AK(B) over S,
which commutes with the promotion of a and m to operations on S × AK(A) and
S × AK(B). The unitality of ψ is obtained by applying naturality to
ηS := idS × A
K(η) : S × AK(K)→ S × AK(A),
where η(1) = 1A is the unit of A. Again by naturality, ψ is of the form idS ×
AK(ϕ) for some K-algebra morphism ϕ : A→ B. By Lemma 5.61, this proves our
claim. 
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