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Resumen:
Se estudia la continuidad de la dimensio´n de Hausdorff d(c), de los conjun-
tos de Julia de la familia de polinomios zm + c con z ∈ C, m ≥ 2 entero y
c una constante compleja. Se muestra que la funcio´n d(c) no es continua en
c =
(
1
m
) 1
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.
Abstract:
We study the Hausdorff dimension d(c) of the Julia sets of the polynomials
zm+ c with z ∈ C, m ≥ 2 integer and, c a complex constant. We show that the
function d(c) is not continuous in c =
(
1
m
) 1
m−1
(
1− 1m
)
.
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Introduccio´n
En este trabajo se hara´ uso del formalismo termodina´mico ([15]) a trave´s de la
teor´ıa ergo´dica para calcular la dimensio´n de Hausdorff de conjuntos de Julia
Jm,c relacionados a la familia de polinomios Pm,c : z 7→ zm + c gracias a la
fo´rmula de Bowen ([6]). Resultado que en principio permit´ıa el ca´lculo solo para
para´metros c que hac´ıan de (Jm,c, Pm,c) un sistema hiperbo´lico, pero en trabajos
de Aaronson, Denker y M. Urban´ski ([1, 5, 8]) se puede ver como aplicarla
cuando el conjunto de Julia posee un punto fijo parabo´lico. La forma expl´ıcita
de la fo´rmula y el comportamiento de las gra´fica hacia pensar en el problema de
la continuidad de la funcio´n d : c 7→ dimHJm,c cuando el para´metro c variaba
continuamente pasando de un sistema (Jm,c, Pm,c) hiperbo´lico a uno parabo´lico.
Para ser ma´s exactos, en nuestro caso, cuando c ∈ R tiende a ( 1m) 1m−1 [1− 1m] .
c = 0 c = 0,1
1
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c = 0,2 c = 0,25
c = 0,25001
Figura 1: Estas gra´ficas muestran (en negro) el interior de los conjuntos K2,c en
cada c. Para c = 0,25001, J2,c = K2,c y es totalmente disconexo (conjunto de
Cantor), contrario a los dema´s.
Para el caso m = 2, Bodart y Zinsmeister ([4]) muestran que d(c) es continua
por izquierda y gracias al trabajo de Lavaurs ([11]) y Douady ([9]), en [10] se
muestra que no es continua por derecha, incluso para cierta perturbacio´n ǫ > 0
no hay continuidad como conjunto, es decir J2,1/4+ǫ no converge a J2,1/4 cuando
ǫ → 0 en el sentido de la distancia de Hausdorff. En cambio, por izquierda los
conjuntos de Julia var´ıan de forma continua por movimiento holomorfo ([13]).
Nuestra intencio´n en este trabajo es mostrar que para el caso m > 2 la
funcio´n d tambie´n es discontinua por derecha. Lo haremos siguiendo el desarrollo
que se uso´ para demostrar el caso m = 2.
En el primer cap´ıtulo haremos un recorrido ra´pido por definiciones y resul-
tados que nos proporcionara´n las herramientas ba´sicas (pero necesarias) para
afrontar el problema. En el cap´ıtulo 2 adaptamos al caso m > 2 los resultados
que se exponen en [19] para el caso m = 2. El cap´ıtulo 3 muestra un poco
del magn´ıfico trabajo de Lavaurs y Douady sin el cual el cap´ıtulo 4 no tendr´ıa
fundamento.
La motivacio´n principal de este trabajo es [10], un art´ıculo en el que Douady,
Sentenac y Zinsmeister hacen para el caso m = 2 el tratamiento que intentamos
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extender para m > 2 en el cap´ıtulo 4. Despue´s de leer [10] se puede notar que
gran parte de lo expuesto depende de lo que mostramos en los cap´ıtulos 2 y 3,
y es independiente del grado del polinomio.
Vamos a resumir en el siguiente teorema lo que sera´ nuestra meta a lo largo
del trabajo.
Teorema 1 (Resultado principal).
a) Si ǫn → 0 en R+ a modo que (−π/√ǫn) mo´d 1 tiende a σ ∈ ν⊂ R/Z
entonces dimH Jǫn → dimH J0,σ.
b) La funcio´n σ 7→ dimH J0,σ es continua en ν y para todo σ ∈ ν tenemos,
b1) dimH J0 < dimH J0,σ,
b2) dimH J0,σ < 2.
CAP´ITULO 1
Conceptos Ba´sicos
En este cap´ıtulo haremos una descripcio´n de resultados y definiciones que en
su mayor´ıa son cla´sicos de la dina´mica holomorfa (en la primera seccio´n) y
teor´ıa ergo´dica (en la segunda). Muchos resultados no se demostraran, as´ı que
se recomienda ver [7], [14] y [12]; en ocasiones se dara´ una referencia exacta
de donde pueden ser encontrados. Cabe notar que algunas de las propiedades
enunciadas para polinomios en la primera seccio´n son va´lidas para funciones
racionales y en algunos casos anal´ıticas.
1.1. Fundamentos de Iteracio´n
Sea Pm,c : C→ C el polinomio de grado m ≥ 2,
Pm,c(z) = z
m + c, con c ∈ C
notaremos por P km,c su iterado k-e´simo. Un punto z0 ∈ C se dice fijo si
Pm,c(z0) = z0. El nu´mero λ = P
′
m,c(z0) se llama multiplicador de Pm,c en
z0. Clasificamos los puntos fijos de acuerdo a la norma de λ, de la siguiente
forma:
Atractor: |λ| < 1. (Si λ = 0, decimos que es un punto fijo superatractor).
Repulsor: |λ| > 1.
Parabo´lico: |λ| = 1, λn = 1 para algu´n entero n, y Pnm,c no es la identidad.
Irracional indiferente: |λ| = 1 y λn 6= 1 para todo entero n.
El infinito es un punto fijo Pm,c(∞) = ∞, pero es un caso especial. Su
multiplicador no es el l´ımite de su derivada en infinito, sino el rec´ıproco de este
nu´mero, es decir, es un superatractor (λ = 0).
4
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Un punto x ∈ C se dice perio´dico de per´ıodo k, si P km,c(x) = x y P im,c(x) 6= x
para 0 < i < k. Su ciclo expandido es ξ = {x0, x1, . . . , xk−1}, con xi = P im,c(x).
En este caso, se considera a x un punto fijo de P km,c y con esto, su multiplicador
por regla de la cadena es:
λ = P ′m,c(x0)P
′
m,c(x1) . . . P
′
m,c(xk−1).
Un punto cr´ıtico de Pm,c, es un punto en el que su derivada P
′
m,c se anula. Para
nuestro caso z = 0 es el u´nico punto cr´ıtico de Pm,c.
Definicio´n 1.1. Sea C(R) el conjunto de puntos cr´ıticos de una aplicacio´n racio-
nal R. Llamamos conjunto poscr´ıtico de R al conjunto P(R) = ∪n>0Rn(C(R)).
Para R = Pm,c tenemos que P(Pm,c) = ∪n>0Pnm,c(0).
Para un punto fijo atractor z0, si |λ| < ρ < 1, tenemos que |Pm,c(z) − z0| ≤
ρ|z − z0| en vecindades pequen˜as de z0. Entonces |Pnm,c(z) − z0| ≤ ρn|z − z0|,
con esto, los iterados de puntos cercanos a z0 convergen a e´l.
Definicio´n 1.2. Definimos cuenca de atraccio´n de z0, como el conjunto de los
z tales que Pnm,c(z) esta´ definido para todo n y P
n
m,c(z) → z0. Notamos a e´ste
conjunto por A(z0). La componente conexa de A(z0) que contiene z0 la llamamos
cuenca inmediata de atraccio´n y la notamos A∗(z0).
Definicio´n 1.3. Definimos el conjunto de Julia lleno Km,c = K(Pm,c) como el
conjunto de todos los z ∈ C, para los cuales la secuencia definida por induccio´n
por z0 = z, zn+1 = Pm,c(zn), a la que llamaremos o´rbita u o´rbita positiva de z,
no converge a infinito.
Definicio´n 1.4. El conjunto de Julia de Pm,c, Jm,c = J(Pm,c), es la frontera
de Km,c.
Figura 1.1: Ejemplos de conjuntos de Julia (en blanco).
Definicio´n 1.5. El conjunto de Fatou de Pm,c, Fm,c = F(Pm,c), se define como
Fm,c = F(Pm,c) = C \ Jm,c.
Para las demostraciones de los siguientes enunciados, se puede ver [7] o [14].
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Lema 1.6 (El Conjunto de Julia Lleno). Para cualquier polinomio de gra-
do mayor o igual a 2, su conjunto de Julia lleno K ⊂ C es compacto, con
complemento conexo, con interior igual a todas las componentes U acotadas del
conjunto de Fatou. Es decir, K es igual a la unio´n de todas las componentes
de Fatou acotadas, junto con J . Cualquier componente U es necesariamente,
simplemente conexa.
Teorema 1.7. Sea f un polinomio de grado m ≥ 2. Si el conjunto de Julia lleno
K contiene todos los puntos cr´ıticos finitos de f , entonces K y J son conexos y
el complemento de K es isomorfo al exterior del disco unitario cerrado D bajo
el isomorfismo
φ : C \K −→ C \ D
que conjuga C\K con la m-e´sima potencia ω 7→ ωm. Por otro lado, si al menos
un punto cr´ıtico finito de f pertenece a C\K, entonces K y J son disconexos. Si
todos los puntos crticos de f pertenecen a C\K, entonces K y J son totalmente
disconexos.
Teorema 1.8. El conjunto de Julia es la clausura de los puntos perio´dicos
repulsores.
Teorema 1.9. Sea U abierto, y suponga que Jm,c ∩ U 6= ∅. Entonces hay un
entero N tal que PNm,c(Jm,c ∩ U) = Jm,c.
1.1.1. Puntos Fijos Parabo´licos
Consideremos f como f(z) = λz + a2z
2+ a3z
3+ . . . , con λ una raiz q-e´sima de
la unidad. Tenemos que el polinomio f tiene un punto fijo parabo´lico en cero.
Para el caso λ = 1, factorizando y considerando a 6= 0, llegamos a
f(z) = z(1 + azn +O(zn+1)).
Si n ≥ 1, el entero n + 1 es llamado la multiplicidad del punto fijo. Hay un
total de 2n vectores en TzC, dados por nav
n
j = (−1)j con j = 0, . . . , 2n − 1.
Para j par se denominan vectores repulsores y para j impar vectores atractores.
Decimos que una o´rbita z0 7→ z1 = f(z0) 7→ · · · zk = fk(z0) 7→ . . . converge a
cero de manera no trivial, si zk → 0 cuando k →∞, pero zk 6= 0 para todo k.
Lema 1.10. Si una o´rbita f : z0 7→ z1 · · · converge a cero de manera no trivial,
entonces zk es asinto´tica a vj/
n
√
k cuando k → +∞ para uno de los n vectores
atractores vj . Es decir, el l´ımite l´ımk→∞
n
√
kzk existe y es igual a uno de los vj
con j impar. De la misma forma si f−1 : z′0 7→ z′1 · · · converge a cero de manera
no trivial bajo f−1, entonces z′k es asinto´tica a vj/
n
√
k cuando k → +∞ para
uno de los n vectores repulsores vj. Es decir, el limite l´ımk→∞
n
√
kz′k existe y
es igual a uno de los vj con j par.
La demostracio´n de este resultado puede encontrarse en [14], pa´gina 105.
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Definicio´n 1.11. Sea pˆ ∈ S un punto fijo parabo´lico de multiplicidad n+1 ≥ 2
para una aplicacio´n f que esta´ definida y es univalente en alguna vecindad
N ⊂ C, y sea vj un vector atractor en pˆ. Un conjunto P ⊂ N sera llamado
pe´talo atractor de f para el vector vj en pˆ si:
a) f env´ıa P en s´ı mismo, y
b) una o´rbita p0 7→ p1 7→ · · · bajo f intersecta P si y so´lo si converge a pˆ en la
direccio´n vj .
De la misma forma P ⊂ N ′ se llamara´ pe´talo repulsor de f para el vector vj en
pˆ, si para f−1 es un pe´talo atractor.
Teorema 1.12. Si z0 en un punto fijo parabo´lico, entonces cada cuenca de
atraccio´n inmediata asociada a z0 contiene un punto cr´ıtico.
Teorema 1.13. (Teorema de Linealizacio´n Parabo´lica) Para cualquier
pe´talo atractor o repulsor P , hay una y, salvo por composicio´n por una transla-
cio´n de C, so´lo una aplicacio´n α : P −→ C que satisface la ecuacio´n funcional
de Abel
α(f(z)) = 1 + α(z),
para todo z ∈ P ∩ f−1(P ).
Definicio´n 1.14. Llamamos a α, Coordenada de Fatou en P .
Proposicio´n 1.15. El polinomio
Pm,c(z) = z
m + c,
posee un punto fijo parabo´lico real en z =
(
1
m
) 1
m−1 con λ = 1 cuando
c =
(
1
m
) 1
m−1
[
1− 1
m
]
.
Demostracio´n. Buscamos un punto fijo real con multiplicador λ = 1, es decir
P ′m,c(z) = mz
m−1 = 1. Para z ∈ R el valormzm−1 es real, despejando z tenemos
que z =
(
1
m
) 1
m−1 , como buscamos un punto fijo, evaluando tenemos
(
1
m
) 1
m−1
=
(
1
m
) m
m−1
+ c,
despejando c tenemos el resultado.
Nota 1. En la proposicio´n anterior, para el caso m impar existe otro punto
fijo real parabo´lico con λ = 1, a saber se encuentra en z = − ( 1m) 1m−1 y su c
correspondiente es c =
(
1
m
) 1
m−1
[
1
m − 1
]
.
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Figura 1.2: Conjuntos de Julia llenos para Pm,c con m = 2 (izquierda), m = 3
(derecha) y con un punto fijo parabo´lico real de multiplicador 1.
1.1.2. Puntos Fijos Superatractores
Teorema 1.16 (Teorema de Bo¨ttcher). Suponga que f tiene un punto fijo
super-atractor en z0,
f(z) = z0 + aq(z − z0)q + · · · , aq 6= 0, q ≥ 2.
entonces hay una aplicacio´n conforme ζ = φ(z) definida en una vecindad de z0
a una vecindad de 0 que conjuga f(z) con ζq. La conjugacio´n es u´nica, salvo
multiplicacio´n por una (q − 1)-e´sima ra´ız de la unidad.
Si f depende anal´ıticamente de un para´metro φ tambie´n lo hace. Como se
menciono´ anteriormente, infinito es un punto fijo superatractor de Pm,c (y de
cualquier polinomio no constante), podemos aplicar el Teorema de Bo¨ttcher
reemplazando 0 por ∞. Luego tenemos que Pm,c se conjuga a ζm cerca a ∞
donde la conjugacio´n tiene la forma φ(z) = cz + O(1). Por el Principio del
Mo´dulo Ma´ximo, la cuenca de atraccio´n de ∞, A(∞), no posee componentes
acotadas, luego es conexa y con esto A∗(∞)=A(∞).
Teorema 1.17. Si z0 es un punto perio´dico atractor, entonces su cuenca in-
mediata de atraccio´n A∗(z0) contiene al menos un punto cr´ıtico.
Funcio´n de Green
La conjugacio´n (coodenada de Bo¨ttcher) obtenida en el Teorema 1.16 satisface
la ecuacio´n funcional
φ(f(z)) = φ(z)q,
que nos permite extender φ anal´ıticamente hasta encontrar un punto cr´ıtico de
f . Pero, la ecuacio´n funcional
log |φ(f(z))| = q log |φ(z)|,
nos permite extender log |φ| a toda la cuenca de atraccio´n A(∞) de ∞.
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Definicio´n 1.18. Definimos la Funcio´n de Green asociada al conjunto de Julia
lleno K de un polinomio mo´nico f de grado q por G : C → [0,∞), que es
ide´nticamente cero en K y toma el valor
G(z) = log |φ(z)|,
afuera de K. Adema´s, G posee un polo en ∞ y es armo´nica afuera del conjunto
de Julia, cerca a ∞ tiene la forma G(z) = log |z|+ o(1).
La curvaG =constante> 0 en C\ K se denomina equipotencial y la igualdad
G(f(z)) = qG(z),
muestra que f env´ıa un equipotencial en otro.
Figura 1.3: Algunos equipotenciales para z 7→ z2 − 0,8− 0,1i.
Rayos externos
Definicio´n 1.19. Las trayectorias ortogonales
{z | arg(φ(z)) = constante} ,
a la familia de curvas equipotenciales de G son llamadas rayos externos para
K.
Notaremos Rt ⊂ C \K al rayo externo con a´ngulo t, con t una fraccio´n de
un giro entero (t ∈ R/Z). Rt es la imagen inversa bajo φ del segmento de l´ınea
re2πit con r > 1. Consideremos el l´ımite
γ(t) = l´ım
r↓1
φ−1(re2πit).
Cuando existe, decimos que el rayo Rt aterriza en el punto γ(t), que necesaria-
mente pertenece a el conjunto de Julia.
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Figura 1.4: Algunos equipotenciales y rayos externos para z 7→ z2 − 0,8− 0,1i.
Lema 1.20. Si el rayo Rt aterriza en el punto γ(t) del conjunto de Julia,
entonces el rayo Rqt aterriza en el punto γ(qt) = f(γ(t)).
Teorema 1.21. Para todo f con conjunto de Julia conexo, las cuatro condicio-
nes siguientes son equivalentes.
Todo rayo externo Rt aterriza en un punto γ(t) que depende continuamen-
te del a´ngulo t.
Su conjunto de Julia es localmente conexo.
Su conjunto de Julia lleno es localmente conexo.
La inversa de la coordenada de Bo¨ttcher φ−1 : C \ D→ C \K se extiende
continuamente a la frontera ∂D, y esta extensio´n env´ıa cada e2πit ∈ ∂D a
γ(t) ∈ J .
Definicio´n 1.22. La aplicacio´n γ de R/Z al conjunto de Julia (localmente
conexo) J sera´ llamado Lazo de Carathe´odory.
1.1.3. Hiperbolicidad
Definicio´n 1.23. Una funcio´n racional R es hiperbo´lica (en J) si existe una
me´trica σ(z)|dz| equivalente a la me´trica esfe´rica en una vecindad de J , con
respecto a la cual R es expansiva. Si ∞ /∈ J , esto significa
σ(R(z))|R′(z)| ≥ Aσ(z), z ∈ J,
para algu´n A > 1 fijo.
Lema 1.24. Suponga que ∞ /∈ J . Entonces las siguientes afirmaciones son
equivalentes.
1. R es hiperbo´lica en J.
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2. Existe un a > 0 y A > 1 tal que |(Rn)′| ≥ aAn en J para todo n ≥ 1.
3. Existe m ≥ 1 tal que |(Rm)′| > 1 en J , es decir, R es expansiva en J con
respecto a la me´trica euclidiana.
Teorema 1.25. Una funcio´n racional R es hiperbo´lica en J si y so´lo si, cada
punto cr´ıtico pertenece a F y es atra´ıdo a un ciclo atractor.
1.1.4. Mandelbrot y Multibrot
Definiremos a continuacio´n un conjunto de para´metros c para la familia de
polinomios
Pm,c(z) = z
m + c.
Para cada m ≥ 2 fijo, se obtendra´ un conjunto de tal complejidad que incluso
para m = 2 no ha sido completamente entendido.
Recordemos que la familia Pm,c posee un u´nico punto cr´ıtico en 0, entonces el
Teorema 1.7 implica que:
Teorema 1.26. Si P km,c(0) → ∞, entonces el conjunto de Julia Jm,c es total-
mente disconexo. En caso contrario P km,c(0) es acotado y el conjunto de Julia
es conexo.
El teorema anterior nos permite definir,
Definicio´n 1.27 (Multibrot). El conjunto de valores de c para los cuales el
conjunto de Julia Jm,c es conexo sera´ llamado conjunto Multibrot (lo notaremos
Mm). Para el caso m = 2 se le conoce como conjunto de Mandelbrot M.
Figura 1.5: Conjuntos (en negro) M (izquierda), M3
derecha y M4 en la siguiente pa´gina.
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Teorema 1.28. El conjunto Multibrot Mm es un conjunto cerrado y conexo
del disco {c| |c| ≤ 2 1m−1 }, que intercepta el eje real en[
−2 1m−1 ,
(
1
m
) 1
m−1
[
1− 1
m
]]
para m par
y en
[(
1
m
) 1
m−1
[
1
m
− 1
]
,
(
1
m
) 1
m−1
[
1− 1
m
]]
para m impar.
Ma´s au´n, C \Mm es simplemente conexo y Mm consiste en los c tales que
|P km,c(0)| ≤ 2
1
m−1 , para todo k ≥ 0.
Antes de demostrar el teorema, notemos algo interesante. Segu´n el Teorema
1.15 y su nota (Nota 1), para el caso m par el extremo derecho del corte de Mm
con el eje real consiste en un c para el cual Pm,c posee un punto fijo parabo´lico
con λ = 1, para el caso m impar sucede lo mismo y adicionalmente el extremo
izquierdo tambie´n lo cumple.
Demostracio´n. Si |c| > 2 1m−1 , veamos por induccio´n que
|P km,c(0)| ≥ |c|k, para k ≥ 1.
Para k = 1, |c| ≥ |c| X
Hipo´tesis de induccio´n (H.I.) |P km,c(0)| ≥ |c|k.
Ahora veamos que
|P km,c(0)| ≥ |c|k ⇒ |P k+1m,c (0)| ≥ |c|k+1.
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|P k+1m,c (0)| =|(P km,c(0))m + c|,
≥|P km,c(0)|m − |c|, por desigualdad triangular,
≥|c|mk − |c|, usando H.I.,
≥|c|mk − |c|k+1, ya que |c|k+1 ≥ |c|,
≥|c|k+1(|c|mk−k−1 − 1), si |c|mk−k−1 − 1 ≥ 1,
≥|c|k+1.
Luego tendr´ıamos que |P km,c(0)| ≥ |c|k y haciendo k → ∞ vemos que
c /∈Mm. Solo faltando ver que |c|mk−k−1 − 1 ≥ 1, para esto,
|c|mk−k−1 ≥
(
2
1
m−1
)mk−k−1
=2
k(m−1)−1
m−1
=2k−
1
m−1 ≥ 22− 1m−1 ≥ 2.
Ya que k ≥ 2, el caso k = 1 fue considerado en el primer paso de la
induccio´n.
Supongamos ahora que |P km,c(0)| = 2
1
m−1 + δ > 2
1
m−1 para algu´n k ≥ 1 y que
|c| ≤ 2 1m−1 , de lo contrario no pertenecer´ıa a Mm, entonces
|P k+1m,c (0)| ≥ (2
1
m−1 + δ)m − 2 1m−1 ≥ 2 1m−1 + 2mδ,
|P k+2m,c (0)| ≥ (2
1
m−1 + 2mδ)m − 2 1m−1 ≥ 2 1m−1 + 22m2δ,
...
|P k+jm,c (0)| ≥ (2
1
m−1 + 2j−1mj−1δ)m − 2 1m−1 ≥ 2 1m−1 + 2jmjδ.
Como 2
1
m−1 + 2jmjδ → ∞ tenemos que c /∈ Mm. Luego tenemos la u´ltima
afirmacio´n del teorema, de donde se concluye que Mm es cerrado. Por el Prin-
cipio del Mo´dulo Ma´ximo, C \Mm no tiene componentes acotadas, C \Mm es
conexo, y Mm es simplemente conexo.
Para c > 0 el polinomio Rm,c(x) = x
m − x + c es un desplazamiento verti-
cal hacia arriba de Rm(x) = x
m − x, ya sea m par o impar. Tenemos que
P km,c(0) es siempre positivo y creciente; si no diverge, existira´ un x0 tal que
l´ımk→∞ P km,c(0) = x0, lo que implica que Pm,c(l´ımk→∞ P
k
m,c(0)) = Pm,c(x) que
es igual a l´ımk→∞ P k+1m,c (0) = x, es decir x0 es un punto fijo de Pm,c o lo que es
igual, una ra´ız de Rm,c.
y = x2 − x y = x3 − x
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El polinomio xm−x tiene ra´ıces en 0 y 1 para m par y 0 y en ±1 si m es impar,
el polinomio xm−x+c las tendra´ en (0, 1) siempre y cuando c no sea demasiado
grande, mejor au´n si c no supera en longitud el mı´nimo valor que puede tomar
xm − x con x > 0. Para encontrar ese valor usamos derivacio´n como sigue:
R′m,c(x) = mx
m−1 − 1, igualando a cero tenemos que x = ( 1m) 1m−1 (para el
caso impar hay dos soluciones). Tomando este punto en la funcio´n encuentro el
mı´nimo
Rm,c
((
1
m
) 1
m−1
)
=
(
1
m
) 1
m−1
[
1
m
− 1
]
+ c,
Tomando c ≤ ( 1m) 1m−1 [ 1m − 1] garantizo por lo menos una ra´ız positiva que
sera´ notada r. De la igualdad rm−r+c = 0 obtengo que c ≤ c+rm = r. Tenemos
entonces que |Pm,c(0)| = c ≤ r, si suponemos que para algu´n k ≥ 1, P km,c(0) ≤ r,
como P k+1m,c (0) = (P
k
m,c(0))
m + c ≤ rm + c = r, luego es acotado y c ∈Mm. La
simetr´ıa respecto al origen de xm − x para el caso m impar me permite hallar
la cota para c < 0 usando x = − ( 1m) 1m−1 , la ra´ız que omitimos arriba.
Para el caso m par y c < 0 procedemos de la siguiente forma, el iterado k-e´simo
de 0, P km,c(0), tienen la forma (P
k−1
m,c (0))
m + c que es mayor que c, con esto
{P km,c(0)} no puede escapar a −∞. Para acotarlo por arriba si conta´ramos con
que |c| ≤ r, (siendo r la ra´ız positiva que existe por ser un desplazamiento hacia
abajo de la funcio´n xm−x ), fa´cilmente ver´ıamos que |Pm,c(0)| = |c| ≤ r y si para
algu´n k ≥ 1 tenemos que |P km,c(0)| ≤ r, esto implicar´ıa que (P km,c(0))m + c ≥
rm + c = r es decir P k+1m,c (0) ≥ r y por lo anterior c ≤ P k+1m,c (0), como −c ≤ r
llegamos a |P k+1m,c (0)| ≤ r.
Una forma de obtener |c| ≤ r para m par y c < 0, es usando el Teorema del
Valor Intermedio. Como so´lo hay una ra´ız positiva, tengo que si |Rm,c(|c|)| ≤ 0
entonces |c| ≤ r, para esto:
Rm,c(|c|) = |c|m − |c|+ c = |c|m − 2|c| ≤ 0 implica que |c| ≤ 2 1m−1 .
Proposicio´n 1.29. Los conjuntos de Julia asociados a cada miembro de la
familia Pm,c tienen m-simetr´ıa en el plano complejo mientras que su conjunto
de conexidad Mm exhibe una (m− 1)-simetr´ıa.
Demostracio´n. Para ver la m-simetr´ıa del conjunto de Julia asociado a Pm,c,
basta con observar que
Pm,c(z) = Pm,c(ω
kz),
donde ω es una ra´ız m-e´sima de la unidad y k un entero. La igualdad se tiene
ya que
Pm,c(ω
kz) = (ωkz)m + c = zm + c.
Ahora, sea ω una ra´ız (m− 1)-e´sima de la unidad. La (m− 1)-simetr´ıa de Mm
se puede establecer de la siguiente forma
c ∈Mm ⇔ ωkc ∈Mm para k entero,
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pero esto es lo mismo que
Pm,c(0)→∞⇔ Pm,ωkc(0)→∞,
y se puede ver examinando los iterados de Pm,ωkc(0),
Pm,ωkc(0) = ω
kc, P 2m,ωkc(0) = Pm,ωkc(ω
kc),
Pm,ωkc(ω
kc) = (ωkc)m + ωkc = ωk(cm + c) = ωkPm,c(c),
P 2m,ωkc(ω
kc) = Pm,ωkc
(
ωkPm,c(c)
)
=
(
ωkPm,c(c)
)m
+ ωkc,
= ωk ((Pm,c(c))
m
+ c) = ωkP 2m,c(c).
Luego P 2m,ωkc(ω
kc) = ωkP 2m,c(c). Si P
n
m,ωkc(ω
kc) = ωkPnm,c(c), aplicando Pm,ωkc
a ambos lados llegamos a, Pn+1
m,ωkc
(ωkc) = Pm,ωkc
(
ωkPnm,c(c)
)
=
(
ωkPnm,c(c)
)m
+
ωkc = ωkPn+1m,c (c), hemos probado P
n
m,ωkc(ω
kc) = ωkPnm,c(c) por induccio´n, esta
igualdad a su vez equivale a Pn+1
m,ωkc
(0) = ωkPn+1m,c (0) que implica el resultado.
Figura 1.6: Conjuntos de Julia totalmente disconexos asociados a ciertos valores
de c para P3,c (izquierda) y P4,c (derecha).
Podemos usar la Proposicio´n 1.29, para extender la Proposcio´n 1.15 de la
siguiente forma.
Proposicio´n 1.30. El polinomio
Pm,c(z) = z
m + c,
posee un punto fijo parabo´lico con multiplicador λ = 1 en z = ωk
(
1
m
) 1
m−1 , donde
k ∈ Z y ω una (m− 1)-e´sima raiz primitiva de la unidad, cuando
c = ωk
(
1
m
) 1
m−1
[
1− 1
m
]
.
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Demostracio´n.
Pm,c(z) = z
m + ωk
(
1
m
) 1
m−1
[
1− 1
m
]
,
Pm,c
(
ωk
(
1
m
) 1
m−1
)
=ωk
(
1
m
) m
m−1
+ ωk
(
1
m
) 1
m−1
− ωk
(
1
m
) m
m−1
,
con lo anterior es un punto fijo, y es parabo´lico ya que P ′m,c(z) = mz
m−1 y
λ =m
(
ωk
(
1
m
) 1
m−1
)m−1
= 1,
1.2. Entrop´ıa en Teor´ıa Ergo´dica
En lo que sigue X sera´ un espacio me´trico compacto, A una σ-a´lgebra en X ,
µ una medida de probabilidad en X y T una transformacio´n que preserva la
medida µ.
1.2.1. Entrop´ıa de una Medida Invariante
Definicio´n 1.31. Sean P una particio´n de un espacio de probabilidad (X,A, µ),
definimos la entrop´ıa de P como:
Hµ(P) = −
∑
P∈P
µ(P ) log(µ(P )).
Definicio´n 1.32. Si T : X → X es una transformacio´n que preserva la medida
y P una particio´n de X definimos la entrop´ıa hµ(T,P) de T con respecto a P
como
hµ(T,P) = l´ım
n→∞
1
n
Hµ(P ∨ T−1P ∨ · · · ∨ T−(n−1)P) = l´ım
n→∞
1
n
Hµ
(n−1∨
i=0
T−iP
)
.
En [12] (pa´ginas 275-278) se muestra que este l´ımite existe.
Definicio´n 1.33. La entrop´ıa hµ(T ) de una transformacio´n T que preserva la
medida µ de un espacio de probabilidad (X,A, µ) es el supremo de hµ(T,P)
sobre todas las particiones finitas de (X,A, µ).
Proposicio´n 1.34.
a. Para n ≥ 1, hµ(T,P) = hµ
(
T,
∨n−1
i=0 T
−i
P
)
.
b. Si A,B son dos particiones de X tales que A ≤ B (esto es, B es un refina-
miento de A), entonces hµ(T,A) ≤ hµ(T,B).
La demostracio´n de esta Proposicio´n se puede ver en [12] (pa´gina 178) o [18]
(pa´gina 89).
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Entrop´ıa de un Desplazamiento o “Shift”
Sea A = {0, . . . ,m} un alfabeto finito, consideremos X = AN con T el des-
plazamiento (o shift) en X . Un elemento a ∈ X es una sucesio´n (o palabra)
a = (aj)j≥0 en donde aj ∈ A para todo j ∈ N ∪ {0}.
Definicio´n 1.35. Definimos el cilindro x0 . . . xn de taman˜o n+1 como el con-
junto de todos los elementos a ∈ X , cuyos primeros n+1 s´ımbolos cumplen que
aj = xj con j = 0, . . . , n.
El espacio medible (X,B) viene equipado con la filtracio´n natural (Bn) donde
Bn es la σ-a´lgebra generada por el conjunto An de cilindros x0 · · ·xn.
Sea µ una probabilidad T -invariante en X . Para An por 1.31 tenemos que
Hµ(An) = −
∑
A∈An
µ(A) log(µ(A)).
Como An =
∨n−1
i=0 T
−iA0, se sigue de la Definicio´n 1.32 que
hµ(T,A0) = l´ım
n→∞
1
n
H
(n−1∨
i=0
T−iA0
)
= l´ım
n→∞
H (An)
n
,
Por la Proposicio´n 1.34, hµ(T,A0) = hµ(T,Ak), para todo k ≥ 1. La definicio´n
1.33 implica que hµ(T,A0) ≤ hµ(T ) y para toda particio´n P de X existe un An
(para un n suficientemente grande) tal que P ≤ An, entonces
hµ(T ) = l´ım
n→∞
Hµ(An)
n
.
Estas definiciones son las mismas en el caso de un “sub-shift” y en casos parti-
culares hµ puede ser hallado fa´cilmente. Una pequen˜a descripcio´n de esta caso
puede verse en [19], pa´gina 32.
1.2.2. Entrop´ıa Topolo´gica y Presio´n
Definicio´n 1.36. Sea φ(x) una funcio´n continua en X . Para n ≥ 0, definimos
Snφ =
n−1∑
k=0
φ ◦ T k.
Para un conjunto C ⊂ X y una funcio´n continua ψ en X definimos
ψC = sup{ψ(x) | x ∈ C}.
Definicio´n 1.37. Dado un cubrimiento α de X definimos la presio´n de φ con
respecto al cubrimiento α como:
P (φ, α) = l´ım
n→∞
1
n
log ı´nf
U⊂αn
∑
U∈U
eSnφ(U),
donde αn = α∨ · · · ∨ T−(n−1)α, y el ı´nfimo es tomado sobre todos los subcubri-
mientos finitos U de αn.
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Definicio´n 1.38. La presio´n P (φ, T ) de φ con respecto a T es el supremo de
los valores de P (φ, α) sobre todos los cubrimientos abiertos de X . Cuando no
haya riesgo de confusio´n, notaremos P (φ, T ) = P (φ).
Definicio´n 1.39. La entrop´ıa topolo´gica hTop(T ) es definida como la presio´n
de φ ≡ 0.
Teorema 1.40 (Principio Variacional). La entrop´ıa topolo´gica y la presio´n
esta´n relacionadas de la siguiente forma,
P (φ, T ) = sup
{
hµ(T ) +
∫
X
φdµ
∣∣∣∣ para µ ∈M(X,T )
}
,
con M(X,T ) en conjunto de probabilidades T invariantes. Este supremo se al-
canza para al menos una medida ergo´dica en M(X,T ).
Para una demostracio´n de este teorema consultar [18] pa´gina 218 o [19]
pa´gina 31.
Presio´n de un Desplazamiento o “Shift”
Definicio´n 1.41. Para φ continua en X y C un cilindro, definimos presio´n de
φ por
P (φ) = l´ım
n→∞
1
n
log
( ∑
C∈An
e(Snφ)C
)
.
Para justificar esta definicio´n, veamos que por la Definicio´n 1.37
P (φ,A1) = l´ım
n→∞
1
n
log ı´nf
U⊂An
∑
U∈U
eSnφ(U).
Notando que An es un cubrimiento finito e irreducible, tenemos el resultado.
1.3. Medidas de Gibbs y Estados de Equilibrio
Los resultados que se exponen a continuacio´n pueden ser consultados en [19].
Como en secciones anteriores X sera´ el espacio AN, donde A = {0, . . . ,m},
equipado con la ultrame´trica
d(x, y) = 2− ı´nf{i≥0 | xi 6= yi}, (1.1)
y T el desplazamiento en X .
Sea C(X) el espacio de funciones continuas en X , de hecho son uniforme-
mente continuas. Podemos definir para f ∈ C(X) y k ≥ 0
ωk(f) = sup{|f(x)− f(y)|
∣∣ d(x, y) ≤ 2−k−1},
a modo que f ∈ C(X) es equivalente a la condicio´n
l´ım
k→∞
ωk(f) = 0.
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Definimos tambie´n B0(X) como el espacio de funciones en f ∈ C(X) para los
cuales
||f ||B0 =
∞∑
k=0
ωk(f) + ||f ||∞ < +∞,
es fa´cil ver que B0 es un espacio de Banach.
Definicio´n 1.42. Sea φ una funcio´n continua de valor real. Definimos el ope-
rador Lφ en C(X), llamado operador de Ruelle, para toda f ∈ C(X) por
Lφ(f)(x) =
∑
y∈T−1(x)
eφ(y)f(y) =
∑
j∈A
eφ(jx)f(jx).
Para cada n ≥ 1, tenemos que
Lnφ(f)(x) =
∑
y∈T−n(x)
eSnφ(y)f(y),
donde Snφ = φ+ φ ◦ T + · · ·+ φ ◦ T−n.
Notamos con L∗φ al operador adjunto definido en el espacio de medidas en
X equipado con la topolog´ıa de´bil. Tomemos φ ∈ B0(X)
Teorema 1.43 (Perron-Frobenius-Ruelle). Usando las definiciones anteriores
y φ en B0(X) tenemos que
(PFR1) existe un valor propio β > 0 de Lφ y un vector propio asociado h > 0
en C(X),
(PFR2) hay una u´nica medida de probabilidad µ en X tal que L∗φ(µ) = βµ y
para cada funcio´n ν en C(X), la sucesio´n β−nLnφ(ν) converge unifor-
memente en X a h
∫
ν dµ/
∫
h dµ, y
(PFR3) la presio´n topolo´gica de φ es log β = P (φ).
Definicio´n 1.44. Sea φ ∈ C(X). Una medida de probabilidad µ se llama
medida de Gibbs con respecto a φ si existen A,B > 0 y C ∈ R tal que
∀x ∈ X, ∀n ≥ 0, A ≤ µ(x0 · · ·xn)
eSn(φ)+Cn
≤ B.
Teorema 1.45. Sea φ ∈ B0(X), y h, µ y β como en el Teorema de Perron-
Frobenius-Ruelle. Entonces tenemos que β = eP (φ), y ν = hµ es la u´nica medida
invariante para la cual
P (φ) = hµ(T ) +
∫
X
φdµ.
Definicio´n 1.46. Una medida de equilibrio para el potencial φ es una medida
invariante µ que satisface P (φ) = hµ(T ) +
∫
X
φdµ.
Nota 2. La medida µ es una medida de Gibbs con respecto a φ para la cual el
coeficiente C es igual a − log β.
CAP´ITULO 2
Dimensio´n de Hausdorff de J
El contenido de este cap´ıtulo se puede consultar con ma´s detalle en [19], y
sera´ usado a lo largo de este trabajo, ya que gracias a e´l podemos calcular la
dimensio´n de Hausdorff del conjunto de Julia de una funcio´n que cumpla las
condiciones necesarias.
2.1. Repulsores Conformes
Sea f una funcio´n holomorfa de un abierto V de C en C y J un subconjunto
compacto de V .
Definicio´n 2.1. La terna (J, V, f) es un repulsor conforme si
(R1) existe un C > 0 y α > 1 tal que |(fn)′| ≥ Cαn para todo z ∈ J y n ≥ 1.
(R2) f−1(V ) es relativamente compacto en V con J = ∩n≥1f−n(V ), y
(R3) para todo abierto U con U∩J 6= ∅, existe un n > 0 tal que J ⊆ fn(U∩J).
Una propiedad importante que posee un repulsor conforme es el de existencia
de una particio´n de Markov (con un dia´metro arbitrariamente pequen˜o). Esta
propiedad nos permite identificar la dina´mica de f en J con la de un despla-
zamiento sobre un conjunto de palabras infinitas construidas con un alfabeto
finito.
Definicio´n 2.2. Una particio´n de Markov de J es un cubrimiento finito de J
por conjuntos Rj , 1 ≤ j ≤ k que satisface las siguientes condiciones.
(M1) Cada conjunto Rj es la clausura de su interior, Rj = intRj .
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(M2) intRi ∩ intRj = ∅ si i 6= j.
(M3) Si x ∈ intRj y f(x) ∈ intRi, entonces Ri ⊂ f(Rj).
(M4) Cada restriccio´n f |Rj es inyectiva.
2.2. Fo´rmula de Bowen
En esta seccio´n hacemos uso del formalismo termodina´mico y de la fo´rmula de
Bowen ([6]) para calcular la dimensio´n de Hausdorff de un repulsor conforme.
Sea (J, V, f) un repulsor conforme y {J0, . . . , Jm} una particio´n de Markov de
J . Definamos la matriz M por Mij = 1 si Jj ⊂ f(Ji), y 0 en caso contrario. El
cilindro x0 . . . xn es el conjunto de x ∈ J tal que f j(x) ∈ Jxj con xj ∈ {0, . . . ,m}.
Para el ca´lculo de esta dimensio´n sera´n necesarios los siguientes resultados cuyas
demostraciones pueden consultarse en [19](pa´gina 52).
Teorema 2.3 (Koebe). Existe una constante C > 0 tal que si φ es cualquier
funcio´n holomorfa inyectiva en B(a, r) entonces ∀x, y ∈ B (a, r4),
C−1|φ′(a)| ≤ |φ(x) − φ(y)||x− y| ≤ C|φ
′(a)|.
Proposicio´n 2.4. Sea Φ = −(log |f ′|)|J . Existe una constante C > 0 tal que
para cada cilindro x0 . . . xn y cada x ∈ x0 . . . xn, tenemos
C−1eSnΦ(x) ≤ diam(x0 . . . xn) ≤ CeSnΦ(x),
donde SnΦ es la suma de Birkhoff
∑n−1
k=0 Φ ◦ fk.
Esta proposicio´n implica que los dia´metros de los cilindros decrecen expo-
nencialmente dando como resultado el siguiente corolario.
Corolario 2.5. En las mismas condiciones que la proposicio´n anterior, tenemos
que Φ es Ho¨lder continua en el conjunto X(M) de palabras admisibles equipado
con la distancia ultrame´trica.
Para la demostracio´n, es necesario el siguiente resultado.
Proposicio´n 2.6. Sean x, y ∈ X(M) con distancia ultrame´trica d(x, y) < ǫ
tenemos que |x − y| < ǫ′. Es decir, si dos palabras son cercanas en X(M)
tambie´n son cercanas como elementos de J .
Demostracio´n. Para ver esto recordemos primero que para x, y ∈ X(M), su
distancia ultrame´trica es dada por (1.1). Supongamos ahora que d(x, y) = 2−n <
ǫ, esto implica que xi = yi para i = 0, . . . , n − 1 es decir x, y ∈ x0 . . . xn−1
(notando con x, y los elementos en J asociados a las palabras x, y en X(M)),
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luego
|x− y| ≤diam(x0 . . . xn−1) ≤ eSn−1Φ(x), Proposicio´n 2.4,
Sn−1Φ(x) =
n−1∑
k=0
Φ ◦ fk(x) = − log (|f ′(x)||f ′(f(x))| . . . |f ′ (fn−2(x)) |) ,
eSn−1Φ(x) =
1
|f ′(x)||f ′(f(x))| . . . |f ′ (fn−2(x)) | ,
eSn−1Φ(x) =
∣∣(f−n+1(z))′∣∣ , llamando z = fn−1(x).
Usando ahora la propiedad (R1) tenemos que
∣∣(f−n+1(z))′∣∣ ≤ 1/(Cαn−1). Co-
mo α > 1, existe una constante positiva η tal que 2η
n
n−1 < α, y con esto∣∣(f−n+1(z))′∣∣ < 1C 2−ηn = ǫ′.
Demostracio´n. (Corolario). Supongamos nuevamente que n = ı´nf{i ≥ 0 | xi 6=
yi}, tenemos que ver que existe una constante arbitraria η > 0 tal que para todo
x, y ∈ X(M) se cumple
|Φ(x) − Φ(y)| ≤ C2−ηn.
Al igual que en la demostracio´n de la proposicio´n anterior, no haremos distincio´n
entre los elementos de J y las palabras que los representan en X(M). As´ı mismo
todas las constantes de acotacio´n se notaran con C. Tenemos,
|Φ(x) − Φ(y)| =| log |f ′(x)| − log |f ′(y)||,
≤||f ′(x)| − |f ′(y)||, ya que − log |f ′| es Lipschitz,
≤|f ′(x)− f ′(y)| para f ′, x y y como en el Teorema 2.3,
≤C|f ′′(a)||x− y|,
≤C diam(x0 . . . xn−1) ≤ C2−ηn, igual que en la Proposicio´n 2.6
Ahora, vamos a aplicar el formalismo termodina´mico a esta situacio´n, consi-
deremos la funcio´n π(t) = P (tΦ) con P como en la Definicio´n 1.38, como se
menciono´ en la Definicio´n 1.39 para t = 0, π coincide con la entrop´ıa topolo´gica
de f que es positiva por las consideraciones hechas en [19](pa´ginas 32-33). Por
la condicio´n (R1), tenemos que SnΦ es negativo para n grande, luego π es no
creciente y
1
n
log
( ∑
C∈An
et(SnΦ)C
)
≤ log((m+ 1)ne−t(log |f ′|)C) ≤ K − t log |f ′|∣∣
C
,
≤ K − t logα.
Notando Pn(Φ) =
1
n log
(∑
C∈An e
t(SnΦ)C
)
, como Pn(Φ) ≤ K − t logα, puedo
tomar l´ımite cuando n→∞ a ambos lados y llegar a π(t) ≤ K − t logα, lo que
implica que l´ımt→∞ π(t) = −∞ y con esto existe un u´nico real t > 0 para el
cual π(t) = 0.
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Definicio´n 2.7 (dimensio´n de Hausdorff). Si E es un Boreleano en Rn, defini-
mos su dimensio´n de Hausdorff por
dimH(E) = ı´nf{α > 0 tales que Λα(E) = 0},
con
Λα(E) = l´ım
ǫ→ 0
Λǫα(E),
y
Λǫα(E) = ı´nf{(Bi)}
∞∑
i=0
(diam(Bi))
α,
tomando el ı´nfimo sobre todos los cubrimientos (Bi) de E por bolas de radio
menor que ǫ > 0.
Teorema 2.8 (Bowen [6]). La dimensio´n de Hausdorff de J es el u´nico real
positivo t para el cual π(t) = 0.
Demostracio´n. Sea d este real, y sean ǫ, δ > 0. Por la Proposicio´n 2.4 tenemos
que para un n suficientemente grande todos los cilindros de taman˜o n en J
tendra´n dia´metro menor que ǫ, luego
Λǫδ(J) ≤
∑
cilindros
diam (x0 . . . xn)
δ ≤
∑
cilindro C
Keδ(SnΦ)C ≤ KenPn(δΦ).
En la primera desigualdad usamos la Proposicio´n 2.4 llamando K a la constan-
te y en la siguiente que nPn(δΦ) = n
(∑
cilindro C e
δ(SnΦ)C
)
donde (SnΦ)C =
supx∈C{SnΦ(x)}. Como Pn(δΦ) tiende a P (δΦ) cuando n tiende a +∞, tenemos
que Λδ(J) = 0 cuando δ > d, con esto dimH(J) ≤ d.
Veamos ahora que dimH(J) ≥ d. Para esto, sea µ una medida de equilibrio
para dΦ (el Teorema 1.40 garantiza su existencia), entonces
0 = P (dΦ) = hµ(T ) + d
∫
X
Φ dµ,
esta medida es de Gibbs (nota 2) luego por Definicio´n 1.44 y Teorema 1.43,
∀x ∈ X, ∀n ≥ 0, µ(x0 · · ·xn) ≤ BeSn(dΦ),
como Φ = − log |f ′|J , llegamos a
µ(x0 · · ·xn) ≤ BeSn(dΦ) ≤B|f ′f ′ ◦ (f) . . . f ′ ◦ (fn−1)|−d = B|(fn)′|−d,
µ(x0 · · ·xn) ≤B|(fn)′|−d. (∗∗)
Por otro lado, sea c suficientemente pequen˜o, r positivo y menor que 1, y n el
mayor entero para el cual r|(fn)′(x)| ≤ c. Entonces para algu´n c0 ≥ 0 tenemos
que c0c ≤ r|(fn)′(x)| ≤ c, puedo tomar las mismas constantes c y c0 para
todo x por compacidad de J y si tomo un radio ma´s pequen˜o, puedo ajustar
la desigualdad tomando un n mayor. Consideremos la bola B(x, r), para un y
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cercano a x (Teorema 2.3) tenemos que |fn(x) − fn(y)| < c, luego podemos
escribir
µ(B(x, r)) ≤
∑
C∈E
µ(C),
donde E es el conjunto de cilindros de orden n + 1 que intersectan a B(x, r).
Usando (∗∗) tenemos que µ(C) ≤ Krd donde K no depende de x.
Solo basta mostrar que hay un M independiente de x, n, r tal que E tiene
menos deM elementos. Para esto construimos vecindades V (k) para los cilindros
de orden uno, a modo que V (k) ∩ V (j) 6= 0 si y solo si Jk ∩ Jj 6= 0, esto induce
vecindades V (x0 . . . xn) en cada cilindro. Llamemos M al nu´mero ma´ximo de
V (k) que contienen un punto en comu´n; tenemos que para un n dado, no ma´s
deM de los V (x0 . . . xn) pueden tener un punto en comu´n. Hemos obtenido que
µ(B(x, r)) ≤ Crd,
y la demostracio´n es consecuencia del siguiente resultado debido a Frostmann.
Proposicio´n 2.9. Sea E un boreliano en Rn. Suponga que existe un C y α
positivos, y una medida de probabilidad en E tal que para todo x ∈ E y todo
r > 0, tenemos µ(B(x, r) ∩ E) ≤ Crα. Entonces dimH(E) ≥ α.
Su demostracio´n se puede consultar en [19] pa´gina 78.
2.3. Componentes Hiperbo´licas Principales
A continuacio´n impondremos condiciones sobre el para´metro c que hara´n de
(Jm,c, Vm,c, Pm,c) un repulsor conforme. Queremos que nuestra terna cumpla
(R1), (R2) y (R3).
(R1) El polinomio Pm,c posee un u´nico punto cr´ıtico en 0. Para c /∈ Mm
tenemos que 0 ∈ A(∞). Si c ∈Mm y cumple que
c =
(
λ
m
) 1
m−1
(
1− λ
m
)
con |λ| < 1, (2.1)
entonces Pm,c tiene un punto fijo atractor que sera´ llamado z0. Tenemos
que Pm,c es un polinomio hiperbo´lico (por Teorema 1.25) ya que la cuen-
ca inmediata de atraccio´n A∗(z0) debe tener un punto cr´ıtico (Teorema
1.17). En ambos casos Pm,c es hiperbo´lico y se cumple la propiedad como
resultado del Lema 1.24.
La gra´fica de (2.1) en el plano c cuando m = 2 es una curva cardioide
que limita la componente hiperbo´lica llamada cardioide principal. Para
grados mayores (2.1) define la frontera de lo que llamaremos componen-
te hiperbo´lica principal. Para todo m ≥ 2, la componente es un abierto
conexo.
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(R2) El conjunto Vm,c sera´ construido tomando primero W una vecindad aco-
tada de Jm,c. Por ser Pm,c hiperbo´lico en Jm,c por Lema 1.24 existe A > 1
tal que, para la me´trica hiperbo´lica,
|f ′(x)| ≥ A, x ∈ Jm,c.
Sea ǫ > 0 suficientemente pequen˜o a modo que, notando ρ la me´trica
hiperbo´lica en U = C \ P (con P el conjunto poscr´ıtico, Definicio´n 1.1)
hacemos
Nǫ = {z ∈W | ρ(z, Jm,c) < ǫ},
este conjunto es disjunto de Pm,c(C\W ). Entonces P−1m,c(Nǫ) es contenido
en W , es ma´s tenemos que P−1m,c(Nǫ) ⊂ Nǫ/m ⊂ Nǫ. Hacemos Vm,c = Nǫ.
(R3) Es consecuencia del Teorema 1.9.
Ya que se cumplen estas propiedades, podemos usar la seccio´n anterior.
Teorema 2.10. Si dm(c) denota la dimensio´n de Hausdorff de Jm,c, entonces
la funcio´n dm es anal´ıtica real en las componentes hiperbo´licas principales.
Demostracio´n. Como Pm,c es expansiva en Jm,c tenemos que dm(c) es dada
por P (−dm(c) log |P ′m,c|) = 0 (Teorema 2.8). Usando ψm,c = (φm,c)−1 con φm,c
como en el Teorema de Bo¨ttcher 1.16, podemos escribir esta fo´rmula en el c´ırculo
unidad equipado con la aplicacio´n z 7→ zm (o en {0, 1, . . . ,m − 1}N con el
desplazamiento),
P (−dm(c) log |m(ψm,c)m−1|) = 0.
El resultado se tiene ya que ψm,c es holomorfa en c, log |m(ψm,c)m−1| es Ho¨lder
continua en el c´ırculo si c esta´ en la componente hiperbo´lica principal y la presio´n
es anal´ıtica en espacios Ho¨lder.
Nota 3. Este resultado es va´lido en el complemento del Multibrot o en cualquiera
de sus componentes hiperbo´licas.
La fo´rmula obtenida en este cap´ıtulo para el ca´lculo de la dimensio´n de
Hausdorff es u´til para el ana´lisis teo´rico, pero en principio dif´ıcil de usar pa-
ra obtener valores nume´ricos. En [19] pa´ginas 60-68 se hacen consideraciones
nume´ricas, aparece una relacio´n importante entre la dimensio´n, la entrop´ıa y
los exponentes de Lyaponov, conocida como la fo´rmula de Manning, y tambie´n
podemos encontrar un estimativo debido a Ruelle para el caso z 7→ z2 + c con
c en vecindades de 0. Un algoritmo ma´s detallado con ana´lisis de error en el
estimativo de Ruelle puede ser consultado en [4].
CAP´ITULO 3
Implosio´n Parabo´lica
Para nuestro ana´lisis es necesario hablar en primer lugar de las coordenadas de
Fatou definidas en el Teorema 1.13 para la familia Pm,c. De ahora en adelante
nos centramos en los valores c establecidos en la Proposicio´n 1.15. Para poder
aplicar los resultados de la seccio´n 1.1.1 tenemos que escribir Pm,c en su serie de
potencias alrededor del origen. Esto nos permitira´ saber el nu´mero de pe´talos
atractores y repulsores (Definicio´n 1.11), y con ello el nu´mero de coordenadas
de Fatou.
Sean a = m−12 m
1
m−1 , b =
(
1
m
) 1
m−1 , Tξ(z) = z + ξ y h(z) = az. Tenemos
que
fm,c = (Tb ◦ h−1)−1 ◦ Pm,c ◦ (Tb ◦ h−1),
donde fm,c(z) = z + z
2 + · · · + zmam−1 como Tξ y h son una translacio´n por
ξ y una multiplicacio´n por un nu´mero positivo, la dina´mica de Pm,c y fm,c es
ba´sicamente la misma. Es claro que fm,c posee un punto fijo parabo´lico en z = 0
con multiplicador λ = 1 y un u´nico punto cr´ıtico en z = 1−m2 .
Los teoremas y definiciones ya citados nos dicen que Pm,c posee un pe´talo
atractor y uno repulsor junto con dos coordenadas de Fatou, una asociada a
cada pe´talo.
Nota 4. Para simplificar notacio´n de ahora en adelante el sub´ındice m, c sera´
cambiado simplemente por m. No hay riesgo de confusio´n ya que para cada m
nos restringimos a un u´nico c, a saber el mencionado en el Proposicio´n 1.15. Y
cuando m sea omitido nos referiremos a m = 2.
Lema 3.1. Para fm existen regiones V
+
m y V
−
m tales que:
(a) fm es inyectiva en V
+
m y V
−
m .
(b) fm(V
+
m ) ⊃ V +m y fm(V −m ) ⊂ V −m .
26
CAPI´TULO 3. IMPLOSIO´N PARABO´LICA 27
Demostracio´n. Sea V +m = B
(
0, m−14
)
y V −m = B
(
0, 1−m4
)
. Hacemos el cambio
de variable Z = − 1z que transforma fm(z) en
Fm(Z) = Z + 1 +
Zm−2 + · · · − am
Zm−1 − Zm−2 + · · ·+ am ,
con am = (−1)m−1a1−m.
01−m
4
m−1
4
V −m V
+
m
04
1−m
4
m−1
U+m U
−
m
Fm Fm
A su vez, los discos V +m y V
−
m se transforman en U
+
m =
{
Z = X + iY | X < 41−m
}
y U−m =
{
Z = X + iY | X > 4m−1
}
respectivamente. En U+m ∪ U−m la aplicacio´n
Fm se comporta casi como una translacio´n Z 7→ Z +1 para |ImZ| >> 1. Luego
Fm es inyectiva y Fm(U
+
m) ⊃ U+m y Fm(U−m) ⊂ U−m.
La demostracio´n del siguiente teorema se puede ver en [16], [9](pa´gina 118) o
en [20](pa´gina 11) (donde se demuestra de dos formas), de hecho es consecuencia
directa del Teorema 1.13 ([14](pa´gina 114)).
Una regio´n en C es una regio´n por izquierda (rep. por derecha) si es de la
forma {z = x+ iy|x < h(y)} (resp. x > h(y)), donde h : R −→ R es una funcio´n
continua.
Teorema 3.2. Se pueden hallar aplicaciones holomorfas φ+m : V
+
m −→ C y
φ−m : V
−
m −→ C tales que:
(a) φ+m(V
+
m ) es una regio´n por izquierda y φ
−
m(V
−
m ) es una regio´n por derecha,
(b) φ+m(fm(z)) = φ
+
m(z) + 1 si z y fm(z) pertenecen a V
+
m . Y φ
−(fm(z)) =
φ−m(z) + 1 si z ∈ V −m .
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Llamamos a φ+m y φ
−
m coordenadas de Fatou. Son u´nicas salvo por una constante
aditiva.
Nota 5. Las aplicaciones φ+m y φ
−
m, y los conjuntos V
+
m y V
−
m dependen dem pero
el tratamiento que haremos es independiente del grado as´ı que solo escribiremos
φ+, φ−, V + y V −.
Proposicio´n 3.3 (Extensio´n de las Coordenadas de Fatou).
(a) La coordenada de Fatou atractora φ− : V − −→ C puede ser extendida a una
aplicacio´n holomorfa φˆ− : intKm −→ C satisfaciendo
φˆ(fm(z)) = φˆ(z) + 1,
para todo z ∈ intKm
(b) La inversa ψ+ : φ+(V +) −→ V + de la coordenada repulsora de Fatou, puede
ser extendida a una aplicacio´n ψˆ+ : C −→ C satisfaciendo
ψˆ+(z + 1) = fm(ψˆ
+(z))
para todo z ∈ C.
Demostracio´n. (a) Para z ∈ intKm, tenemos que fnm(z) ∈ V − para n suficien-
temente grande. Hacemos φˆ−(z) = φ−(fnm(z))−n, esto no depende de n, ya
que para n+ 1 tenemos que φ−(fn+1m (z))− n− 1 = φ−(fnm(z))− n porque
φ− satisface φ−(fm(z)) = φ−(z) + 1 en V −.
(b) Para z ∈ C, tenemos z − n ∈ U+ para n suficientemente grande. Hacemos
luego ψˆ+(z) = fnm(ψ
+(z − n)), esto no depende de n porque f(ψ+(z)) =
ψ+(z + 1) en U+.
3.1. Persistencia de las Coordenadas de Fatou
Vamos a estudiar ahora la aplicacio´n fm,ǫ(z) = z+z
2+ · · ·+ zmam−1 + ǫ con ǫ > 0,
es decir, una perturbacio´n de fm. Es claro que z = 0 ya no es un punto fijo
(fm,ǫ(0) = ǫ) y como tenemos un polinomio de grado m no podemos hallar los
m (contando multiplicidades) puntos fijos de una manera fa´cil; pero por suerte
podemos hacer el siguiente ana´lisis.
Sean Rm(z) = z
2 + · · · + zmam−1 y Rm,ǫ su perturbacio´n. Vamos a usar el
Teorema de Rouche´ (ver [2] pa´gina 153) para estimar el nu´mero de ra´ıces de
Rm,ǫ (puntos fijos de fm,ǫ) en una regio´n, para esto usaremos la funcio´n Rǫ(z) =
z2 + ǫ (m = 2), cuyas ra´ıces Rǫ(z) = z
2 + ǫ = 0 son z = ±i√ǫ.
Luego fǫ tiene dos puntos fijos conjugados, ahora por el Teorema de Rouche´,
|Rm,ǫ(z)−Rǫ(z)| = |a3z3 + · · ·+ amzm| ≤ |z2 + ǫ|,
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para un disco de radio r con
√
ǫ < r <
√
ǫ+ δ y δ > 0 suficientemente pequen˜o,
tenemos que fm,ǫ y fǫ tienen el mismo nu´mero de puntos fijos. Una perturbacio´n
positiva de fm esta´ relacionada a una de Pm por un ǫ
′ > 0. Como c + ǫ′ se
encuentra afuera de Mm (ya que c fue tomado en la frontera) entonces 0 el
punto cr´ıtico de Pm pertenece a A(∞), esto junto con los Teoremas 1.12 y 1.17
nos dice que los puntos fijos de fm,ǫ son repulsores.
Los multiplicadores de ±i√ǫ esta´n dados por f ′ǫ(±i
√
ǫ) = 1± 2i√ǫ que para
ǫ pequen˜o tiene norma ligeramente mayor a uno. Es decir, la accio´n principal de
fm,ǫ sobre puntos cercanos a ±i
√
ǫ es la de una rotacio´n. Para fm,ǫ sus puntos
fijos son cercanos a los de fǫ y f
′
m,ǫ(z) = 1 + 2z + · · ·+ma1−mzm−1 lo que nos
lleva al mismo comportamiento. Gracias a esto podemos definir coordenadas de
Fatou en el caso perturbado.
El caso m = 2 se encuentra explicado en [9]. Vamos a seguir su desarrollo
junto con el de [20] en donde se trata el caso general.
Llamemos α′ y α′′ a los puntos fijos repulsores de fm,ǫ y V −ǫ (resp. V
+
ǫ ), el
c´ırculo que pasan por α′, α′′ y 1−m4 (resp.
m−1
4 ). Es claro que V
±
ǫ dependen de
m, pero por lo expuesto a continuacio´n sera´n independes del grado (ver [16]).
Proposicio´n 3.4. Existen aplicaciones inyectivas holomorfas φ+ǫ : V
+
ǫ → C
φ−ǫ : V
−
ǫ → C tales que:
(a) φ+ǫ (V
+
ǫ ) es una regio´n de la forma {ζ = ξ + iη|h+1 (η) < ξ < h+(η)} con
h+, h+1 : R −→ R continuas, h+ − h+1 > 1. Y, φ−ǫ (V −ǫ ) es una regio´n de la
forma {ζ = ξ + iη|h−1 (η) < ξ < h−(η)} con h−, h−1 : R −→ R continuas,
h− − h−1 > 1.
(b) φ+ǫ (fǫ(z)) = φ
+
ǫ (z) + 1 donde z y fm,ǫ(z) pertenecen a V
+
ǫ . Y, φ
−
ǫ (fǫ(z)) =
φ−ǫ (z) + 1 donde z y fm,ǫ(z) pertenecen a z ∈ V −ǫ
Bosquejo de la prueba. Para facilitar (o hacer posibles) los ca´lculos, tengamos
en cuenta que cerca de α′ la aplicacio´n fm,ǫ se comporta como z 7→ α′+ρ′(z−α′)
con ρ′ el multiplicador de α′ por Teorema de Taylor (ver [2] pa´gina 179). Con esta
consideracio´n, toda la familia fm,ǫ se puede representar como z 7→ α′+ρ′(z−α′)
cerca de α′. Usamos ahora el cambio de variable
Z =
1
2α′
log
z − α′
z − α′′ .
Escogemos en V −ǫ (resp. V
+
ǫ ) la rama de logaritmo ma´s cercana a 0 para z =
1−m
4 (resp. z =
m−1
4 ). Esto transforma V
−
ǫ , V
+
ǫ en franjas verticales U
−
ǫ , U
+
ǫ .
La aplicacio´n f(z) se conjuga con F (Z) = Z(f(Z−1)):
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α′′
α′
V −ǫ V
+
ǫ
0
U+ǫ U
−
ǫ
f(Z−1) =α′ + ρ′
(
α′′e2α
′Z − α′
e2α′Z − 1 − α
′
)
= α′ + ρ′
(
(α′′ − α′)e2α′Z
e2α′Z − 1
)
.
F (Z) =
1
2α′
log


ρ′
(
(α′′−α′)e2α′Z
e2α′Z−1
)
ρ′
(
(α′′−α′)e2α′Z
e2α′Z−1
)
− (α′′ − α′)

,
F (Z) =Z +
log ρ′
2α′
+
1
α′
log
(
1
ρ′e2α′Z − e2α′Z + 1
)
.
Para ǫ pequen˜o e ImZ grande tenemos que F (Z) se comporta como una trans-
lacio´n y la demostracio´n se sigue igual que en el Teorema 3.2.
3.2. Operador de Lavaurs
A continuacio´n describiremos un resultado debido a Pierre Lavaurs, ma´s detalles
sobre el mismo y otros resultados se pueden consultar en su tesis doctoral [11].
Una diferencia entre el caso perturbado y el original, es que en el perturbado
las coordenadas de Fatou esta´n muy relacionadas ya que es posible en φ−ǫ (V
−
ǫ )∪
Tπ/
√
ǫ(φ
+
ǫ (V
+
ǫ )) definir una coordenada de Fatou Φ
−
ǫ que corresponder´ıa en la
variable z a una coordenada φǫ global (ver [20]).
Tenemos que para z ∈ V +ǫ ∩V −ǫ el valor de φ+ǫ y φ−ǫ difiere por una constante.
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Teorema 3.5.
τ˜(ǫ) = φ+ǫ (z)− φ−ǫ (z) = −
π√
ǫ
+O(1).
Su demostracio´n se puede consultar en [20] pa´gina 17.
Definicio´n 3.6. Definimos la fase como la clase de τ˜ (ǫ) en T = R/Z y la no-
taremos con τ(ǫ).
Proposicio´n 3.7. Para ǫ > 0 y n ∈ N,
fnm,ǫ = (φ
+
ǫ )
−1 ◦ Tn+τ˜(ǫ) ◦ φ−ǫ .
Demostracio´n. Sea ζ ∈ Ω−ǫ = φ−ǫ (V −ǫ ) tal que ζ+n+ τ˜(ǫ) ∈ Ω+ǫ . Sea k el mayor
entero menor o igual que n tal que ζ + k ∈ Ω−ǫ . Entonces ζ + k + τ˜(ǫ) ∈ Ω−ǫ
para 0 ≤ i ≤ k, ζ + j + τ˜(ǫ) ∈ Ω+ǫ para k ≤ j ≤ n. Si ζ = φ−ǫ (z), tenemos
fkm,ǫ(z) = (φ
−
ǫ )
−1(ζ + k) = (φ+ǫ )
−1(ζ + k + τ˜ (ǫ)) y fnm,ǫ(z) = f
n−k
m,ǫ (f
k
m,ǫ(z)) =
(φ+ǫ )
−1 ◦ Tn+τ˜(ǫ) ◦ φ−ǫ .
Definicio´n 3.8 (Operador de Lavaurs). El operador de Lavaurs para fm es una
aplicacio´n de intKm en C dada por
gσˆ = ψˆ
+ ◦ Tσˆ ◦ φˆ− (3.1)
donde ψˆ+ y φˆ− son como en el Teorema 3.3, σˆ ∈ C y Tσˆ es la translacio´n por σˆ.
Proposicio´n 3.9. El operador de Lavaurs cumple la siguiente propiedad
gσˆ ◦ fm = fm ◦ gσˆ = gσˆ+1
Demostracio´n. Es inmediato a partir de la definicio´n y las propiedades de las
coordenadas de Fatou extendidas.
Proposicio´n 3.10. Los puntos cr´ıticos del operador de Lavaurs son:
Preimagen de un punto cr´ıtico de fm por f
k
m para k ∈ Z+.
Preimagen de un punto cr´ıtico de fm por gσˆ−l para algu´n l ∈ Z+.
Demostracio´n. Solo hay que tener en cuenta que (gσˆ)
′ = (ψˆ+)′(φˆ− + σˆ) · (φˆ−)′
y usar que φˆ−(fn(z)) = φˆ−(z)+n y fn(ψˆ+(z)) = ψˆ+(z+n). Para ma´s detalles,
la demostracio´n completa se encuentra en [11] pa´gina 8.
Proposicio´n 3.11. Sea ǫn una sucesio´n de nu´meros positivos que tiende a
0 y (Nn) una sucesio´n de enteros tendiendo a +∞. Suponga que Nn + τˆ (ǫn)
converge a un l´ımite σˆ ∈ R. Entonces fNnǫn converge al operador de Lavaurs gσˆ
uniformemente en cada compacto de Km.
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Demostracio´n. Suponga que x ∈ V − y σˆ tal que φ−(x) + σˆ ∈ U+ = φ+(V +).
Entonces podemos encontrar una vecindad Λ de x tal que
(φ+ǫn)
−1 ◦ TNn+τˆ(ǫn) ◦ φ−ǫn
esta´ definido en Λ para n suficientemente grande, y converge uniformemente en
Λ a gσˆ. En Λ, tenemos
(φ+ǫn)
−1 ◦ TNn+τˆ(ǫn) ◦ φ−ǫn = fNnǫn , luego fNnǫn → gσˆ,
uniformemente en Λ.
Sea ahora x un punto arbitrario en intKm y σ ∈ R arbitrario. Podemos
encontrar m1 ∈ N tal que x′ = fm1m (x) ∈ V − y σ′ = σ −m1 −m2 con m2 ∈ N
tal que φ−ǫ (x
′) + σ′ ∈ U+.
Entonces, haciendo N ′n = Nn − m1 − m2, la aplicacio´n fNnǫn tiende a gǫ′ ,
uniformemente en una vecindad de x, luegofNnǫn → fm2 ◦ gσ′ ◦ fm1 = gσ unifor-
memente en cada vecindad de x.
Conjuntos de Julia-Lavaurs
El conjunto que definiremos a continuacio´n resultara´ ser un posible l´ımite para
los conjuntos de Julia asociados a fm,ǫ cuando ǫ→ 0.
Definicio´n 3.12. Definimos el conjunto Julia-Lavaurs Jm,0,σˆ por
Jm,0,σˆ =
⋃
k
g−kσˆ (Jm).
donde Jm es el conjunto de Julia de fm.
La siguiente es una gra´fica del conjunto de Julia (disconexo) asociado a la
aplicacio´n z → z3+ 2
3
√
3
+ ǫ para un ǫ > 0 fijado. El conjunto J3,0,σˆ, para cierto
σˆ, es muy similar a e´l.
Nota 6. Siempre que se este´ haciendo un tratamiento independiente del grado,
simplemente lo notaremos J0,σˆ.
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Aunque no lo usaremos, podemos definir un conjunto Km,0,σˆ (o K0,σˆ con la
misma consideracio´n) de puntos que no escapan para la pareja (fm, gσˆ), enten-
diendo por esto, puntos cuyos iterados bajo alguna de las dos funciones o las
dos, jama´s pertenece a C \Km. En tal caso J0,σˆ es la frontera de K0,σˆ.
La Propiedad 3.9 nos muestra que J0,σˆ = J0,σˆ+l con l ∈ Z, es decir no
depende de σˆ sino de su clase de equivalencia en T = R/Z que notaremos σ.
Con esto en cuenta, el conjunto de Julia-Lavaurs de (fm, gσˆ) sera´ notado J0,σ.
CAP´ITULO 4
Discontinuidad de la Dimensio´n de Hausdorff
A lo largo de este cap´ıtulo notaremos
fm,ǫ(z) = z
m + c+ ǫ,
donde c es como se menciona al inicio del Cap´ıtulo 3. El caso no perturbado se
notara´ por
fm(z) = fm,0(z) = z
m + c.
Notaremos con α el punto fijo parabo´lico de fm(z) y αi, i = 1, . . . ,m − 1, sus
m− 1 preima´genes diferentes a e´l, enumeradas en orden antihorario de acuerdo
al sector de la ra´ız m-e´sima a la que pertenecen. Siempre sera´ tomada la rama
de la ra´ız en la que m
√
1 = 1.
4.1. Mariposas
Definicio´n 4.1. Diremos que una pareja de enteros (k, l) es admisible si
k ≥ 0, l ≥ 0 o k > 0, l ∈ Z. Para una pareja (k, l) admisible definimos,
gk,lm,σ =
{
f lm ◦ gkσˆ, si l ≥ 0,
gσˆ+l ◦ gk−1σˆ , si l < 0.
Nota 7. Cuando sea claro el contexto se omitira´ el sub´ındice σ y al igual que en
cap´ıtulos anteriores, tambie´n se omitira´ m si los resultados son independientes
del grado del polinomio.
34
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Definicio´n 4.2. Sean
D ={x ∈ Km | ∃(k, l) admisible tal que gk,l(x) = α},
y D∗ = D \ {α}.
Proposicio´n 4.3. Si x ∈ D∗ existe una u´nica pareja admisible (k, l) tal que
gk,l(x) = αi para algu´n i.
Demostracio´n. Solo hay que observar que si x ∈ D existe una pareja (k′, l′)
admisible tal que gk
′,l′(x) = α, ahora puedo construir una pareja admisible
(k, l) tal que gk,l(x) = αi tomando una preimagen de g
k′,l′(x) bajo fm como α
no esta´ en el conjunto, obligatoriamente obtengo un αi.
Proposicio´n 4.4. Para σ ∈ R/Z, tenemos que gσˆ(0) ∈ C \Km.
Su demostracio´n se puede consultar en [9] pa´gina 129.
Proposicio´n 4.5. El conjunto ν de σ ∈ C/Z tal que gσˆ(0) ∈ C \ Km, es
una abierto de C/Z que contiene T = R/Z. Para σ ∈ ν hay dos componentes
conexas de g−1σˆ (intKm) cuya clausura contiene α.
Demostracio´n. La primera parte es consecuencia de la definicio´n de gσˆ ya que
ψˆ+, Tσˆ y φˆ
− son continuas. La segunda, se tiene gracias a que los iterados de
puntos que se encuentren en la interseccio´n de los pe´talos atractor y repulsor
muy cercanos a α siguen un patro´n casi circular.
Figura 4.1: Regiones de atraccio´n (V −) y repulsio´n (V +) asociadas a φ+ y φ−
y 4 o´rbitas de puntos cercanos a α
Definicio´n 4.6 (Mariposa Llena). Definimos la mariposa llena en α que nota-
remos Pˆα como la clausura de la unio´n de las dos componentes de g
−1
σˆ (intKm)
(dos discos topolo´gicos) cuya clausura contiene α.
Definicio´n 4.7. Definimos la mariposa llena Pˆαi en cada αi como la componen-
te de f−1(Pˆα) que contiene αi. La mariposa llena en cada x ∈ D∗ esta´ dada por
(gk,lσ )
−1(Pˆαi) donde (k, l) es la u´nica pareja admisible y el αi correspondiente al
x. La mariposa Px en cada x se define por Pˆx ∩ J0,σ
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Figura 4.2: Gra´fica similar a la mariposa llena Pˆα para z
3 + 2
3
√
3
.
Figura 4.3: Gra´ficas similares a la mariposa Pα y a algunas mariposas Px para
z3 + 2
3
√
3
.
Proposicio´n 4.8. El conjunto de puntos cr´ıticos de gσˆ, C(gσˆ), esta´ dado por
C(gσˆ) =
⋃
(k,l)<(1,0)
(gk,lm,σ)
−1(0),
usando “< ” como el orden lexicogra´fico.
Demostracio´n. Es solo la Proposicio´n 3.10 escrita de otra forma.
Podemos observar lo siguiente, segu´n la Proposicio´n 4.8 los puntos cr´ıti-
cos de gσˆ son
⋃
l>0 f
−l
m (0) y
⋃
l>0 g
−1
σˆ−l(0), iterando con gσˆ llegamos a que el
conjunto poscr´ıtico cerrado de (fm, gσˆ) es el conjunto formado por (f
k
m(0))k≥1,
(gσˆ+l(0))l∈Z y α. Sea ahora Ui un abierto que contiene αi y limitado por los
rayos rei
π
m , re(i+1)
π
m con t ∈ R+ y por una equipotencial de f0 escogida a modo
que no contenga algu´n punto poscr´ıtico de (f0, gσˆ).
Entonces, para todo x ∈ D∗ existe un abierto Ux conteniendo x tal que gk,lσˆ
induce un isomorfismo de Ux en Ui que env´ıa Px en Pi.
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Figura 4.4: Abierto U1 (amarillo) construido para z 7→ z2 + 1/4.
Figura 4.5: Abiertos U1 (amarillo) y U2 (azul) construidos para z 7→ z3+ 23 (13 )1/2.
Definicio´n 4.9. Para U ⊂ C abierto simplemente conexo, ϕ : U −→ C holo-
morfa e inyectiva y L ⊂ U compacto y conexo, definimos la distorsio´n de ϕ en
L por:
distL(ϕ) = sup
x,y∈L
∣∣∣∣log ϕ′(x)ϕ′(y)
∣∣∣∣ .
Donde log es tomado en una curva de x a y en L.
Proposicio´n 4.10. Existe κ > 0 tal que para todo x en D∗
gk,lσˆ (Ux) = Ui, g
k,l
σˆ (Px) = Pi, distPx(g
k,l
σˆ ) ≤ κ.
Demostracio´n. So´lo hace falta ver la tercera desigualdad. Ya que Px es compac-
to, conexo y gk,lσˆ un isomorfismo, la distorsio´n esta´ bien definida.
Queremos hacer uso del Teorema de Koebe (Teorema 2.3) con
φ(x) = gk,lσˆ (x) y relacionar todo par de puntos z, y ∈ Px, para esto tomamos
un cubrimiento finito de Px, para cada x, con bolas B(a, ǫx/4) donde a ∈ Px
y ǫx ≤ supz∈Px d(z, ∂Ux), al hacer esto obtenemos un cubrimiento de J0,σ que
puede ser reducido a uno finito, digamos M te´rminos, y que posee un ǫx > 0
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mı´nimo que llamaremos ε. Esto me permite aplicar el Teorema de Koebe en
cada bola B(a, ǫx), llegando a
C−1|φ′(a)| ≤
∣∣∣∣φ(xi)− φ(yi)xi − yi
∣∣∣∣ ≤ C|φ′(a)|, (4.1)
en donde xi, yi ∈ B(a, ǫ/4) y C es la mayor de las constantes obtenidas al aplicar
el teorema en todas las M bolas que cubren J0,σ. Esto a su vez implica,
C−1 ≤
∣∣∣∣φ′(xi)φ′(a)
∣∣∣∣ ≤ C, (4.2)
para todo xi ∈ B(a, ǫ/4). Ahora para z, y ∈ Px, sea c(t) una curva completa-
mente contenida en Px que los una, con t ∈ [0, 1], c(0) = y y c(1) = z. Tomemos
las bolas B(ai, ǫx/4) que interceptan a c([0, 1]) enumeradas en base a la orien-
tacio´n de c y puntos en la intercepcio´n B(ai, ǫx/4) ∩ B(ai+1, ǫx/4) ∩ c([0, 1]),
notados bi con i = 1, . . . , n − 1 para cierto n que depende del cubrimiento de
Px, y dos puntos adicionales b0 = y y bn = z. Estos n+ 1 puntos nos permiten
escribir
C−1 ≤
∣∣∣∣φ′(bi)φ′(ai)
∣∣∣∣ ≤ C y C−1 ≤
∣∣∣∣ φ′(bi)φ′(ai+1)
∣∣∣∣ ≤ C,
para todo i, como C−1 ≤
∣∣∣ φ′(bi+1)φ′(ai+1)
∣∣∣ ≤ C, se deduce que ∣∣∣ φ′(bi)φ′(bi+1)
∣∣∣ ≤ C2, y
llegamos a, ∣∣∣∣φ′(y)φ′(z)
∣∣∣∣ =
∣∣∣∣φ′(b0)φ′(b1)
∣∣∣∣
∣∣∣∣φ′(b1)φ′(b2)
∣∣∣∣ . . .
∣∣∣∣φ′(bn−1)φ′(bn)
∣∣∣∣ ≤ C2n ≤ C2M .
Tomando logaritmo tenemos el resultado, ya que
∣∣∣∣log ϕ′(y)ϕ′(z)
∣∣∣∣
2
=
(
log
∣∣∣∣ϕ′(y)ϕ′(z)
∣∣∣∣
)2
+ (argφ′(y)− argφ′(z))2,
y |argφ′(y)−argφ′(z)| es acotado por 4π. La constante de acotacio´n es la misma
para todo x ∈ D.
4.2. Particio´n de Markov
Para zm + c con c =
(
1
m
) 1
m−1
(
1− 1m
)
, podemos caracterizar los puntos fi-
jos, ciclos atractores y preima´genes del punto fijo parabo´lico, por medio de los
a´ngulos t correspondientes bajo la semiconjugacio´n dada por el lazo de Ca-
rathe´odory definido en 1.22. Nombramos a continuacio´n los t para cada caso.
Puntos fijos:
{
t = km−1 , | k = 0, . . . ,m− 2
}
.
Preima´genes del punto fijo parabo´lico
{
t = k+1m , | k = 0, . . . ,m− 2
}
.
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Ciclos repulsores de orden 2 tenemos en total m(m−1)2 . Pero los que nos intere-
san esta´n dados por los a´ngulos
{k(m+1)+1
m2−1 ,
k(m+1)+m
m2−1
}
para k = {0, . . . ,m−2}.
La razo´n por la que nos interesan, es que cada intervalo
(k(m+1)+1
m2−1 ,
k(m+1)+m
m2−1
)
contiene el a´ngulo correspondiente a una de las preima´genes del punto fijo pa-
rabo´lico y no contiene ninguno a´ngulo que corresponda a puntos fijos de zm+ c.
Esto u´ltimo se observa fa´cilmente ya que
k
m− 1 <
k
m− 1 +
1
m2 − 1 =
k(m+ 1) + 1
m2 − 1 ,
y
k
m− 1 +
m
m2 − 1 =
k
m− 1 +
1
m− 1 +
−1
m2 − 1 <
k + 1
m− 1 .
Adema´s, la imagen bajo t 7→ mt mo´d 1 del arco
[
k(m+1)+1
m2−1 ,
k(m+1)+m
m2−1
]
en
R/2πZ es todo R/2πZ menos el arco
(
k(m+1)+1
m2−1 ,
k(m+1)+m
m2−1
)
. Ahora introduci-
mos la siguiente notacio´n.
Ai = γ
([
i(m+ 1) + 1
m2 − 1 ,
i(m+ 1) +m
m2 − 1
])
, i = 0, . . . ,m− 2.
A cada punto en x ∈ D∗ podemos asociarle uno de los sectores Ai. Recordemos
que hay una u´nica pareja admisible (k, l) tal que gk,lσ (x) = αi para algu´n i,
entonces definimos Ax = (g
k,l
σ )
−1(Ai), recordemos que gk,lσ : Ux −→ Ui es
un isomorfismo. Notamos ahora por FAx el homeomorfismo g
k,l+1
σ : Ax −→
J0,σ \Ai.
Proposicio´n 4.11. La distorsio´n de FAx es acotada por una constante inde-
pendiente de x en D.
Demostracio´n. Se sigue igual que en la Proposicio´n 4.10 con φ(z) = FAx(z), solo
que esta vez cubrimos cada Ax con bolas de radio ǫx/4 escogido de la misma
forma. Aplicando Teorema de Koebe llegamos a (4.1) y a (4.2), concluyendo sin
mayores cambios.
Ahora construiremos un sucesio´n (An) de conjuntos de piezas Ax donde cada
uno de ellos es una casiparticio´n en el siguiente sentido:
1.
⋃
A∈An A ⊇ J0,σ \D.
2. Si A,A′ son dos piezas distintas de An, entonces A ∩ A′ = ∅ o A ∩ A′ es
la preimagen de algu´n punto en el ciclo repulsor de orden dos tomado.
Definimos primero A1 como la unio´n de los conjuntos Ai p y Ap,q dados de
la siguiente forma. Ai 0 = Ai con i = 1, . . . ,m − 1, Ai±p = f−p0 (Ai 0) para
i = 1, . . . ,m− 2 y p > 0. Los s´ımbolos + y − indica, respectivamente, que las
preima´genes son tomadas con respecto a la i-e´sima e (i+ 1)-e´sima ramas de la
ra´ız m. Para i = m − 1 el s´ımbolo − indica que la preimagen es tomada en
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la rama (i − 1)-e´sima. Ahora Pα
⋂
g−qσ (J0,σ \ {α}) tiene infinitas componentes
conexas, gqσ induce sobre cada una de ellas un isomorfismo sobre J0,σ. Dos de esas
componentes L+q y L
−
q tiene a α en su clausura (ver Proposicio´n 4.5). Definimos
A0,±q = g−qσ (A1 0), con + o − indicando si la preimagen es tomada en L±q . Por
u´ltimo Ap,q = f
p
0 (A0,q) que esta´ bien definida para todo p ∈ Z ya que f0 es un
automorfismo de Pˆα. Los An se definen por recurrencia de la siguiente manera:
An+1 =
{
F−1A (A
′) | A ∈ An y A′ ∈ A1, A′ ⊂ J0,σ \Ai
}
.
Proposicio´n 4.12.
rn = sup
A∈An
diamA −−−−−→
n→+∞ 0.
Demostracio´n. Supongamos que l´ımn→∞ rn = L > 0. Luego, para n grande
rn ∈ [L − ǫ, L + ǫ] (definicio´n de l´ımite). Es decir, para este n fijo
supA∈AndiamA = m1 con m1 ∈ [L − ǫ, L + ǫ]. Por definicio´n de supremo,
existe algu´n A∗ ∈ An tal que diamA∗ = m1 con m′1 = m1 − δ (con δ pequen˜o).
Ahora, tenemos que supA∈An+1 diam A < m
′
1 ya que F
−1
A∗ (J0,σ \Ai) divide a
A∗ en una cantidad de elementos igual a la de A1, esto mismo pasa con cada
elemento de An, resultando elementos de dia´metro menor. De la misma forma
puedo construir una sucesio´n m′1 > m
′
2 > . . . > m
′
n > . . . , que obviamente
abandona [L− ǫ, L+ ǫ].
4.3. Medidas Conformes
Definicio´n 4.13. Una medida µ se dice d-conforme para (f0, gσˆ) si el Jacobiano
de f0 con respecto a µ es |f ′0|d, es decir:
µ(f0(B)) =
∫
B
|f ′0|d dµ,
para todo boreliano B donde f0 y gσˆ son inyectivas. Esta medida es tambie´n
d-conforme para gk,l y F .
Proposicio´n 4.14. Si µ es d-conforme y no nula, existe una constante C > 0
tal que ∀n ≥ 1 ∀A ∈ An,
C−1(diamA)d ≤ µ(A) ≤ C(diamA)d. (4.3)
Demostracio´n. Tomemos B una preimagen de A a modo que f0 sea una aplica-
cio´ uno a uno, de un abierto que contiene B a uno que contiene A, tales abiertos
existen, de hecho por construccio´n son preima´genes de un Ui por f0 o F . Ahora
hacemos un cubrimiento de B por bolas de taman˜o ǫ/5 con ǫ pequen˜o a modo
que la bola de radio ǫ tambie´n este contenida en B y por compacidad de B
el cubrimiento tiene un nu´mero finito de elementos, digamos m. Aplicando el
Teorema de Koebe (Teorema 2.3) en todas las bolas obtenemos
C−1|f ′(ai)| ≤
∣∣∣∣f(xi)− f(yi)xi − yi
∣∣∣∣ ≤ C|f ′(ai)|,
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con xi, yi ∈ B(ai, ǫ/4). Otra aplicacio´n del Teorema de Koebe resulta en:
C−1|f ′(ξi)| ≤
∣∣∣∣f(xi)− f(yi)xi − yi
∣∣∣∣ ≤ C|f ′(ξi)|, (∗)
con xi, yi un par fijo y ξi ∈ B(ai, ǫ/4). Para demostrar la segunda desigualdad
en (4.3) tenemos que
C−1|f ′(ξi)||xi − yi| ≤ |f(xi)− f(yi)| ≤ diamA,
C−d|f ′(ξi)|d|xi − yi|d ≤ (diamA)d,
C−d|xi − yi|d
∫
B∩Bi(ai,ǫ/4)
|f ′(ξi)|d dµ ≤ (diamA)dµ(B ∩B(ai, ǫ/4)),
C−d|xi − yi|dµ(f(B ∩B(ai, ǫ/4))) ≤ (diamA)dµ(B ∩B(ai, ǫ/4)),
Sumando sobre todos los B∩B(ai, ǫ/4) para los cuales no hay interseccio´n vac´ıa
y usando que A ⊆ ⋃mi=1 f(B ∩B(ai, ǫ/4)), llegamos a:
µ(A) ≤ µ(B)
m∑
k=1
Cd
|xi − yi|d (diamA)
d.
Recordemos que xi y yi son un par arbitrario en cada bola B(ai, ǫ/4) puedo
tomarlos todos a una misma distancia mayor que ε el ǫ mı´nimo que se menciona
en la Proposicio´n 4.10 y menor que 2 veces ε. Esto me lleva a:
µ(A) ≤ mC
bµ(B)
εd
(diamA)d ≤MC
d
εd
(diamA)d,
con M como en Proposicio´n 4.10
Para demostrar la primera desigualdad en (4.3), sean x, y ∈ B tales que
|f(x) − f(y)| =dimA, estos existen por compacidad. En esta ocasio´n, es ne-
cesario tomar puntos bi igual que en la Proposicio´n 4.10 sobre un camino de x
a y. Usando (∗) tenemos:
|f(bi)− f(bi+1)| ≤ |bi − bi+1|C|f ′(ξi)|, ξi ∈ B(ai, ǫ/4),
|f(bi)− f(bi+1)|d ≤
( ǫ
4
)d
Cd|f ′(ξi)|d; por conformidad de µ,
µ(B ∩B(ai, ǫ/4))|f(bi)− f(bi+1)|d ≤
( ǫ
4
)d
Cdµ (f(B ∩B(ai, ǫ/4)))
≤
( ǫ
4
)d
Cdµ(A).
Tenemos que, (diamA)d =|f(x)− f(y)|d ≤ K
m∑
k=1
|f(bi)− f(bi+1)|d,
≤
(
M(ǫ/4)dCd
µ(B ∩B(aj , ǫ/4))K
)
µ(A),
≤
(
MCd
µ(J0,σ ∩B(aj , ǫ/4))K
′
)
µ(A),
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donde µ(B ∩ B(aj , ǫ/4)) es el menor de los µ(B ∩ B(ai, ǫ/4)) que a su vez es
menor que el ı´nfimo de µ(J0,σ∩B(ai, ǫ/4)) sobre todas las bolas del cubrimiento,
K =
(
2d
2
)m ≤( 2d2 )M = K ′ y M como en la Proposicio´n 4.10. Las constantes
obtenidas en las dos desigualdades, son las mismas para todo A en An
Proposicio´n 4.15. Si µ es d-conforme y no nula para (f0, gσˆ) o para F en J0,σ
se tiene
d ≥ dimH J0,σ.
Demostracio´n. Para el ca´lculo de la dimensio´n de Hausdorff de J0,σ, tengamos
en cuenta que para cualquier cubrimiento por bolas (Bi) de J0,σ con diamBi < ǫ
puedo encontrar para cada elemento Bi una coleccio´n de (Ai) en algu´n An, con
n suficientemente grande, a modo que Bi ∩ J0,σ \D ⊆ ∪Ai y diamAi < ǫ.
Λǫd(J0,σ) = ı´nf
{ ∞∑
i=1
(diamBi)
d
∣∣∣ ⋃Bi ⊃ J0,σ; diamBi < ǫ
}
,
≤
∞∑
i=1
(diamBi)
d ≤
∞∑
i=1
(diamAi)
d ≤ C
∞∑
n=1
µ(A), usando (4.3)
Recordemos que An es una casiparticio´n, as´ı que el cubrimiento usado arriba no
es disjunto. Pero por ser µ una medida conforme, si {ξ, ξ′} es un ciclo repulsor
de orden dos tenemos que µ(f(ξ)) = µ(ξ′) =
∫
{ξ} |f ′|d dµ ≥ µ(ξ), de la misma
forma µ(ξ) ≥ µ(ξ′) luego µ(ξ) = µ(ξ′) = 0 ya que |f ′(ξ)| > 1. Para cualquier
z con f(z) = ξ o ξ′ tenemos que
∫
{z} |f ′|d dµ = 0 lo que implica µ(z) = 0, es
decir, el conjunto de preima´genes del ciclo repulsor es de medida cero y con esto
C
∑∞
n=1 µ(A) ≤ Cµ(J0,σ \D) ≤ Cµ(J0,σ).
Proposicio´n 4.16. Existe una medida de probabilidad µ− en J0,σ que es
d-conforme para F con
d− = dimH J0σ.
Demostracio´n. Para todo R > 0 notemos
YR =
{
z ∈ J0,σ| ∀n ≥ 1, Fn(z) ∈
⋃
sup{|p|,|q|}≤R
Ai p ∪ Ap,q
}
.
Entonces (YR, F ) es un sistema hiperbo´lico, ya que por construccio´n solo los
ciclos repulsores y sus preima´genes por gσˆ pertenecen a YR. Con esto tenemos
que para algu´n m se cumple que |(Fm)′| > 1 en YR y el Lema 1.24 implica que
F es hiperbo´lica en YR.
Por [6] la dimensio´n de YR es dada por el Teorema 2.8 con t = dR; una medida
de equilibrio µR asociada a dR cumple que L∗−dRφ(µR) = µR por Teorema
1.43 y por [4](pa´gina 130) es dR-conforme. Podemos encontrar una sucesio´n
(Rn) creciente que tiende a +∞, tal que la sucesio´n de medidas (µRn) converge
de´bilmente a una medida µ− que es d-conforme para F (ver [8] pa´g. 570) con
d− = l´ım dRn ≤ dim J0,σ. Tenemos que d− ≥ dim J0,σ por la Proposicio´n 4.15.
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Proposicio´n 4.17. Sean µj, j = 1, 2 dos medidas de probabilidad dj-conformes
para F en J0,σ.
a) Si d2 > d1, entonces µ2(J0,σ \D) = 0.
b) Si d1 = d2, entonces µ1 = µ2.
Demostracio´n. a) Por Proposicio´n 4.15 d2 > dimH J0,σ, luego Λd2(J0,σ) = 0 y
Λd2(J0,σ \D) = 0 por ser subconjunto.
µ2(J0,σ \D) = µ2
(⋃
An
A
)
≤
∑
µ2(A) ≤ C
∑
(diamA)d2 ,
por (4.3) que es va´lido para cualquier boreliano intersectado con J0,σ. En-
tonces, tomando el ı´nfimo de los cubrimientos y haciendo tender su dia´metro
a cero, llegamos a µ2(J0,σ \D) ≤ Λd2(J0,σ \D) = 0.
b) Sea µ3 =
1
2 (µ1 + µ2) tenemos que tambie´n es d-conforme (d = d1 = d2). Por
Teorema de Radon-Nikodym (ver [3] pa´gina 80), existen φ1 y φ2 medibles
(de hecho son integrables ctp. respecto a sus medidas, por ser estas finitas)
no negativas tales que µi(A) =
∫
A φi dµ3, para i = 1, 2. Entonces
µi(A) =
∫
A
φi dµ3 =
1
2
(∫
A
φi dµ1 +
∫
A
φi dµ2
)
,
1
2
(µ1(A) + µ2(A)) =
1
4
(∫
A
φ1 dµ1 +
∫
A
φ1 dµ2 +
∫
A
φ2 dµ1 +
∫
A
φ2 dµ2
)
,
µ3(A) =
1
2
∫
A
(φ1 + φ2) dµ3 =
∫
A
dµ3,
por lo tanto φ1 + φ2 = 2 µ3-ctp. Ana´logamente
µ1(f(B)) =
∫
f(B)
φ1 dµ3 =
∫
B
(φ1 ◦ f)|f ′|d dµ3,
=
1
2
(∫
B
(φ1 ◦ f)|f ′|d dµ1 +
∫
B
(φ1 ◦ f)|f ′|d dµ2
)
,
µ1(f(B)) =
∫
B
|f ′|d dµ1 = 1
2
∫
B
(φ1 ◦ f + φ2 ◦ f)|f ′|d dµ1,
=
1
2
∫
B
(φ1 ◦ f + φ2 ◦ f) |f ′|d dµ1,
=
1
2
(∫
B
(φ1 ◦ f) |f ′|d dµ1
∫
B
(φ2 ◦ f) |f ′|d dµ1
)
,
en la parte anterior, se uso´ que φ1+φ2 = 2 µ3-ctp, componiendo f , tenemos
que (φ1 + φ2)(f) = 2 µ3-ctp, luego (φ1 ◦ f + φ2 ◦ f)/2 = 1 µ3-ctp.
Ahora, tenemos que
∫
B
(φ2 ◦f)|f ′|d dµ1 =
∫
B
(φ2 ◦f)|f ′|d dµ2, lo que equivale
a
∫
f(B) φ2 dµ1 =
∫
f(B) φ2 dµ2, de forma similar, obtenemos la misma igualdad
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para φ1. Como
µ3(A) =
1
2
∫
A
(φ1 + φ2) dµ3 =
1
2
(∫
A
(φ1 + φ2) dµ1 +
∫
A
(φ1 + φ2) dµ2
)
,
µ3(A) =
∫
A
(φ1 + φ2) dµ1 = (φ1 + φ2)µ1(A); de la misma forma para µ2.
Sea u = 1φ1+φ2 , tengo que µ1 = uµ3 y µ2 = uµ3 con esto µ1 = µ2.
En la siguientes proposiciones, usaremos que para x ∈ D ∩ J0, existe k tal que
fk0 (x) = α. Hacemos ρ(x) = |(fk0 )′(x)| y definimos Sx = J0 ∩Ax.
Proposicio´n 4.18. Para x ∈ D ∩ J0, existen C1, C > 0 tales que
1
C1
diamPx ≤ 1
ρ(x)
≤ C1diamPx, (4.4)
1
C
≤ diamSx
diamPx
≤ C. (4.5)
Demostracio´n. Tenemos que fk0 (x) es uno a uno en Px (compacto). Podemos
usar la misma construccio´n hecha en Proposicio´n 4.10.Veamos primero (4.4)
i. Para la primera desigualdad, tomamos la bola B(a, ǫ) del cubrimiento de
Px que contenga x y xi, xj ∈ J0 ∩B(a, ǫ/4) con |xi − xj | = ε/5 (ε como en
la Proposicio´n 4.10) por Teorema de Koebe
C−1ρ(x) ≤
∣∣∣∣fk(xi)− fk(xj)xi − xj
∣∣∣∣ ≤ Cρ(x),∣∣∣∣fk(xi)− fk(xj)ρ(x)
∣∣∣∣ ≤C|xi − xj | ≤ C diamPx,∣∣∣∣ ε/5ρ(x)
∣∣∣∣ ≤C diamPx.
ii. Para la segunda desigualdad, tenemos que construir un camino de z a y
donde z, y ∈ Px y |z−y| =diamPx, siguiendo la demostracio´n de la Propo-
sicio´n 4.10 obtenemos, n+1 elementos en Px que notaremos bi con b0 = z,
bn = y y |bi − bi+1| < ǫ/4, entonces cada par se puede relacionar usan-
do Teorema de Koebe en la bola de radio ǫ que los contiene, su centro
CAPI´TULO 4. DISCONTINUIDAD DE LA DIMENSIO´N DE HAUSDORFF 45
sera´ llamado ai y ζi un punto en B(ai, ǫ/4) ∩ Px:
C−1ρ(ζi) ≤
∣∣∣∣fk(bi)− fk(bi+1)bi − bi+1
∣∣∣∣ ≤ Cρ(ζi),
C−1|bi − bi+1| ≤
∣∣∣∣fk(bi)− fk(bi+1)ρ(ζi)
∣∣∣∣ ,
C−1diamPx ≤ 1
ρ(x)
n∑
i=0
|fk(bi)− fk(bi+1)|
(
ρ(x)
ρ(ζi)
)
,
≤ 1
ρ(x)
n∑
i=0
|fk(bi)− fk(bi+1)|eκ,
donde κ es la cota de distorsio´n obtenida de la misma forma que en la
Proposicio´n 4.10. Tenemos que
C−1diamPx ≤ 1
ρ(x)
(n+ 1)diamJ0,σe
κ ≤ C′ 1
ρ(x)
.
Para demostrar (4.5) hacemos la construccio´n de la Proposicio´n 4.10 en todo
Sx. Aplicando (4.1) sobre una bola que contenga x, como diamPx ≤diamSx,
obtenemos
∣∣∣ ε/5ρ(x) ∣∣∣ ≤ C diamSx siguiendo la primera parte de la demostracio´n de
(4.4). Tambie´n, de manera ana´loga a la demostracio´n de la segunda parte de
(4.4), tenemos que C−1diamSx ≤ C′ 1ρ(x) . Combinando (4.4) con 1C1diamSx ≤
1
ρ(x) ≤ C1diamSx obtenemos (4.5).
Proposicio´n 4.19.
La serie
∑
x∈D∩J0
1
ρ(x)d
,
a) converge para d = dimH J0,σ,
b) diverge para d = dimH Jm.
Demostracio´n. a) Usando la ecuacio´n (4.4) tenemos que∑
x∈D∩Jm
ρ(x)−d ≤ Cd1
∑
x∈D∩J0
(diamPx)
d.
Para d = dimH J0,σ existe una medida de probabilidad µ
− que es d-conforme
en J0,σ (Proposicio´n 4.16). Entonces,∑
x∈D∩J0,σ
(diamPx)
d ≤ C
∑
x∈D∩J0
µ−(Px) ≤ C,
ya que
⋃
Px es una unio´n disjunta, si x ∈ D ∩ J0, con
⋃
Px ⊂ J0,σ
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b) Sea γ(t) como en la Definicio´n 1.22. Para x = γ(t) ∈ D ∩ J0 y p que no sea
mu´ltiplo de m, hacemos
Sx = J0 ∩ Ax = γ
([
p+ ξi
mk
,
p+ ξ′i
mk
])
,
donde ξ, ξ′ son los a´ngulos asociados al ciclo repulsor de orden dos que esta´ re-
lacionado con x (final de la seccio´n anterior). Notemos por ε el conjunto de
preima´genes de ξi y ξ
′
i para todo i. Todo punto en Jm \ (D∪ε) pertene-
ce a una infinidad de Sx. Podemos ver esto considerando el conjunto D∪ε
en la dina´mica simbo´lica, como palabras infinitas formadas con el alfabe-
to finito {0, 1, . . . ,m − 1}, de esta forma cada elemento en D∪ε se puede
asociar a una palabra que termina en una cola infinita j o en una pareja
jl con j, l ∈ {0, 1, . . . ,m− 1}. Cualquier palabra asociada a un elemento en
Jm \ (D∪ε) debe tener infinitos terminos jkl con j 6= k 6= l o j = k 6= l o
j 6= k = l y j, k, l ∈ {0, 1, . . . ,m − 1}. Luego la palabra . . . jkl . . . pertenece
al Sx que es imagen de ciertos p/m
ky ξi/m
k representados por . . . jkl000 . . .
y . . . jklqsqs . . . con q 6= s y q, s ∈ {0, 1, . . . ,m− 1}. Por [1], existe una me-
dida µ0 en Jm que es d-conforme con d = dimHJm tal que µ0(D ∩ Jm) = 0.
Entonces, ∑
x∈D∩Jm
(dimHSx)
d ≥ C
∑
x∈D∩Jm
µ0(Sx) = +∞.
4.4. Resultado Principal
Para poder demostrar nuestro resultado (Teorema 1), solo hacen falta los si-
guientes lemas.
Primero, sea ǫn con −π/√ǫn mo´d 1 → σ ∈ ν . Entonces para todo n sufi-
cientemente grande, (Jm,ǫn , fm,ǫn) es un sistema hiperbo´lico; como fue hecho
anteriormente, existe una medida de probabilidad µn que es dǫn -conforme para
fm,ǫn con dǫn = dimHJm,ǫn . Podemos suponer dǫn → d+ y que µn posee un
l´ımite de´bil µ+. Entonces µ+ es una medida de probabilidad en J0,σ que es
d+-conforme para (fm, gσ).
Lema 4.20 (Lema central).
µ+(D) = 0.
Demostracio´n. Basta con mostrar que µ+(α) = 0. Para ǫ = ǫn, podemos defi-
nir la dina´mica simbo´lica en Jǫn tomando Ai 0(ǫ) a modo que converja a Ai 0
cuando ǫ tienda a cero. Ya con esto, podemos definir Ai p(ǫ) siguiendo la misma
construccio´n de la seccio´n 4.2, para A1 p′(ǫ) y Am−1 p′(ǫ) con p′ suficientemen-
te grande, cada uno de ellos convergera´ a cierto Ap,q con p y q satisfaciendo
p′ − 1 ≥ p + q, esta convergencia nos permite notar por Ap,q(ǫ) al A1 p′(ǫ) (o
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Am−1 p′(ǫ)) que converge a e´l. Notando con α′ y α′′ los puntos fijos repulsores
de fm, consideremos las coordenadas de Fatou aproximadas
Zm,0(z) = − 1
z − α ; Zm,ǫ(z) =
1
2α′
log
z − α′
z − α′′ ,
que conjugan respectivamente fm y fm,ǫ con Fm y Fm,ǫ; estas u´ltimas son
aproximaciones de una translacio´n. Podemos aplicar el Teorema de Koebe 2.3,
ya que Zm,ǫ no tiene puntos cr´ıticos luego es uno a uno en Ap,q, asi que existen
constantes C1 y C2 tales que C1 ≤ diam(Zm,ǫ(Ap,q)(ǫ)) ≤ C2.
Veamos que
distacia (0, Zm,ǫ(Ap,q(ǫ))) ≥ C
√
p2 + q2,
primero, como A1 0 es acotado tenemos que
distacia (0, Zm,ǫ(A1 0(ǫ))) ≥ C > 0,
para una constante C. Teniendo en cuenta la conjugacio´n Fm,ǫ(Zm,ǫ) =
Zm,ǫfm,ǫ(Z
−1
m,ǫ) para Zm,ǫ, tenemos que |Zm,ǫ(f−p
′
m,ǫ )(z)| = |Zm,ǫ(z)− p′|, y para
Zm,ǫ = X + iY esto implica
(X − p)2 + Y 2 =X2 + Y 2 − 2Xp′ + p′2,
>C2 − 2Xp′ + p′2, si X ≤ 0,
>C2 + p′2 > Cp′.
Y, para X > 0
(X − p′)2 + Y 2 =X2 + Y 2 − 2Xp′ + p′2,
>C2 − 2p′ + 1 + p′2, usando que 2Xp′ ≤ 2p′ − 1,
=C2 + (p′ − 1)2 ≥ C(p′ − 1).
Luego, llegamos a que distacia (0, Zǫ(A1 p(ǫ))) ≥ C(p− 1) en cualquiera de los
dos casos, obteniendo el resultado ya que p′ − 1 ≥ p+ q ≥
√
p2 + q2.
Ahora, como 1(Zm,ǫ)2 → 1(Zm)2 y dzdZm,ǫ → − dzdZm cuando ǫ→ 0, por desigual-
dad triangular para cualquier δ puedo encontrar un ǫ tal que | dzdZm,ǫ+ 1(Zm,ǫ)2 | < δ
y con esto llego a que
∣∣ dz
dZǫ
∣∣ ≤ C|Z2m,ǫ| uniformemente en ǫ para una constante
C suficientemente grande, se deduce que para ǫ suficientemente pequen˜o, r > 0
fijo, llamando µǫ a la medida dǫ-conforme en Jm,ǫ con dǫ = dimHJm,ǫ. Tenemos
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que
B(α, r) ⊆
⋃
p2+q2≥K/r2
Ap,q(ǫ),
µǫ(B(α, r)) ≤
∑
p2+q2≥K/r2
µǫ (Ap,q(ǫ)) ,
≤
∑
p2+q2≥K/r2
(diamAp,q(ǫ))
dǫ , por ser conforme,
µǫ(B(α, r)) ≤ C
∑
p2+q2≥K/r2
1
(p2 + q2)dǫ
,
la u´ltima desigualdad se tiene ya que, diamAp,q(ǫ) por compacidad es la res-
ta de dos de sus elementos diamAp,q(ǫ) = |z(Z1) − z(Z2)| ≤ |Z1 − Z2|
∣∣ dz
dZǫ
∣∣.
Las constantes C,K no dependen de ǫ y la suma ≤ C∑p2+q2≥K/r2 1(p2+q2)dǫ
converge, ya que se puede comparar con
∑∞
n=1
1
n2 . Haciendo ǫ → 0 llegamos a
µ+(B(α, r)) ≤∑p2+q2≥K/r2 1(p2+q2)d que tiende a 0 cuando r → 0 porque es la
cola de una suma convergente.
Lema 4.21. Si d = dimHJ0,ǫ = 2, entonces m(J0,ǫ) > 0, con m la medida de
Lebesgue en C.
Demostracio´n. Si d = 2, existe por los resultados de la seccio´n anterior una
medida 2-conforme µ no soportada en D. Tambie´n m(J0,σ) = ı´nfm(U) sobre
todos los abiertos U conteniendo J0,ǫ. Consideremos uno de esos abiertos, por
la Proposicio´n 4.12, U contiene todos los elementos A de An para un n suficien-
temente grande, junto con el interior de cada conjunto A, notaremos Aˆ = intA.
Por conformidad,
Λǫ2(A) = ı´nf{(Ai)}
{∑
(diamAi)
2
}
≥C ı´nf
{∑
µ(Ai)
}
≥ Cµ(A)
comom(Aˆ) ≥ m(A) ym(A) ≥ CΛ2(A) (para alguna constante C), puedo tomar
l´ımite y encontrar una constante C independiente de n tal que m(Aˆ) ≥ Cµ(A)
si A ∈ An. Pero entonces
m(U) ≥
∑
A∈An
(m(Aˆ)) ≥ C
∑
A∈An
µ(A) = C,
porque µ no esta´ soportada en D.
Para terminar, solo queda comprobar que m(J0,σ) = 0, pero
∑
A∈An+1 m(Aˆ)
≤ K∑A∈An m(Aˆ) con un factor K < 1 independiente de n por distorsio´n
acotada.
Estamos ahora en condiciones de demostrar nuestro resultado.
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Demostracio´n Teorema 1
a) Tenemos que d+ ≥ d− por Proposiciones 4.15 y 4.16; la Proposicio´n 4.17 y
el Lema 4.20 =⇒ d+ ≯ d−, ya que si lo fuera µ+(J0,σ \D) = 0 y µ+(D) =
0 =⇒ µ+(J0,σ) = 0, lo que es una contradiccio´n. Como d+ = d− tenemos
que d+ no depende de la subsucesio´n, es decir l´ımn→∞ dǫn = dimH J0,σ.
b) La continuidad de la aplicacio´n σ 7→ dimH J0,σ es consecuencia de la exis-
tencia del l´ımite en el inciso anterior.
Tenemos que mostrar que para (σm)m≥1 una sucesio´n en ν con σm → σ ∈ν
cuando m → ∞, se cumple que dimHJ0,σm → dimHJ0,σ cuando m → ∞.
Para esto sea (ǫmn )n≥1 para cada m una sucesio´n de nu´meros positivos con
ǫmn → 0 y (−π/
√
ǫmn ) mo´d 1 → σm cuando n → ∞, podemos crear una
sucesio´n (bmn )n≥1 para cada m tomando b
1
n = a
1
n para todo n, y para m > 1
tomamos bmn = b
m−1
n para n ≤ m − 1 y bmn = amn para n ≥ m. Estas
nuevas sucesiones cumplen bmn → 0 y (−π/
√
bmn ) mo´d 1 → σm cuando n →
∞ y ademas l´ımm→∞ bmn = bn donde (−π/
√
bn) mo´d 1 → σ. Ahora por
continuidad de la dimensio´n de Hausdorff fuera de Multibrot tenemos que
l´ımm→∞ dimHJbmn = dimHJbn y por el inciso anterior l´ımn→∞ dimHJbn =
dimHJ0,σ.
b1) Es resultado de la Proposicio´n 4.19.
b2) Es resultado del Lema 4.21.

Aunque en este trabajo nos restringimos a una perturbacio´n real del para´metro
c, los resultados expuestos se puede extender sin ningu´n problema a perturba-
ciones con parte real positiva para las cuales |−π/√ǫn| mo´d 1 converja a σ ∈ν ,
como se comenta en [9] pa´gina 129 para este caso tambie´n se pueden definir las
coordenadas de Fatou, la fase y con ello el operador de Lavaurs.
Si consideramos la simetr´ıa del conjunto Multibrot que se comenta en la
Proposicio´n 1.29 podemos concluir que para ωkc (donde ω una (m − 1)-e´sima
raiz primitiva de la unidad), para´metro para el cual hay un punto fijo parabo´li-
co de multiplicador λ = 1 (Proposicio´n 1.30), tambie´n hay un problema de
continuidad en la dimensio´n de Hausdorff.
El Teorema 1 en su numeral b) nos da la continuidad de la dimensio´n de
Hausdorff como funcio´n de σ en ν , el comportamiento en su frontera es estu-
diado en [17].
Conclusiones
La geometr´ıa del conjunto de Julia de una funcio´n ana´litica esta´ deter-
minada por sus puntos fijos y por sus puntos cr´ıticos, que esta´n muy
relacionados con los primeros.
Hemos podido extender el resultado conocido para el conjunto de para´me-
tros Mandelbrot M, relacionado a la familia z 7→ z2 + c, a una toda una
familia de conjuntos que llamamos Multibrot Mm, relacionados a la fa-
milia z 7→ zm + c, con m > 2, gracias a que siempre tenemos una regio´n
conexa que corresponde a para´metros para los cuales hay un punto fi-
jo atractor, de la cual podemos salir (o en nuestro caso entrar) por un
para´metro c para el cual hay un punto fijo parabo´lico de multiplicador
1 y la funcio´n z 7→ zm + c para ese para´metro es localmente similar a
z 7→ z2 + 1/4.
Cuando perturbamos la funcio´n Pm,c(z) (sumando ǫ > 0), aunque pasamos
de una funcio´n con conjunto de Julia conexo a una con conjunto de Julia
totalmente disconexo y pasamos de tener un punto fijo parabo´lico a tener
dos puntos fijos repulsores (en una vecindad cercana). Obtenemos una
dina´mica local que aunque en teor´ıa es distinta, conserva gran similaridad
con la original, hecho fundamental que permitio´ nuestro estudio.
Quedan au´n muchas preguntas por resolver. Por ejemplo, si el mismo
feno´meno de implosio´n parabo´lica se presenta en otras componentes hi-
perbo´licas deMm. Lo que equivaldr´ıa a generalizar el resultado para pun-
tos parabo´licos con ma´s de un pe´talo atractor.
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