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When transcription regulatory networks are compared among distantly related eukaryotes, a num-
ber of striking similarities are observed: a larger-than-expected number of genes, extensive over-
lapping connections, and an apparently high degree of functional redundancy. It is often assumed
that the complexity of these networks represents optimized solutions, precisely sculpted by natural
selection; their common features are often asserted to be adaptive. Here, we discuss support for an
alternative hypothesis: the common structural features of transcription networks arise from evolu-
tionary trajectories of ‘‘least resistance’’—that is, the relative ease with which certain types of
network structures are formed during their evolution.Introduction
The complexity of cells continues to fascinate scientists. Two
broad views are often advanced to account for such complexity.
In one, it is assumed that any complexity must necessarily
benefit the cell. Some cell and molecular biologists go even
further and discuss how a particular mechanismwas ‘‘designed’’
by evolution to be perfectly matched to its task. As with a ma-
chine, it is assumed that every molecular nut and bolt must
have a purpose. Because this view seems intuitive and relatively
simple (after all, examples abound of animals, plants, and mi-
crobes adapted to their environments), it is often invoked to
explain any aspect of cell and molecular biology. A different
view, the one we elaborate here, is embodied in Dobzhansky’s
famous line, now a cliche´, ‘‘nothing in biology makes sense
except in the light of evolution.’’ According to this view, any ra-
tionalization of a modern cellular mechanism depends critically
on understanding its evolutionary history. We argue that this
emphasis on evolutionary history is especially appropriate for
analyzing transcription circuits and for rationalizing their struc-
tures. This view has explanatory power in that it can readily ac-
count for some of the more bewildering and counterintuitive
features of modern transcription circuits; it also gives us insight
into the best ways to describe and study such circuits.
In this Perspective, we first review common features of tran-
scription network structures—observed across diverse spe-
cies—and argue that these similarities cannot be the result of
descent from a single ancestral circuit possessing these charac-
teristics. Next, we consider key biochemical and biophysical
properties of transcription regulators and cis-regulatory se-
quences that make certain evolutionary pathways much more
probable than others, in part because they circumvent fitness
barriers. Finally, we argue that many aspects of transcription cir-
cuits, particularly those that seem overly complex and counter-
intuitive, can be understood as relatively crude products of
high-probability evolutionary trajectories rather than as highly
optimized, specific solutions.
The arguments discussed in this perspective rely heavily on
prior ideas advanced by evolutionary biologists, particularly714 Cell 161, May 7, 2015 ª2015 Elsevier Inc.those ideas concerning the role of non-adaptive mutations
in generating complexity (Covello and Gray, 1993; Doolittle,
2013; Force et al., 1999; Gray et al., 2010; Lukes et al., 2011;
Lynch, 2007a, 2007b, 2014; Stoltzfus, 1999; Zuckerkandl,
1997). Although sometimes dismissed as unimportant (or unin-
teresting), non-adaptive mutations can have a profound role in
generating evolutionary novelty. Of particular importance is the
idea, sometimes called ‘‘constructive neutral evolution,’’ that
changes that arise neutrally can open up new evolutionary path-
ways; in some cases, changes that arose non-adaptively can
become essential for function if they are incorporated into
subsequent layers of evolutionary change. Through this
sequence of events, molecular and organismal complexity can
be increased through non-adaptive mutations. As we discuss,
the biochemical and biophysical properties of transcription
network components support the idea that their evolutionary
trajectories—which depend on mutation, selection, and genetic
drift—lead to specific types of structures. Because their compo-
nents are highly conserved across eukaryotes, we argue that it is
inevitable that networks across a wide variety of species tend to
converge on similar structures. We propose that these common
structures are not likely to represent optimized solutions but are,
in a sense, ‘‘default’’ evolutionary products.
Depictions of Transcription Networks
For the most part, genome-wide studies of transcriptional
network structures have been largely descriptive, often culmi-
nating in large ‘‘hairball’’ diagrams such as those depicted in
Figure 1. Their complexity has made it difficult to formulate sim-
ple conclusions regarding the logic or outputs of these networks,
particularly since quantitative parameters and dynamic mea-
surements are typically lacking.
Although there are many components of gene expression net-
works, we will focus here on only two key elements, transcription
regulators and cis-regulatory sequences. We define transcrip-
tion regulators as sequence-specific DNA-binding proteins that
control the transcription of specific genes by binding to cis-
regulatory sequences, short (typically 6–15 nucleotides) DNA
Figure 1. Typical Depictions of Transcription Regulatory Networks
(A and B) (A) The C. albicans biofilm network (Nobile et al., 2012) and (B) theM. musculus embryonic stem cell network (Kim et al., 2008) are depicted as graphs
where balls represent genes and lines represent the binding of transcription regulators to intergenic regions. Master transcription regulators (defined in the text)
are shown as large balls, and ‘‘target genes’’ are shown as small balls. For the stem cell network, only the six most heavily connected transcription regulators are
shown.
(C and D) Close-up of the core of each network, showing only the binding connections between the master transcription regulators. Directionality of the
connection is indicated by arrows. Note that the arrows refer only to binding connections and do not imply that the connection activates the recipient gene. (C)
C. albicans biofilm, (D) mouse stem cell networks.
(E) The degree of connectivity for nodes in the two networks. The two biological networks show a larger proportion of nodes with high connectivity than would be
found in a random network (Lee et al., 2002).sequences. It is the distribution of these cis-regulatory se-
quences across the genome that largely specifies the time,
place, and rate of each gene’s transcription; this information is
‘‘read’’ by transcription regulators, whose binding to DNA spec-
ifies, often through a complex series of downstream steps, the
rate of transcription of the gene. Although in many eukaryotic
species, cis-regulatory sequences are typically located within
several thousand nucleotide pairs of the genes they control,
in plants and animals, they can be spread out over hundreds of
thousands of nucleotide pairs. Nearly all eukaryotic genes are
directly controlled by more than one transcription regulator,and most genes respond to dozens of regulators, specified by
the identity and arrangement of their cis-regulatory sequences.
We also know, from decades of ‘‘promoter bashing’’ experi-
ments, that cis-regulatory sequences can be moved from one
gene to another (and from one species to another) and still
retain much of their specificity to direct transcription. Finally,
transcription regulators typically bind cooperatively to DNA, a
fundamental property that, as we shall discuss, has important
implications for network evolution.
Many additional proteins besides transcription regulators are
needed to transcribe a gene (for example, RNA polymeraseCell 161, May 7, 2015 ª2015 Elsevier Inc. 715
Table 1. Metrics Comparing C. albicans Biofilm and Mouse
Embryonic Stem Cell Networks
Biofilm mESC
Master transcription regulators 6 6
Connections 2018 7234
Target genes 1037 3968
Fraction of genome in network 0.17 0.21
Binding feed-forward loops 3145 6886
Non-functional binding events 1207 unknown
Connections were determined by whole-genome chromatin immunopre-
cipitation and the table values are simply total counts without regard for
the number of significant figures. As such, they should be regarded as
approximate, particularly since there is no evidence that either circuit is
completely described. ‘‘Non-functional binding’’ was defined as genes
whose expression does not change when a direct regulator is deleted
from the genome.and chromatin remodeling complexes), but the specification of
which genes are transcribed in which tissues is determined by
direct binding connections between transcription regulators
and genes (or more precisely, the cis-regulatory sequences of
that gene). This information is summarized in diagrams such as
those in Figure 1.
If a given transcription regulator occupies the cis-regulatory
sequences associated with a gene in vivo (as determined, for
example, by a chromatin immunoprecipitation experiment), we
will refer to that gene as a target gene of the transcription regu-
lator. We realize that this convention does not require that the
binding of the regulator to DNA be proven to be functional in
the organism. There are three reasons for nonetheless including
these connections in diagrams such as those in Figure 1. (1) The
‘‘function’’ of a given connection has been demonstrated in only
a small number of cases; for the great majority of reliable binding
data, no direct test has been performed. (2) Although many ap-
proaches (e.g., conservation across species or experimental
mutation of the cis-regulatory sequence) can provide strong ev-
idence for function, it is impossible to rigorously establish that a
binding connection is non-functional under all possible condi-
tions. (3) The DNA-binding properties of transcription regulators
predict that, in vivo, there will be some degree of non-functional
binding (Lin and Riggs, 1975). Such ‘‘non-functional’’ binding
events are nonetheless real properties of evolving transcription
networks.
Depictions of transcription networks based on these conven-
tions often show ‘‘master transcription regulators’’ and target
genes as nodes (balls) and regulatory interactions as edges
(lines) between these nodes (Figures 1A and 1B). Although the
term master transcription regulator is used in many different
ways in the literature (Chan and Kyba, 2013), we define it, for
the purpose of this article, as a transcription regulator (1) whose
presence is required to carry out the specific biological process
controlled by the network and (2) whose ectopic expression
alone or in combination with other regulators can trigger the bio-
logical process even in the absence of the ordinary develop-
mental or environmental signals (Halder et al., 1995; Takahashi
and Yamanaka, 2006; Tapscott et al., 1988; Tursun et al.,
2011; Vierbuchen et al., 2010; Zordan et al., 2007).716 Cell 161, May 7, 2015 ª2015 Elsevier Inc.Common Features of Transcription Networks
We first compare two transcription networks from two different
species that coordinate two different biological processes, but
were deduced by similar methodologies. The network specifying
theembryonic stemcell state (pluripotency)waschosenbecause
it has been studied extensively by numerous labs and is sup-
ported by multiple studies (Boyer et al., 2005; Kim et al., 2008).
For comparison, we chose the circuit controlling biofilm develop-
ment in the pathogenic yeast C. albicans, a network this lab has
studied extensively (Nobile et al., 2012). The two networks are
depicted in Figures 1A and 1B using a similar graphical format.
These two circuits were chosen, in part, because they might
be expected from first principles to have little in common. Mam-
mals and yeast diverged from a common ancestor 1.5 billion
years ago (Wang et al., 1999), and there is little conceptual sim-
ilarity between biofilm formation and pluripotency. Moreover, the
two networks appear to have evolved independently, well after
the two lineages split (see below). Yet, the overall structures of
the two networks, as depicted in the figure, appear remarkably
similar. BothC. albicans biofilm development andmouse embry-
onic stem cell pluripotency are controlled by a set of master
transcription regulators that form binding connections among
themselves (Figures 1C and 1D) and to the regulatory regions
of over a thousand target genes, with multiple master regulators
typically binding to the same targets (Figures 1A, 1B, and 1E and
Table 1). In both cases, a substantial proportion of the target
genes are other transcription regulators, indicating substantial
indirect regulation of additional genes. The C. albicans genome
is significantly smaller than themouse genome, yet each network
comprises about one-fifth of the coding genes in their respective
genomes.
Although the two networks control very different processes,
their master regulators have similar properties. In both networks,
these regulators contain ordinary sequence-specific DNA-bind-
ing domains such as homeodomains, MADS domains, and zinc
fingers (Weirauch and Hughes, 2011). In some cases, the cis-
regulatory sequence recognized by a given transcription regu-
lator has not changed significantly since the divergence of yeast
and mammals (Hayes et al., 1988). Moreover, transcription reg-
ulators from one species (e.g., Gal4 from brewer’s yeast) can
control transcription in many different species (e.g., Fischer
et al., 1988; Kakidani and Ptashne, 1988). A master regulator
for a given process is therefore distinguished by its connections,
not its structure.
Key aspects of the C. albicans biofilm circuit were formed well
after C. albicans diverged from closely related, non-pathogenic
yeasts (Nobile et al., 2012), providing additional support for the
conclusion that the structure of the yeast and mouse networks
evolved independently—even though the transcription regula-
tors that would become master regulators for these two net-
works were present in the common ancestor of both species.
These ideas are consistent with the generalization that, although
the transcription regulators and their recognition sequences are
often deeply conserved, transcriptional networks themselves are
rewired at a rapid pace during evolution (reviewed in Li and John-
son, 2010; Tuch et al., 2008b;Weirauch and Hughes, 2010;Wray
et al., 2003). Like most generalizations in biology, this one has
important exceptions. See, for example, Baker et al. (2011) and
Figure 2. Pathways for Evolving a New
Transcriptional Response to a Signal
In this hypothetical scenario, incorporation of
three additional genes into the signaling pathway
confers a selective advantage. Two alternative
paths are possible: (1) the genes could be incor-
porated one by one through independent changes
in their cis-regulatory sequences (gene-by-gene
model). (2) The new genes could be incorporated
through a single incorporation of the transcription
regulator that already controls them (regulator-first
model). If the incorporation of multiple target
genes is needed to confer an increase in fitness,
gain of regulation of the transcription regulator will
be more probable than the gain of each individual
target. As the number of target genes increases,
the difference in probability will be greater. Note
that the second scenario will likely incorporate
additional genes non-adaptively.Sayou et al. (2014) for cases in which the DNA-binding specificity
of a regulator has changed dramatically over relatively short
periods of evolutionary history. In any case, it is highly unlikely
that any of the connections between regulators and target genes
in the mouse pluripotency and yeast biofilm networks are
conserved from a common ancestor, despite the deep conser-
vation of the DNA-binding properties of the master transcription
regulators.
If transcription networks evolve rapidly, why do the embryonic
stem cell and biofilm networks appear structurally similar? One
hypothesis is that elaborate and interconnected networks such
as these represent optimized solutions for organizing biological
processes. According to this view, the similarities between these
networks result primarily from selection and reflect the same
underlying requirements for transcriptional logic—for example,
modularity or robustness. Some features of the circuits (for
example, the large number of direct and indirect feedback loops)
may well reflect these requirements in a general way, but the
similarities seem too great to be readily explained this way. We
propose instead that circuit architecture is dominated by severe
constraints on the evolutionary trajectories available for network
evolution. Allowable trajectories, we argue, must (1) be probable
from a biochemical and biophysical standpoint and (2) avoid
fitness barriers; that is, the allowable trajectories will typically
not pass through stages in which the circuit becomes broken
and non-functional (Carroll, 2008; Stern and Orgogozo, 2009;
Wagner, 2003).
The components of circuits (DNA-binding proteins and cis-
regulatory sequences) and their properties (for example, cooper-
ative binding) are common to fungi and mammals (as well asCelvirtually all other organisms), and we sug-
gest that the available trajectories for
evolutionary change are based on these
simple properties coupled with the avoid-
ance of fitness barriers. According to this
view, the similarities among indepen-
dently derived transcription networks
arise primarily from the ‘‘low-energy’’
pathways of evolution—rather than the
selective pressures specific to one circuitor another. In the following sections, we examine specific prop-
erties of networks inmore detail and consider the extent to which
this idea can account for them.
Size Accrues
One surprising feature of many transcriptional networks is their
large size (Borneman et al., 2006; Hernday et al., 2013; Iyer
et al., 2001; Junion et al., 2012; Kim et al., 2008; Liang and
Biggin, 1998; MacArthur et al., 2009; Mastick et al., 1995; Nobile
et al., 2012; Novershtern et al., 2011). As mentioned above,
the yeast biofilm network and the mouse embryonic stem cell
network, as depicted in Figure 1, incorporate approximately
one-fifth of the protein-coding genes in their respective ge-
nomes. Although a few examples have been described in which
eukaryotic transcription networks appear small (e.g., the mating
type specification circuit [Galgoczy et al., 2004] and the
galactose regulatory circuit [Ren et al., 2000], both from
S. cerevisiae), the majority of networks that have been carefully
studied using full-genome methods appear larger and more
complex than might have been expected.
Why is the typical network so large? In contrast to a model in
which every connection in a network serves a specific function in
that network, we propose that many target genes in networks are
incorporated non-adaptively during the formation of the network.
Figure 2 shows a hypothetical example in which a new response
to a signal evolves under selection. If there is an advantage of
gaining regulation of multiple target genes in response to the
signal, it is much more probable to gain a binding site upstream
of a single transcription regulator of those genes than to gain
binding sites for each individual target gene (Gerhart andl 161, May 7, 2015 ª2015 Elsevier Inc. 717
Figure 3. The Tendency for Co-Expressed Regulators to Become Interconnected
(A) Once the orange regulator gains control of the blue regulator, causing them to be expressed at the same time, target genes can, through neutral evolution,
rapidly gain and lose binding sites for the two regulators.
(B) Two regulators expressed at the same time each have positive feedback. Subsequently, neutral gains of reciprocal regulation between the regulators can
occur while preserving the overall positive feedback control. Over evolutionary time, positive feedback distributed over both regulators (rather than purely
autonomous loops) is predicted to occur.Kirschner, 1997; Raff and Kaufman, 1983). Moreover, because
most proteins work in groups, any selective advantage of incor-
porating a new gene into an existing circuit may not be realized
until several genes are brought into the circuit, making the
‘‘gene-by-gene’’ model even less probable. The ‘‘regulator-first’’
model would result in a new regulator being incorporated into the
old circuit, along with all the pre-existing target genes of this
regulator. Some of these target genes may be extraneous with
respect to the new circuit, but, if the original function of the
regulator is retained, these connections would nonetheless be
maintained by purifying selection. According to this simple
idea, newly formed networks would be expected to contain con-
nections nonessential to that network and would therefore be
predicted to be larger than strictly necessary.
Experimental evidence suggests that the ‘‘regulator-first’’
scenario is common; that is, networks often form by incorpo-
rating new regulators rather than by incorporating individual
target genes (Frankel et al., 2012; Monteiro, 2012; Pires et al.,
2013). For example, the red wing color in Heliconius butterflies
takes place through repeated rewiring of the expression pattern
of the transcription regulator optix rather than one-by-one incor-
poration of individual target genes (Reed et al., 2011). A second
example is found in networks regulating morphological transi-
tions in different yeast species; the regulator Tec1 and its target
genes have been incorporated into environmental response net-
works multiple times (Mo¨sch and Fink, 1997; Nobile et al., 2012;
Schweizer et al., 2000). Thus, the regulators-first model of tran-
scription network formation is predicted to lead to the expansion
of circuit size beyond that strictly required for the new response.
Although this model might be expected to create detrimental
pleiotropic effects of expressing many extraneous genes at
once, modeling and experimental evidence suggests that this
pleiotropy can be alleviated gradually over time (Pavlicev and
Wagner, 2012; Qian et al., 2012) or even avoided altogether
(Stern and Orgogozo, 2009). It is important to note that these
observations, although widely applicable to many eukaryotic
species (particularly those with small effective population sizes),
do not hold in every case. For example, in some viruses,
genomes are compact, regulatory networks are small, and
each component and connection contributes to the function of
the circuit (Little, 2010).718 Cell 161, May 7, 2015 ª2015 Elsevier Inc.Gains in Interconnectedness
Another common feature of transcription networks across
diverse species is the degree of connectivity between different
transcription regulators and between these regulators and their
targets (Borneman et al., 2006; Boyle et al., 2014; Junion et al.,
2012; Kim et al., 2008; MacArthur et al., 2009; Nobile et al.,
2012; Novershtern et al., 2011; Reece-Hoyes et al., 2013). We
define this degree as the number of connections made between
the master transcription regulators and a given target gene. For
example, if a given target gene in the C. albicans biofilm network
is bound by three different master transcription regulators, the
degree of connection of that target gene is three. The degree dis-
tributions for the yeast and mouse cases show a similar profile
(Figure 1E), one that shows a higher degree of connection than
would be predicted for a randomly distributed network (Feather-
stone and Broadie, 2002; Guelzim et al., 2002).
Rather than speculating what this high degree of interconnec-
tedness might ‘‘do for the cell,’’ we subscribe to the simpler hy-
pothesis that it results from the neutral (i.e., non-adaptive) gains
of regulatory connections that inevitably occur over time, partic-
ularly in small populations (Lynch, 2007a; Stone and Wray,
2001). This idea can be explained by considering a simple situa-
tion, one that would be predicted to arise often by the ‘‘regulator-
first’’ model (Figure 3A). Here, one transcription regulator (blue)
regulates the target gene (gray). In the regulator-first model,
a second transcription regulator (orange) gains control of the
blue regulator, and indirectly, the gray target gene. Next, the
interconnectedness in this simple scheme would increase if
the orange regulator gained direct control of the gray target
gene without losing its initial connection.
Why would this happen? It has been argued, using population
genetic models, that such connections are predicted to form
non-adaptively—that is, without selection for improvement of
the circuit (Lynch, 2007a). According to this view, the additional
connections do not disrupt the existing regulation, and they arise
through randommutations that produce a new DNA-binding site
for a transcription regulator. Thus, this increase in total number of
connections is predicted to occur, in essence, because nothing
stops it. Such a change, even though it arose non-adaptively,
can become necessary if subsequent evolutionary changes in
the network render its loss detrimental.
Although it might seem counterintuitive that new circuit con-
nections can form non-adaptively, the biochemical features of
transcription regulators and cis-regulatory sequences predict
this. As has been pointed out many times, because cis-regulato-
ry sequences are usually short and somewhat degenerate, there
is a significant probability that new point mutations will readily
create bona fide cis-regulatory sequences for existing transcrip-
tion regulators. Given that target genes often have long inter-
genic regions in which cis-regulatory sequences can function,
many target genes would be predicted to develop multiple con-
nections (Lynch, 2007a; Paixa˜o and Azevedo, 2010; Stone and
Wray, 2001). Although these additional binding sites may not
be under purifying selection (unless the original connection is
lost or some other change in the network renders their loss detri-
mental), they would be predicted to form at a high enough fre-
quency to ensure an appreciable steady-state level of such
connections, despite the losses due to mutation.
These same forces are also predicted to lead to the high inter-
connectedness observed between the master regulators them-
selves (Figure 1B). Many transcription regulators control their
own transcription (Bateman, 1998; Kie1basa and Vingron,
2008; Lee et al., 2002). When two such regulators function at
the same time and place (although not necessarily in the same
biological function), over time they may acquire regulation of
each other through the gain of cis-regulatory sequences
(Figure 3B). This reciprocal regulation would be redundant (at
least in a general sense) with the auto-regulation of each of the
transcription regulators themselves and could partially replace
it over time, resulting in interlocking, auto-regulatory master reg-
ulators of the type we see in Figure 1.
Various types of simulations both support these ideas and
highlight additional features that promote high degrees of circuit
connectivity. For example, long regulatory regions and high
recombination rates promote the evolution of multiple cis-regu-
latory sites by non-adaptive mechanisms (Lynch, 2007a; Ruths
and Nakhleh, 2012). Similarly, the greater the permissible degen-
eracy of cis-regulatory sequences, the greater is the probability
of multiple connections (Paixa˜o and Azevedo, 2010).
Support for these ideas also comes from direct observation of
transcription circuits in various species. First, as previously
pointed out, independently evolved circuits show similar, high
degrees of connectivity. Recent studies of transcription net-
works by the Encyclopedia of DNA Elements (ENCODE) project
have greatly increased the number of examples where network
structure is observed to be highly similar across organisms—in
this case, humans, mice,Caenorhabditis elegans, andArabidop-
sis thaliana (Boyle et al., 2014; Stergachis et al., 2014; Sullivan
et al., 2014). Although some similarities (e.g., the same master
regulator controlling the same biological process in two different
species) are clearly conserved from a common ancestor, we
argue that similarities in overall network structure are largely
due to the pathways we have outlined, in which non-adaptive
evolution is a major force.
Second, there are several documented examples in which
evolutionary rewiring of an entire network has occurred without
apparent changes in the output (Baker et al., 2012; Lavoie
et al., 2010; Ludwig et al., 2000; Moses et al., 2006; Schmidt
et al., 2010; Tanay et al., 2005; Tsong et al., 2003; 2006). Thesestudies indicate that, even as the output of a circuit is maintained
by stabilizing selection, the individual connectionsmay be free to
drift to new configurations.
Third, many connections in networks appear unimportant as
assessed by conventional experiments (Fisher et al., 2012; Whit-
field et al., 2012). Although it is virtually impossible to prove that
a connection is non-functional under all conceivable conditions,
several types of experiments suggest that parts of circuits may
be functionally unimportant. For example, many direct target
genes show no change in transcript levels when a regulator
that binds to the gene is deleted or reduced in expression.
This behavior describes the majority of the C. albicans biofilm
network: 60% of binding events do not elicit expression
changes when the regulator is deleted, with the provision that
biofilms were monitored under a narrow range of conditions.
Moreover, many target genes, when deleted, do not appear to
compromise the output of the circuit. Although these results
can be explained away by circuit compensation, redundancy,
inability to monitor a wide variety of conditions, and the like,
we suggest it is highly plausible, based on the arguments
made above, that many circuit connections simply do not
contribute to the output. In any case, many observations
made on modern circuits are consistent with a model whereby
much of the interconnectedness of transcription circuits has
arisen non-adaptively, simply as a consequence of the ease of
forming new connections.
Cooperative Binding Produces Connectivity
Cooperative binding is a near-universal feature of eukaryotic
transcription regulators, and next we discuss how this property
increases the ease of forming new circuit connections and
thereby shapes circuit structures. We use the term cooperative
binding to mean that the binding of one transcription regulator
to a cis-regulatory sequence increases the probability that
another will occupy a nearby sequence. Mechanistically, this
can occur through three distinct means: (1) competitive
displacement of nucleosomes, through which binding of one
transcription regulator to DNA can increase the accessibility of
DNA to a second regulator, thereby increasing its occupancy
(Polach andWidom, 1996); (2) a direct, weak, favorable, physical
interaction between the two regulators (Johnson et al., 1979);
and (3) physical interactions with additional non-DNA-binding
proteins that stabilize binding of both of the transcription regula-
tors on DNA (Ptashne and Gann, 2002).
All three forms of cooperative binding would favor the drift of
circuits into states of high connectivity by relaxing the cis-regu-
latory sequence requirements needed for a second transcription
regulator to be added to a target gene. This idea has an addi-
tional implication: cooperativity means that a single change in
a cis-regulatory sequence or a regulatory protein can establish
or eliminate numerous connections. For example, gain of a cis-
regulatory site for one regulator may allow other regulators to
occupy nearby, previously existing weak sites (Figure 4A). Acqui-
sition of a new, favorable protein-protein interaction between
transcriptional regulators can have an even more profound ef-
fect. Here, cooperative binding can, at least in principle, catalyze
the rewiring of an entire set of genes rather than a single gene
(Tuch et al., 2008a). In this scenario, the gain of a protein-proteinCell 161, May 7, 2015 ª2015 Elsevier Inc. 719
Figure 4. Gain of Multiple Regulatory Con-
nections through Cooperative Binding
(A) Cooperativity between regulators allows bind-
ing energy to be shared between protein-DNA and
protein-protein interactions. When a strong bind-
ing site is gained for one regulator, this may in-
crease the occupancy of regulators on nearby
weak binding sites that would otherwise be un-
occupied. The effect is a concerted increase in
connectivity of that target gene.
(B) The gain of a protein-protein interaction between
theblueandorangeregulators results inaconcerted
rewiring of the entire set of genes. As shown in the
third panel, direct binding sites for the orange
regulator can be gained stepwise at each gene
individually without disrupting the circuit. Finally
(not shown), the circuit can diversify by moving
between equivalent configurations. For example,
the ancestral (blue) or derived (orange) connections
could be lost without destroying the regulation.interaction leads to cooperative binding of two regulators when a
binding site for only one of the regulators is present (Figure 4B).
Following this gain, there can be gene-by-gene gains of cis-reg-
ulatory sequences for the second regulator. The dually regulated
set of genes can then diversify, loosening their connections with
the original regulator and strengthening the new ones. In this
way, gene sets can be ‘‘handed off’’ from one regulator to
another in the course of evolution, a type of change that seems
common (Baker et al., 2012; Lavoie et al., 2010; Martchenko
et al., 2007; Tanay et al., 2005; Tsong et al., 2006).
The important point is, to influence transcription, transcription
regulators must occupy cis-regulatory sequence in the cell, but
the energy needed for this occupancy can be shared out
between protein-DNA and protein-protein interactions. As indi-
vidual interactions are strengthened and weakened over evolu-
tionary time, the circuit configuration can drift between different
‘‘energy-sharing’’ solutions. Cooperative binding, combinedwith
the ease of strengthening and weakening cis-regulatory se-
quences by random mutations, predicts that networks will drift
to high degrees of connectivity—a prediction that is supported
experimentally (Baker et al., 2012; Lynch and Wagner, 2008;
Stefflova et al., 2013; Tsong et al., 2006). Thus, any two regula-
tors that overlap in their expression would be predicted to share
a fraction of their targets under the conditions they are both ex-
pressed (Lynch, 2007a), unless these additional connections are
specifically selected against.
Formation of Common Network Motifs
One strategy to simplify and understand the function of complex
transcription networks has been to search for network motifs—720 Cell 161, May 7, 2015 ª2015 Elsevier Inc.configurations of regulators and target
genes that occur repeatedly within net-
works (Alon, 2007; Davidson, 2010).
One of the most common motifs is a
simple feedback loop, whereby a tran-
scription regulator controls (directly or
indirectly) its own rate of synthesis (Bate-
man, 1998; Lee et al., 2002). Feedback is
a hallmark of many different processes inbiology, and it seems likely that, in its most general form (but not
necessarily in its detailed mechanism), it is often under purifying
selection.
But what about motifs other than positive feedback loops? A
more complex network motif known as a feed-forward loop (in
which one regulator controls a second regulator and both control
the same target gene) is overrepresented in biological networks
(Milo et al., 2002). Depending on the parameters of binding, a
given feed-forward loop can, in principle, perform logic opera-
tions such as pulse detection or expression delay (Alon, 2007;
Davidson, 2010). However, it is currently unclear whether the
majority of naturally occurring feed-forward loopsmeet the types
of parameter requirements needed for these behaviors.
There are thousands of feed-forward loops embedded in the
two networks of Figure 1. We note that feed-forward loops
are common byproducts of the evolutionary paths diagramed
in Figures 2 and 3, and thus, the preponderance of feed-for-
ward loops in biological networks may be a result of the
same non-adaptive processes that result in large network
size and interconnectedness. Indeed, it has been explicitly
proposed that many network motifs have arisen as a result
of neutral evolutionary processes (Cordero and Hogeweg,
2006; Ingram et al., 2006; Ruths and Nakhleh, 2013; Ward
and Thornton, 2007). These ideas contrast with models in
which each feed-forward loop in the network possesses opti-
mized parameters that specify a particular transcriptional
input-output relationship.
We note that feed-forward loops may also represent non-
adaptive intermediates between alternative forms of transcrip-
tional regulation (Figure 5). Rewiring of transcription networks,
Figure 5. Pathways for Incorporation or
Removal of a Transcription Regulator
without Breaking the Network
Removal of the blue regulator from the linear reg-
ulatory pathway shown in the top network diagram
can proceed by first forming a feed-forward loop.
Subsequent loss of the connections between the
orange and blue regulator and between the blue
regulator and the target gene will completely re-
move the blue regulator from the network as
shown in the bottom diagram. The opposite pro-
cess starting from the bottom diagram and pro-
ceeding to the top results in intercalation of the
blue regulator into the pathway. If the functions of
the blue and orange regulators are redundant in
the context of the network, the network can drift
between these configurations over evolutionary
time without compromising the output of the
circuit.at least in some cases, proceeds through intermediates that are
regulated by both the ancestral and derived mechanisms (Li
and Johnson, 2010), allowing the regulatory output to be
preserved during the rewiring. Although they might arise non-
adaptively, feed-forward loops can serve as redundant inter-
mediates between the ancestral and derived states, and thus
many observed examples of transcription network rewiring
may be a simple consequence of the high frequency with which
feed-forward loops are formed by neutral evolution (Lynch,
2007a).
Conclusions
Genomes evolve under selective pressure, but we no longer
expect their structures to be orderly, logical affairs dictated
by underlying design principles. Here, we have argued that
there is no reason to expect transcription circuit networks to
be any different. We argue that the drift of transcription net-
works to steady-state levels of high complexity and intercon-
nection is consistent with the biochemical and biophysical
properties of regulatory proteins and cis-regulatory sequences,
particularly the cooperative binding of transcription regulators
to DNA. Combined with universal processes of evolution such
as mutation, genetic drift, and selection, network complexity
is predicted, from first principles, to be a natural consequence.
Complex structures, even if they arose in populations non-
adaptively, can nonetheless serve as substrates for future
evolutionary innovations or be locked in place by secondary
changes; thus, they can be retained by purifying selection
even though they arose non-adaptively and are not optimized
solutions. If transcription circuits are considered as relatively
crude products whose structures are dominated by high-
probability evolutionary pathways, many of their more baffling
features—size, similarity across diverse species, complexity,
redundancy, interconnectedness, for example—begin to
make conceptual sense.ACKNOWLEDGMENTS
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