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GLOBAL CLASSICAL SOLUTIONS OF THE VLASOV-FOKKER-PLANCK
EQUATION WITH LOCAL ALIGNMENT FORCES
YOUNG-PIL CHOI
Abstract. In this paper, we are concerned with the global well-posedness and time-asymptotic
decay of the Vlasov-Fokker-Planck equation with local alignment forces. The equation can be
formally derived from an agent-based model for self-organized dynamics which is called Motsch-
Tadmor model with noises. We present the global existence and uniqueness of classical solutions
to the equation around the global Maxwellian in the whole space. For the large-time behavior,
we show the algebraic decay rate of solutions towards the equilibrium under suitable assumptions
on the initial data. We also remark that the rate of convergence is exponential when the spatial
domain is periodic. The main methods used in this paper are the classical energy estimates
combined with hyperbolic-parabolic dissipation arguments.
1. Introduction
We are concerned with a kinetic flocking equation in the presence of diffusion. More precisely,
let F = F (x, v, t) ≥ 0 be the density of particles which have position x ∈ Rd and velocity v ∈ Rd at
time t ≥ 0. Then the evolution of the density F is governed by
∂tF + v · ∇xF +∇v · ((uF − v)F ) = ∆vF, (1.1)
with the initial data
F (x, v, 0) =: F0(x, v), (1.2)
where uF is the averaged local velocity given by
uF (x, t) :=
∫
Rd
vF (x, v, t) dv∫
Rd
F (x, v, t) dv
.
The purpose of this paper is to study the global existence and uniqueness of classical solutions to
the equation (1.1) near the global Maxwellian and the large-time behavior of solutions.
Recently, Motsch and Tadmor introduced in [19] a new model for self-organized dynamics in which
the alignment force is normalized with a local average density. Compared to the celebrated Cucker-
Smale flocking model [8] where the alignment is scaled with the total mass, the Motsch-Tadmor
model takes into account not only the distance between agents but also their relative distance. More
specifically, these two prototype models are described by
dxi
dt
= vi,
dvi
dt
=
1
Si(x)
N∑
j=1
ψ(xi − xj)(vj − vi), t > 0, i ∈ {1, . . . , N}, (1.3)
where xi(t) = (x
1
i (t), · · · , xdi (t)) ∈ Rd and vi(t) = (v1i (t), · · · , vdi (t)) ∈ Rd are the position and
velocity of i-th agent at time t, respectively. Here, the scaling function Si(x) and the communication
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weight ψ(x) are defined by
Si(x) :=

N for Cucker-Smale model,
N∑
k=1
ψ(xi − xk) for Motsch-Tadmor model
and ψ(x) = 1/(1 + |x|2)β/2 with β > 0, respectively. We refer to [5, 7, 14, 19] for the existence and
large-time behavior of solutions to these two models. Note that the motion of an agent governed
by Cucker-Smale model is modified by the total number of agents. Thus it can not be adopted
to describe for far-from-equilibrium flocking dynamics. On the other hand, the Motsch-Tadmor
model does not involve any explicit dependence on the number of agents, and this remedies several
drawbacks of Cucker-Smale model outlined above. For a detailed description of the modeling and
related literature, we refer readers to [19] and the references therein.
When the number of agents governed by Motsch-Tadmor model goes to infinity, i.e., N → ∞,
we can formally derive a mesoscopic description for the system (1.3) with a density function F =
F (x, v, t) which is a solution to the following Vlasov-type equation:{
∂tF + v · ∇xF +∇v · ((u˜F − v)F ) = 0,
F (x, v, 0) =: F0(x, v),
(1.4)
where u˜F is given by
u˜F (x, t) :=
(ψ ⋆ bF )(x, t)
(ψ ⋆ aF )(x, t)
(1.5)
with
aF (x, t) :=
∫
Rd
F (x, v, t) dv and bF (x, t) :=
∫
Rd
vF (x, v, t) dv.
The equation (1.4) equipped with the noise effect is a non-local version of our main equation (1.1).
We now consider the singular limit in which the communication weight ψ converges to a Dirac
distribution, i.e., the communication rate is very concentrated around the closest neighbors of a
given particle. In this framework, the Motsch-Tadmor alignment force converges to the local one
[16]:
u˜F − v → uF − v.
From this observation, it is reasonable to expect our main equation (1.1) as the mean-field limit
of the Motsch-Tadmor model with noise. It is also worth noticing that the equation (1.1) is of the
classical form, usually called the nonlinear Fokker-Planck equation [20], which has found applications
in various fields such as plasma physics, astrophysics, the physics of polymer fluids, population
dynamics, and neurophysics [12]. We refer to [3, 15, 17] for the existence of weak solutions and
hydrodynamic limit of (1.1). In [2, 6], the equation (1.1) coupled to the incompressible flow are
considered, and global existence of weak solutions, hydrodynamic limit, and large-time behavior are
provided.
As we mentioned before, we are interested in the stability of solutions near the global Maxwellian
and the rate of convergence of these solutions towards it for the Cauchy problem (1.1)-(1.2). For
this, we define the perturbation f = f(x, v, t) by
F = M +
√
Mf,
where the global Maxwellian function
M = M(v) =
1
(2π)d/2
exp
(
−|v|
2
2
)
is normalized to have zero bulk velocity and unit density and temperature. The equation for the
perturbation f satisfies
∂tf + v · ∇xf + uF · ∇vf = Lf + Γ(f, f), (1.6)
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where the linear part Lf and the nonlinear part Γ(f, f) are given by
Lf :=
1√
M
∇v ·
(
M∇v
(
f√
M
))
and Γ(f, f) = uF ·
(
1
2
vf + v
√
M
)
, (1.7)
respectively. Note that Lf can be written as
Lf = ∆vf +
1
4
(
2d− |v|2) f.
Before we state our main result, we introduce several simplified notations. For functions f(x, v),
g(x), h(v), we denote by ‖f‖Lp, ‖g‖Lp, ‖h‖Lpv the usual Lp(Rd × Rd), Lpx(Rd), Lpv(Rd)-norms,
respectively. We also introduce norms | · |µ and ‖ · ‖µ as follows.
|f |2µ :=
∫
Rd
(|∇vf(v)|2 + µ(v)|f(v)|2) dv, µ(v) := 1 + |v|2,
and
‖f‖2µ :=
∫
Rd×Rd
(|∇vf(v)|2 + µ(v)|f(v)|2) dvdx.
f . g represents that there exists a positive constant C > 0 such that f ≤ Cg. We also denote by
C a generic positive constant depending only on the norms of the data, but independent of T , and
drop x-dependence of differential operators ∇x, that is, ∂if := ∂xif for 1 ≤ i ≤ d and ∇f := ∇xf .
For any nonnegative integer s ≥ 0, Hs denotes the s-th order L2 Sobolev space. Cs([0, T ];E) is the
set of s-times continuously differentiable functions from an interval [0, T ] ⊂ R into a Banach space
E, and Lp(0, T ;E) is the set of the L2 functions from an interval (0, T ) to a Banach space E. ∇s
denotes any partial derivative ∂α with multi-index α, |α| = s.
Theorem 1.1. Let d ≥ 3 and s ≥ 2[d/2] + 2. Suppose F0 ≡M +
√
Mf0 ≥ 0 and ‖f0‖Hs ≤ ǫ0 ≪ 1.
Then we have the global existence of the unique classical solution f(x, v, t) to the equation (1.6)
satisfying
f ∈ C([0,∞);Hs(Rd × Rd)), F ≡M +
√
Mf ≥ 0,
and
‖f(t)‖2Hs + c1
∫ t
0
‖∇(a, b)‖2Hs−1ds+ c1
∫ t
0
∑
0≤k+l≤s
‖∇k∇lv{I−P}f‖2µds ≤ c2‖f0‖2Hs ,
for some positive constants c1, c2 > 0. Furthermore, if ‖f0‖L2v(L1) is bounded, we have
‖f(t)‖Hs ≤ C
(‖f0‖Hs + ‖f0‖L2v(L1)) (1 + t)− d4 , t ≥ 0,
where C is a positive constant independent of t.
Remark 1.1. In the case of the periodic spatial domain, i.e., the particles governed by the equation
(1.1) are in the torus Td, we have the exponential decay of ‖f(t)‖Hs under additional assumptions
on the initial data. We give the details of that in Remark 5.1.
Remark 1.2. Our strategy can also be extended to the non-local version of (1.1), i.e., the equation
(1.1) with u˜F defined in (1.5), when the communication weight ψ satisfies ψ ∈ L1(Rd) and ‖ψ‖L1 = 1.
For the proof of Theorem 1.1, we employ a similar strategy as in [11] where the global existence
and large-time behavior of classical solutions to the kinetic Cucker-Smale equation with the density-
dependent diffusion are investigated. As we briefly mentioned above, the alignment of Cucker-Smale
equation is normalized with the total mass, and this makes the equation considered in [11] has
weak nonlinearity compared to our equation (1.6). To be more precise, if we similarly formulate
the equation (1.6) with the alignment of Cucker-Smale equation, the nonlinear part Γ(f, f) of this
equation becomes bilinear. However, in our situation the nonlinear operator Γ(f, f) defined in (1.7)
is not bilinear due to the different normalization. Thus, a more delicate analysis is required for
the energy estimates. Our careful analysis of the nonlinear dissipation term enables to obtain the
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uniform bound of a total energy functional E(f) (see (5.1)), by which we can show that the existence
of global classical solutions and its large-time behavior of the equation (1.6).
The rest of this paper is organized as follows. In Section 2, we recall some basic properties of
the linear operator L and hypocoercivity for a linearized Cauchy problem with a non-homogeneous
microscopic source. The proof of hypocoercivity property showing the algebraic time decay rate is
postponed to Appendix A for the sake of a simpler presentation. We also provide several useful
lemmas. Section 3 is devoted to present the local existence and uniqueness of the equation (1.6).
In Section 4, we show a priori estimates of solutions which consist of the classical energy estimates
and the macro-micro decomposition argument. Finally, in Section 5 we provide details of the proof
of Theorem 1.1.
2. Preliminaries
2.1. Coercivity and hypocoercivity. In this part, we recall some properties of the linear Fokker-
Planck operator L and provide the hypocoercivity for a type of linear Fokker-Planck equation with
other sources.
For this, we first decompose the Hilbert space L2v as
L2v = N ⊕N⊥, N = span{
√
M, v
√
M}.
Note that
√
M, v1
√
M, · · · , vd
√
M form an orthonormal basis of N . We now define the projector P
by
P : L2v → N , f 7→ Pf = {af + bf · v}
√
M,
then it is clear to get
af = 〈
√
M, f〉 and bf = 〈v
√
M, f〉,
where 〈·, ·〉 denotes the inner product in the Hilbert space L2v(Rd). We also introduce projectors P0
and P1 as follows.
P0f := a
f
√
M and P1f := b
f · v
√
M.
Then P can be written as
P = P0 ⊕P1.
In the following proposition, we provide some dissipative properties of the linear Fokker-Planck
operator L. For the proof, we refer to [4, 11].
Proposition 2.1. The linear operator L has the following properties.
(i)
〈Lf, f〉 = −
∫
Rd
∣∣∣∣∇v ( f√M
)∣∣∣∣2M dv,
Ker L = Span{
√
M}, and Range L = Span{
√
M}⊥.
(ii) There exists a positive constant λ > 0 such that the coercivity estimate holds:
−〈Lf, f〉 ≥ λ|{I−P}f |2µ + |bf |2.
(iii) There exists a positive constant λ0 > 0 such that
−〈Lf, f〉 ≥ λ0|{I−P0}f |2µ.
For the sake of simplicity, we drop the superscript f , and denote af and bf by a and b, respectively.
We next show the hypocoercivity property for the Caucy problem with a non-homogeneous source.
Consider the following linear Cauchy problem:
∂tf = Bf + b · v
√
M + h, x ∈ Rd, t > 0, (2.1)
with the initial data:
f(x, v, 0) =: f0(x, v). (2.2)
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Here h = h(x, v, t) and f0 = f0(x, v) are given, and the linear operator B is defined by
B = −v · ∇+ L, Lf = ∆vf + 1
4
(
2d− |v|2) f.
We define eBt as the solution operator to the Cauchy problem (2.1) with h ≡ 0, i.e., the solution to
the equations (2.1)-(2.2) can be formally written as
f(t) = eBtf0 +
∫ t
0
eB(t−s)h(s) ds.
Before we state the estimate for algebraic decay of eBt, we set the index of rate σd,q,m by
σd,q,m =
d
2
(
1
q
− 1
2
)
+
m
2
.
Proposition 2.2. Let 1 ≤ q ≤ 2 and d ≥ 1.
(i) For any k, l ≥ 0 with l ≤ k, and f0 satisfies ∇kf0 ∈ L2(Rd ×Rd) and ∇lf0 ∈ L2v(Rd;Lqx(Rd)),
we have
‖∇keBtf0‖L2 ≤ C(1 + t)−σd,q,m
(‖∇lf0‖L2v(Lq) + ‖∇kf0‖L2) , t > 0,
where m = k − l and C is a positive constant depending only on d,m, and q.
(ii) For any k, l ≥ 0 with l ≤ k. Suppose the non-homogeneous source h satisfies µ(v)−1/2∇kh(t) ∈
L2(Rd × Rd) and µ(v)−1/2∇lh(t) ∈ Zq for t ≥ 0. Furthermore, h satisfies
〈h,
√
M〉 = 0 and 〈h, v
√
M〉 = 0 for (x, t) ∈ Rd × R+, (2.3)
then we have∥∥∥∥∇k ∫ t
0
eB(t−s)h(s) ds
∥∥∥∥2
L2
≤ C
∫ t
0
(1 + t− s)−2σd,q,m
(
‖µ−1/2∇lh(s)‖2L2v(Lq) + ‖µ
−1/2∇kh(s)‖2L2
)
ds, t ≥ 0,
where m = k − l and C is a positive constant depending only on d,m, and q.
Proof. Although the proof is similar as in [10, 11], we provide the detailed proof in Appendix A for
the reader’s convenience. 
2.2. Technical lemmas. We first recall several Sobolev inequalities which will be used in the rest
of this paper.
Lemma 2.1. (i) For any pair of functions f, g ∈ (Hk ∩ L∞)(Rd), we obtain
‖∇k(fg)‖L∞ . ‖f‖L∞‖∇kg‖L∞ + ‖∇kf‖L∞‖g‖L∞.
Furthermore if ∇f ∈ L∞(Rd), we have
‖∇k(fg)− f∇kg‖L2 . ‖∇f‖L∞‖∇k−1g‖L2 + ‖∇kf‖L2‖g‖L∞.
(ii) For f ∈ H [d/2]+1(Rd), we have
‖f‖L∞ . ‖∇f‖H[d/2] .
(iii) For f ∈ (Hk ∩L∞)(Rd), let k ∈ N, p ∈ [1,∞], and h ∈ Ck(B(0, ‖f‖L∞)) where B(0, R) denotes
the ball of radius R > 0 centred at the origin in Rd, i.e., B(0, R) := {x ∈ Rd : |x| ≤ R}. Then there
exists a positive constant c = c(k, p, h) such that
‖∇kh(f)‖Lp ≤ c‖f‖k−1L∞ ‖∇kf‖Lp.
In the lemma below, we provide some relations between the macro components (a, b) and f .
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Lemma 2.2. Let T > 0, d ≥ 3, and s ≥ 2[d/2] + 2. For 0 ≤ k ≤ s, we have
‖∇k(a, b)‖L2 ≤ C‖∇kf‖L2,
where C is a positive constant. Furthermore, if we assume sup0≤t≤T ‖f(t)‖Hs ≤ ε ≪ 1, then we
have ∥∥∥∥∇k ( b1 + a
)∥∥∥∥
L2
≤ C‖∇k(a, b)‖L2 and
∥∥∥∥∇k ( b⊗ b1 + a
)∥∥∥∥
L2
≤ Cε‖∇k(a, b)‖L2 ,
for some positive constant C > 0.
Proof. By the definition of a and b, it is clear to get
‖∇k(a, b)‖L2 ≤ C‖∇kf‖L2, (2.4)
for some positive constant C > 0. Then we use (2.4) and the assumption on f to find
sup
0≤t≤T
‖(a(t), b(t))‖Hs ≤ ε≪ 1.
In particular, we obtain ‖(a, b)‖L∞ ≤ C‖(a, b)‖L∞(0,T ;Hs) ≤ ε≪ 1, and this yields from Lemma 2.1
that ∥∥∥∥∇k ( 11 + a
)∥∥∥∥
L2
. ‖∇ka‖L2 .
This and together with the Sobolev inequality in Lemma 2.1, we deduce∥∥∥∥∇k ( b1 + a
)∥∥∥∥
L2
. ‖b‖L∞
∥∥∥∥∇k ( 11 + a
)∥∥∥∥
L2
+ ‖∇kb‖L2
∥∥∥∥ 11 + a
∥∥∥∥
L∞
. ‖∇b‖H[d/2]‖∇ka‖L2 + ‖∇kb‖L2
. ‖∇k(a, b)‖L2 .
Similarly, we also have∥∥∥∥∇k ( b⊗ b1 + a
)∥∥∥∥
L2
. ‖b‖L∞
∥∥∥∥∇k ( b1 + a
)∥∥∥∥
L2
+
∥∥∥∥ b1 + a
∥∥∥∥
L∞
‖∇kb‖L2
. ‖b‖L∞‖∇k(a, b)‖L2
≤ Cε‖∇k(a, b)‖L2 .

Before we complete this section, we give a type of Gronwall’s inequality and an elementary integral
calculus whose proofs can be found in [1, 4].
Lemma 2.3. For a positive constant T > 0, let {an}n∈N be a sequence of nonnegative continuous
functions defined on [0, T ] satisfying
an+1(t) ≤ C1 + C2
∫ t
0
an(s) ds+ C3
∫ t
0
an+1(s) ds, 0 ≤ t ≤ T,
where Ci, i = 1, 2, 3 are nonnegative constants. Then there exists a positive constant K such that for
all n ∈ N
an(t) ≤

Kntn
n!
if C1 = 0,
KeKt if C1 > 0.
Lemma 2.4. For any 0 < α 6= 1 and β > 1,∫ t
0
(1 + t− τ)−α(1 + τ)−β dτ ≤ C(1 + t)−min{α,β} for t ≥ 0.
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3. Local existence and uniqueness
In this section, we investigate the local existence and uniqueness of classical solutions to the
Cauchy problem (1.6). For this, we first present a linearized equation of (1.6) where the averaged lo-
cal velocity uF is given and satisfies certain smallness and regularity assumptions. For the linearized
equation, we show the global existence and uniqueness of classical solutions. Then we construct ap-
proximate solutions {fn}n∈N, and show that they are convergent in L2-space. Finally, we conclude
that the limit function is our desired solution using the Sobolev embedding theorem and the lower
semicontinuity of the Hs-norm.
The theorem below is our main result in this section.
Theorem 3.1. Let d ≥ 3 and s ≥ 2[d/2]+ 2. There exist positive constants ǫ0, T0, and N > 0 such
that if ‖f0‖Hs ≤ ǫ0 and M +
√
Mf0 ≥ 0, then there exists the unique classical solution f to the
Cauchy problem (1.6) such that M +
√
Mf ≥ 0 and f ∈ C([0, T0];Hs(Rd × Rd)). In particular, we
have
sup
0≤t≤T0
‖f(t)‖Hs ≤ N.
3.1. Local well-posedness of a linearized system. In this part, we linearize the system (1.6)
and show the invariance property of the solutions in an appropriate norm.
For a given f¯ ∈ C([0, T ];Hs(Rd × Rd)), we consider
∂tf + v · ∇f + uF¯ · ∇vf = Lf + Γ(f¯ , f), (3.1)
with the initial data
f(x, v, 0) =: f0(x, v),
where
uF¯ =
∫
Rd
vf¯
√
M dv
1 +
∫
Rd
f¯
√
M dv
and Γ(f¯ , f) = uF¯ ·
(
1
2
vf + v
√
M
)
.
By the standard linear solvability theory, the unique solution f ∈ C([0, T ];Hs(Rd × Rd)) to (3.1) is
well-defined for any positive time T > 0. For notational simplicity, we set
a¯ :=
∫
Rd
f¯
√
M dv and b¯ :=
∫
Rd
vf¯
√
M dv.
Lemma 3.1. Let d ≥ 3 and s ≥ 2[d/2] + 2. There exist constants ǫ0, T0, and N > 0 such that if
M +
√
Mf0 ≥ 0, ‖f0‖Hs ≤ ǫ0, and sup
0≤t≤T0
‖f¯(t)‖Hs ≤ N,
we have M +
√
Mf ≥ 0 and f ∈ C([0, T0];Hs(Rd × Rd)). Furthermore, we have
sup
0≤t≤T0
‖f(t)‖Hs ≤ N.
Proof. We first notice that the equation (3.1) can be rewritten in terms of F (x, v, t):
∂tF + v · ∇F + uF¯ · ∇vF = ∇v · (∇vF + vF ) .
Then by the maximum principle for the linearized equation (3.1), we find
F ≡M +
√
Mf ≥ 0.
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We next show the bound on f in the rest of the proof. It follows from (3.1) that for 0 ≤ k ≤ s
1
2
d
dt
‖∇kf‖2L2 + λ0‖{I−P0}∇kf‖2µ
≤
∫
Rd
|〈∇kΓ(f¯ , f),∇kf〉| dx+
∑
0≤l<k
(
k
l
)∫
Rd
|〈∇k−luF¯ · ∇v∇lf,∇kf〉| dx
≤ 1
2
∑
0≤l≤k
(
k
l
)∫
Rd
|〈∇k−luF¯ · v∇lf,∇kf〉| dx+
∫
Rd
|〈∇kuF¯ · v
√
M,∇kf〉| dx
+
∑
0≤l<k
(
k
l
)∫
Rd
|〈∇k−luF¯ · ∇v∇lf,∇kf〉| dx
=:
3∑
i=1
Ii.
First, we can easily find
I2 =
∫
Rd
|∇kuF¯ · ∇kb| dx ≤ ‖∇kuF¯ ‖L2‖∇kb‖L2 . ‖∇k(a¯, b¯)‖L2‖∇kb‖L2 . ‖∇kf¯‖L2‖∇kf‖L2,
due to Lemma 2.2. For the estimate of I1, we obtain
I1 .
∑
0≤l≤k
∫
Rd×Rd
|∇k−luF¯ ||v||∇lf ||∇kf | dxdv ≤
(∫
Rd
|∇k−luF¯ |2‖∇lf‖2L2v dx
)1/2
‖∇kf‖µ.
On the other hand, the last term of the above inequality is bounded by(∫
Rd
|∇k−luF¯ |2‖∇lf‖2L2v dx
)1/2
≤
{ ‖∇k−luF¯‖L∞‖∇lf‖L2 for |k − l| ≤ [d/2],
‖∇k−luF¯‖L2‖∇lf‖L2v(L∞) for |k − l| ≥ [d/2] + 1.
(3.2)
This implies
I1 . ‖f¯‖L2v(Hs)
∑
0≤α+β≤s
‖∇α∇βvf‖2µ.
Similarly, we also deduce
I3 . ‖f¯‖L2v(Hs)
∑
0≤α+β≤s
‖∇α∇βvf‖2µ.
Thus we have
1
2
d
dt
‖∇kf‖2L2 + λ0‖{I−P0}∇kf‖2µ . ‖∇kf¯‖L2‖∇kf‖L2 + ‖f¯‖L2v(Hs)
∑
0≤α+β≤s
‖∇α∇βvf‖2µ. (3.3)
Note that ‖P0∇kf‖µ can be estimated as
‖P0∇kf‖2µ = ‖∇ka
√
M‖2µ
=
∫
Rd×Rd
|∇v∇ka
√
M |2 + (1 + |v|2)|∇ka
√
M |2 dvdx
≤ 2
∫
Rd
|∇ka|2 dx
∫
Rd
(1 + |v|2)M dv
≤ C‖∇ka‖2L2
≤ C‖∇kf‖2L2,
and this yields
‖∇kf‖2µ ≤ ‖{I−P0}∇kf‖2µ + ‖P0∇kf‖2µ ≤ ‖{I−P0}∇kf‖2µ + C‖∇kf‖2L2. (3.4)
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Hence, by combining (3.3) and (3.4) we have
1
2
d
dt
‖∇kf‖2L2 + λ0‖∇kf‖2µ
. ‖∇kf¯‖L2‖∇kf‖L2 + ‖f¯‖L2v(Hs)
∑
0≤α+β≤s
‖∇α∇βvf‖2µ + C‖∇kf‖2L2.
In a similar way, we also find
d
dt
‖f‖2Hs + λ0
∑
0≤α+β≤s
‖∇α∇βvf‖2µ
≤ C‖f¯‖L2v(Hs)
∑
0≤α+β≤s
‖∇α∇βvf‖2µ + C‖f¯‖2Hs + C‖f‖2Hs .
Since ‖f¯(t)‖Hs ≤ N for 0 ≤ t ≤ T0,
d
dt
‖f‖2Hs + (λ0 − CN)
∑
0≤α+β≤s
‖∇α∇βvf‖2µ ≤ CN2 + C‖f‖2Hs ,
and by integrating it over [0, t] (t ≤ T0) we get
‖f(t)‖2Hs + (λ0 − CN)
∫ t
0
∑
0≤α+β≤s
‖∇α∇βvf(τ)‖2µ dτ ≤ ǫ20 + CN2T0 + C sup
0≤τ≤T0
‖f(τ)‖2HsT0.
Finally, we choose ǫ0, T0 > 0, and N > 0 such that
0 < ǫ0 ≪ 1, λ0
C
> N, and CT0 ≤ 1
4
,
to conclude
sup
0≤t≤T0
‖f(t)‖2Hs ≤ ǫ20 + CN2T0 ≤ N2.

3.2. Proof of Theorem 3.1. We construct the approximated solutions fm for the system (1.6) as
follows.
∂tf
m+1 + v · ∇xfm+1 + uFm · ∇fm+1 = Lfm+1 + Γ(fm, fm+1), (3.5)
with initial data and first iteration step:
fm(x, v)|t=0 = f0 for all m ≥ 1, (x, v) ∈ Rd × Rd,
and
f0(x, v, t) = 0 for (x, v, t) ∈ Rd × Rd × R+.
Here uFm and Γ(f
m, fm+1) are given by
uFm =
∫
Rd
vfm
√
M dv
1 +
∫
Rd
fm
√
M dv
and Γ(fm, fm+1) = uFm ·
(
1
2
vfm+1 + v
√
M
)
,
respectively. Set
am :=
∫
Rd
fm
√
M dv and bm :=
∫
Rd
vfm
√
M dv.
Let I(s, T ;N) be the solution space for f defined by
I(s, T ;N) :=
{
f ∈ C([0, T ];Hs(Rd × Rd)) :M +
√
Mf ≥ 0 and sup
0≤t≤T
‖f(t)‖Hs ≤ N
}
.
Then as a direct consequence of Lemma 3.1, we have the uniform bound estimate of f in the
proposition below.
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Proposition 3.1. Let d ≥ 3 and s ≥ 2[d/2] + 2. There exist positive constants ǫ0, T0, and N > 0
such that if f0 ∈ Hs(Rd × Rd) with ‖f0‖Hs ≤ ǫ0 and M +
√
Mf0 ≥ 0, then for each m ≥ 0, fm is
well-defined and fm ∈ I(s, T0;N).
We next show that the approximations fm are Cauchy sequences in C([0, T0];L2(Rd × Rd)).
Lemma 3.2. Let fm be a sequence of approximated solutions with the initial data f0 satisfying
‖f0‖Hs ≤ ǫ0. Then fm is Cauchy sequence in C([0, T0];L2(Rd × Rd)).
Proof. It follows from (3.5) that
∂t(f
m+1 − fm) + v · ∇(fm+1 − fm) + uFm · ∇v(fm+1 − fm)
= −(uFm − uFm−1) · ∇vfm + L(fm+1 − fm) + 1
2
uFm−1 · v
(
fm+1 − fm)
+ (uFm − uFm−1) ·
(
1
2
vfm + v
√
M
)
.
Then by using similar estimates as in Lemma 3.1 with k = 0 we get
1
2
d
dt
‖fm+1 − fm‖2L2 + λ0‖{I−P0}(fm+1 − fm)‖2µ
≤ 1
2
∫
Rd
uFm−1 · 〈v(fm+1 − fm), fm+1 − fm〉 dx
+
∫
Rd
(uFm − uFm−1) ·
〈
1
2
vfm + v
√
M −∇vfm, fm+1 − fm
〉
dx
≤ C‖fm+1 − fm‖L2‖fm+1 − fm‖µ + C‖fm − fm−1‖L2‖fm+1 − fm‖µ,
where we used
‖uFm − uFm−1‖L2 . ‖am − am−1‖L2 + ‖bm − bm−1‖L2 . ‖fm − fm−1‖L2.
We now use the estimate
‖fm+1 − fm‖µ ≤ ‖{I−P0}(fm+1 − fm)‖2µ + C‖fm+1 − fm‖L2
to obtain
1
2
d
dt
‖fm+1 − fm‖2L2 + λ0‖fm+1 − fm‖2µ
≤ C‖fm+1 − fm‖2L2 + C‖fm − fm−1‖2L2 +
λ0
2
‖fm+1 − fm‖2µ.
(3.6)
Applying the Gronwall’s inequality for (3.6), we deduce
‖(fm+1 − fm)(t)‖2L2 .
∫ t
0
‖(fm − fm−1)(s)‖2L2 ds.
Finally, we use Lemma 2.3 to have
‖(fm+1 − fm)(t)‖2L2 .
Tm+10
(m+ 1)!
for t ∈ [0, T0].
This concludes the desired result. 
Proof of Theorem 3.1. Note that fm is bounded in C([0, T0];Hs(Rd × Rd)). Thus we use the
Gagliardo-Nirenberg interpolation inequality together with the convergence estimate in Lemma 3.2
to deduce
fm → f in C([0, T0];Hs−1(Rd × Rd)),
as m→∞. Furthermore, it follows from the lower semicontinuity of the norm that fm ∈ I(s, T0;N)
implies
M +
√
Mf ≥ 0 and sup
0≤t≤T0
‖f(t)‖Hs ≤ N.
VLASOV-FOKKER-PLANCK EQUATION WITH LOCAL ALIGNMENT FORCES 11
Finally, if we let f, g be the classical solutions obtained from the above with the same initial data.
Then we have
‖f(t)− g(t)‖2L2 ≤ C
∫ t
0
‖f(τ)− g(τ)‖2L2 dτ,
for some positive constant C > 0, and the standard argument yields the uniqueness of the classical
solutions. 
4. A priori estimates
In this section, we provide a priori estimates for the global existence of classical solutions to the
equation (1.6). By using the classical energy method together with the careful analysis of the local
averaged velocity, we obtain several uniform a priori estimates of energy inequalities. These energy
estimates play a crucial role in obtaining the global well-posedness of solutions with the help of the
local existence as well as the continuum argument.
4.1. Energy estimates. We first present a priori estimate of ‖f‖L2v(Hs) for the equation (1.6).
Lemma 4.1. Let d ≥ 3 and s ≥ 2[d/2]+2, and let T > 0 be given. Suppose that f ∈ C([0, T ];Hs(Rd×
Rd)) is the solution to the equation (1.6) satisfying
sup
0≤t≤T
‖f(t)‖Hs ≤ ǫ1 ≪ 1.
Then we have
d
dt
‖f‖2L2v(Hs) + C1
∑
0≤k≤s
‖∇k{I−P}f‖2µ ≤ Cǫ1‖∇(a, b)‖2Hs−1 ,
for some positive constants C1, C > 0.
Proof. ⋄ L2-estimate: We first easily find
1
2
d
dt
∫
Rd×Rd
f2 dxdv =
∫
Rd×Rd
f
(
−v · ∇xf + uF ·
(
v
√
M +
v
2
f −∇vf
)
+ Lf
)
dxdv
=
∫
Rd×Rd
uF · v
√
Mf dxdv +
∫
Rd×Rd
uF · v
2
f2 dxdv +
∫
Rd×Rd
fLf dxdv
=:
3∑
i=1
Ii.
Here, I1 and I3 are estimated by
I1 =
∫
Rd
uF · b dx =
∫
Rd
|b|2
1 + a
dx,
I3 =
∫
Rd×Rd
f L{I−P}f dxdv +
∫
Rd×Rd
f LPf dxdv =
∫
Rd
〈L{I−P}f, f〉dx−
∫
Rd
|b|2dx.
Thus, we obtain
I1 + I3 =
∫
Rd
〈L{I−P}f, f〉dx−
∫
Rd
a|b|2
1 + a
dx.
For the estimate of I2, we notice that
〈vf, f〉 = 〈v, |Pf |2〉+ 2〈vPf, {I−P}f〉+ 〈v, |{I−P}f |2〉
= 2ab+ 2〈vPf, {I−P}f〉+ 〈v, |{I−P}f |2〉.
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This deduces
1
2
d
dt
∫
Rd×Rd
f2 dxdv =
∫
Rd
〈L{I−P}f, f〉dx+
∫
Rd
uF · 〈vPf, {I−P}f〉dx
+
1
2
∫
Rd
uF · 〈v|{I−P}f |2〉dx
≤
∫
Rd
〈L{I−P}f, f〉dx+ ‖uF ‖L∞‖Pf‖L2‖{I−P}f‖µ
+ ‖uF ‖L∞‖{I−P}f‖2µ
≤
∫
Rd
〈L{I−P}f, f〉dx+ Cǫ1‖∇(a, b)‖2Hs−1 + Cǫ1‖{I−P}f‖2µ,
where we used
‖uF‖L∞ ≤ C‖∇uF‖H[d/2] ≤ C‖∇(a, b)‖Hs−1 and ‖Pf‖L2 ≤ C‖(a, b)‖L2 ≤ Cǫ1,
due to Lemma 2.2. Thus we have
d
dt
‖f‖2L2 + λ‖{I−P}f‖2µ ≤ Cǫ1‖∇(a, b)‖2Hs−1 .
⋄ Hsx-estimate: For 1 ≤ k ≤ s, we take ∇k to (1.6) to get
∂t∇kf + v · ∇k+1f +∇k(uF · ∇vf) = L∇kf +∇kΓ(f, f),
where
Γ(f, f) = uF · v
√
M +
uF · v
2
f.
Then we find
1
2
d
dt
‖∇kf‖2L2 =
∫
Rd
〈L∇kf,∇kf〉dx+
∫
Rd
〈∇kΓ(f, f),∇kf〉dx
−
∑
0≤l<k
(
k
l
)∫
Rd
〈∇k−luF · ∇v∇lf,∇kf〉dx
=:
3∑
i=1
Ji,
where J1 is easily estimated by
J1 =
∫
Rd
〈L∇k{I−P}f,∇kf〉dx+
∫
Rd
〈L∇kPf,∇kf〉dx
=
∫
Rd
〈L∇k{I−P}f,∇kf〉dx−
∫
Rd
|∇kb|2dx.
(4.1)
For the estimate of J2, we decompose it into two terms:
J2 =
∫
Rd
〈∇k(uF · v
√
M),∇kf〉dx+ 1
2
∫
Rd
〈∇k(uF · vf),∇kf〉dx
=: J12 + J
2
2 .
Here, J12 is estimated as
J12 =
∫
Rd
∇kuF · ∇kb dx
=
∫
Rd
|∇kb|2
1 + a
dx+
∑
0≤l<k
(
k
l
)∫
Rd
∇lb∇k−l
(
1
1 + a
)
· ∇kb dx
≤
∫
Rd
|∇kb|2
1 + a
dx+ Cǫ1‖∇(a, b)‖2Hs−1 ,
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where we used for |k − l| ≥ [d/2] + 1∫
Rd
∇lb∇k−l
(
1
1 + a
)
· ∇kb dx ≤ ‖∇lb‖L∞
∥∥∥∥∇k−l ( 11 + a
)∥∥∥∥
L2
‖∇kb‖L2
. ‖∇l+1b‖H[d/2]‖∇k−la‖L2‖∇kb‖L2
≤ Cǫ1‖∇(a, b)‖2Hs−1 ,
and for |k − l| ≤ [d/2]∫
Rd
∇lb∇k−l
(
1
1 + a
)
· ∇kb dx ≤ ‖∇lb‖L2
∥∥∥∥∇k−l ( 11 + a
)∥∥∥∥
L∞
‖∇kb‖L2
. ‖∇lb‖L2‖∇k−l+1a‖H[d/2]‖∇kb‖L2
≤ Cǫ1‖∇(a, b)‖2Hs−1 .
Similarly, we obtain
J22 =
1
2
∑
0≤l≤k
(
k
l
)∫
Rd
〈∇k−luF · v
({I−P}∇lf +P∇lf) , {I−P}∇kf +P∇kf〉 dx
≤ Cǫ1
 ∑
1≤k≤s
‖∇k{I−P}f‖2µ + ‖∇(a, b)‖2Hs−1
 .
This yields
J2 ≤
∫
Rd
|∇kb|2
1 + a
dx + Cǫ1
 ∑
1≤k≤s
‖∇k{I−P}f‖2µ + ‖∇(a, b)‖2Hs−1
 . (4.2)
Finally, we again use similar arguments as the above to find
J3 ≤ Cǫ1
 ∑
1≤k≤s
‖∇k{I−P}f‖2µ + ‖∇(a, b)‖2Hs−1
 . (4.3)
Hence by combining (4.1)-(4.3) we have
d
dt
‖∇f‖2L2v(Hs−1) + (λ− Cǫ1)
∑
1≤k≤s
‖∇k{I−P}f‖2µ ≤ −
∑
1≤k≤s
∫
Rd
a
1 + a
|∇kb|2dx + Cε‖∇(a, b)‖2Hs−1
≤ Cǫ1‖∇(a, b)‖2Hs−1 .

We next provide the mixed space-velocity derivative of {I−P}f in the following lemma.
Lemma 4.2. Let d ≥ 3 and s ≥ 2[d/2]+2, and let T > 0 be given. Suppose that f ∈ C([0, T ];Hs(Rd×
Rd)) is the solution to the equation (1.6) satisfying
sup
0≤t≤T
‖f(t)‖Hs ≤ ǫ1 ≪ 1.
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Then for fixed 1 ≤ l ≤ s we have
d
dt
∑
0≤k≤s−l
‖∇k∇lv{I−P}f‖2L2 + C2
∑
0≤k≤s−l
‖∇k∇lv{I−P}f‖2µ
≤ Cǫ1
 ∑
0≤k≤s−l
‖∇k∇lv{I−P}f‖2µ + ‖∇(a, b)‖2Hs−1

+ C
 ∑
0≤k≤s+1−l
‖∇k{I−P}f‖2µ + ‖∇(a, b)‖2Hs−l

+ Cχ{2≤l≤s}
∑
1≤β≤l−1
0≤α+β≤s
‖∇α∇βv{I−P}f‖2µ,
(4.4)
for some positive constants C2, C > 0. Here χA denotes the characteristic function of a set A.
Proof. By applying {I−P} to the equation (1.6), we find
∂t{I−P}f + {I−P} (v · ∇f + uF · ∇vf) = {I−P}Lf + {I−P}Γ(f, f).
Since {I−P}(v√M) = 0, we get
{I−P}Γ(f, f) = 1
2
uF · v{I−P}f + 1
2
uF · [{I−P}, v]f
=
1
2
uF · v{I−P}f + 1
2
uF · [v,P]f.
This deduces
∂t{I−P}f + v · ∇{I−P}f + uF · ∇v{I−P}f
= L{I−P}f + 1
2
uF · v{I−P}f + 1
2
uF · [v,P]f
+P (v · ∇{I−P}f + uF · ∇v{I−P}f)− {I−P} (v · ∇Pf + uF · ∇vPf) ,
where we used {I−P}L = L{I−P}. Then we have for 0 ≤ k + l ≤ s with fixed 1 ≤ l ≤ s
1
2
d
dt
‖∇k∇lv{I−P}f‖2L2
= −
∫
Rd
〈∇k∇lv(v · ∇{I−P}f) +∇k∇lv(uF · ∇{I−P}f),∇k∇lv{I−P}f〉 dx
+
∫
Rd
〈∇k∇lv(L{I−P}f) +
1
2
∇k∇lv(uF · v{I−P}f) +
1
2
∇k∇lv(uF · [v,P]f),∇k∇lv{I−P}f〉 dx
+
∫
Rd
〈∇k∇lv(P (v · ∇{I−P}f + uF · ∇v{I−P}f)),∇k∇lv{I−P}f〉 dx
+
∫
Rd
〈∇k∇lv({I−P} (v · ∇Pf + uF · ∇vPf)),∇k∇lv{I−P}f〉 dx
=:
9∑
i=1
Ki.
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⋄ Estimate of K1: A straightforward computation yields
K1 = −
∫
Rd
〈∇k[∇lv, v · ∇]{I−P}f,∇k∇lv{I−P}f〉 dx
≤ C‖[∇lv, v · ∇]∇k{I−P}f‖2L2 + δ‖∇k∇lv{I−P}f‖2L2
≤ C
∑
0≤α≤s−l
‖∇α+1{I−P}f‖2L2 + Cχ{2≤l≤s}
∑
1≤β≤l−1
0≤α+β≤s
‖∇α∇βv{I−P}f‖2L2
+ δ‖∇k∇lv{I−P}f‖2L2,
where δ > 0 is a positive constant which will be determined later, and [·, ·] denotes the commutator
operator, i.e., [A,B] := AB −BA.
⋄ Estimate of K2: Similar to (3.2), we find
K2 =
∑
0≤α<k
(
k
α
)∫
Rd
〈∇k−αuF · ∇v∇α∇lv{I−P}f,∇k∇lv{I−P}f〉 dx
≤ C
∑
0≤α<k
∫
Rd
|∇k−αuF |‖∇α∇l+1v {I−P}f‖L2v‖∇k∇lv{I−P}f‖L2v dx
≤ C‖∇(a, b)‖Hs−1
∑
0≤k+l≤s
‖∇k∇lv{I−P}f‖2L2
≤ Cǫ1
∑
0≤k+l≤s
‖∇k∇lv{I−P}f‖2L2.
⋄ Estimate of K3: Since
[∇lv,L] = [∇lv,∆v] + [∇lv,
1
4
(2d− |v|2)] = [∇lv,−|v|2],
we obtain
K3 =
∫
Rd
〈∇k[∇lv,L]{I−P}f,∇k∇lv{I−P}f〉 dx−
∫
Rd
〈L∇k∇lv{I−P}f,∇k∇lv{I−P}f〉 dx
=
∫
Rd
〈∇k[∇lv,−|v|2]{I−P}f,∇k∇lv{I−P}f〉 dx−
∫
Rd
〈L∇k∇lv{I−P}f,∇k∇lv{I−P}f〉 dx.
On the other hand, the first term of the above equality can be estimated as
∫
Rd
〈∇k[∇lv,−|v|2]{I−P}f,∇k∇lv{I−P}f〉 dx
≤ C‖[∇lv,−|v|2]∇k{I−P}f‖2L2 + δ‖∇k∇lv{I−P}f‖2L2
≤ C
∑
0≤α≤s−l
‖∇α+1{I−P}f‖2µ + Cχ{2≤l≤s}
∑
1≤β≤l−1
0≤α+β≤s
‖∇α∇βv{I−P}f‖2µ
+ δ‖∇k∇lv{I−P}f‖2L2.
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⋄ Estimates of K4 and K5: Similar to the estimate of K2, we get
K4 .
∑
0≤α≤k
∫
Rd
|∇k−αuF |‖∇α∇lv(v{I−P}f)‖L2v‖∇k∇lv{I−P}f‖L2v dx
. ‖(a, b)‖Hs
∑
0≤α+β≤s
‖∇α∇βv{I−P}f‖2µ
≤ Cǫ1
∑
0≤α+β≤s
‖∇α∇βv{I−P}f‖2µ,
K5 .
∑
0≤α≤k
∫
Rd
|∇k−αuF |‖∇lv([v,P]∇αf)‖L2v‖∇k∇lv{I−P}f‖L2v dx
. ‖(a, b)‖Hs
(‖∇(a, b)‖2Hs−1 + ‖∇k∇lv{I−P}f‖2L2)
≤ Cǫ1
(‖∇(a, b)‖2Hs−1 + ‖∇k∇lv{I−P}f‖2L2) .
⋄ Estimates of Ki, i = 6, · · · , 9: Similarly, we have
K6 +K7 ≤ C
∑
0≤α≤s−l
‖∇α+1{I−P}f‖2L2 + C‖(a, b)‖Hs
∑
0≤α+β≤s
‖∇α∇βv{I−P}f‖2L2
+ δ‖∇k∇lv{I−P}f‖2L2
≤ C
∑
0≤α≤s−l
‖∇α+1{I−P}f‖2L2 + Cǫ1
∑
0≤α+β≤s
‖∇α∇βv{I−P}f‖2L2
+ δ‖∇k∇lv{I−P}f‖2L2,
K8 +K9 ≤ C‖∇(a, b)‖2Hs−l + C‖(a, b)‖Hs
(‖∇(a, b)‖2Hs−1 + ‖∇k∇lv{I−P}f‖2L2)
+ δ‖∇k∇lv{I−P}f‖2L2
≤ C‖∇(a, b)‖2Hs−l + Cǫ1
(‖∇(a, b)‖2Hs−1 + ‖∇k∇lv{I−P}f‖2L2)+ δ‖∇k∇lv{I−P}f‖2L2.

4.2. Macro-micro decomposition. In this part, we derive the hyperbolic-parabolic system which
the macro components a and b satisfy. For this, we use the local conservation law of mass and the
local balance law of momentum. More precisely, we multiply (1.6) by
√
M and vi
√
M for 1 ≤ i ≤ d
and take the velocity integration over Rd to get
∂ta+∇ · b = 0,
∂tbi + ∂ia+
d∑
j=1
∂jAij({I−P}f) = 0. (4.5)
Furthermore, we rewrite (1.6) as
∂tPf + v · ∇Pf + uF · ∇vPf − 1
2
uF · vPf − (uF − b) · v
√
M = −∂t{I−P}f + ℓ+ r, (4.6)
where
ℓ = −v · ∇{I−P}f + L{I−P}f,
r = − b
1 + a
· ∇v{I−P}f + b
2(1 + a)
· {I−P}f.
Then we now apply the moment functional Aij(g) := 〈(vivj − 1)
√
M, g〉 for 1 ≤ i, j ≤ d to (4.6) to
deduce
∂tAij({I−P}f) + ∂ibj + ∂jbi − 2bibj
1 + a
= Aij(ℓ+ r). (4.7)
The similar derivation of the system (4.5)-(4.7) is used for the study of collisional kinetic equations
[9, 13]. Using the system (4.5)-(4.7), we find a temporal energy functional which has the dissipation
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rate ‖∇(a, b)‖2Hs−1 . Before we show it, we first provide the estimates of the term in the right hand
side of the equation (4.7) in the lemma below.
Lemma 4.3. Let d ≥ 3 and s ≥ 2[d/2]+2, and let T > 0 be given. Suppose that f ∈ C([0, T ];Hs(Rd×
Rd)) is the solution to the equation (1.6) satisfying
sup
0≤t≤T
‖f(t)‖Hs ≤ ǫ1 ≪ 1.
Then there exists a positive constant C > 0 such that∑
0≤k≤s−1
‖∇kAij(ℓ)‖L2 ≤ C
∑
0≤k≤s
‖∇k{I−P}f‖L2, (4.8)
and ∑
0≤k≤s−1
‖∇kAij(r)‖L2 ≤ Cǫ1
∑
0≤k≤s
‖∇k{I−P}f‖L2. (4.9)
Proof. The estimate (4.8) can be obtained by using similar arguments as in [4]. For the estimate
(4.9), we obtain
∇kAij(r) = Aij(∇kr)
=
〈
(vivj − 1)
√
M,∇k
(
b · v
2(1 + a)
{I−P}f − b
1 + a
· ∇v{I−P}f
)〉
=
∑
0≤l≤k
(
k
l
)〈
(vivj − 1)
√
M,
1
2
∇k−l
(
b
1 + a
)
· v∇l{I−P}f
〉
−
∑
0≤l≤k
(
k
l
)〈
(vivj − 1)
√
M,∇k−l
(
b
1 + a
)
· ∇v∇l{I−P}f
〉
.
∑
0≤l≤k
∥∥∥∥∇k−l ( b1 + a
)∥∥∥∥
L2
‖∇l{I−P}f‖L2.
This yields ∑
0≤k≤s−1
‖∇kAij(r)‖L2 ≤ C
∥∥∥∥∇( b1 + a
)∥∥∥∥
Hs−1
∑
0≤k≤s
‖∇k{I−P}f‖L2
≤ Cǫ1
∑
0≤k≤s
‖∇k{I−P}f‖L2,
where we used the estimate in Lemma 2.2. 
Inspired by Kawashima’s hyperbolic-parabolic dissipation arguments [18], we introduce the tem-
poral energy functional E0(f) by
E0(f) :=
∑
0≤k≤s−1
∑
1≤i,j≤d
∫
Rd
∇k(∂ibj + ∂jbi)∇kAij({I−P}f) dx−
∑
0≤k≤s−1
∫
Rd
∇ka∇k∇ · b dx.
Lemma 4.4. Let d ≥ 3 and s ≥ 2[d/2]+2, and let T > 0 be given. Suppose that f ∈ C([0, T ];Hs(Rd×
Rd)) is the solution to the equation (1.6) satisfying
sup
0≤t≤T
‖f(t)‖Hs ≤ ǫ1 ≪ 1.
Then there exist positive constants C3, C > 0 such that
d
dt
E0(f(t)) + C3‖∇(a, b)‖2Hs−1 ≤ C‖{I−P}f‖2L2v(Hs).
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Proof. We first notice that∑
1≤i,j≤d
‖∇k(∂ibj + ∂jbi)‖2L2 = 2‖∇k+1b‖2L2 + 2‖∇ · ∇kb‖2L2.
On the other hand, it also follows from (4.7) that∑
1≤i,j≤d
‖∇k(∂ibj + ∂jbi)‖2L2 = −
d
dt
∑
1≤i,j≤d
∫
Rd
∇k(∂ibj + ∂jbi)∇kAij({I−P}f) dx
+
∑
1≤i,j≤d
∫
Rd
∇k(∂i∂tbj + ∂j∂tbi)∇kAij({I−P}f) dx
+
∑
1≤i,j≤d
∫
Rd
∇k(∂ibj + ∂jbi)∇k
(
2bibj
1 + a
+Aij(ℓ+ r)
)
dx
=:
3∑
i=1
Ji,
where Ji, i = 2, 3 are estimated as follows.
J2 = 2
∑
1≤i,j≤d
∫
Rd
∇k
(
∂ia+
∑
1≤l≤d
∂lAil({I−P}f)
)
∇k∂jAij({I−P}f) dx
≤ ǫ1‖∇a‖2Hs−1 + C‖∇{I−P}f‖2L2v(Hs−1),
J3 ≤ 1
2
∑
1≤i,j≤d
‖∇k(∂ibj + ∂jbi)‖2L2 + C
∑
1≤i,j≤d
∥∥∥∥ 2bibj1 + a
∥∥∥∥2
Hs−1
+ C‖{I−P}f‖2L2v(Hs)
≤ 1
2
∑
1≤i,j≤d
‖∇k(∂ibj + ∂jbi)‖2L2 + Cǫ1‖∇b‖2Hs−1 + C‖{I−P}f‖2L2v(Hs).
Here, we used the equation (4.5)2 for J2 and the estimates in Lemma 4.3 for J3. Thus, we obtain
d
dt
∑
0≤k≤s−1
∑
1≤i,j≤d
∫
Rd
∇k(∂ibj + ∂jbi)∇kAij({I−P}f) dx+ ‖∇b‖2Hs−1 + ‖∇ · b‖2Hs−1
≤ ǫ1‖∇a‖2Hs−1 + C‖{I−P}f‖2L2v(Hs) + Cǫ1‖∇b‖
2
Hs−1 .
We again use (4.5) to get the dissipation rate of ‖∇a‖Hs−1 . By taking ∇k to (4.5)2 and multiplying
it by ∇k∂ia, we find
‖∇k+1a‖2L2 =
d
dt
∫
Rd
∇ka · ∇k∇ · b dx+
∑
1≤i≤d
∫
Rd
∇k∂i∂ta∇kbi dx
−
∑
1≤i,j≤d
∫
Rd
∇k∂ia · ∂j∇kAij({I−P}f) dx
≤ d
dt
∫
Rd
∇ka · ∇k∇ · b dx+ 1
2
‖∇k+1a‖2L2 + ‖∇k∇ · b‖2L2 + C‖∇{I−P}f‖2L2v(Hs−1),
due to the local conservation law of mass (4.5)1. This implies
− d
dt
∫
Rd
∇ka · ∇k∇ · b dx+ 1
2
‖∇k+1a‖2L2 ≤ ‖∇k∇ · b‖2L2 + C‖∇{I−P}f‖2L2v(Hs−1).
Now we combine all the estimates above to have
d
dt
E0(f) + ‖∇b‖2Hs−1 +
(
1
2
− ǫ1
)
‖∇a‖2Hs−1 ≤ Cǫ1‖∇b‖2Hs−1 + C‖{I−P}f‖2L2v(Hs).

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Remark 4.1. Using the definition of E0(f), we find
E0(f) .
∑
0≤k≤s
(‖∇k{I−P}f‖2L2 + ‖∇k(a, b)‖2L2)
.
∑
0≤k≤s
(‖∇k{I−P}f‖2L2 + ‖∇kPf‖2L2)
. ‖f‖2L2v(Hs),
i.e., the temporal energy functional E0(f(t)) is bounded by ‖f(t)‖2L2v(Hs) for all t ∈ [0, T ].
5. Proof of Theorem 1.1
5.1. Existence and uniqueness. In this subsection, we provide the details of proof for the part
of global existence and uniqueness of classical solutions in Theorem 1.1.
We first combine the estimates in Lemmas 4.1 and 4.4 to get
d
dt
(
ν1‖f‖2L2v(Hs) + E0(f)
)
+ (C1ν1 − C)
∑
0≤k≤s
‖∇k{I−P}f‖2µ + (C3 − Cǫ1ν1)‖∇(a, b)‖2Hs−1 ≤ 0,
for some large positive constant ν1 ≥ 1. Note that for some ν1 > 0 large enough it is clear to get
ν1‖f‖2L2v(Hs) + E0(f) ≈ ‖f‖
2
L2v(H
s) in the sense that there exists a positive constant C > 0 such that
1
C
‖f‖2L2v(Hs) ≤ ν1‖f‖
2
L2v(H
s) + E0(f) ≤ C‖f‖2L2v(Hs),
due to Remark 4.1. It also follows from the linear combination of (4.4) over 1 ≤ l ≤ s that
d
dt
∑
1≤l≤s
Cl
∑
0≤k≤s−l
‖∇k∇lv{I−P}f‖2L2 + C4
∑
1≤l≤s
∑
0≤k≤s−l
‖∇k∇lv{I−P}f‖2µ
≤ Cǫ1
 ∑
0≤k+l≤s
‖∇k∇lv{I−P}f‖2µ + ‖∇(a, b)‖2Hs−1

+ C
∑
0≤k≤s
‖∇k{I−P}f‖2µ + C‖∇(a, b)‖2Hs−1 ,
for some positive constants C,C4, C
l > 0, l = 1, · · · , s. We now set a total energy functional E(f)
and a dissipation rate D(f):
E(f) := ν2
(
ν1‖f‖2L2v(Hs) + E0(f)
)
+
∑
1≤l≤s
Cl
∑
0≤k≤s−l
‖∇k∇lv{I−P}f‖2L2,
D(f) :=
∑
0≤k+l≤s
‖∇k∇lv{I−P}f‖2µ + ‖∇(a, b)‖2Hs−1 ,
(5.1)
where ν2 ≥ 1 is a sufficiently large positive constant. Then we obtain
d
dt
E(f(t)) + C5D(f(t)) ≤ 0,
where C5 > 0 is a positive constant independent of T and f0, and this yields
sup
0≤t≤T
{
E(f(t)) + C5
∫ t
0
D(f(τ)) dτ
}
≤ E(f0).
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On the other hand, since ‖∇k∇lvPf‖L2 ≈ ‖∇kf‖L2, we find
‖f‖Hs =
∑
0≤k+l≤s
‖∇k∇lv (Pf + {I−P}f) ‖L2
≈ ‖f‖L2 +
∑
1≤k≤s
‖∇kf‖L2 +
∑
1≤l≤s
∑
0≤k≤s−l
‖∇k∇lv{I−P}f‖L2,
(5.2)
and this implies E(f) ≈ ‖f‖2Hs . Hence we have
sup
0≤t≤T
{
‖f(t)‖2Hs + C
∫ t
0
D(f(τ)) dτ
}
≤ C0‖f0‖2Hs , (5.3)
where C,C0 > 0 are positive constants independent of T and f0. We now choose a positive constant
L = min{ǫ0, ǫ1},
where ǫ0 and ǫ1 are appeared in Theorem 3.1 and in Section 4, respectively. We also choose the
initial data f0 satisfying
M +
√
Mf0 ≥ 0 and ‖f0‖Hs ≤ L
2
√
1 + C0
.
Define the lifespan of solutions to the system (1.6) by
T := sup
{
t : sup
0≤τ≤t
‖f(τ)‖2Hs
}
.
Since
‖f0‖Hs ≤ L
2
√
1 + C0
≤ L
2
≤ ǫ0,
it follows from Theorem 3.1 and the continuation argument that the lifespan T > 0 is positive. If
T < +∞, we can deduce from the definition of T that
sup
0≤τ≤T
‖f(τ)‖Hs = L. (5.4)
On the other hand, it follows from (5.3) that
sup
0≤τ≤T
‖f(τ)‖Hs ≤
√
C0‖f0‖Hs ≤ L
√
C0
2
√
1 + C0
≤ L
2
,
and this is a contraction to (5.4). Therefore T = +∞, and this concludes that the local solution f
obtained in Theorem 3.1 can be extended to the infinite time.
5.2. Large-time behavior. In this part, we show the time-decay estimate of solutions obtained in
Section 5.1, and complete the proof of Theorem 1.1. We also remark the exponential decay rate of
convergence when the spatial periodic domain is considered.
We first show the estimate of time decay for the solutions ‖f‖L2 in terms of the total energy
function E(f) given in (5.1).
Lemma 5.1. If ‖f0‖L2v(L1) is bounded, we have
‖f(t)‖2L2 ≤ C
(E(f0) + ‖f0‖L2v(L1)) (1 + t)−d/2
+ C
∫ t
0
(1 + t− τ)−d/2E(f(τ))2 dτ + C
(∫ t
0
(1 + t− τ)−d/4E(f(τ)) dτ
)2
,
(5.5)
for t ≥ 0.
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Proof. We rewrite the equation (1.6) in the mild form:
f(t) = eBtf0 +
∫ t
0
eB(t−τ) (H1(f(τ)) +H2(f(τ))) dτ,
where
H1(f) :=
1
2
uF · v{I−P}f − uF · ∇v{I−P}f,
H2(f) := (uF − b) · v
√
M +
1
2
uF · vPf − uF · ∇vPf.
Then it follows from Proposition 2.2 that
‖f(t)‖2L2 ≤ C
(
E(f0) + ‖f0‖2L2v(L1)
)
(1 + t)−d/2
+ C
∫ t
0
(1 + t− τ)−d/2
(
‖µ−1/2H1(f(τ))‖2L2v(L1) + ‖µ
−1/2H1(f(τ))‖2L2
)
dτ
+ C
(∫ t
0
(1 + t− τ)−d/4 (‖H2(f(τ))‖L2v(L1) + ‖H2(f(τ))‖L2) dτ)2 ,
(5.6)
since H1 satisfies the condition (2.3). Note that
‖(uF − b) · v
√
M‖L2v(L1) + ‖(uF − b) · v
√
M‖L2 ≤ C‖uF − b‖L1 + C‖uF − b‖L2
≤ C (1 + ‖a‖L2) ‖b‖L2
≤ CE(f).
This and together with similar estimates as in [11], we obtain
‖µ−1/2H1(f(τ))‖2L2v(L1) + ‖µ
−1/2H1(f(τ))‖2L2 ≤ CE(f(τ))2 ,
‖H2(f(τ))‖L2v(L1) + ‖H2(f(τ))‖L2 ≤ CE(f(τ)).
(5.7)
Finally, we combine (5.6) and (5.7) to conclude the desired result. 
We set
E∞(t) := sup
0≤τ≤t
(1 + τ)d/2E(f(τ)).
Then it follows from (5.5) that
‖f(t)‖2L2 ≤ C
(
E(f0) + ‖f0‖2L2v(L1)
)
(1 + t)
−d/2
+ C‖f0‖2Hs
∫ t
0
(1 + t− τ)−d/2E(f(τ)) dτ
+ C‖f0‖1/3Hs
(∫ t
0
(1 + t− τ)−d/4E(f(τ))11/12 dτ
)2
=:
3∑
i=1
Ii,
due to E(f) ≤ E(f0) ≤ C‖f0‖2Hs . We also use Lemma 2.4 to deduce
I2 ≤ C‖f0‖2HsE∞(t)
∫ t
0
(1 + t− τ)−d/2(1 + τ)−d/2 dτ ≤ C‖f0‖2HsE∞(t)(1 + t)−d/2.
Similarly, we use the fact 11d/24 > max{1, d/4} to obtain
I3 ≤ C‖f0‖1/3Hs E∞(t)11/6
(∫ t
0
(1 + t− τ)−d/4(1 + τ)−11d/24 dτ
)2
≤ C‖f0‖1/3Hs E∞(t)11/6(1 + t)−d/2.
Thus we have
‖f(t)‖2L2 ≤ C
(
N0 + ‖f0‖2HsE∞(t) + ‖f0‖1/3Hs E∞(t)11/6
)
(1 + t)−d/2,
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where N0 := ‖f0‖2Hs + ‖f0‖2L2v(L1) > 0, and this yields
E∞(t) ≤ C
(
N0 + ‖f0‖HsE∞(t) + ‖f0‖1/6Hs E∞(t)11/6
)
.
Since ‖f0‖Hs ≪ 1, this concludes the uniform boundedness of E∞(t). Hence, we have the algebraic
decay of the solutions to the equation (1.6).
Remark 5.1. If we consider the periodic spatial domain Td, we find the following differential in-
equality using similar arguments as in Section 4.
d
dt
E(f(t)) + CD(f(t)) ≤ 0,
where E(f) and D(f) are given in (5.1). It also follows from (5.2) that E(f) ≈ ‖f‖2Hs. We now
further assume ∫
Td
a0(x) dx = 0 and
∫
Td
b0(x) dx = 0,
then this implies ∫
Td
a(x, t) dx = 0 and
∫
Td
b(x, t) dx = 0, for t ≥ 0,
due to the conservations of mass and momentum. Thus, by using the Poincare´ inequality, we get
‖(a, b)‖L2 ≤ C‖∇(a, b)‖L2.
This deduces∑
0≤k+l≤s
‖∇k∇lvPf‖L2 .
∑
0≤k≤s
‖∇k(a, b)‖L2 .
∑
1≤k≤s
‖∇k(a, b)‖L2 . ‖∇(a, b)‖Hs−1 .
Hence we have
‖f‖Hs ≤
∑
0≤k+l≤s
‖∇k∇lvPf‖L2 +
∑
0≤k+l≤s
‖∇k∇lv{I−P}f‖L2
.
√
D(f),
i.e., E(f) . D(f). This concludes
d
dt
E(f(t)) + CE(f(t)) ≤ 0,
and
‖f(t)‖2Hs ≤ CE(f(t)) ≤ CE(f0)e−Ct ≤ C‖f0‖2Hse−Ct for t ≥ 0.
Appendix A. Proof of Proposition 2.2
We consider the following Cauchy problem:
∂tf + v · ∇f − b · v
√
M = Lf + h, (A.1)
where h is a given function satisfying the conditions in Proposition 2.2. For an integrable function
g : Rd → R, we define its Fourier transform ĝ := Fg by
ĝ(k) = Fg(k) :=
∫
Rd
e−2piix·kg(x) dx,
where k ∈ Rd and i ∈ √−1 ∈ C is the imaginary unit. We denote the dot product a · b¯ for a, b ∈ Cd
by (a | b), where b¯ is the complex conjugate of b. Then we first show the L2-estimate of f̂ in the
following lemma.
Lemma A.1. Let f be a solution of the equation (A.1) satisfying the conditions in Proposition 2.2.
Then we have
∂
∂t
‖f̂‖2L2v + λ|{I−P}f̂ |
2
µ ≤ C‖µ−1/2ĥ‖2L2v .
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Proof. The Fourier transform of (A.1) gives
∂tf̂ + iv · kf̂ − b̂ · v
√
M = Lf̂ + ĥ = L{I−P}f̂ − b̂ · v
√
M + ĥ.
Then we use {I−P0}{I−P} = {I−P} to get
1
2
∂
∂t
‖f̂‖2L2v + λ|{I−P}f̂ |
2
µ ≤ |(ĥ | f̂)|.
On the other hand, we obtain
|(ĥ | f̂)| = |(ĥ | {I−P}f̂)|
≤ δ‖µ1/2{I−P}f̂‖2L2v +
1
4δ
‖µ−1/2f̂‖2L2v
≤ Cδ|{I−P}f̂ |2µ +
1
4δ
‖µ−1/2f̂‖2L2v ,
for any positive constant δ > 0. We now choose the δ > 0 such that Cδ < λ/2 to complete the
proof. 
Similar as in Section 4.2, we derive the macroscopic balance laws:
∂ta+∇ · b = 0,
∂tbi + ∂ia+
d∑
j=1
∂jAij({I−P}f) = 0,
∂tAij({I−P}f) + ∂ibj + ∂jbi = Aij(ℓ + h),
(A.2)
where
ℓ = −v · ∇{I−P}f + L{I−P}f.
Then it follows from (A.2) that for 1 ≤ m ≤ d
−∆bm − ∂t
 ∑
1≤j≤d
∂jAjm({I−P}f)− 1
2
∑
1≤j≤m
∂mAjj({I−P}f)

=
1
2
∑
1≤j≤d
∂mAjj(ℓ+ h)−
∑
1≤j≤d
∂jAjm(ℓ + h).
(A.3)
By taking the Fourier transform to (A.3), we deduce
|k|2b̂m − ∂t
 ∑
1≤j≤d
ikjAjm({I−P}f̂)− 1
2
∑
1≤j≤m
ikmAjj({I−P}f̂)

=
1
2
∑
1≤j≤d
ikmAjj(ℓ̂+ ĥ)−
∑
1≤j≤d
ikjAjm(ℓ̂+ ĥ).
This yields
∂t
 ∑
1≤j≤d
ikjAjm({I−P}f̂)− 1
2
∑
1≤j≤m
ikmAjj({I−P}f̂)
∣∣∣ b̂m
+ |k|2 |̂bm|2
=
1
2
∑
1≤j≤d
ikmAjj(ℓ̂+ ĥ)−
∑
1≤j≤d
ikjAjm(ℓ̂ + ĥ)
∣∣∣ b̂m

+
 ∑
1≤j≤d
ikjAjm({I−P}f̂)− 1
2
∑
1≤j≤m
ikmAjj({I−P}f̂)
∣∣∣ ∂tb̂m

=: I1 + I2,
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where I1 is estimated as follows.
I1 ≤ 1
2
|k|2 |̂bm|2 + C
∑
1≤i,j≤d
(
|Aij(ℓ̂)|2 + |Aij(ĥ)|2
)
≤ 1
2
|k|2 |̂bm|2 + C(1 + |k|2)‖{I−P}f̂‖2L2v + C‖µ
−1/2ĥ‖2L2v .
For the estimate of I2, we use the following Fourier transform of (A.2)2:
∂tb̂m + ikmâ+
∑
1≤j≤d
ikjAmj({I−P}f̂) = 0. (A.4)
Then we deduce
I2 =
 ∑
1≤j≤d
ikjAjm({I−P}f̂)− 1
2
∑
1≤j≤m
ikmAjj({I−P}f̂)
∣∣∣ − ikmâ− ∑
1≤j≤d
ikjAmj({I−P}f̂)

≤ δ|k|2|â|2 + C(1 + |k|2)‖{I−P}f̂‖2L2v .
Thus we have
∂t
 ∑
1≤j≤d
ikjAjm({I−P}f̂)− 1
2
∑
1≤j≤m
ikmAjj({I−P}f̂)
∣∣∣ b̂m
+ |k|2 |̂bm|2
≤ δ|k|2|â|2 + C(1 + |k|2)‖{I−P}f̂‖2L2v + C‖µ
−1/2ĥ‖2L2v .
(A.5)
We next obtain the dissipation of |k|2|â|2. For this, we find from (A.4) that
(
−∂tik · b̂
∣∣ â)+ |k|2|â|2 +
 ∑
1≤i,j≤d
kikjAij({I−P}f̂)
∣∣∣ â
 = 0.
Moreover, we get(
−∂tik · b̂
∣∣ â) = ∂t (−ik · b̂ ∣∣ â)+ (ik · b̂ ∣∣ ∂tâ) = ∂t (−ik · b̂ ∣∣ â)− |k · b̂|2.
Using the above equation, we have
∂tRe
(
−ik · b̂ ∣∣ â)+ 1
2
|k|2|â|2 ≤ |k|2 |̂b|2 + C|k|2‖{I−P}f̂‖2L2v . (A.6)
Set
E(f̂) := 3
∑
1≤m,j≤d
ikj
1 + |k|2
(
Ajm({I−P}f̂)
∣∣ b̂m)− 3
2
∑
1≤m,j≤d
ikm
1 + |k|2
(
Ajj({I−P}f̂)
∣∣ b̂m)
− ik
1 + |k|2 ·
(
b̂
∣∣ â) .
Combining (A.5) and (A.6), we find that E(f̂) satisfies
∂
∂t
ReE(f̂) +
|k|2
4(1 + |k|2)
(
|â|2 + |̂b|2
)
≤ C‖{I−P}f̂‖2L2v + C‖µ
−1/2ĥ‖2L2v .
We next set
E˜(f̂) := ‖f̂‖2L2v + κReE(f̂),
where κ > 0 is a positive constant which will determined later. Then we obtain
∂tE˜(f̂) + (λ− Cκ) ‖{I−P}f̂‖2L2v +
|k|2
4(1 + |k|2)
(
|â|2 + |̂b|2
)
≤ C‖µ−1/2ĥ‖2L2v .
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Since
‖{I−P}f̂‖2L2v +
|k|2
1 + |k|2
(
|â|2 + |̂b|2
)
≥ |k|
2
1 + |k|2
(
‖{I−P}f̂‖2L2v + |â|
2 + |̂b|2
)
and
E˜(fˆ) ≤ C
(
‖{I−P}f̂‖2L2v + |â|
2 + |̂b|2
)
,
we have
d
dt
E˜(f̂) +
C0|k|2
1 + |k|2 E˜(f̂) ≤ C‖µ
−1/2ĥ‖2L2v ,
for some positive constant C0 > 0. This implies
E˜(f̂(k, t)) ≤ E˜(f̂(0, k))e−
C0|k|
2
1+|k|2
t
+ C
∫ t
0
e
−
C0|k|
2
1+|k|2
(t−τ)‖µ−1/2{I−P}f̂(τ)‖2L2v dτ.
Let h = 0, then f(t) = eBtf0 is the solution to (A.1) and
‖∇αeBtf0‖2L2 =
∫
Rd
|k2α||E˜(f̂(k, t))| dk
≤
∫
Rd
|k2α||e−
C0|k|
2
1+|k|2
t‖f̂0(k)‖2L2v dk
≤
∫
|k|≤1
|k2(α−β)|e−
C0|k|
2
1+|k|2
t|k2β |‖f̂0(k)‖2L2v dk +
∫
|k|≥1
e−
C0
2 t|k2α|‖f̂0(k)‖2L2v dk
≤ C(1 + t)− dq+ d−2|α−β|2 ‖∇βf0‖2L2v(Lq) + Ce
−
C0
2 t‖∇kf0‖2L2,
where kα = kα11 k
α2
2 · · · kαdd . Here Ho¨lder and Hausdorff-Young inequalities are used as in [18]. We
conclude the desired result by using the similar techniques as the above.
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