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Kohn-Sham (KS) density functional theory (DFT) is a very efficient method for calculating various properties of solids
as, for instance, the total energy, the electron density, or the electronic band structure. The KS-DFT method leads to
rather fast calculations, however the accuracy depends crucially on the chosen approximation for the exchange and
correlation (xc) functional Exc and/or potential vxc. Here, an overview of xc methods to calculate the electronic band
structure is given, with the focus on the so-called semilocal methods that are the fastest in KS-DFT and allow to treat
systems containing up to thousands of atoms. Among them, there is the modified Becke-Johnson potential that is widely
used to calculate the fundamental band gap of semiconductors and insulators. The accuracy for other properties like
the magnetic moment or the electron density, that are also determined directly by vxc, is also discussed.
I. INTRODUCTION
The calculation of the properties of solids can be done very
efficiently with the Kohn-Sham1 (KS) method of density func-
tional theory2 (DFT). KS-DFT is clearly much faster than
other methods, like for instance GW ,3,4 that are commonly
used for calculating the quasiparticle band structure, or the
random-phase approximation (RPA) and beyond5,6 for the to-
tal energy. Therefore, KS-DFT calculations on solids with
a unit cell containing up to several thousands of atoms can
be afforded. However, in KS-DFT a component in the total
energy expression and in the effective potential in the corre-
sponding KS equations, the one accounting for the exchange
(x) and correlation (c) effects, has to be approximated. Ex-
change is due to the Pauli exclusion principle, while corre-
lation arises due to a lowering of the energy by considering
wavefunctions that are beyond the single determinant approx-
imation in the Hartree-Fock theory. Since the reliability of the
results obtained with KS-DFT depends mainly on the chosen
xc functional, the search for more accurate approximate func-
tionals is a very active field of research7–9 and several hun-
dreds have been proposed so far.9,10 Most xc-functionals can
be classified on the Jacob’s ladder of John Perdew,11,12 where
the first rung represents the most simple type of approxima-
tions and the highest rung the most sophisticated functionals.
The rather general rule is that the functionals should, in princi-
ple, be more accurate, but also (this is the downside) computa-
tionally more expensive to evaluate when climbing up Jacob’s
ladder.
The properties of solids which are calculated directly from
total energy are for instance the equilibrium geometry, the co-
hesive energy, or the formation enthalpy. For such calcula-
tions, a couple of xc functionals13–18 were or are considered
as standard. Other properties depend more directly on the ac-
curacy of the xc potential in the KS equations, such as the
electronic band structure, the electron density, andmagnetism,
for which it may sometimes be necessary to use other types of
xc approximations15,19–21 to get reliable results.
Here, the focus will be on the calculation of the electronic
band structure of semiconductors and insulators with xc meth-
ods that are computationally the fastest, namely the so-called
semilocal methods. Needless to say that quantities derived
from the electronic band structure such as the band gap or
the optical constants can serve as a guide for the design of
more efficient materials for technological applications like
photovoltaics,22,23 light emitting diodes,24,25 dynamic random
access memory,26 or thermoelectricity.27 Among the semilo-
cal methods, the modified Becke-Johnson potential proposed
by two of us20 has been shown to be very accurate for the cal-
culation of the fundamental band gap. Comparison studies for
the band gap (see Refs. 28–33 for the most exhaustive compar-
isons) have shown that the modified Becke-Johnson potential
is on averagemore accurate than basically all other DFTmeth-
ods, including the traditional hybrid functionals using a fixed
fraction of Hartree-Fock exchange. Presently, only dielectric-
function-dependent hybrid functionals34–37 and GW meth-
ods, in particular if applied self-consistently including ver-
tex corrections,38,39 can lead to higher accuracy. However,
since the modified Becke-Johnson potential is a DFT method,
and furthermore was constructed empirically, the results are
of course not systematically accurate. In addition, making a
xc method accurate for a specific property (e.g., band gap),
may deteriorate the description of other properties compared
to more traditional methods.
The remainder of this paper is organized as follows. In
Sec. II, a brief introduction to the KS-DFT method is given
and the existing approximations for the xc potential vxc are
reviewed. Then, Sec. III provides a summary of the perfor-
mance of various potentials for the electronic structure with a
particular emphasis on the fundamental band gap. Results for
other properties, e.g., the bandwidth, the magnetic moment, or
the electron density, will also be mentioned. Finally, a sum-
mary is given in Sec. IV and ideas for further improvements
are given in Sec. V.
2II. THEORETICAL BACKGROUND
A. (Generalized) Kohn-Sham equations
In the KS-DFT method,1 the total energy per unit cell of a
periodic solid is given by
Etot = Ts+
1
2
∫
cell
vCoul(r)ρ(r)d
3r− 1
2
cell
∑
α
Zα v
α
M(Rα)+Exc,
(1)
where
Ts =−12 ∑σ ∑n,k
wnkσ
∫
cell
ψ∗nkσ (r)∇
2ψnkσ (r)d
3r (2)
is the noninteracting kinetic energy, the second and third terms
represent the electrostatic interactions (electron-electron,
electron-nucleus, and nucleus-nucleus) with
vCoul(r) =
∫
crystal
ρ(r′)
|r− r′|d
3r′−
crystal
∑
β
Zβ∣∣r−Rβ ∣∣ (3)
and
vαM(Rα) =
∫
crystal
ρ(r′)
|Rα − r′|d
3r′−
crystal
∑
β
β 6=α
Zβ∣∣Rα −Rβ ∣∣ (4)
being the Coulomb andMadelung potentials, respectively, and
Exc is the exchange-correlation energy. In Eqs. (1), (3), and
(4), ρ = ρ↑+ρ↓ is the electron density, while Zα and Rα are
the charge and position of the nuclei. In Eq. (2), n, k, and σ
are the band index, k-point, and spin index, respectively, and
wnkσ is the product of the k-point weight and the occupation
number.
Searching for the Slater determinant which minimizes
Eq. (1) yields the one-electron Schrödinger equations(
−1
2
∇2+ vCoul(r)+ vˆxc,σ (r)
)
ψnkσ (r) = εnkσ ψnkσ (r) (5)
that need to be solved self-consistently together with ρσ =
∑n,k wnkσ |ψnkσ |2. Within the strict KS framework, vˆxc,σ is
calculated as the functional derivative of Exc with respect to
the electron density ρσ (vˆxc,σ = δExc/δρσ ), which means
that vˆxc,σ is a multiplicative potential (vˆxcψnkσ = vxcψnkσ ),
i.e., it is the same for all orbitals. Instead, in the generalized
KS (gKS) framework,40 the derivative of Exc is taken with
respect to ψ∗nkσ (vˆxcψnkσ = δExc/δψ
∗
nkσ ), which leads to a
non-multiplicative xc operator (i.e., a potential that is differ-
ent for each orbital ψnkσ ) in the case of functionals Exc that
do not depend only explicitly on ρσ .
Functionals whose ρσ -dependency is fully explicit are, for
instance, the local density approximation (LDA)1 and general-
ized gradient approximations (GGA). The most known exam-
ples of functionals that depend implicitly on ρσ are Hartree-
Fock (HF) and the meta-GGAs (MGGA).41
As mentioned above, there are two types of xc potentials:
multiplicative and non-multiplicative. In addition, among
the multiplicative potentials vxc,σ there are two distinctive
subgroups, namely, those which are functional derivatives
vxc,σ = δExc/δρσ of an energy functional Exc and those
which are not, but were modelled directly. Among the
non-multiplicative potentials, the only ones we are aware
of that are not obtained as functional derivative vˆxcψnkσ =
δExc/δψ
∗
nkσ are the hybrids with a fraction of HF exchange
that depends on a property of the system like the dielectric
function (see, e.g. Refs. 34–36). The two next sections list
some of the potentials which are the most relevant for the
present work, i.e., for band gaps in particular. Then, in the
third section a summary of what is known about the xc deriva-
tive discontinuity, which is strongly related to the band gap, is
provided. Actually, we mention that we are here concerned
with calculated band gaps that are obtained with the orbital
energies, see Sec. II D for more discussion.
B. Multiplicative potentials
1. Potentials that are functional derivatives
We start by defining the xc-energy density per volume εxc,
Exc =
∫
cell
εxc(r)d
3r, (6)
which in LDA is a function of ρσ :
εLDAxc (r) = ε
LDA
xc
(
ρ↑(r),ρ↓(r)
)
, (7)
while in GGA14,42 the first derivative of ρσ is also used:
εGGAxc (r) = ε
GGA
xc
(
ρ↑(r),ρ↓(r),∇ρ↑(r),∇ρ↓(r)
)
. (8)
The functional derivative of LDA and GGA functionals is
straightforwardly calculated with43
vLDAxc,σ =
δELDAxc
δρσ
=
∂εLDAxc
∂ρσ
(9)
and
vGGAxc,σ =
δEGGAxc
δρσ
=
∂εGGAxc
∂ρσ
−∇ ·
(
∂εGGAxc
∂∇ρσ
)
, (10)
respectively. From Eqs. (9) and (10), we can see that a GGA
potential depends on ρσ and the first and second derivatives
of ρσ , while vLDAxc,σ depends only on ρσ .
Among the functionals Exc of the LDA type that will be
considered for the discussion in Sec. III, there is the func-
tional of the homogeneous electron gas1,44,45 (called LDA)
and Sloc46 (local Slater potential), which is an enhanced ex-
change LDA with no correlation and was proposed specifi-
cally for band gap calculations.
With something like 200 functionals, the GGAs represent
the largest group of functionals,10 however only a couple of
3them were shown to be interesting for the band gap. Among
them, the three following are here considered. EV93PW91,
which consists of the exchange EV93 of Engel and Vosko47
that we combined with PW91 correlation13 in our previous
works.29,48 The EV93 exchange was constructed to reproduce
the exact exchange (EXX) potential in atoms. AK13 from
Armiento and Kümmel,49 a parameter-free exchange func-
tional that was constructed to have a potential that changes
discontinuously at integer particle numbers. In our previous
works,29 as well as in others,50 AK13 was used with no cor-
relation added. In the recently proposed GGA HLE16,51 the
parameters were tuned in order to give accurate band gaps. Of
course, the standard GGA for solids of Perdew et al.14 (PBE),
which is known to be very inaccurate for band gaps,52 will
also be considered [note that a simple relationship between
PBE and one-shot GW (G0W0) band gaps was proposed in
Ref. 53]. Other standard GGAs like BLYP42,54 or PBEsol17
lead to results for the electronic structure that are very similar
to PBE55 and, therefore, do not need to be considered.
The other families of pure DFT approximations for Exc like
the ∇2ρ-MGGA functionals41 which depend on the second
derivative of ρ , the nonlocal van der Waals functionals,56 or
the weighted-density approximation57,58 are not considered in
the present work. We just mention that the latter two approxi-
mations are more complicated since εxc is itself an integral:
εxc(r) =
∫
crystal
f
(
ρ(r),ρ(r′),∇ρ(r),∇ρ(r′),
∣∣r− r′∣∣)d3r′,
(11)
which brings full nonlocality (they are beyond the semilocal
approximations), but also leads to more complicated imple-
mentations and expensive calculations.
2. Potentials that are not functional derivatives
A couple of potentials vxc were directlymodelled in order to
produce accurate results for a given property, typically related
to the electronic structure, like the band gap. Such potentials
having no associated energy functional Exc were named stray
by Gaiduk et al.59
Presenting such potentials chronologically, we start with
LB94,60 which reads
vLB94xc,σ (r) = v
LDA
xc,σ (r)−β ρ1/3σ (r)
y2σ (r)
1+ 3β yσ(r)arcsinh(yσ (r))
,
(12)
where yσ = |∇ρσ |/ρ4/3σ and β = 0.05. LB94 was constructed
such that the asymptotic behavior at |r| → ∞ in finite systems
is −1/ |r| as it should be. Note that in Ref. 61, a slight modi-
fication of LB94 (LB94α) was proposed, where β = 0.01 and
the exchange vLDAx,σ is multiplied by α = 1.19. From Eq. (12),
we can see that the LB94 potential depends on the first deriva-
tive of ρσ , but not on the second derivative like the GGA po-
tentials do.
Becke and Johnson62 (BJ) proposed an approximation to
the EXX potential in atoms that is given by
vBJx,σ (r) = v
BR
x,σ (r)+
1
pi
√
5
6
√
tσ (r)
ρσ (r)
, (13)
where
vBRx,σ (r) =−
1
bσ(r)
(
1− e−xσ(r)− 1
2
xσ (r)e
−xσ (r)
)
(14)
is the Becke-Roussel (BR) potential63 with xσ that is obtained
by solving a nonlinear equation involving ρσ , ∇ρσ , ∇2ρσ ,
and the kinetic-energy density tσ = (1/2)∑n,k wnkσ ∇ψ
∗
nkσ ·
∇ψnkσ . Then, in Eq. (14) bσ =
[
x3σ e
−xσ /(8piρσ )
]1/3
. Note
that in Refs. 62–64 the BR potential was shown to reproduce
very accurately the Slater potential,65 which is the hole com-
ponent of the EXX potential. Since the BJ potential depends
on tσ it can be considered as a MGGA, although it is somehow
abusive since the mathematical structure of vBJx,σ differs signif-
icantly from the true MGGA potentials discussed in Sec. II C.
The BJ potential has attracted a lot of interest and has been
studied48,66–68 or modified20,55,69–72 by a certain number of
groups.
In particular, among these variants of the BJ potential there
is the aforementioned mBJLDA xc potential that was intro-
duced in Ref. 20 as an alternative to the expensive GW and
hybrid methods for calculating band gaps. mBJLDA consists
of a modification of the BJ potential (mBJ) for exchange and
LDA44,45 for the correlation potential. The mBJ exchange is
given by
vmBJx,σ (r) = cv
BR
x,σ (r)+ (3c− 2)
1
pi
√
5
6
√
tσ (r)
ρσ (r)
, (15)
where c is a functional of the density and is given by
c = α +β
√
g, (16)
where
g =
1
Vcell
∫
cell
1
2
(∣∣∇ρ↑(r′)∣∣
ρ↑(r′)
+
∣∣∇ρ↓(r′)∣∣
ρ↓(r′)
)
d3r′ (17)
is the average of |∇ρσ |/ρσ in the unit cell. It is important to
underline that using g brings some kind of nonlocality since
the value of vmBJx,σ at r depends on |∇ρσ |/ρσ at every point
in space (thus, mBJLDA is not strictly speaking a semilocal
method). However, this nonlocality is different from the true
nonlocality as in Eq. (11) or in the HFmethod (see Sec. II C 1),
where there is a dependency on the interelectronic distance
|r− r′|. The values of α and β in Eq. (16) were determined
to be α = −0.012 (dimensionless) and β = 1.023 bohr1/2
by minimizing the mean absolute error of the band gap for a
group of solids.20 Subsequently, other parametrizations for α
and β have been proposed in Ref. 73 for semiconductors with
band gaps smaller than 7 eV or in Refs. 74 and 75 for halide
perovskites. Note that in the literature, the mBJLDA potential
4is sometimes called TB-mBJ,76 TB,77 or TB09,10,34,78 which
refers to the authors of the method.
A very interesting potential for band gap calculations was
proposed by Kuisma et al.21 Their potential, which is based on
the potential proposed by Gritsenko et al.79 (GLLB), is given
by (SC stands for solid and correlation)
vGLLB-SCxc,σ (r) = 2e
PBEsol
x,σ (r)+K
LDA
x
×∑
n,k
wnkσ
√
εH− εnkσ |ψnkσ (r)|
2
ρσ (r)
+ vPBEsolc,σ (r),
(18)
where ePBEsolx,σ is the PBEsol exchange-energy density per
spin-σ electron [defined by Ex = ∑σ
∫
cell ex,σ (r)ρσ (r)d
3r],
vPBEsolc,σ = δE
PBEsol
c /δρσ is the PBEsol correlation potential,
and KLDAx = 8
√
2/
(
3pi2
)
. The particularity of the GLLB-
SC potential is to depend on the orbital energies [εH is for
the highest occupied one, i.e., at the valence band maximum
(VBM)]. It is easy to show80 that the dependency on εH in
Eq. (18) leads to the possibility to calculate the exchange part
of the derivative discontinuity, that is given by
∆GLLB-SCx =
∫
cell
ψ∗L(r)
[
∑
n,k
KLDAx wnkσL
(√
εL− εnkσL
− √εH− εnkσL) |ψnkσL(r)|2ρσL(r)
]
ψL(r)d
3r,(19)
where ψL is the lowest unoccupied orbital [conduction band
minimum (CBM)] and σL its spin value.
Among the other computationally fast model potentials pro-
posed in the literature that are not considered in the present
work, we mention the exchange potentials of Lembarki et al.81
and Harbola and Sen,82 which, as LB94, depend on ρσ and
∇ρσ . The exchange potential of Umezawa83 depends on ρσ
and ∇ρσ , but also on the Fermi-Amaldi potential84 which de-
pends on the number of electrons N such that its application
to solids is unclear. In Ref. 85, Ferreira et al. proposed the
LDA-1/2 method, which improves upon LDA for band gaps.
However, the method is not always straightforward to apply
and ambiguities may arise depending on the case (see Refs. 86
and 87). A few other model potentials can be found in the
work of Staroverov.67
We also mention that stray potentials have undesirable fea-
tures both at the fundamental and practical level as shown in
Refs. 59, 68, and 88.
Last but not least, we mention that some of the potentials
presented in this section (LB94, BJ, and mBJ) and in the
previous one (e.g., AK13) were shown to lead to numerical
problems in the asymptotic region far from nuclei in finite
systems.89,90
C. Non-multiplicative potentials
1. Potentials that are functional derivatives
We begin with the MGGA functionals that use the kinetic-
energy density tσ as additional ingredient compared to the
GGAs (here, we do not consider MGGAs which depend on
∇2ρ):
εMGGAxc = ε
MGGA
xc
(
ρ↑,ρ↓,∇ρ↑,∇ρ↓, t↑, t↓
)
. (20)
Since there is, via tσ , an implicit dependency on ρσ , the func-
tional derivative of EMGGAxc with respect to ρσ can not be cal-
culated (at least not in a straightforward way). Instead, the
functional derivative with respect to ψ∗nkσ is taken,
91,92 which
gives
vˆMGGAxc,σ ψnkσ =
∂εMGGAxc
∂ρσ
ψnkσ −
(
∇ · ∂ε
MGGA
xc
∂∇ρσ
)
ψnkσ
−1
2
∇ ·
(
∂εMGGAxc
∂ tσ
∇ψnkσ
)
= v
GGA-part
xc,σ ψnkσ −
1
2
∇ ·
(
∂εMGGAxc
∂ tσ
∇ψnkσ
)
,
(21)
where the last term, which is non-multiplicative, arises due to
the dependency on tσ . Among the numerousMGGA function-
als that have been proposed,41 some of them have been shown
to improve clearly over the standard PBE for the geometry and
energetics of electronic systems. This includes SCAN18 and
MVS93 (tested in Refs. 94 and 95 for the band gap), as well as
HLE1796 and revM06-L.97
Another class of functionals that lead to a non-
multiplicative potential, but not of the semilocal type, is HF
and the (screened) hybrid functionals, where a fraction αx of
semilocal exchange is replaced by HF exchange:
εhybridxc (r) = ε
SL
xc (r)+αx
[
ε (scr)HFx (r)− ε (scr)SLx (r)
]
, (22)
where
ε (scr)HFx (r) =−
1
2 ∑σ
∑
n,k
∑
n′,k′
wnkσ wn′k′σ ψ
∗
nkσ (r)ψn′k′σ (r)
×
∫
crystal
v
(∣∣r− r′∣∣)ψ∗n′k′σ (r′)ψnkσ (r′)d3r′,
(23)
which is a fully nonlocal exchange-energy density. The func-
tional derivative of E (scr)HFx with respect to ψ∗nkσ is given by
vˆ(scr)HFx,σ ψnkσ (r) =− ∑
n′,k′
wn′k′σ ψn′k′σ (r)
×
∫
crystal
v
(∣∣r− r′∣∣)ψ∗n′k′σ (r′)ψnkσ (r′)d3r′.
(24)
In Eqs. (23) and (24), v can be either the bare Coulomb po-
tential v = 1/ |r− r′| or a potential that is screened at short
5or long range. In the case of solids, it is computationally
advantageous to use a potential that is short range, i.e., the
long-range part is screened. Such short-range potentials are
the Yukawa potential v = e−λ |r−r′|/ |r− r′| (Ref. 98) or v =
erfc(µ |r− r′|)/ |r− r′| where erfc is the complementary error
function (Ref. 15). Due to the nonlocal character of Eqs. (23)
and (24) as well as the summations over the occupied orbitals,
the HF/hybrid methods lead to calculations that are one or
several orders of magnitude more expensive that with semilo-
cal approximations. However, similarly as G0W0, hybrids can
be applied non-self-consistently, which can be a very good
approximation for the band gap.99,100 The most popular hy-
brid functional in solid-state physics is HSE06 from Heyd
et al.,15,101 which uses the Coulomb operator screened with
the erfc function and the PBE functional for the semilocal
part in Eq. (22). Another well-known hybrid functional is
B3PW91,102 which has been shown to perform very well for
band gaps similarly as HSE06.29,103
Another type of non-multiplicative potentials that are not
considered here are those of the self-interaction corrected
functionals.104 We also note that the DFT+U19 and onsite-
hybrid105,106 methods also lead to non-multiplicative poten-
tials, however they are somehow crude approximations to the
HF/hybrid methods.
We mention that in principle the functional derivative with
respect to ρ can also be calculated for implicit function-
als of ρ . However, the equations of the optimized effective
potential7,107–109 (OEP) need to be solved, which, depending
on the type of basis set, can be quite cumbersome (see, e.g.,
Ref. 110) in particular since the response function, that in-
volves the unoccupied orbitals, is required.
To finish, we also mention that MGGA functionals can
be deorbitalized by replacing tσ in Eq. (20) by an ap-
proximate expression that depends on ρσ and its two first
derivatives.111–114 This leads to ∇2ρ-MGGAs that are pure
DFT functionals with a potential vxc that can be readily calcu-
lated, but that involves up to the fourth derivative of ρσ .
2. Potentials that are not functional derivatives
Non-multiplicative potentials that are not obtained as a
functional derivative, but were directly modelled are the hy-
brids with a fraction αx of HF exchange that depends on a
property of the system like the dielectric function34–37,115–118
or the electron density like in Eq. (17).34,35 To our knowledge,
no non-multiplicative potential of the semilocal type has been
proposed.
D. Derivative discontinuity
In KS-DFT,
EKSg = εL− εH (25)
is called the KS band gap, which, in exact KS-DFT, is not
equal to the fundamental band gap defined as (N is the number
of electrons in the system)
Eg = I(N)−A(N)
= [Etot(N− 1)−Etot(N)]− [Etot(N)−Etot(N + 1)],
(26)
where I and A are the ionization potential and electron affinity,
respectively. The two gaps differ by the so-called xc derivative
discontinuity ∆xc:119,120
Eg = I(N)−A(N) =−εH(N)− [−εH(N + 1)]
= εL(N)− εH(N)︸ ︷︷ ︸
EKSg
+εH(N + 1)− εL(N)︸ ︷︷ ︸
∆xc
= EKSg +∆xc,
(27)
where we have used the fact that I(N) = −εH(N)121 in ex-
act KS-DFT. ∆xc is positive and numerical examples (see
Refs. 122–124 for results on solids) strongly indicate that
∆xc can be of the same order of magnitude as EKSg , i.e., the
exact EKSg is much smaller than the experimental band gap
Eg = E
expt
g .
Concerning approximate xc methods, a brief summary of
some of the most important points from Refs. 7, 125–127 is
the following:
• LDA, GGA: Like with exact KS-DFT, using the or-
bital energies [Eq. (25)] (i.e., ignoring ∆xc) leads to
band gaps that are much smaller than experiment with
most LDA/GGA functionals for both finite systems and
solids. For finite systems, using the total energies
[Eq. (26)] or methods128–131 to calculate ∆xc with the
LDA/GGA quantities (and add it to EKSg ) gives much
better agreement with experiment. According to our
knowledge, for solids there is no method providing a
non-zero ∆xc within a LDA/GGA framework. Actu-
ally, in Ref. 131 it is shown that ∆xc = Eg − EKSg =
0 in solids (see also Ref. 130), which also means
that using Eq. (26) does not help. Specialized GGA
functionals49,51 can lead to band gaps calculated with
Eq. (25) that agree quite well with experiment.
• Non-multiplicative potentials: Potentials of the MGGA
and HF/hybrid functionals implemented within the gKS
method lead to a gKS gap EgKSg = εL− εH that contains
a portion of ∆xc. For instance, with hybrid functionals
[Eq. (22)], a fractionαx of ∆x is included in E
gKS
g . Thus,
this is one of the reasons why EgKSg can be larger (and in
better agreement with experiment) than EKSg calculated
from standard LDA/GGA multiplicative potentials.
• Multiplicative potentials obtained from the OEP
method: For a given non-pure-DFT functional (MGGA,
HF/hybrid, or RPA), the multiplicative potential leads to
a KS gap EKSg that is usually smaller than its counterpart
E
gKS
g , since E
gKS
g −EKSg ≈ ∆xc that should be positive in
principle. However, with MGGA functionals a negative
∆xc can sometimes be obtained.94,132
6From above, an important point is that it is in principle not
correct to compare EKSg with the experimental E
expt
g when the
orbital energies were obtained with a multiplicative potential.
With such potentials, a ∆xc should be added to EKSg before
comparingwith Eexptg (however with LDA/GGA for solids one
may argue that it is not necessary since ∆xc = 0). Theoret-
ically, it is also not very sound to devise multiplicative po-
tentials that give EKSg in agreement with E
expt
g (mBJLDA and
HLE16 are such examples), since it means that these poten-
tials will most likely be very different from the exact mul-
tiplicative potential. Forcing an agreement between EKSg and
E
expt
g may result in a potential with unphysical features leading
to quite inaccurate results for properties other than the band
gap, as shown in Refs. 32, 75, and 133.
Thus, among the fast semilocal methods, the GLLB-SC
potential (∆xc can be calculated) and the non-multiplicative
MGGA potentials (∆xc included in εL − εH) are from a for-
mal point of view much more appealing than potentials like
mBJLDA or HLE16.
III. OVERVIEW OF RESULTS
A. Fundamental band gap
The fundamental band gap is very often the quantity one is
interested in when calculating the electronic band structure of
a semiconducting or insulating solid, and GW 3,4 is often con-
sidered as the current state-of-the-art method. However, de-
spite recent advances in the speedup of GW methods,134–136
the calculations are not yet routinely applied to large systems.
Furthermore, with one-shot G0W0, the results may depend on
the used orbitals, which is particularly the case for antifer-
romagnetic (AFM) oxides.137 Also, the convergence with re-
spect to the number of unoccupied orbitals may be difficult to
achieve.138–140 Alternatively, hybrid functionals can be used,
but they are also very expensive, albeit less than the GW meth-
ods. As already mentioned above, there exist semilocal meth-
ods that are able to provide band gaps with an accuracy that
can be comparable to GW or hybrids depending on the test
set. A certain number of benchmark calculations for large test
sets of solids were done, and below we summarize the results
for some of them.
1. Test set of 76 solids
In two of our previous works,29,32 a set of 76 solids was
build and used for benchmarking and comparing twelve dif-
ferent DFT methods in total. The tested methods are two
LDA-type functionals (LDA and Sloc), four GGAs (PBE,
EV93PW91, AK13, and HLE16), two MGGAs (BJLDA and
mBJLDA), LB94, GLLB-SC, and two hybrids (HSE06 and
B3PW91). The test set (see Fig. 1) consists of a large va-
riety of semiconductors and insulators, most of them be-
ing IVA solids, IIIA-VA compounds, transition-metal (TM)
chalcogenides/halides, rare gases, or ionic IA-VIIA or IIA-
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FIG. 1. Relative error (in %) with respect to experiment in the fun-
damental band gap for the set of 76 solids. The values can be found
in Refs. 29 and 32.
VIA compounds. Among the TM oxides, six of them (Cr2O3,
Fe2O3, MnO, FeO, CoO, and NiO) are AFM with strongly
correlated 3d electrons. Also included in the set is VO2 that
has been extensively studied (see, e.g, Ref. 141). Here, the
non-magnetic phase of VO2 is considered. The calculations
were done with the WIEN2K all-electron code,142 which is
7TABLE I. Mean errors with respect to experiment for the band gap of 76 solids obtained with various DFT methods. The M(A)E is in eV and
the M(A)RE is in %. The results, obtained with the WIEN2K code, are from Ref. 32 for BJLDA, LB94, and GLLB-SC, and Ref. 29 for all
other methods.
LDA PBE EV93PW91 AK13 Sloc HLE16 BJLDA mBJLDA LB94 GLLB-SC HSE06 B3PW91
ME -2.17 -1.99 -1.55 -0.28 -0.76 -0.82 -1.53 -0.30 -1.87 0.20 -0.68 -0.36
MAE 2.17 1.99 1.55 0.75 0.90 0.90 1.53 0.47 1.88 0.64 0.82 0.73
MRE -58 -53 -35 -6 -21 -20 -41 -5 -54 -4 -7 6
MARE 58 53 36 24 30 25 41 15 55 24 17 23
based on the linearized-augmented plane-wave basis set.143
We mention that the HSE06 results were actually obtained
with YS-PBE0,144 which is also a screened hybrid functional
and was shown to lead to basically the same results as HSE06
for the electronic structure.144 As in Refs. 29 and 32, we have
decided to use the acronym HSE06.
The mean errors with respect to
experiment28,35,36,103,145–151 are reported in Table I, where
M(R)E and MA(R)E denote the mean (relative) and mean
absolute (relative) error, respectively. Here, we summarize
only the most important observations from Refs. 29 and 32.
With a MAE around 2 eV, the most inaccurate xc methods
are LDA, PBE, and LB94. EV93PW91 and BJLDA are only
slightly better with MAE ∼ 1.5 eV. For the more accurate
methods, the ranking depends on whether the MAE or the
MARE is considered, however for both quantities mBJLDA
is the most accurate method with MAE = 0.47 eV and
MARE = 15%. The hybrid HSE06 has also a very low
MARE (17%), while GLLB-SC is the second most accurate
method in terms of MAE (0.64 eV).
The detailed results for the 76 solids are shown graphically
on Figs. 1 and 2 for selected methods. As LDA, PBE sys-
tematically underestimates the band gap and this is particu-
larly severe for small band gaps. mBJLDA does not show
a pronounced trend towards underestimation or overestima-
tion, such that the ME and MRE are among the smallest.
However, mBJLDA does not perform well for the Cu1+ com-
pounds (e.g., Cu2O) and ZnO, but these are basically the only
systems for which mBJLDA clearly fails. While GLLB-SC
works much better than mBJLDA for the Cu1+ compounds, it
strongly underestimates the band gaps in the heavy IIIA-VA
semiconductors like InSb by nearly 100%, but also strongly
overestimates in a few cases like MgSe and Fe2O3. The ex-
pensive hybrid HSE06 is very accurate for band gaps smaller
than ∼ 7 eV, but clearly underestimates larger band gaps [see
Fig. 2(a)]. Note that mBJLDA, GLLB-SC, and HSE06 under-
estimate the band gap of ZnO by a similar amount (∼ 1 eV).
For the particular case of strongly correlated AFM solids,
the mBJLDA results should be considered as excellent and
clearly more accurate than all other semilocal methods. Only
HSE06 is of similar accuracy. Concerning non-magneticVO2,
we mention that in Refs. 141 and 152 it is shown that mB-
JLDA and HSE06 lead to a correct description of the elec-
tronic structure of the (insulating) rutile and (metallic) mono-
clinic phases, while LDA and PBE do not.
2. Test set of 472 solids
Very recently, a large-scale benchmark study for the band
gap was done by some of us.33 The data set consists of 472
solids and, as for the one discussed in the previous section, it
consists of a large variety of solids. Nevertheless, this test set
contains no strongly correlated AFM TM oxides. The calcu-
lations from Ref. 33 were done with the VASP code, which
uses the projector augmented wave formalism.153,154 Addi-
tional calculations with the EV93PW91, AK13, and GLLB-
SC (and again PBE) methods were performed for the present
work using the WIEN2K code. The detailed WIEN2K re-
sults are in Table SI of the supplementary material. Here,
we mention that the agreement between VASP and WIEN2K
band gaps is in general excellent for standard functionals like
LDA or PBE. However, for a couple of solids, those with very
large band gaps like the rare gases, noticeably larger disagree-
ment can be obtained with other xc methods like mBJLDA or
HLE16. In such cases, the discrepancy can be of the order of
the eV, which however, has no real impact on the conclusion.
A summary of the statistics for the error is shown in Ta-
ble II, and the data for the band gaps smaller than 10 eV
are shown in Fig. 3 for selected methods (see Figs. S1-S11
of the supplementary material for all methods and the full
range of band gap values). The mBJLDA, AK13, HLE16, and
HSE06 methods lead to the lowest MAE and MARE, which
are ∼ 0.5 eV and 30-35%, respectively. These four meth-
ods can be considered as performing equally well. For the
test set discussed in Sec. IIIA 1, the mBJLDA potential was
shown to be clearly more accurate, in particular in terms of
MAE. Two reasons may explain why this is not the case for
the large test set. First, the errors (in eV, but no in %) with
HSE06 are clearly smaller for small band gaps, and since the
test set of 472 solids contains (many) more such small band
gaps (mainly around 2 eV), it favors HSE06. RegardingAK13
and HLE16, the second reason may be due to the fact that TM
oxides, considered in Sec. III A 1, but not here, are very well
described by mBJLDA, but not with AK13 and HLE16.
The other functionals are less accurate. We remark
that BJLDA and SCAN lead to quasi-identical mean errors
(MAE= 0.8 eV and MARE= 36-38%), and that the screened
hybrid HSE06 is much more accurate than the unscreened
PBE0. A much more detailed discussion of the results can
be found in Ref. 33.
8TABLE II. Mean errors with respect to experiment for the band gap of 472 solids obtained with various DFT methods. The M(A)E is in eV
and the M(A)RE is in %. The results are from Ref. 33 and were obtained with the VASP code for all methods, except those for EV93PW91,
AK13, and GLLB-SC that were obtained with the WIEN2K code for the present work.
LDA PBE EV93PW91 AK13 HLE16 BJLDA mBJLDA SCAN GLLB-SC HSE06 PBE0
ME -1.1 -1.0 -0.7 -0.1 -0.4 -0.7 -0.2 -0.7 0.4 -0.1 0.5
MAE 1.2 1.1 0.8 0.5 0.6 0.8 0.5 0.8 0.7 0.5 0.8
MRE -47 -41 -22 9 -7 -27 -2 -27 16 10 53
MARE 51 46 36 35 32 36 30 38 39 31 61
3. Other benchmark studies
Among the xc methods tested for the band gap with the
sets of 76 and 472 solids (discussed above), SCAN is the only
one consisting of a MGGA energy functional with a potential
implemented in the gKS framework. Such MGGA methods
are extremely promising for band gap calculation since they
are of the semilocal type (and therefore computationally fast)
and lead to a non-zero xc derivative discontinuity, allowing
for a theoretically justified comparison of the gKS band gap
E
gKS
g with the experimental Eg.
As discussed above, SCAN is inferior to the semilocal
methods that were designed specifically for band gaps (mB-
JLDA and HLE16) for the set of 472 solids. However, many
other MGGA functionals have been proposed, and several
of them have been tested for band gaps in Refs. 52, 94–
97, 112, 145, 155–161. In most of these studies, the test
sets are of smaller size (up to 40 solids) and contain no AFM
solids, such that a direct comparison of the mean errors with
our two previous benchmarks is not possible. However, it
should be possible to get a rough idea of the performance of
these MGGAs with respect to mBJLDA or GLLB-SC, which
were not considered in these studies.
Truhlar and co-workers have proposed several MGGA
functionals that have been tested on band gaps. Among them,
an interesting one is HLE17,96 which shows a performance
that is similar to the GGA HLE16 and hybrid HSE06.96 For
the three functionals, the MAE is 0.30-0.32 eV for a set of 31
semiconductors. For this test set, mBJLDA leads to a MAE of
0.27 eV. However, for the AFM TM monoxides MnO, FeO,
CoO, and NiO, HLE17 is clearly worse than HSE06 and mB-
JLDA by providing band gaps that are too small by 1-2 eV
with respect to experiment. Nevertheless, HLE17 is better
than SCAN according to the results in Ref. 162. In Ref. 97, the
MGGA revM06-L was shown to perform better than a certain
number of other functionals for the same set of 31 semicon-
ductors. However, the MAE is 0.45 eV, which is larger than
HLE17.
To date, HLE17 seems to be the most accurate MGGA (im-
plemented within a gKS framework) according to our knowl-
edge. However, HLE17 is slightly inferior to mBJLDA for
the test set of 31 semiconductors and does not perform well
for the AFM oxides. Other standard MGGA functionals like
TPSS163 or revTPSS,164 or the recent one from Tao andMo165
barely improve over PBE (see, e.g., Ref. 95). Also noteworthy
is a very recent MGGA functional proposed by Patra et al.161
leading to a MAE of 0.69 eV for a set of 67 solids (comprising
no AFM TM oxides), which is, however, larger than 0.44 eV
obtained with mBJLDA for the same test set.
A short summary of other benchmark studies involving the
mBJLDA potential is now given. Jiang166 compared PBE and
mBJLDA on a set of 50 solids, which includes TM dichalco-
genides and Ti-containing oxides. As expected mBJLDA is
much more accurate than PBE. Another goal of this work was
to evaluate the accuracy of the non-self-consistent calculation
of the mBJLDA band gap, which consists of one iteration on
top of a PBE calculation (mBJLDA@PBE). In most cases, the
difference between the mBJLDA and mBJLDA@PBE band
gaps is below 0.1 eV. The difference is much larger in rare-gas
solids, e.g., Ne where the band gap with mBJLDA@PBE is
smaller than the self-consistent one by 4.5 eV. Another case is
ZnOwhere this time themBJLDA@PBE band gap is larger by
∼ 0.5 eV. It is also found that mBJLDA@PBE is only slightly
less accurate than one-shotG0W0 for the TM dichalcogenides.
Lee et al.28 calculated the band gap of 270 compounds us-
ing PBE, mBJLDA, and G0W0. They found experimental val-
ues for 32 of these compounds, and for this subset the root
mean squared error is 1.77, 0.91, and 0.50 eV for PBE, mB-
JLDA, and G0W0, respectively.
In Ref. 30, the performance of the GLLB-SC and mBJLDA
potentials were compared on a set consisting of 33 chalcopy-
rite, kesterite, and wurtzite polymorphs of II-IV-V2 and III-
III-V2 semiconductors. The GLLB-SC and mBJLDA band
gaps are relatively close in the majority of cases. Since the
experimental values are known for only half of the systems, a
conclusion about the relative accuracy of GLLB-SC and mB-
JLDA was not really possible.
In a very recent study, Nakano and Sakai31 calculated the
band gap, refractive index, and extinction coefficient of 70
solids with the PBE and mBJLDA methods. In this work,
one of the parametrization of mBJLDA from Ref. 73 was
used. Similarly as in the test set of 472 solids discussed in
Sec. IIIA 2, the solids are of various types ranging from sim-
ple systems like diamond or BN to more complicated cases
like LiTaO3 or Y3Al5O12. For the band gap, the root mean
squared error with respect to experiment is 0.44 and 1.69 eV,
for mBJLDA and PBE, respectively.
In Ref. 167, Meinert reported PBE and mBJLDA calcula-
tions on a set of 26 half-metallic Heusler compounds X2YZ,
where X and Y are 3d TM, and Z is a main group element.
One of his conclusions is that mBJLDA gives too large band
gaps, while PBE only slightly underestimates. However, as
mentioned by Meinert, the experimental measurement of the
half-metallic band gap is difficult and can only be made indi-
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FIG. 2. Calculated versus experimental fundamental band gaps for
the set of 76 solids. The values can be found in Refs. 29 and 32.
The lower panel is a zoom of the upper panel focusing on band gaps
smaller than 5 eV.
rectly. In addition, such experimental results were available
only for a few of the systems.
On the side of the GLLB-SC potential, we mention
Ref. 168, where a MAE of 0.5 eV was obtained for a set of
about 30 oxides. GLLB-SC was then further used for the
search of new efficient photoelectrochemical cells among sev-
eral thousands of oxides.168–170
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FIG. 3. Calculated versus experimental fundamental band gaps
smaller than 10 eV for the set of 472 solids.33
4. Further discussion
In conclusion, the results published so far have shown that
among the computationally fast (i.e., semilocal) methods, the
mBJLDA potential is overall the most accurate for band gap
prediction. Other methods like the GLLB-SC potential or the
MGGA HLE17 may reach similar accuracy for a particular
class of systems. Actually, GLLB-SC performs better than
mBJLDA for Cu1+ compounds. However, for the AFM TM
solids, mBJLDA is clearly superior and reaches the accuracy
of the much more expensive hybrid functionals. We mention
that the more sophisticated hybrid methods with a fraction αx
of HF exchange that depends on the dielectric function seem
to be more accurate than traditional hybrids and mBJLDA.37
We should also mention that Jishi et al.74 pointed out that,
although improving over PBE, mBJLDA still underestimates
the band gap in lead halide perovskites by roughly 1 eV when
spin-orbit coupling is included in the calculation. They pro-
posed a reparametrization [α = 0.4 and β = 1.0 bohr1/2 in
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TABLE III. Fundamental band gap (in eV) in rare-earth oxides
(CeO2 and Ce2O3) and one actinide oxide (UO2). The results were
obtained with the WIEN2K code.
CeO2 Ce2O3 UO2
PBE 2.0 0.0 0.0
HLE16 1.4 0.2 0.0
mBJLDA 2.2 1.3 0.5
GLLB-SC 3.5 1.5 0.9
PBE+U 2.5 2.3 2.9
Expt. 3a 2.4b 2.0c
a Ref. 171.
b Ref. 172.
c Ref. 173.
Eq. (16)] which leads to excellent agreement with experi-
ment, but would lead to overestimations for other systems
(see Sec. V). Similar observations were made in Ref. 75 about
the more complicated layered hybrid organic-inorganic lead
halide perovskites.
In the literature, not much has been said about the accuracy
of specialized potentials like mBJLDA or GLLB-SC for sys-
tems with a 4 f or 5 f (open) shell at the VBM or CBM. In or-
der to give a vague idea, we considered CeO2 (non-magnetic),
Ce2O3 (AFM), and UO2 (AFM). The results obtained with the
WIEN2K code for a few selected methods are shown in Ta-
ble III, where in addition to the experimental values, PBE+U
results are also given. For all three systems, the PBE+U cal-
culations were done using the fully localized limit version174
with U = 5 and J = 0.5 eV, which are similar to suggested
values.175,176 For CeO2, mBJLDA (but not HLE16) slightly
improves over PBE, while GLLB-SC widens further the band
gap. For Ce2O3 and UO2, none of the methods except PBE+U
leads to reasonable band gaps. Furthermore, taking into ac-
count spin-orbit coupling for UO2 (not done for the present
work) should reduce further the calculated band gap. Over-
all, GLLB-SC is more accurate than PBE, HLE16, and mB-
JLDA, but less than PBE+U , which should be the preferred
fast method for 4 f and 5 f systems. Note that the hybrid func-
tional HSE leads to good agreement with experiment for the
three systems.176,177
At that point we want to mention other fast DFT schemes
for band gap calculations that we did not consider for the
present work. A few of them do not consist of a particular
xc potential, but of a post-KS-DFT procedure with standard
LDA or PBE. The methods of Chan and Ceder178 and Zheng
et al.179 lead to results similar to mBJLDA for typical sp-
semiconductors, and actually more accurate for ZnO, which
is a difficult case for mBJLDA. By making simplifications in
the GW equations, Johnson and Ashcroft180 proposed a shift
for the conduction band. This is somehow in the same spirit
as the GLLB-SC method, but with the disadvantage that the
dielectric constant is needed.
B. Other properties
In Sec. II D, it was mentioned that multiplicative potentials
like mBJLDA, AK13, or HLE16 leading to band gaps EKSg
close to Eg may possibly lead to inaccurate results for other
properties. Below, a short summary of the performance of xc
potentials on properties other than the fundamental band gap
is given.
1. Effective mass and bandwidth
In Refs. 32 and 181 (see also Ref. 182), the effective hole
and electron masses were calculated for five III-V semicon-
ductors (InP, InAs, InSb, GaAs, and GaSb). The results
showed that HLE16 and mBJLDA increase very often, but not
systematically, the effective masses compared to PBE. With
both methods, the tendency is to yield values that are larger
than experiment. Overall, the results32,181 with HLE16 and
mBJLDA are more accurate than with the standard PBE, but
less accurate than with the hybrid HSE (as shown recently in
Ref. 183 for Ge) or EV93PW91. GLLB-SC was shown to be
not particularly accurate for the III-V semiconductors.32 The
overestimation of the effective mass by mBJLDA in various
perovskites has been been reported in recent works.75,184 In
particular, in Ref. 75 a reoptimization of the α and β parame-
ters in mBJLDA [Eq. (16)] specific for lead halide perovskites
and within a pseudopotential implementation has been pro-
posed (see also Refs. 74 and 185). It is shown that the over-
estimation of the reduced effective mass with the reoptimized
mBJLDA is of similar magnitude as the underestimation with
LDA.
As underlined, e.g., in Refs. 75, 76, 133, 182, 186–188,
a narrowing of electronic bands is observed with mBJLDA
compared to LDA/PBE, which is related to the increase in
the effective mass observed above. On a set of ten cubic
semiconductors and insulators, Waroquiers et al.133 showed
that mBJLDA clearly underestimates the bandwidth with re-
spect to experiment and is less accurate than LDA. For this
test set LDA is, on average, as accurate as G0W0. Actually,
the too narrow bands obtained with mBJLDA have recently
been shown to be a source of problem for optical spectra in
ZnSe.188 A similar reduction in the bandwidth has been ob-
served with the AK13 potential50 and most likely the same
problem occurs with HLE16.
In summary, while mBJLDA is much more accurate than
the standard LDA and PBE for the fundamental band gap, it
seems to be of similar accuracy as (or possibly slightly more
accurate than) PBE for the effective mass, but quite inaccurate
for the bandwidth.
2. Optics
The mBJLDA potential has also been used quite frequently
for the calculation of the optical properties of solids. A few
representativeworks reporting calculations of (non-)linear op-
tics using the RPA for the dielectric function is given by
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Refs. 31, 183, 187, 189–194. Without entering into details,
a rather general conclusion from all these studies is that mB-
JLDA improves over LDA and PBE for the optical properties.
This is not that surprising since an improvement in the band
gap should in principle be followed by a more realistic onset
in the absorption spectrum.
We also mention a series of studies from Yabana and co-
workers (see, e.g., Refs. 195–200) who used mBJLDA within
time-dependent DFT (TDDFT) to study nonlinear effects in-
duced by strong short laser pulses. For instance, in Ref. 197
they showed that in Si and Ge, mBJLDA and HSE lead to
very similar results (for the dielectric function and excitation
energies) and improve over LDA. However, it was also no-
ticed that special care is needed in order to get a stable time
evolution in TDDFT when using the mBJLDA potential.197
Similar problems with the original BJ potential were reported
in Ref. 88.
Regarding other xc methods, Vlcˇek et al.50 reported an im-
provement (with respect to PBE) in the dielectric constant
when using AK13. Calculations of the dielectric constant
with TDDFT201 showed that GLLB-SC degrades the results
with respect to LDA, in particular if the derivative disconti-
nuity is taken into account. However, these errors obtained
with GLLB-SC were attributed to the missing electron-hole
interaction in the calculation of the RPA (or adiabatic LDA)
response function.
3. Magnetism
Concerning magnetism, it has been shown that the mB-
JLDA potential provides very accurate values of the atomic
magnetic moment in AFM systems with localized electrons.
In Refs. 20, 32, 227, and 228, we showed that mBJLDA in-
creases by 0.2-0.4 µB the atomic spin moment µS with respect
to PBE. Since PBE quasi-systematically underestimates µS in
AFM systems, such an increase leads to better agreement with
experiment. In Table IV, results from Ref. 32 for AFM TM
oxides are reproduced for selected xc methods. Compared to
PBE, all other methods lead to larger µS values. Since there is
sometimes a rather large uncertainty in the experimental value
and, furthermore, the orbital component µL is not known pre-
cisely, it is difficult to say which method is the best. Any-
way, in most cases the agreement with experiment is much
improved compared to PBE and satisfactory. We just note
that HLE16 seems to underestimate (overestimate) the value
in CuO (Cr2O3) and that GLLB-SC overestimates for Cr2O3
and Fe2O3. The advantage of these methods over DFT+U ,19
which is widely used for AFM oxides, is that they do not con-
tain a system-dependent parameter like U .
Table V shows the results for µS in the ferromagnetic met-
als Fe, Co, and Ni (results from Ref. 32). Unlike in AFM sys-
tems with localized electrons, the LDA and standard GGAs
lead usually to reasonable values of the moment in itinerant
metals. Indeed, PBE only slightly overestimates with respect
to experiment, while the other methods clearly overestimate
the values. For the three metals, GLLB-SC and HSE06 over-
estimate more than mBJLDA and HLE16. We mention that
the reverse has been observed by Singh76 in the ferromagnetic
metal Gd, a 4 f -system, in which the mBJLDA moment is
smaller than the PBE one and than the experimental value by
∼ 1 µB. Thus, contrary to what has been observed in 3d mag-
netic systems, the mBJLDA potential reduces the exchange
splitting in Gd (due to an increase of occupancy of the minor-
ity 4 f states) and shifts the spd-bands up with respect to the
4 f bands.
In the work of Meinert167 on half-metallic Heusler com-
pounds already mentioned in Sec. III A 3, it is shown that the
PBE and mBJLDA magnetic moments are the same in most
cases, which is simply due to the half-metallic state. Only for
Co2FeSi and Co2FeGe the moment is clearly different with
mBJLDA (larger by ∼ 0.35 µB) and actually in better agree-
ment with experiment.
Regarding the performance of MGGA functionals imple-
mented with a non-multiplicative potential, a certain num-
ber of results are available for ferromagnetic metals.95,234–240
From these studies the most interesting results concern the
SCAN functional, which has been shown to overestimate the
magnetic moment, and sometimes by a rather large amount
(e.g., ∼ 0.5 µB for Fe). However, such overestimation is not
systematically observed with functionals of this class, since
other MGGA functionals like TPSS163 or revTPSS164 lead to
values similar to PBE.95,234,239
In summary, the standard LDA and GGA lead to mag-
netic moments which are qualitatively correct for itinerant
metals, but not for AFM solids with strongly correlated elec-
trons (strong underestimation). On the other hand, methods
giving much more reasonable magnetic moments in AFM
solids, e.g., mBJLDA, GLLB-SC, or HSE06, lead to strong
overestimation in itinerant metals. However, it is important
to note that the overestimation of the moment in Fe, Co,
and Ni with mBJLDA is much less severe than with GLLB-
SC and HSE06 (an explanation is provided in Sec. V). Note
that the inadequacy of hybrid functionals for metals has been
documented.241–244 Currently, there is no DFT method that is
able to provide qualitatively correct values of the moment in
itinerant metals and AFM solids simultaneously.
4. Electron density
The quality of the electron density ρ can be measured by
considering the electric field gradient (EFG) or the X-ray
structure factors. The EFG is defined as the second deriva-
tive of the Coulomb potential at a nucleus and, therefore, de-
pends on the charge distribution in the solid. In Ref. 32, the
calculated EFG of seven metals (Ti, Zn, Zr, Tc, Ru, Cd, and
Cu2Mg) and two non-metals (CuO and Cu2O) has been calcu-
lated and compared to experiment. For some of the systems,
the error bar on the experimental value is quite large, neverthe-
less it was possible to draw some conclusions on the accuracy
of the methods. Themethod that is the most accurate overall is
the GLLB-SC potential that leads to reasonable errors for all
systems. The methods that were shown to be quite inaccurate
are LDA, Sloc, HLE16, mBJLDA, and LB94.
In the same work,32 the calculated and experimental X-ray
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TABLE IV. Atomic spin magnetic moment µS (in µB) of AFM TM oxides compared to the experimental total moment µS + µL. The orbital
moment µL should be in the range 0.6-1 µB for FeO,106,202–204 1-1.6 µB for CoO,106,202–211 0.3-0.45 µB for NiO,202,203,207,210,212 and smaller
for the other cases. The theoretical results, obtained with the WIEN2K code, are from Ref. 32.
Method MnO FeO CoO NiO CuO Cr2O3 Fe2O3
PBE 4.17 3.39 2.43 1.38 0.38 2.44 3.53
HLE16 4.51 3.62 2.59 1.48 0.40 2.96 4.02
mBJLDA 4.41 3.58 2.71 1.75 0.74 2.60 4.09
GLLB-SC 4.56 3.74 2.73 1.65 0.55 2.99 4.43
HSE06 4.36 3.55 2.65 1.68 0.67 2.61 4.08
Expt. 4.58a 3.32,b4.2,c4.6d 3.35,e3.8,bf3.98g 1.9,ab2.2hi 0.65j 2.44,k2.48,l2.76m 4.17,n4.22o
a Ref. 213.
b Ref. 214.
c Ref. 215.
d Ref. 216.
e Ref. 217.
f Ref. 218.
g Ref. 219.
h Ref. 212.
i Ref. 220.
j Ref. 221.
k Ref. 222.
l Ref. 223.
m Ref. 224.
n Ref. 225.
o Ref. 226.
TABLE V. Unit cell spin magnetic moment µS (in µB/atom) of
3d TM. The experimental values are also spin magnetic moments.
The theoretical results, obtained with the WIEN2K code, are from
Ref. 32.
Method Fe Co Ni
PBE 2.22 1.62 0.64
HLE16 2.72 1.72 0.63
mBJLDA 2.51 1.69 0.73
GLLB-SC 3.08 1.98 0.81
HSE06 2.79 1.90 0.88
Expt. 1.98,a2.05,b2.08c 1.52,c1.58,bd1.55-1.62a 0.52,c0.55be
a Ref. 229.
b Ref. 230.
c Ref. 231.
d Ref. 232.
e Ref. 233.
structure factors of Si were compared. The best method is the
screened hybrid HSE06, followed by PBE, EV93PW91, and
BJLDA. The mBJLDA potential is less accurate than these
methods, but slightly more accurate than LDA. The Sloc and
HLE16 were shown to be much more inaccurate than all other
methods, while LB94 and GLLB-SC are also very inaccurate,
but to a lesser extent. Actually, in the case of GLLB-SC it is
the core density that is particularly badly described, while the
valence density seems to be rather accurate (see Ref. 32 for
details), which is consistent with the very good description of
the EFG mentioned above.
In an interesting recent study,245 it was shown that func-
tionals like SCAN or HSE06 which were constructed more
from first-principles by using mathematical constraints rather
than empirically by fitting a large number of coefficients pro-
duce more accurate electron density, however the test set
consists only of atoms/cations with 2, 4, or 10 electrons.
Highly parametrized functionals like those of the Minnesota
family246 are much less accurate.
To finish this section, we mention a study on VO2, where
various functionals are compared for the electron density. Ac-
curate electron densities from Monte-Carlo calculations were
used as reference. It is shown that hybrid functionals like HSE
are more accurate than LDA and PBE.
IV. SUMMARY
From the overview of the literature results presented in
Sec. III, the main conclusions are the following:
• Among the semilocal methods, the mBJLDA poten-
tial is on average the most accurate for the funda-
mental band gap. Furthermore, mBJLDA is at least
as accurate as hybrid functionals like HSE06. Only
the most advanced methods, namely the dielectric-
function-dependent hybrid functionals and GW , can be
consistently more accurate than mBJLDA.
• A particularly strong advantage of mBJLDA over the
other methods is its reliability for all kinds of sys-
tems. mBJLDA is more or less equally accurate for
large band gap insulators (ionic solids, rare gases), sp-
semiconductors, and systems with TM atoms including
AFM systems with localized 3d-electrons.
• All other semilocal potentials are very unreliable for the
band gap in AFM systems.
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• The cases where mBJLDA is clearly not accurate
enough are the Cu1+ compounds (for which GLLB-SC
works much better), but also ZnO, where the band gap
is still underestimated by at least 1 eV. Note that a mod-
ification of mBJLDA, called the universal correction,71
may help for Cu1+ compounds (see Ref. 55 for details).
Lead halide perovskites require another set of parame-
ters α and β in mBJLDA, while none of the multiplica-
tive potentials leads to meaningful band gaps for the 4 f
and 5 f systems.
• The bandwidth is not reproduced accurately by mB-
JLDA which makes the bands too narrow. LDA and
PBE are more accurate than mBJLDA.
• The magnetism in AFM systems is very well described
with mBJLDA and as accurately as with hybrid func-
tionals. In ferromagnetic metals the magnetic moment
is too large, however the overestimation is not as large
as with GLLB-SC and hybrid functionals.
• The electron density does not seem to be particularly
well described by mBJLDA. The standard PBE is more
accurate, while HLE16 and GLLB-SC are extremely in-
accurate. HSE06 is particularly good for the electron
density of Si.
• Beside mBJLDA, DFT+U is the only other computa-
tionally cheap method that is able to provide qualita-
tively correct results in AFM systems for the band gap
and magnetic moment.
Thus, this summary shows that the mBJLDA potential is cur-
rently the best alternative to the much more expensive hybrid
or GW methods. This explains why it has been implemented
in various codes75,77,78,167,181,247–250 and used for numerous
applications. Examples are the search for efficient thermo-
electric materials,251–264 topological insulators,254,265–285 or
materials for photovoltaics.23,286–288 The mBJLDA potential
has also been used for the screening of materials or in rela-
tion to machine learning techniques28,289,290 (see Refs. 168–
170, 291–293 for such works using the GLLB-SC potential).
Furthermore, it has been shown to be accurate for the calcu-
lation of the ELNES (energy loss near-edge structure) spec-
trum of NiO,294 and used recently for the band gap calculation
of configurationally disordered semiconductors.295 Neverthe-
less, as a technical detail we should mention that the num-
ber of iterations to achieve self-consistent field convergence is
usually (much) larger with the mBJLDA potential than with
other potentials.
V. OUTLOOK
The question is why mBJLDA is more accurate than all
other semilocal methods. The main reason is the use of two
ingredients: the kinetic-energy density tσ and the average of
∇ρ/ρ in the unit cell g [Eq. (17)], that are now discussed.
As illustrated and discussed in previous works,29,32,48 the
mBJLDA potential is, compared to the PBE potential, more
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FIG. 4. Plot of copt versus gopt (see text for explanations). The fit
of these data points20 given by Eq. (16) is represented by the solid
curve. The two fits (of different sets of solids) proposed in Ref. 73
are represented by the dashed and dashed-dotted curves, and the fit
from Ref. 74 specific for lead halide perovskites is represented by the
dotted curve.
negative around the nuclei (where the orbital of the VBM
is usually located) and less negative in the interstitial region
(where the orbital of the CBM is located). This enlarges the
band gap. This mechanism, which works in most ionic solids
and typical sp-semiconductors, is also used by the GGAs
AK13, HLE16, and Sloc. However, these GGAs are not accu-
rate for AFM systems, where the band gap may have a strong
onsite d-d character. In Ref. 227 it is shown that the second
term in Eq. (15), which is proportional to
√
tσ/ρσ , allows the
potential to act differently on orbitals with different angular
distributions (e.g., t2g versus eg of the 3d states) and increase a
d-d band gap. In order to do this, such a term in the mBJLDA
potential is much more efficient than what GGA potentials
can do. Actually, the tσ -dependency in mBJLDA is strong,
and most likely much stronger than in any other MGGA like
SCAN or HLE17, which are not as good as mBJLDA for AFM
solids.
The integral given by Eq. (17), g, is even more crucial in
explaining the success of the mBJLDA potential. Figure 4
shows a plot of copt versus gopt, where copt is the value of c
in Eq. (16) that would exactly lead to the experimental band
gap and gopt is the value of g obtained at the end of the self-
consistent mBJLDA calculation done with copt. This is shown
for all the solids, except two (FeO and ZnO), that were con-
sidered in our original work.20 A correlation between copt
and gopt is clearly visible and the fit of these data that we
chose in Ref. 20 is given by Eq. (16) with α = −0.012 and
β = 1.023 bohr1/2. Alternative fits73 that were determined
by using different sets of solids, e.g., focusing on small band
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TABLE VI. Results obtained from mBJLDA calculations. Value of g = gSC [Eq. (17)] (in bohr−1) obtained at the end of a usual self-consistent
(SC) calculation. Fundamental band gap (in eV) and spin magnetic moment µS (in µB) obtained from a usual calculation (g = gSC) or with g
fixed (g = gfixed) to the value obtained for the corresponding AFM oxide (for a metal) or metal (for a AFM oxide). The spin magnetic moment
is the value in the unit cell and per atom for metals and inside the TM atomic sphere for the AFM oxides.
Fe Co Ni Cu FeO CoO NiO CuO
gSC
1.40 1.48 1.54 1.52 1.92 1.95 1.97 1.93
Fundamental band gap
With g = gSC 0 0 0 0 1.84 3.14 4.14 2.27
With g = gfixed 0 0 0 0 1.06 1.99 3.09 1.54
µS
With g = gSC 2.51 3.38 0.73 0 3.58 2.71 1.75 0.74
With g = gfixed 2.53 3.43 0.80 0 3.49 2.63 1.67 0.67
gaps are also shown. This rather clear correlation between
copt and gopt allows for a meaningful fit c(g), which, when
used in the mBJLDA potential, produces accurate band gaps.
However, as mentioned in Sec. III, the standard parametriza-
tion of c is not good enough for lead halide perovskites, which
require other values of α and β , and as shown in Fig. 4 this
parametrization would lead to an overestimation of the band
gap for other solids (in general, the band gap increases in a
monotonous way with respect to c). Another illustration of
the importance of g is given in Table VI, where the value of
g for itinerant 3d TM and their oxides is shown. There is a
clear difference between the metals and the oxides. While the
value of g is in the range 1.40−1.54 bohr−1 for the metals, it
is much larger, 1.92−1.97 bohr−1, for the monoxides. From
a more detailed analysis, we could see that this difference
comes more particularly from the interstitial region, which is
on average more inhomogeneous (larger |∇ρ |/ρ) for the ox-
ides. However, also around the TM atom |∇ρ |/ρ is larger for
the oxides, which therefore also contributes in making g larger
compared to the metal. If the calculation for the TM oxides
is done by fixing the value of g in Eq. (16) to the value of
the corresponding metal, then a large decrease of 0.7−1.1 eV
in the band gap (and a large discrepancy with experiment) is
obtained (Table VI). The same is observed for the magnetic
moment, which is reduced in the oxides when the g of the
metal is used. Conversely, using the value of g from the ox-
ide for the calculation on the metals leads to an increase of
the magnetic moment. The important point to note is that, in
any case, using the incorrect g (i.e., the one from the other
system) leads to much larger errors. We mention that other
works using an average in the unit cell involving the density
can be found in Refs. 34, 296–299.
However, since the mBJLDA potential is certainly not pro-
viding an optimal band gap in every case, and the results
for other properties like the bandwidth or the electron den-
sity are even worse than with the standard PBE, there is room
for improvement. As already mentioned in this work, forc-
ing a multiplicative potential to give KS band gaps EKSg close
to the experimental Eg is not really correct from the formal
point of view and may result in a potential that is inappro-
priate for other properties. A derivative discontinuity ∆xc
should be present somewhere in the theory. ∆xc is included
in the gKS band gap EgKSg with non-multiplicative potentials
(MGGA and hybrid) or obtained from a post-KS calculation
with the GLLB-SC potential.
Thus, from the discussion above, the strategy to follow for
the construction of a computationally fast and generally accu-
rate xc potential that alleviates the problems encountered with
mBJLDA is quite obvious:
• The potential should be based on one of these two
types: non-multiplicative MGGA or multiplicative of
the GLLB-SC type. Then, a derivative discontinuity is
available as it should be.
• Since both tσ and g were shown to be crucial for the
mBJLDA potential, most likely they can be useful for
other types of potentials (by definition tσ is used in a
MGGA). Note that instead of g, a variant may be used,
i.e., the average in the unit cell of a quantity different
from ∇ρ/ρ may be more useful.
However, we mention that attempts (presented in Ref. 32 or
unpublished) to improve over the GLLB-SC potential along
these lines have been unsuccessful up to now. For instance,
one of the most sophisticated variants of Eq. (18) that we have
considered is of the form (the formula for ∆x should be modi-
fied accordingly)
vxc,σ (r) = cv
BR
x,σ (r)+ (3c− 2)Fσ (r)KLDAx
×∑
n,k
wnkσ
√
εH− εnkσ |ψnkσ (r)|
2
ρσ (r)
+ vPBEsolc,σ (r),
(28)
where Fσ is a function that depends and ρσ , ∇ρσ , and tσ and
should satisfy Fσ = 1 for a constant electron density in or-
der to recover the homogeneous electron gas limit, and c is a
function that depends on some average in the unit cell similar
to Eq. (16). With Eq. (28), that is of course inspired by the
mBJLDA potential [Eq. (15)], we have not been able to find
a strategy to parametrize c such that a clear correlation like in
Fig. 4 for mBJLDA is obtained.
There are also a few drawbacks or challenges that should
be mentioned:
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• Modelizing a potential directly without requiring that
it is a functional derivative is much easier and leads to
much more flexibility. However, such stray potentials
lead to problems59,68,88 and do not allow total-energy
calculations. Thus, having a potential that is the deriva-
tive of a functional Exc would be certainly much more
interesting, but also much more challenging. AK13 and
HLE16 satisfy this requirement, but the energy Exc is
very inaccurate.51,300,301
• The use of the average in the unit cell of some quan-
tity, e.g. g [Eq. (17)], works only in the case of bulk
solids. Calculating such averages for systems with vac-
uum (surface or molecule) or interfaces makes no sense.
Possible solutions to this problem have been proposed
in Refs. 34 and 297 and consist of taking the average
not over the unit cell, but over a region localized around
the position r where the potential is calculated. How-
ever, it is not clear how far such region should extend to
bring enough nonlocal information.
• The use of the highest occupied and lowest unoccu-
pied orbital energies like in the GLLB-SC potential
[Eqs. (18) and (19)] is also problematic. For instance,
the values of εH and εL for an interface correspond to
one of the two bulk solids, while they correspond to the
respective bulk solids when they are treated separately.
This is somehow inconsistent. The solution would be
to define position-dependent functions replacing εH and
εL.
Trying to overcome these problems makes the search of a
generally applicable xc potential evenmore difficult, however,
as a first step they can be ignored.
SUPPLEMENTARY MATERIAL
See supplementary material for the detailed results for the
band gap of the 472 solids discussed in Sec. III A 2.
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