The ability to discover groupings in continuous stimuli on the basis of distributional information is present across species and across perceptual modalities. We investigate the nature of the computations underlying this ability using statistical word segmentation experiments in which we vary the length of sentences, the amount of exposure, and the number of words in the languages being learned. Although the results are intuitive from the perspective of a language learner (longer sentences, less training, and a larger language all make learning more difficult), standard computational proposals fail to capture several of these results. We describe how probabilistic models of segmentation can be modified to take into account some notion of memory or resource limitations in order to provide a closer match to human performance.
Introduction
Human adults and infants, non-human primates, and even rodents all show a surprising ability: presented with a stream of syllables with no pauses between them, individuals from each group are able to discriminate statistically coherent sequences from sequences with lower coherence (Aslin, Saffran, & Newport, 1998; Hauser, Newport, & Aslin, 2001; Saffran, Johnson, Aslin, & Newport, 1999; Saffran, Newport, & Aslin, 1996; Toro & Trobalon, 2005) . This ability is not unique to linguistic stimuli (Saffran et al., 1999) or to the auditory domain (Conway & Christiansen, 2005; Kirkham, Slemmer, & Johnson, 2002) , and is not constrained to temporal sequences (Fiser & Aslin, 2002) or even to the particulars of perceptual stimuli (Brady & Oliva, 2008) . This ''statistical learning" ability may be useful for a large variety of tasks but is especially relevant to language learners who must learn to segment words from fluent speech.
Yet despite the scope of the ''statistical learning" phenomenon and the large literature surrounding it, the computations underlying statistical learning are at present unknown. Following an initial suggestion by Harris (1951), work on this topic by Saffran and colleagues (Saffran, Aslin, & Newport, 1996; Saffran et al., 1996) suggested that learners could succeed in word segmentation by computing transitional probabilities between syllables and using low-probability transitions as one possible indicator of a boundary between words. More recently, a number of investigations have used more sophisticated computational models to attempt to characterize the computations performed by human learners in word segmentation (Giroux & Rey, 2009) and visual statistical learning (Orbán, Fiser, Aslin, & Lengyel, 2008) tasks.
The goal of the current investigation is to extend this previous work by evaluating a larger set of models against new experimental data describing human performance in statistical word segmentation tasks. Our strategy is to investigate the fit of segmentation models to human performance. Because existing experiments show evidence 0010-0277/$ -see front matter Ó 2010 Elsevier B.V. All rights reserved. doi:10.1016/j.cognition.2010.07.005
