This paper addresses the problem of the supervised signal classification, by using a hierarchical Bayesian method. Each signal is characterized by a set of parameters, the features, which are estimated from a set of learning signals. Moreover, these parameters are distributed according to a class-specific posterior distribution which allows one to capture the variability of the features within the same class. Within the hierarchical Bayesian framework, the feature extraction step and the learning step can be performed jointly. Unfortunately, the estimation of the class-specific distribution parameters requires the computation of intractable multi-dimensional integrals. Then a Markov-chain Monte Carlo (MCMC) algorithm is used to sample the posterior distributions of the features over all the training signals of each class. An application to electrical transient classification for non-intrusive load monitoring is introduced. Simulations over real-world electrical transients signals are driven and show the capacity of the proposed methodology to discriminate two classes of transients.
INTRODUCTION
Bayesian inference is an usual method in a learning framework [1] . This allows classification algorithms to be derived, based on the posterior distributions of some features that characterize a class. These posterior distributions are inferred on some learning signals. Finally, the classification task is usually performed for a given signal by choosing the class that maximizes the posterior probability of the features that have been extracted.
In standard classification methods, feature extraction and learning are performed separately. This approach is adequate when the feature extraction step is straightforward. However, in some cases, the feature extraction requires the use of computational estimation methods as, for instance, Markov chain Monte Carlo (MCMC) sampling methods in a hierarchical Bayesian approach. Under such circumstances, it is interesting to perform jointly the feature extraction and the learning tasks [2] . Furthermore, such a strategy offers the possibility to include some prior knowledge at different levels of abstraction in the hierarchical model. Then, feature variability within a class is taken into account in order to support classification.
The detection and the classification of electrical transients are useful in the context of non intrusive load monitoring (NILM). Machine learning methods have received a great attention to tackle NILM [3, 4] . The so called microscopic methods focus on the analysis of the waveform of the electrical transients. In fact, some seminal works- [5] have shown that, when an appliance is turned on, it generates an electrical transient which is characteristic to the kind of the appliance. Consequently, some methods have already been investigated to detect and classify these appliances by fitting the transients that appear in the load curves according to some deterministic pattern [6] . However, these deterministic rules lead to some specific and manual feature extraction methods which are difficult to be generalized to real-world applications.
The main contribution of the present work is to study a general fully probabilistic approach to model and to classify the different electrical appliance transients. Thus, it benefits from the many advantages such as flexibility, confidence values, robustness... offered by probabilistic pattern recognition methods. The considered work extends the smooth transition regression modeling proposed in [7, 8] to the supervised classification problem. In [7, 8] , a hierarchical Bayesian model was introduced to fit an unique transient with a view of achieving a sparse representation. In a machine learning framework, it seems now quite natural to account for some overhypotheses [9] on the feature variability. In our hierarchical Bayesian framework, these overhypotheses reduces to some hyperpriors common to all the signals of the same class. As a consequence, the feature extraction specific for each signal of a given class, and, the learning over all different electrical transient classes are performed jointly.
This paper is outlined as follows. The hierarchical Bayesian learning method based on the smooth transition regression parameters is given in the second section. The MCMC algorithm derived to infer the signal features and to learn the class-specific parameters is presented in section III. Some simulations conducted on realworld electrical transients are reported in section IV. Finally, some concluding remarks are exposed in the last section.
HIERARCHICAL BAYESIAN LEARNING
In a supervised classification context, the set of the training samples is denoted as X . In our application, each sample x ∈ X stands for the time series associated with a training signal. The class-label of c(x) ∈ C = [1, . . . , NC ] is known for each example x, and NC denotes the number of different classes. For all c ∈ C, the subset Xc = {x ∈ X such that c(x) = c} contains all the samples belonging to class labeled as c, whereas the number of samples in this class is denoted as Nc = card(Xc). Finally, xi,c stands for the i th sample in the class c.
The classification problem formulated in a Bayesian framework reduces to the computation of the posterior distributions f (c|x, Xc) for each c ∈ C and for any given signal that does not belong to the training set : x / ∈ Xc. Assuming a zero-one loss function, the signal x is classified according to the following maximum a posteriori decision rule: In the context of a model-based classification, a set of parameters (or features) θ is extracted from an input signal x, using a parametric model. This model is defined by its likelihood function f (x|θ) for all θ ∈ Θ, where Θ denotes the feature space.
Hierarchical Bayesian model
We will assume now that the signals belong to a given class c. For the sake of simplicity, the c subscript is omitted in the following. The training signal xi of the class c is modeled according to the following hierarchical model:
where φ is set of hyperparameters which define the distribution of the parameters θ within a class. These expressions show that, first, each training signal xi is governed by a specific vector of features θi. This favors the ability of the model to account for the variability between the features of the same class. Secondly, all the feature vectors θi associated with all the training signals are governed by the same class-specific distribution. The hyperparameters φ of this distribution depends only on the considered class c. This ensures the ability of the model to categorize the different features in the same class. Last, the distribution f (φ|c) corresponds to the prior on these class-specific parameters. These hypotheses introduced in the hierarchical Bayesian model are set up at different levels of abstraction. This is in agreement with the notion of overhypothesis, as introduced, for instance, in [9] . These relations are depicted on the directed acyclic graph of the parameters and hyperparameters in Figure 1 . Each stage of the underlying hierarchical Bayesian method is related to one of the standard steps of supervised learning: 1. Estimate θi from xi is the feature extraction stage, 2. Estimate φ from {θ1, . . . , θN } is the learning stage. It is of note that these two steps are performed jointly within the hierarchical Bayesian framework. This is an appealing characteristic, these two steps being performed successively in a standard classification framework. Indeed, the estimation of the features of each training signal is improved if the feature distribution of the signals of the same class is taken into account.
In order to derive the classification rule, one needs to learn the parameters φ from the training examples X . The following expression of the joint posterior of the class-specific parameters φ and the signal-specific parameters θi is derived, assuming that the training examples are independent conditionally to φ
Finally, the following expression of f (φ|X ) is deduced from (5)
Note that (5) is the most useful equation in our hierarchical Bayesian method as the analytical integration over the parameter space in (6) is not tractable in the general case.
Smooth transition regression model for transient modeling
For the processing of the electrical transients of our database, a specific model has been introduced in [7, 8] . We briefly recall in this section the basics of this model. The signal is modeled as a sequence of K constant consumption level connected by a sequence of K − 1 transition functions centered around the time instants
where ni is the length of the time series, ǫi is an i.i.d centered Gaussian noise vector with a variance σ
T is a the vector of the active power consumption levels, and π0,i, . . . , πK,i is the set of the transition functions. These transition functions are chosen among the family of stretched exponential functions
.
Each transition function π k,i is parameterized according to a location parameter τ k,i , a scale parameter λ k,i and a shape parameter α k,i . The number of components K is supposed to be known for each class of signal. The linear relation between xi and β i is captured by the matrix Zi, the entries of which depend on the transition function parameters
The likelihood function for this model reads 
Prior distribution
In this work, we assume the classical hypothesis which leads to the naive Bayes classifier [1] (i.e conditional independence of the features given the class), which yields the following expression of the class-specific distribution over the parameter space
where φ = {ρσ, ρλ, µα, σ 2 α } is the hyperparameter vector, whereas ρλ = (ρ λ k ) k=1,...,K−1 , µα = (µα k ) k=1,...,K−1 , and σ 
with IG being the inverse-gamma distribution, N being the normal distribution and δ 2 being fixed to δ 2 = 50. As the dependence of the likelihood with respect to the shape and scale parameters of the transitions functions is non standard, conjugate priors cannot be selected. Since no prior information is available on these parameters, vague priors defined on a support in agreement with the parameter spaces are considered. This leads to the following gamma and normal priors for the scale and shape parameters respectively
with G being the gamma distribution with the ν λk being fixed to the deterministic value ν λk = 1 for all k = 1, . . . , K − 1. The set of hyperparameter φ represents the distribution of parameters within a class. The prior distributions of these hyperparameters are called hyperpriors.
Hyperprior distribution
Since no information on these hyperparameters is available a priori, non informative, or sufficiently vague, priors are chosen
with IA being the indicator function for the set A.
Marginalized posterior
The full joint posterior of class-specific parameters φ and parameters of each signal θi is deduced from the likelihood, the prior distributions and the hyperprior distribution using eq. (5). Then, the parameters β i , σ 2 i and hyperparameters ρ λ k , µα k , σ 2 αk are integrated out. Then the marginalize posterior distribution is :
However analytical estimation of the remaining parameters and hyperparameters is not tractable. In this case, we sample the posterior distribution (5) by using an MCMC algorithm [10] .
MCMC ALGORITHM
The standard Metropolis-Hastings algorithm is used to sample the parameters of the transitions τ , λ, α for each training signal from marginal posterior distribution (17). That is, at the iteration t, one of the transitions k ∈ [1, K − 1] from the ith signal is selected and a proposal (τ k ,λ k ,α k ) is drawn from a proposition distribution q(τ, λ, α). The proposal is accepted with the probability
The reader is invited to read [8] for a full description of the proposition distribution q(τ, λ, α). An acceptation-rejection move of the transitions configuration is attempted iteratively for each training signal. A sketch of the overall MCMC algorithm is
• for each training signal :
-draw a sample ofτ k ,λ k ,α k according to the proposition distribution q(τ, λ, α).
-accept the proposal with the probability P defined in (20)
• sample ρσ according to his marginal posterior distribution
This algorithm generates a Markov chain of parameters (τ , λ, α) asymptotically distributed according to their marginalized posterior f (τ , λ, α|X ) (5). It is of note that, even if the hyperparameters φ have been integrated out, it is straightforward to derive their conditional posterior from the full joint posterior (5) thanks to the choice of conjugate hyperpriors. Then, the hyperparameters φ can be sampled from their conditional distribution in an additional Gibbs move within the MCMC algorithm. Furthermore this distribution, denoted for each c ∈ C as
is now of particular interest since it summerized the information provided by all the training set of signals for a given class c. This is the result of the learning step for our hierarchical Bayesian learning model.
Bayes factor computation
To evaluate the capacity of our method to discriminate efficiently two classes of transient, we estimate the Bayes factor b12 [11] of class c1 against class c2 which is defined for a signal x as
Since the integrals over the parameters θ and φ are not tractable, we use Monte-Carlo integration to compute the Bayes factor [12] . More precisely, we sample the posterior distribution of the model (7) over a joint space created by a class indicator c ∈ C, the parameters and the hyperparameters of the hierarchical Bayesian model. Then the MCMC estimate of the Bayes factorb12 is obtained as the ratio of the number of occurences of c = c1 against the number of occurences of c = c2 within the samples of the class indicator c.
Note that for each test signal x the parameters θ and hyperparameters φ are re-sampled together with the class indicator c of the test signal. The hyperparameters φ are sampled according to the distribution f l (φ|Xc) learned previously, whereas the parameters θ are drawn according to their conditionnal distribution f (θ|φ). The full description of the MCMC algorithm used for the sampling of c is out of the scope of this communication (see [12] for more details).
RESULTS
The hierarchical Bayesian learning framework introduced in this work has been used in the context of nonintrusive load monitoring [5, 4, 3] , more precisely for the identification of electrical transient produced by one appliance being turned on [6] . This issue is quite challenging and, to our knowledge, their is no standard method or public dataset of such transient signals so that we can give comparative results to assess the performance of the method introduced in this work. Moreover, using the smooth regression model to extract some features from the signal yields a trans-dimensional space: each class is not described with the same number of features. Unfortunately, standard supervised learning methods [13] can not deal directly with such kind of a feature space. The method has been tested over a database of real-world electrical transient, provided by EDF R&D. The transients are generated by NC = 2 classes of appliances, c1 = "vacuum cleaner" and c2 ="refrigerator", the number of signals being Nc 1 = 18 and Nc 2 = 36 for each class respectively. The database has been split in half to form a learning set and a test set of signals. The number of component K is fixed for each class, using prior work [7, 8] : K1 = 3 for the class c1 and K2 = 4 for the class c2. The MCMC algorithm has been applied to generate samples from the joint posterior distribution of parameters and hyperparameters in order to perform the feature extraction and the learning of each class. The first 2 × 10 3 iterations which corresponds to the burn-in period have been thrown away. The next 3 × 10 3 iterations are used to estimate the posterior distribution f l (φ|Xc) of the hyperparameters over the training signals. These posteriors are depicted in Figure 2 for the class c1. Similar results are obtained for the class c2 but are not displayed for brevity reasons. It is interesting to note that these distributions are quite regular although they summarize all the training set of signals.
Within each class, two different signals with their curve fitting estimates derived from the smooth transition model are also depicted in Figures 3 and 4 for classes c1 and c2 respectively. This figures show that the feature parameters θ can take quite different values from one signal to another within a same class. This emphasizes their variability within the class and thus the interest of the proposed hierarchical Bayesian approach where the learning is performed on the hyperparameters φ rather than directly on the parameters θ. Finally, to assess the ability of this method to discriminate the two classes of transients, the MCMC estimate of the Bayes factor b12 has been computed for each test signal. 
CONCLUSION
A hierarchical Bayesian method has been introduced to perform jointly the feature extraction and the class learning over a database of electrical transients. With this methodology, the variability of the signal features within a class is summarized by the posterior distribution thanks to a few number of hyperparameters. The results obtained over a few number of test signals suggest that this method is able to separate efficiently some appliance classes without overlearning the training set of signals. However, to be fully convincing, the evaluation of the classification performance has now to be conducted over larger data sets, and over other classes of transients. The extension of the method to detect and classify multiple transients in a single signal is also under investigation.
