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Resumen. En este artíulo presentamos un modelo de red neuronal para
resolver el problema de omplementariedad no lineal. Para ello, reformulamos
este problema omo uno de minimizaión sin restriiones usando una familia
uniparamétria de funiones de omplementariedad. Demostramos resultados
de existenia y onvergenia de la trayetoria de la red neuronal, así omo
resultados de estabilidad en el sentido de Lyapunov, estabilidad asintótia
y exponenial. Además, presentamos resultados numérios preliminares que
ilustran un buen desempeño prátio del modelo.
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A neural network model for nonlinear
omplementarity problems
Abstrat. In this paper we present a neural network model for solving the
nonlinear omplementarity problem. This model is derived from an equivalent
unonstrained minimization reformulation of the omplementarity problem,
whih is based on a one-parametri lass of nonlinear omplementarity fun-
tions. We establish the existene and onvergene of the trajetory of the
neural network, and we study its Lyapunov stability, asymptoti stability as
well as exponential stability. Numerial tests verify the obtained theoretial
results.
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omplementarity problem, stability,
reformulation.
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1. Introduión
Dada F : Rn → Rn ontinuamente difereniable, el Problema de Complementariedad No
Lineal (PCNL) onsiste en enontrar un vetor x ∈ Rn que satisfaga las tres ondiiones
siguientes,
x ≥ 0, F (x) ≥ 0, xTF (x) = 0,
donde la expresión y ≥ 0, uando y ∈ Rn, signia que yi ≥ 0 para todo i = 1, . . . , n.
Este problema surge naturalmente en ingeniería, físia y eonomía, entre otros ampos
([12℄, [16℄, [24℄), por lo ual ha habido gran interés en el estudio y reaión de métodos
que permitan resolverlo. Entre dihos métodos están, por una parte, los de homotopía
derivados de los de punto jo ([11℄, [26℄). Por otra parte, están los métodos (quizá, los más
populares) de reformulaión que plantean el PCNL omo un problema de minimizaión
sin restriiones usando una funión de mérito ([9℄, [10℄, [15℄). Este problema puede resol-
verse usando diferentes métodos de optimizaión, omo los de tipo Newton ([9℄, [15℄) o
uasi-Newton ([1℄, [3℄). En los de reformulaión se utiliza una funión ϕ : R2 → R tal que
ϕ(a, b) = 0 ⇐⇒ a ≥ 0, b ≥ 0, ab = 0, onoida omo funión de omplementariedad
([7℄, [13℄, [15℄, [22℄).
No obstante, en algunas apliaiones se neesitan soluiones del PCNL en tiempo real,
para lo ual las ténias estándares de optimizaión no son muy apropiadas por el alto
osto omputaional que demandan. En este aso, una ténia útil onsiste en usar redes
neuronales artiiales ([6℄, [14℄, [17℄) omo, por ejemplo, las llamadas redes de Hopeld
para resolver el problema de optimizaión menionado en el párrafo anterior. La idea
prinipal de esta ténia onsiste en onstruir una funión no negativa, llamada funión
de energía, y un sistema dinámio que represente la red neuronal artiial, que normal-
mente se plantea en forma de una euaión diferenial ordinaria de primer orden on una
ondiión iniial. Se espera que la trayetoria soluión del sistema se aproxime, a partir
de un estado iniial, a un estado estátio (o punto de equilibrio) que orresponde a la
soluión del problema de optimizaión subyaente ([14℄).
En partiular, en [6℄ y [17℄ se presentan dos propuestas que inorporan la ténia de
soluión al PCNL mediante redes neuronales artiiales. Para ello, se usan, por un lado,
funiones de omplementariedad para onstruir la funión a minimizar, que es la funión
energía del modelo, y, por otro lado el método de máximo desenso ([10℄, [19℄) para
modelar la red neuronal (una método natural en un problema de minimizaión). En [17℄
se usa la funión de omplementariedad de Fisher-Burmeinster ([15℄) denida por
ϕ(a, b) = ‖(a, b)‖2 − a− b,
y, en [6℄, se usa la funión de omplementariedad de Fisher-Burmeinster generalizada
([7℄) denida por
ϕp(a, b) = ‖(a, b)‖p − a− b, p > 1.
En ambos trabajos se analiza teória y numériamente el modelo propuesto.
Motivados por los resultados de los trabajos anteriores, y en espeial por las propiedades
de la familia uniparamétria de funiones de omplementariedad ([2℄, [15℄) denida por
ϕλ(a, b) =
√
(a− b)2 + λab− a− b, λ ∈ (0, 4), (1)
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proponemos un modelo de red neuronal de Hopeld que usa, por primera vez, la familia
uniparamétria (1) para onstruir la funión de energía del modelo. Tal omo lo haen
los autores de [6℄ y [17℄, usamos el método de máximo desenso para modelar la red
neuronal. Cabe menionar que nuestro modelo es más general que el propuesto en [17℄,
ya que la funión que allí se usa es el miembro de la familia (1) orrespondiente a λ = 2.
Además, uando λ tiende a ero, ϕλ(a, b) tiende a un múltiplo de una de las funiones
de omplementariedad más utilizadas en el ontexto de problemas de omplementarie-
dad no lineal mediante reformulaión, la llamada funión mínimo ([22℄), denida por
ϕ(a, b) = mı´n{a, b}. Algoritmos que usan esta funión han reportado buenas propieda-
des de onvergenia loal ([20℄, [21℄, [22℄), mientras que aquellos que usan la funión de
Fisher-Burmeinster tienen buenas propiedades de onvergenia global ([3℄, [15℄). Apro-
vehamos estas ventajas inorporarando un parámetro λ dinámio ([15℄) en el algoritmo
del modelo que proponemos, lo ual resulta más eiente que usar un parámetro jo, o-
mo se evidenia en los resultados numérios que presentamos al nal del artíulo, donde
omparamos la simulaión numéria de nuestro modelo on la del modelo propuesto en
[17℄.
Las funiones de omplementariedad menionadas son funiones no difereniables. Por
ello, para el análisis de estabilidad y onvergenia de la trayetoria un modelo que use
dihas funiones debe audirse a teoría de funiones no difereniables. En partiular, la
reformulaión del PCNL basada en la familia (1) posee propiedades ([1℄, [15℄) análogas a
las de las reformulaiones utilizadas en [6℄ y [17℄, lo que fue de gran utilidad en el análisis
de estabilidad y onvergenia del modelo que proponemos en el presente artíulo.
Organizamos la presentaión de este artíulo en la siguiente forma. En la Seión 2,
reformulamos el problema de omplementariedad omo un problema de minimizaión
usando la familia de funiones de omplementariedad propuesta en [15℄, y proponemos
un modelo de red neuronal artiial para resolverlo. En la Seión 3 presentamos, de
manera preliminar, algunos oneptos neesarios para el desarrollo teório posterior. En la
Seión 4 realizamos el análisis de estabilidad y onvergenia del modelo. En la Seión 5
analizamos el omportamiento numério del modelo propuesto. Finalmente, en la Seión
6 haemos algunos omentarios nales y propuestas de trabajos futuros sobre el tema.
2. Reformulaión del PCNL omo un problema de minimizaión
Usando la familia de funiones de omplementariedad (1) podemos denir la funión
Φλ : R
n → Rn y reformular el PCNL omo un sistema de euaiones no lineales, el ual
resulta no difereniable debido a la no difereniabilidad de ϕλ :
Φλ (x) =


ϕλ(x1, F1(x))
.
.
.
ϕλ(xn, Fn(x))

 = 0. (2)
A partir de la deniión de funión de omplementaridad tenemos que un vetor x∗ es
soluión del PCNL si, y solo si, x∗ es soluión del sistema de euaiones no lineales no
difereniable (2).
Si Φλ es ontinua según Lipshitz su jaobiano generalizado existe ([8℄, [15℄) y está de-
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nido en un punto x ∈ Rn omo el onjunto,
∂Φλ(x) = conv
{
l´ım
k→∞
Φ′λ(xk) ∈ Rn×n : xk → x, xk ∈ DΦλ
}
, (3)
donde DΦλ es el onjunto de todos los puntos de R
n
en los que la funión Φλ es
difereniable y conv {A} representa la envolvente onvexa del onjunto A.
Por otra parte, si denimos la funión de mérito ([10℄) Eλ : R
n → Rn omo
Eλ(x) =
1
2
‖ Φλ(x) ‖2, (4)
tenemos que (2) es equivalente a Eλ(x∗) = 0, lo que a su vez es equivalente a que x∗
es soluión del PCNL. Por lo tanto, resolver el PCNL es equivalente a enontrar un
minimizador global del problema de minimizaión sin restriiones:
Minimizar Eλ(x), (5)
x ∈ Rn,
el ual es un problema de optimizaión difereniable. En efeto, en [15℄ se demuestra que
la funión Eλ es ontinuamente difereniable y que, para ualquier V ∈ ∂Φλ(x),
∇Eλ(x) = V TΦλ(x). (6)
Para resolver el problema de minimizaión (5) y, dado que Eλ es ontinuamente dife-
reniable, proponemos un modelo de red neuronal de la forma
dx (t)
dt
= −ρ∇Eλ(x (t)), x (0) = x 0, (7)
donde ρ > 0 es un fator de esala que por simpliidad en el análisis teório del modelo
lo tomaremos omo 1. Este modelo es análogo al usado en [6℄ y [17℄, porque usa el método
de máximo desenso para modelar la red neuronal; pero se diferenia en que su funión
de energía es la familia de funiones de omplementariedad (1), lo que lo onvierte en un
modelo más general que el propuesto en [17℄.
3. Preliminares
En esta seión inluimos algunos oneptos que serán de utilidad para el desarrollo
teório posterior. Iniiamos on dos deniiones relaionadas on los oneptos de matriz
y funión P0 ([6℄, [15℄, [17℄).
Deniión 3.1. Se die que una matriz M ∈ Rn×n es una matriz P0 si todos sus menores
prinipales son no negativos.
Deniión 3.2. Una funión F : Rn → Rn es una funión P0, si para todo x,y ∈ Rn
on x 6= y, se satisfae que ma´x (xi − yi)[Fi(x)− Fi(y)] ≥ 0, i = 1, . . . , n.
En lo que sigue, presentamos oneptos relaionados on estabilidad de euaiones dife-
reniales ordinarias de primer orden (ver [27℄).
Consideremos el siguiente sistema dinámio ([27℄), donde f : Rn → Rn es una funión
ontinua
dx (t)
dt
= f(x(t)), x(t0) = x0. (8)
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Deniión 3.3. Un vetor x∗ = x(t∗) ∈ Rn es llamado un punto de equilibrio o un
estado estaionario de (8), si f(x∗) = 0. Si existe una venindad Ω
∗ ⊆ Rn de x∗ tal
que f(x∗) = 0 y f(x) 6= 0 para todo x ∈ Ω∗\{x∗}, entones x∗ es llamado un punto
de equilibrio aislado.
Si en (8), f = ∇Eλ, obtenemos el modelo de red neuronal (7) propuesto. Así, de auerdo
on la Deniión 3.3, un punto x ∈ Rn es un punto de equilibrio de (7) si ∇Eλ(x) = 0.
Es deir, un punto de equilibrio de (7) es un punto estaionario de ∇Eλ.
Teorema 3.4 (Existenia y uniidad). Para ualesquiera t0 ≥ 0 y x0 ∈ Rn existe una
soluión loal x(t), t ∈ [t0, τ) de (8) para algún τ > t0. Además, si f es loalmente
ontinua según Lipshitz en x0, entones la soluión es únia; si f es ontinua según
Lipshitz en R
n, entones τ puede extenderse a +∞.
Si una soluión loal denida en [t0, τ) no se puede extender a una soluión loal en un
intervalo más grande [t0, τ1), on τ1 > τ, entones es llamada una soluión maximal,
y el intervalo [t0, τ) es el intervalo maximal de existenia. Una soluión loal arbitraria
tiene una extensión a una maximal. El intervalo maximal de existenia asoiado on x0
freuentemente se denota por [t0, τ(x0)).
Teorema 3.5. Si x(t) on t ∈ [t0, τ(x0)) es una soluión maximal y τ(x0) < +∞,
entones
l´ım
t↑τ(x0)
‖x(t)‖ = +∞. (9)
En otras palabras, si τ(x0) < +∞, la urva x(t) es inestable, omo lo ilustra la Figura
1.
x0
x0
Figura 1. Situaiones que pueden ourrir uando l´ım
t↑τ(x)
‖x(t)‖ = +∞.
Deniión 3.6 (Estabilidad en el sentido de Lyapunov). Sea x(t) una soluión de (8).
Un punto de equilibrio aislado x∗ es estable según Lyapunov si para ualquier x0 =
x(t0) y ualquier esalar ǫ > 0, existe δ > 0 tal que si ‖x(t0) − x∗‖ < δ, entones
‖ x(t)− x∗‖ < ǫ, para t ≥ t0.
Deniión 3.7 (Estabilidad asintótia). Un punto de equilibrio aislado x∗ es estable
asintótiamente si, además de ser estable según Lyapunov, umple que x(t)→ x∗ uando
t→∞ si ‖ x(t0)− x∗ ‖< δ.
Deniión 3.8 (Funión de Lyapunov). Sea Ω ⊆ Rn una veindad abierta de x. Una
funión ontinuamente difereniable ξ : Rn −→ R es una funión de Lyapunov en el
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estado x (sobre el onjunto Ω ) para (8), si satisfae las dos ondiiones siguientes:
ξ(x) = 0, ξ(x) > 0 , para todox ∈ Ω, x 6= x ; (10)
dξ(x(t))
dt
= [∇
x(t)ξ(x(t))]
T f(x(t)) ≤ 0, para todox ∈ Ω.
Una funión de Lyapunov es llamada freuentemente una funión de energía para (8).
El siguiente resultado relaiona estabilidad y funión de Lyapunov.
Teorema 3.9. (i) Un punto de equilibrio aislado x∗ es estable según Lyapunov si existe
una funión de Lyapunov sobre alguna veindad abierta de x∗.
(ii) Un punto de equilibrio aislado x∗ es estable asintótiamente si existe una funión
de Lyapunov sobre alguna veindad Ω de x∗ que satisfae
dξ(x(t))
dt
< 0 para todo x(t) ∈ Ω, x(t) 6= x∗.
Una noión más fuerte que la estabilidad según Lyapunov es la llamada estabilidad ex-
ponenial.
Deniión 3.10 (Estabilidad exponenial). Un punto de equilibrio aislado x∗ es estable
exponenialmente para (8) si existen onstantes ω < 0, κ > 0 y δ > 0 tales que una
soluión arbitraria x (t) de (8) on ‖x (t0)− x∗‖ < δ está denida en [0,∞) y satisfae
‖x (t)− x∗‖ ≤ κ eωt ‖x (t0)− x∗‖, t ≥ t0.
Observemos que todo punto exponenialmente estable es, a su vez, asintótiamente es-
table.
4. Análisis de estabilidad
Analizamos a ontinuaión el omportamiento de la trayetoria soluión del modelo de
red neuronal propuesto (7). Estudiamos su existenia y uniidad. Además, para un punto
de equilibrio aislado estableemos tres tipos de estabilidad. En primer lugar, analizamos
la relaión entre un punto de equilibrio de (7) y una soluión del PCNL.
Proposiión 4.1. (i) Toda soluión del PCNL es un punto de equilibrio de (7).
(ii) Si F es una funión P0 entones todo punto de equilibrio de (7) es una soluión
del problema PCNL asoiado a F.
Demostraión. (i) Si x es una soluión del PCNL, entones Φλ(x) = 0, y por (6),
∇Eλ(x) = 0. Por lo tanto, x es un punto de equilibrio de (7).
(ii) Si x es un punto de equilibrio de (7), entones ∇Eλ(x) = 0, y por tanto,x es un
punto estaionario de Eλ; y dado que F es una funión P0, se tiene que su matriz
jaobiana F ′(x) es una matriz P0, lo ual garantiza que el punto estaionario x
es una soluión de PCNL [15℄.
X
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El siguiente es un lema ténio que usaremos en la prueba de existenia y uniidad de la
trayetoria soluión de (7).
Lema 4.2. Si F es ontinua según Lipshitz en Rn, entones Φλ es ontinua según
Lipshitz en R
n.
Demostraión. Usaremos las equivalenias entre las normas eulidiana ( ‖ · ‖ ) e innito
( ‖ · ‖∞ ) ([25℄); la deniión de norma vetorial innito y la ontinuidad según Lipshitz
de φλ (ver [1℄). Sean x y y en R
n. Para algún 1 ≤ k ≤ n,
‖Φλ(x)− Φλ(y)‖ ≤
√
n ‖Φλ(x)− Φλ(y)‖∞ =
√
n |ϕλ(xk, Fk(x))− ϕλ(yk, Fk(y))|
≤ √nµ ‖(xk − yk, Fk(x)− Fk(y))‖∞
≤ √nµ ma´x {|xk − yk| , |Fk(x)− Fk(y)|} .
Si ma´x {|xk − yk| , |Fk(x)− Fk(y)|} = |xk − yk| ,
‖Φλ(x)− Φλ(y)‖ ≤
√
nµ |xk − yk| ≤
√
nµ ‖x− y‖∞ ≤
√
nµ ‖x− y‖ = γ1 ‖x− y‖ .
Si ma´x {|xk − yk| , |Fk(x)− Fk(y)|} = |Fk(x)− Fk(y)| ,
‖Φλ(x)− Φλ(y)‖ ≤
√
nµ |Fk(x)− Fk(y)| ≤
√
nµ ‖F (x)− F (y)‖∞
≤ √nµ δ ‖x− y‖∞ ≤
√
nµ δ ‖x− y‖ = γ2 ‖x− y‖ ,
donde δ es la onstante de Lipshitz de la funión F, on lo que se onluye la prueba. X
El siguiente resultado garantiza la existenia y uniidad de una trayetoria soluión del
modelo propuesto.
Teorema 4.3. (i) Para un estado iniial arbitrario x0 existe una soluión maximal
x(t), on t ∈ [t0; τ(x0)), de (7).
(ii) Si F es ontinua según Lipshitz, entones la soluión maximal es únia y τ(x0) =
+∞.
(iii) Si el onjunto de nivel asoiado a x0, L(x0) = {x ∈ Rn : Eλ(x) ≤ Eλ(x0)} es
aotado, entones τ(x0) = +∞.
Demostraión. (i) Sea x0 ∈ Rn un estado iniial arbitrario. Dado que Eλ es onti-
nuamente difereniable, se tiene que ∇Eλ es una funión ontinua. Luego, por el
Teorema 3.4, existe una soluión maximal de (7).
(ii) Supongamos que F es ontinua según Lipshitz en Rn. Entones por Lema 4.2
tenemos que Φλ es ontinua según Lipshitz en R
n. Usando este resultado y (6);
tenemos que para x y y en R
n
y ‖ · ‖ una norma induida sobre Rn,
‖∇Eλ(x)−∇Eλ(y)‖ =
∥∥V TΦλ(x)− V TΦλ(y)∥∥ ≤ ‖V ‖ ‖Φλ(x)− Φλ(y)‖
≤ γ ‖V ‖ ‖x− y‖ = η ‖x− y‖ ,
donde γ es la onstante de Lipshitz para Φλ ( γ = γ1 ó γ = γ2 ), y η = γ ‖V ‖.
Por lo tanto, Eλ también es ontinua según Lipshitz en R
n. Por Teorema 3.4
onluimos que la soluión maximal es únia y τ(x0) = +∞.
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(ii) Supongamos ahora que el onjunto L(x0) es aotado y τ(x0) < +∞. Por el Teo-
rema 3.5 tenemos que l´ım
t↑τ(x)
‖x(t)‖ = +∞, lo ual implia que la trayetoria x(t)
no onverge a ningún punto de aumulaión. Dado que L(x0) es aotado, podemos
denir τ0 de la siguiente forma (Figura 2):
τ0 = ı´nf {s ≥ 0 | s < τ(x0), x(s) ∈ Rn − L(x0)} < +∞;
por hipótesis, L(x0) es aotado, y por la ontinuidad de Eλ es un onjunto
x0
Eλ(x) = x0
x(τ0)
x(s)
s
t0•
τ0•
τ(x0)•
Figura 2. Trayetoria de la soluión x(t) uando se supone que τ(x0) < +∞.
errado; entones x(τ0) ∈ L(x0). Además, τ0 < τ(x0). Por lo tanto, para algunos
s en el intervalo (τ0, τ(x0)), se satisfae que
Eλ(x(s)) > Eλ(x(τ0)). (11)
Sin embargo,
dEλ(x(t))
dt
= ∇Eλ(x(t))T dx
dt
= −ρ ‖∇Eλ(x(t))‖2 ≤ 0, lo ual signi-
a que ∇Eλ es no reiente en [τ0, τ(x0)) , lo que ontradie (11). Por lo tanto,
τ(x0) = +∞.
X
El siguiente resultado establee la onvergenia de la trayetoria soluión.
Corolario 4.4. Sea x(t), on t ∈ [t0; τ(x0)), una soluión maximal de (7).
(i) Si τ(x0) = +∞ y {x(t)} es aotada, entones
l´ım
t→+∞
∇Eλ(x(t)) = 0. (12)
(ii) Si F es una funión P0, entones L(x0) es aotado y todo punto de aumulaión
de la trayetoria x(t) es soluión del PCNL.
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Demostraión. (i) Demostramos anteriormente que
dEλ(x(t))
dt
≤ 0, lo que implia que
Eλ(x(t)) es dereiente y es aotada inferiormente, ya que Eλ(x(t)) ≥ 0. Luego,
existe un punto de aumulaión x∗, en el ual Eλ alanza un ínmo; más aún,
este punto es un minimizador de Eλ, lo ual implia que ∇Eλ(x∗) = 0. Además,
dado que τ(x0) = +∞, podemos pasar al límite; en efeto,
0 = ∇Eλ(x∗) = ∇Eλ
(
l´ım
t→+∞
x(t)
)
= l´ım
t→+∞
∇Eλ(x(t)).
La hipótesis de que {x(t)} esté aotada garantiza que el sistema dinámio (7) tiene
soluión. En [18℄ se muestra un ejemplo en el que la onlusión del orolario no se
tiene, si {x(t)} no es aotada.
(ii) Supongamos que F es una funión P0; entones L(x0) es aotado ([15℄) y
por tanto {x(t)} también es aotada. Luego si x∗ es un punto de aumulaión,
∇Eλ(x∗) = 0, lo ual implia que x∗ es un minimizador de Eλ y que F es una
funión P0; x∗ también es soluión del NCPL ([15℄).
X
En lo que sigue, onsideramos una soluión x∗ del PCNL, la ual por la Proposiión 4.1
es también un punto de equilibrio de (7), y supondremos que x∗ es un punto de equilibrio
aislado de (7).
Teorema 4.5. Si x∗ es un punto de equilibrio aislado de (7), x∗ es estable asintótia-
mente para (7).
Demostraión. Sean Ω∗ ⊆ Rn una veindad abierta del punto de equilibrio aislado x∗ y
Eλ la funión denida en (4), la ual es ontinuamente difereniable y no negativa para
todo x ∈ Rn. Debido a que x∗ es una soluión del PCNL,
Eλ(x∗) = 0. (13)
Supongamos que existe un x ∈ Ω∗ on x 6= x∗ tal que Eλ(x) = 0. Por (6) tenemos que
∇Eλ(x) = V TΦλ(x) = 0, para toda V ∈ ∂Φλ(x), lo que implia que x es un punto de
equilibrio de (7), ontradiiendo la hipótesis de que x∗ es un punto de equilibrio aislado
de (7). Luego
Eλ(x) > 0, para todo x ∈ Ω∗, x 6= x∗. (14)
Por otra parte tenemos que
dEλ(x(t))
dt
= ∇
x(t)Eλ(x(t))
T dx
dt
= − ∥∥∇
x(t)Eλ(x(t))
∥∥2 ≤ 0. (15)
Así, de (13), (14), (15) y de la Deniión 3 tenemos que Eλ es una funión de Liapunov
para (7) sobre Ω∗.
Dado que x∗ es un punto de equilibrio aislado del modelo (7), de (15) onluimos que
dEλ(x(t))
dt
< 0, para todo x(t) ∈ Ω∗, x(t) 6= x∗.
Por lo tanto, el Teorema 3.9 garantiza que x∗ es estable asintótiamente para (7). X
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Diremos que una soluión x∗ de PCNL se llama regular, si todas las matries del
∂Φλ(x∗) son no singulares ([22℄). Con freuenia la regularidad ondue a onvergenia
superlineal de algunos métodos de optimizaión.
Un aspeto interesante del siguiente teorema es la relaión del onepto de regularidad de
una soluión del PCNL on el de estabilidad exponenial. La demostraión del teorema es
análoga a la del Teorema 4.6 en [17℄ para la funión de omplementariedad de Fisher-
Burmeister (que orresponde a ϕλ on λ = 2 ).
Teorema 4.6. Si x∗ es una soluión regular del PCNL, entones x∗ es estable expo-
nenialmente para (7).
Demostraión. Dado que x∗ es una soluión regular del PCNL, existen ([23℄) una ve-
indad B(x∗; δ) = {x ∈ Rn : ‖x− x∗‖ < δ} de x∗ y una onstante C tal es que, para
todo x en diha veindad y ualquier V ∈ ∂Φλ(x), la matriz V es no singular y
ma´x{‖V ‖, ‖V −1‖} ≤ C. (16)
Sea δ > 0 suientemente pequeño tal que, para ualquier x(t0) ∈ B(x∗; δ), se tiene
que x(t) → x∗ siempre que t → ∞, y de modo que el resultado del párrafo anterior se
satisfaga. Por tanto, existen κ1 y κ2 tales que para todo x ∈ B(x∗; δ),
κ1 ‖ v ‖2≤ vTV TV v ≤ κ2 ‖ v ‖2 . (17)
Por otra parte, si x∗ es una soluión regular del PCNL, entones es una soluión aislada
de Φλ(x) = 0 ([22℄, [23℄). Luego, de (9), x∗ es un punto de equilibrio aislado de (7), lo
ual por el Teorema 4.5 implia que x∗ es estable asintótiamente.
Dado que la funión Φλ es semisuave ([15℄), se tiene que para todo V ∈ ∂Φλ(x )
Φλ(x ) = Φλ(x∗) + V (x − x∗) + o(‖ x − x∗ ‖). (18)
Observemos que, o(‖x − x∗‖) = H(x), donde H es un ampo vetorial sobre Rn. Esto
signia que
l´ım
x→x∗
‖H(x)‖
‖x − x∗‖ = 0,
lo ual implia que, para todo ǫ > 0, existe δ¯ > 0 tal que
‖H(x)‖
‖x − x∗‖ ≤ ǫ, para todo x ∈ B(x∗; δ¯).
Equivalentemente,
o(‖x − x∗‖) ≤ ǫ ‖x − x∗‖ para todo x ∈ B(x∗; δ¯). (19)
En partiular, la ondiión (19) se satisfae para algún 0 < ǫ < κ1 y para todo x
en B(x∗; δ). Aquí hemos usado el heho de que (ver Figura 3), si δ¯ ≥ δ, entones la
ondiión (19) se satisfae para todo x ∈ B(x∗; δ); y si δ¯ < δ, entones reduimos el
tamaño de δ para que (19) se satisfaga.
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x∗
δ
δ
x∗
δ
δ
Figura 3. Reduiendo el tamaño de δ si fuese neesario.
Ahora onsideremos la funión Γ denida por Γ(t) = ‖x(t) − x∗‖2, para todo t ∈
[t0,∞). Derivando Γ respeto a t y usando (6), tenemos que, para todo V ∈ ∂Φλ(x(t)),
dΓ(t)
dt
= 2[x (t)− x∗]T dx
dt
= −2[x(t)− x∗]TV TΦλ(x (t)). (20)
Supongamos que T = {t ∈ [t0,∞)| : ‖x (t) − x∗‖ ≥ δ} 6= ∅. El onjunto T es aotado
inferiormente, luego existe τ = ı´nf T, que orresponde al primer valor de t para el ual
x(t) /∈ B(x∗; δ).
x∗
x0
x(τ )
B(x∗; δ)
Figura 4. x∗ es asintótiamente estable, pero no exponenialmente estable.
Sustituyendo (18) en (21) y teniendo en uenta que Φλ(x ∗) = 0, tenemos que para todo
t ∈ I = [t0, τ ),
dΓ(t)
dt
= −2(x (t)− x∗)TV TV (x (t)− x∗) + (−2)(x(t)− x∗)TV T o(‖x (t)− x∗‖). (21)
Usando (17) se tiene que
−2(x(t)− x∗)TV TV (x (t)− x∗) ≤ −2 κ1‖x(t)− x∗‖2. (22)
El segundo sumando de (21) satisfae la desigualdad
(−2)(x (t)− x∗)TV T o(‖x (t)− x∗‖) ≤ ǫ ‖x(t)− x∗‖2, (23)
porque g(x) = (−2)(x (t)− x∗)TV T o(‖x (t)− x∗‖) = o(‖x(t)− x∗‖2), ya que
l´ım
x(t)→x∗
|g(x)|
‖x(t)− x∗‖2 = 0.
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En efeto,
l´ım
x(t)→x∗
|g(x)|
‖x(t)− x∗‖2 ≤ l´ımx(t)→x∗
2‖V ‖‖(x(t)− x∗)‖o(‖x(t)− x∗‖)
‖x(t)− x∗‖‖x(t)− x∗‖
≤ 2‖V ‖ l´ım
x(t)→x∗
o(‖x(t)− x∗‖)
‖x(t)− x∗‖ ≤ 2(C)(0) = 0,
donde C es la onstante dada en (16).
Luego, por (21), (22) y (23) tenemos que
dΓ(t)
dt
≤ (−2κ1 + ǫ) ‖ x (t)− x∗ ‖2= (−2κ1 + ǫ) Γ(t).
Usando el Corolario 2.1 en [27℄ tenemos que Γ(t) ≤ e(−2κ1+ǫ) t Γ(t0), para todo t ∈ I, o
equivalentemente,
‖x(t)− x∗‖ ≤ eωt ‖x (t0)− x∗‖, t ∈ I, (24)
on ω = −κ1 + ǫ/2 < 0. Tomando el límite superior en (24), tenemos que
δ ≤ l´ım sup
t↑τ
‖x(t)− x∗‖ ≤ eω τ ‖x(t0)− x∗‖ < δ,
lo ual es una ontradiión. Luego, T = ∅ e I¯ = [0,+∞), y por la desigualdad (24) se
ompleta la prueba de la estabilidad exponenial de x∗. X
Del teorema anterior tenemos que para todo t ∈ [0,+∞) se satisfae la desigualdad (24).
En partiular, para t = k ∈ N on x (k) := xk :
‖xk − x∗‖ ≤ eωk ‖x0 − x∗‖;
esto garantiza la onvergenia de ualquier suesión que aproxime la trayetoria soluión
del modelo (7), omo se ilustra en la simulaión numéria que presentamos en la siguiente
seión.
5. Pruebas numérias
En esta seión analizamos numériamente el algoritmo propuesto. Para ello usamos siete
problemas de omplementariedad asoiados a algunas funiones de prueba ampliamente
utilizadas en la literatura sobre omplementariedad, las uales denimos a ontinuaión
(entre paréntesis aparee la abreviatura que utilizaremos en las tablas de resultados para
haer referenia a ada problema), on su soluión (x∗) y el punto iniial usado en los
algoritmos (x0).
Problema de Billups (Billups): F : R→ R está denida omo
F (x) = (x− 1)2 − 1.1;
x
∗ = 2.0488 y x0 = 0.
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Problema de KojimaShindo (Koj-Shi): F : R4 → R4 está denida omo
F (x) =


3x21 + 2x1x2 + 2x
2
2 + x3 + 3x4 − 6
2x21 + x
2
2 + x1 + 3x3 + 2x4 − 2
3x21 + x1x2 + 2x
2
2 + 2x3 + 3x4 − 1
x21 + 3x
2
2 + 2x3 + 3x4 − 3

 ;
x
∗ = (
√
6/2 0 0 0.5)T y x0 = (0 0 0 0)
T .
Problema de KojimaShindo modiado (Koj-Shi-mod): F : R4 → R4,
F (x) =


3x21 + 2x1x2 + 2x
2
2 + x3 + 3x4 − 6
2x21 + x
2
2 + x1 + 10x3 + 2x4 − 2
3x21 + x1x2 + 2x
2
2 + 2x3 + 9x4 − 9
x21 + 3x
2
2 + 2x3 + 3x4 − 3

 ;
x
∗ = (
√
6/2 0 0 0.5)T y x0 = (0 0 0 0)
T .
Problema de KojimaJosephy (Koj-Jo): F : R4 → R4, denida omo
F (x) =


3x21 + 2x1x2 + 2x
2
2 + x3 + 3x4 − 6
2x21 + x
2
2 + x1 + 3x3 + 2x4 − 2
3x21 + x1x2 + 2x
2
2 + 2x3 + 3x4 − 9
x21 + 3x
2
2 + 2x3 + 3x4 − 3

 ;
x
∗ = (1 0 3 0)T y x0 = (0 0 0 0)
T .
Problema de Mathiesen Modiado (Mathiesen): F : R4 → R4,
F (x) =


−x2 + x3 + x4
x1 − 4.5x3 + 2.7x4
x2 + 1
5− x1 − 0.5x3 + 0.3x4
x3 + 1
3− x1


;
x
∗ = (a 0 0 0)T , a ∈ [0, 3] y x0 = (1 1 1 1)T .
Problema tomado de [17℄ (uadrátio): F : R2 → R2 denida omo
F (x) =
(
2x1 + 4x2
2x2 + 4x1
)
;
x
∗ = (0 0)T y x0 = (1 1)
T .
A ontinuaión presentamos dos algoritmos que omponen el modelo de red neuronal
propuesto para resolver el PCNL. El primero desribe un proedimiento para alular
una matriz V ∈ ∂Φλ(x) análogo al usado en [9℄ para la funión de Fisher, y uya idea
general onsiste en onsiderar la suesión de vetores {yk = x+ εkz} , donde {εk} es
una suesión de números positivos que onverge a ero y z es un vetor tal que zi = 1
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si Fi(x) = xi = 0, y zi = 0 en otro aso. La suesión así onstruida onverge a x y las
matries jaobianas Φ′λ(yk) existen. Esta deduión se enuentra detalladamente en [1℄
y [15℄.
El segundo algoritmo onstituye propiamente el modelo de red neuronal propuesto para
resolver el PCNL. Dentro de este algoritmo implementamos una versión matriial del
método de Runge-Kutta de uarto orden ([5℄), uya iteraión básia es de la forma
xk+1 = xk +
h
6
M [1 2 2 1]T ,
donde M es una matriz de tamaño n× 4, siendo n la dimensión del problema.
Algoritmo 1 Cálulo de las matries en ∂Φλ(x)
Entrada: Dado x, se onstruye β = {i | xi = 0 = Fi(x)}.
Salida: V ∈ ∂Φλ(x).
1: para i = 1 hasta n haer
2: si i ∈ β entones
3: S ←√(zi −∇Fi(x)T z)2 + ziλ∇Fi(x)T z.
4: Vi ←
(
2(zi−∇Fi(x)
T
z)+λ∇Fi(x)
T
z
S
− 1
)
e
T
i +
(
−2(zi−∇Fi(x)
T
z)+λzi
S
− 1
)
∇Fi(x)T
5: si no
6: S ←√(xi − Fi(x))2 + xiλFi(x).
7: Vi ←
(
2(xi−Fi(x))+λFi(x)
S
− 1
)
e
T
i +
(
2(xi−Fi(x))+λxi
S
− 1
)
∇Fi(x)T
8: n si
9: n para
10: Salida V
Algoritmo 2 Modelo de red neuronal para resolver el PCNL
Entrada: t0 = 0 y x0 = x(t0).
Salida: Soluión numéria de x(t).
1: Se alula V ≡ V (x0) mediante el algoritmo 1.
2: Se alula Φλ(x0).
3: mientras
1
2 ‖Φλ(xk)‖2 ≥ 10−10 y
∥∥V TΦλ(xk)∥∥ ≥ 10−5 haer
4: Atualizamos xk+1, utilizando la forma matriial de Runge-Kutta, es deir,
xk+1 = xk +
h
6
[
M1 M2 M3 M4
] [
1 2 2 1
]T
, donde
M1 = G(xk),
M2 = G(xk +
1
2hG(xk)),
M3 = G(xk +
1
2hG(xk +
1
2hG(xk))),
M4 = G(xk + hG(x0 +
1
2hG(xk +
1
2hG(xk)))),
on G(xk) = −ρ V TΦλ(xk).
5: Se alula V ≡ V (xk) mediante el algoritmo 1
6: Se alula Φλ(xk).
7: n mientras
8: Salida xk.
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Para esribir los ódigos de los algoritmos utilizamos el software Matlab
r
. Realizamos
los experimentos numérios en un omputador on proesador Intel(R) Core(TM) i5-
3450S CPU de 2,80 GHz en un sistema operativo de 64 bits.
La Tabla 1 ontiene los resultados obtenidos on el Algoritmo 2, el ual usa un pará-
metro λ dinámio ([15℄) y los obtenidos on un algoritmo que usa un modelo análogo
al propuesto en [17℄, en el ual λ = 2. Estos últimos resultados se indian en la tabla
usando un asteriso después de la abreviatura del problema. Para todos los experimentos,
el valor del parámetro ρ, en el modelo, es ρ = 103, y el tamaño de paso esogido en el
método de Runge-Kutta es h = 10−5.
La primera olumna de la tabla india el problema utilizado; la segunda, da el valor del
parámetro t en el ual delaramos onvergenia, y las tres olumnas siguientes ontienen
los valores nales de ‖x(t)− x∗‖, ‖∇Eλ(x(t))‖ y |Eλ(x(t))|, respetivamente.
Problema t ‖x(t)− x∗‖ ‖∇Eλ‖ |Eλ|
Billups 1,270000e-03 2,398465e-06 5,675707e-05 9,151717e-11
Billups
∗
3,010000e-03 2,161289e-06 2,942230e-05 9,837168e-11
Koj-Shi 4,931000e-03 2,113732e-05 1,888083e-05 9,977221e-11
Koj-Shi
∗
2,199000e-02 2,229580e-05 9,957821e-06 1,110084e-10
Koj-Shi-mod 5,249000e-03 2,010010e-05 1,892561e-05 9,977325e-11
Koj-Shi-mod
∗
2,327000e-02 2,061545e-05 9,987753e-06 1,029506e-10
Koj-Jos 9,847000e-03 2,761663e-05 1,447005e-05 9,990373e-11
Koj-Jos
∗
4,337000e-02 3,812819e-05 9,988814e-06 1,904285e-10
Mathiesen 6,669000e-02 3,005689e-02 9,999414e-06 3,586985e-10
Mathiesen
∗
2,600000e-02 2,990021e-02 9,976923e-06 1,569724e-09
Cuadrátio 2,860000e-03 1,525697e-05 2,798854e-05 9,791978e-11
Cuadrátio
∗
1,359000e-02 1,530965e-05 1,288038e-05 9,859705e-11
Cuadro 1. Resultados on λ dinámio y on λ = 2.
Esta tabla muestra que el modelo propuesto es ompetitivo, y en el aso del problema
uadrátio es mejor. Cabe menionar que el problema de Billups fue onstruido por
Billups ([4℄) on el objetivo de haer que los métodos usados para resolverlo fallen ([15℄);
es deir, es un problema de alta exigenia en uanto a su onvergenia, pero observamos
que los algoritmos lo resolvieron.
6. Conlusiones
En este artíulo proponemos un modelo de red neuronal basado en el método de máximo
desenso para resolver problemas de omplementariedad no lineal, el ual usa por primera
vez una familia uniparamétria de funiones de omplementariedad omo funión energía.
Estableemos resultados de existenia, estabiliad y de onvergenia de la trayetoria
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de la red neuronal. Además, presentamos algunas pruebas numérias preliminares que
muestran que el modelo propuesto es ompetitivo.
Finalmente, en búsqueda de ampliar el espetro de trabajo on respeto a redes neuro-
nales para omplementariedad no lineal, onsideramos onveniente realizar más pruebas
numérias del algoritmo propuesto y modiar el modelo propuesto para resolver proble-
mas on restriiones.
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