Abstract-We study the problem of distributed state estimation in a network of sensing units that can exchange their measurements but the communication between the units is constrained. The units collect noisy, possibly only partial observations of the unknown state; they are assisted by a scheduler which organizes the exchange of measurements between the units. We consider the task of minimizing the total meansquare estimation error of the network while promoting balance between the individual units' performances. This problem is formulated as the maximization of a monotone objective function subject to a cardinality constraint. By leveraging the notion of weak submodularity, we develop an efficient greedy algorithm for the proposed formulation and show that the greedy algorithm achieves a constant factor approximation of the optimal objective. Our extensive simulation studies illustrate the efficacy of the proposed formulation and the greedy algorithm.
I. INTRODUCTION
The problem of distributed estimation in a network of sensing units that are capable of exchanging information arises in a variety of settings. An example is the network of autonomous vehicles equipped with a number of sensors that enable tasks such as identification of the navigation paths and estimation of the position, velocity, and trajectory of nearby objects. However, state-of-the-art sensing technologies including radar, cameras, and LIDAR have limited sensing range and typically only provide information about objects in the line-of-sight. To overcome the lack of adequate information in cluttered and partially observed environments, autonomous vehicles communicate with roadside units and other vehicles using vehicle-to-infrastructure and vehicle-tovehicle communication protocols. An autonomous vehicle can generate up to one TB of data in a single trip [1] . Handling enormous amounts of sensing data in a network of autonomous vehicles presents a major challenge for the current communication technologies such as the dedicated short-range communication (DSRC) schemes [2] that are characterized by limited range and transmission rates.
Given a network of units, it is generally of interest to design an inference scheme that minimizes the overall estimation error [3] , [4] ; however, in many applications it is of critical importance that each unit generates a reliable estimate so as not to adversely affect decision making of other units in the network (e.g., in the context of autonomous vehicles, a unit with high estimation error may need to slow down and Authors are with the Department of Electrical and Computer Engineering, University of Texas at Austin, Austin, TX 78712 USA.
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force other units to do the same). Therefore, we are interested in minimizing the total mean-square estimation error for the entire network while promoting balanced performance of the individual units. The well-known sensor selection problem [5] - [9] can be thought of as a special instance of the described task. There, one is interested in the design of an optimal estimation scheme under communication constraints for a single unit (i.e., the fusion center) which collects sensor data. More specifically, due to various practical considerations and limitations on resources including computational and communication constraints, the fusion center typically aggregates information by querying only a small subset of the available sensors. Since finding an optimal solution to the sensor selection problem is NP-hard, state-of-the-art sensor selection algorithms attempt to find an approximate solution in an iterative fashion by leveraging a greedy heuristic. For instance, [7] , [8] consider a greedy algorithm for the log det maximization formulation of the sensor selection problem. Since the log det of the Fisher information matrix is a monotone submodular function [10] , the greedy scheme developed in [7] , [8] is a (1 − 1/e)-approximation algorithm. A randomized greedy approach proposed in [9] leverages the weak submodularity of the mean-square error (MSE) objective in the sensor selection problem. Greedy sensor selection solvers are employed in various related problems in control systems, signal processing, and machine learning. Examples include sensor selection for Kalman filtering [7] , [11] , subset selection in machine learning [12] , voltage control and meter placement in power networks [13] , [14] , and sensor scheduling in wireless sensor networks [8] , [11] . None of these methods, nor the related distributed and consensusbased schemes in [15] - [17] , are directly applicable for the setting that we consider: estimation in resource-constrained networks of sensing units with the goal of simultaneously minimizing the total MSE of the network while promoting balanced performance of the individual units.
In this paper, we address the above challenges by making the following key contributions:
• We formulate the task of state estimation in a network of sensing units under a constraint on communication resources and a demand for balanced performance of the individual units as the problem of maximizing a monotone objective function subject to a cardinality constraint. The cardinality constraint naturally captures the aforementioned communication constraint. The proposed objective function consists of two parts: the total MSE of the network and a regularizing term that promotes balanced performance of individual units.
• We develop an efficient greedy algorithm for the proposed NP-hard formulation. By leveraging the notion of weak submodularity, we show that the greedy algorithm achieves a constant factor approximation of the optimal schedule.
• In simulation studies, we illustrate that our proposed formulation promotes balanced performance of the individual units while minimizing the total MSE of the network.
II. PROBLEM DESCRIPTION

A. Notation and preliminaries
First, we briefly summarize the notation used in the paper. Sets are denoted by calligraphic letters, |S| denotes the cardinality of set S, and we define [n] := {1, 2, . . . , n}. Bold capital letters are used to denote matrices while bold lowercase letters represent column vectors. A ij denotes the (i, j) entry of A, a j is the j th row of A, A S is a submatrix of A that contains rows indexed by the set S, and λ max (A) and λ min (A) are the largest and the smallest eigenvalues of A, respectively. Finally, I n ∈ R n×n is the identity matrix. Next, we overview some definitions that are essential in the development and analysis of the proposed framework.
for all subsets S ⊆ T ⊂ X and j ∈ X \T . The term f j (S) = f (S ∪ {j}) − f (S) is the marginal value of adding element j to set S. Furthermore, f is monotone if f (S) ≤ f (T ) for all S ⊆ T ⊆ X .
Definition 2.
The maximum element-wise curvature of a monotone non-decreasing function f is defined as
where
The maximum element-wise curvature is a closely related concept to submodularility and essentially quantifies how close the set function is to being submodular. It is worth noting a set function f (S) is submodular if and only if its maximum element-wise curvature satisfies C f ≤ 1.
B. System model
We consider a fully connected distributed network of m nodes with sensing, communication, and processing capabilities. 1 The network also includes a scheduler that organizes the exchange of information among the units, i.e., the scheduler decides which information should be communicated from one unit to another.
One can think of the described network as having an undirected graph structure, where vertices and edges represent the nodes and the connections among them, respectively. An 1 Throughout the paper, the words unit and node are used interchangeably. example of such a network is illustrated in Fig. 1 . There, the scheduler R organizes exchange of observations O i,j and O i,k to node i from nodes j and k, respectively. For instance, in a multi-target tracking application using a swarm of UAVs [18] - [20] , each unit is a UAV equipped with radar, GPS, and Lidar systems, while the swarm leader schedules exchange of information among the units.
To model the dynamics of the underlying hidden state x ∈ R n , we assume a state-space model
where A t ∈ R n×n is the state-transition matrix and w t ∈ R n is the zero-mean Gaussian state noise with covariance Q ∈ R n×n . We further assume that the state x t is uncorrelated with w t and the initial state x 0 is sampled from a Gaussian distribution, i.e., x 0 ∼ N (0, Σ x ).
The i th node in the network acquires partial noisy linear observations of the underlying state according to
where i ∈ [m] and H i,t denotes the matrix collects components of the underlying state sensed by i th node. Let L i,t denote the set of noisy observations of the components of x t available to the i th node (i.e., the noisy observations collected by the vector y i,t ). Here, we do not make any assumptions on the structure of H i,t . 2 We assume that the observation noise n i,t ∈ R |Li,t| is spatially and temporally independent zero-mean Gaussian noise with covariance R i,t = σ Let P Li,t be the filtered error covariance matrix of the i th agent at time t obtained by using only the local measurements L i,t . Then,
is the prediction error covariance matrix. If the scheduler R at time t allocates observations to node i, agent i receives the subset O i of the measurements from the agents selected by R. Let
be the Fisher information matrix associated with the i th node that determines the prior information and confidence of the node i before receiving the partial observation set O i . The filtered error covariance matrix of the i th node will then be updated according to
The global MSE of the network at time t is defined as the sum of the MSEs of the individual nodes. In particular,
wherex i,t is the linear estimate of x t computed by the i th unit at time t. Since the MSE is equivalent to the trace of the filtered error covariance matrix,
As stated in Section I, the amount of information allowed to be exchanged among the nodes of the network at any given time step is limited. More specifically, we assume that the subsets of partial observations {O i } m i=1 scheduled to be communicated to each agent should satisfy
where K denotes the total number of observations that are allowed to be exchanged among the nodes of the network. The scheduler decides how to allocate measurements to individual nodes by solving the optimization problem
A comparison of (7) to a (simpler) sensor selection problem reveals that finding the optimal solution to (7) is generally NP-hard. In addition to being computationally challenging, optimization (7) does not necessary lead to a solution that would promote balanced MSE performance of the individual units; this point is illustrated by the simulation results in Section V. To this end, we next add a regularization term to the objective function so as to promote balanced performance while still finding a near-optimal solution to the MSE estimation problem for the entire network.
III. PROMOTING BALANCED PERFORMANCE OF THE
The triplet (i, j, k) denotes that the k th measurement of node j is communicated to node i. The function f (S) is inversely related to the total MSE of the network. To arrive at a measurement exchange scheme that promotes balanced performance across the network units, we propose the optimization problem
is a regularization function and γ ≥ 0 denotes the regularization parameter that determines the significance of balancing with respect to the goal of minimizing the total MSE of the entire network. On one hand, when γ = 0 the relay node R attempts to find a schedule that results in the lowest total MSE while disregarding potential imbalance in performance of the individual units. On the other hand, when γ is relatively large, the exchange of information determined by R is such that the differences between the MSEs of individual sensing nodes in the network become as small as possible. Notation (i, −, −) ∈ S in (9) and (10) implies that it does not matter for g(S) which measurements are communicated to the i th node; instead, it is the number of communicated measurements that is used to promote balanced performance.
Note that the proposed formulation (9) is an NP-hard combinatorial optimization problem, as it generalizes (7).
However, as we show next, the proposed objective function u(S) = f (S) + γg(S) is monotone weak submodular, i.e., under some mild conditions it is characterized with a bounded maximum element-wise curvature. Hence, one can find an approximate solution to (9) using a greedy algorithm, as we state in the next section.
We proceed by providing two propositions to characterize the combinatorial properties of f (S) and g(S). For simplicity of the stated results, we assume that R i,t = σ 2 I |Li,t| , i.e., use the same measurement noise statistics for all sensing nodes of the network (a generalization is straightforward). (F i,t ) , and H t = [H 1,t , . . . , H 1,m ] . Let C f be the maximum element-wise curvature of f (S). If
then it holds that
Proof. Note that f (S) is the sum of the additive inverse of the MSE of the sensing nodes that receive partial observations. Let i be one such node. Theorem 1 in [9] states that if
then the maximum element-wise curvature of the additive inverse of the MSE of node i, C i , satisfies
It is straightforward to see that the condition stated in (11) implies (13) Proof. In order to prove the results, we first find the marginal gain g (i,−,−) (S) that in the following argument is denoted by g i (S) (with a slight abuse of notations for the sake of readability). By the definition of g(S) and the marginal gain,
Since log(.) is a monotonically increasing function, |O i | ≥ 0, |L i | > 0, g i (S) > 0 and hence g(S) is monotone. We now prove the second part of the statement, i.e., submodularity of g(S). Specifically, we should prove that the marginal gain of adding (i, j, k) to S is greater than adding it to a larger set S ∪ {(i , j , k )} where (i, j, k) = (i , j , k ). Two cases might happen. First, assume that i = i . Then,
(17) Combining (16) and (17) we conclude g i (S) ≥ g i (S ∪ {(i , j , k )}) which in turn implies submodularity.
By combining the results of Proposition 1 and Proposition 2, and by employing the matrix inversion lemma [21] , we obtain the following theorem about the proposed objective function u(S). Theorem 1. The utility set function u(S) is a monotone, weak submodular function, u(∅) = 0, and
Proof. First note that it clearly holds that u(∅) = f (∅) + γg(∅) = 0. Furthermore, since u(S) = f (S) + γg(S) is the sum of a monotone weak submodular and a submodular function, it is also monotone weak submodular and (15) and recursively find f (i,j,k) as
IV. GREEDY EXCHANGE OF OBSERVATIONS The analysis of combinatorial characteristics of the proposed utility set function reveals that the optimization problem in (9) is that of maximizing a monotone weak submodular set function subject to cardinality constraint. Therefore, in order to find a near-optimal scheduling of the observations exchange, we resort to their greedy selection. More specifically, at each time step t, the scheduler observes the performances of the local nodes and calculates the marginal gain of the possible distribution patterns (i, j, k) using (18) . Then it adds the pattern yielding the highest marginal gain to the scheduling set S t and updates the performance records F i,S for each node using (20) . After repeating this procedure K times, the scheduler sends the instructions for the exchange of observations to the individual nodes.
The proposed method is formalized as Algorithm 1. Performance and complexity of the greedy algorithm are characterized by the following theoretical results.
Algorithm 1 Greedy Observation Distribution Scheduling
Update S t ← S t ∪ {(i, j, k)}.
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Theorem 2. Let C u be the maximum element-wise curvature of u(S), i.e., the objective function of the balanced performance promoting scheduling problem in (9) . Let {O i } (i,−,−)∈S denote the set S of the observations selected to be communicated through the network by Algorithm 1 at time t, and let {O * i } (i,−,−)∈S * be the optimal schedule of (9) such that (i,−,−)∈S |O i | ≤ K, and
where c = max{1, C u }. Furthermore, the computational complexity of Algorithm 1 is O(Kmn
In this section, we study the performance of the proposed algorithm in different scenarios. In particular, we simulate a fully connected network having 3 nodes, set the dimension of the state vector to n = 50, and assume that a scheduler is given information about the observation matrices of the individual nodes. For the state-transition matrix of the linear dynamical system, we set A t = 0.8I n and randomly generate partial observation matrices H i,t . The observation patterns of the nodes vary with different runs; however, we preserve the rank of the matrices -in particular, rank(H 1,t ) = 21, rank(H 2,t ) = 37 and rank(H 3,t ) = 5. We assume a zeromean Gaussian process noise and a zero-mean Gaussian observation noise at individual nodes with covariance matrices Q = 0.2I n and R i,t = 0.05I n , respectively. We run 10 Monte-Carlo simulations and select time horizons for each run as T = 20.
We first consider the MSE performances of the individual nodes in the network under regularized (γ > 0) and non-regularized (γ = 0) settings. The total number of measurements that can be exchanged among the units is set to K = 40. The regularization coefficients are set to γ = 200 and γ = 0; the large difference between the regularization coefficients will emphasize the effect of the balancing term on the individual node performance. In Fig. 2(a) , we observe that the regularization term balances the individual node performances. We also observe that in the absence of regularization the nodes exhibit temporally rapidly varying MSE performance. This is primarily due to a deterministic nature of the greedy selection of the set of observations shared among the agents. In particular, when the regularization term is set to zero, at each time step the algorithm greedily schedules most of the observations to the node with the highest MSE. On the other hand, the nonzero regularization term ensures a temporally smoother and balanced MSE performances of the individual units.
To study the effect of the number of shared observations, we vary K from 20 to 100. We compare the total network MSE (the sum of individual MSEs) at the last time step of the regularized and non-regularized schemes in Fig. 2(b) . We observe that the non-regularized scheme always yields a lower total MSE as compared to the regularized one; this is expected since it completely focused on minimization of the total MSE and ignores balance of the individual units performances. For K = 100, we observe that both networks essentially perform the same, which is expected due to sharing essentially all the observations in the network.
Finally, we investigate the effect of the regularization parameter γ on balancing the individual performances of the nodes in the network. We set K = 40 and vary γ for the regularized network from 0.1 to 100 with log-scale increments. We compare the sum of pairwise MSE distances of the nodes in the regularized and non-regularized networks in Fig. 2(c) . We observe that the use of higher regularization coefficients results in a more balanced performances between individual nodes.
VI. CONCLUSION
In this paper, we considered the task of distributed state estimation in a communication-constrained network of sensing units. The network consists of units with sensing and communication capabilities as well as a scheduler that organizes the exchange of information in the network. In addition to minimizing the total mean-square error, a certain level of performance balancing is desired throughout the network. We formulated this task as the maximization of a monotone objective function subject to cardinality constraint. The proposed objective function is the sum of two monotone set functions: the first function, which is weak submodular, is inversely related to the total MSE of the network while the second one is submodular and favors a schedule of observation exchange that promotes balanced performance of individual units. Since the proposed formulation is NPhard, we developed a simple greedy algorithm and theoretically analyzed its performance by deriving a constant factor approximation on its achievable utility as compared to the utility attained by the optimal schedule. Through a series of simulations, we demonstrated that the proposed formulation minimizes the total MSE of the network while balancing individual units performance. As part of the future work, we will extend the proposed framework to a network of potentially nonlinear dynamical systems with multiple schedulers and analyze its performance. (c) Fig. 2: (a) The MSEs of the individual units for the balanced performance promoting (labeled as "Reg.") and unbalanced (labeled as "Non-Reg.") measurement exchange schemes. The network contains three sensing units performing distributed state estimation by means of Kalman filtering. (b) A comparison of the total MSE of the proposed balance-promoting and unbalanced measurement sharing schemes versus the number of shared observations K. As K increases, the gap between the two schemes is reduced. (c) A comparison of sum of pairwise node-level MSE distances for varied regularization parameter γ. As γ increases, the proposed balance-promoting framework attempts to decrease the MSE distances of the individual nodes across the network.
