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Abstract
The symmetric subpace has many applications in quantum information theory. This review
article begins by explaining key background facts about the symmetric subspace from a quantum
information perspective. Then we review, and in some places extend, work of Werner and
Chiribella that connects the symmetric subspace to state estimation, optimal cloning, the de
Finetti theorem and other topics. In the third and final section, we discuss how the symmetric
subspace can yield concentration-of-measure results via the calculation of higher moments of
random quantum states.
There are no new results in this article, but only some new proofs of existing results, such as
a variant of the exponential de Finetti theorem. The purpose of the article is (a) pedagogical,
and (b) to collect in one place many, if not all, of the quantum information applications of the
symmetric subspace.
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Variable Definition
d local dimension of each subsystem
[d] the set {1, . . . , d}
∨nCd the symmetric subspace of (Cd)⊗n
P d,nsym the orthogonal projector onto ∨nCd
d[n]
(
d+n−1
n
)
= dim∨nCd = trP d,nsym
Pd(pi)
∑
i1,...,in∈[d]
∣∣ipi−1(1), . . . , ipi−1(n)〉 〈i1, . . . , in|
Sn the symmetric group on n objects
Ud the group of d× d unitary matrices
Z+ nonnegative integers
Id,n {(t1, . . . , td) : t1, . . . , td ∈ Z+, t1 + . . .+ td = n}(
n
~t
)
n!
t1!...td!
L(V) linear operators on a vector space V
H(V) Hermitian operators on V
ϕ |ϕ〉 〈ϕ| (convention used for all pure states)
Table 1: Here is a table of notation, used throughout the notes. For now, you should skip it and
go straight to Section 1.
Schur-Weyl duality between the unitary and symmetric groups is a powerful and useful tool
in quantum information. But some aspects of it are unsatisfactory. The proofs are rarely fully
self-contained, and require excursions into other Lie algebras. At the same time, they involve
irreducible representations (irreps) that lack simple, explicit, constructions, making the theory less
useful for calculations than one would like. But in many cases, the symmetric subspace is the only
necessary piece that needs to be understood. The symmetric subspace is the simplest component
of Schur-Weyl duality (with the antisymmetric subspace a close second) and often can be used
effectively without the need to ever explicitly invoke representation theory.
In Section 1 of these notes, I will give a self-contained review of the properties of the symmetric
subspace. Some applications of the symmetric subspace involve cloning, state estimation and the
de Finetti theorem. These are discussed in a unified way by [10], and in Section 2, I will give a
brief review of that paper. Another reason to study the symmetric subspace is that it is a way of
looking at higher moments of quantum states. In Section 3, I’ll explain how this can be used to give
alternate and unified derivations of many concentration-of-measure results in quantum information
theory. This is the only part of the paper to mostly consist of original work, although even here
this consists mostly of new proofs of previously known theorems.
1 The symmetric subspace
One motivation for writing these notes is that there is no comprehensive treatment of the symmetric
subspace from the quantum information viewpoint. Ref. [11] covers some of it, Ref. [23] a little
less, and Refs. [18, 33] are excellent, but approach the subject respectively from the Lie-algebraic
or combinatorial perspective, rather than in terms of quantum information. All of these are really
more focused on Schur-Weyl duality in general than the symmetric subspace specifically. Some
exceptions are Ref. [5, 27], which are good, but present only as much of the theory as they need for
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for their applications. Koenraad Audenaert has also written some nice notes on the representation
theory of the symmetric group [4].
Let Sn be the symmetric group on n letters. For pi ∈ Sn, define
Pd(pi) =
∑
i1,...,in∈[d]
∣∣ipi−1(1), . . . , ipi−1(n)〉 〈i1, . . . , in| .
Note that Pd(pi1pi2) = Pd(pi1)Pd(pi2). In other words, Pd is a representation of Sn on (Cd)⊗n.
The symmetric subspace of (Cd)⊗n is denoted ∨nCd and is defined to be
∨n Cd = {|ψ〉 ∈ (Cd)⊗n : Pd(pi) |ψ〉 = |ψ〉 ∀ |ψ〉 ∈ Sn}. (1)
(The ∨ denotes the symmetric product, by contrast with ∧ which stands for the antisymmetric
product, and which we will not discuss here.)
Define
P d,nsym =
1
n!
∑
pi∈Sn
Pd(pi). (2)
Proposition 1. P d,nsym is the orthogonal projector onto ∨nCd.
Proof. Since group multiplication is invertible, we have that for any pi ∈ Sn
Pd(pi)P
d,n
sym = Pd(pi)
1
n!
∑
pi′∈Sn
Pd(pi
′)
=
1
n!
∑
pi′∈Sn
Pd(pipi
′)
=
1
n!
∑
(pi−1pi′)∈Sn
Pd(pi
′)
=
1
n!
∑
pi′∈Sn
Pd(pi
′) = P d,nsym.
(3)
Similarly, we have P d,nsymPd(pi) = P
d,n
sym.
This implies that
(P d,nsym)
†P d,nsym =
1
n!
∑
pi∈Sn
Pd(pi
−1)P d,nsym =
1
n!
∑
pi∈Sn
P d,nsym = P
d,n
sym.
Therefore P d,nsym is an orthogonal projector, since Π†Π = Π is a necessary and sufficient condition
for an operator Π to be an orthogonal projector.
We also use (3) to show that for any |ψ〉 ∈ (Cd)⊗n,
Pd(pi)P
d,n
sym |ψ〉 = P d,nsym |ψ〉 .
Thus P d,nsym |ψ〉 ∈ ∨nCd, and we have that ImP d,nsym ⊆ ∨nCd.
To show that ∨nCd ⊆ ImP d,nsym, we observe that if |ψ〉 ∈ ∨nCd then P d,nsym |ψ〉 = 1n!
∑
pi∈Sn Pd(pi) |ψ〉 =|ψ〉.
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The alert reader will notice that almost no properties of Sn were used in the above proof. We
can generalize Proposition 1 to a large class of groups. The necessary condition is that a group
G should have an invariant measure µ. That is, for any integrable function f : G → C, and any
g ∈ G, we have ∫x∈G µ(x)f(x)dx = ∫x∈G µ(x)f(gx)dx. Such measures exist for all finite groups
(take µ(x) = 1/|G| and replace the integral by a sum) and for all compact Lie groups, such as the
unitary group. In the latter case, there is a unique measure (up to normalization) called the Haar
measure.
For a vector space V , define L(V ) to be the set of linear operators on V .
Proposition 2. Let G be a group with an invariant measure µ, and a representation R : G→ L(V ).
Define
V G := {|ψ〉 ∈ V : R(g) |ψ〉 = |ψ〉 ∀g ∈ G} (4)
Π :=
∫
x∈G
dxµ(x)R(x) (5)
Then Π is an orthogonal projector onto V G.
We omit the proof, as it follows the same lines as that of Proposition 1.
We now return to our discussion of the symmetric subspace, and give two equivalent character-
izations of ∨nCd. First define
A = span{|ϕ〉⊗n : |ϕ〉 ∈ Cd}.
Second, let Z+ denote nonnegative integers. Let Id,n = {(t1, . . . , td) : t1, . . . , td ∈ Z+, t1 + . . .+
td = n}. For ~t ∈ Id,n we abbreviate the multinomial coefficient n!t1!...td! by
(
n
~t
)
. For~i = (i1, . . . , in) ∈
[d]n, the type of~i is denoted T (~i) and defined to be the vector in Id,n whose jth entry is the number
of times that j appears in the string (i1, . . . , in). Note that |T−1(~t)| =
(
n
~t
)
. Now define
∣∣s~t〉 :=
√(
n
~t
) ∑
~i:T (~i)=~t
|i1, . . . , in〉 .
Finally we can define the subspace
B = span{∣∣s~t〉 : ~t ∈ Id,n}.
We can now state our main theorem about the structure of ∨nCd.
Theorem 3.
∨nCd = A = B.
Proof. Since A and B are both spanned by sets of vectors that are individually invariant under
Pd(pi), it follows that A ⊆ ∨nCd and B ⊆ ∨nCd.
To show that ∨nCd ⊆ B, we note that P d,nsym |i1, . . . , in〉 =
( n
T (~i)
)−1/2 ∣∣∣sT (~i)〉 and therefore
ImP d,nsym ⊆ B. Since ∨nCd = ImP d,nsym, we conclude that ∨nCd = B.
The last step is to show that B ⊆ A. Here we use polynomials in a clever way. Suppose
p(x) = v0 + xv1 + . . . + x
dvd, for v0, . . . , vd vectors in a finite-dimensional space V . For some
subspace W ⊂ V , suppose that p(x) ∈W for all x. Then I claim that v0, . . . , vd ∈W . The proof is
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that derivatives of p(x) can be expressed as limits of linear combinations of p(x) for different values
of x, and therefore are all contained in W . Then we use the fact that vk =
1
k!
∂k
∂xk
p(x)|x=0.
By induction on the number of variables, we can extend this to argue that if p(x1, . . . , xd) ∈W
for all x1, . . . , xd then the coefficient of x
t1
1 . . . x
td
d must be in W for each t1, . . . , td ∈ Zd+.
Now, consider the polynomial |p(x1, . . . , xd)〉 := (
∑d
i=1 xi |i〉)⊗n. Since |p(x1, . . . , xd)〉 is a tensor
power state, it belongs to A. The coefficient of xt11 . . . x
td
d in |p(x1, . . . , xd)〉 is proportional to
∣∣s~t〉.
Therefore
∣∣s~t〉 ∈ A for all ~t ∈ Id,n. We conclude that B ⊆ A.
One interesting consequence of Theorem 3 is obtained by replacing Cd with Md, the vector space
of d × d matrices. The symmetric group acts on M⊗nd by conjugation, with pi sending M ∈ M⊗nd
to Pd(pi)MPd(pi)
†.
Corollary 4. If M ∈ M⊗nd , then [M,Pd(pi)] = 0 for all pi ∈ Sn if and only if M ∈ span{X⊗n :
X ∈Md}.
Corollary 4 is like a baby de Finetti theorem (of which we will discuss more in Section 2). It
says that a permutation-invariant state ρ can be written as
∑
aiX
⊗n
i . Unfortunately, ai and Xi do
not have to be positive, making this decomposition less useful.
Another natural way to understand ∨nCd is in terms of representation theory.
Theorem 5. ∨nCd is an irreducible represention of Ud under the action U 7→ U⊗n.
This fact is often proved using facts about the irreducible representations of Lie algebras. To
keep things self-contained, I will give an elementary proof using ideas familiar to quantum infor-
mation.
Proof. Consider an arbitrary pair of unit vectors |ψ1〉 , |ψ2〉 ∈ ∨nCd. We will demonstrate the
existence of a U ∈ Ud such that 〈ψ1|U⊗n |ψ2〉 6= 0. Equivalently, we will choose a probability
distribution over U satisfying
E
U
〈ψ1|U⊗n |ψ2〉 6= 0. (6)
To this end, choose unit vectors |ϕ1〉 , |ϕ2〉 ∈ Cd such that 〈ψi| · |ϕi〉⊗n 6= 0 for i = 1, 2. By
Theorem 3, these vectors must exist. Then, for i = 1, 2, choose Vi uniformly at random from the
set of unitaries satisfying Vi |ϕi〉 = |ϕi〉. Such unitaries can be constructed by choosing a random
element of Ud−1 and embedding it in the space orthogonal to |ϕi〉. Since EVi V ⊗ni is an average over
a group action, Proposition 2 implies that it is a projector onto the set of vectors fixed by each
V ⊗ni ; in particular,
E
Vi
V ⊗ni = |ϕi〉 〈ϕi|⊗n .
Finally, choose W ∈ Ud to be a unitary satisfying W |ϕ2〉 = |ϕ1〉, and let U = V †1 WV2. Then
EU U⊗n = |ϕ1〉 〈ϕ2|⊗n, and since we have assumed |ψi〉 has nonzero overlap with |ϕi〉⊗n for i = 1, 2,
we obtain (6).
Using Theorem 5 and Schur’s Lemma gives us another characterization of P d,nsym.
Proposition 6.
E
ϕ
ϕ⊗n =
P d,nsym
trP d,nsym
=
P d,nsym
d[n]
=
∑
pi∈Sn Pd(pi)
d(d+ 1) · · · (d+ n− 1) . (7)
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Here Eϕ means that we average over a randomly chosen unit vector |ϕ〉 ∈ Cd.
Proof. Observe that ρ := Eϕ ϕ⊗n commutes with all U⊗n. Thus, by Schur’s Lemma and Theo-
rem 5, ρ must be proportional to the identity operator on that space, which is P d,nsym. To find the
normalization, we observe that tr ρ = 1.
One consequence of Proposition 6 is that
{d[n] |ϕ〉 〈ϕ|⊗n dϕ} (8)
forms a continuous POVM.
Another consequence is that averaging ϕˆ⊗n over Gaussian vectors |ϕˆ〉 gives an operator pro-
portional to a projector. If the normalization (and covariance) of the Gaussian is chosen so that
Eϕˆ ϕˆ = I/d, then we can show that
E
ϕˆ
ϕˆ⊗n =
n!
dn
P d,nsym = d
−n ∑
pi∈Sn
Pd(pi). (9)
How? Well, let |ϕˆ〉 = x |ϕ〉, for x ∈ R+ and |ϕ〉 a unit vector. Because of the rotational invariance
of the Gaussian distribution, it follows that x and |ϕ〉 are independent random variables. Thus
Eϕˆ ϕˆ⊗n = Ex |x|2n Eϕ ϕ⊗n. It remains only to compute Ex |x|2n. To do so, let aj := 〈j|ϕˆ〉 so that
|x|2 = |a1|2 + · · ·+ |ad|2. Next, we recall the formula for a Gaussian integral:∫
a∈Cd
da e−α(|a1|
2+···+|ad|2) = (pi/α)d. (10)
We can use this to calculate Ex |x|2n by differentiating (10) with respect to−α n times, then dividing
by the normalization (pi/α)d, and finally setting α = d. This yields Ex |x|2n = (1 + 1d) · · · (1 + n−1d ).
Combining with (7), we obtain (9).
Alternatively, (9) can be derived directly (and is sometimes called Wick’s theorem1), and then
used to obtain (7). See [17] for a nice exposition of this approach.
1.1 Operators on the symmetric subspace
For a complex vector space V , let L(V ) denote the space of operators on V and H(V ) the space of
Hermitian operators on V . Given that ∨nCd is spanned by vectors of the form |ϕ〉⊗n, can we say
something similar about L(∨nCd) and H(∨nCd)?
Happily, in this case the matrices ϕ⊗n play the same role, and we have
L(∨nCd) = spanC{ϕ⊗n : |ϕ〉 ∈ Cd} (11a)
H(∨nCd) = spanR{ϕ⊗n : |ϕ〉 ∈ Cd}. (11b)
In both cases, the RHS is trivially contained in the LHS. Conversely, the LHS of (11a) can
be expressed as a span of operators of the form (|α〉 〈β|)⊗n. To express (|α〉 〈β|)⊗n as a linear
combination of terms on the RHS of (11a), define |vx,y〉 = eix |α〉+ eiy |β〉 and note
(|α〉 〈β|)⊗n = 1
(2pi)2
∫ 2pi
0
dx
∫ 2pi
0
dy ein(y−x)(|vx,y〉 〈vx,y|)⊗n (12)
1The way to do this calculation is to calculate the integral of exp(−∑di=1 αi|ai|2) and differentiate with respect
to various αi.
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Similarly for H(∨nCd), the LHS is spanned by the operators (|α〉 〈β|)⊗n + (|β〉 〈α|)⊗n. We write
this operator as a real linear combination of terms from the RHS of (11b) as follows:
(|α〉 〈β|)⊗n + (|β〉 〈α|)⊗n = 1
(2pi)2
∫ 2pi
0
dx
∫ 2pi
0
dy (ein(y−x) + e−in(y−x))(|vx,y〉 〈vx,y|)⊗n (13)
1.2 The real case
What about ∨nRd? Things are now totally different. Let |γ〉 ∈ Rd be a random unit vector and
|γˆ〉 ∈ Rd be a random Gaussian vector with E 〈γˆ|γˆ〉 = 1. To describe E γˆ⊗n, we introduce some
more notation. Let M2n be the set of perfect matchings on [2n]; i.e. n disjoint subsets of [2n],
each containing two elements. Say that a string i1, . . . , i2n ∈ [d] is compatible with M ∈ M2n
if ij = ik for each {j, k} ∈ M . Let SM denote the set of i1, . . . , i2n that are compatible with
M , and define σM :=
∑
(i1,...,i2n)∈SM |i1, . . . , in〉 〈in+1, . . . , i2n|. Note that Pd(pi) = σMpi where we
define Mpi := {(1, n+pi(1)), . . . , (n, n+pi(n))}; however, other matchings do not correspond to any
permutation. The moments of γˆ are then given by
E γˆ⊗n = d−n
∑
M∈M2n
σM . (14)
I’ll skip the derivation, as it’s similar to the complex case.
As an example, when n = 2, then E γˆ⊗2 = I+SWAP
d2
+ Φd , where |Φ〉 = d−1/2
∑d
i=1 |i, i〉 is a
maximally entangled state. The |Φ〉 term is new, and dramatically increases the largest eigenvalue
of resulting matrix. To see why it appears, consider a simple (univariate) Gaussian variable x.
If x is a complex Gaussian, then Ex2 = E x¯2 = 0, and only Exx¯ is nonzero. However, if x is
a real Gaussian, then Ex2 is nonzero. This means that there additional terms, corresponding to
matchings not of the form Mpi, that contribute to terms like Φ. The reason that these terms lead
to higher eigenvalues is that they don’t distinguish between row and column indices, and so are not
adapted to the matrix structure.
For unit vectors, the situation is similar except for the overall normalization, which is described
by a higher moment of a χ2-distribution. After a (skipped) calculation, one obtains
E γ⊗n =
(
d
2
)n Γ(d/2)
Γ(n+ d/2)
E γˆ⊗n =
1
2n
Γ(d/2)
Γ(n+ d/2)
∑
M∈M2n
σM . (15)
Here Γ(z) is the gamma function, equal to z− 1! for integer z, and (2z−1)!4z(z−1/2)!
√
4pi for half-integer z.
As in the complex case, random unit vectors resemble random Gaussians when n is small relative
to d.
2 Estimation, cloning and the de Finetti theorem
This section discusses three important applications of the symmetric subspace, essentially following
the treatment of [10], but with some of the material on cloning from [36].
Consider the following three problems.
1. State estimation: Measure |ϕ〉⊗n to obtain an estimate |ϕˆ〉. Try to maximize Eϕ | 〈ϕ|ϕˆ〉 |2k
for some k.
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2. Cloning: Construct a map T from n qudits to n+k qudits that maximizes Eϕ trϕ⊗n+kT (ϕ⊗n).
3. de Finetti: Given |ψ〉 ∈ ∨nCd, how well is trn−k ψ approximiated by a mixture of tensor
power states?
It turns out that there are close relations between these problems.
2.1 Estimation and Measure-and-prepare channels
Start with state estimation. Note that | 〈ϕ|ϕˆ〉 |2k = trϕ⊗kϕˆ⊗k. The most general strategy possible
(more or less) is to perform the POVM with measurement operators M1, . . . ,M` (with M1 + · · ·+
M` = P
d,n
sym), and upon outcome i, to output the estimate |ϕˆi〉. Let ρi = ϕˆ⊗ki . Then
Festimate = E
ϕ
∑`
i=1
tr(ϕ⊗nMi) tr(ϕ⊗kρi) (16)
= E
ϕ
∑`
i=1
trϕ⊗n+k(Mi ⊗ ρi) (17)
= tr
P d,n+ksym
d[n+ k]
∑`
i=1
(Mi ⊗ ρi) (18)
≤
∑`
i=1 tr(Mi ⊗ ρi)
d[n+ k]
(19)
=
d[n]
d[n+ k]
(20)
On the other hand, (20) is achieved by using the continuous POVM from (8). Why? We replace
(18) with
tr
P d,n+ksym
d[n+ k]
E
ϕˆ
d[n]ϕˆ⊗n ⊗ ϕˆ⊗k = d[n]
d[n+ k]
. (21)
This analysis has also yielded the solution to a related problem, which is to find the optimal
“measure-and-prepare” channel mapping |ϕ〉⊗n to an approximation of |ϕ〉⊗k. Measure-and-prepare
channels are of the form
T (σ) =
∑
i
tr(Miσ)ρi (22)
and are also called “entanglement-breaking” channels [25], because it turns out that the form
(22) is equivalent to the condition that (T ⊗ I) maps all states to separable states. The optimal
measure-and-prepare channel is denoted MPn→k and is
MPn→k(ρ) = trn E
ϕ
d[n]ϕ⊗n+k(ρ⊗ I⊗k) = trn d[n]
d[n+ k]
P d,n+ksym (ρ⊗ I⊗k). (23)
2.2 Optimal cloning
The no-cloning theorem says that |ϕ〉 → |ϕ〉 ⊗ |ϕ〉 is impossible. But in fact |ϕ〉⊗n → |ϕ〉⊗n+k is
also impossible for any n, k > 0. Still, we can try to approximate this map. It turns out that the
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optimal cloning map (due to [36]) is
Clonen→n+k(ρ) = P d,n+ksym (ρ⊗ I⊗k)P d,n+ksym
d[n]
d[n+ k]
. (24)
Note that normally ρ = ϕ⊗n.
(24) is rather remarkable. At first, it’s not even obvious that Clonen+kn is trace-preserving, but
this can be deduced with the help of Corollary 4. Optimality takes more work, but is similar in
spirit to the optimality of the above estimation procedure.
The main theorem of [10] gives a relation between MP and Clone. Specifically
Theorem 7 (Chiribella’s theorem[10]).
MPn→k(ρ) =
k∑
s=0
(
n
s
)(
d+k−1
k−s
)(
d+n+k−1
k
) Clones→k(trn−s ρ) (25)
We give a slightly simpler proof than the one in [10].
Proof. First, we observe (following [10]) that the space of density matrices on ∨nCd is spanned by
vectors of the form |ϕ〉 〈ϕ|⊗n. Thus, to compute the action of MPn→k, it suffices to calculate
f(α, β) := trβ⊗k MPn→k(α⊗n)
for all unit vectors |α〉 , |β〉 ∈ Cd. Further, the unitary covariance of quantities involved means that
f(α, β) depends only on the scalar x := trαβ. Let f(x) := f(α, β).
Using the definition in (23), we see that
f(x) =
d[n]
d[n+ k]
tr(I⊗n ⊗ β⊗k)P d,n+ksym (α⊗n ⊗ I⊗k) (26a)
=
d[n]
d[n+ k]
trP d,n+ksym (α
⊗n ⊗ β⊗k) (26b)
=
d[n]
d[n+ k]
k∑
s=0
(
k
s
)(
n
s
)(
n+k
k
) xs (26c)
The term on the last line is the probability that a random pi ∈ Sn+k satisfies |pi([n])∩ [n]| = s. This
is a hypergeometric distribution, equivalent to the probability that when n balls are drawn without
replacement from a bucket of n white balls and k black balls, that the resulting sample contains
n− s white balls and s black balls.
On the other hand, to analyze the RHS of (25), we calculate
trβ⊗k Clones→k(trn−s α⊗n) = trβ⊗k Clones→k(α⊗s) (27a)
= trβ⊗kP d,ksym(α
⊗s ⊗ I⊗k−s)P d,ksym
d[s]
d[k]
(27b)
=
d[s]
d[k]
xs (27c)
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Finally we calculate
d[n]d[k]
d[n+ k]d[s]
(
k
s
)(
n
s
)(
n+k
k
) = (d+k−1k )(ks)(
d+s−1
s
) · (n
s
)
·
(
d+n−1
n
)(
d+n+k−1
n+k
)(
n+k
k
) (28a)
=
(
d+k−1
k−s
)(
n
s
)(
d+n+k−1
k
) (28b)
Combining (26), (27) and (28), we obtain (25).
Inspired by Chiribella’s theorem, we define the polynomials
M
(d,n)
k (x) =
k∑
s=0
(
n
s
)(
d+k−1
k−s
)(
d+n+k−1
k
) xs = k∑
s=0
M
(d,n)
k,s x
s (29)
The coefficients M
(d,n)
k,s correspond to a hypergeometric distribution whose moment-generating func-
tion is given by M
(d,n)
k (e
t).
We observe that these polynomials can be described in terms of Jacobi polynomials as
M
(d,n)
k (x) =
(x− 1)k(
d+n+k−1
k
)P (n−k,d−1)k (x+ 1x− 1
)
, (30)
and so are orthogonal with respect to the weight (1 − y)α(1 + y)βdy over y ∈ [−1, 1], where
y = (x + 1)/(x − 1), α = n − k and β = d − 1. Unfortunately, if x ∈ [0, 1], then y ≤ −1, so this
standard interpretation of the Jacobi polynomials appears not to apply. Similarly, the interpretation
of Jacobi polynomials as matrix elements of irreps of U2 only applies directly when the argument
is in the range [−1, 1]. Jacobi polynomials have previously appeared in analysis of de Finetti errors
in [30], and it is possible that an alternate derivation of (29) might proceed via the representation
theory of Ud rather than Sn. Similar polynomials have also been analyzed in terms of functions of
two variables [21].
2.3 de Finetti theorem
What’s the point of all these expansions? Who cares if we can shuffle a bunch of permutations
around and relate one thing that we didn’t care that much about (the n→ k measure-and-prepare
channel) to the far more obscure task of choosing s from a hypergeometric distribution, tracing out
all but s subsystems, and cloning back up to k?
One application mentioned in [10] is to give an alternate proof of the de Finetti theorem.
Observe that
M
(d,n)
k,k =
(
n
k
)(
d+n+k−1
k
) = n!d+ n− 1!
n− k!d+ n+ k − 1! ≥
(
1− d+ k
n+ d
)k
≥ 1− k(d+ k)
n+ d
(31)
Thus, (25) implies that
MPn→k = (1− ) trn−k +N , (32)
where  ≤ k(d + k)/(n + d) (assuming this quantity is ≤ 1) and N is a trace-preserving quantum
operation. Thus
‖MPn→k− trn−k ‖ ≤ 2. (33)
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This establishes the de Finetti theorem in an elegant form: given a symmetric state on n qudits,
tracing out n − k qudits yields a state that is within 2 of a mixture of tensor powers. The
advantages of this formula are that it is concise, it naturally handles the case of symmetric states
that are entangled with reference systems and it gives an explicit description of how to produce
the approximation.
In fact, this approach can also yield the so-called exponential de Finetti theorem of [31, 28].
This is the only original result in this section.
To introduce the exponential de Finetti theorem, we need the idea of an “almost-product state”
introduced in [31] (see also [32]). Define the (k, r, d)-almost product states to be⋃
|ϕ〉∈Cd
span{P d,ksym |ϕ〉⊗k−r ⊗ |ψ〉 : |ψ〉 ∈ (Cd)⊗r}.
This set is not a linear subspace, but see [28] for a discussion of almost-product states from a
representation-theoretic perspective. Note that the set of almost-product states has no real clas-
sical analogue, and indeed the exponential de Finetti theorem (stated below) fails in the classical
case.2 Observe that Clonek−s→k maps product states to (k, s, d)-almost-product states, and thus
Clonek−s→k ◦MPn→k−s maps symmetric states to (k, s, d)-almost-product states.
Theorem 8 (Exponential de Finetti theorem[32, 28]). For any 0 ≤ r ≤ k, there exist x0, . . . , xr ∈ R
such that |xs| ≤ (2δ)s/(1− δ),  := δr/(1− 3δ), δ := k(d+ k)/n and∥∥∥∥∥trn−k−
r∑
s=0
xs Clonek−s→k ◦MPn→k−s
∥∥∥∥∥

≤ , , (34)
where the maps in (34) are restricted to act on ∨nCd.
Perhaps a more natural formulation comes from taking r = k, so that
trn−k =
k∑
s=0
xs Clonek−s→k ◦MPn→k−s, (35)
with again the bound |xs| ≤ (2δ)s/(1− δ) for each s.
By contrast, the error in [32] is ≤ 3(n − k)d exp(− (r+1)(n−k)n ), and [28] has a similar bound.
Our result is thus weaker when n− k is small (say ∼ n2/3), but stronger when r is small and d is
large. The likely culprit for this disadvantage is the fact that we upper-bound an alternating sum
by taking the absolute value of each term.
Proof. The idea is to write trn−k as a linear combination of Clonek−s→k ◦MPn→k−s by inverting
the formula (25). For brevity, fix n, k, d, let As denote Clonek−s→k ◦ trn−(k−s) and let Bs de-
note Clonek−s→k ◦MPn→k−s. In this notation, we have B0 =
∑k
s=0M
(d,n)
k,k−sAs. Observe also that
Cloneb→c ◦Clonea→b = Clonea→c.
2I am grateful to Matthias Christandl and Ben Toner for sharing with me their unpublished manuscript which
proves this point. The idea of their proof is to compare variances. If we choose a random sample of (1 − o(1))n
positions from 0n/21n/2, then the resulting distribution of Hamming weights will have o(n) variance. However, any
almost-product distribution that is approximately balanced must have Ω(n) variance. With some technical effort,
they then translate this into a lower bound on the trace distance between the resulting distributions.
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We now rearrange (25) to obtain
A0 =
B0
M
(d,n)
k,k
−
k∑
s=1
M
(d,n)
k,k−s
M
(d,n)
k,k
As (36)
From (31) we have that
1
M
(d,n)
k,k
≤
(
1− k(d+ k)
n+ d
)−1
≤ (1− δ)−1 (37)
Similarly,
M
(d,n)
k,k−s
M
(d,n)
k,k
=
(
n
k−s
)(
d+k−1
s
)(
n
k
) = (k
s
)
(d+ k − s) · · · (d+ k − 1)
(n− k) · · · (n− k + s− 1) ≤
(
k(d+ k)
n
)s
= δs (38)
We now claim that for each r, there exists x0, . . . , xr, y
(r)
r+1, . . . , y
(r)
k ∈ R such that
A0 =
r−1∑
s=0
xsBs +
k∑
s=r
y(r)s As (39a)
and the coefficients satisfy
|y(r)s | ≤ 2rδs and |xs| ≤
|y(s)s |
1− δ ≤
(2δ)s
1− δ (39b)
We prove (39) by induction. The r = 0 case is trivial; we simply have y
(0)
0 = 1. Next, for r ≥ 0, we
assume that (39) holds for r and attempt to prove it for r+ 1. First we replace the y
(r)
r Ar term in
(39a) with the linear combination of Br and Ar+1, . . . , Ak given by (36), to obtain
xr =
yr
M
(d,n)
r,r
and y(r+1)s = y
(r)
s −
M
(d,n)
k−r,k−s
M
(d,n)
k−r,k−r
y(r)r (40)
Using (37) we obtain the claimed bound on |xr| in (39b). To obtain the claimed bound on |y(r+1)s |,
we use induction and (38) to argue that |y(r+1)s | ≤ 2rδs + δs−r · 2rδr = 2r+1δs.
2.3.1 Applications of the de Finetti theorem
The de Finetti theorem has an amazing array of applications, but these are not entirely obvious
upon first inspection. We wil avoid delving into them deeply here, but single out only two.
1. Extensive quantities. Often we are interested in extensive properties of a state, such as energy
or entropy, that scale linearly with the number of copies of a state. In other words, they satisfy
f(ρ⊗n) = nf(ρ). In this case, the de Finetti approximation provides a way to understand
extensive properties of symmetric states by reducing to the case of density matrices on single
systems. See [32] for more discussion of this point, [31] for an application to quantum key
distribution or [16] for an application to mean-field Hamiltonians.
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2. Approximating separable states. The set of separable density matrices (i.e. the convex hull of
|α〉 〈α| ⊗ |β〉 〈β|) is notoriously hard to approximate [22, 6], so we are forced to use heuristics
and relaxations. One of the leading relaxations comes from the de Finetti theorem. We say
that ρAB is k-extendible if there exists a state σAB1···Bk such that suppσB1···Bk ⊆ ∨kB and
ρAB = σAB1 . All separable states are clearly k-extendible for all k, and it can also be shown
that all non-separable (i.e. entangled) states fail to be k-extendible for some, perhaps large, k.
Thus, the set of k-extendible states comprises a hierarchy of relaxations of the set of separable
states [13]. This can be understood in terms of the fact that by the de Finetti theorem, tracing
out B2 . . . Bk is similar to applying the entanglement-breaking channel MPk→1 to B1 . . . Bk.
(Alternate intuition comes from the idea of “monogamy of entanglement,” which states that
A cannot simultaneously be highly entangled with all of the Bi; e.g. see [37].) An intriguing
open problem is to understand how k-extendability combines with the PPT condition; see
[30] for some work along these lines.
Research on the de Finetti theorem continues, and the interested reader is referred to [28] for a
far-reaching representation-theoretic generalization or [9] for a powerful variant that uses a different
norm than the trace distance (a line of work continued in [8]).
3 Netless concentration of measure
In this section, we show how the symmetric subspace can be a way to prove large-deviation bounds
in a manner analogous to controlling higher moments of real random variables. The techniques
are (to my knowledge) new, but the results obtained are not substantially different from previous
results. One appealing feature of these results, though, is the unified derivation of previously
unrelated statements about the minimum entanglement of random subspaces.
3.1 Introduction
A useful trick in high-dimensional geometry is to combine a concentration-of-measure bound with
a union bound over an epsilon net. The idea is that we have a metric space S, a random function
f : S → R (usually with the Lipschitz property |f(x)− f(y)| ≤ d(x, y)) and an -net N ⊂ S. The
concentration-of-measure bound states that for any x, f(x) has extremely low probability, say ≤ η,
of deviating from its mean value µ by more than δ. This implies that with probability ≥ 1− |N |η
(and often we only need that this probability is > 0), we have |f(x) − µ| ≤ δ for all x ∈ N , and
by the Lipschitz property, |f(x) − µ| ≤  + δ everywhere. In some cases, we can do better. For
example, if f is a seminorm (and S satisfies some more conditions, maybe having diameter 1) then
we can obtain the often stronger bound |f(x)− µ| ≤ δ/(1− ).
There is an alternate way to view the first sort of bound. For an event E, define [E] to be the
random variable that is 1 if E is true and 0 if E is false. Then define
g(x) := [f(x) ≥ µ+ δ].
By our concentration-of-measure assumption, for any x, Ef [g(x)] ≤ η. Now fix a normalized
measure on S. Then Ex Ef [g(x)] ≤ δ as well. For any x, let B(x, ) denote the ball of radius 
around x. Assume further that our measure on S has the property that |B(x, )| = V (), i.e. is
independent of x. Now let
p = Pr{∃xˆ ∈ S : f(xˆ) ≥ µ+ + δ}.
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In case such an xˆ exists, the Lipschitz condition on f guarantees that f(x) ≥ µ+δ for all x ∈ B(xˆ, ).
Therefore we have Ex Ef [g(x)] ≥ pV (). Combining our two bounds on Ex Ef [g(x)], we find that
p ≤ η/V (). Since V ()−1 ≤ |N | ≤ V (/2)−1 for a minimal -net N , this yields bounds that are at
least as strong as the -net-based approach, although not dramatically better.
However, this approach can be further improved by different choices of function g. Indeed,
we need only that Ex Ef [g(x)] is extremely small, and that conditioned on f(x) being large for
some value of x, Ef [g(x)] is also large. This is the idea behind Chebyshev’s inequality and the
Bernstein trick, in which g(x) is taken to be either (f(x) − µ)2 or eyf(x), respectively. The idea
of such choices of g is to amplify large deviations of f so that they make have a greater effect on
the expectation. These techniques have been useful in quantum information theory for proving
concentration bounds, for example in [7], where a moment generating function was used, and in
[1], where bounding the second moment was sufficient to produce powerful results.
One reason that g(x) = eyf(x) is an appealing choice is Cramer’s theorem [12], which, up
to technical caveats, is as follows. When x is of the form (x1, . . . , xn) for i.i.d. x1, . . . , xn and
with f(x) := 1n
∑n
i=1 F (xi), then (i) Pr{f(x) ≥ a} ∼ exp(−ns(a) − o(n)) for some s(a), and (ii)
optimizing over y can yield the nearly-optimal bound of exp(−ns(a)). (To relate to the earlier
discussion, we have a = µ+ δ.) Indeed, s(a) = supy(ya− lnEx1 [eyF (x1)]).
However, it turns out that taking g(x) = xp and optimizing over p always yields a bound that is
at least as powerful than when g(x) is of the form eyf(x) [14]. For this to work, we need that f(x) ≥ 0
with probability 1, but no longer need the i.i.d. assumption. To see why g(x) = xp is at least as good
a choice, let γ(a) = minp∈N E[f(x)p]/ap be the optimal bound obtainable by optimizing over p. Then
E[f(x)p] ≥ γ(a) · ap for all nonnegative integers p, and thus E[eyx] ≥∑p≥0 γ(a) ypap/p! = γ(a) eya
and finally e−s(a) ≥ γ(a).
In this section, we will focus on showing that random subspaces are likely to contain only highly
entangled states. Thus our results will be similar in many ways to those of [24], which used the
more conventional methods of -nets and Levy’s Lemma (which is based on Gaussian concentration,
which in turn can be derived from moment-generating functions). The advantages of this approach
is that the proof is somewhat more self-contained and the resulting bounds are now strong ehough
to unify several different previous results. The main disadvantage compared with Levy’s Lemma is
a loss in flexibility, a limitation whose consequences we will return to below.
3.2 Statement of results
Define Sd to be the set of unit vectors in Cd. All expectations are taken with respect to unitarily
invariant measures. In this part of the paper, we will always consider the following scenario. There
are k quantum systems of dimensions d1, d2, . . . dk, with D := d1d2 · · · dk. For any Hermitian
operator Π acting on CD, we will define
ν(Π) := max
{
tr(ϕ1 ⊗ · · · ⊗ ϕk)Π : |ϕ1〉 ∈ Sd1 , . . . , |ϕk〉 ∈ Sdk
}
.
We will generally consider the case when Π is a random orthogonal projector of rank r.
Theorem 9. Let Π be a random rank-r orthogonal projector acting on
⊗k
i=1Cdi. Then for any
γ > 0,
Pr
Π
[ν(Π) ≥ γ] ≤ inf
n
(
r+n−1
n
)∏k
i=1
(
di+n−1
n
)
γn
(
D+n−1
n
) (41)
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Before presenting the proof, we examine three corollaries of Theorem 9 corresponding to different
special cases.
3.2.1 Large subspaces
One limit is the case of subspaces with small codimension, where the minimal entanglement is small
or zero.
Corollary 10. Let D =
∏k
i=1 di and let V be a uniformly random projector in
⊗k
i=1Cdi of rank
r such that D > r +
∑k
i=1(di − 1). Then the probability that V contains a product state is zero.
Equivalently, if we take Π to be the orthogonal projector onto V , then ν(Π) < 1 with probability 1.
This can be proven by standard algebraic-geometric arguments [15, 26]; a more explicit argument
for this fact was given recently by Walgate and Scott [35]. These works also proved the optimality
of Corollary 10, meaning that if D ≤ r + ∑ki=1(di − 1) then any subspace of dimension r must
contain at least one product state.
Proof. Set γ = 1. Then the RHS of (41) is
Pr
Π
[ν(Π) ≥ γ] ≤ inf
n
(
r+n−1
n
)∏k
i=1
(
di+n−1
n
)(
D+n−1
n
) (42)
Note that when d is fixed and n is large
(
d+n−1
n
)
= O(nd−1). Thus as n→∞ (42) is
O(n
∑k
i=1(di−1)+r−1−D+1)
which tends to zero if D > r +
∑k
i=1(di − 1).
One difference between our proof and those based on algebraic geometry is that ours degrades
smoothly when we take γ to be slightly smaller than one. Indeed, we can prove a nonzero, but weak,
lower bound on the minimum entanglement of vector spaces meeting the conditions of Corollary 10.
For simplicity, we consider the case of k = 2 and d1 = d2 = d, although the general case poses no
additional difficulties.
Proposition 11. Let Π be the projectors onto a random subspace of Cd ⊗ Cd of dimension r =
d2 − 2(d− 1)− x for some positive integer x. Then
Pr
Π
[ν(Π) ≥ 1− d−2−2d/x] ≤ d−d (43)
Proof. Set n = d2+2d/x so that γ = 1− 1/n. Observe that
na−1
a− 1! ≤
(
n+ a− 1
n
)
≤ n
a−1
a− 1!e
a2/2n. (44)
Applying this to (41) with γ =, we obtain
Pr
Π
[ν(Π) ≥ γ] ≤ d
2 − 1!
d− 1!2(d2 − 2(d− 1)− x)!
1
γnnx
ed
4/n
≤ d
2(d−1)+2x
γnnx
Substituting γ = 1− 1/n yields the desired bound.
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3.2.2 Entanglement of random pure bipartite states
Second, consider the case when r = 1, and so Π = |ψ〉 〈ψ|. When k = 2, ν(ψ) is simply the
largest Schmidt value of a random state, and should be roughly (1/
√
d1 + 1/
√
d2)
2, according to
the Marcˇenko-Pastur law [19]. Unfortunately, Theorem 9 is not quite strong enough to prove this,
and can only obtain a bound of 1/d1 +
O(1+log(d2/d1))√
d1d2
when d1  d2. To illustrate the technique,
we consider the case of d1 = d2 = d, when the true value of ν(Π) is ≈ 4/d, and we achieve a result
that is weaker by a constant factor.
Corollary 12. Let |ψ〉 be drawn uniformly at random from Cd ⊗ Cd, Let γ0 = 16ed . Then
Pr
ψ
{‖ψA‖∞ ≥ γ0e} ≤ e−d (45)
Proof. Let n = d. Then
(
d+n−1
n
) ≤ 4d and (d2+n−1n ) ≥ d2d/d! ≥ (ed)d. We now substitute into (41)
and obtain (45).
3.2.3 Multi-qubit states
We also recover another corollary in the case of many qubits that slightly sharpens the main
technical result of [20].
Corollary 13. Let d1 = · · · = dk = 2 and r = 1. Choose some  > 0. Then a random k-qubit pure
state has probability (
1
(1+1/)k
)k
∼ k−k (46)
of having overlap ≥ γ := k1+22−k/e with any k-qubit product state.
Proof. Plugging d1 = · · · = dk = 2 and r = 1 into (41) yields an upper bound of
(n+ 1)kn!
γn2k(2k + 1) · · · (2k + n− 1) (47)
We then choose n = k/ and can bound (47) with
≤ (n+ 1)
kn!
(k1+2/e)n
≤ (k/)
k(k/e)k/
kk(2+1/)ek/
=
(
1
(1+1/)k
)k
.
By contrast, Gross, Flammia and Eisert [20] prove that the probability of ν(Π) ≥ 8k22−k is
≤ e−k2 .
3.3 Proof of the main result
To prove Theorem 9, we will relate the maximum overlap of Π with a product state to the nth
moment of its overlap, which we define as
µnk(Π) := Eϕ1,...,ϕk
(tr(Π
⊗
ϕi))
n (48)
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Naturally ν(Π) = limn→∞ µnk(Π)
1/n. But we will see that more precise quantitative estimates are
possible.
It will be convenient to let (48) be defined for any positive semidefinite operator Π.
Lemma 14.
• µnk is homogenous. That is, for any x > 0 and Π ≥ 0, µnk(xΠ) = xnµnk(Π).
• µnk is non-decreasing. That is, if 0 ≤ A ≤ B, then 0 ≤ µnk(A) ≤ µnk(B).
The proof is omitted. (In fact, the µnk are norms. See [29] for more discussions of their properties
and relations between µnk for different values of n.)
The strategy of our proof is to calculate EΠ[µnk(Π)] in two different ways. On the one hand,
it can be evaluated exactly, as we will discuss below. On the other hand, for any fixed Π, this
expression can be lower-bounded in terms of ν(Π) as follows:
Lemma 15. For any Π and any n > 0,
µnk(Π) ≥
ν(Π)n∏k
i=1
(
di+n−1
n
) . (49)
Proof of Lemma 15. Let |ϕˆ〉 = |ϕˆ1〉⊗· · ·⊗ |ϕˆk〉 be a product state maximizing tr Πϕˆ; i.e. such that
tr Πϕˆ = ν(Π). Define p := tr Πϕˆ and |ψ〉 := p−1/2Πϕˆ. Note that Π ≥ ψ and that ν(ψ) = ν(Π).
Thus, it suffices to prove the lemma in the case when Π = ψ.
Let |ψk〉 = |ψ〉. We now iteratively define pk−1, . . . , p1 and |ψk−1〉 , . . . , |ψ1〉 as follows. For
j = k − 1, . . . , 1, choose pj > 0 and |ψj〉 ∈ Sd1···dj to satisfy
Id1 ⊗ · · · ⊗ Idj−1 ⊗ 〈ϕˆj | · |ψj〉 =
√
pj |ψj〉 . (50)
Observe that p = p1 · · · pk−1.
We will show that
µnk(ψ) ≥
pnk−1(
dk+n−1
n
)µnk−1(ψk−1). (51)
This can then be applied inductively to establish the lemma.
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Now we calculate
µnk(Π) = Eϕ1,...,ϕk
trψ⊗n
k⊗
i=1
ϕ⊗ni (52)
= E
ϕ1,...,ϕk−1
∑
pi∈Sn
trψ⊗n
(
k−1⊗
i=1
ϕ⊗ni ⊗
Pd(pi)
dn¯k
)
by Proposition 6
(53)
= E
ϕ1,...,ϕk−1
∑
pi∈Sn
trψ⊗nPd(pi)⊗kPd(pi−1)⊗k
(
k−1⊗
i=1
ϕ⊗ni ⊗
Pd(pi)
dn¯k
)
(54)
= E
ϕ1,...,ϕk−1
∑
pi∈Sn
trψ⊗n
(
k−1⊗
i=1
ϕ⊗ni ⊗
I⊗nd
dn¯k
)
since 〈ψ|⊗n and |ϕi〉⊗n are symmetric
(55)
=
1(
dk+n−1
n
) E
ϕ1,...,ϕk−1
tr(trk ψ)
⊗n
k−1⊗
i=1
ϕ⊗ni (56)
=
1(
dk+n−1
n
)µnk−1(trk ψ) (57)
≥ 1(
dk+n−1
n
)µnk−1(pk−1ψk−1) since trk ψ ≥ pk−1ψk−1
(58)
=
pnk−1(
dk+n−1
n
)µnk−1(ψk−1) by homogeneity (Lemma 14)
(59)
This concludes the proof of the Lemma.
Remark: Lemma 15 has the following alternate interpretation (which we will make use of).
max{| 〈ψ|ϕˆ1, . . . , ϕˆk〉 |2n : |ϕˆ1〉 ∈ Sd1 , . . . , |ϕˆk〉 ∈ Sdk}· E
|ϕ1〉∈Sd1 ,...,|ϕk〉∈Sdk
[| 〈ϕˆ1, . . . , ϕˆk|ϕˆ1, . . . , ϕˆk〉 |2n]
≤ E
|ϕ1〉∈Sd1 ,...,|ϕk〉∈Sdk
[| 〈ψ|ϕˆ1, . . . , ϕˆk〉 |2n]. (60)
max{| 〈ψ|ϕˆ1, . . . , ϕˆk〉 |2n : |ϕˆ1〉 ∈ Sd1 , . . . , |ϕˆk〉 ∈ Sdk}
≤
E|ϕ1〉∈Sd1 ,...,|ϕk〉∈Sdk [| 〈ψ|ϕˆ1, . . . , ϕˆk〉 |2n]
E|ϕ1〉∈Sd1 ,...,|ϕk〉∈Sdk [| 〈ϕ1, . . . , ϕk|ϕˆ1, . . . , ϕˆk〉 |2n]
(61)
Proof of Theorem 9. Let Sγ := {Π : ν(Π) ≥ γ} and let p := PrΠ{Π ∈ Sγ}. Our goal is to upper
bound p. We will do this by computing
E
Π
µnk(Π) (62)
in two different ways.
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Since tr Πϕ is always ≥ 0, we can lower bound the expectation over all Π by considering the
contribution only from Π ∈ Sγ . By Lemma 15 this gives us the lower bound
E
Π
µnk(Π) ≥ p
ν(Π)n∏k
i=1
(
di+n−1
n
) . (63)
On the other hand, we can also calculate (62) exactly. Indeed, EΠ µnk(Π) = EΠ,ϕ(tr Πϕ)n and
it turns out that this expectation is independent of ϕ. To see this, let Π = U †Π0U for Π0 a fixed
rank-r projector and U drawn uniformly randomly from U(D).
E
Π
(tr Πϕ)⊗n = E
U
(trUϕU †Π0)n
= E
U
tr(UϕU †)⊗nΠ⊗n0
= tr
PD,nsym
trPD,nsym
Π⊗n0
=
trP r,nsym
trPD,nsym
=
(
r+n−1
r−1
)(
D+n−1
D−1
) (64)
Since (64) holds for all ϕ, it also equals the expectation and in turn equals EΠ µnk(Π). Finally, we
combine (63) and (64) to obtain the desired bound on p.
3.4 Discussion
This approach has its strengths, but is also more limited in scope than techniques based on Levy’s
Lemma. For example, replacing the maximum overlap with product states with some other measure
of entanglement would require more effort. Even showing the concentration of the smallest Schmidt
value of all pure states in a random substate appears to require some additional ideas, although
this is not completely hopeless.
We remark that these techniques have some significant overlap with the classic method of mo-
ments from random matrix theory (see [34, 3] for reviews, or [2] for a quantum example).
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