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Stellingen 
1. Het invoeren van de zomertijd in Nederland leidt bij de 
hooi- en graanoogst tot het gebruik van meer overuren en tot 
hogere kosten. 
2. Het oplossen van het werkindelingsprobleem met lineaire 
programmering voor een seizoen sluit niet aan bij de staps-
gewijze afwikkeling van de werkuitvoering, noch bij de be-
slissingssituatie van de landbouwer; het leidt bovendien tot 
een te lage schatting van de kosten, vooral indien de uit-
voerbaarheid van de werkindeling niet is gewaarborgd. 
Dit proefschrift. 
T. Tanis, 1973. Het toevoegen van arbeidsorganisatorische 
restricties bij lineaire programmering. Rapport 234, 
Instituut voor Landbouwtechniek en Rationalisatie, 
Wageningen. 
3. Bij de invoering van veranderingen in de bedrijfsvoering 
(het wat en hoe produceren) van gezinsbedrijven in de land-
bouw van arme landen moeten ook de gevolgen worden beoordeeld 
van de kans op te lage opbrengsten die door het gezin en de 
gemeenschap niet kunnen worden opgevangen. 
4. Methoden van produktie-indeling voor grasland (schema's 
voor bemesten, beweiden en maaien) houden ten onrechte geen 
rekening met de risico's van de grasgroei en met de mogelijk-
heden van de werkuitvoering. 
H. Wieling, 1976. Het programmeren van rundveebedrijven. 
Bedrijfsontwikkeling 7:545-550. 
5. Siraulatiemodellen voor de invloed van het weer en van 
de beslissingen op de gewassen en op de werkindeling zijn 
van groot belang voor de training van bedrijfsleiders en 
vormen een onraisbare bijdrage aan de kwaliteit van de vierde 
produktiefaktor, de bedrijfsleiding. 
R.K. Oving, 1970. Taak en bedrijfsuitrusting; een 
organisatiespel. Rapport 172, Instituut voor Landbouw-
techniek en Rationalisatie, Wageningen. 
'Zelden Goed', een hulpmiddel bij het agrarisch bedrijfs-
kunde onderwijs. 1976. 
6. Het verdient aanbeveling om bij simulatie op digitale 
computers zoveel mogelijk gebruik te maken van de methode 
van de procesbeschrijving. 
7. De mogelijkheden van hooiwinning door velddroging worden 
onderschat door deze uitsluitend af te meten aan het voor-
komen van aaneengesloten perioden zonder regen, terwijl de 
kwaliteit van het eindprodukt wordt overschat. 
P. Albrecht, 1973. Ermittlung der optimalen verfahrens-
technisch bedingten Produktionseinheiten der Halmfutter-
gewinnung unter Berucksichtigung naturlicher Standort-
faktoren. Diss. Gottingen. 
8. Het is onjuist om te spreken van zekerheid als kans wordt 
bedoeld (80 %iger Sicherheit der Periodenlange: verfugbare 
Arbeitstage). 
H.C. Olfe, 1971. Untersuchungen uber die Korrespondenz 
der meteorologischen Daten mit den thermodynamischen 
Trocknungsmoglichkeiten von Halmfutter. Ber. Landtechn. 
141, Kuratorium fur Technik und Bauwesen in der Land-
wirtschaft, Frankfurt am Main. 
9. De fraaie berekening tot in vier decimalen nauwkeurig van 
de kans op 0, 1,...,7 werkbare dagen per week met behulp van 
een Markov-proces en le-orde-overgangskansen suggereert ten 
onrechte dat deze kansen een betere schatting zijn dan de 
waargenomen relatieve frequenties. 
R.V. Morey, G.L. Zachariah & R.M. Peart, 1970. Optimum 
policies for corn harvesting. Paper 70-601, American 
Society of Agricultural Engineers, St. Joseph, Michigan. 
10. Nu vergroting van de werkbreedte van oogstwerktuigen 
niet langer perspectief biedt, dient voor verhoging van de 
efficiency meer aandacht besteed te worden zowel aan de 
kwaliteit van het werk, vooral bij hogere opbrengsten (per 
oppervlakte), en het werken onder ongunstiger omstandigheden 
als aan de benutting van arbeid en bedrijfsuitrusting. 
T. Tanis, 1975. Werktuigkeuze voor herfstwerkzaamheden 
in relatie tot bedrijfsomvang en bewerkingskosten. Publ. 
no.21r Instituut voor Mechanisatie, Arbeid en Gebouwen, 
Wageningen. 
J. Crucq, 1977. Mechanisatie dient niet alleen om arbeid 
te besparen. Landbouw Mechanisatie, 28:115. 
M. Draisma & J. van der Ploeg, 1976. Combinatie vorming 
in de akkerbouw; organisatie en resultaten van samen-
werkende akkerbouwbedrijven. Publ. no. 3.66, Landbouw 
Economisch Instituut afd. Landbouw, 's-Gravenhage. 
11. De visie in de bijbel op de mens is een uitdaging tot 
het uitvoeren van een 'programma van mens-worden'; daarom 
is het gunstiger om geloofsuitspraken te ervaren als orien-
taties in zo'n proces dan om ze te beschouwen als op zich-
zelf staande onveranderlijke grootheden. 
12. Het verdient aanbeveling om de door bevordering 'ver-
kregen rechten' van wetenschappelijk onderzoekers een tijde-
lijk karakter te geven. 
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Curriculum vitae 
Ewoud van Elderen werd geboren te Haarlemmermeer op 27 mei 1932. 
Na het behalen van het MULO- en het HBS-diploma werd in 1950 
de studie aan de Landbouwhogeschool te Wageningen begonnen. 
Het ingenieursdiploma werd in april 1958 behaald, studierichting 
Akker- en Weidebouw, met als doctoraal-vakken Landbouwplanten-
teelt, Landbouwscheikunde, Landhuishoudkunde en Landbouwwerk-
tuigkunde. In 1958 trad hij in dienst van het Instituut voor 
Landbouwtechniek en Rationalisatie. Hier begon hij met onder-
zoek aan de organisatie op landbouwbedrijven maar in de loop 
der jaren heeft het onderzoek zich toegespitst in de richting 
van het gebruik van modellen en besliskundige problemen in 
deze bedrijfsorganisatie. In 1973 kreeg hij opdracht tot het 
ontwikkelen van een model voor de werkindeling op een land-
bouwbedrijf. Het ontwikkelde model werd toegepast in de graan-
oogst; in 1976 werd het project voorlopig afgesloten. Dit 
proefschrift beschrijft dit onderzoek. Dit gebruik van werk-
indelingsmodellen dat in de afdeling Operations Research van 
het Instituut voor Mechanisatie, Arbeid en Gebouwen in ont-
wikkeling is zal door de auteur worden voortgezet voor gras-
landbedrijven. 
Samenvatting 
Heuristische strategie voor de werkindeling in de landbouw 
De landbouwer maakt plannen voor wat hij zal produceren en hoe 
hij het zal doen. Bij het nemen van beslissingen kan hij ge-
bruik maken van arbeidsstudies, arbeidsbegrotingen en bedrijfs-
programmeringsmethoden die hem ter beschikking staan. 
De werkorganisatie (het hoe produceren) omvat de keuze van 
mensen en bedrijfsuitrusting en de bepaling van de werkindeling. 
Het hoe produceren hangt samen met de keuze van gewassen en vee 
op het bedrijf (het wat produceren). Modellen, zoals lineare 
programmering, voor het bepalen van een optimale keuze van ge-
wassen en vee zouden ook de daarvoor benodigde werkorganisatie 
moeten bepalen. 
In bepaalde gevallen wordt de werkorganisatie niet volledig bij 
de keuze betrokken doordat: 
- de werkorganisatie reeds is bepaald; de mensen, de bedrijfs-
uitrusting (werktuigen, trekkers, installaties, gebouwen) en de 
werkmethoden zijn van te voren gegeven; 
- dikwijls niet wordt gerekend met de volgorde van werkbare en 
niet werkbare tijd voor bepaalde produkten of materialen (gewas, 
stro, grond) maar wel met de totale werkbare tijd per periode 
wordt gewerkt; 
- vaak aan mensen en afzonderlijke werktuigen beperkingen van 
beschikbare tijd worden opgelegd, waardoor de werkindeling niet 
uitvoerbaar behoeft te zijn. 
Omdat de beslissingen ten aanzien van de werkorganisatie van 
grote invloed zijn op het bedrijfsresultaat en omdat de keuze 
van de bedrijfsuitrusting al veel aandacht gekregen heeft wordt 
nu de werkindeling centraal gesteld. Doel van deze studie was 
een model voor de werkindeling te ontwikkelen dat: 
- de ontwikkeling van de weersgesteldheid en de eigenschappen 
van de materialen koppelt aan het uitvoeren van bewerkingen; 
- de mensen en machines benut voor zqver deze beschikbaar zijn 
in de normale werktijd of in overuren, voor zover het te be-
werken materiaal geschikt is, en rekening houdend met de moge-
lijkheid om bewerkingen tegelijkertijd uit te voeren; 
- op elk tijdstip een beslissing kan nemen over het wel of niet 
uitvoeren van bewerkingen en de duur daarvan. 
Zo'n model kan tevens een bijdrage leveren bij het kiezen van 
een bedrijfsuitrusting. 
Vereenvoudigingen in de probleemstelling benaderen tenslotte 
het veelal gebruikelijke model bij lineaire programmering: de 
resultaten van zo'n reeks probleemstellingen verschaffen inzicht 
in de gevolgen van de vereenvoudigingen van de werkindeling. 
Model van de werkindeling 
Bij het werkindelingsprobleem worden drie systemen onderschei-
den. Het biologische systeem bestaat uit materialen (gewassen, 
vee, grond, pootgoed enz.). Het klimaatsysteem beinvloedt de 
eigenschappen van sommige materialen waardoor het vochtgehalte, 
de kwantiteit en de kwaliteit wijzigen (een natuurlijk proces). 
Door het beslissingsproces van de landbouwer worden bewerkingen 
op materialen uitgevoerd en ontstaan andere materialen. Het 
rijpe graangewas bijvoorbeeld wordt door de maaidorser bewerkt 
waardoor stro en gedorste graankorrels ontstaan. De uitvoering 
van bewerkingen is mogelijk door het man/machine-systeem. De 
bewerking wordt uitgevoerd volgens een bepaalde werkmethode 
door een werkploeg, die bestaat uit mensen, trekkers, werk-
tuigen e.d. Een combinatie of verzameling werkploegen wordt 
door de landbouwer gekozen om bewerkingen gelijktijdig uit te 
voeren. 
Het nemen van beslissingen vindt plaats op verschillende tijd-
stippen. Deze beslissingstijdstippen worden onder meer bepaald 
door: 
- het begin van de werkdag; 
- het bewerkbaar worden van aanwezige materialen; 
- de voltooing van het werk; 
- het onderbreken van het werk door: de mens bij een pauze of 
einde van de werkdag, de machine bij storing of onderhoud, het 
volraken van een opslagruimte, verandering van het weer of de 
bewerkbaarheid van materialen; 
- het verlengen van het werk door overuren. 
Op elk beslissingstijdstip bepaalt de landbouwer welke van de 
uitvoerbare bewerkingen het meest urgent zijn. De urgentie hangt 
af van de toestand van de drie genoemde systemen op het beslis-
singstijdstip (zoals hoeveelheid en eigenschappen van de mate-
rialen, beschikbaarheid van mensen en machines, het weer) en 
van de te verwachten ontwikkeling van de werkuitvoering. De 
beslissing betreft de inzet van een combinatie en de bepaling 
van het volgende beslissingstijdstip. Het uitvoeren van werk 
tot aan het volgende beslissingstijdstip leidt tot verandering 
in de hoeveelheid van materialen; van de te bewerken materialen 
neerat de hoeveelheid af en van de te leveren materialen neemt 
de hoeveelheid toe. Deze transformatie van de toestand verbindt 
het ene beslissingstijdstip met het volgende. 
Het ontwikkelde simulatieprogramma voldoet aan dit model van 
het werkindelingsprobleem. 
Strategie of beslissingsvoorschrift 
Het nemen van beslissingen geschiedt in het Simulatiemodel met 
behulp van een heuristische urgentiestrategie. Deze strategie 
evalueert de toestand op een beslissingstijdstip en de te ver-
wachten ontwikkeling van de werkuitvoering. 
De strategie benut zogenaamde tijdigheidsfuncties van de ma-
terialen, waarin de geldelijke opbrengst per hectare een functie 
is van het tijdstip van bewerken. De geldelijke opbrengst is 
maximaal gedurende veelal een korte periode en is ervoor en 
erna lager door bijvoorbeeld onrijpheid, overrijpheid en ande-
re verliezen. Een bewerkingsperiode van de aanwezige hoeveel-
heid materiaal hangt af van de bewerkingscapaciteit (in ha/h, 
gemiddeld over de mogelijke werkploegen voor dit materiaal), de 
duur dat het materiaal bewerkbaar is en de tijd dat mensen en 
machines beschikbaar zijn voor deze bewerking. 
De strategie bepaalt de urgentie van het materiaal om te worden 
bewerkt en de zogenaamde disurgentie van het materiaal om te 
worden geleverd (bijvoorbeeld voor stropakken leveren als 
slecht weer wordt verwacht); beide zijn gebaseerd op het effect 
op de geldelijke opbrengst van uitstel van bewerken respectie-
velijk leveren. De urgentie van het bewerken van het materiaal 
wordt berekend door de waarde van de tijdigheidsfunctie van dit 
materiaal op het beslissingstijdstip te verminderen met die 
aan het einde van de verwachte bewerkingsperiode en dit ver-
schil te vermenigvuldigen met de bewerkingscapaciteit. Zo'n 
verlies is te vermijden door geen uitstel van bewerken te aan-
vaarden. De disurgentie om materiaal te leveren wordt ook ont-
leend aan de tijdigheidsfunctie. Een disurgentie neemt toe met 
de hoeveelheid materiaal die nog moet worden bewerkt en is 
slechts van toepassing als door uitstel van leveren de ver-
wachte opbrengst stijgt. 
Qndat over de inzet van werkploegen moet worden beslist wordt 
de urgentie van een werkploeg berekend, die bestaat uit de som 
van de urgentie van de materialen die worden bewerkt, vermin-
derd met de som van de disurgentie van de materialen die wor-
den geleverd; de urgenties zowel als de disurgenties worden 
v66r toekenning aan de werkploeg vermenigvuldigd met de ver-
houding van de bewerkingscapaciteit van de werkploeg en die 
voor het materiaal. De urgentie van een werkploeg wordt ver-
volgens verminderd met de noodzakelijke variabele kosten voor 
bijvoorbeeld overuren of droogkosten van het te leveren voch-
tige graan. Is de resulterende urgentie positief en is het te 
bewerken materiaal geschikt voor bewerken, dan wordt de urgen-
tie van de werkploeg toegewezen aan alle combinaties waarin 
deze werkploeg voorkomt. De urgentie van een combinatie bestaat 
uit het totaal van de zo toegewezen urgenties; de combinatie 
met de hoogste positieve urgentie wordt gekozen en indien voor 
alle de urgentie negatief is wordt geen werk uitgevoerd. De 
beslissingsvariabelen zijn de combinaties, waarvan er hoogstens 
£en wordt ingezet. Behoeft een werktuig onderhoud of reparatie 
dan wordt de capaciteit van de werkploegen met dat werktuig op 
nul gezet. 
Vervolgens worden potentiele beslissingstijdstippen uitgerekend, 
waarop een combinatie het werk zou moeten stoppen, omdat bij-
voorbeeld het werk klaar is, een pauze aanbreekt, een storing 
optreedt, het vochtgehalte te hoog wordt, of het gaat regenen, 
of waarop werk kan worden hervat, omdat een pauze eindigt, de 
werkdag begint of een materiaal bewerkbaar wordt. Het eerst-
volgende potentiele beslissingstijdstip wordt het volgende 
beslissingstijdstip. Met behulp van de toestandstransformatie 
wordt de toestand (hoeveelheden, eigenschappen) op dit tijd-
stip berekend waarna de strategie evalueert en een beslissing 
voorschrijft. Dit wordt herhaald tot alle werk is uitgevoerd. 
In het model worden tegelijk met de transformatie vastgelegd: 
het verlies aan opbrengst of kwaliteit van het bewerkte mate-
riaal ten opzichte van de maximale geldelijke opbrengst, de 
kosten die zijn gemaakt voor overuren of drogen en de tijd die 
door mensen en machines is besteed. 
Experimenten met het simulatiemodel 
Met het simulatiemodel zijn diverse varianten van de urgentie-
strategie getest met een graanoogst van 60 ha tarwe, een kor-
relopbrengst van 5,4t/ha en een stro-opbrengst van 3,8t/ha; 
prijzen van 400 resp. 100 gld/t. De bewerkingen zijn: maaidor-
sen (1- of 2-mans-methode), stro persen, stropakken laden en 
lossen met een klauwvork, stoppelploegen en drogen van vochtig 
graan. De weergegevens voor elk uur zijn verkregen van het 
KNMI te De Bilt voor de jaren 1957-1968. Deze gegevens zijn 
gebruikt om vochtgehaltes van de korrel in de aar, van het stro 
op stam en in het zwad en van de grond te berekenen en om het 
optreden van condensatie op de tarweplant te bepalen in het 
oogstseizoen, 1 augustus - 15 September. Het maaidorsen ver-
eist een korrelvochtgehalte beneden 23% en geen vocht op de 
plant; persen is toegestaan tot een strovochtgehalte in het 
zwad van 25% en stoppelploegen tot een vochtgehalte van 47% in 
de toplaag van 50 mm. Korrel met een vochtgehalte boven 19% 
wordt gedroogd tot 17%. 
Resultaten van de experimenten over acht representatieve sei-
zoenen worden o.a. afgeraeten aan de gemiddelde kosten voor 
overuren, drogen van vochtig graan en de tijdigheidsverliezen 
van tarwe en stro. 
- Hieruit is gebleken dat voor het bepalen van urgenties er goed 
aan gedaan wordt te rekenen met werkbare tijden die liggen 
beneden hun verwachting; dat wil zeggen dat gemiddeld de laag-
ste kosten worden bereikt als de strategie meer gewicht toe-
kent aan de jaren met weinig werkbare tijd, die relatief hoge 
kosten met zich brengen. 
- Het weerbericht elke zes uren heeft invloed op de verwachte 
werkbare tijd gedurende de eerstvolgende dagen. Rekening houden 
met het weerbericht leidt tot 4-9% lagere kosten dan wanneer 
men alleen goed weer of alleen slecht weer verwacht. 
- De disurgentie voor stropakken is nuttig, maar niet toereikend 
gebleken om inregenen in de pakken te vermijden. Een beter 
middel om de extreme tijdigheidsverliezen van pakken te ver-
minderen is door een beperkte oppervlakte met pakken toe te 
staan die bij de verwachting van slecht weer kleiner is dan bij 
de verwachting van goed weer en afneemt naar het einde van de 
dag. 
- Het invoeren van de zomertijd verschuift de werkdag naar uren 
die voor het bewerken van het materiaal ongunstiger zijn. Het 
leidt in het simulatiemodel zowel tot meer overuren als tot 
meer tijdigheidsverliezen. De 4% kostenverhoging van gemiddeld 
270 gulden per 60 ha is een significante toename. 
Het simulatiemodel is ook toegepast op de tarweoogst in 1962, 
welke oogst is uitgevoerd door twee man met kleine, raiddelgrote 
en grote machines en verschillende oppervlakten. 
- Daaruit is gebleken dat de middelgrote machines boven 80 ha 
goedkoper werken dan de kleine, dat de grote iets duurder zijn 
dan de middelgrote en dat het aantal overuren met de oppervlak-
te toeneemt. 
- Vergroting van de opbrengst tot 8,5 t/ha korrel en 6,0 t/ha 
stro resulteert in een toename van de kosten met 200-300 gld/ha 
(max. 45%), die royaal door de hogere opbrengst van 1200 gld/ha 
wordt gecompenseerd. 
- Niet afmaaien van de meer-opbrengst aan stro verhoogt de ca-
paciteit en doet de kosten afnemen met 200 gld/ha, hetgeen 
overeenkomt met de waarde van de meer-opbrengst aan stro zelf. 
Experimenten met vereenvoudigde probleemstellingen (modellen) 
- Een vereenvoudiging in de structuur van de werkuitvoering is 
bereikt door de af- en aanlooptijd en het onderhoud niet afzon-
derlijk te laten plaatsvinden maar in de capaciteit op te ne-
men, en storing uit te sluiten. Dit type vereenvoudiging blijkt 
de berekende kosten niet wezenlijk te veranderen, indien af-
en aanloop voor stro persen en pakken laden iedere 2,5 a 1,5 
uren is opgenomen in de capaciteit. 
- Verdere vereenvoudiging is bereikt: door beperkingen in de 
opslagcapaciteit van de droger te verruimen, door beslissings-
tijdstippen ten gevolge van urgentie-verandering van pakken, 
van droogkosten van vochtig graan en van de weersomstandighe-
den achterwege te laten, en door ook op zaterdagavond overuren 
toe te laten. De berekende kosten blijken met ruira 11% te dalen 
door de grotere mogelijkheden om werk tijdig uit te voeren. 
- Het invoeren van ££n rijpheidsdatum voor tarwe (1 augustus) in 
plaats van twee (1 en 9 augustus) leidt tot zo'n concentratie 
van werk dat de verliezen sterk toenemen. De berekende kosten 
stijgen dan met meer dan 1200 gulden. 
De vereenvoudiging van de probleemstelling is voortgezet door 
de uren met gelijksoortige gegevens van het weer en de eigen-
schappen van materialen van een dag of een week samen te voegen 
en de feitelijk opgetreden volgorde te vervangen door een volg-
orde waarbij werkbare uren aan onwerkbare uren in die periode 
vooraf gaan. 
- De vereenvoudiging van de informatie van den dag leidt tot 
een significante daling van de berekende kosten van 283 gulden 
en die van een week tot een verdere daling met 764 gulden 
(4 en 12% ten opzichte van de berekende kosten zonder vereen-
voudiging van de informatie). Deze vertekeningen van de werke-
lijkheid stellen de mogelijkheden van werken te rooskleurig 
voor en leiden daarom tot een onderschatting van de kosten. 
- De daling bij informatie van een week blijft achterwege 
wanneer voor tarwe de tijdigheidsverliezen worden berekend op 
basis van gemiddelde verliezen per week. De samenstelling van 
de kosten blijft echter afwijken, omdat de gekozen volgorde 
van de informatie over weer en materialen leidt tot afname van 
het aantal overuren en van de droogkosten; deze kostenverminde-
ring is niet realiseerbaar voor een beslisser die niet beschikt 
over informatie over het weer voor een periode van een week. 
Een volgende stap in het proces van vereenvoudigen van het 
werkindelingsprobleem is het verwaarlozen van de volgorde van 
de werkbare uren en het hanteren van een aantal werkbare uren 
per week. Het is dan tevens mogelijk om het simulatiemodel als 
oplossingsmethode voor een meer-staps beslissingsprobleem te 
vervangen door een model voor lineaire programmering. Deze 
veel gebruikte techniek voor e"en-staps beslissingsproblemen is 
gebruikt ora per week het gebruik van de combinaties (de beslis-
singsvariabelen) in de optimale oplossing te verkrijgen. De 
tijdigheidsverliezen van tarwekorrels en stro in het zwad zijn 
berekend op basis van gemiddelde verliezen per week; die van 
pakken stro zijn niet opgenomen. 
De kostensamenstelling is in dit geval anders omdat verlies van 
stro in het zwad niet optreedt en de droogkosten en de verlie-
zen van tarwe toenemen; maar de totale kosten zijn vrijwel on-
veranderd ondanks een lagere raaaidorscapaciteit dan in het Si-
mula tiemodel. 
- Opnemen van 20% extra capaciteit voor het maaidorsen (zoals 
in de simulatie), en het opnemen van afzonderlijke beperkingen 
voor de werkbare uren van stropersen leidt voor 1968 tot een 
kostendaling van 8205 naar 4739 gulden. 
- De resultaten tonen aan dat de ingevoerde vereenvoudigingen 
de werkelijkheid vertekenen en leiden tot een overschatting 
van de mogelijkheden en een onderschatting van de kosten. Dit 
laatste wordt mede veroorzaakt door de oplossingstechniek van 
lineaire programmering die in e'en keer een werkindeling ople-
vert voor het gehele seizoen. 
- Voortgaande vereenvoudiging is mogelijk door in het lieaire 
programmeringsmodel de werkploegen in plaats van de combinaties 
op te nemen als beslissingsvariabelen en beperkingen van werk-
bare uren toe te kennen aan mensen, werktuigen, trekkers e.d. 
afzonderlijk. Deze voorstelling van het werkindelingsprobleem, 
die gebruikelijk is in modellen voor gewassenkeuze, leidt tot 
10% verlaging van de berekende kosten van 5547 tot 5000 gulden 
bij gemiddelde werkbare tijden. Door combinaties niet in be-
schouwing te nemen is de uitvoerbaarheid van de verkregen 
werkindeling bij dit probleem geenszins verzekerd. 
Deze resultaten houden in dat voorzichtigheid geboden is bij 
het gebruik van vereenvoudigingen wanneer de werkindeling en 
de machinekeuze in het geding zijn. De voor het simulatiemodel 
ontwikkelde heuristische strategie leidt echter wel tot een 
aanvaardbare werkindeling en draagt bij tot het onderkennen 
van sterke of zwakke punten in de bedrijfsuitrusting. 
Verder onderzoek kan de strategie verbeteren door de urgenties 
van materialen geintegreerd te berekenen en door bij het be-
slissen een aantal beslissingstijdstippen vooruit te zien. 
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1 Introduction 
1.1 The problem 
Producing products on a farm needs planning. The farmer de-
cides what to produce and how to produce it. The answers to 
these questions can not be given independently. The first 
question is often answered by considering in advance men, 
machines and work methods available to perform the different 
operations resulting from a planning procedure, which selects 
crops. 
The second question, how to produce it?, is answered for each 
product separately by work study and for the complete farm 
by labour budgeting (comparing labour supply and labour 
demand); in both cases the decision on, what to produce?, is 
made in advance. Using crop selection and labour budgeting 
repeatedly may result in acceptable answers to what to pro-
duce and how to produce it. Solving both questions simulta-
neously with a perfect mathematical model is the ultimate 
goal. Less complete models for selecting crops and for labour 
budgeting may not include such questions as: 
- Are changes in weather (from day to day or hour to hour) 
and properties of materials (products) sufficiently consider-
ed according to the sequence in which they occur and the time 
interval between changes? 
"" Are machines unavoidably idle until other machines deliver 
the material (straw for baling delivered by the combine 
harvester)? 
"" Is the use of overtime (to prevent timeliness losses due to 
untimely operations) and the situation of the farmer as a 
decision-maker under uncertain weather conditions included? 
Are experts in selecting men, machines and work methods 
e<5ually competent outside their regular range of farm acreages 
°
r
 with new machines and tractive power? 
These questions belong to the field of work management in 
farming which is of primary importance to the results of the 
farm. For instance Zachariasse (1974) studying 29 arable 
farms of 33 ha with almost identical fields and buildings, 
found that decisions on work management were of considerable 
influence: 
95% of the variance in operating costs per unit was positive-
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ly related to: 
(i) long-term decisions (farm organization), characterized by 
the supply of labour and the amount of farm equipment (60-65%); 
(ii)short-term decisions or intensity of utilization of 
available labour and equipment (30-35%); 
- 30-36% of the variance in net revenue per hectare was relat-
ed to yields, which could be related to decisions in the 
initial growth period (e.g. sowing depth, fertilizer applica-
tion) . 
The field of work management (How to produce) consists of the 
machinery selection problem, i.e. to find an adequate set of 
men and machines and the scheduling problem. Only the second 
problem is considered in this monograph. 
1.2 Purpose of the study 
The aim of this study was to develop a model which: 
- takes account of hourly weather data and material properties 
in their recorded sequence, 
- uses men and machines according to their availability in 
regular time and overtime and according to the readiness and 
availibility of the materials to be processed, 
- takes decisions (selecting operations and length of operations) 
at each decision date according to an explicit strategy. 
The solution of the scheduling problem contributes to the 
machinery selection problem by using the model for different 
sets of men and machines. 
1.3 The model and solutions 
The farmer schedules operations by assigning men and machines 
to an operation. Such an operation is stopped because of 
poor weather, lack of materials, a pause for men, a machine 
failure etc. So the farmer keeps making decisions anew; he 
takes a decision at each decision date based on the current 
state of the system according to his implicit strategy. Per-
forming the scheduled operations results in processing 
material and delivering new materials and so the state of the 
system changes. 
The model considers n stages of the problem, one stage at a 
decision date. Its strategy determines a set of scheduling 
decisions at each decision date based on the state of the 
system and a state transformation results from the decision. 
The transformation connects the states of the system and the 
decisions based on the state; obviously the decisions depend 
on each other. So the scheduling problem is an n-stage decision 
problem or dynamic programming problem. 
Here some solution procedures are given. 
- The first procedure is the usual dynamic programming solu-
tion which takes an optimum decision at each stage for each 
possible state of the system at that stage by combining the 
result of a decision and the optimum decision for the result-
ing state at the next stage. Starting at the nth stage and 
going back to the first stage (with only one possible state) 
results in a series of decisions, one for each stage in a 
deterministic system. 
- The second procedure is a simulation model that represents 
rather realistically the use of men and machinery and the re-
sulting flow of materials. The state of the system at each 
stage is evaluated by a linear programming model representing 
the farmer's strategy explicitly; the decisions are taken 
according to the evaluation and depend on the weather and the 
Properties of the materials. 
The third procedure is the same simulation model with a 
heuristic strategy for evaluating the state of the system. 
Such a heuristic strategy often saves computer time and is 
Justified if optimum solution procedures are unknown or too 
laborious. 
The fourth procedure is a linear programming model with 
weekly periods for the entire scheduling problem. Such a model 
ignores constraints within a week; for example the sequence 
of weather is only represented by workable time and the storage 
capacity of a dryer is represented by a weekly processing 
capacity. By solving the scheduling problem for all stages 
simultaneously, the model uses in a stage the knowledge about 
the weather (or workable time) of later stages and so attains 
ar
* ideal schedule for that stage, which is not necessarily the 
schedule of the farmer who has less knowledge of the future. 
The use of the last two procedures is discussed in Section 2.2.1 
•*•* Guide to the reader 
it is suggested that a reader only interested in the general 
Principles of the heuristic strategy reads Sections 2.1 and 2.2, 
°
nly the main text of Sections 2.3, 2.4 and 2.5, omitting the 
algebraic presentation. Section 3.5 which describes the exper-
iments and Section 3.6 the final discussion are also recom-
mended. 
fading the monograph from beginning to end is useful for 
readers interested in introducing such strategies or simpli-
fied versions in their scheduling problems in practice, 
teaching or research. Those interested in programming may 
read it as a generally interested reader and proceed with 
Section 3.4, where the algebraic formulation of the simulation 
program is given with references to the preceding explanations 
and definitions. The simulation program is represented in 
sufficient detail for further development of the approach. If 
desired the program for the grain harvest example (running on 
a DEC-10 computer; programmed in FORTRAN IV) can be obtained 
from the author, Institute of Agricultural Engineering, 
P.O. Box 43, 6700 AA, Wageningen, the Netherlands. Further 
advice to the reader is given in italics. 
2 Scheduling operations: a heuristic 
strategy 
2.1 Terms and subsystems 
Scheduling means: "Determining the time when the various 
operations are to be performed. Availability of time, labour 
supply, job priorities and crop requirements are some impor-
tant factors" (ASAE, 1974). 
Production scheduling is a problem of scheduling operations 
with limited resources and precedence constraints. To describe 
this problem concepts from systems theory as given by Ackoff 
(1971) are helpful: 
"" "The state of a system at a moment of time is the set of 
relevant properties which that system has at that time. 
- A system (or environmental) event is a change in one or more 
structural properties of the system (or its environment) over 
a
 period of time of specified duration; that is, a change in 
the structural state of the system (or environment). 
"" A dynamic system (multi-state) is one in which events occur, 
whose state changes over time." 
Scheduling is a problem in such a dynamic system. The state at 
a
 moment of time is given by the quantity of work and the 
Properties or attributes of materials. The events are rain 
starts, operation stops or starts. 
Scheduling is also a dynamic programming problem (Hillier & 
Lieberman, 1967) with a number of stages and a decision rule 
°^ strategy. The effect of the decision transforms the current 
state into another state for the next stage. A stage exists at 
a
 moment of time. These moments will be called dates to avoid 
^^understanding with time (a duration) or with period or 
xnterval (a duration between specific dates). A complete list 
°f definitions of terms is given in Appendix A. 
Ir
* the system with the scheduling problem three subsystems 
are distinguished: the biological subsystem, the man/machine 
subsystem and the climate subsystem (see Fig.l). 
2
-1.1 The biological system 
he biological system consists of elements, which will be 
aHed materials. A material is processed (properties are 
changed) by an operation and that operation delivers other 
CLIMATE SYSTEM * Weather 
moisture content 
BIOLOGICAL SYSTEM 
workable time applicability 
MAN/MACHINE SYSTEM 
Materials processed 
or delivered by an operation, which is 
executed by a gang according to a 
method and belonging 
MATERIAL 
Wheat 
Grain 
Straw 
Bales 
Bales stored 
Stubble field 
Ploughed field S 
OPERATION 
combine harvesting 
baling 
loading, transport, 
unloading 
ploughing 
to a combination, set 
of gangs 
GANG COMBINATION 
machines and 
2 men : + 
1 man 
1 man 
1 man 
Fig, 1 I Terms and relations used in the scheduling problem 
for the grain harvest. + represents one combination in a 2 men 
farm. 
materials. For instance combine harvesting transforms a ripe 
wheat crop into grain and a stubble field with straw, milking 
transforms a cow with milk into milk and a cow without milk, 
ploughing transforms a harvested field into a ploughed field 
These transformations in the biological subsystem are caused 
by the operations performed by the man/machine subsystem. The 
attributes of materials like quantity, quality and moisture 
content change continuously because of autonomous processes 
(biological or physical in nature) under the influence of the 
climate subsystem such as growth of plants and animals, dete-
rioration of hay, water uptake by ripe wheat and soil after 
rainfall. 
2.1.2 The man/machine system 
Ir
* this system a gang is defined as a number of men and a 
machine or a machine system (the equipment) necessary to 
Perform an operation or process on some materials according 
to a method (Oving, 1971). An operation is performed by one 
°r more gangs which differ in the number of men and machines 
o r
 at least in the method. Operations may be executed simul-
taneously by a combination. Such a combination exists of one 
°r more gangs such that the number of items of men and equip-
ment does not exceed the available number of each particular 
item, A farmer selects one combination suitable for performing 
some of the operations. Thus the strategy in this scheduling 
problem has to select at each decision date a preferred 
combination from all possible ones. An alteration from one 
combination into another at a decision date is a change in the 
structural properties of the man/machine system and therefore 
Is an event in a so-called discrete process. 
2
-1.3 The climate system 
The climate system generates the weather and has its influence 
°n materials and on gangs, depending on whether the equipment 
can operate properly or not. For instance rain changes the 
moisture content of grain, hay and soil and wind prevents 
praying. This system is independent of the two other systems 
*
n3 therefore has been studied by many authors to learn about 
frequency distributions of the number of workable hours in a 
Period for an operation or a material. Field drying of hay in 
rain-free periods was described by Spatz et al. (1970), Olfe 
(1971), Pfau (1971) and Albrecht (1974). Changes in moisture 
Content in wheat in the field was discussed by van Kampen 
(1971), van Elderen & van Hoven (1973) and Heger (1973). 
Hesselbach (1968) gave models for the length of periods in 
daytime not available for grass drying, grain harvesting,pota-
to and sugar-beet harvesting. Portiek (1975) gave the time 
for harvesting wheat and baling straw for different moisture 
contents and periods in a day. De Wiljes & Zaat (1968) and 
Bischoff & Knecht (1970) gave relations between workable 
hours recorded by farmers and the weather in the same period. 
Frisby & Peterson (1968) used soil moisture data to define 
good and bad days and to derive the probability of at least 
k(k=l, 2,...., 5) good days in a five-day period. Morey et al. 
(1971b) applied the same procedure to seven-day periods in the 
corn harvest, also assuming mutually independent periods. 
Detailed models for growth, micro-weather or soil moisture 
described in other monographs of this series are useful for 
preparing submodels in the scheduling problem. When recorded 
weather data are used, such submodels describe the properties 
(moisture content) of the materials, especially if such prop-
erties are not influenced by the operations. 
2.2 Literature 
In Chapter 1 the machinery selection problem has already been 
mentioned. The relevant factors in this problem are: the 
operating characteristics of machines (capacity, losses and 
reliability), the constraints in operating time of machines 
due to men, weather and crop, and the timeliness of operations 
("ability to perform an activity at such a time that quality 
and quantity of product are optimized", ASAE, 1974). Different 
approaches to this machinery selection problem are now reviewed 
With one crop, one operation and a number of workable hours 
per man-day in a given period (or for a given acreage and 
period), this problem is solved by deriving costs (including 
timeliness losses) for different sizes of the machinery 
complement (Cunney & Von Bargen, 1972; Hughes & Holtman, 1974; 
Chancellor & Cervinka, 1975) or by calculating an optimum 
machine size, if a relationship between costs and size is given 
as in MacHardy (1966) and Rehrl (1968). However the dynamic 
character of the system was not considered. Liang (1971) used 
a non-linear objective function in a so-called separable 
programming model for solving the machinery selection problem. 
Another programming approach is from easier & Morris (1967) 
who used a modification of the unit-flow model developed by 
Peart. These networks were solved for the minimum value path 
by linear programming or dynamic programming (Boyce et al., 
1971). 
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A more dynamic approach was introduced by Link (1962) and 
Link & Bockhop (1964). They used a sequence of jobs on a corn 
growing farm along with the stochastic nature of the weather 
affecting operations. For each operation they defined the 
arrival date (the operation's predecessor is completed and 
crop conditions are ready), the holding interval (between 
arrival and completion date), the completion date and the 
vacant interval (between completion date and the arrival date 
of the operation's successor) and calculated completion 
probabilities for each climatic week and operation, starting 
with the arrival probabilities for the first operation in the 
sequence. The cumulative completion probability of the last 
operation in the sequence gives insight into the performance 
of a machinery complement for a fixed acreage. Results for 
corn production have been published by Marley & Bockhop (1966) 
and Frisby & Bockhop (1968). Timeliness was not considered. 
Another approach is simulation of the harvest with 
losses and limited dry and wet storage capacity (grain: 
Donaldson, 1970; corn: Morey et al., 1971a and Holtman et al., 
1
^^3). Probability distributions were used for the number of 
good working days in a period (e.g. a week) as derived from 
observations for some years and the number of available hours 
°n a good working day. As an alternative historical series 
°f weather data can be used. Attributes of materials (moisture 
content of grain and straw) were derived from these data. A 
simple strategy was applied that starts or stops the harvesting 
with a combine harvester (van Kampen, 1971; Dalton, 1971; 
nilips & O'Callaghan, 1974). An optimum machinery complement 
as chosen by comparing the results of different machinery 
oomplements in these situations with one process (harvesting) 
only. 
Morey et. al. (1971b) considered harvesting corn with a 
united dryer capacity and a fixed harvest rate. They used a 
ynamic programming solution procedure with input of the 
Probabilities of the number of days available for field work 
spending on soil moisture) in each week in the harvest 
M °^' t^le m o^ s t u r e content of corn in the field, the recover-
e
 yield and the prices in each week and the drying and 
our cost (regular time and overtime). The procedure 
suited in a strategy that gives for each week and for an 
arvested acreage the number of hours per day the combine 
arvester has to be put into operation. The probability distri-
ions for good working days were assumed to be mutually in-
Pendent, even for successive weeks; the number of good 
rking days in a week was not considered as a state variable 
and therefore not relevant for the next week. Corrie & Boyce 
(1972) applied the dynamic programming procedure to the 
cauliflower harvest which is sensitive to timeliness of 
operation. 
There is no competition of operations for men or equipment in 
the preceding problems with one crop and one operation or 
with a preference order of operations in seasons. A dynamic 
programming approach was given by Morey et al., (1972) for 
two crops, corn and soya beans. In a linear programming model 
Schmidt (1971) and Cevaal (1973) introduced constraints for 
men and equipment. Tseng & Mears (1975) used the same proce-
dure taking into account intervals of 1, 2 and 3 good-days 
for forage production in each week. Nilsson (1976) also used 
integer linear programming. He tested his result with a simu-
lation model for different years. On large farms these con-
straints on items of the man/machine system are perhaps 
sufficient, but if both men and equipment are restrictive the 
introduction of feasible combinations (sets of gangs) is 
necessary (Oving, 1971) even in models without scheduling 
purposes. Also Keuffel (1970) and Streitwieser (1970) used 
only some constraints on men and equipment in their network 
analysis models. In both types (linear programming and network 
analysis) the stochastic nature of the weather was not consider-
ed; this influence of the weather was represented only by a 
fixed amount of workable time in a period. Only Nilsson (1976) 
used a sensitivity model afterwards. 
Ruhling's (1972) review of the problems in machinery selection 
showed that models with the combinations (sets of gangs) 5nd 
the stochastic nature of the weather are not yet available. 
Precht (1972) discussed the literature of agricultural 
planning models with uncertainty due to weather, yield and 
prices and in these enterprise selection models combinations 
were not considered either,weather variability was reduced 
and a fixed number of hours was used. 
An 'identical ' problem in industry is the machine scheduling 
problem. 
"Suppose that we have to perform a number of jobs, each of 
which consists of a given sequence of operations, by using a 
number of machines. To perform a job, each of its operations 
must be processed in the order given by the sequence. The pro-
cessing of an operation requires the use of a particular 
machine for a given duration, the processing time of the 
operation. Each machine can process only one operation at a 
time. Given a cost function by which the cost of each possible 
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solution can be measured, we want to find a processing order 
on each machine such that the corresponding cost is minimized" 
(Rinnooy Kan, 1976). He reviewed the most important literature 
and it appears that only very small problems (1-3 machines) 
are solved with procedures leading to the optimum solution. 
Other problems have to be solved with heuristic methods (i.e. 
mathods that are purposely suboptimal but give a good answer); 
the 'maximum remaining work load1 criterion is reasonably 
efficient. Some additional heuristic rules are effective e.g. 
a search for critical jobs. 
There are some differences between this industrial problem and 
scheduling in agriculture: 
m agriculture one has to select a combination (a set of 
gangs) and not all machines can operate simultaneously; 
operations in agriculture are often interrupted by the 
weather; so the job can be split over smaller acreages; 
some gangs can perform the same operation; only one is 
necessary for each acreage of material; so with a given se-
quence of operations the use of gangs is determined. 
2.2.1 Problem and solutions 
This survey of literature has shown that as yet there is no 
solution procedure for the scheduling problem in agriculture 
when different materials, competition between operations and 
e
 actual course of the weather have to be considered. The 
most relevant factors in the system with the biological, man/ 
Machine and climate subsystems are: 
materials and their attributes such as quantity and moisture 
content, 
* timeliness of operations on materials (see Section 2.3.2), 
operating characteristics of gangs (capacity, losses and 
Pliability), 
constraints in operating time of machines due to men (dynamic 
e of overtime), equipment, weather and materials, 
weather influence on material properties and the interference 
o f
 operations. 
w we shall evaluate the four solution procedures given in 
e introduction. The dynamic programming procedure is used 
r
 at most two operations (harvest of corn and soya beans, 
ey et al., 1972). The influence of the weather is reduced 
Probabilities of good working days in weekly periods, which 
y map the real system inadequatly. Extending the number of 
ages from the number of weeks to the number of days or 
cision dates is necessary when hourly weather data and their 
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influence on materials and operations are included. Such an 
extension results in problems too big for efficient use of 
the computer, especially when the number of materials and 
operations are increased. In machine scheduling only small 
problems are solved at reasonable cost (even one-machine prob-
lems with n jobs result in computer time greater than that 
given by polynomial in n). 
The simulation model can represent realistically the dynamic 
character of the weather and its influence on materials and 
operations. The strategy for selecting a combination evaluates 
the state of the system at each decision date. One method of 
evaluation is using a linear programming model as part of the 
strategy. The computer time used will be considerable and is 
estimated at least ten times that when using a heuristic 
strategy. A heuristic strategy, however, has to demonstrate 
its usefulness; achieving nearly optimum results is the ul-
timate goal. 
A linear programming model of the entire scheduling problem 
attains an optimum solution as does dynamic programming. How-
ever mapping the real system with weekly periods is rather 
poor. The strategy (given with the method that solves the 
problem as a one-stage problem) does not reflect the decision 
situation of the farmer who has less knowledge about weather 
in the coming weeks. 
I decided to use a simulation model with a heuristic strategy, 
which takes decisions, one at each decision date selecting 
operations and determining the duration of the operations. The 
scheduling problem itself is a discrete process with events; 
the properties of materials, however, depend on the weather 
and change continuously and are given hourly, (see other 
monographs in this series for simulation of plant growth or 
soil moisture content). 
Section 2.3 describes the heuristic strategy for deriving the 
decision values, the urgencies of combinations, and the 
urgencies of gangs and materials from the timeliness function, 
the man/machine performances and the workable time of opera-
tions. In Section 2.4 the urgency concept is extended to in-
corporate variable costs and a number of restrictions in the 
use of gangs due to servicing or failure of equipment or to 
an excess of a material. Operations carried out by the gangs 
of the preferred combination transform the quantity of 
materials; the combination is used from one decision date to 
the next one. In Section 2.5 a number of potential decision 
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dates determined by materials, weather, men and machines are 
considered and quantities, durations and costs are transform-
ed. In Section 2.6 the scheduling problem is simplified in a 
number of steps and in two different ways. The first way 
simplifies the structure by excluding the servicing and failure 
of equipment and setup time or by omitting weather reports. 
The second way simplifies the information by aggregating the 
hourly data of weather and material properties into groups of 
similar data from a day or a week. These simplifications re-
sult in a problem similar to one commonly solved by a linear 
programming model. The representation of the real system 
ranges from accurate to poor because of less constraints from 
machines and materials. When constraints are removed the 
problems are said to be relaxed. With the resulting range of 
problems one can illustrate to what extent these simplified 
representations of the real system are acceptable and how 
serious their shortcomings are. 
The grain harvest was used as an example (Chapter 3) for 
studying the different problems because of the rather simple 
character of its autonomous processes (change in moisture 
content being independent of operations) and because suffi-
cient hourly records and computed moisture contents of grain, 
straw and soil were available (12 years, 1957-1968, 1 August-
15 September). 
2.3 Decision values;urgencies 
A heuristic strategy usually gives an acceptable solution to 
a problem and is often used where an optimum strategy is too 
laborious. The heuristic strategy in the scheduling problem 
evaluates the current state of the system and its expected 
development at each decision date. The basic concept intro-
duced in this monograph is the urgency of each material that 
is related to the loss of that material, only prevented by 
processing the material without delay. These urgencies of 
materials are assigned to the gangs relative to their capacity 
and to the combinations (sets of gangs). The decision maker, 
who at any decision date can only decide whether to schedule 
or not, takes the urgency of a combination into account. An 
operation is executed by a gang of the man/machine system 
(2.3.1) and the urgency of processing a material is based on 
the timeliness of operation which is represented by the 
timeliness function (2.3.2). From such functions the urgency 
and disurgency of materials (2.3.3 and 2.3.4) and the urgency 
of gangs and combinations (2.3.5) are derived. 
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2.3.1 Man/machine system 
From the available men and equipment gangs are assembled for 
executing operations, which process and deliver materials. 
Some gangs can operate simultaneously and make up a combination 
(introduced by Oving, 1971). A combination is a set of gangs 
such that the number of men and pieces of equipment available 
are not exceeded. A combination is complete if this condition 
is broken when a gang is added. The decision maker has to 
select one combination if any. Table 1 shows a simplified 
example of the grain harvest (see for a complete picture: 
Section 3.3 Men, equipment and operations). 
Table 1 Man/Machine system in the grain harvest. 
Gangs and operations 
Men and equipment 
Number 
available 
method 
gang G 
Operation 
grain combine 
harvesting 
a 
1 
b 
2 
straw 
baling 
Number of men and equipment in the gang 
2 
1 
1 
2 
2 
Men 
Combine harvester 
Baler 
Tractors 
Trailers 
2 
1 
1 
2 
1 
1 
1 
2 
1 
1 
Combination C 
(set of gangs) 
complete 
incomplete 
Material 
1 
2 
3 
4 
M 
Number of gangs in the combination, 
NGC(G,C) 
1 
1 
1 
1 
1 
Processing (p),delivering(d) of materials 
wheat 1 
straw 2 
dry grain 3 
bales in field 4 
P 
d 
d 
P 
d 
d 
P 
d 
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The gangs G belong to a set of gangs SG={1,...,G,...,GMX), 
where GMX is the maximum number of gangs. The combinations C 
belong to a set of combinations SC={ 1,...,C,...,CMX}, where 
CMX is the maximum number of complete combinations. It is 
sufficient to use the complete combinations and to exclude 
gangs from application if incomplete combinations are necessa-
ry. The number of gangs G in combination C is NGC(G,C); in 
Table 1 NGC(G,C) is 0 or 1 only. The set of gangs G belonging 
to a combination C is SGC(C)={G|NGC(G,C)>1}; in Table 1 
SGC(1)={1} and SGC(2)={2,3} . 
Performing an operation means processing one or more materials 
and delivering other materials (see Fig. 1): a ripe wheat 
field is harvested by a combine harvester which delivers 
straw in the field and dry or wet grain to the store or drier; 
seed -potatoes and a cultivated field are processed by plant-
ing, that delivers a potato field. The set of materials M 
processed by gang G is SMPG(G); in Table 1 SMPG(1)=SMPG(2)={1} 
and SMPG(3)={2}. The set of materials M delivered by gang G 
is SMDG(G); in Table 1 SMDG(1)=SMDG(2) ={ 2,3} and SMDG(3)={4}. 
Such an operation can be performed by one or more gangs, 
differing in men, equipment or method; for example in Table 1 
the set of gangs processing wheat, SGPM(1)={1,2} and the set 
of gangs delivering straw, SGDM(2)={1,2}. Note that more 
than one gang can operate on one specific set of materials. 
It is essential to understand the terminology of such a system 
to follow the development of the strategy. We could describe 
the system in terms of a supermarket with a number of service 
facilities (meat, bread, vegetable counters and queues of 
people. In front of each counter people are waiting to be 
served with different products. These queues are served by one 
or more servers. After being served, some people require 
products at another counter and go to the tail of that queue. 
A number of counters are served simultaneously. The analogy 
with our scheduling problem can be seen from the correspondence 
between (see Fig. 1): 
- people in a queue and fields of a material, 
- counter and operation, 
- one/two servers and gang 
- servers at work and combination. 
Fig. 2 illustrates the state of a part of the system for the 
grain harvest; the length of blocks relates to the quantity of 
a material in different fields numbered in the order of pro-
cessing from 1,...,FMX for each material. A 'field1 refers to 
material with the same properties like moisture content, 
optimum date of processing and in the grain harvest example 
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does not refer to geographical position. Bales loaded on a 
trailer, wet grain in a dryer are materials which also are 
given in 'fields'. The material needing another operation is 
taken to the tail of the queue of fields waiting to be proc-
essed (first in, first out) or to the head of the queue (last 
in, first out). The combine harvester processes wheat of 
field 1 and delivers straw and wet or dry grain. The straw of 
field 1 is baled but these bales are taken to the head of the 
queue of bales, waiting to be loaded; see arrow from field 1 
of straw to field 1 of bales. Just as the number of people in 
each queue changes over time so do the number and quantity of 
fields of a material. This process can also be described as a 
flow of materials assembled or disassembled by operations. A 
limited quantity in the queue is equivalent to a maximum 
quantity of a material, which may depend on daytime and 
weather; see storage of dryer and quantity of bales in Fig. 2. 
Executing operations results in transformations in the available 
quantities of processed or delivered matarials. The quantities 
of materials belong to the state of the system. The coming 
sections evaluate the state and its expected development with 
the aim of selecting a combination for performing operations. 
2.3.2 Timeliness function 
Hunt & Patterson (1968) stated that the timeliness function 
represents the economic benefit of timeliness, namely the 
effect of reductions in value of the crop because of losses in 
yield, harvesting, marketing and quality when the operation is 
untimely. These losses depend on meteorological factors, 
but usually not on rare phenomena like storm or hail. In this 
monograph the timeliness function of material M on a field is 
defined as the relation between time T and the recoverable 
value RMTF(M,T) in $/ha. This value in some arbitrary monetary 
unit, $, for a unit of acreage, ha (=hm2), is achieved by 
processing M at T, which operation results in expected yield 
and quality evaluated at relevant prices for the materials 
delivered. T is zero at the first date RMTF(M,T) achieves its 
maximum value for this material: RMTF(M,0)=max (RMTF(M,T)). 
The optimum date of processing is at T=0. Note that the dimen-
sions of T such as material and field are omitted to correspond 
with the computer program; in the list of names and symbols, 
Appendix II and in the text the variables are described and 
some dimensions are mentioned. To obtain the expected yield, 
quality and price, it is assumed that succeeding operations 
are timely executed. This assumption is necessary to construct 
a timeliness function and is supported by experimental data 
obtained often without restrictions from operations. For 
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IN DRYER 
field 1 
drying 
i I 
combine harvesting 
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DRY GRAIN 
IN STORAGE 
field 1 
STRAW 
field F 
field 2 
field 1 
BALES IN 
FIELD 
field F 
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J 
baling 
maximum 
acreage 
of bales 
allowed 
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bale loading, 
unloading 
BALES IN 
STORAGE 
Fig. 2 | Operations and state of the system in the grain harvest 
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example a timeliness function for a sown area is derived from 
experiments, such as sowing at different dates and harvesting 
at the optimum date when the maximum recoverable value is 
obtained. This assumption implies that the assignment of crop 
and cultivars to fields in the sowing period is not yet con-
tained in the scheduling problem and has to be solved in ad-
vance to get an extended harvest period. 
The construction of a timeliness function of material M starts 
with giving the timeliness functions of the materials deliver-
ed by processing that material M. Fig. 3 shows the construction 
for harvesting a crop with a value of the material gathered, 
the yield (Fig. 3a), and a value of the remaining material, 
the soil for a second crop (Fig. 3b). The part of Fig. 3b 
with T< 0 is replaced by the potential value (the broken line) 
because delivering the soil at a date earlier than the opti-
mum date of sowing and delaying the sowing may result in the 
.maximum value. The sum of Fig. 3a and the modified Fig. 3b is 
given in Fig. 3c, which is the timeliness function of the 
recoverable value in f /ha 
timeT 
date 
Fig. 3 | Construction of timeliness function, R*fTF(M,T) for 
material M. a. is the recoverable value of the first crop, 
b. is the recoverable value of the soil for the second crop, 
c. is the constructed timeliness function. 
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processed material M. Two remarks on this construction are 
necessary. In the given example Fig. 3b is not shifted to the 
left. This shift is necessary if ploughing and cultivating take 
some days between harvesting of the first crop and sowing the 
second one. Even the sowing operation itself is a sufficient 
reason for some shifting to an earlier date to obtain a time-
ly sowing. The second remark appertains to processing two 
materials instead of one (for instance a field and a seed) and 
delivering only one material, the sown field. The timeliness 
function is partly assigned to the field and partly to the 
seed. Such a distinction is useful if for different cultivars 
of the seed the timeliness functions of the sown fields differ 
in optimum date, maximum recoverable value or shape, a part 
of these functions is considered to belong to the field and 
the remainder to the cultivars. 
2.3.3 Urgency of materials 
The next step in the strategy uses the timeliness function 
R£CTF(M,T) of material M for deriving some measure of urgency. 
This concept of urgency which is designed to prevent a delay 
in processing a material, is useful because a farmer has to 
decide whether to schedule an operation or not. The urgency 
of a material is based on all fields of that material, which 
have different attributes such as optimum date of processing, 
moisture content, value or even timeliness function of crops. 
Remember that 'fields' may refer to geographical position but 
also to storages of wet or dry grain or bales. 
recoverable value in f /ha 
Fig. 4 | Timeliness function and urgency; recoverable value in 
$/ha against time in days. 
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Fig. 4 demonstrates for one field with material M the effect 
of a delay. The optimum date e, with T=0 is the first date 
with the maximum value. The processing of material M in period 
(a,c) is delayed until (b,d). The area below the curve and 
within each period represents the value gained in that period. 
The difference between the value in period (a,c) and that in 
period (b,d) results from the delay from date a to date b. 
Such a difference in value (in $) divided by a delay of At in 
hours is by definition the urgency of this field of material 
M expressed in $/h at a given date. A delay from a to a+At 
means an increase in value because the area in period (a,c) 
is smaller than the area in period (a+At, c+At), which is 
equivalent to RMTF(M,a-e) <RMTF(M,c-e). Subtracting the 
second area from the first and dividing the result by At 
results in a negative urgency which justifies a delay in 
processing material M. So a delay from b to b+At results in 
a positive urgency justifying processing material M. Note 
that urgency of a material on a field and urgency of a field 
are the same but both differ from the urgency of material for 
all fields of that material. 
How is the urgency of a material on some fields derived? 
Fig. 5 illustrates the situation with four fields of material 
M and operation periods p scheduled without a pause. Fig. 4 
shows whether the urgency of each field is positive or nega-
tive. The urgency of Fields I and II together is the sum of 
the urgencies of the fields because both fields have the 
same timeliness function. The material at Field III, however, 
is ready at a later date resulting in another timeliness 
function (not necessarily with the same shape). The urgency 
of Field III is negative, justifying a delay. The sum of the 
urgencies of the first three fields is less than the sum of 
the first two fields. It suffices to consider the first two 
fields for the urgency of processing material M in the case 
of three fields and to omit the urgency of the third field. 
As the sum of the urgencies of Field III and IV is positive, 
R*fTF(M,c-g)> RMTF(M,e-g), a delay for these fields is not 
justified and therefore the urgency of material M for the 
four fields is defined by the sum of the urgencies of the 
four fields. From this examination the urgency of material M 
is defined by the maximum of the sum of urgencies of the 
fields 1,...,F with l£F£FMX. These FMX fields of material 
M are in the order of processing, which is derived from the 
optimum date, the delivery date (first in, first out or last 
in, first out) or the value of the material. Note that only 
the available fields 1,...,FMX of material M are considered 
and not those fields that are still to be delivered. 
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recoverable value in fl/ha 
m,ig 
Fig. 5 
optimum 
At date 
urgency 
urgency 
urgency 
urgency 
Timeliness functions for four fields, I-IV with two 
dates of processing f and g (T=0) against time in days, 
a the operation periods p are expected and: 
of Field I <0 for RMTF(M,a-f) <RMTF(M,b-f) 
of Field II >0 for RMTF(M,b-f) >RMTF(M,c-f) 
of Field III <0 for RMTF(M,c-g) <RMTF(M,d-g) 
of Field IV >0 for RMTF(M,d-g) >RMTF(M,e-g). 
A positive urgency is equivalent to avoiding loss of material 
by preventing a delay. Note, however, for the second field 
in Fig. 5 the unavoidable loss of material due to the untimely 
operation for period (b,c). This unavoidable loss due to a 
finite capacity is not used in the strategy for scheduling; 
they are recorded as a result of the decision process and are 
relevant as a performance characteristic of the machinery and 
so useful in machinery selection problems. 
So far we have considered the urgency of processing. Now we 
have to introduce a disurgency of delivering a material M. 
Such a disurgency means that a delay in delivering is prefer-
able. Fig. 5 is used to illustrate the phenomenon. Assume 
that at date a Fields I and II of material M are available and 
that the next field can be delivered at date a with an optimum 
date at f or delivered after a delay at date c with optimum 
date g. In both cases the next field is scheduled after the 
operation period of Field II; in the first case a timeliness 
loss is gained during period (f,c) and in the second case the 
optimum date is still in the future, c<g. The disurgency in 
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$/h is related to the avoidable loss in $/ha between the 
maximum value and the value recovered at c. Hay in the field 
is an example where a delay in delivering more hay (equivalent 
to a delay of mowing grass or alfalfa) is preferable when 
processing of the available hay in the field still requires 
a long period. Such disurgencies are also assigned to gangs 
and combinations and subtracted from the urgencies. If for a 
gang the disurgencies exceed the urgencies, then the gang is 
not urgent and there is a delay in delivering. 
The reader not interested in exact formulations or in details 
about the operation period, the available fraction and the 
average capacity for M should continue with Section 2.3.4, 
The timeliness function is now used for the exact definition 
of urgency and disurgency of material M. The fields of material 
H are ordered in some way and numbered 1, 2,...,F,...,FMX and 
have timeliness function RMTF(M,T) with identical shape only 
differing in DMXRD(F), the optimum date when the maximum 
recoverable value of field F is expected at the current date D. 
At DMXRD(F) is T=0. The dimension M for F and FMX is omitted 
as in the computer program. 
Let 
DBG(F) be the date of beginning the operation on field F of 
material M, expected at D in days, 
DFH(F) the date of finishing the operation on field F of 
material M, expected at D in days, and 
OPD(F) operation period for processing field F, expected at 
D (including weekends), in days (see Section 2.3.3.1). 
The following relations are valid under the assumption that no 
pauses occur between the operation periods: 
DBG(1)»D, the current date, for example the decision date DD, 
DBG(F)»DFN(F-1), F»2,...,FMX, 
DFN(F)»DBG(F)+OPD(F), F»1,...,FMX (2.1) 
Note that F and FMX refer to fields of material M and that the 
dates of beginning and finishing are expected at date D and 
reflect a development of the processing of material M. 
Although only gangs have a capacity to process a material, 
a capacity of processing material M, CAPM(M) is introduced 
(see Section 2.3.3.3). Operating At hours on field F with 
capacity CAPM(M) results in a recoverable value in $ of: 
/ 
DBG(F)+ At 
R§fTF(M,t-DMXRD(F))x CAPM(M) x dt, 
DBG(F)
 ( $ / h a x h a / h x h = $) 
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A delay of At hours for field F results in a change in the 
value recovered in $ of: 
/ 
DFN(F) 
RMTF(M,t-DMXRD(F))x CAPM(M) x dt 
DBG(F) 
-I. DFN(F)+ At RMTF(M,t-DMXRD(F))x CAPM(M) x dt = DBG(F)+ At 
rfDBG(F) + ^ t 
= I ROTF(M,t-DMXRD(F))x d t 
Li DBG (F) 
fDFN(F) + At -i 
- I R*fTF(M,t-DMXRD(F))x d t I xCAPM(M), (2 .2) 
JDFN(F) J 
This change depends on the variables DBG(F), DFN(F) and At. 
No assumption is made about the use of OPD(F) by CAPM(M). So 
although OPD(F) depends on CAPM(M), it may contain weekends or 
other periods without operations on material M. A positive 
change means a decrease in value. 
The urgency of field F of material M in $/h at date D is, 
when At is small enough, defined by Eqn (2.2), with appropriate 
substitution of t by DBG(F) and DFN(F) and of dt by At, and 
division by At: 
UFD(F)= [RMTF(M,DBG(F)-DMXRD(F))x At 
- RMTF(M,DFN(F) - DMXRD(F))x At] X CAPM(M)/ At 
Thus 
UFD(F) 2 [RMTF(M,DBG(F)-DMXRD(F)) 
- RMTF(M,DFN(F) - DMXRD(F)) ] X CAPM(M), (2.3) 
This result agrees *with the urgencies (positive or negative) 
given in Fig. 5 with DBG(F)=a,b,c and d, DFN(F)=b,c,d and e 
for F=l,2,3 and 4 and with DMXRD(F)=f and g for F=l,2 and 3,4. 
Note that also RMTF(M,T) in $/kg and CAPM(M) in kg/h result 
in urgencies in $/h. So urgencies for different materials are 
made comparable through multiplication by CAPM(M). 
Scarborough & Hunt (1973) used the same approach with a para-
bolic timeliness function RffTF(M,T)=RMTF(M,0)-K x T2 where K is 
a timeliness rate and T the time relative to the optimum date. 
Substitution of a capacity CAPM(M) = c in ha/day, an operation 
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period OPD(F)=p days, DBG(F)=D the current date and DFN(F)= 
D+p in Eqn (2.3) results in an urgency at date D: 
UFD(F)=[ RMTF(M,D-DMXRD(F))-RMTF(M,D+p-DMXRD(F))] x C 
and with the function of Scarborough & Hunt for T=D-DMXRD(F) 
or T=D+p-DMXRD(F): 
UFD(F)= []RMTF(M,0)-K X {D-DMXRD(F)}2 - RMTF(M,0) + K X 
(D-DMXRD(F)+p}2 ] x c =c x K x [2p {D-DMXRD(F)} +p2 ] ,($/d) 
The urgency of material M at date D is as given for the 
four fields in Fig. 5: 
UMD(M) d=f maxp ( J^. UFD U> ) * (*/h) <2-4) 
For example urgencies in Fig. 5 of -1.5, 5.4, -3.2 and 3.8 
result in sums -1.5, 3.9, 0.7 and 4.5 for fields up to 1, 2, 
3, and 4; the maximum sum is 4.5. These calculations are done 
for all the materials and for each field F of that material. 
2.3.3,1 Operation period 
The operation period, OPD(F) consists of the operation time 
and a number of weekend days. For example if a field of 10 ha 
of material M can be processed with a capacity CAPM(M) of 
1 ha/h and if only half the workable time of 2 h/d is available 
for processing material M, then the operation time is 10 days 
and the operation period including weekends is 14 days. The 
operation time increases with the acreage or quantity of the 
field and decreases with the increase in capacity of proces-
sing material M, CAPM(M), in workable time of material M, and 
in the fraction of the workable time available for processing 
material M. This fraction results from the necessity to proc-
ess other materials in the same period and from the impossi-
bility to use all gangs simultaneously. Although the calcula-
tion of UMD(M) for M is independent of other materials, this 
fraction (and so OPD(F)) still reflects the interdependency 
of processing materials with a limited set of men and machinery 
(see Section 2.3.3.2). 
The workable time of processing a material depends on the 
weather and on the properties of that material and is the 
number of hours per day estimated by the decision maker at 
date D (average or a p-percent point where p denotes the 
percentage of how often workable time does not exceed this 
point, Portiek 1975). We distinguish this short-term workable 
time applicable for up to two weeks from a long-term average 
for a season and independent of the short-term weather expec-
tation • 
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Some relations are defined with: 
QFD(F) the quantity on field F of material M at date D 
in ha, 
CAPM(M) the capacity of processing M in ha/h (see Section 
2.3.3.3), 
WTD(M) the workable time of processing material M expected 
at D in h/d, (short term), 
WTAV(M) the average workable time of processing material M 
in h/d, (long term), 
FWT(M,PN) the fraction of the workable time available for 
processing material M in weekly period PN (see 
Section 2.3.3.2), 
PNND the number of working days of the week passed from 
Monday OhOO till date D in days. This real number 
belongs to (0,7) and depends on the day when D=0 
(e.g. Monday 1 August, 1977) 
the necessary operation time expected at D for field F: 
0TD(F)=QFD(F)/ {CAPM(M) x WTD(M) x FWT(M,PN)}, (d) (2.5) 
the number of weekend days for field F (Saturdays and 
Sundays) included if at Friday 24h00 the operating time 
is not yet finished: 
NWD(F)=2 x Int |{ £ ^ OTD (J)JPNDD}/5 - ^ZZ\ NWD(j) ;NWD(0)=0 
the operation period at D for field F: 
OPD(F)=OTD(F)+NWD(F), (d) 
which is used to define the date of finishing a field, DFN(F). 
For example an operation time of the first field, OTD(l)=6 days 
and results on Monday with PNDD e(0?l) in two weekend days 
and on Friday with PNDD e(4,5) in four weekend days contained 
in the operation period. These calculations are started for 
Field 1 at date D. The period number PN is PD, the period 
containing date D. If DFN(F), the expected date of finishing 
the operation on field F exceeds the end of the period, EP(PN), 
then DFN(F) is redefined by: 
DFN(F)=EP(PN) + {DFN(F)-EP(PN)) X FWT(M,PN)/FWT(M,PN+1) and 
OPD(F), NWD(F), OTD(F) are adjusted and PN becomes PN+1. 
The short-term workable time WTD(M) is restricted to a duration 
of NDAYS(M) after D. Then the calculations are continued after 
D+NDAYS(M) with the average workable time for M, WTAV(M) and 
DFN(F) is corrected accordingly. For example when DFN(F) is 
two days after NDAYS(M), these two days are multiplied by 1.8, 
the ratio of OTD(M) and WTAV(M) and so DFN(F) increases by 
1.6 days. The duration NDAYS(M) for which the short-term 
workable time WTD(M) is valid is the minimum period expected 
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for processing the available quantity of material M and for 
which short-term estimates are available. 
The urgencies UMD(M) and UFD(F) in $/h are independent of the 
capacity of processing if the timeliness function decreases 
linearly with a constant decrease in $/ha. A faster decrease 
of the timeliness function with a lower capacity results in 
an increase of the urgencies because extending the operation 
period has more influence on RMTF(M,T) than the decrease in 
capacity has on UFD(F) (see definition of UFD(F), Eqn (2.3)). 
2.3.3.2 Available fraction of the workable time 
The fraction of the workable time available for processing 
material M in period PN, FWT(M,PN) is a concept introduced for 
the following reasons: 
- the necessity to process other matarials in the same period 
(for example a week), 
- the impossibility to use all gangs simultaneously/ 
- the relation between workable time during the WDPER(PN) 
workdays of period PN,WTAV(M) x WDPER(PN), and the quantity of 
material M which can be processed QM(M,PN). 
The definition of the available fraction is: 
FWT(M,PN) d- QM(M,PN)/{CAPM(M) X OTAV(M) x WDPER(PN)} (2.6) 
Substituting this in Eqn. (2.5) results in: 
OTD(F)={QFD(F)/QM(M,PN)} x {WTAV(M)/WTD(M)} x WDPER(PN) 
which demonstrates the absence of CAPM(M) and the influence 
of the ratios of quantities and of workable times on the 
operation time of a field. Note that the capacity is implicitly 
present in the quantity that can be processed. In Chapter 3 
a linear program is used for five weekly periods and average 
workable time WTAV(M). QM(M,PN) is derived from the optimum 
solution (see Section 3.3.2, Table 13). 
The urgency of each material is calculated independently of 
other materials. The fraction FOT(M,PN) still reflects the 
existence of other materials because the quantities QM(M,PN) 
in the linear programming solution are not- independent. These 
fractions are input for the simulation model and are not re-
vised during simulation. 
2.3.3.3 Capacity of processing materials 
The capacity for processing material M, CAPM(M) is used for 
calculating the urgencies of field and of material and FOT(M,PN); 
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it will be used again to define the urgency of gangs (see 
Section 2.3.5). M-processing gangs are gangs only processing 
M and here also those gangs delivering and processing M 
simultaneously. The capacity CAPM(M) is based on the capacities 
of gangs and on the so-called M-complete combinations. C is an 
M-complete combination only if it is impossible to add M-proc-
essing gangs even .when gangs other than M-processing gangs 
are omitted. This procedure assumes no previous knowledge about 
the preference of gangs. However, the use of the M-complete 
combinations fixes the relative use of gangs processing M. So 
capacities CAPM(M) are calculated independently for the mate-
rials. 
The capacity for processing material M is defined with: 
CAPG(G) the effective field capacity (ASAE, 1974) of gang G, 
with corrections for setup and service time ,(ha/h), 
SGPM(M), the set of M-processing gangs; it includes also 
gangs delivering and processing M simultaneously 
(contrary to SGPM(M) the set of gangs only processing 
M), 
NGC(G,C) number of gangs G in combination C, 
SCM(M) the set of all M-complete combinations different 
with respect to number or method of the M-processing 
gangs; the number of different combinations is 
|SCM(M)|. 
Thus 
CAPM(M) - I C 6 S C M ( M ) 2 G 6 S G P M ( H )+ CAPG(G) X NGC(G,C)/|SCM(M)| 
See Section 3.3.2 and Table 10 for the calculation in the 
grain harvest example. 
An example shows the determination of SCM(M). Three different 
gangs, a and b processing a material M and c processing 
material M', are contained in the combinations {2,0,0}, {1,1,1} 
and {1,1,0}. The combinations are M-complete but the last two 
do not differ with respect to the M-processing gangs a and b. 
So only the first two combinations belong to SCM(M). The 
capacity of processing M is then: 
{[CAPG(a) x 2+CAPG(b) x 0] + [CAPG(a) x l+CAPG(b) x 1]} /2 
2.3.4 Disurgency of material 
The disurgency of delivering a material has already been men-
tioned and illustrated for hay in the field. It is the loss 
per hour expected on the material delivered, which can be 
avoided by a delay in delivering. Note that disurgency of 
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delivering is the opposite of urgency of processing but not 
merely the negative of it. Such a disurgency may result in a 
delay of delivering a material. This delay is only useful if 
the optimum date of processing attainable by delaying the 
delivery gives a higher recoverable value than the optimum 
date of processing the next field, DMXNFD(M) of material M 
delivered at D. Hay, straw and bales in the field are materials 
with an optimum date depending on the date of delivery (for 
example for bales in the field the optimum date is equal to 
the date of delivering); other materials have a fixed optimum 
date such as wheat and soil intended for sowing. We use a 
switch to define what is assumed in a model for each material 
about the optimum date and the disurgency: 
DMXUM1(M)= 
FUM1 when the optimum date DMXNFD(M) depends on 
the date D of delivering, and disurgency is 
considered. 
NTFUMl when disurgency of M is not considered 
The disurgency is determined by the quantity of material al-
ready available, which has to be processed first from date D 
to DFN(FMX), the date of finishing the last field. After the 
latter date the processing of the next field delivered is 
scheduled. The maximum recoverable value may be attained by a 
delay in delivering if DMXNFD(M) is earlier than DFN(FMX); 
delivering at D results in a decreased value in $/ha: 
RMTF(M,0.0) - RffTF(M,DFN(FMX) - DMXNFD(M)). The switch MTAIL(M) 
is used to distinguish between materials; those processed in 
the order of delivery were queued at the tail at the delivery 
date and have MTAIL(M)=TAIL and those processed in the reverse 
sequence are denoted by *fTAIL(M)=HEAD. For the latter materials 
like bales in the field the disurgency is caused by a delay 
in processing the available quantity and processing first the 
next field. So it equals UMD(M), which also is based on a 
loss due to delay in processing. 
The disurgency is defined as: 
UMD1(M)= 
in $/h 
and 
[R|fTF(M,0) - RMTF(M,DFN(FMX) - DMXNFD(M))] 
DMXNFD(M) <DFN(FMX) 
OTAIL(M)=TAIL 
UMD(M)l if MTAIL(M)=HEAD 
0 otherwise 
x CAPM(M) if DMXUM1=FUM1 QMDIM)>0 
1. If the urgency is negative then the disurgency must be zero. 
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With the definitions of UMD(M), the urgency of material M and 
UMDl(M), the disurgency of material M, one can derive an urgen-
cy of gangs. 
2.3.5 Urgency of gangs and combinations 
The urgency of a material UMD(M) cannot be used directly for 
scheduling operations. The decision maker has to decide about 
the use of gangs and indirectly about processing materials. 
The decision maker requires an urgency of the gang such that a 
higher capacity is preferred to a lower capacity for the same 
operation because the former results in less loss of processed 
material with a positive urgency. For disurgency of delivered 
materials, however, lower capacities are preferred to prevent 
loss. The urgency of a gang G is defined by adding the urgen-
cy of the materials processed by gang G and subtracting the 
disurgency of the materials delivered by G, where both are 
multiplied by the ratio of the capacity of gang G to the capa-
city of processing the materials processed and delivered. 
CAPM(M) is the capacity of processing material M, ha/h 
CAPG(G) the effective field capacity (ASAE, 1974) of gang G, 
ha/h 
CAPGD(G) the effective field capacity CAPG(G) adjusted for 
properties (moisture content) of the processed 
materials at date D, ha/h 
SMPG(G) the set of materials processed by gang G, and 
SMDG(G) the set of materials delivered by gang G. 
The urgency of gang G is a part of the urgency of a processed 
material, UMD(MP) minus a part of the disurgency of a delivered 
material, UMDl(MD). 
^^-[IilPeSMPGCG) UMD(MP)/CAPM(MP) 
" ^MD€SMDG(G)UMD1(MD)/CAPM(MD)] X CAPGD<G> 
A negative value means a nagative contribution to the expected 
result of the farm and then gang G must be excluded from 
selection. 
An example with a one-man and a two-men gang for combine 
harvesting and capacities of 0.74 and 1.0 ha/h shows the 
greater urgency of the two-men gang for: 
UGD(1)=UMD(M) x 0.74/CAPM(M) <UGD(2)=UMD(M) X 1.0/CAPM(M). 
The greater urgency does not imply the selection of the two-
men gang because it is possible that the one-man gang and 
another gang together have a higher urgency. 
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Note that it is not correct to derive the urgency of a gang 
directly from the timeliness function with CAPGD(G) instead of 
CAPM(M). For a higher capacity of a gang such a procedure 
results in a shorter operation period and in a lower urgency; 
see Fig.5 if the operation period of the second field is re-
duced. This behaviour of the urgency of a material is just 
opposite to the one required for a gang so that the two-step 
procedure should be used: deriving an urgency of material with 
the capacity of material CAPM(M) and then deriving an urgency 
of a gang relative to its capacity. 
If each gang G processing MP(SGPM(MP) is the set of such gangs) 
processes one material with CAPGD(G)=CAPG(G) and UMDl(MD)=0, 
then it is easy to show that using one of the MP-complete com-
binations, belonging to SCM(MP), results in a sum of urgencies 
of gangs multiplied by the number of each gang in a combination 
NGC(G,C), which is on the average equal to UMD(MP): 
ICeSCM(MP) IceSGPMlMP) U G D ( G ) X >«C<G,C>-
2CeSCM(MP) ZGeSGPH{m{V"°W)/<*™W)} XCAPG(G) x 
X NGC(G/C)=UMD(MP) x |SCM(MP)| 
s e e S e c t i o n 2 . 3 . 3 . 3 . 
The weather expectation has a remarkable effect on the urgen-
cies. It influences the timeliness function of bales (steeper 
with bad weather) and the operation period (longer with bad 
weather, due to less workable time) and so the expected 
finishing date, DFN(FMX) is later; both changes increase UMD1(M) 
and decrease UGD(G). So the baling operation is less urgent 
with bad weather. For the same reasons UMD(M) of bales is in-
creased, resulting in a more urgent loading operation with 
bad weather. 
An example of three materials and three gangs illustrates the 
relations between the urgencies of the gangs: 
Material 1 (straw) 
Gang 1 (baling) 
Material 2 (bales) 
Gang 3 (baling, loading, 
transport, unloading) 
Material 3 (bales in a 
stack) 
Gang 2 (loading, transport, unloading) 
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UGD(1) = [UMD(1)/CAPM(1)-UMD1(2)/CAPM(2) ]xCAPGD(l) 
UGD(2)=[ UMD(2)/CAPM(2)-UMDl(3)/CAPM(3)]xCAPGD(2) 
UGD(3)=[UMD(1)/CAPM(1) -UMDl(3)/CAPM(3) ] xCAPGD(3) 
When the capacities of the gangs are the same and the use of 
men and equipment for Gang 3 is the same as for Gangs 1 and 2 
together, then UGD(3) >UGD(1) + UGD(2) if UMDl(2) >UMD(2) or 
delivering Material 2 is not preferred because the disurgency 
of delivering is greater than the urgency of processing the 
available Material 2. 
In another example with Material 1 bales in the field, Material 
2 bales in small stacks of 10 bales with a plastic cover, and 
Material 3 bales on a trailer and with UMDl(2)=UMDl(3) 
(Material 2 is as urgent or as safe as Material 3) and by making 
small stacks faster than loading bales, CAPGD(1)>CAPGD(3), the 
result is UGD(l) >UGD(3). This example shows a preference for 
Gang 1, which only performs a part of the operation of Gang 3, 
without considering the remaining loading operation executed 
by Gang 2. In the grain harvest such a situation does not occur, 
but if it is considered one is advised to introduce, for in-
stance, a maximum quantity of Material 2. 
2.3.5.J Applicability of gangs 
A gang does not have to be used even if its urgency is positive 
because some conditions have to be met.The available quantity 
of a material delivered must be less than the maximum quantity 
allowed. At least the first field of a material processed must 
be ready: it must meet some requirements (a moisture content 
less than MCPB(M) a maximum bound for processing, a good con-
dition e.g. no water adhering to it, CDTD(M)). All materials 
processed by a gang must be available and ready. These condi-
tions lead to a decision in advance about the applicability 
of a gang. However a material not yet available can be deliver-
ed by a combination and if such a material is also ready for 
processing, MDRP(M)=MRDY a condition for the application of a 
gang is still met. A material at its maximum quantity can be 
delivered if processing is also done by the combination. For 
example bales may be loaded even when initially no bales are 
available but will be delivered by the baler at the same time; 
the loading of bales may continue with loaded trailers (at 
maximum) when the trailers will be unloaded simultaneously. 
To formalize these conditions some variables are needed: 
QMD(M) the available quantity of material M at date D in ha 
= Z--1 QFD(F), the quantities of the fields of M 
r — 1 
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QMD1(M) 
M 
the quantity of material M which is ready at D in ha 
if the first 
field is ready 
MCWD(M)<MCPB(M) 
and CDTD(M)=GOOD 
otherwise 
other materials 
QFD(l) only the first field of 
for M=1,...,M* 
QMD(M) all fields of M 
for M=M' + 1,... 
0 
In the grain harvest example M'=l, and for the 
one assumes that the succeeding fields are ready for processing 
if the first one is ready. 
MCWD(M) 
MCPB(M) 
CDTD (M) 
MDRP(M) 
QMXMD(M) 
moisture content (% wet basis) of material M at D on 
the first field 
moisture content processing bound of material M 
condition of the material M for processing, depending 
on material and weather at D, GOOD or NTGOOD 
material M delivered is ready for processing 
MRDY or not MNTRDY 
maximum quantity of material M allowed at D in ha, 
(see Section 2.4.4). 
APG(G) = 
With these variables the application of a gang is defined with 
a process controlled switch: 
fAPPL if JQMD1(M)>6 for V M eSMPG(G) and 
QMD(M)<QMXMD(M) for VMeSMDG(G) 
NTAPPL otherwise 
where SMPG(G) and SMDG(G) are the sets of materials processed 
and delivered by gang G. Yet only quantities are considered 
independent of the urgency UGD(G). 
The definition of the application of a gang in a combination 
includes the existence of the gang in the combination, the 
urgency and the quantities available, delivered and ready or 
processed; the application is expressed in a process controlled 
switch: 
'NGC(G,C)>0 and 
UGD(G)>0 and 
APG(G)=APPL or 
for VM eSMPG(G) 
QMD1(M)>0 or 
MDRP(M)=MRDY and 
MCWD(M) <MCPB(M) and 
CDTD(M)= GOOD and 
BieSGDM(M)|APGC(i,C)=APPL 
fAPPL if 
APGC(G,C)= 
means that 
material M is 
delivered in C 
by gang i and 
NTAPPL 
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is ready 
and for V M eSMDG(G) 
QMD(M) <QMXMD(M) or 
3j eSGPM(M)|APGC(j,C)=APPL means that ma-
otherwise terial M is 
processed in C 
by gang j 
For example gang G, which loads bales can be used in combina-
tion C if no bales are available (resulting in QMD1(M)=0 and 
APG(G)=NTAPPL) when gang i uses the baler to deliver the bales, 
which can be processed directly (MRDY) and the moisture 
content of the bales and the condition of the weather are 
suitable for processing. In the grain harvest, however, proc-
essing of a material at its maximum quantity is not considered 
(ease of calculation and preventing a reduced capacity of the 
delivering gang due to a low capacity of gang j). These 
definitions are revised if service and repair of gangs are 
included (see Section 2.4.2). 
The last step in the strategy is deriving the urgency of a 
combination and selecting the preferred combination CP: 
UCD(C)= Y l^GC(GfC) x UGD(G) |APGC(G,C)=APPL $/ha 
UCD(CP)= max (UCD(C)) 
The computation is simplified by multiplying the first 
equation by APGC(G,C) and giving APPL and NTAPPL the values 
1 and 0. Here the preferred combination CP is found by calcu-
lating the urgency of each combination and searching for the 
maximum. With a large number of combinations it is inefficient 
to use the so-called complete enumeration. Then a procedure 
for a multiple knapsack problem with the urgencies of gangs 
as a measure in the objective function saves computer time. 
Thesen (1976) used such a procedure for scheduling activities 
with an urgency. 
2.4 Specifications and extensions of the urgencies 
It is necessary to specify urgency for particular conditions 
such as a horizontal timeliness function of a material or for 
a situation with setup time. Extensions add new aspects to the 
model of the real system of the scheduling problem like varia-
ble costs and failures. Most specifications and extensions are 
used in the grain harvest example; the effect of some of them 
on the strategy is influenced by the level of an input regula-
tor or by an input switch. By the latter the strategy is 
altered significantly such that each set of states of the in-
put switches may be considered as another strategy whilst 
maintaining the main lines of the heuristic concept. Without 
doubt it is possible to extend the strategy with other rules 
for the use of gangs or to develop more adequate specifications, 
But at this stage of the research it is reasonable to learn the 
behaviour of the strategy first and to conclude from the re-
sults how to proceed with modelling the scheduling problem. 
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The generally interested reader can skip the indented parts of 
the subsections of 2.4, which give detailed information. 
2.4.1 Timeliness function 
The first extension concerns the shape of the timeliness 
function. So far the timeliness function RMTF(M,T) for a mate-
rial M has had only one shape. Fields F differ in optimum date 
DMXRD(F). It is useful to give each field F its own timeliness 
function RMTF(M,T,F) when a second crop is considered on part 
of the area, on some fields, or when different cultivars of 
potatoes or grains are used for harvesting, sowing or planting. 
In the latter case the decision maker has to decide in advance 
how much of each cultivar is preferred to achieve an extended 
harvest period. He may of course revise his initial assignment 
of cultivars to areas if the expected recoverable value of a 
cultivar is exceeded by another because of an untimely sowing 
operation in a bad season. 
Different shapes of timeliness function can be used for 
different situations: for instance for fields with a wheat 
cultivar sensitive to sprouting the expectation is pessimistic 
so that one uses a steep timeliness function or for all fields 
with bales and a good weather forecast the expectation is op-
timistic so that one uses a less steep timeliness function, 
(see Section 3.2 and Tables 3 and 4 for assuming good weather 
if P[rain >0.3 mm] <0.1). 
The second extension is necessary for materials with zero 
urgency urgency from a constant timeliness function, for 
instance bales loaded on trailers do not change in value over 
time. Urgency for unloading loaded bales cannot be derived from 
these bales. When all trailers are fully loaded with bales no 
more bales can be loaded until unloading takes place. So the 
preceding material is not processed if the urgency of a mate-
rial limited in quantity remains zero. A solution is to derive 
the urgency of M from that preceding material M', but allow 
for a correction for the quantity of M* which still can be pro-
cessed during the current day. 
Thus CAPM(M') x WTD(M') x FTRD and the already available 
quantity QMD(M) relative to the maximum quantity allowed 
QMXMD(M). The relation is: 
UMD(M)=UMD(MI) x min (l^CAPMfM1) x WirXM1) x FTRD+QMD(M)] / 
QMXMD(M)) . 
The disurgency of material M,UMDl(M), is set equal to UMD(M). 
The urgency of a gang only loading decreases with the increase 
of the disurgency of the loaded bales UMDl(M) and in contrast 
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UMD(M) = 
the urgency of unloading increases with the increase of UMD(M). 
A gang loading and unloading does not deliver loaded bales, 
although the trailers are used; it avoids a high urgency of 
loaded bales. In the evening (end of daytime), however, the 
gang only loading can be preferred to the gang loading and 
unloading because of its higher capacity. Then the unloading 
is delayed to the next day. 
The stimulation of processing a small quantity of a material 
to prevent a delay is a specification of the urgency. The ur-
gency is redefined by assuming a next field with an optimum 
date DMXNFD(M). 
An urgency 
Y={lOTF(M,D-DMXNFD(M))-IwfF(M,D+X - DMXNFD(M))} x CAPM(M) 
where the operation period X is estimated for a field with 
an arbitrary acreage of one hectare by 
X=1/QF+2 x Int ((1/QF+PNDDJ/5), days (see Section 2.3.3.1) 
and the capacity of processing is 
QF=CAPM(M) x WTD(M) x FWT(M,PD), ha/d. 
The urgency of processing material M is redefined: 
max(Y,UMD(M)) if UMD(M) >0 
UMD(M) otherwise 
Note that Y may be negative if the optimum date of proces-
sing is not yet achieved, DMXNFD(M) >D. This approach is 
used for each material with a small residue even if that 
material will be delivered again. 
2.4.2 Service and repair 
Service and repair are operations that do not process materials 
but are operations on machines or equipment. The extension of 
the scheduling problem by considering service and repair is 
limited because in each gang only one piece of equipment e.g. 
a combine harvester, a baler or a loader needs service or 
repair at any one time; for the time being tractors are con-
sidered as not requiring service or repair. The approach is 
kept simple by using the existing gangs for service and repair 
instead of defining special gangs for these operations. Of 
course for each gang containing the machine that needs 
service or repair its actual capacity to process materials 
is set to zero; this state of the gang starts when service is 
needed or failure takes place and is continued until the 
machine is serviced or repaired. One of the gangs containing 
the machine is selected to perform the operation. 
"The formulation of this extension is restricted to the grain 
harvest example where there is only one item of each type 
of equipment that may need service or repair. Two process-
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controlled switches are used for each piece of equipment E, 
SERE(E) and REPE(E) with the value SRE if service is needed 
or NTSRE otherwise and RPE if repair is needed or NTRPE 
otherwise. Service is needed if at 6h00, 12h00, 18h00 or 
24h00 the actual use of the equipment AUE(E)in hours since 
the previous service exceeds a minimum use MINUE(E) and no 
repair is needed. This state SRE, service needed, is main-
tained until the equipment E is serviced during the service 
time SERTE(E) in hours. The state RPE, repair needed, occurs 
when equipment fails and remains until the equipment is re-
paired. The times for service TSERE(E) for failure-free 
operating TFLRE(E) and for repair TREPE(E) still remain at 
date D and are initially set to SERTE(E) and to two random 
durations drawn from two distribution functions . The times 
are diminished by giving service, use of equipment in an 
operation and repairing the equipment. Service and repair 
are not needed simultaneously because service is not con-
sidered if repair is needed and a failure does not occur 
during service. 
Different gangs contain the same equipment and so one gang 
has to be selected for service or repair of that equipment. 
Two process-controlled switches for each gang G are used 
SERGD(G) and REPGD(G) with three values each: SRNDG servir 
needed for the equipment in the gang, SRFRBG service of 
equipment needed but that gang forbidden to service it, 
NTSRG the equipment in the gang does not need service and 
similarly for repair: RPNDG, RPFRBG and NTRPG. If service 
is needed, then SRNDG is only possible for gangs allowed, 
as defined by the input switch SERGA(G) with two values 
ALWD and NTALWD. For example only the gangs with one man are 
allowed to service the equipment of that gang. For repair 
another mechanism is chosen where RPNDG is only possible for 
a gang in which the failure occurs. If one piece of equip-
ment E which needs service or repair is contained in gang G, 
then the code number of that equipment in the gang EG(G) 
equals E. 
The definitions are: 
SRNDG if SERGA(G)=ALWD 
SRFRBG if SERGA(G)=NTALWD 
NTSRG otherwise 
SERGD(G)= and SERE(EG(G))=SRE 
REPGD(G)= and REPE(EG(G))=RPE 
RPNDG if NGC(G,CP) >0 
RPFRBG if NGC(G,CP) =0 
NTRPG otherwise 
where NGC(G,CP) is the number of gangs G. in the preferred 
combination CP at the date the failure occurs. The state of 
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the switches remain unchanged until service or repair are 
finished or until service is needed or failure occurs. 
Because existing gangs are used for service or repair, one 
is forced to redefine the applicability of gangs (see 
Section 2.3.5.1). APG(G)=APPL, is also true if service or 
repair is needed: SERGD(G)=SRNDG, REPGD(G)=RPNDG or 
SERGD(G)+REPGD(G)=SRORRP (allowed for the values used in the 
program). APGC(G,C)=APPL if service and repair are not for-
bidden for gang G (SERGD(G)^ SRFRBG and REPGD(G)^RPFRBG and 
when gangs i or j are applied but not for service or repair 
(SERGD(k)+REPGD(k)=NTSRRP for k=i,j). 
The gangs are now used for work, service or repair. There-
fore it is necessary to define an actual capacity of a gang G 
in the preferred combination CP in ha/h as: 
APGC(G,CP)=APPL 
SERGD(G)+REPGD(G)=NTSRRP 
0 otherwise 
ACAPGD(G)= CAPGD(G) if 
2.4.3 Use of gangs 
So far only the timeliness loss of materials has been used to 
calculate urgencies and disurgencies of materials which are 
distributed among the gangs. Now we introduce extensions of the 
problem by enlarging the capacity and extending the workable 
time, which result in costs related to the use of gangs. 
Furtheron setup times are introduced. Enlarging the capacity 
of a gang prevents timeliness loss but may result in an in-
creased loss during the operation; for example if a combine 
harvester is driven faster more grain is lost. 
With 
NEXCPG(G) the number of different levels of excess capaci-
ties for gang G 
ECAPG(G,i) the excess capacity of gang G at level i 
for i=l,..., NEXCPG(G), ha/h 
and 
CSTG(G,i) costs for excess capacity of gang G at 
level i for i=l,..., NEXCPG(G) $/h 
the maximum contribution is: 
X=max.[UGD(G) x ECAPG(G,i)/CAPGD(G) - CSTG(G,i)] $/h 
and i:ne excess capacity at level i is accepted if X >0 and 
achieved for i. 
This results in: 
CAPGD(G) = CAPGD(G) + ECAPG(G,i) ha/h 
UGD(G) = UGD(G) + X $/h 
The introduction of a contract worker to perform an operation 
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also means extra costs and can be handled in the same way 
only if capacity at the farm is already available. If no 
capacity is available, one is forced to use a contract 
worker and the costs are fixed. The contract worker may be 
assisted by a gang with some or no men and equipment of the 
farm. Note that the availability of the contract worker has 
to be regulated as is done with other equipment for service 
or repair. 
The scheduling problem is extended by considering the setup and 
teardown time of a gang. In this model this teardown is 
assumed to precede the operation and is included in the setup 
time. Avoiding setup time by influencing the urgency of gangs 
is then possible. The actual setup time of a gang in hours is 
ATUPDG(G) and depends on the state of the system at date D: 
the first time the equipment is used on a day the setup time 
is equal to the input data TUPDG(G) in^hours,the next time it 
is used the setup time equals TUPDG1(G). 
At the start of a gang: 
TUPDG(G) if EUDD(E) = NTUSDE 
TUPDG1(G) otherwise in Y 
ATUPDG(G) 
The equipment belonging to the gang EG(G) equals E and the 
process-controlled switch, equipment used on the current day 
until date D, is defined as: 
EUDD(E) 
USDE if 
D^Int(D); condition is not met at OhOO of a 
new day 
EUDD(E)=USDE; equipment has already been 
used 
ESWCP(E)=SRWRKE 
NTUSDE 
f
 SERE(E)«NTSRE 
otherwise 
equipment is at work 
This switch depends on another process-controlled switch 
giving the state of the equipment with a preferred combination 
CP: the equipment is used for service or work, SRWRKE, or for 
repair, REPNDE, or is not used, NTCPE: 
ESWCP(E) 
SRWRKE if REPE(E)=NTRPE 
REPNDE if REPE(E)*RPE 
NTCPE otherwise 
and 3G eSGC(CP) such that: 
EG(G)=E 
APGC(G,CP)=APPL 
The initial setup time is before the operation. ATUPDG(G) is 
the remaining time when the setup is not complete; then the 
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setup of the equipment (at most one piece of equipment in a 
gang as for service and repair) may continue in another gang. 
Therefore the remaining ATUPDG(G) is assigned to the equipment 
and further assigned to all the gangs containing that equip-
ment; the assignment is relative to the number of men in the 
gangs: 
ATUPDE(E)= 
i n h 
ATUPDG(G)= 
i n h 
ATUPDG(G) x NM(G) i f 3G: 
oo o t h e r w i s e 
EG(G)=E 
ACAPGD(G)>0 
ATUPDE(E)/NM(G) 
ATUPDG(G) 
ATUPDE(E) <00 
i f EG(G)=E 
NM(G)>0 
o t h e r w i s e 
It is worthwhile to avoid setup time by replacing as much of 
it as possible by the actual use of gangs. For this purpose 
some specifications of the urgency are introduced. The first 
specification is to stimulate the continuation of operations 
in progress so that another setup time may be prevented if the 
quantity of material available and ready can be processed 
during the rest of the day. 
The time to finish the operation on the available and ready 
quantity QMDl(M) with the capacity already at work CAPPM(M), 
(see Section 2.5.1) is: 
TFNMD(M)= i Q M D l ( M ) / C A P P M ( M ) i f C A P P M ( M ) > 0 
. , oo otherwise 
in n. » 
Note that only QMDl(H) is considered although the quantity 
available can be greater and delivering may occur. 
If the gang does not continue we assume that the time 
TFNMD(M) increases to TFNMD(M) + STIMFF x TUPDG(G), where 
the input regulator STIMFF, stimulus of field finish, is 
used to negate the influence of setup time (STIMFF*0), to 
accept it (STIMFF«1) or to enlarge it (STIMFF >1). The 
influence is included in the urgency of a gang if the rest 
of the day TRD in hours is greater than TFNMD(M); the costs 
of enlarging the capacity CSTG(G,i) are excluded in this 
updating of the urgency for they are independent of setup 
time. The urgency of the gang already at work is redefined as: 
UGD(G)= [UGD(G) + CSTG(G,i)] X 
fTFNMD(M) + STIMFF X TUPDG(G)] /TFNMD(M) - CSTG(G,i)in $/h 
The urgency is multiplied by 1.25 for example if interruption 
of the operation results in one hour processing and one 
quarter of an hour for setup time and if continuation of the 
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gang needs only one hour. 
The second specification is to stimulate arbitrarily each gang 
already at work by multiplying its urgency by the input 
regulator STIMAG, stimulus of the actual gang; without such 
a stimulus the value is 1, otherwise >1. The third specifica-
tion is to avoid applying those gangs not already in use and 
especially when the time until a pause is short. 
The time from date D to the next pause is : 
TPSD=min [PS(i)|PS(i) >HRD ] - HRD in h, 
where PSii) is the start of a pause or of overtime expressed 
in clock time (e.g. 12h00) and HRD is the clock time at D. 
The urgency of the gang is diminished relative to the usable 
and remaining time as if the gang is accepted: 
UGD(G)=UGD(G) X (TPSD - Y)/TPSD in $/h, 
where Y=min [ATUPDG(G) X TUPEFF,TPSD] in h 
and TUPEFF is the input regulator for the effect of the 
setup time.Introducing gang G with a setup time of one 
quarter of an hour results in a multiplication of the urgency 
by 0.75 if one hour is left until the next pause and TUPEFF 
equals one. With an effect equal to one a zero urgency re-
sults if the setup time is greater than the remaining time. 
Note that the gang may be accepted just after the start of 
the pause. 
These three specifications change the urgency of gangs by in-
cluding only some state variables and not any further develop-
ment of the system; this inconvenience and the implicit effect 
on the gangs selected may result in a weak schedule (see 
Section 3.5.6). 
Extending the workable time already available is possible by 
accepting other properties of materials. Wet grain (moisture 
content greater than 19%, wet basis), for example, can be 
harvested by a combine harvester without difficulties but 
must be dried afterwards in a dryer contained in a separate 
gang. The variable drying costs at date D are CMD(M) in $/ha 
and depend linearly on CM(M), the costs per ha and per percent 
decrease, and on the moisture content at D minus the moisture 
content necessary for safe storage. The costs per hour are 
subtracted from the urgency of the gang causing these costs: 
UGD(G)=UGD(G) - CMD(M) x CAPGD(G), $/h 
If the gang was not already at work, only a. part of the time 
until the next pause, TPSD, is used by the capacity and there-
fore only that part of the costs is subtracted:CMD(M) x 
CAPGD(G) x (TPSD - Y)/TPSD, where Y is the time necessary 
for setup. Note that a decrease in CMD(M) due to drying in the 
field for the next hours is not considered although a part of 
these costs may be avoided by waiting. 
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Introducing overtime also extends the workable time. There are 
only overtime costs for the men; the equipment remains availa-
ble. The costs are CEXTD $/h per man at date D. The urgency of 
a gang with NM(G) men decreases: 
UGD(G)=UGD(G) - CEXTD x NM(G) in $/h. 
The costs for extra time are zero for regular work-time and 
for instance 15 $/h for overtime during pauses or in the 
evening and infinite for no-work time which is used during 
the night or on Sundays. The costs are at date D: 
CEXTD=CEXT(i,j), input data in $/h for period i in the day 
and type j of day (weekdays, Saturday , Sunday) and i and j 
containing date D. 
So far service and repair are done if the urgency of the 
gang is large enough. But it is convenient to perform such 
operations during regular work-time if a man is available even 
though the urgency is negative. This procedure is included by 
redefining urgency with an input switch SRRPUG, service and 
repair based on urgency, that is not set to one but to zero. 
UGD(G)=max [0.1 - CEXTD x NM(G),UGD(G)] in $/h. 
This saves workable time, without preventing service and repair 
if a gang is urgent. 
A zero quantity of material is the last influence on the use 
of gangs. The urgency of a material UMD(M) equals zero, as 
does the disurgency UMDl(M). In Section 2.4.1 the urgency was 
revised by considering a next field of one hectare if the 
quantity is small. Here we use the same procedure. The dis-
urgency UMDl(M) remains zero. The urgency for gang G processing 
M can be high even,if the quantity available and ready is zero, 
QMD1(M) = 0 . For example loading bales in the field has a high 
urgency with its steep timeliness function. This high urgency 
of loading may result in selecting a combination in which 
loading and baling are carried out even though baling is not 
urgent. To prevent such a situation the urgency is redefined: 
UGD(G) = UGD(G) x 10""1* if QMD1(M) = 0 
UGD(G) > 0 
This small positive urgency is sufficient to introduce the 
loading at the same time the baler starts if no operation 
other than baling and loading can be performed. 
Every means to extend the use of gangs (enlarging the capacity, 
avoiding setup time, extending the workable time by accepting 
other properties of materials and introducing overtime) is 
transformed into an influence on the urgency of the gang. 
Section 3.4 gives the sequence of calculations used. 
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2.4.4 Constraints on quantity of material 
The maximum quantity of a material influences the applicability 
of gangs (see Section 2.3.5.1 for the definition of 
APG(G) = APPL). A maximum quantity of a material, QMXM(M) is 
given as input; it is a storage limit (storage of wet grain in 
a dryer, storage of loaded bales on a given number of trailers) 
or a limit considered by the farmer (acreage of bales in the 
field). Such a maximum used in a dynamic way and valid at date 
D is QMXMD(M) and is a means to control the operations other 
than with the urgencies. This extends the use of QMXMD(M) = 
QMXM(M). 
The first way is a specification preventing the delivery of 
material M after the maximum is reached until at least half 
of this maximum is processed. So 
QMXMD(M)= |Y X 2 M X M ( M ) if QmW >£MXMD(M) 
in ha 
[QMXM(M) otherwise 
with Y=0.5 
The second way is an extension that originates from the claim 
of the farmer not to deliver more material M, for example bales, 
later than the delivery limit DLHRM(M), for instance 20h00. This 
can be achieved by defining QMXMD(M) = 0.0 if DLHRM(M) <HRD, 
where HRD is the clock time at date D. 
The third way is an extension that helps where the urgencies 
are too general; for example for bales, which is a risky 
material (reflected in a steep timeliness function). This 
extension is illustrated only for bales, material M =3, in the 
grain harvest example. QMXMD(3) is considered as a function of 
clock time, HRD, and weather expectation, EWWD. 
The extension is used if the input switch Q3FHEW « 1, and is 
not used if Q3FHEW = 0. The maximum quantity at date D is 
QMXMD(M) • min(X,Y) in ha. 
The quantity X depends on clock time and is such that the 
bales can be loaded and unloaded during the rest of the day 
after X is achieved (see Section 3.4 for the calculation). 
This is a weak measure because there is no guarantee that 
loading will belong to the selected gangs or can operate 
due to the weather. 
The quantity Y depends on the weather expectation classes 
with different probabilities of rain given in Table 3. For 
each weather expectation class EWWD a fraction 0<FRQMX3<1 is 
given as input for multiplication by a desired maximum 
acreage of bales QMXM(3) for good weather. 
Y « QMXM(3) X FRQMX3(EWWD). 
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2.5 Decision dates and state transformation 
On a farm two types of process can be distinguished: auto-
nomous processes and the decision process. The first type e.g. 
the weather, the growth of crops and the moisture content of 
materials develops without interference of the decision maker. 
The changes in the state of the process are continuous. The 
decision process, however, takes place at discrete moments in 
time. For instance at a decision date a set of gangs is selec-
ted to execute operations for some time. Executing operations 
results in a continuous change of quantities of materials pro-
cessed or delivered. For the scheduling of operations it is 
not necessary to know the state of the system at each moment 
of time; it suffices to consider the events, when one or more 
structural properties of the system are changed. In the 
decision process events occur when an operation starts or ends, 
for example if the material is processed completely, the work 
time is over or the machine fails. For the autonomous processes 
the weather infoemation is given at equally distant moments, 
for example hourly records, and the properties of materials are 
calculated with continuous simulation models as in other mono-
graphs in this series. Events also occur when the weather 
expectation changes or a material changes from ready into not 
ready for processing because of its moisture content. In this 
monograph the changes in the properties of materials are con-
sidered only hourly, at the same moment as the weather informa-
tion is given. Each event of type i creates a potential 
decision date DD(i). Fig. 6 illustrates a sequence of decision 
dates at which different combinations are preferred until the 
next decision date. The repair of equipment in Gang 3 is delay-
ed after its failure because of the preference for combination 5. 
gang 
1 
2 
3 
4 
5 
combination preferred 
3 5 7 2 1 
foiluri 
• 
rtpoir 
strvict 
+ 
decision dotes A date 
Fig. 6 J Use of gangs in combinations between decision dates 
After A gangs are working overtime. 
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At the actual or current decision date DD one can find how 
long operations last by searching for the next decision date 
NXTDD. For this purpose a procedure is developed which calcu-
lates NXTDD in a finite number of steps. In each step the 
potential decision dates are known or calculated and from 
these the potential next decision date NXTD is calculated with 
N X T D ^ m i ^ (DD(i)|DD(i) >DD). 
The steps of the procedure are illustrated in Fig. 7 and are 
(i) 
DD(6) 
DO (5) DD(7) D D DD(4) 
(ii) 
(iii) 
(iv) -*• 
DO 
DDO) DD(9> 
DD 
— L _ 
—ATUPDG(G) 
- j -
DTUPDF 
WDDDV WD1 
— i — i i , 
CO 
DD(8) 
DD(10) 
(v) AD 
7 ".'.n.. 
t\fi) 
tuil\ 
Will 
hsiii) 1 
DO 
t'f)t\ -
« 
ADP 
• 
AD 
1 
DDADPAD 
i I I I 
, DO 
DD(7) 
DD 
op 
DTUPDF 
i i i 
WD WD1 
ADP AD 
i • 
ADP AD i—-i. i . . . 
• 
NXTD 
i 
NXTD 
i 
NXTD 
i 
NXTD 
00(2) 
NXTD 
NXTDD 
DT 
(xi) DD 
CO 
DD(1) 
DD(2) 
-L 
DD(1) 
DD(2) 
D0(1) 
00(2) 
DDO) 
date 
Fig. 7 | Decision date and potential decision dates; Steps(i) 
(xi) of the calculation procedure to find the next decision 
date NXTDD. 
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now described along with the potential decision dates. In this 
monograph ten types of events, potential decision dates, are 
considered. At each step in Fig. 7 the known dates are above 
the time axis and the dates to be calculated beneath the axis. 
The known dates are not repeated on subsequent axes. 
Step (i) - At the decision date DD, the potential decision 
dates of Types 4, 5, 6 and 7 are known. The end of work time 
is given in DD(4), which is also used for each change between 
regular time, overtime and no-work time; it exceeds DD. The 
three other events are caused by the weather or the material 
properties. At this step these dates do not exceed DD and 
remain at their most recent date of event. The change of a 
material from not ready for processing into ready for proces-
sing results in DD(5), which also results from the reverse 
change if the material is processed. Ready for processing is 
defined by a moisture content lower than some processing bound 
used by the decision maker, like wet grain not accepted if 
the moisture content exceeds 23%, and by a good condition 
depending on weather or other circumstances not preventing 
processing, like no rain or no moisture adhering to the wheat 
plant. The condition of a material is given in a process-
controlled switch with two states: good or not good. The 
change of drying costs results in DD(6) and occurs, for 
example, with change in moisture content of grain in the field 
if the costs become zero or become positive during processing 
the wheat or if the change in costs exceeds a given limit from 
input. The change in weather expectation results in DD(7). The 
expectation can only change at a date when a weather report is 
given. The weather expectation influences estimates of workable 
time and the selection of a timeliness function for bales in 
the field. 
Step (ii) - when the preferred combination CP is selected then 
the gangs are known and the potential decision dates of Types 
3,8, 9 and 10 can be calculated. For materials which strongly 
depend on weather like bales, an extra potential decision date 
DD(3) is created. It may prevent too many bales by an 
intermediate evaluation of the system. This date is earlier 
with a faster urgency increase of the bales and with a lower 
limit from input. The other three potential decision dates 
depend on equipment contained in the preferred combination. 
The end of service of a piece of equipment is given in DD(8). 
Equipment fails after a given failure-free operating time at 
DD(9). The repair of equipment ends at DD(10). 
Step (iii) - The duration of the setup time ATUPDG(G) of two 
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gangs selected at DD is shown; after the setup time the 
processing may start. The first date when a setup time is 
finished is at DTUPDF. 
Step (iv) - The equally distant weather information dates are 
shown. The data given at WDl are the most recent weather data 
and used from WD to WDl and so for DD. 
Step (v) - To find some potential decision dates the time axis 
is partitioned by auxiliary dates for convenience of calcula-
tion only. The first one is at DD. 
Step (vi) - The auxiliary date AD is now called the preceding 
one: ADP and the auxiliary date AD is the minimum of DTUPDF and 
WDl. For the pair ADP and AD, the potential decision dates of 
Types 1 and 2 are calculated. A material completely processed 
'in period (ADP,AD) determines DD(1) between ADP and AD, and a 
material delivered determines DD(2) if the maximum quantity 
of that material is achieved during period (ADP,AD). Otherwise 
the dates are set at infinity. 
Now each potential decision date DD(i) for i = 1,2,...,10 is 
known and the potential next decision date NXTD is the mini-
mum of those after the current decision date DD. DD(3) is the 
minimum. At this step it is still unknown whether in period 
(AD,NXTD), a potential decision date may occur because of 
processing (Types 1 and 2) or weather (Types 5, 6 and 7). 
Therefore the procedure is continued by considering the next 
pair of auxiliary dates; within each pair the capacities of 
processing and delivering may change because some setup time 
is finished at ADP. 
Step (vii) - ADP is the preceding auxiliary date AD;the setup time 
of one gang is passed and of the second gang ends at DTUPDF. The 
auxiliary date AD is set at WDl, the minimum of WDl and DTUPDF. 
DD(1) and DD(2) are calculated but do not occur in period (ADP,AD) 
The potential next decision date NXTD is again at DD(3). Now AD 
equals WDl, but the period (AD,NXTD) is still not covered. 
Step (viii) - New weather and material data are necessary for 
the next hour; the new data for (WD,WDl) are compared with the 
data valid before WD. This comparison may result in a potential 
decision date of Types 5, 6 and 7 at WD or the dates remain 
unchanged as illustrated. NXTD also remains unchanged and the 
next pair ADP,AD has to be considered. 
Step (ix) - ADP becomes the value of AD and AD becomes DTUPDF. 
DD(1) and DD(2) are calculated. NXTD is derived. 
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Step (x) - ADP and AD are adjusted. DD(1) does not occur in 
period (ADP,AD) but DD(2), determined by the maximum quantity, 
occurs during (ADP,AD), The potential next decision date NXTD 
is at DD(2). At this step the next decision date NXTDD is 
found, which is called decision date DD in Step (xi). 
Three different types of situation are shown in Fig. 7, each 
in need of a specific way of continuation. The first occurs 
if (AD,NXTD) is not covered and AD equals WDl; then the weather 
data are read from input and potential decision dates of Types 
5, 6 and 7 are calculated; see Steps (vii) to (viii). The 
second one is illustrated for example in Step (ix), where 
(AD,NXTD) is not covered and weather data are available until 
WDl, which is after AD; then in Step (x) a next pair ADP,AD 
is considered to find potential decision dates of Types 1 and 
2. The third situation occurs if AD is at least equal to NXTD 
and the weather data for NXTD are available; then a next 
decision date NXTDD is found and the transformation of the 
state of the system from DD to that at NXTDD is necessary. The 
transformation concerns the quantities of materials processed 
or delivered, the cumulative quantities processed, the time a 
material was ready (workable time) and the time men, gangs and 
combinations are used. Furtheron the remaining time necessary 
for service and repair are updated and the drying costs and 
timeliness losses are recorded. 
The next three sections can he skipped by the generally inter-
ested reader because they give a more precise formulation of 
the auxiliary calculations in period (ADP,AD), of the ten 
potential decision dates and of the transformations. 
2.5.1 Auxiliary dates 
The end of setup time determines an auxiliary date. During a 
setup time of a gang no material is processed and delivered 
and even other gangs have to wait until material is delivered. 
To determine a date when a material is processed completely or 
a material achieves its maximum quantity QMXMD(M), one has to 
examine pairs of adjacent auxiliary dates. 
At a decision date DD the calculations are initialized by 
AD = DD.(See Fig. 7, Step (v) and by defining for each mate-
rial M the quantities processed and delivered until date AD 
by the preferred combination CP: 
QPMAD(M) =0.0, potential quantity processed of material M 
until AD, 
QDMAD(M) = 0.0, potential quantity delivered of material M 
until AD. 
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At the next steps the pair of auxiliary dates are computed: 
ADP = AD 
AD = min(WDl,DTUPDF) 
where DTUPDF represents the date when a setup time ends; it 
is the first date after ADP for those gangs in actual use, 
ACAPGD(G) >0, and is defined as: 
DTUPDF= 
in d 
DD + min_ fATUPDG(G)/24 DD + ATUPDG(G)/24 >ADP 
ACAPGD(G) >0 
oo if no G meets the conditions 
[ATUPDG(G)/24 DD + ATUPDG(G)/24 >ADP 1 
J 
The quantities processed and delivered until ADP are derived 
from the potential quantities calculated in the preceding step 
at the same date: 
QPMADP(M) = min [QPMAD(M) ,QMDl (M) + QDMAD(M) x MDRP (M)], ha 
QDMADP(M) = QDMAD(M), 
where QMDl(M) is the quantity available and ready for process-
ing at DD, and the input switch MDRP(M) = MRDY = 1 denotes 
that delivered materials are ready for processing (if they 
are not ready MDRP(M) = MNTRDY = 0). The minimum function 
states that the quantity processed must not exceed the poten-
tial quantity processed and the available quantity plus the 
potential quantity delivered. 
The potential quantities processed and delivered from the 
start of the combination at date DD until AD are defined for 
all M as actual quantities at ADP plus potential increase: 
QPMAD'(M) = QPMADP(M) + £ „ «,™,„% ACAPGD(G) x NGC(G,CP)x Y_ 
G6SGPM (M.) (j 
QDMAD(M) = QDMADP(M) + £
 S G D M ( M ) ACAPGD(G) x NGC(G,CP)x YG 
with Y the time in period ADP to AD exceeding the setup time 
of gang G as: 
Y_ = min { (AD-ADP) x 24, max [0.0,(AD-DD) x 24 - ATUPDG(G)]}in h. 
The potential increase of quantities for period ADP to AD are 
calculated as if sufficient material is available and the 
storage capacity is not limited. To find such limits in period 
(ADP,AD) with the preferred combination, the potential capaci-
ties of net processing (processing - delivering if ready for 
processing) and net delivering (delivering - processing) are 
defined for each material M as the difference between potential 
increase divided by the length of the period. The potential 
capacity of net processing: 
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CPPMAD(M) = {QPMAD(M) - QPMADP(M) 
-MDRP(M) x (QDMAD(M) - QDMADP(M))}/(AD-ADP) in ha/d 
The potential capacity of net delivering: 
CPDMAD(M) = {QDMAD(M) - QDMADP(M) 
-(QPMAD(M) - QPMADP(M))}/(AD-ADP) in ha/d 
Now one can calculate the potential decision dates of Types 
1 and 2 in period (ADP,AD); the preceding calculations are 
repeated for each subsequent pair (ADP,AD) if necessary. If 
NXTDD is found the quantity of material M available and ready 
for processing between DD and NXTDD is calculated by adjusting 
the potential increase for period (ADP,AD) to period (ADP,NXTDD) 
and by considering the minimum of the potential quantity proc-
essed and of the quantity QMDl(M) at DD plus the potential 
quantity delivered: 
QPMADP(M) + {QPMAD(M) - QPMADP(M)} x 
(NXTDD - ADP)/(AD-ADP), 
QPMNX(M)=min J 
in ha QMDl(M) + QDMADP(M) x MDRP(M) + 
(QDMAD(M) - QDMADP(M)} x MDRP(M) x 
(NXTDD - ADP)/(AD - ADP) 
The potential capacities of processing and delivering 
material M assuming that the gangs in the preferred combination 
operate at their actual capacity ACAPGD(G) are: 
CAPPM(M) = Z G € S G P M ( M ) ACAPGD(G) x NGC(G,CP) in ha/h 
CAPDM(M) = Y ACAPGD(G) x NGC(G,CP) in ha/h 
^GGSGDM(M) 
and are used to define some potential decision dates. 
2.5.2 Potential decision dates 
The potential decision dates DD(i) are determined by processing 
and delivering materials (i=l,2,3), by men (i=4), by material 
properties (i=5,6), by weather (i=7) and by gangs or equipment 
(i=8,9,10). The first potential decision date is determined by 
a zero quantity of material M within period ADP to AD if the 
potential capacity of net processing is positive and the 
available and ready quantity at DD, QMDl(M) is positive, but 
less than the quantity that can be processed minus delivered 
(if ready for processing at delivery, MDRP(M) = MRDY = 1) 
until AD. The definition of the first potential decision date 
DD(1) is: 
°D(1) = ADP + X in days 
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where X is a minimum for all M belonging to (0,AD-ADP) or 
equals infinity and is calculated as: 
XH 
min 
M 
[{QMDl(M) - QPMADP(M)+ 
MDRP(M) x QDMADP(M)} 
/CPPMAD(M) 
CPPMAD(M) >0 
0 < QMD1(M) <QPMAD(M) 
-MDRP(M) X QDMAD(M) 
oo if no M meets the conditions. 
The second potential decision date DD(2) depends on the maxi-
mum quantity and it is introduced if the potential net deliv-
ering capacity is positive and the available 'space1 between 
the available quantity and the maximum is positive but less 
than necessary until AD. It is defined as: 
DD(2) = ADP + X in days 
where: 
min 
M 
{QMXMD(M) - QMD(M) 
-QDMADP(M) + QPMADP(M)} 
/CPDMAD(M) 
CPDMAD(M) >0 
0 <QMXMD(M) -
QDMAD(M) -
QMD (M) < 
QPMAD(M) 
ooif no M meets the conditions. 
The third potential decision date DD(3) takes into account a 
rapid increase in the urgency due to time (no operation) or to 
delivering and processing a material. A decision date is intro-
duced to determine whether too much material is available, for 
example bales in the field. The urgency increase of material 
M in $/h is defined as: 
UMD(M) + UMD(M) x 
' QMD(M) >0 
UIM(M)= {CAPDM(M) - CAPPM(M)}/CAPM(M) if or CAPDM(M) >0 
0 otherwise 
where CAPM(M) is the average capacity of processing material M. 
Such an increase in $/h during a period exceeds at a date a 
limit for urgency LUD in $. So the decision date in days is: 
DD(3) = DD + X/24 
where X is the minimum time for the materials 
M, after the setup time of the gangs in use for delivering M. 
X= 
min M [LUD/UIM(M)JUIM(M) >0] + max^ fATUPDG(G) L 
GeSGDM(M) 
ACAPGD(G) J 
oo if UIM(M) <Q for all M. 
Note that in the grain harvest example this type of potential 
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decision date is only used for bales. These first three deci-
sion dates are determined by materials. 
The fourth potential decision date DD(4) is determined by men 
and concerns the end of a period during a day like periods of 
no-work time, regular time and overtime (lunch break or extra 
time). The end of a period i is given in clock time in DEXT(i) 
in hours. For the current period at date D with index IEXT the 
potential decision date in days is: 
DD(4) = Int(D) + DEXT(IEXT)/24 
The next three dates are determined by changes in properties 
of material or by the weather. If the auxiliary date AD equals 
the weather date WDl until which the weather and material data 
are valid, then new data are needed for the hour after WDl 
The former data are saved in variables with a W at the end of 
the variable and copied from variables with a one at the end 
of the variable (previously read from input) and some others 
are defined as: 
WD = WDl the weather date in days 
DCLCK= 1 ° i f D C L C K 1 = DEXT(MXIEXT) = 24h00 
DCLCKl otherwise 
clock time in hours with MXIEXT the maximum of index IEXT, 
CRNW = CRNW + RAINWl, the amount of rain until WD in mm. 
The new data are read and stored in the variables with a one 
at the end of the variable; some variables are calculated from 
the new data (see Section 3.4.3 for the grain harvest example): 
WDl = WD + 1/24, the weather date in days 
MCW1(M), the moisture content of material M in WD to WDl, 
CDTW1(M), the condition of material M in WD to WDl, is a 
process-controlled switch defined by the weather and material 
input data. 
At a decision data DD the actual material properties MCWD(M) 
and CDTD(M) are calculated from these new data. The comparison 
of former data and the new data may result in a decision date 
at WD. 
The fifth potential decision date DD(5) accounts for the 
Properties of materials for processing. Note that processing 
also depends on the gang performing the operation but can be 
attributed to the material if one type of operation is assumed. 
The change of properties may result in a change in state of the 
material, into ready or not ready. The change is caused by the 
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moisture content passing a processing bound MCPB(M) or by the 
condition changing from GOOD to NTGOOD or the reverse or both 
Passing a processing bound from MCW(M) to MCWl(M) is equivalent 
to: 
{MCW(M) - MCPB(M)} x {MCPB(M) - MCWl(M)} >0 
ana the change of condition from CDTW(M) to CDTWl(M) is equi-
valent to: 
CDTW(M) + CDTWl(M) = GOOD + NTGOOD 
and both changing from ready to not ready or the reverse is 
equivalent to: 
{MCW(M) - MCWl(M)} x {CDTW(M) - CDTWl(M)} <0 if the moisture 
content passes the processing bound. 
Note that GOOD = 1 and NTGOOD = 0 and that the change from 
ready to not ready is reflected by: 
MCW(M) <MCPB(M) <MCW1(M) or CDTW(M) >CDTWl(M). 
Not every change has to result in a decision date. For example 
achieving the state 'not ready1 has no effect if the material 
was not processed at all and the state 'ready' is not interest-
ing if no material is available. 
The interesting situations are: 
- both conditions CDTW(M) and CDTWl(M) are good and with the 
moisture content passing the processing bound; 
- change of conditions and the moisture content not passing the 
processing bound and remaining lower than it; 
- the condition and the moisture content change in the same 
direction, the moisture content passing the bound; 
but only if: 
- the state was ready and the material is processed: 
CAPPM(M) >0, or 
- the material is available, QMD(M) >0 and the state becomes 
ready: 
MCWl(M) <MCPB(M) and CDTWl(M) = GOOD, and only during work time 
or overtime, CEXTD < co. 
So the definition is: 
CDTW(M)+CDTW1(M)=GOOD+GOOD 
(MCW(M)-MCPB(M)} X {MCPB(M)-MCW1(M)}>0 
DD(5)* 
WD if 3 M 
or 
or 
or 
DD(5)otherwise 
CDTW(M)+CDTW1(M)=GOOD+NTGOOD 
(MCW(M)-MCPB(M)} X (MCPB(M)-MCWl(M)}<0 
MCWl(M)<MCPB(M) 
(MCW(M)-MCWl(M)} X {CDTW(M)-CDTW1(M)}<0 
(MCW(M)-MCPB(M)} X {MCPB(M)-MCW1(M)}>0 
CAPPM(M)>0 
QMD(M) >0 
{MCPB(M)-MCWl(M)} X CDTWl(M)>0 
CEXTD <00 
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The sixth potential decision date DD(6) is determined by 
change in costs of material, for example drying costs of 
wheat when wet grain is delivered. These costs are a function 
of the moisture content of the grain in the field: CMD(M) in 
$/ha at date DD is a function of MCW(M) at DD and so on for 
CMDW(M) at WD and CMDWl at WDl. A potential decision date is 
introduced during work time or overtime if: 
- the absolute difference between drying costs at DD and at 
WDl exceeds a given limit in costs, LCD in $/h; 
•* the costs become zero, for example for wheat with a moisture 
content less than 19*? 
-* the costs become positive and the material is processed. 
So the definition is: 
CEXTD <oo 
CMDWl(M) - CMD(M)| x CAPPM(M)>LCD 
| CMDWl(M) = 0 
|CMDW(M) >0 , WD 
DD(6) = 
if 
3M 
or 
CMDWl(M) >0 
or CMDW(M) = 0 
CAPPM(M)>0 
DD(6) otherwise 
In the grain harvest example only drying of wet grain is con-
sidered. 
The seventh potential decision date DD(7) concerns the weather 
expectation EWWD given in eleven classes (see Table 3) which 
is taken from the weather data only at the weather report date 
WRD in days. The next weather report is a period of WRP hours 
later than WRD. The current weather expectation is EWWD and 
the preceding one is EWWDP. Not every situation with EWWD $ 
EWWDP, however, has to result in a decision date. The input 
switch EW1(EWWD) determines the expectation of good or bad 
weather for the selection of the timeliness function of bales 
in the grain harvest (see Table 4) and the input switch 
EW2(EWWD) determines the estimation of workable time WTD(M) 
(see Table 5). Only if one of these switches change is a 
Potential date necessary. 
The definition is: 
DD(7) = 
WD if 
EWl(EWWD) f EWl(EWWDP) 
or EW2(EWWD) ± EW2(EWWDP) 
DD(7) otherwise 
The next three potential decision dates are determined by a 
gang or its characteristic equipment EG(G) = E. 
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The eighth potential decision date DD(8) results from the end 
of service and is defined as: 
DD(8) = DD + min„ ( TSERE(E)IESWCP(E) = SRWRKE and TSERE(E)>0) E 
oo if no E meets the conditions 
where SRWKE is service or work in combination CP and TSERE(E) 
>0 means that at date DD time for service is still required. 
The ninth potential decision date DD(9) is determined by a 
machine breakdown or failure when an equipment is at work (not 
service). The time at DD until such a failure occurs is TFLRE(E) 
and the potential decision date is: 
DD(9) = 
DD+min fTFLRE(E) ESWCP(E)=SRWRKE and SERE(E)=NTSREl 
[ and TFLRE(E) >0 J 
oo if no E meets the conditions 
The tenth potential -decision date DD(10) results from the end 
of repair if the equipment needs repair. The time at DD still 
needed for repair is TREPE(E) and the definition of the poten-
tial decision date is: 
DD(10)=, DD+min ( TREPE(E) |ESWCP(E)=REPNDE and TREPE(E) >0) E 
oo if no E meets the conditions 
The value of ESWCP(E) used in the definition of DD(i) for i=8, 
9, 10 concerns ESWCP(E) defined after the combination CP is 
selected and the applied gangs are known at date DD. 
Finally one can calculate the potential next decision date 
NXTD as the minimum of the potential decision dates after DD. 
NXTD= min.(DD(i)|DD(i) >DD) in days. 
After a finite number of steps the next decision date NXTDD is 
found and the calculation of urgencies is started again. 
2.5.3 Transformation of quantities, durations and costs 
The time duration or time step from decision date DD to the 
next decision date NXTDD is: 
DT = 24 x (NXTDD-DD) in h. 
The use of the preferred combination CP and its use of the 
applied gangs G with APGC(G,CP) = APPL result in processing and 
delivering of materials, with allied costs and time for 
materials, gangs and men. This continuous process is considered 
to change only at discrete dates; at NXTDD for the preceding 
period DT. Note that the transformation concerns the state 
variables required for the next decision, the cumulative data 
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for analysis of the results and the auxiliary variables. 
The quantity of materials is transformed by considering the 
applied gangs. A gang processes and delivers materials and so 
the properties of delivered materials are derived from 
properties of the processed materials. It is efficient to order 
the materials in the sequence of the operations; the materials 
delivered succeed the materials processed by an operation. The 
gangs are ordered such that the gangs delivering a material 
precede those gangs processing that material. 
A gang is only considered if it has an actual capacity 
ACAPGD(G) >0 and its setup time is passed: ATUPDG(G) <DT. The 
quantity for processing by such a gang G is QPG in ha; it 
depends on the available and ready quantity QMDl(MP), on 
QPMNX(MP) for each material MP processed by gang G, MPeSMPG(G) 
and on the potential quantity of the gang during DT: 
QPG = min , ha (2.7) QMDl(MP),QPMNX(MP), 
ACAPGD(G) x NGC(G,CP) x (DT-ATUPDG(G)) 
Only one material MP is considered as in the grain harvest 
example. The next quantities are transformed into: 
QPMNX(MP) = QPMNX(MP) - QPG, ha 
QMD(MP) = QMD(MP) - QPG, the available quantity in ha, state 
variable 
QMDl(MP) = QMDl(MP)- QPG, the available and ready quantity in ha. 
Note that QMD(M) and QMDl(M) originally defined at DD are now 
continuously updated. 
The next transformations concern one or some fields beginning 
with the first field FLDP of material MP with a quantity QFDl 
in ha. The quantity processed is the minimum the gang can 
process and the quantity of the field: 
X = min (QPG,QFDl) (2.8) 
resulting in a cumulative quantity processed of material MP in 
ha 
CQPM(MP) = CQPM(MP) + X, and 
QPG = QPG - X 
QFDl = QFDl - X (state variable). 
From this field FLDP some properties are derived and taken to 
the field FLDD of the material(s) MD€SMDG(G) delivered by gang G. 
For example the moisture content of straw at baling is used as 
the moisture content of the bales; the moisture content of 
wet grain and of the straw are derived from the properties of 
wheat. A new field FLDD is created if there is no field 
available for MD or the properties are too different to combine 
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fields (see Section 3.4.4). For each material delivered MD the 
transformations are: 
QMD(MD) = QMD(MD) + X, the available quantity in ha,(state 
variable), 
QMDl(MD) = QMDl(MD) + X x MDRP(MD), the available and ready 
quantity in ha. 
These transformations for MP and MD from DD to NXTDD are con-
tinued for the fields of MP until QPG equals zero. Note that 
every next field of MP becomes the first one after the pre-
ceding fields are considered for transformation. 
The transformation of time durations concerns materials or 
operations. The first group records those hours during period 
DT*when a material is ready for processing (the workable time) 
or is ready and available at date DD. 
The cumulative time in h when material M was ready for proces-
sing: 
CRM(i,j,M)=CRM(i,j,M)+ 
l*if MCWl(M) 4 MCPB(M) CDTWl(M) = GOOD 
0 otherwise 
The cumulative time in h when material M was ready for proces-
sing and available: 
CRAM(i,j,M)=CRAM(i,j,M)+ l*if QMDl(M) >0 0 otherwise 
where 
i = IEXT the number of the period of the day at DD, 
j = RN(DNRW) the type of day DNRW at DD 
* The transformation takes place before reading new weather 
and material data each hour and is updated until WD, see Fig.7. 
The second group of time duration data is updated from DD to 
NXTDD. The number of men in the preferred combination CP is 
NMCP and defined as: 
NMCP = Z_ NM(G) x NGC(G,CP)|APGC(G,CP)=APPL G 
The cumulative manhours in period i of the day and in day type j, 
CMNHR(i,j) = CMNHR(i,j) + DT x NMCP in h 
The cumulative use of NMCP men: 
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SUMDT(NMCP) = SUMDT(NMCP) + DT in h 
The cumulative use of the combination CP with NMCP men: 
CUCP(CP,NMCP) = CUCP(CP,NMCP) + DT in h 
The cumulative use of gang G within a combination of NMCP men: 
CUG(G,NMCP) = CUG(G,NMCP) + DT x APGC(G,CP) x NGC(G,CP) in h 
This includes work, service,repair, setup time and waiting for 
other gangs to deliver the material to be processed by gang G. 
The cumulative actual use of gang G in period i and day j 
(without service, repair and setup time): 
CAUG(i,j,G) = CAUG(i,j,G) + (DT-ATUPDG(G)) x NGC(G,CP) in h 
only if the actual capacity ACAPGD(G) >0. 
The cumulative effective use of gang G (without service or 
repair, setup time and waiting for other gangs) 
CEUG(G) = CEUG(G) + QPG/ACAPGD(G) in h 
with QPG the quantity processed by a gang as defined for gang G 
in Eqn (2.7). 
The state variables among the time durations are transformed 
with the duration DT under some conditions; the time duration 
remains unchanged if the conditions are not met. The setup 
time of gang G: 
ATUPDG(G) = max(0, ATUPDG(G) - DT) if ACAPDG(G)>0 in h 
The remaining time for service at NXTDD: 
TSERE(E) = TSEPE(E) - DT if ESWCP(E) = SRWRKE in h 
The use of equipment E (including setup time): 
[ ESWCP(E) = SRWRKE 
AUE(E) = AUE(E) + DT if E at work in h 
SERE(E) = NTSRE 
The remaining failure-free operating time of equipment E: 
ESWCP(E) = SRWRKE 
TFLRE(E) = TFLRE(E) - DT if in h 
SER(E) = NTSRE 
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The remaining time for repair at NXTDD: 
TREPE(E) = TREPE(E) - DT if ESWCP(E) = REPNDE in h 
Finally the current date DD is transformed to the next decision 
date NXTDD by defining 
DD = NXTDD. 
At this new decision date the state of the system is evaluated 
by the calculation of urgencies. These calculations are pre-
ceded by necessary preparations which are given in Section 
3.4.1 for the grain harvest example. 
The transformation of the costs are determined by the proces-
sed materials, the used gangs and the use of overtime by men. 
The cumulative drying costs for material MP€SMPG(G) are: 
CCM(MP) = CCM(MP) + QPG x CMD(MP) in $ 
with QPG as in Eqn (2.7). Note that CMD(MP) is held constant 
for period DD to NXTDD. These variable costs are accepted to 
process material MP with properties unsuitable without these 
costs. 
The cumulative timeliness loss of material MP: 
CLM(MP) = CLM(MP) + X x LMD(MP) in $ 
with X as defined by Eqn (2.8) and LMD(MP) the loss of 
material M for each field processed FLDP given by: 
LMD(MP) = RMTF(MP,0) - RMTF(MP,DD-DMXRD(FLDP)) in $/ha. 
The optimum date is DMXRD(FLDP) and the date of processing is 
considered DD for each field. The timeliness functions RMTF(M,T) 
are used if actual information fails. In the grain harvest 
example the actual data on the moisture content is used to 
calculate LMD(M) for bales. 
The cumulative loss of material due to excess capacity of 
gangs is: 
CLG(G) = CLG(G) + QPG x LGD(G) in $ 
with the loss of material defined with the costs of level i and 
the capacity used in the gang (including the excess capacity, 
Section 2.4.3): 
LGD(G) = CSTG(G,i)/CAPGD(G) in $/ha 
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The cumulative costs of men due to overtime or extra time in 
period i and day j are: 
CCEXT(i,j) = CCEXT(i,j) + DT x NMCP x CEXTD in $. 
Once every day and at the end of a period PN (one week), some 
cumulative data are printed for analysis of the results. The 
output, a date, the state of the system and the resulting 
urgencies, set of gangs and time duration for executing the 
operations, is given just before the transformations. 
2.6 Simplified scheduling problems} linear programming 
The same procedure as described in Sections 2.3 - 2.5 can 
handle simpler problems with less details or options. Thus a 
range of problems is obtained: from a detailed problem with a 
chronological sequence of data and of processing the available 
materials and including service, repair and setup to one 
solvable with a linear programming model. 
Two types of simplification are considered: 
- the structure of the problem is simplified: for example no 
failure of equipment, no storage limit of materials or no 
weather reports; 
- the information is simplified: the hourly weather and material 
data are aggregated for daily or weekly periods. 
Note that the main problem is scheduling operations and that a 
range of such problems is solved with two different models: the 
simulation model and the linear programming model. The purpose 
of such a range of problems is to show the effect of simplifying 
a problem by relaxing it or deleting options. The results 
(Sections 3.5.6) have to show to what extent simplifying does 
not change the level or composition of the costs and especially 
what is the position of a commonly used model in crop selection 
problems as a linear programming model. The interest for 
simplified problems may be due to the lack of sufficient 
weather data or to the expectation that adding more details does 
not improve the results. In general, however, it is obvious that 
relaxed problems have a greater solution space and may result in 
lower costs; these costs are underestimated costs relative to 
the problem with all the constraints of weather, materials, men 
and machines. 
The detailed problem is denoted by Xla - Xlu, where: 
X means no aggregation of weather data, 
1 means no simplification of the structure and 
a - u means a given set of parameters, see Appendix C for Xlb, 
and Appendix E. 
The first simplification of the structure concerns the machinery 
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options. It is indicated as Problem X2a. There is 
- no failure and repair of equipment, 
- no service of equipment, 
- no setup time of gangs, and 
- capacity of gangs includes service and setup time. 
The second simplification of the structure, which includes the 
first, (Problem X3a) 
- omits decision dates due to urgency increase DD(3), to 
change of drying costs DD(6) and to weather reports DD(7); 
omitting DD(7) results in handling a fixed moisture content 
class (20-25%) without updating and in a fixed timeliness 
function connected to a constant weather expectation class 
EWWD = 3, 
- keeps only one overtime charge, and the same periods for each 
day except Sunday, 
- uses a relaxed maximum quantity of materials (the dryer for 
wet grain), 
- excludes avoidable gangs which would result in materials 
(loaded bales) with a low storage capacity. 
The third simplification of the structure including the two 
preceding ones, relaxes constraints of materials and is referred 
to as Problem X4a: 
- one field of material is considered (one combine ripeness 
date of wheat at OhOO on the first Monday in August), 
- each material delivered is directly ready for processing, 
- materials delivered have no disurgency; UMDl(M) = 0. 
The simplified problems are of course arbitrarily chosen and 
the precise formulation in the grain harvest example is given 
in Appendix E. 
The second way of simplifying concerns the aggregation of the 
hourly weather and material data within larger periods of a 
day or week. Within a period the hours with the same character-
istics are aggregated, where characteristics are rain, moisture 
content of a material within a given range, condition of 
material and costs of overtime. The sequence of the aggregated 
time is arbitrarily chosen and given for the grain harvest 
example in Section 3.5.6, see Table 21. The problems with data 
aggregation for daily periods are Y3a an Y4a where the structure 
of the problem is comparable with the structure of X3a and X4a. 
Aggregating for weekly periods results in Problem Z4a. 
The last simplification introduced is Problem Z5, the linear 
programming model with five weekly periods and workable time 
constraints as derived from Problem Z4a, but less accurate. 
This model is, of course, without capacities depending on 
actual moisture content of materials because such data are 
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absent in the model. It is only possible to assume an average 
moisture content. In Section 3.3.2 the structure of the 
linear programming tableau is given for the grain harvest in 
Table 11 with processing and delivering materials and use of 
combinations which is seldom found in such models. The simpli-
fications are summarized in Table 2. 
Table 2 Relaxed or simplified scheduling problems 
Structure 
simplifications 
Weather and material Solution 
properties aggregated within obtained with 
hours days weeks 
no 
machinery options 
machinery options 
+ omitting decision 
dates and limits 
machinery options 
+ omitting decision 
dates and limits 
+ relaxing con-
straints of 
materials 
machinery options 
+ omitting decision 
dates and limits 
+ relaxing con-
straints of 
materials 
+ workable time 
constraints 
(instead of 
sequence of 
aggregated hours), 
capacities based 
on average pro-
perties 
Xla 
X2a 
X3a Y3a 
simulation 
simulation 
simulation 
X4a Y4a Z4a simulation 
Z5 linear 
programming 
The simplification of the structure of the problem can proceed 
by considering gangs and constraints due to men, power and 
machines in the linear programming model instead of combinations 
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and constraints due to workable time. This simplification does 
not guarantee that the schedule can be executed. For example 
sufficient manhours and machine hours (plough and combine 
harvester) do not guarantee that sufficient manhours are avail-
able for ploughing after the combine harvester has used a 
number of hours that were also available for ploughing. A more 
simplified problem is possible by considering a number of hours 
for a crop with the constraints of man and machine and by dis-
regarding even the gangs. 
Another simplification was introduced by Oving (1970) in his 
so-called 'organization game1 by using the combinations and 
the workable time in some classes. The scheduling is performed 
from poor to excellent workable weather by using the contract 
work charge as an urgency measure of the combination. This 
approach comes close to Problem Z4a and is a convenient means 
for learning about some practical problems in machinery se-
lection due to weather. 
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3 Grain harvest: a case study 
In this chapter the various scheduling problems described in 
Section 2.6 are solved for grain harvest operations on an 
arable farm. The grain harvest is chosen, not so much because 
a new technique is needed for work management problems in the 
grain harvest but because the problem has already been analysed 
in many aspects and therefore data are available to evaluate a 
new technique. It suffices to give here input data and program 
specifications for the most detailed problems denoted by 
Xla - Xlu. An example of the input for Problem Xlb (Exp. Xlb) 
is given in Appendix C. Note that in this chapter each 
detailed or simplified problem is called an experiment that 
can be executed by using a solution model for a year and in a 
scheduling environment defined by the model and the input data. 
Two men are available on an arable farm of 60 ha (=hm2) to 
perform all operations in the grain harvest period from 
1 August to 16 September. An early and a late cultivar of 
winterwheat 30 ha each, are produced on the farm. Other crops 
are not considered because this would add unnecessarily to the 
complexity of the evaluation and because no new aspects are 
expected with essentially the same operations. 
The materials M processed or delivered are: 
M = 
1 winterwheat in the field 
2 straw swath in the field 
3 straw bales in the field 
4 straw bales loaded on trailers 
5 stubble field 
6 wet grain in dryer 
7 dry grain in storage 
8 straw bales in storage 
9 ploughed field. 
The operations for processing materials are combine harvesting, 
drying of grain, baling of straw, loading, transport and un-
loading of bales and ploughing. Table 8 shows which gangs per-
form which operations and which materials are processed and 
which delivered. 
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For the implementation of a model it is necessary to deal in 
detail with: 
the climate system showing how properties such as moisture 
content of the materials to be processed depend on the actual 
weather and which procedure for weather forecasting is used 
to schedule operations (Section 3.1), 
the biological system which gives the timeliness functions, and 
losses, the condition of materials needed for processing, 
drying costs and the estimates of the workable time of an 
operation (Section 3.2), 
the man/machine system giving the gangs in terms of the 
available men and machines or equipment, their capacity of 
processing and delivering materials and the setup time. The 
so-called complete combinations and overtime costs per man are 
given and a linear programming model is formulated (Section 
3.3). In Section 3.4 the simulation program is given in math-
ematical form with some comment. Section 3.5 describes the 
results of experiments with machine size, acreage and yield 
and evaluates the solution technique developed and the simpli-
fied problems. 
In the next sections some details are given in indented parts, 
which may be skipped by the generally interested reader. 
3.1 Weather, properties of materials and weather forecast 
The weather data used in the grain harvest scheduling are 
hourly records from a meteorological station, De Bilt, in the 
centre of the Netherlands and comprise rainfall, temperature, 
relative humidity, fraction of clouds, global radiation and 
wind speed. 
The properties of materials affected by the weather are for: 
- winterwheat in the field: the moisture content of grain, that 
of straw near the soil and that of straw near the ear and the 
amount of adhering water due to rain or condensation on the 
plant; 
- swath of straw: the moisture content of straw; 
- bales in the field: the amount of rain between baling and 
loading; 
- stubble field: the soil moisture content in the 0.05 m 
toplayer. 
Except for the drying operation of wet grain, the properties 
of the materials are not affected by operations. Thus the 
relevant properties for each year considered can be computed 
in advance with suitable models and the results for each hour 
can be tabulated. For this purpose van Elderen & van Hoven 
(1973) developed a model for the 'continuous1 simulation of 
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the moisture content of grain, that of the upper part of straw 
and that of the lower part and for the simulation of the amount 
of adhering water in a standing wheat crop. This model is based 
on physical principles and uses as input: rainfall, global 
radiation, cloudiness, humidity, temperature and wind speed. 
They found that the moisture content of grain two days before 
the optimum date is the same as that of ripe grain and that 
straw is unripe until two days before that date and ripe three 
days after it. 
Voermans (pers.commun.) related the moisture content of a swath 
of straw to the moisture content of the standing straw. 
The moisture content of a swath with ripe straw is calculated 
in advance as: 
L if i = 0, 1, 2, 3 or 4 
L - (L - U) x (i - 4)/4 if i = 5, 6 or 7 
U if i >7 
where L is the moisture content of the lower part of standing 
ripe straw, U the moisture content of the upper part and i 
the number of hours since the last rainfall. The straw is 
assumed unripe until two days before the combine ripeness 
and three days after combine ripeness, the optimum date of 
processing. I found that the moisture content of unripe straw 
is related to that of ripe straw: 
Y = 18 + 0.8 x MCSWRD (r2 = 0.75) 
where MCSWRD is the moisture content of a swath with ripe 
straw. The actual moisture content of the swath MCSW depends 
on Y, MCSWRD and on the combine ripeness date CRD, which is 
given in the model as input for each field and cultivar of 
winterwheat: 
Y if D<CRD-2 
MCSW= MCSWRD - (MCSWRD-Y) x (CRD+3-D)/5 if CRD-2<D <CRD+3 
MCSWRD if CRD+3<D 
This calculation means a linear interpolation for dates D 
between the dates with unripe and ripe straw. The same re-
lation is used for the moisture content of standing straw 
and is derived from the input data of ripe straw. 
The moisture content of the top layer of the soil is calculated 
with a model of van Keulen (1975) for a silty clay , simplified 
according to suggestions of van Heemst (pers. commun.). 
The farmer bases his decisions on his own observations of 
wind, atmospheric pressure and rainfall and on weather reports 
broadcasted at 0600, 12hC0 and 18h00. Such weather forecasts 
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Table 3 Weather expectation characteristics In the summer and interpretation 
Expected 
weather 
class, 
EWWD 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
Characteristics 
rain in 
preceding 12h 
^0.3 mm 
<0.3 mm 
of classes 
ranges of probabil-
ity P [ rain in the 
next 12h >0.3 mm] 
>0.7 
0.5-0.7 
0.3-0.5 
0.1-0.3 
<0.1 
>0.7 
0.5-0.7 
0.3-0.5 
0.1-0.3 
0.01-0.3 
<0.01 
Records of classes 
Occurrence 
in 1902-1951 
(%) 
9 
10 
8 
2 
+ 
2 
5 
10 
28 
17 
9J 
30 
70 
Average 
probability 
P [rain in 
next 12h 
^0.3 mm] 
0.79] 
0.58 
0.40 
0.19 
0.0 
0.72 
0.56 
0.40 
0.16 
0.05 
0.001 
0.554 
0.192 
Occurrence ii 
16 July-
30 September 
1957-1968 
at 6h00 (%) 
10 
9 
11 
2 
0.3 + 
2 
5 
10 
22 
13 
15 
Table 3 Continued 
Expected 
weather 
class, 
EWWD 
Interpretation of classes 
R»rain is expected in the next 12 hours in a class 
never if the probability if rain occurred in the 
of the class exceeds preceding 12h 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
% of occurrence interpreted as rain,R 
Correct rain expectation, % of occurrence 
of >0.3 mm1 
Correct dry expectation, % of occurrence 
of <0.3 mm2 
Correct expectation,% of occurrence3 
0.7 0.5 0.3 0.1 
R R R R R 
R R R R 
R R R 
R R 
R 
R R R R 
R R R 
R R 
R 
Results of the interpretation 
0 
0 
100 
70 
11 
28 
96 
76 
26 
57 
87 
78 
44 
81 
72 
74 
74 
97 
36 
54 
30 
55 
82 
74 
1. 
2. 
3. 
100 xIjxU) x Y(i)|R] /L X(i) x Y(i), where 
X(i) is percentage of occurrence in 1902-1951 of class i, 
Y(i) is average probability P (rain ^ 0.3 mm) of class i, 
R rain is expected or R no rain is expected. 
100 xljxti) x {l-Y(i)}|R] /Z [X(i) x {1-Y(i)|] 
0.3 x correct rain expectation +0.7 x correct dry expectation. 
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have not been recorded in a suitable form. For that reason a 
forecasting system, developed by Hanssen & Kuipers (1965) was 
used, which is based on the amount of rain during the preceding 
twelve hours, the atmospheric pressure at sea level and the 
direction of the wind. These forecasts are calculated for each 
hour in the grain harvest period for the years used for the 
experiments and are assumed to approximate the forecasts 
available to the farmer. The weather forecast is given in eleven 
classes according to preceding rain and probability of rain, 
see Table 3. The forecast is used for short-term workable 
time estimates and for selecting a suitable timeliness function 
of bales in the field. 
The occurrence of each class and its average probability of 
rain are given in Table 3; the average probability of rain 
in the summer in a twelve-hour period is 0.3; the occurrence 
of classes in the years 1957-1968, used for simulation shows 
more frequent rain. The decision maker has to interpret a 
probability of rain as rain or dry: his interpretation will 
depend on the material considered. In Table 3 each class is 
interpreted as rain (R) if its probability of rain exceeds 
a limit or if tv>ere had been rain in the preceding 12h. For 
example Classes 3 and 8 with a probability of rain between 
0.3 and 0.5 are interpreted in the third column as dry and 
in the fourth one as rain so that there is an increase of 
correct rain expectation; the correct dry expectation de-
creases, however. 
3*2 Materials 
3.2.1 Timeliness functions and losses 
The timeliness functions used in the model are summarized in 
Table 4 and for each integer T in the input table, Appendix C. 
These timeliness functions reflect the 'farmer's1 opinion 
about timeliness of an operation; they are necessarily based 
on fragmentary knowledge of biological and physical processes. 
The functions are given as a return in $* per hectare at time 
T in days. Time T is relative to the optimum date of proces-
sing when the maximum return is expected. 
The optimum dates for winterwheat are arbitrarily set at 1 and 
9 August for the early and late cultivar in each year used in 
The •$' is used throughout this monograph instead of '/' 
because it can be clearly distinguished from alphabetic charac-
ters. Although actual data are in Dutch guilders. 
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Table 4 Timeliness functions; the return of a material M processed at time T 
relative to the date of maximum return with T=0; the return is interpolated 
linearly between the given data and is equal to the values at the limits for 
T outside the given range. 
M Material 
1 Wheat 
(with sprouting) 
2 Swath of straw 
T in days 
-3 -2 -1 0 
Return in $/ha 
380 2320 2500 
380 2320 2500 
0 0 380 
3 Bales(fine weather)0 0 380 
(bad weather) 
4 Bales loaded 
5 Stubble field 
6 Wet grain 
0 0 380 
0 0 
0 0 100 
0 0 100 
1 
250 
0 
5 
75 
7 
230 
8 12 15 16 20 
2460 2400 
2460 1400 
315 285 0 
0 
0 
75 
24 
2320 
1320 
32 
2220 
1220 
40 
2100 
1100 
0 
0 
0 
0 
0 
0 
the experiments. It is assumed that winterwheat yields 5.4 ton 
of seed per hectare with 17% moisture and a value of 400 $/ton 
and 3.8 ton of straw per hectare with 20% moisture and a value 
of 100 $/ton. One ton or It is a mass of 103kg. 
The function is based on the field and machine losses for 
grain as given by van Kampen (1971), on straw dry matter loss 
of one percent per day and on ten percent grain loss if har-
vested two days before the combine ripeness, the optimum date 
of processing. The second timeliness function for wheat 
accounts for weather that results in sprouting of ears eight 
days after combine ripeness: an extra loss of 125 $/ha per 
day for the next eight days. 
The optimum date- of processing the straw is assumed to increase 
with the moisture content on the date of delivery by the combine 
harvester; the optimum date equals the delivery date at 20% 
moisture content and is the next day with straw of 30% moisture 
content. The timeliness loss is 17% in 12 days (Muller & Dijk-
huis, 1968) and 25% in 15 days. After 15 days the straw is 
worthless but still will be gathered. Note that the function 
in Table 4 does not refelct the loss of dry matter of straw 
which already occurred before the harvest of wheat. 
The optimum date of processing bales is always the current 
date because a delay of one or more days in processing is 
assumed not to affect the expected return, although the actual 
return may be diminished. Two timeliness functions for bales 
are given in Table 4. The one for poor weather is very steep 
because rain makes the bales practically worthless. 
The decrease in return for fine and bad weather is arbitrari-
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ly associated with the probability of at least 10 and 1 mm 
rain, respectively, in a period of 1, 2,..., 30 days in 
August (KNMI, 1957). In the program fine and bad weather is 
related to those classes of weather expectation in Table 3 
with a probability of rain less than 0.1 and greater than 
0.1, so that a correct rain expectation is 97%; in input 
EW1(EWWD) for a class EWWD is given the value 2 and 1, for 
fine and bad weather,respectively. Each millimeter of rain 
increases the average moisture content of bales by about 
1.5%, in the range 20 - 35%. 
Loaded bales do not have any timeliness loss and therefore the 
urgency of unloading is derived from the urgency with which 
trailers are needed for loading bales in the field. 
The optimum date of ploughing the stubble field is at the start 
of the weekly period in which the stubble is delivered by 
loading the bales. The timeliness function is related to the 
necessity of weed control at least after 2 - 3 weeks and not to 
the requirements of the next crop. The values given in Table 4 
are arbitrary and result in positive urgency. 
The timeliness function for drying wet grain gives a positive 
urgency at any time the dryer is not empty. 
The timeliness losses are recorded in the model for winterwheat, 
straw and bales. For winterwheat and straw the actual return 
at harvesting and baling is derived from the timeliness 
function. The loss equals the difference between the maximum 
return and the actual return. It would be better to compute 
the actual return from the actual weather experienced up to 
harvesting and baling. Data to do this are not yet available, 
however. For bales I developed a simple program including the 
value of the swath at baling, SWVL in $/ha as derived from 
the timeliness function of straw, a moisture content MCBL at 
loading derived from that at baling and from an increase of 
1.5% for each mm rain between baling and loading. Timeliness 
losses for bales are no loss for moisture contents MCBL less 
than 20%, a half percent loss of SWVL for each percent of 
MCBL greater than 20% for 20% ^ MCBL <35%, and complete loss of 
bales if MCBL exceeds 35%. 
3.2.2 Processing conditions 
Whether a material may be processed depends in the first place 
on the moisture content. We assume that the grain moisture 
content of wheat does not exceed 19% or 23%. The first limit 
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holds when no dryer is available, the other when the harvested 
grain can be dried directly. The moisture content of the straw 
only limits the capacity of the combine harvester and so the 
urgency. The straw in the swath may be baled with moisture 
contents less than 25%. Ploughing may proceed when the pF of 
the top soil is higher than 2, which for the silty clay means 
a moisture content less than about 47%. Bale loading and un-
loading and drying wet grain are processed independently of 
their moisture content; the bound is set at 100%. 
The possibility of processing is also determined by the actual 
weather. Combine harvesting and baling are possible if the 
following conditions are also met: no rain, no condensation and 
no water adhering to the wheat plant from preceding rain or 
condensation. Bale loading and ploughing are not executed if 
more than 1 mm rain per hour occurs. 
All the materials delivered are taken to the tail of the 
waiting queue, MTAIL(M)=TAIL except bales, which go to the 
head, MTAIL(M)=HEAD, because processing the most recently 
delivered bales is better than loading wet bales. Each 
material delivered is considered ready for processing, 
MDRP(M)=MRDY, except straw, which may have an optimum date 
one or two days later than the delivery date because of its 
high moisture content; MDRP(M)=MNTRDY. 
The disurgency of delivering UMDl(M) is considered for the 
swath, the bales in the field and the loaded bales. A delay 
of delivering may prevent loss that would result from an un-
timely operation of a field delivered too early; 
DMXUM1(M)=FUM1, or NTFUMl for other materials. The input 
switches MTAIL(M),MDRP(M) and DMXUMl(M) are in input 1 and 
0 for TAIL, MRDY, FUMl and HEAD, MNTRDY, NTFUMl, respectively. 
See the list of names and variables in Appendix B. 
The drying costs for wet grain are set at 6$ per hectare of 
grain and per percent of moisture content decrease from the 
actual moisture content to 17%. Wet grain is grain with 
moisture contents in the range 19-23%. These drying costs 
diminish the urgency of processing wheat. 
The costs in input CM(1) =6$ (ha.%)"1 is derived from 9$ 
costs for fuel and electricity per 100 kg of evaporated 
water; 4.8 kg of evaporated water come from 100 kg grain when 
moisture content decreases from 21 to 17%»the grain yield is 
5400 kg/ha. 
3.2.3 Workable time 
To determine the urgency of processing a material with the aim 
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to schedule operations, it is necessary to estimate the 
workable time in the future. Fig. 8 shows big differences 
between years and a systematic influence of available working 
hours and the maximum moisture content; a day from 8h00 to 
18h00 has for a grain moisture content up to 23% a workable time 
of 5h/d on the average and a day from 8h00 to 22hoo has 7 
hours of workable time per day; a day from OhOO to 24h00 and a 
moisture content up to 19% or 23% result in 5h/d and 9h/d 
respectively. 
r cumulative 
frequency 
A 
A 
A 
A 
A 
A 
A 
A 
A 
A 
J L l 
X 
5 10 15 20 
hours per day 
Fig. 8 | Workable time in August, 1957 - 1968. 
For wheat* without rain or condensation 
o — o moisture content of grain ^19%, working hours 0-24h00 
moisture content of grain <23%, working hours 8-18h00 
moisture content of grain <23%, working hours 8-22h00 
moisture content of grain <23%, working hours 0-24h00 
For straw* without rain or condensation 
o — o moisture content of ripe straw <25%, working hours 0-24h00 
• for soil, moisture content of 50 mm top layer <47%, 
rain £1 mm/h, working hours 0-24h00 
A
 for rain-free time, rain <0.1 mm/h, working hours 0-24h00 
* from Portiek (1975). 
We may use these long-term averages but can improve the esti-
mates for the short term by considering the actual weather 
expectation and the actual moisture content. Starting at a date 
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between 7h00 and 18h00 from simulated data at De Bilt, 1957-1968, 16 July-30 September, 
From a model by van Elderen & van Hoven (1973). 
Material Starting position Period in days 
Wheat' 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Weather1 Moisture 
expectation content 
Pfrain ^ 0.3 mm] class 
(at 6h00) (at 6h00) Workable time in the period, rounded averages in 
hours 
>0.5 
grain m.c. 
< 20% 6 
20-25 1 
25-30 0 
>30 0 
8 8 9 10 12 14 16 19 22 26 29 32 37 40 
1 
0 
0 
2 
1 
0 
3 5 6 9 10 11 14 17 19 21 24 26 
2 3 5 6 8 11 
1 2 3 4 5 7 
13 16 19 21 24 27 
9 11 13 15 17 18 
<0.5 
grain m.c. 
^ 20% 9 
20-25 1 
25-30 0 
>30 0 
15 20 25 29 32 36 39 43 46 49 52 55 58 60 
4 7 10 13 15 17 19 21 23 26 28 31 33 36 
1 3 5 8 10 12 14 16 17 18 20 21 23 25 
0 1 3 4 7 9 12 13 15 17 18 21 22 25 
0-1 
Wheat* 
>0.5 
grain m.c 
< 20% 
20-25 
25-30 
>30 
grain m.c. 
^ 20% 
20-25 
25-30 
>30 
8 14 19 23 27 31 34 38 41 44 48 50 53 56 58 
1 4 6 9 11 14 16 18 19 21 24 27 29 31 34 
0 1 2 4 6 8 10 12 14 16 17 19 21 23 26 
0 0 1 2 3 5 6 8 10 12 14 16 18 19 21 
8 11 13 15 19 23 26 30 36 41 47 52 56 63 68 
5 8 10 13 17 21 24 29 32 38 44 48 53 58 63 
1 3 6 9 13 17 21 25 31 36 41 46 52 57 62 
0 1 2 4 7 10 13 18 22 26 30 34 38 42 46 
<0.5 
grain m.c. 
< 20% 
20-25 
25-30 
>30 
10 18 25 31 37 43 49 55 61 66 71 76 82 86 91 
7 14 19 25 30 35 39 43 48 52 57 62 67 72 77 
2 6 11 16 21 25 30 34 37 40 43 46 50 53 57 
0 2 5 9 14 18 23 28 32 36 40 44 48 53 58 
0-1 
grain m.c. 
< 20% 10 17 24 30 36 42 47 53 59 64 70 75 80 85 89 
20-25 7 13 18 23 28 32 37 41 45 49 55 60 64 69 74 
25-30 1 5 9 13 18 22 26 30 35 38 42 46 51 55 59 
>30 0 1 4 7 10 14 18 23 27 31 35 39 43 47 52 
Ripe straw 
in swath 
>0.5 
swath m.c. 
^ 20% 
20-25 
25-30 
>30 
7 11 14 19 25 30 34 40 48 54 61 66 72 79 65 
5 9 13 18 23 28 34 39 45 52 59 65 72 78 84 
2 6 11 17 22 28 33 40 46 52 59 66 . 72 78 85 
2 5 9 14 19 24 30 35 41 47 52 57 63 68 73 
>0.5 
swath m.c. 
^ 20% 
20-25 
25-30 
>30 
9 17 25 32 38 45 52 59 66 72 79 85 91 97 103 
7 14 20 27 33 39 45 50 56 62 68 75 81 87 93 
5 11 17 23 29 35 41 46 51 56 61 66 70 76 81 
4 8 13 19 25 30 36 42 48 53 59 64 70 75 82 
0-1 
swath m.c. 
$ 20% 
20-25 
25-30 
>30 
9 17 24 31 37 44 51 58 64 71 77 83 90 96 102 
7 13 19 25 31 37 43 48 54 60 67 73 79 85 91 
4 9 15 21 27 32 38 44 49 55 60 66 71 77 83 
3 7 11 16 22 27 33 39 44 50 55 61 66 72 77 
Rain-free 
time >0.5 
<0.5 
(rain 0-1 
5Qil mm) 
1. See Table 3 
2. Wheat is processed when moisture 
condensation. 
3. Wheat is processed when moisture 
condensation. 
4. Straw is processed when moisture 
8 17 27 36 46 55 65 75 85 95 105 115 125 134 144 
10 21 31 41 51 61 70 80 90 100 110 119 129 139 149 
10 20 30 39 49 59 69 79 89 98 108 118 128 138 147 
content of the grain ^ 19% and there is no rain or 
content of the grain ^ 23% and there is no rain or 
content ^ 25% and there is no rain or condensation. 
with expecting good weather and a low moisture content results 
in more workable time in the coming days than starting with 
expecting bad weather and a high moisture content. These data 
are computed for the years 1957-1968 and result in average 
workable times given in Tafyle 5 for planning periods of 1, 2, 
3,..., 15 days, moisture content classes for grain and straw 
and one or two classes for probability of rain. For wheat the 
Workable time is restricted to no rain or condensation and to 
moisture contents of grain less than 19 or 23%. For straw the 
moisture.content is less than 25%. Finally the rainfree hours 
are given. The differences in workable time are considerable. 
The workable time in 15 days for wheat starting with a moisture 
content below 20% is, for instance, more than twice the time 
found for wheat starting with a moisture content greater than 
30%. Especially with probabilities of. rain less than 0.5 these 
differences are built up during the first week. Although the 
weather expectation concerns a probability of rain in the next 
twelve hours, its influence is noted during the next days due 
to the persistence of the weather. 
In the simulation model the short-term workable time estimates 
WTD(M) are included for wheat and straw by using at a decision 
date the most recent weather expectation, the moisture content 
class and a length of period, which is calculated from the 
available quantity, the capacity of processing, the long-
term average workable time and the fraction of time available 
for processing the material. The weather expectation is 
divided into two classes by EW2(EWWD) with values 1 and 2 
for probabilities of rain greater and less than 0.5 called 
bad and good weather, respectively (see Table 3). 
The long-term average workable time WTAV(M) in hours per day 
between 7h00 and 18h00 is: 
- for wheat, WTAV(1)=2 h/d or 5 h/d, moisture contents not 
exceeding 19 or 23%; 
- for swath of straw, WTAV(2)= 5 h/d, moisture content less 
than 25%; 
~ for bales in the field, WTAV(3)=7 h/d; 
- for loaded bales, WTAV(4)=7 h/d; 
- for stubble field, WTAV(5)=7 h/d; 
- for wet grain, WTAV(6)=15 h/d. 
These estimates are revised by using the multiplier, 
TOMLTM(M) if one requires data including overtime or moisture 
content of a material other than in Table 5 or if one prefers 
lower estimates in the calculation of urgency of materials 
than the average ones. The use of the multiplier is discussed 
with the experiments in Section 3.5.3.2. 
Twelve years with hourly weather data and material properties 
are available for experiments. Table 3 shows that rain occurred 
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more frequently in 1957-1968 than in the period 1902-1951 
(Section 3.1). To save computer time four years are excluded 
from the experiments. Preliminary results showed that there was 
not too much delay of operations in 1958. Since the years 1957 
and 1965 had more workable time than 1958 no additional results 
would have been gained from the model if these years had been 
included. The year 1964 is excluded for it shows the same 
distribution of workable time as 1967. The weather in 1963 was 
too bad to finish the wheat harvest timely, the moisture 
content of wet grain 23% being too restrictive. Thus eight years 
are used; the number of days with less than 1 mm rain in 
1-20 August are such that two years belong to each pentile, 
except the one with the highest numbers of dry days; the 
pentiles or five quantiles are derived from the dry days in 
1-20 August of 1927-1975 and contain each about twenty percent 
of the years arranged according to the non-decreasing number 
of dry days. Although 1-20 August is only a rough measure, the 
eight years are accepted as sufficiently representative as far 
as workable time is concerned, to learn the behaviour of the 
strategy for different experiments. Here differences between 
results of experiments are considered, which have in general a 
lower standard deviation than the results of an experiment 
itself. These eight years are especially insufficient if one 
is interested in avoiding high costs in bad years. 
3.3 Men, equipment and operations 
3.3.1 Capacities and time durations 
The available items of the man/machine subsystem are given in 
Table 6 along with the number of items used in each of the nine 
gangs. From this subsystem maximum quantities for material are 
derived: 
- bales loaded on trailers, QMXM(4)=0.5 ha x 4 = 2 ha; 
- wet grain in the dryer, QMXM(6)=2 ha; 
- QMXM(M) =oo, for M = 1, 2, 3, 5, 7, 8 and 9. 
The service, failure and repair times are also given. Service 
of 1.2 hours is only considered for the combine harvester, if 
the the use of operating time AUE(l) exceeds the minimum use 
MINUE(l) of eight hours at 6h00, 12h00 or-18h00. The occurrence 
of failure is considered for the bale loader/unloader on the 
tractor belonging to Gangs 4, 5 and 6. The failure-free operating 
time since the last repair is randomly sampled from a uniform 
distribution with lower and upper bound of 5 and 15 h, 
respectively. The repair is set at one half hour by specifying 
the bounds at 0.5 h. 
74 
Table 6 Man, equipment and gangs 
Equipment, E: 
Available number 
Gang Method 
G 
1 2 3 4 5 
man tractor combine baler bale- trailers plough grain 
4.5 m plus loader/ dryer 
working accu- unload- 1 ha 0.5 ha 1.5 m ID 2 ha 
width mula- er on grain bales 
tor tractor 
2 2 1 1 1 2 4 1 1 1 
Number of items required for gang G 
NM(G) 
3 
4 
6 
7 
8 
9 
combine harvest, trailer 2 1 
loading partly statione-
ry, transport one trailer 
a time, unloading 
combine harvest, trailer 1 1 
loading stationery, trans-
port two trailers a time, 
unloading 
straw baling 1 1 
bale loading, transport 1 1 
two trailers a time 
bale loading, transport 1 1 
two trailers a time, 
unloading 
bale unloading 1 
ploughing 1 
ploughing 1 
grain drying 0 
service time in h 
minimum operating time for 
next service in h 
lower bound of failure-free 
operating time in h 
upper bound of failure-free 
operating time in h 
lower bound of repair time in 
upper bound of repair time in 
4 
4 
SERTE(E)1.2 
MINUE(E)8.0 
LBFLR(E) 
UBFLR(E) 
LBREP(E) 
UBKEP(E) 
5.0 
15.0 
0.5 
0.5 
Table 7 gives the time consumption for each gang and man, with 
the capacities. The actual capacities CAPGD(G) for combine 
harvesting and drying of wet grain have to be adjusted to the 
actual moisture content of straw and wet grain. 
The capacity of the combine harvest operation is based on 
straw of 30% moisture content. De Lint (pers. commun.) 
calculated from test reports an approximate reduction of 
capacity of 2% (of the capacity at 20% moisture content) for 
each percent of moisture increase of the straw in the range 
of 20-50% moisture content and maintaining machine losses 
at 1%, the optimum value found by Philips & O'Callaghan (1974) 
The same reduction is given by van Kampen (1971), for the 
range 15-45% moisture content. 
The drying capacity of the dryer is 1 ha and 1% per hour. 
Here the drying is considered as a continuous flow of grain 
dried from the initial moisture content of wet grain to 17%. 
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Table 7 Time consumption and capacity of gangs (ILR, 1970) 
Gang 
G 
la 
b 
2 
3 
4 
5 
6 
7 
8 
9 
Time consumption per 
in the 
field 
h/ha 
1.001 
0.50 
1.I41 
0.73 
0.44 
0.44 
1.54 
2.24 
trans-
port 
0.5km 
h/ha 
0.17 
0.08 
0.36 
0.36 
at the 
storage 
h/ha 
0.13 
0.13 
0.44 
0.44 
man 
setup 
time, 
Effective Capacity 
iieiu 
and teardown capacity 
including 
refueling 
1st or next 
time on a day 
h h 
TUPDG(G) TUPDGl(G) 
0.4 
0.7 
0.7 
0.2 
0.2 
0.2 
0.5 
0.5 
0 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 
0 
ha/h 
CAPG(G) 
1.0 
0.74 
1.37 
1.25 
0.78 
2.28 
0.65 
0.45 
0.22 
4.1K.1UUX1VJ 
setup and 
teardown 
time once in 
5h and service 
ha/h 
0.80 
0.56 
1.18 
1.2 
0.75 
2.19 
0.59 
0.41 
0.2 
Equipment 
no. 
EG(G) 
1 
1 
2 
3 
3 
3 
4 
4 
5 
Service 
allowed 
SERGA(G) 
0 
1. These data are based on a straw moisture content of 30% 
(at 20% m.c: 0.8h/ha and 0.88h/ha) 
2. This capacity is based on a decrease of 5% or 1.0 ha»%/h 
Excess capacity is considered only for the combine harvester 
at the cost of 1, 2 and 3% extra grain losses resulting in 
costs of 21.6, 43.2 and 64.8 $/ha. The excess capacities are 
12, 18 and 22% (derived from Kroeze , 1970) of the effective 
field capacities of Gangs 1 and 2. The excess capacities 
ECAPG(G,i) for i = 1,..., NEXCPG(G) and the resulting costs 
CSTG(G,i) by using a capacity CAPG(G) + ECAPG(G,i) are given 
in Appendix C. 
3.3.2 Gangs and combinations 
The operations are executed by gangs which process materials 
and deliver materials as given in Table 8 along with the sets 
of material M and of gangs G. The necessary complete combinations 
with the number of gangs in each combination are given in 
Table 9. Each set of gangs is a combinationf and is in the 
simulation model derived from the complete combinations by ex-
cluding gangs from application, APGC(G,C) = NTAPPL, instead of 
giving each possible combination. Grain drying, Gang 9 belongs 
to each combination for it operates without using other items. 
Combinations of Gang 8 and Gangs 2, 3, 4, 5 or 6 are not 
considered because the plough of Gang 7 working with a higher 
capacity is always preferred. 
Other sets are the set of gangs SG = {1,...,G,...,GMX} with 
GMX = 9, the set of complete combinations considered 
SC = {1,...,C,...,CMX} with CMX = 14 and the sets of gangs 
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Table 8 Materials and operations by gangs. 
P=processed, d=delivered, the sets are initialized in the program 
Materials Set of material M 
Gangs 
G Method 
M : 1 2 3 4 5 6 7 8 9 processed delivered 
wheat straw bales bales stubble wet dry bales ploughed by Gang G by Gang G 
swath loaded field grain grain stored field SMPG(G) SMDG(G) 
1 combine p 
harvest and 
transport 
2 combine p 
harvest and 
transport 
3 baling 
4 bale loading 
and transport 
5 bale loading 
and 
unloading 
6 bale 
unloading 
7 ploughing 
8 ploughing 
9 grain drying 
SGDM(M), set 0 
of gangs G 
delivering 
material M 
d 
P d 
{1,2} {3} {4} 
SGPM(M), set {1,2} {3} {4,5} {6} 
of gangs G 
processing 
material M 
d 
d 
P 
P 
d 
d 
P d 
{4 ,5} {1 ,2} {1,2,9X5,6) {7 ,8} 
{7,8} {9} 0 0 
{1} 
{1} 
{2} 
13} 
{3} 
{4} 
{51 
{5} 
{6} 
{2,6,7}x 
{2,6,7}1 
13} 
{4,5} 
{5,8} 
{8} 
{9} 
{9} 
{7} 
1. The delivery depends on the moisture content; grain with a moisture content<19% is ready 
for storage as dry grain; 6 or 7 is excluded. 
Table 9 Combinations; NGC(G,C) and SGC(G) are initialized in the program 
Gang 
G Method 
1 combine harvest, 
2 men 
2 combine harvest, 
1 man 
3 baling 
4
 bale loading, 
transport 
5
 bale loading, 
unloading 
6
 bale unloading 
"l Ploughing, 1.5m 
8
 Ploughing, 1.0m 
9
 grain drying 
Set of gangs G in 
combination C,SGC(G) 
Combination 
C: 1 2 3 4 5 6 7 8 9 
Number of gangs G in combination C 
NGC(G,C) 
10 11 12 13 14 
1 1 
Material 
processed 
M 
1 
1 
2 
3 
4 
5 
5 
6 
11.9} 1233} {2,49} {2A9J |2£9} {2,7,9} {3.4S} {3^9} {3j69} {3,7,9} {4,7.9} {5,7.9} {67.9} {7.82} 
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belonging to a combination C: SGC(C), see Table 9. 
For the calculation of the urgency of processing a material, 
a capacity of processing a material was introduced although 
some operations are performed by different gangs. The set of 
M-complete combinations containing all the gangs processing M 
is SCM(M), and all the gangs processing M belong to SGPM(M) . 
Both sets are given in Table 10, which shows the derivation of 
the capacity of processing material M, CAPM(M) according to the 
definitions given in Section 2.3.3.3. 
Table 10 Capacity of processing materials (see Section 2.3.3.3 for definitions) 
Operations 
* 
combine harvest 
baling 
loading, transport 
unloading 
ploughing 
grain drying 
Materials 
processed 
M 
1, wheat 
2, straw-swath 
3, bales 
4, bales 
5, stubble 
6, wet grain 
Gangs G 
processing 
material 
SGPM(M)* 
{1*2} 
(31 
14,5) 
{5,6} 
17,8} 
19} 
M 
1 
Set of F l-complete 
combinations pro-
cessing 
SCM(M)2 
11,2} 
{2} 
13,4} 
14,5} 
114} 
{1} 
H 
|SCM(M)| 
number 
a 
2 
1 
2 
2 
1 
1 
Capacity of Capacity of 
M-processlng processing M 
gangs in all 
M-complete 
combinations 
b 
0.80+0.56 
1.18 
1.20+0.75 
0.75+2.19 
0.59+0.41 
0.2 
CAPM(M) (b/a) 
ha/h 
0.68 
1.18 
0.98 
1.47 
1.0 
0.2 
1. SGPM(M)+ contains SPGM(M) and the gangs performing the delivery and processing of M 
simultaneously; for example Gang 5 also unload the bales after loading. 
2. SCM(M) is not unique: SCM(2)-|2} or {7} or {8} or {9} or {10} because all these 
combinations contain Gang 3 which processes the swath (M-2) and are complete with 
respect to M-2. 
The use of gangs is limited by men and equipment, resulting in 
the so-called fraction of workable time available for proces-
sing material M in a period PN,FWT(M,PN). This fraction takes 
into account that the same time is shared by some materials and 
competed for by others; the operations are simultaneous or 
sequential. The same phenomenon is represented in a linear 
programming model which selects combinations for performing 
operations by gangs. Table 11a and b give the linear program-
ming matrix for the first weekly period and for the five 
periods. The constraints for processing in this model are 
average workable times for the period and given in Table 12 
for the regular time and without drying of wet grain or over-
time in the evening and on Saturday. These data are equivalent 
to the average workable time WTAV(M) multiplied by the number 
of working days in period PN, WDPER(PN). The solution of such a 
linear programming model is given in the time used by each 
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Table lib Linear programming; five periods (11a means the relevant part of Table 11a is 
repeated excluding the column for transfer of acreages or harvest of wheat). 
Period 
Material 
1 wheat 
straw 
stubble field 
2 wheat 
straw 
stubble field 
3 wheat 
straw 
stubble field 
4 wheat 
straw 
stubble field 
5 wheat 
straw 
stubble field 
Acreage of wheat 
Objective 
function 
period 
11a 
11a 
11a 
11a 
Transfer of 
processed 
stubble 
1 2 3 4 
-1 
1 -1 
1 -1 
1 -1 
1 
acreages not 
straw 
1 2 3 4 
-1 
1 -1 
1 -1 
1 -1 
1 
Wheat acreage 
harvested 
1 2 3 4 
1 
1 
1 
1 
1 1 1 1 
Constraint 
5 
' 
1 
1 
- 0 ha 
^ 0 ha 
< 0 ha 
- 0 ha 
< 0 ha 
^ 0 ha 
« 0 ha 
< 0 ha 
^ 0 ha 
- 0 ha 
< 0 ha 
< 0 ha 
- 0 ha 
^ 0 ha 
< 0 ha 
>60 ha 
11a 
11a 11a 11a Ha 11a 0 0 0 0 40 40 40 49$/ha120 63 108 180 280$/ha1mini-
mize 
1. Timeliness loss of straw and wheat 
combination in a period. The solution includes that the 
workable time cannot be used for each operation simultaneously 
because only one combination is selected at a time. The selec-
tion of combinations for some time results in a quantity of 
material M QM(M,PN) processed in period PN. The cheapest 
Table 12 Constraints for processing; average workable time in 
hours per week. 
Material Regular time Regular time 
plus overtime 
M 
1 wheat 10 
2 straw swath 25 
3-5 bales and stubble 35 
6 wet grain 75 
drying 
25 18 
39 
60 
105 
drying 
39 
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s o l u t i o n d e r i v e d wi th t h e four s e t s of c o n s t r a i n t s i n Table 12 
i s used f o r c a l c u l a t i n g FWT(M,PN), see Table 13 . The c a l c u l a t i o n 
of t h e f r a c t i o n i s : 
FWT(M,PN) = max (0 .1 ,QM(M,PN)/ [CAPM(M) x WTAV(M) x WDPER(PN)]) 
Table 13 Linear programming s o l u t i o n and f r a c t i o n of workable t ime 
Material M 1 2 3 4 5 6 
capacity of processing, CAPM(M)ha/h 0.68 1.18 0.98 1.47 1.0 0.2 
constraint of processing (WTAV(M) x WDPER(PN)) 39 39 60 60 60 105 
Period Quantity processed 
pN QM(M,PN) in ha 
Fraction of workable time, FWT(M,PN) 
1 
2 
3 
4 
5 
M=l-4 
22.2 
21.2 
16.6 
5 
5 .9 
5 .9 
5 .9 
3 5 . 
7 . 3 
0.84 0.48 0.38 0.25 0.1 
0.80 0.46 0.36 0.24 0.1 
0.63 0.36 0.28 0.19 0.1 
0.1 0.1 0.1 0.1 0.58 
0.1 0.1 0.1 0.1 0.12 
0.61 
0.6 
0.6 
0.6 
0.6 
!• As the acreage of wet grain in unknown, the fraction is calculated as 
constraint over hours per week: 105/168=0.6 
The cheapest solution is derived with the use of extra time and 
drying capacity. In Section 3.5.6 the use of this linear 
Programming model, with constraints adjusted for a year, is 
compared with the use of the simulation model for a range of 
Problems (see Section 2.6). 
3.3.3 Miscellaneous 
The periods in days and the costs of overtime or extra time 
Per man are given in Table 14. The costs are based on 150% and 
200% of a basic hourly wage of 10 $/h. Regular work time costs 
°f 10 $/h are fixed costs and set to zero. 
Table 14 Costs of extra time 
Period in a day, IEXT : 1 2 3 4 5 6 
End of periods DEXT(IEXT), clock time : 7h00 12h00 13h00 18h00 22h00 24h00 
Day Day number Type of day 
DNRW RN(DNRW) 
Monday- 1-5 
Friday 
Saturday 6 
Sunday 7 
1 
2 
3 
Costs of extra time per man and hour 
CEXT(IEXT, RN(DNRW)) in $/h 
00 0 
oo
 1 5 
00 CO 
15 0 
20 20 
00 00 
15 
00 
00 
00 
00 
CO 
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The pauses PS(i) start at 121100, 18h00, 22h00 and 24h00. This 
information is only used with setup times to finish operations 
or to avoid the start of gangs not in use at a decision date 
close to the next PS(i). 
The first weather report date, WRD is at 0.25 d (6h00). The 
weather report period WRP between two reports is 6.0 hours. 
A periodical printout is given at the end of weekly period PN; 
EP(PN) = 8, 15, 22, 29 and oofor PN = 1,...,5. 
The initial input of quantity of winterwheat, QFD(F) and opti-
mum date, DMXRD(F) of field F is: two fields of 15 ha ripe at 
Date 1 and two fields of 15 ha ripe at Date 9. 
The limit in clock time (HRD) for delivering a material is 
DLHRM(M); after this clock time the material is not delivered 
because QMXMD(M) is set to 0 ha. The input values are 24.1 h. 
The maximum quantity of bales QMXMD(3) is also a fraction of 
QMXM(3), where the fraction depends on the weather expectation 
EWWD. 
FRQMX3(EWWD) = 0.1, 0.2, 0.5 and 1.0 for P [rain ^  0.3 mm]>0.5, 
0.3 - 0.5, 0.1 - 0.3 and < 0.1 respectively or for EWWD = (1, 
2, 6, 7), (3, 8), (4, 9) and (5, 10, 11) respectively. 
The three remaining input data are SPR, LUD and LCD, where 
SPR = 1 means no risk of the ears sprouting due to weather; 
SPR = 2 risk of sprouting exists. The timeliness function of 
wheat is chosen accordingly. 
The limit for urgency at date D, LUD is used for the bales 
(material M = 3) only and is set at 100 $, so a change in 
urgency due to a delay in delivering or processing bales causes 
a potential decision date DD(3). The decision date is after 
one hour if the urgency UMD(M) =100 $/h;or may be after half 
an hour if baling is faster than loading. 
The limit of costs per hour at date D, LCD is used for drying 
costs of wet grain only and set at 15 $/h; with a capacity of 
processing of 1 ha'%/h and drying costs CM(1) = 6 $ (ha.%)""1 
a potential decision date, DD(6) results if the moisture 
content of wet grain differs at least 2.5% from the original 
one at the decision date. LCD is set at 6.m $/h, with m the 
difference in moisture content considered for introducing a 
potential decision date. 
Finally the hourly data for weather information and material 
properties are needed repeatedly to calculate capacities, 
moisture contents, losses of bales and potential decision dates, 
This input consists of: 
- year, month, calender date, clock time of the day and day 
number in the week, 
- amount of rain, 
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- weather expectation, 
- moisture contents of grain, lower part of straw, swath and 
topsoil, 
- condition for processing the wheat plant. 
•3«4 Simulation program 
This section describes parts of the simulation program and 
refers to some explanations elsewhere in the monograph. Only 
the parts essential for the behaviour of the model are given; 
other parts are omitted such as declaration and initialization 
of variables and output. The entire program text for the grain 
harvest example can be obtained from the author. The program 
is written in FORTRAN-IV for the DEC-10 computer of the 
Agricultural University at Wageningen, the Netherlands. It re-
quires 23K words of space and needs 30 - 50 s computer time 
for the simulation of one year. Simplified problems and 
simplified information reduces this need to 10 - 30 s depending 
on the model and the year. The linear programming model re-
quires 20 - 30 s. 
Section 3.4 is of interest to those interested in programming, 
otherwise turn to Section 3.5. 
In the program a number of subroutines or functions are used 
for efficient use of computer space (dynamic allocation of 
Properties of materials, see Table 15). 
Table 15 Storage of data of materials 
Material 
M 
Acreage Optimum Moisture Cumulative Combine 
date of content amount of ripeness date 
processing rain or swath value 
ACRG=1 OPTD=2 
Column: 0 
1 wheat 
2
 swath 
3 bales 
4 bales loaded 
5 stubble field 
6 wet grain 
7
 dry grain 
8 bales stored 
9
 Ploughed field 
1 
QFD(F) 
QFD(F) 
QFD(F) 
QFD(F) 
QFD(F) 
QFD(F) 
QFD(F) 
QFD(F) 
QFD(F) 
DMXRD(F) 
DMXRD(F) 
DMXRD(F) 
DMXRD(F) 
DMXRD(F) 
DMXRD(F) 
MC=3 
MCBL 
MCWG 
RAIN=4 RIPDT=SWV=5 
CRAINW 
CRD 
SWVL 
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subroutines and a 
DATAFR(F,n) 
This package of subroutines is described by Kerbosch & 
Sierenberg (1973). It suffices here to give the names of the 
short explanation: 
delivers information of field F at position 
n (n = ACRG, OPTD etc., see Table 15, which 
gives the position and the type of data 
stored for each field of a material; remember 
that 'field1 means a quantity of material 
with the same properties and not necessarily 
an acreage or geographical location); 
stores data of F at position n of field F; 
removes, field F from the queue (chain) of 
fields of material M; 
obtains a link address for field F from the 
queue of free addresses; 
initializes 3000 positions for fields with 
5 attributes and belonging to one of 9 
queues, chains, materials; 
delivers the link address of the first field 
F in the queue of material M; referred to by 
F if F = LAFRST(M); 
delivers the link address of the last field 
F of material M; 
delivers the link address of the field 
succeeding F; 
delivers the number of fields in the queue of 
material M; 
brings the link address of field F to the 
free addresses; 
brings field F to the head of the queue of 
(fields with) material M; 
brings field F to the tail of the queue of 
material M. 
Note that F in this package means 'the link address' and in 
the program is represented by FLD, FLDD or FLDP; so field F 
means field with link address F. 
DATATO(F,n,data) 
FROMCH(F,M) 
FROMF(F) 
INIT(3000,5,9) 
LAFRST(M) 
LALAST(M) 
LASUCC(F) 
LENGTH(M) 
TOF(F) 
TOHEAD(F,M) 
TOTAIL(F,M) 
The program consists of the following parts: 
- declarations (integers, reals, dimensions, initial data); 
- initial section (input of model parameters, see Appendix C; 
the variable YEAR from the terminal and preliminary calculations); 
- preparations at each current decision date (attributes of 
the decision date, the materials and the equipment) 
Section 3.4.1; 
- urgencies (urgency of materials, gangs and combinations; 
selection of the preferred combination and calculation of 
actual capacities), Section 3.4.2; 
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determination of potential decision dates and finding the 
next one (auxiliary dates, updating of weather and material 
information), Section 3.4.3; 
output (each decision date, see Fig. 15 and Appendix D; each 
period and at termination of program, see Fig. 12); 
transformation (processed and delivered fields), Section 3.4.4 
The program continues after Transformation of the state of the 
system with Preparations etc. until termination due to finishing 
the process (wheat to ploughed field) or achieving the end of 
the file with weather and material data at 15 September 24h00. 
niore algebraic representation of the program is given rather 
nan the statements. The minor extensions are omitted which are 
necessary to run the program with simplified weather and 
material data (information from a day or week being aggregated). 
•4.1 Preparations at each current decision date 
3-4.1.1 Attributes of date 
The current decision date is D in the program (in the text 
also DD): 
D
 = NXTD 
a n d i t s
 Position is given by DNRW, CALD, MNTH, PD and by: 
HRD = (D - mt(D)) x 24.0*, the current clock time 
TPSD= mini(PS(i)|PS(i) > HRD) - HRD, time until the next 
pause in h 
KD = PS(j) - HRD, time remaining until no-work time in h, 
with j = 3,PS(3) = 22h00 for Monday - Friday 
_ j = 2,PS(2) = 18h00 for Saturday 
FTRD- TRD/10.0, fraction of time remaining relative to a 
working day of 10 h 
PNDD= DNRW - 1.0 + HRD/24.0, the decimal number of working 
days passed this week, in d 
B X T =
 Nin^ilDEXTU) > HRD), the number of the current period 
in a day ending at DEXT(i) (periods of regular time, 
overtime or extra time and of no-work time). 
At each change of IEXT when DD(4) equals D, updating is neces-
^4.0 or 0.0 means a real number in the program and does not 
r e f e r
 to precision. 
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RN(DNRW) = 
CEXTD = CEXT(IEXT,RN(DNRW)), the costs of men in $ per manhour 
in period IEXT and type of day 1, Monday - Friday 
2, Saturday 
3, Sunday 
DD(4) = Int(D) + DEXT(IEXT)/24.0 the next decision date in 
days due to a change in IEXT 
The cumulative rainfall in mm is: 
CRAINW = CRNW + RAINWl x (D - WD) x 24.0 
3.4.1.2 Attributes of materials 
The current decision date D, satisfies WD 4 D <WDl so that the 
updating of weather and material information proceeded until 
the data for (WD,WDl) were read. So the material data at D are: 
MCLSRD 
MCSWRD 
CMD(l) 
MCWD (M) 
CDTD(M) 
MCWG 
MCWD(2) 
MCLPS and MCSW 
for M=l,2,...,6 
MCBL 
MCLSRl, the moisture content of lower part * 
of straw (ripe stage), in % moisture content 
(wet basis); 
MCSWRl, the moisture content of swath (ripe 
straw); 
CMDWl(l), the costs of drying wet grain, $/ha; 
MCWl(M), the moisture content 
CDTWl(M), the condition 
MCWD(l), the moisture content of wet grain if 
dryer is empty; 
MCWD(6), DATAFR(F,MC) if dryer contains wet 
grain 
= MCSW = MCSWRD + min (0.0,D-DATAFR(F,RIPDT)-3.0) 
x (0.2 x MCSWRD - 18.0)75.0, the moisture 
content of swath of field F, 
see Section 3.1. 
for the wheat field are calculated according-
ly with MCLSRD, MCSWRD and CRD = DATAFR(F,OPTD), 
the combine ripeness date; see Table 15 for 
data storage in column RIPDT for straw and 
OPTD for wheat 
= DATAFR(F,MC) + 1.5 X (CRAINW - DATAFR(F,RAIN)), 
the moisture content of bales. 
With these data from the first field in the queue of fields of 
material M, QMDl(M) in ha is defined as the quantity considered 
available and ready for processing (the entire quantity of all 
fields if the first field is ready; except for wheat the.quan-
tity of the first field only): 
QMDl (M) = 
in ha 
DATAFR(F,ACRG) for M=l 
QMD(M) for M=2,3,...,6 
0.0 
if MCWD (M) 4 MCPB(M) CDTD(M)=GOOD 
for M=l,2,...,6 otherwise 
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The time to finish this quantity without interruption of the 
capacity at work CAPPM(M) is: 
TFNMD(M)= 
in h 
QMD1(M)/CAPPM(M) if CAPPM(M) > 0 
oo otherwise 
The timeliness losses are (see Section 3.2.1): 
LMD(l) = RMTF(1,0.0) - RMTF(1,D-CRD), the timeliness loss of 
wheat in $/ha and harvesting at D; 
LMD(2) = RMTF(2,0.0) - RMTF(2,D-DATAFR(F,0PTD)) , the time-
liness loss of straw swath at baling in $/ha; the 
second term is a property of the bales, see Table 15; 
0.0 if MCBL<20% 
LMD(3) = DATAFR(F,SWV)x(MCBL-20.0)x0.5/100.0 if 20<MCBL<35% 
, DATAFR(F,SWV) if 35<MCBL 
the timeliness loss of bales in $/ha, depending on actual 
rainfall (included in MCBL) instead of RMTF(3,T). These losses 
are calculated for each field with the transformation of the 
state, see Section 3.4.4. 
If D equals decision date DD(7), determined by a significant 
change at a weather report date, then the timeliness function 
of bales is updated by giving the suitable line number in 
Table 4, or column number in Appendix C. 
MCL(3)= , 4 if EW1 (EWWD) = 2, i.e. P [rain >, o.3 mm] < o.l 
5 otherwise 
The optimum date for the next field delivered is: 
DMXNFD(M)= 
in days 
Int(D) 
0.0 
EP(PD-l) 
Int(D + (MCSW 
if M 
if M 
if M 
20.0)/10.0) if M 
1, 3, 4, 6 
5 and PD = 1 
5 and PD > 1 
2 
For each field F with material M = 3, the optimum date for 
bales, updated and stored at OPTD, (see Table 15) is redefined 
for each day by 
DMXRD(F) = mt(D) 
CALL DATATO(F,OPTD,DMXRD(F)). 
The workable time in h/d for wheat and straw, M = 1, 2 is 
derived from TBWT(NDAYS(M),MCCL(M),EW2(EWWD),M), see Table 5 
and depends on the estimated number of days necessary for 
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QMD(M), the moisture content class and the class of weather 
expectation: 
WTD(M) = max [ 0.1,TBWT(#//)/NDAYS(M)] with 
NDAYS(M) = min [l5.0,1.0 + (7.0/5.0) x QMD(M)/{CAPM(M) x WTAV(M) 
x FWT(M,PD)}] . 
The actual maximum quantities of material M = 1,...,6 at D, 
QMXMD(M) in ha, depend on the actual quantity QMD(M). Delivering 
is forbidden if QMD(M), after becoming QMXMD(M), still exceeds 
half of the system maximum from input QMXM(M) or the clock 
time exceeds a limiting hour for delivering DLHRM(M) 
QMXMD(M) = 
in ha 
0.5 x QMXM(M) if QMD(M) ^ QMXMDCM) 
QMXM(M) if QMD(M) < QMXMD(M) 
0.0 otherwise 
and HRD<DLHRM(M) 
Note that the first two lines are executed in succession in the 
program. 
3.4.1.3 Attributes of gangs and equipment 
The capacity of gangs in ha/h, G = 1, 2 and 9 depend on material 
properties (see Section 3.3.1 and Table 7): 
For G = 1,2 
CAPGD(G) = 
1.25 x CAPG(G) 
CAPG(G) x (140 - 2 x MCLPS)/80 otherwise 
CAPGD(9) = CAPG(9) x 5.0/(MCWG - 17.0). 
if MCLPS £20% moisture 
content 
The properties of gangs and equipment depend on the setup times 
and the need or end of service or repair: 
The switch indicating that equipment E is used on the current 
day (see Section 2.4.3): 
r USDE if 
EUDD(E)= 
Int(D) ± D 
EUDD(E) = USDE 
and I (ESWCP(E) = SRWRKE 
and SERE(E) = NTSRE 
or 
NTUSDE otherwise 
The setup time still remaining from the preceding combination 
(i.e. ACAPGD(G) >0.0) is temporarily assigned to the equipment 
EG(G) belonging to G: 
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ATUPDE(E)= • 
ATUPDG(G) x NM(G) if 3 G such that EG(G) = E and 
ACAPGD(G) >0.0 
00 otherwise 
and assigned to the gangs if NM(G) >0 and EG(G) = E (see 
Section 2.4.3) 
ATUPDG(G)= 
ATUPDE(E)/NM(G) if ATUPDE(E) < oo 
TUPDG(G) if EUDD(E) = NTUSDE 
TUPDG1(G) if EUDD(E) = USDE 
ATUPDG(G) otherwise 
and 
CP=0 or 
APGC(G,CP) 
f APPL 
Service is needed each time the use AUE(E) exceeds the minimum 
use MINUE(E) at 6h00, 12h00, 18h00 and 24h00 and E is not 
already in need of repair. 
The switches for gangs and equipment become: 
SERGD(G)= 
SERE(E) = 
and 
TSERE(E) = 
CSER(E) = 
AUE(E) = 
SRNDG if SERGA(G) = ALWD 
SRFRBG otherwise 
SERE 
SERTE(E), the time needed for service in h 
CSER(E) + TSERE(E), the cumulative service time in h 
0.0, the use in h is reset. 
The service ends when potential decision date DD(8) and 
TSERE(E) become zero. The switches become: 
SERGD(G)= NTSRG 
SERE(E) = NTSRE 
failure of an equipment during work causes a potential 
decision date, DD(9) when the failure-free operating time 
TFLRE(E) achieves zero. The switches become: 
REPGD(G)= RPNDG if NGC(G,CP) >0 
RPFRBG otherwise 
REPE(E) = RPE 
and 
TREPE(E)= (UBREP(E) - LBREP(E)) x RAN(RNDM) + LBREP(E), the 
repair time, in h. It is a random number between a 
lower and an upper bound, 
CREP(E) = CREP(E) + TREPE(E), the cumulative repair time in h. 
Repair of a failure ends at potential decision date DD(10) 
when TREPE(E) equals zero. 
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The switches become: 
REPGD(G)= NTRPG 
REPE(E) = NTRPE 
The next time until a failure is ramdomly sampled: 
TFLRE(E)= (UBFLR(E) - LBFLR(E)) X RAN(RNDM) + LBFLR(E). 
3.4.2 Urgencies 
The strategy starts with the urgency of materials; these 
urgencies are calculated (see the flow chart in Fig. 9) at 
every decision date (UMFRDD = 1) except if the frequency of 
calculation is limited to once a day (UMFRDD = -1) or to only 
the decision dates DD(4) or DD(7) because there has been a 
change in overtime into regular time etc. or a significant 
change in a weather report (UMFRDD = 0). If at HRD = 0.0 h no 
urgency of material is positive, then the next calculation is 
at 24h00 and on this day no job will be urgent enough, for 
example, if the wheat is unripe. 
The preliminary calculations for the materials M = 1, 2, 3, 5, 
6 (M = 4 is considered separately) are: 
PN = PD, the current period number 
DBG(l) = D, the earliest date of beginning at Field 1 
FLD = LAFRST(M), the link address for Field 1 
QF = CAPM(M) x WTD(M) x FWT(M,PN), the quantity of M that 
can be processed per day in ha/d 
Note that FWT(M,PN) for each PN in the initial section of the 
program is multiplied by WTMLTM(M) instead of repeatedly mul-
tiplying WTD(M) by WTMLTM(M). 
The next data are calculated for each field F = 1,...,LENGTH(M). 
QFD(F) = DATAFR(FLD,ACRG), the quantity on field F in ha 
DMXRD(F)= DATAFR(FLD,OPTD), the optimum date of processing 
field F 
DBG(F) = DFN(F-l) for F > 1 
OTD(F) = QFD(F)/QF, the operation time in d 
SUMOTD = 2l = 1 OTD(i) 
F—l 
=
 2-_i NWD(i), the sum of weekend days SUMNWD 
NWD(F) = Int ((SUMOTD + PNDD)/5.0) x 21 - SUMNWD, the number 
of weekend days for field F 
OPD(F) = OTD(F) + NWD(F), the operation period, 
DFN(F) = DBG(F) + OPD(F), the date of finishing. 
1. Note the two weekend days, although Saturday is available as 
overtime 
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Modifications are introduced in the program when an R a t i o n 
period exceeds NDAYS(M) or EP(PN). The short-term workable time 
WTD(M) for wheat or straw, M = 1 or 2, is valid for NDAYS(M) 
and afterwards becomes VTCAV(M) the long-term average workable 
time, so a modification due to NDAYS (M) is necessary., if 
DBG(F) <
 D + NDAYS(M) < DBG(F) + OTD(F) X 7.0/5.0 *DFN(F) . 
The part of OTD(F) x 7.0/5.0 after D + NDAYS(H) - DBG(F) is 
modified by multiplying by WTD(M)/WTAV(M). A longer period 
results if the short-term expectation, WTD(M) is greater 
than the long-term expectation, WTAV(M). The revised value 
multiplied by 5.0/7.0 results in an updated OTD(F) and in 
new calculations of SUMOTD to DFN(F) as already given. The 
quantity that can be harvested per day is revised accordingly. 
QF = CAPM(M) x WTAV(M) x FWT(M,PN). 
Exceeding the end of a period EP(PN) results in a change in 
the fraction of workable time FWT(M,PN) * FWT(M,PN+1) and 
modification is necessary if DBG(F) < EP(PN) < DFN(F). 
Here the part of DFN(F) after EP (PN) is mxlt±^1^dl^ a 
FWT(M,PN)/FWT(M,PN+1) resulting in an updated DFN(F), a 
revised period number and the quantity that can be processed 
per day: 
PN = PN + 1 
QF = QF x FWT(M,PN)/FWT(M,PN - 1).
 c, a r H n f I 
This modification is repeated until DFN(F) < EP(PN) Starting 
from this revised date of finishing, new values for OPDUJ, 
NWD(F), OTD(F) and SUMOTD are derived. 
The urgency of field F in $/h is (see Section 2.3.3) 
UFD(F)= [RMTF(M,DBG(F) - DMXRD(F)) - RMTF(M,DFN(F) - DMXRD(F))] 
x CAPM(M). fipld 
Then the program proceeds with QFD(F) etc. for the next riex 
with FLD = LASUCC(FLD), the link address for the next f^-eia; 
The next step is executed at the completion of these calculations 
for all fields of a material. 
Now the urgency of material M, UMD(M) is (see Section 2.3.3): 
UMD(M) = max ( Y F
 4 UFD(i)) in $/h for F = 1, •. - ,LENGTH(M) , 
whose value is modified when no fields are vailable or if a 
positive urgency of M is low because a small remainder, QMD(M) 
(see Section 2.4.1). In both cases the urgency is calculated 
for an imaginary field of 1 ha, an optimum date DMXNFD(M) for 
the next field and an operation period: 
* = 1.0/QF + 2.0 x Int((1.0/QF + PNDD)/5.0) days. 
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Urgency of material M 
M = M*1 
M=1 
material 
M 
F*1 
field 
Fof M 
DBG(F) 
DFN(F) 
UFD(F) 
true 
false 
UMD(M) 
UMDKM) 
true 
Urgency of gangC 
G = G*1 
false 
G O 
gang 
UGD(G) 
variable costs 
APG (G) 
true false 
Urgency of combination C ^ 
C = C*1 
C = 1 
combination 
C 
APGC(G,C) 
UCD(C) 
Selection of combinationCP 
false 
CP 
ACAPGD(G) 
Fig. 9 I Scheme showing how to calculate the decision values, 
the urgencies. 
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This results in: 
Y
 = [RMTF(M,D-DMXNFD(M)) - RMTF(M,D + X - DMXNFD(M)) J 
x CAPM(M) in $/h. 
Y
 is accepted only as UMD(M) if the original value is positive 
and smaller. 
The next step is calculating the disurgency due to delivering 
a
 next field with material M (see Section 2.3.4). 
[RMTF(M,0.0)-RMTF(M,DFN(LENGTH(M))-DMXNFD(M) )] 
[DMXNFD (M) <DFN (LENGTH (M))] 
UMD1(M)= 
$/h 
x CAPM(M) if_ 
MTAIL(M) = TAIL 
UMD(M) if MTAIL(M) = HEAD 
0.0 otherwise 
and 
IDMXUM1(M)=FUMl 
QMD(M)>0 
1 
The calculation of urgencies of material M = 4, the loaded 
bales is (see Section 2.4.1): 
UMD(4) = UMD(3) x min [1.0,{CAPM(3) x WTD(3) x FTRD + QMD(4)}/ 
QMXMD(4)] 
UMD1(4)= UMD(4) (but not depending on switch DMXUMl(4)). 
The function RMTF(M,T) used for the urgencies is given 
completely: 
REAL FUNCTION RMTF(M,T) 
COMMON/POL/MCL(6),RMT(8,-3/40) 
IF(T.GT.-3) GO TO 1 
RMTF = RMT(MCL(M),-3) - (-T-3.) x 0.1 
RETURN 
IF (T.LT.40.) GO TO 2 
RMTF = RMT(MCL(M),40) - (T-40.) x 0.1 
RETURN 
2
 IT
 s T 
IF (T.LT.0) IT = IT-1 
RMTF = RMT(MCL(M),IT)+(RMT(MCL(M),IT+1)-RMT(MCL(M),IT))x(T-IT) 
RETURN 
END 
MCL(M) is the column in Appendix C, referring to the appropriate 
timeliness function RMT(MCL(M),T). Outside the range (-3,40) 
tne timeliness function is considered to decrease with in-
creasing |T|, to prevent zero urgencies with very untimely 
operations. 
The urgency of a gang in $/h is (see Section 2.3.5): 
°
G D (G> = [ I M € S M p G (G) UMD (M) /CAPH(M) - THeSMDG (G) ™D1 <«> /«PM(M)] 
XCAPGD(G) 
93 
Note that for Gangs 1 or 2 (processing wheat) the delivering 
of wet grain (M = 6) or of dry grain (M = 7) is excluded from 
the preceding calculation by testing whether the drying costs 
CMD(l) = 0.0 or > 0.0, respectively; such an exclusion occurs 
elsewhere in the program when M = 1 or G = 1 or 2. 
In the program sets are represented as: 
set SMPG(G) by SMPGI(G,I) for I = 1,...,NSMPG(G). 
set SMDG(G) by SMDGI(G,I) for I = 1,...,NSMDG(G). 
The extensions of the urgencies discussed in Section 2.4.3 are 
now incorporated in the program as a number of modifications. 
The first modification concerns the excess capacity of the 
combine harvester in gangs G = 1 or 2 if such an excess capa-
city is allowed (NEXCPG(G) > 0) and the grain is dry 
(CMD(l) = 0.0). The change in urgency due to capacity and costs, 
is: 
X = max. (UGD(G) x ECAPG(G,i)/CAPGD(G) - CSTG(G,i)) in $/h 
If X is positive, that i which gives the maximum is used to ; 
calculate: 
UGD(G) = UGD(G) + X 
CAPGD(G)= CAPGD(G) + ECAPG(G,i) 
LGD(G) = CSTG(G,i)/CAPGD(G), the loss due to excess capacity 
of gang G in $/ha. 
The second modification concerns those gangs which need setup 
time to start an operation in the period until the next pause, 
TPSD. The urgency is diminished because of the setup time and 
the variable costs of material and overtime: 
UGD(G) = (UGD(G) - CMD(M) x CAPGD(G)) x (1.0 - Y/TPSD) 
- CEXTD x NM(G) 
with Y = min(ATUPDG(G) x TUPEFF,TPSD), resulting in UGDfG)^ 0 
if Y = TPSD. 
The third modification concerns gangs already executing their 
operation. The urgency is increased if work on fields with a 
quantity ready for processing QMDl(M) can be finished and is 
decreased by the variable costs of material and overtime: 
UGD(G)=(UGD(G) + CSTG(G,i)) x (1.0 + TUPDG(G) X STIMFF/TFNMD(M)) 
- CSTG(G,i) - CEXTD x NM(G) - CMD(M) X CAPGD(G). 
Note that CSTG(G,i) is not considered if no excess capacity is 
used or available. 
These actual gangs can be stimulated more by using STIMAG >1.0 
and UGD(G) = UGD(G) x STIMAG. 
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The fourth modification is due to a zero quantity, QMD1(M)=0.0: 
UGD(G) = 0.0001 x UGD(G) if , QMDl(M) = 0.0 and 
UGD(G) > 0.0 
The fifth modification concerns service or repair and depends 
on a switch SRRPUG. If SRRPUG = 1, the service and repair of a 
gang is only done on the basis of competition between urgencies 
UGD(G) > 0.0; if SRRPUG = 0 service and repair are also possible 
when the urgency is negative. Then UGD(G) in regular time has 
at least a small positive value, so that service or repair can 
be carried out in workable hours for G: 
UGD(G)=max(0.1-NM(G)xCEXTD,UGD(G)) if [SRRPUG = 0 and 
SERGD(G)+REPGD(G)=SRORRP 
The next step in the strategy considers which gangs in each 
combination can be applied. A gang can be applied if it needs 
service or repair (not simultaneously) or if material for 
processing is available and ready and delivery of materials 
is possible (see Sections 2.3.5.1 and 2.4.3): 
APG(G)= 
APPL = 1 if 
SERGD(G) + REPGD(G) = SRORRP or 
QMD1(M)> 0.0 for VMeSMPG(G) and 
QMD(M)< QMXMD(M) for VMGSMDG(G) 
NTAPPL=0 otherwise 
In the grain harvest example the set SMPG(G) consists of only 
one material for each G. 
Witin a combination, C, more gangs may be applied if a material 
not yet available is delivered and is also ready for processing 
directly. The urgency of the gangs and the service or repair 
of another gang with the same equipment are considered: 
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APGC(G,C)= 
APPL if 
NGC(G,C) > 0 and 
UGD(G) > 0.0 and 
SERGD(G) £ SRFRBG and 
REPGD(G) ^  RPFRBG and 
APG(G) = APPL or 
for VMeSMPG(G) 
QMDl(M) > 0.0 or 
MDRP(M) = MRDY and 
MCWD(M) 4MCPB(M) and 
CDTD(M) = GOOD and 
3iGSGDM(M) 
i < G 
APGC(i,C) = APPL 
SERGD(i) + REPGD(i) = NTSRRP 
and for VMGSMDG(G) 
QMD(M) < QMXMD(M) 
NTAPPL otherwise 
It is not considered whether gang j may appear in the combina-
tion that processes a material delivered with QMD(M) ^  QMXMD(M) 
The urgency of the combinations C and the selection of the 
preferred combination CP is: 
UCD(C)= Y NGC(G,C) x APGC(G,C) x UGD(G) in $/h. 
X = max(UCD(C)) 
0 if X i 0.0 
CP= CP if UCD(CP) = X, the preceding preferred combination 
C ^ CP if UCD(C) = X, another combination than the 
preceding one 
The last step in the urgency calculations of the strategy is 
calculating the actual capacities, the number of men in CP and 
a switch of equipment in service or at work in CP: 
ACAPGD(G)= 
in ha/h 
CAPGD(G)xAPGC(G,CP) if SERGD(G) +PEPGD(G)=NTSRRP 
0.0 otherwise 
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NMCP = Z_ NM(G) X NGC(G,CP) x APGC(G,CP) 
G 
ESWCP(E)= 
[ SRWRKE = 1 if REPE(E) ± RPE] 
REPNDE =-1 if REPE(E) = RPE 
, and 
3GGSGC(CP) such that 
EG(G) = E and 
APGC(G,CP) = APPL 
NTCPE = 0 otherwise 
Set SGC(C) is represented in the program by SGCI(C,I) for 
I = 1, 2, 3. 
if CP = 0, then ACAPGD(G) and NMCP are zero together with 
the capacities of processing M, CAPPM(M). Then the potential 
decision dates DD(i) for i = 1, 2, 3, 8, 9, 10 cannot occur 
and are therefore given a value of infinity. 
At this stage of the program the state is evaluated and conse-
quances of selecting combination CP are now considered. 
3.4.3 Determination of potential decision dates 
This section is divided into five steps for reference purposes. 
Auxiliary dates are distinguished from decision dates (see 
Section 2.5). The decision dates DD and NXTDD are in the program 
given as D and NXTD. See the flow chart in Fig. 10. 
Step 1 is the calculation of the capacities of processing and 
delivering M in ha/h: 
CAPPM(M)= Z G e S G p M ( M ) ACAPGD(G) x NGC(G,CP) 
CAPDM(M)= Z G e S G D M ( M ) ACAPGD(G) X NGC(G,CP) 
Some data are modified if the maximum quantity of bales, 
QMXMD(3), is a function of weather expectation EWWD, and time 
of day HRD or time remaining on this day TRD; such a function 
is assumed only if the input switch Q3FHEW = 1. 
The modification defines QMXMD(3) such that if bales are 
delivered, enough time is left to have them loaded, trans-
ported and unloaded by gang G = 5. QMXMD(3) is also limited 
by EWWD, with fractions of QMXM(3). These fractions 
FRQMX3(EWWD) are smaller for higher probability of rain, 
see Table 3 and Section 2.4.4. and 3.3.3. 
fQMD(3)if, 
X= 
in 
TRD x CAPGD(5) - QMD(3) < 0.0, already too many bale 
or CAPDM(3) - CAPPM(3) + CAPGD(5) <_ 0.0 
QMD(3) + (CAPDM(3) - CAPPM(3)) x (TRD x CAPGD(5) - QMD(3)) 
h a
 /(CAPDM(3) - CAPPM(3) + CAPGD(5)) otherwise 
Y==
 QMXM(3) x FRQMX3(EWWD) in ha 
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DD»D 
DD(i) 
i-3,4,8,9,10 
WD1 
DTUPDF 
ADP 
AD 
DD(i) 
i«1.2 
NXTD 
false 
f^ i rAD<WD1 
read data (weather 
materials) 
mi 
NXTDD 
output 
transfor-
mations 
DD(i) 
i« 5,6,7 
NXTD 
Fig, 10 | Scheme showing how to calculate potential decision 
dates 
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QMXMD(3) = min(X,Y) in ha 
This modified maximum causes a rejection of the use of the 
baler, G = 3 if CAPDM(3) >0.0 and QMXMD(3) >QMD(3) and then 
results in: 
= NTAPPL 
= CAPPM(2) - ACAPGD(3) 
= CAPDM(3) - ACAPGD(3) 
= 0.0 
= NMCP - NM(3) 
= 2, for output representation only, instead of 
NTCPE. 
The modification influences UIM(3) and DD(3) too. 
Step 2 concerns potential decision dates (Section 2.5.2) DD(i) 
for i = 3, 8, 9, 10 independent of the auxiliary dates. 
A change in urgency (decrease or increase) of bales in $/h, 
M = 3 only, relative to an input limit for urgency, LUD in $ 
results in DD(3): 
APGC(3,CP) 
CAPPM(2) 
CAPDM(3) 
ACAPGD(3) 
NMCP 
ESWCP(2) 
0.0 if 
UIM(3)= 
DD(3) = 
CEXTD > 104 
QMD(3) = 0.0 and CAPDM(3) = 0.0 
UMD(3) + [max(UMD(3), UMDl(3)) x CAPDM(3) 
- UMD(3) x CAPPM(3)] /CAPM(3) otherwise 
D + [LUD/|UIM(3)|+ ATUPDG(3)] /24.0 if|UJM(3)|>0.0 in d 
00
 otherwise 
The end of service results in DD(8): 
ESWCP(E) = SRWRKEl X - niin I TSERE(E) | 
DD(8)=|D + x / 2 4 - 0 if X > 0.0 
otherwise 
TSERE(E) > 0.0 J in h 
in d 
oo 
A failure or machine breakdown causes DD(9): 
X = min 
DD(9) = 
TFLRE(E) 
D + X/24.0 
oo 
ESWCP(E) = SRWRKE 
SERE(E) = NTSRE 
TFLRE(E) > 0.0 
if X > 0.0 
otherwise 
in h 
in d 
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The end of repair leads to DD(10): 
ESWCP(E) = REPNDE [ X = min | TREPE(E) TREPE(E) > 0.0 
DD(10)= | D + X / 2 4 - 0 i f * > 0.0 
in h 
in d 
oo otherwise 
Step 3 concerns the potential decision dates depending on the 
auxiliary dates but not determined by weather information up-
dating i.e. DD(i) for i = 1, 2 where QMDl(M) is processed 
completely or QMD(M) achieves its maximum, QMXMD(M). 
The auxiliary date (Section 2.5.1) is calculated at D as: 
AD= 
WDl if CP = 0, the date until which the recent weather 
and material information remains valid, 
D otherwise 
If CP = 0 the next calculation is at step 5. 
If CP / 0 a next auxiliary date is found: 
ADP = AD, the preceding auxiliary date; 
AD 
min (WD1,DTUPDF) if DTUPDF > ADP in d 
WDl otherwise 
where the date of finish of some setup time is: 
DTUPDF= 
D + min. ATUPDG(G)/24.0 
D + ATUPDG(G)/24.0>ADP 
ACAPGD(G) > 0.0 
oo if no G meets the conditions. 
in d 
Quantities for period (D,ADP) and capacities for period 
(ADP,AD) are calculated for each pair of two consecutive 
auxiliary dates. The quantities processed and delivered in 
period D until ADP are for M = 1,...,9: 
QPMADP(M)= 
in ha 
QDMADP(M)= , 
in ha 
0.0 if ADP=D 
min(QMDl(M)+QDMAD(M)xMDRP(M),QPMAD(M))otherwise 
f 0.0 if ADP = D 
QDMAD(M) otherwise 
The potential quantities processed and delivered in period D 
until AD are without any quantity constraint for M = 1,...,9: 
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QPMAD(M) = QPMADP(M)+ £ 
QDMAD(M) = QDMADP(M)+ £ 
G€SGPM(M) A C A P G D< G> x NGC(G,CP)XYG in ha 
GeSGDM(M) A C A P G D< G> X NGC(G,CP)XYG in ha 
where Y the time exceeding setup time of G and within the 
period ADP to AD available for work: 
YG = min [(AD-ADP) x 24.0, max(0.0,(AD-D)x24.0-ATUPDG(G) )J in h 
The potential capacities of net processing (processing minus 
delivering and net delivering (delivering minus processing) in 
period ADP to AD are: 
CPPMAD(M) =[QPMAD(M) - QPMADP(M) 
- MDRP(M) x (QDMAD(M) - QDMADP(M))] /(AD-ADP) in ha/d 
CPDMAD(M) =[QDMAD(M) - QDMADP(M) 
- (QPMAD(M) - QPMADP(M))] /(AD-ADP) in ha/d 
The potential decision date due to QMD1(M) processed in period 
ADP to AD occurs only if the potential processing capacity is 
positive and QMDl(M) is between zero and the quantity processed 
minus the quantity delivered until AD: 
f min. 
X = 
M 
(QMDl(M) - QPMADP(M) 
+MDRP (M) xQDMADP (M)) 
/CPPMAD(M) 
CPPMAD(M) > 0.0 
0.0<QMD1(M)< 
QPMAD(M)-MDRP(M)xQDMAD(M) 
co if no M meets the conditions 
DD(1) = ADP
 + x in d 
The potential decision date due to QMXMD(M) achieved in period 
ADP to AD occurs only if the delivering capacity is positive 
and the remaining quantity QMXMD(M) - QMD(M) is between zero 
and the quantity delivered minus processed until AD: 
X =. 
min 
M (QMXMD (M) -QMD (M) 
-QDMADP (M) +QPMADP (M)) 
/CPDMAD(M) 
CPDMAD(M)>0.0 
0. 0<QMXMD (M) -QMD (M) < 
QDMAD (M) -QPMAD (M) 
00
 if no M meets the conditions 
DD(2) = ADP + X in d 
teP 4 concerns the potential decision dates depending on the 
weather and material information; DD(i) for i = 5, 6 and 7: 
c anges in moisture content or condition of materials, in 
rying costs of wheat or in weather expectation. 
The current date D satifies WD 4 D < WDl. To satisfy the same 
condition for the next decision date, new information is re-
quired if the potential next decision date exceeds WDl, 
NXTD £ WDl, until WDl is after NXTD. Updating of weather and 
material information results in storing information given at 
WDl in: 
MNTHO, CALDO, DNRWO, EWWDO, MCW(M) for M = 1,...,9 
MCLSR, MCSWR, CMDW(l) and 
WD = WDl 
0.0 if DCLCK1 « DEXT(MXIEXT), end of day 
DCLCK= 
in 
in 
d 
h 
DCLCKl otherwise 
CRNW = CRNW + RAINWl in mm 
The new data are (read from a data file): 
*©JTHl, CALD1, DCLCKl, DNRWl, RAINWl, EWWDl, CDT, MCG, MCLSRl, 
MCSWRl, MCSL resulting in: 
WD + 1.0/24.0 in d 
MCG, moisture content of grain, 
MCSWRl, moisture content of a swath of ripe straw, 
MCSL, moisture content of top soil, 
CDT, condition for M = 1,2 
jGOOD if RAINWK1.0 
INTGOOD otherwise 
WDl 
MCWl(l) = 
MCW1(2) «= 
MCWK5) = 
CDTW1(M)= 
CDTWl (M) - condition for M = 3, 5 
Comparing the conditions and moisture contents for material 
M = 1, 2, 3, 5 valid until WD and those for the period WD to 
WDl can result in a potential decision date, DD(5) = WD. Only 
if a material is available or is to be processed and if 
regular time or overtime occurs, is such a date considered. The 
potential decision date is (see Section 2.5.2): 
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DD(5)« 
in d 
WD if 
CEXTD < 10*4 and 
3Me(l, 2, 3, 5) such that: 
QMD(M) > 0.0 or CAPPM(M) > 0.0 
and 
CDTW(M) + CDTWl(M) = GOOD + GOOD and 
(MCW(M) - MCPB(M)) x (MCPB(M) - MCWl(M))>0.0 
or 
CDTW(M) + CDTWl(M) = GOOD + NTGOOD and 
(MCW(M) - MCPB(M)) x (MCPB(M) - MCWl(M))>0.0 and 
MCWl(M) < MCPB(M) 
or 
(MCW(M) - MCWl(M)) x (CDTW(M)-CDTWl(M))<0.0 and 
(MCW(M) - MCPB(M)) X (MCPB(M)-MCWl(M)) >0.0 
and 
(MCPB(M) - MCWl(M))x CDTWl(M) > 0.0 or 
CAPPM(M) > 0.0 
DD(5) otherwise 
Costs for drying grain until WD and those for the period WD 
to WDl result in a potential decision date DD(6) for wheat 
M
 - 1 only, with: 
CMDWl(l) 
in $/ha 
f 0.0 
oo 
if MCWl(l) <, 19.0 or QMD(1)=0.0 
if MCWl(l) > MCPB(l) 
(= 23% moisture content) 
or 
DD(6) 
in d 
CM(1) x (MCWl(l) - 17.0) otherwise 
f CEXTD < 104 and 
|CMDW1(1) - CMD(l)|x CAPPM(l) > LCD 
CMDWl(l) • 0.0 and 
CMDW(l) > 0.0 
i m if fCMDWl(l) > 0.0 and 
lor CMDW(l) - 0.0 and 
CAPPM(l) > 0.0 
lDD(6) otherwise 
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Weather expectation may change if WD equals the weather report 
date, WRD; sometimes a potential decision date is necessary. 
Only if WD = WRD, are the next calculations: 
WRD 
EWWDP 
EWWD 
DD(7) 
in d 
= WRD + WRP/24.0 
= EWWD, the preceding weather expectation until WD 
= EWWDO, the current weather expectation after WD 
EWl(EWWD) ± EWl(EWWDP) or 
WD if 
EW2(EWWD) $ EW2(EWWDP) 
DD(7) otherwise 
and at the same time the moisture content classes (see Table 5) 
MCCL(M) for M = 1, 2 are updated: 
MCCL(M) = max(l, min(4,MCWl(M) x 0.2 - 2.0)) 
Step 5 is the determination of NXTD and deciding at which step, 
whether 3 or 4 the next calculation proceeds. 
NXTD = min (DD(i)|DD(i) > D) 
The calculation proceeds at: 
Step 3; find the next auxiliary date if 
AD = WD1 
then Step 4; read new weather and material 
information if 
Step 4; read new weather and material if 
information 
go to the next calculations if 
CP ^ 0 
AD < WDl 
AD < NXTD 
CP = 0 
AD < WDl 
AD < NXTD 
AD = WDl 
WDl 4 NXTD 
NXTD^ AD 
NXTD< WDl 
The next calculations are: 
DT = 24.0 x (NXTD - D), the time step for application of 
combination CP, in hours. 
HRND « 24.0 x (NXTD - Int(NXTD)), the next decision date in 
clock time. 
The output consists of the state of the system at D and the 
decisions derived from that state. It is printed at each 
decision date only if CP ^ 0 before the transformations are 
performed. More output is given daily at HRD = 0.0, or periodi-
cally at D = EP(PD) and concerns cumulative quantities, 
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durations and costs. 
3.4.4 Transformation 
This section describes the transformation of the state of the 
system (see Section 2.5.3). One part of the transformation 
concerns cumulative data of what occurred like workable time, 
costs and acreages processed; another part concerns the actual 
data of the new fields with delivered materials and the time 
durations for setup, service etc.. 
Some of the records concern the workable time which is trans-
formed during Step 4 (updating weather and material information) 
of Section 3.4.3. Just before reading new data, the old data 
are stored and recorded (from the first date with a positive 
urgency). 
The cumulative time material M is ready for processing: 
fCRM(i, J, M) + 1 if 
CRM(i,j,M)=, 
in h 
MCWl(M) <sMCPB(M) and 
CDTW1(M)= GOOD 
CRM(i, j, M) otherwise 
The cumulative time material M is ready for processing and 
available (not necessarily with positive urgency): 
CRAM(i,j,M) 
in h 
CRAM(i, j, M) + 1 if 
MCWl(M) 4 MCPB(M) and 
CDTW1(M) = GOOD and 
QMDl(M) > 0.0 
CRAM(i, j, M) otherwise 
with i = IEXT and j = RN(DNRW) values at D. 
Recording at the same place in the program as updating has the 
disadvantage that data are transformed after D until WD before 
the output is printed; this is not so with the other output 
data. 
All other transformations are calculated after finding the 
next decision date NXTD and after writing the relevant output. 
The transformations with the time step DT are: 
CMNHR(i,j) = CMNHR(i,j) + DT x NMCP, the cumulative manhours, 
CCEXT(i,j) = CCEXT(i,j) + DT x NMCP x CEXTD, the cumulative 
costs of men in overtime or extra time in $, with i = IEXT and 
j = RN(DNRW), 
SUMDT(NMCP) = SUMDT(NMCP) + DT, the use of time with NMCP = 0, 
*» 2 man in h, 
CUCP(CP,NMCP) = CUCP(CP,NMCP) + DT, the 
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DT 
G « G * 1 
CMNHR(I . I ) 
CCEXTIij)
 % 
CUCPICP^ MCP 
CUGIGjMCP) 
G«1 
gang 
G 
MP=SMPG(G) 
FLOP 
QMO(MP) 
CCMjMP 
CttPMIMP ) 
CLG(G) 
CAUG(i.j.G) 
CEUG(G) 
MDGSMDG(G) 
FIDO 
QMD(MD) 
true 
• i l M H I i H K 
false 
Fig. 11 J Scheme showing how to perform the transformation of 
materials 
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cumulative use of the combination CP with NMCP men in h. 
CUG(G,NMCP) = CUG(G,NMCP) + DT x APGC(G,CP), the cumulative 
use of the gang G with NMCP men (including setup time, waiting, 
service and repair) in h. 
The transformation of quantities starts with calculating the 
quantity of material M, that will be processed until NXTD: 
QMDl(M) 
QPMNX(M)= 
in ha 
if AD = ADP 
m m 
QMDl(M) + QDMADP(M) X MDRP(M) + 
(QDMAD(M) - QDMADP(M)) x MDRP(M) x 
(NXTD - ADP)/(AD - ADP), 
QPMADP(M) + (QPMAD(M) - QPMADP(M))x 
(NXTD - ADP)/(AD - ADP) 
if AD > ADP 
All the gangs G = 1,...,GMX are considered sequentially; see 
the flow chart in Fig. 11. The transformation is not performed 
at once but for each gang G separately; first the material MP 
is processed and then the materials MD are delivered only if 
ACAPGD(G) > 0.0 and ATUPDG(G) < DT. 
The material processed is MPeSMPG(G), (only one in the grain 
harvest example and the quantity processed by G is: 
QPG=min r Q M D l ( M P )' QPMNXfMP)' 
[ACAPGD(G) x NGC(G,CP) X (DT - ATUPDG(G)) ] in ha 
QMD(MP) 
QMDl(MP) 
CCM(MP) 
CLG(G) 
The transformations due to gang G and independent of the fields 
are: 
QPMNX(MP)= QPMNX(MP) - QPG in ha 
QMD(MP) - QP in ha 
QMDl(MP) - QPG in ha 
CCM(MP) + QPG x CMD(MP), the cumulative 
drying costs for MP = 1, wheat only in $ 
CLG(G) + QPG x LGD(G), the cumulative 
loss due to excess capacity of gangs 
G = 1, 2, wheat harvest in $ 
CAUG(i,j,G) = CAUG(i,j,G) + (DT - ATUPDG(G)) x NGC(G,CP), 
the cumulative actual use of gang G (excluding 
setup time, service and repair) in h, with 
i = IEXT and j = RN(DNRW), 
CEUG(G) + QPG/ACAPGD(G), the cumulative 
effective use of gang G (actual use 
exluding waiting time). in h 
CEUG(G) = 
Then the first field of MP is considered. Some actual 
Properties of the processed field are required: 
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FLDP = LAFRST(MP), the link address of the field processed. 
Properties of a field with wheat, MP = 1 are: 
CRD, LMD(l), MCSW, DMXNFD(2) and MCWG, which are all calculated 
as already given in Section 3.4.1. 
Properties of a field with a straw swath, MP = 2 are: 
LMD(2), MCSW and 
MCBL = 5.0 x Int((MCSW + 2.5)/5.0); the moisture content is 
aggregated to prevent too many fields of bales by dis-
regarding only slight differences in moisture content; 
for instance MCBL = 25.0 if 22.5 4 MCSW < 27.5 
SWVL *= RMTF(2, Int(D) - DATAFR(FLDP,OPTD) ) , an aggregation of 
the swath value to the value at OhOO of the current day. 
Properties of a field with bales, MP = 3 are: 
MCBL and LMD(3). 
Some auxiliary variables are: 
QFD1 = DATAFR(FLDP,ACRG), the acreage of the field processed 
in ha 
X = min(QPG,QFDl). 
These data result in transformations depending on the field 
processed: 
CLM(MP) = CLM(MP) + X x LMD(MP), the cumulative timeliness 
loss of material MP 
CQPM(MP) = CQPM(MP) + X, the cumulative quantity processed 
in ha 
CALL DATATO(FLDP,ACRG,QFDl-X), the remainder of the field is 
stored again, but if QFDl = X then the field is removed from 
the queue or chain of material MP by CALL FROMCH (FLDP,MP), and 
freed by CALL TOF(FLDP). 
Processing material MP, on field FLDP results in delivering 
some materials MDeSMDG(G) on FLDD the link address of an 
existing field if the delivered material can be included in 
that field or a new field if the properties differ too much. 
FLDD=* 
CALL FROMF(FLDD) 
LALAST(MD) 
LAFRST(MD) 
1 
if 
> < 
if 
if 
LENGTH(MD) = 0 or 
LENGTH(MD) > 0 and 
properties are not equal 
MTAIL(MD) = TAIL 
MTAIL(MD) = HEAD 
and LENGTH(MD)>0 
and properties 
of existing 
field equals 
those of the 
delivered 
material 
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Whether the delivered matarial MD = 2, 3 and 6 is included in 
an existing field depends on the following properties of that 
field and the delivered material: 
DATAFR(FLDD, RIPDT) = CRD for MD = 2, straw swath 
DATAFR(FLDD, MC) = MCBL |. 
DATAFR(FLDD, RAIN) = CRAINW for MD = 3, bales 
DATAFR(FLDD, SWV) = SWVL 
The equivalence of the moisture content of the wet grain 
delivered MCWG and of that in the dryer (MD = 6) is achieved 
by calculating an average moisture content: 
Y = DATAFR(FLDD, ACRG) 
MCWG = (MCWG x X + DATAFR(FLDD, MC) x Y)/(X+Y) 
CALL DATATO(FLDD, MC, MCWG). 
The transformations are preceded by: 
Y = in ha 0.0 if a new field is necessary 
DATAFR(FLDD, ACRG) otherwise 
If Y = 0.0 the new field is queued as: 
CALL TOHEAD(FLDD, MD) if MTAIL(MD) = HEAD 
CALL TOTAIL(FLDD, MD) if MTAIL(MD) = TAIL. 
i 
The transformations are for the material and field delivered: 
CALL DATATO(FLDD, ACRG, X + Y) 
QMD(MD) = QMD(MD) + X in ha 
QMD1(MD)= QMDl(MD) + X x MDRP(MD) in ha 
and with a new field also the properties are stored: 
CALL DATATO(FLDD, OPTD, DMXNFD(MD)) for MD; 
CALL DATATO(FLD, RIPDT, CRD) for MD = 2, straw 
CALL DATATO(FLDD, MC, MCBL) 
CALL DATATO(FLDD, RAIN, CRAINW) for MD = 3, bales 
CALL DATATO(FLDD, SWV, SWVL) 
This process of delivering a field of material MD is performed 
for all MDeSMDG(G). 
After finishing the transformations of processing X ha of 
material MP on field FLDP and of delivering X ha of some 
materials MD on fields FLDD, the transformation of quantities 
is continued with QPG = QPG - X and by considering: 
- a next field of material MP if QPG > 0.0 
a next gang G otherwise. 
This procedure is repeated until all the gangs are considered. 
The transformation continues with transforming time durations: 
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ATUPDG(G)= , [max(0.0, ATUPDG(G) - DT) if ACAPGD(G) > 0.0 
TSERE(E) = 
AUE(E) 
TFLRE(E) = 
TREPE(E) = 
ATUPDG(G) otherwise 
[TSERE(E) - DT if ESWCP(E) = SRWRKE 
otherwise 
ESWCP(E) = SRWRKE and 
if 
SERE(E) = NTSRE 
otherwise 
ESWCP(E) = SRWRKE and 
SERE(E) = NTSRE 
TFLRE(E) otherwise 
(TREPE(E) - DT if ESWCP(E) = REPNDE 
TREPE(E) otherwise 
TSERE(E) 
AUE(E) + DT 
AUE(E) 
TFLRE(E) - DT if , 
in h 
in h 
in h 
in h 
in h 
The program continues with Section 3.4.1, if any material for 
processing is still available, otherwise it continues with the 
output and stops, as is done for 15th September 24h00; the 
output concerns the cumulative data which are also printed 
after weekly periods. 
The description of the simulation program is now completed. The 
next section gives results from experiments. 
3.5 Experiments 
The experiments with the simulation model for different years 
and different input data are carried out to learn how the 
strategy for scheduling operations behaves in the grain 
harvest, to find relations between acreage of wheat and machine 
capacities and to see whether simplifications are possible. One 
may consider the development of the system in time (flow of 
materials and use of gangs) and compare results (costs and 
time) of two different experiments. 
3.5.1 Development of the system 
The development of the system is illustrated for Experiment XIb 
(the code is used as a reference in text, tables and figures) 
which may be typical for a normal harvest. The initial input 
data are given in Appendix C and described in detail in 
Sections 3.2 and 3.3. The variable YEAR is accepted from the 
terminal at program request. Input data for other experiments 
are given in Appendix E. 
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time in hours 
rainfall in mm 
240 r 
d Q t a
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^*~"* "f-J •**«•-4-»H-period 5 ^ <j _4».2—#—3—1—4-4—period 5 
| September August August | September 
F i g . 12 I Workable and a v a i l a b l e t ime, r a i n f a l l and q u a n t i t i e s 
processed per year for Experiment Xlb. 
Cumulative workable time of mater ia l M, CRM(M) i n hours 
Cumulative a v a i l a b l e time during regular time and regular time 
p lus overtime i n hours 
Cumulative r a i n f a l l , CRAINW i n mm A 
Cumulative quant i ty of processed mater ia l M,CQPM(M) i n ha 
wi th: 
M mater ia l 
1 wheat 
straw 
stubble 
wet gra in a 
Ploughed f i e l d /mw 
2 
5 
6 
9 
CRM(M) i n h CQPM(M) i n ha QMD(M) i n ha 
O 
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time in hours 
rainfall in mm 
240r 
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dotal 5 10 15 20 25 30 ^ 40 45 1 5 10 15 20 25 30 35 40 45 
\m~ \ _***-2-4*-3-«+»-4 -*4~- period 5 K- 1 -•+•• 2-**-- 3-"4*-4-»4— period 5 
August I September August | September 
Fig. 12 | Continued 
Figure 12 shows the development of the system for nine years; 
it gives at the end of five periods, the time available for men 
(regular time and overtime), the workable time for the material? 
wheat, straw and stubble and the amount of rain. It shows also 
the flow of materials from the acreages processed at the end 
of the five periods. Usually the bales are loaded every day 
and so the acreage of bales processed is almost equal to the 
acreage of straw swath processed and is not shown separately. 
The availability of workable time during the harvest period 
causes differences in the acreages processed at a date between 
years. 
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240 r 
1962 
" ? ' " i " " r i i , i " " i ' , " i " " i " " i " " i 
i 1 - J ? o J? o2 0 2 5 30 35 40 45 
August | September 
Fig. 12 | Continued 
r m i n i i | i " i | i i i i | i i i i | i i i i | i i i i n i i i | i i i m 
1 5 10 15 20 25 30 35 40 45 
h-1 —K2—4«^3—J*-4**4--period 5 
August | September 
113 
time in hours 
rainfall in mm 
240 
i i i j n t i | ' i I I J i i I I J M I I I I m i i i ' i i m i l l m i l 
/ ' l l 'n > t/ 
/ 4222? 
1966 
' t I M | M I 11 M I ' I I ' I I I I m I H 1 H | I I I ' | I I I I | 1 I I I I'l 
€0000 
1967 
i f I H I I | I I I I | ' l I I I I I I I I I ' M l | M M | I I I I | I I I I | I r I H I | I H « | l l l » | l » I T J I I I I | l l l l | f » " * t | t « l « | | H | j | 
dqta 1 5 10 15 20 25 30 35 40 45 1 5 10 15 20 25 30 35 40 45 
u- 1 -*4—2—4- 3-»~ 4-4~ period 5 K- 1 —**- 2—*— 3-***-4-***-period 5 
August I September August | September 
Fig. 12 Continued 
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rainfall in mm 
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data 1 5 i n ' \ k ^U JJ"J ' 1 i " " i " " i -
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P i9. 12 | Continued 
A^closer look at the detailed development of the system is 
August10 F i 9 S U ' 14 a n d 15 f ° r E x P e r i m e n t x l b f r o m 12 " 15 
rai f , Firstly input data are given: weather expectation, 
swath3 a n d t h e r e s u l t i n 9 moisture content of grain, straw 
on s ^ ^ soi1' 0 n Saturday the moisture contents decrease, but 
weath y afternoon they increase because of 2 mm rain; the 
inste d e x p e c t a t i o n becomes 3 (probability of rain 0.3 - 0.5) 
str a ° f ** (°-01 - 0.1); the moisture contents of grain and 
'Plan f1S° r if 6 a t n i g h t d u e t o condensation. In Fig. 15 the 
expe^ • environraent' is given in overtime costs, weather 
cost° a t l ° n a t weather report dates, workable time and drying 
The application of gangs based on the urgencies is 
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Fig. 13 I Weather information for 12 - 15 August 1961. 
Cumulative rainfall, CRAINW in mm 
A Weather expectation class, EWWDl, see Table 3 
Note that the scale on the time axis alters at 21h00 on 
12 August and at 7h00 and 20h00 on 14 August. 
MCSL 
M C S W R T 6 0 
50 
40 
30 
20 
10 
y CDTWJl2CgTW(22 
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> I I » » ' ' 
12 15 
14 August 
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12 15 
12 August 1961 
Saturday 
18 21 
I — I — r 
6 12 18 
13 Aug 
Sunday 
18 20 ~i—r-T—i 6 12 18 hours 
15 Aug. j 
Tuesday 
Fig. 14 I Material data for 12 - 15 August 1961; moisture 
content, % wet basis and condition against time. 
Moisture content for grain, MCG 
Moisture content for ripe straw, MCSWR 
Moisture content for soil (top 50 mm), MCSL 
Condition of grain, CDTW(l), and of straw, CDTW(2) 
1: condition good for processing the material; 
0: condition not good for processing 
a: due to condensation 
b: due to rain. 
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Fig. 15 I Development of the system for Experiment Xlb for 
12
 - 15 August 1961; the decision dates are marked. 
drying costs of wet grain, CMD(l) in $/ha, 
WTD(l) workable time for wheat, in hours 
WTD(2) workable time for straw in hours, 
EWWD weather expectation class from weather report, see Table 3 
CEXTD overtime costs in $/h per man. 
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P i9. 15 | Continued 
application of gangs G = 1,...,9 in the preferred 
combination CP, APGC(G,CP) = 1, s = service, r = repair, 
52 urgency of gang G, UGD(G) in $/h, with: 
G
 gang 
combine harvester, 2-men method 
combine harvester, 1-man method 
baler 
bale loader, transport, unloading 
plough, 1.5 m working width 
plough, 1.0 m working width 
grain dryer 
1 
2 
3 
5 
7 
8 
9 
12 15 
12 August 1961 
Fig. 15 | Continued 
Quantity of material available, QMD(M) in ha, with: 
left M material (right axis) 
1 wheat 
— — • — 2 straw 
3 bales in field 
5 stubbles 
6 wet grain 
6 12 18 hours 
15 Aug. | 
shown along with the resulting quantities. Some comment is 
given on the decisions taken. 
Weather expectation 
On 13 August the expectation remains extremely good, EWWDl =11 
until 18h00; although 2.2 mm rain falls from 17h00 to 22h00 
(Fig. 13). 
Workable time for wheat and straw (Fig. 15). 
This time is not influenced by the weather expectation EWWD, 
for EW2(EWWD) remains 2 for EWWD = 3 , 4, 10 and 11. 
Changes are brought about by the moisture content class, 
MCCL(M) and by the quantity of material QMD(M). On 12 August 
18h00, a weather report date, the MCCL(M) for M « 1, wheat 
alters from 2(20-25%) into 1( < 20% moisture content), the 
moisture content itself, MCG is less than 20% from 14h00. On 
14 August MCCL(l) - 3 or 4 for wheat and MCCL(2) » 4(> 30%), 
3 and 1 for straw (Fig. 14). 
Costs for drying wet grain if 19% <MCG< 23% (Fig. 15). 
With the decrease of MCG also the costs of drying decrease until 
12 August 16h00 when the moisture content is less that 19% 
and no drying is necessary; costs are then zero. 
Application of gangs, urgency and quantity of material 
The combine harvester starts at 7h00 on 12 August (urgency 
139 $/h) with wet grain, so the dryer also starts at 7h00 
(with some delay due to 0.4 h setup time of the combine); 
118 
after nearly 3 h the dryer reaches its maximum of 2 ha. Because 
0.5 ha of grain is simultaneously dried, 2.5 ha of wheat can 
be harvested. 
At 9h00 a decision date is introduced because the moisture 
content of straw has dropped below 25%; (this decrease cannot 
be derived directly from MCSWR in Fig. 14 because the actual 
swath which is not yet ripe, has a higher moisture content). 
At 12h00 service is necessary after at least 8 h of work, so 
that at 15.56 h when the dryer is less than half filled, the 
combine can start. At 16h00, however, the combine harvester 
continues because MCG becomes less than 19% and no drying is 
necessary. 
At 16.73h the urgency of gang G = 2 is 219 $/h and even greater 
than for G = 1, 127 $/h, because of the desire to clear the 
field (less than 0.5 ha of a field of 15 ha is left) before the 
end of the day (18h00 on Saturday). At 17.48h the operation 
on this field is finished and the urgency of gang G = 2 is 
decreased to a normal level so that G = 1 is preferred. 
The urgency of ploughing is so low that subtracting overtime 
costs of 15 or 20 $/h results in negative urgencies for both 
ploughs; the urgency decreases (due to the increasing influence 
of setup time relative to the time remaining until the next 
pause); the decrease stops at 17.48h when setup time is less 
or equals the time until 18h00. The subtraction of overtime 
costs of 20 $/h results in equal urgencies for the two ploughs. 
The baler and the bale loader/unloader start at lOhOO; the 
loader has a delay of 0.5h after its own setup time (0.2h) due 
to the setup time of the baler (0.7h). 
At 11.02h a decision date is introduced because of the increase 
in urgency of bales (167 $/h); this urgency means a disurgency 
for baling and results in a negative urgency for the baler 
(-148 $/h). Baling is interrupted until the bales are loaded 
and unloaded at 11.34h. This phenomenon occurs several times 
on 12 and 14 August. 
At 17.07h the baler starts again without taking into account 
that work will be finished at 18h00. Thus 0.29 ha bales 
receive 2.2 mm rain on Sunday. If gang G - 1 had been preferred 
to gang G « 2, the baler would not have been started. 
On 14 August lOhOO rain starts so that the soil moisture content, 
MCSL increases over 47% (Fig. 14). At 13h00 this is again less 
than 47% and ploughing is continued until 17h00 when the 
moisture content of the straw swath passes the 25% limit and 
baling and loading are started. After 19h00 the urgency of 
aling is negative and work stops when the bales are loaded. 
Appendix D shows the printed output for the same situation, 
with the main data for each decision date on a line such as 
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clock times HRD and HRND (begin and end of operation), the 
preferred combination CP, the applied gangs APGC(G,CP) with 
repair and service. The equipment used for service or work 
(ESWCP(E) = 1) or for repair (ESWCP(E) = -1) and used on the 
day containing the current decision date D is given. The 
output shows also the actual capacity for gangs with variable 
capacities and the costs of overtime, drying wet grain, time-
liness losses and excess capacity used by the combine harvester. 
No line is printed if no combination is preferred (except at 
24h00), as can be seen on 14 August where in the period 
lOhOO - 13h00 no work can be done due to 1 mm rain from 
lOhOO - llhOO (CRAINW in Fig. 13). 
The behaviour of the strategy also appears from the number of 
decision dates used. The averages over eight seasons for the 
input of Experiment Xlb show more than ten decisions a day. 
Five decisions a day end no-work periods, four at 7h00, 24h00 
and other times (for example on Sunday) and one concerns change 
of material from not ready to ready or change of weather expec-
tation. Two decisions a day end work due to processing the 
quantity completely or achieving a maximum (56 and 8 times a 
season of 36 days). One decision a day concerns the change from 
regular time to overtime or the reverse from work time to 
no-work time (37 times a season). 
One decision a day results from the weather during work 
(change of moisture content of material, change of drying costs 
or change of weather expectation: 20, 8 and 7 times a season). 
Less than one decision a day results from the urgency increase 
of bales (26 times a season) and the rest is caused by service, 
failure and repair (6,8 and 8 times a season). Note that a 
decision date is classified only once although two or more 
reasons (weather expectation, change of material properties, 
change from regular to overtime) may occur simultaneously. 
Figure 16 of Experiment Xlb in 1962 shows the daily rainfall 
and the result of the use of time and equipment in the 
acreages processed. Note that the processing stops after rain 
on 7, 8 and 17 August. On the first day almost 7 ha wheat is 
harvested before the optimum date, the combine ripeness stage. 
The acreage of straw at night never exceeds 15 ha and only on 
13-15 August when 23 ha wheat is harvested are some hectares 
of bales left on the field until the next day. During Sundays 
no work is done except by the automatic dryer. The acreage of 
stubble on Saturday 25 August is so large that ploughing is 
done even in overtime. 
Figure 17 shows for Experiment Xlb in 1962 at the end of weekly 
periods the workable time, the available time per man (regular 
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and overtime) and the use of the nine gangs with the time for 
service, repair and setup. The column for Gang 1 is twice the 
lath of the others because it uses two men. Gangs 4, 5 and 6 
or bale loading and unloading are combined in the figure. The 
gangs are piled up arbitrarily but such that Gang 8 (the second 
plough) is parallel to Gang 7 (the first plough) because these 
wo gangs belong to one combination and operate simultaneously. 
e use of gangs during overtime is represented by thick 
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122 
vertical lines. The column is finished (at the top and between 
Gangs 3 and 7) by the time for service, repair and setup. The 
top now represents the working time used per man. The use of 
the dryer (Gang 9) is given by a vertical line for no man is 
needed. At the left of the column the workable time for wheat, 
straw and stubble (with and without overtime) is shown along 
with the available time for men. 
In general the workable time is half the available time 
(Period 5: 120 hours of the 230 hours during regular time) and 
the regular time is 60% of the regular plus overtime (as 
defined in input, Table 14. The working time per man (top of 
column) is at the same level as the workable time available in 
a period during regular time plus overtime. These workable 
times for wheat, straw and stubble are not identical but all 
depend on the weather and therefore they have a considerable 
amount of hours in common (see Fig. 16 when after rain most 
operations cease). Thus the common part of the workable time is 
in general used. The working time (200 h) is less than the 
regular time (230 h) even though there is a considerable use 
of overtime, 110 h of 330 h of operating time by Gangs 1 - 8 . 
Therefore at least 45% of the available time of 380 hours 
remains unused for the operations considered in the grain 
harvest, because materials are not available (wheat, straw and 
bales after 28 August); or if available not ready for processing 
(no workable time) or are not urgent enough (ploughing in 
overtime before 22 August) less than 40% of the regular time 
and more than 60% of overtime remains unused. Although field 
operations in the grain harvest are considerably influenced 
by the weather, the strategy makes a fair use of the opportu-
nities to perform operations. Hence the goal of the strategy 
to select a combination and a duration for performing operations 
is achieved satisfactorily. The recorded weather data and the 
simulated flow of materials guarantee that the constraints from 
materials, weather, men and machines are satisfied; only the 
decision procedure may be still insufficient. An absolute meas-
ure for the effectiveness of the strategy remains unknown until 
the optimum schedule is found. 
n APPendix F a series of tables are given with results of 
some experiments for eight selected years (ordered from good 
bad). These tables are referred to as Table Fl - Table F18. 
he results of an experiment show the effect of the strategy 
n different years. The headings of these tables are now dis-
cussed (see as example Table F2 for Experimant Xlb): 
" **
elative capacity of wheat harvest 
(
 °
 ha/ X G B j 2 CAUG(G) x CAPG(G)): the capacity of the 
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combine harvester is given in Table 7 for a straw moisture 
content of 30%. The actual moisture content in general is 
lower so the capacity is higher; a value of 1.20 means an 
average moisture content of straw of 22%. 
- Actual use of gangs G contains the effective use and the 
necessary waiting time on the field until the material is 
available (delivered by another gang). For example the loader 
waits until the baler arrives and the dryer waits until the 
combine starts with harvesting. The use of Gangs 1 and 2 
(efficient in the use of the machine and man, respectively) 
for harvesting and 7 and 8 for ploughing depends on the devel-
opment of the system. The use of the baler (G = 3) for 44 h 
is known in advance for a 60 ha wheat harvest and given capa-
city; the same holds for Gangs 4, 5 and 6 together, bale 
loading and unloading (77 h + 6 to 8 h waiting). For the use 
of the dryer, G = 9, see the costs of drying. 
- Setup time, service and repair time contains six times 
service of the combine harvester at 1.2 hours per service and 
eight times a 0.5 h repair of the bale loader/unloader. The 
time for all gangs together depends largely on the setup time 
of the baler (G = 3) and of the bale loader/unloader (G = 4, 
5 or 6). 
- The time for combinations with two, one and zero men are 
given; the time for the last is determined by the dryer. 
- Manhours are given for different variable costs 0 $/h 
(regular time), 15 and 20 $/h (overtime) and in total. The 
total equals the sum of the three preceding numbers of man-
hours and equals the time for combinations weighted by the 
numbers of men in those combinations; on the average 120 h of 
387 h of total time is overtime. 
- Variable costs are due to manhours during overtime, to drying 
of wet grain and to the timeliness losses resulting from un-
timely operations of wheat and straw and from rain in bales. 
Using the combine with excess capacity (if allowed) results 
in extra wheat loss in the machine. The means x and standard 
deviations sx are given for these costs. The total excludes 
the timeliness loss of bales because this loss varies extreme-
ly and will obstruct the interpretation of differences in 
variable costs between experiments; the range of the total 
costs of 2100 $ and the standard deviation of 734 $ show a 
considerable variation between years; the variation coefficient 
(100sx/x) increases from 9 for straw, 16 for overtime, 19 for 
wheat, 20 for drying costs to 120 for bales. 
- The wheat harvest can start one or two days before the com-
bine ripeness stage of the early (1 August 24h00) and the late 
ripening (9 August 24h00) wheat. The acreages are given. 
- The wheat harvest ends when the combine harvest operation 
124 
is finished in August or September (dates after 31). The 
uration is 3 to 6 weeks. Note that the greater number of un-
workable hours in bad years are not included in the variable 
costs and are assumed to be used for other work than grain 
harvesting. 
" Unfinished acreages on 15 September (the end of the weather 
ata) are given for wheat and stubble only and result in 
adding a timeliness loss of 400 $/ha and hours and manhours to 
some columns only. 
•
5
-2 Comparison of experiments 
o learn more about the behaviour of the strategy the results 
or different input data are compared. In Appendix E the input 
ata for the experiments are given, 
oniparing two experiments by subtracting the output data 
TablltS i n t a b l e s s u c h a s T a b l e F3 with the same heading as in 
a le F2. The mean y of the differences in variable costs and 
ts standard deviation s- and the value t = y/Sy are given. The 
-Lues yA and y for different years i and j (i, j = 1,... ,n) 
^re assumed to be mutually independent and normally distributed 
andom variables with the same expectation Ey and the same 
riance (both unknown). The hypothesis HQ : Ey = 0 is tested 
gainst the alternative Hj : Ey ^ 0 by using the above 
with°ned t" s t a t i s t i c' which has a Student's t-distribution 
i•n~1 d e9 r e e s o f freedom. The hypothesis is rejected if the 
^eaiization y differs significantly from zero or |t| > ta, 
thre! X 1 8 d e f i n e d ^ pt|t| > ta|H0]=a. Table 16 gives for 
nr,v v a l u e s of a and two numbers of years, tn values and 
corresponding denotations. 
Table 16 Values for t 
a 
a 
ta^n-Q) ta(n=5) denotation if |t| ^  ta 
0-05 2*365 9*77^ I ^ ^ S i ^ f ^ a n t 
0 m t 2-776 * significant 
^ ^ 3 . 4 9 9 4.604 **«
 very significant 
variablPariS°nS c a r r i e d o u t a r e b a s e d o n tJie variable costs. 
for 60 h C ° S t S in different years between 5000 $ and 8000 $l 
return f w h e a t seems to be of minor importance relative to a 
of at least 150 000 $. However, subtracting from this 
emember $ is used as the unit for Dutch guilders 
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return the fixed costs for instance for men, machines, buildings, 
land, seed and fertilizer may leave 30 000 $ for the variable 
costs plus the profit. Differences in profit up to ten percent 
are important, especially if models are used for long-term 
planning such as machinery selection. 
On the other hand the standard deviations sx of two experiments 
may be used for the comparison; a low standard deviation sx 
suggests that the system (materials, man/machines and strategy) 
is influenced by the weather only slightly. Thus usually work 
is not delayed too much in most years. A man/machine system 
that does not result in too much delay is desirable. 
3.5.3 Sensitivity to input parameters 
This section can be omitted by the generally interested reader 
who may proceed with Section 3.5.4. 
3.5.3.1 Workable time estimates 
In the input data estimates for the long-term average workable 
time are given in WTAV(M) for each material M. The short-term 
estimates (for less than 16 days) for wheat and straw WTD(M) 
are calculated from TBWT( ) depending on the actual weather 
expectation and the moisture content class of the material. 
The data of Table 5 are based on workable time between 7h00 
and 18h00 and moisture contents of grain less than 19% (dry 
grain) or 23% (dry and wet grain) and of straw less than 25%. 
If one needs workable time estimates between other clock times 
and for other moisture contents, the input data WTAV(M) and 
TBWT( ) have to be changed. But if such data are not availa-
ble one is forced to use Table 5 and to correct these data in 
the program to the appropriate level. Such a workable time 
correction factor for wheat is the ratio between two long-
term averages: the one required and the one corresponding to 
the input data TBWT( ). Some long-term averages for wheat are 
derived from Fig. 8 and Portiek (1975), and are given in 
Table 17. 
Table 17 Long-term average workable time for wheat 
Workable time in h/d for moisture content 
of grain 
<, 19% (dry) 4 23% (dry and wet) 
9.0 
7.0 
5.0 
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OhOO -
8h00 -
8h00 -
24h00 
22h00 
18h00 
4.6 
3.5 
2.3 
If the input data from Table 5 agree with 2 3 h/d, then the 
workable time correction factor is 1.5 <3.5//.JJ • 
(7.0/2.3) when one needs estimates for clock times between 
8h00 - 22hOO or for time including wet grain *n* * e ^ f E x p e r i _ 
8h00 - 22h00, respectively. The latter is used for most Experi 
ments Xla - Xlu. 
3.5.3.2 Urgency adjustment _,„„,- holona-
The heuristL strategy results in the use < * ^ J ? % £ £ Z 
ing to the preferred complete combination. This use a P 
the properties of the materials [™^™*™lfj° depends 
Processing) and on the urgency of the gangs. The latt £ 
on the variable costs at the decision date and on ^ urgencie 
of materials. The variable costs are those for ° ^ m e o f men 
and for drying of wet grain. If such costs e x f ^ a a n a becomes 
of the material processed, then the urgency of the gang becomes 
negative and the gang is not allowed to perform its operation. 
So some workable time remains unused. This Phenomenon has not 
yet been considered in the calculation of the urgency of a 
material although it can be included by adjusting the workable 
time estimates. 
The adjustment is necessary for two reasons. The firstreason 
is the cost of overtime, the cost of drying «et ^ rain °^ tne 
limited storage capacity of the grain dryer, which m a v ^ u l t 
in unused workable time. Note that not u s i n^ w°^kabie « » 
depends on the urgency and so on the level ° f ^ e v c o ^ " ' (for 
zero costs no time remains unused and with infinite costs (for 
example for no-work time at night), no man is used during 
such hours. The second reason depends on bad years, w n e n 
variable costs are considerable. Such high costs result in 
average costs that can also be achieved with a workable "me 
less than average. These two reasons for adjustment are ^ i n e a 
in an urgency correction factor correcting the workable time 
estimates to a level appropriate for the urgency calculation. 
A smaller urgency correction factor means a lower level or 
workable time in the urgency, a greater operating period 
expected and so a higher urgency of the material available. 
In the input data the two corrections are combined in one 
workable time multiplier, WTMLTM(M) which equals the workable 
time correction factor multiplied by the urgency correction 
factor, which multipliers are appropriate can be answered by 
searching for minimum average total costs in experiments witn 
different multipliers, without varying two other influences on 
the urgency: the total acreage and the capacity of the macnines. 
Let us start with the most important multiplier, that for wheat. 
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Table 18 Total variable costs (excluding bales) for Experiment Xla to Xlt 
Description 
of 
experiment 
Urgency of wheat 
too 
low 
good high 
No disurgency of Workable 
time for 
straw, straw wheat 
bales includes 
wet grain 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Average and ix 
standard 'sx 
deviation *ix 
for n yearsn* »sx 
Average computer 
time in s 
Xla 
6671 
5319 
6334 
6810 
6377 
7300 
7264 
8691 
6908 
952 
7380 
768 
42 
Xlb 
5529 
5430 
6467 
5904 
6203 
6215 
7148 
7526 
6303 
734 
6652 
670 
40 
Xlc 
4874 
5597 
5883 
6183 
6283 
6303 
7097 
7378 
6200 
796 
6569 
637 
37 
Xld 
5220 
5188 
5206 
5679 
5840 
5846 
7106 
7438 
5940 
871 
6255 
965 
36 
Xle 
4993 
5191 
5649 
5639 
6260 
6212 
6883 
7124 
5994 
763 
6301 
687 
35 
Xlf 
5278 
6200 
5948 
7136 
7115 
6335 
796 
36 
No dryer, 
urgency of wheat 
low 
Xlg 
5931 
5548 
6588 
5815 
7019 
8204 
7629 
8979 
6964 
1229 
7443 
1260 
good 
Xlh 
4930 
5610 
5537 
5855 
6980 
8194 
7488 
8556 
6644 
1349 
7126 
1365 
Dryer 
4 ha, 
urgency 
of wheat 
low 
Xli 
6597 
5655 
6320 
6616 
6306 
7110 
7323 
8502 
6804 
856 
7174 
841 
Excess 
capacity 
of 
combine 
Xlj 
6905 
6902 
7310 
7403 
8890 
7482 
820 
36 35 40 45 
* Data from 1958, 1961, 1962, 1966 and 1960 
Table 18 Continued 
Description 
of 
experiment 
No dryer No disurgency of straw, 
low urgency bales, max. acreage of 
of wheat, bales depends on 
excess 
capacity 
No weather reports and 
probability of rain 
constant 
Urgency of Daylight 
materials saving 
calculated time 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Xlk 
6805 
6409 
8694 
8195 
9264 
Average and ^Q/X 
standard is 
deviation
 met* ,l 
for n years is 1! 
-x 
clock 
time 
no deci-
sion 
date for 
bales 
XII 
5244 
5032 
5285 
5665 
5735 
6072 
6993 
7234 
5908 
815 
6250 
840 
clock 
time 
& 
clock 
time 
& 
weather expectation 
Xlm 
5409 
5214 
5524 
5785 
5825 
6288 
7119 
7590 
6094 
850 
6461 
876 
no decision 
date for 
Xln 
5308 
5774 
6290 
6941 
7312 
6325 
820 
bales 
<0.5 
Xlo 
5600 
6355 
6050 
6978 
7157 
6428 
646 
<0.5 >0.5 
no disurgency 
for straw 
Xlp 
5563 
6149 
-
6180 
7025 
8008 
6585 
951 
max.acreage 
of bales 
depends on 
clock time 
Xlq 
5793 
6902 
6131 
6984 
8292 
6820 
966 
4 1 
times a day 
Xlr Xls 
5299 5163 
5577 6055 
6053 6127 
7081 7233 
7205 7479 
6243 6411 
866 946 
Xlt 
6815 
5593 
7118 
6894 
6938 
7364 
7706 
8997 
7178 
957 
7616 
829 
Average computer 
time in s 
35 33 36 36 34 36 37 32 30 41 
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Starting with a workable time for wheat with grain at a moisture 
content less than 19% during regular time (7h00 - 12h00 and 
13h00 - 18h00), then a multiplier in the range 1 to 3 covers 
the region including overtime (7h00 - 22h00) and wet grain. A 
multiplier of 3.9, 2.0 and 1.5 is used in Experiments Xla, Xlb 
and XIc for eight years each. Some results of Experiments Xla 
and Xlb are given in Tables Fl and F2. Experiments Xla and Xlb 
are compared in Table F3, which shows significantly higher total 
variable costs 606 $ for Xla due to a higher timeliness loss 
for wheat, less for straw and too less costs tor overtime. 
Experiments XIc and Xlb are compared in Table F4 which shows 
for XIc significantly higher timeliness loss for straw and 
less for wheat both due to a higher urgency for wheat. The 
comparison also results in more overtime and an increased use 
°f the 2-men combine harvester (G = 1, first column of 'actual 
use') and a decrease of the 1-man method (G = 2) , resulting in 
a more efficient use of the combine harvester and a less 
efficient use of men. For achieving the least average costs 
these results suggest a multiplier in the range 1.5 to 2.0, 
which means an urgency correction factor of 0.50 - 0.70 with a 
workable time correction factor 3.0. 
Note that the workable time used in the urgency now is decreased 
from the average (or near the median) to values near to the 
20-percent point (see Fig. 8)considering the 20-percent point 
°f the workable time is very common in planning with workable 
time constraints. Note also that introducing the realized 
harvesting capacity of the combine in the input (20% more than 
the capacity given) would result in a decrease of the urgency 
correction factor from 0.5-0.7 to 0.4-0.6. 
The standard deviation sx of the total variable costs is for 
Experiment Xlb lower than for Experiments Xla or Xlc, see 
Table 18. The increase from Xlb to Xla originates from some 
cost increase in three years and a high increase in four years. 
For wheat one can also start with short-term workable time 
estimates already including wet grain, a moisture content less 
than 23% as in Experiment Xlf. The comparable experiment with 
estimates for grain less than 19% is Xld with a long-term 
average WTAV(l) = 2h/d and WTMLTM(l) = 2.0. In Experiment Xlf 
WTAV(l) = 5 h/d and WTMLTM(l) =0.8 are used which also means 
a workable time of 4 h/d for the urgency calculation. A compar-
ison of Experiments Xld and Xlf for five years (see Table 18) 
results in total variable cost differences with a mean y = 80 $ 
and a big standard deviation of the mean s- = 134 $ and t = 0.60, 
3ue to extreme differences in 1960 and 1961. So on the average 
the hypothesis that the two procedures are equivalent is not 
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rejected, although it is clear from Table 5 that short-term 
estimates for grain moisture contents less than 23% are often 
more than 2.5 times those for less than 19%. 
What about the multiplier for wheat if no dryer for wet grain 
is available? The workable time correction factor is 3.5/2.3=1.5 
(derived from the workable time with and without overtime; 8-22 h 
and 8 - 18 h, Table 17). In Experiments Xlg and Xlh the multi-
pliers 1.8 and 0.9 are used. Table F5 gives some results of 
Experiment Xlh and the experiments are compared in Table F6. In 
Experiment Xlg the total costs are higher (hardly significant). 
This result suggests a multiplier of 0.9. This multiplier is 
based on the workable time correction factor 1.5 and an urgency 
correction factor 0.6. This urgency correction factor is of the 
same order as that found with a dryer, 0.5 - 0.7. 
The effect of multipliers for straw, bales, stubble and wet 
grain are less pronounced because the acreages available are 
smaller than for wheat (straw, bales) or no timeliness losses 
are considered (stubble, wet grain). With a multiplier for 
wheat of 1.1 with WTAV(l) = 5 h/d (workable time average for 
moisture contents less than 23%) , three sets of multipliers 
are used in Experiments Xlul, Xlu2 and Xlu3 (with an urgency 
correction of 100% and about 80 and 70% of the workable time 
correction factor derived from the linear programming constraints 
in Table 12), see Appendix E, Experiments Xlui. The results for 
1962 are given in Table F7 illustrating small differences 
especially between urgency correction factors of 1.0 and 0.8. 
This examination of the multiplier leads to useful ranges for 
given total acreage, capacities of machines and costs of over-
time and drying. The input data for workable time and the 
ranges of the multiplier for a material are given in Table 19. 
Table 19 Workable time and ranges of multipliers for various 
materials 
material 
M 
input for the workable multipliers WTMLTM(M) 
time average, WTAV(M) to include overtime 
during regular time and drying of wet grain 
in h/d (19 - 23%) 
1 
2 
3,4,5 
6 
wheat 
straw 
bales, 
stubble 
2 
2 
5 
5 
7 
wet grain15 
(grain <. 
(grain <. 
(grain <_ 
19% m.c.) 
19% m.c.) 
23% m.c.) 
0.9 
1.5 
0.8 
1.3 
1.4 
1.1 
(no dryer availab 
- 2.0 
- 1.1 
- 1.6 
- 1.7 
-1.4 
130 
3.5.3.J Disurgency and delay of operation 
In the calculation of the urgency of a gang, the available 
acreages of the materials processed are considered and the dis-
urgency of the next field of materials delivered. A positive 
disurgency may result in a delay of delivering and is a dis-
advantage of processing. It is useful to prevent too much 
material from being delivered which the weather can deteriorate 
like hay on the field or like a straw swath or bales in the 
field. How useful is this disurgency however? In Experiment 
X1
*> (Table F2), these disurgencies for delivering straw and 
bales are positive (in input DMXUM1(M) = FUM1 =1 for M = 2,3), 
so that a delay of delivering is considered for straw and bales. 
Results of Experiment Xld without such disurgencies from 
delivered materials, (DMXUMl(M) = NTFUMl = 0 for M = 2,3) are 
9iven in Table F8. Higher urgencies for gangs processing wheat 
and straw are caused by omitting disurgencies from delivering 
straw and bales. The comparison of Experiments Xlb and Xld in 
Table F9 shows some decrease in total costs, 363 $, due to lower 
timeliness losses of wheat and straw. The most pronounced 
effect is the considerable increase in loss of bales in some 
years (up to 500 $) and the decrease in setup time (fewer 
changes of baler), 2-men combinations and total manhours. Ex-
periment XIe has no disurgency due to delivering straw, only a 
delay of delivering bales being considered. It is compared with 
Experiment Xlb in Table F10. It shows a decrease in timeliness 
loss of wheat and an increase in loss of straw. The results of 
Tables F9 and F10 show that such a positive disurgency for 
delivering prevents the delivering indeed but more setup time 
°f gangs is used. The standard deviation sx of the total 
variable costs (excluding bales) is however lower with the use 
°f disurgencies,see Table 18. This dynamic way of preventing 
too much material that can deteriorate from being delivered may be 
replaced by other means like a maximum quantity for such 
materials. Such a maximum for bales depending on the weather 
expectation is discussed in Section 3.5.4.1. 
3
-5.3.4 Frequency of urgency calculations 
Calculating the urgency of gangs and combinations is performed 
at each decision date and the applicability of gangs depends on 
whether a material is available and ready for processing and 
whether gangs need service or repair. The urgency of materials, 
however, is based only on the available quantity on different 
fields of each material and does not take into account whether 
a material is ready. 
What is the effect of leaving the urgencies of materials un-
changed for some period although the quantities are changed 
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by executing operations? In Experiments XI1, XIr and XIs the 
urgency of materials is calculated at each decision date, about 
four times a day at change of no-work to work or regular time 
to overtime and only once a day at OhOO (defining the input 
switch UMFRDD =1,0 and -1). The setup time decreases slightly, 
but the variable costs (excluding bales), see Table 18, remain 
at the same level (Experiments XI1 and XIr) or increase 
(y = 168 $ for Experiments Xlr and Xls), the loss of bales some-
times differs considerably with a tendency to show a minimum 
for Experiment Xlr. This result is logical for the urgency of 
bales can be expected to be high at the beginning of evening 
overtime, but the urgency decreases in Experiment XI1 at later 
decision dates and not in Experiment Xlr. In Experiment Xls, 
with bales seldom at OhOO, a high urgency is rare and normally 
based on a minimum acreage of one hectare. 
The calculation of urgencies of materials four times a day seems 
possible, but the risk of too much material between these four 
moments of time may occur and can only be reduced by other 
means like defining a maximum quantity of bales. The reduction 
in computer time is only slight and is hardly a reason to accept 
the risk of too much material. 
3.5.3.5 Weather reports 
Do weather reports affect the scheduling of operations? Weather 
reports are given every six hours and result in a weather 
expectation, EWWD in eleven classes of probability of rain in 
the next twelve hours. At the same time the moisture content 
classes (< 20, 20 - 25 etc.) for wheat and straw are updated. 
The weather expectation and the moisture content class are 
used to derive the workable time WTD(M) from Table 5. Such a 
procedure is used in Experiment XIe (in input the first weather 
report date WRD =0.25 days and subsequent dates six hours 
later) and is replaced by WRD = oo in Experiments Xlp and Xlq. 
Thus the weather expectation and the moisture content class 
have to be given fixed values; they are set to 3 and 2, respec-
tively and such that for Experiment Xlp the probability of rain 
is less than 0.5 and for Experiment Xlq is greater than 0.5. 
For both Experiments the moisture content class of 2 relates to 
a higher moisture content than that found on the average for 
wheat and straw ready for processing in Experiment XIe. Both 
steps (Xle to Xlp and Xlp to Xlq) result in lower estimates for 
workable time and higher urgencies for wheat and straw. The 
variable costs, see Tables Fll and F12 increase, although not 
significantly, especially because of overtime and more wheat 
being harvested before the ripening date. However the timeliness 
loss of wheat after that date decreases. The results.do not 
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support the idea that weather reports should be dropped in 
favour of a constant moisture content class and a constant 
weather expectation (good or bad weather). 
3
•5.3.6 Setup time 
Some parameters influencing the urgency are introduced to avoid 
setup time by stimulating gangs already at work (STIMAG ^  1.0), 
stimulating the finishing of fields by continuing the processing 
°f the material (STIMFF >. 1.0) and by preventing the start of 
a
 gang if the time till a next pause is smaller than the setup 
time multiplied by the 'setup effect' (TUPEFF ^  1.0). Putting 
STIMFF and TUPEFF equal to zero means not considering setup 
times of gangs in the urgency, so that the total use of setup 
time slightly increases. The influence of the three parameters 
°n the variable costs is of minor importance. Very high values 
are even risky because less urgent gangs may be continued 
(STIMAG » 1.0) and urgent gangs may not start (TUPEFF »1.0). 
values between zero and two are perhaps acceptable; with a 
Preference for the regular value 1.0, which does not deform 
the urgency more than is derived from the setup time. These 
mput regulators have a minor influence presumably because of 
the incompleteness of the specifications in the strategy. For 
example for STIMFF the available quantity of material is 
used instead of including the quantity which may be delivered 
in the next hours, and for TUPEFF only the time until the next 
Pause is considered instead of taking into account the rest of 
the day. in other words the strategy does not look far enough 
ahead: it is myopic. These problems can only be solved by 
introducing a strategy which incorporates a provisional sched-
ule of a day. Developing such a strategy requires further re-
search and model building and is not considered in this monograph, 
j.5.4 Material, equipment and man 
This section considers ways in which the decision-maker can 
avoid loss of bales, use the capacity of the combine harvester 
and of the grain dryer and use daylight saving time. 
3»5.4.1 Timeliness loss of bales 
Bales in the field is a risky material because water in bales 
from rain can not evaporate and leads to deterioration in 
storage. The timeliness loss of bales is in some years very 
nigh (more than 800 $ in Experiment Xlb, Table F2 in 1958 and 
1967) and in other years less than 300 $. These very high losses 
suggest that in the strategy information about the weather is 
inadequate. How can the acreage of bales be limited to avoid 
rain on bales? 
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The first way is the usual calculation of the urgency at each 
decision date. 
The second way is using the disurgency of the next field of 
bales that can be delivered to correct the urgency of the 
first; this correction results sometimes in a delay of delivery. 
A third way is considering an extra decision date if the increase 
of the urgency of bales exceeds some limit LUD = 100 $; at 
baling or even if no bales are made and loaded a decision date 
is introduced for example one hour after the start of baling. 
The usual calculation of the urgency evaluates the new state 
of the system. These three ways are used in Experiment Xlb but 
the result is insufficient since extreme losses occur in two 
years. Lowering the limit, however, results in frequent inter-
ruptions of baling and an increase in total use of setup time. 
The fourth way is introducing a maximum acreage for bales, 
QMXMD(3), which decreases in the course of a day, such that 
during the rest of the day the bales can be gathered. This 
maximum is not restrictive enough if only some hours during the 
rest of the day are workable or if the loading operation is 
not guaranteed. Using the first, third and fourth way in 
Experiment Xld, Table F8 results in extreme losses of bales in 
1958, 1967 and 1968. Excluding the third way of extra decision 
dates by giving an infinite limit (LUD =oo) in Experiment XI1 
causes another extreme loss in 1961. The comparison of 
Experiments XI1 and Xld is given in Table F13. The result so 
far is that extra decision dates and the use of disurgency 
(third and second way) sometimes prevent extreme losses but 
are still insufficient. The use of a maximum acreage depending 
on daytime (fourth way) is also unsatisfactory. These four ways 
influence the selection of a set of gangs and the duration of 
the execution of the operations at a decision date, without con-
sidering however a further development of the system; such a 
myopic procedure is presumably the reason for the extreme losses. 
The fifth way is using in the myopic procedure a more restric-
tive maximum acreage that depends on the weather expectation. 
When good weather is expected (low probability of rain), a 
fraction FRQMX3(EWWD) is set to one and with bad weather the 
fraction is 0.1, with fractions 0.5 and 0.2 between good and 
bad weather. These are fractions of the maximum for bales 
QMXM(3) accepted with good weather. This restriction due to 
weather was not considered in the former experiments because 
QMXM(3) was set to infinity. In Experiment Xlm QMXM(3) is 
10 ha, so when bad weather is expected, the maximum acreage 
QMXMD(3) is 1 ha. In this experiment there is only one year 
with an extreme loss of bales (1967 : 851 $); in all other 
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years the loss is less than 200 $. In 1967 the weather expec-
tation remained fair enough for a maximum acreage of 5 ha, 
but in one hour 19 mm of rain fell on about 2 ha bales. 
Experiments Xlm and Xld are compared in Table F14, showing a 
small increase in total variable costs (excluding bales) (155 $) 
compensated by the decreased loss of bales (259 $). The same 
comparison between Experiments Xln and XI1 (maximum acreage of 
10 ha and infinite) both without extra decision dates also 
result in a small increase of total variable costs (excluding 
bales) (75 $) and a decreased loss of bales (372 $). 
The conclusion from these experiments is that the first three 
ways (all connected with urgency) are insufficient for preven-
ting extreme losses of bales. The introduction of a maximum 
acreage is a considerable improvement, but may fail when the 
weather expectation fails. 
3*5.4.2 Storage capacity of the dryer 
Three levels of storage are considered: 0, 2 and 4 ha. What is 
the effect on costs of a dryer and of its storage capacity? 
Experiment Xlh, Table F5, without a dryer is compared with 
Experiment Xlb, Table F2 (dryer of 2 ha) in Table F15, which 
shows an increase in timeliness loss of wheat especially in 
some years with a small number of hours with dry grain (less 
than 19% moisture content). The decrease in loss of wheat in 
some years is due to an increased use of the 2-men method of 
combine harvesting (G = 1 first column), which in its turn is 
caused by a high urgency of wheat. The same cause results in 
higher losses of straw. The use of a dryer results in lower 
costs and is especially attractive to reduce the variations 
in costs: the standard deviation sx decreases from 1349 $ to 
734 $ and the range from 3600 $ to 2100 $, for Experiments Xlh 
(without a dryer) and Xlb respectively. 
Comparing Experiments Xli and Xla with a 4-ha and a 2-ha dryer, 
respectively, in Table F16 shows higher drying costs and less 
wheat loss for a 4-ha dryer. The total variable costs hardly 
decrease and the variations in costs are slightly reduced 
(sx = 856 $ instead of 952 $). The number of observations is 
too small to learn the optimum storage capacity of a dryer. 
Moreover it is necessary to know the fixed costs of the dryer. 
The 2-ha dryer is preferred because it reduces the variability 
in results considerably. 
3.5.4.3 Combine harvester capacity 
The combine harvester is used with a capacity based on a grain 
loss at harvesting of 1% due to the machine (the optimum value 
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from Philips & O'Callaghan, 1974) and on the moisture content 
of the straw. The capacity decreases with increasing moisture 
content. Accepting 2, 3 and even 4% grain loss'by the machine 
increases the capacity of harvesting by 12, 18 and 22%, respec-
tively, at the cost of 21.6 $/ha per percent of extra loss. 
Experiment XIj with such excess capacities for dry grain only 
is compared with Experiment Xla in Table F17, which shows a 
slight increase in total costs (102 $) due to the use of 
excess capacity. Without a dryer(Experiments Xlk and Xlg) the 
increase in variable costs is 430 $ (t = 5.66). It is caused 
by the excess capacity (808 $) and by a decrease in timeliness 
loss of wheat (313 $). The increase in costs would be greater 
if the low urgencies for wheat in these four experiments were 
replaced by appropriate urgencies; this result indicates that 
a 1% grain loss of the machine is preferable. 
3.5,4.4 Daylight saving time 
The consequence of the introduction of daylight saving time is 
that the regular worktime starts one hour earlier. From the 
data of Portiek (1975) less workable time is expected in the 
morning than in the afternoon or evening. The workable time, 
for example, for combine harvesting wheat with a moisture 
content up to 23% in August decreases from about 147 to 137 
hours for regular time between 8h00 and 18h00 and between 
7h00 and 17h00, respectively and it increases from about 60 to 
70 hours for overtime between 18h00 and 22h00 and between 
17h00 and 22h00, respectively. What will be the effect on the 
costs? 
In Table F18 the Experiments XIt and Xla are compared. It shows 
a statistically very significant increase of total costs of 270$, 
especially due to the necessary use of more overtime and the 
increased loss of wheat. Assuming that the increase in time-
liness losses could be prevented by more overtime at the same 
cost, then the increase of 270 $ means an increase in overtime 
costs of 15%. The table clearly shows a decrease in manhours 
during regular time (0 $/h), an increase during overtime 
(15 and 20 $/ha) and big differences between the years in 
increase of overtime costs, -5% to 19%. 
3.5.5 Acreage, yield and machinery 
In this section different machine systems (sets of equipment) 
and different yields for grain and straw are compared mutually 
for a range of acreages. How does the use of overtime and 
equipment change with increasing acreage? At what acreage are 
the costs per hectare minimal and how much is lost if the yield 
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increases? 
To illustrate the relations between use of overtime and costs, 
and acreage, yield and machinery a number of experiments are 
carried out for 1962 only. This year is chosen because the 
costs with a 60 ha wheat harvest were in several experiments 
not far from the variable costs averaged over eight years. The 
experiments consider the machine size (small, medium, large) at 
regular yields of grain and straw and a large machine size at 
high yields of grain and straw or at high yields of grain only. 
The regular yield of grain and straw is 5.4 t/ha and 3.8 t/ha, 
respectively, and the high yield is 8.5 t/ha and 6.0 t/ha, 
respectively. These high yields mean an increased return 
(without losses or costs) of more than 1200$/ha. Table 20 shows 
the different machine-size systems with capacities and invest-
ment. The capacity of the combine harvester and that of the 
baler both increase with size and are based on a speed of 
3
-5 km/h and4.2 - 4.5 km/h, respectively, (de Lint, pers. commun.) 
The decrease in capacity with high yield only depends on the 
amount of straw (kg/m) resulting in a speed of 2.2 km/h for the 
combine harvester (to maintain a machine loss of 1% grain; 
Kroeze, 1970) and 3.8 km/h for the baler. The capacities per 
acreage of loading and unloading are reduced proportionally with 
high yield of straw. The drying capacity is chosen proportional 
to the storage capacity, which increases with machine size such 
that the time to fill the dryer remains about 2 h with the 2-men 
combine harvesting method. The investment increases from 
120 000$ to 175 000$, where for tractors, trailers etc. only 
nalf of the investment is included in the cost calculation 
(due to a partial use for the grain harvest). 
Some results of Experiments Xij are given in Tables Gl - G5 in 
Appendix G for i = S (small), M (medium), L (large), Y (high 
yield for grain and straw; large) and Y1 (high yield for grain; 
large) and j = 1,...,7 the number corresponding to different 
acreages. The first column gives the code of Experiment Xij and 
the second the acreage, which in input consists of four wheat 
fields of the same size; two fields are ripe on 1 August, 
"24hOO and two on 9 August, 24h00. The next three columns show 
the number of manhours in regular time, overtime and in total. 
The variable costs concern the overtime costs, the drying costs, 
the timeliness loss of wheat, straw and bales. For higher yields 
(Tables G4 and G5) the losses are the recorded losses multi-
Plied by the yield ratio, since the recorded losses are based 
°n the timeliness functions of the regular yields. The three 
following columns show the acreages harvested before the 
opening date and the date when the harvest of wheat is finished. 
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Table 20 Machine size and capacities 
Machine size Small Medium Large Large 
high yield of 
grain, straw 
combine, working width inm 2.8 3.9 4.5 4.5 
code M 
Capacities 
effective field capacity of gang G, CAPG(G) in ha/h 
G 
1 
2 
3 
4 
5 
6 
9 
gang 
combine, 2-men 
combine, 1-man 
baler 
loading,transport 
loading, transport 
unloading 
unloading 
dryer 
0.63 0.86 1.0 0.65 
0.52 0.67 0.74 0.48 
0.83 1.15 1.37 1.17 
1.25 1.25 1.25 0.80 
0.78 0.78 0.78 0.49 
2.28 2.28 2.28 1.42 
0.14 0.18 0.20 0.13 
capacity of processing material M, CAPM(M) in ha/h 
M 
1 
2 
3 
4 
6 
material 
wheat 
straw swath 
bales in the field 
loaded bales 
wet grain 
0.45 
0.72 
0.98 
1.47 
0.14 
0.60 
0.99 
0.98 
1.47 
0.18 
0.68 
1.18 
0.98 
1.47 
0.20 
0.44 
1.00 
0.63 
0.94 
0.13 
storage capacity, QMXM(M) in ha 
M material 
4 trailers with 7.6 t 
6 dryer 
2.0 
1.4 
2.0 
1.8 
2.0 
2.0 
1.3 
1.3 
Investment in 1000$ 
combine harvester and baler 85 
dryer, tractors, trailers 70 
etc. 
105 
90 
125 
100 
125 
100 
1. The data for L are also valid for Y' with a high grain 
yield of 8.5 t/ha 
2. The regular yields of grain and straw are 5.4 t/ha and 
3.8 t/ha, respectively and the high yields 8.5 t/h and 
6.0 t/ha, respectively. 
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A date greater than 46 (after 15 September 24h00) leads to a 
value in the next column which gives the acreage of wheat still 
unharvested. The acreage of stubble not yet ploughed on 15 
September is given in the following column. The costs for the 
machinery are in the next two columns, where the percentage 
increases with the time the combine harvester is used as derived 
from Lange (1971) for the combine harvester only. For the high 
yield of grain (XY'j) a dryer storage of 2 ha is maintained 
which means an increase to 17 t; 10.8 t is for regular yields 
and a large machine size. Hence the investment is increased by 
5000$ to 180 000$ (Table G5). The last three columns give the 
costs per hectare for the machinery, the variable costs and 
total costs. 
The use of the large machine size for different acreages 
(Experiments XLj) usually results in an increased use of the 
two-men combine harvester method, which saves workable time. 
The number of manhours used per hectare is almost constant for 
the different acreages but depends on the machine sizes and 
on the yield (8.1 manhours per ha for XSj; 7.0 for XMj; 6.5 for 
XlO and XY'j; 8.6 - 9.0 for XYj). The use of overtime is only 
1
 "" 1.5 manhours per hectare, with acreages up to 30 - 40 ha, 
kut increases with 3.5 - 4.0 manhours for each additional 
hectare. The timeliness loss of wheat is for regular yields 
about 36 $/ha but increases for the small machine after 40 ha 
by 100 - 300 $/ha and for the large machine size after 60 ha by 
110 - 400 $/ha. For high yields the timeliness loss of wheat is 
5 7
 $/ha and increases after 40 ha by 230-700 $/ha for high 
yields of grain and straw and after 60 ha by 180 - 600 $/ha 
r
°r high yields of grain only. These losses are considerable 
although for the unharvested wheat acreages only 630 $/ha is 
added with high yields of grain. After 30 ha the timeliness 
loss of straw increases from 10 $/ha to 30 $/ha and with the 
hi9h yield from 30 to 50 $/ha. For Experiments j= 5, 6 and 7, 
the larger acreages the increase of 13 - 22 $/ha is less because 
Wj
-th a remaining one third acreage of wheat at the end of the 
season, the urgency becomes lower so that straw may be baled 
timely. 
pig. 18 illustrates the costs per ha. It shows clearly the 
considerably higher costs (more than 200 $/ha) with high yields 
compared with the costs for regular yields, especially because 
°f the timeliness loss of wheat. For large acreages with high 
yields the costs are 200 $/ha lower if the straw yield is 
regular or if a high straw yield is not harvested because less 
straw is cut. In the latter case the extra straw yield of 
2
«2 t/ha is lost and its value of 220 $/ha is almost compensated 
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Fig. 18 I Costs per hectare against acreage for different 
machine sizes and yields 
code machine yields of 
o • S 
A »M 
o - L 
• • Y 
o • Y' 
size 
small 
medium 
large 
large 
large 
grain 
regular 
regular 
regular 
high 
high 
straw 
regular 
regular 
regular 
high 
regular 
wheat harvest on 15 September unfinished 
by less timeliness loss of wheat because of the higher capacity 
of the combine. So for large acreages and high yields one may 
reduce high straw yields by accepting more stubble. Harvesting 
75 ha wheat takes about seven weeks for a high yield of grain 
and five weeks for the regular yield; the amount of grain har-
vested per week is about 92 t and 81 t, respectively. 
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Before the small machine achieves minimum costs, the medium 
machine is already at that level. Such a situation is not found 
with the medium and large machine systems. This result does 
not agree with those of Philips & O'Callaghan (1974), who found 
w
*th machines of 8, 12 and 16 ft working width that the large 
combine harvester is less expensive than either the small or 
the medium combine harvester at their acreages with minimum 
costs per hectare. This difference in results is caused by a 
less pronounced minimum in my experiments due to an increased 
use of overtime with an increased acreage. Philips & O'Callaghan, 
(1974) did not consider the use of overtime in a dynamic way. 
Another reason may be that with larger acreages the number of 
unharvested hectares of wheat (after the simulation stops on 
15 September) increases for which only 400 $/ha (630 $/ha for 
high grain yield) is included instead of an increasing 
amount for timeliness loss and increasing amounts for other 
variable costs too. 
The experiments Xij demonstrate the use of the simulation 
model to learn about the effect of machine size, yield and 
acreage on costs. The results are very specific (only one 
year is used and one machinery system with two men and different 
capacities). Because of the complicated structure of the system, 
it is not allowed to generalize the results by interpreting 
them as average results or applying them to other machine 
systems. 
3.5.6 Simplifications 
Two ways are used to simplify the scheduling problem (see 
Section 2.6). The first way simplifies the structure of the 
problem by disregarding weather reports, including only one 
combine-ripeness date, one overtime charge etc. The second way 
simplifies the hourly information about the weather and the 
Properties of the material by aggregating within a day or a 
week those hours with the same characteristics of weather 
and materials. This simplification is used only together with 
the first one because the use of aggregated hours is a more 
crude method of simplification. The last step uses these two 
simplifications within a linear programming model, which 
schedules the jobs for the entire season in one step, while the 
simulation schedules stage after stage. This range of problems 
is used to study to what extent simplifying the scheduling 
°f operations may result in costs at the level of the detailed 
problem and in an executable schedule. The detailed problem 
is assumed as a fair reference because it has apriori a correct 
flow of materials from processing and delivering by operations 
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and because it uses the recorded sequence of weather data (and 
material data calculated from those data). However, decisions 
are derived with a heuristic strategy containing some artifacts 
to obtain urgencies of materials.. 
3.5.6.1 Simplification of the structure 
The first step in simplifying the structure of the problem 
excludes failure, repair, service and setup time; the last two 
are incorporated in a lower capacity of the gangs (Table 7) in 
Experiment X2a. In Table Hi this experiment is compared with Xla 
(see Table Fl), showing the amount of time used in Xla for 
setup, service and repair. This time is only partly used by 
the lower capacities of the gangs because in Experiment Xla 
more setup time is necessary than is contained in the capacity 
of gangs in Experiment X2a. The result is less use of manhours 
and overtime and decreased total variable costs. In Experiments 
X2b and X2u in 1962, the capacities are adjusted to include the 
setup and service times as realized in Experiment Xlb in 1962. 
The comparison of X2b with Xlb and of X2u with Xlul results in 
a slight decrease in manhours, less overtime costs (150$), an 
increase in drying costs (140$) and loss of wheat (270$). Also 
the total costs are increased (170 - 260$), showing that with 
appropriate capacities it is possible to use this simplification, 
although the saving in computer time is less than 5%. 
The second step drops some decision dates, those depending on 
the urgency increase of bales, the change of drying costs of 
wet grain and the weather reports. It uses only one overtime 
charge of 15 $/h and includes Saturday evening as overtime 
(instead of no-work time). The limiting storage capacities are 
relaxed: for the trailers by excluding the separate operations 
loading and unloading and for the dryer by using a capacity of 
15 ha, the processing capacity in one week. The results of the 
simplifications and of the introduction of extra overtime in 
Experiment X3a are compared with the results of X2a in Table H2, 
which shows less total costs especially due to a considerable 
decrease in loss of wheat caused by more use of the dryer and 
of the extra available overtime. The reduction in computer 
time is about 20%. 
To what extent the simplifications are applicable can not be 
completely determined from this comparison because the charac-
teristics of the scheduling problems differ too much (e.g. 
overtime instead of no-work time). From preceding results 
(Section 3.5.3.5) we know that weather reports are useful. Never-
theless the considerable increase in overtime and decrease in 
regular hours show the sensitivity of the results to the 
142 
characteristics considered in input. The results indicate pre-
sumably that only the simplifications and not changes in 
characteristics would have slight influence on costs. This 
second step is, however, a stage in simplification to achieve 
input data of the simulation model that approximate the con-
straints from the linear programming model. The same is true 
for the third step. 
With the third step in Experiment X4a (Table H3) the structure 
is simplified to one wheat field of 60 ha, ripe at OhOO on the 
first Monday in August; no disurgencies are considered and 
delivered materials are directly available for processing. 
This step results in an increase in costs of more than 1200$ 
especially due to one ripening date so that a comparison with 
Experiment X3a is less appropriate. It shows clearly that 
opening dates influence costs considerably and have to be in-
cluded in scheduling of operations. At this stage the structure 
!s close to that of a linear programming model and we can pay 
attention now to the simplification of the information. 
•
5
»6.2 Simplification of the information 
Hourly weather and material data may not be available, but 
Perhaps numbers of workable hours in a day or week are recorded 
°r calculated. To obtain insight into the effect of such data 
we simplify the weather and material information. In the grain 
harvest example it is possible to calculate the moisture 
content for grain and straw from the weather data, which 
enables us to aggregate this information within a day or week 
into groups of hours with similar characteristics (the average 
moisture content for hours with a moisture content in a specific 
range: for example wet grain, 19 - 23% moisture content; the 
sum of rainfall for hours with rain). The groups of hours are 
ordered (see Table 21) such that workable hours precede 
unworkable hours: first groups with dry grain, then those with 
wet grain, followed by hours not available for wheat harvesting 
and so on for processing straw, bales and stubble ending with 
rainy hours (more than 1 mm per hour). Such a sequence approxi-
mates the linear programming model where within a period the 
sequence is disregarded. 
Within a working day four clusters of hours related to 
working hours are considered: no-work time from OhOO - 7h00, 
regular time from 7h00 - 12h00 and 13h00 - 18h00, overtime 
from 12h00 - 13h00 and 18h00 - 22h00 and no-work time from 
22h00 - 24h00. The two clusters with no-work time are repre-
sented by one group of hours only because the characteristics 
need not be considered. Note that each cluster on Sunday is 
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Table 21 Characteristics of aggregated hours 
+ property in an hour agrees with the characteristic 
0 characteristic of no interest 
- characteristic is not met by the property in an hour 
Groups Moisture content Moisture content No moisture Rain 
of hours of grain, MCG straw soil outside the ^1 mm/h 
MCSWR MCSL wheat plant 
CDT=1 
<19% 19-23% <25% <47% 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
+ 
+ 
+ 
+ 
— 
-
-
— 
_ 
-
-
-
-
-
-
-
— 
+ 
+ 
+ 
+ 
_ 
-
-
-
-
-
+ 
+ 
— 
— 
+ 
+ 
— 
+ 
+ 
-
-
-
-
-
+ 
+ 
— 
-
+ 
+ 
— 
+ 
+ 
-
— 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
0 
0 
-
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
— 
-
+ 
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no-work time because of infinite costs. Within a week three 
clusters of hours are used in the sequence of regular time 
(50 hours from 5 days of 10 hours), of overtime (40 hours from 
5
 days of 5 hours and Saturday 15 hours) and no-work time 
(78 hours). This sequence and the aggregation of hours within 
a
 week makes the timeliness loss of wheat less appropriate; the 
timeliness loss is calculated with a fixed average charge per 
week of 20, 63, 108 and 180 $/ha in the weeks 1 - 4 respective-
!y (as in the linear programming model, see Table 11). 
Experiment Y4a uses the aggregation of hours within four 
clusters a day and is compared with Experiment X4a (Table H3) 
1n Table H4. The lower total costs are due to a decrease in 
drying costs and loss of wheat. The total costs (excluding 
bales) recorded from the timeliness function and those calcu-
lated by a fixed charge per week do not differ too much 
(usually less than 60$). A comparison of Experiments Y3a and 
x3a does not change the picture. Because of the aggregation 
and the sequence of the groups of hours, the costs are signifi-
cantly lower (267$). Nevertheless if hourly information does 
not exist, daily information has to be used and the results 
seem reasonable estimates of total variable costs; the 
computer time decreases by 25%. 
The aggregation of hours within three clusters a week is used 
*n Experiment Z4a; the comparison with Y4a is given in 
Table H5. The use of overtime decreases because of the sequence 
of
 clusters (work time, overtime). The drying costs are lower 
"
ut timeliness losses increase. The recorded timeliness loss 
°f wheat and so the total costs are 720$ (400 - 1200$) lower 
than those calculated with a fixed charge per week because of 
the sequence of clusters. So paying no attention to the 
correct sequence of the weather leads to significant changes in 
the cost pattern and is a weak point in simplifying information 
within weeks. The timeliness loss of wheat is considerably 
underestimated but can be crudely corrected by a fixed charge 
per week for the timeliness loss of wheat. This correction 
o e s not guarantee that total costs are at a correct level. 
Such a fixed charge derived as an average loss from the timeli-
ness function assumes a homogeneous distribution of the wheat 
harvest in a week; this assumption is seldom true for all four 
weeks during the season. 
What can be expected from these two ways of simplifying a 
scheduling problem? In general a simplification means dis-
regarding or relaxing some constraints of the scheduling 
Problem resulting in a relaxed problem for which a cheaper 
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schedule may be found in the extended solution.space. 
Such a solution results in estimated costs at a lower level 
than for a problem with all the constraints. Hence for relaxed 
problems one may usually expect underestimated costs. The 
total costs for the simplified problems are given in Table 22. 
The simplification of the structure of the problem indeed de-
creases total costs: 
- Problem Xla is simplified to X2a by excluding failure and 
repair and by incorporating service and setup time in the capa-
city of the gangs. The total costs decrease by 366$, Table Hi, 
especially because setup time is less in X2a than in Xla; such 
a decrease diminishes when lower capacities include more setup ti^ 
- Problem X2a is simplified to X3a by deleting some decision 
dates, including extra overtime and by relaxing the storage 
capacity of the dryer. The total costs decrease by 812$, 
Table H2 especially because loss of wheat is less due to extra 
overtime and more storage capacity of the dryer. 
Simplifying Problem X3a to X4a by reducing the wheat ripening 
dates from two to one results in a characteristically different 
problem, with 1240$ more costs, instead of just a relaxed 
problem. 
The simplification of the information also decreases total costs: 
- Probel X4a is simplified to Y4a by aggregating the hourly 
data within a day into groups with the same characteristics. 
The total costs decrease by 267$, Table H4; 
- Problem Y4a is simplified to Z4a by extending the aggregation 
of data from days to weeks. The total costs decrease by 764$ if 
the loss of wheat is derived from the timeliness function and 
by 41$ if it is derived from fixed charges. The pattern of the 
costs is changed drastically. 
Simplifying the structure is possible without too much influence 
on the level or the pattern of the costs if the problem is 
just relaxed (Xla to X2a). Introducing another problem such 
as X3a with more overtime or X4a with one ripening date results 
in estimated costs at another level caused by relaxing the 
problem and changing its characteristics. These results 
emphasize the considerable influence of these characteristics. 
Relaxation and characteristic change of a problem are indicated 
in Table 22. When the information is simplified, aggregation 
within days is possible without changing the level or the 
pattern of the costs drastically. Aggregation of data within 
weeks, however, results in an unrealistic relaxation of the 
scheduling problem with a drastic change in the pattern of 
costs. So the minimum requirements for weather and material 
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Table 22 Total variable costs (excluding bales) of the simplified models 
Weather and material information: 
each hour daily weekly 
no failure, repair, service and setup 
time 
no limits of storage, Saturday 
evening work time, one overtime 
charge and without some decision 
dates 
Relaxation 
Change in 
characteristic 
Year 
1968 
1959 
1958 
1961 
Xla 
6671 
53? 9 
6834 
6810 
X2a 
6465 
5119 
6574 
6699 
linear 
programming 
model 
X3a 
5737 
4613 
5700 
5797 
one wheat 
ripening 
date 
X4a* 
7572 
5686 
6118 
6262 
Y3a 
5315 
5620 
one wheat 
ripening 
date 
Y4al 
7142 
5747 
6110 
5819 
adjusted 
constraints 
and capacity 
Z4al 
6963 
6462 
5993 
5225 
Z5* 
8205 
4401 
6397 
5773 
4739 
1967 
1962 
1966 
1960 
Average and 
standard n 
deviation 
8 
s. 
for *x n years n 
6377 
7300 
7264 
8691 
6908 
952 
7380 
768 
5884 
6755 
6653 
8192 
6543 
868 
6975 
684 
5211 
5714 
6375 
6695 
5730 
640 
6056 
453 
6330 
7312 
8520 
7976 
6972 
1013 
7238 
1049 
5334 
6148 
6697 
5823 
593 
6201 
6873 
7986 
7772 
6706 
871 
6912 
966 
6154 
7274 
7646 
7595 
6664 
855 
6747 
1083 
6618 
7153 
7098 
7375 
6628 
1152 
6759 
662 
20 13 24 
Average 
computer time in s 42 40 31 28 24 
*• Timeliness loss of wheat calculated at fixed costs in each week, 20, 63, 108, 180 4/ha. 
* Data from 1958, 1961, 1962, 1966 and 1960 
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data, e.g. workable time of materials have to be in days for 
scheduling problems. ' 
3,5.6.3 Linear programming models 
The final step is using the linear programming solution 
technique to solve the problem of scheduling operations. The 
structure of the model with five weekly periods and average 
workable time constraints are given in Table 11. This model is 
used for different years by adjusting the time constraints to 
the values recorded in Experiment Z4a such that the constraint 
for straw does not exceed the constraint for wheat.The results 
of Experiment Z5 (Table H6) are compared with Experiment Z4a 
in Table H7. In linear programming only 2-men combinations are 
selected because they use the workable time more efficiently. 
The one-man combine harvesting method (G = 2) uses the manhours 
more efficiently and is used very frequently. The two-men 
method (G = 1) is preferred to save workable time for wheat if 
the capacity of wheat harvesting limits the progress of other 
operations. In years with much workable time as in 1959, this 
preference contributes to very low total costs. The drying 
costs, the loss of wheat and the overtime costs are increased 
the timeliness loss of bales is not considered and loss of 
straw does not occur although a delay of one week at 40 $/ha 
is possible. The total costs are hardly changed on the avera<•• 
but show a very big variation. 
The results in Table H6 are obtained with a constraint for st KV.W 
equal to the constraint for wheat, which on the average is 
true. The linear programming model appears very sensitive to 
such constraints used. An illustrative example is 1968 with a 
big difference between the workable time for straw and wheat 
(150 and 100 hours, respectively, in 3 weeks). Introducing the 
different data for wheat and straw in the linear programming 
model results for 1968 in a decrease in total variable costs 
from 8205$ to 5518$ due to less timeliness loss of wheat 
(1500$) and less overtime (1000$). The number of manhours is 
increased because of the increased use of the two-men combine-
harvester method, which was in Experiment Z5 for 1968 not used 
at all (Table H6). 
An increase in capacity of the combine harvester by 20% results 
for 1968 in a further decrease of total costs from 5518$ to 
4739$ due to less loss of wheat (550$) and less overtime (300$). 
Such an adjustment of capacity depends in the simulation model 
on the straw moisture content; see Table H3 for the average 
relative capacity of 1.21. 
These illustrative results support the expectation that the 
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linear programming model underestimates total costs more than 
the most simplified simulation model. A linear programming 
model comparable with the simulation model results in a 
cheaper solution because the problem is relaxed by using less 
stringent constraints on the sequence of workable hours and 
because its solution procedure optimizes in one step the entire 
scheduling problem. Moreover the solution is unrealistic in 
the sense that the schedule can not be realized under the real 
stringent constraints. The general conclusion that the 
simplifications of the simulation model result in cost estimates 
that are too low, can be extended to the linear programming 
model. 
Some experiments with linear programming models are carried out 
such that the first step has constraints for the first week 
corresponding to a particular year and average workable time 
constraints for the succeeding weeks; the second step uses 
constraints adjusted for acreage and time for the second week 
and so on until the fifth step or the acreage is covered. The 
difference between this five-step solution procedure and the 
one-step solution procedure ranges from 0 - 400$ cost increase. 
The linear programming problem can also be simplified by using 
9angs as decision variables instead of combinations and by 
a
^ding constraints due to man, tractors, trailers and other 
equipment derived from the workable time of materials processed. 
This structure, however, does not guarantee that the operations 
can be executed. For example a two-men method for harvesting on 
a two-men farm uses workable time that was available for 
Ploughing too. Such a sequential performance of operations is 
only correctly considered with combinations and not with gangs 
and constraints on items of the man/machine system. Average 
workable time constraints used in Problem Z5, result in costs 
of 5547$, which are almost 1100$ lower than the average obtained 
for eight years, Table 22. Average workable time constraints 
used in the problem with gangs results in costs of 5000$, which 
again is a decrease in total costs due to simplifying a model. 
The usual linear programming models for crop selection, how-
ever, are restricted to constraints for man and some main 
machines and can be compared at best with a problem with gangs. 
And so it is doubtful whether such models result in an executa-
ble schedule of operations and a good level of costs. 
3*6 Discussion 
The aim of this study was to develop a method for solving the 
scheduling problem with a correct representation of the use 
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of men and machinery and of the flow of materials resulting 
from performing operations. At the same time the objective was 
to present a system, a framework of elements and relations, with 
adequate terminology for the scheduling problem in agriculture. 
The simulation model developed in this study uses hourly infor-
mation for weather data and material properties and it decides 
about the use of combinations. Thus a priori the use of men 
and machinery satisfies the constraints of time for men and 
machines and for readiness of materials. 
The heuristic strategy, developed to evaluate the state of the 
system at a decision date and to select a combination for per-
forming operations, is a promising way of solving the scheduling 
problem and contributes to our knowledge of the important factors 
in scheduling. Although it is built on sound ideas, it has to 
demonstrate its performance in experiments and practice. 
Some results from the experiments on grain harvesting are 
summarized to show the behaviour of the strategy in different 
situations (input data). The use of men and machines is not 
necessarily optimal but it seems at least reasonable; the 
strategy adapts the use of men and machines to the urgency of 
the materials and to the workable time. It is not possible to 
find a priori appropriate input parameters for the so-called 
workable time multipliers, which influence the level of the 
urgency of materials. By trial and error a set of parameters 
was derived for the given magnitude of overtime, the acreage of 
wheat, the capacities of gangs and the overtime and drying 
costs; the set was searched to approximate least average total 
Considering a disurgency of delivering bales leads to a more 
frequent setup time of the baler and is not really sufficient 
for preventing extreme losses of bales. Introducing a variable 
maximum quantity of bales depending on daytime and weather 
expectation, was found to be a more effective way of avoiding 
extreme timeliness losses of bales. 
The weather reports, giving a weather expectation in terms of 
a probability of more than 0.3 mm rain in the next twelve-hour 
period, were important in the heuristic strategy for the cal-
culation of urgencies and for using maximum quantities of bales. 
The simulation model was used to show that it can be applied to 
derive practical results about the consequences of the intro-
duction of daylight saving time and relations between costs 
and acreages for different sets of machine capacities and 
different yields. 
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The introduction of simplifications in the structure of the 
problem such as incorporating service and setup time in the 
capacities and dropping decision dates and storage limits, 
reduced the estimate of the total costs significantly and the 
computer time by 25%. The reduction of the estimated total 
costs was increased by simplifying the weather and material 
information within days or weeks. The estimated total costs 
decrease again with a linear programming model of the scheduling 
Problem. Such a tendency of decreasing estimated costs can be 
expected with a series of problems where the succeeding 
problem has fewer constraints or less stringent constraints. 
Ir
* other words the problem is 'relaxed1 in comparison with the 
preceding problem. The solution obtained, however, may be 
unrealistic in the sense that the schedule can not be realized. 
Simplification of the structure of the problem in the simulation 
model will not influence the level of the estimated total costs 
if sufficient setup time and service are included in the capac-
ity of the gangs. Simplification of the information by aggre-
gating within days does not change the pattern of the costs but 
decreases slightly the level of the estimated total costs. 
Further relaxing of the problem results in underestimating the 
costs by being too optimistic in the realization of the schedule 
of operations. 
The aim of using the grain harvest to perform experiments 
with the simulation model was to learn how such an approach 
behaved and to find out whether the approach is worthwhile in 
even more complicated environments such as a grassland farm. 
The complexity of the grassland farm is caused by the grass 
growth depending on soil moisture, fertilizer and weather, by 
the grazing of cattle, by the hay harvest with an influence of 
operations: for example, the influence of tedding on moisture 
content and dry matter yield of mown grass in the field. The 
framework of terms developed seems adequate for such complex 
situations. The hay harvest, however, lasts some days for each 
acreage and the hay is extremely sensitive to the weather so 
that the schedule must satisfy high requirements to prevent 
high timeliness losses and to obtain an efficient use of men 
and machinery. The results derived with the strategy have shown 
some deficiences in scheduling. 
The first problem concerns the decision procedure. The decision 
at a decision date is based on the urgency of materials. The 
strategy first selects the preferred combination and then 
searches for the next decision date from future potential 
decision dates. This procedure is repeated decision date after 
decision date; it is a myopic procedure which does not pay 
151 
attention to effects of the decision on the development of the 
system in the short run (some hours to some days). This may 
result in less than optimum decisions, too high costs and for 
example too much setup time when gangs are often interrupted. 
The results so far show a reasonable use of workable time but 
the effectiveness of the strategy can only be demonstrated by 
testing in practice (such data are not available, however) or 
by improving the strategy. Further research is recommended to 
find a procedure resulting in better decisions that saves setup 
time, prevents too many bales in the field and can handle the 
stochastic character of the unknown future weather. Such a 
procedure has to include a provisional schedule of operations 
to account for the development of the system during the next 
hours or day after the decision date; the development is given 
by the quantity of materials and the use of gangs. 
The calculation of the urgencies is a second problem. The 
urgency of materials in the heuristic strategy are evaluated 
independently. To achieve the independency some artifacts are 
used (see Sections 2.3.3.2 and 2.3.3.3) like the capacity of 
processing a material and a fraction of the workable time 
available for processing the material. Both are given as input 
data and derived in advance independently of the actual develop-
ment of the system. 
The independency of materials and the artifacts can be prevent-
ed if a linear programming model can be used to derive urgen-
cies from the 'shadow prices' of the workable time constraints 
or from the 'reduced costs1 for the decision variables, the 
combinations. At this stage of the research of the scheduling 
problem in agriculture, this method has not yet been explored. 
Summarizing we conclude that the framework of the system is 
sufficient for the scheduling problem and that two procedures 
in the heuristic strategy, the urgency calculation and the 
myopic decision-making, should be revised to obtain a better 
schedule. The grain harvest example has shown enough complexity 
and differences between materials to act as an efficient 
environment for evaluation of scheduling models. 
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Summary 
A farmer has to plan what to produce and how to produce it. To 
assist his decision-making a number of techniques are employed. 
A work study shows in detail how the production is or can be 
done. On the other hand linear programming is a tool for 
selecting crops. Work management (machinery selection and 
scheduling of operations) is somewhere in between these two 
aPProaches. The machinery selection problem and the selection 
°f crops depend on each other and so both require constraints 
for man and workable time of machine operations. These con-
straints are insufficient to represent correctly the schedul-
xng of operations. 
The scheduling of farm operations depends on the available men 
and machinery, on the available materials (products, cattle) 
and on the weather and properties of materials (moisture 
content). Scheduling has been studied for one material (corn) 
°r one operation (harvesting), but seldom for several materials 
and operations competing for the use of men and machinery. 
This scheduling problem is a dynamic programming problem 
where each stage of the system coincides with a decision date. 
Three subsystems can be distinguished. The biological subsystem 
consists of materials waiting for operations which are per-
formed by gangs from the man/machine subsystem. The climate 
subsystem influences the properties of the materials and the 
aPplication of gangs. In Fig. 1 terms and relations for the 
grain harvest are given. 
The aim of the present study is to develop a simulation 
method to solve the scheduling problem that correctly repre-
sents the use of men and machinery and the resulting flow of 
Materials and uses hourly data on weather and properties of 
Materials. To decide at each decision date which operations 
are to be executed, a heuristic strategy is developed to 
evaluate the current state of the system. This detailed model 
of the scheduling problem is simplified by omitting, for 
example, the setup and service of machines and by aggregating 
the weather information within days or weeks. So a range of 
problems is formulated that are solved by the simulation 
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model. The most simple problem can easily be tailored for a 
linear programming model. With a range of problems we can 
evaluate to what extent scheduling problems might be relaxed 
(using less constraints). 
The heuristic strategy uses the concept of urgency of process-
ing a material. This idea is based on the existence of a 
timeliness function of each material with a maximum return at 
a given date (moment of time for example 1 August 20h00). 
After that optimum date the return diminishes with time. These 
timeliness losses are partly unavoidable because the capacity 
of men and machinery to process materials is limited. With the 
given men and machinery the decision maker only can decide to 
process a material or not, where not processing means an 
avoidable timeliness loss (the urgency). The urgency of a 
material is calculated for each material separately on the 
basis of the available quantity. 
For the grain harvest a state of the system is given in Fig.2. 
The quantity of materials (wheat, straw etc.) is represented 
by a queue of so-called 'fields1. Fields differ in some 
property of a material, for instance ripening date or moisture 
content and may also refer to geographical position. 
The operation period for the available quantity of a material 
is derived from the expected workable time, the estimated 
fraction of the time men and machinery are available for 
processing the material and the capacity of processing the 
material. Not starting the processing of some acreage of a 
material at the current decision date is equivalent to a delay 
until the end of the operation period. So the value of the 
timeliness function at the decision date minus the value at the 
end of the period is the avoidable loss, and an element of the 
urgency of a material. The fraction of the time men and machine 
are available for processing the material is derived from a 
linear programming model with weekly periods and is input for 
the simulation models. The capacity of processing the material 
is derived from the combinations (sets of gangs) and the 
capacity of the gangs (men and machinery performing an oper-
ation on a material according to a method). 
The farmer can only decide to use one combination'or another 
or none at all. Therefore it is necessary to assign the urgen-
cy of materials to the gangs and to the combinations by dis-
tributing the urgency of materials among the gangs processing 
that material relative to their capacities. Such an urgency 
of a gang (in $ per hour) is corrected by subtracting the 
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variable costs of, for example, overtime. The urgency of a 
combination is the sum of the urgency of those gangs which 
have a positive corrected urgency and can operate in the com-
bination. Whether a gang is applied depends on equipment, 
weather, material properties (moisture content), available 
Material for processing and available storage for the materials 
delivered. After selecting the preferred combination (with 
Maximum urgency), the next decision date is found as the mini-
mum from a number of potential decision dates determined by 
end of operation, filling the storage, start of overtime or 
Pause or no-work time, change of weather expectation or pro-
perties of materials, machine failure or by finish of repair 
°r service. 
Executing operations performed by the gangs in the preferred 
combination results in processing and delivering materials. 
Thus transformation of the quantity of materials is necessary 
fco learn the state of the system on the next decision date. 
This state again is evaluated by the strategy resulting in 
Urgencies of processing materials and a preferred combination; 
this cycle is repeated until the job is completed. The trans-
formation also results in recording the timeliness loss of 
Materials, the use of men, machinery and variable costs for 
overtime or drying. The delivery of materials introduces new 
fields. 
The grain harvest in the Netherlands is used to learn abouf 
the behaviour of the simulation model. The wheat is harvested 
with a combine harvester and the wet grain (19-23% moisture 
content) is dried; the straw is baled, loaded and stored in 
the barn and the stubble is ploughed. Eight years with hour-
ly weather and material data from 1 August-15 September are 
Used. 
Some general results from the experiments are that the simu-
lation model is suitable for deriving relations between 
acreage, yield and machinery (Section 3.5.5) and that relaxed 
problems (simplified problems; Section 3.5.6) result in lower 
estimated costs or are more optimistic about the scheduling 
°f operations than the strategy in the detailed scheduling 
problem. So if the detailed problem is acceptable for schedu-
ling operations with a satisfactory use of equipment and 
variable costs and a correct representation of the flow of 
materials, then the simplified problems and the linear pro-
gramming model result in too low estimated costs. The valida-
tion of the heuristic strategy is impossible because there 
are no data available. The results of the experiments, however, 
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contribute to our knowledge of the scheduling problem and so 
the model is useful. Comparing different experiments shows the 
danger of using relaxed problems. Experiments with the simula-
tion model for the scheduling problem show the sensitivity 
of different machinery systems, which is of use in training 
farmers to improve their management ability. 
Further research is necessary to find better urgencies simul-
taneously for all materials, gangs and combinations and to 
optimize the schedule for a number of decision dates instead 
of only one. 
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Appendix A - List of definitions 
combination 
complete combination -
date 
decision 
decision rule 
dynamic system 
effective field 
capacity 
disurgency 
event 
(system event, 
environmental 
event) 
field 
gang 
material 
machine system 
a set of gangs executing operations 
simultaneously (Oving, 1971) 
a combination to which no gang can be 
added without exceeding the available 
number of men or machines 
moment of time; decimal number in days 
selecting a combination, a set of gangs 
and a next decision date 
strategy 
"a system to which events occur, whose 
state changes over time" (Ackoff,1971) 
"actual rate of performance of land or 
crop processed in a given time, based 
on total field time" (ASAE, 1974) 
value lost by delivering a material 
"a change in one or more structural 
properties of the system (or its envi-
ronment) over a period of time of 
specified duration; that is a change in 
the structural state of the system (or 
environment)" (Ackoff, 1971) 
a quantity of a material with the same 
properties; for example a wheat field 
or loaded bales at 25% moisture content 
a number of men and a machine or a 
machine system necessary to perform 
an operation or process on a specific 
set of materials, according to a 
method (Oving, 1971) 
an entity of the biological subsystem 
processed (properties are changed) by 
an operation, or delivered by an oper-
ation; for example land and crop, wet 
grain, land with a straw swath, seed 
potatoes, fertilizer (materials in a 
narrow sense) 
"an arrangement of 2 or more mechanisms 
to achieve a desired output" (ASAE,1974) 
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operation 
operation period 
Period 
process 
repair 
scheduli ng 
service 
setup 
state of a system 
at a moment of 
time 
strategy 
- an act which changes the state of one 
or more materials 
- period between the beginning and 
finishing dates of an operation on a 
field, including weekends and inter-
ruptions due to weather and other 
operations 
- a duration of time between specific 
dates, an interval 
- a set of related operations involved in 
producing a product (Anon, 1964) or a 
set of autonomous processes and related 
operations in producing a material 
- "restoring a machine to operative 
condition after breakdown, wear, 
accident, etc." (ASAE, 1974) 
- "determining the time when the various 
operations are to be performed. 
Availability of time, labour supply, 
job priorities, and crop requirements 
are some important factors" (ASAE,1974) 
- "satisfying the day-to-day needs of a 
machine, such as refueling, lubrication 
and adjustment" (ASAE, 1974) 
- "preparation of a machine for a speci-
fic work method" (AIIE, 1965). In this 
monograph it includes the teardown of a 
machine 
- "the set of relevant properties which 
that system has at that time" (Ackoff, 
1971) 
- "a predetermined rule that specifies 
completely how one intends to respond 
to each possible circumstance at each 
stage" (Hillier & Lieberman, 1967) 
- a procedure prescribing a decision at 
each decision date, based on the state 
of the system 
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time 
effective time 
(field time) 
waiting time 
actual time 
available time 
effective time 
operating time 
operation time 
total time 
waiting time 
workable time 
timeliness of 
operation 
timeliness function 
urgency 
- a duration 
actual time 
setup time 
operating time 
total time 
service time 
repair time 
- the time a gang is available for use 
after setup: effective time and waiting 
time 
- the time men are available for work 
during regular hours and overtime in a 
period or season 
- the time a gang uses its effective field 
capacity; field time 
- the time a gang is occupied for an 
operation; actual time and setup time 
- the time needed for the operation of a 
field with interruptions due to 
weather and other operations 
- the time a gang is used: operating time 
and time for service and repair 
- the time a gang has to wait with pro-
cessing until another gang starts 
delivering after the completion of its 
setup time 
- the time a material is ready for pro-
cessing during the regular hours or the 
available time in a period or season 
- "ability to perform an activity at such 
a time that quality and quantity of 
product are optimized" (ASAE, 1974) 
- recoverable value ($ per ha, kg or cow) 
of a material as a function of time 
(see Section 2.3.2) 
- value ($/h) obtained by preventing a 
delay in processing a material or in 
executing an operation (see Sections 
2.3.3 and 2.3.5) 
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Appendix B - List of names and symbols 
ages in the last column refer to explanation of variables or 
to use in the program (after / ) ; Tables refer to data. 
Name and explanation Units Remarks* Page or table 
ACAPGD(G) - actual capacity ha/h 
of gang G at date D 
ACRG = l, position of the 
acreage of a field in 
data storage 
^ - auxiliary date d 
^ - auxiliary date d 
preceding the current one 
kLx
^ = l, allowed, see 
SERGA(G) 
^GfG) - applicability of 
gang G;APPL otherwise NTAPPL 
^GCCCC) - applicability 
°f gang G in combination 
C;APPL otherwise NTAPPL 
^PL = l, application 
Possible, see APG(G) and 
APGC(G,C) 
ATUPDE(E) - remaining time h 
for setup of equipment 
E at D 
ATUPDG(G) - remaining time 
for setup of gang G at D h 
AUE(E) - use (including h 
setup time) of equip-
ment E at D, after the 
last service 
init. 
init. 
pr.sw. 
pr.sw. 
init. 
37/96 
Table 15 
47,48/100 
48/100 
32/95 
32/96 
39/89 
38,39,57/89/110 
57,74/89/110 
* def. 
init. -
input -
Pr.sw. 
regul. 
switch 
subr. -
- used for defining input variables, 
constant initialized in program, 
variable from input data, Appendix C 
- process-controlled switch, 
- regulator from input 1 , ,. _ 
.. , ~ . . \ control mechanisms, Appendix C 
- switch from input J cxr 
subroutine or function in program. 
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Name and explanation Units Remarks Page-.or table 
C - number of a combination, 
1 < C < CMX 
CALD,CALDO,CALDl - calender 
date at D, at WD and at 
WD1 
CAPDM(M) - potential ha/h 
capacity of delivering 
M in CP(without setup 
times) 
CAPG(G) - effective field 
capacity (ASAE,1974) of 
gang G 
CAPGD(G) - CAPG(G) adjusted ha/h 
for properties of the 
materials processed at D 
and adjusted for excess 
capacity ECAPG(G,i) 
CAPM(M) - capacity of 
processing material M, 
defined in Section 2.3.3.3 
CAPPM(M) - potential capac-
ity of processing M in 
CP (without setup times) 
CAUG(G) - cumulative time h 
when gang G is actually 
used 
CCEXT(i,j) - cumulative $ 
costs of extra time, 
overtime 
CCM(M) - cumulative costs $ 
of material M (due to 
drying) 
CDT - condition of wheat; 
with or without moisture 
on the plant 
CDTD(M),CDTW(M), CDTWl(M) -
condition of the material 
M at D, at.WD, from WD to 
WDl; GOOD or NTGOOD 
CEUG(G) - cumulative effec- h 
tive use of gang G (without 
waiting and setup) 
input 82/100 
49/97 
ha/h input Table 7 
ha/h input 
ha/h 
37,75/88/94 
27,78 
Table 10 
49/97 
57/107 
59/105 
58/107 
input 83/102 
pr.sw. 51,70/86/102 
57/107 
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Name and explanation Units Remarks Page or table 
$/ha 
CEXT(i,j) - costs of extra $/h 
time, overtime per man for 
j=RN(DNRW), work days or 
weekend days and in period 
i=IEXT of the day 
CEXTD - CEXT(i,j) for i and 
j at date D 
CLG(G) - cumulative loss of 
material due to excess 
capacity of gang G 
CLM(M) - cumulative time-
liness loss of material M 
CM(M) - costs of drying 
material M 
CMD(M) - costs of drying 
material M at D (e.g. 
to achieve a satisfactory 
moisture content) 
CMDW(M),CMDW1(M) - costs 
of drying material M in 
period until WD and in 
period (WD,WDl) 
CMX - maximum number of 
combinations considered 
CMNHR(i,j) - cumulative man-
hours in period i and 
day j 
CP - combination C preferred 
at a decision date DD 
CPDMAD(M) - potential 
capacity of net deliver-
ing for material M in 
in period (ADP,AD) 
CPPMAD(M) - potential capac- ha/d 
ity of net processing • 
(processing minus deliver-
ing ready material) for 
material M in period 
(ADP,AD) 
CQPM(M) - cumulative quanti- ha 
ty of material M processed. 
CRAINW - cumulative amount 
of rain at D 
CRAM(M) - cumulative time 
material M is ready for 
processing and available 
input Table 14 
$/h 
$ 
$ 
$/(ha.%)input 
$/ha 
41/86 
58/107 
58/108 
40,70 
40/86 
53/103 
init. 
ha/d 
76 
56/105 
33/96 
49/101 
49/101 
mm 
h 
55/108 
Table 15 
56/105 
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Name and explanation Units Remarks Page or table 
CRD - combine ripeness date, 
the optimum date of wheat 
CREP(E) - cumulative repair 
time for equipment E 
CRM(M) - cumulative time 
material M is ready for 
processing 
CRNW - cumulative amount 
of rain at WD 
CSER(E) - cumulative 
service time for equip-
ment E 
CSTG(G,i) - costs for 
excess capacity 
ECAPG(G,i), i ^ NEXCPGCG) 
CUCP(CP,NMCP) - cumulative 
time when combination CP 
is used with NMCP men 
CUG(G,NMCP) - cumulative 
time when gang G is used 
in a combination with 
NMCP men 
mm 
$/h input 
65,67,Table 15 
/89 
56/105 
51/102 
/89 
37,76 
57/105 
57/107 
D - date, a moment of time, < 
relative to a starting 
date, D=0; Int(D) is OhOO 
of the current day from 
Int(D) to Int(D)+l 
DATAFR(F,n) - subroutine 
delivering information of 
field F at position n 
(n=ACRG,OPTD etc.;Table 15) 
DATATO(F,n,data) - subroutine 
storing data at position n 
of field F 
DBG(F) - date of beginning < 
the operation on field F 
of material M at date D 
DCLCK,DCLCKl - clock time at 1 
WD, at WDl 
DD - decision date (in c 
program given as D) 
/85 
subr. 
subr. 
22/90 
input 51,82/102 
58/85 
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Name and explanation 
DD(i) - potential decision 
dates 
- i=l and 2 for quantity 
restrictions 
"* 3 for urgency increase 
- 4 for overtime 
- 5 for characteristic 
change of properties of 
materials 
* 6 for change of costs of 
materials 
~ 7 for change in weather 
expectation 
~ 8 for service 
** 9 for failure 
-10 for repair 
DEXT(j) - end of period j 
in a day, clock time 
for start or finish of 
overtime (extra time) 
DFN(F) - date of finishing 
the operation on field 
F of material M at date D 
DLHRM(M) - delivery of 
material M is prohibited 
for exceeding clock 
times 
DMXNFD(M) - the optimum 
date of processing M for 
the next field to be 
delivered 
DMXRD(F) - the optimum date, 
the earliest date of 
achieving the maximum 
recoverable value for 
field F at D 
FUM1=1; optimum 
date of next 
Units Remarks Page or table 
input 
input 
(wheat) 
DMXUM1(M)= 
field depends 
on delivery 
date and dis-
urgency,UMDl(M) 
is considered 
NTFUMl=0;disurgen-
cy of M is not 
considered 
49,50/101 
50/99 
51/86 
52/103 
53/103 
53/104 
54/99 
54/99 
54/100 
Table 14 
22/90 
input 42,82 
28,68/87 
22,67,82 
Table 15/87/90 
switch 28,70 
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Name and explanation Units Remarks Page or table 
DNRW,DNRW0,DNRW1 - day 
number in the week at D, 
at WD, from WD to WDl, 
Monday=l,...,Sunday=7 
DT - period from DD to 
NXTDD 
DTUPDF - date at which a 
setup time ends 
input Table 14,82/102 
h 
d 
54/104 
48/100 
E - number of type of 
equipment, 1 <JE <EMX 
ECAPG(G,i) - excess 
capacity for gang G, 
i ^ NEXCPGCG) 
EG(G) - type of the 
equipment E that belongs 
to gang G 
EMX - maximum number of 
types of equipment 
EP(PN) - end of period PN < 
in a season 
ESWCP(E) - equipment E in 
use in CP for service or 
work SRWRKE=1, or repair 
REPNDE=-1,otherwise NTCPE=0 
EUDD(E) - equipment E used 
the current day until D, 
USDE=1 otherwise NTUSDE=0 
2 weather expec-
tation is con-
sidered good 
1 otherwise; 
selecting a 
timeliness 
function for 
bales 
2 weather expec-
tation is con-
sidered good 
1 otherwise; 
deriving 
workable time 
estimates for 
wheat and straw 
Table 6 
ha/h input 37,76 
EWl(EWWD)= 
EW2(EWWD)= 
init. 
init. 
Table 7 
input 82 
pr.sw. 38/97 
pr.sw. 38/88 
switch 53,69,Table 4 
switch 53,73,Table 5 
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Name and explanation Units Remarks Page or table 
EWWD,EWWDO,EWWDl,EWWDP - switch 
expectation of the weather 
at D, at WD, at WDl at a 
date of weather forecast 
preceding WD 
F - number of a field within 
a material M, 
!<, F4 LENGTH (M)=FMX 
FLD,FLDD,FLDP - link address 
of a field, of a field 
delivered, of a field proc-
essed 
FMX - maximum number of fields 
within each material M, 
LENGTH(M) 
FROMCH(F,M) - subroutine 
removing field F from the 
queue of M 
FROMF(F) - subroutine linking 
field F to a storage 
address 
FRQMX3(EWWD) - fraction of ha/ha 
QMXM(3) allowed with EWWD 
FTRD - fraction of time re- h/h 
maining on the current 
day, from D until end of 
day,( for example PS(3) 
at 22h00) related to a 
working day of ten hours 
FUM1 = 1, UMDl(M) is active, init. 
see DMXUM1(M) 
FWT(M,i) - fraction of the h/h input 
workable time expected as 
available for processing 
material M in period i, 
i=PD or PN 
67,Table 3, 
69,73/102/104 
22/90 
55/90/108 
init. 
4 100 
subr. 
subr. 
input 42,82/97 
34/85 
26,78,Table 13 
G - number of a gang, 
14 G^ GMX 
GMX - maximum number of 
different gangs 
GOOD = 1, condition of mate-
rial and weather are satis-
factory for processing,seeCDTD(M) 
init. 
init 
Table 6 
76 
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HEAD = 0, field ordered at 
the head of the queue, see 
MTAIL(M) 
HRD - clock time (decimal) h 
at D 
HRND - clock time (decimal) h 
at NXTD 
init. 
/85 
/104 
IEXT - number of period in 
a day for regular time or 
overtime (extra time), HRD of 
De iDEXT(IEXT-l) ,DEXT(IEXT)( 
LAFRST(M) - subroutine 
delivering the first field 
F of material M 
LALAST(M) - subroutine 
delivering the last field 
F of material M 
LASUCC(F) - subroutine 
delivering the next field 
F of field F 
LBLFR(E) - lower bound of a 
uniform distribution for 
the failure-free operating 
time of E 
LBREP(E) - lower bound of a 
uniform distribution for 
the repair time of E 
LCD - limit of change in 
drying costs per hour, 
causing DD(6) 
LENGTH(M) - subroutine 
delivering the number of 
fields with material M 
LGD(G) - loss of material 
due to excess capacity of 
gang G at D 
LMD(M) - timeliness loss of 
material M, processed at D 
LUD - limit for urgency 
increase, causing DD(3) 
Table 14/85 
$/ha 
$/ha 
$ 
subr. 
subr. 
subr. 
input 
subr. 
input 
74,Table 6 
input 74,Table 6 
$/h input 53,82 
58/94 
58/87 
82 
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% 
% 
M,MD,MP - number of a 
material (delivered, proc-
essed) i_< M<. 9 
MC = 3, position of the 
moisture content of mate-
rial in data storage 
MCBL - moisture content of % 
bales, % (wet basis) 
MCCL(M) - moisture content 
class of material M 
MCG - moisture content of % 
grain 
MCL(M) - material column 
for linking M to its 
timeliness function, see 
Appendix C 
MCLPS - moisture content of 
lower part of straw 
MCLSR,MCLSR1,MCLSRD -
moisture content of lower 
part of ripe straw at WD, 
in (WD,WD1), and at D 
MCPB(M) - moisture content % 
processing bound of material M 
MCSL - moisture content of % 
soil 
MCSW - moisture content of 
swath 
MCSWR,MCSWR1,MCSWRD -
moisture content of swath 
of ripe straw at WD, in 
(WD,WD1) and at D 
MCW(M),MCW1(M),MCWD(M) - % 
moisture content (% wet 
basis) of material M at 
WD,from WD to WDl, and at 
D 
MCWG - moisture content of % 
wet grain in dryer 
MDRP(M) - material M 
delivered is considered 
ready for processing di-
rectly, MRDY=1 otherwise 
MNTRDY=0 
init. 
<9 
init. 
input 
inputs 
init.& 
pr.sw. 
input 
input 
% 
% input 
63 
Table 15 
69,Table 15/86/108 
Table 5/104 
83/102 
/87 
65 
input 83/86/102 
69,70 
83/102 
65/86 
83/86/102 
51/86/102 
Table 15/86/109 
switch 70 
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MINUE(E) - minimum use of 
equipment E since the 
last service before a 
service is needed 
MNTH,MNTH0,MNTH1 - month 
at D, at WD, from 
WD to WD1; January=l, 
December=12 
MNTRDY = 0, material M is 
considered not ready for 
processing at delivery, 
see MDRP(M) 
MRDY = 1, material M is 
considered ready for 
processing at delivery, 
see MDRP(M) 
MTAIL(M) - the delivered 
material M is ordered to 
the tail of the queue of 
fields, TAIL=1, first in 
first out,otherwise 
HEAD=0, last in first out 
MXIEXT - maximum number of 
IEXT 
input 74,Table 6 
input 82/102 
init. 
init. 
switch 70 
input 
NDAYS(M) - number of days 
WTD(M) is valid; for sub-
sequent days WTAV(M) is 
valid 
NEXCPG(G) - number of 
different excess capacities 
and costs for gang G, 
ECAPG(G,i),CSTG(G,i) 
NGC(G,C) - number of gangs 
in combination C 
NM(G) - number of men in 
gang G 
NMCP - number of men actual-
ly used in combination CP 
NSxyz - number of elements 
in set Sxyz; in program 
only, see SG...,SM... 
NTALWD = 0, not allowed for 
service, see SERGA(G) 
25/88 
input 37,76 
init. 
init. 
Table 9 
Table 6 
56/97 
init. 
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NTAPPL = 0, application not 
possible, see APG(G) and 
APGC(G,C) 
NTCPE = 0, equipment E not 
used in combination CP, 
see ESWCP(E) 
NTFUM1 = 0, UMD1(M) is in-
active, see DMXUMl(M) 
NTGOOD = 0, condition of 
material or weather is 
unsatisfactory for proc-
essing, see CDTD(M) 
NTRPE,NTRPG = 0, no repair 
for E, for G, see REPE(E) 
and REPGD(G) 
NTSRE,NTSRG = 0, no service 
for E, for G, see SERE(E) 
and SERGD(G) 
NTSRRP = 0, no service or 
repair 
NTUSDE = 0, equipment E 
not yet used on the 
current day in period 
Int(D) to D, see EUDD(E) 
NWD(F) - number of weekend 
days (Saturday and Sunday) 
belonging to the period of 
operation on field F of a 
material M and expected at 
D 
NXTD - a potential next 
decision date 
NXTDD - the next decision 
date after DD (in program 
given as NXTD) 
OPD(F) - operation period 
for processing field F of 
material M expected at D 
(including weekends) 
OPTD = 2, the position of 
the optimum date of 
processing a field in 
data storage 
init. 
init. 
init. 
init. 
init. 
init. 
init. 
init. 
25/90 
44,54/104 
47,54/104 
25/90 
init. Table 15 
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OTD(F) - operation time for 
processing field F of 
material M expected at D 
(excluding weekends) 
PD - number of the period 
PN at D 
PN - number of a period 
in the season, for 
example weeks 1,.••,5 
PNDD - number of working 
days of the current 
week passed at D, decimal 
PS(i) - clock time when a 
pause starts, for example 
12h00 
25/90 
mit. 
<5 
input 
25/85 
78,82/90/91 
25/85 
82 
Q3FHEW= 
1, maximum 
quantity of 
bales is con-
sidered a 
function of 
clock time 
HRD and 
weather expec-
tation EWWD 
0, otherwise 
QDMAD(M) - potential quanti- ha 
ty of material M delivered 
in period (D,AD) 
QDMADP(M) - quantity of 
material M delivered in 
period (D,ADP) 
QF - capacity of processing 
QFD(F),QFD1 - quantity of 
material M on field F 
at D 
QM(M,PN) - quantity of 
material M to be processed 
in period PN 
QMD(M) - quantity of 
material M available at D 
QMD1(M) - quantity of 
material M ready for proc-
essing and available at D 
switch 42 
ha 
ha/d 
ha 
ha 
ha 
ha 
def. 
47,48/101 
48/100 
35/90/91 
input' 55,82,Table 15 
(wheat) /90/108 
Table 13 
31,55,56/107/109 
32,55,56/86 
/107/109 
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QMXM(M) - maximum quantity ha 
of material M 
QMXMD(M) - maximum quanti- ha 
ty of material M at D 
QPG - quantity processed ha 
by a gang of combination 
CP during DT after D 
QPMAD(M) - potential quan- ha 
tity of material M proces-
sed in period (D,AD) 
QPMADP(M) - quantity of ha 
material M processed in 
period (D,ADP) 
QPMNX(M) - quantity of ha 
material M available and 
ready for processing 
from DD to NXTDD 
input 74 
42/88/99 
55/107 
47,48/101 
48/100 
49,55/107 
REPE(E) = 
RAIN = 4, the position of 
the cumulative amount of 
rain at baling in data 
storage 
RAINWl - amount of rain mm 
in period WD to WDl 
RAN(RNDM) - a random number 
RPE=1 if equip-
ment E needs 
repair 
NTRPE=0 otherwise 
RPNDG=1 if re-
pair of equip-
ment EG(G) is 
needed,and 
allowed in 
gang G 
RPFRBG=-1 if 
repair of equip-
ment EG(G) is 
needed, and not 
allowed in gang G 
NTRPG=0 if repair 
of equipment EG(G) 
is not needed in 
gang G 
mit. Table 15 
REPGD(G)= 
input 82/102 
subr. 
pr.sw. 36/89/90 
pr.sw. 36/89/90 
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Name and explanation Units Remarks Page of table 
REPNDE = -1, equipment E 
not in service or work 
due to repair, see 
ESWCP(E) 
RIPDT = 5, the position 
of the combine ripeness 
date of a wheat field in 
data storage 
RMT(MCL(M),T) - recoverable 
value of M at T, timeline-
ness function of material 
M 
RMTF(MfT) - recoverable 
value of M at T 
RN(DNRW) - row number j 
for DNRW, see CEXT(i,j); 
1 if DNRWe {1,...,5},2 if 
DNRW=6 and 3 if DNRW=7 
RPE = 1, repair of equip-
ment E, see REPE(E) 
RPFRBG = -1, repair of 
equipment EG(G) is for-
bidden in gang G, see 
REPGD(G) 
RPNDG = 1, repair of equip-
ment EG(G) is needed in 
gang G, see REPGD(G) 
init. 
init. Table 15 
$/ha input 67-69,Table 4 
$/ha subr. 16/93 
input Table 14 
init. 
init. 
init. 
SERE(E) = 
SC - the set of combinations, 
11i•••/CMX/ 
SCM(M) - the set of M-com-
plete combinations 
differing in gangs proc-
essing M, defined in 
Section 2.3.3.3 
SRE=1 if equip-
ment E needs 
service 
NTSRE=0 otherwise 
ALWD=1, service 
for equipment 
EG(G) is allow-
ed in gang G 
(for example 
one-man gangs) 
NTALWD=0,otherwise 
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SERGA(G)= 
def. 
Table 9 
Table 10 
pr.sw. 36/89 
switch 36,Table 7 
Name and explanation Units Remarks Page or table 
SERGD(G)= 
SRNDG=1 if service 
for equipment 
EG(G) is needed, 
and allowed in 
gang G 
SRFRBG=-1 if ser-
vice for equip-
ment EG(G) is 
needed and not 
allowed in gang G 
NTSRG=0 if service 
for equipment 
EG(G) is not 
needed in gang G 
SERTE(E) - initial time h 
needed for service 
°f equipment E 
S G
 - the set of gangs, 
(1,...,GMX} 
SGxyi(M,I) - refers to the Ith 
gang in set SGxy(M); 
in program only, see SG..-
SGC(C) - the set of gangs 
belonging to combination C, 
(G|NGC(G,O >0} 
SGDM(M) - the set of gangs 
delivering material M 
SGPM(M) - the set of gangs 
processing material M 
SMxyl(G,I) - refers to the 
Ith material in set SMxy(G) 
in program only, see SM... 
SMDG(G) - the set of mate-
rials delivered by gang G 
SMPG(G) - the set of mate-
rials processed by gang G 
1 sprouting of wheat 
SPR= is not expected 
2 otherwise 
SRE = 1, service of equip-
ment, see SERE(E) 
SRFRBG = -1, service of 
equipment forbidden in 
gang G, see SERGD(G) 
pr.sw 36/89 
input Table 6 
Table 8 
init. 
init. 
init 
Table 9 
Table 8 
Table 8,10 
init. 
init 
Table 8 
Table 8 
switch 82 
init. 
init. 
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SRRPUG= 
SRNDG = 1, service of equip-
ment needed in gang G, 
see SERGD(G) 
SRORRP = 1, service or repair 
1, service and re-
pair is only 
done if a gang is 
urgent enough 
0 otherwise (for 
example, also if 
a man is available) 
SRWRKE = 1, equipment E in 
service or at work, see 
ESWCP(E) 
STIMAG - stimulus for gangs 
actually in use, 
decimal >X.O, 
STIMFF - stimulus of finish-
ing fields 
SUMDT(NMCP) - time spent h 
with NMCP men 
SUMNWD - nummber of weekend d 
days in the operation 
period of the fields 
1 to F-l of a material M 
SUMOTD - operation time d 
(excluding weekends) for 
fields 1 to F of a 
material M 
SWV = 5, the position of 
the swath value at 
baling in data storage 
SWVL - the swath value at $/ha 
baling 
init. 
init. 
switch 41 
init. 
regul. 
regul. 
40 
39 
57/105 
/90 
/90 
init. Table 15 
69,Table 15/108 
T - time in the timeli-
ness function of a 
material relative to 
DMXRD(F) of field F 
TAIL = 1, field ordered to 
the tail of the queue, see 
MTAIL(M) 
Table 4 
init. 
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TBWT(NDAYS(M),MCCL(M), 
EW2(EWWD),M) - table of 
workable time depending 
on period, moisture 
content class, weather 
expectation and mate-
rial, see Table 5, and 
WT( ) in Appendix C 
TFLRE(E) - remaining time 
of use of E which is 
failure free 
TFNMD(M) - time needed to 
finish QMD1(M) with the 
current combination CP 
preferred until NXTDD 
TMIDAT - hourly weather 
and material data given 
each hour (=1), aggre-
gated within a day (=2) 
or a week (=3) 
TOP(F) - subroutine which 
frees the link address 
of field F 
TOHEAD(F,M) - subroutine 
positioning field F at 
the head of queue M 
TOTAIL(F,M) - subroutine 
positioning field F at 
the tail of queue M 
TPSD - time remaining 
from D until the next 
pause 
TRD - time remaining from 
D until no-work time, 
for example PS(3), 
22h00 
TREPE(E) - remaining time 
needed for repair of 
equipment E 
TSERE(E) - remaining time 
needed for service of 
equipment E 
h/ input Table 5 
period 
57,74/90/110 
39/87 
switch Appendix C and E 
subr. 
subr. 
subr. 
40/85 
40/85 
58,74/89/110 
57,74/89/110 
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TUPDG(G),TUPDG1(G) - time h 
for setup (including 
teardown) of gang G if 
equipment EG(G) is used 
for the first or a next 
time on a day 
TUPEFF - influence of setup 
time ATUPDG(G) on urgency 
UGD(G), decimal ^0.0 
UBFLR(E) - upper bound of h 
a uniform distribution 
for the failure-free 
operating time of E 
UBREP(E) - upper bound of h 
a uniform distribiution 
for the repair time of E 
UCD(C) - urgency for combi- $/h 
nation C at D 
UFD(F) - urgency of proc- $/h 
essing field F of 
material M at D 
UGD(G) - urgency of gang $/h 
at D 
UIM(M) - urgency increase $/h 
for material M expected 
UMD(M) - urgency of proc- $/h 
essing material M 
UMDl(M) - disurgency of $/h 
delivering M 
urgency of mate-
rials calculated: 
-J only at 24h00 
O-.'if D«DD(4) or DD(7) 
1 each decision date 
1, equipment E 
already used the current 
day in period Int(D) to 
D, see EUDD(E) 
input Table 7 
UMFRDD-
USDE 
regul. 40 
input 74,Table 6 
input 74,Table 6 
33/96 
23/91 
29,37-41/93-95 
50/99 
24,35/91 
28/92 
switch 
pr.sw 
WD,WDl - succeeding dates 
with weather information 
and information on 
properties of materials 
51/102 
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WDPER(PN) - number of 
workdays in period PN 
WRD - weather report date 
after D 
WRp - weather report 
period between two 
reports 
WTAV(M) - average workable 
time for material M 
between certain working 
hours 
WTD(M) - workable time 
for material M expected 
at D between certain 
working hours 
WTMLTM(M) - workable time 
multiplier for material M 
d 
d 
h 
h/d 
h/d . 
def. 
input 
input 
input 
input 
78 
82/104 
82 
73,Table 17 
73,Table 5/ 
73 
X,Y - auxiliary variable 
YEAR - year needed for 
information about weather 
and materials 
input 
Symbols 
toax(a,b,c 
min^xU) 
lnt(x) 
a.c. 
ics 
Sles 
SlnS2 
S 
x 
Vn 
3Mb 
I X(i) 
us 
$ 
) - maximum of a,b and c 
) - minimum of x(i) for all i 
- integer part of a decimal variable x; 
truncation 
- moisture content 
- element i belongs to a set S 
- set SI belongs to set S, is a pure subset 
of S 
- intersection of the sets SI and S2 
containing those elements belonging to 
SI and to S2 
- number of elements in a set S 
- absolute value of variable x 
- for all n 
- there exists an n such that a and b 
are true 
X(i)^ Y- sum of X(i) for all i not belonging to a 
set S under the condition X(i) not equal to Y 
- some monetary unit, actual data are in 
Dutch guilders 
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l.En with n >10 - co,infinity in program 
15h30 - half past three in the afternoon 
15.50 h 
x - mean of n independent samples x^ from the 
distribution of a stochastic variable 
x for i=l,... ,n 
sx - standard deviation of the sample of a 
stochastic variable x 
s- - standard deviation of the mean of the 
sample of a stochastic variable; s //n 
y 
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Appendic C - Input da ta for Experiment Xlb 
Name
 U n i t s , D a t a 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
RMTCM 
MCPBCM 
VTAVCM 
QMXMCM 
CAPMCM 
E P C P N ) 
FVTCM, 
FVTCM, 
FVTCM, 
FWTCM, 
FVTCM, 
SERTEC 
MINUEC 
L 3 R E P C 
U3REPC 
LBFLRC 
U3FLRC 
Q F D C F ) 
DMXRDC 
T » - 3 ) 
T=-2> 
T * - l ) 
T» 0 ) 
T» 
T» 
T=» 
T * 
T» 
T = 
T« 
T = 
T* 
1) 
2 ) 
3) 
4) 
5) 
6) 
7) 
3) 
9> 
T=10> 
T » l 1) 
T»12> 
T»13> 
T » l 4 > 
T « 1 5 > 
T M 6 > 
T=17> 
T=13> 
T=19> 
T = 2 0 ) 
T»2 1) 
T=22> 
T » 2 3 ) 
T»24> 
T=25> 
T = 26> 
T*27> 
T=»23> 
T = 29> 
T=3 0 ) 
T * 3 l > 
T»32> 
T*33> 
T*34> 
T » 3 5 ) 
T»36) 
T-37) 
T«33) 
T»39> 
T*40> 
) 
) 
) 
) 
P"*J»1 ) 
PM*2> 
PN«3) 
PN»4> 
PN»5> 
E) 
E) 
E) 
E) 
E) 
E) 
F) 
i / H A 
S/HA 
i / H A 
S/HA 
S/HA 
B/HA 
S/HA 
i / H A 
&/H A 
S/HA 
i / H A 
S/HA 
S/HA 
S/HA 
S/HA 
S/HA 
S/HA 
S/HA 
S/HA 
S/HA 
i / H A 
S/HA 
i / H A 
S/HA. 
S/HA 
S/HA 
S/HA 
S/HA 
S/HA 
i / H A 
i /HA 
i / H A 
i / H A 
S/HA 
i / H A 
i / H A 
i / H A 
$/HA 
S/HA 
$/HA 
$/HA 
i / H A 
S/HA 
S/HA 
X 
H/D 
HA 
HA/H 
D 
3 3 3 0 . J 3 3 * 3 . 0 
32320.02320.0 
32410.02410.0 
32500.02500.0 
32495.02495.0 
32490.02490.0 
32435.02435.0 
32430.02430.0 
32475.02475.0 
32470.02470.0 
32465.02465.0 
32460.02450.0 
32452.52327.5 
32445.02195.0 
32437.52062.5 
3 2 4 3 0 . 0 1 9 3 0 . 0 
32422.51797.5 
32415.01665.0 
32407.51532.5 
32400.01400.0 
32390.01390.0 
32330.01330.0 
32370.01370.0 
32360.01360.0 
32350.01350.0 
32340.01340.0 
32330.01330.0 
32320.01320.0 
32307.51307.5 
32295.01295.0 
32232.51232.5 
32270.01270.0 
32257.51257.5 
32245.01245.0 
32232.51232.5 
32220.01220.0 
32205.01205.0 
3 2 1 9 0 . 0 1 1 9 0 . 0 
32175.01175.0 
82160.01160.0 
32145.01145.0 
82130.01130.0 
32115.01115.0 
3 2 1 0 0 . 0 1 1 0 0 . 0 
H 
H 
H 
H 
H 
H 
HA 
D 
9 
9 
9 
9 
5 
9 
9 
9 
9 
9 
5 
5 
5 
5 
5 
5 
5 
5 
2 3 . 0 
2 . 0 
1 . E 3 0 
0 . 6 3 
3 . 0 
0 . 3 4 
0 . 3 0 
0 . 6 3 
0 . 10 
0 . 10 
1 . 2 
3 . 0 
0 . 0 
0 . 0 
E30 
1 . E 3 0 
1 5 . 0 
1 . 0 
1 
2 5 . 0 
5 . 0 
1 . E 3 0 
1. 13 
1 5 . 0 
0 . 4 3 
0 . 4 6 
0 . 36 
0 . 10 
0 . 10 
0 . 0 
. E 3 0 
0 . 0 
0 . 0 
. E 3 0 
. E 3 0 
1 5 . 0 
1 . 0 
I 
0 . 0 
0 . 0 
0 . 0 
3 3 0 . 0 
3 7 4 . 6 
3 6 9 . 2 
3 6 3 . 3 
3 5 3 . 3 
3 5 2 . 9 
3 4 7 . 5 
3 4 2 . I 
3 3 6 . 7 
3 3 1 . 3 
3 2 5 . 3 
3 2 0 . 4 
3 1 5 . 0 
3 0 5 . 0 
2 9 5 . 0 
2 3 5 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
1 0 0 . 0 
7 . 0 
1 . E 3 0 
0 . 9 3 
2 2 . 0 
0 . 3 3 
0 . 3 6 
0 . 2 3 
0 . 10 
0 . 10 
0 . 0 
. E 3 0 
0 . 5 
0 . 5 
5 . 0 
1 5 . 0 
1 5 . 0 
9 . 0 
1 
0 . 0 
0 . 0 
0 . 0 
3 3 0 . 0 
3 5 3 . 6 
3 3 7 . 1 
315 . 7 
2 9 4 . 3 
2 7 2 . 9 
2 5 1 . 4 
2 3 0 . 0 
2 1 2 . 3 
1 9 4 . 6 
1 7 6 . 9 
1 5 9 . 2 
1 4 1 . 5 
1 2 3 . 3 
1 0 6 . 2 
3 3 . 5 
7 0 . 3 
5 3 . 1 
3 5 . 4 
1 7 . 7 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
1 0 0 . 0 
7 . 0 
2 . 0 
1 . 4 7 
2 9 . 0 
0 . 2 5 
0 . 2 4 
0 . 19 
0 . 10 
0 . 10 
0 . 0 
1 . E 3 0 
0 . 0 
0 . 0 
1 . E 3 0 
1 . E 3 0 
1 5 . 0 
9 . 0 
0 . 0 
0 . 0 
0 . 0 
3 3 0 . 0 
2 5 0 . 0 
2 0 6 . 3 
1 6 2 . 5 
1 1 3 . 3 
7 5 . 0 
7 0 . 0 
6 5 . 0 
6 0 . 0 
5 5 . 0 
5 0 . 0 
4 5 . 3 
4 0 . 0 
3 5 . 0 
3 0 . 0 
2 5 . 0 
2 0 . 0 
1 5 . 0 
1 0 . 0 
5 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
4 7 . 0 
7 . 0 
1 . E 3 0 
1 . 0 
1 . E 3 0 
0 . 10 
0 . 10 
0 . 10 
0 . 5 3 
0 . 12 
0 . 0 
1 . E 3 0 
0 . 0 
0 . 0 
1 . E 3 0 
1 . E 3 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
' 0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
0 . 0 
2 3 . 0 
1 5 . 0 
2 . 0 
0 . 2 0 
0 . 6 0 
0 . 6 0 
0 . 50 
0 . 5 3 
0 . 6 0 
0 . 0 
0 . 0 
0 . 0 
1 0 0 . 0 
9 3 . 3 
9 7 . 5 
9 6 . 3 
9 5 . 0 
9 3 . 3 
9 2 . 5 
9 1 . 3 
9 0 . 0 
3 3 . 3 
3 7 . 5 
3 6 . 3 
3 S . 0 
3 3 . 3 
8 2 . 5 
8 1 . 3 
3 0 . 0 
7 3 . 3 
7 7 . 5 
7 6 . 3 
7 5 . 0 
7 1 . 3 
6 7 . 5 
6 3 . 3 
6 0 . 0 
5 6 . 3 
5 2 . 5 
4 3 . 3 
4 5 . 0 
4 1 . 3 
3 7 . 5 
3 3 . 3 
3 0 . 0 
2 5 . 3 
2 2 . 5 
1 3 . 8 
1 5 . 0 
1 1 . 3 
7 . 5 
3 . 3 
0 . 0 
0 . 0 
1 0 . 0 
I . E 3 0 
1 . 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
0 . 0 
0 . 0 
0 . 0 
1 0 0 . 0 
9 7 . 5 
9 5 . 0 
9 2 . 5 
9 0 . 0 
3 7 . 5 
3 5 . 0 
3 2 . 5 
3 0 . 0 
7 7 . 5 
7 5 . 0 
7 2 . 5 
7 0 . 0 
6 7 . 5 
6 5 . 0 
6 2 . 5 
6 0 . 0 
5 7 . 5 
5 5 . 0 
5 2 . 5 
5 0 . 0 
4 7 . 5 
4 5 . 0 
4 2 . 5 
4 0 . 0 
3 7 . 5 
3 5 . 0 
3 2 . 5 
3 0 . 0 
2 7 . 5 
2 5 . 0 
2 2 . 5 
2 0 . 0 
17 .5 
1 5 . 0 
1 2 . 5 
1 0 . 0 
7 . 5 
5 . 0 
2 . 5 
0 . 0 
0 . 0 
1 0 . 0 
1 . E 3 0 
1 . 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
0 . 0 
1 0 . 0 
• E30 
1 . 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
* Number of data for first index of variable 185 
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Appendix E - Experiments and input data 
The input data are equal to those of the experiment referred 
to except for the listed data which have been altered 
Exp. Short characterization 
code of experiment 
Exp. Altered data 
ref. 
Xla 
Xlb 
Xlc 
Xld 
urgency for wheat too low Xlb WTMLTM(1)=3.9 
Xle 
Xlf 
Xlg 
Xlh 
Xli 
Xlj 
Xlk 
Xll 
urgency for wheat good complete 
input in 
Appendix C 
urgency for wheat high 
no disurgency for 
delivering straw or bales, 
maximum acreage of bales 
depends on clock time 
no disurgency for 
delivering straw 
workable time for wheat, 
including wet grain 
Xlb WTMLTM(1)=1.5 
Xlb DMXUM1(M)=0 for M=2,3 
SRRPUG=0 
Q3FHEW=1 
Xlb DMXUM1(2)=0 
Xld 
no dryer capacity and 
low urgency for wheat 
Xlb 
Xlb 
Xla 
no dryer capacity and 
good urgency for wheat 
dryer capacity extended 
and low urgency for wheat 
excess capacity of 
combine harvester allowed 
at the cost of extra 
machine-loss of grain 
no dryer capacity, low 
urgency of wheat and 
excess capacity of 
combine harvester 
no disurgency for Xld 
delivering straw or bales, 
maximum acreage of bales 
depends on clock time, no 
decision dates due to 
urgency increase of bales 
TBWT(NDAYS(M),MCCL(M), 
EW2(EWWD),M)=Table 5 
MCG<23% 
WTAV(1)=5 h/d 
WTMLTM(1)=0.8 
QMXM(M)=0 for M=6, wet 
grain 
WTMLTM(1)=1.8 
QMXM(6)=0 ha 
WTMLTM(1)=0.9 
QMXM(6)=4 ha 
Xla NEXCPG(G)=3 for G=l,2 
Xlg NEXCPG(G)=3 for G=l,2 
LUD=1.E30 or infinity 
188 
Exp. Short characterization 
code of experiment 
Xlm 
Xln 
Xlo 
Xlp 
Xlq 
Xlr 
Xls 
Xlt 
Xlui 
Exp, 
ref, 
Altered data 
Xlm 
Xln 
no disurgency for 
delivering straw or bales 
maximum acreage of bales 
depends on clod: time and 
on weather expectation 
(0.1-1.0 of QMXM(3)) 
no decision dates due to 
urgency increase of bales 
no weather report every 
6h (resulting in expec-
tation of rain with a 
probability <0.5) 
no disurgency for 
delivering straw, no 
weather report 
expecting rain with a 
probability >0.5 and 
maximum acreage of bales 
depends on clock time 
calculating urgency of 
materials only at decision 
dates due to start or 
finish of overtime or to 
a weather report 
calculating urgency of XI1 
materials once a day at Oh 
regular time and overtime XIa 
one hour earlier 
Xld QMXM(3)=10 ha 
Xlp 
urgencies for straw, 
bales, stubble and wet 
grain, maximum acreage of 
bales depending on clock 
time and weather 
expectation 
Xlf 
LUD=1.E30 
WRD=1.E30 
Xle WRD=1.E30 
EW2(3)=1 
SRRPUG=0 
Q3FHEW=1 
XI1 UMFRDD=0 
UMFRDD=-1 
DEXT(i)=6,ll,12 
24 for i=l,2, 
PS(i)=ll,17,21, 
1=1,2,3,4 
QMXM(3)=10 ha 
>, 17,21 and 
' • a • , O 
24 for 
DMXUM1(M)=1 for M=2,3 
STIMFF=0 
SRRPUG=0 
Q3FHEW=1 
i:l 
WTMLTM(1)=1.1 
WTMLTM(2)=1.6 
WTMLTM(M)=1.7 
for M=3,4,5 
WTMLTM(6)=1.4 
2 3 
1.1 1.1 
1.3 1.1 
1.4 1.1 
1.1 1.1 
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Exp. Short characterization Exp. 
code of experiment ref. 
Altered date 
Xij 
X2a 
X2b 
acreages (j=l,...,7), 
yield and capacities 
(i=S,M,L,Y,Y')see Section 
3.5.5) 
Xlul 
no failure, repair, 
service or setup time 
Xla 
reduced capacities for 
baling, loading and 
ploughing (inclusion 
of more setup time) 
Xlb 
X2u reduced capacities Xlul 
X3a one overtime charge, X2a 
Saturday evening available 
as overtime, dryer capaci-
ty limit almost excluded, 
no loaded bales, no deci-
sion dates due to urgency 
increase of bales or 
change in drying costs or 
weather report (resulting 
in expectation of rain 
with a probability <0.5) 
see Table 20 
QMXM(M) 
CAPM(M) 
CAPG(G) 
QFD(F),four fields of 
wheat with one fourth 
of the acreage 
(see Appendix G) 
LBFLR(3)=UBFLR(3)=1.E30 
or infinity 
MINUE(1)=1.E30 
TUPDG(G)=TUPDG1(G)=0 h 
for G=l,2,...,8 
CAPG(G)=0.80,0.56,1.18, 
1.20,0.75,2.19,0.59, 
0.41, ha/h for G=l, 
2,...,8; see Table 7 
same alterations as from 
Exp. Xla to Exp. X2a and 
CAPG(3)=0.97 baling 
CAPG(5)=0.70 loading and 
unloading 
CAPG(7)=0.56 ploughing 
CAPM(2)=0.97 straw 
CAPM(3)=0.95 bales 
CAPM(4)=1.44 loaded bales 
CAPM(5)=0.97 stubble 
same alterations as from 
Exp. Xla to Exp. X2a 
and Xlb to X2b 
LUD=LCD=WRD=1.E3 0 
CEXT(3,2)=CEXT(4,2)= 
CEXT(5,2)=15 $/h 
QMXM(6)=15 ha 
CAPG(4)=CAPG(6)=0. ha/h 
CAPM(3)=CAPM(4)=0.75 ha/h 
(=CAPG(5)) 
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Exp. Short characterization 
code of experimant 
X4a 
Y3a 
Y4a 
Z4a 
Z5 
Exp. Altered data 
ref. 
one field, one ripening X3a 
date, on the first Monday 
at OhOO for wheat, each 
material directly ready 
for processing at deliver-
ing, no disurgency for 
delivering straw or bales 
hourly weather and 
material information 
aggregated for days in 
four blocks of no-work 
time, regular time, over-
time and no-work time 
X3a 
hourly weather and 
material information 
aggregated for 
days (as in Y3a) 
hourly weather and 
material information 
aggregated for weeks in 
three blocks of regular 
time, overtime and 
no-work time 
X4a 
X4a 
linear programming model 
with combinations as 
decision variables in 
weekly periods 
QFD(1)=60 ha, QFD(i)=0 ha 
for i=2,3,4 
MDRP(M)=1 for all M 
DMXUM1(M)=0 for M=2,3 
DMXRD(1)=4,3,2,0,6,5,4, 
2,1,0,6,4 in the years 
1957,...,1968 
EP(i)=DMXRD(l)+i x 7 for 
1=1,2,3,4 
DEXT(i)=7,17,22,24 
CEXT(i,j = l)= oo,0,15,oo-
CEXT(i, j=2)= 00,15,15,00 
CEXT(i,j=3) = oo,oo,oo,oo 
for i=l,2,3,4 
(i=5,6 are not used) 
MXIEXT=4 
TMIDAT=2 
PS(i)= oo for i=l,...,4 
same alterations as from 
X3a to Y3a 
DEXT(i)=50,90,168 
CEXT(i,j=l)=0,15,oo 
CE XT (i, j=2,3 )=oo oo oo 
for i=l,2,3 
(i=4,5,6 are not used) 
MXIEXT=3 
TMIDAT=3 
PS(i)= oo for i=l,...,4 
see Tables 11a and lib 
with workable time 
constraints derived 
from Z4a for the week-
ly periods. 
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Appendix F - Resu l t s of Experiments 
Xla - Xlu 
Table Fl Urgency for wheat: too low. Results from Experiment Xla 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
sx 
Relative 
capacity 
of wheat 
harvest 
1.22 
1.21 
1.18 
1.21 
1.18 
1.19 
1.21 
1.20 
1.20 
0.02 
Actual use of 
gangs G 
(incl.waiting), 
CAUG(G) in h 
G» 
27 
25 
23 
28 
27 
38 
31 
28 
29 
4 
l1 2 
30 
33 
31 
29 
32 
17 
25 
30 
28 
5 
71 
63 
71 
65 
70 
68 
69 
61 
64 ' 
66 
4 
Setup, 
service,repair 
CUG(G)-CAUG(G) 
in h 
81 VG 
43 53 
31 51 
40 58 
35 55 
34 70 
34 63 
45 61 
45 59 
38 59 
6 6 
G-3 
14 
15 
20 
17 
22 
19 
19 
20 
18 
3 
4,! 
11 
9 
12 
10 
13 
12 
12 
11 
11 
1 
5 
Combinations 
with NMCP 
men in h 
2> 
166 
162 
175 
172 
180 
177 
174 
176 
173 
6 
1 
40 
44 
31 
31 
32 
39 
39 
39 
37 
5 
0 
41 
34 
72 
56 
84 
72 
61 
70 
61 
17 
Manhours 
at costs 
CEXTD 
0* 
266 
263 
262 
288 
298 
278 
245 
274 
272 
17 
in $/h 
15 20 
77 
79 
94 
74 
73 
84 
106 
79 
83 
11 
29 
27 
24 
13 
21 
32 
36 
36 
27 
8 
total 
373 
369 
380 
374 
392 
394 
338 
389 
382 
10 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
»x 
Variable costs in $ 
man-
hours 
over-
time 
1741 
1731 
188a 
1362 
1511 
1894 
2318 
1909 
1794 
288 
drying 
wet 
grain 
496 
562 
826 
665 
935 
1015 
759 
856 
764 
180 
timeliness losses 
wheat straw bales 
M-l1 
3483 
2439 
3129 
4074 
2875 
3384 
3442 
4587 
3427 
670 
2 
951 
587 
990 
710 
1056 
1007 
745 
1339 
923 
237 
"i 
99 
60 
293 
47 
317 
63 
59 
156 
137 
110 
total 
(excl. 
bales) 
6671 
5319 
6834 
6810 
6377 
7300 
7264 
8691 
6908 
952 
Wheat harvest 
preceding a r: 
date 
1st date 
by 
0-
v*J 
-
-
-
-
_ 
-
-
0. 
0. 
0. 
•1 
iys 
59 
07 
21 
i 2nd 
by 
1-2 
in ha Date 
wh< 
date 
0-1 
days 
-
-
-
-
«. 
-
-
-
-
-
-
-
M 
-
-
-
nai 
enc 
28 
22 
29 
32 
30 
27 
27 
39 
29 
5 
;at 
rvest 
led 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat stubble 
M-l 
-
-
-
-
« 
— 
-
-
_ 
-
5 
— 
— 
-
7.51 
1.21 
— 
— 
10.35 
2.4 
4.1 
l.With unfinished acreages for wheat 2h and 4 manhours and a timeliness loss of 400$ per ha 
are added, for stubble lh and 2 manhours are added. 
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Table F2 Urgency for wheat: good. Results from Experiment Xlb 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Relative 
capacity 
of wheat 
harvest 
1.19 
1.21 
1.17 
1.18 
1.15 
1.15 
1.20 
1.16 
Actual use of 
gangs 
(incl 
G 
.waiting), 
CAUG(G) In h 
O l 1 2 7l 
38 
32 
40 
39 
45 
41 
38 
29 
17 
24 
15 
16 
10 
15 
16 
31 
64 
68 
61 
70 
70 
64 
59 
62 
8l 
42 
36 
45 
33 
32 
41 
47 
46 
Setup, 
service,repair 
CUG(G)-CAUG(G) 
in h 
VG 
49 
56 
54 
50 
66 
57 
54 
60 
G-3 
15 
17 
18 
18 
22 
18 
17 
21 
4,5 
12 
12 
11 
10 
14 
9 
10 
13 
Combinations 
with 
men 
2» 
175 
174 
176 
175 
183 
178 
171 
180 
NMCP 
in h 
1 
32 
30 
37 
31 
37 
38 
41 
32 
0 
51 
34 
58 
53 
86 
59 
54 
57 
Manhours 
at costs 
CEXTD 
0* 
284 
261 
257 
278 
300 
276 
231 
253 
in |/h 
15 20 
74 
89 
105 
81 
82 
89 
113 
101 
23 
27 
26 
21 
22 
29 
38 
37 
total 
382 
378 
388 
381 
403 
• 394 
382 
391 
x 1.18 38 18 65 40 56 18 11 177 35 57 
s» 0.02 5 7 4 6 6 2 2 4 4 14 
268 92 28 387 
21 13 7 8 
Year Variable costs in $ Unfinished 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
8X 
man-
hours 
over-
time 
1582 
1880 
2097 
1650 
1664 
1908 
2463 
2252 
1937 
314 
drying 
wet 
grain 
623 
561 
679 
677 
951 
917 
652 
805 
733 
142 
timeliness losses 
wheat straw bales 
M-l1 
2272 
1681 
2427 
2434 
2207 
2267 
2775 
3296 
2420 
468 
2 
1052 
1308 
1265 
1143 
1381 
1123 
1257 
1173 
1213 " 
109 
3 
237 
68 
981 
69 
857 
89 
51 
172 
316 
379 
total 
(excl. 
bales) 
5529 
5430 
6467 
5904 
6203 
6215 
7148 
7526 
6303 
734 
preceding 
date 
1st date 
by 
0-1 
days 
6.59 
-
5.37 
8.28 
8.97 
6.65 
-
2.41 
4.8 
3.6 
a ripening 
2nd date 
by 
1-2 
days 
— 
-
-
-
_ 
-
-
-
• 
— 
0-1 
— 
-
-
-
0.40 
-
-
-
0.05 
0.14 
when 
wheat 
harvest 
ended 
26 
22 
23 
30 
28 
27 
26 
39 
28 
5 
acreage in ha 
on 15 Sept. 
wheat 
M»l 
— 
-
-
-
_ 
-
-
-
« 
-
stubble 
5 
— 
-
-
-
w 
-
-
4.30 
0.5 
1.5 
1. As in Table Fl 
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Table F8 No disurgency for delivering straw or bales. Results from Experiment Xld 
Year Relative Actual use of Setup, Combinations Manhours 
capacity gangs G service,repair with NMCP 
of wheat (incl.waiting), CUG(G)-CAUG(G) men in h 
harvest CAUG(G) in h in h 
at costs 
CEXTD in $/h 
total 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
8x 
1.18 
1.20 
1.16 
1.17 
1.15 
1.15 
1.19 
1.17 
1.17 
0.02 
O l 
34 
30 
39 
41 
45 
41 
35 
38 
38 
5 
1
 2 
23 
27 
17 
14 
10 
15 
21 
18 
18 
5 
7* 
61 
61 
56 
63 
64 
59 
56 
58 
60 
3 
8* 
45 
45 
53 
42 
41 
48 
52 
51 
47 
5 
Nfc 
45 
48 
42 
44 
56 
49 
41 
50 
47 
5 
G-3 4,5 
12 
12 
11 
12 
15 
11 
11 
14 
12 
2 
10 
10 
9 
8 
11 
8 
9 
10 
9 
1 
2* 
167 
162 
166 
169 
175 
174 
156 
173 
168 
7 
1 
38 
45 
42 
37 
43 
32 
58 
38 
42 
8 
0 
44 
33 
46 
50 
79 
56 
52 
57 
52 
13 
O1 
263 
257 
258 
266 
293 
269 
215 
237 
257 
23 
15 
84 
91 
92 
83 
80 
84 
118 
97 
91 
12 
20 
25 
20 
25 
25 
20 
29 
36 
49 
29 
10 
372 
368 
375 
374 
393 
381 
369 
383 
377 
8 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
8x 
Variable costs in $ 
man-
hours 
over-
time 
1758 
1767 
1854 
1746 
1603 
1835 
2496 
2431 
1936 
334 
drying 
wet 
grain 
585 
544 
598 
689 
921 
919 
653 
821 
716 
151 
timeliness lc 
wheat straw 
M»ll 
1989 
1583 
1630 
2389 
2193 
2173 
2585 
3177 
2215 
519 
2 
889 
1293 
1124 
850 
1123 
918 
1372 
1010 
1072 
191 
isses 
bales 
3 
721 
61 
1567 
74 
862 
64 
59 
211 
452 
553 
total 
(excl. 
bales) 
5220 
5188 
5206 
5674 
5840 
5846 
7106 
7438 
5940 
871 
Wheat harvest 
preceding 
date 
1st date 
by 
0-1 
days 
7.80 
-
5.37 
8.28 
8.97 
6.65 
-
2.41 
4.9 
3.7 
in ha 
a ripening 
2nd date 
by 
1-2 
days 
-
-
-
-
_ 
-
-
-
_ 
— 
0-1 
t 
— 
-
-
2.13 
0.44 
— 
—» 
-
0.3 
0.8 
Date 
when 
wheat 
harvest 
ended 
23 
21 
21 
28 
28 
23 
25 
27 
25 
3 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat 
M-l 
— 
-
-
-
_ 
-
-
-
_ 
-
stubble 
5 
-. 
-
-
-
_ 
-
-
3.75 
0.5 
1.3 
1. As in Table Fl 
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Table F9 No disurgency and disurgency for delivering straw and bales. Results from 
Experiment Xld minus, Xlb 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Actual use of 
gangs G 
(incl.waiting] 
CAUG(G) in h 
G-l* 
-4 
-2 
-1 
2 
0 
0 
-3 
9 -
2 7* 
6 -3 
3 -7 
2 -5 
-2 -7 
0 -6 
0 -5 
5 -3 
13 -4 
Setup 
service, repair 
I, CUG (G)-CAUG (G) 
in h 
81 \fc 
3 - 4 
9 - 8 
8 -12 
9 - 6 
9 -10 
7 - 8 
5 -13 
5 -10 
G-3 
-3 
-5 
-7 
-6 
-7 
-7 
-6 
-7 
4,5 
-2 
-2 
-2 
-2 
-3 
-1 
-1 
-3 
Combinations 
with NMCP 
men in h 
2* 1 
- 8 6 
-12 15 
-10 5 
- 6 6 
- 8 6 
- 4 6 
-15 17 
- 7 6 
0 
- 7 
- 1 
-12 
- 3 
- 7 
- 3 
- 2 
0 
Manhours 
at costs 
CEXTD in 
01 
-21 
- 4 
1 
-12 
- 7 
- 7 
-16 
-16 
15 
10 
2 
-13 
2 
- 2 
- 5 
5 
- 4 
$/h 
20 
2 
-7 
-1 
4 
-2 
0 
-2 
12 
total 
-10 
-10 
-13 
- 7 
-10 
-13 
-13 
- 8 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
I960 
y 
sy 
t 
1. As 
Variable costs in $ 
man-
hours 
over-
time 
176 
-113 
-243 
96 
- 61 
- 73 
33 
179 
- 1 
52 
-0.02 
drying 
wet 
grain 
-38 
-17 
-81 
12 
-30 
2 
1 
16 
-17 
11 
-1.55 • 
in Table Fl 
timelii 
wheat 
M-l* 
-283 
- 98 
-797 
- 45 
- 14 
- 94 
-190 
-119 
-205 
90 
-2.28* 
ness losses total 
. , (excl. 
straw bales . , , bales) 
2 
-163 
- 15 
-141 
-293 
-258 
-205 
115 
-163 
-140 
47 
3 
484 
- 7 
586 
5 
5 
-25 
8 
39 
137 
88 
-2.98** 1.56 
-309 
-242 
-1261 
-230 
-363 
-369 
- 42 
- 88 
-363 
135 
-2.69** 
Wheat harvest in 
preceding 
date 
1st date 
by 
0-1 
days 
1.21 
-
-
-
• 
-
-
-
ha 
a ripening 
2nd date 
by 
1-2 
days 
-
-
*» 
«• 
_. 
-
-
-
0-
-
-
-
2. 
0. 
-
-
— 
•1 
,13 
,04 
Date 
when 
wheat 
harvest 
ended 
-3 
-1 
-2 
-2 
0 
-4 
-1 
-12 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat stubble 
M-l 5 
-
-
-
- -
_ — 
-
-
-0.55 
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Table FlO No disurgency and disurgency for delivering 
straw. Results from Experiments Xle minus Xlb. 
' Year Variable costs in $ 
man-
hours 
over-
time 
drying timeliness losses 
wet 
grain wheat 
M=ll 
straw 
2 
bales 
3 
total 
(excl. 
bales) 
1968 
1959 
1958 
1961 
51 
-107 
-119 
125 
- 11 
- 44 
-146 
- 32 
•727 
•157 
•761 
•608 
151 
69 
207 
250 
55 
15 
•465 
2 
-536 
-239 
-818 
-265 
1967 
1962 
1966 
1960 
139 
191 
69 
99 
13 
- 48 
-112 
- 87 
• 69 
•167 
•314 
•607 
-26 
21 
93 
193 
23 
-21 
-9 
-19 
57 
- 3 
-265 
-402 
y 
Sy 
t 
56 - 58 -426 120 
40 19 99 34 
1.40 -3.05** -4.30***3.53*** 
-52 -309 
60 100 
0.87 -3.09** 
1. As in Table Fl 
Table Fll No weather report and weather report every 
six hours. Results from Experiment Xlp minus Xle 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
Sy 
JL 
t 
1. AS 
200 
Variable costs 
man-
hours 
over-
time 
150 
157 
-57 
182 
334 
153 
62 
2.47* 
drying 
wet 
grain 
• 
- 95 
-241 
- 33 
- 2 
- 30 
- 80 
43 
-1.86 
in Table Fl 
in $ 
timeliness losses 
wheat 
M=l! 
-165 
706 
- 84 
- 68 
270 
132 
162 
0.81 
straw 
2 
24 
-113 
142 
30 
310 
79 
71 
1.11 
bales 
3 
-2035 
5 
24 
0 
-25 
-406 
407 
-1.00 
total 
(excl. 
bales) 
-87 
510 
-32 
142 
884 
283 
183 
1.55 
Table F12 No weather report, probability of rain 
greater than 0.5 and less than 0.5. Results from 
Experiment Xlq minus Xlp 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
s5 
t 
Variable costs 
man-
hours 
over-
time 
37 
173 
6 
-164 
-136 
- 17 
61 
-0.28 
drying 
wet 
grain 
12 
-28 
17 
- 6 
-67 
-14 
15 
-0.93 
in $ 
timeliness los: 
wheat 
M=lx 
-168 
192 
-120 
71 
168 
29 
74 
0.39 3, 
straw 
2 
349 
417 
49 
58 
319 
238 
77 
.09*** 
ses 
bales 
3 
359 
- 8 
-37 
22 
14 
70 
73 
0.96 
total 
(excl. 
bales) 
230 
753 
-49 
-41 
284 
235 
146 
1.61 
1. As in Table Fl 
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Table F13 No extra decision dates and extra decision 
dates for bales. Results from Experiment XI1 minus 
Xld 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
sy J 
t 
Variable costs 
man-
hours 
over-
time 
27 
-141 
100 
74 
60 
- 6 
25 
-143 
- 1 
33 
-0.03 
drying 
wet 
grain 
- 1 
3 
42 
-11 
28 
-12 
2 
- 3 
6 
7 
0.86 
in $ 
timeliness losses 
wheat 
M=l2 
-14 
13 
172 
-83 
17 
184 
- 9 
-52 
29 
35 
0.83 
straw 
2 
12 
- 30 
-235 
12 
-210 
61 
-131 
- 7 
- 66 
39 
-1.69 
bales 
3 
-118 
3 
-87 
543 
-5 
2 
7 
96 
55 
73 
0.75 
total 
(excl. 
bales) 
24 
-156 
79 
- 9 
-105 
226 
-113 
-204 
- 32 
50 
-0.64 
1. As in Table Fl 
Table F14 Maximum acreage of bales lOha and no 
maximum. Results from Experiment Xlm minus Xld 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
sy 
t 
Variable costs 
man-
hours 
over-
time 
- 48 
16 
129 
39 
-21 
113 
58 
-210 
10 
38 
0.26 
drying 
wet 
grain 
9 
3 
44 
6 
0 
-6 
-22 
12 
6 
7 
0.86 
in $ 
timeliness losses 
wheat 
M=lx 
-73 
- 2 
77 
1 
0 
202 
-35 
222 
49 
39 
1.26 
straw 
2 
300 
10 
68 
64 
6 
133 
13 
126 
90 
35 
2.57** 
bales 
3 
- 624 
2 
-1395 
16 
- 11 
2 
0 
- 57 
- 259 
179 
-1.45 
total 
(excl. 
bales) 
189 
26 
318 
111 
-15 
442 
13 
152 
155 
56 
2.77** 
1. As in Table Fl 
Table F15 No dryer and 2 ha-dryer. Results from Experiment Xlh minus Xlb 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Actual use of 
gangs G 
(lncl. waiting), 
CAUG(G) in h 
G-ll 
10 
11 
9 
7 
2 
8 
-1 
18 
2 
-15 
-16 
-15 
-10 
- 5 
-15 
- 1 
-28 
7* 
3 
1 
2 
-4 
-7 
6 
1 
-5 
8l 
-5 
-2 
-3 
5 
11 
-8 
0 
7 
Setup, 
service, repair 
CUG(G)-CAUG(G) 
in h 
VG G-3 4,5 
- 2 
-15 
- 7 
- 5 
-11 
- 1 
-13 
-13 
0 
-7 
-1 
-3 
-2 
2 
-5 
-3 
-1 
-4 
0 
-1 
-2 
2 
-3 
-2 
Combinations 
with NMCP 
men in h 
21 I 
-3 5 
-6 -4 
-3 0 
-5 6 
-6 3 
1 -5 
-7 -6 
-4 4 
0 
-51 
-34 
-58 
-53 
-86 
-59 
-54 
-57 
Ma nhours 
at costs 
CEXTD in $/h 
0> 
- 9 
-24 
- 1 
- 8 
-24 
10 
-34 
-25 
15 20 
11 - 3 
8 1 
6 -10 
15 -11 
8 5 
3 -16 
10 6 
15 7 
total 
- 2 
-16 
- 6 
- 4 
- 9 
- 3 
-19 
- 3 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
I960 
y 
»y 
t 
Variable costs in % 
man-
hours 
over-
time 
91 
145 
-112 
2 
234 
-278 
238 
370 
86 
74 
1.16 • 
drying 
wet 
grain 
-623 
-561 
-679 
-677 
-951 
-917 
-652 
-805 
-733 
50 
-14.66 , * * < 
timeliness 
wheat 
M-l1 
-498 
- 51 
-528 
63 
1377 
3383 
625 
188 
570 
457 
>1.25 : 
losses 
straw bales 
2 
431 
647 
390 
562 
117 
-210 
130 
1277 
418 
157 
2.66" 
3 
9 
78 
-300 
328 
-673 
16 
-1 
48 
-62 
106 
0.58 
total 
(excl 
bales 
-599 
180 
-930 
- 49 
777 
1979 
340 
1030 
341 
328 
1.04 
Wheat harvest in ha 
preceding a ripening 
date 
) 1st date 2nd 
by by 
0-1 i-5 
days 
1.62 
-
-2.80 
0.27 
1.86 
-2.66 
-
-2.41 
date 
6-i 
days 
_ 
-
-
-
11.71 
-
-
5.92 
_. 
-
-
11.04 
-0.J0 
-
-
-
Date 
f when 
wheat 
harvest 
ended 
-3 
0 
4 
I -1 
r o 
7 
1 
0 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat stubble 
M-l 5 
_ _ 
- -
-
-
_ _ 
8.12 
- -
1.79 
l
- As in Table Tl 
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Table F16 Dryer of 4 ha and 2 ha. Results from 
Experiment XIi minus XIa 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
s-
tY 
Variable costs 
man-
hours 
over-
time 
12 
151 
-32 
224 
155 
- 8 
-40 
111 
72 
36 
2.00* 9 
drying 
wet 
grain 
332 
266 
132 
173 
248 
292 
278 
177 
237 
24 
.88***-7 
in $ 
timeliness losses 
wheat 
M=l1 
-381 
-197 
-503 
-772 
-480 
-549 
-374 
-292 
-444 
62 
.16*** 
straw 
2 
- 38 
117 
-110 
181 
6 
75 
195 
-185 
30 
48 
0.63 
bales 
3 
188 
35 
-27 
18 
-10 
-10 
-6 
-13 
22 
25 
0.88 
total 
(excl. 
bales) 
- 74 
336 
-514 
-194 
- 71 
-190 
59 
-189 
-105 
86 
1.22 
1. As in Table Fl 
Table F17 Excess capacity and without excess 
capacity of combine harvester. Results from 
Experiment XIj minus XIa. 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
Sy 
w 
Variable costs 
man-
hours 
over-
time 
40 
20 
-103 
74 
101 
26 
35 
0.74 
drying 
wet 
grain 
-16 
0 
78 
0 
-33 
6 
19 
0.32 
in $ 
timeliness 
wheat 
M=lx 
-29 
5 
9 
-9 
-121 
- 29 
24 
1.21 -
losses 
straw 
2 
6 
-26 
-32 
6 
-2 
-10 
8 
-1.25 
bales 
3 
. 
236 
0 
9 
-6 
-3 
47 
47 
1.00 2 
excess 
capacity 
of combine 
G=l or 2 
. 
71 
92 
58 
68 
254 
109 
37 
.95** 3 
total 
(excl. 
bales) 
71 
92 
10 
139 
199 
102 
32 
.19** 
1. As in Table Fl 
Table F18 Regular time with and without daylight saving. Results from Experiment 
Xlt minus Xla 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Actual use of 
gangs G 
(lncl. waiting), 
CAUG(G) in h 
G-ll 
0 
0 
5 
-5 
6 
-4 
0 
-1 
2 
0 
0 
-7 
7 
-9 
5 
0 
3 
7* 
4 
-4 
2 
-5 
0 
-3 
1 
-3 
8* 
-6 
6 
-3 
7 
1 
4 
-1 
3 
Setup, Combinations 
service, repair with f&iCP 
CUG(G)-CAUG(G) men in h 
in h 
VG 
0 
5 
2 
-3 
-6 
0 
-3 
2 
G-3 4,5 
2 
0 
1 
-2 
-1 
0 
-1 
0 
0 
2 
0 
1 
-1 
-1 
1 
2 
2* 
3 
5 
4 
0 
-1 
0 
-1 
2 
1 
-7 
-6 
-1 
-4 
-2 
-1 
-1 
-3 
0 
4 
5 
-3 
1 
-9 
8 
5 
1 
Hanhours-
at costs 
CEXTD in |/h 
0» 
- 6 
- 1 
0 
2 
-20 
-11 
-10 
-11 
15 
12 
3 
5 
-3 
5 
8 
7 
7 
20 
-7 
1 
3 
-2 
11 ' 
0 
0 
6 
total 
-3 
3 
8 
-2 
-4 
-3 
-4 
2 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
8y 
ty 2 
Variable 
man-
hours 
over-
time 
22 
69 
136 
-75 
293 
131 
96 
225 
112 
40 
.80** 
costs 
drying 
wet 
grain 
-
-
_ 
— 
-0 
31 
11 
6 
79 
114 
24 
68 
10 
7 
21 
.33 2 
1 in $ 
time11 
wheat 
M-i1 
146 
172 
105 
129 
249 
-127 
49 
139 
108 
39 
.77** 
ness losses 
straw bales 
2 
-54 
23 
51 
109 
133 
35 
229 
-68 
57 
35 
1.63 
3 
430 
5 
166 
-20 
•230 
- 27 
- 18 
• 6 
38 
68 
0.56 4, 
total 
(excl. 
bales) 
144 
274 
284 
84 
561 
64 
442 
306 
270 
61 
.43*** 
Wheat harvest in ha Date 
preceding a ripening when 
date wheat 
, .. , .. o j j
 fc harvest 1st date 2nd date . . 
. . ended by by 
0-1 
days 
„ 
-
-
-
_ 
-
-
1.83 
1-2 0-
days 
— . 
-
-
- -
_ — 
-
-
- -
-1 
0 
0 
4 
0 
-2 
2 
3 
0 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat stubble 
M-l 5 
_ _ 
-
-
3.24 
-1.21 
-
-
-1.60 
1. As in Table Fl 
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Appendix G - Resu l t s of Experiments Xij 
Table Gl Results with small equipment and different acreages In 1962 
Experiment Manhours 
code Acx«mg^ regular over-
XSj in ha time1 time 
Variable costs In % 
total man- drying timeliness losses 
hours wet "7 .1 . . 
. wheat1 straw bales 
over- grain 
time 
total 
XS1 
XS2 
XS3 
XS4 
xss 
XS6 
X57 
Expet 
code 
XSj 
XS1 
XS2 
X83 
XS4 
XSS 
XS6 
XS7 
20 
30 
40 
SO 
60 
70 
80 
lment 
acreage 
In ha 
20 
30 
40 
50 
60 
70 
80 
152 
207 
263 
291 
335 
384 
444 
11 
36 
70 
127 
153 
186 
204 
Wheat harvest 
preceding 
1st 2nd 
ripening 
date in 
2.17 -
4.41 -
4.41 -
4.41 -
4.41 -
4.41 -
ha 
163 
242 
333 
418 
489 
570 
647 
finish 
at 
date 
23 
23 
27 
29 
35 
41 
45 
204 
583 
1163 
2061 
2466 
3006 
3279 
309 
471 
617 
696 
756 
951 
964 
Unfinished1 
acreage in ha 
on 15 Sept. 
wheat s 
-
-
-
-
-
• 
«• 
-
-
-
4 
15 
24 
tubble 
.77 
.49 
.78 
701 190 
1067 407 
1523 717 
2553 1139 
4107 1302 
6143 1403 
8917 1517 
Machinery 
(Investment 
120 000$) 
costs (excl. 
fuel and 
labour 
% $ 
22 26400 
22 26400 
22 26400 
23 27600 
25 30000 
27 32400 
29 34800 
36 
66 
22 
53 
59 
67 
92 
Costs 
1439 
2592 
4042 
6503 
8690 
11570 
14769 
in $/ha 
machinery 
1320 
880 
660 
552 
500 
463 
435 
variable 
costs 
72 
86 
101 
130 
145 
165 
185 
total 
1392 
966 
761 
682 
645 
628 
620 
1. Por unfinished acreages of wheat 4 manhours and 400 $ for each ha are added. 
Por unfinished acreages of stubble 2 manhours per ha are added 
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Table G2 Results with medium equipment and different acreages in 1962 
Experiment Manhours 
XMj 
code acreage regular over- total 
in ha time 1 time 
Variable costs in $ 
man- drying timeliness losses 
hours wet 
over- grain 
time 
wheat1 straw bales 
total 
XM1 
XM2 
XM3 
XM4 
XM5 
XM6 
XM7 
27 
40 
54 
68 
81 
94 
108 
168 
243 
265 
319 
374 
428 
493 
19 
38 
117 
159 
194 
226 
248 
188 
281 
382 
478 
568 
654 
740 
333 423 
625 590 
1898 782 
2542 914 
3129 1151 
3607 1235 
3948 1395 
997 261 
1460 536 
2001 1132 
3694 1782 
6010 2024 
8882 2302 
13678 2424 
59 
73 
55 
87 
96 
115 
127 
2070 
3285 
5868 
9019 
12410 
16141 
21571 
Expei 
code 
XMj 
XM1 
XM2 
XM3 
XM4 
XMS 
XM6 
XM7 
riment 
acreage 
in ha 
27 
40 
54 
68 
81 
94 
108 
Wheat harvest 
preceding 
1st 2nd 
ripening 
date 
_ 
2.96 
5.84 
5.84 
5.84 
5.84 
5.84 
in 
• 
-
-
-
-
-
— 
ha 
finish 
at 
23 
23 
27 
31 
42 
42 
>46 
Unfinished1 
acreage in ha 
on 15 Sept. 
wheat atuhhle 
• 
-
-
-
-
-
0. 
«. 
-
-
1.12 
13.03 
25.83 
24 42.72 
Machinery 
(investment 
150 000 $) 
costs (excl. 
Costs in $/ha 
machinery variable 
costs 
fuel and labour 
% $ 
22 '33000 
22 33000 
22 33000 
23 34500 
25 37500 
27 40500 
29 43500 
1222 
825 
611 
507 
463 
431 
403 
77 
82 
109 
133 
153 
172 
200 
total 
1299 
907 
720 
640 
616 
603 
603 
1. As in Table Gl 
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Table G3 Results with large equipment and different acreages In 1962 
Experiment Manhours 
code acreage regular over- total 
XLj In ha time 1 time 
Variable costs In $ 
man-/ drying timeliness losses 
hours wet 
over- grain 
time 
wheat1 straw bales 
total 
XL1 
XL2 
XL3 
XL4 
XLS 
XL6 
XL7 
30 
45 
60 
75 
90 
105 
120 
176 
246 
274 
318 
379 
444 
521 
20 
55 
124 
176 
212 
240 
253 
196 
301 
398 
494 
591 
684 
774 
334 474 
936 720 
2026 844 
2813 943 
3416 1131 
3843 1306 
4091 1474 
1142 301 
1660 602 
2161 1234 
3835 2058 
6438 2419 
10028 2715 
15923 2860 
71 
92 
66 
127 
138 
153 
174 
2322 
4008 
6350 
9776 
13543 
18044 
24522 
Experiment 
code 
XLj 
XL1 
XL2 
XL3 
XL4 
XLS 
XL6 
XL7 
acreage 
In ha 
30 
45 
60 
75 
90 
105 
120 
Wheat harvest 
preceding finish 
1st 2nd . . 
. . date 
ripening 
date 
• 
3.45 
6.65 
6.65 
6.65 
6.65 
6.65 
in ha 
• 
-
#• 
mm 
w» 
-
-
23 
23 
27 
35 
42 
42 
>46 
Unfinished1 
acreage in ha 
on 15 Sept. 
wheat stubble 
_ 
-
-
«m 
-
-
3. 
_ 
-
-
1.57 
13.50 
28.59 
51 52.90 
Machinery 
(Investment 
175 000 $) 
costs (excl. 
fuel and labour] 
% 
22 
22 
22 
23 
25 
27 
29 
* 
38500 
38500 
38500 
40250 
43750 
47250 
50750 
Costs in $/ha 
machinery variable 
costs 
1 
1283 
856 
642 
537 
486 
450 
423 
77 
89 
106 
130 
150 
172 
204 
total 
1360 
945 
748 
667 
636 
622 
627 
1. As in Table Gl 
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Table G4 Results with large equipment and different acreages in 1962 and high yields of 
grain and straw 
Experiment Manhours 
code acreage regular over-
XYJ in ha time1 time 
Variable costs in $ 
total man- drying timeliness losses 
hours wet 
over- grain 
time 2 2 2 2 
wheat1 straw bales 
total 
XY1 
XY2 
XY3 
XY4 
XY5 
XY6 
XY7 
30 
45 
60 
75 
90 
105 
120 
220 
266 
329 
424 
509 
592 
681 
48 
126 
188 
222 
245 
253 
250 
268 
392 
517 
647 
754 
845 
930 
806 734 
2036 958 
3025 1180 
3559 1512 
3927 1624 
4056 1673 
4001 1671 
1731 917 
2893 2011 
6319 2687 
11967 3141 
20521 3467 
30638 3476 
41087 3498 
90 
109 
159 
153 
214 
348 
342 
4278 
8007 
13370 
20332 
29753 
40191 
50599 
Experiment 
code 
XYj 
XY1 
XY2 
XY3 
XY4 
XYS 
XY6 
XY7 
acreage 
in ha 
30 
45 
60 
75 
90 
105 
120 
Wheat harvest 
preceding 
1st 2nd 
ripening 
date 
2.24 
4.32 
4.32 
4.32 
4.32 
4.32 
4.32 
in ha 
_ 
-
mm 
-
-
-
«• 
finieh 
at 
date 
23 
27 
34 
>46 
>46 
>46 
>46 
Unfinished1 
acreage in ha 
on 15 Sept. 
wheat stubble 
_ _ 
-
6.52 
0.04 24.39 
5.08 40.23 
19.15 56.21 
33.86 70.44 
Machinery 
(investment 
175 000 $) 
costs (excl. 
fuel and labour] 
% $ 
22 38500 
23 40250 
25 43750 
27 47250 
29 50750 
31 54250 
33 57750 
Costs in $/ha 
machinery variable 
costs 
1 
1283 
894 
729 
630 
564 
517 
481 
143 
178 
223 
271 
331 
383 
422 
total 
1426 
1072 
952 
901 
895 
900 
903 
1* For unfinished acreages of wheat 4 manhours and 630 $ for each ha are added. For unfinished 
acreages of stubble 2 manhours per ha are added. 
2
« Recorded data multiplied by 1.575 due to increased yields (8500/5400 kg/ha grain; 
6000/3800 kg/ha straw) 
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Table G5 Results with large equipment (extra large dryer) and different acreages In 1962 and 
high yields of grain only. 
Experiment Manhours Variable costs In $ 
code 
XY«j 
XY'2 
XY'3 
XY'4 
XY'5 
XY'6 
XY«7 
acreage 
In ha 
regular 
time1 
over-
tine 
total man- drying timeliness losses 
hours wet 
over- grain 
time 2 2 
wheat1 straw bales 
total 
30 176 20 196 334 747 1799 301 71 3252 
45 246 55 301 936 1134 2615 602 92 5379 
60 274 124 398 2026 1329 3435 1234 66 8090 
75 318 176 494 2813 1485 6040 2058 127 12523 
90 379 212 591 3416 1781 10140 2419 138 17894 
105 444 240 684 3843 2057 15794 2715 153 24562 
120 521 253 '774 4091 2322 25079 2860 174 34526 
Experiment Wheat harvest 
code 
XY'J 
XY'l 
XY'2 
XY'3 
XY'4 
XY'5 
XY'6 
XY'7 
acreage 
in ha 
30 
45 
60 
75 
90 
105 
120 
preceding 
1st 2nd 
ripening 
date in ha 
3.45 
6.65 
6.65 
6.65 
6.65 
6.65 
finish 
at 
date 
23 
23 
27 
35 
42 
42 
>46 
Unfinished1 
acreage in ha 
on 15 Sept. 
wheat stubble 
1.57 
13.50 
28.59 
3.51 52.90 
Machinery 
(investment 
180 000 %) 
costs (excl. 
fuel and labour 
Costs in |/ha 
% 
22 
22 
22 
23 
25 
27 
29 
$ 
39600 
39600 
39600 
41400 
45000 
48600 
52200 
machinery variable 
costs 
total 
1320 
880 
660 
552 
500 
463 
435 
108 
120 
135 
167 
199 
234 
288 
1428 
1000 
795 
719 
699 
697 
723 
1. For unfinished acreages of wheat 4 manhours and 630 $ for each ha are added. 
For unfinished acreages of stubble 2 manhours per ha are added. 
2. Recorded data from XLj multiplied by 1.575 due to Increased yield (8500/5400 kg/ha grain) 
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Appendix H - Resu l t s of s imp l i f i ed problems 
Tabic HI Model without and with failure, service and setup time. Results 
from Experiment X2a minus Xla 
Year Actual use of 
gangs G 
(incl.waiting), 
CAOG(G) in h 
G-ll 2 il 8 
Setup, Combinations Manhours 
service, repair with KMCP 
CUG(G)-CAUG(G) men in h 
in h 
VC G-3 4,5 21 1 
at costs 
CEXTD in $/h 
\l 15 20 
total 
1968 9 
1959 2 
1958 19 
1961 8 
7 
18 
- 7 
8 
8 
5 
4 
6 
1 
6 
7 
4 
•53 
•51 
-58 
•55 
-14 
-15 
-20 
-17 
-11 
- 9 
-12 
-10 
• 2 
0 
•11 
• 5 
•13 
•20 
5 
•11 
2 
5 
3 
4 
-14 
- 1 
1 
- 9 
- 3 
-14 
- 9 
-13 
0 
- 6 
- 7 
0 
-18 
-21 
-16 
-20 
1967 9 
1962 7 
1966 7 
1960 11 
7 
10 
11 
6 
5 
2 
11 
5 
7 
10 
- 2 
3 
•70 
-63 
-61 
-59 
-22 
-19 
- 1 9 
-20 
-13 
-12 
-12 
-11 
15 
• 7 
•11 
•12 
• 6 
•16 
• 7 
• 5 
-2 
T 
10 
-1 
-19 
- 7 
- 7 
-12 
- 6 
-21 
-12 
- 9 
-10 
- 2 
-11 
- 8 
-35 
-31 
-30 
-29 
Year Variable costs in $ 
1968 
1959 
19S8 
1961 
1967 
1962 
1966 
i960 
- 53 
-347 
-280 
-178 
-296 
-362 
-400 
-301 
man- drying timeliness losses 
hours wet 
over- grain 
time 
wheat straw 
89 
75 
62 
54 
51 
103 
57 
15 
M-l1 
- 1 
- 15 
115 
2 
- 41 
-ill 
- 79 
- 41 
-240 
87 
-155 
10 
-207 
-175 
-189 
-171 
bales 
2 
25 
541 
19 
392 
- 8 
24 
38 
Wheat harvest in ha 
preceding a ripening 
date 
-206 
-200 
-260 
-111 
-493 
-545 
-611 
-499 
1st date 
by 
0-1 
days 
2nd date 
by 
FT TPT 
days 
Date Unfinished 
when acreage in ha 
wheat on 15 Sept. 
harvest 
0.19 
ended 
-1 
0 
0 
0 
0 
2 
3 
0 
wheat stubble 
M-l 
-0.11 
-1.21 
0.26 
a-
ty 
-277 63 - 21 -130 129 -366 
40 9 24 41 75 68 
-6.93*"7.00*«* -0.88 -3.17** 1.72 -6.31*" 
*• With unfinished acreages for wheat 2h and 4 manhours and a timeliness loss of 400$ 
P*r ha are added) for stubbles 1 h and 2 manhours are added. 
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Table H2 Model without and with some decision dates, limits of storage, no-work time on 
Saturday evening. Results from Experiment X3a minus X2a 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Actual use of 
gangs G 
Cincl. waiting), 
CAUG(G) in h 
G»ll 2 7l 8l 
0 
-10 
-15 
- 4 
- 5 
-22 
-13 
- 5 
0 
15 
21 
7 
6 
32 
19 
7 
-3 
4 
-3 
-1 
-I 
-3 
-I 
-3 
4 
-6 
5 
1 
1 
5 
2 
4 
Combinations 
with NMCP ' 
men in h 
2* 
4 
- 8 
- 5 
-10 
-10 
- 7 
- 3 
5 
1 
- 7 
8 
5 
18 
17 
4 
-1 
-13 
0 
23 
9 
19 
43 
6 
19 
-5 
13 
Manhours 
at costs 
CEXTD in 
01 
0 
-32 
-18 
-32 
-38 
-30 
-43 
-43 
15 
49 
46 
29 
45 
44 
48 
62 
71 
l/h 
20 
-29 
-21 
-17 
-13 
-11 
-30 -
-25 
-28 
total 
0 
-7 
-6 
-1 
-5 
11 
-7 
0 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
•y 
t 5 
Variable costs in $ 
man-
hours 
over-
time 
158 
282 
98 
403 
447 
133 
422 
509 
307 
57 
.39*** 
drying 
> wet 
* grain 
144 
110 
105 
262 
-38 
-12 
12 
88 
84 
34 
mm 
timeliness losses 
wheat straw bales 
M-l1 
1090 
854 
987 
1392 
784 
891 
1210 
1539 
1093 
95 
2.47**-11.51*** 
2 
58 
- 44 
- 91 
-175 
-298 
-270 
498 
-556 
-110 
109 
-1.01 
3 
358 
54 
-174 
63 
1468 
33 
8 
204 
252 
182 
1.38 
total 
(excl. 
bales) 
- 728 
- 506 
- 874 
- 902 
- 673 
-1041 
- 278 
-1497 
- 812 
129 
-1 
-6.29*** 
Wheat harvest 
preceding a r 
date 
1st date 2nd 
by 
0-1 
days 
. 
-
-
-
_ 
-
-
D.78 
by 
1-2 
day 
-
-
-
• 
-
-
-
in ha 
ipening 
date 
6-1 
s 
-
-
-
— 
-
-
-
Date 
when 
wheat 
harvest 
ended 
-3 
-1 
0 
-2 
-6 
-6 
-4 
0 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat stubble 
M-l 5 
-
-
-6.64 
• _ 
-
-
- -10.61 
1. As in Table Hi 
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Table H3 Results for the most simplified structure of the model. Experiment X4a 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
*x 
Relative 
capacity 
of wheat 
harvest 
1.24 
1.22 
1.19 
1.20 
1.22 
1.19 
1.20 
1.19 
1.21 
0.02 
Actual use of 
gangs G 
(incl.waiting), 
CAUG(G) in h 
G-l1 2 71 
32 
14 
32 
31 
19 
39 
33 
32 
29 
8 
41 
68 
44 
45 
61 
34 
42 
44 
47 
11 
65 
78 
66 
69 
71 
65 
67 
67 
69 
4 
8» 
53 
34 
52 
47 
44 
53 
51 
50 
48 
7 
Combinations 
with NMCP 
men in h 
2» 
170 
162 
158 
170 
157 
170 
168 
169 
166 
6 
1 0 
14 65 
15 45 
40 45 
14 49 
31 57 
21 75 
22 74 
18 89 
22 62 
9 16 
Manhours 
at costs 
CEXTD in $/h 
0» 
214 
220 
258 
240 
230 
251 
195 
186 
224 
26 
15 20 
141 
119 
98 
115 
115 
110 
163 
170 
129 
26 
total 
355 
339 
356 
354 
345 
362 
357 
356 
353 
7 
^ f c — — 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
8x 
Variable costs 
man-
hours 
over-
time 
2120 
1792 
1463 
1719 
1721 
1653 
2441 
2554 
1933 
394 
drying 
wet 
grain 
800 
635 
534 
549 
770 
908 
882 
1032 
764 
179 
in $ 
timeli 
wheat 
M-l1,2 
3704 
2462 
3355 
3160 
3031 
3897 
4116 
3473 
3211 
383 
ness losses 
straw bales 
2 
948 
799 
766 
834 
807 
855 
1081 
917 
876 
103 
3 
195 
125 
587 
149 
146 
112 
98 
1667 
385 
542 
total 
(excl. bales) 
7554 
5480 
5429 
5986 
5992 
6690 
8449 
7344 
6616 
1086 
X 
7572 
5686 
6118 
6262 
6330 
7312 
8520 
7976 
6972 
1013 
Wheat harvest 
in ha preceding 
a ripening date 
1st date 2nd date 
by by 
0-1 
days 
— 
-
-
-
_ 
-
-
-
i-i 6-i 
days 
— — 
-
- -
- -
— . 
-
-
- -
Date 
when 
wheat 
harvest 
ended 
24 
18 
22 
29 
26 
25 
19 
23 
23 
4 
Unfinished 
acreage 
in ha 
on 15 Sept. 
wheat stubble 
M-l 5 
«• •<» 
_
 — 
—
 _ 
-
. 
«•> — 
M « 
-
!• As in Table Hi 
*• The timeliness loss of wheat is calculated with a fixed cost every week for four weekst 
2o# 63, 108 and 180 $/ha, respectively 
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Table H4 Model with dally and a model with hourly weather and material information 
Results from Experiment Y4a minus X4a 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Actual use of 
gangs G 
(lncl.waiting), 
CAUG(G) in h 
G-l» 
7 
2 
4 
2 
14 
2 
10 
2 
2 7* 
-11 1 
- 3 - 2 
- 8 2 
- 3 5 
-20 4 
- 4 0 
-15 2 
- 3 - 1 
8l 
-2 
3 
-3 
-7 
-5 
-1 
-4 
1 
Combinations 
with *®4CP 
men in h ' 
2* 
-2 
-2 
-5 
-2 
-3 
-6 
-6 
-1 
1 
r 
7 
6 
10 
2 
13 
12 
14 
3 
0 
- 7 
9 
-14 
-21 
-19 
-15 
-17 
-14 
Manhours 
at costs 
CEXTD in $/h 
01 
16 
0 
7 
-5 
-3 
-2 
5 
3 
15 
-15 
2 
- 7 
2 
9 
2 
-4 
-2 
20 
• 
-
-
-
-
-
-
-
u 
2 
2 
1 
-2 
6 
-1 
2 
1 
>tal 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
9 
? 
1. AS 
2. As 
Variable costs 
man-
hours 
over-
time 
-226 
30 
- 94 
35 
140 
30 
- 50 
- 35 
- 21 
38 
-0.55 
drying 
wet 
grain 
- 70 
42 
- 78 
-127 
-231 
- 82 
-225 
-181 
-119 
32 
-3.72*** 
in Table Hi 
in Table H3 
in * 
timeliness 
wheat 
M-l1'2 
- 76 
- 75 
- 32 
-224 
36 
-105 
-221 
1 
- 87 
34 
-2.56** 
losses 
straw 
2 
— 
-
• 
-
_ 
-0 
59 
62 
187 
127 
73 
283 
38 
10 
40 
49 
.82 
bales 
3 
- 20 
-123 
-481 
- 87 
- 29 
- 77 
34 
-1616 
-300 
196 
-1.53 
total 
(excl, 
-548 
117 
- 56 
-483 
-188 
-407 
-475 
-225 
-283 
83 
.bales) 
2 
-430 
61 
- 18 
-443 
-129 
-439 
-534 
-204 
-267 
79 
Date 
when 
wheat 
harvest 
'ended 
-1 
0 
1 
1 
0 
0 
1 
0 
-3.41**-3.38** 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat stubble 
- -
-
-
- -
- -
- • 
-
- -
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Table H5 Model with weekly and a model with dally weather and material Information. 
Results from Experiment Z4a minus Y4a 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
Actual use of 
gangs G 
(incl. waiting), 
CAUG(G) in h 
G-l1 2 71 
11 
15 
-4 
-2 
-3 
-1 
-2 
-5 
-14 
-19 
9 
4 
6 
3 
4 
9 
14 
3 
14 
7 
5 
6 
1 
5 
8* 
-20 
- 5 
-11 
-10 
- 8 
- 7 
- 1 
- 6 
Combinations 
with NMCP 
men in h 
2* 
-18 
- 5 
1 
- 9 
2 
4 
-6 
-9 
1 
37 
19 
-9 
17 
- 7 
-10 
11 
16 
0 
-22 
-28 
-17 
-14 
- 3 
-18 
16 
-63 
Manhours 
at costs 
CEXTD in $/h 
0* 
31 
-8 
17 
35 
42 
20 
14 
50 
15 
-29 
17 
-24 
-37 
-44 
-22 
-13 
-53 
20 
— 
-
-
-
_ 
-
-
-
total 
1 
9 
-8 
-2 
-2 
-2 
1 
-3 
Year Variable costs in $ 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
y 
8-
ty 
1. As 
2. As 
man-
hours 
over-
time 
-437 
253 
-363 
-554 
-661 
-334 
-205 
-794 
-387 
113 
-3.42** 
drying 
wet 
grain 
-333 
-426 
-127 
-207 
-122 
- 94 
- 60 
-366 
-217 
49 
-4.43*** 
in Table Hi 
in Table H3 
timelii 
wheat 
M«ll'2 
264 
337 
524 
-9 
721 
459 
125 
19 
305 
91 
3.35** 
less losses 
straw 
2 
328 
552 
-143 
176 
15 
370 
-201 
965 
258 
136 
1.90* 
bales 
3 
-106 
- 2 
- 37 
- 60 
1160 
22 
382 
71 
179 
150 
1.19 
total 
(excl. 
-1157 
- 70 
- 482 
-1258 
- 714 
- 338 
-1526 
- 566 
- 764 
177 
bales) 
2 
-179 
715 
-107 
-594 
- 47 
401 
-340 
-177 
-41 
147 
-4.32*** -0.28 
when 
wheat 
harvest 
ended 
3 
-1 
2 
-1 
2 
2 
2 
-1 
acreage in ha 
on 15 Sept. 
wheat stubble 
M-l 5 
- -
-
•» ^ 
-
— • 
-
^ «• 
- -
: 
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Table H6 Results of the linear programming model. Experiment 25 
Manhours Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
s 
Actual use 
gangs 
Unci, 
G 
of 
. waiting), 
CAUG(G) In 
O i l 2 
_ 
57 
23 
26 
6 
14 
16 
-
18 
19 
107 
16 
75 
70 
98 
87 
84 
107 
81 
29 
h 
7* 
77 
65 
72 
72 
71 
73 
66 
78 
72 
5 
8* 
36 
53 
37 
43 
44 
41 
51 
34 
42 
7 
Combinations 
with NMCP 
men 
2» 
174 
193 
181 
183 
177 
179 
181 
174 
180 
6 
in h 
1 
— 
-
-
-
_ 
m» 
-
mm 
mm 
— 
0 
• 
-
-
-
• 
-
-
-
-
— 
at costs 
CEXTD in $/h 
0» 
182 
302 
264 
276 
240 
284 
236 
200 
248 
42 
15 
166 
84 
97 
89 
114 
74 
126 
148 
112 
33 
20 
total 
348 
386 
361 
365 
354 
358 
362 
348 
360 
12 
Year Variable costs in $ 
man- drying timeliness losses 
hours wet 
over- grain 
time 
wheat straw bales 
total 
(excl. 
bales)2 
M-l1'2 2 
Date 
when 
wheat 
harvest 
ended 
Unfinished 
acreage in 
on 15 Sept. 
ha 
wheat stubble 
M*l 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
1960 
X 
s 
2489 
1260 
1460 
1365 
1710 
1108 
1890 
2214 
1687 
483 
755 
9 
985 
498 
1331 
1353 
575 
1191 
837 
468 
4961 
3132 
3953 
3910 
3577 
4693 
4633 
3970 
4104 
617 
8205 
4401 
6397 
5773 
6618 
7153 
7098 
7375 
6628 
1152 
32 
23 
31 
34 
27 
33 
21 
28 
29 
5 
1. As in Table Hi 
2. As in Table H3 
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Table H7. Linear programming model and simulation model with weekly data. Results from 
Experiment Z5 minus Z4a 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
I960 
• 
Year 
1968 
1959 
1958 
1961 
1967 
1962 
1966 
i960 
y 
J* t 
1. As 
2
. As 
Actual use of 
gangs G 
(incl.waiting), 
CAUG(G) in h 
G-ll 
-50 
26 
- 9 
- 5 
-24 
-26 
-25 
-29 
2 7* 
91 - 3 
-30 -14 
30 -10 
24 - 9 
51 - 9 
54 2 
53 - 4 
57 7 
Variable costs 
man-
hours 
over-
time 
1032 
-815 
454 
165 
510 
-241 
-296 
489 
162 
207 
0.78 
drying 
wet 
grain 
358 
-242 
656 
283 
914 
621 
-22 
706 
409 
139 
2.94** 
in Table Hi 
in Table H3 
8* 
5 
21 
9 
13 
13 
-4 
5 
-11 
in $ 
Combinations 
Wltn NMt_i» 
men in h 
2> 
24 
38 
27 
24 
21 
11 
25 
15 
1 
-58 
-40 
-41 
-33 
-37 
-23 
-47 
-37 
timeliness losses 
wheat 
M-l 1* 
1069 
408 
106 
983 
-211 
442 
613 
477 
486 
149 
3.26** 
2 
straw 
2 
-1217 
-1413 
- 810 
- 883 
- 749 
- 942 
- 842 
-1892 
-1094 
139 
-7.87*** 
0 
-36 
-26 
-14 
-14 
-35 
-42 
-41 
-12 
bales 
3 
- 69 
0 
- 69 
- 2 
-1277 
- 57 
- 514 
- 122 
- 264 
156 
-1.69 
Manhours 
at costs 
CEXTD in 
o1 
-79 
90 
-18 
6 
-29 
15 
22 
-39 
15 
69 
-54 
30 
9 
34 
-16 
-20 
33 
1 
$/h 
3a te 
20 
_ 
-
-
-
_ 
-
-
«• 
wnen 
t o t a J wheat 
(
"
c l
' j harvest 
b a l e s )
 ended 
1242 
-2061 
404 
548 
464 
-121 
-548 
-220 
- 37 
349 
-0.11 
6 
6 
6 
6 
-1 
6 
-1 
6 
total 
-10 
36 
12 
15 
5 
-1 
2 
-6 
Unfinished 
acreage in ha 
on 15 Sept. 
wheat stubble 
M-l 5 
_ _ 
«• ^ 
-
-
• ^ 
w • 
-
-
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