Changing emissions of NO x and other ozone precursors drive trends in both production and loss of surface ozone, leading to surface ozone trends that differ according to the time of day. Consequently, the magnitude of the diurnal cycle in surface ozone is changing in several regions of the world. Changes in the diurnal cycle of ozone have implications for the metrics used to assess the impact of ozone on human health and vegetation, since different metrics are sensitive to different portions of the diurnal cycle. We use a high resolution model simulation to examine global changes in the magnitude of the diurnal cycle of O 3 between 1980 and 2015. The simulation reproduces the negative trends in the tropospheric NO 2 column over the eastern United States and Europe, and the positive trends over East Asia, seen by the Ozone Monitoring Instrument (OMI). It also gives a reasonable reproduction of the change in the diurnal cycle of surface ozone seen at rural sites in the eastern United States between the 1990s and 2000s. The simulation shows that the magnitude of the surface O 3 diurnal cycle is increasing in regions with positive changes in NO x emissions, such as South and East Asia, and decreasing in regions with reductions in NO x emissions. It also shows changes in the diurnal cycle of the tropospheric ozone column, although these have fewer regions with statistically significant trends. These changes suggest that daily mean ozone is responding less than the mid-day ozone measured by the Total Ozone Mapping Spectrometer (TOMS) and OMI.
Introduction
Tropospheric ozone is a major concern for air quality in many parts of the world. Both short-term and long-term ozone exposure are associated with negative human health effects and mortality (USEPA, 2013; REVIHAAP, 2013; Turner et al., 2016) . Exposure to ambient ozone concentrations is also linked to injury and reduced growth of vegetation (USEPA, 2013; Mills et al., 2018) , and reduced crop yields (Avnery et al., 2011; Mauzerall and Wang, 2001; Van Dingenen et al., 2009) .
Numerous different metrics are used to quantify ozone exposure for human and vegetation health. For example, Jerrett et al. (2009) used maximum daily 1-h values in their calculation of ozone-related mortality risk, while Turner et al. (2016) used maximum daily 8-h concentrations and Carey et al. (2013) used annual averages. The calculation of mortality due to ozone exposure is sensitive to the choice of risk estimate . Several common exposure metrics for vegetation (M12, AOT40) are based on daylight hours and thus consider a 12-h period (Lefohn et al., 2017 and refs therein) . Some metrics are also nonlinear. For example, the W126 metric often used for vegetation puts more weight on the hours with higher ozone concentrations. Surface ozone has a pronounced diurnal cycle, so the maximum 1-h concentration is often much larger than the average value for a 12-h period. Because different metrics are based on different portions of the ozone distribution, the magnitude and even sign of the ozone trend at a given location can change depending on the metric considered (Lefohn et al., 2017) .
Pollution controls on NO x and VOC emissions have led to reductions in peak surface ozone over the eastern United States and parts of Europe. However, diurnal and seasonal differences in ozone chemistry lead to ozone trends that vary according to season, time of day, and percentile of the ozone distribution. While reductions in NO x typically reduce daytime summer ozone, reduced titration by NO x can increase nighttime and winter ozone. Cooper et al. (2012) report predominantly negative trends in 95th percentile ozone at rural U.S. stations for 1990-2010, shifting to more positive or insignificant trends at the 5th percentile. Simon et al. (2015) also found a compression of the U.S. ozone distribution due to decreases at the high end of the distribution and increases at the low end. This shift is also seen at European sites https://doi.org/10. 1016/j.atmosenv.2018.11.028 Received 27 August 2018; Received in revised form 7 November 2018; Accepted 12 November 2018 (Koumoutsaris and Bey, 2012, and refs therein) . In contrast, maximum daily 8-h (MDA8) ozone over Asia shows increasing trends (Lin et al., 2017 and refs therein) . Furthermore, positive trends over East Asia for 2000-2014 are present for a wide range of surface ozone metrics (Chang et al., 2017) . Surface observations show ozone further increased over China from 2013 (Lu et al., 2018 .
Changes in precursor emissions led to a shift in the seasonal cycle of ozone over the eastern U.S. between the 1990s and 2000s (e.g. Bloomer et al., 2010; Clifton et al., 2014; Strode et al., 2015) . Eastern U.S. surface sites also show a shift in the diurnal cycle (Bloomer et al., 2010) . Jhun et al. (2015) examined surface sites across the United States and found that warm season ozone decreased during midday only, while cold season ozone increased throughout the day. Yan et al. (2018) also found increasing trends in nighttime U.S. surface ozone across all seasons for 2004-2012 due to decreases in NO x .
While surface observations provide valuable information on the diurnal cycle, multi-decadal observational records are not available in many regions of the world. Global atmospheric chemistry models can provide additional insights on changes in the diurnal cycle across the globe as well as the processes that drive them. Here, we use a global model to investigate changes in the diurnal cycle of ozone on a global scale, including regions where long-term surface observations are unavailable. Section 2 describes the methodology. Section 3 presents an evaluation of the model against observations and uses the model to investigate and attribute global changes in the diurnal cycle. We discuss implications for ozone trends and present conclusions in Section 4.
Methods

MERRA2-GMI simulation
We use the Modern-Era Retrospective analysis for Research and Applications (MERRA-2) GMI simulation (M2GMI; https://acd-ext.gsfc. nasa.gov/Projects/GEOSCCM/MERRA2GMI/) of the Goddard Earth Observing System (GEOS) Chemistry Climate Model (GEOSCCM). The GEOSCCM (Nielsen et al., 2017; Oman et al., 2013) uses the GEOS version 5 global atmospheric general circulation model (Molod et al., 2015) with the Global Modeling Initiative (GMI) chemistry mechanism Strahan et al., 2007) for trace gas chemistry and the Goddard Chemistry Aerosol Radiation and Transport (GOCART) module (Chin et al., 2002; Colarco et al., 2010) for aerosols. The GMI chemistry mechanism includes both stratospheric and tropospheric chemistry, with over 120 species and over 400 reactions. A chemical transport modeling study with GMI chemistry shows that it can reproduce many of the observed trends in surface ozone over the eastern and Midwestern United States (Strode et al., 2015) .
The M2GMI simulation has 72 vertical levels and a horizontal resolution of c180 on the cubed sphere, which corresponds to approximately 50 km. The output is on a 0.625°longitude x 0.5°latitude grid. M2GMI covers the period from 1980 to 2016. The simulation's meteorology is constrained by the MERRA-2 reanalysis (Gelaro et al., 2017) temperature, pressure, and wind fields using a replay technique (Orbe et al., 2017) .
M2GMI includes emissions of CO, NO x , and non-methane hydrocarbons. Methane is specified with an observationally constrained zonal-mean surface concentration. Fossil fuel and biofuel emissions come from the MACCity inventory (Granier et al., 2011 (Granier et al., ) until 2010 , and then follow the Representative Concentration Pathway 8.5 for more recent years. The MACCity emissions (http://accent.aero.jussieu.fr/ MACC_metadata.php) include sector-by-sector linear interpolation of the decadal Atmospheric Chemistry and Climate -Model Intercomparison Project (ACCMIP) emissions (Lamarque et al., 2010) to each year as well as seasonal scaling. Biomass burning emissions come from the Global Fire Emissions Dataset (GFED) version 4s (Giglio et al., 2013) , which includes small fires (Randerson et al., 2012) , for 1997-2016. The emissions switch from monthly to daily variability in 2003, when daily emissions become available (Mu et al., 2011) . Prior to 1997, we use biomass burning emissions based on a GFED4s climatology with year-to-year variability imposed using regional scale factors derived from the Total Ozone Mapping Spectrometer (TOMS) aerosol index (Duncan et al., 2003) . Biogenic emissions, including isoprene, are calculated within GMI using the Model of Emissions of Gases and Aerosols from Nature (MEGAN) model (Guenther et al., 1999 (Guenther et al., , 2000 and vary in space and time as a function of the meteorology. In particular, there is a significant positive trend in the calculated global total isoprene and monoterpene emissions over the simulation. Lightning NO x emissions have monthly variability based on the MERRA-2 detrended cumulative mass flux (Allen et al., 2010) , with seasonal constraints from the Lightning Imaging Sensor (LIS)/Optical Transient Detector (OTD) v2.3 climatology (Cecil et al., 2014) .
The M2GMI simulation includes hourly output for ozone at each model level including the surface and tropospheric column ozone. The tropospheric ozone column is derived using a blended definition of the tropopause based on the temperature lapse rate in the tropics and potential vorticity in the extratropics. The chemical tendency of ozone, which includes chemical production, chemical loss, and deposition terms, is output on constant pressure levels every 3 h.
Observations
We use observations of the tropospheric NO 2 column from the Aura Ozone Monitoring Instrument (OMI) (Levelt et al., 2006) to evaluate the simulated trends in NO x concentrations. OMI tropospheric NO 2 columns are available beginning in October 2004, but we use the data from 2005 onwards. We use the daily version 3 product (Krotkov et al., 2017) , gridded to the same resolution as the model simulation. We sample the model at the OMI overpass time, which is ∼13:30 local time, for comparison. We calculate the trend in the OMI and model NO 2 following the method of Ziemke et al. (submitted) . In particular, we use multiple regression to fit the seasonal cycle with a series of sines and cosines along with the linear trend for each month. Seasonal trends are calculated as the average of the relevant monthly trends. We consider trends to be statistically significant if they exceed the two standard deviation uncertainties on the trend.
The Tropospheric Ozone Assessment Report (TOAR) provides gridded surface ozone metrics that incorporate data from North America, Europe, Asia, and other regions . We use the 2 × 2 degree gridded products for daytime (8am-8pm) and nighttime (8pm-8am) average rural ozone concentrations to evaluate the simulation's representation of day versus nighttime ozone differences in different decades globally. The TOAR gridded observations are provided as semi-decadal averages.
We also use observations from the U.S. Environmental Protection Agency (EPA) Clean Air Status and Trends Network (CASTNET) network of rural surface observations to evaluate the simulated diurnal cycle over the northeastern United States. For this analysis, we select 9 stations in the region from 35°to 40°N, 80°-70°W that have at least 21 years of data. These sites are ARE128, BEL116, CTH110, KEF112, LRL117, PAR107, PED108, PSU106, and WSP144. We exclude SHN418 due to its high elevation. Table 1 describes these sites.
Results
Model evaluation
We evaluate how well the MERRA-2 GMI simulation reproduces the observed distribution, diurnal variability, and decadal changes of surface ozone. Since changes in NO x are a major driver of ozone changes, we also examine the simulated trends in NO 2 . Fig. 1 shows the seasonal trends in tropospheric column NO 2 from OMI for 2005-2015. Fig. 2 shows the corresponding trends in the M2GMI simulation. There is broad agreement in the spatial distribution of NO 2 trends between the model and OMI, with negative trends over the eastern U.S. and parts of western Europe, and positive trends over East Asia and to a lesser extent South Asia. The negative trends over the eastern U.S. are most pronounced over the Northeast. Both the model and observations show stronger trends in December-Feb. than June-August. The simulated trends are statistically significant over larger regions than the OMI trends, likely due to the lack of noise in the model. However, the broad region of positive trend over East Asia seen in the simulation is also visible in the OMI trends if we do not consider the statistical significance. The magnitude of the positive trend over China is overestimated in the simulation compared to OMI. This is consistent with the use of the MACCity and RCP8.5 emission scenario, which does not account for the downturn in Chinese NO x emissions since 2011 (Krotkov et al., 2016; Liu et al., 2016) . Since both the simulation and the observations show strong trends over eastern China and the northeastern United States, we focus much of our analysis on these two regions.
We examine how well the simulation reproduces the global distribution of daytime and nighttime surface ozone compared to the gridded rural observations from the TOAR for the period from 2005 to 2009 (Fig. 3) . The spatial correlation between the simulated and observed ozone is higher for daytime ozone (r = 0.71 and r = 0.82 for Dec.-Feb. and June-Aug., respectively) than for nighttime ozone (r = 0.60 and r = 0.49 for Dec.-Feb. and June-Aug., respectively). While the simulation is biased high compared to the observations in both day and night, the bias is larger for nighttime. This is particularly true for June-Aug., when the simulation is high biased by 49% in the night but only 17% in the day. The higher bias at night compared to day suggests that the model generally underestimates the magnitude of the diurnal cycle of ozone, since higher ozone values typically occur during the day.
We next evaluate how well the simulation captures the temporal changes in daytime and nighttime surface ozone seen in the TOAR rural observations (Fig. 4) . Since the TOAR gridded observations are provided as semi-decadal averages, we compare averages for the following periods: 1995-1999, 2005-2009, and 2010-2014 . We exclude the 2000-2004 average since eastern U.S. ozone concentrations decreased especially rapidly over this period (EPA, 2011) , and instead we focus on the years prior to and after this change. Between 1995 Between -1999 Between and 2005 Between -2009 , both the simulation and observations show that in both daytime and nighttime wintertime ozone increased over N. America, changed little over Europe, and decreased over Asia, although the simulation underestimates the magnitude of the Asian decrease (Fig. 4a) . In summertime, both model and observations show a decrease over N. America and Europe and an increase over Asia (Fig. 4b) . The magnitude of the observed changes over both N. America and Asia is larger for daytime than nighttime. The simulation captures this difference for N. America but not for Asia. The observations for 2010-2014 versus 2005-2009 (Fig. 4c and d) show that wintertime ozone increased over N. America and Europe and slightly decreased over Asia, while summertime ozone decreased in all three regions. The simulation captures the sign of these changes for all cases except Asian winter. It also agrees with the observed change in daytime ozone being larger than for nighttime ozone in summer over N. America and Europe. We note that We further compare the diurnal cycle over the northeastern U.S. with observations, since this region is a particular focus of our analysis. Fig. 5 shows the diurnal cycle of ozone for the 1990s and 2000s from CASTNET observations compared to the MERRA-2 GMI simulation sampled at the CASTNET locations. The diurnal cycle is generally well captured by the model for both decades, with the exception of a high bias in July ozone that is most pronounced in the daytime. A smaller high bias in afternoon ozone is also present in October, while the simulation is biased low throughout the day and night in January. In general, the model overestimates the magnitude of the diurnal cycle except in Summer. However, there is good agreement between the simulation and the observations on the timing of the peaks and minima of the diurnal cycle, and the simulation captures the observed decreases in ozone between the 1990s and 2000s. The observations show a decrease in the magnitude of the cycle, calculated as the maximum minus the minimum, from 9.0 to 8.3 ppb between the 1990s and 2000s in January, while the model shows a decrease from 12 to 10 ppb. The observations in April show a decrease from 22 ppb to 20 ppb, while the model shows a decrease from 26 ppb to 21 ppb. The observations in July show a decrease from 39 ppb to 32 ppb, while the model shows a decrease from 37 ppb to 31 ppb. The observations in October show a decrease from 24 ppb to 20 ppb, while the model shows a decrease from 27 ppb to 23 ppb. Our July results are consistent with the results of (Schnell et al., 2015) , who found that the models participating in the multi-model ACCMIP study (Lamarque et al., 2013) overestimated surface ozone over eastern North America in June-August but Error bars represent the standard deviation in time of the regional average. The peak to peak magnitude for each of the four months is shown for e) the CASTNET sites and f) the M2GMI simulation. The following CASTNET sites are included: ARE128, BEL116, CTH110, KEF112, LRL117, PAR107, PED108, PSU106, and WSP144. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) underestimated the peak-to-peak amplitude of the diurnal cycle. Overall, this analysis gives us confidence that the model does a reasonable job of capturing observed changes in the diurnal cycle for this region.
Regional shifts in the diurnal cycle
We use the model to examine changes in the diurnal cycle over the northeastern U.S. and eastern China over four decades. This modelbased analysis extends the temporal and spatial range of our investigation beyond what is available from observations. We next use the simulation to examine the diurnal cycle over eastern China, where long-term data are not readily available. We note that our results for this region have a higher uncertainty than the results for the eastern U.S. given the weaker model performance over China shown in Fig. 4 . The diurnal cycle changes over eastern China are largely opposite to those over the eastern U.S., showing an increase in the magnitude of the diurnal surface ozone cycle in all seasons (Fig. 7) . This is consistent with the positive trend in NO 2 , which we expect to drive higher ozone production in the day and more ozone titration at night. In January, there are significant decreases in the ozone minimum, particularly between the 1990s and 2000s and the 2000s and 2010s, compared to smaller changes in the maximum. In July, there are significant increases in the maximum surface ozone between the 1990s and later years, and only small changes in the minimum. April and October both show an in increase in the maximum and decrease in the minimum for 2010-2015 compared to the 1980s.
Figs. 8 and 9 show the diurnal cycle of the net chemical tendency of ozone (production minus loss) for the eastern U.S. and eastern China, respectively. We use the tendency from 3-hourly pressure-level output from the simulation. We select the pressure level second-closest to the surface since the level closest to the surface includes the effects of dry deposition, which makes the overall tendencies more negative. Figs. 8 and 9 both show that the strongest positive ozone tendency occurs in the local morning for all decades and seasons, with the peak tendency occurring several hours before the peak ozone, as expected. Both regions also show net ozone loss at night. The diurnal cycle of the chemical tendency, like the diurnal cycle of surface ozone itself, shows compression over time over the eastern U.S., with lower levels of both peak production and peak loss in more recent decades. There is also a shift in the timing of the peak net production in July, with 2010-2015 showing a peak at 7 a.m. while the 1980s and 1990s have a broader maximum between 7am and 10am. The opposite shift occurs in January. In contrast, the simulation shows an increase in the amplitude of the diurnal cycle of chemical tendency over eastern China, with both production and loss increasing in recent decades.
Global changes in the diurnal cycle
We next extend our analysis to cover the entire globe. We use the MERRA-2 GMI simulation to calculate the change in the surface ozone diurnal cycle between the 1980s and the 2006-2015 period. Fig. 10 shows the difference in the peak-to-peak magnitude of the diurnal cycle between the two periods for each surface grid box. We use the interannual variability in the magnitude to calculate the standard deviation for each period and determine the statistical significance of the change using a t-test for the difference of means (von Storch and Zwiers, 1999). The changes in magnitude closely follow changes in NO x emissions, with the magnitude increasing in regions where NO x emissions increased and decreasing in regions where NO x decreased. As expected from the previous section, we find significant negative changes in the surface ozone diurnal cycle magnitude over the eastern United States and Europe, and significant positive changes over east Asia and India. Both positive and negative significant changes are present in other regions as well. In particular, the simulation predicts an increase in the magnitude over equatorial Africa in January and July due to increases in biomass burning, and in South Africa in all seasons due to increases in fossil fuel NO x emissions.
Recent studies have used observations from OMI and the Microwave Limb Sounder (MLS) onboard the Aura satellite to quantify changes in the tropospheric ozone column (David and Nair, 2013; Gaudel et al., 2018; Zhang et al., 2016; Ziemke et al., submitted) . Since the Aura overpass time occurs in the early afternoon, close to the daily peak in surface ozone, we next consider whether there is a significant change in the diurnal cycle of the tropospheric ozone column between the 1980s and the 2006-2015 period. While OMI/MLS data is not available prior to 2004, ozone data from the TOMS instrument is available back to the 1980s (https://disc.gsfc.nasa.gov). TOMS ascending node crosses the equator at noon. Our simulation suggests that the global mean peak-topeak magnitude of the diurnal cycle in the tropospheric ozone column S.A. Strode et al. Atmospheric Environment 199 (2019) 323-333 is approximately 1 DU, but values above 9 DU are present for some locations. Fig. 11 shows the change in the simulated diurnal cycle of the tropospheric ozone column. The patterns of positive and negative change are similar to that of the surface ozone (Fig. 10) , but fewer grid boxes have a statistically significant change in the column. A few regions with statistically significant changes in the column do emerge however. An increase in the diurnal cycle is evident over parts of India in all four months, and over eastern China in July and October. A decrease in the diurnal cycle is evident over the eastern U.S. in July. The average change over eastern China in July is 0.5 DU, with changes in individual grid boxes reaching 2 DU. For comparison, Ziemke et al. (submitted) find trends in the OMI/MLS tropospheric ozone column of approximately 2 DU decade −1 over eastern China. Within the MERRA2-GMI simulation, we find that the 2005-2015 tropospheric ozone column trend over eastern China is 3-5% larger, depending on the season, when we sample the model at the OMI overpass time compared to using the daily mean. This suggests that trends inferred from satellites with midday overpasses are most indicative of the trends in peak ozone and may overestimate or underestimate the trend in the daily mean in regions where emissions are changing. We note that the diurnal cycle is largest near the surface, where instruments such as OMI have lower sensitivity. Petetin et al. (2016) found that aircraft observations of ozone above Frankfurt show no discernible diurnal cycle above 750 hPa. Our estimate of the effect of the changing diurnal cycle on observed trends in the tropospheric column is thus likely to be an upper bound.
Discussion and conclusions
We use a high resolution (50 km) global model simulation constrained by reanalysis meteorology to investigate changes in the diurnal cycle of surface ozone between 1980 and 2015. The simulated trends in the tropospheric NO 2 column show good agreement with observations from OMI, suggesting that temporal changes in the simulation's NO x emissions for the last decade are reasonable. We evaluate the simulated ozone against surface observations from the TOAR database. Although the simulated ozone is biased high compared to the observations, particularly at night, the simulation is able to capture many of the observed decadal scale changes in surface ozone. The agreement between simulated and observed ozone is best during daytime in the summer, suggesting that further research is needed into the causes of winter and nighttime biases. For example, Lin et al. (2008) found the representation of the planetary boundary layer to be a key factor in accurately simulating the diurnal cycle of surface ozone over the United States. We find that the simulated reduction in the magnitude of the diurnal cycle over the eastern United States agrees well with observations from the CASTNET network.
We examined changes in the magnitude of the simulated diurnal cycle of surface ozone between the 1980s and 2015 for all regions of the globe, since many locations lack long-term surface observations. Regions with increasing NO x emissions, such as East Asia, South Asia, and parts of Africa, show increases in the magnitude of the diurnal cycle. Regions with decreasing NO x emissions, such as the eastern United States and Europe, show compression of the diurnal cycle. Examination of the model's chemical tendency diagnostic shows that increases in the magnitude of the diurnal cycle over East Asia are due to both an increase in daytime production and an increase in nighttime loss. The reduced magnitude over the eastern U.S. is due to both a reduction in daytime production and a reduction in nighttime loss, consistent with the dual role of NO x in driving ozone photochemistry in the day and ozone titration at night. Decadal shifts in the diurnal cycle of ozone have important implications for the trends in different ozone metrics. Fleming et al. (2018) show notable differences as well as broad similarities in the observed trends in 5 different health-related ozone metrics. Since the magnitude of the diurnal cycle increases in response to rising NO x emissions and decreases in response to declining NO x emissions, metrics that focus on peak daytime concentrations, such as the maximum daily 1-h average or maximum daily 8-h average, will show stronger trends in response to changes in NO x emissions than the daily mean. This effect is present in the tropospheric column as well as the surface ozone, although there are fewer regions with statistical significance. Consequently, changes in the diurnal cycle affect the interpretation of tropospheric ozone trends from instruments such as TOMS and OMI/MLS, since they observe ozone close to its daily maximum.
In the future, more ozone measurements would be valuable to confirm the simulated global changes in the diurnal cycle of ozone. Observations from geostationary satellites, such as TEMPO and GEMS, will also provide valuable constraints on the diurnal cycle of tropospheric ozone.
