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This paper considers single-machine rescheduling problems with agreeable job parameters under deterioration and disruption.
Deteriorating jobs mean that the processing time of a job is defined by an increasing function of its starting time. Rescheduling
meansthat,afterasetoforiginaljobshasalreadybeenscheduled,anewsetofjobsarrivesandcreatesadisruption.Weconsiderfour
cases of minimization of the total tardiness costs with agreeable job parameters under a limit of the disruptions from the original
jobsequence.Weproposepolynomial-timealgorithmsorsomedynamicprogrammingalgorithmsundersequencedisruptionand
time disruption.
1. Introduction
Scheduling problems are very important in manufacturing
systems. Hence, numerous scheduling problems have been
studied for many years. In the classical scheduling theory,
j o bp r o c e s s i n gt i m e sa r ea s s u m e dt ob ek n o w na n dfi x e d
from the first job to be processed until the last job to be
completed.However,therearemanysituationsinwhichajob
thatisprocessedlaterconsumesmoretimethanthesamejob
whenprocessedearlier.Schedulinginthissettingisknownas
scheduling deteriorating jobs.
Significant contributions towards addressing or solving
deteriorating job scheduling problems on a single machine
include, among others, the following: Browne and Yechiali
[1] cited applications concerning the control of queues and
communication systems where jobs deteriorate as they await
processing. Kunnathur and Gupta [2]a n dM o s h e i o v[ 3]g a v e
several other real-life situations where deteriorating jobs
occur.Theseincludethesearchforanobjectunderworsening
weather or performance of medical treatments under dete-
riorating health conditions. Comprehensive discussion of
scheduling problems with time-dependent processing times
o fj o b sc a nb ef o u n di nC h e n ge ta l .[ 4] and Gawiejnowicz
[5]. Recently, Biskup and Herrmann [6]o b s e r v e dt h a tt h e
sum of the processing times of the jobs processed before
a job contributes to the actual processing time of the job,
and they cite equipment wearout (e.g., a drill) as a real-life
example of their observation. Wang and Guo [7] considered
a single-machine scheduling problem with the effects of
learning and deterioration. The goal is to determine an
optimal combination of the due date and schedule so as to
minimize the sum of earliness, tardiness, and due-date costs.
Ng et al. [8] considered a two-machine flow shop scheduling
problemwithlinearlydeterioratingjobstominimizethetotal
completiontime.Chengetal.[9]consideredschedulingwith
deterioratingjobsinwhichtheactualprocessingtimeofajob
is a function of the logarithm of the total processing time of
the jobs processed before it (to avoid the unrealistic situation
where the jobs scheduled lately will incur excessively long
processingtimes),andthesetuptimesareproportionaltothe
actual processing times of the already scheduled jobs.2 Mathematical Problems in Engineering
Rescheduling involves adjusting a previously planned,
possibly optimal, scheduling to account for a disruption.
Examples of common disruptions include: the arrival of
new orders, order cancelations, changes in order priority,
processing delays, changes in release dates, machine break-
downs, and the unavailability of raw materials, personnel, or
tools. There are several papers on rescheduling approaches
in manufacturing systems. Raman et al. [10]d e v e l o p e da
branch-and-bound procedure to reschedule a flexible man-
ufacturing system in the presence of dynamic job arrivals.
ChurchandUzsoy[11]addressedasimilarproblemforwhich
they describe periodic rescheduling policies and analyze
their error bounds. Jain and Elmaraghy [12] used genetic
algorithms to develop heuristic approaches for rescheduling
a flexible manufacturing system. Vieira et al. [13]p r o v i d e d
an extensive review of rescheduling problems. Yang [14]
studied the single-machine rescheduling with new jobs
arrivals and processing time compression. Hall and Potts
[15] considered the problem of rescheduling of a single
machine with newly arrived jobs to minimize the maximum
lateness and the total completion time under a limit of the
disruption from the original scheduling. Yuan and Mu [16]
considered the rescheduling problem for jobs on a single
machine with release dates to minimize makespan under a
limit on the maximum sequence disruption. Zhao and Tang
[17] presented two single-machine rescheduling problems
withlineardeterioratingjobsunderdisruption.deteriorating
jobs mean that the actual processing time of the job is an
increasing function of its starting time. They considered the
rescheduling problem to minimize the total completion time
under a limit of the disruption from the original scheduling.
Hoogeveen et al. [18] tackled several simple setup time
configurations yielding different scheduling problems for
which they propose optimal polynomial time algorithms or
provide NP-hardness proofs. They also present the problem
of enumerating the set of strict Pareto optima for the sum of
setup times and disruption cost criteria.
Based on the motivation of Hall and Potts [15]a n dZ h a o
and Tang [17],weconsidersomereschedulingproblemswith
the criterion minimizing the total tardiness costs under a
limit of the disruption from the original schedule in this
paper. The rest of the paper is organized as follows. In the
next section, we give the problem description. In Section 3,
we consider single-machine scheduling problems. The last
section is the conclusion.
2. Problem Definition and Notation
B yt h et e r m i n o l o g yo fH a l la n dP o t t s[ 15], our researchful
problem can be stated as follows. Let 𝐽0 ={ 𝐽 1,...,𝐽 𝑛0} denote
a set of original jobs to be processed non preemptively on
a single machine. In the presented model, we assume that
these jobs have been scheduled optimally to minimize some
classicalobjectiveandthat𝜋
∗ isanoptimaljobsequencewith
no idle time between the jobs. Let 𝐽𝑁 ={ 𝐽 𝑛0+1,...,𝐽 𝑛0+𝑛𝑁}
d e n o t eas e to fn e wj o b st h a ta r r i v et o g e t h e r .W ea s s u m et h a t
these jobs arrive at time zero after a schedule for the jobs of
𝐽0 has been determined, but before processing begins. There
is no loss of generality in this assumption: if the jobs arrive
aftertimezero,thenthefullyprocessedjobsof𝐽0 areremoved
from the problem; any partly processed jobs are processed
to completion, and 𝐽0 and 𝑛0 are updated accordingly. Let
𝐽=𝐽 0 ⋃𝐽𝑁 and 𝑛=𝑛 0 +𝑛 𝑁.E a c hj o b𝐽𝑗 ∈𝐽has an integral
normal processing time 𝑝𝑗 and a deteriorating rate 𝑏>0 ;t h e
actual processing time of job 𝐽𝑗 is 𝑝𝑗(𝑎 + 𝑏𝑠𝑗),w h e r e𝑠𝑗 (≥0)
is the starting time of job 𝐽𝑗 and 𝑎 (>0) is constant. For any
schedule 𝜎 of the jobs in 𝐽, we define the following variables:
𝑠𝑗(𝜎) is the time at which job 𝐽𝑗 ∈𝐽 starts its
processing in schedule 𝜎.
𝑑𝑗(𝜎) is the due date of job 𝐽𝑗 ∈𝐽in schedule 𝜎.
𝐶𝑗(𝜎) is the time at which job 𝐽𝑗 ∈𝐽is completed in
schedule 𝜎.
𝑇𝑗(𝜎) = max{𝐶𝑗(𝜎) − 𝑑𝑗,0}i st h et a r d i n e s sv a l u eo f
job 𝐽𝑗 ∈𝐽 .
𝐷𝑗(𝜋
∗;𝜎)is the sequence disruptions of job 𝐽𝑗 ∈𝐽 0;
that is, if 𝐽𝑗 is the 𝑥th job in 𝜋
∗ and the 𝑦th job in 𝜎,
respectively, then 𝐷𝑗(𝜋
∗;𝜎)=|𝑦−𝑥|.
Δ𝑗(𝜋
∗;𝜎)=|𝐶 𝑗(𝜎)−𝐶𝑗(𝜋
∗)|isthetimedisruptionof
job 𝐽𝑗 ∈𝐽 0.
When there is no ambiguity, we simplify the above sym-
bolsandwrite𝑠𝑗, 𝑑𝑗 𝐶𝑗, 𝑇𝑗, 𝐷𝑗(𝜋
∗),a n dΔ𝑗(𝜋
∗),r e s pecti v e l y .
We consider only the single-scheduling problems with
the following constraints on the amount of disruption, where
𝑘≥0is a known integer:
𝐷max(𝜋
∗)≤𝑘 :m a x {𝐷𝑗(𝜋
∗)𝐽𝑗 ∈𝐽 0}≤𝑘 ;t h em a x -
imum sequence disruption of the jobs cannot exceed
𝑘.
∑𝐷 𝑗(𝜋
∗)≤𝑘 : ∑𝐽𝑗∈𝐽0 𝐷𝑗(𝜋
∗)≤𝑘 ;t h et o t a ls e q u e n c e
disruption of the jobs cannot exceed 𝑘.
Δmax(𝜋
∗)≤𝑘 :m a x {Δ𝑗(𝜋
∗)𝐽𝑗 ∈𝐽 0}≤𝑘 ;t h em a x -
imum time disruption of the jobs cannot exceed 𝑘.
∑Δ𝑗(𝜋
∗)≤𝑘 : ∑𝐽𝑗∈𝐽0 Δ𝑗(𝜋
∗)≤𝑘 ;t h et o t a lt i m e
disruption of the jobs cannot exceed 𝑘.
Since the 1|∑𝑇𝑗 problem is NP-hard in Du and Leung
[19], the 1|Γ≤𝑘|∑𝑇𝑗 problem is also NP-hard, where Γ∈
{𝐷max(𝜋
∗),∑𝐷𝑗(𝜋
∗),Δmax(𝜋
∗),∑Δ𝑗(𝜋
∗)}.I nt h i sp a p e r ,w e
consider a special case: the processing time and due date of
jobs are agreeable; that is, 𝑝𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗 for all jobs 𝐽𝑖
and 𝐽𝑗.
Using the three-field notation [20], the considered prob-
l e m sc a nb ed e n o t e da s
1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,𝐷 max(𝜋
∗)≤𝑘 ,𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|
∑𝑇𝑗,
1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗, ∑𝐷𝑗(𝜋
∗)≤𝑘 ,𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|
∑𝑇𝑗;
1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,Δ max(𝜋
∗)≤𝑘 ,𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|
∑𝑇𝑗;
1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗, ∑Δ𝑗(𝜋
∗)≤𝑘 ,𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|
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3. Minimum Tardiness Problem with
Agreeable Job Parameters
We start with the following result by Kononov and Gaw-
iejnowicz [21].
Lemma 1. For the 1|𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|𝐶 max problem, if
𝜋={ 𝐽 1,...,𝐽 𝑛} and the starting time of the job 𝐽1 is 𝑡,t h e n
makespan is sequence independent, and
𝐶max (𝜋) =𝑡
𝑛
∏
𝑖=1
(1 + 𝑏𝑝𝑖)+
𝑎
𝑏
(
𝑛
∏
𝑖=1
(1 + 𝑏𝑝𝑖)−1 ). (1)
For notational convenience, we assume that the jobs are
indexed by agreeable order; that is, 𝑝1 ≤⋅⋅⋅≤𝑝 𝑛0 and 𝑑1 ≤
⋅⋅⋅≤𝑑 𝑛0.Th u s ,𝜋
∗ ={ 𝐽 1,...,𝐽 𝑛0} with no idle time between
jobs.W eno wsho wtha ttheEDDorSPTrulea ppliestoserval
of the rescheduling problems we consider.
Lemma 2. Problems 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,𝐷 max(𝜋
∗)≤
𝑘, 𝑝𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇 𝑗,a n d1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,Δ max(𝜋
∗)≤
𝑘, 𝑝𝑗(𝑎+𝑏𝑠𝑗)|∑𝑇 𝑗 haveanoptimalschedulewithnoidletime
between jobs, and
(a) as c h e d u l ef o rp r o b l e m1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,
𝐷max(𝜋
∗)≤𝑘 , 𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇𝑗 is feasible if the
number of jobs of 𝐽𝑁 scheduled before the last job of
𝐽0 is less than or equal to 𝑘;
(b) as c h e d u l ef o rp r o b l e m1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,
Δmax(𝜋
∗)≤𝑘 ,𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇 𝑗 is feasible if the total
actualprocessingtimeofjobsof𝐽𝑁 scheduledbeforethe
last job of 𝐽0 is less than or equal to 𝑘.
Proof. The proof is similar to that of Lemma 1 in Hall and
Potts [15].
Lemma 3. For problems 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,Γ≤𝑘
and 𝑝𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇𝑗,w h e r eΓ∈{ 𝐷 max(𝜋
∗), ∑𝐷𝑗(𝜋
∗),
Δmax(𝜋
∗),∑Δ𝑗(𝜋
∗)}, there exists an optimal schedule in
which the jobs of 𝐽0 are sequenced in the EDD or SPT rule as in
𝜋
∗,t h ej o b so f𝐽𝑁 are sequenced in the EDD or SPT rule, and
t h e r ei sn oi d l et i m eb e t w e e nj o b s .
Proof. We first analyze the jobs of 𝐽0. Consider an optimal
schedule 𝜎
∗ in which the jobs of 𝐽0 a r en o ts e q u e n c e di n
t h eE D Do rS P Tr u l ea si n𝜋
∗.L e t𝐽𝑖 be the job with the
smallest index that appears later relative to the other jobs of
𝐽0 in 𝜎
∗ than in 𝜋
∗,a n dl e t𝐽𝑗 (𝑗> 𝑖) be the last job of 𝐽0
thatprecedesjob𝐽𝑖 in𝜎
∗.Beca u se𝜋
∗ is an optimalsequence,
𝑝𝑗 and 𝑑𝑗 are agreeable. Assume that the starting time of job
𝐽𝑗 in 𝜎
∗ is 𝑡0,t h e n𝐶𝑗(𝜎
∗)=𝑡 0 +𝑝 𝑗(𝑎 + 𝑏𝑡0).P e r f o r ma n
interchangeonjobs𝐽𝑗 and𝐽𝑖,andgetanewschedule𝜎
򸀠.In𝜎
򸀠,
thestartingtimeofjob𝐽𝑖 is𝑡0,then𝐶𝑖(𝜎
򸀠)=𝑡 0+𝑝 𝑖(𝑎+𝑏𝑡0)<
𝑡0 +𝑝 𝑗(𝑎 + 𝑏𝑡0)=𝐶 𝑗(𝜎
∗).F r o mLemma 1, 𝐶𝑗(𝜎
򸀠)=𝐶 𝑖(𝜎
∗).
Thus, the jobs between job 𝐽𝑖 and 𝐽𝑗 are completed earlier in
𝜎
򸀠 than in 𝜎
∗. Next, we consider the total tardiness of jobs 𝐽𝑖
and 𝐽𝑗 in 𝜎
򸀠 and in 𝜎
∗.
The total tardiness of jobs 𝐽𝑖 and 𝐽𝑗 in 𝜎
∗ is as follows:
𝑇𝑖 (𝜎
∗)+𝑇 𝑗 (𝜎
∗)= max{𝐶𝑖 (𝜎
∗)−𝑑 𝑖,0}
+ max{𝐶𝑗 (𝜎
∗)−𝑑 𝑗,0}.
(2)
The total tardiness of jobs 𝐽𝑖 and 𝐽𝑗 in 𝜎
򸀠 is as follows:
𝑇𝑖 (𝜎
򸀠)+𝑇 𝑗 (𝜎
򸀠)= max{𝐶𝑖 (𝜎
򸀠)−𝑑 𝑖,0}
+ max{𝐶𝑗 (𝜎
򸀠)−𝑑 𝑗,0}.
(3)
To compare the total tardiness of jobs 𝐽𝑖 and 𝐽𝑗 in 𝜎
∗
and in 𝜎
򸀠,w ed i v i d ei ti n t ot w oc a s e s .I nt h efi r s tc a s e ,w h e n
𝐶𝑗(𝜎
∗)≤𝑑 𝑗,w eh a v e𝑇𝑖(𝜎
∗)+𝑇 𝑗(𝜎
∗)=max{𝐶𝑖(𝜎
∗)−𝑑 𝑖,0}.
Supposethatneither𝑇𝑖(𝜎
򸀠)nor𝑇𝑗(𝜎
򸀠)iszero .N otethatthisis
themostrestrictivecasesinceitcomprisesthecasethateither
one or both 𝑇𝑖(𝜎
򸀠) and 𝑇𝑗(𝜎
򸀠) are zero. From Lemma 1 and
𝑝𝑖 ≤𝑝 𝑗,𝑑 𝑖 ≤𝑑 𝑗,wehave{𝑇𝑖(𝜎
∗)+𝑇𝑗(𝜎
∗)}−{𝑇𝑖(𝜎
򸀠)+𝑇𝑗(𝜎
򸀠)} =
𝐶𝑖(𝜎
∗)−𝐶 𝑖(𝜎
򸀠)−𝐶 𝑗(𝜎
򸀠)+𝑑 𝑗 =𝑑 𝑗−𝐶 𝑖(𝜎
򸀠)≥𝑑 𝑗−𝐶 𝑗(𝜎
∗)≥0 .
In the second case, when 𝐶𝑗(𝜎
∗)>𝑑 𝑗,w eh a v e𝑇𝑖(𝜎
∗)+
𝑇𝑗(𝜎
∗)=𝐶 𝑖(𝜎
∗)+𝐶𝑗(𝜎
∗)−𝑑𝑖−𝑑𝑖.Supposethatneither𝑇𝑖(𝜎
򸀠)
nor 𝑇𝑗(𝜎
򸀠) is zero. From Lemma 1 and 𝑝𝑖 ≤𝑝 𝑗, 𝑑𝑖 ≤𝑑 𝑗,w e
have
{𝑇𝑖 (𝜎
∗)+𝑇 𝑗 (𝜎
∗)} − {𝑇𝑖 (𝜎
򸀠)+𝑇 𝑗 (𝜎
򸀠)}
=𝐶 𝑖 (𝜎
∗)+𝐶 𝑗 (𝜎
∗)−𝐶 𝑗 (𝜎
򸀠)−𝐶 𝑖 (𝜎
򸀠)≥0 .
(4)
Now, we have proved that the total tardiness of 𝜎
򸀠 is less than
or equal to that of 𝜎
∗.
Let the position of job 𝐽𝑖 in 𝜋
∗ be 𝑘1 a n dl e tt h ep o s i t i o n
of job 𝐽𝑗 in 𝜋
∗ be 𝑘2 and in 𝜎
򸀠 be 𝑘3.I f𝑘3 ≥𝑘 2,t h e n
𝐷𝑗(𝜋
∗,𝜎
򸀠)=𝑘 3 −𝑘 2, 𝐷𝑖(𝜋
∗,𝜎
∗)=𝑘 3 −𝑘 1.S i n c e𝑖<𝑗
implies 𝑘1 <𝑘 2,w eh a v e𝐷𝑗(𝜋
∗,𝜎
򸀠)<𝐷 𝑖(𝜋
∗,𝜎
∗).I f𝑘3 <
𝑘2,t h e n𝐷𝑗(𝜋
∗,𝜎
򸀠)=𝑘 2 −𝑘 3 and 𝐷𝑗(𝜋
∗,𝜎
∗)=𝑘 2 −
(𝑘3 −ℎ ) ,w h e r eℎ is the difference between the position of
job 𝐽𝑖 and 𝐽𝑗 in 𝜎
∗.S o ,𝐷𝑗(𝜋
∗,𝜎
򸀠)<𝐷 𝑗(𝜋
∗,𝜎
∗).H e n c e ,w e
have 𝐷max(𝜋
∗,𝜎
򸀠)<𝐷 max(𝜋
∗,𝜎
∗).I ne i t h e rc a s e ,b e c a u s e
𝐷𝑖(𝜋
∗,𝜎
򸀠)=𝐷 𝑖(𝜋
∗,𝜎
∗)−ℎand 𝐷𝑗(𝜋
∗,𝜎
򸀠)≤𝐷 𝑗(𝜋
∗,𝜎
∗)+ℎ.
Hence, ∑𝐷 𝑗(𝜋
∗,𝜎
򸀠)≤∑𝐷 𝑗(𝜋
∗,𝜎
∗).
Moreover, if 𝐶𝑗(𝜎
򸀠)≥𝐶 𝑗(𝜋
∗),t h e nΔ𝑗(𝜋
∗,𝜎
򸀠)=𝐶 𝑗(𝜎
򸀠)−
𝐶𝑗(𝜋
∗).SinceΔ𝑖(𝜋
∗,𝜎
∗)=𝐶 𝑖(𝜎
∗)−𝐶𝑖(𝜋
∗)=𝐶 𝑗(𝜎
򸀠)−𝐶𝑖(𝜋
∗)
and 𝐶𝑖(𝜋
∗)<𝐶 𝑗(𝜋
∗); therefore, Δ𝑗(𝜋
∗,𝜎
򸀠)<Δ 𝑖(𝜋
∗,𝜎
∗).I f
𝐶𝑗(𝜎
򸀠)<𝐶 𝑗(𝜋
∗),t h e nΔ𝑗(𝜋
∗,𝜎
򸀠)=𝐶 𝑗(𝜋
∗)−𝐶 𝑗(𝜎
򸀠) because
Δ𝑗(𝜋
∗,𝜎
∗)=𝐶 𝑗(𝜋
∗)−𝐶 𝑗(𝜎
∗), Δ𝑗(𝜋
∗,𝜎
򸀠)<Δ 𝑗(𝜋
∗,𝜎
∗).
Thus, we have Δmax(𝜋
∗,𝜎
򸀠)<Δ max(𝜋
∗,𝜎
∗).I ne i t h e rc a s e ,
because Δ𝑖(𝜋
∗,𝜎
򸀠)=Δ 𝑖(𝜋
∗,𝜎
∗)−ℎ
򸀠 and Δ𝑗(𝜋
∗,𝜎
򸀠)≤
Δ𝑗(𝜋
∗,𝜎
∗)+ℎ
򸀠,w h e r eℎ
򸀠 =𝐶 𝑖(𝜎
∗)−𝐶 𝑖(𝜎
򸀠). Then we deduce
that ∑Δ𝑗(𝜋
∗,𝜎
򸀠)≤∑Δ𝑗(𝜋
∗,𝜎
∗). Thus, for either problem,
𝜎
򸀠 i sf e a s i b l ea n do p t i m a l .W ec a ns h o wt h a tt h e r ee x i s t sa n
optimal schedule in which the jobs of 𝐽0 are sequenced in the
EDD or SPT order as in 𝜋
∗ by finite numbers of repetitions
of the argument. A similar interchange argument establishes4 Mathematical Problems in Engineering
that the jobs of 𝐽𝑁 can also be obtained by sequencing in the
EDD or SPT order. The same EDD or SPT ordering of the
jobs of 𝐽0 in 𝜋
∗ and an optimal schedule show that there is
no idle time in this optimal schedule. Otherwise, removing
this idle time maintains feasibility and decreases the total
tardiness.
We refer to the (EDD, EDD) property when a schedule is
constructedusingLemmas2and3.Wefirstconsiderproblem
1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,𝐷 max(𝜋
∗)≤𝑘 ,𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇𝑗.
From Lemmas 2 and 3,t h e r ea r ea tm o s t𝑘 jobs of 𝐽𝑁 that can
be sequenced before the last job of 𝐽0,a n dth e sejo b sh a v eth e
smallest due dates.Thus, we propose the following algorithm
under the maximum sequence disruption constraint. (see
Box 1).
Algorithm 4. Consider the following steps.
Step 1. Index the job of 𝐽𝑁 in the EDD order.
Step 2.S c h e d u l ej o b s1,...,𝑛 0 +𝑘in the EDD rule in the first
𝑛0+𝑘positionandschedulejobs𝑛0+𝑘+1,...,𝑛 0+𝑛 𝑁 inthe
EDD order in the final 𝑛𝑁 −𝑘positions.
Theorem 5. For the 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,𝐷 max(𝜋
∗)≤
𝑘, 𝑝𝑗(𝑎 + 𝑏𝑠𝑗)|∑ 𝑇 𝑗 problem, Algorithm 4 finds an optimal
schedule in 𝑂(𝑛 + 𝑛𝑁log𝑛𝑁) time.
Proof. From Lemmas 2 and 3,t h ec o n s t r a i n t𝐷max(𝜋
∗)≤𝑘
allows at most 𝑘 jobs of 𝐽𝑁 to be sequenced before the final
of 𝐽0,a n dt h e s ea r et h ej o b so f𝐽𝑁 with the smallest due
dates. Classical schedule theory shows that the jobs of this
first group are sequenced in the EDD order, while Lemma 3
establishes that the remaining 𝑛𝑁 −𝑘jobs of 𝐽𝑁 are also
sequenced in the EDD order.
Next, we note that the Step 1 for the jobs of 𝐽𝑁 requires
𝑂(𝑛𝑁log𝑛𝑁)time.Step2isexecutedin𝑂(𝑛)timebymerging
the first 𝑘 jobs of the EDD ordered jobs of 𝐽𝑁 with the jobs of
𝐽0 as sequenced in 𝜋
∗ a n dt h e np l a c i n gt h el a s t𝑛𝑁 −𝑘jobs of
the EDD order ordered jobs of 𝐽𝑁 at the end of the schedule.
Next, we consider problem 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤
𝑑𝑗,∑𝐷 𝑗(𝜋
∗)≤𝑘 ,𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇 𝑗.F r o mL e m m a s1, 2,a n d
3,thereisthetotalsequencedisruptionofthejobsof𝐽𝑁which
is less than or equal to 𝑘 a n dc a nb es e q u e n c e db e f o r et h el a s t
job of 𝐽0,a n dt h e s ej o b sh a v et h es m a l l e s td u ed a t e s .Th u s ,
we propose the following algorithm under the total sequence
disruption constraint. (see Box 2).
Let𝑓(𝑖,𝑗,𝗿)beminimumtotaltardinessvalueofapartial
scheduleforjobs𝐽1,...,𝐽 𝑖 and 𝐽𝑛0+1,...,𝐽 𝑛0+𝑗,wher etheto tal
sequencedisruptionisequalto𝗿.Thedynamicprogramming
p r o c e d u r ec a nn o wb es t a t e da sf o l l o w s .
Algorithm 6. Consider the following steps.
Step 1 (Initialization). Set 𝑓(𝑖,𝑗,𝗿) = 0 for (𝑖,𝑗,𝗿) = (0,0,0)
and 𝑓(𝑖,𝑗,𝗿) = ∞ for (𝑖,𝑗,𝗿) ̸ =(0,0,0), 𝑖 = 1,...,𝑛 0, 𝑗=
1,...,𝑛 𝑁, 𝑖=0,...,𝑘.
Step 2 (Recurrence Relation).
𝑓(𝑖,𝑗,𝗿) = min{
𝑓(𝑖−1,𝑗,𝗿−𝑗)+max{𝐶𝑖 −𝑑 𝑖,0};
𝑓(𝑖,𝑗− 1,𝗿) + max{𝐶𝑛0+𝑗 −𝑑 𝑛0+𝑗,0},
(5)
where 𝐶𝑗 denotes the completion time of job 𝐽𝑗.
Step 3 (Optimal Solution). Calculate the optimal solution
value min0≤𝗿≤𝑘{𝑓(𝑛0,𝑛 𝑁,𝗿)}.
I nth er ecu rr e n c er e la ti o n ,th efi r s tt e rmi nth em i n i m i z a -
tion corresponds to the case where the partial schedule ends
with job 𝐽𝑖 ∈𝐽 0.B e c a u s e𝐽𝑗 jobs of 𝐽𝑁 appear before job
𝐽𝑖 in such a partial schedule, the increase in total sequence
disruption is equal to 𝑗. The second term corresponds to the
case where the partial schedule ends with job 𝐽𝑛0+𝑗 ∈𝐽 𝑁.
In addition, we demonstrate the result of Algorithm 6 in
the following example.
Example 7. 𝑛0 =3 , 𝑛𝑁 =3 , 𝑡0 =0 , 𝐽0 ={ 𝐽 1,𝐽 2,𝐽 3}, 𝐽𝑁 =
{𝐽4,𝐽 5,𝐽 6}, 𝑝1 = 3.2, 𝑑1 =4 , 𝑝2 =1 , 𝑑2 = 2.4, 𝑝3 =2 , 𝑑3 =
3, 𝑝4 = 1.5, 𝑑4 =3 ,𝑝 5 =4 , 𝑑5 =5 , 𝑝6 =3 , 𝑑6 = 4.7, 𝑎 = 0.2,
𝑏 = 0.4,a n d𝑘=5 .
Solution: According to Algorithm 4 and Lemmas 2 and
3. Because the total sequence disruption of the jobs 𝐽1,𝐽 2,𝐽 3
can not exceed 𝑘=5 . By dynamic programming algorithm,
weobtainjobsequenceandthetotaltardinesscostasfollows:
if 𝑘=0 ,t h eo p t i m a ls e q u e n c ei s[𝐽2 →𝐽 3 →
𝐽1 →𝐽 4 →𝐽 6 →𝐽 5], and the total tardiness cost is
26.8007;
if 𝑘=0 ,t h ej o bs e q u e n c ei s[𝐽2 →𝐽 3 →𝐽 1 →
𝐽4 →𝐽 6 →𝐽 5], and the total tardiness cost is
26.8007;
if 𝑘=1 ,t h ej o bs e q u e n c ei s[𝐽2 →𝐽 3 →𝐽 4 →
𝐽1 →𝐽 6 →𝐽 5], and the total tardiness cost is
25.8007;
if 𝑘=2 ,t h ej o bs e q u e n c ei s[𝐽2 →𝐽 4 →𝐽 3 →
𝐽1 →𝐽 6 →𝐽 5], and the total tardiness cost is
25.8007;
if 𝑘=3 ,t h ej o bs e q u e n c ei s[𝐽4 →𝐽 2 →𝐽 3 →
𝐽1 →𝐽 6 →𝐽 5], and the total tardiness cost is
25.8007;
if 𝑘=4 ,t h ej o bs e q u e n c ei s[𝐽4 →𝐽 2 →𝐽 3 →
𝐽6 →𝐽 1 →𝐽 5], and the total tardiness cost is
26.8223;
if 𝑘=5 ,t h ej o bs e q u e n c ei s[𝐽4 →𝐽 2 →𝐽 6 →
𝐽3 →𝐽 1 →𝐽 5], and the total tardiness cost is
28.5223;
Furthermore, if total sequence disruption 𝑘 is equal to
1, 2, 3, then minimizing total tardiness cost is 25.8007, and
optimaljobsequenceis[𝐽2 →𝐽 3 →𝐽 4 →𝐽 1 →𝐽 6 →𝐽 5],
[𝐽2 →𝐽 4 →𝐽 3 →𝐽 1 →𝐽 6 →𝐽 5],a n d[𝐽4 →𝐽 2 →
𝐽3 →𝐽 1 →𝐽 6 →𝐽 5].Mathematical Problems in Engineering 5
Input: Given 𝑝𝑗, 𝑑𝑗 for 𝑗=1,...,𝑛; 𝑘 and 𝜋
∗,w h e r e𝑘≤𝑛 𝑁.
Indexing: Index the jobs of 𝐽𝑁 in the EDD order.
Schedule Construction: Schedule jobs 1,...,𝑛 0 +𝑘in the EDD order in the first 𝑛0 +𝑘positions.
Schedule jobs 𝑛0 +𝑘+1,...,𝑛 0 +𝑛 𝑁 in EDD order in the final 𝑛𝑁 −𝑘positions.
Box1
Input: Given 𝑝𝑗, 𝑑𝑗 for 𝑗=1,...,𝑛; 𝑘 and 𝜋
∗,w h e r e𝑘≤𝑛 0𝑛𝑁.
Indexing: Index the jobs of 𝐽𝑁 in the EDD order.
Box2
Theorem 8. For the 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗, ∑𝐷𝑗(𝜋
∗)≤
𝑘, 𝑝𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇𝑗 problem, Algorithm 6 finds an optimal
schedule in 𝑂(𝑛
2
0n
2
𝑁) time.
Proof. FromLemmas1,2,and3,itonlyremainstoenumerate
all possible ways of merging the EDD ordered lists of jobs
of 𝐽0 and 𝐽𝑁. Algorithm 6 does so by comparing the cost of
all possible state transitions and therefore finds an optimal
schedule.
Because𝑖≤𝑛 0,𝑗≤𝑛𝑁 and𝗿≤𝑘≤𝑛 0𝑛𝑁,thereare𝑂(𝑛
2
0𝑛
2
𝑁)
valuesofthestatevariables.Step1requires𝑂(𝑛𝑁log𝑛𝑁).Step
2r e q u i r e sc o n s t a n tt i m ef o re a c hs e to fv a l u e so ft h es t a t e
variables. Thus, the overall time complexity of Algorithm 6
is 𝑂(𝑛
2
0𝑛
2
𝑁).
Now, we consider problem 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤
𝑑𝑗,Δ max(𝜋
∗)≤𝑘 , 𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇𝑗.F r o mL e m m a s1, 2,
and 3, the maximum time disruption of jobs of 𝐽0 is at most
𝑘,a n dj o b so f𝐽𝑁 before the last job of 𝐽0 have the smallest
due dates. Thus, we propose the following algorithm under
the maximum time disruption constraint. (see Box 3).
Let 𝑓(𝑖,𝑗,𝗿) be minimum total tardiness value of a
partial schedule for jobs 𝐽1,...,𝐽 𝑖 and 𝐽𝑛0+1,...,𝐽 𝑛0+𝑗,w h e r e
the maximum time disruption is equal to 𝗿.Th ed y n a m i c
programming procedure can now be stated as follows.
Algorithm 9. Consider the following steps.
Step 1 (Initialization). Set 𝑓(𝑖,𝑗,𝗿) = 0 for (𝑖,𝑗,𝗿) = (0,0,0)
and 𝑓(𝑖,𝑗,𝗿) = ∞ for (𝑖,𝑗,𝗿) ̸ =(0,0,0), 𝑖 = 1,...,𝑛 0, 𝑗=
1,...,𝑛 𝑁,a n d𝑖=0,...,𝑘.
Step 2 (Recurrence Relation).
𝑓(𝑖,𝑗,𝗿) = min{
𝑓(𝑖−1,𝑗,𝗿−𝑃 ℎ)+max{𝐶𝑖 −𝑑 𝑖,0};
𝑓(𝑖,𝑗− 1,𝗿) + max{𝐶𝑛0+𝑗 −𝑑 𝑛0+𝑗,0},
(6)
where 𝑃ℎ is the sum of actual processing time of the new jobs
of 𝐽𝑁 between𝐽𝑖−1 and 𝐽𝑖 and 𝐶𝑗 denotesthecompletiontime
of job 𝐽𝑗.
Step 3 (Optimal Solution). Calculate the optimal solution
value min0≤𝗿≤𝑘{𝑓(𝑛0,𝑛 𝑁,𝗿)}.
I nth er ecu rr e n c er e la ti o n ,th efi r s tt e rmi nth em i n i m i z a -
tion corresponds to the case where the partial schedule ends
with job 𝐽𝑖 ∈𝐽 0.B e c a u s e𝐽𝑗 jobs of 𝐽𝑁 appear before job 𝐽𝑖
in such a partial schedule, the increase in the maximum time
disruptionisequalto𝑃ℎ. The second term corresponds to the
case where the partial schedule ends with job 𝐽𝑛0+𝑗 ∈𝐽 𝑁.
Similar to Example 7,b yAlgorithm 9,w eh a v e
(i) the maximum time disruption 𝑘 is in [1.7237,
25.7919];thejobsequenceandthetotaltardinesscost
are the same to Example;
(ii) the maximum time disruption 𝑘 is in [0,1.7237),t h e
job sequence is [𝐽2 →𝐽 3 →𝐽 1 →𝐽 4 →𝐽 6 →𝐽 5],
and the total tardiness cost is 26.8007.
Theorem 10. For the 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,Δ max(𝜋
∗)≤
𝑘, 𝑝𝑗(𝑎 + 𝑏𝑠𝑗)|∑𝑇𝑗 problem, Algorithm 9 finds an optimal
schedule in 𝑂(𝑛0𝑛𝑁𝐶max +𝑛 𝑁log𝑛𝑁) time.
Proof. From Lemmas 1, 2,a n d3, Δ≤𝑘means that the total
actualprocessingtimeofthenewjobsof𝐽𝑁beforethelastjob
of𝐽0 isatmost𝑘,andthesearethejobsof𝐽𝑁 withthesmallest
due dates. Hence, Algorithm 9 schedules the jobs according
to the (EDD, EDD) property.
Because 𝑖≤𝑛 0, 𝑗≤𝑛 𝑁 and 𝗿≤𝑘<𝐶 max,t h e r e
are 𝑂(𝑛0𝑛𝑁𝐶max) values of the state variables. Step 1 requires
𝑂(𝑛𝑁log𝑛𝑁). Step 2 requires constant time for each set of
valuesofthestatevariables.Thus,theoveralltimecomplexity
of Algorithm 9 is 𝑂(𝑛0𝑛𝑁𝐶max +𝑛 𝑁log𝑛𝑁).
Now, we consider problem 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤
𝑑𝑗,∑Δ 𝑗(𝜋
∗)≤𝑘 , 𝑝 𝑗(𝑎 + 𝑏𝑠𝑗)|∑ 𝑇 𝑗.F r o mL e m m a s1, 2,
and 3, there is the total time disruption of jobs of 𝐽𝑁 which
is less than or equal to 𝑘 and can be sequenced before the
last job of 𝐽0,a n dt h e s ej o b sh a v et h es m a l l e s td u ed a t e s .
The following dynamic programmingalgorithmperforms an
optimal merging of jobs of 𝐽0 and 𝐽𝑁 in a way similar to
Algorithm 6.( s e eBox 4).
Let𝑓(𝑖,𝑗,𝗿)beminimumtotaltardinessvalueofapartial
scheduleforjobs𝐽1,...,𝐽 𝑖 and 𝐽𝑛0+1,...,𝐽 𝑛0+𝑗,wher etheto tal6 Mathematical Problems in Engineering
Input: Given 𝑝𝑗, 𝑑𝑗 for 𝑗=1,...,𝑛; 𝑘 and 𝜋
∗,w h e r e𝑘<𝐶 max (see Lemma 1).
Indexing: Index the jobs of 𝐽𝑁 in the EDD order.
Box3
Input: Given 𝑝𝑗, 𝑑𝑗 for 𝑗=1,...,𝑛; 𝑘 and 𝜋
∗,w h e r e𝑘≤𝑛 0𝐶max.
Indexing: Index the jobs of 𝐽𝑁 in the EDD order.
Box4
time disruption is equal to 𝗿. The dynamic programming
p r o c e d u r ec a nn o wb es t a t e da sf o l l o w s .
Algorithm 11.
Step 1 (Initialization). Set 𝑓(𝑖,𝑗,𝗿) = 0 for (𝑖,𝑗,𝗿) = (0,0,0)
and 𝑓(𝑖,𝑗,𝗿) = ∞ for (𝑖,𝑗,𝗿) ̸ =(0,0,0), 𝑖 = 1,...,𝑛 0, 𝑗=
1,...,𝑛 𝑁,a n d𝑖=0,...,𝑘.
Step 2 (Recurrence Relation).
𝑓(𝑖,𝑗,𝗿)=min
{ { {
{ { {
{
𝑓(𝑖−1,𝑗,𝗿−
𝑛0+𝑗
∑
ℎ=𝑛0+1
𝑝[ℎ])+max{𝐶𝑖 −𝑑 𝑖,0};
𝑓(𝑖,𝑗−1,𝗿)+max{𝐶𝑛0+𝑗 −𝑑 𝑛0+𝑗,0},
(7)
where 𝑝[ℎ] i st h ea c t u a lp r o c e s s i n gt i m eo fj o b𝐽ℎ; 𝐶𝑗 denotes
the completion time of job 𝐽𝑗.
Step 3 (Optimal Solution). Calculate the optimal solution
value min0≤𝗿≤𝑘{𝑓(𝑛0,𝑛 𝑁,𝗿)}.
Intherecurrencerelation,thefirsttermintheminimiza-
tion corresponds to the case where the partial schedule ends
with job 𝐽𝑖 ∈𝐽 0.B e c a u s e𝐽𝑗 jobs of 𝐽𝑁 appear before job 𝐽𝑖 in
such a partial schedule, the increase in total time disruption
is equal to ∑
𝑛0+𝑗
ℎ=𝑛0+1 𝑝[ℎ]. The second term corresponds to the
case where the partial schedule ends with job 𝐽𝑛0+𝑗 ∈𝐽 𝑁.
Theorem 12. For the 1|𝑝 𝑖 ≤𝑝 𝑗 ⇒𝑑 𝑖 ≤𝑑 𝑗,∑Δ 𝑗(𝜋
∗)≤
𝑘, 𝑝𝑗(𝑎 + 𝑏𝑠𝑗)|∑ 𝑇 𝑗 problem, Algorithm 11 finds an optimal
schedule in 𝑂(𝑛
2
0𝑛𝑁𝐶max) time.
Proof. The proof of optimality of Algorithm 11 is similar to
Theorem 8 regarding the time complexity. Because 𝑖≤𝑛 0,
𝑗≤𝑛 𝑁,a n d𝗿≤𝑘≤𝑛 0𝐶max,t h e r ea r e𝑂(𝑛
2
0𝑛𝑁𝐶max) values
of the state variables. Step 1 requires 𝑂(𝑛𝑁log𝑛𝑁).S i m i l a r
arguments to those in the proof of Theorem 8 show that the
overall time complexity of Algorithm 11is 𝑂(𝑛
2
0𝑛𝑁𝐶max).
4. Conclusions
In this paper, we studied the issue of rescheduling to allow
t h eu n e x p e c t e da r r i v a lo fn e wj o b sa n dt o o ki n t oa c c o u n t
t h ee ff e c to ft h ed i s r u p t i o no nap r e v i o u s l yp l a n n e do p t i -
mal schedule. The main contribution of this paper is that
we develop the machine rescheduling scheduling problems
agreeablejobparametersunderdeteriorationanddisruption.
Rescheduling means to schedule the jobs again, together
with a set of new jobs. Deteriorating job means that the
actual processing time of a job is an increasing function
of its starting time. When the processing time and due
date of jobs are agreeable, we considered some problems to
minimize total tardiness under a limit on two disruption
constraints: sequence disruption and time disruption. We
proposed polynomial time algorithms or some dynamic
programming algorithms for each problem. Future research
may stimulate rescheduling models to mitigate the effects
of the disruptions that occur frequently in manufacturing
practice.
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