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Fakulteta za računalnǐstvo in informatiko
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prijaznost in predvsem za pomoč in svetovanje. Prav tako se zahvaljujem






1.1 O tematiki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Struktura naloge . . . . . . . . . . . . . . . . . . . . . . . . . 1
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CE cross entropy križna entropija
CNN convolutional neural network konvolucijska nevronska mreža
DWT discrete wavelet transform diskretna valčna transformacija
ELU exponential linear unit eksponentna linearna enota
FAR false acceptance rate stopnja napačna odobritve
FRR false rejection rate stopnja napačna zavrnitve
ICA independent component analysis analiza neodvisnih komponent
LDA linear discriminant analysis linearna diskriminantna analiza
MSE mean square error povprečna kvadratna napaka
NIR near infrared blizu infrardečega
PCA principal component analysis analiza glavnih komponent
RELU rectified linear unit popravljena linearna enota
SVD singular value decomposition razcep po singularnih vrednostih

Povzetek
Naslov: Prepoznavanje šarenice s pomočjo nevronskih mrež
Avtor: Uroš Polanc
Naloga obravnava pristop prepoznavanja oseb na podlagi šarenice z nevron-
skimi mrežami. Ideja je, da na sliki očesa pravilno detektiramo območje
šarenice, s katerega nato s primernimi metodami pridobimo tako imenovan
vektor značilk. Vektor značilk predstavlja kratek in unikaten opis posamezne
slike. Za nevronske mreže smo uporabili klasične nevronske mreže, ki smo
jim kot vhod podali vektorje značilk. Na koncu smo preizkusili še konvolucij-
ske nevronske mreže, kjer smo kot vhod podali originalno sliko. Pri klasičnih
nevronskih mrežah smo testirali večje število kombinacij metod izbolǰsave
slike, metod izbire značilk ter nevronskih mrež. Izkazalo se je, da mreže za
prepoznavanje vzorcev v kombinaciji z Gaborjevimi filtri dosegajo točnost
95,7 procenta. Pri konvolucijskih nevronskih mrežah pa se je najbolje izka-
zala mreža ResNet50 s točnostjo 96,4 procenta.
Ključne besede: računalnǐski vid, globoko učenje, nevronske mreže, kon-
volucijske nevronske mreže, segmentacija šarenice.

Abstract
Title: Iris recognition using artificial neural networks
Author: Uroš Polanc
The thesis deals with the approach of iris recognition using neural networks.
The idea is to correctly detect the iris region from the image of the eye, from
which, using suitable algorithms and methods, we then obtain the so-called
feature vector. The feature vector represents a compact and unique descrip-
tion of each image, which is then passed to different neural networks. For
the neural networks, we use classical neural networks, which are given feature
vectors as input. In the end, we also test the convolutional neural networks
where the original image is given as input. For classical neural networks,
we tested a large number of combinations of image enhancement methods,
feature extraction methods and neural networks. Pattern recognition net-
work, in combination with Gabor filters, has been shown to achieve the best
accuracy of 95.7 percent. Meanwhile, for convolutional neural networks, the
ResNet50 network performed best with an accuracy of 96.4 percent.
Keywords: computer vision, deep learning, neural network, convolutional





Tematika naloge je prepoznavanje oseb na podlagi šarenice z nevronskimi
mrežami, ki zajema področji računalnǐskega vida in umetne inteligence. Po-
dročje računalnǐskega vida se ukvarja s tem, kako računalnǐskim sistemom
omogočimo zaznavanje in detekcijo na podlagi slik ali posnetkov. Zajema
naloge, kot so pridobivanje, procesiranje, analiziranje in razumevanje digi-
talnih slik, kot tudi izbiro podatkov iz realnega sveta z namenom, da jih
predstavimo kot numerično ali simbolično informacijo. Področje umetne in-
teligence pa se osredotoča na sisteme, ki se na osnovi določenih problemov
znajo naučiti in reševati te probleme. Takšnim sistemom pravimo inteligentni
sistemi.
1.2 Struktura naloge
V poglavju 2 predstavimo načine prepoznavanja oseb na podlagi šarenice z
nevronskimi mrežami. Poglavje 3 se osredotoča na problem segmentacije in
s tem povezanih metod, predvsem na segmentacijo šarenice in zenice. Ko
imamo segmentirano oko, lahko pričnemo z normalizacijo, o čemer govori
poglavje 4. To poglavje se osredotoča na dva različna načina normalizacije
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šarenice, od katerih eden uporabi celotno šarenico, drugi pa le segmente okoli
zenice. V poglavju 5 skušamo izbolǰsati kvaliteto slike in s tem omogočiti
bolǰse zaznavanje oziroma ekstrakcijo značilk, kjer razložimo tudi delovanje
nekaj dobro znanih algoritmov za izbolǰsavo kvalitete in ekstrakcijo značilk.
V poglavju 6 pa se poglobimo v nevronske mreže in njihovo delovanje. Poleg
tega malo bolj podrobno razložimo delovanje funkcij, povezanih z nevron-
skimi mrežami, predstavimo pa tudi nevronske mreže, ki jih uporabljamo v
tej nalogi. S tem se zaključi teoretični del in v poglavju 7 prikažemo rezultate,
dobljene z metodami iz preǰsnjih poglavij. V poglavju 8 podamo sklepne ugo-
tovitve, in možne ideje o nadaljni optimizaciji ali razširitvi funkcionalnosti
uporabljenih realizacij.
1.3 Anatomija človeškega očesa
Za prepoznavanje ljudi po očeh je treba poznati anatomijo človeškega očesa.
Na sliki 1.1 je prikazano oko, kot je vidno od zunaj. Od očesnega zrkla
so vidni zenica, šarenica in beločnica, druge dele pa uvrščamo v obočesno
ali periokularno območje. Oko je eden izmed najbolj kompleksnih organov
človeškega telesa (slika 1.2). Razdelimo ga na tri glavne plasti [15].
Zunanjo plast sestavljata roženica in beločnica. Roženica lomi in prenaša
svetlobo na lečo in mrežnico, ter ščiti oko pred okužbo in poškodbami glo-
bljih delov. Beločnica tvori vezni tkivni plašč, ki ščiti oko pred notranjimi in
zunanjimi silami in ohranja obliko. Vidni del beločnice je prekrit s prozorno
sluznico, imenovano veznica.
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Slika 1.1: Človeško oko, kot je vidno od zunaj.
Slika 1.2: Anatomija človeškega očesa
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Srednja plast očesa je sestavljena iz šarenice, ciliarnega telesa in žilnice.
Šarenica nadzoruje velikost zenice in s tem količino svetlobe, ki doseže mrežnico,
ciliarno telo pa nadzoruje moč in obliko leče ter je mesto proizvodnje očesne
tekočine. Žilnice pa zagotavlja kisik in hranila za zunanje plasti mrežnice, in
sicer preko mnogih žil, ki se nahajajo v njej. Barvo šarenice določa pigment
melanin. Vizualna struktura se prične oblikovati v tretjem mesecu plodu in se
dokončno določi po rojstvu v prvih dveh letih [20], ter ostane nespremenljiva
do konca življenja. Samo v šarenici lahko najdemo več kot 400 razlikoval-
nih značilnosti, ki se lahko uporabijo za identifikacijo osebe [8]. Ne zazna se
vseh, povprečno se jih zazna okoli 260. Zaradi teh unikatnih značilk, kot so
kontrakcijske brazde, strize, jame, kolagena vlakna, nitke, serpantinska va-
skilatra, pega in podobno, ima šarenica šestkrat bolj razpoznavne lastnosti
kot prstni odtisi [8].
Notranja plast očesa je mrežnica, ki jo sestavljajo fotoreceptorji. Fotorecep-
torje ločimo na paličiče, katerih naloga je zaznavanje svetlobe, ter na čepke,
ki nam omogočajo, da vidimo barvo. Čepki, ki jih je veliko manj kot paličic,
so locirani predvsem okoli predela rumene pege, paličice pa najdemo tudi na
bolj obrobnih delih mrežnice.
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1.4 Podatkovna baza slik očesa
Za razvijanje in primerjanje smo uporabili podatkovno bazo CASIA Iris
Image Database Version 1.0 (CASIA-IrisV1) [2], katero sestavlja 756 slik,
ki predstavljajo 108 različnih očes. Za vsako oko je bilo zajetih 7 primerov
v dveh sejah. Prvo sejo sestavljajo 3 primeri, drugo pa 4. Vsaka slika je
shranjena kot format BMP dimenzije 320 x 280 slikovnih elementov.
Slike v podatkovni bazi so shranjene kot PPP S I.bmp, kjer posamezni deli
predstavljajo: (1) PPP - unikatni identifikator očesa, ki ima vrednosti med
000 in 108, (2) S - indeks seje, ki predstavlja prvo ali drugo sejo, ter (3) I
- indeks slike zajete v isti seji, kjer ima v prvi seji vrednosti od 1 do 3 in v
drugi seji od 1 do 4.
Slike podatkovne baze so bile zajete z ročno izdelano kamero za zajema-
nje šarenice, ki vključuje osem 850 nm NIR osvetljevalcev, ki so razporejeni
okoli senzorja, kar omogoči, da je šarenica enako in dovolj osvetljena. Da bi
avtorji zaščitili svojo lastnino, še posebej postavitev osvetljevalcev, so zenice
detektirali in prekrili s popolnoma črnim krogom.
Tabela 1.4 prikazuje rezultate nekaj algoritmov, pridobljenih na podatkovni
bazi CASIA-IrisV1. Točnost predstavlja procent pravilno klasificiranih slik
šarenice, stopnja napačne odobritve (angl. false acceptance rate, FAR) pred-
stavlja verjetnost, da bo biometrični varnostni sistem napačno sprejel dostop
ali uporabo nepooblaščenega uporabnika, stopnja napačne zavrnitve (angl.
false rejection rate, FRR) pa verjetnost, da se posemeznik ne ujema ali nima
dostopa do svoje obstoječe biometrične baze.
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Algoritem FAR / FRR Točnost
Avila (2001) [4] 0,03 / 2,08 97,89 %
Li Ma (2002) [19] 0,02 / 1,98 98,00 %
Tisse (2002) [17] 1,84 / 8,79 89,37 %
Daugman (2001) 0,01 / 0,09 99,90 %
ICM (2008) [13] - 97,74 %
AlexNet (2018) [16] - 98,00 %
Poglavje 2
Načini prepoznavanja
Človeško oko, kot ga omenjemo v poglavju 1, je eden izmed najbolj kom-
pleksnih organov človeškega telesa, zato obstaja tudi več različnih načinov
prepoznavanja ljudi po njihovih očeh. Najpomembneǰsi so:
• prepoznavanje na podlagi žil beločnice,
• prepoznavanje na podlagi periokularnega dela,
• prepoznavanje na podlagi mrežnice,
• prepoznavanje na podlagi šarenice.
Prepoznavanje na podlagi žil beločnice temelji na segmentaciji beločnice, ter
izbolǰsavi informacije vaskularnih struktur, saj le-te zaradi pomanjkanja kon-
trasta pogosto ne izstopajo dovolj in jih algoritmi izbire značilk večinoma ne
zaznajo sami.
Prepoznavanje na podlagi periokularnega dela zajema predel obraza, ki je
v neposredni bližini očesa (veke in obrvi). Ta način je zelo koristen, kadar
dober zajem šarenice ni mogoč. Lahko pa se uporablja kot komplement pri
prepoznavanju na podlagi šarenice [14].
Prepoznavanje na podlagi mrežnice zajema edinstvene vzorce na mrežnici,
kjer se uporabi individualnost vzorcev krvnih žil. Po podatkih laboratorija




Zadnji način, okoli katerega se vrti naloga, je prepoznavanje na podlagi
šarenice. Da lahko prepoznavamo na podlagi šarenice, je treba njeno območje
najprej locirati. Najprej detektiramo robove zenice in nato še robove šarenice.
Predel med obema robovoma predstavlja regijo šarenice, katero je potrebno
obdelati tako, da na njej minimiziramo ali odstranimo čim večje število mo-
tenj, kot so veke, trepalnice in odsev. Obdelano območje šarenice nato nor-
maliziramo, ali drugače povedano prenesemo v vnaprej določeno obliko. Do-
bljeno normalizirano sliko nato slikovno obdelamo z namenom, da pouda-
rimo razlike med posameznimi elementi. Temu koraku ponavadi sledi izbira
značilk, s čimer zmanǰsamo število podatkov, kar omogoča hitreǰse delovanje
nevronskih mrež, ki klasificirajo vhode v pravilni razred. Postopek je prika-
zan na sliki 2.1.




Ker je zenica popolnoma črn predel očesa, saj se svetloba na tem delu popol-
noma absorbira, lahko na sliki očesa ǐsčemo temne predele, kar nam omogoča
metoda upragovanja. Ko imamo upragovano sliko, kar še ne pomeni da smo
odstranili vse druge predele, lahko nadaljujemo z binarnimi morfološkimi
operacijami (poglavje 3.1.2), ki nam pomagajo odstraniti manǰse zaznane
regije. S tem dobimo sliko le večjih regij, katere pa nato s pomočjo algorit-
mov označevanja regij ločimo in opǐsemo. Med ločenimi regijami izberemo
površinsko največjo, saj le-ta najverjetneje predstavlja zenico. Če zenica ni
največja regija, lahko sklepamo, da slika ne predstavlja očesa oziroma da je
slika popačena, saj poleg zenice, obrvi ter trepalnic zelo temnih regij naj ne
bi bilo.
3.1.1 Upragovanje
Upragovanje je najenostavneǰsa metoda segmentacije slike, ki iz sivinske slike
naredi binarno sliko. Najenostavneǰse metode upragovanja zamenjajo vre-




Naj bo x slikovna točka in xth pragovna vrednost. Potem je nova vrednost
slikovnega elementa x določena takole:
x =
1 : x < xth0 : x ≥ xth (3.1)
Slika 3.1: Primer upragovanja sivinske slike očesa (A) s pragovnimi vre-
dnostmi 60 (B), 70 (C) in 80 (D).
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3.1.2 Binarne morfološke operacije
Matematična morfologija je orodje za pridobivanje slikovnih komponent, ki
so uporabne za predstavitev ali opis komponent. Tehniko sta prvotno razvila
Metheron in Serra [25] v Parizu. Gre za množično teoretično metodo ana-
lize slike, ki zagotavlja kvantitativni opis geometrijskih struktur. Morfologija
lahko zagotavlja robove predmetov, njihovih okostij in njihovih izbočenih de-
lov. Uporabna je tudi za številne tehnike pred obravnavo in po njej, zlasti
pri redčenju robov in obrezovanju. Večina morfoloških operacij temelji na
preprostih operacijah krčenja in širjenja, in ravno zaradi tega se primarno
uporablja v binarnih slikah.
Osnovna ideja v binarni morfologiji je, da se sprehodimo čez sliko s preprosto
vnaprej določeno obliko (ki je ponavadi disk ali kvadrat), s čimer ugotovimo,
kako ta oblika ustreza ali ne ustreza sliki. Ta vnaprej določena oblika se
imenuje strukturni element in je sama po sebi binarna slika.
Poglejmo si osnovne binarne mofološke operacije, kot so translacija, reflekcija,
krčenje, širjenje, odpiranje in zapiranje.
Translacija
Naj bo A podmnožica celih števil, a neka vrednost v množice A, x pa vrednost
translacije. Translacija Ax je določena kot:
Ax = {a+ x, a ∈ A} (3.2)
Reflekcija
Naj bo A podmnožica celih števil, a pa neka vrednost v množice A. Reflekcija
Â je določena kot:
Â = {−a, a ∈ A} (3.3)
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Krčenje
Naj bo E evklidski prostor, A binarna slika v E, Bx pa translacija B z
vektorjem x. Krčenje binarne slike A s strukturnim elementom B je določeno
kot:
A	B = {x ∈ E|Bx ⊆ A} (3.4)
Širjenje
Naj bo E evklidski prostor, A binarna slika v E, B̂x pa translacijo reflekcije
B z vektorjem x. Širjenje binarne slike A s strukturnim elementom B je
določeno kot:
A⊕B = {x ∈ E|B̂x ∩ A 6= ∅} (3.5)
Odpiranje
Naj bo E evklidski prostor, A pa binarna slika v E. Odpiranje binarne slike
A s strukturnim elementom B je določeno kot:
A ◦B = (A	B)⊕B (3.6)
Zapiranje
Naj bo E evklidski prostor, A pa binarna slika v E. Zapiranje binarne slike
A s strukturnim elementom B je določeno kot:
A •B = (A⊕B)	B (3.7)
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Slika 3.2: Primer morfoloških operacij na upragovani sliki očesa (A) z zelo
povečanim strukturnim elementom (D), kjer prikažemo rezultate operacije
krčenja (B), širjenja (C), odpiranja (E) in zapiranja (F).
3.1.3 Regije
Označevanje regij (angl. region labeling) je postopek, po katerem se pod-
množice povezanih komponent združijo v nadmnožico glede na podano he-
vristiko. Označevanje regij se uporablja za detekcijo povezanih regij v bi-
narnih slikah, čeprav se da uporabiti tudi v barvnih slikah in podatkih z
večjim številom dimenzij [18]. Povezovanje podmnožic lahko ločimo na 4- in
8-sosednost (slika 3.3).
Slika 3.3: Dve vrsti povezovanja podmnožice komponent, kjer rdeče polje
prikazuje trenutni slikovni element, črne pike na sivih poljih pa slikovne ele-
mente, ki se upoštevajo pri označevanju trenutnega elementa.
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Postepek označevanja regij [12] iterativno pregleda vse slikovne elemente
enega za drugim, vrstico za vrstico. V vsakem slikovnem elementu preverimo,
ali je ta element ozadje ali predstavlja neki objekt v ospredju. Če je trenutni
element ozadje, nadaljujemo in se pomaknemo v naslednji element. Če pa gre
za objekt v ospredju, pogledamo vse že obdelane sosednje slikovne elemente,
in če je eden izmed njih že svoja regija se pridruži obstoječi množici. Če je
več različnih sosednjih regij, se pridruži eni izmed njih, ter si zapomnimo,
da so najdene sosednje regije povezane. Če pa ni nobene sosednje regije,
označimo trenutni slikovni element kot novo regijo in se premaknemo na
naslednji element. To počnemo z vsemi slikovnimi elementi, in ko končamo,
združimo vse regije, za katere smo si zapomnili, da se dotikajo (slika 3.4).
Slika 3.4: Primer označevanja regij
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3.2 Segmentacija šarenice
3.2.1 Daugmanova integralno-diferencialna enačba
V večini podatkovnih baz slik očesa je velik kontrast med zenico in šarenico
ter med šarenico in beločnico, in zaradi tega John Daugman predlaga ele-
gantno in učinkovito rešitev, kjer krožne robove zazna krožni integralno-
diferencialni operator (enačba (3.8)). Operator ǐsče krožno pot, kjer je spre-
memba v intenziteti slikovnih elementov največja, tako da spreminja radij ter
sredǐsče (x, y) krožnega obrisa. Sam algoritem lahko pohitrimo tako, da ome-
jimo iskanje z dodatnimi omejitvami na prostor iskanja, to pa je mogoče, saj
imajo podatkovne baze, kot je na primer CASIA, minimalno in maksimalno
velikost šarenice, ki jo lahko ocenimo s pregledom učne množice.








3.2.2 Predlagani model P. E. Merlotija
Druga opcija, katero smo uporabili v implementaciji, je model Paula Edu-
arda Merlotija [23], ki predstavi nov način iskanja robov šarenice. Metoda
predpostavi, da je med šarenico in beločnico dovolj razlike v moči odtenka
barve, katerega z linearnim kontrastnim filtrom še bolj poudarimo. Ker je
mogoče, da so nekateri slikovni elementi znotraj šarenice zelo svetli ali zelo
temni, uporabimo povprečja manǰsih segmentov in šele potem primerjamo
spremembe v intenziteti tona.
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Algoritem lahko zapǐsemo v naslednjih korakih:
1. z metodami omenjenimi v poglavju segmentacije zenice poǐsčemo center
in radij zenice;
2. na sliki očesa uporabimo linearni kontrastni filter, s tem poudarimo
barvne kontraste, kar omogoča iskanje roba šarenice;
3. naredimo vektor, ki poteka vodoravno skozi sredǐsče zenice;
4. izberemo vektor leve strani tako, da ta zajema območje od levega roba
zenice do levega roba slike;
5. izberemo vektor desne strani tako, da ta zajema območje od desnega
roba zenice do desnega roba slike;
6. vektorja strani razdelimo na manǰse dele, katerih vrednosti povprečimo;
7. za vsak element vektorja, kjer prvi element preskočimo, izvedemo sledeče:
(a) izračunamo absolutno razliko med trenutno vrednostjo elementa
in vrednostjo preǰsnjega elementa;
(b) če je absolutna razlika večja od vnaprej določene meje, končamo
in trenutni elementa smatramo za rob, drugače nadaljujemo z na-
slednjim elementom.
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Slika 3.5: Primer iskanja širine šarenice po modelu P. E. Merlotija, kjer levi
stolpec predstavlja levo stran očesa, desni pa desno stran. V prvi vstici
je prikazana približana slika primernega območja očesa, druga vrstica pa
prikazuje barvno vrednost vektorja dobljenega s korakoma 4 in 5. V treji
vrstici vidimo povprečene vrednosti po koraku 6, in v zadnji vrstici, po koraku




4.1 Daugmanov model normalizacije
Ko imamo določena kroga zunanje meje šarenice in zenice, šarenico norma-
liziramo v vnaprej določeno fiksno obliko. Ponavadi se to naredi s trans-
formacijo kartezijskega koordinatnega sistema v polarni koordinatni sistem
(enačba (4.1)). Normalizirani polarni sistem ponavadi ni koncentričen, saj
kroga zenice in šarenice večinoma nimata istega sredǐsča.
x(r, θ) = (1− r)× xp(θ) + rxl(θ)
y(r, θ) = (1− r)× yp(θ) + ryl(θ)
(4.1)
Slika 4.1: Transformacija kartezijskega v polarni koordinatni sistem
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Slika 4.2: Primer normalizirane šarenice s transformacijo kartezijskega v po-
larni koordinatni sistem
4.2 Predelani model P. E. Merlotija
Druga opcija, katero smo uporabili v implementaciji, je predelana verzija pre-
dloga Paula Eduarda Merlotija, kjer predstavi novo idejo ekstrakcije značilk.
Ideja je, da takoj zmanǰsa dimenzijo matrike značilk in da se osredotoči na
predele, ki učinkovito identificirajo posameznika. Prav tako omeji mapiranje
šarenice na območje stranic, za katera je znano, da so pod manǰsim vplivom
trepalnic in vek.
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Predelan algoritem P. E. Merlotija poteka takole:
1. izračunamo center in radij zenice ter šarenice;
2. izračunamo vǐsino zenice in širino regije šarenice;
3. izračunamo prostor med vrsticami, tako da delimo vǐsino zenice z želenim
številom vrstic;
4. izračunamo indeks prve vrstice, ki je na zgornjem robu zenice;
5. pripravimo prazni matriki velikosti želenega števila vrstic in stolpcev,
ki pripadata posamezni strani šarenice;
6. za vsako vrstico vsake stran šarenice izvedemo tele postopke:
(a) izračunamo začetek in konec šarenice, v odvisnosti od roba zenice;
(b) elemente med začetkom in koncem mapiramo v začasni vektor, ki
ima vnaprej določeno število stolpcev;
(c) vektor kopiramo v pravilno vrstico v matriko, ki pripada tej stra-
nici.
7. obe matriki stranic združimo v eno skupno normalizirano matriko.
Uporabili smo poenostavljeno različico zgornjega algoritma, kjer v 6. koraku
vzamemo prvih n slikovnih elementov in jih direktno shranimo v matriko
stranice. To lahko storimo, saj imamo fiksno podatkovno bazo, za katero
smo izračunali najmanǰso širino kjer se nahaja šarenica.
Slika 4.3: Primer normalizacije po predlagani metodi z uporabo tistega
območja šarenice, kjer ni veliko vpliva trepalnic in vek.
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Poglavje 5
Metode izbolǰsave slike in
ekstrakcije značilk
Pred izbiro značilk lahko izbolǰsamo kvaliteto slike z različnimi metodami,
katerih cilj je sprememba podatkov, tako da le-ti izbolǰsajo uspešnost algo-
rimov obdelave slike, ki sledijo. Metode lahko razdelimo v dve skupini: (1)
metode prostorskih domen ter (2) metode domenskih frekvenc.
V metodah prostorskih domen (angl. spatial domain methods) se ukvarjamo
neposredno s slikovnimi elementi. Vrednosti teh elementov se manipulirajo
tako, da se doseže izbolǰsava. Pogosti metodi sta izravnava histograma (po-
glavje 5.1) ter Gaborjevi filtri (poglavje 5.2).
Pri metodah domenskih frekvenc (angl. frequency domain methods) se slika
najprej prenese v frekvenčno domeno, ponavadi s Fourierjevo transformacijo
(angl. Fourier transformation), nad katero se nato izvede izbolǰsava, in z
inverzno Fourierjevo transformacijo se dobi končna izbolǰsana slika. Popu-
larni metodi domenskih frekvenc sta Gaborjeva valčna transformacija (angl.




Slika 5.1: Primer pretoka podatkov z metodo diskretne valčne transformacije
(angl. discrete wavelet transform, DWT) ali z Gaborjevimi filtri
Pri prepoznavanju vzorcev je število vhodnih podatkov pomembno, saj
večje število le-teh pomeni večjo časovno zahtevnost in slabšo natančnost
pri manǰsem številu podatkov za primerjavo. Da se rešimo tega problema,
uporabimo metode izbire značilk (angl. feature extraction), od katerih je
pričakovano, da njihov izhod vsebuje pomembne informacije vhodnih podat-
kov, tako da je želena naloga lahko opravljena z reducirano dimenzijo vho-
dnega vektorja, ki ga imenujemo vektor značilk (angl. feature vector). Med
metode izbire značilk uvrščamo analizo glavnih komponent (angl. principal
component analysis), analizo neodvisnih komponent (angl. indempendent
component analysis) (poglavje 5.3), in linearno dikriminatorno analizo (angl.
linear discrimitive analysis) (poglavje 5.4).
Slika 5.2: Primer pretoka podatkov z metodami izbire značilk ICA, PCA in
LDA
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5.1 Metoda izravnave histograma
Metoda izravnave histograma (angl. histogram equalization) [24] je popu-
larna tehnika za izbolǰsavo slike. Običajno poveča globalni kontrast slike,
zlasti kadar so slikovni elementi slike predstavljeni s tesnimi vrednostmi. S
to prilagoditvijo se intenziteta bolje porazdeli na histogram. Izravnava hi-
stograma pa to doseže z učinkovitim razporejanjem najpogosteǰsih vrednosti
intenzitete.
Za izračun izravnave vrednosti slikovnega elementa uporabimo tudi kumu-
lativno distributivno funkcijo (angl. comulative distribution function). Ta
izračuna verjetnost podane vrednosti v, da je le-ta manǰsa ali enaka vredno-
sti v. Naj bo p(v) verjetnost, da se vrednost v pojavi v sliki. Kumulativno





Če je h diskretna sivinska slika, v vrednost slikovnega elementa, n in m
dimenziji slike, ter L število možnih vrednosti slikovnih elementov (ponavadi




− cdfmin)× (L− 1) (5.2)
5.2 Gaborjev filter
Gaborjev filter, poimenovan po Dennisu Gaborju, je kompleksen linearni
filter, ki se uporablja za analizo teksture, kar pomeni, da analizira, ali je v
sliki kakšna specifična frekvenčna vsebina v določenih smereh v lokaliziranem
območju okoli točke ali regije. Mnogi sodobni znanstveniki za vid trdijo, da
je analiza slike z Gaborjevimi filtri podobna percepciji v človeškem vidnem
sistemu [3,21].
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Slika 5.3: Primer izravnave histograma, kjer zgornja primera prikazujeta ori-
gnalno sliko in njen histogram, spodnja pa izravnano sliko in njen histogram.
Filter je definiran kot produkt Gaussove funkcije in kompleksnega sinu-
snega signala [10]. Par Gaborjevih filtrov z različnimi frekvencami in orien-
tacijami je lahko zelo koristen pri iskanju značilk iz slike. Dvodimenzionalen
Gaborjev filter je podan kot:
G(x, y) = C × e(−(x
2 + y2)
2σ2
)× cos(2πf(xcos(θ) + ysin(θ))) (5.3)
kjer je C konstanta, ki normalizira enačbo, f predstavlja iskano frekvenco ter
θ orientacijo filtra. S spreminjanjem σ pa spreminjamo velikost slikovnega
območja, ki se analizira.
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Da izločimo čim večje število značilk, ponavadi uporabimo več filtrov z
različnimi velikostmi in frekvencami. Da se lahko ustvari set Gaborjevih

















kjer sta R1 in R2 definirana takole:
R1 = ysin(θ) + xcos(θ) (5.5)
R2 = ycos(θ)− xsin(θ) (5.6)
Velik problem teh filtrov je, da imamo zelo velike dimenzije izhodnih po-
datkov, zato imajo tu tudi ključno vlogo metode za zmanǰsevanje dimenzije
vektorja značilk. To lahko storimo z analizo neodvisnih komponent (angl. in-
dependent componen analysis, ICA), linearno diskriminantno analizo (angl.
linear discriminant analysis, LDA) ali z analizo glavnih komponent (angl.
principal component analysis, PCA).
Slika 5.4: Primer realnega dela seta Gaborjevih filtrov z različnimi kombina-
cijami orientacije (θ) in frekvence (f)
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5.3 Analiza neodvisnih komponent
Temeljna težava pri raziskavah nevronskih mrež kot tudi pri drugih vejah
znanosti je iskanje primerne reprezentacije multivariantnih podatkov, kot so
na primer naključni vektorji. Zaradi računske preprostosti je reprezentacija
pogosto linearna transformacija originalnih podatkov. Bolj znane linearne
transformacijske metode vključujejo: (1) analizo glavnih komponent, (2) fak-
torsko analizo (angl. factor analysis), ter (3) projekcijsko zasledovanje (angl.
projection pursuit) [11].
Razvila se je tudi analiza neodvisnih komponent, katere cilj je najti linearno
reprezentacijo ne-Gaussovih podatkov, tako da so komponente statistično
neodvisne ali čim bolj neodvisne. Metoda ICA najde neodvisne kompo-
nente tako, da poveča statistično neodvisnost komponent, kjer lahko izbe-
remo enega od mnogih načinov za določitev zastopnika neodvisnosti, kjer ta
izbira določi obliko algoritma ICA. Med bolj razširjenimi sta dve opredelitvi
neodvisnosti za ICA: (1) minimizacija medsebojnih informacij (angl. minimi-
zation of mutual information) ter (2) maksimizacija ne-Gaussovih lastnosti
(angl. maximization of non-Gaussianity).
Skupina algoritmov ICA, ki uporablja minimizacijo medsebojnih informa-
cij, temelji na merah, kot sta Kullback-Leiblerjeva divergenca in največja
entropija (angl. max entropy). Skupine, ki temeljijo na maksimizaciji ne-
Gaussovih lastnosti, pa temeljijo na uporabi vrednosti, kot je sploščenost
(angl. kurtosis), ki meri verjetnostno porazdelitev realne slučajne spremen-
ljivke, ter na uporabi negativne entropije (angl. negentropy).
Tipični algoritmi ICA uporabljajo tudi centriranje (angl. centering) (enačba
(5.7)), postopek beljenja podatkov (angl. whitening transformation) (enačba
(5.8)) ter zmanǰsanje dimenzij kot korake predhodne obdelave, z namenom da
poenostavijo ter zmanǰsajo zapletenost problema za dejanski iterativni algo-
ritem. Naloga centriranja je ustvariti signal, ki ima ničelno srednjo vrednost,
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kar stori s subtrakcijo trenutne srednje vrednosti. Beljenje in zmanǰsanje
dimenzij lahko dosežemo z analizo glavnih komponent ali z razgradnjo singu-
larne vrednosti (angl. singular value decomposition). Beljenje zagotovi, da se
vse dimenzije upoštevajo enakovredno. Dobro znani in razširjenji algoritmi
ICA so: (1) FastICA, katerega smo uporabili mi, (2) JADE ter (3) InfoMax.
Če je X vhodna matrika, M število stolpcev oziroma število vzorcev signa-
lov, ter N število vrstic oziroma število neodvisnih virov signala, potem je
vrednost vsake komponente:






Če je E matrika lastnih vektorjev in D diagonalna matrika lastnih vrednosti,




5.4 Linearna diskriminantna analiza
Linearna diskriminantna analiza se uporablja v statistiki, prepoznavanju
vzorcev in strojnem učenju ter spada med metode izbire značilk. Cilj je najti
linearno kombinacijo lastnosti, ki opredeli dva ali več razredov podatkov. Na-
stala kombinacija se lahko uporabi kot linearni klasifikator ali pogosteje kot
postopek za zmanǰsevanje dimenzij. LDA je tudi tesno povezana s PCA, saj
oba ǐsčeta kombinacijo spremenljivk, ki najbolje opǐse podatke [6]. Za razliko




Glavni del celotnega sistema prepoznavanja so nevronske mreže. To so sis-
temi za obdelavo informacij, ki posnemajo delovanje človeških možganov,
tako da se ti učijo s pomočjo učnih primerov. Vsaka nevronska mreža je
sestavljena iz funkcijskih elementov - nevronov, ki sprejmejo enega ali več
vhodnih podatkov, iz katerih izračunajo izhodno vrednost.
Nevroni so večinoma združeni v več plasti, še posebej pri globokem učenju.
Nevroni ene plasti se lahko povezujejo samo z nevroni preǰsnje in naslednje
plasti. Plast, ki sprejme originalne vhodne podatke imenujemo vhodna plast.
Plast, ki nam določi rezultate, pa imenujemo izhodna plast. Med vhodno in
izhodno plastjo je lahko poljubno število dodatnih plasti imenovanih skrite
plasti. Med plastmi je lahko dvoje vrst povezav: usmerjene in rekurzivne.
Pri usmerjenih nevronskih mrežah (angl. feed forward neural network) po-
tujejo podatki le v eno smer, pri nevronskih mrežah s povratno zanko (angl.
recurrent neural network) pa v obe smeri.
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Slika 6.1: Zgradba usmerjene nevronske mreže (angl. feed forward neural
network). Na sliki je prikazan primer z eno skrito plastjo.
6.1 Nevron
Nevron je osnovni gradnik vseh nevronskih mrež, ki določi, kako vhodni
podatki vplivajo na izhod. Vsak nevron ima dva načina delovanja: učni
način in uporabnǐski način. V učnem načinu delovanja mrežo naučimo, kdaj
in kako naj reagira na vhodne podatke. Ko je nevronska mreža naučena
lahko preklopimo na uporabnǐski način, ki na podlagi vhodnih podatkov
zazna vhodni vzorec in temu primerno poda ustrezen izhodni signal.
Slika 6.2: Shema delovanja nevrona
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6.2 Aktivacijske funkcije
Naj bo w utežna vrednost, n število vhodnih podatkov, b pristranskost in





(xiwi) + b) (6.1)
Kot vidimo imajo veliko vlogo v enačbi (6.1) tudi uteži. Utež predstavlja
moč povezave vhodnih podatkov in določa kako močno bo vhodni podatek
vplival na izhod. Bolj ko se utež približuje 0, manj je pomemben vhodni
podatek. Če bi bili vsi vhodni podatki 0, bi to pomenilo, da ni nobene
aktivacije nevrona, zato obstaja tudi poseben vhodni parameter imenovan
pristranskost, ki ima vedno vrednost 1 in ima prav tako svojo utež. S tem
omogočimo, da kljub vsem ničelnim vhodnim podatkom pride do aktivacije
nevrona. Glavno vlogo v nevronu ima seveda aktivacijska funkcija, s katero
v nevronsko mrežo uvajamo nelinearnost, kot je prikazano na sliki 6.3. Po-
pularne aktivacijske funkcije si podrobneje pogledamo v podpoglavjih.
Slika 6.3: Graf logistične aktivacijske funkcije
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6.2.1 Pragovna funkcija
Naj bo x vtežena vsota vhodnih podatkov. Pragovna funkcija (angl. binary
step) ϕ je definirana kot:
ϕ(x) =
1 : x ≥ 00 : x < 0 (6.2)
6.2.2 Logistična funkcija
Naj bo x vtežena vsota vhodnih podatkov. Logistična funkcija (angl. logistic






Naj bo x vtežena vsota vhodnih podatkov. Hiperbolični tangens (angl.










1 : x > 0
0 : x = 0
−1 : x < 0
(6.5)
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6.2.5 Funkcija popravljene linearne enote
Naj bo x vtežena vsota vhodnih podatkov. Funkcija popravljene linearne
enote (angl. rectified linear unit) [1] ReLU je definirana kot:
ReLU(x) =
0 : x < 0x : x ≥ 0 (6.6)
6.2.6 Funkcija eksponentne linearne enote
Naj bo x vtežena vsota vhodnih podatkov. Funkcija eksponentna linearna
enota (angl. exponential linear unit) [1] ELU je definirana kot:
ELU(x) =
α(ex − 1) : x < 0x : x ≥ 0 (6.7)
6.3 Učenje
Učenje nevronske mreže pomeni iterativno spreminjanje uteži nevronov in
pristranskosti s ciljem, da najdemo nabor parametrov, ki bi natančno reševali
zastavljeni problem. Da to omogočimo, potrebujemo neko informacijo, ki
nam pove, kako uspešna je trenutna iteracija učenja. To informacijo prido-
bimo s funkcijo napake (angl. loss function). Cilj učenja nevronske mreže je
seveda zmanǰsati funkcijo napake, kar dosežemo z optimizatorji. To so algo-
ritmi, ki s pomočjo gradientnega spusta ǐsčejo optimalno rešitev s prostorom
funkcije napake (angl. error function) in hitrosti učenja (angl. learning rate).
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Funkcije napak nam povedo, kako uspešno je nevronska mreža naučena
na podlagi pričakovanega in dobljenega izhoda nevronske mreže. Rezultati
funkcij napak določijo osnovo, nad katero delujejo optimizatorji, in temu pri-
merno lahko izbira različnih funkcij privede do različnih rezultatov. Poglejmo
si dve popularni funkciji napake: povprečna kvadratna napaka in križna en-
tropija.
6.3.1 Povprečna kvadratna napaka
Naj bo n število vhodnih podatkov, p dobljeni rezultat in y pričakovani







(pi − yi)2 (6.8)
6.3.2 Križna entropija
Naj bo n število razredov, y binarni indikator, ki pove, ali napoved o pripada
pravemu razredu i, ter p verjetnost, da napoved o pripada razredu i. Križna






6.4 Mreža učenja vektorskih kvantizacij
Mreža učenja vektorskih kvantizacij (angl. learning vector quantization ne-
ural network) je nevronska mreža, ki je sestavljena iz dveh slojev. Prvi sloj
mapira vhodne vektorje v skupke (angl. clusters), ki jih omrežje najde med
učenjem. Drugi sloj pa združuje skupke prvega sloja v razrede, ki jih določajo
ciljni podatki. Skupno število skupkov prve plasti je določeno s številom skri-
tih nevronov. Večja ko je skrita plast, več skupkov se lahko nauči prvi sloj
in bolj zapletena je preslikava vhodnih podatkov v ciljne razrede.
Slika 6.4: Shema delovanja mreže učenja vektorskih kvantizacij
6.5 Kaskadno usmerjena mreža
Kaskadno usmerjena mreža (angl. cascade-forward neural network) je usmer-
jena nevronska mreža, ki vključuje povezavo vhoda do vsakega sloja.
Slika 6.5: Shema delovanja kaskadno usmerjene mreže z enim skritim nivojem
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6.6 Mreža za prepoznavanje vzorcev
Mreža za prepoznavanje vzorcev (angl. pattern recognition neural network)
je usmerjena nevronska mreža, ki jo je mogoče usposobiti za razvrščanje
vhodov glede na ciljne razrede. Ciljni podatki za prepoznavanje morajo biti
sestavljeni kot vektor ničelnih vrednosti, razen enega elementa na mestu i,
kjer je i razred, ki ga ti podatki predstavljajo.
Slika 6.6: Shema delovanja mreže za prepoznavanje vzorcev z enim skritim
nivojem
6.7 Konvolucijska nevronska mreža
Konvolucijska nevronska mreža (angl. convolutional neural network) je al-
goritem globokega učenja, ki lahko kot vhod sprejme kar celo sliko, za spre-
membo od preǰsnjih primerov nevronskih mrež, ki kot vhod sprejmejo vektor
značilk. Za razliko od drugih algoritmov za razvrščanje je zahteva za pred-
hodno obdelavo veliko nižja, saj ima mreža dovolj zmogljivosti, da se sama
nauči potrebnih lastnosti in filtrov.
Slika 6.7: Zgradba konvolucijske nevronske mreže
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Naloga konvolucijske nevronske mreže je zmanǰsati slike v dimenzijo, ki
je enostavneǰsa za obdelavo, tako da s tem ne izgubimo lastnosti slike, ki so
pomembne za pravilno klasifikacijo. Konvolucijsko nevronsko mrežo lahko
ločimo na dva dela (slika 6.7): (1) del izbire značilk ter (2) klasifikacijski del.
Del izbire značilk je sestavljen iz dveh glavnih gradnikov, in sicer konvolu-
cijskega nivoja (angl. convolution layer) (slika 6.8) ter združevalnega sloja
(angl. pooling layer) (sliki 6.9 in 6.10).
Slika 6.8: Primer delovanja konvolucijskega sloja
Slika 6.9: Primer združevanja po največji vrednosti (angl. max pooling)
Slika 6.10: Primer zduževanja po povprečni vrednosti (angl. average pooling)
40 Uroš Polanc
Dve konvolucijski mreži, ki smo ju uporabili, sta AlexNet (slika 6.11) in
ResNet50 (slika 6.12).
Slika 6.11: Zgradba konvolucijske nevronske mreže AlexNet, ki jo sestavlja 8
nivojev izbire značilk.
Slika 6.12: Zgradba konvolucijske nevronske mreže ResNet50, ki jo sestavlja
50 nivojev izbire značilk.
Poglavje 7
Rezultati
Celoten postopek kodiranja je potekal s programom Matlab [22], kjer smo po-
leg osnovnih vgrajenih funkcij uporabljali tudi funkcije knjižnic (angl. tool-
box), kot so BioInformatics, Wavelet, Statistics and Machine Learning in
Deep Learning Toolbox.
Vse slike tabel rezultatov prikazujejo izhod generiran z uporabo programa
Matlab, tako da so besede v angleščini. Prav tako pa je za decimalko upora-
bljena pika, in ne vejica.
Ker rezultati enega testa pri klasičnih in konvolucijskih nevronskih mrežah
niso nujno dokaz dejanske točnosti, smo za povprečene rezultate uporabili
metodo k-kratne križne validacije (angl. K-fold cross validation), kjer celo-
tno bazo razdelimo na k delov, kjer nato (k - 1) delov uporabimo za učenje
nevronske mreže in 1 del za testiranje, ta postopek uporabe delov ponovimo
k-krat, tako da vsakič izberemo drugi del za testno množico (slika 7.1),
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Slika 7.1: Slika prikazuje, kako se razdelita testna in učna množica z vsako
iteracijo algoritma k-kratne križne validacije.
7.1 Rezultati segmentacije in normalizacije
Pred kakršnimi koli konkretnimi rezultati nevronskih mrež in klasifikacije
oseb je treba pogledati, kako dobro delujeta algoritma za segmentacijo ze-
nice ter šarenice. Ker je zenica dobro prepoznavna in je v podatkovni bazi
že vnaprej odstranjen odsev kamere in osvetlitve, iskanje le-te poteka brez
kakršnih koli zapletov. Zaradi že odstranjenega odseva je natančnost segmen-
tacije zenice 100-procentna. Ko pa pogledamo nekoliko predelan algoritem
P. E. Merlotija, ki služi normalizacije predela šarenice, točnost pada na 92-
procentno točnost. Razlogov za to je nekaj. Prvi je da gledamo le eno vrstico
na sliki in ǐsčemo večjo spremembo v barvi. Razloga, da točko prehitro sma-
tramo za rob, sta: (1) učinek trepalnic (slika 7.4) ter (2) veliko kontrastnih
vzorcev na sami šarenici (slika 7.3). Kadar ni veliko kontrasta med beločnico
in šarenico pa se lahko zgodi, da dejanskega roba ne zaznamo (slika 7.2).
Diplomska naloga 43
Slika 7.2: Primer, ko med šarenico in beločnico ni velikega kontrasta in algo-
ritem na zazna roba šarenice, ki se sicer nahaja pri elementu 60.
Slika 7.3: Primer, ko ima šarenic velik kontrast zaradi vzorcev na šarenici pri
slikovnem elemntu 40, čeprav je pravi rob pri elementu 80.
Slika 7.4: Primer, ko trepalnice pokvarijo iskanje robu in ga tudi prekrivajo.
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Potem ko sta šarenica in zenica določeni je čas, da regijo šarenice nor-
maliziramo. Pogledali smo si tri načine normalizacije. Prvi je osnovni Dau-
gmanov model brez obdelave vek in trepalnic, drugi je deloval podobno, le
da smo dodatno odstranili zgornji in spodnji del šarenice kot je prikazano na
sliki 7.5.
Slika 7.5: Slika prikazuje končen rezultat segmentacije, kjer smo, da bi se
znebili vek in večine trepalnic, določili zgornjo in spodnjo mejo.
Oblika pri tem postopku ni enostavna za normalizicijo slike, saj tudi ta po-
trebuje Daugmanov model s preslikavo polarnih koordinat v kartezijske, s
čimer dobimo veliko površino točk, ki nimajo vrednosti. Zato smo se odločili
za model, ki ga je predlagal P. E. Merloti, kjer pa smo dobili sprejemljive
rezultate segmentacije in normalizacije.
Slika 7.6: Slika prikazuje končen rezultat segmentacije, kjer smo, da bi se
znebili vek in večine trepalnic, določili število vrstic in stolpcev točk na vsaki
strani zenice.
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7.2 Rezultati klasičnih nevronskih mrež
Korake izbolǰsave slik, izbire značilk in nevronskih mrež smo združili v eno
samo kategorijo rezultatov. Pri tem pa je treba omeniti, da rezultati upo-
rabljajo enak način segmentacije in normalizacije, in sicer normalizacije, do-
bljene po predlogu P. E. Merlotija (slika 7.6). V osnovi smo se tu osredotočili
na metode predprocesiranja kot sta FastICA ter Gaborjevi filtri, za nevron-
ske mreže pa smo uporabili mrežo za prepoznavanje vzorcev (angl. pattern
recognition network), kaskadno usmerjeno nevronsko mrežo (angl. cascade-
forward network) ter mrežo učenja vektorskih kvantizacij (angl. learning
vector quantization).
Prve rezultate smo pridobivali z nevronsko mrežo za prepoznavanje vzorcev,
saj je rezultat klasifikacije osebe ”je”ali ”ni”oseba, kar se lahko predstavi kot
ničelni vektor z eno neničelno vrednostjo, ki predstavlja razred klasificirane
osebe. V glavnem smo za rezultate uporabili dve enako zgrajeni mreži z
različnima kriterijema vrednosti napake in gradienta (sliki 7.7 in 7.8).
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Slika 7.7: Slika prikazuje dobljeno tabelo točnosti za testno in učno množico
na nevronski mreži za prepoznavanje vzorcev (angl. pattern recognition ne-
twork), za različne kombinacije metod preprocesiranja in velikosti vektorja
značilk, za večjo dovoljeno napako in gradient.
Iz slike 7.7 vidimo, da smo dobili zadovoljive rezultate točnosti, ki se vrtijo
okoli 82,8 do 93,7 procenta. Na samo uspešnost pa vpliva tudi to katere
metode preprocesiranja uporabimo, kar je razvidno tudi v tabeli, saj je Ga-
borjev filter kar se tiče uspešnosti dominanten.
Opazimo tudi, da je Gaborjev filter, ki nam vrne vektor značilk velikosti
480 točk, tukaj zelo uspešen, kljub velikosti le-tega. To lahko pripǐsemo
zaslugam nevronske mreže, kar smo prikazali z rezultati na drugi mreži. Ve-
liki vhodni vektorji ne prinesejo dobrih rezultatov v primerjavi z drugimi
kombinacijami. Pri metodi preprocesiranja DWT opazimo, da na njegovo
uspešnost zelo vpliva vrednost gradienta in napake. To je razvidno na sliki
7.8, kjer zahtevamo bolje naučeno mrežo. Seveda pa je pri tem treba tudi
paziti, da spremenljivk ne zmanǰsamo preveč, saj se sicer mreža preveč prila-
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godi vhodnim podatkom, kar se pokaže z zelo visoko točnostjo učne množice
in kar očitno manǰso točnostjo testne množice.
Iz same slike tabele je tudi razvidno, da zgornjo polovico pokriva metoda
PCA, spodnjo polovico pa metoda ICA (ki je v našem primeru varianta Fa-
stICA), izjema so le kombinacije z Gaborjevimi filtri, ki so sami po sebi zelo
dominantni in temu primerno izbolǰsajo povprečno točnost.
Slika 7.8: Slika prikazuje dobljeno tabelo točnosti za testno in učno množico
na nevronski mreži za prepoznavanje vzorcev (angl. pattern recognition ne-
twork), za različne kombinacije metod preprocesiranja in velikosti vektorja
značilk, za manǰso dovoljeno napako in gradient.
Z manǰsanjem napake vidimo, da se metoda preprocesiranja DWT izbolǰsa v
primerjavi z drugimi, še vedno pa so Gaborjevi filtri najbolj uspešni. Točnost
vseh kombinacij ostaja v rangu 82,4 do 95,7 procenta. Tudi razmeje med me-
todama PCA in ICA se ne spremeni veliko.
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Slika 7.9: Slika prikazuje dobljeno tabelo točnosti za testno in učno množico
na kaskadno usmerjeni nevronski mreži (angl. cascade-forward neural ne-
twork) za različne metode preprocesiranja in velikosti vektorja značilk.
Temu je sledila kaskadno usmerjena mreža, katere rezultati, prikazani na
sliki 7.9, so v razponu od 16,3 do 88,5 procenta. Za razliko od mreže za
prepoznavanje vzorcev je učenje in testiranje podatkov tukaj potekala dlje
časa in pridobila nekoliko slabše rezultate točnosti. Sam vrstni red se pa ni
veliko spreminjal. Najbolǰse rezultate so še vedno dosegali Gaborjevi filtri.
Opazimo tudi, da sta najslabšo točnost imeli kombinaciji, kjer smo uporabili
večji vektor značilk.
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Slika 7.10: Slika prikazuje dobljeno tabelo točnosti za testno in učno množico
na osnovno usmerjeni nevronski mreži (angl. feed-forward network).
Ker sta kaskadno usmerjena mreža in mreža za prepoznavanje vzorcev
verziji usmerjene nevronske mreže, smo se odločili pogledati tudi rezultate
na osnovno usmerjeni nevronski mreži, za katero smo nato dobili dokaj
pričakovane rezultate (slika 7.10). Rezultati so v primerjavi z drugima dvema
slabši, saj se niti najbolǰsi rezultat ne more primerjati z najslabšim rezulta-
tom drugih dveh mrež. To razliko v točnosti lahko pripǐsemo temu, da imata
mreža za prepoznavanje vzorcev in kaskadno usmerjena mreža bolje zasno-
vano strukturo in da bolje obdelujeta vhodne podatke z različnimi funkcijami
v sami nevronski mreži.
50 Uroš Polanc
Slika 7.11: Slika prikazuje dobljeno tabelo točnosti za testno in učno množico
mreže učenja vektorskih kvantizacij (angl. learning vector quantization).
Poleg opisanih treh mrež smo uporabili tudi mrežo učenja vektorskih
kvantizacij, katere pa zaradi njene počasnosti nismo uspeli dodelati in iz-
bolǰsati. Dobljeni rezultati (slika 7.11) se ne morejo primerjati z rezultati
prepoznavanja vzorcev in kaskadno usmerjene mreže. Zanimivo je videti, da
se je kombinacija z metodo izravnave histograma dvignila kar visoko na le-
stvici, Gaborjevi filtri pa so se v kombinaciji z metodo ICA zelo slabo izkazali
in so glede svoje točnosti neuporabni.
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Slika 7.12: Slika prikazuje dobljeno tabelo točnosti za testno in učno množico
mreže učenja vektorskih kvantizacij (angl. learning vector quantization) z
razdelitvijo podatkov na štiri neodvisne podmnožice in testiranjem vsake na
svoji mreži.
Ker se postopek s kvantizacijo učenja vektorjev ni izkazal najbolje, smo
bazo razdelili na manǰse neodvisne podmnožice (slika 7.13), in vsako izmed
njih posebej razdelili na testno in učno množico in ju uporabili za učenje in
testiranje na lastni mreži. Ker smo uporabili podmnožice enakih velikosti,
smo lahko rezultate povprečili. Izkazalo se je, da se je točnost vseh kombinacij
dvignila, kot je razvidno na sliki 7.12. Metoda izravnave histograma je še
vedno zelo visoko v tabeli, zelo očitna pa je izbolǰsava Gaborjevih filtrov, kjer
se je točnost zvǐsala tudi do 60 procentov.
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Slika 7.13: Slika prikazuje shemo, po kateri smo podatke ločili na štiri neod-
visne podmnožice, in jih uporabili na ločenih nevronskih mrežah. Rezultate
posameznih mrež seštejemo in povprečimo, da dobimo točnost celotne po-
datkovne baze.
7.3 Rezultati konvolucijskih nevronskih mrež
Pogledali smo tudi nekaj konvolucijskih nevronskih mrež, kot sta AlexNet in
ResNet50. Konvolucijske mreže smo testirali na dva načina. Pri prvem smo
kot vhodne podatke podali originalno sliko, pri drugem pa smo sliko segmen-
tirali in normalizirali. Mreži sta po sami sestavi različni (kot je razvidno v
slikah 6.11 in 6.12), in temu primerno imata različno število plasti. Zato smo
se odločili tudi pogledati točnosti na vsaki plasti posebej, da bi ugotovili, ali
pri večjem številu plasti lahko pride do slabših ali bolǰsih rezultatov.
Iz slike 7.14 vidimo, da z večjim številom plasti pride do večjega nihanja
točnosti na posamezni plasti. To smo storili tako, da smo na vsaki pla-
sti posebej pobrali vektor značilk za učno, testno in validacijsko množico. Z
učno množico smo naučili nov model, ki uporablja metodo podpornih vektor-
jev (angl. support vector machine), s pomočjo katerega smo nato napovedali
pričakovane razrede testne in validacijske množice. S tem smo pridobili infor-
macijo kako posamezna plast vpliva na točnost in kako se ta točnost spremeni
v primerjavi s predhodnimi plastmi (slika 7.14). Potrebno je omeniti, da sta
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sliki zgrajeni z originalnima prenaučenima konvolucijskima mrežama, kateri
sta bili naučeni na več kot miljon slikah podatkovne baze ImageNet [5], in
klasificirata 1000 razredov. Podatkovna baza, ki jo uporabljamo, pa vsebuje
108 razredov, zato smo pri obeh mrežah popravili zadnjo plast, tako da le-ta
pravilno klasificira našo podatkovno bazo.
Slika 7.14: Slika prikazuje graf točnosti testne množice na posamezni plasti
konvolucijske mreže AlexNet (levi graf) in mreže ResNet50 (desni graf).
Začnimo s konvolucijsko mrežo AlexNet. Ta je sestavljena iz osmih plasti,
kjer smo, kot smo omenili, popravili zadnjo plast. Rezultati, kjer smo kot
vhod podali originalno sliko, so se izkazali bolje od rezultatov, kjer smo kot
vhod podali segmentirano in normalizirano sliko (sliki 7.15 in 7.16). Prva se
je izkazala s točnostjo 92,1 procenta, pri drugi pa smo dobili 89,6-procentno
točnost.
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Slika 7.15: Slika prikazuje dobljeno tabelo točnosti za učno, validacijsko in
testno množico na konvolucijski nevronski mreži AlexNet, kjer smo kot vhod
podali originalno sliko.
Slika 7.16: Slika prikazuje dobljeno tabelo točnosti za učno, validacijsko in
testno množico na konvolucijski nevronski mreži AlexNet, kjer smo kot vhod
podali segmentirano in normalizirano sliko.
Diplomska naloga 55
Kot je razvidno iz slike 7.14 je 6. plast optimalna plast mreže AlexNet.
Zato smo se odločili, da podrobneje testiramo točnost vektorja značilk te
plasti. Kot pričakovano, smo dobili bolǰse rezultate, kjer je povprečna točnost
94,3 procenta, kar je razvidno na sliki 7.17.
Slika 7.17: Slika prikazuje dobljeno tabelo točnosti za učno, validacijsko in
testno množico na optimalni plasti nevronske mreže AlexNet, kjer smo vek-
tor značilk optimalne plasti uporabili pri učenju in predikciji na modelu, ki
uporablja metodo podpornih vektorjev.
Za razliko od mreže AlexNet ima ResNet50 veliko več plasti in temu primerno
je bolj kompleskna. Uporabili smo isti pristop, kjer smo popravili zadnjo
plast. Hitro smo prǐsli do dokaj presenetljivih rezultatov (kot je razvidno na
slikah 7.18 in 7.19), kjer je bila točnost učne množice vedno 100-procentna,
kar bi lahko pomenilo, da je mreža preveč prilagojena učnim podatkom. Pri
originalni sliki, lahko to hipotezo zavrnemo, saj je točnost testne množice
96,4 procenta. Ko pa pogledamo točnost na mreži, ki uporablja segmentirane
slike, vidimo, da je točnost zelo nizka, 77,3 procenta, kar pomeni, da je mreža
preveč prilagojena učni množici.
Kot je razvidno iz slike 7.14 je 42. plast optimalna plast mreže ResNet50. Ko
smo testirali točnost plasti smo dobili rezultate podobne točnosti na celotni
mreži. Povprečna točnost je bila 96,2 procenta.
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Slika 7.18: Slika prikazuje dobljeno tabelo točnosti za učno, validacijsko in
testno množico na konvolucijski nevronski mreži ResNet50, kjer smo kot vhod
podali originalno sliko.
Slika 7.19: Slika prikazuje dobljeno tabelo točnosti za učno, validacijsko in
testno množico na konvolucijski nevronski mreži ResNet50, kjer smo kot vhod
podali segmentirano in normalizirano sliko.
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Sklep
Celoten postopek izbolǰsave kvalitete slike, izbire značilk in nevronskih mrež
pa temelji na dobro segmentirani in normalizirani šarenici. V našem primeru
seveda po zaslugi podatkovne baze ni bilo večjih komplikacij, kot so lahko
trepalnice, odsev, veke in podobno, čeprav imajo še vedno nekoliko opazen
vpliv. To pa še ne pomeni, da niso velik problem pri segmentaciji. Če bi se
dalo kaj izbolǰsati pri rezultatih, bi bila potrebna optimizacija segmentacije
in normalizacije. Le-ta je pomembna, saj je veliko slik zajetih z javnimi ka-
merami, in ne v kontroliranem prostoru, kot so slike uporabljene podatkovne
baze.
Iz dobljenih rezultatov lahko sklepamo, da imajo pri določanju točnosti zelo
veliko vlogo metode izbolǰsave kvalitete slike in izbire značilk, velikost vek-
torja značilk kot tudi sama nevronska mreža. Pri vseh testih klasičnih ne-
vronskih mrež se je med mrežami najbolje izkazala mreža za prepoznavanje
vzorcev, med metodami predprocesiranja pa je ta naslov pripadal Gabor-
jevim filtrom. S kombinacijo metode preprocesiranja z Gaborjevimi filtri
in mrežo za prepoznavanje vzorcev smo dobili najbolǰso točnost testiranja
klasičnih nevronskih mrež v vrednosti 95,7 procenta. Toni Benussi [9], ki je
uporabil Gaborjeve filtre v kombinaciji z metodo najbližjega soseda (angl.
nearest neighbor), pa je dobil rezultate prav tako do 95-procentne točnosti.
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58 Uroš Polanc
Rezultati P. E. Merlotija [23], ki je uporabil metodi preprocesiranja SVD in
ICA v kombinaciji z usmerjeno nevronsko mrežo, pa so pokazali 93-procentno
točnost.
Razlike v rezultatih se lahko pokažejo zaradi različnih dejavnikov, med ka-
terimi so najpomembneǰsi različni parametri uporabljenih algoritmov, upo-
rabljeni koraki, natančnost segmentacije in normalizacije, ter kvaliteta in
velikost podatkovne baze. S spreminjanjem katerega koli izmed teh dejav-
nikov lahko pridemo do različnih rezultatov, tako da zaključimo s tem, da
lahko dobljene rezultate še izbolǰsamo.
Ko pa smo pogledali konvolucijske nevronske mreže, smo dokaj hitro prǐsli
do rezultatov, ki so se lahko primerjali s, in v določenih primerih celo prese-
gli, točnost mreže za prepoznavanje vzorcev. Izkazalo se je, da je najbolǰse
rezultate dosegla konvolucijska nevronska mreža ResNet50 s točnostjo 96,4
procenta. Seveda pa se vedno izbolǰsujejo kot tudi razvijajo nove konvolucij-
ske mreže. Noveǰse mreže za razliko od stareǰsih, ki so se posvečale globini,
se posvečajo tudi kompleksnosti arhitekture [7].
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