INTRODUCTION
Information theory has been applied extensively to the study of sensory perception. One example is in the exploration of sensory performance relating to how human subjects are limited in their ability to classify single-dimensional stimuli. Information transmitted to a subject is defined as the difference between the input ͑or stimulus͒ information and the information loss due to errors in classification ͑equivoca-tion͒. In general, increasing the amount of stimulus information results in an increase in transmitted information up to an asymptotic value as shown in Fig. 1 . This graph is wellknown and has been documented many times, most prominently by Miller ͑1956͒.
The purpose of this paper is to question the exact form of this graph. In Fig. 1 , the graph shows that transmitted information rises as a monotonic function of the stimulus information. This idealized graph is supported by experimental measurements-up to a point. More precisely, however, one observes small differences in the experimental curve which deviate from the monotonic function shown in Fig. 1 . These differences can be observed, for example, in the studies by Pollack ͑1952͒ and by Garner ͑1953͒; see Figs. 2 and 3. Taken literally, the data points in the graphs show both an apex and a nadir corresponding to critical points in the curve. In the past, these deviations have been attributed to both random error and statistical bias. However, we stand to demonstrate in this paper that these points are not due to any random or statistical process but are actually inherent to the properties of the magical number.
While the exact form of the curve is probably of little interest to sensory researchers ͑given that both the experimental fluctuations and the statistical bias will in general exceed the magnitude of these deviations͒, we feel that these critical points do however provide indirect evidence that a comprehensive sensory theory accounting for the magical number must incorporate the idea that a subject utilizes a set of criteria along a decision axis to produce his or her response in an absolute identification experiment.
The second point of the paper is to demonstrate the relationship between two studies which attempt to explain the magical number phenomenon: the intensity resolution studies by Durlach and Braida beginning in 1969 and our recently proposed theory ͑Wong and Mori, 1998͒. We shall demonstrate that the two theories are actually compatible, if not identical, our theory being, in a sense, a subset of the Durlach and Braida model. However, despite the relative simplicity of our theory, it confers an advantage over the model of Durlach and Braida when studying the magical number. One can, from our approach, quite easily ascertain the perceptual characteristics underlying the magical number as well as understand the origin of the critical points observed in both Figs. 2 and 3. These issues will be fully elaborated upon in the Discussion.
We begin by reviewing several key concepts from our proposed theory of the magical number.
I. A CONCEPTUAL APPROACH TO THE MAGICAL NUMBER
In a previous paper ͑Wong and Mori, 1998͒, we introduced a new approach to understanding the magical number. Primarily because it attempts only to deal with the nature of the magical number itself, it is simpler than many of the earlier theories proposed in other studies ͑e.g., Durlach and Braida, 1969; Luce et al., 1976; Laming, 1984; Marley and Cook, 1984͒ . The entire theory is based on only a single parameter and was developed by extending the Garner and Hake ͑1951͒ information theoretical approach to the absolute identification process.
An absolute identification experiment involves a task whereby a subject is required to classify a single presentation a͒ This paper was presented at the Technical Committee for Psychological and Physiological Acoustics Meeting, Acoustical Society of Japan on December 12, 1997 in Kumamoto, Japan. b͒ Current address: Cavendish Laboratory, University of Cambridge, Electronic mail: ww209@phy.cam.ac.uk of a stimulus into a pre-assigned category scheme. The stimuli are drawn randomly from a unidimensional continuum. For example, in the absolute identification of loudness, stimuli are drawn from equally spaced categories spanning a fixed stimulus range measured in decibels. The subject's task is to identify, as best as possible, to which category the presented stimuli belong. We shall only consider the case where the categories are nonoverlapping and where there are the same number of input and response categories.
A single presentation and classification ͑i.e., response͒ constitutes one trial in an experiment. Data collected from sequential trials can be tabulated in a confusion matrix formed by taking input/response pairs obtained from each trial. Correct hits form the diagonal of this matrix. When a large number of trials have been collected, following Garner and Hake ͑1951͒, the amount of information required to make one classification can be calculated from the matrix. Denoting the input as x ͑drawn from an ensemble of possible inputs X͒ and the response as y ͑from an ensemble of possible responses Y ͒, the transmitted information can be calculated from the expression for mutual information as introduced by Shannon ͑1948͒,
The first term represents the input or stimulus information and the second term represents information loss due to errors in response. It can be demonstrated that
where the transmitted information is now calculated with reference to the response information. The first term of this equation represents the Shannon information associated with the probability of response independent of the input. In the case where the input x is uniformly distributed, one would expect that the response y to be near-uniformly distributed except near the edges where the subject would have a higher proportionality of correct hits due to the usual anchor or edge effects. This is usually what is observed experimentally. If the range of the experiment is large enough, we can ignore the edge effects in our calculation. Thus the Shannon information or entropy associated with a uniform response distribution over an m category experiment is H͑Y ͒Ӎln͑ m ͒.
͑3͒
We shall continue to use natural logarithms for the remainder of the paper. To convert from natural units to bits, one simply divides the value of information in natural units by ln(2).
The second term is somewhat more difficult to explain. H(Y ͉X) represents the information loss due to errors in the response ͑for example, a stimulus from category #3 is classified as category #4͒. In general, one would expect this error to be normally distributed. That is, y is normally distributed about x so long as there is no drift in the subject's response. This is commonly observed in experiments where the categories are measured in logarithmic physical units ͑i.e., dB for loudness, log Hz for pitch, etc.͒. Each row of the categorical matrix shows a characteristic normallike distribution centered along the main diagonal with approximately the same variance, except of course in the first and last rows where the response is strongly influenced by edge effects. This is shown schematically in Fig. 4 . It can be demonstrated through a chi-squared analysis of real data that the value of eff 2 ͑properly speaking, the sample variance͒ is constant for each row apart from the two exceptional rows ͑Norwich, 1997͒.
When an experiment is carried over a large number of categories, the response distribution along each row will tend toward a continuous normal distribution. This is the limit that we are interested in. Assuming that the range is sufficiently large, we turn to Shannon ͑1948͒ who demonstrated that the entropy of a normal distribution is given by the succinct expression Next, we address the issue of how eff 2 changes with the number of categories m. The confusion matrix represents an artificial categorization of the stimulus continuum into discrete components. The subject is required to respond using the preassigned category scheme and yet we must keep in mind that the subject's underlying response need not follow this same format. It would seem reasonable to assume that the underlying response is continuous and normally distributed.
Equation ͑5͒ demonstrates that the row entropy is, to a good approximation, dependent only on the variance. Since the variance is approximately constant, we conclude that the row entropy can be calculated solely from a single, representative row of the matrix. Thus we need only to concern ourselves with how this row can be obtained from the underlying continuous response distribution. For simplicity, we choose the middle row of the matrix defined by category #(mϩ1)/2. Since this number is an integer, m can only take on odd values, a restriction to be kept in mind as we proceed.
We denote the underlying response distribution as P(y) where y is the continuous response variable with variance 2 . The range of the experiment is fixed at Rϭ2a. It is convenient to set the mean of P(y) equal to zero since the mean does not play a part in the calculation of information ͓cf. Eq. ͑6͔͒. This distribution is plotted in Fig. 5 . We have illustrated the case where there are only three categories in the experiment. The ticks on the lower axis show the placement of these categories.
To calculate the probability of response for each category, we introduce a set of criteria ͑e.g., Treisman, 1985͒. If no systematic bias is introduced into the subject's response, we might set the criteria at the midway points between adjacent categories. These are shown by the dotted lines in Fig.  5 . Let us denote the probability for responding with the kth category as g (k) . g(k) is calculated from integrating the underlying probability distribution P(y) between adjacent criteria. Thus the probability that the subject responds with category #1 ͑given a stimulus from category #2͒ is obtained by integrating P(y) between Ϫa and Ϫa/2, etc. For further details, the reader is referred to Wong and Mori ͑1998͒. The variance of the discrete response is then calculated using the standard formula,
Schematic diagram illustrating a typical confusion matrix. Response probability is plotted as a function of the input and the response. The response probability along each row is normally distributed with a fixed value of variance to a good approximation except for the first and last rows.
In the case where m is large, Eq. ͑7͒ takes on a very simple and intuitive form. Calculating an asymptotic expansion for large values of m and assuming that the range is large (&/aӶ1), it can be shown that eff Ӎm/R, ͑8͒
the standard equation relating continuous to discrete probability distributions ͑please see Appendix 1 of Wong and Mori, 1998͒ . This equation works best for mտ10. In writing Eq. ͑8͒, we must be careful not to confuse eff with . eff is the standard deviation of response along each row of the confusion matrix while is the standard deviation of the underlying continuous response distribution illustrated in Fig. 5 . Substituting Eq. ͑8͒ into Eq. ͑6͒ we find
As expected, this is the information associated with a continuous system. This work forms the core of our recent paper ͑Wong and Mori, 1998͒ and the interested reader is referred to this article. We conclude this section with two calculations from the same paper. Recall that Figs. 2 and 3 show, respectively, the results of an absolute identification experiment in pitch ͑Pollack, 1952͒ and in loudness ͑Garner, 1953͒. These two experiments were used to evaluate the theory. In both experiments, however, m extended to values below the restricted range of our theory (m must be larger than 10͒. In order to overcome this limitation, we did the following. Returning to Eq. ͑5͒, instead of evaluating a close-formed expression for the equivocation entropy, we replaced it with the unevaluated entropy of the middle row to obtain
Note that in the limiting case of large m, we can approximate the sum by an integral and replace g(k) with P(y) ͑the continuous normal distribution͒. The right-hand sides of Eqs. ͑5͒ and ͑10͒ would then be identical. Finally, we calculate the equivocation from Eq. ͑10͒ using /aϭ9.4ϫ10
Ϫ2 for pitch and /aϭ9.8ϫ10 Ϫ2 for loudness to obtain the two smooth curves shown in Figs. 2 and 3. While the theoretical prediction is in close agreement with the data, but this is not the interesting feature of the graphs. What is surprising is that the theoretical information curves show both a nadir and an apex in agreement with experimental data, but in contrast to the monotonic behavior of the idealized curve shown in Fig. 1 . Moreover, the theoretical curves appear to increase even beyond the 16-20 category limit contrary to common expectation.
This discovery prompted us to carefully examine our theory because we had taken certain approximations in developing our equations ͑e.g., we had made no provisions to account for edge effects͒. It was of particular interest to see if the critical points would remain when the additional factors were taken into consideration. Thus we turned our attention to the more complete study of Durlach and Braida ͑1969͒.
II. A COMPARISON WITH DURLACH AND BRAIDA

"1969…
Durlach and Braida ͑1969͒ detailed the development of a model for intensity resolution based on certain ideas of Thurstonian scaling. Their decision model is similar to the one discussed in the previous section where the response is represented by a normal distribution along a decision axis. They did, however, considered the case of m individual normal distributions corresponding to the m categories or stimuli of the experiment. The distributions are identical in variance but are each shifted according to the stimulus value ͑or, equivalently, the category value͒. Likewise, they introduced a set of criteria placed midway between adjacent categories. The probability of response ͑analogous to our g(k) function introduced in the last section͒ is then calculated by integrating the normal distribution between adjacent criteria.
In Figs. 1 and 2 of their 1969 paper, they show calculations from their model predicting how mutual information (I t ) would change for different values of m ͑Durlach and Braida used the symbol N͒ and ⌬Ј. ⌬Ј is simply the stimulus range divided by the standard deviation of the distribution. Thus using the symbology introduced in the previous section, we write ⌬ЈϭR/ϭ2a/. ͑11͒
In a following paper ͑Braida and Durlach, 1972͒, they demonstrated that their model for calculating I t is in close agreement with measured data.
Recall that the subject's response in both the first and the last rows of the matrix are strongly influenced by edge effects ͑cf. Fig. 4͒ . In the original Durlach and Braida model no attempt was made to account for these effects, although recently they have proposed an updated treatment incorporating an extensive model for the response near the boundaries of the matrix ͑Braida and Durlach, 1988͒. We shall take a simpler approach than one they have introduced in order to keep the calculations as simple as possible.
Let us consider the following response distribution, 
͑13͒
to obtain P͑ y ͒ϭN͑ y ͒ϩN͑ Ϫyϩ2a ͒ϩN͑ ϪyϪ2a ͒. ͑14͒
A plot of P(y) shows that it is a normalized Gaussian distribution reflecting at both boundaries, yϭϪa and yϭa. In fact, Fig. 4 was generated using P(y) so that Eq. ͑14͒ appears to be in good qualitative agreement with real data. All that we have done, in writing Eq. ͑14͒, is to reflect the part of the distribution which lies outside of the range ͓Ϫa,a͔ to provide a first-order approximation to edge effects ͑Wong and Norwich, 1997͒. We shall now calculate the mutual information as predicted by the Durlach and Braida model using the response distribution given by Eq. ͑14͒. In Figs. 6 and 7, two graphs from Durlach and Braida ͑1969, Figs. 1 and 2͒ are recalculated using the response distribution given in Eq. ͑14͒. The results do not differ substantially ͑recall that in their 1969 paper no attempt was made to account for edge effects͒. The interesting thing to observe in Fig. 7 is that the critical points ͑the nadir and apex͒ also appear in our modification of the Durlach and Braida model. Thus we can conclude that the critical points are probably not the consequence of edge effects since, as demonstrated in the previous section, computation with our own theory ͑no provision for edge effects͒ resulted in the same form of curve ͑cf. Figs. 2 and 3͒ .
For completeness we show in Figs. 8 and 9 predictions made by our theory bearing in mind that only odd values of m can be used in the calculations ͑recall that the middle row is defined by the category (mϩ1)/2͒. As expected, the results from the Durlach and Braida approach and the results from our own approach come closest for large values of ⌬Ј when the edge effects can be effectively ignored. Furthermore, in the limit of mϭ''ϱ'' when the standard deviation of response eff can be approximated by the simple expression given in Eq. ͑8͒, the equation for transmitted information takes on a particularly simple form ͓cf. Eq. ͑9͔͒ which we have plotted in both Figs. 6 and 8 with the dotted line. The number of stimuli is increased indefinitely until the system is effectively continuous. We see that edge effects, as quantified at least by the response distribution given in Eq. ͑12͒, do not much affect the value of the magical number ͑defined as the limit of large m and ⌬Ј͒.
III. DISCUSSION
A. The magical number or magical wave?
The fluctuations in the value of transmitted information as shown by Figs. 2 and 3 are not at least according to theory attributable to experimental errors or statistical bias. This leads to several possibilities. First, we ask the question of whether the existing experimental studies have adequately explored the upper region defining the magical number. In principle, the information curve may reach other critical points that take on values which are higher than the asymptote. This question can of course be answered by conducting further experiments. It is also possible, however, for us to first explore this region theoretically to see if it is likely that further experimentation is required.
While such calculations can be carried out with the Durlach and Braida model, the complexity of the calculations pose a serious computational problem. However, we can make the same calculation rather quickly using the Wong and Mori approach since the two methods detailed in this paper are identical in the limit of large ⌬ЈϭR/ ͑the magical number limit͒. The results are shown in Fig. 10 . I t is calculated to mϭ512 categories using the value of /a ϭ0.094 obtained from pitch ͑please see Fig. 3͒ keeping in mind that it is unlikely that a human subject can distinguish between so many different categories even at a large range. The horizontal line shows the prediction of the asymptote by Eq. ͑9͒. We observe that the transmitted information as predicted theoretically does not appear to change significantly outside the 16-20 category limit of the earlier studies. Beyond four stimulus categories, the difference of about 0.1 bits of information between the highest and the lowest portion of the information ''wave'' can be easily masked by experimental error or statistical bias. Nevertheless, Fig. 10 demonstrates that it is certainly possible that some point along the information curve can exceed the value of transmitted information at the asymptote.
B. Critical points: A necessary condition for a valid theory?
Since the shape of the transmitted information graph failed to lead to any new interpretation of the magical num- FIG. 8 . Figure 6 recalculated with Eq. ͑10͒ using the approach detailed in Sec. I ͑for full details please refer to Wong and Mori, 1998͒. The calculations from the Durlach and Braida approach and the calculations from our own approach come closest when ⌬Ј is large. The dotted line shows the prediction of Eq. ͑9͒ where the number of stimulus categories are increased indefinitely and the system becomes effectively continuous. Please see also Fig. 9.   FIG. 9 . Figure 7 recalculated with Eq. ͑10͒ using the approach detailed in Sec. I ͑for full details please refer to Wong and Mori, 1998͒ . We see that the calculations from the Durlach and Braida approach and the calculations from our own approach come closest when ⌬Ј is large. The critical points observed in the information curve are similar to the ones found in Figs. 2  and 3 . Please see also Fig. 8.   FIG. 10 . The transmitted information curve is calculated to mϭ512 categories using the value of /a obtained from pitch ͑please see Fig. 2͒ . While it is unlikely that a human subject can ever distinguish between so many different categories, this exploration serves to demonstrate whether existing experimental studies have adequately explored the large category limit defining the magical number. Since the theoretical curve does not change appreciably outside the 16-20 category limit, further experiments are probably not necessary.
ber, we now turn to an entirely different approach to understanding the significance behind the critical points, one that may even lead to a general principle of human perception. We begin by looking for the essential feature underlying the magical number phenomenon. Since the model of Durlach and Braida is too intricate to provide a simple answer to this question, we return to the approach detailed in Sec. I keeping in mind that edge effects do not play a prominent role in determining the value of the magical number.
We recall that the critical points in Figs. 2 and 3 appear in the range of 8-12 categories. Let us return to Eq. ͑6͒. Although Eq. ͑6͒ was derived with the restriction that m be greater than ten categories, we shall nevertheless use this equation keeping in mind that it is only a very crude approximation. Thus we can write down the difference in information between two values of m as
Around the critical point, the value of ⌬I t hardly changes ͑corresponding to the first derivative of I t equalling zero͒ and Eq. ͑15͒ simplifies to be
That is, near the critical point (mϭm c ) the slope of the standard deviation of response calculated from the matrix plotted against the number of categories on a full-logarithmic plot is approximately equal to one. This result can also be demonstrated on a linear graph. In Fig. 11 , eff vs m is plotted ͑S-shaped curve͒. eff was calculated at each value of m and a cubic spline was then introduced to plot the curve. The straight line corresponds to the asymptotic behaviour of eff ͓cf. Eq. ͑8͔͒. The distinctive shape of this curve is the primary reason why the information curve shows a bump. For example, if eff approached the asymptotic straight line from the bottom rather than crossing over and approaching from the top, the information curve would increase monotonically to an asymptote without showing the characteristic ''wavelike'' behavior.
The important feature of this demonstration is not the actual shape of the curve itself but rather what the shape of the curve is telling us: Fig. 11 appears to indicate that any theory of the magical number must be based upon the notion of criteria and a continuous distribution of response. We now present an argument for this assertion.
Recall that the S-shaped curve in Fig. 11 was obtained through a choice of only a single parameter ͑the standard deviation of continuous response͒. With this value of , we constructed a continuous normal distribution which we then partitioned into the discrete categories of response. eff is then calculated from the resulting distribution at each value of m ͓cf. Eq. ͑7͔͒. By intuition, such a complex curve would require at least two parameters to create in an ad hoc mathematical fashion. Even if the same curve can be ''modeled'' by another technique, it would be reasonable to assume that this model would require the use of at least two parameters.
Recall that Occam's Razor ͑or the Law of Parsimony͒ dictates that preference should be given to the simpler of two explanations.
Consequently, if experimental measurements of eff are in agreement with the theoretical curve shown in Fig. 11 , we can likely conclude that the process underlying the absolute identification process is due to a categorization of an underlying response distribution. Any theory that purports to explain absolute identification phenomena must involve these features otherwise the critical points in the information curve will not appear. While it would be of some value to perform direct measurements of eff , there is already quite a bit of indirect evidence in the existing literature. The critical points in the transmitted information graphs have been observed in nearly all sensory modalities ͑in audition, Figs 2 and 3, and in other modalities, i.e., Beebe et al., 1955; Klemmer and Frick, 1953͒ .
C. Assessing the Wong and Mori "1998… approach
In Sec. I, we provided a brief mathematical introduction to our theory of the magical number. We now leave the mathematics behind in order to evaluate the theory as a whole and to contrast it to the approach of Durlach and Braida ͑1969͒. In particular, we ask the question: Given that our theory is, in a sense, a subset of the Durlach and Braida model, what is the advantage of having a new theoretical approach which is less general than its predecessors?
To answer this question, we must first understand the difference in philosophy between the two approaches. While both studies are classified as being ''theoretical,'' their aims and goals are different in many ways. For example, the work of Durlach and Braida can be characterized as one in which the goal is to develop an all-encompassing model of intensity FIG. 11 . eff plotted as a function of the total number of stimulus categories m using Eq. ͑7͒. The distinctive shape of this curve is the primary reason why the information curve shows a bump.
resolution that can predict sensory performance and response in a highly accurate manner. The scope of their work is not limited to that of absolute identification or the magical number alone, embracing many other sensory phenomena including magnitude estimation and discrimination.
By contrast, as mentioned in the Introduction, our approach is one that is tailored specifically to understanding the perceptual features behind the magical number. Detail and accuracy of calculations are sacrificed in order to uncover the underlying simplicity of the sensory process. From this perspective, we might conclude that the principal achievement of our approach lie not in the numerical curve fits shown in Figs. 2 and 3 , but in the derivation of the analytical expression Eq. ͑9͒. This equation demonstrates that the magical number (I t evaluated at large R and large m) is a logarithmic function of ⌬ЈϭR/, a result illustrated by the dotted lines in both Figs. 6 and 8. In the case of loudness, for example, if an experiment is carried over the maximum physiological range of hearing ͑i.e., between the minimum audible intensity and the threshold of pain͒, Eq. ͑9͒ shows that the magical number is defined by the logarithm of the ratio between the audible range and the standard deviation of response ͑mi-nus a numerical constant͒. This particularly simple result could only be derived when the problem was stripped to its core leaving only the essential components defining the limits to absolute identification performance. In particular, we recall the main features of our theory where the contributions of edge effects are ignored and the entire categorical matrix is calculated from a single response distribution defined by the middle row of the matrix alone.
While our approach can be characterized as one of simplification, the design of our sensory system need not comply with this desire. And yet when such approximations and simplifications can be demonstrated, this would indicate that there is an underlying simplicity to the laws of perception. Take, for example, the derivation of Eq. ͑8͒ ͓and consequently Eq. ͑9͔͒. This derivation requires the use of the critical approximation &/aӶ1 ͑please see Appendix 1 of Wong and Mori, 1998 for further details͒. Using the two experimental results shown in Figs. 2 and 3, we can quickly see that this approximation is satisfied: &/aϭ0.13 for pitch and &/aϭ0.14 for loudness. Despite the difference in modality ͑pitch versus loudness͒, the two parameters are almost of identical numerical value. We have also found this condition to be satisfied by other sensory modalities as well ͑e.g., taste, please see Wong and Mori, 1998͒ . In fact, a simple calculation with Eq. ͑9͒ would demonstrate that even if the magical number is as low as two categories (I t ϭ1 bit of information͒, &/aӍ0.35 and the approximation would still hold. Certainly this would suggest that Eq. ͑9͒ is an equation characteristic of all sensory modalities.
The analytical expression of Eq. ͑9͒ permits us to calculate the magical number once the value of R/ has been determined. For example, using /aϭ0.098 obtained from Fig. 3 , we can estimate the value of the magical number for loudness to be e 1.60 Ӎ4.9 categories in agreement with Garner's estimate ͑Garner, 1953͒ without going through any elaborate calculations. Furthermore, the simplicity of Eq. ͑9͒ also permits us to better understand the origin of the critical points observed in the transmitted information curve. This would not be possible with Eq. ͑10͒ alone.
Throughout the paper we have been dealing with measurements of unbiased information. In reality, such values are rather difficult to estimate at large numbers of categories. Although various investigators have proposed different techniques to estimate the informational bias ͑e.g., Miller and Madow, 1954; Carlton, 1969͒ , a viable method is still lacking to this day. In fact, our theory of the magical number evolved from an earlier study which aimed to overcome the statistical bias through computer simulation ͑Wong and Norwich, 1997͒. While Eq. ͑9͒ can only be used under circumstances that are impractical from an experimental point of view ͑large values of m͒, we maintain that this is perhaps its most useful attribute-to predict the unbiased value of asymptotic transmitted information. Having observed the compatibility of the theory with experimental data at small values of m ͑cf. Figs. 2 and 3͒ , Eq. ͑9͒ is merely an extrapolation of the theory to the limit of large m. This theoretical calculation can help guide the experimental determination of the magical number particularly when the bias cannot be estimated.
While the use of Eq. ͑9͒ is restricted to large values of m, one can always use Eq. ͑10͒ in place of Eq. ͑5͒ when m is less than 10. We recall that the development of Eq. ͑10͒ has lead to the prediction of the critical points shown in Figs. 2 and 3 where previously such deviations were attributed to both experimental error and statistical bias. The utility of Eq. ͑10͒ has also allowed us to calculate rather quickly the transient behavior of the information curve to very large numbers of categories mϭ512. An equivalent calculation using the model of Durlach and Braida with the response distribution given by Eq. ͑12͒ would take months rather than minutes to complete the entire curve in Fig. 10 .
Finally, it has been pointed out that Luce et al. ͑1976͒ detail some limitations to the Durlach and Braida model. Certainly these comments apply to our own theory as well. While we are very interested in how the ''attention band model'' relates to the developments of this paper, we leave the larger discussion to a dedicated future publication. Both theoretical and experimental work is proceeding at this point. However, it suffices to say that many of the limitations pointed out by Luce et al. relate to differences of how transmitted information varies with stimulus range. Since this paper is concerned primarily with how transmitted information varies with the number of stimulus categories at a fixed range, we leave discussion of this matter to a future publication.
IV. CONCLUSIONS
We have reviewed a prediction we made in an earlier study ͑Wong and Mori, 1998͒ that the transmitted information does not rise as a monotonic function of the input information as commonly assumed. A recalculation with the model of Durlach and Braida ͑1969͒ also yielded similar results. The transmitted information curve was shown to rise to an asymptote with increasing number of stimulus categories although the curve goes through a series of critical points like the motion of a damped oscillator. The value of transmitted information at these critical points can even exceed the asymptotic value. While these deviations do not amount to any significant changes to our ideas of the magical number, they have nevertheless been observed in many experimental studies across different sensory modalities. Most importantly, however, these predictions appear to indicate that any theory of the magical number must involve the idea that the subject utilizes a set of criteria to determine his or her response.
