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In this paper, we consider the numerical solution of the Riesz space fractional diffusion
equation and advection–dispersion equation. First, a system of ordinary differential
equations is obtained from the above equations with respect to the space variable by
using the improved matrix transform method. Furthermore, we use the (2, 2) Pade
approximation to compute the exponential matrix in the analytic solution of the ordinary
differential equation, and get two difference schemes. Second, using the matrix analysis
method,we prove that the twodifference schemes are unconditionally stable. Finally, some
numerical results are given, which demonstrate the effectiveness of the two difference
schemes.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
For three centuries, the theory of fractional derivatives developed mainly as a pure theoretical field of mathematics
useful only for mathematicians. In recent years, some researchers found out that the fractional model is more suitable
than the integer order. The advantages of fractional equations become apparent in modeling mechanical and electrical
properties of real materials, as well as in the description of rheological properties of rocks, and in many other fields of
science and engineering, including fluid flow, diffusive transport akin to diffusion, electrical networks, electromagnetic
theory, probability etc. [1–20]. For instance, the fractional advection–dispersion equation is used in groundwater hydrology
to model the transport of passive tracers carried by fluid flow in a porous medium [5,9]. However, there is no universal
and effective way to get the analytic solution of general fractional differential equations, moreover, the analytic solutions of
some special fractional differential equations are in the form of trigonometric series, and are difficult to calculate. Hence, the
numerical solution of fractional differential equations has become a meaningful and valuable research topic. This inspires
us to search for new and efficient numerical methods for solving fractional differential equations.
A number of numerical methods for solving the different definitions for space, time and space–time fractional
advection–dispersion equations have been proposed [21–29]. Meerschaert and Tadjeran [30] used the finite difference
method and obtained numerical solutions for the Caputo space fractional advection–dispersion flow equation. Liu et al. [6]
discussed an approximation of the Lévy–Feller advection–dispersion process by using a random walk and finite difference
method. Liu et al. [5,7,8] also discussed the stability and convergence of the difference methods for the space fractional
Fokker–Planck equation, the modified anomalous subdiffusion equation, and the space–time fractional advection–diffusion
equation. Shen and Liu [31], Liu et al. [32] derived some numerical solutions for the space fractional diffusion equation
and the Riesz fractional advection–dispersion equation, respectively. Recently, Yang et al. [18] proposed some numerical
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methods for fractional partial differential equations with Riesz space fractional derivatives. However, according to current
knowledge of the authors, there are few studies on the numerical treatment of the Riesz space fractional diffusion and
advection–dispersion equations, efficient numerical methods, stability and convergence analysis are still limited. In this
paper, based on [33,18], we will give a more accurate numerical method for solving the Riesz space fractional diffusion and
advection–dispersion equations.
We consider the following general fractional partial differential equationswith the Riesz space fractional derivatives [18]:
∂u(x, t)
∂t
= Kα ∂
α
∂|x|α u(x, t)+ Kβ
∂β
∂|x|β u(x, t), 0 ≤ t ≤ T , 0 < x < L, (1.1)
subject to the boundary and initial conditions given by
u(0, t) = u(L, t) = 0, (1.2)
u(x, 0) = g(x), (1.3)
where u(x, t) is, for example, a solute concentration; Kα and Kβ represent the dispersion coefficient and the average fluid
velocity. We restrict 1 < α ≤ 2, 0 < β < 1, and assume Kα > 0 and Kβ ≥ 0.
It is well know that when α = 2 and β = 1, Eq. (1.1) reduces to the classic advection–dispersion equation, there are
already a lot of numerical methods for it. In this paper, we mainly consider the fractional cases: when Kβ = 0, Eq. (1.1)
reduces to the Riesz fractional diffusion equation [34], when Kβ ≠ 0, the Riesz fractional advection–dispersion equation is
obtained [20].
This paper is organized as follows. In Section 2, we give some definitions and lemmas used in this paper. Numerical
methods and stability analysis for above two kinds of fractional differential equations are derived in Sections 3 and 4,
respectively. Some numerical examples are provided in Section 5. Finally, we give a simple conclusion in Section 6.
2. The basic definitions and lemmas
In this section, we give some important definitions and lemmas as follows:
Definition 1 ([3,16]). The Riesz fractional operator for n− 1 < α ≤ n on a finite interval 0 ≤ x ≤ L is defined as
∂α
∂|x|α u(x, t) = −Cα(0D
α
x + xDαL )u(x, t)
where
Cα = 12 cos πα2
, α ≠ 1,
0Dαx u(x, t) =
1
Γ (n− α)
∂n
∂xn
 x
0
u(ξ , t)
(x− ξ)α+1−n dξ,
xDαL u(x, t) =
(−1)n
Γ (n− α)
∂n
∂xn
 L
x
u(ξ , t)
(ξ − x)α+1−n dξ .
Definition 2 ([35]). Let the Laplacian (−∆) has a complete set of orthonormal eigenfunctions ϕn corresponding to
eigenvalues λ2n on a bounded regionΩ with the homogeneous boundary conditions, then
(−∆) α2 f =

(−∆)mf , α = 2m,m = 0, 1, 2, . . . ,
(−∆) α2−m(−∆)mf , m− 1 < α
2
< m,m = 1, 2, . . . ,
∞
n=1
λαn ⟨f , ϕn⟩ϕn, α < 0.
Lemma 1 ([18]). For a function u(x) defined on the infinite domain−∞ < x <∞, the following equality holds:
−(−∆) α2 u(x) = − 1
2 cos πα2
[−∞Dαx u(x)+ xDα∞u(x)] =
∂α
∂|x|α u(x).
Proof. See [18]. 
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Lemma 2 ([36]). A general tridiagonal Toeplitz matrix of order n− 1 is given as
T =

b a 0 · · · 0 0
c b a 0 · · · 0
0 c b a 0 · · ·
...
. . .
. . .
. . .
...
· · · 0 c b a 0
0 · · · 0 c b a
0 0 · · · 0 c b

,
the eigenvalues and eigenvectors of the tridiagonal Toeplitz matrix T are given by
λi = b+ 2a

c
a
cos

iπ
n

, i = 1(1)n− 1,
and
ξi =

 c
a
 1
2
sin

1iπ
n

 c
a
 2
2
sin

2iπ
n

 c
a
 3
2
sin

3iπ
n

... c
a
 n−1
2
sin

(n− 1)iπ
n


, i = 1(1)n− 1,
i.e., Tξi = λiξi, i = 1(1)n − 1. Moreover, the matrix T is diagonalizable and P = (ξ1, ξ2, ξ3, . . . , ξn−1) diagonalizes T, i.e.,
P−1TP = Λ, whereΛ = diag(λ1, λ2, . . . , λn−1).
Lemma 3 ([20]). Suppose that the matrix T is positive definite, and T = PΛP−1, where P is an orthogonal matrix. Then for an
arbitrary real α,
Tα = P diag(λα1 , λα2 , . . . , λαn−1)P−1,
may be uniquely determined by T and α.
Lemma 4 ([37]). Suppose ρ(M) < 1, then ρ(M) ≤ 1 + Cτ for some non-negative C is a necessary and sufficient condition for
stability of difference scheme
Uk+1 = MUk
with respect to the matrix 2-norm, where ρ(M) denote the spectral radius of the matrixM.
Lemma 5. If the real part of Z is positive, then12− 6Z + Z212+ 6Z + Z2
 < 1.
Proof. See [38]. 
3. Numerical method for the Riesz fractional diffusion equation
In this section, we consider the numerical solution for the following Riesz fractional diffusion equation
∂u(x, t)
∂t
= Kα ∂
α
∂|x|α u(x, t), 0 ≤ t ≤ T , 0 < x < L, 1 < α ≤ 2, (3.1)
with the boundary and initial conditions given by
u(0, t) = u(L, t) = 0, (3.2)
u(x, 0) = g(x), (3.3)
where u(x, t) and g(x) are both real-valued and sufficiently well-behaved functions.
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3.1. Proposition of the difference scheme
In this subsection, we will obtain a new finite difference scheme for solving Eq. (3.1) based on the matrix transform
method [35].
Let xi = ih, i = 0(1)n, tk = kτ , k = 0(1)m, where h = L/n and τ = T/m are space and time steps, respectively.
At first, we consider the following normal diffusion equation:
∂u(x, t)
∂t
= −Kα

− ∂
2
∂x2

u(x, t). (3.4)
Let ui(t) = u(xi, t), i = 1(1)n− 1, then we have
dui(t)
dt
= −Kα

− 1
h2
δ2x
1+ 112δ2x

ui(t), (3.5)
where δ2x is the second-order central difference operator about space x.
Denote
U(t) = [u1(t), u2(t), . . . , un−2(t), un−1(t)]T ,
U0 = [u1(0), u2(0), . . . , un−2(0), un−1(0)]T ,
then the Eq. (3.5) can be rewritten as the following matrix form:
dU(t)
dt
= −Kα A
−1B
h2
U(t),
U(0) = U0,
(3.6)
where A, B are the tridiagonal matrices of order n− 1 as follows
A =

5
6
1
12
0 · · · 0 0
1
12
5
6
1
12
0 · · · 0
0
1
12
5
6
1
12
0 · · ·
...
. . .
. . .
. . .
...
· · · 0 1
12
5
6
1
12
0
0 · · · 0 1
12
5
6
1
12
0 0 · · · 0 1
12
5
6

B =

2 −1 0 · · · 0 0
−1 2 −1 0 · · · 0
0 −1 2 −1 0 · · ·
...
. . .
. . .
. . .
...
· · · 0 −1 2 −1 0
0 · · · 0 −1 2 −1
0 0 · · · 0 −1 2

.
Obviously, the matrix A and B are (n− 1)× (n− 1) real diagonally dominant matrices, from Lemma 2, we have
A = PΛP−1, B = P˜Λ˜P˜−1
and
Λ = diag (λ1, λ2, . . . , λn−1) , Λ˜ = diag

λ˜1, λ˜2, . . . , λ˜n−1

,
P = (ξ1, ξ2, . . . , ξn−1) , P˜ =

ξ˜1, ξ˜2, . . . , ξ˜n−1

,
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where
λi = 1− 13 sin
2 iπ
2n
, λ˜i = 4 sin2 iπ2n ,
ξi = ξ˜i =

sin
1iπ
n
, sin
2iπ
n
, . . . , sin
(n− 1)iπ
n
T
, i = 1(1)n− 1.
Hence,
A−1B = PΛP−1−1 P˜Λ˜P˜−1 = PΛ−1Λ˜P−1 = PΛ¯P−1,
where Λ¯ = diag

λ˜1
λ1
,
λ˜2
λ2
, . . . ,
λ˜n−1
λn−1

.
Secondly, according to the Definition 2 and Lemma 1, we rewrite the Eq. (3.1) as follows:
∂u(x, t)
∂t
= −Kα

− ∂
2
∂x2
 α
2−1 
− ∂
2
∂x2

u(x, t). (3.7)
Let A
−1B
h2
= m

− ∂2u(x,t)
∂x2

, which is the matrix representation of the Laplace operator with the homogeneous boundary
conditions.
Now, for the Riesz space fractional diffusion equation with initial value and homogeneous boundary conditions, we
suppose that the fractional Laplace operator satisfies:
m

− ∂
2
∂x2
 α
2−1

=

A−1B
h2
 α
2−1
.
With the help of Lemma 3, the matrix notation of the Eq. (3.7) is
dU(t)
dt
= −Kα

A−1B
h2
 α
2−1 A−1B
h2

U(t) = −Kα
hα

PΛ¯
α
2 P−1

U(t). (3.8)
Therefore, from Eq. (3.8) and the initial condition (3.3), we obtain
dU(t)
dt
== −Kα
hα

PΛ¯
α
2 P−1

U(t),
U(0) = U0.
(3.9)
The exact solution of (3.9) is
U(t) = e−
Kα
hα

PΛ¯
α
2 P−1

t
U0.
Along time central tk and tk+1, we have
U(tk+1) = e
− Kαhα

PΛ¯
α
2 P−1

(k+1)τ
U0,
and
U(tk) = e
− Kαhα

PΛ¯
α
2 P−1

kτ
U0.
Thus, we can obtain a finite difference scheme for solving (3.9)
U(tk+1) = e
− Kαhα

PΛ¯
α
2 P−1

τ
U(tk).
Finally, the problem is how to approximate e
− Kαhα

PΛ¯
α
2 P−1

τ
. A good approximation to eZ is the (2, 2) Pade approximation
which has the form [38–40]:
eZ ≈ 12+ 6Z + Z
2
12− 6Z + Z2 .
Accordingly, we use
12I− 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2

12I+ 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2−1
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to approximate the matrix series e−
Kα
hα (PΛ¯
α
2 P−1)τ successfully. Then we get the following new finite difference scheme for
the numerical solution of the Eq. (3.1).
Uk+1 =

12I− 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2
×

12I+ 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2−1
Uk, (3.10)
where Uk is the numerical solution of U(tk).
3.2. Stability analysis
In this subsection, we will analysis the stability of the difference scheme (3.10) by using the matrix method.
Let
Q =

12I− 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2 
12I+ 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2−1
.
The spectral radius of the matrix Q is given by
ρ(Q) = max |µi| , i = 1(1)n− 1,
where µi are the eigenvalues of the matrix
12I− 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2

12I+ 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2−1
.
We easily know that the eigenvalues of the matrix
12I− 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2

12I+ 6τ

Kα
hα
PΛ¯
α
2 P−1

+ τ 2

Kα
hα
PΛ¯
α
2 P−1
2−1
are given by
µi =
12− 6τ Kαhα λ

PΛ¯
α
2 P−1

+ τ 2 K2α
h2α
λ

PΛ¯
α
2 P−1
2
12+ 6τ Kαhα λ

PΛ¯
α
2 P−1

+ τ 2 K2α
h2α
λ

PΛ¯
α
2 P−1
2
= 12− 6τ
Kα
hα

4 sin2 iπ2n
 α
2

1− 13 sin2 iπ2n
− α2 + τ 2 K2α
h2α

4 sin2 iπ2n
α 
1− 13 sin2 iπ2n
−α
12+ 6τ Kαhα

4 sin2 iπ2n
 α
2

1− 13 sin2 iπ2n
− α2 + τ 2 K2α
h2α

4 sin2 iπ2n
α 
1− 13 sin2 iπ2n
−α , i = 1(1)n− 1.
Obviously, 6τ Kαhα λ

PΛ¯
α
2 P−1

= 6τ Kαhα

4 sin2 iπ2n
 α
2

1− 13 sin2 iπ2n
− α2 > 0, i = 1(1)n − 1, with the help of Lemma 5,
we have
|µi| < 1, i = 1(1)n− 1,
i.e.,
ρ (Q) < 1, i = 1(1)n− 1.
Therefore, from Lemma 4, we can easily see that difference scheme (3.10) is unconditionally stable.
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4. Numerical method for the Riesz fractional advection–dispersion equation
In this section, we will consider the numerical method for the following Riesz fractional advection–dispersion equation:
∂u(x, t)
∂t
= Kα ∂
α
∂|x|α u(x, t)+ Kβ
∂β
∂|x|β u(x, t), 0 ≤ t ≤ T , 0 < x < L, (4.1)
with the boundary and initial conditions given by
u(0, t) = u(L, t) = 0, (4.2)
u(x, 0) = g(x), (4.3)
we assume that u(x, t) and g(x) are both real-valued and sufficiently well-behaved functions.
4.1. Proposition of the difference scheme
Application of the same method as Section 3.1, we construct the difference scheme for solving Eq. (4.1) as follows.
At first, we consider the following normal advection–dispersion equation:
∂u(x, t)
∂t
= −Kα

− ∂
2
∂x2

u(x, t)− Kβ

− ∂
2
∂x2

u(x, t). (4.4)
Using the same notation as before, we have
dui(t)
dt
= −Kα

− 1
h2
δ2x
1+ 112δ2x

ui(t)− Kβ

− 1
h2
δ2x
1+ 112δ2x

ui(t). (4.5)
Then the matrix form of the Eq. (4.5) is:
dU(t)
dt
= − Kα + Kβ A−1Bh2 U(t),
U(0) = U0.
(4.6)
Secondly, we rewrite the Eq. (4.1) as follows:
∂u(x, t)
∂t
= −Kα

− ∂
2
∂x2
 α
2−1 
− ∂
2
∂x2

u(x, t)− Kβ

− ∂
2
∂x2
 β
2 −1 
− ∂
2
∂x2

u(x, t). (4.7)
Now, for the Riesz space fractional diffusion equation with initial value and homogeneous boundary conditions, we
suppose that the fractional Laplace operator satisfies:
m

− ∂
2
∂x2
 α
2−1

=

A−1B
h2
 α
2−1
, m


− ∂
2
∂x2
 β
2 −1
 =

A−1B
h2
 β
2 −1
.
So, the matrix notation of the Eq. (4.7) is
dU(t)
dt
= −Kα

A−1B
h2
 α
2−1 A−1B
h2

U(t)− Kβ

A−1B
h2
 β
2 −1 A−1B
h2

U(t)
= −

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

U(t). (4.8)
Therefor, from the Eq. (4.8) and the initial condition (4.3), we obtain
dU(t)
dt
= −

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

U(t),
U(0) = U0.
(4.9)
The exact solution of (4.9) is
U(t) = e−

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

t
U0.
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We easily get
U(tk+1) = e
−

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

τ
U(tk).
Similarly, we use the (2, 2) Pade approximation to approximate
e
−

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

τ
and get a new difference scheme for solving Eq. (4.1) as follows:
Uk+1 =
12I− 6τ

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

+ τ 2

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1
2
×
12I+ 6τ

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

+ τ 2

Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1
2−1
Uk, (4.10)
where Uk is the numerical solution of U(tk).
4.2. Stability analysis
Next, we will give the stability analysis of the difference scheme (4.10).
Let
S = Kα
hα

PΛ¯
α
2 P−1

+ Kβ
hβ

PΛ¯
β
2 P−1

and
R = 12I− 6τS+ τ 2S2 12I+ 6τS+ τ 2S2−1 .
Then
P−1SP = Kα
hα
Λ¯
α
2 + Kβ
hβ
Λ¯
β
2
= diag

Kα
hα
λ¯
α
2
1 +
Kβ
hβ
λ¯
β
2
1

,

Kα
hα
λ¯
α
2
2 +
Kβ
hβ
λ¯
β
2
2

, . . . ,

Kα
hα
λ¯
α
2
n−1 +
Kβ
hβ
λ¯
β
2
n−1

where λ¯i = λ˜iλi =
4 sin2 iπ2n
1− 13 sin2 iπ2n
.
Hence the eigenvalues of S are
λ(S) = Kα
hα

4 sin2 iπ2n
1− 13 sin2 iπ2n
 α
2
+ Kβ
hβ

4 sin2 iπ2n
1− 13 sin2 iπ2n
 β
2
, i = 1(1)n− 1. (4.11)
The spectral radius of the matrix R is given by
ρ(R) = max
12− 6τλ(S)+ τ 2λ(S2)12+ 6τλ(S)+ τ 2λ(S2)
 , i = 1(1)n− 1.
Obviously, λ(S) > 0, so from Lemma 5, we get
ρ(R) < 1, i = 1(1)n− 1.
Therefore, from Lemma 4, it is very easy to find that the difference scheme (4.10) is also unconditionally stable.
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Table 1
Absolute errors for Example 1 (where α = 1.5, τ = 150 ).
h x = 0.2π x = 0.4π x = 0.6π x = 0.8π
π
5 1.5923249e−004 2.7574978e−004 3.0682840e−003 1.0286328e−003
π
10 1.0388367e−005 1.9857879e−005 2.0064982e−004 2.5969032e−005
π
20 9.7278982e−007 1.1691952e−006 1.2520991e−005 1.0178304e−006
π
40 7.2830544e−008 7.6447753e−008 7.9141470e−007 3.9737112e−008
π
80 1.2889384e−008 1.0055855e−008 5.9925407e−008 1.4683736e−008
π
160 9.0901273e−009 5.9391878e−009 1.4237326e−008 1.7989778e−008
Table 2
Absolute errors for Example 1 (where α = 1.8, τ = 1200 ).
h x = 0.2π x = 0.4π x = 0.6π x = 0.8π
π
5 1.2168466e−003 1.0936024e−003 1.8871949e−003 1.1023992e−003
π
10 8.5914575e−005 7.6913662e−005 1.0826460e−004 8.6303981e−005
π
20 5.4534962e−006 4.9512456e−006 6.5418857e−006 5.4887150e−006
π
40 3.4210014e−007 3.1146291e−007 4.0549854e−007 3.4428980e−007
π
80 2.1476945e−008 1.9452424e−008 2.5395169e−008 2.1711894e−008
π
160 1.4199832e−009 1.1709264e−009 1.6917307e−009 1.5356946e−009
5. Numerical examples
In this section, we will give two examples to experiment the efficiency of the difference schemes (3.10) and (4.10),
respectively.
Example 1. Consider the following fractional diffusion equation
∂u(x, t)
∂t
= ∂
α
∂|x|α u(x, t), 0 ≤ t ≤ 1, 0 < x < π, 1 < α ≤ 2,
u(x, 0) = x2(π − x),
u(0, t) = u(π, t) = 0.
From [18], we know that the analytic solution of this equation is
u(x, t) =
∞
n=1
sin (nx)

8
n3
(−1)n+1 − 4
n3

e−(n
2)
α
2 t .
We list the maximum errors (max |u(xi, tk) − uki |) in Tables 1 and 2 for different values of the time step τ , space step h
and α at t = 0.4, respectively.
Accordingly, Figs. 5.1 and 5.2 present the comparison of the numerical solution with the analytic solution at t = 0.4.
Example 2. Consider the following fractional advection–dispersion equation
∂u(x, t)
∂t
= ∂
α
∂|x|α u(x, t)+
∂β
∂|x|β u(x, t), 0 ≤ t ≤ 1, 0 < x < π, 1 < α ≤ 2, 0 < β < 1,
u(x, 0) = x2(π − x),
u(0, t) = u(π, t) = 0.
From [18], we know that the analytic solution of this equation is
u(x, t) =
∞
n=1
sin(nx)

8
n3
(−1)n+1 − 4
n3

e
−

(n2)
α
2 +(n2)
β
2

t
.
We list the maximum errors (max |u(xi, tk)− uki |) in Tables 3 and 4 for different values of the time step τ , space step h,
α and β at t = 0.6, respectively.
Accordingly, Figs. 5.3 and 5.4 present the comparison of the numerical solution with the analytic solution at t = 0.6.
From the above four Tables and four Figures, it can be seen that the numerical solution is in good agreement with the
analytic solution.
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Fig. 5.1. The comparison of the numerical solution and the analytic solution at t = 0.4 for the Example 1 with α = 1.5. (h = π/20, τ = 1/50).
Fig. 5.2. The comparison of the numerical solution and the analytic solution at t = 0.4 for the Example 1 with α = 1.8. (h = π/80, τ = 1/200).
Table 3
Absolute errors for Example 2 (where α = 1.2, β = 0.8, τ = 1100 ).
h x = 0.2π x = 0.4π x = 0.6π x = 0.8π
π
5 4.2384800e−004 3.1298154e−004 4.9100554e−004 3.1711413e−004
π
10 3.0201874e−005 2.0029118e−005 3.0210817e−005 2.6799964e−005
π
20 1.9369721e−006 1.2732033e−006 1.8532135e−006 1.7649253e−006
π
40 1.2249167e−007 8.0169535e−008 1.1467306e−007 1.1301061e−007
π
80 8.5000069e−009 5.2153328e−009 6.6753322e−009 8.7342090e−009
π
160 1.3671128e−009 5.2444759e−010 6.3575145e−011 2.2021576e−009
6. Conclusion
In this paper, we propose two difference schemes for solving fractional diffusion equation and fractional
advection–dispersion equation based on the improved matrix transform method, respectively. It is proved that these
difference schemes are unconditional stable by using matrix method. Finally, we give two numerical examples to confirm
our theory analysis.
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Table 4
Absolute errors for Example 2 (where α = 1.5, β = 0.6, τ = 1400 ).
h x = 0.2π x = 0.4π x = 0.6π x = 0.8π
π
5 7.4495995e−004 6.3817145e−004 1.5231781e−004 7.1745759e−004
π
10 4.8127248e−005 4.1574894e−005 6.2950219e−006 4.7499624e−005
π
20 3.0173623e−006 2.6144131e−006 3.4465373e−007 2.9782644e−006
π
40 1.8870188e−007 1.6358072e−007 2.0831058e−008 1.8622663e−007
π
80 1.1799648e−008 1.0228019e−008 1.2886187e−009 1.1647884e−008
π
160 7.4169403e−010 6.4109428e−010 7.7924111e−011 7.3572836e−010
Fig. 5.3. The comparison of the numerical solution and the analytic solution at t = 0.6 for the Example 2 with α = 1.2, β = 0.8. (h = π/40, τ = 1/100).
Fig. 5.4. The comparison of the numerical solution and the analytic solution at t = 0.6 for the Example 2with α = 1.5, β = 0.6. (h = π/160, τ = 1/400).
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