The optimization of subband filter banks for signal and image coding is normally dealt with by numerical means. It will be shown that this optimization can be done analytically in the case of the 4-tap CQF prototype filter. Coding gain and aliasing energy were considered in the optimization. Using parametrizations of the prototype filter coefficients it was found that the optimal filter is the regular Daubechies D 2 wavelet filter.
I. INTRODUCTION
Pixel decorrelation and energy compaction play a major role in signal and image coding systems. In the international image and video coding standards a non-uniform energy distribution in the spectral domain is achieved through the discrete cosine transform (DCT). In subband coding, energy compaction is obtained by dividing the image, through an analysis filter bank, in a set of uncorrelated frequency bands. Often multiband analysis/synthesis (A/S) systems are realized with tree structures of two-channel filter banks. One desired characteristic of the A/S filter bank is perfect reconstruction (PR). In this case the aliasing in the subbands is cancelled and the frequency response of the A/S system has constant amplitude and fixed delay [1, 2] . This is possible with causal CQF (conjugate quadrature filters) which have little phase distortion. The problem of designing a two-band CQF filter bank is to find a prototype filter, x n [ ], satisfying the power complementary property, with the remaining filters being functions of that prototype.
In practical signal and image coding applications the PR requirement is important but it is not the only aspect to be considered. Actually the PR property of the filter bank is biased by the encoding and quantization of the subbands. Therefore, in addition to the PR requirement, several criteria have been used in the design of filter banks. In order to improve the coding performance it is usual to look for prototype filters that optimize criteria such as energy compaction, aliasing energy and subband cross-correlation. Optimization procedures for PR filter banks using these performance parameters have recently appeared in the literature [2, 3, 4] . Basically, given the PR constraints of the filter, a statistical model of the signal and a cost function, the optimization problem is solved by numerical means. To the best of our knowledge optimal filter banks obtained by analytical means have not yet been reported.
In this paper we deal with the optimization problem of a 4-tap filter bank analytically. We find that the filters that maximize the coding gain also minimize the aliasing energy. Furthermore we show that these filters correspond to the regular D 2 wavelet filter [5, 6] . Simple analysis is not possible for N = 6 and larger. However, in the case of N = 6 , we verify, numerically, that the D 3
wavelet is close to the optimal filter. In section II of this paper we review the relation between CQF filter banks and wavelets. In section III we deduce expressions for the coding gain and subband aliasing energy using parametrizations for the prototype filter coefficients. In section IV we discuss the optimization of the filter bank. Finally we conclude, in section V, that regularity is a desired property of the prototype filter as far as signal coding is considered.
II. CQF FILTER BANKS AND WAVELETS
The two-channel filter bank is depicted in Fig. 1 [7] showed that perfect reconstruction is possible if the filters satisfy the following equations:
and
where the filter H z 0 ( ) has been denoted by H z ( ) . This is known as the CQF filter bank solution.
All filters are causal and have even length. It is easy to show that equation (1) is equivalent to:
Daubechies [5, 6] showed that the solution of equation (3) is of the form:
with Q( ) ω satisfying:
where L is the number of zeros of H z ( ) at z = −1 and R x ( ) is an odd polynomial such that
. Daubechies also showed that the iteration of the CQF filter bank can be used in the generation of compact support wavelet functions. A particular solution of (3) is to make R = 0 , for which L has its maximum value of N 2 , and solve the spectral factorization problem of (6) 
III. PARAMETRIZATIONS AND COST FUNCTIONS
We now discuss the optimization of the CQF filter bank from a coding point of view. We are interested in choosing the filter h n [ ] such that the energy of its output signal, σ x 2 , is maximum.
This will guarantee the minimum distortion of the reconstructed signal if, for example, the high frequency subband is dropped. Another criteria in choosing the h n [ ] filter is the minimization of the aliasing energy, σ a 2 , at the filter output. This will reduce aliasing in the reconstructed signal because, when the high frequency subband is removed or different levels of quantization are used in the subbands, the CQF A/S system loses its alias cancellation property. For a zero mean stationary random process, σ x 2 and σ a 2 are given [2] by:
and [8, 9, 10, 11, 12] . Pollen [8] showed that a 2N sequence h n [ ] satisfying the constraints in (4) is a function of N − 1 parameters. For N = 2 the expressions for the 4 coefficients are as follows:
Using these expressions we obtain, for σ x 2 , after some manipulation: 
such that we obtain, for σ θ 
IV. OPTIMIZATION OF THE COST FUNCTIONS
Now we can discuss the variation of σ x 2 and σ a 2 in terms of θ. We aim to show that, for
2 is maximum and σ a 2 is minimum.
We start by considering σ x 2 given by (10). If we define the function f 0 2 ( ) cos cos θ θ θ = − , we note that it has a maximum for ± π 3 and a minimum for ±π , as shown in Fig. 2 .a. If r r 1 3 0 − > , then σ x 2 is also maximum for θ π = ± 3 . The condition r r 1 3 0 − > is satisfied by common low-pass random processes used in signal and image modelling. For example, ideal
AR(1), AR(2), MA(1) and MA(2)
processes all satisfy this condition [13] . On the contrary, if r r 1 3 0 − < then σ x 2 will have a minimum at θ π = ± 3 . However, this situation corresponds to a maximum of energy at the high pass filter output, since the low and high pass filters are power complementary. Finally, it is worth noting that the maximum which occurs at θ π = ± in the high pass or in the low pass filters, depending on the signal of r r − is negative. If r r 2 6 − is positive, it may be the case that the f 2 ( ) θ term in (15) dominates, and that σ θ − and r r 2 6 − through r r k r r 
that k should be less than 5 for σ θ a 2 ( ) to be minimum at θ π = ± 3 . In other words, the aliasing energy is minimum at θ π = ± 3 , if r r r r If we use the parametrization of section III in studying the interband cross-correlation [2] , we obtain the expression:
which has no particular behaviour at θ π = ± 3 . The variation with θ of the signal energy, aliasing energy and cross-correlation is shown in Fig. 3 
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