Abstract
Introduction
Oil spills on the sea is one of the most common pollutions, and it includes oil spill accidents and illegal oily discharges from tank cleaning or bilge pumping. Oil identification is a very hard task. By now, the main detecting methods include satellite remote sensing (SAR, infrared scanning, etc) and aerial remote sensing (infrared, UV, visible-light, laser, etc) [1] [2] . Early detection, monitoring, containment, and cleanup of oil spill are crucial for the protection of the environment and reduction of economic loss. The technology of edge detection is an important tool for the location and acreage calculation of oil spills on the sea by aerial remote sensing. Whenever we need to identify oil spill, confirm the location or get the shape and acreage of oil spill, we have to get the edge information of oil spills images firstly [3] .
Oil spills appear as dark areas in the SAR images and IR aerial images. The oil spill detection often includes two steps: 1) edge detecion of possible oil spills. 2) classification for oil spillss and look-alikes. In this paper, we focus on the edge detecion of possible oil spills. Thus, we emphasize that the method discussed here only aims at providing edge detcion candidates for further identification analysis.
The technology of image edge detecion is an important tool for the location and quantity estimation of oil spills on the sea. Due to the presence of noise, intensity inhomogeneity and low contrast, image edge detecion is still difficult problem in majority of applications.
Oil spills remote sensing images generally have the following characteristics. 1) Generally dark, edge quite blurry. 2) Gradation difference between oil and seawater is small and intensity inhomogeneity often occurs. 3) Containing massive stripe noises and speckle noises. 4) No fixed shape. Because of these characteristics, edge detection of oil spills images has a bit more difficult and complex.
Edge detection based on active contour model is one of the solutions of image segmentation. Compared with the conventional edge detection methods, the ACM applied to edge extraction have the following significant advantages [4] . 1) ACM can achieve sub-pixel accuracy of object boundaries. 2) ACM can be easily formulated under a principled energy minimization framework, and allow incorporation of various prior knowledge, such as shape and intensity distribution, and moreover, ACM have a strong robustness for image noise and edge break. 3) ACM can provide smooth and closed contours, thus avoid the process of postprocessing in the traditional edge detection methods [8] .
Generally speaking, the existing ACM methods can be classified into two types: edge-based models and region-based models. The edge-based models use local edge information to attract the active contour toward the object boundaries. The region-based models utilize the image statistical information to guide the motion of the active contour and have more advantages over edge-based models [9] . Nowadays, most of popular region-based models are the Chan and Vese's model [5] , and the C.Li's models [6, 7, 8] . But these models have some common drawbacks. Specially, the existence of local minima in the process of the active contour energy minimization makes the initial guess critical to get satisfactory results and time-consuming.
Active contours have been widely used for edge detecion [5] - [8] , leading to the development of oil spill-dedicated edge detecion algorithms [10] and [11] . However, these methods often lead to the limitations like over-edge detecion of object regions, failing to segment the images of intensity inhomogeneity, or be sensitive to noise and weak object boundaries.
In order to accurately extract the object boundary, more complete statistical characteristics of local intensities has to be taken into account. This is the main goal of this paper.
In this paper, we propose a novel region-based active contour model. We first define a local energy term which characterizes the fitting of the local Gaussian distribution to the local image intensities. The local fitting energy term is then introduced into a global minimization active contour framework. In the process of active contour evolving toward object boundaries and numerical minimization, a simple dual formulation is used. The performance of the proposed algorithm is evaluated with oil spills remote sensing images. I    be a given gray level image, and C be a closed contour in the image domain  which separates For a given point x   , we minimize the following energy function:
Definition of Proposed Energy Function Model
Where  are positive constants, we call the first term in (1) the weighted total variation energy,
)is an edge indicator function which gives us a better quality result, because the edge function better preserves the geometry of the original features. The second term is region information energy term based on GDS  model [12] .
GDS
 model efficiently utilizes the local image intensities which are described by Gaussian distribution with different means and variances, so the introducing of GDS  make our method more robust to severe noise, intensity inhomogeneity and weak edge boundaries. (1) is a characteristic function with a localization property, and it is defined by 1, ( , ) 0,
According to the theorem proposed by Chan in [13] , for any given fixed variable value    , a global minimizer u can be found by carrying out the above convex minimization.
Determination of Variable 
We minimize the function ( , ) E u  in (1) 
And then (3) Minimizes the energy function ( , )
E u  for a fixed u.
Fast Minimization Based on a Dual Formulation
K. Zhang and T. Chan respectively in [15] and [16] minimize energy function with the standard Euler-Lagrange equations technique and the explicit gradient descent based algorithm. However, this numerical minimization method is very slow because of the regularization of the weighted total variation norm [14] , so in this section a new numerical minimization model based on a dual formulation is introduced.
According to [15] and [16] , our energy function ( , ) (1) is defined again by dual formulation, and then our minimization convex constrained problem is described as follows:
The solving process of numerical minimization of (4) is described as follows: Let us first define the size of a given grey image I is M N  , I(x, y) is the intensity of point ( , ) x y   and 1 , 1
Step1. Initialization:
Experiment Results and Discussion

Dataset
In our experiment, fifty-five oil spills IR aerial images with sizes from 59×150 pixels to 240×877 pixels captured on the sea and ten typical oil spills SAR images with sizes from 173×630 pixels to 432×871 pixels are used for evaluating the performance of proposed algorithm. These images are contaminated with high level noise, and take on intensity inhomogeneity differently.
Parameter Setting
The parameters in the proposed algorithm have been chosen empirically. In specific, the time step 0.1 t   and the error threshold of termination iteration 1 2 e    are chosen to achieve accurate edge location, balanced against acceptable convergence speed.  is set to be the value of 0.0001.  is often selected the value of about one sixteenth of the size of image.
Experiment results and Comparisons
A comparison of the accuracy in delineating the true boundary of the oil slick is performed between our approach and the algorithm proposed by [8] . Fig.1 shows the edge detecion results of our algorithm and the algorithm proposed by [8] for four oil slick IR aerial remote sensing images. It is clearly seen that the images in the first two rows are corrupted by stripe noise and intensity inhomgeneity. The edge detecion results of both methods are satisfactory, but our method is much more accurate and has better performance for suppressing noise and intensity inhomgeneity. In the last two images which have severe intensity inhomgeneity and noise problems, our method successfully extracts oil slick boundaries because of using more statistical information. However, with only local intensity means, the algorithm proposed by [8] fails to segment oil slick regions. By contrast, our method is more robust and effective to the severe intensity inhomogeneity and high noise of oil slick remote sensing images. Experiments for oil slick IR aerial remote sensing images with high noise and severe intensity inhomogeneity. Column1: original images. Column2: the edge detecion results of our algorithm. Column3: the edge detecion results of [8] .
By applying our method, not only oil slick remote sensing images can be segment accurately, but also the quality of oil slick image corrupted by severe intensity inhomgeneity can be significantly improved. As shown in Fig.2 , the second row shows that the oil slick boundaries of SAR images are extracted accurately. In order to demonstrate intensity inhomgeneity areas of images in Fig.2 , we give the failure edge detecion results of CV algorithm [5] . CV algorithm is based on only global imtensity information, so it fails to deal with oil slick images of intensity inhomgeneity. The intensity inhomgeneity corrected images using our algorithm are shown in the fourth row of Fig.2 . Many regions that are difficult to distinguish can be much better viewed after intensity inhomgeneity correction. Experiments for oil slick SAR remote sensing images with high noise and severe intensity inhomogeneity (from a great oil spill incident in Gulf of Mexico, April to May 2010, provided by ESA Earthent Online catalogue. Row1: Original images. Row2: The edge detecion results of our algorithm. Row3: The edge detecion results of CV algortihm [5] . Row4: Intensity inhomgeneity correction images.
In order to further demonstrate the performance of the proposed algorithm, we compute the false alarm rate for our algorithm and the algorithm proposed by [8] using fifty-five oil slick IR images. The false alarm rate of [8] is 10 percent, but which of the proposed algorithm is only 5 percent. It is clear that the proposed algorithm outperforms the algorithm proposed by [8] in terms of the robustness and accuracy.
Computational performance of proposed algorithm
We have implemented the proposed algorithm using unoptimized Matlab code, running on Windows XP operating system with Pentium 4 processor, 3.2GHz and 1GB RAM. TableⅠpresents the details about the size and computational time to process the images in Fig.1 and Fig.2 . The runtime could be significantly reduced if the proposed algorithm were recoded for efficiency using a faster programming language and a better numerical scheme. 
Conclusion
In this paper, we propose a novel edge detection algorithm to detect the edges of oil spills remote sesing images. The proposed algorithm can solve the problems of blur boundary, intensity inhomogeneity and noise exiting in oil spill infrared images. In other words, we can gain the accurate, continuous and smooth edges of oil spills IR aerial images, thereby oil spill can be identified more easily and quickly. Compared with conventional edge detection method, the efficiency and accuracy of the proposed algorithm are improved highly. For the future work, the adaptive selection of scale parameter  and the computational complexity of the algorithm need to be further improved. 
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