Study objective -A number of measures have been developed which attempt to combine a range of variables into a single, more easily understood dimension of "deprivation". These extend from fairly simple additive measures Conclusions -Contrasting these different methodologies highlights relevant considerations in choosing a measure of deprivation, including ways in which the method of construction can dictate how a measure may be used. In particular, simple additive indices should be avoided as they hide too much information and if badly constructed can be meaningless, while weighted indices demand critical use since they tend to lack generality.
Deprivation is generally recognised as a composite concept, in that there is no single variable that can be said to measure it but rather a number of variables must be combined in some way. Thus, for example, poverty as measured by household income is usually recognised as an important component of deprivation, but other variables affecting quality of life may also need to be taken into account. Very often, data on important components of deprivation is lacking and proxy variables are used instead.
The methods used to combine component variables differ greatly and have surprisingly unremarked effects on the resultant measures. Researchers choosing a measure need to be aware of these differences in order to make a sensible choice. This paper examines representative examples of four different methodologies and discusses their relative merits and uses. It is aimed primarily at the researcher looking for a ready made deprivation measure. While many ofthe criticisms may be well known to those working in the field, they remain ignored for the most part and the non-specialist should be aware of the possible dangers of misinterpretation or misuse of a measure.
Simple additive indices
The easiest way to combine a range of variables into a single measure is to add them up. One of the most commonly used indices during the 1980s was devised by the Department of the Environment.' It is sometimes referred to loosely as the Z score, as it is based on the addition of standardised scores for component variables. However, since the term Z score has a more precise meaning to statisticians, I have preferred to use the term Z score index.
The basic methodology for additive indices is summarised by the equation n Index = E zi i=lI (1) where n is the number of variables being combined into the index and zi is the score on variable i standardised with respect to England and Wales, that is xlZi=i Si (2) xi is the score for an area (ward, enumeration district), Ri is the England and Wales mean calculated over the same area level, and si is the SD for the same areas in England and Wales. Very often each xi is transformed by a simple function such as a log or square root; the effect is to reduce skew and/or kurtosis in the probability distribution of a variable so that it approximates more closely to a normal, or Gaussian, curve.
The Department of the Environment used eight variables in constructing their original index.
An indication of how additive indices work, and how they can hide information, is illustrated in figures 1 and 2. In figure 1 , a simplified index is calculated for three wards using only three variables. The three wards have very close scores on the combined index, but a glance at figure 2 shows that their profiles on the three component (standardised) variables are radically different. In particular, the shape of the line for Regent's Park ward in Westminster is an inverted version of that for St Giles ward in Southwark; the former has slightly below average unemployment, the latter somewhat higher than average. All methods of combining indices hide information in this way. The additive index assumes that the proportion of lone pensioner households is of equal importance to the concept of deprivation as the unemployment rate or the proportion of persons in households with a head born in the New Commonwealth or Pakistan (the proxy used for non-white ethnic origin). There is no prima facie case for believing this assumption and as we shall see below there are reasons to treat it with suspicion.
Weighted indices
The methodology for calculating a weighted index is broadly similar to simple additive indices, except that equation (1) Jarman's underprivileged area score2 is a good example of a weighted index, since it is well known and the weights were derived methodologically. The weights were derived by a survey of general practitioners, asking them to rate a number of measurable items as to the degree to which they were likely to increase a GP's workload. The index is not, therefore, a general measure of deprivation, but was specifically designed to help decide the allocation of resources in the health service. Figure 3 shows how the addition of weights to an index changes the relative position of the three wards for which we calculated the Z score index previously. The same three variables were used, but this time with their Jarman weights (variables were chosen which are used in both the Z score index and the underprivileged area score). One area now stands out from the others -Regent's Park ward has a score about three times that of its nearest rival, St Giles ward in Southwark. This is because high weights are afforded to age related variables, since the very old and the very young add disproportionately to their numbers to the workload of a general practice. Figure 3 makes it obvious why the underprivileged area score is not a very good general measure of deprivation, and conversely why it is a successful measure of issues affecting the health service.
Other deprivation measures such as the (5) where each wij is the element in the ith column and the jth row of the transformation matrix M. A study conducted by the London Research Centre for the London Planning Advisory Committee (LPAC) identified eight factors from census of population data.6 One was an economic factor, grouping such variables as unemployment rate and low socioeconomic group. Interestingly, age related variables (proportion of pensioner households, children under 5) were associated with a completely different factor. In this study factors were held completely uncorrelated with each other, and so the addition of economic and age variables as in the Z score index is invalidated. Economic and age variables will vary largely independently of one another, so that cases such as that illustrated in figures 1 and 2 will arise frequently. Economic and age related deprivation are conceptually different, and adding them together without an effective weighting system leads to an index which is meaningless since similar scores can mask vastly different profiles.
As xi E{x1,x2,...,xn} where n is the number of variables and Fj e{Fi,F2,...,Fm} where m is the number of factors then M provides a mapping from an n-dimensional to an m-dimensional coordinate system. It thus provides not a single summary measure but a range of simpler measures which can be used to profile an area. Scores on an economic or age factor can be used on different occasions and for different purposes, separately or in conjunction, to describe an area, but should not be added together. Figure 4 shows the same three London wards as before, plotting their scores on the "economic deprivation" factor from the LPAC study. Economic variables obviously have the highest weights when computing a score on this factor, and so it is no surprise to find the wards ranked in the same order as their unemployment rates from figure 2.
Critiques ofmultivariate analysis would most likely point out that the factors derived are highly dependent on the variables chosen originally. The addition or elimination of a few variables can give rise to entirely different factors, or affect the structure so that different variables are associated with different factors.
Signed x2
One further measure gaining interest is the Department ofthe Environment's index oflocal conditions, recently developed on their behalf by the Centre for Urban Policy Studies at the University of Manchester.78 It is an additive index but differs in the method used to standardise scores. Since greater reliability can be credited to values on a variable measured against a larger base population, the index gives greater weight to variables in areas with larger populations. The standardisation method used is the signed x2 statistic, calculated as x2 =sign(log( + (0li-E ') + E ) (6) Here, Oli represents the observed value for variable i, Eli the expected value (calculated by applying the rate for England to the base Researchers are left to choose one of a number of constructs fit for the purpose in hand. In some cases, the choice is predetermined; health authorities competing for funding will choose the Jarman index while local authorities will choose the Z score index or the index of local conditions, since these measures are accepted by the relevant funding authorities. For other purposes, the choice can be daunting.
Many researchers choose additive indices on the grounds that since they are constructed simply, they must be easy to understand and interpret. Nothing could be further from the truth; as we have seen, they are often constructed quite crudely so that what they are measuring can be at best questionable, at worst meaningless. Adding certain variables together is rather akin to adding apples and bananas together -it can be done, but the resulting figure of so many "fruit" hides information rather than illuminates. Weighted indices address this problem in effect by deciding that one banana is equal to a certain number of apples, which is effective for particular purposes when such equivalences can be shown to hold. Weights could be related to the number of calories or grammes of protein in an "average" apple or banana, for example. It is easy to see with this analogy that a set of weights based on the amount of protein would be appropriate for one purpose, but inappropriate for other purposes where calories would be a better choice. Factor analysis could be said to identify different ways of classifying and scoring the characteristics of fruit -for example, citrus fruit would have a high score on an "acidity factor" -but this is probably carrying the analogy too far.
A different set of considerations comes into play when comparisons over time are needed. It would normally be desirable to update indices using better information where available. For example, many indices constructed on 1981 census data (including Jarman and the Z score index) used the proportion of the population in households with a head born in the New Commonwealth or Pakistan as a proxy for ethnic origin. Now that ethnic origin is asked in the 1991 census it would make sense to use that in new indices. But if a comparison with 1981 is needed, this cannot be done without destroying the comparability of the two sets of data. Factor analysis is particularly vulnerable to lack of comparability. Since the factors are constructed from the interrelationships between the data variables, then when these interrelationships change so can the number and characteristics of the factors. Constructing scores from 1991 data on factors based on relationships between variables that held in 1981 does not necessarily tell you how the picture has changed. Here, the problem is similar to that experienced by economists in constructing a price index; as the prices of goods and services change, people's patterns of consumption change and the "basket" of goods and services that is used to calculate the index has to be altered to reflect this.
In making comparisons over time there is therefore a case for avoiding the combinatorial Mention might be made of multiple regression studies, where a number of variables are used to "predict" a score on an unknown measure. Input variables can be related by a regression equation to an output the value of which is known at one period in time, or at one geographical level, but is required at another time or for another area where only the input variables are known. The incidence of a particular disease, for example, may be known at a gross level but some indication may be needed at ward level: a regression equation can be constructed using predictor variables such as social class, housing amenities, and so on which are available at ward level from the census. The equation shows a similarity to the foregoing indices of deprivation n y=.Iaixi +b (9) where the regression coefficients ai act as weights applied to the inputs xi and b is an error term. Such measures are usually constructed to predict a specific outcome, such as morbidity or admission rates, and similar restrictions on their general applicability obtain as do to weighted indices such as the Jarman index. In addition, they do not always generalise from one area to another; Noble et al'0 for example regressed take up of housing benefit on a number of variables, and discovered different regression equations for Oxford and Oldham.
While occasions will arise where a measure is chosen for purely pragmatic reasons, we can conclude with some guidelines which have arisen in the foregoing: * Simple additive indices should be avoided whenever possible. If a factor analysis shows that the component variables of an additive index are uncorrelated, then there is a high possibility that a meaningless measure will result. If the factor analysis shows a sufficient amount of covariance, then the use of the factor scores will balance the contribution of each component variable to the summary measure much better than the standardised score.
* Weighted indices should not be used uncritically, since the weights are usually only valid for a specific purpose. The researcher should be satisfied that the weights are appropriate for the purpose in hand and that they have been derived by a sound methodology. * Comparisons over time present particular problems. In the absence of an agreed definition of deprivation and a means to measure it which is constant over time, 
