We construct a weak solution to the stochastic functional differential equation Xt = x0 + ∫ t 0 σ(Xs, Ms)dWs, where Mt = sup 0≤s≤t Xs. Using excursion theory, we then solve explicitly the following problem: for a natural class of joint density functions µ(y, b), we specify σ (., .), so that X is a martingale, and the terminal level and supremum of X, when stopped at an independent exponential time ξ λ , is distributed according to µ. We can view (X t∧ξ λ ) as an alternate solution to the problem of finding a continuous local martingale with a given joint law for the maximum and the drawdown, which was originally solved by Rogers[Rog93] using excursion theory. This complements the recent work of Carr [Carr09] and Cox,Hobson&Ob lój[CHO09], who consider a standard one-dimensional diffusion evaluated at an independent exponential time 1
Introduction
Carr [Carr09] and Cox,Hobson&Ob lój [CHO09] consider the following problem: suppose µ is a given probability distribution on R. Find a time-homogeneous martingale diffusion process (X t ), such that X T is distributed according to µ, where T is an independent exponential random variable. More specifically, for µ sufficiently regular, find a function σ : R → R + such that
where (W t ) is a Brownian motion. This problem arises naturally in [Carr09] , who proposes modelling a stock price process under a risk-neutral measure as a time-homogeneous martingale diffusion, time-changed by an independent gamma subordinator: S t = X Γt . The gamma clock is normalized so that T = Γ t * has an exponential distribution, where t * is the maturity of options whose prices are given or observed. Carr takes the Laplace transform of the Dupire forward PDE for call options at a fixed time, and solves for the volatility in terms of the call prices at the exponential time. [Carr09] solves for σ explicitly, but does not discuss existence and uniqueness. Cox,Hobson&Ob lój [CHO09] added some rigour to the work of Carr, solving this problem in a more general setting when the target distribution may not have a density, using a generalized diffusion process.
If X is a general uniformly integrable martingale and M is its running supremum process, the martingale property of X imposes certain constraints on the law of (X ∞ , M ∞ ), see e.g. [BD63] , [DubGil78] , [Rog93] , [AY79] . Ifμ denotes the law of X ∞ , then [BD63] show that µ ≺ P(M ∞ ∈ .) ≺μ * where ≺ denotes the usual stochastic ordering of probabilities, andμ * denotes the Hardy transform ofμ. When µ has no atoms,μ * is the law of bμ(Z), where Z has the lawμ and bμ is the barycentre function ofμ. [Rog93] characterizes the possible joint laws of the variables X ∞ , M ∞ . For a continuous local martingale X starting at zero, [Rog93] shows that
If X is also uniformly integrable, the inequality (2) becomes an equality, and we use this equality in subsection 4.4. Moreover, for a given joint law ν for the maximum and the drawdown:
is also a sufficient condition for the existence of a continuous local martingale with the prescribed joint law ν. To establish existence, [Rog93] provides a delicate construction which involves generating an independent random variable for each downward excursion of standard Brownian motion from a new maximum, and then stopping the Brownian motion when the size of the excursion (i.e. the drawdown) exceeds the independent random variable.
Brunick&Shreve [BS10] consider a multi-dimensional Itō process, and then construct a weak solution to a socalled diffusion-type equation (a one-dimensional SDE with path-dependent coefficients, using the terminology on page 225 in Lipster&Shiryaev [LS01] ) that mimicks the marginals of the Itō process at each . fixed time. They also show how to match the joint distribution at each fixed time of various statistics of the Itō process, including the running maximum and running average of one component of the Itō process. This extends the earlier work of Gyöngy [Gyö86] . Remarkably, [BS10] also prove a similar result on path space: for any Itō process with integrable drift and covariance, its law on path space can be mimicked by a weak solution to an SDE with path-dependent coefficients, i.e. a diffusion-type process which depends just on its own history; the diffusion coefficient at a given time for the mimicking process is the just the expectation of the diffusion coefficient of the original Itō process at the same time, conditioned on the entire path up to that time.
In this article, we first review the solution in [Carr09] , and we discuss qualitative features of the associated Local Variance Gamma model. We then construct a weak solution X to the one-dimensional stochastic functional differential equation
is constructed as a time-changed Brownian motion X t = B At , and X is a diffusion-type process. In addition, we show that (X t∧ξ λ ) is a uniformly integrable martingale, where ξ λ is an independent exponential random variable. We then show how to approximate this process with arbitrary accuracy with a process whose diffusion coefficient is piecewise constant as a function of the maximum. Using excursion theory for regular diffusions, we then compute an expression for the joint density of the terminal level and the supremum at an independent exponential time, and we show that the joint density satisfies a forward Kolmogorov equation. Integrating twice, we obtain a forward PDE for up-and-out put options, and we then use this to back out a volatility function so that X has a given joint density for the terminal level and the supremum at ξ λ .
Technical conditions aside, the diffusion-type process in this article and the continuous martingale M in section 3 in [Rog93] can both match the same pre-specified joint density for the maximum and the terminal level; the difference is that the process in [Rog93] stops when the size of an excursion from the running maximum exceeds a certain random length, but our X process stops when the duration of an excursion from the maximum exceeds an independent exponential random time i.e. the excursion is "marked" (this follows from the lack of memory property of exponential random variables). The advantage of the approach taken here versus that in [BS10] is that we do not need a Itō process to begin with whose joint law(s) then have to mimicked; rather we just specify a single joint law for the terminal level and supremum, and then provide sufficient conditions to be able match that law. In principle, this means we have a time-changed diffusion model, whose volatility can be chosen so as to be perfectly consistent with the observed prices of all up-and-out put options at all strikes and barrier levels at a single maturity (which includes all European put options as a special case when the barrier is at infinity).
In section 6, we solve the related problem of constructing a diffusion process with a given law for the maximum at a fixed or an exponential time, using a nice result in Carraro,ElKaroui&Ob lój [CElO09] .
Review of standard identities for a one-dimensional diffusion
Let X be a regular 2 diffusion process on R with infinitesimal generator
and assume that σ(x) is continuous and strictly positive and that ±∞ are natural boundaries for X. We can construct a regular one-dimensional diffusion process from a Brownian motion (B t ) via a stochastic time-change 3 . Let P x denote the probability measure associated with X 0 = x and p(t, x, y) be the transition density with respect to the speed measure density m(x) = 1 σ(x) 2 given by
The transition density p(t, x, y) is symmetric, that is p(t, x, y) = p(t, y, x), and the Green's function (or resolvent kernel ) of X is given by
for λ > 0, where ψ λ (x) and ϕ λ (x) are the unique (up to a multiplicative constant) increasing and decreasing non-negative solutions of the ordinary differential equation
and
is the Wronskian, which depends only on λ. From (5) we see that 1 2
From page 18 in Borodin&Salminen [BorSal02] , we have the following left tail behaviour for ψ λ (.)
First hitting times
Let H y = inf{t : X t = y} be the first passage time to y 5 . The distribution of H y has a P x -density:
Let M t = sup 0≤s≤t X s and ξ λ be an independent exponential random variable. Recall the following formula for the Laplace transform of H y
(see [BorSal02] ). Conditioning on {H b < ξ λ } and using the strong Markov property, it can be shown that
(see section II.19 in [BorSal02] , and Csáki,Foldes&Salminen [CFM87] for the proof). Both endpoints are natural boundaries, so the P x -density of X ξ λ integrates to 1, and the conditional density
Thus we see that
3 A weak solution to the SFDE Let (B t , P x0 ) be a standard Brownian motion defined on some (Ω, F, (F t )) with B 0 = x 0 ∈ R,B t = sup 0≤s≤t B s , and assume that F t satisfies the usual conditions 6 . We let E x0 = E Px 0 and we assume F 0 is rich enough to support random variables independent of B. Let σ(., .) be continuous with 0 < σ(x, m) ≤ σ max < ∞, and consider the a.s. strictly increasing process
and 0 <m min = 1/σ 2 max ≤m(x, m). Now let A t = inf{s ≥ 0 : T s > t} be the "inverse" of T t for t > 0, and set
From here on, we let P x,m denote P x0 when x 0 = x and m 0 = m.
We now recall the fundamental existence result for driftless one-dimensional SDEs in Engelbert&Schmidt [ES84] , whose proof is also given in Theorem 5.5.4 in [KS91] and also discussed in [ES85] : Theorem 3.1 There exists a non-trivial weak solution to the one-dimensional stochastic differential equation
and only if the function m(x) = σ(x)
−2 is locally integrable.
The following proposition is a variant of this theorem for a simple one-dimensional stochastic functional differential equation (SFDE):
Proposition 3.2 The process (X t ) in (11) is a non-exploding weak solution to the one-dimensional SFDE
for some Brownian motion W , where
Proof. See Appendix A.
Remark 3.1 Given the bound on σ, it should also be possible to establish uniqueness in law for X as well. However, this will not be needed in this article, so we defer the details for future work.
We refer the reader to Mao [Mao97] and Mohammed [Moh84] for existence and uniqueness results for general SFDEs. Proof. First, note that
The martingale property and uniform integrability
so X t is a square integrable. From the independence of ξ λ , we have From here on, we make the following additional assumption on σ:
Assumption 3.4 σ(x, m) is Lipschitz in m:
for some K > 0.
From Assumption 3.4, we see that for −R ≤ x ≤ m ≤ R, we have 
Almost sure convergence for an approximating sequence of diffusion processes
Proof. We first assume that m 0 = x 0 for simplicity. By definition of the inverse process we have
We first assume that A t ≤ A n t . A t < ∞ a.s., hence sup 0≤s≤At |B s | < ∞ a.s. Then, using the local Lipschitz property ofm in (15), and (18), we see that
for some K 1 (ω), i.e. depending on the sample path. Rearranging, we find that
By a similar argument, we obtain the same inequality for the case A n t ≤ A t .
Finally, we recall that X t = B At and B is continuous a.s, thus
→ 0 a.s., because ξ λ is also finite a.s. By the continuity of B, we also have M 
Excursions from the maximum
Recall the regular one-dimensional diffusion process X on R introduced in section 2. We know that 0 < m(
where l a t is the local time at a for the Brownian motion B used for the time-change X t = B At . X also satisfies the occupation time formula
(dx) (see Theorem 49.1 in [RW87] and [PY03]).
We can consider the excursions of X below its past maximum. These excursions, when indexed by the level at which they begin, can be regarded as a Poisson point process Ξ = {Ξ s : s ≥ 0} in R + ×U , where U = {continuous f :
The independent increments property of the first passage process (H b ) b≥x0 implies that (Ξ s ) is Poissonian in nature, with non-homogeneous intensity. We might expect that the excursion measure for excursions below the maximum when the maximum is at level b be governed by twice the Itō excursion law corresponding to excursions below the fixed level b (when indexing by local time not the maximum), and this is proved in [Fitz85] (see also section 2.5 in [PY03]) 7 .
The excursion measure n(b,
n(s, A)ds .
In particular, the excursion entrance law (i.e. the rate of excursions with lifetime longer than t which fall in dy at time t when the current maximum is x) is given by n(ϵ t ∈ dy) = 2m(dy)f yx (t) .
If we now consider an independent Poisson marking process on X with rate λ on the calendar time-scale (see [Rog89] and section VI.49 in [RW87] for details), then the process of λ-marked excursions for (H b ) b≥x0 is also an inhomogeneous Poisson process, and the excursion measure of marked excursions falling in dy at the first mark is given by the Laplace transform of the entrance law:
where we have used (8) to obtain the last equality (see Proposition 4 in [PY03] , Theorem 1 in [SVY07] and [Fitz85] ). The rate of all marked excursions λn λ (1) is then obtained by integrating over y and using the identity in (10):
A family of Sturm-Liouville equations
Definition 4.1 Let ψ (m) λ (x) denote
the family of unique positive increasing solutions to the Sturm-Liouville equation
subject to ψ 
Remark 4.1 ψ (m)
λ (x) is just the same ψ λ (x) that appears in section 2 for a regular diffusion dX t = σ(X t , m)dW t , with diffusion coefficient equal to σ(., m) for m fixed, and the multiplicative constant chosen so that ψ λ (0) = 1. In probabilistic terms, ψ λ (x) is given as follows:
(see section V.50 in [RW87] for details). Appendix 8 in [RY99] gives an explicit construction of ψ λ (x) by transforming to a Riccati equation. 
The joint density of (X ξ λ , M ξ λ )
We now return to the X process in (11), and recall that H b = inf{t : X t = b} denotes the first hitting time of X to b ≥ x 0 .
Definition 4.2 Let
denote the Laplace transform of the first hitting time to b from below.
Proposition 4.2 We have the following expression for the joint density of
Proof. We again recall the approximating process (X n t ) in (16) and set x 0 = x, m 0 = m as before. We know that (X
for δ > 0. As before, (X n t ) is just a standard one-dimensional diffusion process for t ∈ [H k n , H k+1 n ] for some Brownian motion W n for all k ∈ N. Hence, using the excursion theory description and the identity (20) for the rate of marked excursions falling in dy at the mark, we have
for δ sufficiently small, where we have used the continuity of ψ
λ (x) in m. Letting δ tend to zero, we see that
From here on we set x 0 = m 0 so M t = sup 0≤s≤t X s , i.e. there is no previous historical maximum at t = 0. 
4.3 The forward equation for an up-and-out put option
Remark 4.3 Note thatV = ∂P ∂b , wherê
is the price of an up-and-out put option on X ξ λ . Thus we can obtain the joint densityp(y, b) from observed up-and-out put prices, ifP ∈ C 2,1 .
Proof. Integrating (26) with respect to y, and using (27) we have
Integrating again, and using (27) and the Breeden-Litzenberger formula, we obtain 1 2 σ(K, b)
Using 
Rogers' condition
Let ν(b, u) denote the joint density of the maximum and the drawdown (M ξ λ , M ξ λ − X ξ λ ) corresponding top(y, b). From Proposition 3.3, we know that (X t∧ξ λ ) is a continuous uniformly integrable F At -martingale. Thus, from Theorem 3.1 in Rogers [Rog93] , the joint density ν must satisfy
which has the interpretation
5 Backing out σ(x, m) from a given joint density for the maximum and the terminal level (x, m) given by (31), and ξ λ be an F 0 -measurable P x0,x0 -exponential random variable with rate λ, independent of X. Then (X ξ λ , M ξ λ ) ∼ µ under P x0,x0 .
