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ABSTRACT 
This paper presents results about positive definite doubly stochastic matrices, in 
particular about extremal ones. A complete description of extreme points is given in 
the order 3 case. 
1. INTRODUCTION 
Positive definite doubly stochastic (p.d.d.s.) matrices have been consid- 
ered many times in the literature, but we are not aware of any analysis of the 
extreme points of the compact convex set formed by such matrices of fixed 
order n 2 2. We shall denote this set by PDDs(n). In this paper we are 
following the terminology from [l]. It turns out that already for n = 3 the 
structure of the extreme points is different from the extreme positive, positive 
definite matrices studied by Ycart [6]. Despite the striking differences, which 
we shalI discuss in fkrther detail below, the examples found by Ycart generate 
extremal elements in PnDs(n) via symmetric scaling (Section 3). 
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In Section 2, we shall present some basic facts about the extremal 
elements of ADDS. In Section 4, we discuss some special examples. 
2. MAIN RESULTS 
We start with the following observation. Let A = (aij) E PDDS( n); then 
we have the decomposition 
aii = i Xbrbf, 
+=l 
where the b”s are orthonormal vectors in R”, p f n, and X’ are eigenvalues 
counted with their multiplicity. Note that one is an eigenvalue of a doubly 
stochastic matrix, and (l/G,. . . , l/h) is always a corresponding normal- 
ized eigenvector. Hence, (1) shows that a ii 2 l/n for i = 1,. . . , n. 
For a given matrix A = (aij), its pattern 2, is defined, as customary, in 
the following way: 
(‘*>ij = 
i 
1 if aijfO, 
0 if aij=O. 
For given matrices A and B we shall say that Z, s Z, if Z, - Z, is a 
nonnegative matrix. 
Concerning the pattern of p.d.d.s. matrices we can prove the following. 
PROPOSITION 1. A nonnegative mu&-ix A has a p.d.d.s. pattern if and 
only if Z, has symmetric doubly stochastic pattern and 2, is positive orz the 
muin diagonal. 
Proof. If A is a p.d.d.s. matrix, then its pattern Z, has the indicated 
properties. Conversely, if A is a nonnegative matrix with the indicated 
properties, then there exists a symmetric d.s. matrix B such that Z, = Z,. 
Hence, for sufficiently small E > 0, the matrix 
is p.d.d.s. with Zc* = Z,. 
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The following theorem gives a sufficient and necessary condition for the 
extremality in Poos( fl). 
THEOREM 1. bt A E mm(n). Then A is extremal if and only if for all 
B E PDDS( n) such that range B C range A and Z, I Z, it follows that A = B. 
Proof. If A is not extremal, then A can be written as a convex 
combination of extreme points; hence 
A=CCAiAi 
where YL:” stands for convex combination. Therefore Z, 2 ZAI and rangeA 3 
range A, because of the positive definiteness of the matrices. 
Conversely, let A be an extremal element of PDDS(~), and assume that 
there is a B E PDDs( n), so that Z, I Z, and range B C range A, and B # A. 
Then for sufficiently small E > 0, we have that the matrices 
c-& = j&@-B) 
and 
both belong to PDDS(~). But then we see that 
l--E 1+& 
A=- 2 CL+ -++,, 
which is a contradiction. 
The following is an easy consequence of Theorem 1. 
COROLLARY 1. Zf A E PDDS(~), A is extremul, and rank A 2 2, then A 
has at least two zero entries. 
With the aid of the previous theorem we can prove the following. 
THEOREM 2. For each fixed positive n, there is precisely one extremal 
element of PDDS(~) of rank one, the only element of PDDS(~) of rank one, 
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namely the matrix A = (a i .) = (l/n), and there is precisely one extremul 
element of rank n, name y the unit matrix I. Any rank 2 matrix A E t 
PDDS(~) with at least one zero entry is ertremul. 
Proof. The first statement follows obviously from Theorem 1. Moreover, 
the fact that A=(aij)=(l/ n is the only rank one element of PDDS(~) ) 
(which can also be seen easily), combined with well-known facts about the 
rank of the sum of elements of PDDS(R), gives an alternative proof. 
Now, let AE PDDS(R) of rank n. If A is not the unit matrix I, then we 
have for sufficiently small positive E that the matrices 
A_,= &A- 4 and A+, =+-(A+eZ) 
both belong to PDDs(n). But then the relation 
l--E lS& 
---A-_,+ 
2 
-A+E= A 
2 
shows that A is not extremal. Obviously, I is an extremal element of PDDs(n). 
To prove the last statement, assume that A E PDDS(~), the rank of A is 
two, and A has at least one zero entry. Without loss of generality we can 
assume that n 2 3. If A were not extremal, then A could be written as a 
convex combination of extremal elements of PDDS(TI), i.e. 
A=PX,A,. 
Clearly, each Ai is of rank two, since we have seen that there is only one 
rank one element of PDDS(~); hence range Ai = range A. Therefore, in the 
decomposition (l), which has only two terms, the vector b2 is uniquely 
determined, up to multiplication by - 1, by the conditions b2 E range A, 
Cl=1( b;)’ = 1, and Cr,,bf. 1 = 0. Hence, it is obvious that A = Ai. n 
Next, we shall give a necessary condition for the extremality of an 
A E PDDs( n) which is very similar to Proposition 3.1 of [S]. 
THEOREM 3. Let A E PDDS( n) be extremal. Let r denote its rank, and let 
s be the number of its zero entries below the main diagonal. Then we have 
r(r + 1) 
-------nls. 
2 (2) 
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Proof. Using Year-t’s terminology, the dimension of the subcone Pi of P, 
(symmetric nonnegative n X n matrices), where all row rums (and hence all 
column sums) are equal is 
-(n-l)+ (n:l)n. 
Now arguing similarly to his proof of Proposition 3.1, we obtain that 
++l) _(n_l)_s+~~ n(n:l) +1, 
or equivalently 
r(r + 1) 
p-nls. 
2 
The preceding result shows that if r = n, then all the entries not lying on 
the main diagonal must be zero, i.e., the only possible extremal element of full 
rank of PDDS( n) is the unit matrix I, which is of course extremal by Theorem 
2. Hence (2) is the best possible estimation, at least for T = n. n 
3. BACKGROUND OF SYMMETRIC SCALING 
Let A be a symmetric nonnegative matrix. If there exists a diagonal 
matrix D with strictly positive entries on the main diagonal and such that 
DAD is a d.s. matrix, then we shall call DAD a symmetric scaling of A. The 
first result about symmetric scaling was obtained by Marcus and Newman [5], 
and was generalized by Brualdi, Parter, and Schneider [3] as follows: 
THEOREMS. Let A be a symmetric nonnegative matrix having a strictly 
positive muin diagonal. Then A has a symmetric scaling with a uniquely 
determined D. 
The following result, which was obtained by Csima and Datta [4], is the 
most general one about symmetric scaling. 
THEOREM 5. Let A be a symmetric nonnegative matrix. Then A has a 
symmetric scaling if and only if there is a symmetric d.s. matrix with the 
same zero pattern as A. 
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We note that we have used essentially Brualdi’s formulation [2] of the 
result of Csima and Datta. 
There is a considerable literature about this subject and about its different 
generalizations. The most general result has been obtained by Brualdi [2], and 
we refer to his paper, where complete references can be found about this 
topic. 
In the notation of Ycart [6], P,’ denotes the cone of positive, positive 
definite matrices of order 12. Let A = (aij) E I’,’ be a matrix which generates 
an extremal ray in the cone P,’ (“extremal matrix” in Ycart’s terminology). 
Let B = (d(i)aijd(j)) be the symmetric scaling of A according Theorems 4 
and 5 (which can always be found, since without loss of generality we can 
assume that A has a strictly positive main diagonal). Since scaling with 
S = (d(i)d(j)) maps P,’ linearly and bijectively onto itself, clearly B is 
extremal in PDDS(~). Thus the extremal matrices found by Ycart generate 
extremal matrices in our set Pnos(n). Among other things, it will follow from 
the discussion below that for n 2 3 we do not get all extremal elements of 
PDDS(~) from this scaling procedure, since in P,“ no rank 2 matrix is 
extremal. 
4. SPECIAL CASES 
In this section we 
2InI4. 
shall consider the extremal elements of PDDS(~) for 
It follows easily from Theorem 2 that for n = 2 there are only two 
extremal elements, namely 
For n = 3, the situation is more interesting, since we already have a 
continuum of extreme elements. First, we show the following. 
THEOREM 6. The matrix A, E PDDS(~) given by 
i 
1-a 
A,= l”a p 
0 a-p l-a+/3 
(3) 
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with 
is an extremal element of PDDS(3) for i I a 2 1. 
Pro05 It is well known that the positivity of all principal minors implies 
the positive definiteness of a hermitian matrix. Furthermore, it is easy to see 
that the above mentioned result can be slightly generalized as follows: If B is 
a hermitian matrix such that the determinants of the principal minors are 
positive with the exception of the last one, which is 0, then B is positive 
definite. 
Now, it is easy to see that A, [given by (3)] is a p.d.d.s. matrix and its 
rank is 2. Since A, has a zero entry, we can conclude the extremality of the 
matrix by Theorem 2. We note that an alternative proof can be given, based 
on the strict convexity of p = f(0) = 3a2/(3Lu - 1) - 1. n 
THEOREM 7. The extreme elements of pods are the following matrices: 
3 3 3 
A, for isall, 
L I I 
3 3 3 
and the matrices which can be obtained by simultaneous row and column 
transfmtions jknn these. 
Proof. We have shown that these matrices are all extremal, and by 
Theorem 2 and Corollary 1, we were considering all extremal patterns. n 
THEOREM 8. The mutrir 
A 
a,8,6,u 
= / 
If?, l-a 0 
p a-/4 
0 
0 LY- P 6 l-u 
0 0 l-u 24 
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is an extremu~ ebnent of PDDS(~), provided a i j 2 0 for all i, j = 1,. . . ,4 and 
1 1 0 0 
2, 
‘7.B.S.” 
=lllO 1 1 0 111’ 0 0 1 1 
andfurthermore A, p 6 ~ > . > is a p.d.d.s. matrix with rank equal to 3. 
proof. Assume the contrary, i.e. assume that A,,8,g,U is not extremal. 
Then, it can be written as 
A a,~,~,u = kA,> (4) 
7 
where A,, 7 = l,..., T, are extremal elements of PDDS(~). We need to separate 
some cases. Assume that the rank of one (say A r) of the A 7’s is precisely equal 
to 3. Clearly the pattern of A, is strictly contained in the pattern of A,,,, &, “: 
otherwise, by Theorem 1, we would have that A,,p,8,, = A,. Let 
/ a1 l-a, 0 0 \ 
0 A,= 1-q P1 a,-& 
0 a1 - PI 6, l- u1 
\ 0 0 l-u, u1 
The first possibility is that 1 - (or = 0. The range space of A, equals the 
range space of Aa,B,6,U. Therefore (a, 1 - (Y, 0,O) can be written as a linear 
combination of columns of A,. The coefficient of the first column is (Y in this 
combination; hence (1 - a,O,O) is a linear combination of columns of 
Therefore, there exists a vector (0, X,, X,) with (X,, X,) # (0,O) in the 
orthogonal complement of (1 - OL,O,O) which belongs to the null space of B; 
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I.e., 
(a1 -&)X2 = 0, 
6,X, + (1 - UJX, = 0, 
(1- Ui)X, + uix, = 0. 
Since ur and 1 - ui are not both 0, we can conclude (or - pi = 0. Hence 
I1 0 0 0’ 
0 1 0 0 
A,= o o + + . 
0 0 + i, 
Now, using the fact that each column of A,,,,,, u can be written as a 
linear combination of columns of A,, we can conclude that u = 6 = + and 
(Y - p = u - 6 = 0, which is a contradiction with the assumed pattern of 
A (II, p, 6, U’ 
The possibility 1 - ui = 0 can be eliminated in an entirely similar fashion. 
If (pi - pi = u1 - 6, = 0, then 
1 L 2
2 
0 0’ 
i i 0 0 A,= 
0 0 i f’ 
0 0 + ; 
which would imply that the rank of A, is 2, in contradiction to our 
assumption. Since the entries of the main diagonal are strictly positive, we see 
that the rank of A, in (4) must be less than 3. 
Thus, the only possible case left to consider is when in (4) all the 
1 % l-a, 0 0 \ 
A,= 
1-q P, a,-/$ 0 
0 a.,-4 4 1 - u, 
0 0 l-u, u, 1 
have rank 2. If the first two columns were linearly independent, then u, 
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would be zero. Hence the first two and the last two columns of A, are 
dependent; thus 
A,= for 1575 T. 
Hence (4) shows A (I, p, 6, ” = A,, in contradiction to our assumption. W 
EXAMPLE. The matrix 
‘0.6 0.4 0 0’ 
0.4 0.4 0.2 0 
0 0.2 50.2 f 
\o 0 1 3 2 31 
is an extremal member of PDDS(~) with rank 3 having the properties described 
by the previous theorem. 
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