Abstract-In this paper, we study production control problems in a partially flexible production-inventory system. In such a system, the upstream flexible production subsystem can make two different products, with nonnegligible setup time during changeover. The downstream inflexible production subsystem consists of two manufacturing facilities, with each dedicated to one product type only. The two production subsystems are connected by two dedicated buffers, which comprise the inventory subsystem. Using a renewal model, an optimal control policy is developed to switch products by predefined thresholds for inventory levels to minimize starvation (idle) time of downstream productions. Closed formulas are derived, and sensitivity analyses with respect to setup time change, machine reliability variation, and demand fluctuation are carried out. Finally, an application study in a door manufacturing line at an automotive assembly plant making two distinct types of doors is introduced.
. Example of partially flexible production-inventory system. facturing systems, optimal control and scheduling are of critical importance.
In this paper, we consider a partially flexible manufacturing system that consists of two production subsystems and an inventory subsystem. The first production subsystem, i.e., an upstream production facility, is a flexible component production line. Two types of components can be made, and there is a changeover to adjust machine parameters and carry out quality and safety check when product type is switched. The setup time cannot be ignored. The second production subsystem, i.e., the downstream production facility, has two separate inflexible production lines, and each is dedicated to one component type to make the final products. The inventory subsystem is made of the material-handling devices (buffers) separating the two production subsystems. Two dedicated buffers are used for supplying the specific component parts to the dedicated downstream lines. Due to nonnegligible setup times, batch-based production is typically adopted in such systems. In other words, the upstream flexible line will continue to make the same type of components until a changeover occurs.
Such kinds of partially flexible production-inventory systems can be found in many manufacturing practices. For instance, as shown in Fig. 1 , in an automotive assembly plant, the door production line makes two different types of doors, sedan and SUV, supplying to two dedicated body shops through conveyor and rack, respectively. The door line continues to make sedan doors until the inventory in the conveyor reaches a threshold, and then changes over to SUV doors. When the threshold of SUV doors in the rack is arrived, the door line will be switched to setup the line working for sedan doors.
Similar examples can be found in other production-inventory systems (e.g., [1] [2] [3] ). In a powertrain manufacturing plant, the gear production line may supply to multiple assembly lines dedicated to different types of transmissions. In a food-processing plant, the meat mixing line will deliver to different cutting and 0018-9286 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
packing lines for various meat products. In furniture manufacturing, all the necessary components for work units can be made in a common manufacturing pressing facility, and after kitting process, those components will be assembled in two dedicated lines (standard and complex units). In a more broad sense, such partially flexible production-inventory systems consist of a flexible semifinished product line and multiple dedicated finished goods lines, connected through conveyors, racks, carts, or dollies, etc. This can also be observed in flexible manufacturing facilities having dedicated shipping areas for finished products, where the shipping operations can be viewed as inflexible downstream lines. In addition, many supply chains share the similar structure, where the manufacturers supply different types of products to multiple retailers, and due to small orders and tight lead time, setups are needed to switch products to reduce delivery delays to the customers. In general, if we view the specific customer demands as the downstream dedicated production facilities, such a model structure fits into most of the flexible manufacturing organizations that they try to satisfy all demands by controlling inventory and reduce late delivery. Thus, using a flexible line to support dedicated inflexible downstream operations is not uncommon in manufacturing. Such structures are also observed in the service sector as well, where a flexible server may need to satisfy demands from multiclass customers. For instance, a testing lab in the hospital needs to provide different testing (e.g., urine and blood) results for multiple units, such as emergency, ICU, and general wards, quickly with minimal turnaround time. Thus, the testing lab is flexible and may need changeover to do different tests, and the demands from medical units are viewed as dedicated downstream lines. Since the flexible production line needs to satisfy demands from two or more dedicated downstream lines, an effective control strategy is needed. Due to setup times, frequent changeovers are not preferred because of loss of production. However, too few changeovers are also not good since it will make the downstream lines continuously starved. The unreliable nature of production facilities makes the case even more complicated. Therefore, developing an optimal control policy to schedule production and setup is important.
In the last five decades, intensive research has been devoted to manufacturing systems research (see reviews [4] [5] [6] and books [7] [8] [9] [10] [11] [12] ). The focuses are performance evaluation, optimal system design, continuous improvement, production control and scheduling, demand satisfaction, and lead time reduction. Among them, production control has attracted significant attention. Multiple control policies have been developed, such as hedging point (or surplus-based), kanban (token-based), MRP, and least slack (or time-based) policies. In the meantime, flexibility has been studied for over 30 years. Inventory, cost, measurement, and flexibility definitions are the emphases in these studies. All these studies typically only consider one or few features in controlling flexible lines. There is a lack of method or closed formulas to optimally control the abovementioned flexible production-inventory system with unreliable machines, setup times, batch production, and blockage and starvation explicitly and simultaneously. Therefore, there is a need to develop a new control method, which can provide optimal and closed-form solutions accommodating all the features introduced above, which becomes the main contribution of this paper. By developing a renewal model, we derive closed formulas for optimal parameter setting and analyze the sensitivity of the control policy. Through an application study at an automotive assembly plant, the effectiveness of the method has been validated.
The remainder of this paper is structured as follows. Related literature is briefly reviewed in Section II. Section III describes the system and formulates the problem. Section IV describes the performance evaluation method, and Section V presents the control policy. Discussions and sensitivity analysis are provided in Section VI. An application study is introduced in Section VII. Finally, conclusions are formulated in Section VIII. All proofs are provided in the Appendix.
II. LITERATURE REVIEW
Flexible manufacturing systems have been developed for more than 30 years. Substantial amount of research has been devoted to it. In recent years, as manufacturing systems become more and more flexible, there has been growing interest in this area. For example, in [13] and [14] , multiproduct systems operating under a kanban-based control policy with the risks of lost sales are studied. Decomposition methods are introduced to reduce the state space. A multiproduct CONWIP system is analyzed in [15] using a multichain multiclass closed queueing network model, and a nonlinear programming method is used to evaluate system performance and optimize kanban assignment. Production systems with complex hierarchical structures, such as split and merge, and dedicated lines for different products are analyzed in [16] . Decomposition methods are introduced in [17] and [18] to evaluate the performance of serial production lines making multiple product types using dedicated buffers. More generic multiproduct systems with unreliable machines and finite shared buffers are investigated in [19] [20] [21] [22] . Steady-state distribution of buffer occupancy and machine status is derived, and continuous improvement methods are presented to identify and mitigate system bottlenecks. Moreover, scheduling policies, such as cyclic, exhaustive, and first-in-first-out, and their robustness have been studied in [23] and [24] . In addition to productivity, the quality characteristics in flexible systems have been addressed in [25] [26] [27] , where quality transitions are analyzed in the model and bottleneck indicators are developed to control quality degradation.
In another direction, production control and scheduling have attracted significant research attention to increase system throughput and utilization, reduce idle and failure time, and improve demand satisfaction. Various control policies have been developed. For example, surplus-based or hedging point policy has been studied in [28] using a discounted infinite horizon Markov decision process framework. Such a policy is applied in discrete stochastic manufacturing processes in [29] . Unreliable production systems to serve a zero-or-maximum uncertain demand are studied in [30] . A hedge point policy is found to be optimal in the long run to minimize inventory holding cost and backlog cost. In [31] , simulated performance evaluation is incorporated into a mix integer programming formulation to seek optimal control policy parameters for continuous materialflow manufacturing systems.
Time-based policy, where the due-time performance and product priority are the main scheduling criteria, is studied in [32] . The conditions for stability are investigated for firstbuffer-first-serve, last-buffer-first-serve, earliest-due-date, and the least slack policies. The problem of reducing the mean and variance of cycle time in semiconductor manufacturing plants is addressed in [33] . A new class of scheduling policies, the fluctuation smoothing policies, are introduced and shown to achieve the best mean cycle time and standard deviation of the cycle time. Lot release control, lot scheduling, and batch scheduling are three decision problems considered in [34] . Rules using order sizes and processing status of the wafer lots are developed and shown working better in terms of total tardiness of the orders in simulations.
Kanban and other token-based policies are scheduling methods largely adopted in industry and have been discussed extensively in the literature. In addition to [13] [14] [15] , the extended kanban control system (EKCS) is introduced in [35] by combining the classical kanban and base stock control systems. It is shown that the capacity of the EKCS depends only on the number of kanbans but not on the base stock of finished parts. Kanban systems with different control policies on how kanbans are released in assembly stages are studied in [36] . Simultaneous and independent releases of kanbans are considered, and queuing network techniques are used to calculate the major system performance measures.
A review of the above methods and a comparison of the performance among them are presented in [37] . It is shown that there is an equivalence among them. Another review of hybrid and pull-type production control strategies is introduced in [38] . The performance of several pull-type production control strategies is compared to addressing the tradeoff between service level and work in process.
In addition, the production control issues have been addressed from different perspectives. Setup cost is considered in [39] , where dynamic scheduling of a server for two different arrivals in heavy traffic is adopted in the analysis and asymptotic performance evaluation is developed. In [40] , system control policies with resource constraints are investigated. Failure-prone systems have been analyzed in [41] , where the production rate is controlled to minimize the discounted inventory and cost. Paper [42] considers multiple threshold policies with production rate-dependent machine's failure rates to provide a piecewise constant approximation of any feedback policy. It is shown that the stationary distribution of the part-type surplus can be obtained. Moreover, a resilient control policy for disruptions with advanced notice is introduced in [43] .
Moreover, to handle the complexity of manufacturing and production systems, simulation optimization can also be used to production control problems. The simulation optimization framework can be generic and applied to discrete or continuous and deterministic or stochastic problems with or without derivative information. Papers [44] [45] [46] survey the development in this field comprehensively and provide a summary on the scope of suitable problems and the dedicated algorithms. To develop a good simulation optimization method, an algebraic and analytical model can encapsulate domain knowledge and carry direct interpretation to provide insightful information, such as closed-form derivative estimations and probability distribution estimation (see [45] for details), on the space of solutions, which is the work introduced in this paper.
In spite of these efforts, the coordination between the flexible and inflexible systems (also known as partially flexible production systems) has not been well studied. Moreover, the special features in the production systems at hand, such as batch production, setups, unreliable machines, still need optimal control parameters or closed-form analytical solutions, which is the goal of the research introduced here.
III. SYSTEM DESCRIPTION AND MODEL FORMULATION
Consider the flexible production-inventory system shown in Fig. 2 .
i) The system consists of a flexible production facility (denoted as m 0 ) making two product types (denoted as types 1 and 2), two dedicated production facilities for each product type (referred to as m 1 and m 2 , respectively), and an inventory subsystem with two dedicated buffers in front of m 1 and m 2 (represented by b 1 and b 2 , respectively). ii) The time axis is slotted in cycles. In each cycle, the flexible machine m 0 has probability p 0i to be up and make a type i part, i = 1, 2. The dedicated production facility m i has probability p i to be up, ready to make a type i part, i = 1, 2. It is assumed that p 0i > p i . iii) The control variable, i.e., the threshold for buffer b i , is denoted as h i , i = 1, 2. iv) The flexible machine m 0 works on a batch basis, i.e., m 0 continues working on type i products until the occupancy in b i reaches h i , i = 1, 2. Then, the operation of type i product is stopped and setup for the other product type is carried out. v) Dedicated machine m i is starved if buffer b i is empty, i = 1, 2. Machine m 0 is never starved and is not blocked during setup. vi) The setup time for making type i products on machine m 0 is denoted as t S,i , i = 1, 2. vii) The machine status (up, down, or changeover) is determined at the beginning of the cycle, and the buffer status is determined at the end of the cycle. viii) The production targets, the amounts of type i products to make in a cycle, are defined as q i , i = 1, 2. In this paper, we intend to identify the control variables, the optimal thresholds h 1 and h 2 , so that the starvation (or idle) of m 1 and m 2 will be minimized. Therefore, the problem studied in this paper is formulated as follows:
Given system (i)-(viii), develop an optimal control policy to minimize starvation (i.e., idle) time while maintaining the desired throughput and investigate system properties.
Let t idle,i , i = 1, 2, denote the idle time of downstream production facility m i , and PR i be the production rate, i.e., the average number of products made in a cycle, for type i products. Then, the optimal control problem is formulated as
Solutions to the problem are presented next. First, the performance evaluation method is introduced to calculate production rates. Second, the optimal control policy is derived. Then, sensitivity analysis is conducted. Finally, an application study is carried out.
IV. PERFORMANCE EVALUATION

A. Time Frames
Consider machine m 0 . It processes type 1 and type 2 products alternatively, with setup time in between. Thus, m 0 's operation time line can be divided into time durations for making product types 1 and 2 and setup times. From the time lines of machines m 1 and m 2 , when type 1 products are being filled in buffer b 1 , the type 2 products are being depleted from buffer b 2 . Since the depleting is faster so that the buffer occupancy in b 2 will reach zero before the next changeover. A similar scenario exists when type 2 and type 1 products are being filled in b 2 and depleted from b 1 , respectively. As the changeovers are independent to the production time, a renewal process can be introduced if we consider the number of times m 0 has switched to make product 1 (or 2) up to a time t > 0.
By focusing on the renewal cycle, the operation time line can be described as shown in Fig. 3 . The time lines with shaded diagonal stripes and diamonds represent the intervals machine m 0 is producing types 1 and 2 products, respectively. Changeovers are represented by the dots, which happen when m 0 has filled up the buffers (b 1 or b 2 ) to the desired inventory level. For machine m 1 (or m 2 ), the time intervals consist of the filling and depleting stages for type 1 products (respectively, type 2 products) and the idle time between complete depleting and start of filling (i.e., buffers being empty).
B. Filling Stage
First, the filling process is considered. The evolution of number of parts in the buffer during filling stage can be represented by a birth and death process shown in Fig. 4 , where the transition probabilities are defined as follows:
As one can see, when both machines (m 0 and m 1 ) are up or both are down and the buffer is not empty, the occupancy in buffer b 1 would not change. If m 0 breaks down while m 1 is up, the occupancy is decreasing. Similarly, if m 1 breaks down and m 0 is up, the occupancy is increasing. When the buffer becomes empty, it remains empty if m 0 is down and changes to 1 whenever m 0 returns to up. When the desired buffer level h 1 is reached, m 0 will stop working on type 1 products but starts setup for type 2 products. Thus, an absorbing state is arrived. Similar scenarios for type 2 products in buffer b 2 can be derived as well.
Denote t f k , i , i = 1, 2, as the expected time to absorption state from an intermediate buffer occupancy state k for type i parts. Then, t f 0 , i will be the expectation of time to fill buffer b i and can be calculated as follows.
Proposition 1: Given system (i)-(viii), the expected time to fill buffer b i , i = 1, 2, to level h i can be calculated as
Proof: See the Appendix. The filling process can be characterized by a random walk with positive drift and a left reflecting barrier. The moments are, therefore, bounded up by the identically parameterized random walk without left barrier. Thus, the first part of (4),
, is the expected absorbing time of the identically parameterized random walk without left barrier. The remaining part of (4) represents the absorbing time shrink due to the left barrier at state 0 (buffer empty). In addition, finite expected absorption time will be obtained. Proof: See the Appendix. This result coincides with the typical setting in such systems that the flexible subsystem is faster and more efficient than the downstream subsystem to ensure smooth production. Thus, the flexible line is capable of supporting two, or multiple, downstream production lines.
C. Depleting Stage
Next, we consider the depleting stage of type1 products. When there are h 1 products accumulated in buffer b 1 , the depleting stage of machine m 1 starts (note at the same time, m 0 's changeover for type 2 products starts, followed by the filling stage for type 2 products in buffer b 2 ). The number of parts in buffer b 1 can also be described by a Markov chain with transition probabilities shown in Fig. 5 . A similar diagram can be obtained for type 2 products as well.
Denote the expected time for downstream machine m i , i = 1, 2, to deplete buffer b i from occupancy k as t d k , i . Similar to the reasoning in Proposition 1, the expected depletion time, t d h i , i , can be evaluated as follows:
Proposition 2: Given system (i)-(viii), the expected time and its variance to deplete buffer b i , i = 1, 2, from level h i can be calculated as
Proof: See the Appendix. After completing depletion of type 1 products in buffer b 1 , downstream machine m 1 will be idle, i.e., starved, until the next filling stage. Such a starvation (or idle) time is referred to as the disruption time.
Remark 1: In practice, such a starvation time typically exists. Since the depleting process is a negative binomial process, the time to a complete depletion for buffer 1 has the following cumulative distribution function:
where I(·) is the regularized incomplete beta function. Then, the probability of filling up buffer 1 from nonempty is P {filling up starts from nonempty}
When p 1 is large, such a probability will be very small. Even in the extreme case of p 1 = 0.5 (as most of the production facilities have efficiency higher than 50%), this probability is still small. For example, considering the typical working parameters of h 1 = h 2 = 20 and T S,1 = T S,2 = 23, the probability would be less than 0.001. With extensive testing of numerous examples, such a property always holds. Specifically, simulations of 10 000 systems are carried out through sampling the system parameters with uniform probability from
The results show that the average probability of switching to a nonempty buffer is around 10 −6 . The max probability found is about 2 × 10 −4 . This justifies the assumption that the inventory would be exhausted when the flexible system switches back to the filling stage.
With the argument that the filling stage starts from zero inventory in the buffers, the expected idle time can be evaluated as follows.
Corollary 2: Given system (i)-(viii), the expected idle times for downstream subsystems m 1 and m 2 are calculated as follows:
Therefore, the production of type 1 parts will start from a new cycle after the filling process of type 2 products.
D. Renewal Cycle
Consider a renewal cycle of m 0 . Its complete cycle time can be calculated as follows.
Corollary 3: Given system (i)-(viii), the renewal process cycle time t cycle is calculated as
Let a k,i , i = 1, 2, denote the expected number of type i parts made in this cycle, where k represents the starting occupancy in buffer b i . Then, a 0,i characterizes the expected production volume of type i parts during a renewal cycle. Using the filling time obtained above, these numbers can be calculated as follows.
Lemma 1: Given system (i)-(viii), the total production volume for type 1 and type 2 products during a renewal cycle can be calculated by
Proof: Immediately obtained by the product of machine efficiency and filling time.
Using this result, the long-run production rate can be derived as follows:
Proposition 3: Given system (i)-(viii), the production rates of type 1 and type 2 products can be evaluated as
Proof: See the Appendix. The total production rate PR is defined as the sum of both PR i , i.e., PR = PR 1 + PR 2 .
V. PRODUCTION CONTROL POLICY
The goal of production control is to minimize starvation, i.e., idle time, while still meeting the desired production volume. To achieve the objective of minimizing starvation, define ST j , j = 1, 2, as the starvation probability for machine m j , i.e.,
Then, the total starvation probability ST is defined as
It can be shown that the monotonicity holds for ST and PR but in opposite directions.
Proposition 4: Given system (i)-(viii), ST is monotonically decreasing with respect to h i , i = 1, 2, and t idle,i is monotonically increasing in h i .
Proof: See the Appendix. Proposition 5: Given system (i)-(viii), the individual production rate PR i , i = 1, 2, is monotonically increasing of h i and decreasing of h j , j = 1, 2, j = i. The total production rate PR has the following monotonicity properties.
, then PR is an increasing function of h i .
3) If
, then PR is an decreasing function of h i . Proof: See the Appendix. Remark 2: From item 3 in Proposition 5, it is shown that when the ratio of setup time to the expected buffer filling up time is smaller than the difference of reliability heterogeneity (captured by the term (p 0j − p 0i )/p 0i ), the production rate would decrease if we add more space to the buffer. To explain this phenomenon, consider that when the setup time is small, if we still choose to make more of less-productive parts (i.e., smaller p 0i ) by adding buffer space, the total throughput would decrease since we lose the opportunity to make more high-productive parts.
Remark 3: The monotonicity of ST and PR are easy to understand. However, the monotonicity of t idle is not straightforward. The rationale is that larger h i will take longer time to achieve, since, typically, the depletion rate at another buffer b j , j = i, is higher than the filling rate in buffer b i (i.e., the difference between p 0i and p i ). This prolongs the starvation time of m j .
Thus, it could be inferred that minimizing ST is equivalent to maximizing PR. However, the monotonicity of t idle is in the same direction of that of PR, i.e., minimizing t idle is against maximizing PR. Therefore, the goal of production control can be interpreted as maintaining the throughput at a desired level but also minimizing the total starvation time for downstream machines, which leads to the formulation of (1) and (2).
The shape of constraints and feasible regions is illustrated in Fig. 6 , where the two lines represent the two constraints in (2). They divide the space into four regions. Region I could satisfy the demand for both product types and region IV would miss both. Regions II and III would satisfy the demand for one product only. It can be shown that the feasible region I exhibits the convexity. As t idle is monotonicity increasing with respect to h 1 and h 2 , it is clear that the optimal solution is at the interception point of two nonlinear constraints.
Lemma 2: Given system (i)-(viii), the feasible region defined by constraints (2) is a convex region.
Proof: See the Appendix. However, the nonlinearity of the problem make it impossible to find a closed-form solution. Therefore, an approximation is pursued. Specifically, using the parameters typically observed in practice, the exponential term (r i /s i ) h i in t f ,i is very small, since the buffers between different departments are usually large. Therefore, we introduce new lines in Fig. 6 by omitting the exponential terms as the linear asymptotic lines of the original ones. As one can see, they almost completely coincide with each other that one cannot distinguish. The difference is typically less than 0.1%.
Using such an approximation, we consider the linear constraints only. In this case, the feasible regions are shown as the sharp cone area in Fig. 7 , where the solid line represents the q 1 constraint, and the broken red line indicates the q 2 constraint. Such two lines are described by the following two equations, respectively: where
Due to linearization, a closed-form solution can be obtained. Thus, the vertex in Fig. 7, i. e., the solution to (15) and (16) would be an optimal operation point as a compromise of minimizing starvation time and satisfying demand.
Proposition 6: Given system (i)-(viii) and condition
where T w is the total working hour, the optimal solution is
Proof: See the Appendix. Note that condition (18) is mainly used to ensure that the upstream facility has the capacity to meet the demands. The left-hand side of (18) represents the sum of ratios between demand and production capacity (i.e., utilization of production capacity), while the right-hand side implies the percentage of time both downstream operations are working simultaneously, whose upper limit reaches with one product switch. Since the demands cannot be arbitrary large and the capacity reaches its upper bound in the scenario that only one changeover happens during a working period, condition (18) is typically satisfied. Therefore, Proposition 6 serves as a tool to find optimum for the production control problem (1), (2) .
Remark 4: Many practical systems are much more complicated than the system described here. To analyze them, one approach is to use appropriate decomposition and aggregation procedures to structurally model the system. Then, control policies can be derived using the results obtained here. Such policies can then be applied to the original complex systems. In some cases, iterations may be needed to address the interactions between the aggregated subsystems more effectively. Examples of decompositions and aggregations can be found in monograph [12] and papers [19] [20] [21] [22] and [47] [48] [49] [50] [51] [52] . Another approach is to implement simulation optimization methods for large-scale systems. Simulation optimization is known to address the problems of finding the best settings of design variables: buffer sizes, facility locations and more. The proposed control policies can shed a light on designing parametric control policies to be utilized in the simulation optimization framework.
VI. DISCUSSIONS
A. Demand Change
To achieve effective production control, understanding the impact of demand change on the optimal thresholds (h * 1 and h * 2 ) is important.
Proposition 7: Given system (i)-(viii), threshold h * i , i = 1, 2, is monotonically increasing with respect to demand q i .
Proof: See the Appendix. To illustrate such a property, assume that the demand for type 1 products is increased, i.e.,
As the demand for type 1 products is increased while the demand for type 2 products is kept the same, higher threshold h * 1 is expected. However, this may lead to longer idle time for m 2 , so that threshold h * 2 will also increase. Therefore, as shown in Fig. 8 , both h * 1 and h * 2 will increase (i.e., the cone moves from h * to h * + ). Such an increment will be accelerating for higher q 1 as the increase of h * 2 will further force h * 1 to increase more. When the demand of type 1 products is increased, the growing rate of h * 1 will be higher than that of h * 2 . As shown in Fig. 8 , this will make the cone with a smaller angle. Thus, the feasible region formed by open angle of q 1 and q 2 constraints is shrinking to a smaller size.
Corollary 4: Given system (i)-(viii), the inclined angle of the feasible region I is decreasing with q i , i = 1, 2.
Proof: See the Appendix. Similar changes can be observed when the demand of type 2 products is increasing while type 1 products maintaining a constant demand. Therefore, when demands increase, the production thresholds need to be carefully maintained in order to avoid unsatisfied production targets.
B. Setup Time Change
As expected, the setup times will affect the system performance.
Proposition 8: Given system (i)-(viii), threshold h * i , i = 1, 2, is monotonically decreasing with respect to setup time t S,i .
Proof: See the Appendix. From Fig. 9 , it is shown that a 20% reduction in average setup time (both t S,1 and t S,2 ) will push back both rays of the feasible cone toward the origin, i.e., from feasible region ES (where ES indicates the expectation of setup time) to ES . As both setup times are the same in this figure, it can be observed that the two constraints of q 1 and q 2 are moving in parallel before and after the setup time change. Moreover, there is no acceleration in the move, due to same changes in setup times. Such a result coincides with the fact that (19) and (20) are linear functions of t S,1 and t S,2 .
C. Machine Reliability Change
Consider the example shown in Fig. 10 , which represents the vertex moving from h * to h * + when p 01 is increased. As one can see, when p 01 is increased, it would lead to an increase of h * 1 and decrease of h * 2 . Typically, the increase of p 01 will make buffer b 1 filled up faster and less production of type 1 parts. This may make production volume not satisfying the constraint. Therefore, h * 1 needs to be increased to a value that the total production volume (i.e., the parts made during filling and depletion stages) is still the same. Since the filling time may become slightly shorter, which lead to smaller renewal cycle that makes production volume of type 2 products increasing, h * 2 needs to be decreased to just meet demand and avoid over production. Analogous movement can be observed in Fig. 11 , which indicates the move responding to a p 02 's increase.
In Figs. 12 and 13, the changes with respect to p 1 and p 2 are illustrated, respectively. When p 1 is increased (see Fig. 12 ), the filling time is increased, but the depletion time is much shorter. This results in higher production volume during the filling stage. Thus, the threshold for type 1 products needs to be lower in order to be close to the desired production counts. The threshold for type 2 products still remains the same. A similar case is found when p 2 is increased (see Fig. 13 ).
The monotonicity of h * i with respect to p 0j and the independence to p j can be justified analytically.
Proposition 9: Given system (i)-(viii), threshold h * i , i = 1, 2, is monotonically decreasing with respect to production rate p 0j and is constant to changes in p j , j = i.
Proof: See the Appendix. However, the monotonicity of h * i with respect to p 0i may not be true all the time. In some extreme cases that the system is strongly unbalanced, for instance, p 01 is close to p 1 , and there are large difference between p 02 and p 2 so that there is an extremely long filling process for type 1 products but extremely short one for type 2 products, then increasing p 02 will not lead to increase of h * 2 . Fortunately, such extreme cases rarely happen. In most of the cases, h * i is monotonically increasing with respect to p 0i , i = 1, 2. For all the parameters selected from set (7), the minimum is found at p 01 = 0. Similar observations are obtained for h * i with respect to p i as well. There exist some extreme cases that the monotonicity does not hold. However, it can be shown that monotonicity holds in most of the scenarios, for example, for all the parameters selected from set (7).
VII. APPLICATION AT A DOOR MANUFACTURING LINE
To illustrate the applicability of the production control policies introduced above, an application study at a door manufacturing line is introduced.
A. Door Line Description
The door manufacturing line under investigation consists of 31 robots and three manual loading positions to carry out welding, hemming, transferring, and punching operations (see the layout in Fig. 14) . Each robot is programmed to handle a single or multiple operations.
There are three sections in the door production line: one inner section and two marriage sections. In the inner section, the inner panels of doors are loaded and welded. In the marriage 1 section, the inner panel and outer panel are married (i.e., assembled), and hemming, transferring, and punching operations are carried out on the married part. Finally, the doors are punched and hung onto the conveyor in the marriage 2 section. Upon finishing, a sedan door will go through a conveyor to the body shop making sedans, and an SUV door will be put on the rack and transferred to another body shop by dollies where SUVs will be made. A detailed explanation of robot functions is provided in [53] .
The door line will produce each type of doors continuously (i.e., in batches) before switching to another type. When the door line production is switching from sedan to SUV (or SUV to sedan), a significant setup time is needed. Typically, it takes about 15 min to set up tooling for sedan or SUV doors in order to ensure the desired quality and safety. Both the door line and the downstream body shops may have random failures. The capacity of the door line is higher than those in each body shop. However, starvations still occur due to machine breakdowns in the door line, which causes production idles (i.e., the inventory for one door type runs out while the door line is still producing the other door type).
To achieve a smooth production flow in downstream body shops and satisfy the production targets, a decision has to be made when to switch from sedan doors to SUV doors, or from SUV doors to sedan doors. If the continuous production time of one door type is too long (i.e., the batch size is too large), the other body shop may experience severe starvations. However, if the batch size is too small, then frequent changeovers will lead to substantial production time loss. Then, a question arises: How to control door production by selecting the appropriate batch size? Clearly, a fixed time or fixed batch size policy may not work well since it does not take into account the real-time status of the system, i.e., machine breakdowns. In practice, the production control of door lines to switch product type is mainly based on operators' experience. Either frequent changeovers or excess starvations to body shops are often observed. Thus, the production targets are barely satisfied. Therefore, there is a need for an effective and simple control policy with moderate number of changeovers and less starvations to achieve satisfactory production and supply of both doors to the two body shops.
B. Modeling
To study such a system, we introduce a door line model to evaluate line throughput without considering the effect from body shops. Then, we aggregate the door line into an aggregated machine m 0 and calculate machine parameters. Similar analysis is applied to two body shops as well and machines m 1 and m 2 are obtained. A production-inventory system model (as shown in Fig. 1 ) is developed. The thresholds h * 1 and h * 2 can be calculated and production control policy can be applied. First, a door line model is developed as shown in Fig. 15 . Using the analysis method presented in [12] , performance evaluation procedures are introduced and the line throughput can be calculated (see [53] for details) for both sedan and SUV. Thus, p 01 and p 02 are obtained.
Using similar analysis, the parameters for p 1 and p 2 can be calculated. The results are validated by comparing with production counts in the plant. Then, we obtain a production-inventory model in Fig. 2 . Applying the token based control policy, we represent the number of fillets on conveyor and number of slots on rack as the buffers for the two body shops. These tokens will be the door inventory in the buffers, used to accommodate production downtimes and the unavailability of door production (i.e., making another type of doors).
C. Model Validation
Using the data extracted from the factory production database (shown in should be selected. Thus, we obtain (21, 19) as the optimal solution in the feasible region. Note that (20, 18) are not selected since they are not in the feasible region. In order to further verify the applicability of the control model, a simulation model using Arena has been developed (see Fig. 16 ). The door line is modeled as two separate processes for SUV and sedan but sharing the same resource with random failure. The raw material arrival and part release are controlled by the assign module and decide module, respectively. After dispatched from door line, the sedan and SUV doors are routed to their own body shops.
Using the control policy derived from the analytical model, the simulations are executed. In the simulation model, the warmup time is 20 h, and the results collection time is selected as ten days (or 20 shifts) with 40 replications. On average, the door line makes 486.82 ± 7.65 sedan doors and 599.56 ± 7.86 SUV doors per day. The average changeover frequency is 5.54 ± 0.61 times per day. Ninety-five percent confidence intervals are used in all performance measures. Such results are quite close to the production targets, which verifies both the simulation model and the analytical model and illustrates the effectiveness of the production control algorithm.
A realtime count graph is presented in Fig. 17 for sedan and SUV doors. As one can see, the count of one door type is increasing when the door line is producing this type. After changeover, the body shop could remain production by depleting the buffer so that the production count is still increasing. When the buffer becomes empty, starvation occurs, and the production count remains constant. Recommendations of the derived optimal thresholds for sedan and SUV doors have been submitted to the plant management and have been accepted.
VIII. CONCLUSION
This paper introduces an optimal policy for production control of a partially flexible production-inventory system. Analytical formulas based on a renewal model are derived to evaluate the system performance and quantify the optimal control thresholds to achieve high throughput with minimal starvation. Sensitivity analysis is carried out to investigate the monotonicity of control parameters. In addition, an application study at a door manufacturing line in an automotive assembly plant making two types of doors is presented. The future work can be carried out in the following directions.
1) Consider nondeterministic thresholds, i.e., h * 1 and h * 2 can be selected following a certain distribution in a given interval. In this case, the feasible region can be increased. 2) Study nonstarvation switching policies, i.e., the depleting stage may start with a nonempty buffer. 3) Develop control policies with geometric, exponential, or general distributions of machine reliability models. 4) Extend to flexible systems to larger scale, such as more than two downstream subsystems, or more than one flexible subsystem, or more than two manufacturing stages. 5) Generalize the model and method to be applicable in supply chain networks. 6) Continue applications on the factory floor and spread to different manufacturing industries. The successful development of such a work will provide a quantitative tool for plant engineers and managers to operate the flexible production-inventory systems more efficiently.
