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Abstract
Several classes of regular expressions for timed languages accepted by timed au-
tomata have been suggested in the literature. In this article we introduce balanced
timed regular expressions with colored parentheses which are equivalent to timed
automata, and, diﬀerently from existing deﬁnitions, do not refer to clock values,
and do not use additional operations such as intersection and renaming.
1 Introduction
Regular expressions are an important and convenient formalism to specify sets
of discrete behaviors. The lack of such a language-based algebraic formalism
for timed behaviors motivated several researchers to look for some variants of
“timed regular expressions” equivalent to timed automata. The formalisms
suggested in the literature give some solutions to this problem, but none of
them is as perfect as classical “discrete” regular expressions of Kleene. In fact
some of them [5,6,7] make use of information external to the language (such
as clock values), while others [3,4] use heavy operations such as intersection
and renaming.
In this paper we suggest a new approach to this problem. We introduce
balanced timed regular expressions with colored parentheses which are equiv-
alent to timed automata, do not refer to clock values, and do not use “bad”
operations. The price to pay is a two-stage semantics of our expressions and
a non-trivial algorithm for checking whether an expression is syntactically
correct.
The structure of the paper is the following: in section 2 we recall some
deﬁnitions concerning timed automata and timed languages and state the key
technical result: Theorem 2.1 on transforming timed automata to a special
form. In Section 3 we recall timed regular expressions from [4], discuss their
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drawbacks, and come up with our deﬁnition of balanced timed regular expres-
sions and their semantics. At the end of this section we state the main result
of the paper: balanced timed regular expressions are as expressive as timed
automata. In section 4 we give an algorithm for checking correctness of an
expression.
We are thankful to Christian Boitet for a motivating question and to Paul
Caspi, Oded Maler and Matthieu Moy for useful discussions.
2 Timed automata
Behaviors of timed systems can be modeled by timed words over a set of
symbols Σ. A timed word is a ﬁnite sequence of nonnegative numbers and
symbols from Σ. For example, the sequence 1.2 a 1.3 b denotes a behavior
in which an action a occurs 1.2 time units after the beginning of the obser-
vation, and after another 1.3 time units action b occurs. The set of timed
words over Σ can be organized as a monoid, and be represented as the di-
rect sum of the monoid of nonnegative numbers (R≥0,+, 0) and the free
monoid (Σ∗, ·, ε) [4,11]. We denote this monoid as TW(Σ). Note that in
this monoid, concatenation of two reals amounts to summation of the reals.
Thence, a 1.3 · 1.7 b = a(1.3 + 1.7)b = a 3 b. The length (w) of a timed word
w is the sum all the reals in it, e.g. (1.2 a 1.3 b) = 1.2 + 1.3 = 2.5.
A timed automaton [1] is a tuple A = (Q,X ,Σ, δ, Q0, Qf ) where Q is a
ﬁnite set of states, X is a ﬁnite set of clocks, Σ is a ﬁnite set of action symbols,
Q0, Qf ⊆ Q are sets of initial, resp. ﬁnal states, and δ is a ﬁnite set of tuples
(transitions) (q, C, a,X, r) where q, r ∈ Q, X ⊆ X , a ∈ Σ ∪ {ε} and C is a
ﬁnite conjunction of clock constraints of the form x ∈ I, where x ∈ X and
I⊆ [0,∞[ is an interval with integer (or inﬁnite) bounds.
For each transition (q, C, a,X, r) ∈ δ, the component C is called the guard
of the transition, a is called the action label of the transition, and X is called
the reset component of the transition. We will usually order the set of clocks
X = {x1, . . . , xn}, and then identify each reset component X with the subset
of indices of the clocks in X, that is, with
{
i | i ∈ [n], xi ∈ X
}
(here [n] stands
for {1, . . . , n}).
The semantics of a timed automaton is given in terms of a timed transition
system T (A) = (Q, θ,Q0,Qf ) where Q = Q × Rn≥0, Q0 = Q0 × {0n}, Qf =
Qf × Rn≥0 and
θ =
{
(q, v)
t−→ (q, v′) | v′i = vi + t, ∀i ∈ [n]
}∪{
(q, v)
a−→ (q′, v′) | ∃(q, C, a,X, q′) ∈ δ such that v |= C and for all i ∈ [n],
if i ∈ X then v′i = 0 and if i ∈ X then v′i = vi
}
Informally, the automaton can make t-transitions representing time-passage
in a state, in which all clocks advance by t, and discrete transitions, in which
state changes. The discrete transitions are enabled when the “current clock
17
Asarin and Dima
valuation” v satisﬁes the guard C of a certain tuple (q, C, a,X, r) ∈ δ, and
when they are executed, the clocks in the “reset component” X are set to
zero.
A run in T (A) is a chain (q0, v0) ξ1−→ (q1, v1) ξ2−→ . . . ξk−→ (qk, vk) of tran-
sitions from θ. An accepting run in T (A) is a run which starts in Q0 and
ends in Qf (the last transition should not be a t-transition). The accepted
language of A is then the set of timed words which label some accepting run
of T (A). Two timed automata are called equivalent iﬀ they have the same
language.
The ﬁrst theorem gives a “normal form” to which each timed automaton
can be brought. For it, we need the following notations and conventions: for
each clock xi ∈ X and each transition τ = (q, C, a,X, r) ∈ δ, if i ∈ X then we
say that xi is reset on τ . If the guard C contains a constraint xi ∈ I for some
interval I, then we say that τ checks xi, and we also write (xi ∈ I) ∈ C. Note
that the true guard contains no constraint.
Theorem 2.1 Any timed automaton A is equivalent to a timed automaton A
in which on each accepting run, each clock is checked exactly once after each
reset.
Proof. We will decompose the construction into two steps as follows:
(i) We transform the given automaton into an automaton in which, each
clock is checked against the same interval I, wherever it is checked.
(ii) We obtain the desired construction by splitting each clock x into two
copies such that each copy is checked only once after each reset.
The ﬁrst construction is accomplished along the following ideas: for each
clock x ∈ X and interval I for which (x ∈ I) occurs on some guard, we
create a new clock xI . The set of all clocks xI will replace the clock x, in the
following sense: each time x is reset, we reset all clocks xI ; then, each time
(x ∈ I) occurs on the guard of some transition, we replace this constraint with
(xI ∈ I).
More formally we replace each transition (q, C, a,X, r) ∈ δ by the transi-
tion (q, C ′, a,X ′, r) with
C ′ =
∧
(x∈I)∈C
(xI ∈ I)
and with X ′ = {xI | x ∈ X}.
If we want to be practical, we should also remove the “unused clocks” as
described in [10] (see also [9]).
The second construction is an adaptation of the convexity-based techniques
of [4,2]. The rough idea is that in a chain of transitions which all contain
(x ∈ I) and do not reset x, all but the ﬁrst and the last are “redundant”.
That happens because if the value of clock x on the ﬁrst and on the last
transition of the chain is in the interval I, then it must be in the interval
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I throughout all the behavior of the timed automaton in between these two
transitions – as a consequence of the convexity of I.
Therefore, we create two copies of each clock x ∈ X ′, denote them x1 and
x2, and utilize them as follows: we reset both on each transition on which
x is reset, we check (x1 ∈ I) on the ﬁrst transition after the reset on which
(x ∈ I) occurs, we ignore all the other checks for (x ∈ I) before the next
reset, with the exception of the last, on which we check (x2 ∈ I). This last
transition before a reset of x on which the constraint (x ∈ I) occurs is not
deterministically found, but rather “guessed”.
The states of the resulting automaton will be tuples (q, φ) in which q ∈ Q′
and φ : X ′ → {0, 1, 2} gives our guess for the utilization of each clock x.
An attribute φ(x) = 0 means that, since the last reset for x we have never
encountered the constraint (x ∈ I) (remind that each clock is tested against a
unique interval!). The attribute is set to φ(x) = 1 the ﬁrst time when such a
constraint is met. It then remains 1 until we “guess” that, from now on and
before the next reset for x, we will never take a transition with (x ∈ I). Of
course, such a guess is made on a transition on which (x ∈ I) occurs, and this
guess sets x’s attribute to φ(x) = 2.
Formally, for each transition (q, C, a,X, r) ∈ δ′ and for each state (q, φ)
in the resulting automaton we draw a transition
(
(q, φ), C, a, Y, (r, ψ)
)
if and
only if the following conditions are satisﬁed:
• x ∈ X iﬀ x1, x2 ∈ Y .
• If φ(x) = 2 then (x ∈ I) ∈ C and also (x1 ∈ I), (x2 ∈ I) ∈ C.
• If x ∈ X then φ(x) = 2 and ψ(x) = 0.
• If (x ∈ I) ∈ C then φ(x) = 2, ψ(x) = 0.
• If (x ∈ I) ∈ C and φ(x) = 0 then either ψ(x) = 1 and (x1 ∈ I) ∈ C, or
ψ(x) = 2 and (x1 ∈ I), (x2 ∈ I) ∈ C.
• If (x ∈ I) ∈ C and φ(x) = 1 then either ψ(x) = 1 and (x1 ∈ I), (x2 ∈ I) ∈
C, or ψ(x) = 2 and (x2 ∈ I) ∈ C.
✷
3 Expressions
3.1 Expressions from [4]
The class of timed regular expressions is built using the following grammar:
E ::= 0 | ε | tz | E + E | E · E | E∗ | 〈E〉I , (1)
where z ∈ Σ ∪ {ε} and I is an interval.
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The semantics of timed regular expressions is in terms of timed words:
‖tz‖ = {tz | t ∈ R≥0} ‖E1 + E2‖ = ‖E1‖ ∪ ‖E2‖
‖E1 · E2‖ = ‖E1‖ · ‖E2‖ ‖〈E〉‖I = {σ ∈ ‖E‖ | (σ) ∈ I}
‖E∗‖ = ‖E‖∗ ‖0‖ = ∅ , ‖ε‖ = {ε}
We abuse notation and write 〈E〉α for 〈E〉[α,α]. We also denote Σt = Σ ∪ {t}.
The following theorem shows a nice relationship between timed automata
and timed regular expressions:
Theorem 3.1 ([4]) The class of timed languages accepted by timed automata
equals the class of timed languages accepted by timed regular expressions with
intersection and renaming, that is, expressions generated by the grammar
E ::= 0 | ε | tz | E + E | E · E | E∗ | 〈E〉I | E ∧ E | [a → z]E,
where z ∈ Σ ∪ {ε}, a ∈ Σ.
We interpret ∧ as intersection, and [a → z] as renaming of any occurrence
of the symbol a with the symbol z. For example,
∥∥[a → b](ta)‖ = ‖tb‖.
It was shown in [3] that intersection is necessary for representing timed
automata. The example there is the timed regular expression ta〈tbtc〉1 ∧
〈tatb〉1tc, which cannot be expressed without conjunction. The timed lan-
guage accepted by this expression is
L0 = {t1at2bt3c | t1 + t2 = 1, t2 + t3 = 1}
Moreover, in [13] it was shown that renaming is necessary too, his example
being the timed automaton in the ﬁgure 1.
y := 0 x = 1? y = 1?
a
a a a
a
Fig. 1.
The language of this automaton equals
[x → a]((ta)∗〈tx(ta)∗〉1 ∧ 〈(ta)∗tx〉1(ta)∗).
These results show that, in spite of their ease in use, timed regular expres-
sions suﬀer from some expressiveness problems.
3.2 Colored parentheses
In [4], the authors suggest that, by employing “colored” parentheses, these
drawbacks might be overcome. For example, L0 would be speciﬁed by the
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a
b
x = 1?
y = 1?
x := 0
y := 0
x := 0
x ∈ ]0,1[ ?
a
Fig. 2.
expression 〈ta tb〉1 tc1. Similarly, the language of the timed automaton in
Figure 1 would be speciﬁed by 〈(ta)∗ta〉1(ta)∗1. Note that these expressions
no longer use intersection or renaming.
But then, if we want to specify also cyclic behaviors, we cannot cope with
the simple automaton on the ﬁgure 2. The expression with intersection for its
language is
〈ta〉]0,1[〈tbta〉∗1 ∧ 〈tatb〉∗1ta
We conjecture that the semantics of this formula cannot be expressed with
colored parentheses (in the sense of the suggestion from [4]).
Another problem with colored parentheses is that the set of syntactically
correct expressions is non-context-free. Indeed, let us consider J an index set
(the set of colors) and card(J ) sets of matching parentheses:
Pi =
{
‘〈i‘, ‘〉iI ‘ | I interval , I ⊆ [0,∞[
}
for all i ∈ J (2)
Π =
⋃
i∈J
Pi. (3)
We may deﬁne card(J ) deletion morphisms (or color ﬁlters), (ηi)i∈J , ηi :
Π→ Pi, each ηi deleting all parentheses not in Pi. E.g., for Pblue =
{
‘〈‘, ‘〉I ‘ |
I ⊆ [0,∞[} and Pred = {‘‘, ‘I ‘ | I ⊆ [0,∞[}, ηblue(〈  〉1 〈 1 〉1) = 〈 〉1 〈 〉1.
For each set of parentheses Pi =
{
‘〈i‘, ‘〉iI ‘ | I interval, I ⊆ [0,∞[
}
, we
denote by ∆i the set of words with balanced parentheses
4 over Pi, which is
generated by the following context-free grammar:
S ::= ε | 〈iS〉iI | SS
The language of balanced parentheses over
⋃n
i=1
Pi is deﬁned as follows:
Lpar =
{
w ∈ Π∗ | for each i ∈ [n], ηi(w) ∈ ∆i
}
This language is unfortunately context-sensitive for card(J ) ≥ 2: just
consider the intersection of Lpar with
(〈)∗()∗(〉1)∗(1)∗, which gives a lan-
guage of the form {akblckdl | k, l ∈ N}, which is an easy prey to the Bar-Hillel
(pumping) lemma for context-free languages [14]. In a related paper [12], one
of the authors investigates on the possibility to deﬁne regular expressions with
colored parentheses by using a diﬀerent concatenation operation.
4 This is a slight generalization of the notion of Dyck languages [14].
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3.3 Balanced timed expressions
We explain our approach with an example: consider again the language of the
automaton from the ﬁgure 2. This language can be regarded as the union of
all the “word expressions” of the kind
〈ta]0,1[ tb〉1〈ta1tb〉1 . . .
The following expression generates all these “word expressions”:
E = ta]0,1[ + 〈ta]0,1[
(tb〉1〈ta1)∗tb〉1ta1 (4)
Note that the resulting expression E contains the subexpression tb〉1〈ta1
in which the parentheses are not balanced – the ﬁrst “blue” parenthesis is the
right one. In order to give a sense to E and to other expressions of this
kind we adopt a two-step semantics approach, in which we ﬁrst build the
classical semantics of the expression – i.e. a set of words over Σt ∪ Π. In
the second step we give timed semantics to these words, provided they have
well-balanced parentheses. Hence, a balanced timed regular expression will
be deﬁned as an expression over Σt ∪ Π which generates only words with
well-balanced parentheses, and its timed semantics will be the union of the
semantics of these words.
Observe that this process is not “compositional”, that is, we do not deﬁne
the semantics of a balanced timed regular expression by induction on their
structure. In fact, even the deﬁnition of the class of regular expressions with
balanced parentheses is not a “structural” once. This is the point of diﬀerence
with [12].
The problem of checking whether an expression generates only well-balanced
words is the subject of the last section.
Formalization
For the sequel, we will work with n sets of colored parentheses Pi, as
deﬁned in (2) on the previous page. That is, we assume J = {1, . . . , n}. We
will utilize here the deletion morphism ηi : (Σt ∪ Π)∗ → P ∗i , which deletes all
symbols not in Pi, and the “partial” deletion morphism ηi : (Σt ∪ Π)∗ → P ∗i ,
which deletes from each word the symbols not in Pi or not in Σt. For example,
ηblue
(ta〉1〈ta1) = 〉1〈
ηblue
(ta〉1〈ta1) = ta〉1〈ta
Deﬁnition 3.2 A balanced word over Σt with parentheses from Π is a word
w ∈ (Σt ∪ Π)∗ such that ηi(w) ∈ ∆i for all i. The set of balanced words over
(Σt ∪ Π)∗ is denoted WΠ(Σ).
Note that, for each 1 ≤ i ≤ n and w ∈ WΠ(Σ), ηi(w) is a timed regular
expression.
22
Asarin and Dima
We would like to deﬁne the timed semantics of a balanced word by
intersecting the semantics w.r.t. each color, in the following sense:
[|w|] =
⋂
i∈J
∥∥ηi(w)∥∥
Unfortunately this works only when each parenthesis is “next to” a symbol
in Σ. For an expression like t1〈t〉1 this deﬁnition would yield the interval[
1,∞[ for semantics, whereas what we want is the set {2}.
Therefore we need to “pin” each parenthesis to a “virtual” action x ∈ Σt,
take the above deﬁnition and then erase the x symbol from the resulting timed
words.
To this end, we need several word morphisms:
(i) The morphism φx : Σt ∪ Π → Σt ∪ Π ∪ {x} deﬁned by φ(a) = a for all
a = t and φ(t)=xt.
(ii) For each i ∈ J , the extension of the deletion morphism ηi to Σt∪Π∪{x}
which, as before, deletes all parentheses not in Pi. This extension is
denoted ηi too.
The corresponding deﬁnition is then the following:
Deﬁnition 3.3 The semantics of a balanced word w ∈ WΠ(Σ) is the set
‖w‖ = [x → ε]( ⋂
i∈J
[|φ(η(w))|]
Our regular expressions with colored parentheses are classical regular ex-
pressions over Σt ∪ Π, that is, generated by the grammar
E ::= 0 | a | t | 〈i | 〉iI | E + E | E · E | E∗
where a ∈ Σ and 〈i, 〉iI ∈ Pi, for some 1 ≤ i ≤ n. As classical regular
expressions, they have a word semantics in terms of languages over (Σt∪Π)∗:
|a| = {a} |t| = {t}
|0| = ∅ |〈i| = {〈i},
|〉iI | = {〉iI} |E1 + E2| = |E1| ∪ |E2|
|E1 · E2| = |E1| · |E2| |E∗| = |E|∗
Deﬁnition 3.4 A balanced (timed) regular expression with colored paren-
theses in Π is a regular expression with colored parentheses whose word se-
mantics contains only balanced words.
The timed semantics of a balanced regular expression is then the union of
the timed semantics of each balanced word in its (word) semantics:
‖E‖ =
⋃{‖w‖ | w ∈ |E|}
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This deﬁnition already points out the diﬃculty of constructing regular
expressions over Σt ∪ Π that correspond to timed automata: we ﬁrst need
to build classical semantics of regular expressions in order to check whether
all the words in this semantics have balanced parentheses. Only after this
validation we may construct the timed semantics of the given expression.
Thanks to the particular form of timed automata provided by Theorem
2.1, we may prove the following form of the Kleene theorem:
Theorem 3.5 (Kleene theorem for timed automata) The class of timed
languages accepted by timed automata equals the class of timed languages which
are the timed semantics of some balanced regular expression.
Proof. We transform each timed automaton in the special form provided by
Theorem 2.1 into a ﬁnite automaton whose transitions are labeled with words
over Σt ∪Π (such automata are called extended, e.g., in [16]). The rough idea
is very simple: each reset for clock xi is transformed into the parenthesis 〈i,
while each clock check xi ∈ I is transformed into the parenthesis 〉iI . We apply
next the classical Kleene theorem to convert this automaton into a regular
expression over Σt ∪Π. This expression is balanced since the automaton is in
the special form of Theorem 2.1.
The proof of the reverse implication is delayed for the last section as it
relies on results proved below in section 4.
✷
4 Checking regular expressions for balance
In this section we give an algorithm for deciding whether an expression E
over Σt ∪ Π is balanced. The idea is to associate special attributes to each
sub-expression of E. These attributes represent the number of left and right
parentheses of each color which are not balanced. The algorithm computes
recursively these attributes for all the sub-expressions and decides that E is
balanced if and only if all its attributes are zero.
In this section we use the “nonnegative” subtraction (“monus”),
a −˙ b =
{
a− b iﬀ a− b ≥ 0
0 iﬀ a− b < 0
We extend this operation and the addition to sets of naturals, in the straight-
forward manner: given two sets of natural numbers A,B ⊆ N, we put A+B ={
a+ b | a ∈ A, b ∈ B} and A −˙B = {a −˙ b | a ∈ A, b ∈ B}.
Proposition 4.1 Consider the binary operation  on N× N, deﬁned by
(a, b) (c, d) = ((a −˙ d) + c, (d −˙ a) + b)
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(The parentheses are needed as −˙ and + are not “associative” with each other,
like − and + are). Then (N× N, , (0, 0)) is a monoid.
Furthermore, the mapping ϕ : N× N → Z deﬁned by ϕ(a, b) = a− b, is a
monoid morphism to the target monoid (Z,+, 0).
We extend all these operations onto sets of n-tuples of naturals (resp.
integers). As a corollary of Proposition 4.1,
(
N
n × Nn, , (0n,0n)
)
is also a
monoid and the mapping ϕn : N
n × Nn → Zn deﬁned by ϕn(a, b) = a− b is a
monoid morphism.
We also use the “unit” vectors ei = (e
1
i , . . . , e
n
i ) ∈ Nn, given by
eji =
{
1 for j = i
0 for j = i
And ﬁnally, for any set A ⊆ Nn × Nn let
Ak = A . . . A︸ ︷︷ ︸
k times
We proceed now to our construction of attributes: we ﬁrst associate, to
each word w ∈ (Σt ∪ Π)∗, two naturals l(w) and r(w) which, intuitively, give
the number of left, resp. right parentheses which are not balanced in w. The
formal deﬁnition proceeds by induction on the length of the word:
l(ε) = r(ε) = 0n, l(wξ) = l(w), r(ξw) = r(w), ∀ξ ∈ Σt
l(w〈i) = l(w) + ei, r(〈iw) = r(w) −˙ ei
l(w〉iI) = l(w) −˙ ei, r(〉iIw) = r(w) + ei
Together, l and r deﬁne a mapping from (Σt ∪ Π)∗ to N × N, denoted in
the sequel by lr:
lr(w) =
(
l(w), r(w)
)
Proposition 4.2 lr : (Σt∪Π)∗ → N×N is a monoid morphism, i.e. lr(w1w2) =
lr(w1) lr(w2).
Remark 4.3 w is a balanced word iﬀ l(w) = r(w) = 0. Or, in other words,
the set of balanced words is the kernel of the morphism lr, that is, lr−1(0, 0).
The next step is to extend lr to regular expressions, by the rule
lre(E) =
⋃{
lr(w) | w ∈ |E|}
The following result represents the basis of our technique:
Proposition 4.4 E is a balanced timed regular expression if and only if
lre(E) =
{
(0n,0n)
}
.
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Our ﬁrst aim is to show that lre can be computed by structural induction
on the expression E. The following property paves the way for this approach:
Proposition 4.5 For any regular expressions E,E1, E2 over Σt ∪ Π,
lre(E1 + E2) = lre(E1) ∪ lre(E2)
lre(E1 · E2) = lre(E1) lre(E2)
lre(E
∗) =
⋃
k∈N
lre(E)
k
For example, for P1 =
{
‘〈‘, ‘〉I ‘ | I ⊆ [0,∞[
}
and P2 =
{
‘‘, ‘I ‘ | I ⊆ [0,∞[
}
,
lre
((
tab )∗) = {((0
k
)
,
(
0
0
))∣∣∣∣ k ∈ N
}
(5)
lre
(( ta〉1〈ta1+2ta )∗) =
=
{((
1
0
)
,
(
1
0
))
,
((
0
1
)
,
(
0
1
))
,
((
1
1
)
,
(
1
1
))}
(6)
The results from Propositions 4.4 and 4.5 is not suﬃcient for deciding
whether an expression E is balanced. The reason is that star might generate
inﬁnite sets of tuples of naturals – as we can see in example (5) above. We
need therefore a diﬀerent technique to check expressions for balance.
Let us make ﬁrst the following observation: whenever A ⊆ N × N is an
inﬁnite set, for any set B ⊆ N × N, A  B will be an inﬁnite set. This
means that, in our inductive calculus on the structure of a regular expression,
whenever we obtain an inﬁnite lre(E
′) for some subexpression E ′ of E, we
should halt the computation and decide that the whole expression is non-
balanced. Therefore, it only remains to ﬁnd out when does lre(E
∗) consist of
an inﬁnite set. But we may halt even earlier, as we will show intuitively in
the sequel.
Note, from example (6) above, that, when in an expression E the diﬀerence
between the left and the right parentheses of a certain kind is not zero, then
lre(E
∗) will be an inﬁnite set. On the contrary, whenever lre(E) contains
only tuples which give the same diﬀerence between left and right parentheses,
lre(E
∗) is ﬁnite.
Consider then, for each expression E, the set
ϕe(E) =
{
l(w)− r(w) | w ∈ |E|} = {a− b | (a, b) ∈ lre(E)}
which holds the set of diﬀerences between lest and right parentheses in the
words generated by E.
Observe then that, if, for some expression E1, card(ϕe(E1)) ≥ 2, then for
any expression E2 which contains E1 as a subexpression, card(lre(E2)) ≥ 2
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and therefore E2 cannot be balanced. That is, we may halt our algorithm as
soon as we obtain card(ϕe(E
′)) ≥ 2 for some subexpression E ′.
The rest of this section gives the formalization of these observations.
Recall that a Kleene algebra [8] is an algebra
(
A,∪, ·, ∗, ∅, {e}) that ver-
iﬁes all the equations valid in the structure
(P(Σ∗),∪, ·, ∗, ∅, {ε}). Further-
more, remind that each monoid (M, e, ·) naturally generates a Kleene algebra(P(M),∪, ·, ∗, ∅, {ε}), by putting, for each S ⊆M ,
S∗ =
⋃
n∈N
(
S · . . . · S︸ ︷︷ ︸
n times
)
Therefore, the monoid
(
N
n × Nn, , (0n,0n)
)
generates a Kleene algebra,
in which the star is denoted :
A = {(0n,0n)} ∪
⋃
k∈N
Ak
Furthermore, the monoid (Zn,+,0n) generates, on its turn, a Kleene alge-
bra, in which
A∗ = {0n} ∪
⋃
k∈N
(
A+ . . .+ A︸ ︷︷ ︸
k times
)
Proposition 4.6 (i) Consider the monoid morphism ϕn : N
n × Nn → Zn
deﬁned in Proposition 4.1. Then, for any A ⊆ Zn, card(ϕ−1n (A)) ≥
card(A).
(ii) ϕn can be lifted to a Kleene algebra morphism – which we denote ϕn too.
It is the morphism ϕn : P(Nn×Nn)→ P(Z) deﬁned by ϕn(A) =
{
ϕn(a) |
a ∈ A}.
(iii) For any two sets A,B ⊆ Zn,
card(A+B) ≥ card(A) + card(B) and card(A∗) ≥ card(A).
(iv) For any ﬁnite set A ⊆ Nn×Nn, card(ϕn(A)) <∞ if and only if ϕn(A) =
{0n}, and in this case we have
A = {02n} ∪
⋃
k≤n
Ak
As a corollary, A is ﬁnite.
Proof. We will only prove the last property. The left-to-right implication is
straightforward, since ϕn(A) = {0n} implies that, for any a ∈ ϕn(A), ka =
(ka1, . . . kan) ∈ ϕn(A). For the reverse implication, suppose ϕn(A) = {0n}.
Hence, for any (a, a′) ∈ A, a = a′.
Let us observe that, for any a, b ∈ Nn,(
a, a
) (b, b) = (c, c) where ∀i ∈ [n], ci = max (ai, bi) (7)
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It then follows that
(
a, a
) (b, b) = (b, b) (a, a) (8)(
a, a
) (a, a) = (a, a) (9)
Then, for any c ∈ Ak with k > card(A), we have that
c = c1  c2  . . . ck. (10)
But since A has less than k elements, two cis must be equal – say, ci = cj, for
1 ≤ i < j ≤ k. On the other hand, by identity (8) above, we may rearrange
the decomposition of c from (10) such that ci and cj occur one next to the
other. But then identity (9) assures us that ci cj = ci, hence c is decomposed
into k − 1 elements from A.
It then follows, by induction on k, that c can be decomposed into at most
card(A) elements. But we may show that we can reduce the number of el-
ements in this decomposition to at most n elements due to the identity 7:
consider a decomposition
d = d1  . . . dl with l > n
Then, by means of identity 7, for each 1 ≤ i ≤ n, di = max
{
(dj)i | 1 ≤ j ≤ n
}
.
Therefore we may deﬁne the sequence (ji)i∈[n] such that di = (dji)i for all
i ∈ [n]. But this means that only at most n of the di’s really “participate” in
the decomposition – or, in other words, d = dj1  . . .  djn , fact which ends
our proof. ✷
Proposition 4.7 Suppose card(ϕe(E)) ≥ 2 for some expression E over Σt ∪
Π. If E ′ is a regular expression with colored parentheses which contains E as
a subexpression, then E ′ cannot be balanced.
Proof. It is suﬃcient to prove that, for any regular expression with colored
parentheses E ′ which contains E as a subexpression, card(ϕe(E ′)) ≥ 2 and
card(lre(E
′)) ≥ 2. The result will then follow by means of Remark 4.4.
The proof of these two inequalities runs by straightforward structural in-
duction on E ′, using Proposition 4.6. ✷
By assembling results from Propositions 4.5 and 4.6, we may give the
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following eﬀective variant of the mapping lre:
eﬀ(ξ) =
{
(0n,0n)
}
for all ξ ∈ Σt
eﬀ(〈i) = {(ei,0n)}
eﬀ(〉iI) =
{
(0n, ei)
}
eﬀ(E1 + E2) =


⊥ iﬀ eﬀ(E1) =⊥ or eﬀ(E2) =⊥
⊥ iﬀ ϕn(eﬀ(E1)) = ϕn(eﬀ(E2))
eﬀ(E1) ∪ eﬀ(E2) otherwise
eﬀ(E1 · E2) =


⊥ iﬀ eﬀ(E1) =⊥ or eﬀ(E2) =⊥
⊥ iﬀ card(ϕn(eﬀ(E1) eﬀ(E2))) = 1
eﬀ(E1) eﬀ(E2) otherwise
eﬀ(E∗) =


⊥ iﬀ eﬀ(E) =⊥
⊥ iﬀ ϕn(eﬀ(E)) = {0n}⋃
k≤n eﬀ(E)
k otherwise
Since the recursive deﬁnition above involves only ﬁnite sets, it can be used as
an algorithm to compute eﬀ(E). The relation between eﬀ(E) and lre(E) is
described in the following proposition:
Proposition 4.8 For each regular expression E over Σt ∪ Π,
eﬀ(E) =
{
⊥ iﬀ card(lre(E)) =∞
lre(E) otherwise
The main result of this section is now immediate:
Theorem 4.9 A regular expression E over Σt ∪ Π is balanced iﬀ eﬀ(E) =
{(0n,0n)}.
5 Proof of the inverse inclusion in the Kleene theorem
The idea of this proof is to transform each parenthesis 〈i into a clock reset,
and each parenthesis 〉iI into a clock check. However, the exact identity of
the clock which is reset when encountering 〈i depends on the “nesting” of the
parentheses of color i – that is, for each parenthesis 〈i we need to create several
clocks, as many as the maximal nesting degree of the parentheses of color i.
But we ﬁrst need to prove that this nesting degree has an upper bound.
Deﬁnition 5.1 Given a word w ∈ Σt ∪ Π (non-necessarily balanced), the
maximal nesting degree of parentheses within w is the tuple Mdeg(w) =(
Ml(w),Mr(w)
) ∈ N2n whose components are:
Ml(w)i = max
{
l(w1)i | w = w1w2
}
for each i ∈ [n]
Mr(w)i = max
{
r(w2)i | w = w1w2
}
for each i ∈ [n]
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Given an expression E over Σt ∪ Π, the maximal nesting degree for E is
the tuple Mdeg(E) ∈ N2n whose components are
Mdeg(E)i = max{Mdeg(w)i | w ∈ |E|
}
for each i ∈ [n]
Remark 5.2 If w is balanced then Ml(w) = Mr(w).
Proposition 5.3 For each balanced regular expression E, there exists a tuple
of integers M ∈ N2n such that for each generated word w ∈ |E|, Mdeg(w) ≤
M .
Here, the order is the usual extension of ≤ from the naturals to tuples of
naturals, i.e., for all a, b ∈ N2n, a ≤ b iﬀ ai ≤ bi for all 1 ≤ i ≤ 2n.
Proof. By means of Remark 5.2 we only need to prove the existence of an
n-uple of integers M ⊆ N such that Ml(w) ≤M .
We may compute an upper bound for the maximal nesting degree of left
parentheses in E, inductively on the structure of E, as follows:
M(a) = M(t) = {0n} for all a ∈ Σ
M(〈i) = {ei}, M(〉iI) = {0n}
Then, for each 1 ≤ i ≤ n,
M(E1 + E2)i = max
(
M(E1)i,M(E2)i
)
M(E1 · E2)i = max
((
l(E1)i −˙ r(E2)i
)
+M(E2)i,M(E1)i
)
M(E∗1)i = max
((
l(E1)i −˙ r(E1)i
)
+M(E1)i
)
It is then easy to prove that, for each E ′ subexpression of E, M(E ′) ≥
Ml(E ′). ✷
Proof. [of the Kleene theorem 3.5] Let A = (Q, δ, q0, Qf ) be the ﬁnite
automaton over the alphabet Σt ∪ Π which is equivalent with the expression
E.
We will add in each state q some information regarding the maximal num-
ber of unbalanced left parentheses in words w for which q0
w−→ q in A – denote
it M(q). We then observe that M(q) is always smaller than the above com-
puted M(E) since w is a left factor of an accepted word and therefore its
number of unbalanced left parentheses is smaller than Ml(E) ≤M(E). Hence
the quantity of information we add into states is ﬁnite.
The formalization of this step is the following: consider ﬁrst the set of
states
Q′ = Q× {ψ : [n]→ N | ψ(i) ≤M(E)i}
The function ψ in a tuple (q, ψ) is the additional memory for each state, and
records the number of left parentheses which are unbalanced in any word w
for which q0
w−→ q.
The transitions are the following:
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(i) If q
z−→ q′ ∈ δ for some z ∈ Σt then (q, ψ) z−→ (q′, ψ) ∈ δ′.
(ii) If q
〈i−→ q′ ∈ δ then (q, ψ) 〈
i
−→ (q′, ψ′) ∈ δ′ where ψ′(i) = ψ(i) + 1 and
ψ′(j) = ψ(j) for all j = i.
(iii) If q
〉iI−→ q′ ∈ δ then (q, ψ) 〉
i
I−→ (q′, ψ′) ∈ δ′ where ψ′(i) = ψ(i) − 1 and
ψ′(j) = ψ(j) for all j = i.
Observe that we employ “minus” rather than “monus” in the last type
of transitions. The reason is that we cannot arrive in a state q with a word
containing more right parentheses than left parentheses for a certain color,
since otherwise our expression would not be balanced.
Denote also ψ0 the identically null function ψ0(i) = 0 for all i ∈ [n]. The
resulting automaton is then A′ = (Q′′, δ′, (q0, ψ0), Qf ×{ψ0}) where Q′′ is the
reachable part of Q′. The fact that, for each i ∈ [n], M(E)i is an upper bound
for the maximal nesting degree for color i implies that the languages of A and
A′ are equal.
Finally, we transform the automaton A′ into a timed automaton by replac-
ing each left parenthesis with a reset of some clock and each right parenthesis
with a clock check. The number of clocks that correspond to color i is bounded
by M(E)i, and the idea is that, if we are in state (q, ψ) and must do a 〈i tran-
sition in A′, we reset then the (ψ(i) + 1)–th clock for color i. We will also
need a supplementary clock for imposing that no time elapses between two
non-t-transitions.
Formally, the resulting timed automaton A has Q′′ as its state set, and the
following set of clocks:
X = {xij | i ∈ [n], j ∈ [M(E)i]} ∪ {y}
Its transitions are the following:
(i) If (q, ψ)
a−→ (q′, ψ) ∈ δ′ then (q, ψ) a,y=0?,y:=0−−−−−−−→ (q′, ψ) ∈ δ.
(ii) If (q, ψ)
t−→ (q′, ψ) ∈ δ then (q, ψ) ε,y:=0−−−→ (q′, ψ) ∈ δ.
(iii) If (q, ψ)
〈i−→ (q′, ψ′) ∈ δ then (q, ψ)
ε, y=0?,y:=0,xi
ψ′(i):=0−−−−−−−−−−−−→ (q′, ψ′) ∈ δ.
(iv) If (q, ψ)
〉iI−→ (q′, ψ′) ∈ δ then (q, ψ)
ε, (xi
ψ′(i)∈I)∧(y=0)?,y:=0−−−−−−−−−−−−−−→ (q′, ψ′) ∈ δ.
The sets of initial and ﬁnal states are the same as in A′. ✷
6 Conclusion
The main contribution of this paper is a new class of regular expressions
capable to describe all timed regular languages. This formalism, unlike its
predecessors, does not use strange operations nor explicit clocks in the ex-
pressions, at the price of having a two-stage non-compositional semantics.
The problem of practical methods to specify timed behaviors, which could be
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based on existing or new formalisms, needs further investigation (see [15] for
a preliminary discussion).
Another (more technical) contribution of this paper is theorem 2.1 based
on a convexity-based “normalization” of timed automata. We have found this
transformation very useful. A similar transformation has been applied directly
to expressions in [4].
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