Abstract In this note we establish some appropriate conditions for stochastic equality of two random variables/vectors which are ordered with respect to convex ordering or with respect to supermodular ordering. Multivariate extensions of this result are also considered.
For more details about comonotonicity, stochastic orders and their applications, we refer the reader, e.g., to Joe (1997) , Shaked and Shanthikumar (2007) and Denuit et al. (2005) .
Cheung (2010) proved the following theorems giving sufficient conditions for stochastic equality of two random variables when these are known to be stochastically ordered. 
In particular, 
In particular,
function g: g is continuously differentiable and strictly concave (or strictly convex). We remark that there is a very minor gap in the proof to Theorems 7 and 8 in Cheung et al. (2015) . Our aim in this paper is to fill this gap and obtain more general sufficient conditions for stochastic equality of two random variables/vectors which are ordered with respect to the partial orders.
The rest of the paper is organized as follows. We review some basic definitions and notations such as convex and concave functions in Section 2. In Section 3 we characterize comonotonicity by distortion risk measures, and in Section 4 we characterize comonotonicity through expected utility. Finally, in Section 5 the multivariate extensions are considered.
Some results for convex and concave functions
Throughout the paper, we will use the notion I to denote a nondegenerate interval of the real line. In this section, we present several concepts and results that will be used throughout the paper.
for all points x and y in I and all λ ∈ [0, 1]. It is called strictly convex if the inequality (2.1) holds strictly whenever x and y are distinct points and λ ∈ [0, 1]. If -f is convex (respectively, strictly convex) then we say that f is concave (respectively, strictly concave).
Here are several elementary examples of convex functions of one variable:
• functions convex on the whole axis: x 2r , r being positive integer; e tx , t = 0; (x − a) 2 , a ∈ R.
• functions convex on the nonnegative ray: x r , r ≥ 1; −x r , 0 ≤ r ≤ 1; x ln x.
• functions convex on the positive ray: x −r , r > 0; − ln x.
The following lemma is the result on the smoothness of convex functions, which can be found in Niculescu and Persson (2006, P. 21).
Lemma 2.1. Let f : I → R be a convex function. Then f is continuous on the interior int(I) of I and has finite left and right derivatives at each point of int(I). Moreover,x < y in int(I) implies 3 Convex order, expected utility and comonotonicity Definition 2.1 Let two measures P and Q be defined on the same space. Q is called absolutely continuous with respect to P , written as Q ≪ P , if Q(A) = 0 whenever P (A) = 0 for any measurable set A. P and Q are called equivalent if Q ≪ P and P ≪ Q. 
By switching from u to −u, yields that 
Proof of Theorem 3.1. We prove the theorem for the case where u is increasing convex function only, the rest cases can be handled in a similar way as the proof to Theorem 6 in Cheung (2010). Notice that the convex order relation
. As in the step 1 of the proof to Theorem 6 in Cheung (2010), the
for γ-almost all t ≤ 0, and hence E(Y 2 − t) + = E(Y 1 − t) + for λ-almost all t > 0 and , is defined as
provided at least one of the to integrals above is finite. If X a non-negative random variable, then ρ g reduces to
In 
where
is the dual distortion of g.
Obviously,ḡ = g, g is left continuous if and only ifḡ is right continuous; g is concave if
and only ifḡ is convex. 
Proof The distortion measure with concave distortion function g can be expressed
by the weighted TVaR. In fact, note that φ(q) = g
where dµ(w) = (1 − w)dν(w).
It can be shown that µ is a probability measure. In fact,
all p ∈ (0, 1). As in Cheung et al. (2015) we have
, for ν-almost all p ∈ (0, 1), and hence 
which implies EY 1 = EY 2 and
Multivariate extensions
As in Cheung et al. (2015) we use the notions X and Y to denote the n-vectors
respectively. The sums of their components are denoted by S X and S Y , respectively:
Definition 5.1 A function f : R n → R is said to be supermodular if for any X, Y ∈ R n it satisfies
where the operators ∨ and ∧ denote coordinatewise minimum and maximum, respectively.
X is said to be smaller in the supermodular order that Y , notation X ≤ SM Y , if Ef (X) ≤ Ef (Y ) holds for all supermodular functions f : R n → R for which the expectations exist.
Parallel to the Theorems 13 and 14 in Cheung et al. (2015), we have the following two theorems under weaker conditions on u and g. 
