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NOTES ON FREE PROBABILITY THEORY
DIMITRI SHLYAKHTENKO.
These notes are from a 4-lecture mini-course taught by the
author at the conference on von Neumann algebras as part of
the “Géométrie non commutative en mathématiques et physique”
month at CIRM.
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NOTES ON FREE PROBABILITY THEORY 2
LECTURE 1. FREE INDEPENDENCE AND FREE HARMONIC
ANALYSIS.
Free probability theory was developed by Voiculescu as a way
to deal with von Neumann algebras of free groups. In addition
to the view of von Neumann algebras as “non-commutative mea-
sure spaces”, which was already presented in this conference,
free probability theory considers von Neumann algebras as “non-
commutative probability spaces”.
There are by now several standard references on free probabil-
ity theory, of which we mention two: [VDN92, Voi00].
1.1. Probability spaces. Recall that a classical probability
space is a measure space (X,B, µ). Here B is a sigma-algebra
of subsets of X, and µ is a measure, which is a probability mea-
sure, i.e. µ(X) = 1. One thinks of X as a set of events and for
Y ∈ B, the measure µ(Y ) is a probability of an event occurring in
the set Y .
1.1.1. Random variables; laws. An alternative point of view on
probability theory involves considering random variables, i.e.,
measurable functions f : X → C. One can think of a random
variable as a measurement, which assigns to each event x ∈ X a
value f(x). Note that the probability of the value of f lying in a
set A ⊂ C is exactly µ(f−1(A)) = (f∗µ)(A). Thus the law of f , µf ,
defined to be the push-forward measure µf = f∗µ on C, measures
the probabilities that f assumes various values.
1.1.2. The expectation E. Let us say that f ∈ L∞(X,µ) is an es-
sentially bounded random variable. Then the integral
E(f) =
∫
f(x)dµ(x)
has the meaning of the expected value of f . For this reason, the
linear functional E : L∞(X,µ) → C given by integration against
µ is called an expectation. We note that E satisfies: E(1) = 1
(normalization), E(f) ≥ 0 if f ≥ 0 (positivity).
Note that the knowledge of (X,B, µ) is equivalent (up to an iso-
morphism and up to null sets) to the knowledge of L∞(X,µ) and
E. Thus the notion of a classical probability space can be phrased
entirely in terms of commutative (von Neumann) algebras.
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1.2. Non-commutative probability spaces. We now play the
usual game of dropping the word “commutative” in a definition:
Definition 1.1. An algebraic non-commutative probability space
is a pair (A, φ) consisting of a unital algebra A and a linear func-
tional φ : A→ C, so that φ(1) = 1.
Thus we think of a ∈ A as a “non-commutative random vari-
able”, φ(a) as its “expected value” and so on. Of course, any classi-
cal probability space is also a non-commutative probability space.
But there are many interesting genuinely non-commutative prob-
ability spaces. For example, if Γ is a discrete group, we could set
A = CΓ (the group algebra) and φ = τΓ (the group trace). Here if
g ∈ Γ ⊂ CΓ, then φ(g) = 0 if g 6= 1 and φ(1) = 1. The same con-
struction works with A replaced by the reduced group C∗-algebra
of Γ, or the von Neumann algebra of Γ.
1.2.1. Positivity. Operator algebras give one a “test” of which al-
gebraic non-commutative spaces “exist in nature”. These are pre-
cisely those non-commutative probability spaces that can be rep-
resented by (possibly unbounded) operators on a Hilbert space H,
so that φ is a linear functional given by a vector-state, φ(a) =
〈h, ah〉 for some h ∈ H. If A is a ∗-algebra, it is not hard to charac-
terize these (via the GNS construction) in terms of the properties
of φ: φ must be positive, i.e., φ(a∗a) ≥ 0 for all a ∈ A.
1.2.2. The law of a random variable. Recall that we assigned to
a classical random variable f its law µf . If A is an algebra of
operators on a Hilbert space H, φ(·) = 〈h, ·h〉 and a ∈ A is self-
adjoint, then the spectral theorem gives us a measure νa on R
valued in the set of projections on H, so that
a =
∫
tdνa(t).
If we let
µa = φ ◦ νa,
then µa is a measure on R. It is not hard to check that if we are
in the classical situation and a ∈ L∞(X,µ), H = L2(X,µ), h = 1,
then this construction gives us precisely the law of a.
1.2.3. Moments. However, if a is not self-adjoint, or if we are deal-
ing with a k-tuple of random variables, there is no description of
the law of a in terms of a measure.
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Fortunately, for f ∈ L∞(X,µ) the moments of f , i.e., the ex-
pected values E(f p), p = 1, 2, . . . are exactly the same as the mo-
ments of the law µf of f . Indeed,
E(f p) =
∫
tpdµf(t)
is exactly the p-th moment of µf . For essentially bounded f , the
moments of µf determine µf .
Thus given a family F of variables a1, . . . , an ∈ A, we say that
an expression of the form φ(ai1 · · ·aip) is the i1, . . . , ip-th moment of
the family F . The collection of all moments can be thought of as
a linear functional µF defined on the algebra of polynomials in n
indeterminates t1, . . . , tn by
µF (p) = φ(p(a1, . . . , an)).
This functional µF is called the joint law, or joint distribution, of
the family F .
1.3. Classical independence.
Definition 1.2. Two random variables f and g in L∞(X,µ) are
called independent, if
E(fngm) = E(fn)E(gm)
for all n,m ≥ 0.
Equivalently, E(FG) = 0 whenever E(F ) = E(G) = 0 and F is
in the algebra W ∗(f) generated by f , while G ∈W ∗(g).
The equality E(fg) = E(f)E(g) is a consequence of the state-
ment that “the probability that the value of f lies in a set A and
the value of g lies in the set B is the product of the probabilities
that the value of f lies in A and the value of g lies in B”, which is
a more familiar way of phrasing independence.
If X = X1×X2 and µ = µ1×µ2, then any functions f, g so that f
depends only on theX1 coordinate and g only on theX2 coordinate
are independent. Note that another way of saying this is that
the random variables f1 ⊗ 1 and 1 ⊗ g1 in L∞(X1, µ1)⊗¯L∞(X2, µ2)
are independent, for any f1 ∈ L∞(X1, µ1) and g1 ∈ L∞(X2, µ2).
Thus independence has to do with the operation of taking tensor
products of probability spaces.
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1.4. Free products of non-commutative probability spaces.
There is “more room” in the non-commutative universe to accom-
modate a different way of combining two non-commutative prob-
ability spaces: free products. Just like the notion of a tensor
product can be used to recover the notion of independence, free
products have led Voiculescu to discover the notion of free inde-
pendence.
1.4.1. Free products of groups. We start with a motivating exam-
ple. Let Γ1 and Γ2 be two discrete groups. View the group algebra
of the free product C(Γ1 ∗ Γ2) as a non-commutative probability
space by letting φ be the group trace; for g ∈ Γ1 ∗ Γ2, φ(g) = 0
unless g = 1.
Let us understand the relative positions of CΓ1 and CΓ2 inside
of the group algebra of the free product C(Γ1 ∗ Γ2). Let w ∈ Γ1 ∗ Γ2
be a word. Thus g = g1 · · · gn with gj ∈ Γi(j). We may carry out
multiplications and cancellations until we reduce the word so that
consequent letters lie in different groups; i.e., i(1) 6= i(2), i(2) 6=
i(3) and so on. The resulting word is non-trivial if all g1, . . . , gn are
non-trivial. Thus:
φ(g1 · · · gn) = 0
provided that gj ∈ Γi(j), i(1) 6= i(2), i(2) 6= i(3), . . ., and φ(g1) =
φ(g2) = . . . = 0.
By linearity we get:
Proposition 1.3. if a ∈ C(Γ1 ∗ Γ2) has the form
a = a1 · · ·an,
with aj ∈ CΓi(j), i(1) 6= i(2), i(2) 6= i(3), . . ., and φ(a1) = φ(a2) =
. . . = 0, then
φ(a) = 0.
We now note that this proposition allows one to compute φ on
C(Γ1 ∗ Γ2) = CΓ1 ∗ CΓ2 in terms of its restriction to CΓ1 and CΓ2.
Indeed, an arbitrary element of CΓ1 ∗CΓ2 is a linear combination
of 1 and of terms of the form
a1 · · ·an, aj ∈ CΓi(j), i(1) 6= i(2), i(2) 6= i(3), . . . .
But then the equation
0 = φ((a1 − φ(a1))(a2 − φ(a2)) · · · (an − φ(an)))
allows one to express φ(a1 · · ·an) in terms of values of φ on shorter
words. By induction, this allows one to express φ in terms of φ|CΓ1
and φ|CΓ2.
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1.4.2. Free products of algebras. Such an expression is universal
and works in any free product of two algebras (not necessarily of
group algebras). We thus say:
Definition 1.4. [Voi85] Let (A1, φ1) and (A2, φ2) be two non-
commutative probability spaces. We call the unique linear func-
tional φ on A1 ∗ A2 which satisfies
φ(a1 · · ·an) = 0, aj ∈ Ai(j), i(1) 6= i(2), i(2) 6= i(3), . . . ,
φi(j)(aj) = 0, ∀j
the free product of φ1 and φ2. It is denoted φ1 ∗ φ2.
One can check that the free product of two positive linear func-
tionals is positive (to do so it is the easiest to make sense of the
product of the underlying GNS representations). Thus one can
talk about (reduced) free products of C∗-algebras or von Neumann
algebras by passing to the appropriate closure in the GNS repre-
sentation associated to the free product functional.
1.4.3. Free independence. By analogy with the relationship be-
tween classical independence and tensor products, Voiculescu
gave the following definition:
Definition 1.5. [Voi85] Let F1, F2 ⊂ (A, φ) be two families of non-
commutative random variables. We say that F1 and F2 are freely
independent, if
φ(a1 · · ·an) = 0
whenever aj ∈ Alg(1, Fi(j)), i(1) 6= i(2), i(2) 6= i(3), . . ., and φ(a1) =
φ(a2) = . . . = 0.
Here Alg(S) denote the algebra generated by a set S.
We should point out a certain similarity between this definition
and the classical independence, where the requirement was that
E(FG) = 0 if E(F ) = E(G) = 0.
1.5. Free Fock space. We give an example of freely indepen-
dent random variables that does not come from groups.
1.5.1. Free Fock space. Let H be a Hilbert space, Ω be a vector,
and let
F (H) = CΩ⊕H ⊕H ⊗H ⊕ · · ·
be the Hilbert space direct sum of the tensor powers ofH (the one-
dimensional space CΩ is thought of as the zeroth tensor power of
H). This space is called the free (or full) Fock space, by analogy
NOTES ON FREE PROBABILITY THEORY 7
with the symmetric and anti-symmetric Fock spaces (where the
symmetric or anti-symmetric tensor product is used instead).
1.5.2. Free creation operators. For h ∈ H consider the left cre-
ation operator
ℓ(h) : F (H)→ F (H)
given by
ℓ(h)h1 ⊗ · · · ⊗ hn = h⊗ h1 ⊗ · · · ⊗ hn
(here h⊗ Ω = h by convention). Then ℓ(h)∗ exists and is given by
ℓ(h)∗h1 ⊗ · · · ⊗ hn = 〈h, h1〉h2 ⊗ · · · ⊗ hn
and ℓ(h)∗Ω = 0. The operator ℓ(h)∗ is also called the annihilation
operator.
These operators satisfy
ℓ∗(h)ℓ(g) = 〈h, g〉1.
In particular, the map
h 7→ ℓ(h)
is a linear isometry between H (with its Hilbert space norm) and
the closed linear span of {ℓ(h) : h ∈ H}, taken with the operator
norm.
1.5.3. Relation with non-crossing diagrams. Let h1, . . . , hn ∈ H be
an orthonormal family. Let ℓj = ℓ(hj). Thus ℓ∗i ℓj = δij1.
The joint distribution of the family {ℓ1, ℓ∗1, . . . , ℓn, ℓ∗n} (also
known as the ∗-distribution of {ℓ1, . . . , ℓn}) has a nice combina-
torial description.
Suppose that we are interested in
φ(ℓ
g(1)
i(1) · · · ℓg(k)i(k) ),
where i(j) ∈ {1, . . . , n} and g(j) ∈ {·, ∗}, j = 1, . . . , k (by ℓgj we mean
ℓ∗j if g = ∗ and ℓj if g = ·).
Mark k points on the x-axis in half-plane {(x, y) : y ≥ 0} at
positions (1, 0), . . . , (k, 0), and color them by n colors, so that the
j-th point point is colored with the i(j)-th color. Attach to the j-th
point the line segment from (j, 0) to (j, 1). Orient this segment
upwards (towards infinity) if g(j) = · and orient it downwards
(toward the x-axis) if g(j) = ∗. Color the segment the same way
as the j-th point, from which it is drawn.
Then there exists at most one way of drawing a diagram so that:
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◦ The upper end of every segment is connected to the upper
end of exactly one other segment, and all segments con-
nected together have the same color;
◦ Orient each line connecting two segments counter-
clockwise. Then the orientation of the line is compatible
with the orientation of the segments;
◦ The lines do not cross.
It is not hard to prove that φ(ℓg(1)i(1) · · · ℓg(k)i(k) ) = 1 iff such a diagram
exists, while φ(ℓg(1)i(1) · · · ℓg(k)i(k) ) = 0 otherwise.
1.5.4. Moments of ℓ1+ℓ∗1. Utilizing this description one can prove,
for example, that
φ((ℓ1 + ℓ
∗
1)
k) = Ck,
where Ck is the number of non-crossing pairings between the inte-
gers {1, . . . , k}. Recall that a pairing of {1, . . . , k} is an equivalent
relation on this set, so that each equivalence class has exactly two
elements. Non-crossing pairings are ones for which one can draw
lines above the real axis R ⊃ {1, . . . , k}, connecting the equivalent
classes of the pairings, and having no intersections (more gener-
ally, one can in a similar way define non-crossing partitions of the
set {1, . . . , k}). We shall later see that the moments ofX = (ℓ1+ℓ∗1)
are related to the semicircle law.
Non-crossing diagrams and non-crossing partitions have a very
deep connection with free probability; this connection is beyond
the scope of these notes (see e.g. [Spe98]). We will point out later,
however, how this connection explains the relationship between
freeness and large random matrices.
1.5.5. Free independence. Let A = C∗(ℓ(h) : h ∈ H) and let φ :
A→ C be given by
φ(a) = 〈Ω, aΩ〉.
The C∗-algebra A is an extension of the Cuntz algebra On, n =
dimH if n <∞ and is isomorphic to O∞ if dimH =∞.
It is not hard to prove that if H1 ⊥ H2 are two subspaces of H,
then the algebras
C∗(ℓ(h) : h ∈ H1) and C∗(ℓ(h) : h ∈ H2)
are freely independent in (A, φ).
1.6. Free Central Limit Theorem.
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1.6.1. Convergence in moments. We say that a sequence Xn of
random variables converges in moments to the law a random vari-
able X, if µXn → µX in moments; that is to say, for any p ≥ 0,
E(Xpn)→ E(Xp).
This definition makes sense verbatim (with the replacement of E
by φ) in the setting of a non-commutative probability space.
1.6.2. Classical CLT. Let X1, . . . , Xn, . . . be independent random
variables, so that for all j, E(Xj) = 0, E(X2j ) = 1, and so that
for any p ≥ 0, supnE(Xpn) ≤ Cp for some constants Cp < ∞. The
classical central limit theorem states:
Theorem 1.6. Let
Yn =
1√
n
(X1 + · · ·+Xn).
Then the laws of the random variables Yn converge in moments to
the Gaussian law µGauss given by
dµGauss(t) =
1√
2π
exp(−t2/2)dt.
The main tool used in the proof of this theorem is the fact that
if Z1 and Z2 are independent random variables, then the law of
their sum is given by a convolution formula:
µZ1+Z2 = µZ1 ∗ µZ2 .
One then utilizes the fact that the Fourier transform ·ˆ satisfies
µ̂ ∗ ν = µˆ · νˆ.
Thus if we write Lµ = log µˆ, then
LµZ1+Z2 = LµZ1 + LµZ2 .
Using this one can compute LµYn and argue that it is quadratic
in t. This implies that µYn converge in moments to a measure
whose Fourier transform is proportional to exp(−t2/2)dt, so that
µYn → µGauss.
1.6.3. Free CLT. Amazingly, the statement of the free central
limit theorem is essentially the same as that of the classical one.
The only difference is the replacement of the requirement of in-
dependence by that of free independence. This is only a single
example of a surprising number of parallels between the behav-
ior of independent and freely independent random variables.
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Let X1, . . . , Xn, . . . be freely independent random variables, so
that for all j, φ(Xj) = 0, φ(X2j ) = 1, and so that for any p ≥ 0,
supn φ(|Xpn|) ≤ Cp for some constantsCp <∞. The classical central
limit then states:
Theorem 1.7. [Voi85] Let
Yn =
1√
n
(X1 + · · ·+Xn).
Then the laws of the random variables Yn converge in moments to
the Gaussian law µsemicirc given by
dµsemicirc(t) =
1
2π
√
4− t2dt.
We will postpone the proof of this theorem until we get to talk
about the R-transform. For now let us just note that we need a
tool to compute the distribution of Z1 + Z2 in terms of the distri-
butions of Z1 and Z2 if Z1 and Z2 are freely independent.
1.7. Free Harmonic Analysis. The corresponding classical
problem was involved computing the convolution of two measures
via the Fourier transform.
1.7.1. Free additive convolution. By analogy with the classical
situation, Voiculescu gave the following definition:
Definition 1.8. [Voi85] Let µ1 and µ2 be two probability measures
on R. We define their free additive convolution µ1 ⊞ µ2 to be the
law of the random variable Z1 + Z2, where Z1 and Z2 are freely
independent, and µZj = µj, j = 1, 2.
Since Z1, Z2 are free in (A, φ), the freeness condition determines
the restriction of φ to Alg(Z1, Z2) in terms of the restrictions of φ
to Alg(Zj), j = 1, 2. Thus the joint distribution of Z1 and Z2 de-
pends only on µZ1 and µZ2. Thus the distribution of Z1+Z2 (which
depends only on the joint distribution of Z1 and Z2) depends only
on µZ1 = µ1 and µZ2 = µ2. It follows that µ1 ⊞ µ2 is well-defined.
Note that ⊞ is an operation on the space of probability mea-
sures on R.
Example 1.9. Let µ be a probability measure and let δx be the
point mass at x. Then µ ⊞ δx = µx, the translate of µ by x. In
particular, µ⊞ δx is the same as the classical convolution µ ∗ δx.
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1.7.2. R-transform. There is a free analog of the logarithm of the
Fourier transform, which linearizes free additive convolution.
Let µ be a probability measure on R, and let
Gµ(ζ) =
∫
R
dµ(t)
ζ − t , ℑζ > 0
be a function defined in the upper half-plane. This function is
sometimes callled the Cauchy transform of µ.
If µ has moments of all orders (e.g., if it is compactly supported),
Gµ is a power series in 1/ζ , and we have
Gµ(ζ) =
1
ζ
∑
p≥0
µpζ
−p,
where
µp =
∫
R
tpdµ(t)
are the moments of µ. Thus Gµ is the generating function for the
moments of µ.
Define Rµ(z) by the equation
Gµ
(
1
z
+Rµ(z)
)
= z.
It turns out that Rµ(z) is analytic in a certain region in C; how-
ever, one can simply understand it as a formal power series in z
and regard the equation above as an equation involving composi-
tion of formal power series.
Voiculescu proved the following linearization theorem, which
shows that the map µ 7→ Rµ is a free analog of the logarithm of
the Fourier transform.
Theorem 1.10. [Voi85] Let Rµ(z) =
∑
n≥0 αn+1z
n be the R-
transform of µ. Then:
(a) αn is a universal polynomial expression in the first n moments
of µ;
(b) Rµ(z) = z if and only if µ = µsemicirc; i.e., dµ(t) =
1
2π
√
4− t2dt;
(c) Rµ1⊞µ2(z) = Rµ1(z) +Rµ2(z);
(d) If Y has law µ and λ ∈ R, then RµλY (z) = λRµ(λz).
1.7.3. Proof of additivity of R-transform. We will sketch a proof
of (a), (b) and (c). We start with a Lemma.
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Lemma 1.11. Let X ∈ (M,ψ) be a non-commutative random vari-
able. Fix h ∈ C, ‖h‖ = 1. For a sequence of numbers a1, a2, . . ., let
YN = Y
{aj}∞j=1
N = ℓ
∗
1 +
N∑
j=0
aj+1ℓ
j
1 ∈ (C∗(ℓ(C)), φ)
acting on the full Fock space F (C). Then there exists a unique
sequence of numbers a1, a2, . . . ,, so that for each N ,
ψ(Xj) = φ(Y jN), ∀0 ≤ j ≤ N + 1.
Moreover, each ak+1 is a polynomial in {ψ(Xj), 0 ≤ j ≤ k + 1}, and
this polynomial is universal, and does not depend on X.
The proof is based on an inductive argument and the combina-
torial formula for moments of free creation operators.
1.7.4. Combinatorial definition of R-transform. Given X, let
a1, a2, . . . be as in the Lemma above. Consider the formal power
series
Rµ(z) =
∑
n≥0
an+1z
n.
For now we’ll consider Rµ given by this new definition, and call it
the “combinatorial R-transform”. We shall later prove that Rµ(z)
satisfies our old analytic definition in terms of Gµ given above; in
particular, it will follow that αn = an.
1.7.5. Additivity of combinatorial R-transform.
Proposition 1.12. Rµ1⊞µ2 = Rµ1 +Rµ2 .
Proof. Let ℓ1, ℓ2 be two free creation operators on the free Fock
space F (C2), associated to a pair of orthonormal vectors.
Given µ1 and µ2, let
Y1(n) = ℓ
∗
1 +
∑
k≤n
ak+1ℓ
k
1, Y2(n) = ℓ
∗
2 +
∑
k≤n
bk+1ℓ
k
2
be random variables in C∗(ℓ1), C∗(ℓ2), respectively, so that their
first n moments are the same as the first n moments of µ1 and µ2,
respectively.
Since C∗(ℓ1) and C∗(ℓ2) are freely independent, Y1(n) and Y2(n)
are freely independent. Since moments of order up to n of Y1(n) +
Y2(n) depend only on the moments of order up to n of Y1(n) and
Y2(n), we see that the moments of order up to n of µ1 ⊞ µ2 and
Y1(n) + Y2(n) are the same.
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We leave to the reader the combinatorial exercise to check that
the moments of Y1(n) + Y2(n) are the same as the moments of
Y3(n) = ℓ
∗
3 +
∑
(ak+1 + bk+1)ℓ
k
3.
By the uniqueness statement in Lemma 1.11, it follows that
Rµ1⊞µ2 = Rµ1 +Rµ2 as claimed. 
1.7.6. Analytic and combinatorial R-transforms are the same. It
now remains to prove that the combinatorial R-transform Rµ(z) =∑
an+1z
n satisfies the formula relating it to the Cauchy transform
Gµ (and so αn = an). The proof of the following proposition is due
to Haagerup [Haa97].
Proposition 1.13. Let Kµ(z) =
1
z
+ Rµ(z) = z
−1 +
∑
ak+1z
k. With
the above notation, one has
Gµ(Kµ(z)) = z
and
Kµ(Gµ(ζ)) = ζ,
both equalities interpreted in terms of composition of formal power
series.
Proof. Let ℓ be a free creation operator corresponding to a unit
vector e, and acting on the full Fock space F (C). Let x = ℓ∗ + f(ℓ),
where f is a polynomial with real coefficients. Thus by definition,
Rµx(z) = f(z).
For z ∈ C with |z| < 1, consider the vector
ωz = (1− zℓ)−1Ω = Ω +
∞∑
n=1
zne⊗n.
Then
ℓωz =
∞∑
n=0
zne⊗(n+1) =
1
z
(ωz − Ω), 0 < |z| < 1.
Similarly,
ℓ∗ωz =
∞∑
n=1
zne⊗(n−1) = zωz , |z| < 1.
Thus ωz is an eigenvector for ℓ∗ with eigenvalue z. Hence
x∗ωz = (ℓ+ f(ℓ∗))ωz = ℓωz + f(z)ωz
=
1
z
(ωz − Ω) + f(z)ωz
= (
1
z
+ f(z))ωz − 1
z
Ω, 0 < |z| < 1.
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It follows that
1
z
Ω =
((
1
z
+ f(z)
)
1− x∗
)
ωz.
Now choose 0 < δ < 1, so that
((
1
z
+ f(z)
)
1− x∗) is invertible for
0 < |z| < δ. This is possible, since limz→0
∣∣1
z
+ f(z)
∣∣ =∞ (since f(z)
is a polynomial). Hence((
1
z
+ f(z)
)
1− x∗
)−1
Ω = zωz ;
thus
φ
(((
1
z
+ f(z)
)
1− x∗
)−1)
=
〈((
1
z
+ f(z)
)
1− x∗
)−1
Ω,Ω
〉
= z〈ωz,Ω〉 = z.
Since by definition of Gµ,
Gµ(λ) = φ
(
(λ1− x)−1) = φ ((λ¯1− x∗)−1).
Since all of the coefficients of the power series Gµ(λ) are real, we
get that
Gµ(λ) = Gµ(λ¯),
so that
Gµ(λ¯) = φ
(
(λ¯1− x∗)−1) .
We now substitute λ¯ = 1
z
+ f(z) to get
Gµ
((
1
z
+ f(z)
))
= z.
We also see that G is invertible with respect to composition on
some neighborhood. Applying its inverse to both sides, and re-
membering that f(z) = Rµ(z), we get that
Kµ(z) = Rµ(z) +
1
z
= G−1µ (z)
as claimed.
This concludes the proof in the case that Rµ is a polynomial;
the general statement can be deduced from this partial case by
taking limits. 
We have thus proved (a) and (c) of Theorem 1.10.
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1.7.7. Semicircular variables. Let us prove (b). Assume that
Rµ(z) = z. Then Kµ(z) = 1z + z and
1
Gµ(ζ)
+Gµ(ζ) = ζ.
Solving this gives
Gµ(ζ) =
ζ −
√
ζ2 − 4
2
.
One can recover µ from Gµ by the formula
dµ(t) = lim
s↓0
1
π
Gµ(t+ is)dt.
Since Gµ(ζ) → 0 as ζ → ∞ (as is apparent from the integral for-
mula for the Cauchy transform), the branch of the square root
must be chosen so that
√
ζ2 − 4 > 0 for ζ real and large. It follows
that
dµ(t) =
1
2π
√
4− t2dt, t ∈ [−2, 2],
and dµ(t) = 0 outside of this interval.
Note that if Rµ(z) = z, then αj = aj = 0 unless j = 2. It follows
that the variable ℓ1 + ℓ∗1 on the Fock space F (C) has semicircular
distribution.
1.7.8. Proof of free CLT. We are now ready to give a proof of the
free central limit theorem.
Let X1, . . . , Xn, . . . be freely independent random variables sat-
isfying the assumptions of the free central limit theorem, and let
Zn = (X1 + · · ·+Xn),
Yn =
1√
n
(X1 + · · ·+Xn) = 1√
n
Zn.
Let νn be the law of Xn, let µn be the law of Yn and let λn be the
law of Zn. Thus
λn = ν1 ⊞ · · ·⊞ νn
and because of additivity of R-transform,
Rλn(z) = Rν1(z) + · · ·+Rνn(z).
Write Rλn(z) =
∑
p α
(n)
p+1z
p. Since the coefficient of zp in Rνj(z) is
a universal polynomial in the moments up to order p of Xj, and
supj |φ(Xpj )| <∞, it follows that |α(n)p+1| ≤ n ·Kp, whereKp are some
constants independent of n.
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Thus
Rµn(z) =
1√
n
Rλn
(
z√
n
)
=
∑
p
α
(n)
p+1
n
p+1
2
zp.
If p > 1 is fixed, the estimate
|α(n)p+1| ≤ nKp
implies that
α
(n)
p+1
n
p+1
2
→ 0.
If p = 0, the fact that φ(Xn) = 0 so that φ(Yn) = 0 implies that
α
(n)
1 = 0 for all n. Finally, the fact that φ(X
2
n) = 1 implies that
φ(Y 2n ) = 1 and α
(n)
2 = 1 for all n.
We conclude that
Rµn(z) → z
as n → ∞ in the sense of coefficient-wise convergence of formal
power series. Since the p-th moment of µn is a universal polyno-
mial in the first p coefficients of the power series Rµn(z), it follows
that the p-th moment of µn converges to the p-th moment of the
unique measure µ for which Rµ(z) = z. We saw above that this
implies that µ is then the semicircle measure, and so µn → µsemicirc.
1.8. Further topics. We already briefly touched upon the amaz-
ing correspondence between various theorems in the classical and
free context. There are several other instances of this. For exam-
ple, one can consider the free analog of infinite divisibility. A mea-
sure µ is called infinitely divisible if for any n there is a measure
µn so that µ is the n-fold convolution µn ∗ · · · ∗µn. One can say that
µ is freely infinitely divisible if for each n there is a measure µn
so that µ is the n-fold free convolution µn ⊞ · · ·⊞ µn. Remarkably,
there is a one-to-one correspondence between the classically in-
finitely divisible measures and the free ones. A similar situation
occurs when considering stable and freely stable laws.
There is a also a notion ofmultiplicative free convolution, based
on taking products of non-commutative random variables.
The reader is encouraged to consult [Voi00] for more details.
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LECTURE 2. RANDOM MATRICES AND FREE PROBABILITY.
One of the most important advances in free probability the-
ory was Voiculescu’s discovery that free probability theory de-
scribes the asymptotic distribution of certain large random ma-
trices. This has led to a number of applications of free probability
theory, both to spectral computations for random matrices, and
to von Neumann algebras. The latter applications rely on the
somewhat unexpected presence of a “matricial” structure in free
probability theory: if one takes several square arrays of certain
free random variables and creates several matrices out of these
arrays, then the resulting matrices have surprising freeness prop-
erties (for example, the resulting matrices may be freely indepen-
dent).
2.1. Random matrices. A random matrix is a matrix, whose
entries are random variables. One can also think of a random
matrix as a matrix-valued random variable, i.e., as a randomly
chosen matrix. Any Borel function of a random matrix becomes
then a random variable. For example, the eigenvalues of a ran-
dommatrix (being functions of its entries) are themselves random
variables.
2.1.1. Expected distributions. Let XN be a self-adjoint random
matrix of size N × N . We think of XN as a function XN : Σ →
MN(C) on some probability space (Σ, σ). Integration with respect
to σ has the meaning of taking the expected value and will be
denoted by E.
One is frequently interested in the expected proportion of the
eigenvalues of XN that lie in a given interval [a, b]:
ΛN([a, b]) =
1
N
Expected #{eigenvalues of XN in [a, b]}
= E(
1
N
#{eigenvalues of XN(t) in [a, b]})
Let λ1(t), . . . , λN(t) be the eigenvalues of X(t), listed with multi-
plicity, and viewed as random variables. Let
νtN =
1
N
N∑
j=1
δλj(t)
be a random measure associated with this list of eigenvalues (we
say that νtN is random to emphasize that it depends on t, i.e., is a
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measure-valued random variable). Then
ΛN([a, b]) = E(ν
t
N ([a, b]))
is the expected value of νN . Thus if we set
µN = E(ν
t
N)
we obtain that
ΛN([a, b]) = µN([a, b]).
Note that
νtN =
1
n
Tr ◦ σtN ,
where σtN is the spectral measure of XN(t). In other words, ν
t
N
is the distribution of X tN , when viewed as a random variable in
(MN(C),
1
N
Tr). Thus µN is the “expected value of the distribution
of XN”.
2.2. Asymptotics of random matrices. We are mainly inter-
ested in the asymptotics of the expected number of eigenvalues of
a random matrix in a given interval. In other words, we are inter-
ested in studying the asymptotics of the measure µN as N →∞.
It should be mentioned that the eigenvalue distributions of ran-
dom matrices have been studied in several ways. Instead of look-
ing at the expected numbers of eigenvalues, there is also interest
in the behavior of eigenvalue spacing (normalized so that the av-
erage spacing is 1). One is also interested in the behavior of the
largest and smallest eigenvalues (this translates into considering
the expected value of the spectral radius, or the operator norm,
of the matrix XN ). We have already heard in this conference of
the significant progress recently made by Haagerup and Thorb-
jornsen on the latter problem, in the case that XN is an arbitrary
polynomial of a k-tuple of Gaussian random matrices.
2.2.1. Wigner’s theorem for Gaussian random matrices. Let XN
be a self-adjoint random matrix, whose entries are gij, 1 ≤ i, j ≤
N , determined as follows. The variables {gij : i ≤ j} are inde-
pendent; if i < j, then gij is a centered complex Gaussian random
variable of variance 1
N
; if i = j, then gij is a centered real Gauss-
ian random variable of variance 2
N
. Finally, if i > j, gij = gji.
One can think of the random matrix XN as a map
XN : (Σ, σ)→MN (C).
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Here Σ = MN(C) is the space of complex N × N matrices, XN is
the map
A 7→ A+ A
∗
2
,
and σ is the Gaussian measure on Σ given by
dσ(A) = αNe
− 1
N
Tr(A∗A)dA,
for a suitable constant αN .
Let µN be as before the expected value of the distribution ofXN .
Then µN → µsemicirc weakly as N → ∞. This is a very old result,
going back to the work of Wigner in 1950s [Wig55].
It turns out that the semicircle law is fairly universal for ma-
trices with independent identically distributed entries. In fact,
Wigner’s original work involved matrices XN whose entries were
not Gaussian, but random signs.
2.2.2. Voiculescu’s asymptotic freeness results. The semicircular
law also arose in free probability theory as the central limit law.
Voiculescu showed that this is not just a coincidence: families of
certain N ×N random matrices behave as free random variables
in the large N asymptotics.
For each N , let DN be a diagonal matrix; assume that the oper-
ator norms ‖DN‖ are uniformly bounded in N , and assume that
the distribution of DN (as an element of (MN(C), 1NTr)) converges
in moments to a limit measure ν. Let X(1)N , . . . , X
(k)
N be random
matrices described as follows. Let Σ = MN (C)k with the measure
σ given by
dσ(A1, . . . , Ak) = CN,ke
− 1
N
Tr(A∗1A1+···+A∗kAk)dA1 · · · dAk,
for a suitable constant CN,k. Then X
(p)
N is the map
X
(p)
N : (A1, . . . , Ak) 7→
Ap + A
∗
p
2
.
More explicitly, if we denote by g(p)ij the i, j-th entry of X
(p)
N , then
{g(p)ij : 1 ≤ i ≤ j ≤ N, 1 ≤ p ≤ k} form a family of independent
centered Gaussian random variables, so that: g(p)ij is a complex
Gaussian of variance 1
N
if i < j; g(p)ii is real Gaussian of variance
2
N
; and g(p)ij = g
(p)
ji if i > j.
The family (X(1)N , . . . , X
(k)
N ) is sometimes called the Gaussian
Unitary Ensemble (or GUE) because of the obvious invariance of
their joint distribution under conjugation by k unitaries.
NOTES ON FREE PROBABILITY THEORY 20
Let µN be the distribution of the family (DN , X
(1)
N , . . . , X
(k)
N ),
viewed as a linear functional on the space of polynomials in k + 1
indeterminates.
Then Voiculescu proved:
Theorem 2.1. [Voi91] Let (d, x1, . . . , xk) be a family of free random
variables in a non-commutative probability space (A, φ), so that d
has distribution ν, and x1, . . . , xk have semicircular distribution.
Let µ be the distribution of this family, and let µN be the distribu-
tion of (DN , X
(1)
N , . . . , X
(k)
N ) as described above. Then as N → ∞,
µN → µ in moments.
In other words, for any t and any j1, . . . , jt ∈ {1, . . . , k},
n0, . . . , nt ∈ {0, 1, 2, . . .} one has
lim
N→∞
E
(
1
N
Tr(Dn0N X
(j1)
N D
n1
N · · ·X(jt)N DntN )
)
= φ(dn0xj1d
n1 · · ·xjtdnt).
Note that in particular we have that DN and X
(1)
N , . . . , X
(k)
N are
asymptotically free. One also recovers Wigner’s result, since in
particular µ
X
(1)
N
→ µx1, and µx1 is the semicircle law.
2.2.3. Some remarks on the proof. We will not prove this theo-
rem here; see e.g. [VDN92] for a proof. We shall only sketch
the essential combinatorial trick used in the proof and explain its
connection to non-crossing partitions.
We concentrate on the case of a single random matrix XN with
Gaussian entries gij (depending on N).
Consider the value of the moment
1
N
E(Tr(XkN )) =
1
N
∑
i1,...,ik
E(gi1i2gi2i3 · · · gik−1ikgiki1).(2.1)
If k is odd, it is not hard to see that the value of the moment is
zero, so we’ll assume that k is even for the remainder of the proof.
Since gij are Gaussian of variance 1N , E(gi1i2gi2i3 · · · gik−1ikgiki1)
is zero unless the variable gipiq entering in the product “pair up”
with another variable gip′ iq′ entering the product, and ip = iq′ ,
iq = ip′ (so that gipiq = gip′ iq′ ). That is to say, a term in the sum
(2.1) is zero unless for some pairing π of the set {1, . . . , k} with
itself, the indices i1, . . . , ik satisfy the equations
(2.2) is = ir, is+1 = ir−1 if s ∼π r, s 6= r
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(where s+ 1 is understood as the remainder mod n, and s ∼π r iff
s and r are in the same equivalence class of π).
Suppose now that we fix π and ask how large a contribution we
can get from all of the terms that satisfy (2.2) for this given π. The
equations (2.2) can be visualized as follows. Let Ck be the cyclic
graph with k edges, numbered 1 through k. Place i1, . . . , ik on the
vertices of this graph, so that the j-th edge, oriented clockwise,
has vertices ij and ij+1, in that order (j + 1 is again understood
modulo n). In other words, we can think of the map j 7→ ij as a
function on the vertices of Ck.
The pairing π defines an equivalence relation on the set of edges
of Ck: edges r and s are equivalent if r ∼π s. Form the quo-
tient graph Ck/ ∼π by gluing equivalent edges with orientation
reversed. Then (2.2) is equivalent to saying that the function
j 7→ ij descends to a function on the quotient graph Ck/ ∼π. The
total number of such functions is Nv, where v is the number of
vertices of Ck/ ∼π.
Because the variance of gij is E(gijgij) = 1N , we can deduce that
the contribution to the sum (2.1) of those terms that satisfy equa-
tions (2.2) for a given π is at most
1
N
·
(
1
N
)k/2
·Nv.
The first factor 1/N comes from the normalization of the trace; the
term (1/N)k/2 comes from bound on the variance; and the factor
Nv comes from our estimation of the number of indices i1, . . . , ik
satisfying (2.2). It follows that the contribution of all of the terms
that satisfy (2.2) for a given π is negligible (is of order 1/N) if
v < 1 + k
2
.
Recall that Ck has exactly k edges and that k is even. Thus
Ck/ ∼π has exactly k/2 edges. It follows that Ck/ ∼π has 1 + k2
vertices exactly if it is a tree. With a little bit of care, one can
show that (2.1) is then equal to
E(Tr(XkN)) =
∑
π s.t. Ck/∼pi is a tree
1 +O(
1
N
).
On the other hand, we mentioned in §1.5.4 that the k-th moment
of a semicircular element is given by
τ(sk) =
∑
σ∈NC(k)
1,
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where NC(k) stands for the set of non-crossing pairings of
{1, . . . , k}. It is not hard to see that if we interpret a pairing σ
of {1, . . . , k} as a pairing of edges of Ck, it is non-crossing if and
only if Ck/ ∼σ is a tree. This concludes the proof.
2.3. An application to random matrix theory. Keeping the
notations of Theorem 2.1, let YN = DN + X
(1)
N . It is not hard to
work out the limit distribution of YN using free probability tools.
Indeed,
µYN → µd+x1 .
On the other hand, d and x1 are freely independent. Thus
µd+x1 = µd ⊞ µx1 = ν ⊞ µsemicirc.
The computation of the limit distribution of YN can then be car-
ried out using the machinery of R-transform.
2.4. Applications to von Neumann algebras. Let us say that
a non-commutative non-self-adjoint random variable y is circular
if ℜy and ℑy are freely independent and are semicircular.
If X(1)N and X
(2)
N are two GUE random matrices, then X
(1)
N +√−1X(2)N converges in ∗-distribution to a circular variable.
If we start with 2n2 GUE random matrices X(i,j,1)N ,X
(i,j,2)
N , 1 ≤
i, j ≤ n, then we can form a new matrix,
YN = (Y
(ij)
N )
n
i,j=1
of size nN × nN , where Y (ij)N = X(i,j,1)N +
√−1X(i,j,2)N . It is not hard
to see that ℜ 1√
n
YN ,ℑ 1√nYN is a pair of GUE random matrices. We
thus obtain that 1√
n
YN is circular in the limit N → ∞. From this
it is not hard to prove that if xij , 1 ≤ i, j ≤ n are a free circular
family, then the matrix
y =
1√
n
(xij)
n
i,j=1
is again circular. In fact, one can use the asymptotic freeness
result to show that if we let D be the algebra of scalar diagonal
n× n matrices, then d is free from (y, y∗).
This fact underlies the earliest applications of free probability
theory to von Neumann algebras and free group factors. For ex-
ample, one has the following result of Voiculescu [Voi90]:
Theorem 2.2. Let n be an integer, and let t ∈ Q be a rational
number, so that m = 1
t2
(n− 1) + 1 is an integer. Let p ∈ L(F(n)) be
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a projection in the free group factor L(F(n)) associated to the free
group on n generators. Assume that p has trace t. Then
(2.3) pL(F(n))p ∼= L(F(m)).
This theorem has many far-reaching extensions due to Dykema
and Radulescu, see e.g. [Voi90, Dyk95, Dyk93b, Dyk93a, Dyk94,
Ra˘d92, Ra˘d94]. For example, it turns out that it is possible to
define for each t ∈ (1,+∞] a von Neumann algebra L(F(t)), called
an interpolated free group factor, in such a way that L(F(t)) is
the von Neumann algebra on the free group with t generators, if
t is an integer. Moreover, the compression formula (2.3) remains
valid for non-rational traces of p: the result is an interpolated
free group factor with 1
t2
(n− 1) + 1 generators; the same formula
is valid also for non-integer n.
For a II1 factor N , its fundamental group was defined by Mur-
ray and von Neumann to be the set
F (M) = {λ ∈ (0,+∞) : M ∼= pMp for p ∈M a projection of trace λ}.
Radulescu proved that F (L(F(∞))) = (0,+∞) (Voiculescu’s re-
sult quoted above implied that the positive rational numbers
Q+ ⊂ F (L(F(∞)))). In fact, it turns out that there is a dichotomy:
either all interpolated free group factors are the same among each
other (and also are isomorphic to L(F(∞))), and all have (0,+∞)
as their fundamental groups; or L(F(∞)) 6∼= L(F(t)) for finite t,
and F (L(F(t))) = {1} for finite t. It is not known which of the two
alternatives holds.
Further developments of these techniques gave information on
fundamental groups of more general free products of von Neu-
mann algebras and on subfactors of L(F(∞)) (see e.g. [Ra˘d94,
Dyk95, Shl98, Shl99, PS03, SU02, DR00]).
LECTURE 3. FREE ENTROPY VIA MICROSTATES.
Free entropy was introduced and developed by Voiculescu in
a series of papers [Voi93, Voi94, Voi96, Voi97, Voi98b, Voi98a,
Voi99a, Voi99b] as a free probability analogue of the classi-
cal information-theoretic entropy; see also Voiculescu’s survey
[Voi02].
3.1. Definition of free entropy. Voiculescu’s original “mi-
crostates” approach to free entropy followed Boltzman’s definition
of entropy of a macroscopic state.
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3.1.1. Microstates and Macrostates. Assume that the macro-
scopic behavior of a physical system (e.g. gas) is described by sev-
eral macroscopic parameters (e.g., pressure, volume and temper-
ature). Then amacrostate s is a state of the system corresponding
to certain prescribed values of these parameters.
Microscopically, the system is made out of a large number of
smaller systems (e.g., the molecules that make up the gas). On
this microscopic level, the system can be described by amicrostate
s that specifies exactly the states of all of the sub-systems (e.g, the
exact locations and moments of all of the molecules of the gas). If
we fix a macrostate S, there are many microstates s that lead to
the same macroscopic state.
Boltzman’s formula is then that the entropy of S must be given
by
K log#{s : microscopic state s leads to macroscopic state S}
for some constant K.
3.1.2. Matricial microstates. Voiculescu’s idea is to interpret
x1, . . . , xn ∈ (A, φ) as a description of a macroscopic state of a sys-
tem, and as microstates to take the set of all matrices X1, . . . , Xn
of a specific dimension that approximate x1, . . . , xn. More pre-
cisely for x1, . . . , xn in a non-commutative probability space (A, φ),
xj = x
∗
j , let M
sa
k×k be the space of k × k self-adjoint matrices, and
consider the set
Γ(x1, . . . , xn; k, l, ε) =
{
(X1, . . . , Xn) ∈ (Msak×k)n :
for any word w in n letters of length at most l,
| 1
N
Tr(w(X1, . . . , Xn))− φ(w(x1, . . . , xn))| < ε
}
.
In other words, we are considering a weak neighborhood U of the
joint law µx1,...,xndefined by the property that µ
′ ∈ U iff the value
of the law µ′ on all words of length at most l deviates by no more
than ε from that of µx1,...,xn. Next, we consider all self-adjoint k×k
matrices (X1, . . . , Xn) so that
µX1,...,Xn ∈ U.
The set Γ(x1, . . . , xn; k, l, ε) is called the set of (matricial) mi-
crostates for x1, . . . , xn.
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3.1.3. Definition of free entropy. Voiculescu then defined the free
entropy by
χ(x1, . . . , xn) = inf
ε,l
lim sup
k→∞
1
k2
logVolΓ(x1, . . . , xn; k, l, ε) +
n
2
log k,
where Vol refers to the Euclidean volume associated to the stan-
dard identification of Msak×k with R
k2 . We use the convention that
log 0 = −∞.
We should note that χ depends only on the law of x1, . . . , xn
and not on the particular realization of this law. It would be also
appropriate to write χ(µx1,...,xn).
3.1.4. Relation to Connes’ problem. Note that there is no a pri-
ori reason for Γ(x1, . . . , xn; k, l, ε) to be non-empty. Connes has
posed a question in [Con76] of whether every II1 factor can be
embedded into an ultrapower of the hyperfinite II1 factor. It is
not hard to see that his question is equivalent to the question of
whether, given x1, . . . , xn in a von Neumann algebra (A, φ) with φ
a trace, one has that for any ε > 0 and l > 0 there is a k so that
Γ(x1, . . . , xn; k, l, ε) 6= ∅. This question is open even for x1, . . . , xn
elements of the group algebra of an arbitrary discrete group Γ.
3.2. Properties of free entropy. Voiculescu gave an explicit
formula for the free entropy of a single variable x with law µ:
χ(x) =
∫∫
log |s− t|dµ(s)dµ(t) + C
for a certain universal constant C.
Free entropy has a number of nice properties, related to free-
ness and analogous to the properties of classical entropy; we list
a few, due to Voiculescu [Voi94]:
◦ If x1, . . . , xn are free, then χ(x1, . . . , xn) = χ(x1)+ · · ·+χ(xn).
Furthermore, if χ(x1, . . . , xn) = χ(x1) + · · · + χ(xn) 6= −∞,
then x1, . . . , xn are freely independent.
◦ χ(x1, . . . , xn, y1, . . . , ym) ≤ χ(x1, . . . , xn) + χ(y1, . . . , ym).
◦ χ(x1, . . . , xn) is maximal subject to
∑
φ(x2i ) = n
2 iff
x1, . . . , xn is a free semicircular family and each xi satisfies
φ(x2i ) = 1.
◦ If s1, . . . , sn are free semicircular variables, freely indepen-
dent from the family x1, . . . , xn, thenW ∗(x1, . . . , xn) embeds
into the ultrapower of the hyperfinite II1 factor if and only
if χ(x1 +
√
δs1, . . . , xn +
√
δxn) > −∞ for every δ > 0. Thus
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semicircular perturbations (i.e., “free Brownian motion”)
have a regularization effect on free entropy.
To give but one example of the technical difficulties that working
with χ presents, one would be able to prove that
χ(x1, . . . , xn, y1, . . . , ym) = χ(x1, . . . , xn) + χ(y1, . . . , ym)
if (x1, . . . , xn) and (y1, . . . , ym) are free families, provided that one
could argue that the lim sup in the definition of free entropy is a
limit.
3.2.1. Infinitesimal change of variables formula. We end the re-
view of free entropy by mentioning the change of variables for-
mula [Voi94].
Assume that y1, . . . , yn are given as non-commutative power se-
ries in x1, . . . , xn: yj = Fj(x1, . . . , xn). Assume moreover that the
multi-radius of convergence of Fj is large enough to exceed the
norms of all y1, . . . , yn. Assume further that xj = Gj(y1, . . . , yn) for
some non-commutative power series Gj , and that similarly the
multi-radius of convergence of Gj is large enough to exceed the
norms of x1, . . . , xn.
Let M = W ∗(x1, . . . , xn) = W ∗(y1, . . . , yn), and let φ be the given
trace on M . Consider the derivation ∂j : C[x1, . . . , xn] → M⊗¯M
determined by
∂j(xi) = δji1⊗ 1.
For example,
∂2(x1x
2
2x3x2) = x1 ⊗ x2x3x2 + x1x2 ⊗ x3x2 + x1x22x3 ⊗ 1.
Let
J(x1, . . . , xn) = (Jij(x1, . . . , xn))
n
ij=1 ∈Mn(M⊗¯M)
be the “Jacobian” of F : Jij(x1, . . . , xn) = ∂iFj(x1, . . . , xn). Then
χ(y1, . . . , yn) = χ(x1, . . . , xn) + n log(| det |(J(x1, . . . , xn))),
where | det | refers to the Kadison-Fuglede determinant
| det |(J) = exp(τMn×n(M⊗M)(log |J |)).
Here τMn×n(M⊗M) is the tensor product
1
n
Tr⊗φ⊗φ of the traces on
Mn×n andM ⊗M .
The explanation of this formula and the appearance of J is that
the Jacobian of the transformation
(X1, . . . , Xn) 7→ (F1(X1, . . . , Xn), . . . , Fn(X1, . . . , Xn)),
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viewed as a map from Mnk×k → Mnk×k is naturally a matrix
in Mn×n(End(Mk×k)) ∼= Mn×n(Mk×k ⊗ Mk×k), and is given by
J(X1, . . . , Xn).
3.3. Free entropy dimension. Voiculescu’s original idea for
defining free entropy dimension was to consider a kind of asymp-
totic Minkowski dimension of the set of microstates. We present
below an equivalent definition of K. Jung, which is based on pack-
ing dimension instead.
3.3.1. Packing and covering numbers and Minkowski dimension.
For a metric space X, let Pε(X) be the packing number of X; that
is, the maximal number of disjoint ε-balls that can be placed in-
side X. Similarly, let Kε(X) be the covering number of X; that is,
the minimal number of ε-balls needed to cover X.
For a metric space X, the upper uniform packing dimension
and the upper uniform covering dimension are the same and are
defined as
lim sup
ε→0
logPε(X)
| log ε| = lim supε→0
logKε(X)
| log ε| .
It is a theorem that if X ⊂ Rd, then both of these numbers are the
same as the Minkowski dimension of X, which is given by
d− lim inf
ε→0
logVolNε(X)
log ε
,
where Nε(X) denotes the tubular neighborhood of X of radius ε.
3.3.2. Free entropy dimension. Let x1, . . . , xn ∈ (A, φ) be self-
adjoint. Then let
Pδ(x1, . . . , xn) = inf
ε,l
lim sup
k→∞
1
k2
logPδ(Γ(x1, . . . , xn; l, k, ε))
Kδ(x1, . . . , xn) = inf
ε,l
lim sup
k→∞
1
k2
logKδ(Γ(x1, . . . , xn; l, k, ε)).
Then K. Jung proved the following theorem [Jun02]:
Theorem 3.1. One has
lim sup
δ→0
Pδ(x1, . . . , xn)
| log δ| = lim supδ→0
Kδ(x1, . . . , xn)
| log δ| .
Moreover, if s1, . . . , sn are free semicircular variables, free from
x1, . . . , xn, then
lim sup
δ→0
Pδ(x1, . . . , xn)
| log δ| = n− lim infδ→0
χ(xδ1, . . . , x
δ
n : s1, . . . , sn)
log δ1/2
,
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where xδj = xj +
√
δsj.
The value of any of these limits is then by definition called the
free entropy dimension δ0(x1, . . . , xn).
Here χ(x1+
√
δs1, . . . , xn+
√
δsn : s1, . . . , sn) is the free entropy of
x1+
√
δs1, . . . , xn+
√
δsn in the presence of s1, . . . , sn; it is a technical
modification of the free entropy χ(x1 +
√
δs1, . . . , xn +
√
δsn). Very
roughly, the value of χ(x1 +
√
δs1, . . . , xn +
√
δsn) is the asymptotic
logarithmic volume of a δ1/2-tubular neighborhood of the set of
microstates for x1, . . . , xn. Thus the number
n− lim inf
δ→0
χ(x1 +
√
δs1, . . . , xn +
√
δsn : s1, . . . , sn)
log δ1/2
is a kind of asymptotic Minkowski dimension of the set of mi-
crostates. This was the original definition of free entropy dimen-
sion given by Voiculescu.
We finish this section with an example.
Let x1, . . . , xn be free semicircular variables. Then x1 +√
δs1, . . . , xn +
√
δsn are also semicircular. In fact
χ(x1 +
√
δs1, . . . , xn +
√
δsn : s1, . . . , sn) ≥ χ(x1, . . . , xn) > −∞.
It follows that δ0(x1, . . . , xn) = n. In particular, the free group
factor L(F(n)) can be generated by a family with free entropy di-
mension n.
3.4. Properties of free entropy dimension. The theory of free
entropy dimension has found a number of spectacular applica-
tions to von Neumann algebra theory. For example, Voiculescu
used free entropy dimension to prove that free group factors do
not have Cartan subalgebras; soon thereafter, L. Ge gave a proof
that free group factors are prime, i.e., cannot be written as tensor
products of infinite-dimensional von Neumann algebras.
One of the main remaining questions about free entropy dimen-
sion is the extent to which δ0(x1, . . . , xn) depends on the elements
x1, . . . , xn. Voiculescu asked if δ0(x1, . . . , xn) is an invariant of the
von Neumann algebra generated by x1, . . . , xn, taken with a fixed
trace. Since L(F(n)) has a generating family with free entropy
dimension equal to n, a positive answer to this question would
imply non-isomorphism of free group factors.
3.4.1. Invariance of δ0. Voiculescu proved that δ0(x1, . . . , xn) de-
pends only on the restriction of the trace to the algebra gen-
erated by x1, . . . , xn. In particular, if Γ is a discrete group and
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x1, . . . , xn ∈ CΓ are self-adjoint generators of the group algebra,
then δ0(x1, . . . , xn) depends only on the group. This invariant
seems to be related to the L2-cohomology of Γ; see below.
3.4.2. Free entropy dimension for a single variable. Voiculescu
proved that if X has law µ, then
δ0(X) = 1−
∑
t an atom of µ
µ({t})2.
In particular, notice that δ0 is an invariant of the von Neumann
algebra (with a fixed trace) generated by X.
3.4.3. Upper bounds on δ0. IfM satisfies any of the following con-
ditions, then δ0(x1, . . . , xn) = 1 for any x1, . . . , xn ∈ M generating
M :
(1) [Voi96]M has a Cartan subalgebra, i.e., a maximal abelian
subalgebra A so that M = W ∗({u ∈ M unitary : uAu∗ =
A}). Thus free group factors have no Cartan subalgebras.
(2) [Voi96] M has a diffuse regular hyperfinite subalgebra: a
hyperfinite subalgebra R so thatM = W ∗({u ∈M unitary :
uRu∗ = R}). This is the case, in particular, if M = L(Γ)
and Γ has an infinite normal amenable subgroup. Thus
free group factors do not have diffuse regular hyperfinite
subalgebras.
(3) [Voi96] M has property Γ: there is a sequence of unitaries
un ∈ M , so that τ(un) → 0 but ‖unx − xun‖2 → 0 for all
x ∈ M . Free group factors are non-Γ by a classical result
of Murray and von Neumann.
(4) [Ge98]M ∼= M1⊗M2 withM1 andM2 infinite-dimensional.
Thus free group factors are prime.
In particular, note thatM 6∼= L(Fn) ∗N for any N which be embed-
ded into the ultrapower of the hyperfinite II1 factor (e.g., N = C
is already interesting).
There are other conditions assuring upper bounds on δ0; we
mention the work of K. Dykema [Dyk97], M. Stefan [Ste99] and
of Ge and Shen [GS00]. Upper estimates on δ0 turned out to be of
relevance also to the theory of type III factors [Shl00, Shl03b].
3.4.4. Lower bounds on δ0. K. Jung has proved the following “hy-
perfinite monotonicity result” [Jun03]: letM be a diffuse von Neu-
mann algebra, and assume that M is embeddable in the ultra-
power of the hyperfinite II1 factor. Then δ0(x1, . . . , xn) ≥ 1 for any
generators x1, . . . , xn.
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Combined with the upper estimates, this shows that if M sat-
isfies any of the properties (1)–(4) above and is embeddable into
the ultrapower of the hyperfinite II1 factor, then the value of δ0 is
1 on any set of generators. In particular, δ0 is an invariant of the
entire von Neumann algebra!
Jung has also computed δ0 for arbitrary generators of a hyperfi-
nite algebra [Jun03] (which is in general a direct sum of matrix al-
gebras and a diffuse hyperfinite von Neumann algebra) and once
again found that δ0 is an invariant of the von Neumann algebra
in that case.
3.5. Relation with L2-Betti numbers. By [CS], for any gener-
ators (x1, . . . , xn) of a tracial algebra (A, τ) one has the inequality
relating δ0 to the L2-Betti numbers of A:
δ0(A) = δ0(x1, . . . , xn) ≤ β(2)1 (A, τ)− β(2)0 (A, τ) + 1.
In particular, specializing to the case of the group algebra of a
discrete group Γ, we have that
δ0(Γ) ≤ b(2)1 (Γ)− b(2)0 (Γ) + 1,
where b(2)j are the L
2-Betti numbers of the group.
The same combination of Betti numbers also occurs in Gabo-
riau’s work on cost of equivalence relations [Gab00, Gab02]; in-
deed he proves that
b
(2)
1 (Γ)− b(2)0 (Γ) + 1 ≤ C(Γ),
where C(Γ) is the cost of Γ. There are no known examples in
which equality does not hold.
It is curious that C(Γ) measures the “optimal number of gen-
erators” for an equivalence relation induced by Γ; on the other
hand, δ0(x1, . . . , xn) is known to be ≤ 1 in many cases in which the
von Neumann algebra is “singly generated” [GP98].
One obstruction for the equality between δ0(Γ) and b
(2)
1 (Γ) −
b
(2)
0 (Γ) + 1 is the fact that the latter quantity is insensitive to
the outcome of Connes’ embedding question (if there is an non-
embeddable group, one can manufacture a non-embeddable group
with large Betti numbers by taking free products).
It is also possible to define a “relative” version of Voiculescu’s
free entropy dimension for equivalence relations; one can obtain
an invariant of an equivalence relation in this way (see [Shl01,
Shl03a].
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LECTURE 4. NON-MICROSTATES APPROACH TO FREE
ENTROPY.
We have reviewed the microstates definition of free entropy in
the previous lecture. There are several difficulties connected with
that definition. The first is that the involvement of sets of mi-
crostates makes the definition hard to work with technically; as
we saw there are several properties of free entropy (such as ad-
ditivity for free families) that one expects to hold, but which one
is unable to prove because of such technical difficulties. Another
example of such acute difficulties arises when one deals with free
Fisher information. By analogy with the classical case, one wants
to define the free Fisher information Φ(x1, . . . , xn) by the formula
Φ(x1, . . . , xn) = 2
d
dε
χ(x1 +
√
εs1, . . . , xn +
√
εsn)
∣∣∣
ε=0
,
where s1, . . . , sn are free semicircular variables, free from
(x1, . . . , xn). The definition works fine in the case that n = 1 (the
explicit formula for χ is essential), but it is not clear how to prove
that the derivative exists and that the definition makes sense in
the case n > 1.
The other point is that the definition of the microstates free en-
tropy subsumes existence of microstates, i.e., embedability into
the ultrapower of the hyperfinite II1 factor. A priori, it is not
clear why one should assume this for elements of an arbitrary
non-commutative tracial probability space (although of course if
Connes’ embedability question always has an affirmative answer,
this second point disappears).
Voiculescu [Voi98a] gave a new definition of free entropy, based
on an “infinitesimal” approach involving free Fisher information.
This new approach does not involve microstates and for this rea-
son the resulting entropy bears the name “non-microstates” or
“microstates-free”. It is not at present known if the two defini-
tions (microstates and non-microstates) are the same, except in
the one-variable case; and indeed, showing this would give a pos-
itive answer to Connes’ embedability question. Nonetheless, a
recent work by Biane, Capitaine and Guionnet [BCG03] shows
that the microstates free entropy is always smaller than the non-
microstates entropy.
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To distinguish the two definitions, quantities related to the non-
microstates entropy are denoted by the same letter as their mi-
crostates analogs, but with an asterisk; for example, the non-
microstates free entropy is χ∗, and the corresponding free entropy
dimension is δ∗.
4.1. A non-rigorous derivation of the non-microstates def-
inition. We begin with a (rigorous) consequence of the change of
variables formula for microstates entropy. We shall assume that
x1, . . . , xn are in a non-commutative probability space A with a
tracial positive linear functional τ .
4.1.1. Infinitesimal change of variables. Let P1, . . . , Pn be polyno-
mials in n indeterminates. Consider the change of variables
xεj = xj + εPj(x1, . . . , xn).
Then for ε sufficiently small, this change of variables can be
inverted and xj can be expressed as a non-commutative power
series in terms of yε1, . . . , y
ε
n, so that the multi-radius of conver-
gence of that power series exceeds the operator norms of yε1, . . . , y
ε
n.
Thus one can apply the change of variables formula and express
χ(yε1, . . . , y
ε
n) in terms of the free entropy χ(x1, . . . , xn) and the loga-
rithm of the Jacobian of our transformation. Expanding the value
of the logarithm of the Jacobian as a power series in ε gives us the
infinitesimal change of variables formula [Voi97]:
χ(yε1, . . . , y
ε
n) = χ(x1, . . . , xn) + ε
n∑
j=1
τ ⊗ τ(∂jPj) +O(ε2).
4.1.2. Conjugate variables. Let us now assume that ∂j : L2(M) →
L2(M ¯)⊗L2(M), withM = W ∗(x1, . . . , xn) has the property that 1⊗1
is in the domain of ∂∗j . Let ξj = ∂
∗
j (1 ⊗ 1) ∈ L2(M). The elements
ξ1, . . . , ξn are called conjugate variables to (x1, . . . , xn) and satisfy
〈ξj, Q〉 = 〈∂j(Q), 1⊗ 1〉 = τ ⊗ τ(∂j(Q)),
for any polynomial Q ∈ C[X1, . . . , Xn].
Then our infinitesimal change of variables formula becomes:
χ(yε1, . . . , y
ε
n) = χ(x1, . . . , xn) + ε
n∑
j=1
〈Pj, ξj〉+O(ε2).
It turns out that conjugate variables are intimately connected
with free Brownian motion. If we let
xεj = xj +
√
εsj ,
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where sj are a free semicircular family, free from x1, . . . , xn, then
for any polynomial Q in n indeterminates one can prove that
τ(Q(xε1, . . . , x
ε
n)) = τ(Q(x1 +
ε
2
ξ1, . . . , xn +
ε
2
ξn)) +O(ε
2).
Thus perturbations by conjugate variables give an “approxi-
mation” in law to free Brownian motion; note, however, that
while xεj no longer lies in W
∗(x1, . . . , xn), xj + ε2ξj does lie in
L2(W ∗(x1, . . . , xn)).
Conjugate variables frequently exist. For example, if x1, . . . , xn
are a free semicircular family, then ξj exist and in fact ξj = sj ,
j = 1, . . . , n. One can show that for any x1, . . . , xn and any ε > 0,
conjugate variables to the family (x1+
√
εs1, . . . , xn+
√
εsn) always
exist. In fact, in this case
ξj = EW ∗(x1+
√
εs1,...,xn+
√
εsn)
(
1√
ε
sj
)
.
4.1.3. Non-rigorous derivation of the formula for Φ(x1, . . . , xn).
Assume now that (ξ1, . . . , ξn) are conjugate variables to
(x1, . . . , xn). Let (s1, . . . , sn) be as before a free semicircular sys-
tem, free from (x1, . . . , xn).
Recall that we want to define the free Fisher information by
Φ(x1, . . . , xn) = 2
d
dε
χ(x1 +
√
εs1, . . . , xn +
√
εxn).
Since χ(x1, . . . , xn) depends only on the law of x1, . . . , xn, and since
the laws of (x1 +
√
εs1, . . . , xn +
√
εxn) and (x1 + ε2ξ1, . . . , xn +
ε
2
ξn)
are the same up to higher orders in ε, one would expect that
Φ(x1, . . . , xn) = 2
d
dε
χ(x1 +
ε
2
ξ1, . . . , xn +
ε
2
ξn).
We now assume that ξj are sufficiently nice functions of x1, . . . , xn
so that the infinitesimal change of variables applies. Thus
χ(x1 +
ε
2
, . . . , xn +
ε
2
) = χ(x1, . . . , xn) + ε
n∑
j=1
〈1
2
ξj, ξj〉+O(ε2)
= χ(x1, . . . , xn) +
ε
2
n∑
j=1
‖ξj‖2L2(M) +O(ε)2.
Summarizing, we then expect that
Φ(x1, . . . , xn) =
n∑
j=1
‖ξj‖2L2(M).
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4.1.4. Definition of Φ∗(x1, . . . , xn). This leads us to take the non-
rigorous formula for Φ as a definition of the non-microstates free
Fisher information:
Definition 4.1. [Voi98a] Let (x1, . . . , xn) be a family of non-
commutative random variables in (A, τ). If conjugate variables
(ξ1, . . . , ξn) to this family exist, then we set
Φ∗(x1, . . . , xn) =
n∑
j=1
‖ξj‖2L2(M), M = W ∗(x1, . . . , xn).
If the conjugate variables do not exist, we set Φ∗(x1, . . . , xn) = +∞.
Note that this definition does not involve microstates.
In the case of a single variable, ξ1 ends up being the restriction
of the Hilbert transform of the distribution of x1 to the support
of this distribution. One can then compute that if µx is Lebesgue
absolutely-continuous, and dµx(t) = p(t)dt, then
Φ∗(x) = Φ(x) =
2
3
∫
p(t)3dt.
4.1.5. Definition of χ∗. Since Φ∗ was supposed to be proportional
to the derivative of free entropy one can recover free entropy from
the free Fisher information. The formula is
χ∗(x1, . . . , xn) =
1
2
∫ ∞
0
(
n
1 + t
− Φ∗(xt1, . . . , xtn)
)
dt+ n log 2πe;
here as before xtj = xj+
√
tsj , and (s1, . . . , sn) is a free semicircular
family, free from (x1, . . . , xn).
Voiculescu proved that the function
t 7→ Φ∗(xt1, . . . , xtn)
is monotone decreasing and right semi-continuous in the sense
that
lim
s→t+
Φ∗(xs1, . . . , x
s
n) = Φ
∗(xt1, . . . , x
t
n).
It is an important open question if this function is always contin-
uous.
Furthermore, if n =
∑
τ(x2j ), then
n
1 + t
≤ Φ∗(xt1, . . . , xtn) ≤
n
t
,
which implies that the integral defining χ∗ makes sense and con-
verges to a value in [−∞,+∞).
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4.2. Properties of χ∗. As we mentioned in the foreword to this
section, the principal outstanding question in the theory of free
entropy is the question of when χ = χ∗. To this end there are two
results:
◦ [Voi98a] In the single-variable case, the two quantities are
equal: χ(x1) = χ∗(x1);
◦ [BCG03] In general, the following inequality is satisfied:
χ(x1, . . . , xn) ≤ χ∗(x1, . . . , xn).
The non-microstates definition turns out to be easier to work
with in some respects, but harder in others. One of the big dif-
ficulties in the non-microstates framework is one’s inability to
prove the change of variables formula. This difficulty is related
to our inability to handle the continuity properties of the “non-
commutative Hilbert transform”, (x1, . . . , xn) 7→ (ξ1, . . . , ξn), where
(ξ1, . . . , ξn) are the conjugate variables to (x1, . . . , xn).
Nonetheless, χ∗ has a lot of nice properties, for example: (all of
these are from [Voi98a])
◦ χ∗(x1, . . . , xn, y1, . . . , ym) = χ∗(x1, . . . , xn) + χ∗(y1, . . . , ym) if
the families (x1, . . . , xn) and (y1, . . . , ym) are free;
◦ χ∗(x1, . . . , xn, y1, . . . , ym) ≤ χ∗(x1, . . . , xn) + χ∗(y1, . . . , ym);
◦ χ∗(x1, . . . , xn) is maximal subject to
∑
τ(x2i ) = n if and only
if x1, . . . , xn are free semicircular variables, and τ(x21) =
· · · = τ(x2n) = 1.
◦ If s1, . . . , sn are free semicircular variables, free from the
family x1, . . . , xn, then for any ε > 0, χ∗(x1 +
√
εs1, . . . , xn +√
εsn) > −∞.
Comparing the last property of χ∗ with the corresponding prop-
erty of χ explains why χ = χ∗ would imply a positive answer to
Connes’ embedability question.
4.3. Non-microstates free entropy dimension. Although we
don’t know how to formulate the packing number definition of
free entropy dimension in the non-microstates approach, the
Minkowski dimension definition does have a straightforward ana-
log. We set
δ∗(x1, . . . , xn) = n− lim inf
ε→0
χ∗(xε1, . . . , x
ε
n)
log ε1/2
,
where as before xεj = xj+
√
εsj, and s1, . . . , sn is a free semicircular
family, free from the family x1, . . . , xn.
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It is tempting to formally apply L’Hopital’s rule in the definition
of δ∗ and use the fact that d
dε
χ∗(xε1, . . . , x
ε
n) = Φ
∗(x1, . . . , xn). Thus
we write
δ⋆ = n− lim inf
ε→0
εΦ∗(xε1, . . . , x
ε
n).
One can easily show that
δ⋆(x1, . . . , xn) ≥ δ∗(x1, . . . , xn),
with no examples in which equality does not hold.
There are unfortunately preciously few computations of δ∗ or
δ⋆, and much less is known about their properties than about the
properties of δ. In particular, it is not known in general if δ⋆ or δ∗
depend only on the algebra generated by x1, . . . , xn, taken with its
trace.
We summarize what is known below:
◦ δ∗(x1) = δ⋆(x1) = δ0(x1) = 1 −
∑
t µx1({t})2, where µx is the
law of x1;
◦ δ∗(x1, . . . , xn, y1, . . . , ym) = δ∗(x1, . . . , xn) + δ∗(y1, . . . , ym) if
(x1, . . . , xn) are free from (y1, . . . , ym); the same is true for
δ⋆;
◦ [CS] If x1, . . . , xn are generators of a tracial algebra (A, τ),
then δ∗(x1, . . . , xn) ≤ δ⋆(x1, . . . , xn) ≤ β(2)1 (A, τ)− β(2)0 (A, τ) +
1, where β(2)j (A, τ) are the L
2-Betti numbers of (A, τ).
◦ [MS] If x1, . . . , xn ∈ CΓ are self-adjoint and generate the
group algebra of a discrete group Γ, then equality holds:
δ⋆(x1, . . . , xn) = δ
∗(x1, . . . , xn) = b
(2)
1 (Γ) − b(2)0 (Γ) + 1, where
b
(2)
j (Γ) = β
(2)
j (CΓ) are the L
2-Betti numbers of Γ. In partic-
ular, in this case δ∗ = δ⋆ are algebraic invariants;
◦ [CS] If W ∗(x1, . . . , xn) has diffuse center, then
δ⋆(x1, . . . , xn) ≤ 1.
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