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NONRADIAL SOLUTIONS OF NONLINEAR SCALAR FIELD
EQUATIONS
JAROSŁAW MEDERSKI
Abstract. We prove new results concerning the nonlinear scalar field equation{
−∆u = g(u) in RN , N ≥ 3,
u ∈ H1(RN )
with a nonlinearity g satisfying the general assumptions due to Berestycki and Lions. In
particular, we find at least one nonradial solution for any N ≥ 4 minimizing the energy
functional on the Pohozaev constraint. If in addition N 6= 5, then there are infinitely many
nonradial solutions. The results give a partial answer to an open question posed by Berestycki
and Lions in [5,6]. Moreover, we build a critical point theory on a topological manifold, which
enables us to solve the above equation as well as to treat new elliptic problems.
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Introduction
We investigate the nonlinear scalar field equation
(1.1)
{
−∆u = g(u) in RN , N ≥ 3,
u ∈ H1(RN)
under the following general assumptions introduced by Berestycki and Lions in their funda-
mental papers [5, 6]:
(g0) g : R→ R is continuous and odd,
(g1) −∞ < lim infs→0 g(s)/s ≤ lim sups→0 g(s)/s = −m < 0,
(g2) −∞ ≤ lim sups→∞ g(s)/s
2∗−1 ≤ 0, where 2∗ = 2N
N−2
,
(g3) There exists ξ0 > 0 such that G(ξ0) > 0, where
G(s) =
∫ s
0
g(t) dt for s ∈ R.
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Recall that the existence of a least energy solution u ∈ H1(RN), which is positive, spheri-
cally symmetric (radial) and decreasing in r = |x| is established in [5] and the existence of
infinitely many radial solutions but not necessarily positive are provided in [6]. Moreover
Jeanjean and Tanaka [14] showed that J(u) = infM J , where M stands for the Pohozaev
manifold defined below and J is the energy functional associated with (1.1); see (1.2) and
(1.6).
Firstly, the aim of this paper is to answer to the open problem [6][Section 10.8] concerning
the existence and multiplicity of nonradial solutions of (1.1) for dimensions N ≥ 4 under the
almost optimal assumptions (g0)–(g3). Secondly, we present a new variational approach based
on a critical point theory built on the Pohozaev manifold. Without the radial symmetry one
has to deal with the lack of compactness issues and we present a concentration-compactness
approach in the spirit of Lions [16, 17] together with profile decompositions in the spirit of
Gérard [10] and Nawa [23] adopted to a general nonlinearity satisfying (g0)–(g3); see Theorem
1.4. Using these techniques we provide a new proof of the following result.
Theorem 1.1 ([5, 14]). There is a solution u ∈ M of (1.1) such that J(u) = infM J > 0,
where
(1.2) M =
{
u ∈ H1(RN) \ {0} :
∫
RN
|∇u|2 dx = 2∗
∫
RN
G(u) dx
}
.
Moreover we find nonradial solutions of (1.1) provided that N ≥ 4. Indeed, let us fix
τ ∈ O(N) such that τ(x1, x2, x3) = (x2, x1, x3) for x1, x2 ∈ R
m and x3 ∈ R
N−2m, where
x = (x1, x2, x3) ∈ R
N = Rm × Rm × RN−2m and 2 ≤ m ≤ N/2. We define
(1.3) Xτ :=
{
u ∈ H1(RN) : u(x) = −u(τx) for all x ∈ RN
}
.
Clearly, if u ∈ Xτ is radial, i.e. u(x) = u(ρx) for any ρ ∈ O(N), then u = 0. Hence Xτ
does not contain nontrivial radial functions. Then O1 := O(m) × O(m) × id ⊂ O(N) acts
isometrically on H1(RN) and let H1O1(R
N) denote the subspace of invariant functions with
respect to O1.
Our first main result reads as follows.
Theorem 1.2. If N ≥ 4, then there is a solution u ∈M∩Xτ ∩H
1
O1
(RN) of (1.1) such that
(1.4) J(u) = inf
M∩Xτ∩H1O1
(RN )
J ≥ 2 inf
M
J.
If in addition N 6= 5, then we may assume that N − 2m 6= 1 and let us consider O2 :=
O(m) × O(m) × O(N − 2m) ⊂ O(N) acting isometrically on H1(RN) with the subspace of
invariant function denoted by H1O2(R
N).
Theorem 1.3. If N ≥ 4 and N 6= 5, then the following statements hold.
(a) There is a solution u ∈M∩Xτ ∩H
1
O2
(RN) of (1.1) such that
(1.5) J(u) = inf
M∩Xτ∩H1O2
(RN )
J ≥ inf
M∩Xτ∩H1O1
(RN )
J.
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(b) There is an infinite sequence of distinct solutions (un) ⊂M∩Xτ ∩H
1
O2
(RN) of (1.1).
Note that the associated energy functional J : H1(RN)→ R is given by
(1.6) J(u) =
1
2
∫
RN
|∇u|2 dx−
∫
RN
G(u) dx,
is of class C1 and has the mountain pass geometry [14]. Our problem is modelled in RN ,
so that we have deal with the lack of compactness of Palais-Smale sequences. In the classi-
cal approach [5, 6] the compactness properties can be obtained by considering only radial
functions H1O(N)(R
N) in the spirit of Strauss [27] due to O(N)-invariance of J . In a nonradial
case, however, for instance in H1(RN), Xτ ∩H
1
O1
(RN) or in Xτ ∩H
1
O2
(RN ), the crucial Radial
Lemma [5][Lemma A.II] is no longer available and an application of the compactness lemma of
Strauss [5][Lemma A.I] is impossible. As usual, one needs to analyse the lack of compactness
of Palais-Smale sequences by means of a concentration-compactness argument of Lions [17].
The main difficulty concerning the concentration-compactness analysis is that, in general, g(s)
has not subcritical growth of order sp−1 for large s with 2 < p < 2∗ and g does not satisfy an
Ambrosetti-Rabinowitz-type condition [1], or any monotonicity assumption. In the present
paper we show how to deal with the lack of compactness having the general nonlinearity g
and our argument requires a deeper analysis of profiles of bounded sequences in H1(RN); see
Theorem 1.4 below.
Beside the lack of compactness difficulties, it is not clear how to treat (1.1) by means of
the standard variational methods. Although J has the classical mountain pass geometry [14],
we do not know whether Palais-Smale sequences of J are bounded. To overcome this difficulty
in the radial case in [5, 6], the authors considered the following constrained problems: the
minimization of u 7→
∫
RN
|∇u|2 dx on{
u ∈ H1O(N)(R
N) :
∫
RN
G(u) dx = 1
}
and a critical point theory of the functional u 7→
∫
RN
G(u) dx on{
u ∈ H1O(N)(R
N) :
∫
RN
|∇u|2 dx = 1
}
.
Both approaches require the compactness properties and the scaling invariance of the equation
(1.1) with application of Lagrange multipliers. Another method in the radial case in [12] is
based on the Mountain Pass Theorem for an extended functional in the spirit of Jeanjean [13].
Let us mention that a direct minimization method on the Pohozaev manifold in H1O(N)(R
N) is
due to Shatah [26], who studied a nonlinear Klein-Gordon equation with a general nonlinearity.
Again, the radial symmetry and the Strauss lemma played an important role in these works.
In this paper we provide a new constrained approach which allows to deal with noncompact
problems and can be described in an abstract and transparent way for future applications;
see Section 2 for details. Let us briefly sketch our approach. Recall that if u ∈ H1(RN) is a
critical point of J , then u ∈ W 2,qloc (R
N) for any q < ∞ and u satisfies the Pohozaev identity,
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i.e. M(u) = 0, where
M(u) :=
∫
RN
|∇u|2 dx− 2∗
∫
RN
G(u) dx.
Observe that M : H1(RN ) → R is of class C1 and but, in general, M ′ is not locally Lipschitz
and
M = {u ∈ H1(RN) \ {0} : M(u) = 0}
need not be of class C1,1. Hence it seems to be impossible to use any critical point theory
based on the deformation lemma involving a Cauchy problem directly on M. Our crucial
observation is that M is a topological manifold and there is a homeomorphism m : U → M
such that
U :=
{
u ∈ H1(RN ) :
∫
RN
|∇u|2 dx = 1 and
∫
RN
G(u) dx > 0
}
is a manifold of class C1,1. Moreover J ◦m : U → R is still of class C1 and u ∈ U is a critical
point of J ◦m if and only if m(u) is a critical point of the unconstrained functional J . The
main difficulty is the fact that it is not clear whether a Palais-Smale sequence (un) ⊂ U of J ◦m
can be mapped into a Palais-Smale sequence m(un) ⊂ M of the unconstrained functional J .
Moreover, we do not know and if a nontrivial weak limit point of (m(un)) is a critical point
of J and stays in M.
In order to overcome these obstacles we introduce a new variant of the Palais-Smale
condition at level β ∈ R denoted by (M)β (i) (see Section 2), which roughly says that, for
every Palais-Smale sequence (un) ⊂ U at level β, (m(un)) contains a subsequence converging
weakly towards a point u ∈ H1(RN) up to the RN -translations, which can be projected on a
critical point mP(u) ∈M. Moreover we may choose a proper R
N -translation such that
J(mP(u)) ≤ β = lim
n→∞
J(m(un)).
The selection of the proper translation plays a crucial role and requires the following profile
decompositions of bounded sequences in H1(RN) in the spirit of [9–11].
Theorem 1.4. Suppose that (un) ⊂ H
1(RN) is bounded. Then there are sequences (u˜i)
∞
i=0 ⊂
H1(RN), (yin)
∞
i=0 ⊂ R
N for any n ≥ 1, such that y0n = 0, |y
i
n − y
j
n| → ∞ as n→∞ for i 6= j,
and passing to a subsequence, the following conditions hold for any i ≥ 0:
un(·+ y
i
n) ⇀ u˜i in H
1(RN) as n→∞,
lim
n→∞
∫
RN
|∇un|
2 dx =
i∑
j=0
∫
RN
|∇u˜j|
2 dx+ lim
n→∞
∫
RN
|∇vin|
2 dx,(1.7)
where vin := un −
∑i
j=0 u˜j(· − y
j
n) and
lim sup
n→∞
∫
RN
Ψ(un) dx =
i∑
j=0
∫
RN
Ψ(u˜j) dx+ lim sup
n→∞
∫
RN
Ψ(vin) dx(1.8)
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for any function Ψ : R → [0,∞) of class C1 such that Ψ′(s) ≤ C(|s| + |s|2
∗−1) for any s ∈ R
and some constant C > 0. Moreover, if in addition Ψ satisfies
(1.9) lim
s→0
Ψ(s)
s2
= lim
|s|→∞
Ψ(s)
s2∗
= 0,
then
(1.10) lim
i→∞
(
lim sup
n→∞
∫
RN
Ψ(vin) dx
)
= 0.
In particular, taking Ψ(s) = |s|p with p = 2 and with 2 < p < 2∗ we obtain [11][Proposition
2.1]. Our argument relies only on new variants of Lions lemma; see Section 3 and variants of
Theorem 1.4 in H1O1(R
N) as well as in H1O2(R
N).
Having a minimizing sequence of J ◦ m, we find a proper translation such that a weak
limit point can be projected on a critical point of J in M and we prove Theorem 1.1. The
same procedure works in the subspace Xτ ∩H
1
O1
(RN) ⊂ H1(RN), however we have to ensure
that we choose a proper translation along RN−2m-variable and we get Theorem 1.2.
In order to get multiplicity of critical points, we show that J ◦m satisfies the Palais-Smale
condition in U ∩Xτ ∩H
1
O2
(RN) and in view of the critical point Theorem 2.2 of Section 2, J
has infinitely many critical points and we prove Theorem 1.3.
Note that the existence and the multiplicity results concerning similar problems to (1.1)
in the noncompact case present in the literature require strong growth conditions imposed
on the nonlinear term, e.g. f has to be of subcritical growth and, in addition, must satisfy
an Ambrosetti-Rabinowitz-type condition [1, 8], or a monotonicity-type assumption [29]; see
also references therein. If a nonlinear equation like (1.1) exhibits radial symmetry, then the
problem of existence of nonradial solutions is particularly challenging and there are only few
results in this direction. The first paper [3] due to Bartsch and Willem dealt with semili-
near elliptic problems in dimension N = 4 and N ≥ 6 under subcritical growth conditions
and an Ambrosetti-Rabinowitz-type condition. In fact, from [3] we borrowed an idea of the
decomposition of RN and O2-action on H
1(RN) given in Theorem 1.2. Further analysis of
decompositions of RN in this spirit has been recently studied in [19] and in the references
therein. Next, Lorca and Ubilla [18] solved the similar problem in dimension N = 5 by
considering O1-action onH
1(RN ), and recently Musso, Pacard and Wei [22] obtained nonradial
solutions in any dimension N ≥ 2; see also [2]. In these works, again, strong assumptions
needed to be imposed on nonlinear terms, for instance a nondegeneracy condition in [2, 22],
which allows to apply a Liapunov-Schmidt-type reduction argument.
The paper is organized as follows. In Section 2 we build a critical point theory on a
general topological manifoldM in the setting of abstract assumptions (A1)–(A3). Having our
variant of Palais-Smale condition (M)β , in Theorem 2.2 we prove the existence of minimizers
on M and the multiplicity result. The general theorem can be useful in the study of strongly
indefinite problems as well, like [20, 29], where the classical linking approach due to Benci
and Rabinowitz [4] does not apply and the classical Palais-Smale condition is not satisfied;
see Remark 2.3. Moreover, in a subsequent work [21] these techniques will be used to obtain
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nonradial solutions in the zero mass case problem (1.1), which has been studied in the radial
case so far in [5,7]. In Section 3 we prove three variants of Lions lemma in H1(RN), H1O1(R
N)
and in H1O2(R
N). These allow us to prove the profile decomposition Theorem 1.4 and its
variant Corollary 3.5 in order to analyse Palais-Smale sequences in Proposition 4.4 and in
Corollary 4.5. We complete proofs of Theorems 1.1, 1.2 and 1.3 in the last Section 4.
2. Critical point theory on a topological manifold
Let G be an isometric group action on a reflexive Banach space X with norm ‖ · ‖ and
J : X → R is a C1-functional. Assume that
(A1) J is G-invariant, i.e. if u ∈ X and g ∈ G then J(gu) = J(u). If gu = −u for some
u ∈ X \ {0}, then g = id. Moreover if gn ∈ G, u ∈ X and gnu ⇀ v, then v = gu for
some g ∈ G or v = 0.
Let M⊂ X \ {0} be a closed and nonempty subset of X such that
(A2) M is G-invariant and infM J > 0.
Since, in general, M has not the C1,1-structure, we introduce a manifold
S = {u ∈ Y : ψ(u) = 1}
in a closed G-invariant subspace Y ⊂ X, where ψ ∈ C1,1(Y,R) is G-invariant and such that
ψ′(u) 6= 0 for u ∈ S. Clearly, from the implicit function theorem, S is a G-invariant manifold
of class C1,1 and of codimension 1 in Y with the following tangent space at u ∈ S
TuS = {v ∈ Y : ψ
′(u)(v) = 0}.
(A3) There are a G-invariant open neighbourhood P ⊂ X\{0} ofM and G-equivariant map
mP : P →M such thatmP(u) = u for u ∈M and the restrictionm := mP |U : U →M
for U := S ∩ P is a homeomorphism. Moreover J ◦m = J |M ◦m is of class C
1 and
(J ◦m)(un)→∞ as un → u ∈ ∂U , un ∈ U , where the boundary of U is taken in S.
As usual, we say that (un) ⊂ U is a (PS)β-sequence of J ◦m : U → R provided that
(J ◦m)(un)→ β and (J ◦m)
′(un)→ 0.
Let K be the set of all critical points of J ◦m, i.e.
K :=
{
u ∈ U : (J ◦m)′(u)(v) = 0 for any v ∈ TuS
}
.
For u ∈ X, G ∗ u denotes the orbit of u
G ∗ u := {gu : g ∈ G}.
We introduce the following variant of the Palais-Smale condition at level β ∈ R.
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(M)β (i) For every (PS)β-sequence (un) ⊂ U of J ◦m, there are a sequence (gn) ⊂ G and u ∈ P
such that gnm(un) ⇀ u along a subsequence, J
′(mP(u)) = 0 and J(mP(u)) ≤ β.
(ii) If K has a finite number of distinct orbits G ∗ u for u ∈ K, then there is mβ > 0 such
that for every (un) ⊂ U such that (J ◦m)
′(un) → 0 as n → ∞, (J ◦m)(un) ≤ β and
‖un − un+1‖ < mβ for n ≥ 1, there holds lim infn→∞ ‖un − un+1‖ = 0.
Note that (M)β(i) implies that if (J ◦m)
′(u) = 0, then J ′(m(u)) = 0 for u ∈ U . Indeed,
taking a sequence un = u, observe that gnm(u) ⇀ u˜ along a subsequence, u˜ ∈ P ⊂ X \{0} and
by (A1), u˜ = gm(u) for some g ∈ G. Then u˜ ∈M and by (A3), mP(u˜) = mP(gm(u)) = gm(u)
is a critical point of J ◦m, hence by (A1), we conclude J ′(m(u)) = 0. Therefore critical points
of J ◦m are mapped by m into nontrivial critical points of the unconstrained functional J .
Observe that, however, m(un) need not to be a Palais-Smale sequence of the unconstrained
functional J if (un) ⊂ U is a (PS)β-sequence of J ◦m.
In what follows, for A ⊂ X and r > 0, B(A, r) := {u ∈ X : ‖u− v‖ < r for some v ∈ A}.
Lemma 2.1. Suppose that (A1)–(A3), (M)β (ii) hold for some β ∈ R and K has finite number
of distinct orbits G ∗ u for u ∈ K. If (un) ⊂ U is a (PS)α-sequence for some α < β and
(2.1) un ∈ B(K ∩ (J ◦m)
−1((−∞, β]), mβ),
then passing to a subsequence gnun → u for some u ∈ K and gn ∈ G.
Proof. Let (un) ⊂ U be a (PS)α-sequence such that (2.1) holds. Passing to a subsequence
(J ◦m)(un) ≤ β. Then we put w2n−1 := un and take any w2n ∈ K such that
‖w2n − un‖ < mβ
and (J ◦m)(w2n) ≤ β for any n ≥ 1. Take K˜ ⊂ K such that each orbit G ∗ u has a unique
representative in K˜ for u ∈ K, so that K˜ ∩ (G ∗ u) is a singleton. Since K˜ is finite, passing
to a subsequence we may assume that g2nw2n = u ∈ K˜ for some g2n ∈ G and u ∈ K˜.
Take g2n−1 = g2n for n ≥ 1 and observe that by (A1), (J ◦ m)
′ is G-equivariant, hence
(J ◦m)′(gnwn)→ 0, (J ◦m)(gnwn) ≤ β and
‖gnwn − gn+1wn+1‖ < mβ
for n ≥ 1. Then, in view of (M)β (ii) we obtain
lim inf
n→∞
‖g2nun − u‖ = lim inf
n→∞
‖g2n−1w2n−1 − g2nw2n‖ = 0,
and g2nun → u ∈ K passing to a subsequence. 
Hence, roughly speaking, Lemma 2.1 says that if (M)β (ii) holds, then a sufficiently close
Palais-Smale sequence of J ◦m to the set of critical points with finite number of distinct orbits
contains a convergent subsequence up to the G-action.
Now our main result of this section reads as follows.
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Theorem 2.2. Suppose that J : X → R is of class C1 and satisfies (A1)–(A3).
(a) If (M)β (i) holds for β = infM J , then J has a critical point u ∈M such that
J(u) = inf
M
J.
(b) Assume that (M)β holds for every β ≥ infM J , J is even, mP is odd and U , M are
symmetric, i.e. U = −U , M = −M. Then J has infinitely many G-distinct critical points in
M, i.e. there is a sequence of critical points (un) ⊂M such that (G ∗ un) ∩ (G ∗ um) = ∅ for
n 6= m, provided that
(2.2) for any k ≥ 1, there exists a continuous and odd map from Sk−1 to P,
where Sk−1 is the unit sphere in Rk.
(c) Assume that G = id, J is even, mP is odd and U , M are symmetric, and for every (PS)β-
sequence (un) ⊂ U of J ◦ m with β ≥ infM J , there is u ∈ U such that J
′(m(u)) = 0 and
un → u along a subsequence. Then J has infinitely many critical points in M provided that
(2.2) holds.
Proof. Let Φ := J ◦m : U → R. Similarly as in [30][Lemma 5.14] we find an odd and locally
Lipschitz pseudo-gradient vector field v : U \ K → Y such that v(u) ∈ TuS and
‖v(u)‖ < 2‖Φ′(u)‖,(2.3)
Φ′(u)(v(u)) > ‖Φ′(u)‖2(2.4)
for any u ∈ U \ K. The obtained pseudo-gradient vector field allows to prove a variant of
deformation lemma [30][Lemma 5.15] in U and arguing as in [30][Theorem 8.5], we find a
minimizing sequence (un) ⊂ U such that
(J ◦m)(un)→ c := inf
U
J ◦m = inf
M
J
and (J ◦ m)′(un) → 0 as n → ∞. In view of (M)β (i) we find a nontrivial critical point
mP(u) ∈M of J such that passing to a subsequence gnun ⇀ u for some gn ∈ G. Since
c ≥ J(mP(u)) ≥ inf
M
J,
we get J(mP(u)) = c, which completes proof of (a). For any α < β let us denote
Φβα := {u ∈ U : α ≤ Φ(u) ≤ β},
Φβ := {u ∈ U : Φ(u) ≤ β}.
Proof of (b) and (c) is based on the fact that the Lusternik-Schnirelman values
(2.5) βk := inf{β ∈ R : γ(Φ
β) ≥ k}.
are increasing critical values for k ≥ 1, where γ stands for the Krasnoselskii genus for closed
and symmetric subsets of X. Observe that (2.2) implies that for any k ≥ 1 there is β > 0
such that
γ(Φβ) ≥ γ
(
m−1
(
mP(τ(S
k−1))
))
≥ k,
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hence βk < ∞. To prove (c) one can argue as in [25][Theorem 8.10]. For the reader’s
convenience we provide details, in particular we demonstrate how (M)β (ii) works here, cf. [29].
Observe that we find the unique flow η : G → U \ K such that{
∂tη(t, u) = −v(η(t, u))
η(0, u) = u
where G := {(t, u) ∈ [0,∞) × (U \ K) : t < T (u)} and T (u) is the maximal time of the
existence of η(·, u). Suppose that there is a finite number of distinct orbits G ∗ u for u ∈ K.
Take β ≥ c and let
Kβ := {u ∈ K : Φ(u) = β}.
Then there is ε0 > 0 such that
(2.6) K ∩ Φβ+ε0β−ε0 = K
β.
Indeed, suppose that there is a sequence (un) ⊂ K ∩ Φ
β+εn
β−εn
such that Φ(un) 6= β and εn → 0.
Passing to a subsequence we may assume that Φ(un) is strictly increasing or decreasing. In
view of (A1), the orbits G ∗ un consist of critical points on different levels Φ(un), which
contradicts the finiteness of distinct orbits G ∗ u for u ∈ K. Now we show that for every
δ ∈ (0, mβ+ε0) there is ε ∈ (0, ε0] such that
(2.7) lim
t→T (u)
Φ(η(t, u)) < β − ε for u ∈ Φβ+εβ−ε0 \B(K
β, δ).
Take u ∈ Φβ+εβ−ε0 \ K
β and observe that by (A2), Φ(η(t, u)) = J(m(η(t, u))) is bounded from
below by c, and by (2.4) it is decreasing in t ∈ [0, T (u)). Hence limt→T (u)Φ(η(t, u)) exists.
Suppose that (2.7) does not hold, i.e. there is δ ∈ (0, mβ+ε0) such that for any ε ∈ (0, ε0]
Aε := {u ∈ Φ
β+ε
β+ε0
\B(Kβ , δ) : lim
t→T (u)
Φ(η(t, u)) ≥ β − ε} 6= ∅.
We show that for any u ∈ Aε0
(2.8) lim
t→∞
inf
v∈Kβ
‖η(t, u)− v‖ = 0.
We show that for u ∈ Aε0, limt→T (u) η(t, u) exists. Suppose that, on the contrary, there is
0 < η0 < mβ+ε0 and there is an increasing sequence (tn) ⊂ [0, T (u)) such that tn → T (u) and
η0 < ‖η(tn+1, u)− η(tn, u)‖ < mβ+ε0(2.9)
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for n ≥ 1. Note that by (2.3) and (2.4)
η0 < ‖η(tn+1, u)− η(tn, u)‖ ≤
∫ tn+1
tn
‖v(η(s, u))‖ ds ≤ 2
∫ tn+1
tn
‖Φ′(η(s, u))‖ ds
≤ 2
∫ tn+1
tn
(
Φ′(η(s, u))(v(η(s, u)))
)1/2
ds
≤ 2
√
tn+1 − tn
(∫ tn+1
tn
Φ′(η(s, u))(v(η(s, u))) ds
)1/2
= 2
√
tn+1 − tn
(
Φ(η(tn, u))− Φ(η(tn+1, u))
)1/2
≤ 2
√
tn+1 − tn(β + ε)
1/2.
Hence |tn+1 − tn| ≥
η20
4(β+ε)
and T (u) =∞. Again, by (2.4)
(2.10)
∫ tn+1
tn
‖Φ′(η(s, u))‖2 ds ≤
(
Φ(η(tn, u))− Φ(η(tn+1, u))
)
→ 0
as n → ∞, we may assume that Φ′(η(tn, u)) → 0. Then by (2.9) we get a contradiction
with (M)β+ε0(ii). Hence u0 = limt→T (u) η(t, u) exists and since J(η(t, u)) ≤ J(u) is bounded
as t → T (u), by (A3) we get u0 /∈ ∂U . From the definition of T (u), we infer that u0 ∈ K.
Moreover, by (2.6)
u0 ∈ K ∩ Φ
β+ε0
β−ε0
= Kβ ,
which completes the proof of (2.8).
Now observe that in view of (2.8), for u ∈ Aε0 we may define
t0(u) := inf
{
t ∈ [0, T (u)) : η(s, u) ∈ B(Kβ , mβ+ε0) for all s > t
}
t(u) := inf
{
t ∈ [t0(u), T (u)) : η(t, u) ∈ B(K
β, δ/2)
}
Note that 0 ≤ t0(u) < t(u) < T (u) and we show that
(2.11) inf
u∈Aε0
t(u)− t0(u) ≥
δ2
16(β + ε0)
.
Indeed, if u ∈ Aε0 , then by (2.3) and (2.4) we have
δ
2
≤ ‖η(t0(u), u)− η(t(u), u)‖ ≤
∫ t(u)
t0(u)
‖v(η(s, u))‖ ds ≤ 2
∫ t(u)
t0(u)
‖Φ′(η(s, u))‖ ds
≤ 2
∫ t(u)
t0(u)
(
Φ′(η(s, u))(v(η(s, un)))
)1/2
ds
≤ 2
√
t(u)− t0(u)
(∫ t(u)
t0(u)
Φ′(η(s, u))(v(η(s, u))) ds
)1/2
= 2
√
t(u)− t0(u)
(
Φ(η(t0(u)u)− Φ(η(t(u), u))
)1/2
≤ 2
√
t(u)− t0(u)(β + ε0)
1/2
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and we get (2.11). Note that Aε0/2 ⊂ Aε0 and let
ρ := inf
u∈Aε0/2
∫ t(u)
t0(u)
‖Φ′(η(s, u)‖2 ds.
If ρ = 0 then by (2.11) we find un ∈ Aε0/2 and tn ∈ (t0(un), t(un)) such that
Φ′(η(tn, un))→ 0 as n→∞.
Since tn > t0(un) we have η(tn, un) ∈ B(K
β, mβ+ε0) and passing to a subsequence
Φ(η(tn, un))→ α ≤ β + ε0/2 < β + ε0.
In view of Lemma 2.1, or by the Palais-Smale condition assumed in (c), passing to a subse-
quence, we obtain
gnη(tn, un)→ u
for some u ∈ K and gn ∈ G. By (2.6) we get u ∈ K
β. Since tn < t(un) we obtain
gnη(tn, un) /∈ B(K
β , δ/2),
which is a contradiction. Therefore ρ > 0 and we take
ε < min
{1
2
ε0,
1
4
ρ
}
.
Let u ∈ Aε ⊂ Aε0/2 and since
Φ(η(t(u), u))− Φ(η(t0(u), u)) = −
∫ t(u)
t0(u)
Φ′(η(s, u))(v(η(s, u))) ds
≤ −
1
2
∫ t(u)
t0(u)
‖Φ′(η(s, u)‖2 ds,
we obtain
β − ε ≤ lim
t→T (u)
Φ(η(t, u)) ≤ Φ(η(t(u), u))
≤ β + ε−
1
2
∫ t(u)
t0(u)
‖Φ′(η(s, u)‖2 ds ≤ β + ε−
1
2
ρ
< β − ε,
which gives again a contradiction. Thus we have finally proved that (2.7) holds and now take
any δ < mβ+ε0 such that
γ(clB(Kβ , δ)) = γ(Kβ).
Let us define the entrance time map e : Φβ+εβ−ε0 \B(K
β , δ)→ [0,∞) such that
e(u) := inf{t ∈ [0, T (u)) : Φ(η(s, u)) ≤ β − ε}.
It is standard to show that e is continuous and even. Moreover we may define a continuous
and odd map h : Φβ+ε \B(Kβ , δ)→ Φβ−ε such that
h(u) =
{
η(e(u), u) for u ∈ Φβ+εβ−ε0 \B(K
β , δ),
u for u ∈ Φβ−ε0 .
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Let us take β = βk defined by (2.5) for some k ≥ 1. Then
γ(Φβ+ε \B(Kβ, δ)) ≤ γ(Φβ−ε) ≤ k − 1
and
(2.12) k ≤ γ(Φβ+ε) ≤ γ(clB(Kβ, δ)) + γ(Φβ+ε \B(Kβ , δ)) ≤ γ(Kβ) + k − 1.
Thus Kβ 6= ∅, and since it has finite number of orbits and (G) holds, we easy show that there
is a continuous and odd map from Kβ with values in {−1, 1}. Thus γ(Kβ) = 1. Note that if
βk = βk+1 for some k ≥ 1, then by (2.12) we get γ(Kβk) ≥ 2, which is a contradiction. Hence
we get an infinite sequence β1 < β2 < ... of critical values, which contradicts that K consists
of a finite number of distinct orbits. This completes the proof of (b) and (c). 
Remark 2.3. In this paper we consider the problem (1.1) having the mountain pass geometry,
hence we assume that Y = X, and we show that (M)β (i) holds with translations G = R
N
or G = {0} × {0} × RN−2m; see Lemma 4.7 and Lemma 4.8 below. Moreover, we apply
the multiplicity result Theorem 1.3 (c) and we show that J ◦ m satisfies the Palais-Smale
condition in U ∩ H1O2(R
N) ∩ Xτ ; see Lemma 4.9. However, in other applications, for an
indefinite functional J one needs to find a proper subspace Y ⊂ X such that (A3) holds and
the Palais-Smale condition may not be satisfied. For instance, one can consider a generalized
Nehari manifold M, and the approaches considered in [20, 29] fit into the abstract setting of
this section. The discreteness of Palais-Smale sequences obtained in [29][Lemma 2.14] implies
(M)β (ii) with G = Z
N and we can reprove the results of [29]. Hence, Theorem 2.2 may be
applied to Pohozev as well as Nehari-type topological constraints.
3. Concentration compactness and profile decompositions
We need the following variant of Lions lemma.
Lemma 3.1. Suppose that (un) ⊂ H
1(RN) is bounded and for some r > 0
(3.1) lim
n→∞
sup
y∈RN
∫
B(y,r)
|un|
2 dx = 0.
Then ∫
RN
Ψ(un) dx→ 0 as n→∞
for any continuous function Ψ : R→ [0,∞) such that (1.9) holds.
Proof. Take any ε > 0 and 2 < p < 2∗ and suppose that Ψ satisfies (1.9). Then we find
0 < δ < M and cε > 0 such that
Ψ(s) ≤ ε|s|2 if |s| ∈ [0, δ],
Ψ(s) ≤ ε|s|2
∗
if |s| > M,
Ψ(s) ≤ cε|s|
p if |s| ∈ (δ,M ].
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Hence, in view of Lions lemma [30][Lemma 1.21] we get
lim sup
n→∞
∫
RN
Ψ(un) dx ≤ ε lim sup
n→∞
∫
RN
|un|
2 + |un|
2∗ dx.
Since (un) is bounded in L
2(RN) and in L2
∗
(RN), we conclude by letting ε→ 0. 
Let us consider x = (x1, x2, x3) ∈ RN = Rm × Rm × RN−2m with 2 ≤ m ≤ N/2 such that
x1, x2 ∈ Rm and x3 ∈ RN−2m. Then for O1 := O(m)×O(m)× id ⊂ O(N) invariant functions
with respect to O1 we get the following corollary.
Corollary 3.2. Suppose that (un) ⊂ H
1
O1
(RN) is bounded, r0 > 0 is such that for all r ≥ r0
(3.2) lim
n→∞
sup
z∈RN−2m
∫
B((0,0,z),r)
|un|
2 dx = 0.
Then ∫
RN
Ψ(un) dx→ 0 as n→∞
for any continuous function Ψ : R→ [0,∞) such that (1.9) holds.
Proof. Suppose that
(3.3)
∫
B(yn,1)
|un|
2 dx ≥ c > 0
Observe that in the family {B(gyn, 1)}g∈O1 we find an increasing number of disjoint balls
provided that |(y1n, y
2
n)| → ∞. Since (un) is bounded in L
2(RN) and invariant with respect to
O1, by (3.3) |(y
1
n, y
2
n)| must be bounded. Then for sufficiently large r ≥ r0 one obtains∫
B((0,0,y3n),r)
|un|
2 dx ≥
∫
B(yn,1)
|un|
2 dx ≥ c > 0,
and we get a contradiction with (3.2). Therefore (3.1) is satisfied with r = 1 and by Lemma
3.1 we conclude. 
Remark 3.3. Instead of O1 in Corollary 3.2 one can consider any subgroup G = O
′ × id ⊂
O(N) such that O′ ⊂ O(M) and RM is compatible with O′ for some 0 ≤ M ≤ N , cf.
[30][Theorem 1.24].
Now let us assume in addition that N − 2m 6= 1 and
O2 := O(m)×O(m)×O(N − 2m) ⊂ O(N).
In view of [16], H1O2(R
N) embeds compactly into Lp(RN) for 2 < p < 2∗. In order to deal with
the general nonlinearity we need the following result.
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Corollary 3.4. Suppose that (un) ⊂ H
1
O2
(RN) is bounded and un → 0 in L
2
loc(R
N). Then∫
RN
Ψ(un) dx→ 0 as n→∞
for any continuous function Ψ : R→ [0,∞) such that (1.9) holds.
Proof. Observe that for all r > 0
lim
n→∞
∫
B(0,r)
|un|
2 dx = 0
and similarly as in proof of Corollary 3.2 we complete the proof. 
Proof of Theorem 1.4. Let (un) ⊂ H
1(RN) be a bounded sequence and Ψ as in Theorem
1.4. We claim that there is K ∈ N ∪ {∞} and there is a sequence (u˜i)
K
i=0 ⊂ H
1(RN), for
0 ≤ i < K + 1(1) there are sequences (vin) ⊂ H
1(RN), (yin) ⊂ R
N and positive numbers
(ci)
K
i=0, (ri)
K
i=0 such that y
0
n = 0, r0 = 0 and, up to a subsequence, for any n and 0 ≤ i < K +1
one has
un(·+ y
i
n) ⇀ u˜i in H
1(RN) and un(·+ y
i
n)χB(0,n) → u˜i in L
2(RN ),(3.4)
u˜i 6= 0 for 1 ≤ i < K + 1,(3.5)
|yin − y
j
n| ≥ n− ri − rj for j 6= i, 0 ≤ j < K + 1,(3.6)
vin := v
i−1
n − u˜i(· − y
i
n),(3.7) ∫
B(yin,ri)
|vi−1n |
2 dx ≥ ci ≥
1
2
sup
y∈RN
∫
B(y,ri)
|vi−1n |
2 dx(3.8)
≥
1
4
sup
r>0,y∈RN
∫
B(y,r)
|vi−1n |
2 dx > 0, ri ≥ max{i, ri−1} for i ≥ 1,
and (1.7) is satisfied. Since (un) is bounded, passing to a subsequence we may assume that
un ⇀ u˜0 in H
1(RN)
unχB(0,n) → u˜0 in L
2(RN ),
and limn→∞
∫
RN
|∇un|
2 dx exists. Take v0n := un − u˜0 and if
lim
n→∞
sup
y∈RN
∫
B(y,r)
|v0n|
2 dx = 0
for every r ≥ 1, then we finish the proof of our claim with K = 0. Otherwise, there is r1 ≥ 1
such that, passing to a subsequence, we find (y1n) ⊂ R
N and a constant c1 > 0 such that
(3.9)
∫
B(y1n,r1)
|v0n|
2 dx ≥ c1 ≥
1
2
sup
y∈RN
∫
B(y,r1)
|v0n|
2 dx ≥
1
4
sup
r>0,y∈RN
∫
B(y,r)
|v0n|
2 dx > 0.
1If K =∞ then K + 1 =∞ as well.
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Note that (y1n) is unbounded and we may assume that |y
1
n| ≥ n − r1. Since (un(· + y
1
n)) is
bounded in H1(RN), we find u˜1 ∈ H
1(RN) such that up to a subsequence
un(·+ y
1
n) ⇀ u˜1.
In view of (3.9), we get u˜1 6= 0, and again we may assume that un(· + y
1
n)χB(0,n) → u˜1 in
L2(RN). Since
lim
n→∞
(∫
RN
|∇(un − u˜0)(·+ y
1
n)|
2 dx−
∫
RN
|∇v1n(·+ y
1
n)|
2 dx
)
=
∫
RN
|∇u˜1|
2 dx,
where v1n := v
0
n − u˜1(· − y
1
n) = un − u˜0 − u˜1(· − y
1
n) , then
lim
n→∞
∫
RN
|∇un|
2 dx =
∫
RN
|∇u˜0|
2 dx+
∫
RN
|∇u˜1|
2 dx+ lim
n→∞
∫
RN
|∇v1n|
2 dx
If
lim
n→∞
sup
y∈RN
∫
B(y,r)
|v1n|
2 dx = 0
for every r ≥ max{2, r1}, then we finish the proof of our claim with K = 1. Otherwise, there
is r2 ≥ max{2, r1} such that, passing to a subsequence, we find (y
2
n) ⊂ R
N and a constant
c2 > 0 such that
(3.10)
∫
B(y2n,r2)
|v1n|
2 dx ≥ c2 ≥
1
2
sup
y∈RN
∫
B(y,r2)
|v1n|
2 dx ≥
1
4
sup
r>0,y∈RN
∫
B(y,r)
|v1n|
2 dx > 0
and |y2n| ≥ n− r2. Moreover |y
2
n − y
1
n| ≥ n− r2 − r1. Otherwise B(y
2
n, r2) ⊂ B(y
1
n, n) and the
convergence un(· + y
1
n)χB(0,n) → u˜1 in L
2(RN) contradicts (3.10). Then we find u˜2 6= 0 such
that passing to a subsequence
v1n(·+ y
2
n), un(·+ y
2
n) ⇀ u˜2 in H
1(RN) and un(·+ y
2
n)χB(0,n) → u˜2 in L
2(RN).
Again, if
lim
n→∞
sup
y∈RN
∫
B(y,r)
|v2n|
2 dx = 0,
for every r ≥ max{3, r2}, where v
2
n := v
1
n − u˜2(· − y
2
n), then we finish proof with K = 2.
Continuing the above procedure we finally find K ∈ N ∪ {∞} such that for 0 ≤ i < K + 1,
(3.4)–(3.8) and (1.7) are satisfied. Now we show that (1.8) holds. Observe that
lim
n→∞
∫
RN
Ψ(un)−Ψ(v
0
n) dx =
∫
RN
Ψ(u˜0) dx.
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Indeed, by Vitali’s convergence theorem∫
RN
Ψ(un)−Ψ(v
0
n) dx =
∫
RN
∫ 1
0
−
d
ds
Ψ(un − su˜0) ds dx
=
∫
RN
∫ 1
0
Ψ′(un − su˜0)u˜0 ds dx
→
∫ 1
0
∫
RN
Ψ′(u˜0 − su˜0)u˜0 dx ds
=
∫
RN
∫ 1
0
−
d
ds
Ψ(u˜0 − su˜0) ds dx
=
∫
RN
Ψ(u˜0) dx
as n→∞. Then
(3.11) lim sup
n→∞
∫
RN
Ψ(un) dx =
∫
RN
Ψ(u˜0) dx+ lim sup
n→∞
∫
RN
Ψ(v0n) dx
and (1.8) holds for i = 0. Similarly as above we show that
lim
n→∞
∫
RN
Ψ((un − u˜0)(·+ y
1
n))−Ψ(v
1
n(·+ y
1
n)) dx =
∫
RN
Ψ(u˜1) dx.
In view of (3.11) we obtain
lim sup
n→∞
∫
RN
Ψ(un) dx =
∫
RN
Ψ(u˜0) dx+ lim sup
n→∞
∫
RN
Ψ(un − u˜0) dx
=
∫
RN
Ψ(u˜0) dx+
∫
RN
Ψ(u˜1) dx+ lim sup
n→∞
∫
RN
Ψ(v1n) dx.
Continuing the above procedure we prove that (1.8) holds for every i ≥ 0. Now observe that,
if there is i ≥ 0 such that
lim
n→∞
sup
y∈RN
∫
B(y,r)
|vin|
2 dx = 0
for every r ≥ max{i, ri}, then K = i. If in addition (1.9) holds, then in view of Lemma 3.1
we obtain that
lim
n→∞
∫
RN
Ψ(vin) dx = 0
and we finish the proof by setting u˜j = 0 for j > i. Otherwise we have K =∞. It remains to
prove (1.10) in this case. Note that by (3.8) we have
ck+1 ≤
∫
B(yk+1n ,rk+1)
|vkn|
2 dx
≤ 2
∫
B(yk+1n ,rk+1)
|vin|
2 dx+ 2
∫
B(yk+1n ,rk+1)
∣∣∣ k∑
j=i+1
u˜j(· − y
j
n)
∣∣∣2 dx
≤ 8ci+1 + 2(k − i)
k∑
j=i+1
∫
B(yk+1n −y
j
n,rk+1)
|u˜j|
2 dx
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for any 0 ≤ i < k. Taking into account (3.6) and letting n → ∞ we get ck+1 ≤ 8ci+1. Take
k ≥ 1 and n > 4rk. Again by (3.8) and (3.6) we obtain
1
32
sup
y∈RN
∫
B(y,rk+1)
|vkn|
2 dx ≤
1
16
ck+1 ≤
1
2k
k−1∑
i=0
ci+1 ≤
1
2k
k−1∑
i=0
∫
B(yi+1n ,ri+1)
|vin|
2 dx
≤
1
k
k−1∑
i=0
∫
B(yi+1n ,ri+1)
|un|
2 +
∣∣∣ i∑
j=0
u˜j(· − y
j
n)
∣∣∣2 dx
=
1
k
∫
⋃k−1
i=0 B(y
i+1
n ,ri+1)
|un|
2 dx+
1
k
∫
RN
∣∣∣ k−1∑
i=0
i∑
j=0
u˜j(· − y
j
n)χB(yi+1n ,ri+1)
∣∣∣2 dx
≤
1
k
|un|
2
2 +
1
k
∣∣∣ k−1∑
i=0
i∑
j=0
u˜j(· − y
j
n)χB(yi+1n ,ri+1)
∣∣∣2
2
,
where | · |p denotes the L
p-norm for p ≥ 1. Observe that by (3.6) and since n > 4rk we have
B(yi+1n − y
j
n, ri+1) ⊂ R
N \B(0, n− 3rk) for 0 ≤ j < i < k
and∣∣∣ k−1∑
i=0
i∑
j=0
u¯j(· − y
j
n)χB(yi+1n ,ri+1)
∣∣∣
2
≤
k−1∑
i=0
i∑
j=0
∣∣u¯jχB(yi+1n −yjn,ri+1)∣∣2 ≤ k−1∑
i=0
i∑
j=0
∣∣u¯jχRN\B(0,n−3rk)∣∣2
≤ k
k−1∑
j=0
∣∣u¯jχRN\B(0,n−3rk)∣∣2 → 0
as n→∞. Hence
(3.12) lim sup
n→∞
(
sup
y∈RN
∫
B(y,rk+1)
|vkn|
2 dx
)
≤
32
k
lim sup
n→∞
|un|
2
2,
and suppose that (1.10) does not holds, that is
(3.13) lim sup
i→∞
(
lim sup
n→∞
∫
RN
Ψ(vin) dx
)
> δ
for some δ > 0. Then we find increasing sequences (ik), (nk) ⊂ N such that∫
RN
Ψ(viknk) dx > δ
and
sup
y∈RN
∫
B(y,rk+1)
|viknk |
2 dx ≤ lim sup
n→∞
(
sup
y∈RN
∫
B(y,rk+1)
|vikn |
2 dx
)
+
1
ik
.
Since (3.12) holds, we get
lim
k→∞
(
sup
y∈RN
∫
B(y,rk+1)
|viknk |
2 dx
)
= 0,
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and in view of Lemma 3.1 we obtain that
lim
k→∞
∫
RN
Ψ(viknk) dx = 0,
which is a contradiction. Hence (1.10) is satisfied. ✷
Now we observe that in Theorem 1.4 we may find translations (yin)
∞
i=0 ⊂ {0}×{0}×R
N−2m
provided that (un) ⊂ H
1
O1
(RN) and 2 ≤ m < N/2 .
Corollary 3.5. Suppose that (un) ⊂ H
1
O1
(RN) is bounded and 2 ≤ m < N/2. Then there
are sequences (u˜i)
∞
i=0 ⊂ H
1
O1
(RN), (yin)
∞
i=0 ⊂ {0} × {0} × R
N−2m for any n ≥ 1, such that the
statements of Theorem 1.4 are satisfied.
Proof. A careful inspection of proof of Theorem 1.4 leads to the following claim: there is
K ∈ N∪{∞} and there is a sequence (u˜i)
K
i=0 ⊂ H
1(RN), for 0 ≤ i < K+1 there are sequences
(vin) ⊂ H
1
O1
(RN), (yin) ⊂ {0} × {0} × R
N−2m and positive numbers (ci)
K
i=0, (ri)
K
i=0 such that
y0n = 0, r0 = 0 and, up to a subsequence, for any n and 0 ≤ i < K + 1 one has (3.4)-(3.7),∫
B(yin,ri)
|vi−1n |
2 dx ≥ ci ≥
1
2
sup
y∈RN−2m
∫
B((0,0,y),ri)
|vi−1n |
2 dx
≥
1
4
sup
r>0,y∈RN−2m
∫
B((0,0,y),r)
|vi−1n |
2 dx > 0, ri ≥ max{i, ri−1} for i ≥ 1,
and (1.7), (1.8) are satisfied. In order to prove (1.10) we use Corollary 3.2 instead of Lemma
3.1. 
Observe that if m = N/2, then we consider O2-invariant sequences. In general we assume
that N − 2m 6= 1 and we have the following result.
Corollary 3.6. Suppose that (un) ⊂ H
1
O2
(RN) is bounded. Then passing to a subsequence we
find u˜0 ∈ H
1
O2
(RN) such that
un ⇀ u˜0 in H
1(RN ) as n→∞,
lim
n→∞
∫
RN
|∇un|
2 dx =
∫
RN
|∇u˜0|
2 dx+ lim
n→∞
∫
RN
|∇(un − u˜0)|
2 dx,
lim sup
n→∞
∫
RN
Ψ(un) dx =
∫
RN
Ψ(u˜0) dx+ lim sup
n→∞
∫
RN
Ψ(un − u˜0) dx
for any function Ψ : R → [0,∞) of class C1 such that Ψ′(s) ≤ C(|s| + |s|2
∗−1) for any s ∈ R
and some constant C > 0. Moreover, if Ψ satisfies (1.9), then
lim
n→∞
∫
RN
Ψ(un − u˜0) dx = 0
and if s 7→ |Ψ′(s)s| satisfies (1.9), then
(3.14) lim
n→∞
∫
RN
Ψ′(un)un dx =
∫
RN
Ψ′(u0)u0 dx.
Nonradial solutions of nonlinear scalar field equations 19
Proof. Similarly as in proof of Theorem 1.4 we show that passing to a subsequence
limn→∞
∫
RN
|∇un|
2 dx exists and (3.11) holds. Then we apply Corollary 3.4 instead of Lemma
3.1. In order to prove (3.14) observe that∫
RN
|Ψ′(un)un −Ψ
′(u0)u0| dx ≤
∫
RN
|Ψ′(un)||un − u0| dx+
∫
RN
|Ψ′(un)−Ψ
′(u0)||u0| dx.
Take any ε > 0, 2 < p < 2∗ and we find 0 < δ < M and cε > 0 such that
|Ψ′(s)| ≤ ε(|s|+ |s|2
∗−1) if |s| ∈ [0, δ] or |s| > M,
|Ψ′(s)| ≤ cε|s|
2∗(1− 1
p
) if |s| ∈ (δ,M ].
Then, passing to a subsequence, un → u0 in L
p(RN) and we infer that
∫
RN
|Ψ′(un)||un −
u0| dx → 0 and by the Vitali’s convergence theorem
∫
RN
|Ψ′(un) − Ψ
′(u0)||u0| dx → 0 as
n→∞. 
4. Proofs of Theorems 1.1, 1.2 and 1.3
Similarly as in [5] we modify g in the following way. If g(s) ≥ 0 for all s ≥ ξ0, then g˜ = g.
Otherwise we set ξ1 := inf{ξ ≥ ξ0 : g(ξ) = 0},
g˜(s) =
{
g(s) if 0 ≤ s ≤ ξ1,
0 if s > ξ1,
and g˜(s) = −g˜(−s) for s < 0. Hence g˜ satisfies the same assumptions (g0)–(g3) and by the
strong maximum principle if u ∈ H1(RN ) solves −∆u = g˜(u), then |u(x)| ≤ ξ1 and u is a
solution of (1.1). Hence, from now on we replace g by g˜ and we use the same notation g for
the modified function g˜. Then observe that instead of (g2) we may assume
(g2)’ lims→∞ g(s)/s
2∗−1 = 0.
Let g1(s) = max{g(s) + ms, 0} and g2(s) = g1(s) − g(s) for s ≥ 0 and gi(s) = −gi(−s) for
s < 0. Then g1(s), g2(s) ≥ 0 for s ≥ 0,
lim
s→0
g1(s)/s = lim
s→∞
g1(s)/s
2∗−1 = 0(4.1)
g2(s) ≥ ms for s ≥ 0,(4.2)
and let
Gi(s) =
∫ s
0
gi(t) dt for i = 1, 2.
Now let us consider the standard norm of u in H1(RN) given by
‖u‖2 =
∫
RN
|∇u|2 + |u|2 dx.
In view of [5][Theorem A.VI], J : H1(RN) → R given by (1.6) is of class C1. In the next
subsections we build the variational setting according to Section 2.
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4.1. Critical point theory setting. Let X = Y = H1(RN) and let M,ψ : H1(RN)→ R be
given by
M(u) =
∫
RN
|∇u|2 dx− 2∗
∫
RN
G(u) dx, and ψ(u) =
∫
RN
|∇u|2 dx for u ∈ H1(RN).
Proposition 4.1. Let us denote
M :=
{
u ∈ H1(RN) :M(u) = 0
}
,
S :=
{
u ∈ H1(RN) : ψ(u) = 1
}
,
P :=
{
u ∈ H1(RN) :
∫
RN
G(u) dx > 0
}
,
U := S ∩ P.
Then the following holds.
(i) There is a continuous map mP : P →M such that mP(u) = u(r·) ∈M with
(4.3) r = r(u) =
(2∗ ∫
RN
G(u) dx
ψ(u)
)1/2
> 0.
(ii) m := mP |U : U → M is a homeomorphism with the inverse m
−1(u) = u(ψ(u)
1
N−2 ·),
J ◦mP : P → R is of class C
1 with
(J ◦mP)
′(u)(v) = J ′(mP(u))(v(r(u)·))
= r(u)2−N
∫
RN
〈∇u,∇v〉 dx− r(u)−N
∫
RN
g(u)v dx
for u ∈ P and v ∈ H1(RN).
(iii) J is coercive on M, i.e. for (un) ⊂M, J(un)→∞ as ‖un‖ → ∞, and
(4.4) c := inf
M
J > 0.
(iv) If un → u, un ∈ U and u ∈ ∂U , where the boundary of U is taken in S, then (J ◦m)(u)→
∞ as n→∞.
Proof. (i) If u ∈ P then
M(u(r·)) = r−N
(
r2
∫
RN
|∇u|2 dx− 2∗
∫
RN
G(u) dx
)
= 0
for r = r(u) given by (4.3). Let mP : P →M be a map such that
mP(u) := u(r(u)·).
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Let un → u0, un ∈ P for n ≥ 0. Observe that r(un)→ r(u0) and
ψ(mP(un)−mP(u0)) =
∫
RN
∣∣∇(un(r(un)·)− u0(r(u0)·))∣∣2 dx
≤ 2r(un)
2−Nψ(un − u0) + 2
∫
RN
∣∣∇(u0(r(un)·)− u0(r(u0)·))∣∣2 dx
≤ 2r(un)
2−Nψ(un − u0) + 2
(
r(un)
2−N − r(u0)
2−N
)
ψ(u0)
+4r(u0)
2−N
∫
RN
〈
∇u0 −∇u0
(r(un)
r(u0)
·
)
,∇u0
〉
dx
→ 0
passing to a subsequence. Similarly we show that mP(un)→ mP(u0) in L
2(RN), hence mP is
continuous.
(ii) Observe that
m−1P (u) := {v ∈ P : mP(v) = u} = {uλ : uλ = u(λ·), λ > 0}.
Then 1 = ψ(uλ) = λ
2−Nψ(u) if and only if λ = ψ(u)
1
N−2 . Therefore m−1(u) = u(ψ(u)
1
N−2 ·) ∈
U . Similarly as in (i) we show the continuity of m−1 : M → U . Moreover for u ∈ P and
v ∈ X one obtains
(J ◦mP)
′(u)(v) = lim
t→0
J(mP(u+ tv))− J(mP(u))
t
= lim
t→0
(r(u+ tv)2−N − r(u)2−N)
∫
RN
|∇u|2 dx+ r(u+ tv)2−N t
∫
RN
〈∇(2u+ tv),∇v〉 dx
2t
− lim
t→0
(r(u+ tv)−N − r(u)−N)
∫
RN
G(u) dx+ r(u+ tv)−N
∫
RN
G(u+ tv)−G(u) dx
t
=
2−N
2
r(u)1−Nr′(u)(v)
∫
RN
|∇u|2 dx+ r(u)2−N
∫
RN
〈∇u,∇v〉 dx
−
(
(−N)r(u)−N−1r′(u)(v)
∫
RN
G(u) dx+ r(u)−N
∫
RN
g(u)v dx
)
=
2−N
2
r(u)−N−1r′(u)(v)
(
r(u)2
∫
RN
|∇u|2 dx− 2∗
∫
RN
G(u) dx
)
+ r(u)−N
(
r(u)2
∫
RN
〈∇u,∇v〉 dx−
∫
RN
g(u)v dx
)
=
2−N
2
r(u)−1r′(u)(v)M(mP(u)) + J
′(mP(u))(v(r(u)·)
= J ′(mP(u))(v(r(u)·).
(iii) Suppose that for some (un) ⊂ U
J(m(un)) =
(1
2
−
1
2∗
)∫
RN
|∇m(un)|
2 dx
is bounded. Then we obtain thatm(un) is bounded in L
2∗(RN) and by (4.1),
∫
RN
G1(m(un)) dx
is bounded as well. By (4.2) and since m(un) ∈M, we infer thatm(un) is bounded in H
1(RN).
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Thus J is coercive on M. Observe that for some constants 0 < C1 < C2 one has
|m(un)|
2
2∗ + |m(un)|
2
2 ≤ C1
∫
RN
|∇m(un)|
2 + 2∗G2(m(un)) dx = C12
∗
∫
RN
G1(m(un)) dx
≤ |m(un)|
2
2 + C2|m(un)|
2∗
2∗
and we conclude that |m(un)|2∗ ≥ C
−1/(2∗−2)
2 > 0. Hence c = infM J > 0.
(iv) Note that if un → u ∈ ∂U and un ∈ U , then r(un)→ 0 and
‖m(un)‖
2 = r(un)
2−N + r(un)
−N |un|
2
2 →∞
as n→∞. Hence by the coercivity, J(m(un))→∞ as n→∞. 
Now observe that we may consider the group of translations G = RN acting on X =
H1(RN), i.e.
(gu)(x) = u(x+ g)
for g ∈ RN , u ∈ X, x ∈ RN , and in view of Proposition 4.1 conditions (A1)–(A3) are satisfied.
In the similar way we may consider the following subgroup of translations G = {0} ×
{0} × RN−2m acting on X = Xτ ∩H
1
O1
(RN) and conditions (A1)–(A3) are satisfied provided
that instead of M, S, Y = X = H1(RN), U , mP and m, we consider M ∩ X, S ∩ X,
Y = X = Xτ ∩H
1
O1
(RN), U ∩ X, m|P∩X : P ∩X →M∩ X and m|U∩X : U ∩X →M∩X
respectively.
Finally, in case of X = Xτ ∩H
1
O2
(RN) we consider the trivial group G = {(0, 0, 0)} acting
on X.
Remark 4.2. We show how to easy construct functions inXτ∩H
1
O2
(RN). Let u ∈ H10 (B(0, R))∩
L∞(B(0, R)) be O(N)-invariant (radial) function, R > 1 and take any odd and smooth func-
tion ϕ : R → [0, 1] such that ϕ(x) = 1 for x ≥ 1 and ϕ(x) = −1 for x ≤ −1. Note that,
defining
u˜(x1, x2, x3) := u
(√
|x1|2 + |x2|2 + |x3|2
)
ϕ(|x1| − |x2|) for x1, x2 ∈ R
m, x3 ∈ R
N−2m,
we get u˜ ∈ Xτ ∩ H
1
O2
(RN). Take A := ess sup |u| and B := maxs∈[0,A] |G(s)|. Let us denote
r = |x| and ri = |xi| for i = 1, 2, 3. Observe that∫
RN
G(u˜) dx =
∫ ∞
0
∫ ∞
0
∫ ∞
0
G(u˜)rm−11 r
m−1
2 r
N−2m−1
3 dr1dr2dr3
= 2
∫ R
0
∫ R
0
∫ r2+R
r2
G(u˜)rm−11 r
m−1
2 r
N−2m−1
3 dr1dr2dr3
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= 2
∫ R
0
∫ R
0
∫ r2+R
r2
G(u(r))rm−11 r
m−1
2 r
N−2m−1
3 dr1dr2dr3
−2
∫ R
0
∫ R
0
∫ r2+1
r2
G(u(r))rm−11 r
m−1
2 r
N−2m−1
3 dr1dr2dr3
+2
∫ R
0
∫ R
0
∫ r2+1
r2
G(u(r)ϕ(r1 − r2))r
m−1
1 r
m−1
2 r
N−2m−1
3 dr1dr2dr3
≥
∫
RN
G(u) dx− c1B
( N−1∑
i=N−m
Ri
)
for some constant c1 > 0 dependent only on N . In [5][page 325], for any R > 0 one can find
a radial function u ∈ H10 (B(0, R))∩L
∞(B(0, R)) such that
∫
RN
G(u) dx ≥ c2R
N − c3R
N−1 for
some constants c2, c3 > 0. Therefore we get
∫
RN
G(u˜) dx > 0 for sufficiently large R, hence
P ∩Xτ ∩H
1
O2
(RN) 6= ∅ and M∩Xτ ∩H
1
O2
(RN) 6= ∅.
4.2. θ-analysis of Palais-Smale sequences. Below we explain the role of θ in the analysis
of Palais-Smale sequences of J ◦m.
Lemma 4.3. Suppose that (un) ⊂ U is a (PS)β-sequence of J ◦m such that
m(un)(·+ yn) ⇀ u˜ 6= 0 in H
1(RN)
for some sequence (yn) ⊂ R
N and u˜ ∈ H1(RN). Then u˜ solves
(4.5) − θ∆u = g(u), where θ := ψ(u˜)−1
∫
RN
g(u˜)u˜ dx,
and passing to a subsequence
(4.6) θ = lim
n→∞
ψ(m(un))
−1
∫
RN
g(m(un))m(un) dx.
Moreover θ 6= 0 and
(4.7) θ = 2∗ψ(u˜)−1
∫
RN
G(u˜) dx.
If θ > 0, then mP(u˜) ∈M is a critical point of J . If θ ≥ 1, then J(mP(u˜)) ≤ β.
Proof. For v ∈ X we set vn(x) = v(r(un)
−1x− yn) and observe that passing to a subsequence
m(un)(x+ yn)→ u˜(x) for a.e. x ∈ R
N and by Vitali’s convergence theorem
(J ◦m)′(un)(vn) =
∫
RN
〈∇m(un)(·+ yn),∇v〉 dx−
∫
RN
g(m(un)(·+ yn))v dx
→
∫
RN
〈∇u˜,∇v〉 dx−
∫
RN
g(u˜)v dx.(4.8)
We find the following decomposition
vn =
(∫
RN
〈∇un,∇vn〉 dx
)
un + v˜n
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with v˜n ∈ TunS. In view of Proposition 4.1 (iii) we get that r(un) is bounded from above,
bounded away from 0 and passing to a subsequence r(un)→ r0 > 0. Note that (vn) is bounded,
hence (v˜n) is bounded and (J ◦m)
′(un)(v˜n)→ 0. Moreover∫
RN
〈∇un,∇vn〉 dx = r(un)
N−2
∫
RN
〈∇m(un),∇vn(r(un)·)〉 dx
= r(un)
N−2
∫
RN
〈∇m(un)(·+ yn),∇v〉 dx
→ rN−20
∫
RN
〈∇u˜,∇v〉 dx = 0
provided that
∫
RN
〈∇u˜,∇v〉 dx = 0. Hence
(J ◦m)′(un)(vn) =
(∫
RN
〈∇un,∇vn〉 dx
)
(J ◦m)′(un)(un) + (J ◦m)
′(un)(v˜n)→ 0
and by (4.8) we obtain ∫
RN
〈∇u˜,∇v〉 dx−
∫
RN
g(u˜)v dx = 0
for any v such that
∫
RN
〈∇u˜,∇v〉 dx = 0. We define ξ : H1(RN)→ R by the following formula
ξ(v) =
∫
RN
〈∇u˜,∇v〉 dx−
∫
RN
g(u˜)v dx
−
(∫
RN
|∇u˜|2 dx−
∫
RN
g(u˜)u˜ dx
)
ψ(u˜)−1
∫
RN
〈∇u˜,∇v〉 dx.
Observe that any v ∈ H1(RN) has the following decomposition
v =
(∫
RN
〈∇u˜,∇v〉 dx
)
u˜+ v˜
such that
∫
RN
〈∇u˜,∇v˜〉 dx = 0. Note that ξ(u˜) = 0 and
ξ(v) =
(∫
RN
〈∇u˜,∇v〉 dx
)
ξ(u˜) + ξ(v˜)
= ξ(v˜) = 0
for any v ∈ H1(RN ). Then
0 = ξ(v) =
∫
RN
(
1−
(∫
RN
|∇u˜|2 dx−
∫
RN
g(u˜)u˜ dx
)
ψ(u˜)−1
)
〈∇u˜,∇v〉 dx(4.9)
−
∫
RN
g(u˜)v dx
and u˜ is a weak solution to the problem (4.5) with
θ = 1−
(∫
RN
|∇u˜|2 dx−
∫
RN
g(u˜)u˜ dx
)
ψ(u˜)−1 = ψ(u˜)−1
∫
RN
g(u˜)u˜ dx.
Now we show (4.6). Let us define a map η : P → (H1(RN ))∗ by the following formula
η(u)(v) = (J ◦mP)
′(u)(v)− (J ◦mP)
′(u)(u)
∫
RN
〈∇u,∇v〉 dx
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for u ∈ P and v ∈ H1(RN). Observe that any v ∈ H1(RN) has the unique decomposition
v =
(∫
RN
〈∇un,∇v〉 dx
)
un + v˜n
such that v˜n ∈ TunS. Note that
η(un)(v) =
(∫
RN
〈∇un,∇v〉 dx
)
η(un)(un) + η(un)(v˜n)
= η(un)(v˜n) = (J ◦m)
′(un)(v˜n).
Since (un) is a (PS)β-sequence of J ◦m, we obtain η(un) → 0 in (H
1(RN))∗. On the other
hand, in view of Proposition 4.1 (ii)
η(un)(v(r(un)
−1x− yn)) =
∫
RN
(
1− r(un)
N−2(J ◦mP)
′(un)(un)
)
〈∇m(un)(·+ yn),∇v〉 dx
−
∫
RN
g(m(un)(·+ yn))v dx
=
∫
RN
θn〈∇m(un)(·+ yn),∇v〉 dx−
∫
RN
g(m(un)(·+ yn))v dx,
where
θn = r(un)
N−2
∫
RN
g(m(un))m(un) dx = ψ(m(un))
−1
∫
RN
g(m(un))m(un) dx.
Passing to a subsequence θn → θ˜ and
0 = lim
n→∞
η(un)(v(r(un)
−1x− yn)) =
∫
RN
θ˜〈∇u˜,∇v〉 dx−
∫
RN
g(u˜)v dx
for any v ∈ H1(RN). Taking into account (4.9) we obtain that θ˜ = θ and (4.6) is satisfied.
Now we show that θ 6= 0. Suppose that θ = 0, hence g(u˜(x)) = 0 for a.e. x ∈ RN . Take
Σ := {x ∈ RN : g(u˜(x)) = 0} and clearly RN \ Σ has measure zero and let Ω := {x ∈ Σ :
u˜(x) 6= 0}. Suppose that ε := infx∈Ω |u˜(x)| > 0. Since u˜ ∈ L
2(RN) \ {0}, we infer that Ω has
finite positive measure and note that∫
RN
|u˜(x+ h)− u˜(x)|2 dx ≥ ε
∫
RN
|χΩ(x+ h)− χΩ(x)|
2 dx,
where χΩ is the characteristic function of Ω. In view of [31][Theorem 2.1.6] we infer that
χΩ ∈ H
1(RN) and we get the contradiction. Therefore we find a sequence (xn) ⊂ R
N such
that u˜(xn) → 0, u˜(xn) 6= 0 and g(u˜(xn)) = 0. Thus, by (4.1) and (4.2) we obtain the next
contradiction
0 = lim
n→∞
g(u˜(xn))
u˜(xn)
= lim
n→∞
g1(u˜(xn))
u˜(xn)
− lim
n→∞
g2(u˜(xn))
u˜(xn)
≤ −m < 0.
Therefore θ 6= 0 and by the elliptic regularity we infer that u˜ ∈ W 2,qloc (R
N) for any q < ∞. In
view of the Pohozaev identity
θ
∫
RN
|∇u˜|2 dx = 2∗
∫
RN
G(u˜) dx,
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hence (4.7) holds. Now suppose that θ > 0. Then
r(u˜) =
(2∗ ∫
RN
G(u˜) dx
ψ(u˜)
)1/2
=
(∫
RN
g(u˜)u˜ dx
ψ(u˜)
)1/2
= θ1/2.
Observe that for v ∈ X and vr = v(r(u˜)
−1·) one has
J ′(mP(u˜))(v) = r(u˜)
2−N
∫
RN
〈∇u˜,∇vr〉 dx− r(u˜)
−N
∫
RN
g(u˜)vr dx
= r(u˜)−N
(∫
RN
〈∇θu˜,∇vr〉 dx−
∫
RN
g(u˜)vr dx
)
= 0,
which finally shows that mP(u˜) is a critical point of J . If θ ≥ 1, then
β = lim
n→∞
J(m(un)) ≥
(1
2
−
1
2∗
)∫
RN
|∇u˜|2 dx ≥ r(u˜)2−N
(1
2
−
1
2∗
)∫
RN
|∇u˜|2 dx
= J(mP(u˜)).

The main difficulty in the analysis of Palais-Smale sequences of J ◦ m is to find proper
translations (yn) ⊂ R
N such that θ > 0 in Lemma 4.3. In order to check (M)β(i) condition
one needs to ensure that even θ ≥ 1. This can be performed with the help of the following
result providing decompositions for Palais-Smale sequences of J ◦ m, which is based on the
profile decomposition Theorem 1.4. Observe that in the usual variational approach e.g. due to
Struwe [28] or Coti Zelati and Rabinowitz [8], such decompositions of Palais-Smale sequences
are finite. In our case, however, a finite procedure cannot be performed in general, since we
do not know whether a weak limit point of a Palais-Smale sequence of J ◦m is a critical point.
Therefore we need to employ the profile decompositions from Theorem 1.4 and Corollary 3.5.
Proposition 4.4. Let (un) ⊂ U be a Palais-Smale sequence of J ◦ m at level β = c. Then
there is K ∈ N ∪ {∞} and there are sequences (u˜i)
K
i=0 ⊂ H
1(RN), (θi)
K
i=0 ⊂ R, for any n ≥ 1,
(yin)
K
i=0 ⊂ R
N is such that y0n = 0, |y
i
n − y
j
n| → ∞ as n → ∞ for i 6= j, and passing to a
subsequence, the following conditions hold:
m(un)(·+ y
i
n) ⇀ u˜i in H
1(RN) as n→∞ for 0 ≤ i < K + 1,(4.10)
u˜i solves (4.5) with θi for 0 ≤ i < K + 1, u˜i 6= 0 and (4.7) holds for 1 ≤ i < K + 1,(4.11)
if u˜0 6= 0, then θ0 6= 0 and satisfies (4.7),
lim
n→∞
∫
RN
G1(m(un)) dx =
K∑
i=0
∫
RN
G1(u˜i) dx,(4.12)
lim
n→∞
∫
RN
G2(m(un)) dx ≥
K∑
i=0
∫
RN
G2(u˜i) dx,(4.13)
lim
n→∞
ψ(m(un)) ≥
K∑
i=0
ψ(u˜i).(4.14)
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Proof. Since J is coercive onM, we know thatm(un) is bounded and passing to a subsequence
we may assume that limn→∞
∫
RN
G1(m(un)) dx, limn→∞
∫
RN
G2(m(un)) dx exist. In view of
Theorem 1.4 we obtain sequences (u˜i)
∞
i=0 ⊂ H
1(RN) and (yin)
∞
i=0 ⊂ R
N for n ≥ 1, such that
(1.7)–(1.8) are satisfied. If (u˜i)
∞
i=1 contains exactlyK nontrivial functions, then we may assume
that u˜i 6= 0 for i = 1, ..., K. Otherwise we set K = ∞. In view of Lemma 4.3, u˜i solves (4.5)
with θi for 1 ≤ i < K + 1. If u˜0 = 0, then θ0 = 0, and if u˜0 6= 0, then θ0 is given by (4.5), so
that (4.10)-(4.11) hold. Since (4.1) holds, then (4.12) follows from (1.8) and (1.10). Moreover
(4.13) and (4.14) follow from (1.8) and (1.7) respectively. 
Corollary 4.5. Suppose that X = H1O1(R
N ) ∩Xτ and 2 ≤ m < N/2. Let (un) ⊂ U ∩X be a
Palais-Smale sequence of J |X ◦m|U∩X at level β = infM∩X J . Then there is K ∈ N∪{∞} and
there are sequences (u˜i)
K
i=0 ⊂ X, (θi)
K
i=0 ⊂ R, (y
i
n)
K
i=0 ⊂ {0}×{0}×R
N−2m for any n ≥ 1 such
that y0n = 0, |y
i
n − y
j
n| → ∞ as n→∞ for i 6= j, and passing to a subsequence, (4.10)–(4.14)
are satisfied.
Proof. We argue as in proof of Proposition 4.4, but instead of Theorem 1.4 we use Corollary
3.5. Arguing as in Lemma 4.3 we obtain that u˜i solves (4.5) with θi in X for 0 ≤ i < K + 1,
i.e.
θi
∫
RN
〈∇u˜i,∇v〉 dx =
∫
RN
g(u˜i)v dx for every v ∈ X,
and u˜i 6= 0 for 1 ≤ i < K + 1. By the Palais principle of symmetric criticality [24], u˜i solves
(4.5) with θi. As in Lemma 4.3 we show that θi 6= 0 and by the Pohozaev identity (4.7) holds
for u˜i and θi for 1 ≤ i < K + 1. If u˜0 = 0, then θ0 = 0, otherwise θ0 is given by (4.5) and by
the Pohozaev identity satisfies also (4.7). 
Remark 4.6. An important consequence of Proposition 4.4 and Corollary 4.5 is the existence
of a sequence of translations (yin) such that θi ≥ 1 for some i ≥ 0. Indeed, in view of (4.11)
we get
θiψ(u˜i) = 2
∗
(∫
RN
G1(u˜i) dx−
∫
RN
G2(u˜i) dx
)
for 0 ≤ i < K + 1. Then by (4.12)–(4.14) we obtain
K∑
i=0
θiψ(u˜i) = 2
∗
( K∑
i=0
∫
RN
G1(u˜i) dx−
K∑
i=0
∫
RN
G2(u˜i) dx
)
≥ 2∗
(
lim
n→∞
∫
RN
G1(m(un)) dx− lim
n→∞
∫
RN
G2(m(un)) dx
)
= lim
n→∞
ψ(m(un)) ≥
K∑
i=0
ψ(u˜i).
Therefore there is θi ≥ 1 for some 0 ≤ i < K + 1.
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4.3. Proof of Theorems 1.1, 1.2 and 1.3.
Lemma 4.7. J ◦m satisfies (Mβ) (i) for β = c.
Proof. Let (un) ⊂ U be a (PS)β-sequence of J ◦ m. Since J is coercive on M, (m(un)) is
bounded and in view of Proposition 4.4 and Remark 4.6 we find a sequence (yn) ⊂ R
N such
that m(un)(· + yn) ⇀ u˜ in H
1(RN) for some u˜ 6= 0 and θ ≥ 1 given by (4.7). Observe that
u˜ ∈ P and by Lemma 4.3 we conclude. 
Now, let us consider O1-invariant functions.
Lemma 4.8. Suppose that X = H1O1(R
N)∩Xτ and 2 ≤ m < N/2. Then J |X ◦m|U∩X satisfies
(Mβ) (i) for β = infM∩X J .
Proof. Let (un) ⊂ U ∩X be a (PS)β-sequence of J |X ◦m|U∩X . Similarly as in proof of Lemma
4.7, in view of Corollary 4.5 and and Remark 4.6 we find a sequence (yn) ⊂ {0}×{0}×R
N−2m
such that m(un)(· + yn) ⇀ u˜ in X for some u˜ 6= 0 and θ ≥ 1 given by (4.7). Observe that
u˜ ∈ P ∩X and as in Lemma 4.3, J(mP(u˜)) ≤ β.

More can be said for O2-invariant functions.
Lemma 4.9. Suppose that X = H1O2(R
N) ∩ Xτ . If (un) ⊂ U ∩ X is a (PS)β-sequence
of (J |X ◦ m|U∩X), then passing to a subsequence un → u0 for some u0 ∈ U ∩ X such that
J |′X(m(u0)) = 0.
Proof. Let (un) ⊂ U ∩ X be a sequence such that (J |X ◦ m|U∩X)
′(un) → 0 and (J |X ◦
m|U∩X)(un)→ β. Since J is coercive on M, (m(un)) is bounded and in view of Corollary 3.6
we find u˜ ∈ X such that
(4.15)
∫
RN
G1(m(un)) dx→
∫
RN
G1(u˜) dx
as n→∞. If u˜ = 0, then by (4.2)
min
{
1,
m
2
}
‖m(un)‖
2 ≤
∫
RN
|∇m(un)|
2 dx+2∗
∫
RN
G2(m(un)) dx = 2
∗
∫
RN
G1(m(un)) dx→ 0,
which contradicts the fact that infM∩X J > 0. Therefore u˜ 6= 0. Now, observe that applying
Corollary 3.6 with (3.14) for Ψ(s) = G1(s) and passing to subsequence we obtain
lim
n→∞
∫
RN
g1(m(un))m(un) dx =
∫
RN
g1(u˜)u˜ dx,
lim
n→∞
∫
RN
g2(m(un))m(un) dx ≥
∫
RN
g2(u˜)u˜ dx.
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Similarly as in Lemma 4.3 we infer that (4.6), (4.7) hold and
ψ(u˜) ≤ lim
n→∞
ψ(m(un)) = lim
n→∞
∫
RN
g1(m(un))m(un) dx− lim
n→∞
∫
RN
g2(m(un))m(un) dx
≤
∫
RN
g1(u˜)u˜ dx−
∫
RN
g2(u˜)u˜ dx = θψ(u˜).
Hence θ ≥ 1 and mP(u) ∈M∩X is a critical point of J |X ◦m|U∩X . In view of (4.6) we get
θ = lim
n→∞
ψ(m(un))
−1
∫
RN
g(m(un))m(un) dx ≤ ψ(u˜)
−1
∫
RN
g(u˜)u˜ dx = θ,
hence
lim
n→∞
ψ(m(un)) = ψ(u˜)
and
lim
n→∞
∫
RN
g2(m(un))m(un) dx =
∫
RN
g2(u˜)u˜ dx.
Note that g2(s) = ms + g3(s), where g3(s) := max{0,−g(s) − ms} ≥ 0 for s ≥ 0 and
g3(s) := −max{0,−g(s)−ms} for s ≤ 0. Then g3(s)s ≥ 0 for s ∈ R and we easy infer that
lim
n→∞
∫
RN
m|m(un)|
2 dx =
∫
RN
m|u˜|2 dx.
Therefore m(un)→ u˜ in H
1(RN), u˜ ∈M∩X and un → u0 := m
−1(u˜) in U ∩X. Since θ = 1,
J |′X(m(u0)) = J |
′
X(u˜) = 0. 
Proof of Theorem 1.1. Since J satisfies (A1)–(A3) and (Mβ) (i), proof follows from Theorem
2.2 (a). ✷
Proof of Theorem 1.2. If X = H1O1(R
N) ∩ Xτ and 2 ≤ m < N/2, then J |X ◦m|U∩X satisfies
(A1)–(A3) and (Mβ) (i). Then, in view of Theorem 2.2 (a) there is a critical point u ∈M∩X
of J |X such that
J(u) = inf
M∩X
J.
In view of the Palais principle of symmetric criticality [24], u solves (1.1). Let
Ω1 := {x ∈ R
N : |x1| > |x2|},
Ω2 := {x ∈ R
N : |x1| < |x2|}.
Since u ∈ Xτ ∩H
1
O1
(RN), we get χΩ1u ∈ H
1
0 (Ω1) ⊂ H
1(RN ) and χΩ2u ∈ H
1
0 (Ω2) ⊂ H
1(RN).
Moreover χΩ1u ∈M and
J(u) = J(χΩ1u) + J(χΩ2u) = 2J(χΩ1u) ≥ 2 inf
M
J,
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which completes the proof of (1.4). The remaining case 2 ≤ m = N/2 is contained in Theorem
1.3. ✷
Proof of Theorem 1.3. If X = H1O2(R
N)∩Xτ , then J |X ◦m|U∩X satisfies (A1)–(A3), and note
that Lemma 4.9 holds. In view of [6][Theorem 10], for any k ≥ 1 we find an odd continuous
map τ : Sk−1 → H10 (B(0, R)) ∩ L
∞(B(0, R)) such that τ(σ) is a radial function and τ(σ) 6= 0
for all σ ∈ Sk−1. Moreover ∫
B(0,R)
G(τ(σ)) dx ≥ c2R
N − c3R
N−1
for any σ ∈ Sk−1 and some constants c2, c3 > 0. As in Remark 4.2 we define a map τ˜ : S
k−1 →
H10 (B(0, R))∩L
∞(B(0, R)) such that τ˜ (σ)(x1, x2, x3) = τ(σ)(x1, x2, x3)ϕ(|x1|− |x2|). Observe
that τ˜ (σ) ∈ X and
∫
B(0,R)
G(τ˜ (σ)) dx > 0 for σ ∈ Sk−1 and sufficiently large R. Therefore
(2.2) is satisfied and proof follows from Theorem 2.2 (c) and from the Palais principle of
symmetric criticality [24]. ✷
Acknowledgements. I would like to thank Louis Jeanjean and Sheng-Sen Lu, who ob-
served that one has to ensure that the Lusternik-Schnirelmann values are finite in proof of
Theorem 2.2. Very recently they also recovered the results of this paper in preprint [15]. More-
over I am grateful to Rupert Frank for pointing out the reference [23]. The author was partially
supported by the National Science Centre, Poland (Grant No. 2014/15/D/ST1/03638).
References
[1] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J.
Funct. Anal. 14 (1973), 349–381.
[2] W. Ao, M. Musso, F. Pacard, J. Wei: Solutions without any symmetry for semilinear elliptic problems, J.
Funct. Anal. 270 (2016), no. 3, 884–956.
[3] T. Bartsch, M. Willem: Infinitely many nonradial solutions of a Euclidean scalar field equation, J. Funct.
Anal. 117 (1993), 447–460.
[4] V. Benci, P. H. Rabinowitz: Critical point theorems for indefinite functionals, Invent. Math. 52 (1979),
no. 3, 241–273.
[5] H. Berestycki, P.L. Lions: Nonlinear scalar field equations. I - existence of a ground state, Arch. Ration.
Mech. Anal. 82 (1983), 313–345.
[6] H. Berestycki, P.L. Lions: Nonlinear scalar field equations. II. Existence of infinitely many solutions,
Arch. Ration. Mech. Anal. 82 (1983), 347–375.
[7] H. Berestycki, P.L. Lions: Existence d’états multiples dans des équations de champs scalaires non linéaires
dans le cas de masse nulle, C. R. Acad. Sci. Paris Sér. I Math. 297, (1983), 267–270.
[8] V. Coti Zelati, P.H. Rabinowitz: Homoclinic type solutions for a semilinear elliptic PDE on RN , Comm.
Pure and Applied Math. 45, no. 10, (1992), 1217–1269.
[9] G. Devillanova, S. Solimini, Some remarks on profile decomposition theorems, Adv. Nonlinear Stud. 16
(2016), no. 4, 795–805.
[10] Gérard: Description du défaut de compacité de l’injection de Sobolev, ESAIM: Control, Optimisation and
Calculus of Variations 3 (1998), 213–233.
[11] T. Hmidi, S. Keraani: Remarks on the blow-up for the L2-critical nonlinear Schrödinger equations, SIAM
J. Math. Anal. 38 (2006), no. 4, 1035–1047.
[12] J. Hirata, N. Ikoma, K. Tanaka: Nonlinear scalar field equations in RN : mountain pass and symmetric
mountain pass approaches, Topol. Methods Nonlinear Anal. 35, (2010), 253–276.
Nonradial solutions of nonlinear scalar field equations 31
[13] L. Jeanjean: Existence of solutions with prescribed norm for semilinear elliptic equations, Nonlinear Anal.
28 (1997), 1633–1659.
[14] L. Jeanjean, K. Tanaka: A remark on least energy solutions in RN , Proc. Amer. Math. Soc. 131 (2003),
2399–2408.
[15] L. Jeanjean, S.-S. Lu: Nonlinear scalar field equations with general nonlinearity, arXiv:1807.07350.
[16] P.-L. Lions: Symétrie et compacité dans les espaces de Sobolev, J. Funct. Anal. 49 (1982), no. 3, 315–334.
[17] P.-L. Lions: The concentration-compactness principle in the calculus of variations. The locally compact
case. Part I and II, Ann. Inst. H. Poincaré, Anal. Non Linéare., 1, (1984), 109–145; and 223–283.
[18] S. Lorca, P. Ubilla: Symmetric and nonsymmetric solutions for an elliptic equation on RN , Nonlinear
Anal. 58, 961–968.
[19] W. Marzantowicz: Geometrically distinct solutions given by symmetries of variational problems with the
O(N)-symmetry, arXiv:1711.08425.
[20] J. Mederski: Ground states of time-harmonic semilinear Maxwell equations in R3 with vanishing permit-
tivity, Arch. Rational Mech. Anal. 218 (2), (2015), 825–861.
[21] J. Mederski: Nonlinear scalar field equations involving the zero mass case, in preparation.
[22] M. Musso, F. Pacard, J. Wei: Finite-energy sign-changing solutions with dihedral symmetry for the sta-
tionary nonlinear Schrödinger equation, J. Eur. Math. Soc. 14 (2012), no. 6, 1923–1953.
[23] H. Nawa: "Mass concentration” phenomenon for the nonlinear Schrödinger equation with the critical power
nonlinearity. II Kodai Math. J. 13 (1990), no. 3, 333–348.
[24] R.S. Palais: The principle of symmetric criticality, Commun. Math. Phys. 69 (1979), 19–30.
[25] P. Rabinowitz: Minimax Methods in Critical Point Theory with Applications to Differential Equations,
CBMS Regional Conference Series in Mathematics, Vol. 65, Amer. Math. Soc., Providence, Rhode Island
1986.
[26] J. Shatah Unstable ground state of nonlinear Klein–Gordon equations, Trans. Amer. Math. Soc. 290 (2)
(1985) 701–710.
[27] W.A. Strauss: Existence of solitary waves in higher dimensions, Commun. Math. Phys. 55, (1977), 149–
162.
[28] M. Struwe: A global compactness result for elliptic boundary value problems involving limiting nonlinear-
ities, Math. Z. 187 (1984), no. 4, 511–517.
[29] A. Szulkin, T. Weth: Ground state solutions for some indefinite variational problems, J. Funct. Anal. 257
(2009), no. 12, 3802–3822.
[30] M. Willem: Minimax Theorems, Birkhäuser Verlag (1996).
[31] W. P. Ziemer: Weakly differentiable functions. Sobolev spaces and functions of bounded variation, Grad-
uate Texts in Mathematics, 120. Springer-Verlag, New York (1989).
(J. Mederski)
Institute of Mathematics,
Polish Academy of Sciences,
ul. Śniadeckich 8, 00-956 Warszawa, Poland
and
Faculty of Mathematics and Computer Science,
Nicolaus Copernicus University,
ul. Chopina 12/18, 87-100 Toruń, Poland
E-mail address : jmederski@impan.pl
