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Abstract
We consider vector space interference alignment strategies over the K-user interference channel and derive an upper bound
on the achievable degrees of freedom as a function of the channel diversity L, where the channel diversity is modeled by L
real-valued parallel channels with coefficients drawn from a non-degenerate joint distribution. The seminal work of Cadambe
and Jafar shows that when L is unbounded, vector space interference alignment can achieve 1/2 degrees of freedom per user
independent of the number of users K. However wireless channels have limited diversity in practice, dictated by their coherence
time and bandwidth, and an important question is the number of degrees of freedom achievable at finite L. When K = 3 and
if L is finite, Bresler et al show that the number of degrees of freedom achievable with vector space interference alignment is
bounded away from 1/2, and the gap decreases inversely proportional to L. In this paper, we show that when K ≥ 4, the gap is
significantly larger. In particular, the gap to the optimal 1/2 degrees of freedom per user can decrease at most like 1/
√
L, and
when L is smaller than the order of 2(K−2)(K−3), it decays at most like 1/ 4
√
L.
Index Terms
Interference alignment, K-user interference channel, degrees of freedom, channel diversity, blocklength.
I. INTRODUCTION
Interference is the central phenomenon severely limiting the performance of most wireless systems. Over the recent years,
interference alignment has emerged as a promising tool to mitigate interference [1], [2]. The main idea is to design transmit
signals of different users in such a way that, upon arriving at the unintended receivers, they overlap with each other and the
resulting interference is perceived as much less than the sum of the individual interferences. Surprisingly, the work [2] of
Cadambe and Jafar has shown that this approach can lead to K/2 sum degrees of freedom over the time or frequency-varying
K-user interference channel, while traditional approaches such as treating interference as noise or orthogonalizing transmissions
can provide only one degree of freedom. This roughly implies that at high-SNR, each user can communicate as if it has half
the resources of the channel for its exclusive use, regardless of the total number of users.
However, one of the main caveats of the K/2 degrees of freedom result in [2] is that it requires unbounded time or frequency
variation of the channel. More precisely, in order to achieve K/2 degrees of freedom, the transmitters have to code over the
order of KK
2
independent realizations of the channel (or equivalently KK
2
parallel channels). (This scaling is slightly improved
to 2K
2
by Özgür and Tse [3].) In practice, wireless channels have finite channel diversity dictated by their coherence time
and bandwidth, and the requirement KK
2
is prohibitive even for small values of K. Whether this exponential requirement
for channel diversity is fundamental or not to vector space interference alignment strategies, of which the scheme in [2] is
one specific example, is an important question in determining the real potential of interference alignment in practical wireless
systems.
Despite significant research interest in interference alignment over the recent years (see [4] for an overview), there is limited
understanding regarding this question, and more generally, regarding how the available channel diversity impacts the ability
to align interference. The problem is understood only in the case when K = 3. In this case, Bresler and Tse [5] characterize
the exact relation between the channel diversity L, modeled by the number of independent channel realizations over time or
frequency, and the total number of degrees of freedom achievable using vector space alignment. (Their result subsumes an
earlier result by Cadambe, Jafar and Wang [6] which corresponds to the special case L = 2.) They show that the achievable
sum degrees of freedom in the 3-user interference channel are given by
DoF =
3
2
(
1− 1
4L− 2bL/2c − 1
)
. (1)
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2We can observe that when L→∞, 3/2 degrees of freedom are achievable as expected, and for finite values of L the formula
precisely characterizes how DoF approaches 3/2 as a function of L. To our knowledge, nothing is known regarding the relation
between channel diversity and achievable degrees of freedom for interference channels with more than 3-users; apart from the
trivial conclusion that when L = 1, vector interference alignment can achieve only one degree of freedom and the result of
[2] which shows that when L→∞, K/2 degrees of freedom are achievable.
In this paper, which is an extended and more complete version of [7], we make progress in this direction by first showing
that for K ≥ 4,
DoF ≤ K
2
(
1− 1
11
√
L
)
.
This result shows that the degrees of freedom per user approach 1/2 at a much slower speed when K ≥ 4 when compared to
K = 3: the gap decreases at most like 1/
√
L as opposed to 1/L. Next, we further improve our result to
DoF ≤ K
2
(
1− C min
{
1
4
√
L
,
2(K−2)(K−3)/4√
L
})
,
where C > 0 is a constant. In the regime when L is smaller than the order of 2(K−2)(K−3), i.e., when the first term of the
minimum is smaller than the second, this implies that the gap to the optimal 1/2 degrees of freedom per user decreases at
most like 1/ 4
√
L. As a result, when K grows, either we need an exponential channel diversity L > 2(K−2)(K−3), or the gap
to the optimal 1/2 degrees of freedom per user decreases at most like 1/ 4
√
L.
A closer look at the scheme in [2] reveals that the following degrees of freedom are achievable over the K-user interference
channel for L large enough.
DoF ≥ K
2
(
1− CN
N
√
L/2
)
, (2)
where N = (K − 1)(K − 2)− 1 and C > 0 is a constant. When K = 3, we have N = 1 and this matches the scaling in (1).
When K = 4, we have N = 5 which implies that gap to the optimal degrees of freedom decreases like 1/ 5
√
L in (2), while
our upper bound only implies that the gap can not decrease faster than 1/
√
L (1/ 4
√
L when L is smaller than the order of
2(K−2)(K−3)). The difference between the scaling of our upper bound and the achievability in (2) becomes even larger as K
increases.
While the remaining gap between the lower bound (2) and the upper bounds we derive is still quite large, one of the
main contributions of this paper is to build a mathematical framework (tools and notions) for studying the alignment problem
when K ≥ 4. Note that the case K ≥ 4 is significantly more complex than the case K = 3, in which case it is possible
to explicitly keep track of how intertwined the users’ signaling strategies are due to alignment. The exact characterization in
(1) is indeed based on such explicit tracking of users’ signaling spaces. For K ≥ 4, there is significantly more freedom in
choosing user’s signaling spaces and it is not possible to keep track of the intertwining between them. Without such explicit
tracking, we provide a framework that allows to capture the tradeoff between the two requirements of aligning interference at
the unintended receivers and that of keeping the desired signal space distinct from interference at the intended receivers. We
believe this framework can be further developed to prove tighter results in the future.
A. Related Work
A related problem has been considered in a recent paper [8], which restricts each transmitter to send a single beam (the
signaling space of each transmitter has dimension one) and asks how many transmitter-receiver pairs can be accommodated when
the channel diversity is finite. Their approach combines counting arguments with algebraic tools to determine the feasibility
of a hybrid system of equations and inequalities. In contrast here we do not restrict the dimension of the signaling space at
each transmitter. Indeed, [2] shows that the benefits of the interference alignment are asymptotic in nature and can be realized
by increasing the dimension of the signaling space at the transmitters, which leads to more freedom in the choice of the
signaling spaces. This, however, also makes the problem of characterizing the achievable degrees of freedom more difficult
and in particular one can not rely on explicit counting arguments as in [8].
Another related line of research [9], [10], [11], [12] (see also [4] and the references therein) looks at the relation between
the spatial diversity available in a MIMO interference channel and the degrees of freedom achievable with vector interference
alignment strategies. Here each user is equipped with multiple antennas and signals are aligned over the spatial dimension with
no time/frequency diversity in the channel. The impact of the spatial diversity (number of transmit and receive antennas) on
the achievable degrees of freedom with vector interference alignment strategies is much better understood. For example, [13]
shows that in the symmetric case where each node is equipped with N antennas, the maximum number of DoF achievable
with vector space alignment strategies is given by
DoF = K
⌊
2N
K + 1
⌋
≤ 2N K
K + 1
.
3In sharp contrast to the K/2 degrees of freedom achievable with time/frequency diversity, this result implies that the DoF gain
from aligning interference over the spatial dimension is limited by a factor of 2 when compared to the DoF achieved with
simple orthogonalization of users’ transmissions. This implies that the gain from spatial interference alignment is very limited
when compared to the potential gain from aligning interference over time/frequency varying channels. Therefore, we believe
understanding the feasibility of interference alignment over time/frequency varying channels with limited diversity is the key
to assessing the real potential of interference alignment strategies in practical systems.
II. PROBLEM FORMULATION
A. Notation
For a vector v ∈ RL, we write ‖v‖0 for the number of nonzero entries of v. For H ∈ RL×L and subspace V ⊆ RL, we
write HV for the subspace {Hv : v ∈ V }. For subspaces V1, V2, ..., Vn ⊆ RL, we write V1 + V2 = span (V1 ∪ V2), and∑n
i=1 Vi = V1 + · · · + Vn. We write 〈v1, ...,vn〉 = span {v1, ...,vn}. For a subset S ⊆ {1, ..., L}, RS = {v ∈ RL : vi =
0 for all i /∈ S}. The L× L identity matrix is denoted by IL (L may be omitted when the dimension is clear in the context).
For a vector v ∈ RL, we write diag(v) ∈ RL×L for the diagonal matrix formed by the entries of v. For X ∈ RL×L, we write
diag(X) ∈ RL for the vector formed by the diagonal entries of X.
B. Channel Model
Consider the fully-connected K-user Gaussian interference channel, where receiver i wants to obtain a message from
transmitter i for 1 ≤ i ≤ K, but the signal received is superimposed by interferences from transmitters j 6= i. The input-output
relationship is given by
yi =
K∑
j=1
Hijxj + zi, (3)
where xi ∈ RL is the transmitted signal of transmitter i over L channel uses; yi ∈ RL is the received signal of receiver i;
zi ∼ N (0, I) is an additive white Gaussian noise; and Hij ∈ RL×L is a diagonal matrix containing the channel coefficients
from Transmitter j to Receiver i over the L channel uses,
Hij =

h
(1)
ij
. . .
h
(L)
ij
 .
We assume the entries of Hij are chosen i.i.d. from a continuous distribution, or more generally, the joint distribution of
{(Hij)``}i,j=1,...,K, `=1,...,L has a density in the LK2-dimensional space. This channel model corresponds to L uses of a fast
fading interference channel where we get a different realization of the channel at each use.
The integer L is called the diversity of the channel. In the above model it is related to the blocklength of communication,
and more precisely, it is the number of coherence periods over which we code. For the block fading case where each coherence
period is of duration T , Hij are the diagonal matrices formed by h
(1)
ij , . . . , h
(1)
ij , h
(2)
ij , . . . , h
(2)
ij , h
(3)
ij , . . . , h
(L)
ij , where each h
(l)
ij
is repeated T times, i.e., Hij = diag
[
h
(1)
ij , ..., h
(L)
ij
]
⊗ IT ∈ RTL×TL, where ⊗ denotes the Kronecker product. In this paper,
we first consider the fast fading case (T = 1) and then extend our results to the block fading case.
C. Vector Interference Alignment Strategies and Degrees of Freedom
In this paper we focus on vector space schemes, which we specify next. Suppose transmitter i wishes to transmit x̂i ∈ RD
containing D data symbols. It applies a precoding matrix Vi ∈ RL×D and transmits xi = Vix̂i. Let Vi ⊆ RL be the column
span of Vi. Receiver i decodes x̂i by zero-forcing interference, i.e., projecting its received signal on the orthogonal complement
of the space spanned by the interference. At high SNR, it can decode the D data symbols if the signal subspace HiiVi intersects
the interference subspace only at 0, i.e.,
HiiVi ∩
(∑
j 6=i
HijVj
)
= {0} .
We call this the decoding condition at receiver i. The maximum total degrees of freedom achievable by this strategy is given
by
DoF = max
{Vi} satisfies decoding condition ∀i
KD/L.
It is easy to observe that this corresponds to the classical degrees of freedom definition for the interference channel: In particular
assume that the transmitted signals xi ∈ RL in (3) are subject to an average power constraint LP , i.e. average power P per
4channel use. The total degrees of freedom achieved by the vector interference alignment strategy can be equivalently defined
as
DoF = lim
P→∞
1
L
R(P )
logP
where R(P ) denotes the rate achieved by this strategy under a per user power constraint P .
If we wish to have DoF ≥ (1− )K/2, then D ≥ (1− )L/2. Given that the signalling subspaces Vi have to satisy the
decoding condition at each receiver, the goal of this paper is to give a lower bound on the channel diversity L in terms of the
gap . This translates to an upper bound on the achievable degrees of freedom with any given channel diversity L.
In the block fading case, the signal space is Vi ⊆ RTL instead of Vi ⊆ RL, and therefore the definition of maximum total
degrees of freedom is modified as
DoF = max
{Vi} satisfies decoding condition ∀i
KD
TL
.
III. MAIN RESULT
The following theorem is the main result of this paper.
Theorem 1. In the fast fading case (T = 1), when K ≥ 4, with probability 1, the maximum sum degrees of freedom achievable
with vector space interference alignment strategies is bounded by
DoF ≤ K
2
(
1− 1
11
√
L
)
.
The theorem can be extended to block fading, at the expense of a larger constant.
Theorem 2. In the block fading case for any value of T ≥ 1, when K ≥ 4, with probability 1, the maximum sum degrees of
freedom achievable with vector space interference alignment strategies is bounded by
DoF ≤ K
2
(
1− 1
20
√
L
)
.
The result can be improved for large L and K to the following result.
Theorem 3. In the fast fading or block fading case for any value of T ≥ 1, when K ≥ 4, with probability 1, the maximum
total degrees of freedom is bounded by
DoF ≤ K
2
(
1− 2−17 min
{
1
4
√
L
,
2(K−2)(K−3)/4√
L
})
.
Although the constant in this theorem is quite small, we believe the theorem and its proof are important in illustrating how
the notions and the tools we develop to tackle this problem (such as extension and contraction of a subspace defined in the
next section) can be further developed in nontrivial ways to obtain tighter results.
The rest of the paper is devoted to the proof of the theorems. In Section IV, we define and develop three notions: the
alignment width of a subspace, the sparsity of a subspace, and the linear independence condition for a set of diagonal matrices
which allow us to convert the problem of interest to a pure linear algebra problem. In Section V-A, we provide the intuition
for our proof under a simplifying assumption. The proof of our main result for fast fading (Theorem 1) is given in Section
V-B, and for block fading (Theorem 2) in Section VI. Theorem 3 is proved in Section VII.
IV. A LINEAR ALGEBRA PROBLEM
Below, we focus on the case K ≥ 4. We assume that the diagonal entries of Hij are nonzero, which holds with probability
1.
A. Alignment Width
Definition 1 (Extension and contraction operators). Let V ⊆ RL be a subspace, and T ∈ RL×L be a diagonal matrix with
non-zero diagonal entries. Define the extension operator eT and the contraction operator cT by
eTV = V +TV,
enTV = V +TV + · · ·+TnV,
cTV = V ∩TV,
cnTV = V ∩TV ∩ · · · ∩TnV.
5Figure 1. Illustration of alignment width of V under T. Multiplication by T is represented by a shift to the right.
Definition 2 (Alignment width). We define the alignment width of a subspace V under a diagonal matrix T by
∆TV = dim (eTV )− dimV
= dimV − dim (cTV ) ,
The equality is due to
dim(V +W ) = dim(V ) + dim(W )− dim(V ∩W ) (4)
for subspaces V,W . This equality will be used extensively throughout the paper. Intuitively, the alignment width is a measure
of the difference between V and its rotated version TV ; it is the dimension of the subspace which jumps out of the original
subspace after the linear transformation by T. Equivalently, according to the second equivalent definition it can be thought of
as the dimension of the part of V that does not align with TV . This is illustrated in Figure 1.
There are several properties of extension and contraction operators that follow directly from their definitions and will be
used repeatedly throughout the paper. Extensions along different matrices commute with each other, and so do contractions,
i.e.,
eT1eT2V = eT2eT1V,
cT1cT2V = cT2cT1V.
However, extension and contraction do not commute with each other. Instead the following holds
eT1cT2V ⊆ cT2eT1V. (5)
Moreover,
eTcT−1V ⊆ V ⊆ cT−1eTV. (6)
Now, define
Tijk = H
−1
1i H1kH
−1
jk Hji.
Since the matrices Hij are drawn from a continuous distribution, the matrix Tijk is almost surely defined and invertible, and
hence we assume this throughout the paper. In the following lemma, we show that if the subspaces Vi satisfy the decoding
condition, then they have to “align” with these diagonal matrices Tijk in the sense that Vi has a large intersection with
TijkVi, i.e., ∆TijkVi is small. The lemma builds on the observation that if two signal subspaces Vi and Vk have nearly the
same projections at two receivers where they consitute interference say Receiver 1 and Receiver j, then H1iVi ≈ H1kVk and
HjiVi ≈ HjkVk. Hence
H−11i H1kH
−1
jk HjiVi ≈ H−11i H1kVj ≈ Vi.
Lemma 1 (Width requirement for decoding). If D = (1− )L/2 and Vi, i = 1, . . . ,K satisfy the decoding condition at all
the receivers, then ∆TijkVi ≤ 2L for all distinct i, j, k 6= 1.
Proof: Due to the decoding condition at receiver 1, for any distinct i, k 6= 1 we have
dim (H1iVi+H1kVk) = dim
(
Vi+H
−1
1i H1kVk
) ≤ (1 + )L/2.
Due to the decoding condition at receiver j 6= 1, we have
dim (HjiVi+HjkVk)=dim
(
TijkVi+H
−1
1i H1kVk
)≤(1 + )L/2.
6for any distinct i, j, k. Let V̂k = H−11i H1kVk. Then by (4),
dim
(
Vi ∩ V̂k
)
= dim (Vi) + dim
(
V̂k
)
− dim
(
Vi + V̂k
)
≥ 2D − (1 + )L/2,
and similarly we have dim
(
TijkVi ∩ V̂k
)
≥ 2D − (1 + )L/2. Hence again using(4), we have
dim (Vi ∩TijkVi)
≥ dim
(
Vi ∩TijkVi ∩ V̂k
)
= dim
(
(Vi ∩ V̂k) ∩ (TijkVi ∩ V̂k)
)
= dim
(
Vi ∩ V̂k
)
+ dim
(
TijkVi ∩ V̂k
)
−dim
(
(Vi ∩ V̂k) + (TijkVi ∩ V̂k)
)
≥ dim
(
Vi ∩ V̂k
)
+ dim
(
TijkVi ∩ V̂k
)
− dim(V̂k)
≥ 3D − (1 + )L
and
∆TijkVi = D − dim (Vi ∩TijkVi)
≤ D − (3D − (1 + )L)
= 2L,
which completes the proof of the lemma.
B. Sparsity of Subspaces
In this section, we define the sparsity of a subspace and show that if Vi satisfy the decoding condition then they cannot
have low sparsity.
Definition 3. (N -sparsity) We define the N -sparsity of a subspace V ⊆ RL as
spN (V ) = min
{|S| : S ⊆ {1, ..., L} , dim (V ∩ RS) ≥ N}
= min
{
max
v∈W
‖v‖0 : W ⊆ V, dim (W ) ≥ N
}
.
When N > dimV , let spN (V ) =∞.
The N -sparsity of a subspace V quantifies the sparsity of its sparsest N -dimensional subspace. Consider the first definition:
if spN (V ) = d, then there exists an N -dimensional subspace of V , call it W , which is fully contained in RS for some
S ⊆ {1, ..., L} such that |S| = d, i.e., W is composed of vectors with all entries other than those in S equal to zero. (This
immediately implies that spN (V ) ≥ N .) Hence, maxv∈W ‖v‖0 ≤ d. Moreover, V has no N -dimensional subspace which is
only composed of vectors with fewer than d non-zero entries. Hence in every subspace of V of dimension equal to (or larger
than) N , we can find a vector with at least d non-zero entries. This establishes the equivalence of the first definition to the
second. Also it follows from the definition that spN (V ) is non-decreasing in N . This fact will be used throughout the paper.
In the following lemma, we show that if the subspaces Vi satisfy the decoding conditions at all the receivers, then they
cannot be too sparse. The lemma builds on the intuition that if Vi contains a large dimensional sparse subspace then it remains
largely unchanged under the direct link and cross link transformations. This contradicts the requirement that Vi has to align
with the other signal subspaces at the receivers where it constitutes interference while at the same time it has to remain distinct
from these same subspaces at its corresponding receiver.
Lemma 2 (Sparsity requirement for decoding). If D = (1− )L/2 and Vi, i = 1, . . . ,K satisfy the decoding condition at all
the receivers, then spN (Vi) ≥ 2N − L for all i and N = 1, ..., D.
Proof: Assume the contrary that for one of the subspaces Vi, spN (Vi) < 2N−L for some N = 1, ..., D. This implies that
there exists S ⊆ {1, ..., L} such that |S| < 2N−L and dim (Vi ∩ RS) ≥ N , and hence 2 dim (Vi ∩ RS)−|S| > L. Consider
the signal space at receiver i, which is HiiVi, and the interference space from transmitter 1 (assume i is not 1 or 2), which
7is Hi1V1. From the decoding condition at receiver i, we have HiiVi ∩Hi1V1 = {0}, or equivalently V1 ∩H−1i1 HiiVi = {0}.
Note that
dim
((
H−1i1 HiiVi
) ∩ RS) = dim (Vi ∩ RS) > (|S|+ L) /2,
and since V1 ∩H−1i1 HiiVi = {0}, we have
dim
(
V1 ∩ RS
)
< |S| − (|S|+ L) /2 = (|S| − L) /2.
Consider the interference at receiver 2, we have
dim (H21V1 +H2iVi) = dim
(
V1 +H
−1
21 H2iVi
) ≤ (1 + )L/2,
but
dim
(
V1 +H
−1
21 H2iVi
)
≥ dim (V1 + ((H−121 H2iVi) ∩ RS))
> D + (|S|+ L) /2− dim (V1 ∩ ((H−121 H2iVi) ∩ RS))
> (1− )L/2 + (|S|+ L) /2− (|S| − L) /2
= (1 + )L/2,
which leads to a contradiction.
C. Linear Independence Condition
Next, we state a property of the matrices Tijk, which we need in order to prove our main result.
Definition 4 (Linear independence condition). We say that a set of diagonal matrices {Ti}i=1,...,M ⊆ RL×L with nonzero
diagonal entries satisfies the linear independence condition if for any set of integer vectors A ⊆ ZM , and v ∈ RL with
‖v‖0 ≥ |A|, the set of vectors {
M∏
i=1
Txii v : x = [x1, ..., xM ]
T ∈ A
}
is linearly independent.
Almost all of the sets of diagonal matrices satisfy the linear independence condition, as shown in the following lemma.
Lemma 3. Let Ti ∈ RL×L (i = 1, ...,M , M ≥ 2) be diagonal matrices. Consider the LM -dimensional space containing all
such {Ti} with the Lebesgue measure. Then {Ti} satisfies the linear independence condition almost everywhere.
Proof: Fix any A ⊆ ZM . It suffices to consider the case where all entries of v are nonzero and |A| = L. Write
Φ (x) =
∏M
i=1T
xi
i . To show {Φ (x)v : x ∈ A} is linearly independent for any v with nonzero entries, since Φ (x) are diagonal
matrices, it suffices to show that {diag (Φ (x)) : x ∈ A} (the vector formed by diagonal entries) are linearly independent.
Let A = {x1, ...,xL}, diag (Ti) = [ti1 · · · tiL]T . Note that det [diag (Φ (x1)) · · · diag (Φ (xL))] is a polynomial (possibly
with negative exponents) in {ti`}i=1,...,M, `=1,...,L. The determinant is zero in a set of nonzero measure only if it is constantly
zero.
Let y1, ..., yL ∈ R. Put ti` = yρi` for certain ρi ∈ Z such that
∑M
i=1 ρixki are distinct for different k, where xk =
[xk1, ..., xkM ]
T . Then the determinant
det

∏M
i=1 t
x1i
i1 · · ·
∏M
i=1 t
xLi
i1
...
...∏M
i=1 t
x1i
iL · · ·
∏M
i=1 t
xLi
iL

= det

y
∑M
i=1 ρix1i
1 · · · y
∑M
i=1 ρixLi
1
...
...
y
∑M
i=1 ρix1i
L · · · y
∑M
i=1 ρixLi
L

is the product of a Vandermonde polynomial and a Schur polynomial in y1, ..., yL, and is not constantly zero, which can be
shown easily by induction. Therefore the determinant is nonzero almost everywhere.
To argue that the claim holds for all A ⊆ ZM almost everywhere, note that the number of subsets of ZM of size not greater
than L is countable. The set of {ti} for which there exist an A such that the claim is false can be obtained as the union of
countably many sets of measure zero, and thus is of measure zero.
8D. The Linear Algebra Problem
Let us focus on one of the subspaces, say V = V2 ⊆ RL of transmitter 2. For notational simplicity, we write the set
{T2jk : j, k ∈ {3, ...,K} , j 6= k} as {Ta}a=1,...,M ,
where M = (K − 2) (K − 3). Note that each Ta involves one term H−1jk which is absent in the definition of other Ta’s,
therefore when we consider the LM -dimensional space of the diagonal entries of {Ta}a=1,...,M , the distribution in that space
has a joint probability density. Therefore by Lemma 3, we know that the set {Ta}a=1,...,M satisfies the linear independence
condition with probability 1.
In the earlier sections, we have shown that if we want to approach the maximal degrees of freedom per user by , then
the decoding conditions at the receivers imply a lower bound on the sparsity of V (Lemma 2) and an upper bound on its
alignment width under {Ta}a=1,...,M in terms of  (Lemma 1). In order for a subspace V satisfying these properties to exist
the dimension L of the ambient space should be large enough. Our goal is to derive a lower bound on L in terms of . Thus,
we have transformed the interference alignment problem into the following linear algebra problem:
Let {Ta}a=1,...,M be diagonal matrices which satisfy the linear independence condition. Assume V ⊆ RL, with dimV =
D = (1− )L/2, satisfies spN (V ) ≥ 2N − L for all N = 1, ..., D, and ∆TaV ≤ 2L for all a. Derive a lower bound on
L in terms of  for such V to exist.
V. LOWER BOUND ON CHANNEL DIVERSITY
In this section, we prove Theorem 1. Before providing a rigorous proof, we first provide a simpler approximate proof which
captures most of the intuition.
A. Proof Intuition
When K ≥ 4, we have at least two matrices T1 and T2, and we will use only these two matrices to prove Theorem 1.
Recall that V ⊆ RL, with dimV = D = (1− )L/2, has to have small alignment width under both of these transformations,
i.e., ∆T1V ≤ 2L and ∆T2V ≤ 2L. In order to get a feel of the tension these two requirements create, consider Figure 2.
We can think of ∆T1V as relating to the “length” of V orthogonal to the “direction” T1 and ∆T2V as the “length” of V
orthogonal to the “direction” T2. The area of V (dimV ) can not be greater than the product of the height (∆T1V ) and the
width (∆T2V ), therefore
dimV = (1− )L/2 ≈ L/2 ≤ 42L2.
Hence  ' 1/(
√
8L).
We next provide an approximate proof which formalizes this intuition. Before that, we first prove a technical lemma
regarding the alignment width of a subspace. The lemma shows that when we perform successive extensions (contractions)
of a subspace, the dimension of the resultant subspace increases (decreases) as a concave (convex) function of the number of
extensions (contractions).
Lemma 4. For any diagonal matrix T and subspace V ,
∆T (eTV ) ≤ ∆TV,
∆T (cTV ) ≤ ∆TV.
Proof: Note that
∆T (eTV )−∆TV
= dim
(
T2V +TV + V
)− 2 dim (TV + V ) + dimV
= dim
(
T2V +TV
)
+ dim (TV + V )
− dim ((T2V +TV ) ∩ (TV + V ))
− 2 dim (TV + V ) + dimV
= dimV − dim ((T2V +TV ) ∩ (TV + V )) ≤ 0,
where the second to last line follows from (4) and the last line follows from dim
((
T2V +TV
) ∩ (TV + V )) ≥ dim(TV ) =
dimV . A similar result holds for ∆T (cTV ).
Again when K ≥ 4, we have at least two matrices T1 and T2, and we will use only these two matrices. The idea of the
proof is to find a vector v ∈ V and integers n1, n2 which are large when  is small such that the space
W = en2T2e
n1
T1
〈v〉
= span {Tα22 Tα11 v : 0 ≤ α1 ≤ n1, 0 ≤ α2 ≤ n2}
9Figure 2. Top: Illustration of the proof intuition. The area of V (dimV ) cannot be greater than the product of the height (∆T1V ) and the width (∆T2V ).
Bottom: Illustration of W = span
{
Tα22 T
α1
1 v : 0 ≤ α1 ≤ n1, 0 ≤ α2 ≤ n2
}
.
Figure 3. Proof intuition: If ∆T1V and ∆T2V are both small then a set of vectors
{
Tα22 T
α1
1 v : 0 ≤ α1 ≤ n1, 0 ≤ α2 ≤ n2
}
spans a proper subspace
of RL for some large n1 and n2.
is a proper subspace of RL. By the linear independence condition of T1 and T2, we can then have (n1 + 1)(n2 + 1) < L
which will allow us to obtain a lower bound bound for L in terms of epsilon. We can think of W as the span of the “grid
points” in the rectangle {0, ..., n1} × {0, ..., n2}. An illustration of the idea is given in Figure 2.
We will first find a long “line” en1T1 〈v〉 which is a subspace of V . Note that if we perform a contraction in T1 direction,
the resultant subspace cT1V , compared to V , will have dimension reduced by ∆T1V . If we perform a second contraction,
by Lemma 4, the resultant subspace c2T1V , will have dimension reduced by at most ∆T1V as compared to cT1V , therefore
at most 2∆T1V as compared to V . Following in this manner, this means that as long as n1∆T1V < dimV , the resultant
subspace cn1T1V after we perform n1 contractions will still be nonempty. Hence we can find
v˜ ∈ cn1T1V = V ∩T1V ∩ · · · ∩Tn11 V.
This means v˜,T−11 v˜, ...,T
−n1
1 v˜ ∈ V . Let v = T−n11 v˜, then en1T1 〈v〉 ⊆ V .
Next we find n2. Again we know the dimension of eT2V is larger by ∆T2V as compared to V , and moreover by Lemma 4
if we perform multiple extensions the dimension of the resultant subspace increases by at most ∆T2V at each step. Hence, as
long as n2∆T2V < L−dimV , we can perform n2 extensions and the resultant subspace en2T2V will still be a proper subspace
of RL. Since W = en1T2e
n2
T1
〈v〉 ⊆ en2T2V , W is also a proper subspace of RL.
We finally use the linear independence condition for T1 and T2 to conclude that for any n1 and n2 such that n1∆T1V <
dimV and n2∆T2V < L − dimV , (n1 + 1)(n2 + 1) < L. Now, since ∆T2V,∆T1V ≤ 2L and dimV = (1 − )L/2, we
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can take any n1 and n2 such that
n1 < dimV/∆T1V = (1− )/4 ≈ 1/4,
n2 < (L− dimV ) /∆T2V = (1 + )/4 ≈ 1/4,
which gives the lower bound L ' −2/16 on the channel diversity L in terms of the gap  to the optimal degrees of freedom.
Note that the smaller  we want to achieve, the larger L we need. Equivalently,  ≥ 1/4√L. This proof idea is illustrated
pictorially in Figure 3.
A few details are missing in this proof intuition. For example, the entries of v may be zero, so dimW may be smaller
than (n1 + 1)(n2 + 1). This is where we need to control the sparsity of the subspace V . A rigorous proof is given in the next
subsection.
B. Proof of Theorem 1
In this subsection, we give the proof of Theorem 1, which is implied by the following theorem.
Theorem 4. Let T1,T2 ∈ RL×L satisfy the linear independence condition. Let  > 0. Assume there exist vector subspace
V ⊆ RL with dimV = D = (1− )L/2 satisfying spN (V ) ≥ 2N − L for any N = 1, ..., D, and ∆T1V,∆T2V ≤ 2L,
then we have
L ≥ −2/121.
Proof: Note that for any n1 ≥ 0, by Lemma 4,
dim cn1T1V ≥ dimV − n1∆T1V.
Substitute n1 =
⌊
D−N
2L
⌋
for some N . Since ∆T1V ≤ 2L, we have dim cn1T1V ≥ N , and therefore since cn1T1V ⊆ V , by the
definition of sparsity for V , we can find ‖v‖0 ≥ spN (V ) such that v ∈ T−n11 cn1T1V = cn1T−11 V , and hence e
n1
T1
〈v〉 ⊆ V by (6).
On the other hand, for any n2 ≥ 0, by Lemma 4,
dim en2T2V ≤ dimV + n2∆T2V.
Substitute n2 =
⌊
spN (V )−1−D
2L
⌋
, since ∆T2V ≤ 2L, we have dim en2T2V ≤ spN (V )− 1. Since en2T2en1T1 〈v〉 ⊆ en2T2V , we also
have dim en2T2e
n1
T1
〈v〉 ≤ spN (V )− 1.
Note that by the linear independence condition
dim en1T1e
n2
T2
〈v〉
= dim span {Tα11 Tα22 v : 0 ≤ α1 ≤ n1, 0 ≤ α2 ≤ n2}
= min {(n1 + 1) (n2 + 1) , ‖v‖0} .
Since ‖v‖0 ≥ spN (V ) and dim en2T2en1T1 〈v〉 ≤ spN (V )− 1, dim en2T2en1T1 〈v〉 = (n1 + 1) (n2 + 1). Hence we have
spN (V )− 1 ≥ (n1 + 1) (n2 + 1)
≥
(
D −N
2L
)(
spN (V )−D
2L
)
,
42L2 ≥ (D −N) (spN (V )−D)
spN (V )− 1
≥ (D −N) (spN (V )−D)
spN (V )
.
Recall that D = (1− )L/2. Substitute N = ⌈ 3+8 L⌉. Note that spN (V ) ≥ 2N − L ≥ 32D.
42L2 ≥ (D −N) (spN (V )−D)
spN (V )
≥ 1
3
(
1− 
2
L− 3 + 
8
L− 1
)
=
1− 5
24
L− 1
3
.
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Note that 2D = (1− )L < L, and since both sides are integers, 2D ≤ L− 1 and L ≥ 1. We split the analysis into two
cases: if  ≥ 1/121, then L ≥ −1 ≥ 11212 ; if  < 1/121, then L ≥ −1 > 121. If L ≥ 122 then
42L2 ≥ 1− 5
24
L− 1
3
≥ 1− 5
24
L− L
366
=
57− 305
1464
L
≥ 57− 305/121
1464
L
=
824
22143
L.
Hence
L ≥ 206
221432
≥ 1
1212
.
This completes the proof of the theorem.
VI. GENERALIZATION TO BLOCK FADING
In this section, we consider the block fading case, where the channel coefficients are constant over L coherence periods of
duration T . Let Hij = diag
[
h
(1)
ij , ..., h
(L)
ij
]
⊗ IT ∈ RTL×TL, where ⊗ denotes the Kronecker product.
Define Pk ∈ RT×TL such that (Pk)ij = 1 when j = T (k − 1) + i, (Pk)ij = 0 otherwise. Note that Pk is the projection
which selects the entries of a vector in RTL that are in the k-th coherence period.
It is easy to observe that the width requirement for decoding remains the same in this case, i.e., if D = (1− )TL/2 and
Vi ⊆ RTL, i = 1, . . . ,K satisfy the decoding condition at all the receivers, then ∆TijkVi ≤ 2TL for all distinct i, j, k 6= 1
and again focusing on a single subspace V = V2, we have ∆TiV ≤ 2TL, ∀i = 1, ...,M where M = (K − 2) (K − 3).
We will need to generalize the definition of sparsity for V ⊆ RTL as follows. Let
sp(T ) (V ) =
L∑
k=1
dim (PkV ) ,
sp
(T )
N (V )
= min
{
L∑
k=1
dim W˜k : W˜k⊆RT,dim
(
V ∩
L∑
k=1
PTk W˜k
)
≥N
}
= min
{
sp(T ) (W ) : W ⊆ V, dim (W ) ≥ N
}
. (7)
Note that when T = 1, sp(T ) (W ) counts the number of positions where the vectors in W have non-zero entries, i.e.,
sp(1) (W ) = maxv∈W ‖v‖0, therefore the new definition of N -sparsity coincides with the earlier one in this case. Note that
for larger T , we consider the dimension of each T -length portion of W , dim (PkW ), instead of simply counting the positions
with non-zero entries.
We can observe the following properties for sp(T )N (V ), which will be used in the following section:
sp
(T )
N (cTV ) ≥ sp(T )N (V ) , (8)
sp
(T )
N+∆TV
(eTV ) ≥ sp(T )N (V ) , (9)
for any diagonal matrix T ∈ RTL×TL. The first inequality simply follows from the fact that cTV ⊆ V . The second inequality
follows from the fact that if there exists W˜k ⊆ RT , W =
∑L
k=1P
T
k W˜k such that dim(eTV ∩ W ) ≥ N + ∆TV then
dim(V ∩W ) ≥ N . Therefore, sp(T )N+∆TV (eTV ) ≥ sp
(T )
N (V ).
The following lemma is the analogue of Lemma 2 and establishes the corresponding sparsity requirement for the block
fading case.
Lemma 5 (Sparsity requirement for decoding). If D = (1− )TL/2 and Vi, i = 1, . . . ,K satisfy the decoding condition at
all the receivers, then sp(T )N (Vi) ≥ 2N − TL for all i and N = 1, ..., D.
Proof: Assume the contrary that sp(T )N (Vi) < 2N − TL for some N = 1, ..., D. This implies that there exists W˜k ⊆ RT ,
W =
∑L
k=1P
T
k W˜k such that dimW < 2N − TL and dim (Vi ∩W ) ≥ N , or equivalently 2 dim (Vi ∩W )−dimW > TL.
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Consider the signal at receiver i, which is HiiVi, and the interference from transmitter 1 (assume i is not 1 or 2), which is
Hi1V1. From the decoding condition at receiver i, we have HiiVi ∩Hi1V1 = {0}, V1 ∩H−1i1 HiiVi = {0}. Note that
HijW =
L∑
k=1
HijP
T
k W˜k
=
L∑
k=1
(
(Hij)T (k−1)+1, T (k−1)+1 I
)
PTk W˜k
=
L∑
k=1
PTk W˜k
= W,
and hence,
dim
((
H−1i1 HiiVi
) ∩W ) = dim (Vi ∩ (Hi1H−1ii W ))
= dim (Vi ∩W )
> (dimW + TL) /2.
Combining this with V1 ∩H−1i1 HiiVi = {0}, we have dim (V1 ∩W ) < (dimW − TL) /2.
Consider the interference at receiver 2, we have dim (H21V1 +H2iVi) = dim
(
V1 +H
−1
21 H2iVi
) ≤ (1 + )TL/2, but
dim
(
V1 +H
−1
21 H2iVi
)
≥ dim (V1 + ((H−121 H2iVi) ∩W ))
>D+(dimW + TL) /2− dim (V1 ∩ ((H−121 H2iVi) ∩W ))
> (1− )TL/2 + (dimW + TL) /2− (dimW − TL) /2
= (1 + )TL/2,
which leads to a contradiction.
We next generalize the linear independence condition for diagonal matrices which we defined in the earlier section to a
block linear independence condition. One can again verify that the new condition reduces to the linear independence condition
in the earlier section when T = 1.
Definition 5. We call a set of diagonal matrices {Ti}i=1,...,M ⊆ RTL×TL with nonzero diagonal entries, where Ti = T˜i⊗IT ,
satisfies the block linear independence condition if for any set of integer vectors A ⊆ ZM with |A| = L, and V ⊆ RTL, we
have
dim
(∑
x∈A
((
M∏
i=1
Txii
)
V
))
= sp(T ) (V ) .
Almost all of the sets of diagonal matrices satisfy the block linear independence condition, as shown in the following lemma.
Lemma 6. Let Ti ∈ RTL×TL (i = 1, ...,M , M ≥ 2) be diagonal matrices where Ti = T˜i⊗IT . Consider the LM -dimensional
space containing all such {Ti} with the Lebesgue measure. Then {Ti} satisfies the block linear independence condition almost
everywhere.
Proof: Let A = {x1, ...,xL}, and Φ˜ (x) =
∏M
i=1 T˜
xi
i . As shown in Lemma 3, the matrix X =
[
diag
(
Φ˜ (x1)
)
· · · diag
(
Φ˜ (xL)
)]
13
is full rank for any A almost everywhere. Hence∑
x∈A
((
M∏
i=1
Txii
)
V
)
=
L∑
i=1
(
Φ˜ (xi)⊗ IT
)
V
=
L∑
i=1
 L∑
j=1
(
X−1
)
ij
(
Φ˜ (xj)⊗ IT
)V
=
L∑
i=1
 L∑
j=1
(
X−1
)
ij
Φ˜ (xj)
⊗ IT
V
=
L∑
i=1
(Di ⊗ IT )V
=
L∑
i=1
PTi PiV,
where Di ∈ RL×L is the diagonal matrix with 1 at the i-th position and 0 elsewhere, and X−1 denotes the inverse of the
matrix X. Note that each of PTi PiV has disjoint support, and therefore
dim
(∑
x∈A
((
M∏
i=1
Txii
)
V
))
= dim
(
L∑
i=1
PTi PiV
)
=
L∑
i=1
dim
(
PTi PiV
)
= sp(T ) (V ) .
Theorem 2 follows immediately from the following theorem.
Theorem 5. Let T1,T2 ∈ RTL×TL satisfy the block linear independence condition. Let  > 0. Assume there exist vector
subspace V ⊆ RTL with dimV = D = (1− )TL/2 satisfying sp(T )N (V ) ≥ 2N−TL for any N , and ∆T1V,∆T2V ≤ 2TL,
then we have
L ≥ −2/400.
Proof: Note that for any n1 ≥ 0, by Lemma 4,
dim cn1T1V ≥ dimV − n1∆T1V.
Let W = T−n11 c
n1
T1
V = cn1
T−11
V . Substitute n1 =
⌊
D−N
2TL
⌋
for some N , we have dimW ≥ N , and therefore since W ⊆ V , by
the definition of sparsity for V , sp(T ) (W ) ≥ sp(T )N (V ). Also note that en1T1W ⊆ V by (6).
On the other hand, for any n2 ≥ 0, by Lemma 4,
dim en2T2V ≤ dimV + n2∆T2V.
Substitute n2 =
⌊
sp
(T )
N (V )−1−D
2TL
⌋
, we have dim en2T2V ≤ sp
(T )
N (V )−1. Since en1T1en2T2W ⊆ en2T2V , we also have dim en1T1en2T2W ≤
sp
(T )
N (V )− 1.
Note that by the block linear independence condition, if (n1 + 1) (n2 + 1) ≥ L, then dim en1T1en2T2W ≥ sp
(T )
N (V ), which
leads to a contradiction. Hence
L > (n1 + 1) (n2 + 1)
≥
(
D −N
2TL
)(
sp
(T )
N (V )−D
2TL
)
,
42T 2L2 ≥ L−1 (D −N)
(
sp
(T )
N (V )−D
)
.
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Recall that D = (1− )TL/2. Substitute N = ⌈ 3−8 TL⌉, by sp(T )N (V ) ≥ 2N − TL,
42T 2L2 ≥ L−1
(
1− 
2
TL− 3− 
8
TL− 1
)
·
(
3− 
4
TL− TL− 1− 
2
TL
)
=
1− 3
4
T
(
1− 3
8
TL− 1
)
≥ (1− 3)
2
32
T 2L− 1
4
T.
Note that 2D = (1− )TL < TL, since both sides are integers, 2D ≤ TL− 1, TL ≥ 1. If  ≥ 1/20, then L ≥ 1 ≥ 14002 .
If  < 1/20, then TL ≥ −1 > 20, TL ≥ 21, and
42T 2L2 ≥ (1− 3)
2
32
T 2L− 1
4
T
≥ (1− 3/20)
2
32
T 2L− T
2L
84
=
2869
268800
T 2L.
Hence
L ≥ 2869
10752002
≥ 1
4002
.
VII. A TIGHTER SCALING BOUND WHEN K GROWS
In this section, we prove Theorem 3, which states
DoF ≤ K
2
(
1− 2−17 min
{
1
4
√
L
,
2(K−2)(K−3)/4√
L
})
.
This implies that the gap decreases at most as 1/ 4
√
L when L is smaller than the order of 2(K−2)(K−3). We only consider the
block fading case in this section, since the fast fading case can be treated as a special case of block fading with T = 1.
As we have seen in the previous sections, proving that the gap decreases at most as 1/
√
L only requires to use the alignment
width condition for two matrices, T1 and T2, one used for extension and one for contraction, i.e., we only need M ≥ 2.
Proving a gap larger than 1/
√
L requires to use more than one matrix for extension and contraction. We believe the proof of
this theorem is important in suggesting one way in which this can be done. We introduce the notions of second order extension
and contraction widths, which describe how an extension (contraction) in T2 would increase (decrease) the alignment width
under T1. This is illustrated in Figure 4.
Definition 6. (Second order extension and contraction width) For a subspace V and diagonal matrices T1,T2, define the
second order extension width ∆2T1,T2V and second order contraction width ∇2T1,T2V by
∆2T1,T2V = dim eT1eT2V − dim eT1V − dim eT2V + dimV
= ∆T1eT2V −∆T1V,
∇2T1,T2V = dim cT1cT2V − dim cT1V − dim cT2V + dimV
= ∆T1V −∆T1cT2V.
Note that the second order extension and contraction widths can be either positive or negative. An important relation is that
∆2T1,T2V ≤ ∇2T1,T2V, (10)
which follows from (5) by observing that
∇2T1,T2V −∆2T1,T2
= (∆T1V −∆T1cT2V )− (∆T2eT1V −∆T2V )
= (dim (eT1V )− dimV − dim (eT1cT2V ) + dim (cT2V ))
− (dim (eT1V )− dim (cT2eT1V )− dimV + dim (cT2V ))
= dim (cT2eT1V )− dim (eT1cT2V )
≥ 0.
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Figure 4. Illustration of the second order extension width of V under T1,T2. Multiplication by T1 and T2 are represented by a shift to the right and
upward respectively.
This implies that for any number a ≥ 0, either a ≥ ∆2T1,T2V (i.e., extension of V by T2 increases ∆T1 by at most a),
or a ≤ ∇2T1,T2V (i.e., contraction of V by T2 decreases ∆T1 by at least a) (A respective comment holds when a ≤ 0.)
Intuitively, at least one of contraction or extension by T2 would produce a subspace with small alignment width with respect
to T1, i.e. by choosing the respective operation with respect to T2, the new subspace can be made to either have a ∆T1 which
is not much larger than that of the original subspace or even smaller than that.
In Theorem 4, we only use one matrix for extension, and another for contraction. To prove the stronger Theorem 3, we use
all the matrices T1, ...,TM (recall M = (K − 2) (K − 3)). We consider the average alignment width of a subspace under
these matrices. The main idea of the proof is that, we perform extension and contraction repeatedly on the subspace V . In
each step, we keep the average alignment width small, which guarantees that there exist a matrix among T1, ...,TM with a
small alignment width. This matrix is then used for the extension or contraction in the next step.
Definition 7. (Average alignment width) Define ∆V = 1M
∑M
j=1 ∆TjV to be the average alignment width of subspace V
along all Ti’s, and similarly define
∆
2
TV =
1
M
M∑
j=1
∆2T,TjV,
∇2TV =
1
M
M∑
j=1
∇2T,TjV.
By the property of second order alignment width in (10), ∆
2
TV ≤ ∇
2
TV . Intuitively, at least one of contraction or extension
by T would produce a subspace with small average alignment width.
As seen in the proof of Theorem 4, our goal is to perform as many extensions on V as possible such that the resultant
subspace has dimension less than that of the whole space, and to perform as many contractions on V as possible such that
the dimension is greater than 0. The number of consecutive extensions/contractions performed directly affects the bound on L.
This number is in turn dictated by the alignment width of the subspace, which is the increase in dimension after performing
an extension (and the decrease in dimension after performing a contraction), and therefore it determines how many further
extensions/contractions can be performed.
We will next present several lemmas which are useful in proving Theorem 3. The following lemma shows that we can either
perform extension on a subspace repeatedly to obtain a subspace with similar dimension, sparsity and average alignment width,
or find another subspace with smaller average alignment width and similar dimension and sparsity.
The intuition behind this lemma is that we can perform extensions on W using different matrices (unlike Theorem 4 which
uses the same matrix repeatedly) to obtain eTk1 · · · eTkn˜−1W , until the next extension eTk1 · · · eTkn˜W would increase the
average alignment width too much. If such event does not happen, then we obtain a long series of extensions such that the
resultant subspace does not have an average alignment width much larger than the original one. If such an event happens
(i.e. the extension eTkn˜ increases the average alignment width too much), by the property of second order alignment width in
(10), we know that the contraction cTkn˜ can be used to significantly decrease the average alignment width. By performing the
contraction instead of extension, we break the series of extensions but the average alignment width can now be made smaller
than what we started with.
Lemma 7. Let Tj ∈ RTL×TL (j = 1, ...,M , M ≥ 2) be diagonal matrices satisfying the block linear independence
condition. For any vector subspace W ⊆ RTL, subset S ⊆ {1, ...,M}, and strictly increasing sequence of real numbers
∆W < a1 < · · · < an, n ≥ 0 (assume a0 = ∆W ), if
n ≤ |S| −M/2, (11)
16
then there exist subspace W˜ ⊆ RTL and n˜ ∈ {0, ..., n} such that∣∣∣dim W˜ − dimW ∣∣∣ ≤ δ, (12)
sp
(T )
N+δ
(
W˜
)
≥ sp(T )N (W ) (13)
for any N ≥ 0, where
δ = 2
n˜−1∑
i=0
ai,
and at least one of the following cases holds:
1) We have n˜ ≥ 1, and
∆W˜ ≤ 2an˜−1 − an˜. (14)
2) We have n˜ = n,
∆W˜ ≤ an, (15)
and there exist distinct k1, ..., kn ∈ S such that
W˜ = eTk1 · · · eTknW. (16)
The same lemma also holds when W˜ = eTk1 · · · eTknW is replaced by W˜ = cTk1 · · · cTknW . We call the former the extension
version of the lemma, and the latter the contraction version.
Proof: We prove the extension version W˜ = eTk1 · · · eTknW here. The contraction version is similar. We prove the lemma
by induction on n. Note that when n = 0, we have δ = 0, and W˜ = W , n˜ = 0 obviously satisfies (12), (13), (15) and (16).
We then consider n ≥ 1 and assume the lemma is true for n− 1.
By Markov inequality, we have ∣∣{j ∈ {1, ...,M} : ∆TjW ≤ 2∆W}∣∣ ≥M/2. (17)
By (11), we have |S| > M/2, hence we can always find k ∈ S such that ∆TkW ≤ 2∆W . Consider two cases:
Case 1: ∆2TkW > a1 −∆W ,
We will check that W˜ = cTkW and n˜ = 1 satisfies (12), (13) and (14). First we bound ∆TkW by
∆TkW ≤ 2∆W = 2a0 = 2
n˜−1∑
i=0
ai = δ.
For (12), dim W˜ ≤ dimW , and
dim W˜ ≥ dimW −∆TkW
≥ dimW − δ.
Note that (13) follows directly from (9) and ∆TkW ≤ δ. Finally for (14),
∆W˜ = ∆W −∇2TkW
≤ ∆W −∆2TkW
< ∆W − (a1 −∆W )
= 2a0 − a1.
Case 2: ∆2TkW ≤ a1 −∆W ,
Let Ŵ = eTkW . We apply induction hypothesis on the subspace Ŵ , subset S\ {k} and sequence a2, ..., an. To check (11),
n− 1 ≤ |S| − 1−M/2
= |S\ {k}| −M/2.
Hence there exist W˜ satisfying (12), (13), and either (14), or both (15) and (16) with Ŵ , S\ {k} and a2, ..., an. We prove
that W˜ satisfies the requirements for W , S and a1, ..., an as well.
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For (12), ∣∣∣dim W˜− dimW ∣∣∣≤ ∣∣∣dim W˜ − dim Ŵ ∣∣∣+ ∣∣∣dim Ŵ − dimW ∣∣∣
≤ 2
(
∆Ŵ +
n˜−1∑
i=2
ai
)
+ ∆TkW
= 2
(
∆W + ∆
2
Tk
W +
n˜−1∑
i=2
ai
)
+ ∆TkW
≤ 2
(
∆W + a1 −∆W +
n˜−1∑
i=2
ai
)
+ 2∆W
= 2
n˜−1∑
i=0
ai.
For (13),
sp
(T )
N+2
∑n˜−1
i=0 ai
(
W˜
)
≥ sp(T )
N+2
∑n˜−1
i=0 ai−2(∆Ŵ+
∑n˜−1
i=2 ai)
(
Ŵ
)
= sp
(T )
N+2a1−2∆Ŵ
(
Ŵ
)
= sp
(T )
N+2a1−2∆W+2∆2TkW
(
Ŵ
)
≥ sp(T )N
(
Ŵ
)
.
If (14) is satisfied for Ŵ , S\ {k} and a2, ..., an, then it is clearly also satisfied for W , S and a1, ..., an by incrementing n˜
by one.
If (15) and (16) are satisfied for Ŵ , S\ {k} and a2, ..., an, then (15) is clearly also satisfied for W , S and a1, ..., an since
an is the same in both cases. Also (16) directly follows from Ŵ = eTkW .
The result follows from induction.
Next we utilize Lemma 7 repeatedly to show that given a subspace W , there exist two subspaces W˜1 and W˜2 with similar
dimension, sparsity and average alignment width, such that the repeated contraction of one of them contains the other one.
The main idea is to apply both the extension and contraction versions of Lemma 7 on W . If both versions give a repeated
extension and contraction, then those repeated extension and contraction would satisfy the requirement. Otherwise if one of
the versions gives a subspace with smaller average alignment width, then we can consider that subspace instead and repeat
the process.
Lemma 8. Let Tj ∈ RTL×TL (j = 1, ...,M , M ≥ 2) be diagonal matrices satisfying the block linear independence condition.
For any vector subspace W ⊆ RTL and integer n ∈ Z≥0, n ≤M/4, there exist subspaces W˜1, W˜2 ⊆ RTL such that
∆W˜i ≤ 2∆W, (18)∣∣∣dim W˜i − dimW ∣∣∣ ≤ δ, (19)
sp
(T )
N+δ
(
W˜i
)
≥ sp(T )N (W ) (20)
for any i ∈ {1, 2} and N ≥ 0, where
δ = 2n+3∆W
and there exist distinct k1, ..., k2n ∈ {1, ...,M} such that
W˜1 ⊆ cTk1 · · · cTk2n W˜2. (21)
Proof: We perform induction on M∆W , which is a nonnegative integer. When ∆W = 0, then ∆TkW = 0 for all k. It
can be checked easily that W˜1 = W˜2 = W satisfies the conditions. Next we assume the lemma is true for all subspaces with
average alignment width less than ∆W and show that it holds for W with average alignment width ∆W .
We invoke Lemma 7 (extension version) on W , {1, ...,M} and sequence
ai = ∆W ·
(
1 + 2−(n+1)
(
2i+1 − i− 2)) , i = 1, ..., n.
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Note that ai < 2∆W . Suppose the lemma gives W˜ ⊆ RTL and n˜ ∈ {0, ..., n}, which satisfy∣∣∣dim W˜ − dimW ∣∣∣ ≤ 2 n˜−1∑
i=0
ai < 4n˜∆W,
sp
(T )
N+4n˜∆W
(
W˜
)
≥ sp(T )N (W )
for any N ≥ 0. Consider two cases of the outcome of the lemma:
Case 1: n˜ ≥ 1 and ∆W˜ ≤ 2an˜−1 − an˜,
Note that
∆W˜ ≤ 2an˜−1 − an˜
= ∆W ·
(
2
(
1 + 2−(n+1)
(
2n˜ − n˜− 1
))
−
(
1 + 2−(n+1)
(
2n˜+1 − n˜− 2
)))
= ∆W ·
(
1− 2−(n+1)n˜
)
.
Hence ∆W˜ < ∆W . By applying the induction hypothesis on W˜ , we obtain W˜1 and W˜2. We will check that they satisfy the
conditions.
For (18),
∆W˜i ≤ 2∆W˜ < 2∆W.
For (19), ∣∣∣dim W˜i− dimW ∣∣∣≤ ∣∣∣dim W˜i − dim W˜ ∣∣∣+ ∣∣∣dim W˜ − dimW ∣∣∣
≤ 2n+3∆W˜ + 4n˜∆W
≤ 2n+3∆W ·
(
1− 2−(n+1)n˜
)
+ 4n˜∆W
= 2n+3∆W.
For (20),
sp
(T )
N+δ
(
W˜i
)
= sp
(T )
N+2n+3∆W
(
W˜i
)
≥ sp(T )
N+2n+3∆W−2n+3∆W˜
(
W˜
)
≥ sp(T )
N+4n˜∆W
(
W˜
)
≥ sp(T )N (W ) .
Note that (21) is satisfied by induction hypothesis.
Case 2: n˜ = n, ∆W˜ ≤ an, and there exist distinct k1, ..., kn ∈ S such that W˜ = eTk1 · · · eTknW ,
We invoke Lemma 7 again, but use the contraction version instead, on W , subset {1, ...,M}\{k1, ..., kn} and the same
sequence a1, ..., an. To check (11),
n ≤M/4
≤ |{1, ...,M}\{k1, ..., kn}| −M/2.
Suppose the lemma gives W˜ ′ ⊆ RTL and n˜′ ∈ {0, ..., n}, which satisfy∣∣∣dim W˜ ′ − dimW ∣∣∣ < 4n˜′∆W,
sp
(T )
N+4n˜′∆W
(
W˜ ′
)
≥ sp(T )N (W )
for any N ≥ 0.
If the first case of Lemma 7 holds, then we can show that W˜ ′ satisfies the conditions by the same arguments as in case 1.
Hence we assume the second case holds, that is, n˜′ = n, ∆W˜ ′ ≤ an, and there exist distinct kn+1, ..., k2n ∈ S such that
W˜ ′ = cTkn+1 · · · cTk2nW . We now check that W˜1 = W˜ ′, W˜2 = W˜ satisfies the conditions.
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For (18),
∆W˜i ≤ an
= ∆W ·
(
1 + 2−(n+1)
(
2n+1 − n− 2))
< 2∆W.
For (19), ∣∣∣dim W˜i − dimW ∣∣∣ ≤ 4n∆W
≤ 2n+3∆W.
Similar holds for (20). For (21),
W˜1 = cTkn+1 · · · cTk2nW
⊆ cTkn+1 · · · cTk2n
(
cTk1 · · · cTkn W˜2
)
= cTk1 · · · cTk2n W˜2.
This completes the proof of Lemma 8.
Next we present a lemma which uses the resultant subspaces of Lemma 8 to establish a bound on L. It is proved in a way
similar to Theorem 4 and Theorem 5.
Lemma 9. Let Tj ∈ RTL×TL (j = 1, ...,M , M ≥ 2) be diagonal matrices satisfying the block linear independence
condition. Let W1,W2 ⊆ RTL be subspaces with dimW1 = D1, dimW2 = D2 satisfying W1 ⊆ cT3cT4 · · · cTMW2,
sp
(T )
N (W1) ≥ 2N − α for any N , where α > 0, D1 −D2/2− α/2 ≥ 4, and ∆T1W1, ∆T2W2 ≤ 8TL. Then we have
L3 ≥ 2M−10−2T−2 (D1 −D2/2− α/2)2 .
Proof: Recall that for any n1 ≥ 0,
dim cn1T1W1 ≥ D1 − n1∆T1W1.
Substitute n1 =
⌊
D1−N
8TL
⌋
for some N , we have dim cn1T1W1 ≥ N . Let
Ŵ = T−n11 T
−1
3 · · ·T−1M cn1T1W1,
then
en1T1eT3eT4 · · · eTM Ŵ
= eT3eT4 · · · eTMT−13 · · ·T−1M en1T1T−n11 cn1T1W1
⊆ eT3eT4 · · · eTMT−13 · · ·T−1M W1
⊆ eT3eT4 · · · eTMT−13 · · ·T−1M cT3cT4 · · · cTMW2
⊆W2,
which follows from the fact that the extension and contraction operations commute among themselves and also with multipli-
cation with diagonal matrices and applying the fact that T−1eTcTW ⊆W .
On the other hand, for any n2 ≥ 0,
dim en2T2W2 ≤ D2 + n2∆T2W2.
Substitute n2 =
⌊
sp
(T )
N (W1)−1−D2
8TL
⌋
, we have dim en2T2W2 ≤ sp
(T )
N (W1)− 1. Let
W˜ = en1T1e
n2
T2
eT3eT4 · · · eTM Ŵ .
Since W˜ ⊆ en2T2W2, we also have dim W˜ ≤ sp
(T )
N (W1)− 1.
By the fact that Tj satisfy the block linear independence condition in Definition 5, if 2M−2 (n1 + 1) (n2 + 1) ≥ L, then
dim en1T1e
n2
T2
eT3eT4 · · · eTM Ŵ = sp(T )(Ŵ ).
Combining this with the fact that dim W˜ ≤ sp(T )N (W1)−1 and that sp(T )(Ŵ ) ≥ sp(T )N (W1), which follows from the definition
of N -sparsity in (7) combined with dim Ŵ ≥ N and Ŵ ⊆ T−n11 T−13 · · ·T−1M W1, which leads to a contradiction,
sp
(T )
N (W1)− 1 ≥ dim en1T1en2T2eT3eT4 · · · eTM Ŵ
≥ sp(T )N (Ŵ ) ≥ sp(T )N (W1) .
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Hence,
L > 2M−2 (n1 + 1) (n2 + 1)
≥ 2M−2
(
D1 −N
8TL
)(
sp
(T )
N (W1)−D2
8TL
)
,
2T 2L3 ≥ 2M−8 (D1 −N)
(
sp
(T )
N (W1)−D2
)
.
Substitute N =
⌈
D1/2 +D2/4 + α/4
⌉
. By sp(T )N (W1) ≥ 2N − α, we have
2T 2L3 ≥ 2M−9 (D1 −D2/2− α/2− 2) (D1 −D2/2− α/2)
≥ 2M−10 (D1 −D2/2− α/2)2 ,
since D1 −D2/2− α/2 ≥ 4.
Theorem 3 follows directly from the following theorem.
Theorem 6. Let Tj ∈ RTL×TL (j = 1, ...,M , M ≥ 2) be diagonal matrices satisfying the block linear independence
condition. If there exist a vector subspace V ⊆ RTL with dimV = (1− )TL/2 satisfying sp(T )N (V ) ≥ 2N − TL for any
N , and ∆TjV ≤ 2TL for any j, then we have
L ≥ 2−34−2 min
{
2M/2, −2
}
,
Proof: If  > 1/512, then by Theorem 5,
L ≥ −2/400
≥ 2−34−4
≥ 2−34−2 min
{
2M/2, −2
}
.
Hence we assume  ≤ 1/512 throughout the proof. Note that since dimV = (1− )TL/2 < TL/2, we have (1− )TL/2 ≤
(TL− 1)/2, and therefore TL ≥ −1 ≥ 512.
If M < 8, then by Theorem 5,
L ≥ −2/400
≥ 2−34−2 · 2M/2
≥ 2−34−2 min
{
2M/2, −2
}
.
Hence we assume M ≥ 8 throughout the proof.
Note that ∆V ≤ 2TL. We next apply Lemma 8 on V by choosing
n = min
{bM/4c − 1, ⌊log2(−1)⌋− 9} ,
(note that n ≥ 0 since M ≥ 8 and −1 ≥ 512). Lemma 8 guarantees the existences of two subspaces W˜1, W˜2 ⊆ RTL such
that ∆W˜i ≤ 4TL, and for any i ∈ {1, 2} and N ≥ 0,∣∣∣dim W˜i − (1− )TL/2∣∣∣ ≤ 2n+4TL,
sp
(T )
N+2n+4TL
(
W˜i
)
≥ sp(T )N (V ),
where using sp(T )N (V ) ≥ 2N − TL, the last inequality implies
sp
(T )
N
(
W˜i
)
≥ 2N − (2n+5 + 1) TL.
By Lemma 8, there also exist distinct k3, ..., k2n+2 ∈ {1, ...,M} such that
W˜1 ⊆ cTk3 · · · cTk2n+2 W˜2. (22)
Since M − 2n− 1 > M/2, by applying the same argument as in (17) twice, we can find k1, k2 such that k1, k2, k3, ..., k2n+2
are distinct, ∆Tk1 W˜1, ∆Tk2 W˜2 ≤ 8TL.
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We apply Lemma 9 on W˜1, W˜2 and Tk1 , ....,Tk2n+2 . Let α =
(
2n+5 + 1
)
TL. We first check that the condition dim W˜1−
1
2 dim W˜2 − α2 ≥ 4 required in Lemma 9 is satisfied:
dim W˜1 − 1
2
dim W˜2 − 1
2
(
2n+5 + 1
)
TL
=
(
dim W˜1 − (1− )TL
2
)
− 1
2
(
dim W˜2 − (1− )TL
2
)
+
(1− )TL
4
− 1
2
(
2n+5 + 1
)
TL
≥ −2n+4TL− 2n+3TL+ 1
4
TL−
(
2n+4 +
3
4
)
TL
=
1
4
TL−
(
5
4
· 2n+5 + 3
4
)
TL
≥ 1
4
TL− 2n+6TL
≥ 1
4
TL− 2log(−1)−9+6TL
=
1
8
TL
≥ 64
since TL ≥ −1 ≥ 512. Hence Lemma 9 gives
L3 ≥ 22n−8−2T−2
(
dim W˜1− 1
2
dim W˜2− 1
2
(
2n+4+1
)
TL
)2
,
L3 ≥ 22n−8−2T−2
(
1
8
TL
)2
,
By taking the logarithm of both sides, we obtain
log2 L ≥ 2n− 14 + 2 log2(−1)
≥ 2 min{M/4− 2, log(−1)− 10}+ 2 log2(−1)− 14
≥ min{M/2, 2 log2(−1)}+ 2 log2(−1)− 34.
The result follows.
VIII. CONCLUSION
In this paper, we derived upper bounds on the degrees of freedom achievable with vector space interference alignment
strategies over the K-user interference channel as a function of the available channel diversity (the number of independently
fading parallel channels). Our results show that the channel diversity poses a fundamental limit on the efficiency of interference
alignment. In particular, while the gap to the optimal degrees of freedom is known to decrease inversely proportional to L for
K = 3, we show that when K ≥ 4 it decreases at most as 1/√L. To the best of our knowledge this is the first result capturing
the impact of channel diversity on the achievable degrees of freedom for K ≥ 4. In the regime when L is smaller than the order
of 2(K−2)(K−3), we show that the speed of convergence is smaller than 1/ 4
√
L. However, there is still a large gap between
the upper bounds we derive and the achievable strategies in the literature, even in the scaling sense. For example, for K = 4
the achievability results in the literature approach the optimal degrees of freedom as 1/ 5
√
L which is significantly slower than
1/
√
L. Closing this gap remains an important problem which will determine the promise of interference alignment strategies
in practical systems. We believe one of the most important contributions of the current paper is to introduce a language (tools
and notions) to tackle the problem, which we believe can be further developed to obtain tighter results.
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