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Re´sume´
Trouver une solution a` un proble`me de satisfaction
de contraintes est en ge´ne´ral un proble`me NP-difficile.
Ainsi, identifier une nouvelle classe polynomiale de CSP,
en d’autres termes, une classe de proble`mes de satis-
faction de contraintes pour lesquelles il existe une me´-
thode de reconnaissance et de re´solution de complexite´
polynomiale, constitue un axe de recherche fondamental
dans l’e´tude des CSPs. Dans cet article, nous pre´sen-
tons une nouvelle classe polynomiale relationnelle pour
les CSPs binaires. Tout d’abord nous pre´sentons un nou-
vel ope´rateur ternaire que nous appelons mjx. Nous de´-
crivons ensuite les relations ferme´es par cet ope´rateur
en proposant un algorithme d’identification de ces rela-
tions. Afin de re´duire la complexite´ spatiale et temporelle
des traitements, nous de´finissons une nouvelle me´thode
de stockage de ces relations qui permet de re´duire la
complexite´ de chemin consistance, ce dernier niveau de
consistance e´tant suffisant pour re´soudre les instances
de la classe propose´e.
Abstract
Finding a solution to a constraint satisfaction pro-
blem is known to be an NP-hard task. Considerable effort
has been spent on identifying tractable classes of CSP. In
other words, classes of constraint satisfaction problems
for which there are polynomial-time recognition and re-
solution algorithms. In this article, we present a relatio-
nal tractable class of binary CSP. Our key contribution
is a new ternary operation that we named mjx. We first
describe mjx-closed relations by proposing an algorithm
which identifies such relations. To reduce space and tem-
poral complexity, we define a new storing technique for
these relations which reduces the complexity of establi-
shing path consistency, the consistency level that allows
solving all instances of the proposed class.
∗Martin Cooper est soutenu par l’Agence Nationale de la
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1 Introduction
Dans la vie quotidienne, de nombreux proble`mes
peuvent eˆtre de´finis en termes de contraintes de temps,
d’espace, ou plus ge´ne´ralement de ressources. Nous
pouvons citer a` titre d’exemples : les proble`mes de pla-
nification et ordonnancement, ou encore les proble`mes
d’affectation de ressources. Ces diffe´rents proble`mes
sont de´signe´s par le terme ge´ne´rique CSP Constraint
Satisfaction Problem, et ont la particularite´ commune
d’eˆtre fortement combinatoires : il faut explorer un
grand nombre de combinaisons afin de trouver une so-
lution.
Trouver une solution a` un proble`me de satisfac-
tion de contraintes est, en ge´ne´ral, un proble`me NP-
difficile. Cependant, un grand nombre de proble`mes
qui se posent dans la pratique ont des proprie´te´s par-
ticulie`res qui leurs permettent d’eˆtre re´solus efficace-
ment. Bien que le CSP soit NP-complet, il existe des
classes d’instances qui peuvent eˆtre a` la fois reconnues
et re´solues en temps polynomial. Dans la litte´rature, il
existe trois types de telles classes, dites polynomiales :
les classes structurelles, les classes relationnelles et les
classes hybrides. Les classes structurelles sont base´es
sur la structure du re´seau de contraintes. Ces classes
exploitent les proprie´te´s topologiques qui existent fre´-
quemment dans les proble`mes re´els. Par exemple l’acy-
clicite´ du re´seau [10], ou les re´seaux dont la largeur
arborescente est borne´e par une constante [11]. Les
classes relationnelles sont base´es sur la se´mantique des
contraintes, on parle alors de langage de contraintes.
Pour les caracte´riser on utilise l’alge`bre des ope´rations
de fermeture (polymorphismes). Parmi les classes re-
lationnelles polynomiales, on peut citer, par exemple
les CSP max-ferme´s [13] et les CSP me´diane ferme´s
[12, 8]. Plus re´cemment, des classes dites hybrides ont
e´te´ propose´es. Ces classes renferment les deux notions
relationnelle et structurelle. On peut citer notamment
la classe des instances ve´rifiant la Broken-Triangle Pro-
perty [7] et les CSP a` rang borne´ [14].
Dans cette perspective, nous proposons une nouvelle
classe polynomiale relationnelle de´finie sur les relations
binaires. Notre contribution consiste a` de´finir un nou-
vel ope´rateur que nous appelons mjx. Cet ope´rateur est
un choix tre`s naturel parmi les ope´rateurs de type ma-
jorite´. Des avance´s re´centes [3, 2] ont permis de s’ap-
procher d’une preuve de la conjecture de Feder et Vardi
que toute classe relationnelle de´finie par un ensemble
fini de relations est soit polynomiale soit NP-comple`te
[9]. Cependant, d’un point de vue pratique, il reste du
travail a` faire pour identifier les classes polynomiales
qui sont utiles dans de vraies applications. Nous espe´-
rons que cet article inspirera d’autres travaux sur la
recherche de classes polynomiales vraiment utiles en
pratique.
Le reste du papier est organise´ comme suit : la
Section 2 consiste en une revue bibliographique par-
courant les notions, les de´finitions et notations ne´ces-
saires pour la suite. Nous donnerons aussi quelques
exemples de relations ferme´es par mjx. Nous pre´sente-
rons une caracte´risation alternative de telles relations
qui nous permettra de donner, dans la Section 3, un al-
gorithme optimal d’identification des relations ferme´es
par cet ope´rateur. Les instances de CSP ferme´es par
mjx e´tant re´solues en temps polynomial par l’e´tablis-
sement de la 3-consistance forte (voir Section 4), cet
article inclut dans la Section 5 un nouvel algorithme
de chemin consistance pour les proble`mes ferme´s par
mjx. L’algorithme propose´ optimise la consistance de
chemin moyennant un nouveau calcul des ope´rations
d’intersection et de composition de relations binaires.
Contrairement aux anciens travaux [4], les nouveaux
algorithmes de calcul de l’intersection et de la compo-
sition posse`dent une complexite´ line´aire O(d), ou` d est
la taille du plus grand domaine. Finalement, nous don-
nons une conclusion sur ce travail dans la Section 6.
2 Pre´liminaires
Nous rappelons d’abord quelques notions de base
sur les CSP et les classes polynomiales.
De´finition 1 Un proble`me de satisfaction de
contraintes (CSP) est de´fini par un triplet (X,D,C),
ou`
– X = {x1, ..., xn} est un ensemble de n variables.
– D est un ensemble fini et totalement ordonne´ de
d valeurs, Dxi ⊆ D (que nous noterons aussi plus
simplement Di) e´tant l’ensemble des valeurs pos-
sibles pour la variable xi.
– C = {c1, ..., cm} est un ensemble de m contraintes
chacune impliquant plusieurs variables.
Chaque contrainte ci est un couple (S(ci), R(ci)), ou`
S(ci) ⊆ X est la porte´e de ci (l’ensemble de variables
sur lesquelles elle porte) et R(ci) ⊆ Dj1 × . . .×Djr (si
S(ci) = {xj1 , . . . , xjr}) est sa relation de compatibilite´.
L’arite´ de ci est le nombre de variables appartenant
a` S(ci). En ge´ne´ral, on distingue les contraintes bi-
naires, dont l’arite´ vaut 2, des contraintes d’arite´ quel-
conque. Les CSP binaires (dont toutes les contraintes
sont binaires) sont ge´ne´ralement conside´re´s de fac¸on
diffe´rente des CSP dont les contraintes sont d’arite´
quelconque.
Nous rappelons maintenant la notion de langage de
contraintes.
De´finition 2 Un langage de contrainte Γ est un en-
semble arbitraire de relations, de´finies sur un domaine
fixe D(Γ). On de´note par CSP(Γ) l’ensemble des ins-
tances (X,D(Γ), C) telles que, pour tout (S,R) ∈ C,
on a R ∈ Γ.
Un langage de contraintes fini Γ est dit polynomial
s’il existe un algorithme polynomial qui permet de re´-
soudre toutes les instances de CSP(Γ). Un langage de
contraintes infini Γ est dit polynomial si chaque sous-
ensemble fini de ce langage est polynomial.
De´finition 3 Etant donne´e un ope´rateur φ : Dk →
D, une relation binaire R sur D est ferme´e par φ si,
pour tout (a1, a
′
1),. . . ,(ak, a
′
k) ∈ D
2, on a (a1, a
′
1),. . . ,
(ak, a
′
k) ∈ R ⇒ (φ(a1, . . . , ak), φ(a
′
1, . . . , a
′
k)) ∈ R. Un
langage Γ est ferme´ par φ si toute relation de Γ est
ferme´e par φ.
Dans ce qui suit nous introduisons notre nouvel ope´-
rateur appele´ mjx, un ope´rateur ternaire qui appar-
tient a` la classe des ope´rateurs de type majorite´. Cette
classe renferme tout les ope´rateurs ternaires apparte-
nant a` la famille des ope´rateurs de quasi unanimite´
[12]. Rappelons que φ : Dk → D est un ope´rateur de
quasi-unanimite´ si, pour tout a, b ∈ D, on a
φ(b, a, . . . , a) = φ(a, b, a, . . . , a) = . . .
= φ(a, a, . . . , b) = a
De´finition 4 L’ope´rateur mjx est de´fini comme suit :
mjx(a, b, c)
def
=


a si a = b ∨ a = c
b si a 6= b ∧ b = c
max(a, b, c) sinon
Ainsi une relation R est ferme´e par mjx si
et seulement si (a, a′), (b, b′), (c, c′) ∈ R ⇒
(mjx(a, b, c),mjx(a′, b′, c′)) ∈ R
Par ailleurs, nous rappelons le the´ore`me suivant. Ce
dernier stipule que l’ensemble des CSPs de´finis sur un
langage ferme´ par un ope´rateur de majorite´ forment
une classe polynomiale.
The´ore`me 1 [12, 3] Soit Γ un ensemble de relations
sur un domaine fini D. Si Γ est ferme´ par un ope´ra-
teur de majorite´, alors la re´solution de CSP (Γ) est en
temps polynomial.
Il a e´te´ prouve´ que la fermeture par un ope´rateur
de majorite´ est une condition suffisante pour montrer
que la re´solution d’une instance s’effectue en temps
polynomial. En effet, d’une part si une relation R est
ferme´e par un ope´rateur de majorite´ φ, alors n’importe
quelle contrainte (S,R) peut eˆtre de´compose´e en des
contraintes binaires et d’autre part toute instance ne
comportant que des contraintes ferme´e par φ est re´so-
lue par la 3-consistance forte [12, 3].
Corollaire 1 Soit I ∈ CSP (Γ). Si Γ est ferme´ par
mjx alors la re´solution de I s’effectue en temps poly-
nomial.
Preuve Pour de´montrer que mjx est un ope´rateur de
majorite´, il suffit d’observer que mjx ve´rifie la pro-
prie´te´ suivante de la famille d’ope´rateurs de majorite´ :
∀a, b mjx(a, a, b) = mjx(a, b, a) = mjx(b, a, a) = a
L’ope´rateur mjx est un choix e´vident parmi tous les
ope´rateurs de majorite´ puisqu’il retourne le maximum
de ses arguments lorsque ces derniers sont tous diffe´-
rents. Une question importante est de savoir s’il existe
des relations ferme´es par mjx qui pourraient arriver en
pratique. Nous donnons quelques exemples de telles
relations. La ve´rification que ces relations sont bien
ferme´es par mjx suit presque directement de la carac-
te´risation alternative des relations ferme´es par mjx que
nous donnons dans la Section 3.
Exemple 1 Toute relation unaire x ∈ A ⊂ D est fer-
me´e par mjx. Toute relation binaire sur domaines boo-
le´ens est ferme´e par mjx. Donc la classe des instances
CSP dont toutes les relations sont ferme´es par mjx
peut eˆtre vue comme une ge´ne´ralisation de 2SAT. Les
CSP me´diane ferme´s (“connected row convex”) [8] est
une autre ge´ne´ralisation de 2SAT qui est incomparable
avec les CSP mjx ferme´s.
Exemple 2 Soit f une fonction monotone de´crois-
sante, c’est-a`-dire u < v ⇒ f(u) ≥ f(v). Toute re-
lation de la forme x ≥ f(y) est ferme´e par mjx. Il
s’ensuit que les relations binaires suivantes sont toutes
ferme´es par mjx, ou` x, y sont les variables et a, b des
constantes :
x+ y ≥ a
(x ≥ a) ∨ (y ≥ b)
Les relations suivantes sont aussi ferme´es par mjx :
x = y + c
(x = y + c) ∨ (x ≥ f(y))
Les relations suivantes sont aussi toutes ferme´es par
mjx.
(x = a) ∨ (y ≥ b)
(x = a) ∨ (y = b)
(x = a) ∨ (x ≥ f(y))
(x = a) ∨ (y = b) ∨ (x ≥ f(y))
((x = a) ∧ (y = b)) ∨ (x ≥ f(y))
Les valeurs (a, b) pourraient repre´senter des valeurs
par de´faut. Par exemple, si x est le temps du de´but
d’une action dans un proble`me de planification, x = a
pourraient repre´senter le fait que l’on n’exe´cute pas
l’action en question.
3 Identification de relations mjx ferme´es
La manie`re la plus intuitive de savoir si une relation
est ferme´e par mjx consiste a` tester toutes les com-
binaisons possibles d’e´le´ments qui appartiennent a` la
relation. Il s’agit de ve´rifier la fermeture de chaque
image de trois paires d’e´le´ments par mjx. Cette me´-
thode simple engendre un nombre de tests de l’ordre
de d6. La section suivante de´crit une me´thode plus ef-
ficace d’identification de relations ferme´es par mjx.
3.1 Caracte´risation des relations ferme´e par mjx
Nous passons maintenant a` des conditions ne´ces-
saires et suffisantes de fermeture par mjx. Soit R une
relation binaire. Par abus de notation, nous utilisons
aussi R pour sa repre´sentation matricielle. La matrice
R∗ est obtenue a` partir de R en supprimant les lignes
et les colonnes nulles. Les lignes et colonnes nulles sont
naturellement e´limine´es lorsque l’on e´tablit la consis-
tance d’arc.
Proposition 3.1 Soit R une relation binaire telle que
R = R∗ (c’est-a-dire sans ligne ni colonne nulle). Si
R est ferme´e par mjx alors
(a′ < b′) ∧ (a, a′), (a, b′) ∈ R⇒ ∀c′ > b′, (a, c′) ∈ R
(1)
et
(a < b) ∧ (a, a′), (b, a′) ∈ R⇒ ∀c > b, (c, a′) ∈ R (2)
Preuve Puisque R = R∗, pour chaque c′ il existe c tel
que (c, c′) ∈ R. Par application directe de la De´finition
4, nous obtenons
(a, a′), (a, b′), (c, c′) ∈ R ⇒ (a, c′) ∈ R
pour tout c′ tel que c′ > b′ > a′. De fac¸on analogue,
nous obtenons
(a, a′), (b, a′), (c, c′) ∈ R ⇒ (c, a′) ∈ R
pour tout c tel que c > b > a.
Les conditions (1) et (2) garantissent qu’il n’existe
pas de ze´ro pre´ce´de´ par deux 1 au sein d’une meˆme
ligne ou d’une meˆme colonne lorsque que la relation
est mjx-ferme´e.
Proposition 3.2 Si la relation binaire R est ferme´e
par mjx alors
((a, a′), (b, b′), (c, c′) ∈ R ∧
(a > b, c) ∧ (b′ > a′, c′) ∧
(c 6= b) ∧ (c′ 6= a′)) ⇒ (a, b′) ∈ R
(3)
Preuve Si (a > b, c), (b′ > a′, c′), c 6= b et c′ 6= a′
alors (mjx(a, b, c),mjx(a′, b′, c′)) = (a, b′).
Proposition 3.3 Soit R une relation binaire telle que
R = R∗. R est ferme´e par mjx si et seulement si nous
avons (1), (2) et (3).
Preuve (⇒) Ceci de´coule des Propositions 3.1 et 3.2.
(⇐) Soit une relation binaire R. Si R ve´rifie (1), (2)
et (3) alors quelque soit (a, b′) 6∈ R, nous montre-
rons qu’il n’existe pas (a, a′), (b, b′), (c, c′) ∈ R qui ge´-
ne`rent (a, b′) par mjx. Supposons que mjx(a, b, c) =
a et mjx(a′, b′, c′) = b′ et (a, b′) 6∈ R. Puisque
(a, a′), (b, b′) ∈ R et (a, b′) /∈ R, nous avons a 6= b et
a′ 6= b′. Puisque mjx(a, b, c) = a 6= b, nous avons c 6= b
et donc deux possibilite´s : soit a > b, c soit a = c. De
fac¸on similaire, puisque mjx(a′, b′, c′) = b′ 6= a′ nous
avons c′ 6= a′ et les deux possibilite´s : soit b′ > a′, c′
soit b′ = c′. Dans le cas (a > b, c) ∧ (b′ > a′, c′), (3)
implique que (a, b′) ∈ R ce qui contredit notre hypo-
the`se. Dans le cas (a > b, c) ∧ b′ = c′, (2) implique
e´galement que (a, b′) ∈ R. De fac¸on syme´trique, dans
le cas a = c ∧ (b > a′, c′), (1) implique encore que
(a, b′) ∈ R. Enfin, le cas a = c ∧ b′ = c′ est impossible
car (c, c′) ∈ R et (a, b′) 6∈ R. Nous concluons ainsi que
R est ferme´e par mjx.
Proposition 3.4 On peut stocker une relation binaire
R ferme´e par mjx en espace O(d).
Preuve Ceci est une conse´quence de la Proposi-
tion 3.1 : au lieu de stocker R sous la forme d’une
matrice boole´enne, il suffit de stocker les positions des
deux premiers 1 dans chaque ligne de cette matrice.
0 0 1 0
0 0 0 1
1 0 0 1
0 1 1 1
2
3
0
1
∞
∞
3
2
Figure 1 – Matrice associe´e a` la relation mjx-ferme´e
donnne´e dans l’Exemple 3 et les deux vecteurs permet-
tant son stockage.
Exemple 3 Soit la relation binaire de´finie sur
{0, 1, . . . , d − 1} par (|x − y| = a ∨ x + y > b), ou`
a et b sont des constantes telles que b ≤ 2a. Cette re-
lation est mjx-ferme´e. La matrice associe´e a` une telle
relation pour d = 4, a = 2 et b = 4, ainsi que les deux
vecteurs qui permettent son stockage selon la Proposi-
tion 3.4, sont montre´s dans la Figure 1.
Il est facile, mais fastidieux, de ve´rifier que les
exemples de relations donne´es dans les Exemples 2 et
3 ve´rifient les conditions (1), (2) et (3) et donc sont
bien ferme´es par mjx. Dans le cas ou` le domaine de la
premie`re variable est boole´enne, les conditions (2) et
(3) sont toujours vraies de fac¸on triviale (car il n’existe
pas trois valeurs a, b, c distinctes dans le domaine de
cette variable) et la seule condition a` remplir pour eˆtre
ferme´ par mjx est la condition (1), ce qui nous permet
de donner l’exemple suivant.
Exemple 4 La relation (x = a)⇒ (y = b∧y ≥ c), ou`
x est une variable boole´enne, y une variable quelconque
et a, b, c des constantes, est ferme´e par mjx.
3.2 Ve´rification de la fermeture par mjx
La ve´rification de fermeture par mjx consiste a` ve´ri-
fier les trois conditions ne´cessaires et suffisantes de la
Proposition 3.3. La me´thode la plus simple consiste a`
ve´rifier que tous les triplets d’e´le´ments (a, a′), (b, b′),
(c, c′) qui appartiennent a` la relation ne violent pas ces
conditions. Malheureusement cette me´thode engendre
un nombre e´leve´ de tests. Nous montrerons dans cette
section qu’il est possible de ve´rifier les conditions (1),
(2), (3) en temps O(d2).
Dans cette section nous supposons que la relation R
a` tester se pre´sente sous la forme d’une matrice boo-
le´enne : R(a, b) = 1 si et seulement si (a, b) appartient
a` la relation. Il est raisonnable de supposer que conver-
tir une relation donne´e sous une autre forme en matrice
boole´enne peut se faire en temps O(d2). D’abord, nous
pouvons remarquer que la ve´rification des conditions
(1) et (2) ne´cessite O(d2) instructions : il suffit de par-
courir chaque ligne et chaque colonne une seule fois
pour ve´rifier que le deuxie`me 1 (s’il existe) de cette
ligne ou colonne est suivi par une suite de 1.
Par la suite, dans cette section, nous supposons que
R = R∗ (c’est-a`-dire que les lignes et colonnes nulles de
R ont e´te´ supprime´es) et que R satisfait les conditions
(1) et (2). Une conse´quence de cette dernie`re suppo-
sition est que chaque ze´ro R(i, j) = 0 est pre´ce´de´ par
au plus un 1 dans la ligne i et au plus un 1 dans la
colonne j.
Pour ve´rifier la condition (3), pour chaque (a, b′)
tel que R(a, b′) = 0, il faut ve´rifier qu’il n’existe pas
b, c < a et a′, c′ < b′ tels que
R(a, a′) = R(b, b′) = R(c, c′) = 1
∧ (c 6= b) ∧ (c′ 6= a′)
(4)
Pour ce faire nous utilisons les structures de donne´es
suivantes :
– NL(i, j) =
∑
k<j R(i, k) = le nombre de 1 dans
la ligne i de R avant la colonne j.
– NC(i, j) =
∑
k<iR(k, j) = le nombre de 1
dans la colonne j de R avant la ligne i.
– N(i, j) =
∑
k<j NC(i, k) = le nombre total de
1 dans la sous matrice de R compose´e des lignes
avant la ligne i et des colonnes avant la colonne j
– lig1(j) = min{i | R(i, j) = 1} = la ligne du
premier 1 dans la colonne j de R
– col1(i) = min{j | R(i, j) = 1} = la colonne du
premier 1 dans la ligne i de R
On peut e´tablir ces structures de donne´es en temps
O(d2) par application directe de leurs de´finitions, ci-
dessus.
Si R(a, b′) = 0, en s’appuyant sur notre supposition
que R satisfait les conditions (1) et (2), nous savons
qu’il y a au plus un seul 1 dans la ligne a de R avant la
colonne b′ et un seul 1 dans la colonne b′ avant la ligne
a. Il y a donc une seule valeur a′ = col1(a) et une seule
valeur b = lig1(b′) telles que R(a, a′) = R(b, b′) = 1
qui pourraient aussi e´ventuellement satisfaire b < a ∧
a′ < b′. Dans le cas ou` nous avons b < a ∧ a′ < b′,
pour comple´ter la ve´rification de la condition (4), il
faut ve´rifier que le nombre de paires (c, c′) telles que
R(c, c′) = 1 ∧ (c 6= b) ∧ (c′ 6= a′) ∧ c < a ∧ c′ < b′
soit 0. Le nombre de telles paires (c, c′) est donne´ par
la formule suivante
N(a, b′)−NL(b, b′)−NC(a, a′) +R(b, a′).
(le nombre de 1 dans la sous matrice de R compose´e
des lignes avant la ligne a et des colonnes avant la co-
lonne b′ moins le nombre de ces 1 qui se trouvent dans
la ligne b ou la colonne a′). Nous pouvons conclure que
nos structures de donne´es permettent une ve´rification
de la condition (4) en temps O(1) pour chaque paire
de valeurs (a, b′), e´vitant ainsi une recherche comple`te
sur les valeurs de a′, b, c et c′. Nous avons de´montre´ la
proposition suivante.
Proposition 3.5 Ve´rifier qu’une relation R est fer-
me´e par mjx peut se faire en temps O(d2).
On peut meˆme dire que la complexite´ de O(d2) est
optimale puisque, dans le pire des cas, il faut d2 ope´-
rations pour lire une relation binaire quelconque.
4 Re´solution d’instances mjx-ferme´es
On appelle consistance locale le fait de ve´rifier que
certains sous ensembles de variables ne violent pas
les contraintes qui lui sont lie´es. Cela permet de fil-
trer alors certaines valeurs ou tuples impossibles avec
comme conse´quence un couˆt re´duit pour la re´solution
de l’instance. Il existe plusieurs consistances locales,
offrant chacune un e´quilibre diffe´rent entre efficacite´
du filtrage et rapidite´ de calcul.
On sait qu’une instance dont toutes les relations sont
ferme´es par un ope´rateur de majorite´, tel que mjx, est
re´solue soit par la 3-consistance forte [12] soit par la
consistance d’arc singleton [5]. Il s’ave`re que dans le
cas des relations ferme´es par mjx, la consistance de
chemin directionnelle et la consistance d’arc suffisent
(voir Proposition 4.1). Bien qu’inte´ressant au niveau
the´orique, ce re´sultat ne permet pas force´ment de trou-
ver un algorithme plus rapide. Par la suite, nous nous
inte´resserons plus particulie`rement a` la 3-consistance
forte comme algorithme de re´solution de CSPs mjx-
ferme´s.
De´finition 5 Un CSP (X, D, C) est chemin-
consistant (directionnel) si pour tout triplet (xi, xj,
xk) de variables (tels que i, j < k dans le cas direc-
tionnel), et pour toute paire de valeurs (vi,vj) ∈ Di
× Dj, il existe une valeur vk de Dk telle que l’instan-
ciation partielle (xi = vi, xj = vj, xk = vk) satisfait
toutes les contraintes binaires de C portant exclusive-
ment sur xi, xj et xk.
Proposition 4.1 Soit I une instance CSP binaire
dans laquelle toutes les contraintes sont mjx-ferme´es.
Il suffit d’e´tablir simultane´ment la consistance de che-
min directionnelle et la consistance d’arc pour de´ter-
miner si I est satisfiable et pour pouvoir trouver une
solution, s’il en existe, en temps line´aire.
Preuve Supposons que I est arc consistante et chemin
consistante directionnelle. Soit (a1, . . . , ak−1) une solu-
tion partielle, c’est-a`-dire une affectation aux variables
(x1, . . . , xk−1) qui satisfait toutes les contraintes por-
tant sur ces variables. Par consistance d’arc, nous sa-
vons qu’une telle solution partielle existe pour k = 3.
Nous montrerons qu’il est toujours possible (pour k =
3, . . . , n) d’e´tendre (a1, . . . , ak−1) a` une solution par-
tielle (a1, . . . , ak). Par re´currence, il en suivra que I
est satisfiable et que l’on peut trouver une solution en
temps line´aire.
Notons Rij la relation de la contrainte portant sur
la paire de variables (xi, xj). Soit Rik(ai) l’ensemble
des valeurs b ∈ Dk telle que (ai, b) ∈ Rij . Graˆce a`
la consistance d’arc, nous savons que la repre´senta-
tion matricielle de Rij ne comporte ni ligne ni colonne
nulle. On peut donc de´duire de la Proposition 3.1 que
Rik(ai) est de la forme
{pik} ∪ {v | sik ≤ v ≤ mk}
ou` mk = max(Dk), pik < sik, pik ∈ Dk et sik ∈ Dk ∪
{∞} (pik et sik e´tant respectivement les positions du
premier et du deuxie`me 1 dans la ligne ai de la matrice
Rij). Par consistance de chemin, ∀i, j tels que 1 ≤
i, j < k et i 6= j, on a
Rik(ai) ∩Rjk(aj) 6= ∅ (5)
Il y a deux cas :
1. ∀i = 1, . . . , k − 1, mk ∈ Rik(ai), ou
2. ∃i tel que sik =∞ et donc Rik(ai) = {pik}.
Dans le premier cas, on peut choisir ak = mk. Dans
le deuxie`me cas, on peut choisir ak = pik car pik ∈
Rjk(aj) (pour tout j = 1, . . . , k − 1) par (5). Dans les
deux cas, (a1, . . . , ak) est une solution partielle.
5 Optimisation de la 3-consistance forte
L’algorithme ci-dessous de´crit une proce´dure simple
pour e´tablir la 3-consistance forte, ou` AC e´tablit la
consistance d’arc.
Algorithm 1 Proce´dure 3C 1 (X, D, C)
1: re´pe´ter
2: pour tout xi, xj , xk ∈ X faire
3: si (i 6= j) ∧ (i 6= k) ∧ (j 6= k) alors
4: Rij ← Rij ∩Πij (Rik ⋊⋉ Rkj ⋊⋉ Dk)
5: fin si
6: fin pour
7: AC(X,D,C)
8: jusqu’a` (pas de changement)
La proce´dure 3C 1 montre l’inte´reˆt de pouvoir ef-
fectuer rapidement les ope´rations d’intersection R∩ S
et de composition Πx,y (R ⋊⋉ S). Dans les deux sous
sections suivantes nous montrons que ces deux ope´ra-
tions peuvent s’effectuer en temps O(d) si les relations
R et S sont ferme´es par mjx, au lieu de O(d2) et O(d3)
respectivement pour des relations quelconques.
5.1 L’intersection de deux relations mjx ferme´es
L’ope´ration d’intersection s’applique sur des paires
de relations comme suit :
R ∩ S = {(u, v) ∈ D2 | (u, v) ∈ R ∧ (u, v) ∈ S}
Nous utiliserons par la suite l’ope´ration min 2(E) qui
retourne la deuxie`me plus petite valeur de l’ensemble
E. Nous supposons que chaque relation R est stocke´e,
comme e´voque´ dans la proposition 3.4, au moyen des
deux variables suivantes :
– col1R(i) = min{j | R(i, j) = 1} = la colonne
du premier 1 dans la ligne i de R.
– col2R(i) = min 2{j | R(i, j) = 1} = la colonne
du deuxie`me 1 dans la ligne i de R.
Dans le cas ou` le premier 1 ou le deuxie`me 1 n’existe
pas, la variable associe´e, col1R(i) ou col2R(i), prend
par de´faut une valeur supe´rieure a` d que nous note-
rons ∞. En s’appuyant sur le fait que le deuxie`me 1
dans une ligne est suivi par une suite de 1, calculer l’in-
tersection T = R ∩ S peut se faire a` partir des re`gles
suivantes : ∀i,
col1T (i) =


col1R(i) si col1R(i) = col1S(i)
col1R(i) si col1R(i) ≥ col2S(i)
col1S(i) si col1S(i) ≥ col2R(i)
max(col2R(i), col2S(i)) sinon
et
col2T (i) =


max(col2R(i), col2S(i))
si col1R(i) = col1S(i)
col2S(i) si col1S(i) ≥ col2R(i)
col2R(i) si col1R(i) ≥ col2S(i)
max(col2R(i), col2S(i)) + 1 sinon
Pour simplifier la pre´sentation, ici nous supposons que
Di = {1, . . . , d} avec d + 1 = ∞. Pour chaque valeur
de i, ces calculs s’effectuent en temps constant. Donc
le calcul de R ∩ S s’effectue en temps O(d). Puisqu’il
faut retourner les 2d valeurs col1T (i), col2T (i) qui re-
pre´sentent la relation T , on peut en de´duire que cette
complexite´ est optimale.
5.2 Composition de deux relations ferme´es par mjx
Nous focalisons dans cette section sur l’ope´ration de
la composition qui ope`re sur une paire de relations R
et S comme suit :
R◦S = {(u, v) ∈ D2 | ∃w ∈ D, (u,w) ∈ R∧(w, v) ∈ S}
On sait que les polymorphismes sont conserve´s sous
les ope´rations de projection et de jointure [6]. Donc, si
R et S sont ferme´es par mjx, alors T = R ◦ S le sera
aussi. Il s’ensuit que l’on peut repre´senter T au moyen
des valeurs col1T (i), col2T (i) (pour chaque ligne i de
la repre´sentation matricielle de T ).
Par souci de simplicite´ de pre´sentation, nous suppo-
sons que les matrices R et S sont toutes les deux de
taille d× d.
Pour faciliter le calcul nous utiliserons les structures
de donne´es suivantes :
– m1R(i) = min{j | ∃k ≥ i, R(k, j) = 1} = la pre-
mie`re colonne j telle qu’il existe un 1 dans au
moins une des lignes k ≥ i
– m2R(i) = min 2{j | ∃k ≥ i, R(k, j) = 1} = la
deuxie`me colonne j telle qu’il existe un 1 dans au
moins une des lignes k ≥ i.
Dans l’algorithme de composition, donne´ ci-dessous,
la premie`re boucle calcule de fac¸on incre´mentale les
valeurs de m1S(i) et m2S(i) pour chaque ligne i, en
commenc¸ant avec la dernie`re ligne.
Pour calculer la ligne i de la matrice T = R ◦ S,
nous distinguons trois cas, selon que la ligne i de R
a la forme (1) (0, . . . , 0), (2) (0, . . . , 0, 1, 0, . . . , 0) ou
(3) (0, . . . , 0, 1, 0, . . . , 0, 1, . . . , 1). Dans chaque cas, on
peut de´duire la forme de la ligne i de T directement
de la de´finition de l’ope´ration de composition.
1. Si la ligne i de R est nulle, alors la ligne i de T
sera nulle aussi.
2. Si la ligne i de R ne comporte qu’un seul 1 (dans
la colonne j), alors la ligne i de T sera identique
a` la ligne j de S.
3. Si la ligne i de R comporte au moins deux 1
(dont les deux premiers dans les colonnes j et
k > j), alors col1T (i) = min{col1S(j),m1S(k)}
et col2T (i) = min 2(col1S(j), col2S(j), m1S(k),
m2S(k)).
L’algorithme 2 rec¸oit, en entre´e, deux relations R
et S qui sont suppose´es eˆtre ferme´es par mjx et donc
stocke´es sous la forme des positions des deux premiers
1 dans chaque ligne (col1R et col2R pour R et col1S et
col2S pour S). L’Algorithme calcule, alors, la composi-
tion selon les trois re`gles donne´es ci-dessus (deuxie`me
boucle pour). Au pre´alable, il remplit les structures
de donne´es m1S et m2S de´crites ci-dessus (premie`re
boucle pour). Le re´sultat de l’algorithme, recevant en
entre´e R et S, sont deux vecteurs qui me´morisent, res-
pectivement, la position du premier et du deuxie`me
1 dans chaque ligne de la matrice associe´e la relation
R ◦ S.
La complexite´ de notre algorithme de composition
de relations ferme´es par mjx est O(d). Puisqu’il faut
retourner les 2d valeurs col1T (i), col2T (i), on peut en
de´duire que cette complexite´ est optimale. Cependant,
l’utilisation des algorithmes optimaux d’intersection et
de composition des relations ferme´es par mjx dans un
algorithme simple de chemin consistance, tel que 3C 1,
n’est pas optimale dans le pire cas. Dans la sous sec-
tion suivante nous montrerons comment construire un
algorithme de chemin consistance pour les instances
dont toutes les relations sont ferme´es par mjx, de com-
plexite´ temporelle maximale O(n3d log d+n2d2) et de
complexite´ spatiale O(n2d).
Algorithm 2 Fonction Composition(R,S) : T = R◦S
- - R et S sont donne´es sous la forme des vecteurs col1R,
col2R et col1S ,col2S
- - Le re´sultat, T = R ◦ S, est calcule´e dans col1T et col2T
1: m1 ← ∞
2: m2 ← ∞
3: pour i de d a` 1 faire
4: m1S(i) ← min(col1S(i),m1)
5: m2S(i) ← min 2(col1S(i),col2S(i),m1,m2)
6: m1 ← m1S(i)
7: m2 ← m2S(i)
8: fin pour
9: pour i de 1 a` d faire
10: j ← col1R(i)
11: k ← col2R(i)
12: si (k = ∞) alors
13: si (j = ∞) alors - - cas 1 : ligne i de R nulle
14: col1T (i) ← ∞
15: col2T (i) ← ∞
16: sinon - - cas 2 : ligne i de R contient un 1
17: col1T (i) ← col1S(j)
18: col2T (i) ← col2S(j)
19: fin si
20: sinon - - cas 3 : ligne i de R comporte deux 1
21: E ← {col1S(j), col2S(j), m1S(k), m2S(k)}
22: col1T (i) ← min(E)
23: col2T (i) ← min 2(E)
24: fin si
25: fin pour
26: retourner (col1T , col2T )
5.3 Algorithme de 3-consistance forte
L’algorithme de composition de la Section 5.2
montre l’utilite´ des structures de donne´esm1S etm2S .
Nous proposons de stocker ces structures de donne´es
pour chaque relation S de l’instance, au lieu de les re-
calculer chaque fois que l’on souhaite recalculer la com-
position de deux relations R et S. Pendant l’e´tablis-
sement de la 3-consistance forte, les valeurs col1S(k)
et col2S(k) ne peuvent qu’augmenter (suite a` la sup-
pression d’un 1 dans la ligne i de la relation S). Pour
mettre a` jour les valeurs de m1S(i) et m2S(i) lorsque
col1S(k) ou col2S(k) augmente, il suffit de reprendre
la premie`re boucle de l’algorithme de composition a`
partir de la ligne i = k et de continuer l’exe´cution de
cette boucle tant que m1S(i) ou m2S(i) a change´ par
rapport a` son ancienne valeur. Ainsi le nombre total
d’ope´rations sera de l’ordre du nombre de mises a` jour
des variables col1S , col2S plus le nombre des mises a`
jour des variables m1S , m2S , ce qui repre´sente un to-
tal de O(d2) ope´rations par relation, car chacune de
ces quatre variables est monotone et ne peut prendre
que O(d) valeurs.
Lorsque col1R(i) ou col2R(i) augmente, pour mettre
a` jour la relation T = R ◦S, il faut recalculer col1T (i)
ou col2T (i) en exe´cutant l’ite´ration i de la deuxie`me
boucle de l’algorithme de composition.
Il faut aussi recalculer col1T (i) ou col2T (i), en exe´-
cutant l’ite´ration i de cette meˆme boucle, dans les deux
cas suivants :
1. lorsque col1S(j) ou col2S(j) augmente ou` j =
col1R(i),
2. lorsque m1S(k) ou m2S(k) augmente ou` k =
col2R(i).
Dans ces deux cas, nous utilisons des structures de
donne´es de´die´es pour avoir un acce`s rapide aux valeurs
de i telles que j = col1R(i) ou k = col2R(i) :
∀j inv col1R(j) = {i | col1R(i) = j}
∀k inv col2R(k) = {i | col2R(i) = k}
Les structures de donne´es inv col1R et inv col2R ne´-
cessitent en tout seulement O(d) espace me´moire par
relation. Nous pouvons remarquer que le maintien de
ces structures de donne´es inverses peut se faire en
temps O(log d) par ope´ration d’ajout ou de retrait
(ces ope´rations e´tant ne´cessaires lorsque col1R(i) ou
col2R(i) augmente pour une valeur de i) en utilisant,
par exemple, un tas [1]. Le nombre total de ses mises
a` jour sera O(d2) par relation, ce qui donne une com-
plexite´ totale de O(n2d2 log d) pour le maintien des
structures de donne´es inv col1R et inv col2R.
Le nombre maximum de fois qu’une relation por-
tant sur deux variables xi, xj peut eˆtre modifie´e
est O(d2). Apre`s chaque modification, il faut re´ta-
blir la 3-consistance sur le triplet xi, xj , xk pour
chaque troisie`me variable xk, ce qui entraˆıne une com-
plexite´ totale de O(n3d2 + n2d2 log d) pour ces propa-
gations (y compris le maintien des structures de don-
ne´es inv col1R et inv col2R). L’algorithme de´taille´ est
donne´ dans la Section 5.4.
Pendant l’e´tablissement de la 3-consistance forte, il
faut aussi e´tablir et maintenir la consistance d’arc. Le
nombre total d’ope´rations pour maintenir la consis-
tance d’arc est O(n2d2) si on garde en me´moire, par
exemple, le minimum support pour chaque affectation
(xi, v) dans le domaine Dj de chaque autre variable xj
[4]. Cette structure de donne´es ne ne´cessite que O(n2d)
espace me´moire. Il s’ensuit que la consistance d’arc ne
fait pas augmenter la complexite´ (temporelle ou spa-
tiale) maximale. Donc, dans le cas ou` toutes les re-
lations sont ferme´es par mjx, e´tablir la 3-consistance
forte (et donc re´soudre l’instance) peut se faire en com-
plexite´ temporelle O(n2d2(n+log d)) et en complexite´
spatiale O(n2d).
5.4 Algorithme complet de 3-consistance forte
Dans cette sous section, nous donnons en de´tail l’al-
gorithme de´crit dans la Section 5.3. L’Algorithme 3 de
3-consistance forte appelle les deux sous programmes
MAJ e´lim vals et Propager PC, de´crits plus loin, jus-
qu’a` la convergence. La liste L1 est une liste de paires
(i, u) telles que la valeur u est a` e´liminer du domaine de
la variable xi. Lorsque l’on effectue cette e´limination,
il faut mettre a` jour toute relation Rij ainsi que toute
relation Rji. On rappelle qu’une relation R est stocke´e
sous la forme des structures de donne´es col1R, col2R,
m1R et m2R, que nous noterons col1ij , col2ij , m1ij
et m2ij lorsque R = Rij . Les domaines Di sont sto-
cke´s explicitement mais aussi implicitement dans les
relations Rij puisque les lignes et les colonnes nulles
correspondent respectivement aux valeurs u /∈ Di et
aux valeurs v /∈ Dj .
Les sous programmes MAJ col12 et MAJ m12
mettent a` jour respectivement les structures de don-
ne´es col1, col2 et m1, m2. MAJ col12(i,j,l,c,L1,L2)
effectue une mise a` jour e´ventuelle de col1ij(l) et
col2ij(l) lorsque (l, c) est e´limine´ de la relation Rij .
Il est utilise´ pour s’assurer que (l, c) soit e´limine´ de
Rij lorsque (c, l) est e´limine´ de Rji. L’algorithme
MAJ m12 reprend la premie`re boucle de l’algorithme
de composition de la Section 5.2.
Algorithm 3 Proce´dure 3-consistance forte(X,D,C)
1: L1 ← {(i, a) | (xi ∈ X) ∧ (a /∈ Di)}
2: L2 ← {(i, j, a) | (xi, xj ∈ X) ∧ (a ∈ Di)}
3: re´pe´ter
4: MAJ e´lim vals(L1, L2)
5: Propager PC(L1, L2)
6: jusqu’a` (L1 = ∅) ∧ (L2 = ∅)
L’algorithme Propager PC(L1, L2) propage les e´le´-
ments de la liste L2 : chaque e´le´ment (i, j, l) apparte-
nant a` la liste L2 y a e´te´ ajoute´ suite a` un changement
qui est survenu concernant la ligne l de la relation Rij
(c’est-a-dire dans les valeurs de col1ij , col2ij , m1ij ou
m2ij). Pour chaque troisie`me variable k 6= i, j, il faut
re´tablir la consistance de chemin sur les deux triplets
de variables : (xi, xj , xk) et (xk, xi, xj). Ceci se fait
de fac¸on optimise´e selon la me´thode indique´e dans la
Section 5.3. Les mises a` jour des relations Rik et Rkj ,
suite au re´tablissement de la consistance de chemin,
peuvent entraˆıner des ajouts a` la liste L1 indiquant les
valeurs qui peuvent eˆtre e´limine´es par la consistance
d’arc. La liste L1 est traite´e par le sous programme
MAJ e´lim vals.
Algorithm 4 Proce´dure MAJ e´lim vals(L1,L2)
1: re´pe´ter
2: (i, u) ← pop(L1)
3: si ( u ∈ Di ) alors
4: Di ← Di \ {u}
5: pour j ∈ X \ {i} faire
6: col1ij(u) ← ∞
7: col2ij(u) ← ∞
8: MAJ m12(i,j,u,L2)
9: pour w ∈ Dj faire
10: MAJ col12(j,i,w,u,L1,L2)
11: fin pour
12: fin pour
13: fin si
14: jusqu’a` (L1 = ∅)
Algorithm 5 Proce´dure MAJ col12(i,j,l,c,L1,L2)
1: si ( col1ij = c ) alors
2: col1ij(l) ← col2ij(l)
3: Ajouter (i, j, l) a` L2
4: si (col1ij(l) = ∞) alors
5: Ajouter (i, l) a` L1
6: sinon
7: col2ij(l) ← min{b | (b > c) ∧ (b ∈ Dj ∪ {∞})}
8: fin si
9: MAJ m12(i,j,l,L2)
10: sinon
11: si ( col2ij(l) = c ) alors
12: col2ij(l) ← min{b | (b > c) ∧ (b ∈ Dj ∪ {∞})}
13: MAJ m12(i,j,l,L2)
14: fin si
15: fin si
Algorithm 6 Proce´dure MAJ m12(i,j,l,L2)
1: k ← l
2: si (k = d) alors
3: m1 ← ∞
4: m2 ← ∞
5: sinon
6: m1 ← m1ij(k + 1)
7: m2 ← m2ij(k + 1)
8: fin si
9: re´pe´ter
10: change ← FAUX
11: m1ij(k) ← min(col1ij(k),m1)
12: m2ij(k) ← min 2(col1ij(k),col2ij(k),m1,m2)
13: si au moins une de m1ij ,m2ij a change´e alors
14: change ← VRAI
15: Ajouter (i, j, k) a` L2
16: fin si
17: m1 ← m1ij(k)
18: m2 ← m2ij(k)
19: k ← k − 1
20: jusqu’a` ( k = 0 ) ∨ ( change = FAUX )
Le sous programme MAJ PC(i,j,l,k,L1,L2) effectue
des mises a` jour de la ligne l de la relation Rik suite
au changement dans la relation Rij ou la relation Rjk.
Il s’inspire directement de l’algorithme d’intersection
de la Section 5.1 et de l’algorithme de composition de
la Section 5.2. Il appelle MAJ m12 pour mettre a` jour
m1ik, m2ik et il appelle MAJ col12 pour mettre a` jour
la relation transpose´e Rki.
Algorithm 7 Proce´dure MAJ PC(i,k,l,j,L1,L2)
1: - - recalcul de la ligne l de Rij ⋊⋉ Rjk :
2: c1 ← col1ij(l)
3: c2 ← col2ij(l)
4: si (k = ∞) alors
5: si (j = ∞) alors
6: col1 ← ∞
7: col2 ← ∞
8: sinon
9: col1 ← col1jk(c1)
10: col2 ← col2jk(c1)
11: fin si
12: sinon
13: E ← {col1jk(c1), col2jk(c1), m1jk(c2), m2jk(c2)}
14: col1 ← min(E) ;
15: col2 ← min 2(E)
16: fin si
17: - - mise a` jour de la ligne l de Rik :
18: si (col1 ≥ col2ik(l)) alors
19: col1ik(l) ← col1
20: col2ik(l) ← col2
21: sinon
22: si (col1ik(l) = col1) alors
23: col2ik(l) ← col2
24: sinon
25: col1ik(l) ← col2
26: col2ik(l) ← min{c | c > col2 ∧ c ∈ Dk ∪ {∞}}
27: fin si
28: fin si
29: si col1ik(l) devient ∞ alors Ajouter (i, l) a` L1
30: fin si
31: MAJ m12(i,k,l,L2)
32: pour tout (l, c) e´limine´ de Rik faire
33: MAJ col12(k,i,c,l,L1,L2)
34: fin pour
6 Conclusion
Dans cet article, nous avons e´tudie´ une classe rela-
tionnelle polynomiale, la classe des instances CSP bi-
naires dans lesquelles toutes les relations sont ferme´es
par l’ope´rateur mjx. Cet ope´rateur de type majorite´
est une fonction ternaire qui retourne le maximum de
ces arguments lorsque ceux-ci sont tous distincts. Nous
avons montre´, via des exemples, que certaines relations
utiles sont ferme´e par mjx. Nous avons aussi donne´
Algorithm 8 Proce´dure Propager PC(L1,L2)
1: re´pe´ter
2: (i, j, l) ← pop(L2)
3: pour tout xk ∈ X \ {xi, xj} faire
4: - - pour la ligne l de Rik,
5: - - Rik ← Rik ∩Πik(Rij ⋊⋉ Rjk)) :
6: MAJ PC(i,k,l,j,L1,L2)
7: pour (h ∈ inv colij(l) ∪ inv col2ij(l)) faire
8: - - pour la ligne h de Rkj ,
9: - - Rkj ← Rkj ∩Πkj(Rki ⋊⋉ Rij)) :
10: MAJ PC(k,j,h,i,L1,L2)
11: fin pour
12: fin pour
13: jusqu’a` ( L2 = ∅ )
une caracte´risation alternative de relations ferme´es par
mjx ce qui nous a permis de de´montrer que de telles
relations peuvent eˆtre stocke´es en espace O(d). Une
autre contribution e´tait la re´alisation d’un algorithme
optimal d’identification de relations ferme´es par mjx
de complexite´ O(d2).
L’exploitation de structures de donne´es pour sto-
cker les relations ferme´es par mjx de´passe le gain me´-
moire puisqu’elle nous a permis de proposer deux nou-
veaux algorithmes d’une complexite´ line´aire O(d) de
calcul de l’intersection et de la composition de deux
relations ferme´es par mjx. Par conse´quent, nous avons
optimise´ la complexite´ temporelle de la 3-consistance
forte qui passe de O(n3d3) a` O(n2d2(n + log d)) pour
une complexite´ spatiale de O(n2d). La 3-consistance
forte est une me´thode de re´solution des CSP binaires
dont toutes les relations sont ferme´es par mjx.
Ces re´sultats montrent que l’e´tude d’une classe re-
lationnelle polynomiale de´finie a` partir d’un choix ju-
dicieux de polymorphisme peut se re´ve´ler inte´ressante
en termes d’une me´thode de stockage compact et d’un
algorithme de re´solution efficace. Il serait inte´ressant
dans l’avenir d’e´tudier d’autres classes relationnelles
de´finies par des polymorphismes simples dans l’espoir
de trouver d’autres re´sultats similaires, voire meˆme
d’essayer d’e´tablir une the´orie concernant les classes
relationnelles qui peuvent eˆtre re´solues en temps borne´
par un polynoˆme donne´. Par exemple, on peut se
demander s’il existe un algorithme de re´solution de
complexite´ o(n3d3) pour CSP(Γ) pour tout langage Γ
ferme´ par un ope´rateur de majorite´. Une autre pers-
pective de recherche the´orique serait d’e´tudier le poly-
morphisme de type quasi-unanimite´ d’arite´ k > 3 qui
retourne le maximum de ses arguments sauf dans le
cas ou` au moins k− 1 de ces arguments sont e´gaux (le
cas k = 3 correspondant au polymorphisme mjx).
Il serait inte´ressant de chercher des applications
dans lesquelles toutes les relations sont ferme´es par
mjx.
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