Let Q ⊆ E be a closed convex set. Consider a continuous operator g(x) : Q → E * , which is strongly monotone with constant µ > 0. The variational inequality problem (VI) consists in finding x * (Q) ∈ Q :
In order to describe the quality of approximate solutions to (1), we introduce the following merit function:
where the norm · is Euclidean.
Theorem 1 Merit function f (x)
is well defined and strongly convex on Q with convexity parameter µ.
Moreover, it is non-negative on Q and vanishes only at the unique solution of variational inequality (1).
For β > 0, denote
Consider the method
Input : Set λ 0 = 1, and y 0 =x.
Note that the this process is much faster than the gradient method which converges as O(e −k/γ 2 ). Consider now quasi-variational inequalities [1] . Let Q : E → 2 E be a multifunction with nonempty closed and convex values. We are interested in the following problem (QVI): find x * ∈ Q(x * ) such that
In order to prove the existence of its solution, we need to assume that the set Q(x) is not changing too quickly. Let us introduce the relaxation operator T (x) = x * (Q(x)) defined by the following relations:
Clearly, the solution to (4) is a fixed point of T (x).
Theorem 3 Assume that there exists some α ≥ 0 such that for all x, y, z ∈ E we have
Then T (x) is Lipschitz continuous with constant αγ.
Corollary 1 If α < γ −1 , then there exists a unique solution to problem (4).
It appears that the most efficient way for solving QVI is an approximate tracing of the fixed-point iterates x k+1 ≈ T (x k ) by the method (3). It is much faster then the gradient-type technique [2] .
