We introduce a free probabilistic quantity called free Stein information, which is defined in terms of free Stein discrepancies. It turns out that this quantity exactly measures the von Neumann dimension of the closure of the domain of the adjoint of the non-commutative Jacobian associated to Voiculescu's free difference quotients. One consequence of this is that the free Stein information is a * -algebra invariant. We also relate this quantity to the free Fisher information, the non-microstates free entropy, and the nonmicrostates free entropy dimension.
Preliminaries.
1.1 Notation. Fix a tracial W * -probability space (M, τ ). We denote by L 2 (M ) the GNS Hilbert space corresponding to τ and identify M with its representation on this space. We let M • = {x • : x ∈ M } denote the opposite von Neumann algebra, represented on L 2 (M • ) which can be identified with the dual Hilbert space to L 2 (M ). We let M⊗M • denote the von Neumann algebra tensor product, which is equipped with the tensor product trace τ ⊗ τ • .
Fix X := (x 1 , . . . , x n ) ∈ M n s.a. such that W * (x 1 , . . . , x n ) = M , and define C X := C x 1 , . . . , x n . Assume that x 1 , . . . , x n are algebraically free (i.e. they do not satisfy any non-trivial polynomial relations). Recall, that Voiculescu's free difference quotients for X are maps ∂ j : C X → C X ⊗ C X , j = 1, . . . , n, defined by
(Note that these maps are well-defined by the assumed algebraic freeness.) By mapping a ⊗ b → a ⊗ b • , we can think of ∂ j as valued in L 2 (M⊗M • ). We define ∂ : C X → L 2 (M⊗M • ) n by ∂(p) = (∂ 1 p, . . . , ∂ n p).
We let J : C X n → M n (L 2 (M⊗M • )) denote the non-commutative Jacobian, which is defined by J (p 1 , . . . , p n ) =      ∂ 1 p 1 · · · ∂ n p 1 ∂ 1 p 2 · · · ∂ n p 2 . . . . . . . . .
so that J (X) = 1. For Ξ = (ξ 1 , . . . , ξ n ), H = (η 1 , . . . , η n ) in either L 2 (M ) n or L 2 (M⊗M • ) n denote Ξ, H 2 := n j=1 ξ j , η j 2 .
For A, B ∈ M n (L 2 (M⊗M • )) denote A, B HS := n j,k=1
[A] jk , [B] jk 2 .
We denote by # the usual product in M⊗M 1.2 Non-commutative power series. Let t 1 , . . . , t n be formal, non-commuting, self-adjoint variables.
After [CS16] , for R > 0 we denote by C t 1 , . . . , t n : R the completion of C t 1 , . . . , t n in the norm N d=1 J=(j1,...,
We also denote A[t 1 , . . . , t n ; R] :=
This space should be regarded as non-commutative power series with radius of convergence strictly greater than R. Moreover, observe that if R ≥ max i x i , then there is a unique homomorphism from A[t 1 , . . . , t n ; R] to M that sends t i to x i . We let p(x 1 , . . . , x n ) denote the image of p ∈ A[t 1 , . . . , t n ; R] under this map, and define C X R := {p(x 1 , . . . , x n ) : p ∈ A[t 1 , . . . , t n ; R]} .
Finally, we remark that for each j = 1, . . . , n, ∂ j extends to a derivation
More precisely, ∂ j is valued in the image of the projective tensor product A[t 1 , . . . , t n ; R]⊗A[t 1 , . . . , t n ; R] in M⊗M • under the unique homomorphism that sends p 1 ⊗p 2 to p 1 (x 1 , . . . , x n )⊗p 2 (x 1 , . . . , x n ). Consequently, ∂ and J each extend to C X R and C X n R , respectively.
1.3 Free Stein kernels and free Stein discrepancy. Given Ξ ∈ L 2 (M ) n , we say (after [FN17] )
is a free Stein kernel of X relative to Ξ if Ξ, P 2 = A, J P HS ∀P ∈ C X n .
(1)
In this case we say (after [Shl04] ) that Ξ is a partial conjugate variable to X corresponding to A.
The free Stein discrepancy of X relative to Ξ is the quantity
where the infimum is over all free Stein kernels of X relative to Ξ. Equivalently, Σ * (X | Ξ) = Π(A) − 1 HS where A is any free Stein kernel of X relative to Ξ and Π is the orthogonal projection onto the closure of the range of J . 3
A priori the free Stein discrepancy could be infinite, since a free Stein kernel for X need not exist. Indeed, if Ξ is not orthogonal to C n ⊂ L 2 (M ) n then for some Z ∈ C n we have
However, if one merely assumes Ξ ⊥ C n then by [CFM18, Theorem 2.1] the free Stein discrepancy will necessarily be finite. We state a slightly more general version here for the convenience of the reader, but remark that this holds by exactly the same proof as the original.
is a free Stein kernel for X relative to Ξ. Consequently, Σ * (X | Ξ) < ∞ always.
One might hope that B Ξ is the free Stein kernel which attains the free Stein discrepancy of X, but unfortunately this holds if and only if Ξ = 0 (see Appendix A). However, we do obtain the following corollary:
where C > 0 is a constant depending only on n and X. Remark 1.3. If Σ * (X | Ξ) = 0, then 1 is a free Stein kernel for X and hence Ξ, P 2 = 1, J P HS ∀P ∈ C X n .
That is, Ξ is the usual conjugate variable to X. In fact, this is precisely why the free Stein discrepancy is defined to measure the distance between a free Stein kernel A and 1. We remind the reader that the free Fisher information of X is defined as the quantity Φ * (X) := Ξ 2 2 if the conjugate variable to X exists and is Ξ, and is otherwise defined to be +∞ (cf. [Voi98, Definition 6.1]).
Remark 1.4. Σ * (X | X) = 0 if and only if X is the conjugate variable to X if and only if X is a free semicircular family.
Remark 1.5. Equation (1) is equivalent to saying A ∈ dom(J * ) with J * (A) = Ξ, where we think of
as a densely defined (unbounded) operator.
Free Stein Information.
We begin by introducing two new quantities determined by the joint distribution of X:
Definition 2.1. The free Stein information of X is the quantity:
For R > 0, the R-bounded free Stein information of X is the quantity
Remark 2.2. Since Σ * R (X) is a decreasing function in R it is easy to see that
Also, by Corollary 1.2 it follows that the values Σ * (X) and Σ * R (X) are unchanged if we replace L 2 (M ) in their definitions with any dense subset. In particular, it suffices to consider Ξ ∈ C X n . Furthermore, by Remark 1.5 we see that Σ * (X) is precisely the distance from 1 to dom(J * ) in M n (L 2 (M⊗M • )).
2.1 Alternate characterizations. We first prove some alternate characterizations.
Consequently, letting B Ξ (k) be as in Proposition 1.1 and setting
The density of C X n in L 2 (M ) implies the sequence (Ξ (k) ) k∈N (since it is uniformly bounded) converges weakly to some Ξ ∈ L 2 (M ) n . Moreover, the above limit implies Ξ is the conjugate variable to X and
The converse is immediate.
In order to provide an alternate characterization for Σ * (X), we will study the domains of ∂ * and J * . We first show their closures are left M⊗M • -modules. The following is the multivariate analogue of [Voi98, Proposition 4.1] and follows by an identical proof:
From this lemma we see that dom(∂ * ) is invariant under the action of C X ⊗ C X • . Consequently, the Kaplansky density theorem implies that dom(∂ * ) is a closed, left M⊗M • -module. Observe that for A ∈ dom(J * ), if A i = (A i1 , . . . , A in ) (i.e the i-th row of A) for i = 1, . . . , n, then A 1 , . . . , A n ∈ dom(∂ * ). It then follows that dom(J * ) is also a closed, left M⊗M • -module satisfying dom(J * ) ∼ = dom(∂ * ) n . This identification immediately gives the second equality in the following theorem.
Theorem 2.5. For X = (x 1 , . . . , x n ) ∈ M n s.a. generating M and algebraically free,
Consequently, Σ * (X) = 0 if and only if J is closable, and if and only if ∂ is closable.
Proof. Let e ∈ M n (L 2 (M⊗M • )) be the projection of 1 onto dom(J * ). Then Σ * (X) = e − 1 HS . Hence
where v j ∈ L 2 (M⊗M • ) n is the vector with 1 ⊗ 1 • in the j-th entry and zeros elsewhere. Actually,
and we further claim that f T = e. Indeed, for A ∈ dom(J * ) let A 1 , . . . , A n ∈ dom(∂ * ) be the rows of A as in the discussion preceding the theorem. Hence f A i = A i and so
Thus f T = e and dim M⊗M• (dom(∂ * )) = f 2 HS = f T 2 HS = e 2 HS . So the result follows by our previous computation. The final statement follows from that fact that an operator is closable if and only if the domain of its adjoint is dense.
2.2 Properties. We derive some useful properties of free Stein information.
Taking the infimum over A 1 and A 2 completes the proof.
In light of Theorem 2.5, the following result is not at all surprising. Nevertheless, we proceed by appealing to the original definition of free Stein information, rather than its characterization as a dimension measurement.
Proposition 2.7. For X = (x 1 , . . . , x n ) and Y = (y 1 , . . . , y m ) algebraically free self-adjoint operators in M , we have
with equality if X and Y are freely independent in (M, τ ).
Let P 1 ∈ C X n and define P := (P 1 , 0) ∈ C X, Y n+m . Then the above equation applied to this P reduces to
where Q 1 is the n-tuple formed via the first n entries of Q, and A 1 is the n × n matrix formed from the top-left n × n corner of A. This same equation holds after replacing Q 1 and A 1 with their projections into L 2 (W * (X)) n and L 2 (M n (W * (X)⊗W * (X) • )), respectively, which we will continue to denote in the same way. Thus A 1 is a free Stein kernel for X relative to Q 1 so that
Proceeding in the same way for Y , we obtain
Since A was an arbitrary free Stein kernel for (X, Y ), the desired inequality holds. Now, suppose X and Y are free inside (M, τ ). Let A 1 be a free Stein kernel for X relative to some n-tuple Q 1 ∈ C X n , and let A 2 be a free Stein kernel for Y relative to some n-tuple Q 2 ∈ C Y m . We claim that
is a free Stein kernel for (X, Y ) relative to Q := (Q 1 , Q 2 ). It suffices to show that for P 1 ∈ C X, Y n and
We show only the first equality, as the second will follow mutatis mutandis.
. Note that q, 1 2 = η, ∂ X (1) 2 = 0. Then it further suffices to show for any p ∈ C X, Y that
Assume p = c 0 P 1 c 1 · · · P n c n where c 0 , c 1 , . . . , c n ∈ C Y with τ (c j ) = 0 for j = 1, . . . , n − 1, and P 1 , . . . , P n ∈ C X with τ (P k ) = 0 for k = 1, . . . , n. The case n = 0, where p = c 0 , follows immediately by freeness, and for the case n ≥ 2 one easily checks that both sides of (2) are zero. For n = 1, we have
Thus (2) holds for all elements of the form p = c 0 P 1 c 1 · · · P n c n as above, which span C X, Y .
With the claim established, we obtain Σ * (X, Y ) 2 ≤ A − 1 2 HS = A 1 − 1 2 HS + A 2 − 1 2 HS . Since A 1 and A 2 were arbitrary, we obtain the desired equality.
We will next show that Σ * (X) is an algebra invariant. We first require a change of variables estimate.
Lemma 2.8. Let Y = (y 1 , . . . , y n ) ∈ C X n be such that C y 1 , . . . , y n is dense in L 2 (M ). Then
where J = J (τ ⊗τ • )•Tr is the Tomita conjugation operator on M n (L 2 (M⊗M • )).
Proof. Suppose A is a free Stein kernel for X. Then J * (A) ∈ L 2 (M ) = L 2 (W * (y 1 , . . . , y n )), and for any P ∈ C Y n we have
Thus A#(J Y ) * is a free Stein kernel for Y . It follows that
The above inclusion and the rank-nullity theorem implies
). So by Theorem 2.5 we have
Theorem 2.9. If Y = (y 1 , . . . , y n ) ∈ C x 1 , . . . , x n n is such that C y 1 , . . . , y n = C x 1 , . . . , x n , then Σ * (Y ) = Σ * (X).
That is, Σ * (X) is an algebra invariant.
Proof. We have X ∈ C y 1 , . . . , y n n and hence
Thus, JJ Y J has left-inverse JJ Y (X)J. This implies ker(JJ Y J) = {0} so that Σ * (Y ) ≤ Σ * (X) by the previous lemma. The reverse inequality follows by swapping the roles of X and Y .
Using the concepts from Subsection 1.2, we can upgrade this slightly and see that is in fact an analytic invariant. The proof is exactly the same.
Corollary 2.10. Let R ≥ max i x i and let Y = (y 1 , . . . , y n ) ∈ C X n R be such that C y 1 , . . . , y n is dense in L 2 (M ). Then
where J = J (τ ⊗τ • )•Tr is the Tomita conjugation operator on M n (L 2 (M⊗M • )). In particular, if R ≥ max i y i and if C X R is the image of A[t 1 , . . . , t n ; R] under the homomorphism that sends t i to y i , then Σ * (Y ) = Σ * (X).
The following result is simply [Shl04, Theorem 2.7]. We state (and prove) it here using our notation and terminology.
Proposition 2.11. Let S be a free semicircular family, free from X. Then
Proof. Let f : (0, ∞) → (0, ∞) be any decreasing function such that lim t→0 f (t) = +∞, but lim t→0 √ tf (t) = 0.
(E.g. f (t) = t − 1 4 ). Then lim t→0 Σ * f (t) (X) = Σ * (X). For each t > 0, let Q t ∈ C X n be such that Q t 2 ≤ f (t) and such that there exists a free Stein kernel A t for X relative to Q t such that
This tends to Σ * (X) as t → 0.
We remind the reader that the non-microstates free entropy of X is defined as the quantity
where S is a free semicircular family free from X (cf. [Voi98, Definition 7.1]). The following is [Shl04, Corollary 2.8]. As with the previous result, we state (and prove) it using our notation and terminology.
Proposition 2.12. Let S be a free semicircular family free from X. Then
Proof. Using [Voi98, Corollary 6.14] and implementing the change of variable t → t − ǫ in the integral appearing in the above definition of χ * , we obtain lim sup
Now, for any free Stein kernel A relative to some Q we have
Since A was an arbitrary free Stein kernel, we obtain the desired inequality.
We remind the reader that the there are two versions of the non-microstates free entropy dimension of X:
where S is a free semicircular family free from X (cf. [CS05, Section 4.1.1]). Thus, from Propositions 2.11 and 2.12 we obtain:
Corollary 2.13. For algebraically free X, To see the reverse inequality, consider for ǫ > 0 the function
Observe that |g ǫ (t)| ≤ 2 ǫ 2 (|t| + τ (|x|)) ∈ L 2 (µ). In particular, for any polynomial p we have
That is, A ǫ (t, s) := (t−s) 2 (t−s) 2 +ǫ 2 is a free Stein kernel for x relative to g ǫ . So we compute for δ > 0
. Letting first ǫ tend to zero and then δ, we obtain the other inequality.
The next result concerns Atiyah's ℓ 2 -Betti numbers for discrete groups (cf. [Ati76, CG86] ). Also see [Lüc02,  Chapter 1] for the definition considered here, and [MS05] for the connection to free entropy dimension. We can identify H 1 with a closed subspace in L 2 (M⊗M • ) n using the identification
where P 1 is the rank one projection onto 1 ∈ L 2 (M ). By [Shl06, Theorem 1], for every T := (T 1 , . . . , T n ) ∈ H • 1 we have 1 ⊗ 1 ∈ dom(∂ * T ) where ∂ T : C X → L 2 (M⊗M • ) is the derivation defined by
Observe that if J = J τ ⊗τ • is the Tomita conjugation operator on L 2 (M⊗M • ), then for p ∈ C X we have
JT j , ∂ j (p) 2 = JT, ∂(p) 2 .
Consequently, 1 ⊗ 1 ∈ dom(∂ * T ) if and only if JT ∈ dom(∂ * ). It follows that JH 1 ⊂ dom(∂ * ) and so
where the latter dimension is as a right M⊗M • -module. In the proof of [Shl06, Corollary 4] it was shown that the latter dimension is β
(2) 0 (Γ) + 1, and so Theorem 2.5 completes the proof.
Regularity hierarchy.
Let us relate the condition Σ * (X) = 0 to other well-studied regularity conditions. We have the following picture:
The top two arrows are of course well-known results: the first is [Voi98, Proposition 7.9] while the second follows from [Voi98, Proposition 7.5] and the definition of δ * in [CS05, Section 4.1.1]. The bottom two arrows follow from Theorem 2.3 and Corollary 2.13, respectively. Thus it is natural to ask what the relationship is between having finite non-microstates free entropy and having zero free Stein information. In the case n = 1, we see that the former implies the latter by Proposition 2.14. We therefore suspect this to be the case for n ≥ 2, but are so far unable to prove this. In order to be begin analyzing the relationship between these two conditions, consider the the following quantity:
That is, α compares how quickly Σ * R (X) decays as R grows. Note that if Σ * (X) = 0 we have α = 0; however, it may be that α = 0 even when Σ * (X) = 0. Indeed, consider the Example B.1 below.
Proposition 2.16. With α as above, if α < 0 then χ * (X) > −∞.
Proof. Let α < β < 0. Then there exists R 0 > 0 such that for all R ≥ R 0 we have Σ * R (X) ≤ R β . Let γ ∈ (0, 1). Then substituting R = 1 t γ/2 we have
Using Equation (3) we therefore have
Since (−γβ − 1)/2 > −1/2 and −γ/2 > −1/2 we have that the above quantity is integrable on [0, t 0 ].
Appendix A.
In this appendix, we will demonstrate that the Mai kernel B Ξ , given in Proposition 1.1, satisfies
if and only if Ξ = 0. We emphasize that any free Stein kernel attaining the free Stein discrepancy of X is necessarily contained in the closure of the range of J . Let d : L 2 (M ) → L 2 (M⊗M • ) be the derivation given by commutation against 1⊗1: ζ → ζ⊗1−1⊗ζ. Given Z = (ζ 1 , . . . , ζ n ) ∈ L 2 (M ) n , let D : L 2 (M ) n → L 2 (M⊗M • ) n be given by applying d to each coordinate: D(Z) = (d(ζ 1 ), . . . , d(ζ n )).
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Proof. Observe that D(X) ∈ (M⊗M • ) n , so that it has a bounded right action on L 2 (M⊗M ) n . Thus the equation follows from a straightforward computation:
The lemma applies, in particular, to the rows of any free Stein kernel that attains the free Stein discrepancy of X.
Proposition A.2. Suppose Ξ = (ξ 1 , . . . , ξ n ) ∈ L 2 (M ) n ⊖ C n , and let B Ξ be as in Proposition 1.1:
Proof. First note that it suffices to assume that τ (x 1 ) = · · · = τ (x n ) = 0. Indeed, let
Then clearly C X = C X and consequently Ξ ∈ L 2 (W * (X)) n . Moreover, B Ξ is unchanged when replacing X withX. Now for any
if A is a free Stein kernel for X relative to Ξ, then by the chain rule it is also a free Stein kernel forX relative to Ξ, and vice versa. Hence Σ * (X | Ξ) = Σ * (X | Ξ) and so, replacing X withX if necessary, we may assume τ (x 1 ) = · · · = τ (x n ) = 0. Note that the i-th row of B Ξ is given by 1 2 d(ξ i )#D(X) =: r i , and from the assumption that Σ * (X | Ξ) = B Ξ − 1 HS we have that r i ∈ ∂C X ⊂ L 2 (M⊗M • ) n . Now, pick (p k ) k∈N in C X so that ∂p k → r i ; since C1 ∈ ker ∂, we may assume τ (p k ) = 0, replacing p k by p k − τ (p k ) if needed. Then from Lemma A.1, we have r i · D(X) = lim k→∞ p k ⊗ 1 − 1 ⊗ p k . Hence (1 ⊗ τ )(r i · D(X)) = lim k→∞ p k and (τ ⊗ 1)(r i · D(X)) = − lim k→∞ p k .
We compute n j=1
Subtracting common terms on each side, we find n j=1
As X is algebraically free, we may find polynomials p and q such that x 2 1 , p = 1 while p is orthogonal to all other monomials of degree at most two, and x 1 , q = 1 while q is orthogonal to all other monomials of degree at most three. Applying the map 1 ⊗ ·, p 2 to the above equality yields
whence ξ i is a polynomial in X of degree at most two. Now, applying 1 ⊗ ·, q 2 to Equation 4 and using the fact that x j ξ i is a polynomial of degree at most three, we find
From this it follows that ξ i x 1 is a linear combination of 1, x 1 , x 2 1 , x 2 2 , . . . , x 2 n . But then ξ i must be a linear combination of 1 and x 1 ; say ξ i = s + tx 1 . Looking at the coefficient of x 2 1 in the above equation, we find that −2t − ξ i , q = 0; since ξ i , q = t, we have t = 0, whence ξ i ∈ C. As ξ i ∈ L 2 (M ) ⊖ C, ξ i = 0.
Appendix B.
In this appendix we consider a few informative examples. The first example demonstrates the fact that full free entropy dimension is strictly weaker than finite free entropy, by explicitly constructing a probability measure with no atoms and infinite logarithmic energy. While this result is already known, we are not aware of an explicit example in the literature. The example was concocted to demonstrate explicitly that α = 0 does not imply Σ * (x) > 0.
Example B.1. Let I n ⊂ [0, 1] be a disjoint sequence of intervals such that the Lebesgue measure λ(I n ) < e −12 n . Define a function f as follows:
χ In (t).
By construction f is non-negative, integrable, and has mass 1, so it is a probability density; let µ be the measure with density given by f . We claim that the (negative) logarithmic energy of µ is infinite. Indeed, Now, since supp(µ) is bounded and has a diffuse component, there exists a bounded, self-adjoint, algebraically free operator x with spectral measure µ. It follows from Proposition 2.16 that α = 0, and by Proposition 2.14 we have Σ * (x) = 0.
As a decreasing convex function, if R → Σ * R (X) ever plateaus it remains constant forever. This happens, for example, when conjugate variables actually exist: Σ * R (X) = 0 for R ≥ Φ * (X). One may wonder, then, if this behaviour can occur when Σ * (X) > 0; we provide a family of examples to show that it can.
Example B.2. Let µ = 1 2 σ + 1 2 δ a where dσ = χ [−2,2] (t) 1 2π √ 4 − t 2 dt is the semicircle law. Then we will show that if |a| > 2 and x has spectral measure µ, then there is R > 0 so that Σ * R (x) = Σ * (x) = 1 2 . As in the proof of Proposition 2.14, define the functions g ǫ (t) := 2 R t − s (t − s) 2 + ǫ 2 dµ(s).
As before, we have a free Stein kernel for x relative to g ǫ given by A ǫ (t, s) := (t − s) 2 (t − s) 2 + ǫ 2 .
Notice that as ǫ → 0, A ǫ (t, s) → χ t =s =: A(s, t) which has A − 1 2 L 2 (µ×µ) = µ({a}) 2 ; so it suffices to show that A is a free Stein kernel.
Here we will use the fact that a / ∈ supp(σ) to conclude that g ǫ converges in L 2 (µ) as ǫ → 0. This can be checked by, for example, recognizing that g ǫ converges in both L 2 (δ a ) and L 2 (σ): in the former space,
which converges since a is outside the support of σ; in the latter,
where we have used the fact that the Hilbert transform of the semicircle distribution is t while a is, once again, outside of the support of σ. Let g = lim ǫ→0 g ǫ with the limit in L 2 (µ).
We claim that A, above, is a free Stein kernel for x relative to g, whereupon Σ * R (x) = µ({a}) = 1 2 for R ≥ g L 2 (µ) . (However, note that g L 2 (µ) diverges as |a| → 2.) To see that, notice that ∂ * is closed since ∂ is densely defined. Since A ǫ ∈ dom(∂ * ) with ∂ * (A ǫ ) = g ǫ (by virtue of being a free Stein kernel) we therefore have A ∈ dom(∂ * ) with ∂ * (A) = g. That is, A is a free Stein kernel for x relative to g.
