Effective dynamics in an asymmetric death-branching process by Torkaman, Pegah & Jafarpour, Farhad H.
Effective dynamics in an asymmetric
death-branching process
Pegah Torkaman and Farhad H. Jafarpour
E-mail: p.torkaman@basu.ac.ir, farhad@ipm.ir
Physics Department, Bu-Ali Sina University, 65174-4161 Hamedan, Iran
Abstract. In this paper we study activity fluctuations in an asymmetric death-
branching process in one-dimension. The model, which is a variant of the asymmetric
Glauber model, has already been studied in [12]. It is known that in the low-activity
region i.e. below the typical activity in the steady-state, the dynamical free energy
of the system can be calculated exactly. However, the behavior of the system in the
high-activity region is different and more interesting. The system undergoes a series
of dynamical phase transitions. In present work we justify the hierarchy of dynamical
phase transitions in terms of effective interactions in the system. It turns out that
the effective interactions are long-range and that they can be described in terms of
interactions between repelling shock fronts.
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1. Introduction
Recent studies have highlighted the importance of rare events in different fields of
science. These rare events or large deviations from the typical behavior, despite having
very small probability of occurrence, might cause extreme consequences such as climate
extremes, earthquakes and other potentially catastrophic phenomena [1]. Some classical
examples include phase transformation and protein-folding [2].
Markov processes are used to model a variety of important random systems.
Recently much attention has been devoted to conditioning a Markov process on a rare
event. Conditioning a Markov process on a rare event means fixing the average of a given
dynamical observable on an atypical value. On the other hand, there is a conditioning-
free process for which the average of a given dynamical observable in large time limit
is equal to that of the conditioned process. This conditioning-free process is sometimes
called the effective or driven process [3].
Apart from the dynamics of classical and quantum stochastic systems, their
dynamical phase behavior can be studied using the thermodynamics of trajectories,
sometimes known as Ruelle’s thermodynamics [4]. The fluctuations of the dynamical
observable or equivalently a time-extensive order parameter, within an ensemble of
trajectories are described by large-deviation rate functions which play the role of
dynamical free-energies. The dynamical phase transitions are controlled by a biasing
field which is coupled to the order parameter. Instead of fixing the average of the
dynamical observable in a conditioned Markov process one can fix the value of its
corresponding biasing field [5].
Generally speaking, the ensemble average of a given dynamical observable in a long
observation period, might depend on time. So the time-translation invariance might be
broken. However, there is a time interval, far from the initial and final observation time,
in which the ensemble average of the dynamical observable is independent of time and
the time-translation invariance holds. The biased trajectories of the original process
under investigation in this time-translational invariant regime coincide with unbiased
trajectories of the effective process. The rare trajectories of interest in the original
process can be characterized as typical trajectories for the effective process. The effective
process consists of new set of interactions called effective interactions, which has to be
imposed on the original process to make atypical behavior typical [6].
It is definitely of great interest to understand the dynamics of the systems when
a rare event takes place. However, finding analytical expressions for the effective
interactions is generally quite difficult, although some limited efforts have recently been
done. There are only a couple of examples for which the effective interactions have
been calculated exactly [6, 7, 8, 9]. We are involved with complex systems which
have many degrees of freedom. Therefore even if the exact result is obtained, such
a large dimensionality might not give direct information about the physical nature of
effective interactions in the system; however, it might shed some light to understanding
of the physics of the problem. An interesting aspect about the nature of the effective
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interactions is that they are usually very complicated and non-local [10]. In a recent
paper [11] the authors have shown that under some conditions the effective interactions
in the effective process can be local as the original process.
In a recent paper [12] the authors have studied the fluctuations of activity, defined
as the number of configuration changes of the system in a dynamical trajectory, and
the dynamical phase transitions in a stochastic system of classical particles consisting
of asymmetric branching and death processes connecting to two particle reservoirs
at the boundaries of an one-dimensional lattice. It has been shown that the system
indeed undergoes both continuous and discontinuous dynamical phase transitions for an
atypical value of activity below its typical value in the steady-state. The dynamics of
the system conditioned on a lower-than-typical activity region has been investigated and
different phases have been characterized according to the configuration of the system at
the beginning and the end of each trajectory during the observation time.
In this paper, considering the same system and the same dynamical observable, we
study the effective interactions which generate the atypical values of activity. We would
also investigate how these effective interactions lead to a new dynamical phase behavior
especially in the higher-than-typical activity region where a hierarchy of dynamical phase
transitions occur. It turns out that effective dynamics for any value of the biasing field
conjugated to the dynamical observable is governed by the interactions between shock
fronts which perform simple random walk on the lattice. However, the number of shock
fronts which are involved depends on the value of the biasing field. In other words,
as the average activity increases the number of shock fronts involved in the effective
dynamics increases. This can be easily understood from the fact that, as we will see,
the activity of the system is merely generated by the shock fronts.
2. Basic concepts and the model
We start with a continuous-time Markov process with a finite configuration space
{C} in which a spontaneous transition from configuration C to C ′ takes place with
a transition rate ωC→C′ . Considering a complete basis vector {|C〉}, the probability
P (C, t) = 〈C|P (t)〉 of finding the system in configuration C at time t satisfies the
following master equation [13]
d
dt
|P (t)〉 = Hˆ|P (t)〉 (1)
where Hˆ is the stochastic generator of the Markov process with matrix elements
〈C|Hˆ|C ′〉 = ωC′→C − δC,C′
∑
C′′ 6=C
ωC→C′′
in which we have assumed ωC→C = 0. In order to study the dynamics of the
system on a value of a given dynamical observable, which is sometimes referred to as
conditioning a Markov process on a rare event which is characterized by an atypical
Effective dynamics in an asymmetric death-branching process 4
value of the observable, we start with the following moment generating function
〈e−sK〉 = ∑K P (K)e−sK for the activity K of system which can be written as
〈e−sK〉 = 〈1|Ps(t)〉 (2)
in which 〈1| = ∑C〈C| is a summation vector and |Ps(t)〉 satisfies the following master
equation
d
dt
|Ps(t)〉 = Hˆ(s)|Ps(t)〉 (3)
The activity is a time-integrated current which is defined as the number of configuration
changes during the finite time interval [0, t]. The operator Hˆ(s) is a non-stochastic
generator, known as the modified or tilted Hamiltonian, which can be constructed by
multiplying all of the non-diagonal elements of Hˆ by a factor e−s as follows [5, 6]
〈C|Hˆ(s)|C ′〉 = e−sωC′→C − δC,C′
∑
C′′ 6=C
ωC→C′′
The parameter s is a counting filed conjugated to the activity K. Fixing s on some non-
zero values corresponds to studying the dynamics of the system conditioned on some
atypical value of activity K. In fact, it plays the role of a biasing field in the ensemble of
dynamical trajectories, known as s-ensemble [14]. The sum of unnormalized probabilities
P (C, s, t) = 〈C|Ps(t)〉 gives the dynamical partition function of the s-ensemble defined
as Z(s, t) = 〈1|Ps(t)〉. The logarithm of this partition function is called the dynamical
free energy of the system whose singularities determine dynamical phase behavior of the
system under investigation [5].
Let us consider the following eigenvalue equations for Hˆ(s)
Hˆ(s)|Λ(s)〉 = Λ(s)|Λ(s)〉 ,
〈Λ˜(s)|Hˆ(s) = Λ(s)〈Λ˜(s)| . (4)
We denote the largest eigenvalue of Hˆ(s) by Λ∗(s) and the left and right eigenvectors
corresponding to this eigenvalue by 〈Λ˜∗(s)| and |Λ∗(s)〉 respectively. It can be shown that
in the large time limit and for a system with finite configuration space the generating
function 〈e−sK〉 (or the dynamical partition function Z(s, t)) has a large deviation form
of the type 〈e−sK〉  etΛ∗(s) in which the sign  is interpreted as expressing an equality
relationship on a logarithmic scale [15]. This means that Λ∗(s) is the dynamical free
energy of system whose derivatives with respect to s determine the dynamical phase
structure.
As it was explained in the introduction, there is a conditioning-free representation
for a conditioned Markov process, known as effective or driven process. The generator
of this stochastic process can be obtained from the non-stochastic generator Hˆ(s) using
a generalization of Doob’s h-transformation [3]
Hˆeff (s) = UˆHˆ(s)Uˆ−1 − Λ∗(s) (5)
Effective dynamics in an asymmetric death-branching process 5
where operator Uˆ is a diagonal matrix with the matrix element 〈C|Uˆ |C〉 = 〈Λ˜∗(s)|C〉 .
The matrix elements of the effective Hamiltonian Hˆeff (s) are given by
〈C|Hˆeff (s)|C ′〉 = 〈Λ˜
∗(s)|C〉〈C|Hˆ(s)|C ′〉
〈Λ˜∗(s)|C ′〉 − δC,C′Λ
∗(s) . (6)
In what follows we will define a model which was introduced and studied first
in [19]. Let us consider a system of classical particles defined on a one-dimensional
lattice of length L with open boundaries. The stochastic evolution of the system in
time is determined by the following reaction rules in the bulk of the lattice
A ∅ −→ ∅ ∅ with the rate ω1
A ∅ −→ A A with the rate ω2. (7)
in which a particle (vacancy) is labeled with A (∅). The reaction rules at the boundaries
are also given by
∅ −→ A with the rate α at the left boundary
A −→ ∅ with the rate β at the right boundary . (8)
This model can be regarded as an asymmetric variant of the zero-temperature
Glauber model on a one-dimensional lattice with open boundaries in which the transition
rates of two reaction rules defined as ∅ A −→ ∅ ∅ and ∅ A −→ A A are equal to zero
[16, 17]. The stochastic generator of the system is given by
Hˆ = Lˆ ⊗ I⊗(L−1) +
L−1∑
i=1
I⊗(i−1) ⊗ hˆ⊗ I⊗(L−i−1) + I⊗(L−1) ⊗ Rˆ (9)
in which I is a 2× 2 identity matrix. Introducing the basis kets
|∅〉 =
(
1
0
)
, |A〉 =
(
0
1
)
,
the matrix hˆ in the basis of {∅∅, ∅A,A∅, AA} and the matrices Lˆ and Rˆ in the basis of
{∅, A} can be written as follows
hˆ =

0 0 ω1 0
0 0 0 0
0 0 −(ω1 + ω2) 0
0 0 ω2 0
 , Lˆ =
(
−α 0
α 0
)
, Rˆ =
(
0 β
0 −β
)
.
Considering the activity as the proper dynamical observable, the modified hamiltonian
of the system can easily be written as
Hˆ(s) = Lˆ(s)⊗I⊗(L−1)+
L−1∑
i=1
I⊗(i−1)⊗hˆ(s)⊗I⊗(L−i−1)+I⊗(L−1)⊗Rˆ(s)(10)
where
hˆ(s) =

0 0 ω1e
−s 0
0 0 0 0
0 0 −(ω1 + ω2) 0
0 0 ω2e
−s 0
 , Lˆ(s) =
(
−α 0
αe−s 0
)
, Rˆ(s) =
(
0 βe−s
0 −β
)
.
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As we explained above, it is known that fixing the counting field s corresponds
to the study of an atypical value of the activity. The typical value of the activity in
the steady-state of this model has already been calculated analytically in [12]. In the
following sections we will first solve the eigenvalue problem (4). It turns out that the
full spectrum of the modified Hamiltonian (10) can be calculated exactly; therefore, the
largest eigenvalue is recognized and then the left and right eigenvectors corresponding
to that eigenvalue are calculated analytically. Finally exact analytical results for the
effective ineractions of the system will be obtained and their physical interpretation will
also be discussed.
3. Diagonalization of Hˆ(s)
In this section we will show that the modified Hamiltonian (10) can be diagonalized
exactly. Without loss of generality we assume that the system size L is an even number.
Let us consider a new complete basis vector
{|k1〉, |k1, n1, k2〉, · · · , |k1, n1, k2, n2, · · · , nL
2
, kL
2
+1〉} (11)
with 2L members in which
|k1, n1, k2, n2, · · · , nf , kf+1〉 = |A〉⊗k1 ⊗ |∅〉⊗(n1−k1) ⊗ |A〉⊗(k2−n1) ⊗ · · ·
⊗ |A〉⊗(kf+1−nf ) ⊗ |∅〉⊗(L−kf+1) (12)
and that 0 ≤ k1 < n1 < k2 < · · · < nf < kf+1 ≤ L. Each member of (12) can be thought
of as a product shock measure with N = 2f + 1 shock fronts. The dimensionality of the
subspace spanned by the vectors {|k1, n1, k2, n2, · · · , nf , kf+1〉} is
CL+1,N ≡ (L+ 1)!
N !(L+ 1−N)! .
As an example, let us write (12) for f = 0 as
|k1〉 = |A〉⊗k1 ⊗ |∅〉⊗(L−k1) (13)
where 0 ≤ k1 ≤ L and for f = 1 as
|k1, n1, k2〉 = |A〉⊗k1 ⊗ |∅〉⊗(n1−k1) ⊗ |A〉⊗(k2−n1) ⊗ |∅〉⊗(L−k2) (14)
where 0 ≤ k1 < n1 < k2 ≤ L. In FIG.1 we have plotted |k1〉 with f = 0 and |k1, n1, k2〉
with f = 1 schematically. From the dynamical rules (7) it is clear that under the time
evolution generated by (9) only the the shock fronts at the positions denoted by ki’s
move while the shock fronts at the positions denoted by ni’s do not move. This is the
case for the generator (10) as well. The structure of Hˆ(s) in the new basis is as follows
Hˆ(s) =

A1 B3 0 0 · · · 0 0
0 A3 B5 0 · · · 0 0
0 0 A5 B7 · · · 0 0
...
. . . . . .
...
0 0 0 0 · · · BL−1 0
0 0 0 0 · · · AL−1 BL+1
0 0 0 0 · · · 0 AL+1

(15)
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k1 k1 n1 k2
|k1〉 |k1, n1, k2〉
f = 0 f = 1
Figure 1. Simple sketch of the base vectors defined in (13) and (14).
where the dimensionality of the matrix AN is CL+1,N × CL+1,N and that of BN is
CL+1,N−2 × CL+1,N with N = 1, 3, 5, · · · , L+ 1. It is easy to check that
L+1∑
N=1,N∈odd
CL+1,N = 2L
which confirms the dimensionality of the total state space is counted correctly.
The structure of the modified Hamiltonian (15) depicts the picture in which there
are L
2
+1 invariant sectors. Each sector corresponds to a group of product shock measures
which contains up to a certain number of shock fronts. For example acting (15) on
|k1, n1, k2〉 with 0 ≤ k1 < n1 < k2 ≤ L, which is a product shock measure with three
shock fronts, gives a linear combination of the product shock measures with a single or
three shock fronts; therefore, the number of shock fronts on the lattice might remain
unchanged or be reduced by the evolution generator Hˆ(s). Note that their number can
never increase.
It has also been found that acting the modified Hamiltonian (15) on each of the
product shock measures (12) with N = 2f + 1 shock fronts, gives a series of evolution
equations which are quite similar to those of f + 1 biased random walkers at the lattice
sites {k1, k2, . . . , kf+1} besides f obstacles at the lattice sites {n1, n2, . . . , nf} given that
the random walkers are at least one lattice site away from the obstacles. Each pair of
consecutive random walker and obstacle can disappear simultaneously whenever they
collide with each other. Each random walker can also reflect from an obstacle, as the
first and the last random walkers reflect from the boundaries of the lattice.
As a matter of fact, we are dealing with a counting process [18] in which measuring
of the activity, as the number of configuration changes or microscopic transitions of
the system in a dynamical trajectory, is requested; therefore, the counting field s is
introduced in (10). By studying the structure of the modified Hamiltonian (15) in
the new basis (11), we have found that multiplying all non-diagonal elements of (9)
by an exponential factor e−s, corresponds to tilting of the jump rates of the moving
shock fronts (random walkers) to the left or right and annihilation rate of them with
the obstacles by the same factor e−s. This means that the activity of the system is
generated by the moving shock fronts at the lattice sites {k1, k2, . . . , kf+1}.
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Now, in order to diagonalize of the modified Hamiltonian (15), we start with
diagonalizing AN for an arbitrary N . Since AN is not symmetric we have
AN |a(N)iN 〉 = a
(N)
iN
|a(N)iN 〉 ,
(16)
〈a˜(N)iN |AN = a
(N)
iN
〈a˜(N)iN |
where iN = 1, 2, · · · , CL+1,N . Solving these eigenvalue equations determines the full
spectrum of the modified Hamiltonian
Λ(s) = {{a(1)i1 }, {a(3)i3 }, · · · , {a(L+1)iL+1 }} . (17)
On the other hand, solving (16) results in finding the exact expressions for the left and
right eigenvectors of Hˆ(s) so that for Λ(s) = a(N)iN we have
|Λ(s)〉 =
L+1⊕
l=1,l∈odd
|X (N)iN ,l 〉 ,
(18)
〈Λ˜(s)| =
L+1⊕
l=1,l∈odd
〈X˜ (N)iN ,l |
in which
|X (N)iN ,l 〉 =

0 for l > N ,
|a(N)iN 〉 for l = N ,
ΠN−2j=l,j∈odd(a
(N)
iN
− Aj)−1Bj+2|a(N)iN 〉 for l < N ,
(19)
and
〈X˜ (N)iN ,l | =

〈a˜(N)iN |Πlj=N+2,j∈oddBj(a
(N)
iN
− Aj)−1 for l > N ,
〈a˜(N)iN | for l = N ,
0 for l < N .
(20)
It turns out that for any arbitrary N , AN can be diagonalized using the standard plane
wave ansatz. However, before diagonalizing the most general case let us first solve the
two simplest sectors f = 0 and f = 1. For f = 0 one starts with
|a(1)i1 〉 =
L∑
k1=0
Ci1k1|k1〉 ,
〈a˜(1)i1 | =
L∑
k1=0
C˜i1k1〈k1| (21)
for i1 = 1, 2, · · · , CL+1,1. Defining
η ≡
√
ω2
ω1
, ζ ≡ 1− α
ω2
, ξ ≡ 1− β
ω1
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and
F (x, y, z) ≡ (x+ x−1z)e−s − (yz + y−1)
and considering a simple plane wave ansatz for the coefficients Ci1k1 and C˜
i1
k1
the
eigenvalues of A1 are obtained to be
a
(1)
i1
= −(ω1 + ω2) + e−s√ω1ω2(z1 + z−11 ). (22)
and that the coefficients in (21) are given by
Ci1k1 =
ηk1
(1− ζ)δk1,0(1− ξ)δk1,L
(
ψ(z1)z
k1
1 + ψ(z
−1
1 )z
−k1
1
)
,
C˜i1k1 = η
−k1
(
ψ(z1)z
k1
1 + ψ(z
−1
1 )z
−k1
1
)
.
One also finds that the following constraints have to be satisfied
ψ(z1)
ψ(z−11 )
= − F (z1, η, ζ)
F (z−11 , η, ζ)
= −z−2L1
F (z−11 , η
−1, ξ)
F (z1, η−1, ξ)
which give an equation for z1 as follow
z2L1 =
F (z−11 , η, ζ)F (z
−1
1 , η
−1, ξ)
F (z1, η, ζ)F (z1, η−1, ξ)
.
The eigenvalues of A1 or f = 0 sector can be obtained by inserting the solutions of this
equation for z1 in (22). The same procedure can be used for diagonalizing A3 or f = 1
sector. The right and left eigenvectors of A3 can be written as
|a(3)i3 〉 =
n1−1∑
k1=0
L∑
k2=n1+1
Ci3k1,n1,k2|k1, n1, k2〉 ,
〈a˜(3)i3 | =
n1−1∑
k1=0
L∑
k2=n1+1
C˜i3k1,n1,k2〈k1, n1, k2| (23)
for every n1 which satisfies 0 ≤ k1 < n1 < k2 ≤ L and i3 = 1, 2, · · · , CL+1,3. The
eigenvalues of A3 is given by
a
(3)
i3
= −2(ω1 + ω2) + e−s√ω1ω2(z1 + z2 + z−11 + z−12 ). (24)
and the coefficients in (23) are obtained to be
Ci3k1,n1,k2 =
2∏
i=1
ηki
(1− ζ)δk1,0(1− ξ)δk2,L
(
ψi(zi)z
ki
i + ψi(z
−1
i )z
−ki
i
)
,
C˜i3k1,n1,k2 =
2∏
i=1
η−ki
(
ψi(zi)z
ki
i + ψi(z
−1
i )z
−ki
i
)
.
The constraints in this case are
ψ1(z1)
ψ1(z
−1
1 )
= − F (z1, η, ζ)
F (z−11 , η, ζ)
= −z−2n11 ,
ψ2(z2)
ψ2(z
−1
2 )
= −z−2L2
F (z−12 , η
−1, ξ)
F (z2, η−1, ξ)
= −z−2n12
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for every allowed n1. Finally the equations for z1 and z2 for every given n1 which lies
in 0 ≤ k1 < n1 < k2 ≤ L are
z2n11 =
F (z−11 , η, ζ)
F (z1, η, ζ)
,
z
2(L−n1)
2 =
F (z−12 , η
−1, ξ)
F (z2, η−1, ξ)
.
At the end of this section we bring the results of diagonalizing AN . Quite similar to
what we have already done for diagonalizing A1 and A3 one can generalize the procedure
to find that the eigenvectors of AN can be written as
|a(N)iN 〉 =
∑
k1
∑
k2
· · ·
∑
kf+1
CiNk1,n1,k2,n2,···,kf+1|k1, n1, k2, n2, · · · , kf+1〉 ,
〈a˜(N)iN | =
∑
k1
∑
k2
· · ·
∑
kf+1
C˜iNk1,n1,k2,n2,···,kf+1〈k1, n1, k2, n2, · · · , kf+1| (25)
for every set of {n1, · · · , nf} which satisfies 0 ≤ k1 < n1 < k2 < · · · < nf < kf+1 ≤ L
and that iN = 1, 2, · · · , CL+1,N . Straightforward calculations give the eigenvalues of AN
a
(N)
iN
= −(f + 1)(ω1 + ω2) + e−s√ω1ω2
f+1∑
i=1
(zi + z
−1
i ) . (26)
The coefficients in (25) are also found to be
CiNk1,n1,k2,n2,···,kf+1 =
f+1∏
i=1
ηki
(1− ζ)δk1,0(1− ξ)δkf+1,L
(
ψi(zi)z
ki
i + ψi(z
−1
i )z
−ki
i
)
,
C˜iNk1,n1,k2,n2,···,kf+1 =
f+1∏
i=1
η−ki
(
ψi(zi)z
ki
i + ψi(z
−1
i )z
−ki
i
)
. (27)
It turns out that following constraints have to be fulfilled
ψ1(z1)
ψ1(z
−1
1 )
= − F (z1, η, ζ)
F (z−11 , η, ζ)
= −z−2n11 ,
ψi(zi)
ψi(z
−1
i )
= −z−2ni−1i = −z−2nii for i = 2, · · · , f ,
ψf+1(zf+1)
ψf+1(z
−1
f+1)
= −z−2Lf+1
F (z−1f+1, η
−1, ξ)
F (zf+1, η−1, ξ)
= −z−2nff+1
and that zi’s have to be obtained from
z2n11 =
F (z−11 , η, ζ)
F (z1, η, ζ)
, z
2(L−nf )
f+1 =
F (z−1f+1, η
−1, ξ)
F (zf+1, η−1, ξ)
,
z
2(n2−n1)
2 = z
2(n3−n2)
3 = · · · = z2(nf−nf−1)f = 1 .
These exact results completely determine the eigenvalues and the corresponding left and
right eigenvectors of the modified Hamiltonian Hˆ(s) for any arbitrary s.
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Figure 2. The schematic of the maximum eigenvalue of the modified Hamiltonian as
a functions of the conjugate field s. As can be seen, the maximum eigenvalue in each
sector (region) is given by a different expression. For more information see inside the
text.
4. Dynamics of the system conditioned on an atypical value of the activity
It is known that the largest eigenvalue of the modified Hamiltonian plays the role of a
dynamical free energy whose discontinuities of its derivatives with respect to s , as a
control parameter similar to β = 1/kT in the traditional statistical physics, determine
dynamical phase transitions of the system. In FIG.2 we have schematically plotted the
largest eigenvalue of the modified Hamiltonian (15) as a function of s. The s-axis is
divided into different regions because of crossing of the eigenvalues as we have already
discussed in [19]. Moreover a hierarchy of dynamical phase transitions takes place at the
crossing points. The region RN corresponds to the subspace of N shock fronts in which
the largest eigenvalue of the modified Hamiltonian is given by the largest element {a(N)iN }
in (17) which is obtained from (26). We denote this largest eigenvalue by Λ∗(s) = a(N)i∗N
and the corresponding right and left eigenvectors by |Λ∗(s)〉 = ⊕L+1l=1,l∈odd |X (N)i∗N ,l 〉 and
〈Λ˜∗(s)| = ⊕L+1l=1,l∈odd〈X˜ (N)i∗N ,l | respectively, in which |X (N)i∗N ,l 〉 and 〈X˜ (N)i∗N ,l | are obtained from
(19) and (20). We can see from (19) that the matrix elements of the right eigenvector
|Λ∗(s)〉 (the left eigenvector 〈Λ˜∗(s)|) for subspaces with more (less) than N shock fronts
are zero, so the steady state of the effective Hamiltonian Hˆeff (s) in RN is given by
|P ∗eff (s)〉 =
∑
k1
∑
k2
· · ·
∑
kf+1
C
i∗N
k1,n1,k2,n2,···,kf+1C˜
i∗N
k1,n1,k2,n2,···,kf+1 |k1, n1, k2, n2, · · · , kf+1〉
in which the coefficients should be obtained from (27). As can be seen, the steady state
of the effective dynamics for a given value of s, which corresponds to the region RN , is
written as a linear combination of the product shock measures with exactly N shock
fronts.
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k1 n1 k2 n2 k3 k′1 n
′
1 k
′
2
ω1e
−s
k2 = n1 + 1 k
′
1 = k1 , n
′
1 = n2 , k
′
2 = k3
|k1, n1, k2, n2, k3〉 |k′1, n′1, k′2〉
Figure 3. A given transition C → C ′ in which the configurations C and C ′ belong to
the subspaces with 5 and 3 shock fronts, respectively
A natural question that might arise is how the particle system organizes itself
microscopically to produce a rare event with an atypical value of the activity and how
this microscopic structure can be generated as a typical event in the effective dynamics.
Let us consider an arbitrary region, say R5, and study the conditioned and effective
dynamics of the system conditioned on the values of activity corresponding to this
region. From (18) and (19) one can simply see that the left eigenvector 〈Λ˜∗(s)| and the
right eigenvector |Λ∗(s)〉 corresponding to the largest eigenvalue of modified Hamiltonian
have non-zero elements only for the subspaces containing of l ≥ 5 and l ≤ 5 shock fronts
respectively. We conclude the conditioned dynamics of the system can be described
as follows: the dynamical trajectories of the conditioned process on an atypical value
of activity corresponding to the region R5, start from one of subspaces with l ≥ 5
shock fronts and end to ones with l ≤ 5. For instance, if a dynamical trajectory starts
from the subspace with 9 shock fronts, these shock fronts can merge (by annihilation
of a random walker and its consecutive obstacle) and at the end of this trajectory,
the number of shock fronts will be l ≤ 5. In fact, the structure of the non-stochastic
evolution generator (15) allows the shock fronts to merge infinitely. In contrast, one can
see that this is not the case for the generator of the effective dynamics Hˆeff (s). There
is a limit for merging of shock fronts in the effective dynamics. Let us show this feature
by two simple examples. First, we consider a transition C → C ′ according to FIG.3 in
which the configurations C and C ′ belong to the subspaces with 5 and 3 shock fronts,
respectively. The matrix element of effective Hamiltonian for this transition is given by
〈C ′|Hˆeff (s)|C〉 = 〈C ′|Hˆ(s)|C〉〈Λ˜
∗(s)|C ′〉
〈Λ˜∗(s)|C〉 = ω1e
−s 〈X˜
(5)
i∗5,3
|k′1, n′1, k′2〉
〈X˜ (5)i∗5,5|k1, n1, k2, n2, k3〉
= 0 .
Now, imagine a transition C ′′ → C in which the configurations C ′′ and C belong
to the subspaces with 7 and 5 shock fronts, respectively. In this case, we have
〈C|Hˆeff (s)|C ′′〉 6= 0 .
This means that the shock fronts in the effective dynamics can merge provided that the
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number of them sustain more than 5 or equal to it; therefore, the effective interaction
between shock fronts is long-range. In general, the minimum allowed number of shock
fronts in the effective dynamics for RN is N . In fact, for generating an amount of
activity, there is a specific limit for the number of the shock fronts needed in the effective
dynamics. Moreover, the hierarchy of dynamical phase transitions occurs in the system
at the crossing points of eigenvalues just as the number of the effective repelling shock
fronts on the lattice changes.
The effective transition rates in the system under studied, which are exactly
obtained from (5), (17) and (18), have a rather complicated form. However, considering a
given value of s, which corresponds to the region RN , if the initial state of the system is a
linear combination of the product shock measures with N shock fronts, at any later time
the state of the system in the effective dynamics can be also expressed in terms of the
shock measures with the same number of shock fronts; therefore the effective generator
Hˆeff (s) forbids the number of shock fronts on the lattice to increase or decrease. It
means that the microscopic structure of the system in the effective dynamic evolves
in such a way that there seems to be a repulsive interaction between all these shock
fronts (both random walkers and obstacles) and it prevents them from merging. This
allows us to describe the effective dynamics for a given value of s more easily in terms
of the shock fronts on the lattice which repel each other and conserve their number.
Finally, the steady state probability distribution of effective Hamiltonian of the system
can also be written in terms of superposition of the product shock measures with a
certain number of shock fronts depending on the value of the counting field s.
5. Concluding Remarks
In this paper, we have studied the activity fluctuations of a variant of the zero-
temperature Glauber model in which bulk reactions consist of asymmetric death and
branching of particles on an one-dimensional lattice with open boundaries. We have
shown that conditioning the model on an atypical value of the activity can be described
in terms of the long-range effective interactions between repelling shock fronts defined
in (12). We have also calculated the effective interaction rates and steady state of the
effective dynamics analytically.
In our previous work [12] which was on the activity fluctuations below the typical
value in this model, we have shown that the system undergoes both continuous and
discontinuous dynamical phase transitions. The spatio-temporal patterns that generate
such atypical values of activity over some period of time and different dynamical phases
of system in the lower-than-typical activity region have been discussed in terms of the
configuration of the system at the beginning and the end of each trajectory during the
observation time. It has been shown that the dynamics of the model conditioned on
a lower-than-typical value of activity can be described in terms of a single shock front
which performs a biased random walk on the lattice. The behavior of the system in the
higher-than-typical activity region is different. In this region, the system undergoes a
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hierarchy of dynamical phase transitions and dynamics of the system which is studying
in the present work, can be described by the evolution of multiple shock fronts on the
lattice.
According to the Fig.2, the more shock fronts in the system the more activity is
being generated. For instance, in order to produce an atypical value of activity in region
RN , N shock fronts are involved. More precisely, we have found that the dynamics
of the system conditioned on a specific atypical value of activity relates to a specific
number of effective shock fronts on the lattice. Moreover, a hierarchy of dynamical
phase transitions observed in the model, occurs just as the number of these effective
shock fronts changes. We have found that the activity of the system in an arbitrary
region, let us say RN , is produced by those trajectories for which the initial state of
the system consists of the configurations which contain N or more shock fronts. On the
other hand, at the end of the observation time the number of shock fronts might remain
unchanged or drop to smaller values than N . On the other hand, These trajectories
can be characterized as typical ones for an auxiliary or effective system. Shock fronts
in the typical trajectories, in contrast to the trajectories of biased dynamics, can not
merge infinitely. They can merge provided that their numbers will be not smaller than
a specific limit; therefore, the effective interaction between shock fronts are long-range.
Moreover, there is a certain number of repelling effective shock fronts on the lattice for
producing any amount of activity during the observation time.
In [20] the authors have studied the effective dynamics of an asymmetric simple
exclusion process on a ring. They have shown that how conditioning the process on
carrying an atypical large flux corresponds to avoiding particles of forming clusters and
generating an effective repulsive interaction. In our work, conditioning the process on
more activities corresponds to forming a larger number of shock fronts with long-range
effective repulsive interaction.
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