Abstract. In 1986, Shen defined a class of modules over the Witt algebra W d from irreducible modules over the general linear Lie algebra gl d , which were also given by Larsson in 1992. In 1996, Eswara Rao determined the irreducibility of these modules. In this paper, we use simpler methods to give a short and straightforward proof to the results of Eswara Rao.
Introduction

Consider the Lie algebra W d of all derivations of the Laurent polynomial algebra
This algebra is known as the Witt algebra and is isomorphic to the algebra of diffeomorphisms of the d-dimensional torus. The algebra W d is a natural higher rank generalization of the Virasoro algebra; it has many applications to different branches of mathematics and physics (see [M2] , [L1] - [L5] ) and at the same time a much more complicated representation theory.
Modules over Witt algebras were used by O. Mathieu [M2] to model simple cuspidal weight modules with finite-dimensional weight spaces over simple finitedimensional complex Lie algebras. Representations of Witt algebras are also closely connected to the representation theory of extended affine Lie algebras ( [AABGP] ) and toroidal Lie algebras ( [B, E2, EJ] ).
The representation theory of Witt algebras was intensively studied by many mathematicians and physicists; see [E1, E3, BMZ, L1, L2, L3, L4, L5, MZ, Z] . In particular, [MZ] asserted that any simple Harish-Chandra W d -module is either dense (with uniformly bounded weight spaces) or punctured (with uniformly bounded weight spaces) or a simple quotient of some generalized Verma module. So far, the only known dense or punctured modules are those introduced and studied in ( [Sh, L3] ). The following conjecture is generally considered to be true.
Conjecture.
All dense or punctured modules over W n are those mentioned in Theorem 1.
Assuming this conjecture and using the result in [BZ] , we can deduce that the third class of modules mentioned above depends only on the first two classes of modules. So it is crucial to classify dense or punctured modules over W n .
Eswara Rao [E1] determined the irreducibility of those modules introduced and studied in ( [Sh, L3] ). But we found that his proofs were very technical and hard to understand. In this paper, we use much simpler and different methods to give a short and straightforward proof to the result in [E1] .
We are grateful to the referee for giving a lot of suggestions to make the paper much more readable. 
For any weight module V we have the decomposition V = λ∈t * V λ , where t * = Hom C (t, C) and
The space V λ is called the weight space corresponding to the weight λ. The support of the weight module V , denoted by supp(V ), is defined as the set of all weights λ with V λ = 0. If V is a weight W d -module and dim C V λ < ∞ for all λ ∈ t * , the module V is called a Harish-Chandra module.
For any ψ ∈ P + let V (ψ) be the simple sl d -module with highest weight ψ. We make V (ψ) into a gl d -module by defining the action of the identity matrix I as some scalar b ∈ C. We denote the resulting module as V (ψ, b) .
It is well known that the module V (δ 1 , 1) can be realized as the natural representation of gl d on C d (the matrix product), which we can write as E ji e l = δ li e j . In particular,
The exterior product
and the following gl d -module isomorphism is well known:
were defined in [Sh] , [L3] and studied in [E1] . We note that there are similarities shared by these modules and the generalized Verma modules studied in [KM] .
One can easily verify that
what follows. Using (2.1) and (2.2) one can also verify that the modules
For convenience, we also denoteW (α, k) = W (α, k) for α = 0.
3.2. Eswara Rao's Theorem. We will give a much simpler proof for Eswara Rao's Theorem.
Proof. For convenience, we define
For any 1 k < d it is easy to see that the linear map
Then by (3.1), we deduce that D(u, r) (n+α)⊗t n = (u|n+α) (n+r +α)⊗t n+r , which implies the irreducibility
Thus to obtain (b), we only need to show that
b). This proves (b). Now we prove (a). Assume that
To make the proof self-contained we include the following claim and its proof, which belong to Eswara Rao [E1, Lemma 3.2] with slight modifications.
From (3.1) we see that
Letting w = u = e j and r = e i with i = j in (3.2), we obtain that (n j + α j )
Letting w = u = e i + e j and r = e i with i = j in (3.2), we simplify it to give
Using the above-established results and the formula
Letting w = e i and u = r = e j with i = j in (3.2), and using the aboveestablished results, we deduce that 
For any fixed m ∈ Z d * , choose u such that (u|m + α)(u|n + α) = 0. Then the algebra Vir(u, m − n) = i∈Z CD(u, i(m − n) ) is isomorphic to the centerless Virasoro algebra and i∈Z M n+i(m−n) (n + i(m − n)) is a uniformly bounded Vir(u, m − n) module. Notice that the weights of M m and M n relative to the algebra Vir(u, m−n) are (u|m + α) = 0 and (u|n + α) = 0 respectively. Then from the representation theory of the Virasoro algebra (see [M1] 
. Claim 3 follows from Claim 1.
From Claim 3 we know that p 2 and S u = {1, 2, ..., d} for any u ∈ K.
Claim 4. For any v ∈ K and μ ∈ Supp(v), the following holds:
(1) μ i ∈ {0, 1} for any i and 1 |{i : ∈ S v , we claim that E ij v μ = 0 if μ i = 0 and E ji v μ = 0 if μ j = 0, for any μ ∈ Supp(v). We know that E ij E ii v ∈ M n from Claim 2. Similarly to the previous paragraph, one shows that E ij E ii v = 0 and hence E ij E ii v μ = 0, which implies that E ij v μ = 0 if μ i = 0. We can deduce that E ji v μ = 0 if μ j = 0 in the same way. Part (2) follows.
Since p 2, for any λ ∈ Supp(v) with λ i = 0 for some i / ∈ S v (such a λ exists), we have the following arguments.
For any i = j with i / ∈ S v and λ i λ j = 0, we have We claim that λ is the highest weight of V (ψ, b) , that is, ψ = λ. Otherwise, there is some i such that E i,i+1 v λ = 0. By Claim 4(2), we know that i ∈ S v and E ii v ∈ Cv ⊂ M n . Then Claim 2 ensures that (n i+1 +α i+1 )E ii v−(n i +α i )E i,i+1 v ∈ M n and hence w = E i,i+1 v ∈ M n . By the minimality of | Supp(v)|, we have | Supp(w)| = p; that is, w ∈ K. However, it is clear that max(Supp(w)) = λ + i − i+1 , which is larger than max(Supp(v)) = λ, contradicting the choice of v. So λ = ψ.
From Claim 4, we know that λ i ∈ {0, 1}. Since λ is dominant, we must have ψ = λ = δ k , where k is the number of i with λ i = 1. Finally, (
This gives (ψ, b) = (δ k , k) and completes the proof.
