Abstract: Linear mixed models are frequently used for analysing heterogeneous data in a 1 broad range of applications. The restricted maximum likelihood method is often preferred to 2 estimate co-variance parameters in such models due to its unbiased estimation of the underlying Customized algorithms are of highly demand to keep mixed models analysis scalable for increasing 10 high-throughput heterogeneous data sets. In this paper, we explore how to leverage an averaged 11 information splitting technique and dedicate matrix transform to significantly reduce computations 12 and to accelerate computing. Together with a fill-in reducing multi-frontal sparse direct solver, the 13 averaged information splitting approach improves the performance of the computation process. 
Introduction 17
Real-world data like these in animal/plant breeding, clinic trials, ecology and evolution, in [1] is an attractive method for heterogeneous data analysis. This approach is conceptually 26 simple and is widely used in in animal/plant breeding [2] , clinic trials, ecology and evolution
27
[3], genome-wide association [4] [5] [6] [7] . And it is receiving increasing attention. In this approach, the 28 underlying observation y ∈ R n×1 is modeled by the mixed model
where τ ∈ R p×1 and u ∈ R b×1 are fixed effects and random effects respectively. is noise. The 31 random effects and noise are independent normal distribution such that
34
where G = G(γ) and R = R(φ) are parametric co-variance matrices.
35
Efficient statistical estimatesτ andũ for the fixed and random effects and uncertainty quantifications for such estimates require estimates of the unknown co-variance parameter θ =
37
(σ 2 , γ, φ). Whereτ andũ satisfy the mixed model equations [8] 38
39
The uncertainty of the estimates are quantified by
41
For heterogeneous and unbalanced data sets, the restricted maximum likelihood (REML) is preferred
42
for an unbiased or less biased estimate of the covariance parameter [1] . 
50
where V(θ) = σ 2 (R + ZGZ T ) and 
59
The first derivative of the log-likelihood is called a score function, which is given by [10, p.252]
60
Score for
This formulae is standard, for a detailed self-contained derivation, the reader is directed to [9] .
62
Therefore finding the REML estimate requires the stationary point of log-likelihood function R , 
Main Challenges

67
The objective function, R , involves log determinant terms and is computationally prohibitive 
78
The Fisher-scoring approach is a quasi-Newton method. It enjoys a simper formulae than the exact 
Averaged Information splitting 82
When V depends linearly on the variance parameter θ, i.e. 
Matrix transforms
100
The next problem to be handled is that the formulae for the matrix P in (5) 
Solve the following mixed model equations with multiple right-hand side. number of years across a number of locations (centres). The data in Table 1 are generated by a program 137 which allows you to specify the number of years, total number of centres and proportion of centres (year*variety*site) with some imbalance. In the current model, all terms except a grand mean are 143 fitted as random. The random terms are generated as independent and identically distributed normal 144 distribution with variance components generated from a test program with similar structure used for 145 the original SAS REML program, so it is just a variance components model.
146
The main part of the computing is the reordering and the factorization. which is required for a derivative Newton method. The resulted formula is significantly simper 155 than that used in the software package used in Nature Genetics [7, p.825, eq.8]. Together with the 156 fill-in reducing and multi-frontal factorization sparse matrix techniques, the splitting can significantly 
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