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The principal goal of our paper is to classify the automorphic representa-
tions (over number fields) or the irreducible admissible representations (over
local fields) of unitary groups which are not quasi-split, under the assump-
tion that the same is known for quasi-split unitary groups. The classification
of automorphic representations is given in terms of automorphic representa-
tions of general linear groups. At the core of our proof is the trace formula
as in Arthur’s seminal work [Art13] but our novelty is to treat the new phe-
nomena which do not appear in the quasi-split case. We note that the local
classification result for general reductive groups over local archimedean fields
has been known due to Langlands and Shelstad. Concerning the analogue for
unitary groups over non-archimedean fields, complete results are due to Ro-
gawski [Rog90] for unitary groups in up to three variables and some partial
results are due to Moeglin [Mœg11] in general. Our secondary aim is to build
some foundation for the endoscopic study of more general non-quasi-split re-
ductive groups. Arthur himself outlined a strategy to deal with inner forms of
quasi-split reductive groups, most notably in the last chapter of [Art13]. The
basic materials we develop are largely complementary to his.
The current work constitutes the first installment in a series of three papers.
Here in the first part we state the main results (Theorems 1.6.1, 1.7.1, and 2.6.2)
in full generality and establishmost of the main argument, but obtain complete
results only for tempered parameters (i.e. A-parameters which are generic in
Arthur’s terminology) locally and globally and only for unitary groups aris-
ing fromHermitian spaces associated to quadratic extensions of local or global
fields. In the local case, this accounts for all unitary groups, but in the global
case, this omits unitary groups arising from more general central simple alge-
bras equipped with an involution of the second kind. In particular we obtain
a precise version of the local Langlands correspondence for all unitary groups,
which includes a partition of the tempered spectrum into L-packets according
to tempered parameters, endoscopic character identities for tempered repre-
sentations, and internal parametrisation of each tempered packet via certain
characters of the centralizer group of the tempered parameter. (The Langlands
quotient theorem allows us to extend the construction of L-packets from the
tempered case to the general case.) We are going to extend our results to the
case of non-tempered local and global A-parameters (but still for pure inner
twists) in the second part of the series and to all unitary groups in the final
part. As each extension requires a good amount of additional technical work,
we decided to separate it to keep the first paper readable and in a reasonable
length. We marked each main theorem as well as some lemmas and proposi-
tions with symbol ∗ to indicate that the theorem, lemma, or proposition is only
partially proven in this paper and to be completed in the next two papers.
As the work of Arthur [Art13] and Mok [Mok] is the most relevant to our
paper, we would like to explain the relevance at the outset. Arthur established
the endoscopic classification for quasi-split symplectic and special orthogonal
groups over local and global fields and also outlined some general strategy for
other groups. Modeling on his work, Mok gave the analogous classification for
quasi-split unitary groups. Our work borrows the basic structure of proof (as
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one can see from the table of contents) and the proof of a number of interme-
diate assertions from Arthur. From Mok’s work we strived to import only the
main theorems (other than the basic setup) so as to make our paper more self-
contained. In this spirit we usually repeat or sketch the argument also when
we could have referred to a result in [Art13] (with just a few words for modi-
fications). We tried to choose compatible conventions (if not always notation)
with [Art13] and [Mok], but see §0.1 below for differences.
Having mentioned that we take on faith the main results of [Mok], which
will be explained more precisely in §1.5 below, our results in this first paper
are unconditional otherwise (except we are still awaiting the sequel to [CL10]
and [CL12], where Chaudouard and Laumon will establish the weighted fun-
damental lemma in general; we need it for the stabilization of the untwisted
trace formula for inner forms of unitary groups but note that the sequel is al-
ready needed in the quasi-split case).At the time of writing Mok’s main results
are themselves conditional (see [Mok] for a fuller discussion), most notably on
the stabilization of the twisted trace formula. Waldspurger in partial collabo-
ration with Moeglin has been actively releasing a series of papers on the latter
problem lately so we are hopeful that presumably the most serious hypothesis
will be removed in the near future.
Now we discuss more details about inner forms of a quasi-split (unitary)
group G∗ over a local or global field F of characteristic zero and their endo-
scopic classification, which are the main subject of this paper and the sequels.
More precisely we consider inner twists, which consist of (G, ξ) where G is
an inner form of G∗ and ξ : G∗ → G is an isomorphism over F , an algebraic
closure of F , such that ξ−1σ(ξ) is an inner automorphism of G∗. Given an L-
parameter or an A-parameter, it is believed that the corresponding packet is
determined by (G, ξ) in both local and global cases. However in the local case,
it is not known how to give a natural internal parametrisation of each packet
when G is not quasi-split; in the quasi-split case there is a canonical way re-
lying on an extra choice of Whittaker datum for G = G∗. A closely related
problem is that there is no natural way to normalize local endoscopic trans-
fer factors for G in general. One might try to proceed by fixing an arbitrary
normalization of transfer factors at each place but this would entail multiple
issues. For example, one would need to worry about compatibility of choices
when dealing with multiple groups simultaneously. One would also need to
incorporate these choices in all stated theorems. In particular, the local clas-
sification theorem will have to give the internal parametrisation of L-packets
dependent on the arbitrary choice of a transfer factor.
In response to these issues, various rigidifications of inner twists have been
suggested. A full discussion of this matter would lead us too far off field and
we refer the reader to [Kal14a] and the introduction to [Kal13]. Here we limit
ourselves to a brief overview. The prototype is Vogan’s notion of pure inner
twists. An (equivalence class of) pure inner twist corresponds to an element
of the Galois cohomology set H1(Gal(F/F ), G∗) over any ground field F , in
contrast to an (equivalence class of) an inner twist, which corresponds to an
element ofH1(Gal(F/F ), G∗ad). When F is local, a pure inner twist and aWhit-
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taker datum forG∗ determine a canonical normalization of the transfer factors.
When F is a number field, a pure inner twist and a Whittaker datum for G∗
lead to normalized transfer factors at each place which satisfy the necessary
product formula, as can be shown by means of results on Galois cohomology
for algebraic groups. However the limitation of pure inner twists is that not all
inner twists can be rigidified as pure inner twists. Extensions of the concept
of pure inner twists in the local context have been put forward by Adams-
Barbasch-Vogan [ABV92] in the archimedean case and by Kaletha [Kal13] in
both the archimedean and the non-archimedean cases, the latter nontrivially
coinciding with the former in the archimedean case. These extensions have the
capacity to rigidify all inner twists over local fields but their global analogues
have not been found yet. A different extension stems from the work of Kot-
twitz on isocrystals with additional structure. It was initially only available
in the non-archimedean context [Kot85], [Kot97], but was recently extended
to the archimedean context as well as to the global context [Kot14]. This ex-
tension has the capacity to rigidify all inner twists of a quasi-split group with
connected center. It is this latter extension of the concept of pure inner twists
that we have chosen to use in this article. Since the center of a quasi-split uni-
tary group is connected, every inner twist can be rigidified using an isocrystal,
and we call the result an extended pure inner twist.
Once an inner twist and its rigidification are given the precise statements
of the main theorems in the local and global cases are given in §1.6 and §1.7
below. In the course of proving them, however, we were surprised by the sub-
tlety of the local intertwining relation (LIR) for inner forms (of unitary groups).
Not only its proof but its correct formulation already seems highly nontrivial
to us even with the notion of extended pure inner twist in hand, much of the
difficulty being rooted in the correct normalization of intertwining operators
for parabolically induced representations. It is perhaps fair to say that the dif-
ficulty and novelty of our work are mainly concentrated on the LIR. Actually
the LIR is the main reason why we divide our work into three papers; it seems
sensible to establish the LIR in three steps as quite a few technical results may
be reasonably isolated to the second and third steps. Once LIR is proven in full,
the main local theorem (i.e. the local classification theorem) for unitary groups
will follow rather painlessly by imitating the arguments in the quasi-split case.
On the other hand it is worth pointing out that the LIR is still far from trivial for
inner twists of a general linear group and will be completed in the third article,
even though the local classification theorem is already known for them. Unlike
the quasi-split case, the main global theorem is an immediate consequence of
the LIR and the local classification theorem.
The general structure of our argument is similar to that in the quasi-split
case but there are differences. The spine of the argument is again a long induc-
tion that is resolved at the end of the paper. However, we have a stronger start-
ing point than is the case in [Art13] and [Mok] since we are given some funda-
mental facts about the parameters and stable linear forms on quasi-split groups
(such as the two seed theorems, cf. Propositions 1.3.1, 1.3.3, and 1.5.1 below)
as well as the stable multiplicity formula (Proposition 3.3.1). The twisted trace
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formula also plays a smaller role than in [Art13] and [Mok]. In fact, in the cur-
rent paper we can make do without it, but it will be used in the third part of
our series to establish the LIR in the remaining cases. Thanks to all this our use
of the trace formula is mostly more transparent and simpler than [Art13] and
[Mok]. It is also worth noting that our proof of LIR is quite different. It might
look like a great advantage to assume the LIR for quasi-split groups from the
start, but this does not take us too far because we cannot always realize a non-
quasi-split local unitary group as the localization of a global unitary group at
a place, with the property that the group is quasi-split away from that partic-
ular place, when the number of variables is even. It turns out that we should
generally allow the global unitary group to be non-quasi-split at another auxil-
iary place. This roughly means that if the LIR is known at one non-quasi-split
place then one hopes to deduce the LIR at the other non-quasi-split place by
a global method based on the trace formula. So the basic strategy for proving
LIR is to build a reduction step by globalising the given non-quasi-split lo-
cal unitary group and its tempered parameter to a global unitary group and a
global parameter such that the global parameter at the auxiliary place is easier
to deal with than the original local parameter. Combining this idea with other
reduction steps of purely local nature due to Arthur, we reduce the proof of
LIR in some sense to the proof of LIR for the real unitary group U(3, 1) relative
to its Levi subgroup isomorphic to U(1, 1)× C× and some special parameters
amenable to explicit computations.
Our style of exposition is deliberately mixed. We elaborate, sometimes in
great length, on the foundational or new materials regarding inner twists and
their endoscopic study, such as how extended pure inner twists are tied with
the normalization of transfer factors and local intertwining operators. We hope
that this will serve as a stepstone to further investigation of inner twists. In
contrast we often try to be brief and refer to an external reference (most likely
[Art13]) for details especially when we are proving assertions which can be
shown in the same way as for quasi-split groups with rather obvious modifi-
cations. For instance this applies to the so-called standard model in §3.6, the
initial step in the comparison of the trace formulas. On the other hand we oc-
casionally give more details than Arthur even if the statements and proofs are
similar, when we believe the effort is worthwhile. This is the case, for exam-
ple, in the reduction steps when proving the LIR, cf. §2.7 and §2.8 below. Let
us also mention that the contents are arranged in such a way that whenever
possible, we explain what happens for general reductive groups first and then
specialize to (inner twists of) unitary groups and general linear groups.
Now we explain the organization of the paper with some commentaries.
Chapter 0 is the preliminary chapter where basic definitions and properties of
unitary groups and their L-groups, their inner twists and extended pure inner
twists as well as their Levi subgroups, parabolic subgroups and the associated
Weyl groups. Part of the chapter would offer an introduction to the relatively
new notion of extended pure inner twists with examples. Chapter 1 begins
with some basic definitions and technical lemmas in endoscopy. Next we in-
troduce local and global parameters for unitary and general linear groups. As
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in [Art13] and [Mok] our global parameters are formally constructed from au-
tomorphic representations of general linear groups to avoid the issue with the
hypothetical Langlands group. There is nothing new except §1.3.7 on the rele-
vance of parameters, whichmatters only outside the quasi-split case, and §1.3.8
on canonical global parameters (without reference to any L-morphism). The
endoscopic correspondence for parameters in §1.4 is not new either but we in-
cluded a version which is suitable for extended pure inner twists. After giving
a precise list of main results we are importing from [Mok], we state the local
and global main theorems in the last two sections of Chapter 1. The proof of
these theorems will take up this paper and the two forthcoming papers except
that we establish on the spot Theorem 1.6.4 concerning the inner twists of local
general linear groups. Chapter 2 is all about local intertwining operators and
LIR. Our sections §2.1 through 2.6 correspond to much of [Art13, 2.3-2.4] but
contain new materials and constructions as we remarked earlier. Notice that
our statement of the LIR in Theorem 2.6.2 consists of three parts, only the last
of which was referred to as the LIR in [Art13]. We initiate the reduction steps
for LIR by purely local methods in §§2.7-2.8 and then verify LIR for U(3, 1)
in some special cases, which will enter the proof of LIR as the basis of the in-
ductive argument. Chapter 3 is concerned with the global machinery based
on the trace formula and analogous to §3.1 through §4.5 of [Art13]. We claim
little originality here other than taking care of the necessary changes and ad-
ditional justifications for inner twists. Chapter 4 is similar to §6.2 through §6.7
of [Art13] but the proof of LIR is different. As explained above we need differ-
ent kinds of globalizations as constructed in §4.4 to feed into the trace formula
argument in the following two subsections. All this effort toward LIR comes
together in §4.6 to finish the proof for tempered parameters on local unitary
groups. The remainder of the chapter flows in a similar manner as the par-
allel part in [Art13] and leads to the proof of the main local theorem for the
same parameters. Chapter 5 carries out the rather short and straightforward
proof of the main global theorem assuming all the local results. So the proof
is complete only for global generic parameters on pure inner twists of a quasi-
split unitary group. Finally Appendix A extends Ban’s result on the invariance
of the Knapp-Stein R-groups under Aubert involutions to the case of unitary
groups and beyond. Thereby it fills in the gap in the case of quasi-split unitary
groups and will provide us with an input in the sequels to this paper.
We end introduction by mentioning the results which are not completed
in this paper. The immediate sequel [KMSb] will be devoted to the study of
non-generic local A-parameters, thereby completing the proof of the main lo-
cal theorem (Theorem 1.6.1) in the remaining cases. Lemma 2.2.4 will be fully
proved along the way. In the final paper [KMSa] we will justify some facts
about transfer factors which are unproven outside the case of pure inner twists
(see §1.1.2 below) and settle Lemmas 2.2.3, 2.7.1, and 2.7.2 as well as Proposi-
tion 3.5.3 and Theorem 1.7.1 in complete generality.
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0 CHAPTER 0: INNER TWISTS OF UNITARY GROUPS
0.1 Notation
In this paper we declare once and for all that every field is of characteristic
zero. So a local field is either R, C, or a finite extension of Qp for some prime p.
A global field is going to be synonymous to a number field, a finite extension
of Q. Let F be a field (of characteristic zero). We denote its full Galois group
Gal(F/F ) by Γ or ΓF . Now let E/F be a quadratic extension of number fields,
and let v be a place of F . We write Fv for the completion of F with respect to v,
and Γv or ΓFv for Gal(F v/Fv). For such an F we fix an F -embedding F →֒ F v
between algebraic closures for every place v of F so that there is an induced
embedding Γv →֒ Γ at every v. Moreover we fix an F -embedding E →֒ F once
and for all. This determines an embedding E →֒ F v for each v, singling out a
distinguished place w of E above v. When v splits in E, we often write w for
the other place above v. The ring of adéles over a number field F is denoted
AF , or simply A if the field F is well understood. For a finite set S of places of
F we write ASF for the ring of adéles away from S (i.e. the restrict product is
taken away from S).
When G is an algebraic group over a field E, which is an extension of a
field F , we use ResE/FG to denote the Weil restriction of scalars. The center of
a group G is written as Z(G).
Every infinite tensor product (over the places of a number field) is denoted
by the usual symbol for tensor product⊗ but understood as a restricted tensor
product.
By SU(2) we denote the compact special unitary group in two variables.
The following is the list of major instances where our notation or conven-
tion is quite different from [Art13] and [Mok].
• Here G is typically an inner form of UE/F (N) (or a connected reductive
group in a general discussion). We write G∗ for the quasi-split form ofG,
which is hence UE/F (N) in most instances.
• In [Mok] an endoscopic datum for the quasi-split unitary group UE/F (N)
is denoted (G′, s′, ξ′) (or U(N1)×U(N2), ζχ), often abbreviated asG′, and
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the transfer of a function f on UE/F (N) to G′ is denoted f ′. Our nota-
tion for an endoscopic datum is (Ge, se, ηe) and abbreviated as e. (In the
twisted case, appearing rarely, write e˜ = (Ge˜, se˜, ηe˜).) The transfer from
G to Ge is denoted f e. To be precise the transfer f e also depends on the
structure of inner twist or extended pure inner twist on G, but we omit
the reference to such a structure in the notation.
• When ψ is an (Arthur) parameter forG, over either a local or global field,
their group Sψ is denoted by Sψ in our paper. We generally use the bar
notation to indicate that the definition involves taking quotient by the
Galois invariants in the center of Ĝ. (See diagram (3.5.2) below for in-
stance.) Our Sψ modulo such Galois invariants is their Sψ .
• The conjugate dual of an irreducible representation π is denoted π∗ in
[Mok]. We write π⋆ to avoid using ∗ too much.
• Our formulation of local intertwining operators and local intertwining
relations is a little different. It is technical to explain here but the reader
is referred to Chapter 2 below for details.
0.2 Reductive groups and their L-groups
0.2.1 The based root datum and the Langlands dual group
Let G be connected reductive group defined over an algebraically closed field.
Associated toG there is the based root datum brd(G) = (X,∆, Y,∆∨) obtained
as follows. For any Borel pair (T,B) of Gwe have the based root datum
brd(T,B) = (X∗(T ),∆(T,B), X∗(T ),∆(T,B)
∨).
Given two pairs (Ti, Bi), i = 1, 2, there exists a canonical isomorphism T1 → T2
given by conjugation by any element of g which sends (T1, B1) to (T2, B2).
This isomorphism produces an isomorphism brd(T1, B1) → brd(T2, B2). In
this way, we obtain a system brd(T,B) indexed by the set of Borel pairs for G,
and taking its inverse limit, we obtain brd(G).
In fact, in the same way one can define the absolute Borel pair (T,B) of G.
Let G now be a quasi-split connected reductive group defined over a field
F of characteristic zero. Fix an algebraic closure F of F and let Γ denote the
Galois group of F/F . If a Borel pair (T1, B1) of G is defined over F , then
brd(T1, B1) carries a natural Γ-action. If (T2, B2) is a second such pair, then the
natural isomorphism brd(T1, B1) → brd(T2, B2) is Γ-equivariant. This gives a
natural Γ-action on brd(G).
A dual group for G is the datum of a connected reductive group Ĝ de-
fined over some field, which we will take to be C, together with an action of
Γ on Ĝ by algebraic automorphisms preserving a splitting of Ĝ, and a fixed
Γ-equivariant isomorphism brd(Ĝ) ∼= brd(G)∨. Here the Γ-action on brd(Ĝ)
is derived in the same way as that on brd(G), namely using Γ-invariant Borel
pairs (T̂ , B̂) which exist by assumption.
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Given Ĝ, we have the Galois form of the L-group given by LG = Ĝ⋊ Γ. If
F is a local or global field, it may also be useful to consider the Weil-form of
the L-group, given by LG = Ĝ⋊WF , whereWF is the Weil group of F .
0.2.2 Quasi-split unitary groups UE/F (N)
In this paragraph and the next we set up the basic notation for quasi-split uni-
tary groups as well as the relevant general linear groups which possess unitary
groups as twisted endoscopic groups. The L-groups of these groups will be
made explicit below. In the next subsection they will be related to each other
via L-morphisms and endoscopic data.
LetE be a quadratic F -algebra so thatE is either a quadratic field extension
or isomorphic to F × F . In the latter case fix the isomorphism and identify
E = F × F . Define c ∈ AutF (E) to be the unique nontrivial automorphism in
the former case. In the latter c(x, y) := (y, x) for x, y ∈ F . Following Rogawski
[Rog90, §1.9], we define the quasi-split unitary group in N -variables defined
over F and split over E as
UE/F (N)(F ) = GLN (F )
with the Galois action is given by
σN (g) = θN,σ(σ(g))
for any σ ∈ Γ, g ∈ GLN (F ). Here,
θN,σ(g) =
{
g , σ ∈ ΓE
Ad(JN )g
−t , σ ∈ ΓF r ΓE
where
JN =

1
−1
1
. .
.
(−1)N−1

and g−t denotes the transpose of the inverse of g. This is the definition used
in [Rog90, §1.9] (the element ξ ∈ E× of trace zero used there is irrelevant for
the definition of the group and we have thus omitted it). The standard split-
ting (T ∗, B∗, {Xα}) of GLN , consisting of the group T ∗ of diagonal matrices,
the group B∗ of upper triangular matrices, and the set {Ei,i+1}i=1,...,N−1, is
invariant under σN and provides a standard F -splitting for UE/F (N).
As a dual group for UE/F (N), we fix ÛE/F (N) = GLN (C) endowed with
the standard splitting (T̂ , B̂, {X̂α}), where T̂ is the subgroup of diagonal ma-
trices, B̂ is the subgroup of upper triangular matrices, and {X̂α} is the subset
of root vectors given by Ei,i+1 for i = 1, . . . , N − 1. The action of Γ factors
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through ΓE/F and the non-trivial element τ ∈ ΓE/F acts by g 7→ Ad(JN )g−t.
The adjoint group UE/F (N)ad = UE/F (N)/Z(UE/F (N)) has as its dual group
[ÛE/F (N)]sc = SLN (C). The centers of the dual groups ofUE/F (N) andUE/F (N)ad
are given by C× and µN , respectively, with τ acts by inversion on both of these
subgroups. We form the L-group LUE/F (N) to be the semi-direct product
GLN (C)⋊ Γ using the above Γ-action.
So far we allowed the case when E = F×F . It is worth noting some simpli-
fications in this case. It is easy to see that the projection from F × F to the first
(resp. second) copy of F induces an isomorphism UE/F (N) ≃ GL(N)F , to be
denoted ι1 (resp. ι2). An easy computation shows that ι2ι−11 (g) = JN
tg−1J−1N .
Moreover ιj , j ∈ {1, 2}, induces isomorphisms ι̂j : ĜL(N)F ≃ ÛE/F (N) and
Lιj :
LGL(N)F ≃ LUE/F (N).
When E/F is a quadratic extension of number fields and v is a place of F
split as ww in E, we may assume that w is a distinguished place, cf. §0.1. In
this case we identify Ev := E ⊗F Fv = Fw × Fw and write ιw for ι1 and ιw for
ι2. Similarly for ι̂w, Lιw , ι̂w, and Lιw.
0.2.3 The groups GE/F (N) and G˜E/F (N)
Let E, F , and c be as above. Denote by ResE/F the Weil restriction of scalars.
By applying ResE/F to GL(N) over E, we obtain an F -algebraic group
GE/F (N) := ResE/FGL(N)E .
We sometimes simplify GE/F (N) as G(N) when there is no danger of confu-
sion. There is an F -automorphism of order two on GE/F (N) given by
θ(g) := JN
tc(g)−1J−1N , g ∈ GE/F (N).
The dual group and L-group of GE/F (N) are given as
ĜE/F (N) = GL(N,C)×GL(N,C), LGE/F (N) = ĜE/F (N)⋊WF ,
where WF acts through Gal(E/F ) on ĜE/F (N) by permuting the two factors
(so that the nontrivial Galois element sends (g1, g2) to (g2, g1).) Here we are
using the standard F -splitting of GE/F (N) consisting of the diagonal maximal
torus, the upper triangular Borel, and {Ei,i+1}N−1i=1 on each copy of GL(N,C).
We have an automorphism θ̂ of ĜE/F (N) such that
θ̂(g1, g2) = (JN
tg−12 J
−1
N , JN
tg−11 J
−1
N ).
(There is a general recipe for θ̂ when θ is given, cf. §1.1.1 below.) Define a
GE/F (N)-bitorsor
G˜E/F (N) := GE/F (N)⋊ θ
so that if we identify G˜E/F (N) ≃ GE/F (N) via g ⋊ θ 7→ g then the action of
g ∈ GE/F (N) is multiplication by g (resp. θ(g)) on the left (resp. right).
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0.3 Inner twists
Our goal in this volume is to give an endoscopic classification of representa-
tions for unitary groups which are not quasi-split. This can be done by real-
izing the unitary group as an inner twist of a quasi-split unitary group and
comparing stable trace formulas. In order to carry out this comparison how-
ever, it turns out that the notion of an inner twist is insufficient. For a general
discussion of the problem, we refer the reader to [Kal14a] and the introduction
of [Kal13]. In this section we will introduce two modifications of the notion
of inner twist that will be important for us. The first was defined by Vogan
in [Vog93] and is called a pure inner twist. This notion is sufficient when deal-
ing with unitary groups associated to Hermitian spaces defined over quadratic
extensions of the ground field. In particular, it is sufficient for all unitary
groups over local fields. The second notion stems from the work of Kottwitz
on isocrystals with additional structure [Kot85], [Kot97], [Kot14] and is called
an extended pure inner twist. It generalizes the notion of a pure inner twist and is
needed when one wants to work with a unitary group associated to a non-split
central simple algebra endowed with an involution of the second kind. The
additional datum provided by an (extended) pure inner twist will play a role
not only in the technical parts of the paper, but already in the statement of our
local theorems. The global theorems will be less dependent on this additional
datum.
0.3.1 Definition of inner twists and their variants
Let F be a field of characteristic zero, F an algebraic closure, and Γ the Galois
group of F/F . Let G be a connected reductive group defined over F . An inner
form of G is a connected reductive group G1 defined over F for which there
exists an isomorphism ξ : G×F → G1×F with the property that for all σ ∈ Γ,
the automorphism ξ−1σ(ξ) = ξ−1 ◦ σ ◦ ξ ◦ σ−1 of G is inner. The isomorphism
ξ : G → G1 itself is called an inner twists. If ξ1 : G → G1 and ξ2 : G → G2
are two inner twists, then an isomorphism ξ1 → ξ2 consists of an isomorphism
f : G1 → G2 defined over F and having the property that ξ−12 ◦ f ◦ ξ1 is an
inner automorphism of G. The map ξ 7→ ξ−1σ(ξ) sets up a bijection from the
set of isomorphism classes of inner twists of G to the set set H1(Γ, Gad)
For a fixed inner form G1 of G, the set of all inner twists G→ G1 carries an
equivalence relation, with two twists being equivalent if and only if idG1 is an
isomorphism between them. We will oftentimes work with the classes of this
equivalence relation.
A pure inner twist (ξ, z) : G → G1 is a pair consisting of an inner twist
ξ : G → G1 and an element z ∈ Z1(Γ, G) having the property that ξ−1σ(ξ) =
Ad(zσ). Given two pure inner twists (ξ1, z1) : G → G1 and (ξ2, z2) : G → G2,
an isomorphism (ξ1, z1) → (ξ2, z2) consists of a pair (f, g), with f : ξ1 → ξ2 an
isomorphism of inner twists, and g ∈ G an element satisfying the conditions
ξ−12 ◦ f ◦ ξ1 = Ad(g) and z2(σ) = gz1(σ)σ(g)−1. The map (ξ, z) 7→ z sets up
a bijection from the set of isomorphism classes of pure inner twists to the set
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H1(Γ, G).
Before we can introduce the notion of an extended pure inner twist, we
need to recall some recent results of Kottwitz [Kot14]. Let F be a local or
global field. In [Kot14, §10], Kottwitz has constructed a certain cohomology
set B(F,G) for each affine algebraic group G defined over F . This set is con-
structed as the colimit
B(F,G) = lim−→
K
H1alg(E(K/F ), G(K))
where K runs over the set of finite Galois extensions of F in a fixed algebraic
closure F of F , E(K/F ) is a certain extension
1→ DK/F (K)→ E(K/F )→ ΓK/F → 1
of the Galois group of the extension K/F by group of K-points of a certain
group DK/F of multiplicaitve type defined over F , and H1alg(E(K/F ), G(K))
is a set of algebraic cohomology classes of E(K/F ) with values in G(K), as
defined in [Kot14, §2].
The set B(F,G) comes equipped with a Newton map [Kot14, §10.7]
ν : B(F,G)→ [HomF (DF , G)/G(F )]Γ,
where DF = lim←−K DK/F . The preimage of HomF (DF , Z(G)) under the New-
ton map is called the set of basic elements, denoted by B(F,G)bsc . There is a
natural inclusion H1(Γ, G) → B(F,G)bsc. When the center Z(G) of G is triv-
ial, this inclusion is also surjective. Using this fact, we obtain a natural map
B(F,G)bsc → B(F,G/Z(G))bsc ∼= H1(Γ, G/Z(G)).
The notion of basic can already be defined on the level of cocycles, so we can
speak of Z1bsc(E(K/F ), G(K)). Moreover, ifH is another group for which there
is a natural inclusion Z(H) ⊂ Z(G), we can speak of H-basic elements, which
are those whose Newton point belongs to the subgroup Z(H) of Z(G). We
will use the corresponding notationB(F,G)H−bsc andZ1H−bsc(E(K/F ), G(K)).
From an element ofZ1bsc(E(K/F ), G(K))we obtain an element ofZ1(ΓK/F , Gad(K)).
In other words, basic algebraic 1-cocycles of E(K/F )with values in G(K) lead
to inner forms of G.
When F is local, Kottwitz has constructed [Kot14, §11] a canonical map of
pointed sets
κG : B(F,G)bsc → X∗(Z(Ĝ)Γ), (0.3.1)
which is a bijection if F is p-adic, and which extends the map
H1(Γ, G)→ X∗(π0(Z(Ĝ)Γ))
defined in [Kot86].
Let now F be global. For each place v of F there is a localization map
B(F,G)→ B(Fv , G)which preserves the property of being basic [Kot14, §10.9].
15
If we choose one place of F lying over each place of F and combine these
localization maps, we obtain a map
B(F,G)bsc →
∐
v
B(Fv , G)bsc, (0.3.2)
where
∐
denotes the subset of the direct product consisting of elements whose
components at almost all v are equal to the neutral element in B(Fv, G)bsc.
Kottwitz has shown [Kot14, §15.7] that the kernel of (0.3.2) is in bijection with
ker1(F,G). The usual twisting argument tells us that the fiber over b ∈ B(F,G)bsc
is in bijection with ker1(F,Gb), where Gb is the inner form of G correspond-
ing to b. According to [Kot84, (4.2.2)] (in which the assumption of not hav-
ing E8 factors can be dropped by the work of Chernousov [Che89]), each set
ker1(F,Gb) is in bijection with the finite abelian dual to ker1(Γ, Z(Ĝ)). More-
over, according to [Kot14, Prop. 15.6], the image of (0.3.2) is equal to the kernel
of the composition∐
v
B(Fv, G)bsc
(0.3.1)−→
⊕
v
X∗(Z(Ĝ)Γv )
∑
−→ X∗(Z(Ĝ)Γ). (0.3.3)
We will be most interested in the case when G is a quasi-split connected
reductive group. Using the cohomology setsB(F,G) for local and global fields
we define an extended pure inner twist (ξ, z) : G → G1 to consist of an inner
twist ξ : G → G1 and an element z ∈ Z1bsc(E(K/F ), G(K)), for some finite Ga-
lois extensionK/F , whose image inZ1bsc(E(K/F ), Gad(K)) = Z1(ΓK/F , Gad(K))
equals ξ−1σ(ξ). Since K is arbitrary, it will be convenient to use the sym-
bol Z1bsc(E , G) instead of Z1bsc(E(K/F ), G(K)). An isomorphism of extended
pure inner twists is defined in the same way as for pure inner twists. The
isomorphism classes of extended pure inner twists are in bijection with the
set B(F,G)bsc. When G has connected center, Kottwitz has shown [Kot14,
Prop. 10.4] that the natural map B(F,G)bsc → B(F,Gad)bsc = H1(Γ, Gad) is
surjective. This implies that, when G has connected center, any inner twist
ξ : G→ G1 can be made into an extended pure inner twist (ξ, z) : G→ G1.
Given two extended pure inner twists (ξ1, z1) : G→ G1 and (ξ2, z2) : G1 →
G2, we define composition and inverse as (ξ2, z2)◦(ξ1, z1) = (ξ2◦ξ2, ξ−11 (z2)·z1)
and (ξ1, z1)−1 = (ξ−11 , ξ1(z1)
−1). The operation of composition allows us to talk
about commutative diagrams of pure inner twists.
0.3.2 Extended pure inner twists of general linear groups
Let us describe concretely the discussion of Section 0.3.1 for the group GLN . It
is well-known that the inner forms of GLN are the groups ResD/FGLM , where
D is any division algebra over F of degree s2, where s|N andM = N/s.
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Let first F be local. We have the commutative diagram
B(F,GLN )bsc

// H1(Γ,PGLN )

Z // Z/NZ
where the left map is (0.3.1), the right map is the classical Kottwitz map [Kot86,
§1], and the horizontal maps are the natural maps.
When F is a p-adic field, both vertical maps are bijections. Moreover, ifD is
a division algebra of degree s2 and invariant r/s, then the equivalence classes
of extended inner twists GLN → ResD/FGLM correspond to the elements x ∈
Zwhose class in Z/NZ is represented by rNs .
When F is the field of real numbers, both vertical maps are injective, but
the description of their images depends on whether N is even or odd. When
N is odd, the image of the left map is NZ and the image of the right map is
0. When N is even, the image of the left map is N2 Z and the image of the right
map is N2 Z/NZ. Moreover, the non-trivial element x ∈ N2 Z/NZ corresponds
to the inner form ResH/RGLN
2
, whereH denotes the quaternion algebra. When
F is the field of complex numbers, both vertical maps are injective, the image
of the left map is NZ and the image of the right map is 0.
Let now F be global. Then the localization map (0.3.2) is injective due to the
vanishing of ker1(Γ,C×). Thus we can identify B(F,GLN )bsc with the subset
of
⊕
v Z consisting of tuples that sum to zero and whose entries for places v|∞
belong to N2 Zwhen v is real and N is even and to NZ otherwise.
0.3.3 Extended pure inner twists of unitary groups
Let us now describe concretely the discussion of Section 0.3.1 in the case of the
quasi-split group UE/F (N) defined in Section 0.2.2.
We beginwith F being a local field. In that case, the injectionH1(Γ, UE/F (N))→
B(F,UE/F (N))bsc is in fact a bijection, so it suffices to recall the classical com-
putations of Galois cohomology. We have the diagram
H1(Γ, UE/F (N)) //

H1(Γ, UE/F (N)ad)

Z/2Z // Z/δZ
where δ = 2 ifN is even and δ = 1 ifN is odd. The top map is surjective. When
F is p-adic, the vertical maps are bijective. When F is real, the vertical maps
are surjective, but not injective. In fact, we have H1(Γ, UE/F (N)) = {(p, q)|0 ≤
p, q ≤ N, p + q = N} and H1(Γ, UE/F (N)ad) is the quotient of this set by the
symmetry relation (p, q) ∼ (q, p). The left map is given by (p, q) 7→ ⌊N2 ⌋ +
q mod 2.
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We now turn to F global. The localization map (0.3.2) is injective due to
the vanishing of ker1(F,C×(−1)), where C
×
(−1) denotes the abelian group C
× on
which ΓE acts trivially and each element of Γ \ ΓE acts by inversion. Thus we
can identify B(F,UE/F (N))bsc with the kernel of (0.3.3). From the discussion
of local linear and unitary groups, we can now extract the following: For each
place v of F , letΞv be an equivalence class of extended inner twists ofUE/F (N),
and let av be its invariant, which for v is finite and split in E belongs to Z, for
v is finite and inert in E belongs to Z/2Z, for v is real and split in E belongs
to N2 Z ⊂ Z if N is even and to NZ ⊂ Z if N is odd, and for v real and inert
belongs to Z/2Z. Then the collection (Ξv) is the localization of the a global
extended inner twist if and only if almost all av are equal to zero and, after
mapping each av into Z/2Z using the natural projection Z→ Z/2Z, the sum of
all av is zero in Z/2Z.
It is also instructive to describe which collections of local inner twists come
from a global inner twist. If v is a finite place split in E, such a twist gives
the group ResDv/FvGLMv for some division algebraDv/Fv, which provides an
element av := N · inv(Dv) ∈ Z/NZ → Z/2Z. If v is finite and inert in E we
obtain either the quasi-split group UEv/Fv (N), which leads to av = 0 ∈ Z/2Z,
or the unique non-quasi-split inner twist of that group (only available for even
N ), which leads to av = 1 ∈ Z/2Z. If v is real and split inE, we obtain either the
group GLN , which leads to av = 0 ∈ Z/2Z, or its unique non-quasi-split inner
twist ResH/RGLN
2
(available only for even N ), which leads to av = N2 ∈ Z/2Z.
When v is real and inert in E, we obtain the unitary group U(p, q) for some
0 ≤ p, q ≤ N with p + q = N , and it leads to av = 0 ∈ Z/2Z if N is odd or
to av = N2 + q ∈ Z/2Z if N is even. In order for this collection of inner twists
to come from a global inner twist it is necessary that av = 0 for almost all v.
This is also sufficient if N is odd, and if N is even a necessary and sufficient
additional condition is that the sum of all av is zero in Z/2Z.
Finally, let us note which inner forms of unitary groups can be realized as
pure inner forms. This discussion works over any field F . For any separable
quadratic extension of fields E/F we have the exact sequence
H1(Γ, UE/F (N))→ H1(Γ, UE/F (N)/UE/F (1))→ H1(Γ,ResE/F (PGL(N))).
By the generalized Hilbert 90 theorem [KMRT98, Theorem 29.2], we know that
the connecting homomorphism
H1(Γ,ResE/F (PGL(N)))→ H2(Γ,ResE/F (Gm)) = H2(ΓE ,Gm) = Br(E)
is injective. The composed homomorphismH1(Γ, UE/F (N)/UE/F (1))→ H1(Γ,ResE/F (PGL(N))) =
Br(E) sends a unitary groupG to the class of the division algebra overE which
is the base algebra of the Hermitian space defining G. This shows that the in-
ner forms of unitary groups that can be realized as pure inner forms are pre-
cisely those unitary groups constructed from Hermitian spaces over the field
E, rather than over a division algebra over E.
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0.4 Parabolic subgroups and Levi subgroups
Here we collect some general facts about parabolic and Levi subgroups of a
reductive group and its L-group and give a classification of Levi subgroups for
inner forms of unitary groups. We work with the Galois form of the L-group
in this section for the obvious reason that the Weil group for a general field F
does not make sense. When F is a local or global field, it is straightforward to
adapt the results to the Weil form of the L-group.
0.4.1 Relationship betweenG and LG
Let G be a connected reductive algebraic group, defined and quasi-split over a
field F . Let P(G) denote the set ofG-conjugacy classes of parabolic subgroups
of G. The inclusion relation among parabolic subgroups imposes a partial or-
dering ≤ on P(G). There is a canonical order-preserving bijection between
P(G) and the powerset of of∆. Fixing a particular Borel pair (T,B) of G, each
class in P has a unique element P that contains B. Moreover, P has a unique
Levi factor that contains T .
Now let Γ be a group acting on G. Then Γ acts on P and on ∆, and the
bijection P ↔ P(∆) is Γ-equivariant. For any class [P ] ∈ P , a necessary con-
dition for this class to have a Γ-invariant element is that it be Γ-invariant itself.
When G possesses a Γ-invariant Borel subgroup B, then this condition is also
sufficient, for then the unique element of [P ] containing B is necessarily Γ-
invariant. If G does not contain a Γ-invariant Borel subgroup, this condition is
not sufficient.
Let M be the set of G-conjugacy classes of Levi components of parabo-
lic subgroups. Recalling that all Levi components of a given parabolic sub-
group are conjugate under that parabolic subgroup, we see that we have a
Γ-equivariant surjection P → M. Two elements of P lying in the same fiber
of this map are called associate. By the same argument as above, the existence
of a Γ-fixed Borel pair of G ensures that each Γ-invariant class in M has a Γ-
invariant element.
Now consider the semi-direct product G = G ⋊ Γ. A subgroup P of this
product will be called full if the restriction of the projection G ⋊ Γ → Γ to P
is surjective. It will be called a parabolic subgroup, if it is full and G ∩ P is a
parabolic subgroup of G. The maps
P 7→ P ∩G and P 7→ N(P,G)
aremutually inverse bijections between the set of parabolic subgroups ofG and
the set of those parabolic subgroups of Gwhose conjugacy class is Γ-invariant.
Given a parabolic subgroup P ⊂ G, we will call a subgroup M ⊂ P a Levi-
factor of P if M is a full subgroup of P and moreover M ∩ G is a Levi factor of
P ∩G. The maps
M 7→ M ∩G and M 7→ N(M,P)
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are mutually inverse bijections between the set of Levi factors of P and the
set of Levi factors of P . All these bijections are evidently equivariant under
conjugation by G.
A Levi subgroup M of a parabolic subgroup of G will be called a Levi
subgroup of G for short. If we put AM = Cent(M, G)◦, then we have M =
Cent(AM,G).
It is elementary to check the validity of the above statements. In doing so,
the following elementary observation is useful: Two subgroups A,B of G are
equal as soon as A ⊂ B, A ∩G = B ∩G, and the images of A,B in Γ coincide.
0.4.2 Transfer of Levis and relevance of parabolics
We continue with F a field of characteristic zero andG∗ a quasi-split group de-
fined over F . Set LG∗ = Ĝ∗⋊Γ, the Galois form of the L-group ofG∗. The dis-
cussion in Section 0.4.1 provides a bijection between the conjugacy classes de-
fined over F of parabolic subgroups ofG∗×F and the LG∗-conjugacy classes of
parabolic subgroups of LG∗. Since G∗ is quasi-split, and Ĝ∗ has a Γ-fixed pin-
ning, every conjugacy class defined over F of parabolic subgroups ofG∗ has an
element defined over F , and every LG∗-conjugacy class of parabolic subgroups
of LG∗ contains an element whose intersection with Ĝ∗ is Γ-invariant.
Let Ξ : G∗ → G be an equivalence class of inner twists. It provides a Γ-
equivariant bijection P(G∗) → P(G), hence a bijection P(G∗)Γ → P(G)Γ. If G
is not quasi-split, then an element of P(G)Γ may not have a Γ-invariant mem-
ber. This necessitates the following definition.
Definition 0.4.1. An element of P(G)Γ is called relevant if it has a Γ-invariant
representative. We will write P(G)rel for the set of relevant elements of P(G)Γ.
The study of what elements of P(G)Γ are relevant leads naturally to the
question of transfer of Levi subgroups. Let M∗ be a Levi subgroup of G∗,
and let AM∗ be the maximal split torus in Z(M∗). It is known that M =
Cent(AM∗ , G
∗).
Lemma 0.4.2. The following are equivalent.
1. There exists ξ ∈ Ξ whose restriction to AM∗ is defined over F .
2. There exists a Levi subgroup M ⊂ G and ξ ∈ Ξ which restricts to an inner
twist ξ :M∗ →M .
3. The class of H1(F,G∗ad) determined by Ξ belongs to the image of the injection
H1(F,M∗/Z(G∗))→ H1(F,G∗ad).
Proof. Take ξ ∈ Ξwith ξ|AM∗ defined over F and put AM = ξ(AM∗ ). Then AM
is a split torus in G, and M = Cent(AM , G) is a Levi subgroup of G, and AM
is the maximal split torus in Z(M). Moreover, for any g ∈ G∗ with ξ−1σ(ξ) =
Ad(g), we have g ∈ Cent(AM∗ , G∗) =M∗. Thus ξ : M∗ →M is an inner twist.
It follows right away that the cocycle σ 7→ ξ−1σ(ξ) is inflated fromM∗/Z(G∗).
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Finally, if we assume that ξ−1σ(ξ) takes values inM∗/Z(G∗), then we see right
away that ξ|AM∗ is defined over F .
Definition 0.4.3. We say thatM∗ transfers toG (with respect to Ξ) if the equivalent
conditions of the proposition hold.
The following question will also be relevant: Given an equivalence class
of inner twists ΞM : M∗ → M , does there exist an equivalence class of inner
twists Ξ : G∗ → G and an embedding ofM as a Levi-subgroup of G such that
ΞM is the restriction of Ξ? For this we consider the following diagram
1 // H1(Γ, M
∗
Z(G∗) )
// H1(Γ, M
∗
Z(M∗) )
//
''PP
PPP
PPP
PPP
P
H2(Γ, Z(M
∗)
Z(G∗) )
H2(Γ, Z(M∗))
OO
H2(Γ, Z(G∗))
OO
1
OO
(0.4.1)
To justify the two “1”s in the diagram, recall that an induced torus is an alge-
braic torus whose character module (equivalently co-character module) has a
Γ-invariant basis. For such a torus S Shapiro’s lemma and Hilbert’s theorem
90 imply H1(Γ, S) = 0. Furthermore, if Ŝ is the complex dual torus, then ŜΓ is
connected, because the X∗(ŜΓ/ŜΓ,◦) = X∗(S)Γ,tor = 0.
Lemma 0.4.4. IfM∗ ⊂ G∗ is a Levi subgroup, then the algebraic groupZ(M∗)/Z(G∗)
is an induced torus. If M ⊂ LG∗ is a Levi subgroup, then Z(M ∩ Ĝ∗)/Z(Ĝ∗) is the
dual of an induced torus.
Proof. Let T ∗ ⊂ G∗ be a minimal Levi. Conjugating M∗ within G∗ we may
assume that T ∗ ⊂M∗. Then Z(M∗)/Z(G∗) is the subgroup of T ∗/Z(G∗) given
as the intersection of the kernels of a Γ-invariant set of simple roots (for some
choice of a Borel subgroup B∗ containing T ∗). The complement of that set in
the set of all simple roots projects under X∗(T ∗/Z(G∗))→ X∗(Z(M∗)/Z(G∗))
to a basis. This proves the first statement. The second is proved the same way,
by taking T̂ ∗ to be part of a Γ-invariant splitting of Ĝ∗.
With the above diagram at hand, we can now answer the question as fol-
lows.
Corollary 0.4.5. There exists an embedding of M as a Levi subgroup of G such that
the equivalence class ΞM : M∗ →M of inner twists is the restriction of an equivalence
class of inner twists Ξ : G∗ → G if and only if the class of ΞM inH1(Γ,M∗/Z(M∗))
is mapped via the connecting homomorphism into the subgroup H2(Γ, Z(G∗)) of
H2(Γ, Z(M∗)).
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When F is a number field, it is useful to know a local-global principle for
transfers.
Lemma 0.4.6. Assume that F is a number field. Then M∗ transfers to G over F if
and only ifM∗ transfers to G over Fv at every place v of F .
Proof. We reproduce here the proof that one of us learned fromRobert Kottwitz
while being a graduate student. We are thankful to Kottwitz for allowing us to
reproduce this proof.
If M∗ transfers to G over F , then it tautologically does so over all com-
pletions Fv. Assume conversely that M∗ transfers to G over each Fv . Let
x ∈ H1(Γ, G∗ad) be the class of Ξ. Our task is to show that x is the image of xM ∈
H1(Γ,M∗/Z(G∗)) under the injection H1(Γ,M∗/Z(G∗)) → H1(Γ, G∗ad). Our
assumption implies that the restriction xv ∈ H1(Γv, G∗ad) is the image of xM,v ∈
H1(Γv,M
∗/Z(G∗)) under the injection H1(Γv,M∗/Z(G∗))→ H1(Γv, G∗ad), for
each place v.
We claim first that there exists x′M ∈ H1(Γ,M∗/Z(G∗)) whose restriction
at each v is equal to xM,v. According to [Kot86, Prop. 2.6], this is equivalent
to showing that if χM,v is the character of π0(Z(M̂∗sc)
Γ) corresponding to xM,v
under the map [Kot86, Theorem 1.2], then the sum of all χM,v is the trivial
character. But we know that this is true for the pull-backs χM,v|π0(Z(Ĝ∗sc)Γ),
because they correspond to the classes (xv) under the analogous map for the
group G∗ad. We consider the exact sequence
1→ Z(Ĝ∗sc)→ Z(M̂∗sc)→ Z(M̂∗sc)/Z(Ĝ∗sc)→ 1.
According to Lemma 0.4.4, the third term is an induced torus, so its Γ-fixed
points are connected, which implies that the map
π0(Z(Ĝ
∗
sc))→ π0(Z(M̂∗sc))
is surjective. We conclude that the sum of the characters χM,v is indeed trivial
and obtain the existence of a class x′M ∈ H1(Γ,M∗/Z(G∗)) as required.
Let x′ ∈ H1(Γ, G∗ad) be the image of x′M . We have by construction x′v = xv
for all v, but this does not yet mean that x′ = x. Let G′ be the twist of G by x′
and letM ′ be the twist ofM∗ by xM . By constructionM ′ is a Levi subgroup of
G′ and x′ = 1 inH1(Γ, G′). Thus x ∈ ker1(Γ, G′ad).
We claim that the natural map ker1(Γ,M ′/Z(G′)) → ker1(Γ, G′ad) is surjec-
tive (in fact it is bijective, but wewill not need this). By [Kot84, (4.2.2)], there is a
natural duality between ker1(Γ, H) and ker1(Γ, Z(Ĥ)) for any reductive group
H . Thus it is enough to show that ker1(Γ, Z(Ĝ∗sc)) → ker1(Γ, Z(M̂∗sc)) is injec-
tive. This however follows from the surjectivity of π0(Z(Ĝ∗sc)) → π0(Z(M̂∗sc))
by [Kot84, Cor. 2.3].
The surjectivity of ker1(Γ,M ′/Z(G′)) → ker1(Γ, G′ad) allows us to choose
xM ∈ ker1(Γ,M ′/Z(G′)) lifting x. Then xM , viewed as an element ofH1(Γ,M∗/Z(G∗))
also lifts x and the proof is complete.
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Having discussed the transfer of Levi subgroups, we return to the relevance
of parabolic subgroups. Let F be an arbitrary field of characteristic zero again.
If a Levi subgroup M∗ ⊂ G∗ transfers to M ⊂ G, then a ξ as in part 2 of
Lemma 0.4.2 provides a Γ-equivariant isomorphism aM∗ → aM and thus also
a Γ-equivariant bijection between the set of parabolic subgroups of G∗ with
Levi factorM∗ to the set of parabolic subgroups of G with Levi factorM . This
bijection depends only on Ξ and not on ξ.
Lemma 0.4.7. An element element [P ] ∈ P(G∗)Γ maps to a relevant element [P ] ∈
P(G)Γ if and only if one (hence every) Levi component of one (hence every) Γ-invariant
element P ∗ of [P ∗] transfers to G.
Proof. LetP ∗ be a parabolic subgroup ofG∗ defined over F . It has a Γ-invariant
Levi componentM∗ [Bor91, §20.5]. IfM∗ transfers toG, then fixing an element
ξ ∈ Ξ as above and looking at the map aM∗ → aM it provides, we see that
P = ξ(P ∗) is Γ-invariant. Thus Ξ([P ∗]) is relevant.
Conversely suppose that Ξ([P ∗]) is relevant, and let ξ ∈ Ξ be such that P =
ξ(P ∗) is Γ-invariant. Then ξ−1σ(ξ) ∈ N(P ∗, G∗ad) = P ∗/Z(G∗). Fix Levi factors
M∗ and M of P ∗ and P which are Γ-invariant. Modifying ξ by an element
of P ∗ we achieve that ξ(M∗) = M . But then ξ−1σ(ξ) ∈ N(M∗, P ∗/Z(G∗)) =
M∗/Z(G∗) and we see that ξ : M∗ → M is an inner twist. In particular ξ|AM∗
is defined over F .
Corollary 0.4.8. If [P ∗] ∈ P(G)rel and [P ] ∈ P(G)Γ with [P ∗] ≤ [P ], then [P ] ∈
P(G)rel.
Proof. We may choose P ∗ and P within the corresponding classes as well as
Levi factorsM∗ andM in such a way thatM∗ ⊂M . Then AM ⊂ AM∗ and the
statement follows from the preceding lemma.
From now on we assume that F is local. In that setting, Kottwitz’s map
H1(Γ, G∗ad)→ X∗(Z(Ĝ∗sc)Γ)
assigns toΞ a character ζΞ : Z(Ĝ∗sc)
Γ → C×. A LG∗-conjugacy class of parabolic
subgroups will be called Ξ-relevant (or (G, ξ)-relevant or ξ-relevant, where ξ is
any element of Ξ), if the corresponding element of P(G)Γ is relevant. Given a
LG∗-conjugacy class of Levi subgroups of LG∗, let M be an element of it. We
will write M̂∗ for M∩ Ĝ∗ and M̂∗sc for the inverse image of M̂∗ in Ĝ∗sc. Note that
this is different from the simply-connected cover of M̂∗. The latter is equal to
M̂∗sc,der, the derived group of M̂
∗
sc, which is easily seen to be simply-connected.
Consider
Z(Ĝ∗sc)
Γ ∩ Z(M̂∗sc)Γ,◦.
This is a subgroup of Z(Ĝ∗sc)
Γ which is evidently independent of the choice of
M within its LG∗-conjugacy class.
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Lemma 0.4.9. If the parabolic subgroup P of LG∗ is Ξ-relevant, then for one (hence
any) Levi component M of P, the character ζΞ is trivial on Z(Ĝ∗sc)Γ ∩ Z(M̂∗sc)Γ,◦.
Conversely, if the character ζΞ is trivial on Z(Ĝ∗sc)
Γ ∩ Z(M̂∗sc)Γ,◦, then any parabolic
subgroup P of LG∗ with Levi factor M is Ξ-relevant if F is p-adic, and is Ξ′-relevant
for some Ξ′ belonging to the sameK-group as Ξ, if F is real.
Proof. Fix a Levi component M of P, and a parabolic subgroup P ∗ of G∗ cor-
responding to P. Then M̂∗ = M ∩ Ĝ∗ is a Levi of Ĝ∗ and is the dual group of
a Levi component M∗ of P ∗. According to Lemma 0.4.7, P ∗ is relevant if and
only if M∗ transfers to G, which by Lemma 0.4.2 is equivalent to Ξ belonging
to the image of H1(F,M∗/Z(G∗)) → H1(F,G∗ad). Then M̂∗sc is a dual group
forM∗/Z(G∗). The mapH1(F,M∗/Z(G∗))→ H1(F,G∗ad) translates under the
Kottwitz homomorphism [Kot86, §1.2] to the map
X∗(π0(Z(M̂
∗
sc)
Γ))→ X∗(Z(Ĝ∗sc)Γ).
According to [Art99, Lemma 1.1], we see that ζΞ belongs to the image of the
last map if and only if it satisfies the assumption of the Lemma.
Lemma 0.4.10. The square
Z(Ĝ∗sc)
Γ //

Z(Ĝ∗)Γ

Z(M̂∗sc)
Γ // Z(M̂∗)Γ
is both cartesian and cocartesian.
Proof. The fact that the square is cartesian is easily checked. To show that
it is cocartesian, assume first that the Γ-action is trivial. The group M̂∗sc is a
Levi subgroup of Ĝ∗sc. Moreover, we have Z(M̂
∗)/Z(Ĝ∗) = Z(M̂∗/Z(Ĝ∗)) as
well as the analogous statement with M̂∗ replaced by M̂∗sc. Since M̂
∗/Z(Ĝ∗) =
M̂∗sc/Z(Ĝ
∗
sc), we see that the square is indeed cocartesian assuming Γ acts triv-
ially. Putting together what we have proved, we see that the sequence
1→ Z(Ĝ∗sc)→ Z(Ĝ∗)× Z(M̂∗sc)→ Z(M̂∗)→ 1,
where the first map is given by z 7→ (z−1, z), is exact. We now want to show
that
Z(Ĝ∗)Γ × Z(M̂∗sc)Γ → Z(M̂∗)Γ
is surjective, and for this it is enough to show that
H1(Γ, Z(Ĝ∗sc))→ H1(Γ, Z(M̂∗sc))
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is injective. This follows from Lemma 0.4.4 and the remark preceding it, which
imply that [Z(M̂∗sc)/Z(Ĝ
∗
sc)]
Γ is connected and consequently that the connect-
ing homomorphism
(Z(M̂∗sc)/Z(Ĝ
∗
sc))
Γ → H1(Γ, Z(Ĝ∗sc)),
which has to factors though π0, is trivial.
We close this discussion on the relationship between extended inner twists
ofG∗ and those ofM∗. Note first that in general there is nomapB(F,M∗)bsc →
B(F,G∗)bsc. There is however a natural map B(F,M∗)G∗−bsc → B(F,G∗)bsc.
Lemma 0.4.11. 1. The map B(F,M∗)G∗−bsc → B(F,G∗)bsc is injective and
corresponds, via the natural transformations κM∗ and κG∗ of [Kot14, §11] to
the natural inclusion Z(Ĝ∗)→ Z(M̂∗).
2. Let χ ∈ X∗(Z(M̂∗)Γ) be the image under κM∗ of an element of x ∈ B(F,M∗)bsc.
Then x ∈ B(F,M∗)G∗−bsc if and only if for some finite Galois extension L/F
containing splitting G∗, NL/F (χ) annihilates Z(M̂∗) ∩ Ĝ∗der.
Proof. The injectivity of B(F,M∗)G∗−bsc → B(F,G∗)bsc follows directly from
the injectivity ofH1(Γ,M∗)→ H1(Γ, G∗) and the injectivity ofHomF (DF , Z(G∗))→
HomF (DF , Z(M∗)). The compatibility of this map with Z(Ĝ∗) → Z(M̂∗) fol-
lows from the fact that the latter is dual to the map ΛM∗ → ΛG∗ of algebraic
fundamental groups coming fromM∗ ⊂ G∗.
For the second claim, we use Diagram (1.6) in [Kot14] for the Galois ex-
tension L/F . Recalling that X(L) = Z has trivial Γ-action and is identified
with [L : F ]−1Z ⊂ X∗(DF ), we see that the Newton point of x belongs to
X∗(M̂∗/M̂∗der)
Γ ⊗ [L : F ]−1Z and is the unique element y ⊗ [L : F ]−1 thereof
such that the restriction of y ∈ X∗(M̂∗/M̂∗der)Γ to Z(M̂∗) is equal to NL/F (χ).
We conclude that theNewton point y⊗[L : F ]−1 belongs toX∗(Ĝ∗/Ĝ∗der)Γ⊗[L :
F ]−1Z if and only if NL/F (χ) annihilates Z(M̂∗) ∩ Ĝ∗der.
0.4.3 The groupW (M)
As before, F is a field of characteristic zero and G∗ is a quasi-split group de-
fined over F . Let Ξ : G∗ → G be an equivalence class of inner twists. For a Levi
subgroup M ⊂ G, we have the relative Weyl-group W (M) = N(M,G)/M .
It is a finite group scheme defined over F . It is well-known that the map
H1(Γ,M) → H1(Γ, G) is injective and this implies that N(M,G)(F )/M(F ) →
W (M)(F ) is an isomorphism.
Consider now the dual side. Let M ⊂ LG∗ be a Levi-subgroup of LG∗. Then
we have the finite group
N(M, Ĝ∗)/(Ĝ∗ ∩M) = N(AM, Ĝ∗)/Cent(AM, Ĝ∗).
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Let P ⊂ LG∗ be a parabolic subgroup with Levi-component M, and assume
that the conjugacy classes of P and P match. Then we claim that the data of
(M,P), (M,P ), and Ξ, provides an isomorphism
N(M, Ĝ∗)/(Ĝ∗ ∩M)→W (M)(F ).
To see this, fix Γ-invariant splittings of G∗ and Ĝ∗. There exists a unique
standard parabolic pair (M∗, P ∗) of G∗ for which there exists ξ ∈ Ξ that caries
it over to (M,P ). Then this ξ is unique up to composition by an inner auto-
morphism of M∗ and is an inner twist M∗ → M . Thus we obtain a canonical
isomorphismW (M∗) ∼=W (M) defined over F . There also exists a unique stan-
dard parabolic pair (M̂∗, P̂ ∗) of Ĝ∗ such that (M̂∗ ⋊ Γ, P̂ ∗ ⋊ Γ) is Ĝ∗-conjugate
to (M,P). An element of Ĝ∗ that conjugates (M̂∗⋊Γ, P̂ ∗⋊Γ) to (M,P) is unique
up to multiplication by an element of M̂∗ and so we have a canonical isomor-
phism
N(M, Ĝ∗)/(Ĝ∗ ∩M)→ N(M̂∗ ⋊ Γ, Ĝ∗)/M̂∗.
Next we claim that the inclusion
N(M̂∗, Ĝ∗)Γ/(M̂∗)Γ → N(M̂∗ ⋊ Γ, Ĝ∗)/M̂∗
is an isomorphism. It is clearly injective. For surjectivity, take g ∈ N(M̂∗ ⋊
Γ, Ĝ∗) ⊂ N(M̂∗, Ĝ∗). Then
gM̂∗σ(g−1) = M̂∗ ⇔ gσ(g−1) ∈ M̂∗
together with the injectivity ofH1(Γ, M̂∗)→ H1(Γ, Ĝ∗) imply g ∈ N(M̂∗, Ĝ∗)Γ·
M̂∗ as claimed. Furthermore, we have the isomorphism
N(M̂∗, Ĝ∗)Γ/M̂∗,Γ → [N(M̂∗, Ĝ∗)/M̂∗]Γ.
It remains to show that we have a canonical Γ-equivariant isomorphism
W (M∗) ∼= N(M̂∗, Ĝ∗)/M̂∗.
This follows from the fact thatW (M∗) can be realized as a subquotient of the
absolute Weyl group W (T,G). If we let W (T ∗,M∗, G∗) be the stabilizer in
W (T ∗, G∗) of the root system ofM∗, then we have
W (T ∗,M∗) ⊂W (T ∗,M∗, G∗) ⊂W (T ∗, G∗)
and W (M∗) = W (T ∗,M∗, G∗)/W (T ∗,M∗). The Γ-equivariant isomorphism
W (T ∗, G∗) ∼=W (T̂ ∗, Ĝ∗) restricts to isomorphismsW (T ∗,M∗, G∗) ∼=W (T̂ ∗, M̂∗, Ĝ∗)
andW (T ∗,M∗) ∼=W (T̂ ∗, M̂∗). Composing the isomorphisms described above
we obtain the isomorphism
N(M, Ĝ∗)/(Ĝ∗ ∩M)→W (M)(F ).
It is easy to see that this isomorphism does not depend on the chosen splittings
of G∗ and Ĝ∗.
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0.4.4 Centralizers of parameters and Levi subgroups
For this subsection, the field F may be arbitrary. Keep assuming that G∗ is
quasi-split over F . Let L be an abstract group equipped with a surjective map
to Γ, and let φ : L → LG∗ be an L-homomorphism, i.e. a group homomor-
phism commuting with the projections of L and LG∗ onto Γ. (Later we will be
mainly concerned with the case where F is a local or global field and φ is an
L-parameter or A-parameter. In that case φ will be a map over the Weil group
WF but it is easy to adapt our discussion below to that setup.) We introduce
the following notation
Sφ = Cent(φ(L), Ĝ
∗), Sradφ = Cent(φ(L), Ĝ
∗
der)
◦, S♮φ = Sφ/S
rad
φ .
We will assume that S◦φ is reductive. This is automatically true if L is an al-
gebraic group, or a locally compact group, and φ respects this structure. Then
one observes that
[S◦φ]der ⊂ Sradφ
as the left hand side is a connected subgroup of Sφ generated by commutators.
In particular, S◦φ/S
rad
φ is a torus, and the map Z(S
◦
φ)
◦ → S◦φ/Sradφ is surjective.
It is clear that Z(Ĝ∗)Γ is a central subgroup of Sφ. Restricting the central
character of irreducible representations thus provides a map cc : Irr(Sφ) →
X∗(Z(Ĝ∗)Γ).
Lemma 0.4.12. Consider the maps{
Levi subgroups of LG∗
containing φ(L)
}
→
{
Levi subgroups
of S◦φ
}
cntr : M 7→ S◦φ ∩M
infl : Cent(Z(M ′)◦, LG∗) ←[ M ′
These maps are inclusion preserving, and satisfy
cntr(infl(M ′)) =M ′ and infl(cntr(M)) ⊂ M.
In particular, cntr is surjective and infl is injective.
Proof. Given M, put AM = Cent(M, Ĝ∗)◦. Then M = Cent(AM, LG∗), and
S◦φ ∩M = Cent(AM, S◦φ).
By assumption, φ(L) ⊂ M, thus AM ⊂ S◦φ, and it follows that Cent(AM, S◦φ) is a
Levi subgroup of S◦φ.
Conversely, letM ′ be a Levi subgroup of S◦φ. Then Z(M
′)◦ is a torus in Ĝ∗,
henceCent(Z(M ′)◦, Ĝ∗) is a Levi subgroup of Ĝ∗. Moreover,M := Cent(Z(M ′)◦, LG∗)
contains φ(L) by definition, and the surjectivity of L→ Γ ensures that M is full.
From S◦φ ∩Cent(Z(M ′)◦, LG∗) = Cent(Z(M ′)◦, S◦φ) =M ′ we conclude that
cntr(infl(M ′)) =M ′. Conversely,AM ⊂ Z(S◦φ∩M)◦, thus infl(cntr(M)) ⊂ M.
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In particular, we see that the minimal Levi subgroups of LG∗ containing
φ(L) are precisely the centralizers in LG∗ of the maximal tori of S◦φ and are
thus conjugate under S◦φ.
Lemma 0.4.13. We have
Sφ/S
rad
φ Z(Ĝ
∗)Γ = Sφ/S
◦
φZ(Ĝ
∗)Γ.
Proof. We need to show that S◦φZ(Ĝ
∗)Γ = Sradφ Z(Ĝ
∗)Γ, and this is equivalent to
the surjectivity of
Z(Ĝ∗)Γ → S
◦
φZ(Ĝ
∗)Γ
Sradφ
.
Let M be a minimal Levi subgroup of LG∗ containing φ(L). Then AM is a maxi-
mal torus of S◦φ, and since S
rad
φ contains the derived group of S
◦
φ, we see that
AM →
S◦φ
Sradφ
is surjective. Notice thatAM = Z(M̂∗)Γ,◦. (Recall that M̂∗ := M∩Ĝ∗.) Applying
Lemma 0.4.10, we see that AM ⊂ Z(M̂∗sc)Γ · Z(Ĝ∗)Γ, and thus
Z(M̂∗sc)
Γ · Z(Ĝ∗)Γ → S
◦
φZ(Ĝ
∗)Γ
Sradφ
is surjective. Applying [Art99, Lemma 1.1] to M̂∗sc, we see
Z(M̂∗sc)
Γ · Z(Ĝ∗)Γ = Z(M̂∗sc)Γ,◦Z(Ĝ∗)Γ.
The image of Z(M̂∗sc)
Γ,◦ in Ĝ∗ belongs to both Sφ and Ĝ∗der. Being connected, it
thus belongs to Sradφ , and this proves the surjectivity ofZ(Ĝ
∗)Γ → S◦φZ(Ĝ∗)Γ/Sradφ .
Definition 0.4.14. Let Ξ : G∗ → G be an inner twist and ζΞ ∈ X∗(Z(Ĝ∗sc)Γ) the
corresponding character. We will say that φ : L → LG∗ is Ξ-relevant, if any Levi
subgroup of LG∗ containing φ(L) is the Levi-component of a Ξ-relevant parabolic
subgroup of LG∗.
According to Corollary 0.4.8 and the above remark, it is enough to check
this for one smallest Levi subgroup of LG∗ containing φ(L).
Now letM be any Levi subgroup of LG∗ containing φ(L). Given ζ ∈ X∗(Z(Ĝ∗)Γ)
mapping to ζΞ, we are going to construct a canonical element ζM ∈ X∗(Z(M̂∗)Γ)
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which maps to ζ. For this, consider the diagram
X∗(Z(M̂∗)Γ)

// X∗(Z(Ĝ∗)Γ)

X∗(Z(M̂∗sc)
Γ) // X∗(Z(Ĝ∗sc)
Γ)
X∗(π0(Z(M̂
∗
sc)
Γ))
?
OO
)
	
66♠♠♠♠♠♠♠♠♠♠♠♠
By assumption, ζG∗ belongs to the image of the diagonal injection. Thus there
exists a canonical element of X∗(Z(M̂∗sc)
Γ) mapping to ζΞ. Applying Lemma
0.4.10, we see that the top square is cartesian, hence there exists a unique ele-
ment ζM∗ ∈ X∗(Z(M̂∗)Γ) which maps to ζ in X∗(Z(Ĝ∗)Γ) and the the canoni-
cal lift of ζΞ in X∗(Z(M̂∗sc)
Γ).
It is clear form the construction that if M ⊂ M’ are two Levi subgroups of
LG∗ containing φ(L), then the image of ζM∗ underX∗(Z(M̂∗)Γ)→ X∗(Z(M̂∗)Γ)
is equal to ζM .
Lemma 0.4.15. Let M be a Levi subgroup of LG∗ containing φ(L), and let Sφ(M) =
Cent(φ(L), M̂∗). If ρ ∈ Irr(Sφ(M∗)♮) satisfies cc(ρ) = ζM∗ , then ρ belongs to
Irr(Sφ(M)/(Sφ(M) ∩ Sradφ )).
Proof. We know that Sφ(M) = Sφ ∩ M and that S◦φ ∩ M is a Levi subgroup of
S◦φ, in particular connected. Then Sφ(M) ∩ Sradφ is also connected, as it is a Levi
subgroup of Sradφ . Then Sφ(M) ∩ Sradφ = Sφ(M)◦ ∩ Sradφ . We know from Lemma
0.4.13 that Sφ(M)◦Z(M̂∗)Γ = Sφ(M)radZ(M̂∗)Γ. Thus we get
Sφ(M) ∩ Sradφ ⊂ (Sφ(M)radZ(M̂∗)Γ) ∩ Sradφ = Sφ(M)rad(Z(M̂∗)Γ ∩ Sradφ ).
We already know that ρ is trivial on Sφ(M)rad, and is ζM∗ -isotypic on Z(M̂∗)Γ.
Now,
Z(M̂∗)Γ = Z(M̂∗sc)
ΓZ(Ĝ∗)Γ = Z(M̂∗sc)
Γ,◦Z(Ĝ∗)Γ
by Lemma 0.4.10, as well as [Art99, Lemma 1.1] applied to M̂∗sc. SinceZ(M̂
∗
sc)
Γ,◦ ⊂
Sradφ , we see that
(Z(M̂∗sc)
Γ,◦Z(Ĝ∗)Γ) ∩ Sradφ = Z(M̂∗sc)Γ,◦(Z(Ĝ∗)Γ ∩ Sradφ ).
By construction, ζM∗ is trivial on Z(M̂∗sc)
Γ,◦ and restricts to ζ on Z(Ĝ∗)Γ. Since
we are assuming that Irr(S♮φ, ζ) 6= ∅, we know that ζ restricts trivially toZ(Ĝ∗)Γ∩
Sradφ .
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0.4.5 Levi subgroups of linear groups
Let F be a local or a global field, andG∗ = GLN/F . A Levi subgroupM∗ ⊂ G∗
has the form
M∗ =
k∏
i=1
GLNi ,
∑
i
Ni = N.
An equivalence class ΞM : M∗ → M of inner twists breaks up into a product
(Ξi) with
Ξi : GLNi → ResDi/FGLMi
for some division algebras Di/F satisfying [Di : F ]M2i = N
2
i . According to
Corollary 0.4.5, in order for ΞM to come from an equivalence class of inner
twists Ξ : G∗ → G withM ⊂ G a Levi subgroup, it is necessary and sufficient
that the division algebrasDi are all the same.
0.4.6 Levi subgroups of unitary groups
LetF be a local or a global field,E/F a quadratic extension, andG∗ = UE/F (N).
A Levi subgroupM∗ ⊂ G∗ has the form
M∗ = UE/F (N k+1
2
)×
⌊ k2 ⌋∏
i=1
ResE/FGLNi , N k+1
2
+ 2
⌊ k2 ⌋∑
i=1
Ni = N.
Here the terms with index k+12 are understood to appear only if k is odd.
An equivalence class of inner twists ΞM : M∗ → M again breaks up into a
product (Ξi) with
Ξ k+1
2
: UE/F (N k+1
2
)→ U, Ξi : ResE/FGLNi → ResDi/FGLMi ,
where U is a not necessarily quasi-split unitary group, and Di is a division
algebra over E satisfying [Di : E]M2i = N
2
i . We apply again Corollary 0.4.5
to see when ΞM comes from an equivalence class of inner twists Ξ : G∗ → G
with M ⊂ G a Levi subgroup. The first condition is that the classes of all Di
in H2(ΓE ,Gm) coincide, thus all Di are equal to a fixed division algebra D/E.
The second condition is that the class of D belongs to the image of
H2(Γ, UE/F (1))→ H2(Γ,ResE/FGm)→ H2(ΓE ,Gm), (0.4.2)
where the first map is induced by the inclusion UE/F (1) → ResE/FGm and
the second map is the Shapiro isomorphism. The third and final condition is
that, in case k is odd, the composition of the above map with the connecting
homomorphism H1(Γ, UE/F (N)ad) → H2(Γ, UE/F (1)) sends Ξ k+1
2
to the class
ofD.
If F is local, then H2(Γ, UE/F (1)) = 0 and hence D = E. If F is global
then the map (0.4.2) is injective and its image corresponds to those division
algebrasDwhich are split at all places ofE fixed underΓE/F , andwhich satisfy
inv(Dw) = −inv(Dw′) for all pairs (w,w′) of places of E which are conjugate
under ΓE/F .
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0.4.7 The groupW (M∗, G∗) for unitary groups and lifts of its elements
Let F be a local or global field of characteristic zero, E/F a quadratic algebra,
and G∗ = UE/F (N). Thus G∗ is the quasi-split unitary group in N variables
when E/F is a field extension, or G∗ is isomorphic to the general linear group
in N variables over F when E/F is the split quadratic algebra. Recall that G∗
has a distinguished pinning (T ∗, B∗, {Xα}α∈∆(T∗,G∗)).
Let (M∗, P ∗) be a standard parabolic pair – P ∗ is a parabolic subgroup of
G∗ containing B∗, M∗ is a Levi subgroup of P ∗ containing T ∗, and both M∗
and P ∗ are defined over F . We have the decomposition M∗ = M∗+ × M∗−,
M∗+ = M
∗
1 × · · · × M∗k , where M∗i = ResE/F (GL(Ni)), M∗− = UE/F (N−)
and 2
∑
Ni + N− = N . The pinning of G∗ induces a pinning of M∗, namely
(T ∗, B∗ ∩M∗, {Xα}α∈∆(T∗,M∗)).
The relativeWeyl groupW (M∗, G∗) can be identified with a subquotient of
W (T ∗, G∗), namely
N(AM∗ ,W (T
∗, G∗))/Z(AM∗ ,W (T
∗, G∗)),
where AM∗ is the maximal split torus in the center of M∗. Note that the sub-
groupZ(AM∗ ,W (T ∗, G∗)) ofW (T ∗, G∗) is naturally identifiedwithW (T ∗,M∗),
the absolute Weyl group ofM∗. This subquotient comes with a splitting
W (M∗, G∗)→ N(AM∗ ,W (T ∗, G∗)) (0.4.3)
defined to map a given coset of Z(AM∗ ,W (T ∗, G∗)) in N(AM∗ ,W (T ∗, G∗)) to
its unique member that preserves the set of positive roots R(T ∗,M∗ ∩B∗). Via
this splitting we will regard elements ofW (M∗, G∗) as elements ofW (T ∗, G∗)
without change in notation.
Furthermore, there are two splittings of the quotientW (T ∗, G∗) = N(T ∗, G∗)/T ∗.
The first one is the traditional splitting for the group G∗(F ) ∼= GLN (F ), given
by permutation matrices. We denote it by w 7→ ŵ. It is multiplicative, but
not Γ-equivariant unless E/F is split. The second one is the one studied by
Langlands-Shelstad in [LS87, §2.1]. We denote it by w 7→ w˜. It is Γ-equivariant,
but not multiplicative. The relationship between ŵ and w˜ is easily described.
Lemma 0.4.16. Ifw ∈W (T ∗, G∗) belongs to the image of (0.4.3), the element ŵ·w˜−1
belongs to Z(M∗) and is of order 2.
Proof. Certainly ŵ · w˜−1 belongs to T ∗. According to [Kal12, Prop 6.2.1], it is
given by
tw :=
∏
α∈R(T∗,G∗)
α>0
w−1α<0
yα(−1)
where xα, yα ∈ X∗(T ∗) are the unique members of the standard basis such that
α∨ = xα − yα. If w belongs to the image of (0.4.3) and if xα − yα is the coroot
of a root belonging to the index set of the above product, then so is xα − uyα
for all u ∈ W (T ∗,M∗). Hence t ∈ T ∗ is fixed under the action of W (T ∗,M∗)
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and, M∗ × F being the product of general linear groups, this is equivalent to
t ∈ Z(M∗).
We see in particular that the automorphisms of M∗ given by conjugation
by ŵ and w˜ coincide. The groupW (M∗, G∗) is a finite algebraic group defined
over F and via the map w 7→ ŵ, the groupW (M∗, G∗)(F ) acts onM∗ by auto-
morphisms over F . This action can be described as follows. There is a natural
isomorphismW (M∗, G∗)(F ) ∼= (Z/2Z)k⋊S with S ⊂ Sk, corresponding to the
decomposition M∗ = M∗1 × · · · ×M∗k ×M∗−. The subgroup S ⊂ Sk is defined
by S = {σ ∈ Sk|∀i = 1, . . . , k : dimM∗i = dimM∗σ(i)}. The i-th basis vector
(0, . . . , 0, 1, 0, . . . , 0) of (Z/2Z)k acts onM∗ by the pinned outer automorphism
onM∗i and the identity on the other factors, and σ ∈ S acts by permutation of
the factorsM∗1 , . . . ,M
∗
k .
The element tw = ŵ · w˜−1 is not multiplicative in w. However, it does
exhibit certainmultiplicativity that will be useful for later. Namely, decompose
tw = tw,+ × tw,− according to the decompositionM =M+ ×M−.
Lemma 0.4.17. The mapW (M∗, G∗)(F )→ Z(M∗−) given by w 7→ tw,− is a group
homomorphism.
Proof. Let us writeM =M1× · · ·×Mk×M− and identifyW (M∗, G∗)(F )with
(Z/2Z)k ⋊ S, with S ⊂ Sk. The formula for tw given in the proof of Lemma
0.4.16 implies that tei,− = (−1)Ni for ei ∈ (Z/2Z)k the i-th standard basis
vector, and ts,− = 1 for s ∈ S. The claim follows.
We remark that this lemma can be used equally well for the dual group Ĝ∗
and its Levi subgroup M̂∗, withW (M∗, G∗)(F ) replaced byW (M̂∗, Ĝ∗)Γ. The
proof is the same.
0.4.8 Extended pure inner twists for Levi subgroups of unitary groups
If Ξ : G∗ → G is an equivalence class of extended pure inner twists and
(M∗, P ∗) and (M,P ) are parabolic pairs whose conjugacy classes are identi-
fied by Ξ, then the set ΞM = {(ξ, z) ∈ Ξ|ξ(M∗, P ∗) = (M,P )} is an equivalence
class of extended pure inner twistsM∗ →M .
Lemma 0.4.18. Assume that F is local, Ξ : G∗ → G is an equivalence class of
extended pure inner twists, and (M,P ) is a parabolic pair of G corresponding to
(M∗, P ∗). There exists an element (ξ, z) ∈ Ξ such that ξ(M∗, P ∗) = (M,P ) and z
commutes with w˜ for all w ∈W (M∗, G∗).
Proof. Consider first the case when G∗ is linear. Then we have the product
decomposition M∗ ∼= M∗1 × · · · ×M∗k with M∗i = GLNi and N =
∑
Ni. Let
h ∈ H1G∗−bsc(E ,M∗) be the class of ΞM and decompose it h = h1 × · · · × hk
accordingly. The Newton point of all hi is the same. The usual twisting ar-
gument, coupled with the generalized Hilbert theorem 90 [KMRT98, Theorem
29.2] implies that all fibers of the Newton mapH1bsc(E ,M∗i )→ HomF (DF ,Gm)
are trivial. Thus, for i, j with Ni = Nj the classes hi and hj in H1bsc(E ,M∗i ) =
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H1bsc(E ,M∗j ) are equal. This allows us to choose a representative z = z1×· · ·×zk
of h such that for any i, j with Ni = Nj we have zi = zj . Since w˜ acts by per-
muting the factorsM∗i , the statement follows.
Now consider the case whenG∗ is unitary and let again h ∈ H1G∗−bsc(E ,M∗)
be the class of ΞM . SinceDF is split and Z(G∗) is anisotropic, the Newton point
of h is trivial, and thus h ∈ H1(Γ,M∗). We have the product decomposition
M∗ ∼=M∗1 × · · · ×M∗k ×M∗−, withM∗i = ResE/F (GLNi),M∗− = UE/F (N−), and
N = 2
∑
Ni+N−. Decomposing h = h1×· · ·×hk×h− accordingly, we see that
all hi are trivial. Thus we may choose a representative z = z1 × · · · × zk × z−
with zi = 1. Since w˜ fixesM∗− pointwise, the statement follows.
Lemma 0.4.19. Assume that F is global, Ξ : G∗ → G is an equivalence class of inner
twists, and (M,P ) is a parabolic pair ofG corresponding to (M∗, P ∗). There exists an
element ξ ∈ Ξ such that ξ(M∗, P ∗) = (M,P ) and an element z ∈ Z1G∗−bsc(E ,M∗)
that commutes with w˜ for all w ∈ W (M∗, G∗), such that (ξ, z) is an extended pure
inner twist.
Proof. Let ξ ∈ Ξ be an arbitrary inner twist satisfying ξ(M∗, P ∗) = (M,P ), let
h ∈ H1(Γ,M∗/Z(G∗)) be the class of the 1-cocycle zσ = ξ−1σ(ξ). Decompose
M∗ ∼= M∗1 × · · · ×M∗k ×M∗−, with M∗i = ResE/F (GLNi), M∗− = UE/F (N−),
and N = 2
∑
Ni + N−. We will produce a class H ∈ H1G∗−bsc(E , UE/F (N1) ×
· · ·×UE/F (Nk)×UE/F (N−))whose image inH1G∗−bsc(E ,M∗) lifts h andwhich,
when written asH = H1×· · ·×Hk×H−, satisfiesHi = Hj wheneverNi = Nj .
Any 1-cocycle representingH will then have the property of being fixed by all
Langlands-Shelstad lifts of elements ofW (M∗, G∗)Γ.
We begin the construction. Let h¯ be the image of h in H1(Γ,M∗/Z(M∗)),
which we can write as h¯ = h¯1×· · ·× h¯k× h¯− according to the decomposition of
M∗. We have Z(M∗i ) = ResE/FGm andZ(M
∗
−) = UE/F (1), and the embedding
of Z(G∗) = UE/F (1) into Z(M∗) = (ResE/FGm)k × UE/F (1) is the diagonal
embedding. According to Equation (0.4.1) and Corollary 0.4.5, the images of h¯i
inH2(Γ,ResE/F (Gm)) coincide and belong to the subsetH2(Γ, UE/F (1)). Since
the map H1(Γ,M∗i /Z(M
∗
i )) → H2(Γ, Z(M∗i )) is injective by the generalized
Hilbert theorem 90 [KMRT98, Theorem 29.2], this means in particular that for
any i, j with Ni = Nj the classes h¯i and h¯j are equal. Applying Lemma 0.4.20
below we obtain a lift h¯′i ∈ H1(Γ, UE/F (Ni)/UE/F (1)) for each h¯i which we
may moreover choose so that h¯′i = h¯
′
j whenever Ni = Nj . By construction, all
classes h¯′i have the same image in H
2(Γ, UE/F (1)) and this image also equals
the image of h¯−. Thus, the element h¯′1 × · · · × h¯′k × h¯− of
H1
(
Γ,
UE/F (N1)
UE/F (1)
× · · · × UE/F (Nk)
UE/F (1)
× UE/F (N−)
UE/F (1)
)
lifts to an element h′ of
H1
(
Γ,
UE/F (N1)× · · · × UE/F (Nk)× UE/F (N−)
UE/F (1)
)
.
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The image of h′ in H2(Γ, UE/F (1)) = H2(Γ, Z(G∗)) equals the image of h
there. This, together with the injectivity of the maps H1(Γ,M∗/Z(G∗)) →
H1(Γ,M∗/Z(M∗)) and H1(Γ,M∗i /Z(M
∗
i )) → H2(Γ, Z(M∗i )), which is part of
diagram (0.4.1) and follows from Lemma 0.4.4, implies that the image of h′
under
H1
(
Γ,
UE/F (N1)× · · · × UE/F (Nk)× UE/F (N−)
UE/F (1)
)
→ H1
(
Γ,
M∗
Z(G∗)
)
equals h. Using [Kot14, Prop. 10.4]we now find a classH ′ ∈ H1bsc(E , UE/F (N1)×
· · · × UE/F (Nk) × UE/F (N−)) that lifts h′. The Newton point of this element
necessarily belongs to the diagonally embedded copy ofUE/F (1), hence the im-
age ofH ′ inH1bsc(E ,M∗) actually belongs toH1G∗−bsc(E ,M∗) and will be called
H . By construction, the image of H in H1(Γ,M∗/Z(G∗)) equals h. Moreover,
H has a representative z which is valued in the subgroup UE/F (N1) × · · · ×
UE/F (Nk)×UE/F (N−) ofM∗ and if we write it as z = (z1, . . . , zk, z−), then for
all Ni = Nj we have zi = zj . But this implies that z is fixed by all Langlands-
Shelstad lifts of elements ofW (M∗, G∗)Γ.
Lemma 0.4.20. LetE/F be a separable extension of fields and letR = ResE/F (GL(N)).
Let θ be the pinned automorphism ofR whose group of fixed points isG∗ = UE/F (N).
The image of H1(Γ, G∗/Z(G∗)) in H1(Γ, R/Z(R)) coincides with the preimage of
H2(Γ, Z(G∗)) seen as a subset ofH2(Γ, Z(R)).
Proof. The image of H1(Γ, G∗/Z(G∗)) in H1(Γ, R/Z(R)) clearly maps into the
image of H2(Γ, Z(G∗)) in H2(Γ, Z(R)) by functoriality of the long exact coho-
mology sequence. We turn to the converse inclusion.
According to the generalized Hilbert theorem 90 [KMRT98, Theorem 29.2],
the maps H1(Γ, R/Z(R)) → H2(Γ, Z(R)) and H2(Γ, Z(G∗)) → H2(Γ, Z(R))
are injective. Let h ∈ H1(Γ, R/Z(R)) have image x ∈ H2(Γ, Z(R)) and assume
x ∈ H2(Γ, Z(G∗)). We want to find a lift h′ ∈ H1(Γ, G∗/Z(G∗)) of h. The norm
map Z(R)→ Gm induces a map H2(Γ, Z(R))→ H2(Γ,Gm), which, under the
Shapiro isomorphism H2(Γ, Z(R)) ∼= H2(ΓE ,Gm) becomes identified with the
corestriction map H2(ΓE ,Gm) → H2(Γ,Gm). The element x lies in the kernel
of this map, which implies via [KMRT98, Theorem 3.1] that the central simple
algebra A/E corresponding to x admits an involution τ of the second kind.
The corresponding unitary group U(A, τ) (see [KMRT98, §23.A]) is an inner
form of G∗ and corresponds to a class h′ ∈ H1(Γ, G∗/Z(G∗)). The image of h′
inH2(Γ, Z(R)) ∼= H2(ΓE ,Gm) corresponds to the central simple algebraA and
thus equals x. We conclude that the image of h′ inH1(Γ, R/Z(R)) equals h.
1 CHAPTER 1: PARAMETERS AND THE MAIN THEOREMS
1.1 Endoscopic data
In this section we introduce endoscopic data that are relevant for studying the
representations of unitary groups. There are two kinds of endoscopic data: one
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for (not necessarily quasi-split) unitary groups and the other for a twisted form
of GL(N). Though the latter already enters the very definition of parameters
for unitary groups in a way, we will be mainly concerned with the former in
this paper. One reason is that we never have to work directly with the twisted
trace formula for GL(N) as long as we are willing to accept various results in
the quasi-split case (in which the twisted formula is indispensable).
1.1.1 Endoscopic triples
We recall some general definitions of endoscopic data from [LS87, 1.2] and
[KS99, 2.1] taking into a simplification that the group H can be taken to be
the L-group of H in all cases of our concern. Let F be a local or global field.
Consider a pair (G∗, θ∗) consisting of a connected quasi-split reductive group
G∗ over F , equipped with a fixed Γ-invariant pinning, and a pinned automor-
phism θ∗ of G∗. As explained in [KS99, 1.2] we have an automorphism θ̂ of Ĝ∗
andmay assume that θ̂ preserves a Γ-pinning for Ĝ∗, the latter being fixed once
and for all. Set Lθ := θ̂⋊ idWF , an automorphism of
LG∗. An (extended) endo-
scopic triple is a triple (H, s, η), where H is a connected quasi-split reductive
group over F , s ∈ Ĝ∗, and η : LH → LG∗ is an L-morphism such that
• Int(s)◦θ̂ preserves a pair of a Borel subgroup and amaximal torus therein
in Ĝ∗, and Int(s) ◦ Lθ ◦ η = η.
• η(Ĥ) is the connected component of the subgroup of Int(s) ◦ θ̂-fixed ele-
ments in Ĝ∗.
We say that (H, s, η) is elliptic if η(Z(Ĥ)Γ)0 ⊂ Z(Ĝ∗). In case θ = id an en-
doscopic triple is often said to be ordinary. If (H, s, η) is an endoscopic triple
then by considering (H, LH, s, η), it can be viewed as an endoscopic datum in
the sense of [KS99, 2.1]. In general, not all endoscopic data arise in this way.
In the cases needed for this volume however, all endoscopic data do arise in
this way and we find it more convenient to work with the notion of (extended)
endoscopic triples.
We also need to define three notions of isomorphism between endoscopic
triples. A strict isomorphism (resp. weak isomorphism, resp. isomorphism)
is (H, s, η) → (H ′, s′, η′) is an element g ∈ Ĝ∗ such that gη(LH)g−1 = η′(LH ′)
and gsθ̂(g)−1 = s′ (resp. gsθ̂(g)−1 = s′ modulo Z(Ĝ∗)Γ, resp. gsθ̂(g)−1 = s′
modulo Z(Ĝ∗)). The definition of isomorphism is the same as in [KS99, (2.1.5),
(2.1.6)] but sometimes too loose for our purposes; that is why we introduce
stricter versions. Clearly η(h) for each h ∈ Ĥ is an automorphism of (H, s, η).
Define the outer automorphism group
OutG∗⋊θ∗((H, s, η)) := Aut((H, s, η))/η(Ĥ),
using strict automorphisms. LikewiseOutwG∗⋊θ∗((H, s, η)) andOutG∗⋊θ∗((H, s, η))
are defined by means of weak automorphisms and automorphisms, respec-
35
tively.
Finally when (G, θ) is an inner form of (G∗, θ∗) then the notion of endo-
scopic triple for G is the same as that for G∗. In this paper we prefer to use the
notation
e = (Ge, se, ηe)
to denote an endoscopic triple or a twisted endoscopic triple, instead of (H, s, η).
We write E(G⋊ θ) (resp. Ew(G⋊ θ), resp. E(G⋊ θ)) for the set of strict isomor-
phism classes (resp. weak isomorphism classes, resp. isomorphism classes) of
all endoscopic triples. The corresponding subsets of elliptic endoscopic triples
will be denoted E(G ⋊ θ), Ewell(G ⋊ θ), and Eell(G ⋊ θ). It will be convenient to
work with a set of representatives for the isomorphism classes, cf. §1.1.4 be-
low. If θ = id then simply write E(G), Eell(G), etc. In general we should have
used endoscopic data in the definition, but this does no harm to us since all
endoscopic data are represented by endoscopic triples in all cases we consider.
1.1.2 Normalization of transfer factors
An important ingredient in the stabilization of the Arthur-Selberg trace for-
mula is the transfer factor, defined for ordinary endoscopy in [LS87] and for
twisted endoscopy in [KS99]. Given an endoscopic triple e for a connected re-
ductive (possibly twisted) groupG defined over a local field F , these references
provide a canonical relative transfer factor. For the purposes of the stabilization,
we need an absolute transfer factor. While in some cases one can work with an
arbitrary choice of absolute transfer factor, in order to extract the necessary
information from the spectral side of the trace formula, one needs to fix a spe-
cific normalization that has the right properties. We will do this now in the
case of ordinary endoscopy, as well as in a simple case of twisted endoscopy,
which will be used for the normalization of intertwining operators. In fact, the
simple case of twisted endoscopy that we need is a generalization of ordinary
endoscopy, so we will present our arguments in this case.
Let F be a local field. Before we begin with the construction, we remind
the reader that there are two different normalizations of the relative transfer
factor for twisted endoscopy. These are explained in [KS12, §5], where they
are called ∆D and ∆′. The factor ∆D is compatible with the normalization
of the local Artin reciprocity map F× → W abF used by Deligne, which sends
a uniformizing element to the inverse of the Frobenius automorphism, while
the factor ∆′ is compatible with the normalization which sends a uniformiz-
ing element to the Frobenius automorphism. The absolute transfer factor we
will define will correspond to the relative transfer factor ∆′ and will thus be
compatible with the classical normalization of the reciprocity map, and so also
with the classical Langlands correspondence for tori [Lan97]. We will however
use the symbol∆ to denote this absolute transfer factor, and not∆′. The reader
should be warned that the symbol ∆ is used in [KS12] to denote yet another
As usual the overline notation indicates that something is taken modulo the center of the dual
group.
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normalization of the relative transfer factor, which is available for ordinary, but
not for twisted, endoscopy, and which follows the conventions of [LS87]. The
difference between the relative factor ∆ of [LS87] and the relative factor ∆′ of
[KS12] is easy to explain: One obtains ∆ from ∆′ by replacing the endoscopic
element s with its inverse s−1. Despite our notation, our absolute transfer fac-
tor ∆ will be compatible with the relative factor∆′ of [KS12], and not with the
relative factor∆. This choice of normalization was made for multiple reasons,
an important one being that the internal structure of L-packets it leads to is
compatible with the formulations of the local Langlands conjectures of [Vog93]
and [GGP12]. It will however lead to the occasional appearance of an inverse
in some formulas.
The construction of the transfer factor will involve the cohomology of com-
plexes of tori of length two. When dealing with pure inner twists, it will be
enough to consider Galois cohomology and all we need has already been de-
veloped in the appendices to [KS99]. When dealing with extended pure inner
twists, we have to use themore general cohomologyB(F,−)bsc defined byKot-
twitz in [Kot14] and discussed in Section 0.3.1. More precisely, we will need the
following.
• Let T → S be a complex of length 2 of tori defined over a local field
F . We have the cohomology group B(F, T → S). This group is func-
torial in T → S and fits into the two long exact sequences of hyper-
cohomology described in [KS99, §A.1]. There is a natural embedding
H1(F, T → S)→ B(F, T → S). Each element of B(F, T → S) provides a
character ofH1(WF , Ŝ → T̂ ). If the element happens to belong to the sub-
group H1(F, T → S), this character coincides with the one constructed
in [KS99, §A].
• Let T → S be a complex of length 2 of tori defined over a global field F .
We have the cohomology group B(A/F, T → S). This group is func-
torial in T → S and fits into the two long exact sequences of hyper-
cohomology described in [KS99, §A.1]. There is a natural embedding
H1(A/F, T → S) → B(A/F, T → S). Each element of B(A/F, T → S)
provides a character of H1(WF , Ŝ → T̂ ). If the element happens to be-
long to the subgroup H1(A/F, T → S), this character coincides with the
one constructed in [KS99, §C].
• There is a natural map B(Fv, T → S) → B(A/F, T → S) for each place
v of F . This map is dual to the restriction map H1(WF , Ŝ → T̂ ) →
H1(WFv , Ŝ → T̂ ).
When F is a p-adic field, these results were obtained in [Kot97, §9,10,11].
In general they will be established in [KMSa]. For now, we will take them
for granted. We emphasize again that in the case of pure inner twists, the
cohomology groups H1(F, T → S) and H1(A/F, T → S) are sufficient and
the results we need have already been established in [KS99].
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We now proceed to construct the transfer factor. Let G∗ a quasi-split con-
nected reductive group defined over F and endowed with a pinning, and let
θ∗ be an automorphism preserving that pinning. We assume that Z(G∗) is
connected. Let further ψF : F → C× be a non-trivial additive character. It
determines, together with the pinning of G∗, a Whittaker datum for G∗, see
[KS99, §5.3]. Let (ξ, z) : G∗ → G be an extended pure inner twist. We assume
that θ∗(z) = z and set θ = ξ ◦ θ∗ ◦ ξ−1. This is an automorphism of G defined
over F . Not all twisted groups (G, θ) arise in this way, but those are the ones
that will be relevant for us. Luckily, normalizing twisted transfer factors for
these special twisted groups is very similar to normalizing non-twisted trans-
fer factors.
Let e be an endoscopic triple for (G, θ). Let δ ∈ G(F ) be θ-strongly regular
and θ-semi-simple and let γ ∈ Ge(F ). Assume that γ is a norm of δ. Following
[KS99, §5.3] and [KS12, §5.4] we are going to define the absolute transfer factor
∆[e, ξ, z](γ, δ)
as a product
ǫ(
1
2
, V, ψF )∆
new
I (γ, δ)
−1∆II(γ, δ)∆III(γ, δ)
−1∆IV (γ, δ).
The first factor is the Artin ǫ-factor, normalized according to Langlands’ nota-
tion, for the virtual representation V = X∗(T ∗)θ
∗ ⊗ C − X∗(T e) ⊗ C, where
T ∗ and T e are minimal Levi subgroups of G∗ and Ge. The definitions of ∆II
and ∆IV are given in [KS99, §4.3,§4.5]. The definition of ∆newI is given in
[KS12, §3.4]. We will use these definitions without modification. It is the factor
∆III that we must define. A definition of ∆III(γ, δ) is given in [KS99, §5.3]
under the assumption (ξ, z) = (id, 1), while a definition of a relative factor
∆III(γ, δ, γ
′, δ′) is given in [KS99, §4.4] for general ξ. We will now define a fac-
tor ∆III(γ, δ) adapted to the extended pure inner twist (ξ, z) by extending the
arguments in [KS99, §4.4].
We let S′ ⊂ Ge be the centralizer of γ, a maximal torus ofGe. Choose an ad-
missible isomorphism S′ → S∗θ∗ , where (S∗, C∗) is a Borel pair of G∗ invariant
under θ∗ with S∗ defined over F . The assumption that γ is a norm of δ ensures
the existence of g ∈ G∗ and δ∗ ∈ S∗ such that the image of δ∗ in S∗θ∗ equals the
image of γ under S′ → S∗θ∗ and moreover δ = ξ(g−1δ∗θ∗(g)). Let K/F be an
finite Galois extension such that the element z ∈ B(F,G∗)bsc has a representa-
tive in Z1bsc(E(K/F ), G∗(K)) and such that g ∈ G∗(K). We use the same letter
z to denote this representative. For each e ∈ E(K/F ), let v(e) = gz(e)σe(g−1),
where σe ∈ ΓK/F is the image of e. The argument of [KS99, Lemma 4.4.A]
shows that (v(e)−1, δ∗) provides an element ofZ1bsc(E(K/F ), S∗(K) 1−θ
∗−→ S∗(K)).
Notice that the restriction of v to the subgroup DK/F ⊂ E(K/F ) is equal to the
restriction of z, both of them taking values in Z(G∗). In particular, v isG∗-basic.
On the other hand, the χ-data chosen for the construction of ∆ provides,
as described in [KS99, §4.4], an L-embedding LS′ → LGe, which composed
38
with ηe gives an L-embedding f : LS′ → LG. The same χ-data provides an L-
embedding L(S∗θ∗)→ LG. We compose this embedding with the isomorphism
LS′ → LS∗θ∗ dual to the chosen admissible isomorphism S′ → S∗θ∗ and obtain a
second embedding g : LS′ → LG. We then have f(x⋊w) = g(aS(w) ·x⋊w) for
any x⋊w ∈ Ŝ′⋊WF = LS′, and suitable aS(w) ∈ Ŝ. The dual of the admissible
isomorphism S′ → S∗θ∗ is a composition of Ŝ′ → T̂ θ̂ and T̂ → Ŝ∗, and via the
latter map we can view se as an element of Ŝ∗. A direct calculation shows that
(a−1S , s
e) is an element of Z1(WF , Ŝ∗
1−θ̂∗−→ Ŝ∗).
We define ∆III(γ, δ) to be the pairing of these two objects with respect to
the pairing between B(F, S∗ → S∗) and H1(WF , Ŝ∗ → Ŝ∗) discussed above.
This concludes the construction of ∆[e, ξ, z]. As a first step, we need to check
that this construction actually gives a transfer factor.
Proposition 1.1.1. Let γ1, γ2 ∈ Ge(F ) be norms of strongly θ-regular θ-semi-simple
elements δ1, δ2 ∈ G(F ). Then
∆[e, ξ, z](γ1, δ1)
∆[e, ξ, z](γ2, δ2)
= ∆′(γ1, δ1; γ2, δ2),
where the right hand side is the canonical relative transfer factor of [KS12, §5.4].
Proof. The proof of this proposition is very similar to that of Proposition 2.3.1
in [Kal14b]. We give the details for the sake of completeness. By construction
one sees immediately that the equality to be proved is equivalent to
∆III(γ1, δ1)
∆III(γ2, δ2)
= ∆III(γ1, δ1; γ2, δ2),
where the factors on the left are the ones just constructed, while the factor on
the right is the one constructed in [KS99, §4.4]. Let (vi(σ)−1, δ∗i ) for i = 1, 2 be
the two elements of Z1G∗−bsc(E(K/F ), S∗i (K) 1−θ
∗−→ S∗i (K)) constructed above
for the two pairs γi, δi, and let (a−1Si , s
e
i) be the two corresponding elements of
Z1(WF , Ŝ
∗
i
1−θ̂−→ Ŝ∗i ). We can interpret the left hand side of our equality as the
pairing of
V12 := ((v
−1
1 , δ
∗
1), (v
−1
2 , δ
∗
2)
−1) ∈ Z1alg(E(K/F ), [S∗1 × S∗2 ](K)→ [S∗1 × S∗2 ](K))
with the element
A12 := ((a
−1
S1
, se1), (a
−1
S2
, se2)) ∈ Z1(WF , Ŝ∗1 × Ŝ∗2 → Ŝ∗1 × Ŝ∗2 ).
On the other hand, the right hand side is given by the pairing of an element
V ∈ H1(Γ, U → S∗12)with an element A ∈ H1(WF , Ŝ∗12 → Û), both constructed
in [KS99, §4.4]. Our task is to show that the two pairings give the same result.
While doing so, we will recall the necessary notation from [KS99].
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We consider the torus S∗12 := S
∗
1 ×S∗2/Z(G∗), with Z(G∗) embedded via the
map z 7→ (z, z−1). The quotient map S∗1 × S∗2 → S∗12 extends to a map of com-
plexes of tori, under which we may map the element V12 to obtain an element
V ′12 ∈ Z1alg(E(K/F ), S∗12(K) → S∗12(K)). Recalling that the restrictions of v1
and v2 to DK/F are both equal to the restriction of z, we see that the restriction
of V12 to DK/F factors through the embedding of Z(G∗) into S∗1 × S∗2 whose
cokernel is S∗12. This shows that V
′
12 is trivial on DK/F and thus belongs to the
subgroup Z1(ΓK/F , S∗12(K) → S∗12(K)) of Z1alg(E(K/F ), S∗12(K) → S∗12(K)).
Now recall that U = S∗1,sc × S∗2,sc/Z(G∗sc). We claim that the image of V under
the obvious map [U → S∗12] → [S∗12 → S∗12] equals the class of V ′12. This will be
obvious once we recall the construction of V. Indeed, V is represented by the
cocycle (V (σ), D), where V (σ) = (v1,KS(σ)−1, v2,KS(σ)) and D = (δ∗1 , δ
∗,−1
2 ).
The 1-cochains vi,KS ∈ C1(Γ, S∗i ) are given by vi,KS(σ) = giu(σ)σ(g−1i ), where
δi = ξ(g
−1
i δ
∗
i θ
∗(gi)) and u(σ) ∈ C1(ΓK/F , G∗sc(K)) lifts the 1-cocycle ξ−1σ(ξ).
For each e ∈ E(K/F ), the images of u(σe) and z(e) in G∗ad(K) are equal, where
again σe ∈ ΓK/F is the image of e under the natural map E(K/F ) → ΓK/F .
Hence there exists a 1-cochain x ∈ C1(E(K/F ), Z(G∗)) with z(e) = u¯(σe)x(e),
where u¯ is the composition of u with the natural map G∗sc(K)→ G∗(K). From
this one sees that the image of (V (σ), D) in Z1(ΓK/F , S∗12(K) → S∗12(K)) is
equal to V12.
To complete the proof we need to produce an element of H1(WF , Ŝ∗12 →
Ŝ∗12) which simultaneously maps to A ∈ H1(WF , Ŝ∗12 → Û) and to the class
of A12 in H1(WF , Ŝ∗1 × Ŝ∗2 → Ŝ∗1 × Ŝ∗2 ). This can be done as follows. For the
construction of the transfer factor we have chosen admissible isomorphisms
S∗i → T̂ . We now use them to identify Ŝ∗1 and Ŝ∗2 with T̂ . Recalling that by
assumption Z(G∗) is connected, one checks that the torus Ŝ∗12 dual to S
∗
12 is
equal to the subgroup of Ŝ∗1×Ŝ∗2 consisting of those pairs (a, b) for which ab−1 ∈
T̂der. By construction, the elements sei ∈ Ŝ∗i are both identified with the element
se ∈ T̂ , so the pair (se1, se2) belongs to the subgroup Ŝ∗12 of Ŝ∗1 × Ŝ∗2 . On the other
hand, it is argued in the proof of [KS99, Lemma 4.4.B] that for each w ∈ WF
the quotient aS2(w)/aS1(w) belongs to Ŝ
∗
2,der. Thus again, the pair (a
−1
S1
, a−1S2 )
takes values in the subgroup Ŝ∗12 of Ŝ
∗
1 × Ŝ∗2 . We have thus seen that A12 ∈
Z1(WF , Ŝ
∗
12 → Ŝ∗12). The fact that its image in Z1(WF , Ŝ∗12 → Û) represents A
follows by inspecting the construction of A given just before the statement of
[KS99, Lemma 4.4.B].
Wewill now study some basic equivariance properties of the factor∆[e, ξ, z].
On the one hand, given x ∈ Z(Ĝ∗)Γ, we can consider the endoscopic triple
xe = (Ge, xse, ηe). On the other hand, given y ∈ Z1alg(E , Z(G∗)θ
∗,◦), we may
consider the inner twist (ξ, yz), which is of the same special type as (ξ, z). In
order to study how ∆[e, ξ, z] would change if we replace e by xe or (ξ, z) by
(ξ, yz), we recall that Kottwitz’s map (0.3.1) provides a pairing between the set
B(F,G∗)bsc and the group Z(Ĝ∗)Γ, as well as between the set B(F,Z(G∗)θ
∗,◦)
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and the group [Ĝ∗/Ĝ∗der]
Γ
θ̂,free
, which is the set of Γ-fixed points in the torsion-
free quotient of the θ̂-coinvariants of Ĝ∗/Ĝ∗der. We denote both of these pairings
by 〈·, ·〉.
Lemma 1.1.2. Let s¯e denote the image of se in [Ĝ∗/Ĝ∗der]θ̂,free. Then s¯
e is Γ-fixed and
we have
∆[xe, ξ, z] = 〈z, x〉∆[e, ξ, z]
and
∆[e, ξ, yz] = 〈y, s¯e〉∆[e, ξ, z].
Proof. That s¯e is Γ-fixed follows immediately from the definition of endoscopic
triple given in Section 1.1.1. Replacing e by xemultiplies the element
(a−1S , s
e) ∈ Z1(WF , Ŝ∗ 1−θ̂
∗−→ Ŝ∗)
by (1, x) and hence the factor∆III getsmultiplied by 〈(v(e)−1, δ∗), (1, x)〉. Since
(1, x) is the image of x ∈ H1(WF , 1→ Z(Ĝ∗)) under the map induced by
[1→ Z(Ĝ∗)]→ [Ŝ∗ 1−θ̂∗−→ Ŝ∗]
we may map (v(e)−1, δ∗) under the dual map
[S∗
1−θ∗−→ S∗]→ [G∗ → 1].
The image of (v(e)−1, δ∗) in B(F,G∗)bsc is by construction equal to z−1 and
thus ∆III is multiplied by 〈z, x〉−1.
Replacing z by yz multiplies the element
(v(e)−1, δ∗) ∈ Z1alg(E , S∗ 1−θ
∗−→ S∗)
by (y−1, 1) and hence the factor∆III is multiplied by 〈(y−1, 1), (a−1S , se)〉. Since
(y−1, 1) is the image of y−1 ∈ Z1alg(E , Z(G∗)θ
∗,◦), we may map (a−1S , s
e) under
the natural map induced by
[Ŝ∗
1−θ̂∗−→ Ŝ∗]→ [1→ (Ĝ∗/Ĝ∗der)θ∗,free]
to obtain the element s¯e ∈ [Ĝ∗/Ĝ∗der]Γθ∗,free. Thus ∆III gets multiplied by
〈y−1, se〉.
Since∆III contributes to∆[e, ξ, z] via its inverse, the proof is complete.
We now consider the global situation. Let F be a global field and as be-
fore we chose an extension to F for each place v of F , thereby identifying
the absolute Galois group of Fv with the decomposition group Γv . We as-
sume that (ξ, z) : G∗ → G is an extended pure inner twist and e is an ex-
tended endoscopic triple, but now all defined over the global field F . Further-
more, we assume given a Γ-invariant pinning ofG∗ and a non-trivial character
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ψF : A/F→ C×. At each place v we obtain the corresponding local objects de-
fined over Fv . Given γ ∈ Ge(A) a norm of a θ-strongly regular θ-semi-simple
element δ ∈ G(A), we define
∆A[e, ξ](γ, δ) :=
∏
v
∆[e, ξv, zv](γv, δv)
Almost all terms in the product are equal to 1, so the product is well-defined.
Furthermore, the product is independent of z. This follows from Lemma 1.1.2
and the exact sequence (0.3.3).
Proposition 1.1.3. The factor ∆A[e, ξ] coincides with the inverse of the canonical
adelic transfer factor defined in [KS99, §7.3].
Proof. Let∆A,KS denote the canonical adelic transfer factor of [KS99, §7.3]. It is
defined under the assumption that there exists γ0 ∈ Ge(F ) which is a norm of
a θ-strongly regular, θ-semi-simple element δ0 ∈ G(A). Under this assumption,
for any γ1 ∈ Ge(A) and δ1 ∈ G(A) with the same properties, the defining
equation is
∆A,KS(γ1, δ1) = ∆
′
A(γ1, δ1; γ0, δ0)
−1〈obs(δ0), κ0〉.
Here the first factor on the right is the canonical relative adelic transfer factor
and the second factor will be recalled in a moment. Given Proposition 1.1.1, in
order to prove
∆A[e, ξ](γ1, δ1) = ∆A,KS(γ1, δ1)
−1
it will be enough to show
∆A[e, ξ](γ0, δ0) = 〈obs(δ0), κ0〉−1.
For this, we let S′ ⊂ Ge be the centralizer of γ0, a maximal torus defined over F .
We choose an admissible isomorphism S′ → S∗θ∗ , where S∗ ⊂ G∗ is a θ∗-stable
maximal torus defined over F and contained in a θ∗-stable Borel subgroup
defined over F . Choosing a-data andχ-data globally, the argument in the proof
of [KS99, Lemma 7.3.A] shows that the adelic versions of ∆newI , ∆II and ∆IV
are all equal to 1. We thus have to show that the adelic version of our factor
∆III(γ0, δ0) is equal to 〈obs(δ0), κ0〉. For this we must recall the definitions of
obs(δ0) and of κ0. The construction of obs(δ0) is the subject of [KS99, §6.3]. By
assumption there exists δ∗ ∈ S∗(A) and g ∈ Gsc(A) such that the image of δ∗
in S∗θ∗ is equal to the image of γ under the admissible isomorphism S
′ → S∗θ∗ ,
and such that δ∗ = gξ−1(δ)θ∗(g−1). As in the local case, one defines vKS(σ) =
gu(σ)σ(g−1). Recall that u ∈ C1(Γ, G∗sc) lifts ξ−1σ(ξ) ∈ Z1(Γ, G∗ad). Then
(vKS(σ)
−1, δ∗) ∈ Z1
(
Γ,
S∗sc(A)
S∗sc(F )
1−θ∗−→ S
∗(A)
S∗(F )
)
.
The class of this cocycle is called obs(δ0). It is seen to belong to the subgroup
H1(A/F, S∗sc → V ) of H1(A/F, S∗sc → S∗), where V is the kernel of the natural
projection S∗ → S∗θ∗ .
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Now let K/F be a large Galois extension for which g ∈ G∗sc(AK) and z has
a representative in Z1alg(E(K/F ), G∗(K)). Consider v(e) = gz(e)σe(g−1) for
e ∈ E(K/F ). This is an element of S∗(AK) and for any d ∈ DK/F , we have
v(de) = gz(d)z(e)σe(g
−1) with z(d) ∈ Z(G∗)(K). It follows that when valued
in S∗(AK)/S∗(K), the function v is invariant under DK/F and hence descends
to ΓK/F . We obtain v ∈ Z1(Γ, S∗(A)/S∗(F )). Moreover, the argument used
in the proof of Proposition 1.1.1 shows that v is the image of vKS under the
natural map Z1(Γ, S∗sc(A)/S
∗
sc(F )) → Z1(Γ, S∗(A)/S∗(F )). We conclude that
the image of (vKS(σ)−1, δ∗) in Z1(A/F, S∗ → S∗) is equal to (v(e)−1, δ∗).
We now turn to the element κ0. Choose an admissible embedding Ŝ′ → Ĝe.
Using global χ-data, extend it to an L-embedding LS′ → LGe and compose
it with ηe to obtain an L-embedding f : LS′ → LG. Using the same χ-data
we obtain another L-embedding g : LS′ → LG. We may arrange that the
two L-embeddings coincide on Ŝ′ and take it into T̂ . Then we have f(x⋊w) =
g(aS(w)·x⋊w) for any x⋊w ∈ Ŝ′⋊WF = LS′. The properties of the endoscopic
triple e imply the equation
Int(s) ◦ Lθ ◦ f = f
fromwhich we get (1−θ̂)(a−1S ) = ∂s. Thismeans that (a−1S , s) ∈ Z1(WF , Ŝ∗ 1−θ̂−→
Ŝ∗). The image of the class of (a−1S , s) in the group H
1(WF , V̂ → Ŝ∗ad) under
the natural map [Ŝ∗ → Ŝ∗]→ [V̂ → Ŝ∗ad] is the element κ0. We thus see that
〈obs(δ0), κ0〉 = 〈(v(σ)−1, δ∗), (a−1S , s)〉.
By construction, the image of (a−1S , s) under the restriction map H
1(WF , Ŝ
∗ →
Ŝ∗)→ H1(WFv , Ŝ∗ → Ŝ∗) for each place v of F is equal to the element (a−1S , s)
used in the construction of the local factor∆III . At the same time, the element
(v(σ)−1, δ∗) ∈ H1(A/F, S∗ → S∗) is equal to the sum over all places of the
images in this group of the elements (v(e)−1, δ∗) ∈ B(Fv, S∗ → S∗) used in the
construction of the local factor∆III . We conclude that
〈(v(σ)−1, δ∗), (a−1S , s)〉 =
∏
v
∆III [e, ξv, zv](γ0,v, δ0,v).
Wewill now return to the case when F is a local field and gather some prop-
erties of the transfer factor ∆[w, ξ, z] under the assumption θ = 1. First, we
observe that the construction of the term∆III simplifies. The map S∗(K)
1−θ∗−→
S∗(K) is the trivial map, soH1bsc(E(K/F ), S∗(K)→ S∗(K)) ∼= H1bsc(E(K/F ), S∗(K))×
H0(E(K/F ), S∗(K)). The second factor is equal to H0(ΓK/F , S∗(K)) = S∗(F ).
In the same way, H1(WF , Ŝ → Ŝ) ∼= H1(WF , Ŝ) × H0(Γ, Ŝ). Finally, the pair-
ing between these groups also breaks into the product of the Langlands dual-
ity pairing between S∗(F ) and H1(WF , Ŝ) and the Kottwitz-pairing between
H1bsc(E(K/F )) and ŜΓ. Finally, the element δ∗ ∈ S∗ used in the construction of
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∆III now belongs to S∗(F ). With this, one sees that the factor∆[e, ξ, z](γ, δ) is
given by
ǫ(
1
2
, V, ψF )∆
new
I (γ, δ)
−1∆II(γ, δ)〈v(e), se〉Kot〈aS , δ∗〉Lan∆IV (γ, δ). (1.1.1)
Lemma 1.1.4. Let M∗ ⊂ G∗ be a standard Levi subgroup. Assume that ξ(M) ⊂
G is a Levi subgroup defined over F , so in particular z ∈ B(F,M∗)G∗−bsc. Let
eM = (M
e, se, ξe) be an endoscopic triple for M∗ and let e = (Ge, se, ξe) be the
corresponding endoscopic triple for G∗, so thatM e ⊂ Ge is a Levi subgroup.
1. For each G∗-regular related pair of elements γ ∈ M e(F ) and δ ∈ M(F ) we
have
∆[eM , ξ, z](γ, δ) = ∆[e, ξ, z](γ, δ) ·
( |DGeMe(γ)|
|DGM (δ)|
) 1
2
.
2. Let f ∈ H(G) and f e ∈ H(Ge) have∆[e, ξ, z]-matching orbital integrals. Then
fM and f eMe have∆[eM , ξ, z]-matching orbital integrals.
Proof. We begin with the first statement. We will compare the two transfer
factors using the expression (1.1.1). In order for the individual factors to make
sense, we need to fix a-data and χ-data. Since S∗ is a maximal torus of M∗,
no root of S∗ outside of M∗ can be symmetric. We choose the a-data and χ-
data so that it is trivial on the roots of S∗ outside of M∗. We first observe that
the virtual representation V is the same for the pairs (Ge, G∗) and (M e,M∗),
because G∗ andM∗ share the same minimal Levi subgroup, and so do Ge and
M e. The terms∆newI are also equal. The definition of this term is given in [KS12,
§3.4] and involves besides a-data also an element h ∈ G∗ conjugating S∗ to the
fixed minimal Levi T ∗. We are free to choose h ∈ M∗ with this property. Then
formula [KS12, (2.1.4)], once executed within M∗ and once within G∗, gives
the same element ofH1(Γ, T ∗), due to our choice of a-data and the fact that the
pinning ofM∗ is inherited from G∗.
The terms ∆II are equal due to our choice of a-data and χ-data. The terms
〈v(e), se〉 are equal because the element g ∈ G∗ with δ = ξ(g−1δ∗g) that defines
v(e) can be chosen within M∗. The terms 〈aS , δ∗〉 are equal because the 1-
cocycle aS is constructed for G andM using the same χ-data (in particular it is
trivial for roots of G∗ outsideM∗). Finally the ratio of the terms ∆IV coincides
with the ration of the Weyl discriminants in the statement of the Lemma.
We now proceed to the second statement, which essentially follows from
the first. Namely, let γ ∈ M e(F ) and δ ∈ M(F ) be G∗-strongly regular, which
we may assume as the reduction toM∗-regular elements follows by continuity.
Then we have the basic identity for parabolic descent of orbital integrals
OMδ (fM ) = |DGM (δ)|
1
2OGδ (f).
The same identity holds on the side of Ge for usual orbital integrals. Since the
map H1(Γ,M e) → H1(Γ, Ge) is injective, the set of M e(F )-conjugacy classes
within the M e-stable class of γ is in bijection with the set of Ge(F )-conjugacy
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classedwithin theGe-stable class of γ. This implies that the analog of the above
identity holds for the stable orbital integrals of f eMe and f
e, that is
SOM
e
γ (f
e
Me) = |DG
e
Me(γ)|
1
2OG
e
γ (f
e).
These two equations together with the first statement of the lemma now imply
the second.
1.1.3 Simple descent for twisted endoscopy
This section contains a simple version of descent for twisted endoscopy that
will be used in the normalization of intertwining operators. Let G∗ be a quasi-
split connected reductive group defined over a local field F and let (ξ, z) :
G∗ → G be an extended pure inner twist. We fix a natural number n and
define G˜∗ = G∗ × · · · × G∗, where we have taken n copies of G∗. We define
the group G˜ in the same way and let ξ˜ = (ξ, . . . , ξ) and z˜ = (z, . . . , z). Then
(ξ˜, z˜) : G˜∗ → G˜ is an extended pure inner twist.
We fix a pinning (T ∗, B∗, {Xα}) of G∗ and let θ∗ be an automorphism of G∗
that preserves the pinning. We assume that θ∗(z) = z and then set θ = ξ ◦ θ∗ ◦
ξ−1, which is an automorphism ofG defined over F . Define the automorphism
θ˜∗ of G˜∗ by θ˜∗(g1, . . . , gn) = (θ∗(gn), g1, . . . , gn−1). The group G˜∗ inherits a
pinning (T˜ ∗, B˜∗, {Xα˜}) from G∗. More precisely, T˜ ∗ and B˜∗ are obtained by
taking the product of n copies of T ∗ andB∗, respectively. Any α˜ ∈ R(T˜ ∗, G˜∗) =
⊔ni=1R(T ∗, G∗) can be identified with a pair (i, α), where 1 ≤ i ≤ n and α ∈
R(T ∗, G∗), and then Xα˜ is equal to (0, . . . , 0, Xα, 0, . . . , 0), with Xα placed in
the i-th slot. The automorphism θ˜∗ preserves this pinning. We have θ˜∗(z˜) = z˜.
Let θ˜ be the automorphism of G˜ given by θ˜(g1, . . . , gn) = (θ(gn), g1, . . . , gn−1).
Then θ˜ is defined over F and satisfies θ˜ = ξ˜ ◦ θ˜∗ ◦ ξ˜−1.
The purpose of this section is to compare twisted endoscopy for (G˜, θ˜)with
twisted endoscopy for (G, θ). Fix a Langlands dual group Ĝ for G∗ with a
pinning (T̂ , B̂, X̂α) dual to the pinning of G∗. Let θ̂ be the automorphism of
Ĝ dual to θ∗ and preserving the pinning. Thus the action of θ̂ on X∗(T̂ ) is
identified with the action of θ∗ on X∗(T ∗). We form the dual group
̂˜
G of G˜∗
by taking Ĝ × · · · × Ĝ with the pinning (̂˜T , ̂˜B, {X̂˜α}) inherited from Ĝ. The
automorphism ̂˜θ dual to θ˜∗ is given by ̂˜θ(g1, . . . , gn) = (g2, . . . , gn, θ̂(g1)).
We begin our comparison by constructing an endoscopic datum for (G∗, θ∗)
from one for (G˜∗, θ˜∗). Let e˜ = (Ge˜,G e˜, se˜, ηe˜) be an endoscopic datum for
(G˜∗, θ˜∗). Write se˜ = (s1, . . . , sn) and let se = s1 · s2 . . . sn. It is easy to see that
se ∈ Ĝ is a θ̂-semi-simple element, we will give the argument further down. A
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routine computation shows that
̂˜
G
se˜◦
̂˜
θ
→ Ĝse◦θ̂
(g1, . . . , gn) 7→ g1
(g, s−11 gs1, (s2s1)
−1g(s2s1), . . . , (s1 . . . sn−1)
−1g(s1 . . . sn−1)) ←[ g (1.1.2)
are mutually inverse isomorphisms. Letting Ge = Ge˜, Ge = G e˜ and taking
ηe : Ge → LG to be the composition of ηe˜ with the map LG˜ → LG sending
(g1, . . . , gn) ⋊ w to g1 ⋊ w, we obtain an endoscopic datum e = (Ge,Ge, se, ηe)
for (G∗, θ∗). The routine verification that e satisfies the axioms of an endoscopic
datum is left to the reader.
Next, we compare twisted conjugacy in G˜ and G. Consider the map Φ∗ :
G˜∗ → G∗ given by Φ∗(g1, . . . , gn) = gn · gn−1 . . . g1. It is clear that Φ∗ is a map
of varieties that respects the F -structure. One checks furthermore that for any
h˜ = (h1, . . . , hn) ∈ G˜∗ we have
Φ∗(h˜ · g˜ · θ˜∗(h˜−1)) = hn · Φ∗(g˜) · θ∗(h−1n ). (1.1.3)
We can also define the map Φ : G˜ → G by the same formula and obtain the
same properties. Note that
Φ ◦ ξ˜ = ξ ◦ Φ∗. (1.1.4)
Furthermore, note that Φ defines a bijection between the θ˜-twisted conjugacy
classes of G˜ and the θ-twisted conjugacy classes of G, as well as between the θ˜-
twisted conjugacy classes of G˜(F ) and the θ-twisted conjugacy classes ofG(F ).
We will prove the second point, the proof of the first being analogous. First,
according to (1.1.3) the map
Φ : {θ˜ − twisted classes in G˜(F )} → {θ − twisted classes in G(F )}
is well-defined and surjective. To show injectivity, take g˜, h˜ ∈ G˜(F ) and assume
that Φ(h˜) = xΦ(g˜)θ(x−1) for some x ∈ G(F ). Replacing g˜ by its θ˜-conjugate
(1, . . . , 1, x)g˜θ˜((1, . . . , 1, x)−1) we may assume that Φ(g˜) = Φ(h˜). Next we re-
place g˜ = (g1, . . . , gn) by x˜−1g˜θ˜(x˜), where x˜ = (g1, (g2g1), . . . , (gn−1 . . . g2g1), 1).
This does not change Φ(g˜), according to (1.1.3), but allows us to assume g˜ =
(1, . . . , 1, gn). We do the same with h˜. But then Φ(g˜) = Φ(h˜) implies g˜ = h˜ and
this completes the proof of claimed bijectivity.
The maps Φ∗ and Φ preserve the notion of twisted semi-simplicity. Indeed,
let g˜ = (g1, . . . , gn) ∈ G˜. A maximal torus S˜ ⊂ G˜ is of the form S˜ = S1×· · ·×Sn
for maximal tori Si ⊂ G. If S˜ is preserved by Ad(g˜) ◦ θ˜, then Sn is preserved
by Ad(Φ(g˜)) ◦ θ. Conversely, if Sn is preserved by Ad(Φ(g˜)) ◦ θ, then S˜ =
S1×· · ·×Sn with Si = giSi−1g−1i is preserved byAd(g˜)◦ θ˜. The same argument
works for Borel subgroups. We conclude that g˜ ∈ G˜ is θ˜-semi-simple if and
only if Φ(g˜) is θ-semi-simple. We will see below that Φ∗ and Φ also preserve
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the notions of twisted strong regularity. Note that the analogous argument
applied to se˜ ∈ ̂˜G shows that se ∈ Ĝ is θ̂-semi-simple.
We now study the notion of norms and transfer factors. These notions are
unaffected if we replace the endoscopic datum e˜ by an equivalent one. It will
be convenient to do so and to thereby assume that se˜ ∈ ̂˜T . Then s1, . . . , sn ∈ T̂
and se ∈ T̂ . We claim that γ ∈ Ge˜ is a norm of δ˜∗ ∈ G˜∗ (or of δ˜ ∈ G˜) if and only
if γ, seen now as an element of Ge, is a norm of δ∗ = Φ∗(δ˜∗) (or of δ = Φ(δ˜)).
To see this, we note that the following two commutative diagrams are dual to
each other
[
̂˜
T ]s
e˜̂˜θ   // ̂˜T T˜ ∗
θ˜∗
∼=

T˜ ∗oo
m

[T̂ ]s
e θ̂
∼=
OO
  // T̂
∆
OO
T ∗θ∗ T
∗oo
(1.1.5)
Here the left-most vertical isomorphism comes from the isomorphism (1.1.2),
the map ∆ sends t ∈ T̂ to (t, . . . , t) ∈ ̂˜T , andm is the multiplication map. This
proves the claim for elements g˜∗ ∈ T˜ ∗ and the general case follows from (1.1.4),
(1.1.3), and the fact that Φ and Φ∗ induce bijections on the level of twisted
conjugacy classes.
We now assume that γ ∈ Ge˜(F ) is a norm of δ˜ ∈ G˜(F ) and set δ = Φ(δ˜). For
simplicity we assume that there exists an isomorphism LGe → Ge and upgrade
the endoscopic data e and e˜ to endoscopic triples using this isomorphism, with-
out change in notation. We obtain the transfer factors ∆[˜e, ξ˜, z˜] and∆[e, ξ, z] as
in Section 1.1.2 and claim
∆[˜e, ξ˜, z˜](γ, δ˜) = ∆[e, ξ, z](γ, δ). (1.1.6)
Before we can begin the proof of this equality, we must choose various objects
and fix notation. Let Se ⊂ Ge be the centralizer of γ. There exists a maximal
torus S˜∗ ⊂ G˜∗ defined over F and a Borel subgroup C˜∗ ⊂ G∗ defined over
F and containing S˜∗, such that both S˜∗ and C˜∗ are θ˜∗ invariant. Furthermore,
there exists an admissible isomorphism Se → S˜∗
θ˜∗
and an element δ˜∗ ∈ S˜∗
whose image in S˜∗
θ˜∗
(F ) equals the image of γ under the admissible isomor-
phism. Finally, there exists g˜ ∈ G˜∗ such that δ˜ = g˜−1ξ˜(δ˜∗)θ˜(g˜). All of this
comes from the assumption that γ is a norm of δ˜.
The maximal torus S˜∗ is of the form S∗×· · ·×S∗ for some θ∗-stablemaximal
torus S∗ ⊂ G∗. In the same way, C˜∗ = C∗ × · · · × C∗ for some θ∗-stable Borel
subgroup C∗ ⊂ G∗ containing S∗. Let δ∗ = Φ∗(δ˜∗). According to (1.1.3) and
(1.1.4) we have δ = g−1n ξ(δ
∗)θ(gn), where we have written g˜ = (g1, . . . , gn).
We further haveR(S˜∗, G˜∗) = R(S∗, G∗)⊔· · ·⊔R(S∗, G∗). We fix θ∗-admissible
a-data for R(S∗, G∗) [KS12, §2.2]. Placing it in each copy of the disjoint union,
we obtain θ˜∗-admissible a-data for R(S˜∗, G˜∗).
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We have the isomorphism
[S˜∗]θ˜
∗
= {(s, . . . , s)|s ∈ [S∗]θ∗} ∼= [S∗]θ∗ .
This isomorphism induces a bijection between the sets of restricted roots
Rres(S˜
∗, G˜∗) ∼= Rres(S∗, G∗) (1.1.7)
and this bijection preserves the type R1, R2, R3 of each root [KS99, §1.3]. We
fix χ-data for these two sets of restricted roots so that it is compatible with this
bijection.
Having fixed the necessary objects for the construction of∆[˜e, ξ˜, z˜](γ, δ˜) and
∆[e, ξ, z](γ, δ), we begin the comparison. Consider first ∆newI . For this we
choose h ∈ G∗ such that hB∗h−1 = C∗. Then we obtain t ∈ Z1(Γ, S∗) by
formula [KS12, (2.1.4)]. If we let h˜ = (h, . . . , h) ∈ G˜∗, then h˜B˜∗h˜−1 = C˜∗. Us-
ing h˜ to obtain t˜ ∈ Z1(Γ, S˜∗) by the same formula, we see that t˜ = (t, . . . , t).
Pairing t˜ with se˜ = (s1, . . . , sn) under Tate-Nakayama duality gives the same
result as pairing t with s1 . . . sn = se. This proves the equality
∆newI [˜e, ξ˜, z˜](γ, δ˜) = ∆
new
I [e, ξ, z](γ, δ).
Next we consider the factors ∆II and ∆IV . The e˜-versions of these involve
terms of the form [Nθ˜∗ α˜](δ˜
∗), where Nθ˜∗α˜ is the sum of the members of the
θ˜∗-orbit of α˜. But [Nθ˜∗α˜](δ˜
∗) = α˜res(Nθ˜∗ δ˜
∗), where now Nθ˜∗ δ˜
∗ ∈ [S˜∗]θ˜∗ is the
product of the members of the θ˜∗-orbit of δ˜∗, and α˜res is the restriction of α˜ to
[S˜∗]θ˜
∗
. One sees quickly that
Nθ˜∗(δ˜
∗) = (Nθ∗(δ
∗), . . . , Nθ∗(δ
∗))
and it thus follows that if α˜res corresponds to αres under the bijection (1.1.7),
then α˜res(Nθ˜∗(δ˜
∗)) = αres(Nθ∗(δ
∗)). Recalling that this bijection preserves the
types of restricted roots and using Lemmas 4.3.A and 4.5.A of [KS99] we obtain
the equalities
∆II [˜e, ξ˜, z˜](γ, δ˜) = ∆II [e, ξ, z](γ, δ),
and
∆IV [˜e, ξ˜, z˜](γ, δ˜) = ∆IV [e, ξ, z](γ, δ).
Finally, we consider the factor ∆III constructed in Section 1.1.2. For this,
we consider the following two dual commutative diagrams
S˜∗
1−θ˜∗

pn // S∗
1−θ∗

̂˜
S Ŝ
inoo
S˜∗
m
// S∗
̂˜
S
1−
̂˜
θ
OO
Ŝ
∆
oo
1−θ̂
OO
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Herem is the multiplication map, ∆ is the diagonal inclusion, pn is the projec-
tion of the n-th coordinate, and in is the inclusion into the n-th coordinate. The
left commutative diagram can be interpreted as a morphism of complexes of
tori of length 2, the complexes being given by the vertical maps, and the mor-
phism being given by the horizontal maps. One checks that this morphism is a
quasi-isomorphism. It follows that this morphism induces an isomorphism
B(F, S˜∗
1−θ˜∗−→ S˜∗)→ B(F, S∗ 1−θ
∗
−→ S∗). (1.1.8)
The element inv(γ, δ˜) ∈ B(F, S˜∗ 1−θ˜∗−→ S˜∗) is the class of ((g˜z˜(w)w(g˜)−1)−1, δ˜∗)
and this class is translated by the above isomorphism to ((gnz(w)w(gn)−1)−1, δ∗),
which is in fact a representative of inv(γ, δ).
In order to prove the equality of the∆III factors for e˜ and e it will be enough
to show the following. Let a˜S : WF → ̂˜S and aS : WF → Ŝ be the 1-cochains
constructed at the end of Section 1.1.2. Then the map
H1(WF , Ŝ
1−θ̂−→ Ŝ)→ H1(WF , ̂˜S 1−̂˜θ−→ ̂˜S) (1.1.9)
induced by the right commutative diagram above, sends the class of (a−1S , s
e)
to the class of (a˜−1S , s
e˜). We will in fact show that this is true already at the level
of cocycles. For this we consider the following diagram
LG˜
LH
ηe˜
<<③③③③③③③③
ηe ""❊
❊❊
❊❊
❊❊
❊
LG1
aa❉❉❉❉❉❉❉❉
||③③
③③
③③
③③
LG
LSH
OO
LSθ
OO
Here Ĝ1 is the group of fixed points of θ̂ in Ĝ, or equivalently that group of
fixed points of ̂˜θ in ̂˜G. The diagonal arrows on the right are given by
LG1 = {g ⋊ w|g ∈ Ĝθ̂, w ∈WF } ⊂ LG
= {(g, . . . , g)⋊ w|g ∈ Ĝθ̂, w ∈ WF } ⊂ LG˜.
We recall that the diagonal arrows on the left are given by the condition that
ηe(h⋊ w) = g ⋊ w ∈ LG if and only if
ηe˜(h⋊ w) = (g, s−11 · g · ws1, (s1s2)−1 · g · w(s1s2), . . . ),
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where se˜ = (s1, . . . , sn). Writing σS(w) for the action of WF on Ŝ, we then
compute
a˜S(w) = (aS(w), (s
−1
1 σS(w)s1) · aS(w), ((s1s2)−1σS(w)(s1s2)) · aS(w), . . . ).
The element (a˜−1S , s
e˜) of Z1(WF ,
̂˜
S
1−
̂˜
θ−→ ̂˜S) is thus given by
[(aS(w), (s
−1
1 σS(w)s1)·aS(w), ((s1s2)−1σS(w)(s1s2))·aS(w), . . . )−1, (s1, . . . , sn)].
On the other hand, the image of the element (a−1S , s
e) under (1.1.9) is given by
[(aS(w), aS(w), . . . , aS(w))
−1, (1, 1, . . . , 1, s1 · s2 . . . sn)].
These two cocycles are cohomologous via the coboundary (1, s1, s1s2, . . . ) ∈ ̂˜S.
We have thus proved the following.
Proposition 1.1.5. Given an endoscopic triple e˜ for (G˜, θ˜) we obtain an endoscopic
triple e for (G, θ) with the propertyGe˜ = Ge. Then γ ∈ Ge˜(F ) is a norm of δ˜ ∈ G˜(F )
if and only if γ ∈ Ge is a norm of δ = Φ(δ˜) ∈ G(F ). Furthermore,
∆[˜e, ξ˜, z˜](γ, δ˜) = ∆[e, ξ, z](γ, δ).
We will now compare twisted orbital integrals. Let δ˜ ∈ G˜(F ) be θ˜-semi-
simple and let δ = Φ(δ˜) ∈ G(F ). Write Iδ˜ for the centralizer Cent(δ˜θ˜, G˜) and
use the analogous notation Iδ for δ. Just as in (1.1.2) we have the mutually
inverse isomorphisms
Iδ˜ → Iδ (1.1.10)
(h1, . . . , hn) 7→ hn
(δ1θ(hn)δ
−1
1 , δ2δ1θ(hn)(δ2δ1)
−1, . . . , hn) ←[ hn.
In particular we see that δ is strongly θ-regular if and only if δ˜ is strongly θ˜-
regular
We fix a Haar measure dg on G(F ) and endow G˜(F )with the product Haar
measure dg˜ = dg × · · · × dg. For two functions f1, f2 on G(F ), we define their
convolution as
(f1 ∗ f2)(g) =
∫
f1(x)f2(gx
−1)dx.
Given functions f1, . . . , fn on G(F ) we then have
(f1∗· · ·∗fn)(x) =
∫
f1(x1)f2(x2x
−1
1 ) . . . fn−1(xn−1x
−1
n−2)fn(gx
−1
n−1)dx1 . . . dxn−1.
Now let f˜ = f1⊗· · ·⊗fn be a function on G˜(F ) and consider the orbital integral∫
G˜(F )/I
δ˜
f˜(h˜δ˜θ˜(h˜−1))dg˜/di
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for a fixed Haar measure di on Iδ˜(F ). A direct computation shows that this
orbital integral is equal to the orbital integral∫
G(F )/Iδ(F )
(f1 ∗ · · · ∗ fn)(hnδθ(h−1n ))dhn/di
where di has been transported to Iδ(F ) via the isomorphism (1.1.10). Combin-
ing this equation with Proposition 1.1.5 we arrive at
Corollary 1.1.6. If the functions f ′ ∈ H(Ge˜) and f˜ = f1×· · ·×fn ∈ H(G˜(F )) have
∆[˜e, ξ˜, z˜]-matching orbital integrals, then the functions f ′ ∈ H(Ge) and f1∗· · ·∗fn ∈
H(G(F )) have∆[e, ξ, z]-matching orbital integrals.
Our final task in this section is to compare twisted characters. An irre-
ducible admissible representation π˜ of G˜(F ) is θ˜-stable if and only if it is of
the form π˜ = π⊗ · · · ⊗π for an irreducible admissible θ-stable representation π
ofG(F ). We write Vπ for the space on which π acts and let π˜ act on V ⊗nπ . Fix an
isomorphism s : (π◦θ−1, Vπ)→ (π, Vπ) and define s˜ : (π˜◦θ˜−1, V ⊗nπ )→ (π˜, V ⊗nπ )
by s˜(v1 ⊗ · · · ⊗ vn) = (s(vn)⊗ v1 ⊗ · · · ⊗ vn−1).
Lemma 1.1.7. Let f1, . . . , fn be smooth compactly supported functions of G(F ) and
let f˜ = f1 ⊗ · · · ⊗ fn. Then
tr(π˜(f˜) ◦ s˜) = tr(π(f1 ∗ · · · ∗ fn) ◦ s).
To prove this, let φi = πi(fi) ∈ End(Vπ). Then π˜(f˜) = φ1 ⊗ · · · ⊗ φn ∈
End(V ⊗nπ ). On the other hand, a direct computation reveals π(f1 ∗ · · · ∗ fn) =
φn◦· · ·◦φ1 ∈ End(Vπ). We are thus showing that given anyHilbert space V , any
automorphism s ∈ Aut(V ) and any trace class operators φ1, . . . , φn ∈ End(V ),
the equality
tr((φ1 ⊗ · · · ⊗ φn) ◦ s˜|V ⊗n) = tr(φn ◦ · · · ◦ φ1 ◦ s|V )
holds, where s˜ ∈ Aut(V ⊗n) is defined as above. We first reduce to the case
where each φi has finite rank, because a general trace class operator is a limit
of finite rank operators. Now that φi is of finite rank, it is given by a finite
sum
∑
j λ
j
i ⊗ vji for λji ∈ Hom(V,C) and vji ∈ V . Since the equation we are
proving is n-linear in (φ1, . . . , φn), we reduce to the case φi = λi ⊗ vi. But then
φn ◦ · · · ◦φ1 ◦ s = λ2(v1)λ3(v2) . . . λn(vn−1) · (λ1 ◦ s⊗ vn) and its trace is equal to
λ2(v1) . . . λn(vn−1)λ1(s(vn)). On the other hand, (φ1⊗· · ·⊗φn)◦ s˜ = (λ2⊗· · ·⊗
λn ⊗ λ1 ◦ s)⊗ (v1 ⊗ · · · ⊗ vn) and its trace is again λ2(v1) . . . λn(vn−1)λ1(s(vn)).
This completes the proof of the lemma.
1.1.4 Endoscopic data in the case of unitary groups
Here we will explicate the sets equivalence classes Eell(G∗) and Ewell(G∗) of el-
liptic endoscopic triples (§1.1.1) in three cases below, cf. [Rog90, 4.6,4.7].
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• G∗ = UE/F (N) and E/F is an extension of fields,
• G∗ = UE/F (N) and E = F × F ,
• G∗ = G˜E/F (N) and E/F is an extension of fields.
We begin with a short discussion on characters. Let E/F be a quadratic
extension of local or global fields of characteristic zero. Set CE := E× and
CF := F
× in the local case and CE := A×E/E
× and CF := A×F /F
× in the global
case. Note that CF ⊂ CE and that there is a norm map NE/F : CE → CF . We
shall denote by ωE/F : CF /NE/FCE → {±1} the character associated to the
extension E/F via class field theory. Define the set of continuous characters
ZE = {χ : CE → C× unitary, χ ◦ c = χ−1}.
We have a partition
ZE = Z+E ⊔ Z−E
where
Z+E = {χ ∈ ZE : χ|CF = 1} and Z−E = {χ ∈ ZE : χ|CF = ωE/F }.
Let χκ ∈ ZκE for κ = ±1. We shall often implicitly view these characters as
characters of the Weil groupWE via class field theory.
We now discuss the endoscopic groups of G∗ = UE/F (N), where E is a
field. Then Ewell(G∗) is identified with the following set of triples:
(Ge, se, ηe) =
(
UE/F (N1)× UE/F (N2),
(
IN1 0
0 −IN2
)
, ζ(χ1,χ2)
)
,
as the pair (N1, N2) varies subject to the condition that N1 ≥ N2 ≥ 0, N =
N1 + N2. For each (N1, N2), we choose any χi ∈ ZκiE with κi = (−1)N−Ni for
i = 1, 2 and define the L-homomorphism
ζ(χ1,χ2) :
L(UE/F (N1)× UE/F (N2)) → LUE/F (N)
(g1, g2)⋊ 1 7→ diag(g1, g2)⋊ 1
(IN1 , IN2)⋊ w 7→ diag(χκ1(w)IN1 , χκ2(w)IN2 )⋊ w if w ∈WE
(IN1 , IN2)⋊ wc 7→ diag(κ1ΦN1 , κ2ΦN2) · Φ−1N ⋊ wc,
whereWF =WE ∪WEwc. We note that the ÛE/F (N)-conjugacy class of ηχκ is
independent of the choice of wc.
The choice of χi does not change the isomorphism class of the endoscopic
triple. The set Ewell(G∗) is in bijection with the set {N1 ≥ N2 ≥ 0, N = N1+N2}.
The outer automorphism group OutG∗(e) is trivial if N1 6= N2 and isomorphic
to Z/2 ifN1 = N2, in which case the nontrivial automorphism swapsUE/F (N1)
and UE/F (N2). The set Eell(G∗) has a similar description. It is a double cover
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of Ewell(G∗), with distinct elements (Ge,±se, ηe) mapping to the same element
in Ewell(G∗).
The second case to consider is G∗ = UE/F (N) with E = F × F so that
G∗ is isomorphic to GL(N,F ). Then it is elementary to verify that Ewell(G∗) =
{(G∗, 1, id)} and Eell(G∗) = {(G∗, z, id)|z ∈ C×}.
Finally letG∗ = G˜E/F (N)whereE is a field. We first describe the simple en-
doscopic triples. They are given by (UE/F (N), 1, ηχ), where ηχ is the following
L-embedding
ηχκ :
LUE/F (N) → LGE/F (N)
g ⋊ 1 7→ (g, JNtg−1J−1N )⋊ 1
IN ⋊ w 7→ (χκ(w)IN , χ−1κ (w)IN )⋊ w if w ∈ WE
IN ⋊ wc 7→ (IN , κIN )⋊ wc
if WF = WE ∪ WEwc. We note that the ĜE/F (N)-conjugacy class of ηχκ is
independent of the choice of wc.
We note that when κ = 1 (resp. −1), this L-homomorphism is referred to
as base change (resp. twisted base change). If χ is chosen to be the identity char-
acter, then this L-homomorphism is referred to as standard base change. More
generally, we will say that the parity of the simple triple (UE/F (N), 1, ηχ) is
(−1)N−1κ.
We now turn to the set of elliptic endoscopic triples for ĜE/F (N). A set of
representatives for it is given by(
UE/F (N1)× UE/F (N2),
(
IN1 0
0 −IN2
)
, η(χ1,χ2)
)
,
where (N1, N2) varies over the set satisfying N1 ≥ N2 ≥ 0 and N = N1 + N2,
and for each (N1, N2), we choose any χi ∈ ZκiE , i = 1, 2. The L-homomorphism
ηχ :
L(UE/F (N1)× UE/F (N2))→ LGE/F (N)
is given by composing the product of the L-homomorphisms
ηκ1 × ηκ2 : L(UE/F (N1)× UE/F (N2))→ L(GE/F (N1)×GE/F (N2))
with the natural diagonal L-embedding
L(GE/F (N1)×GE/F (N2)) → LGE/F (N)
(g1, g2)× (h1, h2)⋊ w 7→ (diag(g1, h1)× diag(g2, h2))⋊ w.
There are generally two choices of (κ1, κ2):
(κ1, κ2) =
{
(1,−1) or (−1, 1) if N1 ≡ N2 mod 2,
(1, 1) or (−1,−1) if N1 6≡N2 mod 2,
The only nontrivial isomorphism occurs between (U(N1)×U(N1), (1,−1)) and
(U(N1) × U(N1), (−1, 1)). In other words, Ewell(G∗) is in bijection with the set
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{(N1, N2, κ1, κ2)}, where N1 ≥ N2 ≥ 0, N = N1 + N2, and (κ1, κ2) is as above
except that only one of the two choices of (κ1, κ2) is taken if N1 = N2. The set
Eell(G∗) is again a double cover of Ewell(G∗).
For later discussions it is useful to fix a choice of characters χ+ ∈ Z+E and
χ− ∈ Z−E and also to fix representatives for endoscopic triples such that each
character χi ∈ ZκiE above is χ+ if κi = 1 and χ− if κi = −1.
1.2 Local parameters
In this subsection we will recall some of the well-known definitions about local
parameters and representations to set up some notation.
1.2.1 L-parameters and A-parameters
Let F be a local field. Define the local Langlands group
LF :=
{
WF , if F is archimedean,
WF × SU(2), if F is non-archimedean,
as a topological group. The L-group LG = Ĝ⋊WF is also a topological group
with complex topology on Ĝ and the usual topology on WF . A (local) L-
parameter, or a Langlands parameter, for a connected reductive group G over
F is a continuous homomorphism
φ : LF → LG
commuting with the canonical projections of LF and LG onto WF such that
φ maps semisimple elements to semisimple elements, cf. [Bor79, §8.2]. Two
L-parameters are considered equivalent if they are conjugate under an ele-
ment of Ĝ. Henceforth Φ(G) (or Φ(G,F ) if the base field is to be emphasized)
will denote the set of equivalence classes of L-parameters. By abuse of nota-
tion we write a parameter to mean an equivalence class thereof. When F is
a completion of a global field F˙ at a place v, then we often write Φv(G) for
Φ(G,F ) = Φ(G, F˙v). We say that φ ∈ Φ(G) is bounded if the image of φ
in LG projects onto a relatively compact subset of Ĝ and discrete (or square-
integrable) if the image does not lie in any proper parabolic subgroup of LG.
Define Φ2(G) (resp. Φbdd(G)) to be the subset of discrete (resp. bounded) pa-
rameters, and put Φ2,bdd(G) := Φ2(G) ∩ Φbdd(G). We associate some complex
Lie groups to φ ∈ Φ(G). The general formalism of §0.4.4 applies to L = LF
(withL-groups in theWeil form), yielding the definition of Sφ, which is the cen-
tralizer group of φ in Ĝ, as well as Sradφ and S
♮
φ. We also define Sφ := Sφ/Z(Ĝ)
Γ,
Sφ := π0(Sφ), and Sφ := π0(Sφ) = Sφ/S0φZ(Ĝ)Γ. In particular Sφ = Sφ(G) and
Sφ are (possibly disconnected) complex reductive groups [Kot84] and since
two equivalent parameters differ by an inner automorphism of Ĝ, we see that
an element in each of the groups Sφ, Sradφ , S
♮
φ, Sφ, Sφ, and Sφ is well-defined
up to an inner automorphism of Sφ.
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If G is not quasi-split it is expected that the representations of G are clas-
sified by relevant parameters, which were introduced in a little more general
setting, cf. Definition 0.4.14, but are recalled below. Suppose that (G, ξ) is an
inner twist of a quasi-split groupG∗. Thenwe have an isomorphism LG ≃ LG∗
canonical up to an inner automorphism. In particular there is a canonical iden-
tification Φ(G) = Φ(G∗). So a parameter for G∗ may be viewed as a parameter
for G for any inner twist (G, ξ) (as we only care about the equivalence class
thereof after all).
Definition 1.2.1. An L-parameter φ forG∗ is (G, ξ)-relevant if every Levi subgroup
LM of LG such that φ(LF ) ⊂ LM is relevant, i.e. if such an LM is a Levi component
of a (G, ξ)-relevant parabolic subgroup of LG, §0.4.2.
We simply call φ relevant if the inner twist is clear from the context. Ob-
viously the relevance of a parameter is invariant under equivalence. Define
Φ(G∗)(G,ξ)-rel to be the subset of (G, ξ)-relevant equivalence classes. We define
the sets Φ2(G∗)(G,ξ)-rel by intersecting Φ2(G∗) with Φ(G∗)(G,ξ)-rel, and similarly
Φbdd(G
∗)(G,ξ)-rel. There is no need to introduce Φ2,bdd(G∗)(G,ξ)-rel as the rele-
vance condition is vacuously satisfied for parameters in Φ2,bdd(G∗).
The above parameter sets are in parallel with various sets consisting of rep-
resentations of G. Write Π(G) (or Π(G(F ))) for the set of isomorphism classes
of irreducible smooth representations of G(F ). Again we often omit the ex-
pression “isomorphism classes of” by abuse of terminology if the context is
clear. Let Πtemp(G) (resp. Π2(G)) denote the subset of tempered (resp. es-
sentially square-integrable) representations of G in Π(G). Similarly as before
Π2,temp(G) := Π2(G)∩Πtemp(G), which therefore consists of square-integrable
representations. In addition we introduce Πunit(G), the subset of unitary rep-
resentations. Then we have the following horizontal inclusions
Π2,temp(G)
✤
✤
✤
⊂ Πtemp(G)
✤
✤
✤
⊂ Π(G)
✤
✤
✤
Φ2,bdd(G
∗) ⊂ Φbdd(G∗)(G,ξ)-rel ⊂ Φ(G∗)(G,ξ)-rel
in which we have inserted the conjectural local Langlands classification as dot-
ted vertical arrows, which should each be a surjective finite-to-one map. In
other words, the hypothetical finite-to-one surjection Π(G) → Φ(G∗)(G,ξ)-rel
giving the Langlands classification should carry Π2,temp(G) and Πtemp(G) sur-
jectively onto Φ2,bdd(G∗) and Φbdd(G∗)(G,ξ)-rel. The construction of the general
surjection Π(G) → Φ(G∗)(G,ξ)-rel is reduced by the Langlands quotient con-
struction to the latter surjection.
In this paper (cf. Theorem 1.6.1 below) we construct a map Πtemp(G) →
Φbdd(G
∗)(G,ξ)-rel with such properties, uniquely determined by a family of char-
acter identities naturally occurring in the theory of endoscopy. Moreover the
Arthur’s convention [Art13, 1.3] is a little different in that his Φ(G) is our Φ(G∗)(G,ξ)-rel . This
should not cause confusion as we will never mention Φ(G) for non quasi-split groups G later.
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finite fiber over each φ ∈ Φ(G∗)(G,ξ)-rel, referred to as the L-packet Πφ(G, ξ),
will be described in terms of certain characters on the group S♮φ.
We now introduce (local) A-parameters. One main motivation is that they
are useful to describe the local components of automorphic representations in
the discrete spectrum. As the local components are unitary but not necessarily
tempered, we need parameters to accommodate a little more than tempered
representations, but not too much more to be practical. This little more room
is created by an extra SU(2)-factor in the parameter. Thus a local A-parameter,
or an Arthur parameter, is a continuous homomorphism
ψ : LF × SU(2)→ LG∗
such that ψ|LF is a bounded L-parameter. Equivalent to the latter condition is
that ψ has a relatively compact image in Ĝ∗ and commutes with the natural
projections of LF ×SU(2) and LG∗ ontoWF . Two A-parameters are equivalent
if they are conjugate by an element of Ĝ∗. The set of equivalence classes of A-
parameters forG∗ is denotedΨ(G∗). In fact it will be convenient to introduce a
set Ψ+(G∗) consisting of continuous homomorphisms ψ : LF × SU(2) → LG∗
without requiring that ψ|LF be bounded. An A-parameter ψ, or generally an
element of Ψ+(G∗), is said to be generic (resp. non-generic) if ψ|SU(2) is trivial
(resp. nontrivial). We define the groups Sψ, Sradψ , S
♮
ψ, Sψ, Sψ, and Sψ as before
by replacing φ with ψ ∈ Ψ+(G∗). Likewise the parameter sets Ψ(G∗)(G,ξ)-rel
and Ψ+(G∗)(G,ξ)-rel are defined. Finally ψ ∈ Ψ+(G∗) determines a canonical
element sψ ∈ Sψ by
sψ := ψ
(
1,
( −1 0
0 −1
))
.
Let us discuss the A-packet classification for inner forms with precise nor-
malizations coming from the extended pure inner twist data. LetG∗ and (G, ξ)
be as above. Now suppose that (G, ξ, z) is an extended pure inner twist. Write
χz ∈ X∗(Z(Ĝ∗)Γ) for the image of z under the Kottwitz map (0.3.1). To each ψ
should be associated an A-packet, a finite subset Πψ(G, ξ) of Π(G) (depending
only on the inner twist (G, ξ) and not on z). Moreover there should be a map
(which does depend on z)
Πψ(G, ξ)→ Irr(S♮ψ, χz), (1.2.1)
where the latter denotes the set of irreducible characters on S♮ψ = Sφ/S
rad
ψ
which transform under Z(Ĝ∗)Γ as χz . (Our work on the inner forms of uni-
tary groups builds the pairing (1.2.1). See §1.6.1 below for precise statements.)
If ψ is not relevant then Πφ(G, ξ) should be empty so (1.2.1) is vacuous. When
ψ is (G, ξ)-relevant then the following lemma tells us that Irr(S♮ψ , χz) is always
nonempty.
However if ψ is non-generic and if G is not quasi-split, it occasionally happens that Πψ(G, ξ)
is empty, already for G an inner form of a general linear group.
56
Lemma 1.2.2. Suppose that the image of φ ∈ Φ(G∗)(G,ξ)-rel factors through a Levi
embedding LM∗ →֒ LG∗. Then χz is trivial on Z(Ĝ∗)Γ ∩ Sradφ . The same holds true
for ψ ∈ Ψ(G∗)(G,ξ)-rel.
Proof. We may assume that the Levi subgroup LM∗ is minimal such that it
contains the image of φ. By the assumption LM∗ is relevant for G. Further we
may conjugate φ so that LM∗ is standard, i.e. of the form M̂∗⋊WF as this does
not change the intersection in the lemma. Then (Z(M̂∗)Γ)0 is a maximal torus
of S◦φ, and hence (Z(M̂
∗)∩Sradφ )0 = (Z(M̂∗)Γ)0 is a maximal torus of Sradφ . The
intersection Z(Ĝ∗)Γ∩Sradφ is central in Sradφ and thus contained in that maximal
torus. Now we conclude by Lemma 0.4.9. The proof for ψ is the same.
It is useful to make a simple observation about the parameters for groups
obtained by restriction of scalars.
Lemma 1.2.3. Let E/F be a finite extension of local fields. Let G∗ be a connected
quasi-split reductive group over F . Then there are canonical bijections
Φ(ResE/FG
∗, F )
∼→ Φ(G∗, E), Ψ(ResE/FG∗, F ) ∼→ Ψ(G∗, E).
Proof. Note that Φ(G∗, E) (resp. Φ(ResE/FG∗, F )) is a subset of H1cont(LE , Ĝ)
(resp. H1cont(LF , ̂ResE/FG∗). Then Shapiro’s lemma provides a canonical bijec-
tion from H1cont(LE, Ĝ
∗) to H1cont(LF , ̂ResE/FG∗) which carries Φ(G
∗, E) onto
Φ(ResE/FG
∗, F ) since ̂ResE/FG∗ is an induced group of Ĝ∗ relative to the ex-
tensionE/F . (See [Bor79, Prop 8.4] for details.) The argument forA-parameters
is analogous.
There is a map
Ψ+(G∗) −→ Φ(G∗)
ψ 7→ φψ : w 7→ ψ
(
w,
( |w|1/2 0
0 |w|−1/2
))
. (1.2.2)
In particular each A-parameter ψ has an associated L-parameter φψ .
1.2.2 Local parameters for general linear groups
WhenG is a general linear groupwe are on a firm ground thanks to the fact that
the local Langlands correspondence is known byHarris-Taylor andHenniart in
the non-archimedean case and Langlands in the archimedean case. It is fair to
say that our local classification theorem for inner forms of UE/F (N) ultimately
hinges on that for GL(N,E) via endoscopy, just like in the case of UE/F (N)
itself.
Let N ≥ 1 be an integer. We shall write
Φ(N) := Φ(GL(N)), Φ2(N) := Φ2(GL(N)), Φbdd(N) = Φbdd(GL(N)),
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and so on. We set Φsim(N) := Φ2(N). Define Φscusp(N) to be the subset
of irreducible representations of LF which factor through WF if F is non-
archimedean. For an archimedean local field F we take Φscusp(1) := Φ(1) and
Φscusp(N) := ∅ if N > 1. As before we define Φ♦,♥(N) := Φ♦(N) ∩ Φ♥(N)
for any two subscript words ♦ and ♥. Exactly the same convention will be
adopted for Π in place of Φ except that the convention for supercuspidal rep-
resentations should be explained. We write Πscusp(N) for the subset of super-
cuspidal representations in Π(N), which has the usual meaning in the non-
archimedean case while the archimedean convention is that Πscusp(N) is just
Π(N) if N = 1 and empty if N > 1. The meaning of Π(N), Π2(N), Πtemp(N),
Πscusp,temp(N), Π2,temp(N), etc, should be clear by now.
The local classification for GL(N,F ) can now be formulated below. It is
due to Harris-Taylor and Henniart (independently) in the non archimedean
case and Langlands in the archimedean case. We fix ψF a non-trivial additive
character of F . Recall that there is a canonical isomorphism W abF ≃ F× for
every local field F . Indeed if F is non-archimedean it is given by local class
field theory (and normalized to send a lift of the geometric Frobenius element
to a uniformizer of F ). If F = R, it is induced by the mapWR = C
∐
Cj → R×
such that z ∈ C 7→ zz and j 7→ −1. If F = C, we haveWC =W abC = C×.
Theorem 1.2.4. There is a unique bijective correspondence φ 7→ π from Φ(N) onto
Π(N) such that the following hold.
1. Φ(1) = Π(1) via the canonical isomorphismW abF ≃ F× above.
2. φ⊗ χ 7→ π ⊗ (χ ◦ det) for every character χ ∈ Φ(1) = Π(1).
3. det ◦φ 7→ ηπ for the central character ηπ of π.
4. φ∨ 7→ π∨, where the superscripts designate dual representations.
5. If φi 7→ πi, φi ∈ Φ(Ni) for i = 1, 2, then
L(s, π1 × π2) = L(s, φ1 × φ2) and ǫ(s, π1 × π2, ψF ) = ǫ(s, φ1 × φ2, ψF ).
Furthermore, the bijection is compatible with the two chains
Φscusp,bdd(N) ⊂ Φsim,bdd(N) ⊂ Φbdd(N) ⊂ Φ(N)
and
Πscusp,temp(N) ⊂ Π2,temp(N) ⊂ Πtemp(N) ⊂ Π(N)
in the sense that it maps each subset in the first chain onto its counterpart in the second
chain.
So far we discussed subsets of L-parameters in Φ(N). We also introduce a
chain of sets in the context of A-parameters:
Ψcusp(N) ⊂ Ψsim(N) ⊂ Ψ(N) ⊂ Ψ+unit(N) ⊂ Ψ+(N). (1.2.3)
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The first set consists of (isomorphism classes of) irreducible N -dimensional
unitary representations ofLF . The second set is the collection ofN -dimensional
representations of LF × SU(2) of the form µ ⊗ ν, where µ ∈ Ψcusp(m), ν =
Symn−1, as m,n ∈ Z≥1 vary subject to mn = N . The set Ψ(N) (resp. Ψ+(N)),
which was already defined above, consists of unitary (resp. possibly non-
unitary) N -dimensional representations of LF × SU(2). The remaining set
Ψ+unit(N) is explained below.
For eachψ ∈ Ψ+(N) one attaches an admissible representationπψ ofGL(N,F )
as follows. Observe that there is a decomposition ψ = ⊕i∈I(ψi ⊗ χi), where
ψi = µi ⊗ Symni−1 ∈ Ψsim(Ni), χi : LF → C× is a quasi-character, and
N =
∑
i∈I Ni. Define πψi to be the representation of GL(Ni, F ) whose L-
parameter is
φψi = µi| det |
ni−1
2 ⊕ µi| det |
ni−3
2 ⊕ · · · ⊕ µi| det |
1−ni
2 ,
where each det is defined on a diagonal GL(Ni/ni)-block in GL(Ni). Viewing
χi as a character of GL(1, F ), and also of GL(Ni, F ) via the determinant map,
one can now define (a possibly reducible representation)
πψ := I
(⊕
i∈I
(πψi ⊗ χi)
)
. (1.2.4)
Now Ψ+unit(N) is defined to be the set of ψ ∈ Ψ+(N) such that πψ is irreducible
and unitary. If ψ ∈ Ψ(N) then all χi may be chosen to be trivial, and the above
induction is irreducible and unitary by Bernstein’s theorem (since each πψi is
unitary). Hence Ψ(N) ⊂ Ψ+unit(N), justifying the third inclusion in (1.2.3).
Any ψ ∈ Ψ+(N) can be written as a direct sum of irreducible representa-
tions ψ = ⊕j∈Jψℓjψj , where ℓj ∈ Z≥1 and ψj are mutually non-isomorphic.
Then Sψ ≃
∏
j∈Jψ
GL(ℓj ,C), Sψ = Sψ = {1} and S♮ψ ≃ C× (the latter isomor-
phism is induced by determinant on GL(N,C)).
1.2.3 Local conjugate self-dual parameters
Herewe recall the definition and basic properties of conjugate self-dual param-
eters on GL(N) which will then be related to parameters on unitary groups
below. Let E be a quadratic field extension of F , and c ∈ Gal(E/F ) be the
nontrivial automorphism. Choose c˜ ∈ WF lifting c. Let LE and LF designate
either LE and LF or LE × SU(2) and LF × SU(2). We embedWF in LF via the
canonical injection WF →֒ LF (isomorphism if F is archimedean; w 7→ (w, 1)
if F is non-archimedean). Then c˜ acts on LE by g 7→ c˜gc˜−1 (conjugation in
LF ). Given a continuous representation ρ : LE → GL(N,C) define ρ⋆ := (ρc˜)∨,
where ρc˜(g) := ρ(c˜gc˜−1) (the same underlying vector space with twisted ac-
tion). Clearly the isomorphism class of ρ⋆ is well-defined, independently of
the choice of c˜. We say that ρ is conjugate self-dual if ρ⋆ is isomorphic to ρ.
We introduce the notion of parity for conjugate self-dual parameters fol-
lowing section 7 of [GGP12]. Let V be an N -dimensional vector space over C
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with tautological action by GL(V ). LetH := (GL(V )×GL(V ))⋊Gal(E/F ) be
a semi-direct product where Gal(E/F ) acts on GL(V ) × GL(V ) by permuting
the two factors. Let H0 := GL(V )×GL(V ) denote the index 2 subgroup inH .
There is a decomposition as H-representations
IndHH0(V ⊠ V ) = As
+(V )⊕As−(V ),
where As+(V ) and As−(V ) are irreducible and N2-dimensional, characterized
by the property that tr (wc|As±) = ±N . Note that As+(V ) (resp. As−(V )) is
isomorphic to V ⊠ V ≃ HomC(V ∨, V ) as an H0-representation. An element
of As+(V ) (resp. As−(V )) is said to be nondegenerate if it corresponds to an
isomorphism V ∨ ≃ V .
A continuous representation ρ : LE → GL(V ) gives rise to a map
ρ˜ : LF → H,
given by ρ˜(g) := (ρ(g), ρ(c˜gc˜−1)) ∈ H0 for g ∈ LE and ρ˜(c˜) := (1, ρ(c˜2)) ∈
H\H0. The LF -action through ρ˜ stabilizes As+(V ) and As−(V ) so we obtain
LF → GL(As+(V )), LF → GL(As−(V )).
We call ρ conjugate-orthogonal (resp. conjugate-symplectic) if LF fixes a non-
degenerate vector in As+(V ) (resp. As−(V )). We say that ρ has parity σ if σ is
the sign such that Asσ(V ) has a nondegenerate LF -fixed vector. It is not hard
to verify that these definitions do not depend on the choice of c˜. If ρ is con-
jugate self-dual and irreducible then it follows from Schur’s lemma that the
parity of ρ is unique. So such a ρ is either conjugate orthogonal or conjugate
symplectic but cannot be both. However the parity of ρ is not unique in general
in the reducible case (for a simple example consider the trivial representation
ρwhen N > 1). We remark that an alternative definition of conjugate orthogo-
nal/symplectic parameters is given in the section 3 of [GGP12] in terms of the
existence of a certain nondegenerate bilinear pairing on V . The two definitions
are shown to be equivalent in [GGP12, Prop 7.5.1].
The decomposition of ρ into irreducibles may be put in the following form
(cf. [GGP12, §4])
ρ =
⊕
i∈Iρ
ℓiρi
⊕
⊕
j∈Jρ
ℓj(ρj ⊕ ρ⋆j )
 , (1.2.5)
where ℓi, ℓj ≥ 1,
∑
i∈Iρ
dim ρi + 2
∑
j∈Jρ
dim ρj = N , and ρi ≃ ρ⋆i and ρj ≇ ρ⋆j
for every i ∈ Iρ and j ∈ Jρ. We say that ρ is elliptic if ℓi = 1 for all i ∈ Iρ and if
Jρ is empty.
The discussion so far applies when ρ is either an element of Φ(GL(N), E)
or Ψ(GL(N), E). The subset of conjugate self-dual parameters is to be denoted
Φ˜(GL(N), E) and Ψ˜(GL(N), E). The parity of such parameters is defined as
above. The chain (1.2.3) gives rise to a chain of subsets
Ψ˜sim(N) ⊂ Ψ˜ell(N) ⊂ Ψ˜(N) ⊂ Ψ˜+unit(N) ⊂ Ψ˜+(N), (1.2.6)
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which are obtained by collecting conjugate self-dual parameters. Observe that
we omitted Ψ˜cusp(N) in the chain but inserted Ψ˜ell(N), the subset of Ψ˜(N)
consisting of elliptic parameters. It is clear from the definition that Ψ˜sim(N) ⊂
Ψ˜ell(N).
1.2.4 Local parameters for unitary groups
It is desirable to understand localL-parameters andA-parameters forUE/F (N)
in relation to those for GE/F (N), which amounts to understanding (a suitable
twist of) the local base change relative to E/F . A careful analysis is not only
important in the purely local context but also motivates the somewhat indirect
construction of global parameters on unitary groups via those on general linear
groups, where the global analogue of LF is not available.
Assume that E is a quadratic field extension of F . (The case E = F × F
is treated at the end of this subsection.) Let κ ∈ {±1} and choose χκ ∈ ZκE .
The composition with the L-morphism ηχκ induces maps that we denote by
the same notation:
ηχκ,∗ : Φ(UE/F (N))→ Φ(GE/F (N)),
ηχκ,∗ : Ψ(UE/F (N))→ Ψ(GE/F (N)).
To describe the image of these maps, note that we can identify Φ(GE/F (N)) =
Φ(GL(N), E) and Ψ(GE/F (N)) = Ψ(GL(N), E) via Lemma 1.2.3, cf. [Mok,
(2.2.2)]. So the question is when a parameter for GL(N) over E comes from
a parameter for UE/F (N) via ηχκ,∗. It is not hard to see that the image of
ηχκ,∗ consists of conjugate self-dual parameters. The subtle part is to deter-
mine whether a conjugate self-dual parameter lies in the image of ηχκ,∗ for
κ = 1 or κ = −1 (or both or neither).
Lemma 1.2.5. The map ηχκ,∗ is injective on Φ(UE/F (N)) (resp. Ψ(UE/F (N)))
and restricts to a bijection from the preimage of Φsim(GE/F (N)) (resp. the preim-
age of Ψsim(GE/F (N))) onto the subset of conjugate self-dual parameters with parity
(−1)N−1κ in Φsim(GE/F (N)) (resp. Ψsim(GE/F (N))).
Remark 1.2.6. The global counterpart of the lemma, Proposition 1.3.1 below, is a
much deeper result.
Proof. The lemma for L-parameters is proved in [GGP12, Thm 8.1, Cor 8.2], cf.
[Mok, Lem 2.2.1]. (The proof is given in [GGP12] when κ = 1 but it is easy to
extend the result to the case κ = −1 by twisting by a character in Z−E .) The
same argument works in the case of A-parameters, replacing LF and LE with
LF × SU(2) and LE × SU(2).
Let (Ge˜, se˜, ηe˜) ∈ Esim(G˜(N)) so that Ge˜ ≃ UE/F (N). In comparison with
(1.2.6) we produce another chain
Ψsim(G
e˜) ⊂ Ψ2(Ge˜) ⊂ Ψ(Ge˜) ⊂ Ψ+unit(Ge˜) ⊂ Ψ+(Ge˜), (1.2.7)
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defined as follows. The set Ψ+(Ge˜) was defined in §1.2.1. Take Ψsim(Ge˜) (resp.
Ψ2(G
e˜)) to be the set of ψ ∈ Ψ+(Ge˜) such that ηe˜ψ belongs to Ψ˜sim(N) (resp.
Ψ˜ell(N)). This set does not change if the group Ge˜ extends to another endo-
scopic triple, since ηe˜ψ will only change by a character of GL(N). We can now
rephrase the preceding lemma as the decomposition
Φsim(G(N)) = ηχ+,∗Φsim(U(N))
∐
ηχ−,∗Φsim(U(N))
according to the parity of parameters, and likewise for Ψsim(G(N)). The other
sets Ψ(Ge˜) and Ψ+unit(G
e˜) are given similarly in parallel with (1.2.6). By con-
struction ψ 7→ ηe˜ψ is an injective chain-preserving map from (1.2.7) to (1.2.6).
Each parameter ψ ∈ Ψ˜+sim(GL(N), E) can be written as ψ = φ ⊗ ν, where
φ ∈ Φ˜sim(GL(m), E), ν is the Symn−1-representation of SU(2), and mn = N .
Here we view φ (resp. ν) as an irreducible conjugate self-dual representation
of LE × SU(2) via its projection onto LE (resp. SU(2)). We would like to com-
pare the sign of the L-embedding that ψ and φ each comes from. As irreducible
conjugate self-dual representations, the parity of each of ψ, φ, and ν is uniquely
determined. Write b(ψ), b(φ), and b(ν) for the parities. Since ν is orthogonal
(resp. symplectic) as a representation of SU(2) when n is even (resp. odd),
the b(ν) = (−1)n−1. (To see this one can apply the criterion in [GGP12, §3] for
conjugate orthogonality/symplecticity, which reduces to the usual orthogonal-
ity/symplecticity in this case.) Then the lemma 3.2 of [GGP12] tells us that
b(ψ) = b(φ)b(ν) = (−1)n−1b(φ).
Lemma 1.2.5 implies that ψ ∈ ηχ(ψ),∗Ψ(U(N)) and φ ∈ ηχ(φ),∗Ψ(U(N)) for
χ(ψ) ∈ Zκ(ψ)E and χ(φ) ∈ Zκ(φ)E with κ(ψ) = (−1)N−1b(ψ) and κ(φ) = (−1)m−1b(φ).
Thus
κ(ψ) = (−1)N−m−n−1κ(φ). (1.2.8)
We canmake Sψ explicit for each ψ ∈ Ψ+(UE/F (N)). Let κ ∈ {±1}, χ ∈ ZκE ,
and set ψN := ηχψ. We can write
ψN =
 ⊕
i∈I
ψN
ℓiψ
Ni
i
⊕
 ⊕
j∈J
ψN
ℓj(ψ
Nj
j ⊕ (ψNjj )⋆)
 ,
where the notation is as in (1.2.5). Each ψNi ∈ Φ˜(GL(Ni)) determines κi ∈
{±1} such that the parity of ψNi is κi(−1)Ni−1. Consider a partition IψN =
I+
ψN
∐
I−
ψN
such that i ∈ IψN belongs to I+ψN (resp. I−ψN ) if κi = κ(−1)N−Ni
(resp. otherwise). Then it follows that ℓi is even for each i ∈ I−ψN and that
Sψ ≃
∏
i∈I+
ψN
(ℓi,C)×
∏
i∈I−
ψN
Sp(ℓi,C)×
∏
j∈J
ψN
GL(ℓj ,C).
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(See [GGP12, §4].) The group Z(Ĝ)Γ = {±1} is embedded diagonally into the
right hand side. It is easy to see that
Sψ ≃ S♮ψ ≃ (Z/2Z)
|I+
ψN
|
, Sψ ≃
 (Z/2Z)
|I+
ψN
|−1
, ∀i∈I+
ψN
, 2|ℓi,
(Z/2Z)
|I+
ψN
|
, otherwise.
Now we briefly discuss the easy case when E = F × F . For each ψ ∈
Ψ+(UE/F (N)) one can write ψN = ηχψ in the form ψN = ⊕j∈JψN ℓjψ
Nj
j . Then
Sψ ≃
∏
j∈J
ψN
GL(ℓj ,C) and Sψ = Sψ = {1}.
1.3 Global parameters
In this subsection we recall the formalism of global parameters for (quasi-split)
unitary groups according to [Art13] and [Mok]. Since the global analogue of
LF of the last subsection is highly hypothetical, a different approach should
be taken to define the analogous global L-parameters in an unconditional way.
The idea is to substitute cuspidal automorphic representations of GL(N) for
irreducible N -dimensional representations of LF . Then, loosely speaking, a
parameter for a unitary group can be constructed as a formal sum of cuspi-
dal automorphic representations of general linear groups subject to a suitable
conjugate self-duality condition.
1.3.1 Conjugacy class data of automorphic representations
We explain how to associate a string of local conjugacy classes in theL-group to
an automorphic representation via Satake isomorphism. This conjugacy class
data is used to state a sign dichotomy when descending a conjugate self-dual
automorphic representation of GL(N), cf. Proposition 1.3.1 below. Another
role is played in the decomposition of the discrete part of the trace formula in
§3.1 below.
Let F be a global field, andG a connected reductive group over F . We have
the sets of automorphic representations of G(AF ), cf. [Art13, p.19]:
Acusp(G) ⊂ A2(G) ⊂ A(G),
where each set consists of irreducible unitary representations of G(AF ) whose
restrictions toG(AF )1 are constituents ofL2♦(G(F )\G(AF )1)with♦ ∈ {cusp, disc, ∅}
in the same order.
For S any finite set of primes outside of which G is unramified, we define
CSAF (G) to be the set of adelic families of semisimple Ĝ-conjugacy classes cS of
the form
cS = (cv)v 6∈S
where cv is a Ĝ-conjugacy class in LGv = Ĝ ⋊WFv ⊂ LG represented by an
element of the form cv = tv ⋊ Frobv with tv a semi-simple element of Ĝ. We
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define CAF (G) to be the set of equivalence classes of such families, cS and (c′)S
′
being equivalent if cv equals c′v for almost all v.
Let π = ⊗vπv be an automorphic representation of G(AF ) unramified out-
side some finite set S. For all places v 6∈ S, the Satake isomorphism associates
to the unramified representation πv 7→ c(πv) ∈ LGv a semisimple Ĝ-conjugacy
class in LGv . This allows us to associate to π
cS(π) = {c(πv) : v 6∈ S} ∈ CSAF (G).
We then have the mapping
π 7→ c(π) = cS(π)
from A(G) → CAF (G). We define the image of this map to be Caut(G). When
G = GL(N) we will see that the map π 7→ c(π) is particularly well-behaved.
1.3.2 Global parameters for GL(N)
LetA+2 (N) (resp. A+cusp(N)) be the set of irreducible admissible representations
ofGL(N,AF )whose restriction toGL(N,AF )1 appears as a direct summand of
L2disc(GL(N,F )\GL(N,AF )1) (resp. L2cusp(GL(N,F )\GL(N,AF )1)). The sub-
set of unitary representations in A+2 (N) (resp. A+cusp(N)) is denoted A2(N)
(resp. Acusp(N)). Let A+iso(N) denote the set of π = ⊗vπv which is an isobaric
sum
π = π1 ⊞ · · ·⊞ πr (1.3.1)
for some r ∈ Z≥1, N1, ..., Nr ∈ Z≥1 (N1 + · · · + Nr = N), πi ∈ A+cusp(Ni) for
1 ≤ i ≤ r. The isobaric sum (1.3.1) means that πv is the Langlands quotient of
the normalized parabolic induction from π1,v ⊕ · · · ⊕ πr,v at every place v. The
interpretation via the local Langlands correspondence is that the L-parameter
for πv is the direct sum of the L-parameter for π1,v, ..., πr,v at every v.
Moeglin andWaldspurger identifiedA2(N)with a precise subset ofA+iso(N).
NamelyA2(N) consists of representations of the following form:
µ| det |n−12 ⊞ µ| det |n−32 ⊞ · · ·⊞ µ| det | 1−n2 , (1.3.2)
where N = mn, m,n ∈ Z≥1, and µ ∈ Acusp(m). (No two representations of
such form are isomorphic unless m, n and µ are the same.) Define A(N) to be
the set of (1.3.1) such that πi ∈ A2(Ni) instead of πi ∈ A+cusp(Ni). Then we have
a chain
Acusp(N) ⊂ A2(N) ⊂ A(N) ⊂ A+iso(N). (1.3.3)
Moreover an element of A+iso(N) is uniquely determined by the data at almost
all (unramified) places by the Jacquet-Shalika theorem, which tells us that the
map
A+iso(N) −→ CAF (N), π 7→ c(π)
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is a bijection onto its image (which is much smaller than CAF (N)). Here we
write CAF (N) for CAF (GL(N)) as usual. The image in CAF (N) will be denoted
Caut(N).
We shall introduce some formal parameter sets for GL(N) in the global
setting
Ψcusp(N) ⊂ Ψsim(N) ⊂ Ψ(N)
in parallel with the first three sets in (1.3.3). First off, putΨcusp(N) := Acusp(N).
Next, let Ψsim(N) = Ψsim(GL(N)) denote the set of formal tensor products
ψ = µ⊠ ν
where µ ∈ Acusp(m) and ν is the irreducible representation of SU(2) of dimen-
sion n such that N = mn. We shall associate to such a ψ the automorphic
representation πψ given by (1.3.2) so that ψ 7→ πψ is a bijection from Ψsim(N)
onto A2(N). Finally Ψ(N) is going to be the set of formal unordered direct
sums
ψ = ℓ1ψ1 ⊞ · · ·⊞ ℓrψr (1.3.4)
for positive integers ℓk and distinct elements ψk = µk ⊠ νk in Ψsim(Nk). The
ranks here are positive integers Nk = mknk such that
N = ℓ1N1 + · · · ℓrNr = ℓ1m1n1 + · · ·+ ℓrmrnr.
To such a ψ, we associate
πψ := ⊞
r
i=1(πψi ⊞ · · ·⊞ πψi︸ ︷︷ ︸
ℓi
)
so that the map ψ 7→ πψ is a bijection from Ψ(N) onto A(N). By Bernstein’s
theorem that the normalized induction of irreducible unitary representations is
irreducible, we see that πψ may also be described as the normalized induction
I(⊗ri=1(πψi ⊗ · · · ⊗ πψi)).
Finally let E be a finite field extension of F . In view of the functorial iso-
morphism ResE/FGL(N,R) = GL(N,R ⊗F E) for F -algebras R, we define
Ψ(ResE/FGL(N)) to be Ψ(GL(N)E), namely the set of formal parameters for
GL(N) over E. Likewise Ψ♦(ResE/FGL(N)) is defined for various constraints
♦. In particular this applies to the case [E : F ] = 2, where the group is
GE/F (N).
1.3.3 Localizing global parameters for GL(N)
Consider a cuspidal automorphic representation µ ∈ Acusp(N) and v a place of
F . By the local Langlands correspondence, we can associate to µv ∈ Π(GL(N,Fv))
an L-parameter φµv ∈ Φ(GL(N,Fv)). The L-parameter φµv can be viewed as a
generic unbounded A-parameter ψµv ∈ Ψ+(GL(N,Fv)).
We could have introduced the analogues ofΨ+(N) andΨ+unit(N) in [Art13] §1.5 (in the global
setting) but we do not need them.
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This allows us to define for everyN ∈ Z≥1 the localization map
Ψcusp(N) → Ψ+v (N)
µ 7→ ψµv
This can be extended to define the localization map
Ψsim(N) → Ψ+v (N)
µ⊠ ν 7→ φµv ⊗ ν.
This map can then be uniquely extended by requiring that⊞ be carried over to
⊕ to produce the localization map
Ψ(N)→ Ψ+v (N).
Similarly there is a localization map Ψ(GE/F (N)) → Ψ+v (GE/F (N)). Con-
cretely it is identified (via Lemma 1.2.3) with the localization map ΨE(N) →
Ψ+w(N)×Ψ+w(N) if v splits asww inE, or the localizationmapΨE(N)→ Ψ+w(N)
if w is the only place of E above v.
1.3.4 Global parameters for UE/F (N)
We begin with the discussion of conjugate self-dual parameters on GL(N) as
the global analogue of §1.2.3. A careful consideration of parity will allow us to
define formal global parameters for unitary groups, depending on the sign of
an L-embedding LUE/F (N) →֒ LGE/F (N). A definition which is independent
of choices will be discussed in §1.3.8 below.
If π is a cuspidal automorphic representation ofGL(N,AE), we shall denote
by π⋆ = π∨,c the conjugate dual representation of π. This notation shall also
be used in the context of local L-parameters and A-parameters to refer to the
conjugate dual representation.
Consider a partition N1 + · · · + Nr = N and a formal global parameter
ψ = ℓ1ψ1 ⊞ · · · ⊞ ℓrψr ∈ Ψ(N) where ψi = µi ⊠ νi ∈ Ψsim(Ni) and Ni = mini
for i = 1, . . . , r. We define the conjugate dual parameter
ψ⋆ = ℓ1ψ
⋆
1 ⊞ · · ·⊞ ℓrψ⋆r
where ψ⋆i = µ
⋆
i ⊠νi for i = 1, . . . , r. We remark that π
⋆
ψ ≃ πψ⋆ . Such a parameter
ψ is said to be conjugate self-dual if ψ = ψ⋆ up to reordering, or more precisely
if there exists an involution i↔ i⋆ of the indexing set {1, . . . , r} such that
ψ⋆i = ψi⋆ and ℓi = ℓi⋆ for i = 1, . . . , r.
The subset of parameters ψ ∈ Ψ(N) that are conjugate self-dual is denoted by
Ψ˜(N). If the parameter ψ satisfies in addition the condition that
i⋆ = i and ℓi = 1 for i = 1, . . . , r,
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then ψ is said to be elliptic. The subset of elliptic parameters is denoted by
Ψ˜ell(N). We shall also have need of the subset of conjugate self-dual simple
parameters that shall be denoted by Ψ˜sim(N). We shall denote by Φ˜(N) ⊂
Ψ˜(N) the subset of conjugate self-dual generic parameters. (Recall that ψ is
called generic if νi is the trivial representation of SU(2) for all i = 1, . . . , r.) A
generic parameter is often written as φ. Put Φ˜sim(N) := Φ˜(N) ∩ Ψ˜sim(N).
A conjugate self-dual cuspidal automorphic representation φ is said to be
conjugate-orthogonal (resp. conjugate-symplectic) if the Asai L-function
L(s, φ,As+) (resp. L(s, φ,As−))
has a pole at s = 1. Then φ ∈ Φ˜sim(N) is either conjugate-orthogonal or
conjugate-symplectic, and this is mutually exclusive. Indeed, there is a de-
composition of the Rankin-Selberg L-function
L(s, φ× φc) = L(s, φ,As+)L(s, φ,As−),
which has a simple pole at s = 1 since φ is cuspidal and φ⋆ ≃ φ. Each factor on
the right hand side has no zero at s = 1 by a result of Shahidi ([Sha81, Thm 5.1]).
Hence exactly one factor on the right has a pole at s = 1. (See the paragraph
preceding the theorem 2.5.4 in [Mok] for more details and references.)
We are almost ready to define the global parameters for UE/F (N) by means
of conjugate self-dual parameters. Let us fix a pair of characters χ+ ∈ Z+E and
χ− ∈ Z−E . (We can make the definition more natural by considering all choices
of χ+ and χ− at once. See §1.3.8 below.)
Proposition 1.3.1. (1st seed theorem) For each φ ∈ Φ˜sim(N) there exists a unique
eφ = (Gφ, sφ, ηφ) ∈ E˜ell(N) such that c(φ) = ηφ(c(π)) for some π ∈ A2(G). The
datum eφ is simple and may be represented by
(UE/F (N), 1, ηχκ),
where κ ∈ {±1} is equal to (−1)N−1 (resp. (−1)N ) if φ is conjugate-orthogonal (resp.
conjugate-symplectic).
Proof. This follows from the theorems 2.4.2 and 2.5.4 of [Mok].
Given a ψN ∈ Ψ˜(N), which admits a decomposition (1.3.4), write KψN for
the indexing set {1, . . . , r}. We have the decomposition KψN = IψN ⊔ JψN ⊔
(JψN )
⋆, where IψN consists of the set of indices that are fixed under the invo-
lution i ↔ i⋆ whilst JψN is a set of representatives for the orbits of size two of
that involution. We can then write the parameter ψ in the following form.
ψN = (⊞i∈I
ψN
ℓiψ
Ni
i )⊞ (⊞j∈JψN ℓj(ψ
Nj
j ⊞ ψ
Nj
j⋆ )), (1.3.5)
where ψi = µi ⊠ νi ∈ Ψsim(Ni), Ni = mini for i = 1, . . . , r as before, and
where ψNii are conjugate self-dual and ψ
Nj
j are not. To each i ∈ Iψ, we can
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associate a pair (UE/F (mi), ηχκ(µi)) for a unique κ(µi) ∈ {±1} by considering
the pair associated to the simple generic factor µi ∈ Φ˜(mi). We shall let Hi :=
UE/F (mi). To each j ∈ Jψ, we shall letHj := GE/F (mj).
We shall denote by {Kψ} the set of orbits of Kψ under the involution k ↔
k⋆, which can be identified with Iψ ⊔ Jψ. To each k ∈ {Kψ}, we have associ-
ated Hk, a connected reductive group defined over F . We shall form the fibre
product overWF
Lψ =
∏
k∈{Kψ}
(LHk →WF ).
The group Lψ shall serve as our substitute for the part of the global Langlands
group that accounts for the parameter ψ. If k = i ∈ Iψ , we have the embedding
µ˜i := ηχκ(µi) :
LUE/F (mi)→ LGE/F (mi)
If k = j ∈ Jψ, then we define the embedding
µ˜j :
LGE/F (mj) → LGE/F (2mj)
g1 × g2 × w 7→
(
g1 0
0 Jn
tg−12 J
−1
n
)
×
(
g2 0
0 Jn
tg−11 J
−1
n
)
× w,
for w ∈ WF . Putting everything together, we associate to a parameter ψN ∈
Ψ˜(N) the L-homomorphism
ψ˜N : Lψ × SL(2,C)→ LGE/F (N)
which is defined as the direct sum
ψ˜N =
⊕
i∈Iψ
ℓi(µ˜i ⊠ νi)
 ⊕
⊕
j∈Jψ
ℓj(µ˜j ⊠ νj)

where we have identified an n-dimensional representation ν : SL(2,C) →
GL(n,C) as the homomorphism
ν : SL(2,C) → ĜE/F (n) = GL(n,C)×GL(n,C)
g 7→ ν(g)× ν(g).
We remind the reader that any finite dimensional representation of SL(2,C) is
self-dual. Consequently, we shall write ν in place of ν˜.
We shall now define the parameter set Ψ(UE/F (N), ηχκ ) to be the set con-
sisting of pairs ψ = (ψN , ψ˜) where ψN ∈ Ψ˜(N) and
ψ˜ : LψN × SL(2,C)→ LUE/F (N)
is an L-homomorphism (considered up to Û -conjugacy) such that
ψ˜N = ηχκ ◦ ψ˜
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Denote by Ψ2(UE/F (N), ηχκ) the subset of ψ = (ψ
N , ψ˜) such that ψN is elliptic
(i.e. all ℓi are 1 and JψN is empty in (1.3.5)).
The group Lψ is a substitute for the conjectural global Langlands group
so that the datum ψ˜ allows to define various invariants associated with ψ =
(ψN , ψ˜) ∈ Ψ(UE/F (N), ηχκ ), which is only a formal parameter. Ifψ1 = ψ2 in the
parameter set then ψN1 = ψ
N
2 in Ψ˜(N), so in particular there is an isomorphism
Lψ1 ≃ Lψ2 which is canonical (since there is a unique bijection between {Kψ1}
and {Kψ2}matching the ⋆-orbits of simple parameters).
The centralizer group for ψ and its variants may be defined as follows,
where we put G∗ := UE/F (N).
Sψ := Cent(Imψ˜, Ĝ
∗), Sψ := Sψ/Z(Ĝ
∗)Γ,
Sψ := π0(Sψ), Sψ := π0(Sψ),
Sradψ := (Sψ ∩ Ĝ∗der)0, S♮ψ := Sψ/Sradψ .
We also write Sψ(G∗) and so on if the group G∗ is to be emphasized. If two
parameters ψ1 = (ψN1 , ψ˜1) and ψ2 = (ψ
N
2 , ψ˜2) are equal then ψ˜1 and ψ˜2 are
Ĝ∗-conjugate by definition. So there is an isomorphism Sψ1 ≃ Sψ2 , which is
canonical up to Sψ1-conjugacy. Similarly the elements of Sψ, Sψ , Sψ , Sradψ , and
S♮ψ are well-defined up to inner automorphisms of Sψ.
To describe the group Sψ explicitly, consider the decomposition of ψN into
irreducibles as in (1.3.5) (with ψN in place of ψ). Define (cf. (1.2.8))
κ(ψi) := (−1)Ni−mi−ni−1κ(µi).
Take a partition IψN = I
+
ψN
∐
I−ψN such that i ∈ IψN belongs to I+ψN (resp.
I−
ψN
) if κ(ψi) = κ(−1)N−Ni (resp. otherwise). It follows from the analogue of
Lemma 1.2.5 for Lψ in place of LE , using an analogous argument for obtaining
(1.2.8), that the parameter ψ˜i factors through ηκ(ψi). As in the local case we
have that ℓi is even for each i ∈ I−ψN and that
Sψ ≃
∏
i∈I+
ψN
(ℓi,C)×
∏
i∈I−
ψN
Sp(ℓi,C)×
∏
j∈J
ψN
GL(ℓj ,C). (1.3.6)
Again the group Z(Ĝ∗)Γ = {±1} is embedded diagonally into the right hand
side and
Sψ can≃ S♮ψ ≃ (Z/2Z)
|I+
ψN
|
, Sψ ≃
 (Z/2Z)
|I+
ψN
|−1
, ∀i∈I+
ψN
, 2|ℓi,
(Z/2Z)
|I+
ψN
|
, otherwise.
It is useful to consider a finer chain of parameter sets in Ψ(G∗, ηχ) for the
later trace formula argument. We write
Ψsim(G
∗, ηχ) ⊂ Ψ2(G∗, ηχ) ⊂ Ψell(G∗, ηχ) ⊂ Ψdisc(G∗, ηχ) ⊂ Ψ(G∗, ηχ),
(1.3.7)
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which are defined in terms of the group Sψ as follows, cf. [Art13, §4.1].
Ψsim(G
∗, ηχ) := {ψ ∈ Ψ(G∗, ηχ) : |Sψ| = 1},
Ψell(G
∗, ηχ) := {ψ ∈ Ψ(G∗, ηχ) : ∃s ∈ Sψ,ss, |Sψ,s| <∞},
Ψdisc(G
∗, ηχ) := {ψ ∈ Ψ(G∗, ηχ) : |Z(Sψ)| <∞}.
Here Sψ,s denotes the centralizer of s in Sψ . The set Ψ2(G∗, ηχ) was already
defined and can also be characterized as the subset of ψ ∈ Ψ(G∗, ηχ) such that
Sψ is finite.
We have not talked about the trace formula yet but motivate the above def-
inition by means of the trace formula. A parameter ψ in Ψsim(G∗, ηχ) (resp.
Ψ2(G
∗, ηχ)) is supposed to contribute to the discrete spectrum of GL(N,AE)
(resp. G∗(AF )). The set Ψell(G∗, ηχ) consists of ψ which contributes to the
discrete spectrum of an elliptic endoscopic group of G∗. The condition ψ ∈
Ψdisc(G
∗, ηχ) should mean that the ψ-part of the discrete part of the trace for-
mula for G∗ does not vanish identically (i.e. IG
∗
disc,ψ 6= 0 in later notation).
The reader is cautioned that Ψ2(G∗, ηχ) (resp. Ψell(G∗, ηχ)) is not the inter-
section of Ψ2(G(N)) (resp. Ψell(G(N))) with Ψ(G∗, ηχ) though it is true that
Ψsim(G
∗, ηχ) = Ψ(G
∗, ηχ) ∩ Ψ˜sim(N).
Lemma 1.3.2. Let ψ = (ψN , ψ˜) ∈ Ψ(G∗, ηχ). Suppose that ℓ1, ..., ℓr ∈ Z≥1 are the
multiplicities of simple factors in the decomposition of ψN . Then ψ ∈ Ψ2(G∗, ηχ) if
and only if ℓi = 1 for all 1 ≤ i ≤ r and I−ψN = JψN = ∅.
Proof. From the explicit description of (1.3.2) and the finiteness of Z(Ĝ∗)Γ it is
clear that Sψ is finite if and only if Sψ is finite if and only if all ℓi are equal to 1
and both I−
ψN
and JψN are empty.
We say that ψ = (ψN , ψ˜) is generic if ψN ∈ Φ˜(N), i.e. if ψN is generic.
Passing to subsets of generic parameters in (1.3.7), we obtain a chain of sets
Φsim(G
∗, ηχ) ⊂ Φ2(G∗, ηχ) ⊂ Φell(G∗, ηχ) ⊂ Φdisc(G∗, ηχ) ⊂ Φ(G∗, ηχ).
1.3.5 Localizing global parameters for UE/F (N)
Fix characters χ+ ∈ Z+E and χ− ∈ Z−E as above. Let κ ∈ {±1} and consider a
parameter ψ = (ψN , ψ˜) ∈ Ψ(UE/F (N), ηχκ ). If v is a place of F , we would like
to define the localization ψv ∈ Ψ+(UEv/Fv (N)) as the (ÛEv/Fv (N)-conjugacy
class of) L-homomorphism
ψv : LFv × SU(2)→ LUEv/Fv (N)
such that ψNv = ηχκ ◦ ψv . If such a homomorphism exists, it is necessarily
unique by Lemma 1.2.5.
Consider the easier case where v splits as ww in E so that Ev = Fw × Fw.
(Recall that w is determined by the composite of the distinguished embed-
dings E →֒ F and F →֒ F v.) Then ψN ∈ Ψ(GL(N)E) has localizations
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ψNw ∈ Ψ(GL(N)Ew) and ψNw ∈ Ψ(GL(N)Ew ), cf. §1.3.3. Let Lξw : LGL(N)Ew ≃
LUEv/Fv (N) be the isomorphism induced by the isomorphism ξw : UEv/Fv (N) ≃
GL(N)Ew . Then
ψv : LFv × SU(2)
ψNw→ LGL(N)Ew
Lξw→ LUEv/Fv(N)
(or its suitable ÛEv/Fv (N) = GL(N,C)-conjugate) is the desired localization.
When v does not split in E the existence of a localization ψv turns out to
be highly nontrivial and is only proved as a part of an inductive argument
proving all the main theorems in [Mok] (like Proposition 1.3.1 above), as it was
the case in [Art13] for symplectic and orthogonal groups. More specifically, the
statement is contained in Theorem 2.4.10 and Corollary 2.4.11 in [Mok].
We summarize this discussion as follows.
Proposition 1.3.3. (2nd seed theorem) For each ψ ∈ Ψ(UE/F (N), ηκ) there exists
ψv ∈ Ψ+(UEv/Fv (N)) as above, i.e. such that ψNv = ηχκ ◦ψv. The isomorphism class
of ψv is uniquely determined.
Proposition 1.3.3 can be used to produce a map LFv → Lψ at each v as well
as a localizationmap for centralizer groups Sψ → Sψv and its variants. We only
sketch the idea, keeping the same notation as in §1.3.4. Before the proposition
our definition and construction in §1.3.4 yield the following diagram without
the dotted arrows, in which every triangle and rectangle (not involving the
dotted arrows) commute.
LFv × SU(2)
✤
✤
✤
ψv //❴❴❴
ψNv
((
LUEv/Fv(N)

ηχ // LGEv/Fv (N)

// WFv

Lψ × SL(2,C) ψ˜ //
ψ˜N
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LUE/F (N)
ηχ // LGE/F (N) // WF
Proposition 1.3.3 provides us with the top dotted arrow such that the top trian-
gle commutes (i.e. ψNv = ηχψv) and the left dotted arrow such that the rectangle
enclosed by the first and third vertical arrows commutes. Since ηχ is an injec-
tion (locally and globally), it follows that the leftmost rectangle also commutes.
Hence the full diagram commutes.
The diagram gives us localization maps for the centralizer groups. The
second vertical arrow carries Im(ψv) into Im(ψ˜), inducing a map
Sψ → Sψv , thus also Sψ → Sψv and S♮ψ → S♮ψv .
The map Sψ → Sψv sends Z(ÛE/F (N))Γ into Z(ÛE/F (N))Γv , so we also have
maps
Sψ → Sψv and Sψ → Sψv .
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Each localization map is canonical up to an inner automorphism of Sψv .
1.3.6 Parameters for endoscopic groups of UE/F (N)
So far we have discussed the parameters sets only for G∗ = UE/F (N). We
will introduce the analogues for endoscopic groups of G∗ (which include Levi
subgroups) in both global and local settings.
First we consider the global case. Let (Ge, se, ηe) ∈ E(G∗). Define the pa-
rameter set Ψ(Ge, ηe) to be
Ψ(Ge, ηe) :=
{
(ψN , ψ˜e), ψN ∈ Ψ(N), ψ˜e : LψN → LGe, s.t. ηe ◦ ψ˜e = ψ˜N
}
,
(1.3.8)
where ψ˜e is viewed as a Ĝe-conjugacy class of L-morphisms. In other words
(ψN1 , ψ˜
e
1) and (ψ
N
2 , ψ˜
e
2) are considered the same element if ψ
N
1 = ψ
N
2 and if
ψ˜e1 and ψ˜
e
2 are Ĝ
e-conjugate. For a more explicit description we fix χ+ ∈ Z+E
and χ− ∈ Z−E globally and locally. Let κ ∈ {±1} so that we have LG∗ →֒
LGE/F (N). Notice that there is an isomorphism
Ge ≃
a∏
i=1
UE/F (ni)×
b∏
j=1
GE/F (mj) (1.3.9)
for suitable a, b ≥ 0, n1, ..., na ≥ 1, and m1, ...,mb ≥ 1 such that N =
∑
i ni +
2
∑
jmj . Let κ = (κi)
a
i=1 be a collection of signs given by κi = (−1)N−niκ.
Without disturbing the weak isomorphism class of the endoscopic triple we
can choose ηe such that the following diagram commutes.
L
(∏
i UE/F (ni)×
∏
j GE/F (mj)
) (ηκi ,χκµ˜j) //
ηe

L
(∏
iGE/F (ni)×
∏
j GE/F (2mj)
)

LUE/F (N)
ηκ // LGE/F (N)
Here the right vertical map is given as in §1.1.4, and χκµ˜j is the twist of the
L-morphism µ˜j in §1.3.4 by χκ. With the aid of the above diagram we identify
Ψ(Ge, ηe) =
a∏
i=1
Ψ(UE/F (ni), ηκi)×
b∏
j=1
Ψ(GE/F (mj)).
We define Ψ2(Ge, ηe) by the product of the subsets of discrete parameters on
the right hand side. The subset of generic parameters is denoted Φ(Ge, ηe),
Φ2(G
e, ηe), etc. For ψ ∈ Ψ(Ge, ηe) we define the centralizer group Sψ and its
variants as in the case Ge = UE/F (N).
Next we put ourselves in the local case, where Ψ(Ge) and Ψ2(Ge) are de-
fined by a general discussion of §1.2.1 without reference to an L-morphism ηe :
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LGe → LG∗. Still once we fix a choice of ηe, we can show that the two descrip-
tions in the global setting are valid. Namely there is a natural bijection between
Ψ(Ge) and the right hand side of (1.3.8) with LψN replaced with LF × SU(2).
The explicit description of Ge as in (1.3.9) is again available. Accordingly there
is a decomposition Ψ(Ge) =
∏a
i=1Ψ(UE/F (ni))×
∏b
j=1Ψ(GE/F (mj)) and sim-
ilarly for discrete parameters.
Just like when Ge = UE/F (N) (or a general linear group), we have a local-
ization map Ψ(Ge, ηe) → Ψ(Gev) compatibly with the product decompositions
in the source and the target.
1.3.7 Relevance of global parameters for UE/F (N)
So far our global discussion has been only about quasi-split groups. Now
we consider the notion of relevant parameters for inner forms. As above let
κ ∈ {±1} and ψ = (ψN , ψ˜) ∈ Ψ(UE/F (N), ηκ). Now consider an inner twist
(G, ξ) of G∗ = UE/F (N). The global parameter ψ is said to be (G, ξ)-relevant
if it is relevant locally everywhere, i.e. if ψv is (Gv, ξv)-relevant at every place
v. We write Ψ(G∗, ηκ)(G,ξ)-rel, or Ψ(G∗, ηκ)G-rel if G is an extended pure inner
twist extending (G, ξ), for the subset of (G, ξ)-relevant parameters inΨ(G∗, ηκ).
Similarly the notation Ψ2(G∗, ηκ)(G,ξ)-rel etc will have the obvious meaning.
Lemma 1.3.4. Let ψ ∈ Ψ(G∗, ηκ) and M∗ ⊂ G∗ a Levi subgroup. Suppose that ψ
comes from a parameter onM∗ and that ψ is relevant for an inner twist (G, ξ) of G∗.
ThenM∗ transfers to G in the sense of Definition 0.4.3.
Proof. By definitionM∗ transfers to G locally at every place of F . We conclude
by Lemma 0.4.6.
1.3.8 Canonical global parameters for UE/F (N)
Our definition of various global parameter sets has not been optimal in that it
depends on the choice of χ+ and χ−, which has been fixed thus far. To remove
the dependence we consider all possible choices of χ+ and χ− simultaneously.
Define Ψ(G∗) to be the set of equivalence classes
Ψ(G∗) :=
 ∐
χ∈Z+E
∐
Z−E
Ψ(G∗, ηχ)
 / ∼, (1.3.10)
where ψ = (ψN , ψ˜) ∈ Ψ(G∗, ηχ) and ψ′ = ((ψ′)N , ψ˜′) ∈ Ψ(G∗, ηχ′) are consid-
ered equivalent if
• (ψ′)N = ψN ⊗ χ′χ−1 and
• the Ĝ∗-orbits of ψ˜ and ψ˜′ are the same via the canonical isomorphism
Lψ ≃ Lψ′ .
In the global setup we refrain from using Ψ(G∗) as an abbreviation for Φ(G∗, ηχ) so as to
avoid confusion.
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Let us elaborate on these conditions. When we write ψN = ⊞ri=1ℓiµi ⊠ νi as
usual, the character twist ψN ⊗ χ′χ−1 is defined to be
⊞
r
i=1ℓi
(
µi ⊗ (χ′χ−1 ◦ det)
)
⊠ νi.
We explained in §1.3.5 that Lψ ≃ Lψ′ canonically if ψN = (ψ′)N . Now it is not
hard to see that the same remains true when they differ by χ′χ−1. (Since χ′χ−1
is conjugate self-dual, the group LHk with its projection ontoWF for ψ and ψ′
are identified for each k up to reordering k’s.)
Lemma 1.3.5. Suppose that ψ ∈ Ψ(G∗, ηχ) and ψ′ ∈ Ψ(G∗, ηχ′) are equivalent. Let
v be a place of F . Then ψv = ψ′v in Ψ
+
v (G
∗). In particular the localization maps patch
together to a map
Ψ(G∗)→ Ψv(G∗), [ψ] 7→ [ψ]v.
Proof. The localizations ηχ ◦ ψv and ηχ′ ◦ ψ′v correspond to ψNv and (ψ′)Nv re-
spectively, if we view the representations ψNv and (ψ
′)Nv of GL(N,Ev) as L-
parametersLFv → LG(N) via the local Langlands correspondence and Shapiro’s
lemma. Since (ψ′)Nv ≃ ψNv ⊗ χ′vχ−1v by assumption, the correspondence be-
tween ηχ′ ◦ ψ′v and (ψ′)Nv implies that ηχ ◦ ψ′v corresponds to ψNv (noting that
χ′χ−1 corresponds to the parameterWF → LG(1) such thatw 7→ (χ′χ−1(w), (χ′)−1χ(w))⋊
w onWE and wc 7→ (κ′κ, 1)⋊ wc, cf. §1.1.4). We deduce from the injectivity in
Lemma 1.2.5 that ψv and ψ′v are isomorphic parameters.
Further the following are verified rather easily.
• If ψ and ψ′ are equivalent parameters as above then we have isomor-
phisms Sψ ≃ Sψ′ and Sψ ≃ Sψ′ canonical up to an inner automorphism
of Sψ. Hence we may associate to each [ψ] ∈ Ψ(G∗) the groups
S[ψ], S[ψ], S[ψ], S [ψ], S♮[ψ]. (1.3.11)
• When ♦ ∈ {sim, 2, ell, disc}, the set Ψ♦(G∗) is well-defined as the image
of Ψ♦(G∗, ηχ) in Ψ(G∗) independently of the choice of χ, since the set
is characterized by means of the group Sψ. The definition of Φ♦(G∗) is
similar.
• The localizationmap induces S[ψ] → S[ψv] (canonical up to S[ψv ]-conjugacy)
and similarly for the other groups in (1.3.11).
• For each inner twist (G, ξ) of G∗, the (G, ξ)-relevance property is invari-
ant under the equivalence relation. So Ψ♦(G∗)(G,ξ)-rel is well-defined.
1.4 A correspondence of endoscopic data
Here we recall a bijective correspondence between two kinds of endoscopic
data from a discussion in [Art13, §1.4] in the case of ordinary endoscopy for
UE/F (N).
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Some terminology and notation need to be set up. For the moment we fo-
cus on the local case and will remark below what to do in the global case. Let
G∗ be a connected reductive quasi-split group over F . We assume that G∗der is
simply connected, which suffices for our purpose. (See [Art13, §4.8] for the anal-
ogous discussion without the assumption.) Two ordinary endoscopic triples
e1 = (G
e
1, s
e
1, η
e
1) and e2 = (G
e
2, s
e
2, η
e
2) for G
∗ are considered strictly equivalent
(resp. weakly equivalent, resp. equivalent) if se1 = zs
e
2 for z = 1 (resp. some
z ∈ Z(Ĝ∗)Γ, resp. some z ∈ Z(Ĝ∗)) and ηe1(LGe1) = ηe2(LGe2) as subgroups
of LG∗. The equivalence here is different from the isomorphism defined in
§1.1.1 in that there is no conjugation by an element of Ĝ∗. For simplicity we
further assume that that weak equivalence is the same as equivalence and that
weak isomorphism is the same as isomorphism. While this may not be true in
general, in our special case this is true and can be checked explicitly. Hence-
forth we only distinguish between equivalence/isomorphism and strict equiv-
alence/isomorphism.
Define E(G∗) (resp. E(G∗)) to be the set of strict equivalence (resp. equiv-
alence) classes of endoscopic data for G∗. Of course E(G∗) is just the set of
all endoscopic data but our terminology is chosen in parallel with the defini-
tions of §1.1.1 as the set of G∗-orbits on E(G∗) (resp. E(G∗)) is none other
than E(G∗) (resp. E(G∗)) there. Let F (G∗) denote the set of A-parameters
LF → LG∗. (Here we literally mean the parameters, not the isomorphism
classes thereof.)For each ψ ∈ F (G∗) write Sψ,ss for the set of semisimple ele-
ments in Sψ. Define two sets
X(G∗) := {(e = (Ge, se, ηe), ψe) : e ∈ E(G∗), ψe ∈ F (Ge)},
Y (G∗) := {(ψ, s) : ψ ∈ F (G∗), s ∈ Sψ,ss}.
Similarly define X(G∗), and Y (G∗) with E(G∗) and Sψ,ss replaced by E(G∗)
and Sψ,ss, respectively. Naturally X(G∗) and Y (G∗) are left Ĝ∗ × Z(Ĝ∗)Γ-sets
by the following formulas: for g ∈ G∗ and z ∈ Z(Ĝ∗)Γ,
g · (Ge, se, ηe), ψe) = (Ge, gseg−1, gηeg−1), ψe),
g · (ψ, s) = (gψg−1, gsg−1),
z · (Ge, se, ηe), ψe) = (Ge, zse, ηe), ψe),
z · (ψ, s) = (ψ, zs).
The right hand side of the first formula is understood as the representative
in E(G∗) in its strict equivalence class fixed above. We see that X(G∗), and
Y (G∗) are none other than the quotient sets of X(G∗) and Y (G∗) by the action
of Z(Ĝ∗)Γ. Put
X (G∗) := Ĝ∗\\X(G∗), Y(G∗) := Ĝ∗\\Y (G∗),
standing for the sets of Ĝ∗-orbits in X(G∗) and Y (G∗), respectively. Likewise
X (G∗) := Ĝ∗\\X(G∗), Y(G∗) := Ĝ∗\\Y (G∗). Note that there is a canonical
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identification E(G∗) = Ĝ∗\\E(G∗) and E(G∗) = Ĝ∗\\E(G∗). It is easy to see
that
X (G∗) = {(e = (Ge, se, ηe), ψe) : e ∈ E(G∗), ψe ∈ Ψ˜(Ge)}, (1.4.1)
Y(G∗) = {(ψ, s) : ψ ∈ Ψ(G∗), s ∈ Sψ,ss/ ∼},
X (G∗) = {(e = (Ge, se, ηe), ψe) : e ∈ E(G∗), ψe ∈ Ψ˜(Ge)},
Y(G∗) = {(ψ, s) : ψ ∈ Ψ(G∗), s ∈ Sψ,ss/ ∼},
where Sψ,ss/ ∼ and Sψ,ss/ ∼ is the set of semisimple conjugacy classes in Sψ
and Sψ, respectively, and Ψ˜(Ge) is the quotient set of Ψ(Ge)modulo the action
of OutG(Ge) (resp. OutG(Ge)).
Lemma 1.4.1. LetG∗ be a connected reductive quasi-split group over a local field with
simply connected derived subgroup. Then the natural map
X(G∗)→ Y (G∗), (e, ψe) 7→ (ηeψe, se). (1.4.2)
is a Ĝ∗×Z(Ĝ∗)Γ-equivariant bijection, thus induces a Ĝ∗-equivariant bijectionX(G∗) ≃
Y (G∗), a Z(Ĝ∗)Γ-equivariant bijection X (G∗) ≃ Y(G∗), and a bijection X (G∗) ≃
Y(G∗).
Remark 1.4.2. Two (weakly) equivalent pairs (e1, ψe1) and (e2, ψ
e
2) do not have the
same image in Y (G∗) under (1.4.2) in general. This is why we prefer to fix the set of
representatives for E(G∗).
Proof. The equivariance is immediately verified. It suffices to show that (1.4.2)
is a bijection, whichwe do by constructing the inversemap. Let (ψ, s) ∈ Y (G∗).
Define Ge := Ĝe · ψ(LF × SL(2,C)), which is a subgroup of LG∗. Then Ge is a
split extension ofWF by Ĝe, where a splittingWF → Ge is given by w 7→ ψ(w).
The induced (finite) Galois action on Ĝe determines a quasi-split groupGe over
F . Moreover we have an isomorphism between ηe : LGe → Ge since Gder is
simply connected. (See [Lan79, Prop 1]; also see the second last paragraph
above [KS99, Lem 2.2.A].) On the other hand, the image of ψ is contained in Ge
by construction, so ψ = ηeψe for some ψe ∈ F (Ge). Replacing (Ge, se, ηe) with
its (quasi-)equivalent representative in E(G∗), we get a map Y (G∗) to X(G∗).
It is routine to verify that (1.4.2) is inverse to the latter map.
As we already remarked, the above discussion applies to unitary groups as
the two assumptions at the start of this subsection are satisfied. For instance
we can take G∗ = UE/F (N), where E is a quadratic algebra over a local field
F . Now we assume that E is a quadratic field extension over a global field F .
(Still G∗ = UE/F (N).) The description of X (G∗) and Y(G∗) continues to make
sense, where the global parameter sets are understood as in §1.3.4. We take
it as the definition of the sets X (G∗) and Y(G∗). The global map X (G∗) →
Y(G∗) can be analogously defined as follows. Let (e, ψe) ∈ X (G∗), where we
write ψe = (ψN , ψ˜e) following the convention of §1.3.4. Then we associate the
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element of Y(G∗) given by (ψN , ηeψ˜e) ∈ Ψ(G∗) and (the conjugacy class of)
se ∈ Sψ,ss. One checks that this map X (G∗) → Y(G∗) is well-defined and that
there is an inverse map as in the proof of Lemma 1.4.1. Since the arguments are
very similar we omit the details and just record the result.
Lemma 1.4.3. Let G∗ = UE/F (N) be a global unitary group. Then the above map
X (G∗)→ Y(G∗) is a bijection.
As Arthur remarks in [Art13, §1.4], the bijection X (G∗) ↔ Y(G∗) and its
variants reduce many questions on the transfer of characters to a study of the
groups Sψ. The two lemmas above will be used repeatedlywithout citing them
every time. For instance we will simply say that the pairs (e, ψe) and (ψ, s)
correspond or are associated.
1.5 Results on quasi-split unitary groups
Here is the list of the main results in the quasi-split case that we import from
[Mok]. The numbering for the lemmas and theorems below is as in that paper.
• The two seed theorems (Theorems 2.4.2, 2.4.10);
• The main local theorems (Theorems 2.5.1, 3.2.1);
• The main global theorems (Theorems 2.5.2, 2.5.4);
• Well-definedness and multiplicativity of normalized intertwining opera-
tors (Proposition 3.3.1), c.f. our Lemma 2.2.3;
• The local intertwining relation (Theorem 3.4.3 and Corollary 7.4.7), cf.
our Theorem 2.6.2;
• The twisted local intertwining relation for the twisted group G˜E/F (N)
(Corollary 3.5.2), c.f. our Proposition 2.7.4;
• The endoscopic expansion of the stable elliptic inner product (Proposi-
tion 7.5.3, c.f. [Art13, Proposition 6.5.1]).
• The stable multiplicity formula (Theorem 5.1.2)
• The spectral and endoscopic sign lemmas (Lemmas 5.5.1, 5.6.1, respec-
tively)
In addition we need the analogue of Ban’s results ([Ban02, Ban04]) for quasi-
split and non-quasi-split unitary groups. In the quasi-split case this enters the
proof of the main theorems and was stated as Proposition 8.2.5 in [Mok] but
without justification. In Appendix A we prove this in more generality than is
needed in [Mok] and our sequel paper on non-generic parameters.
In the discussion of global parameters we already cited the two seed theo-
rems and the theorem 2.5.4 above. In this subsection we focus on stating the
main local theorems. The theorem 2.5.2 above is not logically necessary but
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its statement is subsumed in Theorem 1.7.1. (Of course we are not reproving
the theorem 2.5.2 in that that theorem is intertwined with the other main re-
sults when it comes to proof.) It should be noted that our main results in §1.6
and §1.7 are in parallel with the main local theorem above and the theorem
2.5.2. The inner form case of the local intertwining relation will be stated later
in Theorem 2.6.2 after setting up some additional definition and notation. The
sign lemmas turn out to be pertinent only to the quasi-split groups and will be
utilized in the trace formula comparison in §3.6 below.
Before stating the main local theorem in the quasi-split case in full we single
out the statement on the existence of stable linear forms.
Proposition 1.5.1 (cf. Theorem 3.2.1.(a), [Mok]). There is a unique family of stable
linear forms f 7→ fG∗(ψ) on G∗ = UE/F (N) (as N and ψ ∈ Ψ(G∗) vary) satis-
fying a character identity [Mok, Thm 3.2.1.(a)] relative to twisted endoscopic data in
Eell(G˜E/F (N)).
We informally explain the above character identity, leaving the details to
Mok’s paper as we will not need to use it explicitly in the arguments of our
paper. The transfer of orbital integrals from G˜(N) to U(N) leads to a transfer
of stable distributions from G˜(N) to U(N). The character identity says that
for every endoscopic triple (Ge˜, se˜, ηe˜) with Ge˜ = UE/F (N), the linear form
f 7→ fGe˜(ψ) is the transfer of the (twisted) stable linear form fN 7→ fN(ηe˜ψ)
(evaluating the twisted character of the conjugate self-dual representation πηe˜ψ
against fN ). It is worth pointing out that the stable linear form f 7→ fG∗(ψ) is
intrinsic to G∗, namely that it is independent of how G∗ extends to a twisted
endoscopic datum. (There are two extensions up to isomorphism.) We will
abbreviate fG
∗
(ψ) as f(ψ) when there is no danger of confusion.
The proposition is used to make sense of stable linear forms on all endo-
scopic groups of UE/F (N). Let H = ResF ′/FGL(N) with F ′ = F or F ′ = E.
For f ∈ H(H(F )) = H(GL(N,F ′)) and ψ ∈ Ψ(H,F ) = Ψ(GL(N), F ′), we
define f(ψ) := f(πψ), where πψ ∈ Π(GL(N,F ′)) is as in (1.2.4). Hence for
any endoscopic triple (Ge, se, ηe) for UE/F (N), the stable linear form f ′(ψ′) for
f ′ ∈ H(Ge) and ψ′ ∈ Ψ(Ge) is defined in the obvious manner since either Ge
is a finite product of general linear groups (if E = F × F ) or a finite product
of groups of the form UE/F (Ni) and ResE/FGL(Nj) for E/F a quadratic field
extension and positive integers Ni’s and Nj ’s.
We are ready to state the rest of the main local theorem.
Proposition 1.5.2 (cf. Theorems 2.5.1, 3.2.1, [Mok]). 1. Let ψ ∈ Ψ(G∗). There
exists a nonempty finite set Πψ(G∗) with a map to Πunit(G∗) as well as a map
to Irr(Sψ).
2. For each π ∈ Πunit(G∗) in the image of Πψ(G∗), the central character ωπ :
Z(G∗)(F )→ C× has a Langlands parameter given by the composition
LF
φψ // LG∗
det⋊id// C× ⋊WF .
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3. Let (Ge, se, ηe) be an endoscopic triple with se ∈ Sψ, and let ψe ∈ Ψ(Ge)
be a parameter such that ηe ◦ ψe = ψ. If f e(ψe) is the stable distribution on
Ge(F ) associated to the parameter ψe, and f e ∈ H(Ge) and f ∈ H(G∗) are two
functions with∆[ξ, z]-matching orbital integrals, then we have
f e(ψe) =
∑
π∈Πψ(G∗)
〈π, se · sψ〉f(π),
where 〈π,−〉 denotes the character of the irreducible representation of Sψ that π
corresponds to by 1.
4. If ψ ∈ Φbdd(G∗), then the map Πψ(G∗) → Πunit(G∗) is injective and its
image belongs to Πtemp(G∗). The map Πψ(G∗) → Irr(Sψ) is also injective,
and bijective if F is nonarchimedean.
5. Suppose that F is nonarchimedean, G∗ is unramified over F , and ψ is unrami-
fied. Then the preimage of the trivial character on Sψ is the unique unramified
representation in Πψ(G∗) (relative to the distinguished hyperspecial subgroup).
6. As ψ runs overΦbdd(G∗) the sets Πψ(G∗) are disjoint and exhaustΠtemp(G∗).
In addition, for π in the L-packet for a bounded parameter, we know that
〈·, π〉 = 1 if and only if π has Whittaker model with respect to the given Whit-
taker datum. This is [Mok, Cor 9.2.4] (cf. [Art13, Prop 8.3.2]).
The theorem above corresponds to the case of the extended pure inner twist
(G∗, id, 1) in Theorem 1.6.1 below. In that case χz = 1 so Irr(S
♮
ψ, χz) = Irr(Sψ)
in view of Lemma 0.4.13.
We remark that that the map Πψ(G∗) → Irr(Sψ) in part 1 depends on the
additive character ψF : F → C×. This character, together with the fixed pin-
ning ofG∗, gives rise to a Whittaker datum, which is used in the normalization
of the transfer factors. These in turn influence the transfer f e of f , and hence by
part 3 of the theorem also the pairing 〈π,−〉, which is just a different notation
for the map in part 1.
1.6 The main local theorem
We are about to state our main local theorem on the local endoscopic classifi-
cation for inner forms of the unitary group UE/F (N). The results are novel
when N > 3, N is even, and E/F are non-archimedean local fields. (The
archimedean case is due to Langlands and Shelstad. In the non-archimedean
setting, the case N ≤ 3 is due to Rogawski. In the quasi-split and non-quasi-
split cases, Moeglin has obtained partial results in [Mœg07, Mœg11] and later
Mok completed the classification for quasi-split unitary groups (including the
global case) in [Mok] adapting Arthur’s strategy. Note that UE/F (N) admits a
non-quasi-split inner form exactly whenN is even.) Nevertheless our theorem
includes the archimedean case as well as the split case (i.e. E = F × F ) in the
statement. The point is to have a precise and consistent normalization for local
results in order to provide input for the global theorem.
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1.6.1 Statement of the main local theorem
Let F be a local field. Fix a non-trivial character ψF : F → C×. If E/F is a
quadratic extension we have the quasi-split unitary group G∗ := UE/F (N) de-
fined in Section 0.2.2. It is endowed with a standard F -splitting which deter-
mines, together with ψF , a Whittaker datum as in [KS99, §5.3]. For ψ ∈ Ψ(G∗)
recall the algebraic groups Sψ = Cent(ψ, Ĝ∗), Sradψ = [Sψ ∩ [Ĝ∗]der]◦ and S♮ψ =
Sψ/S
rad
ψ . Consider an extended inner twist (ξ, z) : G
∗ → G. The datum (ξ, z)
determines a character χz ∈ X∗(Z(Ĝ)Γ) via (0.3.1). Write Irr(S♮ψ, χz) for the
set of characters on S♮ψ whose pullbacks via Z(Ĝ)
Γ →֒ Sψ ։ S♮ψ are χz . Recall
from Lemma 1.2.2 that Irr(S♮ψ, χz) is nonempty when ψ is (G, ξ)-relevant. In
order to understand how the local classification depends on z, note that when
ξ is fixed z can only be replaced by zx for some x ∈ Z1alg(E , Z(G∗)), and that
x determines a character χx ∈ X∗([Ĝ/Ĝsc]Γ). This character provides a char-
acter on Z(Ĝ)Γ by pull-back along Z(Ĝ)Γ → ĜΓ → [Ĝ/Ĝsc]Γ. It furthermore
provides a character on S♮ψ as follows: If we twist the WF -action on the exact
sequence
1→ Ĝsc → Ĝ→ Ĝ/Ĝsc → 1
by ψ, then the action on the third term remains unchanged, and taking WF -
invariants we obtain a map
Sψ →֒ H0(ψ(WF ), Ĝ)→ [Ĝ/Ĝsc]Γ
via which χx provides a character on Sψ that descends to S
♮
ψ.
The following local classification theorem is our main local result. In this
paper we establish it under the hypothesis that ψ is generic. The theorem will
be proven in full in the next paper [KMSb].
Theorem* 1.6.1. 1. Let ψ ∈ Ψ(G∗). There exists a finite setΠψ(G, ξ)with a map
to Πunit(G). If ψ is a generic parameter (i.e. ψ ∈ Φbdd(G∗)) then this set is
empty if and only if ψ is not (G, ξ)-relevant. In general the set is empty if ψ is
not (G, ξ)-relevant.
2. The set Πψ(G, ξ) is independent of z. It is equipped with a map
Πψ(G, ξ)→ Irr(S♮ψ, χz), π 7→ 〈π,−〉ξ,z ,
whose dependence on z is expressed by
〈π,−〉ξ,zx = 〈π,−〉ξ,z ⊗ χx
for any x ∈ Z1alg(E , G∗). Both the set Πψ(G, ξ) and the pairing 〈−,−〉ξ,z
depend only on the equivalence class Ξ of (ξ, z) and can therefore be denoted by
Πψ(G,Ξ) and 〈−,−〉Ξ.
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3. For each π ∈ Πunit(G) in the image of Πψ(G, ξ), the central character ωπ :
Z(G)(F )→ C× has a Langlands parameter given by the composition
LF
φψ // LG∗
det⋊id// C× ⋊WF .
4. Let (Ge, se, ηe) be an endoscopic triple with se ∈ Sψ, and let ψe ∈ Ψ(Ge) be a
parameter such that ηe ◦ ψe = ψ. If f e 7→ f e(ψe) is the stable distribution on
Ge(F ) associated to the parameter ψe, and f e ∈ H(Ge) and f ∈ H(G) are two
functions with∆[e, ξ, z]-matching orbital integrals, then we have
f e(ψe) = e(G)
∑
π∈Πψ(G,Ξ)
〈π, se · sψ〉f(π). (1.6.1)
5. Suppose that ψ ∈ Φbdd(G∗), i.e. ψ is generic. Then the map Πψ(G,Ξ) →
Πunit(G) is injective and its image belongs toΠtemp(G). IfF is nonarchimedean
the map Πψ(G,Ξ) → Irr(S♮ψ, χz) is bijective. If F is archimedean, let (ξi, zi) :
G → Gi be pure inner twists such that {zi} is a set of representatives for the
image ofH1(Γ, Gsc)→ H1(Γ, G). Then the mapsΠψ(Gi, ξi◦ξ)→ Irr(S♮ψ , χz)
given by πi 7→ 〈πi,−〉ξi◦ξ,ξ−1(zi)z lead to a bijection⊔
i
Πψ(Gi, ξi ◦ ξ)→ Irr(S♮ψ, χz).
6. As ψ runs over Φbdd(G∗) (resp. Φ2,bdd(G∗)) the sets Πψ(G,Ξ) are disjoint
and exhaust Πtemp(G) (resp. Π2,temp(G)).
1.6.2 Initial reductions
As before suppose that E is a quadratic algebra over a local field F (allowing
E = F × F ). Let (G, ξ) be an inner twist of G∗ = UE/F (N).
Proposition 1.6.2. Let z, z′ ∈ Z1bsc(E , G∗) be such that (ξ, z) and (ξ, z′) are extended
pure inner twists G∗ → G. If Theorem 1.6.1 holds true for (ξ, z) then it does so for
(ξ, z′).
Proof. Aswe already remarked prior to stating Theorem 1.6.1, z′ = zx for some
x ∈ Z1alg(E , Z(G∗)). Applying the Theorem to (ξ, z) we obtain the set Πψ(G, ξ)
and its map to Πunit(G). These serve (ξ, z′) as well. We also obtain the map
π 7→ 〈π,−〉ξ,z and define the map π 7→ 〈π,−〉ξ,z′ by the formula in part 2 of the
Theorem. Parts 3 and 6 are independent of z and thus remain valid, while part
5 depends on z in an obvious way and also remains valid. To treat part 4, recall
that according to Lemma 1.1.2 the transfer factors ∆[e, ξ, z] and ∆[e, ξ, zx] are
related by the equation
∆[e, ξ, zx](γ, δ) = ∆[e, ξ, z](γ, δ) · χx(s),
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for any strongly regular semi-simple related elements γ ∈ Ge(F ) and δ ∈ G(F ).
It follows that if f and f e have ∆[e, ξ, z]-matching orbital integrals, then f and
f e · χx(s) have ∆[e, ξ, z′]-matching orbital integrals. Noting that sψ lifts to Ĝsc
and thus belongs to the kernel of χx, we see that the two versions of equation
(1.6.1) for (ξ, z) and (ξ, z′) are equivalent.
Corollary 1.6.3. Theorem 1.6.1 holds true if G = G∗ is quasi-split (which includes
the case E = F × F ).
Proof. Mok’s main local theorem (Proposition 1.5.2) tells us that the theorem is
true for the trivial extended pure inner twist (G∗, id, 1). (If E = F × F then
the theorem is no more than Theorem 1.2.4.) So the corollary is an immediate
consequence of Proposition 1.6.2.
1.6.3 The local classification for linear groups
Let F be a local field and G∗ = GLN . We take LG = Ĝ = GLN (C) as the
dual group. Recall from Section 0.3.2 that an inner form G of G∗ is of the
form ResD/F (GL(M)) where D is a division algebra over F of degree d2 and
N = Md. Every φ ∈ Φ(G∗) can be written as φ = k1φ1 ⊕ · · · ⊕ ktφt with
φi ∈ Φ2(GLni) and k1n1+· · ·+ktnt = N . Then φ is relevant forG if d divides ni
for all 1 ≤ i ≤ t. The Kottwitz sign e(G) is explicitly given as e(G) = (−1)N−M .
To each Arthur parameter ψ ∈ Ψ(G∗) we associate a Langlands parameter
φψ by (1.2.2) and to it, we can further associate a representation π∗ψ of G
∗ via
the local Langlands correspondence of Theorem 1.2.4.
Let ψ = k1ψ1 ⊕ · · · ⊕ ktψt ∈ Ψ(N) be a decomposition of an Arthur param-
eter into simple constituents. We would like to associate to ψ a sign aψ but to
do so we have to differentiate the real and p-adic cases.
Suppose first that F is real. Then ψi is of the form νi ⊗ Symmi−1 where
νi ∈ Φ2(fi), fi ∈ {1, 2} and and Symmi−1 is the irreducible representation of
SU(2) of dimension mi. We set aψi = 1 if fi = 2 and aψi = (−1)mi/2 if fi = 1.
We then define
aψ =
t∏
i=1
akiψi .
Suppose now that F is p-adic. Then ψi is of the form νi⊗Symri−1⊗Symmi−1
with νi ∈ Φ2(fi). We set aψi = 1 unless d divides fimi. In this case , let s be the
smallest positive integer such that d divides fis (thus s|mi); we set aψi = 1 if s
is odd and aψi = (−1)
rimi
s if s is even. We then define
aψ =
t∏
i=1
akiψi .
Finnaly, in the p-adic case denote, for any Arthur parameter ψ ∈ Ψ(G∗),
ψ̂(w, u1, u2) = ψ(w, u2, u1), w ∈WF , u1, u2 ∈ SU(2)
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for the dual parameter that interchanges the two SU(2)-factors inWF ×SU(2)×
SU(2). With this notationwe can now recall the results of [DKV84], [Bad08] and
[BR10]. We remark that the “Langlands-Jacquet correpondence” LJ is normal-
ized in different ways in the two references [Bad08] and [BR10].
Theorem 1.6.4. Let ψ = k1ψ1⊕· · ·⊕ktψt ∈ Ψ(N) be a decomposition of an Arthur
parameter into simple consituents.
1. Suppose that for each 1 ≤ i ≤ t we have that at least one of ψi|LF and ψ̂i|LF is
relevant (we disregard ψ̂i|LF if F is real). Then there exists a unique irreducible
unitary representation πψ of G(F ) such that
tr(π∗ψ(f
∗)) = e(G)aψtr(πψ(f)) (1.6.2)
for any f∗ ∈ H(G∗), f ∈ H(G) such that Oδ∗(f∗) = Oδ(f) whenever δ∗ ∈
G∗(F ) and δ ∈ G(F ) are stably conjugate.
2. Suppose there exists 1 ≤ i ≤ t such that neither of ψi|LF and ψ̂i|LF is rele-
vant (we disregard ψ̂i|LF if F is real). Then for any f∗ ∈ H(G∗), f ∈ H(G)
such that Oδ∗(f∗) = Oδ(f) whenever δ∗ ∈ G∗(F ) and δ ∈ G(F ) are stably
conjugate, we have
tr(π∗ψ(f
∗)) = 0.
3. Asψ runs overΦ(G∗) the representations πψ are different and exhaustΠtemp(G).
Let ψ ∈ Ψ(G) be an Arthur parameter. To deduce Theorem 1.6.1 from The-
orem 1.6.4, we will show that the group S♮ψ is a complex torus of rank 1 and
we will assign to each ρ ∈ X∗(S♮ψ) an equivalence class of extended pure inner
twists Ξ : G∗ → G, a representation π of G(F ) (possibly empty) and use (1.6.2)
to prove that the character identities of Theorem 1.6.1 hold.
Decompose ψ = k1ψ1 ⊕ · · · ⊕ ktψt into irreducible representations with
dim(ψi) = ni. The parameter ψ is then discrete for the Levi subgroupM∗ ⊂ G∗
dual to M̂ = GLn1(C)
k1 × · · · ×GLnt(C)kt . We have Sψ ∼= GLk1 × · · · ×GLkt ,
with each entry c of GLki corresponding to an ni × ni-block of the form c · 1ni
inside of Ĝ. We have
Sψ ∩ Ĝder = {(M1, . . . ,Mt)|
∏
i
det(Mi)
ni = 1}.
Let n′ = (n1, . . . , nt) be the greatest common divisor, and let n′i = ni/n
′. Then
(Sψ ∩ Ĝder)0 = {(M1, . . . ,Mt)|
∏
i
det(Mi)
n′i = 1}.
It follows that we have the isomorphism
S♮ψ
∼= C×, (M1, . . . ,Mt) 7→
∏
i
det(Mi)
n′i .
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The inclusion Z(Ĝ)→ Sψ induces the surjective map
C× = Z(Ĝ)→ S♮ψ = C×, z 7→ zn/n
′
.
Dual to this map is an inclusionX∗(S♮ψ) ⊂ X∗(Z(Ĝ)) andwe use it to view any
ρ ∈ X∗(S♮ψ) as an element of X∗(Z(Ĝ)). This element gives rise to an equiv-
alence class of extended pure inner twists (ξ, z) : G∗ → G. One checks using
Lemma 0.4.9 that the inner forms G obtained in this way are precisely those to
which the Levi subgroupM∗ of G∗ transfers. This completes the construction.
Let s ∈ Sψ be a semi-simple element. Conjugating within Sψ we may as-
sume that it belongs to the standard diagonal torus of Sψ ∼= GLk1 × · · · ×GLkt ,
hence also to the standard diagonal torus of Ĝ. The group L̂ = Ĝs is connected
and is a semi-standard Levi subgroup of Ĝ and contains M̂ , because Z(M̂) is
the standard maximal torus of Sψ. Let L∗ be the standard Levi subgroup of
G∗ dual to L̂. It containsM∗ and the parameter ψ provides a representation σ
of L∗(F ). We may take L̂ ×WF as the L-group of L∗ and in this way (L∗, s)
becomes an endoscopic datum for G∗.
We now discuss ∆[ξ, z]. Let γ ∈ L∗(F ) and δ ∈ G(F ) be semi-simple and
G∗-regular. These elements are related if and only if they are stably conjugate,
with γ viewed as an element of G∗(F ) via the inclusion L∗ ⊂ G∗.
Lemma 1.6.5. We have
∆[ξ, z](γ, δ) = DG∗/L∗(γ) · ρ(s).
Proof. Let us adjust (ξ, z) within its equivalence class so that ξ(γ) = δ. Then
L = ξ(L∗) is a Levi subgroup of G defined over F and (ξ, z) : L∗ → L is an
extended pure inner twist. Let S∗ = Cent(γ,G∗). We have
∆[ξ, z](γ, δ) = ∆(γ, γ) · 〈inv(γ, δ), s〉S∗ .
The term ∆(γ, γ) is computed with respect to the Whittaker normalization of
the transfer factor for the endoscopic datum (L∗, s) ofG∗. A routine calculation
shows that it equalsDG∗/L∗(γ) =
∏
α |α(γ)− 1|
1
2 , the product being taken over
all roots of S∗ in G∗ outside of L∗. The term inv(γ, δ) belongs to H1G−bsc(E , S∗)
(and is equal to the class of z there), while the term s belongs to Z(L̂∗) ⊂ [Ŝ∗]Γ.
The pairing is a-priori that betweenH1bsc(E , S∗) and [Ŝ∗]Γ, but since s ∈ Z(L̂∗)
we may also map inv(γ, δ) to H1G−bsc(E , L∗) and then pair it with s ∈ Z(L̂∗).
We have seen
∆[ξ, z](γ, δ) = DG/M (γ) · 〈z, s〉L∗ .
Recall that M∗ is contained in L∗ and transfers to G. Hence it also transfers
to L. Adjusting (ξ, z) : L∗ → L within its equivalence class we achieve that
M = ξ(M∗) is defined over F and (ξ, z) : M∗ → M is an extended pure
inner twist, in particular z ∈ Z1G−bsc(E ,M∗). We are thus free to replace the
pairing 〈−,−〉L∗ with the pairing 〈−,−〉M∗ between H1bsc(E ,M∗) and Z(M̂).
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Since z is G∗-basic, Lemma 0.4.11 tells us that 〈z,−〉M∗ annihilates [Z(M̂) ∩
Ĝder]
0, the latter being contained in NK/F (Z(M̂) ∩ Ĝder) for any finite Galois
extensionK/F . But Z(M̂) is a maximal torus of the connected reductive group
Sψ, thus Z(M̂) ∩ Sradψ is a maximal torus of Sradψ (in particular, it is connected)
and equals [Z(M̂)∩Ĝder]0. We conclude that the inclusion Z(M̂) ⊂ Sψ induces
an isomorphism Z(M̂)/[Z(M̂)∩ Ĝder]0 → S♮ψ. Using the surjection Z(Ĝ)→ S♮ψ
we choose s˙ ∈ Z(Ĝ)mapping to the image of s in S♮ψ. With this, we see
∆[ξ, z](γ, δ) = DG/M (γ) · 〈z, s˙〉M∗ .
But since s˙ now resides inZ(Ĝ), wemay finally replace 〈−,−〉M∗ with 〈−,−〉G∗ .
Recall however that 〈z,−〉G∗ is the character on Z(Ĝ) determining the equiv-
alence class of the extended pure inner twist (ξ, z) : G∗ → G and was by
construction equal to the restriction of ρ ∈ X∗(S♮ψ) to Z(Ĝ). Thus 〈z, s˙〉G∗ =
ρ(s˙) = ρ(s). We arrive at
∆[ξ, z](γ, δ) = DG∗/L∗(γ) · ρ(s)
and the proof is complete.
Proof of Theorem 1.6.1 for G. Let ψ ∈ Ψ(G∗) and ρ ∈ X∗(S♮ψ). Let (ξ, z) : G∗ →
G be the equivalence class of extended pure inner twists constructed as above
from ψ and ρ. Let π∗ψ be the representation of G
∗(F ) associated to ψ via the
local Langlands correspondence.
Decompose as before ψ = k1ψ1⊕· · ·⊕ktψt into irreducible representations.
If, for all 1 ≤ i ≤ t, either ψi|LF or ψ̂i|LF is relevant, set Πψ(G, ξ) = {πψ}
where πψ is the representation associated to ψ by Theorem 1.6.4. Otherwise,
set Πψ(G, ξ) = ∅.
To prove Theorem 1.6.1 for G it is enough to show that, if f ∈ H(G) and
f ′ ∈ H(L∗) have∆[ξ, z]-matching orbital integrals, then
1. tr(σ(f ′)) = e(G)ρ(s)ρ(sψ)tr(πψ(f)), if Πψ(G, ξ) = {πψ};
2. tr(π∗ψ(f
′)) = 0, if Πψ(G, ξ) = ∅.
The discussion of ∆[ξ, z] implies that we can take f ′ ∈ H(L∗) to be the
constant term along L∗ of ρ(s)f∗. Then, by Theorem 1.6.4, we have
tr (σ(f ′)) = tr (π∗ψ(ρ(s)f
∗))
=
{
e(G)ρ(s)aψtr (πψ(f)) if Πψ(G, ξ) = {πψ};
0 if Πψ(G, ξ) = ∅,
so Theorem 1.6.1 is reduced to show that in the first case
ρ(sψ) = aψ.
Suppose first ψ is a discrete parameter.
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If F is real then, by Corollary 1.6.3, we just need to consider the case where
N is even and G = GLN/2(H), where H denotes the quaternion algebra. Then
ψ is of the form ν ⊗ Symm−1 where ν is a representation of WF of dimension
f ∈ {1, 2} and fm = N , and sψ = (−1)m−1IdN . By 0.3.2, ρ(s) = sk, with
k ≡ N/2 mod N , so ρ(sψ) = (−1)(m−1)k. This is equal to 1 unless m is even
and N/2 is odd, that is if and only if f = 1 andm/2 is odd. Thus ρ(sψ) = aψ .
If F is p-adic, then ψ is of the form ν ⊗ Symn−1 ⊗ Symm−1 where ν is a rep-
resentation of WF of dimension f and fnm = N . Again, sψ can be computed
explicitely and one has sψ = (−1)m−1IdN . Then ρ(sψ) = (−1)(m−1)k, with
k ≡ rNd mod N where rd is the Hasse invariant of G (see Paragraph 0.3.2).
Hence ρ(sψ) = (−1)(m−1)r fnmd . If d divides nf then ρ(sψ) = 1. If d divides
mf let s be the smallest integer such that d|sf . Let m′ ∈ Z such that m = m′s.
Thus, if s is odd we have that ρ(sψ) = (−1)(m′s−1)rnm′ fsd = 1. If s is even,
then m and d are even, and fsd and r need ot be odd. We deduce that ρ(sψ) =
(−1)nms . Again we have ρ(sψ) = aψ.
Suppose now ψ = k1ψ1⊕ · · ·⊕ ktψt. Then the discussion above tells us that
〈πψ , s˙ψ〉G∗ =
t∏
i=1
〈πψi , s˙ψi〉kiGL∗ni . The multiplicativity definition of aψ gives us
ρ(sψ) = aψ.
Remark 1.6.6. For G∗ = GLN (F ) we have a necessary and sufficient condition for
an Arthur packet to be non-empty. Namely if ψ = k1ψ1 ⊕ · · · ⊕ ktψt ∈ Ψ(N) is
a decomposition of an Arthur parameter ψ ∈ Ψ(G∗) into simple consituents, then
Πψ(G, ξ) is non-empty if and only for all 1 ≤ i ≤ t, either φψi or φψ̂i is (G, ξ)-
relevant. And all Arthur packets are either empty or singletons.
1.6.4 Local packets for parameters in Ψ+(UE/F (N))
In the above theorem we considered packets of an extended pure inner twist
(G, ξ, z) associated to parameters ψ only in Ψ(UE/F (N)). As a preparation
for the global theorem in the next subsection we introduce Πψ = Πψ(G, ξ)
when ψ belongs to the larger set Ψ+(UE/F (N)). The necessity comes from the
possibility that the generalized Ramanujan conjecture might fail, in which case
the localization of the global parameter may not be in Ψ(UE/F (N)) but only
in Ψ+(UE/F (N)). The construction is basically the same as in [Mok, 2.5], cf.
[Art13, 1.5]. The idea is to go down to a Levi subgroupM of G such that ψ lies
(not just in Ψ+(M∗) but) in Ψ(M∗) up to a character twist, where the packet is
already defined, and then induce up fromM toG. Wewill also define a pairing
between S♮ψ and Πψ .
We need a preliminary discussion of characters on Levi subgroups. Sup-
pose that P ∗ =M∗NP∗ is a standard parabolic subgroup of UE/F (N) and that
M∗ transfers toG. Lemmas 0.4.2 and 0.4.7 allow us to arrange that P ∗ transfers
to a standard parabolic subgroup P = MNP and that ξ : G∗ → G restricts to
an inner twist ξ : M∗ → M by disturbing (G, ξ, z) within its equivalence class
if necessary. In particular the isomorphism ξ : AM∗ → AM is defined over F .
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Consider a point λ in the open chamber of P in
a∗M := X(M
∗)F ⊗Z R = X(AM∗)F ⊗Z R = X(AM )F ⊗Z R = X(M)F ⊗Z R.
The first and third identifications are induced by inclusions AM∗ →֒ M∗ and
AM →֒ M . Then λ gives rise to an unramified quasi-character χ∗λ : M∗(F ) →
C× and χλ : M(F ) → C×. Both χ∗λ and χλ correspond to the same element
φλ ∈ H1(WF , Z(M̂∗)) (which may also be viewed as an L-parameter forM∗),
cf. [Bor79, 10.2]. Every element, in particular φλ, acts on the set Ψ(M∗) by
multiplication, cf. [Bor79, 8.5]. (Since φλ has central image, there is no need to
distinguish left and right multiplications.)
Now we explain how to associate a packet to a given ψ ∈ Ψ+(UE/F (N)).
There exist a standard parabolic subgroup P ∗ =M∗NP∗ of UE/F (N), a param-
eter ψM ∈ Ψ(M∗), and a point λ ∈ a∗M such that ψM,λ := ψM · ψλ is carried to
ψ under LM∗ →֒ LUE/F (N), where χλ :WF → LM∗ is the parameter given by
λ, cf. [Art13, 1.5]. (In particular the image of χλ is contained in Z(M̂∗)⋊WF .)
If ψ is not (G, ξ)-relevant, simply define Πψ(G, ξ) to be the empty set. Now
assume that ψ is (G, ξ)-relevant so thatM∗ transfers to G and the discussion in
the preceding paragraph applies. Using Lemma 0.4.18 we may replace (ξ, z)
by an equivalent pair such that (ξ, z) equips (not only G but also) M with
the structure of an extended pure inner twist. Let us write (M, ξM , zM ) for
the latter. Theorem 1.6.1 attaches a packet ΠψM = ΠψM (M, ξM ) and a pairing
〈·, πM 〉ξM ,zM for each πM ∈ ΠψM . Now we are ready to define the packet
Πψ(G, ξ) := {π = IP (πM ⊗ χλ) : πM ∈ ΠψM },
which may consist of reducible or non-unitary representations, just like in the
quasi-split case, cf. [Mok, 2.5]. As usual we write Πψ for Πψ(G, ξ) if the inner
twist is clear from the context. It is easy to see that different choices of ψM
lead to the same definition of Πψ(G, ξ). Indeed it suffices to check that ΠψM
is invariant under the Weyl group of M in G. This is trivial when G is linear.
When G is unitary, with the decomposition M = M+ × M− as before, each
Weyl element acts trivially on M− and permutes the linear factors of M+, but
the packets of linear groups are singletons so we are done. It is also worth
pointing out that Πψ(G, ξ) depends only on (G, ξ) and not on the extended
pure inner twist by virtue of Theorem 1.6.1.
Our next task is to give the pairing between S♮ψ andΠψ forψ ∈ Ψ+(UE/F (N)),
which depends on the extended pure inner twist. Observe that the centralizer
group Sψ is contained in M̂∗ by the assumption on ψ so that Sψ = SψM and
that Z(M̂∗)Γ ⊂ Sψ. So
S0ψZ(Ĝ
∗)Γ = S0ψMZ(M̂
∗)Γ. (1.6.3)
(The inclusion⊂ is clear. For the other inclusion it is enough to see that π0(Z(Ĝ∗)Γ)→
π0(Z(M̂
∗)Γ) is onto, which is verified explicitly for the list of Levi subgroups
in §0.4.5 and §0.4.6.) The assumption that M∗ transfers to a Levi subgroup
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M ⊂ G shows that the character χz ∈ X∗(Z(Ĝ∗)Γ) coming from z is trivial on
Sradψ ∩Z(Ĝ∗)Γ by Lemma 1.2.2. Hence χz extends uniquely to a character χ˜z on
Sradψ Z(Ĝ
∗)Γ = S0ψZ(Ĝ
∗)Γ which is trivial on Sradψ . Let χz,M denote the restric-
tion of χ˜z to Z(M̂∗)Γ via (1.6.3). Then χz,M = χzM since χzM coincides with
χz on Z(Ĝ∗)Γ and also extends uniquely to S0ψZ(Ĝ
∗)Γ by the same reasoning.
Lemma 0.4.13 and (1.6.3) imply that Sradψ Z(Ĝ
∗)Γ = SradψMZ(M̂
∗)Γ, and also that
Irr(S♮ψ , χz) = Irr(S
♮
ψM
, χz,M ) (1.6.4)
since both sets parametrize characters on Sψ whose restriction to Sradψ Z(Ĝ)
Γ is
χ˜z . Thanks to the above identificationwe can now define for each π = IP (πM⊗
χλ) ∈ Πψ that
〈s, π〉ξ,z := 〈s, πM 〉ξM ,zM , s ∈ S♮ψ,
whichmakes sense because 〈·, πM 〉ξM ,zM can be viewed as a character in Irr(S♮ψ, χz)
via (1.6.4) and the equality χz,M = χzM .
1.7 Main global theorem
In this subsection we state our main global theorem describing a spectral de-
composition of the discrete automorphic spectrum for inner forms of unitary
groups via L-packets. So let (G, ξ) be an inner twist of G∗ = UE/F (N) where
E is a quadratic extension of a number field F . We choose z such that (G, ξ, z)
is an extended pure inner twist; this is possible thanks to Lemma 0.4.19. The
role of z is auxiliary in that the final theorem turns out to be independent of the
choice of z.
To state the decomposition we would like to attach certain global packets
Πψ(G, ξ) to ψ ∈ Ψ(G∗, ηχ). As discussed in §1.3.5 there is a localization map
ψ 7→ ψv , from Ψ(G∗, ηχ) to Ψ+unit(G∗v). Note that ψv is unramified at all but
finitely many places v (since we have ψNv = ηχ ◦ ψv from §1.3.5 and know that
ηχ and ψNv are unramified at almost all v). At the end of the last subsection we
attached a local packet Πψv (Gv, ξv) equipped with a map
Πψv (Gv, ξv)→ Irr(S♮ψ, χz), πv 7→ 〈·, πv〉ξv ,zv .
Define the global packet for ψ by
Πψ(G, ξ) :=
{⊗
v
πv : πv ∈ Πψv (Gv, ξv), 〈·, πv〉ξv ,zv = 1 for almost all v
}
.
When G is not quasi-split and ψ is not generic, the packet Πψ(G, ξ) may be
empty because Πψv (Gv, ξv) are possibly empty, for instance if ψ is not (G, ξ)-
relevant. To each π = ⊗vπv ∈ Πψ(G, ξ) we attach a character on S♮ψ by
〈s, π〉ξ :=
∏
v
〈s, πv〉ξv ,zv , s ∈ S♮ψ ,
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where the latter s denotes the image of s under S♮ψ → S♮ψv . If s ∈ Z(Ĝ∗)Γ then〈s, π〉 =∏v〈s, πv〉 =∏v χzv(s) = 1 since∏v χξv,zv is the trivial character by the
product formula (0.3.3). Since the natural map Z(Ĝ∗)Γ → S♮ψ has cokernel Sψ
(Lemma 0.4.13), the global character 〈·, π〉ξ descends to a character on the finite
abelian group Sψ. It can also be seen from the product formula that the global
character 〈·, π〉ξ is independent of the choice of z, explaining the omission of z
from the notation.
The final ingredient in the global theorem is the character ǫψ : Sψ → {±1}.
We refer the reader to [Mok, 2.5], cf. [Art13, 1.5], for the precise definition and
simply note that ǫψ = 1 identically if ψ is generic. In particular the definition of
ǫψ is the same as in the quasi-split case and does not depend on (G, ξ). Finally
put
Πψ(G, ξ, ǫψ) := {π ∈ Πψ(G, ξ) : 〈·, π〉ξ = ǫψ}.
Theorem* 1.7.1. Let E/F be a quadratic extension of global fields and κ ∈ {±1}.
Fix χκ ∈ ZκE . Let (G, ξ) be an inner twist of G∗ = UE/F (N). Then there is a
G(AF )-module isomorphism
L2disc(G(F )\G(AF )) ≃
⊕
ψ∈Ψ2(G∗,ηχκ)
⊕
π∈Πψ(G,ξ,ǫψ)
π.
We could have stated the theorem with κ = 1 and χκ = 1 but it seems
preferable not to do so since different choices of κ and χκ naturally appear
when studying parameters coming from endoscopic groups. A better state-
ment would be to take the first sum over ψ ∈ Ψ2(G∗), the canonical set of
discrete parameters defined in §1.3.8 by considering all choices of κ and χκ at
once. Note that the localizations ψv of ψ are well defined according to Lemma
1.3.5, so Πψ(G, ξ) is defined independently of κ and χκ. One also checks that
the same independence holds for ǫψ, hence also for Πψ(G, ξ, ǫψ).
Theorem 1.7.1 will be completely proved in [KMSb] if (G, ξ) is realized as
a pure inner twist and in [KMSa] in general. More precisely we prove the the-
orem in Chapter 5 under two hypotheses, which are resolved in [KMSb] and
[KMSa] in the corresponding cases. The unconditional result of this paper to-
wards the theorem, is a natural decomposition of L2disc(G(F )\G(AF )) accord-
ing to the parameters ψ ∈ Ψ(G∗, ηχκ ) only when ψ is generic and (G, ξ) comes
from a pure inner twist, in which case the two hypotheses are verified.
Remark 1.7.2. We cannot say that the ψ-part of the spectrum is everywhere tempered
for each generic parameter ψ due to the possible failure of the Ramanujan conjecture
for general linear groups, but it does follow from the result of this paper (and the result
in the quasi-split case) that a discrete automorphic representation π ofG(AF ) which is
everywhere tempered does occur in the ψ-part for some generic parameter ψ. Indeed we
show in §3.3 that such a π should occur in the ψ-part for some ψ ∈ Ψ2(G∗, ηχκ). If ψ
were non-generic then πv are unramified and belong to the packet for the non-generic
parameter ψv at almost all finite places πv , so cannot be tempered.
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2 CHAPTER 2: THE LOCAL INTERTWINING RELATION
Here we define normalized local intertwining operators motivated by their
global analogues (cf. 3.4 below) and formulate the local intertwining relation
(Theorem 2.6.2 below), which plays an essential role in the interpretation of the
spectral side of the stabilized trace formula and lies at the heart of the proof of
the main theorems. Once the local intertwining relation is stated, we prove ini-
tial reduction steps by purely local methods based on the induction hypothesis
and a few special cases for the real unitary group U(3, 1). The latter is not only
an illustration but serves as a cornerstone for the inductive argument when
completing the proof of the local intertwining relation in Chapter 4.
2.1 The basic diagram
We introduce a diagram of complex algebraic groups that will be useful in both
the local and the global context. It can be stated in the general context whereG
is a quasi-split connected reductive group defined over a local or global field
F , M ⊂ G is a proper Levi subgroup, and ψ ∈ Ψ(M) is a parameter. Re-
call the possibly disconnected complex reductive group Sψ = Cent(ψ, Ĝ) and
its connected subgroup Sradψ = Cent(ψ, [Ĝder])
0 which contains the derived
subgroup of S0ψ. When F is global, one should be careful about the meaning
of Sψ. We will assume that Sψ has been properly defined. This is the case
for the groups considered in this paper by virtue of Section 1.3. The quotient
S♮ψ = Sψ/S
rad
ψ is a complex diagonalizable group. We also have the analogs
Sψ(M) = Cent(ψ, M̂) = Cent(AM̂ , Sψ) and S
♮
ψ(M) relative to M . Note that
S♮ψ(M) is not a subgroup of S
♮
ψ, because Sψ(M)
rad is not equal to Sradψ ∩Sψ(M).
We write Nψ(M,G) for the normalizer of AM̂ in Sψ.
Writing Z for centralizer and N for normalizer, we recall the three finite
groups
W 0ψ(M,G) =
N(A
M̂
, S0ψ)
Z(A
M̂
, S0ψ)
, Wψ(M,G) =
N(A
M̂
, Sψ)
Z(A
M̂
, Sψ)
and
Rψ(M,G) =
N(A
M̂
, Sψ)
N(A
M̂
, S0ψ) · Z(AM̂ , Sψ)
.
Define moreover
S♮♮ψ (M) =
Z(A
M̂
, Sψ)
Z(A
M̂
, Sradψ )
, S♮ψ(M,G) =
N(A
M̂
, Sψ)
N(A
M̂
, Sradψ )
,
and
N ♮ψ(M,G) =
N(A
M̂
, Sψ)
Z(A
M̂
, Sradψ )
, W radψ (M,G) =
N(A
M̂
, Sradψ )
Z(A
M̂
, Sradψ )
.
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SinceSradψ contains the derived subgroup of S
0
ψ, we have the equalityN(AM̂ , S
0
ψ) =
N(A
M̂
, Sradψ ) · Z(AM̂ , S0ψ).
We obtain the following commutative diagramwith exact rows and columns.
1

1

W radψ (M,G)

W 0ψ(M,G)

1 // S♮♮ψ (M)
// N ♮ψ(M,G)
//

Wψ(M,G) //

1
1 // S♮♮ψ (M)
// S♮ψ(M,G)
//

Rψ(M,G) //

1
1 1
(2.1.1)
2.2 Local intertwining operator I
Let F be a local field of characteristic zero, E/F a quadratic algebra, and G∗ =
UE/F (N). LetM∗ ⊂ G∗ be a proper standard Levi subgroup. Let ξ : G∗ → G
be an inner twist which restricts to an inner twist ξ : M∗ → M . Let P ⊂ G
be a parabolic subgroup defined over F with Levi factor M . Let ψ ∈ Ψ(M∗)
be a parameter. We assume the validity of Theorem 1.6.1 for M (as part of
the induction hypothesis) and obtain the packet Πψ(M, ξ). We are concerned
with the case that this packet is non-empty, which we now assume. Let π ∈
Πψ(M, ξ).
For simplicity we oftenwriteN ♮ψ(M,G), S
♮
ψ(M,G), etc for the groupsN
♮
ψ(M
∗, G∗),
S♮ψ(M
∗, G∗) etc introduced above (note that the group G was assumed to be
quasi-split in the preceding subsection) and similarly write M̂ and Ĝ for M̂∗
and Ĝ∗ in Chapter 2, except in §2.6 and §2.8 where we have the generality that
M∗ may not transfer to G, in which case there is noM .
We will describe a normalization of the intertwining operator
RP ′|P (ξ, ψ) : HP (π)→ HP ′(π)
for two parabolic subgroups P and P ′ of G with common Levi factorM . The
normalization will essentially be the standard one, as outlined for example in
[Art13, §2.3]. We must however use the inner twist ξ in order to specify the
relevant Haar measures as well as the Galois representations on the dual side
that will provide the normalizing factors. In doing so, we must ensure that the
end result will transform well when we change ξ within its M∗-equivalence
class.
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We begin by considering the un-normalized intertwining operator. For this,
recall [Art89, §1] the spaces aM = Hom(X∗(M)Γ,R) and a∗M,C = X
∗(M)Γ ⊗ C,
as well as the function HM : M(F ) → aM defined by exp(〈HM (m), χ〉) =
|χ(m)|F for all χ ∈ X∗(M)Γ and m ∈ M(F ). For each λ ∈ a∗M,C we have the
character
M(F )→ C×, m 7→ exp(〈HM (m), λ〉).
Let πλ denote the tensor product of πwith this character. Consider the operator
JP ′|P (ξ, ψF ) : HP (πλ)→ HP ′(πλ) given by the integral formula
[JP ′|P (ξ, ψF )f ](g) =
∫
N(F )∩N ′(F )\N ′(F )
f(n′g)dn′.
Here N and N ′ are the unipotent radicals of P and P ′ and ψF : F → C× is a
non-trivial additive character. This integral is absolutely convergent whenever
the real part of λ ∈ a∗M,C belongs to a certain cone. As a function of λ, it has a
meromorphic continuation to all of a∗M,C. It is important to specify the measure
dn′ precisely. The additive character ψF : F → C× specifies a Haar measure on
the additive group F that is self-dualwith respect to ψF . To specify dn′ it is thus
enough to give a top form on the vector space n(F )∩n′(F )\n′(F ) ∼= (n¯∩n′)(F ),
where we use Gothic letters for the Lie algebras of N and N ′, and we denote
by N¯ the unipotent radical of the parabolic subgroup of G that is M -opposite
to P .
By assumption ξ :M∗ →M is an inner twist. Thus P ∗ = ξ−1(P ) and P ′∗ =
ξ−1(P ′) are parabolic subgroups of G∗ with Levi factor M∗ and defined over
F . Then ξ restricts to an isomorphism of F -vector spaces ξ : n¯∗ ∩ n′∗ → n¯ ∩ n.
The standard pinning ofG∗ can be used to obtain a Chevalley basis ofG∗, i.e. a
choice of a non-zero vectorXα ∈ g∗α for each absolute root α ∈ R(T ∗, G∗). Each
vector Xα is determined up to multiplication by ±1. The vector space n¯∗ ∩ n′∗
is a direct sum of root spaces g∗α and the corresponding Xα form a basis for it.
Choose an arbitrary order of that basis and let η∗ be the top form with value
1 on that ordered basis. Let η be the transport of η∗ under ξ. It is a top form
on the F -vector space n¯ ∩ n′. Up to multiplication by ±1, η is independent of
the choice of order as well as of the choice of Xα. Let a ∈ F be such that aη is
defined over F . We define dn′ to be the Haar measure on N¯(F ) ∩N ′(F ) given
by |a|−1F · |d(aη)|F . It is independent of the choice of a. Having specified the
measure dn′, the definition of the un-normalized operator JP ′|P (ξ, ψF ) is now
complete.
Recall the modulus character δP : M(F ) → R>0. It is the restriction to
M(F ) of the character
M → R>0, m 7→ | det(Ad(m); n)|F
which we will also denote by δP . Here |− |F is the unique extension to F of the
absolute value of F . It then follows immediately that form ∈M∗ the following
equation holds
JP ′|P (ξ ◦Ad(m), ψF ) = δP ′(ξ(m)) 12 δP (ξ(m))− 12JP ′|P (ξ, ψF ). (2.2.1)
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Next, we introduce the normalizing factor rP ′|P (ψλ, ψF ). Let M̂ be the stan-
dard Levi subgroup of Ĝ corresponding toM and let P̂ and P̂ ′ be the parabolic
subgroups with Levi factor M̂ dual to P ∗ and P ′∗. Let A
M̂
= Z(M̂)Γ,◦. The
character exp(〈HM (·), λ〉) has the parameter WF → AM̂ given by w 7→ |w|λ.
The parameter of πλ is then ψλ(w) = ψ(w)|w|λ . This is still an element of
Ψ(M∗). From it, we construct a Langlands parameter
φψλ : LF → LM, w 7→ ψλ
(
w,
[|w| 12
|w|− 12
])
.
Let ρP ′|P denote the adjoint representation of LM on n̂′ ∩ n̂ \ n̂′. Following
Arthur [Art13, §2.3] we set
rP ′|P (ξ, ψλ, ψF ) =
L(0, ρ∨P ′|P ◦ φψλ)
L(1, ρ∨P ′|P ◦ φψλ)
ǫ(12 , ρ
∨
P ′|P ◦ φψλ , ψF )
ǫ(0, ρ∨P ′|P ◦ φψλ , ψF )
,
wherewe are using the ArtinL- and ǫ-factors of the given representation of LF .
We define the normalized intertwining operator RP ′|P (ξ, ψλ) as the product
RP ′|P (ξ, ψλ) = rP ′|P (ξ, ψλ, ψF )
−1JP ′|P (ξ, ψF ).
It follows from [Tat79, (3.6.6)] that the dependence on ψF of the two factors
cancels out. It is known that the function λ 7→ RP ′|P (ξ, ψλ) extends meromor-
phically to all λ ∈ a∗M,C. We will argue that it is defined and non-zero at λ = 0
and will then set RP ′|P (ξ, ψ) to be the value at λ = 0.
The essential part of the argument involves the case where ψ = φ belongs
to Φ(M∗), i.e. it is a tempered Langlands parameter. In that case we have
φψλ = φλ.
Lemma 2.2.1. Assume F = R and ψ = φ ∈ Φbdd(M∗). The function λ 7→
RP ′|P (ξ, φλ) has neither a zero nor a pole at λ = 0. If P, P ′, P ′′ are parabolic sub-
groups of G defined over F with Levi factorM , then
RP ′′|P (ξ, φ) = RP ′′|P ′(ξ, φ) ◦RP ′|P (ξ, φ).
Proof. The essential work has already been done by Arthur in [Art89, §3]. In
fact, the first statement follows directly fromhis work, as our operatorRP ′|P (ξ, φλ)
differs from the operator defined by Arthur only by multiplication by a posi-
tive real number coming from the different measures used in the definition
of JP ′|P . To obtain the second statement, we need to compare the measures
more carefully. First we notice that changing ψF does not influence the valid-
ity of the second statement. We take ψF to be the standard additive character
ψF (x) = e
2πix. Furthermore, notice that (2.2.1) allows us to replace ξ with
an M∗-equivalent inner twist. We thus arrange the following: The maximal
torus S = ξ(T ∗) of G is defined over F , invariant under a Cartan involution θ
of G, and for any choice of a Chevalley basis Xα extending the standard pin-
ning of G∗, we have θσξ(Xα) = −ξ(Yα), where Yα ∈ g∗−α is chosen so that
[Xα, Yα] = Hα.
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Let B be the symmetric bilinear form on g∗ = Mat(N,N ;C) given by tr (X ·
Y ). It is G∗ ⋊Γ-invariant. We use the same letter for the transport of B to g via
ξ, where it is again a G⋊ Γ-invariant symmetric bilinear form. One checks im-
mediately that each root α ∈ R(S,G) ⊂ s∗ is identified with its coroot Hα ∈ s
under the form B. The constant αP ′|P defined in [Art89, §3] is thus equal to
1. Moreover, the form −B(X, θX) is positive definite on g(R). To see this,
write g = s ⊕ x, where x is the sum of all non-trivial root spaces for S. Both
spaces s and x are defined over R. Take first a non-zero X ∈ s(R) and observe
−B(X, θX) = −B(X, θσX) = −B(X,−X¯) = tr(XX¯) > 0, where ¯ denotes
complex conjugation of the entries of the matrix X . Next, focus on x. It de-
composes as direct sum of vector spaces x = ⊕a∈R(S,G)/Γga and each factor
ga = ⊕α∈agα is defined over R. Let a ∈ R(S,G)/Γ and α ∈ a. If α is a com-
plex root, i.e. σα 6= ±α, then the R-vector space ga(R) is two-dimensional
and has basis X, iX , where X = ξ(Xα) + σξ(Xα). Since θσα = −α we con-
clude that θα = −σα 6= ±α and thus −B(X, θX) = 2. If α is a real root, i.e.
σα = α, the R-vector space ga(R) is one-dimensional and has basisX = ξ(Xα)
or X = iξ(Xα). In either case we have −B(X, θX) = 1. Finally, if α is an
imaginary root, i.e. σα = −α, then ga(R) is again one-dimensional and has
basis X = ξ(Xα) + σξ(Xα), but now σα = −α implies θα = α, which again
leads to −B(X, θX) = 1. Besides showing that the form −B(X, θX) is positive
definite on g(R), this argument also exhibits an orthonormal basis for the vec-
tor space n′(R) ∩ n¯(R). It follows that the measure on N ′(R) ∩ N¯(R) defined
by Arthur in loc. cit. can be characterized as follows: Fix the basis X, iX with
X = ξ(Xα) + σξ(Xα) for ga when a consists of complex roots, and the basis
X = ξ(Xα) or X = iξ(Xα) when a = {α} for a real root α. This gives a basis
of n′(R) ∩ n¯(R). Note that imaginary roots do not appear in that subspace of
x. Then Arthur’s measure corresponds to a top form whose absolute value on
that basis is equal to 2k, where k is the number of summands ga with a con-
sisting of complex roots. It is now straightforward to check that the top form η
used in our construction of JP ′|P satisfies this property, bearing in mind the ar-
rangement we havemade for ξ. Thus, for this particular kind of ξ, our measure
coincides with Arthur’s and [Art89, Theorem 2.1] implies the claim.
Lemma 2.2.2. Let F be a global field,E/F a quadratic algebra,G∗ = UE/F (N) with
standard Levi subgroup M∗, ξ : G∗ → G an inner twist restricting to an inner twist
ξ : M∗ → M , and π a discrete automorphic representation of M belonging to the
global packet Πψ(M, ξ). Then
RP ′|P (ξ, ψλ) =
⊗
v
RP ′|P (ξv, ψλ,v),
where the left-hand side is the global intertwining operator (3.4.2).
Proof. Let ψA : A/F → C× be a non-trivial additive character, and let ψFv be its
restriction to Fv for all v. Henniart’s result [Hen10] implies that at each place v
the normalizing factor on the left-hand side, which involves quotients of auto-
morphic L- and ǫ-factors, is equal to the normalizing factor on the right-hand
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side, which involves quotients of Artin L- and ǫ-factors. It remains to prove
the analog of the claimed equation for the un-normalized operators JP ′|P and
this comes down to comparing the local measures dn′ used in the definition
of JP ′|P (ξv, ψFv ) with the adelic measure dn
′ used in the definition of JP ′|P of
equation (3.4.1). The top form η∗ of n′∗ ∩ n¯∗ determined (up to {±1}) by the
distinguished pinning of G∗ is defined over F and hence η is defined over F ,
which allows us to find a ∈ F so that aη is defined over F . The product of the
local measures |a|−1Fv |d(aη)|Fv is then equal to the adelic measure corresponding
to the top form aη and the measure on A that is self-dual with respect to ψA.
According to [Tat67, (3.3)], the latter assigns A/F volume 1 and we conclude
that the product of the local measures involved in JP ′|P (ξv, ψFv ) is equal to the
adelic measure involved in the global operator JP ′|P .
Lemma* 2.2.3. Let F be a p-adic field and ψ = φ ∈ Φ(M∗). Assume the va-
lidity of Theorem 1.6.1 and 1.7.1 for the proper Levi subgroups of G. The function
λ 7→ RP ′|P (ξ, φλ) has neither a zero nor a pole at λ = 0. If P, P ′, P ′′ are parabolic
subgroups of G defined over F with Levi factorM , then
RP ′′|P (ξ, φ) = RP ′′|P ′(ξ, φ) ◦RP ′|P (ξ, φ).
Proof. We assume that E/F is an extension of fields. The case where E/F is a
split algebra and hence G∗ is a linear group will be treated in [KMSa].
The case G = G∗ and ξ = id is part of our assumptions listed in Section 1.5.
Equation (2.2.1) extends this to the case that G is quasi-split and ξ is arbitrary
(but necessarily cohomologically trivial).
We now consider the case when G is not quasi-split. By the reduction steps
described in [Art89, §2], we may assume that π is a discrete series represen-
tation. To handle this case, we pass to a global situation by applying Lemma
4.2.3. It provides a quadratic extension of global fields E˙/F˙ and two places
u, v of F˙ , both non-split in E, with v archimedean, such that with F˙u ∼= F and
E˙u ∼= E. Moreover, if G˙∗ = UE˙/F˙ (N) and M˙∗ ⊂ G˙∗ is the standard Levi sub-
group with M˙∗u = M
∗, then we obtain an inner twist ξ˙ : G˙∗ → G˙ such that G˙
is quasi-split away from u and v and M˙ = ξ˙(M˙∗) is defined over F˙ , and we
obtain an isomorphism ι : G˙u → G restricting to M˙u → M . Finally, we obtain
an irreducible discrete automorphic representation π˙ of G such that ι provides
an isomorphism π˙u ∼= π.
According to Langlands’ theory of Eisenstein series, the operator on the left
side of the equality in Lemma 2.2.2 is defined and non-zero at λ = 0, and its un-
normalized version JP ′|P satisfies the desired multiplicativity property. The
normalizing factor rP ′|P (ξvφλ,v, ψFv ) at each place v also satisfies the required
multiplicativity, so it follows that the normalized global operator, i.e. the left-
hand side of the equality in Lemma 2.2.2, satisfies the requiredmultiplicaitivity.
We now look at the right-hand side of Lemma 2.2.2. At all places away from
u and v, the local normalized intertwining operator is defined and satisfies the
required multiplicativity. This is due to the fact that G˙ is quasi-split at these
places and so these properties are part of the assumptions listed in Section 1.5.
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The same is true at the real place v by Lemma 2.2.1. This forces the operator at
the place u to also be defined at λ = 0 and multiplicative in P ′, P .
To treat non-tempered representations, we need the analog of Lemmas 2.2.1
and 2.2.3 for general parameters ψ ∈ Ψ(M∗). We formulate this lemma now,
but postpone the proof to [KMSb].
Lemma* 2.2.4. Let F be a local field of characteristic zero. Assume the validity
of Theorem 1.6.1 and 1.7.1 for the proper Levi subgroups of G. The function λ 7→
RP ′|P (ξ, φλ) has neither a zero nor a pole at λ = 0. If P, P ′, P ′′ are parabolic sub-
groups of G defined over F with Levi factorM , then
RP ′′|P (ξ, ψ) = RP ′′|P ′(ξ, ψ) ◦RP ′|P (ξ, ψ).
Lemma 2.2.5. Let n ∈ N(M,G)(F ).
1. Given an isomorphism π(n) : (Vπ , π ◦ Ad(n)) → (Vπ , π) we have an equality
IGP ′(π(n))−1◦RP ′|P (ξ, ψ)◦IGP (π(n)) = RP ′|P (ξ, ψ) of intertwining operators
HP (π ◦Ad(n))→ HP ′(π ◦Ad(n)).
2. For a function f defined on G(F ), let [l(x)f ](g) := f(x−1g). Then we have
an equality l(x)−1 ◦ RP ′|P (ξ, ψ) ◦ l(x) = Rx−1P ′x|x−1Px(Ad(x−1) ◦ ξ, ψ) of
intertwining operatorsHx−1Px(π)→ Hx−1P ′x(π).
3. For any w ∈ W (M∗, G∗)(F ) we have RP ′|P (Ad(w˘) ◦ ξ, ψ) = RP ′|P (ξ, wψ).
Proof. For all points we may assume that π is in general position, so that both
the un-normalized operator JP ′|P and the normalizing factor rP ′|P are defined,
as the general case follows from this by analytic continuation. The first point
is clear, as the operators IGP (π(n)) and IGP ′ (π(n)) act on the values of the func-
tions that comprise HP (π) and HP ′(π), while the operator RP ′|P acts on their
variables.
For the second point we note that while JP ′|P (ξ, ψF ) is given by integra-
tion over N(F ) ∩ N ′(F ) \ N ′(F ) with respect to a measure dn′, the operator
l(x)−1◦JP ′|P (ξ, ψF )◦l(x) is given by integration over x−1Nx(F )∩x−1N ′x(F )\
x−1N ′x(F ) with respect to the measure Ad(x−1)∗dn′. This is the same as the
operator Jx−1P ′x|x−1Px(Ad(x−1) ◦ ξ, ψF ). On the other hand, by definition we
have rP ′|P (ξ, ψ, ψF ) = rx−1P ′x|x−1Px(Ad(x−1) ◦ ξ, ψ, ψF ).
For the last point, we have rP ′|P (ξ ◦ Ad(w˜), ψ, ψF ) = rP ′|P (ξ, wψ, ψF ). At
the same time, the difference between JP ′|P (ξ ◦Ad(w˜)−1, ψF ) and JP ′|P (ξ, ψF )
comes from transporting the top form η∗ to n′ ∩ n¯ either via ξ or via ξ ◦ Ad(w˜).
But Ad(w˜) preserves the pinning of G∗ so the top forms η∗ and Ad(w˜)∗η∗ are
equal.
2.3 Local intertwining operator II
We keep the assumptions made in the beginning of the previous section: F is
a local field, E/F is a quadratic algebra, G∗ = UE/F (N),M∗ ⊂ G∗ is a proper
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standard Levi subgroup, and ξ : G∗ → G is an inner twist that restricts to an
inner twist ξ : M∗ → M . Let P be a parabolic subgroup of G defined over F
with Levi factorM . Let ψ ∈ Ψ(M∗) and π ∈ Πψ(M, ξ).
In addition, we now assume that P ∗ = ξ−1(P ) is a standard parabolic sub-
group of G∗. For an element w ∈ W (M∗, G∗)Γ we let w˜ ∈ N(T ∗, G∗)(F ) be its
Langlands-Shelstad lift as described in Section 0.4.7. We assume that for σ ∈ Γ
the inner automorphism ξ−1σ(ξ) of G∗ fixes the w˜ for any w ∈ W (M∗, G∗)Γ.
This implies that w˘ := ξ(w˜) belongs to M(M,G)(F ). The twist ξ induces a Γ-
equivariant isomorphismW (M∗, G∗) ∼=W (M,G) and we use it to regard w as
an element ofW (M,G). Then w˘ is a lift of w.
We will describe a normalized intertwining operator
lP (w, ξ, ψ, ψF ) : Hw−1Pw(π)→ HP (w˘π),
where the representation w˘π of M(F ) is defined by w˘π = π ◦ Ad(w˘−1). We
begin with the un-normalized intertwining operator
l(w˘) : Hw−1P (π)→ HP (w˘π), [l(w˘)f ](g) = f(w˘−1g),
where f ∈ Hw−1P (π) and g ∈ G(F ). The map w 7→ w˜ is not multiplicative and
this failure is inherited by the map w 7→ w˘. For w,w′ ∈ W (T ∗, G∗), Langlands
and Shelstad provide in [LS87, §2.1] a formula
w˜ · w˜′ = t(w,w′) · w˜w′,
for the failure of multiplicaitivity, with t ∈ Z2(W (T ∗, G∗), T ∗). When w,w′
belong toW (M∗, G∗) the argument used in the proof of [Art13, Lemma 2.3.4],
which will also be recalled in the proof below, shows that we have t(w′, w) ∈
AM∗(F ), where AM∗ is the maximal split central torus of M∗. The failure of
multiplicativity of w 7→ w˘ is then measured by ξ(t(w′, w)) ∈ AM . This failure
necessitates a renormalization of the operator l(w˘) in order to obtain an opera-
tor that has the desired multiplicative properties. For this we follow the strat-
egy outlined in [Art13, §2.3]. Let M̂, P̂ , P̂ ′ be dual to M∗, P ∗, P ′∗ = w−1P ∗w
and let ρw−1Pw|P denote the adjoint representation of LM on the vector space
n̂′ ∩ n̂ \ n̂′ ∼= n̂′ ∩ ̂¯n, where n̂, n̂′, and ̂¯n denote the Lie algebras of the unipotent
radicals of P̂ , P̂ ′ and the parabolic subgroup ̂¯P that is M̂ -opposite to P̂ . We
then have the Artin ǫ-factor ǫ(12 , ρ
∨
w−1Pw|P ◦ φψ , ψF ). Ideally, we would like to
use it for our normalization purposes, but for global reasons we need to use its
representation-theoretic analog instead. For this, recall the Levi subgroup M˜
of ResE/FGL(N) associated toM∗ as described in Section 3.4 and let πψ be the
representation of M˜(F ) associated to φψ . We let
ǫP (w,ψ, ψF ) := ǫ(
1
2
, πψ, ρ
∨
w−1Pw|P , ψF ).
Henniart has shown in [Hen10] that this factor is equal to its Artin analog up
to multiplication by a root of unity. Work in progress of Cogdell-Shahidi-Tsai
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aims at showing that this root of unity is equal to 1. Until this has been proven,
we will need to use the representation theoretic ǫ-factor instead of the Artin
factor.
Besides the ǫ-factor, the work of Keys-Shahidi has shown that another nor-
malizing factor needs to be added, namely the constant λ(w,ψF ) defined in
[KS88, (4.1)] with respect to the canonical lift of w ∈ W (M∗, G∗)Γ to an ele-
ment ofW (T ∗, G∗)Γ.
Following Arthur, we define
lP (w, ξ, ψ, ψF ) := ǫP (w,ψ, ψF ) · λ(w,ψF )−1 · l(w˘). (2.3.1)
Lemma 2.3.1. For any w,w′ ∈ W (M,G)(F ) we have
lP (w
′w, ξ, ψ, ψF ) = lP (w
′, ξ, wψ, ψF ) ◦ lP (w, ξ, ψ, ψF ).
Before beginning with the proof, we comment briefly on the statement,
which employs a slight abuse of notation. The operator lP (w, ξ, ψ, ψF ) was
defined as a linear mapHw−1Pw(π)→ HP (w˘π) for any π ∈ Πψ(M,ΞM ). How-
ever, the same formula gives an operator Hw−1w′−1Pw′w(π) → Hw′−1Pw′(w˘π),
and this is what we are using here. Moreover, the operator lP (w′, ξ, wψ, ψF )
was defined as an operatorHw′−1Pw′(π′)→ HP (w˘′π′) for any π′ ∈ Πwψ(M,ΞM )
and we are applying it here to π′ = w˘π.
Proof. We follow closely the proof of Lemma 2.3.4 in [Art13]. The right hand
side operator sends f ∈ HP (π) to the function
g 7→ ǫP (w′, wψ, ψF )ǫP (w,ψ, ψF )λ(w′, ψF )−1λ(w,ψF )−1f(w˘−1w˘′−1g),
while the left hand side operator sends f to the function
g 7→ ǫP (w′w,ψ, ψF )λ(w′w,ψF )−1ηπ(ξ((w′w)−1t(w′, w)w′w))f(w˘−1w˘′−1g),
where ηπ is the central character of the representation π. Our goal is to show
ηπ(ξ((w
′w)−1t(w′, w)w′w)) = λ(w′w,ψF )λ(w,ψF )
−1λ(w′, ψF )
−1 (2.3.2)
· ǫP (w′, wψ, ψF )ǫP (w,ψ, ψF )ǫP (w′w,ψ, ψF )−1.
We study first the left hand side and begin by recalling the argument that
t(w′, w) ∈ AM∗ . According to [LS87, Lemma 2.1.A], we have
(w′w)−1t(w′, w)w′w =
∏
α>0,wα<0,w′wα>0
α∨(−1) = (−1)
∑
α>0,wα<0,w′wα>0 α
∨
for α ∈ R(T ∗, G∗) and positivity takenwith respect toB∗. The set {α > 0, wα <
0, w′wα > 0} is preserved by Γ, because the elements w′, w ∈ W (T ∗, G∗)
and the Borel subgroup B∗ are. This set is also preserved by any element
u ∈ W (T ∗,M∗). This is because both w′, w normalizeW (T ∗,M∗) and because
u preserves the positive roots in R(T ∗, G∗)rR(T ∗,M∗). It follows that
λ :=
∑
α>0,wα<0,w′wα>0
α∨ ∈ X∗(AM∗).
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This proves t(w′, w) ∈ AM∗ and also tells us that the left-hand side of (2.3.2) is
given by ηπ(ξ((−1)λ)).
The dual torus toZ(M∗) is M̂/M̂sc,der, and the dual torus toAM∗ is [M̂/M̂sc,der]Γ.
This gives a canonical isomorphism X∗(AM∗) ∼= X∗(M̂)Γ. According to Theo-
rem 1.6.1, ηπ is the character of Z(M∗)(F )with parameterWF
φψ−→ M̂ ⋊WF →
M̂/M̂sc,der ⋊WF . Composing this parameter with the projection M̂/M̂sc,der ⋊
WF → [M̂/M̂sc,der]Γ ×WF gives the parameter of the restriction of ηπ to AM∗ .
We conclude that if x ∈ WF is any element with image −1 ∈ F× under the
Artin reciprocity map and φψ(x) = m(x) ⋊ x, then the left hand side of (2.3.2)
is equal to λ(m(x)).
Turning to the right hand side of (2.3.2), we study first the product of the
three ǫ-factors. Decompose ĝ under the action of A
M̂
as a direct sum of weight
spaces ĝβ for β ∈ R(AM̂ , Ĝ) and denote by β > 0 those weights for which
ĝβ ⊂ n̂. The adjoint representation of LM on the space n̂′ ∩ ̂¯n is then the direct
sum of ĝβ for β < 0 with wβ < 0, and its contragredient is the direct sum over
β > 0with wβ < 0. If we denote the adjoint action of LM on ĝβ by ρβ , then the
factor ǫP (w, φ, ψF ) decomposes as the product
ǫP (w,ψ, ψF ) =
∏
β>0,wβ<0
ǫ(
1
2
, πψ, ρβ , ψF ).
The product of the three ǫ-factors on the right hand side of (2.3.2) is thus equal
to ∏
wβ>0,w′wβ<0
f(β) ·
∏
β>0,wβ<0
f(β) ·
∏
β>0,w′wβ<0
f(β)−1
with f(β) = ǫ(12 , πψ, ρβ , ψF ). An elementary calculation shows that this triple
product equals ∏
β>0,wβ<0,w′wβ>0
f(β) · f(−β).
Applying Henniart’s result [Hen10], we conclude that if we replace f by the
function f(β) = ǫ(12 , ρβ ◦ φψ, ψF ) that uses the Artin ǫ-factor instead of the
representation-theoretic one, the above product is unchanged. Letting x ∈WF
is any element whose image under the reciprocity map WF → F× is equal to
−1 and using [Tat79, (3.6.8)], the above product then equals to∏
β>0,wβ<0,w′wβ>0
det(ρβ ◦ φψ(x)).
The indexing set of the last displayed product is a subset of X∗(A
M̂
) and
equals the restriction toA
M̂
of the subset ofX∗(T̂ ) given by {α∨|α ∈ R(T ∗, G∗), α >
Recall that we are following Arthur’s convention that M̂sc is the preimage of M̂ in Ĝsc, and
M̂sc,der is the derived subgroup of M̂sc, which coincides with the simply-connected cover of the
derived subgroup of M̂ .
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0, wα < 0, w′wα > 0}. Writing again φψ(x) = m(x)⋊ x ∈ M̂ ⋊WF we see that
the last displayed product equals
det
Ad(m(x)⋊ x)
∣∣∣∣∣∣
⊕
α>0,wα<0,w′wα>0
ĝα∨
 .
The determinant of the action of the maximal torus T̂ ⊂ M̂ on this direct sum
is the character of T̂ given by the restriction to T̂ of λ ∈ X∗(M̂). On the other
hand, the action of M̂sc,der on this direct sum has trivial determinant. We con-
clude that
det
Ad(m(x) ⋊ 1)
∣∣∣∣∣∣
⊕
α>0,wα<0,w′wα>0
ĝα∨

is equal to λ(m(x)), i.e. to the left-hand side of (2.3.2).
To complete the proof of (2.3.2) we must show that
det
Ad(1⋊ x)
∣∣∣∣∣∣
⊕
α>0,wα<0,w′wα>0
ĝα∨
 = λ(w′w,ψF )−1λ(w,ψF )λ(w′, ψF ).
(2.3.3)
The definition of λ(w,ψF ) given in [KS88, (4.1)] and specialized to our set-
ting is
λ(w,ψF ) =
∏
a∈∆1(w)
λ(E/F, ψF ) ·
∏
a∈∆2(w)
λ(E/F, ψF )
2,
where ∆1(w) and ∆2(w) are the sets of reduced relative roots a ∈ X∗(AT∗)
with a > 0 and wa < 0 for which the corresponding rank-1 semi-simple group
has simply connected cover isomorphic to ResE/FSL(2) and SUE/F (3), respec-
tively. Here λ(E/F, ψF ) is the Langlands constant [Lanb, Thm 2.1]. It satisfies
λ(E/F, ψF )
2 = ηE/F (−1), where ηE/F : F×/NE/F (E×) → {±1} is the non-
trivial sign character coming from local class field theory. We apply the argu-
ment that we used above to study the product of the three ǫ-factors again, first
to the set∆1(w) and the function f(a) = λ(E/F, ψF ), and then to the set∆2(w)
and the function f(a) = ηE/F (−1). Initially we obtain in both cases the product∏
a>0,w′a<0
f(a) ·
∏
a>0,wa<0
f(a) ·
∏
a>0,w′wa<0
f(a)−1
but since w is defined over F the function f is invariant under w and the first
product can be taken over the set wa > 0, w′wa < 0 instead. In this way we
obtain
λ(w′w,ψF )
−1λ(w,ψF )λ(w
′, ψF ) = ηE/F (−1)t,
where t is the number of reduced relative roots a ∈ X∗(AT∗) with a > 0, wa <
0, w′wa > 0 for which the corresponding rank-1 semi-simple subgroup of G∗
has simply connected cover isomorphic to ResE/FSL(2). Now ηE/F (−1) = 1
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if and only if x ∈ WE . If this is the case, then both sides of (2.3.3) are equal
to 1. Assume thus that this is not the case and consider the left-hand side
of (2.3.3). We will distinguish four types of roots α ∈ R(T ∗, G∗) with α >
0, wα < 0, w′wα > 0. The first type are those α for which xα 6= α and xα +
α /∈ R(T ∗, G∗). Those are precisely those roots whose restriction a = α|T∗ ∈
X∗(AT∗) is a reduced relative root contributing a copy of ResE/F (SL(2)), and
hence a factor of ηE/F (−1) = −1 to right-hand side of (2.3.3). At the same time,
the subspace ĝα∨⊕ ĝxα∨ is x-invariant and the action of x on it has determinant
−1. The second type of roots α ∈ R(T ∗, G∗) are those for which xα 6= α but
xα + α ∈ R(T ∗, G∗). Those are precisely those roots whose restriction a ∈
X∗(AT∗) is a reduced relative root contributing a copy of SUE/F (3). They have
no contribution to the right-hand side of (2.3.3). At the same time, the subspace
ĝα∨ ⊕ ĝxα∨ ⊕ ĝα∨+xα∨ is x-invariant, with x swapping the first two factors and
acting by −1 on the third, hence having determinant +1. Thus, this subspace
also has no contribution to the left-hand side of (2.3.3). The third type of roots
α ∈ R(T ∗, G∗) are those of the form β + xβ for β ∈ R(T ∗, G∗). Their reduction
a ∈ X∗(AT∗) is not a reduced root, so has no contribution to the right-hand side
of (2.3.3). On the other hand, the corresponding subspace ĝα∨ has already been
subsumed into the treatment of the second type of roots and thus need not be
considered again. The fourth type of roots are those α ∈ R(T ∗, G∗)with α = xα
but not of type 3. They do not contribute to the right hand side of (2.3.3),
because the corresponding rank-1 simply connected group is isomorphic to
SL(2). The action of x preserves and in fact pointwise fixes the subspace ĝα∨ ,
hence this space does not contribute to the left-hand side of (2.3.3) either.
The following is immediate from the construction.
Fact 2.3.2. Given n ∈ N(M,G)(F ) and an isomorphism π(n) : (Vπ, π ◦ Ad(n)) →
(Vπ , π), we have an equality
π(n)−1 ◦ lP (w, ξ, ψ, ψF ) ◦ π(n) = lP (w, ξ, ψ, ψF )
of intertwining operatorsHw−1Pw(π ◦Ad(n))→ HP (π ◦Ad(n)).
2.4 Local intertwining operator III
We maintain the assumptions of the previous section: F is a local field, E/F is
a quadratic algebra, G∗ = UE/F (N), (M∗, P ∗) is a proper standard parabolic
pair of G∗ defined over F and its image (M,P ) under ξ is a parabolic pair of G
defined over F . Let ψ ∈ Ψ(M∗) and π ∈ Πψ(M, ξ).
We now assume further that we are given z ∈ Z1G∗−bsc(E ,M∗) such that
(ξ, z) is an extended pure inner twist. The element z is assumed to commute
with the Langlands-Shelstad lifts w˜ ∈ N(T ∗, G∗) of all w ∈ W (M∗, G∗)Γ. Fur-
thermore, let u ∈ N(T̂ , Ĝ) be such that it commutes with ψ and preserves the
B̂-positive roots in R(T̂ , M̂). Let u♮ ∈ N ♮ψ(M,G) and w ∈ W (M̂, Ĝ)Γ be the
images of u. Via the Γ-equivariant isomorphisms W (M̂, Ĝ) ∼= W (M∗, G∗) ∼=
W (M,G) we may regard w as an element in any of these groups.
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Recall the element
sψ = ψ(1,
[−1
−1
]
) ∈ Ĝ.
It belongs to the center of the image of ψ and hence also to the center of Sψ(M).
We are going to define an intertwining operator π(u♮)ξ,z : (w˘π, Vπ) →
(π, Vπ). We will first treat the cases of unitary groups and linear groups in-
dividually, where the definition can be made quite explicit under additional
assumptions. Afterwards, we will provide a uniform construction that works
under less assumptions and has better invariance properties, but is less explicit.
This will be needed in both the local and global applications ahead.
Before we continue, we recall a discussion from [Art13, §2.2] about using
Whittaker data to normalize intertwining operators. Let M∗+ be a product of
groups of the form GE/F (N) and let θ be an automorphism of M∗+ that pre-
serves the standard pinning of that group. Let ψF : F → C× be a non-trivial
character. Let π be an irreducible admissible representation of M∗+(F ) whose
isomorphism class is stable under θ. In this situation there exists a natural
choice for an isomorphism π ◦ θ−1 → π.
In the case when π is tempered, we choose a Whittaker functional µ for the
representation π and the Whittaker datum corresponding to ψF and the stan-
dard pinning of M∗+. Then µ is also a Whittaker functional for the representa-
tion π ◦ θ−1, since the pinning ofM∗+ is stable under θ. We choose π ◦ θ−1 → π
to be the unique isomorphism which preserves the Whittaker functional µ.
More generally, π is the Langlands quotient of a standard representation
ρ = Ind
M∗+
P∗0
(σλ) for a tempered representation σ of a standard Levi subgroup
M∗0 ofM
∗
+ and a positive λ ∈ a∗M∗0 . Then π ◦ θ−1 ∼= π implies thatM∗0 is stable
under θ and σ ◦ θ−1 ∼= θ. Since P ∗0 is generated byM∗0 and the standard Borel
subgroup ofM∗+, it is also invariant under θ. We fix an isomorphism σ◦θ−1 → θ
as above and this leads to an isomorphism ρ◦θ−1 → ρ. This isomorphism then
descends to an isomorphism π ◦ θ−1 → π.
2.4.1 The case of unitary groups
We assume now that E/F is a quadratic field extension, so that G∗ is a uni-
tary group. Moreover, we place the following assumption on the cocycle z ∈
Z1G∗−bsc(E ,M∗): If we decompose it as z = z+ × z− according to the de-
composition M∗ = M∗+ ×M∗−, then the 1-cocycle z+ takes the constant value
1 ∈M∗+. This can always be achieved by changing (ξ, z)within its equivalence
class. In this special case the operator π(u♮)ξ,z can be defined as the product
〈π, u♮〉ξ,z · π(w˘)ξ , where π(w˘)ξ : (w˘π, Vπ)→ (π, Vπ) is an operator that depends
only on the image w ∈ Wψ(M,G) of u♮ ∈ N ♮ψ(M,G), and 〈π, u♮〉ξ,z ∈ C.
The isomorphism π(w˘)ξ is given as follows. DecomposeM∗ = M∗+ ×M∗−,
M =M+×M−, and accordingly π = π+⊗π−. Wewill choose π−(w˘) and π+(w˘)
separately and define π(w˘)ξ = π+(w˘) ⊗ π−(w˘). The automorphism Ad(w˘)
centralizesM∗−, hence w˘π− = π− and we choose π−(w˘) = id. The restriction of
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ξ to M∗+ provides an isomorphism M
∗
+ → M+ defined over F . We treat π+ as
a representation of M∗+ via this isomorphism and take π+(w˘) : w˘π+ → π+ to
be the isomorphism discussed in Section 2.4 above. The map w 7→ π(w˘)ξ thus
defined is multiplicative.
Next we construct 〈π, u♮〉ξ,z ∈ C. Consider the middle row of diagram
(2.1.1). In the setting of unitary groups, this middle row has the form
1→ π0(Sψ(M))→ π0(Nψ(M,G)) p−→Wψ(M,G)→ 1. (2.4.1)
We will construct a splitting of this exact sequence. Notice that we have the
decomposition Nψ(M,G) = Sψ−(M−) × Nψ+(M+, G), which expresses u ∈
Nψ(M,G) as the product u−×u+, with u− being the middleN−×N−-block of
the matrix u, and u+ being obtained from u by replacing the middle N− ×N−-
block with the identity matrix. Since π0(Sψ(M)) = π0(Sψ−(M−)), this decom-
position would provide a splitting of the sequence (2.4.1). This is however not
the splitting that we want. The splitting that we are going to construct will
have the property that an element u ∈ Nψ(M,G), whose image in Wψ(M,G)
belongs W 0ψ(M,G), may be mapped to a non-trivial element of π0(Sψ(M)). It
turns out that this more sophisticated splitting is needed in order to provide
the correct normalization of the compound intertwining operator, as well as
its invariance under equivalences of the extended pure inner twist (ξ, z). We
refer the reader to Section 2.9 for an example of why the naive splitting does
not provide the right normalization, as well as to the proofs of Lemmas 2.5.1
and 2.6.4 for how the splitting we are about to define ensures the invariance of
the compound operator and of the Local Intertwining Relation.
To construct the correct splitting, we use the distinguished pinning of Ĝ.
For any element w ∈ Wψ(M,G), the process described in Section 0.4.7 lifts w
first to an element ofW (T̂ , Ĝ)Γ, and then to an element ofN(T̂ , Ĝ)Γ via the con-
struction of Langlands and Shelstad. We will call this element w˜. The element
w˜ preserves the M̂ -conjugacy class of ψ, but may not centralize ψ. However, it
follows from Lemma 0.4.16 that it does centralize LM−, hence ψ−. Thus there
exists an element m ∈ M̂+ such that mw˜ ∈ Nψ(M,G). Since Sψ+(M+) is con-
nected, the image ofmw˜ in π0(Nψ(M,G)) does not depend on the choice ofm.
We will call it s′(w). We claim that the map s′ : Wψ(M,G) → π0(Nψ(M,G))
thus obtained is multiplicative. For this, recall from Section 0.4.7 that for any
w ∈ W (M̂, Ĝ)Γ we have w˜ = twŵwith tw = ŵw˜−1 ∈ Z(M̂) an element of order
2, as in Lemma 0.4.16. Recall that the map w 7→ ŵ is multiplicative by construc-
tion. We further write tw = tw,− · tw,+ according to Z(M̂) = Z(M̂−) × Z(M̂+)
and know that the map w 7→ tw,− is multiplicative by Lemma 0.4.17 and that
Z(M̂+) is preserved by W (M̂, Ĝ)Γ. Thus, given w1, w2 ∈ W (M̂, Ĝ)Γ, the dif-
ference between the elementsN(A
M̂
, Ĝ) given by w˜1w2 and w˜1 · w˜2 is given by
an element of Z(M̂+). This proves the multiplicativity of s′.
Recalling the decomposition Nψ(M,G) = Sψ−(M−) ×Nψ+(M+, G) we see
that π0(Sψ(M)) is a central subgroup of π0(Nψ(M,G)). Thus the splitting s′ :
Wψ(M,G) → π0(Nψ(M,G)) of the second map in (2.4.1) leads to a splitting
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s : π0(Nψ(M,G)) → π0(Sψ(M)) of the first map in (2.4.1) in the usual way, i.e.
s(u) = u · s′p(u)−1. Recall the character 〈π,−〉ξ,z of π0(Sψ(M)) associated to
the representation π by Theorem 1.6.1. We define
〈π, u♮〉ξ,z = 〈π, s(u♮)−1〉ξ,z.
Note that it is multiplicative in u♮ by construction.
2.4.2 The case of linear groups
Assume now that E/F is the split quadratic algebra F ⊕ F , so that G∗ =
GL(N)/F . Decompose M∗ = M∗1 × · · · × M∗n. Conjugation by the element
w˜ acts by permuting these factors. Let a be the permutation of {1, . . . , n} such
that Ad(w˜)M∗i = M
∗
a(i). We assume that the element z ∈ Z1G−bsc(E ,M∗) sat-
isfies the following assumption: if we decompose it as z = z1 × · · · × zn with
zi ∈ Z1bsc(E ,M∗i ), then za(i) = zi for all 1 ≤ i ≤ n. This is equivalent to requir-
ing that z commute with w˜.
We will define the operator π(u♮)ξ,z : (w˘π, Vπ) → (π, Vπ) under this as-
sumption. It will again be given as 〈π, u♮〉−1ξ,z · π(w˘)ξ with 〈π, u♮〉ξ,z ∈ C and
π(w˘)ξ : (w˘π, Vπ) → (π, Vπ) depending only on w. We decompose M = M1 ×
· · · ×Mn and fix an isomorphism ι : (π, Vπ) → (π1, V1) ⊗ · · · ⊗ (πn, Vn) whose
target we choose so that for all i, the vector space Vi and Va(i) are the same, and
Ad(w˘) intertwines the representations πi and πa(i) on the vector space Vi =
Va(i). Let θ ∈ Aut(V1⊗· · ·⊗Vn) be given by θ(v1⊗· · ·⊗ vn) = (va(1), . . . , va(n)).
We define π(w˘)ξ : (w˘π, Vπ)→ (π, Vπ) as the pullback of θ under ι. The resulting
operator π(w˘)ξ does not depend on the choice of ι and its target. Furthermore,
the map w 7→ π(w˘)ξ is multiplicative.
We now define a complex number 〈π, u♮〉ξ,z . We have the decomposition
M̂ = M̂1 × · · · × M̂n parallel to the decomposition of M . As in the previous
section, we let u˜ ∈ N(T̂ , Ĝ) be the Langlands-Shelstad lift of the image of u
in Wφ(M,G). Since G∗ is the general linear group, the actions of u˜ and of û
on M̂ coincide and are given by Ad(u˜)M̂i = M̂a(i). We conjugate φ within M̂
if necessary to arrange φ = φ1 × · · · × φn with φa(i) = Ad(u˜) ◦ φi. Then u˜ ∈
Nφ(M,G) and the equation u = su˜ defines an element s ∈ Sφ(M) = Sφ1(M1)×
· · · × Sφn(Mn). We define 〈π, u♮〉ξ,z = ρξ,z(s), where ρξ,z ∈ X∗(S♮♮φ (M)) is the
character associated to π as in Section 1.6.3. The character ρξ,z satisfies ρξ,z ◦
Ad(u˜) = ρξ,z . Moreover, an explicit computation reveals that the difference
u˜vv˜−1u˜−1 ∈ A
M̂
is killed by any element of X∗(S♮♮ψ (M)). This implies the
multiplicativity of 〈π,−〉ξ,z .
2.4.3 Uniform treatment
In the previous two sections we defined an operator π(u♮)ξ,z : (w˘π, Vπ) →
(π, Vπ) when G was either a unitary group or a linear group, by placing ad-
ditional assumptions. In principle, this allows us to construct the normalized
self-intertwining operator RP (u♮, (ξ, z), π, ψ, ψF ) in those cases. However, in
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order to be able to prove the necessary invariance properties of this operator, as
well as to be able to prove its compatibility with the canonical global intertwin-
ing operator, we need a definition of the operator π(u♮)ξ,z : (w˘π, Vπ)→ (π, Vπ)
that works uniformly for unitary and linear groups and does not require spe-
cial assumptions on the extended pure inner twist (ξ, z) beyond those which
can be satisfied globally. We will now give such a definition and check that it
specializes to the constructions of the previous two sections under the assump-
tions made there.
We consider the element u′ = u−1 ∈ Nψ(M,G). We use the distinguished
pinning of Ĝ and the process described in Section 0.4.7 to lift the image w′ ∈
W (M̂, Ĝ)Γ of u′ first to an element of W (T̂ , Ĝ)Γ, and then to an element of
N(T̂ , Ĝ)Γ via the construction of Langlands and Shelstad. We will call this
element u˜′. We have u−1 = s · u˜′ for some s ∈ M̂ . In fact, since we have
chosen u to normalize T̂ and preserve the B̂ ∩ M̂ -positive roots in R(T̂ , M̂),
and since the same is true for u˜′, and since u′ and u˜′ lie in the sameW (T̂ , M̂)-
coset, we conclude that s ∈ T̂ ⊂ M̂ . The group M̂ inherits a pinning from the
group Ĝ and the automorphism θ̂ := Ad(u˜′) of M̂ preserves that pinning. It
is moreover dual to the automorphism θ∗ := Ad(w˜) of M∗. We now create a
twisted endoscopic datum for the group M∗ and its automorphism θ∗, where
we take M̂ as the dual group ofM and θ̂ as the automorphism of M̂ dual to θ∗.
Let M̂ ′ be the group of fixed points of Ad(sψs) ◦ θ̂ = Ad(sψu−1). This group is
connected and has a connected center and a simply connected derived group.
It is furthermore normalized by the image of ψ. This allows us to formM′ =
M̂ ′ · ψ(LF ). The arguments in [KS99, §2.2] show thatM′ is a split extension of
M̂ ′ by WF . This extension leads to a homomorphism WF → Out(M̂ ′) which
induces a homomorphism ΓF → Out(M̂ ′). Let M ′ be the unique quasi-split
group defined over F with dual group M̂ ′ and with rational structure given by
the homomorphism ΓF → Out(M̂ ′) ∼= Out(M ′). Since Z(M̂ ′) is connected, the
arguments of loc. cit. show that there exists an isomorphism η : M′ → LM ′.
Then eM,ψ = (M ′, sψs, η) is a twisted endoscopic triple for (M∗, θ∗).
The inner twist ξ : M∗ → M intertwines the operators θ∗ and θ = Ad(w˘).
From Section 1.1.2 we have the normalized transfer factor ∆[eM,ψ, ξ, z] for the
twisted group (M, θ) and the endoscopic triple eM,ψ. We are now ready to
define the operator π(u♮) : (w˘π, Vπ) → (π, Vπ). We have the parameter η ◦ ψ :
LF → LM ′. Composing the stable linear form associated to this parameter by
Proposition 1.5.1 with the transfer mappingH(M)→ SI(M ′) provided by the
transfer factor∆[eM,ψ, ξ, z], we obtain a linear form f 7→ f eM,ψ(η ◦ ψ).
Lemma 2.4.1. For each π ∈ Πψ(M, ξ) there exists a unique isomorphism π(u♮)ξ,z :
(w˘π, Vπ)→ (π, Vπ) such that for all f ∈ H(M) we have
f eM,ψ(η ◦ ψ) = e(Mθ)
∑
π∈Πψ(M,ξ)
tr(π(u♮)ξ,z ◦ π(f)).
Given x ∈ S♮♮ψ (M), we have π(xu♮)ξ,z = 〈π, x〉−1ξ,zπ(u♮)ξ,z . Moreover, in the settings
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of Sections 2.4.1 and 2.4.2, the isomorphisms π(u♮)ξ,z constructed there have these
properties.
Proof. The isomorphism π(u♮)ξ,z is already unique up to a scalar, so the unique-
ness statement follows form the linear independence of twisted characters. Its
existence, together with the desired multiplicative property, will follow once
we prove that the specific constructions of π(u♮)ξ,z made in Sections 2.4.1 and
2.4.2 satisfy the displayed equation, because these specific situations discussed
there cover all possible cases up to isomorphism.
We consider first the situation treated in Section 2.4.1. Thus E/F is a field
extension and G∗ = UE/F (N) is the quasi-split unitary group, P ∗ ⊂ G∗ is a
standard parabolic subgroup,M∗ = M∗+ ×M∗− is a standard Levi subgroup of
P ∗withM∗− = UE/F (N−) andM
∗
+ =M
∗
1×· · ·×M∗n withM∗i = ResE/F (GL(Ni)),
(ξ, z) : G∗ → G is an extended pure inner twist such that P = ξ(P ∗) andM =
ξ(M∗) are defined over F , thus z ∈ Z1G−bsc(E ,M∗), and such that z = z+ × z−
with z+ = 1.
The automorphism θ∗ preserves the decomposition M∗ = M∗+ ×M∗− and
acts trivially on M∗−. The endoscopic triple eM,ψ is therefore the product of
a twisted endoscopic triple eM,+,ψ = (M ′+, sψ,+s+, η+) for (M
∗
+, θ
∗) and an
ordinary endoscopic triple eM,−,ψ = (M ′−, sψ,−s−, η−) for M
∗
−. Here we have
written s = s+ × s− and sψ = sψ,+ × sψ,− according to the decomposition
M̂ = M̂+×M̂−. The linear form f eM,ψ(η◦ψ) breaks up as the product f eM,ψ+ (η+◦
ψ+) · f eM,ψ− (η− ◦ ψ−). Noting thatMθ = M− ×Mθ+, the right hand side of the
claimed equation also breaks up into a product
e(Mθ+)
∑
π+∈Πψ+
tr(π+(u
♮)ξ,z ◦ π+(f+)) · e(M−)
∑
π−∈Πψ−
tr(π−(u
♮)ξ,z ◦ π−(f−)).
(2.4.2)
We consider first the left factor in this product. Note that Πψ+ consists of a
single element π+. The assumption z+ = 1 implies that ξ induces an isomor-
phismM∗+ → M+, thusM+ is a productM1 × · · · ×Mn of groups of the form
Mi = ResE/F (GL(Ni)), each endowed with its standard pinning. The auto-
morphism θ preserves this product decomposition as well as the pinning of the
groupM+. In particular,Mθ+ is quasi-split, so e(M
θ
+) = 1. We may further as-
sume that the permutation that θ induces on the factors ofM is transitive, oth-
erwise we study each orbit of this permutation separately and take the prod-
uct of the results. Assuming transitivity, we find ourselves in the situation dis-
cussed in Section 1.1.3. The results of that section reduce the problem to the set-
ting where there is only one factor in the product, i.e. M+ = ResE/F (GL(N+)).
Then there are two possibilities: Either θ is the trivial automorphism or the
unique non-trivial pinned automorphism. In both cases, we obtain the charac-
ter identity
f
eM,ψ
+ (η+ ◦ ψ+) = tr(I+ ◦ π+(f)),
where I+ : π ◦ θ−1 → π is the natural isomorphism discussed in Section 2.4.
In the case θ = 1 this parabolic descent, while in the other case it follows from
Proposition 1.5.1.
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Consider now the right factor in the product (2.4.2). By Theorem 1.6.1 we
have the equation
f
eM,ψ
− (η− ◦ ψ−) = e(M−)
∑
π−∈Πψ−
〈s−, π−〉ξ,ztr (π−(f−)).
It follows that the equation in the statement of the lemma holds with π(u♮)ξ,z
defined as 〈π, s−〉ξ,z · idπ− ⊗ I+. But this is the construction of π(u♮)ξ,z given
in Section 2.4.1, once we note that the element s− is equal to the image of u−1
under the section s : π0(Nψ(M,G))→ π0(Sψ(M)) constructed there.
We now turn to the situation treated in Section 2.4.2. Thus G∗ = GL(N)/F ,
P ∗ ⊂ G∗ is a standard parabolic subgroup,M∗ =M∗1 × · · · ×M∗n is a standard
Levi subgroup of P ∗ with M∗i = GL(Ni), (ξ, z) : G
∗ → G is an extended
pure inner twist such that P = ξ(P ∗) and M = ξ(M∗) are defined over F ,
thus z ∈ Z1G−bsc(E ,M∗), and such that in fact z ∈ Z1G−bsc(E ,M∗,θ
∗
). The Levi
subgroup M ⊂ G then breaks up accordingly as M = M1 × · · · ×Mn, with θ
permuting the factors. We have e(Mθ) = e(Mi1) · · · · · e(Mik), where i1, . . . , ik
are representatives for the orbits of the permutation of {1, . . . , n} induces by θ.
Applying the simple descent for twisted endoscopy discussed in Section 1.1.3
reduces the problem to the setting where there is only one factor, i.e. M =
GL(N/d)/D, with D/F division algebra of degree d, and θ acts trivially onM .
Then M ′ = GL(N) and the discussion in Section 1.6.3 provides the character
identity
f eM,ψ(η ◦ ψ) = e(M)〈π, s〉ξ,ztr(π(f)).
This completes the proof.
2.5 Local intertwining operator – the compound operator
In this section we are going to define a normalized self-intertwining operator
on a parabolically induced representation by putting together the three opera-
tors defined in the previous sections.
We take F to be a local field, E/F a quadratic algebra, and G∗ = UE/F (N).
We take Ξ : G∗ → G to be an equivalence class of extended pure inner twists.
Let (M,P ) be a proper parabolic pair for G. There is a unique standard pa-
rabolic pair (M∗, P ∗) of G∗ corresponding to (M,P ), and this determines an
equivalence class ΞM :M∗ →M of extended pure inner twists: ΞM consists of
those pairs (ξ, z) ∈ Ξ such that ξ(M∗, P ∗) = (M,P ).
Let ψ ∈ Ψ(M∗) and assume that Πψ(M, ξ) 6= ∅. Let π ∈ Πψ(M, ξ) and write
Vπ for the underlying vector space. Let (M̂, P̂ ) be the standard parabolic pair
of Ĝ dual to (M∗, P ∗). Up to equivalence ψ can be chosen so that the minimal
Levi subgroup of LM through which it factors is of the form M̂0 ⋊WF for a
standard Levi subgroup of M̂ , hence of Ĝ. This implies that T̂ radψ := T̂ ∩ Sradψ
is a maximal torus of Sradψ and M̂
rad
ψ := M̂ ∩ Sradψ = Z(AM̂ , Sradψ ) is a Levi
subgroup of Sradψ containing T̂
rad
ψ . We refer the reader to Section 2.1 for the
relevant notation.
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Let u♮ ∈ N ♮ψ(M,G). For an arbitrary lift u ∈ N(AM̂ , Sψ) of u♮, both T̂ radψ
and Ad(u)T̂ radψ are maximal tori of M̂
rad
ψ , hence conjugate under M̂
rad
ψ . Thus
we may choose the lift u so that it normalizes T̂ radψ . Then it also normalizes
the centralizer of T̂ radψ in Ĝ, which equals to T̂ . In particular, u is semi-simple.
We can say a bit more by exploiting the specificity of the group G∗. Indeed,
one checks that u can be chosen so that its image in W (T̂ , Ĝ) preserves the
B̂ ∩ M̂ -positive roots in R(T̂ , M̂).
We have Γ-equivariant isomorphismsW (M̂, Ĝ) ∼=W (M∗, G∗) ∼=W (M,G),
the first one induced by the duality of Ĝ and G∗ and the second one by the
equivalence class ΞM . Let w denote the image of u in any of these isomorphic
groups.
Choose an arbitrary lift w˙ ∈ N(M,G)(F ) of w and set w˙π(m) = π(w˙−1mw˙),
acting on the vector space Vπ . The isomorphism class of w˙π is independent of
the choice of w˙. We claim that w˙π ∼= π. Indeed, π decomposes as π+ ⊗ π− ac-
cording to the decompositionM = M+ ×M−. The restriction of Ad(w˙) toM−
is an inner automorphism and we have w˙π− ∼= π−. On the other hand, w pre-
serves the M̂ -equivalence class of ψ, hence also the L-packet of representations
of M+(F ) containing π+. But this L-packet is a singleton, so w˙π+ ∼= π+. This
shows that w˙π ∼= π and hence the element w corresponds to a self-intertwining
operator on the representation HP (π), well-defined up to scalar. We will give
a specific normalization of this operator, called RP (u♮,Ξ, π, ψ, ψF ).
Fix (ξ, z) ∈ ΞM as in Lemma 0.4.18. We will use this choice to give a nor-
malizationRP (u♮, (ξ, z), π, ψ, ψF ) of the local self-intertwining operator for the
Weyl element w acting on the representation HP (π). We will then show that
this normalization does not depend on the choice of (ξ, z) and hence can be
referred to as RP (u♮,Ξ, π, ψ, ψF ). It will however in general depend on the
element u♮ ∈ N ♮ψ(M,G), not just its image w in Wψ(M,G). As we saw in Sec-
tions 2.4.1 and 2.4.2, if we make a special choice of (ξ, z) then we can break this
dependency and define an operator RP (w, (ξ, z), π, ψ, ψF ) with the property
that the map w 7→ RP (w, (ξ, z), π, ψ, ψF ) is a homomorphism Wψ(M,G) →
End(HP (π)). The operator RP (u♮, (ξ, z), π, ψ, ψF ) is then a product 〈π, u♮〉ξ,z ·
RP (w, (ξ, z), π, ψ, ψF ), with 〈π, u♮〉ξ,z ∈ C. While the operatorRP (w, (ξ, z), π, ψ, ψF )
has the appeal of only depending onw and not on u♮, the operatorRP (u♮,Ξ, π, ψ, ψF )
is the more invariant object and the one we ultimately use.
We now come to the definition of the normalized local self-intertwining
operator
RP (u
♮, (ξ, z), π, ψ, ψF ) : HP (π)→ HP (π),
as the composition
RP (u
♮, (ξ, z), π, ψ, ψF ) = IP (π(u♮)ξ,z)◦ lP (w, ξ, ψ, ψF )◦Rw−1P |P (ξ, ψ). (2.5.1)
Lemma 2.5.1. The operator RP (u♮, (ξ, z), π, ψ, ψF ) does not depend on the choice of
(ξ, z) ∈ Ξ.
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Proof. We had chosen (ξ, z) : G∗ → G to satisfy the conditions ξ(M∗) = M ,
ξ(P ∗) = P , and z ∈ Z1G−bsc(E ,M∗,w˜). An equivalent (ξ′, z′) is of the form
ξ′ = ξ ◦ Ad(b) and z′(σ) = b−1z(σ)σ(b) for some b ∈ G∗. If (ξ′, z′) satisfies
the same conditions as (ξ, z), then we see first that b ∈ M∗, and second that
θ∗(b−1z(σ)σ(b)) = b−1z(σ)σ(b), where θ∗ = Ad(w˜). If we set d := ξ(bθ∗(b−1)),
then the latter equation implies d ∈M(F ). As before, we set w˘ := ξ(w˜) and we
have w˘ ∈ G(F ). We now also set “w = ξ′(w˜) ∈ G(F ). One checks immediately
that “w = dw˘.
We claim that π(u♮)ξ′,z′ = π(d) ◦ π(u♮)ξ,z . Indeed, set θ˘ = Ad(w˘) (this au-
tomorphism was denoted by θ earlier), and “θ = Ad( “w). A direct computation
shows that the map
M(F )→M(F ), δ˘ 7→ “δ := δ˘ · d−1
is a bijection which translates θ˘-twisted conjugacy on its source to “θ-twisted
conjugacy on its target, and moreover
∆[eM,ψ, ξ, z](γ, δ˘) = ∆[eM,ψ , ξ
′, z′](γ, “δ),
where the transfer factors are the one constructed in Section 2.4.3. Given a
function f˘ ∈ H(M), let “f ∈ H(M) be defined by “f(g) = f˘(gd). The equality
of transfer factors and the equivariance of δ˘ 7→ “δ imply that for any γ ∈M ′(F )
strongly G-regular the unstable twisted orbital integral∑
δ˘
∆[eM,ψ, ξ, z](γ, δ˘)
∫
M
δ˘w˘
(F )\M(F )
f˘(g−1δ˘θ˘(g))dg
is equal to ∑
“δ
∆[eM,ψ, ξ
′, z′](γ, “δ)
∫
M“δ “w(F )\M(F )
“f(g−1“δ“θ(g))dg,
where the first sum runs over the θ˘-twisted conjugacy classes of strongly θ˘-
regular θ˘-semi-simple elements ofM(F ), and the second sum is the analogous
sum with ˘ replaced by “. We conclude that, given a function f ′ ∈ H(M ′),
the functions f ′ and f˘ are∆[eM,ψ, ξ, z]-matching if and only if the functions f ′
and “f are ∆[eM,ψ , ξ′, z′]-matching. A glance at the statement of Lemma 2.4.1
completes the proof of the claim that π(u♮)ξ′,z′ = π(d) ◦ π(u♮)ξ,z .
Turning to lP (w, ξ′, ψ, ψF ), we see directly from the definition that
lP (w, ξ
′, ψ, ψF ) = δ
1
2
P (d
−1) · IP (w˘π(d−1)) ◦ lP (w, ξ, ψ, ψF ).
Recalling that d = ξ(bθ∗(b−1)) and using the intertwining property of π(u♮)ξ,z ,
we conclude that
IP (π(u♮)ξ′,z′) ◦ l(w, ξ′, ψ, ψF ) = δP (ξ(b))
1
2
δw−1Pw(ξ(b))
1
2
IP (π(u♮)ξ,z) ◦ lP (w, ξ, ψ, ψF ).
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Here we have used the extension to M(F ) of the modulus characters for P
and w−1Pw that was already used in Section 2.2. A glance at Equation (2.2.1)
completes the proof.
Before stating the next lemma, recall that Kottwitz’s map (0.3.1) provides a
character of Z(Ĝ)Γ from any element of B(F,G∗)bsc, as well as a character of
[Ĝ/Ĝder]
Γ from any element of B(F,Z(G∗)). In particular, the class Ξ, being
an element of B(F,G∗)bsc, provides a character of Z(Ĝ)Γ, which we denote by
〈Ξ,−〉. Moreover, the element u♮ ∈ N ♮ψ(M,G) can be mapped to the quotient
Ĝ/Ĝder, where it is Γ-fixed, and for any y ∈ B(F,Z(G∗)) we can evaluate the
corresponding character 〈y,−〉 of [Ĝ/Ĝder]Γ at the point u♮.
Lemma 2.5.2.
1. Let x ∈ Z(Ĝ)Γ. Then RP (xu♮,Ξ, π, ψ, ψF ) = 〈Ξ, x〉−1RP (u♮,Ξ, π, ψ, ψF ).
2. Let c ∈ B(F,Z(G∗))bsc. ThenRP (u♮, cΞ, π, ψ, ψF ) = 〈c, u♮〉−1RP (u♮,Ξ, π, ψ, ψF ).
3. Let y ∈ S♮♮ψ (M). Then RP (yu♮,Ξ, π, ψ, ψF ) = 〈π, y〉−1ξ,zRP (u♮,Ξ, π, ψ, ψF ).
Proof. The first two points follow essentially from Lemma 1.1.2. Indeed, no-
tice that the right and middle terms in (2.5.1) depend only on the image of
u♮ in Wψ(M,G) and only on the inner twist underlying Ξ. Thus they do not
change when we pass from u♮ to xu♮, or when we pass from Ξ to cΞ. Only
the term π(u♮)ξ,z changes. The reason it does is because in the defining equa-
tion in Lemma 2.4.1, the linear form f eM,ψ(η ◦ ψ) depends on the transfer fac-
tor ∆[eM,ψ , ξ, z]. Changing u♮ to xu♮ changes eM,ψ to x−1eM,ψ. According to
Lemma 1.1.2, we have
∆[xeM,ψ , ξ, z] = 〈z, x〉−1∆[eM,ψ, ξ, z],
but 〈z, x〉 is just a different notation for 〈Ξ, x〉. On the other hand, again by
Lemma 1.1.2, we have
∆[eM,ψ, ξ, cz] = 〈c, s¯ψ s¯〉∆[eM,ψ , ξ, z].
Recall that s was constructed in Section 2.4.3 to be u′ · u˜′−1, with u′ ∈ Ĝ an
arbitrary lift of u−1,♮ and u˜′ ∈ Ĝ a specific lift of the image of u′ in W (M̂, Ĝ).
In the statement of Lemma 1.1.2, s¯ is the image of s in [M̂/M̂der]θ̂,free (recall
notation from Lemma 1.1.2). However, since c takes values in Z(G∗) ⊂ Z(M∗),
wemay furthermap s down to Ĝ/Ĝder before pairing it with c. By construction,
u˜′ ∈ Ĝder, so the images of u′ and s in Ĝ/Ĝder are equal. Moreover, the image
s¯ψ of sψ in Ĝ/Ĝder is trivial.
For the third point, we use again the fact that the images of yu♮ and u♮ in
Wψ(M,G) are equal, so the only factor in (2.5.1) that is affected is π(u♮)ξ,z , and
according to Lemma 2.4.1 we have π(yu♮)ξ,z = 〈π, y〉−1ξ,zπ(u♮)ξ,z .
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Lemma 2.5.3. The operator RP (u♮,Ξ, π, ψ, ψF ) is multiplicative in u♮.
Proof. Let (ξ, z) ∈ Ξ be chosen as in Section 2.4.1 or 2.4.2, so that we know
by construction that π(u♮)ξ,z is multiplicative. The claim then follows from
Lemmas 2.2.4, 2.2.5, 2.3.1, and Fact 2.3.2.
2.6 The local intertwining relation
Let F be a local field, E/F a quadratic algebra, and G∗ = UE/F (N). Let Ξ :
G∗ → G be an equivalence class of extended pure inner twists and (M∗, P ∗) be
a proper standard parabolic pair of G∗.
Given ψ ∈ Ψ(M∗) and u ∈ Nψ(M∗, G∗) we introduce a linear form f 7→
fG,Ξ(ψ, u
♮) where u♮ is the image of u in N ♮ψ(M
∗, G∗). If ψ is not relevant
for Ξ : G∗ → G then fG,Ξ(ψ, u♮) is defined to be zero (since we think of the
underlying induced representation and the intertwining operator to be zero).
If ψ is relevant for Ξ, then the Levi subgroup M∗ of G∗ transfers to G and
we let (M,P ) be a parabolic pair for G corresponding to (M∗, P ∗) and write
ΞM : M
∗ → M for the associated equivalence class of extended pure in-
ner twists. Let Πψ(M,ΞM ) be the packet of representations of M(F ) corre-
sponding to ψ via Theorem 1.6.1. If Πψ(M,ΞM ) happens to be empty (which
may only happen when ψ is non-generic), we define fG,Ξ(ψ, u♮) to be zero
again. Now assume Πψ(M,ΞM ) 6= ∅. Using the self-intertwining operators
RP (u
♮,Ξ, π, ψ, ψF ) constructed in Section 2.5 for all members π ∈ Πψ(M,ΞM ),
we define a linear form f 7→ fG,Ξ(ψ, u♮) on H(G) as follows
fG,Ξ(ψ, u
♮) =
∑
π∈Πψ(M,ΞM)
tr(RP (u
♮,Ξ, π, ψ, ψF )IP (π)(f)).
We construct a second linear form f 7→ f ′G,Ξ(ψ, sψu−1) on H(G) in the fol-
lowing way. Fix f ∈ H(G). For any semi-simple element s ∈ Sψ, let ψe ∈ Ψ(Ge)
and e ∈ E(G∗) be associated to ψ and s as in 1.4. (There is no need to take ψe
as an orbit under the strict outer automorphism group since the latter group
is trivial in our case.) From ψe we obtain the stable linear form on H(Ge) in
part 4 of Theorem 1.6.1. The value of this stable linear form on all functions
f e ∈ H(Ge) whose orbital integrals match those of f with respect to the trans-
fer factor∆[e,Ξ] is the same. We call this value f ′G,Ξ(ψ, s).
Lemma 2.6.1. For any s, s0 ∈ Sψ,ss(G∗) such that their images in S♮ψ(G∗) belong to
S♮ψ(M
∗, G∗) and are equal we have f ′G,Ξ(ψ, s) = f
′
G,Ξ(ψ, s0).
Proof. Observe that f ′G,Ξ(ψ, s) does not change when s is conjugated by an el-
ement of Sψ(G∗)0. By conjugating s if necessary, we may assume that Int(s)
stabilizes Tψ (and a Borel subgroup Bψ ⊃ Tψ). Define Tψ,s := ZTψ(s)0. Argu-
ing as in the paragraphs below [Art13, (4.5.8)], it suffices to show that f ′G,Ξ(ψ, s)
is unchanged if s is multiplied by any element of Tψ,s ∩ Sradψ .
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One checks that M̂s := ZĜ∗(Tψ,s) is a Γ-stable Levi subgroup of Ĝ
∗ con-
taining that M̂∗. Let M∗s denote a Levi subgroup of G
∗ which is dual to M̂s.
Observe that (ψ, s) is the image of a pair
(ψMs , sMs)
where ψMs ∈ Ψ(Ms) and sMs ∈ SψMs ,ss. There exists an elliptic endoscopic
datumM es and ψ
e
Ms
∈ Ψ(M es ) whose image is ψMs . We have
f ′G,Ξ(ψ, s) = f
e(ψe) = f eMes (ψ
e
Ms) (2.6.1)
where f eMes is the constant term of f
e along (a parabolic subgroup whose Levi
subgroup is) M es . If M
∗
s does not transfer to G then f
e
Mes
(ψeMs) = 0 so in par-
ticular the lemma is verified. Indeed no stable strongly regular semisimple
conjugacy classes ofM es have matching conjugacy classes on G in that case, so
one deduces that f eMes defines a trivial stable linear form from the fact that f
e
Mes
is a transfer of f . (For the latter fact, see the discussion in the preamble and
proof of [Art13, Prop 2.1.1] and the references therein. This can also be thought
of as the degenerate case of Lemma 1.1.4 whereM∗ does not transfer to G, in
which case fM should be thought of as zero, hence the stable linear form given
by f eMes should be identically zero.)
From now we assume thatM∗s transfers to a Levi subgroupMs of G. Then
there is an extended pure inner twist (Ms, ξMs , zMs) given by Lemma 0.4.18.
Lemma 1.1.4 tells us that f eMes is a transfer of fMs with respect to (Ms, ξMs , zMs).
Now if s is translated by t ∈ Tψ,s, then sMs is translated by t. The effect of the
translation, in light of Lemma 1.1.2 withMs in place of G, is that
f ′Ms,ξMs ,zMs (ψMs , sMs) = f
e
Mes
(ψeMs)
is multiplied by 〈zMs , t〉. According to Lemmas 0.4.11 and 0.4.15 (we apply the
latter lemma with ζ = 〈z, ·〉 and ζM∗ = 〈zM , ·〉, which are the images of z and
zM under the Kottwitz maps; the former lemma ensures that ζ is simply the
restriction of ζM∗ to Z(Ĝ∗)Γ) we have that 〈zMs , t〉 = 1 if t ∈ Tψ,s ∩Sradψ . Hence
the translation of s by t ∈ Tψ,s ∩ Sradψ does not change f ′G,Ξ(ψ, s) as we wanted
to verify.
We can apply the construction of f ′G,Ξ(ψ, s) in particular to the element s =
sψu
−1 and obtain f ′G,Ξ(ψ, sψu
−1). Note that sψu−1 is semi-simple, because both
sψ and u−1 are semi-simple and commute.
Theorem* 2.6.2 (Local intertwining relation). Let ψ ∈ Ψ(M∗), u ∈ Nψ(M∗, G∗),
and f ∈ H(G). Then
1. Suppose that Πψ(M,ΞM ) is nonempty (so ψ is relevant in particular). If u♮ be-
longs toWψ(M∗, G∗)rad, then RP (u♮,Ξ, π, ψ, ψF ) = 1 for all representations
π ∈ Πψ(M,ΞM ).
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2. The complex number fG,Ξ(ψ, u♮) depends only on the image of u in S
♮
ψ.
3. We have an equality
f ′G,Ξ(ψ, sψu
−1) = e(G)fG,Ξ(ψ, u
♮). (2.6.2)
Note that themultiplicativity ofRP (u♮,Ξ, π, ψ, ψF ) in u♮ formulated in Lemma
2.5.3 implies that the second point follows from the first. However, wewill only
be able to deduce the first point once we have proved the second by different
means. Note also that the last point breaks up into two cases, namely
• If ψ is relevant for Ξ then f ′G,Ξ(ψ, sψu−1) = e(G)fG,Ξ(ψ, u♮).
• If ψ is not relevant for Ξ then f ′G(ψ, sψu−1) = 0.
A further immediate consequence of the theorem is that the linear form
fG,Ξ(ψ, u
♮) depends only on the Ĝ∗-equivalence class of the parameter ψ, and
not just on the M̂∗-equivalence class. We will now formulate a lemma that
contains a weaker statement. This statement will be enough to conclude said
independence in the case where ψ ∈ Ψ2(M∗) and will also be used in the
global arguments that lead to the proof of Theorem 2.6.2. In the next section
we will show that the form fG,Ξ(ψ, u♮) for an arbitrary ψ ∈ Ψ(M∗) is equal to
fG,Ξ(ψ0, u
♮) for a suitable ψ0 ∈ Ψ2(M∗0 ), so in principle we would then have
said independence for all ψ ∈ Ψ(M∗), but we will not need this stronger result
in the proof of Theorem 2.6.2.
Lemma 2.6.3. Let ψ ∈ Ψ(M∗) and v ∈ N(A
M̂∗
, Ĝ∗). Given u ∈ Nψ(M∗, G∗) we
have fG,Ξ(ψ, u♮) = fG,Ξ(vψ, (vuv−1)♮).
Proof. We assume that ψ is relevant, otherwise both sides are zero. Let (ξ, z) ∈
ΞM be as in Lemma 0.4.18. The left-hand side is a sum over π ∈ Πψ(M,ΞM ),
while the right-hand side is a sum over π′ ∈ Πvψ(M,ΞM ). Both index sets are
in bijection via π′ = v˘π. To see this, decompose M = M+ ×M− as usual and
observe that Πψ(M,ΞM ) = {π+} ⊗Πψ(M−,ΞM−). Now v acts trivially onM−
and sends ψ+ to vψ+, hence π+ to vπ+. The claim follows.
Thus the right hand side is the sum over π ∈ Πψ(M,ΞM ) of the traces of
the operators
RP (vuv
−1, (ξ, z), vπ, vψ, ψF ) ◦ IP (vπ, f),
each acting on the vector space HP (vπ). We conjugate each such operator by
lP (v, ξ, ψ, ψF )◦Rv−1P |P (ξ, ψ) and obtain an operatorR onHP (π)with the same
trace. To compute that operator, we first expand RP (vuv−1, (ξ, z), vπ, vψ, ψF )
according to its definition (2.5.1) and obtain
IP ((vπ)(vuv−1)ξ,z) ◦ lP (vuv−1, ξ, vψ, ψF ) ◦R(vuv−1)−1P |P (ξ, vψ).
Using Lemma 2.3.1 one checks that
lP (vuv
−1, ξ, vψ, ψF ) = lP (v, ξ, ψ, ψF ) ◦ lP (u, ξ, ψ, ψF ) ◦ lP (v, ξ, ψ, ψF )−1.
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The intertwining property of lP (v, ξ, ψ, ψF )◦Rv−1P |P (ξ, ψ) together with Lemma
2.2.5 and Fact 2.3.2 imply that the operator R we are computing is equal to
IP ((vπ)(vuv−1)ξ,z)Rv−1P |P (ξ, ψ)−1lP (u, ξ, ψ, ψF )Ru−1v−1P |v−1P (ξ, ψ)Rv−1P |P (ξ, ψ)IP (π, f),
which by Lemmas 2.2.5 and 2.2.4 works out to
IP ((vπ)(vuv−1)ξ,z)lP (u, ξ, ψ, ψF )Ru−1P |P (ξ, ψ)IP (π, f).
Our final task is to show that the operators (vπ)(vuv−1)ξ,z and π(u)ξ,z on the
vector space Vπ are equal. This can be seen by considering the defining equa-
tion in Lemma 2.4.1. We viewAd(v˘) as an isomorphism from the twisted group
(M,Ad(u˘)) to the twisted group (M,Ad(v˘u˘v˘−1)). It allows us to compare the
right hand sides of Lemma 2.4.1 for the two cases π(u) and (vπ)(vuv−1) by
identifying the two index sets in the sum, as well as π(f) with vπ(f). This
isomorphism is further translated under the inner twist ξ to the isomorphism
Ad(v˜) : (M∗,Ad(u˜)) → (M∗,Ad(v˜u˜v˜−1)), whose dual is the isomorphism
Ad(v˜) : (M̂,Ad(u˜′)) → (M̂,Ad(v˜u˜′v˜−1)), where the ˜ are now taken on the
dual side. This isomorphism sends the element u′ to the element vu′v−1 and
the parameter ψ to the parameter vψ, thereby identifying the two twisted en-
doscopic data used to define the left-hand side of Lemma 2.4.1 in the two cases
at hand. We conclude that the two left-hand sides are equal, hence the two
right-hand sides are equal. Since the summation sets are already identified
with each other and π(f) is identified with vπ(f), the claim follows.
Lemma 2.6.4. Let Ξ and Ξ′ be two equivalence classes of extended pure inner twists
that determine the same equivalence class of inner twists. If Theorem 2.6.2 holds for Ξ,
then it also holds for Ξ′.
Proof. By assumption we may choose (ξ, z) ∈ Ξ and (ξ′, z′) ∈ Ξ′ such that the
maps ξ and ξ′ are equal. Then z′ = cz with c ∈ Z1alg(E , Z(G∗)). By Lemma 1.1.2
we have
f ′G,(ξ′,z′)(ψ, sψu
−1) = 〈c, sψu−1〉 · f ′G,(ξ,z)(ψ, u−1).
Here we have paired c with the image of sψu−1 in [Ĝ∗/Ĝ∗der]
Γ. Notice that
sψ ∈ Ĝ∗der, because it belongs to the image of a homomorphism SL2 → Ĝ. Thus
〈c, sψu−1〉 = 〈c, u−1〉. According to Lemma 2.5.2, we also have
fG,(ξ′,z)(ψ, u
♮) = 〈c, u♮〉−1 · fG,(ξ,z)(ψ, u♮).
This deals with part 3 of Theorem 2.6.2. To see that part 1 of the theorem prop-
agates from (ξ, z) to (ξ′, z′)we appeal to part 2 of Lemma 2.5.2. Then it suffices
to observe that 〈c, u♮〉 = 1 when u♮ ∈ Wψ(M∗, G∗)rad, but this is clear since
Sradψ ⊂ Ĝ∗der by definition (see §2.1). Since part 2 of Theorem 2.6.2 follows from
part 1 as remarked below the theorem, we are done.
Lemma 2.6.5. In the same setup as in the preceding theorem, for any y ∈ Z(Ĝ∗)Γ,
f ′G,Ξ(ψ, sψys) = 〈z, y〉f ′G,Ξ(ψ, sψs) and fG,Ξ(ψ, yu) = 〈z, y〉−1fG,Ξ(ψ, u), where
the pairing is given Kottwitz’s isomorphism (0.3.1) for the torusG∗/G∗der and its dual
Z(Ĝ∗).
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Remark 2.6.6. We are assuming M∗ 6= G∗ as in the theorem but even when M∗ =
G∗, the former assertion of the lemma remains true by the same argument. The lat-
ter also follows in the same way if the local classification theorem (Theorem 1.6.1) is
assumed.
Proof. The former follows from Lemma 1.1.2 and the latter from Lemma 2.5.2.
Corollary 2.6.7. Fix x ∈ Sψ(G∗). Suppose that there exists a lift x ∈ S♮ψ(G∗) of x
such that the local intertwining relation holds for all u mapping to x. Then for every
lift x ∈ S♮ψ(G∗) of x, it holds true for all u mapping to x.
Proof. This follows from Lemmas 0.4.13 and 2.6.5.
As a first application of Theorem 2.6.2, we will now construct the L-packet
Πψ of representations of G(F ) under the assumption that ψ ∈ Ψ2(M∗) and
M∗ 6= G∗. We assume thatM∗ transfers to G, i.e. that ψ is relevant for Ξ, oth-
erwise we simply set Πψ(G,Ξ) = ∅. We further assume inductively Theorem
1.6.1 for the Levi subgroupM ⊂ G. Finally, we assume Theorem 2.6.2 for the
group G and its Levi subgroupM .
Recall that ψ ∈ Ψ2(M∗) implies that the map Nψ(M∗, G∗) → S♮ψ is surjec-
tive. For any π ∈ Πψ(M), the map
N ♮ψ(M
∗, G∗)×G(F )→ Aut(HP (π)), (u¯, g) 7→ RP (u¯,Ξ, π, ψ, ψF )IP (π, g)
is a representation of N ♮ψ(M
∗, G∗) × G(F ). Let Π1ψ(G,Ξ) be the direct sum of
these representations, as π runs overΠψ(M,ΞM ). The value at u¯ ∈ N ♮ψ(M∗, G∗)
and f ∈ H(G) of the character of Π1ψ(G,Ξ) is equal to fG,Ξ(ψ, u¯). According to
Theorem 2.6.2, the representationΠ1ψ(G,Ξ) is inflated from S
♮
ψ×G(F ). Accord-
ing to Lemma 2.6.5, this representation transforms under Z(Ĝ∗)Γ × {1} by the
character χ−1Ξ = 〈Ξ,−〉−1. Decomposing this representation into irreducible
constituents, we obtain
Π1ψ(G,Ξ) =
⊕
π
(〈π,−〉−1Ξ ⊗ π)
where π now runs over representations of G(F ) and 〈π,−〉Ξ are elements of
X∗(S♮ψ) whose restriction to Z(Ĝ
∗)Γ is equal to χΞ. We define the packet
Πψ(G,Ξ) to be the disjoint union of the occurring π and the map Πψ(G,Ξ) →
Irr(S♮ψ, χΞ) to be given by π 7→ 〈π,−〉Ξ. The character identity (1.6.1) of The-
orem 1.6.1 now follows directly from Theorem 2.6.2. It is now not hard to see
that the map Πψ(G,Ξ) → Irr(S♮ψ, χΞ) is bijective when F is p-adic. We will
postpone this discussion until Section 4.7.
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2.7 A preliminary result on the local intertwining relation I
In this section we are going to prove some results on the relationship between
parabolic induction and the normalized intertwining operators as well as the
local intertwining relation. One consequence of these results will be the re-
duction of the proof of the local intertwining relation to the case of discrete
parameters. This essential case will be handled in later chapters using global
methods and finally completed in Section 4.6. As we said at the start of §2.2,
we simplify notation in this subsection by omitting ∗ in the superscript when
referring to the objects on the dual group side if there is no danger of confusion.
The general situation we will discuss is that of two nested standard proper
Levi subgroups M∗0 ⊂ M∗ of G∗ and a parameter ψ0 ∈ Ψ(M∗0 ), as well as an
element u ∈ Sψ ∩N(AM̂0 , Ĝ) ∩N(AM̂ , Ĝ). In this situation we have the linear
forms fG,Ξ(ψ0, u♮) and fG,Ξ(ψ, u♮) on H(G), where ψ is the image in Ψ(M∗) of
ψ0. In the special case u ∈ Sψ(M∗) ∩ N(AM̂0 , Ĝ) we also have the linear form
fM,ΞM (ψ0, u
♮) on H(M). All these linear forms are zero unless ψ is relevant
for G, so we assume now that M∗0 transfers to G and fix corresponding Levi
subgroupsM0 ⊂M ⊂ G. We further fix a parabolic subgroup P0 ∈ PG(M0). It
gives rise to P ∈ PG(M) andQ ∈ PM (M0). The following two lemmas express
the relationships between these three linear forms.
Lemma* 2.7.1. For any u ∈ Sψ ∩ N(AM̂0 , Ĝ) ∩ N(AM̂ , Ĝ) we have the equality
fG,Ξ(ψ0, u
♮) = fG,Ξ(ψ, u
♮).
Lemma* 2.7.2. For any u ∈ Sψ(M) ∩N(AM̂0 , Ĝ) and π ∈ Πψ0(M0,ΞM0 ) we have
the equality of intertwining operators
RGP0(u
♮,Ξ, π, ψ0, ψF ) = IGP (RMQ (u♮,ΞM , π, ψ0, ψF )).
Moreover, we have the equality fG,Ξ(ψ0, u♮) = fM,ΞM (ψ0, u
♮).
The proof of these two lemmas will occupy most of this section, but before
we get to it, we will first extract an important consequence of Lemma 2.7.1.
Proposition 2.7.3. Assume that parts 2 and 3 of Theorem 2.6.2 hold for all standard
parabolic pairs (M∗, P ∗) of G∗ and all parameters ψ ∈ Ψ2(M∗). Then they hold for
all standard parabolic pairs (M∗, P ∗) of G∗ and all parameters ψ ∈ Ψ(M∗).
Proof. As in the beginning of Section 2.5 we choose ψ within its equivalence
class so that the minimal Levi subgroup of LM through which it factors is of
the form M̂0 ⋊WF for a standard Levi subgroup M̂0 of M̂ , hence of Ĝ. Then
A
M̂0
is a maximal torus of S0ψ . Let M
∗
0 be the standard Levi subgroup of G
∗
dual to M̂0 and let P ∗0 be the standard parabolic subgroup of G
∗ with Levi
factor M∗0 . We have M
∗
0 ⊂ M∗ and P ∗0 ⊂ P ∗. Moreover, ψ ∈ Ψ(M∗) is the
image of ψ0 ∈ Ψ2(M∗0 ) under the natural map Ψ(M∗0 )→ Ψ(M∗).
We have the linear forms fG,Ξ(ψ, u) and f ′G,Ξ(ψ, sψu
−1) associated to the
parabolic pair (M∗, P ∗) and the parameter ψ. They only depend on the image
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u♮ ∈ N ♮ψ(M,G) of u. We have AM̂0 ∩ Sradψ = T̂ ∩ Sradψ = T̂ radψ and the argument
used in the beginning of Section 2.5 allows us to assume that u normalizes T̂ radψ .
Then it also normalizes A
M̂0
and thus belongs toNψ0(M0, G)∩Nψ(M,G). This
allows us to consider the linear forms fG,Ξ(ψ0, u) and f ′G,Ξ(ψ0, sψu
−1). We have
f ′G,Ξ(ψ0, sψu
−1) = f ′G,Ξ(ψ, sψu
−1): Indeed, both forms depend only on the
images of ψ0 and ψ in Ψ(G∗) and these are equal. On the other hand, Lemma
2.7.1 asserts that fG,Ξ(ψ0, u♮) = fG,Ξ(ψ, u♮) and the proof is complete.
The proof of Lemmas 2.7.1 and 2.7.2 will require the validity of the follow-
ing piece of the quasi-split theory: the twisted local intertwining relation for a
product of groups of the form GE/F (N) and an automorphism of this product
that permutes the factors transitively. We will now review its statement.
Let N1 and k be positive integers and H = GE/F (N1)k. The standard pin-
ning of GE/F (N1) gives rise to a pinning ofH , whose maximal torus and Borel
subgroup we call TH and BH . Let θH be the automorphism of H given by
θH(h1, . . . , hk) = (θ(hk), h1, . . . , hk−1), where θ is either the identity automor-
phism of GE/F (N1), or the automorphism θ described in Section 0.2.3, whose
fixed subgroup is UE/F (N1). The Borel pair (TH , BH) is invariant under θH .
Let (MH , PH) be a standard parabolic pair for H . We are not assuming that it
is invariant under θH . Let ψ ∈ Ψ(MH) be a parameter and let π be the unique
representation of MH corresponding to ψ. For our purposes we may assume
that ψ is discrete. Let Sψ(H, θH) denote the subset of the coset Ĥ ⋊ θ̂H consist-
ing of elements that centralize (the image of) ψ. Let u ∈ N(A
M̂H
, Sψ(H, θ
−1
H ))
and letw be its image in theWeyl setW (M̂H , Ĥ, θ̂−1H ) = N(AM̂H , Ĥ⋊θ̂
−1
H )/M̂H ,
as well as in the isomorphic Weyl setW (MH , H, θH) = N(AMH , H ⋊ θH)/MH .
Associated to the element w is a self-intertwining operator RPH (w,ψ, ψF )
of the induced representationHHPH (π). It is again a composition of three oper-
ators. The first operator is
Rw−1PH |PH (π) : HHPH (π)→ HHw−1PH (π).
This operator is given again as the evaluation at λ = 0 of the product of the
usual un-normalized intertwining operator Jw−1PH |PH (πψ,λ, ψF ) and the nor-
malizing factor
rw−1PH |PH (ψλ, ψF ) =
L(0, ρ∨w−1PH |PH ◦ φψλ)
L(1, ρ∨w−1PH |PH ◦ φψλ)
ǫ(12 , ρ
∨
w−1PH |PH
◦ φψλ , ψF )
ǫ(0, ρ∨w−1PH |PH ◦ φψλ , ψF )
.
The second operator is
l(w, π) : HHw−1PH (π)→ HHPH (w˜π).
To define it, we first let w˙ ∈ N(TH , H⋊θH)/TH be the unique element mapping
to w and preserving the Borel pair (TH , BH ∩MH) of MH . Since θH already
preserves TH we have w˙ = w˙0⋊ θH for some w˙0 ∈ N(TH , H)/TH =W (TH , H).
Let w˜0 ∈ N(TH , H) be the Langlands-Shelstad lift of w˙0 and put w˜ = w˜0 ⋊ θH .
117
We set w˜π = π ◦ w˜−1, where we are using the notation w˜ to denote both the
element w˜ ∈ H ⋊ θH , as well as the automorphism Ad(w˜0) ◦ θH of H that it
induces. Define the operator l(w, π) by
[l(w, π)φ](h) = ǫ(
1
2
, π, ρ∨w−1PH |PH , ψF )λ(w˙, ψF )
−1φ(θ−1H (w˜
−1
0 h)).
The third operator comes from an intertwining operator π(w˜) : w˜π → π.
Write w˜ = (w˜1, . . . , w˜k) ⋊ θH , MH = M1 × · · · ×Mk and π = π1 ⊗ · · · ⊗ πk.
Then we have w˜1θMk =M1 and w˜iMi−1 =Mi for i > 1. Furthermore we have
πk ◦ (w˜1θ)−1 ∼= π1 and πi−1 ◦ w˜−1i ∼= πi for i > 1. We fix arbitrary isomorphisms
ι1 : (Vπk , πk ◦ (w˜1θ)−1)→ (V1, π1) and ιi : (Vπi−1 , πi−1 ◦ w˜−1i )→ (Vπi , πi) for i >
1. The composition ιk . . . ι1 is an isomorphism (Vπk , πk ◦(w˜kw˜k−1 . . . w˜1θ)−1)→
(Vπk , πk). The automorphism (w˜kw˜k−1 . . . w˜1θ) preserves Mk as well as the
pinning of it induced from the pinning of GE/F (N1). As discussed in the
beginning of Section 2.4, there exists a canonical choice for the isomorphism
(Vπk , πk ◦ (w˜kw˜k−1 . . . w˜1θ)−1) → (Vπk , πk) and we require that our choices of
ι1, . . . , ιk are such that the composition ιk . . . ι1 is equal to this canonical iso-
morphism. Then we obtain the isomorphism
π(w˜) : (Vπ , π◦w˜−1)→ (Vπ , π), (v1⊗· · ·⊗vk) 7→ (ι1(vk)⊗ι2(v1)⊗· · ·⊗ιk(vk−1))
and it is independent of the choices of ι1, . . . , ιk.
We now let RPH (w,ψ, ψF ) = IHPH (π(w˜)) ◦ l(w, π) ◦Rw−1PH |PH (π). This is an
automorphism of the spaceHHPH (π) and is furthermore an intertwining opera-
tor
IHPH (π)→ IHPH (π) ◦ θH .
For any f ∈ H(MH) we also have the trace-class automorphism IHPH (π, f) of
HHPH (π). We define the linear form f 7→ fH(ψ,w) onH(H) by
fH(ψ,w) = tr(RPH (w,ψ, ψF ) ◦ IHPH (π, f)).
On the other hand, the element u−1 ∈ N(A
M̂H
, Sψ(H, θH)), which gave rise to
w ∈ W (MH , H, θH), can also be used together with the parameterψ to produce
an endoscopic triple e˜ for the twisted group (H, θH). Just as in Section 2.6, this
endoscopic triple leads to a second linear form f 7→ f ′H(ψ, u−1) on H(H): We
let f e˜ ∈ H(H e˜) have orbital integrals matching those of f with respect to the
transfer factor normalized using Whittaker datum, this datum coming from
the fixed pinning of H and the additive character ψF . Then we evaluate at f e
the stable linear form on H(H e˜) associated to the parameter (ηe˜)−1 ◦ ψ.
The twisted intertwining relation we need is the following.
Proposition 2.7.4. We have
fH(ψ,w) = f
′
H(ψ, u
−1).
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Note that we could have equivalently stated this equality as fH(ψ,w) =
f ′H(ψ, sψu
−1), since both u and sψu are elements of Nψ(M,G) that map to w.
This is a special feature of the group GE/F (N).
Using the arguments of Section 1.1.3 one can reduce this proposition to the
case k = 1, which is part of our assumptions stated in 1.5. This reduction how-
ever requires a more flexible definition of the intertwining operators for the
group GE/F (N) than we currently have at our disposal. We will first give the
new definition of the intertwining operator and then proceed to the reduction
of Proposition 2.7.4 to the case k = 1.
Consider two standard parabolic pairs (M1, P1) and (M2, P2) ofG1 = GE/F (N1).
Let ψ1 ∈ Ψ(M1) and let π1 be the unique representation ofM1(F ) correspond-
ing to ψ1. We consider the set TransG1⋊θ(M1,M2) = {g ∈ G1|gθ(M1)g−1 =
M2}. This set may be empty. For any Γ-fixed w ∈M2 \ TransG1⋊θ(M1,M2) we
are going to define a representation w˜π1 ofM2(F ) and an intertwining operator
RP2|P1(w,ψ1, ψF ) : HG1P1 (π1)→ HG1P2 (w˜π1).
We begin by defining w˜π1. Recall thatG1 is equipped with a standard pinning,
whose Borel pair we will denote by (T1, B1). Let w˙1 be the unique element of
N(T1, G1⋊θ)/T1which maps tow andwhich transports the Borel pair (T1, B1∩
M1) ofM1 to the Borel pair (T1, B1 ∩M2) ofM2. Since θ already preserves T1,
we have w˙ = w˙0θ for some w˙0 ∈ N(T1, G1)/T1. Let w˜0 ∈ N(T1, G1) be the
Langlands-Shelstad lift of w˙0 and let w˜ = w˜0θ. The representation w˜π ofM2(F )
acts on the vector space Vπ1 underlying π1 and is defined by w˜π = π ◦ w˜−1,
where we identify the element w˜ ∈ G1 ⋊ θ with the automorphism Ad(w˜0)θ of
G1.
We define the intertwining operator RP2|P1(w,ψ1, ψF ) as the composition
l(w,ψ1, ψF )◦Rw−1P2|P1(ψ1), whereRw−1P2|P1(ψ1) is the usual intertwining op-
erator, as defined in Section 2.2, and l(w,ψ1, ψF ) is an intertwining operator
HG1w−1P2(π1)→ H
G2
P2
(w˜π1)
that sends a function φ to the function
g 7→ ǫ(1
2
, ρ∨w−1P2|P1 , π1, ψF )λ(w˙)
−1φ(θ−1(w˜−10 g)).
This completes the definition of RP2|P1(w,ψ1, ψF ). Note that when (M2, P2) =
(M1, P1), we recover the definition of the usual intertwining operator, denoted
by RP (w, π, ψ) in [Art13, (2.3.25)] in the untwisted case.
Lemma 2.7.5. Let (M3, P3) be a third standard parabolic pair for G1 and let w′ ∈
TransG1⋊θ′(M2,M3)/M3. Then we have
RP3|P1(w
′w,ψ1, ψF ) = RP3|P2(w
′, wψ1, ψF ) ◦RP2|P1(w,ψ1, ψF ).
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Proof. We have
RP3|P2(w
′, wψ1, ψF )RP2|P1(w,ψ1, ψF )
= l(w′, wψ1, ψF ) ◦Rw′−1P3|P2(wψ1) ◦ l(w,ψ1, ψF ) ◦Rw−1P2|P1(ψ1)
= l(w′, wψ1, ψF )l(w,ψ1, ψF )R(w′w)−1P3|w−1P2(ψ1) ◦Rw−1P2|P1(ψ1)
= l(w′, wψ1, ψF )l(w,ψ1, ψF )R(w′w)−1P3|P1(ψ1)
It is thus enough to prove l(w′, wψ1, ψF )l(w,ψ1, ψF ) = l(w′w,ψ1, ψF ). The
proof is very similar to that of Lemma 2.3.1 so we will only give a sketch. The
equality we would like to prove is
φ((w˜′w)−1g)ǫ(
1
2
, ρ∨(w′w)−1P3|P1 , π1, ψF )λ(w˙
′w˙)−1
= φ((w˜′w˜)−1g)ǫ(
1
2
, ρ∨w′−1P3|P2 , wπ1, ψF )ǫ(
1
2
, ρ∨w−1P2|P1 , π1, ψF )λ(w˙
′)−1λ(w˙)−1
for any φ ∈ HG1P1 (π1) and any g ∈ G1(F ). According to [LS87, Lemma 2.1.A],
which is stated in sufficient generality so as to apply to the “twisted” elements
w˙ and w˙′, we have
w˜′w
−1
=
∏
α>0,w˙α<0,w˙′w˙α>0
α∨(−1) · (w˜′w˜)−1
where the product is taken over the set of absolute roots of T1 in G1. The set
{α > 0, w˙α < 0, w˙′w˙α > 0} is once again invariant under Γ, because w˙, w˙′,
andB1 are, as well as invariant underW (T1,M1). For the latter, note that since
w˙ sends B1 ∩M1 to B2 ∩M2, the set under consideration contains only roots
α which lie outside of M1. But W (T1,M1) preserves the set of positive roots
outside of M1, and furthermore W (T1,M1) is transported to W (T1,M2) by w˙
and toW (T1,M3) by w˙′w˙. We conclude as before that
φ((w˜′w)−1g)φ((w˜′w˜)−1g) = λ(m(x))(w˜′w˜)−1,
where λ(m(x)) ∈ AM1(F ) is equal to the image under λ =
∑
α>0,w˙α<0,w˙′w˙α>0 α
∨ ∈
X∗(AM1) = X
∗(M̂1)
Γ of the element m(x) determined by m(x) ⋊ x = φψ(x)
for x ∈ WF any preimage of −1 ∈ F× under the Artin reciprocity map. The
equality we are proving thus becomes
λ(m(x)) =
ǫ(12 , ρ
∨
w′−1P3|P2
, wπ1, ψF )ǫ(
1
2 , ρ
∨
w−1P2|P1
, π1, ψF )
ǫ(12 , ρ
∨
(w′w)−1P3|P1
, π1, ψF )
λ(w˙′w˙)
λ(w˙′)λ(w˙)
,
which is the direct analog of (2.3.2). To study the ǫ-factors, we again decompose
ǫ(
1
2
, ρ∨w−1P2|P1 , π1, ψF ) =
∏
β>0,wβ<0
ǫ(
1
2
, π1, ρβ , ψF ).
Since w does not preserveM1, but rather sends it to M2, we need to interpret
the index set of the product as going over those weights β ∈ R(A
M̂1
, Ĝ1)which
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are positive, i.e. ĝβ ⊂ n̂1, and for which wβ ∈ R(AM̂2 , Ĝ1) is negative, i.e.
ĝwβ ⊂ n̂2. Since both P̂1 and P̂2 are standard, the notions of positivity can of
course be interpreted in both cases as ĝβ ⊂ b̂1 and ĝwβ ⊂ b̂1, with b̂1 being the
Lie algebra of the Borel subgroup B̂1. With this interpretation, the argument
given in the proof of Lemma 2.3.1 goes through and shows that
ǫ(12 , ρ
∨
w′−1P3|P2
, wπ1, ψF )ǫ(
1
2 , ρ
∨
w−1P2|P1
, π1, ψF )
ǫ(12 , ρ
∨
(w′w)−1P3|P1
, π1, ψF )
= det
Ad(m(x) ⋊ x)
∣∣∣∣∣∣
⊕
α>0,wα<0,w′wα>0
ĝα∨
 .
This again leaves us with having to show the analog of (2.3.3), i.e.
det
Ad(1⋊ x)
∣∣∣∣∣∣
⊕
α>0,wα<0,w′wα>0
ĝα∨
 = λ(w˙′w˙, ψF )−1λ(w˙, ψF )λ(w˙′, ψF ).
The argument in the proof of Lemma 2.3.1 applies verbatim in this case.
Having established the more flexible notion of intertwining operators, we
are now ready to reduce Proposition 2.7.4 to the case k = 1.
Lemma 2.7.6. Assume that Proposition 2.7.4 holds in the case k = 1. Then it holds
for any k.
Proof. We begin with the discussion of fH(ψ,w). As in the construction of this
linear form, we write MH = M1 × · · · ×Mk, w˜ = (w˜1, . . . , w˜k) ⋊ θH and π =
π1 ⊗ · · · ⊗ πk. Write further PH = P1 × · · · × Pk and G1 = GE/F (N1). We have
the isomorphism
HG1P1 (π1)⊗ · · · ⊗ HG1Pk (πk)→ HHPH (π) (2.7.1)
of H-representations, sending a simple tensor φ1 ⊗ · · · ⊗ φk to the function
H → Vπ =
⊗
i Vπi whose value at (g1, . . . , gk) ∈ H is given by φ1(g1) ⊗ · · · ⊗
φk(gk). The operator RPH (w,ψ, ψF ) translates under this isomorphism to the
composition of the following operators. First, the operator
HGP1(π1)⊗ · · ·⊗HGPk(πk)→ HGw−12 P2(π1)⊗ · · ·⊗H
G
w−1
k
Pk
(πk−1)⊗HG(w1θ)−1P1(πk)
given byRw−12 P2|P1(ψ1)⊗· · ·⊗Rw−1k Pk|Pk−1(ψk−1)⊗R(w1θ)−1P1|Pk(ψk). Second,
the operator from
HG
w−12 P2
(π1)⊗ · · · ⊗ HGw−1
k
Pk
(πk−1)⊗HG(w1θ)−1P1(πk)
to
HGP2(w˜2π1)⊗ · · · ⊗ HGPk(w˜kπk−1)⊗HGP1(w˜1θπk)
given by l(w2, ψ1, ψF ) ⊗ · · · ⊗ l(wk, ψk−1, ψF ) ⊗ l(w1θ, ψk, ψF ). And third, the
operator
HGP2(w˜2π1)⊗ · · · ⊗ HGPk(w˜kπk−1)⊗HGP1(w˜1θπk)→ HGP1(π1)⊗ · · · ⊗ HGPk(πk)
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sending φ1 ⊗ · · · ⊗ φk to ι1 ◦ φk ⊗ ι2 ◦ φ1 ⊗ · · · ⊗ ιk ◦ φk−1.
Define for i = 1, . . . , k the operators
Λi : HGPi−1(πi−1)→ HGPi(πi)
by Λ1 = IGP1(ι1) ◦ RP1|Pk(w1θ, ψk, ψF ) and Λi = IPi(ιi) ◦RPi|Pi−1(wi, ψi−1, ψF )
for i > 1. Then we see that the operator RPH (w,ψ, ψF ) translates under the
isomorphism (2.7.1) to the composition of Λ2 ⊗ · · · ⊗ Λk ⊗ Λ1 with the shift
operator φ1 ⊗ · · · ⊗ φk 7→ φk ⊗ φ1 ⊗ · · · ⊗ φk−1.
Consider now the isomorphism
HGPk(πk)⊗k → HGP1(π1)⊗ · · · ⊗ HGPk(πk) (2.7.2)
given by
Λ1 ⊗ (Λ2 ◦ Λ1)⊗ · · · ⊗ (Λk ◦ · · · ◦ Λ1).
A direct computation shows that the operator RPH (w,ψ, ψF ) translates under
the composition of (2.7.2) and (2.7.1) to the operator onHGPk(πk)⊗k that sends a
simple tensor φ1⊗ · · · ⊗φk to the simple tensor (Λk . . .Λ1φk)⊗φ1⊗ · · · ⊗φk−1.
At the same time, given f1 ⊗ · · · ⊗ fk = f ∈ H(G)⊗k ∼= H(H), the operator
IG1Pk (πk, f1) ⊗ · · · ⊗ IG1Pk (πk, fk) translates under the composition of (2.7.2) and
(2.7.1) to the operator IHPH (π, f1⊗· · ·⊗fk). Applying Lemma 1.1.7 we conclude
that
fH(ψ,w) = tr(IG1Pk (πk, f1 ∗ · · · ∗ fk) ◦ (Λk ◦ · · · ◦ Λ1)).
Recall now that w was the image of an element u ∈ N(A
M̂H
, Sψ(H, θH)), thus
wψ = ψ. From this and Lemma 2.7.5 it follows that
Λk ◦ · · · ◦ Λ1 = IG1Pk (ιk . . . ι1) ◦RPk|Pk(wk . . . w1θ, ψk, ψF ).
The right hand side is the canonical intertwining operator on HG1Pk (πk). Thus
fH(ψ,w) = (f1 ∗ · · · ∗ fk)G(wk . . . w1θ, ψk).
We now turn to the linear form f ′H(ψ, u
−1). Write u = (u1, . . . , uk)⋊ θ̂−1H . Then
u−1 = (u−12 , . . . , u
−1
k , θ̂(u
−1
1 ))⋊ θ̂H . According to Proposition 1.1.5 we have
f ′H(ψ, u
−1) = (f1 ∗ · · · ∗ fk)′G1(ψ1, u−12 . . . u−1k θ̂(u−11 )⋊ θ̂).
From uψ = ψ we know u−11 ψ1 = θ̂
−1(ψk), so conjugating by θ̂ · u−11 the right
hand side becomes
(f1 ∗ · · · ∗ fk)′G1(ψk, (uk . . . u1 ⋊ θ̂)−1).
According to the k = 1 case of Proposition 2.7.4, which is our assumption, this
equals the expression we obtained for fH(ψ,w) above.
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Combining Lemma 2.7.6with the assumptionmade in Section 1.5 that Propo-
sition 2.7.4 holds in the case k = 1, we can now assume Proposition 2.7.4 for
any k. We are now almost ready to commence with the proof of Lemmas 2.7.1
and 2.7.2. For this, we return to the notation used in their statements. Thus,
G∗ = UE/F (N), Ξ : G∗ → G is an equivalence class of extended pure inner
twists,M∗0 ⊂ M∗ are standard Levi subgroup which transfer toM0 ⊂ M ⊂ G,
ψ0 ∈ Ψ(M∗0 ) is a parameter whose image in Ψ(M∗) we denote by ψ, and
u ∈ Sψ ∩ N(AM̂0 , Ĝ) ∩ N(AM̂ , Ĝ). In this paper, we will give the proof un-
der the additional assumption E/F is an extension of fields, leaving the case
of a split quadratic algebra for [KMSa].
By construction we have
fG,Ξ(ψ0, u
♮) =
∑
π0∈Πψ0(M0,Ξ)
tr(RGP0(u
♮,Ξ, π0, ψ0, ψF )IGP0(π0)(f)).
We have inserted the superscript G to keep track which ground we are in-
ducing to. We view this as the character at (u♮, f) of the representation of
N ♮ψ0(M0, G)×H(G) given by⊕
π0∈Πψ0(M0,Ξ)
RGP0(−,Ξ, π0, ψ0, ψF ) ◦ IGP0(π0,−).
We will compare this representation with the representation of N ♮ψ(M,G) ×
H(G) whose character is fG,Ξ(ψ, u♮). Setting Q = P0 ∩ M , we consider the
induction in stages isomorphism
HGP0(π0)→ HGP (HMQ (π0)), x 7→ y, x(g) = y(g, 1), y(g,m) = δ
− 12
P (m)x(mg)
and study how the operatorRGP0(−,Ξ, π0, ψ0, ψF ) translates under this isomor-
phism and how this translated operator compares with RGP (−,Ξ, π, ψ, ψF ). Re-
call thatΞ is assumed to be an equivalence class of pure inner twists. We choose
(ξ, z) ∈ Ξ with the property that if we decompose M∗0 = M∗0,+ ×M∗0,− with
M∗0,+ a product of groups of the form GE/F (N1) andM
∗
0,− a group of the form
UE/F (N2), then in the corresponding decomposition z = z+ × z− we have
z+ = 1. In particular, z is fixed by the Langlands-Shelstad lifts of all elements
ofW (M∗0 , G
∗)Γ. Furthermore, P0 = ξ(P ∗0 ) is a parabolic subgroup ofG defined
over F with Levi factorM0, andM = ξ(M∗) and P = ξ(P ∗) form a parabolic
pair of G defined over F . Recall the definition (2.5.1)
RGP0(u
♮,Ξ, π0, ψ0, ψF ) = IGP0(π0(u♮)ξ,z) ◦ lGP0(w, ξ, ψ0, ψF ) ◦RGw−1P0|P0(ξ, ψ0),
where we have again added the superscriptG in order to keep track of the rele-
vant groups. We have furthermore writtenw for the image of u♮ inW (M∗0 , G
∗).
Note that the automorphism of AM∗0 induced by w preserves the subgroup AM
and hence gives rise to a well-defined element of W (M∗, G∗), which we will
also call w. It coincides with the element corresponding to u♮.
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The construction of the operator RGP0 depends on lifting w ∈ W (M∗0 , G∗)
to an element of N(T ∗, G∗)(F ), while the construction of the operator RGP also
depends on lifting w to an element of N(T ∗, G∗)(F ), but with the important
difference that now w is seen as an element of W (M∗, G∗). The results of
these two lifting procedures are in general different. More precisely, let w0 be
the unique element of W (T ∗, G∗) which normalizes AM∗0 , preserves the Borel
subgroup B∗ ∩ M∗0 , and whose image in N(AM∗0 ,W (T ∗, G∗))/W (T ∗,M∗0 ) =
W (M∗0 , G
∗) is equal to w. Let w1 be the unique element of W (T ∗, G∗) which
normalizes AM∗ , preserves the Borel subgroup B∗ ∩M∗, and whose image in
N(AM∗ ,W (T
∗, G∗))/W (T ∗,M∗) =W (M∗, G∗) is equal to w. The elements w0
and w1 of W (T ∗, G∗) will in general be different. Indeed, w0 normalizes both
AM∗0 and AM∗ and preserves the Borel subgroup B
∗ ∩ M∗0 of M∗0 , while w1
normalizes only AM∗ and preserves the Borel subgroup B∗ ∩M∗ of M∗. The
images of w0 and w1 in N(AM∗ ,W (T ∗, G∗))/W (T ∗,M∗) = W (M∗, G∗) being
equal, we have w0 = w01w1 for some w01 ∈ W (T ∗,M∗). Since both elements
w1 and w0 are fixed by Γ, so is w01.
While it may appear tempting to use the decomposition w0 = w01w1 in
combination with Lemma 2.5.3, which in turn rests in particular on Lemmas
2.2.4 and 2.3.1, to study RGP0(u
♮,Ξ, ψ0, ψF ), we are not in a position to do so,
because these lemmas only apply to the product of two elements of N ♮ψ(M,G)
or ofW (M∗, G∗)Γ, while the equation w0 = w01w1 expresses a relationship be-
tween two different lifts toW (T ∗, G∗)Γ of the same element w ∈ W (M∗, G∗)Γ.
Instead, we need to go back to the individual constituents of the operator
RGP0(u
♮,Ξ, ψ0, ψF ) and study how each of them behaves.
Consider the elementw ∈W (M∗0 , G∗) and view it as an element ofW (M0, G)
via the isomorphism determined by ξ. Since it preserves M we have well-
defined parabolic subgroups w−1P0 ∈ PG(M0, w−1P ∈ PG(M) and w−1Q ∈
PM (M0).
Lemma 2.7.7. Under the induction in stages isomorphism we have the identification
RGw−1P0|P0(ξ, ψ0) = R
G
w−1P |P (ξ, ψ) ◦ IGP (RMw−1Q|Q(ξ, ψ0)).
Proof. We may assume that ψ0 is in general position, so that
RGw−1P0|P0(ξ, ψ0)x(g) = r
G
w−1P0|P0
(ξ, ψ0, ψF )
−1JGw−1P0|P0(ξ, ψF ),
with the general case following by analytic continuation. Let NP , NP0 and NQ
be the unipotent radicals of the parabolic subgroups P , P0, Q. Then we have a
direct product decomposition of affine varietiesNP0 = NP ×NQ and this leads
to a decomposition of domain of integration in the definition of JGw−1P0|P0 as
w−1NP0w ∩ N¯P0 = (w−1NPw ∩ N¯P )× (w−1NQw ∩ N¯Q).
From this one sees directly that under the induction in stages isomorphism the
operator JGw−1P0|P0 is identified with the composition J
G
w−1P |P ◦ IP (JMw−1Q|Q).
The complex vector space w−1n̂P0w ∩ ̂¯nP0 has a corresponding decomposition
w−1n̂P0w ∩ ̂¯nP0 = w−1n̂Pw ∩ ̂¯nP × w−1n̂Qw ∩ ̂¯nQ (2.7.3)
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and this decomposition is stable under the adjoint action of ψ0(LF ). This leads
to a decomposition
rGw−1P0|P0(ξ, ψ0, ψF ) = r
G
w−1P |P (ξ, ψ, ψF ) · rMw−1Q|Q(ξ, ψ0, ψF ).
Next we study the operator lGP0(w, ξ, ψ0, ψF ) and how it relates to the opera-
tors lGP (w, ξ, ψ, ψF ) and l
M
Q (w, ξ, ψ0, ψF ). The operators l
G
P0
and lGP are those de-
fined in Section 2.3. Their definition involves the images w˘0 and w˘1 under ξ of
the Langlands-Shelstad lifts w˜0 and w˜1 of the elements w0 and w1 respectively.
The operator lMQ will be described now. The automorphism θ
∗
1 := Ad(w˜1)
of M∗ preserves the splitting of this group inherited from G∗. The element
w ∈ W (M∗0 , G∗) preserves M∗ and provides an element of W (M∗0 ,M∗, θ∗1) =
N(AM∗0 ,M
∗ ⋊ θ∗1)/M
∗
0 . Its lift toW (T
∗,M∗, θ∗1) = N(T
∗,M∗ ⋊ θ∗1)/T
∗ is equal
tow01θ∗1 and its Langlands-Shelstad lift is equal to w˜01θ
∗
1 . Both θ
∗
1 and w˜01 com-
mute with z−, hence with z, so w˘01 = ξ(w˜01) ∈ M(F ) and θ1 = ξθ∗1ξ−1 is an
automorphism of M defined over F . Just as we did earlier in this section for
the groupH , we define
[lMQ (w, ξ, ψ0, ψF )φ](m) = ǫ(
1
2
, πψ0 , ρ
∨
w−1Q|Q, ψF )λM∗(w01θ
∗
1 , ψF )
−1φ(θ−11 (w˘
−1
01 m)).
We have added the subscript M∗ to the Keys-Shahidi constant to emphasize
that the ambient group is now M∗ and not G∗. The representation πψ is the
same representation of M˜0(F ) that is used in the normalization of the operator
lGP0 .
Lemma 2.7.8. Under the induction in stages isomorphism we have the identification
lGP0(w, ξ, ψ0, ψF ) = IGP (lMQ (w, ξ, ψ0, ψF )) ◦ lGP (w, ξ, ψ, ψF ).
Proof. We claim that w˜0 = w˜01w˜1. Indeed, according to [LS87, Lemma 2.1.A],
we have w˜0 = λ(−1)w˜01w˜1, where λ is the sum of all elements of the set subset
of R(T ∗, G∗)∨ given by {α > 0, w−101 α < 0, (w01w1)−1α > 0}. But this set
is empty. Indeed, since w01 ∈ W (T ∗,M∗) we know that the two conditions
α > 0 and w−101 α < 0 imply that α ∈ R(T ∗,M∗)∨. But then w−11 w−101 α > 0 is
impossible, because w1 preserves the Borel subgroupM∗ ∩B∗ ofM∗.
Let x ∈ HGP0(π0) and let y ∈ HGP (HMQ (π0)) correspond to x under the induc-
tion in stages isomorphism. Beginning with the defining equation (2.3.1) we
see
[lGP0(w, ξ, ψ0, ψF )x](g)
= ǫP0(w,ψ0, ψF ) · λG∗(w0, ψF )−1 · x(w˘−10 g)
= ǫP0(w,ψ0, ψF ) · λG∗(w01w1, ψF )−1 · x(w˘−101 w˘−11 g)
= ǫP0(w,ψ0, ψF ) · λG∗(w01w1, ψF )−1 · y(w˘−11 g, w˘−11 w˘−101 w˘1)
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Note that Ad(w˘1) = θ1. The decomposition (2.7.3) implies a corresponding
decomposition
ǫP0(w,ψ0, ψF ) = ǫP (w,ψ, ψF )ǫQ(w,ψ0, ψF ).
We claim that λG∗(w01w1, ψF ) = λM∗(w01w1, ψF )λG∗(w1, ψF ). Indeed, the left-
hand side is a product indexed by the subset of R(AT∗ , G∗) given by {α >
0, w01w1α < 0}. The factors corresponding to the intersection of this subset
with R(AT∗ ,M∗) comprise λM∗(w01w1, ψF ). On the other hand,
{α ∈ R(AT∗ , G∗)rR(AT∗ ,M∗)|α > 0, w01w1α < 0} = {α ∈ R(AT∗ , G∗)|α > 0, w1α < 0}.
The inclusion of the left side into the right side follows from the fact that w01
preserves the positive elements of R(AT∗ , G∗) r R(AT∗ ,M∗), while the oppo-
site inclusion follows from the fact that w1 preserves the positive elements of
R(AT∗ ,M
∗). Now the right side is precisely the index set in the definition of
λG∗(w1, ψF ).
With the previous two lemmas at hand we conclude that the representation⊕
π0∈Πψ0(M0,Ξ)
RGP0(−,Ξ, π0, ψ0, ψF ) ◦ IGP0(π0,−)
of N ♮ψ0(M0, G)×H(G) is isomorphic to the representation sending (u♮, f) to⊕
π0∈Πψ0(M0,Ξ)
lGM (w, ξ, ψ, ψF ) ◦RGw−1P |P (Ξ, π0, ψ0, ψF )
◦ IGP (IMP0 (π0(u♮)) ◦ lMQ (w, ξ, ψ0, ψF ) ◦RMw−1Q|Q(ξ, ψ0) ◦ IMQ (π0, f)).
The first two operators in this composition are defined in terms independent of
the particular representation π0 and can be extended, using the same formulas,
to the direct sum of all π0. This allows us to move the direct sum past them.
On the other hand, the first three of the four factors inside of IGP comprise
the canonical twisted self-intertwining operator RMQ (u
♮, (ξ, z), π0, ψ0, ψF ). The
above representation becomes
lGP (w, ξ, ψ, ψF ) ◦RGw−1P |P (Ξ, π0, ψ0, ψF )
◦ IGP (
⊕
π0∈Πψ0(M0,Ξ)
RMQ (u
♮, (ξ, z), π0, ψ0, ψF ) ◦ IMQ (π0, f)).
We can now apply the twisted local intertwining relation to the argument
of IGP . Indeed, we have the decomposition M∗ = M∗+ ×M∗−, with M∗+ being
a product of groups of the form GE/F (N1) andM∗− being equal to UE/F (N−).
Write ξ = ξ+ × ξ− accordingly. Our assumption z+ = 1 made earlier en-
sures that ξ+ : M∗+ → M+ is an isomorphism over F , while (ξ−, z−) : M∗− →
M− is a pure inner twist. The automorphism Ad(w˜1) of M∗ preserves the
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splitting of this group inherited from G∗. It acts trivially on M∗− and so the
twisted group (M∗,Ad(w˜1)) decomposes as the product of the twisted group
(M∗+,Ad(w˜1)) and the untwisted group M
∗
−. The automorphism Ad(w˜1) acts
onM∗+ by permuting the individual factors of the formGE/F (N1). The twisted
group (M∗+,Ad(w˜1)) thus decomposes as a product of twisted groups (M
∗
+,i, θi),
where each twisted group (M∗+,i, θi) is of the form (H, θH) discussed earlier in
this section. The twisted intertwining relation for M thus follows from the
usual intertwining relation for M− stated as Theorem 2.6.2, whose validity is
being assumed by induction, as well as the twisted local intertwining relation
for each of the twisted groups (M∗+,i, θi), which is Proposition 2.7.4. This rela-
tion, coupled with Theorem 1.6.1 and Proposition 1.5.1 tell us that⊕
π0∈Πψ0(M0,Ξ)
RMQ (u
♮, (ξ, z), π0, ψ0, ψF ) ◦ IMQ (π0, f) ∼=
⊕
π∈Πψ(M,ΞM)
π(u♮)π(f)
as representations of (Nψ0(M0, G) ∩Nψ(M,G)) × H(M). With this, the above
representation becomes
lGP (w, ξ, ψ, ψF ) ◦RGw−1P |P (Ξ, π, ψ, ψF ) ◦ IGP
 ⊕
π∈Πψ(M,ΞM)
π(u♮)π(f)
 .
The trace at (u♮, f) of the latter is by definition fG,Ξ(ψ, u♮).
We have thus proved fG,Ξ(ψ0, u♮) = fG,Ξ(ψ, u♮), i.e. Lemma 2.7.1. In the
course of the proof we have also collected all the information we need for the
proof of Lemma 2.7.2. Indeed, assume now that u ∈ Sψ(M) ∩N(AM̂0 , Ĝ). For
π ∈ Πψ0(M0,ΞM0) we consider the intertwining operator
RGP0(u
♮,Ξ, π0, ψ0, ψF ) = IGP0(π0(u♮)ξ,z) ◦ lGP0(w, ξ, ψ0, ψF ) ◦RGw−1P0|P0(ξ, ψ0).
We apply Lemmas 2.7.7 and 2.7.8 and note that both operators RGw−1P |P (ξ, ψ)
and lGP (w, ξ, ψ, ψF ) are equal to the identity, because the image of u inW (M̂, Ĝ)
is trivial, and so w is the trivial element ofW (M,G). Thus
RGP0(u
♮,Ξ, π0, ψ0, ψF ) = IGP (IMQ (π0(u♮)ξ,z) ◦ lMQ (w, ξ, ψ0, ψF ) ◦RMw−1Q|Q(ξ, ψ0))
= IGP (RMQ (u♮,ΞM , π0, ψ0, ψF )).
This is the first statement of Lemma 2.7.2. The second statement follows im-
mediately from the first. Indeed, for f ∈ H(G) we have
fG,Ξ(ψ0, u
♮) =
∑
π0∈Πψ0(M0,Ξ)
tr(RGP0(u
♮,Ξ, π0, ψ0, ψF ) ◦ IGP0(π0)(f))
=
∑
π0∈Πψ0(M0,Ξ)
tr(IGP (RMQ (u♮,ΞM , π0, ψ0, ψF )) ◦ IGP (IMQ (π0))(f))
=
∑
π0∈Πψ0(M0,Ξ)
tr(RMQ (u
♮,ΞM , π0, ψ0, ψF ) ◦ IMQ (π0)(fM ))
= fM,ΞM (ψ0, u
♮),
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where fM is the constant term of f along P .
2.8 A preliminary result on the local intertwining relation II
In the setup of the local intertwining relation there are a proper Levi subgroup
M∗ of G∗ and a parameter ψM∗ ∈ Ψ(M∗). Throughout §2.8 we will write ψ
for the image of ψM∗ in Ψ(G∗) and distinguish it from ψM∗ whenever it helps
to avoid confusion. We apologize for this change of convention. As a further
reduction step, we reduce the proof of LIR to the case when the parameter
ψ ∈ Ψ(G∗) is either elliptic or non-elliptic but belongs to one of the two very
special (“exceptional”) cases. Again the argument is based on the inductive
hypotheses and purely local arguments.
Throughout this subsection G∗ is assumed to be a unitary group over a
local field F . Write a local parameter ψ ∈ Ψ(G∗) as a direct sum of simple
parameters:
ψ = ℓ1ψ1 ⊕ · · · ⊕ ℓrψr, r ≥ 1, ℓ1 ≥ · · · ≥ ℓr ≥ 1,
where ψi are mutually inequivalent. The parameter ψ is said to be elliptic if
there exists a semisimple element in Sψ whose centralizer in Sψ is finite. The
set Ψ2(G∗) (resp. Ψell(G∗), resp. Ψ2ell(G
∗), resp. Ψell(G∗)) denotes the subset of
Ψ(G∗) consisting of discrete (resp. elliptic, resp. non-discrete and elliptic, resp.
non-elliptic) members. We have inclusions
Ψ2(G
∗) ⊂ Ψell(G∗) ⊂ Ψ(G∗).
Recall that the local intertwining relation is concerned with non-discrete pa-
rameters ψ ∈ Ψ2(G∗) = Ψell(G∗)∐Ψ2ell(G∗). Elliptic non-discrete parameters
allow an explicit description. See [Art13, (6.4.1)] and also [Mok, (7.4.1)].
Lemma 2.8.1. The set Ψ2ell(G
∗) exactly consists of ψ of the form
ψ = 2ψ1 ⊕ · · · ⊕ 2ψq ⊕ ψq+1 ⊕ · · · ⊕ ψr, q ≥ 1
such that Sψ ≃ (2,C)q × (1,C)r−q. MoreoverW 0ψ = {1} for every ψ ∈ Ψ2ell(G∗).
Remark 2.8.2. In case G∗ is a general linear group (which is excluded in this subsec-
tion), Ψ2ell(G
∗) is empty.
Proof. The characterization ofΨ2ell(G
∗) is easy from its definition and an explicit
description of Sψ for a general parameter ψ. The triviality ofW 0ψ is immediate
from the fact that S0ψ is abelian.
The following two cases are readily checked to be non-elliptic parameters
and turn out to be more difficult to treat than the other non-elliptic parameters.
The “linear case”, namely the case of GL(m,D), is treated separately when it comes to the
local intertwining relation; one problem is that not all Levis of GL(m,D) globalize to Levis of
global unitary groups.
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(exc1) ψ = 2ψ1 ⊕ ψ2 ⊕ · · · ⊕ ψr, Sψ ≃ SL(2,C)× (1,C)r−1,
(exc2) ψ = 3ψ1 ⊕ ψ2 ⊕ · · · ⊕ ψr, Sψ ≃ (3,C)× (1,C)r−1,
Define Ψexc1(G∗) (resp. Ψexc2(G∗)) to be the subset of Ψ(G∗) consisting of
non-elliptic parameters of type (exc1) (resp. (exc2)) as above. Set Ψexc(G∗) :=
Ψexc1(G
∗)
∐
Ψexc2(G
∗). Loosely speaking, we will tackle the local intertwining
relation in the following order of increasing difficulty:
• when ψ is non-elliptic and not of form (exc1) or (exc2),
• when ψ is non-discrete but elliptic, or of form (exc1) or (exc2).
Here we are going to show that in the former case, the induction hypothesis
implies the local intertwining relation for ψ by a local method. The local inter-
twining relation in the latter case will be handled in §4.6 only after developing
enough global machineries relying on the trace formula.
In view of Proposition 2.7.3 we are reduced to the case where the following
hypothesis holds true, which will remain in effect until the end of this subsec-
tion:
• ψM∗ belongs to Ψ2(M∗) (rather than just Ψ(M∗)).
Then the torus Tψ of Sψ := Sψ/Z(Ĝ∗)Γ given by
Tψ := Z(M̂
∗)Γ/Z(Ĝ∗)Γ = A
M̂∗
/(A
M̂∗
∩ Z(Ĝ∗)Γ)
is a maximal torus. Similarly Tψ := AM̂∗ is a maximal torus of Sψ. Observe
thatW 0ψ andWψ may be thought of as the Weyl groups for Tψ in S
0
ψ and Sψ (as
well as the Weyl groups for Tψ in S0ψ and Sψ), respectively. For s ∈ Sψ denote
by Tψ,s the centralizer of s in Tψ.
Lemma 2.8.3. Under the assumption ψM∗ ∈ Ψ2(M∗) we have canonical isomor-
phisms S♮ψM∗ (M
∗, G∗) = S♮ψ(G
∗).
Proof. Consider the natural maps
S♮ψM∗ (M
∗, G∗) =
N(A
M̂∗
, Sψ)
N(A
M̂∗
, Sradψ )
→ S♮ψ(G∗) =
Sψ
Sradψ
→ Sψ(G∗) = Sψ
S0ψZ(Ĝ
∗)
.
It is easy to see that N(A
M̂∗
, Sψ) meets every connected component of Sψ, so
the composition map is onto. The second map is the quotient map by the image
of Z(Ĝ∗), so surjective. Since Z(Ĝ∗) ⊂ N(A
M̂∗
, Sψ), we conclude that the first
map above is onto.
Following [Art13, (4.1.7)] we define Sψ,ell (resp. Sψ,ell) to be the set of s ∈
Sψ,ss (resp. s ∈ Sψ,ss such that Z(Cent(s, S0ψ)) (resp. Z(Cent(s, S
0
ψ)) has finite
cardinality. It is easy to see that the natural surjection Sψ → Sψ carries Sψ,ell
129
onto Sψ,ell. Considering the natural surjections Sψ → S♮ψ and Sψ → Sψ, we
define
S♮ψ,ell and Sψ,ell
to be the images of Sψ,ell and Sψ,ell, respectively. (Our Sψ,ell is the same as
Arthur’s defined on [Art13, p.331].) Since the two natural composition maps
Sψ → Sψ → Sψ and Sψ → S♮ψ → Sψ agree, we see that S♮ψ,ell has the same
image in Sψ as Sψ,ell, namely Sψ,ell.
Lemma 2.8.4. Suppose that ψ ∈ Ψell(G∗) does not fall into (exc1) or (exc2). Then
1. every simple reflection w ∈ W radψ centralizes a torus of positive dimension in
Tψ and
2. dimTψ,s ≥ 1, ∀s ∈ Sψ.
Remark 2.8.5. Note that condition 1 is satisfied dimTψ ≥ 2. If dimZ(Sψ) ≥ 1 then
both conditions 1 and 2 hold.
Proof. We are supposing that ψ is non-elliptic. It suffices to show that ψ is of
the form (exc1) or (exc2) under the assumption that at least one of conditions
1 or 2 is false. As we closely follow the discussion in the middle of the proof
of [Art13, Prop 4.5.1], some details will be omitted. The starting point is the
description
Sψ =
 ∏
i∈I+
ψ
(G∗)
(ℓi,C)
×
 ∏
i∈I−
ψ
(G∗)
Sp(ℓi,C)
 ×
 ∏
j∈Jψ(G∗)
GL(ℓj ,C)

along with suitable integersNi for i ∈ I+ψ (G∗)
∐
I−ψ (G
∗) andNj for j ∈ Jψ(G∗)
such that
∑
i∈I+
ψ
(G∗)Ni +
∑
i∈I−
ψ
(G∗)Ni + 2
∑
j∈Jψ(G∗)
Nj = N and |I+ψ (G∗)|+
|I−ψ (G∗)|+ 2|Jψ(G∗)| = r.
We may assume that Jψ(G∗) is empty; otherwise Sψ contains a central torus
of positive dimension, so clearly conditions 1 and 2 are satisfied. Likewise we
may assume that either (i) I−ψ (G
∗) = ∅ or (ii) |I−ψ (G∗)| = 1 with Sp(ℓ1,C) =
Sp(2,C). Now we examine what happens over the parameter set I+ψ (G
∗). In
case (i) an easy explicit computation shows that either ℓi ≤ 2 for every i ∈
I+ψ (G
∗) or exactly one of the ℓi’s is 3 and all the others are 1 in I+ψ (G
∗). The
latter case is (exc2). In the former case a direct computation shows that either
ψ is elliptic or dimZ(Sψ) ≥ 1, but these are excluded by our assumption. In the
remaining case (ii), the assumption on ψ forces that (ℓi,C) = (1,C) for every
i ∈ I+ψ (G∗), resulting in (exc1).
Lemma 2.8.6. Let ψ ∈ Ψ(G∗).
1. The natural map S♮ψ → Sψ carries S♮ψ,ell onto Sψ,ell.
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2. If ψ ∈ Ψexc(G∗) then S♮ψ,ell = S♮ψ and Sψ,ell = Sψ .
Proof. The first part was already proved in the paragraph above Lemma 2.8.4.
For part 2 we only need to check that S♮ψ,ell = S
♮
ψ by part 1. This amounts to the
assertion that the natural map Sψ,ell → S♮ψ is onto. To see this recall that when
ψ is exceptional, Sψ is isomorphic to either Sp(2) × (1)r−1 or SO(3) × (1)r for
some r ≥ 1. In either case the surjection Sψ → S♮ψ is just the projection onto
(1)r−1 or (1)r. Since every element of (1)r−1 or (1)r (with trivial entry in Sp(2)
or SO(3)) belongs to Sψ,ell, we get the desired surjectivity.
Let (G,Ξ) be an equivalence class of extended pure inner twists of G∗ as
before. The lemma below is proved by the same argument as on page 204 of
[Art13].
Lemma 2.8.7. Assume that either
1. ψ is elliptic, or
2. every simple reflection w ∈ W radψ centralizes a torus of positive dimension in
Tψ .
Then parts 1 and 2 of Theorem 2.6.2 hold for ψ (and for all u and f ).
Proof. We assume thatM∗ transfers to a Levi subgroupM ofG since f(ψ, u♮) =
0 otherwise. If ψ is elliptic thenW radψ is trivial by Lemma 2.8.1. So there exists
a unique u♮ mapping to a given x. The desired assertion is obvious. From now
we may work under the hypotheses that ψ is non-elliptic and that condition 2
holds. In view of Lemma 2.5.3 it is enough to show that
RP (u
♮,Ξ, π, ψ, ψF ) = 1, u
♮ ∈ W radψ
when u♮ corresponds to a simple reflection w ∈ W 0ψ via W radψ ≃ W 0ψ . We
adopt the notation of the proof of Lemma 2.6.1 for any lift s of x, and apply
Lemma 2.7.2 with M0 = M , ψ0 = ψ, andM = Ms, noticing that the assump-
tion of the current lemma shows Ms ( G. Thus it is enough to verify that
RP∩Ms(u
♮,ΞM , π, ψ, ψF ) = 1, which holds true since fMs,ΞM (ψ, u
♮) is known
to depend only on u♮ moduloW radψ by the induction hypothesis.
Lemma 2.8.8. Let x ∈ S♮ψ(M∗, G∗). Assume that either
1. ψ is elliptic and x /∈ S♮ψ,ell, or
2. ψ is non-elliptic, every simple reflection w ∈W radψ centralizes a torus of positive
dimension in Tψ (e.g. dimTψ ≥ 2), and dimTψ,s ≥ 1 for all s ∈ Sψ,ss.
Then f ′G,Ξ(ψ, sψs
−1) = e(G)fG,Ξ(ψ, u
♮) whenever u♮ belongs to N ♮ψ(M
∗, G∗) and
s ∈ Sψ,ss maps to x.
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Proof. Lemmas 2.6.1 and 2.8.7 tell us that fG,Ξ(ψ, u♮) = fG,Ξ(ψ, x) and f ′G,Ξ(ψ, sψs
−1) =
f ′G,Ξ(ψ, x
−1). We need to show f ′G,Ξ(ψ, sψx
−1) = fG,Ξ(ψ, x). We argue as in the
proof of Lemma 2.6.1 up to (2.6.1), adopting the same notation. In particular
M∗s is a Levi subgroup of G
∗ corresponding to M̂s := ZĜ∗(Tψ,s) and that there
are ψMs ∈ Ψ(M∗s ) and sMs ∈ SψMs ,ss whose image is (ψ, s). The condition that
dimTψ,s ≥ 1 implies that Ms is a proper Levi subgroup of G∗ (since then Tψ,s
is not contained in the center of ZĜ, so M̂s is smaller than Ĝ). If we instead
have the condition that x /∈ S♮ψ,ell then every lift of x in Eψ lies outside Eψ,ell, so
we deduce that Ms is again a proper Levi subgroup. If M∗s does not transfer
to G then ψ is irrelevant so fG,Ξ(ψ, u♮) = 0while the argument of Lemma 2.6.1
shows that f ′G,Ξ(ψ, sψs
−1) = 0, so we are done.
Nowwe assume thatM∗s does transfer to a Levi subgroupMs ofG, equipped
with an extended pure inner twist (Ms, ξMs , zMs) given by Ξ. When s is re-
placed with sψs, there is no change inMs and we get (again as in the proof of
Lemma 2.6.1)
f ′G,Ξ(ψ, sψx
−1) = f ′Ms,ξMs ,zMs (ψMs , sψMsx
−1
Ms
).
On the other hand, by takingM = Ms,M0 = M in Lemma 2.7.2, noticing that
x can be lifted to u♮ as in that lemma, we obtain
fG,Ξ(ψ, x) = fMs,ξMs ,zMs (ψMs , x). (2.8.1)
It follows from the induction hypothesis that
f ′Ms,ξMs ,zMs (ψMs , sψMsx
−1
Ms
) = e(Ms)fMs,ξMs ,zMs (ψMs , xMs).
Hence we conclude that f ′G,Ξ(ψ, sψx
−1) = e(G)fG,Ξ(ψ, x) since e(G) = e(Ms)
by [Kot83, Cor (6)].
Corollary 2.8.9. Let ψ be as above and x ∈ S♮ψ(M∗, G∗). Then Theorem 2.6.2 holds
for all u♮ ∈ N ♮ψ(M∗, G∗) mapping to x unless either
• ψ is elliptic and x ∈ S♮ψ,ell(M∗, G∗), or
• ψ ∈ Ψexc(G∗) (then automatically x ∈ S♮ψ,ell(M∗, G∗) by Lemma 2.8.6).
Proof. Immediate from Lemmas 2.8.4, 2.8.7, and 2.8.8.
Define Wψ,reg(M∗, G∗) to be the subset of w ∈ Wψ(M∗, G∗) such that w
has finitely many fixed points on Tψ . (This is consistent with the definition of
Wreg(S) in §3.3 below.) WewriteN
♮
ψ,reg(M
∗, G∗) for the preimage ofWψ,reg(M∗, G∗)
in N ♮ψ(M
∗, G∗).
Lemma 2.8.10. Assume that ψ ∈ Ψexc(G∗) and u /∈ N ♮ψ,reg(M∗, G∗) (i.e. u ∈
N ♮ψ(M
∗, G∗) has the property that wu /∈ Wψ,reg(M∗, G∗)). Then f ′G,Ξ(ψ, sψs−1) =
e(G)fG,Ξ(ψ, u) provided that u and s ∈ Sψ,ss have the same image in S♮ψ(M∗, G∗).
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Proof. For each u it is enough to prove for any one swhich has the same image
in S♮ψ(M
∗, G∗) by Lemma 2.6.1. It is seen from the explicit form of the parame-
ter in (exc1) and (exc2) that |W 0ψ| = |Wψ | = 2 and dim Tψ = 1 in either case, and
exactly one element of Wψ is regular. So the hypothesis implies that wu = 1,
which in turn tells us in view of (2.1.1) that u is the image of some element
s ∈ ZSψ(Tψ) in N ♮ψ. Then obviously dimTψ,s = dim Tψ = 1. In this case the
descent argument exactly as in the proof of Lemma 2.8.8 applies to show that
f ′G,Ξ(ψ, sψs
−1) = e(G)fG,Ξ(ψ, u).
Unless we are in case (exc1) or (exc2), Lemmas 2.8.4 and 2.8.7 tell us that
fG,Ξ(ψ, u) depends only on the image of u in S
♮
ψ(M
∗, G∗) so that fG,Ξ(ψ, x) is
well-defined for x ∈ S♮ψ(M∗, G∗). If ψ ∈ Ψexc(G∗) then we may only consider
• u ∈ N ♮ψ such that wu ∈Wψ,reg(M∗, G∗)
thanks to Lemma 2.8.10. Then one checks from the explicit form of (exc1) and
(exc2) that there is a unique element u ∈ N ♮ψ,reg in the fiber over x such that
wu ∈ Wψ,reg(M∗, G∗). (In either case |W 0ψ | = 2 so there are two elements in
the fiber over x. One of them maps to a regular element in Wψ(M∗, G∗) but
the other has trivial image, which is thus not regular.) Hence we may and will
choose the convention that whenever ψ ∈ Ψexc(G∗) and x ∈ S♮ψ(M∗, G∗), we
set fG,Ξ(ψ, x) to be fG,Ξ(ψ, u) for the unique u just mentioned.
The harder cases of the local intertwining relation, left over from Corollary
2.8.9 and Lemma 2.8.10, will be treated in §4 after the method of comparing
the trace formula is developed. The discussion in this subsection has a close
analogue in the global situation (see §3.5).
2.9 A proof of the local intertwining relation in a special case
In this section we are going to prove a special case of Theorem 2.6.2 by a direct
computation. This special case will serve as a basis for the inductive proof of
the general case of Theorem 2.6.2, which will use global techniques and will be
interwoven with the proofs of the main local and global theorems. This section
will also provide a good illustration of the objects involved in Theorem 2.6.2
and their interplay.
The special case we are concerned with here is the following. We take
E/F = C/R andN = 4 and thus the quasi-split group isG∗ = UC/R(4). Fix the
standard additive character ψR : R→ C× given by ψR(x) = exp(2πix). The in-
ner formwe are interested in is the real reductive groupGwithG(C) = GL4(C)
and Galois action given by σ(g) = Ad(δ3,1J4)g¯−t, where σ ∈ ΓC/R is the non-
trivial element,¯denotes complex conjugation of complex numbers, as well as
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complex conjugation of the entries of a complex matrix, and δ3,1 is the matrix
δ3,1 =

1
0 i
−i 0
1
 .
The group G is isomorphic to the unitary group U(3, 1) and (id, δ3,1) : G∗ → G
is a pure inner twist. We are using the short-hand notation here and throughout
this section which identifies a 1-cocycle of ΓC/R with its value at σ. We write
(ξ, z) = (id, δ3,1).
We consider the group M∗ = ResC/R(Gm) × UC/R(2). If we represent
ResC/R(Gm) by viewing its C-points as C× × C× with σ(a, b) = (b¯, a¯), then
M∗ embeds as a standard Levi subgroup of G∗ by the map
m∗ : M∗ → G∗, (a, b, B) 7→
a B
b−1
 .
We take P ∗ to be the unique standard parabolic subgroup of G∗ with Levi
factorM∗. It is clear that (ξ, z) restricts to a pure inner twistM∗ → M , where
M is the groupResC/R(Gm)×U(2, 0) and is embedded as a Levi subgroup ofG
by the mapm : M → G given by the same formula as form∗. We let P = ξ(P ∗).
Now consider the standard parabolic pair (M̂, P̂ ) of Ĝ dual to (M∗, P ∗).
The Weil-groupWR is a non-split extension of C× by ΓC/R. We fix a lift j ∈WR
of σ ∈ ΓC/R that satisfies j2 = −1 and denote elements of C× ⊂ WR by z.
We then take, for x ∈ 12Z, the Langlands parameter φ : WR → LG given by
φ(w) = φ0(w) ⋊ w with
φ0(z) =

zxz¯−x
z
1
2 z¯−
1
2
z−
1
2 z¯
1
2
zxz¯−x
 , φ0(j) =

1
1
−1
(−1)2x
 .
It is clear that the image of φ belongs to LM .
Consider the restriction of φ toWC. On the one hand, according to [GGP12,
Thm. 8.1], this is a conjugate-symplectic representation of WC. On the other
hand, it decomposes as a product of characters
2(x,−x)⊕ (1
2
,−1
2
)⊕ (−1
2
,
1
2
)
where we have denoted by (a, b) the character ofWC = C× given by z 7→ zaz¯b.
Since the character (a, b) is conjugate-symplectic if a−b ∈ Zr2Z and conjugate-
orthogonal if a− b ∈ 2Z, we infer from [GGP12, §4] that S♮φ = π0(Sφ) is given
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by the following table
x S♮φ
Z Sp(2)× (1)× (1)
1
2 (3)× (1)
− 12 (1)× (3)
1
2Z r Z ∪ {− 12 , 12} (2)× (1)× (1)
On the other hand, Sφ(M) = (1)× (1) for all x. We see that for x ∈ Z∪ {− 12 , 12}
the endoscopic R-group Rφ(M,G) is trivial. We see furthermore that for x ∈ Z
the parameter φ is of type (exc1), while for x ∈ {− 12 , 12} it is of type (exc2),
where (exc1) and (exc2) where the exceptional parameter types discussed in
Section 2.8.
Proposition 2.9.1. Theorem 2.6.2 is valid for the parabolic pair (M,P ) of G and the
parameter φ whenever x ∈ {−2,−1,− 12 , 0, 12 , 1, 2}.
The rest of this section is devoted to the proof of this proposition. We begin
by making explicit Diagram (2.1.1). Since we are working with unitary groups,
Sradφ = S
0
φ. Furthermore, S
0
φ∩Sφ(M) = Sφ(M)0. Diagram (2.1.1) specialized to
this case has the form (with C2 = Z/2Z)
0

{0} × {0} × C2

{0} × {0} × C2
0 // C2 × C2 × {0} // C2 × C2 × C2 //

{0} × {0} × C2 // 0
0 // C2 × C2 × {0} C2 × C2 × {0}

0
For any value of x, the non-trivial elements in the first two copies of C2 can
be represented by the diagonal matrices with diagonal entries (1,−1, 1, 1) and
(1, 1,−1, 1). These matrices belong to Sφ(M) ⊂ Sφ(G) and we will call them a1
and a2. A matrix representing the non-trivial element in the third copy of C2
however depends on the value of x. We have the three cases
x ∈ Z :

1
1
1
−1
 , x = 12 :

1
−1
1
1
 , x = −12 :

1
1
−1
1

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This matrix belongs to S0φ r Sφ(M) and normalizes AM̂ . We will call it a3.
We now take u = aǫ11 · aǫ22 · aǫ33 ∈ Nφ(M,G) for ǫi ∈ {0, 1} and consider
the linear form f(φ, u) that is the essential ingredient of the right-hand side
of Theorem 2.6.2. The L-packet Πφ(M, ξ) contains a single element π. It is
the representation of M(R) = C× × U(2, 0)(R) which is the tensor product
of the character z 7→ zxz¯−x of C× and the trivial representation of U(2, 0)(R).
The equality of the representation-theoretic and endoscopicR-groups is known
for real groups [KZ79, §3] and implies that HP (π) is irreducible and thus that
RP (u, (ξ, z), π, φ, ψR) is a scalar. Using themultiplicativity ofRP (u, (ξ, z), π, φ, ψR)
in u guaranteed by Lemma 2.5.3, we can write the right-hand side of equation
(2.6.2) as
e(G)RP (a
ǫ3
3 , (ξ, z), π, φ, ψR)RP (a
ǫ1
1 a
ǫ2
2 , (ξ, z), π, φ, ψR)tr(IP (π)(f)).
Consider the scalar operator RP (aǫ11 a
ǫ2
2 , (ξ, z), π, φ, ψR). Since a
ǫ1
1 a
ǫ2
2 has trivial
image inWφ(M,G), the right and middle factors in (2.5.1) are easily seen to be
trivial. For the construction of π(aǫ11 a
ǫ2
2 )ξ,z we can use Section 2.4.1, because
the 1-cocycle z satisfies the assumption z+ = 1 under which the constructions
of that section are valid. We then see that π(aǫ11 a
ǫ2
2 )ξ,z = 〈aǫ11 aǫ22 , π〉−1ξ,z , where
the pairing 〈−,−〉ξ,z is the pairing between the L-packet Πφ(M) and the cen-
tralizer Sφ(M) associated to the pure inner twist (ξ, z) : M∗ →M by Theorem
1.6.1. For this we just need to note that a1, a2 ∈ Sφ(M) and thus the section
s : π0(Nφ(M,G)) → π0(Sφ(M)) employed in the construction of π(u¯)ξ,z fixes
them. It follows that the right-hand side of equation (2.6.2) has the form
e(G)RP (a
ǫ3
3 , (ξ, z), π, φ, ψR)〈aǫ11 aǫ22 , π〉−1ξ,ztr(IP (π)(f)).
We now turn to the left-hand side of Theorem 2.6.2. The triviality of the endo-
scopic R-group implies that the pairing 〈−,−〉ξ,z between the L-packet Πφ on
G and Sφ is compatible with the pairing 〈−,−〉ξ,z between the L-packetΠφ(M)
and Sφ(M) in the sense that 〈IP (π), s〉ξ,z = 〈π, s〉ξ,z for any s ∈ π0(Sφ(M)) =
π0(Sφ). An exposition of this can be found in [Kal13, §5.6]. Noting that the
images of aǫ11 ·aǫ22 ·aǫ33 and aǫ11 ·aǫ22 in π0(Sφ) coincide, the endoscopic character
identities for real groups [She82], [She10], [She08], (see also [Kal13, §5.6] for
an exposition in the case of pure inner forms) imply that the left-hand side of
equation (2.6.2), given by f ′(φ, a−ǫ11 · a−ǫ22 · a−ǫ33 ), is equal to
e(G)〈IP (π), a−ǫ11 ·a−ǫ22 ·a−ǫ33 〉ξ,ztr(IP (π)(f)) = e(G)〈π, aǫ11 ·aǫ22 〉−1ξ,ztr(IP (π)(f)).
Comparing this with the expression we obtained for f(φ, aǫ11 · aǫ22 · aǫ33 ) above,
we see that equation (2.6.2) will be proved once we show
RP (a
ǫ3
3 , (ξ, z), π, φ, ψR) = 1. (2.9.1)
The remaining parts of Theorem 2.6.2 follow as well from this. We may of
course assume ǫ3 = 1, for otherwise the statement is trivial. Denote by w
the image of a3 in any of the groups W (M̂, Ĝ) ∼= W (M∗, G∗) ∼= W (M,G),
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where the isomorphisms are given by the parabolic pairs (M̂, P̂ ), (M∗, P ∗),
and (M,P ). The element w belongs to the subgroup Wφ(M,G) of W (M̂, Ĝ)
and is thus Γ-fixed. According to (2.5.1) we are to show
π(a3)ξ,z ◦ l(w, ξ, φ, ψF ) ◦Rw−1Pw|P (ξ, φ) = 1.
For this wemay choose an arbitrary y ∈ G(R) and an arbitrary smooth function
f ∈ HP (π) normalized so that f(y) = 1. The above operator preserves the
smooth vectors in this representation and sends f to another smooth function.
We must then show that
[π(a3)ξ,z ◦ lP (w, ξ, φ, ψF ) ◦Rw−1Pw|P (ξ, φ)f ](y) = 1.
We focus first on π(a3)ξ,z . The representation π acts on the 1-dimensional
vector space C, with z ∈ C× = ResC/R(R) acting by the character zxz¯−x, and
B ∈ U(2, 0)(R) acting trivially. The operator π(w) constructed in Section 2.4.1
is equal to the identity. On the other hand, the scalar 〈π, a3〉ξ,z ∈ C× could be
non-trivial. Indeed, it is constructed as the value 〈π, s(a3)〉ξ,z , where 〈π,−〉ξ,z
is the character of π0(Sφ(M)) corresponding to π 1.6.1 and s(a3) is an element
of π0(Sφ(M))whose construction we now review. Let s′(w) ∈ N(T̂ , Ĝ)Γ be the
Langlands-Shelstad lift of w, which in our case is
s′(w) =

1
−1
−1
−1
 .
We choose m ∈ M̂+ such that m · a3 · s′(w) ∈ Sφ(M) and then let s(u) be the
image of this element in π0(Sφ(M)). We have argued in Section 2.4.1 that s(u)
is independent of the choice of m. Comparing with the possible values of a3
above we see that s(a3) is equal to the following
x ∈ Z :

1
−1
−1
1
 , x = 12 :

1
1
−1
1
 , x = −12 :

1
−1
1
1

and we have chosen m to be the identity matrix in the first case and the diag-
onal matrix with entries (1, 1, 1,−1) in the latter two cases. Working through
the parameterization of discrete series L-packets of real groups described in
[Kal13, §5.6], one sees that the character 〈π,−〉ξ,z : π0(Sφ(M))→ {±1} is given
by aǫ11 a
ǫ2
2 7→ (−1)ǫ1 . We arrive at the following table
x Z 12 − 12
π(a3)ξ,z −1 1 −1
We note at this point, in reference to the remarks made in Section 2.4.1, that if
we had used the naive splitting of the exact sequence (2.4.1), then the value of
137
π(a3)ξ,z would always be equal to 1. As we shall see below, this would lead to
a violation of (2.9.1).
We turn now to the scalar [l(w, ξ, φ, ψF ) ◦Rw−1Pw|P (ξ, φ)f ](y). It is defined
by analytic continuation at v = 0 of the family of scalars obtained by replac-
ing φ by its twist φv for v ∈ a∗M,C. We will evaluate it as follows. We have
X∗(M)Γ ∼= Z, with n ∈ Z acting as the character (a, b, B)n = (ab)n. Hence
a∗M,C
∼= C and for v ∈ C the representation πv acts on the 1-dimensional
vector space C by the character which sends (a, a¯, B) ∈ M(R) to the scalar
πv(a, a¯, B) = a
xa¯−x(aa¯)v . The representation IP (πv) acts on the space of func-
tions
{fv : G(R)→ C|fv(n ·m(a, a¯, B) · g) = axa¯−x(aa¯) 32+vf(g)}
whose restriction to a maximal compact subgroup K ⊂ G(R) is square-inte-
grable. Choosing a continuous in v family of smooth functions fv ∈ H(πv)
with fv(y) = 1, we seek to compute
lim
v→0
[l(w, ξ, φv, ψF ) ◦Rw−1Pw|P (ξ, φv)fv](y).
For v ∈ R>0 the above scalar is equal to
λ(w,ψR)
−1ǫ(0, ρ∨P¯ |P ◦ φv, ψR)
L(1, ρ∨
P¯ |P
◦ φv)
L(0, ρ∨
P¯ |P
◦ φv)
∫
N¯(R)
fv(n
′w˘−1y)dn′,
where we have written P¯ for w−1Pw, because it happens to be the parabolic
subgroup that isM -opposite to P .
Let us first evaluate all constants in front of the integral. The relative roots
of AT∗ are all reduced, and the positive ones which w maps to negative are
precisely the one occurring in n∗. There are three such, one contributing a
1-parameter group with simply connected cover SL2, and the other two con-
tributing a 1-parameter group with simply connected cover ResC/RSL2. Thus
λ(w,ψR) = λ(C/R, ψR)2 = −1. Next, the representation ρ∨P¯ |P ◦ φv decomposes
as the direct sum
IndWRC× (z
x+v− 12 z¯−x+v+
1
2 )⊕ IndWRC× (zx+v+
1
2 z¯−x+v−
1
2 )⊕ sgn|2x|
and according to [Lana] we have the following table:
x λ(w,ψR)
−1ǫ(0, ρ∨
P¯ |P
◦ φv, ψR) L(0,ρ
∨
P¯ |P
◦φv)
L(1,ρ∨
P¯ |P
◦φv)
−2 +1 4π 52Γ(v)Γ(v + 32 )Γ(v + 12 )−1Γ(v + 72 )−1
−1 +1 4π 52Γ(v)Γ(v + 52 )−1
− 12 −i 4π
5
2Γ(v)Γ(v + 12 )Γ(v + 1)
−1Γ(v + 2)−1
0 −1 4π 52Γ(v)Γ(v + 12 )Γ(v + 32 )−2
1
2 −i 4π
5
2Γ(v)Γ(v + 12 )Γ(v + 1)
−1Γ(v + 2)−1
1 +1 4π
5
2Γ(v)Γ(v + 52 )
−1
2 +1 4π
5
2Γ(v)Γ(v + 32 )Γ(v +
1
2 )
−1Γ(v + 72 )
−1
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We now turn to the integral itself. One checks that we have isomorphisms
of R-vector spaces
n : C2 ⊕ R→ n(R), (Y1, Y2, Y3) 7→


Y1 Y2 Y3
iY¯1
iY¯2


and
n¯ : C2 ⊕ R→ n¯(R), (X1, X2, X3) 7→

X1X2
X3 −iX¯1 −iX¯2

 .
Let η∗ be the top form on n¯∗ whose value on the basis given by elementary
matrices (all entries 0 except a single entry equal to 1) is equal to 1. This form is
defined over R. The action of Ad(δ3,1) on n¯∗ has determinant 1, so if η denotes
the transport of η∗ from n¯∗ to n¯ via ξ = id, then η is still defined over R. Its pull-
back via n¯ sends the standard basis ((1, 0, 0), (i, 0, 0), (0, 1, 0), (0, i, 0), (0, 0, 1))
of C2 ⊕ R to −4. We conclude that the measure dn′ is given by∫
N ′(R)
φ(n′)dn′ = 4
∫
C×C×R
φ(exp(n¯(X1, X2, X3)))dX1dX2dX3.
In order to fix a good function fv, we use the relative Bruhat decomposition
G(R) = N(R) ⊔N(R)M(R)w˘N(R).
We have
w˘ =

1
−1
−1
−1
 .
We will define a function fv on G(R) which will be supported on the open set
N(R)M(R)w˘N(R) andwill vanish rapidly towards its complement inG(R). To
integrate this function over N¯(R), we need to know how the element exp(n¯(X1, X2, X3)) ∈
N¯(R) decomposes as a product
exp(n(V1, V2, V3))m(a, a¯, B)w˘ exp(n(Y1, Y2, Y3)).
A direct computation reveals the following relations
a = −(X3 + 1
2
i(X1X¯1 +X2X¯2))
−1 (2.9.2)
Y1 = ia¯X¯1
Y2 = ia¯X¯2
Y3 = aa¯X3
The following Lemma sheds some light on these formulas.
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Lemma 2.9.2. For X1, X2 ∈ C,X3 ∈ R, define
c(X1, X2, X3) = X3 − i1
2
(X1X¯1 +X2X¯2).
Then then the map
C⊕ C⊕ R− {0} → C⊕ C⊕ R− {0}, (X1, X2, X3) 7→ (Y1, Y2, Y3)
defined by
Y1 = −iX¯1/c, Y2 = −iX¯2/c, Y3 = X3/(cc¯),
is a well-defined involution. Furthermore
c(Y1, Y2, Y3) = c(X1, X2, X3)
−1
.
The proof of this lemma is elementary and is left to the reader.
We can now define a good test function fv ∈ HP (πv) as follows. It will be
supported on the open set N(R)M(R)wN(R) of G(R) and will be given there
by the formula
fv(exp(n(V1, V2, V3))m(a, a¯, B)w˘ exp(n(Y1, Y2, Y3))) = a
xa¯−x(aa¯)
3
2+v·e−|c(Y1,Y2,Y3)|.
The uniqueness of the decomposition implies that the formula on the right pro-
vides a well-defined function on the given open set. It is smooth and satisfies
fv(w˘) = 1. The argument of the function approaches N(R) precisely when
|c(Y1, Y2, Y3)| approaches∞, and then the value of the function approaches 0
very fast. This allows us to extend fv smoothly toG(R) by setting it to be equal
to 0 on N(R). Upon restriction to K this function attains a maximum which
depends continuously on the parameter v, so we obtain a continuous family
fv|K . This family is in particular continuous at v = 0.
We can now evaluate the integral∫
N¯(R)
fv(n
′w˘−1y)dn′ (2.9.3)
at y = w˘. It is given by∫
N¯(R)
fv(n
′)dn′ = 4
∫
C×C×R
fv(exp(n¯(X1, X2, X3)))dX1dX2dX3.
An elementary manipulation involving (2.9.2) and Lemma 2.9.2 shows that it
is equal to
4(−1)2x
∫
C×C×R
c2x
1
|c|3+2x+2v e
− 1|c| dX1dX2dX3,
where we have abbreviated c = c(X1, X2, X3). We write X1 = x1 + ix2, X2 =
x3 + ix4, X3 = x5, with (x1, . . . , x5) ∈ R5, and then we have c = x5 − 12 i(x21 +
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x22 + x
2
3 + x
2
4). We replace (x1, . . . , x4) with hyperspherical coordinates
x1 = r cos(φ1),
x2 = r sin(φ1) cos(φ2),
x3 = r sin(φ1) sin(φ2) cos(φ3),
x4 = r sin(φ1) sin(φ2) sin(φ3),
and rename x5 = a, thereby obtaining c = a − 12 ir2. The integral now has the
form
4C(−1)2x
∫ a=+∞
a=−∞
∫ r=∞
r=0
r3
(a− 12 ir2)2x
(a2 + 14r
4)
3
2+x+v
exp(−(a2 + 1
4
r4)
−1
2 )dadr,
where r3 comes from the Jacobian of the hypershperical transformation and C
is the positive constant
C = 2π
∫ π
0
∫ π
0
sin2(φ1) sin(φ2)dφ1dφ2 = 2π
2.
We substitute r by
√
2r, split the domain of integration along a into (−∞, 0)
and (0,∞) and obtain∫
N¯(R)
fv(n
′)dn′ = I(x, v) + (−1)2xI(x, v)
where
I(x, v) = 16C(−1)2x
∫ a=+∞
a=0
∫ r=∞
r=0
r3
(a− ir2)2x
(a2 + r4)
3
2+x+v
exp(−(a2 + r4)−12 )dadr.
To evaluate I(x, v), we make the substitutions r 7→ r4, r 7→ a2r and a 7→
a
√
1 + r. This gives
I(x, v) = 4C(−1)2xΓ(2v)
∫ ∞
0
(1− ir 12 )2x√
1 + r
3+2x dr.
We arrive at the formula∫
N¯(R)
fv(n
′)dn′ = 8π2(−1)2xΓ(2v)
∫ ∞
0
(1 − ir 12 )2x + (−1− ir 12 )2x√
1 + r
3+2x dr
whose evaluation leads to the following table
x
∫
N¯(R)
fv(n
′)dn′
−2 8π2Γ(2v) · (− 415 )−1 8π2Γ(2v) · (− 43 )− 12 8π3Γ(2v) · (−i)
0 8π2Γ(2v) · 4
1
2 8π
3Γ(2v) · i
1 8π2Γ(2v) · (− 43 )
2 8π2Γ(2v) · (− 415 )
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Combining these values with those for the normalizing factors and taking the
limit as v is a positive real number approaching 0, we obtain the following table
x −2 −1 − 12 0 12 1 2
limv→0[l(w, ξ, φv, ψF ) ◦Rw−1Pw|P (ξ, φv)fv](w˘) −1 −1 −1 −1 1 −1 −1
This matches the table of values for π(a3)ξ,z and the proof is complete.
3 CHAPTER 3: THE TRACE FORMULA
3.1 The discrete part of the untwisted trace formula
Our first task is to recall the definition of the discrete part of the Arthur-Selberg
trace formula in the untwisted case, given in (3.1.1) below. Only in this subsec-
tionwewill treat arbitrary reductive groups, and then return to unitary groups.
Let us start by setting up some notation. Our explanation will be brief; the
reader is referred to section 3.1 of [Art13] for complete details.
LetG be a connected reductive group over a number field F . Fix a maximal
compact subgroupK ⊂ G(A) and a minimal Levi subgroupM0 ⊂ G in a good
position relative to K . Write L = L(M0) for the finite set of Levi subgroups of
G containing M0. Define aG := HomZ(X(G)F ,R) where X(G)F is the group
of F -rational characters on G, and similarly aM forM ∈ L(M0). Put aGM to be
the canonical complement of aG in aM . The maximal F -split torus in Z(M) is
denoted AM . In the relative Weyl group WG(M) := NG(AM )/M , introduce
the subset of regular elements
WG(M)reg := {w ∈WG(M) : det(w − 1)aG
M
6= 0}.
We agree to writeWM0 andW
G
0 forW
M (M0) andWG(M0), respectively.
We write A = AF for the adele ring over F . The subgroup G(A)1 ⊂
G(A) is defined as usual. Let XG be a closed subgroup of Z(G(A)) such that
XGZ(G(F )) is closed and cocompact in Z(G(A)), and fix a character ω : XG →
C× trivial on Z(G(F )) ∩ XG. The pair (XG, ω) is called a central character da-
tum for G. Let P = NPM be an F -rational parabolic subgroup of G with
Levi component M ∈ L(M0) and unipotent radical NP . The datum (XG, ω)
gives rise to a central character datum (XM , ω) for M , where ω in the latter
designates by abuse of notation a pullback of ω in the former via XM → XG.
Let L2disc(M(F )\M(A), ω) denote the space of functions onM(A) which are ω-
equivariant under XM and square-integrable modulo XM . Its parabolic induc-
tion from P to G is written as IP (ω) = IGP (ω) with underlying Hilbert space
HP (ω). Let us fix a Weyl-invariant Hermitian metric ‖ · ‖ on the dual of the
Cartan subalgebra h in the Lie algebra of (ResF/QG)(C). Given an irreducible
representation π of G(A), the infinitesimal character of its archimedean com-
ponent gives a linear form µπ : h → C with imaginary part Im(µπ). This leads
to a decomposition
IP (ω) =
⊕
t≥0
IP,t(ω), HP (ω) =
⊕
t≥0
HP,t(ω)
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where IP,t(ω) is the direct summand whose irreducible constituents π satisfy
‖Im(µπ)‖ = t. Let H(G,ω) be the Hecke algebra of smooth K-finite complex-
valued functions on G(A)which are ω−1-equivariant under XG and compactly
supported modulo XG. For f ∈ H(G,ω) we define IP,t(ω, f) : HP,t → HP,t by
IP,t(ω, f) :=
∫
G(A)/XG
f(x)IP,t(ω, x)dx.
The intertwining operator MP (w, ω) : HP (ω) → HP (ω) for w ∈ WG(M)reg is
defined via meromorphic continuation of the standard intertwining integral.
It stabilizes (IP,t(ω),HP,t(ω)) for each t ≥ 0, and the induced operator on the
subspace is denotedMP,t(w, ω).
The discrete part of the trace formula IGdisc,t(f) for f ∈ H(G,ω) is defined as
IGdisc,t(f) :=
∑
M∈L
|WM0 |
|WG0 |
∑
w∈WG(M)reg
| det(w − 1)aGM |
−1tr (MP,t(w, ω)IP,t(ω, f)).
(3.1.1)
The convergence of this linear form for every f is a result of Müller ([Mül89]).
Nowwe describe the stabilization of the expression (3.1.1) as envisioned by
Langlands, Shelstad and Kottwitz and established by Arthur ([Art02], [Art01],
[Art03]). At the time Arthur’s result had relied on the validity of the ordi-
nary andweighted fundamental lemmas, which were verified recently byNgô,
Waldspurger and Chaudouard-Laumon ([Ngô10], [Wal06], [Wal09], [CL10],
[CL12]). We remark that the fundamental lemma for unitary groupswas proven
earlier by Laumon and Ngô ([LN08]).
Let us introduce some notation. Write Eell(G) (resp. E(G)) for the set of
isomorphism classes of elliptic (resp. all) endoscopic data (Ge,Ge, se, ηe) over
F . In general Eell(G) can be infinite.
We may and will assume for simplicity that G has simply connected de-
rived subgroup for the rest of this chapter. There is no loss of generality for our
purpose since unitary groups (quasi-split or not) do have this property. Under
the assumption, we may find a representative e = (Ge,Ge, se, ηe) in each iso-
morphism class of endoscopic data such that Ge = LGe and an L-embedding
ηe : LGe →֒ LG, cf. [Lan79]. (In general Ge is a split extension of WF by Ĝe
which may not be isomorphic to LGe.) By abuse of notation we often write Ge
rather than e to denote a member of Eell(G).
To each Ge ∈ Eell(G) is associated a nonzero rational number (cf. [Art13,
(3.2.4)] but note that |π0(κG)| = 1 in the untwisted trace formula)
ι(G,Ge) := k(G,Ge)|Z(Ĝe)Γ|−1|OutG(Ge)|−1, (3.1.2)
At the time of writing, Chaudouard and Laumon have not completed their series of papers on
the proof of the weighted fundamental lemma in positive characteristic.
Arthur restricts the definition to those elliptic endoscopic data such that for every place v of
F ,Ge(Fv) contains an element that is a norm fromG(Fv) in the sense of [KS99, p.29] but we need
not do it.
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where k(G,Ge) := | ker1(F,Z(Ĝ0))|−1| ker1(F,Z(Ĝe))| butwewill see that k(G,Ge) =
1 for the groups this paper is mainly concerned with. As explained in section
3.2 of [Art13] (our case is simpler since G˜e = Ge), the central character datum
(XG, ω) for G gives rise to the analogous datum (XGe , ωe) for Ge. Moreover
there is a transfer mapping
H(G,ω)→ S(Ge, ωe), f 7→ f e = fGe ,
characterized by an identity of orbital integrals and conjectured to exist by
Langlands and Shelstad. The existence is now a consequence of Ngô’s proof
of the fundamental lemma for Lie algebras in positive characteristic via Wald-
spurger’s results ([Wal97], [Wal06]) on the change of characteristic, the reduc-
tion of the (original) fundamental lemma to the Lie algebra version, and the
assertion that the fundamental lemma implies the transfer conjecture. More
generally Arthur conjectured that the weighted fundamental lemma as he for-
mulated is true. This is now a theorem by Chaudouard-Laumon’s proof in
positive characteristic combined with another result of Waldspurger ([Wal09])
on going from positive characteristic to characteristic zero. As long as we ac-
cept Arthur’s stabilization of the trace formula, we need not and will not recall
here the precise statements of the fundamental lemma, transfer mapping, and
their weighted variants.
The stabilization is a decomposition
IGdisc,t(f) =
∑
Ge∈Eell(G)
ι(G,Ge)Ŝedisc,t(f
e), f ∈ H(G,ω) (3.1.3)
where Ŝedisc,t = Ŝ
Ge
disc,t : H(Ge, ωe) → C is a stable linear form (i.e. linear form
factoring through S(Ge, ωe)) depending only on Ge and not on G. Note that
for any given f , the sum has finitely many nonzero summands (even if Eell(G)
is infinite). When G is quasi-split, the main point of the stabilization is that
IGdisc,t −
∑
Ge∈Eell(G)r{G}
ι(G,Ge)Ŝedisc,t(f
e) (3.1.4)
is a stable linear form on H(G,ω), which is then taken as the definition of the
stable linear form Ŝdisc,t(f). In the non quasi-split case, which is of main in-
terest in this paper, the two sides of (3.1.3) are defined independently. The
assertion of (3.1.3) is that the two are equal.
Let (XG, ω) be a central character datum for G as above. Let S be a finite
set of places of F outside of which G is unramified. Let CSA (G) be the set con-
sisting of families of semisimple conjugacy classes {cv : v /∈ S} in LG such
that the image of each cv under the natural projections LG→WFv →WFv/IFv
is the Frobenius element. Recall that XG is a subgroup of Z(G(A)). Each cv
corresponds via the Satake transform to an irreducible unramified represen-
tation of G(Fv). Let ζv denote the restriction to Z(G(Fv)) of the central char-
acter of the latter representation. By definition the subset CSA (G,ω) comprises
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{cv : v /∈ S} with the property that there exists an extension of ω to Z(G(A))
whose v-component is ζv at v /∈ S. Define
CA(G,ω) := lim−→
S
CSA (G,ω).
Then we have a decomposition of the automorphic spectrum
L2disc(G(F )\G(A), ω) =
⊕
c∈CA(G,ω)
t≥0
L2disc,t,c(G(F )\G(A), ω)
such that L2disc,t,c(G(F )\G(A), ω) is the direct sum of π, where the central char-
acter of π on XG is ω, ‖Im(µπ)‖ = t, and cv corresponds to πv via the Satake
transform away from a sufficiently large finite set S. Hence the regular rep-
resentation Rdisc acting on the left hand side also decomposes as the sum of
Rdisc,ψ. In particular
trRdisc(f) =
∑
c∈CA(G,ω)
t≥0
trRdisc,t,c(f), f ∈ H(G).
For an endoscopic datum Ge ∈ E(G), let (XGe , ωe) be as above. Then the L-
morphism ηe : LGe → LG induces a transfer mapping CA(Ge, ωe) → CA(G,ω).
For a quasi-split group G∗ and c ∈ CA(G∗, ω) we define a stable linear form
SG
∗
disc,t,c exactly as in Lemma 3.3.1 of [Art13]. (The basic idea is to make sense
of the c-part of (3.1.4) and take it as the definition.) Now let c ∈ CA(G,ω)
and allow G to be any connected reductive group. In the same lemma Arthur
shows the decomposition
IGdisc,t,c(f) =
∑
Ge∈Eell(G)
ι(G,Ge)Ŝedisc,t,c(f
e), f ∈ H(G,ω). (3.1.5)
Here the Weyl-invariant metric ‖ · ‖ on the linear dual of h induces analogous
metrics for endoscopic groups as explained in [Art13, 3.2].
3.2 The vanishing of coefficients
We continue to be in the general setup of §3.1. We prove an analogue of the
corollary 3.5.3 of [Art13] on the vanishing of coefficients in a certain linear re-
lation involving G (and its Levi subgroups). Later the result will be applied to
Gwhich is an inner form of a unitary group. Our case is simpler than Arthur’s
in that in his situation there may appear several groups which are twisted en-
doscopic groups of a general linear group simultaneously.
So far our consideration has been global but let us introduce some local
definitions and notation following [Art13]. Temporarily let F be a local field
and G be a connected reductive group over F with a minimal Levi subgroup
M0. We define L = LG(M0) andWG0 as in the global case. ForM ∈ L, denote
by Π2(M) the set of isomorphism classes of square-integrable representations
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ofM(F ). The R-group of σ ∈ Π2(M) in G is written as R(σ). After choosing a
finite central extension
1→ Zσ → R˜(σ)→ R(σ)→ 1
it is possible to define a homomorphism r 7→ RP (r, σ) from R˜(σ) toEndG(IP (σ))
such that RP (zr, σ) = ωσ(z)−1RP (r, σ) where ωσ : Zσ → C× is a fixed charac-
ter. Define T (G) (resp. T˜ (G)) to be the set ofWG0 -orbits of triples
τ = τr = (M,σ, r)
where M ∈ L, σ ∈ Π2(M), and r ∈ R(σ) (resp. r ∈ R˜(σ)). For τ ∈ T˜ (G) as
above, put
fG(τ) = fG(τr) := tr (RP (r, σ)IP (σ, f)), f ∈ H(G). (3.2.1)
If M = G then R(σ) is trivial and τ is identified with an element of Π2(G).
So the notation of (3.2.1) is consistent with our convention to write fG(π) :=
trπ(fG) for any irreducible admissible representation π ofG(F ). For π ∈ Π(G),
one has a “change of basis”
fG(π) =
∑
τ∈T (G)
n(π, τ)fG(τ), f ∈ H(G),
cf. [Art13, (3.5.6)]. Even though n(π, τ) and fG(τ) depend on the choice of a
lift of τ to T˜ (G), their product depends only on τ since n(π, zτ) = ωσ(z)n(π, τ)
(following from the definition in §3.5 of [Art13]) and fG(zτ) = ω−1σ (z)fG(τ).
In this paragraph and the following lemmawe recall some notation and fact
from the section 3.5 of [Art13], omitting details. Fix a minimal parabolic sub-
group P0 whose Levi factor isM0. Let a0 = aM0 be as in §3.1, and write (a∗0)
+
for the closed dual chamber equipped with partial ordering ≤ corresponding
to P0. Let π ∈ Π(G) and τ ∈ Tell(M) for a Levi subgroup M of G. Arthur de-
fines linear forms Λπ and Λτ which belong to (a∗0)
+ and whose deviation from
0 measures the non-temperedness of the representation, loosely speaking. To
π is associated a standard representation which is induced from a character
twist of a discrete series σπ on a Levi subgroup Mπ of G. (This data is well
defined up to conjugacy.) Let τπ denote the element in T (G) or T˜ (G) given
by (Mπ, σπ , 1). The following result serves as a key ingredient in the desired
vanishing result. See the discussion between the statements of the proposition
3.5.1 and the lemma 3.5.2 in [Art13].
Lemma 3.2.1. Use the local notation as above.
1. Λτπ = Λπ and n(π, τπ) > 0.
2. Let π and τ be as above and satisfy that n(π, τ) 6= 0. Then Λτ ≤ Λπ. If
Λτ = Λπ thenMτ contains (a suitable WG0 -translate of) Mπ. If Λτ = Λπ and
Mτ =Mπ then τ = τπ. and n(τ, π) > 0.
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Now revert back to the global case. The notation in the preceding para-
graph over Fv will be written with subscript v suitably inserted.
Lemma 3.2.2. Let cG(π) ∈ R≥0 for each π ∈ Π(G). Suppose that∑
π∈Π(G)
cG(π)fG(π) =
∑
τv∈T (Gv)
d(τv, f
v)fv,G(τv), f = f
vfv ∈ H(G)
where the coefficient d(τv, fv) ∈ C, as a function of τv , is supported on a finite set that
depends only on a choice of Hecke type for fv, and equal to 0 for any τv of the form
(Mv, σv, 1). Then for all π ∈ Π(G), τv ∈ T (Gv), and fv ∈ H(G(Av)),
cG(π) = 0, d(τv, f
v) = 0.
Proof. Assume that cG(π) are all zero. Arthur’s version of the trace Paley-
Wiener theorem ([Art96, §4]) then allows us to find an fv such that fv,G is
nonzero at one τv and zero at all the other elements of T (Gv). So all d(τv, fv)
must vanish.
So it suffices to show that cG(π) are all zero. The argument proceeds as in
the proof of [Art13, Cor 3.5.3], with simplifications thanks to the fact that there
are no groups other than G involved. Fix a finite set of places S containing
v and all infinite places of F . Fix a Hecke type (S, {(τ∞, κ∞)}) for f in the
sense of Arthur. This means that f = f∞f∞, κ∞ is an open compact subgroup
of G(A∞) which is hyperspecial away from S, τ∞ is a finite set of irreducible
representations of a maximal compact subgroup K∞ of G(A∞) such that f∞
is bi-invariant under κ∞ and f∞ transforms under K∞ on the left and right
according to representations in τ∞. Define
cGS(πS) :=
∑
π′
cG(π
′),
where π′ runs over the finite set of irreducible representations of G(A) which
satisfy that π′S ≃ πS and have nonzero trace against some function of the given
Hecke type (in particular π are unramified outside S). Clearly it is enough to
check that
cGS (πS) = 0. (3.2.2)
Following the procedure in the proof of the proposition 3.5.1 (or the corollary
3.5.3) in [Art13], we can rewrite the left hand side as∑
MS
∑
τS∈Tell(MS)
∑
πS∈Π(GS)
|WG0 (τS)|
|WG0 |
cGS(πS)n(πS , τS)fMS (τS),
where the first sum runs over the Levi subgroups of GS = G(FS) contain-
ing the minimal Levi subgroup. By writing subscript S in the notation, as
usual, we have naturally extended the definition of a local object at a single
place to an analogous object at the set S of finitely many places. Recall that
I(GS) =
⊕
MS
Icusp(MS)W (MS), cf. [Art96, §6]. Combining this with Arthur’s
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trace Paley-Wiener theorem, as used earlier, wemay find an element fS = fvfvS
such that the summand above does not vanish for exactly oneMS and exactly
one τS ∈ Tell(MS) for any given MS and τS . If τS has v-component of the
form (Mv, σv, 1) then the initial assumption implies that the right hand side
vanishes. Hence∑
πS∈Π(GS)
cGS (πS)n(πS , τS) = 0, if τv has form (Mv, σv, 1). (3.2.3)
Our plan is to prove (3.2.2) by contradicting (3.2.3). To this end, assume the
existence of π such that cGS(πS) 6= 0. Introduce a τ -equivalence relation ∼ on
Π(GS) such that πS ∼ π′S if and only if there exists a pair (MS , τS) such that
n(πS , τS) 6= 0 and n(π′S , τS) 6= 0. By assumption there exists a τ -equivalence
class CS such that
C
′
S := {πS ∈ CS : cGS (πS) 6= 0}
is non-empty. Equip R≥0 × Z≥0 with a partial ordering  such that (λ1, µ1) 
(λ2, µ2) if and only if either λ1 ≤ λ2 or λ1 = λ2 and µ1 ≥ µ2. There is a map
C
′
S → R≥0 × Z≥0, πS 7→ (‖ΛπS‖, dimMπS),
where ‖ · ‖ is the Hermitian norm on a∗0 as in §3.1. Choose a maximal element
(λ′, µ′) in the image of C ′S and also a π
′
S ∈ C ′S in the preimage of (λ′, µ′). For
every πS ∈ Π(GS) such that cGS(πS)n(πS , τπ′S ) 6= 0, we have πS ∈ C ′S by
definition, so
‖Λτπ′
S
‖ ≤ ‖ΛπS‖, Mτπ′
S
⊃MπS
by Lemma 3.2.1. But the maximality of π′S implies that ‖Λτπ′
S
‖ = ‖ΛπS‖ and
that Mτπ′
S
= MπS . Again by Lemma 3.2.1, we see that τπ′S = τπS and that
n(πS , τπS ) > 0. Finally let us apply (3.2.3) to τπ′S , which has the required form
by definition. We have just seen that every nonzero summand has to be posi-
tive, and clearly π′S provides a nonzero summand (by the same lemma). Thus
we are led to contradiction, proving that every cGS(πS) must vanish for each
fixed Hecke type.
3.3 Stable multiplicity formula for unitary groups
From here on we restrict ourselves to unitary groups. Our goal is to state the
stable multiplicity formula for them after discussing the decomposition of the
trace formula according to parameters and introducing the yet undefined play-
ers in the formula.
Let G∗ = UE/F (N) be the quasi-split unitary group in N variables associ-
ated with a quadratic extension E/F of number fields. Fix a character χ ∈ ZE
once and for all. Denote by ηχ : LG∗ → LGL(N) the associated L-morphism so
that (G∗, ηχ) constitutes a twisted endoscopic datum forGE/F (N) = ResE/FGL(N)
with respect to a unitary involution.
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Let (G, ξ, z) be an extended pure inner twist data for G∗. We would like to
have the analogue (3.1.5) with parameters in place of (t, c). Let ψN ∈ Ψ˜(N)
and Ge ∈ E(G). To the former is associated t(ψN ) and c(ψN ). For L-group
embeddings ηχ : LG →֒ LGL(N) and ηeχ : LGe →֒ LGL(N), define
IGdisc,ψN ,ηχ :=
∑
c 7→c(ψN )
IGdisc,t(ψN ),c
SG
e
disc,ψN ,ηeχ
:=
∑
c 7→c(ψN )
SG
e
disc,t(ψN ),c
where the first (resp. second) sum runs over c ∈ CA(G) which maps to c(ψN )
via ηχ (resp. ηeχ).
We are ready to refine or regroup the two expansions (3.1.1) and (3.1.5)
according to ψN and ηχ. We are taking XG = {1} and χ = 1 in §3.1. The same
procedure as above produces a direct summand IP,ψN ,ηχ(1) of the induced
representation IP,t(1) and accordingly MP,ψN ,ηχ(w, 1) acting on IP,ψN ,ηχ(1).
From now on we omit 1 from the notation in favor of simplicity. We arrive at
the following refinement of (3.1.1):
IGdisc,ψN ,ηχ(f) :=
∑
M∈L
|WM0 |
|WG0 |
∑
w∈WG(M)reg
| det(w−1)aG
M
|−1tr (MP,ψN ,ηχ(w)IP,ψN ,ηχ(f)).
(3.3.1)
Taking the sum of (3.1.5) over (t, c) such that cmaps to c(ψN ), we obtain
IGdisc,ψN ,ηχ =
∑
(Ge,ζe)∈Eell(G)
ι(G,Ge)Ŝedisc,ψN ,ηχ(f
e) (3.3.2)
Analogously we define L2disc,ψN ,ηχ(G(F )\G(AF )) and the regular representa-
tion Rdisc,ψN ,ηχ on it. When ψ = (ψ
N , ψ˜) ∈ Ψ(G∗, ηχ), the above objects are
going to be denoted simply
IGdisc,ψ, S
G
disc,ψ, L
2
disc,ψ(G(F )\G(AF )), and Rdisc,ψ.
The stable multiplicity formula computes each Ŝedisc,ψ,ηχζe(f
e), thereby pro-
vides a crucial input for IGdisc,ψ,ηχ . To explain it we need more notation. Let us
introduce a global stable linear form fG
∗
(ψ) for f ∈ H(G∗) and ψ ∈ Ψ(G∗, ηχ).
It is enough to consider f =
∏
v fv. The local theorem in the quasi-split case,
cf. Proposition 1.5.1, provides a stable linear form fG
∗
v (ψv). We simply take the
product
fG
∗
(ψ) :=
∏
v
fG
∗
v (ψv).
Recall that Sψ, ǫG∗ψ (·) and sψ were defined in Chapter 1. To introduce a few
more invariants attached to ψ in desired generality, consider a possibly non-
connected complex reductive group S+ over F , whose neutral component is
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denoted S0 = (S+)0. Let S be a union of some connected components of S+.
When s ∈ S is semisimple, write Ss for the centralizer of s in S0. Choose a
maximal torus T of S0. Write W (S) and W (S0) respectively for the Weyl sets
NS(T )/T and NS0(T )/T . Denote by Wreg(S) the set of w ∈ W (S) which has
only finitely many fixed points in T . The sign sgn0(w) ∈ {±1} is defined to be
the parity of the number of positive roots of (S0, T ) mapped by w to negative
roots. Finally det(w − 1) for w ∈ Wreg(S) will designate the determinant of
w − 1 on Hom(X∗(T ),R) as a real vector space. In our specific setup where a
parameterψ ∈ Ψ(G∗, ηχ) is given, we may take for example S+ = Sψ, in which
caseW (S0) =W 0ψ .
Arthur defined real numbers i(S), e(S) and σ(S). The first one is explicitly
defined
i(S) := |W (S0)|−1
∑
w∈Wreg(S)
s0(w)| det(w − 1)|−1, (3.3.3)
Let Sss denote the set of semisimple elements in S. Define Sell to be the subset
consisting of s ∈ Sss such that Z(S0s ) is finite. Given a subset Σ of S invariant
underS0-conjugation, define E(Σ) to be the set of equivalence classes onΣ∩Sss,
where σ1 and σ2 are considered equivalent if there exist s ∈ S0 and z ∈ Z(S0σ1)0
such that σ2 = szσ1s−1. Set Eell(S) := E(Sell). Then he showed ([Art90, §8], cf.
[Art13, Prop 4.1.1]) that there is a unique way to assign real numbers to σ(S)
for all such S in order that i(S) = e(S), where
e(S) :=
∑
s∈Eell(S)
|π0(Ss)|−1σ(S0s ). (3.3.4)
Let x ∈ Sψ. We define iψ(x) = iG∗ψ (x) and eψ(x) = eG
∗
ψ (x) to be i(S) and e(S),
respectively, in the special case when S is the union of connected components
of Sψ which map to x, cf. (3.6.5) and (3.6.2) below. We have
iψ(x) = eψ(x), x ∈ Sψ. (3.3.5)
One of the most important results in the classification for quasi-split unitary
groups is the following. As explained in §1.5 we take this for granted. Note
that on the right hand side the dependence on ηχ is in the transfer f 7→ fG∗ for
the twisted endoscopic data arising from (G∗, ηχ).
Proposition 3.3.1. (Stable multiplicity formula, [Mok, Thm 5.1.2]) LetG∗ and ηχ be
as above and ψ ∈ Ψ(G∗, ηχ). Then
SG
∗
disc,ψ(f) = |Sψ|−1ǫG
∗
ψ (sψ)σ(S
0
ψ)f
G∗(ψ), f ∈ H(G). (3.3.6)
If ψN ∈ Ψ˜(N) does not belong to ηχ,∗Ψ(G∗, ηχ) then
SG
∗
disc,ψN ,ηχ
(f) = 0, f ∈ H(G). (3.3.7)
In [Art13, (4.1.5)] he writes |W (S)|−1 in place of |W (S0)|−1. We believe the latter is correct as
in (8.1) of [Art90].
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As explained in [Art13, 3.2], wemay and do choose theWeyl-invariant Her-
mitian metric on the linear dual of the Cartan subalgebra of the archimedean
Lie algebra compatibly for G (as well as G∗) and G(N). (Otherwise the condi-
tion t = t(ψN ) needs to be modified.)
Corollary 3.3.2. Let f ∈ H(G), t ≥ 0, and c ∈ CA(G). Then IGdisc,t,c(f) = 0
and L2disc,t,c(G(F )\G(AF )) = 0 unless t = t(ψ) and c 7→ c(ψ) for some ψN ∈
Ψ˜(N). If ψN ∈ Ψ˜(N) does not lie in ηχ,∗Ψ(G∗, ηχ) then IGdisc,ψN ,ηχ(f) = 0 and
L2disc,ψN ,ηχ(G(F )\G(AF )) = 0.
Proof. The vanishing of IGdisc,t,c(f) and I
G
disc,ψN ,ηχ
(f) is immediate from (3.1.5)
and the stable multiplicity formula. The assertions on the L2-spaces are de-
duced from the vanishing of IGdisc,t,c(f), resp. I
G
disc,ψN ,ηχ
(f), and the inductive
hypotheses, by arguing exactly as in the proof of [Art13, Cor 3.4.3].
As a consequence (using the fact that ψ = (ψN , ψ˜) 7→ ψN is an injection) we
obtain decompositions
L2disc(G(F )\G(AF )) =
⊕
ψ∈Ψ(G∗,ηχ)
L2disc,ψ(G(F )\G(AF )),
trRdisc(f) =
∑
ψ∈Ψ(G∗,ηχ)
trRdisc,ψ(f), f ∈ H(G).
3.4 The global intertwining operator
Let E/F be a quadratic extension of number fields and let G∗ = UE/F (N) be
the quasi-split unitary group inN variables. Let Ξ : G∗ → G be an equivalence
class of inner twists. Let (M,P ) be a parabolic pair for G, i.e. a pair consisting
of a parabolic subgroup P of G and a Levi subgroup M of a P , both defined
over F . There exists a unique standard parabolic pair (M∗, P ∗) of G∗ with the
property that for some ξ ∈ Ξ we have ξ(M∗, P ∗) = (M,P ). The set of such ξ
forms an equivalence class of inner twists ΞM : M∗ → M . Let (M̂, P̂ ) be the
standard parabolic pair of Ĝ dual to (M∗, P ∗).
We assume thatM 6= G. Let πM be an irreducible constituent ofL2disc(AM (R)0M(F )\
M(AF )). Let ψM∗ ∈ Ψ2(M∗, ηχ) be the corresponding global parameter given
by the induction hypothesis. Herewe should really havewrittenΨ2(M∗, iM∗ηχ)
in place Ψ2(M∗, ηχ), where iM∗ : LM∗ →֒ LG∗ is a Levi embedding, but
we will continue this abuse of language as there is no danger of confusion.
Let u ∈ NψM∗ (M,G) = Cent(ψM∗ , Ĝ) ∩ Norm(AM̂ , Ĝ) and write w = wu ∈
W (Ĝ, M̂)Γ for the image of u. There are canonical Γ-equivariant isomorphisms
W (M̂, Ĝ) ∼= W (M∗, G∗) ∼= W (M,G) via which we view w as an element of
W (M,G)Γ.
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Consider the induced representation IP (πM ) acting by the right regular
representation on the Hilbert space of measurable functions
HP (πM ) = {f : G(AF )→ VπM |f(nmg) = δ
1
2
P (m)π(m)f(g)}
whose restriction to an open compact subgroupK ⊂ G(AF ) is square-integrable.
HereVπM is the Hilbert space onwhich πM acts and is a subspace ofL
2
disc(AM (R)
0M(F )\
M(AF )). Given a second parabolic subgroup P ′ with Levi factor M , Lang-
lands’ theory of Eisenstein series provides an intertwining operator
JP ′|P : HP (πM )→ HP ′(πM ).
If we replace πM by a twist πM,λ for λ ∈ a∗M,C, the operator JP ′|P is defined by
the integral formula
[JP ′|P f ](g) =
∫
N(AF )∩N ′(AF )\N ′(AF )
f(n′g)dn′ (3.4.1)
which converges absolutely whenever the real part of λ lies in a certain open
cone. The measure dn′ is taken with respect to an arbitrary top form on the
vector space n ∩ n′ \ n′ defined over F , as well as the Haar measure on AF
which assigns the quotient AF /F volume 1. Here n denotes the Lie-algebra of
N , and the measure is independent of the choice of top form by the product
formula. Langlands has shown that, as a function of λ, the operator JP ′|P has
meromorphic continuation and is defined and unitary at λ = 0. This defines
JP ′|P for the representation πM = πM,0.
We will be particularly interested in the case P ′ = w−1Pw. There are two
more intertwining operators, defined in elementary terms as follows. Let w˘ ∈
N(M,G)(F ) be a lift of w. Define the representation w˘πM on the Hilbert space
VπM by w˘πM (m) = πM (w˘
−1mw˘). The two intertwining operators are given by
l(w˘) : Hw−1Pw(πM )→ HP (w˘πM ), [l(w˘)f ](g) = f(w˘−1g)
and
Cw˘ : (w˘πM , VπM )→ (πM , VπM ), [Cw˘f ](m) = f(w˘−1mw˘).
The last operator extends pointwise to an intertwining operatorCw˘ : HP (w˘πM )→
HP (πM ). The composition
MP (w, πM ) = Cw˘ ◦ l(w˘) ◦ Jw−1Pw|P
is then a self-intertwining operator of the representation IP (πM ) on the space
HP (πM ). A simple calculation, using the automorphy of the functions com-
prising VπM , shows thatMP (w, πM ) does not depend on the choice of w˘.
The un-normalized operators JP ′|P and MP (w, πM ) can be normalized to
obtain operators RP ′|P (πM , ψM∗) and RP (w, πM , ψM∗) by setting
RP ′|P (πM , ψM∗) = rP ′|P (ψM∗)
−1 · JP ′|P , (3.4.2)
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and
RP (w, πM , ψM∗) = rP (w,ψM∗)
−1 ·MP (w, πM ), (3.4.3)
where rP ′|P (ψM∗) and rP (w,ψM∗) are the global normalizing factors deter-
mined as follows. The Levi subgroup M∗ of G∗ = UE/F (N) is of the form
GE/F (N1) × · · ·GE/F (Nk) × UE/F (N−). Concretely the parameter ψM∗ of πM
consists of automorphic representations of GE/F (Ni,AF ) for 1 ≤ i ≤ k and a
parameter for UE/F (N−) arising from a conjugate self-dual automorphic rep-
resentation ofGE/F (N−). Let ρP ′|P be the adjoint representation of LM on the
vector space n̂ ∩ n̂′ \ n̂′, where n̂ and n̂′ are the Lie algebras of the unipotent
radicals of P̂ and P̂ ′. Associated to ψM∗ and the contragredient representation
ρ∨P ′|P we have automorphic L- and ǫ-factors, and we set
rP ′|P (ψM∗) :=
L(0, ψM∗ , ρ
∨
P ′|P )
L(1, ψM∗ , ρ∨P ′|P )
ǫ(12 , ψM∗ , ρ
∨
P ′|P )
ǫ(0, ψM∗ , ρ∨P ′|P )
and
rP (w,ψM∗ ) := r
−1
w−1P |P · ǫ(
1
2
, ψM∗ , ρ
∨
w−1Pw|P )
−1.
The importance of the global intertwining operator is clear from the discrete
part of the trace formula. In the next subsection we will see that the normal-
ized operator RP (w, πM , ψM∗) admits a product decomposition and enters the
global intertwining relation.
3.5 The global intertwining relation
In this subsection we introduce the two global linear forms fG(ψM∗ , u) and
f ′G(ψM∗ , s), whose local versions were introduced in §2.6. Note the change of
notation from the local setting that we are now denoting a global parameter in
Ψ(M∗, ηχ) by ψM∗ rather than ψ, whereM∗ is a Levi subgroup of G∗. The def-
inition requires the localization of the parameter ψM∗ , which we recall relies
on a highly nontrivial result (Proposition 1.3.3) established in the quasi-split
case. The global linear forms will appear in the spectral and endoscopic ex-
pansions after we go through the first step (“standard model”) in comparing
formulas (3.1.1) and (3.3.2), and as such play a key role in later arguments. The
two linear forms are closely related via the global intertwining relation to be
stated below. It will follow as a corollary of the local intertwining relation to be
proved later in Section 4.
Let ψM∗ ∈ Ψ2(M∗, ηχ). We may write ψM∗ = (ψNM∗ , ψ˜M∗) as in (1.3.8)
(taking M∗ to be the endoscopic group) and define ψ = (ψN , ψ˜) by ψN :=
ψNM∗ and ψ˜ := iM∗ ψ˜M∗), where iM∗ :
LM∗ →֒ LG∗. In particular the image
of ψ˜ is centralized by the image of A
M̂∗
:= (Z(M̂∗)Γ)0 under iM∗ . Since the
latter property is destroyed if ψ˜ is replaced by an arbitrary Ĝ∗-conjugate (as
the image of gψ˜ is centralized not by iM∗(AM̂∗) but by the image of AM̂∗ under
giM∗g
−1), we do not consider ψ as an equivalence class in Ψ(G∗, ηχ) for the
moment. So when we want to be precise we use ψM∗ rather than ψ in the
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definition of various groups below. Put Sψ := Sψ(G∗) and Sψ := Sψ(G∗).
Recall from §1.3.4 the definition of Sψ := Sψ/Z(Ĝ∗)Γ, Sψ := π0(Sψ), Sψ :=
π0(Sψ), Sradψ := (S
0
ψ ∩ Ĝ∗der)0, and S♮ψ := Sψ/Sradψ in the global setting. In
addition, write ZSψ , ZS0ψ , and ZSradψ for the centralizers of AM̂∗ := (Z(M̂
∗)Γ)0
in Sψ, S0ψ , and S
rad
ψ , respectively, andNSψ and NS0ψ for the normalizers of AM̂∗
in Sψ and S0ψ, respectively.
We need two global diagrams, where the first is the same as in §2.1 (but
recalled here for the reader’s convenience). For simplicity we omitted (M∗, G∗)
from the notation in the second and third columns. For instance N ♮ψM∗ and
NψM∗ should be N ♮ψM∗ (M∗, G∗) andNψM∗ (M∗, G∗) to be more precise.
W radψM∗ =
N
Srad
ψ
Z
Srad
ψ

W 0ψM∗ :=
N
S0
ψ
Z
S0
ψ

S♮♮ψM∗ (M
∗) :=
ZSψ
Z
Srad
ψ
// N ♮ψM∗ :=
NSψ
Z
Srad
ψ
//

WψM∗ :=
NSψ
ZSψ

S♮♮ψM∗ (M
∗) // S♮ψM∗ :=
NSψ
N
Srad
ψ
// RψM∗ :=
NSψ
N
S0
ψ
ZSψ
(3.5.1)
W 0ψM∗ =
N
S0
ψ
Z
S0
ψ

W 0ψM∗ =
N
S0
ψ
Z
S0
ψ

SψM∗ (M∗) :=
ZSψ
Z0
Sψ
Z(Ĝ)Γ
// NψM∗ :=
NSψ
Z0
Sψ
Z(Ĝ)Γ
//

WψM∗ =
NSψ
ZSψ

SψM∗ (M∗) // SψM∗ :=
NSψ
N
S0
ψ
Z(Ĝ)Γ
// RψM∗ =
NSψ
N
S0
ψ
ZSψ
(3.5.2)
Now if ψ = (ψN , ψ˜) is conjugated by an element g ∈ Ĝ∗ then both diagrams
are conjugated by g. So ψ represents an element of Ψ(G∗, ηχ), which is a Ĝ∗-
conjugacy orbit, then not elements but only conjugacy classes in the groups
W 0ψM∗ , N
♮
ψM∗
, etc are well defined. However various quantities are still well
defined. For instance the cardinality |WψM∗ | is well defined, and a sum over a
subset ofNψM∗ is well defined as long as the sum is seen to be invariant under
the Ĝ∗-conjugation.
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The diagram (3.5.1) is the global version of the local diagram in §2.1. The
localization maps in §1.3.5 induce functorial localization maps from (3.5.1) to
the local diagram at each place v (i.e. the diagram in §2.1 with ψv in place of ψ
there) in the sense that the induced maps commute with all maps in the global
and local diagrams.
The second diagram above is exactly the same as in the quasi-split case,
cf. [Art13, (4.2.3)]. Our notation is slightly different from theirs in that we in-
sert the bar notation to emphasize that the construction of the groups involves
dividing out by Z(Ĝ∗)Γ. For instance Sψ := Sψ/Z(Ĝ∗)Γ and Sψ := π0(Sψ)
whereas Sψ := π0(Sψ). This is to be consistent with our notation in the local
setting, where it is essential not to divide out by a central subgroup. However
when it comes to global inner forms, it turns out that one can still work with the
groups as in (3.5.2). Indeed a typical observation is going to be that a global lin-
ear form defined in terms of an element of N ♮ψM∗ or S
♮
ψM∗
descends to a linear
form inNψM∗ or SψM∗ . For this it is useful to know that the second diagram is
the first diagrammodulo (the image of) Z(Ĝ∗)Γ in the lower left square, cf. the
lemma below.
Lemma 3.5.1. The following are true.
1. Z0Sψ = ZS0ψ .
2. ZSrad
ψ
Z(Ĝ∗)Γ = ZS0
ψ
Z(Ĝ∗)Γ and NSrad
ψ
Z(Ĝ∗)Γ = N0SψZ(Ĝ
∗)Γ.
3. The quotient of S♮♮ψM∗ (M∗) (resp. N
♮
ψM∗
, resp. S♮ψM∗ ) by the image of Z(Ĝ∗)Γ
is canonically isomorphic to SψM∗ (M∗) (resp. NψM∗ , resp. SψM∗ ). The maps
in (3.5.2) are induced by those in (3.5.1) by passing to quotients.
Proof. Since ZSψ/ZS0ψ →֒ Sψ/S0ψ, we have [ZSψ : ZS0ψ ] < ∞. As the centralizer
of a torus in a connected reductive group, ZS0
ψ
is connected. Hence ZS0
ψ
is a
finite index subgroup of Z0Sψ , and they are equal since the latter is connected.
This verifies part 1. Recall from Lemma 0.4.13 that Sradψ Z(Ĝ
∗)Γ = S0ψZ(Ĝ
∗)Γ.
Since Z(Ĝ∗)Γ is in the center of Sψ, we have
ZSrad
ψ
Z(Ĝ∗)Γ = ZSrad
ψ
Z(Ĝ∗)Γ(AM̂∗) = ZS0ψZ(Ĝ∗)Γ
(A
M̂∗
) = ZS0
ψ
Z(Ĝ∗)Γ.
In the same manner one proves NSrad
ψ
Z(Ĝ∗)Γ = N0SψZ(Ĝ
∗)Γ, completing the
proof of part 2. Part 3 follows from the earlier parts and the definition of the
groups.
Recalling that ψM∗ ∈ Ψ2(M∗), we have the following.
Lemma 3.5.2. We have canonical isomorphisms S♮ψM∗ (M
∗, G∗) = S♮ψ(G
∗) and
SψM∗ (M∗, G∗) = Sψ(G∗).
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Proof. The first assertion is proved in the sameway as Lemma 2.8.3. The second
follows from the first by taking quotients by Z(Ĝ∗).
In order to introduce the first global linear form we need some preparation
regarding intertwining operators. Now assume that the Levi subgroupM∗ of
G∗ is proper. Choose any equivalence class Ξ of extended pure inner twists
G∗ → G. Let (M,P ) and (M∗, P ∗) be parabolic pairs for G and G∗ exactly as
at the start of §3.4. In particular we have a representative (G, ξ, z) ∈ Ξ such
that ξ(M∗, P ∗) = (M,P ). Consider a parameter ψM∗ ∈ Ψ2(M∗, ηχ). Let u ∈
N ♮ψM∗ (M∗, G∗), and ψF : AF /F → C× be a nontrivial additive character. De-
note the localization of Ξ, ψM∗ , u, and ψF at each place v by Ξv , ψM∗,v, uv, and
ψF,v, respectively. Write wu for the image of u inWψM∗ (M
∗, G∗). We have con-
structed the local normalized intertwining operatorsRP (u,Ξv, πM,v, ψM∗,v, ψFv )
at all places v of F . Wewould like to compare the canonical global intertwining
operator RP (w, πM , ψM∗) of section 3.4 with
RP (u,Ξ, πM , ψM∗ , ψF ) :=
⊗
v
RP (u,Ξv, πM,v, ψM∗,v, ψFv ).
Proposition* 3.5.3. Let G∗ = UE/F (N), (ξ, z) : G∗ → G, ψM∗ ∈ Ψ2(M∗) be
as above. Assume that πM ∈ ΠψM∗ (M, ξ) is automorphic in that 〈πM , ·〉ξ = ǫψM∗ .
(See §1.7 for the definition of ΠψM∗ (M, ξ). Note that πM may not be irreducible.)
Let Cw˘ be as in section 3.4. For each u ∈ N ♮ψM∗ (M∗, G∗), we have an equality of
isomorphisms (w˘π, VπM )→ (πM , VπM ):⊗
v
πM,v(u)ξv ,zv = ǫψM∗ (u) · Cw˘,
where the local components on the left are the operators defined in Subsection 2.4.3.
Proof. We postpone the general proof of this proposition to [KMSa]. Presently,
we will give the proof in the special case of global pure inner twists of unitary
groups. More precisely, let M∗ = M∗+ × M∗− and decompose z = z+ × z−
accordingly. We assume that z+ = 1 and z− ∈ Z1(Γ,M∗−). This is the global
analog of the setting of Section 2.4.1. Moreover we temporarily assume that
ψM,+, namely theM∗+-part of ψM∗ , is a generic parameter so that πM,+ admits
a nonzero global Whittaker functional.
In that case, we can use the description of πM,v(u)ξv ,zv given in that section.
Namely, write πM,v = πM,v,+ ⊗ πM,v,−. Then πM,v(u)ξv ,zv = 〈πM,v, u〉ξv,zv ·
πM,v,+(w˘)ξv ⊗ idπM,v,− . Since πM is automorphic, we have
∏
v〈πM,v, u〉ξv ,zv =
ǫψM∗ (u). Furthermore,
⊗
v πM,v,+(w˘)ξv is the unique intertwining operator
w˘πM,+ → πM,+ that preserves a global Whittaker functional.
On the other hand, we can also decompose Cw˘ as Cw˘,+⊗Cw˘,− according to
πM = πM,+ ⊗ πM,−. As Ad(w˘) acts trivially onM−, we see Cw˘,− = idπM,− . To
complete the proof, it is enough to show that Cw˘,+ is the unique intertwining
operator w˘πM,+ → πM,+ that preserves a global Whittaker functional. For
this we may assume that M = M∗ = M∗+ so that πM = πM,+. The proof is
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quickly reduced to the case whereM = M∗+ = GL(r) × · · ·GL(r) (k times), w
acts as a (transitive) permutation of the k factors, and the Whittaker datum is
taken with respect to a w-invariant Borel subgroup BM ⊂ M . Write NM for
the unipotent radical of BM . By slight abuse of notation, the nondegenerate
additive character of NM (AF ) induced by ψF is again denoted ψF . Then we
have to check that for f ∈ VπM ,∫
NM(F )\NM (AF )
(w˘π(n)f)(m)ψF (n)dn =
∫
NM(F )\NM (AF )
(π(n)f)(m)ψF (n)dn.
The equality holds since the left hand side is computed as∫
NM (F )\NM(AF )
f(mw˘−1nw˘)ψF (n)dn
=
∫
NM(F )\NM (AF )
f(mn)ψF (w˘
−1nw˘)dn =
∫
NM(F )\NM (AF )
f(mn)ψF (n)dn,
using the fact that the transformation n 7→ w˘−1nw˘ preserves the measure on
NM (F )\NM (AF ).
Now we drop the assumption that ψM,+ is generic. Then πM+ is a discrete
automorphic representation of M∗+(AF ) so appears as an irreducible quotient
of an induced representation from a cuspidal automorphic representation on a
Levi subgroup ofM∗+. Then the above argument still goes through if we replace
πM+ by the induced representation and use a nonzero Whittaker functional
on the induced representation. (Then we obtain that
⊗
v πM,v,+(w˘)ξv = Cw˘,+
by observing that they are the unique intertwining operator preserving the
nonzero Whittaker functional.)
Proposition 3.5.4. Let ψM∗ ∈ ψ2(M∗) and u ∈ N ♮ψM∗ (M∗, G∗). Let πM ∈
ΠψM∗ (M, ξ).
1. RP (yu,Ξ, πM , ψM∗ , ψF ) = 〈πM , y〉ξRP (u,Ξ, πM , ψM∗ , ψF ), where y ∈ S♮♮ψ (M∗),
its image in SψM∗ (M∗) is denoted y, and 〈·, πM 〉ξ is the character of SψM∗ in-
troduced in §1.7.
2. RP (u,Ξ1, πM , ψM∗ , ψF ) = RP (u,Ξ2, πM , ψM∗ , ψF ) if Ξ1 and Ξ2 give rise to
the same inner twist.
3. Suppose that πM is automorphic. Then
RP (wu, πM , ψM∗) = ǫψM∗ (u)RP (u,Ξ, πM , ψM , ψF ).
Proof. Part 1 follows frompart 3 of Proposition 2.5.2 and the fact that 〈πM , ·〉ξ =∏
v〈πM,v, ·〉ξv ,zv is trivial on Z(Ĝ∗)Γ, cf. §1.7. (The dependence only on y is also
implied by part 1 of the same proposition.) Part 2 is proved similarly using
part 2 of Proposition 2.5.2. (Compare with the proof of Lemma 2.6.4.) To prove
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part 3, choose a global extended pure inner twist (ξ, z) as in Lemma 0.4.19. Use
the localizations (ξv, zv) to construct the operatorsRP (u♮, (ξv, zv), πM,v, ψM∗,v, ψF ).
The claim now follows from Lemma 2.2.2 and Proposition 3.5.3, noting that w˘
belongs to N(M,G)(F ) and the product of all λv(w,ψF ) is equal to 1.
We are ready to define the first global linear form
f ∈ H(G) 7→ fG,Ξ(ψM∗ , u).
It suffices to consider the case f =
∏
v fv. By slight abuse we still write u for its
image in N ♮ψM∗,v (M∗, G∗). Define
fG,Ξ(ψM∗ , u) :=
∏
v
fv,G,Ξv(ψM∗,v, u)
=
∑
πM∈ΠψM∗
tr (RP (u,Ξ, πM , ψM∗ , ψF )IP (πM,v, fv)).
(3.5.3)
(The global packet ΠψM∗ is defined as in §1.7 via induction hypothesis.) There
may be several choices of ψM∗ but fG,Ξ(ψM∗ , u) is well defined independently
of the choice thanks to Lemma 2.6.3. Since M∗ transfers to G over F if and
only if M∗ transfers to G over Fv for all places v of F (Lemma 0.4.6), we see
that fG,Ξ(ψM∗ , u) = 0 for all f unlessM∗ transfers to G globally in view of the
definition of fv,G,Ξ(ψM∗,v, u) in §2.6.
Lemma 3.5.5. The linear form fG,Ξ(ψM∗ , u) depends only on the underlying inner
twist for Ξ and the image of u in Nψ(M∗, G∗). (Namely if Ξ1 and Ξ2 give rise
to isomorphic inner twists and if u1, u2 have the same image in Nψ(M∗, G∗) then
fG,Ξ1(ψM∗ , u1) = fG,Ξ2(ψM∗ , u2).)
In light of the lemma we have a well-defined linear form f 7→ fG(ψM∗ , u)
for u ∈ NψM∗ (M∗, G∗) without reference to Ξ. Compare this with the para-
graph following Lemma 3.5.6 below.
Proof. This is clear from parts 1 and 2 of Proposition 3.5.4.
Next we define the second global linear form. Let ψ ∈ Ψ(G∗, ηχ) and s ∈
Sψ,ss. To (ψ, s) corresponds a pair (e, ψe) (see §1.4), where e ∈ E(G∗) and ψe is
an OutG(Ge)-orbit in Ψ(Ge, ηχηe).Write sv ∈ Sψv,ss for the image of s at each
place v. Define a linear form
f ∈ H(G) 7→ f ′G,Ξ(ψ, s)
given, whenever f =
∏
v fv, by formula
f ′G,Ξ(ψ, s) := f
e(ψe) =
∏
v
f ev(ψ
e
v) =
∏
v
f ′v,G,Ξ(ψv, sv).
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Unlike in the local setting e is an isomorphism class, not a strict isomorphism
class, but f e and f e(ψe) are well-defined. This is due to Proposition 1.1.3 and
the fact that the adelic Kottwitz-Shelstad transfer factor depends only on the
isomorphism class. Notice that the definition does not involve any choice of
M∗ or ψM∗ , as already observed in Lemma 2.6.3 in the local setup. However
we also write f ′G,Ξ(ψM∗ , s) for f
′
G,Ξ(ψ, s) if ψ is the image of ψM∗ ∈ Ψ2(M∗, ηχ).
Lemma 3.5.6. For ψ ∈ Ψ(G∗, ηχ), f ′G,Ξ(ψ, s) is dependent only on the underlying
inner twist of Ξ and the image s of s in Sψ (in the same sense as in the preceding
lemma).
As a consequence, the linear form f 7→ f ′G(ψ, x) is unambiguously defined
onH(G) for every ψ ∈ Ψ(G∗, ηχ) and x ∈ Sψ regardless of the choice of Ξ. The
analogue for fG,Ξ(ψ, x) is more complicated; a version of it is stated at the end
of this subsection.
Proof. The independence results from the fact that the adelic transfer factor is
independent of the choice of Ξ, cf. Proposition 1.1.3, implying that the global
transfer f → f e is independent of the choice of Ξ. To see the latter asser-
tion, let s0 ∈ Sradψ . Since (s0s)v and sv have the same image in S♮ψv , Lemma
2.6.1 gives us f ′v,G,Ξ(ψ, (s0s)v) = f
′
v,G,Ξ(ψ, sv), hence f
′
G,Ξ(ψ, s0s) = f
′
G,Ξ(ψ, s).
On the other hand for each y ∈ Z(Ĝ∗)Γ, we have f ′G,Ξ(ψ, ys) = f ′G,Ξ(ψ, s)
by Lemma 2.6.5 and the exact sequence (0.3.3). This completes the proof as
Sψ = Sψ/Sradψ Z(Ĝ∗)Γ by Lemma 0.4.13.
Once the local intertwining relation (Theorem 2.6.2) is established for local-
izations of G, the following should be an immediate corollary by taking prod-
uct over all places.
Theorem 3.5.7. (Global intertwining relation) Let M∗ be a proper Levi subgroup of
G∗ and ψM∗ ∈ Ψ2(M∗, ηχ). Write ψ for the image of ψM∗ in Ψ(G∗). Assume that
the local intertwining relation holds for the pair (M∗, G∗) and ψM∗,v for each place
v of F . Then for every pair of u ∈ NψM∗ (M∗, G∗) and s ∈ SψM∗ ,ss(G) having the
same image in SψM∗ (G∗),
f ′G(ψ, sψs
−1) = fG(ψM∗ , u), f ∈ H(G). (3.5.4)
In particular fG(ψM∗ , u) depends only on ψ rather than ψM∗ itself, and if M∗ does
not transfer to a Levi subgroup of G then f ′G(ψ, sψs) = 0.
Remark 3.5.8. Eventually (3.5.4) will be valid even when M∗ = G∗ and thus ψ ∈
Ψ2(G
∗, ηχ), but can be stated only after the local classification theorem is known for the
definition of fG(ψ, u) is conditional on it; see the next subsection. The caseM∗ 6= G∗
is treated before the local classification theorem and indeed serves as an input for the
proof.
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Proof. The last assertion follows from Lemma 1.3.4 and (the paragraph below)
Theorem 2.6.2. It remains to verify (3.5.4). Since passing from diagram (3.5.1)
to diagram (3.5.2) is functorial, we have a commutative diagram where both
rows are short exact sequences.
W 0ψM∗
// N ♮ψM∗
//

S♮ψM∗

W 0ψM∗
// NψM∗ // SψM∗
A simple diagram chase enables us to choose a lift u ∈ N ♮ψM∗ (M∗, G∗) of u such
that the image of u in S♮ψM∗ (M
∗, G∗) is equal to that of s. Then the localization
uv ∈ N ♮ψM∗,v(M∗, G∗) of u has the same image as sv in S
♮
ψM∗,v
(M∗, G∗). So the
local intertwining relation is applicable and yields f ′v,G,Ξ(ψM∗,v, sψM∗s
−1
v ) =
e(Gv)fv,G,Ξ(ψM∗,v, uv). We conclude by taking the product over all v.
We have a preliminary result on the global intertwining relation analogous
to §2.8. As in the local case we define elliptic parameters by the existence of
a semisimple element s ∈ SψM∗ whose centralizer in SψM∗ is finite. There is
again a chain of inclusions for the sets of discrete, elliptic, and all parameters:
Ψ2(G
∗, ηχ) ⊂ Ψell(G∗, ηχ) ⊂ Ψ(G∗, ηχ).
Decompose ψM∗ as a formal sum of simple parameters:
ψM∗ = ℓ1ψ1 ⊞ · · ·⊞ ℓrψr, r ≥ 1, ℓ1 ≥ · · · ≥ ℓr ≥ 1.
In parallel with the analogous local setup, our basic strategy is to study ψ in the
increasing order of difficulty: non-elliptic parameters, elliptic non-discrete pa-
rameters, and then discrete parameters. Elliptic non-discrete parameters have
the form
ψ = 2ψ1⊞ · · ·⊞ 2ψq⊞ψq+1⊞ · · ·⊞ψr, Sψ ≃ (2,C)q× (1,C)r−q, q ≥ 1. (3.5.5)
Among non-elliptic parameters the following two exceptional cases, cf. (5.7.12)
and (5.7.13) of [Mok] (also see (4.5.11) and (4.5.12) of [Art13]), turn out to be the
most difficult.
(exc1) ψ = 2ψ1 ⊞ ψ2 ⊞ · · ·⊞ ψr, Sψ ≃ Sp(2,C)×O(1)r−1,
(exc2) ψ = 3ψ1 ⊞ ψ2 ⊞ · · ·⊞ ψr, Sψ ≃ O(3,C)×O(1)r−1.
Define Ψexc1(G∗, ηχ) and Ψexc2(G∗, ηχ) to be the subsets of non-elliptic pa-
rameters of Ψ(G∗, ηχ) which have the form (exc1) and (exc2), respectively.
Write Ψexc(G∗, ηχ) := Ψexc1(G∗, ηχ)
∐
Ψexc2(G
∗, ηχ). We record some basic
lemmas on exceptional and non-exceptional parameters.
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Lemma 3.5.9. Suppose that ψ is a non-elliptic non-exceptional parameter, i.e. ψ ∈
Ψell(G∗, ηχ)\Ψexc(G∗, ηχ). Then
1. every simple reflection w ∈ W 0ψ centralizes a torus of positive dimension in Tψ
and
2. dimTψ,s ≥ 1, ∀s ∈ Sψ.
Proof. Except that the local setup is replaced with the global one, the proof of
Lemma 2.8.4 carries over word by word.
Let us define a subset Sψ,ell ⊂ Sψ exactly as in the local case, i.e. as in the
paragraph below Lemma 2.8.4.
Lemma 3.5.10. If ψ ∈ Ψexc(G∗, ηχ) then Sψ,ell = Sψ.
Proof. The proof is identical to that of Lemma 2.8.6.
In the non-elliptic non-exceptional case the global intertwining relation fol-
lows essentially from the induction hypothesis. More precisely we have the
following results analogous to those in the local case, cf. §2.8. The proofs
are omitted as the arguments in that subsection carry over with no essential
change. (Also the readermay compare with the details in the global setup as in
[Art13, §4.5].) We keep the same notation as in the global intertwining relation.
Lemma 3.5.11. Let M be a proper Levi subgroup of G. Let ψM∗ ∈ Ψ(M∗, ηχ), and
ψ ∈ Ψ(G∗, ηχ) be the image of ψM∗ . Let x ∈ SψM∗ (M∗, G∗). Assume that either
1. ψ is elliptic, or
2. every simple reflection w ∈ W 0ψ centralizes a torus of positive dimension in
TψM∗ .
Then fG(ψM∗ , u) is the same for every u ∈ NψM∗ (M∗, G∗) mapping to x.
Proof. The same proof for Lemma 2.8.7 works globally.
Lemma 3.5.12. LetM , ψM∗ , ψ and x be as in the preceding lemma. Then fG,Ξ(ψM∗ , u) =
f ′G,Ξ(ψ, sψs
−1) whenever u ∈ NψM∗ (M∗, G∗) and s ∈ SψM∗ ,ss map to x unless
• ψ is elliptic and x ∈ SψM∗ ,ell, or
• ψ ∈ Ψexc(G∗, ηχ).
Proof. Just like Corollary 2.8.9, the lemma follows from Lemmas 3.5.11 and
3.5.12 as well as the global analogue of Lemma 2.8.8, the latter being verified
by the same argument as in the local case.
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Wedefine the subsetsWψ,reg(M∗, G∗) ⊂Wψ(M∗, G∗) andN ♮ψ,reg(M∗, G∗) ⊂
N ♮ψ(M
∗, G∗) as in the local case, cf. the paragraph below Corollary 2.8.9. So
Wψ,reg(M
∗, G∗) is the subset of w with finitely many fixed points on Tψ, and
N ♮ψ,reg(M
∗, G∗) is the preimage ofWψ,reg(M∗, G∗).
Unless ψ ∈ Ψexc(G∗, ηχ), the above lemmas imply that fG(ψM∗ , u) depends
only on the image of u in SψM∗ (M∗, G∗) so that fG(ψM∗ , x) is well-defined for
x ∈ SψM∗ (M∗, G∗). In the situation that ψ ∈ Ψexc(G∗, ηχ), there is no harm in
restricting our attention to u ∈ N ♮ψM∗ such that wu ∈ WψM∗ ,reg(M∗, G∗), since
only elements inWψM∗ ,reg(M
∗, G∗) (rather than the largerWψM∗ (M
∗, G∗)) con-
tribute to the trace formula. (So the global analogue of Lemma 2.8.10 is not
needed.) Similarly to the local setting, one checks the uniqueness of u ∈ N ♮ψM∗
in the fiber over x such that wu ∈ WψM∗ ,reg(M∗, G∗). (As in the local case, the
fiber over x has two elements, only one of which lands in WψM∗ ,reg(M
∗, G∗)
insideWψM∗ (M
∗, G∗).) This allows us to take fG(ψM∗ , x) to be fG(ψM∗ , u) for
the unique u just mentioned, when analyzing the spectral side of the standard
model below. The upshot is that the linear form
fG(ψM∗ , x) has unequivocal meaning
in all cases appearing in the trace formula.
We remarked that the global intertwining relation follows from a complete
proof of the local intertwining relation. The strategy to obtain the latter is to
embed the local problem in some simple global situation where the global in-
tertwining relation is already known (as in Lemma 3.5.12) or where a good
approximation to the global intertwining relation can be derived from a com-
parison of the trace formulas, cf. §3.8 and §4.5 below.
3.6 The standard model
Here we initiate the comparison of the trace formulas by a procedure named
the standard model by Arthur. This major global input constitutes the back-
bone of our argument. Recall that we have the spectral expansion (3.1.1) and
the endoscopic decomposition (3.3.2) for Idisc,ψ(f)with f ∈ H(G). To compare
the two we need to decompose each of them further and reorganize the terms
into a more amenable form. Let us start the investigation of (3.3.2). Thanks to
the stable multiplicity formula (3.3.6), we may write (3.3.2) as
IGdisc,ψ,ηχ(f) =
∑
(Ge,ζe)∈Eell(G)
ψ∈(ηζe)∗Ψ(Ge,ηζe)
ι(G,Ge)|Sψ |−1ǫGeψ (sψ)σ(S
0
ψ)f
Ge(ψ). (3.6.1)
Recall from Lemma 3.5.6 that the linear form f ′G,Ξ(ψ, x) is well-defined for
all ψ ∈ Ψ(G∗, ηχ) and x ∈ Sψ. Set Eψ,ell := Eell(Sψ) and write Eψ,ell(x) for the
fiber in Eell(Sψ) over x ∈ Sψ. The definition of eψ(x) in §3.3 may be rephrased
as
eG
∗
ψ (x) :=
∑
s∈Eψ,ell(x)
|π0(Sψ,s)|−1σ(S0ψ,s). (3.6.2)
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Proposition 3.6.1. For ψ ∈ Ψ(G∗, ηχ),
IGdisc,ψ(f) = |Sψ|−1
∑
x∈Sψ
eG
∗
ψ (x)ǫ
G∗
ψ (x)f
′
G,Ξ(ψ, sψx
−1).
Proof. This follows exactly as in the case of quasi-split classical groups [Art13,
Cor 4.4.3], noting that f ′G,Ξ(ψ, x) depends only on x as explained in §3.5 and
that the linear form 0sGdisc,ψN in loc. cit. vanishes by the stable multiplicity
formula thanks to Proposition 3.3.1. The reason for the inverse on x in the
summand is explained by the fact that f ′G,Ξ(ψ, sψx
−1) is equal to what Arthur
wrote f ′G(ψ, sψx) in his book in general. This traces back to the difference in the
normalization of the transfer factors: [Art13] adopts the Langlands-Shelstad
definition [LS87] but we specialize the definition in [KS12] to untwisted en-
doscopy. Finally we remark that the endoscopic sign lemma for quasi-split
unitary groups, cf. §1.5, is used in the proof.
The next step in the standard model proceeds in parallel with the endo-
scopic expansion above and aims to turn the spectral expansion (3.1.1) into an
expression amenable for comparison. We begin by relating tr (MP,ψIP,ψ(π, f))
to the global linear forms fG(ψ, x). As usual Ψ(M∗, ψ, w) denotes the set of
ψM∗ ∈ Ψ(M∗, ηχ) such that ψM∗ maps to ψ. Define Ψ(M∗, ψ, w) to be the sub-
set of Ψ(M∗, ψ, w) given by the condition that wψM∗ = ψM∗ .
Lemma 3.6.2. We have an equality tr (MP,ψ(w)IP,ψ(f))
=
∑
ψM∗∈Ψ(M∗,ψ,w)
|SψM∗ |−1
∑
u∈NψM∗ (w)
rP (w,ψM∗)ǫψM∗ (xu)fG(ψM∗ , u).
Proof. We will only sketch the argument as it is essentially the same as that of
[Art13, Cor 4.2.4]. Following [Art13, pp.180-181],we expand tr (MP,ψ(w)IP,ψ(f))
as a sum∑
ψM∗∈Ψ(M∗,ψ,w)
rP (w,ψM∗)
∑
πM∈ΠψM∗
mψM∗ (πM )tr (RP (w, πM , ψM∗)IP (πM , f)),
wheremψM∗ (πM ) ∈ Z≥0 denotes themultiplicity of πM inL2disc,ψM∗ (M(F )\M(AF ))
(defined as on p.180 of loc. cit). Theorem 1.7.1 forM , available as part of the in-
duction hypothesis, tells us that 〈πM , ·〉ξ = ǫψM∗ as the character of the group
SψM∗ (M∗) if and only if πM is automorphic, in which case mψM∗ (πM ) = 1.
Note that there is a canonical isomorphism SψM∗ (M∗) ≃ Sψ(M∗), the lat-
ter defined as in §3.5. (It suffices to observe that ZSψ = SψM∗ (M
∗) and that
S0ψM∗ (M
∗)Z(Ĝ∗)Γ = S0ψM∗ (M
∗)Z(M̂∗)Γ. The latter follows from Z(M̂∗)Γ =
(Z(M̂∗)Γ)0Z(Ĝ∗)Γ, which is in turn deduced from the second display in the
proof of Lemma 0.4.15, for instance.) In view of the definition of fG(ψ, u), the
proof boils down to the claim that
mψM∗ (πM )tr (RP (w, πM , ψM∗)IP (πM , f)) (3.6.3)
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= |SψM∗ (M∗)|−1
∑
u∈NψM∗ (w)
ǫψM∗ (u)tr (RP (u,Ξ, πM , ψM∗ , ψF )IP (πM , f)).
This is immediate from Part 2 of Proposition 3.5.4 if πM is automorphic. Other-
wise the left hand side vanishes, so we need to show that the right hand side is
also zero. Fixing u0 ∈ NψM∗ (w) and writing u = yu0 for elements ofNψM∗ (w),
we can rewrite the right hand side as |SψM∗ (M∗)|−1ǫψM∗ (u0) times
tr (RP (u0,Ξ, πM , ψM∗ , ψF )IP (πM , f))
 ∑
y∈SψM∗ (M
∗)
ǫψM∗ (y)〈πM , y〉ξ

by part 1 of Proposition 3.5.4. Since the bracketed term vanishes, we are done.
Let ψ ∈ Ψ(G∗, ηχ). It is convenient to introduce a linear form
0rGdisc,ψ(f), ψ ∈ Ψ(G∗, ηχ), f ∈ H(G),
which will be shown to be zero eventually. If ψ /∈ Ψ2(G∗, ηχ) then set
0rGdisc,ψ(f) := trR
G
disc,ψ(f).
In this case recall from §3.5 (especially the last paragraph there) that the linear
form f 7→ fG(ψ, x) on H(G) is well-defined for all x ∈ Sψ. Now consider
ψ ∈ Ψ2(G∗, ηχ). Let us introduce a hypothesis on ψ which will be verified
before a complete proof of global theorems:
Hypothesis 3.6.3. The local classification theorem for ψv is proven for every v (so
that Πψ = Πψ(G, ξ) is defined, cf. §1.7, and also that 〈x, π〉 is defined for all x ∈ Sψ
and π ∈ Πψ).
Choose an extended pure inner twist Ξ giving rise to (G, ξ). Under the
above hypothesis one makes sense of the definition (which is theM = G case
of (3.5.3))
fG(ψ, x) :=
∑
π∈Πψ
〈x, π〉fG(π) =
∑
π∈Πψ
(∏
v
〈x, πv〉fG(πv)
)
.
Even though we assumed ψ /∈ Ψ2(G∗, ηχ) andM∗ 6= G∗ in §3.5, the argument
for Lemma 3.5.5 still shows (appealing to Lemma 2.6.5 in view of Remark 2.6.5
and noting that Nψ = Sψ when M∗ = G∗) that fG(ψ, x) is well-defined inde-
pendently of the choice of Ξ. Put
0rGdisc,ψ(f) := trR
G
disc,ψ(f)− |Sψ |−1
∑
x∈Sψ
ǫG
∗
ψ (x)fG(ψ, x). (3.6.4)
Compare with [Mok, (5.5.16)] and [Art13, (4.3.7)]. In their notation we always have κG =
mψ = 1 and Cψ there is equal to our |Sψ|−1.
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Write Wψ(x) for the image in Wψ of the subset of N which is the fiber over
x ∈ Sψ. SetWψ,reg := Wψ ∩Wreg(M) andWψ,reg(x) := Wψ(x) ∩Wψ,reg. Then
the definition of iψ(x) in §3.3 was that
iψ(x) := |W 0ψ |−1
∑
w∈Wψ,reg(x)
sgn0ψ(w)| det(w − 1)|−1. (3.6.5)
The spectral expansion in the non quasi-split case below looks identical to
[Art13, Cor 4.3.3] in the quasi-split case. The difference is that our fG(ψ, x)
is zero by definition if ψ is not a relevant parameter for G. (In contrast, every
parameter is relevant for G∗.)
Proposition 3.6.4. Let ψ ∈ Ψ(G∗, ηχ). Assume Hypothesis 3.6.3 on ψ if ψ ∈
Ψ2(G
∗, ηχ) (but no hypothesis if ψ /∈ Ψ2(G∗, ηχ)). Then
IGdisc,ψ(f) =
0rGdisc,ψ(f) + |Sψ|−1
∑
x∈Sψ
iG
∗
ψ (x)ǫ
G∗
ψ (x)fG(ψ, x),
Proof. We argue as on [Art13, pp.186-188], appealing to our Lemma 3.6.2 in
place of his Corollary 4.2.4. Thenwe have an equality of Idisc,ψ(f)−trRdisc,ψ(f)
with (see the top paragraph on page 187, loc. cit.)∑
M 6=G
|W (M)|−1
∑
w∈Wreg(M)
| det(w − 1)aG
M
|−1
×
∑
ψM∗∈Ψ(M∗,ψ,w)
∑
u∈Nψ(w)
|SψM∗ |−1rP (w,ψM∗)ǫψM∗ (u)fG(ψM∗ , u).
Of courseM∗ in the inner sum denotes a (standard) Levi subgroup ofG∗ which
is a quasi-split inner form of M . We may replace the first sum with the sum
over proper Levi subgroups M∗ of G∗. Indeed if M∗ does not transfer to G
locally everywhere then fG(ψM∗ , u) = 0 by definition so the sum does not
change.
To proceed we argue as on page 187 of [Art13]. Recall that his set Vψ is the
set of pairs (w,ψM∗) ∈ Wreg(M)× Ψ(M∗, ψ) such that wψM∗ = ψM∗ . The first
projection induces a map from Vψ to {Wψ,reg}, the set of conjugacy classes in
Wψ,reg. The key point in his argument is to see that the last summand in the
display above is constant on each fiber of the map Vψ → {Wψ,reg}. This point
is rather easy to check from the definitions except for the factor fG(ψM∗ , u),
where we appeal to Lemma 2.6.3. The rest of Arthur’s argument on that page
remains the same and shows that the display above is equal to
|Wψ |−1
∑
w∈WψM∗ ,reg
∑
u∈NψM∗ (w)
rP (w,ψM∗ )ǫψM∗ (u)fG(ψM∗ , u)
| det(w − 1)aGM ||SψM∗ |
,
which is the same as [Art13, (4.3.2)] (except that we keep ψM∗ in our notation),
as an intermediate result. From here on Arthur’s argument applies without
We remind the reader that we cannot write fG(ψM∗ , u) as fG(ψ, u) until we know that
fG(ψM∗ , u) has the same value for every ψM∗ ∈ Ψ(M∗, ψ), which would only follow from the
intertwining relation.
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change. Thereby we arrive at the equality in the proposition. We merely re-
mark that the spectral sign lemma for quasi-split unitary groups, cf. §1.5, is
used in the proof.
Now the comparison of the endoscopic and spectral expansions leads to the
following formulas.
Corollary 3.6.5. For a non-discrete parameter ψ ∈ Ψ2(G∗, ηχ) and f ∈ H(G),
trRGdisc,ψ(f) = |Sψ|−1
∑
x∈Sψ
iG
∗
ψ (x)ǫ
G∗
ψ (x)(f
′
G(ψ, sψx
−1)− fG(ψ, x)).
When ψ ∈ Ψ2(G∗, ηχ), assuming Hypothesis 3.6.3 we have for f ∈ H(G) that
0rGdisc,ψ(f) = |Sψ|−1
∑
x∈Sψ
iG
∗
ψ (x)ǫ
G∗
ψ (x)(f
′
G(ψ, sψx
−1)− fG(ψ, x)).
Proof. The corollary is an immediate consequence of (3.3.5) as well as Proposi-
tions 3.6.1 and 3.6.4.
3.7 On global non-elliptic exceptional parameters
The global intertwining relation for a non-elliptic parameter ψ ∈ Ψell(G∗, ηχ)
was essentially deduced from the induction hypothesis in Lemma 3.5.12 except
when ψ ∈ Ψexc(G∗, ηχ). In the exceptional case wewill prove a weaker identity
by the comparison of the trace formulas. This will provide a global input for
the later proof of the local intertwining relation in (exc1) and (exc2).
Lemma 3.7.1. Let ψ ∈ Ψexc(G∗, ηχ), i.e. it is a non-elliptic parameter of form (exc1)
or (exc2). Suppose that ψ comes from a discrete parameter on a proper Levi subgroup
M∗ of G∗. Let x ∈ Sψ. IfM∗ does not transfer locally everywhere to G∗ then
f ′G(ψ, sψx
−1) = fG(ψ, x) = 0, f ∈ H(G).
IfM∗ does transfer to a Levi subgroupM of G then∑
x∈Sψ
ǫG
∗
ψ (x)(f
′
G(ψ, sψx
−1)− fG(ψ, x)) = 0, f ∈ H(G)
and RP (w, πM , ψM∗) = 1.
Proof. Our proof proceeds as in the proof of [Art13, Cor 4.5.2] but is simpler in
that no groups other thanG need to be considered. So we outline the argument
with small details omitted.
Using the explicit form of (exc1) and (exc2), we find that Rψ is trivial, that
|W 0ψ| = |Wψ| = 2, and that Wψ,reg has a unique element w. For the latter w
166
we have sgn0ψ(w) = −1 and | det(w − 1)| = 2. Hence iψ(x) = −1/4 in the first
identity of Corollary 3.6.5. The identity reads
trRGdisc,ψ(f) = −
1
4|Sψ|
∑
x∈Sψ
ǫG
∗
ψ (x)(f
′
G(ψ, sψx
−1)− fG(ψ, x)), f ∈ H(G).
(3.7.1)
Fix an element ψM∗ ∈ Ψ2(M∗, ηχ) which maps to ψ. We argue as in the
proof of Lemma 2.6.1, noting that M∗s = M
∗ in our special case. The argu-
ment there shows that if M∗ does not transfer to G locally everywhere then
f ′G(ψ, sψx
−1) = 0, and ifM∗ does transfer then f ′G(ψ, sψx
−1) = f ′M (ψM∗ , sψs
−1).
In the former case fG(ψ, x) = 0 by definition, so the proof is finished. From
now on we assume that M∗ transfers to a Levi subgroup M of G by Lemma
0.4.6. Then a unique inner twist (M, ξM ) is determined on M . Arguing as at
the top of [Art13, p.210], we obtain
|Sψ|−1
∑
x∈Sψ
ǫG
∗
ψ (x)f
′
G(ψ, sψx
−1) =
∑
πM∈ΠψM∗
mψM∗ (πM )tr (IP (πM , f)).
Wehave |Sψ| = |SψM∗ | from the diagram (3.5.2) and the fact that Sψ = Sψ(M∗, G∗),
SψM∗ = Sψ (cf. proof of Lemma 3.6.2), and |W 0ψ | = |Wψ| = 2. The surjection
Nψ → Sψ restricts to a bijection Nψ(w)→ Sψ, and we have∑
x∈Sψ
ǫG
∗
ψ (x)fG(ψ, x) =
∑
u∈Nψ(w)
∑
πM∈ΠψM∗
ǫG
∗
ψ (u)tr (RP (u,Ξ, πM , ψM∗ , ψF )IP (πM , f)).
Via (3.6.3), this equals∑
πM∈ΠψM∗
mψM∗ (πM )tr (RP (w, πM , ψM∗)IP (πM , f)).
Therefore
trRGdisc,ψ(f) +
1
4
∑
x∈Sψ
tr ((1−RP (w, πM , ψM∗))IP (πM , f)) = 0.
Sincew is an element of the groupWψ of order 2, the square ofRP (w, πM , ψM∗)
is the identity map. This implies that tr ((1 − RP (w, πM , ψM∗))IP (πM , f)) is a
nonnegative linear combination of the traces of irreducible representations (as
a linear form in f ), therefore that the whole left hand side is such a nonnegative
linear combination. Hence we find that RGdisc,ψ = 0 and that the summand for
each x is zero. The lemma results from this vanishing and (3.7.1).
3.8 On global elliptic parameters I
For global elliptic parameters we have made little progress toward the global
intertwining relation due to the fact that the induction hypothesis was not of
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any immediate help. As in the previous section 3.7, our plan is to settle for
a weaker identity for now, which is still good enough for deriving the local
intertwining relation for local elliptic parameters later.
Any elliptic non-discrete parameterψ ∈ Ψ2ell(G∗, ηχ) has the following form,
where ψi are mutually non-isomorphic simple parameters, cf. [Art13, (5.2.4)],
[Mok, (6.2.1)]:
ψ = 2ψ1 ⊞ · · ·⊞ 2ψq ⊞ ψq+1 ⊞ · · ·⊞ ψr,
Sψ ≃ O(2,C)q ×O(1,C)r−q, q ≥ 1.
Lemma 3.8.1. Let ψ ∈ Ψ2ell(G∗, ηχ). For every f ∈ H(G),
trRGdisc,ψ(f) = 2
−q|Sψ|−1
∑
x∈Sψ,ell
ǫG
∗
ψ (x)(f
′
G(ψ, sψx
−1)− fG(ψ, x)).
Proof. An easy observation from the definition of iψ is that iψ(x) = 0 if x /∈
Sψ,ell. In case x ∈ Sψ,ell it is easily computed again from the definition that
iψ(x) = 2
−q as appearing in the proof of Lemmas 5.2.1 and 5.2.2 of [Art13].
Now the lemma is just a special case of Corollary 3.6.5.
4 CHAPTER 4: GLOBALIZATIONS AND THE LOCAL CLASSIFICATION
The aim of this chapter is to establish the local intertwining relation (Theorem
2.6.2) and the local classification theorem (Theorem 1.6.1) for generic parame-
ters. In both proofs we utilize the powerful global method based on the trace
formula. To this end we embed the local setup of each theorem in amenable
global situations by exploiting a large degree of freedom in choosing the global
data. After constructing globalizations up to §4.4 we prove the local intertwin-
ing relation in §4.5 and §4.6 and the local classification theorem in the last three
subsections.
We could have constructed global extended pure inner twists in the global-
izations but the reader will notice that we work with pure inner twists instead.
Themain reason is to keep the results in this paper as unconditional as possible,
since certain facts about the transfer factors needed in our work are available
for pure inner twists but not for extended pure inner twists at the moment (see
the discussion of §1.1.2).
4.1 Globalization of the group
When F˙ is a totally real number field and E˙ is a totally imaginary quadratic
extension of F˙ , we say that E˙/F˙ is a CM extension (of number fields) for sim-
plicity.
Lemma 4.1.1. Let E/F be a quadratic extension of local fields of characteristic 0. Let
r0 ∈ N. Then there exists a CM extension of number fields E˙/F˙ and a place u of F˙
such that
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• F˙ has at least r0 real places, and
• E˙u/F˙u = E/F .
Proof. This is standard and easily deduced from [Art13, Lem 6.2.1].
Lemma 4.1.2. Let E/F , E˙/F˙ and u be as in Lemma 4.1.1. Let v2 6= u be a non-split
place of F˙ in E˙. Let (G, ξ) be an inner twist of UE/F (N). Then there exists (G˙, ξ˙) an
inner twist of G˙∗ = UE˙/F˙ (N) such that
1. (G˙u, ξ˙u) = (G, ξ), and
2. G˙v is quasi-split for all v 6∈ {u, v2}.
3. if N is odd, we can also assume that G˙v2 is quasi-split, and
4. if N is even and v2 is an archimedean place, then we can assume that G˙v2 is
isomorphic to either UE˙v2/F˙v2 (N/2, N/2) or UE˙v2/F˙v2 (N/2− 1, N/2 + 1).
Moreover if (G, ξ, z) is a pure inner twist of UE/F (N) (in fact every (G, ξ) can be
promoted to a pure inner twist since the top horizontal arrow is onto in the diagram of
§0.3.3) then there exists a pure inner twist (G˙, ξ˙, z˙) of UE˙/F˙ (N) such that
1. (G˙u, ξ˙u, z˙u) = (G, ξ, z),
2. (G˙v, ξ˙v, z˙u) is the trivial pure inner twist (in particular G˙v is quasi-split) for all
v 6∈ {u, v2}, and
3. condition 3 above holds true verbatim.
Proof. It suffices to check the assertion about pure inner twists. From [Kot86,
Cor 2.5, Prop 2.6] we get an exact sequence
H1(F, G˙∗)→
⊕
v
H1(Fv, G˙
∗)
∑
αv→ π0(Z( ̂˙G∗)Γ)D → 0,
where D denotes the Pontryagin dual. Note that π0(Z(
̂˙G∗)Γ)D ≃ Z/2Z and
the map αv : H1(Fv, G˙∗) → π0(Z( ̂˙G∗)Γ)D is identified with the left vertical
map in the diagram of §0.3.3). Since u and v2 do not split in E˙ we see that
the map H1(Fv , G˙∗) → Z/2Z is onto for v ∈ {u, v2}. Now choose an element
(Gv, ξv, zv) at each place v such that (Gu, ξu, zu) = (G, ξ, z), αu(Gu, ξu, zu) =
αv2(Gv2 , ξv2 , zv2), and (Gv, ξv, zv) is trivial for v 6∈ {u, v2}. IfN is even and v2 is
archimedean then we can impose condition 4 because the real unitary groups
U(N/2, N/2) and U(N/2 − 1, N/2 + 1) have different images under αv2 . By
the exact sequence there exists (G˙, ξ˙, z˙) ∈ H1(F, G˙∗) localising to (Gv, ξv, zv) at
every v, thus satisfying all the conditions of the lemma.
We shall also occasionally have need of the following globalization, which
is easily obtained via the same process.
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Lemma 4.1.3. Let E/F be a quadratic extension of local fields of characteristic 0. Let
r0 ∈ N. Let χ ∈ ZκE . Let (G, ξ) be an inner twist of UE/F (N). Then there exists
a CM extension E˙/F˙ , two places u1, u2 of F˙ , χ˙ ∈ ZκE˙ , and (G˙, ξ˙) an inner twist of
UE˙/F˙ (N) such that
• F˙ has at least r0 real places,
• E˙u/F˙u = E/F for u = u1, u2,
• χ˙u = χ for u = u1, u2,
• (G˙u, ξ˙u) = G for u = u1, u2, and
• G˙v is quasi-split for all v 6∈ {u1, u2}.
Moreover we can promote (G˙, ξ˙) to a pure inner twist (G˙, ξ˙, z˙).
4.2 Globalization of the representation
In order to be able to globalize a parameter, we must first globalize individual
representations. The globalization is carried out on quasi-split unitary groups.
Lemma 4.2.1. Let E˙/F˙ be a CM extension of number fields such that F˙ has at least
two archimedean places. Let G˙∗ = UE˙/F˙ (N) denote the associated quasi-split unitary
group. Let V be a finite set of places of F˙ that do not split in E˙ and assume that
at least one archimedean place v∞ of F˙ is not contained in V . For all v ∈ V , let
πv ∈ Π2,temp(G˙∗v) be a square integrable representation. Then there exists a cuspidal
automorphic representation π˙ of G˙∗(AF˙ ) such that for all v ∈ V , π˙v = πv and π˙v∞
has sufficiently regular infinitesimal character.
Proof. The result will follow from an application of Theorem 4.8 of [Shi12].
Choose a discrete series representation πv∞ ∈ Π2,temp(G˙∗v∞) whose infinites-
imal character is sufficiently regular. In the notation of [Shi12], we take S =
V ∪ {v∞} and f̂S = ⊗v∈S f̂v where f̂v is taken to be the characteristic function
on the singleton set {πv} ⊂ ˙̂G∗(Fv) (which has positive Plancherel measure i.e.
µ̂plS (f̂S) > 0, since the center of each G˙
∗(Fv) is compact). Theorem 4.8 of [Shi12]
implies that
lim
n→∞
µ̂n(f̂S) = µ̂
pl
S (f̂S) > 0
This shows that for some n ∈ Z≥1, µ̂n(f̂S) 6= 0. Unwinding the definition gives
the existence of π˙ such that f̂v(π˙v) 6= 0 for each v ∈ S, so the lemma follows.
We shall often have need of the following strengthening of Lemma 4.2.1.
Lemma 4.2.2. Let E˙/F˙ , G˙∗, V be as in Lemma 4.2.1. For all v ∈ V , let M∗v be a
Levi subgroup of G˙∗v such that M
∗
v = G˙
∗
v if v is archimedean. For each v ∈ V let
πM∗v ∈ Π2,temp(M∗v ). Then there exists a cuspidal automorphic representation π˙ of
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G˙∗(AF˙ ) such that for all v ∈ V , if M∗v = G˙∗v then π˙v = πM∗v and if M∗v 6= G˙∗v then
π˙v is an irreducible subquotient of the induced representation IG˙
∗
v
M∗v
(πM∗v ⊗χ) for some
unramified unitary character χ ∈ Ψu(M∗v ) (cf. [Shi12, §2.3]).
Proof. The result follows from an application of [Shi12, Thm 4.8] in the same
way as Lemma 4.2.1 if we take f̂v to be the characteristic function on the set of
irreducible subquotients of the induced representations IG˙∗vM∗v (πM∗,v ⊗χ)where
χ runs through the unramified unitary characters χ ∈ Ψu(M∗v ) (cf. Example 5.6
of [Shi12]).
Lemma 4.2.3. Let E/F be a quadratic extension of local fields, ξ : UE/F (N) → G
an inner twist,M∗ ⊂ UE/F (N) a standard Levi subgroup such thatM := ξ(M∗) is
defined over F , and π ∈ Π2(M) a discrete series representation.
Then there exists a CM-extension E˙/F˙ and two places u, v of F˙ that do not split in
E, with v archimedean, and E˙u/F˙u ∼= E/F . There exists furthermore an inner twist
ξ˙ : UE˙/F˙ (N) → G˙ with G˙ quasi-split away from u and v, as well as an isomorphism
ι : G˙u → G such that ξ = ι ◦ ξ˙u. Moreover, if M˙∗ ⊂ UE˙/F˙ (N) is the standard Levi
subgroup with M˙∗u = M
∗, then M˙ := ξ˙(M˙∗) is defined over F and ι provides an
isomorphism M˙u →M .
Finally, there exists a discrete automorphic representation π˙ of M˙ such that ι iden-
tifies π˙u with π.
4.3 Globalization of a simple parameter
We shall globalize a simple parameter. It is worth remembering that a global
parameter can be localized thanks to Proposition 1.3.3. We shall perform two
different globalizations both of which shall later be required.
For every CM extension E˙/F˙ we fix characters χ+ ∈ Z+E˙ and χ− ∈ Z
−
E˙
. As
usual η˙λ : LUE˙/F˙ (N) →֒ LGE˙/F˙ denote the L-morphism η˙χλ for each N ≥ 1
and each λ ∈ {±1}. Fix a sign κ ∈ {±1} once and for all. For simplicity we
often write just η˙ for η˙κ.
Lemma 4.3.1. Let E˙/F˙ be a CM extension such that F˙ has at least two archimedean
places. Let G˙∗ := UE˙/F˙ (N) and η˙ = η˙κ as above. Let V be a finite set of places of
F˙ that do not split in E˙. For all v ∈ V , let φv ∈ Φ2,bdd(G˙∗v) be a square integrable
parameter. Furthermore, assume that for at least one v ∈ V , φv ∈ Φsim(G˙∗v). Then
there exists a simple generic global parameter φ˙ ∈ Φsim(G˙∗, η˙) such that for all v ∈ V ,
φ˙v = φv.
Proof. For each v ∈ V , we choose πv ∈ Πφv , a square integrable representation
of the quasi-split unitary group G˙∗(Fv) in the L-packet associated to φv . Ap-
plying Lemma 4.2.1, we obtain a cuspidal automorphic representation π˙ of the
quasi-split unitary group G˙∗(AF˙ ) such that π˙v = πv and π˙v∞ has sufficiently
regular infinitesimal character. Let φ˙ be the global parameter such that π˙ ∈ Πφ˙.
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The condition on π˙v∞ implies that φ˙ is a generic parameter. By construction,
we know that φ˙v = φv for all v ∈ V . It remains to verify that φ˙ is simple. This
follows from the fact that for some v ∈ V , φ˙v ∈ Φsim(G˙∗v).
Lemma 4.3.2. Let N ≥ 2. Let E˙/F˙ , F˙ , G˙∗, η˙, V , {φv}v∈V be as in Lemma 4.3.1.
Assume that for at least one v ∈ V , φv ∈ Φsim(G˙∗v). Let v2 6∈ V be a finite place that
does not split in E˙. Then there exists a simple generic global parameter φ˙ = (φ˙N , ˜˙φ) ∈
Φsim(G˙
∗, η˙) such that
• φ˙v = φv for all v ∈ V , and
• the parameter φ˙Nv2 has the decomposition
φ˙Nv2 = φ
N−2
− ⊕ φ1+ ⊕ (φ1+)⋆
where φN−2− ∈ Φ˜sim(N − 2), and φ1+ ∈ Φ(1) is a character which is not conju-
gate self-dual.
Proof. The proof follows the same lines as the proof of Lemma 4.3.1. The dif-
ference is that we shall apply Lemma 4.2.2 to the set V ′ = V ∪ {v2} instead of
Lemma 4.2.1 to the set V .
For each v ∈ V , we choose πv ∈ Πφv , a square integrable representation of
the quasi-split unitary group G˙∗(Fv) in the L-packet associated to φv .
LetM∗v2 be a maximal proper Levi subgroup of G˙
∗
v2 of the form
M∗v2 =M
∗
v2,− ×GE˙v2/F˙v2 (1),
where M∗v2,− = UE˙v2/F˙v2 (N − 2). We fix a representation πM∗v2 = π− × π+ ∈
Π2,temp(M
∗
v2) such that (π+)
cπ−1+ is not an unramified character (viewing π+
as a character of GL(1, E˙v2); here c ∈ Gal(Ev2/Fv2) is the nontrivial element).
Write η˙M˙∗ for the composition of η˙ with the Levi embedding
LM˙∗ →֒ LG˙∗.
Denote by φπM∗v2
the generic parameter associated to πM∗v2 . Then we have
η˙M∗,v2φπM∗v2
= φN−2− ⊕ λ+ ⊕ λ⋆+,
where φN−2− ∈ Φ˜sim(N − 2), λ+ ∈ Φ(1), and the character λ−1+ λ⋆+ is not un-
ramified. This implies that the character φNπ1 · χ is not conjugate self-dual for
all unramified unitary characters χ. We observe that if σ is an irreducible con-
stituent of the induced representation IG˙
∗
v2
M∗v2
(πM∗v2 ⊗ χ) for some unramified
unitary character χ ∈ Ψu(M∗v2), then the associated parameter φσ satisfies
η˙v2φσ = φ
N−2
− ⊕ φ1+ ⊕ (φ1+)⋆
where φ1+ ∈ Φ(1) is an unramified twist of λ+, which is therefore not conjugate
self-dual.
The result follows by arguing as in the proof of Lemma 4.3.1 and appealing
to Lemma 4.2.2 with the set V ∪{v2} instead of Lemma 4.2.1 with the set V .
Here we use the fact that if piv ∈ Π2,temp(G˙∗(Fv)) belongs toΠφv,1 andΠφv,2 for two generic
parameters φv,1 and φv,2 then φv,1 = φv,2. However this may fail if either is non-generic.
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4.4 Globalization of a parameter
As before letE/F be a quadratic extension of local fields of characteristic 0. Let
M∗ be a Levi subgroup of G∗ := UE/F (N). This subsection consists of various
globalizations of groups and parameters to be needed for later proofs in the
generic case. To explain this we introduce new terminology: a Levi subgroup
M∗ of G∗ is called linear if it is isomorphic to a product of Weil restriction of
scalars of linear groups. The propositions are then organized according to the
following cases.
1. N is odd. (Proposition 4.4.2)
2. N is even.
(a) M∗ = G∗. (Proposition 4.4.3)
(b) M∗ 6= G∗,M∗ is not linear, N ≥ 6. (Proposition 4.4.4)
(c) M∗ 6= G∗,M∗ is not linear, N = 4. (Propositions 4.4.5, 4.4.6)
(d) M∗ 6= G∗,M∗ is linear. (Proposition 4.4.7)
The complication in the even case is caused by the parity obstruction that an
inner twist (G, ξ) ofG∗ does not always admit a global inner twist (G˙, ξ˙)which
localizes to (G, ξ) at one place and is quasi-split at all the other places. Themost
subtle case of all turns out to be the case 2(c), in which case we have to check the
local intertwining relation explicitly at archimedean places for enough cases.
In fact it is fair to say that the case 2(c) is at the basis of the whole induction
argument to prove LIR.
Let E/F be a quadratic extension of local fields and G∗ := UE/F (N). Tem-
porarily choose a sign κ ∈ {±1} and a character χκ ∈ ZκE . (In practice κ and χκ
will be determined by the global choices given below.) Let φ ∈ Φbdd(G∗) be a
generic bounded parameter. As usual ηκφ admits a decomposition into simple
parameters
ηκφ = ⊕ri=1ℓiφNii , φNii ∈ Φsim(Ni), ℓi ∈ Z≥1.
Suppose that φ ∈ Φell(G∗) ∪ Φexc(G∗) (namely it is not simultaneously non-
elliptic and non-exceptional). Such a parameter can be coarsely classified up to
a reordering of factors as follows. Observe that the classification is independent
of the choice of κ and χκ.
Φ2(G
∗): ηκφ = φN11 ⊕ · · · ⊕ φNrr , where Sφ ≃ (1,C)r.
Φ2ell(G
∗): ηκφ = 2φN11 ⊕· · · 2φNqq ⊕φNq+1q+1 ⊕· · ·⊕φNrr , where Sφ ≃ (2,C)q×(1,C)r−q,
q ≥ 1.
exc1: ηκφ = 2φN11 ⊕ φN22 ⊕ · · · ⊕ φNrr , where Sφ ≃ Sp(2,C)× (1,C)r−1.
When E/F globalizes to a CM extension E˙/F˙ , we can globalize χκ to χ˙κ ∈ Zκ
E˙
as in [Mok,
Lem 7.2.2] but we do not need such a result.
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exc2: ηκφ = 3φN11 ⊕ φN22 ⊕ · · · ⊕ φNrr , where Sφ ≃ (3,C)× (1,C)r−1.
There exists a Levi subgroupM∗ of G∗ unique up to conjugation such that
Φ2(M
∗, φ) is non-empty, that is, there exists a parameter φM∗ ∈ Φ2(M∗)which
maps to φ via (any) Levi embedding iM∗ : LM∗ →֒ LG∗. ExplicitlyM∗ has the
form
M∗ =M∗− ×GE/F (N1)ℓ
′
1 × · · · ×GE/F (Nr)ℓ
′
r ,
where ℓ′i = ⌊ℓi/2⌋, N− =
∑
ℓi oddNi, and M
∗
− = UE/F (N−). By restricting
the L-embedding ηM∗ = ηκiM∗ we obtain η− : LM∗− →֒ LG(N−) and η′i :
LG(Ni) →֒ LG(2Ni) for each 1 ≤ i ≤ r. In particular this allows us to view
(M∗−, η−) ∈ E˜sim(N−). The parameter φM∗ = φ−×
∏r
i=1(φ
′
i)
ℓ′i is determined by
the condition that η−φ− = ⊕2∤ℓiφNii and η′iφ′i = 2φNii . Moreover φ− is bounded
since φ is.
Let us set up some common notation from here throughout the end of §4.6.
As in the previous subsection we fix a sign κ ∈ {±1} and χ˙λ ∈ ZλE˙ for all
CM extensions E˙/F˙ and all λ ∈ {±1}. By G˙∗ we always denote the global
unitary group UE˙/F˙ (N), and often write η˙ = η˙κ for the L-embedding
LG˙∗ →֒
LGE˙/F˙ (N). Typically we will have a place u of F˙ such that E˙u/F˙u = E/F and
G˙u = G. In this case we write η for η˙u, the restriction of η˙ to the embedding
of L-groups relative to the local field F˙u. In every lemma or proposition below
we aim to construct global data with certain properties starting from (a subset
of) the following local data. (We already discussedG∗, φ,M∗, and φM∗ above.)
• E/F is a quadratic extension of local fields,
• G∗ = UE/F (N) andM∗ is a Levi subgroup of G∗,
• (G, ξ) is an inner twist of G∗,
• φ ∈ Φbdd(G∗) is the image of φM∗ ∈ Φ2(M∗).
Lemma 4.4.1. Given (E/F,G∗, φ,M∗, φM∗) as above, we can find the global data
(E˙/F˙, u, v1, G˙
∗, φ˙, M˙∗, φ˙M˙∗),
where E˙/F˙ is a CM extension, u is a place of F˙ that does not split in E˙, v1 is a finite
place of F˙ that does not split in E˙, G˙∗ = UE˙/F˙ (N), φ˙ ∈ Φ(G˙∗, η˙), M˙∗ is a Levi
subgroup of G˙∗, and φ˙M˙∗ ∈ Φ2(M˙∗, φ˙), such that
1. E˙u/F˙u = E/F and (G˙∗u, φ˙u, M˙
∗
u , φ˙M˙∗,u) = (G
∗, φ,M∗, φM∗),
2. if φ ∈ Φ2(G∗) (resp. Φ2ell(G∗), resp. Φexc1(G∗), resp. Φexc2(G∗)) then φ˙ ∈
Φ2(G˙
∗) (resp. Φ2ell(G˙
∗), resp. Φexc1(G˙∗), resp. Φexc2(G˙∗)),
3. φ˙v1 ∈ Φbdd(G˙∗v1) and φ˙M∗,v1 ∈ Φ2,bdd(M˙∗v1) and
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4. the canonical maps
Sφ˙M∗ → Sφ˙M∗,v
Sφ˙ → Sφ˙v
are isomorphisms for v ∈ {u, v1}.
Proof. By Lemma 4.1.1, we obtain (E˙/F˙, u)which globalizes the local extension
E/F . We fix a non-archimedean place v1 of F˙ that does not split in E˙. We can
associate to each φNii a pair
(G∗i , ηi) = (UE˙/F˙ (Ni), η˙χκi ) ∈ E˜sim(Ni)
with unique sign κi ∈ {±1}. We also fix some simple parameters φv1,i ∈
Φsim(G˙
∗
i,v1 ) such that φv1,i 6= φv1,j for all i 6= j (hence also η˙i,v1φv1,i 6= η˙j,v1φv1,j).
We apply Lemma 4.3.1 to obtain a simple global parameter φ˙i ∈ Φsim(G˙∗i , η˙i)
such that φ˙i,u = φi and φ˙i,v1 = φv1,i.
We define the global parameter
φ˙N = ℓ1φ˙
N1
1 ⊕ · · · ⊕ ℓrφ˙Nrr ∈ Φ˜(N).
By construction, we observe that φ˙Nu = ηκφ. We must check that φ˙
N is in the
image of Φ(G˙∗, η˙κ). If this were not true, Proposition 1.3.1 tells us that φ˙N
comes from a parameter φ˙ of Φ(G˙∗, η˙−κ). Hence φ˙Nu has sign −(−1)N−1κ in
view of Proposition 1.3.3. However ηκφ has sign (−1)N−1κ, cf. Lemma 1.2.5,
so this is a contradiction. So φ˙N comes from φ˙ ∈ Φ(G˙∗, η˙κ).
Set M˙∗− := UE˙/F˙ (N−) and define
M˙∗ := M˙∗− ×GE˙/F˙ (N1)ℓ
′
1 × · · · ×GE˙/F˙ (Nr)ℓ
′
r .
as a Levi-subgroup of G˙∗. By restricting η˙ to LM˙∗, we obtain an L-embedding
η˙M˙∗ :
L M˙∗ →֒L G(N). We define a parameter in Φ2(M˙∗, η˙M˙∗)
φ˙M˙∗ = φ˙− × (φ˙′1)ℓ
′
1 × · · · × (φ˙′r)ℓ
′
r , φ˙− ∈ Φ(·M∗−, η˙−), φ˙′i ∈ Φ(G(Ni)),
by requiring that φ˙N
M˙∗
= (⊕2∤ℓi φ˙Nii )⊕ (⊕ri=12ℓ′iφ˙Nii ) in the way that φ˙− maps to
(⊕2∤ℓi φ˙Nii ) and each φ˙′i to 2ℓ′iφ˙Nii .
We have constructed the globalized data (E˙/F˙, u, v1, G˙∗, η˙, φ˙, M˙∗, φ˙M˙∗). It
remains to verify that conditions 1 through 4 are satisfied. Conditions 1 and 3
are clearly satisfied. Our construction is an adaptation of Arthur’s construction
in [Art13, Prop 6.3.1]. It follows form the construction and the definition of the
local and global groups that condition 4 is satisfied. (To see this one utilizes
the explicit description of Sφ˙, Sφ˙v , etc in §1.2.4 and §1.3.4 and argues as on the
last paragraph on page 324 of [Art13].) Finally, it follows from the construction
and the isomorphism Sφ˙ ≃ Sφ that condition 2 is satisfied.
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We would like to adapt the preceding lemma, which concerns the quasi-
split case, to the setting of inner twists. The following globalization shall act as
our analogue of [Art13, Prop 6.3.1] when N is odd.
Proposition 4.4.2. Let (E/F,G∗, (G, ξ), φ,M∗, φM∗) be as above. Assume that N
is odd. There exists the global data
(E˙/F˙, u, v1, G˙
∗, (G˙, ξ˙, z˙), φ˙, M˙∗, φ˙M˙∗)
where E˙/F˙ is a CM extension, u is a place of F˙ not split in E˙, v1 is a finite place of F˙
not split in E˙, G˙∗ = UE˙/F˙ (N), (G˙, ξ˙, z˙) is a pure inner twist of G˙
∗, φ˙ ∈ Φ(G˙∗, η˙),
M˙∗ is a Levi subgroup of G˙∗, and φ˙M˙∗ ∈ Φ2(M˙∗, φ˙), such that
1. E˙u/F˙u = E/F and (G˙u, ξ˙u, φ˙u, M˙∗u , φ˙M˙,u) = (G, ξ, φ,M
∗, φM∗),
2. G˙v is quasi-split for all v 6= u,
3. if φ ∈ Φ2(G∗) (resp. φ ∈ Φ2ell(G∗), resp. φ ∈ Φexc1(G∗), resp. φ ∈ Φexc2(G∗))
then φ˙ ∈ Φ2(G˙∗) (resp. φ˙ ∈ Φ2ell(G˙∗), resp. φ˙ ∈ Φexc1(G˙∗), resp. φ˙ ∈
Φexc2(G˙
∗)),
4. φ˙v1 ∈ Φbdd(G˙∗v1) and φ˙M˙∗,v1 ∈ Φ2,bdd(M˙∗v1),
5. the canonical maps
Sφ˙M∗ → Sφ˙M∗,v
Sφ˙ → Sφ˙v
are isomorphisms for v ∈ {u, v1}.
Proof. By applying Lemma 4.4.1, we globalize the data (E/F,G∗, φ,M∗, φM∗)
to (E˙/F˙, u, v1, G˙∗, φ˙, M˙∗, φ˙M˙∗). We apply Lemma 4.1.2 to obtain a pure inner
twist (G˙, ξ˙, z˙) of G˙∗ such that (G˙u, ξ˙u) = (G, ξ) and G˙v is quasi-split for all
v 6= u.
We are left to deal with the case that N is even. In this case, the globalized
group G˙v will be quasi-split at all places v 6∈ {u, v2} for some auxiliary place
v2, however the group G˙v2 need not be quasi-split. This causes additional com-
plications as we wish that the globalized parameter φ˙ be both relevant and of
a type for which the main local theorems are known outside of the place u.
We begin by dealing with the case that M∗ = G∗ below. Then we shall be
left to deal with the case thatN is even andM∗ 6= G∗. When Gv2 is indeed not
quasi-split, we have only complete results at v2, via the induction hypothesis,
when the local parameter is neither elliptic nor exceptional. In this case we
carry out further case-by-case analysis as explained at the start of this subsec-
tion.
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Proposition 4.4.3. Given (E/F,G∗, (G, ξ), φ) as above, assume that N is even and
M∗ = G∗. Then we can find the global data
(E˙/F˙, u, v1, v2, G˙
∗, (G˙, ξ˙, z˙), φ˙),
where E˙/F˙ is a CM extension, u is a place of F˙ that does not split in E˙, v1 is a finite
place of F˙ that does not split in E˙, v2 is an archimedean place of F˙ , G˙∗ = UE˙/F˙ (N),
(G˙, ξ˙, z˙) is a pure inner twist of G˙∗, φ˙ ∈ Φ2(G˙∗, η˙) is relevant for G˙, such that
1. E˙u/F˙u = E/F and (G˙u, ξ˙u, φ˙u) = (G, ξ, φ),
2. G˙v is quasi-split and the character 〈z˙v,−〉 of Z( ̂˙G)Γv is trivial for all v /∈
{u, v2},
3. φ˙v1 ∈ Φ2(G˙∗v1 ),
4. φ˙v2 ∈ Φ2(G˙∗v2 ),
5. the canonical map
Sφ˙ → Sφ˙v
is an isomorphism for v ∈ {u, v1}.
Proof. This is proved in the same way as Proposition 4.4.2 is deduced from
Lemmas 4.1.2 and 4.4.1 except the following modifications in the statement
and proof of Lemma 4.4.1: Firstly fix any archimedean place v2 of the totally
real field F˙ . Secondly impose the conditions that G˙ is quasi-split at all places
v /∈ {u, v2} and that φ˙v2 ∈ Φ2(G˙∗v2). The latter condition at v2 is achieved in the
same way as at v1.
To obtain z˙, we argue as follows. We have for each place v of F˙
Z(̂˙G∗sc)Γv = Z(̂˙G∗)Γv = {1, v splits in E˙{±1}, else. ,
as well as
Z(̂˙G∗sc)Γ = Z(̂˙G∗)Γ = {±1}.
By assumption ξ˙v ∈ H1(Γv, G˙∗ad) is trivial for all v /∈ {u, v2}. By [Kot86, Prop
2.6] we have an equality 〈ξ˙u,−〉 = 〈ξ˙v2 ,−〉−1 of characters of Z( ̂˙Gsc)Γ. Us-
ing the surjectivity of H1(Γv, G˙∗) → H1(Γv, G˙∗ad) we choose a collection of
elements h˙v ∈ H1(Γv, G˙∗) satisfying h˙v = 1 for v /∈ {u, v2} and lifting the col-
lection ξ˙v . Then we must have an equality 〈h˙u,−〉 = 〈h˙v2 ,−〉−1 of characters
of Z(̂˙G∗)Γu = {±1} = Z( ̂˙G∗)Γv2 . According to [Kot86, Prop 2.6], there exists
h˙ ∈ H1(Γ, G˙∗) whose localization at v is equal to h˙v for all v. Both elements h˙
and ξ˙ are uniquely determined by their localizations, fromwhich we see that h˙
lifts ξ˙. Hence there exists z˙ ∈ h˙ such that (ξ˙, z˙) is a pure inner twist.
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Proposition 4.4.4. Let (E/F,G∗, (G, ξ), φ,M∗, φM∗) be as above (right before Lemma
4.4.1). Assume that N is even, N ≥ 6, and M∗ 6= G∗ is not linear. We can find the
global data
(E˙/F˙, u, v1, v2, G˙
∗, (G˙, ξ˙, z˙), φ˙, M˙∗, φ˙M˙∗),
where E˙/F˙ is a CM extension, u is a place of F˙ that does not split in E˙, v1 and v2 are
finite places of F˙ that do not split in E˙, G˙∗ = UE˙/F˙ (N), (G˙, ξ˙, z˙) is a pure inner twist
of G˙∗, φ˙ ∈ Φ(G˙∗, η˙), M˙∗ is a Levi subgroup of G˙∗, and φ˙M˙∗ ∈ Φ2(M˙∗, φ˙), such that
1. E˙u/F˙u = E/F and (G˙u, ξ˙u, φ˙u, M˙∗u , φ˙M˙∗,u) = (G, ξ, φ,M
∗, φM∗),
2. G˙v is quasi-split for all v 6∈ {u, v2},
3. if φ ∈ Φ2ell(G∗) (resp. φ ∈ Φexc1(G∗), resp. φ ∈ Φexc2(G∗)) then φ˙ ∈ Φ2ell(G˙∗)
(resp. φ˙ ∈ Φexc1(G˙∗), resp. φ˙ ∈ Φexc2(G˙∗)),
4. φ˙v1 ∈ Φbdd(G˙∗v1) and φ˙M˙∗,v1 ∈ Φ2,bdd(M˙∗v1),
5. the parameter φ˙v2 ∈ Φbdd(G˙∗v2) is relevant for (G˙v2 , ξ˙v2), and it is neither
elliptic nor exceptional,
6. the canonical maps
Sφ˙M˙∗
→ Sφ˙M˙∗,v
Sφ˙ → Sφ˙v
are isomorphisms for v ∈ {u, v1}.
Proof. The proposition is proved in the same way as Proposition 4.4.2 except
we appeal here to a modification of Lemma 4.4.1. This modification, whose
proof will be given momentarily, is the following. We choose any place v2 of F˙
different from u and v1 as in the proposition. Nowwe construct a globalization
as in Lemma 4.4.1 satisfying conditions 1-4 there but with the extra condition
that
5. the parameter φ˙v2 ∈ Φbdd(G˙∗v2) is bounded and it is neither elliptic nor
exceptional, furthermore Φ2(M∗v2 , φ˙v2) 6= ∅ for some non-linear Levi sub-
groupM∗v2 .
Suppose for now that this is constructed. Then it only remains to check that
the parameter φ˙v2 is relevant for (G˙v2 , ξ˙v2). LetM
∗
v2 be as in condition 5 above.
Since M˙∗v2 is a non-linear Levi subgroup (as M
∗ = M˙∗u is non-linear), we
see that M˙∗v2 transfers to G˙v2 . Indeed, G˙v2 is a unitary group over a non-
archimedean field as v2 is finite and non-split in E˙, so any non-linear Levi
subgroup of G˙∗v2 transfers to G˙v2 . Hence φ˙v2 is relevant and the proof will be
complete.
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The rest of the proof is devoted to the construction of the desired globaliza-
tion, based upon a slight adaptation of the construction appearing in Lemma
4.4.1. Given the construction, conditions 1-4 of Lemma 4.4.1 will be satisfied in
the same way, so the main issue will be to verify the new condition 5 above.
We shall divide the proof into the following two cases, which we shall consider
separately.
1. There exists 1 ≤ s ≤ r such that either Ns ≥ 3 or Ns = 2 and ℓt is odd for
some s 6= t.
2. Either Ni = 1 for all i = 1, . . . , r, or there exists 1 ≤ s ≤ r such that
Ns = 2 and Ni ∈ {1, 2} and ℓi even for all i 6= s.
We shall begin by considering the first case. We follow the construction
appearing in Lemma 4.4.1 with the following two changes. Firstly, we begin
by globalising the parameter φs, however we appeal to Lemma 4.3.2 instead of
Lemma 4.3.1. The localization of the parameter φ˙s can be written as
φ˙Nss,v2 = φ
Ns−2
s,v2,− ⊕ φ1s,v2,+ ⊕ φ1,⋆s,v2,+,
where φNs−2s,v2,− ∈ Φ˜sim(Ns − 2) and φ1s,v2,+ ∈ Φ(1) is a character which is not
conjugate self-dual. Secondly, when globalising the parameters φi for i 6= s, we
fix some simple parameters φi,v2 ∈ Φsim(G˙∗i,v2) so that η˙i,v2φi,v2 6= φ˙Ns−2s,v2,− and
η˙i,v2φi,v2 6= η˙j,v2φj,v2 for all i 6= j.
Proceeding as in Lemma 4.4.1, we obtain the data (E˙/F˙, u, v1, v2, G˙∗, η˙, φ˙, M˙∗, φ˙M˙∗).
The first four conditions are satisfied, and it remains to check the fifth condi-
tion. By construction, we have that
φ˙v2 = ℓs(φ
Ns−2
s,v2,− ⊕ φ1s,v2,+ ⊕ φ1,⋆s,v2,+)⊕
⊕
i6=s
ℓiη˙i,v2φi,v2 .
Such a parameter is bounded, and it is also neither elliptic nor exceptional due
to the appearance of the character φ1s,v2,+ which is not conjugate self-dual. The
Levi subgroupM∗v2 for which Φ2(M
∗
v2 , φ˙v2) 6= ∅ can be seen to be
M∗v2 =M
∗
v2,− ×GE˙v2/F˙v2 (1)
ℓs ×GE˙v2/F˙v2 (Ns − 2)
ℓ′s ×
∏
i6=s
GE˙v2/F˙v2
(Ni)
ℓ′i
where ℓ′i = ⌊ℓi/2⌋ and M∗v2,− is the quasi-split unitary group in N − 2ℓs −
2ℓ′s(Ns − 2) − 2
∑
i6=s ℓ
′
iNi variables. It follows that the Levi M
∗
v2 is not linear.
This completes the proof of the result for the first case.
Consider now the second case. Let us deal firstly with the parameters of
type (exc1). In this case,
ηκφ = 2φ
N1
1 ⊕ φN22 ⊕ · · · ⊕ φNrr
and Sφ ≃ Sp(2,C) × (1,C)r−1. As N ≥ 6 by considering the possible parame-
ters, we see that N1 = N2 = · · · = Nr = 1 and r ≥ 5. We follow the construc-
tion appearing in Lemma 4.4.1 but impose the following additional conditions
at the v2-place.
179
• φ˙N11,v2 = χ1 for some character χ1 ∈ Φbdd(G˙1,v2).
• φ˙N22,v2 = χ2 for some character χ2 ∈ Φbdd(G˙2,v2) such that χ2 6= χ1.
• For i = 3, . . . , r, φ˙Nii,v2 = χ for some characterχ ∈ Φbdd(G˙2,v2) = Φbdd(G˙i,v2 )
such that χ 6= χ2 and χ 6= χ1.
Under this globalization, we observe that the group Sφ˙v2 ≃ Sp(2,C)× (1,C)×
(N − 3,C). As N ≥ 6, such a parameter is neither elliptic nor exceptional. The
Levi subgroup M∗v2 such that Φ2(M
∗
v2 , φ˙v2) is nonempty has the form M
∗
v2 =
UE˙v2/F˙v2
(2) × GE˙v2/F˙v2 (1)
N−2
2 so the last condition of the lemma is satisfied.
Hence the proof is complete in this case.
Let us now deal with the parameters of type (exc2). In this case,
ηκφ = 3φ
N1
1 ⊕ φN22 ⊕ · · · ⊕ φNrr
and Sφ ≃ (3,C)× (1,C)r−1. AsN ≥ 6 by considering the possible parameters,
we see that either
(i) N1 = N2 = · · · = Nr = 1 and r ≥ 4 or
(ii) N = 6 and φ = 3φ1.
Consider case (i). We shall globalize in a similar fashion to the case of pa-
rameters of type (exc1). However, here we impose the following conditions at
the v2-place.
• φ˙N11,v2 = χ1 for some character χ1 ∈ Φbdd(G˙1,v2).
• For i = 2, . . . , r, φ˙Nii,v2 = χ1 for some characterχ ∈ Φbdd(G˙1,v2) = Φbdd(G˙i,v2)
such that χ 6= χ1.
Under this globalization, we observe that the group Sφ˙v2 ≃ (3,C)× (N − 3,C).
As N ≥ 6, such a parameter is neither elliptic nor exceptional. The Levi sub-
groupM∗v2 as in the last condition of the lemma is not linear as it is isomorphic
toUE˙v2/F˙v2 (2)×GE˙v2/F˙v2 (1)
N−2
2 . It follows that our globalization is as required.
Consider case (ii). We shall globalize in a similar fashion to the case of
parameters of type (exc1). However, here we impose the following conditions
at the v2-place: firstly η1,v2 φ˙1,v2 = χ1 ⊕ χ2 for some pair of characters χ1 and
χ2, and secondly φ˙1,v2 ∈ Φ2,bdd(G˙1,v2) (so χ1 and χ2 are conjugate self-dual
characters which are mutually distinct). Under this globalization, we observe
that the group Sφ˙v2 ≃ (3,C) × (3,C). Such a parameter is neither elliptic nor
exceptional. One can see that the Levi subgroup M∗v2 in the last condition is
isomorphic to UE˙v2/F˙v2 (2)×GE˙v2/F˙v2 (1)
2, which is again not linear. It follows
that our globalization is as required.
Let us deal with the remaining case of elliptic non-square-integrable param-
eters. In this case
ηκφ = 2φ
N1
1 ⊕ · · · ⊕ 2φNqq ⊕ φNq+1q+1 ⊕ · · · ⊕ φNrr , q ≥ 1,
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and Sφ ≃ (2,C)q × (1,C)r−q. We see that either
(i) N1 = N2 = . . . = Nr = 1, or
(ii) N1 = N2 = · · · = Nr−1 = 1, Nr = 2 and q = r − 1.
Consider case (i). We have that q 6= r as M∗ is a non-linear Levi of G∗.
We shall globalize in a similar fashion to the case of parameters of type (exc1).
However, here we impose the following conditions at the v2-place.
• For i = 1, . . . , r − 1, φ˙i,v2 = χ1 for some character χ1 ∈ Φbdd(G˙1,v2) =
Φbdd(G˙i,v2 ).
• φ˙r,v2 = χ for some character χ ∈ Φbdd(G˙r,v2) such that χ 6= χ1.
Under this globalization, we observe that the group Sφ˙v2 ≃ (N − 1,C)× (1,C).
As N ≥ 6, such a parameter is neither elliptic nor exceptional. One verifies
the last condition of the lemma as M∗v2 there is isomorphic to UE˙v2/F˙v2 (2) ×
GE˙v2/F˙v2
(1)
N−2
2 . It follows that our globalization is as required.
Consider case (ii). We shall globalize in a similar fashion to the case of
parameters of type (exc1). However, here we impose the following conditions
at the v2-place.
• φ˙r,v2 = σ for some simple parameter σ ∈ Φsim(G˙r,v2).
• For i = 1, . . . , r − 1, φ˙i,v2 = χ for some character χ ∈ Φbdd(G˙1,v2) =
Φbdd(G˙i,v2 ).
Under this globalization, we observe that the group Sφ˙v2 ≃ (1,C)× (N − 2,C).
As N ≥ 6, such a parameter is neither elliptic nor exceptional. The last con-
dition of the lemma is satisfied as M∗v2 is non-linear and rather isomorphic to
UE˙v2/F˙v2
(2)×GE˙v2/F˙v2 (1)
N−2
2 . We conclude the proof in this final case.
We shall now deal with the case that N = 4 and M∗ 6= G∗ is the unique
non-linear Levi subgroup. This case is more difficult than the previous cases.
The problem is that we can no longer ensure that the globalized parameter is
relevant and neither elliptic nor exceptional at the place v2. We shall reduce the
problem to some examples of exceptional parameters at an archimedean place.
Proposition 4.4.5. Let (E/F,G∗, (G, ξ), φ,M∗, φM∗) be as above. Assume that
N = 4, thatM∗ 6= G∗ is not linear, and that the parameter φ ∈ Φ2ell(G∗) is elliptic.
We can find the global data
(E˙/F˙, u, v1, v2, G˙
∗, (G˙, ξ˙, z˙), φ˙, M˙∗, φ˙M˙ ),
where E˙/F˙ is a CM extension, u is a place of F˙ that does not split in E˙, v1 and v2
are finite places of F˙ that do not split in E˙, G˙∗ = UE˙/F˙ (N), (G˙, ξ˙, z˙) is a pure inner
twist of G˙∗, φ˙ ∈ Φ(G˙∗, η˙), M˙∗ is a Levi subgroup of G˙∗, and φ˙M˙ ∈ Φ2(M˙∗, φ˙), such
that
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1. E˙u/F˙u = E/F and (G˙u, ξ˙u, φ˙u, M˙∗u , φ˙M˙,u) = (G, ξ, φ,M
∗, φM∗),
2. G˙v is quasi-split for all v 6∈ {u, v2},
3. φ˙ ∈ Φ2ell(G˙∗),
4. φ˙v1 ∈ Φbdd(G˙∗v1) and φ˙M∗,v1 ∈ Φ2,bdd(M˙∗v1),
5. φ˙v2 belongs to Φbdd,exc2(G˙
∗
v2) and is (G˙
∗
v2 , ξ˙v2)-relevant,
6. the canonical maps
Sφ˙M → Sφ˙M,v
Sφ˙ → Sφ˙v
are isomorphisms for v ∈ {u, v1}.
Proof. The proposition is proved in the same way as Proposition 4.4.4 except
we appeal here to the following variant of Lemma 4.4.1. When globalising, we
will choose a place v2 of F˙ which does not split in E˙ such that v2 /∈ {u, v1}, and
impose not only conditions 1-4 of the lemma but also the extra condition at v2
that
5. φ˙v2 belongs toΦbdd,exc2(G˙
∗
v2) and is (G˙
∗
v2 , ξ˙v2)-relevant; furthermoreΦ2(M
∗
v2 , φ˙v2) 6=∅ for some non-linear LeviM∗v2 .
Note that condition 2 simply says that φ˙ ∈ Φ2ell(G˙∗, η˙) as we are assuming
φ ∈ Φ2ell(G∗). To complete the proof it is enough to construct this variant glob-
alization.
As the parameter φ is elliptic and M∗ 6= G∗ is not linear, it must be of the
form
φN = 2φN11 ⊕ φN22 ⊕ φN33
where either N1 = N2 = N3 = 1 and Sφ ≃ (2,C) × (1,C)2; or N1 = 1, N2 = 2,
N3 = 0 and Sφ ≃ (2,C)× (1,C).
We follow the construction appearing in Lemma 4.4.1 but impose the fol-
lowing additional conditions at the v2-place. If N1 = N2 = N3 = 1, then
• φ˙1,v2 = χ1 for some character χ1 ∈ Φbdd(G˙1,v2),
• φ˙2,v2 = χ1, and
• φ˙3,v2 = χ2 for some character χ2 ∈ Φbdd(G˙2,v2) such that χ2 6= χ1.
Otherwise if N1 = 1, N2 = 2 and N3 = 0, then
• φ˙1,v2 = χ1 for some character χ1 ∈ Φbdd(G˙1,v2), and
• φ˙2,v2 = χ1 ⊕ χ2 for some character χ2 ∈ Φbdd(G˙1,v2) such that χ2 6= χ1.
182
Under this globalization, we observe that the group Sφ˙v2 ≃ (3,C) × (1,C).
Such a parameter is of the type (exc2). One can see that the Levi subgroup
M∗v2 = M
∗
v2,− × GE˙v2/F˙v2 (1) where M
∗
v2,− = UE˙v2/F˙v2
(2). It follows that the
data (E˙/F˙, u, v1, v2, G˙∗, φ˙, M˙∗, φ˙M˙∗)meets all the requirements.
WhenN = 4 andM∗ is a non-linear proper Levi subgroup, the proof of LIR
for elliptic parameters will be reduced to the case for exceptional parameter by
the previous proposition. In order to address the problem for exceptional pa-
rameters, we construct a globalization which will allow us to further reduce to
some special instances of exceptional parameters at archimedean places, where
we already verified LIR in §2.9 by an explicit computation.
Proposition 4.4.6. Let (E/F,G∗, (G, ξ), φ,M∗, φM∗) be as above. Let♥ ∈ {exc1, exc2}.
Assume that N = 4, that G is not quasi-split, and that M∗ 6= G∗ is not linear, and
that φ ∈ Φbdd,♥(G∗). There exists the data
(E˙/F˙, u, v1, v2, G˙
∗, (G˙, ξ˙, z˙), φ˙, M˙∗, φ˙M˙ )
where E˙/F˙ is a CM extension, u is a place of F˙ that does not split in E˙, v1 is a finite
places of F˙ that does not split in E˙, v2 is an archimedean place of F˙ that does not split
in E˙, G˙∗ = UE˙/F˙ (N), (G˙, ξ˙, z˙) is a pure inner twist of G˙
∗, φ˙ ∈ Φ(G˙∗, η˙), M˙∗ is a
Levi subgroup of G˙∗, and φ˙M˙ ∈ Φ2(M˙∗, φ˙), such that
1. E˙u/F˙u = E/F and (G˙u, ξ˙u, φ˙u, M˙∗u , φ˙M˙,u) = (G, ξ, φ,M
∗, φM∗),
2. G˙v is quasi-split for all v 6∈ {u, v2},
3. φ˙ ∈ Φ♥(G˙∗),
4. φ˙v1 ∈ Φbdd(G˙∗v1) and φ˙M∗,v1 ∈ Φ2,bdd(M˙∗v1),
5. the parameter φ˙v2 ∈ Φbdd,♥(G˙∗v2) is (G˙v2 , ξ˙v2)-relevant and satisfies Theorem
2.6.2 relative to the Levi subgroup M˙∗v2 .
6. the canonical maps
Sφ˙M → Sφ˙M,v
Sφ˙ → Sφ˙v
are isomorphisms for v ∈ {u, v1}.
Proof. The proposition is proved in a similar way to Proposition 4.4.4 but in-
stead of Lemma 4.4.1, we appeal to the following variant. When globalising
we consider a real place v2 of the totally real field F˙ different from u and v1,
and impose not only conditions 1-4 of that lemma but also that
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5. the parameter φ˙v2 ∈ Φbdd(G˙∗v2) is equal to the parameter φ of §2.9 with
x ∈ {0,±1,±2} (resp. x ∈ {± 12}) if ♥ is exc1 (resp. exc2).
Note that condition 2 just amounts to φ˙ ∈ Φ♥(G˙∗) here. Condition 5 just stated
implies condition 5 of the proposition by Proposition 2.9.1. (The relevance is
clear from the construction and Proposition 2.9.1 is not needed.) So we will be
done once we establish this variant of Lemma 4.4.1.
We remind the reader that the subgroupM∗ = UE/F (2)×GE/F (1) and the
parameter φ is of the following form.
• if φ is (exc1), then either ηφ = 2φN11 ⊕ φN22 and Sφ = Sp(2,C) × (1,C), or
ηφ = 2φN11 ⊕ φN22 ⊕ φN33 and Sφ = Sp(2,C)× (1,C)2, and
• If φ is (exc2), then φN = 3φN11 ⊕ φN22 and Sφ = (3,C)× (1,C).
The result is proved in the same way as Lemma 4.4.1. The only difference is
that when globalising each φNii to obtain φ˙i, we impose an appropriate extra
local condition at v2 such that φ˙v2 satisfies condition 5 above. To see that this
is possible, it is enough to remark that the archimedean parameter of §2.9 is of
type (exc1) if x ∈ {0,±1,±2} and of type (exc2) if x ∈ {± 12}.
We are left to deal with the case thatN is even andM∗ 6= G∗ is a linear Levi
subgroup. In our applications to the proof of the local intertwining relation,
the group G will not be quasi-split (the quasi-split case having already been
treated by Mok). In this case, the Levi M∗ will not transfer to G, that is the
parameters in question will not be relevant and the desired local intertwining
relation reduces to a vanishing statement. The following globalization shall
suffice. Although it will be applied only when M∗ is linear, the proposition is
true without such an assumption.
Proposition 4.4.7. Let (E/F,G∗, (G, ξ), φ,M∗, φM∗) be as above. Assume that N
is even and thatM∗ 6= G∗. There exists the global data
(E˙/F˙, u1, u2, v1, G˙
∗, (G˙, ξ˙, z˙), φ˙, M˙∗, φ˙M˙ ),
where E˙/F˙ is a CM extension, u1, u2 are places of F˙ that do not split in E˙, v1 is a
finite place of F˙ that does not split in E˙, G˙∗ = UE˙/F˙ (N), (G˙, ξ˙, z˙) is a pure inner
twist of G˙∗, φ˙ ∈ Φ(G˙∗, η˙), M˙∗ is a Levi subgroup of G˙∗, and φ˙M˙ ∈ Φ2(M˙∗, φ˙), such
that
1. E˙u/F˙u = E/F and (G˙u, ξ˙u, φ˙u, M˙∗u, φ˙M˙,u) = (G, ξ, φ,M
∗, φM∗) for u ∈
{u1, u2},
2. G˙v is quasi-split for all v 6∈ {u1, u2},
3. if φ ∈ Φ2(G∗) (resp. Φ2ell(G∗), resp. Φexc1(G∗), resp. Φexc2(G∗)) then φ˙ ∈
Φ2(G˙
∗) (resp. Φ2ell(G˙
∗), resp. Φexc1(G˙∗), resp. Φexc2(G˙∗)),
4. φ˙v1 ∈ Φbdd(G˙∗v1) and φ˙M∗,v1 ∈ Φ2,bdd(M˙∗v1),
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5. the canonical maps
Sφ˙M → Sφ˙M,v
Sφ˙ → Sφ˙v
are isomorphisms for v ∈ {u1, u2, v1}.
Proof. This is proved in the same way as Proposition 4.4.2 is deduced from
Lemmas 4.1.2 and 4.4.1 except that we use Lemma 4.1.3 in place of Lemma
4.1.2 and that Lemma 4.4.1 is modified as follows: Instead of the place u, we
consider two places u1 and u2 of F˙ which do not split in E˙, and impose the
same condition at u1 and u2 as we did at u in Lemma 4.4.1 when globalising
the data (so that condition 1 of that lemma holds for u ∈ {u1, u2} and condition
4 for v ∈ {u1, u2, v1}).
4.5 On global elliptic parameters, II
The following result shall act as our analogue of Lemmas 5.4.3 and 5.4.4 of
[Art13].
Lemma 4.5.1. Let E˙/F˙ be a quadratic extension of number fields. Let G˙∗ = UE˙/F˙ (N)
and let (G˙, ξ˙) be an inner twist of G˙∗. Let M˙∗ be a proper Levi subgroup of G˙∗. Let
φ˙ ∈ Φ2ell(G˙∗, η˙) and suppose that φ˙M˙∗ ∈ Φ2(M˙∗, φ˙). Assume that there exists a place
v1 of F˙ that does not split in E˙ such that the following conditions hold.
• G˙v1 is quasi-split,
• φ˙v1 ∈ Φbdd(G˙∗v1) and φ˙M˙∗,v1 ∈ Φ2(M˙∗v1 , φ˙v1), and
• the canonical maps
Sφ˙M˙∗
→ Sφ˙M˙∗,v1
Sφ˙ → Sφ˙v1
are isomorphisms.
Then for all f˙ ∈ H(G˙),
trRG˙
disc,φ˙
(f˙) =
∑
x∈Sφ˙,ell
(f˙ ′
G˙
(φ˙, x)− f˙G˙(φ˙, x)) = 0.
Proof. Fix an equivalence class of pure inner twists Ξ˙ as in Lemma 4.1.2 giving
rise to (G˙, ξ˙). Let f˙ = ⊗vf˙v ∈ H(G˙) be a decomposable function. Let u˙x ∈ N ♮φ˙
be an element that maps to x. Then we have that
f˙G˙(φ˙, x) = f˙G˙,Ξ˙(φ˙, u˙x) = f˙G˙,Ξ˙,v1(φ˙v1 , u˙x,v1)f˙
v1
G˙,Ξ˙
(φ˙v1 , u˙v1x ).
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Let s˙x ∈ Sφ˙,ss be an element that has the same image as u˙x in S♮φ˙, and conse-
quently maps to x. We have that
f˙ ′
G˙
(φ˙, x) = f˙ ′
G˙,Ξ˙
(φ˙, s˙x) = f˙
′
G˙,Ξ˙,v1
(φ˙v1 , s˙x,v1)(f˙
′)v1
G˙,Ξ˙
(φ˙v1 , s˙v1x ).
Since φ˙ is generic, we have that sφ˙ = 1 and ǫ
G˙
φ˙
(x) = 1. We also know the
local intertwining relation on G˙v1 , which implies that
f˙ ′
G˙,Ξ˙,v1
(φ˙v1 , s˙x,v1) = e(G˙v1)f˙G˙,Ξ˙,v1(φ˙v1 , u˙x,v1).
The expression in Section 3.8 reduces to
trRG˙
disc,φ˙
(f˙) = c
∑
x∈Sφ˙,ell
f˙G˙,Ξ˙,v1(φ˙v1 , u˙x,v1)
(
(f˙ ′)v1
G˙,Ξ˙
(φ˙v1 , s˙v1x )− f˙v1G˙,Ξ˙(φ˙
v1 , u˙v1x )
)
(4.5.1)
for some constant c > 0.
We recall the definition
f˙G˙,Ξ˙,v1(φ˙v1 , u˙x,v1) =
∑
πv1∈Πφ˙M∗,v1
(M∗v1 )
tr(RP (u˙x,v1 , Ξ˙v1 , πv1 , φ˙v1 , φ˙M˙∗,v1))IP (πv1)(f˙v1).
As in the proof of [Art13, Lem 5.4.3], the local intertwining relation and the
local classification theorem for the quasi-split group G˙v1 imply that there are
natural isomorphisms from the R-groupRφ˙v1 onto the representation theoretic
R-groups R(πv1) for each πv1 . This enables aW
0
φ˙,v1
-conjugacy class
(Mv1 , πv1 , wx,v1)
to be identified with an element in the basis T (G˙v1) where wx,v1 denotes the
image of u˙x,v1 inWφ˙v1 (see §3.2 for the appropriate definitions). It follows that
we can write
〈πv1 , kMv1 ,G˙v1 (xx,v1)〉ξ˙Mv1 tr(RP (wx,v1 , ξ˙Mv1 , πv1 , φ˙v1)IP (πv1 , f˙v1))
= a(πv1 , u˙x,v1)fG˙,Ξ˙,v1(Mv1 , πv1 , wx,v1)
for complex coefficients a(πv1 , u˙x,v1). Consequently, we can write
f˙G˙,Ξ˙,v1(φ˙v1 , u˙x,v1) =
∑
πv1∈Πφ˙M∗,v1
(Mv1 )
a(πv1 , u˙x,v1)f˙G˙,Ξ˙,v1(Mv1 , πv1 , wx,v1).
(4.5.2)
The expression (4.5.1) can now be rearranged to the sum∑
τv1∈T (G˙v1 )
d(τv1 , f˙
v1)f˙G˙,Ξ˙,v1(τv1),
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where d(τv1 , f˙
v1) equals to the sum
c
∑
x
∑
πv1
a(πv1 , u˙x,v1)
(
(f˙ ′)v1
G˙,Ξ˙
(φ˙v1 , s˙v1x )− f˙v1G˙,Ξ˙(φ˙
v1 , u˙v1x )
)
over elements x ∈ S φ˙,ell and πv1 ∈ Πφ˙v1 (Mv1) such that the triplet (Mv1 , πv1 , wx,v1)
belongs in the W 0
φ˙v1
-conjugacy class represented by τv1 . We are now in a po-
sition to apply Lemma 3.2.2. Thereby the proof is reduced to showing that
d(τv1 , f˙
v1) = 0 if τv1 is represented by a triple of the form (Mv1 , πv1 , 1).
We have the following commutative diagram
Sφ˙M˙∗ //

S φ˙ //

Rφ˙

S φ˙M˙∗,v1
// Sφ˙v1 // Rφ˙v1
where the two rows are short exact sequences and the vertical maps are the
canonical morphisms. By the third condition of the lemma (and the fact that
v1 does not split in E˙ so that Z(Ĝ∗)Γ = Z(Ĝ∗)Γv and Z(M̂∗)Γ = Z(M̂∗)Γv ), all
vertical maps are isomorphisms. Since φ˙ ∈ Φ2ell(G˙∗, η˙), any element x ∈ Sφ˙,ell
maps to a non-trivial element in the global R-group Rφ˙. (If φ˙ is written in the
form (3.5.5) then Sφ˙,ell consists of (si) ∈ {±1}r such that si 6= 1 for 1 ≤ i ≤ q
whereas Rφ˙ ≃ {±1}q. The map Sφ˙ → Rφ˙ is the projection onto the first q
components.) By the previous diagram, we see that xmust also map to a non-
trivial element in the local R-group Rφ˙v1 . It follows that wx,v1 6= 1. Hence
wx,v1 = 1 never occurs in the expansion (4.5.2). This forces the coefficients
d(τv1 , f˙
v1) to vanish if τv1 has the form (Mv1 , πv1 , 1).
4.6 Proof of the local intertwining relation
Our main task in this section is to prove Theorem 2.6.2, i.e. the local inter-
twining relation, for unitary groups. The case of inner forms of linear groups,
corresponding to E = F × F , will be treated in [KMSa]. The main case to treat
is that of a discrete parameter of a Levi subgroup. More precisely, let E/F be
a quadratic extension of local fields. Let G∗ = UE/F (N) and let (M∗, P ∗) be a
standard parabolic pair for G∗. Let φM∗ ∈ Φ2,bdd(M∗) and denote its image in
Φbdd(G
∗) by φ. Let (G, ξ) be an inner twist of G∗. Our convention for η˙ and η
will be the same as in §4.4.
Lemma 4.6.1. Assume that either
• φ ∈ Φ2ell(G∗) is elliptic non-square integrable, or
• φ is of the form (exc1) or (exc2).
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Then there exists an equivalence class of pure inner twists Ξ : G∗ → G extending ξ
such that for every x ∈ Sφ,ell, there exists a lift x ∈ S♮φ of x for which
f ′G,Ξ(φ, x
−1) = e(G)fG,Ξ(φ, x) for all f ∈ H(G).
Proof. Case N odd: We begin by applying Proposition 4.4.2 to globalize the
data (E/F,G∗, φ,M∗, φM∗) to (E˙/F˙, u, v1, G˙∗, Ξ˙ = (G˙, ξ˙, z˙), φ˙, M˙∗, φ˙M˙∗).
If φ ∈ Φ2ell(G∗) (resp. φ ∈ Φexc(G∗)) then we can apply Lemma 4.5.1 (resp.
Lemma 3.7.1 and use the fact that Sφ˙,ell = Sφ˙ by Lemma 3.5.10) to deduce that
for all f˙ = ⊗vf˙v ∈ H(G˙),∑
x∈Sφ˙,ell
(f˙ ′
G˙,Ξ˙
(φ˙, x?)− f˙G˙,Ξ˙(φ˙, x)) = 0 (4.6.1)
Let ux ∈ N φ˙ be a lift of xwhich is
• the unique element whose image lies inWφ˙,reg if φ˙ is exceptional,
• arbitrary if φ˙ is elliptic.
Then by definition, f˙G˙,Ξ˙(φ˙, x) = f˙G˙,Ξ˙(φ˙, ux). We can find a s˙x ∈ Sφ˙,ss and
u˙x ∈ N ♮φ˙ such that s˙x and u˙x have the same image x˙ ∈ S
♮
φ˙
and u˙x lies over ux.
Then
f˙ ′
G˙,Ξ˙
(φ˙, x−1) = f˙ ′
G˙,Ξ˙
(φ˙, s˙−1x ) =
∏
v
f˙ ′
G˙,Ξ˙,v
(φ˙v, s˙
−1
x,v)
and
f˙G˙,Ξ˙(φ˙, x) = f˙G˙,Ξ˙(φ˙, u˙x) =
∏
v
f˙G˙,Ξ˙,v(φ˙v , u˙x,v).
The local intertwining relation for φ˙v where v 6= u is known as the group G˙v
is quasi-split. This implies that for all v 6= u, f˙ ′
G˙,Ξ˙,v
(φ˙v, s˙
−1
x,v) = e(G˙v)f˙G˙,Ξ˙,v(φ˙v, u˙x,v).
(Of course e(G˙v) = 1 for v 6= u.) Consequently, Equation (4.6.1) becomes
∑
x∈Sφ˙,ell
∏
v 6=u
f˙G˙,Ξ˙,v(φ˙v, u˙x,v)
 (f˙ ′
G˙,Ξ˙,u
(φ˙u, s˙
−1
x,u)− e(G˙u)f˙G˙,Ξ˙,u(φ˙u, u˙x,u)) = 0.
(4.6.2)
As G˙v1 is quasi-split, both the local intertwining relation and the local clas-
sification theorem for φ˙v1 are known. It follows that
f˙G˙,Ξ˙,v1(φ˙v1 , u˙x,v1) =
∑
πv1∈Πφ˙v1
〈πv1 , x˙v1〉f˙G˙,Ξ˙,v1(πv1 ).
The place v1 is finite and φ˙v1 is a generic bounded parameter. Consequently
〈 , 〉 : Πφ˙v1 × S φ˙v1 → C
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is a perfect pairing in the sense that it induces a bijection from Πφ˙v1 onto
Irr(S φ˙v1 ). It follows that the linear forms f˙G˙,Ξ˙,v1(φ˙v1 , u˙x,v1) are linearly inde-
pendent as x runs over the set S φ˙,ell. We may identify Sφ˙,ell with S φ˙v1 ,ell. Using
linear independence, we deduce that∏
v 6=u
f˙G˙,Ξ˙,v(φ˙v, u˙x,v)(f˙
′
G˙,Ξ˙,u
(φ˙u, s˙
−1
x,u)− e(G˙u)f˙G˙,Ξ˙,u(φ˙u, u˙x,u)) = 0.
As the parameter φ˙v is relevant for all v 6= u, the linear form
∏
v 6=u f˙G˙,Ξ˙,v(φ˙v, u˙x,v)
does not vanish identically. It follows that
f˙ ′
G˙,Ξ˙,u
(φ˙u, s˙
−1
x,u) = e(G˙u)f˙G˙,Ξ˙,u(φ˙u, u˙x,u).
By definition f˙ ′
G˙,Ξ˙,u
(φ˙u, s˙
−1
x,u) = f˙
′
G˙,Ξ˙,u
(φ˙u, x˙
−1
u ). If φ is exceptional, then the
image of u˙x,u inWφ˙u lies inWφ˙u,reg. Consequently by definition, f˙G˙,Ξ˙,u(φ˙u, u˙x,u) =
f˙G˙,Ξ˙,u(φ˙u, x˙u). Thus, we have shown that f˙
′
G˙,Ξ˙,u
(φ˙u, x˙
−1
u ) = e(G˙u)f˙G˙,Ξ˙,u(φ˙u, x˙u).
Our globalization allows to identify Sφ˙,ellwith Sφ˙u,ell and S
♮
φwith S
♮
φ˙u
, and also
to rewrite the above identity as
f ′G,Ξ(φ, x˙
−1
u ) = e(G)fG,Ξ(φ, x˙u),
where x˙u lifts x by construction.
Case N even: The method of proof is much the same as the odd case except
we must appeal to the more complicated globalizations. Let us begin with
the case that M∗ is not linear. If N 6= 4, then the proof is the same as for
the case N odd. The only difference is that we appeal to Proposition 4.4.4
instead of Proposition 4.4.2, and we note that via the induction hypothesis,
we know the local intertwining relation for the non elliptic non exceptional
relevant parameter φ˙v2 .
Assume now that N = 4. We firstly obtain the result for exceptional pa-
rameters by arguing as above and appealing to Proposition 4.4.6 using the fact
that by Proposition 2.9.1 the local intertwining relation is already known for
a specific choice of exceptional parameter of both type (exc1) and (exc2) at
archimedean places for N = 4. We then obtain the results for elliptic parame-
ters by arguing as above and appealing to Proposition 4.4.5 and using the fact
that the local intertwining relation is now known for all exceptional parameters
for N = 4.
We are left to consider the case that M∗ is linear. If the group is G is
quasi-split, then we know the local intertwining relation and hence the result
is known. We may now assume that G is not quasi-split. For such a group the
LeviM∗ will not transfer to a Levi of G. By definition, the form fG,Ξ(φ, x) = 0
vanishes and we must show that the form f ′G,Ξ(φ, x
−1) = 0 also vanishes for
some lift x ∈ S♮φ of x. By arguing as in the proof of the case N odd, but appeal-
ing to Proposition 4.4.7, we deduce using the obvious notation that
f˙ ′
G˙,Ξ˙,u1
(φ˙u1 , u˙
−1
x,u1
)f˙ ′
G˙,Ξ˙,u2
(φ˙u2 , u˙
−1
x,u2
) = 0.
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That is either f˙ ′
G˙,Ξ˙,u1
(φ˙u1 , u˙
−1
x,u1
) = 0 or f˙ ′
G˙,Ξ˙,u2
(φ˙u2 , u˙
−1
x,u2
) = 0. The result fol-
lows.
We remind the reader that our convention here is to write φM∗ for ψ of
Theorem 2.6.2 when the parameter is generic. The image of φM∗ in Φbdd(G∗)
is denoted by φ as before. Now we are ready to complete the proof of LIR for
all generic parameters.
Lemma 4.6.2. Parts 2 and 3 of Theorem 2.6.2 hold for generic parameters.
Proof. Clearly part 2 is implied by part 3, so we will concentrate on the latter.
Given the results of Sections 2.7 and 2.8 we can assume that φM∗ ∈ Φ2,bdd(M∗)
and φ ∈ Φ2ell(G∗)
∐
Φexc(G
∗).
If φ ∈ Φ2ell(G∗) is elliptic non-square integrable, then by the induction hy-
pothesis we know the following.
i) fG,Ξ(φ, u) is the same for every u ∈ N ♮φ mapping to the same x ∈ S♮φ.
ii) f ′G,Ξ(φ, s) is the same for every s ∈ Sφ,ss mapping to the same x ∈ S♮φ.
iii) f ′G,Ξ(φ, s
−1) = e(G)fG,Ξ(φ, u) for all u ∈ N ♮φ and s ∈ Sφ,ss mapping to the
same x 6∈ S♮φ.
We shall now deduce
iv) f ′G,Ξ(φ, s
−1) = e(G)fG,Ξ(φ, u) for all u ∈ N ♮φ and s ∈ Sφ,ss mapping to the
same x ∈ S♮φ.
after possibly changing Ξ, but not the underlying inner twist. Fix any x ∈ S♮φ,ell
and let x ∈ Sφ denote the image of x, which belongs to Sφ,ell by Lemma 2.8.6.
Lemma 4.6.1 implies that f ′G,Ξ(φ, s
−1) = e(G)fG,Ξ(φ, u)whenever u and smap
to some x′ ∈ S♮φ,ell which lifts x. Then we conclude that iv) holds true for the
given x thanks to Lemma 2.6.5. Now that i)-iv) above give us the desired result
for elliptic parameters for a particular class of (extended) pure inner twists, we
extend the same result to all extended pure inner twists with the same under-
lying inner twist by Lemma 2.6.4.
We shall now consider exceptional parameters and argue in a similar way.
If φ is an exceptional parameter, then by the induction hypothesis we know the
following.
i) fG,Ξ(φ, u) is the same for every u ∈ N ♮φ,reg (resp. u 6∈ N ♮φ,reg) mapping to
the same x ∈ S♮φ.
ii) f ′G,Ξ(φ, s) is the same for every s ∈ Sφ,ss mapping to the same x ∈ S♮φ.
iii) f ′G,Ξ(φ, s
−1) = e(G)fG,Ξ(φ, u) for all u 6∈ N ♮φ,reg and s ∈ Sφ,ss mapping to
the same x ∈ S♮φ,ell.
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Now we are about to prove
iv) f ′G,Ξ(φ, s
−1) = e(G)fG,Ξ(φ, u) for all u ∈ N ♮φ,reg and s ∈ Sφ,ss mapping to
the same x ∈ S♮φ,ell.
Again fix x ∈ S♮φ,ell and let x ∈ Sφ,ell denote its image. We deduce from Lem-
mas 4.6.1 and 2.6.5 that f ′G,Ξ(φ, s
−1) = e(G)fG,Ξ(φ, u) whenever u and s as in
iv) map to the particular x ∈ S♮φ,ell, after possibly changing Ξ, but not the un-
derlying inner twist. (Recall that fG,Ξ(φ, x) is defined to be fG,Ξ(φ, u) for the
unique u ∈ N ♮φ,reg lifting x in this case.) It follows from i)-iv) that the theorem
holds for φ ∈ Φexc(G∗) and a particular equivalence class of extended pure in-
ner twists with the underlying inner twist given by the original Ξ. Then the
theorem holds for all extended pure inner twists by Lemma 2.6.4.
Lemma 4.6.3. Let Ξ : G∗ → G be an equivalence class of extended pure inner twist
and let φM∗ ∈ Φ2,bdd(M∗). Then for all u♮ ∈W radφ (M,G) and πM ∈ ΠφM∗ we have
RP (u
♮,Ξ, πM , φM∗ , ψF ) = 1
Proof. If φ is either elliptic, or non-elliptic and non-exceptional, then the lemma
is already known by Lemma 2.8.7 (and Lemma 2.8.4). So we are reduced to the
case that φ is of the form (exc1) or (exc2). For each inner twist (G, ξ), we remark
that the operator RP (u♮,Ξ, πM , φM∗ , ψF ) is the same for every Ξwhose under-
lying inner twist is (G, ξ) in view of part 2 of Lemma 2.5.2 and the fact that the
pairing 〈c, u♮〉 there is trivial if u♮ ∈W radφ (M,G) (since N(AM̂∗ , SradψM∗ ) ⊂ Ĝder).
We recall that |W radφ | = 2 when φ ∈ Φexc(G∗). Let u0 ∈ W radφ (resp.
u1 ∈ W radφ ) denote the trivial (resp. non-trivial) element. By construction,
the intertwining operator is trivial for the identity element u0.
We globalize as in the proof of Lemma 4.6.1 ifN is odd and as in Proposition
4.4.7 if N is even, and then apply the last part of Lemma 3.7.1. Since Lemma
4.6.3 is known at quasi-split places (which we take on faith; see the discussion
of §1.5), we deduce that RP (u1,Ξ, πM , φM∗ , ψF ) is the identity operator if N is
odd, and RP (u1,Ξ, πM , φM∗ , ψF )⊗2 is the identity on HP (πM )⊗2 and thus
RP (u1,Ξ, πM , φM∗ , ψF ) = + 1 or − 1
if N is even. To be precise we may have changed Ξ without disturbing the
underlying inner twist in the globalization, but we keep the same notation Ξ
as this does not affect the intertwining operator by the remark above.
Wemay focus on the even case fromnow. Lemma 4.6.2 implies that fG,Ξ(φ, u1u0) =
fG,Ξ(φ, u0) so we obtain by unraveling the definition that∑
πM∈ΠψM∗ (M,Ξ)
tr ((1−RP (u1,Ξ, πM , φM∗ , ψF ))IP (πM )(f)) = 0.
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Since the left hand side is the trace of a linear combination of (nonzero) repre-
sentationswith nonnegative integer coefficients, it follows thatRP (u1,Ξ, πM , φM∗ , ψF ) =
1 as desired.
We have now completed the proof of Theorem 2.6.2 for all parametersφM∗ ∈
Φ2,bdd(M
∗). We will now argue that Theorem 2.6.2 holds in the more general
case φM∗ ∈ Φbdd(M∗). Most of the work for this has already been done in Sec-
tion 2.7. Namely, Proposition 2.7.3 tells us that parts 2 and 3 of Theorem 2.6.2
are valid for any φM∗ ∈ Φbdd(M∗). We will now treat part 1. At the same time,
wewill show the closely related statement that the representation-theoretic and
endoscopic R-groups coincide.
We recall that the R-group RπM (M,G) of a πM ∈ ΠφM∗ is a priori different
from the R-group Rφ(M,G) of φ. We have seen that the stabilizerWφ of φM∗
is identified with a subgroup ofW (M,G)(F ), the Weyl group that contains the
stabilizerWπM (M,G) of πM . It is a consequence of the disjointness of tempered
L-packets for M that Wφ contains WπM (M,G). Conversely, it follows from
the form of M and the induction hypothesis that any element in Wφ(M,G)
stabilizes πM . ThereforeWφ(M,G) =WπM (M,G).
If we assume that W 0φ(M,G) acts trivially on the induced representation
IP (πM ), thenW 0φ(M,G) ⊂W 0πM (M,G) and we obtain a surjection
Rφ(M,G) =Wφ(M,G)/W
0
φ(M,G)։ RπM (M,G) =WπM (M,G)/W
0
πM (M,G).
(4.6.3)
We will now see that thisW 0φ(M,G) indeed acts trivially on the induced repre-
sentation IP (πM ) and that moreover (4.6.3) is a bijection.
Lemma 4.6.4. Let Ξ : G∗ → G be an equivalence class of extended pure inner twist
and let φM∗ ∈ Φbdd(M∗). Then for all u♮ ∈W radφ (M,G) and πM ∈ ΠφM∗ we have
RP (u
♮,Ξ, πM , φM∗ , ψF ) = 1
Proof. The case of φM∗ ∈ Φ2,bdd(M∗) was already treated in Lemma 4.6.3. So
we may assume that φM∗ is the image of φM∗0 ∈ Φ2,bdd(M∗0 ) for a proper stan-
dard Levi subgroupM∗0 ⊂ M∗. As in the proof of Proposition 2.7.3 we choose
a lift u ∈ NφM∗0 (M0, G)∩NφM∗ (M,G) of u
♮. The image of u inN ♮φM∗0
(M0, G) be-
longs toW radφM∗0
(M0, G). Lemma 4.6.3 then implies that for all πM0 ∈ ΠφM∗0 (M0,Ξ)
we have
RP (u
♮,Ξ, πM0 , φM∗0 , ψF ) = 1.
By definition then
fG,Ξ(u
♮, φM∗0 ) =
∑
πM0∈ΠφM∗
0
(M0,Ξ)
tr(IP0 (πM0 , f)).
We now consider the homomorphism (4.6.3) for the Levi subgroupM0 and the
parameter φM∗0 . This homomorphism is well-defined according to 4.6.3 and
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tells us that the representation-theoretic R-group RπM0 (M0, G) is abelian. As a
result, the representation IP0(πM0 ) decomposes as a direct sum of irreducible
representations of G(F ), each occurring with multiplicity 1. The linear form
fG(u
♮, φM∗0 ) is then the sum of the traces of all these constituents, as πM0 varies
over ΠφM∗0 (M0,Ξ).
Now let πM ∈ Πφ(M,Ξ). By induction in stages we know that IP (πM )must
also bemultiplicity-free. This forces the intertwining operatorRP (u♮,Ξ, πM , φM∗ , ψF )
to act as the multiplication by scalar on each constituent of IP (πM ). A-priori
the scalars for different constituents could be different, but we will see mo-
mentarily that this is not the case. At any rate, this tells us that the linear
form fG,Ξ(u♮, φM∗) is a linear combination of the traces of the constituents
of IP (πM ), as πM varies over ΠφM∗ (M,Ξ). But recalling the construction of
ΠφM∗ (M,Ξ) given in Section 2.6 and using induction in stages we see that
fG(u
♮, φM∗) is in fact a linear combination of the traces of the constituents of
IP0(πM0), as πM0 varies over ΠφM∗
0
(M0,Ξ).
We now apply Lemma 2.7.1 and see fG,Ξ(u♮, φM∗) = fG,Ξ(u♮, φM∗0 ). This
tells us that all the scalars in the linear combination of the constituents of
IP (πM ) that make out fG,Ξ(u♮, φM∗) are equal to 1.
With this lemma, the proof of Theorem 2.6.2 is finally complete for all φM∗ ∈
Φbdd(M
∗). Furthermore, we now know that the homomorphism (4.6.3) is well-
defined for all φM∗ ∈ Φbdd(M∗). We will now show that it is in fact an isomor-
phism. For this, recall that the definition of regular implies that the set Rφ,reg
is the pre-image of Rreg(πM ) under this map. Recall also that the set Rφ,reg is
empty if φ is not elliptic, and it has cardinality 1 if φ is elliptic. (Compare with
the last paragraph in the proof of Proposition 6.3.1 in [Art13].)
Lemma 4.6.5. For any relevant φM∗ ∈ Φbdd(M∗) the homomorphism (4.6.3) is an
isomorphism.
Proof. If φ is elliptic, then the setRφ,reg has cardinality 1. As the set Rφ,reg is the
pre-image of Rreg(πM ) under the morphism (4.6.3), it follows that the kernel of
this morphism has cardinality 1. That is the surjective morphism (4.6.3) is an
isomorphism.
Let us now show that this holds even without the additional hypothesis
that φ be elliptic. The set Rφ is equal to the disjoint union of RφL,reg where L
ranges over all the Levi subgroupsL ofG containingM such that φ is the image
of an elliptic φL ∈ Φell(L). By arguing as above for each φL, we deduce that the
surjective morphism Rφ → R(πM ) is bijective and hence an isomorphism.
4.7 Local packets for non-discrete parameters
Let G∗ = UE/F (N) and let Ξ : G∗ → G be an equivalence class of extended
pure inner twists. Having proved the local intertwining relation in Section
4.6 we can now complete the proof of the local classification theorem 1.6.1 for
parametersφ ∈ Φbdd(G∗)rΦ2(G∗). We remind the reader that the archimedean
case is already known by the work of Langlands [Lan89], and Shelstad [She82],
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[She10], [She08]. The reader may also consult [Kal13, §5.6] for an exposition
that parallels closely the statement of Theorem 1.6.1. Thus, we assume from
now on until the rest of the chapter that E/F is a quadratic extension of non-
archimedean local fields.
Let (ξ, z) ∈ Ξ be as in Section 2.4.1. Recall that the L-packet Πφ(G,Ξ) and
the map Πφ(G,Ξ) → Irr(S♮φ, χΞ) was already defined at the end of Section 2.6.
Moreover, the character identities expressed in part 4 of Theorem 1.6.1 were
also deduced there. Both the construction as well as the proof of the character
identities were conditional on the validity of Theorem 2.6.2, which has now
been established.
Thus parts 1, 2, and 4 of Theorem 1.6.1 have now been proved for φ ∈
Φbdd(G
∗)\Φ2(G∗). What remains to be shown is the bijectivity of the map
Πφ(G,Ξ) → Irr(S♮φ, χΞ) and the fact that the packets Πφ(G,Ξ) are disjoint and
exhaust Πtemp(G).
Recall the general classification of Πtemp(G) by harmonic analysis from
[Art93, §1] (cf. [Art13, p.154]). It characterizes Πtemp(G) as the image of a
bijection
{(M,σ, µ)} ∼→ {πµ}, M ∈ L, σ ∈ Π2,temp(M), µ ∈ Π(R˜σ(M,G)).
The left hand side is comprised of G(F )-orbits of triples consisting of a Levi
subgroupM , a discrete series representation σ ofM(F ), and an irreducible rep-
resentation µ of the representation-theoretic R-group Rσ(M,G). While in gen-
eral one needs to use an extension of Rσ(M,G), in the case of unitary groups
this extension is not necessary, as we have shown in Section 2.4.1 that σ has a
canonical extension to the groupM(F )⋊Wσ(M,G). The right hand side is the
set of irreducible constituents of IGP (σ), where P is any parabolic subgroup of
Gwith Levi factorM .
This discussion immediately implies that the packets Πφ(G,Ξ) exhaust the
setΠtemp(G). It also implies that two packetsΠφi(G,Ξ) for inequivalent φ1, φ2 ∈
Φbdd(G
∗)\Φ2(G∗) are disjoint. Indeed, the packet Πφ1(G,Ξ) is constructed to
consist of the irreducible constituents of IP (σ) for all σ ∈ Πφ1,M (M,Ξ), where
φ1,M ∈ Φ2,bdd(M∗) is any parameter with image φ1. An non-trivial intersec-
tion between Πφ1(G,Ξ) and Πφ2(G,Ξ) would imply by the above discussion
that both φ1 and φ2 are images of two discrete parameters φ1,M1 , φ2,M2 for the
WG0 -conjugate Levi subgroups M1,M2 of G. We may assume M1 = M2 = M
after replacing φ2 by an equivalent parameter. Furthermore, we must have
σ1 ∈ Πφ1,M (M,Ξ) and σ2 ∈ Πφ2,M (M,Ξ) with IP (σ1) ∩ IP (σ2) 6= ∅, but by
[Art93, Prop 1.1] this implies σ1 = σ2, which by the disjointness of tempered L-
packets forM , assumed by induction, implies φ1,M = φ2,M and thus φ1 = φ2.
What remains to be shown is the bijectivity of themapΠφ(G,Ξ)→ Irr(S♮φ, χΞ).
For this we recall that the map (M,σ, µ) 7→ πµ discussed above can be explic-
itly described. It depends on a choice of normalization of the self-intertwining
operator RP (r, σ) ∈ AutG(IGP (σ)) for each r ∈ Rσ(M,G) so that the map
Rσ(M,G)→ AutG(IGP (σ)), r 7→ RP (r, σ)
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is a homomorphism. Given this choice, the bijection is determined by decom-
posing the representationR of Rσ(M,G)×G(F ) on the spaceHGP (σ) given by
R(r, f) = RP (r, σ) ◦ IGP (σ, f). This decomposition takes the form
R =
⊗
µ
µ∨ ⊗ πµ,
where µ runs over the set of characters of the (in our case abelian) group
Rσ(M,G). This decomposition has the character-theoretic form
tr(RP (r, σ) ◦ IGP (σ, f)) =
∑
µ
µ∨(r)tr(πµ(f)), r ∈ Rσ(M,G), f ∈ H(G).
According to Lemma 4.6.5 we have Rφ(M,G) = Rσ(M,G). This allows us
to inflate the homomorphism Rσ(M,G) → AutG(IP (σ)) to a homomorphism
S♮φ → AutG(IP (σ)). On the other hand, we have a second homomorphism
with the same source and target, namely
S♮φ → AutG(IP (σ)), s 7→ RP (u♮,Ξ, σ, φ, ψF ),
where u♮ ∈ N ♮φ(M,G) is any lift of s, and where the operator on the right is the
normalization of the self-intertwining operator introduced in Section 2.5. We
have implicitly identified φwith an element ofΦ2,bdd(M∗) here. The right hand
side is independent of the choice of lift due to part 1 of Theorem 2.6.2. If r ∈
Rσ(M,G) is the image of s ∈ S♮φ, then up to a scalar multiple the two operators
RP (u
♮,Ξ, σ, φ, ψF ) and RP (r, σ) are equal. Thus there exists a character χ :
S♮φ → C× such that RP (u♮, σ, φ, ψF ) = χ(s)RP (r, σ). Of course, χ depends on
the (arbitrary) choice of RP (r, σ) we are using here. It follows that
tr(RP (u
♮,Ξ, σ, φ, ψF )◦IGP (σ, f)) =
∑
µ
χ(s)µ∨(s)tr(πµ(f)), s ∈ S♮φ, f ∈ H(G),
again with the understanding that u♮ ∈ N ♮φ(M,G) is an arbitrary lift of s.
The summation index is the set of characters µ of S♮φ that are inflated from
Rφ(M,G). Since S
♮
φ is abelian, this set is in bijection with the set of charac-
ters whose restriction to S♮♮φ (M) is equal to the restriction of χ
−1 to that group.
Thus, after reindexing, we arrive at
tr(RP (u
♮, σ, φ, ψF ) ◦ IGP (σ, f)) =
∑
µ′
(µ′)∨(s)tr(πµ′ (f)), s ∈ S♮φ, f ∈ H(G),
where now µ′ runs over the set of characters of S♮φ whose restriction to S
♮♮
φ (M)
is equal to the restriction of χ−1. But the restriction of χ can be easily deter-
mined. Indeed, for s ∈ S♮♮φ (M) we have χ(s) = RP (s, σ, φ, ψF ) = 〈σ, s〉−1ξ,z by
Lemma 2.5.2. It thus follows that µ′ runs over the set of characters of S♮φ that ex-
tend the character 〈σ,−〉ξ,z of S♮♮φ (M). Taking the sum over all σ ∈ Πφ(M,ΞM )
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on the left is equivalent to taking the sum on the right over all characters µ′ of
S♮φ whose restriction to Z(Ĝ)
Γ is equal to the character 〈z,−〉. We then arrive
at the equation that defines the map µ 7→ πµ in Section 2.6. Thus we conclude
that the map µ′ 7→ πµ′ defined there is a bijection, as claimed. We summarize
the results of this discussion.
Proposition 4.7.1. The local classification Theorem 1.6.1 holds for Ξ : G∗ → G and
generic parameters φ in the complement of Φ2,bdd(G∗) in Φbdd(G∗).
4.8 Elliptic orthogonality relations
In this section we will discuss the orthogonality relations for elliptic tempered
characters, originally derived in [Art93], from the point of view of the nor-
malized intertwining operators introduced in Section 2.5. This discussion will
serve as a technical input for the proof of the local classification theorem for
generic discrete parameters in the next section. As before E/F is a quadratic
extension of non-archimedean local fields, G∗ = UE/F (N), and Ξ : G∗ → G
denotes an equivalence class of extended pure inner twists.
In [Art93], Arthur introduces the set Tell(G) of G(F )-orbits of triples τ =
(M,σ, r), where M is a Levi subgroup of G, σ is a unitary discrete series rep-
resentation of M(F ), and r ∈ Rσ(M,G) is a regular element. As recalled in
the previous section, given such a triple τ and a parabolic subgroup P of G
with Levi factorM , there is a normalized intertwining operator RP (r, σ) of the
induced representation IP (σ), well-defined up to a scalar multiple. Note that
the set Π2,temp(G) of equivalence classes of unitary discrete series representa-
tions of G is naturally a subset of Tell(G) by interpreting π ∈ Π2,temp(G) as the
triple (G, π, 1) ∈ Tell(G). In this case we take RP (1, σ) = id. We will denote the
complement of Π2,temp(G) in Tell(G) by T 2ell(G).
The elliptic tempered character of τ is the distribution
f 7→ fG(τ) = tr(RP (r, σ) ◦ IP (σ, f)),
itself well-defined up to a scalar multiple, unless τ ∈ Π2,temp(G). This distribu-
tion can be restricted to the space Hcusp(G) of cuspidal functions. In this way,
each fG ∈ Icusp(G) gives a function
Tell(G)→ C, τ 7→ fG(τ).
A central result of [Art93], tracing back to work of Kazhdan, is that the map
fG → fG(τ) is an isomorphism of C-vector spaces between Icusp(G) and the
space of complex valued functions on Tell(G) of finite support.
We will now formulate a version of this result involving the specific nor-
malization of the intertwining operators introduced in Section 2.5. For this, we
consider the set T 2,♮ell (G) of G(F )-conjugacy classes of triples (M,σ, s), where
M is a proper Levi subgroup of G, σ is a unitary discrete series representation
of M , and s ∈ S♮φσ is an element whose image in Rφσ (M,G) ∼= Rσ(M,G) is
regular. We have used here the isomorphism given by Lemma 4.6.5, as well
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as the validity of Theorem 1.6.1 for M , which assigns to σ a discrete generic
parameter φσ ∈ Φ2,bdd(M∗) whose image in Φbdd(G∗) we also denote by φσ .
To an element τ ♮ = (M,σ, s) ∈ T 2,♮ell (G) we assign the distribution
fG(τ
♮) = tr(RP (u
♮,Ξ, σ, φσ , ψF ) ◦ IP (σ, f)),
where u♮ ∈ N ♮φσ (M,G) is any preimage of s. According to Theorem 2.6.2,
which we have now proved, the choice of u♮ doesn’t matter. We set T ♮ell(G) =
T 2,♮ell (G) ⊔ Π2,temp(G). To an element σ ∈ Π2,temp(G) we assign the distribution
fG(σ) = tr(σ, f).
For an element τ = (M,σ, r) ∈ T 2ell(G) we write φτ = φσ ∈ Φ2,bdd(M∗) for
the unique parameter with σ ∈ Πφτ (M,ΞM ) as well as
〈τ, y〉 = 〈σ, y〉ΞM , y ∈ S♮♮φτ (M)
where on the right the character 〈σ,−〉ΞM is the one associated to the represen-
tation σ by Theorem 1.6.1.
There is an obvious surjective map T ♮ell(G) → Tell(G). If τ ♮1 , τ ♮2 ∈ T 2,♮ell (G)
belong to the same fiber of this map, then we have τ ♮1 = (M,σ, s) and τ
♮
2 =
(M,σ, ys) with y ∈ S♮♮φτ (M). We will write τ
♮
2 = yτ
♮
1 for short. Lemma 2.5.2
then asserts that
fG(τ
♮
2) = 〈τ, y〉−1 · fG(τ ♮1). (4.8.1)
The trace Paley-Wiener theorem in this setting asserts that the map fG 7→
fG(τ
♮) is an isomorphism of C-vector spaces between Icusp(G) and the space
of complex valued functions on T ♮ell(G) of finite support (recall that the groups
S♮♮φτ (M) are finite for unitary groups) and satisfy the equivariance property
(4.8.1).
To a pair (φ, x) where φ ∈ Φell(G∗) and x ∈ S♮φ,ell, we can associate the
endoscopic pair (e, φe) by §1.4 and thus obtain the functional
H(G) 7→ C
f 7→ f e(φe).
We shall consider the restriction of this functional to the space Hcusp(G). The
trace Paley-Wiener theorem then implies that for f ∈ Hcusp(G) the following
identity holds,
f ′G,Ξ(φ, x) = f
e(φe) = e(G)
∑
τ∈Tell(G)
cφ,x(τ
♮)fG(τ
♮), (4.8.2)
where τ ♮ ∈ T ♮ell(G) is any lift of τ and cφ,x(τ ♮) ∈ C are uniquely determined
scalar coefficients having the equivariance property
cφ,x(yτ
♮) = 〈τ, y〉 · cφ,x(τ ♮), y ∈ S♮♮φτ (M), τ ♮ ∈ T
2,♮
ell (G). (4.8.3)
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The coefficients cφ,x(τ ♮) depend only upon φ, x, and τ ♮. Furthermore, the de-
pendence on x has an equivariance property under translations by Z(Ĝ)Γ par-
allel to that of f ′G,Ξ(φ, x), namely
cφ,yx = 〈Ξ, y〉 · cφ,x, y ∈ Z(Ĝ)Γ. (4.8.4)
When φ ∈ Φ2ell(G∗), the local intertwining relation provides a formula for
the coefficients cφ,x(τ ♮). Indeed, letM∗ be theminimal standard Levi subgroup
of G∗ through which φ factors. We have the L-packet Πφ(M) and can form the
subset of Tell(G) given by
Tφ,ell(G) = {τ = (M,σ, r)|σ ∈ Πφ(M), r ∈ Rσ(M,G)reg}
as well as its preimage T ♮φ,ell(G) in T
♮
ell(G).
Proposition 4.8.1. Let φ ∈ Φ2ell(G∗), x ∈ S♮φ,ell, and let τ ♮ ∈ T ♮ell(G). Then
cφ,x(τ
♮) =
{
〈τ, xs〉, if τ ♮ = (M,σ, s) ∈ T ♮φ,ell(G)
0 else
Proof. Given the equivariance property (4.8.3) it is enough to assume x = s−1,
in which case the statement follows from applying the local intertwining rela-
tion to the definition of cφ,x coming from our chosen normalization.
We can now state the orthogonality relations. Given τ = (M,σ, r) ∈ Tell(G)
we define
d(τ) := det(r − 1)aGM , R(τ) = Rσ(M,G), b(τ) = |d(τ)| · |R(τ)|.
Let τ ♮ ∈ T ♮ell(G) be a lift of τ . Then for any two pairs (φi, xi), i = 1, 2, the
product
cφ1,x1(τ
♮)cφ2,x2(τ
♮)
depends only on τ and not on the choice of lift τ ♮, as one sees from the equiv-
ariance property (4.8.3). Furthermore, for a single pair (φ, x), the product
cφ,x(τ
♮)cφ,x(τ ♮)
depends on x only through its image in Sφ, as one sees from the equivariance
property (4.8.4).
Proposition 4.8.2. Suppose that (φi, xi) for i = 1, 2 are two pairs where φi ∈
Φell(G
∗) and xi ∈ S♮φ,ell. If either φ1 6= φ2, or φ1 = φ2 = φ but the images of
x1 and x2 in Sφ are not equal, we have∑
τ∈Tell(G)
b(τ)cφ1,x1(τ
♮)cφ2,x2(τ
♮) = 0.
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On the other hand, ∑
τ∈Tell(G)
b(τ)cφ,x(τ
♮)cφ,x(τ ♮) = |Sφ|.
Proof. This result is analogous to [Art13, Cor 6.5.2] and [Art13, Prop 6.5.1], and
is obtained in the same way. We will limit ourselves to a brief sketch. One
begins by considering the elliptic inner product I(fG, gG) on the space Icusp(G)
defined in [Art96, §1] by
I(fG, gG) =
∫
Γell(G)
fG(γ)gG(γ)dγ,
where Γell(G) is the space of regular semi-simple elliptic conjugacy classes in
G(F ) and dγ is a certain natural measure on this set. There are two spectral
expressions for this scalar product. The first one is furnished by the local trace
formula and takes the form
I(fG, gG) =
∑
τ∈Tell(G)
|d(τ)|−1|R(τ)|−1fG(τ)gG(τ).
This is a specialization of [Art93, Cor. 3.2], see also [Art13, (6.5.6)]. This for-
mula is valid with an arbitrary normalization of the distributions fG(τ), since
the effect of changing normalization cancels in the product fG(τ)gG(τ). In par-
ticular, we are free to use the normalization fG(τ ♮) that is encoded in the cover
T ♮ell(G) of Tell(G) introduced above and in the normalization of the intertwin-
ing operators introduced in Chapter 2. Thus
I(fG, gG) =
∑
τ∈Tell(G)
|d(τ)|−1|R(τ)|−1fG(τ ♮)gG(τ ♮), (4.8.5)
where τ ♮ is an arbitrary lift of τ , and the independence of the lift follows from
the equivariance property (4.8.3).
The second spectral expansion of I(fG, gG) is of endoscopic nature. It takes
the form
I(fG, gG) =
∑
φ∈Φell(G)
|Sφ|−1
∑
x∈Sφ,ell
f ′(s, φ)g′(s, φ), (4.8.6)
where s ∈ Sφ is any lift of x, and the product f ′(s, φ)g′(s, φ) is independent of
the choice of s. To obtain this expression, we follow the argument of [Art13,
Prop 6.5.1], and consider the stabilization identity [Art13, (6.5.8)]
I(fG, gG) =
∑
e∈Eell(G)
ι(G,Ge)S(f e, ge).
This identity is proved for general reductive groups in [Art96, Prop 3.5]. The
terms S(f e, ge) on the right hand side are the stable analogs of the elliptic inner
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product I(fG, gG). They have a spectral expansion similar to that of I(f, g),
namely
S(f e, ge) =
∑
φe∈Φ2,bdd(Ge)
|Sφe |f e(φe)ge(φe).
This expansion, stated as [Art13, (6.5.12)], applies to the quasi-split groups Ge
and is part of our assumptions stated in 1.5. Combining the last two identities
leads to (4.8.6).
With the two identities (4.8.5) and (4.8.6) at hand, the statement follows
from elementary linear algebra, as explained in the proof of [Art13, Cor. 6.5.2].
Proposition 4.8.3. i) Given a pair (φ, x) where φ ∈ Φ2,bdd(G∗) and x ∈ S♮φ,ell,
we have that cφ,x(τ ♮) = 0 for all τ ♮ ∈ T 2,♮ell (G).
ii) Suppose that
yi = (φi, xi), i = 1, 2
are two pairs where φi ∈ Φ2,bdd(G∗) and xi ∈ S♮φ,ell. Then the expression∑
π∈Π2,temp(G)
cφ1,x1(π)cφ2,x2(π)
is equal to zero, unless φ1 = φ2 and the images of x1 and x2 in Sφ1 are equal.
Moreover, ∑
π∈Π2,temp(G)
cφ,x(π)cφ,x(π) = |Sφ|.
Proof. Part (ii) follows at once from part (i) and Proposition 4.8.2 whilst noting
that b(τ) = 1 for τ = π ∈ Π2,temp(G). It is thus enough to show part (i).
Let τ1 = (M1, σ1, r1) ∈ T 2ell(G) and let τ ♮1 = (M1, σ1, s1) be a lift. Then φ1 :=
φτ1 ∈ Φ2bdd(G). The isomorphism of R-groups Rφ1(M,G) = R(σ1) provided
by Lemma 4.6.5 implies that Rφ1,reg 6= ∅, that is φ1 ∈ Φ2ell(G).
For any τ ♮ = (M,σ, s) ∈ T ♮ell(G), the formula for cφ1,x1(τ ♮) appearing in
Proposition 4.8.1 and the fact that the subset of elliptic elements S♮φ1,ell ⊂ S
♮
φ1
is a S♮♮φ1(M)-torsor imply
1
|S♮φ1,ell|
∑
x1∈S
♮
φ1,ell
〈τ1, x1s1〉 · cφ1,x1(τ ♮) =
{
〈τ, s1s−1〉 if τ = τ1,
0 otherwise.
Hence, for any φ ∈ Φ2,bdd(G∗) and x ∈ S♮φ1,ell, we have
b(τ1)cφ,x(τ
♮
1) =
∑
τ∈Tell(G)
b(τ)cφ,x(τ
♮)
1
|S♮φ1,ell|
∑
x1∈S
♮
φ1,ell
〈τ1, x1s1〉 · cφ1,x1(τ ♮).
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Here τ ♮ is an arbitrary lift of τ , and the summand is independent of the choice
of lift. Interchanging the two sums and applying Proposition 4.8.2 we see that
the entire expression is equal to zero, since φ1 ∈ Φ2ell(G∗) and φ ∈ Φ2,bdd(G∗)
preclude φ1 = φ. But b(τ1) 6= 0, forcing cφ,x(τ ♮1) = 0.
4.9 Local packets for square-integrable parameters
Let E/F be a quadratic extension of non-archimedean local fields and letG∗ =
UE/F (N). Let Ξ : G∗ → G be an equivalence class of extended pure inner
twists. In this section we are going to complete the proof of the local classifi-
cation theorem 1.6.1 in the generic case by treating generic discrete parameters
φ ∈ Φbdd,2(G∗). Unlike the treatment of non-discrete parameters in Section 4.7,
which was purely local, the treatment of discrete parameters here will have to
be global.
We first make the following reduction. According to Proposition 1.6.2, it
is enough to prove the local classification theorem for any equivalence class
Ξ′ : G∗ → G of extended pure inner twists which gives rise to the same equiv-
alence class of inner twists as Ξ. If N is odd, then Ξ necessarily gives rise to
the trivial equivalence class of inner twists and we may thus take Ξ′ to be the
trivial equivalence class of extended pure inner twists. The local classification
theorem then follows by assumption from the quasi-split case.
The case that N is even is our main concern here. We use Proposition 4.4.3
to obtain the datum (E˙/F˙, u, v1, v2, G˙∗, η˙, Ξ˙ : G˙∗ → G˙, φ˙). We will prove the
local classification theorem for the equivalence class of pure inner twists Ξ˙u :
G˙∗u → G˙u.
Lemma 4.9.1. For every f˙ ∈ H(G˙) the following equality holds∑
π˙
nφ˙(π˙)f˙G˙(π˙) =
1
|Sφ˙|
∑
x∈Sφ˙
f˙ e(φ˙, x),
where π˙ runs over the irreducible representations of G˙(A˙) and nφ˙(π˙) denotes the mul-
tiplicity of π˙ in RG˙
disc,φ˙
.
Proof. The globalization propositions ensure that φ˙ ∈ Φ2(G˙, η˙). We claim that
φ˙ cannot contribute to the discrete spectrum of any proper Levi subgroup
M˙ of G˙. Indeed, if φ˙ = (φ˙N , ˜˙φ) did contribute then it should come from
φ˙M˙ ∈ Φ2(M˙, η˙) by the induction hypothesis applied to M˙ . Consider the de-
composition into simple parameters
φ˙N = ⊞ri=1ℓiφ˙
Ni
i .
Write φ˙M˙ = φ˙M˙− × φ˙M˙+ according to the decomposition M˙ = M˙− × M˙+ into
linear and hermitian parts. A simple factor of φ˙M˙− will contribute a factor with
evenmultiplicity if it is conjugate self-dual, and a factor which is not conjugate
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self-dual otherwise. However φ˙ is a discrete parameter so all φ˙Nii are conjugate
self-dual with multiplicity one by Lemma 1.3.2. The resulting contradiction
proves the claim.
Equation (3.3.1) thus reduces to
IG˙
disc,φ˙
(f˙) = trRG˙
disc,φ˙
(f˙) =
∑
π˙
nφ˙(π˙)f˙G˙(π˙).
On the other hand, Proposition 3.6.1 gives the expansion
IG˙
disc,φ˙
(f˙) =
1
|Sφ˙|
∑
x∈Sφ˙
f˙G˙,Ξ˙(φ˙, x)
where we have used the fact that sφ˙ = 1 and ǫφ˙(x) = 1 as φ˙ is generic and that
eφ˙(x) = 1 as φ˙ is square-integrable. The result follows.
We shall now apply Lemma 4.9.1 with a decomposable function f˙ = ⊗vf˙v
whose u-component f˙u belongs to Hcusp(G). To interpret the right-hand side
of the equation of the lemma, we use the character identities, which are part 4
of Theorem 1.6.1, i.e.
f˙ ′
G˙v,Ξ˙v
(φ˙v, x˙v) = e(G˙v)
∑
π˙v∈Πφ˙v
〈π˙v, x˙v〉Ξ˙vfv,G˙v(π˙v), x˙ ∈ S
♮
φ˙
. (4.9.1)
These character identities are known for v /∈ {u, v2}, because then the group G˙v
is quasi-split and these identities are part of our list of assumptions in Section
1.5. At the place v = v2 the group G˙v is an archimedean unitary group. The
character identities are thus known by thework of Shelstad. We refer the reader
to [Kal13, §5.6] for an exposition in the language of pure inner forms.
At the place v = u we do not have the character identities yet. Instead,
we have the following weaker statement, coming from (4.8.2) together with
Proposition 4.8.3, part i,
f˙ ′
G˙u,Ξ˙u
(φ˙u, x˙u) = e(G˙u)
∑
π∈Π2,temp(G)
cφ,x˙u(π)f˙u,G(π), x˙ ∈ S♮φ˙. (4.9.2)
Lemma 4.9.1 thus leads to the equation∑
π˙
nφ˙(π˙)f˙G˙(π˙) =
1
|Sφ˙|
∑
π˙u
∑
π∈Π2,temp(G)
∑
x∈Sφ˙
cφ,x˙u(π)〈π˙u, x˙u〉Ξ˙u f˙G˙(π ⊗ π˙u).
(4.9.3)
Here on the left π˙ runs over the irreducible unitary representations of G˙(A),
while on the right π˙u runs over the elements in the packet
Πφ˙u = ⊗v 6=uΠφ˙v
=
{
π˙ = ⊗v 6=uπ˙v : π˙v ∈ Πφ˙v , 〈π˙v, ·〉Ξ˙v = 1 for almost all v
}
.
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As before, x˙ ∈ S♮
φ˙
denotes a lift of x ∈ S φ˙. The pairing 〈π˙u, x˙u〉Ξ˙u is given by
the product over v 6= u of the local pairings 〈π˙v, x˙v〉Ξ˙v .
Recall that our particular globalization satisfies
S♮φ = S
♮
φ˙u
= S♮
φ˙v1
= S♮
φ˙
.
as well as 〈Ξ˙v,−〉 = 1 for v /∈ {u, v2} and 〈Ξ˙v2 ,−〉 = 〈Ξ˙u,−〉−1, the latter being
an equality of characters of
Z( ̂˙G)Γv2 = Z( ̂˙G)Γ = Z( ̂˙G)Γu .
This allows us to fix the representation π˙u,v1,v2 ∈ Πφ˙u,v1,v2 given by the re-
stricted tensor product ⊗′v 6=u,v1,v2πv , where πv ∈ Πφ˙v is the unique element
with 〈πv,−〉Ξ˙v = 1. Fix furthermore π˙v2 ∈ Πφ˙v2 arbitrarily. Then the character
〈π˙u,v1 ,−〉Ξ˙u,v1 restricts to 〈Ξ˙v2 ,−〉 on Z( ̂˙G)Γ.
Let µ ∈ X∗(S♮φ) be a character restricting to 〈Ξ˙u,−〉 on Z( ̂˙G)Γ. Then µ ·
〈π˙u,v1 ,−〉Ξ˙u,v1 restricts trivially to Z( ̂˙G)Γ and we may choose π˙v1 ∈ Ππ˙v1 to
be the element for which 〈π˙u,−〉Ξ˙u = µ−1 holds. We then define for all π ∈
Π2,temp(G),
nφ(µ, π) := nφ˙(π ⊗ π˙u)
which is a non-negative integer
Proposition 4.9.2. We have the equality
nφ(µ, π) =
1
|Sφ|
∑
x
cφ,x(π)µ(x)
−1
where x ∈ S♮φ runs through a set of representatives for the quotient Sφ. In particular
the non-negative integer nφ(µ, π) depends only upon µ, φ and π.
Note that each summand depends only on the image of x in Sφ, as its two
factors have a cancelling equivarance behavior under translations by Z(Ĝ)Γ.
Hence the choice of set of representatives is irrelevant.
Proof. Applying our choice of π˙u to Equation (4.9.3) and using linear indepen-
dence of characters of G˙(Au), we see that for each f ∈ Hcusp(G) we have the
equality∑
π∈Π2,temp(G˙u)
nφ(µ, π)f˙G˙u(π) =
1
|Sφ|
∑
π∈Π2,temp(G)
∑
x∈Sφ
cφ,x˙u(π)µ(x˙)
−1f˙G˙u(π).
The result follows by using the linear independence of the representations in
Π2,temp(G) as characters of Hcusp(G).
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Proposition 4.9.3. For all discrete parameters φ, φ′ ∈ Φ2,bdd(G) and all characters
µ ∈ X∗(S♮φ) and µ′ ∈ X∗(S♮φ′) whose restriction to Z(Ĝ)Γ is equal to 〈Ξ˙u,−〉, we
have that
∑
π∈Π2,temp(G)
nφ(µ, π)nφ′(µ
′, π) =
{
1 if (φ, µ) = (φ′, µ′),
0 otherwise.
Proof. By Proposition 4.9.2, we obtain that∑
π∈Π2,temp(G)
nφ(µ, π)nφ′(µ
′, π)
=
∑
π∈Π2,temp(G)
nφ(µ, π)nφ′(µ′, π)
=
1
|Sφ||Sφ′ |
∑
x
∑
x′
µ(x)−1µ′(x′)
∑
π∈Π2,temp(G)
cφ,x(π)cφ′,x′(π)
According to Proposition 4.8.3, part ii, the inner sum is zero unless φ = φ′ and
the image of x and x′ in Sφ is equal. Thus the double sum over x, x′ collapses to
a single sum over x and another look at Proposition 4.8.3 shows that the above
expression is equal to
1
|Sφ|
∑
x
µ(x)−1µ′(x).
The sum over x still runs over a set of representatives in S♮φ for the quotient Sφ.
However, the summand now descends to this quotient and the result follows.
Proposition 4.9.3 and the fact that nφ(µ, π) is a non-negative integer imply
that for every µ ∈ X∗(S♮φ) lying above 〈Ξ˙u,−〉 there exists a unique π = π(µ) ∈
Π2,temp(G) such that nφ(µ, π) 6= 0, in which case in fact nφ(µ, π) = 1. Moreover,
the assignment
µ 7→ π(µ)
is injective. We define the packet
Πφ =
{
π(µ) : µ ∈ X∗(S♮φ), µ|Z(Ĝ)Γ = 〈Ξ˙u,−〉
}
,
as well as the character
〈π(µ), ·〉Ξ˙u := µ(·).
Proposition 4.9.3 implies that these packets are disjoint from each other. More-
over, the map π 7→ 〈π,−〉Ξ˙u is by construction a bijection from Πφ to the set of
characters of S♮φ lying above 〈Ξ˙u,−〉. The following proposition shows that the
desired character identity holds.
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Proposition 4.9.4. For x ∈ S♮φ and f ∈ H(G) the following equality holds
f e(φ, x) = e(G)
∑
π∈Πφ
〈π, x〉Ξ˙ufG(π).
Proof. Firstly consider the case where f ∈ Hcusp(G). Propositions 4.9.2 and
4.9.3 imply that
1
|Sφ|
∑
x∈Sφ
cφ,x(π)µ(x)
−1 = nφ(µ, π) =
{
1 if π = π(µ),
0 otherwise.
Inverting this equation, we have that
cφ,x(π) =
{
µ(x) = 〈π, x〉Ξ˙u if π = π(µ),
0 otherwise.
Applying this to Equation (4.9.2), we obtain the desired result.
It remains to show that the character identity holds for non-cuspidal f ∈
H(G). This can be done by arguing as in the proof of [Art13, Cor 6.7.4].
The proposition implies that the packet Πφ depends only on φ and not on
the globalization φ˙. It follows from our construction that these packets are
disjoint. To show that they exhaust the set Π2,temp(G), it is enough to show
that for each π ∈ Π2,temp(G) there exist φ ∈ Φ2,bdd(G) and µ ∈ S♮φ lying above
〈Ξ,−〉 such that nφ(µ, π) 6= 0. For this it suffices to find π˙ and φ˙ such that
π˙u = π, π˙u ∈ Πφ˙u and nφ˙(π˙) 6= 0. This is further reduced to just finding π˙
with π˙u = π, as φ˙ is then determined by weak base change of π˙, an argument
implicit in the display below Corollary 3.3.2, and then descend via Proposition
3.3.1. But the existence of π˙ with π˙u = π is immediate from Lemma 4.2.1.
This completes the proof of Theorem 1.6.1 for discrete generic parameters,
which was also an inductive assumption in the proof of this theorem for gen-
eral generic parameters. In other words, Theorem 1.6.1 has now been estab-
lished for all generic parameters and all pure inner twists of unitary groups.
5 PROOF OF THE MAIN GLOBAL THEOREM
This last chapter is devoted to the proof of Theorem 1.7.1. It turns out that the
argument is much simpler than the analogue in the quasi-split case. For one
thing the twisted trace formula for general linear groups plays no more direct
roles.
We adopt the global notation so that G∗ = UE/F (N) is a global quasi-split
unitary group. Fix κ ∈ {±1} as well as χ = χκ ∈ ZκE . Let (G, ξ) be an inner
twist ofG∗. Recall from §3.3 thatL2disc(G(F )\G(AF )) = ⊕ψL2disc,ψ(G(F )\G(AF ))
as ψ runs over Ψ(G∗, ηχ) and that there is a corresponding decomposition
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trRdisc(f) =
∑
ψ trRdisc,ψ(f) for f ∈ H(G). For the proof it suffices to identify
L2disc,ψ(G(F )\G(AF )) for each ψ ∈ Ψ(G∗, ηχ). We assume the following on ψ:
• Hypothesis 3.6.3 (i.e. the local classification theorem holds for ψv at every
v) and
• Theorem 2.6.2 (the local intertwining relation) for ψv at every place v.
These have been established if ψ = φ is generic and if (G, ξ) is realized as a
pure inner twist of G∗. (The latter condition implies that Gv is a split group
at every place v of F split in E since general linear groups do not have any
nontrivial pure inner twists.) In the remaining cases the above assumptions
will be resolved in [KMSb] and [KMSa].
Theorem 5.0.5. Let ψ ∈ Ψ(G∗, ηχ). Under the two assumptions above,
1. L2disc,ψ(G(F )\G(AF )) = 0 if ψ /∈ Ψ2(G∗, ηχ).
2. L2disc,ψ(G(F )\G(AF )) =
⊕
π∈Πψ(G,ξ,ǫψ)
π if ψ ∈ Ψ2(G∗, ηχ).
Proof. If ψ /∈ Ψ2(G∗, ηχ) then Corollary 3.6.5 and the local intertwining rela-
tion imply (via Theorem 3.5.7) that trRdisc,ψ(f) = 0 identically, so ψ does not
contribute to the discrete spectrum. It remains to check that for ψ ∈ Ψ2(G∗, ηχ),
trRdisc,ψ(f) =
∑
π∈Πψ(G,ξ,ǫψ)
f(π), f ∈ H(G).
As usual our notation is that f(π) = tr π(f). Fourier transform on the finite
group Sψ allows us to rewrite the right hand side as
1
|Sψ|
∑
π∈Πψ(G,ξ)
∑
x∈Sψ
ǫG
∗
ψ (x)〈x, π〉G,ξf(π) =
1
|Sψ|
∑
x∈Sψ
ǫG
∗
ψ (x)fG(ψ, x).
In view of the definition (3.6.4) it is enough to show that 0rGdisc,ψ(f) = 0. This
results from Corollary 3.6.5 since the local intertwining relation and the local
classification theorem imply that fG(ψ, x) = f ′G(ψ, sψx
−1).
A THE AUBERT INVOLUTION AND R-GROUPS
In [Ban02, Ban04], Ban shows that the Knapp-Stein R-group of a connected
reductive group G is invariant under the Aubert involution π 7→ π̂. More pre-
cisely she proves:
Theorem A.0.6. Let M be any Levi subgroup of G and let π be a square integrable
irreducible representation of M . Denote by R the Knapp-Stein R-group for π. Then
the set of normalized self-intertwining operators
{RP (r, π̂), r ∈ R}
is a basis for the commuting algebra EndG
(
iGM (π̂)
)
.
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In [Ban02, Ban04] the following three hypothesis are needed:
1. G is a split group.
2. One can normalize the self-intertwining operators RP (w, π) to be multi-
plicative on w.
3. The Aubert involution of a (square integrable) unitary representation of
M is still unitary.
In this appendix we get rid of the two first hypothesis. However Hypothe-
sis (3) will be still needed to grant that the normalized intertwining operator
RP ′,P (π̂χ) is well defined at χ = 1 (see below for more details on notation).
For our purposes, Hypothesis (3) will not be a problem since all represen-
tations we will care about appear as local components of automorphic repre-
sentations and are thus unitary. By induction hypothesis and Theorem 1.6.1(1)
they will be automatically unitary.
A.1 Notation
Let F ba a local non-archimedean field. Denote by | |F the normalized absolute
value of F . Let G be any connected reductive group defined over F . Write AG
for the maximal split torus in the center of G. By a representation of G(F ) we
will always mean a smooth representation.
Define X(G) = Hom(G,Gm) and aG = Hom(X(G),R). The dual of this
space is denoted by a∗G and we set a
∗
G,C = a
∗
G ⊗ C. For every Levi subgroupM
there is a canonically split short exact sequence:
0→ aG → aM → aGM → 0.
LetΨ(G) be the complex torus of unramified characters ofG. It is endowed
with a structure of complex algebraic variety coming from the surjection
a∗G,C −→ Ψ(G) (A.1.1)
χ⊗ s 7→ (g 7→ |χ(g)|sF ).
For any χ ∈ Ψ(G) and any representation π of G(F ) we will write πχ for
π ⊗ χ.
Fix a minimal parabolic subgroup P0 = M0U0 of G. We set ∆0 to be the set
of simple roots. For any Θ ⊂ ∆0, let PΘ be the associated standard parabolic.
Denote by LG the set of standard Levi subgroups of G. For any Levi sub-
groupM in LG, denote by P(M) the set of parabolic subgroups ofGwith Levi
componentM and byW (M) theWeyl group relative toM . For any w ∈ W (M)
with representative w˜ ∈ G(F ) and any representation π ofM(F ), we define w˜π
to be the representation on the same underlying vector space as π with action
(w˜π)(m) = π(w˜−1mw˜) (observe that the equivalence class depends only on w
and if no confusion arises we will write wπ for w˜π.) We also define
Wπ = {w ∈W (M) : wπ ≃ π}.
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For any Levi subgroup M in LG, and any parabolic P containing M , de-
note by iGP the normalized parabolic induction (so that i
G
P (π) is unitary if π is)
and by rGP its left adjoint functor, the Jacquet functor. If P is the standard pa-
rabolic subgroup of G containingM we will simply write iGM and r
G
M . For any
parabolic subgroup P denote by P− the parabolic subgroup opposite to P .
Write K(G) for the Grothendieck group of finite length representations of
G(F ), that is, the set of finite integral linear combinations of isomorphism
classes of irreducible representations of G(F ). For any smooth representation
π ofG(F )write π∨ for its contragredient and, if we suppose moreover that π is
of finite length, denote by [π] its image in K(G).
We also use the notation Alg(G) for the category of smooth representations
of G, Π(G) for the set of isomorphism classes of irreducible representations
of G and Π2(G) (resp. Πunit(G)) for its subset consisting of square integrable
(resp. unitary) representations.
A.2 The Aubert involution
A.2.1 The Aubert involution at the level of Grothendieck groups
The functors iGM and r
G
M induce, by linearity, homomorphisms between Gro-
thendieck groups that, by a little abuse of notation, we will still write iGM :
K(M) → K(G) and rGM : K(G) → K(M) respectively. The Aubert involution
[Aub95, Aub96] is the homomorphism of Z-modules DG : K(G) → K(G) de-
fined by
DG =
∑
M∈LG
(−1)dim(AM0/AM )iGM ◦ rGM .
A key property of the Aubert involution is that it preserves irreducibility up
a sign. Namely for any irreducible representation π ofG(F ), there exists β(π) ∈
{±1} such that β(π)DG([π]) is represented by an irreducible representation of
G(F ), to be denoted by [π̂].
A.2.2 The Aubert involution on the level of representations
Let π be a smooth representation of G and let P ⊂ P ′ ⊂ G be two standard
parabolic subgroups of G. Denote by πP,P ′ the canonical projection rGP (π) →
rGP ′(π) and define the map
dP,P ′ : i
G
P ◦ rGP (π) −→ iGP ′ ◦ rGP ′(π)
f 7→ fP,P ′ . (A.2.1)
where fP,P ′(g) = πP,P ′f(g).
Let Θ0 ⊂ ∆0. We denote by Alg(Θ0) the full abelian subcategory of Alg(G)
consisting of π such that every subquotient of π is a subquotient of a represen-
tation of the form iGP (ρ) where P is a standard parabolic subgroup with Levi
component conjugate to MΘ0 , and ρ is a cuspidal representation of the Levi
quotient of P (F ).
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Aubert defined a map
Alg(Θ0) −→ Alg(Θ0)
π 7→ π̂
in the following way. She proved in [Aub95, Théorème 3.6] that the following
sequence of representations of G(F ) is exact:
0→ π d|∆0|−→
⊕
|Θ| = |∆0| − 1
Θ0 ⊂ Θ
iGPΘ ◦ rGPΘ(π)
d|∆0|−1−→ · · · →
⊕
|Θ| = |Θ0|
Θ0 ⊂ Θ
iGPΘ ◦ rGPΘ(π),
(A.2.2)
where
di =
⊕
|Θ| = i, |Θ′| = i− 1,
Θ0 ⊂ Θ′ ⊂ Θ
dPΘ,PΘ′ ǫΘ,Θ′ ,
and ǫΘ,Θ′ is a sign defined in [Aub95, page 2187]. Then she set π̂ the cokernel
of d|Θ0|+1.
Let χ be a character of the center of G(F ) and Ω be a Bernstein block of
Alg(G). Denote by Algflχ(Ω) the full subcategory of Alg(G) of finite length rep-
resentations whose irreducible subquotients have central character χ and are
all of type Ω.
Schneider-Stuhler in [SS97, III.3.1] and Bernstein-Bezrukavnikov in [Ber,
IV.5.1] and [Bez, §4] have defined, in terms of cohomology, an involution
E : Algflχ(Ω) −→ Algflχ−1(Ω)
that coincides, by [SS97, p. 184], with the contragredient of the Aubert involu-
tion. That is, for every π ∈ Algflχ(Ω) we have that E(π∨) = π̂.
The Aubert involution has the following properties:
Irreducibility. The representation π̂ is irreducible if and only if π is irre-
ducible [Aub95, Corollaire 3.9].
Induction. If P is a parabolic subgroup of G with Levi componentM then
[Ber, Theorem 31(3)]
îGP (·) = iGP− (̂·). (A.2.3)
Conjugation. Let P be a parabolic subgroup of G and let h ∈ G(F ). Let
π ∈ Alg(Θ0) and denote by hπ the representation of G(F ) with same under-
lying vector space as π and action given by hπ(g) = π(h−1gh). The canonical
isomorphism
h(iGP r
G
P (π)) −→ iGhP rGhP (hπ)
f 7→ f(h−1 · h)
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gives rise to a canonical identification hπ̂ = ĥπ.
Functoriality. The involution
Algflχ(Ω) −→ Algflχ(Ω)
π 7→ π̂
is an exact covariant involutive functor [SS97, III.3]. If π, π′ ∈ Algflχ(Ω), we
deduce that there is a canonical involutive isomorphism
HomG (π, π
′) −→ HomG
(
π̂, π̂′
)
ϕ 7→ ϕ̂ (A.2.4)
such that ϕ̂(π) = ϕ̂(π̂). Indeed this isomorphism can be constructed as follows:
Let ϕ ∈ HomG (π, π′). For any parabolic subgroup P of G the map ϕ induces,
by functoriality,
ϕP ∈ HomG
(
iGP ◦ rGP (π), iGP ◦ rGP (π′)
)
. (A.2.5)
For any two parabolic subgroups P ⊂ P ′, by definition (A.2.1), these maps
make the following diagram commutative:
iGP ◦ rGP (π)
ϕP

dP,P ′ // iGP ′ ◦ rGP ′(π)
ϕP ′

iGP ◦ rGP (π′)
dP,P ′ // iGP ′ ◦ rGP ′ (π′)
We deduce from (A.2.2) a commutative diagram:
0 //

π
ϕ

// ⊕
|Θ|=|∆0|−1
iGPΘ ◦ rGPΘ(π) //
ϕP|∆0|−1

. . . //
⊕
|Θ|=|Θ0|
iGPΘ ◦ rGPΘ(π) //
ϕ|Θ0|

π̂ // 0
0 // π′ //
⊕
|Θ|=|∆0|−1
iGPΘ ◦ rGPΘ(π′) // . . . //
⊕
|Θ|=|Θ0|
iGPΘ ◦ rGPΘ(π′) // π̂′ // 0
(to simplify notation we drop the fact that the sum is taken over parabolic
subgroups PΘ such that Θ0 ⊂ Θ). Thus there exists a unique morphism ϕ̂ ∈
HomG
(
π̂, π̂′
)
making the diagram
0 //

π
ϕ

// ⊕
|Θ|=|∆0|−1
iGPΘ ◦ rGPΘ(π) //
ϕP|∆0|−1

. . . //
⊕
|Θ|=|Θ0|
iGPΘ ◦ rGPΘ(π) //
ϕ|Θ0|

π̂ //
ϕ̂

0
0 // π′ //
⊕
|Θ|=|∆0|−1
iGPΘ ◦ rGPΘ(π′) // . . . //
⊕
|Θ|=|Θ0|
iGPΘ ◦ rGPΘ(π′) // π̂′ // 0
(A.2.6)
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commute. The commutativity of the diagram implies that ϕ̂(π) = ϕ̂(π̂).
Rationality. Here we follow [Wal03, §IV.1] and [Ber84]. Let M ∈ LG and
(π, V ) a smooth admissible representation of M(F ). Let B be the polynomial
algebra on the variety Ψ(M) and, for m ∈ M(F ), denote bm ∈ B the polyno-
mial defined by bm(χ) = χ(m).
Define the algebraicB-family (πB , VB) of admissible representations (in the
sense of [Ber84, 1.16], [Wal03, §I.5]) ofM(F ) by
VB = V ⊗C B, πB(m)(v ⊗ b) = π(m)v ⊗ bmb
for everym ∈M(F ), v ∈ V and b ∈ B.
For χ ∈ Ψ(M) set spχVB := VB ⊗B (B/Bχ), the specialization map, where
Bχ is the maximal ideal in B made of functions that are zero on χ. As a repre-
sentation ofM , spχVB is isomorphic to πχ.
As the functors iGP and r
G
P of parabolic induction and restriction are exact,
they commute with ⊗BN for any B-module N ([Ber84, 2.5]). We deduce that
spχi
G
M (VB) is isomorphic to i
G
M (πχ).
Let now P, P ′ ∈ P(M) and π, π′ admissible representations ofM(F ). Sup-
pose that we have a family of intertwining operators
A(χ) : iGP (πχ) −→ iGP ′(π′χ)
for every χ ∈ Ψ(M). We say that A(χ) is rational if there exists a homomor-
phism of G−B-modules
AB : i
G
P (πB) −→ iGP ′(π′B)
and b ∈ B such that b(χ)A(χ)spχ = spχAB .
The Aubert involution preserves rationality in the following sense.
Proposition A.2.1. Let π, π′ be smooth finite length representations ofM(F ) in the
same Bernstein block. With notation as above, suppose that the family of intertwining
operators
A(χ) : iGP (πχ) −→ iGP ′(π′χ)
is rational. Then the family of intertwining operators
Â(χ) : îGP (πχ) −→ ̂iGP ′(π′χ)
is also rational.
Proof. Let Q be a parabolic subgroup of G. Then the intertwining operator
A(χ)Q : i
G
Q ◦ rGQ(iGP (πχ))→ iGQ ◦ rGQ(iGP (π′χ)),
induced by functoriality, is rational. Indeed, let
AB,Q : i
G
Q ◦ rGQ(iGP (πB))→ iGQ ◦ rGQ(iGP (π′B)),
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be the intertwining deduced by functoriality from AB . Then, for every χ ∈
Ψ(M), we have
spχAB,Q = (spχAB)Q ( spχ commutes to r
G
Q ◦ iGP )
= (b(χ)A(χ)spχ)Q ( A(χ) is rational)
= b(χ)A(χ)Qspχ ( spχ commutes to r
G
Q ◦ iGP ).
We deduce from our construction (A.2.6) that the operator
Â(χ) : îGP (πχ) −→ ̂iGP ′(π′χ)
is also rational.
A.3 Intertwining operators and R-groups
A.3.1 Definition and properties
The main references here are [Art89] [Wal03]. Let G be a connected reductive
group. FixM ∈ LG, P, P ′ ∈ P(M), π a smooth representation ofM(F ) of finite
length and χ ∈ Ψ(M). Write UP and UP ′ for the unipotent radicals of P and
P ′, respectively. Let
JP ′|P (πχ) : i
G
P (πχ)→ iGP ′(πχ)
be the standard intertwining operator defined by the absolutely convergent
integral
(JP ′|P (πχ)φ)(x) =
∫
UP (F )∩UP ′ (F )\UP ′(F )
φ(ux)du, x ∈ G(F ),
when the real part of χ lies in a certain chamber (see [Wal03, IV.1] for a precise
meaning of this convergence). This intertwining operator satisfies a series of
properties (properties J1 − J5 in [Art89, pag. 26]). In particular, the family of
intertwining operators is rational in the sense explained before.
A.3.2 Normalized self-intertwiningoperators and theKnapp-SteinR-group
Let rP ′|P (πχ) be the normalizing factor, that is a rational function on Ψ(M),
such that the normalized intertwining operator
RP ′|P (πχ) := rP ′|P (πχ)
−1JP ′|P (πχ)
satisfies propertiesR1−R8 in [Art89, pag. 28]. The family of such normalizing
factors exists by [Art89, Theorem 2.1] and RP ′|P (πχ) is a rational family (in χ)
of intertwining operators iGP (πχ) → iGw−1P (πχ). If RP ′|P (πχ) is well defined at
χ = 1, we set RP ′|P (π) = RP ′|P (π1) (for example if π unitary [Art89, pag. 28,
R4]).
Now let π ∈ Πunit(M), w ∈Wπ and fix P ∈ P(M). Choose a representative
w˜ ∈ G(F ) of w and an isomorphism π(w˜) : w˜π → π. Define the normalized
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self-intertwining operatorRP (w˜, π) by composition of the following intertwin-
ing operators:
iGP (π)
R
w−1P |P (π)−→ iGw−1P (π)
l(w):φ 7→φ(w˜−1·)−→ iGP (w˜π)
π(w˜)−→ iGP (π)
Remark A.3.1. The class of RP (w˜, π) mod C× is independent of the choices of w˜
and π(w˜) and for any w,w′ ∈ Wπ, RP (w˜, π)RP (w˜′, π) = RP (w˜w˜′, π) mod C×.
However it depends on the choice of P . For another parabolic subgroupQ ∈ P(M)
one has
RQ(w˜, π) = RP |Q(π)
−1RP (w˜, π)RP |Q(π).
So in particular, RP (w˜, π) = RP−(w˜, π) mod C×.
Suppose now that π ∈ Π2(M). The Knapp-Stein R-group R(π) can be de-
fined as a subgroup ofWπ satisfying the following properties (this is a theorem
of Harish-Chandra and Silberger [Sil78]):
1. Wπ = {w ∈Wπ : RP (w˜, π) ∈ C×}⋊R(π).
2. The set {RP (w˜, π), r ∈ Rπ} is a basis for EndG
(
iGM (π)
)
.
A.3.3 Intertwining operators and the Aubert involution
Let M be a Levi subgroup of G and let π ∈ Πunit(M). Let P be a parabolic
subgroup with Levi componentM . Let w ∈W (M) and for any χ ∈ Ψ(M), put
RP (w˜, πχ) := l(w) ◦Rw−1P |P (πχ) : iGP (πχ) −→ iGP (w˜πχ).
As π is unitary, the operator RP (w˜, πχ) is well defined at χ = 1 so we define
RP (w˜, π) = RP (w˜, π1).
PropositionA.3.2. Suppose moreover that π̂ is unitary (so that the operatorRP (w˜, π̂χ)
is well defined at χ = 1). Then ̂RP (w˜, π) = RP−(w˜, π̂) mod C×.
Proof. The intertwining operator
̂RP (w˜, πχ) : i
G
P−(π̂χ) −→: iGP−(w˜π̂χ)
is by construction rational and bijective wheneverRP (w˜, πχ) is (in particular it
is well defined at χ = 1).
If we compose it with RP−(w˜−1, ̂˜wπχ), which equals RP−(w˜−1, w˜π̂χ) by
the conjugation property, we get a self-intertwining operator of iGP−(π̂χ). For
regular σ this latter representation is irreducible so we deduce
RP−(w˜
−1, w˜π̂χ) ◦ ̂RP (w˜, πχ) = a(χ) · IdiG
P−
(π̂χ)
where a(χ) is a rational function on Ψ(M). By hypothesis and construction
both intertwining operators RP−(w˜−1, w˜π̂χ) and ̂RP (w˜, πχ) are well defined
at χ = 1 and bijective. Hence
RP−(w˜
−1, w˜π̂) ◦ ̂RP (w˜, π) = a · IdiG
P−
(π̂)
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with a ∈ C×. The intertwining operator ̂RP (w˜, π) is the inverse ofRP−(w˜−1, w˜π̂)
up to a constant so it must be equal toRP−(w˜, π̂) up to a constant.
Corollary A.3.3. Let M be a Levi subgroup of G and let π ∈ Πunit(M). Suppose π̂
is unitary. Let P be a parabolic subgroup with Levi component M and let w ∈ Wπ.
Then RP−(w˜, π̂) = ̂RP (w˜, π) mod C×.
Proof. Recall that the normalized self-intertwining operator RP (w˜, π) is de-
fined by composition of the following intertwining operators:
iGP (π)
RP (w˜,π)−→ iGP (w˜π)
π(w˜)−→ iGP (π).
By functoriality of (A.2.4) and Proposition A.3.2, it is enough to prove that we
have commutative diagram
iGP (w˜π)
̂

π(w˜) // iGP (π)
̂

iGP−(w˜π̂)
π̂(w˜) // iGP−(π̂)
(A.3.1)
up to isomorphism. But
π̂(w˜)
is an isomorphism between w˜π̂ and π̂. By Schur’s Lemma it is equal to π̂(w˜)
up to a nonzero constant. We deduce the commutativity of the diagram by
(A.2.3).
Remark A.3.4. In the article we will be in the following setting. Let M be a Levi
subgroup of G and let π ∈ Πunit(M). Suppose we have a group Nπ endowed with a
surjective morphism p : Nπ → Wπ . Suppose moreover that π̂ is unitary and that we
have normalizations RP (u, π), u ∈ Nπ, of the intertwining operators such that:
1. RP (u, π) = RP (p(u), π) mod C×, for every π ∈ Πunit(M) and every u ∈
Nπ.
2. The intertwining operators RP (u, π) are mutiplicative on Nπ i.e. they are such
that for any u, u′ ∈ Nπ, RP (u, π)RP (u′, π) = RP (uu′, π).
Then there exists a multiplicative character ǫπ : Nπ → C× such that for every u ∈ Nπ
and every f in the Hecke algebra of G(F ) we have
fG(π̂, u) = ǫπ(u)tr( ̂RP (u, π)îGP (π), f).
We finish this appendix proving the corollary announced in the introduc-
tion.
214
Corollary A.3.5. LetM be any Levi subgroup ofG and let π ∈ Π2(M). Suppose π̂ is
unitary. Let P be a parabolic subgroup with Levi componentM . Denote by R(π) the
Knapp-Stein R-group for π. Then the set of normalized self-intertwining operators
{RP (r, π̂), r ∈ R(π)}
is a basis for the commuting algebra EndG
(
iGM (π̂)
)
.
Proof. The set {RP−(w˜, π), r ∈ Rπ} is a basis for EndG
(
iGP−(π)
)
. Thus by
(A.2.4), the set { ̂RP−(w˜, π), r ∈ Rπ} is a basis for EndG
(
iGP (π̂)
)
, so by Corol-
lary A.3.3 we deduce that the set {RP (r, π̂), r ∈ R(π), r ∈ Rπ} is a basis for
EndG
(
iGP (π̂)
)
.
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