We propose two new tests for detecting clustering in multivariate Value-at-Risk (VaR) forecasts. First, we consider CUSUM-tests to detect non-constant expectations in the matrix of VaR-violations. Second, we propose χ 2 -tests for detecting cross-sectional and serial dependence in the VaR-forecasts. Moreover, we combine our new backtests with a test of unconditional coverage to yield two new backtests of multivariate conditional coverage. Results from a simulation study underline the usefulness of our new backtests for controlling portfolio risks across a bank's business lines. In an empirical study, we show how our multivariate backtests can be employed by regulators to backtest a banking system.
Introduction
Over the past two decades, Value at Risk (VaR) has become the prevalent measure for assessing the risk of financial investments. Its widespread use in banking was recognized under the 1996
Market Risk Amendment to the first Basel Accord which allowed banks to employ internal forecasting models to calculate their required regulatory capital. Since then, VaR has become the industry standard for measuring and managing portfolio risk (not only for banks but also, e.g., for insurance companies due to Solvency II) even though it lacks the desirable property of a coherent risk measure (see Artzner et al., 1999) for non-Gaussian Profit & Loss (P/L) distributions. Consequently, not only regulators but also the firms that use VaR themselves have long been interested in assessing the forecasting accuracy of their VaR-models through formal backtesting. Nowadays, risk measures such as the Expected Shortfall, which explicitly take the amount of losses into account, are of increasing importance. Nevertheless, as these measures are still based on the VaR, appropriate backtesting has not lost its importance. In this paper, we address the highly important task of backtesting several VaR-forecasts of different business lines, sub-portfolios or banks across several points in time. We propose two new multivariate backtests that can be used by both risk managers in individual banks (for backtesting the risk of several business lines) and by regulators (for backtesting a whole banking system).
The backtesting of a VaR-model comprises a comparison of the model's out-of-sample VaRforecasts and the investment's actual returns. If the investment is a single trading position or a portfolio it yields a univariate time series of VaR-forecasts and VaR-violations. In the last few years, several formal backtests have been proposed in the literature for the case of a univariate sequence of VaR-violations with tests concentrating on the correct number of violations (unconditional coverage, uc in short), the independence of the sample of violations, and both properties at the same time (tests of conditional coverage, cc in short) (see, e.g., Kupiec, 1995; Christoffersen, 1998; Berkowitz, 2001; Christoffersen and Pelletier, 2004; Engle and Manganelli, 2004; Haas, 2005; Candelon et al., 2011; Berkowitz et al., 2011; Pelletier and Wei, 2015) . Recently, Ziggel et al. (2014) proposed a set of tests that additionally test for identically distributed violations. None of these backtests, however, can be easily extended to the multivariate case in which VaR-violations might not only be correlated across time but also across business lines.
One motivation for considering multivariate VaR backtesting is that financial institutions are usually interested in forecasts of their trading desk's aggregate P/L distribution in contrast to VaRforecasts of isolated investments. However, aggregating individual VaR-forecasts often yields biased results as diversification effects between (sub-)portfolios are not adequately modeled. To tackle this problem, multivariate backtests need to account for cross-sectional dependence within the portfolio.
1 While it may also be possible to directly consider VaR for aggregate portfolios (i.e., for univariate additive combinations of different investments), the results of a (univariate) backtest for these always depend on the type of aggregation. Moreover, and more importantly, a multivariate backtest avoids the problem of multiple testing, which arises if each business line is tested separately as prescribed by the regulators. Apart from applications within a single bank, our newly proposed tests should also be of great interest to bank regulators as they allow them to backtest risk forecasts for a set of banks. Our multivariate backtests could thus be used to identify times and sources of systemic risk in a banking sector. Finally, in addition to the practical relevance of our backtests for bankers and regulators, our new multivariate backtests process much more data at once thereby allowing further theoretical applications and improving the tests' power properties.
Despite the importance of multivariate backtesting, only a few papers in the literature deal with this topic with most papers leaving the development of such tests for future research (see, e.g., Berkowitz et al., 2011; Ziggel et al., 2014) . To the best of our knowledge, the only exception is Danciulescu (2010) who proposes a multivariate uc and independence test. The test is based on a multivariate Portmanteau statistic of Ljung-Box type that jointly tests for the absence of autocorrelations and cross-correlations in the vector of hits sequences for different business lines.
However, to the best of the authors' knowledge, there currently exists no multivariate backtest that explicitly tests for the i.i.d. property (in contrast to the mere independence) of VaR-violations. In this paper, we suggest new multivariate backtests for clusters in VaR-violations which are easy to implement and have appealing properties under the null and the alternative. Moreover, these tests can easily be extended to cc-versions. We essentially propose two different kinds of tests.
First, we consider a CUSUM-test for detecting clusters that are caused by instationarities in the mean of the VaR-violations. To take the multidimensionality of the VaR-violations into account,
we use the sums of the violations for different business lines and sub-portfolios for a single day.
Second, we consider a χ 2 -test for detecting clusters that are caused by cross-sectional and/or serial dependencies within the VaR-violations. Finally, we combine our new backtests with a test of unconditional coverage to yield two new backtests of multivariate conditional coverage. All tests are easy to implement and perform well in simulations. Additionally, all tests work without Monte
Carlo simulations or bootstrap approximations. However, there are bootstrap approximations available: The one for the CUSUM-tests serves for making it more robust (which does not seem to be necessary, at least in our simulations), while the one for the χ 2 -tests is potentially interesting with respect to the test's software implementation.
3
The rest of this paper is organized as follows. In Section 2, we introduce the notation and the new multivariate backtests. The performance of the new backtests in finite samples is analyzed in simulations in Section 3. In Section 4, the outline and results of our empirical study are presented.
Section 5 concludes.
Methodology
In this section, we introduce the notation used throughout the paper. Moreover, we define the desirable properties of VaR-violations and present our new multivariate backtests.
ever, these backtests use multivariate approaches in order to investigate a univariate time series (see, e.g., Hurlin and Tokpavi, 2007) .
Notation and VaR-violation Properties
First, we shortly discuss the univariate case in order to extend it in the following to a multivariate setting. Let {y t } n t=1 be the observable part of a time series {y t } t∈Z corresponding to daily observations of the returns on an asset or a portfolio. We are interested in the accuracy of VaR-forecasts. Following Dumitrescu et al. (2012) , the ex-ante VaR VaR t|t−1 (p) (conditionally on an information set F t−1 ) is implicitly defined by Pr(y t < −VaR t|t−1 (p)) = p, where p is the VaR coverage probability.
Note that we follow the actuarial convention of a positive sign for a loss. In practice, the coverage probability p is typically chosen to be either 1% or 5% (see Christoffersen, 1998) . This notation implies that information up to time t − 1 is used to obtain a forecast for time t. Moreover, we define the ex-post indicator variable I t (p) for a given VaR-forecast VaR t|t−1 (p) as
(1) If this indicator variable is equal to 1, we will call it a VaR-violation. The indicator variables may depend on additional parameters which are assumed to be known such that there is no estimation error. In practice, this is a reasonable assumption given results by Escanciano and Olmo (2010) .
These authors show for some particular VaR backtests that, asymptotically, there is no estimation error if one uses a fixed forecasting scheme for estimating model parameters.
To backtest a given sequence of VaR-violations, Ziggel et al. (2014) state three desirable properties that the VaR-violation process should possess. First, the VaR-violations are said to have unconditional coverage (uc hereafter) if the probability of a VaR-violation is equal to p on average, i.e.,
Second, VaR-violations should possess the i. 
wherep is an arbitrary probability. 
Note that in most related studies in the literature, the uc property is defined slightly differently than it is done in this paper. Moreover, the full i.i.d. hypothesis is not discussed at all, with almost all papers concentrating on the independence property of VaR-violations (see, e.g., Christoffersen, 1998 
Here, p i is the VaR coverage probability for sub-portfolio i. Note that p i is explicitly allowed to vary among different sub-portfolios and we do not need to assume particular values of p i , i = 1, . . . , m. In each column, the resulting matrix contains information for a single business line, bank or sub-portfolio (corresponding to the 1-dimensional case), while each row represents a single trading day. In Figure I , we illustrate a stylized matrix of VaR-violations across time and business lines. With this preliminary work, we start to define the desirable properties of VaR-violations in the multivariate case. For the uc hypothesis and most uc tests, an extension of the univariate to the multivariate case is straightforward. To this end, one simply needs to study the hit sequences of several business lines simultaneously and stack the series together. As doing so effectively increases the sample size, we expect the tests to have more power than in the univariate setting.
However, in this paper, we are interested in the multivariate distribution of VaR-violations and hence neglect this simple issue. In the present context, the VaR-violations should ideally exhibit no clusters, i.e., neither in time (rows) nor across business lines (columns). Thus, the matrix of VaR-violations should fulfill the following multivariate independence hypothesis:
Note, as property (6) is very restrictive, the VaR model is not necessarily wrongly calibrated if property 6 is not fulfilled. This is due to the fact that heaped violations in one row (trading day)
are, though undesirable, no indicator for an incorrect VaR model. However, it may provide important information concerning diversification, aggregation of risks, and systemic risk in the banking sector. Nevertheless, it is also natural to consider the less restrictive hypothesis
Property (7) implies that no information concerning VaR-violations available to the risk manager at the time the VaR is estimated is helpful in forecasting a VaR-violation. Thus, as stated in Berkowitz et al., 2011, past observations from the hit sequence of one business line do not help to predict violations of this or any other business line if the VaR model is correctly specified. In particular, property (7) postulates that lagged violations are not correlated. However, correlations within one row (trading day) are explicitly allowed.
As in the univariate case, one can also define the cc-property in the multivariate setting. Here, properties (6) and (7) are modified to
and
Again, property (8) is more restrictive than (9) as correlations within one row (trading day) are not allowed. For properties (6)- (9), we propose χ 2 -tests in Section 2.3.
As stated in Ziggel et al. (2014) , clusters of VaR-violations could also be caused by other reasons than simply correlation between the violations. To be more precise, the probability of obtaining a
VaR-violation may change over time. For example, the risk model could not be suited to incorporate changes from calm market phases to highly volatile bear markets or financial crises, and vice versa. This would in turn lead to clustered VaR-violations regardless of the question whether the violations are independent over time or not. In Section (2.2), we consider CUSUM-tests for such instationarities.
To be more precise, we consider the row sums
and test whether E(r t ) is constant over time (stationarity hypothesis). More precisely, we test for non-constant expectations caused by changes in E(I t,i (p i )), resulting in the following hypothesis
where c is an arbitrary constant. In order to define the cc-property, hypothesis (11) is modified to
Table I summarizes all stated hypotheses and comments on the question which user should be most interested in a risk model having the respective property.
[Place Table I about here]
CUSUM-tests for non-constant expectations
In this subsection, we propose a backtest for non-constant expectations. The formal test problem which corresponds to property (11) is given by
with the row sums r 1 , . . . , r n being defined as in Equation (10). While the specific expectations are arbitrary in this test problem, this is different in the test problem which corresponds to property (12):
Before introducing the test statistics, we impose the following assumption: holds, the row sums fulfill a functional central limit theorem, i.e., the process (V n , n ∈ N) with 
holds for a k ∈ (0, 1). In this case, it is possible to estimate the location of a change point by the argmax estimator
(see Aue and Horváth, 2013) .
However, the empirical size is not close to the nominal size if there is either weak serial dependence within the (r t , t = 1, . . . , n) (such as α-mixing under appropriate conditions as described in e.g. Billingsley, 1968) On the other hand, we would like to be robust against non-constant variances. This issue is discussed in detail in Zhou (2013) . In particular, Zhou (2013) Cov(I t,i (p) , I t, j (p)). So, it is possible that, under the null hypothesis, the variances of r t might be time-varying (so that Assumption 1.2 would be violated) only because of time-varying covariances. In this situation, we would like the test to keep its size. 6 In fact, this bootstrap approximation makes the test robust against serial correlation, too.
χ 2 -tests for cross-sectional and serial dependence
In this subsection, we propose a framework that can be used for testing independence as well as the corresponding cc-hypothesis taking into account arbitrary time lags and business lines. This test is somewhat similar to the test proposed by Danciulescu (2010) . The main difference is that we explicitly allow for estimated violation probabilities in each business line and that we make use of explicit expressions for a certain covariance matrix.
Denote with A the set of all triples (i, j, l), i, j = 1, . . . , m, l = 0, 1, . . ., where (i, j) describes a pair of sub-portfolios and l the lag of interest. We consider an arbitrary subset A s ⊆ A that has to be chosen by the analyst. This choice allows us to verify parts of property (7) and/or property (6).
In fact, to verify property (7) as a whole, A s would have to consist of all triples with i ≤ j and l ≥ 1, while it would have to consist of all triples with i ≤ j and l ≥ 0 for property (6). As the set A would become too large then, further restrictions are necessary. The convention is that we consider lags up to a fixed upper bound K, e.g. K = 5, corresponding to one week. Moreover, in the following we separate the cases of serial dependence and cross-sectional dependence, whereas serial dependence approximates property (7) and cross-sectional dependence property (6). With the serial dependence application, one can test for clusters in individual banks; with the crosssectional dependence application, one can test for diversification effects. Formally, this means that we only consider i = j in the first and i < j and l = 0 in the second case. For K = 1, we have
case. We focus on these two specifications in the following. Of course, other combinations are also possible.
The test problem which corresponds to (7) and (6) is given by
In the above test problem, the expectations of I t,i (p i ) and I t, j (p j ) are arbitrary. If one is also interested in testing for them (i.e., for the correct number of VaR-violations), one can consider a modified test problem for the cc-hypothesis. With 
First, we consider the cc-test which is based on the vector
whose dimension is equal to the amount of elements in the set A s . Under the assumption that the VaR model is correct, one obtains by definition of the covariance that the vectors
Moreover, we impose the following assumption:
Assumption 4 Let the notation be as before.
where Σ s is a positive definite matrix.
Assumption 4 contains a higher-order stationarity assumption, as well as a regularity assumption on the matrix 
with ρ 12 = Cov(I t,1 (p 1 ), I t,2 (p 2 )). In these situations, Σ s is for example positive definite for 0 < p 1 = p 2 < 1 and ρ 12 = 0.
In general, under Assumption (9) and in the situation in which it holds for all triples (i, j, l) that i ≤ j and l ≥ 1, the matrix Σ s consists of the entries
in the row corresponding to the triple (i 1 , j 1 , l 1 ) ∈ A s and in the column corresponding to the triple (i 2 , j 2 , l 2 ) ∈ A s . This general expression contains (13) as a special case.
Under Assumption (8) and in the situation in which it holds for all triples (i, j, l) that i < j and
Apart from using explicit expressions for Σ s , one could use a bootstrap procedure which is described in Appendix A.2.2.
Assumption 4 could be relaxed to the case in which the matrix Σ * s := lim n→∞ B s,n exists, is positive definite and can be suitably estimated. An example for this would be the case in which
is piecewise constant with a finite number of breaks and positive definite in all parts, which is a special case of the PLS setting discussed in Zhou (2013) and Section 2.2. In this case, the estimators described below are consistent for Σ * s .
Under H m−cc 0 and Assumption (4), it holds that B s,n → d N(0, Σ s ), while this quantity diverges if, e.g., under the alternative, E( f (i, j, l, t)) = c 0 for (i, j, l) ∈ A s . Furthermore, with the continuous mapping theorem, 
We obtain the
> q 1−α,χ 2 , where q 1−α,χ 2 is the 1 − α-quantile of the χ 2 -distribution with |A s | degress of freedom.
For testing the ind-property, we opt for a test statistic which is based on the quantity
This is essentially the quantity B s,n , whereas the summands −p i and −p j are replaced with −p i and −p j , respectively. Here,p i andp j are the actual measured percentages of VaR-violations,
Here,Σ 
well as Assumption 4 are fulfilled.
Simulation study
To examine the performance of our newly proposed backtests in finite samples, we perform a simulation study. Within the study, we distinguish between different kinds of controllable violations concerning Assumptions (7), (6), (11), (9), (8), and (12). We compute all rejection rates for a significance level of 5%.
Non-constant expectations
As a first step in our simulation study, we want to test if the new tests are able to detect nonconstant expectations. We use the Stat-m-test as well as the Ind-m-test. With the latter, the subset A s consists of the vectors (i, i, 1), i = 1, . . . , m, which corresponds to a time lag of 1. We expect the CUSUM-test to clearly outperform the χ 2 -test in this setting. Basically, the data generating process used throughout the whole simulation study is given by:
In the first case we consider, q α is the α-quantile of a standard normal distribution. Moreover, (X t,1 , . . . , X t,m ) follows a multivariate normal distribution with mean zero, marginal variances one and cross-correlation ρ = 0. Next, we set m = 10, p = 0.01, 0.05, n = 250, 500, 1, 000, 2, 000 and use 5, 000 Monte Carlo repetitions. Finally, we modify equation (14) such that
, ∀i;
In this setting, VaR-violations are independent over time. Hence, clustering is solely based on changes of the probability of obtaining a VaR-violation. We choose δ = 0p to analyze the size of a test and δ = 0.1p, 0.2p, 0.3p, 0.4p and 0.5p for the power study.
This setting leads to variations in the probability of obtaining a VaR-violation between the four equal-sized subsamples. Consequently, the violations will occur unequally distributed. Note that the probability variations are determined in a way which ensures E n t=1
The setup of this part of the simulation study covers a realistic scenario in which VaR-models do not, or not fully, incorporate changes from calm market phases to highly volatile bear markets or financial crises, and vice versa. This in turn leads to clustered VaR-violations regardless of the question whether the data might show signs of dependence or autocorrelation. The results of the simulations are given in Table II. [Place Table II about here]
The results show that the Stat-m-test clearly outperforms the Ind-m-test with rejection probabilities being regularly higher for the Stat-m-test than for the Ind-m-test. In fact, for the larger sample sizes of n = 1, 000 and n = 2, 000 and higher values of δ, the probability of the Stat-m-test to reject the matrix of VaR-violations with non-constant expectations is close to one. In contrast, the Ind-m-test rejects H 0 only in 32% of the simulations at most for p = 0.01.
Cross-sectional dependence
In the second part of our simulation study, we want to investigate if the new tests are able to detect cross-sectional dependence within VaR-violations. Here, we expect the χ 2 -test to clearly outperform the CUSUM-test. Again, we simulate random variables by
where, q α is the α-quantile of a standard normal distribution. Moreover, (X t,1 , . . . , X t,m ) follows a multivariate normal distribution with mean zero, marginal variances one and cross-correlation ρ.
In addition, we choose m = 10, p = 0.01, 0.05, n = 250, 500, 1, 000, 2, 000, and again use 5, 000
Monte Carlo repetitions. The cross-correlation ρ of the normally distributed random variables is set to be in {0, 0. 
The results are given in Table III. [Place Table III about here] As can be seen from the simulation results given in Table III , the probability to detect a matrix of VaR-violations suffering from cross-correlation is almost always lower for the Stat-m-test than for the Ind-m-test. While the Ind-m-test has appealing power properties in almost all settings, the Stat-m-test is not able to detect cross-sectional dependence. However, the Ind-m-test suffers from size distortions for p = 0.01 and small sample sizes.
Next, we also consider the situation with time lag 1 which implies that we test for serial depen- Table IV .
[Place Table IV about here]
The results given in Table IV show that the Ind-m-test again performs significantly better than the Stat-m-test.
Non-constant expectations and serial dependence
In the third part of our simulation study, we investigate the performance of our new multivariate backtests in a setting in which the data exhibit a combination of non-constant expectations and serial dependence. For this purpose, we define
Here, (X t,1 , . . . , X t,m ) follows the same MA(1) process as previously described above. Consequently, we use the same parametrization as before and investigate all parameter combinations of δ and φ. This setting ensures that we can draw correct conclusions concerning the characteristics of both tests in various situations. We consider the Stat-m-test and the Ind-m-test with
The results are given in Tables V and VI. [Place Tables V and VI about 
Violations of the cc-property
Within the last setting of our simulation study, we concentrate on violations of the cc-property. To this end, we simulate data that exhibit serial dependence and also violations of the uc-property. We
To be more precise, (X t,1 , . . . , X t,m ) follows the same MA (1) Tables VII and   VIII. [Place Tables VII and VIII about to (a rolling window of) the 500 trading days preceeding day t and then forecasting the estimated model's mean and conditional volatility for day t. The forecasted VaRs are then compared with the actual return on a bank's stock on the respective day to arrive at the hit matrix of VaR violations that is inserted into our multivariate backtests. The test results given in Table IX Finally, the p-values of the CUSUM-tests are considerably higher on average than for the remaining tests. Here, the cc-test is much less sensitive than its cross-sectional and serial counterparts and has p-values that are lower than 1% only for the years 2007 and 2008. This finding is in line with our simulation study presented above. The CUSUM-test for non-constant expectations has to be interpreted in a slightly different way as it has higher power for clusters of violations induced by instationarities than those induced by serial dependencies (for lag one). In particular, considerable instationarities lead to small p-values. So, a possible interpretation is that, in general, the cluster effects in our data set are caused by serial dependencies rather than instationarities. Nonetheless, the CUSUM-test for non-constant expectations has a p-value below 5% for 3 of the 11 investigated years. This is not negligible, particularly as the sample size is small. A special example is the year 2006 which is illustrated in Figure II . Here, high row sums are highly clustered, resulting in a p-value of 0.14%. Concerning the argmax estimators it is interesting to see how the clustering of violations corresponds to a change in the market condition. In some cases, there is a very strong relation. A striking example is again the year 2006. The 13th of June represents exactly the date where several of the considered stocks changed from a bearish to a bullish market state.
Conclusion
In 
Appendix

A.1 Proof of Theorem 6
First, we consider the process
, and show thatC s,n = C s,n + o p (1).
Then, the result from the theorem follows from the fact that, by uniform integrability, one directly
A.2 Bootstrap
A.2.1 Bootstrap approximations for the CUSUM-test in Section 2.2
In order to make the tests more robust against changes in Var(r t ), one can use a recently proposed approach by Zhou (2013) . Here, we consider the quantity C, i.e., the test statistic without the variance estimator D −1 . Critical values are obtained by using a bootstrap approximation. This bootstrap is an extension of the wild bootstrap and relies on directly mimicking the behavior of the partial sum process V n instead of mimicking the behavior of C. However, despite the theoretical relevance, some robustness checks show that the bootstrap does not seem to be necessary in the situation of moderate changes in Var(r t ). Moreover, there is no power gain from the robust CUSUM-test.
A.2.2 Bootstrap approximations for the χ 2 tests in Section 2.3
To facilitate the tests' implementation in software, one can estimate the matrix Σ s with a bootstrap approximation based on the seminal paper by Efron (1979 , respectively. We distinguish two cases, i.e., Assumptions (7)/(9) and (6)/(8). In the first one, cross-sectional dependence is allowed for, which is not true in the second one. Let B be a sufficiently large number.
Then, under Assumption (7) and given the observed matrix of VaR-violations, we generate, for
. . , m, by drawing n rows with replacement from the observed matrix. Thus, the generated bootstrap samples always fulfill Assumption (7).
When testing for cross-sectional dependence (that means, if Assumption (6) holds true under the null hypothesis), the bootstrap procedure from the previous paragraph has the drawback that there is no variation within each row in the bootstrap samples. Thus, in this case a bootstrap sample Simulations show that the bootstrap tests for (7) and (6) have virtually the same size and power properties as the tests based on an explicit derivation of the matrix Σ s . While in case of (9) sup
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Table II: Simulated rejection probabilities for non-constant expectations. 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.12 0.30 0.73 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 Table VI : Simulated rejection probabilities for non-constant expectations and serial dependence with p = 0.05.
The table presents the rejections probabilities of the Stat-m-test and the Ind-m-test based on simulated data that exhibit a combination of non-constant expectations and serial dependence with autocorrelation φ and cross-correlation ρ = 0.3. 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.14 0.47 0.95 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.15 0.74 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 1.00 1.00 1.00 1.00 1.00 1.00 500 0.15 0.33 0.72 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.17 0.50 0.95 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.18 0.76 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Ind-m-test 1.00 1.00 1.00 1.00 1.00 1.00 500 0.16 0.33 0.72 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.18 0.52 0.95 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.19 0.75 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.12 0.31 0.78 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.11 0.56 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.12 0.55 0.96 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1000 0.12 0.82 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.12 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.14 0.56 0.96 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1000 0.14 0.82 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.15 0.97 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.15 0.56 0.95 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1000 0.15 0.82 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.16 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 500 0.15 0.35 0.83 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.14 0.58 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.16 0.84 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 500 0.17 0.39 0.82 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.20 0.60 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.19 0.84 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 500 0.19 0.41 0.83 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.20 0.59 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.20 0.84 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 Table IA .V: Simulated rejection probabilities for non-constant expectations and serial dependence with p = 0.05.
The table presents the rejections probabilities of the Stat-m-test and the Ind-m-test based on simulated data that exhibit a combination of non-constant expectations and serial dependence with autocorrelation φ and cross-correlation ρ = 0.3. 1.00 1.00 1.00 1.00 1.00 1.00 500 0.14 0.37 0.83 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.16 0.58 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.17 0.84 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 1.00 1.00 1.00 1.00 1.00 1.00 500 0.18 0.38 0.83 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.19 0.59 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.19 0.84 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 1.00 1.00 1.00 1.00 1.00 1.00 500 0.19 0.40 0.82 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1000 0.20 0.60 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.20 0.83 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 Table IA .VI: Simulated rejection probabilities for violation of the cc-property with p = 0.01.
The table presents the rejections probabilities of the Stat-m-test and the Ind-m-test based on simulated data that violate the cc-property with autocorrelation φ and cross-correlation ρ = 0.3. 0.09 0.91 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.09 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 0.13 0.67 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.96 1000 0.13 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.13 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 0.16 0.66 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 1000 0.15 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.17 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 0.17 0.65 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 1000 0.16 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.17 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 Table IA .VII: Simulated rejection probabilities for violation of the cc-property with p = 0.05.
The table presents the rejections probabilities of the Stat-m-test and the Ind-m-test based on simulated data that violate the cc-property with autocorrelation φ and cross-correlation ρ = 0.3. 0.10 0.91 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.09 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 0.13 0.64 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.96 1000 0.14 0.90 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.14 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 0.15 0.65 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 1000 0.16 0.89 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.15 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1. 0.15 0.66 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97 1000 0.16 0.88 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 2000 0.17 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
