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Abstract
In this paper, we study the zeta function, named non-abelian zeta function, defined by Lin Weng. We can
represent Weng’s rank r zeta function of an algebraic number field F as the integration of the Eisenstein
series over the moduli space of the semi-stable OF -lattices with rank r . For r = 2, in the case of F = Q,
Weng proved that it can be written by the Riemann zeta function, and Lagarias and Suzuki proved that it
satisfies the Riemann hypothesis. These results were generalized by the author to imaginary quadratic fields
and by Lin Weng to general number fields. This paper presents proofs of both these results. It derives a
formula (first found by Weng) for Weng’s rank 2 zeta functions for general number fields, and then proves
the Riemann hypothesis holds for such zeta functions.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
In this paper, we shall study the new type of zeta function defined by L. Weng. By Iwasawa [8]
and Tate [16], the Dedekind zeta function of an algebraic number field F is expressed as the inte-
gration on the idele group of F . After making some modification of this integral representation,
Weng found that the Dedekind zeta function is expressed as the integration on the moduli space
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474 T. Hayashi / Journal of Number Theory 125 (2007) 473–527of metralized line bundles. Generalizing this to the case of rank r vector bundles for r  1, he
defined the rank r “non-abelian zeta function” over F (cf. [19]). We call it Weng’s zeta function
in this paper. For this definition, he used the semi-stable vector bundles. In this paper, we shall
use the notion for lattices, without using notion for adeles and vector bundles.
In [18], Weng proved that his zeta function of rank 2 over Q is expressed by the completed
Riemann zeta function ζˆ (s) as follows, up to a constant factor;
ζˆ (2s)
s − 1 −
ζˆ (2s − 1)
s
.
We can consider that this result means Weng’s “non-abelian” zeta function of rank 2 degenerates
to the abelian-type zeta. As the important consequence of this result, in [10], Lagarias and Suzuki
proved that Weng’s zeta function of rank 2 satisfies the Riemann hypothesis, i.e., all its zeros
lie on the line (s) = 1/2. The author extended the result of Weng to the case of imaginary
quadratic fields (unpublished). Recently, in [20], Weng extended his own result to the case of
general algebraic number fields and, as its consequence, proved the Riemann hypothesis of his
zeta function of rank 2 for general number fields by the method of Lagarias and Suzuki. This
result contains author’s result for imaginary quadratic fields. But, in consideration of author’s
contribution to the case of imaginary quadratic fields, Weng recommended the author to write
the paper treating the same subject matter. In this paper, we shall deal with general number fields
without restricting ourselves to the case of imaginary quadratic fields. The main results of this
paper are the following theorems:
Theorem 9.3. Weng’s zeta function of rank 2 over general number field F , ξF,2, can be expressed
as follows:
ξF,2(s) = C0
(
ζ̂F (2s)
s − 1 −
ζ̂F (2s − 1)
s
)
.
where ζ̂F (s) is the completed Dedekind zeta function of F and C0 is a non-zero constant which
does not depend on s.
Theorem 10.3. ξF,2(s) has all its zeros on the critical line (s) = 1/2.
These theorems are contained in that of [20]. This paper and [20] differ mainly in the following
points. We introduce two kinds of fundamental domains, one (type (I), Section 4) is used in [20]
and another (type (II), Section 5) was used by the author for the case of imaginary quadratic
fields. In our proofs here we will use the type (I), fundamental domain, Fa, of [20], because it
has an advantage in describing the space of semi-stable lattices, and we describe the type (II)
fundamental domain, Ga(b), in Section 5 in order to give its generalization to arbitrary number
fields. We calculate the non-constant terms of the Eisenstein series in more detail as compared
with [20], and, by the results in [4,17], show that Weng’s zeta function of rank 2 is represented
as the infinite sum using the non-constant terms (Corollary 9.4). The integration of the truncated
Eisenstein series is calculated using the Stokes formula in [20], it is done more directly in this
paper.
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In this section, we shall define the semi-stable lattice. The theory of semi-stable lattice was
studied by U. Stuhler [14] earlier. U. Stuhler and D. Grayson studied it precisely (cf. [14,15] and
[6,7]). Weng used semi-stable lattices for defining his zeta function. For this section, we refer
to [6,20].
We let F be an algebraic number field of degree n and OF be the ring of algebraic integers
of F . We denote by S∞ the set of all infinite places of F and by r1 (respectively r2) the number
of real (respectively complex) infinite places. We put
GLr (F∞) := GLr (R)r1 × GLr (C)r2
for r ∈ N. Let Λ ⊂ F r be a rank r torsion free OF -module and ρ be an element of GLr (F∞),
then we call a pair (Λ,ρ) rank r lattice over F . F r (respectively GLr (F )) can be embedded in
(Rr )r1 × (Cr )r2 (respectively GLr (F∞)) by the infinite places of F ,
F r → (Rr)r1 × (Cr)r2 : (xi)1ir → ((ν(xi))1ir)ν∈S∞,
GLr (F ) → GLr (F∞) :A →
(
ν(A)
)
ν∈S∞,
and Λ also can be. We will not distinguish F r (respectively GLr (F )) and its image of this
embedding. Then we can consider (Λ,ρ) as the Z-module in the Hermitian metric space defined
by ρ−1. In fact, for ρ = (ρν)ν∈S∞ ∈ GLr (F∞) and x = (xν)ν∈S∞ , y = (yν)ν∈S∞ ∈ (Rr )r1 ×
(Cr )r2 (xν, yν are elements of Rr (respectively Cr ) for a real (respectively complex) ν), we can
define the inner product 〈x, y〉ρ of (Rr )r1 × (Cr )r2 by
〈x, y〉ρ :=
∑
ν: real
xνρ
−1
ν · t
(
ρ−1ν
)
t yν +
∑
ν: complex
(xνρ−1ν · t(ρ−1ν ) t yν ).
For A ∈ GLr (F ) and ρ = (ρν)ν∈S∞ ∈ GLr (F∞), we denote by Aρ the product (ν(A)ρν)ν∈S∞ ∈
GLr (F∞).
Definition 1.1.
(1) Let (Λ1, ρ1) and (Λ2, ρ2) be rank r lattices. We say that (Λ1, ρ1) is isomorphic to (Λ2, ρ2)
if there is an OF -module isomorphism T from Λ1 to Λ2 such that
T · ρ−12 ∈ ρ−11
(
SOr1r · Ur2r
)
where we do not distinguish T and the element of GLr (F∞) defined by T .
(2) We denote by Lr the set of all isomorphism classes of rank r lattice and by [Λ,ρ] an element
of Lr such that (Λ,ρ) ∈ [Λ,ρ].
Besides [Λ,ρ], we shall indicate by [x] a coset, an isomorphic class, an orbit, etc., with
a representative element x.
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covolume of a fundamental domain of (Λ0)ρ−1, i.e.,
volρ(Λ0) :=
∣∣det(〈li , ej 〉ρ)∣∣,
where {li} is a Z-basis of Λ0 as the Z-module in (Rr )r1 × (Cr )r2 and {ei} is an orthonormal
R-basis of the R-subspace of (Rr )r1 × (Cr )r2 generated by Λ0 with respect to 〈 , 〉ρ .
We denote by ‖ · ‖ν an absolute value (| · |) in R if ν is real and a square of an absolute value
(| · |2) in C if ν is complex. We claim a basic property of volρ(Λ) (cf. [6]).
Proposition 1.2. We put ρ = (ρν)ν∈S∞ ∈ GLr (F∞) and ρ0 = (1r,ν)ν∈S∞ ∈ GLr (F∞) with 1r,ν is
the identity matrix of GLr (Fν). Then,
volρ(Λ) = volρ0(Λ)
∏
ν∈S∞
‖detρν‖−1ν .
Proof. Let ν1, . . . , νr1 be all real places, νr1+1, . . . , νr1+r2 be all complex places. We put
X :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ρ−1ν1
. . . O
ρ−1νr1
ρ−1νr1+1
ρ−1νr1+1
O
.. .
ρ−1νr1+r2
ρ−1νr1+r2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We denote by {li = (li,ν)ν∈S∞}1inr (li,ν ∈ (Fν)r ) a Z-basis of Λ in (Rr )r1 × (Cr )r2 and by
{ai = (ai,ν)ν∈S∞}1inr (ai,ν ∈ (Fν)r ) an orthonormal R-basis of (Rr )r1 × (Cr )r2 with respect
to ρ0. We set
l′i =
(
li,ν1, . . . , li,νr1
,
1√
2
· li,νr1+1 ,
1√
2
· li,νr1+1, . . . ,
1√
2
· li,νr1+r2 ,
1√
2
· li,νr1+r2
)
.
Similarly, we also define a′i as having defined l′i . If we set
e′i =
(
ei,ν1, . . . , ei,νr1
,
1√
2
· ei,νr1+1 ,
1√
2
· ei,νr1+1, . . . ,
1√
2
· ei,νr1+r2 ,
1√
2
· ei,νr1+r2
)
:= a′iX−1,
then {ei = (ei,ν)}1inr is an orthonormal R-basis of (Rr )r1 × (Cr )r2 with respect to ρ. In fact,
〈ei, ej 〉ρ = e′iX tX te′j = a′i t a′j = 〈ai, aj 〉ρ0 .
Then, we have
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∣∣det(〈li , ej 〉ρ)∣∣=
∣∣∣∣∣∣det
⎛⎝⎛⎝ l′1...
l′nr
⎞⎠XtX( t e′1 . . . t e′nr )
⎞⎠∣∣∣∣∣∣
=
∣∣∣∣∣∣det
⎛⎝⎛⎝ l′1...
l′nr
⎞⎠X tX tX−1( t a′1 . . . t a′nr )
⎞⎠∣∣∣∣∣∣
= ∣∣det(X)∣∣ ·
∣∣∣∣∣∣det
⎛⎝⎛⎝ l′1...
l′nr
⎞⎠( t a′1 . . . t a′nr )
⎞⎠∣∣∣∣∣∣
=
( ∏
ν∈S∞
‖detρν‖−1ν
)
volρ0(Λ). 
Now, we introduce the definition of semi-stable lattice presented in [6,14,19].
Definition 1.3. Let (Λ,ρ) be a lattice. We say that (Λ,ρ) is semi-stable if
volρ(Λ)rank(Λ0)  volρ(Λ0)rank(Λ)
for any OF -submodule Λ0 of Λ.
If (Λ1, ρ1) is isomorphic to (Λ2, ρ2), it is obvious that (Λ1, ρ1) is semi-stable if and only if
(Λ2, ρ2) is semi-stable. So we can define semi-stability of an element of Lr .
Definition 1.4. [Λ,ρ] ∈ Lr is semi-stable if (Λ,ρ) is semi-stable. We denote by Lr,ss the set of
all semi-stable elements of Lr .
Lemma 1.5. Let ai = (δi,j )1jr ∈ F r (δi,j is the Kronecker δ).
(1) For a rank r torsion free OF -module Λ, there is a fractional ideal a of F such that
Λ  OFa1 ⊕ · · · ⊕OFar−1 ⊕ aar .
We denote by Λa the OF -module in the right-hand side of this isomorphism.
(2) Λa  Λb if and only if a and b are elements of the same ideal class.
Moreover if A ∈ GLr (F ) defines an isomorphism from Λa to Λb, then b = (detA)a.
Proof. See [5, Theorem 13]. 
We define GL+r (OF ,a) as the set of elements A = (ai,j ) ∈ GLr (F ), where (ai,j ) is such that
a1,r , . . . , ar−1,r ∈ a, ar,1, . . . , ar,r−1 ∈ a−1, ai,j ∈ OF for all 1  i, j  r − 1, ar,r ∈ OF and
detA ∈ O×F is a totally positive unit of OF . GL+r (OF ,a) is a subgroup of GLr (F ). We put
GL+r (F∞) := GL+r (R)r1 × GLr (C)r2
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Ma := GL+r (OF ,a) \ GL+r (F∞)/SOr1r · Ur2r .
Proposition 1.6. Let I+ be a system of representative elements of the narrow ideal class group
of F such that all elements of I+ are integral ideals. We define a map ϕ :∐a∈I+ Ma → Lr as
ϕ([ρ]) = [Λa, ρ−1] for [ρ] ∈ Ma. Then ϕ is well defined, and moreover, it is bijection.
Proof. (Well-definedness) Let [ρ] ∈ Ma. It is easy to see that an element A ∈ GL+r (OF ,a) de-
fines the automorphism of Λa. So (Λa, ρ−1 ·A−1) is isomorphic to (Λa, ρ−1). By definition of
an isomorphism of lattices, (Λa,B−1 · ρ−1) is isomorphic to (Λa, ρ) for any B ∈ SOr1r · Ur2r . So
ϕ is well defined.
(Surjectivity) By Lemma 1.5, for any lattice (Λ,ρ) there exist an ideal a and A ∈ GLr (F )
such that (Λ,ρ) is isomorphic to (Λa, ρA). For x ∈ F×, we put
Ax :=
⎛⎜⎜⎝
1
. . .
1
x
⎞⎟⎟⎠ ∈ GLr (F ) (diagonal).
We can choose an element α ∈ F× such that ν(α · detA) > 0 for any real infinite place ν. Then
(Λa, ρ) is isomorphic to (Λ(α)a, ρAAα) and ρAAα ∈ GL+r (F∞). We put ρ′ = ρAAα . For (α)a,
there exists a totally positive element α0 ∈ F× and a0 ∈ I+ such that (α−10 )a0 = (α)a. Then,
(Λa0 , ρ
′Aα0)  (Λ(α)a, ρ′)  (Λ,ρ). So ϕ is surjective.
(Injectivity) If (Λa, ρ1) is isomorphic to (Λb, ρ2) (a,b ∈ I+), then there is an OF -iso-
morphism T :Λa → Λb such that detT ∈ F× is totally real. So a = b by Lemma 1.5. It is easy
to see that ρ1 and ρ2 define the same element of Ma, if (Λa, ρ1) is isomorphic to (Λa, ρ2). 
Definition 1.7. We put (Ma)ss := Ma ∩ ϕ−1(Lr,ss).
2. Weng’s zeta function
In this section, we shall define Weng’s (non-abelian) zeta function ξF,r and show that ξF,r can
be expressed as the integration of the Eisenstein series. We let Nν = 1 (respectively 2) for a real
(respectively complex) place ν.
Definition 2.1. For [Λ,ρ] ∈ Lr ,
(1) deg([Λ,ρ]) := − log(volρ(Λ))+ r2 log(2−2r2DF ),
where DF denotes the absolute value of the discriminant of F .
(2) h0([Λ,ρ]) := log(∑
α∈Λ
exp
(
−π
( ∑
ν∈S∞
Nν
∣∣αν · ρ−1ν ∣∣2))),
where ρν denotes the ν-component of ρ and xν = (ν(xi))1ir for an element x =
(xi)1ir ∈ F r .
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[Λ,ρ]. On the space of positive definite r × r real symmetric (respectively complex Hermitian)
matrices, Pr (R) (respectively Pr (C)), we can define a GLr (R) (respectively GLr (C))-invariant
measure on Pr (R) (respectively Pr (C)) as dY = det(Y )−(r+1)/2∏1ijr dyij (respectively
dY = det(Y )−r∏1ijr dyij ) where Y = (yij ) ∈ Pr (R) (respectively ∈ Pr (C)). By the map
ρ → ρ · t ρ, we can define invariant measures of GL+r (R)/SOr and GLr (C)/Or by these mea-
sures dY . Let [dρ] be the measure of ∐a∈I+ Ma which is defined by the product of these
measures on GL+r (R)/SOr and GLr (C)/Or . By Proposition 1.6, we can define the measure
dμ([Λ,ρ]) of Lr as what is induced from [dρ].
We now write the definition of Weng’s zeta function (cf. [18,19]).
Definition 2.2 (Weng’s zeta function). For (s) > 1, we define Weng’s zeta function ξF,r (s) of
rank r as
ξF,r (s) := (DF ) rs2
∫
[Λ,ρ]∈Lr,ss
(
eh
0([Λ,ρ]) − 1)(e−s)deg([Λ,ρ]) dμ([Λ,ρ]).
Remark. A Haar measure of GL+r (F∞)/SO
r1
r ·Ur2r is unique up to scalar multiple. Choosing an-
other measure of GL+r (F∞)/SO
r1
r · Ur2r by scalar multiple, we have another definition of Weng’s
zeta function (it is different from ξF,r (s) in only a scalar multiple). But, in this paper, we do not
study what normalization of the measure is good for the theory of Weng’s zeta function.
Weng proved the following basic properties of ξF,r (s).
Theorem 2.3.
(1) (Analytic continuation) ξF,r (s) has analytic continuation to the whole s-plane and the con-
tinuation is regular except for only two simple poles at s = 0,1.
(2) (Functional equation) ξF,r (s) satisfies the functional equation ξF,r (s) = ξF,r (1 − s).
Proof. Refer to [21]. 
In the following part of this section, we shall show that ξF,r (s) can be expressed as the inte-
gration of the Eisenstein series.
Proposition 2.4. We can write
ξF,r (s) = (DF ) rs2
∑
a∈I+
∫
[ρ]∈(Ma)ss
(
eh
0([Λa,ρ−1]) − 1)(e−s)deg([Λa,ρ−1]) [dρ].
Proof. This is clear by Proposition 1.6. 
We put
ξa(s) :=
∫ (
eh
0([Λa,ρ−1]) − 1)(e−s)deg([Λa,ρ−1]) [dρ].[ρ]∈(Ma)ss
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Lemma 2.5. Let ρ ∈ GL+r (F∞). If a lattice (Λa, ρ−1) is semi-stable, then a lattice (Λa, ρ−10 ) is
semi-stable for any element ρ0 ∈ GL+r (OF ,a)ρZ+(SOr1r · Ur2r ).
Proof. We put ρ0 = AρDB with A ∈ GL+r (OF ,a), D ∈ Z+ and B ∈ (SOr1r · Ur2r ). By definition
of an isomorphism of lattices, it is easy to see that the lattice (Λa, (AρDB)−1) is isomorphic to
(Λa, (ρD)
−1). We put
D = (xν · 1r )ν∈S∞ ,
where 1r is the identity matrix of degree r . Then, as in the proof of Proposition 1.2, for any
submodule Λ0 ⊆ Λa, we can prove(
vol(ρD)−1(Λ0)
) r
rank(Λ0) =
∏
ν∈S∞
(‖xν‖ν)r(volρ−1(Λ0)) rrank(Λ0) .
Therefore (Λa, (ρD)−1) is semi-stable, if (Λa, ρ−1) is semi-stable. 
We put
GL(1)r (F∞) :=
{
ρ ∈ GL+r (F∞)
∣∣ |detρν | = 1 for all ν ∈ S∞}
and
HF := GL(1)r (F∞)/
(
SOr1r · Ur2r
)
.
We also define
GL(1)r (OF ,a) :=
{
A ∈ GL+r (OF ,a)
∣∣ ∣∣detν(A)∣∣= 1 for all ν ∈ S∞}.
By Lemma 2.5, for [ρ] ∈ GL(1)r (OF ,a) \HF , a lattice (Λa, ρ) is semi-stable if and only if
(Λa, ρ
′) is semi-stable for any element ρ′ ∈ [ρ].
Definition 2.6. We denote by (GL(1)r (OF ,a)\HF )ss the subset of elements [ρ] ∈ GL(1)r (OF ,a)\
HF such that (Λa, ρ−1) are semi-stable.
We state the compactness of (GL(1)r (OF ,a) \HF )ss proved in [6].
Proposition 2.7. (GL(1)r (OF ,a) \HF )ss is compact.
Proof. Cf. [6, Corollary 5.2]. (The part written to be “[Borel, 1966, Proposition 8.2]” in the
proof of [6, Corollary 5.2] is a mistake. [1, Proposition 8.2] should be cited actually.) 
We denote by 1r the identity matrix in GLr . We put
E+ := {ε · 1r ∣∣ εr is a totally positive unit of OF }0,r
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W+r :=
{
(wν · 1r )ν∈S∞ ∈ GL+r (F∞)
∣∣ |wν | = 1 for all ν ∈ S∞}.
We denote by r
√
a (a ∈ C) the element of C which satisfies ( r√a )r = a and 0 arg( r√a ) < 2π
r
.
Lemma 2.8. Let L be a fundamental domain of E+0,r \Z+/W+r . We get the natural bijection,
L× (GL(1)r (OF ,a) \HF )→ Ma : ((αν · 1r )ν∈S∞ , [ρ]) → [(αν · ρν)ν∈S∞].
Moreover, L× (GL(1)r (OF ,a) \HF )ss corresponds to (Ma)ss by this map.
Proof. (Well-definedness) We let ρ′ = AρB with A ∈ GL(1)r (OF ,a) and B = (Bν)ν∈S∞ ∈
SOr1r · Ur2r . Then, αν · ν(A)ρνBν = ν(A)(αν · ρν)Bν for all ν ∈ S∞. Thus the map is well de-
fined.
(Injectivity) Let (αν · 1r )ν∈S∞ , (βν · 1r )ν∈S∞ ∈ L and ρ,ρ′ ∈ GL(1)r (F∞). If [(αν ·ρν)ν∈S∞] =
[(βν · ρ′ν)ν∈S∞] as an element of Ma, then, there exist A ∈ GL+r (OF ,a) and U ∈ SOr1r · Ur2r such
that (αν · ρν)ν∈S∞ = A(βν · ρ′ν)ν∈S∞U . By computing the determinants,
αrν = βrν det
(
ν(A)
)
det
(
ρ−1ν ρ′νUν
) (1)
for all ν ∈ S∞. Thus, αν = βνν()wν for some  such that r is a totally positive unit in OF
and some wν with |wν | = 1 for all ν and wrν > 0 for real ν. Because (αν · 1r ) and (βν · 1r )
are elements of the fundamental domain L of E+0,r \ Z+/W+r , we have (αν · 1r ) = (βν · 1r ).
Then, by Eq. (1), det(ν(A))det(ρ−1ν ρ′νUν) = 1 for all ν. Further, |det(ν(A))| = 1 for all ν. Thus
A ∈ GL(1)r (OF ,a). Therefore, [ρ] = [Aρ′U ] = [ρ′] as an element of GL(1)r (OF ,a) \HF .
(Surjectivity) For ρ ∈ GL+r (F∞), there exist  · 1r ∈ E+0,r and (wν · 1r )ν∈S∞ ∈ W+r such that
((ν()wν
r
√
detρν ) · 1r ) ∈ L. Let
A =
⎛⎜⎜⎝
1
. . .
1
r
⎞⎟⎟⎠ (diagonal).
Then, A ∈ GL+r (OF ,a) and (wν · 1r )ν∈S∞ ∈ SOr1r · Ur2r . So, if we put ρ′ = Aρ(wν · 1r )ν∈S∞ ,(
r
√
det(ρ′ν)w′ν · 1r
)
ν∈S∞ =
(
ν() r
√
det(ρν)wν · 1r
)
ν∈S∞ ∈ L
for some (w′ν · 1r )ν∈S∞ ∈ SOr1r · Ur2r and[(
r
√
det(ρ′ν)w′ν ·
(
1
r
√
det(ρ′ν)
ρ′ν
))
ν∈S∞
]
= [ρ′] = [ρ],
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r
√
det(ρ′ν)w′ν · 1r
)
ν∈S∞,
[(
1
r
√
det(ρ′ν)
ρ′ν
)
ν∈S∞
])
∈ L× (GL(1)r (OF ,a) \HF ).
The last assertion is obtained by Lemma 2.5. 
We denote by N(a) the norm of an ideal a with respect to the extension F/Q.
Lemma 2.9.
deg
([Λa, ρ])= − log(N(a))+ log ∏
ν∈S∞
‖detρν‖ν.
Proof. We have volρ(Λa) = [ΛOF : Λa]volρ(ΛOF ) = N(a)volρ(ΛOF ). Moreover, by Proposi-
tion 1.2, we have volρ(ΛOF ) = volρ0(ΛOF )
∏
ν∈S∞‖detρν‖−1ν where ρ0 is the identity element
of GLr (F∞). Thus, if volρ0(ΛOF ) = (2−r2
√
DF )
r
, we conclude the lemma. It is easy to see
that volρ0(ΛOF ) = (volρ′0(OF ))r where ρ′0 is the identity element of GL1(F∞). By the algebraic
number theory, we have volρ′0(OF ) = 2−r2
√
DF (cf. [11, p. 115]). 
We put
E+r :=
{
 · 1r ∈ GL+r (OF ,a)
∣∣  ∈ O×F }.
We define the action of E+r on (Λa \ {0}) by the matrix multiplication. We define ‖x‖ν :=
‖√x · t x¯ ‖ν for x ∈ Cr .
Definition 2.10.
(1) CF :=
√
DF
2r2π
r1+2r2
2
.
(2) For (s) > 1, we define the Eisenstein series corresponding to an ideal a as
Er,a(A, s) :=
(
r
2
)r1+r2 ∑
α∈(Λa\{0})/E+r
( ∏
ν∈S∞
‖detAν‖sν
‖αν ·Aν‖rsν
)
,
where αν denotes (ν(αi))1ir for α = (αi)1ir ∈ F r .
(3) For (s) > 1, we define the completed Eisenstein series corresponding to an ideal a as
Êr,a(A, s) = CrsF 
(
rs
2
)r1
(rs)r2Er,a(A, s).
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a Haar measure of GL(1)r (F∞), we can write
D
rs
2
F ξa(s) =
(
N(a)
)s ∫
[A]∈(GL(1)r (OF ,a)\HF )ss
Êr,a(A, s) [dA].
Proof. Let L be a fundamental domain of E+0,r \ Z+/W+r . Because O×F is finitely generated,
l := [E+0,rW+r : E+r W+r ] is finite. Let A1, . . . ,Al be a system of representative elements of
E+r W+r \E+0,rW+r . Then, AiL is also a fundamental domain of E+0,r \Z+/W+r . By Lemma 2.8,
ξa(s) =
∫
T ∈AiL
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
∑
α∈Λa\{0}
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,A−1T −1]))dT [dA]′
for some Haar measure dT on Z+ and [dA]′ on HF . Thus,
lξa(s) =
∑
1il
∫
T ∈AiL
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
∑
α∈Λa\{0}
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,A−1T −1]))dT [dA]′
=
∫
T ∈⋃1il (AiL)
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
∑
α∈Λa\{0}
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,A−1T −1]))dT [dA]′.
⋃
1il(AiL) is a fundamental domain of E+r W+r \ Z+ . An element B of E+r is an automor-
phism of Λa. For an element (wν · 1r )ν∈S∞ of W+r , we have |wν | = 1 (ν ∈ S∞). By Lemma 2.9
and the Product Formula, we have deg([Λa,A−1T −1]) = deg([Λa,A−1T −1B−1(w−1ν ·1r )ν∈S∞]).
Thus, by these observations, for an element C ∈ E+r W+r ,∑
α∈Λa\{0}
(
exp
(
−π
(∑
ν
Nν |αν ·CνTνAν |2
))(
e−s
)deg([Λa,A−1T −1C−1]))
=
∑
α∈Λa\{0}
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,A−1T −1])).
So, the above integration does not depend on a choice of a fundamental domain of E+r W+r \Z+.
We put
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∑
α∈Λa\{0}
∫
[T ]∈E+r W+r \Z+
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,A−1T −1]))dT [dA]′.
We denote by w+r a number of elements of E+r ∩W+r .
lξ ′a(s) =
∑
α∈Λa\{0}/E+r
∑
·1r∈E+r
∫
[T ]∈E+r W+r \Z+
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,(−1·1r )A−1T −1]))dT [dA]′
= w+r
∑
α∈Λa\{0}/E+r
∑
[·1r ]∈E+r /E+r ∩W+r
∫
[T ]∈E+r W+r \Z+
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,(−1·1r )A−1T −1]))dT [dA]′.
We have E+r /E+r ∩W+r  E+r W+r /W+r , thus
lξ ′a(s) = w+r
∑
α∈Λa\{0}/E+r
∫
[T ]∈W+r \Z+
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,A−1T −1]))dT [dA]′.
By Lemma 2.9 and exchanging Tν for |αν ·Aν |−1 · Tν ,∫
[T ]∈(Z+/W+r )
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
×
(
exp
(
−π
(∑
ν
Nν |αν · TνAν |2
))(
e−s
)deg([Λa,A−1T −1]))dT [dA]′
=
∫
[T ]∈(Z+/W+r )
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
(
exp
(
−π
(∑
ν
Nν |detTν | 2r |αν ·Aν |2
))
× (N(a))s ∏ (‖detTν‖sν‖detAν‖sν))dT [dA]′
ν∈S∞
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[T ]∈(Z+/W+r )
(
exp
(
−π
(∑
ν
Nν |detTν | 2r
)) ∏
ν∈S∞
(‖detTν‖sν))dT
×
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
∏
ν∈S∞
( ‖detAν‖sν
‖αν ·Aν‖rsν
)
[dA]′.
We have that Z+/W+r is homeomorphic to R
r1+r2
>0 . We choose
∏
ν∈S∞(
r dtν
tν
) as a Haar measure
on R
r1+r2
>0 . Then ∫
[T ]∈Z+/W+r
(
exp
(
−π
( ∑
ν∈S∞
Nν |detTν | 2r
)) ∏
ν∈S∞
‖detTν‖sν
)
dT
= c0
∏
ν: real
∫
tν∈R>0
e−πt2ν t rsν
r dtν
tν
∏
ν: complex
∫
tν∈R>0
e−2πt2ν t2rsν
r dtν
tν
for some constant c0. We can easily see that∫
tν∈R>0
e−πt2ν t rsν
r dtν
tν
= r
2
· π−rs/2
(
rs
2
)
,
∫
tν∈R>0
e−2πt2ν t2rsν
r dtν
tν
= r
2
· (2π)−rs(rs).
Thus, ∫
[T ]∈Z+/W+r
(
exp
(
−π
( ∑
ν∈S∞
Nν |detTν | 2r
)) ∏
ν∈S∞
‖detTν‖sν
)
dT
= c0
(
r
2
)r1+r2(
2r2π
r1+2r2
2
)−rs

(
rs
2
)r1
(rs)r2 .
Therefore, we have
lξ ′a(s) = c0w+r
(
N(a)
)s(2r2π r1+2r22 )−rs( rs
2
)r1
(rs)r2
×
∑
α∈Λa\{0}/E+r
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
(
r
2
)r1+r2 ∏
ν∈S∞
( ‖detAν‖sν
‖αν ·Aν‖rsν
)
[dA]′.
Because (GL(1)r (OF ,a) \HF )ss is compact by Proposition 2.7, we can prove that the summation
of the integration,
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α∈Λa\{0}/E+r
∫
[A]∈(GL(1)r (OF ,a)\HF )ss
∏
ν∈S∞
( ‖detAν‖(s)ν
‖αν ·Aν‖r(s)ν
)
[dA]′,
converges where (s) > 1. Thus, we can exchange the summation and the integration. So, we
have ξ ′a(s) = ξa(s) where (s) > 1. We put [dA] = l(c0w+r )−1 [dA]′, then we conclude the
proposition. 
By Proposition 2.11, we can express ξF,r by the -function and the integration of the Eisen-
stein series.
Theorem 2.12. By the measure [dA] on GL+r (OF ,a) \HF in the proof of Proposition 2.11, we
can write
ξF,r (s) =
∑
a∈I+
(
N(a)
)s ∫
[A]∈(GL(1)r (OF ,a)\HF )ss
Êr,a(A, s) [dA].
Proof. This is a direct consequence of Propositions 2.4 and 2.11. 
Remark. The functional equation of ξF,r (s) (Theorem 2.3) can be proved also by Theorem 2.12,
if we obtain the functional equation of the Eisenstein series Êr,a(A, s).
3. Upper half space
In the following sections, we shall study the case of rank 2. In this case, we can replace the
notion of ξF,2(s) and semi-stable lattices by the corresponding notion for “the upper half space.”
Firstly, we shall explain standard facts of the upper half space. Let 1, i, j , k be the standard basis
of the Hamilton quaternion field. We define the upper half space HF :=∏ν∈S∞ Hν with
Hν :=
{ {τ ∈ C | (τ ) > 0}, ν: real,
{z+ uj ∈ C+Rj | u > 0}, ν: complex.
We will use the following notations in this paper. We put jν = i ∈ Hν if ν is real and jν = j ∈ Hν
if ν is complex and denote by τν the ν-component of an element τ ∈ HF . For τ = (τν) with
τν = zν + uνjν ∈ Hν , zν ∈ R (respectively C) if ν is real (respectively complex) and uν ∈ R>0,
we put
zν(τ ) := zν, z(τ ) :=
(
zν(τ )
)
ν∈S∞ ∈ Rr1 ×Cr2,
uν(τ ) := uν, u(τ) :=
(
uν(τ )
)
ν∈S∞ ∈ R
r1+r2
>0 ,
vν(τ ) := uν(τ )Nν , v(τ ) :=
∏
ν∈S∞
vν(τ ).
For a real ν ∈ S∞ and z ∈ C, we define ‖z‖ν by
‖z‖ν :=
√
z · z¯.
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‖z+ vj‖ν := (z+ vj)(z¯− vj).
In this section, we describe some basic objects about the upper half space and define the
Eisenstein series which corresponds to Ê2,a(A, s). For theses objects, we refer to [4,13].
An element A = (Aν)ν∈S∞ =
((
aν bν
cν dν
))
ν∈S∞ ∈ GL
+
2 (F∞) acts on HF by A ·τ = (Aν ·τν)ν∈S∞
where
Aν · τν :=
(
cν√
detAν
+ dν√
detAν
· τν
)(
aν√
detAν
+ bν√
detAν
· τν
)−1
.
An element A ∈ GL+2 (OF ,a) also acts on HF , if we identify A with (ν(A))ν∈S∞ ∈ GL+2 (F∞).
We denote by [τ ] the orbit GL(1)2 (OF ,a) · τ .
Lemma 3.1. For any compact sets Ω and Ω ′ in HF , the number of elements A ∈ GL(1)2 (OF ,a)for which A ·Ω intersects Ω ′ is finite.
Proof. For τ1 ∈ Ω , τ2 ∈ Ω ′ and
A =
(
α β
γ δ
)
∈ GL(1)2 (OF ,a),
we assume A · τ1 = τ2. Then, we have that
vν(τ1)
vν(τ2)
= vν(τ1)
vν(A · τ1) =
∥∥ν(α)+ ν(β)(τ1)ν∥∥2ν .
Because Ω and Ω ′ are compact sets, there exists a constant C > 0 depending only on Ω and Ω ′
such that vν(τ1)
vν(τ2)
< C for all ν. Then,
∥∥ν(α)+ ν(β)(τ1)ν∥∥2ν < C
for all ν. Thus, by the algebraic number theory, a number of such α and β is at most finite. Let
I = ( 0 1−1 0 ) ∈ GL(1)2 (OF ). Then I ·Ω and I ·Ω ′ are also compact sets. If (A ·Ω)∩Ω ′ = ∅, then
(A′ · (I ·Ω))∩ (I ·Ω ′) = ∅ where
A′ = IAI−1 =
(
δ −γ
−β α
)
.
Applying the same argument as above to the compact sets I ·Ω and I ·Ω ′, we show that δ and
γ belong to a finite set. 
Proposition 3.2. GL(1)2 (OF ,a) acts properly discontinuously on HF . In other words, for any
τ ∈ HF , there exists a neighbourhood V of τ such that only for finitely many A ∈ GL(1)2 (OF ,a),
A · V intersects V , and when (A · V )∩ V = ∅, A · τ = τ .
488 T. Hayashi / Journal of Number Theory 125 (2007) 473–527Proof. Let τ ∈ HF and V be a neighbourhood of τ such that the closure V of V in HF is
compact. Now applying Lemma 3.1 for Ω = Ω ′ = V , we see that only for finitely many A ∈
GL(1)2 (OF ,a), say A1, . . . ,Al , A · V intersects V . Among these Ai , let A1, . . . ,As be exactly
those for which Ai ·τ = τ . Then we can find a neighbourhood W of τ such that (Ai ·W)∩W = ∅
for all i = 1, . . . , s. Now let U = V ∩ W . Then, (A · U) ∩ U = ∅ for A = Ai (i = s + 1, . . . , l)
and Ai · τ = τ for i = s + 1, . . . , l. Thus U satisfies the requirements of the proposition. 
Proposition 3.3. The map(
GL(1)2 (OF ,a) \HF
)  [ρ] → [ρ · (jν)ν∈S∞] ∈ GL(1)2 (OF ,a) \HF
is a homeomorphism.
Proof. It is well known that ϕ :HF  [ρ] → ρ · (jν)ν∈S∞ ∈ HF is a homeomorphism. Let A ∈
GL(1)2 (OF ,a) and [ρ] ∈HF . It is easy to see that ϕ(A · [ρ]) = A · ϕ([ρ]). 
We denote by (GL(1)2 (OF ,a) \HF )ss the image of (GL(1)2 (OF ,a) \HF )ss by the homeomor-
phism of Proposition 3.3. We shall define the Eisenstein series of rank 2. We put
EF :=
{(
 0
0 
) ∣∣∣ ε ∈ O×F } .
Definition 3.4. For a ∈ I+ and (s) > 1, we define the Eisenstein series Ea(τ, s) and the com-
pleted Eisenstein series Êa(τ, s) as
Ea(τ, s) :=
∑
(α1,α2)∈(Λa\{0})/EF
v(τ )s∏
ν∈S∞ ‖ν(α1)+ ν(α2)τν‖2sν
,
Êa(τ, s) := C2sF (s)r1(2s)r2Ea(τ, s).
For any  ∈ O×F , 2 is a totally positive unit. So E+2 = EF . We can prove that
vν(A · (jν)ν∈S∞)
‖ν(α1)+ ν(α2)(Aν · jν)‖2ν
= ‖detAν‖ν‖(ν(α1), ν(α2))Aν‖2ν
for any A ∈ GL+2 (F∞) and ν ∈ S∞. Therefore, Ea(A · (jν)ν∈S∞, s) = E2,a(A, s) and Êa(A ·
(jν)ν∈S∞ , s) = Ê2,a(A, s). Moreover, when we put
dτν =
⎧⎨⎩
dx dy
y2
, τν = x + iy ∈ Hν : ν is a real place,
dx dy dv
v3
, τν = (x + iy)+ vj ∈ Hν : ν is a complex place,
and dτ =∏ν dτν , we can see that∫
[A]∈(GL(1)(O ,a)\H )
Ê2,a(A, s) [dA] = c
∫
[τ ]∈(GL(1)(O ,a)\H )
Êa(τ, s) dτ2 F F ss 2 F F ss
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above equality.
We denote by
(
α
β
)
the homogeneous coordinate of an element of P1F . We define a cusp of HF
as an element of the image of the map
P1F 
(
α
β
)
→
((
ν(α)
ν(β)
))
∈ (P1C)r1+r2 .
We denote by ∞ the cusp corresponding to (01) ∈ P1F . We define the action of GL2(F ) on P1F by
the matrix multiplication. Then we can define the action of GL2(F ) on the set of cusps by this
action. We denote by Ca the set of GL(1)2 (OF ,a)-conjugate classes of cusps. For an OF -ideal b,
we fix elements ab ∈ b, bb ∈ ab, cb ∈ a−1b−1, db ∈ b−1 such that
OFab + a−1bb = b,
Mb :=
(
ab bb
cb db
)
∈ SL2(F ).
Proposition 3.5. Such ab, bb, cb and db exist for any b.
Proof. Firstly, we can show that ab and bb exist. This can be proved like the fact that any
ideal can be generated by two elements. It is known that there exists a non-zero t ∈ OF such
that (t)a−1 and (t)b are contained in OF . If OFx + (t)a−1y = (t)b for some x, y ∈ F , then
OFxt
−1 + a−1y = b. Thus, we can assume that a−1 and b are integral ideals. Let 0 = b ∈ ab.
Then, (b)a−1 ⊂ b. So, we can factorize these ideals b =∏si=1 pmii and (b)a−1 =∏si=1 pnii so
that p1, . . . ,ps are distinct prime ideals and 0mi  ni . By the Chinese Remainder Theorem,
there exists a ∈ b such that the order of (a) at pi is equal to mi for all i = 1, . . . , s. Then,
OFa+a−1b = b. Thus, ab and bb exist. If OFab +a−1bb = b, then (OF ab +a−1bb)b−1 = OF .
Thus, there exist db ∈ b−1 and cb ∈ a−1b−1 such that abdb − cbbb = 1. 
Definition 3.6. We denote by I a set of fixed representative elements of ideal class group such
that an element of I is integral and has minimum norm among all integral ideals in its ideal class.
Lemma 3.7. For (x1, x2), (y1, y2) ∈ F 2 \ {(0,0)}, the following statements are equivalent:
(1) OFx1 + a−1x2 = OFy1 + a−1y2.
(2) There exists A ∈ SL2(OF ,a) = {B ∈ GL+2 (OF ,a) | detB = 1} such that (x1, x2)A =
(y1, y2).
(3) There exists A ∈ GL(1)2 (OF ,a) such that (x1, x2)A = (y1, y2).
Proof. (2) ⇒ (1), (3) ⇒ (1) and (2) ⇒ (3) are clear. We shall prove (1) ⇒ (2). We put b =
OFx1 +a−1x2 = OFy1 +a−1y2. Because the ideal class group is a finite group, there exist n ∈ N
and a ∈ F× such that bn = (a)OF . By the equation bn−1 · b = (a)OF , there are α1, β1 ∈ bn−1
and α2, β2 ∈ a−1bn−1 such that a = α1x1 + α2x2 = β1y1 + β2y2. We put
A =
( y1α1+x2β2
a
y2α1−x2β1
a
y1α2−x1β2 y2α2+x1β1
)
.a a
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Furthermore, if we remark x1, y1 ∈ b and x2, y2 ∈ ab, we have A ∈ SL2(OF ,a). Now, (1) ⇒ (2)
was established. 
Proposition 3.8. The map b → M−1b · ∞ defines the bijection between I and Ca.
Proof. For any (x, y) ∈ F 2 \ {0}, there exist b ∈ I and u ∈ F× such that OFx + a−1y = (u)b.
Then, OF (u−1x) + a−1(u−1y) = OFab + a−1bb. By Lemma 3.7, there is an element A ∈
GL(1)2 (OF ,a) such that
(MbA)
−1 · ∞ =
(
u−1x
u−1y
)
=
(
x
y
)
∈ P1F .
Thus the map is surjective. Let (MbA)−1 · ∞ = M−1c · ∞ (A ∈ GL(1)2 (OF ,a)) and (x y) be the
first row of MbA. Then (−y
x
)
=
(−bc
ac
)
as an element of P1F . Therefore
b = OFx + a−1y = (u)c
for some u ∈ F×. Thus this map is injective. 
By Proposition 3.8, the set {M−1b ·∞}b∈I is a set of representative elements of Ca. For b ∈ I ,
we put
F(b) := {(α1, α2) ∈ F 2 ∣∣OFα1 + a−1α2 = b}.
For an fractional ideal c, we define the action of EF on c−1 \ {0} by
x ·
(
ε 0
0 ε
)
:= εx.
We also define the action of EF on F(b) by the matrix multiplication.
Lemma 3.9. The map∐
b∈I
(((
b−1 \ {0})/EF )× (F(b)/EF ))→ (Λa \ {0})/EF : ([x], [(α1, α2)]) → [(xα1, xα2)]
is bijection.
Proof. For any (a1, a2) ∈ Λa \ {0}, there are b ∈ I and x ∈ F× such that
OFa1 + a−1a2 = (x)b ⊂ OF .
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c−1 \ {0}, (a1, a2) ∈ F(b) and (b1, b2) ∈ F(c) for b, c ∈ I . If (xa1, xa2) = (yb1, yb2)A for some
A ∈ EF , then
b = OFa1 + a−1a2 =
(
yx−1
)(
OFb1 + a−1b2
)= (yx−1)c.
So b must be equal to c and yx−1 ∈ O×F . Therefore if a1b1 (respectively a2b2) = 0, then a1b−11
(respectively a2b−12 ) ∈ O×F and if a1b1 (respectively a2b2) = 0, then a1 = b1 (respectively
a2 = b2) = 0. So, the map is injective. 
Definition 3.10. For a ∈ I+ and b ∈ I , we define
a,b :=
{
A ∈ GL(1)2 (OF ,a)
∣∣MbAM−1b · ∞ = ∞}.
Definition 3.11. For (s) > 1, we define ζ (b, s), ζ̂ (b, s) and Ea,b(τ, s) by
ζ (b, s) :=
∑
q∈b¯,q⊂OF
1
(N(q))s
=
∑
a∈(b−1\{0})/EF
1
(N((a)b))s
,
ζ̂ (b, s) := CsF
(
s
2
)r1
(s)r2ζ (b, s),
Ea,b(τ, s) :=
∑
A∈(a,b\GL(1)2 (OF ,a))
v(MbA · τ)s,
where b¯ is an ideal class corresponding to b.
We can express Ea(τ, s) and Êa(τ, s) using ζ (b, s), ζ̂ (b, s) and Ea,b(τ, s).
Proposition 3.12.
(1) Ea(τ, s) =
∑
b∈I
N(b)2sζ (b,2s)Ea,b(τ, s).
(2) Êa(τ, s) =
∑
b∈I
N(b)2s ζ̂ (b,2s)Ea,b(τ, s).
Proof. (2) can be immediately explained from (1). We shall prove (1). By Lemma 3.9,
Ea(τ, s) =
∑
(α1,α2)∈(Λa\{0})/EF
v(τ )s∏
ν ‖ν(α1)+ ν(α2)τν‖2sν
=
∑
b∈I
∑
x∈(b−1\{0})/EF
∑
(α1,α2)∈F(b)/EF
v(τ )s∏
ν ‖ν(x)‖2sν ‖ν(α1)+ ν(α2)τν‖2sν
.
We have
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x∈(b−1\{0})/EF
1∏
ν ‖ν(x)‖2sν
=
∑
x∈(b−1\{0})/EF
1
|N(x)|2s
= N(b)2s
∑
x∈(b−1\{0})/EF
1
|N((x)b)|2s
= N(b)2sζ (b,2s).
The first row (ab, bb) of Mb is an element of F(b). Thus
(α1, α2) ∈ F(b) ⇔ (α1, α2) = (ab, bb)A
for some A ∈ GL(1)2 (OF ,a) (Lemma 3.7). If (α1, α2) = (ab, bb)A ∈ F(b), then
v(τ)s∏
ν ‖ν(α1)+ ν(α2)τν‖2sν
= v(MbA · τ)s .
By definition of a,b, we can see that (ab, bb)A = (ab, bb)B for A ∈ GL(1)2 (OF ,a) and B ∈ EF
if and only if A ∈ a,b. Therefore,
∑
(α1,α2)∈F(b)/EF
v(τ )s∏
ν ‖ν(α1)+ ν(α2)τν‖2sν
= Ea,b(τ, s).
So, (1) is established. 
4. Fundamental domain (I)
We shall construct a fundamental domain of GL(1)2 (OF ,a) \ HF . It was already given in
[20] for any number field, by the method which is introduced in [13] for totally real case (the
fundamental domain for totally real fields was given by Blumenthal and Maass (cf. [13, p. 270])).
All statements in this section, except Propositions 4.8 and 4.9, are analogous to that of [13].
This type of fundamental domain plays an important role in [20] (cf. Section 6). The key object
of this construction is “the distance from a cusp.”
Proposition 4.1. The actions of elements of Mba,bM−1b consist precisely of actions of(
1 0
ω 1
)(
w 0
0 1
)(
 0
0 −1
)
with ω ∈ a−1b−2,  being any unit and w being any totally positive root of unity in F .
Proof. Let A = ( α βδ γ ) ∈ GL(1)2 (OF ,a). Then, AM−1b · ∞ = M−1b · ∞ if and only if(
α β
δ γ
)(−bb
a
)
=
(−−1bb
−1a
)
b b
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 ∈ F×. By definitions of ab ∈ b, bb ∈ ab, α ∈ OF , β ∈ a, δ ∈ a−1 and γ ∈ OF , we
have (
−1
)
b = (−1)(OFab + a−1bb)= OF (abγ − bbδ)+ a−1(bbα − βab) ⊂ b.
On the other hand, considering
(−bb
ab
) = A−1(−bb
ab
)
, ()b ⊂ b is obtained. Thus,  ∈ O×F . Now,
we have
AM−1b =
(
−1(αdb − βcb) −bb
−1(γ db − δcb) ab
)(
 0
0 −1
)
.
Because A ∈ GL(1)2 (OF ,a), detA = w is a totally positive root of unity. We put x = −1(αdb −
βcb) and y = −1(γ db − δcb). Then,
det
(
AM−1b
)= w(abdb − bbcb) = abx + bby.
Therefore, we have
ab(x −wdb) = bb(−y −wcb) (2)
and moreover (
(ab)b
−1)((x −wdb)b)= ((bb)a−1b−1)((−y −wcb)ab).
Then, because (ab)b−1 and (bb)a−1b−1 are coprime by definitions of ab and bb, we have
(ab)b
−1 ⊃ (−y−wcb)ab and (bb)a−1b−1 ⊃ (x−wdb)b. Therefore, there exist ω,ω′ ∈ a−1b−2
such that −y = wcb−wωab and x = wdb−wω′bb. If abbb = 0, we can set ω = ω′. If abbb = 0,
we also have ω = ω′, because wω′abbb = wωabbb by Eq. (2). Therefore,
AM−1b =
(
x −bb
y ab
)(
 0
0 −1
)
=
(
wdb −wωbb −bb
−wcb +wωab ab
)(
 0
0 −1
)
=
(
db −bb
−cb ab
)(
w 0
wω 1
)(
 0
0 −1
)
⇒ MbAM−1b =
(
1 0
ω 1
)(
w 0
0 1
)(
 0
0 −1
)
.
Thus, the statement is established. 
We introduce the local coordinates relative to a cusp b. Firstly, we consider u-component. Let
l∗ denote the map
R
r1+r2
>0  u(Mb · τ) →
(
log
(
vν(Mb · τ)
1
r1+r2
))
ν∈S
∈ V,
v(Mb · τ) ∞
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∑
ν∈S∞ aν = 0}. For a system of fundamental units,
′1, . . . , ′r1+r2−1, we put i = (′i )2 (i = 1, . . . , r1 + r2 − 1). Then, {i}1ir1+r2−1 is a basis
of (O×F )2 modulo squares of roots of unity. If we put
l(i) = (Nν log∣∣ν(i)∣∣)ν∈S∞ (i = 1, . . . , r1 + r2 − 1),
{l(i)}i=1,...,r1+r2−1 is a basis of V over R by the Dirichlet unit theorem. We define Ybi (τ ) ∈ R
(i = 1, . . . , r1 + r2 − 1) as
(
log
(
vν(Mb · τ)
v(Mb · τ)
1
r1+r2
))
ν∈S∞
=
r1+r2−1∑
i=1
Ybi (τ )l
(i).
Secondly, we consider z-component. Let w1, . . . ,wn be an integral basis of a−1b−2. If we put
W(i) = (ν(wi))ν∈S∞ (i = 1, . . . , n), then Rr1 ×Cr2 is spanned by W(i) (i = 1, . . . , n) over R. We
define Xbi (τ ) ∈ R (i = 1, . . . , n) as
z(Mb · τ) = Xb1 (τ )W(1) + · · · +Xbn (τ )W(n).
We define the local coordinates of τ relative to b by
v(Mb · τ), Yb1 (τ ), . . . , Ybr1+r2−1(τ ),Xb1 (τ ), . . . ,Xbn (τ ).
We denote by WF the group of all roots of unity in F and by W+F the group of all totally
positive roots of unity in F . For an element A = M−1b
(
w 0
wω w′
)
Mb of a,b with ω ∈ a−1b−2 and
w, w′ being roots of unity in F such that ww′ ∈ W+F , we have
z(MbA · τ) =
(
ν
(
w′w−1
)
zν(Mb · τ)+ ν(ω)
)
ν∈S∞ .
This defines a properly discontinuously action on Rr1 × Cr2 . Because the set {(ν(α))ν∈S∞ | α ∈
a−1b−2} is a full Z-lattice,{
Xb1 W
(1) + · · · +XbnW(n)
∣∣Xb1 , . . . ,Xbn ∈ Z},
in Rr1 × Cr2 , there is a relatively compact fundamental domain Ωa,b of these actions (zν)ν →
(ν(w)zν + ν(ω))ν with ω ∈ a−1b−2 and w ∈ W+F on Rr1 ×Cr2 . We put
(Ra,b)∞,1 :=
{
τ ∈ HF
∣∣ z(Mb · τ) ∈ Ωa,b},
(Ra,b)∞,2 :=
{
τ ∈ HF
∣∣∣−12  Yb1 (τ ), . . . , Ybr1+r2−1(τ ) < 12
}
.
Definition 4.2. We put
(Ra,b)∞ := (Ra,b)∞,1 ∩ (Ra,b)∞,2.
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×
F which is generated by 
′
1, . . . , 
′
r1+r2−1. We put
∗a,b :=
{
M−1b
(
1 0
ω 1
)(
 0
0 −1
)
Mb
∣∣∣  ∈ (O×F )∗, ω ∈ a−1b−2} ,
(Ra,b)
∗∞,1 :=
{
τ ∈ HF
∣∣∣−12 Xb1 (τ ), . . . ,Xbn (τ ) < 12
}
.
The set ∗a,b is a normal subgroup of a,b.
Definition 4.3.
(Ra,b)
∗∞ := (Ra,b)∗∞,1 ∩ (Ra,b)∞,2.
In the case of imaginary quadratic fields, the author referred to [4] for the definition of
(Ra,b)∞. For totally real fields, we refer to [13] (in this case, we can set (Ra,b)∞,1 = (Ra,b)∗∞,1).
In general case, we can refer to [20].
Proposition 4.4.
(1) (Ra,b)∞ is a fundamental domain of a,b \HF .
(2) (Ra,b)∗∞ is a fundamental domain of ∗a,b \HF .
(3) ⋃w∈W+F M−1b ( 1 00 w )Mb(Ra,b)∞ is a fundamental domain of ∗a,b \HF .
Proof. By Proposition 4.1, the translation of Mb · τ by an action of τ → A · τ (A ∈ a,b) is a
composition of some of the following actions:
(a) A = M−1b
( 1 0
0 w
)
Mb (w is a totally positive root of unity).
MbA · τ =
(
ν(w)zν(Mb · τ)+ uν(Mb · τ)jν
)
ν∈S∞ .
Then,
l∗
(
u(MbA · τ)
)= l∗(u(Mb · τ)).
(b) A = M−1b
(
−1 0
0 
)
Mb ( is a unit).
MbA · τ =
(
ν()2zν(Mb · τ)+
∣∣ν()∣∣2uν(Mb · τ)jν)ν∈S∞ .
Then,
l∗
(
u(MbA · τ)
)= l∗(u(Mb · τ))+ (2Nν log∣∣ν()∣∣)ν∈S∞ .
(c) A = M−1b
( 1 0
ω 1
)
Mb (ω ∈ a−1b−2).
MbA · τ =
((
zν(Mb · τ)+ ν(ω)
)+ uν(Mb · τ)jν) .ν∈S∞
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l∗
(
u(MbA · τ)
)= l∗(u(Mb · τ)).
(Remark: v(Mb · τ) is not changed by (a), (b), (c).) By (a), (b), (c) and the definitions of (Ra,b)∞
and (Ra,b)∗∞, for any τ ∈ HF , there is A ∈ a,b (respectively ∗a,b) such that A · τ ∈ (Ra,b)∞
(respectively (Ra,b)∗∞). For A ∈ a,b, if τ,A · τ ∈ (Ra,b)∞,2, then A = M−1b
(
w 0
wω w′
)
Mb where
ω ∈ a−1b−2 and w,w′ are roots of unity such that ww′ is totally positive. Thus, (1) and (2) are
clear from the definitions of (Ra,b)∞,1 and (Ra,b)∗∞,1. By (a) and (b) and Proposition 4.1, the
actions of elements in a,b consist of actions of M−1b
( 1 0
0 w
)
MbA with w ∈ W+F and A ∈ ∗a,b.
Thus, we conclude (3). 
We shall introduce the distance d(τ,M−1b · ∞) of τ ∈ HF from the cusp M−1b · ∞, which is
used in [13,20]. It is used in [13] for constructing the fundamental domain. In [20], it plays an
important role. We refer to [13] (totally real case) and [20].
Definition 4.5.
(1) d(τ,M−1b · ∞) := N(a−1b−2)v(Mb · τ)−1.
(2) We define (Ra,b)0 as a set of an element τ ∈ HF such that
d
(
τ,M−1b · ∞
)
 d
(
A · τ,M−1c · ∞
)
for all A ∈ GL(1)2 (OF ,a) and all c ∈ I .
Proposition 4.6.
(1) For all τ ∈ HF , there exist A ∈ GL(1)2 (OF ,a) and b ∈ I such that A · τ ∈ (Ra,b)0.
(2) There exists a constant c > 0 such that for any τ , there exists b ∈ I and A ∈ GL(1)2 (OF ,a)
such that d(A · τ,M−1b · ∞) < c.
Proof. (1) We can express d(A · τ,M−1b · ∞) as
v(τ)−1N
(
a−1b−2
) ∏
ν∈S∞
∥∥ν(α1)+ ν(α2)τν∥∥2ν,
where (α1, α2) ∈ F(b) is the first row of MbA. First, for a given t > 0, we shall prove that there
are only at most finitely many pairs (α1, α2) ∈ O2F \ {(0,0)} which are not equivalent to each
other by an action of EF and satisfy∏
ν∈S∞
∥∥ν(α1)+ ν(α2)τν∥∥2ν < t.
By the algebraic number theory, we have the following lemma.
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with
∏
ν∈S∞ |αν |Nν = 0, there exists  ∈ O×F such that
|αν |Nν
∥∥ν()∥∥
ν
 c0
( ∏
ν∈S∞
|αν |Nν
) 1
r1+r2
.
By Lemma 4.7, we can suppose after multiplying α1 and α2 by a suitable unit , that already
we have ∥∥ν(α1)+ ν(α2)τν∥∥2ν < t1, ν ∈ S∞,
for a constant t1 depending only t and c0. So, by the theory of the algebraic number fields, we
show that there are at most finitely many possibilities for (α1, α2) up to multiplying by units.
From this fact, for a fixed b ∈ I , there is (α1, α2) ∈ F(b) such that
N
(
a−1b−2
) ∏
ν∈S∞
∥∥ν(α1)+ ν(α2)τν∥∥2ν N(a−1b−2) ∏
ν∈S∞
∥∥ν(α′1)+ ν(α′2)τν∥∥2ν
for any (α′1, α′2) ∈ F(b). In other words, there exists Ab ∈ GL(1)2 (OF ,a) such that
d
(
Ab · τ,M−1b · ∞
)
 d
(
A · τ,M−1b · ∞
)
for any A ∈ GL(1)2 (OF ,a). Because I is a finite set, there exists b ∈ I such that
d
(
Ab · τ,M−1b · ∞
)
 d
(
Ac · τ,M−1c · ∞
)
for all c ∈ I . Then,
d
(
Ab · τ,M−1b · ∞
)
 d
(
Ac · τ,M−1c · ∞
)
 d
(
A · τ,M−1c · ∞
)
for any A ∈ GL(1)2 (OF ,a) and c ∈ I .
(2) If
N
(
a−1b−2
)∏
ν
∥∥ν(α1)+ ν(α2)τν∥∥2ν < c
for some b ∈ I and (α1, α2) ∈ F(b). Then, d(A · τ,M−1b · ∞) < c for some A ∈ GL(1)2 (OF ,a).
Thus, we shall show that there exist such b and (α1, α2) ∈ F(b). First, we shall find c1 such that
there exist α1 ∈ OF and α2 ∈ a with (α1, α2) = (0,0) and∏
ν
∥∥ν(α1)+ ν(α2)τν∥∥2ν < c1.
Let ω01, . . . ,ω
0
n be an integral basis of OF and ω′1, . . . ,ω′n be an integral basis of a. We consider
the following system of 2n linear inequalities in the 2n variables a1, . . . , an and b1, . . . , bn. For
a real ν ∈ S∞,
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n∑
i=1
aiν
(
ω0i
)
uν(τ )
−1/2 +
n∑
i=1
biν
(
ω′i
)
zν(τ )uν(τ )
−1/2
∣∣∣∣∣< (t1)ν,∣∣∣∣∣
n∑
i=1
biν
(
ω′i
)
uν(τ )
1/2
∣∣∣∣∣< (t2)ν
and for a complex ν ∈ S∞,∣∣∣∣∣
n∑
i=1
ai
(
ν
(
ω0i
))
uν(τ )
−1/2 +
n∑
i=1
bi
(
ν
(
ω′i
)
zν(τ )
)
uν(τ )
−1/2
∣∣∣∣∣< (t3)ν,∣∣∣∣∣
n∑
i=1
ai
(
ν
(
ω0i
))
uν(τ )
−1/2 +
n∑
i=1
bi
(
ν
(
ω′i
)
zν(τ )
)
uν(τ )
−1/2
∣∣∣∣∣< (t4)ν,∣∣∣∣∣
n∑
i=1
bi
(
ν
(
ω′i
))
uν(τ )
1/2
∣∣∣∣∣< (t5)ν,∣∣∣∣∣
n∑
i=1
bi
(
ν
(
ω′i
))
uν(τ )
1/2
∣∣∣∣∣< (t6)ν .
The determinant of the system of these linear inequalities is 2−2r2DF N(a). So, by the Minkowski
Theorem, if
∏
i,ν(ti)ν  2−2r2DF N(a), there is a non-trivial integral solution of this sys-
tem of inequalities. Let (t1)ν = (t2)ν = (DF N(a))1/2n and (t3)ν = (t4)ν = (t5)ν = (t6)ν =
2−1/2(DF N(a))1/2n. Then, we have
∏
i,ν(ti)ν = 2−2r2DF N(a), so there is a non-trivial inte-
gral solution a1, . . . , an, b1, . . . , bn ∈ Z of this system of inequalities. By this solution, we put
α1 = a1ω01 + · · · + anω0n ∈ OF and α2 = b1ω′1 + · · · + bnω′n ∈ a. Then, for a real ν,
vν(τ )
−1∥∥ν(α1)+ ν(α2)τν∥∥2ν  2(DF N(a))1/n
and for a complex ν,
vν(τ )
−1∥∥ν(α1)+ ν(α2)τν∥∥2ν  4(DF N(a))2/n.
Thus,
v(τ)−1
∏
ν
∥∥ν(α1)+ ν(α2)τν∥∥2ν  2n(DF N(a)).
Let us fix γ ∈ F× and b ∈ I such that (γ )b = OFα1 + a−1α2 ⊂ OF . Because b has a mini-
mum norm among integral ideals in its ideal class, we have |N(γ )| 1. Let A be an element of
GL(1)2 (OF ,a) such that (γ
−1α1, γ−1α2) = (ab, bb)A. Then,
v(MbA · τ)−1 =
∣∣N(γ )∣∣−2v(τ)−1∏∥∥ν(α1)+ ν(α2)τν∥∥2ν  2nDF N(a).ν
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d
(
A · τ,M−1b · ∞
)
 2nN
(
b−2
)
DF .
Because I is a finite set, there is a constant c such that 2nN(b−2)DF < c for all b ∈ I . Thus there
exist A ∈ GL(1)2 (OF ,a) and b ∈ I such that d(A · τ,M−1b · ∞) < c for this constant c. 
Proposition 4.8. For b, c ∈ I , τ ∈ HF and A ∈ GL(1)2 (OF ,a), if v(Mb · τ) > N(a−1b−2) and
v(McA · τ) > N(a−1c−2) , then b = c and A ∈ a,b.
Proof. Let B = McAM−1b =
(
a1 a2∗ ∗
)
. Then
v(McA · τ)−1 = v(BMb · τ)−1
= v(Mb · τ)−1
∏
ν
∥∥ν(a1)+ ν(a2)(Mb · τ)ν∥∥2ν .
We can write
∏
ν∈S∞ ‖ν(a1) + ν(a2)(Mb · τ)ν‖2ν = X + |N(a2)|2v(Mb · τ)2 for some X  0.
Then, v(McA · τ) > N(a−1c−2) if and only if∣∣N(α2)∣∣2N(a−1c−2)v(Mb · τ)2 − v(Mb · τ)+ N(a−1c−2)X < 0. (3)
By definitions of Mb and Mc, we can show a2 ∈ abc. So, if a2 = 0,∣∣N(α2)∣∣2N(a−1c−2)v(Mb · τ) > N(abc)2N(a−2b−2c−2)= 1.
Then the inequality (3) does not hold. Therefore, a2 must be equal to 0. So, the form of the matrix
McAM
−1
b is
( ∗ 0∗ a ). Let (x, y) be the first row of MbA−1 and (α,β) be the first row of Mc. Then
(x, y) = (aα, aβ). So, by definitions of Mb and Mc,
b = OFx + a−1y = OF (aα)+ a−1(aβ) = (a)c.
Therefore b = c and A ∈ a,b. 
This proposition is an effective version of [13, p. 258, (ii)]. The author proved Proposition 4.8
as above. In [20], the following proposition equivalent to Proposition 4.8 is also stated and proved
by using the notion for “the distance from a cusp.”
Proposition 4.9. For b, c ∈ I , τ ∈ HF and A ∈ GL(1)2 (OF ,a), if d(τ,M−1b ·∞) < 1 and d(A · τ,
M−1c · ∞) < 1, then b = c and A ∈ a,b.
Proof. We can show this by Proposition 4.8 and the definition of d(τ,M−1b · ∞). We also refer
to [20, 2.5.6]. 
Definition 4.10.
Fa,b := (Ra,b)∞ ∩ (Ra,b)0.
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points of Ωa,b. We denote by Foa,b the set of τ ∈ Fa,b which satisfies the following conditions:
z(Mb · τ) ∈ Ωoa,b, −
1
2
< Yb1 (τ ), . . . , Y
b
r1+r2−1(τ ) <
1
2
,
and for any c ∈ I and for any A ∈ GL(1)2 (OF ,a) (respectively A ∈ GL(1)2 (OF ,a) \ a,b) if c = b
(respectively c = b),
d
(
τ,M−1b · ∞
)
< d
(
A · τ,M−1c · ∞
)
.
We call an element of Foa,b an inner point of Fa,b. If z(Mb · τ) is a boundary point of Ωa,b
or if equality holds even in one of the above conditions about Ybi (τ ) and d(τ,M
−1
b · ∞), then
τ ∈ Fa,b is said to be a boundary point of Fa,b and we denote by ∂Fa,b the set of all boundary
points of Fa,b.
Definition 4.11. We define Fa by
Fa :=
⋃
b∈I
Fa,b.
We also define Foa and ∂Fa by
Foa :=
⋃
b∈I
Foa,b, ∂Fa :=
⋃
b∈I
∂Fa,b.
Proposition 4.12.
(1) For all b ∈ I , Foa,b is an open set in HF and, therefore, Foa is also open.
(2) For all b ∈ I , Foa,b = Fa,b.
Proof. (1) It is enough to remark on the condition d(τ,M−1b · ∞) < d(A · τ,M−1c · ∞). We
denote by (aA,c, bA,c) the first row of McA. Then,
d
(
A · τ,M−1c · ∞
)= N(a−1c−2)∏
ν
vν(τ )
−1∥∥ν(aA,c)+ ν(bA,c)τν∥∥2ν .
By the theory of quadratic forms, there exists αν(τ ) depending continuously on τν such that
vν(τ )
−1∥∥ν(aA,c)+ ν(bA,c)τν∥∥2ν  αν(τ )∥∥ν(aA,c)+ ν(bA,c)jν∥∥2ν .
We put α(τ) := minc∈I (N(a−1c−2))∏ν αν(τ ). Then, α(τ) depends continuously on τ and satis-
fies
d
(
A · τ,M−1c · ∞
)
 α(τ)
∏∥∥ν(aA,c)+ ν(bA,c)jν∥∥2ν.
ν
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d
(
τ,M−1b · ∞
)
 2d
(
τ0,M
−1
b · ∞
)
,
d
(
A · τ,M−1c · ∞
)
 1
2
α(τ0)
∏
ν
∥∥ν(aA,c)+ ν(bA,c)jν∥∥2ν
for all A ∈ GL(1)2 (OF ,a) and c ∈ I . For τ ∈ W ,
d
(
A · τ,M−1c · ∞
)− d(τ,M−1b · ∞)
 1
2
α(τ0)
∏
ν
∥∥ν(aA,c)+ ν(bA,c)jν∥∥2ν − 2d(τ0,M−1b · ∞).
We can show that (aA,c, bA,c) which satisfies
1
2
α(τ0)
∏
ν
∥∥ν(aA,c)+ ν(bA,c)jν∥∥2ν − 2d(τ0,M−1b · ∞) 0
is contained in a finite set after multiplying a suitable unit, as same as the argument in the
proof of Proposition 4.6. Thus, the first row (aA,c, bA,c) of McA satisfying d(A · τ,M−1c ·∞)
d(τ,M−1b · ∞) is contained in a finite set G after multiplying a suitable unit. Conversely, if the
first row of McA is not an element of the finite set G after multiplying any unit, then d(A · τ,
M−1c ·∞) > d(τ,M−1b ·∞). Since d(τ,M−1b ·∞) is continuously in τ , we can find a neighbour-
hood U of τ0 such that, for any τ ∈ U , if c = b (respectively c = b) for any A ∈ GL(1)2 (OF ,a)
(respectively A ∈ GL(1)2 (OF ,a) \ a,b) such that the first row of McA is an element of the finite
set G after multiplying a suitable unit, we have
d
(
A · τ,M−1c · ∞
)
> d
(
τ,M−1b · ∞
)
.
So, if we put V = W ∩U , then V ⊂ (Ra,b)0, and for any τ ∈ V , if c = b (respectively c = b) for
any A ∈ GL(1)2 (OF ,a) (respectively A ∈ GL(1)2 (OF ,a) \ a,b),
d
(
A · τ,M−1c · ∞
)
> d
(
τ,M−1b · ∞
)
.
We denote by (Ra,b)o∞ the set of all elements which satisfy
z(Mb · τ) ∈ Ωoa,b,
−1
2
< Yb1 (τ ), . . . , Y
b
r1+r2−1(τ ) <
1
2
.
Then, V ∩ (Ra,b)o∞ ⊂ Foa,b is an open neighbourhood of τ0.
(2) Let τ ∈ Fa,b and (a1, a2) be the first row of McAM−1b . Then, as in the proof of Proposi-
tion 4.8,
d(A · τ,M−1c · ∞)
d(τ,M−1 · ∞) = N
(
c−2b2
)∏∥∥ν(a1)+ ν(a2)(Mb · τ)ν∥∥2ν  1.
b ν
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and c ∈ I , we have d(A · τt ,M−1c · ∞) > d(τt ,M−1b · ∞). Moreover, Xbi (τt ) = Xbi (τ ) (i =
1, . . . , n) and Ybi (τt ) = Ybi (τ ) (i = 1, . . . , r1 + r2 − 1). By a small change in the coordinates
Xbi (τt ), Y
b
i (τt ), we have an element τ
′
t ∈ Foa,b. Thus, any neighbourhood of τ ∈ Fa,b inter-
sects Foa,b. 
By the above argument, if τ ∈ Foa,b, then τt ∈ Foa,b for large t > 0.
Theorem 4.13. Fa is a fundamental domain of GL(1)2 (OF ,a) \HF .
Proof. (a) Firstly, we shall prove that for any τ ∈ HF there exists an element A ∈ GL(1)2 (OF ,a)
such that A · τ ∈ Fa. By Proposition 4.6, we can find A ∈ GL(1)2 (OF ,a) and b ∈ I such that
A · τ ∈ (Ra,b)0. There exists B ∈ a,b such that BA · τ ∈ (Ra,b)∞ by Proposition 4.4. Because
B ∈ a,b, d(BA · τ,M−1b · ∞) = d(A · τ,M−1b · ∞), thus BA · τ is also an element of (Ra,b)0.
Therefore BA · τ ∈ Fa,b.
(b) Next, we show that A · Fa (A ∈ GL(1)2 (OF ,a)) covers HF without overlaps except on
boundaries. Let τ2 = A · τ1 for τ1, τ2 ∈ Fa with τ1 = τ2. Since τ1 ∈ Fa,b and τ2 ∈ Fa,c for some
b, c ∈ I ,
d
(
τ1,M
−1
b · ∞
)
 d
(
A · τ1,M−1c · ∞
)= d(τ2,M−1c · ∞)
and
d
(
τ2,M
−1
c · ∞
)
 d
(
A−1 · τ2,M−1b · ∞
)= d(τ1,M−1b · ∞).
Thus, we conclude d(τ1,M−1b · ∞) = d(τ2,M−1c · ∞).(b1) We can consider the case b = c and A ∈ a,b. In this case, τ1 and τ2 = A ·τ1 is a boundary
point of (Ra,b)∞, i.e., local coordinates of both τ1 and A · τ1 respect to b satisfy at least one of
the finite number of conditions, z(Mb · τ) is a boundary point of Ωa,b, Yi(τj ) = ± 12 (1  i 
r1 + r2 − 1). Further, we can see that such A belongs to a finite set A1, . . . ,Ar ∈⋃b a,b.
(b2) If d(τ1,M−1b · ∞) = d(τ2,M−1c · ∞) < 1, then b = c and A ∈ a,b by Proposition 4.9.
Thus, we consider the case such that 1 d(τ1,M−1b ·∞) = d(τ2,M−1c ·∞) c and if b = c, A is
not an element of a,b. This c defines it as what appeared in Proposition 4.6. We denote by Bb
the set
Bb :=
{
τ ∈ (Ra,b)∞
∣∣ 1 d(τ,M−1b · ∞) c}.
Let τ ∈ Bb. Because τ ∈ (Ra,b)∞, there exist constants t1 and t2 such that∣∣∣∣log( vν(Mb · τ)
v(Mb · τ)
1
r1+r2
)∣∣∣∣ t1, ν ∈ S∞,∣∣zν(Mb · τ)∣∣ t2, ν ∈ S∞.
Moreover, because 1  d(τ,M−1b · ∞)  c, there exists a constant t3, t4 such that t3 
v(Mb · τ) t4. Therefore, there exist constant t2, t5 and t6 such that
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for all ν ∈ S∞. Thus we conclude that Bb is a compact set. Then B =⋃b Bb is also compact.
So, τ1 and τ2 = A · τ1 are elements of the compact set B . By Lemma 3.1, A belongs to a finite
set Ar+1, . . . ,As ∈ GL(1)2 (OF ,a). Moreover, d(τ1,M−1b ·∞) = d(A · τ1,M−1c ·∞), and if b = c,
A is not an element of a,b. Hence τ1, τ2 ∈ ∂Fa. As a result, arbitrary near τ1 and τ2, there exist
points τ such that d(τ,M−1b · ∞) = d(A · τ,M−1c · ∞) for A = Ar+1, . . . ,As .
By (b1) and (b2), Fa intersects only finitely many of its neighbours Ai ·Fa (i = 1, . . . , s) and
indeed only on its boundary. Thus we have establishes (b).
From (a) and (b), we can conclude that Fa is a fundamental domain. Further Fa intersects
only finitely many of its neighbours Ai · Fa (i = 1, . . . , s), only on its boundary, and is bounded
by a finite number of surfaces. 
We can use the following proposition for proving the compactness of the space of semi-stable
lattices.
Proposition 4.14. For tb > 0, F′a denotes the set of τ ∈ Fa for which d(τ,M−1b ·∞) tb (b ∈ I ).
Then, F′a is compact in HF .
Proof. Let
Bb :=
{
τ ∈ (Ra,b)∞
∣∣ tb  d(τ,M−1b · ∞) c}.
Then, as in (b2) of the proof of Theorem 4.13, we can show that B =⋃b Bb is compact. F′a is a
closed subset of B , so F′a is also compact. 
5. Fundamental domain (II)
In Section 4, we construct the fundamental domain Fa. But, for the case of imaginary
quadratic fields, the author took another type of fundamental domain which is introduced in
[4, Chapter 7]. According to [4, p. 312], this construction of fundamental domain is originally
due to Poincaré and Bianchi. One also referred to [3, Theorem 4.1] which introduces the funda-
mental domain, constructed by the method in [13], for the case of totally real fields with class
number one. In this section, we shall show how this type of fundamental domain is constructed
for general number fields. We refer to [4].
Definition 5.1.
(1) We denote by (Rba)∞ a fundamental domain of a,b \HF .
(2) We denote by (Rba)0 a set of all elements τ ∈ HF such that v(MbA · τ) v(Mb · τ) for all
A ∈ GL(1)2 (OF ,a).
(3) Ga(b) :=
(
Rba
)
∞ ∩
(
Rba
)
0.
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in (2) is equivalent to “d(τ,M−1b · ∞) d(A · τ,M−1b · ∞).” Compare this definition with Defi-
nitions 4.5 and 4.10.
We denote by Gb the boundary of (Rba)∞. Gb has measure 0. For τ ∈ Ga(b), if τ ∈ Gb or
v(Mb · τ) = v(MbA · τ) for some A ∈ GL(1)2 (OF ,a) \ a,b, τ is said to be a boundary point of
Ga(b) and we denote by ∂Ga(b) the set of all boundary points of Ga(b). We put
S(a, b) =
{
τ ∈ HF
∣∣∣ ∏
ν∈S∞
∥∥ν(a)+ ν(b)τν∥∥ν = 1}.
If b = 0, S(a, b) has measure 0. For τ ∈ Ga(b) and A ∈ GL(1)2 (OF ,a) \ a,b, if v(Mb · τ) =
v(MbA · τ), then
v(Mb · τ)−1 = v(Mb · τ)−1
∏
ν∈S∞
∥∥ν(a)+ ν(b)τν∥∥2ν,
where (a, b) is the first row of MbAM−1b . Because A is not an element of a,b, we have b = 0.
Thus ∂Ga(b) ⊂ (⋃(a,b)∈O2F ,b =0 S(a, b))∪Gb. So ∂Ga(b) is contained in the union of countably
many sets of measure 0. This implies that ∂Ga(b) has measure 0.
Theorem 5.2. Ga(b) is a fundamental domain of GL(1)2 (OF ,a) \ HF , i.e., Ga(b) satisfies thefollowing conditions:
(1) For any τ ∈ HF , there exists A ∈ GL(1)2 (OF ,a) such that A · τ ∈ Ga(b).
(2) For τ ∈ Ga(b), if A ·τ ∈ Ga(b) for some A ∈ GL(1)2 (OF ,a), then τ = A ·τ or τ is a boundary
point of Ga(b).
Proof. (1) As in the proof of Proposition 4.6(1), we can show that there exists Ab ∈
GL(1)2 (OF ,a) such that
v(MbAb · τ) v(MbA · τ)
for any A ∈ GL(1)2 (OF ,a). Then BAb · τ ∈ Ga(b) for some B ∈ a,b.
(2) If τ ∈ Ga(b) satisfies the assumption of (2), then, by definition of Ga(b), we have
v(Mb · τ) v(MbA · τ),
v(MbA · τ) v
(
MbA
−1A · τ)= v(Mb · τ).
Thus, v(Mb · τ) = v(MbA · τ). Therefore, if A is not an element of a,b, τ ∈ ∂Ga(b). If
A ∈ a,b, because τ ∈ (Rba)∞, we have τ ∈ Gb or τ = A · τ . Thus τ ∈ ∂Ga(b) or τ = A · τ . 
Remark. Ga(b) depends on b ∈ I .
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In this section, we want to describe explicitly the fundamental domain of semi-stable lattices
and non-semi-stable lattices. The fundamental domain Fa of Section 4 has an advantage over
Ga(b) of Section 5 in this problem (see the paragraph after Proposition 6.3).
We put
(
GL(1)2 (OF ,a) \HF
)
nss
:= (GL(1)2 (OF ,a) \HF ) \ (GL(1)2 (OF ,a) \HF )ss.
Proposition 6.1. (Hayashi) For τ ∈ HF , [τ ] ∈ (GL(1)2 (OF ,a)\HF )ss if and only if v(MbA · τ)
N(a−1b−2) for any b ∈ I and any A ∈ GL(1)2 (OF ,a).
Proof. Let τ = ρ · (jν)ν∈S∞ ∈ HF (ρ = (ρν)ν∈S∞ ∈ GL(1)2 (F∞)). Then, by definition of
(GL(1)2 (OF ,a) \ HF )ss, [τ ] ∈ (GL(1)2 (OF ,a) \ HF )ss if and only if (Λa, ρ−1) is semi-stable.
(Λa, ρ
−1) is semi-stable if and only if
volρ−1(Λ0)2  volρ−1(Λa)
for any submodule Λ0 ⊂ Λa with rank one. As in Lemma 1.5(1), any rank one submodule of
Λa has a form c · (x, y) := {(ax, ay) | a ∈ c} with an OF -ideal c and (x, y) ∈ F 2 \ {(0,0)}. The
covolume of this lattice is
volρ−1
(
c · (x, y))= (Nc)√2−2r2DF ∏
ν
∥∥(ν(x), ν(y)) · ρν∥∥ν .
We fix (x, y) ∈ F 2 \ {0}. Let
OFx + a−1y = (r)b
(
r ∈ F×, b ∈ I).
We put x′ = r−1x and y′ = r−1y. Then (x′, y′) ∈ F(b) and b−1 · (x′, y′) is also a submodule
of Λa. If c · (x, y) ⊂ Λa, we have c ⊂ (r−1)b−1. Thus,
volρ−1
(
b−1 · (x′, y′))= (N((r−1)b−1))√2−2r2DF ∏
ν
∥∥(ν(x), ν(y)) · ρν∥∥ν
 volρ−1
(
c · (x, y))
for any c such that c · (x, y) ⊂ Λa. Therefore, (Λa, ρ−1) is semi-stable if and only if
volρ−1
(
b−1 · (x, y))2  volρ−1(Λa)
for any b ∈ I and (x, y) ∈ F(b). For (x, y) ∈ F 2 \ {(0,0)}, (x, y) ∈ F(b) if and only if there
exists an element A ∈ GL(1)(OF ,a) such that the first row of MbA is (x, y). Then2
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(
b−1 · (x, y))2
= (2−2r2DF )(N(b−2))∏
ν
∥∥(ν(x), ν(y)) · ρν∥∥2ν
= (2−2r2DF )N(b−2)∏
ν
‖detρν‖ν
∏
ν
∥∥∥∥(ν(x), ν(y))( (√detρν )−1 00 (√detρν )−1
)
ρν
∥∥∥∥2
ν
= (2−2r2DF )N(b−2)∏
ν
‖detρν‖νv
(
MbAρ · (jν)ν∈S∞
)−1
.
On the other hand, by Lemma 2.9,
volρ−1(Λa) = 2−2r2DF N(a)
∏
ν
‖detρν‖ν.
So, volρ−1(b−1 · (x, y))2  volρ−1(Λa) if and only if
v(MbA · τ)−1 = v
(
MbAρ · (jν)ν∈S∞
)−1 N(ab2).
Therefore, (Λa, ρ−1) is semi-stable if and only if v(MbA · τ)  N(a−1b−2) for any b ∈ I and
A ∈ GL(1)2 (OF ,a). 
Definition 6.2. We define X′b by
X′b :=
{
τ ∈ (Rba)∞ ∣∣ v(Mb · τ) > N(a−1b−2)}.
By Proposition 4.8, we have that X′b is contained in Ga(b). The author proved the following
proposition.
Proposition 6.3. (Hayashi) We put (Fa)′nss :=
⋃
b∈I X′b. Then, (Fa)
′
nss is a fundamental domain
of (GL(1)2 (OF ,a) \HF )nss. Moreover, if b = c, X′b ∩X′c = ∅.
Proof. If τ ∈ X′b ∩ X′c, by definition, v(Mb · τ) > N(a−1b−2) and v(Mc · τ) > N(a−1c−2).
So, by Proposition 4.8, b = c. Let [τ ] ∈ (GL(1)2 (OF ,a) \ HF )nss. Then by Proposition 6.1 and
definition of (Rba)∞, there exist b ∈ I and A ∈ GL(1)2 (OF ,a) such that v(MbA · τ) > N(a−1b−2)
and A · τ ∈ (Rba)∞. Then A · τ ∈ X′b. If τ ∈ X′b and A · τ ∈ X′c, by Proposition 4.8, we have that
b = c and A ∈ a,b. Thus τ is a boundary point of (Rba)∞ or A = A · τ . 
For c = b, it is not known whether X′c is contained in Ga(b). So the author could not describe
explicitly the fundamental domain of semi-stable lattices in Ga(b). In [20], it is done by using
Fa as follows.
We put
Xb :=
{
τ ∈ (Ra,b)∞
∣∣ v(Mb · τ) > N(a−1b−2)}.
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Xb =
{
τ ∈ (Ra,b)∞
∣∣ d(τ,M−1b · ∞)< 1}.
Moreover, by Proposition 4.9, we can write
Xb =
{
τ ∈ Fa
∣∣ d(τ,M−1b · ∞)< 1}⊂ Fa.
In [20], the following theorem, equivalent to Proposition 6.1, is stated.
Theorem 6.4. (Weng) For τ ∈ HF , [τ ] ∈ (GL(1)2 (OF ,a)\HF )ss if and only if d(A ·τ,M−1b ·∞)
1 for any b ∈ I and any A ∈ GL(1)2 (OF ,a).
Proof. This theorem is obtained by Proposition 6.1 and the definition of the distance from a cusp
(cf. the lemma in [20, 2.5.3]). 
Theorem 6.5. (Weng)
(1) We put (Fa)ss := Fa \⋃b Xb. Then (Fa)ss is a fundamental domain of (GL(1)2 (OF ,a) \
HF )ss.
(2) We put (Fa)nss := ⋃b∈I Xb. Then, (Fa)nss is a fundamental domain of (GL(1)2 (OF ,a) \
HF )nss. Moreover, if b = c, Xb ∩Xc = ∅.
Proof. Because (Fa)ss and (Fa)nss are subsets of Fa, a fundamental domain of GL(1)2 (OF ,a) \
HF , we only need to prove that any element of (Fa)ss (respectively (Fa)nss) corresponds to a
semi-stable (respectively non-semi-stable) lattice.
(1) This is clear by (2).
(2) This can be proved like Proposition 6.3. 
By Theorem 6.5, we have that the space of semi-stable lattices is the truncated domain
Fa \⋃b Xb. In [20], the more general truncated domain Fa \⋃b XTb and the integration of
the Eisenstein series on it are studied, where XTb = {τ ∈ Fa | d(τ,M−1b · ∞) < T } for T  1.
Corollary 6.6. (Fa)ss is a compact set in HF .
Proof. This is a direct consequence of Theorem 6.5(1) and Proposition 4.14. 
7. Fourier expansion of the Eisenstein series
We put
′a,b :=
{
A ∈ GL(1)2 (OF ,a)
∣∣∣A = M−1b ( 1 0ω 1
)
Mb, ω ∈ a−1b−2
}
⊂ a,b.
For A ∈ ′a,b, we have Ea(A · τ, s) = Ea(τ, s). If A = M−1b
( 1 0
ω 1
)
Mb (ω ∈ a−1b−2),
Ea
(
M−1 · τ, s)= Ea(AM−1 · τ, s)= Ea(M−1(τ + (ν(ω)) ), s).b b b ν∈S∞
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Ea
(
M−1b · τ, s
)= ∑
ω∈(a−1b−2)o
aω
(
u(τ), s
)
e2πi Tr(ωz(τ)),
where (
a−1b−2
)o := {α ∈ F ∣∣ TrF/Q(αβ) ∈ Z for all β ∈ a−1b−2},
Tr
(
ωz(τ)
)= ∑
ν: real
ν(ω)zν(τ )+
∑
ν: complex
(
ν(ω)zν(τ )+ ν(ω)zν(τ )
)
.
For any fractional ideal c of OF , we also define co by
co := {α ∈ F ∣∣ TrF/Q(αβ) ∈ Z for all β ∈ c}.
If we exchange τ for Mb · τ ,
Ea(τ, s) =
∑
ω∈(a−1b−2)o
aω
(
u(Mb · τ), s
)
e2πi Tr(ωz(Mb·τ)).
The Fourier expansion of the similar type of Eisenstein series is given in [4] for imaginary
quadratic fields and in [17] for general number fields. We shall compute aω(u(τ), s) by the same
method as [4, Section 8.2]. It was already computed in [20]. But we shall compute the non-
constant terms more precisely than [20].
Let X := Rr1 ×Cr2 , Λ := a−1b−2 (Λ is embedded in X by the infinite places of F ),
dz(τ) :=
∏
ν: real
d
(
zν(τ )
) ∏
ν: complex
d
((zν(τ )))d((zν(τ )))
and |Λ| = ∫
X/Λ
dz(τ). Then, aω(u(τ), s) is computed as
aω
(
u(τ), s
)= 1|Λ|
∫
z(τ)∈X/Λ
∑
(α1,α2)∈ΛaM−1b \{0}/EF
v(τ )se−2πi Tr(ωz(τ))∏
ν ‖ν(α1)+ ν(α2)τν‖2sν
dz(τ )
= 1|Λ|
∑
(α1,α2)∈ΛaM−1b \{0}/EF
∫
X/Λ
v(τ)se−2πi Tr(ωz(τ))∏
ν ‖ν(α1)+ ν(α2)τν‖2sν
dz(τ )
= 1|Λ|
∑
(α1,0)∈ΛaM−1b \{0}/EF
∫
X/Λ
v(τ)se−2πi Tr(ωz(τ))∏
ν ‖ν(α1)‖2sν
dz(τ )
+ 1|Λ|
∑
(α1,α2)∈ΛaM−1b \{0}/EF ,α2 =0
∫
X/Λ
v(τ)se−2πi Tr(ωz(τ))∏
ν ‖ν(α1)+ ν(α2)τν‖2sν
dz(τ ).
Let A(ω) be the term in the third line of the last equality and B(ω) be the term in the last line.
We shall firstly compute A(ω).
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∑
(α1,0)∈ΛaM−1b \{0}/EF
v(τ )s∏
ν ‖ν(α1)‖2sν
(
1
|Λ|
∫
X/Λ
e−2πi Tr(ωz(τ)) dz(τ )
)
.
Thus, if ω = 0, then A(ω) = 0. By definition of Mb, (α1,0)Mb ∈ Λa if and only if α1 ∈ b−1.
Thus,
A(0) =
( ∑
α1∈b−1\{0}/EF
1∏
ν ‖ν(α1)‖2sν
)
v(τ)s
=
( ∑
α1∈b−1\{0}/EF
1
|N(α1)|2s
)
v(τ)s
=
( ∑
α1∈b−1\{0}/EF
1
|N((α1)b)|2s
)
N(b)2sv(τ )s
= N(b)2sζ (b,2s)v(τ )s .
Next, we shall compute B(ω). Let R0 be a set of representative elements (α1, α2) of
ΛaM
−1
b /EFMb
′
a,bM
−1
b
with α2 = 0. Then,
B(ω) = 1|Λ|
∑
(α1,α2)∈R0
∑
w∈Λ
∫
X/Λ
v(τ)se−2πi Tr(ωz(τ))∏
ν ‖ν(α1)+ ν(α2)(τν + ν(w))‖2sν
dz(τ )
= 1|Λ|
∑
(α1,α2)∈R0
∫
X
v(τ)se−2πi Tr(ωz(τ))∏
ν ‖ν(α1)+ ν(α2)τν‖2sν
dz(τ ).
By changing variables,
B(ω) = 1|Λ|
∑
(α1,α2)∈R0
∫
X
v(τ)se−2πi Tr(ω(zν(τ )−(ν(α1/α2))ν∈S∞ ))∏
ν ‖ν(α2)τν‖2sν
dz(τ )
= 1|Λ|
∑
(α1,α2)∈R0
e2πi TrF/Q(ω(α1/α2))∏
ν ‖ν(α2)‖2sν
∫
X
v(τ)se−2πi Tr(ωz(τ))∏
ν ‖τν‖2sν
dz(τ ).
Let
Iν(ω) =
∞∫
−∞
vν(τ )
se−2πiν(ω)x
(x2 + vν(τ )2)s dx
for a real ν and
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∞∫
−∞
∞∫
−∞
vν(τ )
se−2πi(ν(ω)(x+iy)+ν(ω)(x+iy))
(x2 + y2 + vν(τ ))2s dx dy
for a complex ν. Then,
B(ω) = 1|Λ|
∑
(α1,α2)∈R0
e2πi TrF/Q(ω(α1/α2))
|N(α2)|2s
∏
ν
Iν(ω).
We shall compute Iν(ω). For a real ν,
Iν(ω) =
∞∫
−∞
vν(τ )
se−2πi|ν(ω)|x
(x2 + vν(τ )2)s dx = vν(τ )
1−s
∞∫
−∞
e−2πi|ν(ω)|vν(τ)x
(x2 + 1)s dx.
We have
∞∫
−∞
1
(x2 + 1)s dx =
π1/2(s − 1/2)
(s)
(see [13, p. 12]). So, for a real ν, if ω = 0,
Iν(0) = π
1/2(s − 1/2)
(s)
· v(τ)1−s
and if ω = 0,
Iν(ω) = vν(τ )1−s
∞∫
−∞
e−2πi|ν(ω)|vν(τ)x
(x2 + 1)s dx
= vν(τ )1−s
∞∫
−∞
cos(2π |ν(ω)|vν(τ )x)
(x2 + 1)s dx
= 2π
s |ν(ω)|s−1/2vν(τ )1/2
(s)
·Ks−1/2
(
2π
∣∣ν(ω)∣∣vν(τ )),
where Ks(x) is the modified Bessel function defined as
Ks(t) := π−1/2(2t)s(s + 1/2)
∞∫
0
(
x2 + t2)−s−1/2 cos(x) dx.
We refer to [12] in order to know properties of the modified Bessel function.
For a complex place ν, by the orthogonal linear transformation of R2 sending ((ν(ω)),
−(ν(ω))) to (|ν(ω)|,0),
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∞∫
−∞
∞∫
−∞
vν(τ )
se−4πi((ν(ω))x−(ν(ω))y)
(x2 + y2 + vν(τ ))2s dx dy
=
∞∫
−∞
∞∫
−∞
vν(τ )
se−4πi(|ν(ω)|x)
(x2 + y2 + vν(τ ))2s dx dy
= vν(τ )1−s
∞∫
−∞
∞∫
−∞
e−4πi(|ν(ω)|vν(τ)1/2x)
(x2 + y2 + 1)2s dx dy.
Thus, for a complex ν, if ω = 0,
Iν(0) = vν(τ )1−s
2π∫
0
dθ
∞∫
0
r
(r2 + 1)2s dr
= 2πvν(τ )
1−s
2(1 − 2s)
[
1
(r2 + 1)2s−1
]∞
0
= πvν(τ )
1−s
2s − 1 = πvν(τ )
1−s · (2s − 1)
(2s)
and if ω = 0, by the transformation of y to y(x2 + 1)1/2,
Iν(ω) = vν(τ )1−s
( +∞∫
−∞
dy
(y2 + 1)2s
)( +∞∫
−∞
e−4πi(|ν(ω)|vν(τ)1/2x)
(x2 + 1)2s−1/2 dx
)
= (2π)
2s |ν(ω)|2s−1vν(τ )1/2
(2s)
·K2s−1
(
4π
∣∣ν(ω)∣∣vν(τ )1/2).
Thus we conclude∏
ν
Iν(0) = π
r1+2r2
2
(
(s − 1/2)
(s)
)r1((2s − 1)
(2s)
)r2
v(τ)1−s
and for ω = 0,
∏
ν
Iν(ω) = 2
r1+2r2sπs(r1+2r2)
(s)r1(2s)r2
∣∣N(ω)∣∣s−1/2v(τ)1/2∏
ν
K(Nν(s−1/2))
(
2Nνπ
∣∣ν(ω)∣∣uν(τ )).
For computing the constant term, the sum
∑
(α1,α2)∈R0
1
|N(α2)|2s remains. For a fix α = 0, we
put L(α) := {(∗, α) ∈ ΛaM−1b }. By definition of Mb,
(∗, α) ∈ ΛaM−1b ⇔ α = −xbb + yab for some x ∈ OF ,y ∈ a
⇔ α ∈ ab.
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∑
(α1,α2)∈R0
1
|N(α2)|2s =
∑
α∈ab\{0}/EF
∣∣L(α)/Mb′a,bM−1b ∣∣ · 1|N(α)|2s .
Lemma 7.1. For (∗, α) ∈ R0 with α = 0,∣∣L(α)/Mb′a,bM−1b ∣∣= N((α)a−1b−1).
Proof. This lemma can be proved like [4, Lemma 2.3, p. 366]. Let q := OFdb + acb. By defini-
tions of db and cb, we have q ⊂ b−1. Because 1 = abdb − cbbb ∈ bq, we obtain b−1 ⊂ q. Thus,
q = b−1. We consider the OF -module homomorphism
ϕ :q → (bq ⊕ abq)/OF ⊕ a; x → (abx, bbx).
It is easy to see that Kerϕ = b−1. As remarked above, we have α ∈ ab, thus (α)a−1b−1 ⊂ b−1 =
Kerϕ. Therefore, ϕ induces a homomorphism
ϕ¯ :q/(α)a−1b−1 → (bq ⊕ abq)/OF ⊕ a.
If (β,α) ∈ L(α) ⊂ ΛaM−1b , there exist x ∈ OF and y ∈ a such that (β,α) = (xdb − ycb,−xbb + yab). Then, −β = −xdb + ycb ∈ q. We consider the map
ψ :L(α)/Mb
′
a,bM
−1
b → q/(α)a−1b−2; (β,α) → −β.
The actions of elements Mb′a,bM
−1
b on L(α) consist of actions (β,α) → (β + αω,α) (ω ∈
a−1b−2). Thus, ψ is well-defined and injective. We denote by λ0 the element (αcb, αdb)
(mod OF ⊕ a) of (bq ⊕ abq)/OF ⊕ a. Then, Im(ψ) = ϕ¯−1(λ0). Therefore,
∣∣L(α)/Mb′a,bM−1b ∣∣= ∣∣ϕ¯−1(λ0)∣∣= ∣∣ϕ¯−1(0)∣∣
= ∣∣b−1/(α)a−1b−2∣∣
= N((α)a−1b−1). 
By Lemma 7.1,
∑
(α1,α2)∈R0
1
|N(α2)|2s =
∑
α∈ab\{0}/EF
N((α)a−1b−1)
|N(α)|2s
= N(a−1b−1)2s( ∑
α∈ab\{0}/EF
1
|N((α)a−1b−1)|2s−1
)
= N(a−1b−1)2sζ (a−1b−1,2s − 1).
T. Hayashi / Journal of Number Theory 125 (2007) 473–527 513We conclude
a0
(
u(τ), s
)= (N(b))2sζ (b,2s)v(τ )s + N(a−1b−1)2sπ r1+2r22|Λ|
(
(s − 1/2)
(s)
)r1((2s − 1)
(2s)
)r2
× ζ (a−1b−1,2s − 1)v(τ)1−s . (4)
For ω = 0, we shall compute aω(u(τ), s) more precisely. By the above arguments, for ω = 0,
we have
aω
(
u(τ), s
)= 2r1+2r2sπs(r1+2r2)|Λ|(s)r1(2s)r2
( ∑
(α1,α2)∈R0
e2πi TrF/Q(ω(α1/α2))
|N(α2)|2s
)
× ∣∣N(ω)∣∣s−1/2v(τ)1/2 ∏
ν∈S∞
K(Nν(s−1/2))
(
2Nνπ
∣∣ν(ω)∣∣uν(τ )).
We shall compute the sum
∑
(α1,α2)∈R0
e2πi TrF/Q(ω(α1/α2))
|N(α2)|2s .
For 0 = α ∈ ab and 0 = ω ∈ Λo, we define S(ω,α) by
S(ω,α) =
∑
β,(β,α)∈R0
e2πi TrF/Q(ω(β/α)).
Lemma 7.2. For 0 = α ∈ ab and 0 = ω ∈ Λo,
(1) S(ω,α) = 0 unless ω/α ∈ (b−1)o;
(2) if ω/α ∈ (b−1)o, S(ω,α) = N((α)a−1b−1).
Proof. (1) Let (β,α) ∈ L(α). For any x ∈ b−1, we have (x,0)Mb = (xab, xbb) ∈ Λa. So,
(β + x,α)Mb = (β,α)Mb + (x,0)Mb ⊂ Λa.
Therefore, if (β,α) runs through a system of representative elements (β ′, α′) of
ΛaM
−1
b /EFMb
′
a,bM
−1
b
with α′ = α, then (β + x,α) does the same for every x ∈ b−1. For any x ∈ b−1,
S(ω,α) =
∑
β,(β,α)∈R0
e2πi TrF/Q(ω(β/α)) =
∑
β,(β,α)∈R0
e2πi TrF/Q(ω((β+x)/α))
= e2πi TrF/Q(ω(x/α))S(ω,α).
Thus, S(ω,α) = 0 unless exp(2πi TrF/Q(ω(x/α))) = 1 for all x ∈ b−1. The latter is equivalent
to ω/α ∈ (b−1)o.
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e2πi TrF/Q(ω(β/α)) = 1
if ω/α ∈ (b−1)o. Hence all terms in the sum S(ω,α) are equal to 1, and the number of the terms
is given by Lemma 7.1. 
By Lemma 7.2,
∑
(β,α)∈R0
e2πi TrF/Q(ω(β/α))
|N(α)|2s =
∑
α∈(ab\{0})/EF
S(ω,α)
|N(α)|2s
=
∑
α∈(ab\{0})/EF ,
ω/α∈(b−1)o
N(a−1b−1)
|N(α)|2s−1 .
Definition 7.3. For ideals c1 and c2 ⊂ OF , we put
σs(c1, c2) = N(c1)−s
∑
q⊂c1,c2⊂q⊂OF
N(q)s,
where c1 is the ideal class which contains c1.
By the algebraic number theory, we have (b−1)o = bD−1
F/Q
where DF/Q is the different of
F/Q (cf. [11]). We can show that
σ1−2s
(
a−1b−1, (ω)
(
Λo
)−1)= ∑
q∈(a−1b−1),
(ω)a−1b−2DF/Q⊂q⊂OF
N(a−1b−1)2s−1
|N(q)|2s−1
=
∑
α∈(ab\{0})/EF ,
ω/α∈(b−1)o
1
|N(α)|2s−1 .
By the above arguments, we conclude
aω
(
u(τ), s
)= 2r1+2r2sπs(r1+2r2)N(a−1b−1)|Λ|(s)r1(2s)r2 · σ1−2s(a−1b−1, (ω)(Λo)−1)
× ∣∣N(ω)∣∣s−1/2v(τ)1/2 ∏
ν∈S∞
K(Nν(s−1/2))
(
2Nνπ
∣∣ν(ω)∣∣uν(τ )). (5)
The function Êa(τ, s) also has the Fourier expansion of the form
Êa(τ, s) =
∑
ω∈Λo
âω
(
u(Mb · τ), s
)
e2πi Tr(ωz(Mb·τ))
with Λ = a−1b−2.
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2−r2
√
DF N(a−1b−2).
Proposition 7.4. We let Λ = a−1b−2 and
|Λ| =
∫
X/Λ
dz(τ) = 2−r2√DF N(a−1b−2).
(1) We put
â0,1(s) =
(
N(b)
)2s
ζ̂ (b,2s),
â0,2(s) = N(a
−1b−1)2sD1/2F
2r2 |Λ| ζ̂

(
a−1b−1,2s − 1).
Then, the constant term â0(u(Mb · τ), s) of the Fourier expansion of Êa(τ, s) at M−1b ·∞ is
â0
(
u(Mb · τ), s
)= â0,1(s)v(Mb · τ)s + â0,2(s)v(Mb · τ)1−s .
(2) For ω = 0,
âω
(
u(Mb · τ), s
)= 2r1DsF N(a−1b−1)|Λ| · σ1−2s(a−1b−1, (ω)(Λo)−1)
× ∣∣N(ω)∣∣s−1/2v(Mb · τ)1/2 ∏
ν∈S∞
K(Nν(s−1/2))
(
2Nνπ
∣∣ν(ω)∣∣uν(Mb · τ)).
Proof. It is easy to see these by Eqs. (4) and (5), because
âω(Mb · τ, s) =
(
D
1/2
F
2r2π
r1+2r2
2
)2s
(s)r1(2s)r2aω(Mb · τ, s),
by definition of Êa(τ, s). 
We shall introduce an application of the Fourier expansion of Êa(τ, s) which is shown in
[4, p. 394] for imaginary quadratic fields and in [17, p. 344] for any number field.
Definition 7.5.
(1) σs(c) :=
∑
q: ideal
c⊂q⊂OF
N(q)s .
(2) For a fixed place ν ∈ S∞,
Mν(s, z) := Ks(z)+ 2z
Nν
d
dz
Ks(z).
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Hν1(s,ω) := Mν1
(
Nν1s,2Nν1π
∣∣ν1(ω)∣∣) ∏
ν1 =ν∈S∞
K(Nνs)
(
2Nνπ
∣∣ν(ω)∣∣).
Proposition 7.6. We let ζ̂F (s) be the completed Dedekind zeta function of F , and fix a place
ν1 ∈ S∞, then we have
sζ̂F (2s)+ (1 − s)ζ̂F (2s − 1)
= −2r1+r2−1Ds−1/2F
∑
ω∈D−1
F/Q
∣∣N(ω)∣∣s−1/2σ(1−2s)((ω)DF/Q)Hν1(s − 12 ,ω
)
.
Proof. We refer to [4,17]. Let M ′
a−1b−1 =
( 0 −1
1 0
)
Mb. Then, (M ′a−1b−1)
−1 · ∞ is a cusp corre-
sponding to a−1b−1. Then, we have
Êa
(
M−1b · τ, s
)= Êa((M ′a−1b−1)−1 · (−1/τ), s).
Now, we put a = b−2, z(τ ) = 0 and consider the Fourier expansion of both sides of the equality
above. Then, by Proposition 7.4, we have
ζ̂ (b,2s)v(τ )s + ζ̂ (b,2s − 1)v(τ )1−s +
∑
ω∈OoF
2r1+r2Ds−1/2F N(b)
1−2sσ1−2s
(
b, (ω)
(
OoF
)−1)
× ∣∣N(ω)∣∣s−1/2v(τ)1/2 ∏
ν∈S∞
KNν(s−1/2)
(
2Nνπ
∣∣ν(ω)∣∣uν(τ ))
= ζ̂ (b,2s)v(τ )−s + ζ̂ (b,2s − 1)v(τ )s−1
+
∑
ω∈OoF
2r1+r2Ds−1/2F N(b)
1−2sσ1−2s
(
b, (ω)
(
OoF
)−1)
× ∣∣N(ω)∣∣s−1/2v(τ)−1/2 ∏
ν∈S∞
KNν(s−1/2)
(
2Nνπ
∣∣ν(ω)∣∣uν(τ )−1).
Differentiate this equation with respect to vν1(τ ) and then put vν(τ ) = 1 for all ν ∈ S∞. This
yields
sζ̂ (b,2s)+ (1 − s)ζ̂ (b,2s − 1)
= −2r1+r2−1Ds−1/2F N(b)1−2s
∑
ω∈OoF
σ1−2s
(
b, (ω)
(
OoF
)−1)∣∣N(ω)∣∣s−1/2Hν1(s − 12 ,ω
)
.
We can show that ζ̂F (s) = ∑b∈I ζ̂ (b, s) and σs(c) = ∑b∈I N(b)sσs(b, c). We also have
OoF = D−1F/Q. Thus, we sum each side of the above equality with respect to b ∈ I , and then
conclude the proposition. 
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We use the following truncation of the Eisenstein series. We refer to [2, p. 75] for the trunca-
tion. We also refer to [18] and [4, p. 109] for the theory of truncation.
Definition 8.1.
(1) vTa,b(τ ) :=
{
v(τ), v(τ )N(a−1b−2),
0, v(τ ) > N(a−1b−2).
(2) For (s) > 1,
E
(T )
a,b(τ, s) :=
∑
A∈(a,b\GL(1)2 (OF ,a))
vTa,b(MbA · τ)s .
(3) For (s) > 1,
Ê
(T )
a (τ, s) :=
∑
b∈I
(Nb)2s ζ̂ (b,2s)E(T )a,b(τ, s).
For τ ∈ HF , if d(τ,M−1b · ∞)  1, vTa,b(Mb · τ) = v(Mb · τ) and if d(τ,M−1b · ∞) < 1,
vTa,b(Mb · τ) = 0.
Proposition 8.2.
(1) For τ ∈ HF , if v(Mb · τ) > N(a−1b−2) or, equivalently, if d(τ,M−1b · ∞) < 1, then
Ê
(T )
a (τ, s) = Êa(τ, s)− â0,1(s)v(Mb · τ)s .
(2) For τ with [τ ] ∈ (GL(1)2 (OF ,a) \HF )ss (especially for τ ∈ (Fa)ss),
Ê
(T )
a (τ, s) = Êa(τ, s).
Proof. (1) By the assumption, v(Mb · τ) > N(a−1b−2), if A ∈ a,b, then we have
vTa,b(MbA · τ) = 0. For c ∈ I , by Proposition 4.8, if A is not an element of a,b or b = c, then
v(McA · τ) N(a−1b−2). Thus, if A is not an element of a,b, vTa,b(MbA · τ) = v(MbA · τ),
and if b = c, vTa,c(McA · τ) = v(McA · τ) for all A ∈ GL(1)2 (OF ,a). Therefore,
E
(T )
a,b(τ, s) = Ea,b(τ, s)− v(Mb · τ)s,
and if c = b,
E(T )a,c (τ, s) = E(T )a,c (τ, s).
Thus, we can establish (1) by definitions of Ê(T )a (τ, s) and â0,1(s).
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GL(1)2 (OF ,a). Therefore, for any b ∈ I and any A ∈ GL(1)2 (OF ,a), vTa,b(MbA · τ) = v(MbA · τ)
and
E
(T )
a,b(τ, s) = Ea,b(τ, s).
Thus, we can establish (2) by definition of Ê(T )a (τ, s). 
Especially, if τ ∈ X′b, then the equality in Proposition 8.2(1) holds.
9. Integration of the Eisenstein series
We shall compute the integration of the Eisenstein series on the space of semi-stable lattices,
(GL(1)2 (OF ,a) \HF )ss, by using the truncated Eisenstein series for proving Theorem 9.3. This is
calculated for the rational number field in [18]. The author proved the same result for imaginary
quadratic fields. Weng extended these results to the case of general algebraic number fields.
Using the truncated Eisenstein series defined in Section 8, we shall prove the result of Weng for
general number fields.
Let RF be the regulator of F . We denoted by ζ̂F (s) the completed Dedekind zeta function
of F . Before computing the integration, we shall prepare the following lemma.
Lemma 9.1.
(1) The absolute value of Jacobian of the inverse of the map(
zν(Mb · τ)
)
ν∈S∞ →
(
Xb1 (τ ), . . . ,X
b
n (τ )
)
is equal to 2−r2
√
DF N(a−1b−2).
(2) The absolute value of Jacobian of the inverse of the map(
log
(
vν(Mb · τ)
))
ν∈S∞ →
(
v(Mb · τ), Yb1 (τ ), . . . , Ybr1+r2−1(τ )
)
is equal to 2r1+r2−1RFv(Mb · τ)−1.
Proof. (1) By definition, zν(Mb · τ) =∑ni=1 Xbi (τ )ν(wi) where w1, . . . ,wn is the fixed integral
basis of a−1b−2. For a real ν,
∂zν(Mb · τ)
∂Xbi (τ )
= ν(wi).
For a complex ν,
∂(zν(Mb · τ))
∂Xbi (τ )
= 1
2
(
ν(wi)+ ν(wi)
)
,
∂(zν(Mb · τ))
∂Xb(τ )
= 1
2
(
ν(wi)− ν(wi)
)
.i
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1, . . . , r2) be the complex conjugate of νr1+i . Then, we can easily see that the absolute value
of the Jacobian is equal to
2−r2
∣∣det(νj (wi))1in,1jn∣∣.
By the theory of algebraic number fields, we have∣∣det(νj (wi))1in,1jn∣∣=√DF N(a−1b−2).
Thus, we conclude (1).
(2) By definition,
∂ log(vν(Mb · τ))
∂Ybi (τ )
= Nν log
∣∣ν(i)∣∣
and
∂ log(vν(Mb · τ))
∂v(Mb · τ) =
1
(r1 + r2)v(Mb · τ) .
Thus the absolute value of the Jacobian is equal to
1
(r1 + r2)v(Mb · τ)
∣∣∣∣∣∣∣det
⎛⎜⎝
1 . . . 1
. . . Nν log |ν(1)| . . .
. . . . . . . . .
· · · Nν log |ν(r1+r2−1)| . . .
⎞⎟⎠
∣∣∣∣∣∣∣ .
Because each i is the square of each element of the system of fundamental units, this is equal to
2r1+r2−1RFv(Mb · τ)−1. 
For the following computation, we use (Ra,b)∞, (Ra,b)∗∞ and Xb. Now we compute the in-
tegration and prove the following proposition. This computation is based on the Rankin–Selberg
method (cf. [22]).
We denote by w+F the number of totally positive roots of unity in F .
Proposition 9.2. We denote by c0F the constant 2r1−r2−1
√
DFRF (w
+
F )
−1 depending only on F .
Then, ∫
(GL(1)2 (OF ,a)\HF )ss
Êa(τ, s) dτ = c0F N(a)−s
(
ζ̂F (2s)
s − 1 −
ζ̂F (2s − 1)
s
)
.
Proof. By Proposition 8.2, we have that Êa(τ, s) is equal to Ê(T )a (τ, s) for any τ with [τ ] ∈
(GL(1)2 (OF ,a) \HF )ss. Thus,∫
(GL(1)(O ,a)\H )
Êa(τ, s) dτ =
∫
(GL(1)(O ,a)\H )
Ê
(T )
a (τ, s) dτ.2 F F ss 2 F F ss
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∫
(GL(1)2 (OF ,a)\HF )ss Ê
(T )
a (τ, s) dτ . We have that the integration
∫
GL(1)2 (OF ,a)\HF
Ê
(T )
a (τ, s) dτ and
∫
(GL(1)2 (OF ,a)\HF )nss
Ê
(T )
a (τ, s) dτ
converge and ∫
(GL(1)2 (OF ,a)\HF )ss
Ê
(T )
a (τ, s) dτ
=
∫
GL(1)2 (OF ,a)\HF
Ê
(T )
a (τ, s) dτ −
∫
(GL(1)2 (OF ,a)\HF )nss
Ê
(T )
a (τ, s) dτ.
Firstly, we calculate the first term of the right-hand side of this equality. By definition,∫
GL(1)2 (OF ,a)\HF
Ê
(T )
a (τ, s) dτ =
∑
b∈I
N(b)2s ζ̂ (b,2s)
∫
GL(1)2 (OF ,a)\HF
E
(T )
a,b(τ, s) dτ.
We have ∫
GL(1)2 (OF ,a)\HF
E
(T )
a,b(τ, s) dτ
=
∫
τ∈GL(1)2 (OF ,a)\HF
( ∑
A∈(a,b\GL(1)2 (OF ,a))
vTa,b(MbA · τ)s
)
dτ
=
∫
τ∈(a,b\HF )
vTa,b(Mb · τ)s dτ.
By Proposition 4.4, (Ra,b)∞ is a fundamental domain of a,b \HF , thus∫
τ∈(a,b\HF )
vTa,b(Mb · τ)s dτ =
∫
τ∈(Ra,b)∞
vTa,b(Mb · τ)s dτ.
For any A = M−1b
( 1 0
0 w
)
Mb with w ∈ W+F , we have v(Mb · τ) = v(MbA · τ), thus,∫
τ∈(Ra,b)∞
vTa,b(Mb · τ)s dτ =
1
w+F
∫
τ∈⋃
w∈W+ M
−1
b
(1 0
0 w
)
Mb(Ra,b)∞
vTa,b(Mb · τ)s dτ. (6)F
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⋃
w∈W+F M
−1
b
( 1 0
0 w
)
Mb(Ra,b)∞ and (Ra,b)∗∞ are fundamental domains of
∗a,b \ HF . The integration in the right-hand side of Eq. (6) does not depend on a choice of
fundamental domains. Therefore∫
GL(1)2 (OF ,a)\HF
E
(T )
a,b(τ, s) dτ =
1
w+F
∫
τ∈(Ra,b)∗∞
vTa,b(Mb · τ)s dτ
= 1
w+F
∫
τ∈Mb·(Ra,b)∗∞
vTa,b(τ )
s dτ
= 2
−r2
w+F
∫
τ∈Mb·(Ra,b)∗∞
vTa,b(τ )
sv(τ )−1 dz(τ)
∏
ν
d log
(
vν(τ )
)
.
By changing variables and Lemma 9.1,
= 1
w+F
(
2r1−r2−1
√
DFRF
)
N
(
a−1b−2
)
×
1
2∫
− 12
dXb1 (τ ) · · ·
1
2∫
− 12
dXbn (τ )
1
2∫
− 12
dYb1 (τ ) · · ·
1
2∫
− 12
dYbr1+r2−1(τ )
×
∞∫
0
vTa,b(Mb · τ)sv(Mb · τ)−2 dv(Mb · τ)
= c0F N
(
a−1b−2
) N(a−1b−2)∫
0
v(Mb · τ)s−2 dv(Mb · τ).
Therefore, ∫
GL(1)2 (OF ,a)\HF
E
(T )
a,b(τ, s) dτ = c0F N
(
a−1b−2
)s · 1
s − 1 .
Moreover, ∫
GL(1)2 (OF ,a)\HF
Ê
(T )
a (τ, s) dτ =
∑
b∈I
N(b)2s ζ̂ (b,2s)c0F N
(
a−1b−2
)s · 1
s − 1
= c
0
F N(a)
−s
s − 1
∑
b∈I
ζ̂ (b,2s)
= c
0
F N(a)
−s ζ̂F (2s)
.s − 1
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∫
(GL(1)2 (OF ,a)\HF )nss Ê
(T )
a (τ, s) dτ . By Theorem 6.5, we have that
(Fa)nss =⋃b Xb is a fundamental domain of (GL(1)2 (OF ,a)\HF )nss and if b = c, Xb ∩Xc = ∅.
Thus, ∫
(Fa)nss
Ê
(T )
a (τ, s) dτ =
∑
b∈I
∫
Xb
Ê
(T )
a (τ, s) dτ.
Because v(Mb · τ) is not changed by the action of any A ∈ a,b, we have
∫
Xb
Ê
(T )
a (τ, s) dτ =
w−1F
∫
X0b
Ê
(T )
a (τ, s) dτ , where
X0b :=
{
τ ∈
⋃
w∈W+F
M−1b
(
1 0
0 w
)
Mb(Ra,b)∞
∣∣∣ v(Mb · τ) > N(a−1b−2)}.
By Proposition 4.4,
⋃
w∈W+F M
−1
b
( 1 0
0 w
)
Mb(Ra,b)∞ and (Ra,b)∗∞ are fundamental domains of
∗a,b \HF . Thus,∫
Xb
Ê
(T )
a (τ, s) dτ = w−1F
∫
X0b
Ê
(T )
a (τ, s) dτ = w−1F
∫
X∗b
Ê
(T )
a (τ, s) dτ,
where
X∗b :=
{
τ ∈ (Ra,b)∗∞
∣∣ v(Mb · τ) > N(a−1b−2)}.
By Proposition 8.2,∫
X∗b
Ê
(T )
a (τ, s) dτ =
∫
X∗b
(
Êa(τ, s)− â0,1(s)v(Mb · τ)s
)
dτ.
The non-constant terms of the Fourier expansion of Êa(τ, s) can be written using modified Bessel
function Ks(z) as in Proposition 7.4, and Ks(z) ∼
√
π
2z e
−z (z → ∞), so we can exchange the
summation and the integral,∫
X∗b
Ê
(T )
a (τ, s) dτ =
∫
X∗b
(
â0
(
u(Mb · τ), s
)− â0,1(s)v(Mb · τ)s)dτ
+
∑
ω∈Λo\{0}
∫
X∗b
âω
(
u(Mb · τ), s
)
e2πi Tr(ωz(Mb·τ)) dτ,
where Λ = a−1b−2. Changing variables zν(τ ), uν(τ ) into the local coordinates with respect to b,
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X∗b
âω
(
u(Mb · τ), s
)
e2πi Tr(ωz(Mb·τ)) dτ
= J
( ∫
v(Mb·τ)>N(a−1b−2)
dv(Mb · τ)
×
1
2∫
− 12
dYb1 (τ ) · · ·
1
2∫
− 12
dYbr1+r2−1(τ )âω
(
u(Mb · τ), s
)
v(Mb · τ)−1
)
×
( 12∫
− 12
dXb1 (τ ) · · ·
1
2∫
− 12
dXbn (τ )e
2πi
∑
i X
b
i (τ )Tr(ωωi)
)
= 0,
where J = (2r1−r2−1√DFRF )N(a−1b−2) and ωi (i = 1, . . . , n) is the integral basis of a−1b−2
(because ω ∈ Λo, Tr(ωωi) is an integral). On the other hand, by Proposition 7.4, â0(Mb · τ) =
â0,1(s)v(Mb · τ)s + â0,2(s)v(Mb · τ)1−s . Therefore,∫
X∗b
Ê
(T )
a (τ, s) dτ =
∫
X∗b
(
â0
(
u(Mb · τ), s
)− â0,1(s)v(Mb · τ)s)dτ
=
∫
X∗b
â0,2(s)v(Mb · τ)1−s dτ.
We have X∗b = {τ ∈ (Ra,b)∗∞ | v(Mb · τ) > N(a−1b−2)}. Thus, changing variables,∫
X∗b
â0,2(s)v(Mb · τ)1−s dτ
=
∫
τ∈Mb·X∗b
â0,2(s)v(τ )
1−s dτ = 2−r2
∫
τ∈Mb·X∗b
â0,2(s)v(τ )
−s dz(τ )
∏
ν
d
(
logvν(τ )
)
= (2r1−1RF )( ∫
z(Mb·τ), τ∈(Ra,b)∗∞,1
dz(Mb · τ)
)
×
( 12∫
− 12
dYb1 · · ·
1
2∫
− 12
dYbr1+r2−1
∞∫
N(a−1b−2)
â0,2(s)v(Mb · τ)−1−s dv(Mb · τ)
)
= (2r1−1RF )â0,2(s)(N(a−1b−2)−s
s
)( ∫
z(Mb·τ), τ∈(Ra,b)∗
dz(Mb · τ)
)
.∞,1
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(Rr1 ×Cr2)/a−1b−2. Therefore, ∫
z(Mb·τ),τ∈(Ra,b)∗∞,1 dz(Mb · τ) = |Λ|. So,∫
X∗b
â0,2(s)v(Mb · τ)1−s dτ
= (2r1−1RF )â0,2(s)(N(a−1b−2)−s
s
)
|Λ|
= (2r1−1RF )(N(a−1b−1)2sD1/2F2r2 |Λ| ζ̂ (a−1b−1,2s − 1)
)(
N(a−1b−2)−s
s
)
|Λ|
= c0Fw+F N(a)−s
ζ̂ (a−1b−1,2s − 1)
s
.
Now, we have ∫
(GL(1)2 (OF ,a)\HF )nss
Ê
(T )
a (τ, s) dτ = 1
w+F
∑
b∈I
∫
X∗b
Ê
(T )
a (τ, s) dτ
= c0F N(a)−s
∑
b∈I
ζ̂ (a−1b−1,2s − 1)
s
= c0F N(a)−s ·
ζ̂F (2s − 1)
s
.
Therefore, ∫
(GL(1)2 (OF ,a)\HF )ss
Êa(τ, s) dτ = c0F N(a)−s ·
ζ̂F (2s)
s − 1 − c
0
F N(a)
−s · ζ̂F (2s − 1)
s
.
Thus, we have completed the proof. 
As in Section 3, we have∫
[A]∈(GL(1)2 (OF ,a)\HF )ss
Ê2,a(A, s)[dA] = c
∫
[τ ]∈(GL(1)2 (OF ,a)\HF )ss
Êa(τ, s) dτ
for some constant c > 0. Thus, by Theorem 2.12 and Proposition 9.2, we conclude the following
theorem which was proved by the author for imaginary quadratic fields and by Weng [20] for
any algebraic number field.
Theorem 9.3. For a certain non-zero constant C0,
ξF,2(s) = C0
(
ζ̂F (2s)
s − 1 −
ζ̂F (2s − 1)
s
)
.
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Corollary 9.4. If the notion is as in Section 7, then, for a fixed place ν1 ∈ S∞,
s(1 − s)ξF,2(s) = C02r1+r2−1Ds−1/2F
∑
ω∈D−1
F/Q
∣∣N(ω)∣∣s−1/2σ(1−2s)((ω)DF/Q)Hν1(s − 1/2,ω).
10. Riemann hypothesis of Weng’s zeta function of rank 2
In this section, we introduce the results of Lagarias, Suzuki and Weng about the Riemann
hypothesis of Weng’s zeta of rank 2. See also independently work of Ki [9].
As an important consequence from Theorem 9.3, we can see that ξF,2(s) satisfies the Riemann
hypothesis. In the paper [10], Lagarias and Suzuki proved that ξQ,2(s) satisfies the Riemann
hypothesis. In fact, they proved that the meromorphic function
ζ̂Q(2s)
1
s − 1 − ζ̂Q(2s − 1)
1
s
(7)
has all its zeros on the critical line (s) = 1/2 [10, Theorem 1]. On the other hand, by Weng [18],
it was proved that ξQ,2(s) has the form (7).
In [20], Weng extended this theorem about the Riemann hypothesis to the case of general al-
gebraic number fields, by using the method of Lagarias and Suzuki and his theorem, Theorem 9.3
of this paper, which was also proved by Weng in [20].
Lagarias and Suzuki used the following theorem:
Theorem 10.1. [10, Theorem 4] Let F(s) be an entire function of genus zero or one, that has the
following properties:
(i) F(s) is real on the real axis, and satisfies a functional equation of form
F(s) = ±F(1 − s),
for some choice of sign.
(ii) There exists a > 0 such that all zeros of F(s) lie in the vertical strip∣∣∣∣(s)− 12
∣∣∣∣< a.
Then for any real c a, ∣∣∣∣F(s + c)F (s − c)
∣∣∣∣> 1 if (s) > 12 ,
and ∣∣∣∣F(s + c) ∣∣∣∣< 1 if (s) < 1 .F(s − c) 2
526 T. Hayashi / Journal of Number Theory 125 (2007) 473–527In particular, for any 0 θ < 2π the function
Gθ(s) := F(s + c)+ eiθF (s − c)
has all its zeros falling on the line (s) = 12 .
Remark. In [10,20], the case of the more general “truncation” is studied.
By using Theorem 10.1, we can also prove the following theorem which was shown in [20]:
Theorem 10.2. For an algebraic number field F , the meromorphic function
ζ̂F (2s)
1
s − 1 − ζ̂F (2s − 1)
1
s
has all its zeros on the critical line (s) = 1/2.
The proof is completely analogous to that of Lagarias and Suzuki (the F = Q case). Using this
theorem, for an imaginary quadratic field F , the author concluded that ξF,2 satisfies the Riemann
hypothesis by the case of imaginary quadratic fields of Theorem 9.3, and Weng extended it to the
case of any number field F by Theorem 9.3:
Theorem 10.3. ξF,2(s) has all its zeros on the critical line (s) = 1/2.
Proof of Theorem 10.2. We apply Theorem 10.1 to
F(s) :=
(
2s − 1
2
)(
2s − 3
2
)
ζ̂F
(
2s − 1
2
)
.
Because ζ̂F (s) is a meromorphic function of genus one on C with only two simple poles at s = 0
and s = 1, F(s) is an entire function of genus one. By the well-known properties of the Dedekind
zeta function, F(s) satisfies the functional equation F(s) = F(1− s), is real on the real axis, and
all zeros of F(s) lie in the vertical strip 1/4 < (s) < 3/4. Thus, for a = 1/4, F(s) satisfies the
assumptions (i) and (ii) of Theorem 10.1. Now we apply Theorem 10.1 with c = 1/4. Then we
can conclude that the function
Gπ(s) := F(s + 1/4)− F(s − 1/4)
= 2s(2s − 1)ζ̂F (2s)− (2s − 1)(2s − 2)ζ̂F (2s − 1)
= 2s(2s − 1)(s − 1)
(
ζ̂F (2s)
1
s − 1 − ζ̂F (2s − 1)
1
s
)
has all its zeros on the line (s) = 1/2. 
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