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Introduction
Le de´but de ce sie`cle a vu l’e´mergence de deux nouvelles the´ories qui ont comple`tement
boulverse´ le monde de la physique : la the´orie de la relativite´ ge´ne´rale et la me´canique quantique.
Ces deux re´volutions sont a` l’origine de la grande majorite´ des de´veloppements de la physique
the´orique de notre sie`cle, y compris les avance´es les plus re´centes.
La me´canique quantique est une the´orie de l’infiniment petit qui cherche a` de´crire des
syte`mes physiques dont l’action est une quantite´ de meˆme ordre de grandeur que la constante
de Planck ~ = 1, 05 10−34 J·s. Cette constante a e´te´ introduite par Planck dans son e´tude
du corps noir, qui a e´te´ amene´ a` faire l’hypothe`se suivante : l’action ne peut varier que par
multiples entiers de ~.
Ulte´rieurement, la me´canique quantique a e´te´ de´veloppe´e sur la base de l’hypothe`se de
Planck, et s’applique a` des syte`mes physiques tre`s ge´ne´raux, allant de l’atome aux syste`mes
macroscopiques de´crits par le biais de la physique statistique. Le point central de cette the´orie
est le principe d’incertitude de Heisenberg, qui peut eˆtre formule´ comme suit : Il n’est pas
possible de mesurer simultane´ment la position et l’impulsion d’une particule car l’incertitude
∆x sur la mesure de sa position et l’incertitude ∆p sur son impulsion doivent satisfaire a` la
relation ∆x · ∆p ≃ ~. Ceci a pour conse´quence que la notion de trajectoire dans l’espace des
phases n’a plus de sens et est une premie`re invitation a` reconside´rer nos conceptions actuelles
de la ge´ome´trie.
Le formalisme mathe´matique de la me´canique quantique est la the´orie des espaces de Hilbert.
L’e´tat du syste`me physique conside´re´ est un vecteur d’un certain espace de Hilbert et les
observables sont des ope´rateurs hermitiens agissant sur cet espace de Hilbert, le spectre d’une
observable correpondant aux diffe´rentes valeurs que cette observable peut prendre lors d’une
mesure physique.
En conse´quence, la position x et l’impulsion p d’une particule sont remplace´es, en me´canique
quantique, par des ope´rateurs xˆ et pˆ agissant sur un certain espace de Hilbert. Cet espace n’est
autre que l’espace L2(R) des fonctions de carre´ sommable de la variable x et les ope´rateurs xˆ
et pˆ sont de´finis par
xˆΨ(x) = xΨ(x) et pˆΨ(x) = −i~ d
dx
Ψ(x)
pour tout Ψ ∈ L2(R). Il est remarquable que le commutateur de ces deux ope´rateurs soit non
nul,
[xˆ, pˆ] = i~,
et que cette re`gle de commutation ait pour conse´quence la relation d’incertitude de Heisenberg.
Puisque xˆ et pˆ engendrent l’alge`bre des observables quantiques, cette alge`bre non commutative
doit remplacer l’alge`bre des fonctions sur l’espace des phases classique. Par conse´quent, la
ge´ome´trie de l’espace des phases quantique fait appel aux coordonne´es non commutatives xˆ et
pˆ.
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Paralle`lement, la the´orie de la relativite´ ge´ne´rale, qui a obtenu des succe`s remarquables, se
base sur une conception ge´ome´trique de l’espace-temps qui est assimile´ a` une varie´te´ munie
d’une me´trique gµν . Contrairement a` la plupart des autres the´ories physiques, cette me´trique
n’est pas donne´e a` priori mais est une variable dynamique comme peut l’eˆtre, par exemple, la
coordonne´e ou l’impulsion d’une particule. La dynamique de cette the´orie est gouverne´e par les
e´quations d’Einstein,
Rµν − 1
2
gµνR = 8πG
c4
Tµν ,
qui relient le tenseur de Ricci Rµν et la courbure scalaire R, qui de´pendent de la me´trique gµν ,
au contenu mate´riel de l’espace-temps de´crit par le tenseur e´nergie-impulsion Tµν . La constante
G est la constante de Newton G = 6, 67 10−11 N·m2·kg−2 et c = 3 108 km·s−1 de´signe la vitesse
de la lumie`re dans le vide .
Ces e´quations ont pour conse´quence que toute concentration importante de matie`re ou
d’e´nergie en un point donne´ entraˆıne une courbure de l’espace-temps. Au-dela` d’un certain
seuil, cette courbure est si importante que meˆme la lumie`re ne peut plus quitter le voisinage
de ce point. Il apparaˆıt donc une sorte de singularite´ et on en peut plus obtenir la moindre
information en provenance de cette re´gion de l’espace-temps.
Supposons maintenant que nous voulions localiser une particule dans l’espace-temps avec
une pre´cision arbitraire. D’apre`s le principe de Heisenberg, l’incertitude sur son impulsion
devient alors arbitrairement grande et nous devons pour cela disposer de particules incidentes
d’e´nergie tre`s e´leve´e. Suivant la discussion pre´ce´dente, cette importante concentration d’e´nergie
donne naissance a` une singularite´, si bien qu’il est impossible de localiser une particule dans
l’espace-temps avec une pre´cision supe´rieure a` un certain seuil [DFR].
Cette incertitude minimale sur la position d’une particule est e´gale a` la longueur de Planck
lP =
√
G~
c3
≃ 1, 6 10−33cm.
Si on rame`ne cette longueur a` une e´chelle d’e´nergie, on trouve une e´nergie qui est de l’ordre de
1019 GeV, ce qui est conside´rable et e´videmment hors de porte´e des acce´le´rateurs de particules.
Les conside´rations de´veloppe´es a` une telle e´chelle d’e´nergie sont donc uniquement de nature
the´orique, meˆme s’il est possible d’en de´duire quelques conse´quences sur les the´ories valables a`
l’e´chelle d’e´nergie du mode`le standard qui est de l’ordre de la centaine de GeV.
Cela implique qu’il doit exister des relations d’incertitude pour les coordonne´es de l’espace-
temps lui-meˆme. En suivant l’analogie avec l’espace des phases et la me´canique quantique, cela
nous ame`ne tout naturellement a` supposer que les coordonne´es de l’espace-temps sont elles
aussi des e´le´ments d’une alge`bre non commutative. Bien entendu, ces relations d’incertitude ne
peuvent eˆtre de´cele´es a` l’e´chelle macroscopique et nous supposerons toujours que cette structure
non commutative de l’alge`bre des coordonne´es n’est importante qu’a` l’e´chelle de la longueur de
Planck.
Les principales the´ories qui de´crivent les interactions fondamentales, que ce soient les
the´ories de Yang-Mills ou la relativite´ ge´ne´rale, sont des objets de nature ge´ome´trique. En
effet, leur formulation la plus naturelle et la plus e´le´gante se fait en utilisant le langage des
espace fibre´s [N]. Par conse´quent, si nous voulons construire une the´orie susceptible de de´crire
la physique a` l’e´chelle de Planck, nous devons e´tendre ces concepts ge´ome´triques a` des es-
paces dont les coordonne´es ne forment plus ne´cessairement une alge`bre commutative. Cette
nouvelle ge´ome´trie, qui se base sur une alge`bre de coordonne´es non commutative prend tout
naturellement le nom de ge´ome´trie non commutative.
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A priori, il existe autant de ge´ome´tries non commutative que de possibilite´s de choisir les
relations de´finissant l’alge`bre des coordonne´es. De plus, pour une alge`bre donne´e, il y a en
ge´ne´ral plusieurs ge´ne´ralisations possibles des concepts ge´ome´triques. Toutes ces constructions
peuvent eˆtre regroupe´es selon que l’accent est mis sur tel ou tel aspect de la ge´ome´trie. Avant
d’e´tudier plus en de´tail notre sujet, donnons quelques exemples de ge´ome´tries non commutative,
en renyoyant a` [Ma] pour une discussion plus de´taille´e.
L’exemple le plus connu de la communaute´ des physiciens des particules est certainement
la supersyme´trie. En effet, la supersyme´tie est une forme tre`s particulie`re de ge´ome´trie non
commutative, puisqu’elle contient, outre les coordonne´es ordinaires, des variables de Grassmann
satisfaisant a` des relations du type θiθj + θjθi = 0. Il est alors possible de de´finir l’analogue
de la de´rivation et de l’inte´gration par rapport aux coordonne´es θi. L’utilisation de concepts
ge´ome´triques dans le cadre de la supersyme´trie se re´ve`le alors extreˆmement utile et permet de
simplifier de nombreux calculs.
Un autre exemple de ge´ome´trie non commutative est forme´ par la the´orie des groupes quan-
tiques. Dans cette the´orie, l’accent est mis sur la notion de syme´trie. En ge´ome´trie ordinaire,
une syme´trie est de´crite par l’action d’un groupe sur un certain espace. Puisque l’on doit tra-
vailler avec l’alge`bre des coordonne´es plutoˆt qu’avec les points, cette action se traduit par une
coaction de l’alge`bre des fonctions sur le groupe sur l’alge`bre des coordonne´es. Dans certains
cas, il est possible de rendre ces deux alge`bres non commutatives tout en pre´servant la coaction
de l’une sur l’autre. L’alge`bre des fonctions sur un groupe posse`de une structure tre`s riche,
appele´e alge`bre de Hopf, due a` la loi de multiplication sur le groupe. Lorsque cette alge`bre est
une de´formation d’une alge`bre de fonction sur un groupe ordinaire, elle prend le nom de groupe
quantique [CP].
L’exemple le plus simple d’espace non commutatif admettant une syme´trie quantique est
certainement le plan quantique. Celui-ci est de´crit par deux coordonne´es x et y satisfaisant
a` la relation xy = qyx, ou` q est un nombre complexe non nul. Il est possible de de´finir une
de´formation SLq(2) de l’alge`bre des fonctions sur le groupe SL(2) qui coagit sur le plan quan-
tique. On peut alors construire l’analogue des formes diffe´rentielles sur le plan quantique et ces
formes sont assujetties a` une condition de covariance par rapport a` cette coaction.
Dans ce travail, nous e´tudierons essentiellement l’approche de´veloppe´e par A. Connes dans
[C5] ainsi que dans [C7], renvoyant a` [C4], a` [Land] et a` [V] pour une introduction pe´dagogique.
En se basant sur l’analogie avec la me´canique quantique, cette the´orie fait appel a` des
alge`bres de coordonne´es qui sont toujours repre´sente´es commes des sous-alge`bres de l’alge`bre
des ope´rateurs d’un certain espace de Hilbert. Ainsi, la majorite´ des ope´rations se font dans
le cadre de l’espace de Hilbert et nous avons a` notre disposition le puissant arsenal de l’anal-
yse fonctionnelle, qui devient indispensable lorsqu’il s’agit de travailler avec des alge`bres de
dimension infinie. Malheureusement le prix a` payer est assez lourd car il nous est absolument
impossible de travailler avec des alge`bres qui ne sont pas semi-simples, comme par exemple
l’alge`bre de Grassmann de la supersyme´trie ou certains groupes quantiques lorsque le parame`tre
de de´formation est une racine de l’unite´.
Plus pre´cise´ment, la de´marche employe´e en ge´ome´trie non commutative est la suivante :
– Partant d’un ensemble X muni d’une certaine structure ge´ome´trique (structure d’espace
topologique ou mesurable, ou de varie´te´ diffe´rentiable, . . . ), on formule la the´orie sous-
jacente a` l’aide de sous-alge`bres ade´quates de l’alge`bre des fonctions a` valeurs complexes
de´finies sur X .
– On e´tend ensuite tous les re´sultats de la the´orie pre´ce´dente qui ne font pas usage de la
commutativite´ de l’alge`bre.
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Cette de´marche est illustre´e par le lien entre C∗-alge`bres et topologie ge´ne´rale (cf Appendice
A). Dans un premier temps, on montre que l’alge`bre des fonctions continues sur un espace
topologique localement compact est une C∗-alge`bre commutative et que toute C∗-alge`bre com-
mutative est l’alge`bre des fonctions continues sur un espace localement compact. On de´finit
alors la donne´e d’un espace topologique non commutatif comme e´tant la donne´e d’une C∗-
alge`bre non commutative, et on e´tend la plupart des de´finitions et des the´ore`mes de topologie
qui ne reposent pas sur la commutativite´ de l’alge`bre des coordonne´es. De plus, les syme´tries,
qui sont de´crites dans le cas commutatif par les home´omorphismes, correspondent dans le cas
non commutatif aux automorphismes de l’alge`bre A.
Bien d’autres aspects de la ge´ome´trie et de la topologie peuvent eˆtre e´tendus au cas non
commutatif en utilisant ce proce´de´. Par exemple, il est possible de de´finir de manie`re purement
alge´brique la notion de fibre´ vectoriel qui nous me`ne a` la K-the´orie (cf Appendice B). D’un
autre cote´, s’il n’est pas possible pour l’instant de caracte´riser ainsi l’alge`bre des fonctions lisses
sur une varie´te´, on peut toujours de´finir de manie`re axiomatique les formes diffe´rentielles et leur
inte´gration. Cette the´orie se ge´ne´ralise au cas non commutatif par le biais de la notion de cycle,
qui est a` la base de la cohomologie cyclique (Appendice C). Sur le plan purement mathe´matique,
cette construction atteint son apoge´e avec la de´finition du couplage de la cohomologie cyclique
avec la K-the´orie par l’interme´diaire du caracte`re de Chern.
Les the´ories de jauge peuvent aussi eˆtre de´finies en utilisant la notion de module projectifs et
de connexion. Afin de pouvoir de´finir l’analogue non commutatif de la relativite´ ge´ne´rale ainsi
que le couplage de cette the´orie avec des fermions, la notion qui inte´resse le physicien des hautes
e´nergies est celle de varie´te´ a` spin. Cette dernie`re peut eˆtre caracte´risee´e de manie`re purement
alge´brique a` l’aide de la notion de triplet spectral (A,H,D) [C7]. Puisque nous reviendrons
largement sur la de´finition de cette notion, contentons-nous de de´finir un tel triplet comme
e´tant une alge`bre involutive A jouant le roˆle de l’alge`bre des coordonne´es, repre´sente´e sur une
espace de Hilbert H. D est un ope´rateur agissant sur H qui ge´ne´ralise l’ope´rateur de Dirac.
A partir de ce triplet spectral, on de´finit un calcul diffe´rentiel qui permet la construction
de the´ories de Yang-Mills, en incluant la ge´ne´ralisation de configurations ayant une topologie
non triviale. Dans ce formalisme, le roˆle des transformations de jauge est joue´ par les e´le´ments
unitaires de l’alge`bre A. Tout comme en the´orie des champs ordinaire, l’invariance sous ces
transformations de jauge nous ame`ne a` remplacer l’ope´rateur de Dirac usuel par un ope´rateur
de Dirac covariant, qui contient un champ de jauge. La dynamique de la the´orie est alors
gouverne´e par le principe d’action spectrale, qui stipule que l’action ne de´pend que du spectre
de l’ope´rateur de Dirac covariant.
Lorsque le triplet spectral est le produit du triplet spectral relatif a` la ge´ome´trie de l’espace-
temps par un triplet spectral fini (i.e. tel que A et H soient de dimension finie) judicieusement
choisi, la construction pre´ce´dente permet de retrouver le mode`le standard couple´ a` la the´orie de
la gravitation. Outre l’interpre´tation ge´ome´trique du boson de Higgs comme une connexion as-
socie´e a` la composante discre`te de l’espace-temps, ce mode`le impose de nombreuses contraintes
aux masses et aux constantes de couplage du mode`le standard. En particulier, ce mode`le permet
de pre´dire une masse du boson de Higgs de l’ordre de 200 GeV [CIKS2].
L’objet de cette the`se est la construction et l’e´tude de diffe´rents mode`les physiques que l’on
peut construire a` l’aide de la ge´ome´trie non commutative. Cela inclut l’analyse de toutes les
the´ories de Yang-Mills-Higgs que l’on peut obtenir en utilisant un triplet spectral proche du
mode`le standard. Cependant, nous nous sommes aussi efforce´ d’e´tudier des triplets spectraux
d’un type diffe´rent, comme par exemple le tore non commutatif. De fac¸on ge´ne´rale, nous avons
conside´re´ ces objets comme servant de base a` des constructions ge´ome´triques permettant de
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ge´ne´raliser certains aspects de la the´orie des champs ordinaire, e´tant entendu que l’expression
”the´orie des champs” de´signe un syste`me dynamique ayant un nombre infini de degre´s de liberte´
et susceptible d’une certaine interpre´tation ge´ome´trique.
Ce travail est divise´ en quatre chapitres d’une importance e´gale.
Dans un premier temps, nous rappelons les bases axiomatiques de la ge´ome´trie non commu-
tative, ainsi que quelque constructions classiques que nous utiliserons par la suite, comme celle
de l’alge`bre diffe´rentielle ou des the´ories de jauge. Nous introduisons aussi le caracte`re de Chern
ainsi que la version locale du the´ore`me de l’indice. En nous basant sur ces constructions, nous
proposons une de´finition de l’action de Chern-Simons en ge´ome´trie non commutative et nous
e´tudions ses proprie´te´s sous les transformations de jauge. En utilisant la forme de Chern-Simons,
nous donnons e´galement une nouvelle de´monstration d’un re´sultat relatif a` la minoration de
nature topologique de l’action de Yang-Mills pour un triplet spectral de dimension 4.
Le second chapitre est consacre´ a` une e´tude de´taille´ des triplets spectraux finis. Nous don-
nons la forme simplifie´e des axiomes dans ce cas ainsi que leur solution ge´ne´rale et nous
proposons un interpre´tation diagrammatique de la solution pre´ce´dente. Ce chapitre inclut
e´galement l’e´tude d’objets associe´s a` ces triplets spectraux comme les the´ories de jauge ou
les distances.
Ensuite, nous utilisons les re´sultats pre´ce´dents pour e´tudier syste´matiquement tous les
mode`les qui peuvent eˆtre construits a` l’aide du produit tensoriel de la ge´ome´trie de l’espace-
temps usuel par un triplet spectral fini. Ces mode`les sont des mode`les de Yang-Mills-Higgs
couple´s a` la gravitation dont nous analysons les secteurs fermionique et bosonique en nous
servant autant que possible de la me´thode diagrammatique.
Le dernier chapitre est consacre´ a` l’e´tude du tore non commutatif. Nous commenc¸ons par
un bref rappel de ses proprie´te´s alge´briques et nous ve´rifions que les axiomes de la ge´ome´trie
non commutative sont satisfaits. Ensuite, nous e´tudions les the´ories de jauge sur le tore non
commutatif en utilisant les me´thodes du chapitre 1 ; en particulier nous ve´rifions l’invariance
de jauge de l’action de Chern-Simons ainsi que la quantification de la borne topologique de
l’action de Yang-Mills en dimension 4. Enfin, nous terminons cette e´tude par la quantification
de la the´orie de Yang-Mills : nous e´tendons la syme´trie BRS, donnons les re`gles de Feynman
associe´es et terminons en donnant les principales caracte´ristiques de cette the´orie.
Trois appendices suivent le corps de cette the`se. Ceux-ci n’ont d’autre pre´tention que de
fournir au lecteur un receuil de de´finitions et de re´sultats classiques en ge´ome´trie non commu-
tative, lui e´vitant de la sorte des renvois trop nombreux a` la litte´rature existante.
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Chapitre 1
Ge´ome´trie spectrale non commutative
1.1 Les axiomes de la ge´ome´trie non commutative
1.1.1 Les triplets spectraux
La de´marche employe´e en ge´ome´trie non commutative peut eˆtre re´sume´e en deux e´tapes.
– Partant d’un espace ge´ome´trique X (c’est-a`-dire que X est un espace mesurable ou
topologique, ou encore une varie´te´ diffe´rentiable), on formule la the´orie mathe´matique
sous-jacente a` l’aide de certaines sous-alge`bres de l’alge`bre des fonctions a` valeurs com-
plexes de´finies sur X .
– Ensuite, on ge´ne´ralise les de´finitions et the´ore`mes de la the´orie qui ne font pas appel a` la
commutativite´ de l’alge`bre.
Dans le cas des espaces mesurables et des espaces topologiques, cette de´marche ne faisait
intervenir que l’alge`bre des fonctions correspondantes (fonctions mesurables et fonctions contin-
ues), repre´sente´e dans un espace de Hilbert H, ainsi que leurs ge´ne´ralisations non commutatives
qui sont les alge`bres de von Neumann et les C∗-alge`bres (cf Appendice A).
Par contre, pour construire l’analogue non commutatif du calcul diffe´rentiel et de la
ge´ome´trie riemanienne, nous sommes amene´s a` introduire un autre objet qui est un ope´rateur
D sur H. Dans le cas d’une varie´te´ munie d’une structure riemannienne a` spin, cet ope´rateur
n’est autre que l’ope´rateur de Dirac.
Par exemple, dans le cas ge´ne´ral non commutatif, nous conside´rons les e´le´ments de A comme
ge´ne´ralisant les fonctions et nous voulons pouvoir de´finir la diffe´rentielle d’un e´le´ment x ∈ A,
en conservant la plupart des proprie´te´s et usuelles de la diffe´rentielle. De plus, il est ne´cessaire
que cette de´finition de la diffe´renciation co¨ıncide, dans le cas commutatif, avec la de´finition
usuelle.
La solution de ce proble`me fait appel a` l’ope´rateur de Dirac D [C5]. En effet, pour tout
x ∈ A, nous de´finissons la de´rive´e exterieure de la 0-forme π(x) ∈ Ω0D(A), ou` π de´signe la
repre´sentation de A dans l’alge`bre des ope´rateurs sur H, par
dπ(x) = [D, π(x)] , (1.1)
Nous verrons ulte´rieurement que cette de´finition, ainsi que ses ge´ne´ralisations d’ordre superieur,
ve´rifie toutes les proprie´te´s de la diffe´rentielle (cf §1.3.1).
Bornons-nous pour le moment a` e´tudier le cas commutatif. Nous choisissons une varie´te´
riemannienne M de dimension n munie d’une structure de spin et A = C∞(M) n’est autre
que l’alge`bre involutive des fonctions lisses de´finies sur M et a` valeurs complexes. L’espace
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de Hilbert H est le comple´te´ L2(M,S) pour la norme L2 de l’espace des spineurs de carre´
inte´grable, sur lequel A est repre´sente´e par simple multiplication.
Enfin, D est l’ope´rateur de Dirac, donne´ en coordonne´es locales par D = iγµ(∂µ + ωµ), ou`
γµ de´signe les matrices de Dirac hermitiennes relie´es a` la me´trique gµν par
γµγν + γνγµ = 2gµν . (1.2)
Bien entendu, ∂µ est la de´rivation par rapport a` la coordonne´e locale x
µ et nous utilisons la
convention d’Einstein pour les indices grecs uniquement : la somme sur tout indice re´pe´te´ en
position haute et basse est sous-entendue. ωµ est la connexion spinorielle qui n’est autre que la
connexion de Levi-Civita exprime´e en partie dans la base des ”vielbeins”. Cette connexion ne
jouera aucun roˆle avant le chapitre 3, aussi nous contenterons nous de noter qu’elle commute
avec l’action des fonctions.
Il est alors tre`s facile de calculer le commutateur de D avec l’action d’une fonction f ∈
C∞(M),
[D, π(f)] = [iγµ(∂µ + ωµ), f ] = iγµ (∂µf + f∂µ − f∂µ) = iγµ∂µf. (1.3)
En identifiant iγµ et la forme diffe´rentielle dxµ, nous pouvons conside´rer que [D, π(f)] est
analogue a` la diffe´rentielle df = ∂µfdx
µ. Nous verrons que cette construction se ge´ne´ralise aux
formes diffe´rentielles de tous ordres.
Le second outil indispensable en ge´ome´trie diffe´rentielle est la the´orie de l’inte´gration par
rapport a` la forme volume
√
g dnx de´termine´e par la structure riemannienne. Celle-ci se refor-
mule a` l’aide de la trace de Dixmier (cf Appendice A) de la manie`re suivante,∫
M
√
gdnxf =
(
2n−[n/2]πn/2Γ(n/2 + 1)
)
Trω
(
π(x)|D|−n
)
, (1.4)
ou` Trω est la trace de Dixmier. Cela nous ame`ne a` de´finir l’analogue de l’inte´grale d’un e´le´ment
a ∈ A par ∫
−adsn =
(
2n−[n/2]πn/2Γ(n/2 + 1)
)
Trω
(
π(a)|D|−n
)
, (1.5)
ou` on a note´ ds =
√
D2.
L’utilisation de la trace de Dixmier dans le cas ge´ne´ral nous ame`ne a` imposer une condition
de de´croissance aux valeurs propres de |D|−n (voir l’axiome de dimension).
Ainsi, il apparait que l’objet fondamental en ge´ome´trie non commutative est un triplet
(A,H,D), appele´ triplet spectral [C5].
De´finition 1.1.1 Un triplet spectral est un triplet (A,H,D) forme´ d’une alge`bre involutive A
munie d’une repre´sentation involutive π sur un espace de Hilbert H. D est un ope´rateur non
borne´ et hermitien a` re´solvante compacte et tel que [D, π(x)] soit borne´ pour tout x ∈ A.
Dans tout ce qui suit, l’alge`breA n’intervient que par sa repre´sentation en tant qu’ope´rateurs
sur H. Si cette repre´sentation n’est pas injective, son noyau J est un ide´al bilate`re et l’alge`bre
A/J a une repre´sentation fide`le. Puisque les the´ories construites a` partir de A et de A/J sont
identiques, nous supposerons toujours π fide`le.
Les proprie´te´s de D sont motive´es par l’analogie avec le cas classique. Dans ce cas, H
est l’espace de Hilbert obtenu en comple´tant pour la norme L2 l’espace des sections du fibre´
spinoriel. Les nouveaux e´le´ments introduits par cette comple´tion ne sont pas de´rivables, aussi
l’ope´rateur de Dirac est un ope´rateur non borne´, de´fini uniquement sur un sous-espace dense
de H.
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D est un ope´rateur a` re´solvante compacte signifie que pour tout nombre complexe non re´el λ
l’ope´rateur (D−λ)−1 est compact. De manie`re e´quivalente, D a un noyau de dimension finie et
son inverse, de´fini sur l’orthogonal de son noyau, est un ope´rateur compact. En conse´quence, la
suite de´croissante des valeurs propres de |D|−1 tend vers 0 et son taux de de´croissance permet
de minorer la dimension de l’espace.
Enfin, puisque dans le cas commutatif la diffe´rentielle d’une fonction f , donne´e par
df = [D, f ] = iγµ∂µf, (1.6)
est un ope´rateur borne´, nous supposerons que [D, π(x)] est borne´ pour tout x ∈ A. Cette
hypothe`se s’ave`rera ne´cessaire pour pouvoir de´finir la the´orie de l’inte´gration des formes
diffe´rentielles en utilisant la trace de Dixmier.
Lorsque la dimension de l’espace est paire, la construction de l’analogue non commutatif des
formes diffe´rentielles et de leur inte´gration fait intervenir de manie`re cruciale une Z2-graduation
γ, qui dans le cas commutatif n’est autre que la graduation γn+1 de l’alge`bre de Clifford. Aussi
supposerons-nous que lorsque n est pair, le triplet spectral (A,H,D) est pair dans le sens
suivant.
De´finition 1.1.2 Un triplet spectral est pair s’il existe une involution hermitienne γ, appele´e
chiralite´, qui anticommute avec D et commute avec π(x) pour tout x ∈ A.
Dans le cas commutatif, il est possible de caracte´riser, lorsqu’elles existent, les structures
spinorielles sur une varie´te´ compacte a` l’aide des triplets spectraux. Cependant, nous devons
supposer que ces derniers satisfont a` d’autres hypothe`ses que nous donnons dans la suite [C7].
1.1.2 Caracte´risation des varie´te´s a` spin
Pour commencer, nous allons caracte´riser les structures de spin sur une varie´te´ compacte
M de dimension n a` l’aide des triplets spectraux (A,H,D), ou` A est l’alge`bre des fonctions
C∞ sur M a` valeurs complexes.
La premie`re condition que nous devons imposer a` l’ope´rateur de Dirac est relative au taux
de de´croissance des valeurs propres de l’ope´rateur compact ds = |D|−1. En effet, nous voulons
pouvoir de´finir l’inte´grale d’un e´le´ment de A a` l’aide de la formule (1.4), ce qui implique que
|D|−n = dsn doit eˆtre un infinite´simal d’ordre 1. En prenant la racine n-ie`me, on est amene´ a`
supposer que D satisfait a` l’axiome suivant.
Axiome 1 (Dimension) Pour une ge´ome´trie de dimension n, ds = |D|−1 est un infinite´simal
d’ordre 1/n.
Nous donnons dans l’Appendice A la de´finition et les principales proprie´te´s des in-
finite´simaux. Rappelons cependant que par de´finition, un ope´rateur compact est un infinite´simal
d’ordre α > 0 si la suite de´croissante de ses valeurs propres (λk)k∈N satisfait a`
λk =
k→+∞
O
(
1
kα
)
. (1.7)
Ainsi, D est un ope´rateur non borne´ dont les valeurs propres croissent au moins aussi vite
que la suite k1/n pour une varie´te´ de dimension n.
Ensuite, il nous faut imposer a` l’ope´rateur de Dirac d’eˆtre un ope´rateur diffe´rentiel d’or-
dre un. Pour caracte´riser alge´briquement ces ope´rateurs, supposons que D soit un ope´rateur
diffe´rentiel et f ∈ C∞(M) une fonction. Dans ce cas, il est facile de montrer, en utilisant un
18 CHAPITRE 1. GE´OME´TRIE SPECTRALE NON COMMUTATIVE
syste`me de coordonne´es locales, que D est un ope´rateur diffe´rentiel d’ordre k si et seulement
si [D, f ] est un ope´rateur diffe´rentiel d’ordre k − 1. Puisque les ope´rateurs diffe´rentiels d’ordre
0 sont ceux qui commutent avec les fonctions, D est un ope´rateur diffe´rentiel d’ordre un si et
seulement si il ve´rifie la condition suivante.
Axiome 2 (Ordre un) Pour toutes fonctions a, b ∈ A, on a [[D, π(a)] , π(b)] = 0.
En ge´ne´ral, l’ope´rateur de Dirac et son carre´ sont des ope´rateurs non borne´s ce qui in-
duit certaines complications, en particulier lorsqu’on est amene´ a` faire commuter D2 avec des
e´le´ments de π(A) et [D, π(A)]. Pour reme´dier a` cela, nous ferons l’hypothe`se suivante.
Axiome 3 (Re´gularite´) Pour toute fonction a ∈ A, π(a) et [D, π(a)] appartiennent a` l’in-
tersection des domaines de toutes les puissances δk de la de´rivation δ de´finie par δ(b) = [|D|, b]
lorsque b appartient a` l’alge`bre engendre´e par π(A) et [D, π(A)].
L’axiome suivant permet de caracte´riser alge´briquement la chiralite´ γ en dimension paire.
Il convient de noter que c’est le seul axiome faisant explicitement re´fe´rence a` l’inte´gralite´ de la
dimension.
Axiome 4 (Orientabilite´) Il existe un cycle de Hochschild c ∈ Zn(A) de dimension n tel que
π(c) = 1 lorsque n est impair et π(c) = γ lorsque n est pair.
Tout comme γn+1, γ n’est de´fini que lorsque la dimension est paire. Aussi, en dimension
impaire γ est remplace´ par 1 dans l’axiome pre´ce´dent. Pour un produit tensoriel ge´ne´ral c =
a0 ⊗ a1 ⊗ . . .⊗ an, nous de´finissons,
π(c) = π(a0)[D, π(a1)] . . . [D, π(an)], (1.8)
qui s’e´tend par line´arite´ a` tous les e´le´ments de A⊗(n+1).
L’homologie de Hochschild est la the´orie duale de la cohomologie de Hochschild. Puisque,
dans le cas de l’alge`bre des fonctions sur une varie´te´, cette dernie`re est relie´e a` l’inte´gration des
formes diffe´rentielles [C2], l’homologie de Hochschild correspond aux formes diffe´rentielles (cf
Appendice C).
Pour une alge`bre A quelconque, l’homologie de Hochschild est l’homologie du complexe
0
b←C0(A) b← . . . b←Cn(A) b←Cn+1(A) b← . . . (1.9)
ou` Cn(A) est le produit tensoriel de l’alge`bre A par elle-meˆme n+1 fois et b : A⊗(n+1) → A⊗n
est de´fini par
b(a0 ⊗ a1 ⊗ ...⊗ an) = a0a1 ⊗ a2 ⊗ ...⊗ an + (−1)nana0 ⊗ a1 ⊗ ...⊗ an−1
+
n−1∑
i=1
(−1)ia0 ⊗ a1 ⊗ ...⊗ aiai+1 ⊗ ...⊗ an.
Par de´finition, l’espace Zn(A) des cycles de Hochschild de longueur n est l’ensemble des c ∈
Cn(A) qui ve´rifient b(c) = 0.
Pre´cisons le lien entre l’homologie de Hochschild et les formes diffe´rentielles lorsque l’alge`bre
A est commutative. Dans ce cas, on de´finit un cycle de Hochschild de dimension m par
c =
∑
σ∈Sm
ǫ(σ)a0 ⊗ aσ(1) ⊗ . . .⊗ aσ(m) (1.10)
pour tous a0, . . . , am ∈ A.
1.1. LES AXIOMES DE LA GE´OME´TRIE NON COMMUTATIVE 19
En revenant au cas A = C∞(M), on repre´sente ce cycle comme ope´rateur sur H a` l’aide
d’une formule analogue a` celle relative aux formes diffe´rentielles,
π(c) =
∑
σ∈Sm
ǫ(σ)π(a0)
[
D, π(aσ(1))
]
. . .
[
D, π(aσ(m))
]
. (1.11)
Lorsque D est l’ope´rateur de Dirac iγµ(∂µ + ωµ), on a
π(c) =
∑
σ∈Sn
ǫ(σ)a0∂µσ(1)a1iγ
µσ(1) . . . ∂µσ(m)aiγ
µσ(m) . (1.12)
Si on identifie iγµ et dxµ comme nous l’avons fait lorsque nous avons de´fini la diffe´rentielle
d’une fonction f ∈ A, π(c) s’identifie a` la forme diffe´rentielle
a0 ∧ da1 ∧ . . . ∧ dam. (1.13)
Puisque les formes diffe´rentielles correspondent aux cycles de Hochschild, il est naturel de
chercher a` de´finir la de´rive´e exte`rieure dans cadre. Celle-ci doit eˆtre un ope´rateur de carre´ nul
qui transforme Zn(A) en Zn+1(A). Ces proprie´te´s sont ve´rifie´es par l’ope´rateur B : A⊗(n+1) →
A⊗(n+2) de´fini par
B(a0 ⊗ a1 ⊗ ...⊗ am) =
m−1∑
i=0
(−1)mi 1⊗ ai ⊗ ...⊗ am ⊗ a0 ⊗ ...⊗ ai−1
−m−1∑
i=0
(−1)m(i−1) ai−1 ⊗ 1⊗ ai ⊗ ...⊗ am ⊗ a0 ⊗ ...⊗ ai−2,
pour tous a0, ..., am ∈ A. En effet, on montre que B2 = 0 et que Bb+bB = 0, ce qui implique que
B(Zm(A)) ⊂ Zm+1(A). De meˆme on obtient un analogue du produit exte´rieur en conside´rant
le produit ”shuffle” [Lo].
En utilisant la repre´sentation a` l’aide de commutateurs avec l’ope´rateur de Dirac, il est
facile de montrer que π(B(c)) s’identifie a`
da0 ∧ da1 ∧ . . . ∧ dam, (1.14)
ce qui prouve que B est l’analogue de la de´rive´e exte´rieure.
Lorsque l’on applique ces re´sulats au cycle donne´ en coordonne´es locales par
c =
i−[n/2]
n!
∑
σ∈Sn
ǫ(σ) 1⊗ xµσ(1) ⊗ . . .⊗ xµσ(n) , (1.15)
on trouve π(c) = γn+1 lorsque la dimension est paire et π(c) = 1 dans le cas impair, ce qui
prouve que l’axiome de re´alite´ est satisfait lorsque (A,H,D) est le triplet spectral associe´ a` une
structure spinorielle sur M.
De plus, cet exemple nous montre que γ est analogue a` la forme volume
1
n!
dx0 ∧ . . . ∧ dxn, (1.16)
ce que fera jouer a` γ un roˆle important dans la the´orie de l’inte´gration des formes diffe´rentielles
non commutatives.
L’axiome suivant permet de caracte´riser les spineurs de classe C∞. Ils doivent former un
module projectif fini sur A, qui n’est autre que la formulation alge`brique de la notion de fibre´
vectoriel (cf Appendice B).
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Axiome 5 (Finitude) L’intersection des domaines de toutes les puissances Dk de l’ope´rateur
de Dirac est un module projectif fini sur A sur lequel la relation suivante de´finit une structure
hermitienne (, )
〈π(a)ξ, ζ〉 =
∫
a(ξ, ζ)dsn, (1.17)
pour tous ξ, ζ ∈ H et a ∈ A.
Cet axiome fait appel a` la notion de structure hermitienne sur un module projectif fini que
nous de´crirons en de´tail lorsque nous e´tudierons les the´ories de jauge (cf §1.2.3.).
En particulier, cela interdit aux valeurs propres de |D| de croˆıtre plus vite que la suite k1/n,
car si tel e´tait le cas, les valeurs propres de dsn de´croˆıtraient plus vite que la suite 1/n, et le
second membre de (1.17) serait identiquement nul. Ce re´sultat est a` rapprocher de l’ine´galite´
obtenue dans [VW] sur les valeurs propres de l’ope´rateur de Dirac usuel, dont on pourra trouver
une de´monstration nouvelle, base´e sur la dualite´ de Poincare´, dans [Mo].
Il est important de remarquer que cet axiome ne peut eˆtre satisfait si la chiralite´ γ = π(c)
est l’image d’un bord. En effet, si n > 0, l’application
(a0, · · · , an) 7→ Trω
(
γπ(a0) [D, π(a1)] · · · [D, π(an)] |D|−n
)
, (1.18)
ou` on pose γ = 1 dans le cas impair, est un cocycle de Hochschild (cf §1.3.1 pour la
de´monstration). En conse´quence, si c e´tait un bord, on aurait
Trω
(
γπ(c)|D|−n
)
= Trω|D|−n = 0, (1.19)
ce qui est en contradiction avec l’axiome de finitude. En dimension 0 nous avons un re´sultat
similaire sur lequel nous reviendrons (cf. §2.1.1).
En association avec l’axiome de re´gularite´, cette condition permet de caracte´riser les fonc-
tions C∞ comme les e´le´ments de l’alge`bre de von Neumann engendre´e par π(A) satisfaisant a`
l’axiome de re´gularite´.
La dualite´ de Poincare´ est une des principales proprie´te´s des varie´te´s compactes. Celle-ci
stipule que la forme biline´aire de´finie sur les groupes de cohomologie de de Rham Hp(M) et
Hn−p(M) par
(ω, ξ) 7→
∫
M
ω ∧ ξ, (1.20)
ou` ω et ξ sont des repre´sentants respectifs de Hp(M) et Hn−p(M), est non de´ge´ne´re´e. Cette
forme biline´aire est apele´e forme d’intersection et l’axiome suivant exprime la dualite´ de
Poincare´ de manie`re purement alge´bnrique.
Axiome 6 (Dualite´ de Poincare´) La matrice de la forme d’intersection ∩ : K∗(A) ×
K∗(A)→ Z est non de´ge´ne´re´e.
K∗(A) est une notation collective pour tous les groupes Kn(A). Rappelons que graˆce au
the´ore`me de periodicite´ de Bott, Kn+2(A) = Kn(A), ce qui permet de re´duire notre e´tude aux
cas des groupes K0(A) et K1(A).
Il est important de noter que nous employons la notationK0(A) pour l’alge`breA = C∞(M),
alors qu’elle n’est en principe de´finie que si A est une C∗-alge`bre. Cependant, la K-theorie peut
eˆtre de´finie de manie`re purement alge´brique, sans faire re´fe´rence aux proprie´te´s topologiques
de C∗-alge`bres et nous supposons donc que K0(A) de´signe la K-the´orie alge´brique de A. En
particulier, l’alge`bre C∞(M) est une pre´ C∗-alge`bre dense dans l’alge`bre C0(M) des fonctions
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continues sur M. Par conse´quent, sa K-the´orie alge´brique co¨ıncide avec la K-the´orie de la C∗-
alge`bre C0(M). De plus, la K-the´orie de la C∗-alge`bre C0(M) est identique a` sa K-the´orie
topologique et classifie les fibre´s vectoriels complexes sur M (cf Appendice A).
La forme biline´aire sur le groupe K0(A)⊕K1(A) est de´finie graˆce au couplage avec l’indice
de l’ope´rateur D. De´crivons plus en de´tail la de´finition de la forme d’intersection sur le groupe
K0(A) en dimension paire.
Les e´le´ments de K0(A) sont des classes d’e´quivalence de projecteurs qui correspondent a`
des modules projectifs finis sur M. Pour de´finir une forme biline´aire sur K0(A), nous partons
d’un couple de deux e´le´ments de K0(A) de´termine´s par les projecteurs e1 et e2, auxquels nous
devons associer un nombre entier ∩(e1, e2).
Cette construction passe par deux e´tapes. Dans un premier temps, nous construisons un
nouvel e´le´ment de K0(A) note´ m∗(e1 ⊗ e2). La construction de cet e´le´ment repose sur les
proprie´te´s mathe´matiques du groupe K0(A). En effet, l’association d’un groupe K0(A) a` toute
alge`bre A est un foncteur covariant de la cate´gorie des alge`bres vers la cate´gorie des groupes.
Cela implique que la multiplication m, qui est un morphisme de A⊗A dans A puisque A est
commutative, de´finit une application biline´aire de m∗ K0(A)×K0(A) dans K0(A). Cela permet
d’associer au couple (e1, e2) un nouveau projecteur que nous notons e = m∗(e1 ⊗ e2).
Ensuite, nous associons a` e un entier par l’interme´diaire de l’ope´rateur de Dirac. Puisque
nous sommes en dimension paire, de´finissons deux ope´rateurs D+ et D− adjoints l’un de l’autre
par
D+ = 1− χ
2
D 1 + χ
2
(1.21)
et
D− = 1 + χ
2
D 1− χ
2
. (1.22)
Puisque le noyau de D est de dimension finie, il en est de meˆme pour les ope´rateurs eD+e et
eD−e. Nous de´finissons alors ∩(e1, e2) comme e´tant l’indice de l’ope´rateur eD+e. En d’autres
termes, ∩(e1, e2) est e´gal a` la diffe´rence des dimensions du noyau de eD+e et de son adjoint
∩ (e1, e2) = dimker eD+e− dim ker eD−e. (1.23)
Le lien entre K0(A) et les groupes de cohomologie pairs H2p(M) est donne´ par le caracte`re
de Chern [G]. Ce dernier associe a` tout fibre´ vectoriel E un e´le´ment du groupe de cohomologie
paire
H2∗(M) = H0(M)⊕ · · · ⊕H2p(M), (1.24)
avec p = [n/2], qui est de´fini par
Tr exp
F
2iπ
= 1⊕ F
2iπ
⊕ · · · ⊕ 1
(n/2)!
(
F
2iπ
)p
. (1.25)
Dans la relation pre´ce´dente, F est la courbure d’une connexion ∇ sur E et Tr(F)p est une forme
diffe´rentielle ferme´e de degre´ 2p qui de´finit un e´le´ment du groupe de cohomologie H2p(M).
Tr exp F
2ipi
ne de´pend que de la classe de E dans K0(A) et le caracte`re de Chern est un
isomorphisme d’anneaux entre K0(A) ⊗Z R et H2∗(M). Notons que K0(A) ⊗Z R s’obtient a`
partir de K0(A) en remplac¸ant chaque facteur Z par un facteur R et en supprimant les groupes
finis du type Z/pZ qui correspondent a` la torsion.
Cela e´tablit, dans le cas pair, le lien entre la dualite´ de Poincare´ formule´e a` l’aide des
formes diffe´rentielles et la version alge´brique donne´e ci-dessus. Dans le cas impair, on utilise un
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morphisme similaire entre Ki(A) ⊗ Kj(A) et Ki+j(A), ou` i, j et i + j sont de´finis modulo 2.
Ensuite on couple K1(A) a` l’ope´rateur de Dirac a` l’aide de la version impaire du the´ore`me de
l’indice .
Le dernier axiome introduit l’ope´rateur antiunitaire J , encore appele´ structure re´elle.
Lorsque D est l’ope´rateur de Dirac, J n’est autre que l’ope´rateur de conjugaison de charge.
Dans le cas ge´ne´ral, on suppose qu’il ve´rifie les relations suivantes, dont la pe´riodicite´ modulo
8 trouve son origine dans la meˆme pe´riodicite´ de l’alge`bre de Clifford.
Axiome 7 (Re´alite´) Il existe une application antiunitaire J de H dans lui-meˆme telle que
J π(a)J −1 = π(a)∗ pour tout a ∈ A. De plus, J satisfait aux conditions J 2 = ǫ, JD = ǫ′DJ
et J γ = ǫ′′γJ , ou` ǫ, ǫ′ et ǫ′′ sont donne´s, selon la valeur de n modulo 8, par le tableau suivant.
n mod 8 0 1 2 3 4 5 6 7
ǫ 1 1 -1 -1 -1 -1 1 1
ǫ′ 1 -1 1 1 1 -1 1 1
ǫ′′ 1 -1 1 -1
Lorsque toutes ces conditions sont re´alise´es, on peut montrer le re´sultat suivant [C7].
The´ore`me 1.1.1 Soit A = C∞(M) l’alge`bre des fonctions lisses sur une varie´te´ compacte de
dimension n et soit T = (A,H,D) un triplet spectral satisfaisant aux axiomes pre´ce´dents.
1. Il existe une unique me´trique riemannienne gT surM dont la distance ge´ode´sique associe´e
est donne´e, entre deux points x, y ∈M, par
d(x, y) = sup
f∈A, ||[D,f ]||≤1
|f(x)− f(y)|. (1.26)
2. La me´trique gT ne de´pend que de la classe d’e´quivalence unitaire du triplet spectral π
et les fibres de l’application qui a` une classe d’e´quivalence unitaire de triplets spectraux
associe la me´trique correspondante est une famille finie d’espaces affines Aσ parame´te´e
par les structures spinorielles σ sur M.
3. La fonctionelle
T 7→
∫
−dsn−2 (1.27)
est quadratique et positive sur chaque Aσ ou` elle atteint un minimum Tσ unique a` une
e´quivalence unitaire pre`s.
4. Tσ est le triplet spectral obtenu en repre´sentant A par multiplication sur l’espace de Hilbert
des spineurs de carre´ inte´grable et D est l’ope´rateur de Dirac associe´ a` la connexion de
Levi-Civita de gT .
5. La valeur de la fonctionelle
∫
−dsn−2 en Tσ est proportionelle a` l’action d’Einstein-Hilbert
de la me´trique gT , ∫
−dsn−2 = C(n)
∫
M
√
g dxnR (1.28)
avec
C(n) =
2[n/2](n− 2)
12(4π)n/2Γ(n/2 + 1)
. (1.29)
Ce the´ore`me ne´cessite deux explications supple´mentaires. Deux triplets spectraux (A,H,D)
et (A′,H′,D′) sont unitairement e´quivalents (cf §1.2.1) s’il existe une application unitaire U de
H dans H′ et un isomorphisme d’alge`bre φ de A dans A′ tel que U DU−1 = D′, U J U−1 = J ′
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et U π(x)U−1 = π ◦φ(x) pour tout x ∈ A. Bien entendu, dans le cas pair on suppose aussi que
U γ U−1 = γ.
Si P est un ope´rateur pseudo-diffe´rentiel d’ordre −n agissant sur les sections d’un fibre´
vectoriel sur M, la trace de Dixmier ve´rifie
Trω(P) =
2
n
W(P), (1.30)
ou` W est le re´sidue de Wodzicki de P (cf Appendice A).
Lorsque P est un ope´rateur pseudo-diffe´rentiel d’ordre quelconque, cette relation de´finit∫
−P . De ce fait on a ∫
−dsn−2 = 2
n
W(dsn−2). (1.31)
Pour le physicien inte´re´sse´ par la the´orie de la relativite´ ge´ne´rale, le re´sultat relatif a` la
distance ge´ode´sique est particulie`rement important. C’est pourquoi nous allons donnons une
de´monstration simplifie´e de ce re´sultat, n’utilisant que les proprie´te´s e´le´mentaires de la distance
ge´ode´sique.
1.1.3 La distance ge´ode´sique
Ve´rifions que la relation (3.132) nous donne la distance ge´ode´sique lorsqueA est l’alge`bre des
fonction C∞ a` valeurs complexes sur une varie´te´ compacteM munie d’une structure spinorielle
et D = iγµ(+∂µ + ωµ) est l’ope´rateur de Dirac associe´ a` la connexion de Levi-Civita.
Dans ce cas, il est e´vident que la donne´e de l’ope´rateur de Dirac permet de reconstruire la
me´trique g, car le symbole principal de l’ope´rateur de Dirac est donne´ par les matrices γµ en
espace courbe, qui satisfont a`
γµγν + γνγµ = 2gµν . (1.32)
Cependant, cette relation est locale car elle fait appel a` l’usage d’un syste`me de coordonne´es
et ne peut de ce fait eˆtre ge´ne´ralise´e au cas non commutatif.
La relation (1.26) du the´ore`me pre´ce´dent permet de reconstruire la distance ge´ode´sique a`
l’aide de l’ope´rateur de Dirac. Nous allons montrer le re´sultat suivant.
The´ore`me 1.1.2 Soit (A,H,D) un triplet spectral commutatif correspondant a` une varie´te´ a`
spin M. La distance ge´ode´sique L(x, y) entre deux points x et y de M peut s’exprimer a` l’aide
de la relation
L(x, y) = sup
f∈A, ||[D,f ]||≤1
|f(x)− f(y)|. (1.33)
De´monstration:
Dans un premier temps, nous allons montrer que l’on peut se ramener a` chercher la borne
supe´rieure sur les fonctions a` valeurs re´elles. Soit AR la sous-alge`bre de A = C∞(M) forme´e
des fonctions a` valeurs re´elles. Puisque AR ⊂ A, il est clair que
sup
f∈AR, ||[D,f ]||≤1
|f(x)− f(y)| ≤ sup
f∈A, ||[D,f ]||≤1
|f(x)− f(y)|. (1.34)
Pour montrer l’e´galite´, fixons deux points x et y de M et conside´rons une fonction quelconque
f a` valeurs complexes satisfaisant a` ||[D, f ]|| ≤ 1. En remplac¸ant f par la fonction g de´finie par
g(z) = e−iθ (f(z)− f(y)) (1.35)
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ou` θ est un argument de f(x)− f(y), il est clair que l’on a toujours
|f(x)− f(y)| = |g(x)− g(y)| ainsi que ||[D, g]|| ≤ 1. (1.36)
Pour obtenir une fonction re´elle, de´finissons
h =
g + g
2
. (1.37)
Puisque g(x)− g(y) est re´el, on a
|h(x)− h(y)| = |g(x)− g(y)|. (1.38)
D’autre part
||[D, h]|| ≤ 1
2
||[D, g]||+ 1
2
||[D, g]|| ≤ 1, (1.39)
ce qui implique que
|f(x)− f(y)| ≤ sup
u∈AR, ||[D,u]||≤1
|u(x)− u(y)| (1.40)
et prouve ainsi l’e´galite´ annonce´e.
Ensuite, nous allons majorer le second membre de (1.33) par la distance ge´ode´sique. Pour
cela, conside´rons une fonction re´elle f telle que ||[D, f ]|| ≤ 1 et remarquons que [D, f ] = iγµ∂µf .
On en de´duit que
|| [D, f ] ||2 = sup
x∈M
gµν(x)∂µf(x)∂νf(x) ≤ 1. (1.41)
Cette relation est facile a` montrer en utilisant les proprie´te´s des matrices de Dirac et la relation
||T ||2 = ||TT ∗||| valable pour tout ope´rateur borne´ T .
Soit f une fonction satisfaisant a` || [D, f ] || ≤ 1 et c : [0, 1] →M une ge´ode´sique reliant x
a` y. On a
f(y)− f(x) =
∫ 1
0
dt
dcµ
dt
∂µf(c(t)). (1.42)
Par Cauchy-Schwarz on obtient
|dc
µ
dt
∂µf(c(t))| ≤
√
gµν
dcµ
dt
dcν
dt
√
gρσ∂ρf∂σf, (1.43)
ce qui prouve que
|f(y)− f(x)| ≤
∫ 1
0
dt
√
gµν
dcµ
dt
dcν
dt
= L(x, y), (1.44)
apre`s avoir utilise´
sup
x∈M
gρσ(x)∂ρf(x)∂σf(x) ≤ 1. (1.45)
Pour montrer l’e´galite´, il nous suffit d’exhiber une fonction f telle que
|f(x)− f(y)| = L(x, y) (1.46)
satisfaisant a` || [D, f ] || ≤ 1. Le choix le plus simple consiste a` fixer y et a` conside´rer la fonction
f de´finie par f(z) = L(z, y) pour tout z ∈ M. f satisfait a` (1.46) et il nous reste a` montrer
que ||[D, f ]|| ≤ 1.
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Puisque L(z + dz, y) est la longueur du plus court chemin joignant z + dz et y, on a, par
l’ine´galite´ triangulaire,
L(z + dz, y) ≤ L(z, y) + L(z + dz, z), (1.47)
z+dz
zy
f(z+dz)
f(z)
Lorsque le point z = z + dz s’obtient a` partir de z par le flot de´termine´ par le champ
de vecteur ∂µ, on a, pour une transformation infinite´simale de´termine´e par ǫ, dzµ = ǫ∂µf .
L’ine´galite´ (1.47) s’e´crit donc
f(zµ + ǫ∂µf) ≤ f(z) + ǫ
√
gµν∂µf∂νf +O(ǫ
2). (1.48)
En de´veloppant le premier membre au premier ordre en ǫ, on obtient
gµν(z)∂
µf(z)∂νf(z) ≤ 1. (1.49)
Puisque cela est vrai pour tout z ∈M, on a ||D, f || ≤ 1. 
Cette formulation de la distance ge´ode´sique s’e´tend sans difficulte´ au cas non commutatif.
En effet, les points de M sont les e´tats purs de l’alge`bre des fonctions sur M (cf Appendice
A), et la proposition suivante ge´ne´ralise la distance ge´ode´sique a` l’espace des e´tats purs d’une
alge`bre non commutative.
Proposition 1.1.1 Soit (A,H,D) un triplet spectral. La fonction
d(φ, ψ) = sup
a∈A, ||[D,pi(a)]||≤1
|φ(a)− ψ(a)| (1.50)
de´finit, lorsqu’elle est finie, une distance sur l’espace des e´tats purs de A.
Nous verrons au cours du chapitre suivant des exemples de distances ainsi de´finies lorsque
A est une alge`bre de dimension finie.
1.1.4 Les axiomes de la ge´ome´trie non commutative
Les 7 axiomes pre´ce´dents permettent de caracte´riser les triplets spectraux (A,H,D) qui
correspondent a` la ge´ome´trie spinorielle sur une varie´te´ compacte. Pour e´tendre ces axiomes au
cas d’une alge`bre non commutative, il faut les transformer de la manie`re suivante [C7].
La principale modification, sur laquelle est base´e celle de tous les autres axiomes, est l’in-
troduction, dans l’axiome 7 (Re´ali´te´) d’un ope´rateur J qui est analogue a` l’involution de
Tomita-Takesaki (cf Appendice A).
Axiome 7’ (Re´alite´) Il existe une application antiunitaire J de H dans lui-meˆme telle
que [J π(a)J −1, π(b)] = 0 pour tous a, b ∈ A. De plus, J satisfait aux conditions J 2 = ǫ,
JD = ǫ′DJ et J γ = ǫ′′γJ , ou` ǫ, ǫ′ et ǫ′′ sont donne´s, selon la valeur de n modulo 8, par le
tableau suivant.
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n mod 8 0 1 2 3 4 5 6 7
ǫ 1 1 -1 -1 -1 -1 1 1
ǫ′ 1 -1 1 1 1 -1 1 1
ǫ′′ 1 -1 1 -1
Puisque J π(a)J −1 commute avec π(b) pour tous a, b ∈ A, J est tre`s similaire a` l’ope´rateur
de Tomita-Takesaki qui permet de passer de l’alge`bre de von Neumann engendre´e par π(A) a`
son commutant. Cependant, le commutant de π(A) est en ge´ne´ral plus grand que J π(A)J −1,
ce qui implique que J n’est pas e´gal a` l’ope´rateur de Tomita-Takesaki en ge´ne´ral.
En outre, l’ope´rateur J permet de repre´senter sur H l’alge`bre A⊗Aop par
π˜(A⊗Aop) = π(a)J π(b∗)J −1, (1.51)
ou` Aop est une alge`bre identique a` A en tant q’espace vectoriel, mais dont le produit de a par
b est de´fini par ba au lieu de ab. De fac¸on e´quivalente, π et J munissent H d’une structure
de bimodule sur A, qui nous sera utile lorsque nous construirons des mode`les en physique des
particules.
L’axiome 1 (dimension) ne fait appel qu’au spectre de l’ope´rateur de Dirac et reste inchange´
dans le cas non commutatif.
L’axiome 2 (condition d’ordre un) stipule que l’ope´rateur de Dirac est un ope´rateur
diffe´rentiel du premier ordre. La ge´ne´ralisation de cette notion en ge´ome´trie non commuta-
tive requiert l’introduction de bimodules [DuM]. Cela nous me`ne a` la de´finition suivante.
De´finition 1.1.3 Soient A et B deux alge`bres et M un (A,B)-bimodule. Une application
line´aire D de M dans lui-meˆme est un ope´rateur du premier ordre si elle ve´rifie
D(aξb) + aD(ξ)b = aD(ξb) +D(aξ)b, (1.52)
pour tous a, b ∈ A et ξ ∈M.
L’axiome de re´alite´ permet de munir H d’une structure de bimodule sur A, aussi la
ge´ne´ralisation de la condition d’ordre un est donne´e par l’axiome suivant.
Axiome 2’ (Condition d’ordre un) L’ope´rateur de Dirac ve´rifie
[
[D, π(a)] ,J π(b)J −1
]
= 0 (1.53)
pour tous a, b ∈ A.
L’axiome 3 (re´gularite´) garde tous son sens lorsque A est non commutative et ne subit
aucune modification.
L’axiome 4 (orientabilite´) ne peut pas eˆtre conserve´ sous la meˆme forme en ge´ome´trie non
commutative. En effet, si on se place en dimension n = 0, tout e´le´ment de A doit eˆtre conside´re´
comme un cycle de dimension 0. Dans ce cas, l’axiome d’orientabilite´ stipule que γ = π(a) pour
un a ∈ A. Par l’axiome de re´alite´ on a J γ = γJ , d’ou` γ = J π(a)J −1. La condition d’ordre un
nous donne 0 = [[D, π(a)] ,J π(a)J −1] = 4D puisque γ2 = 1 et γD + Dγ = 0, ce qui implique
que le seul ope´rateur de Dirac compatible avec ces axiomes en dimension 0 est D = 0.
La ne´cessaire modification de l’axiome 4 est obtenue en remplac¸ant l’homologie de
Hochschild par l’homologie de Hochschild a` valeurs dans un bimodule.
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De´finition 1.1.4 Soit A une alge`bre,M bimodule sur A et Cn(A,M) l’espace vectoriel de´fini
par
Cn(A,M) =M⊗A⊗ · · · ⊗ A︸ ︷︷ ︸
nfois
. (1.54)
L’homologie de Hochschild de A a` valeurs dans M est l’homologie du complexe
0
b←C0(A,M) b← . . . b←Cn(A,M) b←Cn+1(A,M) b← . . . (1.55)
ou` b;M⊗A⊗n →M⊗A⊗(n−1) est de´fini par
b(m⊗ a1 ⊗ ...⊗ an) = ma1 ⊗ a2 ⊗ ...⊗ an + (−1)nanm⊗ a1 ⊗ ...⊗ an−1
+
n−1∑
i=1
(−1)im⊗ a1 ⊗ ...⊗ aiai+1 ⊗ ...⊗ an.
Nous munissons A⊗Aop d’une structure de bimodule par
x (a⊗ b) y = xay ⊗ b (1.56)
pour a, b, x, y ∈ A ce qui nous permet d’e´tendre l’axiome d’orientabilite´ au cas non commutatif.
Axiome 4’ (Orientabilite´) En dimension n, γ est l’image d’un cycle de Hochschild de
dimension n a` valeurs dans A⊗Aop.
Un e´le´ment c = (x⊗ y)⊗a1⊗· · ·⊗an ∈ Cn (A,A⊗Aop) est repre´sente´ en tant qu’ope´rateur
sur H par
π(c) = π(x)J π(y)J −1 [D, π(a1)] · · · [D, π(an)] . (1.57)
L’axiome 5 (finitude) ne subit aucune modification et il est facile de montrer qu’il est
incompatible avec la trivialite´ du cycle repre´sentant γ.
Lorsque A est non commutative, la multiplication n’est plus un morphisme d’alge`bre et ne
peut pas induire l’application m∗ de K∗(A)×K∗(A) dans K∗(A) dont nous avons besoin pour
formuler alge´briquement la dualite´ de Poincare´.
Partant de deux projections e1 et e2 de´finissant deux classes dans K
0(A), nous leurs asso-
cions la nouvelle projection e1 ⊗ e2 qui de´finit un e´le´ment de K0(A ⊗ Aop). Cet e´le´ment est
repre´sente´ par π(e) = π(e1)J π(e2)J −1 et on de´finit
∩ (e1, e2) = dimker
(
π(e)D+π(e)
)
− dimker
(
π(e)D−π(e)
)
. (1.58)
Dans le cas impair, la meˆme de´marche est employe´e en remplac¸ant les projections par des
unitaires.
Les axiomes pre´ce´dents sont appele´s axiomes de la ge´ome´trie non commutative et nous
me`nent a` la de´finition suivante.
De´finition 1.1.5 Une ge´ome´trie non commutative de dimension n est un triplet spectral
(A,H,D) satisfaisant aux axiomes pre´ce´dents.
Parfois, on dit aussi que les axiomes pre´ce´dents munissent le triplet spectral d’une structure
re´elle.
Dans tous ce qui suit, les triplets spectraux satisferons toujours, sauf mention explicite du
contraire, les axiomes de la ge´ome´trie non commutative. Aussi, nous continuerons de les appeler
triplets spectraux, ce qui sous-entendra toujours que les axiomes pre´ce´dents sont ve´rifie´s.
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Il est inte´ressant de remarquer que meˆme si A est commutative, il peut eˆtre ne´cessaire
de supposer que les triplets spectraux (A,H,D) satisfont aux axiomes pre´ce´dents et non aux
hypothe`se du the´ore`me caracte´risant les varie´te´ a` spin ( 1.1.2). En effet, ces dernie`res sont plus
restrictives que les axiomes pre´ce´dents et ne peuvent pas permettre de construire des ge´ome´tries
inte´ressantes dans certains cas (cf § 2.1.5 ).
Tout au long de cette revue des axiomes de la ge´ome´trie non commutative, nous n’avons
donne´ aucun exemple de triplet spectral non commutatif. Cette lacune sera comble´e au cours
des chapitres suivants, dans lesquels nous e´tudierons les triplets spectraux finis, les produits de
ces derniers avec les espaces ordinaires ainsi que les tores non commutatifs.
1.2 Syme´tries
1.2.1 Syme´tries et automorphismes
Pour de´crire les syme´tries d’un ”espace non commutatif” associe´ a` une alge`bre de coor-
donne´es A, il est commode d’examiner d’abord le cas commutatif. En se basant sur le the´ore`me
de Gelfand-Na¨ımarck (cf Appendice A), il est facile de montrer la proposition suivante.
Proposition 1.2.1 Soit A = C0(X) une C∗-alge`bre commutative. Alors le groupe des au-
tomorphismes de A est isomorphe au groupe des home´omorphismes de l’espace topologique
compact X.
De´monstration:
En effet, si φ est un home´omorphisme de X , alors on de´finit un automorphisme Ψφ de A
par Ψφ(f) = f ◦ φ−1. Il est clair que l’application φ 7→ Ψφ est un morphisme du groupe des
home´omorphismes de X vers le groupe des automorphismes de A.
Pour montrer que c’est un isomorphisme, nous de´finissons sa re´ciproque comme suit. Soit
ψ un automorphisme de A et χ un caracte`re de A. Alors χ ◦ ψ−1 est un autre caracte`re de A
et l’application Φψχ 7→ χ ◦ ψ−1, de´finit, par application du the´ore`me de Gelfand-Na¨ımarck, un
home´omorphisme de X .
L’application ψ 7→ Φψ est un morphisme de groupe dont l’inverse est φ 7→ Ψφ, ce qui prouve
l’isomorphisme entre le groupe des home´omorphismes de X et le groupe des automorphismes
de A. 
Ce re´sultat nous ame`ne a` de´finir les syme´tries d’un ”espace non commutatif” comme e´tant
les automorphismes de son alge`bre de coordonne´es. Ce faisant, nous ne tenons compte que de la
structure de l’alge`bre des coordonne´esA et nous ne prenons pas en compte la structure comple`te
du triplet spectral (A,H,D). Pour reme´dier a` cela, nous introduisons la notion d’e´quivalence
de triplets spectraux.
De´finition 1.2.1 Deux triplets spectraux (A,H,D) et (A′,H′D′) sont e´quivalents s’il existe
une application unitaire U : H → H′ et un isomorphisme d’alge`bre φ : A → A′ tel que
π′ ◦ φ = UπU−1,
D′ = UDU−1,
J ′ = UJU−1,
ainsi que
γ′ = UγU−1 (1.59)
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dans le cas pair.
Une syme´trie d’un triplet spectral correspond alors a` un automorphisme φ de l’alge`bre A
et un ope´rateur unitaire U sur H tels que les relations pre´ce´dentes soient ve´rifie´es avec A = A′,
H = H′ et π = π′. On s’autorise cependant a` modifier les ope´rateurs γ, J et D.
Par exemple dans le cas commutatif, si φ est un diffe´omorphisme de la varie´te´ M, alors il
induit un automorphisme de l’alge`bre C∞(M) donne´ par f 7→ f ◦φ−1. L’ope´rateur unitaire Uφ
agit sur un spineur Ψ ∈ H par
Uφ (Ψ) (x) = Ψ
(
φ−1(x)
)
. (1.60)
1.2.2 Automorphismes inte´rieurs et fluctuations de la me´trique
De´s lors que l’alge`bre des coordonne´es est non commutative, il est tre`s facile de construire
une classe d’automorphismes appele´s automorphismes inte´rieurs. En effet, pour tout unitaire
u ∈ A, on de´finit un automorphisme inte´rieur par
x ∈ A 7→ uxu∗ ∈ A. (1.61)
Cet automorphisme donne naissance a` une syme´trie imple´mente´e par l’ope´rateur unitaire U =
π(u)J π(u)J −1, puisque l’on a
Uπ(x)U−1 = π(u)π(x)π(u−1) = π(uxu−1) (1.62)
pour tout x ∈ A. Notons que nous avons utilise´ de fac¸on essentielle l’axiome de re´alite´ pour
faire commuter π(x) et π(u) avec J π(u−1)J −1.
Sous cette transformation, γ et J restent inchange´s et l’ope´rateur de Dirac se transforme
en
(π(u)J π(u)J −1)D (π(u)J π(u)J −1)−1 =
(J π(u)J −1)D (J π(u)J )−1 + (J π(u)J −1) [D, π(u)] (J π(u)J −1)−1
= D + π(u) [D, π(u−1)] + J π(u) [D, π(u−1)]J −1.
Remarquons que pour montrer ces deux relations, il faut utiliser l’axiome de re´alite´ et la con-
dition d’ordre un.
Conforme´ment aux habitudes de la the´orie des champs, cette transformation est compense´e
par l’introduction de champs de jauge a` partir desquels on forme un ope´rateur de Dirac covari-
ant. Dans le cas le plus simple auquel nous nous limitons ici, un champ de jauge n’est autre
qu’une 1-forme hermitienne.
De´finition 1.2.2 L’espace Ω1D(A) des 1-formes est forme´ des ope´rateurs sur H qui s’e´crivent
sous la forme ∑
i
π(ai) [D, π(bi)] , (1.63)
avec ai, bi ∈ A.
Par conse´quent, un champ de jauge est un ope´rateur sur H qui peut s’e´crire sous la forme
(1.63) et qui satisfait a` A = A∗.
Proposition 1.2.2 Si (A,H,D) est un triplet spectral, alors (A,H,DA) est un triplet spectral
de meˆme dimension avec
DA = D + A + JAJ −1, (1.64)
ou` A est un champ de jauge.
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L’ope´rateur DA est appele´ ope´rateur de Dirac covariant.
Par de´finition, les transformations de jauge sont les transformations de´termine´es par
l’ope´rateur unitaire π(u)J π(u)J −1. Sous une telle transformation, l’ope´rateur DA devient
D+π(u)Aπ(u−1)+π(u)
[
D, π(u−1)
]
+J
(
π(u)Aπ(u−1) + π(u)
[
D, π(u−1)
])
J −1 = DA′ (1.65)
avec
A′ = π(u)Aπ(u−1) + π(u)
[
D, π(u−1)
]
. (1.66)
Par conse´quent, la loi de transformation de A est
A 7→ π(u)Aπ(u−1) + π(u)
[
D, π(u−1)
]
, (1.67)
ce qui est tout a` fait similaire a` la loi de transformation habituelle
A 7→ uAu−1 + udu−1, (1.68)
si nous identifions la diffe´rentielle de u avec le commutateur [D, π(u)].
Puisque tout triplet spectral permet de de´finir une distance sur l’espace des e´tats purs de
A, remplacer D par DA induit une modification de la me´trique appele´e ”fluctuation interne de
la me´trique” [C7].
Il est inte´ressant de remarquer que les fluctuations de la me´trique sont covariantes sous les
transformations de jauge. En effet, si φ est un e´tat pur de A, alors φu de´fini par
φu(x) = φ(uxu
−1) (1.69)
pour tout x ∈ A est aussi un e´tat pur sur A, appele´ transforme´ de jauge de φ.
Pour tout champ de jauge A, notons dA(φ, ψ) la distance de´finie sur l’espace des e´tats purs
de A par
dA(φ, ψ) = sup
x∈A, ||[DA,pi(x)]||≤1
|φ(x)− ψ(x)|. (1.70)
Proposition 1.2.3 Sous une transformation de jauge, la distance est covariante
dpi(u)Api(u−1)+pi(u)[D,pi(u−1)](φ, ψ) = dA(φu, ψu) (1.71)
De´monstration:
Pour montrer cela, posons y = uxu−1 dans la de´finition de dA(φu, ψu), on obtient
dA(φu, ψu) = sup
y∈A, ||[DA,pi(u−1yu)]||≤1
|φ(y)− ψ(y)|. (1.72)
Ensuite, on utilise la relation[
DA, π(u−1yu)
]
= π(u−1)
[
π(u)DAπ(u−1), π(y)
]
π(u),
= π(u−1)
[
Dpi(u)Api(u−1)+pi(u)[D,pi(u−1)], π(y)
]
π(u)
qui me`nent directement au re´sultat annonce´. 
Tout comme dans le cas commutatif, ces lois de transformation nous garantissent l’invariance
de l’action fermionique. En effet, les e´le´ments de H jouent le roˆle des spineurs en ge´ome´trie non
commutative, et l’action fermionique est
Sfermionique[Ψ] = 〈Ψ,DAΨ〉. (1.73)
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Sous une transformation de jauge, on a
Ψ 7→ π(u)J π(u)J −1Ψ, (1.74)
ce qui prouve, compte tenu de la loi de transformation de l’ope´rateur de Dirac covariant, que
Sfermionique[Ψ] est invariant de jauge.
Si la de´finition de l’action fermionique par la relation (1.73) est une ge´ne´ralisation imme´diate
de l’action de Dirac en the´orie des champs usuelle, la de´finition de l’action bosonique est net-
tement moins e´vidente.
Tout d’abord, de´finissons les champs bosoniques comme e´tant l’ensemble des champs servant
a` parame´trer l’ope´rateur de Dirac covariant DA. Bien entendu, cela inclut le champ de jauge A
mais peut aussi contenir d’autres champs qui ne sont pas de meˆme nature, comme par exemple
la te´trade eµα ou la connexion de Levi-Civita ωµ qui entrent dans la de´finition de l’ope´rateur de
Dirac dans le cas commutatif.
Si on exclut ce type de champs, une action de type ”Yang-Mills” peut eˆtre construite pour le
champ de jauge A. Cette action posse`de beaucoup de proprie´te´s re´miniscentes de son analogue
commutatif comme par exemple la positivite´ ou l’invariance de jauge (cf § 1.3.3).
Motive´s par l’unification de la gravitation et des the´ories de Yang-Mills, A. Chamseddine
et A. Connes ont propose´ de baser l’action bosonique sur le principe suivant [CC] :
Principe d’action spectrale L’action bosonique ne de´pend que du spectre de l’ope´rateur de
Dirac covariant
DA = D + A + JA + J −1, (1.75)
ou` A est un champ de jauge.
A partir de ce principe, l’action du mode`le standard couple´ a` la gravitation de Weyl peut
eˆtre construite. Nous e´tudierons ce type de construction au cours du chapitre 3.
Terminons par l’e´tude de l’exemple le plus simple de ge´ome´trie non commutative qui puisse
eˆtre associe´ a` une varie´te´ spinorielle de dimension n.
Exemple 1.2.1
SoitM une varie´te´ compacte munie d’une structure spinorielle et notons S l’espace de Hilbert
des spineurs de carre´ inte´grable sur M. Conside´rons le triplet spectral (A,H,D) de´fini par
A = C∞(M)⊗MN (C),
H = S ⊗MN(C),
D = iγµ (∂µ + ωµ)⊗ I,
ou` MN (C) de´signe l’alge`bre des matrices N × N a` coefficients complexes, iγµ (∂µ + ωµ) est
l’ope´rateur de Dirac associe´ a` la ge´ome´trie spinorielle de M et I est l’identite´ agissant sur
l’espace vectoriel des matrices N ×N .
A agit sur H par multiplication matricielle en chaque point et l’ope´rateur J est e´gal a` C⊗∗,
ou` C est la conjugaison de charge des spineurs et ∗ l’involution usuelle des matrices. De plus,
lorsque la dimension n de M est paire, γ est de´fini par γ = γn+1 ⊗ I.
Le groupe des unitaires de l’alge`bre est le groupe des applications de M dans le groupe
U(N) des unitaires de MN(C). Lorsque ce groupe est repre´sente´ sur H par (1.74), il se trouve
que son centre ne joue aucun roˆle. Par conse´quent, le groupe de jauge de cette the´orie est le
32 CHAPITRE 1. GE´OME´TRIE SPECTRALE NON COMMUTATIVE
groupe des applications de M dans le groupe SU(N)/ZN , ou` SU(N) est le sous-groupe des
e´le´ments de U(N) de de´terminant 1 et ZN est le centre de SU(N).
Dans ce cas les fermions se transforment dans la repre´sentation adjointe car on a
π(u)J π(u)J −1Ψ = uΨu−1, (1.76)
pour tout Ψ ∈ H. L’ope´rateur de Dirac covariant est donne´ par
DA = iγµ
(
∂µ + ωµ + A
a
µT
a
)
, (1.77)
ou` Aaµ ∈ R et ou` (T a)1≤a≤n2−1 de´signent les ge´nerateurs de l’alge`bre de Lie de SU(N) dans la
repre´sentation adjointe.
L’espace des e´tats purs de A est le produit M⊗ CPN−1, ou` CPN−1 est l’espace des droites
de CN . Un couple φ = (x, ξ˜) forme´ d’un point x de M et d’un e´le´ment ξ˜ de CPN−1 repre´sente´
par le vecteur unitaire ξ de CN agit sur f ∈ A par
φ(f) = Tr (ξ∗f(x)ξ) . (1.78)
La distance entre deux e´tats purs (x1, ξ˜1) et (x2, ξ˜2) est la longueur du plus court chemin
joignant x1 et x2 tel que, releve´ a` PC
N a` l’aide de la connexion Aµ = A
a
µT
a, il permette de
transformer ξ˜1 en ξ˜2.
Nous renvoyons a` [C7] pour une discussion plus comple`te de cet exemple. 
1.2.3 Connexions et the´ories de jauge
Nous allons maintenant e´tudier plus en profondeur la notion de champ de jauge en ge´ome´trie
non commutative. En particulier, nous allons ge´ne´raliser la the´orie pre´ce´dente aux modules
projectifs finis qui sont les analogues non commutatifs des fibre´s vectoriels (cf Appendice A).
De´finition 1.2.3 Soit (A,H,D) un triplet spectral et E un module projectif fini a` droite sur
A. Une connexion est une application line´aire ∇ de E dans E ⊗A Ω1D(A) telle que
∇(ξa) = ∇(ξ)a+ ξ ⊗ da (1.79)
pour tous ξ ∈ E et a ∈ A.
Cette notion de connexion est l’analogue de la de´rive´ covariante et E est, lorsque l’alge`bre
est commutative, l’espace des sections d’un fibre´ vectoriel complexe.
La proposition suivante de´termine la structure de l’espace des connexions.
Proposition 1.2.4 Si ∇0 une connexion sur E , alors n’importe quelle connexion sur E s’e´crit
∇ = ∇0 + A, (1.80)
ou` A : E → E ⊗A Ω1D(A) est un morphisme de modules sur A.
En d’autres termes, cela signifie que l’espace des connexions est un espace affine sur l’espace
vectoriel des morphismes de E dans E ⊗A Ω1D(A).
Il convient de remarquer que nous n’avons pas de´fini les fibre´s principaux car cette notion
n’est pas disponible dans le formalisme que nous e´tudions. En effet, dans le cadre pre´ce´dent
toutes les syme´tries sont de´crites par des groupes de Lie alors que la version non commutative
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des fibre´s principaux fait appel a` des syme´tries plus ge´ne´rales de´crites par des alge`bres de Hopf
[P].
En re`gle ge´ne´rale, les groupes de jauge utiles en physique sont des groupes de Lie compacts.
Pour introduire la notion de compacite´ nous sommes amene´s a` de´finir la notion de structure
hermitienne sur un module projectif.
De´finition 1.2.4 Soit E un module projectif fini a` droite sur une alge`bre involutive A. Une
structure hermitienne sur E est une application sesquiline´aire de E × E dans A telle que
1. 〈ξa, ζb〉 = a∗〈ξ, ζ〉b pour tous ξ, ζ ∈ E et a, b ∈ A.
2. 〈ξ, ξ〉 ≥ 0 pour tout ξ ∈ E ,
3. E est self-dual.
La de´finition pre´ce´dente fait appel a` la notion de positivite´, de´finie comme suit pour toute
alge`bre involutive.
De´finition 1.2.5 Un e´le´ment x d’une alge`bre involutive A est positif s’il existe y ∈ A tel que
x = yy∗.
De meˆme, la notion de self-dualite´ est de´finie comme suit.
De´finition 1.2.6 Un module projectif fini a` droite E sur une alge`bre involutive A, muni d’une
application sesquiline´aire 〈, 〉 de E × E dans A est self-dual si pour toute application A-line´aire
φ de E dans A il existe ξφ ∈ E tel que φ(ζ) = 〈ξφ, ζ〉 pour tout ζ ∈ E .
Les modules projectifs finis munis d’une telle structure nous permettent de de´finir les con-
nexions hermitiennes.
De´finition 1.2.7 Soit (A,H,D) un triplet spectral et ∇ un connexion sur un module projectif
fini a` droite sur A, muni d’une structure hermitienne. ∇ : E → E ⊗Ω1D(A) est une connexion
hermitienne si elle ve´rifie
〈ξ,∇ζ〉 − 〈∇ξ, ζ〉 = d〈ξ, ζ〉 (1.81)
pour tous ξ, ζ ∈ E .
La relation (1.81) ne´cessite quelques explications. En effet, si x ∈ E , alors ∇ξ est un e´le´ment
du produit tensoriel E ⊗A Ω1D(A) et peut se mettre sous la forme
∇ξ =∑
i
ξi ⊗ ωi (1.82)
avec ξi ∈ E et ωi ∈ Ω1D(A). On de´finit alors 〈∇ξ, ζ〉 par
〈∇ξ, ζ〉 =∑
i
ω∗i 〈ξi, ζ〉. (1.83)
De la meˆme manie`re, on e´crit ∇ζ sous la forme
∇ζ =∑
i
ζi ⊗ η (1.84)
avec ζi ∈ E et ηi ∈ Ω1D(A) ce qui permet de de´finir 〈ξ,∇ζ〉 par
〈ξ,∇ζ〉 =∑
i
〈ξ, ζi〉ηi. (1.85)
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Le signe − apparaissant dans (1.81) est du a` la relation d(x∗) = −(dx)∗, car nous avons de´fini
dx par dx = [D, x] pour tout x ∈ A.
Ces connexions sont compatibles avec la structure hermitienne qui de´finit l’analogue d’une
me´trique sur E , aussi sont-elles parfois appele´es ”connexions compatibles avec la me´trique”.
Tout module projectif fini sur A est de la forme E = eAN avec e ∈ MN (A) satisfaisant a`
e2 = e (cf Appendice B). Si de plus e est hermitien, alors la structure hermitienne naturelle de
AN donne´e par
〈ξ, ζ〉 =
N∑
i=1
ξ∗i ζi (1.86)
induit sur E une structure hermitienne et toute structure hermitienne sur E est de cette forme.
Pour de´terminer les morphismes de module de E dans Ω1D(A), nous commenc¸ons par re-
marquer que E ⊗A Ω1D(A) et e (Ω1D(A))N sont canoniquement isomorphe puisque E = eAN . Il
s’en suit que les morphismes recherche´s sont donne´s par les e´le´ments de MN (A)⊗A Ω1D(A) =
MN (Ω
1
D(A)) agissant sur les e´le´ments de eAN par multiplication a` droite suivi par la projection
e.
Nous pouvons toujours construire une connexion hermitienne ∇0 sur E de la manie`re suiv-
ante. Pour tout eξ ∈ E , nous de´finissons ∇0(eξ) par edξ, ou` le vecteur dξ ∈ Ω1D(A)N =
AN ⊗AΩ1D(A) est obtenu en diffe´renciant ξ composantes par composantes. Cette connexion est
appele´e connexion grassmanienne.
Il est facile de ve´rifier que∇0 est compatible avec la me´trique de eAN induite par la me´trique
canonique de AN . En effet, si ξ et ζ sont des e´le´ments de AN , on a
〈eζ,∇0(eξ)〉 − 〈∇0(eζ), eξ〉 = (eζ)∗ed(eξ)− (d(eζ))∗ eξ
= ζ∗edeξ + ζ∗edξ + ζ∗deeξ + dζeξ
= d(ζ∗eξ)
= d〈eζ, eξ〉.
Il s’en suit que toute connexion sur E est donne´e par
∇(eξ) = edξ + eAeξ ∀ ξ ∈ AN , (1.87)
ou` A ∈ MN (Ω1D(A)). Par analogie avec le cas classique, A peut eˆtre vu comme un champ de
jauge qui est une 1-forme a` valeurs matricielles.
La connexion pre´ce´dente est compatible avec la me´trique si et seulement si
〈eζ, eAeξ〉 − 〈eAeζ, eξ〉 = 0 ∀ζ, ξ ∈ AN , (1.88)
ce qui est ve´rifie´ si et seulement si la matrice de 1-formes eAe est hermitienne.
La proposition suivante re´sume la discusssion pre´ce´dente.
Proposition 1.2.5 Tout module projectif fini muni d’une structure hermitienne est isomorphe
a` un module du type eAN ou` e ∈ MN(A) est une projection hermitienne et dont la structure
hermitienne est induite par la structure hermitienne canonique de AN . Sur ce module, toutes
les connexions hermitiennes sont donne´es par
∇(eξ) = edξ + eAeξ ∀ ξ ∈ AN , (1.89)
ou` A ∈MN (Ω1D(A)) est une matrice de 1-formes hermitiennes.
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Terminons en introduisant les transformations de jauge. Celles-ci sont obtenues en faisant
agir le groupe des endomorphismes bijectifs de E qui conservent la structure hermitienne, ap-
pele´s endomorphismes unitaires, sur l’espace des connexions.
Proposition 1.2.6 Si ∇ est une connexion hermitienne sur E et u un e´le´ment du groupe des
endomorphismes unitaires U(E), alors (u⊗ 1)∇u∗ est e´galement une connexion hermitienne.
Pour simplifier nos notations, nous e´crirons u∇u−1 a` la place de (u⊗ 1)∇u−1.
Cela de´finit l’action du groupe des endomorphismes unitaires de E sur l’espace des connex-
ions.
De´finition 1.2.8 L’action par conjugaison du groupe U(E) sur les connexions hermitiennes
est appele´ une transformation de jauge.
Lorsque le module hermitien est E = eAN , une matrice u ∈ MN (A) de´finit un endomor-
phisme unitaire eue de E si et seulement si
eueu∗e = eu∗eue = e. (1.90)
1.2.4 Application a` la construction de triplets spectraux
A partir d’un triplet spectral (A,H,D) et d’un module projectif fini sur A muni d’une
connexion hermitienne il est possible de construire un nouveau triplet spectral [C7].
Proposition 1.2.7 Soit (A,H,D) un triplet spectral de dimension n et ∇ une connexion her-
mitienne sur un module projectif fini E a` droite sur A. Soit
(
A˜, H˜, D˜
)
de´fini par
A˜ = EndA(E),
H˜ = E ⊗A H⊗A E ,
D˜(ξ ⊗A ψ ⊗A ζ) = ∇(ξ)ψ ⊗A ζ + ξ ⊗A D(ψ)⊗A ζ + ξ ⊗A ψ(∇(ζ)),
pour tous ξ, ζ ∈ E et ψ ∈ H, et ou` EndA(E) de´signe l’alge`bre des endomorphismes de E . Alors(
A˜, H˜, D˜
)
est e´galement un triplet spectral de dimension n.
Notons que les ope´rateurs J˜ et χ˜ associe´s au triplet spectral
(
A˜, H˜, D˜
)
sont donne´s par
J˜ (ξ ⊗A ψ ⊗A ζ) = ζ ⊗A Jψ ⊗A ξ
χ˜(ξ ⊗A ψ ⊗A ζ) = ξ ⊗A χψ ⊗A ζ,
pour tous ξ, ζ ∈ E et ψ ∈ H.
Ce re´sultat ne´cessite quelques explications supple´mentaires. Tout d’abord, indiquons que
E =
{
ξ∗e|ξ ∈ AN
}
est un module a` gauche sur A si E = eAN . L’action a` gauche de a ∈ A sur
ξ∗e ∈ E est donne´e par aξ∗e = (eξa∗)∗.
Pour donner un sens a` l’expression ∇(ξ)Ψ apparaissant dans la de´finition de l’ope´rateur de
Dirac D˜, nous e´crivons d’abord ∇(ξ) sous la forme ∇(ξ) = ∑i ξi⊗ωi avec ξi ∈ E et ωi ∈ Ω1D(A),
puis nous utilisons la repre´sentation de Ω1D(A) comme ope´rateurs sur H pour e´crire
∇(ξ)Ψ =∑
i
ξi ⊗ ωiΨ. (1.91)
De meˆme, on de´finit
Ψ∇(ζ) = J ηiJ −1ψ ⊗ ζi, (1.92)
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ou` on a utilise´ ∇(ζ) = ∑
i
ζi ⊗ ηi avec ζi ∈ E et ηi ∈ Ω1D(A).
A partir de cette de´finition, nous pouvons construire l’action fermionique pour une module
projectif ge´ne´ral. En effet, nous conside´rons Ψ˜ ∈ H˜, et nous de´finissons l’action fermionique
par
Sfermionique[Ψ˜] = 〈Ψ˜, D˜Ψ˜〉. (1.93)
Cette construction permet e´galement de retrouver les fluctuations internes de la me´trique
comme nous allons le voir sur l’exemple suivant.
Exemple 1.2.2
Soit (A,H,D) un triplet spectral et E = A le module hermitien trivial sur A. Les connexions
hermitiennes sur E sont donne´es par ∇ξ = dξ + Aξ pour tout ξ ∈ A et ou` A est une 1-forme
hermitienne.
Il est facile de voir que la construction pre´ce´dente nous donne un nouveau triplet spectral
(A˜, H˜, D˜) avec A˜ = A et H˜ = H.
Pour tous ξ, ζ ∈ E et Ψ ∈ H nous avons
∇(ξ)Ψ = [D, ξ]ψ + AξΨ,
Ψ∇(ζ) = J [D, ζ ]J −1Ψ+ JAξJ −1Ψ. (1.94)
On en de´duit que
D˜(ξJ ζJ −1Ψ) = [D, ξ]J ζJ −1Ψ+ AξJ ζJ −1Ψ
+ ξJ ζJ −1DΨ+ ξJ [D, ζ ]J −1Ψ+ ξJAζJ −1Ψ. (1.95)
En de´veloppant tous les commutateurs apparaissant au second membre de (1.95) et en utilisant
les relations de commutation de l’axiome de re´alite´, on montre que
D˜ξJ ζJ −1Ψ =
(
D + A + JAJ −1
)
ξJ ζJ −1Ψ (1.96)
ce qui prouve que D˜ = D+A+JAJ −1 puisque ξJ ζJ −1Ψ est un e´le´ment ge´ne´rique de H˜ = H.

Ainsi on retrouve l’ope´rateur de Dirac correspondant aux fluctuations internes de la me´trique
comme un cas particulier de la construction pre´ce´dente. Celle-ci ge´ne´ralise les fluctuations
internes aux the´ories de jauge de´finies sur un module projectif non trivial.
1.3 The´orie de Yang-Mills
1.3.1 L’alge`bre diffe´rentielle
Au cours des sections pre´ce´dentes, nous avons de´fini l’espace des formes de degre´ 0 associe´es
a` un triplet spectral (A,H,D) par Ω0D(A) = π(A) ainsi que l’espace des 1-formes
Ω1D(A) =
{∑
i
π(ai) [D, π(bi)] | ai, bi ∈ A
}
, (1.97)
la diffe´rentielle d : Ω0D(A)→ Ω1D(A) e´tant de´finie par dπ(x) = [D, π(x)] pour tout x ∈ A.
Pour de´finir les formes diffe´rentielles de degre´ supe´rieur de manie`re analogue, il est utile
d’introduire l’alge`bre diffe´rentielle universelle sur A.
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De´finition 1.3.1 Soit A une alge`bre. On appelle alge`bre diffe´rentielle universelle sur A
l’alge`bre gradue´e Ω(A) = ⊕k∈N Ωk(A), ou` Ωk(A) est l’espace vectoriel engendre´ par les symboles
a0δa1 . . . δak pour tous a0, a1, . . . , ak ∈ A et les relations δ(ab) = δa b+ a δb pour tous a, b ∈ A
ainsi que δ(1) = 0. La diffe´rentielle d : Ωk(A) → Ωk+1(A) est une application line´aire de´finie
par
d (a0δa1 . . . δak) = δa0δa1 . . . δak (1.98)
pour tous a0, a1, . . . , ak ∈ A.
Cette diffe´rentielle ve´rifie les principales proprie´te´s de la diffe´rentielle usuelle :
Proposition 1.3.1 La diffe´rentielle d est nilpotente et satisfait a` la re`gle de Leibniz gradue´e
d(ωξ) = dω ξ + (−1)pω dξ pour tous ω ∈ Ωp et ξ ∈ Ωq.
Cependant, cette construction est purement alge´brique et ne nous permet pas en tant
que telle de retrouver les formes diffe´rentielles usuelles. En particulier, lorsque A est une
alge`bre de fonctions sur une varie´te´, les formes diffe´rentielles ne satisfont aucune proprie´te´
d’antisyme´trisation, ce qui implique qu’il existe, en dimension n, des formes diffe´rentielles de
degre´ n+ 1.
Pour tenir compte de l’information ge´ome´trique contenue dans tout le triplet spectral
(A,H,D), nous repre´sentons ces formes diffe´rentielles a` l’aide de commutateurs avec l’ope´rateur
de Dirac. En d’autres termes, nous e´tendons la repre´sentation π a` l’ensemble de l’alge`bre
diffe´rentielle universelle par
π(a0δa1 . . . δap) = π(a0) [D, π(a1)] . . . [D, π(ap)] ∀a0, . . . , ap ∈ A. (1.99)
Cependant, cette repre´sentation n’est pas une repre´sentation de la structure diffe´rentielle de
Ω(A) et ne permet pas de de´finir une differentielle sur l’alge`bre π(Ω(A)). En effet, si ω ∈ Ω(A),
alors on ne peut pas de´finir la diffe´rentielle de π(ω) par dπ(ω) = π(dω) car il peut exister des
e´le´ments ω de Ω(A) tels que π(ω) = 0 et π(dω) 6= 0.
Pour reme´dier a` cela, on introduit l’ide´al bilate`re de Ω(A) de´fini par
J = ker π + d(ker π). (1.100)
Cet ide´al est stable par d, ce qui permet de donner une structure d’alge`bre diffe´rentielle au
quotient π(ω)/π(J) [C5].
Proposition 1.3.2 La repre´sentation π de´finit une repre´sentation de l’alge`bre diffe´rentielle
universelle sur le quotient, note´ ΩD(A) et donne´e par
π (Ω(A)) /π(J) = π(Ω(A))/π (d(ker π)) . (1.101)
La diffe´rentielle d’un e´le´ment repre´sente´ par sa classe π(ω) est de´finie par la classe de π(dω).
Elle est nilpotente et satisfait a` la re`gle de Leibniz gradue´e.
Dans la litte´rature, l’ide´al J est souvent appele´ ”junk”, et ses e´le´ments sont nomme´s ”champs
auxiliaires”.
Les e´le´ments de l’alge`bre ΩD(A) sont en fait des classes d’e´quivalence d’ope´rateurs. Pour
pouvoir les manipuler aise´ment dans un cas concret, il est commode d’introduire un produit
scalaire sur π(Ωn(A)) de manie`re a` pouvoir choisir un et un seul repre´sentant orthogonal a` π(J)
[KS]. Ce produit scalaire sur π (Ω(A)) est construit a` l’aide de la trace de Dixmier,
〈π(ω), π(η)〉 = Trω
(
π(ω)∗π(η)|D|−n
)
, (1.102)
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si ω et η sont des e´le´ments de Ω(A) de meˆme degre´, des formes de degre´s diffe´rents e´tant par
de´finition orthogonales.
Nous rappelons que Trω est la trace de Dixmier et que puisque (A,H,D) est un triplet
spectral de dimension n, π(ω) et π(η) sont des ope´rateurs borne´es et π(ω)∗π(η)|D|−n est un
infinite´simal d’ordre un.
Cependant, dans le cas ge´ne´ral, il n’est pas e´vident que cette application de´finisse un produit
scalaire. En effet, il n’est pas possible de montrer que cette forme sesquiline´aire positive est
de´finie positive car il peut arriver que les valeurs propres de π(ω) de´croissent assez rapidement
pour que la trace de Dixmier s’annule. Aussi travaillerons-nous directement avec les classes
d’equivalence d’e´le´ments de π (ω(A)).
Les proprie´te´s usuelles des formes diffe´rentielles et de leur inte´gration sont re´sume´es dans
la notion de cycle (cf Appendice C). Pour faire le lien entre cette notion et la construction
pre´ce´dente, nous utiliserons le re´sultat suivant.
Proposition 1.3.3 La relation
π(ω) 7→ Trω
(
γπ(ω)|D|−n
)
(1.103)
de´finit une trace gradue´e sur π (Ωn(A)),
De´monstration:
Commenc¸ons par remarquer que pour tout ω, η ∈ Ω(A) on a
Trω
(
π(ω)π(η)|D|−n
)
= Trω
(
π(η)π(ω)|D|−n
)
. (1.104)
En effet, d’apre`s l’axiome de re´gularite´, les hypothe`ses du the´ore`me de´montre´ dans [CGS] sont
ve´rifie´es. La relation (1.104) de´coule imme´diatement de ce re´sultat. De meˆme, on pourra trouver
une preuve de cette relation dans [Wa].
Soit ω ∈ Ωp(A) et η ∈ Ωq(A) deux formes diffe´rentielles telles que p + q = n. D’apre`s
l’axiome d’orientabilite´, γ = π(c), ou` c est un n-cycle de Hochschild a` valeurs dans A ⊗ Aop.
Le facteur a` valeurs dans Aop est repre´sente´ par x ∈ A 7→ J π(x)J −1, donc commute avec tous
les e´le´ments de π (Ω(A)). Par conse´quent, en appliquant la relation (1.104), on montre que
Trω
(
γπ(ω)π(η)|D|−n
)
= (−1)pTrω
(
γπ(η)π(ω)|D|−n
)
, (1.105)
puisque γπ(ω) = (−1)pπ(ω)γ en dimension paire et γπ(ω) = π(ω)γ en dimension impaire. La
relation (1.103) de´finit donc une trace gradue´e sur π (Ωn(A)).

Pour pouvoir construire un cycle a` l’aide de l’alge`bre ΩD(A), nous devons faire une hypothe`se
supple´mentaire sur le triplet spectral (A,H,D), qui correspond, dans le cas commutatif, a` la
condition de ”varie´te´ sans bord”.
De´finition 1.3.2 (Condition de fermeture) Un triplet spectral de dimension n satisfait a`
la condition de fermeture si
Trω
(
γ [D, π(a1)] . . . [D, π(an)] |D|−n
)
= 0 (1.106)
pour tous a1, . . . , ap ∈ A.
Cela est a` relier a` la notion de cycle qui pre´sente de manie`re purement alge´brique les
proprie´te´s des formes diffe´rentielles et de leur inte´gration [C5].
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De´finition 1.3.3 Un cycle de dimension n sur une alge`bre A est un quadruplet (Ω, π, d, ∫ ) ou`
1. Ω =
n⊕
k=0
Ωk est une alge`bre gradue´e,
2. π est une repre´sentation de A dans Ω0,
3. d : Ωk → Ωk+1 est une application line´aire satisfaisant a` d2 = 0. a` d (Ωn(A)) = 0 ainsi
qu’a` la re`gle de Leibniz gradue´e d(ωξ) = dω ξ + (−1)pω dξ pour tous ω ∈ Ωp et ξ ∈ Ωq,
4.
∫
: Ωn → C est une forme line´aire telle que ∫ dω = 0 si ω ∈ Ωn−1, et ∫ ωξ = (−1)pq ∫ ξω,
pour tous ω ∈ Ωp et ξ ∈ Ωq tels que p+ q = n.
Lorsque la condition de fermeture est satisfaite, on montre le re´sultat suivant.
Proposition 1.3.4 Si le triplet spectral (A,H,D) satisfait a` la condition de fermeture,
alors l’alge`bre diffe´rentielle ΩD(A) = π (Ω(A)) /π(J) de´finit un cycle (ΩD(A), d, ∫ ) avec∫
: ΩnD(A)→ C donne´ par∫
π(ω) =
1
(4π)n/2Γ(n/2 + 1)
Trω
(
γπ(ω)|D|−n
)
(1.107)
De´monstration:
Puisque les e´le´ments de ΩnD(A) sont des classes d’e´quivalence d’e´le´ments de π(Ωn(A)) nous
devons montrer que la relation (1.107) de´finit bien une application sur l’espace quotient ΩnD(A).
Pour cela, remarquons que deux e´le´ments π(ω) et π(η) de π (Ωn(A)) qui de´finissent la meˆme
classe dans ΩnD(A) diffe`rent par un e´le´ment de π(J) ∩ π (Ωn(A)) qui peut s’e´crire
π(ω)− π(η) =∑
i
[
D, π(ai1)
]
. . .
[
D, π(ain)
]
(1.108)
avec ai1, . . . a
i
n ∈ A. Par application de la condition de fermeture (1.106), on obtient
Trω
(
γπ(ω)|D|−n
)
= Trω
(
γπ(η)|D|−n
)
, (1.109)
ce qui prouve que
∫
passe au quotient. Il de´coule alors des re´sultats pre´ce´dents que
∫
que
(ΩD(A), d,
∫
) est un cycle.

Le facteur de normalisation de la relation (1.107) est choisi de manie`re a` retrouver
l’inte´gration usuelle des formes diffe´rentielles. De fac¸on ge´ne´rale, nous notons
∫
−γπ(ω)dsn = 1
(4π)n/2Γ(n/2 + 1)
Trω
(
π(ω)|D|−n
)
(1.110)
pour tout e´le´ment ω de Ω(A).
On en de´duit ausitoˆt que le caracte`re de ce cycle est un cocycle cyclique de dimension n.
Proposition 1.3.5 (A,H,D) satisfait a` la condition de fermeture si et seulement si l’applica-
tion
φ(a0, a1, . . . , an) =
∫
− γa0 [D, a1] . . . [D, an] dsn (1.111)
est un cocyle cyclique de dimension n.
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De´monstration:
En effet, si la condition de fermeture est satisfaite, alors φ est le caracte`re d’un cycle et est un
cocycle cyclique. Re´ciproquement, si φ est un cocycle cyclique alors∫
− γ [D, a1] . . . [D, an] dsn = φ(1, a1, . . . , an)
= (−1)nφ(a1, . . . , an, 1)
= 0.

Nous verrons ulte´rieurement que la ge´ne´ralisation non commutative des the´ories de Yang-
Mills et de Chern-Simons nous ame`ne a` coupler ce cocycle cylique a` la K-the´orie pour obtenir
des quantite´s stables par de´formation.
Il est aussi intere´ssant de noter que la condition de fermeture rend possible l’inte´gration par
parties.
Proposition 1.3.6 Si le triplet spectral (A,H,D) ve´rifie la condition de fermeture, alors la
re`gle d’inte´gration par parties,∫
−γdπ(ω)π(η)dsn = (−1)p+1
∫
−γπ(ω)dπ(η)dsn (1.112)
pour tous ω ∈ Ωp(A) et η ∈ Ωn−p−1(A), est valide.
Ce re´sultat, utile dans les calculs, passe au quotient et permet de de´finir l’inte´gration par
parties sur ΩnD(A).
Enfin, terminons par l’e´tude du cas commutatif.
Exemple 1.3.1
Soit A = C∞(M) l’alge`bre des fonctions lisses sur une varie´te´ compacte sans bord M de
dimension n munie d’une structure spinorielle, H l’espace de Hilbert des spineurs de carre´
sommable sur M et D = iγµ(∂µ + ωµ) l’ope´rateur de Dirac usuel. Nous allons montrer que le
re´sultat de la construction pre´ce´dente est identique au complexe de de Rham.
Les fonctions f ∈ A agissent sur H par multiplication, ce qui entraˆıne que [D, f ] = iγµ∂µf .
Un e´le´ment ge´ne´rique de π(Ωp(A)) s’e´crit sous la forme∑
i
γµ1 . . . γµpf i0∂µ1f
i
1 . . . ∂µpf
i
p, (1.113)
avec f0, . . . , fp ∈ A.
Il est e´vident que pour p = 0, π (Ω0(A)) = Ω0D(A) = A, ce qui est identique au 0-formes
de de Rham. De meˆme, lorsque p = 1, on a π (Ω1(A)) = Ω1D(A), un e´le´ment quelconque de cet
ensemble pouvant eˆtre assimile´ a` une 1-forme de de Rham ωµdx
µ si on identifie iγµ et dxµ et
si on pose
ωµ =
∑
i
f i0∂µf
i
1∂µ. (1.114)
Re´ciproquement, toute 1-forme de de Rham peut se mettre sous la forme pre´ce´dente.
Lorsque p = 2, si on veut encore pouvoir identifier iγµ et dxµ, nous devons faire apparaˆıtre le
produit comple`tement antisyme´trique des matrices de Dirac dans (1.113), et e´crire un e´le´ment
ge´ne´rique de π(Ω2(A)) sous la forme
∑
i
1
2
(iγµ1iγµ2 − iγµ2iγµ1) f i0∂µ1f i1∂µ2f i2 −
∑
i
gµ1µ2f i0∂µ1f
i
1∂µ2f
i
2 (1.115)
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Montrons que le second terme de (1.115) est un e´le´ment de π(J)∩ π (Ω2(A)). En effet, tous les
e´le´ments π(J) ∩ π (Ω2(A)) s’e´crivent comme∑
i
iγµ1iγµ2∂µ1h
i
1∂µ2h
i
2 = −
∑
i
gµ1µ2∂µ1h
i
1∂µ2h
i
2 (1.116)
ou` les fonctions hi1 et h
i
2 satisfont a` la condition∑
i
hi1∂µh
i
2 = 0. (1.117)
En utilisant l’identite´ ∑
i
f i0f
i
1∂µf
i
2 + f
i
0∂µf
i
1f
i
2 − f i0∂µ
(
f i1f
i
2
)
= 0, (1.118)
on montre que le second terme de (1.115) est un e´le´ment de π(J)∩ π (Ω2(A)). Par conse´quent,
on peut identifier le premier membre de (1.115) a` la 2-forme 1/2ωµ1µ2dx
µ1dxµ2 avec
ωµ1µ2 =
∑
i
1
2
f i0
(
∂µ1f
i
1∂µ2f
i
2 − ∂µ2f i1∂µ1f i2
)
(1.119)
Cela nous a permis de choisir dans l’espace quotient Ω2D(A) un unique repre´sentant de chaque
classe qui correspond au produit totalement antisyme´trise´ des matrices de Dirac.
La de´rive´ exte´rieure d’une 1-forme ωµdx
µ est donne´e par
dω =
1
2
∂µωνdx
µdxν . (1.120)
Le produit exte´rieur de ω par une autre 1-forme η = ηνdx
ν s’obtient en le multipliant en tant
qu’ope´rateurs sur H puis en antisyme´trisant le re´sultat obtenu. Le re´sultat est
ω ∧ η = (ωµην − ωνηµ) dxµ ∧ dxν . (1.121)
En ce qui concerne la de´termination des formes de degre´ p > 2, la de´marche employe´e est
en tout point identique : on obtient un isomorphisme d’alge`bres diffe´rentielles entre ΩnD(A),
dont le repre´sentant de chaque classe est un produit totalement antisyme´trique de matrices de
Dirac, et les formes de degre´ n de de Rham en identifiant iγµ et dxµ [C5].
En utilisant la relation γn+1γσ(1) . . . γσ(n) = in/2ǫ(σ) valable en dimension paire, on montre
facilement que, en toute dimension,∫
−(f0, f1, . . . , fn) = i
n(n−1)
2
∫
M
f0 ∧ df1 ∧ . . . ∧ dfn. (1.122)
On retouve le complexe de de Rham et la the´orie usuelle de l’inte´gration des formes
diffe´rentielles.
Avant de clore l’e´tude de cet exemple, il convient de faire deux remarques. Tout d’abord,
dans le cas particulier conside´re´, il est possible de de´finir sur π (Ωp(A)) un produit scalaire par
〈π(ω), π(η)〉 = Trω
(
π(ω)∗π(η)|D|−n
)
. (1.123)
La ve´rification de tous les axiomes relatifs au produit scalaire est e´vidente car on a (cf Appendice
A)
Trω
(
π(ω)∗π(η)|D|−n)
)
=
1
(4π)n/2Γ(n/2 + 1)
∫
M
√
g dxnTr (π(ω)∗π(η)) , (1.124)
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Tr de´signant la trace sur les matrices de Dirac. Le choix d’un repre´sentant comple`tement
antisyme´trique correspond a` la de´finition de ΩD(A) comme le suple´mentaire orthogonal de
π(J ) pour ce produit scalaire.
En second lieu, il est utile de remarquer que notre de´termination des formes de degre´ 0, 1
et 2 n’utilise que les proprie´te´s de base des matrices de Dirac et la commutation [∂µ, ∂ν ] = 0
des de´rivations de A, mais ne repose absolument pas sur la commutativite´ de l’alge`bre. Nous
verrons ulte´rieurement que ce re´sultat s’applique encore au tore non commutatif (cf §4.1.4). 
1.3.2 Courbure et identite´s de Bianchi
Pour de´finir la courbure d’une connexion ∇, il est ne´cessaire de prolonger ∇ en une appli-
cation de E ⊗A ΩD(A) dans E ⊗A ΩD(A) [C5].
Proposition 1.3.7 ∇ s’e´tend de manie`re unique en une application line´aire de E ⊗A ΩD(A)
dans E ⊗A ΩD(A) satisfaisant a` la relation
∇(ξ ⊗ ω) = ∇(ξ)ω + ξ ⊗ dω (1.125)
pour tous ξ ∈ E et ω ∈ ΩD(A).
Le produit ∇(ξ)ω est de´fini de la manie`re suivante. Puisque ∇(ξ) est un e´le´ment de E ⊗A
Ω1D(A), on peut le mettre sous la forme ∇(ξ) =
∑
i ξi ⊗ ωi avec ξi ∈ E et ωi ∈ Ω1D(A). Par
de´finition, on prend
∇(ξ)ω =∑
i
ξi ⊗ ωiω, (1.126)
ou` le dernier produit ωiω est le produit usuel dans ΩD(A). Il convient de remarquer que puisque
ΩpD(A) est un ensemble quotient pour p > 1, le produit ωiω est un ensemble d’ope´rateurs sur
H.
A partir de cette de´finition de ∇ sur tous les e´le´ments de E ⊗A ΩD(A), on ve´rifie aise´ment
la proposition suivante [C5].
Proposition 1.3.8 ∇ : E ⊗A ΩD(A)→ E ⊗A ΩD(A) satisfait a` la re`gle de Leibnitz gradue´e
∇(ηω) = ∇(η)ω + (−1)pη∇(ω), (1.127)
pour tous η ∈ E ⊗A ΩpD(A) et ω ∈ ΩqD(A).
Cela permet de de´finir toutes les puissances ∇n de la connexion ∇. En particulier, nous
pouvons conside´rer ∇2 comme une application de E dans E ⊗AΩ2D(A). Cette application ve´rifie
la proprie´te´ suivante [C5].
De´finition 1.3.4 La restriction F de ∇2 de E dans E ⊗AΩ2D(A) est un morphisme de modules
a` droite sur A appele´ courbure.
A partir de cette de´finition, il est facile de montrer que sous une transformation de jauge,
la courbure se transforme comme suit.
Proposition 1.3.9 Sous une transformation de jauge de´termine´e par un endomorphisme uni-
taire u ∈ U(E), la courbure F se transforme en uFu∗.
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De´monstration:
Sous une transformation de jauge, ∇ devient u∇u∗, donc ∇2 devient u∇2u∗. Puisque la multi-
plication par u laisse E ⊗A Ω2D(A) stable, il est clair que F devient uFu∗. 
Lorsque le module hermitien est e´crit sous la forme E = eAN , il est possible d’obtenir une
expression explicite de F .
Proposition 1.3.10 Soit e ∈MN(A) la projection hermitienne associe´e au module E = eAN ,
∇0 la connexion grassmanienne et ∇ = ∇0 + eAe une connexion hermitienne quelconque, ou`
A est un e´le´ment hermitien de MN (Ω
1
D(A)). La courbure de cette connexion est
F = edede+ ed(eAe)e + (eAe)2. (1.128)
De´monstration:
Soit ξ un e´le´ment quelconque de AN . Par de´finition de ∇, on a
∇(eξ) = ed(eξ) + eAeξ.
= edeξ + edξ + eAeξ
= edξ +Bξ, (1.129)
ou` B = ede+eAe est une matrice de 1-formes qui de´finit un homomorphisme entre les modules
eAN et e (Ω1D(A))N . En de´signant par (ǫi)1≤i≤N la base canonique de AN , nous avons B(ξ) =∑
i,j eǫiBijξj, avec Bij ∈ Ω2D(A) ainsi que edξ =
∑
i eǫidξi pour tout ξ =
∑
i ǫiξi.
En utilisant l’isomorphisme canonique entre eAN ⊗A Ω1D(A) et e (Ω1D(A))N , nous pouvons
e´crire
∇(eξ) =∑
i
eǫi ⊗ dξi +
∑
i,j
eǫi ⊗ Bijξj. (1.130)
Sous cette forme, il est facile d’appliquer a` nouveau ∇ qui est de´fini sur les produits tensoriels.
On obtient
∇2(eξ) = ∑
i
ed(eǫi)⊗ dξiBeǫi ⊗ dξi + eǫi ⊗ d2ξi
+
∑
i,j
ed(eǫi)⊗ Bijξj +Beǫi ⊗Bijξj + eǫi ⊗ d(Bijξj). (1.131)
En utilisant les proprie´te´s de la de´rive´e exte´rieure d et l’isomorphisme canonique entre eAN ⊗A
Ω2D(A) et e (Ω2D(A))N , nous pouvons exprimer ∇2(eξ) a` l’aide de A,
∇2(eξ) = edeedeξ + edeeAeξ + eAedeξ + eAeAeξ
+ed(ede)ξ + ed(eAe)ξ − ededξ − eAedξ + ededξ + eAedξ. (1.132)
Puisque e est une projection, on a de = ede + dee, ce qui implique que edee = 0. L’expression
pre´ce´dente se simplifie en
∇2(eξ) = ededeξ + eAedeξ + eAeAeξ + ed(eAe)ξ, (1.133)
et ne contient plus de termes en dξ, ce qui est normal car ∇2 est A-line´aire. Pour obtenir le
re´sultat annonce´, il suffit de de´velopper ed(eAe) en utilisant la re`gle de Leibniz gradue´e et
d’utiliser une fois encore la relation de = ede+ dee. 
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Ce re´sultat appelle deux remarques. Tout d’abord, il est sous-entendu dans la de´monstration
pre´ce´dente que lorsque nous de´rivons une matrice dont les coefficients sont des formes
diffe´rentielles, nous de´rivons en fait chacun de ces coefficients. De meˆme, lorsque nous multi-
plions une matrice de p-formes par une matrice de q-formes, nous utilisons la de´finition usuelle
du produit de matrice et nous multiplions les formes entre elles de manie`re a` avoir une matrice
de (p + q)-formes. Ces deux de´finitions donnent un sens aux expressions d(eAe) et eAeAe et
justifient l’emploi des proprie´te´s usuelles de d (d2 = 0 ainsi que la re`gle de Leibniz gradue´e)
dans la de´monstration pre´ce´dente.
Ensuite, il est inte´ressant de remarquer que lorsque e = 1, ce qui correspond a` un module
libre, la courbure se re´duit a` sa forme usuelle F = dA + A2. Dans le cas contraire la the´orie
correspond a` une the´orie de jauge sur un fibre´ non trivial. La relation (1.128) nous montre que
meˆme si A = 0, la courbure F est en ge´ne´ral non nulle lorsque e est non trivial.
En ge´ome´trie diffe´rentielle usuelle, il exite une identite´ appele´e identite´ de Bianchi permet-
tant de relier une connexion et sa courbure. Cela se ge´ne´ralise aise´ment au cas non commutatif.
De´finition 1.3.5 La relation [∇, F ] = 0 est appele´e identite´ de Bianchi.
Puisque F est une matrice de 2-formes, l’identite´ de Bianchi est une relation entre matrices
de 3-formes, qui s’e´crit, lorsque la topologie est triviale, sous la forme usuelle dF + [A, F ] = 0.
Pour nous convaincre de la pertinence de toutes ces de´finitions, examinons le cas particulier
d’une the´orie de jauge avec un fibre´ trivial sur une varie´te´ ordinaire.
Exemple 1.3.2
Soit M une varie´te´ compacte munie d’une structure de spin et E un fibre´ vectoriel complexe
trivial de rang N au dessus deM. Bien entendu, nous identifions l’alge`bre diffe´rentielle ΩD(A)
avec le complexe de de Rham en choisissant dans chaque classe le repre´sentant totalement
antisyme´trique.
En coordonne´es locales xµ, l’action d’une connexion ∇ sur une section ξ de E s’e´crit
∇(ξ) = Dµξ ⊗ dxµ, (1.134)
ou` Dµ = ∂µ +Aµ, ou` Aµ est une matrice N ×N antihermitienne, fonction des coordonne´es xµ.
En utilisant le caracte`re antisyme´trique du produit de 1-formes on obtient
∇2(ξ) = 1/2Fµνξ ⊗ dxµ ∧ dxν , (1.135)
ou`
Fµν = [Dµ, Dν ] = ∂µAν − ∂µAν + [Aµ, Aν ] (1.136)
est la courbure usuelle du champ de jauge Aµ.
Les transformations de jauge correspondent aux matrices unitaires fonctions des coordonne´es
xµ. Par conse´quent, le groupe de jauge est U(N) et sous la transformation de jauge de´termine´e
par l’unitaire g, la connexion ∇ devient g∇g−1 ce qui est e´quivalent a`
Aµ → gAµg−1 + g∂µg−1. (1.137)
La relation [∇,∇2] = 0 nous donne
[Dλ, Fµν ]P (dx
λ ⊗ dxµ ∧ dxν) = 0, (1.138)
1.3. THE´ORIE DE YANG-MILLS 45
ou` P est le projecteur sur la partie totalement antisyme´trique. Apre`s avoir explicite´ P , on
obtient
1
3
[Dλ, Fµν ] dx
λ ∧ dxµ ∧ dxν = 0. (1.139)
Apre`s deux permutations cycliques des indices, on obtient
DλFµν +DµFνλ +DνFλµ = 0, (1.140)
ce qui est la forme usuelle des identite´s de Bianchi. 
1.3.3 Action de Yang-Mills
Au cours de la section pre´ce´dente, nous avons vu que la courbure d’une connexion pouvait
eˆtre identifie´e de manie`re canonique a` une matrice a` coefficients dans Ω2D(A). Cela nous permet
d’associer a` toute connexion un nombre re´el, qui, dans le cas classique, n’est autre de l’action
de Yang-Mills
SYM [Aµ] = −1
2
∫
M
Tr (FµνF
µν) . (1.141)
Dans le cas ge´ne´ral, cette construction est plus complique´e car les e´le´ments de Ω2D(A) sont des
classes d’e´quivalences d’ope´rateurs.
Conside´rons un triplet spectral (A,H,D) de dimension n et un module projectif fini E a`
droite sur A muni d’une structure hermitienne. Sans perte de ge´ne´ralite´, nous pouvons supposer
que E = eAN , ou` e ∈ MN (A) est une projection hermitienne. La structure hermitienne sur E
est la structure hermitienne induite par celle de AN et nous de´signons par ∇ une connexion
hermitienne sur E de courbure F .
Notons π˜ la projection canonique de π (Ω(A)) dans ΩD(A). π˜ s’e´tend canoniquement en
un morphisme d’alge`bres gradue´es de MN (A) ⊗A π(Ω(A)) dans MN (A) ⊗A ΩD(A). Soit G ∈
MN (A) ⊗A π(Ω2(A)) tel que π˜(G) = F . G est une matrice N × N dont les e´le´ments Gij
appartiennent a` l’alge`bre B(H) des ope´rateurs borne´s sur H. GG∗ est e´galement une telle
matrice et on lui associe l’ope´rateur borne´ Tr(GG∗) =
∑
i,jGijG
∗
ij. Puisque Tr(GG
∗) est borne´,
Tr(GG∗)|D|−n est un infinite´simal d’ordre un si bien que la quantite´
∫
−Tr(GG∗)dsn = 1
(4π)n/2Γ(1 + n/2)
Trω
(
Tr(GG∗)|D|−n
)
(1.142)
est bien de´finie. Nous de´finissons alors l’action de Yang-Mills comme suit [C5].
De´finition 1.3.6 L’action de Yang-Mills est la fonctionnelle de´finie sur l’espace des connex-
ions hermitiennes par
SYM [∇] = inf
p˜i(G)=F
∫
−Tr (GG∗) dsn, (1.143)
ou` F est la courbure de ∇ et la borne infe´rieure est a` prendre sur tous les repre´sentants possibles
de F .
La fonctionnelle pre´ce´dente satisfait au proprie´te´s usuelles de l’action de Yang-Mills [C5].
Proposition 1.3.11 L’action de Yang-Mills est une fonctionnelle positive et invariante sous
les transformations de jauge.
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De´monstration:
Bien que la de´monstration de ce re´sultat se trouve dans [C5], nous en donnons ici une version
diffe´rente. Puisque la positivite´ ne fait aucun doute, e´tudions l’invariance.
Dans un premier temps, remarquons que sous une transformation de jauge de´termine´e par
un endomorphisme unitaire u du module E , les lois de transformation de la connexion et de sa
courbure sont ∇→ u∇u∗ et F → uFu∗.
Soit G ∈ π(Ω2(A)) un repre´sentant de F . Stricto sensu, la loi de transformation de G ne
peut pas eˆtre de´finie puisque G n’est pas de´fini univoquement a` partir de ∇. Cependant, on
peut remarquer que π˜(uGu∗) = π˜(u)π˜(G)π˜(u∗) = uFu∗. Ainsi uGu∗ est un repre´sentant de la
courbure de u∇u∗, ce qui implique
SYM [u∇u∗] ≤
∫
−Tr (uGG∗u∗) dsn. (1.144)
En utilisant la proprie´te´ de trace sur l’alge`bre π(Ω(A)) de l’application π(ω) 7→
∫
−π(ω)dsn, on
a ∫
−Tr (uGG∗u∗) dsn =
∫
−Tr (GG∗) dsn, (1.145)
d’ou` l’ine´galite´ SYM [u∇u∗] ≤ SYM [∇].
En appliquant cette meˆme ine´galite´ a` la connexion u∗∇u puis en changeant u en u∗, on
obtient SYM [∇] ≤ SYM [u∇u∗], d’ou` l’e´galite´ et l’invariance de jauge de l’action de Yang-Mills.

La de´finition de l’action de Yang-Mills est complique´e par le fait que nous travaillons avec
des classes d’e´quivalence d’ope´rateurs et que nous n’avons pas, en ge´ne´ral, de possibilite´ de
choisir canoniquement un et un seul e´le´ment dans chaque classe.
Dans le cas commutatif, l’application
〈π(ω), π(η)〉 =
∫
−Tr (π(ω)∗π(η)) dsn (1.146)
permet de de´finir un produit scalaire sur l’alge`bre gradue´e π(Ω(A))⊗AMN (A). A l’aide de ce
produit tensoriel, on peut choisir dans π(Ωp(A)) un et un seul repre´sentant de la classe de F 2
qui est orthogonal a` tous les e´le´ments de π(J) ∩ π(Ω2(A)) (cf §1.3.1). Si nous notons encore
F le repre´sentant qui correspond au produit totalement antisyme´trique de matrices de Dirac,
alors F est orthogonal a` tout e´le´ment de π(J) ∩ π(Ω2(A)) et tout repre´sentant de la courbure
s’e´crit sous la forme G = F + θ, avec θ ∈ π(J) ∩ π(Ω2(A)). De plus on a∫
−Tr(GG∗)dsn =
∫
−Tr(FF∗)dsn +
∫
−Tr(θθ∗)dsn (1.147)
par suite de l’orthogonalite´ de θ et F . On en de´duit que la valeur minimale du second membre
de (1.147) est obtenue pour θ = 0, ce qui implique que
SYM [∇] =
∫
−Tr(FF∗)dsn. (1.148)
On retrouve ainsi la forme usuelle de l’action de Yang-Mills car la projection orthogonale
correspond au choix du repre´sentant re´alisant le minimum de la fonctionnelle de Yang-Mills.
Ce re´sultat s’e´tend au cas d’un triplet spectral obtenu par produit d’une ge´ome´trie commutative
par une triplet spectral fini [SZ].
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1.3.4 Une ine´galite´ en dimension 4
En dimension 4, l’action de Yang-Mills admet une borne infe´rieure de nature topologique qui
joue un roˆle central en the´orie quantique des champs [Sh]. Avant de ge´ne´raliser cette ine´galite´
au cas non commutatif, commenc¸ons par e´tudier une the´orie de Yang-Mills associe´e a` un fibre´
principal sur une varie´te´ compacte munie d’une me´trique euclidienne. En coordonne´es locales, la
connexion peut s’e´crire comme une 1-forme A = Aµdx
µ a` valeurs dans l’alge`bre de Lie du groupe
de jauge, SU(N) par exemple, et sa courbure est repre´sente´e par la 2-forme F = 1/2Fµνdx
µ∧dxν
avec Fµν = ∂µAν − ∂µAν + [Aµ, Aν ]. L’action de Yang-Mills est
SYM = −1
4
∫
M
√
g dx4gµρgνσTr(FµνFρσ) = −1
2
∫
M
Tr(F ∧ ∗F) (1.149)
le signe − e´tant choisi de manie´re a` obtenir une action positive car Fµν est une matrice anti-
hermitienne. Le dual de Hodge ∗ est de´fini sur les 2-formes par
∗ F =
√
g
4
ǫµνρσF
µνdxρdxσ (1.150)
et satisfait a` ∗(∗F ) = F .
Il est facile de voir que l’action de Yang-Mills satisfait a` l’ine´galite´
SYM = −1
2
∫
M
Tr(F ∧ ∗F) ≥ −1
2
∫
M
Tr(F ∧ F). (1.151)
De plus, le second membre de (1.151) s’e´crit localement comme l’inte´grale d’une de´rive´e totale,
1
2
∫
M
Tr(F ∧ F) = 1
2
∫
M
dTr
(
A ∧ dA + 2
3
A3
)
, (1.152)
et ne de´pend que de la topologie du fibre´ sous-jacent.
Nous allons ge´ne´raliser les re´sultats pre´ce´dents a` une the´orie de jauge de´finie sur un triplet
spectral de dimension 4 [C5].
The´ore`me 1.3.1 Soit (A,H,D) un triplet spectral de dimension 4 satisfaisant a` la condition
de fermeture et soit ∇ une connexion sur un module hermitien E sur l’alge`bre A. Si e ∈MN(A)
est le projecteur correspondant a` E , alors l’action de Yang-Mills satisfait a` l’ine´galite´
SYM [∇] ≥ |
∫
−γTr ( edededede) ds4|, (1.153)
ou` γ est la chiralite´ associe´e a` (A,H,D) et de = [D, e].
De´monstration:
Sans perte de ge´ne´ralite´, nous pouvons supposer que E = eAN ou` e ∈ MN(A) ve´rifie
e2 = e∗ = e. L’action de ∇ sur eξ ∈ E s’e´crit ∇(eξ) = ed(eξ) + eAeξ, ou` A est un e´le´ment
hermitien de MN (A)⊗A Ω1D(A). La courbure de cette connexion est une matrice d’e´le´ments de
Ω2D(A) donne´e par F = edede+ ed(eAe)e+ eAeAe. Rappelons que Ω2D(A) est forme´ de classes
d’e´quivalence d’ope´rateurs borne´s, aussi choisissons un repre´sentant quelconque F1 de F .
Puisque γ est une involution hermitienne de carre´ 1 qui commute avec F1, on a∫
−(γ ± 1)2Tr (F∗1F1) ds4 ≥ 0, (1.154)
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puis, en de´veloppant le premier membre, on obtient
±
∫
−γTr (F∗1F1) ds4 ≤
∫
−Tr (F∗1F1) ds4. (1.155)
Cette ine´galite´ est l’analogue non commutatif de (1.151), il nous reste cependant a` comparer le
premier membre de (1.155) avec l’action de Yang-Mills et il nous faut aussi mettre en e´vidence
la signification topologique de son second membre.
Commenc¸ons par noter que le second membre de (1.155) ne de´pend pas du repre´sentant F1
de la courbure F . En effet, si F2 est un autre repre´sentant de F , alors F1 − F2 = θ, ou` θ est
une matrice a` coefficients dans π(J) ∩ π(Ω2(A)), d’ou`
F1F
∗
1 = F2F
∗
2 + F2θ
∗ + θF ∗2 + θθ
∗︸ ︷︷ ︸
θ′
. (1.156)
Puisque J est un ide´al stable par involution, Tr(θ′) est un e´le´ment de J ∩ π(Ω4(A)) et peut
s’e´crire sous la forme
Tr(θ′) =
∑
i
[
D, ai1
] [
D, ai2
] [
D, ai3
] [
D, ai4
]
(1.157)
avec aip ∈ A. En utilisant la condition de fermeture, on obtient
∫
−γTr(θ′)ds4 = 0, ce qui montre
que
∫
−γTr(F1F∗1)ds4 =
∫
−γTr(F2F∗2)ds4. Notant
∫−γTr(FF∗)ds4 ce nombre, on a
∫
−γTr (F∗1F1) ds4 ≥
∫
−γTr (F∗F) ds4. (1.158)
Puisque cette ine´galite´ est vraie pour tout repre´sentant F1 de F , on a, par passage a` la borne
inferieure,
SYM [∇] ≥
∫
−γTr (F∗F) ds4 (1.159)
Pour de´montrer le the´ore`me pre´ce´dent, il nous reste a` expliciter le second membre de (1.159)
et a` montrer qu’il ne de´pend de la projection e.
Le lemme suivant introduit en ge´ome´trie non commutative l’analogue de la forme de Chern-
Simons AdA + 2/3A3.
Lemme 1.3.1 Soit B ∈ MN(A) ⊗A Ω1D(A) une 1-forme hermitienne a` valeurs dans MN(A)
et soit G = dB +B2 ∈MN (A)⊗A Ω1D(A) sa courbure. Alors on a∫
−γTr(G21)ds4 = 0, (1.160)
pour tout repre´sentant G1 de la classe de G.
De´monstration:
Pour montrer ce lemme, introduisons la 3-forme a` valeurs matricielles
K = BdB +
2
3
B3. (1.161)
Par de´rivation, on obtient dans MN(A)⊗A Ω4D(A)
dK = dBdB +
2
3
dBB2 − 2
3
BdBB +
2
3
B2dB, (1.162)
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soit en introduisant la courbure G = dB +B2,
dK =
(
G−B2
)2
+
2
3
(
G− B2
)
B2 − 2
3
B
(
G−B2
)
B +
2
3
B2
(
G− B2
)
. (1.163)
Si G1 est un repre´sentant de la classe de G, alors il de´coule de la structure d’ide´al de J que(
G1 − B2
)2
+
2
3
B2
(
G1 −B2
)
− 2
3
B
(
G1 −B2
)
B +
2
3
(
G1 −B2
)
B2 (1.164)
est un repre´sentant de la classe de dK. Puisque dK est une de´rive´e, la condition de fermeture
implique que l’inte´grale de tous ses repre´sentants est nulle. On en de´duit que∫−γTr (G1 − B2)2 ds4 + 23 ∫−γTr (B2(G1 − B2)) ds4
−2
3
∫−γTr (B(G1 − B2)B) ds4 + 23 ∫−γTr ((G1 − B2)B2) ds4 = 0. (1.165)
En utilisant les proprie´te´s de trace gradue´e de
∫−γTr sur π(ω4D(A)), la relation pre´ce´dente se
re´duit a` ∫
−γTr (G1)2 ds4 = 0, (1.166)
ce qui prouve le lemme. 
Pour de´montrer le re´sultat annonce´, appliquons le lemme pre´ce´dent a`
B = ede− dee + eAe. (1.167)
Pour calculer la courbure G = dB +B2, de´terminons
dB = d (ede− dee+ eAe) = 2dede+ d(eAe) (1.168)
et
B2 = (ede− dee+ eAe)2 ,
= −ededee− deede− deeAe + eAede+ eAeAe, (1.169)
ou` on a utilise´ les relations de = ede+dee et edee = 0 obtenues en de´rivant e2 = e. Regroupant
tous les termes, on a
G = dede− deeAe + eAede + d(eAe) + eAeAe, (1.170)
ce qui nous donne
eGe = edede+ ed(eAe)e + eAeAe = F (1.171)
eG(1− e) = (1− e)Ge = 0 (1.172)
(1− e)G(1− e) = deede. (1.173)
Introduisons un repre´sentant hermitien F1 de la classe d’e´quivalence de la courbure F = edede+
ed(eAe)e + eAeAe. Ainsi
G1 = (1− e) [D, e] [D, e] + F1 (1.174)
est un repre´sentant hermitien de G et on a
(G1)
2 = (1− e)dede(1− e)dede+ (F1)2
= (1− e)dededede+ (F1)2 . (1.175)
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En appliquant le lemme pre´ce´dent, on trouve∫
−γTr ((1− e)dededede) ds4 +
∫
−γTr (F1F∗1) ds4 = 0. (1.176)
D’apre`s la condition de fermeture on a∫
−γTr (dededede) ds4 = 0, (1.177)
d’o`u ∫
−γTr (F1F∗1) ds4 =
∫
−γTr (edededede) ds4, (1.178)
ce qui ache`ve de de´montrer le re´sultat annonce´. 
Nous avons montre´ que l’action de Yang-Mills est borne´e par un nombre qui ne de´pend
que du projecteur e de´finissant le module projectif E . Cependant, pour pouvoir interpre´ter
ce nombre comme une quantite´ topologique, il nous faut prouver que seule importe la classe
d’e´quivalence du projecteur e dans le groupe K0(A)
Proposition 1.3.12 Sous les hypothe`ses du the´ore`me pre´ce´dent, la quantite´∫
−γTr (edededede) ds4 (1.179)
ne de´pend que de la classe de e dans K0(A).
De´monstration:
Puisque le triplet (A,H,D) satisfait a` la condition de fermeture, Φ de´fini par
Φ(a0, a1, . . . , a4) =
∫
−γa0 [D, a1] . . . [D, a4] ds4 (1.180)
pour tout a0, . . . , a4 ∈ A est le caracte`re du cycle associe´ a` l’alge`bre diffe´rentielle ΩD(A) (cf
§1.3.1). De plus, ce caracte`re de´termine un cocycle cyclique sur MN (A) en faisant le produit
”cup” avec la trace naturelle de MN (A) dans A (cf Appendice C). Le cocycle obtenu est donne´
par
Φ˜(a0, a1, . . . , a4) =
∫
−γTr (a0 [D, a1] . . . [D, a4]) ds4 (1.181)
Par conse´quent, Φ˜ est un cocycle cyclique, et Φ˜(e, e, e, e, e) est, a` un facteur de normalisa-
tion pre`s, l’accouplement entre ce cocycle cyclique et le groupe K0(A), ce qui implique que
Φ˜(e, e, e, e, e) ne de´pend que de la classe d’e´quivalence de e dans K0(A). 
Ainsi, nous avons ge´ne´ralise´ au cas non commutatif la minoration de l’action de Yang-Mills
par une quantite´ de nature topologique. En ge´ome´trie diffe´rentielle ordinaire, on peut montrer
que ce minorant est toujours le produit d’une constante nume´rique par un nombre entier appele´
”indice de Pontryagin”. Ce re´sultat ne s’e´tend pas en toute ge´ne´ralite´ au cas non commutatif,
mais nous montrerons, en appliquant le the´ore`me de l’indice [CM1], qu’il reste valide sur le tore
non commutatif.
L’ine´galite´ pre´ce´dente ne peut eˆtre valable que pour un triplet spectral de dimension 4. En
effet, en dimension n 6= 4, l’action de Yang-Mills se transforme en Λ4−n sous la transformation
D → ΛD pour tout Λ > 0, alors qu’une quantite´ topologique est ne´cessairement invariante sous
cette transformation.
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1.3.5 Action de Chern-Simons
Une the´orie des champs topologique [BBRT] est une the´orie des champs dont la construction
ne ne´cessite que des informations de nature topologique sur la structure de l’espace temps. La
quanfication d’une telle the´orie permet de de´terminer explicitement des invariants topologiques,
et se re´ve`le tre`s utile sur le plan mathe´matique.
Parmi toutes les the´ories topologiques, celle de Chern-Simons est certainement la plus ce´le`bre
car elle permet de de´terminer des invariants topologiques des varie´te´s de dimension 3, qui ne
sont autres que les valeurs de la fonction de partition pour diffe´rents choix de l’espace-temps.
De plus, les valeurs moyennes dans le vide de certaines observables (les lignes de Wilson) sont
directement relie´s aux invariants polynomiaux de la the´orie des noeuds [Wi].
Plus pre´cise´ment, si M est une varie´te´ compacte de dimension 3 et G un groupe de Lie
compact, que l’on peut choisir comme e´tant SU(N) pour fixer les ide´es, on de´finit pour toute
1-forme A a` valeurs dans l’alge`bre de Lie de G, l’action de Chern-Simons par
SCS[A] =
k
4π
∫
Tr
(
AdA +
2
3
A3
)
, (1.182)
ou` k ∈ R est une constante de couplage. Il est remarquable que cette action ne fasse pas appel
au choix d’une me´trique sur M, puisqu’on inte`gre une 3-forme en dimension 3.
Sous une transformation de jauge de´termine´e par une application g deM dans G, le champ
de jauge A devient Ag = gAg−1 + gdg−1 et il est facile de montrer, en utilisant les proprie´te´s
usuelles de l’inte´gration des formes differentielles, que l’action n’est pas invariante de jauge,
SCS[A
g] = SCS[A] +
k
12π
∫
Tr
((
gdg−1
)3)
. (1.183)
Si nous normalisons les ge´ne´rateurs T a de l’alge`bre de Lie de G par la condition Tr(TaTb) =
−1/2δab, alors on montre que
1
24π2
∫
Tr
((
gdg−1
)3)
= n (1.184)
est un nombre entier usuellement appele´ ”degre´” de l’application g de M dans SU(N).
Par conse´quent, si k est aussi un entier, eikSCS [A] est invariant sous une transformation de
jauge si bien que la fonction de partition
Z[M] =
∫
[DA]eikSCS [A] (1.185)
est invariante de jauge et nous permet de de´finir une the´orie quantique des champs, qui apre`s
re´gularisation, nous donne un invariant topologique.
Avant de chercher a` e´tendre ce re´sultat en ge´ome´trie non commutative, il est important de
noter que le de´faut d’invariance de jauge de l’action de Chern-Simons est du a` la non connexite´
du groupe des applications de M dans G. En effet, si gt en un chemin diffe´rentiable de telles
applications reliant g0 et g1, on montre que
d
dt
1
24π2
∫
Tr
((
gtdg
−1
t
)3)
= 0, (1.186)
ce qui prouve que ce nombre ne de´pend que de la composante connexe de g.
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En ge´ome´trie non commutative, le groupe des applications de M dans G est remplace´ par
le groupe des unitaires de MN(A), ou` A est l’alge`bre des coordonne´es et le de´faut de connexite´
de ce groupe est mesure´ par le K1(A) (cf Appendice B). Aussi allons-nous relier l’invariance
de jauge de la fonctionnelle de Chern-Simons au couplage entre la cohomologie cyclique et le
groupe K1(A).
Commenc¸ons par de´finir l’action de Chern-Simons dans le cadre non commutatif.
De´finition 1.3.7 Soit (A,H,D) un triplet spectral de dimension 3 satisfaisant a` la condition
de fermeture et soit A ∈ MN (A)⊗A Ω1D(A) une 1-forme hermitienne a` valeurs dans MN(A).
L’action de Chern-Simons SCS[A] est de´finie par
SCS[A] =
∫
−Tr (K1) ds3, (1.187)
ou` K1 est un repre´sentant quelconque de la classe d’e´quivalence de la forme de Chern-Simons
K = AdA+
2
3
A3. (1.188)
Il est important de noter que graˆce a` la condition de fermeture, cette de´finition ne de´pend
pas du repre´sentant choisi de la classe de K. En effet si K2 est un autre repre´sentant de K,
alors K1 −K2 est une matrice a` coefficients dans π(J) ∩ π (Ω3(A)) se met sous la forme
Tr (K1)− Tr (K2) =
∑
i
[
D, ai1
] [
D, ai2
] [
D, ai3
]
, (1.189)
ou` ai1, a
i
2 et a
i
3 sont des e´le´ments de A. D’apre`s la condition de fermeture, on a∫
−
[
D, ai1
] [
D, ai2
] [
D, ai3
]
ds3 = 0, (1.190)
ce qui implique que ∫
−Tr (K1) ds3 =
∫
−Tr (K2) ds3. (1.191)
A priori, il n’est pas e´vident que cette action ait re´ellement un caracte`re topologique en
ge´ome´trie non commutative car elle de´pend du choix de l’ope´rateur de Dirac qui rece`le une
information de nature me´trique ; une the´orie topologique ne devant de´pendre que de la struc-
ture de C∗-alge`bre sous-jacente. Toutefois, il est clair que cette action ne de´pend que de la
structure de cycle sur ΩD(A) de´finie par le triplet spectral (A,H,D).
E´tudions l’invariance de jauge de cette action.
The´ore`me 1.3.2 Soit (A,H,D) un triplet spectral de dimension 3 satisfaisant a` la condition
de fermeture. Alors, sous une transformation de jauge de´termine´e par u ∈ UN (A), l’action de
Chern-Simons SCS[A] devient
SCS[uAu+ udu
−1] = SCS[A] + Γ[u], (1.192)
avec
Γ[u] = −1
3
∫
−Tr
(
udu−1udu−1udu−1
)
ds3. (1.193)
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De´monstration:
Introduisons la courbure F = dA+ A2 de A. On peut e´crire
AdA+
2
3
A3 = AF − 1
3
A3, (1.194)
ce qui implique que si F1 est un repre´sentant de F , alors l’action de Chern-Simons est
SCS[A] =
∫
−Tr
(
AF1 − 1
3
A3
)
ds3. (1.195)
Sous une transformation de jauge A devient uAu−1+udu−1 et F se transforme en uFu−1, d’ou`
SCS[uAu
−1+udu−1] =
∫
−Tr
((
uAu−1 + udu−1
)
uF1u
−1 − 1/3
(
uAu−1 + udu−1
)3)
ds3. (1.196)
En utilisant uniquement la proprie´te´ de trace de l’application π(ω) 7→ ∫−Tr(π(ω))ds3 et la
relation du−1u+ u−1du = 0, on obtient∫
−Tr
((
uAu−1 + udu−1
)
uF1u
−1
)
ds3 =
∫
−Tr (AF) ds3 −
∫
−Tr
(
duFu−1
)
ds3 (1.197)
ainsi que
−1/3 ∫−Tr ((uAu−1 + udu−1)3) ds3 =
−1
3
∫−Tr (A3) ds3 − 1
3
∫−Tr ((udu−1)3) ds3 − ∫−Tr (udu−1uA2u−1) ds3 + ∫−Tr (duAdu−1) ds3.(1 198)
Regroupant tous les termes, on obtient
SCS[uAu+ udu
−1] = SCS[A] + Γ[u]
+
∫
−Tr
(
udu−1uF1u
−1 − udu−1uA2u−1 + duAdu−1
)
ds3.
L’inte´grant du second membre de cette e´quation est un repre´sentant de
udu−1uF1u
−1 − udu−1uA2u−1 + duAdu−1 = udu−1udAu−1 + duAdu−1
= −dudAu−1 + duAdu−1
= −dud
(
Au−1
)
= −d
(
ud(Au−1)
)
. (1.199)
Puisque c’est le repre´sentant d’une de´rive´e totale, par application de la condition de fermeture,
on a ∫
−Tr
(
udu−1uF1u
−1 − udu−1uA2u−1 + duAdu−1
)
ds3 = 0, (1.200)
ce qui prouve que
SCS[uAu+ udu
−1] = SCS[A] + Γ[u]. (1.201)

De plus, nous pouvons interpre´ter Γ[u] comme un couplage entre un cocycle cyclique et le
groupe K1(A), ce qui assure sa stabilite´ par de´formation (cf Appendice C).
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Proposition 1.3.13 Sous les hypothe`ses du the´ore`me pre´ce´dent, Γ[u] ne de´pend que de la
classe de u dans K1(A) = π0(U∞(A)).
De´monstration:
La condition de fermeture nous montre que Φ de´fini par
Φ(a0, a1, a2, a3) =
∫
− (a0 [D, a1] [D, a2] [D, a3]) ds3, (1.202)
est un cocyle cyclique sur A qui s’e´tend a` MN (A) a` l’aide du produit ”cup” avec la trace pour
donner le cocycle cyclique
Φ˜(a0, a1, a2, a3) =
∫
−Tr (a0 [D, a1] [D, a2] [D, a3]) ds3. (1.203)
Par conse´quent Φ˜(u− 1, u−1− 1, u− 1, u−1− 1) ne de´pend que de la classe de u dans le groupe
K0(A).
Pour terminer, il nous suffit de remarquer que Γ[u] = 1/3Φ˜(u, u−1 − 1, u − 1, u−1 − 1) car
on a (
udu−1
)3
= −udu−1dudu−1 = −ud
(
u−1 − 1
)
d (u− 1) d
(
u−1 − 1
)
, (1.204)
et que par application de la condition de fermeture,
Φ˜(1, u−1, u, u−1) =
∫
−Tr
(
1, u−1, u− 1, u−1 − 1
)
ds3 = 0, (1.205)
ce qui prouve que
Γ[u] =
1
3
Φ˜(u− 1, u−1 − 1, u− 1, u−1 − 1). (1.206)
A un facteur de normalisation, Γ[u] est e´gal au couplage d’un cocycle cyclique avec un unitaire
u. Par conse´quent, Γ[u] ne de´pend que de u dans K1(A) = π0(U∞(A)). 
En conse´quence, lorsque la transformation de jauge est situe´e dans la composante connexe
de l’identite´, Γ[u] = 0 et l’action de Chern-simons est invariante sous cette transformation.
Toutefois, nous ne pouvons pas montrer en toute ge´ne´ralite´ que Γ[u] est proportionel a` un
entier. Cependant, Γ[u] ne peut prendre qu’un nombre re´streint de valeurs lorsque u parcourt
tout le groupe des unitaires de MN(A).
Corollaire 1.3.1 Lorsque l’alge`bre A est se´parable, Γ[u] ne prend qu’un nombre de´nombrable
de valeurs.
En effet, lorsque A est se´parable, K1(A) est de´nombrable ; les C∗-alge`bres se´parables jouant
le roˆle des espaces topologiques me´trisables (cf Appendices A et B).
1.4 La formule de l’indice
1.4.1 Le proble`me de l’indice
En ge´ome´trie diffe´rentielle classique, on peut montrer qu’en dimension 4 la borne infe´rieure
de l’action de Yang-Mills est proportionelle a` un nombre entier. De meˆme, en dimension 3,
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les seules valeurs de la fonction Γ[u] apparaissant dans l’invariance de jauge de l’action de
Chern-Simons sont des multiples entiers d’une certaine constante nume´rique.
Pour e´tendre ces re´sultats au cas non commutatif, il est utile de relier ces quantite´s a` l’indice
d’un certain ope´rateur, en suivant une de´marche analogue a` celle employe´e par J. Bellissard
dans son e´tude de l’effet Hall quantique [Bel]. Commenc¸ons par rappeler certaines notions
concernant l’indice d’un ope´rateur [G].
De´finition 1.4.1 Soit H un espace de Hilbert et T un ope´rateur borne´ sur H. On dit que T
est un ope´rateur de Fredholm si ker T et ker T ∗ sont de dimension finie et on appelle indice de
T la diffe´rence dimker T − dimker T ∗.
La caracte´risation suivante des ope´rateurs de Fredholm se re´ve`le tre`s utile dans notre con-
texte.
Proposition 1.4.1 Un ope´rateur borne´ T est un ope´rateur de Fredholm si et seulement si il
existe un ope´rateur borne´ S tels que TS − 1 et ST − 1 soient des ope´rateurs compacts.
Pour pouvoir de´terminer explicitement l’indice d’un ope´rateur, il est commode d’introduire
pour tout espace de Hilbert H et tout re´el p ≥ 1 l’ensemble Lp(H) forme´ des ope´rateurs
compacts tels que la se´rie
∑
n(λn)
p converge, ou` (λn)n∈N de´signe la suite des valeurs propres
de´croissantes de |T | = √TT ∗. Si T ∈ Lp(H), pour toute base hilbertienne (en)n∈N la se´rie∑
n〈en, T pen〉 est convergente et sa somme, qui ne de´pend pas de la base choisie, est note´e
Tr(Tp). On de´montre alors le re´sultat suivant [Si].
Proposition 1.4.2 LP (H) est un ide´al bilate`re de l’alge`bre des ope´rateurs borne´s sur H et on
a,
Lp(H)Lq(H) ⊂ Lr(H) (1.207)
pour tous nombres re´els p, q et r ≤ 1 tels que 1
p
+ 1
q
= 1
r
, ainsi que Lp(H) ⊂ Lq(H) si p ≥ q.
Les ide´aux Lp(H) sont appele´s ide´aux de Schatten. Bien entendu, L1(H) est forme´ des
ope´rateurs a` trace. Il est important de remarquer que cette de´finition fait appel a` la trace
usuelle et non a` la trace de Dixmier et il ne faut pas confondre les e´le´ments de Lp(H) avec les
infinite´simaux d’ordre p.
Si nous supposons que les valeurs propres des ope´rateurs compacts TS − 1 et ST − 1
de´croissent suffisament rapidement pour que la trace de leur puissance p-ie`me existe, nous
obtenons une expression explicite de l’indice de T [C2].
Proposition 1.4.3 Soient p ≥ 1, T et S deux ope´rateurs borne´s tels que TS − 1 ∈ Lp(H) et
ST − 1 ∈ Lp(H). Alors T est un ope´rateur de Fredholm et pour tout entier n ≥ p on a
Ind(T) = Tr (1− ST)n − Tr (1− TS)n . (1.208)
Nous ne pouvons pas appliquer directement le re´sultat pre´ce´dent a` un triplet spectral
(A,H,D) car l’ope´rateur de Dirac est un ope´rateur non borne´. En fait, la formulation du
the´ore`me de l’indice en ge´ome´trie non commutative fait appel a` la notion de module de Fred-
holm.
De´finition 1.4.2 Soit A une alge`bre involutive. Un module de Fredholm sur A est un couple
(H, F ), ou` H est un espace de Hilbert sur lequel A a une repre´sentation π et F est une isome´trie
hermitienne telle que [F, π(x)] soit compact pour tout x ∈ A.
Pour pouvoir eˆtre utilise´e dans notre contexte, cette de´finition doit eˆtre affine´e en intro-
duisant la parite´ et la dimension.
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De´finition 1.4.3 Un module de Fredholm (H, F ) sur une alge`bre involutive A est pair s’il
existe une involution hermitienne γ telle que γF + Fγ = 0, γπ(x) = π(x)γ pour tout x ∈ A.
Pour tout entier p ≥ 1, (H, F ) est dit p-sommable si, pour tout x ∈ A, [F, π(x)] ∈ Lp(H).
L’introduction de la notion de module de Fredholm est motive´e par le the´ore`me suivant,
qui forme la premie`re partie du the´ore`me de l’indice en ge´ome´trie non commutative [C2].
The´ore`me 1.4.1 Soit A une alge`bre involutive et (H, F ) un module de Fedholm n+1-sommable
sur A. En remplac¸ant H par H⊗CN et F par F ⊗ IN nous de´finissons un module de Fredholm
sur MN(A) encore note´ (H, F ). De plus, si n est pair nous supposons que (H, F ) est pair et
nous notons F+ = γ−1
2
F γ+1
2
et si n est impair nous notons P = 1+F
2
. Alors on a, en omettnat
la repre´sentation π :
1. si n est pair, pour tout e ∈MN (A) tel que e2 = e∗ = e, eF+e est un ope´rateur de Fredholm
et son indice est donne´ par
Ind(eF+e) = (−1)pTr
(
γe [F, e]2p
)
(1.209)
pour tout entier p > (n + 1)/2.
2. si n est impair, alors pour tout unitaire u ∈ MN(A), PuP est un ope´rateur de Fredholm
sur H′ = PH et son indice est donne´ par
Ind(PuP) = (−1)p+1 1
22p−1
Tr

(u− 1)[F, u−1 − 1] [F, u− 1][F, u−1 − 1] . . . [F, u− 1][F, u−1 − 1]︸ ︷︷ ︸
2p−2 termes


(1.210)
pour tout entier p > n+1
2
.
De´monstration:
La de´monstration de ce re´sultat se trouve dans [C5] lorsque n est pair, le cas impair e´tant laisse´
en exercice. Nous nous occuperons de ce dernier, en nous inspirant des me´thodes de´veloppe´es
dans [C5] et [C2].
De´finissons deux ope´rateurs de H′ par T = PuP et S = Pu∗P . Il ve´rifient
ST − 1H′ = Pu∗PuP − P = P [P, u∗][P, u] (1.211)
ainsi que
TS − 1H′ = PuPu∗P − P = P [P, u][P, u∗]. (1.212)
Puisque le module est n + 1-sommable, par la proposition 1.4.2 P [P, u∗][P, u] et P [P, u][P, u∗]
sont des e´le´ments de L
n+1
2 (H). De plus, H′ est stable par ces ope´rateurs et leur action sur le
supple´mentaire orthogonal de H′ dans H est triviale. Par conse´quent, on peut les conside´rer
comme des e´le´ments de L
n+1
2 (H′), et on a, par la proposition 1.4.3,
Ind(T) = TrH′ (1H′ − ST)p − TrH′ (1H′ − TS)p , (1.213)
pour tout entier p > n+1
2
. Cela s’e´crit aussi sous la forme
Ind(PuP) = (−1)pTr (P[P, u∗][P, u])p − (−1)pTr (P[P, u][P, u∗])p , (1.214)
ou` la trace est a` prendre dans H.
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Puisque P est un projecteur, on a P [P, u]P = 0 et P [P, u∗]P = 0 ce qui implique que
P [P, u∗][P, u]P = P [P, u∗][P, u] et que P [P, u][P, u∗]P = P [P, u][P, u∗]. On a donc
Ind(PuP) = (−1)pTr (PQ[P, u])− (−1)pTr (P[P, u]Q) (1.215)
avec
Q = [P, u∗] ([P, u][P, u∗])p−1 . (1.216)
Le module de Fredholm e´tant n + 1-sommable, on a Q ∈ L n+12p−1 ⊂ L1(H) ce qui prouve que Q
est un ope´rateur a` trace, d‘ou`
Ind(PuP) = (−1)pTr ([P, u]PQ)− (−1)pTr (P[P, u]Q)
= (−1)p (2Tr (PuPQ)− Tr (PuQ)− Tr (uPQ)) . (1.217)
De plus on a
P [P, u][P, u∗] = [P, u][P, u∗]− [P, u]P [P, u∗]
= [P, u][P, u∗]− [P, u][P, u∗] + [P, u][P, u∗]P
= [P, u][P, u∗]P, (1.218)
puisque P 2 = P . On en de´duit que
PQ = P [P, u∗] ([P, u][P, u∗])p−1
= [P, u∗] ([P, u][P, u∗])p−1 − [P, u∗]P ([P, u][P, u∗])p−1
= [P, u∗] ([P, u][P, u∗])p−1 − [P, u∗] ([P, u][P, u∗])p−1 P
= Q(1− P ), (1.219)
ce qui implique que Tr (PuPQ) = 0 et Tr (uPQ) = Tr ((1− P)uQ). On en de´duit que
Ind(PuP) = −(−1)pTr (PuQ)− (−1)pTr ((1− P)uQ) = (−1)p+1Tr (uQ) . (1.220)
En utilisant la relation PQ = Q(1− P ), on montre que Tr(Q) = 0, ce qui implique que
Ind(PuP) = (−1)p+1Tr

(u− 1) [P, u∗ − 1][P, u− 1] . . . [P, u− 1][P, u∗ − 1]︸ ︷︷ ︸
2p−1 termes

 . (1.221)
Finalement, en utilisant P = (1 + F )/2, il vient
Ind(PuP) =
(−1)p+1
22p−1
Tr

(u− 1) [F, u∗ − 1][F, u− 1] . . . [F, u− 1][F, u∗ − 1]︸ ︷︷ ︸
2p−1

 , (1.222)
ce qui est bien le re´sultat annonce´. 
Ces relations sont tre`s similaires aux relations apparaissant dans la de´finition du couplage
entre la K-the´orie et la cohomologie cyclique pe´riodique. En fait, on peut construire a` l’aide
d’un module de Fredholm une suite de cocycles cycliques [C5].
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Proposition 1.4.4 Soit (H, F ) un module de Fredholm (n+1)-sommable ayant la meˆme parite´
que n. Alors pour tout entier m, les relations suivantes de´finissent des n+2m-cocycles cycliques
sur An+2m+1 :
τn+2m(a0, a1, . . . , an+2m) = Tr
′ (γa0[F, a1] . . . [F, an+2m]) si n est pair,
τn+2m(a0, a1, . . . , an+2m) = Tr
′ (a0[F, a1] . . . [F, an+2m]) si n est impair,
ou` Tr′(T) = 1
2
Tr (F(FT + TF)).
Nous utilisons Tr′ au lieu de la trace ordinaire pour pouvoir de´finir τn ; lorsque m > 0 on
peut remplacer Tr′ par Tr dans la de´finition de τn+2m. Tous les termes de cette suite de cocyles
sont relie´s par l’ope´rateur de pe´riodicite´ S (cf §Appendice C).
Proposition 1.4.5 Les cocycles pre´ce´dents satisfont a` la relation
τn+2m+2 = − 2
n+ 2m+ 2
Sτn+2m, (1.223)
ou` S : HCn+2m(A)→ HCn+2m+2 est l’ope´rateur de pe´riodicite´.
Cela nous ame`ne naturellement a` changer les normalisations de ces cocyles de manie`re a`
pouvoir definir une classe en cohomologie cyclique pe´riodique.
De´finition 1.4.4 Le caracte`re de Chern du module de Fredholm est la classe de cohomologie
cyclique pe´riodique de´finie par les cocyles suivants
φp(a0, a1, . . . , ap) = = (−1)
p(p−1)
2 Γ(p/2 + 1)τp(a0, a1, . . . , ap) si p est pair,
φp(a0, a1, . . . , ap) =
√
2i(−1) p(p−1)2 Γ(p/2 + 1)τp(a0, a1, . . . , ap) si p est impair,
pour tout entier p = n + 2m et tous a0, . . . , ap ∈ A.
On peut alors aise´ment ve´rifier le re´sulat suivant.
Proposition 1.4.6 Lorsque n est pair (resp. impair), l’indice de eF+e (resp. PuP ) est obtenu
en couplant le caracte`re de Chern avec K0(A) (resp. K1(A)).
Nous allons maintenant appliquer ces re´sultats aux triplets spectraux en suivant la proce´dure
donne´e dans [C5] et [C2]. La premie`re e´tape consiste a` associer a` tout triplet spectral (A,H,D)
de dimension n un module de Fredholm (H′, F ) n+1-sommable et ayant la meˆme parite´ que n.
Puisque la re´solvante de D est compacte, le noyau de D est de dimension finie et nous de´signons
par H1 le supple´mentaire orthogonal de kerD dans H.
Dans le cas impair nous de´finissons H′ = H et sur H1 nous pouvons e´crire D = |D|F , avec
F unitaire tel que F 2 = 1. Dans le cas pair nous posons H′ = H⊕ kerD = H1⊕ kerD⊕ kerD.
Nous de´finissons F par la de´composition polaire D = |D|F sur H1 et F e´change simplement
les deux facteurs kerD, la chiralite´ e´tant oppose´e sur le second facteur de manie`re a` avoir
γF + Fγ = 0. On montre alors le re´sultat suivant[C5].
Proposition 1.4.7 Le module de Fredholm (H′, F ) est n+ 1-sommable.
Nous pouvons ainsi, au moins en principe, utiliser le caracte`re de Chern pour relier certaines
quantite´s a` l’indice d’un ope´rateur et montrer de la sorte leur inte´gralite´. Cependant, que ce soit
en dimension 3 avec l’action de Chern-Simons ou en dimension 4 avec la the´orie de Yang-Mills,
les quantite´s que nous avons rencontre´es faisaient intervenir l’ope´rateur de Dirac a` la place de
F et la trace de Dixmier a` la place de la trace usuelle. Malheureusement, on ne peut obtenir
de la sorte que la classe de cohomologie de Hochschild du caracte`re de Chern [C5].
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Proposition 1.4.8 Soit (A,H,D) un triplet spectral de dimension n. La relation suivante
de´finit un cocycle de Hochschild
ψ(a0, . . . , an) = µnTrω (γπ(a0) [D, π(a1)] . . . [D, π(an)]) , (1.224)
avec
µn = (−1)
n(n−1)
2 Γ(n/2 + 1) si n est pair,
µn =
√
2i(−1)n(n−1)2 Γ(n/2 + 1) si n est impair, .
qui appartient a` la classe de cohomologie de Hochschild du caracte`re de Chern.

Lorsque ψ est un cocycle cyclique, son e´valuation sur des projecteurs ou des unitaires ne
de´pend que de leur classe dans les groupes de K-the´orie, les nombres complexes ainsi obtenus
sont donc relativement stables par de´formation.
Malheureusement, ce cocyle n’est pas suffisant pour de´terminer le caracte`re de Chern
puisqu’il est l’image de ce dernier par l’application I qui est l’inclusion du complexe de co-
homologie cyclique dans le complexe de Hochschild. Il nous manque donc d’e´ventuelles com-
posantes du caracte`re de Chern qui sont situe´es dans le noyau de I (Appendice C).
Si c est un cycle de Hochschild, alors le couplage Ψ(c) est e´gal au caracte`re de Chern e´value´
en c. En dimension 1, il est clair que
c = (u− 1)⊗ (u−1 − 1) (1.225)
est un cycle de Hoschild pour tout unitaire u ∈ MN(A). Puisque Ψ est dans la classe de
cohomologie de Hochschild du caracte`re de Chern, il ne diffe`rent que par un bord et leur
couplage avec c est identique. En tenant compte de toutes les normalisations, on a
Ind(PuP) =
1
2
Trω
(
(u− 1)[D, u−1]|D|−1
)
, (1.226)
ce qui nous donne une forme particulie`rement simple du the´ore`me de l’indice en dimension 1.
Exemple 1.4.1
Conside´rons le triplet spectral de dimension 1 correspondant aux fonctions sur le cercle S1
de longueur 1. Autrement dit, nous prenons A = C∞(S1) qui agit par multiplication sur
H = L2(S1) et D = 2πi d
dt
, ou` t est la coordonne´e usuelle sur S1 obtenue en identifiant les
fonctions de C∞(S1) avec les fonctions inde´finiment de´rivables de pe´riode 1.
La trace de Dixmier est proportionnelle a` l’inte´grale (le coefficient de proportionalite´ e´tant
1/π en dimension 1) et on a
Trω
(
f0[D, f1]|D|−1
)
= 2i
∫ 1
0
f0
d
dt
f1. (1.227)
Les modes de Fourier en = e
inx forme une base Hilbertienne de H dans laquelle l’ope´rateur F
est simplement donne´ par Fen = sign(n)en, ce qui implique que Pen = en si n ≥ 0 et Pen = 0
si n < 0.
Ve´rifions le the´ore`me de l’indice pour l’unitaire u = einx. L’ope´rateur PuP transforme le
vecteur ek avec k ≥ 0 en en+k si n+ k ≥ 0 et en 0 si n+ k < 0. Par conse´quent, il est injectif si
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n ≤ 0, et si n > 0, son noyau est de dimension n et engendre´ par (e0, e1, . . . , en−1). De meˆme,
on etudie Pu∗P en changeant n en −n. On obtient
Ind(PuP) = dimker PuP− dim ker Pu∗P = n. (1.228)
D’autre part, on a d
dt
u∗ = −inu∗, ce qui donne
2i
∫ 1
0
u
d
dt
u∗ = 2n, (1.229)
d’ou`, puisque la trace de Dixmier n’est autre que l’inte´gration,
Ind(PuP) = n =
1
2
Trω
(
(u[D, u−1]|D|−1
)
, (1.230)
ce qui est bien le the´ore`me de l’indice en dimension 1. 
1.4.2 Spectre de dimension
Pour pouvoir eˆtre utilise´ en pratique, le the´ore`me de l’indice doit exprimer l’indice d’un
certain ope´rateur non pas a` l’aide de la trace et de l’ope´rateur F , mais en fonction de la trace
de Dixmier et de l’ope´rateur de Dirac. En re`gle ge´ne´rale, il ne sera pas possible de n’utiliser
que la trace de Dixmier. Nous aurons besoin de ge´ne´raliser cette dernie`re par l’ interme´diaire
de l’analogue du re´sidu de Wodzicki (cf Appendice A) pour un triplet spectral ge´ne´ral [CM1].
En vue de ge´ne´raliser le re´sidu de Wodzicki, nous devons supposer que les fonctions ζ
construites a` partir de l’ope´rateur de Dirac peuvent eˆtre continue´es analytiquement sauf peut-
eˆtre sur un sous-ensemble discret de C.
De´finition 1.4.5 Soit (A,H,D) un triplet spectral de dimension n. On dit que (A,H,D) a un
spectre de dimension discret Σ ∈ C si les fonctions de´finies par
ζb(z) = Tr(b|D|−z) (1.231)
lorsque la partie re´elle de z est assez grande et pour tout b appartenant a` l’alge`bre B engendre´e
par A et [D,A] et les commutateurs ite´re´s δn(π(A)) et δn([D,A]) avec |D|, se prolongent
analytiquement a` C prive´ de Σ. Nous supposons aussi que pour tout z = s + it avec s > 0 la
fonction t 7→ Γ(z)ζb(z) est a` de´croissance rapide.
Par de´finition, le spectre de dimension est un sous-ensemble discret de C qui correspond aux
poˆles simples des fonctions ζ ge´ne´ralise´es dans le cas classique [G].
Il existe de nombreux triplets spectraux ayant un spectre de dimension simple comme par
exemple le tore non commutatif, qui correspond a` un cas particulier de produit croise´ d’une
varie´te´ riemannienne par le groupe engendre´ par une de ses isome´tries. Lorsqu’on fait le pro-
duit croise´ par le groupe forme´ de tous les diffe´omorphismes, le triplet spectral ainsi obtenu
a encore un spectre de dimension discret et correspond a` ”la ge´ome´trie invariante sous les
diffe´omorphismes” [CM2].
On ge´ne´ralise alors le re´sidu de Wodzicki de la manie`re suivante.
De´finition 1.4.6 Pour tout entier k et tout b ∈ B, nous de´finissons
τk(b) = Res
z=0
zkζb(2z). (1.232)
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Dans le cas commutatif, les poˆles des fonctions ζ sont simples et nous avons un seul re´sidu
τ0 qui correspond au re´sidu de Wodzicki. Puisque ce dernier est une trace sur l’alge`bre des
ope´rateurs pseudodiffe´rentiels qui e´tend la trace de Dixmier, τ0 est e´galement une trace.
Ce re´sultat se ge´ne´ralise dans le cas non commutatif [CM1]
Proposition 1.4.9 Lorsque le spectre de dimension est simple, τ0 est une trace sur B.
Lorsque certains de ces poˆles sont multiples, seul le re´sidu d’ordre le plus e´leve´ est une trace.
1.4.3 The´ore`me local de l’indice
Nous allons exprimer le caracte`re de Chern associe´ au triplet spectral (A,H,D) a` l’aide des
re´sidus τk introduits au cours de la section pre´ce´dente. Plus pre´cise´ment, nous allons donner
un cocycle dans le bicomplexe (b, B) (cf Appendice C) dont la classe de cohomologie cyclique
pe´riodique nous donne le caracte`re de Chern.
Si (A,H,D) est un triplet spectral pair de dimension n ayant un spectre de dimension
discret, nous de´finissons pour tout entier pair p compris entre 0 et n des cochaines φp sur
A⊗(p+1) par
φ0(a0) = τ−1(γa0) (1.233)
avec τ−1(b) = Res
z=0
z−1Tr(b|D|−2z) pour tout b ∈ B et
φp(a0, a1, . . . , ap) =∑
|k|≤n−p, 0≤q≤|k|+n/2
(−1)k
k1!...kp!
αkσq(|k|+ p/2)τq(γa0(da1)k1 . . . (dap)kp|D|−(2|k|+p)),
ou` σj(m) est de´fini par
Γ(m+ z)
Γ(1 + z)
=
m−1∑
j=0
σj(m)z
j (1.234)
et
αk =
1
(k1 + 1)(k1 + k2 + 1) . . . (k1 + k2 + . . .+ kp + p)
(1.235)
et ou` k = (k1, . . . , kn) est un multi-indice |k| = k1 + . . .+ kn. De plus, nous de´signons par ∇ la
de´rivation de´finie par ∇(T ) = [D2, T ] pour tout ope´rateur borne´ T et T k = ∇k(T ). On a alors
le re´sultat suivant [CM1].
The´ore`me 1.4.2 Soit (A,H,D) un triplet spectral de dimension n paire admettant un spectre
de dimension discret. Alors les formules pre´ce´dentes de´finissent, pour tout entier pair p infe´rieur
ou e´gal a` n, des cocycles cycliques φp dans le bicomplexe (b, B) dont la classe de cohomologie
est le caracte`re de Chern du triplet spectral (A,H,D).
Il est remarquable que ces cocycles ne font intervenir qu’un nombre fini de re´sidus τk avec
k ≤ n, meˆme si le spectre de dimension a des poˆles d’ordre plus e´leve´. La de´monstration de
ce fait utilise des me´thodes tre`s similaires a` celles du groupe de renormalisation (on utilise de
fac¸on essentielle l’invariance sous la transformation D → λD, avec λ > 0) [CM1].
The´ore`me 1.4.3 Soit e ∈MN (A). Alors pour F = D|D| on a
Ind(eF+e) =
∑
0≤2m≤n
(−1)m(2m)!
m!
φm(e, . . . , e). (1.236)
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De´monstration:
Ce re´sultat n’a pas e´te´ e´nonce´ dans [CM1] car il est une conse´quence directe du re´sultat
pre´ce´dent. Nous allons cependant en donner la preuve car nous l’utiliserons ulte´rieurement.
Les cocycles φp sont des cocycles dans le bicompelxe (b, B), c’est-a`-dire qu’il ve´rifient bφp+
Bφp = 0 pour p > 0 et Bφ0 = 0. Pour passer du bicomplexe (b, B) au complexe (Cλ(A), b) de
la cohomologie cyclique pe´riodique (cf Appendice C), nous devons changer la normalisation des
cochaines φp → (−1)[p/2]p!φp.
Nous pouvons alors utiliser les formules habituelles pour coupler les cochaines (−1)[p/2]p!φp,
avec p = 2m, au groupe K0(A) pour obtenir (cf Appendice C)
Ind(eF+e) =
∑
0≤2m≤n
(−1)m(2m)!
m!
φm(e, . . . , e). (1.237)

Il faut remarquer que toute la construction pre´ce´dente suppose implicitement que le noyau
de l’ope´rateur de Dirac D est nul, car sinon la notation |D|z n’a pas de sens pour z complexe.
Dans le cas ge´ne´ral, le noyau est un sous-espace de dimension finie et toutes les traces sont a`
prendre sur le supple´mentaire orthogonal de kerD.
En dimension 4, ce the´ore`me fait intervenir trois cochaines, φ0, φ2 et φ4 qui ve´rifient
φ0(e)− 2φ2(e, e, e) + 12φ4(e, e, e, e, e) ∈ Z. (1.238)
Dans le cas ge´ne´ral, seul φ4 peut eˆtre relie´ directement au minorant de l’action de Yang-Mills
que nous avons e´tudie´ (cf §1.3.4). Aussi nous ne pouvons pas prouver de la sorte la quantification
de ce minorant en toute ge´ne´ralite´.
Toutefois, nous montrerons qu’un tel re´sultat peut aise´ment eˆtre obtenu dans le cas du tore
non commutatif, en ve´rifiant que dans ce cas les cocycles φ0 et φ2 sont identiquement nuls.
1.4.4 The´ore`me de l’indice en dimension impaire
De la meˆme manie`re, on peut obtenir une formule locale du the´ore`me de l’indice pour un
triplet spectral (A,H,D) impair [CM1].
Comme dans le cas pair, nous de´finissons, pour tout entier p impair compris entre 1 et n,
des cochaines φp sur A⊗(p+1) par
φp(a0, a1, . . . , ap) =∑
|k|≤n−p, 0≤q≤|k|+n/2
(−1)k
k1!...kp!
αkσq(|k|+ p/2)τq(a0(da1)k1 . . . (dap)kp|D|−(2|k|+p)). (1.239)
A part σj(m) qui est de´fini par
m−1
Π
l=0
(
z +
2l + 1
2
)
=
m−1∑
j=0
σm−j(m)z
j , (1.240)
toutes les autres notations sont identiques a` celles introduites au cours de la section pre´ce´dente.
The´ore`me 1.4.4 Soit (A,H,D) un triplet spectral de dimension n impaire admettant un spec-
tre de dimension discret. Alors les formules pre´ce´dentes de´finissent des cocycles cycliques dans
le bicomplexe (b, B) ayant la meˆme classe que le caracte`re de Chern.
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En couplant ces cocycles au groupe K1(A), on obtient la version impaire du the´ore`me de
l’indice :
The´ore`me 1.4.5 Soit u ∈MN (A) un unitaire. Alors on a
Ind(PuP) =
1√
2iπ
∑
0≤2m+1≤n
(−1)mm!φm(u, u−1, . . . , u, u−1︸ ︷︷ ︸
2m fois
), (1.241)
avec P = 1
2
(1 + F ) et F = D/|D|.
Exemple 1.4.2
L’exemple le plus simple est celui d’un triplet spectral de dimension 1. Dans ce cas, le seul
cocycle non nul est
φ1(a0, a1) =
√
2iπRes
z=0
Tr
(
a0[D, a1]|D|−1−2z
)
. (1.242)
Ce cocycle correspond directement a` la classe de Hochschild du caracte`re de Chern. Meˆme si
le spectre n’est pas simple, aucun des re´sidus d’ordre plus e´leve´ n’apparait dans la formule de
l’indice. 
Exemple 1.4.3
En dimension 3, il y a deux cocycles qui sont non nuls. Le premier est donne´ par
1√
2iπ
φ3(a0, a1, a2, a3) =
1
12
τ0
(
a0[D, a1][D, a2][D, a3]|D|−3
)
− 1
6
τ1
(
a0[D, a1][D, a2][D, a3]|D|−3
)
et fait intervenir le re´sidu d’ordre supe´rieur. Le second cocycle est φ1, donne´ par
1√
2iπ
φ1(a1, a2) = τ0(a0[D, a1]|D|−1)− 1
4
τ0
(
a1
[
D2, [D, a1]
]
|D|−3
)
− 1
2
τ1
(
a1
[
D2, [D, a1]
]
|D|−3
)
+
1
8
τ0
(
a1
[
D2,
[
D2, [D, a1]
]]
|D|−5
)
+
1
3
τ1
(
a1
[
D2,
[
D2, [D, a1]
]]
|D|−5
)
+
1
12
τ2
(
a1
[
D2,
[
D2, [D, a1]
]]
|D|−5
)
.
Lorsque le spectre de dimension est simple, les re´sidus τ1 et τ2 sont nuls et le the´ore`me de
l’indice nous donne
Ind(PuP) = τ0(u[D, u−1]|D|−1)− 1
4
τ0
(
u
[
D2, [D, u−1]
]
|D|−3
)
+
1
8
τ0
(
u
[
D2,
[
D2, [D, u−1]
]]
|D|−5
)
− 1
12
τ0
(
u[D, u−1][D, u][D, u−1]|D|−3
)
.
Seul le dernier terme apparait dans l’e´tude de l’invariance de jauge de l’action de Chern-Simons,
aussi le the´ore`me de l’indice ne nous permet-il pas de prouver en toute ge´ne´ralite´ son inte´gralite´.

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Avant de clore cette partie conscacre´e au the´ore`me de l’indice, signalons que le calcul de tous
ces cocycles devient rapidement tre`s pe´nible car il y a de plus en plus de termes. En particulier,
lorsque le triplet spectral correspond a` ”la ge´ome´trie invariante sous les diffe´omorphismes”
[CM2], le classement de tous les termes obtenus fait apparaˆıtre une alge`bre de Hopf Hn.
Cette alge`bre de Hopf, qui peut eˆtre de´crite de manie`re diagrammatique a` l’aide d’arbres
dont on a isole´ un des sommets (”rooted trees”), semble devoir eˆtre amene´e a` jouer un roˆle
central en ge´ome´trie non commutative et en the´orie quantique des champs. En effet, cette
alge`bre de Hopf apparait aussi dans la formule des foreˆts, qui permet de re´soudre le difficile
proble`me des divergences enchevetre´es [CK].
Faute de temps, nous ne de´crivons pas ces derniers de´veloppements de la ge´ome´trie non
commutative et de ses relations avec la the´orie des champs. Nous renvoyons a` l’article de
Connes et Kreimer [CK] pour un expose´ complet ainsi qu’a` [KrW1], dans lequel nous proposons
une modification du travail de Kreimer visant a` tenir compte des divergences encheve´tre´es de
manie`re purement alge´brique.
Chapitre 2
Classification des triplets spectraux
finis
2.1 Les axiomes de la ge´ome´trie non commutative finie
2.1.1 De´finition et premie`res conse´quences
Parmi tous les exemples d’espaces topologiques, les plus simples sont les espaces finis, munis
de la topologie discre`te. Du point de vue de la ge´ome´trie non commutative, nous devons rem-
placer un espace par l’alge`bre des fonctions a` valeurs complexes de´finies sur cet espace. Dans
le cas d’un ensemble fini a` N points, cette alge`bre n’est autre que l’alge`bre CN , ce qui nous
ame`ne a` conside´rer des triplets spectraux construits avec une alge`bre A de dimension finie.
Plus ge´ne´ralement, nous supposerons que l’espace de Hilbert H est de dimension finie, ce qui
entraine que π(A) est de dimension finie meˆme si A est de dimension infinie.
D’autre part, il est clair que dans le cas classique un espace fini correspond a` une ”varie´te´
de dimension 0”. Il semble donc naturel de supposer que le triplet spectral correspondant soit
de dimension 0 au sens des axiomes pre´ce´dents.
Cependant, il y a eu, au cours de l’histoire de la physique, de nombreuses tentatives d’ap-
proximation de l’espace infini et continu par un espace fini et discret. Pour de´velopper cette
approche dans le cadre de la ge´ome´trie non commutative, il nous faut donc approximer une
varie´te´ de dimension n par un triplet spectral dont l’alge`bre est de dimension finie. Au niveau
alge´brique cette de´marche fonctionne admirablement bien dans le cas de la sphe`re, dont l’alge`bre
des coordonne´es peut eˆtre approxime´e par une suite croissante d’alge`bres de matrices qui for-
ment la ”sphe`re non commutative”.
Bien entendu, il ne peut y avoir de ”saut” de la dimension : les triplet spectraux qui re´alisent
l’approximation doivent eˆtre des triplets spectraux de dimension n. Nous allons voir que cette
condition cre´e, dans le cadre des triplets spectraux finis, une obstruction fondamentale a` une
telle approximation. Enonc¸ons d’abord le re´sultat suivant.
Proposition 2.1.1 Il n’existe pas de triplet spectral de dimension d > 0 construit a` l’aide d’un
espace de Hilbert H de dimension finie.
De´monstration:
La de´monstration de ce re´sultat passe par deux e´tapes. Nous allons d’abord montrer que si
un tel triplet spectral existait, son alge`bre serait une alge`bre de matrices. En effet, puisque
l’alge`bre A n’intervient que par l’interme´diaire de sa repre´sentation π, nous pouvons, sans
perte de ge´ne´ralite´, remplacer A par A/J , ou` J est le noyau de π. L’alge`bre involutive A/J
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admet une repre´sentation fide`le sur un espace de Hilbert de dimension finie, elle est donc une
somme directe d’alge`bres de matrices, comme cela de´coule du re´sultat suivant.
Proposition 2.1.2 Toute alge`bre involutive sur le corps des nombres complexes qui admet une
repre´sentation involutive et fide`le sur un espace de Hilbert de dimension finie est somme directe
d’alge`bres de matrices.
Nous supposerons donc que A est une somme directe d’alge`bres de matrices a` coefficients
complexes,
A = N⊕
i=1
Mni(C). (2.1)
D’apre`s l’axiome d’orientabilite´, la chiralite´, que nous notons χ au lieu de γ dans le cas fini,
doit eˆtre construite a` l’aide d’un cycle de Hochschild de dimension d a` valeurs dans l’alge`bre
A⊗Aop. Plus pre´cise´ment, χ doit eˆtre de la forme
χ =
∑
i
π(xi)J π(x′i)J −1
[
D, π(y1i )
]
...
[
D, π(ydi )
]
(2.2)
ou` xi, x
′
i et y
j
i sont des e´le´ments de A tels que∑
i
π(xi)J π(x′i)J −1 ⊗ π(y1i )⊗ ...⊗ π(ydi ) (2.3)
soit un cycle de Hochschild a` valeurs dans A⊗Aop. Pour simplifier nos notations, nous re´sumons
la relation pre´ce´dente par χ = π(c), ou` c de´signe un cycle de Hochschild. Or il est connu que
l’homologie de Hochschild des alge`bres de matrices est triviale pour des cycles de dimension
d > 0. Ce re´sultat s’e´tend sans difficulte´ aux sommes directes d’alge`bres de matrices ainsi qu’a`
l’homologie de Hochschild a` valeurs dans A⊗Aop, puisque la structure de bimodule n’agit que
sur le facteur A. Prendre le produit tensoriel avec Aop e´quivaut donc simplement a` prendre un
certain nombre de copies de l’homologie de Hochschild des alge`bres de matrices, qui est triviale
en dimension d > 0. Par conse´quent, c est en re´alite´ un bord, ce qui me`ne a` une contradiction.
En effet, l’application
(x, y0, ...., yd) ∈ Ad+2 7→ Tr
(
χJ π(x′)J −1π(y0) [D, π(y1)] ... [D, π(yd)]
)
, (2.4)
ou` Tr de´signe la trace ordinaire est un cocyle de Hochschild. La ve´rification de ce re´sultat est
en tout point analogue a` la de´monstration que nous avons donne´e dans le chapˆıtre pre´ce´dent,
car le terme J π(x′)J −1 est central et ne joue aucun roˆle. Lorsque nous e´valuons un cocycle de
Hochschild sur un cobord, nous trouvons 0, et donc
dimH = Tr(1) = Tr(χ2) = Tr(χπ(c)) = 0, (2.5)
ce qui est e´videmment inacceptable. Ainsi, les triplets spectraux finis de´crivent des espaces non
commutatifs finis, et les axiomes correspondants sont obtenus en prenant la dimension e´gale a`
0. 
Paralle`lement, peut-on concevoir des triplets spectraux de dimension 0 avec une alge`bre
et/ou un espace de Hilbert de dimension infinie ? A priori, cela est possible et un tel triplet
spectral pourrait de´crire un espace non commutatif discret forme´ d’un nombre infini de ”points”.
Cependant, cette notion est relativement peu naturelle car la plupart des axiomes ont une forme
de´ge´ne´re´e lorsque d = 0. Par exemple, si l’espace de Hilbert est de dimension infinie, l’ope´rateur
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de Dirac admet une infinite´ de valeurs propres non nulles λn, que l’on range dans le sens des
modules croissants. Dans ce cas, l’axiome de dimension nous impose, en dimension d, d’avoir
|λn|−1 = O(n−1/d). Lorsque d → 0, cela signifie que la suite |λn| doit croˆıtre plus vite que
n’importe quelle suite nα pour n → +∞. Cela nous ame`ne a` choisir un ope´rateur de Dirac
dont les valeurs propres ont une croissance de type exponentielle, ce qui n’est pas tre`s naturel
pour un ope´rateur devant jouer le roˆle de la de´rivation pour un espace discret, car cela exclut,
par exemple, de construire un espace discret comme une somme infinie d’espace finis, avec
un ope´rateur de Dirac qui est lui-meˆme une somme directe de matrices, et donc un ope´rateur
borne´. Quoi qu’il en soit, nous ne conside´rerons que des espace finis, et nous supposerons donc
que l’alge`bre A et l’espace de Hilbert H sont de dimension finie. Tout ceci motive la de´finition
suivante.
De´finition 2.1.1 Un triplet spectral fini est un triplet spectral (A,H,D) de dimension 0 tel
que A et H soient de dimension finie.
Dans ce cas, puisque H est de dimension finie et que A est une somme directe d’alge`bres
de matrices, il est clair que la plupart des axiomes de la ge´ome´trie non commutative se sim-
plifie grandement. En particulier, tous les axiomes relatifs a` l’analyse fonctionnelle (dimension,
re´gularite´ et finitude) sont ve´rifie´s. De plus, les trois autres axiomes (premier ordre, orientabilite´,
dualite´ de Poincare´ et re´alite´) prennent une forme si simple qu’il est possible d’en donner la
solution ge´ne´rale explicitement. Supposons donc donne´ un triplet spectral fini (A,H,D) ainsi
que, puisque la dimension est paire, un ope´rateur de chiralite´ χ. Bien entendu, nous supposons
que l’alge`bre A et sa repre´sentation sont line´aires sur C. L’e´tude du cas re´el se faisant de la
meˆme manie`re mais ne´cessitant des notations plus encombrantes, nous la renvoyons a` la dernie`re
partie de ce chapitre.
La plupart de re´sultats que nous allons exposer dans la suite se trouvent dans [Kr1] et [PS1].
2.1.2 Re´alite´
Pour pouvoir formuler l’analogue de la dualite´ de Poincare´ en ge´ome´trie non commutative,
il nous faut remplacer la structure de module de l’espace de Hilbert H sur l’alge`bre A par une
structure de bimodule. En effet, dans le cas commutatif, peut importe que nous multipliions les
spineurs a` droite ou a` gauche par des fonctions, car nous obtenons toujours le meˆme re´sultat.
En ge´ome´trie non commutative, cela a une certaine importance et nous devrons supposer que
les multiplications a` droite et a` gauche sont des ope´rations qui commutent entre elles. En
d’autres termes, l’espace de Hilbert doit eˆtre un bimodule sur l’alge`bre, ce qui s’e´tait de´ja` ave´re´
ne´cessaire lors de la construction du mode`le standard en ge´ome´trie non commutative [CL] pour
pouvoir introduire les interactions fortes.
Cependant cette structure de bimodule n’est pas quelconque et nous supposons qu’il existe
un ope´rateur J permettant de relier l’action a` droite a` l’action a` gauche qui est simplement
donne´e par la repre´sentation π.
Axiome de re´alite´ (dimension 0) Il existe un ope´rateur J qui est une involution antiunitaire
sur H(i.e. J ∗ = J −1 = J ) qui commute avec χ et telle que, pour tout x, y ∈ A, on ait
[π(x),J π(y)J −1] = 0.
Nous avons obtenu cet axiome a` partir de l’axiome plus ge´ne´ral, valable en dimension d,
simplement en faisant d = 0. Il n’y a donc, au niveau de la structure re´elle, aucune subtilite´
particulie`re de la dimension 0. Dans le cas du mode`le standard, cet ope´rateur n’est autre que
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l’ope´rateur antiline´aire qui e´change particules et antiparticules, c’est pourquoi J est appele´, en
ge´ne´ral, la conjugaison de charge.
En utilisant la conjugaison de charge, nous pouvons de´finir surH une structure de bimodule.
L’action a` gauche est donne´e par
(x,Ψ) ∈ A×H 7→ xΨ = π(x)Ψ, (2.6)
tandis que l’action a` droite est
(Ψ, y) ∈ H ×A 7→ J π(y∗)J −1Ψ. (2.7)
Cela de´finit sur H une structure de (A,A)-bimodule ou, de fac¸on e´quivalente, une structure
de (A ⊗ Aop)-module. Ceci se ve´rifie aise´ment car, du fait de l’introduction de l’involution ∗,
nous de´finissons bien une action a` droite, qui commute avec l’action a` gauche donne´e par la
repre´sentation π du fait de la relation [π(x),J π(y)J −1] = 0 pour tout x, y ∈ A.
Sur un plan plus mathe´matique, J est tre`s voisin de l’involution de Tomita-Takesaki (cf
Appendice A) car cet ope´rateur permet de relier, par conjugaison, l’alge`bre π(A) et son com-
mutant π(A)′, puisque, suite a` l’axiome de re´alite´, on a J π(A)J −1 ⊂ π(A)′. Cependant, nous
n’avons pas en ge´neral l’e´galite´ car il n’y a pas toujours de vecteur cyclique et se´parateur.
Malgre´ tout, dans les cas les plus simples, la conjugaison de charge est exactement l’ope´rateur
de Tomita-Takesaki. Par exemple, si nous choisissons A = Mn(C), agissant sur H = Mn(C) par
simple multiplication a` droite, nous pouvons prendre J (Ψ) = Ψ∗ pour tout Ψ ∈ H, car Ψ est
une matrice n×n. Il est facile de ve´rifier que l’axiome de re´alite´ est satisfait. Pour de´montrer que
J est l’ope´rateur de Tomita-Takesaki, nous devons construire un vecteur cyclique et se´parateur
Ψ0. Nous prenons Ψ0 = In (matrice identite´ n×n), ce qui nous assure que Ψ0 est cyclique puisque
π(A)Ψ0 = Mn(C) = H et clairement se´parateur. Dans ce cas, l’ope´rateur qui transforme, pour
tout x ∈ A, le vecteur Ψ = xΨ0 en le vecteur x∗Ψ0 = Ψ∗ de´finit un ope´rateur de Tomita-
Takesaki qui n’est autre que la conjugaison de charge J . Ceci peut se ge´ne´raliser a` des triplets
spectraux finis plus complique´s, mais si nous prenons A = Mn(C) agissant par multiplication a`
gauche sur Mn(C)⊗Cm, ou` les e´le´ments de Cm sont laisse´s invariants, il n’existe pas de vecteur
cyclique, donc pas d’ope´rateur de Tomita-Takesaki. Cependant, nous pouvons construire une
conjugaison de charge J , qui est e´gale a` l’involution de Tomita-Takesaki sur les diffe´rentes
composantes.
Enfin, signalons que nous avons e´nonce´ l’axiome de re´alite´ dans le cas non commutatif. La
version commutative de cet axiome stipule simplement qu’il existe une involution antiline´aire
J telle que π(x) = J π(x)J −1 pour x ∈ CN . Un tel ope´rateur peut facilement eˆtre construit
en choisissant simplement pour J l’ope´rateur qui prend le conjugue´ complexe des composantes
des vecteurs de H, dans n’importe quelle base orthonormale. On peut conside´rer un triplet
spectral fini avec l’alge`bre commutative A = CN soit comme un triplet spectral commutatif,
c’est-a`-dire que l’on suppose que J satisfait a` la de´finition pre´ce´dente, soit comme un triplet
spectral non commutatif en imposant simplement l’axiome de re´alite´. Il est e´vident que la
premie`re condition est nettement plus restrictive que la seconde, et nous verrons au cours de
ce chapitre que l’axiome commutatif ne permet pas, pour un triplet spectral fini, de construire
des ge´ome´tries inte´ressantes.
2.1.3 Orientabilite´
Dans le cas ge´ne´ral, l’axiome d’orientabilite´ nous assure de l’existence de l’analogue non
commutatif de la notion de forme volume. Etant donne´ que, dans le cas commutatif, les
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formes diffe´rentielles sont en tout point analogues aux cycles de Hochschild repre´sente´s comme
ope´rateurs sur H, il est naturel d’imposer que la forme volume soit, en dimension d, un cycle de
Hochschild d’ordre d. Le roˆle de la forme volume est joue´ par l’ope´rateur χ et nous supposons
donc, en dimension 0, que χ est un cycle d’ordre 0, c’est-a`-dire que l’on a χ = π(x) pour un
certain x ∈ A.
Cependant, cette construction est trop restrictive et n’est pas ve´rifie´e par le mode`le standard.
C’est pourquoi on suppose que χ est l’image d’un cycle a` valeurs dans le bimoduleM = A⊗Aop,
dont la structure de bimodule est donne´e par
y(x⊗ x′)y′ = yxy′ ⊗ x′, (2.8)
pour tout y, y′ ∈ A et x⊗x′ ∈ A⊗Aop. Un e´le´ment x⊗y deM est repre´sente´ comme ope´rateur
sur H par
π(x⊗ y) = π(x)J π(y)J −1. (2.9)
L’axiome d’orientabilite´ se formule donc, en dimension 0, comme suit.
Axiome d’orientabilite´ (dimension 0) L’ope´rateur χ peut eˆtre e´crit sous la forme χ =∑
i π(xi)J π(yi)J −1 avec xi, yi ∈ A.
Dans le cas du mode`le standard, χ est simplement un ope´rateur qui prend la valeur 1 pour
les fermions droits et -1 pour les fermions gauches, c’est pourquoi on l’appelle, en ge´ne´ral, la
chiralite´.
Cet axiome permet, comme nous allons le voir plus en de´tail, d’e´liminer beaucoup de pos-
sibilite´s. En particulier, nous ne pouvons pas construire un ope´rateur de Dirac non trivial
avec une alge`bre simple Mn(C). De meˆme, si nous conside´rons un triplet spectral fini avec une
alge`bre commutative A = CN , satisfaisant a` l’axiome de re´alite´ commutatif, alors on a χ = π(z)
avec z ∈ A. Nous verrons e´galement que cette dernie`re relation interdit la construction d’un
ope´rateur de Dirac non nul.
2.1.4 Dualite´ de Poincare´
Pour une varie´te´ compacte de dimension n, il existe un isomorphisme, non canonique si
on ne choisit pas une me´trique, entre les groupes de cohomologie d’ordre p et d’ordre n − p.
L’existence de cet isomorphisme e´quivaut a` dire que l’application biline´aire
(f, g) 7→
∫
V
f ∧ g, (2.10)
est non de´ge´ne´re´e.
Pour formuler cela en ge´ome´trie non commutative, on introduit en ge´ne´ral le caracte`re de
Chern qui de´finit un isomorphisme entre les groupes de cohomologie de de Rham et les groupes
de K-the´orie. Ainsi, la forme biline´aire pre´ce´dente est de´finie sur le groupeK∗(A) et est appelle´e
forme d’intersection.
Avant de donner une de´finition plus pre´cise de la forme d’intersection, rappellons rapidement
quelques e´le´ments de K-the´orie (cf Appendice B). Tout d’abord, graˆce a` la pe´riodicite´ de Bott,
les seuls groupes qui intervienennt dans la pratique sont les groupesK0(A) etK1(A). Rappelons
aussi, que pour les alge`bres de matrices , on a K0(Mn(C)) = Z et K1(Mn(C)) = 0. On en de´duit
que si A est somme directe de N alge`bres de matrices, on a K0(A) = ZN et K1(A) = 0.
Les ge´ne´rateurs du groupe abe´lien K0(A) sont donne´s par les projections hermitiennes
minimales non nulles de A. Un projection est minimale si elle ne peut eˆtre e´crite comme une
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somme directe de plusieures autres projections. Par conse´quent, pour chaque facteur simple,
nous de´finissons la projection pi dont toutes les composantes sont nulles a` l’exception de la i-
e`me, qui est une projection de rang 1 dans Mni(C). Les projections (pi)1≤i≤N sont bien entendu
line´airement inde´pendantes et minimales ; elle forment donc un syste`me de ge´ne´rateurs de
K0(A).
Pour formuler la dualite´ de Poincare´ dans le cas des triplets spectraux finis, nous devons
calculer la forme d’intersection ∩ dans ce cas particulier. Plus pre´cise´ment, puisque ∩ est
une forme Z-biline´aire sur K0(A) × K0(A), nous devons de´terminer ses e´le´ments de matrice
∩ij = ∩(pi, pj). Pour cela, partons de la de´finition ge´ne´rale de la forme d’intersection comme le
couplage entre deux projections hermitiennes e et f par l’interme´diaire de l’indice de l’ope´rateur
de Dirac,
∩ (e, f) = Ind
[
π(e)J π(f)J −1 1− χ
2
D 1 + χ
2
π(e)J π(f)J −1
]
. (2.11)
En dimension finie, si O est une application line´aire d’un espace de dimension p dans un espace
de dimension q, son indice est
Ind O = dimkerO − dimkerO∗ (2.12)
= p− dim ImO − (q− dim ImO∗) (2.13)
= p− q. (2.14)
L’indice est donc simplement la diffe´rence de dimension entre les espaces de de´part et d’arrive´e.
Par conse´quent on a
∩(e, f) = dim
[
1+χ
2
π(e)J π(f)J −1 H
]
−dim
[
1−χ
2
π(e)J π(f)J −1 H
]
. (2.15)
Les ope´rateurs
1± χ
2
π(e)J π(f)J −1 (2.16)
sont des projections et la dimension de leur image est simplement donne´e par leur trace. D’ou`
∩ (e, f) = Tr
[
1 + χ
2
π(e)J π(f)J −1
]
− Tr
[
1− χ
2
π(e)J π(f)J −1
]
(2.17)
= Tr
(
χπ(e)J π(f)J −1
)
, (2.18)
et
∩ij = Tr
(
χπ(piJ π(pj)J −1)
)
, (2.19)
ce qui nous donne la matrice de la forme d’intersection dans la base (pi)1≤i≤N . Nous pouvons
formuler la dualite´ de Poincare´ en dimension 0 comme suit.
Dualite´ de Poincare´ (dimension 0) La matrice de´finie par ∩ij = Tr [χ (π(pi)J π(pj)J −1)]
a un de´terminant non nul, ou` pi ∈ Mni(C) sont des projections autoadjointes de rang minimal
de Mni(C).
Cette de´finition ne de´pend pas du choix des projections de base (pi)1≤i≤N , car si (qi)1≤i≤N
est un autre syste`me de ge´ne´rateurs de K0(A), alors il existe une matrice M ∈ MN (Z) de
de´terminant 1, permettant de passer d’un syste`me a` l’autre.
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2.1.5 Condition d’ordre un
Au cours du chapitre consacre´ aux axiomes de la ge´ome´trie non commutative, nous avons
formule´ la notion d’ope´rateur diffe´rentiel en termes purement alge´briques. Rappelons qu’en
ge´ome´trie diffe´rentielle ordinaire, l’ope´rateur de Dirac est un ope´rateur diffe´rentiel du premier
ordre. Ceci signifie que, en coordonne´es locales, il ne contient que des de´rive´es du premier
ordre par rapport a` ces coordonne´es. Par conse´quent, si on e´crit D sous la forme iγµ∂µ, alors
pour toute fonction f , on a [D, f ] = iγµ∂µf , qui est un ope´rateur diffe´rentiel d’ordre 0 car il
ne contient plus d’ope´ration de de´rivation. De ce fait, [D, f ] est simplement un ope´rateur de
multiplication par une certaine matrice et il satisfait a`
[[D, f ] , g] = 0 (2.20)
pour toute fonction g. Ceci caracte´rise de fac¸on purement alge´brique les ope´rateurs diffe´rentiels
d’ordre au plus 1, mais ne peut eˆtre ge´ne´ralise´ a` la ge´ome´trie non commutative de manie`re
directe. En effet, nous avons suppose´ que l’ope´rateur [D, f ] commute avec la multiplication par
la fonction g ce qui n’est assure´ment pas le cas si l’alge`bre des coordonne´es est non commutative.
Par exemple, conside´rons l’alge`bre A = Mn(C) repre´sente´e sur l’espace H = Cn. Soit D ∈
Mn(C) une matrice hermitienne, l’ope´rateur d de´fini pour x ∈ A par d(x) = [D, x] est une
de´rivation de l’alge`bre A et ge´ne´ralise de manie`re naturelle la notion de diffe´renciation des
fonctions. Cependant, la condition (2.20) n’est pas satisfaite, puisque
[[D, x] , y] + [x, [D, y]] = [D, [x, y]] 6= 0, (2.21)
en ge´ne´ral.
La ge´ne´ralisation de (2.20) utilise la structure de bimodule de H. En fait, si M et N sont
deux (A,B)-bimodules, ou` A et B sont deux alge`bres, une application line´aire D de M dans
N est un ope´rateur du premier ordre si elle ve´rifie
D(xΨy) = xD(Ψy) +D(xΨ)y − xD(Ψ)y, (2.22)
pour tout Ψ ∈ M, tout x ∈ A et tout y ∈ B. Cette notion d’ope´rateur diffe´rentiel du premier
ordre a e´te´ de´veloppe´e dans [DuM], ou` on pourra aussi trouver la ge´ne´ralisation de la notion
de symbole d’un ope´rateur diffe´rentiel en ge´ome´trie non commutative.
Appliquons cela a` l’ope´rateur de Dirac. D : H → H est un ope´rateur du premier ordre
pour la structure de bimodule de´finie sur H par l’axiome de re´alite´ si et seulement si, pour tout
Ψ ∈ H et tout x, y ∈ A on a
D(π(x)ΨJ π(y)J −1) = π(x) D (J π(y)J −1Ψ)
+J π(y)J −1 D (π(x)Ψ)− π(x)J π(y)J −1 D(Ψ) , (2.23)
Ceci peut eˆtre reformule´ de la manie`re suivante.
Condition d’ordre un L’ope´rateur de Dirac satisfait a` [[D, π(x)] ,J π(y)J −1] = 0 pour tout
x, y ∈ A.
Une premie`re conse´quence de cet axiome est la nullite´ de l’ope´rateur de Dirac pour un
triplet spectral fini commutatif. Par commutatif, nous sous-entendons bien entendu le choix
de l’alge`bre commutative A = CN , mais nous supposons aussi que l’axiome de re´alite´, dans
sa version commutative, est satisfait, c’est-a`-dire que J π(x)J −1 = π(x) pour tout x ∈ A.
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Dans ce cas, nous avons vu que l’axiome d’orientabilite´ implique l’existence d’un x ∈ A tel que
χ = π(x). Etant donne´ que χD + Dχ = 0, on trouve en appliquant la condition du premier
ordre avec y = x,
[[D, π(x)] , π(x)] = [[D, χ] , χ] = 4D = 0. (2.24)
Par conse´quent, l’ope´rateur de Dirac est identiquement nul et il n’y a pas de ge´ome´trie commu-
tative inte´ressante en dimension 0, ce qui est tout-a`-fait cohe´rent avec les principes ge´ne´raux de
la ge´ome´trie, car un espace de dimension 0 est un ensemble fini de points inde´pendants, et il ne
peut par conse´quent y avoir de notions non triviales de distance ou de formes diffe´rentielles. Par
contre, meˆme avec une alge`bre commutative, on peut construire des exemples de ge´ome´tries
non commutatives finies assez riches si on impose l’axiome de re´alite´ dans sa forme la plus
ge´ne´rale.
2.1.6 S0-re´alite´
Les quatre derniers axiomes de´finissent les triplets spectraux finis. Cependant, il apparaˆıt
que le triplet spectral du mode`le standard satisfait a` une condition supple´mentaire appelle´e
S0-re´alite´. Cette condition peut eˆtre conside´re´e comme un cinquie`me axiome, qui impose une
contrainte supple´mentaire a` la conjugaison de charge J [C6].
De´finition 2.1.2 Un triplet spectral est S0-re´el s’il existe une involution hermitienne ǫ qui
commute avec π(A), χ et D et anticommute avec J .
E´tant donne´ que les ope´rateurs ǫ et χ sont hermitiens, de carre´ 1 et commutent entre eux,
on peut les diagonaliser simultane´ment dans une base orthogonale. Leurs valeurs propres sont
±1 et l’espace de Hilbert s’e´crit comme une somme directe,
H = H++ ⊕H−+ ⊕H+− ⊕H−−, (2.25)
ou` l’indice haut (resp. bas) correspond a` la valeur propre de ǫ (resp. χ). Dans chacun de ces
sous-espaces , on peut trouver une base de telle manie`re que l’ope´rateur J corresponde a` la
matrice suivante, compose´e par la conjugaison complexe C des composantes des vecteurs,
J =


0 0 In+ 0
0 0 0 In−
In+ 0 0 0
0 In− 0 0

 C . (2.26)
Dans la relation pre´ce´dente, les entiers n+ (resp. n−) de´signent les dimensions communes des
sous-espaces H++ etH+− (resp. H++ et H+−), l’e´galite´ des dimensions de ces sous-espaces provenant
de la relation J 2 = 1.
Dans cette meˆme base, l’ope´rateur de Dirac s’e´crit
D =


0 M 0 0
M∗ 0 0 0
0 0 0 M
0 0 M
∗
0

 , (2.27)
ou` M est une matrice complexe n+ × n−. La repre´sentation π est diagonale par blocs et on a
π = diag
(
π++ , π
−
+ , π
+
−, π
−
−
)
, (2.28)
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ce qui nous permet de re´e´crire l’axiome de re´alite´ et la condition de premier ordre sous la forme[
π++(x), π
+
−(y)
]
= 0, (2.29)[
π+−(x), π
−
−(y)
]
= 0, (2.30)(
Mπ−+(x)− π++(x)M
)
π −−(y) = π
+
+(y)
(
Mπ−+(x)− π++(x)M
)
. (2.31)
En ge´ne´ral, l’axiome de S0-re´alite´ stipule simplement que la structure de bimodule est de´ja`
comprise dans la repre´sentation π. En effet, graˆce a` l’ope´rateur ǫ, l’espace de Hilbert peut eˆtre
e´crit comme une somme directe de deux sous-espaces, H++ ⊕ H−+ et H+− ⊕ H−− et l’ope´rateur
antiunitaire J ne fait qu’e´changer ces sous-espaces.
2.2 Solution ge´ne´rale
2.2.1 La matrice de multiplicite´
Les axiomes que nous venons de donner sont si simples qu’il est possible de de´terminer
explicitement tous les triplets spectraux finis. Nous allons commencer par e´tudier la structure
de bimodule sous-jacente.
Dans le cas ge´ne´ral, soit H un espace de Hilbert de dimension finie muni d’une structure de
(A,B)-bimodule sur deux alge`bres involutives A et B sur le corps C. Etant donne´ que ces deux
alge`bres involutives sont repre´sente´es en tant qu’ope´rateurs sur H, elles peuvent eˆtre e´crites
comme sommes directes d’alge`bres de matrices a` coefficients complexes,
A = P⊕
i=1
Mpi(C), B =
Q⊕
i=1
Mqi(C). (2.32)
A l’aide de cette structure de bimodule, nous de´finissons deux applications πL et πR de A et B
dans l’alge`bre des ope´rateurs sur H par
πL(x)Ψ = xΨ et πR(y)Ψ = Ψy
∗ (2.33)
pour x ∈ A, y ∈ B et Ψ ∈ H. Il est facile de voir que πL est une repre´sentation de A,
que l’on de´compose en somme directe de repre´sentations irre´ductibles. Dans une certaine base
orthonormale de H, on a
π(x) =
P⊕
p=1
xp ⊗ Imp , (2.34)
avec x = (xp)1≤p≤P et xp ∈Mnp(C) et ou` les multiplicite´s mi sont des entiers positifs. Cela nous
ame`ne a` e´crire l’espace H sous la forme d’une somme directe
H = P⊕
p=1
Hp, (2.35)
ou` Hp est isomorphe a` Cnp ⊗ Cmp.
L’application x ∈ B 7→ πR(x) satisfait a` tous les axiomes relatifs aux repre´sentations
d’alge`bres, a` l’exception de la line´arite´ qui est remplace´e par πR(λx) = λπR(x) pour tout
x ∈ B et λ ∈ C. Il de´coule de la structure de bimodule que les applications πL(x) et πR(y)
commutent pour tout x ∈ A et y ∈ B, ce qui prouve que Hp est stable par πR(y). Nous pouvons
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alors de´composer la re´striction a` Hp de πR en repre´sentations irre´ductibles. Compte tenu de la
relation de commutation, on a
πR(y) =
Q⊕
q=1
Inp ⊗ Impq ⊗ yq, (2.36)
pour la restriction de πL(y) a` Hp. Les multiplicite´s mpq sont des entiers positifs ou nuls et, par
convention, Im n’apparaˆıt pas dans la de´composition si m = 0. De fac¸on ge´ne´rale, l’espace de
Hilbert s’e´crit comme une somme directe de sous-espaces deux a` deux orthogonaux,
H = ⊕
p,q
Hpq, Hpq = Cp ⊗ Cmpq ⊗ Cq. (2.37)
De plus, dans une certaine base orthogonale de H compatible avec cette de´composition, les
applications πL et πR sont donne´es par
πL(x) = ⊕
p,q
xp ⊗ Impq ⊗ Inq , (2.38)
πR(y) = ⊕
p,q
Inp ⊗ Impq ⊗ yq. (2.39)
La structure de bimodule deH est donc donne´e, a` une e´quivalence unitaire pre`s, par une matrice
P×Q a` coeffcients entiers. Re´ciproquement, tout (A,B)-bimodule peut eˆtre reconstruit a` l’aide
d’une matrice P×Q graˆce aux formules pre´ce´dentes. Bien entendu, nous supposons qu’une telle
matrice ne contient pas de ligne ou de colonne identiquement nulle, car sinon un des facteurs
ne serait pas repre´sente´. Ceci peut eˆtre re´sume´ de la manie`re suivante :
Proposition 2.2.1 Soient A et B deux alge`bres sommes directes de respectivement p et q
alge`bres de matrices. Alors, tout (A,B)-bimodule est de´termine´, a` une e´quivalence unitaire
pre`s, par sa matrice de multiplicite´ m ∈Mp,q(N).
Ayant caracte´rise´ les bimodules a` l’aide de matrices a` coeffcients entiers et positifs, nous
pouvons nous demander a` quelles ope´rations sur les bimodules correspondent les ope´rations
habituelles sur les matrices. Par exemple, si M et N sont des (A,B)-bimodules de matrices de
multiplicite´ M et N , alors la somme directeM⊕N est un (A,B)-bimodule dont la matrice de
multiplicite´ est M +N . De meˆme, en e´changeant les actions a` droite et a` gauche, M est muni
d’une structure de (B,A)-bimodule dont la matrice de multiplicite´ est la transpose´e de M .
L’analogue du produit de matrice est plus complique´ et s’obtient en conside´rant des produits
tensoriels.
Proposition 2.2.2 Soient A, B et C trois alge`bres, M un (A,B)-bimodule et N un (B, C)-
bimodule. Alors M⊗B N est un (A, C)-bimodule.
Passant aux matrices de multiplicite´, on obtient aise´ment le re´sultat suivant.
Proposition 2.2.3 Soient A, B et C trois alge`bres sommes directes d’alge`bres de matrices,
M un (A,B)-bimodule de matrice de multiplicite´ m et N un (B, C)-bimodule de matrice de
multiplicite´ n. Alors la matrice de multiplicite´ de M⊗B N est le produit mn.
En dimension infinie, lorsque les alge`bres A, B et C sont des alge`bres de von Neumann,
cette ope´ration joue un roˆle important et est connue sous le nom de ”fusion” ou ”composition
des correspondances” [J].
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2.2.2 Ope´rateurs du premier ordre
Nous avons vu que l’ope´rateur de Dirac est un ope´rateur du premier ordre pour la struc-
ture de bimodule donne´e par l’axiome de re´alite´. Avant d’e´tudier en de´tail les proprie´te´s de
l’ope´rateur de Dirac, conside´rons un (A,B)-bimodule H, ou` A et B sont deux alge`bres involu-
tives que nous supposons eˆtre des sommes directes d’alge`bres de matrices.
Un ope´rateur L (resp. R) de H dans lui-meˆme est dit line´aire a` gauche (resp. line´aire a`
droite) si pour tout Ψ ∈ H et tout x ∈ A on a L(xΨ) = xL(Ψ) (resp. R(Ψy) = R(Ψ)y pour
y ∈ B). Dans ce cas, D = L+R est un ope´rateur du premier ordre, car on a
D(xΨy) = L(xΨy) +R(xΨy),
= xL(Ψy) +R(xΨ)y,
= x [L(Ψy) +R(Ψy)] + [R(xΨ) + L(xΨ)] y
− [xR(Ψy) + L(xΨ)y] , (2.40)
ce qui se re´e´crit
D(xΨy) = xD(Ψy) +D(xΨ)y − xD(Ψ)y, (2.41)
puisque
xR(Ψy) + L(xΨ)y = xR(Ψ)y + xL(Ψ)y = xD(Ψ)y. (2.42)
Cette de´monstration prouve que la somme d’un ope´rateur line´aire a` gauche et d’un ope´rateur
line´aire a` droite, est un ope´rateur du premier ordre. De plus, nous n’avons utilise´ que les
proprie´tes alge´briques des bimodules, ce qui montre que cette de´monstration reste valable en
dimension infinie.
Cependant, en dimension finie, on peut prouver la re´ciproque.
Proposition 2.2.4 Soient A et B deux alge`bres sommes directes d’alge`bres de matrices et H
un (A,B)-bimodule de dimension finie. Alors tout ope´rateur du premier ordre sur H est somme
directe d’un ope´rateur line´aire a` droite et d’un ope´rateur line´aire a` gauche.
De´monstration:
En dimension finie, nous avons montre´ que la structure de bimodule est donne´ par la matrice
de multiplicite´. Avec les notations de la section pre´ce´dente, H peut eˆtre de´compose´ en somme
directe,
H = ⊕
p,q
Hpq. (2.43)
Si on note 1p (resp. 1q) l’e´le´ment de A (resp. de B) dont toutes les composantes sont nulles
a` l’exception de la p-ie`me (resp q-ie`me) qui est e´gale a` la matrice unite´, alors l’ope´rateur de
projection sur Hpq est, avec les notations du paragraphe pre´ce´dent, e´gal a` πL(1p)πR(1q).
La condition du premier ordre (2.41) se re´e´crit
DπL(x)πR(y) = πL(x)DπR(y) + πR(y)DπL(x)− πL(x)πR(y)D, (2.44)
ou de manie`re e´quivalente,
[[D, πL(x)] , πR(y)] = 0, (2.45)
avec x ∈ A et y ∈ B. Appliquons cela a` x = 1r et y = 1s et multiplions a` droite par πL(1r)πR(1s)
et a` gauche par πL(1p)πR(1q). Nous obtenons la relation
Drspq = δprDrspq + δqsDrspq − δprδqsDrspq, (2.46)
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ou` nous avons introduit les e´le´ments de matrice de l’ope´rateur de Dirac, de´finis par
Drspq = πL(1p)πR(1q) D πL(1r)πR(1s). (2.47)
La condition (2.46) nous montre que Drspq = 0 sauf si p = r ou q = s. Nous pouvons donc
re´ecrire D sous la forme
D = ∑
p=r,q 6=s
Drspq +
∑
p 6=r,q=s
Drspq +
∑
p=r,q=s
Drspq. (2.48)
En utilisant les de´compostions de πL et de πR introduites au cours du paragraphe pre´ce´dent,
la condition du premier ordre est e´quivalente aux relations(
xp ⊗ Ipq ⊗ Inq
)
Dpspq = Dpspq (xp ⊗ Ips ⊗ Ins) (2.49)
si p = r et q 6= s, ainsi que(
Inp ⊗ Ipq ⊗ yq
)
Dqspq = Dqspq
(
Inp ⊗ Ipq ⊗ yq
)
(2.50)
si p 6= r et q = s.
Cela prouve que l’ope´rateur ∑
p=r,q 6=s
Drspq (2.51)
commute avec πL et que ∑
p 6=r,q=s
Drspq (2.52)
commutent avec πR. Si q = s et p 6= r, on obtient[[
Dpqpq , xp ⊗ Ipq ⊗ Inq
]
, Inp ⊗ Ipq ⊗ yq
]
= 0. (2.53)
La solution de cette e´quation est
Dpqpq = Mpq ⊗ Inq + Inp ⊗Npq, (2.54)
avec Mpq ∈ Mmpqnp(C) et N ∈ Mmpqnq(C) quelconques. En effet, si (Inp, Eα)1≤α≤n2p−1 (resp.
(Inq , Fβ)1≤β≤n2q−1) est une base de Mnp(C) (resp. Mnq(C)), on peut e´crire
Dpqpq = Mpq ⊗ Inq + Inp ⊗Npq +
∑
α,β
Eα ⊗Mαβ ⊗ Fβ, (2.55)
et on montre facilement, en raisonnant par l’absurde, que les matrices Mαβ sont nulles. Cela
prouve que ∑
p=r,q=s
Drspq =
∑
p=r,q=s
Mpq ⊗ Inq +
∑
p=r,q=s
Inp ⊗Npq. (2.56)
est somme d’un ope´rateur qui commute avec πL et d’un ope´rateur qui commute avce πR.

Cette de´monstration se base uniquement sur la semi-simplicite´ des alge`bres A et B et sur
la finitude de la dimension du bimodule. Elle est donc appliquable dans un cadre tre`s ge´ne´ral,
mais il est facile de voir que si la dimension est infinie, il existe des ope´rateurs du premier ordre
qui ne sont pas de cette forme. Par exemple, dans le cas d’une varie´te´, un ope´rateur diffe´rentiel
du premier ordre ne commute pas avec toutes les fonctions et ne peut donc eˆtre e´crit sous cette
forme.
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2.2.3 La conjugaison de charge
E´tant donne´ un (A,A)-bimodule H de matrice de multiplicite´ m, il est inte´ressant de se
demander dans quel cas on peut passer de l’action a` gauche a` l’action a` droite par l’ope´rateur de
conjugaison de charge introduit par l’axiome de re´alite´. De plus, nous pouvons nous demander,
lorsqu’un tel ope´rateur existe, s’il est unique ou s’il y a plusieurs possibilite´s. Dans ce chapitre,
nous conside´rons un (A,A)-bimoduleH, de matrice de multiplicite´m et nous utilisons les lettres
i, j, k, ... pour repe´rer les facteurs simples de A. La re´ponse aux deux questions pre´ce´dentes
est donne´e par la proposition suivante.
Proposition 2.2.5 Un bimodule sur A correspond a` un triplet spectral fini si et seulement si
sa matrice de multiplicite´ est syme´trique. Dans ce cas, l’ope´rateur J tel que πR = J πLJ −1 est
unique a` une conjugaison par un unitaire pre`s.
De´monstration:
Supposons tout d’abord que J existe. L’action de J sur ψ ∈ H peut eˆtre e´crite, dans n’importe
quelle base, sous la forme Jψ = Kψ, ou` K est une matrice. J est une involution antiunitaire
si et seulement si KK = KK∗ = 1. Puisque l’on doit avoir
πL(x) = ⊕
i,j
xi ⊗ Imij ⊗ Inj , (2.57)
πR(y) = J πL(y)J −1 = ⊕
i,j
Ini ⊗ Imij ⊗ yj , (2.58)
pour tous x, y ∈ A, nous avons aussi
K
(
⊕
i,j
xi ⊗ Imij ⊗ Inj
)
=
(
⊕
i,j
Ini ⊗ Imij ⊗ xj
)
K, (2.59)
pour tout x, y ∈ A. Par conse´quent, K (⊕jHij) ⊂ ⊕jHji, et puisque K−1 = K∗, K(Hij) = Hji.
C’est pourquoi les dimensions de Hij et Hji sont e´gales, ou de manie`re e´quivalente, la matrice
de multiplicite´ m est syme´trique : mij = mji.
Notons Kij : Hij →Hji la restriction de K. Elle doit satisfaire aux relations
Kij
(
xi ⊗ Imij ⊗ Inj
)
=
(
Ini ⊗ Imij ⊗ xj
)
Kij, (2.60)
KijK
∗
ij = KijKij = 1. (2.61)
Par conse´quent, si eai ⊗ ψpij ⊗ ebj est une base de Hij = Cni ⊗ Cmij ⊗ Cnj , on a
Kij
(
eai ⊗ ψpij ⊗ ebj
)
= ebj ⊗ Lijψpij ⊗ eai . (2.62)
LijL
∗
ij = 1. (2.63)
Si i 6= j, les espaces Hij et Hji sont distincts et il est toujours possible, dans une base or-
thonormale convenable (ψpij)1≤p≤mij , d’avoir Lijψ
p
ij = ψ
p
ji. Lorsque i = j, Lii est unitaire et nous
pouvons trouver une base orthonormale telle que Liiψ
p
ii = e
iφpiψpii, avec φ
p
i ∈ R. Cependant,
puisque J est antiline´aire,
J
(
eiφ
p
i /2 eai ⊗ ψpii ⊗ ebi
)
= e−iφ
p
i /2K
(
eai ⊗ ψpii ⊗ ebi
)
, (2.64)
= e−iφ
p
i /2 eai ⊗ Liiψpii ⊗ ebi , (2.65)
= e+iφ
p
i /2 eai ⊗ ψpii ⊗ ebi , (2.66)
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ce qui nous permet de faire disparaitre les phases si on fait la substitution ψpij → eiφ
p
i /2ψpij . Par
conse´quent, l’action de J est simplement
J
(
eai ⊗ ψpij ⊗ ebj
)
= ebj ⊗ ψpji ⊗ eai , (2.67)
dans tous les cas.
Re´ciproquement, si la matrice de multiplicite´ m est syme´trique, il est possible de de´finir J
de cette fac¸on et il est clair qu’un tel ope´rateur satisfait a` tous les contraintes impose´es a` la
conjugaison de charge. 
2.2.4 La chiralite´
D’apre`s l’axiome d’orientabilite´, la chiralite´ χ commute avec π(A) et J π(A)J −1, et est
hermitienne, ce qui nous permet de l’e´crire sous la forme
χ = ⊕
ij
Ini ⊗ χij ⊗ Inj . (2.68)
Puisque χ =
∑
p π(x
p)J π(yp)J −1, avec xp, yp ∈ A, χij est une matrice scalaire. De plus χij =
±1 car χ2 = 1. [χ,J ] = 0 entraine la relation de syme´trie χij = χji.
Toute l’information contenue dans les matrices χij etmij peut eˆtre inte´gre´e dans une matrice
de multiplicite´ a` coefficients non ne´cessairement positifs µ ∈MN(Z) de´finie par
µij = χijmij . (2.69)
Nous retrouvons χij et mij comme le signe et le module de µij. Par conse´quent,
χ = ⊕
ij
sign(µij)Ini ⊗ I|µij| ⊗ Inj. (2.70)
Occupons-nous maintenant de la dualite´ de Poincare´. Comme nous nous sommes place´s
dans la cas des alge`bres complexes, les projecteurs pi = 1i qui apparaˆıssent dans la formule de
de´finition de la matrice de la forme d’intersection sont de trace 1. Cette matrice est donne´e par
∩ij = Tr
[
χπ(pi)J π(pj)J −1
]
, (2.71)
= sign(µij)Tr
[
pi ⊗ I|µij| ⊗ pj
]
, (2.72)
= µij. (2.73)
Par conse´quent, la dualite´ de Poincare´ se traduit simplement par la non nullite´ du de´terminant
de la matrice de multiplicite´ µ.
Re´ciproquement, si nous partons d’une matrice syme´trique et non de´ge´ne´re´e µ ∈MN (Z) (que
nous appellerons dore´navant matrice de multiplicite´ au lieu de m), nous pouvons reconstruire
la structure de bimodule a` l’aide des valeurs absolues |µij|. La chiralite´ χ est obtenue comme
χ = ⊕
ij
sign(µij)Ini ⊗ I|µij| ⊗ Inj. (2.74)
χ satisfait a` toutes les conditions impose´es par les axiomes. Par construction, la ve´rification
des relations de commutation ainsi que de χ = χ∗ et χ2 = 1 est e´vidente. Montrons qu’il existe
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des e´le´ments xp and yp de A tels que χ = ∑p π(xp)J π(yp)J −1. Pour cela, e´crivons la matrice
de multiplicite´ µ comme une somme de matrices de rang 1
χij =
∑
p
αpiβ
p
j , (2.75)
avec αpi et β
p
j des nombres complexes. On en de´duit que χ =
∑
p π(x
p)J π(yp)J −1, avec xp =
(αpi Ini)1≤i≤N et y
p = (βpj Inj)1≤j≤N .
Cela nous permet d’e´noncer le re´sultat interme´diaire suivant.
Proposition 2.2.6 Les e´le´ments (A,J , χ) d’un triplet spectral fini sont de´termine´s, a` une
transformation unitaire pre`s, par une matrice syme´trique et non de´gene´re´e µ ∈MN (Z).
2.2.5 L’ope´rateur de Dirac
Comme nous l’avons montre´, tout ope´rateur du premier ordre d’un (A,B)-bimodule de
dimension finie, ou` A et B de´signent des sommes directes d’alge`bres de matrices, est la somme
d’un ope´rateur line´aire a` gauche et d’un ope´rateur line´aire a` droite. D’apre`s la condition d’ordre
un, l’ope´rateur de Dirac D est un ope´rateur du premier ordre pour la structure de bimodule
de H donne´e par l’axiome de realite´. On peut donc lui appliquer le re´sultat pre´ce´dent pour
de´composer D sous la forme
D = L+R, (2.76)
ou` L est line´aire a` gauche et R line´aire a` droite. Graˆce a` l’axiome d’orientabilite´. il s’ave`re que
cette de´composition est essentiellement unique ;
Proposition 2.2.7 Dans le cas d’un triplet spectral fini, la de´composition de l’ope´rateur de
Dirac conside´re´ comme un ope´rateur du premier ordre est unique si on impose aux applications
line´aires a` droite et a` gauche correspondantes d’anticommuter avec χ.
De´monstration:
En effet, supposons qu’il existe quatre ope´rateurs L1, R1, L2 et R2, qui anticommutent avec χ
et tels que
D = L1 +R1 = L2 +R2, (2.77)
ve´rifiant e´galement
[L1, π(x)] =
[
R1,J π(x)J −1
]
= [L2, π(x)] =
[
R2,J π(x)J −1
]
= 0 (2.78)
pour tout x ∈ A. On en de´duit que
L1 −L2 = R2 −R1 (2.79)
commute avec π(x) et J π(x)J −1 pour tout x ∈ A. D’apre`s l’axiome d’orientabilite´, la chiralite´
peut eˆtre e´crite sous la forme χ =
∑
p π(x
p)J π(yp)J −1, avec xp, yp ∈ A, ce qui prouve que
L1 − L2 et R2 − R1 commutent avec χ. Par hypothe`se, ils anticommutent e´galement avec χ,
et puisque χ2 = 1, on en de´duit que
L1 − L2 = R2 −R1 = 0, (2.80)
ce qui prouve l’unicite´ de la de´composition. 
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Ce re´sultat a plusieures conse´quences. Tout d’abord, il nous permet de montrer que les
ope´rateurs L et R sont hermitiens. En effet, puisque D est hermitien, si L et R sont deux
ope´rateurs convenables, alors L∗ et R∗ le seront aussi. Par l’unicite´ de la de´composition, on
de´duit que L = L∗ et R = R∗.
De plus, puisque D commute avec J , on a D = JDJ −1 = JLJ −1 + JRJ −1. Puisque L
commute avec π(x), on a [JLJ −1,J π(x)J −1] = J [L, π(x)]J −1 = 0, et de la meˆme fac¸on, on
prouve que[
JRJ −1, π(x)
]
= J
[
R,J −1π(x)J
]
J −1 = J
[
R,J π(x)J −1
]
J −1 = 0, (2.81)
ou` la relation J 2 = 1 a e´te´ utilise´e. Par l’unicite´ de la de´compostion, on obtient
L = JRJ −1 et R = JLJ −1. (2.82)
Si nous notons ∆ l’ope´rateur R, alors nous avons
D = ∆+ J∆J −1. (2.83)
En re´sume´, nous avons prouve´ le re´sultat suivant.
Proposition 2.2.8 L’ope´rateur de Dirac D d’un triplet spectral fini s’e´crit de manie`re unique
sous la forme
D = ∆+ J∆J −1, (2.84)
ou` ∆ est un ope´rateur qui anticommute avec χ et commute avec J π(x)J −1 pour tout x ∈ A.
De plus, ∆ est hermitien.
Cette de´composition de l’ope´rateur de Dirac a plusieurs conse´quences que nous
de´velopperons au cours de ce chapitre. Premie`rement, puisque J∆J −1 commute avec π(x),
nous pouvons remplacer [D, π(x)] par [∆, π(x)] pour tout x ∈ A. Cela permet en ge´ne´ral de
simplifier la plupart des e´quations ; par exemple dans le calcul des distances. Ensuite, nous al-
lons montrer que ∆ est une 1-forme, ce qui nous permettra de de´terminer explicitement toutes
les 1-formes.
Enfin, puisque l’ope´rateur ∆ satisfait des relations de commutation tre`s simples, nous pou-
vons le de´terminer explicitement en termes de matrices a` coefficients complexes. Rappelons que
H = ⊕
ij
Hij est la de´composition de l’espace de Hilbert, ou` les indices i et j repe`rent les facteurs
simples de l’alge`bre. Nous de´finissons les e´le´ments de matrice de l’ope´rateur ∆ par
∆klij = π(1i)J π(1j)J −1∆ π(1k)J π(1l)J −1, (2.85)
ou` 1i de´signe la matrice unite´ de Mni(C) conside´re´e comme e´le´ment de A. D’apre`s le re´sultat
du paragraphe 2.2, cet e´le´ment de matrice doit eˆtre nul sauf si j = l. Dans ce dernier cas, il
doit satisfaire a`
∆klij (Ink⊗|µkj | ⊗ yj) = (Ini⊗|µij | ⊗ yj)∆
kl
ij (2.86)
pour tout yj ∈Mnj (C). Cela impose que l’on e´crive ∆klij sous la forme
∆klij = δjlMik,j ⊗ Inj (2.87)
ou` les matricesMik,j ∈Mµijni×µkjnk(C) sont telles queMik,j = M∗ki,j si µijµkj < 0, et nulles dans
tous les autres cas. Cela nous donne une parame´trisation de l’ope´rateur ∆ a` l’aide de matrices
complexes, dont on de´duit l’ope´rateur de Dirac a` l’aide de la relation D = ∆+ J∆J −1.
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Pour de´terminer l’ope´rateur de Dirac complet a` l’aide de matrices, nous devons calculer
l’action de J sur ∆. Pour cela, il est commode d’e´crire les matrices Mik,j comme sommes de
produits tensoriels,
Mik,j =
∑
p
Epik ⊗Mpik,j, (2.88)
avec Epik ∈ Mni×nk(C) et Mpik,j ∈ M|µij |×|µkj |(C). L’action de J sur un produit tensoriel est
J (e⊗ ψ ⊗ f) = f ⊗ ψ ⊗ e, ce qui donne
(
J∆J −1
)kl
ij
= δik
∑
p
Ini ⊗M pjl,i ⊗Epjl. (2.89)
Ainsi, en additionnant les e´le´ments de matrice de ∆ et de J∆J −1, nous obtenons l’e´le´ment de
matrice correspondant de D,
Dklij = δjl
∑
p
Epik ⊗Mpik,j ⊗ Inj + δik
∑
p
Ini ⊗M pjl,i ⊗ Epjl (2.90)
En conclusion, nous pouvons re´sumer cette e´tude comme suit.
Proposition 2.2.9 Un triplet spectral fini est donne´, a` une e´quivalence unitaire pre`s, par une
matrice syme´trique et non de´ge´ne´re´e µ ∈ MN(Z), a` partir de laquelle on construit la structure
de bimodule et la chiralite´, ainsi que d’un ope´rateur ∆ dont les e´le´ments de matrice sont donne´es
par la relation (2.87).
2.2.6 S0-re´alite´
Bien que les re´sultats obtenus soient valables dans le cas des triplets spectraux finis S0-re´els,
il est utile de de´crire les proprie´te´s particulie`res de ces derniers en utilisant le langage que nous
venons de de´velopper.
Rappelons qu’un triplet spectral (A,H,D) est S0-re´el si il existe une involution hermitienne
qui commute avec D, χ et π(x) pour tout x ∈ A et anticommute avec J .
En fait, nous avons vu que la strucuture de bimodule d’un triplet spectral S0-re´el est obtenue
a` partir de deux bimodules. Le premier correspond a` la valeur propre +1 de ǫ et nous notons
ν sa matrice de multiplicite´. Le second bimodule, qui est associe´ a` la valeur propre −1 de ǫ
s’obtient simplement, puisque dans cette de´composition on a
J =
(
0 I
I 0
)
C, (2.91)
en e´changeant les actions a` droite et a` gauche du bimodule associe´ a` la valeur propre +1. Par
conse´quent, la matrice de multiplicie´ totale s’e´crit sous la forme µ = ν + ν∗. Bien entendu,
puisque χ et J commutent, les entiers νij et νji doivent toujours avoir meˆme signe.
Re´ciproquement, si la matrice de multiplicite´ µ satisfait a` ces conditions, il est facile de
construire un ope´rateur ǫ convenable.
De meˆme, puisque l’ope´rateur de Dirac commute avec ǫ et avec J , il se de´compose en
deux ope´rateurs du premier ordre connecte´s par J . Cette condition est suffisante pour que D
commute avec ǫ et J .
En conse´quence, nous pouvons caracte´riser les triplets spectraux finis S0-re´els de la manie`re
suivante :
Proposition 2.2.10 Un triplet spectral fini est S0-re´el si et seulement si
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– sa matrice de multiplicite´ peut s’e´crire sous la forme µ = ν + ν∗, ou` ν ∈ MN(Z) est une
matrice telle que νij et νji soient de meˆme signe,
– l’ope´rateur de Dirac est somme de deux ope´rateurs du premier ordre correspondant aux
bimodules de´termine´s par ν et ν∗ et se de´duisant l’un de l’autre par conjugaison par J .
2.2.7 Une approche diagrammatique
Pour classifier les triplets spectraux finis, il faut regrouper ces derniers dans un certain
nombre de classes dont on peut facilement saisir les proprie´te´s caracte´ristiques.
Un premier pas en ce sens a e´te´ franchi par l’introduction de la matrice de multiplicite´ :
celle-ci permet, pour une alge`bre fixe´e, de reconstruire a` une e´quivalence unitaire pre`s, la
repre´sentation π et les ope´rateurs χ et J . Nous pourrions donc, dans un premier temps, con-
side´rer que deux triplets spectraux sont e´quivalents si et seulement si ils ont meˆme matrice de
multiplicite´. Cependant, cette classification ne permet pas de distinguer deux triplets spectraux
ayant meˆme matrice de multiplicite´ mais des ope´rateurs de Dirac diffe´rents. Pour reme´dier a`
ce proble`me, il est inte´ressant d’associer a` chaque triplet spectral fini un diagramme.
De´finition 2.2.1 A` un triplet spectral fini (A,H,D) dont la matrice de multiplicite´ est µ, on
associe un diagramme construit de la manie`re suivante :
– Au point de coordonne´es (i, j) du plan on associe un sommet de type ⊕ si µij > 0 ou un
sommet de type ⊖ si µij < 0.
– On relie les sommets situe´s aux points de coordonne´es (i, j) et (k, l) si et seulement si
l’e´le´ment de matrice de l’ope´rateur de Dirac
Dklij =
(
π(1i)J π(1j)J −1
)
D
(
π(1k)J π(1l)J −1
)
(2.92)
est non nul.
Les sommets de ce diagramme permettent de de´terminer quels sont les e´le´ments non nuls de
la matrice de multiplicite´ alors que les liens nous aident a` visualiser la structure de l’ope´rateur
de Dirac.
Nous classifions les triplets spectraux finis selon leurs diagrammes. L’inte´reˆt de ce type de
classification se trouve dans le fait que beaucoup des proprie´te´s des mode`les en physique des
particules que nous allons construire apparaissent a` travers la structure de ces diagrammes. De
plus, cela permet une manipulation tre`s simple d’objets qui sont souvent des matrices de taille
importante (90× 90 pour le mode`le standard) tout en perdant le moins d’information possible.
Ces diagrammes posse`dent les proprie´te´s suivantes :
Proposition 2.2.11 Le diagramme associe´ a` un triplet spectral fini n’est forme´ que de liens
verticaux et horizontaux entre sommets de type diffe´rents de telle manie`re que le diagramme
soit syme´trique par rapport a` la diagonale (e´change des indices i et j).
De´monstration:
Ces proprie´te´s re´sultent des relations satisfaites par D. Les liens sont soit verticaux soit hori-
zontaux a` cause de la condition d’ordre un et seuls des sommets de type diffe´rents sont relie´s
suite a` la relation d’anticommutation χD+Dχ = 0. La relation JD = DJ implique la syme´trie
par rapport a` la diagonale. 
Il convient de remarquer que, puisque D est hermitien, Dklij est non nul si et seulement si
Dijkl est non nul, ce que nous symbolisons par un seul lien non oriente´ sur le diagramme.
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Sur ce diagramme, les liens verticaux correspondent aux e´le´ments de matrices de l’ope´rateur
∆ alors que que les liens horizontaux sont relatifs a` J∆J −1.
Cette remarque nous permet de construire diagrammatiquement tous les triplet spectraux ;
1. On choisit une alge`bre
A = N⊕
i=1
Mni(C), (2.93)
ainsi qu’une matrice de multiplicite´ µ ∈MN (Z) qui soit syme´trique et non de´ge´ne´re´e.
2. A l’aide de la matrice de multiplicite´, on construit les sommets du diagramme en associant
a` chaque point (i, j) du plan un sommet de type ⊕ si µij > 0 ou un sommet de type ⊖ si
µij < 0.
3. Au sommet (i, j) on associe l’espace de Hilbert Hij = Cni ⊗ C|µij | ⊗ Cnj .
4. On relie tous les sommets de type diffe´rent par des liens verticaux.
5. A chaque lien vertical entre (i, j) et (k, j) avec i < k on associe l’e´le´ment de matrice de
∆ donne´ par
∆kjij =Mik,j ⊗ Inj , (2.94)
ou` Mik,j ∈M|µij |ni×|µkj |nj(C) est une matrice quelconque.
6. Si i > k, on de´finit
∆klij = (Mki,j)
∗ ⊗ Inj . (2.95)
7. On termine en comple´tant par
D = ∆+ J∆J −1. (2.96)
2.3 The´ories de jauge
2.3.1 Syme´tries et the´ories de jauge
Les syme´tries d’un espace sont en correspondance directe avec les automorphisnes de son
alge`bre des coordonne´es, ce qui entraine que, pour e´tudier les syme´tries d’un ”espace quantique”
de´termine´ par une alge`bre A, nous devons rechercher tous les automorphismes de A.
Ensuite, ces syme´tries doivent eˆtre imple´mente´es au niveau du triplet spectral (A,H,D)
en associant a` chaque automorphisme φ une transformation unitaire Uφ de l’espace de Hilbert
telle que
UφπU
∗
φ = π ◦ φ−1. (2.97)
Commenc¸ons par de´terminer les automorphismes de l’alge`bre associe´e a` un triplet spectral
fini. Dans le cas le plus simple, l’alge`bre est commutative et ses automorphismes sont connus.
Proposition 2.3.1 Les automorphismes de l’alge`bre CN sont les permutations des diffe´rents
facteurs simples.
Cela se de´montre facilement en cherchant les images des e´le´ments unite´s 1i de chaque facteur
simple.
Le groupe des automorphismes de cette alge`bre est donc isomorphe au groupe des pert-
mutaioms de N e´le´ments. A chaque permutation σ ∈ SN doit eˆtre associe´e une transfomation
unitaire Uσ telle que
Uσπ(1i)U
∗
σ = π(1σ(i)). (2.98)
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Si on de´compose H en somme directe, H = ⊕iHi avec Hi = π1iH, la relation (2.98) implique
UσHi ⊂ Hσ(i). Un argument identique pour σ−1 nous prouve que l’on doit en fait avoir Hi =
Hσ(i). En conse´quence, une permutation σ ne peut eˆtre une syme´trie du triplet spectral que si
les dimensions des sous-espaces que l’on veut permuter co¨ıncident.
Sur le plan diagrammatique, cela correspond a` effectuer cette permutation sur les lignes et
les colonnes. La nouvelle matrice de multiplicite´ s’obtient par la relation
µ′ = Pσ−1 µPσ, (2.99)
ou` Pσ est la matrice de permutation de´finie par σ.
Si les syme´tries d’un triplet spectral commutatif sont discre`tes, il n’en est plus de meˆme
dans le cas non commutatif. Par exemple, si A = Mn(C), alors pour tout unitaire u ∈ Mn(C),
l’application x 7→ uxu−1 est un automorphisme non trivial de A. Ces automorphismes sont
appele´s automorphismes inte´rieurs et ce sont les seuls :.
Proposition 2.3.2 Tous les automorphismes de l’alge`bre Mn(C) sont inte´rieurs.
En conse´quence, le groupe des automorphismes de Mn(C) est isomorphe a`
PSU(n) = SU(n)/Zn, (2.100)
ou` SU(n) de´signe le groupe des matrices unitaires de de´terminant 1 et Zn est son centre est
forme´ des matrices du type q In, avec q
n = 1.
Lorsque A est une somme directe de N alge`bres de matrices, chaque unitaire u de´termine
encore un automorphisme non trivial de A. Notons que dans ce cas tous les automorphismes
ne sont pas ne´cessairement inte´rieurs car il peut y avoir un sous groupe fini d’automorphismes
qui correspondent simplement a` des permutations de facteurs identiques.
Pour eˆtre une syme´trie du triplet spectral (A,H,D), chaque unitaire u doit eˆtre repre´sente´
sur l’espace de Hilbert par un ope´rateur U satisfaisant a`
Uπ(x)U−1 = π(uxu−1). (2.101)
pour tout x ∈ A.
Au cours de la section 2.2.2, nous avons montre´ que, en prenant
U = π(u)J π(u)J −1, (2.102)
alors U est solution de (2.101) et laisse invariant les ope´rateurs χ et J . Seul l’ope´rateur de
Dirac est modifie´ et devient
D → U DU−1 = D + u
[
D, u−1
]
+ J u
[
D, u−1
]
J −1, (2.103)
ou` nous avons simplement note´ u l’ope´rateur π(u).
Cette transformation de l’ope´rateur de Dirac peut eˆtre reporte´e sur un champ de jauge
A. Ce dernier est de´fini comme une 1-forme hermitienne, c’est-a`-dire que c’est un ope´rateur
hermitien qui peut s’e´crire sous la forme
A =
∑
p
xp [D, yp] (2.104)
avec xp, yp ∈ A.
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Sous une transformation de jauge, A devient
A→ uAu−1 + u
[
D, u−1
]
, (2.105)
de telle fac¸on que l’ope´rateur de Dirac covariant D + A + JAJ −1 se transforme en
D + A+ JAJ −1 → U
(
D + A + JAJ −1
)
U−1. (2.106)
Cette loi de transformation nous assure que l’action fermionique de´finie par
〈Ψ,
(
D + A+ JAJ −1
)
Ψ〉 (2.107)
est invariante de jauge lorsque le fermion Ψ se transforme en
Ψ→ π(u)J π(u)J −1Ψ. (2.108)
Nous renvoyons a` la section 1.2.2 le lecteur inte´resse´ par une e´tude de´taille´e de la syme´trie
de jauge dans un cadre ge´ne´ral.
2.3.2 De´termination des 1-formes
Etudions en de´tail la structure de l’espace des 1-formes Ω1D(A) associe´es a` un triplet spectral
fini (A,H,D). Pour cela, commenc¸ons par rappeler que l’ope´rateur de Dirac D peut eˆtre e´crit
sous la forme D = ∆ + J∆J −1, ou` ∆ et un ope´rateur hermitien qui anticommute avec χ et
commute avec J π(x)J −1 pour tout x ∈ A.
Proposition 2.3.3 L’ope´rateur ∆ apparaissant dans la de´composition de D est une 1-forme.
De´monstration:
Si G est le groupe des unitaires de A, alors G est un groupe de Lie compact donc admet une
mesure de Haar. En utilisant cette mesure, on a
D =
∫
G
du uDu∗ −
∫
G
du u [D, u∗] . (2.109)
Puisque la mesure du est invariante par translation a` gauche, le premier terme du second
membre de 2.109 commute avec tous les unitaires donc avec tous les e´le´ments deA car n’importe
quel x ∈ A peut s’e´crire comme une somme de 4 unitaires.
Le second terme du deuxie`me membre de (2.109) commute avec J π(x)J −1 pour tout x ∈ A
en vertu de la condition d’ordre un. De plus, c’est une 1-forme car, en utilisant des sommes de
Riemann,
∫
G du u [D, u∗] peut eˆtre e´crit comme une limite d’expressions du type
∑
p
xp [D, yp]
avec xp, yp ∈ A. Puisqu’on est en dimension finie, l’espace Ω1D(A) est un sous espace ferme´ et
toute limite d’une suite de 1-formes est une 1-forme.
Enfin, chacun des deux termes du second membre de (2.109) anticommute avec la chiralite´,
ce qui implique, par application de l’unicite´ de la de´composition de l’ope´rateur de Dirac, que
∆ = −
∫
G
du u [D, u∗] . (2.110)
Par conse´quent, ∆ est une 1-forme.

86 CHAPITRE 2. CLASSIFICATION DES TRIPLETS SPECTRAUX FINIS
Il est e´galement possible de donner une de´monstration de ce re´sultat en utilisant le dia-
gramme associe´ au triplet spectral (A,H,D). En effet, les e´le´ments de matrice de ∆ corre-
spondent aux liens verticaux entre les diffe´rentes lignes. Puisque on ne peut relier une ligne a`
elle-meˆme par un lien vertical, on a ne´cessairement π(1i)∆π(1i) = 0, ou` 1i est l’e´le´ment unite´
du facteur Mni(C) apparaissant dans la de´composition de A. On en de´duit que
∆ = ∆−
N∑
i=1
π(1i)∆π(1i) (2.111)
= −
N∑
i=1
π(1i) [∆, π(1i)] (2.112)
= −
N∑
i=1
π(1i) [D, π(1i)] (2.113)
ce qui prouve que ∆ est une 1-forme.
Cette de´monstration n’est cependant pas valable dans le cas des triplets spectraux re´els,
alors que la de´monstration utilisant la mesure de Haar ne de´pend pas du fait que l’alge`bre
soit re´elle ou complexe. En fait, nous avons montre´ l’existence et l’unicite´ de la de´composition
de l’ope´rateur de Dirac que pour les alge`bres complexes. Dans le cas re´el, la de´monstration
pre´ce´dente nous permet de de´finir ∆ par la relation (2.110). Le re´sultat d’unicite´ s’e´tend sans
difficulte´ au cas re´el et on a D = ∆+J∆J −1 avec ∆ ∈ Ω1D(A). Nous renvoyons aux dernie`res
sections de ce chapitre pour une discussion de certaines des proprie´te´s des alge`bres re´elles.
L’e´tape suivante dans la de´termination des 1-formes consiste a` relier Ω1D(A) et ∆.
Proposition 2.3.4 L’espace des 1-formes est e´gal au bimodule engendre´ par ∆.
De´monstration:
Puisque Ω1D(A) est un bimodule et que ∆ est une 1-forme, il est clair que Ω1D(A) contient le
bimodule engendre´ par ∆.
Pour montrer la re´ciproque, il suffit d’e´crire un e´le´ment ge´ne´rique de Ω1D(A) sous la forme
A =
∑
p
xp [D, yp] avec xp, yp ∈ A, et de remplacer D par ∆ dans l’expression pre´ce´dente puisque
J∆J −1 commute avec π(x) pour tout x ∈ A.

L’expression de ∆ a` l’aide de ses e´le´ments de matrices, donne´e par la relation (2.87), est
∆klij =
∑
p
δjlE
p
ik ⊗Mpik,j ⊗ Inj . (2.114)
Nous rappelons que ∆klij = π(1i)J π(1j)J −1∆ π(1k)J π(1l)J −1, que (Epik)1≤p≤nink est une base
de Mni×nk(C) et que les matrices M
p
ik,j ∈M|µij |×|µkj |(C) sont telles que ∆ soit hermitien.
Nous choisissons la base de matrices e´le´mentaires(
Eabik
)
1≤a≤ni
1≤b≤nk
, (2.115)
dont le seul e´le´ment non nul est e´gal a` 1 et est situe´ a` l’intersection de la ligne a et de la colonne
b. Par commodite´, nous noterons toujours p la paire (a, b) permettant de distinguer les matrices
e´le´mentaires.
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A partir des matrices Mpik,j, formons les vecteurs colonnes M
p
ik de´finis par
Mpik =


Mpik,1
...
Mpik,N

 . (2.116)
Lorsque p varie, les nink vecteurs M
p
ik engendrent un espace vectoriel Mik dont nous notons pik
la dimension.
(Mpik)1≤p≤nink est un syste`me de ge´ne´rateurs de Mik dont nous pouvons toujours extraire
une base. Sans perte de ge´ne´ralite´, suposons que cette base soit donne´e par les pik premiers
vecteurs, ce qui entraine que
∆klij =
pik∑
p=1
δjlE
p
ik ⊗Mpik,j ⊗ Inj +
∑
1≤p≤pik
pik≤q≤nink
δjl λ
pq
ikE
p
ik ⊗Mpik,j ⊗ Inj , (2.117)
avec λpqik .
Par multiplication a` droite et a` gauche par des matrices e´le´mentaires bien choisies Eii ∈
Mni(C) et Ekk ∈Mnk(C), on peut toujours obtenir un e´le´ment de matrice de π(Eii)∆π(Ekk) du
type
(π(Eii)∆π(Ekk))
kl
ij = δjlE
p
ik ⊗Mpik,j ⊗ Inj . (2.118)
Ensuite, en multipliant a` droite et a` gauche la relation pre´ce´dente par des matrices quelcon-
ques et en prenant toutes les combinaisons line´aire possibles, on obtient une 1-forme Ωpik dont
l’e´le´ment de matrice est
(Ωpik)
kl
ij = δjl ω
p
ik ⊗Mpik,j ⊗ Inj , (2.119)
ou` ωpik ∈ Mni×nk(C) est une matrice quelconque.
Puis nous repe`tons cette ope´ration pour tous les indices p ∈ {1, 2, . . . , pik} et tous les couples
(i, k) ∈ {1, 2, . . . , N}, ce qui nous ame`ne a` une 1-forme Ω dont les e´le´ments de matrice sont
Ωklij =
pik∑
p=1
δjl ω
p
ik ⊗Mpik,j ⊗ Inj , (2.120)
ou` les matrices ωpik ∈Mni×nk(C) sont quelconques.
Cette 1-forme est en fait la 1-forme la plus ge´ne´rale car elle contient e´galement les contri-
butions du second terme du second membre de (2.117). En conse´quence, nous pouvons e´noncer
le re´sultat suivant.
Proposition 2.3.5 Un e´le´ment ge´ne´rique Ω de l’espace des 1-formes Ω1D(A) est donne´ par ses
e´le´ments de matrices
Ωklij =
pik∑
p=1
δjl ω
p
ik ⊗Mpik,j ⊗ Inj , (2.121)
ou` les matrices ωpik ∈Mni×nk(C) sont quelconques
Pour chaque couple (i, k), l’espace des matrices Mni×nk(C) est re´pe´te´ pik fois, ce qui justifie
la de´nomination suivante.
De´finition 2.3.1 Les entiers pik sont appele´s les multiplicite´s de l’espace des 1-formes.
Il ressort de l’analyse pre´ce´dente que la dimension de Ω1D(A) peut eˆtre de´termine´e en fonction
de pik.
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Proposition 2.3.6 La dimension de Ω1D(A) est∑
i,k
piknink ≤
∑
i,k
(nink)
2 . (2.122)
La dernie`re inegalite´ re´sulte de pik ≤ nink, qui est une conse´quence imme´diate de la
de´finition des entiers pik.
Enfin, terminons par deux remarques qui nous seront utiles par la suite. Tout d’abord,
puisque l’ope´rateur ∆ est hermitien, il est toujours possible de supposer que les matrices Mpij,k
satisfont a`
(
Mpij,k
)∗
=Mpji,k.
Ensuite, par application du proce´de´ d’orthonormalisation de Gram-Schmidt a` la base(
Mpij
)
1≤p≤pij
, nous pouvons, sans perte de ge´ne´ralite´, supposer que les matrices Mpij,k satis-
font a`
N∑
k=1
nkTr
[(
Mpij,k
)∗
Mqij,k
]
= X δp,q, (2.123)
ou` X > 0 est une constante de normalisation que nous spe´cifierons plus tard.
2.3.3 Application a` la construction de triplets spectraux
Au cours du chapˆıtre pre´ce´dent, nous avons vu comment construire un triplet spectral(
A˜, H˜, D˜
)
a` l’aide d’un autre triplet (A,H,D), d’un module hermitien E sur A et d’une con-
nexion ∇ sur E , compatible avec la structure hermitienne. Rappelons brie`vement que A˜, H˜ et
D˜ sont de´finis par :
A˜ = EndA(E), (2.124)
H˜ = E ⊗A H⊗A E , (2.125)
D˜(ξ ⊗A ψ ⊗A ζ) = ∇(ξ)ψ ⊗A ζ + ξ ⊗A D(ψ)⊗A ζ + ξ ⊗A ψ(∇(ζ)), (2.126)
pour tous ξ, ζ ∈ E et ψ ∈ H. De meˆme, les ope´rateurs J˜ et χ˜ sont de´finis a` l’aide de J et χ
par
J˜ (ξ ⊗A ψ ⊗A ζ) = ζ ⊗A J (ψ)⊗A ξ, (2.127)
χ˜(ξ ⊗A ψ ⊗A ζ) = ξ ⊗A χ(ψ)⊗A ζ. (2.128)
Le triplet
(
A˜, H˜, D˜
)
ainsi construit correspond a` une the´orie de jauge sur l’espace non commu-
tatif de´fini par (A,H,D), donne´ par le module hermitien E et la connexion ∇.
Nous allons montrer qu’une large classe de triplets spectraux finis peut eˆtre obtenue par un
tel proce´de´ a` partir de triplets spectraux commutatifs.
Proposition 2.3.7 Tout triplet spectral fini dont l’espace des 1-formes n’a pas de multiplicite´
(pij ≤ 1) peut eˆtre obtenu a` l’aide d’une the´orie de jauge avec une alge`bre commutative.
Avant de prouver ce re´sultat, nous devons e´tudier les the´ories de jauge construites a` l’aide
d’un triplet spectral fini commutatif (A,H,D). L’alge`bre A est CN , l’espace de Hilbert, la
repre´sentation de A ainsi que les ope´rateurs J et χ sont donne´s, a` une e´quivalence unitaire pre`s,
par la matrice de multiplicite´ m ∈ MN(Z). L’ope´rateur de Dirac est univoquement reconstruit
a` partir des e´le´ments de matrice ∆ij = π(1i)∆π(1j) de l’ope´rateur ∆, ou` 1i est l’e´le´ment de
CN dont toutes les composantes sont nulles, sauf la i-e`me, qui est e´gale a` 1. De´sormais, pour
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alle´ger nos notations, nous omettrons le symbole π de la repre´sentation et nous identifierons x
et π(x).
Les modules projectifs finis sur A sont tous de la forme
E = Cn1 ⊕ Cn2 ⊕ . . .⊕ CnN , (2.129)
ou` les ni sont des nombres entiers positifs et chaque facteur C de A agit sur le facteur cor-
respondant de E par simple multiplication. Dans chacun des espaces Cni on choisit une base
(eai )1≤a≤ni et les vecteurs e
a
i , lorsque les deux indices i et a varient, forment une base de E en
tant qu’espace vectoriel sur C. La structure hermitienne sur E est de´finie en choisissant la base
pre´ce´dente comme base orthonormale,
〈eai , ebj〉 = δabδij 1i. (2.130)
Pour continuer notre construction, nous devons trouver toutes les connexions sur E , compatibles
avec la me´trique pre´ce´dente.
Proposition 2.3.8 Les connexions hermitiennes sont donne´es par
∇(eai ) = −
∑
j
eai ⊗∆ij +
∑
j,b
Aabij e
b
j ⊗∆ji, (2.131)
ou` les matrices Aij ∈Mni×nj(C) satisfont a` A∗ij = Aji.
De´monstration:
Pour montrer cela, il est pratique de se rappeler que l’espace des connexions est un espace
affine sur l’espace des morphismes entre les modules a` droite E et E ⊗A Ω1D(A). Cela signifie
que si nous avons une connexion ∇0, nous pouvons les obtenir toutes en rajoutant a` ∇0 un
morphisme. Puisque les e´le´ments de matrices non nuls ∆ij forment une base de Ω
1
D(A), les
vecteurs eai ⊗ δij forment une base de E ⊗A Ω1D(A) et nous de´finissons une application line´aire
∇0 de E dans E ⊗A Ω1D(A) par
∇0(eai ) = −
∑
j
eai ⊗∆ij . (2.132)
Par line´arite´, la ve´rification de la re`gle de Leibniz se fait sur les e´le´ments de base.
∇0(eai 1i) = −δij
∑
j
eai ⊗∆ij ,
ainsi que
∇0(eai )1j + eai ⊗A d(1j) = −
∑
k
eai ⊗∆ik1jeai ⊗ δij (2.133)
− δij
∑
k
eai ⊗∆ik (2.134)
= −δij
∑
j
eai ⊗∆ij , (2.135)
nous prouvent que
∇0(eai 1j) = ∇0(eai )1j + eai ⊗A d(1j), (2.136)
(2.137)
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ce qui n’est autre que la re`gle de Leibniz. De meˆme, le morphisme A de module le plus ge´ne´ral
entre E et E ⊗A Ω1D(A) doit ve´rifier A(eai 1j) = a(eai )1j et s’e´crit, dans la base pre´ce´dente
A(eai 1i) =
∑
j,b
Aabij e
b
j ⊗ δji, (2.138)
ou` Aabij de´signent des nombres complexes quelconques. Par conse´quent, la connexion la plus
ge´ne´rale sur E est de´finie par
∇(eai 1i) = −
∑
j
eai ⊗∆ij +
∑
j,b
Aabij e
b
j ⊗∆ji, (2.139)
Reste a` traduire la condition de compatibilite´ avec la me´trique. Celle-ci recquiert que
〈eai ,∇(ebj)〉 − 〈∇(eai ), ebj〉 = d(〈eai , ebj〉). (2.140)
En utilisant les relations
〈eai ,∇(ebj)〉 = −
∑
k
〈eai , ebj〉∆jk +
∑
k,c
Aacik〈eai , eck〉∆kj,
〈∇(eai ), ebj〉 = −
∑
k
〈eai , ebj〉 (∆jk)∗ +
∑
k,c
A
ac
ik〈eai , eck〉 (∆kj)∗ ,
la condition de compatibilite´ avec la me´trique se traduit simplement par A
ab
ij = A
bc
ji. 
Nous pouvons maintenant achever notre construction du triplet spectral
(
A˜, H˜, D˜
)
.
L’alge`bre des endomorphismes du module E est la somme directe des alge`bres correspondant
aux endomorphismes de chacun des espaces vectoriels Cni. Par conse´quent, on a
A˜ = N⊕
i=1
Mni(C). (2.141)
En utilisant la matrice de multiplicite´, on de´compose l’espace de Hilbert
H = ⊕
ij
Hij avec Hij = C|mij| , (2.142)
ce qui nous permet d’obtenir
H˜ = ⊕
ij
H˜ij avec H˜ij = E ⊗A Hij ⊗A E = Cni ⊗ C|mij| ⊗ Cnj . (2.143)
Les ope´rateurs J˜ et χ˜ sont donne´s par
J˜ (eai ⊗ ψij ⊗ ebj) = ebj ⊗J (ψij)⊗ eai , (2.144)
χ˜(eai ⊗ ψij ⊗ ebj) = eai ⊗ χ(ψij)⊗ ebj , (2.145)
ou` ψij de´signe un vecteur ge´ne´rique de Hij . Ces relations nous montrent que les deux triplets
spectraux (A,H,D) et
(
A˜, H˜, D˜
)
ont la meˆme matrice de multiplicite´.
L’ope´rateur de Dirac D˜ s’exprime a` l’aide de la connexion par
D˜(eai ⊗ ψij ⊗ ebj) = ∇(eai )ψij ⊗ ebj + eai ⊗D(ψij)⊗ ebj + eai ⊗ ψij(∇(ebj) . (2.146)
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D’apre`s les re´sultats pre´ce´dents, on a
∇(eai )ψij = −
∑
k
eai ⊗∆ikψij +
∑
k,c
Aacike
c
k ⊗∆kiψij ,
ψij(∇(ebj) = −
∑
k
J∆jkJ −1ψij ⊗ ebj +
∑
k,c
AbcjkJ∆kjJ −1ψij ⊗ eck.
En utilisant la relation ∆ii = 0 et le fait que J −1ψij ∈ Hji, on montre que tous les termes
apparaissant dans la de´finition de D˜ sont nuls a` l’exception de ceux contenant les coefficients
Aacik et A
bc
jk. L’ope´rateur D˜ peut donc se mettre sous la forme
D˜(eai ⊗ ψij ⊗ ebj) =
∑
k,c
Aacik
(
eck ⊗∆kiψij ⊗ ebj
)
+
∑
k,c
A
bc
jk
(
eai ⊗ J∆kjJ −1ψij ⊗ eck
)
. (2.147)
Nous pouvons e´galement e´crire l’ope´rateur de Dirac sous la forme D˜ = ∆˜ + J˜ ∆˜J˜ −1, avec
∆˜(eai ⊗ ψij ⊗ ebj) =
∑
k,c
Aacik
(
eck ⊗∆kiψij ⊗ ebj
)
(2.148)
Cependant, nous n’avons pas la solution la plus ge´ne´rale pour l’ope´rateur de Dirac, car nous
avons vu au de´but de ce chapˆıtre que celle contient une sommation sur un indice de multiplicite´
qui est ici absent.
Ainsi, nous avons re´ussi a` construire une large classe de triplets spectraux fini a` l’aide de
modules et de connexions sur des triplets commutatifs associe´s. En d’autres termes, une grande
majorite´ des espaces discrets non commutatifs correspondent simplement a` des the´ories de jauge
sur des espaces commutatifs. Ces the´ories de jauge sont de´crites par des modules projectifs,
c’est-a`-dire des fibre´s vectoriels non commmutatifs, qui peuvent eˆtre interpre´te´s comme suit.
La base de ce fibre´ est un ensemble fini de N points, associe´ a` l’alge`bre des coordonne´es
CN . Si nous repe´rons chacun de ces points par un indice i, au dessus du point labele´ par i, se
trouve une ”fibre” forme´e d’un ensemble fini de ni points, de telle manie`re que le module des
sections du fibre´ soit la somme directe des espaces vectoriels Cni attache´s a` chaque point. Une
transformation de jauge est simplement un changement de base orthonormale dans chacun de
ces espaces vectoriels ; le groupe de jauge est donc le produit direct U(n1)× . . .×U(nN ). Enfin,
la connexion va relier les fibres au dessus de chaque point en utilisant le calcul diffe´rentiel sur
la base, tout en restant compatible avec la syme´trie de jauge.
2.4 Distances associe´es aux triplets spectraux finis
2.4.1 Ge´ne´ralite´s
La ge´ome´trie non commutative permet de ge´ne´raliser la notion de distance ge´ode´sique en
remplac¸ant les points de l’espace par les e´tats purs de l’alge`bre des coordonne´es. Bien entendu,
cette notion garde un sens dans le cas des triplets spectraux finis et permet de de´finir une
distance sur l’ensemble des e´tats purs d’une somme directe d’alge`bres de matrices.
Lorsque l’alge`bre est commutative, l’espace des e´tats purs est un ensemble fini sur lequel la
distance est donne´e par la formule suivante.
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Proposition 2.4.1 Soit (A,H,D) un triplet spectral fini avec l’alge`bre commutative A = CN .
Les e´tats purs de A forment un ensemble fini de N points sur lesquels la distance est donne´e
par
dij = sup
(x1,...,xN )∈CN
{|xi − xj| tel que || [∆, x] || ≤ 1} . (2.149)
De´monstration:
Il suffit de remarquer que les e´tats purs de CN sont donne´s par les formes line´aires φi de´fnies
par φi(x) = xi pour tout x = (x1, · · · , xN) ∈ CN . La construction ge´ne´rale de la distance reste
alors valable. 
Bien entendu, cette distance peut eˆtre infinie, comme c’est le cas si on prend ∆ = 0. Il
convient de noter que nous avons remplace´ l’ope´rateur de Dirac D par ∆ car [J∆J −1, π(x)] = 0
pour tout x ∈ A. Lorsque le nombre de points N est fixe´, la distance de´pend uniquement de
∆. Se pose alors la question de savoir si ∆ e´tant donne´, il existe un triplet spectral fini dont
l’ope´rateur de Dirac satisfait a` D = ∆+ J∆J −1.
Proposition 2.4.2 SoitH = ⊕Ni=1Hi un espace de Hilbert de dimension finie et ∆ un ope´rateur
hermitien sur H dont les e´le´ments de matrice diagonaux ∆ii sont nuls. Alors il existe un triplet
spectral fini (A,H,D) avec A = CN et D = ∆+ J∆J −1.
De´monstration:
Remarquons que la condition ∆ii = 0 est ne´cessaire car nous avons vu que ∆ii = π(1i)∆π(1i) =
0.
Pour construire le triplet spectral, nous allons utiliser la construction diagrammatique de
l’ope´rateur D. Les sommets de ce diagramme sont les points du plan de coordonne´es (i, j), ou`
i et j vont de 1 a` N. Nous relions les points de coordonne´s (N, 1) et (N, j) si et seulement si
∆1j est non nul. Nous affectons un signe + au point (N, 1) et un signe − aux points (N, j)
qui sont relie´s a` (N, 1) et de´truisons tous les autres sommets de cette ligne. Par syme´trie par
rapport a` la premie`re diagonale, nous construisons la colonne forme´e des points de coordonne´es
(i, 1) avec i < N . Nous poursuivons l’ope´ration pour la seconde ligne en affectant un signe +
au point (N −1, 2), un signe − a` tous les points (N −1, j) pour j > 2 qui sont tels que ∆2j 6= 0
et nous comple´tons par syme´trie pour obtenir les e´le´ments de la deuxie`me colonne (i, N − 1)
tels que i < N − 2. Ensuite nous proce´dons de la meˆme manie`re jusqu’a la dernie`re ligne.
A partir du diagramme ainsi construit, on reconstruit un triplet spectral fini convenant
par les me´thodes que nous avons expose´es au cours de ce chapitre. Par construction, tous les
axiomes sont satisfaits, a` l’exception peut-eˆtre de la dualite´ de Poincare´. Cependant, celle-ci
peut toujours eˆtre obtenue en ajustant la dimension des espaces vectoriels apparaissant dans
la de´composition de l’espace de Hilbert, quitte a` comple´ter l’ope´rateur de Dirac par des lignes
et des colonnes nulles. 
Avant de nous consacrer exclusivement au cas commutatif, e´tudions un exemple de distance
base´e sur une alge`bre non commutative.
Exemple 2.4.1
Conside´rons l’alge`breA = Mn(C)⊕C repre´sente´e dansH = Cn⊕C. L’ope´rateur ∆ correspondant
est
∆ =
(
0 m
m∗ 0
)
, (2.150)
2.4. DISTANCES ASSOCIE´ES AUX TRIPLETS SPECTRAUX FINIS 93
ou` m ∈ Cn est un vecteur colonne. Les e´tats purs de A =Mn(C)⊕C sont donne´s par la re´union
disjointe de CP n−1 et d’un point. De´signons par (x, y) un e´le´ment de A et posons z = x− yIn,
ou` In est la matrice unite´ n× n. Avec ces notations, on a
[∆, (x, y)] =
(
0 −zm
m∗z 0
)
, (2.151)
Montrons que la condition || [∆, (x, y)] || ≤ 1 est e´quivalente a`
{
Tr (mm∗zz∗) ≤ 1
Tr (mm∗z∗z) ≤ 1. (2.152)
En effet, on a (
0 −zm
m∗z 0
)(
0 zm∗
−mz 0
)
=
(
zmm∗z∗ 0
0 m∗zz∗m
)
, (2.153)
ce qui prouve que || [∆, (x, y)] || ≤ 1 si et seulement si zmm∗z∗ et m∗zz∗m. La dernie`re de ces
matrices e´tant simplement un nombre re´el, elle est de norme un si et seulement si Tr (mm∗z∗z) ≤
1. Puisquemm∗ est une matrice de rang 1, il en est de meˆme de zmm∗z∗, ce qui implique que tous
ses de´terminants extraits d’ordre ≥ 2 sont nuls. On en de´duit que son e´quation caracte´ristique
est
λn − Tr(zmm∗z∗)λn−1 = 0, (2.154)
ce qui prouve que
||zmm∗z∗|| = Tr(zmm∗z∗) = Tr(mm∗z∗z). (2.155)
Avant d’aborder cette e´tude, nous pouvons simplifier le proble`me de la manie`re suivante.
Si nous multiplions l’ope´rateur ∆ par une constante λ > 0, il est clair que la distance est
multiplie´e par la constante 1/λ. En appliquant cela, on peut toujours supposer que le vecteur
m est normalise´, quitte a` multiplier la distance par 1/|m|, avec |m| = √m∗m. Bien entendu,
nous supposons que m est non nul, car si tel e´tait le cas, il est clair que toutes les distances
seraient infinies car (2.152) est ve´rifie´e pour toutes valeurs de x et y.
De plus, en utilisant l’invariance de jauge de la distance (cf §1.2.2), nous pouvons supposer
que m = (1, 0, . . . , 0). En effet, nous avons montre´ qu’il est e´quivalent de faire une transforma-
tion de jauge sur l’ope´rateur de Dirac ou de la faire sur les e´tats. En effectuant la transformation
associe´e a` l’unitaire (u, 1), ou` u ∈Mn(C) permet de transformer m en (1, 0, . . . , 0), on se rame`ne
au cas m = (1, 0, . . . , 0). Dans ce cas, les contraintes donne´e par (2.152) se re´duisent a`
n∑
j=1
|z1j |2 et
n∑
i=1
|zi1|2, (2.156)
ou` zij de´signe l’e´le´ment de la matrice z situe´ sur la ligne i et la colonne j.
Il est aussi utile d’introduire sur CN le produit scalaire usuel
〈x, y〉 = x∗y, (2.157)
ce qui fait de m un vecteur unitaire.
Les distances entre e´tats purs de cette alge`bre sont de deux types. Nous pouvons soit calculer
la distance entre deux e´tats purs deMn(C), soit calculer la distance entre un e´tat pur de Mn(C)
et l’unique e´tat pur de C.
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Commenc¸ons par ce dernier cas. Soit φξ l’e´tat pur deMn(C) de´termine´ par le vecteur unitaire
ξ ∈ Cn. Son action sur x ∈Mn(C) est φξ = Tr(ξ∗xξ) et on a
|Tr(ξ∗xξ)− y| = |Tr(ξ∗zξ)|, (2.158)
compte tenu de Tr(ξ∗ξ) = 1. Nous devons donc calculer le maximum de |Tr(ξ∗zξ)| = |Tr(ξξ∗z)|
avec les contraintes donne´es par(2.156).
Puisque
|Tr(ξ∗zξ)| =∑
ij
ξizijξj, (2.159)
il est clair que si ξi 6= 0 pour au moins un des indices i ∈ {2, 3, . . . , n}, en prenant z1i = zi1 = 0
et zij = L > 0 si i et j sont distincts de 1, les contraintes (2.156) sont toujours satisfaites. En
faisant tendre L vers l’infini, on obtient une distance infinie.
Dans le cas contraire, on a
Tr(ξ∗zξ) =
∑
i
ξizi1ξ1 +
∑
j
ξ1z1jξj. (2.160)
En appliquant Cauchy-Schwarz a` chacun des termes du second membre de cette e´quation, en
de´duit que
|Tr(ξ∗zξ)| ≤ 1. (2.161)
Re´ciproquement, en choisissant zi1 = ξi et zj1 = ξj il est clair que les conditions (2.156) sont
satisfaites et que
|Tr(ξ∗zξ)| = 1, (2.162)
ce qui prouve que la distance est e´gale a` 1.
La distance entre deux e´tats purs de Mn(C) de´termine´s par les vecteurs unitaires ξ et ζ se
calcule de manie`re identique. Soit x ∈Mn(C), y ∈ C et z = x−yIn. Commenc¸ons par remarquer
que
|Tr(ξ∗xξ)− Tr(ζ∗xζ)| = |Tr(zξξ∗)− Tr(zζζ∗)|, (2.163)
ce qui s’e´crit aussi
|Tr(ξ∗xξ)− Tr(ζ∗xζ)| =∑
i,j
zij(ξiξj − ζ iζj). (2.164)
Supposons dans un premier temps que |ξ2|2 − |ζ2|2 soit non nul. Dans ce cas il est clair que
si on choisit z12 = z21 = z11 = 0 et z22 = L, les conditions donne´es par (2.156) sont satisfaites
et on a
|Tr(ξ∗xξ)− Tr(ζ∗xζ)| =
∣∣∣|ξ2|2 − |ζ2|2∣∣∣L. (2.165)
En faisant tendre L vers l’infini, on trouve d(ξ, ζ) = +∞.
Si on a |ξ2|2 − |ζ2|2 = 0, alors
|Tr(ξ∗xξ)− Tr(ζ∗xζ)| = +z21(ξ2ξ1 − ζ2ζ1) + z12(ξ1ξ2 − ζ1ζ2). (2.166)
car on a aussi |ξ1|1 − |ζ1|1 = 0 puisque |ξ1|2 + |ξ2|2 = 1 et |ζ1|2 + |ζ2|2 = 1. Dans ce cas on a,
compte-tenu de (2.156),
|Tr(ξ∗zξ)− Tr(ζ∗zζ)|2 ≤ 2
∣∣∣ξ1ξ2 − ζ1ζ2∣∣∣ , (2.167)
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qui est atteint en prenant
z11 = 0, z12 = z21 = e
i arg(ξ1ξ2−ζ1ζ2). (2.168)
Cette dernie`re relation suppose que ξ1ξ2− ζ1ζ2 est non nul. Si tel est le cas, alors, compte tenu
de |ξ1|2 = |ξ2|2 et de |ζ1|2 = |ζ2|2, on a
ξ1 ζ1
ξ2 ζ2
= 0, (2.169)
ce qui prouve que les e´tats de´finis par les vecteurs ξ et η sont identiques. Par conse´quent la
distance les se´parant est nulle et on a
d(ξ, ζ) = 2
∣∣∣ξ1ξ2 − ζ1ζ2∣∣∣ (2.170)
dans les deux cas.
Cette relation peut se re´e´crire sous une forme intrinse`que de la manie`re suivante. Puisque
|ξ1|2 = |ξ2|2 et |ζ1|2 = |ζ2|2, on a
ξξ∗ − ζζ∗ =
(
0 ξ2ξ1 − ζ2ζ1
ξ1ξ2 − ζ1ζ2 0
)
, (2.171)
ce qui montre que
2
∣∣∣ξ1ξ2 − ζ1ζ2∣∣∣2 = Tr (ξξ∗ − ζζ∗)2 . (2.172)
En de´veloppant la trace, on obtient∣∣∣ξ1ξ2 − ζ1ζ2∣∣∣2 = 2 (1− |〈ξ, ζ |2) , (2.173)
d’ou`
d(ξ, ζ) =
√
2− 2|〈ξ, ζ〉|2 (2.174)
Nous pouvons utiliser l’homoge´ne´¨ıte´ de la distance et l’invariance de jauge pour nous
ramener au cas ge´ne´ral d’un vecteur m quelconque. En conclusion,{
d(1, ξ) = 1|m| si ξ et m sont proportionnels,
d(1, ξ) = +∞ sinon, (2.175)
ou` nous avons note´ 1 l’unique e´tat pur de C. La distance entre deux e´tats purs de Mn(C) est
donne´e par 
 d(ξ, ζ) =
1
|m|
√
2− 2|〈ξ, ζ |2〉 si |〈m, ξ〉| = |〈m, ζ〉|,
d(ξ, ζ) = +∞ sinon, (2.176)
Terminons l’e´tude de cet exemple par une interpre´tation ge´ome´trique de cette distance en
dimension 2.
Nous savons que l’espace des e´tats purs de M2(C) est la droite projective complexe PC
1
qui est isomorphe a` la sphe`re S2 en tant que varie´te´ diffe´rentiable. Cet isomorphisme peut eˆtre
construuit a` l’aide de la fibration de Hopf [N]. En effet, si (z1, z2) est un vecteur unitaire de C
2,
de´fnissons trois nombres re´els α, β, γ par
α = 2ℜ (z1z2) ,
β = 2ℑ (z1z2) ,
γ = |z1|2 − |z2|2. (2.177)
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Il est aise´ de ve´rifier que α2+β2+γ2 = 1, ce qui montre que les relations pre´ce´dentes de´finissent
une application π de S3 (les vecteurs unitaires de C2) dans S2. Cette application est surjective
mais non injective car deux e´le´ments unitaires de C2 ont meˆme image par π si et seulement si
l’un se de´duit de l’autre par multiplication par une phase. Par conse´quent ces deux vecteurs
de´terminent le meˆme e´tat pur et nous avons bien un isomorphisme entre l’espace des e´tats purs
et la spher`e S2.
Notons (α, β, γ) et (δ, ǫ, η) les points de la sphe`re associe´s a` deux e´tats purs ξ et ζ . si
nous choisissons m = (1, 0) pour simplifier nos notations, la distance pre´ce´dente de´termine un
distance sur S2 donne´e par
{
d(ξ, ζ) =
√
(α− δ)2 + (β − ǫ)2 si γ = η,
d(ξ, ζ) = +∞ sinon, (2.178)
Cela signifie que notre distance n’est autre que la distance euclidenne re´streinte aux plan
d’altidue constante, la distance entre des points situe´s dans des plans d’altitudes diffe´rentes
e´tant infinie. 
Dans le cas que nous venons d’e´tudier, la distance est invariante de jauge en ce sens que si
on prend un unitaire u ∈ U(n), la distance entre les e´tats transforme´s de jauge uξ et uζ est la
meˆme que celle entre ξ et ζ , puisque cette distance ne de´pend que du produit scalaire entre ξ
et ζ . Ceci de´coule du fait que la contrainte || [∆, (x, y)] || ≤ 1 ne fait pas intervenir le vecteur
unitaire ψ apparaissant dans la de´composition de l’ope´rateur de Dirac donne´e par m = |m|ψ.
En effet, nous savons, par la proprie´te´ de covariance de la distance, que la distance entre uξ
et uζ avec l’ope´rateur ∆ est e´gale a` la distance entre ξ et ζ avec l’ope´rateur u∆u−1. Or cette
dernie`re transformation sur l’ope´rateur de Dirac e´quivaut a` changer ψ en uψ. E´tant donne´ que
la contrainte ne de´pend pas de ψ, les distances obtenues sont les meˆmes dans les deux cas.
Dans le cas ge´ne´ral, cette proprie´te´ n’est plus ve´rifie´e, car les contraintes obtenues avec
un ope´rateur de Dirac et son transforme´ de jauge ne sont plus ne´cessairement e´quivalentes.
Cependant les distances sont toujours covariantes, et on peut de´finir une distance invariante de
jauge sur les classes d’e´quivalence d’e´tats purs en utilisant la me´thode introduite au cours du
chapitre pre´ce´dent. Deux e´tats sont e´quivalents si et seulement si ils peuvent eˆtre de´duits l’un
de l’autre par une transformation de jauge. Dans notre cas, deux e´tats purs sont e´quivalents si
et seulement si ils correspondent au meˆme facteur Mni(C) apparaissant dans la de´composition
de A. Par conse´quent, l’ensemble des classes d’e´quivalences est un ensemble fini a` N points,
ou` N est le nombre de facteur simples apparaissant dans la de´composition de A en alge`bres de
matrices.
2.4.2 Distances et chemins
Nous allons e´tudier quelques proprie´te´s de la distance associe´e a` un triplet spectral fini, en
essayant d’en donner une interpre´tation ge´ome´trique a` l’aide de diagrammes.
Nous partons d’un entier N et d’une matrice hermitienne ∆ donne´e par ses N2 blocs ∆ij .
Nous supposons que ∆ii = 0, ce qui est une condition ne´cessaire et suffisante pour identifier ∆
avec l’ope´rateur apparaissant dans la de´compostion de l’ope´rateur de Dirac d’un triplet spectral
fini. Sur l’ensemble fini a` N e´le´ments, nous de´finissons une distance par
dij = sup
(x1,...,xN )∈CN
{|xi − xj| tel que || [∆, x] || ≤ 1} . (2.179)
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qui est l’analogue discret de la distance de´finie dans la section 2.1.3.
Bien entendu, la condition ∆ii = 0 ne joue aucun roˆle dans la de´finition de dij, nous pouvons
l’abandonner et e´tudier dij inde´pendement de tout triplet spectral fini.
En vue de pouvoir interpre`ter ge´ome´triquement cette distance, construisons pour chaque
couple (N,∆) un diagramme.
De´finition 2.4.1 Le diagramme associe´ au couple (N,∆), ou` ∆ est une matrice hermitienne
forme´e de N2 blocs ∆ij tels que ∆ii = 0, est forme´ de N sommets qui sont relie´s si et seulement
si l’e´le´ment de matrice ∆ij est non nul.
Ce diagramme permet de repe´rer imme´diatement les e´le´ments de matrice non nuls de ∆.
Par exemple, si N = 5 et si ∆ est donne´ par
∆ =


0 ∗ ∗ 0 0
∗ 0 0 ∗ 0
∗ 0 0 ∗ 0
0 ∗ ∗ 0 ∗
0 0 0 ∗ 0

 , (2.180)
ou` ∗ de´signe un e´le´ment non nul, le diagramme associe´ est
En ge´ne´ral, la matrice ∆ ne contient pas ne´cessairement beaucoup d’e´le´ments de matrice
nuls. Il est cependant parfois inte´ressant de pouvoir annuler certaines de ses lignes ou colonnes.
Sur le plan diagrammatique, cela revient a` isoler les sommets correspondants. Le re´sultat suivant
s’ave`re utile.
Proposition 2.4.3 Soit ∆′ l’ope´rateur obtenu en annulant une ou plusieurs lignes de ∆ ainsi
que les colonnes correspondantes. Alors la distance calcule´e a` partir de ∆′ est supe´rieure ou
e´gale a` celle calcule´e a` partir de ∆.
De´monstration:
Soit e ∈ CN de´fini par ei = 0 si la ligne et la colonne i sont supprime´s et ei = 1 sinon. e est une
projection commutant avec tout x ∈ A et telle que ∆′ = e∆ e. On en de´duit
|| [∆′, x] || ≤ ||e [∆, x] e|| ≤ || [∆, x] || (2.181)
pour tout x ∈ A. Par conse´quent, la contrainte || [∆, x] || ≤ 1 est plus forte que || [∆′, x] || ≤ 1,
d’ou` l’ine´galite´ annonce´e entre les distances. 
Nous allons utiliser ce re´sultat pour donner une interpre´tation ge´ome´trique de cette distance
a` l’aide de chemins sur le diagramme correspondant.
De´finition 2.4.2 Un chemin reliant les sommets i et j est un ensemble de n+1 sommets dis-
tincts i = i0, i1, . . . , in−1, in = j tels que ∆ikik+1 6= 0 pour tout k ∈ 0, 1, . . . , n− 1.
Cette notion de chemin nous permet de simplifier le calcul de la distance de la manie`re
suivante.
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Proposition 2.4.4 La distance entre les points i et j ne de´pend que des e´le´ments de matrice
situe´s sur les chemins reliant i et j.
De´monstration:
Soit ∆′ l’ope´rateur obtenu en enlevant toutes les lignes et les colonnes associe´es aux sommets qui
ne sont pas situe´s sur les chemin reliant i et j et d′ij la distance correspondante. La proposition
pre´ce´dente montre que dij ≤ d′ij.
Soit I l’ensemble des sommets qui ne sont pas situe´s sur les chemins reliant i et j et soit x
un e´le´ment de CN tel que, pour tout k ∈ I, on ait{
xk = xi si ∆ki 6= 0
xk = xj si ∆kj 6= 0. (2.182)
Bien entendu, il n’est pas possible que k soit relie´ a` i et a` j, car sinon il serait situe´ sur un
chemin reliant i et j. Pour un tel x, il est facile de voir que [∆, x] = [∆′, x] car ∆kl(xk−xl) = 0
si ni k, ni l ne sont relie´s a` i ou j. On en de´duit que d′ij ≤ dij. D’ou` le´galite´ annonce´e.

Cette dernie`re proprie´te´ de la distance permet de simplifier grandement beaucoup de calculs.
Par exemple, si nous voulons calculer la distance associe´e a` un diagramme du type suivant,
 i  j
nous pouvons e´liminer tous les e´le´ments de matrice de l’ope´rateur ∆, en noir sur le dessin, qui
correspondent a` des areˆtes situe´s a` gauche du sommet i ou a` droite du sommet j.
Plus particulie`rement, cette proprie´te´ permet de ramener la de´termination des distances
associe´es a` un diagramme simplement connexe a` un calcul effectue´ dans le cadre d’un re´seau
line´aire. Un diagramme simplement connexe est un diagramme tel que deux points quelconques
peuvent eˆtre relie´s par un et un seul chemin.
En effet, la distance entre deux sommets i et j ne de´pend que des e´le´ments de matrice situe´s
sur les chemins reliant i a` j. Dans le cas d’un diagramme simplement connexe, il n’y a qu’un seul
chemin joignant ces deux points, que nous de´finissons par ses sommets i0 = i, i1, . . . , in−1, in = j.
Comme nous pouvons e´liminer tous les e´le´ments de matrices qui n’appartiennent pas a` ce
chemin, nous pouvons remplacer ∆ par la matrice tridiagonale suivante,

0 ∆i0i1 0 . . . . . . 0
∆i1i0 0 ∆i1i2 0 . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . 0 ∆iN−2iN−3 0 ∆iN−2iN−1
0 . . . . . . 0 ∆iN−1iN−2 0


, (2.183)
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qui correspond a` une chaˆıne line´aire repre´sente´e par le diagramme a` N points suivant.
Si on ne conside`re que 2 points, il est clair que la distance entre ces deux points est donne´e
par
d12 =
1
||∆12|| , (2.184)
ou` ||∆12|| de´signe la norme de l’e´le´ment de matrice ∆12. Cela nous ame`ne a` de´finir la longueur
d’un chemin comme la somme des distances entre deux points conse´cutifs, conside´re´s comme
des points isole´s du diagramme.
De´finition 2.4.3 La longueur d’un chemin γ = i0, i1, . . . , in1 , in reliant les points i et j est
de´finie par
L(γ) =
n∑
k=1
1
||∆ik−1ik ||
. (2.185)
Dans le cas d’une varie´te´, la distance ge´ode´sique entre deux points est la longueur de la
courbe la plus courte joignant ces deux points. Cela se transpose dans notre contexte de la
manie`re suivante.
De´finition 2.4.4 La distance ge´ode´sique Lij entre i et j est la longueur du plus court chemin
reliant i et j.
Nous pouvons comparer la distance ge´ode´sique avec la distance que nous avons de´finie au
de´but de ce chapitre.
Proposition 2.4.5 La distance dij est infe´rieure ou e´gale a` la distance ge´ode´sique Lij.
De´monstration:
Soit ∆′ la matrice obtenue en supprimant toutes les lignes et le colonnes qui ne sont pas situe´es
sur un chemin realisant le minimum de la distance ge´ode´sique et d′ij la distance correspondante.
Alors, en appliquant un des re´sultats pre´ce´dents, on obtient dij ≤ d′ij . Si i = i0, i1, . . . , in−1, in =
j de´signe le chemin pre´ce´dent, on a, par l’ine´galite´ triangulaire,
d′ij ≤
n∑
k=1
d′ik−1ik . (2.186)
Puisque la distance entre ik−1 et ik est donne´e par dik−1ik =
1
||∆ik−1 ik||
, on obtient
dij ≤
n∑
k=1
1
||∆ik−1ik||
, (2.187)
ce qui prouve le re´sultat annonce´. 
En ge´ne´ral, nous ne pouvons pas montrer l’e´galite´ entre la distance pre´ce´dente et la distance
ge´ode´sique. Nous verrons aux cours des sections suivantes deux exemples dans lesquel l’e´galite´
n’est pas ve´rifie´e.
Lorsque deux points ne peuvent pas eˆtre relie´s par un chemin, il est clair que leur distance
ge´ode´sique est infinie. Pour montrer qu’il en est de meˆme pour la distance que nous avons
de´finie, nous avons besoin du re´sultat suivant.
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Proposition 2.4.6 x satisfait a` [∆, x] = 0 si et seulement si l’application i 7→ xi est constante
sur chaque composante connexe.
De´monstration:
La relation [∆, x] = 0 e´quivaut a`
∆ij(xi − xj) = 0. (2.188)
Par conse´quent, on doit avoir xi = xj si et seulement si i et j peuvent eˆtre relie´s par un chemin.

Cette relation peut s’interpre´ter ge´ome´triquement de la manie`re suivante. En effet, si nous
conside´rons d(x) = [∆, x] comme l’analogue discret de la diffe´rentielle, nous avons montre´ que
la diffe´rentielle d’une fonction est nulle si et seulement si cette fonction est constante sur chaque
composante connexe.
Nous pouvons relier la finitude de la distance a` la connexite´ du diagramme.
Proposition 2.4.7 La distance entre deux points est finie si et seulement si ils peuvent eˆtre
relie´s par un chemin.
De´monstration:
Il est e´vident que si i et j peuvent eˆtre relie´s par un chemin, alors la distance entre deux points
est majore´e par la distance ge´ode´sique, ce qui entraine sa finitude.
Re´ciproquement, supposons que i et j ne puissent pas eˆtre relie´s par un chemin. Alors, en
prenant xi = t > 0, xk = xi si k est relie´ a` i et xk = 0 sinon, on obtient [∆, x] = 0 et |xi−xj | = t.
En passant a` la limite t→ +∞, on obtient dij = +∞. 
Enfin, terminons par un re´sultat qui s’ave`re tre`s utile lorsqu’on cherche a` de´terminer ex-
plicitement une distance.
Proposition 2.4.8 La distance dij est donne´e par
dij = sup
(x1,...,xN )∈CN
{|xi − xj | tel que || [∆, x] || = 1} . (2.189)
De´monstration:
Pour prouver cela, il suffit de remarquer que l’ensemble des x ∈ CN tels que [∆, x] ≤ 1 est un
ensemble convexe et que les fonctions x 7→ |xi − xj | sont convexes. Une fonction convexe ne
pouvant atteindre son maximum que sur le bord de son domaine de de´finition, il est clair que
l’on peut remplacer la condition [∆, x] ≤ 1 par [∆, x] = 1. 
2.4.3 Un exemple simple
Dans les deux sections suivantes, nous allons e´tudier en de´tail deux exemples simples de
distances.
Le cas le plus simple correspond a` l’espace a` trois points, c’est a` dire que nous prenons
N = 3, avec un ope´rateur ∆ ∈M3(R) donne´ par
∆ =

 0 ∆12 ∆13∆12 0 ∆23
∆13 ∆23 0

 , (2.190)
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Cela correspond au diagramme suivant.
 1  2
 3
La distance est de´finie par dij = sup
x∈C3
|xi − xj | ou` x = (x1, x2, x3) est tel que la norme de la
matrice
[∆, x] =

 0 ∆12(x2 − x1) ∆13(x3 − x1)−∆12(x2 − x1) 0 ∆23(x3 − x2)
−∆13(x3 − x1) −∆23(x3 − x2) 0

 (2.191)
soit 1.
Graˆce a` une transformation unitaire, nous pouvons e´liminer les phases des nombres com-
plexes xj − xi = eiφij |xj − xi|. En effet, pour toute matrice unitaire U , on a ||U [∆, x]U || =
|| [∆, x] ||. On choisit
U =

 e
iα1 0 0
0 eiα2 0
0 0 eiα3

 (2.192)
telle que
αi + αj = φij, (2.193)
ce qui est toujours possible car le syste`me suivant est non de´ge´ne´re´,
 0 1 11 0 1
1 1 0



α1α2
α3

 =

φ23φ13
φ12

 . (2.194)
E´tant donne´ que la matrice U [∆, x]U∗ est antisyme´trique re´elle, sa norme est e´gale au mod-
ule de sa plus grande valeur propre. Le polynoˆme caracte´ristique de la matrice antisyme´trique
 0 −r qr 0 −p
−q p 0

 (2.195)
est
P (X) = X3 − (p2 + q2 + r2)X, (2.196)
ce qui nous me`ne a`
|| [∆, x] || = (∆12)2|x1 − x2|2 + (∆13)2|x1 − x3|2 + (∆23)2|x2 − x3|2. (2.197)
Supposons que nous voulions calculer la distance entre les points 1 et 2. En posant x = x1−x2
et y = x1 − x3, nous devons chercher la plus grande valeur de |x| lorsque x et y satisfont a` la
contrainte
(∆12)
2|x|2 + (∆13)2|y|2 + (∆23)2|x− y|2 = 1. (2.198)
Cela peut encore eˆtre simplifie´ en introduisant un re´el θ tel que |x−y|2 = |x|2+|y|2+2|x||y| cosθ,
ce qui nous permet de supposer que x et y sont re´els, car il n’interviennent plus que par
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l’interme´diaire de leur modules. Finalement, nous devons chercher la plus grande valeur de x
lorsque
(∆12)
2x2 + (∆13)
2y2 + (∆23)
2
(
x2 + y2 + 2xy cos θ
)
= 1. (2.199)
avec x ≥ 0, y ≥ 0 et θ ∈ [0, π].
La contrainte donne´e par cette e´quation de´finit une ellipse Eθ dans le plan xy pour chaque
valeur de θ. La distance entre les points 1 et 2 correspond au maximum de la coordonne´e x sur
l’ensemble des ellipses Eθ, avec θ ∈ [0, π]. Compte tenu de cos θ ≤ 1, il n’est pas difficile de voir
que toutes les ellipses Eθ sont situe´es a` l’inte´rieur de l’aire limite´e par E0. Le maximum de x est
donc atteint sur E0, dont l’e´quation s’e´crit
(∆12)
2x2 + (∆13)
2y2 + (∆23)
2 (x+ y)2 = 1. (2.200)
La valeur maximale d de x lorsque (x, y) ∈ E0, est e´gale a` la valeur du parame`tre h tel que la
droite d’e´quation x = h soit tangente a` l’ellipse E0.
y
O
x=d
x
x<d x>d
Le changement x = h dans l’e´quation de E0 nous donne une e´quation du second degre´ en y,(
(∆13)
2 + (∆23)
2
)
y2 + 2h(∆23)
2 y + h2
(
(∆12)
2 + (∆23)
2
)
− 1 = 0 (2.201)
La droite x = h est tangente a` l’ellipse pour les valeurs de h telles que cette e´quation admette
une unique solution en y. Cela e´quivaut a` annuler son discriminant re´duit,
h2
[
(∆23)
4 −
(
(∆13)
2 + (∆23)
2
) (
(∆12)
2 + (∆23)
2
)]
+ (∆13)
2 + (∆23)
2 = 0, (2.202)
ce qui nous donne
d12 =
√√√√ (∆13)2 + (∆23)2
(∆13)2(∆23)2 + (∆23)2(∆12)2 + (∆12)2(∆13)2
. (2.203)
Par syme´trie, on obtient
d13 =
√√√√ (∆12)2 + (∆23)2
(∆13)2(∆23)2 + (∆23)2(∆12)2 + (∆12)2(∆13)2
, (2.204)
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et
d23 =
√√√√ (∆13)2 + (∆12)2
(∆13)2(∆23)2 + (∆23)2(∆12)2 + (∆12)2(∆13)2
. (2.205)
Il est inte´ressant d’e´tudier les cas limites obtenus en annulant certains des e´le´ments de la
matrice ∆. Par exemple, si on a ∆13 = 0 avec ∆12 6= 0 et ∆23 6= 0 et, ce qui correspond au
diagramme
 1  2  3
on a
d13 =
√
1
(∆12)2
+
1
(∆23)2
, d12 =
1
|∆12| , d23 =
1
|∆23| . (2.206)
Si de plus on suppose que ∆13 = 0, ce qui signifie que le point 1 n’est plus relie´ a` 2 et a` 3, on
obtient
d12 = d13 =∞, d23 = 1|∆23| , (2.207)
ce qui correspond au diagramme suivant.
 1  2  3
Ces deux cas limites illustrent les proprie´tes ge´ne´rales des distances, relatives a` la connexite´
et a` la simple connexite´ du diagramme, que nous avons montre´es au cours du chapˆıtre pre´ce´dent.
Se pose le proble`me de la re´ciproque : Etant donne´ trois nombres d12, d13 et d23 satisfaisant
l’ine´galite´ triangulaire, existe-t-il un ope´rateur de Dirac du type pre´ce´dent permettant de re-
construire ces distances ? En d’autres termes, est-ce que nous pouvons obtenir une distance
quelconque sur un ensemble de trois points a` l’aide de ce proce´de´ ? La re´ponse est non, car il
est facile de voir, en utilisant leurs expressions explicites en fonction de ∆, que les distances
satisfont toujours a` l’ine´galite´
d2ij ≤ d2ik + d2kj, (2.208)
pour i, j, k ∈ {1, 2, 3}. Cette ine´galite´ est plus forte que l’ine´galite´ triangulaire, car
d2ik + d
2
kj ≤ (dik + dkj)2 . (2.209)
En particulier, cette ine´galite´ nous empeˆche de mode´liser ainsi un re´seau unidimensionnel forme´
de trois points dont les distances mutuelles sont d12 = d23 = d et d13 = 2d, car on a toujours
d13 ≤
√
d212 + d
2
23 =
√
2 d < 2d, (2.210)
ce qui explique, dans le cas particulier de trois points, les re´sultats obtenus dans [BLG] et dans
[A].
Cela dit, si on impose les ine´galite´s (2.208), nous allons voir qu’il est toujours possible de
construire un ope´rateur de Dirac qui correspond a` cette me´trique. En principe, nous avons
a` re´soudre un syste`me d’e´quations non line´aires, car il faut inverser les formules donnant les
distances en fonction des e´le´ments de matrice de ∆. Cependant, nous pouvons toujours re´e´crire
(2.203) sous la forme
1
d212
= (∆12)
2 +
1
1
(∆13)2
+ 1
(∆23)2
. (2.211)
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En posant R23 = 1/|∆23|2, R13 = 1/|∆13|2 et R12 = 1/|∆12|2, nous pouvons e´crire cette e´quation
sous la forme
1
d212
=
1
R12
+
1
R23 +R13
, (2.212)
ce qui signifie que d212 est la re´sistance e´quivalente au montage en paralle`le de la re´sistance R12
avec l’ensemble des re´sistances R13 et R23 monte´es en se´rie. Par permutations circulaires, nous
obtenons des formules analogues pour 1/d213 et 1/d
2
23.
 R
R
r
 r r
1
 2 323
 13 R 12
Ainsi, passer des carre´s des e´le´ments de matrice de l’ope´rateur ∆ aux inverses des carre´s des
distances consiste simplement a` transformer le syste`me de re´sistances ”triangle” en un syte`me
”e´toile”. Si nous posons Rij = 1/|∆|2ij, alors il ressort de l’e´tude pre´ce´dente que d2ij = ri + rj .
Donnons nous trois nombres re´els strictement positifs d12, d13 et d23 satisfaisant aux ine´galite´s
(2.208). Nous construisons les re´sistances ”e´toiles” comme solution du syste`me line´aire


r1 + r2 = d
2
12
r1 + r3 = d
2
13
r2 + r3 = d
2
23
(2.213)
ce qui nous donne 

2r1 = d
2
12 + d
2
13 − d223
2r2 = d
2
12 + d
2
23 − d213
2r3 = d
2
13 + d
2
32 − d212.
(2.214)
Il est a` noter que pour que ce syte`me de´finisse des re´sistances il est capital que les ine´galite´s
(2.208) soient satisfaites. Les formules de passage entre les syte`mes ”triangle” et ”e´toile” sont
classiques et peuvent eˆtre trouve´es dans [Ed]. Ainsi, connaissant les re´sistances ri nous pouvons
construire les re´sistances Rij ainsi que les e´le´ments de matrice de l’ope´rateur de Dirac, que nous
choisirons positifs. Par exemple, nous avons
R12 =
r1r2 + r1r3 + r2r3
r3
, (2.215)
d’ou` il ressort que
∆12 =
√√√√ 2(d213 + d223 − d212)
2d212d
2
13 − d423 + 2d212d223 − d413 + 2d213d223 − d412
. (2.216)
Par permutations circulaires, nous obtenons des formules analogues pour ∆13 et ∆23. Etant
donne´e la correspondance que nous avons montre´e entre re´sistances e´quivalentes et distances,
il est clair qu’un tel ope´rateur de Dirac nous redonnera, apre`s calcul par les me´thodes
pre´ce´demment expose´es, des distances e´gales aux nombres dij . Cela prouve que n’importe quel
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syste`me de distances sur un espace a` trois points satisfaisant aux ine´galite´s (2.208) peut eˆtre
obtenu de la sorte.
Bien que cette analogie entre distances et re´sistances e´quivalentes soit se´duisante, elle n’est
plus valable pour un syste`me de plus de trois points.
2.4.4 Un exemple plus complique´
Apre`s avoir calcule´ explicitement les distances sur un ensemble de trois points, il est naturel
de chercher a` e´tendre ces re´sultats a` des exemples plus complique´s. En particulier, a` partir de
quatre points, nous rencontrons des difficulte´s nouvelles.
Conside´rons donc un triplet spectral correspondant a` un ensemble a` quatre points, avec
l’alge`bre commutative A = C4 repre´sente´e de manie`re naturelle sur H = C4. Nous choisissons
un ope´rateur ∆ ∈M4(C), hermitien et dont tous les e´le´ments situe´s sur la diagonale sont nuls.
Avec nos notations habituelles, la matrice [∆, x] s’e´crit
[δ, x] =


0 ∆12(x2 − x1) ∆13(x3 − x1) ∆14(x4 − x1)
−∆∗12(x2 − x1) 0 ∆23(x3 − x2) ∆24(x4 − x2)
−∆∗13(x3 − x1) −∆∗23(x3 − x2) 0 ∆34(x4 − x3)
−∆∗14(x4 − x1) −∆∗24(x4 − x2) −∆∗34(x4 − x3) 0

 . (2.217)
Dans le cas de trois points, nous avons traduit la condition || [∆, x] || ≤ 1 a` l’aide des valeurs
propres de cette matrice, ce qui a ne´cessite´ l’e´limination des phases pour nous ramener au cas
plus simple d’une matrice antisyme´trique. Il est facile de voir que dans le cas de quatre points,
une telle me´thode ne sera pas utilisable en toute ge´ne´ralite´, car si nous voulons absorber les
phases par multiplication par des unitaires, nous ne diposons que de 4+4=8 parame`tres alors
qu’il y a 6+6=12 phases qui apparaissent.
Cependant, meˆme si nous avions e´limine´ toutes ces phases, la contrainte || [∆, x] || ≤ 1 est en-
core trop complique´e pour eˆtre exploitable dans le cas ge´ne´ral. En effet, supposons que l’alge`bre
soit re´elle, ainsi que la matrice ∆, ce qui implique que [∆, x] est une matrice antisyme´trique.
Le polynoˆme caracte´ristique de la matrice antisyme´trique


0 E1 E2 E3
−E1 0 −B3 B2
−E2 B3 0 −B1
−E3 −B2 B1 0

 , (2.218)
est
P (X) = X4 +
(
~E2 + ~B2
)
X2 +
(
~E · ~B
)2
. (2.219)
Par conse´quent, cette matrice est de norme plus petite que 1 si et seulement si
~E2 + ~B2 +
√(
~E2 + ~B2
)2 − 4 (~E · ~B)2
2
≤ 1, (2.220)
ce qui e´quivaut a`
~E2 + ~B2 −
(
~E · ~B
)2 ≤ 1 et ~E2 + ~B2 ≤ 2. (2.221)
Lorsque nous appliquons cela a` la matrice [∆, x] nous voyons apparaˆıtre des termes quartiques
en les variables xi, ce qui rend la de´termination de la solution ge´ne´rale tre`s difficile.
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Nous allons e´tudier le cas particulier du re´seau line´aire a` quatre points. Pour cela, nous
revenons a` l’alge`bre complexe A = C4 et nous choisissons un ope´rateur ∆ tridiagonal,
∆ =


0 ∆12 0 0
∆∗12 0 ∆23 0
0 ∆∗23 0 ∆34
0 0 ∆∗34 0

 , (2.222)
ce qui correspond a` un diagramme line´aire du type
 1  2  3  4
Introduisons les variables X = x2 − x1, Y = x3 − x2 et Z = x3 − x4, ce qui nous permet
d’e´crire [∆, x] sous la forme
[∆, x] = ∆ =


0 ∆12X 0 0
−∆∗12X 0 ∆23Y 0
0 −∆∗23Y 0 ∆34Z
0 0 −∆∗34Z 0

 . (2.223)
Nous se´parons les modules et les arguments de chacun des termes de cette matrice
[∆, x] =


0 |∆12||X|eiθ12 0 0
−|∆12||X|eiθ21 0 |∆23||Y |eiθ23 0
0 −|∆23||Y |eiθ32 0 |∆34||Z|eiθ34
0 0 −|∆34||Z|eiθ43 0

 . (2.224)
Il est facile de voir que l’on peut toujours e´liminer ces phases par multiplication a` droite et a`
gauche par des matrices unitaires et diagonales. La matrice [∆, x] et la matrice antisyme´trique
re´elle 

0 |∆12||X| 0 0
−|∆12||X| 0 |∆23||Y | 0
0 −|∆23||Y | 0 |∆34||Z|
0 0 −|∆34||Z| 0

 (2.225)
ont donc meˆme norme et la condition || [∆, x] || ≤ 1 est e´quivalente a`
|∆12|2|X|2 + |∆23|2|Y |2 + |∆34|2|Z|2 − |∆12|2|∆34|2|X|2|Y |2 ≤ 1 (2.226)
compte tenu de (2.221).
Pour calculer la distance d14, nous devons chercher le maximum de |X + Y + Z| lorsque
la contrainte (2.226) est satisfaite. Puisque cette contrainte ne de´pend que des modules des
variables, il est clair que le maximum sera atteint lorsque ces variables sont des re´els positifs.
Nous pouvons donc, sans perte de ge´ne´ralite´, supposer que X , Y et Z sont des re´els positifs. De
plus, nous avons montre´ que le maximum est atteint lorsqu’il y a e´galite´, ce qui nous permet,
en posant 

x = X
y = Y
z = X + Y + Z
(2.227)
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d’extraire z sous la forme
z(x, y) = x+ y +
1
|∆23|
√
(1−∆212x2)(1−∆234y2). (2.228)
Puisque d14 est le maximum de X + Y + Z = z, nous allons chercher les extrema de la
fonction z. Ceux-ci sont atteints lorsque


∂z
∂x
= 1− x ∆212|∆23|
√
1−∆234y
2
1−∆212x
2 = 0
∂z
∂y
= 1− y ∆234|∆23|
√
1−∆212x
2
1−∆234y
2 = 0.
(2.229)
Apre`s des calculs assez longs mais tre`s simples, on trouve que z a un unique maximum, ce qui
nous permet de donner la distance entre les points 1 et 4,
d14 =
|∆23|
|∆12||∆34|


√√√√ |∆23|2 + |∆34|2
|∆23|2 + |∆12|2 +
√√√√ |∆23|2 + |∆12|2
|∆23|2 + |∆34|2
+
||∆23|4 − |∆12|2|∆34|2|√
|∆23|2 + |∆12|2
√
|∆23|2 + |∆34|2

 . (2.230)
Dans le cas particulier ou` tous les e´le´ments de matrices sont e´gaux a` un nombre re´el positif
1/L, cette formule se simplifie conside´rablement. Tenant compte des distances donne´es pour
deux et trois points, on obtient
d12 = L, d13 =
√
2 L, d14 = 2L. (2.231)
En ge´ne´ral, pour une chaˆıne line´aire de longueur quelconque dont tous les e´le´ments de matrice
sont des nombres re´els positifs e´gaux a` L, la distance entre les points 1 et n est donne´e par [A]


d1n = nL/2 si n est pair,
d1n =
√
(n− 1)(n+ 1)L/2 si n est impair.
(2.232)
Dans tous les cas, cette distance ne correspond pas a` la distance naturelle dij = |i − j|L que
l’on peut de´finir sur un re´seau line´aire. De ce fait, les triplets spectraux finis correspondant ne
peuvent de´crire un re´seau unidimensionnel.
Une solution a` ce proble`me a e´te´ apporte´e dans [DiM]. Conside´rons un triplet spectral fini
avec l’alge`bre A = CN , repre´sente´e sur H = CN ⊕ CN par
x ∈ CN 7→
(
x 0
0 x
)
∈M2N (C). (2.233)
L’ope´rateur de Dirac (ce que nous appelons ∆, le ve´ritable ope´rateur de Dirac e´tant obtenu par
syme´trisation par la conjugaison de charge) est
∆ =
(
0 M
M∗ 0
)
, (2.234)
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ou` la matrice M ∈ MN(C) est de´finie par
M =


0 1/L 0 . . . 0
...
. . .
. . .
...
...
. . . 1/L
0 . . . . . . 0

 . (2.235)
Ce triplet spectral admet une chiralite´ χ donne´e par
χ =
(
1 0
0 −1
)
(2.236)
et il n’est pas difficile de montrer qu’il satisfait a` tous les axiomes en utilisant la me´thode
diagrammatique, comme nous l’avons de´ja` fait au cours de ce chapitre.
En utilisant ce triplet spectral, on montre [DiM] que la distance entre le point i (cor-
respondant a` l’e´tat pur φi(x1, . . . , xN ) = xi) et le point j (correspondant a` l’e´tat pur
φj(x1, . . . , xN = xj) est donne´e par dij = |i − j|L. Cette distance est la distance naturelle
sur un re´seau line´aire, et on peut e´tendre cette construction au cas d’un re´seau cyclique.
Pour faire le lien avec les exemple que nous avons e´tudie´s, il est commode d’effectuer un
changement de base. De´finissons l’ope´rateur U de H = C2 ⊗ C dans lui-meˆme par U(x ⊗ y) =
y ⊗ x. Il est facile de voir que par conjugaison par U la repre´sentation de x devient

x1 I2 0 0
0
. . . 0
0 0 xN I2

 . (2.237)
De meˆme l’ope´rateur de Dirac s’e´crit, dans cette nouvelle base, sous la forme d’une matrice
tridiagonale, 

0 N 0 . . . 0
N∗ 0 N
. . .
...
0
. . .
. . .
. . . 0
...
. . . N∗ 0 N
0 . . . 0 N∗ 0

 , (2.238)
avec
N =
(
0 1/L
0 0
)
. (2.239)
Ainsi, ce choix de l’ope´rateur de Dirac diffe`re du notre en ce sens que les e´le´ments de matrice
de ∆ sont des matrices 2× 2 alors que dans les exemples que nous avons e´tudie´s, ces e´le´ments
de matrice e´taient des nombres complexes.
2.5 Alge`bres re´elles
2.5.1 La matrice de multiplicite´
La me´thode que nous avons de´veloppe´e au cours de ce chapitre pour e´tudier les triplets spec-
traux finis n’est appliquable que dans le cas d’une alge`bre complexe dont la repre´sentation sur
l’espace de Hilbert est line´aire sur C. Ceci est suffisant pour une e´tude de nature mathe´matique
des ge´ome´tries non commutatives finis, car aucune modification substancielle des re´sultats que
nous avons montre´s n’est a` pre´voir dans le cas re´el.
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Cependant, le triplet spectral fini correspondant au mode`le standard est construit avec une
alge`bre re´elle. Pour pouvoir e´tudier les applications de la ge´ome´trie non commutative a` la
physique des particules, il est donc absolument ne´cessaire d’e´tendre nos re´sultats au cas des
alge`bre re´elles.
Lorsque l’alge`bre est re´elle, elle s’e´crit comme une somme directe d’alge`bres de matrices
A = N⊕
i=1
Mni(K), (2.240)
dont les coefficients peuvent eˆtre des re´els (K = R), des complexes (K = C) ou des quaternions
K = H.
Bien entendu, toute repre´sentation de A est semi-simple et ses repre´sentations irre´ductibles
sont donne´es par les repre´sentations irre´ductibles des diffe´rents facteurs Mni(K).
Les repre´sentations irre´ductibles de l’alge`bre Mn(K) sont
– la repre´sentation fondamentale sur Cn lorsque K = R,
– la repre´sentation fondamentale sur Cn et sa complexe conjugue´e lorsque K = C,
– la repre´sentation fondamentale sur C2n lorsque K = H.
Il convient de remarquer que si K = R, la repre´sentation sur Cn n’est pas irre´ductible car
elle s’e´crit comme somme de deux repre´sentations sur Rn. Cependant, l’espace de Hilbert H
du triplet spectral est toujours un espace vectoriel complexe, aussi nous n’effectuerons jamais
cette de´composition et nous conside´rerons cette repre´sentation comme irre´ductible.
Dans le cas quaternionique, nous identifions les e´le´ments q de H avec les matrices 2 × 2
complexes du type
q =
(
x −y
y x
)
, (2.241)
ce qui permet de de´finir la repre´sentation fondamentale de Mn(K) sur C
2n. De plus, la relation
(2.241) entraine
q = u q u−1 (2.242)
avec
u =
(
0 1
−1 0
)
, (2.243)
ce qui entraine que la repre´sentation fondamentale de Mn(K) et sa complexe conjugue´e sont
e´quivalentes.
A partir de ces conside´rations, nous pouvons de´composer toutes les repre´sentations de A sur
H qui apparaissent dans les sections 2.2.1-2.2.3 en repre´sentations irre´ductibles. Nous devons
simplement remplacer les indices i, j, . . . permettant de repe´rer les facteurs simples par des
indices qui de´signent les repre´sentations irre´ductibles de ces facteurs. Nous modifions donc la
de´finition de la matrice multiplicite´ comme suit.
De´finition 2.5.1 Les e´le´ments de la matrice de multiplicite´ d’un bimodule construit avec des
alge`bres re´elles sont repe´re´s par les repre´sentations irre´ductibles de ces alge`bres.
Avec cette de´finition de la matrice de multiplicite´, nos re´sultats s’e´tendent au cas re´el.
Proposition 2.5.1 Tous les re´sulats des sections 2.2.1-2.2.3 restent valables dans le cas des
alge`bres re´elles.
Il est important de noter que cette extension n’est valide que pour les re´sultats concernant la
structure de bimodule et les ope´rateurs du premier ordre. La chiralite´ et la dualite´ de Poincare´
subissent certaines modifications lors du passage aux alge`bres re´elles.
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2.5.2 La chiralite´
La chiralite´ est une involution hermitienne χ qui doit s’e´crire sous la forme
χ =
∑
p
π(xp)J π(yp)J −1 (2.244)
avec xp, yp ∈ A. La de´composition par blocs de la chiralite´ est toujours valable
χ = ⊕
ij
χij Ini ⊗ Imij ⊗ Inj (2.245)
avec χij = ±1. Bien entendu, les indices i et j correspondent aux repre´sentations irre´ductibles
de A et mij est la matrice de multiplicite´ introduite dans la de´finition pre´ce´dente.
Cependant, χij et χkl ne sont pas inde´pendants lorsque les repre´sentations k et l sont e´gales
ou conjugue´es a` i et j. En introduisant la matrice
µij = χijmij , (2.246)
les contraintes impose´es a` la chiralite´ sont donne´es par la proposition suivante.
Proposition 2.5.2 La matrice µij satisfait a` µijµij ≥ 0.
i de´signe la repre´sentation complexe conjugue´e de celle associe´e a` i. Si elle est re´elle ou
quaternionique on a simplement i = i. Ce re´sultat se de´montre aise´ment en e´crivant explicite-
ment χij en fonction de xp et yp et en utilisant χij = χij .
2.5.3 Dualite´ de Poincare´
La K-the´orie des C∗-alge`bres re´elles est un peu plus complique´e que dans le cas complexe
[Schr]. Le the´ore`me de periodicite´ de Bott est toujours valide mais la periode est 8 au lieu
de 2. On a donc Kp+8(A) = Kp(A), ou` Kp(A) est de´fini par ite´ration de la suspension (voir
Appendice B). Bien entendu on a toujours
Kp
(
N⊕
i=1
Mni(K)
)
=
N⊕
i=1
Kp (Mni(K)) (2.247)
ainsi que Kp(Mn(K)) = Kp(K).
On a K0(K) = Z et les groupes d’ordre supe´rieur contiennent de la torsion, i.e. un sous-
groupe fini du type Z2 dont nous ne tenons pas compte ici.
Dans ce cas, la dualite´ de Poincare´ ne fait intervenir que les projections hermitiennes e ∈ A
qui forment une base de K0(A). Par conse´quent, la formulation de la dualite´ de Poincare´ est
parfaitement similaire a` celle que nous avons rencontre´e dans le cas complexe. Nous devons
malgr´e tout noter deux diffe´rences importantes :
– La seule projection non nulle e ∈ K est l’identite´, ce qui entraine Tr(e) = 2,
– La projection e´gale a` l’identite´ de C apparait dans la repre´sentation fondamentale de
Mn(C) et dans sa complexe conjugue´e,
En conse´quence, la matrice de la forme d’intersection ∩ij n’est plus e´gale a` µij.
Proposition 2.5.3 La matrice ∩ij de la forme d’intersection s’obtient en multipliant les lignes
et les colonnes de µij associe´es aux quaternions par 2 et en additionnant les contributions d’une
repre´sentation et de sa complexe conjugue´e en une seule ligne ou colonne.
Par conse´quent, la dimension de ∩ij est donne´e par le nombre de facteurs simples de la
de´composition de A alors que la taille de µij est donne´e par le nombre de repre´sentations
irre´ductibles de A.
Chapitre 3
Construction de mode`les en physique
des particules
3.1 Le mode`le d’espace-temps
3.1.1 Ge´ne´ralite´s
Depuis que les the´ories de jauge sont devenues la pierre angulaire de la physique des par-
ticules, la construction de mode`les fait de plus en plus appel a` des notions de ge´ome´trie et
de topologie. En effet, la notion de syme´trie de jauge est d’essence purement ge´ome´trique et
sa formulation la plus e´le´gante repose sur la ge´ome´trie diffe´rentielle. De plus, cette approche
ge´ome´trique permet de mieux comprendre les similarite´s entre les the´ories de Yang-Mills, comme
l’e´lectromagne´tisme ou` la chromodynamique, et la gravitation : toutes deux sont des the´ories
de jauge.
Sur le plan mathe´matique, la ge´ome´trie non commutative permet, graˆce a` un formalisme
alge´brique, de ge´ne´raliser la plupart des notions de base de la ge´ome´trie diffe´rentielle en s’af-
franchissant de la commutativite´ de l’alge`bre des coordonne´es. Il est donc naturel d’utiliser
cette nouvelle approche de la ge´ome´trie diffe´rentielle en physique.
Puisque le mode`le standard, confirme´ a` l’heure actuelle par la plupart des expe´riences,
est une the´orie de jauge avec brisure spontane´e de syme´trie, nous essayerons de comprendre
comment on peut construire de tels mode`les, ainsi que leur couplage a` la gravitation, a` l’aide
de la ge´ome´trie non commutative. Nous essayerons de de´limiter la classe de mode`les qu’il est
possible d’obtenir et nous mettrons l’accent sur les contraintes que cela engendre.
Pour cela, nous devons choisir un mode`le d’espace-temps, a` partir duquel sera construite la
the´orie. Pour de´terminer l’alge`bre A a` partir de laquelle on construit les triplets spectraux que
nous utiliserons, il est utile de partir des syme´tries que doit posse´der la the´orie. Les the´ories
de jauge couple´es a` la gravitation sont invariantes sous deux types de transformations, qui
doivent eˆtre des automorphismes de l’alge`bre des coordonne´es. D’une part, la the´orie est in-
variante sous l’action des diffe´omorphismes de l’espace-temps qui forment le groupe des auto-
morphismes de l’alge`bre C∞(M). D’autre part les particules e´le´mentaires sont situe´es dans cer-
taines repre´sentations de groupes de Lie compacts et semi-simples. Ces derniers correspondent
naturellement aux automorphismes d’une somme directe d’alge`bre de matrices. Pour obtenir
simultane´ment ces deux types de syme´tries, il est ne´cessaire de combiner l’alge`bre C∞(M) avec
une alge`bre de dimension finie AF . Le choix le plus simple consiste a` prendre pour A un produit
tensoriel C∞(M)⊗AF , dont les automorphismes comprennent les diffe´omorphismes de M et
les transformations de jauge locales qui sont donne´es par les e´le´ments unitaires de A.
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Le mode`le retenu combine la ge´ome´trie de l’espace-temps ordinaire avec celle d’un espace
discret, qui de´crit les degre´s de liberte´ internes de la the´orie. Plus pre´cise´ment nous allons
partir d’un triplet spectral qui est le produit du triplet spectral de la ge´ome´trie ordinaire par
un triplet spectral fini.
Bien entendu, il est possible de conside´rer une situation plus ge´ne´rale dans laquelle nous
remplac¸ons ce produit de l’espace-temps par un espace discret, qui de´crit un fibre´ trivial, par
un espace fibre´ dont la topologie est non triviale ; la base de ce fibre´ est l’espace-temps alors
que la fibre de´crit les syme´tries internes. A partir d’un tel objet, il est possible de construire un
triplet spectral qui ge´ne´ralise la notion de produit d’un triplet spectral par un triplet spectral
fini (cf § 2.2.4).
3.1.2 Produit tensoriel de triplets spectraux
Commenc¸ons par donner la de´finition d’un produit tensoriel de triplets spectraux.
Proposition 3.1.1 Soit (A1,H1,D1) et (A2,H2,D2) deux triplets spectraux de dimension n1
et n2, ou` (A1,H1D1) est suppose´ pair. Alors (A,H,D) de´fini par
A = A1 ⊗A2, H = H1 ⊗H2,
D = D1 ⊗ id2 + γ1 ⊗D2, (3.1)
est un triplet spectral de dimension n = n1+n2 appele´ produit de (A1,H1,D1) par (A2,H2,D2).
Bien entendu, la repre´sentation π de A sur H est le produit tensoriel π1⊗ π2, de meˆme que
l’on a J = J1 ⊗ J2.
Pour que ce produit puisse eˆtre de´fini, il est ne´cessaire que l’un au moins des triplets spec-
traux soit pair. Cela nous permet de de´finir l’ope´rateur de Dirac du produit comme e´tant
D = D1 ⊗ id2 + γ1 ⊗D2, ce qui nous assure que nous obtenons l’ope´rateur de Dirac usuel dans
le cas du tore plat T 2+n = T 2 × T n.
De plus, pous avons
D2 = (D1)2 ⊗ id2 + id1 ⊗ (D)2, (3.2)
ce qui garantit la validite´ de la formule d’addition des dimensions : la dimension du produit est
la somme des dimensions.
Proposition 3.1.2 Lorsque les deux triplets spectraux sont pairs, leur produit est e´galement
pair.
La chiralite´ est de´finie comme e´tant le produit tensoriel des chiralite´s, χ = χ1 ⊗ χ2. Il est
clair que c’est une involution hermitienne satisfaisant a` toutes les relations de commutation
impose´es a` la chiralite´.
Pour montrer qu’elle satisfait a` l’axiome d’orientabilite´, il faut trouver un cycle de Hochschild
c de dimension n tel que π(c) = χ, sachant qu’il existe deux cycles de Hochschild c1 et c2 de
dimensions n1 et n2 tels que π1(c1) = χ1 et π2(c2) = χ2. Pour cela, introduisons la notion
suivante.
De´finition 3.1.1 Soit σ une permutation des p + q indices i1, . . . , ip, ip+1, . . . , ip+q. σ est un
(p, q)-battement si on a
σ(i1) < σ(i2) < . . . < σ(ip) (3.3)
et
σ(ip+1) < σ(i2) < . . . < σ(ip+q) (3.4)
pour tous les indices i1, . . . , ip+q. Nous notons Sp,q l’ensemble des (p, q)-battements.
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L’introduction de cette notion se justifie par le re´sultat suivant [Lo].
Proposition 3.1.3 Soient A et B deux alge`bres, a = a0 ⊗ a1 . . . . . . ⊗ ap ∈ Cp(A) et b =
b0 ⊗ bp+1 ⊗ . . . ⊗ bp+q ∈ Cq(B) deux cycles de Hochschild. Notons c0 = a0 ⊗ b0, ci = ai ⊗ 1 si
i ∈ {1, . . . , p} et ci = 1⊗ bi si i ∈ {p+ 1, . . . , p+ q}. Alors sh(a, b) ∈ Cp+q(A⊗ B) de´fini par
sh(a, b) =
∑
σ∈Sp,q
ǫ(σ)c0 ⊗ cσ(1) ⊗ . . .⊗ cσ(p+q) (3.5)
est un cycle de Hochschild, appele´ ”shuffle product” de a par b.
Appliquons cette construction pour de´finir c a` partir des cycles c1 et c2. Pour cela, com-
menc¸ons par remarquer que le re´sultat pre´ce´dent n’est pas modifie´ si les premiers termes a0 et
b0 appartiennent aux alge`bres A⊗Aop et B ⊗ Bop, puisque les facteurs Aop et Bop ne sont pas
concerne´s par la multiplication par les e´le´ments de A et de B.
De´finissons c par
c =
(n1 + n2)!
n1!n2!
sh(c1, c2). (3.6)
Graˆce a` la proposition pre´ce´dente, c est un cycle de Hochschild. En utilisant les relations
[D, π(a1 ⊗ 1)] = [D1, π1(a1)]⊗ id1, (3.7)
[D, π(1⊗ a2)] = χ1 ⊗ [D2, π2(a2)] , (3.8)
pour tout ai ∈ Ai, il est facile de ve´rifier que π(c) = χ1 ⊗ χ2, ce qui justifie la de´finition de χ
comme le produit tensoriel χ1 ⊗ χ2.
De meˆme que la formule de Ku¨nneth permet d’exprimer l’alge`bre diffe´rentielle d’un produit
de varie´te´s a` l’aide des formes diffe´rentielles sur chaque facteur, le calcul diffe´rentiel associe´ a` un
produit de triplets spectraux a e´te´ de´termine´ a` l’aide des calculs diffe´rentiels associe´s a` chaque
facteur [KT]. Nous n’aurons besoin que du re´sultat relatif aux 1-formes, qui ne ne´cessite pas
l’introduction des champs auxiliaires.
Proposition 3.1.4 L’espace des 1-formes Ω1D(A) associe´es au produit s’exprime en fonction
de 0-formes et des 1-formes de chaque facteur par
Ω1D(A) = Ω1D1(A1)⊗ Ω0D2(A2) + γ1Ω0D1(A1)⊗ Ω1D2(A2). (3.9)
Conside´rons le produit tensoriel du triplet spectral relatif a` une varie´te´ compacte de dimen-
sion paire n munie d’une strcture spinorielle, par un triplet spectral fini (AF ,HF ,DF ). Il en
re´sulte le triplet spectral suivant,
A = C∞(M)⊗AF , H = L2(M,S)⊗HF , (3.10)
D = iγµ(∂µ + ωµ)⊗ IdF + γn+1 ⊗DF , (3.11)
ou` γµ de´signe les matrices de Dirac en espace courbe et ωµ la connexion spinorielle.
Il convient de remarquer que ce produit fait appel a` la matrice γn+1 et ne peut pas eˆtre de´fini
lorsque la dimension n est impaire. Cependant, un produit de triplets spectraux peut eˆtre de´fini
si un au moins des deux triplets spectraux est pair. Etant donne´ qu’un triplet spectral fini est
pair, il est tout aussi le´gitime d’utiliser la chiralite´ χF associe´ au triplet spectral (AF ,HF ,DF ).
Nous de´finissons un nouveau triplet spectral (A′,H′,D′) par
A′ = AF ⊗ C∞(M), H′ = HF ⊗ L2(M,S), (3.12)
D′ = DF ⊗ I + χF ⊗ γµ (∂µ + ωµ) . (3.13)
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De´signons par K : HF ⊗ L2(M,S)→ L2(M,S)⊗HF l’isomorphisme de´fini par
K(ξ ⊗Ψ) = Ψ⊗ ξ (3.14)
pour tous ξ ∈ HF et Ψ ∈ S et notons U la transformation unitaire de HF ⊗ L2(M,S) dans
L2(M,S)⊗HF donne´e par
U =
(
1 + χ
2
⊗ I + χ− 1
2
⊗ γn+1
)
K. (3.15)
Il est facile de voir que U est unitaire et que
U D′ U−1 = D. (3.16)
Puisque l’action ne de´pend que du spectre de l’ope´rateur de Dirac, il est facile de voir que
D et D′ nous donnent la meˆme action. Etant donne´ que la de´finition de D′ ne ne´cessite pas
d’hypothe`se sur la parite´ de n, il serait plus logique d’utiliser D′ a` la place de D. Cependant,
nous sommes principalement inte´resse´s par le cas n = 4 et nous nous conformerons a` l’usage
en vigueur en prenant D.
Comme d’habitude, l’invariance de l’action fermionique 〈Ψ,DΨ〉 sous les transformations de
jauge Ψ 7→ uJ uJ −1Ψ pour tout Ψ et tout unitaire u ∈ A nous ame`ne a` remplacer l’ope´rateur
de Dirac D par l’ope´rateur de Dirac covariant DA,
DA = D + A + JAJ −1. (3.17)
A est une 1-forme hermitienne, et se transforme, sous une transformation de jauge en
π(u)Aπ(u)−1 + π(u)
[
D, π(u−1)
]
, (3.18)
de sorte que l’ope´rateur de Dirac covariant se transforme en
DA 7→ π(u)J π(u)J −1DA π(u−1)J π(u−1)J −1, (3.19)
ce qui assure l’invariance de jauge de l’action fermionique 〈Ψ,DAΨ〉. Pour simplifier nos nota-
tions, nous omettrons le symbole π de la repre´sentation, tout e´le´ment de x ∈ A e´tant identifie´
a` π(x). Nous omettrons e´galement tous les symboles relatifs au produit tensoriels : γn+1 ⊗ id
est identifie´ a` γn+1, . . .
A est une 1-forme hermitienne du produit tensoriel, elle peut donc s’e´crire sous la forme
A = iγµ
(
Aµ + JAµJ −1
)
+ γn+1(H + JHJ −1), (3.20)
ou`Aµ est une 1-forme antihermitienne d’espace-temps a` valeurs dans l’alge`breAF et repre´sente´e
sur H et H est un champ scalaire hermitien a` valeurs dans Ω1DF (AF ). L’ope´rateur de Dirac
covariant se re´e´crit
DAµ,H = iγµ
(
∂µ + ωµ + Aµ + JAµJ −1
)
+ γn+1(DF +H + JHJ −1). (3.21)
Sous une transformation de jauge, le champ Aµ se transforme de manie`re habituelle
Aµ 7→ uAµu−1 + u∂µu−1. (3.22)
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Le champ scalaire H a une loi de transformation analogue
H 7→ uHu−1 + u
[
DF , u−1
]
, (3.23)
faisant intervenir la de´rive´e exte´rieure de l’espace discret.
Cependant, H n’intervient dans l’ope´rateur de Dirac covariant que par l’interme´diaire de
la combinaison DF +H +JHJ −1. En utilisant la de´composition de l’ope´rateur de Dirac d’un
triplet spectral fini, DF = ∆ + J∆J −1, on peut e´crire DF + H + JHJ −1 sous la forme
Φ + JΦJ −1, avec
Φ = H +∆. (3.24)
Puisque ∆ est une 1-forme hermitienne, Φ est une 1-forme hermitienne et on peut e´crire
l’ope´rateur de Dirac covariant sans utiliser DF ,
DAµ,Φ = iγµ
(
∂µ + ωµ + Aµ + JAµJ −1
)
+ γn+1
(
Φ + JΦJ −1
)
. (3.25)
Puisque
u
[
DF , u−1
]
= u
[
∆, u−1
]
= u∆u−1 −∆, (3.26)
le champ scalaire Φ se transforme de manie`re homoge`ne,
Φ 7→ uΦu−1. (3.27)
Graˆce a` ce changement de variable, nous avons re´ussi a` e´liminer le terme inhomoge`ne dans la
loi de transformation du champ scalaire.
Conclusion Lorsque l’espace est le produit de l’espace-temps par un espace fini non commu-
tatif, l’ope´rateur de Dirac covariant s’e´crit sous la forme
DAµ,Φ = iγµ
(
∂µ + ωµ + A˜µ
)
+ γn+1Φ˜, (3.28)
ou` ωµ est la connexion spinorielle, A˜µ = Aµ + JAµJ −1 est un champ de jauge et Φ˜ = Φ +
JΦJ −1 un champ scalaire tel que Φ soit une 1-forme pour la ge´ome´trie de l’espace discret.
Sous une transformation de jauge, on a
Aµ 7→ uAµu−1 + u∂µu−1, Φ 7→ uΦu−1. (3.29)
3.1.3 Le carre´ de l’ope´rateur de Dirac
Pour pouvoir de´terminer l’action spectrale a` l’aide du noyau de la chaleur, nous devons
mettre le carre´ de l’ope´rateur de Dirac covariant sous la forme
(
DAµ,Φ
)2
= −∆+ E, (3.30)
ou` E est un endomorphisme du fibre´ spinoriel et ∆ un Laplacien ge´ne´ralise´ [G].
Pour cela, e´crivons l’ope´rateur de Dirac de la manie`re suivante,
DAµ,Φ = iγµ∇µ + γn+1Φ˜, (3.31)
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ou`
∇µ = ∂µ + ωµ + A˜µ (3.32)
est la de´rive´e covariante des spineurs.
En utilisant les relations γn+1γµ + γµγn+1 = 0 et (γn+1)2 = 1, on obtient
(
DAµ,Φ
)2
= −γµ∇µγν∇ν + iγµγn+1DµΦ˜ + Φ˜2, (3.33)
ou` la de´rive´e covariante du champ scalaire Φ est donne´e par
DµΦ˜ = ∂µΦ˜ +
[
A˜µ, Φ˜
]
. (3.34)
Le premier terme du second membre de (3.33) s’e´crit
γµ∇µγν∇ν = γµγν∇µ∇ν + γµ [∇µ, γν]∇ν . (3.35)
En introduisant
γµγν = gµν + γµν , (3.36)
on obtient
γµ∇µγν∇ν = gµν∇µ∇ν + 1
2
Ωµνγ
µν + γµ [∇µ, γν ]∇ν , (3.37)
avec
γµν =
1
2
[γµ, γν ] et Ωµν = [∇µ,∇ν ] . (3.38)
Pour de´terminer le commutateur [∇µ, γν], il faut exprimer γµ et ωµ a` l’aide de la te´trade
eµa,
γµ = eµaγ
a et ωµ =
1
4
ωabµγ
ab, (3.39)
ou` ωabµ est la connexion de Levi-Civita exprime´e en partie dans la base de´termine´e par la
te´trade, γa les matrices de Dirac euclidiennes satisfaisant a` γaγb+γbγa = δab et γab = 1/2[γa, γb].
Conforme´ment a` l’usage, nous re´servons les indice grecs µ, ν, ρ, . . . pour les coordonne´es locales
et les indices latins a, b, c, . . . pour les coordonne´s plates obtenues a` l’aide de la te´trade. Le
commutateur [∇µ, γν ] s’e´crit
[
∂µ + ωµ + A˜µ, γν
]
= ∂µe
ν
cγ
c +
1
4
ωabµe
ν
c
[
γab, γc
]
. (3.40)
En utilisant les proprie´te´s des matrices de Dirac euclidiennes, il est facile de prouver que[
γab, γc
]
= 2δbcγa − 2δacγb. (3.41)
On en de´duit que
[∇µ, γν ] = (∂µeνa + ωabµeνb) γa. (3.42)
La condition ∂µe
ν
a + ωabµe
ν
b + Γ
ν
µλe
λ
a = 0, qui exprime l’absence de torsion pour la connexion
de Levi-Civita, nous permet d’e´crire
[∇µ, γν ] = −Γνµλγλ, (3.43)
ou` Γλµν = 1/2 g
κλ(∂µgκν + ∂νgκµ − ∂κgµν) de´signe les symboles de Christoffel.
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Rassemblant tous ces re´sultats, on trouve
γµ∇µγν∇ν = gµν∇µ∇ν − gµνΓλµν∇λ +
1
2
γµνΩµν . (3.44)
La de´rive´e covariante ∇µ de´finit une connexion ∇ : E → E ⊗C∞(M)Ω1(M) sur le fibre´ spinoriel
E par
∇(Ψ) = ∇µ(Ψ)⊗ dxµ (3.45)
pour tout Ψ ∈ E . Par de´finition, l’ope´rateur
∆ = gµν∇µ∇ν − gµνΓλµν∇λ (3.46)
est un laplacien ge´ne´ralise´ associe´ a` la connexion ∇.
Pour terminer la de´composition de l’ope´rateur de Dirac, il nous reste a` de´terminer l’endo-
morphisme E. De´finissons E par
E = −1
2
γµνΩµν + iγ
µγn+1DµΦ˜ + Φ˜
2. (3.47)
Il est clair que E est un endomorphisme, puisque Ωµν = [∇µ,∇ν ] en est un, et que(
DAµ,Φ
)2
= −∆+ E. (3.48)
Nous avons re´ussi a` de´composer le carre´ de l’ope´rateur de Dirac en un laplacien ge´ne´ralise´ et
un endomorphisme du fibre´ spinoriel. Puisque cette de´composition est unique, il n’y a aucune
ambigu¨ıte´ sur la de´finition de E.
Afin de simplifier des calculs ulte´rieurs, e´crivons explicitement la courbure Ωµν
Ωµν = [∇µ,∇ν ] = F˜µν + ∂µων − ∂νωµ + [ωµ, ων], (3.49)
ou` F˜µν = ∂µA˜ν − ∂νA˜µ + [A˜µ, A˜ν ] est la courbure du champ de jauge A˜µ. Notons que, graˆce a`
l’axiome de re´alite´, on a
F˜µν = ∂µA˜ν − ∂νA˜µ + [A˜µ, A˜ν ] = Fµν + JFµνJ −1. (3.50)
En utilisant la relation [
γab, γcd
]
= 2
(
δadγbc − δacγbd + δbcγad − δbdγac
)
, (3.51)
le terme gravitationnel s’e´crit
∂µων − ∂νωµ + [ωµ, ων] = 1
4
(∂µωabµ − ∂νωabν + ωacµωcdν − ωacνωcdµ) . (3.52)
Puisque ωabµ n’est autre que la connexion de Levi-Civita partiellement exprime´e dans la base
de´trmine´e par la te´trade, le second membre de (3.52) est le tenseur de Riemann Rabµν . On en
de´duit
γµν [∂µ + ωµ, ∂ν + ων ] =
1
4
γµνRabµνγ
ab =
1
4
Rκλµνγ
µνγκλ. (3.53)
Utilisant les proprie´te´s de syme´trie du tenseur de Riemann, on obtient
Rκλµνγ
µνγκλ = 2R, (3.54)
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ou` R est la courbure scalaire, que nous choisissons positive pour la sphe`re. Ainsi, nous avons
E = −1
4
R− 1
2
γµνF˜µν + iγ
µγn+1DµΦ˜ + Φ˜
2. (3.55)
Conclusion Nous avons e´crit le carre´ de l’ope´rateur de Dirac DAµ.Φ sous la forme (DAµ,Φ)2 =
−∆+E, ou` ∆ est un laplacien ge´ne´ralise´ associe´ a` la connexion de´finie par la de´rive´e covariante
∇µ = ∂µ + ωµ + A˜µ et E est un endomorphisme du fibre´ spinoriel donne´ par
E = −1
4
R− 1
2
γµνF˜µν + iγ
µγn+1DµΦ˜ + Φ˜
2. (3.56)
La courbure de la connexion ∇µ est donne´e par
Ωµν =
1
4
Rabµνγ
ab + F˜µν . (3.57)
3.1.4 Action spectrale
Suivant le principe d’action spectrale, l’action bosonique ne de´pend que du spectre de
l’ope´rateur de Dirac covariant. E´tant donne´ que DAµ,Φ contient les champs de Yang-Mills Aµ et
scalaires Φ ainsi que la me´trique gµν , l’action obtenue de´crira un mode`le de Yang-Mills-Higgs
couple´ a` la gravitation.
Si on conside`re que l’action fermionique est l’objet essentiel de la the´orie des champs, l’ide´e
d’une action bosonique qui ne de´pend que du spectre de l’ope´rateur de Dirac est relativement
naturelle. Par exemple, l’action effective obtenue en inte´grant sur les champs de fermions nous
donne un de´terminant fonctionnel∫
[DΨ][DΨ]e−〈Ψ,DAµ,ΦΨ〉 = detDAµ,Φ. (3.58)
Apre`s re´gularisation, par une fonction ζ par exemple, ce de´terminant ne de´pend que du spec-
tre de l’ope´rateur de Dirac DAµ,Φ. Ainsi, cette action effective satisfait au principe d’action
spectrale.
De fac¸on ge´ne´rale, nous e´crirons l’action bosonique sous la forme
S = TrF
[
D2/Λ2
]
, (3.59)
ou`, pour simplifier, nous notons D l’ope´rateur de Dirac covariant DAµ,Φ. F est une fonction
quelconque, mais suppose´e suffisament re´gulie`re et a` de´croissance rapide a` l’infini pour que la
trace existe. De plus, pour obtenir une action positive, nous faisons l’hypothe`se que F (x) ≥ 0
si x ≥ 0. Λ est un cut-off homoge`ne a` une masse de l’ordre de grandeur de la masse de Planck
mP = 10
19 Gev.
Puisque la masse de Planck est tre`s grande par rapport a` l’echelle d’e´nergie e´lectrofaible
MW = 80 GeV , nous nous inte´resserons uniquement au de´veloppement asymptotique de (3.59)
lorsque Λ → ∞. En dimension n, le de´veloppement asymptotique de cette fonctionnelle est
donne´ par
TrF
[
D2/Λ2
]
=
∑
0≤k≤n/2
Λn−2kF2k
∫
M
a2k(D2)√g dnx + O(1/Λ2), (3.60)
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ou` a2k(D2) de´signe les coefficients de Seeley-de Witt qui interviennent dans le de´veloppement
limite´ de
Tr e−tD
2
=
∑
0≤k≤n/2
tk−n/2
∫
M
a2k(D2)√gdnx + O(t) (3.61)
quand t→ 0. Les nombres re´els F2k ne de´pendent que de F et sont donne´s par
F2k =
1
Γ(n/2− k)
∫ ∞
0
tn/2−k−1F (t)dt si 2k < n, Fn = F(0). (3.62)
Cette relation peut eˆtre justifie´e en e´crivant F sous la forme d’une transforme´e de Laplace
F (s) =
∫∞
0 G(t)e
−st, ce qui donne
Tr F[D2/Λ2] =
∫ ∞
0
Tr e−D
2/Λ2 G(t) dt. (3.63)
En inse´rant le de´veloppement limite´ (3.61), on obtient
TrF
[
D2/Λ2
]
=
∑
0≤k≤n/2
Λn−2kF2k
∫
M
a2k(D2)√gdnx + O(1/Λ2). (3.64)
avec
F2k =
∫ ∞
0
tk−n/2G(t)dt. (3.65)
En utilisant ∫ ∞
0
s−pF (s) ds = Γ(p+ 1)
∫ ∞
0
G(t)
tp+1
dt, (3.66)
valide pour Re(p) > −1, on montre que
F2k =
1
Γ(n/2− k)
∫ ∞
0
tn/2−k−1F (t)dt (3.67)
si 2k < n, ce qui justifie notre re´sultat.
Les trois premiers coefficients de Seeley-de Witt sont donne´s [G], a` une de´rive´e totale pre`s,
en fonction de E et Ωµν par
a0(D2) = 1
(4π)n/2
2[n/2]Tr(1), (3.68)
a2(D2) = 1
(4π)n/2
(
1
6
R 2[n/2]Tr(1)− TrE
)
, (3.69)
a4(D2) = 1
(4π)n/2
(
1
72
R2 2[n/2]Tr(1)− 1
180
RµνR
µν 2[n/2]Tr(1)
+
1
180
RµνρσR
µνρσ 2[n/2]Tr(1) +
1
12
TrΩµνΩ
µν − 1
6
RTrE + 1
2
TrE2
)
. (3.70)
ou` Rµνρσ est le tenseur de Riemann, Rµν le tenseur de Ricci, R la courbure scalaire et Tr(1) la
dimension de l’espace HF .
Utilisant les expression explicites de E et de Ωµν , nous obtenons
a0(D2) = Tr(1)
(2π)
n
2
, (3.71)
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a2(D2) = − 1
12
Tr(1)
(2π)
n
2
R− 1
(2π)
n
2
Tr(Φ˜2), (3.72)
a4(D2) = 1
1440
Tr(1)
(2π)
n
2
(
5R2 − 8RµνRµν − 7RκλµνRκλµν
)
+
1
2
1
(2π)
n
2
(
Tr(DµΦ˜D
µΦ˜) + Tr(Φ˜4)
)
−1
6
1
(2π)
n
2
Tr(F˜µνF˜
µν) +
1
12
1
(2π)
n
2
RTr(Φ˜2). (3.73)
En dimension n > 4, l’action spectrale contient des termes en a6(D2), puisque ces derniers
ne sont plus en facteur de puissances du cut-off qui tendent vers 0 quand Λ tend vers l’infini.
Physiquement, l’action ainsi obtenue n’est pas acceptable car a6(D2) contient des termes d’ordre
trop e´leve´s tels que TrF3. Bien entendu, il est toujours possible de choisir une fonction F (non
positive) telle que F2k = 0 si k > 2, mais cela n’ame´liore pas les proble`mes dus a` la non
renormalisabilite´ de la the´orie en dimension n > 4. Par conse´quent, meˆme si les relations que
nous obtenons sont donne´es en dimension quelconque, nous ne devons pas perdre de vue que
Λ n’est un cut-off naturel qu’en dimension 4.
Enfin, notons que puisque la fonction F est une fonction de cut-off qui doit limiter la trace
aux valeurs propres infe´rieures a` Λ, le choix le plus naturel est de prendre pour F la fonction
caracte´ristique de l’intervalle [0, 1]. Cependant, cette fonction n’est pas re´gulie`re et nous ne
pouvons pas appliquer la me´thode pre´ce´dente. Dans ce cas, il est ne´cessaire de recourir a` des
me´thodes plus e´labore´es [ECV].
Conclusion En utilisant le noyau de la chaleur, le de´veloppement asymptotique de l’action
spectrale s’e´crit, en dimension 4,
TrF
[
D2/Λ2
]
= Λ4 F0
∫
M
a0(D2)√g d4x+ Λ2 F2
∫
M
a2(D2)√g d4x
+ Λ0 F4
∫
M
a4(D2)√g d4x+O(1/Λ2) (3.74)
ou` F0, F2 et F4 sont des constantes relie´es a` la fonction F , a0(D2), a2(D2) et a4(D2) sont les
coefficients de Seeley-de Witt et Λ est un cut-off de l’ordre de la masse de Planck. Cette action
de´crit un mode`le de Yang-Mills-Higgs couple´ a` la gravitation R2. En dimension n > 4, l’action
spectrale contient des termes d’ordre supe´rieurs, non physiques.
3.1.5 Termes gravitationnels
Dans cette section, nous allons e´tudier quelques aspects spe´cifiques au secteur gravitationnel
de la theorie en dimension 4. Les termes gravitationnels obtenus a` l’aide de l’expansion de
l’action spectrale sont de quatre types : un terme contenant une constante cosmologique, l’action
d’Einstein-Hilbert, un couplage entre les champs scalaires et la courbure scalaire et des termes
du second degre´ en Rµνρσ.
Commenc¸ons par simplifier ces derniers en introduisant l’invariant de Gauss-Bonnet,
χ = RκλµνR
κλµν − 4RµνRµν +R2, (3.75)
3.1. LE MODE`LE D’ESPACE-TEMPS 121
qui est une de´rive´e totale en dimension 4. Les termes en R2 de l’action spectrale apparaissent
par l’interme´diaire du coefficient a4(D2) et sont donne´es par
1
1440
Tr(1)
(2π)2
(
5R2 − 8RµνRµν − 7RκλµνRκλµν
)
(3.76)
En leur retranchant un terme proportionel a` χ, on obtient
5R2 − 8RµνRµν − 7RκλµνRκλµν − 11χ = −6R2 + 36RµνRµν − 18RκλµνRκλµν . (3.77)
Le second membre de (3.77) s’exprime a` l’aide du carre´ du tenseur de Weyl. Ce dernier est
de´fini, en dimension 4, par
Cκλµν = Rκλµν − 1
2
(gµρRνσ − gµσRνρ + gνσRµρ − gνρRµσ) + 1
6
(gµρgνσ − gµσgνρ)R. (3.78)
Son carre´ est donne´ par CκλµνC
κλµν = RκλµνR
κλµν−2RµνRµν+ 13R2, ce qui nous permet d’e´crire
5R2 − 8RµνRµν − 7RκλµνRκλµν = −18CκλµνCκλµν + 11χ. (3.79)
A une de´rive´ totale pre`s, les termes en R2 sont
− 1
80
Tr(1)
(2π)2
CκλµνC
κλµν . (3.80)
L’action d’Einstein-Hilbert provient du coefficient a2(D2). En effet, outre un terme de masse
pour les champs scalaires, celui-ci contient
− 1
12
Tr(1)
(2π)2
R. (3.81)
L’action d’Einstein-Hilbert s’e´crit
SEH = − 1
16πG
∫
M
d4x
√
gR, (3.82)
ou` la constante de Newton est donne´e, avant brisure spontane´e de syme´trie, par
G =
3
2
2π
Tr(1)
F2 Λ
2, (3.83)
En utilisant G, nous pouvons re´e´crire le terme de Weyl sous la forme
SW =
3
160πµ2G2
∫
M
d4x
√
g CκλµνC
κλµν , (3.84)
ou` µ est une quantite´ homoge`ne a` une masse donne´ par
µ =
√
2F2
F4
Λ. (3.85)
Nous verrons que µ pourra eˆtre interpre´te´ comme la ”masse” des champs scalaires avant la
brisure spontanne´e de syme´trie.
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Le coefficient a0(D2) ge´ne`re un terme
Tr(1)
(2π)2
∫
M
d4x
√
g (3.86)
qui s’identifie, avant brisure spontane´e de syme´trie, a` une constante cosmologique
Λc =
1
12
Tr(1)2
(2π)4
F0
F2
Λ2, (3.87)
de telle sorte que l’action d’Einstein-Hilbert avec constante cosmologique soit
SEHC =
1
16πG
∫
M
d4x
√
g (−R+ Λc). (3.88)
Bien entendu, cette constante cosmologique peut eˆtre annule´e en choisissant une fonction F
telle que F0 = 0. Cependant, cela ne´cessite l’emploi d’une fonction non positive [LR].
Enfin, nous avons un terme de couplage entre les champs scalaires et la gravitation donne´
par
1
12
1
(2π2)
F4RTr(Φ˜2). (3.89)
Nous verrons que, graˆce a` la normalisation des champs scalaires, ce terme est simplement
1
6
R ∑
scalaires
Tr(Φ2), (3.90)
ou` la somme est une somme sur tous les champs scalaires que contient la the´orie. Il est a` noter
que dans certains cas ce terme peut menacer la brisure spontane´e de syme´trie [Es]. En effet,
toutes les constantes sont donne´es avant brisure spontane´e de syme´trie. Lorsque l’on de´veloppe
la the´orie au voisinage en fonction des champs scalaires physiques, il apparaˆıt un de´calage dans
les constantes Λc, G et µ.
Terminons par quelques mots concernant l’unitarite´ et la renormalisabilite´ de cette the´orie
[BOS]. Bien que la the´orie d’Einstein soit non renormalisable, l’incorporation de termes d’ordre
supe´rieurs rend cette the´orie renormalisable. En effet, si on incorpore a` l’action d’Einstein-
Hilbert les termes en CκλµνC
κλµν et en R2, la the´orie est renormalisable. Cependant, nous avons
besoin de ces deux termes simultane´ment, alors que l’action spectrale ne nous fournit que le
terme de Weyl. Nous n’obtenons donc pas une the´orie renormalisable au sens strict du terme,
car les corrections quantiques vont ge´ne´rer des contretermes en R2. De plus, l’introduction des
termes d’ordre supe´rieurs brise l’unitarite´.
Conclusion En dimension 4, le secteur gravitationnel de l’action spectrale contient un terme
d’Einstein-Hilbert avec constante cosmologique
SEHC =
1
16πG
∫
M
d4x
√
g (−R+ Λc), (3.91)
un terme de Weyl
SW =
3
160πµ2G2
∫
M
d4x
√
g CκλµνC
κλµν , (3.92)
ainsi qu’un couplage entre la gravitation et les champs scalaires donne´ par (3.90). Les constantes
G, Λc et µ sont donne´es, avant brisure spontanne´ de sym´etrie, par les e´quations (3.83), (3.85)
et (3.87). Cette the´orie est non unitaire et n’est pas renormalisable au sens strict du terme, car
les corrections quantiques engendrent un contreterme en R2.
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3.2 The´orie de jauge
3.2.1 Les fermions et leur repre´sentation
Les transformations de jauge sont donne´es par les e´le´ments unitaires u de A. u peut eˆtre
conside´re´ comme une application de M dans le groupe GF des e´le´ments unitaires de AF .
Puisque AF est une somme directe d’alge`bres de matrices a` coefficients dans les corps C, R
et H, GF est un produit direct de groupes de Lie simples du type U(n), O(n) et SP (n), qui
sont les e´le´ments unitaires des alge`bres de matrices Mn(C), Mn(R) et Mn(H). Par conse´quent,
le groupe de jauge est un produit direct de groupes de Lie compacts qui correspondent aux
quatres se´ries infinies de la classification des alge`bres de Lie semi-simples, les cinq alge`bres de
Lie exceptionnelles e´tant exclues.
Pour eˆtre une syme´trie de l’action spectrale, le groupe des unitaires doit eˆtre repre´sente´
sur l’espace de Hilbert H. L’action de l’unitaire u sur H se fait par l’interme´diaire de la
repre´sentation π˜ de´finie par π˜(u) = π(u)J π(u)J −1.
Par de´finition, H est le produit tensoriel de l’espace de Hilbert des spineurs de carre´
inte´grable sur M par l’espace HF correspondant au triplet spectral fini. De meˆme, π et J
sont les produits tensoriels des ope´rateurs correspondants et il nous suffit, pour e´tudier les lois
de transformation des e´le´ments de H, de ne conside´rer que la partie correspondant au triplet
spectral fini (AF ,HF ,DF ). Pour alle´ger nos e´quations, nous omettrons l’indice F jusqu’a la fin
de ce chapitre.
Rappelons que si A est une somme directe d’alge`bres de matrices, A = ⊕iMni(K), l’espace
de Hilbert se de´compose en H = ⊕i,jHij , ou` les indices i et j correspondent aux diffe´rentes
repre´sentations irre´ductibles des facteurs Mni(K).
A cette de´composition de H sont associe´es les de´compositions de π et J πJ −1,
π(x) = ⊕
i,j
xi ⊗ Imij ⊗ Inj , (3.93)
J π(x)J −1 = ⊕
i,j
Ini ⊗ Imij ⊗ xj, (3.94)
pour tout y ∈ A. Un e´le´ment u du groupe G = G1 × . . . × GN des unitaires de A est donc
repre´sente´ par
π˜(u) = π(u)J π(u)J −1 = ⊕
i,j
ui ⊗ Imij ⊗ uj , (3.95)
Par conse´quent, les vecteurs de Hij = Cni ⊗ C|µij | ⊗ Cnj se transforment sous la repre´sentation
ni ⊗ nj avec la multiplicite´ |µij|, ou` ni de´signe la repre´sentation fondamentale de Gi ou sa
complexe conjugue´e.
Cette condition est particulie`rement restrictive, car parmi toutes les repre´sentations de G,
nous ne pouvons construire que des produits tensoriels de deux repre´sentations fondamentales
de chacun des groupes simples Gi. Cela impose de tre`s se´ve`res contraintes sur les the´ories de
grande unification [LMMS1]. Par exemple, le mode`le de grande unification base´ sur le groupe
SO(10) regroupe tous les fermions existant ainsi que le neutrino droit dans un multiplet de
dimension 16. Ces fermions se transforment dans la repre´sentation spinorielle de SO(10) qui ne
peut eˆtre obtenue a` partir de sa repre´sentation fondamentale.
Dans le but de construire de tels mode`les en utilisant les outils de la ge´ome´trie non com-
mutative, une autre approche a e´te´ de´veloppe´e dans [Wu]. Elle consiste a` remplacer l’alge`bre
associative A par une alge`bre de Lie, repre´sente´e sur un espace de Hilbert, a` partir de laquelle
on peut reconstruire un calcul diffe´rentiel ainsi que les the´ories de jauge qui lui sont associe´es.
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L’espace H est e´quippe´ d’une graduation χ. Dans le cas du mode`le standard, cet ope´rateur
prend la valeur +1 pour les fermions droits et la valeur −1 pour les fermions gauches. C’est
pourquoi on l’interpre`te ge´ne´ralement comme un ope´rateur de chiralite´, les fermions deHij e´tant
conside´re´s comme des fermions chiraux, encore appele´s fermions de Weyl, d’he´licite´ droite si
µij > 0 et d’he´licite´ gauche si µij < 0.
Cette interpre´tation de χ est controverse´e car, au sens strict du terme, l’espace de Hilbert
des spineurs contient de´ja, pour chaque particule, des composantes droite et gauche. Il semble
donc que la distinction entre particules droites et gauches dans l’espace H relatif au triplet
spectral fini soit superflue et conduise a` un doublement du nombre de particules [LMMS2].
Cependant, cette difficulte´ n’est pas propre a` la ge´ome´trie non commutative. Elle apparait
dans les the´ories des champs contenant des fermions chiraux de´finis avec une signature eucli-
dienne. En effet, avec une telle signature, l’action de Dirac est donne´e par Ψ†DΨ alors que
dans l’espace de Minkowski, elle est ΨDΨ, avec Ψ = Ψ†γ0. Dans le premier cas, des fermions
chiraux, i.e. satisfaisant a` γ5Ψ = ±Ψ, ont une action de Dirac nulle alors que ce n’est pas le cas
en signature lorentzienne a` cause de la pre´sence de γ0. Pour e´crire une action de Dirac non nulle
dans l’euclidien pour des fermions de Weyl le doublement est ne´cessaire et nous conside´rerons
que les fermions de Hij sont re´ellement des fermions chiraux.
Dans le triplet spectral du mode`le standard, l’ope´rateur J est un ope´rateur antiline´aire
qui e´change particules et antiparticules. Par conse´quent, dans le cas ge´ne´ral nous conside´rons
que J joue le roˆle de la conjugaison de charge. Nous interpre´tons les e´le´ments de Hji = JHij
comme les antiparticules de Hij .
En ge´ne´ral, seuls les vecteurs deHii peuvent eˆtre des particules de Majorana, qui se transfor-
ment ne´cessairement dans la repre´sentation adjointe de Gi. La condition d’absence de fermions
de Majorana et donne´ par l’axiome de S0-re´alite´. En effet, celui-ci stipule qu’il existe un
ope´rateur ǫ, hermitien et de carre´ 1, qui commute avec χ, D et π et anticommute avec J .
Cette dernie`re relation permet de de´composer H = H+ ⊕ H− suivant les valeurs propres de
ǫ. On a JH+ = H− et JH− = H+ ce qui nous ame`ne a` interpre´ter H+ comme l’espace des
particules et H− comme celui des antiparticules. Puisque J e´change ces deux espaces, aucune
particule n’est sa propre antiparticule.
Conclusion Le groupe de jauge d’un mode`le de Yang-Mills-Higgs construit a` l’aide de la
ge´ome´trie non commutative est un produit direct de groupes de Lie compacts du type G = O(ni),
U(ni) et SP (ni). L’espace de Hilbert des fermions se de´compose en
H = ⊕
i,j
Hij , (3.96)
ou` Hij contient des fermions chiraux se transformant sous le produit tensoriel ni ⊗ nj, ni
de´signant la repre´sentation fondamentale de Gi ou sa complexe conjugue´e. A partir de la matrice
de multiplicite´ du triplet spectral fini, on peut reconstruire la multiplicite´ de la representation
ni⊗nj donne´e par |µij|, ainsi que l’he´licite´ des fermions de Hij donne´e par le signe de µij. Les
e´le´ments de Hji sont les antiparticules de ceux de Hji et la condition de S0-re´alite´ correspond
a` l’absence de fermions de Majorana.
3.2.2 Constantes de couplage non abe´liennes
En plus du secteur gravitationnel, l’action spectrale contient un terme de Yang-Mills qui
apparait a` travers le coefficient a4(D2). Plus pre´cise´ment, l’action de Yang-Mills obtenue est,
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en dimension n.
SYM = −1
6
1
(2π)n/2
F4 Λ
n−4
∫
M
d4x
√
gTr(F˜µνF˜
µν), (3.97)
avec F˜µν = ∂µA˜ν − ∂νA˜µ + [A˜µ, A˜ν ] et A˜µ = Aµ + JAµJ −1.
Par de´finition, Aµ est un e´le´ment antihermitien de l’alge`bre A repre´sente´ sur H. On peut
toujours e´crire Aµ sous la forme
Aµ = ⊕
i,j
(giA
i
µ +B
i
µ)⊗ Imij ⊗ Inj , (3.98)
ou` Aiµ est un e´le´ment antihermitien deMni(K) tel que Tr(A
i
µ) = 0 et B
i
µ ∈ iR un champ de jauge
abe´lien. gi est un nombre re´el strictement positif qui joue le roˆle d’une constante de couplage
pour le champ de jauge non abe´lien Aiµ. Cela nous permet d’e´crire Fµν et F˜µν sous la forme
Fµν = ⊕
i,j
(
giF
i
µν +G
i
µν
)
⊗ Imij ⊗ Inj , (3.99)
JFµνJ −1 = ⊕
i,j
Ini ⊗ Imij ⊗
(
giF
i
µν +G
i
µν
)
, (3.100)
avec
F iµν = ∂µA
i
µ − ∂νAiµ + gi[Aiµ, Aiν ], (3.101)
Giµν = ∂µB
i
µ − ∂νBiµ. (3.102)
En remplac¸ant Fµν et JFµνJ −1 par leurs expressions dans Tr(F˜µνF˜µν), on obtient
Tr(F˜µνF˜
µν) =
∑
ij
2g2i |µij|nj Tr(FiµνFiµν) + Qij GiµνGjµν . (3.103)
La matrice syme´trique et positive Qij est donne´e par
Qij = 2
(∑
k
miknink
)
δij − 2|µij|ninj. (3.104)
Le premier terme du second membre de (3.103) de´termine l’action de Yang-Mills non abe´lienne,
alors que le second terme correspond aux champs abe´liens. Dans cette section, nous ne nous
occupperons pas de ce dernier, car la discussion des champs de jauge abe´liens est plus complique´e
et sera traite´e dans la partie suivante. L’action de Yang-Mills non abe´lienne peut s’e´crire
− 1
6
1
(2π)n/2
F4 Λ
n−4
∑
i,j
2g2i |µij|nj
∫
M
d4x
√
gTr(FiµνF
iµν). (3.105)
Usuellement, les constantes de couplage non abe´liennes sont normalise´es de telle sorte que
l’action de Yang-Mills soit
−∑
i
1
2
∫
M
d4x
√
gTr(FiµνF
iµν). (3.106)
La comparaison avec l’expression obtenue dans (3.105) nous permet de de´terminer les constantes
de couplages explicitement,
gi = (2π)
n/4
√√√√√ 3/2F4Λn−4∑
j
|µij|nj . (3.107)
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Il en ressort que les constantes de couplage non abe´liennes sont entie`rement de´termine´es, a` un
facteur global F4 par la matrice de multiplicite´ µij.
Il convient de noter que ces relations font intervenir les constantes de couplage au niveau
classique uniquement. A priori, il n’existe aucune identite´ de type Ward-Takahashi ou Slavnov-
Taylor [IZ] qui nous assure que ces relations sont pre´serve´es au niveau quantique par le processus
de renormalisation.
Dans le cas du mode`le standard, le point de vue adopte´ consiste a` conside´rer la the´orie
comme valide pour une valeur e´leve´e de Λ, de l’ordre de la masse de Planck, et a` utiliser les
e´quations du groupe de renormalisation pour de´terminer les constantes de couplage lorsque Λ
est de l’ordre de l’e´nergie e´lectrofaible [CIKS2].
Conclusion Les constantes de couplage des champs de jauge non abe´liens sont donne´es ex-
plicitement en fonction de la matrice de multiplicite´ par
gi = (2π)
n/4
√√√√√ 3/2F4Λn−4∑
j
|µij|nj . (3.108)
3.2.3 Champs de jauge abe´liens et conditions d’unimodularite´
L’e´tude des champs de Yang-Mills abe´liens est le´ge`rement plus complique´e pour trois raisons.
Tout d’abord, contrairement aux champs de non-abe´liens, les diverses composantes Giµν ne
sont pas ne´cessairement orthogonales, c’est pourquoi l’action fait intervenir la matrice Qij .
Ensuite, il apparait que certains unitaires de l’alge`bre, qui sont dans le noyau de l’application
u 7→ π(u)J −1π(u)J −1, n’ont pas de terme cine´tique. De tels champs sont toujours abe´liens et
nous devons les identifier. Enfin, il arrive que certains champs de jauge abe´liens doivent eˆtre
e´limine´s par une condition d’unimodularite´ applique´e ”a` la main” pour des raisons physiques,
comme par exemple l’annulation des anomalies dans le mode`le standard. Par conse´quent, nous
devons adapter le formalisme de l’action spectrale de manie`re a` pouvoir traiter ces trois aspects
du proble`me.
Commenc¸ons par e´crire l’action correspondant aux champs Biµ
− 1
6
1
(2π)n/2
F4 Λ
n−4
∑
i,j
Qij
∫
M
d4x
√
gTr(GiµνG
jµν). (3.109)
ou` Qij est une matrice syme´trique et positive donne´e par (3.104).
Parame´trons line´airement les N champs Biµ a` l’aide de N
′ ≤ N champs C iµ, N de´signant
le nombre de facteurs simples dans la de´composition de l’alge`bre qui donnent naissance a` un
champ de jauge abe´lien,
Biµ =
N ′∑
j=1
PijC
j
µ, (3.110)
ou` Pij ∈ MN×N ′(R) est une matrice de rang N ′. Nous avons choisi d’exprimer les champs Biµ
a` l’aide d’un nombre plus petit de champs C iµ, cette re´duction du nombre de degre´s de liberte´
nous permet d’e´liminer certains des champs Biµ en leur imposant des contraintes line´aires.
A l’aide des nouvelles variables H iµν = ∂µCi− ∂µCj, la partie abe´lienne de l’action de Yang-
Mills s’e´crit
1
6
1
(2π)n/2
F4 Λ
n−4
∑
i,j,k,l
PkiPljQkl
∫
M
d4x
√
g H iµνH
jµν . (3.111)
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Celle-ci doit eˆtre identifie´e a` l’action de Yang-Mills usuelle donne´e par
− 1
4
∑
i
∫
M
d4x
√
g H iµνH
iµν . (3.112)
Cela impose que les matrices P et Q satisfassent a`
P tQP = λ IN ′, (3.113)
avec
λ =
3
2
(2π)n/2
λn−4 F4
. (3.114)
Les charges des diffe´rents fermions peuvent eˆtre de´termine´es en analysant la de´rive´ covariante
∂µ + A˜µ, ou` A˜µ contient les champs C
i
µ ainsi que les e´le´ments de matrice Pij. Cela permet
d’exprimer line´airement les charges en fonction des coefficients Pij.
La relation (3.113) ne peut eˆtre satisfaite que si aucun des vecteurs colonne (Pij)1≤i≤N
n’appartient au noyau de Q. Les e´le´ments du noyau de Q sont des champs dont le terme
cine´tique est identiquement nul.
Le terme cine´tique des champs de jauge abe´liens est proportionnel a`
Tr(G˜µνG˜
µν) = Tr
(
Gµν + JGµνJ −1
)2
. (3.115)
Il ne peut s’annuler que pour des champs satisfaisant a`
B˜µ = Bµ + JBµJ −1 = 0. (3.116)
En utilisant les expressions explicites de Bjµ et de JBµJ −1, on voit que ceci e´quivaut aux
relations
Biµ = B
j
µ (3.117)
pour µij 6= 0.
En particulier, tout champ de jauge abe´lien Biµ qui n’apparait que sur la diagonale de la
matrice de multiplicite´ (i.e. µij = 0 si i 6= j), n’a pas de terme cine´tique. De meˆme, si le mode`le
ne comprend que des alge`bres complexes avec des repre´sentations complexes, l’e´quation (3.117)
admet une solution non triviale donne´e par Biµ = λi. Un tel champ appartient ne´cessairement
au noyau de Q et n’a pas de terme cine´tique. Dans le cas ou` le mode`le contient des quaternions
ou des repre´sentations re´elles, comme c’est le cas pour le mode`le standard, un tel champ n’est
plus ne´cessairement solution de (3.117).
Les champs qui satisfont a` Bµ + JBµJ −1 = 0 correspondent, au niveau infinite´simal, aux
e´le´ments du groupe de jauge situe´s dans le noyau de la repre´sentation u 7→ π(u)J π(u)J −1.
Par conse´quent, il ne jouent absolument aucun roˆle dans la the´orie et peuvent eˆtre totalement
ignore´s.
Terminons cette section par une discussion du nombre de possibilite´s d’imposer des con-
ditions d’unimodularite´ pour re´duire de N a` N ′ le nombre de champs de jauge abe´liens. La
matrice Pij a NN
′ coefficients et elle satisfait a` 1/2N ′(N ′ − 1) conditions, puisqu’elle permet
de re´duire une matrice syme´trique a` une matrice scalaire N ′×N ′. De plus, toute rotation dans
l’espace de dimension N ′ engendre´ par les champs C iµ laissera l’action invariante et n’a pas de
signification physique. Comme il y a 1/2N ′(N ′ − 1) telles rotations, le nombre de parame`tres
inde´pendants jouant un roˆle physique dans la matrice P est donne´ par
NN ′ − N
′(N ′ + 1)
2
− N
′(N ′ − 1)
2
= N ′(N −N ′). (3.118)
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Par exemple, dans le cas du mode`le standard le groupe des unitaires de l’alge`bre est SU(2)×
U(1)× U(3), alors que le groupe de jauge du mode`le standard est SU(2)× U(1)× SU(3). On
ve´rifie qu’il n’y a pas de solutions non triviales aux e´quations (3.117), ce qui implique que nous
devons e´liminer un des facteurs U(1). Puisque les quaternions ne contribuent pas au secteur
abe´lien, nous avons N = 2 et N ′ = 1, donc il n’y a qu’un seul degre´ de liberte´ dans la manie`re
d’e´liminer le champ de jauge abe´lien superflu.
Conclusion Le nombre de champs de jauge abe´liens est re´duit de N a` N ′ par l’interme´diaire
d’une matrice N ×N ′. Cette matrice contient N ′(N −N ′) parame`tres jouant un roˆle physique
a` partir desquels on peut exprimer les charges des diffe´rents fermions de la the´orie.
3.2.4 Anomalies
Lorsque des fermions chiraux sont couple´s a` des the´ories de jauge ou a` la gravitation,
certaines des syme´tries pre´sentes au niveau classique de la the´orie ne sont plus des syme´tries
de la the´orie quantique (voir [Ber] et les re´fe´rences contenues a` l’inte´rieur). Au cours de cette
section, nous nous inte´resserons essentielement a` deux types d’anomalies : les anomalies de
jauge et les anomalies mixtes gravitationnelles [AW].
Ces dernie`res apparaissent lorsque des fermions de Weyl sont couple´s a` une the´orie de jauge
et au champ gravitationnel. La condition d’absence d’anomalie mixte s’exprime a` l’aide du
contenu fermionique de la the´orie par∑
fermions droits
Tr(Ta)− ∑
fermions gauches
Tr(Ta) = 0, (3.119)
ou` T a de´signe les ge´ne´rateurs de l’alge`bre de Lie du groupe de jauge.
Dans le cadre des mode`les que nous construisons, cette relation peut se mettre sous la forme
TrP(χA˜µ) = 0, (3.120)
ou` TrP est la trace restreinte a` l’espace des particules et A˜µ un champ de jauge.
Pour simplifier notre discussion, supposons que le mode`le satisfasse a` la condition de S0-
re´alite´, ce qui permet de se´parer les particules et les antiparticules. Dans ce cas, la matrice
de multiplicite´ se re´e´crit sous la forme µij = ǫij + ǫji, la composante ǫij correspondant aux
particules. Dans le cas ge´ne´ral, seuls les champs de jauge abe´liens contribuent a` l’anomalie
mixte et nous faisons l’hypothe`se supple´mentaire que ceux-ci sont donne´s par un triplet spectral
complexe. Dans le cas re´el, il faut distinguer la repre´sentation fondamentale de Mn(C) de sa
conjugue´e complexe, ce qui ne change pas le principe du calcul mais nous oblige a` introduire
des notations relativement lourdes. Avec ces hypothe`ses, la relation (3.120) devient∑
i
(ǫij − ǫji)niBjµ = 0, (3.121)
ou` Bµ de´signe le champ abe´lien associe´ a` Aµ (cf §3.2.2). La solution la plus simple de (3.121)
consiste a` choisir une matrice ǫ syme´trique. Dans le cas contraire, la relation (3.121) est une rela-
tion line´aire qui doit eˆtre impose´e aux champs de jauge abe´liens, par exemple par l’interme´diaire
de la matrice P que nous avons introduite au cours de la section pre´ce´dente.
Le second type d’anomalies que nous allons e´tudier sont les anomalies de jauge. Celles-ci
peuvent apparaˆıtre lorsque des fermions chiraux sont couple´s a` des champs de Yang-Mills et
peuvent poser un proble`me particulie`rement se´rieux car elles menacent les identite´s de Slavnov
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et mettent en pe´ril la renormalisabilite´ de la the´orie. La condition d’absence de ces anomalies
est ∑
fermions droits
Tr
(
Ta
{
Tb,Tc
})
− ∑
fermions gauches
Tr
(
Ta
{
Tb,Tc
})
= 0, (3.122)
ou`
{
T b, T c
}
= T bT c + T cT b.
Nous cherchons a` e´liminer ces anomalies en utilisant une condition d’unimodularite´, c’est-
a`-dire en imposant une ou plusieurs contraintes line´aires aux champs abe´liens. Dans le cas du
mode`le standard, l’absence d’anomalie de jauge est e´quivalente a` une condition d’unimodularite´
[AGM].
En ge´neral, la condition (3.122) est difficile a` re´soudre car elle est non line´aire. Cependant,
pour nos mode`les, elle se reformule en
TrP[χ(A˜µ)
3] = 0. (3.123)
De cette expression, il ressort que les matrices orthogonales et symplectique ne contribuent pas
a` l’anomalie car si une telle matrice est antihermitienne, ses e´le´ment diagonaux sont nuls. Ceci
est e´galement vrai pour sa puissance troisie`me et (3.123) est ve´rifie´e.
Les seules contributions a` l’anomalie de jauge proviennent donc des matrices complexes. En
supposant que le triplet spectral soit S0-re´el et complexe, la relation (3.123) est e´quivalente au
syste`me suivant.
∑
j
nj (ǫij − ǫji) = 0 si ni ≥ 3, (3.124)
∑
j
nj (ǫij − ǫji)
(
Biµ − Bjµ
)
= 0 si ni ≥ 2, (3.125)
∑
ij
ninj (ǫij − ǫji)
(
Biµ −Bjµ
)3
= 0. (3.126)
Ces e´quations sont obtenues en remplac¸ant A˜µ par son expression en fonction des champs de
jauge abe´liens Biµ et non abe´liens A
i
µ et en imposant l’absence d’anomalie pour les champs non
abe´liens, car nous ne voulons e´liminer que des champs abe´liens,
Une fois de plus, il apparait que si la matrice ǫij est syme´trique, ces relations sont satisfaites
et il n’y a pas d’anomalie.
La premie`re de ces relations est une contrainte rigide impose´e a` la matrice de multiplicite´.
Si elle n’est pas satisfaite, on ne peut obtenir un mode`le sans anomalie par application d’une
condition d’unimodularite´. Remarquons qu’elle ne fait intervenir que les matrices d’ordre n > 2,
car dans le cas n = 2, on est ramene´ au groupe SU(2) qui ne contribue pas a` l’anomalie puisque
Tr[(Aµ)
3] = 0 dans ce cas.
La seconde de ces relations est une contrainte line´aire qu’il faut imposer aux champs abe´liens.
Elle est donc e´quivalente a` une condition d’unimodularite´.
Enfin, la dernie`re relation est une contrainte d’ordre 3 qui n’est pas, en ge´neral, e´quivalente
a` une condition d’unimodularite´. Dans le cas particulier du mode`le standard, elle est donne´e
par la relation ∑
Y 3R −
∑
Y 3L = 0 (3.127)
entre les hypercharges YR des fermions droits et YL des fermions gauches.
Conclusion La condition d’absence d’anomalies mixtes gravitationnelles (3.120) peut toujours
eˆtre satisfaite par une condition d’unimodularite´ en imposant les contraintes line´aires (3.121)
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sur les champs abe´liens. Ceci n’est plus le cas pour les anomalies de jauge (3.123), car la condi-
tion d’absence de telles anomalies impose, outre une condition d’unimodularite´, des contraintes
rigides sur la matrice de multiplicite´ et une relation cubique sur les champs abe´liens.
3.3 Les champs scalaires
3.3.1 Les champs scalaires et leurs lois de transformation
L’ope´rateur de Dirac covariant DAµ,Φ, contient, outre les champs de jauge Aµ que nous
venons d’e´tudier, un champ scalaire Φ. Ce champ scalaire a` la proprie´te´ particulie`re d’eˆtre a`
la fois une 0-forme pour la ge´ome´trie de l’espace-temps et une 1-forme pour la ge´ome´trie de
l’espace interne. Plus pre´cise´ment, c’est une fonction sur l’espace-temps a` valeurs dans l’espace
des 1-formes hermitiennes associe´es au triplet spectral fini. Puisque les de´rive´es par rapport au
coordonne´es n’interviennent pas dans la discussion qui suit, la de´pendance en x de ce champ
scalaire ne joue aucun roˆle et nous nous concentrerons exclusivement sur la ge´ome´trie du triplet
spectral fini et son interpre´tation physique.
En ge´ne´ral, un e´le´ment Φ ∈ Ω1D(A) est une matrice de taille importante (90 × 90 dans le
cas du mode`le standard) dont beaucoup d’e´le´ments de matrice entre les diffe´rents sous-espaces
sont nuls. Pour interpre´ter Φ comme un champ scalaire, nous devons de´terminer quels sont les
e´le´ments de matrice non nuls et les parame´trer par un certain nombre de matrices qui seront
les ve´ritables champs scalaires de la the´orie.
Commenc¸ons par rappeler quelques re´sultats de la section 2.3.2 qui nous seront utiles.
L’espace des 1-formes est donne´ par
Ω1D(A) =

∑
ijkp
P ∗ik
(
ωpij ⊗Mpij,k ⊗ Ink
)
Pjk | ωpij ∈Mni×nj(C)

 , (3.128)
ou` Pij = π(1i)J π(1j)J −1, 1i de´signant l’unite´ de la sous-alge`bre Mni(K). Les matrices Mpij,k,
satisfaisant a`
(
Mpij,k
)∗
= Mpji,k, sont choisies telle que les vecteurs
Mpij =
(
Mpij,1, . . . ,M
p
ij,N
)
(3.129)
forment une base d’un certain sous-espace. L’indice p, qui varie de 1 a` rij, permet de distinguer
les multiplicite´s apparaissant dans les champs scalaires. De plus, il est toujours possible, par
application du proce´de´ de Gram-Schmidt, de supposer que ces matrices satisfont a`
N∑
k=1
Tr
[(
Mpij,k
)∗
Mp
′
ij,k
]
nk = Xδp,p′ , (3.130)
ou` X > 0 est un coefficient de normalisation.
En toute rigueur, ces re´sultats ne sont applicables que dans le cas d’un triplet spectral
complexe. Lorsque la repre´sentation est re´elle, la meˆme parame´trisation de l’espace des 1-formes
est valide si les indices i, j et k distinguent les repre´sentations irre´ductibles de A. Bien entendu,
dans ce cas les matrices ωpij ne sont a` coefficients complexes que si l’un au moins des indices i, j
correspond a` une repre´sentation d’un facteur complexe. Si les deux indices correspondent a` des
repre´sentations de facteur re´els ou quaternioniques, les matrices sont re´elles ou quaternionique et
dans le cas mixte ou` un indice est quaternionique et l’autre re´el, la matrice est quaternionique.
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Enfin, si i est un indice re´el ou quaternionique et j un indice complexe, θij est le conjugue´
complexe ou quaternionique de θij .
E´tant donne´ que Φ est une 1-forme hermitienne, on peut e´crire
Φ =
∑
ijkp
P ∗ik
(
Φpij ⊗Mpij,k ⊗ Ink
)
Pjk, (3.131)
ou` Φpij ∈Mni×nj(K) satisfait a`
(
Φpij
)∗
= Φpji.
Les champs Φpij sont identifie´s comme les ve´ritables champs scalaires de la the´orie. Il portent
trois indices, deux indices i et j correspondent aux repre´sentation irre´ductibles de l’alge`bre
A, alors que le troisie`me est un indice de multiplicite´. Les deux indices i et j peuvent eˆtre
interpre´te´s diagrammatiquement : le champ Φpij correspond a` l’ensemble des liens verticaux
entre les sommets de la ligne i et les sommets de la ligne j.
L’ope´rateur de Dirac covariant contient e´galement le champ JΦJ −1, qui s’exprime a` l’aide
des matrices Φpij par
JΦJ −1 = ∑
ijkp
P ∗ki
(
Ink ⊗M pij,k ⊗ Φpij
)
Pkj, (3.132)
Sur le plan diagrammatique, ses e´le´ments de matrice correspondent aux diffe´rents liens hori-
zontaux obtenus par syme´trie par rapport a` la diagonale des liens associe´s a` Φ.
Sous la transformation de jauge de´termine´e par l’unitaire u, le champ Φ devient uΦu−1.
Si nous e´crivons u a` l’aide de ses composantes dans les facteurs simple du groupe de jauge,
u = (u1, . . . , uN), ce qui nous donne les lois de transformation des champs Φ
p
ij
Φij 7→ uiΦpij u−1j . (3.133)
Une fois encore, ces relations ne sont vraies en toute rigueur que dans le cas complexe. Dans
le cas re´el, elles restent valides si on suppose que ui de´signe la composante de u dans la
repre´sentation associe´e a` l’indice i. Dans tous les cas, si nous notons ni cette repre´sentation, le
champ Φpij appartient a` la repre´sentation ni ⊗ nj.
Rappelons que sur le diagramme associe´ au triplet spectral fini, les champs Φpij correspondent
aux liens verticaux entre les lignes i et j. E´tant donne´ que nous ne pouvons relier un sommet
 lui-meˆme, nous ne pouvons relier une ligne a` elle-meˆme par un lien vertical. Par conse´quent,
il n’y a jamais de champ scalaire Φpij avec i = j, qui se transformerait dans la repre´sentation
adjointe ni ⊗ ni. En revanche, pour tous indices i et j distincts, on peut construire un mode`le
contenant des champs scalaires Φij qui se transforment dans la repre´sentation ni ⊗ nj .
Conclusion La parame´trisation du champ scalaire Φ par des matrices Φpij ∈ Mni×nj(K) est
donne´e par la relation (3.131). Les champs Φpij se transforment sous les repre´sentations ni⊗nj,
a` l’exception de la repre´sentation adjointe ni ⊗ ni, l’indice p e´tant un indice de multiplicite´
qui distingue des champs ayant des lois de transformation identiques. Sur le diagramme, Φpij
correspond aux liens verticaux entre les lignes i et j, alors que JΦJ −1, donne´ par (3.132) est
forme´ des liens syme´triques par rapport a` la diagonale.
3.3.2 Couplages de Yukawa
Le couplage de Yukawa entre le champ fermionique Ψ et le scalaire Φ est donne´ par
〈Ψ,
(
Φ + JΦJ −1
)
Ψ〉. (3.134)
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L’espace de Hilbert H e´tant une somme directe orthogonale H = ⊕
i,j
Hij, ou` Hij = PijH.
En introduisant la relation de fermeture pour les projecteurs Pij dans (3.134), le couplage de
Yukawa s’e´crit ∑
i,j,k,l
〈PijΨ, Pij
(
Φ+ JΦJ −1
)
PklΨ〉 (3.135)
Par conse´quent, on peut interpre´ter
Pij
(
Φ + JΦJ −1
)
Pkl (3.136)
comme un couplage de Yukawa entre les fermions de Hij et ceux de Hkl.
En utilisant les relations (3.131) et (3.132), on peut expliciter ce couplage en fonction des
champs scalaires Φpij
Pij
(
Φ + JΦJ −1
)
Pkl = δk,l
∑
p
Φpij ⊗Mpij,k ⊗ Ink
+ δi,j
∑
p
Ini ⊗M pkl,i ⊗ Φpkl. (3.137)
Sur le plan diagrammatique, ces termes sont les e´le´ments de matrice de l’ope´rateur Φ+JΦJ −1
entre les sous espaces Hij et Hkl et correspondent aux liens entre les diffe´rents sommets. Un lien
vertical entre les sommets de coordonne´es (i, k) et (j, k) est associe´ a` un couplage de Yukawa
entre les fermions de Hik et de Hjk et les champs scalaires Φpij . De meˆme, un lien horizontal
entre (k, i) et (k, j) correspond a` un couplage de Yukawa entre les fermions de Hki et de Hkj
et les champs scalaires Φ
p
ij.
Conclusion Les sommets du diagramme associe´ au triplet spectral fini correspondent a` des
fermions chiraux entre lesquels les liens symbolisent des couplages de Yukawa avec le champ
scalaire correspondant. Les expressions explicites de ces couplages sont donne´es par la relation
(3.137).
3.3.3 Le potentiel scalaire
le champ scalaire Φ n’apparait dans le carre´ de l’ope´rateur de Dirac covariant que par
l’interme´diaire de l’endomorphisme
E = −1
4
R− 1
2
γµνF˜µν + iγ
µγn+1DµΦ˜ + Φ˜
2 (3.138)
avec Φ˜ = Φ+JΦJ −1. En utilisant les expressions explicites des coefficients a2n(D2) pour n = 1
,2 et 3 [G], il est facile de voir que les seuls termes qui vont contribuer au potentiel scalaire
sont Tr(En), tous les autres termes impliquant le scalaire sont des couplages entre celui-ci et
d’autres champs. Chacun de ces trois termes donnera naissance a` une contribution au potentiel
scalaire qui est proportionnelle aux monoˆmes Tr(Φ˜), Tr(Φ˜2) et Tr(Φ˜3).
De fac¸on ge´ne´rale, nous nous inte´resserons aux monoˆmes du type Tr(Φ˜n), ce qui nous permet
de construire le potentiel scalaire jusqu’en dimension 6.
En introduisant les e´le´ments de matrice Φ˜klij de Φ˜ de´finis par Φ˜
kl
ij = PijΦ˜Pkl, on a
Tr(Φ˜n) =
∑
i1,...,in
j1,...,jn
Tr
(
Φ˜i2j2i1j1 . . . Φ˜
injn
in−1jn−1Φ˜
i1j1
injn
)
. (3.139)
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Les e´le´ments de matrices Φ˜klij correspondent a` des liens entre les sommets (i, j) et (k, l) et la suite
(i1, j1)→ (i2, j2)→ . . .→ (in, jn)→ (i1, j1) est une boucle de longueur n sur le diagramme. Par
conse´quent, le second membre de (3.139) s’interpre`te comme une somme sur toutes les boucles
de longueur n du diagramme.
Bien entendu, cette somme contient des boucles du type (i, k)→ (j, k)→ (i, k) obtenues en
parcourant un chemin dans un sens puis dans l’autre. De meˆme, nous devons pour le moment
distinguer une boucle de celle parcourue dans le sens oppose´, ainsi que des boucles ne diffe´rant
que par leur point de de´part.
Tous les liens du diagramme sont soit horizontaux, soit verticaux. Cela entraˆıne que toute
boucle de longueur n est forme´e de r liens verticaux et de s liens horizontaux avec r + s = n.
Puisqu’il ne peut y avoir de lien vertical entre sommets d’une meˆme ligne ou de lien horizontal
entre sommets d’une meˆme colonne, les entiers r et s sont ne´cesairement pairs.
Les e´le´ments de matrice de Φ˜ sont donne´s par
Φ˜klij = δk,l
∑
p
Φpij ⊗Mpij,k ⊗ Ink + δi,j
∑
p
Ini ⊗Mpkl,i ⊗ Φpkl. (3.140)
A toute boucle γ forme´e de r liens verticaux correspondant a` la suite i1 → i2 → . . . → ir et
s liens horizontaux associe´s a` j1 → j2 → . . . → js correspond un terme du potentiel scalaire
donne´ par
Tr
(
Φp1i1i2Φ
p2
i2i3 . . .Φ
pr
iri1
)
Tr
(
Φ
q1
j1j2
Φ
q2
j2j3
. . .Φ
qs
jsj1
)
λp,qγ . (3.141)
Le coefficient λp,qγ est un nombre complexe qui de´pend des multiplicite´s p et q et du de´tail de
la suite forme´e par les sommets de γ. On peut l’e´crire comme une trace,
λp,qγ = TrM
p,q
γ , (3.142)
ou` Mp,qγ est une matrice construite a` l’aide de γ, en multipliant, dans l’ordre de´termine´ par γ,
les matrices
– Mpmim,im+1,jm pour chaque lien vertical entre (im, jm) et (im+1, jm),
– M
qn
jn,jn+1,in
pour chaque lien horizontal entre (in, jn) et (in, jn+1).
Par exemple, s’il n’y a pas de multiplicite´, a` la suite
(i1, j1)→ (i2, j1)→ (i3, j1)→ (i3, j2)→ (i2, j2)→ (i1, j2)→ (i1, j1) (3.143)
correspond le monoˆme
Tr (Φi1i2Φi2i3Φi3i2Φi2i1)Tr
(
Φj1j2Φj2j1
)
(3.144)
affecte´ du coefficient
Tr
(
Mi1i2,j1Mi2i3,j1Mj1j2,i3Mi3i2,j2Mi2i1,j2Mj2j1,i1
)
. (3.145)
Pour simplifier nos notations, nous omettrons les indices de multiplicite´ p et q. Dans toute
somme sur des champs scalaires, la somme sur p et q sera sous entendue.
Etant donne´ la loi de transformation des champs scalaires,
Φij 7→ uiΦiju−1j , , (3.146)
le potentiel invariant de jauge le plus ge´ne´ral est une fonction polynomiale des variables
Xi1,...,in = Tr (Φi1i2Φi2i3 . . .Φini1) . (3.147)
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Puisque le champ φii n’existe pas, l’entier n est pair.
En utilisant l’action spectrale, nous ne pouvons pas construire le potentiel scalaire le plus
ge´ne´ral compatible avec les lois de transformation (3.146). En effet, le terme du potentiel scalaire
donne´ par (3.141) est un de polynoˆme de degre´ au plus 2 en chacune des variables Xi1,...,in .
Lorsque le potentiel est un polynoˆme de degre´ ≤ 4 en Φ, cela n’impose aucune contrainte sur
la forme des monoˆmes, car les monoˆmes les plus ge´ne´raux invariants de jauge sont 1, Tr(ΦijΦji),
Tr(ΦijΦjkΦklΦli) et Tr(ΦijΦji)Tr(ΦklΦlk), qui apparaissent tous dans le de´veloppement de l’action
spectrale.
En revanche, le monoˆmes de degre´ 6 les plus ge´ne´raux sont Tr(Φ6), Tr(Φ4)Tr(Φ2) et Tr(Φ2)3,
alors que seuls les deux premiers peuvent apparaˆıtre dans l’action spectrale.
Afin de rendre plus facile la construction de mode`les de Yang-Mills-Higgs, il est utile de
donner des re`gles simplifie´es pour la construction des monoˆmes de degre´ infe´rieur ou e´gal a` 4.
En effet, le nombre de boucles de longueur donne´e devient rapidement tre`s grand lorsque le
nombre de sommets augmente, mais la plupart de ces boucles se de´duisent les une des autres
par des transformations simples comme les changements d’orientation ou d’origine. De plus, la
majorite´ de ces boucles sont en fait obtenues en parcourant un certain chemin dans un sens
puis dans le sens oppose´.
Commenc¸ons par le terme de masse. Celui-ci est obtenu a` l’aide des boucles de longueur 2
qui sont toutes du type suivant :
(i,k) (j,k)
Ces boucles correspondent directement aux liens non oriente´s du diagramme. Chacun de
ces liens apporte une contribution
2nk Tr(Mij,kM
∗
ij,k) Tr(ΦijΦ
∗
ij) (3.148)
au terme de masse. Bien entendu, nous avons omis les indices de multiplicite´ et (3.148) contient
une somme sur toutes les multiplicite´s.
Si nous tenons compte de toutes les contributions au terme de masse pour le champ scalaire
Φpij , celui-ci s’e´crit ∑
k,p,q
2nk Tr
(
Mpij,k
(
Mqij,k
)∗)
Tr(Φpij
(
Φqij
)∗
). (3.149)
Compte tenu de la relation (3.130) qui s’e´crit
N∑
k=1
Tr
[(
Mpij,k
)∗
Mp
′
ij,k
]
nk = Xδp,p′ , (3.150)
les termes de masse Tr(Φ˜2) = 2Tr(Φ2) sont donne´s par
Tr(Φ˜2) = 4X
∑
scalaires
Tr(Φpij
(
Φqij
)∗
), (3.151)
ou` la somme sur tous les champs scalaires correspond a` une somme sur tous les indices de
multiplicite´ p et toutes les paires (i, j) telles que le champ Φij existe.
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Ce coefficent X est de´termine´ par la normalisation du terme cine´tique des champs scalaires.
D’apre`s le principe d’action spectrale, celui-ci est, en dimension n,
1
2
1
(2π)
n
2
Tr(∂µΦ˜∂
µΦ˜) F4Λ
n−4. (3.152)
Il doit eˆtre identifie´ au terme cine´tique usuel des scalaires
∑
scalaires
1
2
Tr(∂µ
[
Φpij
(
∂µΦpij
)∗]
, (3.153)
ce qui donne
X =
(2π)
n
2
4Λn−4F4
. (3.154)
Le terme de masse des champs scalaires est donne´ par le coefficient a2(D2),
− 1
(2π)
n
2
F2 Λ
n−2Tr(Φ˜2). (3.155)
Compte-tenu de la condition de normalisation (3.154), cela donne
− ∑
scalaires
1
2
µ2Tr
(
Φpij
(
Φpij
)∗)
(3.156)
avec
µ =
√
2F2
F4
Λ. (3.157)
Par conse´quent, les champs scalaires ont tous des termes de masse identiques. Cependant, nous
allons voir au cours de la section suivante qu’il y a toujours brisure spontane´e de syme´trie,
ce terme n’est donc pas un ve´ritable terme de masse. La brisure spontane´e de syme´trie peut
entrainer des modifications des masses des scalaires, comme l’illustre l’exemple traite´ dans
[Kr2].
La condition de normalisation (3.154) permet aussi de de´terminer le couplage entre les
champs scalaires et le tenseur de courbure donne´ par (3.89) en dimension n = 4,
1
12
1
(2π)
n
2
F4Λ
n−4RTr(Φ˜2). (3.158)
En utilisant l’expression explicite de Tr(Φ˜2) et la condition de normalisation (3.154), on obtient
1
12
R ∑
scalaires
Tr
(
Φpij
(
Φpij
)∗)
, (3.159)
ce qui de´montre la relation (3.90).
Les couplages quartiques des champs scalaires sont donne´s par les boucles de longueur 4.
L’analyse de tous les diagrammes possibles permet de nous ramener a` une sommation sur les
5 types de sous-diagrammes suivants. Leur contribution au potentiel scalaire inclut un facteur
nume´rique correspondant aux diffe´rentes possibilite´s de choix de l’orientation et de l’origine de
la boucle.
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(i,k) (j,k)
2nk Tr(Mij,kM
∗
ij,kMij,kM
∗
ij,k) Tr(ΦijΦ
∗
ijΦijΦ
∗
ij) (3.160)
(i,l) (j,l) (k,l)
4nk Tr(Mij,lMjk,lM
∗
jk,lM
∗
ij,l) Tr(ΦijΦjkΦ
∗
jkΦ
∗
ij) (3.161)
(i,k) (j,k)
(j,l)
4Tr(Mij,kMkl,jM
∗
kl,jM
∗
ij,k) Tr(ΦijΦ
∗
ij) Tr(ΦklΦ
∗
kl) (3.162)
(i,k) (j,k)
(i,l) (j,l)
8Tr(Mij,kMkl,jM
∗
ij,lM
∗
kl,i) Tr(ΦijΦ
∗
ij) Tr(ΦklΦ
∗
kl) (3.163)
(i,m) (j,m) (l,m)(k,m)
8nk Tr(Mij,mMjk,mMkl,mMli,m) Tr(ΦijΦjkΦklΦli) (3.164)
Il convient de remarquer que chacun de ces sous-diagrammes et leur syme´trique par rapport
a` la diagonale donnent les meˆmes termes. En effet, dans la cas ge´ne´ral, un diagramme et son
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syme´trique ont des contributions complexes conjugue´es l’une de l’autre. Puisque les matrices
satisfont aux conditions de re´alite´
Φ∗ij = Φji et M
∗
ij,k = Mji,k, (3.165)
la contribution du diagramme syme´trique par rapport a` la diagonale s’obtient simplement en
changeant l’orientation. Pour les termes de degre´ 4, les re`gles pre´ce´dentes sont inde´pendantes
de l’orientation ce qui entraine l’e´galite´ des contributions d’un diagramme et de son syme´trique.
Les couplages quartiques des champs scalaires sont donne´s par le coefficient a4(D2), ils sont
e´gaux a`
1
2
1
(2π)n/2
F4 Λ
n−4Tr(Φ˜4), (3.166)
ce qui entraine que nous devons multiplier tous les couplages pre´ce´dents par un facteur
λ =
1
2
1
(2π)n/2
F4 Λ
n−4. (3.167)
Conclusion Les termes de degre´ n du potentiel scalaire s’e´crivent comme une somme sur
toutes les boucles de longueur n du diagramme associe´ au triplet spectral. Un potentiel de degre´
4 s’e´crit
V (Φij) =
∑
ij
−1
2
µ2 Tr
(
ΦijΦ
∗
ij
)
+
∑
ijkl
κijkl Tr
(
ΦijΦ
∗
ij
)
Tr (ΦklΦ
∗
kl) +
∑
ijkl
λijkl Tr (ΦijΦjkΦklΦli) . (3.168)
µ est un terme de masse identique pour tous les scalaires et donne´ par (3.157). Les coefficients
κijkl et λijkl sont donne´s par une somme sur tous les 5 types de sous-diagrammes pre´cedemment
e´nume´re´s, a` un facteur de proportionalite´ donne´ par (3.167) pre`s.
3.3.4 Brisure spontane´e de syme´trie et masses
Dans le potentiel scalaire donne´ par (3.168), nous avons un terme de masse ne´gatif alors
que les constantes de couplages κijkl et λijkl sont positives, il y a donc brisure spontane´e de
syme´trie. Cela apparait clairement si on e´crit le potentiel sous la forme
V (Φ) = −µ
′2
2
Tr
(
Φ˜2
)
+
λ′
4
Tr
(
Φ˜4
)
. (3.169)
En de´signant par ϕi les valeurs propres de Φ˜, le potentiel scalaire se met sous la forme
V (Φ) =
∑
i
V (ϕi), (3.170)
avec
V (ϕ) = −1
2
µ′2ϕ2 +
λ′
4
ϕ4. (3.171)
Le potentiel V (ϕ) est caracte´ristique de la brisure de syme´trie car il atteint son minimum
lorsque
ϕ2 = v2 =
6µ′2
λ′
6= 0. (3.172)
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Par conse´quent il y a brisure spontane´e de syme´trie et la valeur moyenne dans le vide est donne´e
par le minimum qui, a` priori, est atteint lorsque toutes les valeurs propres satisfont a` (3.172).
Cependant, ces conditions ne peuvent pas eˆtre satisfaites car les valeurs propres de Φ˜ ne
sont pas force´ment des variables inde´pendantes. En effet, Φ˜ est une matrice de taille importante
dont beaucoup d’e´le´ments sont identiquement nuls, son spectre ne peut donc satisfaire a` ces
relations en ge´ne´ral.
Pour mener a` bien une e´tude de´taille´e de la brisure de syme´trie, il faudrait exprimer le
potentiel a` l’aide des champs Φij qui sont les variables inde´pendantes de la the´orie et e´tudier ses
extrema. E´tant donne´ le nombre important de champs scalaires, ceci est impossible en pratique.
Nous nous contenterons d’e´tudier quelques proprie´te´s de la brisure de syme´trie, sachant qu’il
existe au moins une valeur Vij des champs scalaires Φij tel que le potentiel soit minimal.
En remplac¸ant Φij par Vij dans Φ˜, on construit l’ope´rateur V˜ . Le couplage de Yukawa entre
les scalaires et le fermions est donne´ par 〈Ψ, Φ˜Ψ〉, ce qui entraine, apre`s brisure de syme´trie,
que V˜ est la matrice de masse des fermions.
En nous basant sur cette interpre´tation de V˜ comme la matrice de masse des fermions nous
allons montrer une ine´galite´ ge´ne´rale entre masses des fermions et masses des bosons.
Pour cela, nous avons besoin du re´sultat interme´diaire suivant. Soit V ∈Mn(C) une matrice
hermitienne dont la plus grande valeur propre en module est m. Alors pour toute matrice
A ∈Mn(C) on a
Tr ([A,V]∗ [A,V]) ≤ 4m2Tr (A∗A) . (3.173)
Ce re´sultat se montre en munissant l’espace vectoriel des matrices Mn(C) du produit scalaire
(A,B) 7→ Tr (A∗B). Pour ce produit scalaire, l’ope´rateur TV de´fini par TV (A) = [V,A] est
hermitien et on a Tr ([A,V]∗ [A,V]) = 〈A,T2VA〉. Pour terminer, il nous suffit de remarquer que
si ei est une base orthogonale de vecteur propres de V tels que V ei = miei, les matrices eie
∗
j
forment une base orthonormale de Mn(C) telle que
TV (eie
∗
j) = (mi −mj)eie∗j . (3.174)
l’ine´galite´ (3.173) re´sulte alors de la majoration (mi −mj)2 ≤ 4m2.
Appliquons cela au terme de masse des bosons de jauge. Celui-ci est donne´ par la de´rive´e
covariante du champ scalaire Φ˜ e´value´e en remplac¸ant Φ˜ par sa valeur moyenne dans le vide
V˜ . Le terme de masse des bosons de jauge est donne´ par
1
2
1
(2π)
n
2
Tr
([
A˜µ, V˜
]∗ [
A˜µ, V˜
])
. (3.175)
Par l’ine´galite´ (3.173), ceci est majore´ par
2m2f
1
(2π)
n
2
TrA∗µA
µ, (3.176)
ou` mf est la masse du fermion le plus lourd puisque V˜ est la matrice de masse des fermions.
Lorsque les champs de jauge non-abe´liens Aiµ et abe´liens C
i
µ sont correctement normalise´s, on
a
Tr
(
A˜∗µA˜
µ
)
=
3(2π)
n
2
F4Λn−4

 N∑
i=1
Tr
(
Ai∗µA
iµ
)
+
N′∑
i=1
1
2
Ci∗µC
iµ

 . (3.177)
ce qui entraine
1
2
Λn−4F4
(2π)
n
2
Tr
([
A˜µ, V˜
]∗ [
A˜µ, V˜
])
≤ 6M2f

 N∑
i=1
Tr
(
Ai∗µA
iµ
)
+
N′∑
i=1
1
2
Ci∗µC
iµ

 . (3.178)
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Le premier membre de cette ine´quation (terme de masse) est une forme quadratique qui doit
eˆtre diagonalise´e dans une base qui pre´serve le second membre (terme cine´tique). Les valeurs
propres ainsi obtenues sont les carre´s des masses des bosons, ce qui entraine que la plus grande
de ces masses mb satisfait a`
m2b ≤ 6m2f . (3.179)
Bien entendu, dans cette ine´galite´ m2b et m
2
f de´pendent de Λ implicitement car le potentiel
scalaire en de´pend, ce qui entraine une de´pendance de la matrice V . Cette ine´galite´ n’est donc
valable seulement pour des e´nergies de l’ordre du cut-off Λ ≃ 1019 Gev. En utilisant le flot
du groupe de renormalisation, il est toutefois possible d’e´tudier les valeurs de m2b(Λ) et m
2
f (Λ)
dans le cas ou` Λ est de l’ordre de l’e´nergie e´lectrofaible.
Il convient de noter que cette ine´galite´ ne fait intervenir que des arguments classiques. Aussi,
si on conside`re l’action spectrale non pas comme une action effective mais comme une action
classique qu’il convient de quantifier, rien ne nous assure que cette relation sera pre´serve´e par
les corrections quantiques.
En ge´ne´ral, la valeur moyenne V dans le vide du champ Φ brise les syme´tries non abe´liennes
auxquelles il est couple´. En effet, les syme´tries qui subsistent apre`s la brisure spontane´e de
syme´trie sont donne´es par le stabilisateur de V˜ . Par conse´quent, ce sont les e´le´ments du goupe
de jauge qui satisfont a`
uiViju
−1
j = Vij. (3.180)
Dans le cas d’un triplet spectral dont la repre´sentation est complexe, ui et uj sont inde´pendants
et la relation (3.180) ne peut eˆtre satisfaite, si Vij 6= 0, par les e´le´ments ui ∈ SU(ni). En
conse´quence, de´s que les lignes i et j du diagramme sont relie´s par la valeur moyenne dans le
vide du champ scalaire, les syme´tries non abe´liennes correspondantes sont brise´es.
Si nous avons un triplet spectral dont la repre´sentation est seulement line´aire pour les re´els,
la situation est plus de´licate car ui et uj ne sont pas ne´cessairement inde´pendants. Par exemple,
il peut arriver que uj soit le complexe conjugue´ de ui. Dans ce cas la relation (3.180) s’e´crit
uiViju
T
j = Vij, (3.181)
ou` uTj est la transpose´e de uj. Cette relation est satisfaite, si Vij est proportionnel a` l’unite´, par
tous les e´le´ments re´els ui ∈ SO(ni). Dans ce cas, la syme´trie de jauge SO(ni) n’est pas brise´e
et le re´sultat pre´ce´dent n’est plus valable.
Revenons a` l’e´tude des syme´tries abe´liennes et faisons a` nouveau l’hypothe`se que la
repre´sentation est complexe. Dans ce cas, chaque ui contient un facteur abe´lien e
iθi avec θi ∈ R.
Ces syme´tries ne sont pas brise´es si et seulement si
Vije
i(θi−θj) = Vij. (3.182)
La relation (3.182) e´quivaut a` l’e´galite´ des phases θi et θj lorsque les lignes i et j sont relie´s sur
le diagrame de´termine´ par V . Pour chaque groupe de lignes qui sont relie´es entre elles, il y a
une syme´trie U(1) non brise´e et un champ de jauge abe´lien de masse nulle.
Bien entendu, ceci n’est valable que dans le cas complexe. Si les alge`bres sont re´elles, (3.180)
n’est plus e´quivalente a` (3.182) dans le cas abe´lien. Cependant, on peut voir que pour le mode`le
standard, cela permet encore de recenser les syme´tries non brise´es [Kr2].
Enfin, terminons par remarquer que si une ligne n’est relie´e a` aucune autre ligne, la syme´trie
de jauge associe´e est entie`rement pre´serve´e par la brisure de syme´trie, car les champs de jauge
correspondant a` cette ligne ne sont pas couple´s aux champs scalaires.
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Conclusion Le potentiel donne´ par (3.168) entraine toujours une brisure de syme´trie. Lorsque
deux lignes du diagramme sont relie´es entre elles, c’est-a`-dire que les champs de jauge correspon-
dants sont couple´s au champs scalaires, les syme´tries non abe´liennes associe´es sont brise´es, alors
que pour chaque groupement de lignes uniquement relie´es entre elles, une syme´trie abe´lienne
persiste. De plus, dans le cas ou` la syme´trie est brise´e la masse du boson le plus lourd mb et
celle du fermion le plus lourd mf satisfont, au niveau classique, a` l’ine´galite´ (3.179).
3.4 Le mode`le standard
3.4.1 Le triplet spectral
Parmi tous les mode`les qu’il est possible de construire a` l’aide de la ge´ome´trie non commu-
tative se trouve le mode`le standard. Historiquement, celui-ci a e´te´ construit dans le cadre du
mode`le de Connes-Lott dans [CL] puis ame´liore´ dans [C6] par l’incorporation des antiparticules.
On pourra trouver une revue de cette construction dans [VG1], [Kast2] et [Schu¨], ainsi qu’une
analyse des contraintes que cette construction impose aux the´ories de Yang-Mills-Higgs dans
[IS]. Enfin, dans [CIKS1] une interpre´tation de´taille´e des contraintes nume´riques sur les masses
et les constantes de couplage est donne´e.
Contrairement a` l’action spectrale, ces mode`les ne permettaient pas de coupler le mode`le
standard a` la gravite´ car il ne contenaient qu’une the´orie de Yang-Mills sur un espace du type
discret × continu, e´labore´e en utilisant les me´thodes de´crites dans le chapitre 1.
Malgre´ tout, ils pre´sentaient de´ja deux caracte´ristiques fondamentales des mode`les que nous
venons d’e´tudier :
– l’espace est le produit de l’espace-temps ordinaire par un espace fini non commutatif
de´crit par un triplet spectral fini,
– le boson de Higgs est un champ de jauge associe´ a` la ge´ome´trie de l’espace fini.
La seule diffe´rence fondamentale entre le mode`le de Connes-Lott et ceux base´s sur l’action
spectrale est la de´finition de l’action, car dans le premier cas elle ne peut inclure la the´orie de
la gravitation.
Le triplet spectral (A,H,D) correspondant au mode`le standard doit eˆtre choisi de telle
manie`re que le groupe de jauge soit obtenu comme le groupe des unitaires de A. Puisque le
groupe de jauge du mode`le standard est SU(2)× U(1)× SU(3), l’alge`bre la plus adapte´e est
A = H⊕ C⊕M3(C), (3.183)
dont le groupe des unitaires est SU(2)×U(1)×U(3). Il n’est pas possible d’obtenir exactement
le groupe de jauge du mode`le standard car alors le seul choix possible de l’alge`bre est
A′ = H⊕M3(C), (3.184)
qui nous oblige a` avoir des leptons qui ne sont pas des singlets de couleur !
Si (3.183) est le choix le plus e´conomique, nous devrons tout de meˆme e´liminer un facteur
U(1) par une condition d’unimodularite´.
L’espace de Hilbert est forme´ de toutes les particules et antiparticules du mode`le standard,
conside´re´es comme des fermions de Weyl. Pour Nf = 3 ge´ne´rations de fermions, il y a en tout
90 particules qui se re´partissent dans les 4 espaces suivants
H = HPL ⊕HPR ⊕HAL ⊕HAL . (3.185)
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L’espace HPL = C24 contient toutes les particules gauches, sa base est donne´e par(
u
d
)
L
,
(
c
s
)
L
,
(
t
b
)
L
,
(
νe
e
)
L
,
(
νµ
µ
)
L
,
(
ντ
τ
)
L
, (3.186)
ou` nous avons omis les indices de couleur pour les quarks.
De meˆme, HPR = C21 est l’espace de Hilbert de toutes les particules droites dont une base
est
(u)R, (d)R, (c)R, (s)R, (t)R, (b)R, (e)R, (µ)R, (τ)R. (3.187)
Les espaces HAL et HAR contiennent les antiparticules de HPL et HPR.
Puisque le mode`le standard ne contient aucune particule de Majorana, le triplet spectral
est S0-re´el. La chiralite´ χ et la conjugaison de charge J sont donne´es par
χ =


−I24 0 0 0
0 I21 0 0
0 0 −I24 0
0 0 0 I21

 J =


0 0 I24 0
0 0 0 I21
I24 0 0 0
0 I21 0 0

 C, (3.188)
ou` C de´signe l’ope´ration de conjugaison complexe.
La repre´sentation π est diagonale par blocs,
π = πPL ⊕ πPR ⊕ πAL ⊕ πAL . (3.189)
Dans les bases donne´es par (3.186) et (3.187) ainsi que celles correspondant a` leur antiparticules,
ces blocs sont donne´s par
πPL (a) = diag (a⊗ I9, a⊗ I3) , (3.190)
πPR(b) = diag
(
b I9, b I9, b I3
)
, (3.191)
πAL (b, c) = diag (I6 ⊗ c, b I6) , (3.192)
πAR(b, c) = diag (I6 ⊗ c, b I3) , (3.193)
ou` (a, b, c) ∈ H⊕ C⊕M3(C).
L’ope´rateur de Dirac est
D =


0 M 0 0
M∗ 0 0 0
0 0 0 M
0 0 M
∗
0

 , (3.194)
ou` M est la matrice de masse des fermions. Celle-ci s’e´crit
M =


(
Mu ⊗ I3 0
0 Md ⊗ I3
)
0
0
(
0
Me
)

 , (3.195)
avec
Mu = diag (mu,mc,mt) , (3.196)
Md = VCKM diag (md,ms,mb) , (3.197)
Me = diag (me,mµ,mτ ) . (3.198)
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Dans ce qui pre´ce`de, mp de´signe la masse de la particule p et VCKM est la matrice de Cabibbo-
Kobayashi-Maskawa. Remarquons que les ope´rateurs D et λD donnent naissance a` la meˆme
the´orie lorsque λ est un re´el non nul, compte-tenu de la condition de normalisation (3.154).
Ceci implique que le triplet spectral (A,H,D) ne contient aucune e´chelle absolue de masse,
cette dernie`re e´tant introduite par l’interme´diaire du cut-off Λ.
Ceci termine notre description du triplet spectral fini associe´ au mode`le standard. Il est assez
facile de ve´rifier qu’il satisfait a` tous les axiomes relatifs au triplets spectraux finis. Ces axiomes
peuvent e´galement eˆtre utilise´s pour se´lectionner certaines extensions du mode`le standard. Par
exemple, dans [KP], un boson de jauge U(1) supple´mentaire a e´te´ introduit en choisissant une
alge`bre du type
A = H⊕ C⊕ C⊕M3(C). (3.199)
Les axiomes de la ge´ome´trie non commutative permettent alors de re´duire drastiquement le
nombre de solutions pour ce type d’extension.
Conclusion Le triplet spectral associe´ au mode`le standard est base´ sur l’alge`bre
A = H⊕ C⊕M3(C). (3.200)
L’espace de Hilbert est l’espace contenant tous les fermions et les antifermions sur lequel A est
repre´sente´e par (3.189). L’ope´rateur de Dirac D est construit a` l’aide des matrices de masse et
de me´lange des fermions (3.194).
3.4.2 Matrice de multiplicite´ et diagramme
A partir de ce triplet spectral nous allons construire la matrice de multiplicite´. Le triplet
spectral est re´el et nous avons 5 repre´sentations irre´ductibles : les trois repre´sentations fonda-
mentales de H, C et M3(C) ainsi que les complexes conjugue´es des deux dernie`res. Puisque
la repre´sentation complexe conjugue´e de M3(C) n’intervient pas, nous avons seulement 4
repre´sentations irre´ductibles. En repe`rant les entre´es de la matrice de multiplicite´ par les
repre´sentations C, H, C et M3(C), la matrice de multiplicite´ est
µ = 3


0 0 1 1
0 0 −1 −1
1 −1 0 1
1 −1 1 0

 . (3.201)
Le facteur 3 correspond au nombre de ge´ne´rations de fermions et si on a Ng ge´ne´rations il est
remplace´ par Ng.
A partir des e´le´ments de matrice de l’ope´rateur de Dirac, on construit le diagramme corre-
spondant.
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Les e´le´ments de ce diagramme situe´s au-dessus de la diagonale correspondent aux particules
alors que l’autre moitie´ est associe´e aux antiparticules. Puisque la matrice de multiplicite´ peut
eˆtre mise sous la forme
µ = ǫ+ ǫ∗ (3.202)
avec
ǫ = 3


0 0 1 1
0 0 −1 −1
0 −0 0 1
0 −0 0 0

 , (3.203)
et qu’il n’y a aucun lien entre particules et antiparticules, le triplet spectral du mode`le standard
ve´rifie l’axiome de S0-re´alite´.
La premie`re ligne verticale du diagramme est associe´e a` un couplage des champs scalaires
avec le doublet d’isospin des leptons gauches et le singlet des leptons droits. La ligne suivante
de´crit le couplage du champ scalaire avec les quarks. Les deux sommets ⊕ correspondent au
quarks droits (u, c, t) et (d, s, b) alors que le sommet ⊖ est associe´ au doublet d’isospin des
quarks gauches.
Ce diagramme n’est pas le plus ge´ne´ral compatible avec les axiomes de la ge´ome´trie non
commutative. En effet, on peut rajouter les liens suivants (en pointille´s).
Ces liens pre´servent les axiomes de la ge´ome´trie non commutative, puisqu’ils sont verticaux
ou horizontaux et ne relient que des sommets de types diffe´rents. Cependant, ils me´langent
particules et antiparticules, ce qui entraine que la S0-re´alite´ n’est plus ve´rifie´e.
Ils correspondent a` un couplage de Yukawa entre les champs scalaires, les quarks (u, c, t)
droits et les antileptons gauches ainsi qu’a son syme´trise´ par conjugaispon de charge. Ce cou-
plage a e´te´ e´tudie´ et interpre`te´ dans [PS2] en termes de leptoquarks.
Conclusion La matrice de multiplicite´, donne´e par (3.201) et le diagramme associe´ au triplet
spectral du mode`le standard ont e´te´ construits. Cependant, ce diagramme n’est pas le diagramme
le plus ge´ne´ral compatible avec les axiomes de la ge´ome´trie non commutative et la matrice de
multiplicite´ du mode`le standard, car il est possible d’y ajouter un couplage du scalaire de Higgs
avec les leptons et les antiquarks ainsi qu’avec les antileptons et les quarks.
3.4.3 Dualite´ de Poincare´ et neutrino massif
Dans cette section, nous allons ve´rifier en de´tail la validite´ de la dualite´ de Poincare´ dans
le cas du mode`le standard. A partir de la matrice de multiplicite´
µ = 3


0 0 1 1
0 0 −1 −1
1 −1 0 1
1 −1 1 0

 , (3.204)
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nous pouvons construire la matrice de la forme d’intersection ∩ en utilisant les re`gles e´nonce´s
au cours de la section 2.6.3. Celle-ci est obtenue a` partir de µ en additionant les contributions
des deux lignes (et colonnes) correspondant a` l’alge`bre C en une seule ligne (et colonne) et
en multipliant la ligne et la colonne associe´e au quaternions par 2. Nous obtenons la matrice
suivante,
∩ = 6

 1 −1 1−1 0 −1
1 −1 0

 , (3.205)
dont le de´terminant est non nul. Ainsi, la dualite´ de Poincare´ est satisfaite dans le cas du mode`le
standard.
Incorporons au mode`le standard un neutrino droit. Ce dernier ne doit eˆtre sujet a` aucune
interaction et doit eˆtre un singlet sous toutes les transformations de jauge. Aussi, la seule possi-
bilite´ est de le mettre sur les termes diagonaux de la matrice de multiplicite´ qui correspondent
aux deux facteurs C. Ajoutons donc a` un de ces deux termes la quantite´ ǫn, ou` n ≤ 3 est le
nombre de ge´ne´rations dans lequel nous voulons introduire ce neutrino et ǫ un facteur qui vaut
2 si ce neutrino droit est distinct de son antiparticule, et 1 si c’est un neutrino de Majorana.
Dans ce cas, la matrice de la forme d’intersection est donne´e par
∩ =

 6 + nǫ −6 6−6 0 −6
6 −6 0

 , (3.206)
dont le de´terminant vaut
det∩ = 6(−nǫ+ 6). (3.207)
Il s’annule si et si seulement si n = 3 et ǫ = 2. Par conse´quent, ajouter un neutrino droit distinct
de son antiparticule dans les trois ge´ne´rations est incompatible avec la dualite´ de Poincare´. Par
contre ajouter un tel neutrino dans une ou deux ge´ne´rations ou ajouter un neutrino droit de
Majorana dans un nombre quelconque de ge´ne´rations n’est pas en contradiction avec la dualite´
de Poincare´.
Il y a des indications expe´rimentales d’oscillations de neutrinos. L’explication la plus simple
est l’existence d’une matrice de masse pour les neutrinos comme pour les quarks. Il est important
de noter qu’en ge´ome´trie non commutative des masses de Majorana pour les neutrinos sont
exclues car l’ope´rateur de Dirac doit anticommuter avec la chiralite´. Pour les masses de Dirac,
on a besoin de neutrinos droits, ce qui est en contradiction avec le dualite´ de Poincare´.
Conclusion Dans le cas du mode`le standard, la dualite´ de Poincare´ est satisfaite pourvu
qu’il n’y ait pas de neutrino droit distinct de son antiparticule dans les trois ge´ne´rations. Etant
donne´ que les masses de Majorana sont exclues, cela nous empeˆche de construire un mode`le
comportant des neutrinos massifs dans les trois ge´ne´rations.
3.4.4 Les bosons de jauge
Le groupe des unitaires de l’alge`bre du mode`le standard est SU(2) × U(1) × U(3), il y a
donc un champ U(1) en exce´s qui doit eˆtre e´limine´ par une condition d’unimodularite´. Cette
condition d’unimodularite´ est obtenue en imposant la condition Tr(Aµ) = 0 sur le champ de
jauge [C7].
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Si nous notons Bµ le champ abe´lien provenant du facteur C et B
′
µ celui deM3(C), la condition
d’unimodularite´ impose
B′µ =
1
3
Bµ. (3.208)
Cette condition est e´quivalente a` l’absence d’anomalies de jauge et gravitationnelle et permet
de se´lectionner les bonnes hypercharges.
Les constantes de couplage non abe´liennes sont donne´es par la relation (3.108)
gi = (2π)
n/4
√√√√√ 3/2F4Λn−4∑
j
|µij|nj . (3.209)
Dans le cas du champ e´lectrofaible SU(2) on obtient, en dimension 4,
gSU(2) = π
√
F4
2
(3.210)
et dans le cas de SU(3),
gSU(3) = π
√
F4
2
. (3.211)
Ces relations nous donnent des constantes de couplage
√
2 fois plus petites que celles obtenues
dans [CC] ou dans [CIKS2]. Ceci s’explique par le fait que dans ces derniers articles, la trace
est prise sur l’espace de Hilbert des particules uniquement, alors que nous avons pris la trace
sur tout l’espace de Hilbert, qui contient particules et antiparticules. Cela revient simplement
a` changer la fonction F en F/2.
En de´terminant explicitement la constante de couplage abe´lienne gU(1), on montre [CC] que
5
3
g2U(1) = g
2
SU(2) = g
2
SU(3). (3.212)
De plus, en utilisant les e´quations du groupe de renormalisation, on peut donner ces constantes
de couplages a` l’e´chelle e´lectrofaible [CIKS2].
Conclusion Dans le cas du mode`le standard, le nombre de champs de jauge abe´liens est re´duit
de 2 a` 1 en imposant la condition d’unimodularite´ Tr(Aµ) = 0. Les constantes de couplage non
abe´liennes sont donne´es par les relations (3.210) et (3.211).
3.4.5 Le potentiel scalaire
Le potentiel scalaire peut eˆtre calcule´ en utilisant les me´thodes que nous avons expose´es.
Pour cela, rappelons le diagrame associe´ au modele standard.
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Les sommets relie´s par les lignes horizontales correspondent a` l’espace des antiparticules.
Puisque le triplet spectral est S0-re´el, ces contributions sont identiques a` celles de l’espace des
particules et nous nous occuperons essentiellement de ces dernie`res.
La dernie`re ligne de ce diagramme, qui correpond aux champs de jauge SU(3), n’est relie´e
a` aucune autre ligne. Les champs correspondant ne sont pas couple´s aux champs scalaires et
restent sans masse.
Au lien entre la repre´sentation fondamentale de H et la repre´sentation fondamentale de C
est associe´ un seul doublet de champs scalaires complexes,
Φ =
(
φ1
φ2
)
. (3.213)
L’autre lien relie la repre´sentation fondamentale de H a` la complexe conjugue´e de C, le champ
scalaire correspondant est le conjugue´ quaternionique de Φ donne´ par
iσ2Φ =
(−φ2
φ1
)
. (3.214)
Enfin, les trois matrices Mu, Md et Me jouent le roˆle des matrices Mij,k. Notons qu’il n’y a pas
de multiplicite´ car il n’y a qu’un seul doublet de champs scalaires complexes.
Bien entendu, le terme de masse est donne´ par
− 1
2
(
φ21 + φ
2
2
)
, (3.215)
avec
µ =
√
2F2
F4
Λ. (3.216)
Notons que ce re´sultat est absolument identique a` celui obtenu dans [Schu¨] car la condition de
normalisation, qui porte sur un terme quadratique, ne joue aucun roˆle ici.
Le calcul des termes d’ordre 4 se fait en recherchant toutes les boucles de longueur 4 sur le
diagrammme. Celles-ci peuvent eˆtre obtenues a` partir des sous-diagrammes de longueur 1 et 2
en appliquant les re`gles expose´es dans la section 3.3.3.
La contribution des sous-diagrammes de longueur 1 est
2× 2× (Tr (MeM∗eMeM∗e + 3MuM∗uMuM∗u + 3MdM∗dMdM∗d))× Tr (ΦΦ∗ΦΦ∗) (3.217)
Le premier facteur 2 vient de la contribution des antiparticules alors que le second facteur est
donne´ par les re`gles expose´es dans la section 3.3.3.
La contribution de l’unique sous-diagramme de longueur 2 est proportionelle a`
Tr
[
Φ
(
iσ2Φ
)∗
Φ∗iσ2Φ
]
. (3.218)
Celle-ci est nulle car on a toujours
Φ∗iσ2Φ = 0. (3.219)
En incorporant les facteurs dus a` la ge´ome´trie de l’espace-temps et la condition de normal-
isation (3.154), on obtient le terme quadratique
λ
(
(φ1)
2 + (φ2)
2
)2
, (3.220)
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avec
λ =
π2
2F4
Q
L2
. (3.221)
Q et L sont de´finis par
L = Tr (MeM
∗
e + 3MuM
∗
u + 3MdM
∗
d) (3.222)
Q = Tr
[
(MeM
∗
e)
2 + 3 (MuM
∗
u)
∗ + 3 (MdM
∗
d)
∗
]
. (3.223)
Nous obtenons un couplage qui est deux fois plus faible que celui obtenu dans [CIKS2]. Encore
une fois, ceci est du a` la normalisation du terme cine´tique.
Conclusion Dans le cas du mode`le standard, le potentiel de Higgs peut eˆtre calcule´ a` l’aide
d’une somme sur toutes les boucles de longueur 4. Le re´sultat donne un couplage qui est donne´
par (3.221)
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Chapitre 4
Le tore non commutatif
4.1 Le triplet spectral
4.1.1 L’alge`bre
Dans ce dernier chapitre, nous allons construire et e´tudier en de´tail un triplet spectral
(A,H,D) construit a` l’aide d’une alge`bre non commutative qui est une de´formation de l’alge`bre
des fonctions sur le tore. Ce triplet spectral est relativement simple a` de´finir et nous permet,
pour tout entier n > 0, de construire une ge´ome´trie non commutative de dimension n qui n’est
pas simplement obtenue en conside´rant une alge`bre de fonctions a` valeurs matricielles.
De manie`re ge´ne´rale, on pourra trouver beaucoup d’informations concernant le tore non
commutatif dans la revue de M. Rieffel [R4]. Cependant, la plupart des travaux sur le tore non
commutatifs sont ante´rieurs a` la notion de triplet spectral, aussi reformulerons-nous certains
re´sultats assez anciens en utilisant ce langage.
Pour commencer, rappelons que l’alge`bre des fonctions lisses sur le tore de dimension n peut
eˆtre identifie´e a` l’alge`bre des fonctions inde´finiment de´rivables sur Rn satisfaisant a` la condition
de pe´riodicite´ f(x+ ei) = f(x) pour tout x ∈ Rn et tout vecteur ei de la base canonique de Rn.
Cela revient a` conside´rer que le tore T n est le quotient de Rn par la relation d’e´quivalence
xRy si et seulement si x− y =
n∑
i=1
piei, (4.1)
avec pi ∈ Z. Bien entendu, il est toujours possible de remplacer la base canonique par n’im-
porte quelle autre base de Rn dans la relation pre´ce´dente. Les deux alge`bres de fonctions ainsi
obtenues sont isomorphes et seule une structure supple´mentaire (structure de varie´te´ complexe
ou Riemannienne) permet de les distinguer.
De telles fonctions peuvent toujours eˆtre de´veloppe´es en se´rie de Fourier,
f(x) =
∑
p∈Zn
fpe
2piip·x ∀x ∈ Rn, (4.2)
avec
fn =
1
(2iπ)n
∫ 1
0
dx1 . . .
∫ 1
0
dxnf(x)e
2ipip·x, (4.3)
ou` p = (p1, . . . , pn) ∈ Zn est un multiindice et p · x = p1x1 + . . .+ pnxn.
Il est clair qu’une telle fonction est inde´finimemt de´rivable si et seulement si la suite fp est
a` de´croissance rapide, c’est-a`-dire que lim pk11 . . . p
kn
n fp = 0 lorsque |p1| + . . . + |pn| tend vers
l’inifini, et cela pour k = (k1, . . . , kn) ∈ Zn.
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De fac¸on plus abstraite, nous pouvons conside´rer l’alge`bre des fonctions lisses sur le tore
comme l’alge`bre involutive des se´ries formelles
f =
∑
p∈Zn
fpU
p, (4.4)
ou` (fp)p∈Zn est une suite a` de´croissance rapide et U
p sont des unitaires ve´rifiant la relation
UpU q = Up+q. Ces unitaires s’identifient a` la base des modes de Fourier (eip.x)p∈Zn et on peut
toujours conside´rer que Up = Up11 . . . U
pn
n , ou` (Ui)1≤i≤n est un syste`me de ge´ne´rateurs unitaires
satisfaisant a` UiUj = UjUi.
Il est alors facile de de´finir le tore non commutatif en inse´rant dans la dernie`re relation un
facteur de phase.
De´finition 4.1.1 Soit θ ∈ Mn(R) une matrice antisyme´trique. On de´finit l’alge`bre Aθ comme
e´tant l’alge`bre involutive des se´ries formelles a` de´croissance rapide∑
p∈Zn
fpU
p1
1 . . . U
pn
n , (4.5)
ou` (Ui)1≤i≤n est un syste`me d’unitaires qui ve´rifient
UiUj = e
2ipiθijUjUi. (4.6)
Aθ est conside´re´e comme l’alge`bre des ”fonctions” sur le tore non commutatif de dimension
n. Si n = 1, on retrouve bien entendu l’alge`bre des fonctions sur le cercle.
Nous n’avons pas encore introduit de norme sur cette alge`bre pour nous assurer de la
convergence des se´ries conside´re´es. Bien que cela puisse eˆtre fait en introduisant une norme
type ”convergence uniforme”, nous nous restreignons dans cette section a` des conside´rations
purement alge´briques.
Il est commode d’introduire, pour tout p ∈ Zn, la notation Up = (U1)p1 . . . (Un)pn. Il est
facile de montrer que l’on a
UpU q = e2ipiθ(p,q)U qUp, (4.7)
avec θ(p, q) = θµνp
µqν . Par convention, toute sommation sur un indice grec λ, µ, ν, ρ, σ, . . .
re´pe´te´ en position basse et haute est sous-entendue. Lorsque le contraire n’est pas explicitement
spe´cifie´, nous utilisons la me´trique euclidienne.
De plus, on montre que UpU q = e2ipiχ(p,q)Up+q, ou` χ est la matrice triangulaire superieure
obtenue en ne gardant que les e´le´ments de θ situe´s au dessus de la diagonale. En vue de simplifier
la relation pre´ce´dente, de´finissons V p = eipiχ(p,p)Up. On montre alors que
V pV q = e−ipi(χ(p,p)+χ(q,q))UpU q
= eipi(χ(p,p)+χ(q,q)+2χ(p,q)−χ(p+q,p+q))V p+q
= eipi(χ(p,q)−χ(q,p))V p+q
= eipiθ(p,q)V p+q. (4.8)
Quitte a` multiplier les unitaires Up par une phase, nous obtenons la de´scription suivante de Aθ.
Proposition 4.1.1 L’alge`bre Aθ est l’alge`bre involutive des se´ries formelles∑
p∈Zn
fpU
p, (4.9)
ou` (fp)p∈Zn est une suite a` de´croissance rapide de nombres complexes et (U
p)p∈Zn un syste`me
d’unitaires satisfaisant a`
UpU q = eipiθ(p,q)Up+q. (4.10)
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En particulier cette relation nous montre que U−p est l’inverse de Up.
Il est utile de noter θ(p) le vecteur de Rn de´fini par (θ(p))µ = θµνp
ν . En notant · le produit
scalaire de vecteurs de Rn, nous avons θ(p, q) = θ(p) · q = −p · θ(q). Nous pouvons alors e´noncer
le re´sultat suivant.
Proposition 4.1.2 Le centre de Aθ est forme´ des se´ries formelles qui ne contiennent que les
monoˆmes Up tels que θ(p) ∈ Zn. Lorsqu’il est non trivial, il est isomorphe a` l’alge`bre des
fonctions sur un tore de dimension ≤ n.
De´monstration:
Soit f =
∑
p fpU
p ∈ Aθ un e´le´ment central. Puisqu’il doit commuter avec U q pour tout q ∈ Zn,
on doit avoir U qfU−q = f , ce qui e´quivaut a` fpe
2ipiθ(p).q = fp ∀q ∈ ZN . En conse´quence, si fp 6= 0
on doit avoir θ(p) · q ∈ Zn pour tout q, ce qui e´quivaut a` θ(p) ∈ Zn et de´montre la premie`re
assertion.
Soit H le sous-ensemble de Zn forme´ des vecteurs p tels que θ(p) ∈ Zn. Lorsque le centre
de Aθ est non trivial, H est un sous-groupe non trivial de Zn et on peut trouver un syste`me
e1, . . . , en′ de ge´ne´rateurs de H line´airement inde´pendants avec n
′ ≤ n. Par conse´quent, le cen-
tre de Aθ s’identifie avec l’alge`bre engendre´ par les unitaires Ue1 , . . . , Uen′ , qui n’est autre que
l’alge`bre des fonctions lisses sur un tore de dimension n′. 
Lorsque le centre de Aθ est trivial, on dit que Aθ est non de´ge´ne´re´e. Dans ce cas, beaucoup
de de´monstrations se simplifient conside´rablement.
De manie`re ge´ne´rale, nous appelons trace sur une alge`bre A toute forme line´aire τ sur A
satisfaisant a` τ(ab) = τ(ba) pour tout a, b ∈ A. De plus, si A est une alge`bre involutive, une
trace est dite positive si τ(aa∗) ≥ 0 pour tout a ∈ A et fide`le si elle ve´rifie τ(aa∗) > 0 lorsque
aa∗ 6= 0.
Proposition 4.1.3 La forme line´aire τ de´finie sur Aθ par
τ(Up) = δ(p), (4.11)
ou` δ(p) est le symbole de Kronecker qui vaut 0 si p 6= 0 et 1 si p = 0, est une trace positive
et fide`le appele´ trace canonique. De plus, toute autre trace s’annule sur les unitaires Up qui ne
sont pas centraux.
De´monstration:
Par line´arite´, il suffit de ve´rifier que τ(UpU q) = τ(U qUp) ce qui est e´vident. De plus, si f =∑
p fpU
p, alors
τ(ff ∗) =
∑
p∈Zn
|fp|2, (4.12)
qui est positif et ne s’annule que si f = 0. Notons que puisque la suite fp est a` de´croissance
rapide, la se´rie pre´ce´dente est convergente. Enfin, si τ
′
est une trace quelconque sur A, on doit
avoir
τ ′(Up) = τ ′(U qUpU−q) = e2ipiθ(p,q)τ ′(Up) ∀q ∈ Zn, (4.13)
ce qui implique que τ ′(Up) = 0 si Up n’est pas central. 
Outre le cas non de´ge´ne´re´, il est aussi inte´ressant d’e´tudier le cas ou` le centre est un tore
de dimension maximale n′ = n, que nous appellerons ”cas rationnel”.
Proposition 4.1.4 Le centre de Aθ est un tore de dimension n′ = n si et seulement si les
coefficients de la matrice θ sont tous rationnels.
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De´monstration:
Si les nombres θµν sont rationnels, alors tous les vecteurs (ǫi)1≤i≤n de la base canonique de Z
n
ve´rifient kθ(ǫi) ∈ Zn pour k ∈ Z bien choisi, aussi le centre est-il de dimension n.
Re´ciproquement, si le centre est un tore de dimension n, alors le sous-groupe H (voir
la de´monstration concernant le centre de Aθ) est engendre´ par n vecteurs line´airement
inde´pendants (eµ)1≤µ≤n. Tout vecteur de Z
n s’e´crit donc comme combinaison line´aire a` co-
efficients rationnels des vecteurs (eµ)1≤µ≤n ce qui nous montre que θµν = θ(ǫµ).ǫν est rationnel.

Lorsque θ est rationnel, comment peut-on interpre´ter les e´le´ments de Aθ qui ne sont pas
centraux ? Pour re´pondre a` cette question, il est commode d’e´tudier d’abord le cas de la dimen-
sion 2. Dans ce cas, l’alge`bre Aθ est l’alge`bre involutive engendre´e par deux unitaires U1 et U2
satisfaisant a` la relation
U1U2 = qU2U1, q = e
2ipiM
N , (4.14)
ou` M et N sont deux entiers positifs premiers entre eux avec M ∈ {0, 1, . . . , N − 1}. Le centre
de Aθ est l’alge`bre involutive engendre´e par (U1)N et (U2)N qui est isomorphe a` l’alge`bre
des fonctions lisses sur le tore de dimension 2. Nous identifions (U1)
N et (U2)
N aux fonctions
x = (x1, x2) 7→ e2ipix1 et x = (x1, x2) 7→ e2ipix2 de´finies sur le tore de longueur 1. Pour interpre`ter
U1 et U2 dans ce formalisme, il est utile d’introduire deux matrices unitaires P et Q de taille
N de´finies par
P =


1
q
. . .
qN−1

 Q =


1
1
. . .
1


N
, (4.15)
ou`, par convention nous n’avons repre´sente´ que les e´le´ments de matrice non nuls. Ces deux
matrices ve´rifient PQ = qQP ainsi que PN = QN = 1 et engendrent toute l’alge`bre des
matrices N ×N complexes.
Il est facile de repre´senter Aθ en identifiant U1 et U2 aux fonctions U1(x) = e
2ipix1
N P et
U2(x) = e
2ipix2
N Q. Cependant, ces fonctions ne sont pas de pe´riode 1 et ne peuvent pas eˆtre
conside´re´es comme des fonctions de´finies sur le tore car on a
U1(x1 + 1, x2) = qU1(x1, x2) U1(x1, x2 + 1) = U1(x1, x2)
U2(x1, x2 + 1) = qU2(x1, x2) U2(x1 + 1, x2) = U2(x1, x2) .
Au voisinage de chaque point, on peut conside´rer que Aθ est une alge`bre de fonctions a` valeurs
dansMN (C), mais cette proprie´te´ n’est vraie que localement. Cependant, Aθ est un fibre´ vecto-
riel sur le tore usuel, dont la fibre est l’alge`bre de matriceMN (C), et dont les lois de transforma-
tions sont pre´cise´es par les quatres relations pre´ce´dentes. En utilisant la relation PQ = qQP ,
on peut re´e´crire les lois de transformations non triviales sous la forme
U1(x1 + 1, x2) = Q
−1U1(x1, x2)Q U2(x1, x2 + 1) = PU2(x1, x2)P
−1. (4.16)
Par conse´quent, les fonctions de transition du fibre´ sont simplement obtenues par conjugaison
avec des matrices unitaires et constantes.
Lorsque nous e´tudierons les the´ories de jauge, il nous sera utile de pouvoir interpre´ter ce
fibre´ comme l’alge`bre des endomorphismes d’un fibre´ vectoriel de fibre CN sur le tore usuel [R2].
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Proposition 4.1.5 Soient a et b deux entiers tels que aM + bN = 1. Alors Aθ est l’alge`bre
des endomorphismes du fibre´ vectoriel de fibre CN sur T 2 dont les sections ve´rifient
ψ(1, x2) = ψ(0, x2) et ψ(x1, 1) = U(x1)ψ(x1, 0) ∀(x1, x2) ∈ T 2, (4.17)
avec
U(x1) =


1
. . .
1
e−2ipiax1

 . (4.18)
En vue de ge´ne´raliser cette description du cas rationnel a` la dimension supe´rieure, nous
avons besoin du lemme suivant, dont on pourra trouver la de´monstration dans [Lang1].
Lemme 4.1.1 Soit A une matrice antisyme´trique n × n a` coefficients entiers. Alors il existe
une matrice S ∈ SLn(Z) (groupe des matrices a` coefficients entiers dont le de´terminant est 1)
telle que StAS soit une matrice diagonale par blocs constitue´e uniquement de 0 et de n′ ≤ [n/2]
blocs du type (
0 λi
−λi 0
)
, (4.19)
ou` la suite (λi)1≤i≤n′ est une suite d’entiers telle que λi divise λi+1.
En nous basant sur ce lemme, nous allons montrer le re´sultat suivant.
Proposition 4.1.6 Dans le cas rationnel, l’alge`bre Aθ est engendre´e par un syste`me de N
unitaires Vm tels que les seules relations de commutations non triviales soient
V2m−1V2m = e
2ipiMm
Nm V2mV2m−1, (4.20)
pour tout entier m tel que 2m ≤ n′, ou` n′ ≤ n est un entier positif.
De´monstration:
Puisque θ est une matrice a` coefficients rationnels, il existe un entier N tels que Nθ ∈ Mn(Z).
En appliquant le lemme, on peut trouver une matrice S ∈ SLn(Z) telle que NStθS = Nθ′ soit
diagonale par blocs forme´e de blocs 2× 2 et de ze´ros.
De´finissons les unitaires Vi par
Vi = U
Si1
1 U
Si2
2 . . . U
Sin
n , (4.21)
ce qui implique que ViVj = e
2ipiθ
′
ijVjVi que les relations de commutations non triviales sont celles
anonce´es.
Enfin, puisque la matrice S appartient a` SLn(Z), il est clair qu’elle est inversible et que
son inverse est e´galement une matrice a` coefficients entiers. On peut donc inverser les relations
pre´ce´dentes,
Ui = V
S−1i1
1 V
S−1i2
2 . . . V
S−1in
n , (4.22)
ce qui prouve que Aθ est e´galement engendre´e par le syste`me (Vi)1≤i≤n. 
Cela permet de de´crire Aθ lorsque θ est rationnel par un fibre´ sur le tore de dimension n
dont la fibre est une alge`bre de matrice dont la dimension est le produit des de´nominateurs
N = N1 . . . Nn apparaissant dans la forme canonique de θ. Les seules fonctions de transition
non triviales de ce fibre´ sont analogue a` celles de la dimension 2.
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Avant de clore cette e´tude purement alge´brique des proprie´te´s de Aθ, il convient de faire
deux remarques concernant l’origine ge´ome´trique de cette de´formation de l’alge`bre des fonctions
sur le tore.
Tout d’abord, il apparaˆıt que Aθ est intimement lie´e a` la quantification par de´formation sur
le tore usuel. En effet, la matrice antisyme´trique θ peut eˆtre conside´re´e, lorsque son de´terminant
est non nul, comme une forme symplectique sur le tore usuel. Le produit que nous avons de´fini
correspond alors a` la de´formation du produit usuel associe´e a` cette forme symplectique [R4].
En second lieu, il est intere´ssant de noter que cette alge`bre peut eˆtre obtenue, en dimension
2, a` l’aide d’un produit croise´ [R1]. Conside´rons le produit croise´ de l’alge`bre A = C∞(S1) des
fonctions lisses sur le cercle par le groupe Z agissant par une rotation d’angle −θ. Dans ce cas,
le produit croise´ est l’alge`bre A′θ engendre´e par les couples (f,m), ou` f est une fonction sur le
cercle et m ∈ Z. La structure d’espace vectoriel sur A′θ est de´termine´e par celle de C∞(S1) et le
produit est
(f,m).(g, n) = (f.g ◦ (Rmθ)−1, m+ n), (4.23)
ou` Rmθ est la rotation d’angle mθ. Si nous notons U la fonction x 7→ e2ipix de´finie sur le cercle,
alors U1 = (U, 0) et U2 = (U, 1) sont deux ge´ne´rateurs unitaires de A′θ satisfaisant a`
U1U2 = e
2ipiθU2U1, (4.24)
ce qui de´termine un isomorphisme entre A′θ et Aθ.
4.1.2 L’ope´rateur de Dirac et l’espace de Hilbert
La construction de l’espace de Hilbert H associe´ a` Aθ repose essentiellement sur la con-
struction GNS (voir Appendice A) pour l’e´tat φ de´termine´ par la trace τ . Soit H la comple´tion
de l’espace vectoriel Aθ ⊗ C2[n/2] muni du produit scalaire
〈(a1, . . . , a2[n/2]), (b1, . . . , b2[n/2])〉 =
2[n/2]∑
k=1
τ ((ak)
∗bk) . (4.25)
Aθ agit sur H par multiplication a` gauche et il est facile de voir, en utilisant les proprie´te´s de la
trace, que cette action π est une repre´sentation d’alge`bre involutive par des ope´rateurs borne´es.
La comple´tion de l’espace pre´ce´dent revient simplement a` remplacer les suites a` de´croissance
rapide de Aθ par les suites de carre´ sommable, les vecteurs Up⊗ei formant une base hilbertienne
de H si (ei)1≤i≤2[n/2] est une base de C[n/2].
Nous de´finissons sur H une structure de bimodule en utilisant l’ope´rateur J = C∗, ou` C
est la conjugaison de charge usuelle agissant sur les matrices de Dirac en dimension n et ∗ est
l’involution de Aθ.
Avant de de´finir l’ope´rateur de Dirac, commenc¸ons par donner l’analogue de la de´rivation
pour Aθ. Si ∂i est la de´rivation qui ve´rifie ∂i(Uj) = 2iπδij , son action sur les monoˆmes est
∂iU
p = 2iπpiU
p. Ces de´rivations sont parfaitement analogues aux de´rivations par rapport aux
coordonne´es usuelles sur le tore. Cependant, il convient de remarquer que dans le cas non
commutatif, si a est un e´le´ment de Aθ qui n’est pas central et ∂ une de´rivation, alors a∂ n’est
pas ne´cessairement une de´rivation. Aussi est-il difficile de de´finir sur le tore non commutatif
des de´rivations qui soient analogues aux champs de vecteurs non constants, ce qui est a` mettre
en paralle`le avec la difficulte´ que l’on rencontre pour construire des automorphismes de Aθ non
triviaux. De plus, cela implique qu’il n’est pas possible de construire l’analogue non commutatif
du repe`re mobile et cela nous empeˆche de de´velopper la the´orie de la relativite´ ge´ne´rale sur le
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tore non commutatif. Ceci est en accord avec le fait que l’alge`bre Aθ n’admet pas suffisament
d’automorphismes dans le cas non de´ge´ne´re´ [R4].
En notant (γµ)1≤µ≤n les matrices de Dirac hermitiennes satisfaisant a`
γµγν + γνγµ = 2gµν , (4.26)
ou` gµν est la me´trique euclidienne, nous de´finissons l’ope´rateur de Dirac par D = iγµ∂µ. Bien
entendu, cet ope´rateur est non borne´ car les de´rivations ne sont pas de´finies sur tout H mais
seulement sur les suites a` de´croissance rapide. Le second membre de (4.26) peut toujours eˆtre
remplace´ par une matrice syme´trique de´finie positive, dont les valeurs propres correspondent
aux inverses des ”rayons” des diffe´rents cercles constituant le tore. Pour simplifier nos notations
nous supposerons toujours que ces nombres sont e´gaux a` 1, mais l’extension au cas ge´ne´ral est
e´vidente.
Puisque D est forme´ de de´rivations et que la structure de bimodule est donne´e par la
multiplication a` gauche et a` droite, il est facile de ve´rifier que la condition du premier ordre est
satisfaite. De plus, si, lorsque n est pair on pose γ = γn+1, ou` γn+1 est la chiralite´ des matrices
de Dirac en dimension n, on ve´rifie aise´ment que l’axiome de re´alite´ est aussi satisfait.
4.1.3 Ve´rification des axiomes
Nous avons de´ja` montre´ que les axiomes de re´alite´ et la condition du premier ordre sont
satisfaites. Nous allons maintenant ve´rifier tous les autres axiomes, a` l’exception de la dualite´
de Poincare´ car la ve´rification de cette dernie`re ne´cessite une description de´taille´e des modules
projectifs sur Aθ qui nous entrainerait trop loin [R3].
Le premier axiome que nous allons ve´rifier est l’axiome de la dimension. Pour cela remar-
quons que D2 = ∆I2n/2 est analogue au Laplacien et que ses vecteurs propres sont donne´s par
les modes de Fourier ∆Up = 4π2|p|2Up. Lorsque Λ → ∞, le nombre de valeurs propres de ∆
qui sont supe`rieures a` Λ2 est e´gal au nombre d’e´le´ments de Zn satisfaisant a` |p| ≤ Λ
2pi
, ce qui
e´quivaut au volume de la boule de rayon Λ
2pi
qui est Vn
Λn
(2pi)n
, ou` Vn est le volume de la boule unite´
en dimension n. Par conse´quent, si on note (λk)k∈N la suite de´croissante des valeurs propres de
ds = |D|−n, on a
λk ≃
k→+∞
1
Γ(n/2 + 1)(4π)n/2
1
k
, (4.27)
ce qui prouve que l’axiome de dimension est satisfait.
De plus, on de´duit de la relation pre´ce´dente que
lim
N→+∞
1
logN
N∑
k=1
λk =
1
Γ(n/2 + 1)(4π)n/2
, (4.28)
ce qui revient a` dire que Trω(ds
n) est inde´pendant de ω et est e´gal a`
(
(4π)(n/2)Γ(n/2 + 1)
)−1
.
Enfin, lorsque nous modifions l’ope´rateur de Dirac de manie`re a` introduire une me´trique non
triviale gµν de de´terminant g, il est facile de ve´rifier que l’on obtient
Trω(ds
n) =
√
g
Γ(n/2 + 1)(4π)n/2
. (4.29)
Pour tout a ∈ A, a et [D, a] = iγµ∂µa sont des ope´rateurs de multiplication par des e´le´ments
de A, ils appartiennent donc aux domaines des de´rivations δn = [|D|n, .] puisque le domaine de
toutes les puissances |D|n est forme´ des e´le´ments de A⊗ C2[n/2]
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Pour montrer que l’axiome d’orientabilite´ est satisfait, nous devons exhiber un cycle de
Hochschild c tel que π(c) = γ. Pour cela, introduisons
c =
∑
σ∈Sn
ǫ(σ)U−1σ(n) . . . U
−1
σ(1) ⊗ Uσ(1) ⊗ . . .⊗ Uσ(n). (4.30)
c est un cycle de Hochschild car
bc =
N−1∑
i=1
(−1)i ∑
σ∈Sn
ǫ(σ)U−1σ(n) . . . U
−1
σ(1) ⊗ Uσ1 ⊗ . . .⊗ Uσ(i)Uσ(i+1) ⊗ . . .⊗ Uσ(n)
+
∑
σ∈Sn
ǫ(σ)U−1σ(n) ⊗ . . .⊗ U−1σ(2) ⊗ Uσ(2) ⊗ . . .⊗ Uσ(n)
+
∑
σ∈Sn
ǫ(σ)(−1)NU−1σ(n−1) ⊗ . . .⊗ U−1σ(1) ⊗ Uσ(1) ⊗ . . .⊗ Uσ(n−1)
= 0 (4.31)
car le premier terme du second membre de cette e´quation est identiquement nul (changer σ en
στi, ou` τi est la permutation qui e´change i et i+1) alors que la somme des deux autres termes
est aussi nulle (changer σ en στ , ou` τ est la permutation circulaire).
Il est clair que
π(c) =
∑
σ∈Sn
(2iπ)nǫ(σ)γσ(1) . . . γσ(n)
= (2iπ)nn!γ1 . . . γn. (4.32)
Lorsque la dimension n est paire, la chiralite´ γn+1 est de´finie par
γn+1 = in/2γ1 . . . γn, (4.33)
ce qui montre que c′ = i
n/2
(2ipi)nn!
c est un cycle de Hochschild tel que π(c′) = γn+1 et prouve
de la sorte la validite´ de l’axiome d’orientabilite´. De meˆme, lorsque n = m + 1 est impair les
matrices de Dirac en dimension n sont obtenues en adjoignant aux matrices de Dirac de la
dimension m, la chiralite´ γm+1. En posant c′ = i
[n/2]
(2ipi)nn!
, on obtient π(c′) = 1, ce qui ve´rifie
l’axiome d’orientabilite´ en dimension impaire.
Afin de ve´rifier l’axiome de finitude, nous devons de´terminer la trace de Dixmier de manie`re
explicite pour tous les ope´rateurs de la forme π(a)|D|−n.
Proposition 4.1.7 Pour tout a ∈ Aθ, on a
Trω(π(a)|D|−n) = 1
2n−[n/2]π(n/2)Γ(n/2 + 1)
τ(a), (4.34)
ou` τ est la trace canonique de Aθ.
De´monstration:
Puisque le tore satisfait a` l’axiome de re´gularite´, il est clair que l’application a 7→ Trω(π(a)|D|−n)
est une trace sur Aθ [CGS]. Ainsi, elle s’annule sur tous les e´le´ments non centraux et est pro-
portionelle a` τ sur ces e´le´ments. Le centre de Aθ est isomorphe a` l’alge`bre des fonctions lisses
sur un tore ordinaire et D se re´duit dans ce cas a` l’ope´rateur de Dirac usuel. Aussi la trace de
Dixmier est-elle dans ce cas proportionnelle a` l’inte´grale usuelle et s’annule sur tous les unitaires
centraux Up tels que p 6= 0. Ainsi, a 7→ Trω(π(a)|D|−n) est proportionelle a` la trace canonique
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τ , le coefficient de proportionnalite´ e´tant de´termine´ par (4.29). 
L’intersection H∞ des domaines des puissances de D est forme´ des e´le´ments de H qui sont
des suites a` de´croissance rapide. Par conse´quent, H∞ = Aθ ⊗ C2[n/2] est un module trivial sur
Aθ. De plus la relation (1.17) intervenant dans l’axiome de finitude s’e´crit
2[n/2]∑
i=1
τ(ξ∗aζi) = Trω
(
(ξ, aζ)|D|−n
)
= π(n/2)2n−[n/2]Γ(n/2 + 1)τ ((ξ, ζ)a) (4.35)
pour tous ξ, ζ ∈ H∞ et a ∈ A. Puisque τ est fide`le, cela e´quivaut a`
(ξ, ζ) =
2[n/2]∑
i=1
ξ∗ζi (4.36)
qui de´finit bien une forme hermitienne sur H∞.
Nous avons ve´rifie´ que tous les axiomes de la ge´ome´trie non commutative sont satisfaits
pour le tore non commutatif, a` l’exception de la dualite´ de Poincare´, que nous admettons sans
preuve.
4.1.4 Calcul diffe´rentiel
Afin de pouvoir e´tudier les the´ories de jauge sur le tore non commutatif, nous devons
de´terminer le calcul diffe´rentiel associe´ au triplet spectral (A,H,D). Pour cela, commenc¸ons
par e´tudier la repre´sentation π de l’alge`bre diffe´rentielle universelle donne´e par
a0δa1 . . . δap 7→ π(a0) [D, a1] . . . [D, π(ap)] = (i)nγµ1 . . . γµpa0∂µ1a1 . . . ∂µpap, (4.37)
pour tout a0, a1, . . . , ap ∈ A. Re´ciproquement, tout produit de p matrices de Dirac γµ1 . . . γµp
est e´le´ment de π(Ωp(A)) puisque
π (δU1 . . . δUp) = (−2π)pγµ1 . . . γµp, (4.38)
ce qui montre que
π(Ωp(A)) =
{
ωµ1...µpγ
µ1 . . . γµp avec ωµ1...µp ∈ Aθ
}
. (4.39)
On montre alors par re´currence sur p qu’un e´le´ment quelconque ω de π(Ωp(A)) s’e´crit de
manie`re unique sous la forme
ω =
∑
0≤2k≤inf(p,n)
∑
µ1<...<µinf(p,n)−2k
ωµ1...µinf(p,n)−2kγ
µ1...µinf(p,n)−2k , (4.40)
avec ωµ1...µk ∈ Aθ comple`tement antisyme´trique et
γµ1...µk =
1
k!
∑
σ∈Sk
ǫ(σ)γµσ(1) . . . γµσ(k). (4.41)
Cette de´composition nous permet de de´terminer π(J ) explicitement.
Lemme 4.1.2 Les e´le´ments de π(J) ∩ π(Ωp(A)) sont les e´le´ments de π(Ωp(A)) qui se
de´veloppent sur un nombre k < p de matrices de Dirac.
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De´monstration:
Commenc¸ons par montrer que 1 ∈ π(Ω2(A)). En effet, si U = U1, on a
U
[
D, U−1
]
+ [D, U ]U−1 = 0 (4.42)
ce qui implique que
1 =
1
8π2
(
[D, U ]
[
D, U−1
]
+
[
D, U−1
]
[D, U ]
)
. (4.43)
Puisque J est un ide´al bilate`re, on conclut en multipliant 1 par n’importe quel e´le´ment de
π(Ωp−2(A)), qui est une somme de produits arbitraires d’au plus p− 2 matrices de Dirac.
Re´ciproquement, si c =
∑
i[D, π(ai0)] . . . [D, π(aip)] avec
∑
i π(a
i
0)[D, π(ai1)] . . . [D, π(ap)i] = 0,
on a
c =
∑
i
∂µ0a
i
0 . . . ∂µpa
i
pγ
µ0 . . . γµp
=
∑
i
(
∂µ0(a
i
0∂µ1a
i
1 . . . ∂µpa
i
p)− ai0∂µ0(∂µ1ai1 . . . ∂µpaip)
)
γµ0 . . . γµp
= −∑
i
ai0∂µ0(∂µ1a
i
1 . . . ∂µpa
i
p)γ
µ0 . . . γµp . (4.44)
La re`gle de commutation des de´rivations [∂µ, ∂ν ] = 0 permet alors de remplacer le produit γ
µγν
par sa partie syme´trique, ce qui diminue de 2 le nombre de matrices de Dirac apparaissant dans
l’expression de c. 
On en de´duit aise´ment que si p > n alors π(Ωp(A)) ⊂ π(J), ce qui implique que ΩpD(A) = 0.
De plus, tout e´le´ment de ΩpD(A) a, pour p ≤ n, un unique repre´sentant forme´ de sommes de
produits totalement antisyme´trise´s de p matrices de Dirac.
Par convention, nous choisissons dans chaque classe le repre´sentant totalement anti-
syme´trique, ce qui nous me`ne a` l’identification de ΩpD(A), pour 0 ≤ p ≤ n avec l’ensemble
des e´le´ments de la forme ωµ1,...,µpγ
µ1 . . . γµp ou` ωµ1,...,µp ∈ Aθ est totalement antisyme´trique en
µ1, . . . , µp, alors que Ω
p
D(A) = 0 pour p > n.
Par analogie avec le cas classique, nous notons dxµ la 1-forme iγµ et nous e´crivons le produit
de matrices de Dirac sous la forme
dxµ1 ∧ . . . ∧ dxµp = γµ1 . . . γµp , (4.45)
avec µ1 < . . . < µp. On peut alors mettre n’importe quel e´le´ment ω de Ω
p
D(A) sous la forme
ω =
1
p!
ωµ1...µpdx
µ1 ∧ . . . ∧ dxµp , (4.46)
avec ωµ1...µp ∈ A totalement antisyme´trique, ce qui nous permet d’obtenir une formulation du
calcul diffe´rentiel qui est formellement analogue a` celle du cas commutatif.
Proposition 4.1.8 Si ω = 1
p!
ωµ1...µpdx
µ1 ∧ . . .∧dxµp ∈ ΩpD(A) et η = 1q!ην1...νqdxν1∧ . . .∧dxνq ∈
ΩqD(A) sont deux formes differentielles alors la de´rive´e exterieure est donne´e par
dω =
1
p!
∂νωµ1...µpdx
ν ∧ dxµ1 ∧ . . . ∧ dxµp, (4.47)
et le produit par
ωη =
1
p!q!
ωµ1...µpην1...νqdx
µ1 ∧ . . . ∧ dxµp ∧ dxν1 ∧ . . . ∧ dxνq . (4.48)
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Indiquons simplement le fil directeur de la de´monstration, qui se fait en trois e´tapes. Nous
devons d’abord exprimer ω et η a` l’aide de matrices de Dirac. Nous effectuons alors les ope´rations
en questions (de´rivation et produit) et nous antisyme´trisons entie`rement le re´sultat. Puis nous
e´crivons le re´sultat en utilisant a` nouveau les notations de l’alge`bre exte´rieure.
Il est important de noter que dxµ n’est pas la diffe´rentielle d’une quelconque coordonne´e
xµ puisque nous n’avons jamais de´fini xµ ! Seuls les symboles dxµ1 ∧ . . . ∧ dxµp ont un sens :
ils forment une base du A-module libre ΩD(A). En particulier, les ”produits” dxµ1 ∧ . . .∧ dxµp
lorsque 1 ≤ µ1 < . . . < µp ≤ n forment une base de ΩpD(A), ce qui prouve que sa dimension est
Cpn =
n!
p!(n−p)! .
Cela nous montre que ΩpD(A) et Ωn−pD (A) ont meˆme dimension. En comple`te analogie avec
le cas commutatif, nous de´finissons un ismorphisme de A-modules entre ΩpD(A) et Ωn−pD (A) par
∗ (dxµ1 ∧ . . . ∧ dxµp) = 1
(n− p)!ǫ
µ1...µp
ν1...νn−p
dxν1 ∧ . . . ∧ dxνn−p (4.49)
ou` ǫ est le tenseur comple`tement antisyme´trique associe´ a` la me´trique euclidienne. Puisqu’il
est absolument identique a` celui de´fini dans le cas commutatif, il est clair que nous avons
∗2ω = (−1)p(n−p)ω pour tout ω ∈ ΩpD(A).
La trace canonique τ sur Aθ est parfaitement analogue a` l’inte´grale sur le tore usuel de
volume 1, puisque
τ

∑
p∈Zn
apU
p

 = a0. (4.50)
Aussi la noterons-nous dore´navant comme une integrale : τ(a) =
∫
a pour tout a ∈ Aθ. Etant
donne´ que la de´rive´e d’un e´le´ment de Aθ ne contient plus de terme constant, l’inte´grale d’une
de´rive´e est nulle.
Lemme 4.1.3 Pour tout a ∈ Aθ, on a ∫
∂µa = 0. (4.51)
Ce re´sultat e´le´mentaire s’ave`re d’une grande utilite´ car il permet d’inte´grer par parties au
niveau des e´le´ments de l’alge`bre, ∫
a∂µ(b) = −
∫
∂µ(a)b (4.52)
pour tous a, b ∈ Aθ.
Rappelons que la trace de Dixmier est relie´e a` la trace canonique
∫
par
Trω
(
π(a)|D|−n
)
=
2[n/2]−n
πn/2Γ(n/2 + 1)
∫
a (4.53)
pour tout a ∈ A. Par line´arite´, cela se ge´ne´ralise aux formes de degre´ supe´rieur en incluant
une trace sur les matrices de Dirac. Si ω ∈ π(Ωp(A)), alors on peut l’e´crire sous la forme
ωµ1...µpγ
µ1 . . . γµp et on a
Trω
(
π(ω)|D|−n
)
=
1
2[n/2]
Tr (γµ1 . . . γµp)Trω
(
π(ωµ1...µp)|D|−n
)
=
1
2nπn/2Γ(n/2 + 1)
Tr (γµ1 . . . γµp)
∫
ωµ1...µp . (4.54)
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Cela prouve que l’application
〈π(ω), π(η)〉 = Trω
(
π(ω)π(η)∗|D|−n
)
(4.55)
defini un produit scalaire sur π(Ωp(A)). En effet, puisque Trω se re´duit a` la trace usuelle sur
les matrices de Dirac et a` la trace canonique sur Aθ qui sont deux traces fide`les, il est clair que
l’on ne peut avoir 〈π(ω), π(ω)〉 = 0 sans avoir π(ω) = 0. Puisque nous savons de´ja` (cf §1.2.1)
que cette application est une forme sesquiline´aire hermitienne positive, nous avons montre´ que
c’est un produit scalaire.
De plus, le choix d’un repre´sentant totalement antisyme´trique dans chaque classe correspond
au choix du repre´sentant orthogonal a` tous les e´le´ments de π(J ) ∩ π(Ωp(A)). En effet, le
repre´sentant totalement antisyme´trique d’un e´le´ment de ΩpD(A) peut toujours se mettre sous
la forme ωγµ1 . . . γµp , avec 1 ≤ µ1 < . . . < µp ≤ n et tout e´le´ment de π(J ) ∩ π(Ωp(A)) se
de´veloppe sur une somme de produits de k matrices de Dirac du type γν1 . . . γνp, ou` k < p est
un entier ayant meˆme parite´ que p. Puisque k < p, il existe dans le produit γµ1 . . . γµp une
matrice γµ qui ne soit pas dans le produit γν1 . . . γνk . Quitte a` changer le signe du produit, nous
pouvons supposer que cette matrice est γµp . On a alors
Tr ((γµ1 . . . γµp)∗γν1 . . . γnuk) = Tr (γµp . . . γµ1γν1 . . . γnuk)
= (−1)p−1Tr (γµp−1 . . . γµ1γµpγν1 . . . γνk)
= (−1)p+k−1Tr (γµp−1 . . . γµ1γν1 . . . γνkγµp)
= −Tr (γµp . . . γµ1γν1 . . . γνk) . (4.56)
Cela prouve que Tr (γµp . . . γµ1γν1 . . . γνk) = 0, ce qui implique que le repre´sentant totalement
antisyme´trique est orthogonal a` π(J ) ∩ π(Ωp(A)).
Enfin, montrons que le tore non commutatif est une ”varie´te´ sans bord”, ce qui nous per-
mettra d’appliquer tous les re´sultats relatifs aux the´ories de Yang-Mills et de Chern-Simons
Proposition 4.1.9 Le triplet spectral (A,H,D) du tore non commutatif satisfait a` la condition
de fermeture.
De´monstration:
Soit γ la chiralite´ de (A,H,D) (γ = γn+1 si la dimension est paire et γ = 1 si la dimension est
impaire). Par de´finition de la condition de fermeture, nous devons montrer que
Trω ([D, π(a0)] . . . [D, π(an)]|Dn|) = 0 (4.57)
pour tous a0, . . . , an ∈ A.
Commenc¸ons par e´tudier le cas de la dimension paire. Nous savons que
γn+1γµ1 . . . γµn = (−i)n/2ǫµ1...µn , (4.58)
ou` ǫµ1...µn est le tenseur totalement antisyme´trique tel que ǫ12...n = 1. On en de´duit que
Tr
(
γn+1γµ1 . . . γµn
)
= (−2i)n/2ǫµ1...µn . (4.59)
En dimension impaire, nous avons aussi
Tr
(
γn+1γµ1 . . . γµn
)
= (−2i)[n/2]ǫµ1...µn . (4.60)
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En effet, si γn+1 apparait un nombre paire de fois dans la relation pre´ce´dente, nous pouvons
l’e´liminer en utilisant (γn+1)2 = 1. Il nous reste un produit d’un nombre impair de matrices de
Dirac en dimension paire n− 1 et la relation pre´ce´dente est ve´rifie´e puisque ces deux membres
sont nuls. S’il y a un nombre impair de matrices e´gales a` γn+1 et si ce nombre est plus grand
que 1, alors les deux membres de l’e´quation pre´ce´dente sont identiquement nuls. Enfin, si une
seule de ces matrices est e´gale a` γn+1 nous sommes ramene´s a` l’e´tude du cas pair.
En conse´quence, nous avons
Trω ([D, π(a0)] . . . [D, π(an)]|Dn|)
= (−2i)
[n/2]
2npin/2Γ(n/2+1)
ǫµ1...µn
∫
∂µ1a1 . . . ∂µpap
= (−2i)
[n/2]
2npin/2Γ(n/2+1)
ǫµ1...µn
∫ (
∂µ1(a1∂µ2a2 . . . ∂µpap)− a1∂µ1(∂µ2a2 . . . ∂µpap)
)
= 0, (4.61)
ou` nous avons utilise´ la relation
∫
∂µ1 = 0 ainsi que la commutation des de´rivations. 
De plus, avec les notations que nous avons introduites, toute l’alge`bre diffe´rentielle sur Aθ
est formellement identique a` l’alge`bre des formes diffe´rentielles usuelles.
Enfin, il de´coule de l’e´tude pre´ce´dente et de la normalisation de
∫
− que celle-ci co¨ıncide avec
l’inte´grale
∫
.
Proposition 4.1.10 Pour tout a ∈ A, on a∫
−adsn =
∫
a (4.62)
ainsi que ∫
− (γa0da1 . . . dan) dsn = ǫµ1...µn
∫
− (a0∂µ1a1 . . . ∂µnan) . (4.63)
Par conse´quent, l’utilisation de la notation
∫
− ne pre´sente pas d’utilite´ dans le cas du tore et
nous la remplacerons par
∫
et, le cas e´che´ant, par une contraction avec le tenseur totalement
antisyme´trique .
4.1.5 Les syme´tries et le tenseur e´nergie-impulsion
Dans le cas ge´ne´ral, les syme´tries d’un espace non commutatif sont de´finies comme les auto-
morphismes de l’alge`bre des coordonne´es. Pour e´tudier les syme´tries du tore non commutatif,
il nous faut donc e´tudier les automorphismes de l’alge`bre Aθ. Nous ne de´terminerons pas tous
les automorphismes de Aθ, mais nous allons simplement en donner quelques-uns et e´tudier leur
signification en the´orie des champs que l’on peut de´velopper sur le tore non commutatif.
Puisque Aθ est en ge´ne´ral une alge`bre non commutative, il est clair que l’on peut construire
des automorphismes inte´rieurs. Ces derniers correspondent aux syme´tries de jauge sur lesquelles
nous reviendrons dans les deux dernie`res parties de cette the`se.
L’e´tude du cas commutatif sugge`re l’existence de syme´tries de translation. En effet, le tore
de dimension n peut eˆtre identifie´ au groupe (S1)n qui agit sur lui-meˆme par translation. Cette
action translate toutes les fonctions sur le tore, aussi de´finissons-nous l’action de α ∈ (S1)n
(conside´re´ comme le quotient Rn/Zn) sur les monoˆmes de base de Aθ par
Tα(U
p) = e2ipiα.pUp. (4.64)
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Le produit dans Aθ est donne´ par UpU q = eipiθ(p,q)Up+q ce qui implique que Tα est un automor-
phisme de Aθ car
Tα(U
p)Tα(U
q) = e2ipiα.(p+q)UpU q = Tα(U
pU q), (4.65)
ainsi que TαT−α = T−αTα = 1 pour tout α ∈ (S1)n.
Au niveau infinite´simal, cette transformation correspond aux de´rivations ∂µ que nous avons
introduites lors de la construction de l’ope´rateur de Dirac. En effet, lorsque δα tend vers 0 on a
Tδα(U
p) = e2ipiδα.pUp = Up + (δα)µUp +O(δα2). (4.66)
Dans le cas classique, une syme´trie continue d’une the´orie de champs donne naissance a` un
courant conserve´. Pour e´tudier ce qui se passe sur le tore non commutatif, nous devons d’abors
de´finir ce que nous entendons par champ sur le tore non commutatif.
Un champ scalaire sur le tore non commutatif est de´fini comme un e´le´ment Φ de Aθ, ce qui
est l’analogue d’un champ scalaire usuel qui est simplement une fonction a` valeurs re´elles ou
complexes de´finie sur l’espace-temps. Bien entendu, cela se ge´ne´ralise a` des champs scalaires
portant un indice supple´mentaire qui sont des matrices (Φi)1≤i≤N ∈
(
Aθ
)N
ou a` des e´le´ments
d’un module projectif fini a` droite sur A, ce qui repre´sente des champs ayant une topologie non
triviale.
Conside´rons une fonction L de Aθ × (Aθ)n, appele´e lagrangien, et associons a` tout champs
scalaire Φ un nombre complexe S[Φ], appele´ action de Φ, par
S[Φ] =
∫
L(Φ, ∂µΦ). (4.67)
Bien entendu, ces de´finitions sont identiques aux de´finitions classiques de la the´orie des champs
et nous allons de´terminer les points critiques de la fonctionelle S.
Pour les lagrangiens du type
L(Φ, ∂µΦ) = 1
2
gµν∂µΦ∂νΦ− V (Φ), (4.68)
ou` gµν est une matrice positive et V (Φ) un polynoˆme en Φ, nous pouvons de´terminer les
e´quations d’Euler associe´es a` la minimisation de l’action. Si nous ne faisons pas l’hypothe`se
pre´ce´dente sur la forme de L, le proble`me est nettement plus difficile a` traiter et nous e´tudierons
ulte´rieurement le proble`me des e´quations de Yang-Mills (cf §4.2.2).
Φ est un extremum de l’action si et seulement si, pour tout δΦ ∈ Aθ, on a
S[Φ + tδΦ]− S[Φ] = O(t2) (4.69)
lorsque t→ 0. On a
1
2
∫
gµν∂µ(Φ + tδΦ)∂ν(Φ + tδΦ)− 12
∫
gµν∂µΦ∂νΦ =
t
∫
gµν∂µΦ∂ν(δΦ) + o(t
2) =
−t ∫ gµν∂µ∂νΦδΦ + o(t2), (4.70)
apre`s inte´gration par parties. Puisque V est un polynoˆme que l’on e´crit sous la forme
V (Φ) =
k=p∑
k=0
akΦ
k, (4.71)
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on a
V (Φ + tδΦ) = t
k=p∑
k=0
k−1∑
l=0
akΦ
lδΦΦk−1−l +O(t2). (4.72)
Utilisant les proprie´te´s de la trace, on a∫
V (Φ + tδΦ) = t
∫
V ′(Φ)δΦ+O(t2). (4.73)
On en de´duit que
S[Φ + tδΦ]− S[Φ] = −
∫
(gµν∂µ∂νΦ+ V
′(Φ))δΦ + o(t2). (4.74)
Puisque (4.69) doit eˆtre vraie quelque soit δΦ, on obtient
gµν∂µ∂νΦ+ V
′(Φ) = 0 (4.75)
en utilisant la fide´lite´ de la trace
∫
.
Cette e´quation est tout-a`-fait similaire a` l’e´quation classique d’un champ scalaire dans
un potentiel. Cependant, nous avons eu besoin de la forme particulie`re du lagrangien pour
obtenir ces e´quations. Dans le cas ge´ne´ral, il n’est pas possible d’obtenir des e´quations du
mouvement aussi simples, du fait de la non commutativite´ de δΦ : nous devons tenir compte
des commutateurs non triviaux qui apparaissent lorsque nous mettons δΦ a` gauche, comme on
peut s’en convaincre en e´tudiant le lagrangien plus ge´ne´ral,
L(Φ, ∂µΦ) = 1
2
gµν(Φ)∂µΦ∂νΦ, (4.76)
correspondant au mode`le σ non line´aire.
Nous pouvons maintenant discuter les effets de l’invariance par translation sur le Lagrangien
pre´ce´dent. Dans le cas classique, le the´ore`me de Noether nous montre que l’invariance par
translation est a` l’origine de la conservation du tenseur e´nergie-impulsion ∂µT
µν = 0 avec
Tµν = ∂µΦ∂νΦ− gµνL(Φ, ∂λΦ). En effet, on ve´rifie que cette e´quation est satisfaite en utilisant
les e´quations du mouvement. Dans le cas du tore non commutatif, le meˆme tenseur e´nergie-
impulsion n’est pas conserve´, car on a ∂µT
µν 6= 0 avec
T µν = ∂µΦ∂νΦ− gµν
(
1
2
∂ρΦ∂
ρΦ + V (Φ)
)
. (4.77)
Ce tenseur-e´nergie impulsion n’est pas non plus syme´trique. Si on le syme´trise, on obtient un
nouveau tenseur T˜ µν , donne´ par
T˜ µν =
1
2
(∂µΦ∂νΦ+ ∂νΦ∂µΦ)− gµν
(
1
2
∂ρΦ∂
ρΦ + V (Φ)
)
. (4.78)
On montre, en utilisant les e´quations du mouvement, que ce tenseur satisfait a` la relation
∂µT˜
µν = ∂νV (Φ)− 1
2
(∂νΦV ′(Φ) + V ′(Φ)∂νΦ) . (4.79)
En ge´ne´ral, ce tenseur e´nergie-impulsion n’est pas conserve´, mais lorsque la the´orie est libre
V (Φ) = m
2
2
Φ2, nous avons ∂µT˜
µν = 0.
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Nous ne pouvons pas en ge´ne´ral de´terminer un tenseur e´nergie-impulsion qui soit conserve´
car sa de´finition implique l’existence d’une me´trique non trviale qui permette, dans le cas clas-
sique d’une varie´te´ riemannienne, de de´finir T µν inde´pendament de l’invariance par translation
par
T µν(x) =
δ
δgµν(x)
∫
M
√
gdnxL(Φ, ∂Φ). (4.80)
Puisque nous n’avons pas de telle me´trique sur le tore non commutatif, nous ne pouvons pas
appliquer cette construction ge´ne´rale de Tµν .
Toutefois, il est possible de construire a` partir du tenseur e´nergie-impulsion des charges
conserve´es en adjoignant au tore non commutatif une coordonne´e supple´mentaire qui correspond
au temps. Cela revient a` conside´rer l’alge`bre C∞(R)⊗Aθ, ou` C∞(R) est l’alge`bre des fonctions
lisses sur R, qui sont suppose´es de´croˆıtre suffisament vite a` l’infini pour assurer la convergence
des inte´grales. Cela revient a` dire que nous conside´rons des champs Φ qui sont des fonctions de
t et qui se de´veloppent sur la base des modes de Fourier de Aθ par
Φ(t) =
∑
p∈Zn
Φp(t)U
p, ∀ t ∈ R. (4.81)
Si nous notons ∂0 la de´rive´e par rapport au temps, la forme des e´quations du mouvement reste
inchange´e et nous de´finissons
P µ =
∫
T µ0. (4.82)
Bien entendu
∫
est la trace canonique sur Aθ, qui est l’analogue de l’inte´gration sur les variables
d’espace, ce qui implique que P µ de´pend a` priori du temps t. Tout comme dans le cas classique,
nous allons montrer que P µ est une charge conserve´e.
Proposition 4.1.11 Lorsque les e´quations du mouvement sont satisfaites, on a
d
dt
P µ = 0. (4.83)
De´monstration:
La de´monstration de ce re´sultat est purement alge´brique car nous ne pouvons pas utiliser des
concepts tels que ”le flux a` travers une surface ferme´e” dans le cas du tore non commutatif.
Contentons-nous de calculer la de´rive´e par rapport au temps de P µ dans le cas d’une me´trique
euclidienne, le cas ge´ne´ral d’une me´trique quelconque, mais constante se de´duisant du cas
euclidien par line´arite´. En notant Φ˙ et Φ¨ les de´rive´es par rapport au temps de Φ, on a
T 0µ =
∫ (
Φ˙∂µΦ− g
0µ
2
Φ˙Φ˙− g
0µ
2
n∑
i=1
∂iΦ∂iΦ+
1
2
V (Φ)
)
. (4.84)
Lorsque µ = i 6= 0 est une variable d’espace, on a simplement
T 0i =
∫
Φ˙∂iΦ, (4.85)
d’ou`
d
dt
P i =
∫ (
Φ¨∂iΦ + Φ˙∂iΦ˙
)
. (4.86)
En utilisant l’equation du mouvement, ∂µΦ∂
µΦ + V ′(Φ) = 0, on e´limine Φ¨
d
dt
P i =
∫ (
−∆(Φ)∂iΦ− V ′(Φ)∂iΦ + Φ˙∂iΦ˙
)
, (4.87)
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ou` ∆ =
∑
i ∂i∂
i est le Laplacien. Puisque
∫ (
−V ′(Φ)∂iΦ + Φ˙∂iΦ˙
)
=
∫ (
−∂iV (Φ) + 1
2
∂i(Φ˙Φ˙)
)
= 0, (4.88)
il nous reste a` montrer que ∫
−∆(Φ)∂iΦ = 0. (4.89)
En de´veloppant Φ sur les monoˆmes
Φ =
∑
p∈Zn
ΦpU
p, (4.90)
on obtient ∫
−∆(Φ)∂iΦ =
∑
p∈Zn
−(2π)2pip2ΦpΦ−p = 0 (4.91)
en changeant p en −p.
Lorsque µ = 0, on obtient
T 00 =
1
2
Φ˙Φ˙− 1
2
n∑
i=1
∂iΦ∂iΦ + V (Φ). (4.92)
On en de´duit
d
dt
∫
T 00 = 0, (4.93)
apre`s avoir e´limine´ Φ¨ a` l’aide des e´quations du mouvement. 
Le second type de syme´trie que nous allons discuter ici sont les syme´tries discre`tes. Celles-
ci sont l’analogue non commutatif des transformations modulaires du tore usuel, de´finies par
l’action du groupe SL2(Z) sur le tore de dimension deux que nous identifions a` R
2/Z2.
Ces transformations s’e´tendent en ge´ome´trie non commutative de la manie`re suivante. A
toute matrice a` coefficients entiers de la forme,
(
a b
c d
)
, avec ad− bc = 1, (4.94)
on associe l’application de Aθ dans elle-meˆme donne´e par
U1 7→ V1 = Ua1U b2 et U2 7→ V2 = Uc1Ud2. (4.95)
En utilisant la relation ad−bc = 1, il est facile de voir que V1 et V2 satisfont les meˆmes relations
de commutation que U1 et U2. De plus, cette matrice est inversible dans SL2(Z), ce qui prouve
que l’application pre´ce´dente est un automorphisme de Aθ et correspond a` une syme´trie du tore
non commutatif.
En dimension supe´rieure, toutes les transformations de SLn(Z) ne de´finissent pas des au-
tomorphismes de Aθ. En effet, si M est une matrice de SLn(Z), alors, par analogie avec la
dimension 2, nous de´finissons une application de Aθ dans elle meˆme par
Up 7→ V p = UMp ∀ p ∈ Zn. (4.96)
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Proposition 4.1.12 L’application Up 7→ V p est un automorphisme si et seulement si M tθM−
θ ∈Mn(Z).
De´monstration:
Il suffit de remarquer que V pV q = UMpUMq = e2ipiθ(Mp,Mq)Up+q, ce qui implique que V p et Up
satisfont aux meˆmes relations de commutation si et seulement si e2ipiθ(Mp,Mq) = e2ipiθ(p,q). Cela
e´quivaut a` dire que θ(Mp,Mq)− θ(p, q) ∈ Z quelque soient p et q, ce qui prouve la proposition
pre´ce´dente. 
Cette de´monstration nous montre aussi qu’il y a un isomorphisme entre les alge`bres Aθ et
AMθ. La re´ciproque est une question non re´solue en dimension n ≥ 3 [R4] : A quelles condi-
tions sur θ et θ′ les alge`bres Aθ et Aθ′ (ou leurs fermetures normiques) sont-elles isomorphes ?
Certaines avance´es concernant la Morita-e´quivalence de ces alge`bres peuvent eˆtre trouve´es dans
[Schw].
Enfin, signalons que ces trois types d’autmorphismes (automorphismes inte´rieurs, transla-
tions et automorphismes discrets) ainsi que leurs produits forment l’ensemble des automor-
phismes de Aθ dans un certain nombre de cas [R4]. Cette remarque exclut la possibilite´ d’avoir
suffisamment d’automorphismes pour de´velopper une the´orie de la gravitation, ces automor-
phismes devant jouer le roˆle des diffe´omorphismes du tore usuel.
4.2 The´orie de Yang-Mills
4.2.1 Les champs de jauge
Nous allons maintenant aborder la construction des the´ories de jauge en utilisant le formal-
isme de´veloppe´ au cours du chapitre pre´cedent. Pour avoir des relations plus familie`res, nous
utilisons la notation dxµ1 ∧ . . .∧ dxµp pour de´signer les e´le´ments de base de l’espace des formes
diffe´rentielles.
Avant de commencer notre e´tude, signalons que la plupart des proprie´te´s de la the´orie de
Yang-Mills sur le tore non commutatif en dimension 2 ont e´te´ formule´es dans [CR] et dans [Sp]
en dimension supe´rieure. Cependant, cette formulation se base sur une toute autre de´finition de
la the´orie de Yang-Mills qui ne peut eˆtre ge´ne´ralise´e pour des triplets spectraux quelconques.
Nous allons reprendre cette e´tude a` l’aide du formalisme de´veloppe´ au cours du chapitre 1,
quitte a` rede´montrer des re´sultats connus.
Conside´rons un module projectif fini E a` droite sur A = Aθ. Sans perte de ge´ne´ralite´, nous
supposons que E est de la forme eAN , ou` e ∈ MN (A) satisfait a` e2 = e = e∗. De plus, la
structure hermitienne canonique de AN induit sur E une structure hermitienne.
Puisque Ω1D(A) est forme´ des e´le´ments de la forme ωµdxµ avec ωµ ∈ A et dxµ = iγµ, l’action
d’une connexion ∇ sur un e´le´ment quelconque eξ de E , avec ξ ∈ AN , s’e´crit
∇(eξ) = (e∂µ(eξ) + eAµeξ)⊗ dxµ, (4.97)
ou` Aµ ∈MN (A). Cette connexion est hermitienne si et seulement si la matrice Aµ est antiher-
mitienne, ce que nous supposons toujours eˆtre le cas.
En utilisant la relation
F = edede+ ed(eAe)e + eAeAe (4.98)
qui nous donne la courbure d’une connexion comme une matrice de 2-formes (cf §1.3.2), nous
pouvons, apre`s avoir identifie´ les 2-formes avec les produits totalement antisyme´triques, e´crire
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F sous la forme habituelle
F =
1
2
Fµνdx
µ ∧ dxν , (4.99)
avec
Fµν = e∂µe∂νe− e∂νe∂µe+ e∂µ(eAνe)e− e∂ν(eAµe)e+ [eAµe, eAνe]. (4.100)
Graˆce aux proprie´te´s des matrices de Dirac et a` la commutation des de´rivations, la courbure
peut aussi s’e´crire Fµν = [∇µ,∇ν ], ou` la de´rive´e covariante ∇µ : E 7→ E est de´finie par la
relation
∇(eξ) = ∇µ(eξ)⊗ dxµ (4.101)
pour tout ξ ∈ AN .
Lorsque A est commutative (ce qui e´quivaut a` θ ∈ Mn(Z)), il n’existe pas de projecteur
e ∈ A. En effet, un tel e´le´ment est une fonction lisse sur le tore ordinaire qui ne prend que les
valeurs 0 et 1, et qui ne peut eˆtre que constante en vertu de la connexite´ du tore. Toutefois
lorsque A est non commutative, il est possible de de´finir des projecteurs non triviaux dans A
appele´s projecteurs de Power-Rieffel [R1].
Soient V1 et V2 deux e´le´ments unitaires (par exemple des monoˆmes U
p et U q) de A satis-
faisant a` la relation U1V2 = e
2ipiλV2V1 avec λ ∈]0, 1[. Pour toute fonction lisse f du cercle dans
R dont les coefficients de Fourier sont note´s ak, nous de´finissons f(U), pour U ∈ A, par la
relation
f(U) =
∑
k∈Z
akU
k. (4.102)
Soit alors
e = f(V1)V2 + g(V1) + (f(V1)V2)
∗ (4.103)
ou` f et g sont deux fonctions lisses sur le cercle. Il est facile de montrer qu’il existe une infinite´
de fonctions f et g telles que e soit un projecteur. En particulier [C1], on peut construire une
projection e telle que ∫
e = λ (4.104)
et
1
2iπ
∫
e(∂1e∂2e− ∂2e∂1e) = 1, (4.105)
ou` nous avons note´ ∂1 et ∂2 les deux de´rivations de´finies par ∂iVj = 2iπδijVi pour i, j ∈
{1, 2}. Nous utiliserons cette projection ulte´rieurement lorsque nous e´tudierons les proprie´te´s
topologiques des champs de Yang-Mills (cf §4.2.3).
Lorsque la matrice θ est rationnelle, nous avons vu (cf §4.1.1) que Aθ correspond a` un fibre´
sur le tore usuel dont la fibre est une alge`bre de matrices. Les fonctions de transition de ce
fibre´ sont simplement donne´es par la conjugaison par des matrices unitaires et constantes qui
de´terminent les lois de transformation des champs de jauge Aµ.
Ainsi, lorsque θ ∈ Mn(Q) la the´orie de jauge base´e sur le module trivial E = A est une
the´orie de jauge sur le tore ordinaire, avec un fibre´ non trivial ayant des fonctions de transition
constantes. L’e´tude de ce type de configurations sur le tore, avec des fonctions de transition
constantes ou non, a e´te´ initie´e dans [H] et est de´veloppe´e dans [Ba] et dans [LPR]. Nous
n’e´tudierons pas plus avant le cas rationnel mais nous garderons pre´sent a` l’esprit que lorsque θ
est rationnel la the´orie de jauge est une the´orie de jauge conventionelle sur le tore commutatif.
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4.2.2 Equations du mouvement et identite´s de Bianchi
Dans le cas du tore non commutatif, l’application
〈π(ω), π(η)〉 = Trω
(
π(ω)∗π(η)|D|−n
)
(4.106)
est un produit scalaire sur π(Ωp(A)) et le choix du repre´sentant totalement antisyme´trique
correspond a` une projection orthogonale sur le supple´mentaire orthogonal de π(J ) (cf §4.1.4).
Dans ce cas, l’action de Yang-Mills est donne´ par le carre´ de la norme de la courbure, et on
a
SYM [eAµe] = −1
2
∫
Tr (FµνF
µν) (4.107)
car
F =
1
2
Fµνdx
µ ∧ dxν = 1
4
Fµν [iγ
µ, iγν ] (4.108)
et
Tr ([iγµ, iγν ][iγρ, iγσ]) = 2[n/2] 4 (gµσgνρ − gµρgνσ) . (4.109)
Notons que le signe - dans l’action de Yang-Mills nous assure sa positivite´ ,car Fµν est antiher-
mitien.
Puisque nous connaissons explicitement la courbure en fonction du champ de jauge eAµe,
il est possible de de´terminer les e´quations du mouvement.
Proposition 4.2.1 eAµe est un point stationnaire de l’action de Yang-Mills si et seulement si
e∂µF
µνe + [eAµe, F
µν ] = 0, (4.110)
avec
Fµν = e∂µe∂νe− e∂νe∂µe+ e∂µ(eAνe)e− e∂ν(eAµe)e+ [eAµe, eAνe]. (4.111)
De´monstration:
La connexion de´finie par eAµe est un extremum de l’action si et seulement si
d
dt
SYM [eAµe + teδAµe]|t=0 = 0 (4.112)
pour tout δAµ. Au premier ordre en t, on a
SYM [eAµe + teδAµe]− SYM [eAµe] = tδS = −t
∫
Tr (FµνδF
µν) + o(t2) (4.113)
avec
δFµν = +e∂µ(eδAνe)e− e∂ν(eδAµe)e[eδAµe, eAνe] + [eAµe, eδAνe]
= e [∂µ + eAµe, eδAνe] e− e [∂ν + eAνe, eδAµe] e. (4.114)
En posant Dµ(a) = [∂µ + eAµe, a] pour a ∈MN (A), on a
δFµν = eDµ(eδAνe)e− eDν(eδAµe)e, (4.115)
ce qui donne, puisque
∫
est une trace ve´rifiant la re`gle d’inte´gration par parties,
δS = 2
∫
Tr (eDµF
µνeδAν) . (4.116)
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Puisque δS = 0 doit eˆtre vrai quelque soit δAν et que la trace est fide`le, on obtient
eDµF
µνe = 0, (4.117)
ce qui est bien le re´sultat annonce´. 
Dans le cas ge´ne´ral d’un triplet spectral quelconque, il est clair que la meˆme de´marche
ne peut eˆtre employe´e pour de´terminer les e´quations du mouvement car notre de´monstration
repose sur les trois particularite´s suivantes du tore non commutatif :
1. l’expression explicite de l’action en fonction du champ de jauge A,
2. la re`gle d’inte´gration par parties,
3. la fide´lite´ de la trace de´finie par l’inte´gration des fonctions.
Ce re´sultat nous permet de montrer que les connexions a` courbure constante, lorsqu’elle
existent [R3], sont des solutions des e´quations de Yang-Mills.
Proposition 4.2.2 Si le module E admet une connexion a` courbure constante, i.e. Fµν = fµνe
avec fµν ∈ C, alors cette connexion est solution des e´quations du mouvement et on a
fµν =
∫
Tr(e∂µe∂νe− e∂νe∂µe)∫
Tre
(4.118)
qui ne de´pend que de la classe de E dans le groupe K0(A).
De´monstration:
Si eAµe est une connexion a` courbure constante, alors e∂µF
µνe = fµνe∂µee=0 car e
2 = e donne
par de´rivation e(∂µe)e = 0. De plus, [eAµe, F
µν ] = fµν [eAµe, e] = 0, ce qui prouve que eAµe
satisfait aux e´quations du mouvement.
Puisque la courbure est Fµν = fµνe, on a
fµνe = Fµν
= e∂µe∂νe− e∂νe∂µe+ e∂µ(eAνe)e− e∂ν(eAµe)e+ [eAµe, eAνe]. (4.119)
En utilisant les proprie´te´s de
∫
Tr (inte´gration par parties et proprie´te´ de trace), on obtient
fµν
∫
Tre =
∫
Tr(e∂µe∂νe− e∂νe∂µe), (4.120)
d’ou`
fµν =
∫
Tr(e∂µe∂νe− e∂νe∂µe)∫
Tre
. (4.121)
Enfin, les applications φ0 et φ2 de´finies par
φ0(a0) =
∫
Tr(a0)
φ2(a0, a1, a2) =
∫
Tr (a0(∂1a1∂2a2 − ∂2a1∂1a2)) (4.122)
pour tous a0, a1, a2 ∈ A sont des cocycles cycliques. En conse´quence, φ0(e) et φ2(e, e, e) ne
de´pendent que de la classe du projecteur e dans le groupe K0(A). 
En fait, la dernie`re partie de ce re´sultat s’e´tend sans difficulte´ a` des connexions qui ne sont
pas ne´cessairement a` courbure constante :
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Proposition 4.2.3 Si E = eAN est un module ayant une connexion dont la courbure est Fµν ,
alors ∫
TrFµν =
∫
Tr (e(∂1e∂2e− ∂2e∂1e)) (4.123)
ne de´pend que de la classe de e dans K0(A).
Par conse´quent, nous pouvons interpre´ter
∫
TrFµν comme une quantite´ topologique, car elle
ne de´pend pas du choix de la connexion Aµ et est stable par de´formation..
Dans le cas commutatif, il est connu [LPR] que les quantite´s
1
2iπ
∫
TrFµν (4.124)
sont des nombres entiers. L’exemple suivant nous montre que ce n’est pas le cas en ge´ome´trie
non commutative, meˆme si ces nombres apparaissent comme des couplages entre la K-the´orie
et la cohomologie cyclique.
Exemple 4.2.1
Conside´rons le tore non commutatif de dimension 4 de´fini par la matrice
θ =


0 θ′ 0 0
−θ′ 0 0 0
0 0 0 −θ′′
0 0 θ′′ 0

 , (4.125)
avec θ′, θ′′ ∈]0, 1[.
Dans l’alge`bre engendre´e par les unitaires U1 et U2 (resp. U3 et U4), nous de´finissons, graˆce
a` la construction de Power-Rieffel, un projecteur e′ (resp. e′′) satisfaisant aux relations
∫
e′ = θ′
et
∫
e′(∂1e
′∂2e
′ − ∂2e′∂1e′) = 2iπ (resp. ∫ e′′ = θ′′ et ∫ e′′(∂3e′′∂4e′′ − ∂4e′′∂3e′′) = 2iπ).
Puisque e′ et e′′ commutent, e = e′e′′ est un projecteur dans Aθ qui ve´rifie
1
2iπ
∫
TrFµν =
1
2iπ
∫
Tr (e(∂µe∂νe− ∂νe∂µe)) = θµν , (4.126)
qui n’est pas entier en ge´ne´ral. Bien entendu, en prenant e = e′ ou e = e′′, 1
2ipi
∫
TrFµν est entier.
Cette construction se ge´ne´ralise en dimension supe´rieure pour des matrices θ qui sont diago-
nales par blocs. Aussi 1
2ipi
∫
TrFµν n’est-il pas ne´cessairement entier lorsque n ≥ 4, contrairement
au cas commutatif.
Toutefois, nous allons montrer (cf §4.2.4) qu’en dimension 4,
1
32π2
ǫµνρσ
∫
Tr(FµνFρσ) (4.127)
est toujours entier. 
Terminons par l’e´tude des identite´s de Bianchi.
Proposition 4.2.4 Sur le tore non commutatif, les identite´s de Bianchi s’e´crivent
[∇, F ] = (e∂µ(Fρσ) + [eAµe, Fρσ]) dxµ ∧ dxρ ∧ dxσ = 0. (4.128)
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De´monstration:
Rappelons que l’identite´ de Bianchi est de´finie comme e´tant la relation [∇, F ] = 0 entre 3-formes
a` valeurs matricielles.
En utilisant les notations habituelles, l’action de F sur eξ ∈ eAN s’e´crit
F (eξ) = Fρσξdx
ρ ∧ dxσ. (4.129)
Puisque ∇(eξ) = (e∂µ(eξ) + eAµeξ)⊗ dxµ, on en de´duit que
[∇, F ]eξ = (e∂µ(Fρσ)e+ [eAνe, Fρσ]) ξ ⊗ dxµ ∧ dxρ ∧ dxσ = 0, (4.130)
ce qui est bien le re´sultat anonce´. 
En dimension 4, ǫµνρσdx
ν ∧ dxρ ∧ dxσ forment une base de l’espace des 3-formes pour µ =
1, . . . , 4, ce qui nous permet d’e´crire l’identite´ de Bianchi de la manie`re suivante,
ǫµνρσ (e∂νFρσe + [eAνe, Fρσ]) = 0. (4.131)
Cela donne, en posant F˜ µν = 1/2ǫµνρσFρσ,
e∂µF˜
µνe+
[
eAµe, F˜
µν
]
= 0. (4.132)
La comparaison de ces relations avec les e´quations du mouvement,
e∂µF
µνe + [eAµe, F
µν ] = 0, (4.133)
nous montre que toute connexion self-duale, i.e. telle que F˜µν = Fµν , est automatiquement
solution des e´quations du mouvement, en comple`te analogie avec le cas classique.
4.2.3 Le spectre de dimension du tore non commutatif
En vue d’appliquer le the´ore`me local de l’indice, nous devons e´tudier le spectre de dimension
du tore non commutatif. Rappelons d’abord le re´sultat suivant [CM1].
Proposition 4.2.5 Le spectre de dimension d’une varie´te´ compacte de dimension n munie
d’une structure de spin est simple et inclus dans {0, 1, . . . , n}.
En particulier, cela implique que le spectre de dimension du tore usuel est inclus dans
{0, 1, . . . , n}. Montrons que ce re´sultat reste valide dans le cas non commutatif.
Proposition 4.2.6 Le spectre de dimension du tore non commutatif de dimension n, muni de
l’ope´rateur de Dirac iγµ∂µ, est simple et inclus dans {0, 1, . . . , n}.
De´monstration:
Par de´finition du spectre de dimension, nous devons montrer que la fonction
ζm1,...,mrb1,...,br (z) = Tr
(
δm1(b1) . . . δ
mr(br)|D|−2z
)
, (4.134)
avec bi ∈ B, B de´signant l’alge`bre engendre´e par π(A) et [D, π(A)], et ou` δ(b) = [|D|, b], qui
est holomorphe pour ℜ(z) assez grand, se prolonge analytiquement sur le plan complexe prive´
de {0, 1, . . . , n}.
Malheureusement, cette de´monstration est assez longue et nous nous contentons d’en donner
les principales e´tapes.
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1. Puisque [D, π(a)] = iγµ∂µa pour tout a et que |D| est un ope´rateur scalaire (il est diagonal
dans l’espace C2
[n/2]
sur lequel les matrices de Dirac sont repre´sente´es), on se´pare la trace
sur les matrices de Dirac pour se ramener au cas bi ∈ A.
2. On commence par e´tudier le cas ou` tous les bi sont des monoˆmes de base U
i. A un facteur
de phase pre`s, c’est la meˆme chose que dans le cas commutatif. En utilisant [G]
|D|−2z = 1
Γ(z)
∫ ∞
0
tz−1e−tD
2
dt, (4.135)
on rame`ne le probleme a` la de´termination d’un de´veloppement asymptotique de
1
Γ(z)
∫ ∞
0
tz−1Tr
(
δm1(Up1) . . . δmr(Upr)e−tD
2
)
dt (4.136)
lorsque t→ 0.
3. On montre que les coefficients du de´veloppement asymptotique pre´ce´dent ont une crois-
sance au plus polynomiale en p1, . . . , pr, ce qui nous permet de donner un de´veloppement
asymptotique de
1
Γ(z)
∫ ∞
0
tz−1Tr
(
δm1(b1) . . . δ
mr(br)e
−tD2
)
dt. (4.137)
4. On conclut en utilisant la meˆme me´thode que dans [G] pour prolonger analytiquement
les fonctions pre´ce´dentes.

Cela nous permet d’appliquer la formule locale de l’indice pour montrer l’inte´gralite´ de la
borne infe´rieure de l’action de Yang-Mills ainsi que l’invariance de jauge de l’action de Chern-
Simons a` un multiple entier de 2iπ pre`s.
4.2.4 Une application du the´ore`me de l’indice en dimension 4
Lorsqu’un triplet spectral de dimension 4 satisfait a` la condition de fermeture, nous avons
montre´ (cf §1.3.4 ) que l’action de Yang-Mills admet une borne infe´rieure donne´e par∫
−γTr (edededede) = ǫµνρσ
∫
Tr (e∂µe∂νe∂ρe∂σe) . (4.138)
Dans le cas commutatif, cette quantite´ est un nombre entier que multiplie une constante
nume´rique. En appliquant la formule locale de l’indice, nous allons montrer que ce re´sultat
d’inte´gralite´ est encore valide pour le tore non commutatif de dimension 4.
Proposition 4.2.7 ∫
−γTr (edededede) ds4 = 8π2n. (4.139)
avec n ∈ Z
De´monstration:
Puisque le tore non commutatif de dimension 4 a un spectre de dimension simple et contenu
dans {0, 1, 2, 3, 4}, nous pouvons lui appliquer le the´ore`me de l’indice (cf §1.4.3), ce qui montre
que
φ0(e)− 2φ2(e, e, e) + 12φ4(e, e, e, e, e) (4.140)
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est un entier si e ∈ MN(A) est une projection hermitienne. Bien entendu, nous appliquons
le the´ore`me de l’indice au triplet spectral (MN (A),H ⊗ CN ,D ⊗ IN ), qui a meˆme spectre de
dimension que (A,H,D).
Etant donne´ que le spectre de dimension est simple, les cochaines φ0, φ2 et φ4 sont de´finies
par
φ0 = Res
z=0
1
z
Tr (γa0|D|−2z) (4.141)
φ2(a0, a1, a2) =∑
0≤k1+k2≤2
(−1)k1+k2(k1+k2)!
(k1+1)(k1+k2+2)
Res
z=0
Tr
(
γa0(da1)
k1(da2)
k2 |D|−2(k1+k2+1+z)
)
(4.142)
φ4(a0, a1, a2, a3, a4) =
1
24
Res
z=0
Tr (γa0da1da2da3da4|D|−4−2z) , (4.143)
ou` (da)k = ∇k(da) avec ∇(da) = [D2, da].
Pour e´valuer les traces pre´ce´dentes, nous nous plac¸ons dans la base (Up⊗ ǫi⊗ea) forme´e des
produits tensoriels des monoˆmes de Fourier Up, d’une base (ǫi)1≤i≤4 de l’espace C
4 sur lequel
les matrices de Dirac agissent et d’une base orthonormale (ea)1≤a≤N de l’espace C
N muni de sa
structure hermitienne canonique. Puisque γ = γ5 et [D, π(a)] = iγµ∂µa pour tout a ∈ A, nous
allons se´parer la trace sur les vecteurs de base de C2
[n/2]
de la trace sur les autre vecteurs. Par
un abus de notations, nous noterons de la meˆme manie`re toutes les traces. De plus nous notons
∆ = D2 l’analogue du laplacien, qui n’agit que sur les vecteurs Up. Enfin, tout ope´rateur de
multiplication par un e´le´ment deMN (A) n’agit que sur Up et ea, son action sur ǫi e´tant triviale.
Puisque γ = γ5 et Tr(γ5) = 0, on a pour ℜ(z) assez grand
Tr
(
γa0|D|−2z
)
= Tr(γ5)Tr
(
a0∆
−z
)
= 0 (4.144)
ce qui implique que φ0(e) = 0. De meˆme, pour ℜ(z) assez grand,∑
k1+k2≤2
(−1)k1+k2 (k1+k2)!
(k1+1)(k1+k2+2)
Tr (γ5γµγν)Tr
(
a0(∂µa1)
k2(∂νa2)
k2 |∆|−(k1+k2+1+z)
)
= 0
car Tr (γ5γµγν) = 0. On en de´duit que φ2(e, e, e) = 0. Enfin, pour ℜ(z) assez grand,
Tr (γa0da1da2da3da4|D|−4−2z) =
Tr (γ5γµγνγργσ)Tr (a0∂µa1∂νa2∂ρa3∂σa4∆
−2−z) =
−4ǫµνρσTr (a0∂µa1∂νa2∂ρa3∂σa4∆−2−z) , (4.145)
puisque γ5 = −γ1γ2γ3γ4. Pour e´valuer Tr (a0∂µa1∂νa2∂ρa3∂σa4∆−2−z), nous nous plac¸ons dans
la base Up ⊗ ea. Cette base est orthonormale pour le produit scalaire
〈Up ⊗ ea, U q ⊗ eb〉 =
∫
(Up∗U q)Tr
(
ea∗eb
)
, (4.146)
ce qui implique que si A ∈MN (A) est une matrice agissant par multiplication sur AN et ∆ est
le Laplacien ve´rifiant ∆Up = 4π2p2Up, on a
〈Up ⊗ ea, A∆−2−z(Up ⊗ ea)〉 =
(4π2p2)−2−z
∫
(Up∗Tr(ea∗Aea)Up) =
(4π2p2)−2−z
∫
Tr(ea∗Aea), (4.147)
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ou` Tr(A) de´signe la trace de la matrice A a` valeurs dans A. On en de´duit que
Tr (a0∂µa1∂νa2∂ρa3∂σa4∆
−2−z) =∑
p,a
(4π2p2)−2−z
∫
Tr (ea∗a0∂µa1∂νa2∂ρa3∂σa4e
a) =
Tr(∆−2−z)
∫
Tr (a0∂µa1∂νa2∂ρa3∂σa4) .
Tr(∆−2−z) =
∑
p(4π
2p2)−2−z est la fonction ζ usuelle associe´e au laplacien sur le tore euclidien.
Cette fonction se prolonge analytiquement sur C prive´ de l’origine et on a [G]
Res
z=0
Tr(∆−2−z) =
1
16π2
. (4.148)
On en de´duit que
φ4(a0, a1, a2, a3, a4) =
1
96π2
ǫµνρσ
∫
Tr (a0∂µa1∂νa2∂ρa3∂σa4) . (4.149)
Puisque φ0 et φ2 sont nuls, le the´ore`me de l’indice nous montre que 12φ4(e, e, e, e, e) ∈ Z, ce qui
prouve que
1
8π2
ǫµνρσ
∫
Tr (e∂µe∂νe∂ρe∂σe) = n (4.150)
est un entier.
Etant donne´ que ∫
−γ (edededede) ds4 = ǫµνρσ
∫
Tr (e∂µe∂νe∂ρe∂σe) , (4.151)
on a ∫
−γ (edededede) ds4 = 8π2n. (4.152)

Cela nous montre que l’action de Yang-Mills est minore´e par 8π2|n|,∫
Tr (FµνF
µν∗) ≥ 16π2|n|, (4.153)
avec n entier. Ce re´sulat est tout-a`-fait similaire a` celui que l’on obtient dans le cas commutatif.
4.2.5 Invariance de jauge de l’action de Chern-Simons
De manie`re tout-a`-fait analogue, nous allons e´tudier l’action de Chern-Simons sur le tore
non commutatif de dimension 3. Commenc¸ons par rappeler que pour un triplet spectral de
dimension 3 satisfaisant a` la condition de fermeture, l’action de Chern-Simons est (cf §1.3.5)
SCS[A] =
k
4π
∫
−Tr (K1) ds3, (4.154)
ou` A est une 1-forme hermitienne a` valeurs matricielles et K1 est un repre´sentant quelconque
de la forme de Chern-Simons
K = AdA+
2
3
A3. (4.155)
Notons que nous avons introduit un facteur k/4π supple´mentaire par rapport a` la de´finition
donne´e dans 1.3.5, ou` k est un nombre re´el. Ce coefficient est une constante de couplage, dont
l’inte´reˆt apparaˆıtra ulte´rieurement.
Dans le cas du tore non commutatif, cette de´finition se simplifie car on peut construire
explicitement la forme K.
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Proposition 4.2.8 L’action de Chern-Simons est donne´e par
SCS[Aµ] =
k
4π
ǫλµν
∫
Tr
(
Aλ∂µAν +
2
3
AλAµAν
)
. (4.156)
De´monstration:
Avec les notation usuelles, on a
A = Aµdx
µ, (4.157)
d’ou`
K =
(
Aλ∂µAν +
2
3
AλAµAν
)
dxλ ∧ dxµ ∧ dxν , (4.158)
apre`s avoir identifie´ K avec son repre´sentant totalement antisyme´trique.
Les matrices de Dirac en dimension 3 n’e´tant autres que les matrices de Pauli, on a
dxµ ∧ dxν ∧ dxν = 1
6
∑
σ∈S3
ǫ(σ)iγσ(λ)iγσ(µ)iγσ(ν) = ǫλµν . (4.159)
La normalisation de
∫
− e´tant choisie de manie`re a` e´liminer tous les facteurs nume´riques, on a
k
4π
∫
−Kds3 = k
4π
ǫλµν
∫
Tr
(
Aλ∂µAν +
2
3
AλAµAν
)
. (4.160)

Le comportement de cette action sous une transformation de jauge est analogue au cas
classique.
Proposition 4.2.9 Sous une transformation de jauge Aµ → uAµu−1+u∂µu−1 avec u ∈MN(A)
unitaire, l’action devient
SCS[uAµu
−1 + u∂µu
−1] = SCS[Aµ] +
k
12π
ǫλµν
∫
Tr
(
u∂λu
−1u∂µu
−1u∂νu
−1
)
(4.161)
avec
ǫλµν
∫
Tr
(
u∂λu
−1u∂µu
−1u∂νu
−1
)
= 24π2n, (4.162)
ou` n est un entier.
De´monstration:
Pour montrer la premie`re partie de ce re´sultat, il suffit de remarquer que le tore non commutatif
de dimension 3 satisfait a` la condition de fermeture. Les re´sultats ge´ne´raux sur l’action de
Chern-Simons (cf §1.3.5) nous permettent alors d’e´crire
SCS[uAu
−1 + udu−1] = SCS[A] +
k
12π
∫
−
(
udu−1
)3
ds3. (4.163)
En choisissant le repre´sentant totalement antisyme´trique de (udu−1)3, on obtient
k
12π
∫
−
(
udu−1
)3
ds3 =
k
12π
ǫλµν
∫
Tr
(
u∂λu
−1u∂µu
−1u∂νu
−1
)
, (4.164)
ce qui est bien le re´sultat annonce´.
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Pour montrer la quantification de cette quantite´, nous allons employer le the´ore`me de l’indice
en dimension 3. Puisque le spectre du tore non commutatif est simple, le the´ore`me de l’indice
nous montre que
n = τ0(u[D, u−1]|D|−1)− 1
4
τ0
(
u
[
D2, [D, u−1]
]
|D|−3
)
+
1
8
τ0
(
u
[
D2,
[
D2, [D, u−1]
]]
|D|−5
)
− 1
12
τ0
(
u[D, u−1][D, u][D, u−1]|D|−3
)
(4.165)
est un entier car c’est l’indice d’un ope´rateur de Fredholm. τ0 est le re´sidu de la trace ordinaire
de´fini par
τ0(P ) = Res
z=0
Tr
(
P|D|−2z
)
(4.166)
pour tout P appartenant a` l’alge`bre engendre´e par π(A), [D, π(A)] et |D|.
Pour calculer ces re´sidus, nous allons employer essentiellement les meˆmes me´thodes que
dans la section pre´ce´dente. Bien entendu, nous travaillons avec le triplet spectral (MN (A),H⊗
CN ,D⊗IN ) obtenu en conside´rant une alge`bre de matrices a` valeur dans le tore non commutatif.
Introduisons la base Up ⊗ ǫi ⊗ ea forme´e des monoˆmes de Fourier Up, de la base canonique de
l’espace C2 sur lequel les matrices de Pauli agissent et de la base canonique CN . Cette base est
orthonormale pour le produit scalaire
〈U q ⊗ ǫj ⊗ eb, Up ⊗ ǫi ⊗ ea〉 = Tr
(
ǫi∗ǫj
)
Tr
(
ea∗eb
) ∫
(Up∗Uq) . (4.167)
En dimension 3 les matrices de Dirac sont simplement les matrices de Pauli que nous notons
toujours γµ pour µ = 1, 2, 3. Pour tout unitaire u ∈ MN (A) on a du−1 = iγµ∂µu−1, ou` ∂µu−1
est la matrice obtenue en faisant agir la de´rivation ∂µ sur chacun des coefficients de u
−1. Pour
ℜ(z) assez grand, Tr (u[D, u−1]|D|−2z) est bien de´fini et on a
Tr
(
u[D, u−1]|D|−2z
)
= iTr (γµ)
∑
p
∫ (
Up∗Tr
(
u∂µu
−1
)
Up
) (
4π2p2
)−z
= 0 (4.168)
car Tr(γµ) = 0. Par conse´quent, cette fonction se prolonge analytiquement en la fonction nulle
sur tout le plan complexe et son re´sidu est nul. Donc a
τ0
(
u[D, u−1]|D|−1
)
= 0. (4.169)
De la meˆme manie`re, on montre que
τ0 (u [D2, [D, u−1]] |D|−3) = 0,
τ0 (u [D2, [D2, [D, u−1]]] |D|−5) = 0. (4.170)
En effet, pour ℜ(z) assez grand, les traces de´finissant ces re´sidus sont bien de´finies, et conti-
ennent en facteur un terme du type Tr(γµ) car D2 est un ope´rateur scalaire dans l’espace sur
lequel agissent les matrices de Pauli. Ces traces sont donc identiquement nulles pour ℜ(z) assez
grand et se prolongent analytiquement sur le plan complexe tout entier.
Reste a` e´valuer
τ0
(
u[D, u−1][D, u][D, u−1]|D|−3
)
= Res
z=0
Tr
(
u[D, u−1][D, u][D, u−1]|D|−3−2z
)
. (4.171)
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Lorsque ℜ(z) est assez grand, cette trace est bien de´finie et on a, en utilisant la base pre´ce´dente,
Tr (u[D, u−1][D, u][D, u−1]|D|−3−2z) =∑
p∈Z3
Tr
(
iγλiγµiγν
) ∫
(Up∗Tr (u∂λu
−1∂µu∂νu
−1)Up) |4π2p2|−3/2−z
= 2ǫλµν
∫
Tr (u∂λu
−1∂µu∂νu
−1)Tr
(
∆−3/2−z
)
, (4.172)
ou` ∆ est le laplacien usuel sur le tore commutatif de dimension 3 muni de la me´trique euclidi-
enne. Ses valeurs propres sont 4π2p2 et la trace est e´value´e dans la base de modes de Fourier.
La fonction z 7→ Tr (∆−z) est holomorphe sur C prive´ de 3/2 et son re´sidu est donne´ par [G]
Res
z=0
Tr
(
∆−3/2−z
)
=
1
4π2
. (4.173)
On en de´duit que
τ0
(
u[D, u−1][D, u][D, u−1]|D|−3
)
=
1
2π2
ǫλµν
∫
Tr
(
u∂λu
−1∂µu∂νu
−1
)
. (4.174)
E´tant donne´ que ce terme est le seul terme non trivial apparaissant dans le the´ore`me de l’indice,
1
12
τ0
(
u[D, u−1][D, u][D, u−1]|D|−3
)
(4.175)
est un entier, ce qui prouve que
ǫλµν
∫
Tr
(
u∂λu
−1∂µu∂νu
−1
)
= 24π2n (4.176)
avec n entier. 
Par conse´quent, si k est un entier la fonction eiSCS [Aµ] est invariante de jauge car sous une
transformation de jauge
iSCS[Aµ]→ iSCS[Aµ] + 2ikπ. (4.177)
Cela implique que la fonction de partition du tore non commutatif
Z(Aθ) =
∫
[DAµ] eiSCS [Aµ] (4.178)
est bien de´finie apre`s fixation de la jauge.
Pour e´valuer cette inte´grale fonctionnelle, on se place en ge´ne´ral dans l’approximation semi-
classique : on e´crit le champ Aµ sous la forme A
0
µ + Bµ, ou` A
0
µ est un champ satisfaisant
aux e´quations du mouvement. On de´veloppe alors l’action au second ordre en Bµ, en incluant
les termes de fixation de jauge, et on re´gularise l’inte´grale fonctionnelle sur Bµ en utilisant
l’invariant η [Wi].
Bien que nous n’allons pas effectuer ce calcul ici, cherchons les points critiques de l’action
de Chern-Simons.
Proposition 4.2.10 Les points critiques de l’action de Chern-Simons sont les connexions a`
courbure nulle.
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De´monstration:
Par de´finition, le champ de jauge Aµ est un point critique si et seulement si
d
dt
SCS[Aµ + tδAµ]|t=0 = 0 (4.179)
pour toute 1-forme hermitienne δAµ a` valeurs matricielles. Pour exprimer cette condition, nous
faisons un de´veloppement limite´ au premier ordre en t de
SCS[Aµ + tδAµ]|t=0. (4.180)
On a
ǫλµν (Aλ + tδAλ) ∂µ (Aν + tδAν) =
ǫλµνAλ∂µAν + t (Aλ∂µδAν + δAλ∂µAν) +O(t
2) (4.181)
ainsi que
ǫλµν (Aλ + tδAλ) (Aµ + tδAµ) (Aν + tδAν) =
ǫλµνAλAµAν + tǫ
λµν (δAλAµAν + AλδAµAν + AλAµδAν) +O(t
2). (4.182)
En utilisant les proprie´te´s de trace de
∫
Tr, on obtient
SCS[Aµ + tδAµ] = SCS[Aµ] + tǫ
λµν
∫
Tr (δAλFµν) , (4.183)
avec
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]. (4.184)
Puisque la trace est fide`le, le coefficient en t s’annule pour tout δAλ si et seulement si Fµν = 0,
ce qui prouve le re´sultat annonce´. 
Cela ache`ve notre discussion des proprie´te´s classiques des the´ories de jauge sur le tore non
commutatif.
4.3 Syme´trie BRS et re`gles de Feynman
4.3.1 Ge´ne´ralite´s
Nous allons terminer en abordant l’e´tude de la quantification de la the´orie de Yang-Mills sur
le tore non commutatif. Notre approche est essentiellement perturbative et nous de´velopperons
tous les outils usuels de la the´orie des champs : fixation de jauge, syme´trie BRS et diagrammes
de Feynman. Nous adoptons pour la the´orie de Yang-Mills sur le tore non commutatif la meˆme
de´marche que pour une the´orie des champs ordinaire, ceci e´tant justifie´ par le fait que si θ est
une matrice a` coefficients rationnels, nous obtenons une the´orie de Yang-Mills ordinaire.
Nous nous limitons a` la the´orie la plus simple qui consiste a` prendre le module projectif
trivial E = A, meˆme si la discusssion se ge´ne´ralise facilement a` E = AN . La connexion la plus
ge´ne´rale sur ce module est donne´e par
∇(ξ) = (∂µξ + gAµξ)⊗ dxµ (4.185)
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pour tout ξ ∈ A. g > 0 est une constante de couplage et cette connexion est suppose´e compatible
avec la me´trique, ce qui e´quivaut a` dire que (Aµ)
∗ = −Aµ.
Les transformations de jauge sont donne´es par les unitaires u ∈ A qui agissent sur ∇ par
u∇u−1, ce qui nous donne la loi de transformation du champ de jauge
Aµ 7→ uAµu−1 + 1
g
u∂µu
−1. (4.186)
Pour de´velopper la the´orie quantique des champs, nous nous plac¸ons dans l’espace des
impulsions. Par conse´quent, nous de´veloppons tous les champs sur les modes de Fourier Up,
Aµ =
∑
p∈Zn
ApµU
p (4.187)
avec A
p
µ = −A−pµ car (Aµ)∗ = −Aµ et (Up)∗ = U−p.
Pour simplifier nos notations, nous multiplions θ par π ce qui implique que la re`gle de
multiplication s’e´crit simplement UpU q = eiθ(p,q)Up+q. Puisque ∂µU
p = 2iπpµU
p et [Up, U q] =
2i sin θ(p, q), la courbure
Fµν =
1
g
[∂µ + gAµ, ∂ν + gAν] = ∂µAν − ∂νAµ + g [Aµ, Aν ] (4.188)
se de´veloppe en se´rie
Fµν =
∑
p∈Zn
F pµνU
p (4.189)
avec
F pµν = 2iπpµA
p
ν − 2iπpνApµ + g
∑
q+r=p
2i sin θ(q, r)AqµA
r
ν . (4.190)
Nous avons vu (cf §4.2.2) que l’action de Yang-Mills est donne´e par
SYM = −1
2
∫
FµνF
µν . (4.191)
Afin de retrouver l’e´lectrodynamique sur le tore lorsque θ = 0, nous changeons la normalisation
de l’action de Yang-Mills que nous prenons dore´navant comme e´tant e´gale a`
SYM [Aµ] = −1
4
∫
FµνF
µν . (4.192)
Bien entendu, cette action est invariante sous les transformations de jauge de´termine´es par les
unitaires de A.
Tout comme en the´orie de Yang-Mills ordinaire, nous conside´rons un syste`me dynamique
dont les variables de configuration sont les champs Aµ, ou de fac¸on e´quivalente ses composantes
Apµ dans la base de Fourier, et dont la dynamique est gouverne´e par l’action de Yang-Mills. Pour
eˆtre plus rigoureux, nous devrions conside´rer l’alge`bre des fonctions sur le tore non commutatif
de dimension n − 1 auxquelles on adjoint une de´pendance temporelle. Nous obtenons ainsi
une the´orie de Yang-Mills non commutative forme´e avec l’alge`bre Aθ ⊗ C∞(R), ou` C∞(R)
est l’alge`bre des fonctions lisses sur R et nous conside´rons les composantes de Aµ comme des
fonctions de´pendant du temps. L’action de Yang-Mills permet alors de de´terminer les moments
conjugue´s de Apµ et nous quantifions la the´orie en remplac¸ant les variables A
p
µ et leurs moments
conjugue´s par des ope´rateurs dont les re`gles de commutation sont dicte´es par les crochets de
Poisson de la the´orie classique.
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A cause de la syme´trie de jauge, ce proce´de´ est tre`s complexe a` mettre en oeuvre. C’est
pourquoi nous adoptons un proce´de´ de quantification qui ne repose pas sur une the´orie hamil-
tonienne, mais fait appel a` la notion d’inte´grale de chemin. Dans notre contexte, cette dernie`re
est simplement donne´ par une ”somme sur toutes les variables de configurations” qui sont les
modes de Fourier Apµ. Nous e´crivons une telle somme comme un produit d’un grand nombre
d’inte´grales simples sur les nombres complexes Apµ et l’objet principal de notre e´tude est la
fonctionelle ge´ne´ratrice
Z[Jµ] =
∫
[DAµ]e−SYM [Aµ]+
∫
JµAµ, (4.193)
ou` Jµ ∈ Aθ est un e´le´ment antihermitien. Nous supposons aussi que Z[Jµ] est normalise´e par
Z[0] = 0 et nous cherchons a` de´terminer un de´veloppement perturbatif de Z[Jµ] en comple`te
analogie avec le cas commutatif.
Il est tre`s important de remarquer qu’au-dela` des apparentes similitudes avec la the´orie
classique, cet objet est tre`s diffe´rent, car nous ne pouvons pas interpre´ter Apµ comme les modes
de Fourier de champs de jauges de´finis au sens usuel. En effet, l’action que nous avons pour Apµ
et les syme´tries de jauge associe´es ne peuvent pas eˆtre, lorsque θ est non de´ge´ne´re´e, interpre´te´es
en the´orie des champs usuelle sans perdre le caracte`re local de la the´orie.
Il est e´galement remarquable que A0µ ne soit pas une variable dynamique. En effet, A
0
µ est la
composante de Aµ sur l’unite´ de Aθ, c’est donc un e´le´ment central qui annule les de´rivations.
Par conse´quent, la courbure Fµν ne de´pend pas des variables A
0
µ et la mesure [DAµ] est a`
conside´rer comme un produit de toutes les mesures dApµ sauf dA
0
µ. En conse´quence, les modes
ze´ro des champs de jauge disparaissent comple`tement de la the´orie, ce dont nous discuterons
ulte´rieurement lorsque nous aborderons l’e´tude des divergences infrarouges (cf §4.3.5).
La premie`re difficulte´e majeure que nous rencontrons est la fixation de jauge. En effet, a`
cause de la syme´trie de jauge, cette inte´grale fonctionnelle ne peut pas avoir de sens si nous
n’avons pas un proce´de´ nous pemettant de ne tenir compte qu’une seule fois des configurations
qui sont e´quivalentes sous les transformations de jauge.
4.3.2 La fixation de jauge
Conmmenc¸ons par se´parer dans l’action de Yang-Mills les termes quadratiques, cubiques et
quartiques.
−1
4
∫
FµνF
µν =
−1
4
∫
(∂µAν − ∂µAν + g[Aµ, Aν ]) (∂µAν − ∂µAν + g[Aµ, Aν ])
= −1
4
∫
(2∂µAν∂
µAν − 2∂µAν∂νAµ + 4g∂µAν [Aµ, Aν ] + g2[Aµ, Aν ][Aµ, Aν ])
= −1
4
∫
(−2Aν∂µ∂µAν + 2Aν∂µ∂νAµ + 4g∂µAν [Aµ, Aν ] + g2[Aµ, Aν ][Aµ, Aν ]) (4.194)
apre`s inte´gration par parties et utilisation de la proprie´te´ de trace de
∫
. En de´veloppant toutes
ces expressions a` l’aide des modes de Fourier, on en de´duit que
SYM [Aµ] = S
(2)
YM [Aµ] + S
(3)
YM [Aµ] + S
(4)
YM [Aµ], (4.195)
avec
S
(2)
YM [Aµ] =
(2iπ)2
2
(
p2gµν − pµpν
)
ApµA
−p
ν
S
(3)
YM [Aµ] = 2πg
∑
p,q,r
pµ sin θ(q, r)δ(p+ q + r)ApµA
q
νA
r
ρ
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S
(4)
YM [Aµ] = g
2
∑
p,q,r,s
gµρgνσ sin θ(p, q) sin θ(r, s)δ(p+ q + r + s)ApµA
q
νA
r
ρA
s
σ.
Seules les parties cubiques et quartiques de´pendent du parame`tre de de´formation θ, la partie
quadratique est similaire a` celle que nous rencontrons en e´lectrodynamique. Par conse´quent,
nous rencontrons ici le meˆme proble`me que pour l’e´lectrodynamique ou les the´ories de jauge en
ge´ne´ral : l’ope´rateur p2gµν − pµpν n’est pas inversible car (p2gµν − pµpν) pν = 0.
Pour rendre ce propagateur inversible, nous devons ”fixer la jauge” en suivant toutes les
e´tapes de la the´orie des champs usuelle. Nous introduisons la condition de jauge de Lorentz par
la relation ∂µA
µ = 0. Cela veut dire que la somme sur tous les champs Aµ apparaissant dans
l’inte´grale fonctionelle ne devra se faire que sur le repre´sentant de chaque orbite sous l’action
du groupe de jauge qui satisfait a` la condition ∂µA
µ = 0.
Ce proce´de´ nous permet d’isoler dans l’inte´grale fonctionelle un facteur infini e´gal au volume
du groupe de jauge. Pour cela, rappelons que si f est une fonction re´elle ayant un seul ze´ro
simple, on a ∫ ∞
−∞
dxf ′(x)δ (f(x)) = 1. (4.196)
Cela se ge´ne´ralise aux fonctions de´finies sur Rn en remplac¸ant la de´rive´e par le jacobien. Nous
utilisons cette meˆme identite´e en dimension infinie. Si u est un unitaire de A et Aµ un champ
de jauge, nous notons Auµ = uAµu
−1 + 1
g
u∂µu−1. Nous avons alors
∫
du∆FP
(
Auµ
)
δ
(
f
(
Auµ
))
= 1, (4.197)
avec f(Aµ) = ∂µA
µ et ∆FP
(
Auµ
)
est le jacobien de la transformation u 7→ f
(
Auµ
)
, appele´
de´terminant de Faddeev-Popov. du de´signe la mesure de Haar sur le groupe des unitaires de
A. Tout comme dans le cas classique, ce groupe n’est pas localement compact et cette mesure
n’existe pas. Cependant, cette approche est heuristique et nous nous contentons de montrer
que la the´orie des champs sur le tore non commutatif peut eˆtre de´veloppe´e de la meˆme manie`re
que la the´orie des champs habituelle.
La fonction de partition s’e´crit donc
Z =
∫
[DAµ]
∫
du∆FP
(
Auµ
)
δ
(
f
(
Auµ
))
e−SYM [Aµ]. (4.198)
En utilisant l’invariance sous la transformation de jauge Auµ 7→ Aµ, celle-ci se re´e´crit
Z =
∫
du
∫
[DAµ]∆FP (Aµ) δ (f (Aµ)) e−SYM [Aµ], (4.199)
ce qui nous permet d’isoler le volume
∫
du du groupe de jauge. Bien entendu, il peut y avoir
un proble`me d’ambigu¨ite´ de Gribov : il peut exister plusieurs solutions non e´quivalentes de
jauge de cette contrainte. Tout comme dans le cas classique, nous admettons que ces solutions
n’interviennent pas au niveau de la the´orie des perturbations et nous n’en tenons pas compte.
Pour e´valuer la fonction de partition a` l’aide de la the´orie des perturbation, nous devons
transformer l’e´criture de la fonction δ et du de´terminant de Faddeev-Popov.
Afin d’e´liminer la fonction δ, introduisons un champ auxiliaire B qui est un e´le´ment antiher-
mitien de A. Nous remplac¸ons la condition de jauge de Lorentz ∂µAµ = 0 par la condition plus
ge´ne´rale g∂µA
µ = B. On montre alors que la de´pendance du de´terminant de Faddeev-Popov
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en B correspond simplement a` un changement de jauge et apre`s normalisation par le facteur∫
du, la fonction de partition s’e´crit simplement
Z =
∫
[DAµ]∆FP
(
Auµ
)
δ (g∂µA
µ − B) e−SYM [Aµ]. (4.200)
Nous simplifions encore Z en inte´grant sur le champ auxiliaire B avec un poids gaussien
e
1
2α
g2
∫
B2 , ou` α est un re´el positif. Notre fonction de partition est donc
Z =
∫
[DAµ][DB]∆FP
(
Auµ
)
δ (g∂µA
µ − B) e−SYM [Aµ]+ 12αg2
∫
B2 , (4.201)
ce qui donne, apre`s avoir effectue´ l’inte´grale sur B,
Z =
∫
[DAµ][DB]∆FP
(
Auµ
)
δ (g∂µA
µ −B) e−SYM [Aµ]−SGF [Aµ], (4.202)
ou` le terme de fixation de jauge est donne´ par
SGF [Aµ] = − 1
2α
∫
(∂µA
µ)2 . (4.203)
Le de´terminant de Faddeev-Popov peut aussi se mettre sous la forme d’une inte´grale fonction-
nelle. En effet, c’est le jacobien de la transformation u 7→ ∂µAuµ, que l’on calcule au vosinage
de l’identite´. Si nous posons u = eω, alors au premier ordre en ω, on a
uAµu
−1 +
1
g
u∂µu
−1 = [ω,Aµ]− 1
g
∂µω. (4.204)
d’ou`
f(A) = g∂µ
(
uAµu
−1 +
1
g
u∂µu
−1
)
= g∂µ [ω,Aµ]− ∂µ∂µω, (4.205)
Si nous de´veloppons f(Aµ) et ω dans la base de Fourier, on obtient
f p(Aµ) =
∑
q+r=p
g2iπpµ2i sin θ(q, r)ωqArµ + 4π
2p2ωp. (4.206)
On en de´duit que le de´terminant de Faddeev-Popov est donne´ par
∆FP [Aµ] = detMp,q (4.207)
avec
Mp,q =
∂f p
∂ωq
= g2iπpµ2i sin θ(q, p− q)Ap−qµ − 4π2p2δ(p− q). (4.208)
Pour terminer, nous allons re´e´crire ce de´terminant en utilisant une inte´grale sur des variables de
Grassmann en suivant la me´thode de´veloppe´e lors de la quantification des the´ories de Yang-Mills
non abe´liennes,.
Remarquons que si C et C sont deux variables de Grassmann et M un nombre complexe,
alors on a ∫
dCdCe−CMC =M. (4.209)
Ce re´sultat se ge´ne´ralise en dimension n de la manie`re suivante. Si Ci et Cj sont un ensemble
de 2n variables deux a` deux anticommutantes et Mij une matrice complexe, on a
∫
Π
i
dCidCie
−
∑
i,j
CiMijCj
= detM. (4.210)
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En dimension infinie, nous e´crivons le de´terminant pre´ce´dent a` l’aide d’une inte´grale fonctionelle
∫
Π
p 6=0
dCpdCpe
−
∑
p,q
CpMpqCq
= ∆FP [Aµ], (4.211)
ou` Cp et Cq sont des variables de Grassmann, appele´s fantoˆmes de Faddeev-Popov, satisfaisant
aux relations d’anticommutation
CpCq + CqCp = 0
CpCq + CqCp = 0
CpCq + CqCp = 0. (4.212)
Bien entendu, il n’y a pas de mode ze´ro pour les fantoˆmes de Faddeev-Popov car ceux-ci
n’apparaissent pas dans Mp,q qui n’a pas de ligne p = 0 ou de colonne q = 0.
Pour simplifier notre e´criture, introduisons
C =
∑
p 6=0
CpU
p (4.213)
et
C =
∑
p 6=0
CpU
p (4.214)
et de´finissons les ope´rations
∫
, ∂µ et la multiplication par Aµ comme e´tant line´aires par rapport
a` Cp et Cq. En de´finissant l’action de Faddeev-Popov comme e´tant
SFP [Aµ, C, C] =
∑
p,q
CpMpqCq =
∫
C∂µ (∂µC + g[Aµ, C]) , (4.215)
on a
∆FP [Aµ] =
∫
[DC,C]e−SFP [Aµ,C,C], (4.216)
ce qui nous permet de re´e´crire la fonction de partition sous la forme
Z =
∫
[DAµ][DC][DC]e−S[Aµ,C,C] (4.217)
ou` S[Aµ, C, C] est l’action de Yang-Mills contenant les termes de fixation de jauge et l’action
de Faddeev-Popov
S[Aµ, C, C] = SYM [Aµ] + SGF [Aµ] + SFP [Aµ, C, C]. (4.218)
Il est important de noter que la partie quadratique en Aµ de cette action s’e´crit
S(2)[Aµ] =
1
2
∫
Aν∂µ∂
µAν −
(
1− 1
α
)
Aµ∂
µ∂νAν (4.219)
puisque
SGF [Aµ] = − 1
2α
∫
(∂µA
µ)2 =
1
2α
∫
Aµ∂
µ∂νAν (4.220)
apre`s inte´gration par parties.
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En composantes, cela s’e´crit
S
(2)
YM [Aµ] =
(2iπ)2
2
(
p2gµν −
(
1− 1
α
)
pµpν
)
ApµA
−p
ν . (4.221)
L’ope´rateur p2gµν −
(
1− 1
α
)
pµpν est inversible et son inverse est
∆µν(α) =
gµν − (1− α)pµpν
p2
. (4.222)
Ainsi, la fixation de jauge nous a permis de construire une the´orie ayant un propagateur bien
de´fini ∆µν , ce qui est indispensable pour de´velopper la the´orie perturbative.
Bien entendu, toutes les inte´grales fonctionelles que nous avons e´crites ainsi que la
ge´ne´ralisation du de´terminant et de la mesure de Haar en dimension infinie n’ont pas de sig-
nification mathe´matique bien claire. Notre seul but a e´te´ de montrer que les outils habituels
de la the´orie quantique des champs pouvaient eˆtre utilise´s sur le tore non commutatif sans
changement profond.
4.3.3 Syme´trie BRS
L’action donne´e par la relation (4.218) n’est plus invariante de jauge car nous avons incorpore´
le terme de fixation de jauge SGF [Aµ]. En comple`te analogie avec la syme´trie BRS de la the´orie
des champs de Yang-Mills, nous allons montrer que cette action admet une syme´trie re´siduelle
qui s’ave`re eˆtre de la plus haute importance lorsque l’on e´tudie la renormalisation de cette
the´orie.
La transformation BRS est donne´e par son ge´ne´rateur s dont l’ope´ration est de´finie par
s(Aµ) =
1
g
∂µC + [Aµ, C] (4.223)
sur le champ de jauge. Bien entendu, cette relation doit eˆtre conside´re´e comme une e´criture
compacte de la relation entre composantes, qui seule a un sens pre´cis
s(Apµ) =
2iπpµ
g
Cp +
∑
q+r=p
2i sin θ(q, r)AqµC
r. (4.224)
Nous de´finissons l’action de s sur le fantoˆme de Faddeev-Popov par
s(C) = −1
2
{C,C} = −C2. (4.225)
Cette relation est formellement analogue a` l’action de la transformation BRS usuelle, mais elle
doit eˆtre explicite´e en composantes pour acque´rir une re´elle signification. Puisque le champ C
se de´veloppe en C =
∑
pCpU
p ou` Cp est une suite de variables de Grassmann, on a
1
2
{C,C} =∑
q,r
CqCrU
qU r =
∑
q,r
i sin θ(q, r)CqCrU
q+r. (4.226)
On en de´duit que
s(Cp) = −
∑
q+r=p
i sin θ(q, r)CqCr. (4.227)
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La de´finition de s(C) est plus de´licate et recquiert l’introduction d’un champ auxilaire B.
Remplac¸ons le terme de fixation de jauge SGF [Aµ] = − 12α
∫
(∂µA
µ)2 par
SGF [Aµ, B] =
∫ (αg2
2
B2 + g∂µBA
µ
)
. (4.228)
Ce terme est e´quivalent, au niveau classique, au terme pre´ce´dent car l’e´quation du mouvement
pour le champ B nous donne simplement B = 1
αg
∂µA
µ ce qui implique
SGF [Aµ, B] =
1
2α
∫
(∂µA
µ)2 +
1
α
∫
(∂µ∂νA
νAµ)2 = SGF [Aµ] (4.229)
apre`s inte´gration par parties, ce qui nous permet d’interpre´ter B comme un multiplicateur de
Lagrange pour la condition de jauge de Lorentz.
De meˆme, ces deux actions sont e´quivalentes au niveau quantique car on peut re´ecrire le
terme de fixation de jauge a` l’aide d’une inte´gration par parties
SGF [Aµ, B] =
∫ (αg2
2
B2 − gB∂µAµ
)
=
αg2
2
∫ (
B − 1
αg
∂µA
µ
)2
− 1
2α
∫
(∂µA
µ)2 . (4.230)
Par conse´quent, l’inte´grale fonctionelle sur B est une inte´grale gaussienne qui nous donne, a` un
facteur de normalisation inde´pendant des champs pre`s,
∫
[DB]e−SGF [Aµ,B] = e−SGF [Aµ] (4.231)
On peut alors achever la de´finition de s en posant s(C) = B et s(B) = 0, ce qui entraine
que cette transformation est nilpotente. En effet, on a s(C) = −C2 donc
s2(C) = −s(C)C + Cs(C) = C3 − C3 = 0. (4.232)
De meˆme,
s2(Aµ) = s
(
1
g
∂µC + [Aµ, C]
)
=
1
g
∂µ(s(C)) + s(Aµ)C + Aµs(C)− s(C)Aµ + Cs(Aµ)
= −1
g
∂µ(C
2) +
1
g
∂µCC + [Aµ, C]C − AµC2 + C2Aµ + 1
g
C∂µC + C[Aµ, C]
= 0. (4.233)
Il est important de remarquer que nous avons utilise´ le fait que s est une transformation impaire
s(PQ) = s(P )Q± Ps(Q), (4.234)
ou` on a le signe − si P est un fantoˆme ou un antifantoˆme.
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Finalement, nous allons montrer que l’action totale, incluant le de´terminant de Faddeev-
Popov et le terme de fixation de jauge, est invariante sous la transformation BRS. Commenc¸ons
par e´tudier la loi de transformation de la courbure. Puisque
s(Aµ) =
1
g
∂µC + [Aµ, C] (4.235)
on a
s(∂µAν) =
1
g
∂µ∂νC + [∂µAν , C] + [Aν , ∂µC] (4.236)
et
s (g[Aµ, Aν ]) = g [s(Aµ), Aν] + g [Aµ, s(Aν)]
= [∂µC,Aν ] + [Aµ, ∂νC]
+ g [[Aµ, C], Aν] + [Aµ, [Aν , C]] . (4.237)
On en de´duit que
s(Fµν) = [Fµν , C], (4.238)
ce qui prouve que l’action de Yang-Mills est invariante sous cette transformation car
s (FµνF
µν) =
∫
(s(Fµν)F
µν + Fµνs(F
µν))
=
∫
([Fµν , C]F
µν + Fµν [F
µν , C])
=
∫
([FµνF
µν , C]) (4.239)
= 0
en utilisant la proprie´te´ de trace de
∫
.
La loi de transformation de l’action de Faddeev-Popov se de´termine de la manie`re suivante,
s
(
C∂µ∂
µC + gC∂µ[A
µ, C]
)
=
B
(
∂µ∂
C + g∂µ[A
µ, C]
)
+C∂µ∂
µC2 − C∂µ (C) ∂µC − C∂µ (∂µCC)
−gC∂µ ([Aµ, C]C −AµC2 + C[Aµ, C] + C2Aµ) . (4.240)
On en de´duit que
s
(
SFP [Aµ, C, C]
)
=
∫ (
B(∂µ∂
C + g∂µ[A
µ, C])
)
, (4.241)
car les termes des troisie`me et quatrie`me lignes de la relation pre´ce´dente sont identiquement
nuls.
Pour terminer, il nous suffit de de´terminer la loi de transformation du terme de fixation de
jauge SGF [Aµ, B] :
s
(
αg2
2
B2 − gB∂µAµ
)
= −gBs (∂µAµ)
= −B (∂µ∂µC + g∂µ[Aµ, C]) (4.242)
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Ceci est exactement le terme oppose´ a` celui que nous avons rencontre´ dans l’e´tude de la trans-
formation du terme de Faddeev-Popov. On en de´duit que
s
(
SGF [Aµ,B] + SFP [Aµ, C, C]
)
= 0, (4.243)
ce qui prouve l’invariance de l’action totale sous la transformation BRS.
En conclusion, il semble important de noter que nous avons pu de´finir la transformation
BRS et ve´rifier l’invariance de l’action totale, incluant les termes de fixation de jauge et le
de´terminant de Faddeev-Popov sur le tore non commutatif. Il est remarquable que toute cette
construction se place sur un plan purement alge´brique, car nous n’avons jamais e´te´ amene´ a`
utiliser la notion de point, que ce soit lors du proce´de´ de fixation de jauge ou dans l’e´tude de
la syme´trie BRS.
4.3.4 Re`gles de Feynman
Pour construire la the´orie quantique des champs perturbative sur le tore non commutatif,
nous devons de´velopper un proce´de´ nous permettant de calculer a` chaque ordre de la the´orie
des perturbations les valeurs moyennes de certaines observables. Plus pre´cise´ment, si O est
une fonction de Aµ invariante de jauge, nous voulons calculer sa valeur moyenne de´finie par
l’inte´grale fonctionnelle
〈O(Aµ)〉 =
∫
[DCC][DAµ]O(Aµ)e−S[A,C,C], (4.244)
ou` nous supposons l’inte´grale fonctionelle normalise´e par la condition 〈1〉 = 1. Il est souvent
utile de calculer la valeur moyenne de fonctions du type O(Aµ, C, C) qui de´pendent aussi des
fantoˆmes de Faddeev-Popov.
Dans le cas du tore non commutatif, les variables sur lesquelles est prise la moyenne sont
les nombres re´els Apµ ainsi que les variables de Grassmann Cq et Cr. Nous pouvons aussi,
pour simplifier, supposer que la fonction O(Aµ, C, C) se de´veloppe en se´rie sur les monoˆmes
Ap1µ1 . . . A
pi
µi
Cq1 . . . CqjC1 . . . Crk , ce qui rame`ne le calcul de sa valeur moyenne a` celui de l’inte´grale
fonctionelle ∫
[DCDC][DAµ]
(
Ap1µ1 . . . A
pi
µi
Cq1 . . . CqjC1 . . . Crk
)
e−S[A,C,C], (4.245)
qui repre´sente, en the´orie des champs usuelle, la fonction de Green dans l’espace des impulsions.
Pour pouvoir calculer ces valeurs moyennes a` tous les ordres de la the´orie des perturbations,
nous allons suivre la me´thode usuelle de la the´orie des champs en couplant les champs Aµ, C
et C aux sources Jµ, η et η. J
µ est un e´le´ment antihermitien de A qui se couple a` Aµ par∫
JµAµ =
∑
p
Jµ−pApµ. (4.246)
De meˆme, η et η sont des sources pour les antifantoˆmes et les fantoˆmes qui se de´veloppent en
se´rie a` l’aide de variables de Grassmann
η =
∑
p
ηpU
p η =
∑
p
ηpU
p, (4.247)
ou` ηp et ηp sont des variables de Grassmann qui anticommutent entre elles ainsi qu’avec toutes
les autres variables de Grassmann. Le couplage avec C et C se fait selon∫
ηC =
∑
p
η−pCp (4.248)
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et ∫
Cη =
∑
p
Cpη−p. (4.249)
En introduisant la fonctionelle ge´ne´ratrice
Z[Jµ, η, η] =
∫
[DCDC][DAµ]e−S[Aµ,C,C]+
∫
JµAµ+
∫
ηC+Cη, (4.250)
que nous supposons normalise´e par Z[0] = 1, on peut, par simple de´rivation par rapport aux
composantes des sources J −pµ , η−q (de´rivation a` gauche) et η−r (de´rivation a` droite) calculer
la valeur moyenne de n’importe quelle observable. En effet, ces ope´rations de de´rivations sont
respectivement e´quivalentes a` l’insertion dans l’inte´grale fonctionelle de´finissant la fonctionnelle
ge´ne´ratrice des termes Apµ, Cq et Cq.
Nous se´parons alors l’action en une partie quadratique,
Squad[Aµ, C, C] =
(2iπ)2
2
∑
p
(
(p2gµν − (1− α)pµpν)ApµA−pν + p2C−pCp
)
(4.251)
qui de´crit une the´orie libre et un partie non quadratique associe´e aux interactions
Sint[Aµ, C, C] = 2πg
∑
p,q,r
pµ sin θ(q, r)δ(p+ q + r)ApµA
q
νA
r
ρ
+2πg
∑
p,q,r
pµ sin θ(q, r)δ(p+ q + r)C
p
AqµC
r
+g2
∑
p,q,r,s
gµρgνσ sin θ(p, q) sin θ(r, s)δ(p+ q + r + s)ApµA
q
νA
r
ρA
s
σ.
Cela nous permet d’e´crire la fonctionnelle ge´ne´ratrice Z[Jµ, C, C] a` l’aide de de´rive´es de la
fonctionelle ge´ne´ratrice des champs libres
Z0[Jµ, C, C] =
∫
[DC,C][DAµ]e−Squad[Aµ,C,C], (4.252)
car on a,
Z[Jµ, C, C] = e
−Sint[
∂
∂Jµ
, ∂
∂C
, ∂
∂C
]
Z0[Jµ, C, C]. (4.253)
Cette relation est formelle et nous permet, tout comme en the´orie des champs usuelle, d’e´crire
n’importe quelle fonction de Green tout ordre de la the´orie des perturbations a` l’aide de quelques
re`gles simples appele´s re`gles de Feynman.
Ces re`gles permettent de construire des diagrammes associe´es a` chaque fonction de Green et
chacun de ces diagrammes correspond a` une somme sur toutes les impulsions. Nous ne de´crivons
pas ici la me´thode permettant d’effectuer ces calculs et nous nous bornons a` donner les re`gles
de Feymann pour la the´orie de Yang-Mills sur le tore non commutatif, leur de´rivation a` partir
des expressions de Squad[Aµ, C, C] et de Sint[Aµ, C, C] e´tant similaire a` la de´marche employe´e
en the´orie des champs usuelle.
Les propagateurs s’obtiennent en inversant les ope´rateurs apparaissant dans la de´finition de
l’action quadratique. Puisque l’inverse de p2gµν − (1− 1
α
)pµpν est
1
p2
(
gµν − (1− α)pµpν
p2
)
, (4.254)
nous associons au diagramme repre´sentant le propagateur du champ Aµ

p;  q; 
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la quantite´
− 4π
2
p2
(
gµν − (1− α)pµpν
p2
)
δ(p+ q). (4.255)
De meˆme, au propagateur des fantoˆmes

p q
est associe´
− 4π
2
p2
δ(p+ q). (4.256)
Ces propagateurs ne de´pendent pas du parame`tre de de´formation θ et sont absolument iden-
tiques aux propagateurs usuels.
L’interaction a` trois champs de jauge est donne´e par le diagramme

p; 
r;  q; 
auquel est associe´
− 4πg ((p− r)νgµρ + (q − p)ρgµν + (r − q)µgνρ) sin θ(p, q)δ(p+ q + r). (4.257)
L’interaction de quatre bosons de jauge

s; 
p; 
r; 
q; 
est donne´e par
−16π2g2 ((gµρgνσ − gµσgνρ) sin θ(p, q) sin θ(r, s)
+(gµσgνρ − gµνgρσ) sin θ(p, r) sin θ(s, q)
(gµνgρσ − gµρgνσ) sin θ(p, s) sin θ(q, r)) δ(p+ q + r + s).
Enfin, l’interaction des bosons de jauge et des fantoˆmes

p; 
q
 r
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nous donne
4πgrµ sin θ(p, q)δ(p+ q + r). (4.258)
Si les propagateurs de la the´orie de Yang-Mills sur le tore non commutatif sont ceux de
la the´orie de Yang-Mills usuelle, il n’en va pas de meˆme pour les interactions. Celles-ci sont
totalement nouvelles et leur de´pendance en les impulsions est non polynoˆmiale, ce qui signifie
que nous avons une the´orie des champs non locale. En effet, nous avons e´crit le lagrangien dans
l’espace de Fourier, mais il est impossible d’e´crire son e´quivalent a` l’aide de fonctions sur le
tore usuel sans avoir des interactions entre les valeurs des champs en des endroits diffe´rents
de l’espace. Cette non localite´ des interactions est le seul fait ve´ritablement nouveau de cette
the´orie des champs ; il est a` relier directement a` l’impossibilite´ de de´finir la notion de point
lorsque l’alge`bre est non commutative.
Toutefois, lorsque θ est rationnel, nous savons que nous obtenons une the´orie de jauge U(N)
avec une topologie non triviale. Dans ce cas, la the´orie est e´videmment locale car la fonction
sin θ(p, q) est pe´riodique en p et en q, ce qui implique que sin θ(p, q) ne prend qu’un nombre fini
de valeurs. Il est alors possible d’e´crire les re`gles de Feynman a` l’aide des impulsions sur le tore
usuel, qui sont les indices p tels que θ(p, q) ∈ 2iπZ pour tout q ∈ Zn, et d’un indice ne prenant
qu’un nombre fini de valeurs et jouant le roˆle de l’indice de l’alge`bre de Lie de SU(N).
4.3.5 Vers une the´orie quantique
Avec ces re`gles de Feynman, nous disposons d’un proce´de´ permettant de calculer a` n’importe
quel ordre de la the´orie des perturbations les fonctions de Green et donc les valeurs moyennes
d’observables quelconques. Bien entendu, toutes les re`gles de la the´orie des champs usuelle
s’appliquent. Pour calculer a` un ordre donne´ une fonction de Green, il faut sommer toutes
les contributions des diagrammes de Feynman dont les pattes externes correspondent a` cette
fonction de Green.
Puisque nous sommes sur l’analogue non commutatif du tore, a` chaque diagramme de Feyn-
man contenant au moins une boucle est associe´e une somme sur toutes les impulsions p ∈ Zn,
qui remplace l’inte´grale sur les impulsions que nous rencontrons en the´orie des champs usuelle.
Faute de temps, nous allons nous limiter a` donner les principaux re´sultats de cette
the´orie quantique, en renvoyant le lecteur inte´resse´ a` [KrW2] pour un e´tude comple`te et une
de´monstration des re´sultats que nous allons e´noncer.
Tout d’abord, il s’ave`re que les se´ries que nous rencontrons dans le calcul des diagrammes de
Feynman sont tout aussi divergentes qu’en the´orie des champs usuelle, du moins a` une boucle.
En effet, lorsque θ est rationnel, cette the´orie est une the´orie de Yang-Mills avec un groupe
de jauge SU(N) qui me`ne a` des se´ries divergentes dans le calcul de certains diagrammes de
Feynman. Le calcul explicite de quelques exemples simples, comme la correction a` une boucle
du propagateur du champ de jauge, nous montre que meˆme si θ est non de´ge´ne´re´, nous obtenons
le meˆme type de divergence. Des re´sultats similaires ont e´te´ obtenus dans [VG2] et cela nous
montre que meˆme si on modifie profonde´ment la structure de l’espace-temps en introduisant
des relations de commutation non triviales entre les coordonne´es, cela ne suffit pas a` re´gulariser
les divergences ultraviolettes de la the´orie.
Cependant, en utilisant l’ine´galite´ | sin θ(p, q)| ≤ 1 et le the´ore`me de Weinberg sur la con-
vergence des graphes de Feynman [IZ], on montre aise´ment que tout diagramme de Feynman
convergent par comptage de puissance dans la the´orie conventionelle est convergent sur le tore
non commutatif. Se pose alors naturellement le proble`me de la renormalisation de cette the´orie
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ainsi que de l’influence du parame`tre de de´formation θ sur les diverses e´quations rencontre´es
en the´orie de la renormalisation.
Comme conjecture´ dans [CDS], il s’ave`re que cette the´orie est renormalisable. La preuve de
la renormalisabilte´ repose essentiellement sur la syme´trie BRS et l’utilisation d’un proce´de´ de
re´gularisation pre´servant cette dernie`re. Puisque nous ne pouvons pas utiliser la re´gularisation
dimensionnelle, nous avons recours a` la me´thode des ”hautes de´rive´es covariantes” [FS], qui
nous permet de re´gulariser tous les diagrammes ayant au moins deux boucles. Les diagrammes
restant sont re´gularise´s par la me´thode de Pauli-Villars et nous construisons ainsi, ordre par
ordre, les contretermes de la the´orie en utilisant la syme´trie BRS. Il est remarquable que tout
ceci est formellement analogue aux me´thodes de la the´orie des champs usuelle ; meˆme si notre
objet d’e´tude est tre`s diffe´rent, nous proce´dons comme si c’e´tait un champ de Yang-Mills
ordinaire.
Toutefois, ce proce´de´ de re´gularisation n’est pas adapte´ au calcul pratique des contretermes.
Dans [KrW2], nous de´terminons les contretermes a` une boucle dans le sche´ma de renormalisa-
tion minimal MS en utilisant une fonction ζ ge´ne´ralise´e. Ces contretermes sont inde´pendants
du parame`tre de de´formation θ et identiques a` ceux rencontre´s en the´orie des champs usuelle.
Il est remarquable que cette the´orie soit absolument de´pourvue de divergences infrarouges.
En effet, sur un espace compact ces dernie`res sont essentiellement dues au mode ze´ro du champ
qui nous donne une divergence du type 1/p pour p = 0 dans toute se´rie repre´sentant un
diagramme de Feynman. Puisque ce mode ze´ro se de´couple comple`tement de la the´orie, il ne
se propage pas et disparait comple`tement. En conse´quence, les sommes se font uniquement
sur les impulsions non nulles et il n’y a aucune divergence infrarouge. Sur le plan physique,
ceci peut eˆtre aise´ment interpre´te´ dans le cas rationnel de la manie`re suivante. Puisque les
divergences infrarouges correspondent a` des divergences a` grande e´chelle sur l’espace, celles-ci
sont sensibles a` la topologie nontriviale du fibre´ de´crivant la the´orie de jauge SU(N) associe´e,
alors que les divergences ultraviolettes apparaissent a` petite e´chelle et ne peuvent pas distinguer
deux the´ories qui sont localement identiques.
192 CHAPITRE 4. LE TORE NON COMMUTATIF
Conclusion
En suivant les principes ge´ne´raux de la ge´ome´trie non commutative e´dicte´s par A. Connes, il
est possible de ge´ne´raliser une grande partie des concepts ge´ome´triques rencontre´s en physique
the´orique. Cela inclut, par exemple, la notion de syme´trie de jauge et la the´orie de Yang-Mills,
ainsi que les diverses proprie´te´s topologiques de ces objets.
Au cours de cette the`se, nous avons utilise´ ces nouvelles ide´es ge´ome´triques de deux manie`res
tre`s diffe´rentes.
D’un cote´, nous avons construit des ge´ome´tries non commutatives tre`s simples en prenant
le produit tensoriel de la ge´ome´trie de l’espace-temps ordinaire par un triplet spectral fini. La
ge´ome´trie re´sultante de´crit simplement le produit de l’espace-temps par un espace discret, qui
est assimile´ a` l’espace interne de la the´orie, et nous permet d’interpre´ter le boson de Higgs
comme une connexion sur cet espace discret.
En appliquant la construction que nous avons de´crite, nous avons obtenu une the´orie
de Yang-Mills-Higgs couple´e a` la gravitation. Notre point de de´part est un triplet spectral
(A,H,D), qui ne contient, outre la structure ge´ome´trique de l’espace-temps, que des informa-
tions relatives au secteur fermionique de la the´orie. En effet, le triplet spectral fini de´crivant
l’espace interne du mode`le en question se compose de
– une alge`bre A, qui est associe´e a` un unique groupe de jauge a` des facteurs abe´liens pre`s ;
– l’espace de HilbertH qui est simplement un espace vectoriel regroupant tous les fermions ;
– l’ope´rateur de Dirac qui de´crit la structure des couplages de Yukawa ;
– un ope´rateur de chiralite´ χ et un ope´rateur de conjugaison de charge J qui permettent
de distinguer fermions droits et fermions gauches ainsi que leurs antiparticules ;
– une repre´sentation π de A sur H qui est associe´e a` la repre´sentation fermionique du
groupe de jauge.
Ces 6 objets A, H, D, χ, J et π sont fortement contraints par les axiomes de la ge´ome´trie
non commutative. Par conse´quent, le secteur fermionique des the´ories de Yang-Mills-Higgs que
nous construisons, qui est en correspondance directe avec les 6 objets pre´ce´dents, est lui aussi
fortement contraint.
De plus, lorsque ce dernier est fixe´, le secteur bosonique est entie`rement de´termine´. Les
champs de jauge et leurs repre´sentations apparaissent directement comme des e´le´ments de A
repre´sente´s par π alors que les champs scalaires sont de´termine´s par le calcul, car ce sont des
connexions associe´es a` la the´orie de jauge sur la composante discre`te de l’espace-temps.
Ainsi nous reconstruisons des mode`les de Yang-Mills-Higgs et nous mettons l’accent sur les
contraintes impose´es a` ces mode`les. Bien entendu, le mode`le standard entre dans la classe des
mode`les que nous pouvons construire, et nous utilisons ainsi la ge´ome´trie non commutative
pour re´duire l’arbitraire sur les parame`tres entrant dans sa description.
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Bien que l’e´tude de ce type d’exemple soit maintenant des plus classiques, il reste un certain
nombre de points obscurs en relation avec le triplet spectral du mode`le standard.
Tout d’abord, puisque nous avons mis l’accent sur la re´duction de l’arbitraire inhe´rent a` la
construction du mode`le standard, nous devons appliquer cette logique jusqu’au bout et essayer
de re´duire encore la liberte´ de choix que nous avons en ge´ome´trie non commutative.
En tout premier lieu, ceci concerne la condition d’unimodularite´. En effet, la construction
du mode`le standard en ge´ome´trie non commutative introduit un facteur U(1) additionnel dans
le groupe de jauge. La re´duction de ce dernier se fait par l’interme´diaire d’une condition d’uni-
modularite´, qui reste pour l’instant introduite ad hoc, meˆme si elle est e´quivalente a` l’absence
d’anomalie.
En second lieu, il est e´vident que l’ope´rateur de Dirac contient lui aussi un arbitraire impor-
tant car toutes les masses et les e´le´ments de la matrice de Cabibbo-Kobayashi-Maskawa sont
inde´termine´s. La de´termination de contraintes ve´rifiables expe´rimentalement sur ces e´le´ments
de matrice ne peut se faire a` l’aide des axiomes pre´ce´dents et fait ne´cessairement appel a`
une the´orie exte´rieure. Dans [C7], il a e´te´ sugge´re´ que le mode`le standard pouvait receler une
syme´trie quantique. Un groupe quantique aux racines de l’unite´ devrait jouer, pour l’espace
fini, le roˆle du groupe spinoriel et la covariance de l’ope´rateur de Dirac par rapport a` ce groupe
quantique pourrait eˆtre a` l’origine de contraintes sur les masses des fermions.
D’apre`s le principe d’action spectrale, ce sont les valeurs propres de l’ope´rateur de Dirac
qui sont les ve´ritables variables dynamiques de la the´orie. Cela peut eˆtre conside´re´ comme le
point de de´part d’une nouvelle formulation de la the´orie de la gravitation. Par exemple, dans
[LR], les crochets de Poisson des valeurs propres de l’ope´rateur de Dirac, conside´re´es comme
des fonctionelles de´pendant de la te´trade ont e´te´ calcule´s.
Si cette approche a le me´rite de nous fournir des contraintes qui pourront eˆtre ve´rifie´es
expe´rimentalement, nous nous sommes borne´s a` utiliser des triplets spectraux obtenus comme
produits tensoriels de la ge´ome´trie ordinaire de l’espace-temps par des triplets spectraux finis.
D’un autre cote´, nous pouvons aussi utiliser la ge´ome´trie non commutative pour construire
des objets re´ellement nouveaux en the´orie des champs, mais sans ve´ritable signification en ce
qui concerne la phe´nome´nologie des particules e´le´mentaires.
Par exemple, nous avons construit l’action de Chern-Simons pour tout triplet spectral de
dimension 3 satisfaisant a` la condition de fermeture. Cette construction peut eˆtre conside´re´e
comme un exemple de ge´ne´ralisation de the´orie des champs ordinaire que l’on peut obtenir a`
l’aide de la ge´ome´trie non commutative.
Dans le meˆme ordre d’ide´e, l’application des me´thodes ge´ne´rales de la ge´ome´trie non commu-
tative au tore non commutatif permet de construire des the´ories de jauge ayant des proprie´te´s
tre`s similaires a` celles des the´ories de jauge ordinaires. Cependant, elles sont d’essence radicale-
ment diffe´rente car nous ne pouvons plus les associer a` une varie´te´.
A ce titre, l’exemple du tore non commutatif est particulie`rement frappant. Bien que la
the´orie de jauge sur ce dernier corresponde, dans l’espace des moments, a` une the´orie ayant des
interactions non locales, il est remarquable qu’on puisse lui appliquer les me´thodes usuelles de
la the´orie quantique des champs quasiment sans aucun changement.
Rappelons que nous avons ve´rifie´ la syme´trie BRS et donne´ les diagrammes de Feynman
permettant le de´veloppement perturbatif de cette the´orie. Il apparaˆıt clairement que les prop-
agateurs des bosons de jauge et des fantoˆmes de Faddeev-Popov sont identiques a` ceux que
l’on obtient en the´orie des champs ordinaire. Les interactions des bosons de jauge entre eux
ainsi qu’avec les fantoˆmes sont non locales car elles ont une de´pendance non polynoˆmiale en les
impulsions.
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Nous disposons alors de tous les outils permettant de de´velopper la the´orie perturbative sur
le tore non commutatif. Il s’ave`re que tout diagramme de cette the´orie converge si et seulement
si il converge en the´orie des champs usuelle. Par conse´quent, la the´orie de Yang-Mills sur le
tore non commutatif est tout aussi divergente dans l’ultraviolet que la the´orie de Yang-Mills
usuelle (du moins a` une boucle) et on peut montrer, en utilisant les me´thodes usuelles de la
the´orie des champs, que c’est une the´orie renormalisable. Par contre, la the´orie de Yang-Mills
est parfaitement finie dans l’infrarouge car le mode ze´ro se de´couple totalement.
Bien que ce travail soit le premier exemple de the´orie quantique des champs de´veloppe´e
en ge´ome´trie non commutative qui ne corresponde pas directement a` une the´orie de´ja` connue
dans le cadre de la physique des particules, il est clair que cet exemple est tre`s particulier et ne
saurait eˆtre conside´re´ comme ge´ne´rique.
Il semble donc ne´cessaire de construire d’autres ge´ome´tries non commutatives, par exemple
en utilisant la notion de produit croise´ qui nous permet d’obtenir le tore non commutatif comme
cas particulier, et de de´velopper sur ces ”espaces non commutatifs” une the´orie quantique des
champs comme la the´orie de Yang-Mills ou celle de Chern-Simons.
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Annexe A
Alge`bres d’ope´rateurs
Cette appendice re´sume les concepts essentiels de la the´orie des alge`bres d’ope´rateurs dont
nous avons besoin dans cette the`se. Il est e´videmment tre`s incomplet et ne vise qu’a` rappeler
brie`vement les notions indispensables a` la compre´hension des pages pre´ce´dentes. Nous renvoyons
le lecteur inte´re´sse´ par un expose´ complet a` [BR] ou [C5].
A.1 Alge`bres involutives et e´tats
Les alge`bres employe´es dans ce qui pre´ce`de sont destine´es a` remplacer l’alge`bre des fonctions
a` valeurs complexes de´finies sur un espace X . Tout comme en me´canique quantique, une fonction
est remplace´e par un ope´rateur et nous devons eˆtre capables d’identifier les analogues des
fonctions re´elles. Cela nous ame`ne a` introduire le concept suivant :
De´finition A.1.1 Une alge`bre involutive est une alge`bre associative A munie d’une application
antiline´aire ∗ de A dans A telle que (x∗)∗ = x et (xy)∗ = y∗x∗ pour tous x, y ∈ A.
Dans une telle alge`bre, il est possible de de´finir la positivite´ ou l’unitarite´.
De´finition A.1.2 Un e´le´ment x d’une alge`bre involutive A est dit
1. positif s’il existe y ∈ A tel que x = yy∗ ;
2. unitaire si xx∗ = x∗x = 1 (de´finition valable lorsque A est unitaire ).
L’analogie avec la me´canique quantique nous ame`ne a` concevoir A comme une alge`bre
d’observables. En me´canique quantique nous voulons associer un nombre a` chacune de ces
observables qui n’est autre que la valeur moyenne de cette observable. Dans le cas ge´ne´ral, on
introduit la notion d’e´tat.
De´finition A.1.3 Un e´tat sur une alge`bre involutive A est une forme line´aire φ sur A telle
que φ(1) = 1 et φ(xx∗) ≥ 0 pour tout x ∈ A.
Un e´tat doit eˆtre conside´re´ comme l’analogue de la matrice densite´ ρ. En ge´ne´ral, ρ corre-
spond a` un e´tat de me´lange mais on peut identifier une classe de matrices densite´ correspondant
a` des e´tats purs du syste`me en conside´ration.
De´finition A.1.4 Un e´tat est pur s’il ne peut eˆtre e´crit comme combinaison line´aire convexe
de deux e´tats.
Avant de passer a` la suite, e´tudions deux exemples simples.
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L’exemple le plus simple est l’alge`bre de matrices A = MN(C). Toute forme line´aire φ sur
A peut toujours se mettre sous la forme
φ(x) = Tr (ρx) ∀x ∈ A, (A.1)
ou` ρ est une matrice N ×N .
Il est alors facile de ve´rifier que φ est un e´tat si et seulement si ρ est une matrice positive
de trace 1. Pour que cet e´tat soit pur, il faut et suffit que ρ soit une matrice de rang 1. Un tel
projecteur est donne´ par un vecteur unitaire de CN et deux tels vecteurs de´finissent le meˆme
e´tat si et seulement si ils se de´duisent l’un de l’autre par multiplication par une phase.
Les e´tats de l’alge`bre des fonctions continues sur un espace topologique compact X sont
donne´s par les mesures de probabilite´ sur X . La correspondance entre une mesure µ et un e´tat
φ est
φ(f) =
∫
X
fdµ f ∈ A. (A.2)
φ est un e´tat pur si et seulement si µ est une mesure de Dirac ; les e´tats purs de A sont donc
en correspondance directe avec les points de X .
A partir d’une alge`bre involutive A et d’un e´tat φ sur A, il est toujours possible de construire
un espace de Hilbert H sur lequel A admet une repre´sentation involutive. Cette construction
est appele´ construction GNS du nom de ses auteurs Gelfand, Na¨ımarck et Segal.
Proposition A.1.1 Soit A une alge`bre involutive, φ un e´tat sur A et J l’ensemble des x ∈ A
tels que φ(xx∗) = 0. Alors J est un ide´al a` gauche de A et le comple´te´ H de A/J est un
espace de Hilbert dont le produit scalaire est de´fini par 〈x, y〉 = φ(y∗x). De plus, l’application
qui a` a ∈ A associe l’ope´rateur πφ(a) sur H de´fini par πφ(a)[x] = ax pour tout x ∈ H est une
repre´sentatiuon involutive de A sur H.
A partir de cette construction, on peut caracte´riser l’irre´ductibilite´ de la repre´sentation.
De´finition A.1.5 La repre´sentation πφ est irre´ductible si et seulement si φ est un e´tat pur.
Nous allons conside´re´ des classes plus particulie`res d’alge`bres involutives qui sont les alge`bres
de von Neumann, les C∗-alge`bres et l’alge`bre des ope´rateurs compacts. Elles correspondent
aux ge´ne´ralisations non commutatives des fonctions mesurables, des fonctions continues et des
infinite´simaux.
A.2 Alge`bres de von Neumann
Commenc¸ons par donner la de´finition d’une alge`bre de von Neumann.
De´finition A.2.1 Soit H un espace de Hilbert. Une alge`bre de von Neumann M est une sous-
alge`bre involutive de l’alge`bre des ope´rateurs borne´s sur H qui est stable par limite faible.
On dit que la suite (Tn)n∈N d’ope´rateurs borne´s converge faiblement vers l’ope´rateur borne´
T si et seulement si
lim
n→+∞
〈x, Tny〉 = 〈x, Ty〉 (A.3)
pour tous vecteurs x et y de H.
Le the´ore`me suivant permet de caracte´riser alge´briquement les alge`bres de von Neumann.
The´ore`me A.2.1 Une sous-alge`bre involutive de l’alge`bre des ope´rateurs borne´s sur un espace
de Hilbert est une alge`bre de von Neumann si et seulement si elle co¨ıncide avec son bicommutant.
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Le commutant d’un ensemble B d’ope´rateurs borne´s est forme´ des ope´rateurs borne´s qui
commutent avec tout e´le´ment de B. Son bicommutant est le commutant de son commutant. En
ge´ne´ral, on note B′ le commutant de B et B′′ son bicommutant.
Bien que la the´orie des alge`bres de Von Neuman forme un chapitre fondamental de la
physique mathe´matique, nous passons sous silence certains de ses aspects les plus fondamentaux,
comme la classification des facteurs, et nous nous bornons a` e´noncer le the´ore`me de Tomita-
Takesaki. Ce re´sultat est essentiel pour la compre´hension des axiomes de la ge´ome´trie non
commutative.
De´finition A.2.2 Un vecteur ξ de H est dit se´parateur si les vecteursMξ obtenus par l’action
de M sont denses dans H. Un vecteur ξ est cyclique si les vecteurs M′ξ sont denses dans H.
Avec cette de´finition, nous pouvons e´noncer le
The´ore`me A.2.2 Si M est une alge`bre de von Neumann admettant un vecteur cyclique et
se´parateur ξ, alors l’ope´rateur antiline´aire de domaine Mξ de´fini par xξ 7→ x∗ξ pour tout
x ∈ M est fermable. Sa fermeture S admet une de´composition polaire S = J∆1/2, ou` J est
une involution antiunitaire et ∆ un ope´rateur positif. De plus, on a
JMJ −1 =M′ et ∆itx∆−it ∈M (A.4)
pour tous x ∈M et t ∈ R.
Ainsi, J permet de de´finir un isomorphisme entre une alge`bre de Von Neuman et son com-
mutant. C’est sous cette forme qu’il apparaˆıt dans la formulation des axiomes de la ge´ome´trie
non commutative.
A.3 C∗-alge`bres
Pour pouvoir de´finir une version non commutative de la topologie, nous devons coder l’in-
formation relative a` la structure d’espace topologique sur un espace X a` l’aide d’une certaine
sous-alge`bre de l’alge`bre des fonctions sur X .
Cela nous ame`ne a` introduire la notion de C∗-alge`bre.
De´finition A.3.1 Une C∗-alge`bre est une alge`bre de Banach involutive dont la norme ve´rifie
||x||2 = ||xx∗|| pour tout x ∈ A.
La norme d’une telle alge`bre est entie`rement de´termine´e par sa structure alge´brique.
Proposition A.3.1 Dans une C∗-alge`bre A, la norme est donne´e par
||x||2 = sup
λ∈C
{|λ| | xx∗ − λ non inversible} (A.5)
pour tout x ∈ A.
Un premier exemple de C∗-alge`bre est donne´ par l’alge`bre des ope´rateurs borne´s sur un
espace de Hilbert.
De´finition A.3.2 L’alge`bre B(H) des ope´rateurs borne´s sur un espace de Hilbert H est une
C∗-alge`bre dont la norme est donne´e par
||T || = sup
Ψ∈H, ||Ψ||=1
||TΨ||. (A.6)
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En ge´ne´ral, nous partons d’une alge`bre involutive engendre´e par certaines relations de com-
mutation, comme par exemple l’alge`bre apparaissant dans la de´finition du tore non commutatif.
A partir d’une telle alge`bre, il est toujours possible de de´finir une C∗-alge`bre.
Proposition A.3.2 Soit A une alge`bre involutive et (πi)i∈I une famille de representations de
A sur un espace de Hilbert H telle que pour tout x ∈ A, la quantite´ ||x|| de´finie par
||x|| = sup
i∈I
||πi(x)|| (A.7)
soit finie. Alors l’application x ∈ A 7→ ||x|| ∈ R+ de´finit une norme de C∗-alge`bre sur A/J , ou`
J est l’intersection des noyaux des repre´sentations πi.
Un autre exemple important de C∗-alge`bre est fourni par l’alge`bre des fonctions continues
sur un espace compact.
Proposition A.3.3 Soit X un espace topologique compact et C(X ) l’alge`bre des fonctions
continues sur X a` valeurs complexes. C(X ) est une C∗-alge`bre dont la norme est de´finie par
||f || = sup
x∈X
|f(x)| (A.8)
pour toute fonction f ∈ C(X ).
Cet exemple est le prototype de la C∗-alge`bre commutative. En fait, nous allons voir qu’il
n’y en a pas d’autre.
De´finition A.3.3 Soit A une C∗-alge`bre et χ une forme line´aire sur A. On dit que χ est un
caracte`re de A si χ est un morphisme d’alge`bres involutives de A dans C.
Cette de´finition nous permet d’e´noncer le re´sulat suivant, du a` Gelfand et Na¨ımarck.
The´ore`me A.3.1 Soit A une C∗-alge`bre commutative admettant une unite´ et X l’ensemble
des caracte`res de A. Alors X est un espace topologique compact pour la topologie de´finie par la
convergence simple et l’application qui a` x ∈ A associe la fonction fx de X dans C de´finie par
fx(χ) = χ(x) pour tout χ ∈ X est un isomorphisme entre les C∗-alge`bres A et C(X ).
Ce re´sultat s’e´tend aux C∗-alge`bres commutatives n’admettant pas d’unite´ en remplac¸ant
l’espace compact X par un espace localement compact et l’alge`bre C(X ) par l’alge`bre C0(X )
des fonctions continues de´croissant a` l’infini. Cependant, nous nous limiterons toujours a` l’e´tude
des alge`bres avec unite´.
Ce re´sultat est fondamental et il pose la premie`re pierre de la ge´ome´trie non commutative
car il nous permet de de´finir la donne´e d’un espace topologique non commutatif comme e´tant
celle d’une C∗-alge`bre non commutative.
Dans le cas commutatif, on peut caracte´riser certaines proprie´te´s de l’espace topologique
sous-jacent a` l’aide de la C∗-alge`bre des fonctions continues :
Proposition A.3.4 La C∗-alge`bre C(X ) est se´parable si et seulement si l’espace topologique
X est me´trisable.
Nous reviendrons sur les conse´quences de ce re´sultat lors de l’e´tude du couplage de la K-
the´orie avec la cohomologie cyclique.
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A.4 Ope´rateurs compacts et trace de Dixmier
La ge´ome´trie non commutative permet de de´finir de fac¸on satisfaisante la notion d’infiniment
petit qui est si utile en physique. En re`gle ge´ne´rale, un infiniment petit est une quantite´ qui doit
eˆtre infe´rieure a` tout nombre re´el strictement positif. Bien entendu, un infinite´simal ne peut
eˆtre un nombre re´el sans eˆtre identiquement nul, ce qui ne pre´sente aucun inte´reˆt. L’analyse
non standard re´soud le proble`me en introduisant des nombres re´els ”non standard” qui appa-
raissent uniquement comme des interme´diaires de calcul. Cependant, une telle approche n’est
pas entie`rement satisfaisante car il est impossible d’exhiber un seul nombre ”non standard”.
Toutefois, si on remplace les nombres par des ope´rateurs agissant sur un certain espace de
Hilbert, il est naturel de de´finir les infiniment petits comme les ope´rateurs compacts.
De´finition A.4.1 Soient H un espace de Hilbert et T un ope´rateur sur H. Par de´finition, T
est compact si l’adhe´rence de l’image de la boule unite´ de H par T est une partie compacte de
H.
Ces ope´rateurs forment un ensemble stable par les ope´rations usuelles, ce qui est indispens-
able dans les calculs pratiques.
Proposition A.4.1 Les ope´rateurs compacts forment un ide´al de l’alge`bre des ope´rateurs
borne´s.
On peut caracte´riser les ope´rateurs compacts de plusieures manie`res diffe´rentes.
The´ore`me A.4.1 Soient H un espace de Hilbert et T un ope´rateur sur H. Les propositions
suivantes sont e´quivalentes :
1. T est un ope´rateur compact,
2. la suite de´croissante (λn)n∈N des valeurs propres de
√
T ∗T tend vers 0,
3. pour tout ǫ > 0, il existe un sous-espace E de H de dimension finie tel que la restriction
de T au supple´mentaire orthogonal de E soit de norme infe´rieure a` ǫ,
4. T est limite uniforme d’une suite d’ope´rateurs de rang fini et la distance entre T et le
sous-espace des ope´rateurs de rang n est donne´ par λn.
Ce the´ore`me justifie l’analogie entre ope´rateurs compacts et infinite´simaux : alors qu’un
infinite´simal doit verifier |x| < ǫ pour tout ǫ > 0, un ope´rateur compact ve´rifie ||T || < ǫ sauf
peut-eˆtre sur un sous-espace de dimension finie.
En e´tudiant la suite des valeurs propres d’un ope´rateur compact, on peut de´finir des in-
finite´simaux de tout ordre.
De´finition A.4.2 Soient H un espace de Hilbert, T un ope´rateur compact sur H et α un
nombre re´el strictement positif. On dit que T est un infinite´simal d’ordre α si la suite (λn)n∈N
des valeurs propres de |T | = √T ∗T satisfait a` λn = O(n−α).
Il est possible de montrer que les infinite´simaux obe´issent aux re`gles de calcul usuelles.
Par exemple, si T1 et T2 sont des infinite´simaux d’ordres α1 et α2, leur produit T1T2 est un
infinite´simal d’odre α1 + α2.
Puisqu’un ope´rateur ge´ne´ralise une fonction, un ope´rateur compact doit eˆtre conside´re´
comme une fonction a` valeurs infinite´simales. On veut pouvoir inte´grer une telle fonction pour
obtenir un nombre fini. A priori, le meilleur candidat pour l’inte´gration est simplement la trace,
les ope´rateurs compacts ayant une trace sont de´finis commme inte´grables et leur trace est leur
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inte´grale. Toutefois, cette de´finition n’est pas la bonne car elle ne nous permet pas de retrouver
l’inte´grale usuelle dans le cas commutatif.
Pour cela, nous allons de´finir, sur l’ide´al des infinite´simaux d’ordre 1, une fonctionnelle qui
posse`de les proprie´te´s de la trace et se re´duit a` l’inte´grale usuelle dans le cas commutatif.
Cette construction fait appel a` la trace de Dixmier et ne´cessite quelques pre´liminaires tech-
niques.
Sur l’espace des suites borne´s de nombres re´els, soit limω une forme line´aire satisfaisant aux
conditions suivantes :
1. limω(an) est la limite de la suite (αn)n∈N si elle converge,
2. limω(an) ≥ 0 si αn ≥ 0,
3. limω(α1, α1, α2, α2, α3, α3, . . .) = limω(αn).
On peut alors utiliser une telle forme line´aire pour associer a` tout infinite´simal d’ordre 1 un
nombre complexe.
De´finition A.4.3 Soient T ≥ 0 un infinite´simal d’ordre 1, (λn)n∈N∗ la suite de´croissante de
ses valeurs propres et limω une forme line´aire sur l’espace des suites borne´es de nombre re´els
satisfaisant aux proprie´te´s pre´ce´dentes. On de´finit la trace de Dixmier par
Trω(T) = lim
ω
((
λ1 + . . .+ λN
logN
)
N
)
. (A.9)
On e´tend Trω par line´arite´ aux infinite´simaux d’ordre 1 non positifs.
Lorsque la suite (λn)n∈N converge, on a
Trω(T) = lim
N→+∞
λ1 + . . .+ λN
log N
. (A.10)
En re`gle ge´ne´rale, la trace de Dixmier ve´rifie les proprie´te´s suivantes.
Proposition A.4.2
1. Soit T un infinite´simal d’ordre 1 et S un ope´rateur borne´. Alors Trω(ST) = Trω(TS).
2. Si T ≥ 0 alors Trω(T) ≥ 0.
3. La trace de Dixmier ne de´pend que de la structure d’espace vectoriel topologique de H et
non du produit scalaire sous-jacent.
4. La trace de Dixmier s’annule sur les infinite´simaux d’ordre > 1.
Dans la plupart des cas, cette fonctionnelle de´pend de la de´finition de limω. Cependant, on
peut parfois calculer Trω a` l’aide d’une fonction ζ ge´ne´ralise´e de´finie par ζ(s) = Tr(P
s).
Proposition A.4.3 Soient T ≥ 0 un infinite´simal d’ordre 1 et s > 1 un re´el. Alors Tr(Ts) est
bien de´finie et si
lim
s→1+
(s− 1)Tr(Ts), (A.11)
existe, elle est e´gale a` Trω(T)
Terminons en e´tudiant le cas particulier des ope´rateurs pseudodiffe´rentiels qui nous montre
comment la trace de Dixmier s’inse`re dans un contexte ge´ome´trique.
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Commenc¸ons par donner la de´finition d’un ope´rateur pseudodiffe´rentiel sur Rn. Soit S l’es-
pace de Schwartz des fonctions a` de´croissance rapide ainsi que leurs de´rive´es sur Rn. Toute
fonction f ∈ S peut s’e´crire a` l’aide de sa transforme´e de Fourier
f(x) =
∫
Rn
dnk fˆ(k)eikx, ∀x ∈ Rn, (A.12)
avec
fˆ(k) =
1
(2π)n
∫
Rn
dnx fˆ(k)e−ikx, ∀k ∈ Rn. (A.13)
L’application transforme´e de Fourier f 7→ fˆ de´finit un isomorphisme de S sur lui-meˆme.
De´finition A.4.4 Un ope´rateur pseudodiffe´rentiel d’ordre d ∈ Z sur Rn est un ope´rateur
line´aire P qui a` f ∈ S associe la fonction P · f de´finie par
P · f(x) =
∫
Rn
dnk σ(x, k)fˆ(k)eikx, ∀x ∈ Rn, (A.14)
ou` σ est une fonction sur Rn × Rn appele´e symbole de P et satisfaisant a`
|∂αx∂βkσ(x, k)| ≤ Cα,β(1 + |k|)d−β, (A.15)
pour tous α, β ∈ Nn et ou` Cα,β est une constante positive.
Pour toute fonction f de n variables et tout α ∈ Nn, nous avons utilise´ la notation
∂αx f =
∂α1+...+αnf
∂xα1 . . . ∂xαn
. (A.16)
Puisque S est dense dans L2(Rn), on peut conside´rer que P est un ope´rateur sur l’espace de
Hilbert L2(Rn) de domaine dense.
Avant d’appliquer aux ope´rateurs diffe´rentiels le formalisme pre´ce´dent, il convient de re-
marquer que les ope´rateurs pseudodiffe´rentiels sont en ge´ne´ral de´finis entre les espaces des
sections de deux fibre´s vectoriels sur une varie´te´ [G]. Nous nous somme contente´s de don-
ner une de´finition simplifie´e valable pour des fibre´s triviaux de rang 1 au-dessus de Rn. Cette
de´finition peut eˆtre ge´ne´ralise´e a` des fibre´s de rang quelconque au-dessus de Rn en prenant un
symbole a` valeurs matricielles. On e´tend alors la de´finition d’un ope´rateur pseudodiffe´rentiel
sur une varie´te´ quelconque en utilisant des coordonne´es locales.
Un ope´rateur pseudodiffe´rentiel P est dit classique si son symbole admet un de´veloppement
asymptotique du type
σ(x, k) ≃∑
i∈N
ad−i(x, k), (A.17)
ou` ad−i(x, k) est une fonction homoge`ne de degre´ d− i de k.
Nous pouvons maintenant introduire le re´sidu de Wodzicki.
De´finition A.4.5 Soit M une varie´te´ compacte de dimension n munie d’une me´trique rie-
mannienne, E un fibre´ vectoriel complexe sur M et A un ope´rateur pseudodiffe´rentiel classique
agissant sur les sections de E. Le re´sidu de Wodzicki de A est de´fini par
W(A) = Res
s=0
Tr(A∆−s), (A.18)
ou` ∆ est un laplacien ge´ne´ralise´.
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Cette de´finition utilise la notion de laplacien ge´ne´ralise´ :
De´finition A.4.6 SoitM une varie´te´ compacte de dimension n munie d’une me´trique rieman-
nienne g, E un fibre´ vectoriel complexe surM et ∇ : E → E⊗C∞(M)Ω1(M) une connexion sur
E. Une application ∆ de l’espace des sections de E dans lui-meˆme est un laplacien ge´ne´ralise´
associe´ a` ∇ si ∆ s’e´crit en coordonne´s locales
∆ = −gµν∇µ∇ν + gµνΓλµν∇λ (A.19)
ou` l’action de ∇ sur une section Ψ est donne´e par ∇(Ψ) = ∇µΨ ⊗ dxµ et ou` Γλµν de´signe la
connexion de Levi-Civita.
Les ope´rateurs pseudodiffe´rentiels classiques forment une alge`bre et on montre le re´sultat
suivant (voir [Kass] pour une revue).
The´ore`me A.4.2 L’application A 7→ Res(A) est une trace sur l’alge`bre des ope´rateurs pseu-
dodiffe´rentiels classiques. Lorsque M est une varie´te´ connexe de dimension n > 1, cette trace
est unique a` un facteur de normalisation pre`s.
Cette trace peut eˆtre relie´e a` la trace de Dixmier [C3].
The´ore`me A.4.3 Soit A un ope´rateur pseudodiffe´rentiel d’ordre −n. Alors la trace de Dixmier
Trω(A) est bien de´finie et on a
Trω(A) =
2
n
W(A). (A.20)
En ge´ne´ral, le re´sidu ne se calcule pas en utilisant les fonctions ζ ge´ne´ralise´es, mais en
utilisant son expression inte´grale a` l’aide du a−n(x, k) [Kass]. On en de´duit aise´ment que la trace
de Dixmier combine´e avec l’ope´rateur de Dirac nous permet de retrouver l’inte´grale usuelle :
Proposition A.4.4 Soit M une varie´te´ riemanienne compacte de dimension n munie d’une
structure de spin et soit D l’ope´rateur de Dirac associe´. Pour toute fonction f ∈ C∞(M),
f |D|−n est un ope´rateur pseudodiffe´rentiel d’ordre −n et on a
Trω(f|D|−n) = λn
∫
M
f
√
g dnx, (A.21)
avec
λn =
2[n/2]−n/2
(2π)n/2Γ(n/2 + 1)
. (A.22)
Cela ache`ve notre discussion de la trace de Dixmier et de ses applications en ge´ome´trie non
commutative. Nous renvoyons a` [Kast1] et [KW] pour les applications de cette the´orie a` la
relativite´ ge´ne´rale.
Annexe B
K-the´orie
En ge´ome´trie usuelle, la K-the´orie se propose de classifier les fibre´s vectoriels au-dessus d’un
espace topologique X fixe´. Pour cela, on associe a` chaque espace une se´rie de groupes abe´liens
et a` chaque fibre´ au-dessus de cet espace un e´le´ment de ces groupes. Bien que de nature tre`s
diffe´rente, ces groupes sont assez similaires au groupes d’homotopie qui sont bien connus des
physiciens. Alors que ces derniers n’ont pas de ge´ne´ralisation imme´diate en ge´ome´trie non
commutative, la K-the´orie peut eˆtre formule´e de manie`re purement alge´brique et joue ainsi un
roˆle tre`s important dans notre contexte. Nous allons donner les de´finitions de base de cette
formulation alge´brique dans le cas des C∗-alge`bres, en renvoyant a` [We] pour une construction
de´taille´e.
B.1 Fibre´s vectoriels en ge´ome´trie non commutative
Commenc¸ons par rappeler la de´finition d’un fibre´ vectoriel en ge´ome´trie ordinaire.
De´finition B.1.1 Soit X un espace topologique. Un fibre´ vectoriel sur X , appele´ la base du
fibre´, est un triplet (E ,X , π), ou` E est un espace topologique appele´ espace total et π : E →
X une application continue et surjective telle que π−1(x) soit muni d’une structure d’espace
vectoriel de dimension finie pour tout x ∈ X . De plus, ce fibre´ est dit localement trivial s’il
existe un recouvrement ouvert (Ui)i∈I tel que π
−1(Ui) soit isomorphe a` Ui × F , ou` F est un
espace vectoriel de dimension finie.
Par la suite, nous ne conside´rerons que des fibre´s vectoriels localement triviaux, aussi sous-
entendrons nous l’expression ”localement trivial”.
Afin de ge´ne´raliser cette notion en ge´ome´trie non commutative, nous devons donner quelques
de´finitions purement alge´briques [Lang2].
De´finition B.1.2 Soit A une alge`bre et E un A-module a` droite. On dit que E est un A-module
a` droite de type fini et projectif si
1. E est engendre´ par un nombre fini d’e´le´ments en tant que A-module a` droite,
2. il existe un autre A-module a` droite E ′ telle que la somme directe E ⊕ E ′ soit isomorphe
au A-module a` droite trivial AN .
On montre alors le re´sultat suivant, que nous avons utilise´ lors de notre e´tude des the´ories
de Yang-Mills.
Proposition B.1.1 Tout module projectif fini a` droite sur A est isomorphe a` un module du
type eAN , ou` e ∈MN(A) est une projection.
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L’introduction de la notion de module projectif se justifie par le the´ore`me de Serre-Swan,
qui permet de relier modules projectifs et fibre´s vectoriels :
The´ore`me B.1.1 Si X est un espace topologique compact et si A = C0(X ) est l’alge`bre des
fonctions continues sur X a` valeurs complexes, alors les modules des sections des fibre´s vecto-
riels sur X sont les modules projectifs de type fini sur l’alge`bre A.
Il est utile de remarquer que l’on construit explicitement cet isomorphisme en utilisant une
partition de l’unite´ telle qu’au-dessus de chacun des ouverts la composant, le fibre´ est trivial.
Ainsi, les modules projectifs sur une alge`bre ge´ne´ralisent les espaces de sections de fibre´s
vectoriels en ge´ome´trie non commutative.
B.2 Le groupe K0(A)
Pour construire les groupes de K-the´orie dans ce contexte alge´brique, commenc¸ons par
introduire une relation d’e´quivalence sur l’ensemble des modules projectifs sur une alge`bre
donne´e.
De´finition B.2.1 Deux modules projectifs finis sur une alge`bre A sont e´quivalents s’ils sont
isomorphes, eventuellement apre`s addition d’un module trivial AN .
En utilisant la partition de l’unite´ apparaissant dans la de´monstration du the´ore`me de Serre-
Swan, il est clair que les fibre´s vectoriels triviaux sont en correspondance biunivoque avec les
modules triviaux AN . Cette relation d’e´quivalence est donc la meˆme que celle introduite en
ge´ome´trie usuelle.
Proposition B.2.1 Muni de la somme directe, les classes d’e´quivalence de modules projectifs
finis forment un semi-groupe abe´lien K+0 (A).
A partir de ce semi-groupe on construit un groupe a` l’aide du proce´de´ employe´ lors du
passage des entiers naturels N aux entiers relatifs Z.
De´finition B.2.2 K0(A) est le groupe abe´lien
(
K+0 (A)×K+0 (A)
)
/ ≃, ou` ≃ est la relation
d’e´quivalence de´finie sur K+0 (A)×K+0 (A) par
(x, y) ≃ (x′, y′) si et seulement si x + y′ = y + x′. (B.1)
Ainsi, nous avons associe´ a` chaque alge`bre un groupe abe´lien K0(A). Par la suite, nous ap-
pliquerons cette construction a` des C∗-alge`bres qui ge´ne´ralisent l’alge`bre des fonctions continues
sur un espace compact.
B.3 Groupes d’ordre supe´rieurs et pe´riodicite´ de Bott
De la meˆme manie`re, il est possible de construire de manie`re purement alge´brique les groupes
d’ordre supe´rieurs. Bien que cette construction soit relativement ardue, elle se simplifie con-
side´rablement dans le cas des C∗-alge`bres.
La premie`re e´tape consiste a` introduire la suspension.
De´finition B.3.1 Soit A une C∗-alge`bre et C0(R) la C∗-alge`bre des fonctions continues sur R
qui tendent vers 0 en ±∞. Par de´finition, la suspension de A est SA = C0(R)⊗A.
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Bien entendu, il est possible d’ite´rer ce proce´de´ et de de´finir Sn(A) par Sn(A) =
S (Sn−1(A)).
De´finition B.3.2 Soit A une C∗-alge`bre. Les groupes de K-the´orie d’ordre supe´rieurs sont
de´finis par Kn(A) = K0(SnA).
En fait, il s’ave`re que ces groupes sont isomorphes a` K0(A) si n est pair et a` K1(A) si n
est impair. De plus K0(A) et K1(A) admettent une description simple en termes de groupes
d’homotopie.
Pour tout entier N , notons UN (A) le groupe des e´le´ments unitaires deMN(A). L’application
u ∈ UN (A) 7→
(
u 0
0 1
)
∈ UN+1(A) (B.2)
de´finit une inclusion de UN(A) dans UN+1(A). A l’aide de cette inclusion on de´finit
U∞(A) = ∪
N∈N
UN(A). (B.3)
On montre alors le
The´ore`me B.3.1 Avec les notations pre´ce´dentes, on a
K0(A) = π1(U∞(A)) et K1(A) = π0(U∞(A)). (B.4)
Ainsi, le groupe K1(A) mesure le de´faut de connexite´ du groupe U∞(A).
B.4 Calcul fonctionnel holomorphe
La the´orie pre´ce´dente s’applique remarquablement bien aux C∗-alge`bres. Cependant, ces
dernie`res correspondent aux alge`bres de fonctions continues alors que nous sommes inte´resse´s,
en particulier lors de l’e´tude du couplage avec la cohomologie cyclique, par des alge`bres de
fonctions lisses. Pour passer de l’un a` l’autre, on utilise la notion de pre´ C∗-alge`bre, qui se base
sur le calcul fonctionnel holomorphe [C5].
De´finition B.4.1 Soient A une C∗-alge`bre avec unite´ et a un e´le´ment de A. Le spectre de a
est l’ensemble des λ ∈ C tel que a− λ1 ne soit pas inversible.
Les formules de Cauchy permettent de de´finir l’image de x par une fonction holomorphe sur
le spectre de x.
De´finition B.4.2 Soient A une C∗-alge`bre, a un e´le´ment de A et f une fonction a` valeurs
complexes et holomorphe sur le spectre de a. On de´finit f(a) par
f(a) =
1
2iπ
∫
Γ
f(z)
z − adz, (B.5)
ou` Γ est n’importe quelle courbe ferme´e simple oriente´e dans le sens positif et entourant le
spectre de a.
On introduit alors la notion de pre´ C∗-alge`bre.
De´finition B.4.3 Une pre´ C∗-alge`bre est une sous-alge`bre dense d’une C∗-alge`bre qui est stable
par calcul fonctionnel holomorphe.
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Les alge`bres que nous rencontrons dans notre e´tude des triplets spectraux (A,H,D) sont
munies d’une structure de pre´ C∗-alge`bre qui permet de construire une C∗-alge`bre repre´sente´e
sur H.
Proposition B.4.1 Soit A une pre´ C∗-alge`bre. Alors, toute repre´sentation involutive de A
dans un espace de Hilbert est continue et s’e´tend de manie`re unique en une repre´sentation de
C∗-alge`bre.
Enfin le re´sulat suivant nous autorise a` travailler avec des pre´ C∗-alge`bres.
Proposition B.4.2 Soient A une C∗-alge`bre et B une sous-alge`bre dense de A, stable par
calcul fonctionnel holomorphe. Alors l’inclusion de B dans A induit un isomorphisme entre
K0(A) et K0(B).
Cela justifie le fait que nous travaillons avec des alge`bres de fonctions lisses plutoˆt qu’avec
des C∗-alge`bres qui sont d’un maniement plus de´licat.
Annexe C
Cohomologie cyclique
Enfin, nous terminons en donnant les quelques rudiments de cohomologie cyclique indis-
pensables a` la compre´hension de certains de nos re´sultats concernant l’action de Yang-Mills
ou celle de Chern-Simons. Le livre de re´fe´rence sur le sujet est incontestablement [Lo], mais la
lecture de certains passages de [C5] se re´ve`le indispensable pour l’e´tude du couplage avec la
K-the´orie.
C.1 Cohomologie cyclique
La de´finition suivante caracte´rise de manie`re purement alge´brique les proprie´te´s des formes
diffe´rentielles et de leur inte´gration.
De´finition C.1.1 Un cycle de dimension n sur une alge`bre A est un quadruplet (Ω, π, d, ∫ ) ou`
1. Ω =
n⊕
k=0
Ωk est une alge`bre gradue´e,
2. π est une repre´sentation de A dans Ω0,
3. d : Ωk → Ωk+1 est une application line´aire satisfaisant a` d2 = 0, a` d(Ωn) = 0 ainsi qu’a`
la re`gle de Leibniz gradue´e d(ωξ) = dω ξ + (−1)pω dξ pour tous ω ∈ Ωp et ξ ∈ Ωq,
4.
∫
: Ωn → C est une forme line´aire telle que ∫ dω = 0 si ω ∈ Ωn−1, et ∫ ωξ = (−1)pq ∫ ξω,
pour tous ω ∈ Ωp et ξ ∈ Ωq tels que p+ q = n.
Cela nous me`ne a` la de´finition du caracte`re d’un cycle.
De´finition C.1.2 Le caracte`re d’un cycle de dimension n est l’application multiline´aire de´finie
sur An+1 par
τ(a0, a1, . . . , an) =
∫
π(a0) d(π(a1)) . . . d(π(an)). (C.1)
En fait, il s’ave`re que le caracte`re d’un cycle ve´rifie certaines proprie´te´s qui sont a` la base
de la cohomologie cyclique.
Proposition C.1.1 Une application (n+1)-line´aire τ sur A est le caracte`re d’un cycle sur A
si et seulement si
τ(a0, a1, . . . , an) = (−1)nτ(an, a0, . . . , an−1) (C.2)
pour tous a0, a1, . . . , an ∈ A et
n∑
k=0
(−1)kτ(a0, a1, . . . , akak+1, . . . , an+1) + (−1)n+1τ(an+1a0, a1, . . . , an) = 0 (C.3)
pour tous a0, a1, . . . , an+1 ∈ A.
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Avant de de´finir la cohomologie cyclique dans un cadre plus abstrait, rappelons la de´finition
d’un bimodule.
De´finition C.1.3 Soient A et B deux alge`bres etM un espace vectoriel. On dit que M est un
(A,B)-bimodule si A agit a` gauche et B a` droite sur M et si ces deux actions commutent.
La proposition suivante est facile a` ve´rifier.
Proposition C.1.2 Soient A un alge`bre,M un bimodule sur A et Cn(A,M) l’espace vectoriel
des applications multiline´aires de An dans M. L’application b : Cn(A,M) → Cn+1(A,M)
de´finie par
bT (a1, . . . , an+1) = a
1T (a2, . . . , an+1)+
n∑
i=1
(−1)iT (a1, . . . , aiai+1, . . . , an+1) + (−1)n+1T (a1, . . . , an)an+1 (C.4)
pour tous T ∈ Cn(A,M) et a1, . . . , an+1 ∈ A ve´rifie
b2 = 0. (C.5)
Nous de´finissons alors la cohomologie de Hochschild de la manie`re suivante.
De´finition C.1.4 La cohomologie du complexe
C0(A,M) b−→C1(A,M) b−→ . . . b−→Cn(A,M) b−→Cn+1(A,M) b−→ . . . (C.6)
est la cohomologie de Hochschild a` valeurs dans le bimodule M.
De meˆme, nous avons une version duale de la proposition pre´ce´dente :
Proposition C.1.3 Soit A une alge`bre,M un bimodule sur A et Cn(A,M) le produit tensoriel
M⊗A⊗n, L’application b : Cn(A,M)→ Cn−1(A,M) de´finie par
b(m⊗ a1 ⊗ . . . , an) = ma1 ⊗ a2 ⊗ . . .⊗ an+
n−1∑
i=1
(−1)im⊗ a1 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an + (−1)nanm⊗ a1 ⊗ . . .⊗ an ⊗ an−1 (C.7)
pour tous m ∈M et a1, . . . , an ∈ A ve´rifie
b2 = 0. (C.8)
Cela nous me`ne a` la de´finition de l’homologie de Hochschild.
De´finition C.1.5 L’homologie du complexe
. . .
b−→Cn(A,M) b−→Cn−1(A,M) b−→ . . . b−→C0(A,M) b−→{0} (C.9)
est appele´e homologie de Hochschild a` valeurs dans le bimodule M.
Ces de´finitions utilisant des bimodules sont tre`s ge´ne´rales. Nous avons de´ja` rencontre´ l’ho-
mologie de Hochschild a` valeurs dans un bimodule lors de la formulation de l’axiome d’ori-
entabilite´. En particulier, il est facile de ve´rifier que l’homologie de Hochschild d’une alge`bre
de matrices est e´gale a` celle de C qui est triviale, ce qui est une obstruction a` l’existence de
triplets spectraux finis de dimension n > 0.
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Conside´rons l’espace vectoriel M forme´ de toutes les applications line´aires φ de A dans C
muni de la structure de bimodule de´finie par
aφb(x) = φ(bxa) (C.10)
pour tous a, b, x ∈ A. Nous identifions une applications line´aire φ de A dans M a` une forme
n+ 1 line´aire sur A graˆce a` la relation
φ(a0, a1, . . . , an) = φ(a0)(a1, . . . , an) (C.11)
pour tous a0, . . . , an ∈ A.
Le cas particulier de la cohomologie cyclique a` valeurs dans ce bimodule est celui que nous
avons conside´re´ dans cette the`se. Il nous me`ne a` la de´finition de la cohomologie cyclique.
De´finition C.1.6 Soit Cnλ (A) l’espace de formes multiline´aires φ : An → C satisfaisant a` la
condition
φ(a0, a1, . . . , an) = (−1)nφ(a1, . . . , an, a0). (C.12)
La cohomologie du complexe
C0λ(A) b−→C1λ(A) b−→ . . . b−→Cnλ (A) b−→Cn+1λ (A) b−→ . . . (C.13)
est la cohomologie cyclique de A. Les e´le´ments de Cnλ (A) situe´s dans le noyau de b sont appele´s
cocycles cycliques.
En ge´ne´ral, on note HCn(A) les groupes de cohomologie cyclique. Par de´finition, on a
HCn(A) = Znλ/Bnλ , (C.14)
ou` Znλ (A) (resp. Bnλ) sont forme´s des e´le´ments de Cnλ (A) situe´s dans le noyau de b (resp.
dans l’image de b). De meˆme, on note Hn(A,A∗) les groupes de cohomologie de Hochschild
correspondant au bimodule M = A∗ forme´ des formes line´aires sur A.
Le complexe de la cohomologie cyclique est donc un sous-complexe du complexe de la
cohomologie de Hochschild pre´ce´dente. L’e´tude des relations entre ces deux complexes est a`
l’origine de l’ope´rateur de pe´riodicite´.
C.2 La cohomologie cyclique pe´riodique
Si A et B sont deux alge`bres et si (ΩA, πA, dA, ∫A) et (ΩB, πB, dB, ∫B) sont des cycles de
dimension nA et nB sur A et B, on de´finit de man`ie`re naturelle un cycle (Ω, π, d, ∫ ) de dimension
n = nA + nB sur A⊗ B par
1. Ωk = ⊕
i+j=k
ΩiA ⊗ ΩjB et π = πA ⊗ πB,
2. d = dA ⊗ 1 + (−1)i1⊗ dB sur ΩiA ⊗ ΩjB,
3.
∫
=
∫
A⊗
∫
B en tant que forme line´aires sur Ω
n = ΩnAA ⊗ ΩnBB .
Cette notion correspond aux formules usuelles relatives aux formes difffe´rentielles sur un
produit de deux varie´te´s. Puisqu’il y a une relation biunivoque entre caracte`res de cycles et
cocycles cycliques, on obtient le re´sultat suivant.
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Proposition C.2.1 Soit φa le caracte`re du cycle (ΩA, πA, dA,
∫
A) et φB celui de (ΩB, πB, dB,
∫
B).
Alors le caracte`re du cycle (Ω, π, d,
∫
) est un cocycle cyclique de dimension nA + nB sur A⊗B
note´ φA#φB.
Ce produit, appele´ ”cup product” en anglais, joue un roˆle important en cohomologie cy-
clique. Par exemple, il peut eˆtre utilise´ pour e´tendre un cocycle cyclique φ de dimension n sur
une alge`bre A a` un cocycle cyclique φ˜ sur MN(A). En effet, la trace est un cocycle cyclique de
dimension 0 sur MN (C), ce qui prouve que φ˜ = Tr#φ est un cocycle cyclique de dimension n
sur MN (A) = MN (C) ⊗ A. Sur les produits tensoriels µ0 ⊗ a0, . . . , µn ⊗ an de MN(C) ⊗ A, la
valeur de φ˜ est
φ˜ (µ0 ⊗ a0, . . . , µn ⊗ an) = Tr (µ1 . . . µn)φ (a0, . . . , an) , (C.15)
ce que nous utilisons lors de l’e´tude des the´ories de jauge.
Abordons maintenant la de´finition de la cohomologie cyclique pe´riodique. La proposition
suivante, facile a` ve´rifier, nous donne la cohomologie cyclique de l’alge`bre C.
Proposition C.2.2 La cohomologie cyclique de C est donne´e par Hn(C) = C si n est pair et
Hn(C) = {0} si n est impair.
Notons σ le ge´ne´rateur de HC2(C) normalise´ par σ(1, 1, 1). Remarquons que dans [C2], la
normalisation est σ(1, 1, 1) = 2iπ, ce qui entraˆıne l’apparition de facteurs 2iπ supple´mentaires.
Nous ici adoptons les conventions de [C5].
De´finition C.2.1 L’ope´rateur de pe´riodicite´ S : HCn(A)→ HCn+2(A) est de´fini par
S(φ) = σ#φ (C.16)
pour tout cocycle cyclique φ de dimension n.
Bien entendu, il faut ve´rifier la cohe´rence de cette de´finition, en particulier il faut s’assurer
que l’image d’un bord est encore un bord. Nous renvoyons a` [C5] pour une construction de´taille´e.
L’ope´rateur de pe´riodicite´ permet de pre´ciser la relation entre la cohomologie de Hochschild
et la cohomologie cyclique. En effet, toute classe de cohomologie cyclique de´termine une classe
de cohomologie de Hochschild, ce qui de´finit une inclusion I : HC(A)→ H(A,A∗) de la coho-
mologie cyclique dans la cohomologie de Hochschild. En ge´ne´ral, cette dernie`re est plus facile
a` calculer et il est utile de caracte´riser l’information perdue lors du passage de la cohomologie
cyclique a` la cohomologie de Hochschild.
Proposition C.2.3 Le noyau de I : HCn+1(A) → Hn+1(A,A∗) est e´gal a` l’image de S :
HCn−1(A)→ HCn+1(A).
Les e´le´ments que nous avons perdus lors du passage a` la cohomologie de Hochschild sont
donc exactement les images des cocycles cycliques de dimension infe´rieure.
L’ope´rateur de pe´riodicite´ permet aussi de de´finir la cohomologie cyclique pe´riodique. En
effet, on peut toujours inclure HCn(A) dans HCn+2(A) en l’identifiant avec S (HCn(A)).
De´finition C.2.2 Soit
HCpaire(A) = ∪
n∈N
HC2n(A) (C.17)
et
HC impaire(A) = ∪
n∈N
HC2n+1(A). (C.18)
Les groupes de cohomologie HCpaire(A) et HC impaire(A) forment la cohomologie cyclique
pe´riodique.
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Cette dernie`re joue un roˆle fondamental en ge´ome´trie non commutative car c’est elle qui se
couple a` la K-the´orie. De plus, elle admet une de´scription simplifie´e a` l’aide d’un bicomplexe.
Pour de´finir ce bicomplexe, introduisons un nouvel ope´rateur B : Hn(A,A∗)→ HCn−1(A).
Pour toute forme n-line´aire φ de A⊗n dans A, nous de´finissons
Bφ(a0, a1, . . . , an−1) = AB0φ(a0, a1, . . . , an−1) (C.19)
avec
B0φ(a0, a1, . . . , an−1) = φ(1, a0, a1, . . . , an−1)
− (−1)nφ(a0, a1, . . . , an−1, 1), (C.20)
et A est de´fini sur toute application multiline´aire Ψ de A⊗(n+1) dans A par
AΨ(a0, . . . , an) =
n∑
j=0
(−1)njψ(aj , aj+1, . . . , an, a0, . . . , aj−1). (C.21)
La proposition suivante relie B a` l’ope´rateur b apparaisant dans la de´finition de la cohomologie
de Hochschild.
Proposition C.2.4 B ve´rifie B2 = 0 et bB +Bb = 0 sur l’espace Cn(A,A∗) forme´ de toutes
les application multiline´aires de A⊗n dans A∗.
Par conse´quent, les deux diffe´rentielles b et B peuvent servir a` de´finir un bicomplexe.
The´ore`me C.2.1 Si m et n sont deux entiers relatifs, de´finissons Cn,m(A) comme e´tant l’es-
pace des formes (n −m) line´aires de A dans A∗ si n −m ≥ 0 et par Cn,m(A) = 0 si n < m.
Soient d1 et d2 les deux applications de´finies pour tous m,n ∈ Z par
d1 : C
n,m(A) → Cn+1,m(A), d1 = (n−m+ 1)b (C.22)
d2 : C
n,m(A) → Cn,m+1(A), d2 = 1
n−mB, (C.23)
d2 e´tant nulle si m = n. Ces deux applications ve´rifient (d1)
2 = 0, (d2)
2 = 0 et d1d2+ d2d1 = 0
et de´finissent un bicomplexe dont la cohomologie totale est e´gale a` la cohomologie cyclique
pe´riodique.
En d’autres termes, on peut reconstruire la cohomologie cyclique pe´riodique a` l’aide d’un
bicomplexe, ce qui s’ave`re fondamental dans la de´monstration de la formule locale de l’indice
en ge´ome´trie non commutative.
Il est important de noter que les diffe´rentielles de ce bicomplexe sont proportionelles a` b
et B mais non identiques a` ces derniers. Cela a pour conse´quence l’apparition d’un facteur de
normalisation lors du passage de la cohomologie cyclique pe´riodique au bicomplexe de´termine´
par (b.B).
C.3 Couplage avec la K-the´orie
La cohomologie cyclique pe´riodique se couple a` la K-the´orie. Ce couplage ge´ne´ralise, dans
le cadre de la ge´ome´trie non commutative, les quantite´s topologiques apparaissant en physique
the´orique, comme par exemple le nombre d’instantons.
Donnons les principaux re´sultats relatifs a` ce couplage, en commenc¸ant par rappeler un
re´sultat que nous avons de´ja` rencontre´ (C.15).
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Proposition C.3.1 Si τ est un cocyle cyclique sur A, alors τ˜ de´fini sur MN(A) = A⊗MN(C)
par
τ˜ (a0 ⊗m0, a1 ⊗m1, . . . , aN ⊗mN ) = τ(a0, a1, . . . , aN) Tr(m0m1 . . .mN) (C.24)
est un cocyle cyclique.
Cela permet d’e´tendre tout cocycle sur A a` un cocycle sur MN (A), ce qui est indispensable
si on veut appliquer les re´sultats suivants aux the´ories de jauge non abe´liennes.
Dans le cas pair, le couplage entre la cohomologie cyclique pe´riodique et le groupe K0(A)
est donne´ par le
The´ore`me C.3.1 Soit τ un cocycle cyclique de degre´ 2m sur A et e ∈MN(A) une projection
hermitienne. La quantite´
1
m!
τ˜ (e, e, . . . , e) (C.25)
ne de´pend que de la classe de τ dans HCpaire(A) et de celle de e dans K0(A).
De meˆme, dans le cas impair, HC impaire(A) se couple a` K1(A).
The´ore`me C.3.2 Soit τ un cocycle cyclique de degre´ 2m+1 sur A et u ∈MN (A) un unitaire.
Alors
1√
2i 2nΓ(n/2 + 1)
τ˜ (u− 1, u−1 − 1, . . . , u− 1, u−1 − 1) (C.26)
ne de´pend que de la classe de τ dans HC impaire(A) et de celle de u dans K1(A).
Lorsque τ est fixe´, ces quantite´s ne de´pendent que de la classe de e ou de u en K-the´orie,
ce qui prouve qu’elles sont stables par de´formation.
Lorsque A est une C∗-alge`bre se´parable, ce qui correspond dans le cas commutatif aux
espace topologiques me´trisables, on a le re´sulat suivant :
Corollaire C.3.1 Lorsque l’alge`bre A est se´parable, les fonctions e 7→ τ˜(e, e, . . . , e) et τ˜ (u −
1, u−1 − 1, . . . , u− 1, u−1 − 1) ne prennent qu’un nombre de´nombrable de valeurs.
Toutefois, cela ne montre pas que ces couplages sont entiers. En ge´ne´ral, l’integralite´ re´sulte
uniquement du couplage avec le caracate`re de Chern.
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