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Abstract - -This  paper defines a repetitive control algorithm for partially observed storh~tic pro- 
cesses. Successive optimisation sub-problenm, each with computation horizon T* (less than the 
reference horiz~m ¢g the overall problem), are to be solved at intervals 0. 
In the literature, repetitive control has been defined for completely observed processes and proved 
to be suboptimal relative to the stocl~Mtic optinmm. For suitable choices of 0 and T*, for a Rimple 
partially observable lneal~quadratic~Gaussian problem, the repetitive control thus obtained is here 
shown to be better than the customary "optimal" control for the given reference horizon. 
1. INTRODUCTION 
Optimisation problems in general require the suitably constrained minimisation of a performance 
index. In the case of an optimal control problem, the constraints will include state equations, 
and the performance index will be a sum (or an integral) over a period 
{0 ,1 ,2 , . . . ,T -  1,T} ~_ {0, . . . ,T},  
called, in the sequel, the optimisation or reference horizon. The value of the index, or its expected 
value in the event of a stochastic ontrol problem, will obviously depend on {0,.. . ,  T}. This 
usually requires no comment, since for many optimisation problems the horizon {0,... ,T} is 
given. 
However, there remains an important class of optimisation problems where {0,.. . ,  T} is not 
given objectively by the nature of the phenomenon i vestigated, but is rather a reference period, 
within which the expected results are to be optimised. 
For example, consider the problem of how to achieve the best outcome within a financial year 
for a hydro-electric generating system. Observe that the controls are certainly not time functions 
found for an entire year at its beginning. They are, as a rule, functions of the states. However, the 
state variables describing such a system, for example water levels in reservoirs, may not in general 
be easily or cheaply observable. Hence, the controls might have to be based on the observation 
of some flows, for example. 
In completely observable stochastic ontrol problems--that is, those in which the controller has 
perfect information on the state variables at all times--it is reasonable to seek a control aw p of 
the form 
u,--Ix(z,), for all t e{O ... .  , T -  1}, (1) 
where ut is the control and zt is the state at time t. 
By contrast, for a partially observable problem--that is, one whose state variables are observable 
only through an output Yt, the control aw would be of the form 
Ut = f l ( f t (Z0,yl ,~2,. . . ,yt_ l )) ,  for al l t  ~ {0 , . . . ,T - -  1}, (2) 
The authar, while retaining responsibility for any remaining errors, is thankful to Drs. Chris Atkin and Colin 
Jeffcoat for their conune~ats and su~eetions, which contributed to the prepar~ion of this paper. 
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where yi represents the observed output at time i = 0,..., t - 1, and ft is some suitable function 
of those observations. 
Assume now that it were possible to measure the state variables themselves at some extra cost 
(not necessarily included in the performance index). This might be done at observation times 
tj E {0,...,T}, where j - 0,1, . . . ,N- 1 and 0 "- to < tl < ... < tjv = T. Then, one might 
apply a control law of the form (1) at the observation times, and of the form (2) at other times. 
That is, a "mixed," or repetitive, approach (so-called because of repetitions of the optimisation 
procedure at times tj) can be defined as: 
u~ = tJ (x t ) ,  
u, = y , j+ l ,  . . . ,  y , - , ) ) ,  
for t = to,tl,...,tj,...,tN = T, (la) 
for all t E {0,..., T} \ {tl, t2, ..., t~v}, (2a) 
where g~ is some suitable function of the observations. As in our example, the costs or the 
practical difficulties of complete observation may often lead the controller to employ such a 
control corresponding to partial observation, occasionally checking the precise values of the state 
variables as the circumstances permit or require. 
In effect, the control to be applied between the observation times tj and tj+l is thus being 
derived as the solution of a partially observable optimisation problem for the reference horizon 
{tj, t j+ l , . . . ,  T). However, the costs of computation may also be substantial, and the controller 
might prefer, if it is reasonable, to find the control between tj and tj+l by solving the partially 
observable problem for a different, and usually shorter, reference horizon {tj, t j+ l , . . . ,  tj - I -~ }. 
The length ~*j of this reference horizon will be described as the computation horizon at observa- 
tion time tj. Both modifications of the optimisation procedure--abandoning complete observa- 
tion and altering the computation horizons--will be acceptable if the performance index is not 
greatly affected. The whole procedure, involving the choice both of observation times and of the 
corresponding computation horizons, is what we shall refer to as repetitive control. 
Of course, if the controller sets tj = j and T~0 = T, for all times j E {0,.. . ,  T}, the problem will 
be solved once only and the control will be precisely of the form (1), corresponding to complete 
observation of the state. The performance index will therefore have its minimum possible value. 
But that may involve so much "additional" cost that the controller may actually favour the 
repetitive information structure, defined by (la) and (2a), over the classical information structure, 
defined by either (1) or (2) (for the notion of information structure, refer to [1, Chapter 6, 
Section 10]). 
As a numerical simplification, we shall assume in this paper that the observation times are 
chosen regularly, With repetitive control period 0: thus, tj = jO, j = O, 1, . . . ,  N - 1, where 
T = NO. Similarly, we shall assume that the computation horizon Tfj is constant and equal to T* 
(in fact, for j < N-T* /O  only; for j >_ N-T* /O,  that is for the few last periods, the computation 
horizon will be O(N - j ) ) .  In this way, we arrive at the O,T*-repetitive control algorithm, which 
is a practical recipe for controlling a process, whose information structure allows for repetitions. 
To summarise: at the observation time tj - j 0, the control to be applied until tj+x = (j + 1) 0 
is derived by optimising the performance index for the partially observed process on the interval 
{jO, . . . , jO+T*} (when j < N-  1), or { (N-  1)0 , . . . ,T )  (when j = N-  1). 
Intuition based on a common-sense belief that more observations mean better information 
suggests that the index values would always decrease monotonically with N. We shall show, 
however, that even for linear-quadratic-Gaussian problems in R 1, this is not necessarily so. 
The question which naturally arises is that of the most advantageous choice of 0 and T*. 
Since the reason for considering repetitive control algorithms in the first place is the presence 
of observation and computation costs, it may seem that we have a new optimisation problem. 
We shall not discuss it here, confining ourselves to studying the dependence of the performance 
index on 0 and 7"*, which is obviously the first step; indeed, the observation and computation 
costs will be so specific to any practical problem under consideration, that introducing them here 
would be unrealistic. Moreover, as we shall show in the sequel, existence of non-monotonic or 
"fiat" portions in the graph of the performance index (as a function of 0, T*) will be a necessary 
condition for a rational choice of those parameters. 
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The sensitivity analysis for the performance index will be performed for the simplest non-trivial 
case, a dise~te-time partially observable inear-quadratic-Gmmsian problem in R x. Not only does 
one then have analytical solutions for the partially observable stochastic ontrol problems which 
are set at each observation time, LQG models have also been used for production planning [2], 
exchange rate determination [3], the relation between inflation and economic output [4], and 
consumer behsviour [5], all of which are natural candidates for repetitive control. Moreover, 
because the intention of this paper is to demonstrate a new approach rather than to explore all 
the related problems, the sensitivity analysis hould be simple and understandable. It may then 
serve as a pattern to follow in situations which cannot be modelled as LQG problems. 
The effect of the sensitivity analysis will be to provide the decision maker with a picture 
of relationships between 0, T* and the performance index for values of parameters specifying a
particular process and disturbance. Thus, for different uncertainty levels (measured by the noises' 
covariances), s/he will be able to select he proper epetitive control (risk sensitive, compare [6]). 
In the following sections, comments on the literature of the problem will be provided, the 
definition of the 0, T*-repetitive control will be presented, and its application to a LQG problem 
will be shown. 
2. BACKGROUND OF THE PROBLEM OF CHOICE OF HORIZONS 
The literature on evaluation of rolling schedules, optimality of myopic decisions, planning and 
turnpike horizons, and other subjects related to the interest of this paper is quite vast and its 
review would require a separate paper. We will comment here only on some features, which make 
the other approaches different from that adopted in this paper. 
Interest in finding a proper optimisation horizon originated among economists [7]. Typical of 
that approach is a search for the planning horizon, understood as an interval over which the 
optimal decisions for the whole horizon coincide with the solutions to the problem restricted to 
the forecast horizon. Refer, for example, to [8-11,12, Chapter 1]. 
The motivation for that formulation came from inventory problems, for which such strictly 
defined planning horizons may exist because of some periodicity of demand and/or inventory 
clearance. Relaxed formulations which allow for a difference between the reference horizon solu- 
tion and that obtained for a pair of a planning and a forecast horizon (see, for example, [13-15]) 
are more general, and cover a class of problems where the (strictly defined) horizons may not 
exist. What is common to those papers is that they all deal with completely observed processes, 
which implies that they treat the "whole" horizon solution not as just a reference solution, but 
as the optimal solution. 
If the models dealt with in the cited papers were relevant o real life situations, the only 
reasonable motivation behind rolling schedules extensively used in management would be the 
balance between the loss of "optimality" and computational costs. If these costs do not matter, 
then the "whole" horizon solution is both optimal and available, so why not apply it?! 
In terms of conclusions for decision makers, these papers are not very constructive. Because 
they treat the reference horizon solution as optimal, the conclusions, e.g., [16,17], are bound 
to prefer the controls used for longer, rather than shorter horizons (that may be explained by 
means of the continuity in T ° and 0 of the overall performance index, see [18]). For example, [16] 
concludes " ... the global ezpected return loss associated with myopic mazimisation ... varies 
directly wflh the degree of uncertainty and inversely with the degree of positive correlation in 
period-by-period returns," which simply means: the more uncertainty, the worse the myopic 
control. On the other hand, observation of decision makers' practice indicates that the more 
uncertainty in an environment, the more frequently does revision of adopted policies take place. 
All the papers cited, irrespective of whether they deal with deterministic or stochastic models, 
are assuming perfect observation of the state. Many deal with linear-quadratic problems. Cer- 
tainly, for a completely observable inear-quadratic problem, the closed-loop solution obtained for 
a reference horizon is optimal. On the other hand, however, managerial practice indicates that 
almost any stochastically perturbed process is controlled repetitively. Do the decision makers 
behave unreasonably, or are the models used to explain their policies not appropriate? It will 
be shown in this paper that the inclusion of an observer equation in the model helps in finding 
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a rationale for the use of a series of myopic decisions (inatead of'the stochutieally optimal one 
obtained for a reference horizon,). In other words, it will be shown that for partially observed 
processes, depending on the degree of uncertainty, the decision makers may prefer a series of 
"myopic" decisions over the stochastically optimal. 
In the literature, there is no uniformity in the terminology, in formulation of the overall per- 
formance index [8], or in the models. There are even some apparent clashes which indicate 
that various authors were working with different definitions and/or models and/or information 
patterns (for example, [8] allows for different horizons and concludes that " .,. longer planning 
horizons achieve monotonic improvements in performance" whereas [19] finds that " . . .  the lenfth 
of the planning horizon is independent of the level of uncertainty"). The present paper proposes 
its own terminology, partly for historical reasons [20,21], and partly because of the author's con- 
viction that a planning horizon is not necessarily an interval in which the computed control has 
to be applied, as is implied by many of the papers cited. We will use instead the term repetitive 
control period (0), with competation horizon (T*) reserved for an interval for which planning 
actually takes place (cf. ~forecast horizon" in many papers and "planning horizon" in [18,20]). 
3. THE REPETIT IVE CONTROL ALGORITHM 
Our analysis will be carried out for an LQG problem in R 1. The algorithm's extension to 
LQG problems in R n is immediate; xtension to non-linear problems is possible, subject o the 
existence of a solution to the non-linear partially observable stochastic optimis~ion problem. 
Suppose a stochastically disturbed process is to be controlled over a period {0,..., T}. Its 
mathematical model is given by the following state and observer equations 
Xs+, = (1 + r)X~ + Ut +ftt,  
Yt = hXt+f l~,  
(3) 
(4) 
for t E (0,. . .  ,T), while its overall performance is measured by 
T-1 / 
EJ (O,T) -  E KTX~,+ EaX~ +U? . 
t----O 
(5) 
All variables throughout the paper belong to R 1. The symbol Xs denotes the state at time t, 
and Us is an admissible control, that is, one whose value at time t is determined as a function of 
observations Y, up to s = t - 1 and of the initial state X0. This is a conservative approach. It 
models ituations where, at the time t at which a decision on the control Us is to be made, the 
observation Y~ is still unavailable (as throughout [2"2]); allowing for availability of Yt as in [23] 
would not change the main idea of the paper. 
The symbols r, h, a, KT stand for constants, and l~s, ~ are sequences of independent ormal 
random variables (discrete white noises) with zero mean values and the covariances: 
coy (~t, f~t) = ~,  
coy (n, ,  n ,  = o, 
1 1 coy (n , ,  n ,  ) = 
The stochastic optimisation problem consists of the finding of an admissible control Ut, 
t E {0, 1,. . . ,  T -  1), which minlmises (5), subject o (3) and (4). The stochastically optimal 
control is given by the aspsration theorem (refer to, for example, [22, Chapter 8, Section 5]). It 
is a function of the state est!m__ate and is fed back to the process, see Figure 1. This formulation 
is typical for the classical information structure (see [I, Chapter 6, Section 10]). The information 
structure will be called repetitive if, in addition, at least one of the following conditions (not 
mutually exclusive) is satisfied: 
(i) At times jO, j = O, 1, 2,.. . ,  N - 1, where T = N0, the value of the state Xj0 is fed back 
to the controller and to the state estimator, see Figure 1. This condition will be fulfilled 
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for processes where direct observations are expensive but possible, and thus periodic exact 
measurements of the state can take place. For 0 - 1, the process becomes completely 
observable, 0 - T is the standard case of partial observability (that is, Xt is observable 
via Yt) and when 1 < 0 < T, the process is repetitivelp observable. 
(ii) At times j0, the state estimator and the optimiser are given updated information about 
process parameters and disturbance characteristics. This condition describes the case of 
adaptive optimisation and estimation which would be appropriate if, for instance, the 
disturbance mean varied. 
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Figure 1. Repetitive control structure. 
Either condition will justify the use of rolling scheduling. If they are both absent, then the 
control process hould not be interrupted unless the "repetitions" are due to high computational 
costs for {0,... ,T -  1}. In other words, if the information structure is not repetitive, the sep- 
aration principle guarantees optimal control under the partial observation structure (2), and 
repetitive control should not be applied. In the present paper, the parameters of the process 
controlled and the disturbance are assumed to be constant, and thus, only situations described 
by condition (i) will be considered. 
A O,T*-repetifi~e control (RC), 0 ~ T*, over an interval {0,... ,T} consists of a sequence 
{U~}, t E { j0 , . . . , ( j+  1)0 -  1}, j -  0 ,1 , . . . ,N -  1, where U~, t E { jÙ, . . . , j0+T* - 1} is the 
admissible optimal solution to 
rnin EJ (jO, jO + T*), (6) 
subject o (1)-(3) and 
I Xjs, for t - j0, j - -  0 ,1 , . . . ,N -  1, 
Yt = hXt + ~,  otherwise. (7) 
Condition (7) assumes knowledge of the actual value of the state at times when the control is to 
be calculated; it expresses the condition (i). 
Thus, U~ is optimal for the computation horizon I {j0,... ,j0 + T*}, and is the actual control 
over the repetition period ( j0, . . . ,  (j + 1)0 -  1}. 
1In fact, as was explained in the Introduction, the length of the computation horizon equals T" for j < N - T*/O, 
and thereiore, in practice, for most of the reference horizon. For greater j ,  the computations are over the periods 
of length 0 (N - j ) .  For notational simplicity, the symbol T* will be used to denote the computation horizon in 
either cue. 
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There is a need to distinguish between three types of expected performemce indices EJ. First, 
min EJ(tl, t~) 
is the expected index value obtained as the result of optimisation on a given interval {t l , . . . ,  t2}; 
this index is defined at (5), for (tl, t~) __. (0, T). Second, 
EJ (tl,t2;T*) 
is the expected index value for an interval {h , . . .  ,t2}, which is obtained by applying, for the 
interval {t l , . . .  ,t2 - 1}, the control optimal for the interval {t l , . . .  ,t2,. . .  ,tl 4- T*}. And third, 
EJ (to, iT;T*; O), 
which is the (overall) expected index value for the interval {to,... ,tT}, obtained as the result of 
applying the Ù,T*-repetitive control (see (29), for example). The last two indices are formally 
defined below. For the case of (tl,t2) --- (j 0, (j + 1) 0), the first index may (for convenience) be 
subscripted with the number of the repetitive control period to which it applies (so (6) could be 
ndn EJj(jO, jO -t- T*)). 
The overall performance index over a whole reference horizon {0,.. . ,  T) (the third index) will 
be a sum of partial indices (the second index), which will depend on both T* and 0: 
N-1 
EJ (0, T; 0, 2") = E ~ J (jO, (j + 1) 0; T*), (8) 
j r0  
where 
EJ(jO,(j+ l)O;T*)--rnin{EJj(jO,jO+T*)}-ndn{EJj((j-1-1)O, jO-I-T*)). (9) 
The relationship (9) above results from the principle of optimality which the controls Uj, 
t E {j0, ... ,jO + T* - 1} obey. 
The optimal index over the computation horizon T* has a value (see [22, pp. 269-275]): 
ndnEJj(JO,JO't'T*)=KJoEX~+ ~2 ~ K~+I+( I+r )  2 ~ 1-I-KtJ+l 
t f j t  tffijO 
, (10) 
j -- 0, 1, 2, . . . .  N - 1; for brevity, Xj - Xj0. The symbol K~ denotes the solution to the PAccati 
difference quation: 
Ki+l +a, (11) Kt j = (1 -t- r)2 1 + K~+I 
with K~ -- KT given in (5). (Other conditions, for example, KJT -- KT/N, are po~ible too.) 
Pit" is the covariance of the estimation error Xt j - X~J: 
~.+~ = .~(1 +r )~ (12) 
,12 +h~e/ , "  ' 
with initial conditions Pg0 = 0, which correspond to (7). The difference quation for the condi- 
tional mean 
x:' E (x l  l ' ' = 
is easy to derive (/bidem): 
x:,+~ =( l+, . )x : ,  + ~i + F/ (~,, - hx : , ) ,  (13) 
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with the "first" initial condition X~ ° = X0 and 
(14) 
subsequently, where ~ is the Kalman filter 
Fi = (I + r) .21 + h~ H" (15)  
The control, as has been stated, is in the feedback form 
ul =L~X;J, (18) 
where 
• K~+I . .  (17) L~ - (I + r) 1 + g~+ 1
Given an initial value X j, the formulae (11)-(17) determine the control for each planning 
horizon, and through the formulae (9) and (10), the expected performances for each repetition 
period can be obtained. 
The overall performance index (8) is an expected value calculated at t = 0. The initial states 
Xg for each repetition period will be seen by the decision maker at t = 0 as normal random 
variables ((3) is a discrete Markov process), whose means will satisfy (omitting the j index for 
clarity in (18)-(21)) 
EX,+I = (1 + r - L,) EX , ,  (18) 
since 
EX;  : E {E(X ,  I Xo, Y1, Y~, . . . , Y~-I)} = EX, ,  (19) 
and whose covariances will be given by a sum of (12) and 
P;-i-I "- (I -.~ r -  Lt) 2 P; + F 2 (h 2 Pt -~- 0"12), (20) 
where 
P; = cov  (x;, x;). 
Because of (14), the covariance 
Pj',  = coy (x j , ,  xj,), 
and, in particular, P~ = 0. Thus, EX~ in (10), for 1 < j < N, becomes 
(21) 
(22) 
• D ' J - -  1 EX 2 ... (EXj )2  ..[. p ] ;1  + J j o  • (23) 
The above procedure of finding a sequence {U~}, for t e { jO, . . . , ( j+  1)0-  1} and j = 
0, 1,. . . ,  N - 1, is what we have defined as the O,T*-RC (repetitive control) algorithm. 
In particular, according to the remarks in condition (i), a 1,T-RC will return EJ(O,T; 1;T), 
which will be the stochastically optimal cost under complete observation; and a T, T-RC will 
yield E J(0, T; T; T)--the stochastically optimal cost under partial observation. The sensitivity 
analysis will consist of an examination of the mapping E J(0, T; .; .). 
4. SENSITIVITY ANALYSIS 
The sensitivity analysis of E J(0, T; .; .) will he carried out for two chosen T: 
1. T -- 2 (the simplest dynamic optimisation horizon); 
2. T = 10 (a "long" horizon). 
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CASE 1. In this case, 0, T*-RC can be: 
• 2,2-RC--which means a partially observed process is controlled optimally (so there is no 
repetitive control); 
• 1,2-RC--which means a completely observed process is controlled optimally (in other 
words: repetitive control with an "optimal" computation horizon); 
• 1,1-RC--which means a completely observed process is controlled repetitively. 
Such a short reference horizon, T -- 2, enables one easily to follow how the repetitive per- 
formance indices are obtained. It allows one to assess the possible advantages or disadvantages 
of shortening the computation horizon, or of using a perfect instead of an imperfect informa- 
tion structure. However, this horizon does not permit one to illustrate the case of "repetitive 
observation" (see condition (i) of Section 3); this will be covered when T = 10. 
From (10), it follows that the stochastically optimal performance under the partial observation 
(2,2-RC) becomes 
1 (1 + ,.)2) EJ(O, 2; 2; 2) - rain E J(0, 2) - go X~ -{- 0 .2 Ko -t- K1 -t- ~ (24) 
which for K2 = 1, X0 = 10, h = 1 and r = 0 (these values will be kept throughout this example) 
gives 
EJ(o, 2; 2; 2) = 2"2 + 5. + I x02 + (2 + . ) .2 .  (25) 
2a+3 
If the same problem is to be 1,2-repetitively controlled (I,2-RC), (8) will involve only two 
indices: 
E J(0' 1; 2) = min EJo(O, 2) - min EJo(1, 2) 
2a'+5a+lx2o+(a+2)~r2 ( ( 1 )  1 ) - 2. + 3 - 5 +"  ((EX1)2 + ~2) + ~2 + ~ 0.2 (26) 
- 2a2 +5a+ l x2o _ ( l+a)  (EX,) 2 
2a+3 
and 
EJ(1,2;2) = minEJl(1,2) = ( l  + a) ((EX1)2 + a2) + a 2. 
In consequence, the overall 1,2-RC index is: 
(27) 
EJ(O'2;1'2) = 2a2 "l- 5a +1x2° "l" (3 + a) 3 (28) 
which is less than (25). 
Let the problem be now 1,1-repetitively controlled. Index (8) will be the sum: 
EJ(O, 2; 1, 1) - EJ(O, 1; 1) -t- E J(1, 2; 1). (29) 
The terms equal 
E J(0,1; 1) - rrdnEJo(O, 1) - min E J0(1, 1) 
_ 
(30) 
(31) 
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Figure 2. Dependence of repetitive performance on 0 and T*; a ---- 0.001. 
which is not less than (28) (greater for a ~ 1/2 and equal for a - 1/2). 
The outcomes (24), (28) and (32) can be summarised in the following results: 
RESULT A. Under complete observation, a repetitively controlled process (1,1-RC) may produce 
results as good as those obtained for stochastically optimal control (1,2-RC). For this example's 
C/#4HA24:819- I  
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parameters, the equality is achieved ifa = 1/2 or, in the terminology of [7,8], etc., if the "inventory 
cost" unit is twice as low as that of the "production" unit. 
RESULT B. For highly uncertain disturbance processes, an advantage of 1,1-RC (in effect, the 
case of complete observation) over the stochastically optimal control (2,2-RC; partial obser- 
vation) manifests itself. In other words, for (~v/Xo) 2 greater than some limiting value (here, 
(2a - 1)2/4 (2a + 3)) repetitive control is better. 
RESULT C. For moderately perturbed processes, the advantage of 1,1-RC over the stochasti- 
cally optimal control (2,2-RC) depends on the relationship between the process, index and noise 
parameters. In particular, the ratio of the "inventory cost" unit to the "production cost" unit 
should be within certain limits. For the example considered, if cr is around one fifth of )Co, that 
is (~/Xo) ~ ~ 0.04, a has to satisfy (after the Taylor's series expansion) 
0 } o o 
In order to make a suitable choice of the control structure, the decision maker also has to take 
into account he costs of observation and computation. In particular, if measuring the state is 
not very costly and the disturbance is strong, s/he will prefer a 1,1-RC over a 2,2-RC; if a = 1/2 
and storing the L i values for two periods is expensive, a 1,1-RC will be preferred over a 1,2-RC; 
etc. 
CASE 2. In this case, O,T* can be any pair of numbers between 1 and 10 (0 ~ T*, of couree); 
thus~ any structure including that of "repetitive observation" can be examined. 
Analytical forms for the indices for T = 10 are very complicated and impractical for analysis. 
Thus, the index values had to be numerically computed. Figures 2, 3 and 5 are graphs ~ of the 
results. The vertical axes represent E J(0, 10; .; .), the horizontal axes, the length of the repetitive 
control periods 0; the parameters of the curves are the computation horizons T*. 
Three values of a have been assumed: 
• a = 0.001, which according to production scheduling terminology may be interpreted as 
negligible "storage" versus "production" cost unit; 
• a - 1/2, cheap "storage," expensive "production"; 
• a = 1, comparable "storage" and "production" cost unit. 
For the initial state X0 = 10, three combinations of disturbance parameters have been dis- 
cussed: 
• cv = 0, or1 = 0, deterministic situation; 
• ~ = 2, or1 = 1, medium noise (cV/Xo = 0.2); 
• ~ = 10, ox = 5, heavy noise. 
The other parameters have been kept constant: K10 = 1, r = 0, h = 1. 
Figure 2 has a = 0.001, corresponding to a situation in which importance is attached to the 
value of the final state and little attention is paid to the current state (Klo/a = 1000). Figure 2a 
presents the deterministic situation, 2b a moderately stochastic ase and 2c a highly stochastic 
case. 
The stochastic situation differs substantially from the deterministic. For the former, any 
"rolling schedule" is clearly suboptimal with respect o the optimal control (.,T) (therefore, 
the motivation for using it is not clear from the viewpoint of control theory). For the latter, any 
"rolling schedule" which yields EJ below the dashed line corresponds to a solution better than 
the optimal under imperfect state information. Moreover, E J(0, 10;., T*) displays local minima 
in 0. Any practical decision about the RC parameters will always have to be made taking into 
account he costs of observation and computation, yet the analysis of Figures 2b and 2c enables 
one to select some "objectively" desirable 0, T* combinations. 
For example, a 3,8-RC seems to be quite attractive when compared with its neighbour- 
ing 2, 8, 4, 8 and 3, 10. It is clearly better than the first two (2,8 being achieved through even 
2The horisons 0, T* are obviously discrete vmnhers, and the curves which join the cm'responding points have b~n 
drswn only to improve the trarmpsrency of the filph'~s. 
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more repetitions and thus having a higher "cost"), and only marginally worse than the third, 
which uses a longer computation horizon and hence, potentially requires more "effort." Overall, 
it is better than the stochastically optimal solution under imperfect state information (partial 
observation) by about 20% and worse than that under perfect information by about 15%. On 
the same grounds, a 9,10-RC can be said to be very interesting. 
Figure 3 analyses EJ  for a - 1/2. It displays an important feature of repetitive control: the 
existence of process parameters for which the performance index is insensitive to changes of T* 
(and 0, in the deterministic case). This means that for certain parameters, an increment in T*, 
which may be interpreted as taking "more future" into consideration at moment of making the 
policy, does not improve the overall result. 
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Figure 4 shows solutions of the Pdccati equation for the three values of a. In each case for 
t --+ 0, the solutions aturate. However, as a varies (other proce~ patsmetem being fixed), the 
saturation values can be achieved in different imes (remember that Riccati equations are solved 
backwards), and they can be higher, equal or lower them K10. Looking at (10), whc~e sums build 
the overall index (8), one sees, at least qualitatively, that different 0,T* can change the proce~ 
performance (through the Riccati equation solutions). 
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z ~ 6 8 
Figure 4. Solution to the Ri~afi equation. 
i0 
The values of the process parameters which render the performance index insensitive to those 
changes are easy to infer from Figure 4 and from (16) and (17). For a = I/2, the solution of the 
Riccati equation does not depend on the length of the computation horison; it takes its saturation 
value for any t (that value is optimal because it is obtained for the reference horizon T). Thus, the 
control given by (16) is always optimal, and shortening T to T* does not worsen the performance 
index. 
Figure 5 presents the results for a - 1. Sensitivity to changes of T* is apparent, but is much 
less important han for the first a. This is, again, easy to explain using Figure 4: the Pdccati 
solution saturation level is attained faster for a = 1 than for a - 0.001, and it is a~hieved in the 
fastest way for a - 1/2. 
This gives rise to the following result generalising Result A. 
R~.SULT A ~. The faster the saturation level of the Riccati equation is attained, the less sensitive 
repetitive control is to changes of T*. Moreover, if the process parameters are such that the 
solution of the Riccati equation does not depend on its time horizon, the 0,-repetitive control 
depends on 0 only. In this case, a 1,. -RC is as good as the stochastically optimal control under 
complete observation. 
The impact of the disturbance parameters on EJ for all the three situations is approximately 
the same: increasing ¢, ~1 above a certain level changes the character of E J(0, T;., .) from mono- 
tonic in 0--see Figures 2a, 3a and 5a--to non-monotonic, or with very irregular "slope" (that is, 
non-monotonic ncrements with respect o 0)--see Figures 2b, c, 3b, c and 5b, c. The general 
tendency is that, with increasing ~,~1, repetitive control becomes more attractive; it returns 
performance index values closer to the stochastically optimal one under complete observation. 
Thus, Results B and C apply more generally than for T - 2, at least in qualitative terms. 
5. CONCLUSIONS 
The following can be added to Results A', B and C, which summarise the main ideas of the 
paper. 
The P,T*-repetitive control defined in this paper provides a control-theoretic rationale for 
rolling scheduling. The approach presented should be more attractive than those found in the 
literature (see Section 3), because it offers the results in terms of "how much, with respect o the 
stochastically optimal control under partial observation, can we gain using repetitive control" 
and not "how much can we loae for not using the (complete observation) optimal control." This 
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Figure 5. Dependence of repetitive performance on 8 and T*; a = I. 
was possible due to explicit incorporation of an observer equation and the repetitive information 
structure into the model. 
For different levels of uncertainty, RC prefers different 0, T*; in consequence, it gives different 
control.. Thus, the Re  algorithm produces risk sensitive decisions, impossible to obtain from 
the usual LQG approach. 
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