Performance accuracy of the Euclidean Distance Discriminant rule (EDDR) is studied in the high-dimensional asymptotic framework which allows the dimensionality to exceed sample size. Under mild assumptions on the traces of the covariance matrix, our new results provide the asymptotic distribution of the conditional misclassification error and the explicit expression for the consistent and asymptotically unbiased estimator of the expected misclassification error. To get these properties, new results on the asymptotic normality of the quadratic forms and traces of the higher power of Wishart matrix, are established. Using our asymptotic results, we further develop two generic methods of determining a cut-off point for EDDR to adjust the misclassification errors. Finally, we numerically justify the high accuracy of our asymptotic findings along with the cut-off determination methods in finite sample applications, inclusive of the large sample and high-dimensional scenarios.
Introduction
In this paper, we focus on the discrimination problem which is concerned with the allocation of a given object, x, a random vector represented by a set of features (x 1 , . . . , x p ), to one ot two populations, Π 1 and Π 2 given by N p (µ 1 , Σ) and N p (µ 2 , Σ), respectively, where µ 1 = µ 2 and common covariance matrix Σ is non-singular. Let {x gj } also N = N 1 + N 2 denote the total sample size and set n = N − 2. We are interested to explore the discrimination procedure that can accomodate p > n cases, with the main focus on the performance accuracy in the asymptototic framework that allows p to grow together with n.
Clearly, the classical discriminant procedures, like Fisher linear discriminant rule, cannot be used when p > n since the sample covariance matrix is singular and hence cannot be inverted. An intuitively appealing alternative considered in this study focuses on geometrical properties of the sample space and re-formulates the classification problem in terms of the Euclidian distance discriminant rule (EDDR): assign a new observation x to the "nearest" population Π g , i.e. assign to Π g if it is on average closer to the data from Π g than to the data from the other population. Matusita's papers (see Matusita (1955) , and Matusita and Motoo (1956) ) are perhaps the oldest references dealing with the discriminant rule based on distance measures, including the case when the multivariate distributions underlying the data are not specified.
Recently, Aoshima and Yata (2013) have been considered the EDDR for the highdimensional multi-class problem with different class covariance matrices. In particular, they derived asymptotic conditions which ensure that the expected misclassification error converges to zero. Recent paper by Srivastava (2006) used the Moore-Penrose inverse of the estimated covariance matrix and suggested a second-order approximation of the expected error rate in high-dimensional data.
We, in this study, focus on the asymptotic behavior of the misclassification errors of EDDR. Continuing with the normality assumption, with µ g acting as the centered of the Π g 's distribution we define
and its sample based version as
where · denotes the Euclidean norm and x g 's denote the sample mean vectors, g = 1, 2. Hence, each term in (1.1) and (1.2) represents the distance between the observed vector x and the centroid of Π g 's or its sample based counterpart. The natural advantage of using T (x) for classifying high-dimensional data is its ability to mitigate the effect of dimensionality on the performance accuracy. Indeed, as it is seen from (1.2), T (x) utilizes only the marginal distribution of the p variables, thereby naturally reducing the effect of large p in implementations. But the dimensionality has impact on the classification accuracy. To show this, we first point out that classifier T (x) has a bias. In fact,
and thus the impact of dimensionality is implied by the quantity (N 1 − N 2 )tr Σ/(N 1 N 2 ). In this study, we introduce the bias-corrected version T (x) defined as
where the subtraction of (N 1 − N 2 )/(N 1 N 2 )tr S in (1.3) is to guarantee that E[T (x)|x ∈ Π g ] = (−1) g−1 µ 1 − µ 2 2 , g = 1, 2. Here, S = (1/n) 2 g=1
Ng j=1 (x gj − x g )(x gj − x g ) ′ . Now, the EDDR given by T (x) places a new observation x to Π 1 if T (x) >c, and to Π 2 otherwise, wherec is an appropriate cut-off point. Then, for a specificc, the performance accuracy of EDDR will be represented by the pair of misclassification error rates that result. Precisely, we define the conditional misclassification error of EDDR by
and its expected version by e(2|1) = E[ce(2|1)], where the expectation is taken with respect to x 1 , x 2 and S. Our main objective is to derive characteristic properties of both conditional and expected misclassification error in high-dimensional data.
In many practical problems one type of misclassification error is generally regarded as more serious than the other, examples include e.g. medical applications associated with the diagnosis of diseases. In such a case, it might be desired to determine the cut-of c to obtain a specified probability of the error, or at least to approximate a specified probability. Then, one might base the choice ofc on the expected misclassification error. This method, denoted in what follows by M1, suggests to set a cut-off pointc such that
where α is a value given by experimenters.
On the other hand, one may exploit the confidence of the conditional error rate when determiningc; we denote this method by M2 : Pr(ce(2|1) < eu) = 1 − β, where 1 − β is the desired level of confidence and eu is an upper bound.
Both determination methods M1 and M2 have been established by using large sample approximation, see Anderson (1973) , McLachlan (1977) and Shutoh et al. (2012) . In this study, we extend the consideration to the high-dimensional case. Our main theoretical results provide the asymptotically unbiased and consistent estimator of e(2|1) and the limit distribution of ce(2|1) under general assumptions covering the case when p > n. In fact, M1 and M2 procedures can be considered as specific examples of using our generic results in the theory of EDDR in high-dimensions.
The remaining part of the paper is organized as follows. In Section 2, we derived the asymptotically unbiased and consistent estimator of e(2|1). Further, the limiting approximations of the cut-off point defined by M1 are established by using this estimator. In Section 3, two estimators of the confidence-based cut-off point defined by M2 are proposed, for which the asymptotic normality of the conditional error rate is shown. Section 4 summaries the results of numerical experiments justifying the validity of the suggested cut-off estimators for various strength of dependence underlying the data along with a number of high-dimensional scenarios where p far exceeds the sample size. We conclude in Section 5, and give a through proofs of newly established asymptotic results together with some auxiliary lemmas in Appendix A.
Evaluation of the expected misclassification error
Getting the closed-form expression for the expected error is too demanding, therefore we first shall derive its asymptotic approximation, and then based on this result, propose the consistent and asymptotically unbiased estimator of e(2|1) in high dimensions. We further show how these results can be used to provide the cut-off by the determination procedure M1.
. . , 7 and ∆ 0 = δ ′ δ. We make the following assumptions for the consistency and unbiasedness of the estimator of e(2|1):
Assume henceforth x ∈ Π 1 . The symmetry of our classification rule makes the probability of error if the mean of x is µ 1 the same as that under µ 2 . Then for the conditional distribution of T (x) given (x 1 , x 2 , S) it holds that
where
Now the expected error rate e(2|1) of T (x) can be expressed in terms of U and V as
where the expectation is with respect to U and V , c =c/2,â 1 = tr S/p and Φ(·) is the cumulative distribution function of the standard normal distribution. In order to proceed to asymptotic approximation of e(2|1), we need some preparatory stochastic evaluation of U and V . We introduce the auxiliary random variables
and observe that z 1 and z 2 are independent and identically distributed as N p (0, I p ), where Γ is an orthogonal matrix such that Σ = ΓΛΓ ′ and Λ is a diagonal matrix of eigenvalues of Σ. By means of z 1 and z 2 , we further define
2)
3) 4) and observe that by using (2.2)-(2.4) the numerator in (2.1) can be decomposed as
By analogy with U, V can also be decomposed by first defining V 0 and V 1 as
and then observing that V = V 0 + V 1 . Now for the first moments, we have by (2.5) and (2.6)
To evaluate the second moments, we apply Lemma A.3 (see Appendix) and obtain
Under the assumptions (A1)-(A3), it holds that
and by Chebyshev's inequality, (2.7) implies that
where P − → denotes convergence in probability.
Since Φ(·) in (2.1) is a continuous function of U and V , it follows from (2.8), by the continuous mapping theorem, that
On the other hand, it naturally holds that
Hence, by the dominated convergence theorem we have
Further, by applying the Jensen's inequality to (2.9) we get
The above results are summarized in the following lemma.
10)
where U 0 and V 0 are defined in (2.2) and (2.6), respectively.
In words, Lemma 2.1 provides a closed form expression for the limiting term of e(2|1). Hence, to identify the cut-off point for T (x), we derive a consistent and unbiased estimator of e(2|1) by plugging-in consistent estimators of U 0 and V 0 into the right hand side of (2.10). As U 0 and V 0 are functions of ∆ 0 , ∆ 1 and a 2 , we begin by obtaining their consistent estimators.
Lemma 2.2 Let estimators of
12)
respectively, where
To show consistency of a 1 and a 2 , we use exact expressions for the variances of these estimators derived in Srivastava (2005) as
Then by applying Chebyshev's inequality to (2.14) and (2.15) it can be seen that
To show consistency of ∆ 0 and ∆ 1 , we first consider the following random variables
and evaluate the first two moments of δ ′ δ and δ ′ S δ. We rewrite
where z ∼ N (0, I p ). Then it easily follows that
By applying Chebyshev's inequality to (2.18)-(2.20), we obtain
Finally, from (2.16) and (2.21), we see that consistency of ∆ 0 and ∆ 1 imply consistency of ∆ 0 and ∆ 1 .
Now by substituting the estimators of ∆ 0 , ∆ 1 , a 2 into the limiting term in Lemma 2.1. the consistent estimator of e(2|1) is given by Φ(( U 0 + c) V
The following theorem is provided by the consistency of estimators ∆ 0 , ∆ 1 andâ 2 , continuous mapping theorem and dominated convergence theorem.
By the results of Theorem 2.1 and Lemma 2.1, the M1-based cut-off point for EDDR using T (x) is provided byĉ
where z α is the α-percentile of N (0, 1) and α ∈ (0, 1).
Asymptotic distribution of the conditional misclassification error
Our objective in this section is to establish the asymptotic distribution of ce(2|1), for which we need some auxiliary notations and assumptions. We begin by modifying the high-dimensional asymptotic framework from Section 2 by replacing the Assumption (A3) with (B3) as follows:
As ce(2|1) is a function of the variable set of (U, V ), we first obtain the joint asymptotic distribution of (U, V ).
. Then under assumptions (A1), (A2) and (B3) the following holds 
The asymptotic normality of Q would imply that the joint distribution of U and V is asymptotically normal. Thus, Lemma 3.1 will be proven if we show the normal convergence of Q under (A1), (A2) and (B3). We introduced the following notations
by (2.14), the statistic Q can be expressed as
Note also that
By combining these terms, we now obtain the asymptotic variance of Q as
and observe that (A1), (A2) and (B3)
Furthermore, the following convergence results hold
Now by using (3.1) and (3.2), and by applying (A.1) from Lemma A.1 (see Appendix), we obtain ω
3) in combination with Lemma A.1 show that the asymptotic normality of Q holds, which completes the proof. Now we are ready to state our main results on the distribution of ce(2|1). Besides the distribution of the latter we also find the asymptotic distribution of the logit transform of ce(2|1). Our motivation to make this particular type of transform will be clear below. 
and let the operator ∇ (u,v) (·) for a function f (u, v) be defined as
Then in the framework (A1), (A2) and (B3) ce(2|1) and ℓ(2|1) are asymptotically normal, i.e.
(Proof) By using asymptotic normality of ( U, V ) and by applying Lemma A.4 (see Appendix) to the function
it easily follows that
Then we obtain
The statement (ii) can be proven similarly. Now we are ready to explore the determination method M2 which chooses the cut-off point c to get the desired level of confidence 1 − β of a pre-specified upper bound eu. By the asymptotic normality of ce(2|1) and ℓ(2|1), we propose to set the cut-off points for the EDDR using T (x) as
is not defined. This motivates our logit trance form of ce(2|1) which yields the result (ii) where γ ℓ ∈ [0, 1] always.
For practical use, the unknown parameters ∆ 0 , ∆ 1 , ∆ 2 , ∆ 3 , a 1 , a 2 , a 3 and a 4 in (i)-(ii) should be replaced by their consistent estimators. To ensure consistency, the asymptotic framework (A1)-(A3) is modified by replacing (A3) with
By the consistency results of Lemma A.5 and A.6 (see Appendix), obtained under the assumptions (A1), (A2) and (B ′ 3), we now propose the M2-based cut-off point estimator as,
Remark 3.2 The problem described in Remark 3.1 remains forγ. Therefore for practical use we recommend to replaceγ withγ ℓ when the observed value ofγ / ∈ [0, 1].
Simulation study
We now turn to numerical evaluation of the asymptotic results and the suggested cut-off points. The goal of the simulation experiment is threefold: to investigate the finite sample behaviour of newly derived asymptotic approximations, to compare the performance of our approach under independence with that for dependent data with various dependence strength, and to investigate the effect of choice of the confidence level in combination with the upper bound specification. The data sets for each Π g , g = 1, 2 are independently generated as
respectively. To assess the performance for dependent data, Σ will be assumed to have band correlation Σ = (σ ij ),
with ρ ranging from 0 to 0.5, which is chosen to fulfill the condition (A2). To constrain the classification complexity, we set
through the whole simulation experiment.
To evaluate the effect of high-dimensionality and sample size, we let p = 64, 128, 256, 512, 1024 and N 1 = N 2 , N = 64, 128, 256 for each choice of ρ.
First, as in the previous sections, we focus without loss of generality on evaluation of ce(2|1). For each triple (p, N, ρ), we generate data according to (4.1), apply EDDR given by T (x) in (1.3) with both M1-based cut-offs,ĉ 1 established in Section 2, and repeat the whole process independently 100 000 times. As a result, we get 100 000 conditional classification errors of T (x):
. . , 100 000, which after averaging provides attained error rate ae(ĉ 1 ) = 1 100 000
This result, being summarized in Table 1 through Table 9 , suggest that the EDDR based onĉ 1 is optimally adaptive in a sense that its performance accuracy is closely approaching the actual value of the misclassification, α. Stably good result is obtained when varying the dependence strength ρ and the value of the actual error α, in both large sample and high-dimensional cases.
To evaluate the performance of the M2-based cut-offs we use the simulation setting (4.1), with the same variety of covariance strength, a range of β varying between 0.01 to 0.1 representing higher respective lower confidence levels, and two values of eu, 0.1 and 0.2 representing the upper bound on the actual misclassification probability. We summarize the combination of the values of 1−β and eu in Table 10 . Then for each setting, the classification procedure by T (x) with cut-offsĉ 2,1 andĉ 2,2 in section 3, respectively. Proceeding with the same simulation strategy as above for each cut-off choice, we consider the attained confidence level
which is obtained by averaging the observed confidence level of ce(2|1) of T (x) withĉ 2,i for each, i, over 100 000 independent replicates of the data generation step, estimation of parameters and classification. This result, being summarized in Table 11 through Table  28 . In most tables, the case in usingĉ 2,2 is better accuracy than the case in usingĉ 2,1 , and conservative.
Conclusion
This paper contributes to the asymptotic analyses of the EDDR performance in highdimensional data, with particular focus on determining a cut-off point to adjust the probabilities of misclassification. Two generic cut-off determination approaches, M1 based on the expected error and M2 based on the upper bound of the actual misclassification probability, eu with the specified confidence level 1 − β, are proposed.
To establish the cut-off by M1, an approximation of the expected misclassification error along with its asymptotic unbiased estimator, is derived; our result extends the approach of Anderson (1973) by considering a more general asymptotic set-up that allows p > N. Subsequently, the cut-off based on the main term of the asymptotic expression is suggested.
To set up the cut-off based on M2, the asymptotic normality of the conditional misclassification error and its logit transform are established for a given β and eu in highdimensions. Based on the asymptotic results, two types of cut-offs are also established. Our newly derived results extend the asymptotic consideration by McLachlan (1977) to a high-dimensional case.
For both M1 and M2 approaches, the practically workable expressions of the theoretical cut-offs are established, for which we obtain consistent and asymptotic unbiased estimators of a set of unknown parameters. The validity of the new asymptotic results in a finite sample case is numerically shown by applying the cut-offs in the suggested EDDR classifier T (x) for a range of confidence levels, various strength of correlation and a set of p and N values.
As the both suggested cut-off determination procedures demonstrate stably good accuracy in high dimensions, they can generally be recommended for practical applications in distance-based classifiers, with EDDR as special case, when it is desired to set a cut-off point to achieve a specified misclassification error.
Lemma A. 1 (The central limit theorem for quadratic forms) Let z 1 and z 2 be independent, N p (0, I p ) distributed random variables, ω i (i = 1, 2) be arbitrary non-random p-dimensional vectors and Ω i (i = 3, 4) be arbitrary non-random p × p diagonal matrices.
. If the following limiting conditions are fulfilled ω
(Proof) Let ω ij (i = 1, 2) be the j-th element of ω i , ω ij (i = 3, 4) be the j-th diagonal element of Ω j and z ij (i = 1, 2) be the j-th element of z i . K can be expressed as
is a sequence of i.i.d. random variables such that K = p i=1 ε i and the third moment of ε i is given by
Then to ensure that K/σ K D − → N (0, 1), we consider the Lyapunov-based sufficient condition for the sequences {ε i } p i=1 which states that there exists such η > 0 that
For now, we check (A. 2) with η = 1. Based on the third moment of ε i , we obtain 
where A and B are p × p non-random symmetric matrices.
(Proof) See, Gupta and Nagar (1999).
Lemma A. 4 (Multivariate Delta Method) Suppose that y n = (y n1 , . . . , y nk ) ′ is a sequence of the random vectors such that
where µ = (µ 1 , · · · , µ k ) ′ is the asymptotic mean vector and Θ is the asymptotic covariance matrix which is assumed to be positive definite. Let g : R k → R and g is continuously differentiable. Let
Let ∇ µ denote ∇g(y) evaluated at y = µ and assume that the elements of ∇ µ are nonzero. Then it holds that
Lemma A. 5 (The consistent estimators of a 3 and a 4 ) The consistent estimators of a 3 and a 4 arê
,
4 (5n + 6) (n + 6)(n + 4)(n + 2)(n + 1)(n − 1)(n − 2)(n − 3) , b 5 = − n 3 (5n + 6) (n + 6)(n + 4)(n + 2)(n + 1)(n − 1)(n − 2)(n − 3) .
(Proof) See, Hyodo et al. (2012).
Lemma A. 6 (The consistent estimators of ∆ 2 and ∆ 3 ) The consistent estimators of ∆ 2 and ∆ 3 are
(Proof)We consider following random variables
Then the conditional moments of δ ′ S i δ are given by
By using (A.4), (A.5) and Lemma A.2, we can calculate the expectations of ∆ 2 , ∆ 3 and these variances
Using the Chebyshev's inequality, We get ∆ i P − → ∆ i , i = 2, 3. Replacing the unknown values in ∆ 2 with their consistent estimator of ∆ 2 , we have
Using consistency ofâ i , i=1,2,3 and ∆ 1 , we can prove the consistency of ∆ 2 . The consistency of ∆ 3 can be proven similarly. 
