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Изучаются вопросы приближенного решения одной задачи оптимального
управления для нелинейного псевдогиперболического уравнения пятого поряд-
ка с начально-граничными условиями и общим видом критерия оптимально-
сти. Использование метода разделения переменных в виде ряда Фурье сво-
дит обобщенное решение начально-граничной задачи к счетной системе нели-
нейных интегральных уравнений. С помощью методов последовательных при-
ближений и интегральных неравенств изучается однозначная разрешимость
конечной системы нелинейных интегральных уравнений при фиксированных
значениях управления, для которых выполняется заданное условие ограничен-
ности. Оценивается допускаемая погрешность по состоянию «укороченного»
обобщенного решения начально-граничной задачи. Далее доказывается, что
последовательность управлений является минимизирующей последовательно-
стью для искомой задачи.
1. Введение
Смешанные задачи в теории упругости возникают при расчете различных деталей
машин и элементов конструкций, находящихся во взаимодействии, при расчете фун-
даментов и оснований сооружений [1], [2]. Смешанными задачами также являют-
ся многие задачи концентрации напряжений в окрестности всевозможных трещин,
инородных включений, подкрепляющих стрингеров и накладок. Много смешанных
задач и в гидродинамике. Это и нелинейные задачи теории крыла и глиссирова-
ния, теории струйных течений, теории качки корабля и удара тел о поверхность
жидкости, фильтрации, теории взрыва, ряд задач гидроупругости.
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Представляют большой интерес с точки зрения физических приложений диффе-
ренциальные уравнения в частных производных высоких порядков. Изучение мно-
гих задач газовой динамики, теории упругости, теории пластин и оболочек приводит
к рассмотрению дифференциальных уравнений в частных производных высоких по-
рядков.
Современные методы решения задач управления в значительной степени осно-
вываются на концепции оптимальности, что определяет широкое применение мето-
дов и алгоритмов теории оптимизации при проектировании и совершенствовании
систем управления [3], [4]. Многие задачи управления формулируются как ко-
нечномерные оптимизационные задачи. К таким задачам, в частности, относятся
и задачи адаптивных систем управления. При приближенном решении задач оп-
тимального управления системами с распределенными параметрами используется
широкий спектр разных методов [5], [6].
Пусть управляемый процесс описывается квазилинейным псевдогиперболиче-
ским уравнением вида
∂ 2
∂ t2
(
u(t, x)− ν ∂
2u(t, x)
∂ x2
)
+ µ
∂ 5u(t, x)
∂ t ∂ x4
+
∂ 4u(t, x)
∂ x4
= P (t, x) + f (t, x, u(t, x)) (1)
с начальными и граничными условиями
u(t, x)|t=0 = ϕ1(x),
∂
∂ t
u(t, x)|t=0 = ϕ2(x) (2)
u(t, x)|x=0 = uxx(t, x)|x=0 = u(t, x)|x=l = uxx(t, x)|x=l = 0, (3)
где f (t, x, u) ∈ C (D ×R), P (t, x) – управляющая функция, ϕj(x) ∈ C5(Dl), ϕj(x)|x=0 =
ϕ′′j (x)|x=0= ϕj(x)|x=l = ϕ′′j (x)|x=l = 0, j = 1, 2, D ≡ DT × Dl, DT ≡ [0, T ], Dl ≡ [0, l],
0 < T <∞, 0 < l <∞, 0 < ν, µ – малые параметры.
При ν = µ = 0 уравнение (1) приобретает вид
∂ 2u(t, x)
∂ t2
+
∂ 4u(t, x)
∂ x4
= P (t, x) + f (t, x, u(t, x)) , (4)
которое с нулевым управлением изучено Рэлеем при исследовании задачи о попе-
речных колебаниях стержней [7]. Рэлей для решения этой задачи использовал сме-
шанные условия типа (2) и (3). Вопросы слабой разрешимости смешанной задачи
(1) – (3) изучены в [8], а в работе [9] обоснована возможность строения аппрокси-
мации решения этой задачи решением уравнения (4) при смешанных условиях (2)
и (3).
В данной работе рассматриваются вопросы приближенного решения задачи оп-
тимального управления для нелинейного псевдогиперболического уравнения пятого
порядка. Здесь, как и в работах [10], [11], при фиксированном P (t, x) используется
метод разделения переменных, основанный на поиске решения смешанной задачи
(1) – (3) в виде ряда Фурье
u(t, x) =
∞∑
i=1
ai(t) b i(x), b i(x) =
√
2
l
sinλix, λi =
ipi
l
, i = 1, 2, . . .
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Задача. Найти такую управляющую функцию
P ?(t, x) ∈ Ω ≡ {P ? : ∣∣P ?(t, x)∣∣ ≤M?, (t, x) ∈ D}
и соответствующее ей состояние u?(t, x) смешанной задачи (1) – (3), что достав-
ляют минимум функционалу
J [P ] =
T∫
0
g
(
t, x, u(t, x, ν, µ), P (t, x)
)
dt. (5)
В множестве
{
a(t) = (ai(t))|ai(t) ∈ C(DT ), i = 1, 2, 3, . . .
}
с помощью нормы
‖a(t)‖B2(T ) =
[ ∞∑
i=1
max
t∈DT
|ai(t)|2
] 1
2
вводится банахово пространство B2(T ). Наряду с B2(T ) рассматривается и банахово
пространство BN2 (T ) с нормой
‖aN(t)‖BN2 (T ) =
[
N∑
i=1
max
t∈DT
|aNi (t)|2
] 1
2
.
Обозначается через W 22 (D) множество функций Φ(t, x) таких, что Φ(t, x),
∂ 2
∂ x 2
Φ(t, x) при фиксированном t ∈ DT принадлежат области определения оператора
∂ 4
∂ x 4
, имеют производные второго порядка по t, принадлежащие L2(D), и обраща-
ются в нуль при t ≥ T − δ (0 < δ зависит от Φ(t, x)).
Предполагается также, что P (t, x) допускает разложение в ряд Фурье по соб-
ственным функциям b i(x). Функционал (5) преобразуем, т.е. функцию
g
(
t, x, u(t, x), P (t, x)
)
разложим в ряд Фурье. Тогда имеем
J [Pi] =
∞∑
i=1
T∫
0
l∫
0
g
(
t, y,
∞∑
j=1
aj(t, ν, µ) · bj(y),
∞∑
j=1
pj(t) · bj(y)
)
· bj(y)dydt. (6)
Определение. Если функция u(t, x) ∈ C(D) удовлетворяет следующему инте-
гральному тождеству
T∫
0
l∫
0
{
u(t, y)
[
∂ 2
∂ t2
Φ(t, y)− ν ∂
4
∂ t2∂ y2
Φ(t, y)− µ ∂
5
∂ t∂ y4
Φ(t, y) +
∂ 4
∂ y4
Φ(t, y)
]
−
−
[
P (t, y) + f
(
t, y, u(t, y)
)]
Φ(t, y)
}
dydt =
=
l∫
0
ϕ1(y)
[
∂
∂ t
Φ(t, y)− ν ∂
3
∂ t ∂ y2
Φ(t, y) + µ
∂ 4
∂ y4
Φ(t, y)
]
t=0
dy−
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−
l∫
0
ϕ2(y)
[
Φ(t, y)− ν ∂
2
∂ y2
Φ(t, y)
]
t=0
dy
для любого Φ(t, x) ∈ W 22 (D), то она называется обобщенным решением смешанной
задачи (1) – (3).
2. Сведение решения смешанной задачи
к интегральному уравнению
Теорема 1. Пусть λ4iµ2− 4λ2i ν− 4 < 0. Тогда решение смешанной задачи (1) – (3)
в области D представимо в виде
u(t, x, ν, µ) =
∞∑
i=1
{
Wi(t, ν, µ) +
t∫
0
[
pi(s)+
+
l∫
0
f
(
s, y,
∞∑
j=1
aj(s, ν, µ) · bj(y)
)
· bi(y)dy
]
·Gi(t, s, ν, µ)ds
}
· bi(x), (7)
где функции ai(t, ν, µ) определяются как решение следующей счетной системы нели-
нейных интегральных уравнений (ССНИУ):
ai(t, ν, µ) = Wi(t, ν, µ)+
+
t∫
0
[
pi(s) +
l∫
0
f
(
s, y,
∞∑
j=1
aj(s, ν, µ) · bj(y)
)
· bi(y)dy
]
·Gi(t, s, ν, µ)ds, (8)
Wi(t, ν, µ) = exp
{
−1
2
ω1i(ν, µ)t
}
×
×
[
ϕ1i cosω2i(ν, µ)
t
2
+
2
ω2i(ν, µ)
(
ϕ2i +
ϕ1i
2
ω1i(ν, µ)
)
sinω2i(ν, µ)
t
2
]
,
Gi(t, s, ν, µ) =
2 exp
{
−ω1i(ν, µ) t−s2
}
sinω2i(ν, µ)
t−s
2
ω0i(ν)
[
ω2i(ν, µ) + ω1i(ν, µ) sinω2i(ν, µ)s
] ,
ω0i(ν) = 1 + λ
2
i ν, ω1i(ν, µ) =
λ4iµ
ω0i(ν)
, ω2i(ν, µ) =
λ2i
√
4ω0i(ν)− λ4iµ2
ω0i(ν)
,
ϕki =
l∫
0
ϕk(y) · bi(y) dy, k = 1, 2.
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Доказательство. Из определения обобщенного решения смешанной задачи (1) –
(3) имеем
t∫
0
l∫
0
{ ∞∑
i=1
ai(s)bi(y)
[
∂ 2
∂ s2
Φ(s, y)− ν ∂
4
∂ s2∂ y2
Φ(s, y)− µ ∂
5
∂ s∂ y4
Φ(s, y) +
∂ 4
∂ y4
Φ(s, y)
]
−
−[P (s, y) + f(s, y, u(s, y))]Φ(s, y)} dy ds =
=
l∫
0
ϕ1(y)
[
∂
∂ t
Φ(t, y)− ν ∂
3
∂ t ∂ y2
Φ(t, y) + µ
∂ 4
∂ y4
Φ(t, y)
]
t=0
dy−
−
l∫
0
ϕ2(y)
[
Φ(t, y)− ν ∂
2
∂ y2
Φ(t, y)
]
t=0
dy. (9)
Так как Φ = Φm(t, x) = h(t) · bm(x) ∈ W 22 (D), где h(t) ∈ C2(DT ), то из (9) следует
t∫
0
l∫
0
{ ∞∑
i=1
ai(s)bi(y)
[
h′′(s) · bm(y) +λ2i νh′′(s) · bm(y) +λ4iµh′(s) · bm(y) +λ4ih(s) · bm(y)
]
−
−
[
P (s, y) + f
(
s, y,
∞∑
j=1
aj(s) · bj(y)
)]
· h(s)
}
dyds = 0.
Учет в последнем равенстве того, что функции bi(x) полны и ортонормированы
в L2(Dl), дает
t∫
0
{
ai(s)
(
h′′(s) + λ2i νh
′′(s) + λ4iµh
′(s) + λ4ih(s)
)
−
−
[
pi(s) +
l∫
0
f
(
s, y,
∞∑
j=1
aj(s) · bj(y)
)
· bi(y)dy
]
· h(s)
}
ds = 0.
Отсюда, интегрируя по частям, получаем
T∫
0
h(t) ·
{
a′′i (t) + λ
2
i νa
′′
i (t) + λ
4
iµa
′
i(t) + λ
4
i ai(t)−
−
[
pi(t) +
l∫
0
f
(
t, y,
∞∑
j=1
aj(t) · bj(y)
)
· bi(y)dy
]}
dt = 0. (10)
Так как h(t) – любая функция, удовлетворяющая указанным выше условиям, то
ai(t) имеет обобщенную производную второго порядка по t в смысле Соболева на
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отрезке DT . Из (10) приходим к счетной системе нелинейных дифференциальных
уравнений
a′′i (t) + ω1i(ν, µ)a
′
i(t) + ω1i(ν, 1)ai(t) =
=
1
ω0i(ν)
pi(t) + l∫
0
f
(
t, y,
∞∑
j=1
aj(t) · bj(y)
)
· bi(y)dy
 . (11)
Система (11) решается методом вариации произвольных постоянных и при этом
используются начальные условия ai(0) = ϕ1i, a′i(0) = ϕ2i. Тогда из (11) придем к
ССНИУ (8). Подставляя (8) в ряд Фурье, получим (7).
3. Приближенная разрешимость смешанной задачи
Рассмотрим укороченную систему интегральных уравнений
uN(t, x, ν, µ) =
N∑
i=1
{
WNi (t, ν, µ) +
t∫
0
[
pNi (s)+
+
l∫
0
f
(
s, y,
N∑
j=1
aNj (s, ν, µ) · bNj (y)
)
· bNi (y)dy
]
·GNi (t, s, ν, µ)ds
}
· bNi (x), (12)
где aNi (t, ν, µ) определяются как решение следующей конечной системы нелинейных
интегральных уравнений (КСНИУ):
aNi (t, ν, µ) = W
N
i (t, ν, µ)+
+
t∫
0
[
pNi (s) +
l∫
0
f
(
s, y,
N∑
j=1
aNj (s, ν, µ) · bjN (y)
)
· bNi (y)dy
]
·GNi (t, s, ν, µ)ds, (13)
WNi (t, ν, µ) = exp
{
−1
2
ωN1i (ν, µ)t
}
×
×
[
ϕN1i cosω
N
2i (ν, µ)
t
2
+
2
ωN2i (ν, µ)
(
ϕN2i +
ϕN1i
2
ωN1i (ν, µ)
)
sinωN2i (ν, µ)
t
2
]
,
GNi (t, s, ν, µ) =
2 exp
{
−ωN1i (ν, µ) t−s2
}
sinωN2i (ν, µ)
t−s
2
ωN0i (ν)
[
ωN2i (ν, µ) + ω
N
1i (ν, µ) sinω
N
2i (ν, µ)s
] ,
ωN0i (ν) = 1 + λ
2N
i ν, ω
N
1i (ν, µ) =
λ4Ni µ
ωN0i (ν)
, ωN2i (ν, µ) =
λ2Ni
√
4ωN0i (ν)− λ4Ni µ2
ωN0i (ν)
,
а начальные данные ϕN1i, ϕN2i подбираются из (2) так, что суммы
ϕN1 (x) =
N∑
i=1
ϕN1i · bNi (x), ϕN2 (x) =
N∑
i=1
ϕN2i · bNi (x)
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аппроксимируют при N →∞ функции ϕ1(x), ϕ2(x) ∈ L2(Dl).
Для произвольной непрерывной функции τ(x), x ∈ Dl примем норму
∥∥τ(x)∥∥
L2(Dl)
≡
 l∫
0
|τ(y)|2dy

1
2
.
Теорема 2. Пусть выполняются следующие условия:
1. λ4Ni µ2 − 4λ2Ni ν − 4 < 0;
2.
T∫
0
∥∥f (t, x, uN) ∥∥
L2(Dl)
dt ≤ ∆ <∞,
3. f
(
t, x, uN
) ∈ Lip{L(t, x)|uN}, 0 < t∫
0
∥∥L(t, x)∥∥
L2(Dl)
ds <∞;
4.
∥∥WNi (t)∥∥BN2 (T ) <∞.
Тогда при фиксированных значениях управления P (t, x) укороченная система
интегральных уравнений (12) имеет единственное решение в области D.
Доказательство. Используем метод последовательных приближений. Рассмот-
рим следующий итерационный процесс:
aN 0i (t, ν, µ) = W
N
i (t, ν, µ) +
t∫
0
pNi (s)G
N
i (t, s, ν, µ)ds,
aN k+1i (t, ν, µ) = W
N
i (t, ν, µ) +
t∫
0
[
PNi (s)+
+
l∫
0
f
(
s, y,
N∑
j=1
aN kj (s, ν, µ) · bNj (y)
)
· bNi (y)dy
]
·GNi (t, s, ν, µ)ds, k = 0, 1, 2, . . . (14)
В силу условий теоремы, из (14) по индукции получаем следующие оценки:∥∥aN 1(t, ν, µ)− aN 0(t, ν, µ)∥∥
BN2 (T )
≤
≤
t∫
0
 N∑
i=1
∣∣∣∣∣∣
l∫
0
f
(
s, y,
N∑
j=1
aN 0j (s, ν, µ) · bNj (y)
)
· bNi (y)dy
∣∣∣∣∣∣
2

1
2
×
×
[
N∑
i=1
∣∣GNi (t, s, ν, µ)∣∣2
] 1
2
ds ≤M1M2
√
l∆, (15)
∥∥aN k+1(t, ν, µ)− aN k(t, ν, µ)‖BN2 (T ) ≤Mk+11 M2k+12 l k+12 ∆
[ t∫
0
∥∥L(s, x)∥∥
L2(Dl)
ds
]k
k!
, (16)
где M1 =
∥∥GN(t, s, ν, µ)∥∥
BN2 (T )
, M2 =
∥∥b(x)∥∥
BN2 (l)
.
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Существование решения КСНИУ (13) следует из справедливости оценок(15) и
(16), так как при k → ∞ последовательность функций {aN k(t, ν, µ)}∞k=1 сходится
равномерно по t к функции aN(t, ν, µ) ∈ BN2 (T ). Предположим, что КСНИУ (13)
имеет два решения: aN(t, ν, µ) ∈ BN2 (T ) и ϑN(t, ν, µ) ∈ BN2 (T ). Тогда для их разности
справедлива оценка ∥∥aN(t, ν, µ)− ϑN(t, ν, µ)∥∥
BN2 (T )
≤M1M22
√
l×
×
t∫
0
∥∥L(s, x)∥∥
L2(Dl)
∥∥aN(s, ν, µ)− ϑN(s, ν, µ)∥∥
BN2 (T )
ds. (17)
Применение неравенства Гронуолла-Беллмана к оценке (17) дает
∥∥aN(t, ν, µ) −
ϑN(t, ν, µ)
∥∥
BN2 (T )
≡ 0 для всех t ∈ DT . Отсюда следует единственность решения
КСНИУ (13) в пространствеBN2 (T ). Подставляя КCНИУ (13) в формулу uN(t, x, ν, µ) =∑N
i=1 a
N
i (t, ν, µ)·bNi (x), получаем (12). Если aN(t, ν, µ) ∈ BN2 (T ), то справедлива оцен-
ка ∣∣uN(t, x, ν, µ)∣∣ ≤ N∑
i=1
∣∣aNi (t, ν, µ)∣∣ · ∣∣bNi (x)∣∣ ≤M2∥∥aN(t, ν, µ)∥∥BN2 (T ) <∞.
4. Оптимизация управления и сходимость
по функционалу
Таким образом, мы пришли к следующей задаче: найти управляющую функцию
PN(t, x), которая вместе с функцией (12) минимизирует функционал
J [pNi ] =
N∑
i=1
T∫
0
l∫
0
g
(
t, y,
N∑
j=1
aNj (t, ν, µ) · bNj (y),
∞∑
j=1
pNj (t) · bNj (y)
)
· bNj (y) dydt. (18)
Пусть P ?(t, x) – оптимальное решение поставленной нами задачи. Рассмотрим
последовательность оптимального управления
{
PN?(t, x)
}∞
N=1
. Тогда для этого оп-
тимального управления справедлива оценка∣∣P ?(t, x)− P N?(t, x)∣∣ ≤ qN(t), (19)
где
lim
N→∞
qN(t) = 0. (20)
Теорема 3. Пусть:
1. Выполняются условия теоремы 2;
2. g(t, x, u, ϑ) ∈ C(D ×R2) ∩ Lip{L1(t)|u;L2(t)|ϑ},
где 0 <
T∫
0
Li(t)dt <∞, i = 1, 2;
3.
∥∥W (t, ν, µ)∥∥
B2(T )
<∞.
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Тогда справедливо следующее соотношение
lim
N→∞
∣∣J[P ?i ]− J[P N?i ]∣∣ = 0. (21)
Доказательство. Оценим допускаемую погрешность по состоянию u?(t, x, ν, µ),
то есть величину ∣∣∣u?(t, x, ν, µ)− uN?(t, x, ν, µ)∣∣∣ ≤ VN ,
где
VN =
l∫
0
∣∣∣∣∣(ϕ1(y)−
N∑
i=1
ϕN1ib
N
i (y)
)∣∣∣∣∣×
×
∣∣∣∣[ ∂∂ tΦ(t, y)− ν ∂ 3∂ t∂ y2Φ(t, y) + µ ∂ 4∂ y4Φ(t, y)]t=0
∣∣∣∣ dy+
+
l∫
0
∣∣∣∣∣(ϕ2(y)−
N∑
i=1
ϕN2ib
N
i (y)
)
·
[
Φ(t, y)− ν ∂
2
∂ y2
Φ(t, y)
]
t=0
∣∣∣∣∣ dy+
+
T∫
0
l∫
0
∣∣∣∣∣∣Φ(t, y)
[
P ?(t, y)−
N∑
i=1
l∫
0
P N?(t, z) · bNi (z)dz
]
· bNi (y)
∣∣∣∣∣∣ dydt+
T∫
0
l∫
0
∣∣∣Φ(t, y)×
×
[
f
(
t, y,
∞∑
j=1
a?j(t, ν, µ) · bj(y)
)
− f
(
t, z,
N∑
j=1
aN?j (t, ν, µ) · bNj (z)
)
· bNi (z)dz
]
×
×bNi (y)
∣∣∣dydt. (22)
Если aN?(t, ν, µ) ∈ BN2 (T ) является решением КСНИУ (13), то покажем, что
limN→∞ VN = 0. Действительно, так как aN?(t, ν, µ) ∈ BN2 (T ), то из равенства
lim
N→∞
uN?(t, x, ν, µ) = lim
N→∞
N∑
i=1
aN?i (t, ν, µ) · bNi (x) = u?(t, x, ν, µ)
в силу условий теоремы следует, что
lim
N→∞
f
(
t, x, uN?(t, x, ν, µ)
)
= f
(
t, x, u?(t, x, ν, µ)
)
(23)
в смысле метрики L2(D).
Тогда первые два интеграла в (22) стремятся к нулю при N → ∞. Сходимость
последних двух разностей в (22) при N →∞ следует из (19), (20) и (23). Следова-
тельно,
lim
N→∞
VN = 0. (24)
В силу условий теоремы, из (6) и (18) имеем
∣∣J[P ?i ]− J[P N?i ]∣∣ ≤ T∫
0
[
L1(t)
∣∣∣u?(t, x, ν, µ)− uN?(t, x, ν, µ)∣∣∣+
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+L2(t)
∣∣∣P ?(t, x)− PN?(t, x)∣∣∣]dt ≤ T∫
0
L1(t)VN(t)dt+
T∫
0
L2(t)qN(t)dt. (25)
С учетом (20) и (24) переход к пределу в (25) при N →∞ дает (21).
5. Заключение
Аналитическое решение нелинейных задач оптимального управления очень слож-
но. На практике широко используются различные приближенные методы построе-
ния программного и синтезирующего оптимального управления. В работе предла-
гается методика приближенного решения одной нелинейной задачи оптимального
управления для псевдогиперболического уравнения пятого порядка со смешанны-
ми условиями. При этом используются последовательности функций (12), (13) и
последовательность функционала (18).
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On a Problem of Optimal Control for a Nonlinear
Pseudohyperbolic Equation
Yuldashev T.K.
Siberian State Aerospace University
31, Krasnoyarsky Rabochy Av., 660014 Krasnoyarsk, Russia
Keywords: optimal control, generalized solvability, integral identity, approximate solution,
functional minimization
In this article, it is considered some questions of approximation solving of an optimal
control problem for nonlinear partial pseudohyperbolic differential equations of the fifth order
with initial-boundary value conditions and general view of the optimality criterion. Using the
method of separation of variables in the form of a Fourier series reduces the generalized solution
of the initial-boundary value problem to a countable system of nonlinear integral equations.
By the aid of the methods of successive approximations and integral inequalities it is studied
the one-value solvability of a finite system of nonlinear integral equations for the fixed values of
the control, which are bounded by the given positive constant. It is estimated the permissible
error with respect to a state of a ”shorter” generalized solution of the initial-boundary value
problem. Further, it is proved that the control sequence is a minimizing sequence for the
considered problem.
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