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ON THE INTERPLAY OF BASIS SMOOTHNESS AND SPECIFIC
RANGE CONDITIONS OCCURRING IN SPARSITY
REGULARIZATION
STEPHAN W. ANZENGRUBER∗, BERND HOFMANN, AND RONNY RAMLAU
Abstract. The convergence rates results in ℓ1-regularization when the sparsity as-
sumption is narrowly missed, presented by Burger et al. (2013 Inverse Problems 29
025013), are based on a crucial condition which requires that all basis elements be-
long to the range of the adjoint of the forward operator. Partly it was conjectured
that such a condition is very restrictive. In this context, we study sparsity-promoting
varieties of Tikhonov regularization for linear ill-posed problems with respect to an
orthonormal basis in a separable Hilbert space using ℓ1 and sublinear penalty terms.
In particular, we show that the corresponding range condition is always satisfied for
all basis elements if the problems are well-posed in a certain weaker topology and the
basis elements are chosen appropriately related to an associated Gelfand triple. The
Radon transform, Symm’s integral equation and linear integral operators of Volterra
type are examples for such behaviour, which allows us to apply convergence rates
results for non-sparse solutions, and we further extend these results also to the case
of non-convex ℓq-regularization with 0 < q < 1.
1. Introduction
In recent years and first motivated by the seminal paper [12], Tikhonov regular-
ization for the stable approximate solution of ill-posed operator equations in Banach
spaces based on ℓq-norm-type penalties has been of considerable interest. This method
is particularly suitable for situations where the unknown solution is sparse with re-
spect to a given basis, because for 0 < q ≤ 1 the regularized solutions are themselves
necessarily sparse and for q = 1 convergence rates proportional to the noise level could
be shown under standard source conditions in [22]. Regularization under sparsity con-
straints plays a prominent role for mathematical models in various fields like imaging
(cf., e.g., [36]) and parameter identification in partial differential equation problems
(cf., e.g., [27]). If the sparsity assumption fails, but the decay of the coefficients is fast
enough to ensure ℓ1-solutions, then first convergence rates results for linear forward
operators were developed in [10], even in the absence of standard source conditions and
approximate source conditions. These results are valid under certain requirements on
the interplay of the forward operator and the basis, the strongest of which is a sequence
of range conditions assuming that all basis elements are in the range of the adjoint of
the forward operator. At first glance this condition resembles properties of a singular
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value decomposition (SVD) and it is, indeed, satisfied if the forward operator maps
compactly between two separable Hilbert spaces and the basis under consideration is
precisely the orthonormal basis of eigenelements.
The purpose of this paper is twofold. First we establish that the aforementioned
range conditions allow for a much larger class of operators and bases than just SVD-
type and diagonal operator situations. To be precise, after introducing the used setting
in Section 2 we show in Section 3 that the basis range conditions are always satisfied
if the forward operator is continuously invertible with respect to a weaker topology –
defined in terms of a rigged Hilbert space and the corresponding Gelfand triple – and
the chosen basis for ℓq-regularization is smooth enough. Moreover, we give examples
for such behaviour in Section 3. Secondly, in Section 4 we turn to the case of non-
convex regularization with 0 < q < 1, where convergence rates are available from
[9, 19] if the solution is sparse. However, if the sparsity assumption fails we derive new
convergence rates results along the lines of [10]. Ideas for some extensions to frames
and nonlinear operators are collected in Section 5.
2. Preliminaries
The focus of our study is on the treatment of specific ill-posed operator equations
(2.1) Ax = y, x ∈ X, y ∈ Y,
which serve as models for linear inverse problems arising in natural sciences, engineer-
ing, and finance. In this context, A : X → Y mapping between the infinite dimensional
separable real Hilbert space X and the Banach space Y represents a bounded injec-
tive linear forward operator with non-closed range R(A) 6= R(A)Y . In the sequel,
we denote by 〈·, ·〉X and 〈·, ·〉Y ∗×Y the inner product in X and the duality pairing
between Y and its dual space Y ∗, respectively, as well as by ‖ · ‖X , ‖ · ‖Y the cor-
responding norms in X and Y . Taking into account that the Hilbert space X and
its dual can be identified, the adjoint operator A∗ : Y ∗ → X of A is defined by the
equation 〈f, Ax〉Y ∗×Y = 〈A∗f, x〉X for all x ∈ X and all f ∈ Y ∗. Since the Hilbert
space X is separable, there exist complete orthonormal systems (orthonormal bases)
in X. Throughout the paper, we fix such an orthonormal basis {uk}k∈N of X, and
we collect for any x ∈ X the Fourier coefficients xk = 〈x, uk〉X , k ∈ N, in an infi-
nite sequence x := (x1, x2, ...). By setting ‖x‖q,w :=
(
∞∑
k=1
wk|xk|q
)1/q
for exponents
0 < q < ∞ and with fixed weights 0 < w0 ≤ wk for all k ∈ N, which for q ≥ 1 is the
norm of the Banach space ℓqw(N), we introduce a scale of nested and with respect to q
monotonically increasing subsets
(2.2) Mq,w := {x ∈ X : ‖x‖q,w <∞}, 0 < q ≤ 2,
of the Hilbert space X. Without going into detail, we mention that Besov spaces are
of this particular form if the coefficients x are taken with respect to a wavelet basis
and the weights are chosen appropriately (see, e.g. [31]). Since X is isometrically
isomorphic to ℓ2(N) with Parseval’s identity ‖x‖X = ‖x‖2, we have M2 = X as upper
limit of the scale (2.2), where as a rule we omit the index w to indicate that wk = 1
for all k ∈ N. On the other hand, by introducing the support of x ∈ X with respect
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to {uk}k∈N as
supp(x) := {k ∈ N : xk 6= 0}
and ‖x‖0 :=
∞∑
k=1
sgn(|xk|) we find the lower limit of the scale (2.2) as the set of sparse
elements, i.e. of elements with finite support with respect to {uk}k∈N,
M0 := {x ∈ X : ‖x‖0 <∞}.
The supposed specific character of the uniquely determined solution x† ∈ X to (2.1)
for y ∈ R(A) consists in the fact that either a sparsity assumption holds or that such an
assumption is narrowly missed in the sense that 〈x†, uk〉X decays to zero sufficiently fast
as k →∞, or more precisely that x† ∈Mq,w for some q > 0. This character motivates
the use of ℓqw-regularization for computing stable approximate solutions to the ill-posed
problem (2.1), where instead of y only noisy data yδ ∈ Y with ‖y − yδ‖Y ≤ δ for a
given noise level δ > 0 are available. The regularized solutions xδα ∈ X are minimizers
of the Tikhonov functional T δα : X → [0,∞] defined as
(2.3) T δα(x) :=
1
p
‖Ax− yδ‖pY + αRq,w(x),
where the penalty Rq,w is defined as
(2.4) Rq,w(x) =
∞∑
k=1
wk |〈x, uk〉X |q , 0 < q ≤ 1.
2.1. Well-posedness and convergence. For all yδ ∈ Y as well as for all regulariza-
tion parameters α > 0 minimizers xδα ∈ X of the Tikhonov functional exist and are
sparse, i.e. xδα ∈ M0, and we refer for proof details to [19] and [20, Prop. 4.5] for the
case 0 < q < 1 and to [30, Lemma 2.1] for the case q = 1. The existence of minimizers
to T δα from (2.3) is based on the fact that the functional Rq,w from (2.4) is weakly
lower semi-continuous in X and stabilizing, which means that for all constants c ≥ 0
the sublevel sets {x ∈ X : Rq,w(x) ≤ c} are weakly sequentially compact in X. This
stabilizing property follows from the weak coercivity of Rq,w(x), i.e. for all x from
the sublevel sets of Rq,w the norm ‖x‖X is uniformly bounded (cf. [20, Prop. 3.3]).
Here, we also mention that R1(x) ≤
(
1
w0
Rq,w(x)
)1/q
for all 0 < q < 1. In [9, 19, 20]
one can find assertions on stability and convergence of such regularized solutions. If
x† ∈ Mq,w and the elements xn := xδnαn are regularized solutions for data yδn ∈ Y
satisfying lim
n→∞
δn = 0, then we have convergence as lim
n→∞
‖xn− x†‖X = 0 whenever the
regularization parameters αn > 0 fulfil the conditions lim
n→∞
αn = 0 and lim
n→∞
δpn
αn
= 0.
This norm convergence in X follows from three ingredients which are all available:
(1) the weak convergence of regularized solutions in X, which is a consequence of
the weak compactness of the sublevel sets,
(2) the convergence lim
n→∞
Rq,w(xn) = Rq,w(x†), which is a general property under
the required behaviour of the regularization parameters, and
(3) the Kadec-Klee or Radon-Riesz property (cf. [20, Prop. 3.6]).
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2.2. Convergence rates. Assuming sparsity, i.e. if x† ∈ M0, numerous papers (cf.,
e.g., [9, 30, 19, 20]) even provide us with results on convergence rates. A first con-
vergence rate result when x† ∈ M1, but the sparsity assumption fails, was presented
and proven in [10] and corresponding results for nonlinear forward operators were
formulated in [8].
We extend these results in Section 4 to regularization with penalty term Rq,w(x)
also for exponents 0 < q < 1. For appropriately chosen regularization parameters
α∗ = α∗(δ, y
δ) we are interested in convergence rates of the form
(2.5) E(xδα∗ , x
†) = O(ϕ(δ)) as δ → 0,
with error measures E(·, ·) and concave index functions ϕ, i.e. increasing functions
ϕ : (0,∞) → (0,∞) with lim
t→+0
ϕ(t) = 0. In agreement with previous works on
convergence rates in ℓq-regularization, we preferably consider the error measures
(2.6) E(x, x†) = Rq,w(x− x†) = ‖x− x†‖qq,w, with q from (2.3),
and
(2.7) E(x, x†) = R1,w(x− x†) = ‖x− x†‖1,w
for arbitrary 0 < q ≤ 1 in the penalty term. If for such an error measure a variational
inequality
(2.8) E(x, x†) ≤ Rq,w(x)−Rq,w(x†) + ϕ
(‖A(x− x†)‖) for all x ∈Mq,w
is valid with some concave index function ϕ, then we obtain a convergence rate (2.5)
for the regularized solutions xδα∗ , for example by choosing the regularization parameter
α∗ = α(δ, y
δ) a-posteriori according to the sequential discrepancy principle (cf. [1, 26]).
So far the discrepancy principle has mostly been studied in the context of convex
regularization. However, in the recent publication [1] the most important results are
carried over also to non-convex regularization, for example with the sublinear Rq,w
penalties which we consider here. For more details concerning the role of variational
inequalities for convergence rates in Tikhonov regularization we refer to [25] and [3, 16,
14, 36, 37]. Proposition 5.6 in [10] motivates, however, that the variational inequalities
approach fails in ℓ1-regularization for non-injective forward operators. Therefore, we
also exclude non-injective operators A in the present study.
The following assumption is the key ingredient for the derivation of convergence
rates (2.5) in Section 4 (compare also [10, 8]). It combines smoothness of the basis
elements uk expressed as a range inclusion with the smoothness of the solution x
† in
terms of a rate of decay of its Fourier coefficients.
Assumption 2.1.
(a) Suppose that the uniquely determined solution x† ∈ X of equation (2.1) with
y ∈ R(A) satisfies the condition x† ∈Mq,w for prescribed 0 < q ≤ 1.
(b) For all k ∈ supp(x†) there exist fk ∈ Y ∗ such that uk = A∗fk.
Remark 2.2. As is well-known any convergence rate in regularization of ill-posed op-
erator equations in abstract spaces is connected with some kind of solution smoothness
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(see, e.g. [4, 13, 36, 37]), where source conditions are the prominent form of expressing
such smoothness. As one easily verifies, a source condition of type
(2.9) x† = A∗f, f ∈ Y ∗,
is an immediate consequence of Assumption 2.1 (b) whenever the solution is sparse,
i.e. if x† ∈ M0. Therefore basis range inclusions uk ∈ R(A∗) play an important role
in sparsity-promoting regularization, and we refer to the papers [9, 19, 22, 30, 38].
In [10, Sect. 4] it was discussed that source conditions and even approximate source
conditions (cf., e.g., [7, 24] and[14, Part III]) always fail in ℓ1-regularization under
Assumption 2.1 if the sparsity assumption is missed, i.e. if x† /∈ M0 and hence the
support of x† is an infinite set of indices k ∈ N. Nevertheless, for q = 1 and E
from (2.7) convergence rates (2.5) were derived for that case under Assumption 2.1.
Precisely, the two conditions x† ∈M1,w and Assumption 2.1 (b) represent the solution
smoothness of x† with respect to the forward operator A in ℓ1-regularization of linear
ill-posed operator equations, and their interplay determines the occurring convergence
rates. We will see in Section 4 that this is also the case in ℓqw-regularization, 0 < q < 1,
where the interplay of Items (a) and (b) yields convergence rates (2.5) with respect to
E from (2.6).
2.3. Chances and limitations. As a consequence of the Closed Range Theorem
(cf., e.g., [40, p. 205]) the range R(A∗) is a non-closed subset of X, because R(A) is
a non-closed subset of Y . Even though we have R(A∗)X = X due to the injectivity
of A, Assumption 2.1 (b) is a rather strong requirement, which together with the
condition x† ∈Mq,w represents the solution smoothness of x† with respect to A in ℓqw-
regularization. Evidently, Item (b) can certainly be interpreted as an countably infinite
set of smoothness conditions concerning the basis elements uk. In [10, Remark 2.9] it
was conjectured that all such conditions refer to a situation not too far from diagonal
operators and the singular value decomposition. Really, in a Hilbert space setting Item
(b) is satisfied if {uk}k∈N acts as basis of eigenelements forA. If, however, the eigenbasis
of A occurs after rotating {uk}k∈N by means of a unitary operator U : X → X, then
Item (b) will often get violated. A simple counterexample of an injective and compact
linear operator A with bidiagonal structure mapping in the separable Hilbert space
X with orthonormal basis {uk}k∈N, where this item fails, was suggested by Markus
Hegland (ANU, Canberra) as Au1 := u1 and Auk =
uk
k
− uk−1
k−1
, k = 2, 3, .... Then we
obviously have u1 /∈ R(A∗). Roughly speaking, Assumption 2.1 (b) will only hold if
the cross connections between {uk}k∈N and the eigenbasis are not too turbulent. We
will show in Section 3 that this is the case for a wide class of linear ill-posed problems,
which are well-posed in a weaker topology, and for which then the convergence rates
results of Section 4 are applicable whenever the basis elements uk are smooth enough.
It is future work to develop convergence rates if not all basis elements uk are smooth
enough and hence Item (b) is violated, and we refer to [15] for preliminary results.
3. Range inclusions, Gelfand triples, and examples
3.1. Range inclusions and Gelfand triples. For the rate results from [10] and
those which will be formulated in Section 4, the requirement uk ∈ R(A∗), for all k ∈ N,
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from Assumption 2.1 (b) is crucial. So it is important to develop sufficient conditions
that allow us to construct a corresponding basis {uk}k∈N satisfying that point. In the
simplest case one can directly characterize the subspace R(A∗) of the Hilbert spaces
X and choose a basis with suitable properties. Alternatively, under Assumption 3.1
the following Propositions 3.3 and 3.6 provide us with an approach which is based on a
range inclusion exploiting a space V with stronger norm and continuously and densely
embedded in X. As we will see below the premises of these propositions are fulfilled for
wide classes of practically relevant linear ill-posed operator equations. For example,
smoothness along the lines of Assumption 2.1 (b) appears as a natural property if the
forward operator A is continuously invertible under a weaker topology in the context
of Gelfand triples whenever the basis elements uk are chosen in an adapted manner.
Assumption 3.1. Suppose that the Hilbert space X admits a separable linear subspace
V with norm ‖.‖V which is dense in X, i.e. V X = X, and such that
(1) the corresponding linear embedding operator E : V → X is continuous, i.e.
with some constant C > 0
(3.1) ‖Ev‖X ≤ C ‖v‖V for all v ∈ V ;
(2) the duality pairing between V and its dual space V ∗ is compatible with 〈., .〉X
in the sense that
(3.2) 〈x, v〉V ∗×V = 〈x, v〉X for all x ∈ X, v ∈ V.
Remark 3.2. The pair (V,X) of spaces satisfying the requirements of Assumption 3.1
is called rigged Hilbert space, and if we identify X with its dual space X∗ by means
of the Riesz isomorphism, the triple (V,X, V ∗) is called Gelfand triple. It is not
difficult to construct Gelfand triples. Particular examples are (ℓq(N), ℓ2(N), ℓq
′
(N))
and (Lq
′
(Ω), L2(Ω), Lq(Ω)) with 1 < q < 2, q′ = q/(q−1) and bounded Ω ⊂ Rn as well
as (Hs0(Ω), L
2(Ω), H−s(Ω)) with s > 0 and Ω ⊂ Rn with sufficiently smooth boundary
∂Ω. Observe that the compatibility condition (3.2) ensures that the adjoint E∗ of the
embedding E is in turn the embedding of X in V ∗.
We now turn to the main result of this section establishing a link between the
range inclusion in Assumption 2.1 (b) and a smoothness condition uk ∈ V for all
k ∈ supp(x†). This is to say that all active elements of the chosen basis in X must
even belong to the smaller subspace V possessing a stronger norm and turns out to be
sufficient for Assumption 2.1 (b) to hold whenever A is continuously invertible as an
extension from X to V ∗. Thus, if the norm topology in X is weakened to the norm
topology in V ∗ then the ill-posedness is lost.
Proposition 3.3. Under Assumption 3.1, i.e. if (V,X, V ∗) is a Gelfand triple, assume
that there is a constant K > 0 such that
(3.3) ‖Ax‖Y ≥ K ‖E∗x‖V ∗ for all x ∈ X,
then the range inclusion
(3.4) V ⊆ R(A∗)
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is valid. Hence, for any orthonormal basis {uk}k∈N in X such that uk ∈ V for all
k ∈ supp(x†) Assumption 2.1 (b) is satisfied.
In order to prove Proposition 3.3 we exploit the following technical lemma which
was formulated and proven for general normed linear spaces as Lemma 8.21 in [36].
Lemma 3.4. Let A : X → Y denote a bounded linear operator mapping between the
real Hilbert spaces X and Y and let u ∈ X. Then the conditions u ∈ R(A∗) and
(3.5) |〈x, u〉X| ≤ Cu ‖Ax‖Y
for some constant Cu > 0 and for all x ∈ X are equivalent.
Proof of Proposition 3.3. For arbitrary v ∈ V it follows from (3.3) that
|〈x, v〉X| = |〈x, Ev〉X| = |〈E∗x, v〉V ∗×V | ≤ ‖v‖V ‖E∗x‖V ∗ ≤ ‖v‖V
K
‖Ax‖Y
holds for all x ∈ X. This is (3.5) with Cv = ‖v‖VK , and Lemma 3.4 yields the range
inclusion (3.4).
It is important to mention that Proposition 3.3 applies for all problems where the
forward operator A : X → Y fails to be continuously invertible, but in terms of a
Gelfand triple (V,X, V ∗) can be extended to V ∗ such that A : V ∗ → Y is a continuous
linear isomorphism from V ∗ onto Y . As the subsequent series of examples will show,
such isomorphisms occur for wide classes of problems. Precisely, we can make use of
inequality chains of the form
(3.6) c‖x‖V ∗ ≤ ‖Ax‖Y ≤ c‖x‖V ∗ for all x ∈ X
with constants 0 < c ≤ c <∞, where the left hand side inequality yields the required
estimate (3.3) with K := c.
To clarify the implications of the above considerations for convergence rates we
roughly summarize some facts which will be proven in extended form in Corollary 4.6
below. In particular, the explicit structure of the rate function ϕ as well as an appro-
priate choice of the regularization parameter will be supplied ibidem.
Theorem 3.5. Suppose that (V,X, V ∗) is a Gelfand triple and that an inequality
(3.3) holds for the forward operator A. If the orthonormal basis {uk}k∈N in X satisfies
uk ∈ V for all k ∈ supp(x†), the solution satisfies x† ∈ M1 and if the regularization
parameter α > 0 is chosen appropriately, then there is a concave index function ϕ such
that
‖xδα − x†‖ℓ1(N) = O(ϕ(δ)) as δ → 0.
The question remains whether a basis in the Hilbert space X, consisting of elements
in a dense separable subspace V , necessarily exists. A positive and constructive answer
can be found by use of the Gram-Schmidt process of orthonormalization and we will
mention further examples in the following subsections.
Proposition 3.6. Let (V,X, V ∗) be a Gelfand triple, then there exists an orthonormal
basis {uk}k∈N in X such that uk ∈ V for all k ∈ N.
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Proof. Since V is separable there exists a countable and dense subset {vk}k∈N in V
and as a consequence of (3.1) we even have {vk}k∈NX = X. Hence, we can construct
an orthonormal basis {uk}k∈N ⊂ V in X by the Gram-Schmidt process of orthonormal-
ization (discarding all zeros that occur in the course of the algorithm). This completes
the proof.
3.2. Reconstructions based on the Radon transform. A prototypical example
of a linear ill-posed problem is the interpretation of indirect measurements based on
the Radon transform as the Radon transform represents the mathematical forward
model of computerized tomography (CT). It maps a function x(t) defined on the unit
disc Ω ⊂ R2 onto the family of line integrals
Rx(s) =
∫
I(θ,s)
x(t)dt, θ ∈ S1, −1 ≤ s ≤ 1,
where S1 ⊂ R2 denotes the unit sphere and I(θ, s) = {t ∈ Ω : t·θ = s} the line segment
in Ω perpendicular to θ with distance |t| from the origin. For a detailed introduction
to the Radon transform we refer the interested reader to [32, 33].
For our purpose, it is important that the Radon transform is continuously invertible
between certain Sobolev spaces. We consider the real Hilbert spaces X = L2(Ω) and
Y = L2(S1× [−1, 1]) and recall Theorem 2.10 from [33] formulated as Proposition 3.7,
which yields a variety of the inequality chain (3.6).
Proposition 3.7. There exist constants 0 < c ≤ c <∞ such that
(3.7) c‖x‖H−1/2(Ω) ≤ ‖Rx‖Y ≤ c‖x‖H−1/2(Ω) for all x ∈ H−1/2(Ω).
If we consider the forward operator A in (2.1) as a composition A := R ◦ E∗ : X → Y ,
where E∗ : L2(Ω) → H−1/2(Ω) is the Sobolev embedding operator, then we have an
estimate (3.3) with V ∗ := H−1/2(Ω) and K := c. Observe that A is compact and
injective and that
(
V,X, V ∗) with V := H
1/2
0 (Ω) is a Gelfand triple. Consequently,
Proposition 3.3 is applicable and yields the range inclusion (3.4). Hence Item (b) of
Assumption 2.1 is fulfilled if the chosen basis {uk}k∈N in L2(Ω) is contained in H1/20 (Ω).
Clearly this requirement is met if {uk}k∈N belongs even to Hs0(Ω) with s > 1/2.
In particular, the eigenfunctions of the Laplace operator with homogeneous Dirichlet
boundary conditions form an orthonormal basis of L2(Ω) consisting of elements in
H10 (Ω). They are explicitely given [23] in polar coordinates (r, ϕ) ∈ [0, 1]× [0, 2π) and
in terms of the Bessel-functions Jn(r) by
(3.8) un,k,l(r, ϕ) = cn,k Jn(βn,kr) ·
{
cos(nϕ) l = 1
sin(nϕ) l = 2, n 6= 0,
with n, k = 0, 1, 2, . . . , l = 1, 2, where βn,k denotes the k-th root of Jn(r) and cn,k the
normalizing constant cn,k =
√
2/π |Jn+1(βn,k)|−1.
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3.3. Solving Symm’s integral equation. The following example is taken from [29,
Sect. 3.3] (see also [35, Sect. 6.1.2.1]). In potential theory the solution z of the Dirichlet
problem for the Laplace equation
∆z = 0 in Ω , z = y˜ on ∂Ω ,
where Ω ⊂ R2 is a bounded and simply connected domain with analytic boundary ∂Ω
and y˜ ∈ C(∂Ω) is a given function, can be found by the simple layer potential
z(κ) =
1
π
∫
∂Ω
x˜(κ) log |κ− η| ds(η), κ ∈ Ω .
In this context, the required potential density function x˜ ∈ C(∂Ω) satisfies Symm’s
integral equation
(3.9) − 1
π
∫
∂Ω
x˜(κ) log |κ− η| ds(η) = y˜(η), η ∈ ∂Ω .
Assuming that the boundary ∂Ω can be parametrized by a smooth curve γ : [0, 2π]→
R
2 with non-vanishing derivative, the analog of equation (3.9) for the transformed
density x(t) := x˜(γ(t)) |γ˙(t)| attains the form
(3.10) [Ax](t) := −1
π
2π∫
0
x(t) log |γ(t)− γ(τ)| dτ = y(t), t ∈ [0, 2π] .
We denote by L2per(0, 2π) the complex Hilbert space of square integrable periodic func-
tions with period length 2π and by
Hνper(0, 2π) :=
{∑
k∈Z
cke
ikt :
∑
k∈Z
|ck|2(1 + k2)ν <∞
}
the corresponding complex Sobolev space of level ν ∈ R. Then with X = Y :=
L2per(0, 2π) the linear operator A : X → Y defined by (3.10) is a compact map with
nonclosed range R(A) ⊂ Y , but we have a continuous linear isomorphism (3.6) with
V ∗ := H−1per(0, 2π). To apply Proposition 3.3 it is sufficient to have a countable set
in H1per(0, 2π) which is an orthonormal basis in L
2
per(0, 2π). Evidently, the sequence
{eikt/√2π}k∈Z of analytic functions serves as such a system.
3.4. Solving Abel integral equations of first kind. A fairly general approach to
the premises of Proposition 3.3 is delivered by Hilbert scales {Xν}ν∈R (cf., e.g., [5,
Chapt. 5]). The Hilbert scales are generated on the basis of a positive definite self-
adjoint unbounded operator B : D(B) ⊂ X → X densely defined in X with discrete
spectrum completely characterized by eigenvalues 0 < µ1 ≤ µ2 ≤ ... ≤ µk ≤ µk+1 ≤
... → ∞ as k → ∞ and a orthonormal basis {wk}k∈N of corresponding eigenelements
satisfying the equation Bwk = µkwk, k ∈ N. Then for every ν ∈ R we can define
an inner product 〈u, v〉Xν := µ2νk 〈u, wk〉X〈v, wk〉X and an associated norm ‖u‖Xν :=√〈u, u〉Xν and we have x ∈ Xν for some x ∈ X if and only if ‖x‖Xν <∞. Taking into
account that X = X0 we have for every ν > 0 and V := Xν , V
∗ = X−ν) a Gelfand
triple (V,X, V ∗) as introduced above.
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We present such an example with the particularity that the Hilbert scale is related
to an associated Sobolev scale. Precisely, our focus is on a class of operator equations
(2.1) formed by Abel-type integral equations of the first kind, and we refer to [17] for
more details and practical applications. Let ν be a fixed parameter chosen from the
interval 0 < ν ≤ 1. Then we consider in the real Hilbert space X = Y = L2(0, 1) the
weakly singular integral operator A defined as
(3.11) [Ax](s) =
1
Γ(ν)
s∫
0
(s− t)ν−1K(s, t) x(t) dt, 0 ≤ s ≤ 1,
where the kernel function K(s, t) is assumed to be continuous for 0 ≤ t ≤ s ≤ 1, with
K(t, t) = 1, 0 ≤ t ≤ 1 and a decreasing function κ ∈ L2(0, 1) such that ∣∣∂K
∂t
(s, t)
∣∣ ≤
κ(t), 0 ≤ t ≤ s ≤ 1.
Now the differential operator B for the present example is mapping in X = L2(0, 1)
and defined as B2w = w′′ with the boundary conditions w′(0) = w(1) = 0. It pos-
sesses the eigenvalues µk = (k − 12)π and the corresponding eigenfunctions wk(t) =√
2 cos(µkt), 0 ≤ t ≤ 1. Moreover, the Hilbert scale elements for 0 < ν ≤ 1 are closely
connected with Sobolev spaces, namely
Xν =

Hν(0, 1) for 0 < ν < 1/2
{w ∈ H1/2(0, 1) :
1∫
0
(1− t)−1|w(t)|2dt <∞} for ν = 1/2
{w ∈ Hν(0, 1) : w(1) = 0} for 1/2 < ν ≤ 1.
Following the studies in [18] it follows that there are constants 0 < c ≤ c < ∞ such
that in X = L2(0, 1) for the Abel-type operator A from (3.11) an inequality chain of
the form (3.6) is valid as
c ‖x‖X−ν ≤ ‖Ax‖X ≤ c ‖x‖X−ν
for all x ∈ X. Hence for basis functions uk ∈ Xν , k ∈ N, the Proposition 3.3
applies and yields the range inclusion (3.4) as required. Because of X1 ⊂ Xν for all
0 < ν ≤ 1 the eigenbasis {√2 cos((k − 1
2
)πt), 0 ≤ t ≤ 1}
k∈N
⊂ X1 of B acts as such
an orthonormal basis {uk}k∈N in L2(0, 1).
3.5. Finding higher derivatives from noisy data. Considering the real Hilbert
space L2(0, 1) as X and Y , the constant kernel K(s, t) = 1 and ν = n with n = 2, 3, ...,
the operator A from (3.11) leads to the problem of finding the n-th derivative of a
function y when the equation (2.1) with forward operator
(3.12) [Ax](s) =
1
Γ(n)
s∫
0
(s− t)n−1 x(t) dt, 0 ≤ s ≤ 1,
is to be solved. Since additional boundary conditions occur for integers n greater
than 1, the characterization of Xn and X−n gets more complicated than for the pa-
rameter interval 0 < ν ≤ 1 in Subsection 3.3 and the Gelfand triples are not so simple.
However, sufficient conditions for Item (b) of Assumption 2.1 can be derived directly
ON BASIS SMOOTHNESS IN SPARSITY REGULARIZATION 11
without the detour via Proposition 3.3 when the rangeR(A∗) can be verified explicitly.
It is well known that such fractional integral operators have the adjoint
[A∗z](t) =
1
Γ(n)
1∫
t
(s− t)n−1 z(s) ds, 0 ≤ t ≤ 1.
This explicit structure of A∗ allows for a characterization of its range. So we have for
example in the case n = 2
R(A∗) = {w ∈ H2(0, 1) : w(1) = 0, w′(0) = 0},
which determines the differentiability requirements and boundary conditions to be
prescribed for all basis functions uk, k ∈ N. Note that again
{uk}k∈N =
{√
2 cos
((
k − 1
2
)
πt
)
, 0 ≤ t ≤ 1
}
k∈N
serves an appropriate basis in this case.
4. Non-convex sparsity-promoting regularization
Although for 0 < q < 1 the functional Rq,w(x) is not convex, which leads to ad-
ditional difficulties in the numerical computation of regularized solutions xδα (see [34]
for a minimization approach), Tikhonov regularization with such sublinear penalties
is of practical importance, because the regularized solutions xδα are sparse and such
penalties emphasize (cf. [41, 39]) the sparse character of the solutions even more than
convex regularization with q = 1. In various biomedical applications, for example, the
principle of Occam’s razor suggests that solutions composed of few active elements
should be preferred to explain certain observations. We also refer to [28] for a sensitiv-
ity discussion of the case where q is slightly greater than 1, but the regularized solution
are not necessarily sparse. Nevertheless, it may happen that x† ∈ M0 is expected, but
this property holds true only approximately. Therefore, it seems reasonable to extend
convergence rates results from [10] obtained for x† ∈ M1,w, to the non-convex penalty
case under the assumption x† ∈Mq,w, 0 < q < 1. We note that convergence rates for
x† ∈ M0 and 0 < q < 1 were presented in [9, 19, 20, 21, 41] and also that the limit
case of using q = 0 with R0(x) =
∞∑
k=1
sgn(|〈x, uk〉X |) makes no sense in a pure form,
because this penalty is not stabilizing and hence minimizers of (2.3) might not exist
(cf. [30, § 5.2]). However, these difficulties can be reduced if R0(x) is used in a linear
combination with R2(x) as suggested in [38]. We also note that studies for penalties
of type R(x) =
∞∑
k=1
ψ(|〈x, uk〉X |) taking into account a wider class of nonnegative
functions ψ were presented in [9, 20].
We recall the definition of the sequential discrepancy principle from [1, 26]. For
prescribed 0 < θ < 1 and α0 > 0, let
∆θ := {αj : αj = θjα0, j ∈ Z}.
Given any δ > 0 and data yδ, we fix some selection of minimizers xδα of the Tikhonov
functional T δα for α ∈ ∆θ.
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Definition 4.1 (Sequential discrepancy principle). We say that an element α ∈ ∆θ is
chosen according to the sequential discrepancy principle (SDP), if
(4.1) ‖Axδα − yδ‖ ≤ τδ < ‖Axδα/θ − yδ‖.
The main advantage of this sequential definition over stronger versions of the dis-
crepancy principle, in particular
(4.2) τ1δ ≤ ‖Axδα − yδ‖ ≤ τ2δ, with 1 ≤ τ1 ≤ τ2
(cf. [2, 3, 6, 10, 14]), becomes evident when the forward operator under consideration
is non-linear and (4.2) may not have any solutions due to duality gaps (cf. [37]). But
even for linear A, we feel that Definition 4.1 captures the computational reality of
finding such regularization parameters α more accurately and we thus prefer to work
with the sequential formulation here. However, it is certainly worth noting, that the
following results remain true if α is chosen according to (4.2) instead.
To guarantee regularizing properties of Tikhonov regularization with parameter α
chosen according to the discrepancy principle, it is crucial that the so-called exact
penalization veto is satisfied and the data are compatible (compare Assumptions 2 and
3 in [1], respectively). In the context of convex regularization with Rq,w(x) from (2.4),
1 ≤ q ≤ 2, and bounded, linear and injective forward operator A these assumptions
are necessarily satisfied if p > 1 in (2.3) – which excludes exact penalization – and
if the solution satisfies x† 6= 0. The same remains true for the non-convex penalties
Rq,w(x) from (2.4) with 0 < q < 1 as they are positively homogeneous of degree q. The
proof, which is based on arguments from [1, 2], is included here for the convenience of
the reader.
Theorem 4.2. In the Tikhonov functional (2.3), let p > 1 and 0 < q < 1 such that
Assumption 2.1 (a) holds for x† 6= 0. Then there is some δ¯ > 0 such that regularization
parameters α = α(δ, yδ) chosen according to the SDP exist for all 0 < δ ≤ δ¯. These
parameters satisfy the limit conditions
(4.3) α(δ, yδ)→ 0 and δ
p
α(δ, yδ)
→ 0 as δ → 0.
and the associated regularized solutions xδα(δ,yδ) converge to x
† in norm and in the sense
lim
δ→0
Rq,w(xδα(δ,yδ) − x†) = 0 as δ → 0.
Proof. We use some notation from [1]: The unique minimizing element of the penalty
term Rq,w(x) is xmin = 0, so that Xmin = Ymin = {0}, Rmin = 0. Moreover, L :=
{x†} yields L ∩ Xmin = ∅. Thus, according to Proposition 5 in [1], both the data
compatibility assumption and the exact penalization veto are satisfied if the solution
x† does not minimize T 0α for any α > 0, where by T
0
α we denote the Tikhonov functional
(2.3) with exact data y. To prove the latter assertion, we proceed by contradiction:
Assume that x† 6= 0 minimizes T 0α for some α > 0, then for all 0 < t < 1 we have
αRq,w(x†) = T 0α(x†) ≤ T 0α((1− t)x†) = tp‖y‖p + α(1− t)qRq,w(x†),
which yields
αRq,w(x†) ≤ t
p
1− (1− t)q ‖y‖
p → 0 as t→ +0.
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It follows that Rq,w(x†) = 0 and hence x† = 0 which contradicts our assumption.
Consequently, Lemma 2 and Theorem 1 in [1] are applicable and yield the existence
of a regularization parameter α = α(δ, yδ) ∈ ∆θ chosen according to (4.1), the as-
ymptotic relations (4.3) and, since the solution x† is unique, also weak convergence
xδα ⇀ x
† as well as Rq,w(xδα)→ Rq,w(x†) as δ → 0.
Finally, the functionals Rq,w(x) satisfy the Kadec-Klee (or Radon-Riesz) property
which implies Rq,w(xδα − x†) → 0 (see [20, Prop. 3.6]) and thus also ‖xδα − x†‖X → 0
as δ → 0.
To go beyond well-posedness and convergence of the regularized solutions, we use
the smoothness of basis elements uk, expressed in terms of the range inclusion uk ∈
R(A∗). Indeed, under our specific Assumption 2.1 we have an adapted variational
inequality (2.8) for the error measure E(x, x†) = Rq,w(x − x†) which immediately
leads to associated convergence rates.
Theorem 4.3. Under Assumption 2.1 and taking any 0 < q ≤ 1 a variational in-
equality
(4.4) Rq,w(x− x†) ≤ Rq,w(x)−Rq,w(x†) + ϕq,w
(‖A(x− x†)‖)
holds for all x ∈Mq,w with the concave index function
(4.5) ϕq,w(t) := 2 inf
n∈N
 ∞∑
k=n+1
wk|〈x†, uk〉X |q + tq
∑
k∈Sn(x†)
wk‖fk‖qY ∗
 ,
where
Sn(x
†) = supp(x†) ∩ {1, . . . , n}.
Proof. We sketch the proof, which is an extension of arguments from Lemma 5.1 and
Theorem 5.2 in [10]. Let us denote by L∗ : X → ℓ2(N) the operator mapping elements
x ∈ X to their coefficients {〈x, uk〉}k∈N (compare Section 5.2) and define projections
Pn : ℓ
2(N)→ ℓ2(N) according to
Pn(c)k =
{
ck if k ∈ Sn(x†)
0 otherwise.
Using the identity
Rq,w(x) = ‖PnL∗x‖qq,w + ‖(I − Pn)L∗x‖qq,w , x ∈Mq,w,
and the q−triangle inequality for 0 < q ≤ 1,
Rq,w(x+ z) ≤ Rq,w(x) +Rq,w(z), x, z ∈Mq,w,
we derive
Rq,w(x− x†)−Rq,w(x) +Rq,w(x†) ≤ 2
(∥∥(I − Pn)L∗x†∥∥qq,w + ∥∥PnL∗(x− x†)∥∥qq,w) .
Concerning the latter term, recall that for k ∈ Sn(x†) ⊂ supp(x†) there exists fk ∈ Y ∗
such that uk = A
∗fk and thus∥∥PnL∗(x− x†)∥∥qq,w = ∑
k∈Sn(x†)
wk|〈x− x†, A∗fk〉X |q ≤ ‖A(x− x†)‖qY
∑
k∈Sn(x†)
wk‖fk‖qY ∗ ,
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whence the result (4.4) follows.
To see that the continuous function ϕq,w(t) is indeed a concave index function,
observe that ϕq,w(t) < ∞ for all t ∈ [0,∞) and that ϕq,w(0) = 0. However, it is
well-known that an infimum of continuous and concave functions ϕq,w is itself concave.
For 0 ≤ t1 < t2 <∞ it holds for all n ∈ N that
∞∑
k=n+1
wk|〈x†, uk〉X |q + tq1
∑
k∈Sn(x†)
wk‖fk‖qY ∗ ≤
∞∑
k=n+1
wk|〈x†, uk〉X |q + tq2
∑
k∈Sn(x†)
wk‖fk‖qY ∗ ,
hence ϕq,w is non-decreasing.
For regularization parameter chosen according to the SDP, it has been shown in [26,
Theorem 2] that the presence of a variational inequality (4.4) yields a corresponding
convergence rate as the noise level δ tends to zero.
Corollary 4.4. Under the assumptions of Theorems 4.2 and 4.3 and using SDP as
regularization parameter choice α∗ = α∗(δ, y
δ) we obtain a convergence rate
(4.6) Rq,w(xδα∗ − x†) = O(ϕq,w(δ)) as δ → 0
with the concave index function ϕq,w from (4.5). Independent of the choice of 0 < q ≤ 1
in the penalty we always have
‖xδα∗ − x†‖X ≤ R1(xδα∗ − x†) ≤
( 1
w0
Rq,w(xδα∗ − x†)
)1/q
= O(ϕ1/qq,w(δ))
as δ → 0. If x† is sparse, then x† ∈ Mq,w holds for all q ∈ [0, 1] and we get a linear
rate expressed by the estimate
ϕ1/qq,w(δ) ≤ Cq,w δ,
but the constants
Cq,w =
 ∑
k∈supp(x†)
wk‖fk‖qY ∗
1/q
tend to infinity as q → 0 whenever supp(x†) contains more than one element.
Remark 4.5. Theorem 4.3 as well as Corollary 4.4 remain applicable also for nonlinear
forward operators F (x) satisfying the assumptions outlined in Section 5.3 (compare
[8]). To update the variational inequality (4.4) we only alter the estimate∥∥PnL∗(x− x†)∥∥qq,w ≤ ‖F ′(x†)(x− x†)‖qY ∑k∈Sn(x†)wk‖fk‖qY ∗
≤ σ(‖F (x)− F (x†)‖Y )q
∑
k∈Sn(x†)
wk‖fk‖qY ∗ ,
which yields
Rq,w(x− x†) ≤ Rq,w(x)−Rq,w(x†) + ϕq,w,σ
(‖F (x)− F (x†)‖)
for all x ∈M , where
ϕq,w,σ(t) = 2 inf
n∈N
 ∞∑
k=n+1
wk|〈x†, uk〉X |q + σ(t)q
∑
k∈Sn(x†)
wk‖fk‖qY ∗

is the new index function and determines the rate of convergence in (4.6).
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We also mention a lower bound for the asymptotic behaviour of the SDP from [26]
that follows from the variational inequality (4.4).
Corollary 4.6. Under the assumptions of Theorem 4.2 and 4.3 the regularization
parameter α∗(δ, y
δ) ∈ ∆θ chosen according to the SDP satisfies
α∗(δ, y
δ) ≥ θ
p2p−1
τ p − 1
τ p + 1
Φq,w((τ − 1)δ),
where Φq,w(t) := t
p/ϕq,w(t).
Remark 4.7. To develop some intuition regarding the behaviour of the index func-
tions ϕq,w(t) from (4.5) and the corresponding convergence rates in Corollary 4.4, we
reconsider examples from [10, 8] with uniform weights wk = 1 for all k ∈ N. Indeed,
rates can be computed explicitely if the decay of the coefficients |x†k| and the growth of
the norms ‖fk‖Y ∗ are of monomial type, i.e. if there exist µ > 1, ν > 0 and constants
K1, K2 > 0 such that
|x†k| ≤ K1 k−µ, ‖fk‖Y ∗ ≤ K2 kν ,
holds for all k ∈ supp(x†). Observe that x† ∈ Mq (cf. Assumption 2.1 (a)) holds for
all 1/µ < q ≤ 1. Then taking
∞∑
k=n+1
|x†k|q ∼ n−µq+1 and
n∑
k=1
‖fk‖qY ∗ ∼ nνq+1,
yields an index function
ϕq(t) = t
µq−1
µ+ν .
The corresponding rates from Corollary 4.4 are Rq(xδα∗ − x†) = O(δ
µq−1
µ+ν ) and inde-
pendent of the choice of 0 < q ≤ 1 in the penalty also R1(xδα∗ − x†) = O(δ
µ−1/q
µ+ν ). As
expected the faster the decay speed of |〈x†, uk〉X | → 0 as k → ∞ expressed by the
exponent µ is, the better is the rate. For the limit case µ → ∞ the obtained rates
approximate from below O(δq) and for q = 1 the linear rate.
If the decay of the coefficients |x†k| is of exponential type in the sense that there exist
γ > 0 and a constant K1 > 0 such that
∞∑
k=n+1
|x†k|q ≤ K1 en
−γ
holds for all n ∈ N, then for fk as in the previous example and by setting nγ ∼ log( 1tq )
we find the resulting index function ϕq to be at least of order
ϕq(t) ≤ O
(
tq log
( 1
tq
) ν
γ
)
.
Thus, the rate of convergence is slower than the rateO(tq) obtained for sparse solutions
x† ∈ M0 by the logarithmic factor log( 1tq )
ν
γ , which is negligible if the exponent γ is
large.
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5. Extensions
5.1. Formulation in Banach spaces. Some papers on ℓq-regularization work with
Banach spaces X and exploit coefficients xk with respect to a Schauder basis {uk}k∈N
(see, e.g. [10]). In terms of such an infinite sequence x = (x1, x2, ...) of coefficients
and the linear synthesis operator L which transforms x to the element x = Lx :=
∞∑
k=1
xkuk ∈ X, the Tikhonov functional reads
(5.1) T δα(x) :=
1
p
‖Ax− yδ‖pY + α‖x‖qq,w,
where A = A ◦ L. Clearly, each orthonormal basis in a Hilbert space X is in par-
ticular a Schauder basis in X with the specific property that there is a one-to-one
correspondence between the elements x ∈ X and the associated sequences of Fourier
coefficients x ∈ ℓ2(N). This is no longer the case if we consider Banach spaces that
are not Hilbert spaces and for our purposes we only mention that L : ℓ1(N)→ X and
hence the composition A = A ◦ L : ℓ1(N) → Y are bounded linear operators. Note
that the adjoint of A now maps as A∗ : Y ∗ → ℓ∞(N).
Then Assumption 2.1 can be rewritten by using the sequences e(k) = (0, ..., 0, 1, 0, ...)
with 1 in the k-th position of the sequence. Precisely, Item (a) attains the form
(a′) Suppose that the uniquely determined solution x† = Lx† ∈ X of equation (2.1)
with y ∈ R(A) satisfies the condition ‖x†‖q,w <∞ for prescribed 0 < q ≤ 1.
Item (b), however, has to be rewritten as
(b′) For all k ∈ supp(x†) there exist fk ∈ Y ∗such that e(k) = A∗fk,where A = A ◦ L.
Evidently, from Item (a′) it follows for all 0 < q ≤ 1 that x† ∈ ℓ1(N). On the other
hand, since {e(j)}j∈N is a Schauder basis in ℓ1(N) and uj = Le(j), for each k ∈ supp(x†)
condition (b′) asserts that
(5.2) δj,k = 〈e(k), e(j)〉ℓ∞(N)×ℓ1(N) = 〈A∗fk, e(j)〉ℓ∞(N)×ℓ1(N) = 〈fk, Auj〉Y ∗×Y
holds for all j ∈ N, where δj,k denotes the Kronecker delta. Now, if {uk}k∈N is an
orthonormal basis in a Hilbert space X, then (5.2) is equivalent to
(5.3) 〈A∗fk, uj〉X = δj,k for all j ∈ N,
which yields uk = A
∗fk as required in Assumption 2.1 (b).
5.2. Frames. In the context of sparse regularization in a separable Hilbert space X
it could be advantageous to consider not only orthonormal bases, but to reconstruct
coefficients with respect to a frame in X. This is to say, a collection {uk}k∈N ⊂ X
such that the frame condition
(5.4) b‖x‖2X ≤
∑
k∈N
|〈x, uk〉|2 ≤ b‖x‖2X
holds with constants 0 < b ≤ b < ∞ (see, e.g., [11] for further details). If the frame
is overcomplete which is the case whenever it is not a basis, then, on the one hand,
more elements admit sparse or nearly sparse representations. But on the other hand,
the nonuniqueness of the frame coefficients introduces additional difficulties. Indeed,
the frame synthesis operator L as defined in Section 5.1 is bounded as L : ℓ2(N)→ X
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but not injective and hence neither is the composition A = A ◦ L. Thus (b′) from
Section 5.1 cannot be fulfilled (cf. [10]) which renders the results on convergence rates
in Section 4 inapplicable when working with the Tikhonov functional T δα from (5.1).
This is not the case if we use the functionals T δα as defined in (2.3) where the
forward operator under consideration is A itself. At first glance, penalizing sequences
x = L∗x = {〈x, uk〉X}k∈N may not seem rewarding as, in general, x here no longer
consists of coefficients which reproduce x ∈ X with respect to the frame {uk}k∈N. It
is, however, a sequence of coefficients with respect to the dual frames of {uk}k∈N (cf.
[11, Section 5.6]), i.e. frames {u˜k} such that
x =
∑
k∈N
〈x, uk〉X u˜k for all x ∈ X.
Thus, the minimizers xδα of T
δ
α have sparse decompositions with respect to the dual
frames {u˜k}k∈N and the convergence rates results in Section 4 apply with error measure
E(x, x†) = Rq,w(x − x†) whenever Assumption 2.1 is satisfied for the frame {uk}k∈N
under consideration. Using the synthesis operator L˜ of the dual frame {u˜k}k∈N, we
have
‖xδα − x†‖X ≤ ‖L˜‖ · ‖xδα − x†‖2 ≤ ‖L˜‖
(
1
w0
Rq,w(xδα − x†)
)1/q
and, consequently, obtain corresponding rates also in norm.
It is worth noting that the proof of Theorem 4.3 remains true without modification,
if {uk}k∈N is a frame in the Hilbert space X. However, in this case we would use
the sparsity assumption L∗x† ∈ ℓqw(N) with respect to {uk}k∈N in order to reconstruct
coefficients with respect to some dual frame {u˜k}k∈N.
5.3. Nonlinear operators. Another possible generalization would be to consider also
nonlinear forward operators F (x) which are Gâteaux differentiable and satisfy a struc-
tural condition
(5.5) ‖F ′(x†)(x− x†)‖ ≤ σ(‖F (x)− F (x†)‖), for all x ∈M ⊂ X,
where σ is a concave index function and M ⊂ X should be large enough to contain all
regularized solutions xδα for sufficiently small δ > 0 (cf. [7, 8]). Then Assumption 2.1
(b) attains the form
(b′) For all k ∈ supp(x†) there exist fk ∈ Y ∗ such that uk = F ′(x†)∗fk,
a requirement previously used in [19, 8], for example, and referred to as a curious type
of smoothness condition in [8]. It is worth mentioning that from a technical point of
view the results in the following sections remain applicable for such nonlinear operators
F (x), if the linearization F ′(x†) takes the place of the linear operator A as necessary.
The corresponding convergence rate function is given in Remark 4.5.
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