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Introduction {#sec1}
============

Three-dimensional chromatin topology is an integral facet of transcriptional regulation in development and disease ([@bib7]). Physical proximity of regulatory elements facilitates interactions between promoters and enhancers ([@bib12]). Despite this, cognate enhancer-promoter pairs are frequently separated by vast genomic distances ([@bib32], [@bib56], [@bib60]).

Megabase-sized regions of self-association, termed topologically associated domains (TADs) ([@bib14], [@bib45], [@bib57]), provide a framework for understanding how contacts between *cis*-regulatory elements are orchestrated. TADs encompass clusters of cognate regulatory elements ([@bib56], [@bib64], [@bib68]) and mediate efficient contacts within domains ([@bib65]). Likewise, expression patterns of genes encompassed within a TAD are significantly correlated ([@bib58], [@bib80]). TAD boundaries are enriched in CTCF binding sites ([@bib14], [@bib51]) and function as insulators by blocking ectopic enhancer-promoter transactions between adjacent domains ([@bib22], [@bib40]). High-resolution chromatin conformation maps have revealed fine structures of TADs ([@bib49]), which are composed of smaller, frequently nested contact domains ([@bib51]).

The formation of a chromatin domain is frequently accompanied by a structural loop ([@bib51]). Structural loops manifest in chromatin conformation data as focal interaction points ([@bib51]). Boundaries of approximately 40% of chromatin domains are connected by a loop (termed loop domains; the remaining chromatin domains are referred to as ordinary domains). CTCF has emerged as the central factor underlying loop formation, as 85% of loops bridge CTCF-bound loci, which are primarily facing each other (i.e., convergent; [@bib51], [@bib69], [@bib73]). Reductions in CTCF occupancy result in concomitant depletion of loop structures ([@bib46]).

Most studies relating nuclear topology to development have focused on the analysis of TADs. These structures are detected from the 8-cell stage of mouse embryogenesis ([@bib17], [@bib31]). Although high-resolution chromatin conformation maps show that cell differentiation alters the internal structure of TADs ([@bib15], [@bib49]), it remains unclear whether and how specific TAD structures are related to lineage specialization. For example, embryonic stem cells (ESCs) feature large nucleosome-free regions ([@bib52]) and widespread transcriptional activity ([@bib20], [@bib41]). Consequently, chromatin conformation capture using locus-directed (4C) or global high-throughput sequencing (Hi-C) methods revealed that transcriptionally inactive regions engage in long-range contacts at lower frequency in ESCs than in differentiated cells ([@bib72]). Exceptions to this general rule are loci bound by core pluripotency regulators, which form large-scale contacts specific to ESCs ([@bib3], [@bib13], [@bib70], [@bib72]).

Despite marked features of chromatin arrangement associated with pluripotency, domain boundaries seem largely unaffected by ESC differentiation, and TAD boundaries are conserved in diverse cell types across developmental stages ([@bib14], [@bib51]). These observations raise questions pertaining to the relationship between the insulatory strength of contact domain boundaries and the plasticity of ESCs. Given that chromatin domain boundaries are frequently connected by loops, quantitative analysis of loop strength during cell differentiation will be instrumental to characterize the interplay between changes in contact domain architecture and developmental progression. In particular, it remains unclear how the formation and dissolution of higher-order chromatin structures take place in relation to cell-state transitions.

Here, we dissect the relationship between chromatin loop formation, contact domain architecture, and changes in cell identity that accompanies differentiation and restriction of developmental potential. We show that pluripotent stem cells form fewer loops genome-wide than more specialized progeny. Following differentiation of mouse ESCs to neural stem cells (NSCs), however, loop strength is increased, suggesting that engagement in a developmental program triggers the establishment of a chromatin conformation state where preexisting structures are later reinforced in more mature cell types. Newly formed loop domains (1) displayed increased spatial separation from neighboring genomic loci, (2) contained enhancers activated upon differentiation, and (3) spanned genes associated with developmental processes.

Hence, at the level of nuclear organization, the specificity of *cis*-regulatory element contacts is enhanced in response to differentiation. Consequently, we find that ESCs are characterized by generally weaker contact domain boundaries than those present in specialized counterparts. We go on to show that the consolidation of boundaries is explained by a global increase in CTCF binding at these locations upon induction to the neural lineage. Aligning with recent literature ([@bib8], [@bib61]), we conclude that lower prevalence of large-scale structural loops and weaker chromatin contact insulation are hallmarks of three-dimensional genome organization in pluripotent cells.

Results {#sec2}
=======

We induced mouse ESCs to the neural lineage and a multipotent NSC identity in a directed differentiation assay ([@bib11], [@bib77]). We assessed marker presentation of each population by flow cytometry and transcriptional state by high-throughput sequencing (RNA sequencing \[RNA-seq\]) ([Figures S1](#mmc1){ref-type="supplementary-material"}A and S1B). We then analyzed chromatin conformation in the two cell types. To compare structural loops between ESCs and NSCs, we produced tethered chromosome conformation capture (TCC) ([@bib30]) libraries from both cell types ([Table S1](#mmc1){ref-type="supplementary-material"}). We identified a total of 4,328 chromatin loops in ESCs, NSCs, or both at a resolution of 10 kb ([Figures S1](#mmc1){ref-type="supplementary-material"}C and S1D; [STAR Methods](#sec5){ref-type="sec"}). We profiled DNA association of CTCF by chromatin immunoprecipitation followed by high-throughput sequencing (chromatin immunoprecipitation sequencing \[ChIP-seq\]) and assessed the overlap between loop anchors and CTCF binding. In both ESCs and NSCs, more than 85% of loops connected two CTCF binding sites ([Figure S1](#mmc1){ref-type="supplementary-material"}E). We observed substantially greater numbers of CTCF-anchored loops in differentiated NSCs than in parental ESCs (2,625 versus 1,815; [Figures S1](#mmc1){ref-type="supplementary-material"}E and S1F). To assess variation in loop signal, we compared normalized read counts at loops using a statistical test for count data (Wald test; [STAR Methods](#sec5){ref-type="sec"}). We found a majority of 1,490 to display greater signal in NSCs, compared to 287 weaker instances (FC \> 1.5; false discovery rate \[FDR\] = 0.1; [Figure S1](#mmc1){ref-type="supplementary-material"}G). These observations indicate that chromatin loops are, as expected, generally associated with CTCF occupancy and that CTCF anchored loops are more prevalent in NSCs than in ESCs.

To substantiate these results, we generated a second dataset using a different conformation capture method. We produced high-resolution chromatin interaction maps by *in situ* Hi-C ([@bib51]) on the same cell populations. We sequenced 2.5 billion reads and obtained a total of 1.6 billion high-quality Hi-C contacts ([Table S1](#mmc1){ref-type="supplementary-material"}; [STAR Methods](#sec5){ref-type="sec"}). Using *juicer* ([@bib18]), we identified 3,817 and 8,382 loops in ESCs and NSCs, respectively ([Figures 1](#fig1){ref-type="fig"}A, [S2](#mmc1){ref-type="supplementary-material"}A, and S2B). We considered the union of instances from both cell populations (n = 9,841) and observed an overall increase in loop signal upon establishment of NSC cultures (mean FC = 1.2; p \< 2.2 × 10^−16^; two-sided t test; [Figure S2](#mmc1){ref-type="supplementary-material"}C; for p values, we follow the convention used by the statistical software *R* to report values below 2.2 × 10^−16^ as \< 2.2 × 10^−16^). Under stringent criteria (Wald test, FDR = 0.05, FC \> 1.5), 2,454 loops were induced and 811 reduced ([Figures 1](#fig1){ref-type="fig"}B and 1C). Dynamic loops were found to be highly cell-type-specific ([Figure S2](#mmc1){ref-type="supplementary-material"}D), and the overwhelming majority of induced loops (2,251 out of 2,454, i.e., 92%; [Figures S2](#mmc1){ref-type="supplementary-material"}E and S2F) were below detection in ESCs. We then compared gained and lost loops across different ranges of genomic distance ([Figure 1](#fig1){ref-type="fig"}D). Long-range loops ( \>1.6 Mb) showed the most dramatic difference: in NSCs, they were present 18.4 times more often than absent (791 versus 43; p \< 2.2 × 10^−16^; binomial test) in comparison to ESCs, and NSC-specific long-range loops were 8.6 times more abundant than those common to both cell types (FC \< 1.25; n = 3,917). Therefore, we conclude that loss of pluripotency correlates with widespread induction of long-range loops.Figure 1Differentiation Elicits Formation of Long-Range Chromatin Loops(A) Examples of chromatin loops (arrows) in ESCs and NSCs (lower and upper triangles, respectively). Heatmaps show normalized counts of *in situ* Hi-C reads between pairs of genomic loci ([STAR Methods](#sec5){ref-type="sec"}).(B) Composite profile of *in situ* Hi-C signal (similar to implementation of APA \[[@bib51]\]) from reduced (top) and induced (bottom) loops in ESCs (left) and NSCs (right). Statistical significance of loop signal was assessed by a Wald test (FDR = 0.05 and FC \> 1.5; [STAR Methods](#sec5){ref-type="sec"}).(C) Examples of dynamic and stable loops.(D) Length distributions of NSC-specific, common, and ESC-specific loops.

Next, we investigated whether reduced chromatin looping in ESCs could be attributed to an overall lower physical compaction of chromatin in this cell type. We used super-resolution imaging (SRI) to quantify ultrastructure variations in chromatin, as embodied by rearrangements of replication forks. Because loops were most frequent in euchromatin for both ESC and NSC ([Figures S2](#mmc1){ref-type="supplementary-material"}G and S2H), we focused on early replicating domains (RDs), which tend to encompass transcriptionally active euchromatin. We labeled actively RDs ([@bib75]) in ESCs transformed with the FUCCI cell-cycle reporters ([@bib54]). We pulsed cells with EdU ([@bib79]), isolated those in early S-phase, and cultured the resulting population in either self-renewal or neural differentiation conditions for 96 hr ([Figure 2](#fig2){ref-type="fig"}A and [STAR Methods](#sec5){ref-type="sec"}). We measured the spatial arrangement of 2,410 RDs from 24 individual ESCs by SRI and of 2,576 RDs from 19 Nestin^+^ NSCs through nearest neighbor distance (NND) analysis ([Figure 2](#fig2){ref-type="fig"}B). Distributions of NNDs between individual RDs were comparable in both conditions, with a median of 67 nm ([Figure 2](#fig2){ref-type="fig"}C). These results imply that the extensive gain of chromatin loops in differentiating cells is not accompanied by notable changes in physical compaction of the euchromatic fraction of the genome.Figure 2Compactness of Euchromatin Remains Unchanged upon Differentiation(A) Experimental approach.(B) SRI identification of RD in ESCs and Nestin^+^ NSCs. Cells were labeled with anti-Nestin antibody prior to SRI, and Nestin^−^ and Nestin^+^ fractions were analyzed in ESC and post-neural induction cultures, respectively (Nestin signal not shown). RDs imaged by conventional microscopy (first panel column), GSDIM (pixel size 10 nm; second and third panel columns), and RD detection (fourth panel column) by automated image analysis.(C) Nearest neighbor distance (NND) distributions in ESCs (red) and NSCs (blue) (sample sizes: n~ES~ = 24, n~NS~ = 19; RDs: n~ESC~ = 2,410, n~NSC~ = 2,576; pixel size = 10 nm).

CTCF Is Recruited to Anchors of Loops Induced upon Differentiation {#sec2.1}
------------------------------------------------------------------

The formation of cell-type-specific chromatin loops coincides with the context-dependent binding of CTCF and cohesin complex at loop anchors ([@bib51]). To determine how changes in genomic occupancy of the two factors relate to loop dynamics, we mapped the binding sites of CTCF and cohesin subunit Rad21 by ChIP-seq. Consistent with recently published results ([@bib6]), we identified more CTCF peaks in ESCs than NSCs (61,560 and 44,848 CTCF peaks in ESCs and NSCs, respectively; [Figure S3](#mmc1){ref-type="supplementary-material"}). We therefore hypothesized that (1) local gains of CTCF and Rad21, rather than a general increase in the number of CTCF-associated sites in NSCs, may underlie loop induction, (2) sites with elevated CTCF occupancy would be preferentially located at loop anchors, and (3) they would feature a CTCF-binding motif facing the interior of the loop ([@bib51], [@bib69], [@bib73]).

We found NSC-specific loops to be associated with elevated occupancy of both CTCF and Rad21 at anchor sites ([Figures 3](#fig3){ref-type="fig"}A and 3B). We compared the distribution of increased (Benjamini-Hochberg adjusted p \< 0.1; FC \> 1; *DESeq2* method) CTCF peaks within domains demarcated by anchors of induced loops. We further stratified these by orientation of the CTCF DNA motif into forward and reverse groups. Peaks where CTCF signal increased in NSCs were located primarily at the edges of induced loop domains, facing the interior ([Figure 3](#fig3){ref-type="fig"}C). Thus, formation of chromatin loops is associated with increased CTCF and Rad21 binding at loop anchors. Peaks with enhanced CTCF signal are located preferentially at the edges of the induced loop domains, and CTCF motifs at these locations are oriented inward with respect to the interior of the loop.Figure 3Loop Formation Is Associated with Gains in CTCF and Cohesin Binding(A) Example of concomitant loop gain (*in situ* Hi-C) and increased CTCF ChIP-seq signal.(B) Anchors of induced loops primarily overlap CTCF peaks that gain CTCF and Rad21 signal upon neural induction of ESCs. The union of CTCF peaks identified in ESCs and NSCs (P~CTCF~) was considered. ChIP-seq reads were counted inside each P~CTCF~ interval, and differences were assessed with the *DESeq2* method. P~CTCF~ with p~adj~. \< 0.1, for which NSC/ESC \> 1 were also considered gained. Top: loops for which both anchors overlapped at least one CTCF peak. Bottom: loops with a single CTCF peak at each anchor (n = 479, 20% of loops, consistent with [@bib51]).(C) Loop induction correlates with a gain of CTCF peaks located primarily at loop anchors and facing the interior of the loop. Increased sites were those where the normalized ChIP-seq ratio of NSC/ESC was \> 1 and p~adj~. \< 0.1 (*DESeq2* method). CTCF peaks were further stratified based on the orientation of the CTCF motif (forward and reverse groups). Each domain, defined by the anchors of an induced loop, was divided into 250 intervals (x axis; ten intervals were appended to the starts and ends of the loop domains), and the overlap with CTCF peaks was assessed therein. The percentage of domains intersecting a CTCF peak group is shown along the y axis.

Contact domain boundaries are primarily defined by CTCF binding sites and often coincide with loop anchors ([@bib51]). We thus reasoned that increases in looping and CTCF binding would be related to the strength of domain boundaries. We considered 10-kb bins at contact domain boundaries that contained a CTCF peak (CTCF^+^ bins) and computed a measure of contact insulation (i.e., the ability to block chromosomal interactions ([@bib59]) from our *in situ* Hi-C data ([Figure 4](#fig4){ref-type="fig"}A). CTCF^+^ bins at boundaries overlapping a loop anchor displayed significantly higher contact insulation than those not coincident with an anchor ([Figure 4](#fig4){ref-type="fig"}B; p \< 2.2 × 10^−16^; two-sided t test). In line with this, we found that anchors of NSC-specific loops displayed increased contact insulation ([Figure 4](#fig4){ref-type="fig"}C; two-sided t test; p \< 2.2 × 10^−16^), in contrast to the anchors of loops reduced in NSCs, where insulation was diminished (two-sided t test; p = 1 × 10^−6^). We conclude from these results that induction of loop formation coincides with reinforcement of contact domain boundaries.Figure 4Pluripotent Stem Cell Chromatin Features Weak Chromatin Domain Boundaries(A) Schema of the definition of the insulation score at a boundary between two domains (gray) as the log~2~ of the ratio of "inside" to "between" interactions. The score is positive for strong insulators and negative for weak insulators.(B) Insulatory strength of CTCF sites at contact domain boundaries is correlated with loop formation. Bins overlapping a CTCF peak and at domain boundaries were stratified based on whether they overlapped with a loop anchor (with/without loop; p values: two-sided t test, NSCs, *in situ* Hi-C data).(C) Difference of insulation scores (NSC minus ESC) at anchors of reduced, common, and induced loops (p \< 2.2 × 10^−16^, two-sided t test; induced versus reduced loops, *in situ* Hi-C data).(D) Boundaries of contact domains display overall lower insulation score in ESCs relative to differentiated cells.(E) CTCF and Rad21 binding more frequently increases at boundaries of contact domains than at other genomic locations (p \< 2.2 × 10^−16^, two-sided t test), which preferentially lose CTCF and Rad21 signals, consistent with the detection of greater numbers of peaks in ESCs.(F) Reprogramming-induced depletion of loops; average of the Hi-C profiles (data from [@bib35]) at induced loops (*in situ* Hi-C data, n = 2,454) in NSCs and reprogrammed derivatives.(G) Insulation scores at contact domain boundaries are diminished upon reversion of NSCs to iPSCs (two-sided t test).

These data suggest that early lineage specification is accompanied by enhanced spatial segregation between neighboring regions of the genome. To test this idea, we extended our analysis to compare the strength of contact domain boundaries in differentiation. We considered boundaries identified via *in situ* Hi-C, which were frequently shared between ESCs and NSCs (60% common; [Figures S4](#mmc1){ref-type="supplementary-material"}A and S4B). Cell-type-specific boundaries were weaker than those that were shared ([Figures S4](#mmc1){ref-type="supplementary-material"}A and S4C) ([@bib14]). This result is consistent with the finding that both lost and gained boundaries were more frequently devoid of CTCF ([Figure S4](#mmc1){ref-type="supplementary-material"}D). We found that boundaries common to both cell types were significantly weaker in ESCs ([Figures 4](#fig4){ref-type="fig"}D, [S4](#mmc1){ref-type="supplementary-material"}C, and S4E; two-sided t test; p \< 2.2 × 10^−16^) and that the increase in contact domain insulation upon differentiation was reflected by preferential recruitment of CTCF and Rad21 ([Figure 4](#fig4){ref-type="fig"}E).

Thus, early lineage specification is accompanied by enhanced spatial segregation between neighboring regions of the genome, and this correlates with a preferential gain of CTCF binding at contact domain boundaries. Accordingly, de-differentiating NSCs into induced pluripotent stem cells (iPSCs) by overexpression of exogenous Oct4, Nanog, Klf4, and Myc erased NSC-specific loops ([Figure 4](#fig4){ref-type="fig"}F). Furthermore, the loss of loop structures upon reprogramming resulted in significantly weaker contact domain boundaries in pluripotent cell cultures ([Figure 4](#fig4){ref-type="fig"}G, two-sided t test, p \< 2.2 × 10^−16^). This is in keeping with previous observations that reversion to pluripotency affects the depletion of structural loops specific to the cell type of origin ([@bib5], [@bib35]). Taken together, these observations establish weak contact domain boundaries as a hallmark of the pluripotent stem cell chromatin architecture.

Progressive Establishment of Chromatin Topology in Lineage Progression {#sec2.2}
----------------------------------------------------------------------

We next asked whether the propensity to form loops and strong contact domain boundaries increases gradually or abruptly upon restriction of developmental potential. In the mouse, the transition from naive to primed pluripotency ([@bib43]) occurs concomitantly with uterine implantation of the embryo and is among the earliest cell fate decisions in mammalian development ([@bib9], [@bib44]). To emulate this transition *in vitro*, we obtained uniform populations of ESCs cultured in the presence of inhibitors of the MEK/ERK and glycogen synthase kinase 3 pathways (2i) plus LIF ([@bib74], [@bib78]). From these, we derived primed pluripotent cell cultures (post-implantation epiblast stem cells \[EpiSCs\]) ([@bib10], [@bib67]) via exchange of 2i/LIF with FGF and activin followed by extended passaging ([Figure 5](#fig5){ref-type="fig"}A and [STAR Methods](#sec5){ref-type="sec"}). We generated TCC libraries from both cell types and found that 26% of chromatin loops displayed a significant change in strength (FDR = 0.1; FC \> 1.5; [Figure 5](#fig5){ref-type="fig"}B). We observed that loops were 2.7 times more frequently gained than lost upon differentiation priming (840 versus 306; n~total~ = 4,463; [Figure 5](#fig5){ref-type="fig"}C), suggesting a gradual setup of chromatin structure accompanying exit from the naive state.Figure 5Chromatin Topology Is Established Progressively during Differentiation(A) Experimental design: *in vitro* conditions to obtain uniform cultures of ground-state pluripotent cells (ESCs maintained in 2i/LIF) and primed pluripotent stem cells (post-implantation epiblast stem cells \[EpiSCs\]).(B) Composite profile of TCC signal at loops identified as stronger in ESCs (top) or EpiSCs (bottom).(C) Length distribution of loops specific to ESCs and EpiSCs.(D) Composite profile of loops displaying a significant alteration of TCC signal between ESCs (2i/LIF) and NSCs. Loops identified in either or both conditions were considered (TCC data).(E) Loops are gained in a stepwise manner following loss of naive pluripotency. Loops identified as induced in NSCs relative to ESCs (2i/LIF) were considered (TCC data). Induced loops were grouped into three classes according to genomic span. For each class, ratios of the loop signal between ESCs or NSCs to the signal in EpiSCs are displayed. Loop strength in EpiSCs is between that of ESCs and NSCs (two-sided t test).(F) Interactions across anchors of NSC-specific loops are gradually lost. The two panels display the ratios between composite profiles of the TCC signal around anchors of induced loops (ESCs \[2i/LIF\] versus NSCs; TCC data) at 10-kb resolution. Left: ratio of ESC (2i/LIF) to NSC TCC signal; right plot: ratio of ESCs to EpiSCs.

To evaluate this further, we sought to determine if chromatin loops induced in NSCs are similarly enhanced in EpiSCs. We considered loops for which we detected a significant increase in strength in NSC relative to ground-state ESC cultures maintained in 2i/LIF ([Figure 5](#fig5){ref-type="fig"}D; TCC data). Loop strength in EpiSCs fell between that of ESCs and NSCs, and this was the case for all stratifications by genomic distance ([Figure 5](#fig5){ref-type="fig"}E). To test whether an analogous stepwise progression also characterizes the gain of contact domain insulation, we considered induced loops and compared composite interaction profiles around anchors at those regions in naive and primed pluripotent cells and in NSCs. Indeed, we found insulation of chromatin contacts to be established gradually, concurrent with the loss of naive pluripotency ([Figure 5](#fig5){ref-type="fig"}F).

In summary, differentiation priming of pluripotent cells is reflected by a gain of chromatin loops and boundaries. Yet, the strength of these architectural features intensifies during specialization to a developmentally restricted multipotent stem cell type. Thus, chromatin topology is established progressively upon lineage commitment and cell-type transitions.

Gene Regulation and the Induction of Chromatin Loops {#sec2.3}
----------------------------------------------------

The interplay between structural loop formation and developmental control of gene expression is not well understood. Loops can bring together active promoters and enhancers ([@bib36], [@bib51]). We considered our high-resolution *in situ* Hi-C maps in ESCs and NSCs to investigate how loop induction relates to gene expression control. We found that gained loops frequently involved active regulatory elements ([Figures 6](#fig6){ref-type="fig"}A, 6B, and [S5](#mmc1){ref-type="supplementary-material"}A). Genes with promoters overlapping the anchors of NSC-specific loops were functionally related to brain development (Fisher's exact test, Benjamini-Hochberg \[BH\] corrected p \< 0.01 and fold enrichment \[odds ratio\] ≥ 1.5; [Figure S5](#mmc1){ref-type="supplementary-material"}B). Compared to transcriptionally downregulated genes, upregulated loci (\>1.5-fold; FDR = 0.1) were overrepresented at anchors of induced promoter-enhancer loops (p = 3.2 × 10^−4^; binomial test; [Figures 6](#fig6){ref-type="fig"}B and [S5](#mmc1){ref-type="supplementary-material"}A). However, induction of gene expression was directly linked with only a minority of gained loops (552 out of 2,454, 22%). Notably, many loops that were formed upon neural induction did not involve promoter regions ([Figure 6](#fig6){ref-type="fig"}C).Figure 6Loop Dynamics and the Regulation of Gene Expression(A) Loop domains are genomic intervals defined by the end of the left anchor (+10 kb) and the start of the right anchor (−10 kb).(B) Induced loops (*in situ* Hi-C; n = 2,454) preferentially connect active regulatory elements. Enrichment relative to random pairs of loci separated by a similar genomic distance is indicated above each bar. Inset: the number of up- and downregulated genes (*DESeq* method; FC \> 1.5; adjusted p \< 0.1) among loci with promoters forming a loop with enhancers in NSCs only.(C) Example of an upregulated locus (*Lhx2*) inside an induced loop domain.(D) Induced loop domains are formed around activated enhancers and upregulated genes. The x axis plots the fraction of induced loop domains overlapping induced and repressed enhancers (top) and transcriptionally up- and downregulated genes (bottom).(E) Loop changes correlate with the dynamics of intra-loop-domain promoter-enhancer contacts measured by *in situ* Hi-C (two-sided t test).(F) Genes and enhancers active in adult neuronal tissues are found more frequently inside induced than reduced loop domains (Fisher's exact test).

According to the insulated neighborhoods model, regulation of genes critical to the establishment of cell identity occurs frequently in chromatin domains defined by cohesin-mediated interactions ([@bib16]). Given that cohesin binding is primarily detected at CTCF binding sites ([@bib48], [@bib55], [@bib62], [@bib71]), we hypothesized that domains flanked by differentiation-induced loops ([Figure 6](#fig6){ref-type="fig"}A) may encompass loci implicated in neuroectoderm fate. Indeed, 74% of induced loop domains contained enhancers activated in NSCs, as determined by gains in H3K27ac modification. Upregulation of genes within those domains was twice as frequent as downregulation ([Figure 6](#fig6){ref-type="fig"}D; 1,250 versus 852, \>1.5-fold; FDR = 0.1; *DESeq* method). For example, the neuronal gene *Lhx2* is expressed *de novo* in NSCs and located inside an induced loop domain ([Figure 6](#fig6){ref-type="fig"}C). We consistently observed enrichment of Gene Ontology functional terms related to neural development within genomic intervals delineated by induced loops (Fisher's exact test; BH corrected p \< 0.01 and fold increase ≥ 1.5; [Figure S5](#mmc1){ref-type="supplementary-material"}C). These results suggest that chromatin loop formation is involved in the control of genes associated with cell identity.

Contact domains can be subdivided into ordinary and loop domains ([@bib51]). Yet, it is unclear whether the presence of a loop is related to the strength of intra-domain interactions, including those between regulatory elements. We found that contacts in loop domains were on average stronger than in ordinary domains ([Figure S5](#mmc1){ref-type="supplementary-material"}D). Moreover, promoter-enhancer interactions (PEIs) that connected elements located *inside* the induced loop domains increased upon differentiation, whereas PEIs linking elements in dismantled loops were significantly decreased ([Figures 6](#fig6){ref-type="fig"}C and 6E; p \< 2.2 × 10^−16^; two-sided t test). Hence, the formation of a chromatin loop reflects not only increased separation of the genomic interval enclosed by its anchors but is also coupled to a gain of contacts between enhancers and promoters. The regulatory element pairs either overlap the two loop anchors or are located inside the loop domain. These findings echo those reported from experiments in B cells, where activation was linked with an increase in the number of loops detected and a gain of intra-domain promoter-enhancer contacts ([@bib33]).

By visual inspection of *in situ* Hi-C interactome profiles with respect to transcriptional activity, we saw that the relationship between loop induction and gene expression was frequently more complex than a direct positive correlation. Notably, we found many examples of loci within an induced loop despite being transcriptionally inactive in NSCs. *Opcml* and *Kcnc2* ([Figure S6](#mmc1){ref-type="supplementary-material"}) exemplify this finding. These genes are transcriptionally active in differentiated neural tissues: *Opcml* is widely expressed throughout the brain and in the retina, and *Kcnc2* is primarily expressed in the cortex ([@bib63]). Thus, our data are in line with the concept that loops are involved in architectural priming for future gene expression ([@bib36]). Supporting this view, genes critical for adult brain function were significantly enriched among loci flanked by anchors of induced loops ([Figure S5](#mmc1){ref-type="supplementary-material"}C). Moreover, induced loop domains contained pairs of genes and enhancers that are active in adult brain tissues more often than reduced loop domains. ([Figure 6](#fig6){ref-type="fig"}F).

We also considered the possibility that loops may have arisen at these loci due to transcriptional activation of surrounding genes located within the domain. However, expression levels of neighboring genes were frequently unaltered in ESCs and NSCs ([Figure S6](#mmc1){ref-type="supplementary-material"}). In contrast, there was no enrichment of either developmental genes or pluripotency-related terms among genes spanning domains defined by loops that were lost or reduced in response to differentiation. In fact, domains encompassing pluripotency-associated loci (e.g., *Oct4* and *Prdm14*) were either depleted of long-range loops in ESCs ([Figure S7](#mmc1){ref-type="supplementary-material"}) or enriched in loops that were short range and stable across conditions (e.g., *Nanog*). Thus, structural loops arising upon differentiation are preferentially associated with genes that impart cell-type specification.

In summary, differentiation-induced formation of long-range structural loops is affected through local recruitment of CTCF at loop anchors. Such changes in genome structure act to spatially segregate chromatin interaction domains containing genes and regulatory elements implicated in lineage choice and embryonic development.

Discussion {#sec3}
==========

Here, we investigate the topological features of genome architecture in pluripotent cells and specialized progeny. Using a combination of chromatin conformation capture and SRI, we show that structural changes manifest progressively in cell differentiation to establish long-range loops and chromatin boundaries. These domains often encompass developmentally related genes upregulated in response to lineage induction and are consequently dismantled in cells that have undergone reversion to pluripotency through transgene-mediated reprogramming. We further identify CTCF and Rad21 as mediators of architectural remodeling and spatial segregation of chromatin interaction domains. These insights support and extend related findings in diverse model systems and clarify the role of chromatin loops in the developmental control of gene expression.

Recent studies have revealed a lack of chromosome-scale A/B compartments in the early embryos of *Drosophila* ([@bib27]) and in the maternal genome of the mouse zygote ([@bib23]). In the mouse, TADs and loops are detectable in zygotic maternal chromatin, in contrast to the features reported in fly ([@bib27]). However, it has now been shown that TADs consolidate upon the transition between 2- and 8-cell stage mouse embryos ([@bib17], [@bib31]). We observed a lower prevalence of long-range structural loops, accompanied by decreased insulation, as a distinguishing feature of pluripotent chromatin. These observations are consistent with reports describing enhanced genome-wide clustering of active regulatory elements in ESCs ([@bib47], [@bib72]) and decreased intra-domain connectivity in iPSCs as compared to B cells ([Table 1](#tbl1){ref-type="table"}) ([@bib61]). Our SRI data indicate that the structural changes we and others have observed do not arise as a result of chromatin compaction. We argue for a central role of CTCF in establishing the unique nuclear topology of pluripotent stem cells.Table 1Findings from This Work and Related StudiesFeatureThis study[@bib8][@bib61]*In vitro* systemsEmbryonic stem cells (ESCs) (conventional and ground-state cultures), post-implantation epiblast stem cells (EpiSCs), induced pluripotent stem cells (iPSCs), neural stem cells (NSCs).ESCs (conventional), neural progenitor cells (NPCs) and post-mitotic cortical neurons (CNs). NPCs and CNs were derived *in vitro* or isolated from neocortex.Reprogramming of B cells to iPSCs.CTCF-anchored loopsStepwise genome-wide induction of long-range loops upon exit from naive pluripotency.Genome-wide gain of contacts between domain boundaries and convergent CTCF binding sites.Dissolution of B cell-specific loops after reprogramming. iPSC-specific loops identified as long range.Domain typeContact domains; topologically associated domains (TADs); replication domainsTADsTADsDomain boundaries in cell differentiationProgressive strengthening following loss of naive pluripotency and differentiation to EpiSCs and more specialized NSCs.Strengthening upon differentiation of ESCs to NPCs. Pronounced strengthening of domain boundaries was not observed in terminally differentiated cells.N/ADomain boundaries in reprogrammingRestores weak domain boundaries.N/AGain of domain boundaries is more frequent than loss after reprogramming.Chromatin compactionNot coupled with genome-wide gain of loops.N/AN/AProfiles of CTCF and cohesinsMore peaks in ESCs than NSCs. Neural induction results in quantitative gain of CTCF, and cohesin binding at loop anchors and domain boundaries. Binding of the two factors is diminished at other genomic loci.Presence/absence of CTCF peaks does not account for genome-wide gain of loops and domain boundary strength.CTCF binding correlates with insulatory strength of TAD boundaries. No correlation between gain or loss of TAD boundaries and CTCF recruitment.Relationship between gene expression, chromatin domains, domain boundaries, and structural loopsPositive correlation between loop formation and gene expression. Few loops connect active promoters and enhancers. Induced loop domains span enhancers and developmentally regulated genes.Positive correlation between loop formation and gene expression. Transcriptional activation frequently coincides with formation of boundaries but is insufficient to elicit boundary formation.Positive correlation between loop formation and gene expression. No correlation between formation of TAD boundaries and transcriptional regulation. Changes in TAD structure precede gene activation.

The study we present here is one of three investigating alterations to chromatin topology related to changes in cell identity upon differentiation and reprogramming ([Table 1](#tbl1){ref-type="table"}). [@bib8] described qualitative differences in CTCF binding between ESCs and NSCs, correlating CTCF occupancy with changes in chromatin loops resolved in each cell type. Contacts were observed to increase in NSCs between TAD boundaries and, more generally, between convergent CTCF binding sites ([@bib8]). Domain boundaries shared between ESCs and NSCs were determined to be weaker in the pluripotent state. Our findings corroborate those of [@bib8] ([Table 1](#tbl1){ref-type="table"}) but are derived through a different strategy. We identify genome-wide chromatin loops induced or diminished in response to ESC differentiation. We then map CTCF and Rad21 binding activity and relate those differences in chromatin architecture to cohesins and gene expression. We further investigate loops arising around developmentally regulated genes and active enhancers. This approach enabled us to infer dynamic changes in loop formation and reinforcement and to gauge the influence of those changes on transcriptional regulation of lineage induction and, conversely, reversion to pluripotency.

We show that chromatin loops and strong domain boundaries are formed progressively from the exit from naive pluripotency through commitment to the neural lineage. Interestingly, terminal differentiation of neural progenitor cells does not appear to further promote the frequency of contacts between convergent CTCF sites ([@bib8]), favoring a model in which the loss of pluripotency marks a critical transition required to fully establish loops and chromatin boundaries. In light of the data collected to date, the cause and consequence of these observations remain unresolved. Using Hi-C, Graff and colleagues recently resolved the trajectory of the alterations to chromatin organization during reprogramming at fine temporal resolution ([@bib61]). That analysis revealed that structural reorganization of chromatin frequently precedes transcriptional changes. This finding suggests an instructive role for genome topology in cell fate transitions. Accordingly, we speculate that increases in looping and boundary strength may be a precursor to the dissolution of the pluripotency regulatory network. In the future, it will be important to elucidate how the presence of strong contact domain (including TAD) boundaries and long-range chromatin loops relates to cell identity. Addressing these and related aspects of differentiation and fate choice will be central to understanding the role of higher-order genome architecture in the regulation of mammalian development.

STAR★Methods {#sec5}
============

Key Resources Table {#sec5.1}
-------------------

REAGENT or RESOURCESOURCEIDENTIFIER**Antibodies**Anti-CTCFMiliporeCat\# 07-729; RRID: [AB_441965](nif-antibody:AB_441965){#interref9010}Anti-NestinDevelopmental Studies Hybridoma BankCat\# Rat-401; RRID: [AB_2235915](nif-antibody:AB_2235915){#interref9015}Anti-Oct3/4Santa Cruz BiotechnologyCat\# sc-5279; RRID: [AB_628051](nif-antibody:AB_628051){#interref9020}Anti-Rad21AbcamCat\# ab-992; AB_2176601Anti-mouse Alexa Fluor 532InvitrogenCat\# A11002; RRID: [AB_2534070](nif-antibody:AB_2534070){#interref9025}Phycoerythrin-labelled secondary antibodySanta Cruz BiotechnologyCat\# sc-3761; RRID: [AB_639241](nif-antibody:AB_639241){#interref9030}**Chemicals, Peptides, and Recombinant Proteins**DMEM/F-12Thermo Fisher31331028GMEMInvitrogen11710035N2 supplementThermo Fisher17502-048B27 supplementThermo Fisher17504-04Non-essential amino acidsThermo Fisher11140050L-glutamineThermo Fisher25030081Bovine serum albumin (BSA, fraction V)Thermo Fisher15260037CHIR99021 (GSK3ß inhibitor)Trevigen (Reagents Direct)27-H76PD0325901 (MEK inhibitor)Trevigen (Reagents Direct)PD0325901Leukemia Inhibitory Factor (LIF)This studyThis studyEpidermal Growth Factor (EGF)This studyThis studyBasic Fibroblast Growth Factor (bFGF)This studyThis studyActivin ASigmaA4941FibronectinSigmaF1141LamininSigmaL2020AccutaseSigmaA6964-100MLT1 paramagnetic beadsThermo Fisher65602C1 paramagnetic beadsThermo Fisher65002Ampure XP paramagnetic beadsBeckman CoulterA63881Protein A DynabeadsInvitrogen10002DComplete Mini EDTA-free proteinase inhibitorRoche11836170001CatalaseSigmaC3155Glucose oxidaseSigmaG0543HindIIINew England BiolabsR0104SMboINew England BiolabsR0147SQuick Ligation kitNew England BiolabsM2200ST4 DNA ligaseNew England BiolabsM0202SExonuclease III (*E. coli*)New England BiolabsM0206SKlenow Fragment (3'→5' exo-)New England BiolabsM0212SDNA Polymerase I, Large (Klenow) FragmentNew England BiolabsM0210ST4 Polynucleotide KinaseNew England BiolabsM0201ST4 DNA polymeraseNew England BiolabsM0203SPhusion 2x master mixNew England BiolabsM0536SEZlink Iodoacetyl-PEG2-BiotinThermo Fisher21334NEXTFlex DNA BarcodesBioo ScientificNOVA-5141022′-Deoxyguanosine-5′-O-(1-thiotriphosphate) sodium salt, Sp-isomerAxxoraBLG-D031-05EdUMolecular ProbesC10340Alexa Fluor 647Molecular ProbesC10340Slide-A-lyzerThermo Fisher66003**Critical Commercial Assays**RNase AThermo FisherEN0531Proteinase KNew England BiolabsP8107SOvation Ultralow library system V2NuGEN034432TRIzol reagentThermo Fisher15596026TURBO DNaseAmbionAM2238Agilent 2100 Bioanalyzer RNA 6000 NanoAgilent5067-1511TruSeq Stranded mRNA Sample Prep KitIllumina20020594**Deposited Data**TCC<https://www.ebi.ac.uk/arrayexpress>[E-MTAB-2063](array-express:E-MTAB-2063){#intref0015}In-situ Hi-C<https://www.ebi.ac.uk/arrayexpress>[E-MTAB-6591](array-express:E-MTAB-6591){#intref0025}ChIP-seq<https://www.ebi.ac.uk/arrayexpress>[E-MTAB-5732](array-express:E-MTAB-5732){#intref0035}RNA-seq<https://www.ebi.ac.uk/arrayexpress>[E-MTAB-2125](array-express:E-MTAB-2125){#intref0045}**Experimental Models: Cell Lines**Sox1-GFP mouse embryonic stem cells (46C)Austin Smith12524553Neural stem cellsThis studyThis studyPost-implantation epiblast stem cells (EpiSC)This studyThis studyESC line with stably inserted FUCCI systemMatthias Lutolf23193167**Experimental Models: Organisms/Strains**Mus musculus 129P2/OlaNANA**Software and Algorithms**Leica SR GSD Wizard[https://www.leica-microsystems.com](https://www.leica-microsystems.com/){#intref0050}NAMATLAB 2012b<https://www.mathworks.com/downloads/web_downloads/select_release>NAJuicer<https://github.com/theaidenlab/juicer/wiki>NAJuicebox v1.0<https://github.com/theaidenlab/juicebox/wiki>NASAMtools 0.1.19<http://samtools.sourceforge.net/>NABEDtools<http://bedtools.readthedocs.io/en/latest/>NABowtie 2<http://bowtie-bio.sourceforge.net/bowtie2/index.shtml>NATopHat 2<https://ccb.jhu.edu/software/tophat/manual.shtml>NAMACS 1.4<https://github.com/downloads/taoliu/MACS/macs_1.4.2.deb>NAMACS 2<http://liulab.dfci.harvard.edu/MACS/>R 3.2.2<https://cran.r-project.org/src/base/R-3/R-3.2.2.tar.gz>NAedgeR_3.12.1[https://www.bioconductor.org](https://www.bioconductor.org/){#intref0105}NADESeq2_1.10.1[https://www.bioconductor.org](https://www.bioconductor.org/){#intref0110}NADESeq_1.22.1[https://www.bioconductor.org](https://www.bioconductor.org/){#intref0115}NAggplot2_2.1.0[https://www.bioconductor.org](https://www.bioconductor.org/){#intref0120}NAMatrix_1.2-6[https://www.bioconductor.org](https://www.bioconductor.org/){#intref0125}NAIRanges_2.4.8[https://www.bioconductor.org](https://www.bioconductor.org/){#intref0130}NAGenomicRanges v1.22.4[https://www.bioconductor.org](https://www.bioconductor.org/){#intref0135}NAAnalysis code and vignetteThis studyNA**Reanalyzed Data**H3K4me1 (ESCs)<https://www.ebi.ac.uk/ena>SRP000230H3K4me1 (NP cells)<https://www.ebi.ac.uk/ena>SRP000230H3K4me3 (ESCs)<https://www.ebi.ac.uk/ena>SRP000230H3K4me3 (NP cells)<https://www.ebi.ac.uk/ena>SRP000230H3K27ac (ESCs)<https://www.ebi.ac.uk/ena>SRP003638H3K27ac (NP cells)<https://www.ebi.ac.uk/ena>SRP003638GNF Mouse GeneAtlas V3<https://www.ncbi.nlm.nih.gov/geo>[GSE10246](ncbi-geo:GSE10246){#intref0175}Expression data from murine NP cells<https://www.ncbi.nlm.nih.gov/geo>[GSM198065](ncbi-geo:GSM198065){#intref0185}, [GSM198066](ncbi-geo:GSM198066){#intref0190}, [GSM198067](ncbi-geo:GSM198067){#intref0195}Genomic coordinates of enhancer elements identified in brain tissues[chromosome.sdsc.edu/mouse/download.html](http://chromosome.sdsc.edu/mouse/download.html){#intref0200}NAHi-C data (NS and NSC derived iPS cells \[passage 20\])<https://www.ncbi.nlm.nih.gov/geo>[GSE76479](ncbi-geo:GSE76479){#intref0210}

Contact for Reagent and Resource Sharing {#sec5.2}
----------------------------------------

Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Wolfgang Huber (<whuber@embl.de>).

Experimental Model and Subject Details {#sec5.3}
--------------------------------------

### Cell Culture Conditions {#sec5.3.1}

#### Pluripotent Stem Cell Culture {#sec5.3.1.1}

*ES Cell Culture in Standard Conditions (FBS/LIF)*. Sox1-GFP mouse embryonic stem (ES) cells derived from the E14tg2a line (46C, ([@bib77])) were grown at 37°C in a 5% (v/v) CO2 incubator in Glasgow Minimum Essential Medium (GMEM, Invitrogen) supplemented with 10% (v/v) fetal bovine serum (FBS, Sigma), 2 ng/ml leukemia inhibitory factor (LIF, in-house), 1 mM 2-mercaptoethanol, non-essential amino acids (Gibco), L-glutamine (Gibco) and Na-pyruvate (Gibco), on gelatin-coated (0.1% v/v) plates. Accutase (Sigma) was used for cell dissociation. Cells were passaged every second day and seeded at a density of 1.3 million cells per 10 cm surface area of the corresponding culture vessel. Medium was exchanged daily.

*ES Cell Culture in Chemically Defined Conditions (2i/LIF)*. ES cells were grown at 37°C in a 5% (v/v) CO2 on 0.1% (v/v) gelatin-coated flasks in the presence of GSK3ß and MEK inhibitors plus LIF (2i/LIF). Complete medium comprised 50% Dulbecco's Modified Eagle's Medium (DMEM), 50% F12 (DMEM/F-12, Invitrogen), supplemented with 2.5 ml of N2 and 5ml of B27 (Gibco), bovine serum albumin (BSA) fraction V (Gibco; final concentration 0.012%), non-essential amino acids (Gibco), glucose (final concentration 0.03 M), HEPES (final concentration 4.5 mM) and 0.1 mM beta-mercaptoethanol, supplemented with GSK3ß inhibitor CHIR99021 (Trevigen) at a final concentration of 3 μM, MEK inhibitor PD0325901 (Trevigen) at a final concentration of 1 μM, and 2 ng/ml LIF.

*EpiSC Differentiation and Culture.* ES cells were transferred to culture vessels coated overnight with fibronectin (1:60, Sigma) freshly diluted in phosphate buffered saline (PBS). Cells were maintained in N2+B27 supplemented medium described above, with 20 ng/ml Activin A and bFGF (in-house) at a final concentration of 12 ng/ml. Cultures were propagated for a minimum of eight passages to establish an EpiSC identity.

*NS Cell Differentiation and Culture.* ES cells were plated at a density of 0.8 million cells per 10 cm gelatin-coated culture vessels in neural differentiation medium comprising 50% DMEM and 50% F12 (DMEM/F-12, Invitrogen) supplemented with 2.5 ml N2 and 5 ml of B27 (Gibco), BSA (Gibco, final concentration 0.012%), non-essential amino acids (Gibco), glucose (final concentration 0.03 M), HEPES (final concentration 4.5 mM) and 0.1 mM beta-mercaptoethanol. Medium was exchanged after 24 and 48 hours, and cultures were grown for an additional 72 hours. Cells were then dissociated using Accutase (Sigma) and the GFP+ fraction (ca. 70% of cells) was sorted by flow cytometry and seeded into a laminin (Sigma) coated 75 cm^2^ flask (10 μg/cm^2^ laminin, minimum 4 h coating time at 37°C). Subsequently, cells were grown in neural diafferentiation medium supplemented with recombinant murine EGF and bFGF (in-house; final concentration 10 ng/ml) until loss of GFP expression and uniform upregulation of Nestin was observed by immunostaining and qRT-PCR. NS cells were passaged at 80% confluence. Medium was exchanged daily.

Method Details {#sec5.4}
--------------

### Analysis by Flow Cytometry {#sec5.4.1}

Cells were fixed in 4% paraformaldehyde (Sigma) for 10 minutes at room temperature. Cells were spun for 2 min at 400 × g at 4°C and washed 2 times with ice cold PBS, then permeabilized by incubation in 0.1% Triton-X100 solution in PBS for 20 min on ice. After 2 washes with PBS, cells were incubated in blocking solution comprising PBS supplemented with 10% FBS for 2 h on ice. Anti-Oct4 (sc-5279, Santa Cruz, final dilution 1:200) or anti-Nestin (Rat-401, HSHB, 1:100) were added and cells were incubated with gentle shaking for 2 h. Cells were processed 3 times in a washing solution of 1% BSA and 0.025% TritonX-100 in PBS and resuspended in blocking solution supplemented with phycoerythrin-labelled secondary antibody (sc-3761, Santa Cruz, 1:400). After 45 min incubation at 4°C, cells were washed twice in ice cold washing solution, resuspended in PBS and analyzed with a FACScan flow cytometer.

### ChIP-Seq {#sec5.4.2}

Cells were detached from culture vessels with Accutase dissociation reagent (Sigma). After washing with PBS at room temperature (RT), 25 million cells were resuspended in 25 ml culture medium and formaldehyde (Sigma) was added to a final concentration of 1%. Cells were incubated at RT for 10 min with occasional mixing. Following the incubation, glycine was added to a final concentration of 0.125M to quench the reaction, and the cell solution was incubated at RT for 5 min followed by 5-min incubation on ice. Cells were spun for 10 minutes at 300 × g at 4°C and washed twice with ice cold PBS. Pellets were snap frozen on dry ice and stored at -80°C. On the day of the experiment, crosslinked cell pellets were thawed on ice for 10 minutes. Lysis buffer was added to a final volume of 1 ml (10 mM Tris pH 7.5, 1 mM EDTA, 0.1% SDS, 0.1% sodium deoxycholate, 1% Triton X-100, 1× Complete Mini EDTA-free proteinase inhibitor (Roche)). Cells were incubated on ice for 20 minutes. Chromatin extracts were sheared with a Branson sonification instrument using 18 cycles of 20 s sonication at 35% amplitude followed by a 30 s pause, maintaining samples on ice. After chromatin sonification a 25 μl aliquot was incubated with 1 μl RNase A for 30 min at 37°C. Next, 1 μl of Proteinase K (NEB) was added along with SDS to a final concentration of 1%. Samples were incubated for 1 h at 55°C. Extracts were then incubated at 95°C for 2 min. DNA was precipitated with 12 μl of 3M sodium acetate and 120 μl pure ethanol on ice for 10 min. Samples were spun at 14,000 × g at 4°C. Pellets were washed with 75% ice-cold ethanol. DNA concentration was evaluated on the NanoDrop spectrophotometer. Chromatin extracts corresponding to 10 M cells (90 μg DNA) were resuspended in a total volume of 450 μl lysis buffer and 40 μl Protein A Dynabeads (Thermo Scientific), previously washed once with PBS, were added. Samples were incubated at 4°C with overhead mixing for 1 h to pre-clear the chromatin. During this time, Protein A Dynabeads were washed with PBS and incubated with anti-CTCF (Milipore, 07-729) or anti-Rad21 (Abcam, ab-992) at RT with overhead mixing (40 μl beads per 5 μl anti-CTCF or 5 μg anti-Rad21 was used). Beads were washed with PBS. Finally, 500 μl of pre-cleared chromatin was mixed with antibody-coupled beads and incubated overnight at 4°C with overhead mixing. The following day, the beads were washed for 10 min at 4°C with overhead mixing in the following buffers: lysis buffer (twice), lysis buffer containing 0.3M NaCl (twice), LiCl buffer (0.25 M LiCl, 0.5% IGEPAL-630, 0.5% sodium deoxycholate, twice), TE (pH 8.0) plus 0.2% Triton X-100 (once), and TE (pH 8.0, once). After the final wash, beads were resuspended in 100 μl TE (pH 8) and incubated at 65°C for 14 h. Next, 1 μl RNase A was added and the beads incubated for 1 h at 37°C. Following this step, 10 μl Proteinase K was added and the sample incubated at 55°C for 2 h. Beads were separated from the solution using a magnet. DNA was purified from 110 μl of the above solution with 200 μl of Ampure XP paramagnetic beads (Beckman Coulter). Sequencing libraries were prepared with the Ovation Ultralow library system V2 (NuGen) using 1/5 of the sample material (2 ng). Libraries were sequenced on the Illumina HiSeq 3000 in 50 bp single-end mode.

### Tethered Chromatin Conformation {#sec5.4.3}

TCC analysis was performed with HindIII on 25 million cells as previously described ([@bib30]). Libraries were sequenced on the Illumina HiSeq 2000 in 50 bp paired-end mode.

### In-Situ Hi-C {#sec5.4.4}

In-situ Hi-C was performed with MboI as previously described ([@bib51]). Two pellets of 5 million crosslinked cells were processed for each sample. Libraries were sequenced on the Illumina NextSeq 500 in 80 bp paired-end mode.

### RNA-Seq {#sec5.4.5}

Cells were dissociated with Accutase (Sigma), washed twice in basal medium, and lysed in TRIzol reagent (Invitrogen, 500 μl per 5 million cells). Phase extraction was performed according to the standard protocol. RNA samples were treated with TURBO DNase (Ambion) and purified according to the manufacturer's instructions. RNA quality was assessed on the Agilent 2100 Bioanalyzer with the RNA 6000 Nano assay. Samples with RNA Integrity Number (RIN) greater than 9 were included in subsequent experiments. Polyadenylated transcripts were isolated from 3 μg total RNA by oligo-dT magnetic beads, and sequencing libraries were produced using the TruSeq Stranded mRNA Sample Prep Kit (Illumina).

### Super-Resolution Imaging {#sec5.4.6}

#### EdU Labelling {#sec5.4.6.1}

FUCCI ES cells (FBS/LIF) were pulsed for 5 s with 100μM EdU (Molecular Probes) in PBS, rinsed 3 times and sorted by flow cytometry to enrich for cells in early S phase. Half of the recovered cells were then seeded in ES cell medium (FBS/LIF) and the other half in neural differentiation medium.

#### Click Chemistry and Immunofluorescence {#sec5.4.6.2}

ES and NS cells were cultured on gelatin- or laminin-coated Labtek chambers (Nunc, 734-2062), respectively. Cells were fixed for 15 min with 3.7% paraformaldehyde (EMS, 15710) in PBS at RT, and washed 3 times for 5 min with 3% BSA in PBS. Samples were permeabilized for 20 min at RT with 0.2% Triton X100 in PBS, washed 3 times for 5 min with 3% BSA in PBS, and processed for the click chemistry reaction with Alexa Fluor 647 as described by the vendor (Molecular Probes). Samples were washed 3 times for 5 min with 3% BSA in PBS and incubated with anti-Nestin antibody (DSHB, rat-401, 1:50) for 1 h at 4°C. Samples were washed twice for 5 min with 0.01% Tween and 1% BSA in PBS, and incubated with an anti-mouse Alexa Fluor 532 conjugate (2 μg/ml, Invitrogen) for 1 h at RT. Samples were washed and stored in PBS for imaging.

#### Image Acquisition {#sec5.4.6.3}

Super-resolution microscopy was performed on the Leica SR 3D Ground State Depletion (GSD) instrument. Cells were maintained in blinking buffer containing 10 mM MEA/GLOX, 50 mM Tris pH 8.5, 10 mM NaCl, 10% w/v glucose, 0.5 mg/ml glucose oxidase (Sigma), 40 μg/ml catalase (Sigma), 10 mM MEA (stock at -20°C; 100 mM in 1x PBS and pH 7.4, titrated with HCl). Fresh buffer was prepared immediately prior to each imaging series. Buffer was changed every 2--3 h. GSD images were acquired with a 642 nm laser (500 mW) and a 405 nm diode laser (30 mW) on a Coherent Inc. and Suppressed Motion (SuMo) stage. Objectives used were Leica HCX PL APO 100x, NA 1.47 Oil CORR TIRF PIFOC and HCX PL APO 160x, 1.43 Oil CORR TIRF PIFOC. Images were acquired with an Andor iXon3 897 EMCCD camera at 100 nm resolution. The microscope was operated in epifluorescence mode. The system was left to equilibrate for 2 h before system start and sample mounting. Samples were exposed to maximum laser power at 642 nm until single-fluorophore blinking was detected. Thereafter a UV-405 nm laser was used for back pumping. Series of at least 30,000 frames were acquired.

#### Image Processing {#sec5.4.6.4}

Single-molecule events in all GSDIM movies were identified with the Leica SR GSD Wizard, setting a photon threshold of 25. The resulting event list was imported and further processed in MATLAB. Locations with fewer than 500 photons were excluded. Lateral drift was corrected using a correlation-based algorithm ([@bib66]). Image resolution was estimated at ca. 30 nm by Fourier ring correlation ([@bib4]). A median filter (3×3 neighborhood) was applied to the reconstructed raw images. Pixels not connected to at least 3 others were excluded. Replication forks were detected by grayscale dilation as follows: a disc of radius 4 pixels was used as a structural element. For each pixel in the image, the highest intensity in the neighborhood defined by the structural element was determined. This yielded a grayscale dilated image that was subtracted from the original. Local maxima have intensity value 0 in the subtracted image. When directly neighboring pixels were simultaneously identified as local maxima, only one was retained for analysis. Identified forks were subjected to nearest neighbor analysis, estimating the mean nearest neighbor distance (NND) and plotting the distribution in each condition.

Quantification and Statistical Analysis {#sec5.5}
---------------------------------------

### High-Throughput Sequencing Data Analysis {#sec5.5.1}

#### Chromatin Conformation Data {#sec5.5.1.1}

*TCC and In Situ Hi-C Data Pre-processing*. Both TCC and Hi-C data were preprocessed with Juicer using default settings ([@bib18], [@bib51]). Reads were mapped to the *Mus musculus* MGSCv37 (mm9) genome assembly, where libraries from each technical replicate were processed separately. After this step, files from the two technical replicates were merged, sorted and .hic files were obtained using the pre function from Juicer. Matrices 5, 10 and 50kb resolution were extracted from .hic files using the dump command from Juicer and processed in R as indicated below.

*TCC and In-Situ Hi-C Data Normalization*. We used Iterative Proportional Fitting (IPF, ([@bib28], [@bib50], [@bib51])) to account for the dependence of ligation frequency matrices upon not only physical proximity between sequences in the interphase nucleus, but also on biases introduced by chromatin accessibility, restriction fragment length and composition ([@bib28], [@bib76]). These factors impart differences in the overall visibility of each genomic interval (TCC: 10 kb bin, in-situ-Hi-C: 5kb) in the TCC assay. In IPF, biases are inferred from the coverage for each bin and parameterized in a bias coefficient. We applied the version of IPF suggested by Pukelsheim and Simeone, with 20 iterations. Here, let indices *i, j* denote two bins, *b~i~* the IPF-derived bias coefficient for bin *i*, then the IPF-normalized count is$$\mathit{N}_{\mathit{ij}} = {\mathit{C}_{\mathit{ij}}/\left( {\mathit{b}_{\mathit{i}}\ \mathit{b}_{\mathit{j}}} \right)}\text{.}$$

For visualization purposes, normalized matrices were exported to .txt files which were then used to assemble .hic files, using the pre function form Juicer. We used Juicebox ([@bib19]) to visualize the data.

#### Calling Loops from TCC Data {#sec5.5.1.2}

We implemented a two-step process for loop detection from TCC data. First we identified interactions. Then we called loop instances, taking into account local clustering of significant interactions as detailed below.

#### Identification of Significant Interactions {#sec5.5.1.3}

We defined interactions as bin pairs on the same chromosome with IPF-normalized counts significantly higher than those typically observed at the same genomic distance. Interaction calling entailed three steps: estimation of the expected IPF-normalized count due to genomic distance alone, local signal aggregation, and statistical testing for significance of a given interaction, considering both the expected value from the distance fit and the statistical variability (technical and biological) in the data.

#### Interaction Calling: Estimation of Genomic Distance Effect {#sec5.5.1.4}

For each chromosome, we fit a distance-dependence function *E(r)*, expressing the expected IPF-normalized counts between bins separated by genomic distance *r*, by averaging, for each *r*, the IPF-normalized counts *N~ij~* for all bin pairs separated by distance *r*, and smoothing the resulting function of r with a running average filter with window half-size 1.5 bins. We defined the expected count *S~ij~* for bin pair *i, j* as *S~ij~* = *b~i~ b~j~ E(r)* (note that *S~ij~* is not required to be an integer).

#### Interaction Calling: Initial Filtering and Local Signal Aggregation {#sec5.5.1.5}

We identified a set of 10 kb bin pairs with at least one ligation product in both biological replicates and termed these putative interactions. We next considered the 3×3 square of pixels B centered on a putative interaction between bins i and j, where$$B = \left\{ k,l \middle| \quad\left| {k - i} \right| + \left| {l - j} \right|\quad < = 2 \right\}\text{,}$$and computed a local aggregate$$\mathit{C}_{\mathit{ij}}^{\prime}=\sum\limits_{\mathit{k,l,\in B}}\mathit{C}_{\mathit{kl}}\text{,}$$as well as for the expected counts (*S′~kl~*)$$\mathit{S}_{\mathit{ij}}^{\prime}=\sum\limits_{\mathit{k,l,\in B}}\mathit{S}_{\mathit{kl}}\text{.}$$

Note that these values are still interpretable as sequencing counts (i.e., there was no division by \|B\|=9 as there would be for a local average). They served as input to the statistical testing procedure described below.

#### Interaction Calling: Statistical Testing {#sec5.5.1.6}

We tested bin pairs on the same chromosome, and within 2 Mb genomic distance. To determine whether raw counts (*C′~ij~*) for a bin pair were significantly higher than the expected counts (*S′~ij~*) in both replicates, we used a statistical model based on the Gamma-Poisson (negative binomial) distribution, as established in the analysis of count data from high-throughput sequencing ([@bib39]). We computed an estimate of the dispersions with the edgeR package ([@bib53]) in "classic mode" on sample replicates using log(*S′~ij~*) values as offsets, and with the moving average option. Note that edgeR does not use offsets in classic mode directly, such that the dispersion estimate is based on raw counts *C′~ij~*. This estimate is conservative (biased upwards), which helps to avoid false-positive results in the statistical testing step.

We then provided estimated dispersions as well as S′~ij~ as normalization factors to DESeq2 ([@bib39]) and fit an intercept-only model with beta-shrinkage disabled. We interpreted the intercept coefficients β*~ij~* as a measure of evidence for a specific interaction between bins *i* and *j*. We performed a one-sided Wald test on these coefficients, under a null hypothesis β*~ij~* ≤ 0. We disabled independent filtering and outlier detection options in DESeq2, so that we obtained a p-value for each bin pair. We then applied the Benjamini-Hochberg method for false discovery rate (FDR) control in multiple testing and considered interactions with an adjusted p-value less than 20% and fold change \>1.5 as significant.

#### Identification of Chromatin Loops from TCC Data {#sec5.5.1.7}

We identified regions exhibiting strong local signal indicating loop structures by adopting a local background approach ([@bib51]). To this end, it is useful to treat a 2-dimensional array of normalized counts *N~ij~* as an image and each bin pair a pixel. The loop detection method is described in [Figure S1](#mmc1){ref-type="supplementary-material"}D. It is important to note that the design of this approach identifies only those loops for which the two bins (which we also term "anchors") are separated by at least 120 kb. Coordinate bin pairs corresponding to pixels forming a loop were extended by 10 kb in both directions and considered loop anchors. We observed frequent clustering of loop anchors whereby two consecutive genomic bins were identified as anchors of the same loop. To enumerate loops in each condition, we merged such cases and counted them as a single instance.

#### Calling Loops from In-Situ Hi-C Data {#sec5.5.1.8}

We pooled the filtered unique Hi-C interactions from the two biological replicates (merged_nodups.txt files generated by Juicer), then sorted them via the standard command-line function (-m --k2,2d --k6,6d) along with the .hic file generated by the pre command from Juicer (pre --q 30 sorted_merged_nodups.txt merged.hic mm9.) We then used HiCUPPS to call loops ([@bib51]) as follows: juicebox hiccups -m 1024 -r 5000,10000 -k KR -f 0.1 -p 4 -i 10 -t 0.01,1.5,1.75,2 inter30.hic path/to/loop/files.

#### Testing for Differences in Loop Strength {#sec5.5.1.9}

Our approach for quantitative comparison of loop strength followed the approach outlined in Identification of significant interactions. We first produced aggregated raw (*C′~ij~*) and expected (*S′~ij~*) counts for each loop identified in the cell types assayed by summation, analogous to the procedure detailed in Identification of significant interactions (interaction area in the TCC data: 9 pixels (resolution of 10kb); interaction area in the Hi-C data: 9 pixels (resolution of 5kb)). Following this initial aggregation step, overlapping interaction areas were merged.

For each of the two comparisons of loops identified from TCC data: ES (FBS/LIF) vs. NS cells ([Figures S1](#mmc1){ref-type="supplementary-material"}C and S1F), ES (2i/LIF) vs. NS cells ([Figure 5](#fig5){ref-type="fig"})) and in the in-situ Hi-C data, we analyzed loops identified in either or both conditions. In the comparison between ES cell (2i/LIF) and EpiSC, we considered all the loops identified in ES (2i/LIF) and NS cells (TCC data, [Figure 5](#fig5){ref-type="fig"}).

We then computed an estimate of the dispersions on the four samples with the edgeR ([@bib53]) package in classic mode. We considered log(*S′~ij~*) as offsets, used the moving average option and provided the experimental groups in the model. Next, we provided the estimated dispersions as well as the expected counts *S′~ij~* as normalization factors to DESeq2 ([@bib39]). We fit a model including a coefficient *γ~ij~* that represents the log2 fold change with beta-shrinkage disabled. We interpreted the intercept coefficients *γ~ij~* as a measure of evidence for differential loop formation. We performed a two-sided Wald test on these coefficients, assuming a null hypothesis \|*γ~ij~*\| = 0. We disabled independent filtering and outlier detection in DESeq2, so that we obtained a p-value for each interaction area. We applied the Benjamini-Hochberg multiple testing to correct the p-values.

#### Computation of the Directionality Index {#sec5.5.1.10}

Following an approach adapted from ([@bib14]), we inferred the boundaries of TADs by calculating the directionality index (DI), a χ-square-like statistic that indicates whether each 10 kb bin interacts predominately with bins to its left or right, and defined:$$\text{DI}_{\mathit{i}} = \text{sign}\left( {\mathit{B}_{\mathit{i}} - \mathit{A}_{\mathit{i}}} \right)\left( {\frac{\left( {\mathit{A}_{\mathit{i}} - \mathit{E}_{\mathit{i}}} \right)^{2}}{\mathit{E}_{\mathit{i}}} + \frac{\left( {\mathit{B}_{i} - \mathit{E}_{\mathit{i}}} \right)^{2}}{\mathit{E}_{\mathit{i}}}} \right) = \text{sign}\left( {\mathit{B}_{\mathit{i}} - \mathit{A}_{\mathit{i}}} \right)\left( \frac{\left( {\mathit{A}_{\mathit{i}} - \mathit{B}_{\mathit{i}}} \right)^{2}}{\left( {\mathit{A}_{\mathit{i}} + \mathit{B}_{\mathit{i}}} \right)} \right)\text{,}$$where *A~i~* is the sum of the normalized signal (*N~ij~*) within a window of 2 Mb to the left of the bin *i*, *B~i~* the corresponding quantity for a window to the right, and *E~i~* = (*A~i~ + B~i~*) / 2 estimates the normalized signal (*N~ij~*) to either side that would be expected in the absence of directionality.

#### Identification of A and B Compartments {#sec5.5.1.11}

We partitioned the genome into open/active and closed/inactive compartments, termed A and B respectively, according to ([@bib30], [@bib38]). For each chromosome, we considered the normalized intra-chromosomal interaction matrix *W* at 50kb resolution (in-situ Hi-C data, [Figure S2](#mmc1){ref-type="supplementary-material"}H). An overall distance-dependent trend *d*( \|*i-j*\| ) was fit onto the coverage-normalized W as follows: we first computed at each genomic distance (off diagonal in W) the mode value, then for each genomic distance we estimated a smoothened value of the mode using the smooth.spline function in R. We then computed the overall normalized matrix *N~ij~* = *W* / *d*( \|*i-j*\| ). For each chromosome, we computed the first three eigenvectors (corresponding to the three largest eigenvalues) of the correlation matrix of *N~ij~*. In each sample and each chromosome, we considered the eigenvector value that captured best the partition of the normalized interaction matrix into two blocks of interactions (*W*, ([@bib30])). Then for each chromosome, we separated the bins with positive and negative sign of the eigenvector.

We compared gene expression levels in the two groups. The group containing genes with higher aggregate expression was labelled cluster A, the other cluster B. The eigenvector signs were also fixed to reflect this separation, where eigenvectors for bins in cluster A were assigned positive values and those for bins in cluster B were set to negative.

To annotate loop domains to compartments ([Figure S2](#mmc1){ref-type="supplementary-material"}H), for each domain we computed the percentage of bins at 50 kb resolution within the domain assigned to compartment A. If this value exceeded 50%, the domain was considered to be within compartment A.

#### Identification of Contact Domains {#sec5.5.1.12}

We pooled reads from the two biological replicates (as described in Calling loops from in-situ Hi-C data). Contact domains (CD) were identified using the arrowhead function from juicer with default parameters (arrowhead -m 2000 -r 10000 -k KR).

For each CD, start and end coordinates were considered separately. Genomic positions were extended by 15 kb in both directions to obtain 30k domain boundary intervals.

CTCF peaks overlapping the domain boundary intervals defined above were considered in [Figure 4](#fig4){ref-type="fig"}E. Peaks in the "other locations" class comprised CTCF peaks that did not map within the extended boundary regions (domain boundary intervals +/- additional 35 kb). The normalized ratio of CTCF and Rad21 signals between NS and ES (FBS/LIF) was computed with DESeq2.

#### Loop Domains and Ordinary Domains {#sec5.5.1.13}

We defined loop and ordinary domains based on the overlap between loop anchors and domain boundaries. The coordinates of 5′ and 3′ loop anchors were extended by 20kb in both directions. In parallel, the coordinates of domain boundaries were also extended by 20kb in both directions. Loop domains were defined as the CD for which 5′ and 3′ boundaries intersected the two anchors of the same loop. Ordinary domains were defined as domains that did not contain an internal loop and that were not within loop domains themselves.

#### Analysis of Chromatin Contact Insulation {#sec5.5.1.14}

As illustrated in [Figure 4](#fig4){ref-type="fig"}A, insulation of a genomic region (here a 10 kb bin) reflects the number of interactions crossing a bin relative to the average number of interactions in the two neighboring domains it separates ([@bib59]). We thus defined an insulation score as the ratio of the average interaction strength at both sides of the bin (inside) to the interaction strength across the bin (between).

For a given bin *B*, we set a distance *Z* at which the insulation effect is to be assessed (see below for discussion). The distance *Z* in the interaction matrix is the off-diagonal at which we test the insulation effect of a bin, where *Z*=5. For each bin B we define a pixel $\mathit{X}_{\mathit{i,j}}^{\prime}$, where *i* = *B* − *Z*∧*j* = *B* + *Z*. TCC (or Hi-C) signal at this pixel corresponds to the number of interactions crossing the bin at distance Z (interaction strength depicted as between in [Figure 4](#fig4){ref-type="fig"}A). To reduce the noise, we summed the signal in a square centered on the pixel $\mathit{X}_{\mathit{i,j}}^{\prime}$ and of size equal to 25 pixels (5×5 bins).$$\mathit{X}_{\mathit{ij}}^{\prime} = \sum\limits_{\mathit{k,l,\in A}}\mathit{S}_{\mathit{kl}}\text{,}$$where$$\mathit{A} = \left\{ {\mathit{k,l}\text{|}\left| {\mathit{k} - \mathit{i}} \right| + \left| {\mathit{l} - \mathit{j}} \right| \leq 4} \right\}\text{.}$$

To estimate the expected local interaction strength, we translated the 5×5 pixel square by *N* pixels in the 5′ (left aggregate, $L_{iL,jL}^{\prime}$) and 3′ (right aggregate, $R_{iR,jR}^{\prime}$) directions, and summed the normalized interaction signal in both. This operation did not change the genomic distance between bins within the square, only the position relative to bin *B*.

Left $\left( L_{iL,jL}^{\prime} \right)$ and right $\left( R_{iR,jR}^{\prime} \right)$ aggregates were defined as follows:$$\mathit{L}_{\mathit{iL,jL}}^{\prime} = \sum_{\mathit{k,l,} \in \mathit{E}}\mathit{S}_{kl}\mspace{9mu} and\mspace{9mu} R_{\mathit{iR,jR}}^{\prime} = \sum_{\mathit{k,l,} \in \mathit{G}}\mathit{S}_{\mathit{kl}}$$$$\mathit{E} = \left\{ {\mathit{k,l}\text{|}\left| {\mathit{k} - \mathit{i}} \right| + \left| {\mathit{l} - \mathit{j}} \right| \leq 4} \right\}$$$$\mathit{G} = \left\{ {\mathit{k,l}\text{|}\left| {\mathit{k} - \mathit{i}} \right| + \left| {\mathit{l} - \mathit{j}} \right| \leq 4} \right\}$$$$\mathit{iL} = \mathit{i} - \mathit{D} \land \mathit{jL} = \mathit{j} - \mathit{D} \land \mathit{iR} = \mathit{i} + \mathit{D} \land \mathit{jR} = \mathit{j} + \mathit{D}\text{.}$$

We computed the average of the two expected values and divided the result by the normalized number of interactions crossing the bin obtained in the first step. We then considered the logarithm of this value.

The insulation score (IS) is thus defined as follows:$$\mathit{I}\mathit{S}_{\mathit{ij}} = \log_{2}\left( \frac{\left( {\mathit{L}_{\mathit{i-D,j-D}}^{\prime} + \mathit{R}_{\mathit{i+D,j+D}}^{\prime}} \right) \cdot 0.5}{\mathit{X}_{\mathit{ij}}^{\text{'}}} \right)\text{,}$$Where:

*X'~ij~* = sum of the normalized TCC signal in the central square

D = distance (in the number of 10 kb bins) between midpoints of the central and left squares, and between the right and central squares

*L'~ij~* = sum of the normalized TCC signal in the left square

*R'~ij~* = sum of the normalized TCC signal in the right squareI

*S~ij~* = insulation score at pixel of coordinates *i* and *j* corresponding to the midpoint of the central square.

To facilitate this analysis on all loop anchors required an optimal D. This parameter must be set in such a way that it will capture the contact insulation effect exerted by a bin, without being skewed by the presence of a loop or the boundary of a TAD in the local neighborhood. As depicted in the composite TCC profile in [Figure 5](#fig5){ref-type="fig"}F, loops produce a visual stripe of strong signal around 5 pixels wide, emanating from the anchor towards the centre of the domain. Inclusion of this signal would artificially enhance the insulation score. Conversely, *D* should not be too large as the resulting square might exit the contact domains separated by the bin under consideration and become situated in the inter-domain space. This in turn would artificially reduce the insulation effect.

We found that *D* of 15×10 kb bins optimally captured this effect. [Figure 4](#fig4){ref-type="fig"}B compares the insulation of CTCF^+^ bins within TAD boundaries. CTCF^+^ bins were defined as those intersecting a CTCF peak and a TAD boundary (TAD boundary coordinates were extended by ±10 kb for this comparison). These bins were further stratified into two classes based on the overlap between loop anchors and TAD boundaries. Loop^+^ bins denote CTCF^+^ bins within TAD boundaries that overlap a loop anchor. Loop- bins indicate CTCF^+^ bins within TAD boundaries that did not overlap a loop anchor (loop anchors were extended by ±10 kb prior to this computation).

In [Figure 4](#fig4){ref-type="fig"}C we considered anchors of dynamic and common loops (identified through the comparison between in-situ Hi-C profiles of ES and NS cells: dynamic loops with FC\>1.5 and adjusted *p*\<0.1; common loops were instances with FC\<1.25).

In each IS calculation in [Figure 4](#fig4){ref-type="fig"}, we considered pooled normalized matrices at 10 kb resolution.

#### Analysis of Public Domain In Situ Hi-C Data {#sec5.5.1.15}

Pre-processed in-situ Hi-C data from ES and NS cells, and from iPS cells derived from NS cells (passage 20) ([@bib35]) were obtained from GEO (see [Key Resources Table](#sec5.1){ref-type="sec"}) and binned at 10kb resolution. These data were normalized as described above.

#### ChIP-Seq Data Analysis {#sec5.5.1.16}

ChIP-seq data were either generated as part of this study (CTCF and Rad21) or obtained from the European Nucleotide Archive ([Key Resources Table](#sec5.1){ref-type="sec"}).

#### Read Alignment and Filtering {#sec5.5.1.17}

Sequenced reads from ChIP libraries and whole-cell extract (genomic DNA) input controls in the cell types analysed were aligned to the mouse reference genome (MGSCv37/mm9) with Bowtie2 (([@bib37]), bowtie2 -p 10 -x mm9 outputName.sam). The resulting files were further processed using SAMtools to eliminate reads with low mapping scores (i.e. below 40: samtools view -bS -q 40 file.sam \> \_bestAlignment.bam) as well as PCR duplicates (samtools-0.1.19 rmdup -s \_bestAlignment.ba \_filtered.bam).

#### Data Processing for Visualization {#sec5.5.1.18}

Alignment (bam) files with filtered reads were converted to bed format using bedtools (bedtools bamtobed -i \_filtered.bam \> \_filtered.bed). Bed files were further processed in R using the Bioconductor packages GenomicRanges and chipseq. Fragment lengths were estimated for each chromosome using the estimate.mean.fraglen function from the package chipseq, and reads were extended by the median of fragment lengths (extended read files for each library). The genome was then subdivided into consecutive 200 bp bins, and reads in each bin were counted with the countOverlaps function in the GenomicRanges package. Data tracks were normalized by dividing ChIP signal in 200 bp bins by the sample size factors estimated with the DESeq2 package ([@bib39]).

#### Peak Calling {#sec5.5.1.19}

MACS v1.4 ([@bib81]) was used to call peaks from CTCF, Rad21, H3K4me3 and H3K27ac ChIP-seq data (macs14 -t chipseq.bam -c input.bam -f BAM -g mm \--nomodel -n peaks). We used genomic DNA input libraries derived from ES cells. Following manual inspection to confirm the quality of peak calls, final peak lists were obtained after merging the bam files from biological replicates in each condition. In the case of H3K4me1, MACS2 was used to detect enriched loci (macs2 callpeak -t chipseq.bed -c input.bed -f BED -g mm \--broad \--broad-cutoff 0.1 -n H3K4me1_peaks).

#### Dynamics of CTCF and Rad21 Binding {#sec5.5.1.20}

We considered a list of peaks identified in either ES (FBS/LIF), NS or both cell types (N= 68,210, hereafter denoted all CTCF peaks). Genomic coordinates of all CTCF peaks were considered, and reads from extended files (see Data processing for visualization) were counted in these intervals. A count table whereby columns corresponded to biological samples and rows to CTCF peak intervals was generated. We applied DESeq2 to quantitatively compare CTCF and Rad21 ChIP-seq signals ([Figure 3](#fig3){ref-type="fig"}B). Normalized LFC of ChIP-seq signal were obtained from DESeq2 objects using the results function and considered in [Figures 3](#fig3){ref-type="fig"}B, 3C, and [S3](#mmc1){ref-type="supplementary-material"}. The two classes of CTCF peaks were defined as described in Identification of contact domains.

#### Dynamics and CTCF Directionality {#sec5.5.1.21}

Genome-wide annotation of CTCF motifs was obtained using FIMO from the MEME analysis suite ([@bib24]). Motifs with p-values \<1x10^-4^ were considered. In a case where multiple motifs were identified for a peak, that with the lowest p-value was considered. CTCF signal was computed and normalized as described in Dynamics of CTCF and Rad21 binding. Peaks with LFC\>0 (NS/ES(FBS/LIF)) were deemed increased in NS cells. Peaks were then stratified according to whether a CTCF motif was found in the positive (forward peaks) or negative (reverse peaks) strand. Genomic intervals defined by the midpoints of loop anchors identified as increased in NS cells (NS loop domains; ES (FBS/LIF) vs NS cells) were considered. Each NS loop domain was divided into 250 non-overlapping tiles of equal size. Thus, for each loop we obtained tile size (TS) = loop size (bp) / 250. Ten tiles of size TS were appended to the loop start and end. The overlap with CTCF peak classes was computed for each of the 270 tiles. This facilitated rescaling of NS loop domains to compare the distribution of CTCF peaks.

#### Assignment and Classification of Promoter Regions {#sec5.5.1.22}

Genome annotation was obtained from Ensembl. We considered putative promoter regions from -100 to + 100 bp around transcription start sites of protein coding genes. Promoters were deemed active if they overlapped an H3K4me3 peak. Those that did not overlap an H3K4me3 peak were considered inactive.

#### Identification of Enhancers from ChIP-Seq Data {#sec5.5.1.23}

Peaks from H3K4me1, H3K4me3 and H3K27ac ChIP libraries were considered. Putative enhancers were identified as H3K4me1 peaks that did not overlap either an H3K4me3 peak or a defined promoter region (Ensembl annotation). Enhancers were considered active if the H3K4me1 peak overlapped an H3K27ac peak. Those that did not overlap an H3K27ac peak were deemed poised. Induced enhancers were defined as the subset determined to be enhancers active in NS cells that did not overlap those active in ES cells. Repressed enhancers were defined as enhancers active in ES cells that did not overlap enhancers active in NS cells.

#### Calculation of Domain-Wise Coverage of H3K4me1 Marks {#sec5.5.1.24}

Data from H3K4me1 ChIP-seq and corresponding input samples were processed using the BinarizeBed function from the chromHMM tool ([@bib21]) to evaluate genomic regions spanning 200 bp bins for significant H3K4me1 enrichment. Coverage of H3K4me1-enriched bins was then computed for each TAD.

#### Genomic Features and Loop Anchors {#sec5.5.1.25}

To compute intersection with CTCF binding sites ([Figures S1](#mmc1){ref-type="supplementary-material"}D and [S2](#mmc1){ref-type="supplementary-material"}A), we extended loop anchor coordinates by 10kb in both directions. For induced and reduced loops identified from in-situ Hi-C data through comparative analyses, the minimal size of a loop anchor was 5 kb (single bin) ranging to several tens of kilobases after the clustering/merging described above. For relating to CTCF and other functional elements in the genome, we considered the midpoint of each anchor and extended it by 5 kb in both directions.

#### Gene Ontology Analysis {#sec5.5.1.26}

To identify genes demarcated by the anchors of dynamic loops, we considered the genomic intervals between the loop anchors of induced and repressed loops (ES cells (FBS/LIF) versus NS cells; similar enrichments were obtained with data from 2i/LIF cultures). We annotated protein coding genes related to induced or repressed loops based on the overlap of putative promoter regions. Rare cases of redundancy were observed (e.g., nested loops), whereby one of the loop anchors is common to the repressed and induced sets. Genes found within both groups were removed from consideration. Gene sets were analysed using the updated version of DAVID ([@bib25]) ([david.ncifcrf.gov](http://david.ncifcrf.gov){#intref0220}, version 6.8).

#### RNA-Seq Data Analysis {#sec5.5.1.27}

Reads were aligned to the mouse reference genome (MGSCv37/mm9) using Tophat2 ([@bib34]). Reads with alignment quality score below 10 were removed. For each gene the number of mapped reads placed within the CDS (spanning all annotated exons) were counted with HTSeq ([@bib2]) and used as input for differential expression analysis with DESeq ([@bib1]).

#### Enrichment of Neuronal Genes and Enhancers within Induced Loop Domains {#sec5.5.1.28}

Affymetrix microarray expression profiles of 75 different tissues ([@bib63]) and in Neuron Progenitor (NP) cells ([@bib42]), were obtained from the Gene Expression Omnibus (GEO, [Key Resources Table](#sec5.1){ref-type="sec"}) and normalized by variance stabilization in the vsn package from Bioconductor ([@bib26]). Only "perfect match" probes were retained for further analysis and the expression values from each probeset were summarized with the median-polish method ([@bib29]) implemented in the affy package from Bioconductor. We annotated probesets to genes; in cases where multiple probesets targeted a single locus, we chose the probeset displaying the highest variability in signal across all tissues.

Neural genes were defined those highly expressed (within the top 15% of genome-wide expression levels) in at least one adult neuronal tissue for which data were available (\"cerebellum\", \"cerebral cortex\", \"cerebral cortex prefrontal\", \"dorsal striatum\", \"hippocampus\", \"hypothalamus\", \"microglia\", \"nucleus accumbens\", \"olfactory bulb\", \"pituitary\", \"spinal cord\") and that were not upregulated in NS cells relative to ES cells.

We incorporated enhancer elements annotated in cerebellum, cortex and whole brain (E14.5) samples ([@bib58]) ([chromosome.sdsc.edu/mouse/download.html](http://chromosome.sdsc.edu/mouse/download.html){#intref0225}).

We identified induced loop domains that did not overlap lost domains, as well as the inverse. We then computed enrichment of neuronal genes and enhancers in the filtered sets of induced and lost loop domains. For each of the two sets, we enumerated loops that contained at least one neuronal gene and did not contain any gene induced in NS cells (adjusted p\<0.01, log~2~(NS/ES)\>1.5, DESeq method). We then related this to the number of loops that did not contain any neuronal gene nor a gene upregulated in NS cells, but for which at least one gene was included in the GNF1M microarray design ([@bib63]). Enrichment between the two groups was compared with Fisher\'s exact test.

#### Dynamics of Intra-Domain Promoter-Enhancer Contacts {#sec5.5.1.29}

We considered induced, common and reduced loop domain coordinates. We removed induced loops that overlapped reduced or common loops. We also removed reduced loops that overlapped either induced or common loops. We shifted the starts and ends of loop domain coordinates by 20kb in the 3′ and 5′ direction, respectively, to remove loop anchors from consideration. We also removed intra-domain interactions spanning less than 20 kb. We then identified bin pairs at 5kb resolution that spanned active promoters (based on the overlap with H3K4me3) and active enhancers. To increase the stringency of this comparison, for each domain we computed the average ratio of contacts derived from in-situ Hi-C data between promoters and enhancers in ES and NS cells. [Figure 6](#fig6){ref-type="fig"}E (boxplot) displays the distribution of these values.

Data and Software Availability {#sec5.6}
------------------------------

Sequencing data are available through the ArrayExpress repository under accessions [E-MTAB-2125](array-express:E-MTAB-2125){#intref0230}, [E-MTAB-2063](array-express:E-MTAB-2063){#intref0235}, [E-MTAB-5732](array-express:E-MTAB-5732){#intref0240}, [E-MTAB-6591](array-express:E-MTAB-6591){#intref0245}. Analysis code and processed data can be obtained from [www-huber.embl.de/projects/stemcell3Dloops](http://www-huber.embl.de/projects/stemcell3Dloops){#intref0250}.
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