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Abstract
In Lávicˇka [A remark on ﬁne differentiability, Adv. Appl. Clifford Algebras 17 (2007) 549–554],
it is observed that ﬁnely continuously differentiable functions on ﬁnely open subsets of the plane are
just functions which are ﬁnely locally extendable to usual continuously differentiable functions on
the whole plane. In this note, it is proved that, under a mild additional assumption, this result remains
true even in higher dimensions. Here the word “ﬁne” refers to the ﬁne topology of classical potential
theory.
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1. Introduction
Our main result is contained in Theorem 2 below. First of all, let us recall that the
ﬁne topology F in the Euclidean space Rm, m2, is the weakest topology making all
subharmonic functions in Rm continuous. For an account of the ﬁne topology, we refer to
[1, Chapter 7]. Since there are non-continuous subharmonic functions the ﬁne topology is
strictly stronger than the Euclidean one inRm. In what follows, we assume thatU is a ﬁnely
open subset of Rm, that is, the set U is open with respect to the ﬁne topology, and f is a real
valued function deﬁned on the set U unless otherwise stated. Then the function f is called
ﬁnely continuous if f is continuous from U endowed with the ﬁne topology to R with the
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Euclidean topology. In the same sense, we understand the concept of a ﬁne limit, that is, the
ﬁne limit of f at a point x0 ∈ U is a real number a (necessarily unique) such that, for any
strictly positive , the set f−1((a − , a + ))∪ {x0} is a ﬁne neighborhood of the point x0.
We write ﬁne − limx→x0f (x) for a. Denote byFx the family of ﬁne neighborhoods of a
point x ∈ Rm. Let us remark that, for any V ∈Fx , there is K ∈Fx such that K ⊂ V and
K is a compact set in the Euclidean topology.
Finely continuous functions possess the so-called Brelot property, that is, a function f
is ﬁnely continuous on a ﬁnely open set U if and only if every point x ∈ U has K ∈ Fx
such that f |K , the restriction of f to K , is continuous in the usual sense, see [4]. In [13], an
analogous property was established for ﬁnely continuously differentiable functions deﬁned
on ﬁnely open subsets of the plane. This result generalizes the fact obtained by Fuglede
in [5] that ﬁnely holomorphic functions are ﬁnely locally extendable to usual continuously
differentiable functions on the whole plane. To be precise, let us introduce some notation.
We denote by C1(G) the set of continuously differentiable functions on an open subset G
of Rm as usual. Moreover, C1f-loc(U) stands for the set of all functions f on U which are
ﬁnely locally extendable to usual C1 functions, that is, for each x ∈ U , there is K ∈ Fx
and F ∈ C1(Rm) such that F = f on K . Moreover, we call a linear map L : Rm → R the
ﬁne differential of f at a point x0 ∈ U if
ﬁne − lim
x→x0
f (x) − f (x0) − L(x − x0)
|x − x0| = 0.
Here |x| is the Euclidean norm of x ∈ Rm. We write ﬁne−df (x0) for L. Finally, we denote
by ﬁne − C1(U) the set of all functions f ﬁnely differentiable everywhere on U whose
ﬁne differential ﬁne − df is ﬁnely continuous on U . It is easy to see that C1f-loc(U) ⊂
ﬁne − C1(U). In [13], the following result is proved.
Theorem 1. If U ⊂ R2 is ﬁnely open, then C1f-loc(U) = ﬁne − C1(U).
A natural question arises what happens in higher dimensions. Theorem 2 below provides
a partial solution to this issue. Before stating Theorem 2 we need more notation. Let us
mention that if U ⊂ Rm is a non-empty ﬁnely open set, then the set U is of strictly positive
Lebesgue measure, see e.g. [1, Theorem 7.3.11, Corollary 7.2.4]. In this case, denote by
L2(U) the Banach space of (Lebesgue) measurable functions f on the set U whose second
power is integrable on U . Recall that, given an open set G ⊂ Rm, the Sobolev space
W 1,2(G) consists of functions F ∈ L2(G) whose ﬁrst weak derivatives belong to the space
L2(G) as well. Finally, denote by W 1,2f-loc(U) the set of functions f which are ﬁnely locally
extendable to a function of W 1,2(Rm), that is, for each x ∈ U , there exist K ∈ Fx and a
function F ∈ W 1,2(Rm) such that F = f on K . Now we are ready to state our main result.
Theorem 2. If m> 2 and U ⊂ Rm is ﬁnely open, then
C1f-loc(U) = ﬁne − C1(U) ∩ W 1,2f-loc(U).
Remark 1. (a) This result was announced in [13]. (b) If m> 2, then it seems to be open
whether ﬁne − C1(U) ⊂ W 1,2f-loc(U) or not. (c) Recently an attempt has been made to
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generalize Fuglede’s theory of ﬁnely holomorphic functions (see [5,7,8]) to higher dimen-
sions in the context of the Clifford analysis, see [10–12]. In this connection, the question
studied in this note has arisen, see [10,12].
2. Absolute continuity along curves
Let us recall that, in a proof of Theorem 1 given in [13], a key role is played by the
following result.
Theorem 3. Let f be a function continuous on a ﬁnely open set U ⊂ R2 which has a
continuous ﬁne differential ﬁne − df on U . Then
f ((1)) − f ((0)) =
∫

ﬁne − df
for any polygonal path  : [0, 1] → U .
Corollary 1. If f is a function with ﬁne − df = 0 on a ﬁnely connected and ﬁnely open
subset U of R2, then the function f is constant on U .
Remark 2. Fuglede proved the result for ﬁnely holomorphic functions, see [5, Lemma 1],
but his approach works even in this case as was observed in [13]. In the proof, a special prop-
erty of the ﬁne topology in the plane is used, namely, the fact that every ﬁne neighbourhood
of a point in the plane contains arbitrarily small circles centered at the point.
A natural question whether Theorem 3 or at least, Corollary 1 remain true in higher
dimensions seems to be open. Actually, Fact 1 and 2 stated below give only partial answers
to this question.
Fact 1. If f is a function continuous on an open set G ⊂ Rm which has a continuous ﬁne
differential on G, then f ∈ C1(G).
Proof. We denote by B(x, r) the ball in Rm with the center x ∈ Rm and the radius r > 0,
that is,
B(x, r) = {z ∈ Rm; |z − x|<r}.
Set d = ﬁne − df . Given a point x ∈ G and > 0, there is > 0 such that B(x, 2) ⊂ G
and, for each y, z ∈ B(x, 2),
|(d(y) − d(z))(h)|< 
8
|h|, h ∈ Rm. (1)
It is sufﬁcient to show that, for any point y ∈ B(x, ),
|f (y) − f (x) − d(x)(y − x)||y − x|. (2)
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Without loss of generality, we may assume that y= (y1, 0, . . . , 0) with y1 > 0 and the point
x is the origin 0. We denote by C() the cone in Rm with the vertex at the origin, whose
axis is the ﬁrst coordinate axis, and whose aperture is 2, that is,
C() = {z ∈ Rm; (z22 + · · · + z2m)1/2 <z1 tan }.
We choose  ∈ (0, /4) and > 0 so small that
|f (y) − f (z)| 
4
|y| and |d(0)(y − z)| 
4
|y| (3)
for each z ∈ C() with y1 − <z1 <y1.
Now let us consider a sequence {xn} of points of Rm such that
(a) x0 : =0, xn+1 − xn ∈ C() and xn1 <y1 for each n and
(b) |f (xn+1) − f (xn) − d(xn)(xn+1 − xn)|< 8 |xn+1 − xn| for each n.
Here xn1 is the ﬁrst coordinate of the point x
n
. The existence of such a sequence {xn} will
be established below. Of course, it is easy to see that xn ∈ C() and xn1 <xn+11 for each n,
and that
∞∑
n=0
|xn+1 − xn|√2|y| (4)
and the sequence {xn} has a limit x∞ ∈ Rm with x∞1 y1. Let us deﬁne S = sup x∞1 with
the supremum taken over all sequences {xn} satisfying the conditions (a) and (b).
Suppose that S=y1. Then it is easy to verify (2). Indeed, let {xn} be a sequence satisfying
(a) and (b) and k be a natural number such that y1 − <xk1 . Obviously, we have
f (xk) − f (0) =
k−1∑
n=0
(f (xn+1) − f (xn)), d(0)(xk) =
k−1∑
n=0
d(xn)(xn+1 − xn) − ,
where
 : =
k−1∑
n=0
(d(xn) − d(0))(xn+1 − xn).
By (1) and (4), it is easy to see that ||<(/4)|y|. Moreover,
f (xk) − f (0) − d(0)(xk) =  + ,
where
 : =
k−1∑
n=0
(f (xn+1) − f (xn) − d(xn)(xn+1 − xn)).
By (b) and (4), we get that ||<(/4)|y| and hence
|f (xk) − f (0) − d(0)(xk)|< 
2
|y|.
Finally, the last inequality and (3) imply (2) as required.
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To conclude the proof it remains to show that sequences {xn} satisfying (a) and (b) really
exist, and that the supremumS is equal toy1.Weconstruct such a sequence {xn}by induction.
Assume that we have constructed xn for n= 0, . . . , k. Since f is ﬁnely differentiable at the
point xk there is V ∈F0 such that
|f (xk + h) − f (xk) − d(xk)(h)|< 
8
|h|
for each h ∈ V . It is well-known that, for any r > 0,C()∩B(0, r)∩V 
= ∅, see [1, p. 201].
Letting r = y1 − xk1 , we take an h ∈ C()∩B(0, r)∩V and then we deﬁne xk+1 = xk + h.
Thus we have constructed the required sequence and have proved that 0<Sy1.
Now assume on the contrary that S <y1. By the deﬁnition of the supremum, there are
sequences {xj,n}∞n=0 of points ofRm (j =1, 2, . . .) satisfying the conditions (a) and (b) such
that limj→∞xj,∞1 = S, where xj,∞ = limn→∞xj,n for each j . Without loss of generality,
we may even assume that the points xj,∞ tend to a point z ∈ G with z1 =S. Due to the ﬁne
differentiability of f at the point z, there is V ∈F0 such that
|f (z + h) − f (z) − d(z)(h)|< 
8
|h| (5)
for each h ∈ V . We take an h ∈ C()∩V such that z1 +h1 <y1. Moreover, we can choose
j0 and k0 such that S = z1 <xj0,k01 + h1. Due to the continuity of f and d at the point z and
(5), we may assume in addition that
|f (xj0,k0 + h) − f (xj0,k0) − d(xj0,k0)(h)|< 
8
|h|.
Thus we can construct a sequence {xn} satisfying (a) and (b) such that xn = xj0,n, n =
0, . . . , k0, and xk0+1 = xj0,k0 + h. Obviously, S <x∞1 , which is a contradiction. 
Remark 3. It is not difﬁcult to prove even a bit stronger result. Let G ⊂ Rm be open
and f : G → R and d : G → Rm be both continuous functions on G. In what follows,
cones mean non-degenerate cones with ﬁnite heights. Moreover, let d be a differential of
the function f in a very weak sense, namely, that, for each point x ∈ G, each > 0 and
each cone C with vertex at the origin, there is an h ∈ C such that x + h ∈ G and
|f (x + h) − f (x) − d(x)(h)|< |h|.
Then we can show that f ∈ C1(G) by adapting the proof of Fact 1. In particular, Fact 1
remains true when the ﬁne differential is replaced with the approximate differential. For an
account of the approximate differentiability, we refer to [2, Section 6.1.3].
Since a higher dimensional analogue of Theorem 3 is not known, in our proof of
Theorem 2, we shall use the following fact.
Fact 2. Let m> 2 and f ∈ W 1,2(Rm). Suppose that f is a function continuous on a ﬁnely
open set U ⊂ Rm and that f has a continuous ﬁne differential ﬁne − df on U . Then any
x0 ∈ U has K ∈ Fx0 such that, for each x, y ∈ K , there is a polygonal path  in U
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from the point x to the point y such that its length is less than 2|y − x| and
f (y) − f (x) =
∫

ﬁne − df .
In the proof of Fact 2 given at the end of this section, we shall use the fact that Sobolev
functions are absolutely continuous along almost every curve. To be precise, let us introduce
exceptional families of curves as in [3]. In what follows, we consider only simple and
rectiﬁable curves  inRm, that is,  : [a, b] → Rm is one-to-one, continuous and has a ﬁnite
length l(). Let  be such a curve in Rm. We denote by 〈〉 its graph, that is, 〈〉= {(t); t ∈
[a, b]}, and by ˜ the parametrization of the curve  by arc length. In particular, ˜ is a lipschitz
map on [0, l()]. If g is a real function on 〈〉, then deﬁne
∫

g ds =
∫ l()
0
g(˜(t)) dt
whenever the integral on the right-hand side makes sense. For a vector ﬁeld d : 〈〉 → Rm,
deﬁne∫

d =
∫ l()
0
d1(˜(t))˜
′
1(t) + · · · + dm(˜(t))˜′m(t) dt
whenever the integral on the right-hand side makes sense. We sometimes write
∫
 d1 dx1 +
· · · + dm dxm instead of
∫
 d . For a discussion of rectiﬁable curves and integration along
such curves, see [16, Chapter 1].
In what follows, assume that 	 is a family of curves in Rm.
Deﬁnition 1. We call a family 	 of curves  in Rm exceptional if there is a function g ∈
L2(Rm) such that g is positive and lower semicontinuous on Rm and, for any  ∈ 	,∫

g ds = +∞.
Moreover, we call a set M ⊂ Rm polar provided that, for each x ∈ Rm, there is
V ∈ Fx such that M ∩ (V \{x}) = ∅. In particular, polar sets are ﬁnely closed and
Lebesgue null. We shall say that a function f is ﬁnely continuous quasi everywhere
(q.e.) on U if there is a polar set M ⊂ U such that f is ﬁnely continuous at every
point of U\M .
Recall that, strictly speaking, the elements of L2(U) are not functions but rather equiv-
alence classes of functions, where two functions are said to be equivalent if they agree
almost everywhere (a.e.) on U , that is, everywhere on U except possibly for a Lebesgue
null set. Functions of an equivalence class f of L2(U) are then called representatives of
f . In [9], Kilpeläinen and Malý introduced and studied the Sobolev space W 1,2(U) on an
arbitrary ﬁnely open subset U of Rm. In particular, each element f ∈ W 1,2(U) may be
regarded as a function ﬁnely continuous q.e. on U , that is, each f ∈ W 1,2(U) has such
a representative, see [9, 2.2 Theorem]. Now we are in a position to state the following
theorem.
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Theorem 4. Let U ⊂ Rm be a ﬁnely open set and f ∈ W 1,2(U) be ﬁnely continuous q.e.
on U . Then
f ((b)) − f ((a)) =
∫

m∑
j=1
f
xj
dxj (6)
for almost every curve  : [a, b] → U , that is, the family 	 of curves  in U not satisfying
(6) is exceptional.
Remark 4. In the case of open U the result is well-known, see [3]. Actually, in our proof
of Theorem 2 we shall need Theorem 4 only for U = Rm. On the other hand, using results
from [9], it is not difﬁcult to prove the general case. For the sake of completeness, we shall
give a proof of Theorem 4 in the last section.
Let us give a few examples of exceptional families of curves.
Example 1. Let H be an (m − 1)-dimensional hyperplane of Rm, 
m−1 be the Lebesgue
measure on H and A be a subset of H . Then the family of parallel line segments in Rm
which form a cylinder with the cross-section A is exceptional iff 
m−1(A)= 0. Indeed, that
follows easily from Fubini’s theorem.
Example 2. The family of all curves in Rm intersecting a given set E ⊂ Rm is exceptional
if and only if E is polar, see [3, Theorem 7]. In particular, the family of all curves passing
through two given points is exceptional.
Example 3. Let x, y ∈ Rm, x 
= y and H = H(x, y) be the hyperplane consisting of all
points of Rm of equal distance from x and y. For a ∈ H denote by a the curve from x to y
which consists of just two straight-line segments of equal length and contains the point a,
that is,
a(t) =
{
x + t (a − x), 0 t1,
a + (t − 1)(y − a), 1 t2. (7)
Let s ∈ [0, 1) and A ⊂ H . Then set
	(x, y,A, s) = {a|[s,2−s], a ∈ A}. (8)
Let 	=	(x, y,A, s). It is easily seen that if s = 0 then 	 is exceptional, cf. Example 2. On
the other hand, if s > 0 then the family	 is obviously exceptional if and only if 
m−1(A)=0,
cf. Example 1.
The last ingredient of our proof of Fact 2 is a fundamental result due to Lyons which
implies arcwise or even polygonal connectedness of ﬁne domains. Actually, we shall need
a bit stronger version of the result which can be easily seen from the proof of [14, Theorem
4.4] or [6, Lemma 3].
Theorem 5. Let x0 be a point of a ﬁnely open set U ⊂ Rm. Then there exists a K ∈ Fx0
with the following property: For any x, y ∈ K there is a subset A of the hyperplane H(x, y)
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of strictly positive Lebesgue measure such that each curve  of 	(x, y,A, 0) lies in U and
has its length less than 2|y − x|. Here 	(x, y,A, s) is deﬁned as in (8).
Proof of Fact 2. Let x0 be a point of a ﬁnely open set U ⊂ Rm. By Theorem 5, we
can choose the corresponding ﬁne neighborhood K ∈ Fx0 . Given any two distinct points
x, y ∈ K , there is then a measurable subset A of H(x, y) with 
m−1(A)> 0 such that each
curve  of 	(x, y,A, 0) lies in U and has its length less than 2|y − x|. Since 
m−1(A)> 0
there is a point a0 ∈ A which is a point of (m − 1)-dimensional density for A. Set  = a0 .
Now we are going to verify that the curve  has the required properties. Indeed, denoting
An=A∩B(a0, 2−n), we have 
m−1(An)> 0. By Example 3, the family	(x, y,An, 2−n) is
not exceptional. By Theorem 4, there is a point an ofAn such that, setting yn=an(2−2−n),
xn = an(2−n) and n = an |[2−n,2−2−n], we have
f (yn) − f (xn) =
∫
n
m∑
j=1
f
xj
dxj . (9)
Moreover, by [17, 3.3.5. Remark and 3.13 Exercise], for a.e. x ∈ Rm,
ﬁne − df (x)h =
m∑
j=1
f
xj
(x)hj
for each h = (h1, . . . , hm) ∈ Rm. Hence, by [3, Theorem 13], we can even choose an
so that∫
n
ﬁne − df =
∫
n
m∑
j=1
f
xj
dxj .
Now letting n → ∞ in (9), it is easy to see that we get
f (y) − f (x) =
∫

ﬁne − df ,
which concludes the proof. 
3. Proof of Theorem 2
It is easy to see that Theorem 2 follows from Fact 2 using B. Fuglede’s approach, see [5]
or [13]. For the sake of completeness, we shall repeat here the argument.
First of all, let us observe that, by deﬁnitions,
ﬁne − C1(U) ∩ W 1,2f-loc(U) ⊃ C1f-loc(U).
We shall show the converse by applying the following theorem, see [2, p. 245].
Theorem 6 (Whitney’s extension theorem). LetK ⊂ Rm be a compact set and f : K → R
and d : K → Rm be both continuous functions. Denote
R(x, y) = |f (y) − f (x) − d(x)(y − x)||y − x| , x, y ∈ K, x 
= y,
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and
() = sup{R(x, y); 0< |y − x|, x, y ∈ K}, > 0.
If () → 0 as  → 0, then there is a function F ∈ C1(Rm) such that F = f on K .
To that end, let U ⊂ Rm be ﬁnely open, x0 ∈ U , f ∈ ﬁne − C1(U) and d = ﬁne − df .
To conclude the proof it is sufﬁcient to ﬁnd a compact set K ∈ Fx0 such that f , d and
K satisfy the assumptions of Whitney’s extension theorem. By the Brelot property, there
is a compact set V ∈ Fx0 such that f |V and d|V are both continuous in the usual sense.
Thus we can suppose that U is bounded and f and d are both uniformly continuous on U
and, in addition, that f ∈ W 1,2(Rm). By Fact 2, we choose the corresponding compact set
K ∈Fx0 . Thus, for any given points x, y ∈ K , we can ﬁnd a polygonal path  in U from
the point x to the point y such that its length is less than 2|y − x| and
f (y) − f (x) =
∫

d(z) dz.
Then it is easily seen that
f (y) − f (x) − d(x)(y − x) =
∫

(d(z) − d(x)) dz.
Thus we have the following estimate
|f (y)−f (x)−d(x)(y−x)|2|y−x| sup{|d(z)−d(x)|; z ∈ U, |z−x|2|y−x|},
which concludes the proof because of uniform continuity of d.
4. Proof of Theorem 4
Following [9] and [15], we generalize Sobolev spaces for an arbitrary ﬁnely open set
U ⊂ Rm. By [9, Section 2.1], for a given f ∈ W 1,2f-loc(U) and for each j = 1, . . . , m, there
is a measurable function f/xj on U such that
f
xj
= F
xj
a.e. on V whenever V is a ﬁnely open subset of U , F ∈ W 1,2(Rm) and F = f on V .
Finally, denote
W 1,2(U) = {f ∈ W 1,2f-loc(U); f ∈ L2(U),
f
xj
∈ L2(U), j = 1, . . . , m}.
By [9, 2.7 Theorem], a function f ∈ L2(U) belongs to W 1,2(U) if and only if there are
open sets Gn ⊂ Rm and functions
fn ∈ C1(Gn) ∩ W 1,2(Gn), n ∈ N, (10)
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such that U ⊂ Gn, fn → f in L2(U) and {fn/xj }∞n=1 is a Cauchy sequence in L2(U)
for each j = 1, 2, . . . , m. In this case, for each j = 1, 2, . . . , m,
fn
xj
→ f
xj
(11)
in L2(U) as n → ∞.
Proof of Theorem 4. Let f ∈ W 1,2(U) be ﬁnely continuous q.e. on U and {fn} be a
sequence in L2(U) satisfying fn → f in L2(U), and also (10) and (11). Without loss of
generality, we can assume that (a) for almost every curve  in U ,∫

∣∣∣∣fnxj −
f
xj
∣∣∣∣ ds → 0 as n → ∞ (12)
for each j = 1, 2, . . . , m, see [3, Theorem 3(f)], and (b) there is a polar set P ⊂ U such
that fn(x) → f (x) for every point x of U\P , see [9, 2.8 Lemma (a)]. Otherwise, we
could pass to a subsequence of {fn}. Moreover, by [3, Theorem 7], for almost every curve
 : [a, b] → U ,
〈〉 ∩ P = ∅. (13)
Let a curve  : [a, b] → U satisfy (12) and (13). For each n ∈ N, we have
fn((b)) − fn((a)) =
∫

m∑
j=1
fn
xj
dxj .
Letting n → ∞, we get
f ((b)) − f ((a)) =
∫

m∑
j=1
f
xj
dxj ,
which concludes the proof because the union of two exceptional families of curves is
exceptional as well. 
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