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A DESCRIPTIONA DA COMPARISONOF CERTAINONIJXEAR
CURVE-FITTINGTECHNIQUES, WITHAPPLICATIONSTO
THEANALYSISOFTRANSIENT-RESPONSEDATA
ByMarvinShinbrot
SU14MARY
Severalcommonmethodsforcurvefittinga setof databy least
squaresaredescribedsndevalqated. Themethodsareevaluatedby
applyingthemtoanexempleta@n fromaerodynamics:theproblemof
calculatingthestabilltyparametersof anairplanefromflightdata.
Thereareotherpointsconsidered:applicationf themethodsto
minimizationproblemsotherthancurvefitt~”andthequestionof con-
vergenceto a merestationarypointasopposedto convergencetoa
minimuml
Finally,severaldevices-whichleadtomorerapidconvergenceof
themethodsarediscussed.,
INTRODUCTION
Inthedeterminationf stabilityparametersfromflightdataby
theanalysisof transientresponsestheuseof a least-squsresprocess
hasbeensuggested(references1 and2). Iftheelevatorofthetest
airplaneispulsed,it isshowninreference2 thattheresponsein
pitchingvelocityisa nonlinearfunctionlaf thestabilityparameters;
thepitchingvelocityis a sum of exponential,wheretheexponentsand
thecoefficientsofthee~onentialsreccmibinations.ofthestability
derivativesoftheairplane.It isoneof thepurposesof thisreport
to showhowthestabilityparametersof anairplanemaybe calculated
%he e~resaion“nonlinearfunction”asusedin thisreportshouldnot
be confusedwithnonlinearfunctions(i.e.,functionsatisfyingon- -
lineardifferentialequations)usuallyconsideredinaeronautical
problems.Theexpressionisusedhereina differentsense;whenit
is saidthatthepitchingvelocityisa nonlinearfunctionof the
stabilityparameters,it”ismerelymeantthatthepitchingvelocity
cannotbe expressedasa simplesumof thestabilityparameters
multipliedby constants.
—
.
.
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fromflightdatabymeansofleast-squarescurve-fittingtechniques.A
shpleleast-sqyaressolutionof thisproblemis @ven by prony’sme~od>
bywhicha setofdatamaybe fittedto a sumof exponenti.als(refer-
ences1, 2, sndreference3,pp.369-Yi’0).Therearemanyobjections
tothismethod,however,foremostamongthesebeingthefactthat
exampleshavebeenencounteredforwhichPronytsmethodfailsentirely.
FurtherexsmpleshavebeenmetforwhichProny’smethod}whilegivtig
an answertotheproblem,didnotyielda goodfitforthedata. k-
general,therefore,wh& fittinga sumof exponential,Profiytsmethod,
whenitworksatall,maybestbe considered”togive.onlya first
approximationtothedesiredparameters. _-.
Theprocessof curvefittinga nonlinearfunctionby leastequares
maybe appliedto a widefieldof engineeringproblemsandnotmerely
tothecalculationf stabilityparameters.Forthisreason,thepres-
entationof thisreport,issuch.thatthemethodsdescribedmaybe
appliedto anyreasonablysmoothfunctions(say,fl.mctionswhichare
twicecontinuouslydifferentiable).Eb@asis,however,isplacedon
sumsof exponential,since.theoccurrenceof suchfunctionsisquite
cammonandsticetheyarebelieved,tobe representativeoftheentire
curve-fittingproblem. .,..
Thegeneralproblmhasmanypossiblesolutions,theclassicalone ..
beingtheuseofiaTaylor~se@.es’@tha33_.terms_of_xder-Mgherthan
thefirtitbmittedh orderto Iteratefromthefirstapproximation - w -—
(reference2.sndreference3,p. 214).Inrecent-s, however,
powerfulnewmethodshavebeendevised(references4,5,6,7,and8).
It isthegeneralpurposeof thisreport o,~olJectthesemethodsunder
onecoverand-to applya relatlvevaluationtothembyusingthereto
solvethesamerepreswtativeproblem.Thecriteriawhichwillbeused
forthisevaluationaretherelativesmountsoflaborinvolvedandthe
rateof convergenceof theiterations.
ANALYSIS
Relationof theProblem
It isshowninreference1 thatif
toAerodynamics
q(t) istheresponseinpitch-‘
ingvelocityof anairplanetoanelevatordeflectionb(t),then q(t)
aud5(t) arerelatedby thedifferentialeq~tion
(D2+bD+k)q(t) =(ClD+Co)5(t) (1)
where D istheoperatord/dt;b, k, Cland@ areconstantg,depend- *
enton thestabilityderivativesof theairplane.Theproblemwhich
thenarisesisthatof determiningthebestvalues(“best”tobe defined
inthesequel)oftheseconstants,beinggivengraphicalrepresentations A
of q(t)and5(t) obtainedfromflightdata.Thisproblemis solvedin
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reference2 by fittingq(t)to a functionoftheform
(2)
whichisthegeneralsolutionof equation(1). In equation(2), A
and A= representconstsmtsdependingontheinitialconditionstq o),
(M)t=o,md 5(0),while L1andk= are therootsofthecharacteris-
ticequationX2+ bx + k = O.
Themethodusedinreference2 (hereincalledtheTaylortseries
method)isdescribedinreference”2andinreference3,page214. It
consistsofftidinga firstapproximationto b, ky ClandCo by some
meansandthenusinga Taylor’sexpension,withalltermsof order
higherthanthefirstomitted,tolinearizeq and$teratetothebest
valuesof thedesiredccmstants.It istheobjectof thisreportto
describeandevaluateothermethodsaswellastheTaylor~seriesmethod
forfittingnonlinearfunctionsuchas theonegiven~ equation(2).
Iftheinput ~(t) isofthepulsetype,thatis,Ifthereisa
T suchthat b(t)= O forsll.t >T, itfollowsfrm equation(2)
thatfor t >T, q(t) isa sumof exporientialswithconstantcoeffi-
cients:
. )qt Lzt
q(t) = Ble .+B=e (3)
.
where Bl,B=,Al endl.zareconstants.Themethodsdescribedinthis
reportwillbe appliedb thenonlinearfunctionB=eAlt+ B&t since
thisfunctionisconsideredtobe representativeofthegeneraltypeof
problemfound.Thatis,an evaluationof thedifferentmethodsforfit-
tingnonlinearfunctionsbasedon theapplicationf themethodstoa
functionof thisformisbelievedtobe generallyvalid.A second(and
perhapsmorefmportant)reasonforchoosinga sumof e~onentialstouse
as anexampleisthefrequencywithwhichproblemsinvolvingthesefunc-
tionsthemselvesoccur.
Statementof theGeneralProblemandItsSpecialization“
toSumsofExponential
!!?0formulatetheproblemprecisely,supposeq(t>xl>X2> l *.> %)
is somenonlinearfunctionof theindependentvariablet andthe(con-
stant)parametersxi. Let qe(t)be a q~tity whichismeasuredat a
set (ti},i-q,1, ... , N ofN+l valuesof t. It isthendesiredto
ftidthebestvaluesoftheps,r~etersXk, thatis,thosevalueswhich
.- minhize N
M = ~ [dtf)-@i.)]2 (4)
. .LJi=o ~
4The problem~edificallystudied
Let
.. -.
ir.this.repoti”..ts
,.,-—-
+ B&t ..;;.,
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thefolL3wi.&g:
-.
“(3)
where Bl~%~.Al}k arewritteninsteti..ofXi;%2,xa,~, ~a
supposeqg(.t) isa ~asuredquantitywhich,theorytellsus,should
satisfyan identityof theform(3). The data q=”(t~are“sub.lec”t,how.
ever,to experimentalerror.Let qe(t)bemeas~~ed-.atthe ~+1 points
t(-J,il,... , t~. TheproblemthenbecomesthatgffindlJIgvaluesof
theconstantsI!lJ,112,Xl,andkz suchthat
i-+
i8 a minimum.
Ingeneral,datawhichfita sumof
tory;thatia,
wave. Ifthis
if Al= Z+Zti
%= *(i3- W)
theplottedatahavethe
(J’@)
-i
.,
-..
two~onentialsareoscilla-
appeararice””6fa tied sine” .-.
ISthec-e.,Xl, k, Bw and-BEarecoinplexn&nbersand,
andBl= ~(l?J+ p~),where i2= -1,then X2= l-z’i~
alla .-..
q(t) = ezt(pcos 2’t - f3~sin2~t) (3~)
Itrismoreconvenienttoworkwith q(t)inthisformthaninthecm.
plexform(3). lwplyingthisnotationto e.quattin.(4EL),we obtain,
final.lyY
(4b)
whichmustbeminimized. .
TheIterationMethods
It isnowassume”dthatby somemeans(Pr&y~smethodmayusuallybe”
usedforsumsofexponential)a firstapproximation.*otheparameters,
hasbeenfound.Whatfollowsisa descriptionf the=-methodswhichmay
beusedto improvethesevalues.
Steepestdescentmethods.-Inordertobe abletoapplya geometric
interpretationt the.usualsteepestdescentmethod,-itisfirstassumed
thatthequantityM tobeminimizedisa functionofonlytwoparam-
eters,x andy (xandy beingherewritteninsteadaf xl and ~
NACATN 2622” 5
.
.’
becauseof theprofusionof subscripts.whichwillsoonoccur).The ‘
4 obviousgeneralization.tomoreparameterswillthenbe presented.sup-
posea firstapproximation(~, yo)hasbeenfound.Letthevaluesof
thep-ametersatwhich M isa minhnmbe !4andn. Further,let
Mo,~, ~o, ~%, ~yo, ad ~oyo be thevaluesof M andits
indicated
thevalue
as inthe
partialderivativesatthe
of M at (~,q). Suppose
“followingsketch:
firstapproximation,andlet p be
thesurfaceM = M(x,y)isplotted
&
F-.2(XO,YOJ%))
-P
~(xo,Yo,o)
\
Sketch(a)
ConsidernowthelevelcurveCl,whichistheintersectionfthesur-
face M = M(x,y)andtheplane M = ~. Let Q be thepetit(~,yo,
Mo),=d consideralsothecurve C2whichistheintersectionf
M = M(x,y)andthenormalplaneto Cl at Q. Thedirectionof steepest
descentfranthefirstapproximationQ isthedirectionofthegradi-
entof M, thatis,thedirectionof thecurve C2 at thepoint Q(reference9,pp.76-78).TheIRfihU P of C, istak~ a8a new
approximationto (~,q,p)sndtheprocessisrepeated.
Inordertofindthecoordinatesof P, projecthenormaltothe
levelcurve Cl at (~,yo,~)ontothe(x,y)plane,andlet n be
6thedistsnceofan
.-
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arbitrarypoint
M on thisprojecttinfrcmthepoint &
(XO,YO,O).A coordinatesystemhas
‘Q
/
nowbeenintroducedinthis(M,n)
\ plane.(Seesketch(b).)v c~ In thispMne$ thecurveC!=hassomeequationM = M(n). ByTaylortstheorem,
P (5)
L :::::::::e“:,derivativesatthefirstapproxima-n inthecoordinates(x)y)inthe
Sketch(b) directionof thenormalto Cl. An
approximationto‘P istobehad
dM
— = O inequa-W sett~ d(h)
tion(5).Thisprocedureleadsto
.
%Au=-- (6) ~%n “:-..:. —
Thisvalueof & correspondsto certainincrementsAx sndAy.
Itistheseincrements~ich aresought.@at followsaremanipulations
whichareneededfortheirevaluation.
If (n,x)and(n)y)aretheanglesbettieenthe n“ axisandthe
xandy s.xe~j respectively,then ‘ ““” .-
.=.--
Mb MYOCos(n,x)= — .Mn ‘ cos(n)y)==
TheincrementsAx and Ay aregivenby
&c= (An)Cos (n,x).*/&l
\
%JhAy= (A) cos (n)y) =&
J
(7)
InordertoevaluateAn,expressionsh & an&Mm mustbe -
“found.An applicationfvectc%analysis(reference9)leadsto
.
.=
.-
2W
*
.
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.
It isalsoclearthat
~=aM@+a&dy
——
Z)xdnaydn
7
(8)
(9)
Finally,expressionsfordx/dnanddy/dnmustbe found.Thenormalto
thelevelcurveistheintersectionf thetwoplanes
Y- Yo=- ()*(x- %) and M = ~, where
dx/dy isthereciprocal
oftheslopeofthecurve Cl intheplane M = ~. Fromthislast
b), itfollowsthat = = MYOequation(M= -—. Theequationsof the
Wk
n axisof the
Consider
definitionof
n=
or
(M,n)planeinthespace(M,x,y~ thenbecome
Y-YO .~?!(x-%)Mm
M=O 1
a point(x,y) on n. Then y-ye= ~ (x-xO).
n,
d)* 2(X-X$ +-(x-xO)’= (x-x&/ M%= + MY02M%
Mm
x= +Xo=n —+XO%
stiilarly,
+yo=n %0—+yo
Mn
Therefore
.
By the
(10)
8Returningto equation(9),itthen
(M~M~~ + ‘yo”xoyo)‘~ +
Mm =
MD “:” .Mn
followsthat
NACATN 2622
.
O%#wyo + MYOMYOYJ MY~
Ml Z_ (9a)
. .. . . .. .
~us fin~ly,utilizing.equations(6),(’i’),(s)~.and(ga)j
M%(M%2 + Myo2)
AX=-
M~(M~Mww + My#~yo) + Myo(Mx#~yo+ My>yoyo)
“1
(7a)
&f=-
MYO(M%2 + MyQ2)
%o’f%~xo~ + MYQ%YOJ + MYoO%o%Yo + MYOMYOYO)
whicharethedesiredvaluesof theincr~entsforthecaseoftwo
parameters.
Theseequationswillnowbe generalized.Sqpposethenthat M is
a functionofthe—m parametersxl>X2>.00) Xm.” Let ~, MIO denote
thevaluesof M and~hxi respectively,at sae firstapproximation.
Equations(8), (9), and(9a~become .—
.
Mn= ]gradMl = f? MI~S’2
.—
(~j ‘“’ ‘::-
andequations(7a)become
&s=-‘- .-m
7 MioMJoM~oJo
-- -
. -——
(12) ‘“”-““
(13)
..-
i :7=1
.. ..
Inpracticethismethodwouldseldcmbe appliedirectlytoa first .
% whichtillapproximation.RathertherougherapproxtiationA = -.~,
hereinbe calledthemethodof steepestdescentalong‘at“&ent,after . ..
Booth(reference4),would
increase.IntermsORthe
beuseduntilthevalueof M beginsto
individualincrements,thismethodleadsto
NACATN 2622
. &k=- #%!L
n
9
(14)
J
Anothersteepestdescentmethod,onewhichutilizesquadratic
interpolation;wasdevelopedby Boothinreference4. As before,cell
M. thevalueof M atthefirstapproximation.Calculateincrements
fromequations(14).Wll Ml thevalueof M at thenewapproxima-
tionobtainedby addingtheseincrementsto thefirstapproximations.
Further,let M1/2 be thevalueof M attheparametricvalues
obtainedby adtig to thefirstapproximationsone-halftheincrements
foundfromequations(14).TheincrementswhichBoothfinallyusesthen
become
L
Theformulaswhichhavebeen
forthecasewhere q isthesum
. casewhere
i= 1
derivedwillnowbe explicitlygiven
of twoexponential;thatis,the
LAL.i-q
Let %> MZo~ MZTOY Mpo,mdMp?o be thevaluesof
tivesatthefirstapproximations.Then,
Mn2=MZ0,2+
Themethodof steepestdescent
values
MZ*02+
alonga
Mpo2+M&02
tangentgives
J
M anditsderiva-
(8a)
theincremental
.
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Theseincrementsmustbe addedtothecorrespondingfirstapproximations
toobtainewapproximations.ThisprocessisthenrepeateduntilM
Theparametricvalueswhichgavethesmallestvalueto M
w
increases.
arethenusedasfirstapproximations,andoneofthefinermethodsis
applied.
Fortheordinarymethodof steepestdescentoa,min-~ equa-
tions(13)become
Mzo
AZ=-—
fy3=- ~
Mm
whereMm isgivenby
-.-,
(lsa)
..U . .
Mrm =&~MZo2MzoZo +M2:2~Foflo+MBo2MBo~o +M@oeMFoj#o+ ?(MZ#2’#20~0+
MZO%OM2090+M@f3wof3b +WW”%PO +W’ww!o +%o%fo%o#o)J
ThequantityMn isdisplayedinequation(8a).
theseequationsaretwbe evaluatedat thefirst
Finally,Boothtsmethodgives
McJ’floAZ=-F—
%2
wz~AZS=-F
Mn2
(12a)
AU thederivativesin
approximations.
.
.-
—.
.
ZW4CATN 2622
.
“
where
.
u
F= Ml - 4M1/2+ 3M0 (16)
4(M1- 2M~/~+ ~)
MI,M1/~and~ areas definedpreviously.
Forlateruse,thederivativesneededforthesemethodsaregiven
below.Let
e~=e ‘ti(pcosZ’tf- p’sinZ~ti). qJti)
Then
N
M= ‘s q2L
kc)
and
MZ=2
L eitiezti(f3cosZYti- j3’sinZ’ti)i=o
N
MzI=-2
I ~itiezti(j3sinZ’ti+ f3’cos Z’ti)i=o (
i=o
2 ZtiMB3 =-2 qe sinZ’ti
i=o -J
(lb)
(17)
.
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.
Theseconderivativesare
.
14~~= 2 ? t#eZti(f3cosZ’ti- f3’sin2’ti)X “1&
i=o ““-”” I
[q+ ezti(pcos2;t~ -“p’ sinir;~)]. . II
N-
Mz~zI=2
z
[tieZti(~sinz’ti+~’ cos2’ti)12-
i=o
~.
L :1(18)2, eiti2eZti(f3cosZ’ti- $’sinZ’ti)i=oM~~= 2r (eztico~Ziti)ai=oM~~*= 2‘f. (Jti sinz’ti)2 .i=o .
whilethemixedseconderivativesaregivenby
..
NACATN 26$?2 13
4
lf~zt= . 2 1~i2ezt% Sti Ztti + pt co.Zftji))( 1 Ii=o
r’i + ezti(pcos ztti- p?Sb zt~i)j
MZP= 2
T
tie‘ticosZtti[ei+ eW(p CosZtti- $tsinZ’ti):
i=o
N
Mzpt=- 2
I
tie‘ti Sillzfti[~i+ e
‘ti(13Cos Ztti- pts~ Ztti
i=o
F
N
Mz~=-2 qtiezt~Sil.ztti- 2T( t;e~tiC!osZtti)x
i=o i?o
[ezti(~sinZ’ti+ 13’cosZtti)]
%“
Mz~ . 2 ) (tie‘tiSillZ?ti)[e‘ti(pStiZ’ti+p’cosZtti)l-
i=o
1?
2
I ~itie
ZtiCOBZtti’
i=o
4-
~&=-2 )( ezticosZ!ti)(:ztis nZtti)d“
i=o
I
)(19)
,
u. NJICATN 2&?2
.-
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Therelaxationmethod.- An excellentgeometricinterpretationor
therelaxationmethodinitsapplicationtothes.olu~ionf setsof .:k
simultsneauslinearequations.maybe foundinreference5. Thefonuulas” -.>
required forthesolutionoftheProblemPOS.~.@ @.S reP@fiwe . _ _____.,q.=
derivedtireference4.
SupposeM, thequantitytobeminimized,isa functionofthe m
parametersxl,~, ... , ~. A@sumefu~er thatsoiueapproximation
tothosevaluesof thepartieterswhichmlnlmizeM~been found.
HoldingsJ.1thesevariablesaveone(say,xk)constantattheseapprox-
imations,M becomesa functionof..xk”tid,applying-Taylortstheorem,
we obtain
~k2 ~bkM=~+AxkM~+~
usingthessmenotationasbefore.For M tobe a minimum,
dMdM
— mustbe zero.Thatis, .
~k%d(AXk)
Axk=- 2!4
%&2
(20)
As forthequestion.of.whichof the m psr~eterstovary,
Southwe3J(reference.6)suggestsfindingtheincremerit~ inthat
variablexk forwhichlM~l islargest.Synge(reference5)varies
xk,where k isdeterminedasthatindexwhichmakeslM~2/M~~l
largest.Syngetsmethodhasthedisadvantageofrequiringthecomputa-
tionof.allthe.seconderivativesM
%%
at eachiteration.Forthis
reason,Southwell~smethodwillbeuse thisreport.
Ifthedata ~ aretobe fittedtoa sumoftwoe~onentials,M
isgivenbyequation(4b).Thederivativesneededfortheapplication
otihe relaxationmethodaredifilayedti””equations.1(17)and(18).
Thefirststepintheapplicationfth~relaxationmethodisthe
calculationf allthefirstderivativesof M to akcertainwhichhas —
thelargestnumericalvalue.If MZ (SW) istheMrgest.ofthefirst
—
Mzoderivatives,then Z 1schangedbyanamountAZ = - —.
MzoZ.
Similsr
formulasareusedfortheotherparameters.
TheTaylor*seriesmethod.-Thismethodisdescribedindetailin
reference2. Theessentialformulasmaybe easilyderived,however,
andtheywillbe duplicatedhere.
Suppose,asbefore,that q isa functionof the m parameters
x~)X2>..*...?,%andtheindependentvari&ble”“t”;‘-””-
. .- .-
.—
-.
—
.-
. .—.
-i
M-
..-
,- --:
—
-.
..—
.
)W NAC!ATN 2622 15
~ = q(t,xl)x~j l *.s %) (3b)
Lettingzerosubscriptsdenotethevalueof theindicatedqusmtityat
thefirstapproximation,andapplyingTaylortstheorem,itmaybe seen
that
whereAXk= Xk - (Xk)o.IntheTaylortseriesmethod,M isnot
minimized.Rather,theminimizationprocedureisappliedto theapprox-
imatingfunction
(b)
.
.
Thisminimizationleadsto thesetof (linear)simultaneousequations
WI
= 0, k
a(~k)
=1,2, ....m (2i)
If
then
(3a)
(22)
Thesederivativesarereproducedhereforusebter.
Themethodof dsmpedleastsquaresandtheproblemof increasingM.-
Itmaysometimesoccurthattheleast-squaresprocesseswhichhavethus
farbeendescribedmayfailto converge.UponapplyingtheTaylorrs
16 NACATN 2622 .
seriesmethodfbrexample,@crement8may.be found@ich, although
diminishing~ (equation(kc)),maycauseM to increase.A proce- ~ ;
durewhichmaybe tiriedwhenoneMethod-failsisto applyoneof the
othermethods,asfailureof onemethodfora particularexempledoes
notimplyfailureof alLtheothers.
Levenberg(reference7)suggestsa differentprocedure,whiche
callsthemethodofdampedleastsqmres.Inorder”@keepthe”incre- ‘~”~
mentssmall,hemimbnizes
m
Mt =WFl+I Wk(Lkk)2 (M)
k=l .-
where ~ isgiveninequation(4c),whilew andw areweighting
factors.A mOregeneralprocedurethanthiswouldbe tominimize . . ~~.
m
~:t
=WM+
I
wk(&k)2
tie)... -,.Q,=
...+
&l
by anyofthemethodspreviouslydescribed,whereM isgivenby
eqyation(4).
CompletionoftheAerodynamic~oblemof the
-.
CalculationfStabilityParameters
Itwasstatedinthefirsbsectimofthisreportthatemaero-
dynamicproblemtowhichthemethodshereindescribedareapplicableis
thatOf determiningthestabilitycoefficients,b, k,ClandCo,of~
airplane.Theseparametersareconstantswhichoccurinthedifferential__
equation(1)relatfngpitchingvelocitywithelevatorinput.This
reporthasnotasyetsho~however,howtheseconstantsmaybe d&.er-
mined~ratherithasbeen~hownhowthefourothernumbersz> l’yP,
allap? maybe found.It isthepurposeofthissectiontodescribethe
meansby which b, k, Cl endCo maybe calculatedfromtheknowledge
of 1, Zt,$,ad ~~.
Theconstantsb andk maybe hnediately
equations
computedfromthe .
—
.
b=-2z 1k=22+zf2
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~ reference2, itwasshownhowtheconstantsCl andCo maybe
found. However,thequitevalidobjectionthatthemethodweightsthe
initialconditions,2q(o)and~(o) tooheavilycanbe raised.Notonly
is ~(o) heavilyweighted,butitisalsotruethatitisdifficultto
calculatethederivative~(o) at allaccurately.Themethoddescribed.
belowdoesnotinvolvethecalculationf & andalso,insteadofbeing
entirelydepe~enton thevalueof q attheinitialpetit,appliesa
stmpleleast-squar”esprocedureto allthepointsatwhich ~(t) isnot
yetzeroto calculateClsndCo.
Referringtoequation(2),thefollowingnotaticmwillbeused:
It isclear,then,that
where
Also,
f
tk
ok = e-zT5(T)costiTd~
o 1
}
f
tk-ZT
*’ = e 8(T)SinZfTd7
o
J
.
{[
dtk) =ez%~+‘z’%-zm’~~- “C‘1COS Zrtk-
[-
~, - (Z’n’+%)cl -b’01 }SillZ?tk.—23
(24)
(3C)
2A dotishereusedto denotedifferentiationwithrespecto t. _
.
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Iftheinputb(t) isa pulsewhichis zeroforall t > t+,then,
areconstants.Let u
J’
tj
avi= e-~%(T)dT
o
forall tk>t.J. Further,forall tk~t-j,
.
q(tk)= e‘tk(~COS Z’tk- ~’SinZ’tk) (3a)
Thus,by comparingequations(3a)and(3c),sincem,af,$andp? are
constants,
~= ~ - (2’fY-2a’)c~- dco
19
(Z?d+m)cl+ Ucoa$* p~+
Zt
and,substitutingintoequation(3c),
{[ (Ztcr-lot)CX -atCo+ (Ztq(tk)= e2tk $ - ak-Zak’)Cl- ak’%t co]COS Zstk -Zt .
-1 }
SillZttk
Replacingq(tk)by q~(tk),itmaybe foundthatthe
isapproximatelytrue:
Ztk(ay-ak$)eCOS Z’tk - (IHS+ztkhl Z’tk
Zt
followingequation
co -
[Zt(a-ak)- ZtkZ(a?-ak’)]eCosZ’tk+ [2tat-%’) + l(a-~)]eZtkShZttk
2? c1
= qe(tk) - e‘t(~COS Zttk - ~’ SiIl tttk) (25)
.
--
.
Equations(25)area setof (&l) linearequations(for k = O,1, ..*,s).
Since t>lty&-d P’ arelmown,equations(25)maybe solvedby the
ordinarymethodofleastsquaresforlinearequations(reference3)for
Cland Co.
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APPLICATIONTOAN EXAMPLE
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.
TheFirstApproximationa dtheMethodof Steepest
DescentAlonga Tangent —.
Theexsmpletowhichallmethodsdescribedinthis
appliedisactuslflightdataobtainedbymeasuringthe
ityof a testairplaneinresponseto an elevatorpulse
forall t >0.4 (t= O beingtakenat thestartof the
dataaxegivenon thispage.
Sfice qe(t) isoscillatory, the eaonents Li
mustbe complex,andif Xl= 2 + 2~i and
B1 = #(P+p’i),then Xa= Z - Z’i md~ =~(p - 13’i).
Furthermore,q(t)andM areas giveninequa-
tions(3a)and(4b),respectively.
It isnowassumedthata firstapproximation
to theparametershasbeenfound.Pronyrsmethod
(references1,2, andreference3,pp.369-370)
was appliedto thedatainthetableon thispage
giving,if zerosubscriptsdenotethevaluesof
theindicatedp&rametersat thefirstapproxima-
tions,
-LO= -1*1660
Zof= 3.2700
Po= .4616
1
(26)
$.?=
-.24W
Inmanyexampleswhichoccurinpractice,
thefirstapproximationswhichhavebeenfound
maybe ratherrough,anda rapidmethodfor
improvingthesevaluesbeforeapplpnganyof
thefinermethodsdescribedpreviouslyis
desirable.Sucha methodhasbeendescribed
inthesectionon steepestdescentmethods
whereitwascalledthemethodof steepest
descentalonga tangent.If ~, MZO,MZT,
Mpo,andl$s
8
denotethevaluesof M an8
itsindicatepartialderivativesat thefirst
approximations
.:
foundabove,audif
Mn2=MZ02 +Mztog+~~ +~roz
reportwillbe
pitchingveloc-
whichMS zero
pulse).These
t
0.4
j
:J
l9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2,0
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3.0
3.1
3.2
0.224
.120
.020
-.057
-.SL2
-.148
-.160
-.1%
-=W
-.097
-.062
-.032
-.005
.017
.030
.036
l035
.032
.027
.020
.015
.011
.008
.005
.003
.001
0
0
0
20 HACATN 2622
thenitwasshowninthati~etiionthatthevaluesof-theincrements
fromwhichnewapproximationsmaybe obtainedare
WfZoAZ=-———
Mna
Al,. “~
Mn2
& . W“&
A$’=- w~
%2
Thismethodisappliedrepeatedlyuntilthe
(Ma}
valueof M increases.The
valuesof theparameterswhichg&e thesmallestvalueof M arethen
usedasnewapproximationstowhichareappliedoneofthefinermethods.
Themethodof steepestdescentalonga tsmgentIsappliedto the
dataof”thisreportintableI. Referringto ttileI andlettingcir-
clednumbersreferto columus,itmaybe seenthat
%= x @~ E 0.0028
M20=2x@ x @.o. olo~
M2~= - 2X @ x@ =0.oogll
%0 =2x@ x(9=o.000246
Mp&=
-2 Z@x@j=0.0001jE15
.
Thus,
AZ = -0.lm
Al~=
-.1307
A$ =
I
-.0035
Apt=
-.0084
Thenewvaluesoftheparmetersarethen.. _ “-
t = -1.3160
l? = 3,1393
$ = .4581
I
(26a)
.
$’= -.2534
.,
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Usingthesevaluesof theparametersasfirstapprcdmations,it
isfoundthatthevalueof M correspondingto thesevaluesofparcun-
etersis
whichislfigertti”thev&e of M correspondingtotheparameters
foundby Pronytsmethod.Theimplicationhereisthatthefirstapprox-
imationsfoundabovewere good. Ingenezal.,however,ithasbeenfound
thattheseapproximationsarenotsofinesndthatseveralapplications
of theabovemethodarereqtiedbeforeM beginsto increase.It
shouldbe notedthatthe“ticreasein M doesnotimplythatthevalue
of eachparametergivenby equations(26)isbetterthanthecorrespond-
ingvdue displayedinequations(26a).Itmerelyimpliesthatoverthe
entirerangethecurveobtained,fromtheparameters(26)fitsthedata
betterthandoesthecurvecorrespondingto thepaiwneters(26a).
Sincethevalueof M obtainedafteran applicationfthemethod
of steepestdescentalonga tangentwaslargerthanthevaluecorre-
~cnld~ b khevaluesobtainedbyPronytsmethod,themethodswillbe
appliedusingtheparametersobtainedbyPronytsmethodas first
approximations.
TheMethodof SteepestDescento allinimum
Themethodof steepestdescento a minimumisappliedintablesI
and11.’Thefirst19columnsofthecalculationareidenticd.withthe
calculationsneededforthemethodofsteepestdescentalonga tangent
tich aredisplayedintableI. Theremainingcolumnsandthesums
whicharerequiredareshownintableII.
cled
Itfollowsfromequations
nabersreferto coluiuns,
.
22
MZO=22 @)c@=
Mlto= - 2z @x@
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0.0105
= O.oogll.
‘Po.2z@x@=o.mo246
Mp?o= - 2z@x@=o.000!m
MZOZO= 2@x@=G@J97
@
2
Mztovo=221” 2@x@=o.3928
@%080 = 22 2 = 1“~1
Mp~p*O=22 ~2= 2-487
MZOZSO= - 2@x @=0.03107 _
MZo~ = 2 Z @x@=o.m
MZop?O= - 2 X @ X @ = -0.3231
M&pO = - 2z@x@-2 @b@= 0“3960
MVOP’O=2~&@-2’ @x@=o”78$’8
Mpojyo= - 2@x@=o.2445 ‘
.
(27)
Applyingeqwtions(8a),(I-2a),and(13a),itmaybe seenthat
Al = -o.oa7
1
.
Azl=
-l0188
M“ -.0005
u’ = -*ool.2
or,applyingequations(26),that‘thenewapproximationstotheparam-
etersb“ecome
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10 = -I.1877
.
% = 3.25u2
$0= l46SL
@t.=
-,24e2
.1
BoothtsMethod
Boothtsmethodisappliedintables1,
equations(15a)and(16)md thesumsfound
itmaybefoundthat
F= 0.1419
.
or thail
Az = -~.o~7
Azt_
-.0188
.
a= -.0003
1
.
.
II,III,andIV. ~plyiIlg
intablesII,111,endIV,
Finally,itfollowsthatthenewapproxhnskionsare
Z.= -1.1877
lb= 3.2512
90= .4611
p~=
-.24621
TheRelaxationMethod
Therelaxationmethodrequiresfirstthecalculationfthe
19columnsdisplayedintableI. Furthercalculationmaybe necessary,
butit iswellto stophereandcalculateMo$MZOSMZ?OZMpos-d MB’O.
If eitherM~o orMp~o isthelargestofthefourderivatives,nomore
columnswillhavetobe conputed.If,however,Mtloisthel=gest
derivative,onemorecolumnmustbe found;whereasif M30 isthe
largestwomoremustbe found.Referringto equations(27),itmaybe
seenthat Mb isthelargestofthefourderivatives.Calculating
24
columns20and21of tableIIand
be seenthat
orthatthenew
AZ =
approximationto
l!he
Withcirclednumbers
Z. =
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usingequations(20)-d (~), itmay
-0.0255
z is
-1.1915
Taylor$sSeries
referringto columnsh table1, itmaybe
seenthatequations(21)became –
@)+&3’ @x@=
—
-AZz@x@+AZ’X
Inserthgthevalues
theresultlng-equations,
Also,thenew
z@x@
ofthesesumsfound
approximationsare
-~.-
-.1680
l1353
.o13g
-1.3749
3.1020
l5969
-.23~
4
intableI andsolving
-.
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FinalValuesof the
Caltiationof z, z~,~,~d~~..
themethodsyieldsthefolJowingvalues
threesignificantfigures:
z= -1.366
z?= 3.071
Parameters,
25
Repeatedapplicationf anyof
of theyarsmetersto about
$= .6141
J
. .
P’= -.2083
Thesevaluesof theparametersgive,finally,
K .0.000895 (29)
Calculationfthestabilityparameters.-Thestabilityparameters
b> k, Cl,andCo of thetestairplanefromwhichthedataofthepre-
viousexampleweremeasuredwillnowbe calculated.Usingthevalues
of Z ad Zt giveninequations(28)audapplyingequations(23),
it~ybe seenthat
b.= 2.732
k= 11.30}
Inorderto find Cl andC b themethoddescribed,it isneces-
sarytofindthefunctionse‘Z%(trcm ZTtande-%(t) Stn2~t ma
to integratewithrespecto t to find dkandu~,respectively.The
functionsukandcrkfwerefoundby mesnsof a planimeter,utilizing
figure1 (seetableV). Applyingequations(25),andallowingthecir-
clednumberstorefertothecolumnsintableV, it is seenthat
Appl~ theleast-squ~esprinciple,thefollowingequationsare
obtained:
~xx@2-~z@x@ =z @x@
&z@x@++~@2
1
=-z @x@ ,
-2?”
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Thus,utilizingthesumsdl~layedintable
~=
-32.34lf 1
or,recallingthat Z*= 3.071,
cc= .37.90
cl= 15*B 1
EVALUATIONOFTBEMETHODS
.
.-
FOliACCELERMINGCONVERGENCE
Beforeevaluatingthemethods,itisnecessarytc givethetime
requiredtcqpplyeachof them.Thefollowingtabiepresentsthenumber
ofhoursrequiredfor”.oneaml”ication”fthecorrespon~ rcethod,
includ~ a check.Thetimerequiredfora singleapplicationtithout
thecheckisroughlythree-fourthsof thetotaltimegiveEirithefollow-
ingtable! %-
.._
~ TtieRequiredfora SingleApplication -
oftheMethods I
.l ..
I
Time
Method “ required
I (hems) :
I Steepestdescent
~Eocthtsmethod
I
~Steepestdescent
1
I
~l?ehcmtionmethod
I
*1
J
Twoapplicatlog~ortheTqvlortseriesmethodgavea valueof
M= 0.000895.. Three;aEF.ltcstian&‘oftiemet-hodof stee~estnlescenttc
a minimtnnad ofMotifsmethtiarerequiredtool%aincorrespondingly
smellvalue~cf M. Thevalueof N obtdnedafterthreeapplication~
ofBcothtsmethodisslightlysmallerthanthatgivenby theothertwG
methods;however,aEis indicatedby thefollowingevaluation,it1snot -
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believedthatthissmalladdedbenefitmeritstheadditionallabor ‘
involvedinBooth~smethod.ThetotaltimerequiiedfortheTaylorts
serieemethodtobr~ thevalueof M downtotheveluegivenby
equation(~) 1sId.computerhours;forthemethodof steepestdescent
to amirdmzm,19hourswereneeded;whereasBoot~tsmethodrequired
24hours.
l
Thethe of 3-1/4hoursgivenabovefora singleapplicationf
therelaxationmethodoesnottellthecompletestory.It shouldbe ‘
realizedthath a secondIteratfonby meansoftherelaxationmethod
_ of theCOlumnsandsumswhichareneededareidenticalwiththe
correspondingcolumnsor sumsin thepreviousiterationandthusneed
notbe ccmputed.Forexemple,infittinga sumof twoexponential.s,if
oneiterationchanges.~r (say),only7 outof21 columnsmustbe recal-
culatedat thenetiiteration.Thus,although10 iterationsare required
to reducethevalueof M to approximatelythe valuegiven in eqya-
tion (29),20hoursarerequiredforthejob.
TWOfhrtherpointsshouldbemadebeforean evaluationis applied
to theabovemethods.First,itshouldbe notedthattheamountofwork
requiredto solvea givenproblemby themethodof steepestdescents
increasesveryrqidlywith m (where,asbefore,m isthenumberof
parametersconsideredintheprobl~),dueto thenecessityforcalcu-
latingdd.seconderivativesof M withrespecto theparameters.
. Therateof increaseof-hoursof laborfortheTaylorfseriesmethod,
whilenotasrapidasforthislastmethod,is stillquitehigh. Onthe
otherhand,theamountof laborrequiredtoapplytherelaxationmethod
orBooth~smethodincreasesrelativelyS1OW1Ywith M.
Ffnally,it shouldbe realizedthattherearemanydevicesavail-
ableforacceleratingtheconvergdceof theiterationprocess.These
devicesbecomeevidentas familiaritywiththemethodsincreases.It is
importanttounderstandthatanymethod,howeverirregular,istobe
consideredapplicableprovidedonlythattievalueof M ismadeto
decrease.,Such.adevice,forexample,isthefollowing.Suppose
repeated,applicationf oneof themethodshowsthatthesignof the
incrementstobe addedtooneoftheparametersisalwaysthessme.A
devicewhichisoftenapplicableinthiscasewouldbe-toincreasethe
vslueof theticrementfoundat someiteration.Conversely,ifthe
signsof Eomeincrementschangeat successiveiterations,itmaybe
foundadvleabletoutiean incrementnotquiteaslarge-asthatindicated
by themethodusep. Fora fl@herdiscussionof theseaccelerating
devices,seereference8.
Duetothefactthattherelaxationmethodvariesonlyoneparem-
eterata time,thecomputerismoreawareofwhatisbeingaccomplished
ateachiterationwhenappl~g thismethodthanwhenapplylngtheother
methods.!rMSj in turn, makesiteasierto deviseandaPPIY“tricks”
likethetwodescribedaboveforacceleratingconvergencewhenapplying
therelaxationmethodthenwhenapplyingtheothermethods.Thisis
particularlytruewhenthenumberofparametersislarge.
28
Takingall
wouldappear’to
1. Ifthe
Taylortseries
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thesefactorsintoaccoutthefollowingconclusions
bev~id:. ..__ . ... _. _. ___ -“:
numberofpartietersislessthanfiveor six,the
methodseemsverywelladaptedto solvingtheproblem.
Th&methodof steepestdescent& a mlnizm&alsomaybe =pplied”success-
~j but~re the iSrequfiedforthetiZmizati6n.Further,the
typeof computationsu edinthemethodof steepestdescento a mini-
mum,beingdifficultto systematize,ispeculiarlysubjectonumerical
erroronthepartofthecomputer.Boththerelaxationmethodaud
Boothtsmethod-alsorequireg.mretimeth~ theTaylo~fseriesmethod
andarenotaswellsuitedtothesolutionof theproblemaseitherof
theothertwomethods.
2. Ifthenuuiberofipammetersexceedsix,eitherBoothtsmethod
or therelsxat$on”methodmaybe appliedsuccessfully.SinceBoothts
methodvariesalloftheparameterstogetheratherthsmckmglngonly
oneat a timeasdoestherelaxationmethod,theformeristobe
preferred,exceptifitisdesiredtoallowtheccmputerto apply-his
owndiscretionto increasetherapidityoftheconvergence.
Onlyonemorethingremains:theevaluationfthemethodofdemped
leastsqusxes.Itshouldbe rememberedthatthismethodwasdevisedfor
thepurposeof solvtigproblemsforwhichtheTaylortseriesmethod
failsto converge.Intheapplicationf thismethcd,theweighting .
factorsw snd~ whichoccurinequation(u) mustbe foundat each
iteration,thusaddingfurthercalculationsto anatieadyimposingarray.
Also,thereareseveraldeviceswhiti.maybe appliedwh~chremovethe
-“
needformch a methodwithitsattendantcomplications.First,‘oneof-
theothermethodsdescribedmaynotfailto convergeand.maybe applied
inplaceof theTaylortseriesmethod. In partlcul&,themethodof
steepestdescentalonga tangentmaybeusedfol.l~dby applications
of theTaylor’seriesmethod.Second,a newfirstapproximation”mayb-e
foundfrcmwhichtheTaylorlseriesmethodor oneoftheothermethods
mayconverge.Finally,oneofthedevicesmentionedaboveforincreas-
ingtherapidityof convergencemayoftendomorethanthis:these
methodsfrequentlywill.causea methodto.convergewhereitdiverged
before.It isbelievedthatintelligentuseofthesethreedevicescan
taketheplaceof themethodof dampedleastsquares.
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COmGENCE TQA”MERESTATIONARYPOINT
. AS OPPOSEDTO.ATRUEMINIMUM
.
‘Toreview,whathasbeendonethus
point P, (xl(o), X2(0) ‘0))has““”y %
~ (xl(o), x(o) ... ,%(0)1=
ax~ 2
Thepossibilityhathigherderivatives
notenteredthediscussion.A poiqtat
faris thefollowing:a
beenfoundsuchthat
O, k=l, 2, ... ,m
of M arealsozeroat P has
whichallthefirstandsecond
derivativesof M arezeromaybe calleda stationarypoint,asopposed
toa trueextrmum(maximumorminimum)atwhichsomeof thesecond
derivativesof M arenotzero. (If M werea functionofonevariable,
say x, alone,a stationarypointwouldbe a pointof inflectionat
which dM/dx= O.) Thissectionwillbe devotedto a criterionfor
determiningwhethertheiterationprocesseshaveconvergedto a true
minimumortoa stationarypoint.
.
.
Let M(o) be thevalueof M at (xl(o), X2(0),... ,X#).
a%Let Mij be thevalue of— at (x=(o),... , ~(o)). Inrefer-
~i%
ence 4, BoothshowsthatifM(o)-isa trueminimum,thequadraticform
m
Q= I Mijxixji,J=l
ispositivedefinite,whileit iswelllmown(see,e.g.,reference10,
p. 137)thattheform Q ispositivedefiniteifandonlyifthefoll-
owing conditionshold:
Mll> 0 1
14Mll Ml=M >021 M2
%1 %2 %3
II
%1%2 %3>0
%1 %2 %3
. ...= ‘.=.* i.
. . . . . *=*.. I
(30)
II II‘Ui,j=l,...~mJ>0”
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In general,for curve~fitting.problems.cgmd<.ti.ons(30)W ~t. ~v$ .... ....
to be appliedsingethe curve q = q(t) maype pl~:tedand compared
with the curve q . qe(t),~d it wi~~Usualb?ben@de-cle=whethercm
s
..r~
not a minhm.mhas been reached. Thereare cases,.kkwever.wherethis ~a
not so clear;’inthesecases,theconditions(30)maybe imoortant.
If ithasbeendfsc.overedthatthe “minimizationprocedurehasled
to a stationarypointratherthan a truemi-nimum,the me@nsby which —
this difficultymay be overcomeare not straightforwardand a goodded
of ingepuitymay be required. The problemis, actually,similarto
the problen.ofincreasingM whichwas discussedabove. Such devices
as findingnew firstiapproximations,applyingone of the othermethods,
etc.,may be used. In particular,when findingnew firstapproxima-
tions,choosingthem fartherin the samedirectionas the parameters
were goingwhen convergingfrom“theold appro-ximat~onsto the station=
ary pointwill oftenbe.fruitful. . . . . . . — .=.._
.. —=
USESOFTHEMETHODSOTHERTHANCURVE~TTIN~
.—
The problemof curvefittinga noQinearfunc&Lomhas been ti,s.
cussedat length,but itihashardlybeen mentioned“thatthereare other” “ ““’’--”-”
importantuses for.themethodsdiscussedherein. These”application -.
willbe brieflydiscussedin the presentsect-ion.-
Thefirstapplication.isevident;themethodmaybe appliedtoany .
minhnizationproblembesidescurvef~tt~. SuchE problemarisesin --
connectionwithguidedmissile~~forexample.~We are”cert”ainparsm- “..=
etersofthemissileanditscontrolsyst~-(servogain,t“fmeconstants,““- ‘“
etc.)whichar~usceptibleto ad~ustment;suchanadjustmentiSsought
whichminimizesthemissdistance.
A second.typeofprob~emisonewhichfrequentlyarisesinapplied
mathematicss.Itmaybe generallydescribedby say$ngthatitincludes
anyproblemwhichmaybe reducedtoa minimizationproblem.Forexample, -.
considerthesetofequations
..
.- ;“.-”.
‘l(xl>... , Xm).=-O1
Pa(xl, ....xm)=o
......... } (31)
~n(X~ l .. , Xm)=OJ
whicharetobe solvedsimultaneously.(Itshouldbe noticedthat m
doesnothaveto equaln. Thedefinitiongivenbelowof a “solution”
-.
ofequations(31)includesthepossibilitym = n ‘asa specialcase.)
Equations(31)maYormaynotbe linear.Thisproblemaybe reduced .
t:oneofn&&niz&on by defininga solutiauo; eq~tion~(.31)asany
setofvaluesof xl,... ~ Xm whichminimize.—.
5W
.
.
NAcAw2@2 -. -- .’
.
31
Tnisdefinitionevidentlyincludesthecasewhereequations(31)havea
solutionintheclassicalsense.A numericalexsmpleof thistypeof
problemfollows.
Considerthesetof twoequations
X1+X2=1 J
Thesemaybe solved’by minimizing
M= (Xl -SiIl X~)2+ (X,+X2-1)2
&LettingMl = — ,M= = ~, we have
ax~ 3X2
Ml = 2(2xl+x#- SiJ3X2)
M2 =
<
xl+x~l-x~ Cos X& sin 2x2 ‘)1
Ratherthanobtainffrstapproximationsby somecumbersomegraphi-
calmethod,x1 = x2 =‘O maybe arbitrarilytakenas an approximateion
andthemethodof steepestdescentalonga tangent(eqUatiOnS(14))
applied.
Ifzerosubscriptsdenotethevalueof M anditsderivativesat
thefirstapproximationXl.= Xao= O,
~=1.
MIQ = -2
M20 = -2 I
Applyingequations(14),
Axl=2s 0.25
Axz=; = .251
changing
mations
notationsothatzerosubscriptsrefertothenewapproxi-
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we obtain
Xlo = 0.23
X20= .25} ,
-.
. .
MO= (0.0026)2+ (o.5~= 0.25\
Mlo= 2(-0.4974)= -0.9948
Meo= 2(-0.0025)= -0.~5 \
Therefore,againusing equations(14),
til= 0.2513
AX2= .Q013}
and,againchangingnotation,“ — .-
—
Xl.= 0.5013
X20= }.2513 . – .
._.—
Thismethodmaybe cbntinueduntil M increases,anditmaybe followed
by applicationsofoneoftheothermethods.
Anothercommonproblemwhichmaybe solvedisthesolutionof
polynomialequations(or,forthatmatter,othertypesofequations).
Thisproblemis,ofcourse,thespecialcaseoftheprecedingproblem
whichoccurswhen m . n . 1. Thus,theequatibn
$(x)= o
may be BOIVedfor x by minimizing
CONCLUDINGREMARKS
Severalmethodsforcurvefittinga nonlinearfunctionby least
squareshavebeendescribed.Ifthemxiberofparameterswhichmaybe-
variedinanyproblemto obtainthebestfitfora setofdatabe denoted
by m, theevaluationleadstothefollowingconclusions:
1. In.general,the methodof steepestdescentaJonga tangent
shouldbe firstapplied.to the firstapproximation.._Onex.tlIe.f$ner .
methodsshouldthenbe used to improvethe parametricvaluesobtainedby”- ‘---—
thismethod.
---
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2. Themethodof-steepestdescento a minimum,whiletheoret-
icallyquitegood,isratherlong,thelengthof timerequiredfora
singleiterationincreasingrapidlywith m, thenumberofparameters.
Forthisreason,themethodmaybe applkdsuccessfullyif m isnot
greaterthanfourorfive;it Istoocumbersomeforhigherordersystems.
3. TheTaylor’sseriesmethodissomewhatbetterthanthemethod
ofsteepestdescentsfromthepointofviewofspeedendaccuracy.The
methodisverywellsuitedtoproblem$inwhichm islessthanfive
orsix.Ithasthedisadvantageofrequiringthesolutionofa setof m
simultaneousequktionsateachiteration,andthusmaygrowavkwardfor
largem.
4. Therelaxationmethodrequiresles’stimefora singleiteration“
thananyoftheothermethods.However,notasmuchisachievedper
Iteration.Moreprecisely,whiletheothermethodsdescribedimprove
thevaluesofalltheparametersat eachiteration,therelaxation
methodchangesonlyoneparameterat a time. This&isadvantagealso
hasa compensation,however,inthata greaterfeelforwhatisbeing
accomplishedateachstepistobe had. Thatis,thecomputermayuse
moreofhisowndiscretionandintelligenceto improvetheconvergence.
Therelaxationmethodiswelladaptedto systemswithlarge(i.e.,
greaterthan6)valuesof m.
. 5* TheamountoflaborequiredforBooth?smethod,alongwith
therelaxationmethod,increasesrelativelyslowlywith m. Thus,
eitherBoothismethodor therelaxationmethodmaybe appliedifthe,
. numberofparametersislarge. ,
6.
sqpares,
opedfor
Itmight
tions,
andSO
Onefurthermethod,the so-called methodof dampedleast .
isdiscussedinthebodyof thereport.Thissystemwasdevel-
useincaseswheretheTaylor’seriesmethodfailedto converge.
seem,however,thatotherdevices,findingnewfirstapproxima-
applicationf oneof the
forth,eliminatetheneed
othermethods,under-
foranysuchmethod.
.
orover-relexation~
.
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Theseconclusionsmaythusbe finallysummedup as Inthefollowing
table:
Method
Steepestdescent
alonga tangent
Taykn-lseries
method
Steepestdescento
a minimum
Relaxationmethod
Booth’smethod
Dampedleastsquares
,-
l
..
Revaluation
A rapidmethodforimprovingfirst
approximations.Shouldbeusedonall.
problemsunlessit isdefinitelyknown
thattheseapproximationsareverygood
Thisappearstobe thebestmethodto
applyifthenumberofparametersisless
thanfiveor six
Rathercumbersome,butmaybe applied
successfullyifthenumberofparameters
doesnotexceedfour
UsefulIfthenumberofparametersexceeds
six
Thismethodappe~sbestti.the.,number.of
parsmetere.isverymuchgreaterthaneight.
If m isbetweensixandefght,Boothts
methodandtherelaxationmethodappearto
be equallyuseful
Devicesdescribedabovewouldappearto
eliminatetheneedforanysuchmethod
AmesAeronauticalLaboratory,
NationalAdvisoryCommitteeforAeronautics,
MoffettField,CalIf.,Oct.17,lg51.
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