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Population evolution in a magnetic impurity doped semiconductor quantum dot has been studied
by applying a sequence of pulses of chosen pulse area. By optical excitation mechanism, the popu-
lation in Jz = +3/2, heavy hole state of valence band is carried over to Jz = −3/2, valance band
state, via the J = +1/2 conduction band states. The injected microwaves entangle conduction band
states. This arrangement is successfully employed to ascertain quantum CNOT operation, and the
calculation predicts maximum fidelity of 80% for the CNOT operation.
INTRODUCTION
The reduced size and dimensionality of Quantum Dots
(QDs) cause confinement of electrons, therein lead to
marvel phenomena like sharpening of density of states,
atom like discrete electronic energy level structure, etc.
The leeway of the electrons in QDs have opened up the
possibilities of novel applications in quantum compu-
tation [1–5] which satisfy most of the fundamental re-
quirements for realization of quantum computing viz.,
(i) well characterized qubits (ii) initialization of the states
(iii) long decoherence time (iv) ability of forming quan-
tum gates and (v) qubit specific measurement capability.
Of late, coherent control and CNOT gate operation in
semiconductor QDs exhibiting excitonic and biexcitonic
features were reported by the authors’ group [6]. The
Gate operation in those situations were restricted by the
dephasing time T2 (sub ps) of the quantum dot. This
limitation can be overcome by using spin states as the
qubits due to longer spin relaxation time. For the case of
semiconductor quantum dots, the spin flipping requires
large magnetic fields while in diluted magnetic semicon-
ductor (DMS) quantum dots, moderately low magnetic
fields can lift the degeneracy of spin states. Also, the
above mentioned criteria of quantum computing are ful-
filled by the quantum two- level system representing po-
larization sensitive spin states in valence and conduction
band [7]. The splitting of the valence and conduction
band states are qualitatively identical to normal spin
splitting in semiconductors. In case of DMS, the split-
ting energy is large enough to isolate the effect of envi-
ronment on the transitions amongst the spin split states.
The four-fold degeneracy of the heavy (hh) and light (lh)
hole valance band states (J = 32 , Jz = ± 32 and Jz = ± 12 )
can be lifted by applying magnetic field normal to the
growth axis to ensure that the hh splitting is larger than
lh splitting. Hanson et al, reported initialization and
single shot read-out of the spin state in semiconductor
quantum dots [8], where they fabricated a double dot de-
vice with integrated electrometer served as a two-qubit
circuit. Fujita et al [9], measured the transfer of angu-
lar momentum, from circularly polarized photon to an
electron spin state in quantum dot. Koppens et al [10]
demonstrated the feasibility of operating single-electron
spin in a quantum dot as a quantum bit. Press et al [11]
suggested that the spin of a single electron confined in
a semiconductor quantum dot forms a promising qubit
that may be interfaced with a photonic network. Same
group demonstrated the optical initialization, rotation by
arbitrary angle and projective measurement of an elec-
tron spin in a quantum dot [12]. The experiments carried
out by Gupta et al [13] show that optical tipping pulses
can enact substantial rotations of electron spins through
a mechanism dependent on the optical Stark effect in
semiconductor quantum wells. In their experiment, use
of prototype sequence of two tipping pulses showed re-
versible rotations which established the coherent nature
of the tipping process. One can therefore expect that the
pi-pulses can be constructed to coherently control spins
in semiconductors on femto-second time scales. Wei et
al [14] proposed Universal quantum gates on electron-
spin qubits with quantum dots inside single-side optical
microcavities. Rosenblum et al [15] proposed controlled-
NOT (CNOT) gate between two multiphoton qubits in
two microwave cavities. Castelano et al [16], proposed
the set of universal quantum gates, based on the quantum
optimal control theory driven by applied electric fields
to semiconductor double quantum dots in semiconductor
nanowire.
A deterministic and scalable scheme to construct a
two-qubit CNOT gate and realize entanglement swapping
between photonic qubits using a QD spin in a double-
sided optical microcavity was demonstrated by Wang et
al [17]. Plantenberg et al [18] also demonstrated CNOT
operations on a pair of superconducting quantum bits.
They used microwave pulses of appropriate energy to a
single pair of coupled qubits. Imamoglu et al [19] pro-
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2posed a scheme in which controlled interactions between
two distant quantum dot spins is mediated the vacuum
field of a high finesse microcavity. They have shown that
the Raman transitions induced by classical laser fields
and the cavity-mode can be used to make controlled-not
operations and arbitrary single qubit rotations can be
realized.
In the present communication, we propose a new
scheme for quantum information processing based on
electron spin in a DMS-QD coupled through a microwave
field. We have used timed pulse sequences to control elec-
tron spin dynamics. The first pulse is a left circularly po-
larized radiation from a laser, which excites electron from
J = | 32 〉 state in valence band to generate population in
the J = | 12 〉 state in conduction band. The second pulse
of energy equals to the difference in the energies of spin
split states from a microwave source is applied within a
time much shorter than the dephasing time of the spin
state and leads to the occupation probability of electron
in J = | − 12 〉 state in conduction band. The spin flip
electron is then de-excited by applying a third pulse from
the same laser source but is a right circularly polarized
pulse of energy equals to the transition energy between
J = | − 32 〉 state to J = | − 12 〉 state.
THEORETICAL FORMULATIONS
Atom like discrete electronic spectra provides the base
of qubits in quantum dots. In semiconductors QDs,
the transition between | ± 3/2〉 valence band states and
| ± 1/2〉 conduction band states are sensitive to the na-
ture of optical polarization of the exciting laser. The de-
generacy of these states can be lifted by the application
of suitable magnetic field. In magnetic impurity doped
semiconductor quantum dots, it is easy to achieve spin
splitting of these states at moderately large applied mag-
netic field. As shown in Figure 1, the spin splitting leads
to the creation of two pairs of dipole allowed transition
energy levels |+ 3/2〉
 |+ 1/2〉 and | − 3/2〉
 | − 1/2〉.
The pair of these levels can be sought as two qubits.
The present article, aims at designing controlled-NOT
operation [20, 21] by coupling these states via strong laser
fields and entangling by (| + 1/2〉 
 | − 1/2〉) in the
conduction band by application of microwave field similar
to electron spin resonance (ESR) technique.
In Figure 1, we represent the valance band (VB)
(| + 3/2〉 and | − 3/2〉) states as |0〉 and |3〉, whereas,
the conduction band (CB) | + 1/2〉 and | − 1/2〉 states
as the |1〉 and |2〉, respectively so as to simplify the rep-
resentations. We follow a time sequence of three pulses.
At the onset, the first pulse which is left circularly po-
larized pump pulse, raises the population from |0〉 to |1〉.
This we call as regime-I. The second pulse in regime-II,
is a microwave field with an energy matching with the
spin split energy of CB states, induces single-spin rota-
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FIG. 1. Schematic diagram of the transition processes of two
coupled 2-level systems.
tion in the quantum dot [1, 10, 11, 22, 23] and raises the
population from |1〉 to |2〉. Subsequently, in regime -III,
the third pulse which is right circularly polarized elec-
tromagnetic pulse, de-excites population from |2〉 to |3〉
assuming that state |3〉 remains unoccupied in magnetic
impurity doped SQDs. The schematics of these processes
are shown in Fig. 2. During the excitation by the optical
pulse of duration τ1 in regime - I (0 ≤ t ≤ τ1), coher-
ent oscillations of population occur within |0〉 and |1〉
states. For the regime -II (τ1 ≤ t ≤ τ2), the microwave
pulse of duration τ2 is switched on such that coherent
oscillations take place between |1〉 and |2〉 states similar
to that of an ESR experiment. For times t > τ2, the
optical third pulse resonantly deexcites population from
state |2〉 to |3〉. Within the coherence regime, oscilla-
tions of population take place between |2〉 and |3〉. One
needs to monitor the sequencing of the pulses in such
a manner that a CNOT gate operation can be realized.
In Fig. 2 , we have shown the schematic of the excita-
tion process in time scale along with the square pulses
displayed in gray color at the bottom of the figure. In
regime-III, the excitation pulse may be chosen as train
of square or Gaussian pulses as displayed in the figure.
For two-qubit representation, which is a prerequisite for
CNOT operation, we shall consider the present decimal
numbered state representation to binary number states
as |0〉 ⇒ |00〉, |1〉 ⇒ |01〉, |2〉 ⇒ |10〉 and |3〉 ⇒ |11〉. In
the first and third regimes, under effective mass approxi-
mation for the dipole allowed optical transitions |0〉
 |1〉
and |2〉
 |3〉, the corresponding interaction Hamiltonian
H ′ is given by
H ′ = −1
2
(µ±E∓ + c.c.); (1)
where µ± = µx ± iµy and E± = Ex ± iEy. We use den-
sity matrix approach and in particular, Bloch function
technique to examine the time evolution of population
in different states for the complete time sequencing de-
scribed above.
The density operator ρ(t) corresponding to the
radiation-matter interactions under regime - I, II and III
3B
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FIG. 2. Schematic representation of energy level diagram
in each regime’s electromagnetic pulses vs time. Regime-I,
is governed through left circularly polarized E− excitation
pulse, which raises the electron from |0〉 to |1〉. Regime-II,
is governed through the microwave B+ pulse which raise the
electron from |1〉 to |2〉. Regime-III, is governed further by
right circularly polarized E+ pulse which depicts the transi-
tion of the electron from |2〉 to |3〉. The spikes in regime-III,
show the repetition of pulsed laser for the CNOT operation.
The pulse switch on-off times are shown at the lower part of
the diagram.
are determined for the transition between two-level sys-
tem using the Liouville-von Neuman equation [24, 25],
ρ˙(t) = − i
~
[H (t) , ρ (t)]− Γρ(t), (2)
where Γ is the phenomenological decay parameter. The
Hamiltonian H(t)(= H0 +H
′(t)) and density matrix ρ(t)
are expressed as
ρ(t) =

ρ00 ρ01 ρ02 ρ03
ρ10 ρ11 ρ12 ρ13
ρ20 ρ21 ρ22 ρ23
ρ30 ρ31 ρ32 ρ33
 , (3a)
H0 = ~

ω00 0 0 0
0 ω11 0 0
0 0 ω22 0
0 0 0 ω33
 , (3b)
and
H ′(t) =

0 Ω+01(t) 0 0
Ω+10(t) 0 Ω12(t) 0
0 Ω21(t) 0 Ω
−
23(t)
0 0 Ω−32(t) 0
 . (3c)
Here, we defined ρij = |i〉〈j| and ~Ωij = 〈i
∣∣∣H ′∣∣∣ j〉.
The radiation-matter interaction are defined via the Rabi
flopping frequencies as:
Regime I: Ω+01(t)=
µ+01E
−(t)
~
, (4a)
Regime II: Ω12(t)=
℘12B(t)
~
, (4b)
Regime III: Ω−23(t)=
µ−23E
+(t)
~
, (4c)
with µij and ℘ij are the electric and magnetic transi-
tion dipole moments, respectively and the Rabi flopping
frequencies satisfy the relation, Ω±ij = (Ω
±
ji)
∗.
According to the time sequencing of the pulses, one
can find
Ωij(t) =

Ω+01 6= 0, Ω12 = 0, Ω−23 = 0 for 0 ≤ t ≤ τ1,
Ω+01 = 0, Ω12 6= 0, Ω−23 = 0 for τ1 ≤ t ≤ τ2,
Ω+01 = 0, Ω12 = 0, Ω
−
23 6= 0 for τ2 ≤ t ≤ T1.
(5)
We arrange the proposed density matrix in terms of the
Bloch vector u(t) = ρij(t)+ρji(t), v(t) = i(ρji(t)−ρij(t))
and w(t) = ρii(t) − ρjj(t). The subscripts i and j are
appropriately chosen as, ij → 01 in regime-I, ij → 12 in
regime-II, and ij → 23 in regime-III.
Using equations (1) - (5), we get the Bloch equations
as
u˙+ ∆v +
u
T2
= 0, (6a)
v˙ −∆u− Ωw + v
T2
= 0, (6b)
w˙ + Ωv +
w − w0
T1
= 0. (6c)
The solutions to the Bloch equations as instructed by
Torrey [26], are of the form:
M (t) = Ae−at+Be−btcos (st) +Ce−btsin (st) +D, (7)
where M (t) the solution for u (t) , v(t) and w(t). Here,
a, b, and s are functions of detuning parameter (∆),
Rabi flopping frequency (Ω), and relaxation parameters
(T1, T2). A, B, C, and D are constants, where D shows
the steady state behavior. It is toilsome to obtain a
generalized solution to these equations. Under the as-
sumptions, (i) T = T1 = T2, and (ii) Ω  1T1 , 1T2 , the
4solutions for Block vector components are [27]
u(t) = e−
t
T
{
u(0)−∆ [v(0)− ξ] sin(βt)
β
+∆
[
∆u(0) + Ωw(0)− ξ
T
]
× (cos(βt)− 1)
β2
+ ∆ξT
}
−∆ξT, (8a)
v(t) = e−
t
T {[v(0)− ξ] cos(βt)
+
[
∆u(0) + Ωw(0)− ξ
T
]
sin(βt)
β
}
+ ξ, (8b)
w(t) = e−
t
T
{
w(0)− w0 − Ω [v(0)− ξ] sin(βt)
β
+Ω
[
∆u(0) + Ωw(0)− ξ
T
]
(cos(βt)− 1)
β2
+ΩξT}+ w0
(
1− ΩξT
w0
)
. (8c)
Where, ξ is dimensionless parameter defined as
Ωw0/T
Ω2+∆2+ 1
T2
. Also, T1, and T2 are the corresponding re-
combination and dephasing times related to the damping
parameter Γ ∼ (1/T1 + 1/T2). u(0), v(0) and w(0) are
the values of the Bloch vector at the beginning of the
specific regime. The detuning parameter representing
the difference between the energy of excitation pulse and
transition energy is redefined as ∆ij = ω − (ωjj − ωii).
β =
√
Ω2 + ∆2, and w0 is the source term where elec-
trons enter quantum states via other means. We now
apply the solution given by equations (8) to the three
regimes described above.
For regime-I, we choose the excitation pulse to be left
circularly polarized such that the single electron is raised
from |0〉 to |1〉 (or |+ 32 〉 to |+ 12 〉). The duration of pulse
is chosen to be shorter than the dephasing time and the
amplitude of the pulse is taken such that the Rabi fre-
quency βij exceeds the inverse of dephasing time. Con-
sequently, optical nutation takes place within the pulse
duration and the population oscillates between the ex-
cited and the ground state.
As discussed earlier, for the first regime ranging from
t = 0 to t = τ1, the initial conditions for the Bloch vec-
tor are at t = 0, u(0) = 0, v(0) = 0 and w(0) = −1.
Accordingly, eqs. (8) reduces to
u(t) =
Ω+01∆01
β201
(1− cos(β01t))e−
t
T2 , (9a)
v(t) = −Ω
+
01
β01
sin(β01t)e
− tT2 , (9b)
w(t) =
[
1 +
[
Ω+01
β01
]2
(1− cos(β01t))
]
e−
t
T2 . (9c)
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FIG. 3. Evolution of diagonal elements of density matrix ρ
with pulse area of the electromagnetic radiation in regime -
I. If a pi/3 pulse is applied the states |0〉 and |1〉 are prepared
with a probability of 1/3 and 2/3, respectively.
In the forthcoming analysis, we have strictly restricted
ourselves to coherent regime, such that T = T2. Conse-
quently, the time evolution of the population in the states
|0〉, and |1〉 are obtained from eqs. (9).
According to the area theorem which plays key role
in quantum operations corresponding to transition in a
qubit, the pulse area is given by 1~
∫ t
0
−→µ .−→E (t)dt. Here, t
is the pulse duration, µ is transition dipole moment and
E(t) is the time dependent amplitude of the pulse under
resonance condition, ∆ is zero and in the first regime the
pulse area is β1tp/2pi. In the coherent transient regime
the pulse area corresponds to sub-picosecond time dura-
tion. In Fig. 3 we have plotted population density as
a function of pulse area which shows the oscillations be-
tween |0〉 and |1〉. From the figure one can notice that
the probability of occupation in level |1〉 can be controlled
by selection of the proper pulse area. Our objective is to
monitor the population in the |1〉 state so that it can be
excited to the next level |2〉 in regime-II.
A second pulse can be applied at an appropriate time
such that the fidelity of the CNOT operation can be max-
imized. We choose an arbitrary time τ1 at which the first
pulse is switched off and the second pulse is switched on.
This regime is henceforth called as regime-II which lasts
up to time τ2. The second pulse is a microwave pulse of
energy equals to the difference in the energies of spin split
states and is applied within a time much shorter than the
dephasing time of the spin state. The initial conditions
for the second regime are given in Table -1.
It is worth mentioning that the total population is
should be normalized to 1 such that at the onset of
the second pulse, the population in state |1〉 is given by
(1 + w(τ1))/2. Consequently, for second regime, w
′(0) =
−(1 + w(τ1))/2. The time evolution of the Bloch vector
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FIG. 4. Dependence of diagonal elements of density matrix
ρ with pulse area (βt). If microwave radiation is switched
off after an pulse area of pi/4, the states |1〉 and |2〉, shall be
prepared with a probability of 1/3 in each states.
is given by,
u(t) =
w′(0)
2
(cos(β21t)− 1)e−
t
T ′2 , (10a)
v(t) = −w′(0) sin(β21t)e−
t
T ′2 (10b)
w(t) = w′(0)
[
1− cos(β21t)
2
− sin(β21t)
]
e
− t
T ′2 .(10c)
In obtaining above equations we have assumed that in
presence of the pulse, the transition frequency is Zee-
man shifted such that ∆ in equation (8) is replaced by
∆ → ∆ + Ω21 and have neglected the population from
other states (ξ = 0). Also, T ′2 represents the dephasing
time for |1〉 
 |2〉 transitions. In this regime, the popu-
lation in |0〉 state is not affected and will remain nearly
constant within the coherence time. The initial popula-
tion available in state |1〉 will further execute oscillations
between states |2〉 and |3〉. As an example, we have cho-
sen the pulse area in the first regime to be pi/3 and the
corresponding oscillations of populations are displayed
in Fig. 4. Our objective is to carry over the oscillations
between |2〉 and |3〉 states via a right circularly polar-
ized pulse in resonance with |2〉 
 |3〉 transition so as
to follow the spin conservation. The amplitude of oscil-
lation will depend upon the availability of population in
state |2〉 at the time of excitation by the third pulse in
regime-III. The initial condition in the third regime is
w′′(0) = − 1+w(τ1)4 (table 1). This initial condition make
sure that the population is equally distributed in states
|1〉 and |2〉.
We now appropriately apply third pulse at time t = τ2.
TABLE I. Time evolution of Bloch vectors and the initial
conditions in each regime.
(1) (2) (3) (4) (5) (6) (7) (9) (10)
regimes time u(t) v(t) w(t) u(0) v(0) w(0) Rabi Freq.
I 0 ≤ t ≤ τ1 ρ01 + ρ10 i(ρ01 − ρ10) ρ11 − ρ00 0 0 −1 Ω+01
II τ1 ≤ t ≤ τ2 ρ12 + ρ21 i(ρ12 − ρ21) ρ22 − ρ11 0 0 ρ22(τ1)− ρ11(τ1) Ω12
III τ2 ≤ t < T2 ρ23 + ρ32 i(ρ23 − ρ32) ρ33 − ρ22 0 0 ρ33(τ2)− ρ22(τ2) Ω−23
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FIG. 5. Time evolution of population in each state corre-
sponding to the CNOT operation. The figure (a) is obtained
when a square pulses of constant amplitude is shined while
the figure (b) is obtained when a pulsed laser of width 5 fs
and pulse area of +pi/2 is applied to induce CNOT operation.
The Bloch vectors for the regime-III are found to be
u(t) =
w′′(0)
2
(cos(β23t)− 1)e−
t
T2 , (11a)
v(t) = −w′′(0) sin(β23t)e−
t
T2 (11b)
w(t) = w′′(0)
[
1− cos(β23t)
2
− sin(β23t)
]
e−
t
T2 .(11c)
In obtaining these conditions, we have neglected the role
of free induction decay.
For numerical analysis, we have chosen the pulse area
in regime-II to be pi/4 such that the total pulse area start-
ing from the first region becomes pi/3+pi/4. At this point
of time, third pulse is applied. The diagonal elements of
ρ, in the Regime-III are depicted in Fig. 5 where we have
shown the regions of various pulse area denoted by a, b,
6c, d, f, g and h at the top of the figure. a denotes the
start of the first regime which lasts up-to the pulse area
pi/3. In this region, nearly 1/3rd of the the population
remains in state |0〉 while 2/3rd population is excited to
state |1〉. At this pulse area the first pulse is switched
off and the population may undergo free induction decay
to state |0〉 which is neglected here. The second pulse
which is switched on at pi/3 pulse area now excites the
remaining 2/3rd population in state |1〉 to state |2〉. At
pi/4 pulse area in the second region, half of the popula-
tion (1/2 of 2/3) is raised to state |2〉 while rest of the
population remains in state |1〉. At this juncture, third
pulse is applied which gives rise to stimulated de excita-
tion of population from state |2〉 to state |3〉. The states
|0〉 and |1〉 are freeze and are allowed to dephase spon-
taneously. However, for time smaller than the dephasing
time, the populations in states |0〉 and |1〉 nearly remains
constant as shown in the figure 5, while the states |2〉
and |3〉 are allowed to execute optical nutation. It is ex-
citing to note that the application of every pi/2 pulse,
population flips/flops between the states |2〉
 |3〉.
Now the system is said to be prepared for the demon-
stration of quantum CNOT operation. The total pulse
area applied to prepare the system is defined as φ0 =
pi
3 +
pi
4 .
CNOT Operation
To enable us to understand the CNOT operation, we
shall redefine the states from decimal coding to binary
coding, discussed earlier as |0〉
 |00〉, |1〉
 |01〉, |2〉

|10〉 and |3〉 
 |11〉. The matrix representation of the
states are
|00〉 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
, |01〉=

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
,
|10〉 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
, |11〉=

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1
 (12)
At t = τ2, the input states defined as, |ψin〉 = |00〉 +
|01〉+ |10〉+ |11〉
|ψin〉 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
. (13)
Application of pi/2 pulse flips the |10〉 → |11〉 and |11〉 →
|10〉. Hence, the output state shall be defined as
|ψout〉 =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (14)
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FIG. 6. The 3D-bar chart and tomogram of CNOT gate
demonstrated. The figures a-h are obtained for the pulse area
as shown in Figures 5A and 5B.
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FIG. 7. The measured fidelity obtained for the cases discussed
in Figs. 5A and 5B.
In other words, the unitary matrix corresponding to these
transformation is UCNOT . The general picture of CNOT
operation can be realised in the recipe described in the
above formulation. In order to obtain |ψout〉, we choose
proper pulse area in pulse sequencing. In practical situ-
ation, neither the excitation pulse is ideally monochro-
matic nor one can select a system of identical quan-
tum dots. Under such circumstance, the recipe described
above gives us a statistical picture. Figure 5, indicates
that the population corresponding to |00〉 and |01〉 states
remains constant at 1/3rd while the remaining 1/3rd pop-
ulation at levels |10〉 and |11〉 undergoes desired switch-
ing.
A clearer picture of the same can be seen in figure
6, where we have demonstrated the populations in each
state for every pi/2 pulse area, ranging from φ = φ0 to
φ = φ0 +
5pi
2 . Figures 6a - 6h are obtained for area of
the excitation pulses corresponding to the locations a-h
as shown in Fig. 5. The respective tomograms are shown
at the bottom of the same figure. The initialization of the
CNOT gates is achieved when a pulse area of φ0 =
pi
3 +
pi
4
is applied (fig. 6c). One can observe from the figure
that flipping between |10〉 and |11〉 state occurs at pulse
area pi/2. However, demonstration of an efficient CNOT
7gate is incomplete without mentioning its fidelity. In the
present formulation we create a Bell state by combining
CNOT with single qubits.
From the above figures (6d, 6f, 6h) it is clear that for in-
put states (|00〉, |01〉, |10〉, |11〉) the target states are Bell
state, which are obtained when a pulse area of pi is ap-
plied. On the other hand the target states corresponding
to figure (6c, 6e, 6g) are non Bell states.
We now address ourselves to the fidelity of the CNOT
operation. The fidelity of the prepared states in this two
qubit operation is given by
√〈Ψtarget|ρ|Ψtarget〉, where
Ψtarget is the Bell state given by
1√
2
(|00〉− i|11〉) [28, 29].
In figure 7, we have exhibited the fidelity as a function
of pulse area for a square pulse as well as for the Gaus-
sian pulse. One may notice that the maximum fidelity
obtainable after the initialization is 33% at pulse area
pi/3 + pi/4. We further identify that the the Bell states
corresponding to figures 6d, 6f and 6h yields maximum
fidelity of 74% with square pulses while with Gaussian
pulsed lasers a maximum fidelity of 80% is predicted.
CONCLUSIONS
In conclusion, we have studied the evolution of popu-
lation in heavy-hole valance band and conduction band
states in a magnetic impurity doped semiconductor quan-
tum dots. The conduction band states are entangled via
a microwave wave pulse. In this system series of pulses
of pre-decided pulse area are chosen to excite the popu-
lation from the heavy-hole state | + 32 〉 to valance band
state | − 32 〉. This sequencing of pulses allows us to pre-
pare the system for CNOT gate operation. We have also
calculated the fidelity of CNOT gate and found to have
a maximum value of ≈ 80%.
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