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Abstract
In this project a stochastic method for general purpose optimization
and machine learning is described. The method is derived from basic
information-theoretic principles and generalizes the popular Cross En-
tropy method. The effectiveness of the method as a tool for statistical
modeling and Monte Carlo simulation is demonstrated with an applica-
tion to the problems of density estimation and data modeling.
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Acronyms
PWC Piecewise Continuous
PWS Piecewise Smooth
CE Cross Entropy
GCE Generalized Cross Entropy
MCE Minimum Cross Entropy
MSE Mean Squared Error
AMSE Asymptotic Mean Squared Error
MISE Mean Integrated Squared Error
AMISE Asymptotic Mean Integrated Squared Error
QPP Quadratic Programming Problem
LPP Linear Programming Problem
GPP Geometric Programming Problem
MVUE Minimum Variance Unbiased Estimator/Estimation
pmf probability mass function
pdf probability density function
LCP Linear Complementarity Problem
IS Importance Sampling
KKT Karush-Kuhn-Tucker conditions
CMC Crude Monte Carlo
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Notation
Xn a sample of n random variables or empirical observations
X set over which the stochastic model works
x ∈ X d dimensional column vector∫ '
- or one -dimensional integral (depending on context)
dx dx1 dx2 . . . dxd
p proposal/sampling/instrumental distribution
q a-prori distribution
q∗ optimal importance sampling distribution
Ki : X → R+ kernel function anchored at the i-th datum
K univariate kernel function
K(x) [K1(x), . . . ,Kn(x)]T
κi κi = EqKi(X)
κ κ = EqK(X)
κ∗
i
κ∗
i
is an estimate of Eq∗Ki(X)
κ
∗
κ
∗ is an estimate of Eq∗K(X)
λ the set of Lagrange multipliers
ν the set of rescaled Lagrange multipliers
Σi scale/bandwidth matrix of Ki
D Csisza´r’s distance measure
L Lagrangian of the primal optimization problem
L∗(λ, λ0) L∗(λ, λ0) = infpL(p;λ, λ0)
Cn set of n times differentiable functions
N(µ,Σ) multivariate normal with mean µ and covariance Σ
C covariance matrix for the QPP
c c = κ∗ − κ
V V = diag(C)
A correlation matrix corresponding to C
a a = V−1/2c
P The set of valid probability densities on X
S the set of admissible bandwidth parameters
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Introduction
In a series of papers and books (see [34], [36], [37], [35], [31], [29], [27], [57], [38],
[30], [33], [28], [32]), the most notable of which are [38], [32] and [30], Kapur
and Kesavan described a generalization of the Maximum Entropy Method of
Jaynes [26] and the information-theoretic concepts of Shannon [58].
The main goal of this project is to describe a stochastic optimization and
machine learning method which fuses these generalized information-theoretic
concepts with traditional Monte Carlo simulation. The method is funda-
mentally a generalization of the Cross Entropy (CE) method [54]. Due to its
information-theoretic derivation and generalization property, the method will
be referred to as the Generalized Cross Entropy method (GCE). The GCE is
designed to provide a solution to the following problems in a simple unified
framework:
Monte Carlo Simulation The major problem is to sample from an arbitrary
probability function q∗ given thatwe can evaluate q∗ up to anunknownconstant.
The most efficient method for sampling from such a q∗ will also be the most
efficient and generally applicable method for stochastic simulation.
Statistical Learning The main problem is to find/estimate the sparsest prob-
ability model q∗ for a given empirical data with as little loss of information
as possible. This problem is usually harder than the Monte Carlo Simulation
problem because the ’true’ distribution of the empirical data is unknown.
Example 1 (Integration in multiple dimensions) The problem is to estimate
integrals of the form: ∫
X
H(x) dx,
for an arbitrary function H. Alternatively the discrete analogue is to estimate∑
x∈X
H(x), (1)
where the setX can be so large that straightforward summation is impractical.
E.g., estimation of (1) for H(x) = I{x ∈ X ∗}, where X ∗ ⊂ X , is a class of
important and difficult discrete counting problems. These problems can be
efficiently solved by (approximately) sampling from q∗(x) = c |H(x)|, where c is
an unknown normalizing constant.
Example 2 (Rare-event Simulation) Rare event simulation is a special case of
integration in multiple dimensions:
ℓ =
∫
X
ϕ(S(x);γ) f (x) dx =
∫
X
H(x) f (x) dx = E fH(X),
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where ℓ is small and f is a light- or heavy-tailed probability density, ϕ a
real-valued function depending on a real-valued function S and a parameter.
Again this problem is solved efficiently by sampling from theminimum variance
importance sampling density [54]:
q∗(x) = c |H(x)| f (x) .
Example 3 (Optimization) Global optimizationofnon-smoothordiscretemul-
tidimensional multimodal functions. For example, the GCEmay help simulate
variates from the density
q∗(x) =
I{S(x)>γ}∑
X I{S(x)>γ}
.
This equates to knowledge of the set over which a given function S : X → R
takes values above γ.
Example 4 (Random Variate Generation) Efficient generationof randomvari-
ables from complicated continuous or discrete probability functions via the
Accept–Reject method. For example simulate random variables from the
Boltzmann-Shannon density:
q∗(x) =
e−λS(x)∫
X
e−λS(x) dx
,
where λ ∈ R is the annealing constant and S : X → R.
Example 5 (Statistical modeling) Theproblemof statistical data analysis,which
can be stated as follows: Given a finite number of empirical observations
Xn = (X1, . . . ,Xn):
1. either find a few elements in the set Xn which are representative of the
whole set, i.e., classify and/or compress the data,
2. or find the optimal (in some sense) probability model for the data, i.e.,
estimate the probability function for which the data is assumed to be
a random outcome. Once the probability function is estimated non-
parametric inference (hypothesis testing, confidence bands etc.) using
the theory of smoothed bootstrap [19] can be conducted.
Both Statistical Learning and Monte Carlo Simulation can be ill-posed prob-
lems in the sense that extra assumptions need to be introduced for unique
stable and well-behaved solutions to exist. Some possible approaches to ill-
posed problems are:
1. Regularization theory as described by Vapnik [66].
2. The array of information-theoretic methods described in [33].
In this project we will only consider the information-theoretic approach. To
this end we first review some relevant background material.
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1 Preliminaries
1.1 Stratified Sampling
Stratified sampling is amethodof reducing thevarianceof statistical estimators.
In the derivation of the method, the following result is used.
Lemma 1 (Conditional Variance) For any random variables X and Y ∈ X :
Var(H(X)) = E[Var(H(X) |Y)] + Var(E[H(X) |Y]),
where H : X → R. Hence Var(H(X)) > Var(E[H(X) |Y]) and Var(H(X)) >
E[Var(H(X) |Y)] .
Suppose we want to estimate
ℓ =
∫
X
H(x) p(x) dx = Ep[H(X)]
and that p can be written in the form p(x) =
∑n
k=0 p(x, k) =
∑n
k=0 p(x | k) p(k). Then
by the tower property
ℓ = E [E[H(X) |K]] =
n∑
k=0
p(k) E[H(X) |K = k].
This suggests that, using a fixed budget of N samples, we can estimate ℓ
1. either using the Crude Monte Carlo (CMC) estimator:
ℓˆ =
1
N
N∑
i=1
H(Xi), X1, . . . ,XN
i.i.d∼ p,
2. or the stratified estimator:
ℓˆs =
n∑
k=0
p(k)
1
Nk
Nk∑
j=1
H(Xkj),
where {Xkj}Nkj=1
i.i.d∼ p(x | k) for each k and∑nk=0Nk = N.
Depending on the choice of {Nk}nk=1, the stratified estimator can perform better
than the CMC estimator. To see this note that:
Var(ℓˆs) =
n∑
k=0
p2(k)
Nk
Var(H(X) |K = k) =
n∑
k=0
p2(k)
Nk
σ2k .
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We now wish to choose the set {Nk}nk=0 such that the variance of ℓˆs is as small
as possible subject to the budget constraint that
∑n
k=0Nk = N. The Lagrange
multiplier technique gives the (approximate) optimal solution
N∗k = N ×
p(k) σk∑n
k=0 p(k) σk
with corresponding minimal variance
min
N1,...,Nk
Var(ℓˆs) =
1
N

n∑
k=0
p(k) σk

2
=
1
N
[
E[σK]
]2
.
In the special case where σk = σ,∀k, the optimalN∗k = N×p(k) with correspond-
ing variance σ
2
N
. With slight abuse of the Var(· | ·) notation:
N × Var(ℓˆ) = Var(H(X)) (2)
> E[Var(H(X) |K)] by lemma 1 (3)
=
n∑
k=0
p(k) σ2k = E
[
σ2K
]
= N × Var
(
ℓˆs |Nk ∝ N × p(k)
)
(4)
>
[
E[σK]
]2
= N × Var
(
ℓˆs |Nk ∝ N × p(k) × σk
)
. (5)
Hence we have the relation:
Var
(
ℓˆ
)
> Var
(
ℓˆs |Nk ∝ N × p(k)
)
> Var
(
ℓˆs |Nk ∝ N × p(k) × σk
)
.
Thus stratificationwill always improve on the CMC estimation of ℓ. In practice
neither {ωk = N × p(k)}nk=1 nor
{
ωk = N × p(k)×σk∑n
k=0 p(k) σk
}n
k=1
are integers. Instead of
rounding {ωk}nk=1 we can allocate random {Nk}nk=1 such thatE[Nk] = ωk using the
following algorithm:
Algorithm 1.1 (Stratified Sampling)
1. Generate ⌊ωk⌋ random variables from each p(x | k) to obtain a total of
∑n
i=1⌊ωk⌋
random variables.
2. We can generate N −∑ni=1⌊ωk⌋ more random variables before exhausting the
budget. The residual number of random variables r = N−∑ni=1⌊ωk⌋ is obtained
in the following way. Sample r indexes {Ki}ri=1 with replacement from the set{1, . . . ,n} with probabilities proportional to {ωk − ⌊ωk⌋}nk=1. Using the random
set of indexes {Ki}ri=1 generate rmore random variables from the set {p(x | k)}nk=1.
This is the algorithm which we intend to use in order to reduce sampling
variability. Stratification is the incarnation of the common sense idea that if we
have to integrate a complicated integrand then we should try to do as much of
the integration deterministically and use Monte Carlo only for the parts of the
integrand which do not yield to deterministic quadrature methods.
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1.2 Properties of Multivariate Gaussian Density
Here we derive some simple, yet little used and known, properties of the
multivariate Gaussian density. We use these results in subsequent sections.
Let φ(x) = (2π)−d/2 exp
− 1
2
x′x
 , where x ∈ Rd is a column vector, denote the
multivariate N(0, I) density. Then |Σ|−1/2φ
Σ−1/2 (x − µ) ≡ N(µ,Σ) and∫
|Σ1|−1/2φ
Σ−1/2
1
(
x − µ1
) × |Σ2|−1/2φΣ−1/22 (x − µ2) dx
= (2π)−d|Σ1Σ2|−1/2×∫
exp
x′ (Σ−11 + Σ−12 ) x − 2x′ (Σ−11 µ1 + Σ−12 µ2) + µ′1Σ−11 µ1 + µ′2Σ−12 µ2−1/2 dx
= (2π)−d|Σ1Σ2|−1/2×∫
exp
x′Σ−1x − 2x′Σ−1µ + µ′Σ−1µ − µ′Σ−1µ + µ′1Σ−11 µ1 + µ′2Σ−12 µ2−1/2 dx
= (2π)−d|Σ1Σ2|−1/2 × (2π)d/2|Σ|1/2 exp
µ′1Σ−11 µ1 + µ′2Σ−12 µ2 − µ′Σ−1µ−1/2 ,
where Σ−1 = Σ−1
1
+ Σ−12 and µ = Σ
(
Σ−1
1
µ1 + Σ
−1
2 µ2
)
. Thus in general the integral
of the product of nmultivariate Gaussian densities gives:∫ n∏
i=1
N(µi;Σi) dx =
(2π)
d(1−n)
2 |Σ| 12∏n
i=1 |Σi|
1
2
exp
12µ′Σ−1µ − 12
n∑
i=1
µ′iΣ
−1
i µi
 , (6)
where Σ−1 =
n∑
i=1
Σ−1i and µ = Σ
n∑
i=1
Σ−1i µi. After some tedious algebra it can be
shown that for n = 2:∫ 2∏
i=1
N(µi;Σi) dx = N
(
µ1 − µ2;Σ1 + Σ2
)
. (7)
The product of n Gaussian densities is proportional to another Gaussian:
n∏
i=1
N(µi;Σi) = c × N(µ;Σ), (8)
where c = (2π)
d(1−n)
2 |Σ| 12∏n
i=1 |Σi|
1
2
exp
(
1
2
µ′Σ−1µ − 1
2
∑n
i=1 µ
′
i
Σ−1
i
µi
)
.
1.3 The Euler-Lagrange Equation
Here we review some basic results from the theory of Calculus of Variations as
described in [50] and [67]. We start by stating the basic Calculus of Variations
problem in the one dimensional case.
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Definition 1 (Basic Problem) Find a function y(t) from a specified set of com-
parison functions on the interval [t0, t1] which minimizes the integral
J[y] =
∫ t1
t0
L
(
y(t), y˙(t), t
)
dt.
In other words the problem is:
min
y∈Y
J[y],
where Y is the set of admissible comparison functions. In many practical situa-
tions y(t) has to satisfy the boundary conditions y(t0) = y0, y(t1) = y1 for some
fixed y0 and y1.
For different sets Y , the basic problem usually has different solutions. For our
purposes we focus attention on the set of piecewise smooth functions:
Definition 2 (Piecewise Smooth Function) A function y(t) is said to be piece-
wise smooth on the interval [a, b] if :
1. It is continuous on [a, b].
2. The derivative y˙ fails to exist at atmost a finite number of points in [a, b]. I.e., y˙
is piecewise continuous (PWC)—continuous over afinite number of subintervals.
A necessary condition for a solution of the basic problem in the class of PWS
functions is the Euler -Lagrange equation:
Theorem 1 (Euler-Lagrange) In order that y∗(t)minimizes the functional J[y] =∫ t1
t0
L(y(t), y˙(t), t) dt in the class of piecewise continuous functions, it is necessary
that the Euler-Lagrange equation:
∂L
∂y
− d
dt
(
∂L
∂y˙
)
= 0
holds at each point of y∗(t) for which y˙(t) is continuous. Then y∗(t) is called an
extremal of J[y] in the set of admissible comparison functions Y .
For a proof of this see [48]. We now have the following important theorem
concerning sufficient conditions (see [67] page 108):
Theorem 2 (Sufficient Conditions) For differentiable functions L(y, y˙, t) con-
vex in both y and y˙, any admissible extremal y∗(t) ∈ Y renders J[y∗] a global
minimum.
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1.3.1 Inequality Constraint
Suppose we now modify the basic problem to include a pointwise inequality
constraint:
Definition 3 (Pointwise Inequality Constraint) The basic problem with the
addition of a pointwise inequality constraint is:
min
y∈Y
J[y]
y(t0) = y0
y(t1) = y1
y(t) > ϕ(t), ∀t ∈ [t0, t1],
where y0 or y1 could be fixed in advance or allowed to take arbitrary values.
This additional constraint usually complicates the basic problem enormously.
Some relevant results are :
Theorem 3 (Inequality Constraint I) Let y˘(t) ∈ Y minimize J[y] subject to the
inequality constraint y(t) > ϕ(t), ∀t ∈ [t0, t1], then y˘(t) consists of segments of
y∗(t) and segments of ϕ(t). At the switch points which join the two different
types of segments , y˘(t) is continuous.
Here again y∗(t) denotes an admissible extremal of J[y]. An elaboration of this
result is the following theorem:
Theorem 4 (Inequality Constraint II) If y∗(t) violates the inequality constraint
y(t) > ϕ(t) in a set
(
c¯, d¯
)
⊂ [a, b] , then the true solution y˘(t) must be equal to
ϕ(t) in (c, d) ⊆
(
c¯, d¯
)
.
We still need to determine the location of the switch points c and d at which the
pointwise inequality constraint is enforced and we switch from the extremal
y∗(t) to ϕ(t).
Theorem 5 (Optimal Switch Point) An optimal switch point c˘ between ϕ(t)
and y∗(t) is determined by:
1. the transversality condition
L
y∗(c˘), y˙∗(c˘), c˘ − Lϕ(c˘), ϕ(c˘), c˘ − [y˙∗(c˘) − ϕ˙(c˘)] ∂L
∂y˙
y∗(c˘), y˙∗(c˘), c˘ = 0
2. and the continuity requirement
y∗(c˘) = ϕ(c˘).
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We thus know that the solution of the basic problem with the addition of a
pointwise inequality constraint has the form:
y˘(t) =
{
y∗(t), t ∈ S ⊂ [a, b]
ϕ(t), t ∈ {S ∩ [a, b]}c ,
where the boundary of the setS is determined by the optimal switching points
and y∗(t) > ϕ(t), ∀t ∈ S.
1.3.2 Extensions to Multiple Dimensions
Suppose that y : Rd → R and that we wish to find a necessary condition for a
solution to the problem
min
y∈Y
J[y] ,
where J[y] =
∫
X
L
y(x),∇xy(x), x dx with x = ∑di=1 xiei and ∇x =
d∑
i=1
∂
∂xi
ei . A
necessary condition is given by the analogue of the Euler-Lagrange equation
in multiple dimensions (see [67] page 455):
Theorem 6 (Euler-Lagrange in Rd) Anecessary condition for aY ≡ C1 admis-
sible extremal of J[y] is :
∂L
∂y
− ∇x · ∇y˙ L = 0,
where y˙ = ∇xy(x).
1.4 The Rayleigh-Ritz Method
The solution of the basic problem in terms of simple known functions is rarely
possible. A numerical approximation to the true solution of the basic problem
can be obtained in one of the following ways:
1. Numerical solution of the Euler-Lagrange differential equation (usually
a Boundary Value Partial Differential Equation).
2. A direct approach in which the integral is discretized using a fine mesh.
This approach is only rarely used due to its computational cost.
3. Using Dynamic Programming to solve an associated shortest route prob-
lem (see [67]). The shortest route problem is a discrete optimization
problem.
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4. The Rayleigh-Ritz method as described in [67]. The approach is similar
to the finite element method for solving Partial Differential Equations.
The GCE method resembles the Rayleigh-Ritz method and in its essence
is most probably the Rayleigh-Ritz method in disguise. For this reason
we briefly describe the Rayleigh-Ritz method.
The idea behind the Rayleigh-Ritz method is to search for a minimizer of J[y]
within a convenient space spannedby simple admissible comparison functions.
It can be shown that using a judiciously chosen set of simple coordinate functions
{Kk}nk=1 (see [67] page 202),
yn(t) =
n∑
k=1
ωk Kk(t)
converges to the true solution y∗(t) as n → ∞. We simply have to determine
the coefficients {ωk}nk=1. This is easily done by substituting the approximate
solution into J:
J[yn] =
∫ t1
t0
L(yn(t), y˙n(t), t) dt = J
[
{ωk}nk=1
]
.
The coordinate functions are usually simple and the integral can be computed
analytically giving a function of the unknown coefficients. Then the infinite
dimensional Calculus of Variations problem reduces to the finite parameter
optimization problem:
min
{ωk}nk=1
J
[
{ωk}nk=1
]
(9)
subject to:
n∑
k=1
ωk Kk(t0) = y0 (10)
n∑
k=1
ωk Kk(t1) = y1. (11)
Using standard optimization algorithms the problem can be solved to give the
approximate solution yn(t) =
∑n
k=1ω
∗
k
Kk(t).
1.5 Convex Optimization and Duality
Optimization, whether it be subject to constraints or not, is of utmost impor-
tance in applied mathematics. The structure of most optimization problems
can be summarized as:
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Definition 4 (Basic Optimization Problem)
min
x∈Rd
f (x) (12)
subject to: ci(x) = 0, i ∈ E (13)
ci(x) > 0, i ∈ I. (14)
Within this formulation fall many of the traditional optimization problems, the
simplest possible of which are:
1. Linear Programming (LP), in this case f and ci are linear functions. The
standard form of all Linear Programming problems is:
min
x
cTx
subject to: Ax = b
x > 0,
where A is an n × d matrix (usually n < d) and c ∈ Rd is a column vector
of coefficients.
2. Quadratic Programming Problem (QPP), in this case f is a quadratic
function and ci are linear:
min
x
1
2
xTCx + cTx
subject to: aTi x = bi, i ∈ E
aTi x > bi, i ∈ I,
Quadratic programming differs from LP in that it is possible to have
meaningful problems in which there are no inequality constraints.
3. Geometric Programming Problem (GPP):
min
x
f (x) (15)
subject to: gi(x) = 1, ∀i (16)
h j(x) 6 1, ∀ j (17)
x > 0, (18)
where f and {h j} are functions of the form
K∑
k=1
ωk x
a1k
1
· · · xadk
d
, ωk > 0, {ai j} ∈ R
and {gi} are functions of the form
w xb1
1
· · · xbd
d
, w > 0, {bi} ∈ R.
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In this project we will be mostly concerned with the QPP. The Lagrangian
approach to the solution of the basic optimization problem (12) is to define the
Lagrangian function L(x;λ) = f (x) −∑i λici(x). Then a necessary condition for
a local solution is:
Theorem 7 (Karush-Kuhn-Tucker conditions) Under mild regularity condi-
tions, there exist Lagrange multipliers λ∗ such that a local minimizer x∗ of (12)
satisfies:
∇xL(x∗,λ∗) = 0
ci(x
∗) = 0, i ∈ E
ci(x
∗) > 0, i ∈ I
λi > 0, i ∈ I
λi ci(x
∗) = 0, ∀i.
These equations are usually referred to as the Karush-Kuhn-Tucker conditions
(KKT). The point (x∗,λ∗) is called a KKT point. The KKT conditions are a
necessary condition for a solution to (12). The regularity conditions are rather
technical. For a rigorous discussion see Fletcher [20], page 205.
Sufficient conditions for a strict local minimizer are provided by the following
theorem:
Theorem 8 (Second order Sufficient Condition) Assume that f and ci are C
2
functions. LetH ∗ = ∇2xL(x∗,λ∗) be the Hessian matrix of the Lagrangian eval-
uated at the KKT point (x∗,λ∗). Define the index set of binding constraints
A = {i : ci(x∗) = 0} and strictly active constraints A+ = {i : i ∈ E or λ∗i > 0}. Let
G =
{
x : x , 0, ∇xci(x∗)Tx = 0, i ∈ A
∇xci(x∗)Tx > 0, i ∈ A /A+
}
.
Then if:
xTH ∗x > 0, ∀x ∈ G ,
x∗ is a strict local minimizer of (12).
All the theory above is concerned with finding local solutions to (12). The
problem of finding a global minimum is in general very complicated. The
concept of convexity, however, gives strong and simple results about the global
nature of the solutions of (12).
Definition 5 (Convex Function) Let xθ = (1 − θ)x0 + θx1, where θ ∈ [0, 1] and
x1, x0 ∈ X . A function f is said to be convex on the set X if:
xθ ∈ X (19)
and f (xθ) 6 (1 − θ) f (x0) + θ f (x1). (20)
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For f ∈ C1 the definition implies that f is convex if:
f (x1) > f (x0) + (x1 − x2)T∇x f (x0), ∀x1, x0 ∈ X .
For f ∈ C2 the definition implies that f is convex on an open set X if:
xT
[
∇2x f (x)
]
x > 0 ∀x ∈ X /{0}.
Thus C2 convex functions are typified by having non-negative curvature. If the
inequalities above are strict then f is said to be strictly convex1. If a function f is
(strictly) convex then − f is said to be (strictly) concave. For convex functions
we have the following results.
Definition 6 (Convex Programming Problem) The problem of minimizing a
convex function f subject to concave constraints ci on a given set X is said to
be a convex programming problem.
Theorem 9 (Convex Optimization) Every local solution x∗ to a convex pro-
graming problem is a global solution and the set of global solutions is convex.
If, in addition, the objective function is strictly convex, then any global solution
is unique.
Theorem 10 (KKT sufficient conditions) For a (strict) convex programming
problem with C1 objective and constraint functions, the KKT conditions are
necessary and sufficient for a (unique) global solution.
Duality
The aim of duality is to provide an alternative formulation of an optimization
problem which is more computationally convenient or has some theoretical
significance (see [20] page 219). The original problem is referred to as the
primal problem whereas the reformulated problem is referred to as the dual
problem. Duality theory is most relevant to convex optimization problems. It
is well known that if the primal optimization problem is (strictly) convex then
the dual problem is (strictly) concave and has a (unique) solution from which
the optimal (unique) primal solution can be deduced. In this project we make
extensive use the following duality result (see [20] page 219):
Theorem 11 (Wolfe Dual Transformation) Let x∗ be the solution of the convex
programming Primal Problem:
min
x∈Rd
f (x) (21)
subject to: ci(x) = 0, i ∈ E (22)
ci(x) > 0, i ∈ I (23)
f , ci ∈ C1, (24)
1Note that the converse is also true with the exception that for a strictly convex f ∈ C2
∇2x f (x) could be zero. For instance, x4 is strictly convex yet its second derivative is zero at x = 0.
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then under mild regularity assumptions there exist Lagrange multipliers λ∗
such that x∗ and λ∗ solve theDual Problem :
max
x,λ
L(x,λ) (25)
subject to: ∇xL(x,λ) = 0, (26)
λi > 0, i ∈ I. (27)
Furthermore theminimumof the primal and themaximumof the dual function
values are equal:
f (x∗) = L(x∗,λ∗).
Another useful result concerning duality is the following theorem:
Theorem 12 (Duality Gap) Let
min
x∈X
f (x) (28)
X ≡ {x : ci(x) ≧ 0, i = 1, . . . ,n} (29)
be a (not necessarily convex) problem with dual:
max
{x,λ}∈Λ
L(x,λ) (30)
Λ ≡ {(x,λ) : ∇xL = 0, λ > 0} (31)
Then
υ = inf
x∈X
f (x) > ω = sup
{x,λ}∈Λ
L(x,λ).
The difference υ − ω is called the duality gap.
The Duality Gap theorem is extremely useful for providing lower bounds to
the solutions of primal problems which may by impossible to solve directly.
For convex programming problems the duality gap is zero. This property is
usually referred to as strong duality. Sometimes, however, the primal problem
may be unbounded ( f → −∞) in which case by the Duality Gap theorem
υ = ω = −∞. Hence an unbounded primal implies an inconsistent dual. In this
project we will be dealing primarily with linearly constrained programming
problems so it important to note that for linearly constrained problems, if the
primal is infeasible (does not have a solution satisfying the constraints), then
the dual is either infeasible or unbounded. Conversely if the dual is infeasible
then the primal has no solution.
Example 6 (LPP ) Consider the LPP in standard form:
min
x
c0 + c
Tx (32)
subject to: Ax > b. (33)
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Since the objective function is convex and the constraints are concave, applica-
tion of the Wolfe dual gives:
max
λ
c0 + b
Tλ (34)
subject to: Aλ = c, (35)
λ > 0. (36)
It is interesting to note that for the LPP the dual of the dual problem always
gives back the primal problem.
Of more interest in the project is the application of the duality transformation
to the QPP.
Example 7 (QPP) Consider the QPP:
min
x
1
2
xTCx − 1
2
(37)
subject to: Cx > κ∗, (38)
where the matrix Cn×d is positive definite. Again, since the objective function is
convex and the constraints are concave, the problem is a convex programming
problem. We can thus write the dual problem:
max
x
−1
2
xTCx + xTκ∗ − 1
2
(39)
subject to: x > 0. (40)
Notice that the dual problem involves only simple inequality box constraints.
This could possibly make it easier to solve than the primal problem2. We
thus have a choice as to which one of the problem formulations we choose
to solve numerically. Sometimes this choice is important because the two
problems differ in their numerical properties. This is especially important if C
is numerically ill-conditioned. For example, a conjugate gradient trust region
algorithm (see [15]) applied to the box constrained formulationmay takemany
iterations to converge. For ill conditioned matrices an alternative possibility
is to maintain primal-dual feasibility by optimizing not just the primal or the
dual formulation but both of them simultaneously. The idea is to minimize the
duality gap between the primal and the dual objective function:
min
λ
λTCλ − λTκ∗ = λT(Cλ − κ∗) = Duality Gap (41)
subject to: Cλ > κ∗, λ > 0 (42)
2The optimization literature seems to be saturated with various large scale algorithms for
the solution of the box constrained QPP problem.
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Since the problem is strictly convex we know that at the optimal solution the
duality gap must be zero. This implies the complementarity condition, i.e.,
either
∑
k Cikλk = k
∗
i
or λi = 0 at the optimal solution. Minimization of the
duality gap involves more computation since there are more constraints but it
has been observed to be stable for large ill-conditioned matrices.
Example 8 (QPP with Cholesky factorization ) Nowsuppose thatwearegiven
the Cholesky factorization C = LTL. Then setting µ = Lλ, the primal becomes:
min
µ
1
2
µTµ (43)
subject to: LTµ > κ∗. (44)
This is a so called least distanceproblemwhich, providedwe know theCholesky
factorization of C, is easier to solve than the original QPP.
A final example of duality is provided by the widely used Maximum Entropy
method [26].
Example 9 (GPP) Suppose we are given the primal GPP:
min
p
M∑
m=1
pm ln
pm
qm
(45)
subject to: p > 0,
M∑
m=1
pmKi,m > κ
∗
i , i = 1, . . . ,n (46)
where n≪ M and qm > 0. Here the objective function is a linear combination
of functions of the form x ln(x/c). These functions are convex for x ∈ R+ and
c > 0. A linear combination of convex functions is another convex function.
Hencewehave a convexprogrammingproblem. TheLagrangian isL(p,λ,µ) =∑M
m=1 pm ln
pm
qm
−∑ni=1 λi (∑Mm=1 pmKi,m − κ∗i ) −∑Mm=1 µmpm and the dual is :
max
p,λ,µ
L(p,λ,µ) (47)
subject to: ln
pm
qm
= −1 + µm +
n∑
i=1
λiKi,m (48)
λ > 0, µ > 0 (49)
Therefore pm = qm exp
(−1 + µm +∑ni=1 λiKi,m), which is always non-negative.
Thus the constraint p > 0 is inactive and µ = 0. Eliminating p from the
Lagrangian gives the dual:
max
λ
λTκ∗ −
M∑
m=1
qm exp

n∑
i=1
λiKi,m − 1
 (50)
subject to: λ > 0 (51)
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Note that the dual problem involves only n variables and is thus easier to
solve than the primal. In fact M can be so much larger than n that the only
possible way of obtaining a solution to the primal is via the dual problem. We
will exploit this property when applying the GCEmethod to discrete spaces of
large cardinality.
The duality theory discussed above for a finite dimensional convex pro-
gramming problem of the form (12) extends to infinite dimensional functional
optimization problems in which the integrand is convex and the constraints
are linear. For more details on this quite technical issue see [67] page 219, De-
carreau [1], Borwein [7] and the references therein. A simple application of the
duality theory for functional optimization problems is given in the description
of the GCE method for continuous optimization.
1.6 Statistical Learning Theory
As was stated earlier, the generic problem of Statistical Learning Theory is to
find/estimate an optimal (in some sense) probability function fromafinite num-
ber of empirical observations. We now briefly review some results concerning
this problem.
Estimating the Distribution Function
Suppose we are given data Xn = {X1, . . . ,Xn}, xi ∈ Rd and wish to estimate
its distribution function F : Rd → [0, 1]. Then an estimate of the unknown
distribution function can be
Fˆn(x) = Fˆ(x | Xn) = # {Xi 6 x}
n
=
1
n
n∑
i=1
I {Xi 6 x} .
The inequality {Xi 6 x} is applied component-wise. The Fˆn denotes the fact
that the estimate depends on the number of observations. Scott [56] gives the
following result concerning the estimator of F:
Theorem 13 (MVUE of F) The estimator Fˆn(x) is the minimum variance unbi-
ased estimator (MVUE) of F(x).
The result follows from the fact that Fˆn is both unbiased and a function of the
order statistics which form a complete sufficient statistic (see Pawitan [49]).
Notice however that Fˆn is always piecewise continuous even when F is known
to be smooth and continuously differentiable.
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Estimating The Density Function
Many density estimators based on the empirical distribution can be written
as a linear combination of localized functions. This includes estimators based
on orthogonal series expansions, splines and estimators which are solutions to
functional regularization problems. This observation is known as the General
Kernel Theorem [56], page 156. To introduce the theorem we need:
Definition 7 (Gateaux Derivative) The Gateaux derivative of a functional J at
the function φ in the direction of the function η is defined to be :
G{φ}(η) = lim
||ε||→0+
J[φ + εη] − J[φ]
||ε|| .
Theorem 14 (General Kernel Theorem) Any density estimator that is a con-
tinuous andGateaux differentiable functional of the empirical distributionmay
be written as
fn(x) = f (x | Xn) = 1
n
n∑
i=1
K(x,Xi, Fˆn), (52)
where K is the Gateaux derivative of fn under variation of Xi. Thus K , which
is called a kernel function, measures the influence of Xi on fn.
Proof: Consider the one-dimensional case. We can then write the distribu-
tion function and the density estimator as an operator:
Fˆn(·) = 1
n
n∑
i=1
I[Xi,∞)(·)
and f (x | Xn) = Tx
{
Fˆn
}
.
Then define:
K(x;Xi, Fˆn) = lim
ε→0
Tx
{
(1 − ε)Fˆn + ε I[Xi,∞)
}
− Tx
{
(1 − ε)Fˆn
}
ε
= Tx
{
Fˆn
}
+ lim
ε→0
Tx
{
Fˆn + ε
(
I[Xi,∞) − Fˆn
)}
− Tx
{
Fˆn
}
ε
= Tx
{
Fˆn
}
+ G
{
Fˆn
} (
I[Xi,∞) − Fˆn
)
.
By linearity of the Gateaux derivative we have:
1
n
∑
i=1
K(x;Xi, Fˆn) = Tx
{
Fˆn
}
+
1
n
n∑
i=1
G
{
Fˆn
} (
I[Xi,∞) − Fˆn
)
= Tx
{
Fˆn
}
+ G
{
Fˆn
} 1n
n∑
i=1
I[Xi,∞) − Fˆn

= Tx
{
Fˆn
}
+ G
{
Fˆn
}
(0) = Tx
{
Fˆn
}
= f (x | Xn).
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This concludes the proof.
Let q∗ be the density function associated with F. From the definition of the
density function as the derivative of the distribution function, we obtain the
unbiased estimator of q∗:
fn(x) = f (x | Xn) = ∇xFˆn(x) = 1
n
n∑
i=1
δ (x − Xi) ,
where δ(x) is the multidimensional Dirac Delta function. Although this esti-
mator fits the General Kernel Theorem and is unbiased, it has infinite variance3
and is useless when the underlying true q∗ is known to be a PWC function. Un-
fortunately, while a MVUE of the distribution function F exists, for the density
we have the following result proved by Rosenblatt [52]:
Theorem 15 (MVUE of Density) Suppose Xn = {X1, . . . ,Xn} is a random sam-
ple from the continuous density q∗(x). Then for any estimator f (x | Xn)
Eq∗[ f (x | Xn)] = q∗(x), ∀n, x
is impossible. In other words there does not exist a finite variance unbiased
estimator of the density function q∗(x).
Proof: Consider the one-dimensional case. Assume that Eq∗[ f (x | Xn)] =
q∗(x), ∀n, x, is possible, then by Fubini’s theorem
Eq∗
[∫ b
a
f (x | Xn) dx
]
=
∫ b
a
Eq∗
[
f (x | Xn)]
=
∫ b
a
q∗(x) dx
= F(b) − F(a)
= Eq∗
[
Fˆn(b) − Fˆn(a)
]
Both f (x | Xn) and Fˆn(b) − Fˆn(a) are functions of the complete sufficient statistic
and since Fˆn(b) − Fˆn(a) is the only symmetric unbiased estimator of F(b) − F(a)
we must have
Fˆn(b) − Fˆn(a) =
∫ b
a
f (x | Xn) dx, ∀Xn.
This is impossible since the right-hand side is absolutely continuous whereas
the left-hand side is not.
One way out of this predicament is to require an estimator with finite variance
and asymptotic unbiasedness. This requirement gives rise to the non-parametric
estimators discussed next.
3Consider Eq[δ2(X − Xi)] =
∫
q(x) δ(x − Xi) δ(x − Xi) dx = q(Xi) δ(Xi − Xi), which is an infinite
spike for q(Xi) > 0.
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Non-parametric density estimators
Aparametric estimator of q∗ is definedby anyparametricmodel f (x,θ | Xn)with
parameterθ ∈ Θ, where thedimensionofΘ is fixedand constant for any sample
size. An intuitive definition of non-parametric estimators is an estimator with
infinite number of parameters or a number of parameterswhich diverges as the
sample size diverges. Alternatively, for nonparametric estimators, if ||x−Xi|| > ε
for any ε > 0, the influence of the data point Xi on the point density estimate at
x vanishes asymptotically. In other words the influence of the sample points
outside an ε−neighborhood of xmust vanish as n → ∞. Thus non-parametric
estimators are asymptotically local, while parametric estimators are not. Note,
however, that 1
n
∑n
i=1 δ(x−Xi) is asymptotically local yet useless as an estimator
of a PWC density. This problem is avoided by insisting that non-parametric
estimators be consistent.
Definition 8 (Consistency of Density Estimators) A density estimator fn of q
∗
is said to be consistent if:
lim
n→∞
MSE
{
fn
}
(x) = 0, ∀x ∈ Rd,
where MSE
{
fn
}
(x) = Eq∗
[
f (x | Xn) − q∗(x)]2 = Varq∗ [ fn(x)] + Bias2q∗ [ fn(x)] is the
Mean Squared Error of fn at the point x.
Definition 9 (Non-parametric Density Estimator) A density estimator fn is
said to be non-parametric when fn is consistent in the Mean Squared Error
sense.
The condition of consistency of fn can be translated into specific requirements
on the kernel functions K(x,Xi, Fˆn) given below (see [56], page 157).
Theorem 16 (General Kernel Density Estimator) Let fn(x) be a continuousand
Gateaux differentiable density estimator based on the empirical distribution
function, i.e., it can be written as fn(x) =
1
n
∑n
i=1 K(x,Xi,Fn). Then fn(x) is a
non-parametric density estimator provided:
1.
lim
n→∞
∫
K(x,Xi, Fˆn) dx = 1,
2.
lim
n→∞
∫
x K(x,Xi, Fˆn) dx = Xi,
i.e., limn→∞ K(x,Xi, Fˆn) = δ(x − Xi);
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3.
lim
n→∞
ΣXi,n = 0,
lim
n→∞
n ΣXi,n =∞,
where ΣXi,n =
∫
(x − Xi)(x − Xi)TK(x,Xi, Fˆn) dx , 0, ∀n.
We will come back to the problems of non-parametric statistics in the last
section.
2 The Cross Entropy Postulate
We now describe a generic version of the GCE method. The GCE method
is related to the CE method [54] and the Generalized Entropy Optimization
Principles presented in [33]. Similar to the CE method the GCE associates a
proposal probability density with the problems of Monte Carlo simulation and
Machine Learning. This density is then iteratively updated in view of the ob-
served empirical behavior of the resulting probabilistic system. The updating
aims to “steer” the instrumental density toward an optimal (in some sense)
density — the target density. Knowledge of the target density usually equates
to knowledge of the solution of the original problem. For this purpose we need
a mechanism for updating a given probability density in view of incoming in-
formation about the observed probabilistic system. One such consistent and
axiomatically rigorous mechanism is provided by the Cross Entropy Postulate
(see [33] and [30]).
Definition 10 (The Cross Entropy Postulate) Given any three of the probabilistic
entities:
1. an a-priori probability density q,
2. a generalized Cross Entropy distance D (also known as relative/directed diver-
gence) between two probability densities,
3. a set C of constraints connecting the probabilistic entities with the observed
behavior of the system,
4. an a-posteriori density p,
then under suitable conditions the fourth entity can be found uniquely.
The postulate is important for the correct interpretation of the GCE method. It
provides a consistent and self-sufficient framework for inference and a mech-
anism for updating a given probability model in view of newly available in-
formation. We need to specify three of the probabilistic entities to use the
postulate.
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2.1 The Prior Probability Density
The GCE method assumes that the proposal probability density is updated
iteratively. The a-priori density q at the current iteration is the a-posteriori
density from the previous iteration. The a-priori density which is used to
initialize the iteration is the uniformdensity over the region of interest. In some
cases the prior density is the improper uniform density and the normalizing
constant over the region of interest is not strictly computable. Similar to the
Bayesian methodology the GCE takes q(x) ∝ 1, ∀x ∈ X without any reference
to the value of the normalizing constant. The GCE always takes the uniform
density, improper or otherwise, as the most unbiased and uninformative prior
density4. This is in accordance with Laplace’s Principle of Insufficient Reason
[38], which argues that the uniform density is the most unbiased and objective
density in the absence of any information about the analyzed probabilistic
system. In cases where we use the improper prior q ∝ 1 the method is similar
in nature to the Maximum Entropy Method (MEM) of Jaynes [26].
2.2 The Cross Entropy distanceD
We use the notion of Cross Entropy distance (directed divergence) between
two probability densities. We restrict our attention to the class of directed
divergence measures first analyzed by Csisza´r [16]. These measures constitute
a direct generalization of the most widely used and computationally tractable
information-theoretic measures since the birth of Information Theory [58]. A
distinguishing property of these measures is their convexity.
Definition 11 (Csisza´r Measure) The Csisza´r generalized measure of directed di-
vergence between two continuous probability densities p and q is:
D(p→ q) =
∫
q(x) ψ
(
p(x)
q(x)
)
dx , x ∈ Rd,
where
1. ψ : R+ → R is a continuous twice-differentiable function;
2. ψ(1) = 0;
3. ψ′′(x) > 0 for all x ∈ R+.
4This is in contrast to the Bayesian approach which uses the so called uninformative Jeffrey’s
priors—densities defined over the space Θ of a model parameter θ and usually very different
from the uniform density over the set X . In the GCE method we deal directly with the most
uninformative density over the space of the observables, i.e., the uniform density over X .
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There are no conceptual differences for the case in which p and q are discrete densities.
The integral is simply replaced by the sum:
∑
i
qi ψ
(
pi
qi
)
.
The definition of the Csisza´r’s measure ensures thatD has the properties:
1. D(p→ q) > 0 following Jensen’s inequality Eqψ
(
p(X)
q(X)
)
> ψ
(
Eq
p(X)
q(X)
)
= ψ(1).
2. D(p→ q) = 0 if and only if p ≡ q.
3. In the discrete case D is permutationally symmetric, i.e., it does not
change when the pairs (p1, q1), (p2, q2), . . . , (pn, qn) are permuted amongst
themselves.
4. D(p→ q) is a convex function of p and q.
5. D is continuous and differentiable with respect to p and q.
Properties 1, 2 and 3 are essential for any meaningful measure of distance.
Properties 4 and 5 are important in ensuring mathematical tractability when
using the measure in practical optimization problems. We can think of D as
measuring the divergence/distance of p from q in some appropriate probability
space. Notice however thatD is not a distance in the usual Euclidian sense:
• in generalD(p→ q) , D(q→ p) , i.e.,D is not symmetric;
• in general D(p → q) + D(q → s)  D(p → s) for any probability den-
sity s, i.e., the measure does not satisfy the triangle inequality which is
characteristic for all Euclidian measures of distance.
Csisza´r’s family ofmeasures subsumes all of the information-theoreticmea-
sures used in practice (see [6], [32], [59] and [4]). To see this set
ψ(x) =
xα − x
α(α − 1) , α , 0, 1.
The polynomial x
α−x
α(α−1) is the simplest differentiable function satisfying the con-
ditions ψ(1) = 0 and ψ′′(x) > 0 for x > 0. The resulting CE distance:
Dα(p→ q) = 1
α(α − 1)
(∫
pα(x)q1−α(x) dx − 1
)
(53)
is indexed by the parameter α. This parametric family of CE measures was
first studied by Havrda-Charvat [25]. Specific choices of α give rise to the most
notable CE measures:
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1. Hellinger distance:
D1/2(p→ q) = 2
∫ (√
p(x) −
√
q(x)
)2
dx (54)
Note the symmetryD1/2(p→ q) = D1/2(q→ p) of this particular member
of the Csisza´r family.
2. Pearson χ2 discrepancy measure:
D2(p→ q) = 1
2
∫ [p(x) − q(x)]2
q(x)
dx (55)
3. Neymann χ2 ’goodness of fit’ measure:
D−1(p→ q) = 1
2
∫ [p(x) − q(x)]2
p(x)
dx (56)
4. Burg CE distance [11]:
lim
α→0
Dα(p→ q) =
∫
q(x) ln
(
q(x)
p(x)
)
dx (57)
5. Kullback-Leibler CE distance [42]:
lim
α→1
Dα(p→ q) =
∫
p(x) ln
(
p(x)
q(x)
)
dx (58)
Remark 1 The relation
Dα(p→ q) = D1−α(q→ p)
holds for all α including the special limiting cases for α→ 1 or α→ 0.
Remark 2 For optimizationpurposes it does notmatterwhetherweuseD(p→
q) or ̥(D(p → q)) where ̥ is a monotonic function; For example, minimizing
the Renyi CE distance [51]:
min
p
1
α − 1 ln
(∫
pα(x)q1−α(x) dx
)
, α > 0 α , 1
gives the same result as
min
p
1
α(α − 1)
∫
pα(x)q1−α(x) dx, α > 0 α , 1.
In fact [32] argues thatRenyi andHavrda-CharvatCEmeasures are equivalent in
the sense that when they aremaximized (minimized) the resultingmaximizing
(minimizing) probability densities are the same.
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A useful relation between Pearson’s χ2 measure and Kullback-Leibler CEmea-
sure is (see Devroye [17], page 224):
∫ [
p(x) − q(x)]2
q(x)
dx >
∫
p(x) ln
p(x)
q(x)
> ln
1 +
∫ [
p(x) − q(x)]2
q(x)
dx
 ,
i.e.,
2D2(p→ q) > lim
α→1
Dα(p→ q) > ln (1 + 2D2(p→ q)) .
It is also easy to show thatD2 is related to the L1 distance.
Lemma 2 (Relation to L1 metric)
2D2(p→ q) >
(∫
|p(x) − q(x)| dx
)2
.
Proof: From the properties of the Csisza´r measure we know that
∫
p2
q
dx > 1 for any
two non-negative functions p and q which integrate to one. More specifically we can
have arbitrary non-negative functions f and g , which do not necessarily integrate to
one, and for which we have:
∫
f 2
g
dx >
(
∫
f dx)
2∫
g dx
. Now let f (x) = |a(x) − b(x)| for two
arbitrary density functions a and b. Then setting g = a, we obtain
∫
(a − b)2
a
dx >
(∫
|a − b| dx
)2
.
In later sections through a long and twisted argument we will arrive at the
D2 measure and show that the advantage ofD2 over all the other measures is
its computational tractability and ease of interpretation. Another advantage
of D2 is that by minimizing the D2 distance we minimize an upper bound on
two very fundamental metrics —the Kullback-Leibler [41] and L1 measures.
For example the L1 metric is the only Lp metric that is invariant to monotone
transformations of x. Devroye [17] has written a whole book on the theoretical
significance of the L1 metric in the context of density estimation.
Another important property of D2 is that it is an approximation to the
Kullback-Leibler CE measure. To see this consider the discrete case with q =
(q1, . . . , qM) and p = (p1. . . . , pM). Suppose we can write pi = qi(1 + εi), ∀i for
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some not very large perturbation |εi| < 1 with Eq[ε] = 0, then:
∑
i
pi ln
pi
qi
=
∑
i
qi(1 + εi) ln(1 + εi)
=
∑
i
qi(1 + εi)
(
εi −
ε2
i
2
+
ε3
i
3
− · · ·
)
, for |εi| < 1
=
∑
i
qi
(
εi +
ε2
i
2
+ higher order terms
)
≈
∑
i
qi
(
εi +
ε2
i
2
)
=
1
2
∑
i
(pi − qi)2
qi
= D2(p→ q) = 1
2
Varq(ε).
Now that we have a reasonable choice for the second ingredient of the CE
postulate we comment briefly on the third ingredient.
2.3 The Constraint Set C
For the purposes of the GCE method the density p is required to satisfy a finite
number of integral constraints of the from:
EpKi(X) T Eq∗Ki(X), i = 1, . . . ,n,
where {Ki}ni=1 is a set of suitably chosen functions and q∗ is the density which
solves a statistical learning or simulation problem. For example each Ki can
be a Gaussian density and q∗ can be the optimal Importance Sampling density
for rare-event simulation (see [54]). Note that the CE postulate gives us a
consistent updating rule when any three of the probabilistic entities have been
chosen. It does not, however, provide any guidance as to the choice of the
probabilistic entities in the first place. Our choice of C will be guided by the
results of Statistical Learning theory and the following considerations:
1. If the expectationsEq∗Ki(X) have to be estimated from empirical data then
the corresponding estimators κ∗
i
should be (asymptotically) efficient. I.e.,
κ∗
i
should preferably be the Maximum Likelihood Estimator of Eq∗Ki(X).
2. The computation of κ∗
i
should be easy. For example a computationally
manageable and reliable estimate of Eq∗Ki(X) may be the Monte Carlo
average κ∗
i
= 1
J
∑J
j=1
Ki(X j), where X1, . . . ,XJ ∼ q∗.
The constraints in C are linear integral constraints. Concerning the constraint
set C we have the following definition (see [38]):
31
Definition 12 (Characterizing moments) Suppose that the CE distanceD, the
a-priori density q and the constraint set C are specified in the CE postulate.
Suppose further that the posterior density p can be derived from the CE pos-
tulate and is unique. Then p is said to be characterized by the constraint set C
under the CE measure D and the a-priori density q. The constraints in C are
referred to as characterizing constraints of the density p. Moreover, if the con-
straints are linear and integral, then they are said to be the charactering moment
constraints of the density p.
The constraints connecting the probabilistic model with the observed behav-
ior of the system embody nothing more than a generalization of the moment
matching idea of Karl Pearson. We match the characterizing moments of the
proposedmodelEp[Ki(X)] to the empiricalmoments κ∗i (which approximate the
true but unknownEq∗[Ki(X)]). We are now ready to combine the three specified
ingredients and apply the postulate to obtain the fourth probabilistic entity,
i.e., the posterior density p.
3 A generic GCE algorithm
In this section a quite general iterative algorithm for stochastic optimization
andmachine learning is presented. Suppose that at a given step of the iterative
procedurewe have a given a-priori proposal sampling density qwhichwewish
to update on the basis of empirical datawith the aim of learningmore about the
unknown stochastic process. Furthermore let the target density which solves
the simulation, optimization or learning problembe denoted as q∗ (e.g., q∗ could
be the optimal Importance Sampling density). Then the a-priori density q is
updated to p using the CE postulate with the following ingredients:
1. Given the a-priori probability density q on the set X ⊂ Rd ,
2. minimize the Csisza´r measure of Cross Entropy :
D(p→ q) =
∫
X
q(x) ψ
(
p(x)
q(x)
)
dx (59)
in terms of the density p, where x ∈ Rd is a column vector. In other words
we have to solve the functional optimization problem:
min
p∈P
D(p→ q), (60)
where P =
{
p :
∫
p(x) dx = 1, p(x) > 0,∀x ∈ X
}
is the set of all bona fide
density functions on X ,
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3. subject to the characterizing moment constraints:
EpKi(X) =
∫
X
p(x) Ki(x) dx > κ
∗
i , i = 1, . . . ,n, (61)
where
a) κ∗
i
is a stochastic or deterministic estimate of Eq∗Ki(X) ,
b) each Ki : R
d → R is an absolutely continuous function. The Ki’s are usually
referred to as kernel functions. Typically the GCE method assumes that
each kernel Ki has the properties:
1.
∫
X
Ki(x) dx = 1, Ki(x) > 0 for all x ∈ Rd,
2. Ki(x) = Ki(−x) , i.e., the kernel is an even/symmetric function,
3. Ki(x) = K(x; xi,Σi) , so that each kernel Ki has a fixed functional form but
variable location and shape parameters xi and Σi respectively. The loca-
tion parametersXn = {x1, . . . , xn} are (usually independent and identically
distributed) column vector realizations from the a-priori density q or if
possible from the target q∗. Each Σi is a symmetric d × d positive definite
matrix. Σ is usually referred to as the bandwidth or scale matrix of the
kernel K. For example,
Ki(x) = K(x; xi,Σi) = |Σi|−1/2φ
(
Σ
−1/2
i
(x − xi)
)
,
whereφ(x) = (2π)−d/2 exp(−xTx/2) gives thepopularGaussian kernelwith
covariance matrix Σi.
In some cases we may even assume that the kernels have compact support
properties (see [56] page 153, equations (6.44)) to make them highly localized
functions acting in the neighborhood of the observations at which they are
anchored.
Remark 3 (Choice of Constraints) Our choice of constraints is guided by the
consistency properties of non-parametric estimators. We choose the constraints
C to include the complete sufficient statistic for the unknown process. Without
any assumptions the sufficient statistic is simply the whole empirical sample
Xn = {x1, . . . , xn}. Such constraints will hopefully make p a consistent (non-
parametric) estimator of the target q∗. One reason for choosing inequality
constraints is tomake sure that p “dominates” in some sense the unknown q∗ by
assigning probabilitymass in the neighborhood of each point xi at least as large
as the true (estimated) mass. This may make p a good proposal density for an
Acceptance Rejection algorithm designed to simulate from q∗. Another reason
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for choosing inequality constraints is that they allow us to handle the non-
negativity restriction p(x) > 0 in P more easily. Moreover, as demonstrated
in the examples in the last section, with the inequality constraints the optimal
p exhibits model sparsity similar to the sparsity observed with Support Vector
Machines [66].
Remark 4 (Non-negativity of Density) Note that for some choices of ψ the
non-negativity constraint p(x) > 0 in P need not be imposed explicitly. We
will show that if ψ(x) = x ln(x), corresponding to the Kullback-Leibler dis-
tance, the condition p(x) > 0 is automatically satisfied. In general however
the non-negativity constraint has to be enforced explicitly in the functional
optimization.
Remark 5 (Comparison with the CE method) Note that theGCEmethod solves
a functional optimization problem to find the optimal posterior density p(x).
In contrast the CE method [54] solves the parametric optimization problem
min
θ
D
(
p(·;θ)→ q∗
)
to find the optimal CE density p(x;θ) within a pre-specified parametric family{
p(·;θ), θ ∈ Θ
}
of densities.
The problem as stated above is a constrained functional optimization problem.
More specifically, without the algebraic constraint p(x) > 0, it is an isoperimetric
Calculus of Variations problem with integral equality and/or inequality con-
straints (see [50] page 54 and [48]). Since ψ is strictly convex by assumption,
the functional (59) is strictly convex and we can use the theory of Lagrangian
duality (see [67] pages 219, 266 and 273) to simplify the problem.
3.1 The Dual Optimization Problem
The isoperimetric problemobtained in the previous section is convex andhence
there exists a corresponding dual problem. In this case the dual problem is
much easier to solve than theprimal problem. This is essentially the reasonwhy
the strict convexity condition is imposed in the definition of the CE measures.
In our case let the Primal Problem be:
min
p
D(p→ q) (62)
subject to:
∫
p(x) Ki(x) dx > κ
∗
i , i = 1, . . . ,n (63)∫
p(x) dx = 1 (64)
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Note that the algebraic constraint p(x) > 0, x ∈ Rd is not included in the
formulation of the primal problem. For the time being we assume that the
non-negativity constraint is satisfied by the solution of the primal and need
not be imposed. To derive the dual corresponding to the primal, define the
Lagrangian:
L(p;λ, λ0) =
=
∫
q(x) ψ
(
p(x)
q(x)
)
dx − λ0
(∫
p(x) dx − 1
)
−
n∑
i=1
λi
(∫
p(x) Ki(x) dx − κ∗i
)
= λ0 +
n∑
i=1
λi κ
∗
i +
∫ q(x) ψ
(
p(x)
q(x)
)
− λ0 p(x) −
n∑
i=1
λi p(x) Ki(x)
 dx
=
n∑
i=0
λi κ
∗
i +
∫ q(x) ψ
(
p(x)
q(x)
)
− p(x)
n∑
i=0
λi Ki(x)
 dx,
where for convenience we define λ = [λ1, . . . , λn]
T
, κ∗0 = 1 and K0(·) = 1. Then
Calculus of Variations (see [67] page 219) tells us that theDual Problem is:
max
λ,λ0
{
inf
p
L(p;λ, λ0)
}
(65)
subject to: λ > 0 (66)
The dual can be simplified substantially. First infpL(p;λ, λ0) can be calculated
explicitly using the Euler-Lagrange equation. In this particular case the Euler-
Lagrange equation yields5:
ψ′
(
p(x)
q(x)
)
=
n∑
k=0
λk Kk(x) . (67)
Sinceψ′′(x) > 0 for x > 0, the functionψ′(x) has a unique inverse on the domain
x ∈ R+. The functional form of the extremal can thus be written explicitly as:
p(x) = q(x) ψ′
−1

n∑
k=0
λk Kk(x)
 . (68)
5Since the derivatives of p are not involved the equation is valid in the wider set of PWC
functions.
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We can then substitute this p(x) into the Lagrangian to obtain:
L∗(λ, λ0) = inf
p
L(p;λ, λ0)
=
n∑
i=0
λi κ
∗
i + Eq ψ
ψ′ −1

n∑
k=0
λk Kk(X)


−
n∑
i=0
λi Eq Ki(X) ψ
′ −1

n∑
k=0
λk Kk(X)
 .
Then the dual becomes:
max
λ,λ0
L∗(λ, λ0) , (69)
subject to: λ > 0 . (70)
Further simplification of L∗ is possible if we set Ψ′ = ψ′ −1 and observe that
straightforward integration by parts yields:
Ψ(x) = x Ψ′(x) − ψ
Ψ′(x) + constant .
Then L∗ can be written compactly as:
L∗(λ, λ0) =
n∑
i=0
λi κ
∗
i − Eq Ψ

n∑
k=0
λk Kk(X)
 , (71)
where the constant of integration is ignored as it is irrelevant to the optimization
problem. We can finally state the simplest form of the Dual Problem:
max
λ,λ0
n∑
i=0
λi κ
∗
i − Eq Ψ

n∑
k=0
λk Kk(X)
 (72)
subject to: λ > 0. (73)
To get the solution of the Primal Problemwe apply the transformation:
p(x) = q(x) Ψ′

n∑
k=0
λk Kk(X)
 . (74)
Important quantities for the optimization are the gradient and theHessian ofL∗:
∂L∗
∂λi
= κ∗i − Eq Ψ′

n∑
k=0
λk Kk(X)
Ki(X) (75)
∂2L∗
∂λi∂λ j
= − Eq Ki(X) Ψ′′

n∑
k=0
λk Kk(X)
K j(X) , (76)
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where i, j ∈ {0, 1, . . . ,n}. Note that strict concavity of L∗ is equivalent to
n∑
i=0
n∑
j=0
λi × ∂
2L∗(λ, λ0)
∂λi∂λ j
× λ j < 0 .
This in turn is equivalent to
Eq

n∑
i=0
λi Ki(X)

2
× Ψ′′

n∑
k=0
λk Kk(X)
 > 0 ,
which is easily shown to be true using Ψ′′(x) = 1
ψ′′
Ψ′(x) and (74). This result is
in accordance with the general theory of convex optimization (see [8], [1], [7])
which states that if the primal problem is (strictly) convex the dual problem is
(strictly) concave and the solution of the primal, which is a (unique) minimizer,
coincides exactly with the solution of the dual— a (unique) maximizer. This is
usually referred to as strong duality (see [7]).
Since there are no constraints on λ0, the gradient with respect to λ0 has to
be zero:
∂L∗
∂λ0
= 1 − Eq Ψ′

n∑
k=0
λk Kk(X)
 = 0. (77)
L∗ is always a strictly concave function of λ0 because
∂2L∗
∂λ2
0
= −Eq Ψ′′

n∑
k=0
λk Kk(X)
 < 0 .
Note that if the characterizing moment constraints (61) are strict equalities
instead of inequalities then the restriction λ > 0 is omitted. Thus with strict
equality constraints the dual optimization problem is:
max
λ,λ0
n∑
i=0
λi κ
∗
i − Eq Ψ

n∑
k=0
λk Kk(X)
 , (78)
though we may still have to enforce p(x) > 0,∀x ∈ Rd explicitly. Special cases
of (78) are:
The MCE algorithm [53]
Choose ψ(x) = x ln(x) − x, then ψ′ −1(x) = exp(x) = Ψ′(x) = Ψ(x), p∗(x) =
q(x) exp
∑n
k=0 λk Kk(x)
 > 0 andD(p→ q) = ∫ p(x) ln (p(x)/q(x)) dx−1. The La-
grange multipliers are determined from the maximization of the dual (78). In
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this case there are no constraints on λ and λ0, the unconstrained maximization
of the strictly concave L∗ leads to the set of non-linear equations for ∇λL∗ = 0:
Eq exp

n∑
k=0
λk Kk(X)
Ki(X) = κ∗i , i = 0, . . . ,n (79)
The solution gives the unique optimal p(x) for theMCEmethod. We thusmake
the conclusion that the MCE method is equivalent to choosing the proposal
density6
p(x) =
q(x) exp
∑n
k=1 λk Kk(x)

Eq exp
∑n
k=1 λk Kk(X)
 (80)
from the General Exponential Family [49] and then minimizing what appears
to be a distance measure:
min
λ
−L∗(λ) = Eq∗ ln
q(X)
p(X)
without any constraints on the multipliers. An advantage of the MCE method
is that κ∗
i
= 1
J
∑J
j=1
Ki(X j), with X1, . . . ,XJ ∼ q∗, is the asymptotically efficient (i.e.
Maximum likelihood) estimator of Eq∗Ki(X). This is a consequence of the fact
that p in this case belongs to the General Exponential Family of probability
functions. The salient features of the MCE method can be summarized as
follows:
1. In the MCE method the dual (78) of the primal functional optimization
problem becomes a GPP.
2. The expectations/integrals on the left-hand side of (79) have to be esti-
mated via an empirical average to give the stochastic counterpart of (79):
1
n
n∑
j=1
exp

n∑
k=0
λk Kk(X j)
Ki(X j) = κ∗i , {X j}nj=1 ∼ q, i = 0, . . . ,n.
3. Simulation from (80) and any other member of the General Exponential
Family is in general feasible only via the Accept-Reject algorithm.
4. The non-negativity of (80) is ensured by its exponential functional form.
This makes the optimization easier.
5. TheMCE optimal density (80) does not conform to the functional form of
the asymptotically consistent density estimator (52) in the General Kernel
Theorem. If q∗ does not belong to the General Exponential Family, then
the MCE optimal density (80) may not converge to q∗ as n→∞.
6Note that we have substituted for λ0.
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6. While the functional form of (80) is not asymptotically optimal, the esti-
mation of the characterizing moments Eq∗Ki(X) through κ∗i =
∑J
j=1
Ki(X j),
X1, . . . ,XJ ∼ q∗, is asymptotically optimal.
The CE algorithm [54]
If in theCEmethodwe choose a samplingdensity from theGeneral Exponential
Family p(x) =
exp
∑n
k=1 λk Kk(x)
∫
exp
∑n
k=1 λk Kk(x)
dx , then Maximizing the Likelihood 7
∑J
j=1
ln p(X j),
where X1, . . . ,XJ ∼ q∗, gives the CE updating equations (i = 0, . . . ,n):∫
exp
∑n
k=1 λk Kk(x)
Ki(x) dx∫
exp
∑n
k=1 λk Kk(x)
 dx =
1
J
J∑
j=1
Ki(X j) = κ
∗
i , {X j}Jj=1 ∼ q∗
for the parameters {λi}ni=0. We thus conclude that the updating rules of the CE
method (see [54] pages 68, 69 and Example 3.5) coincide with the updating
rules of the GCE method in cases where
1. the CE method chooses a sampling/proposal density p from the General
Exponential Family with natural parameters {λk}nk=1 and natural statistics{Kk(x)}nk=1 (see [49] page 95) and
2. the GCE method chooses the convex Ψ(x) = exp(x) in (78).
The updating rules between the two methods do not agree under any other
conditions. Again note that theMaximumLikelihood estimators of parameters
of densities in the General Exponential Family achieve the so called Cramer-
Rao lower bound (see [49] page 223). This makes the simple estimator κ∗
i
=
1
J
∑J
j=1
Ki(X j), {X j}Jj=1 ∼ q∗ the MVUE of Eq∗Ki(X). This is the advantage of using
a proposal density from the General Exponential Family. Note, however, that
typically we have random variables from the prior q and not from the target q∗.
In this case the CE method uses the Likelihood Ratio (LR) estimator
κ∗i =
∑J
j=1
W(X j) Ki(X j)∑J
j=1
W(X j)
, W(X j) =
q∗(X j)
q(X j)
, {X j}Jj=1 ∼ q. (81)
Since (81) no longer follows from the Maximum Likelihood Principle [49], the
optimality of the LR estimator (81) is dubious and still an important problem
of research (see [18]).
7maximizing the Likelihood is the same asminimizing Burg’s CE distanceEq∗ ln(q
∗(X)/p(X))
between q∗ and p. Minimization of Burg’s CE distance is the highlighting feature of the CE
method.
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3.2 The choice for ψ
Our present aim is to choose the function ψ in Csisza´r’s measure such that:
1. The integral/expectation in (72) canbedoneanalytically or at leastwithout
too much trouble.
2. Maximizing (72)+(73) and hence finding the set of Lagrange multipliers
{λk}nk=0 is relatively easy. E.g., if ψ′
−1
= Ψ′ are linear then (75) is linear in
the Lagrange multipliers and the Hessian matrix (76) is constant. This
can greatly simplify the optimization.
3. Generating random variates from the extremal pdf p in (68) is relatively
easy. E.g., if Ψ′ is linear then p is a discrete mixture and the composi-
tion method (also known as the convolution method) for random variate
generation applies.
Satisfying these desiderata simultaneously is only possible for few specific
choices of ψ . In particular we can choose Ψ′ to be linear. Then ψ′ is linear and
the definition of Csisza´r’s measure requires:
ψ′(x) = ax + b
ψ′′(x) > 0
ψ(1) = 0,
hence :
ψ(x) =
a
2
(x2 − 1) + b(x − 1), a > 0
for arbitrary constants a > 0 and b . Then Csisza´r’s measure can be written as:
D(p→ q) = a
2
∫
q(x)
p
2(x)
q2(x)
− 1
 dx
= −a
2
+
a
2
∫
p2(x)
q(x)
dx
=
a
2
∫ p(x) − q(x)2
q(x)
dx.
Note that for optimization purposes the value of a is irrelevant as long as a > 0.
We will thus choose a = 1
2
to obtain:
D2(p→ q) = 1
2
∫ p
2(x)
q(x)
− q(x)
 dx,
which is Pearson’s χ2 CE distance. The choice ψ(x) = 1
2
(x2 − 1) (note that the
linear term b(x − 1) is irrelevant and hence is omitted) ensures that:
40
1. ψ′
−1
(x) = x = Ψ′(x) allowing us to write (72) as a linear combination of
integrals/expectations each of which, for various kernel functions Ki, can
be evaluated analytically.
2. The Hessian matrix (76) of (72) is independent of the Lagrange multipli-
ers.
3. The resulting density function (68) can be simulated using the composition
method.
In fact (68) becomes the particle filter density8:
p(x) = q(x)
n∑
k=0
λk Kk(x) (82)
and the dual problem (72)+(73) becomes:
max
λ,λ0
−1
2
+
n∑
i=0
λi κ
∗
i −
1
2
n∑
i=0
n∑
j=0
λi λ j EqKi(X)K j(X), (83)
subject to: λ > 0. (84)
This optimization is equivalent to :
min
λ,λ0
1
2
∫ p(x) − q∗(x)2
q(x)
dx, (85)
subject to: λ > 0, (86)
with p(x) = q(x)
∑n
k=0 λk Kk(x). Thus this approach is equivalent to choosing a
discrete mixture of kernel functions as the sampling density and thenminimiz-
ing the projection pursuit index (85) (see [62], page 129) between the sampling
and the target density q∗. We now proceed to rewrite the dual problem in a
form which is easier to interpret. First since there are no constraints on λ0 we
can solve ∂L
∗
∂λ0
= 0 in (75) and determine λ0 as a function of λ:
λ0 = 1 − Eq
n∑
k=1
λk Kk(X) = 1 −
n∑
k=1
λk EqKk(X).
We then substitute for λ0 to obtain
p(x) = q(x) + q(x)
n∑
k=1
λk
Kk(x) − EqKk(X) . (87)
8In the particle filter context (see [18]) the set {λi}ni=0 is the set of Sampling Importance
Resampling (SIR) weights.
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The Lagrange multipliers are determined from optimization of the dual:
max
λ
n∑
i=1
λi
κ∗i − EqKi(X) − 12
n∑
i=1
n∑
j=1
λi λ j Covq
Ki(X);K j(X) ,
subject to λ > 0. The quadratic form of the problem can be written in matrix
notation:
max
λ
−1
2
λ
T
Cλ + c
T
λ (88)
subject to: λ > 0, (89)
where
C = Eq
[(
K(X) − κ
)(
K(X) − κ
)T]
c = κ∗ − κ
with K(x) =
[
K1(x) K2(x) · · · Kn(x)
]T
κ = Eq K(X)
κ
∗ = [ κ∗1 κ
∗
2 κ
∗
3 . . . κ
∗
n−1 κ
∗
n ]
T.
Choosing ψ(x) = 1
2
(x2 − 1) thus makes the optimization problem (72)+(73) a
Quadratic Programming Problem (QPP) for the Lagrange multipliers. For
theoretical and computational convenience we now rescale the QPP. Let V =
diag
(
C
)
and ν = V1/2λ. Then C = V1/2AV1/2, where A is the correlation matrix
corresponding to the covariance matrix C, and (88)+(89) is equivalent to:
max
ν
−1
2
ν
T
Aν + a
T
ν (90)
subject to: ν > 0, (91)
where
λ = V−1/2ν (92)
a = V−1/2c = V−1/2
(
κ
∗ − κ
)
(93)
A = V−1/2CV−1/2 ≡
[
Corrq
Ki(X);K j(X) ]
i j
(94)
The two problems (90)+(91) and (88)+(89) are equivalent theoretically but not
numerically. The problem (90)+(91) is intuitively easier to understand and
numerically better behaved, because the entries of A are always bounded
between −1 and 1. Although A may be numerically ill-conditioned, with
probability oneA is a positive definite symmetric correlationmatrix. Therefore
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any of the QPP (90),(88) and (83) are strictly convex and the KKT conditions
guarantee a unique global minimum for any concave constraints. In particular
(90),(88) and (83) have a unique globalminimumunder the concave constraints
(91), (89). The solution (c.f. (82)) in matrix form is:
p(x) = q(x)
λ0 + λTK(x) , (95)
where λ0 = 1 − κTλ (96)
= 1 − κTV−1/2ν . (97)
However the solution of the QPP may not be useful because:
1. For a negative λ0, (95) may take negative values for some x. This is
unacceptable for a probability density function.
2. Even if p(x) > 0 for all x ∈ Rd, a negative λ0 makes (95) a mixture
density with a negative weight. Sampling from it will require the use
of the Accept-Reject algorithm, which can be highly inefficient in high
dimensions.
We now explore under what conditions the above problems are avoided. It
turns out that we can always rescale the kernels {Kk}nk=1 so that λ0 > 0. More
precisely we can find a set of bandwidth parameters {Σi}ni=1 ∈ S
(
{Σi}ni=1
)
, where
S
(
{Σi}ni=1
)
=
{
{Σi}ni=1 : κTλ∗ 6 1, λ∗ = argmin
λ>0
[
λTCλ − 2 λTc
]}
and C, c and κ depend implicitly on the argument of S through the kernels
{K(x; xi,Σi)}ni=1. The set S is the set of admissible bandwidth parameters in the
sense that
{Σi}ni=1 ∈ S
(
{Σi}ni=1
)
⇔ p ∈ P .
If for simplicity we have a single bandwidth Σi = σ I, ∀i for all the kernels
{Ki(x)}ni=1 = {K(x; xi, σ I)}ni=1, then the solution of the dual QPP with σ I ∈ S (σ I)
ensures that the solution of the primal p ∈ P .
Remark 6 There are two extreme values for σ I. We may either choose σ I such
that λ0 = 1, in which case we assign maximumweight to the prior q, or we can
choose σ I such that λ0 = 0, in which case we eliminate the prior as a mixture
component in (95). Values for σ I in between these two extremes represent a
trade-off between the prior density and the observed empirical data. Note that
λ0 = 1 is equivalent to λ = 0 which is only possible if q is such that κ > κ∗. So
it may not be always possible to assign all the probability mass to the prior q
and obtain p(x) = q(x) for (95).
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Remark 7 If q is an improper prior then we must choose σ I such that λ0 = 0.
This is the only choice which will guarantee that (95) is a proper pdf and not a
mixture pdf with component q. Usually choosing σ I such that λ0 = 0 gives a
unique value for the bandwidth σ I.
Remark 8 (Pointwise non-negativity constraint) If σ I < S (σ I), then the only
other way to make sure that p ∈ P is to solve the primal problem with the
addition of the pointwise inequality constraint p(x) > 0. From the preliminary
section we know the solution has the form:
p˘(x) =
{
p(x), x ∈ S
0, x < S , (98)
where p(x) is the extremal of the primal problem (without the pointwise con-
straint), p(x) > 0,∀x ∈ S and the boundary of the set S is determined from
the multidimensional analogue of the transversality and continuity condition.
The addition of the pointwise constraint makes the primal problem a com-
putationally difficult Calculus of Variations problem comparable to solving
a multidimensional Differential equation. Essentially finding p˘ involves first
identifying the set S for which the solution of the primal p(x) > 0 and then
resolving the primal over this set (taking all the integrals in the definition of the
primal over S ⊂ X ). Identifying the set S is an infinite dimensional problem
and there is no duality trick which can get around the problem. Moreover
assuming that we can somehow obtain p˘, sampling from p˘ will only be possi-
ble with the Accept-Reject method. This is undesirable, since in keeping with
the curse of dimensionality, the efficiency of the Accept-Reject method decays
exponentially as the dimension of X increases.
In summary {Σi}ni=1 ∈ S ({Σi}ni=1) implies that:
1. The solution (95) belongs toP , i.e., is non-negative and integrates to one.
2. Simulation from (95) via the composition method is relatively easy. Thus
p(k) =
∫
p(x, k) dx, where the joint density
p(x, k) =
{
λ0 q(x), for k = 0
λk q(x) Kk(x), for k = 1, . . . ,n
,
is a proper pmf. of the index k.
This is explained in greater detail below.
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3.3 Sampling from p
Define
w = [w0,w1, . . . ,wn]
T =
[
λ0
diag(κ) λ
]
=
[
1 − κTV−1/2 ν
diag(κ) V−1/2ν
]
,
then the distribution of the index k is:
p(k) = wk =

λ0 = 1 − κTλ = 1 − κTV−1/2 ν, k = 0
λk κk = νk
EqKk(X)√
VarqKk(X)
, k = 1, . . . ,n
and
p(x | k) = q(x)Kk(x)
EqKk(X)
=
q(x)Kk(x)
κk
, k = 0, . . . ,n.
So simulation from
p(x) = wT
[
q(x)
diag(κ)−1K(x) q(x)
]
=
n∑
k=0
wk
q(x)Kk(x)
EqKk(X)
is accomplished by sampling from the joint density
{X j,K j}Jj=1
i.i.d∼ p(x, k) = p(k) × p(x | k) = wk ×
q(x)Kk(x)
EqKk(X)
using the stratification algorithm outlined in the preliminary section. We do
not discard the index variables {K j}Jj=1 as they carry useful information and can
be used to simplify various calculations on the next iteration.
3.4 Choosing K
For many choices of the kernel functionsKwe can find Corrq
Ki(X); K j(X) or
Covq
Ki(X); K j(X) analytically, provided q itself is another linear combination
of kernels or a uniform prior. In practice the choice for K is dictated by the
assumptions we make about the smoothness of the target density q∗. If q∗ is
known to be smooth thenK should also be smooth. Naturally themore smooth
q∗ is, the easier it is to estimate. We now give two examples of possible kernels.
The calculations are long but straightforward and only the final results are
presented. The purpose is to show that only κ∗ needs to be estimated via a
Monte Carlo sample and all the other elements of the QPP can be calculated
analytically for a wide variety of kernels.
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Example 10 (Uniform kernel) If we have no prior smoothness information
about q∗ then we choose the uniform kernel:
Ki(x) = K(x; xi,Σ) =
d∏
l=1
K (x(l); xi(l),σ(l)), (99)
where K (x; xi, σ) = I {|x − xi| < σ/2}
σ
(100)
and:
1. For simplicity Σi = Σ = diag(σ), ∀i is assumed to be a diagonal matrix
providing different smoothing for each of the d dimensions.
2. K is a univariate kernel function. A multivariate kernel K can in general
be constructed as the product of univariate kernels.
Given our complete ignorance about q∗, we choose as prior q ∝ 1 on Rd. After
some straightforward calculations:
σ
∫ ∞
−∞
K (x; xi, σ) K (x; x j, σ) dx =
(
1 − |xi − x j|
σ
)
I
{
|xi − x j| < σ
}
,
d∏
l=1
σ(l)
∫
Rd
Ki(x) K j(x) dx = I
{
|xi − x j| < σ
} d∏
l=1
1 −
∣∣∣xi(l) − x j(l)∣∣∣
σ(l)
 ,
d∏
l=1
σ(l) κ∗i =
1
n
n∑
k=1
I {|Xk − xi| < σ/2} , Xk ∼ q∗,
where κ∗
i
is estimated using a sample from q∗. The uniform kernel has the
advantage of computational simplicity due to its highly localized nature. E.g.,
the problem (83)+(84) is a very sparse QPP because
∫
Rd
Ki(x) K j(x) dx is zero for
distant xi and x j. This sparsity is observed to speed up the solution of the QPP
dramatically and can be useful for problems with large sample Xn.
Example 11 (Gaussian kernel) Suppose that φ(x) = (2π)−d/2 exp
(
− 1
2
xTx
)
and
we choose a Gaussian kernel
Ki(x) = K(x; xi,Σi) = |Σi|−1/2φ
(
Σ
−1/2
i
(x − xi)
)
.
In other words Ki(x; xi,Σi) is the multivariate normal density N(xi,Σi). Assume
that q(x) ∝ 1 for all x ∈ X ≡ Rd, i.e., q is the improper uniform prior. Then
using the results in the preliminary section the QPP (83)+(84) is simplified
using: ∫
Rd
Ki(x) K j(x) dx = |Σi + Σ j|−1/2φ
(Σi + Σ j)−1/2 (xi − x j)
κ∗i =
1
n
n∑
k=1
|Σi|−1/2φ
(
Σ
−1/2
i
(Xk − xi)
)
, Xk ∼ q∗.
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There may be some problems when using the same sample points Xn as both
location parameters for the kernels and as a sample in the estimation of κ∗. This
problem is addressed next.
3.5 Estimating κ∗
Assume we use the same set Xn = {X1, . . . ,Xn} as both kernel location parame-
ters and as a sample for the estimation of κ∗. The simplest unbiased estimator
of Eq∗Ki(X) is:
κ∗i =
1
n − 1
n∑
j,i
Ki(X j),
where we have assumed X1, . . . ,Xn ∼ q∗. This is the cross-validatory, also known
as leave-one-out, estimator and its consistency properties are established in
[9], [10], [2] and [63]. The simplest argument against the inclusion of the
i−th observation in the estimate is the following. Ki is anchored at the i-th
observation and we wish to estimate the probability mass which q∗ assigns in
the neighborhood of the i−th observation. For a given fixed anchor point xi the
probability that a random draw from q∗ equals xi is zero. Hence we should not
use xi both as an anchor point and as a random draw from q
∗.
We assumed that X1, . . . ,Xn have density q∗. This is rarely possible since
q∗ is very complicated. Instead the data are typically drawn from a proposal
density— the prior q. In such cases we use the unbiased importance sampling
(IS) estimator:
κ∗i =
∑
j,i
q∗(X j)
q(X j)
Ki(X j), X1, . . . ,Xn ∼ q,
where a standard approach (see [18]) is to normalize the IS weights
{
q∗(X j)
q(X j)
}n
i=1
in the hope of reducing the variance of the estimator. Moreover if q(x) =∑
k q(k) q(x | k) is a discrete mixture then we can use the unbiased estimator:
κ∗i =
1
n − 1
∑
j,i
q∗(X j)
q(X j |K j) Ki(X j), {X j,K j}
J
j=1
i.i.d∼ q(x, k).
This estimator is computationally efficient because q(x | k) is cheaper to evaluate
than q(x). This is the reason why we keep the index set {Ki}ni=1 used to gen-
erate random variables from the kernel pdfs at each iteration of the learning
algorithm.
Example 12 (Minimum Variance IS Density) Supposeweuse the set ofGaussian
kernels
Ki(x) = |Σi|−1/2 × φ
(
Σ
−1/2
i
(x − xi)
)
, i = 1, . . . ,n
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and the target density is
q∗(x) =
I
{
S(x) > γ
}
f (x)
ℓ
=
ϕγ(x)
ℓ
,
i.e., theminimumvariance ISdensity [54] for the estimationof ℓ = E f I
{
S(X) > γ
}
=
P f
(
S(X) > γ
)
. Suppose further that the prior is a mixture of Gaussians:
q(x) =
∑
k
ωk |Λk|−1/2φ
(
Λ
−1/2
k
(
x − µk
))
=
∑
k
q(k) q(x | k) =
∑
k
q(x; k).
Then
κ∗i =
∑
j,i
ϕγ(X j)
ℓˆ
|ΛK j |1/2
|Σ j|1/2 exp
1
2
(
X j − µK j
)T
Λ−1K j
(
X j − µK j
)
− 1
2
(
X j − xi
)T
Σ−1i
(
X j − xi
) ,
where {
X j,K j
}n
j=1
i.i.d∼ q(x, k) ≡ ωk × |Λk|−1/2φ
(
Λ
−1/2
k
(
x − µk
))
and
ℓˆ = (2π)d/2
∑
j
ϕγ(X j) |ΛK j |1/2 exp
1
2
(
X j − µK j
)T
Λ−1K j
(
X j − µK j
) .
Example 13 (Boltzmann Density) Suppose that the target density is
q∗(x) =
e−γS(x)
ℓ
, γ > 0, S : Rd → R+.
Then:
κ∗i =
∑
j,i
∣∣∣ΛK j ∣∣∣1/2
ℓˆ
∣∣∣Σ j∣∣∣1/2 exp
1
2
(
X j − µK j
)T
Λ−1K j
(
X j − µK j
)
− 1
2
(
X j − xi
)T
Σ−1i
(
X j − xi
)
− γS(X j)
 ,
where {
X j,K j
}n
j=1
i.i.d∼ q(x; k)
and
ℓˆ = (2π)d/2
∑
j
∣∣∣ΛK j ∣∣∣1/2 exp
1
2
(
X j − µK j
)T
Λ−1K j
(
X j − µK j
)
− γS(X j)
 .
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3.6 Choosing {Σi}ni=1
In general, in order of increasing complexity, we can consider any of these
choices for the bandwidth matrices:
1. Σi = σdiag(1) = σ I, ∀i, then we simply choose σ I ∈ S (σ I) and the
problem is solved. This procedure usually gives a unique bandwidth.
2. Σi = σˆi I h, where h is a common scale parameter , then an asymptotically
justified procedure due to Abramson (see [3], [56], [61]) is to construct a
rough pilot estimate qˆ∗ of q∗ and take σˆi ∝ [q∗(xi)]−1/2, ∀i . We then find a
global scale parameter h such that {σˆi I h}ni=1 ∈ S
(
{σˆi I h}ni=1
)
, i.e., p ∈ P .
3. If Σi = h diag(σi) then we choose each σi using local information only.
E.g., σi may be the sample variance computed on the basis of the nearest
neighbors of xi. For the details of the nearest neighbor technique see [61].
Again the common scale h is chosen such that p ∈ P .
4. Finally we can have Σi = h Σˆi, where Σˆi is a full covariance matrix. Again
each Σˆi should be chosen to be equal to the sample covariance derived
from the neighborhood of the point xi while the global scale h is again
chosen so that the solution of the QPP gives a valid finite mixture pdf
(82).
Case one is the only case for which we have an exact well-defined solution.
Case two relies on a rigorously established asymptotic argument. The rest of
the possibilities are well studied heuristics in kernel smoothing [56].
3.7 Solving the QPP
We comment on the solution of the QPP arising at each step of the GCE:
min
x
1
2
x
T
Cx − cTx
subject to: x > 0.
This is a QPP subject to bound (box) constraints only. Note that this problem is
one of the simplest problems in the class of QPPs. Since C is positive definite
the KKT conditions are necessary and sufficient for a global solution x∗. In this
case the KKT conditions become:
Cx∗ − c − pi∗ = 0
x∗ > 0
pi∗ > 0
complementarity condition: π∗ix
∗
i = 0 ∀i,
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where pi are the Lagrangemultipliers associated with the constraint x > 0. This
is called the (monotone) Linear Complementarity Problem (LCP). Eliminating pi
gives:
x∗
T
(Cx∗ − c) = 0
x∗ > 0
Cx∗ > c.
The LCP can be solved using the Wolfe-Danzig algorithm (see page 250 of
[20]). Alternatively the system can be solved using Newton’s method with a
log-barrier penalty function taking care of the inequalities. This usually leads
to a primal dual interior point method for the solution of the QPP. Interior
point methods can solve the QPP in polynomial time. Numerical experience
shows that the QPP does not cause any computational problems in terms of
speed. The most computationally intensive part is calculating and storing the
elements of the matrix C. For large problems, localized kernels, such as the
uniform kernel, should be used to construct a sparse Hessian matrix C for the
QPP.
Remark 9 (Log-barrier method) There is an alternative probabilistic view of
the log barrier-interior point algorithm for solving the QPP. The solution of the
problem:
max
λ
n∑
k=1
ln (λk) (101)
subject to:
1
2
λ
T
Cλ − λTc = r (102)
approaches the solution of the QPP as the residual r is chosen smaller and
smaller subject to existence of solutions (see [23]). We can interpret the above
problemusing theGCEpostulate, namely,wearemaximizingBurg’s entropyof
the distribution induced by the Lagrange multipliers λ subject to least squares
fit to the observed data.
4 The Discrete GCE
In this section the GCE version for discrete stochastic optimization and ma-
chine learning is described. The general idea is still the same. Let X be a
countable set of discrete states and let the probability mass function q∗ : X →
[0, 1],
∑
x∈X q
∗(x) = 1 be the target (possibly the Importance Sampling) pmf
which solves a simulation or machine learning problem over the set X . Then
the prior pmf q is updated to p via the CE postulate with the ingredients:
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1. Given the prior pmf q over the discrete set X ,
2. minimize the generalized Csisza´r CE distance:
min
p∈P
D(p→ q),
where
(a) P ≡ {p : p(x) > 0, ∑x p(x) = 1, x ∈ X } is the set of all pmf’s on X ,
(b) D(p→ q) = ∑x∈X q(x) ψ (p(x)q(x) ),
(c) x ∈ X is a column vector taking a countable number of discrete
states,
3. subject to the characterizing moment constraints:
EpKi(X) =
∑
x∈X
p(x) Ki(x) > κ
∗
i , i = 1, . . . ,n,
where
(a) κ∗
i
is an estimate of Eq∗Ki(X),
(b) each Ki : X → [0, 1] is a discrete unimodal kernel with the proper-
ties:
i.
∑
x∈X Ki(x) = 1,
ii. Ki(x) > 0 for all x ∈ X .
The dimension of the above optimization problem is equal to the size of the
sample space and this space can be so large that a direct attack on the problem is
impracticable. Again sinceψ is strictly convexwe use the theory of Lagrangian
duality to reduce the dimension of the problem and find p. Let the Primal
Problem be:
min
p
∑
x∈X
q(x) ψ
(
p(x)
q(x)
)
(103)
subject to:
∑
x∈X
p(x) Ki(x) > κ
∗
i , i = 1, . . . ,n (104)∑
x∈X
p(x) = 1 (105)
p(x) > 0, ∀x ∈ X . (106)
Unlike the continuous case, here we include the non-negativity constraint
p(x) > 0 in the definition of the primal problem. We now proceed to simplify
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the notation. Since X is a countable discrete set we can put all the elements
in X into one to one correspondence with the integers in {1, 2, . . . ,M}, where
M = |X | could possibly be∞. Note that for theGCE the order inwhichwe label
each of the states in X is irrelevant because D is permutationally symmetric
(c.f. definition of generalized CE), as are all the constraints. Let xm be the state
corresponding to the integer m and pm = p(xm). The primal problem written in
this new notation is:
min
p
M∑
m=1
qm ψ
(
pm
qm
)
(107)
subject to:
M∑
m=1
pm Ki(xm) > κ
∗
i , i = 1, . . . ,n (108)
M∑
m=1
pm = 1 (109)
pm > 0, m = 1, . . . ,M. (110)
To derive the dual , define the Lagrangian:
L(p;λ,η, λ0) =
=
M∑
m=1
qm ψ
(
pm
qm
) + λ0
1 −
M∑
m=1
pm
 +
n∑
i=1
λi
κ∗i −
M∑
m=1
pm Ki(xm)
 −
M∑
m=1
ηm pm
= λ0 +
n∑
i=1
λi κ
∗
i +
M∑
m=1
qm ψ
(
pm
qm
)
− λ0 pm − ηm pm −
n∑
i=1
λi pm Ki(xm)

=
n∑
i=0
λi κ
∗
i +
M∑
m=1
qm ψ
(
pm
qm
)
− ηm pm − pm
n∑
i=0
λi Ki(xm)
 ,
where λ = [λ1, . . . , λn]T, η = [η1, . . . , ηM]T and κ∗0 = 1, K0(·) = 1. Then the Wolfe
Dual Problem is:
max
λ,η,λ0
{
inf
p
L(p;λ,η, λ0)
}
(111)
subject to: λ > 0, η > 0. (112)
If the constraints (104) were strict equalities instead of inequalities, the con-
straint λ > 0 is omitted. We can find infpL(p;λ,η, λ0) from the first order
necessary condition ∂L∂pm = 0, m = 1, . . . ,M. The unique solution is:
pm = qm Ψ
′
ηm +
n∑
k=0
λk Kk(xm)
 , m = 1, . . . ,M.
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Substituting this p into the Lagrangian and simplifying gives:
L∗(λ,η, λ0) = inf
p
L(p;λ,η, λ0)
=
n∑
i=0
λi κ
∗
i +
M∑
m=1
qm ψ
Ψ′
νm +
n∑
k=0
λk Kk(xm)


−
M∑
m=1
qm
ηm +
n∑
i=0
λi Ki(xm)
Ψ′
ηm +
n∑
k=0
λk Kk(xm)
 .
Again use the equation Ψ(x) = xΨ′(x) − ψ
Ψ′(x) to obtain:
L∗(λ,η, λ0) =
n∑
i=0
λi κ
∗
i −
M∑
m=1
qm Ψ
ηm +
n∑
k=0
λk Kk(xm)
 .
Thus the simplest form of the Dual Problem is:
max
λ,η,λ0
n∑
i=0
λi κ
∗
i −
M∑
m=1
qm Ψ
ηm +
n∑
k=0
λk Kk(xm)
 (113)
subject to: λ > 0, η > 0. (114)
Once we have a solution of the dual problem the solution of the primal is
obtained via:
pm = qm Ψ
′
ηm +
n∑
k=0
λk Kk(xm)
 , m = 1. . . . ,M. (115)
Similar to the continuous case we can argue that the simplest choice for ψ is
ψ′
−1
(x) = x = Ψ′(x). Moreover we can again choose the kernels {Ki}ni=1 (e.g. by
adjusting their respective scaling parameters) in such away that themultipliers
η = 0, i.e., the constraint pm > 0, ∀m ⇔ p(x) > 0, x ∈ X is inactive. Then the
dual simplifies to:
max
λ,λ0
−1
2
+
n∑
i=0
λi κ
∗
i −
1
2
Eq

n∑
k=0
λk Kk(X)

2
(116)
subject to: λ > 0, (117)
which is the same as
max
λ,λ0
2
n∑
i=0
λi κ
∗
i −
n∑
i=0
n∑
j=0
λi λ j EqKi(X)K j(X) (118)
subject to: λ > 0, (119)
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with primal solution:
pm = p(xm) = qm
n∑
k=0
λk Kk(xm), m = 1, . . . ,M . (120)
The dual can again be written in a convenient matrix notation:
max
λ,λ0
2 [λ0,λ
T
]
[
1
κ
∗
]
− [λ0,λT]
 1 κ
T
κ B

[
λ0
λ
]
(121)
subject to: λ > 0, (122)
where
B = Eq
[
K(X) K(X)
T
]
.
Note that we have not eliminated λ0 from the dual.
Choosing Discrete K
The simplest choice for a univariate discrete kernel (see [5] and [65]) on a finite
discrete state space D is:
Ki(x) = K (x; xi, σi) =
{
σi, x = xi
1−σi
|D |−1 , x , xi
,
1
|D | < σi 6 1 (123)
The restriction on the scale parameter σi guarantees that the kernel is unimodal
and integrates to one. This kernel canbe applied to bothordered andunordered
categorical data. Amultivariate kernel can easily be constructed as the product
of univariate kernels:
Ki(x) = K(x; xi,σi) =
d∏
l=1
K (x(l); xi(l),σi(l)) (124)
=
d∏
l=1
σi(l)
I{x(l)=xi(l)}(1 − σi(l))1−I{x(l)=xi(l)}, (125)
where σi = [σi(1), . . . ,σi(d)]T is a vector of bandwidth parameters associated
with each dimension of x. If for simplicity we assume that σi = σ [1, . . . , 1]T,
then:
Ki(x) =
d∏
l=1
σI{x(l)=xi(l)}
(
1 − σ
|D | − 1
)1−I{x(l)=xi(l)}
(126)
= σ
∑d
l I{x(l)=xi(l)}
(
1 − σ
|D | − 1
)d−∑dl=1 I{x(l)=xi(l)}
(127)
= σd(x;xi)
(
1 − σ
|D | − 1
)d−d(x;xi)
, (128)
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where d(x;y) =
∑d
l=1 I
{
x(l) = y(l)
}
.
Example 14 (Kernel for Binary Data) Suppose that x is a binary vector, i.e.,
|D | = 2, then the binary kernel with a single bandwidth parameter is:
Ki(x) = σ
d(x;xi)(1 − σ)d−d(x;xi), 1
2
< σ 6 1.
Then for a uniform prior q:
∑
x∈X
Ki(x) K j(x) =
∑
x∈X
d∏
l=1
σI{x(l)=xi(l)}+I{x(l)=x j(l)}(1 − σ)2−I{x(l)=xi(l)}−I{x(l)=x j(l)}
=
d∏
l=1
∑
x(l)
σI{x(l)=xi(l)}+I{x(l)=x j(l)}(1 − σ)2−I{x(l)=xi(l)}−I{x(l)=x j(l)}
=
d∏
l=1
(
I{xi(l) = x j(l)}
[
σ2 + (1 − σ)2
]
+ I{xi(l) , x j(l)} 2σ(1 − σ)
)
=
[
σ2 + (1 − σ)2
]d(xi;x j)
[2σ(1 − σ)]d−d(xi;x j)
= ςd(xi;x j)(1 − ς)d−d(xi;x j), ς = σ2 + (1 − σ)2.
We can thus compute Bi j = EqKi(X)K j(X) without too much trouble.
Kernels living on an infinite countable state space can be envisioned (see [5]).
We can also construct mixed kernels which combine discrete and continuous
spaces in a product kernel form. They could possibly be used in the simulation
of non-Markovian stochastic jump processes.
Sampling from p, the estimation of κ∗ and the solution of the associatedQPP
is analogous to the continuous case.
As a consequence of using Pearson’s χ2 CE distanceD2 in the GCEmethod
we have the following useful result from [33].
Theorem 17 Suppose at a certain iteration we have n random observations
from the prior q(x) (which approximates the target q∗(x)). Let Em = n × qm
denote the expected number of observations under the prior and Om = n × pm
the (observed) frequency under the estimated GCE pmf, then 2n × D2(p → q)
has approximately a χ2 distribution withM − n − 1 degrees of freedom:
2n D2(p→ q) = 2n1
2
M∑
m=1
(pm − qm)2
qm
(129)
=
M∑
m=1
(npm − nqm)2
nqm
(130)
=
M∑
m=1
(Om − Em)2
Em
approx.∼ χ2M−n−1. (131)
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With the inclusion of the normalizing constraint we have n + 1 constraints in
the primal which reduce the degrees of freedom fromM toM − n − 1.
The result is only asymptotic but can still be used to conduct a χ2 goodness-of-
fit test. The test can establishwhether any difference between the prior q(x) and
the updated p(x) is statistically significant. If the difference is not significant
then we terminate any iterative updating of p(x) and treat p(x) as a reasonable
approximation of q∗(x).
5 Application to Data Modeling
In this section we apply the GCEmethod to the problem of probability density
estimation. Recall the main problem of statistical learning: Given a finite
number of empirical observations Xn = (X1, . . . ,Xn), find an optimal in some
sense model forXn using as few assumption as possible. Even more abstractly
the problem of learning is to estimate a (density) function from a finite number
of observations/specifications. A function is, for all practical purposes or most
of the time, an infinite dimensional object. The specifications (empirical data
say), however, are finite in number. Intuitively we know that there is noway of
obtaining an infinite dimensional object from a finite number of specifications
unlesswe introduce extra information and assumptions in themodel. Learning
is thus an ill-posed problem — a problem which does not have a unique and
stable solution. Ill-posed problems are usually solved using Regularization
Theory (see [66]). This theory imposes in a systematic way the fewest/weakest
assumptions necessary for a unique stable and well-behaved solution of the
problem to exist.
Example 15 (Statistical modeling — an ill-posed problem) To get an idea of
why data modeling is an ill-posed problem suppose we are given one dimen-
sional continuous data on R (see graph below). What is the best possible
probabilistic model for the data? The black probability density function with
a single bump or the blue multi-modal pdf?
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In both cases the data points are represented by the blueplus signs at the bottom
of the graphs. There are reasons to prefer the simpler and sparsermodel. In our
casewemight prefer the simpler black versus themore complicated bluemulti-
modal density. We may argue that the data is not numerous enough to justify
multiplemodes. As amatter of fact the datawas generated synthetically (using
MATLAB’s randomnumber generator) from the bluemixture pdf, yet the black
curve which represents the current state of the art in density estimation is not
even multi-modal. This is partly what makes the problem ill-posed. We may
have reasons to prefer the black curve but the blue curve is also a reasonable
model for the data. The data simply does not provide enough information to
give a unique or well defined solution to the density estimation problem.
Now that we have stated the gist of problem we briefly review the approaches
taken so far toward resolving this problem.
5.1 Classical Approach to Statistical Learning
The approaches to statistical modeling have so far been quite unsatisfactory. In
the example abovewemay specify a function subjectively up to a small number
of parameters (say Gaussian with mean µ and variance σ2— N(µ, σ2)) and esti-
mate these parameters. The focus of classical statistics is on estimating/finding
the few model parameters (say (µ, σ)) in an optimal way. This problem has
been largely solved by Sir Ronald Fisher in the beginning of the twentieth cen-
tury. He gave the likelihood principle as the asymptotically efficient estimation
method. In the classical paradigm one has to specify the probability density
function subjectively and then proceed to estimate the parameters in a rigor-
ous way! This approach is usually referred to as the parametric approach to
statistics — it focuses on optimal parameter estimation. The major drawback
of this approach is that an incorrectly specified parametric function does not
necessarily converge to the unknown density function q∗ as the sample size
grows to infinity. Moreover it is hard to verify the validity of the parametric
model assumptions9 and small perturbations of the parametric assumptions
render the Maximum Likelihood Estimators (e.g., sample mean and variance
are Maximum Likelihood Estimators of µ and σ2) asymptotically inefficient.
So unless we have prior knowledge about the correctness of the assumptions,
the classical approach is bound to fail. The subjectivism in choosing the func-
tional form of the probability density and the rigor with which one estimates
the parameters of the density has prompted the famous statistician Tukey to
articulate his concern by saying “It is better to be approximately right than
exactly wrong!”. In fact the subjectivism of the classical approach has been the
reason mathematicians from other fields dismiss Statistics as nonsense.
9[56] argues that with large samples, goodness-of-fit test almost always reject quite reason-
able models.
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5.2 The Non-Parametric Approach
The focus has recently shifted on directly estimating the entire probability den-
sity function, not just a few parameters of a subjectively specified function (see
[56]). This ideawasfirst advocated by a contemporary of Fisher—Karl Pearson
—and is usually referred to as non-parametric statistics to stress the fact that the
focus is no longer on optimal parameter estimation10. Pearson’s idea did not
gain popularity because the non-parametric approach to the problem of learn-
ing is computer intensive relative to the classical approach. So far researchers
have favored the classical approach due to its computational simplicity, but
the recent explosion of computing power has made Pearson’s ideas workable
and indeed very competitive to the classical approach. The non-parametric
approach takes on a more direct attack on the learning problem. More specifi-
cally it tries to approximately solve an infinite dimensional functional problem
to find the functional relationship (e.g., a probability density function) that
best describes the pattern in the empirical data. The resulting density estimate
converges to the unknown density q∗ as the number of empirical observations
grow to infinity. This is what makes the non-parametric approach consistent.
The price to pay for removing the subjective element in nonparametric Sta-
tistics is enormous computational complexity compared to the simplicity of
parametric Statistics. Currently the most popular non-parametric approach to
density estimation is the kernel approach (for a general introduction see [56],
[68], [62]) with its many different flavors (see, e.g., [14], [46], [44], [55], [43],
[64], [3]). We review this technique before presenting our GCE solution.
5.3 The Kernel Approach to Learning
Suppose we are given d−dimensional data Xn ≡ {X1, . . . ,Xn} on Rd and wish
to visualize any patterns present in it, compress it or draw inferences based
on nonparametric statistical analysis. We wish to model the data probabilisti-
cally. Assume that the data is the random outcome of an unknown continuous
probability density function q∗(x), i.e.:
X1, . . . ,Xn
i.i.d∼ q∗(x).
Thus the problem is to find/estimate q∗ using the empirical data and as few
assumptions as possible. We can summarize all the information present in the
data via the empirical pdf
∆(t) =
1
n
n∑
i=1
δ(t − Xi).
10Fisher and Pearson—the two major proponents of the classical and non-parametric ap-
proaches respectively—were bitter adverseries in a way similar to Newton and Leibniz.
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Since ∆(t) is not continuous, it is useless as an estimate of the continuous
and possibly differentiable q∗. To “smooth” the atomic and discontinuous
density ∆(t) we can borrow the convolution method for smoothing “rough”
and “noisy” signals. The idea is to convolve ∆(t) with a suitable continuous
function Kh : R
d → R+ depending on a parameter hwhich controls the amount
of “smoothing” applied to the spiky “signal” ∆(t). This procedure leads to the
“smooth” estimate of q∗:
f (x | h,Xn) = Kh(t) ∗ ∆(t) [x]
=
∫
Rd
Kh(x − t) 1
n
n∑
i=1
δ(t − Xi) dt = 1
n
n∑
i=1
Kh(x − Xi).
We can now use the smoothing parameter h to minimize a suitable measure
of distance between our proposed model f (x | h,Xn) and the desired target q∗.
Thus the idea of convolution from signal processing motivates the so called
kernel method. Themethod, similar to the Rayleigh Ritzmethod, assumes that
the true, but unknown, underlying density function q∗ can be approximated
well by a probability density function11 of the form:
f (x | h,Xn) = 1
nh
n∑
i=1
K
(
x − Xi
h
)
, (132)
where:
1. h ∈ R+\{0} is a bandwidth parameter which controls the “smoothness” or
“resolution” of f in a way similar to the convolution operation in signal
processing.
2. K : R → R+,
∫
R
K(x) dx = 1, K(−x) = K(x), i.e., K is a symmetric
unimodal kernel. For our purposes we choose to use the Gaussian kernel
K(x) = φ(x) = 1√
2π
e−
1
2 x
2
.
3. X1, . . . ,Xn
i.i.d∼ q∗(x), i.e., we assume thedata canbemodeledas theoutcome
of a random experiment with density function q∗.
The idea behind the kernel method is that just like a Taylor series (a set of
polynomial functions {(x − a)i}n
i=0
) or a Fourier series (a set of orthogonal func-
tions {sin(nx), cos(nx)}n
i=0
) can represent many functions arbitrarily well, so can
the kernel set
{
K
(
x−Xi
h
)}n
i=1
represent a quite general density q∗ very well. Note
that this assumption is much weaker than the assumptions of the parametric
approach.
Everything in (132) is fixed except the bandwidth h. This is the only pa-
rameter over which we have control. We now need to tune h so that our
approximation of q∗ is as good as possible.
11For simplicity assume that d = 1, i.e., the data is one-dimensional.
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5.4 Measuring the performance/error
Once we have defined the class of functions within which we search for the
(best in some sense) solutionwe nowhave to choose ameasure of performance.
In other words we have to choose a measure of distance between the proposed
model (132) and the observed empirical data. Classical statistics gives theMean
Squared Error (MSE) as a measure of the performance of various estimators.
We choose toworkwith theMSE criterion due to its computational tractability:
MSE{ f }(x | h) = Eq∗ [ f (x | h,Xn) − q∗(x)]2 . (133)
We can write (133) as:
MSE{ f }(x | h) =
[
Eq∗ f (x | h,Xn) − q∗(x)
]2
︸                       ︷︷                       ︸
Bias2(x | h)
+Eq∗
[
f (x | h,Xn)]2 − [Eq∗ f (x | h,Xn)]2︸                                        ︷︷                                        ︸
Var(x | h)
.
(134)
Each of the components ofMSE above can be simplified using the i.i.d assump-
tion12:
Bias(x | h) = 1
h
∫
K
(
x − z
h
)
q∗(z) dz −q∗(x) =
∫
K(z) q∗(x−hz) dz − q∗(x), (135)
Var(x | h) = 1
nh
∫
K2(z) q∗(x − hz) dz − 1
n
[∫
K(z) q∗(x − hz) dz
]2
. (136)
Therefore, dropping f from the MSE notation:
MSE(x | h) = 1
nh
∫
K2(z) q∗(x − hz) dz + (1 − n−1)
[∫
K(z) q∗(x − hz) dz
]2
−2 q∗(x)
∫
K(z) q∗(x − hz) dz + [q∗(x)]2.
We can now minimize the MSE for each given value of x by tweaking the
parameter h, i.e.:
min
h>0
MSE(h | x).
The h which minimizes the MSE for each x, say h∗(x), is a function of x itself.
Rather than estimating the unknown q∗ at each point x, wewish to have a single
value for h, say h∗, which globally minimizes the discrepancy between f and
q∗. One convenient measure of ’goodness of fit’ over the entire real line is the
Mean Integrated Squared Error:
MISE{ f }(h) = Eq∗
[∫ [
f (x | h,Xn) − q∗(x)]2 dx
]
=
∫
Eq∗
[
f (x | h,Xn) − q∗(x)]2 dx.
(137)
12integration taken over entire real line
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MISE is simply the accumulated pointwise MSE error across the real line:
MISE{ f }(h) =
∫
MSE(x | h) dx.
Whence (again omitting f from MISE):
MISE(h) = 1
nh
∫
K2(z) dz + (1 + n−1)
∫ [∫
K(z) q∗(x − hz) dz
]2
dx
− 2
∫
q∗(x)
∫
K(z) q∗(x − hz) dz dx +
∫
[q∗(x)]2 dx.
We now have two measures of discrepancy between f and q∗ - one global
(MISE) and one pointwise local (MSE). Each of these measures will give a
different optimal bandwidth, namely: h∗(x) and h∗. The first bandwidth is a
function of x and will be different at each point of estimation, the second is
constant across the real line. Notice that
∫
R
f (x | h∗(x),Xn) dx does not in general
equal one while
∫
R
f (x | h∗,Xn) dx = 1 always. Naturally our density estimate f
has to be a proper pdf and hence integrate to one. Thus MISE is the criterion
of choice for our subsequent discussion. Finding an optimal h thus reduces to
the following program:
h∗ = min
h>0
MISE(h). (138)
Finding a unique and explicit solution to (138) is impossible due to the compli-
cated nature of the integrals appearing in MISE and the fact that q∗ is unknown
— only a few random realizations from it are given. Using large sample (as-
ymptotic) theory (see [56]) we can, however, obtain a unique explicit answer
which approximates the solution to (138).
5.5 Asymptotic Expansion of MISE
We will explore the behavior of MISE as the sample size grows larger and
larger, i.e., as n→∞. In the large sample analysis, we use the following crucial
assumptions:
1. The bandwidth h depends on the size of the sample Xn in such a way
that:
lim
n→∞
hn = 0.
2. The rate at which the optimal bandwidth goes to zero is smaller than
O(n−1), i.e.:
lim
n→∞
n × hn = ∞.
3. d
2
dx2
(
q∗(x)
)
is continuous, square integrable function.
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These conditions are borrowed from the “General Kernel Density Estimator”
theorem in the preliminary section. They ensure that f is a consistent non-
parametric density estimator. Using assumptions 1. and 3. , the symmetric
property
∫
z K(z) dz = 0 and Taylor’s expansion of q∗(x − zh) about x, equation
(135) becomes:
Bias(x | h) = h
2
2
q∗
′′
(x)
∫
z2K(z) dz + o
(
h3
)
, n→∞. (139)
The bias depends on the curvature of q∗ and regions with high curvature, i.e.,
large q∗
′′
(x), are difficult to estimate. Note that asymptotically the pointwise
bias does not depend on n and increasing n alonewill not reduce the bias unless
hn → 0+ as n→∞. Equation (136) can be similarly expanded:
Var(x | h) = q
∗(x)
nh
∫
K2(z) dz + o
(
1
nh
)
, n→∞. (140)
Note that Var(x | h) → 0 as n → ∞ under assumption 2. Thus the asymptotic
expansions of MSE and MISE are :
MSE(x | h) = q
∗(x)
nh
∫
K2(z) dz +
h4
4
[
q∗
′′
(x)
∫
z2K(z) dz
]2
︸                                                  ︷︷                                                  ︸
AMSE(x | h)
+o
(
h4 +
1
nh
)
, (141)
AMISE(h) =
∫
AMSE(x | h) dx (142)
=
∫
K2(z) dz
nh
+
h4
[∫
z2 K(z) dz
]2
4
∫ [
q∗
′′
(z)
]2
dz, (143)
where AMSE stands for Asymptotic Mean Squared Error and AMISE stands
for Asymptotic Mean Integrated Squared Error. AMISE gives the first order
asymptotic behavior of MISE as the sample size grows to infinity. What makes
AMISE attractive is that the program:
min
h>0
AMISE(h)
can be solved explicitly to give the optimal asymptotic bandwidth:
hAMISE =

∫
K2(z) dz
n
[∫
z2 K(z) dz
]2 ∫ [
q∗′′(z)
]2
dz

1/5
. (144)
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Apart from its dependence on the known kernel K and n, h5AMISE is inversely
proportional to
∫
[q∗
′′
(x)]2dx. The functional
∫
[q∗
′′
(x)]2dx measures the total
curvature of q∗. Thus for densities with little curvature a large bandwidth will
be required. Alternatively when
∫
[q∗
′′
(x)]2dx is large, little smoothing will be
optimal. The value hAMISE gives the minimum of AMISE:
AMISE(hAMISE) = min
h>0
AMISE(h)
=
5
4
n−4/5

[∫
K2(z) dz
]4 [∫
z2 K(z) dz
]2 ∫ [
q∗
′′
(z)
]2
dz

1/5
.
Notice thatAMISE(hAMISE)→ 0 as n→∞ at the rate of n−4/5. Thus our estimator
indeed converges to the target. It seems like we have solved the problem of
density estimation, at least in the large sample case. Unfortunately the optimal
asymptotic bandwidth hAMISE still depends on the unknown density q
∗ through
the functional
∫ [
q∗
′′
(z)
]2
dz. Thus hAMISE, which is an approximation to h
∗,
needs to be estimated. Almost all of the current hi-tech bandwidth selection
methods (see [68]) use a variation of the so called plug-inmethod in which the
functional
∫
[q∗
′′
(z)]2dz is estimated using a rough pilot density estimate and
then the resulting estimate is substituted into (144) to obtain an approximation
to hAMISE. Note that this approach is a long way from our initial target, namely
solving:
min
h>0
MISE(h).
The trouble is that the plug-inmethod gives a bandwidthwhich approximately
minimizes an asymptotic approximation of the MISE! This is not desirable but
we have very few options and in practice these approximations work well for
reasonably large n.
5.6 The Sheather-Jones plug-in bandwidth estimate
Arguably the best data-driven bandwidth selection method is the plug-in
Sheather Jones bandwidth estimator (see [45] and [60]). Here we will give
the gist of the method without going into the details.
The functional
∫
[q∗
′′
(z)]2 dz =
∫
q∗(z) q∗
(4)
(z) dz = Eq∗[q
∗(4)(X)] using straight-
forward integration by parts and assuming that q∗ is four times differentiable.
The function q∗
(4)
(x) can be estimated by the forth derivative of the kernel esti-
mator:
f (4)(x |α,Xn) = 1
α5n
n∑
i=1
K(4)
(
x − Xi
α
)
.
Notice that the bandwidth used to estimate q∗
(4)
(x) is α, not h. We will come to
this issue later. The expectation Eq∗[q
∗(4)(X)] is approximated by an empirical
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average 13:∫ [
q∗
′′
(z)
]2
dz = Eq∗[q
∗(4)(X)] (145)
≈ 1
n − 1
n∑
i=1
f (4)(Xi |α,Xn) (146)
=
1
α5 n (n − 1)
n∑
i=1
n∑
j=1
K(4)
(
Xi − X j
α
)
= S[α]. (147)
Intriguingly the optimal value of α used to estimate the forth derivative of q∗
is different from the optimal value of h used to estimate q itself. In an intricate
asymptotic argument Sheather and Jones [60] establish an optimal asymptotic
relationship between α and h. They find that if hAMISE is the bandwidth that
achieves the best asymptotic estimate for q∗(x), then αAMISE = c (hAMISE)5/7 will
be the bandwidth that best estimates q∗
(4)
(x) asymptotically. c is generally an
unknown constant. Sheather and Jones suggest a heuristic choice for c (for
the details see [60]) based on a rough pilot estimate of q∗. Finally the optimal
Sheather-Jones kernel estimator is obtained from:
1. Solve numerically the equation (an approximation to (144)):
h −

∫
K2(z) dz
n
[∫
z2 K(z) dz
]2
S[α(h)]

1/5
= 0, (148)
where S[α] = 1
α5 n (n−1)
∑n
i=1
∑n
j=1 K
(4)
(
Xi−X j
α
)
and α = c × h5/7, the constant c
being a judiciously chosen number. The solution of the equation gives
the optimal Sheather-Jones bandwidth hSJ.
2. Present the equally weighted (Gaussian in our case) mixture pdf:
f (x | hSJ,Xn) = 1
n hSJ
n∑
i=1
φ
(
x − Xi
hSJ
)
, (149)
where K(x) = φ(x) = 1√
2π
e−x
2/2, as the kernel density model for the data
Xn.
Numerical experiments demonstrating the performance of the Sheather-Jones
bandwidth selection method are presented in the final section. Now that we
have introduced the current mainstream method for density estimation we
present the alternative GCE approach to the problem of density estimation.
13except that we divide by (n − 1) and not n;
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5.7 Density Estimation via GCE
For clarity we now restate the crux of the GCE method in the context of one-
dimensional density estimation (d = 1). Again assume that all we have is
the empirical data Xn = {X1, . . . ,Xn}. Then apply the GCE postulate with the
following elements:
1. Given the uniform/uninformative prior q ∝ 1 on R,
2. solve the functional optimization program:
min
p∈P
D2(p→ q) ≡ min
p∈P
∫
R
p2(x) dx, (150)
3. subject to the constraint set C :∫
R
p(x) Ki(x) dx = Ep[Ki(X)] > κ
∗
i =
1
n − 1
∑
j,i
Ki(X j), i = 1, . . . ,n. (151)
AgainP =
{
p :
∫
R
p(x) dx = 1, p(x) > 0, x ∈ R
}
denotes the set of all probability
density functions onR and, just like in the kernelmethod,we choose aGaussian
kernel Ki(x) = K(x;Xi, σ) =
1√
2πσ
exp
(
− (x−Xi)2
2σ2
)
= 1σ φ
(
x−Xi
σ
)
. We can interpret
the program minp∈P D2 as minimization of the complexity of the proposed
probabilistic model p and the imposition of the constraint set C as a means
of ensuring that the model is consistent with the empirical data. The above
problem is equivalent to the dual formulation:
1. Solve the program:
(σ∗,λ∗) =
{
(σ,λ) : 1Tλ(σ) = 1, λ(σ) = argmin
λ>0
(
1
2
λTC(σ)λ − λTκ∗(σ)
)}
,
(152)
where the matrix Cn×n has entries Ci j =
∫
R
Ki(x;Xi, σ)K j(x;X j, σ) dx =
1√
2σ
φ
(
Xi−X j√
2σ
)
= 1√
2π(
√
2σ)
exp
(
− (Xi−X j)2
4σ2
)
.
2. Present the Gaussian mixture pdf
p(x) =
n∑
j=1
λ∗j K(x;X j, σ
∗) (153)
as the optimal GCE density which models the data Xn.
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6 Numerical Experiments
In this section we present some numerical experiments demonstrating the
performance of the Sheather-Jones and GCE probability density estimators.
Matlab Implemenation
Some issues concerning the implementation of the Sheather-Jones method and
the GCE method are :
1. The Matlab routine used in our simulation experiments implementing
the Sheather-Jones bandwidth method was downloaded from Professor
Steve Marron’s website:
http://www.stat.unc.edu/faculty/marron/marron software.html
2. The compiled Matlab routine “mosekopt” is used to solve the QPP in the
GCE optimization. “mosekopt” was downloaded from this webpage:
http://www.mosek.com/trials.html# students
3. To solve the program (152) we use the Matlab build-in root finding func-
tion “fzero.m”. Each iteration of “fzero.m” requires the solution of a QPP
and hence calls “mosekopt”.
We now present some density estimation examples with synthetically gen-
erated data. The datawas generated usingMatlab’s randomnumber generator.
Example 16 (Gaussian mixture) Weconsider the followingmodel. 1020points
were generated from an equally weighted mixture of Gaussians with a com-
mon scale parameter. The mixture is given by the blue curve on the graph
below and the points are represented as crosses on the real line.
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The black curve is the Sheather-Jones estimator (149). The red curve represents
the GCE estimator (153). The red bars represent the relative values of the
Lagrange multipliers λ (i.e., mixture weights of (153)) associated with each
point. It is interesting to note that out of the 1020 points only 10 points have
non-zero Lagrange multipliers. Thus the GCE model for the 1020 points is a
Gaussian mixture with 10 components only. In contrast, the Sheather-Jones
estimator is an equally weighted mixture with 1020 components. The sparsity
of the GCE estimator makes it computationally easier to evaluate at each point
and visualize. Apart from this there is not much difference in the performance
of the two estimators.
Example 17 (Heavy-tailed mixture) In this example 160 points from amixture
of Cauchy densities is considered.
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Again the blue curve is the ’true’ model from which the data was generated,
the black curve is the Sheather-Jones estimator and the red curve is the GCE
estimator. This time out the 160 point only 10 have a non-zero Lagrange
multiplier. It is interesting to note that for heavy-tailed data the choice of the
kernel function is significant. If, instead of a Gaussian kernel, we use a Cauchy
kernel K(x;Xi, σ) =
1
πσ
1
1+(x−Xi)2/σ2 to estimate density, we get an almost perfect fit
to the true Cauchy mixture (see next graph):
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Example 18 (Robustness to Outlyers) In this example 40 points from a stan-
dard Cauchy density were generated. Only 3 points have non-zero Lagrange
multipliers making the GCE estimator a Gaussian mixture with 3 components.
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Note the spurious bumps in tails of the Sheather-Jones estimator. In general
the GCE estimator is not sensitive to outlyers.
Example 19 (Lognormal Density) The first picture shows 240 points from the
Lognormal density with location=0 and scale=.7. The green dots and the red
bars show the data points associated with a non-zero Lagrange multiplier.
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The second picture has 240 lognormally distributed points with scale=1 and
location=2.
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Example 20 (Weibull Density) Thefirst picture shows140points fromaWeibull
density with location=3 and scale=1.
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The secondpicture shows 50 points fromaWeibull densitywith location=10
and scale=1.1 .
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Example 21 (Extreme Value) This last example shows 140 points from an ex-
treme value distribution with location=0 and scale=3.5 .
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It is difficult to assesswhich of the two estimators is better. Both give reasonable
and acceptable results. No attempt has beenmade to compare the twomethods
of density estimation beyond a visual subjective inspection. It is difficult to
come up with a suitable measure of performance which will be fair to both
methods. In conclusion:
1. The Sheather Jones estimator relies on the availability of large samples
and essentially solves an asymptotic approximation approximately.
2. The derivation of the asymptotic approximations to MISE is valid only
under the assumption that X1, . . . ,Xn are statistically independent, i.e.,
under the assumption that Xn i.i.d∼ q∗. The extension to the case of de-
pendent observations is still an unsettled issue in the literature on kernel
estimation (e.g., see [47], [24], [39], [40], [13], [12]). The GCE approach,
however, does not make any assumptions about the statistical indepen-
dence of the data.
3. The GCE solves the problem directly without using any asymptotic ap-
proximations14. The only approximation is in the estimationof the charac-
terizing moments Eq∗[Ki(X)] through κ
∗. Apart from this approximation,
14The only other kernel method which does not rely on asymptotic theory is the Least
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the GCE solves a functional optimization problem exactly to find the
optimal density function.
4. The GCE gives a sparse mixture model.
5. Both methods attack the ill-posed problem of density estimation by in-
troducing some external information in the probabilistic system. E.g., the
Sheather-Jones method assumes differentiability of the unknown density
q∗ and independence of the data. The best method will ultimately be
the one which imputes as little external information as possible to make
the problem well-posed and provide a unique, stable and well-behaved
density estimator.
Finally note that the use of the weighted kernel mixture (153) in density
estimation is not novel. Hall & Turlach [23] first proposed the use of weights
in density estimation and have successfully applied density estimators of the
form (153). Later Girolami & He [21], [22] have applied the same idea to other
statistical problems.
7 Discussion and Future Research
The original motivation for the GCE method is to solve difficult optimization
and simulation problems. As an iterative learning algorithm a possible advan-
tage of the GCE approach is that, unlike the CEmethod, the updating rules are
fully automatic and the same for any of problems described in the introduc-
tion. The algorithm is like a black box—the only external information used is
either random variables with distribution q∗ or function values of q∗ (up to a
normalizing constant). It can, however, be also applied to standard statistical
learning problems such as the problem of density estimation. The results of
the numerical experiments are promising and show that the GCE method has
the potential of becoming a powerful tool for tackling some of the most impor-
tant problems in Statistics in a unified and simple framework. Some possible
directions of future research are:
1. The Cross Entropy measures considered in this project can be derived
axiomatically using basic concepts in Information Theory such as addi-
tivity and recursion. This will make the GCE method an axiomatically
derived variational technique for solving ill-posed problems. It can then
be argued that the GCE approach to statistical learning is as valid as the
Bayesian approach. Bayesian statistical inference is also build axiomati-
cally and in the absence of any inconsistencies there is no reason why we
should prefer one set of axioms over another.
Squares Cross Validationmethod ([2], [63]) which unfortunately gives rough and spiky density
estimates [68].
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2. The GCE method seems to be related to the recently developed Support
Vector Machines [66] and there is a possibility that the underlying princi-
ples of the Support Vector Machines can be derived via an information-
theoretic approach.
3. A distinguishing feature of the GCE method is that it solves an infinite
dimensional functional optimization problem. What makes this possible
is the convexity and simplicity of theCEmeasures and the ensuingduality
theory which allows us to reduce the variational problem to a finite
parameter optimization problem. These results suggest that it may be
possible to apply other more powerful Calculus of Variations techniques
(or even Optimal Control) to the problems of Statistical Learning and
Monte Carlo Simulation.
4. As a nonparametric density estimation methods the GCE provides an
optimal non-asymptotic estimator. The consistency properties and the
corresponding convergence rates of the GCE estimator need to be inves-
tigated.
5. All of the problems listed in the introductory section can be solved by
(approximately) sampling from a suitably defined IS density function q∗
via a CE-type algorithm [54] with iteratively updated levels. The GCE
method has to be applied extensively on the problems of Monte Carlo
Simulation and Statistical Learning.
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