A new stopping rule is proposed for linear, iterative signal restoration using the gradient descent and conjugate gradient algorithms. The stopping rule attempts to minimize MSE under the assumption that the signal arises from a white noise process. This assumption is appropriate for many coherent imaging applications. The stopping rule is trivial to compute, and for xed relaxation parameters, can be computed prior to starting the iteration. The utility of the stopping rule is demonstrated through the restoration of MR imagery.
I. Introduction
In this correspondence we consider signal and image restoration problems which may be reduced to solving a set of linear equations Ax = b (1) where A is a full-rank linear degradation matrix, x is an n 1 vector of unknown signal samples, and b is an m 1 vector of measured (degraded) data. This restoration problem may be solved directly using a variety of regularized least squares and pseudoinverse techniques.
In some cases, particularly if the matrix A is large, iterative solution techniques may be more e cient than direct solutions. Two well known iterative solution techniques are the gradient descent algorithm and the conjugate gradient algorithm. The gradient descent iteration is given by 1]:
x k+1 = x k ? g k ; g k = ?A T (b ? Ax k ): (2) If is allowed to vary, then the \steepest descent" form of the algorithm is implemented using
The conjugate gradient iteration, also referred to as the conjugate gradient least squares (CGLS) iteration, is given by 1]:
x k+1 = x k ? k d k ; k = g T k g k d T k (A T A)d k (4) g k+1 = g k + k (A T A)d k (5) 
Subject to certain constraints on the relaxation parameter 2], the gradient descent algorithm will converge to the least squares solution to (1) . The steepest descent and conjugate gradient algorithms also converge to the least squares solution to (1) 1].
In cases where A is ill-conditioned, the least squares solution may be hopelessly corrupted by the e ects of measurement noise. A fundamental problem then is to determine an appropriate stopping point for the iteration 3]. An e ective stopping rule should achieve an acceptable tradeo between resolution of desired signal components and suppression of undesired noiserelated artifacts.
Two such stopping rules have been proposed recently. The rst is based on minimizing a ran- Here we take a statistical approach to determining a stopping rule for the iterative algorithm.
In contrast to the minimax approach of 1], we attempt to minimize the restored MSE under the assumption that the signal of interest arises from a white noise process. The resulting stopping rule requires only an estimate of the SNR on the measured data and is trivial to compute.
For the gradient descent algorithm with xed , the stopping point may be computed prior to initiating the iteration.
Intended applications for the stopping rule include linear restoration of SAR and MR imagery from incomplete Fourier data. For SAR applications, portions of the spectrum will often be corrupted by radio frequency interference, particularly in the UHF and VHF bands 
The columns of V (the right singular vectors of A) are an orthonormal set of eigenvectors for A T A, and the A j 's (the singular values of A) are the non-negative square roots of the eigenvalues of A T A. In the presence of measurement noise, the least squares solutionx may be represented in terms of the right singular vectors of A:
where x is the least squares solution in the noise-free case, and e is a term due to the measurement noise (say n) in b The key assumption to deriving our stopping rule is that x is a sample function from a (not necessarily ergodic) stochastic process satisfying E j 1 j 2 ] = : : : = E j n j 2 ] = C:
Our rationale for invoking the assumption (9) is that in many applications we have no information regarding the distribution of x over the orthogonal basis vectors V j . A special case where (9) holds is an ergodic process where the samples of x are uncorrelated. Synthetic aperture radar imaging is an application which closely resembles the ergodic white noise case.
Other coherent imaging applications, such as MRI, may also be expected to satisfy (9) 5].
Under (9) we can compute E j j j 2 ] in terms of the signal power 
As in 1] we assume the signal-dependent vector b is uncorrelated with the measurement noise vector n. Thus, under (9), the optimal (Weiner) weights are given by 5]
where SNR is the signal to noise power ratio on the measured data b.
If we restrict our choice of w to binary functions (w j 2 f0; 1g), then the MSE is minimized For the gradient descent algorithm, the weight factor (w j in (12) : (17) Note that (17) requires only an estimate of the SNR on the measured data b. The quantity m is known, and the computation of trace(A y A) is trivial in relation to the restoration process.
For the steepest descent and conjugate gradient algorithms, the stopping point cannot be computed a-priori. This is because the expression for the solution at a given iteration depends on the sequence of relaxation parameters which are computed and applied as the iteration progresses. Instead, the convergence of a hypothetical component with A j = cutoff is monitored as the iteration progresses and the iteration is terminated when the stopping rule (16) As a practical matter, the spatial constraints may be derived from low-resolution scout images which are routinely acquired during the initial patient positioning. For this example, a single space-limited constraint was applied to all 256 columns.
The background noise level was estimated from a dark area of the original image. The SNR on the measured data was computed as P meas ? P noise P noise (21) where P meas is the average power for the measured data and P noise is the background noise power. This technique yielded an estimated SNR of 12.3 dB. In clinical practice, the noise level may be estimated through a pre-scan noise calibration. Similar noise calibration procedures may be employed for other \active" coherent imaging systems (e.g., SAR).
The gradient descent ( = 1), steepest descent and conjugate gradient algorithms were em- 
