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Modeling of shells with three-dimensional finite elements 
Manfred BISCHOFF 
Institut für Baustatik und Baudynamik, Universität Stuttgart 
Pfaffenwaldring 7, D-70550 Stuttgart, Germany 
bischoff@ibb.uni-stuttgart.de 
Abstract 
Some aspects of three-dimensional analysis of shells are discussed, comparing 3d-shell formulations, surface 
oriented shell formulations and three-dimensional solid elements (“bricks”). Comparison is made with respect to 
theoretical formulation, finite element technology and consistency. Advantages and drawbacks of the different 
concepts are discussed, distinguishing the case of thin shells, where locking effects play a prominent role, and 
the analysis of three-dimensional structures (“very thick” shells). In this context a fundamental dilemma ap-
pears, namely the impossibility to design an element which is completely free of locking and passes the patch 
test at the same time.  
1.  Introduction 
Finite element analysis of shells is a standard procedure in many engineering applications. Throughout the past 
fifteen years significant progress has been made in the field of three-dimensional shell theories and related finite 
elements (also called “solid shell” elements). The main benefits are approximate consideration of three-
dimensional stress states, ease of implementation of three-dimensional constitutive laws and simplicity (no rota-
tional degrees of freedom involved). 
Sometimes application of shell finite elements is totally abandoned in favor of a discretization with three-
dimensional solid finite elements. Standard 3d-solid finite elements, however, are often not suited to predict the 
behavior of shells properly. Locking effects may lead to significant errors for thin shells. Even well-established 
“locking-free” solid elements may fail in thin shell analysis. The problem can be avoided by transferring con-
cepts of finite element technology from (3d) shell elements to solid elements. 
A particularly interesting phenomenon in this context is trapezoidal locking (also called curvature thickness 
locking in the context of 3d-shell elements) and its relationship to passing the constant stress patch test. There 
are strong indications that obtaining a locking-free formulation and passing the patch test are mutually exclusive 
(a result already anticipated by Richard MacNeal  in a discussion about distortion sensitivity of finite elements). 
2.  Three different archetypes of three-dimensional elements for shell analysis 
Without going into technical details of mathematical formulations, three different philosophies for designing 
finite elements which are feasible for both thick and thin shell analysis, using unmodified three-dimensional 
constitutive laws are described in this section (see Figure 1 for an illustration). 
3d-shell finite elements have become popular (particularly in Germany) at the beginning of the 90s, the works of 
Simo et al. [4] and Büchter et al. [4] being two of the decisive pioneering contributions. They rely on the classi-
cal concept of a mid-surface, equipped with displacement degrees of freedom, rotations (or difference displace-
ments) as well as some higher order parameters, for instance describing the thickness change of the shell. A 
typical representative of this class is a so-called 7-parameter formulation, utilizing three displacements of the 
mid-surface, three components of a difference vector (naturally including a constant thickness stretch) plus one 
additional strain (or displacement) parameter to realize a linear distribution of transverse normal strains. The 
latter is necessary to avoid Poisson thickness locking or, in other terms, to make the formulation asymptotically 
correct for bending. 
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Figure 1: 3d-shell, surface oriented shell and “shell-like” 3d-solid 
Unless the three-dimensional constitutive equations are somehow manipulated, all strain components need to be 
linear through the thickness in order to correctly model bending. In this spirit, quadratic terms are not needed for 
an asymptotically correct shell model and they are usually dropped from the formulation. Contribution of these 
higher order terms to the strain energy is negligible in most cases. This assumption is commonplace for practi-
cally all classical and three-dimensional shell models. 
The mechanical ingredients of surface oriented shell formulations are identical to those of 3d-shells. The deci-
sive difference is the usage of a three-dimensional parameterization of geometry and displacements with abso-
lute values for position vectors and displacements rather than working with a director field D and difference 
displacements w, see Figure 2. Surface oriented shell finite elements may be seen as hybrids of three-
dimensional finite elements and shell elements. From the former they inherit their “outer appearance”, i.e. ge-
ometry and nodal degrees of freedom. And from the latter the “inner life” is deduced, particularly the use of 
stress resultants (membrane forces, bending moments etc.), rather than stresses and the aforementioned reduc-
tion strains to linear functions in thickness direction. 
 
Figure 2: “classical” 3d-shell versus surface oriented 3d-shell 
The concept of a surface-oriented shell model described in the previous section implies the question why not 
simply using 3d-elements for shell analysis. The nodal degrees of freedom are exactly the same and the 7th pa-
rameter is naturally included in many 3d-solid finite elements by certain means of element technology which are 
needed to avoid volumetric locking (EAS, Simo and Rifai [4]). The decisive differences of three-dimensional 
solid elements compared to three-dimensional (or surface oriented) shell elements are 
1. that there are no distinct “in-plane” and “thickness” directions and 
2. three-dimensional strains and stresses, rather than “resultants” are used, i.e. there are no separate ex-
pressions for membrane strains, curvatures, bending moments or transverse shear forces. 
As a consequence, in a three-dimensional finite element the quadratic terms of the through-the-thickness strain 
distribution are not skipped – they cannot be skipped, because they do not appear separately. This is not a dis-
advantage because it does not affect computational cost. It may be even advantageous to have these terms in-
cluded, as we will see later. 
There is, however, a drawback in comparison to shell elements: From the point of view of element technology it 
is desirable to distinguish in-plane and out-of-plane strain and stress components, (e.g. when special formula-
tions ought to be applied to avoid transverse shear locking or trapezoidal locking) as well as constant and linear 
ones (e.g. membrane and bending strains when membrane locking ought to be avoided). In fact, the crucial 
problem is trapezoidal locking (related to transverse normal strains) as will be demonstrated in the next section. 
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3.  Trapezoidal locking and the patch test 
We compare, in a numerical experiment, performance of state of the art solid elements and shell elements. A 
cylindrical shell with clamped boundaries is subject to uniform external pressure. A linear pre-buckling analysis 
is performed, based on solving the corresponding eigen value problem. Two different setups are considered: a 
relatively thick shell, with a radius-to-thickness ratio of 100 and a thin shell with slenderness 500. The commer-
cial finite element package ANSYS is used as solver. The solid elements implemented in ANSYS use the en-
hanced assumed strain method, representing widely used, and state of the art brick elements. Comparison is 
made to a solution using conventional Kirchhoff-Love type shell elements which are free from locking for the 
problem at hand (similar results are obtained with well-formulated 3d-shell elements). 
 mesh shell elements solid elements 
coarse λcrit. = 1.02 λcrit. = 1.7 thick 
shell 
fine λcrit. = 1.0 (reference) λcrit. = 1.02 
coarse λcrit. = 1.02 λcrit. = 13.0 thin 
shell 
fine λcrit. = 1.0 (reference) λcrit. = 1.7 
Table 1: Critical load factors for thick and thin shell, fine and coarse meshes 
The numerical results, normalized with respect to the fine mesh shell solution are summarized in Table 1. The 
coarse meshes use 4608 degrees of freedom (in both shell and solid discretizations) and the fine mesh involves 
18816 d.o.f. It can be seen that the coarse mesh solution using shell elements is already satisfactory, while the 
coarse mesh solution with solid elements is unacceptable in both cases (thick and thin cylinder). Moreover, the 
absolute errors are much larger for the thin cylinder in the solid element solutions – a typical symptom of lock-
ing. Note, that even for the fine mesh the critical load is overestimated by 70 %. Figure 3 shows that the solid 
elements do not only overestimate the buckling load but also predict a wrong buckling pattern. 
shell elements solid elements 
isometric view 
front view 
 
Figure 3: Comparison of buckling modes for shell elements and solid elements 
Analyzing the problem setup and the involved element formulations one can identify trapezoidal locking as the 
reason for the observed behavior. Within a three-dimensional or surface oriented shell formulation it can be 
avoided following the idea of Betsch et al. [4] (see also Bischoff and Ramm [4]), modifying the constant part of 
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the transverse normal strains 33ε  by an ANS formulation. As there is no “transverse” direction in a 3d-solid, 
transferring this concept is not straightforward. If one strives to keep element technology “isotropic”, all normal 
strain components ought to be modified accordingly. This works fine for the numerical experiment documented 
in this section, but the resulting elements fail to pass the constant strain patch test. Strictly speaking, this means 
that these elements are not consistent and thus not convergent – a fact that is mostly considered unacceptable. 
The same holds for typical methods to avoid transverse shear locking. 
We conclude that there is no way around an “anisotropic” element technology for 3d-solids, if these are ex-
pected to work as well as (3d) shell elements in the case of thin shells. This means that a certain thickness direc-
tion has to be nominated and the finite element formulation is adapted accordingly. If transverse shear strains 
and transverse normal strains are treated such that transverse shear locking and trapezoidal locking are avoided, 
3d-solid elements may be used as efficiently as 3d-shell elements for thin shell analysis. These elements pass the 
patch test as long as the elements are distorted “in-plane”, but still not in general three-dimensional situations. 
To be more precise: Constant strain states cannot be exactly represented if the thickness direction is not or-
thogonal to the other two directions. 
The special treatment of transverse normal strains to avoid trapezoidal locking is one of the reasons for this 
problem. This observation is closely related to a discussion about distortion sensitivity of finite elements and 
passing the patch test, put forward by Richard MacNeal [4]. Removing these “tricks” from the element formula-
tion leads to an element that passes the patch test (of course, trapezoidal locking re-enters the formulation). 
For a surface oriented shell element the patch test is still not passed in this case. The reason is omitting the quad-
ratic terms of the strain distribution trough the thickness. These are needed for exact representation of constant 
stress states for arbitrary meshes, because the metric is changing through the thickness. 
One way out of this dilemma may be to accept the fact that the elements do not pass the patch test and favor 
formulations which are locking-free. Consistency, and thus convergence, may be achieved in a weaker sense by 
ensuring that those element distortions which are responsible for not passing the patch test vanish with mesh 
refinement. As these are related to deviation of the shell director from the shell normal, this seems to be a feasi-
ble approach. 
3.  Summary 
Formulation of locking free 3d-solid elements for shells still has potential for improvement. Avoiding all lock-
ing effects and passing the patch test at the same time seem to be mutually exclusive. Standard “locking-free” 
3d-solid elements usually suffer from trapezoidal locking and are therefore not suited for general shell analysis. 
The situation can be improved with an anisotropic element technology. Surface oriented shell elements use 
stress resultants and thus methods of element technology may be applied more purposeful.  
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Modelling and mesh error estimates for plates and thick shells 
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* University of Ljubljana, FGG               **Ecole Normale Supérieure de Cachan 
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Abstract 
We present a methodology of a posteriori error estimation and adaptivity for modelling error 
for the problem of linear elastic plate bending. The basic idea is that for each finite element 
of the mesh, which is considered satisfying from the standpoint of the discretization error, a 
sufficiently refined plate bending model is chosen so that the modelling error is distributed 
nearly uniformly in all regular and disturbed areas of the plate. 
We estimate the error in linear elastic plate bending by using implicit residual a posteriori modeling 
error estimator that is based on the representation of the weak form of the residual that includes 
equilibrated boundary tractions. When the boundary tractions are approximated by using solution of 
the coarse model, solution of the finer model is obtained by solving local element based Neumann 
problems. The model error estimator is defined in an energy norm from the difference of the internal 
forces of finer and coarse models. 
The plate bending models that are considered are: discrete Kirchhoff model, Reissner-Mindlin model, 
higher order model that takes into account through-the-thickness stretching, and 3d solid model 
[1,2,3,4].  
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Physical applications for a nonlinear micropolar formulation on
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Abstract
As continuum theory with rotational degrees of freedom, the Cosserat theory is prominently used in shell for-
mulations. But it is also used to regularize stress-concentrations in elasticity or shear-bands in elasto-plasticity.
Further, a wide spectrum of material models, e.g. for soils, foams or composites are based on the Cosserat
model. Even dislocated crystals are subjected to this theory. The reason for this wide range of applications
is that the Cosserat continuum treats angular momentum as an explicit complementary principle. This is why
couple-stresses and non-symmetric Cauchy-stresses are possible and fundamental for Cosserat models.
Although having this wide range of applications, it is fair to say that the Cosserat theory is not commonly
accepted in comparison to the Boltzmann continuum. One reason may be, that Cosserat theory often leads to
higher expenditures without a worth mentioning advantage. Moreover, by extending the kinematical equations
through rotational degrees of freedom, the need for extended constitutive description appears. In this context
discrepancies to the classical continuum act as a deterrent to the use of a Cosserat model. This paper highlights
therefore the question of constitutive parameters.
In our formulation material parameters receive a maximum of options. One option include that Cosserat rotations
R¯ are really independent of the deformation gradient F. Beside the first Cosserat strain measure U¯ = R¯T F,
which appears in the internal energy density Wmp, we include a second strain measure, which is based on
gradients of the rotation field R¯. This strain measure represents in fact the curvature of the substructure and
gives rise to a nonlinear internal curvature energy density W curv. It is of second order small when compared to
the local strain energy Wmp. We present an application, where the model benefits from the Cosserat theory.
1. Introduction
Similar to the rotational degrees of freedom used in the algorithmic treatments of shells, the Cosserat continuum
introduces an additional rotation field represented by R¯ ∈ SO(3). This additional rotation field is coupled to the
deformation Φ through the strain measure
U¯ := R¯T Grad[Φ] = R¯T F , U¯ ∈ GL+(3) ⇔ F = R¯ U¯ . (1)
We also define a specific curvature measure, which is only based on the rotation field
C = Curl[R¯] · R¯ . (2)
For physical relevance of C and its relation to dislocations see Neff & Münch [1].
The strain U¯ is possibly nonsymmetric and we emphasize this difference to classical symmetric strain measures.
An additional kinematic Rˆ can be identified as a consequence of really independent Cosserat rotations with
Rˆ = R¯T polar[F] , {Rˆ = 11 ⇒ U¯ ∈ Sym | R¯ = polar[F]} , (3)
where polar[F] is the orthogonal part of the polar decomposition of F. This equation states, that the additional
kinematic disappears if the Cosserat rotation R¯ coincides with the macroscopic rotation polar[F]. Then the
strain U¯ is also symmetric and realizes the classical Biot’s strain tensor.
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The Cosserat continuum treats angular momentum as an explicit complementary principle. This is why couple-
stresses and non-symmetric Cauchy-stresses are possible. The form of their appearance and interpretation de-
pends on constitutive parameters. We introduce the inner strain energy density
Wmp(U¯) = μ‖sym[U¯− 11]‖2 + μc‖skew[U¯]‖2 + λ4
(
(det[U¯]− 1)2 +
(
1
det[U¯]
− 1
)2)
, (4)
which is consistent with classical elasticity theories having the Lamé parameters μ and λ.
Because of det[U¯] = det[R¯T F] = det[F], rotations are in reality absent in the volumetric inner strain energy,
as it is physically reasonable. Skewsymmetric parts of strain are penalized by the Cosserat couple modulus μ c.
Further, we introduce the inner curvature energy density
Wcurv :=
μ
q
(1 + 2L2c ‖C‖2)
q
2 , q > 3 . (5)
The internal length scale Lc acts as a torsional spring and penalizes a special form of gradient in the rotation
field R¯. The couple modulus μc is not to be treated like a material parameter but like a modelling parameter. To
explain this we discuss two borderline cases. For μc = μ and Lc = 0 the Cosserat theory realizes the classical
Biot model, see Neff et al. [2]. This can be useful, if one strives for a classical elasticity formulation and
couples algorithmically rotational degrees of freedom to the macroscopic deformation in a strong way. Thus,
the inner kinematic Rˆ vanishes and one excludes non-classical deformation modes. Nevertheless, the Cosserat
rotation R¯ is algorithmically available for extended formulations. See the magnetic following load example in
chapter 2.
The geometrically exact kinematics and our choice of inner energy allows, however, to consider μ c → 0. For
Lc > 0 it is even possible to choose μc = 0, see Neff [3]. For this case we worked out, that a special term of
the curvature C can be identified with Nye’s curvature, see Münch [4]. Therefore, the additional kinematic Rˆ
obtains a physical background and can be used to predict zones of initial plasticity.
2. Cone shell with magnetic following load
Volumetric applied twisting moments d˜ are known from electro- and magnetostatics. Eringen & Maugin [5]
define such twisting moments through d˜ =
→
P ×
→
E +
→
M ×
→
H. In general, a material with electric polarization→
P receives twisting moments within an electric field
→
E. The torque of a compass needle is an example for the
effect of materials with permanent magnetization
→
M in an outer magnetic field causing
→
H. The twisting moment
vanishes completely, if the magnetization
→
M of the compass needle is parallel to the outer magnetic field. The
twisting moment becomes a maximum, if magnetization and outer magnetic field are perpendicular.
By using the Cosserat rotation field R¯, orientation changes of the polarized or magnetized material can be
coupled to the twisting moment in by
d = (R¯
→
P)×
→
E +(R¯
→
M)×
→
H . (6)
We show this relevance in the following example of a magnetic valve. The valve - a cone shell made of
flexible magnetic material1 - presses its seal onto an o-ring. Shell and seal are remanent magnetized with
‖ →M ‖ = Br = 365.4mT towards negative z-direction, see Fig. 1. The material is characterized by Young’s
modulus E = 300N/mm2 and Poisson’s ratio ν = 0.45 of isotropic linear elasticity. To simulate a classical
elasticity Biot model, the Cosserat parameters are chosen to μc = μ and Lc = 0. With respect to symmetry only
a quarter of the system is modeled by 4× 6 finite elements in plane and with one element through the thickness.
Quadratic shape functions are used, pay attention that the visualization lay a mesh through all nodes.
In xz-plane the displacements in y-direction and the rotations around x- and z-axis are set to zero. Also, in yz-
plane the displacements in x-direction and the rotations around y- and z-axis are set to zero. An outer magnetic
field causing λ
→
H, which produce in air the magnetic flux density λ
→
B∼= 4 π 10−7 λ
→
H acts homogeneously to
cone and seal. For λ = 1 the flux density reaches the absolute value of one Tesla. On can produce such a field
by a copper wire coil outside the valve. Thus, neither mechanical components nor electrical components are
necessary within the valve. Dimensions of the valve can be seen as sectional drawing S1 in Fig. 2. The thickness
of the shell amount t = 0.1mm, the other sizes are r1 = 5mm, r2 = 10mm, r3 = 10.2mm, r4 = 11mm,
h1 = 0.4mm, h2 = 0.8mm, h3 = 2.4mm.
1 Elastomer bounded NdFeB-particles, manufactured by Max Baermann GmbH, Germany.
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x
y
z
λ
→
B
→
M
Figure 1: Magnetic cone shell with magnetisation
→
M and action λ
→
B.
S1 S2
cone shell
seal
o-ring
→
M
h3
h2 h1
r1
r2
r3
r4
Figure 2: Sectional drawings of the valve in initial state (S1) and for λ = 0 (S2).
The sectional drawing S1 shows the o-ring (grey) in initial contracted condition. A fictitious force F f = 2.1N
compresses the o-ring into this initial position. So, the contact force Fk between seal and o-ring is zero and
the cone is undeformed. By removing Ff a natural state of equilibrium appears, as can be seen in the sectional
drawing S2 of Fig. 2. In this state, the contact force between seal and o-ring reaches Fk ∼= 1N . Caused by the
valve’s deformation the direction of the permanent magnetic field
→
M changes. As soon as the seal lift-off from
the o-ring, the o-ring is stress free and we measure the height 2.3 h 1. That means, the o-ring is compressed in
the initial state by the strain ε = (h1 − 2.3 h1)/(2.3 h1) = −0.57. For the sake of simplicity, we do not take
frictional forces between seal and o-ring into account.
We use the vertical displacement u at the bottom of the seal for the load-displacement diagram in Fig. 3. It is
the result of a computation with an arc-length method. Prominent points in the diagram are marked with S1 to
S8. In Fig. 2 resp. Fig. 4 every prominent point is shown with its sectional drawing.
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
λ
S1 S2
S3
S4
S5
S6
S7
S8
u
Figure 3: Load-displacement diagram for vertical displacement u from a computation with arc-length method.
Prominent points are marked with sectional drawing numbers S1 to S8.
3
6th International Conference on Computation of Shell and Spatial Structures IASS-IACM 2008, Ithaca
The load-displacement diagram in Fig. 3 shows that standard magnetic flux densities λ
→
B are sufficient to open
and close the valve. The cone snap-through and remains in open or closed position without outer magnetic
fields. With the load factor λ = 0.66 resp. λ = −0.34 the valve can be opened or closed. The distance between
seal and o-ring is at least 3mm.
S3 S4 S5
S6 S7 S8
Figure 4: Sectional drawings S3 to S8 corresponding to Fig. 3.
3. Conclusion
We have presented a geometrically exact and materially non-linear Cosserat model. The Cosserat couple
modulus μc is not a material parameter but rather a modeling parameter. This modulus allows to change
completely the simulated physics in the Cosserat model. The parameter combination μ c = μ and Lc = 0
realizes a classical Biot model with drilling degrees of freedom whose application is shown in a magnetic
following load example. For the parameter combination μ c = 0 and Lc > 0 the Cosserat model is endowed
with a true additional kinematic which can be identified with Nye’s curvature in defective crystals, see Münch
[4].
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Utilization of the assumed natural strain method                                     
in a surface-related solid-shell element 
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Abstract 
The numerical simulation of thin textile reinforced concrete (TRC) strengthening layers is the object of this 
research. Its mechanical description is implemented by a shell formulation demanding an efficient numerical 
solution strategy. The shell model is formulated with respect to one of the outer surfaces, i.e. the shell 
formulation is surface-related. The discretization and interpolation of the associated variational formulation are 
sources of several locking phenomena. Extensions and/or adjustments of well-known techniques to prevent or at 
least to reduce locking like the assumed natural strain (ANS) method and the enhanced assumed strain (EAS) 
method have to be made. In particular, the ANS method is investigated and adapted to reduce transversal shear 
locking and curvature thickness locking in this contribution.  
1.  Introduction 
In the context of the Collaborative Research Center 528 "Textile Reinforcement for Structural Strengthening 
and Repair" at the Technische Universität Dresden a surface-related solid-shell element is developed for the 
mechanical simulation of textile reinforced fine-grained concrete strengthening layers. With respect to that 
framework of application, it is taken advantage of the in principle free choice of the reference surface position 
by attaching the reference surface to one of the outer surfaces (Schlebusch et al. [7]), (Schlebusch [6]) and 
(Schlebusch & Zastrau [8]). The degeneration concept alone does not permit the usage of three-dimensional 
constitutive relations, if for the semi-discretization of the displacement field a linear series expansion is used. 
But in combination with the EAS method, its application becomes possible (Büchter & Ramm [4]). This 
combination comprises a shell formulation with a minimal number of kinematical degrees of freedom necessary 
to operate with complete three-dimensional constitutive relations (Bischoff & Ramm [3]) and is adapted for a 
surface-related formulation. 
2.  Shell Formulation 
The key assumption of the utilized shell formulation concerns the kinematics. The displacement field U  of the 
shell body is assumed to be linear through the thickness of the shell 
 ,  (1) = +Θ3U V W
wherein V  represents the displacement field of the reference surface and W  describes the movement of the so-
called shell director . Corresponding to the particular position of the reference surface, it follows for the 
thickness coordinate  to be in the interval [0,1].   
D
3Θ
3.  Element Formulation and Locking 
Probably the major drawback of the chosen linear shell kinematics is that it suffers from Poisson thickness 
locking in bending dominated problems, since the kinematics produces only constant transverse strains 
33E . The 
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necessary introduction of linear strains is achieved by aid of the EAS method. This formulation was originally 
proposed by Büchter & Ramm [4] and has to be adapted to the particular position of the reference surface. This 
adaptation was realized in Schlebusch & Zastrau [8].  Additionally to Poisson thickness locking, the following 
locking phenomena may occur: transverse shear (out-of-plane), curvature thickness, membrane, shear (in-plane) 
and volume locking.  
An effective concept against transverse shear locking, see Dvorkin & Bathe [5] and Bathe & Dvorkin [1], and 
against curvature thickness locking, (Betsch & Stein [2]), is given by the ANS method. To prevent or reduce 
membrane, shear and volume locking, the EAS method is also used again. The details for the necessary 
extensions and/or adjustments of the EAS method for utilization in a surface-related shell formulation can be 
found in the Ph.D. thesis (Schlebusch [6]) and in (Schlebusch & Zastrau [8]).  
3.1  Displacement-Compatible Strains 
Due to the used bi-linear interpolation of V  and W  the element is able to represent several deformation modes, 
but the number is always limited to the finite element's number of degrees of freedom, i.e. to 24. Hence, the 
purpose of this work is to develop a surface-related solid-shell element capable of representing well defined 
deformation modes like pure bending and bending of a curved element in both linear and non-linear simulations. 
To investigate this problem a fictitious1 about the -axis curved finite element in the reference configuration 
is examined, see Figure 1. The considered element has a flat rectangular reference surface with the dimensions 
1X
2L  and 2B  in the  and 2 direction and a "constant thickness”1X X H . 
 
  
Figure 1: Bending of a fictitious about the -axis initially curved finite element in the reference (radius of 
  curvature R) and deformed configuration (radius of curvature r) 
1X
The bending deformation is defined by the angle αΔ . The angle αΔ  needs not to be small. Large deformations 
and therewith non-linear strains are particularly allowed. The only non-vanishing tensorial components of the 
displacement compatible strain tensor are 
22hE , 23hE  and 33hE . For the evaluation of the interpolated 
components 
22hE , 23hE  and 33hE , the strain tensor for the exact Kirchhoff-Love kinematics, see figure 2, is 
supplementarily investigated. 
                                                          
1  The term "fictitious" is used, since the considered element, i.e. its reference surface, has no curvature in the 
meaning of differential geometry.
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Figure 2: Bending of an about the -axis initially curved shell in the the reference (radius of  curvature R) and 
  deformed configuration (radius of curvature r) 
1X
 
As expected only the longitudinal stretches 
22E  are present. Consequently, 23hE  and 33hE  have not to be present 
in a pure bending deformation. The existence of shear strains induced by a pure bending deformation causes so-
called transversal shear locking and the existence of parasitical transversal stretches causes so-called curvature 
thickness locking. However, the condition of vanishing transversal strain 
23hE  is fulfilled for  and every 
. The condition of vanishing transversal 
2 0Θ =
3Θ 33hE  is fulfilled for 2 1Θ = ±  and every 3Θ .  
3.2  Reduction of Artificial Stiffening Effects 
In general, there exist two ways to reduce or even to eliminate in some special cases the locking behavior of 
finite elements. Either these parts being responsible for the parasitical stresses and strains are eliminated from 
the formulation or those parts being necessary for a balanced interpolation of stresses and strains are 
supplemented. The elimination of the parasitical stresses leads among others to the selective reduced integration 
method, to the ANS method or to the discrete shear gap (DSG) method. The supplement can be implemented by 
the method of incompatible modes or by the EAS method. A balanced selection of the methods is extremely 
important to receive a most efficient element formulation. Since every enhancement or supplement of the 
formulation generally increases the numerical effort, it should principally be chosen a reducing method to 
eliminate locking causing parts. 
3.3 The Assumed Natural Strain Method  
This method attempts to eliminate parasitical strains by modifying and replacing the displacement compatible 
strain field responsible for the artificial stiffening behavior.  
(a) Transverse Shear Locking 
The ANS method is based upon the observation that the parasitical shear strains vanish in some points or cross 
section in the finite element. Those points yielding shear strains without any parasitical strains for a pure 
bending deformation are therefore used as collocation points for an interpolation of the shear strains over the 
element. Hence, this method is based upon the observation that was made at the end of Chapter 3.1.  
Considering thin shells, i.e. B H , the influence of the parasitical strains is even amplified, since the shear 
stiffness increases proportional to the thickness H  and the bending stiffness proportional to . Consequently, 3H
 3 
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the shear stiffness dominates more and more the bending stiffness resulting in an artificial overestimation of the 
element's stiffness in bending dominated load cases. The overestimation of the stiffness reduces with an increase 
of the fineness of the discretization, since for  and therewith 0B → 0αΔ →  the parasitical strains 23hE  
respectively vanish for 0αΔ → . 
 (b) Curvature Thickness Locking 
Curvature thickness locking only occurs in shell formulations allowing through the thickness deformations and 
using simultaneously a shell kinematics without rotation variables (Betsch & Stein [2]). Curvature thickness 
locking and thickness locking as well are consequences of the six parameter shell kinematics. The poor 
interpolation of the transversal stretches 
33hE  are responsible for curvature thickness locking. 
Curvature thickness locking only occurs in geometrically linear simulations, if the element has a fictitious 
curvature in the reference configuration, characterized by the angle α  in Figure 1. Nevertheless, curvature 
thickness locking occurs in geometrically non-linear simulations, even if the element has no fictitious curvature 
in the reference configuration. Again, the overestimation of the stiffness decreases with an increase of the 
fineness of the discretization for both linear and non-linear simulations, since for  and therewith 0B → 0αΔ →  
the parasitical stretch 
33hE  vanishes. 
4.  Conclusions 
Using adapted methods, like the EAS and ANS method, a reliable surface-related solid-shell element with 
tremendously reduced locking properties is obtained. This concept comprises the utilization of unmodified 
three-dimensional constitutive relations by a minimal number of kinematical parameters. Due to the particular 
position of the reference surface, well-established techniques against locking phenomena are extended and/or 
adjusted. 
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Abstract 
This paper provides an outlook of a scheme for dimensional adaptivity based on a model error indicator, applied 
to sheet metal forming simulations. 
1.  Introduction 
Sheet metal forming is a widely applied manufacturing technique in the automotive industry. Large production 
volumes and high tooling costs drive the need for robust and inexpensive forming simulations. Such simulations 
are usually performed using dimensionally reduced finite element formulations, such as shell elements. These 
provide forming simulations at a comparatively low computational cost and support easy modeling. However, 
modern demand for complex geometric shapes often poses significant challenges for modeling and simulation. 
Due to model assumptions of shells, many local material behavior effects cannot be represented, which can lead 
to wrong interpretation of simulation results and cause high tool rework costs. However, due to the complexity 
and size of the models used, deep drawing simulation using three-dimensional solid elements has proved to be 
too expensive in industrial engineering practice. Model-adaptive techniques can provide a cost-effective 
approach to capture local three-dimensional effects while employing reduced finite element formulations for 
non-critical parts of the computational domain. 
2.  Model error indicator 
2.1  Model adaptivity in context of sheet metal forming 
Various authors have recognized the need for estimating the simulation error caused by the introduction of 
model assumptions into the discretized model (i.e. Schwab [6], Stein and Ohnimus [7]). Proposed model error 
estimators are formulated for linear elastic problems and are mostly based on model hierarchy. Model adaptivity 
is typically performed in the direction of model reduction (Stein and Ohnimus [7]) – by starting with a highest 
appropriate model, and performing model reductions for further analyses, driven by an a-posteriori model error 
estimation. In context of sheet metal forming simulation, being a nonlinear elastic-plastic analysis with complex 
geometries and changing contact surfaces, a model enhancement technique is more suitable.  
2.2  Domain decomposition 
The approach for model error estimation is based on the hierarchic domain decomposition (hp-d method) as 
proposed by Rank [5]. The hp-d method has been extended to locally enhance dimensionally reduced models 
(Düster [2], Düster et al. [3]) and to couple linear and nonlinear models in soil mechanics (Düster, et al. [3]).  
Here we extend the idea of the hp-d method to large deformations in order to localize and quantify the model 
error in a fully nonlinear sheet metal forming analysis. The implementation of the method presented below 
relies upon the commercial finite element code ABAQUS [1] to ensure applicability to large industrial models. 
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2.3  Forming analysis 
The nonlinear forming analysis including contact and finite elastoplastic deformations is performed by applying 
a dimensionally reduced finite shell formulation based on Reissner-Mindlin kinematics. The deformation of the 
shell model is the starting point for a fully three-dimensional simulation based on hexahedral solid elements. 
2.4  Model conversion 
 
Figure 1: Conversion of a quadrilateral shell element into a stack of hexahedral elements 
The solid discretization of the work piece is generated from the shell model via extrusion of shell elements 
(mid-surfaces) into stacks of solid elements, taking into account the shell thickness.  
2.5  Displacement driven simulation 
After the model conversion, the displacements of the shell model are applied to the mid-surface of the fully 
three-dimensional solid discretization and a corresponding three-dimensional nonlinear simulation is carried out. 
Due to the nonlinearity of the forming analysis, the displacements are applied incrementally as sketched in 
Figure 2. Based on the three-dimensional discretization, a displacement driven boundary value problem is 
solved without the incorporation of the contact analysis. The solid elements model yields a fully three-
dimensional stress state and the corresponding results are used to indicate those regions where a significant 
model error appears. Since the three-dimensional discretization is just applied for error indication, the 
corresponding simulation does not need to be carried out for every displacement increment, reducing the 
computational effort accordingly. 
 
Figure 2: Incremental projection of the deformation path from a shell model onto a solid model 
2.6  Model error indicator 
Contact forces act in the thickness direction of the metal sheet, influencing the thinning of the metal sheet 
locally. This, nevertheless, has an impact on global geometric values, such as spring-back angles. In the shell 
model however, thinning is only computed from the in-plane strains, thereby neglecting the influence of local 
three-dimensional effects, such as accumulation of material near a sharp tool tip, i.e. a tool with a radius 
comparable or smaller than the thickness of the sheet metal. 
In order to detect those regions where a significant model error appears, we propose to consider the normalized 
thickness difference at (eqn. 1) between the shell model tshell and the solid model thex. To this end, the model 
error indicator at is computed based on the original forming analysis and the displacement-driven analysis as 
outlined in the previous section. The scaling thickness t0 has been set to the initial thickness of the metal sheet. 
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In order to demonstrate the performance of the error indicator, consider the deep drawing of a metal sheet as 
depicted on the left-hand side of Figure 3. The error indicator has been computed as described above and the 
corresponding result is plotted on the right-hand side of Figure 3. From this it can be seen that regions with 
small radii are indicated, where the shell elements are expected to deviate from a fully three-dimensional stress 
state. The error indicator has then been used to drive the selective re-meshing of the work piece using an 
automated procedure as described in the subsequent Section 2.7.  
 
at 
 
Figure 3: Deep-drawing of a metal sheet (left), Model error indicator (right) 
2.7  Model-adaptive re-meshing 
Based on the model error indicator outlined above, the initial discretization of the metal sheet is converted from 
shell to solid elements in critical, i.e. indicated regions. In order to avoid disturbances at mesh transitions 
between solid and shell elements, the critical region is further increased. To this end, an automatic selective 
extrusion of shell elements is performed. Additionally, appropriate coupling conditions between the shell and 
solid element regions are taken into account during the selective mesh extrusion (ABAQUS [1]). 
 
Figure 4: Automatic re-meshing of a part driven by the model error indicator 
Figure 4 depicts a selectively extruded mesh in the initial geometry for the model shown in Figure 3. The mixed 
mesh can be then used in a forming analysis with the original contact conditions. 
3.  Results 
In this section, the results of a simple model-adaptive computation are presented in order to illustrate the 
potential influence of the model error on the accuracy. On the left-hand side of Figure 5, one can see the 
schematic simulation set up. The metal strip (a) is held between two tools (b,c), and is bent by the third tool part 
(d). In a first step, the work piece has been discretized and computed with shell elements. The model error has 
 3 
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then been computed as outlined in sections 2.4-2.6. A model-adaptive solution has been performed with the 
same contact boundary conditions as in the shell model. Finally, a fully-hexahedral discretization has been 
computed serving as a reference. The final position of the tip of the metal strip is of interest. On the right-hand 
side of Figure 5 the final positions of the metal strip are shown for all three discretizations.  
 
a
d
b 
c 
Figure 5: Model-adaptive computation of a simple bending model 
The model-adaptive solution almost coincides with the reference solution, while the final position of shell model 
tip lies considerably off the reference solution. 
4.  Conclusions 
An outline for a model-adaptive analysis technique, based on a model indicator has been presented. The error 
indicator and the automated selective mesh extrusion and coupling schemes have shown to yield accurate 
results. Future work will concentrate on further investigation of the model indicator. 
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