We prove that there exists an ACD-ground theory | an equational theory de ned by a set of ground equations plus the associativity and commutativity of two binary symbols and +, and the distributivity of over + | for which the word problem is undecidable.
Introduction
Equations are ubiquitous in mathematics and the sciences. The word problem of a given a set of equations (that is the problem of deciding if an identity is a consequence of the equations), or equivalently of its equational theory, is undecidable in general. But there are known classes of equational theories which have a decidable word problem, in particular, ground equational theories.
The most famous examples of theories with undecidable word problem are given by sets of ground equations over word algebras. Such theories can be considered as associative-ground theories over a certain term algebra, whose signature contains only constants besides the binary (associative) symbol. Their word problem is known to be undecidable in general since 1947 11, 14] . One can nd an explicit example in 12] .
Completion procedures originally introduced in 9], are a very general way to decide the word problem of a set of equations. But since such algorithms do not run in nite time in general, they yield only semi-decision procedures. Consequently, if one wants to decide the word problem for a given class of equational theories by a completion method, one must prove that the procedure terminates for all inputs. Using this method, it has been recently proved 13] (see also 10]) that associative-commutative-ground theories, given by a set of ground axioms and arbitrarily many associative-commutative operators, all have a decidable word problem. In fact, this last result is much stronger because it says that the uniform AC-ground word problem is decidable, and more precisely that every AC-ground theory has a canonical rewrite system, obtained in nite time by an AC-ground completion procedure.
In this paper, we consider associative-commutative-distributive-ground theories, given by ground equations and two AC-operators together with the distributivity law. We prove that there exists a ACD-ground theory with an undecidable word problem.
The way we prove this result is similar to the proof of undecidability of associative-ground theories: we encode the halting problem of a Turing machine, known to be undecidable since 1936 15, 16] .
We start in section 2 with a few de nitions and notations. In section 3, we recall the main results we use on Turing machines. The proof of our result is given in section 4.
De nitions and notations
We assume known the standard de nitions and notations about rewriting techniques, given in 6]. We denote by N the set of natural numbers and by Z the set of integers. This theorem means that there is no algorithm for deciding if the Turing machine of f halts for a given input.
Undecidability of the ACD-ground word problem
Given a Turing machine, we are going to encode its halting problem into an ACD-ground word problem.
Our method is similar to the proof of undecidability of the A-ground word problem 5]. In this proof, a con guration of the machine is coded by a word on a certain alphabet. Here we don't have any associative operator so we can't use words.
The important property of words is that they are ordered sequences of letters. Here we are going to use polynomials, where the coe cients are letters, in order to code ordered sequences. Polynomials are easy to encode by two AC-operators with distributivity. q and q 0 will simulate an halting state, h and h 0 are the \bounds" of the tape (they represents in nitely many 0). I and U will allow us to add a 0 on the left of the tape if needed.
We have to ensure that there is always a 0 or a 1 to read on the right of the character q j , that is if i is the exponent of the monomial whose coe cient is q j , then there is one (and only one !) monomial X i+1 0 or X i+1 1. That means that if we go too far to the left or to the right, we must add a 0 to the tape. Adding a 0 on the right is trivial because only the exponent of h 0 have to be changed. But when adding a 0 on the left, we have to increment by 1 every exponent. We will describe how this is done in the next section. We are also interested in the equational theory de ned by these rules so we de ne the set of 
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In the following, we want to consider terms which have a meaning for us, that is they represent a valid state of the machine. First of all, we consider terms u which have exactly one symbol iñ Q. This symbol is called the state of u. We then de ne a set of terms which are the valid terms.
De nition 4.5 The set of valid terms is the union of the following six sets. The rst one is the one which contains terms representing a con guration of the machine. The ve others, represents transitory con gurations when we perform the special operations of adding a 0 on the left of the tape and deleting everything if we have gone to an halting state: the machine stops, and we want to reduce to q 00 . We rst want to move the current position completely to the right. the state of u is q and u does not contain any I or U, and is of the form: S 4 = fh + X 1 + : : : + X i?1 i?1 + X i q + X i+1 i+1 + : : : + X n+1 n + X n+2 h 0 g we remove every symbols 0 and 1 form the tape. the state of u is q 0 and u does not contain any I or U, and is of the form: We prove now that each rule of R(M) can be applied only to terms which belong to a particular set S i and always produces a term in a particular S j . These sets will be called the source and the destination of the considered rule.
De nition 4. (ii) s 2 Source(r) (iii) t 2 Dest(r).
(iv) t is valid.
Proof.
(ii)=)(i) and (iii)=)(iv) are trivial. Converse implications and (ii)()(iii) are obvious and left to the reader.
Lemma 4.4 Let u be any valid term. There is at most one rule that can be applied to u, at only one position in u.
Proof. by lemma 4.3 and because there is no overlap between rules which have the same source. 
Reduction of the halting problem into an ACD-ground word problem
We have shown in the previous section that the halting problem of M reduces to the reducibility problem of R(M)=ACD. But in general, the reducibility problem of a rewrite system R is not equivalent to the word problem of its equational theory. (r) u i+1 , u i 2 Dest(r) and u i+1 2 Source(r). Assume this proof has a \peak" u i?1 u i ! u i+1 . By lemma 4.4 we know that only one rule can be applied to u i , and only at a given position, hence u i?1 and u i+1 are identical. The proof can then be made shorter by removing the two steps involved in the peak. Repeating this process, we obtain a proof without peak. But q 00 is in normal form hence we have in fact a rewrite proof from left to right.
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We obtain then from theorem 3.1: Theorem 4.3 There is a set E of ground axioms on a vocabulary F f ; +g such that the word problem for E ACD( ; +) is undecidable.
5 Conclusion Table 1 on page 10 shows known results on decidability or undecidability of word problem of E-ground theories for various set of axioms E. In the cases where the word problem is decidable, this is a consequence of the termination of E-ground completion, so the result is much stronger: every E-ground theory has a canonical rewrite system. We see that the status of the E-ground word problem (decidable or undecidable) is very sensitive to the addition of new axioms to E.
We can also mention Buchberger's algorithm for computing Gr obner basis of polynomial ideals, which is also a kind of ground completion procedure, and is known to terminate for any input 3]. It is a decision procedure for the word problem of the theory of the considered polynomial ring R X 1 ; : : :; X n ]. Notice that in Buchberger's algorithm, R must be a eld, so in general it is not an equational theory, but there are extensions 4, 7, 8] which allow R to be, for example, any Euclidean ring. In particular, it is possible to compute Gr obner basis for polynomials with integral coe cients, hence this is a decision procedure for the word problem of an E-ground theory where E is the (multi-sorted) equational theory of polynomial rings.
Further work will be to nd abstract properties on the theory E which make the E-ground word problem decidable or not. We will try to investigate other examples for E. 
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