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Abstract
In this article we derive moment estimates, exponential integrability, concentration
inequalities and exit times estimates for canonical diffusions in two settings each bey-
ond the scope of Riemannian geometry. Firstly, we consider sub-Riemannian limits of
Riemannian foliations. Secondly, we consider the non-smooth setting of RCD∗(K,N)
spaces. In each case the necessary ingredients are an Itô formula and a comparison
theorem for the Laplacian, for which we refer to the recent literature. As an applica-
tion, we derive pointwise Carmona-type estimates on eigenfunctions of Schrödinger
operators.
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Introduction
Suppose a diffusion operator L satisfies an inequality of the form Lφ ≤ ν + λφ for
some constants ν, λ and a suitable function φ. Then, given either a suitable Kolmogorov
equation or, better yet, an Itô formula for the corresponding diffusion X, one should
expect to be able to calculate various estimates on the moments of the random variable
φ(Xt). In the recent article [14], the second author considered the case of a complete
Riemannian manifold with L = 12∆ + Z where Z is a smooth vector field and ∆ the
Laplace-Beltrami operator. The function φ was taken to be the square of the distance
to either a fixed point or, more generally, a submanifold. Geometric conditions were
given under which suitable constants ν, λ could be determined explicitly. In addition to
moment estimates and an exponential integrability condition, a concentration inequality
and exit time estimate for tubular neighbourhoods were also derived. In this paper, we
consider two further situations where the ingredients required for such calculations are
also available.
Firstly, in Section 1, we look at the sub-Riemannian limit as  ↓ 0 of a sequence of
Riemannian metrics g = gH ⊕ 1 gV and assume a condition of the form
1
2∆Hr
2
 ≤ ν + λr2 (1)
for the horizontal Laplacian ∆H. Here r is the distance to some fixed point x0 with
respect to the metric g. Example 1.1 illustrates that such constants can be found if
the Riemannian foliation is given by the Reeb foliation of a Sasakian structure with
curvature bounded below. This observation is based on the Laplacian comparison the-
orem recently proved by Baudoin, Grong, Kuwada and Thalmaier in [2]. The Itô formula
*University of Luxembourg, Email: james.thompson@uni.lu
1
ar
X
iv
:1
90
6.
02
66
1v
1 
 [m
ath
.PR
]  
6 J
un
 20
19
is taken from their next article [1], currently in preparation. The main results in Section
1 include the exponential estimate Theorem 1.3, which implies
Ex
[
e
θ
2 r
2(Xt)
]
≤ (1− θtΛ(t))− ν2 exp
[
θr2(x)eλt
2(1− θtΛ(t))
]
for all t, θ ≥ 0 such that θtΛ(t) < 1 where Λ(t) := (eλt − 1)/λt. Here r, ν and λ are given
as limits of r, ν and λ as  ↓ 0. There is also the concentration inequality Theorem 1.5,
which states for the sub-Riemannian ball B0r (x0) that
lim
r→∞
1
r2
logPx{Xt /∈ B0r (x0)} ≤ −
1
2tΛ(t)
and the exit time estimate of Theorem 1.6, which is to the best of the authors’ knowledge
the first such exit time estimate proved in the sub-Riemannian setting.
Secondly, in Section 2, we look at the general setting of a metric measure space
(X, d,m) satisfying the RCD∗(K,N) condition, with associated canonical diffusion X.
The Itô formula for the distance function, which in this case has a Laplacian comparison
built into it, has been proved by Kuwada and Kuwae and can be found in [7]. This yields
an exponential estimate, concentration inequality and, finally, exit time estimate
Px
{
sup
s∈[0,t]
r(Xs) ≥ r
}
≤ (1− δ)−N+λ2 exp
[
r2(x)δeλt
2(1− δ)tΛ(t) −
δr2
2tΛ(t)
]
for all t > 0 and δ ∈ (0, 1) where λ := 12
√
(N − 1)K−. Here again r(y) := d(y, x0)
for some fixed point x0. For the case K = 0, we give an upper bound for the law
of the iterated logarithm. Following this we present, as an application, Carmona-type
upper estimates on Schrödinger eigenfunctions. To do so we start, in Subsection 2.3,
by describing conditions under which for each ρ > 0 and p > 1 there exists a positive
constant C3(p, ρ) such that if V ∈ Lp(X) is non-negative then
Ex
[
exp
[∫ t
0
V (Xs)ds
]]
≤ exp
[
ρ
(
t C3(p, ρ)
(
1 ∨ ‖V ‖
1
γ
p
)
+ 1
)]
for all t ≥ 0 and all x ∈ suppm. The constant can be determined precisely, by Theorem
2.7. Combined with the exit time estimate described above, we then, in Subsection 2.4,
deduce the upper estimates for the eigenfunctions.
It would be desirable to find a general framework ecompassing all three settings
mentioned above (namely, the distance to a submanifold, considered in [14], the sub-
Riemannian distance, considered in Section 1 and the distance in an RCD∗(K,N) space,
considered in Section 2). However, for the time being, no all-encompasing Itô for-
mula nor comparison theorem is to be found in the literature. Moreover, while the
RCD∗(K,N) condition generalizes the concept of a Ricci lower bound K, the assump-
tions in [14] allow for unbounded curvature and in principle the same is true for the sub-
Riemannian setting considered in Section 1. Indeed, condition (1) is still satisfied if the
curvature operators are bounded below merely by a negative quadratic in the distance
function (as in [1, Theorem 3.11]). So, instead of attempting to formulate a general ap-
proach to moment estimates for Markov processes, we focus on the two examples out-
lined above: sub-Riemannian limits of Riemannian foliations and RCD∗(K,N) spaces.
The authors wish to thank Erlend Grong for helpful discussions concerning Section
1 and Batu Güneysu for suggesting the application to Schrödinger eigenfunctions.
2
1 Riemannian foliations
Suppose (M, g) is a complete and connected Riemannian manifold of dimension n + m
equipped with a foliation F with m-dimensional leaves. Let V be the integrable sub-
bundle tangent to the leaves of F and denote by H its orthogonal complement with
respect to g. Consider the canonical variation g defined by
g := gH ⊕ 1

gV
where gH := g|H and gV := g|V for  > 0. The limit  ↓ 0 is called the sub-Riemannian
limit. For each  > 0, the Riemannian distance associated with g will be denoted d.
As  ↓ 0, these distances form an increasing sequence converging pointwise to the sub-
Riemannian distance d0. Now let x0 ∈M be fixed and for  ≥ 0 denote
r(x) := d(x0, x).
The cut-locus Cut(x0) of x0 for the distance d is defined as the complement of the set
of points y in M for which there exists a unique length minimizing geodesic connecting
x0 with y and such that x0 and y are not conjugate. The global cut locus Cut(M) is
defined by
Cut(M) := {(x, y) ∈M ×M : y ∈ Cut(x)}.
It is well-known that the set M \Cut(x0) is open and dense in M , and that the function
d2 is smooth on (M ×M) \ Cut(M).
1.1 Comparison theorems
If ∇ denotes the Riemannian gradient determined by g then the projection of ∇ to H
will be denoted by ∇H and called the horizontal gradient. The horizontal Laplacian ∆H
is then the generator of the symmetric closable bilinear form
EH(f, g) = −
∫
M
gH(∇Hf,∇Hg)dµ
where µ denotes the Riemannian measure determined by g. We will suppose that there
exist constants ν ≥ 1 and λ ∈ R such that inequality (1) holds on M \Cut(x0). Precise
geometric conditions under which inequality (1) holds can be derived using, for ex-
ample, comparison theorems for the horizontal Laplacian ∆H such as those presented
in [2] for foliations of a Sasakian type, as explained in the following example.
Example 1.1 Suppose the Riemannian foliation is the Reeb foliation of a Sasakian
structure. Denote the Reeb vector field by S, the complex structure by J and denote
by RicH the horizontal Ricci curvature of the Bott connection. Furthermore, for X ∈
Γ∞(H) with ‖X‖ = 1, set
KH,J(X,X) := 〈R(X,JX)JX,X〉H,
a quantity sometimes called the pseudo-Hermitian sectional curvature of the Sasakian
manifold, and define
RicH,J⊥(X,X) := RicH(X,X)−KH,J(X,X).
Suppose k1, k2 ∈ R are constants such that
KH,J(X,X) ≥ k1, RicH,J⊥(X,X) ≥ (n− 2)k2
3
for all X ∈ Γ∞(H) with ‖X‖ = 1. Then, in terms of the functions
φµ(r) :=

sinh
√
µr√
µ if µ > 0
r if µ = 0
sin
√
|µ|r√
|µ| if µ < 0
, Ψµ(r) :=

1
µ
3
2
(√
µ− 1r tanh
√
µr
)
if µ > 0
1
3r
2 if µ = 0
1
|µ| 32
(
1
r tan
√|µ|r −√|µ|) if µ < 0 ,
and h := ‖∇Hr‖2, [2, Theorem 3.7] states:
∆Hr ≤ 1
r
min
{
1,
1
h
− 1
}
+ (n− 2)φ
′
−hk2(r)
φ−hk2(r)
+
φ′−hk1(r)
φ−hk1(r)
hΨ−hk1(r) + 
hΨ−hk1(r/2) + 
on M \ Cut(x0) and where h > 0. In [2, Theorem 3.1] it is shown how taking the
limit as  ↓ 0 produces a comparison theorem for the sub-Riemannian distance r0. We,
however, will continue to work with the r distance since this is the one to which the
Itô formula of the next sub-section is applied. We must now therefore deduce from the
above comparison an inequality of the type (1). Firstly, for all non-negatively curved
Sasakian foliations, in the sense that KH,J ≥ 0 and RicH,J⊥ ≥ 0, it follows that
1
2∆Hr
2
 ≤ min
{
1,
1
h
− 1
}
+ h + n+ 2
in which case one can choose λ = 0 and set ν equal to the supremum of the right-hand
side. Note in fact that the right-hand side is bounded above by n + 72 , since h ≤ 1.
Alternatively, if
KH,J ≥ k, RicH,J⊥ ≥ (n− 2)k
for some k < 0 then the comparison inequality implies
1
2∆Hr
2
 ≤ min
{
1,
1
h
− 1
}
+ h
+
√
h|k|r coth
√
h|k|r
n− 2 + 1−
tanh
√
h|k|r√
h|k|r
+ |k|
1− 2 tanh
√
h|k|r/2√
h|k|r
+ |k|

≤ min
{
1,
1
h
− 1
}
+ h
+
√
h|k|r coth
√
h|k|r
n− 2 + 1−
tanh
√
h|k|r√
h|k|r
1− 2 tanh
√
h|k|r/2√
h|k|r

≤ min
{
1,
1
h
− 1
}
+ h + n+ 2 + (n+ 2)
√
h|k|r.
Therefore, constants ν and λ can easily be chosen so that (1) is satisfied. Using, for
example, the fact that r ≤ 12
(
α+
r2
α
)
for any α > 0 we see that (1) is satisfied with
ν = n+
7
2 +
α
2 (n+ 2)
√
|k|, λ = 12α (n+ 2)
√
|k|
for any α > 0. Note how in this case, constant uniform lower bounds on KH,J and
RicH,J⊥ imply that 12∆Hr
2
 is bounded above by a linear function of r, whereas the con-
dition (1) allows for a quadratic function. Indeed, if the curvatures KH,J and RicH,J⊥
are bounded below not by a constant, but by a negative quadratic in r, then constants
ν and λ can still be found such that (1) is satisfied. Unbounded curvature is thus
permitted in this particular setting.
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1.2 Itô formula
Now suppose ((Xt)t≥0, (Px)x∈M ) is a sub-elliptic diffusion process generated by 12∆H.
Denote by ζ the lifetime of X. Under the measure Px the diffusion satisfies X0 = x. It
has recently been proved, in [1], that for each x ∈M and  > 0 there exists a continuous
non-decreasing process l that increases only when Xt ∈ Cut(x0) and a real-valued
martingale β with
d〈β〉t = ‖∇Hr‖2(Xt)dt, (2)
such that
r(Xt∧ζ) = r(x) + βt +
1
2
∫ t∧ζ
0
∆Hr(Xs)ds− lt∧ζ (3)
holds Px-almost surely. Note that under Px the Lebesgue measure of the set of times
when X ∈ Cut(x0) is almost surely zero, so the integral in (3) is well defined. Indeed,
the distibutional part of ∆Hr is captured by the geometric local time l. The idea now
is to combine inequality (1) with the Itô formula (3) to derive estimates on the even
moments of r(Xt). Following the approach laid out in [14], which was similar to that
of [11, Theorem 5.40], these will imply bounds on the moment generating function of
r2 (Xt) and consequently a concentration inequality and exit time estimate.
1.3 Second radial moment
We begin by calculating an estimate on the second moment of r(Xt), which will then be
used as the base case in an induction argument yielding estimates for the higher even
moments.
Theorem 1.1. Suppose there exists constants ν ≥ 1 and λ ∈ R such that inequality
(1) holds. Then X is non-explosive and
Ex
[
r2 (Xt)
] ≤ r2 (x)eλt + νtΛ(t) (4)
where
Λ(t) :=
eλt − 1
λt
for all t ≥ 0.
Proof. Let {Di}∞i=1 be an exhaustion of M by regular domains and denote by τDi the
first exit time of X from Di. Note that τDi < τDi+1 and that this sequence of stopping
times announces the explosion time ζ. Then, by (2) and the Itô formula (3), together
with the fact that
1
2∆Hr
2
 = r∆Hr + ‖∇Hr‖2, (5)
it follows that
r2 (Xt∧τDi ) = r
2
 (x) + 2
∫ t∧τDi
0
r(Xs) (dβs − dls) + 1
2
∫ t∧τDi
0
∆Hr2 (Xs)ds (6)
holds, Px-almost surely. Since the domains Di are of compact closure the Itô integral
in (6) is a martingale and so
Ex
[
r2 (Xt∧τDi )
]
= r2 (x)− 2Ex
[∫ t∧τDi
0
r(Xs)dls
]
+
1
2
∫ t
0
Ex
[
1{s<τDi}∆Hr
2
 (Xs)
]
ds
for all t ≥ 0. Before applying Gronwall’s inequality we should be careful, since we are
allowing the coefficient λ to be negative. For this, note that
Ex
[
r2 (Xt∧τDi )
]
= Ex
[
1{t<τDi}r
2
 (Xt)
]
+ Ex
[
1{t≥τDi}r
2
 (XτDi )
]
5
and that the two functions
t 7→ Ex
[∫ t∧τDi
0
r(Xs)dls
]
, t 7→ Ex
[
1{t≥τDi}r
2
 (XτDi )
]
are nondecreasing, so if we define a function fx,i,2 by
fx,i,2(t) := E
x
[
1{t<τDi}r
2
 (Xt)
]
then fx,i,2 is differentiable and we have the differential inequality{
f ′x,i,2(t) ≤ ν + λfx,i,2(t)
fx,i,2(0) = r
2
 (x)
(7)
for all t ≥ 0. Applying Gronwall’s inequality to (7) yields
Ex
[
1{t<τDi}r
2
 (Xt)
]
≤ r2 (x)eλt + ν
(
eλt − 1
λ
)
(8)
for all t ≥ 0. Choosing Di = Bi (x0) := {y ∈M : r(y) < i}, inequality (8) implies
Px{τBi (x0) ≤ t} ≤
r2 (x)e
λt + νtΛ(t)
i2
for all t ≥ 0, which implies that X is non-explosive. Inequality (4) therefore follows from
(8) by the monotone convergence theorem.
We will refer the object on the left-hand side of inequality (4) as the second radial
moment of Xt with respect to x0. To find an inequality for the first radial moment of
Xt with respect to x0 one can simply use Jensen’s inequality. Note that limλ→0 Λ(t) =
t, which provides the sense in which Theorem 1.1 and similar statements should be
interpreted when λ = 0.
1.4 Higher even radial moments
Recall that if Y is a real-valued Gaussian random variable with mean µ and variance σ2
then for p ∈ N one has the formula
E
[
Y 2p
]
=
(
2σ2
)p
p!L
− 12
p
(
− µ
2
2σ2
)
(9)
where Lαp (z) are the Laguerre polynomials, defined by the formula
Lαp (z) = e
z z
−α
p!
∂p
∂zp
(
e−zzp+α
)
for p = 0, 1, 2, . . . and α > −1. For all the properties of Laguerre polynomials used in
this article, see [8]. In particular, if X is a standard Brownian motion on R then
Ex
[|Xt|2p] = (2t)p p!L− 12p (−|x|2
2t
)
for all t ≥ 0. With this in mind we prove the following theorem:
Theorem 1.2. Suppose there exist constants ν ≥ 1 and λ ∈ R such that inequality (1)
holds and let p ∈ N. Then
Ex
[
r2p (Xt)
] ≤ (2tΛ(t))p p!L ν2 −1p (−r2 (x)eλt
2tΛ(t)
)
(10)
for all t ≥ 0, where Λ(t) is defined as in Theorem 1.1.
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Proof. By (1) it follows that, on M \ Cut(x0) and for p ∈ N, we have
1
2∆Hr
2p
 ≤ p (ν + 2 (p− 1)) r2p−2 + pλr2p ,
and by the Itô formula (3), using (2) and (5), we have
r2p (Xt∧τDi ) = r
2p
 (x) + 2p
∫ t∧τDi
0
r2p−1 (Xs) (dβs − dls)
+
1
2
∫ t∧τDi
0
∆Hr2p (Xs)ds
for all t ≥ 0, almost surely, where the stopping times τDi are defined as in the proof of
Theorem 1.1. It follows that if we define functions fx,i,2p by
fx,i,2p(t) := E
x
[
1{t<τDi}r
2p
 (Xt)
]
then, arguing as we did in the proof of Theorem 1.1, we have the differential inequalities{
f ′x,i,2p(t) ≤ p (ν + 2 (p− 1)) fx,i,2(p−1)(t) + pλfx,i,2p(t)
fx,i,2p(0) = r
2p
 (x)
for all t ≥ 0. Applying Gronwall’s inequality yields
fx,i,2p(t) ≤
(
r2p (x) + p (ν + 2 (p− 1))
∫ t
0
fx,i,2(p−1)(s)e−pλsds
)
epλt (11)
for all t ≥ 0 and p ∈ N. The next step in the proof is to use induction on p to show that
fx,i,2p(t) ≤
p∑
k=0
(
p
k
)
(2λ(t))
p−k
r2k (x)
Γ(ν2 + p)
Γ(ν2 + k)
epλt (12)
for all t ≥ 0 and p ∈ N, where λ(t) := (1− e−λt)/λ. Inequality (8) covers the base case
p = 1. If we hypothesise that the inequality holds for some p− 1 then by inequality (11)
we have
fx,i,2p(t) ≤
(
r2p (x) + p (ν + 2 (p− 1))
p−1∑
k=0
(
p− 1
k
)
r2k (x)
Γ(ν2 + p− 1)
Γ(ν2 + k)
λ˜(t)
)
epλt (13)
for all t ≥ 0, where λ˜(t) =
∫ t
0
(2λ(s))
p−1−k
e−λsds. Using 2(p − k)λ˜(t) = (2λ(t))p−k
and properties of the Gamma function it is straightforward to deduce inequality (12)
from inequality (13), which completes the inductive argument. Since ν ≥ 1 we can
then apply the relation
Lαp (z) =
p∑
k=0
Γ(p+ α+ 1)
Γ(k + α+ 1)
(−z)k
k!(p− k)! ,
which can be proved using Leibniz’s formula, to see that
p∑
k=0
(
p
k
)
(2λ(t))
p−kr2k (x)
Γ(ν2 + p)
Γ(ν2 + k)
= (2tΛ(t)e
λt)pp!L
ν
2 −1
p
(
−r
2
 (x)e
λt
2tΛ(t)
)
and so by inequality (12) it follows that
fx,i,2p(t) ≤ (2tΛ(t))p p!L
ν
2 −1
p
(
−r
2
 (x)e
λt
2tΛ(t)
)
(14)
for t ≥ 0 and i, p ∈ N. The result follows from this by the monotone convergence
theorem.
We will refer the object on the left-hand side of inequality (10) as the 2p-th radial
moment of Xt with respect to x0. One can deduce an estimate for the (2p− 1)-th radial
moment of Xt with respect to x0 by Jensen’s inequality.
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1.5 Exponential estimate
For |γ| < 1 the Laguerre polynomials also satisfy the identity
∞∑
p=0
γpLαp (z) = (1− γ)−(α+1)e−
zγ
1−γ . (15)
It follows from this identity and equation (9) that for a real-valued Gaussian random
variable Y with mean µ and variance σ2 we have for θ ≥ 0 that
E
[
e
θ
2 |Y |2
]
=
(
1− θσ2)− 12 exp [ θ|µ|2
2(1− θσ2)
]
so long as θσ2 < 1 (and there is a generalization of this for Gaussian measures on
Hilbert spaces). In particular, if X is a standard Brownian motion on R starting from
x ∈ R then for t ≥ 0 it follows that
E
[
e
θ
2 |Xt(x)|2
]
= (1− θt)− 12 exp
[
θ|x|2
2(1− θt)
]
so long as θt < 1. With this in mind we prove the following theorem:
Theorem 1.3. Suppose there exists constants ν ≥ 1 and λ ∈ R such that inequality
(1) holds. Then
Ex
[
e
θ
2 r
2
 (Xt)
]
≤ (1− θtΛ(t))−
ν
2 exp
[
θr2 (x)e
λt
2(1− θtΛ(t))
]
(16)
for all t, θ ≥ 0 such that θtΛ(t) < 1, where Λ(t) is defined as in Theorem 1.1.
Proof. Using inequality (14) and equation (15) we see that
Ex
[
1{t<τDi}e
θ
2 r
2
 (Xt)
]
=
∞∑
p=0
θp
2pp!
fx,i,2p(t)
≤
∞∑
p=0
(θtΛ(t))
p
L
ν
2 −1
p
(
−r
2
 (x)e
λt
2tΛ(t)
)
= (1− θtΛ(t))−
ν
2 exp
[
θr2 (x)e
λt
2(1− θtΛ(t))
]
where we justify switching the order of integration with the stopping time. The result
follows by the monotone convergence theorem.
The following corollary concerns the sub-Riemannian limit:
Corollary 1.4. For each  > 0 suppose there exists constants ν ≥ 1 and λ ∈ R such
that inequality (1) holds and such that (ν, λ)→ (ν, λ) as → 0. Then
Ex
[
e
θ
2 r
2
0(Xt)
]
≤ (1− θtΛ(t))− ν2 exp
[
θr20(x)e
λt
2(1− θtΛ(t))
]
(17)
for all t, θ ≥ 0 such that θtΛ(t) < 1, where Λ(t) := (eλt − 1)/λt.
Proof. It follows from Theorem 1.3 that for each t, θ satisfying the conditions of the
theorem, the sequence of random variables{
e
θ
2 r
2
1/n(Xt)
}
n∈N
is uniformly integrable and, therefore, inequality (17) follows from (16) by setting  =
1/n and taking the limit n→∞ of both sides of (16).
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1.6 Concentration inequality
If X is a Brownian motion on Rm starting at x then it is easy to see that
lim
r→∞
1
r2
logPx{Xt 6∈ Br(x0)} = − 1
2t
for all t > 0. Note that the right-hand side does not depend on the dimension m. With
this in mind we prove the following theorem, for which we recall that B0r (x0) denotes
the open ball centred at x0 and with radius r in the sub-Riemannian distance d0:
Theorem 1.5. For each  > 0 suppose there exists constants ν ≥ 1 and λ ∈ R such
that inequality (1) holds and such that (ν, λ)→ (ν, λ) as → 0. Then
lim
r→∞
1
r2
logPx{Xt /∈ B0r (x0)} ≤ −
1
2tΛ(t)
for all t > 0, where Λ(t) is defined as in Corollary 1.4.
Proof. For θ ≥ 0 and r > 0 it follows from Markov’s inequality and Corollary 1.4 that
Px{Xt /∈ B0r (x0)} = Px{r0(Xt) ≥ r}
= Px{e θ2 r20(Xt) ≥ e θ2 r2}
≤ e− θ2 r2Ex
[
e
θ
2 r
2
0(Xt)
]
≤ (1− θλ(t)eλt)− ν2 exp [ θr20(x)eλt
2(1− θλ(t)eλt) −
θr2
2
]
so long as θλ(t)eλt < 1. If t > 0 then choosing θ = δ(λ(t)eλt)−1 shows that for any
δ ∈ [0, 1) and r > 0 we have the estimate
Px{Xt /∈ B0r (x0)} ≤ (1− δ)−
ν
2 exp
[
r20(x)δe
λt
2(1− δ)tΛ(t) −
δr2
2tΛ(t)
]
from which the theorem follows, since δ can be chosen arbitrarily close to 1 after taking
the limit.
1.7 Exit time estimate
For the case λ ≥ 0, here is the exit time estimate:
Theorem 1.6. Fix r > 0 and for each  > 0 suppose ν ≥ 1 and λ ≥ 0 are constants
such that the inequality (1) holds on the ball Br(x0) with (ν, λ)→ (ν, λ) as → 0. Then
Px
{
sup
s∈[0,t]
r0(Xs) ≥ r
}
≤ (1− δ)− ν2 exp
[
r20(x)δe
λt
2(1− δ)tΛ(t) −
δr2
2tΛ(t)
]
for all t > 0 and δ ∈ (0, 1).
Proof. The proof requires a slight modification of the argument we used to derive The-
orems 1.3 and 1.5. In particular, denoting by τr the first exit time of X from the ball
and applying the Itô formula as in Theorem 1.2, we use the assumption λ ≥ 0 to obtain
the slightly different estimate
Ex
[
r2p (Xt∧τr )
] ≤ r2p (x) + p2 (ν + 2 (p− 1))
∫ t
0
Ex
[
r2p−2 (Xs∧τr )
]
ds
+
pλ
2
∫ t
0
Ex
[
r2p (Xs∧τr )
]
ds
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which, following the inductive argument of earlier, yields moment estimates which can
be summed, as in Theorem 1.3, to obtain an exponential estimate for the stopped pro-
cess. Taking the limit as  ↓ 0, it follows that the right-hand side of the inequality
e
θ
2 r
2
Px
{
sup
s∈[0,t]
r0(Xs) ≥ r
}
≤ Ex
[
e
θ
2 r
2
0(Xt∧τr )
]
is bounded by the right-hand side of (17). Choosing θ as in the proof of Theorem 1.5
yields the desired estimate.
2 Metric measure spaces
We next consider the setting of an RCD∗(K,N) space (X, d,m), meaning a geodesic
metric measure space having a notion of a lower Ricci curvature bound K ∈ R together
with a notion of an upper bound N ∈ [1,∞) on dimension. We will give a concise
introduction to this setting based on that of [7], whose Itô formula we will describe in
the next subsection.
We start with a metric measure space (X, d,m), meaning (X, d) is a complete, separ-
able metric space and m a σ-finite Borel measure on X. Suppose m(Br(x)) ∈ (0,∞) for
any metric ball Br(x) of radius r > 0 centred at x ∈ X. Suppose d is a geodesic distance,
meaning that for any x0, x1 ∈ X there exists γ : [0, 1]→ X such that γ(0) = x0, γ(1) = x1
and d(γ(s), γ(t)) = |s − t|d(x0, x1). Denote by CLip(X) the Lipschitz functions on X and
define Cheeger’s energy functional Ch : L2(X;m)→ [0,∞] by
Ch(f) :=
1
2
inf
{
lim inf
n→∞
∫
X
|Dfn|2dm : fn ∈ CLip(X) ∩ L2(X;m), fn L
2(X,m)−−−−−→ f
}
with domain given by the Sobolev space
D(Ch) := {f ∈ L2(X;m) : Ch(f) <∞}
where |Dg| : X → [0,∞] is the local Lipschitz constant of g : X → R defined by
|Dg|(x) := lim sup
y→x
|g(x)− g(y)|
d(x, y)
.
For f ∈ L2(X;m) with Ch(f) <∞ there exists some |Df |w ∈ L2(X;m) such that
Ch(f) =
1
2
∫
X
|Df |2w dm
and we call |Df |w the minimal weak upper gradient of f . We call (X, d,m) infinitesimally
Hilbertian if Ch satisfies the parallelogram law, in which case the minimal weak upper
gradient also satisfies the parallelogram law and there exists a bilinear form
〈D·, D·〉 : D(Ch)×D(Ch)→ L1(X;m)
such that 〈Df,Df〉 = |Df |2w. We denote by ∆ the (non-positive definite) self-adjoint
operator associated to 2Ch, with domain
D(∆) :=
{
f ∈ D(Ch) : ∃h ∈ L2(X,m), 2Ch(f, g) = −
∫
X
hg dm, ∀g ∈ D(Ch)
}
with ∆f := h for any f ∈ D(∆).
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Definition 2.1. Suppose K ∈ R and N ∈ [1,∞). We say (X, d,m) is an RCD∗(K,N)
space if it satisfies the following conditions:
i) It is infinitesimally Hilbertian;
ii) There exists x0 ∈ X and constants c1, c2 > 0 such that m(Br(x0)) ≤ c1ec2r2 ;
iii) Any f ∈ D(Ch) satisfying |Df |w ≤ 1 m-a.e. has a 1-Lipschitz representative;
iv) For any f ∈ D(∆) with ∆f ∈ D(Ch) and g ∈ D(∆) ∩ L∞(X;m) with g ≥ 0 and
∆g ∈ L∞(X;m), there is the weak Bochner inequality
1
2
∫
X
|Df |2∆g dm−
∫
X
〈Df,D∆f〉g dm ≥ K
∫
X
|Df |2wg dm+
1
N
∫
X
|∆f |2g dm.
In such a setting (Ch,D(Ch)) is a strongly local regular Dirichlet form, which by ii)
is conservative.
2.1 Itô formula
Let ((Xt)t≥0, (Px)x∈X) be the diffusion process canonically associated with (Ch,D(Ch)).
Fix x0 ∈ X and define r(x) := d(x0, x), as before. Kuwada and Kuwae recently proved
an Itô formula for the radial part of the diffusion. For this, they set
k :=
{
K
N−1 , N > 1
0, N = 1
and define
cotk(r) :=
φ′k(r)
φk(r)
with φk(r) defined as in Example 1.1. Then, as [7, Corollary 5.5], they prove that there
exists a standard one-dimensional Brownian motion B and a positive continuous addit-
ive functional A such that, for all suitable functions f ∈ C2(R), there is the formula
f(r(Xt)) = f(r(X0)) +
∫ t
0
f ′(r(Xs))dBs +
1
2
∫ t
0
f ′′(r(Xs))ds
+
N − 1
2
∫ t
0
f ′(r(Xs)) cotk(r(Xs))ds− 1
2
∫ t
0
f ′(r(Xs))dAs (18)
for all t ≥ 0, Px-almost surely for all x ∈ X. This formula is, in particular, valid for all
functions f of the form f(r) = r2p with p ≥ 1.
2.2 Exponential and exit time estimates
Using formula (18) we can derive various estimates of precisely the form considered
in the previous section, including the second radial moments and other higher even
moments. To avoid extensive repetition, let us skip straight to the corresponding expo-
nential estimate, in which we denote by τD the first exit time of Xt from a compact set
D.
Theorem 2.2. Set λ := 12
√
(N − 1)K−. Then
Ex
[
e
θ
2 r
2(Xt∧τD )
]
≤ (1− θtΛ(t))−N+λ2 exp
[
θr2(x)eλt
2(1− θtΛ(t))
]
for all t, θ ≥ 0 such that θtΛ(t) < 1, where Λ(t) := (eλt − 1)/λt.
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Proof. We see that
r cotk r ≤ 1 +
√
k−r ≤ 1 +
√
k−
2
(
1 + r2
)
.
By formula (18) applied to the function f(r) = r2p we obtain therefore
r2p(Xt∧τD ) = r
2p(X0) + 2p
∫ t∧τD
0
r2p−1(Xs)dBs + p(2p− 1)
∫ t∧τD
0
r2p−2(Xs)ds
+ p(N − 1)
∫ t∧τD
0
r2p−1(Xs) cotk(r(Xs))ds− p
∫ t∧τD
0
r2p−1(Xs)dAs
≤ r2p(X0) + 2p
∫ t∧τD
0
r2p−1(Xs)dBs
+ p (N + λ+ 2(p− 1))
∫ t
0
r2p−2(Xs∧τD )ds+ pλ
∫ t
0
r2p(Xs∧τD )ds
for all t ≥ 0. We can now proceed, as in the proofs of Theorem 1.1 and 1.2, to obtain
estimates on the even radial moments which can then be summed, as in the proof of
Theorem 1.3, to obtain the claimed inequality.
As a corollary, we obtain an analogue of the concentration inequality Theorem 1.5.
Furthermore we obtain, by Markov’s inequality, the following exit time estimate:
Theorem 2.3. Set λ := 12
√
(N − 1)K−. Then
Px
{
sup
s∈[0,t]
r(Xs) ≥ r
}
≤ (1− δ)−N+λ2 exp
[
r2(x)δeλt
2(1− δ)tΛ(t) −
δr2
2tΛ(t)
]
for all t > 0 and δ ∈ (0, 1).
Using this estimate, we can deduce an upper bound for the law of the iterated log-
arithm. Laws of the iterated logarithm have been recently proved by Kim, Kumagai
and Wang in [6] for the general setting of a metric measure space, assuming a volume
doubling condition and suitable bounds on the heat kernel. We assume the RCD∗(K,N)
condition with K ≥ 0. In this case, we have the following upper bound for the law of
iterated logarithm, which follows either from the radial comparison [7, Theorem 6.1] or
from Theorem 2.3 and the argument given below:
Corollary 2.4. Suppose K ≥ 0. Then
lim sup
t→∞
d(Xt, x0)√
2t log log t
≤ 1
Px0 -almost surely.
Proof. The argument is taken from [9, Chapter 5]. Indeed, fix  > 0, q > 1 and set
An :=
{
sup
s∈[0,t]
r(Xs) ≥ (1 + )ψ(qn)
}
where ψ(t) :=
√
2t log log t. Then, by Theorem 2.3, for all 0 ≤ δ < 1 we have
Px0{An} ≤ (1− δ)−N2 (n log q)−δ(1+)2 .
Choosing δ sufficiently small, for example δ = 1/(1 + ), we have
∑∞
n=1P
x0{An} < ∞
and therefore, by the Borel-Cantelli lemma, only finitely many An occur. Consequently,
for large t, we can write qn−1 ≤ t < qn and estimate
d(Xt, x0)
ψ(t)
=
d(Xt, x0)
ψ(qn)
ψ(qn)
qn
t
ψ(t)
qn
t
≤ (1 + )q,
since ψ(t)/t is decreasing in t. The result follows, since  > 0 and q > 1 are arbitrary.
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We can also apply the exit time estimate Theorem 2.3 to derive upper bounds for
Schrödinger eigenfunctions, along the lines of [3]. We do so in Subsection 2.4. First we
must calculate upper bounds on Feynman-Kac functionals with potentials belonging to
some Lp space.
2.3 Feynman-Kac functionals
Sturm’s work on the general theory of Dirichlet forms implies the existence of a locally
Hölder continuous representative p on suppm× suppm×(0,∞) of the heat kernel on
(X, d,m) associated to 12∆. See [13, Proposition 2.3] and [12, Corollary 3.3]. In this
subsection we start with the following assumption:
(A1) There exists 1 ≤ n <∞, T0 > 0 and positive constants c3 := c3(T0) and c4 := c4(T0),
possibly depending on T0, such that
pt(x, y) ≤ c3t−n2 exp
[
−d
2(x, y)
c4t
]
for all x, y ∈ suppm and t ∈ (0, T0].
Sharp Gaussian estimates on the heat kernel have been proved by Jiang, Li and Zhang
[5, Theorem 1.2]. In particular, their upper bound states that for any  > 0 there exist
Ci := Ci(,K,N) > 1 for i = 1, 2, depending only on K,N and , such that
pt(x, y) ≤ C1
m(B√t(x))
exp
[
−d
2(x, y)
(2 + )t
+ C2t
]
for all x, y ∈ suppm and any t > 0. Consequently, if m is lower n-Ahlfors regular for
some 1 ≤ n <∞, meaning that there exists a constant c5 > 0 such that
m(Br(x)) ≥ c5rn
for any 0 < r < D and for all x ∈ X, where D denotes the diameter of X, then as-
sumption (A1) is satisfied. In terms of the constant n given by assumption (A1), we will
additionally assume:
(A2) There exist constants c1, c2 > 0 such that
m(Br(x)) ≤ c1rnec2r2
for all r > 0 and all x ∈ suppm.
This assumption replaces the second property in Definition 2.1. For an RCD∗(K,N)
space satisfying assumptions (A1) and (A2), we can deduce various integral estimates
for the heat kernel. We begin with the following lemma, which holds true on any metric
measure space:
Lemma 2.5. For any c > 0 we have∫
X
e−cd
2(x,y)dm(y) = 2c
∫ ∞
0
m(Br(x))re
−cr2dr
for all x ∈ X.
Proof. By Fubini’s theorem, we have∫
X
e−cd
2(x,y)dm(y) =
∫ 1
0
m
({
y : e−cd
2(x,y) > λ
})
dλ
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=∫ 1
0
m(Bφ(λ)(x))dλ
where φ(λ) :=
√
− 1c log λ for λ ∈ (0, 1). Since
φ′(λ) = − 1
2cφ(λ)
ecφ
2(λ)
it follows, by the change of variables r = φ(λ), that∫ 1
0
m(Bφ(λ)(x))dλ = 2c
∫ ∞
0
m(Br(x))re
−cr2dr
as claimed.
For T > 0 with q, q′ > 1 and a non-negative measurable function f : [0, T ] ×X → R
define
‖f‖Lq
q′ ([0,t]×X) :=
(∫ t
0
‖fs(·)‖q
′
Lq(X)ds
) 1
q′
for t ∈ (0, T ].
Proposition 2.6. Suppose q, q′ > 1. Assume (A1) and suppose there exists x0 ∈ suppm
and constants c1, c2 > 0 such that
m(Br(x0)) ≤ c1rnec2r2
for all r > 0. Choose T1 > 0 sufficiently small so that
T1 < T0 ∧ q
c4c2
(19)
where T0 is the constant determined by assumption (A1). Then there exists a positive
constant C1 := C1(q, c1, c2, c3, c4, n, T1) such that
‖pt(x0, ·)‖Lq(X) ≤ C1t
n
2 (
1
q−1) (20)
for all t ∈ (0, T1]. If in addition
1
q
+
2
nq′
> 1
then furthermore there exists a positive constant C2 := C2(q, q′, c1, c2, c3, c4, n, T1) such
that
‖p·(x0, ·)‖Lq
q′ ([0,t]×X) ≤ C2t
n
2 (
1
q−1)+ 1q′ (21)
for all t ∈ (0, T1], in which case
lim
t↓0
‖p·(x0, ·)‖Lq
q′ ([0,t]×X) = 0.
Note that it is always possible to find a T1 satisfying condition (19).
Proof. For s ∈ (0, T1] it follows from Lemma 2.5 that
‖ps(x0, ·)‖qLq(X) ≤ cq3s−
nq
2
∫
X
exp
[
−qd
2(x0, y)
c4s
]
dm(y)
= cq3s
−nq2 2q
c4s
∫ ∞
0
m(Br(x0))re
− qr2c4s dr
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≤ c1cq3s−
nq
2
2q
c4s
∫ ∞
0
rn+1e
−
(
q
c4s
−c2
)
r2
dr
= c1c
q
3s
n
2 (1−q) q
c4
Γ
(n
2
+ 1
)(q − c2sc4
c4
)−(n2+1)
≤ c1c
q
3q
c4
Γ
(n
2
+ 1
)(q − c2T1c4
c4
)−(n2+1)
s
n
2 (1−q)
for which we used the assumption T1 <
q
c4c2
. Consequently inequality (20) is proved
with
C1(q, c1, c2, c3, c4, n, T1) :=
 c1cq3qΓ(n2 + 1)
c4
(
q−c2T1c4
c4
)n
2+1

1
q
. (22)
It follows that if 1q +
2
mq′ > 1 then
‖p·(x0, ·)‖Lq
q′ ([0,t]×X) ≤C1
(∫ t
0
s
nq′
2 (
1
q−1)ds
) 1
q′
≤C1
(
nq′
2
(
1
q
− 1
)
+ 1
)− 1
q′
t
n
2 (
1
q−1)+ 1q′
and consequently inequality (21) is proved with
C2(q, q
′, c1, c2, c3, c4, n, T1) := C1
(
nq′
2
(
1
q
− 1
)
+ 1
)− 1
q′
as required.
Theorem 2.7. Suppose V is non-negative with ‖V ‖Lp(X) < ∞ for some p > 1. Assume
(A1) and (A2) and suppose γ = 1 − n2p > 0. Denote by T0 the constant determined by
assumption (A1), choose some T1 < T0 ∧ qc4c2 where q =
p
p−1 and define the constant C1
by (22). Then for each ρ > 0 it follows that
Ex
[
exp
[∫ t
0
V (Xs)ds
]]
≤ exp
[
ρ
(
tmax
{
1
T0
,
c4c2
q
,
(
C1‖V ‖Lp(X)
γ(1− e−ρ)
) 1
γ
}
+ 1
)]
for all t ≥ 0 and all x ∈ suppm.
Proof. Choose T2 > 0 sufficiently small so that
T2 < T0 ∧ q
c4c2
∧
(
γ(1− e−ρ)
C1‖V ‖Lp(X)
) 1
γ
.
By Hölder’s inequality, Tonelli’s theorem and Proposition 2.6 we have
Ex
[∫ t
0
V (Xs)ds
]
≤‖V ‖Lp(X)
∫ t
0
‖ps(x, ·)‖Lq(X)ds
≤C1‖V ‖Lp(X) t
γ
γ
(23)
≤ 1− e−ρ (24)
for all t ∈ [0, T2]. As an aside, note that if suppm = X then, by inequality (23), such V
belong, under the present assumptions, to the Kato class of (X, d,m), as in [10]. The
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canonical diffusion has the property that if A is a Borel subset with m(A) = 0 then
Px(Xt ∈ A) = 0 for all t > 0. Therefore Khasminksii’s lemma, as in [4], implies for a
non-negative measurable function V : X → R that if there exists a constant 0 ≤ α < 1
such that
sup
x∈suppm
Ex
[∫ t
0
V (Xs)ds
]
≤ α
then
Ex
[
exp
[∫ t
0
V (Xs)ds
]]
≤ 1
1− α
for all t ≥ 0 and x ∈ suppm. Consequently, by (24), we have
Ex
[
exp
[∫ t
0
V (Xs)ds
]]
≤ eρ
for all t ∈ [0, T2]. By the Markov property, applied iteratively, we see that
Ex
[
exp
[∫ t
0
V (Xs)ds
]]
≤
(
sup
x∈suppm
Ex
[
exp
[∫ T2
0
V (Xs)ds
]])⌊ t
T2
⌋
+1
≤ exp
[
ρ
(
t
T2
+ 1
)]
for any T2 of the form
T2 = β
(
T0 ∧ q
c4c2
∧
(
γ(1− e−ρ)
C1‖V ‖Lp(X)
) 1
γ
)
with β ∈ (0, 1). The result follows, by letting β ↑ 1.
Suppose now, more generally, that V is a measurable function that can be decom-
posed as V = V1 − V2 with V1 bounded below and V2 non-negative with ‖V2‖p :=
‖V2‖Lp(X) < ∞ for some p > 1. Assume (A1) and (A2) and suppose γ = 1 − n2p > 0.
Denote by T0 the constant determined by assumption (A1), set q =
p
p−1 and choose
some T1 < T0 ∧ qc4c2 . Then, according to Theorem 2.7, for each ρ > 0 there exists a
positive constant C3(ρ) := C3(q, c1, c2, c3, c4, n, T0, T1, ρ) such that
Ex
[
exp
[∫ t
0
V2(Xs)ds
]]
≤ exp
[
ρ
(
t C3(ρ)
(
1 ∨ ‖V2‖
1
γ
p
)
+ 1
)]
(25)
for all t ≥ 0 and all x ∈ suppm. Following [3], the exit time estimate Theorem 2.3
together with the bound (25) can be used to derive an estimate on the expectation of
the functional e−
∫ t
0
V (Xs)ds.
Corollary 2.8. Assume (A1) and (A2) and suppose 1− n2p > 0. Set λ := 12
√
(N − 1)K−.
Then for each ρ > 0 there exists a positive constant C3(ρ) such that
E
[
exp
[
−
∫ t
0
V (Xs)ds
]]
≤ exp
[
ρ
2
(
t C3(ρ)
(
1 ∨ 2‖V2‖
1
γ
p
)
+ 1
)]
·
(
e−2tV
a
1 (x) + e−2t inf V1(1− δ)−N+λ2 exp
[
− δa
2
2tΛ(t)
]) 1
2
for all δ ∈ (0, 1), t, a > 0 and x ∈ suppm.
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Proof. Using the bound (25) obtained in the previous subsection, we see that
E
[
exp
[
−
∫ t
0
V (Xs)ds
]]2
≤ exp
[
ρ
(
t C3(ρ)
(
1 ∨ 2‖V2‖
1
γ
p
)
+ 1
)]
Ex
[
e−2
∫ t
0
V1(Xs)ds
]
≤ exp
[
ρ
(
t C3(ρ)
(
1 ∨ 2‖V2‖
1
γ
p
)
+ 1
)](
Ex
[
e−2
∫ t
0
V1(Xs)ds 1{sups∈[0,t] d(Xs,x)<a}
]
+ Ex
[
e−2
∫ t
0
V1(Xs)ds 1{sups∈[0,t] d(Xs,x)≥a}
])
≤ exp
[
ρ
(
t C3(ρ)
(
1 ∨ 2‖V2‖
1
γ
p
)
+ 1
)](
e−2tV
a
1 (x) + e−2t inf V1Px
{
sup
s∈[0,t]
d(Xs, x) ≥ a
})
for each t ≥ 0 and a > 0. By Theorem 2.3 we have
Px
{
sup
s∈[0,t]
d(Xs, x) ≥ a
}
≤ (1− δ)−N+λ2 exp
[
− δa
2
2tΛ(t)
]
for all t > 0 and δ ∈ (0, 1) which by substituting yields the desired inequality.
2.4 Upper bounds for Schrödinger eigenfunctions
If f ∈ L2(X;m) then Hölder’s inequality, Proposition 2.6 and Theorem 2.7 imply, under
the assumptions of Theorem 2.7, that for each t > 0 the map
f 7→ Ex
[
f(Xt)e
− ∫ t
0
V (Xs)ds
]
is bounded on L2(X;m)→ L∞(X;m). In particular, suppose ϕ ∈ L2(X;m) satisfies
− ( 12∆− V )ϕ = Eϕ
for some E ∈ R with
ϕ(x) = etEEx
[
ϕ(Xt) exp
[
−
∫ t
0
V (Xs)ds
]]
(26)
for all t ≥ 0 and x ∈ suppm. In other words, suppose ϕ is a square-integrable eigen-
function of the Schrödinger operator − 12∆ + V , with Feynman-Kac representation (26).
Then ϕ is necessarily essentially bounded. A pointwise bound on ϕ, in terms of ‖ϕ‖∞,
can then easily be obtained. Continuing as in [3], we furthermore observe that certain
growth conditions on V imply pointwise decay estimates for the eigenfunction. For a
function f and a > 0 we set
fa(x) := inf{f(y) : y ∈ Ba(x)}
Then, for example, we observe that if limd(x,x0)→∞ V1(x) = ∞ and if V1 satisfies, for
some positive function a on X, the condition
V a1 (x) ≥ αV1(x)
for some positive constant α and for x outside a compact set, then there must exist
positive constants c and C, depending on E and ‖V2‖p, such that
|ϕ(x)| ≤ C‖ϕ‖∞e−ca(x)
√
V1(x)
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for all x outside the compact set with x ∈ suppm. Indeed, this follows from the rep-
resentation (26) and Corollary 2.8 by setting t(x) = a(x)V
− 12
1 (x) and using the fact that
Λ(t) ≥ 1 for all t ≥ 0. We also have the following proposition:
Proposition 2.9. Set λ := 12
√
(N − 1)K−. Assume (A1) and (A2), suppose 1 − n2p > 0.
If for some x0 ∈ X we have
V (x) ≥ γd2m(x, x0)
outside a compact set for some constants γ > 0 and m ≥ 1, then for all
θ <
γ
1
2mm
2(m+ 1)m+1
there exists a constant C > 0 such that
|ϕ(x)| ≤ C‖ϕ‖∞e−θdm+1(x,x0) (27)
for all x ∈ suppm.
Proof. Since ϕ is bounded, it suffices to prove (27) for d(x, x0) large enough. For β > 0
and 0 < α < 1 set a = αd(x, x0) and t = βγ
− 12 d−(m−1)(x, x0) to obtain from Corollary 2.8
that
|ϕ(x)| ≤ ‖ϕ‖∞ exp
[
tE +
ρ
2
(
t C3(ρ)
(
1 ∨ 2‖V2‖
1
γ
p
)
+ 1
)]
·
(
e−2tV
a(x) + (1− δ)−N+λ2 exp
[
−δγ
1
2α2
2β
dm+1(x, x0)
])
for all δ ∈ (0, 1). Then note, for this choice of a, by the reverse triangle inequality
V a(x) = γ inf
y∈Ba(x)
d2m(y, x0) ≥ γ inf
y∈Ba(x)
|d(y, x)− d(x, x0)|2m = γ(1− α)2md2m(x, x0)
and therefore, taking for example δ = 12 , we find
|ϕ(x)| ≤ ‖ϕ‖∞2
N+λ
2 exp
[
tE +
ρ
2
(
t C3(ρ)
(
1 ∨ 2‖V2‖
1
γ
p
)
+ 1
)]
·
(
exp
[
−βγ 12 (1− α)2mdm+1(x, x0)
]
+ exp
[
−γ
1
2α2
4β
dm+1(x, x0)
])
≤‖ϕ‖∞2
N+λ
2 exp
[
βγ−
1
2 d−(m−1)(x, x0)
(
E +
ρ
2
C3(ρ)
(
1 ∨ 2‖V2‖
1
γ
p
))]
· exp
[ρ
2
− θdm+1(x, x0)
]
for any
θ < min
{
βγ
1
2 (1− α)2m, γ
1
2α2
4β
}
.
Since
max
{
min
{
βγ
1
2 (1− α)2m, γ
1
2α2
4β
}
: α ∈ (0, 1), β > 0
}
=
γ
1
2mm
2(m+ 1)
(m+1)
and since m ≥ 1, it follows that there exists a constant such that the claim is satisfied.
Note that similar eigenfunction estimates, for operators of the form 12∆H− V , could
also be obtained (under certain conditions) in the setting of Section 1, by Theorem 1.6.
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