In this paper we consider image reconstruction from multichannel phased array MRI data without prior knowledge of the coil sensitivity functions. A new framework based on multichannel blind deconvolution (MBD) is developed for joint estimation of the image function and the sensitivity functions in k-space. By exploiting the smoothness of the estimated functions in the spatial domain, we develop a regularization approach in conjunction with MBD to obtain good reconstruction of the image function. Experimental results using simulated and real data demonstrate that the proposed reconstruction algorithm can better removes the sensitivity weighting in the reconstructed images compared to the sum-of-squares (SoS) approach.
INTRODUCTION
MRI using phased array coils [1] have emerged as a technique to improve the signal-to-noise ratio (SNR) of the image or reduce the image acquisition time [2] [3] [4] . Although optimal SNR is achieved with knowledge of the coil sensitivity functions, these sensitivity functions are usually unknown and need to be estimated from some calibration data [5] . A typical method to reconstruct the original image without knowledge of the sensitivity functions is the sumof-squares (SoS) method [3, 4] . In SoS, the image is reconstructed from multiple images acquired with phased array coils by taking the square root of the sum of the absolute squares of the images acquired at each channel. The SoS method is based on the assumption that the sum of the absolute squares of all sensitivity functions are spatially uniform such that the spatially varying sensitivity weighting is removed. However, this assumption is usually violated with surface coils, which causes the reconstructed image to be dark at locations further away from all coils. The nonuniformity of the image intensity greatly complicates further automatic analysis such as registration and tissue segmentation [6] . Some works [5, 7] have studied joint estimation of both the image and sensitivity functions to improve the image quality. For example, Ref. [7] models the sensitivity functions as a polynomial in the spatial domain and estimates sensitivity functions based on a multichannel blind deconvolution (MBD) framework [7] [8] [9] . Although the primary objective of Ref. [7] is to better estimate the sensitivity functions for SENSE reconstruction [3] , the image is reconstructed at the same time. A limitation with the method is that when the object mask is not accurate enough to remove the noise in background, the reconstructed image may still suffer from non-uniformity.
In this paper, we propose a new approach to jointly estimate the image and sensitivity functions in k-space. The approach is also based on a MBD framework, but is different from Ref. [7] in that the convolution in the proposed method is in k-space and is a circular one. The proposed method only needs the prior information that the image and sensitivity functions are smooth in the spatial domain, but avoids the need for an accurate object mask. 
PROBLEM FORMULATION
where ( ) 
From the property of discrete Fourier transform (DFT) we know that multiplication in spatial domain corresponding to the circular convolution in k-space domain. So we have
where " * " is 2-D circular convolution. This formulation is similar to the MBD problem shown in Figure 1 . Y k k , the image reconstruction problem can be handled in the MBD framework, which considers the outputs to be known, but the input and filters all unknowns to be reconstructed.
3. PROPOSED METHOD In this section, we describe the proposed method for
H k k which combines the subspace method for MBD [9] and the regularization approach [10] . In Section 3.1, we review the subspace approach and present it for the case of circular convolution. In Section 3.2 we show that solution to the subspace approach is not unique, which leads to the regularization approach discussed in Section 3.3. As shown in Section 3.4, we follow an alternative minimization technique to iteratively compute the ( )
Issues related to efficient computations of some quantities required for optimization procedure are discussed in Section 3.5.
Subspace Approach
The subspace approach for the MBD problem comes from the cross relationship [9] , which is valid for any two pairs of filters and outputs shown in Figure 1 : 0 
Here ( ) { } 
In the following, for brevity we suppress ( ) 
where ( )
Equation (7) shows that the filter coefficients H must belong to the null subspace of .
Non-uniqueness of Subspace Method
In this section, we use a simple example to show that solution of the subspace method (7) is not unique. We consider the SoS image as ( )
, ,
and the corresponding sensitivity function is given by
It follows that
We then take the DFT to obtain
From (12), one can verify that the following cross relationship still holds:
Hence, we have 0 sos H = .
(14) Next, we can multiply a particular pixel of the SoS image (11) still holds for the new pair, it is also a solution to (14). This confirms that we have an infinitely many solutions to (14). To resolve such ambiguity problem, in the next section we propose a regularization approach to utilize the smoothness of the image function and the sensitivity functions in the spatial domain.
Regularization
We propose to estimate the image F and sensitivity functions H through minimizing the energy function defined as { } ( )
( , )
In the first term we have
This term measures the fidelity to the data and comes from our acquisition model in (3). The second term comes from the subspace approach. Note that we add the last two regularization terms to utilize the smoothness of the image and the sensitivity functions in the spatial domain. The positive constants 1 β , α and 2 β are adjusted to account for the penalty of violating each of the latter three terms in (15).
The third term ( ) Q F is a smoothing term of the object image in spatial domain. We use total variation to do regularization, which in the continuous case corresponds to
Because of the nonlinearity of total variation, we use half-quadratic algorithm in [11] to overcome the nonlinearity of the total variation operation. After the discretization, we have
where F L is a positive semi-definite block tridiagonal matrix whose elements depend on the gradient of the image, W is the inverse Fourier transform matrix to transform the k-space image data F to the spatial domain. The forth term ( ) R H is a smoothing term of the sensitivity functions in the spatial domain. It is defined as ( ) ( ) ( ) ( ) ( ) ( ) ( )
(17) 3.4. Alternative Minimization It follows from (15) that the energy function can be written as
The energy function E is a function of F and H , and it is not a convex function. However, E is convex with respect to F if H is fixed, and E is convex with respect to H if F is fixed. Thus, the optimization problem can be solved by an alternative minimization method [10] , which computes a minimization sequence ( )
In the following two-step approach one computes the derivatives with respect to T F and T H respectively [12] , and set them to be zero to find the minimum point.
Step 1)
Step 2) ( )
where ⊗ is kronecker product, I is identity matrix, and
Efficient Computation
In the optimization step (20), the direct computation needs to know T exactly. For large images,
T cannot be directly computed because of the large memory requirement. We follow the approach of [9] to compute
However, it is still prohibitive to store , 
This way we avoid direct storage of U , and the computation efficiency is increased.
EXPERIMENTAL RESULTS
Both simulation and in vivo experiments were carried out to evaluate the proposed method. In simulation, a 128 × 128 MR image 1 is used as the original image shown in Figure 2  (a) . The simulated k-space data were generated by Fourier transforming the images weighted by a set of eight sensitivity functions. The sensitivity functions were simulated using the Biot-Savart law [13] . The proposed method is used to reconstruct the original unweighted image from the multichannel k-space data. The parameters used in the simulation are 1 The reconstruction error of the proposed method is 10%, which is improved over the reconstruction error of 16% for the SoS reconstruction.
(a) (b) (c) In in vivo experiment, a set of full k-space data with the size of 256 × 256 were collected using a 4-channel phased array coil. The image is reconstructed using both the SoS and the proposed method. The parameters for the proposed method were 1 , with a random initial guess for both the image and sensitivity functions. 2 β are larger than α due to the fact that the sensitivity functions are much more smooth than the image function in this experiment. Figure 3 (a) and (b) show the reconstructed images using the SoS and the proposed methods, respectively. It is seen that the intensity of the reconstruction by the proposed method is more uniform across the whole image, when compared with the SoS reconstruction.
CONCLUSION
We propose a novel regularization-based MBD method to reconstruct the image from multichannel phased-array MRI data. Simulation and experimental results demonstrate that the proposed method can improve the uniformity of the image intensity over the conventional SoS method. The method is expected to be useful in applications where the assumption for SoS reconstruction fails.
(a) (b) Fig. 3 . Reconstructions from a set of 4-channel phased array data.
(a) SoS reconstruction, (b) reconstruction using the proposed method. Note the intensity of (b) is more uniform than that of (a).
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