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I. INTRODUCTION
It is by now well established that chemical systems can exhibit a variety of complex phenomena such as a multiplicity of states, oscillations, chaos and pattern formation 1{5]. The existence of multistability automatically rasies some basic questions related to the the relative importance of each of the available states and of the kinetics of the transitions between them. An analysis of this problem is outside the strict macroscopic realm and thus requires a description in which uctuations are incorporated.
In the absence of a general theory for nonequilibrium uctuations, current work takes two complementary approaches: the extension of macroscopic theories using the separation of fast and slow scales and the construction of simple stochastic models, mainly limited to dilute systems. A commonly used example of the rst approach is the Langevin formulation in which local random white noise terms are added to the macroscopic evolution equations 6, 7] . The second approach is traditionally based on the the so called master equation formulation of chemical reactions which provides a mechanistic view of the dynamics at the molecular level 8, 9] .
Extensive works have shown in the past that in the limit of large system size (thermodynamic limit) the two approaches lead to essentially the same results, provided the macroscopic equations have a unique asymptotically stable solution 10{13]. The situation is less clear if the macroscopic equations admit more than one stable attractor. In the case of systems exhibiting multiple steady states, one can always nd parameter values for which the most probable state for the master equation is the least probable one for the Langevin approach, and vice- versa 14] . Similarly, the rst passage times between di erent states can di er by many orders of magnitude depending on which approach is used 15]. Unfortunately, there is no experimental data with su cient precision to resolve these di culties. In this article we attempt to shed some light on this problem through the use of molecular dynamics simulations.
The speci c aspects of the microscopic simulation of reactive uids will be discussed in the next section. In section III we introduce a suitable chemical model which contains a pitchfork bifurcation. The macroscopic analysis and the microscopic simulation of this model will be presented in section IV. Concluding remarks are reported in section V.
II. MICROSCOPIC SIMULATION OF REACTIVE FLUIDS
The progress achieved during the last years in the microscopic simulation techniques of reactive uids o ers valuable possibilities of interesting cross-fertilization with theoretical developments 16]. The very nature of chemical instabilities, however, raises some basic di culties that can a ect considerably the e ciency of the algorithm. In chemical systems there are macroscopic time scales c , such as the period of a limit cycle. To obtain reliable statistics it is necessary to run the microscopic simulation for several c . Moreover, to ensure mechanical and thermal equilibrium the ratio of reactive collisions to elastic collisions must remain small. These two facts conspire to create long, CPU intensive, simulations.
To cope with these di culties, one is forced to simplify as much as possible both the Newtonian and the chemical dynamics. This can be done by limiting the simulation to hard spheres dynamics and by considering dilute mixtures in the Boltzmann limit for which there exist highly e cient algorithms, such as the Bird's direct simulation Monte Carlo (DSMC) method that runs up to three orders of magnitude faster than the corresponding exact dynamics 17{19]. The original purpose of the method was to deal with problems where the use of the standard hydrodynamic descriptions becomes questionable, such as the computation of high Knudsen number ows of a rare ed gas past an object (e.g., high altitude ight). Bird's method has become popular since it is in excellent agreement with both experimental 20, 21] and MD data 22]. Moreover, it yields to correct uctuation spectra in dilute gases subjected to strong non-equilibrium constraints, both for systems under temperature gradient 23] and velocity gradient (shear) 24]. It has also been used recently to check the validity of the master equation formulation of homogeneous chemical systems exhibiting sustained oscillatory behavior 25].
As already mentioned, our main objective in this article is to clarify the status of stochastic theories of chemical systems in the presence of a pitchfork bifurcation. We thus limit ourselves to the microscopic simulation of perfectly homogeneous isothermal chemical systems, as can be achieved in a continuously stirred tank reactor, postponing until later the study of local uctuations. The Bird algorithm is particularly well adapted for this case, since it allows the simulation of a homogeneous Boltzmann gas simply by associating the entire system volume to a single collisional cell.
We rst de ne what we mean by "reactive hard sphere collisions" 26{28]. We assign to each species a "color". A reactive collision occurs if the colliding particles have "enough" energy, i.e., if their relative kinetic energy exceeds some threshold related to the activation energy of the reaction. If this is the case, then the colors of the particles are changed, according to the chemical step under consideration. This procedure, however, leads to a continuous energy transfer from reactants to products which induce a deformation of the Maxwell-Boltzmann distribution and can thus modi es signi cantly the values of the rate constants 29, 30] . To avoid these nonequilibrium e ects, the frequency of reactive collisions must be signi cantly smaller than the frequency of elastic collisions, entailing important waste of CPU time. One way to overcome this di culty is to further simplify the reactive collision rules by the following procedure. Let us consider a typical bimolecular chemical step:
where is the collision frequency. After a collision between two particles A and B has occurred, we choose randomly k A % of the collisions to be reactive, where k A stands for the Arrhenius factor de ned in eq. (2). Obviously, this procedure avoids the deformation of the Maxwell-Boltzmann distribution, since it does not involve any systematic energy transfer between reactants and products. It is, however, restricted to isothermal chemical systems.
III. THE MODEL
Another problem with the Bird algorithm is that it is restricted to binary collisions only, i.e. to second-order chemical reactions. On the other hand, simple chemical models exhibiting complex behavior, such as the Brusselator or the Schl ogl model, rely on trimolecular collisions 1,2]. It has been shown that the trimolecular step can be approximated by a pair of bimolecular steps involving di erent time scales, so that an adiabatic elimination of a fast variable leads to an e ective trimolecular step 31] . Nevertheless, such a scheme is inappropriate for MD studies because the species represented by the slow variables undergo far fewer reactive collisions per unit time than those represented by fast variables. Thus, with present day computers, we are left with two alternatives: either set up a microscopic model "mimicking" a three-body collision or search for a suitable second-order reaction scheme in which the di erence of time-scale between intermediate variables is as small as possible. The former alternative has been considered successfully by Mareschal and De Wit for the Brusselator model 32]. Here, we choose the second alternative and look for a chemical model satisfying the following three constraints: (i) it consists of binary collisions only; (ii) it has no signi cant separation of time scales; (iii) it involves as few reactants as possible. As was shown in ref. 25] , the above requirements are fully satis ed by the following chemical model:
where the concentration of the S particles is supposed to remain constant. In what follows, we shall refer to them as "solvent" particles. The macroscopic rate equations corresponding to the above model in a "continuously stirred tank reactor" (CSTR) condition read: du dt = ?k 1 In order to carry out a microscopic modeling of the feed process we introduce two more pairs of reactions: 
Note that the factor 2 in the above relations for a + and b + is related to the fact that the forward reactions (5) involve a pair of the same molecules. One last problem remains whenever the concentration of some of the species have to be kept constant throughout the simulation. This is the case for the S particles which undergo reactive collisions with both other S particles and with W particles. In addition, they participate in reactions designed to mimic the nonequilibrium constraints (the feed terms). An elegant procedure for solving this problem has been proposed by Boissonade 28] . The idea is to introduce one more participant, say molecules A. Every time an S particle is created (destroyed) in a collision with the other species, an S (A) particle is chosen at random in the same collisional cell and replaced by an A (S) particle. Since the A molecules do not participate in any reaction, they merely constitute a reservoir of particles maintaining the solvent concentration xed. We note that the simulation procedure is completely speci ed in terms of kinetic constants, feed rate and the concentration of S particles. The explicit form of the master equation associated to the model (3) and the corresponding Langevin equations are presented in Appendix.
IV. MULTIPLE STEADY STATE TRANSITIONS
For certain ranges of parameter values, the macroscopic equations (4) can admit multiple steady states and limit-cycle oscillations. In this article we concentrate on a possible occurrence of a pitchfork bifurcation. We rst note that the stationary state mole fractions 
As well known, the general solution of the cubic equation (7b) can be entirely described in terms of two parameters only (see for example ref. 5]). Thus, without loss of generality, we are allowed to impose a certain number of suitable relations among the various parameters of the problem. One guideline stems from the fact that at a pitchfork bifurcation point the cubic equation (7b) must admit a triple root. On the other hand, the stationary state mole fractions of the chemically active components should not be signi cantly di erent from that of inert (S) molecules since, otherwise, the microscopic simulation of the model will become highly ine cient. Keeping the above comments in mind, we nd after some algebra that if we set
(u f ? 2v f ) ? (9) then equation (7b) 
Clearly, for v f > u f =8 the stationary solution is unique, i.e.,v s = v (1) s , whereas for v f < u f =8 one has three stationary solutions, showing that the system undergoes a bifurcation at v f = u f =8. More detailed analysis shows that the latter corresponds to a pitchfork bifurcation point. This is illustrated in Figure 1 , where the stability diagram for the variable u is depicted. The parameter in this gure represents the "distance" from the bifurcation point, de ned as
The other parameters are set to : k 1 = 1; k 2 = 1=2; k m = 1=26; u f = 1=4; = 0:28 (13) Note that in writing the relation (9) we have implicitly assumed that u f ? 2v f > 0, which is clearly satis ed in the vicinity of the bifurcation point, 0. We note that the bifurcation diagram of Figure 1 is not symmetrical as one moves from positive to negative values of . Numerical simulations of the set of Langevin equations associated to the model (3) indicates that the lower branch is "more probable" than the upper branch (see Appendix). The master equation, on the other hand, predicts just the opposite. We thus have a good opportunity to confront the above predictions with those obtained through a microscopic simulation of the model (3). For the microscopic simulation, we consider a system made of an assembly of 2000 hard spheres of diameter d, with a number density n = 3 10 ?3 particles per d 3 . The "solvent" mole fraction is set to s = 0:35, i.e., 35% of system is made up S particles. We choose = ?0:003 so the system evolves within the multiple steady state region; the values of the other parameters are given in eq. (13) . After the system has reached the stationary regime, statistics are taken over 10 The "measured" probability distribution of the U variable is presented in Figure 2 , together with those corresponding to the Langevin equation and the master equation, which were also obtained numerically, using standard techniques 33,34] (see Appendix). The result of the Langevin approach is manifestly in contradiction with both the microscopic and master equation predictions. On the other hand, the agreement between the master equation and the microscopic simulation is excellent, better than the estimated statistical error. These results obviously show the utility of microscopic simulations in testing the validity of phenomenological theories.
V. CONCLUDING REMARKS
The main purpose of this work was to study the status of stochastic theories of chemical systems through a microscopic simulation of the corresponding homogeneous reactive Boltzmann equation. The results establish the validity of the master equation formulation and the failure ot the Langevin approach in describing correctly the statistical properties of homogeneous chemical systems operating in the multiple steady state region. This last result can be explained on the basis of the following intuitive arguments.
A Langevin formalism is always characterized by a macroscopic law of evolution to which a noise term is added. The amplitude of the noise is directly related to the macroscopic law through a uctuation-dissipation theorem, which guarantees that at equilibrium the resulting probability density becomes equivalent to one of the familiar Gibbs ensembles of equilibrium statistical physics 7,35{37]. This can be achieved provided the macroscopic equations have a unique stationary solution. For the case of systems exhibiting a pitchfork bifurcation, this condition is always ful lled up to the bifurcation point 13]. Beyond the bifurcation point, however, the system typically possesses more than one stable attractor, i.e. the probability density is multi-modal, each local maximum characterizing a possible stable solution of the corresponding macroscopic equations. As a result, the noise amplitude would have di erent values for each of the coexisting macroscopic states. While a Langevin approach might be suitable to describe the behavior of the system around a given maximum, it seems unlikely that it would correctly describe the global behavior of the system. The results of our microscopic simulations con rm this conclusion. One exception to the above conclusions is the case of Langevin approach to equilibrium phase transition phenomena, such as the Glauber equation for spin systems 38]. In equilibrium systems the noise has a "thermal" origin, i.e. its amplitude is a function of the temperature which is uniform. For example, a liquid droplet and its surrounding vapor phase are at the same temperature and therefore are driven by the same "noise". That this is not the case in chemical systems, shows simply the limits of analogy one could expect between equilibrium and nonequilibrium transitions. We nally note that the noise correlations Q i;j are expressed in terms of the macroscopic path f u(t); v(t); w(t)g so that they are not well de ned at the stationary state for < 0, i.e. above the bifurcation point. As a matter of fact, it can be shown that the Langevin equations (A2) remain a valid limit of the master equation only for nite time, i.e. the limits N ! 1 and t ! 1 do not commute, unless the deterministic equations have a unique globally asymptotically stable stationary solution ( 0) 11, 13] . On the other hand, one can as well derive Langevin equations on the basis of the uctuation-dissipation theorem, independently of the master equation 6, 7] . The noise amplitudes have then to be evaluated around some given reference state 39]. The resulting probability density, however, is qualitatively the same no matter which steady state we choose to evaluate the random noise correlations. In particular, the location and the relative importance of the maxima remains basically independent of the reference state fu s ; v s ; w s g. This, in part, is due to the fact for the parameter values we have chosen, the system is quite close to the bifurcation point ( = ?0:003). The result presented in Figure 2 has been obtained by considering the unstable macroscopic state as the reference state. 
