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ABSTRACT
The feasibility of earthquake early warning (EEW) is now
widely recognized. However, EEWsystems that are in operation
or under evaluation worldwide have significant variations and
are usually operated independently of routine earthquake mon-
itoring. We introduce a software that allows testing and evalu-
ation of a well-known EEWalgorithm directly within a widely
used earthquake monitoring software platform. In the long
term, we envision this approach can lead to (1) an easier tran-
sition from prototype to production type EEW implementa-
tions, (2) a natural and seamless evolution from very fast EEW
source parameter estimates with typically large uncertainties to
more delayed but more precise estimates using more traditional
analysis methods, and (3) the capability of seismic networks to
evaluate the readiness of their network for EEW, and to imple-
ment EEW, without having to invest in and maintain separate,
independent software systems.
Using the Virtual Seismologist (VS), a popular EEW al-
gorithm that has been tested in real time in California since
2008, we demonstrate how our approach can be realized
within the widely used monitoring platform SeisComP3. Be-
cause this software suite is already in production at many seis-
mic networks worldwide, we have been able to test the new VS
implementation across a wide variety of tectonic settings and
network infrastructures. Using mainly real-time performance,
we analyze over 3200 events with magnitudes between 2.0
and 6.8 and show that, for shallow crustal seismicity, 68%
of the first VS magnitude estimates are within 0:5 magni-
tude units of the final reported magnitude. We further dem-
onstrate the very significant effect of data communication
strategies on final alert times. Using a Monte Carlo simula-
tion approach, we then model the best possible alert times for
optimally configured EEW systems and show that, for events
within the dense parts of each of the seven test networks, ef-
fective warnings could be issued for magnitudes as small
as M 5.0.
Online Material: Figure comparing ground-motion prediction
equations (GMPEs) with associated discussion.
INTRODUCTION
Earthquake early warning (EEW) is the concept of using the
early observations of seismic energy to predict expected
ground-motion levels and provide warning before strong shak-
ing arrives at the same or further-distant sites, often by first
estimating event magnitude and location. In the case of distant
sites, EEW relies on the fact that electromagnetic waves travel
about 105 times faster than the seismic waves that carry most of
the seismic energy. Most EEWalgorithms start providing EEW
estimates following the detection of the P wave and thus can
provide faster alerts (using the difference between P- and
S-wave speeds) at the cost of higher estimate uncertainties.
Some EEWsystems first infer rupture parameters, such as hypo-
center and rupture extent, and then predict ground-motion
levels based on a regionally appropriate ground-motion predic-
tion equation (GMPE) (e.g., Allen and Kanamori, 2003; Cua
and Heaton, 2007; Satriano et al., 2008; Böse et al., 2009).
Others directly compute expected peak ground motion, either
empirically (e.g., Colombelli et al., 2015) or by using physical
models of wavefield propagation (Hoshiba and Aoki, 2015).
The basic principles of EEW were described by Cooper
(1868) and Heaton (1985), but first operational implementa-
tions were not realized until 1988, when the Shinkansen, Ja-
pan’s high-speed train, was automatically slowed down by the
UrEDAS system prior to strong shaking (Nakamura, 1988).
Currently, several regions operate (e.g., Japan, Mexico, Taiwan,
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and Romania) or evaluate (e.g., China, Italy, Switzerland, Tur-
key, Greece, Iceland, several states in the United States, and the
Canadian west coast) EEW systems (Espinosa-Aranda et al.,
1995; Hoshiba et al., 2008; Cua et al., 2009;Mărmureanu et al.,
2011; Peng et al., 2011; Böse et al., 2013; Zollo et al., 2013;
Behr et al., 2015; Chen et al., 2015).
EEW systems have been developing into multialgorithm
systems, using different strategies to estimate rupture parame-
ters and peak ground motion, depending on the amount and
type of data available (e.g., Global Positioning System [GPS]
and seismic waveforms) during or immediately following a rup-
ture. Japan is already operating such a multialgorithm system
(Tamaribuchi et al., 2014), whereas this approach is being de-
veloped in California and Italy (Böse et al., 2013; Zollo
et al., 2013).
The majority of EEW approaches provide rupture and
shaking estimates that are initially very fast but uncertain,
and they update continuously as more data arrive with increas-
ing reliability. A natural extension of such an approach is to
regard the entire earthquake monitoring as a progression from
the fastest EEWalerts to the final detailed event analysis (with
minimal uncertainties and at some minutes after the event ori-
gin time and long after strong shaking has passed) that can also
include manual review and confirmation. Such end-to-end sys-
tems that combine EEWand traditional seismic network auto-
matic analysis are, however, more complex and therefore more
challenging to operate than an EEWsystem based on one algo-
rithm only. Information from different approaches must be
combined consistently, requiring additional logic as well as im-
plementation standards to ensure different algorithms are com-
patible. There are significant benefits to this approach though;
for example, station inventory needs to be only managed for a
single software. Using the example of the Virtual Seismologist
(VS) EEW algorithm (Cua, 2005; Cua and Heaton, 2007),
we describe how such an end-to-end system that includes an
EEWapproach can be incorporated within a standard real-time
earthquake monitoring platform, in this case SeisComP3
(SC3), which has become popular with seismic network oper-
ators worldwide (Hanka et al., 2010). We term this implemen-
tation VS(SC3), the implementation of VS in SC3. Although
our VS implementation here is particular to SC3, similar EEW
solutions could be integrated within other real-time monitor-
ing platforms.
Integrating EEW into routine earthquake monitoring sys-
tems further facilitates operating EEW algorithms in seismic
networks that do not have dedicated EEW research groups.
This is of increasing relevance, as seismic network densities
and capabilities in many earthquake-prone regions are contin-
uously improving in a way that may make EEW a routine fea-
ture of seismic networks within the next decades. Providing
operators of these networks with EEW solutions that are con-
figured and run the same way as other earthquake monitoring
modules will significantly lower the additional effort required
to provide EEW alerts. We show first results of running
VS(SC3) in seven real-time seismic networks around the world
and will outline further necessary algorithmic and infrastruc-
tural improvements to minimize alert delays in these regions.
THE VIRTUAL SEISMOLOGIST IN SEISCOMP3:
VS(SC3)
SC3 is an open-source earthquake monitoring system (see Data
and Resources) with professional software support (gempa
GmbH; see Data and Resources). It follows a modular ap-
proach in which every module is a stand-alone program that
communicates with other modules through a Transmission
Control Protocol/Internet Protocol (TCP/IP) messaging sys-
tem (Spread; see Data and Resources) and connects to a
common database containing, among other information, the
station metadata.
VS was designed as a complete EEW solution, capable of
including prior information in a Bayesian framework that es-
timates early warning magnitudes and epicentral locations
(Cua, 2005). In practice, no prior component has been imple-
mented, and the location information proved difficult to im-
plement without significant numbers of false alarms when only
few stations were used (Cua et al., 2009). For this reason, cur-
rent implementations of VS only provide magnitude estimates
and are triggered following independent external fast-event de-
tection and location estimates. VS(SC3) implements the VS
likelihood function as a separate module within SC3. In its
original form, theVS likelihood function relates magnitude and
epicenter to observed envelope values as follows:
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in which d is the data vector containing five data values for
every station with a P-wave detection. The first data value
is the ratio between maximum envelope values of vertical ac-
celeration (ZA) and vertical displacement (ZD). The second to
fifth data values are maximum envelope values of vertical veloc-
ity (ZV) and root mean square horizontal acceleration (HA),
velocity (HV), and displacement (HD) following a P- or S-wave
arrival. With, for example, six stations reporting P-wave detec-
tions, d will thus be of lengthD  30.G is an empirical model,
predicting the ratio of ZA and ZD (ZAD) as well as ZV, HA,
HV, and HD at each station for P or S waves based on mag-
nitude M and distance between an epicenter (latitude, longi-
tude) and the station. It uses different sets of equations for P
and Swaves, and part of theVS algorithm is a P–S discriminant
based on a weighted ratio between the products of ZA and ZV
and HA and HV. C is a D × D diagonal matrix of standard
deviations for ZAD, ZV, HA, HV, and HD for every station
and phase, and jCj is its determinant. For the functional forms
of G and the P–S discriminant, see Cua and Heaton (2007).
In the current implementation, VS(SC3) receives location
estimates from SC3’s standard location module (scautoloc) and
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then reduces the original 3D likelihood function of magnitude,
latitude, and longitude to a 1D likelihood function for mag-
nitude only. It thereby replaces the original VS amplitude-based
strong-motion centroid (Kanamori, 1993; Cua, 2005) with a
location based on P-wave travel times, similar to the implemen-
tation used in the U.S. Geological Survey (USGS) ShakeAlert
system (Cua et al., 2009). Scautoloc combines a grid search with
the LocSAT inversion algorithm (Bratt and Bache, 1988). De-
tections of P-wave arrivals are provided by SC3’s scautopick
module, which, by default, implements a short-term average/
long-term average (STA/LTA) picker (Allen, 1978) but can also
apply secondary picking algorithms such as the Baer–Kradolfer
picker (Baer and Kradolfer, 1987).
Figure 1 shows a schematic description of the VS(SC3)
modules and their information exchange within the SC3 envi-
ronment. A preprocessing module (scenvelope) continuously
computes a stream of envelope values over 1-s-long intervals
after correcting the raw waveforms for gain and high-pass fil-
tering at 0.33 Hz with a fourth-order Butterworth filter to re-
duce the influence of microseisms on the magnitude estimates
of small events. Waveforms are also checked for saturation and
are marked accordingly by comparing the raw counts with a
percentage of the maximum possible number of raw counts on
a 24-bit digitizer, as used by the vast majority of modern seis-
mic networks. Another module (scvsmag) receives location es-
timates from scautoloc and combines this information with the
continuously updating envelope values to compute the maxi-
mum, variance, and the expected value of the VS likelihood
function for magnitude. Starting with the first location esti-
mate, magnitude estimates are updated in 1 s intervals that take
into account location updates and additional envelope values
from all waveforms (not just the first few seconds following the
P onset) and all stations with a P-wave detection as they be-
come available. If waveforms from a broadband sensor have
saturated, those of a collocated strong-motion sensor are used
instead, if available. Ideally one would combine VS’ location
estimates based on amplitudes and scautoloc’s location based
on P-wave travel times; however, this requires the probability
density function for both location estimates, which is currently
only available for VS’ amplitude-based location estimates.
We will discuss this further in the Discussion and Conclusion
section.
The module scvsmaglog receives location and VS magni-
tude estimates and forwards them as a continuous stream of
alerts to EEW-specific user interfaces, such as the UserDisplay
(Böse et al., 2013; see Data and Resources) that is maintained
and developed as part of the USGS ShakeAlert project or the
Earthquake Early Warning Display (EEWD; see Data and Re-
sources), which has been developed recently as an open-source
derivative of the UserDisplay for European end users. Inter-
nally, scvsmaglog converts the SC3 data messages to either Qua-
keML (required by the EEWD) or ShakeAlert’s custom XML
format (required by the UserDisplay) using extensible style-
sheet language transformations (XSLTs) and then sends them
to an ActiveMQ broker (see Data and Resources), which for-
wards the messages to subscribed end users. The use of XSLTs
facilitates the addition of other alert message formats. Through
SC3’s modular approach, several instances of scvsmaglog can be
run that each receive the same input but send alert messages in
different formats, thereby providing input for both the User-
Display and the EEWD simultaneously. Scvsmaglog can further
store alert histories on disk and send them by e-mail.
SC3’s messaging system facilitates the setup of systems dis-
tributed over several computing nodes that can be situated in
different geographic locations. This can be particularly useful
for situations in which several independent seismic networks
without real-time data exchange are combined, as is, for exam-
ple, the case in California. The modular approach allows run-
ning and testing of single modules independently from the
whole monitoring infrastructure but also enables running dif-
ferent algorithms receiving the same input, easily replacing
modules, and running multiple instances of the same algorithm
with different configuration settings. As its data model, SC3
uses a derivative of QuakeML (see Data and Resources), which
has become the standard for earthquake parameter exchange in
recent years. This data model is used to store output from dif-
ferent modules in the central database, but it also enables an
easy exchange with other systems capable of parsing QuakeML,
such as the end-user EEWD. In SC3 real-time operations,
waveforms are provided by one or more SEEDLink servers
(Hanka et al., 2000); and, for subsequent analysis, the same
waveforms can be requested through International Federation
of Digital Seismograph Networks (FDSN) web services (see
Data and Resources), or other SC3-specific data archives and
distribution tools (e.g., ArcLink and SDSArchive). In addition
to a suite of graphical monitoring tools, SC3 also provides a
sophisticated graphical user interface (scolv) designed for rou-
tine earthquake monitoring, including manual event review
and catalog management. Scolv can also be used to analyze the
performance of VS(SC3).
SC3 comes with an application programming interface
(API) in C++ and Python that facilitates the use of the SC3
messaging system and provides access to the database and
common math operations. Its most important feature, crucial
to developing new modules related to EEW, is the generic ac-
cess to waveform data independently from the actual waveform
source, meaning waveforms can be replayed from archives or be
accessed in real time. This ensures a seamless transition from
offline testing of prototype implementations to operating them
in real time.
PERFORMANCE OF VS(SC3) WORLDWIDE
VS(SC3) was developed, tested, and first run routinely in Swit-
zerland in 2013. It has subsequently been tested at six seismic
networks worldwide—Greece, New Zealand, Romania, Tur-
key, Iceland, and southern California. Such broad implemen-
tation is possible thanks to the widespread distribution of SC3
and its ease of installation. Network operators already running
SC3 for routine earthquake monitoring can therefore include
VS(SC3) by simply updating their SC3 installation to a version
containing the VS(SC3) modules. Configuration of the
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▴ Figure 1. Processing flow of VS(SC3), the implementation of Virtual Seismologist in SeisComP3. Arrows indicate the direction of in-
formation flow, colored according to the sender. Together with the mediator (scmaster), the orange modules form the core of VS(SC3).
Standard SC3 modules are used for P-wave detection and earthquake location (with scautopick as the autopicker and scautoloc as the
locator). A VS-specific preprocessing module (scenvelope) provides a continuous stream of 1-s-envelope data for acceleration, velocity,
and displacement; scenvelope accesses waveforms from various different sources through a common interface. Station and event meta-
information can be stored in a relational database. Once an event is detected, real-time magnitudes are calculated and continuously
updated by the VS(SC3) magnitude module (scvsmag). Real-time alerts are made available by the earthquake early warning (EEW) reporter
(scvsmaglog) and can currently be received by two different EEW-specific end-user interfaces (UserDisplay and Earthquake Early Warn-
ing Display [EEWD]). Interactive analysis and review is done using scolv, a graphical user interface (GUI) that provides access to the
database and to archived waveforms. The bottom panels show an example of only one of many analysis tools in scolv.
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VS(SC3) modules is supported through extensive documenta-
tion, which is also embedded in SC3’s standard documentation
(see Data and Resources).
Seismicity within these seven networks differs strongly
ranging from interplate and intraplate earthquakes at subduc-
tion zones (Greece and New Zealand), continental plate
boundaries (California, New Zealand, Turkey, Greece, and
Switzerland), and mid-ocean ridges (Iceland) to intermediate-
depth subcrustal seismicity (Romania and Greece) and earth-
quakes related to volcanic activity (Iceland and New Zealand)
(Anderson and Webb, 1994; Kastrup et al., 2004; Hauksson,
2010; Delavaud et al., 2012; Diehl et al., 2014). Including VS
into SC3 has given us the unique opportunity to test an EEW
algorithm in real time within these different tectonic settings
with a wide range of source mechanisms, magnitudes, and hy-
pocentral depths. All regions—highly built and industrialized—
are exposed to moderate or high seismic hazard (Giardini et al.,
1999, 2014; Stirling et al., 2012) and may therefore profit from
an operational EEW system.
Further, each network varies in terms of network density
and configuration with respect to relevant seismicity (e.g.,
there is significant offshore seismicity in New Zealand), as
well as optimization of data transmission from stations to
processing hubs. Behr et al. (2015) demonstrated how differ-
ent networks and algorithms affect alert times for EEW. In
this analysis, because all networks operate the same algorithm
with similar configuration, differences in alert times reflect
primarily the effect of seismicity location, network geometry
(i.e., station density and distribution with respect to seismic-
ity), and data communications.
Over 3200 events were detected and located by the test net-
works during different periods between April 2009 and May
2015 with magnitudes between 2.0 and 6.8. To increase the
magnitude range of the test events in regions with only moderate
seismicity, theVS(SC3) magnitude was evaluated for some of the
events (including all those prior to 2013) through offline play-
backs of archived waveforms. Although alert times for playback
events will be unrealistically fast because all data latencies are
reduced to the package size of archived waveforms, they are out-
numbered by events detected in real time and therefore have
only a negligible effect on the overall patterns of alert times.
A major benefit of using the SC3 platform is that net-
works operating SC3 have already tuned their system to detect
their local seismicity, and so VS(SC3) can be added to an already
optimized system. False alerts and missed events, therefore,
largely depend on the quality of the existing SC3 configuration
at each network. VS(SC3) modules, however, also include a
number of quality checks that help reduce false-alert rates, such
as calculating the ratio of triggered to not-triggered stations
within a certain distance of the epicenter, the azimuthal gap, or
the consistency of the network with single-station magnitude
estimates (see also Data and Resources).
Magnitude
A major concern for applying an EEWalgorithm in a new set-
ting is how the estimated EEW magnitudes (in particular the
first magnitude estimates, which use at most a handful of sta-
tions with short data snippets) will compare with the observed
network magnitudes over relevant magnitude ranges. Figure 2
shows the comparison of the first magnitude estimate provided
by VS(SC3) (MVS) with the final magnitude (M) as published
in the earthquake catalog of each network for the over 3200
events. For shallow seismicity, MVS scales well with M, with a
median around zero (−0:28 ≤ median ≤ 0:17) and the 16th
and 84th percentile between0:5 magnitude units. The num-
ber of outliers decreases for larger events, particularly when the
initial location is close to the true location. The VS likelihood
function was calibrated using southern California seismicity;
hence, it is no surprise that the performance is best in southern
California, though there is excellent performance across the
magnitude ranges in Switzerland.
Another important consideration is how similar the
network magnitudes are, particularly for small magnitude
events. Each network typically estimates M using different
methods, including different attenuation functions that can
also have important systematic differences that need to be
taken into account by EEW algorithms. For Switzerland,
MVS is about 0.25 magnitude units below M; and, in
Romania, there is a linear trend between SC3’s M and the
traditionally used M that is reported in its earthquake catalog
fM cat  0:83 × MSC3 − 0:8=0:74  0:17g. We corrected
both systematic differences before comparing MVS and M.
MVS is systematically underestimated for deeper events.
Because the VS likelihood function does not account for hypo-
central depth (indeed, it assumes shallow depth), this is not a
surprise. It is, however, important to note that hypocentral
depth for deep events is less well constrained than for shallow
events, and so the uncertainty of network M for deep events
may also be larger. Additionally, estimating event depth for
deep seismicity using very few stations in an EEWcontext will
always be challenging.
The first results of the VS(SC3) performance in Iceland
are poor. In general, MVS is underestimated, which can be ex-
plained partly by the highly unusual seismicity observed during
the evaluation period, which was dominated by the sequence
of events caused by the 2014–2015 volcanic crisis at the Bárð-
arbunga volcano (Sigmundsson et al., 2015) (see crosses in
Fig. 2f ). The biggest magnitude events are related to the cal-
dera subsidence and have a spectral content dominated by
long-period energy, quite unlike usual tectonic earthquakes.
VS data processing includes a high-pass filter at 0.33 Hz that
removes a considerable part of the seismic energy from these
events, leading to systematically underestimated magnitudes.
The reason whyMVS is underestimated for other events is not
well understood but may be related to a discrepancy between
M and Mw .
Given the fact that the GMPEs for P-wave amplitude and
peak ground motion used in the VS likelihood function are
mostly based on southern California seismicity, it may seem
surprising that MVS also performs well in other regions.Ⓔ In
Figure S1 (available in the electronic supplement to this
article), we show that the VS GMPE for peak ground motion
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is comparable to and falls within the standard deviation of
other global GMPEs for peak ground motion. It can therefore
be expected that the GMPE for P-wave amplitude also is appli-
cable to other areas and in particular to regions of shallow
crustal seismicity.
Alert Times
The time taken to deliver the first EEWalert is a crucial feature
of any EEW system. One essential component here is an EEW
algorithm that produces, for example, location and magnitude
estimates using a defined minimal number of stations and rec-
ord lengths. The other critical factors for fast EEW alerts are
seismic network geometry and density, and the speed and reli-
ability of data communications (Behr et al., 2015).
The theoretical and observed performance for VS(SC3) at
each network is summarized in Figure 3. Figure 3a presents the
network density in the form of the time taken for P waves from
a shallow event occurring in the region of interest to reach six
stations (the minimum required for theVS(SC3) configuration
used in this study). Figure 3b presents the observed real-time
performance, showing the delay in providing first EEW alerts
for the seismicity observed by each seismic network. Figure 3b
shows that in most networks (with the exception of California
and Switzerland), even in areas with high station density (P-
wave travel time to the first six stations ≤5 s; Fig. 3a), the first
alerts are usually not issued until another 5 s after the P wave
should have reached the sixth station and, in many cases, even
significantly later. Because all networks use SC3 configurations
optimized for EEW and the same EEW algorithm, these addi-
tional delays reflect the data communication between the seismic
sensors and the processing hub. This is illustrated in Figure 4,
which shows the distribution of pick delays for each network
(i.e., the time that has passed between the actual arrival of the
P wave at a station and the detection of the phase using an
Deep
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
▴ Figure 2. Comparison between MVS and M, showing sensitivity to local network magnitude, location precision, and event depth for
seismicity detected across the seven seismic networks as indicated in the legends in (a)–(g). (Note that the depth scale varies between
subfigures.) The location precision is defined as the difference between scautoloc’s first hypocenter estimate and the final catalog
hypocenter. The entire dataset is summarized in terms of deep and shallow events in (h) and (g), respectively. The median (solid gray
line) and the 16th and 84th percentile (black dashed lines) are indicated in each figure. Location precision is determined as the difference
in kilometers between the first EEW location (used to estimate MVS) and final network location. For shallow events in the majority of
networks, MVS is consistent withM, though in Turkey and Iceland MVS appears to systematically underestimate M. For deep events from
Greece, Romania, and New Zealand, MVS tends to underestimate the magnitude. MVS performs poorly in Iceland, though during the
testing period, seismicity in Iceland was dominated by volcanic events during the recent Bárðarbunga volcano eruption; these
very-low-frequency events are indicated by crosses in (f).
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▴ Figure 3. Analysis of first EEW alert times in the seven networks. Colors in (a) indicate the theoretical P-wave travel time from any point
within the maps to the closest six seismic stations, assuming a depth of 8 km and a constant P-wave velocity of 6:5 km=s. This time defines
the fastest possible alerts for a six-station EEW algorithm given the network configuration, assuming negligible delays due to data transfer
and processing. It also serves as a proxy for station density. (b) Observed VS(SC3) performance:—each circle is an event, with the color
showing the radius of the no-warning zone, which is linearly related to the delay time for the first alert (Δt alert in Behr et al., 2015) if event
depth is neglected. The size of the no-warning zone can also be used to define the magnitude required to produce a positive EEW zone, the
area that will receive an alert before the onset of strong ground shaking (IMM ≥ VI). (c) The same events are shown as in (b) but for the
potentially improved performance for an EEW system operating on the same network where data latencies are optimal and only two
P-wave detections are required for the first source estimates.
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STA/LTA detector at the processing hub). The steeper the cu-
mulative distribution functions in Figure 4, the more capable
are the respective network data communication strategies for
EEW. For many of the networks included in this test, on aver-
age less than 25% of all pick detections are made within 5 s. A
target for EEW should be 90% within 2 s, a performance only
southern California is close to reaching.
We note that SC3’s standard location module (scautoloc)
focuses on robustness rather than speed, and therefore more
timely alerts may be provided with an algorithm capable of
making first location estimates with very few P-wave detec-
tions. Behr et al. (2015) showed, however, that this would only
lead to significantly improved alert times in parts of a seismic
network with low station density. Because faster location esti-
mates have generally larger uncertainties, the most robust way
to improve alert times is to improve the seismic network.
These delayed alert times result in a no-warning zone (the
radius of the circular region around the epicenter that will not
receive alerts in advance of the strong shaking as defined by the
arrival of the S wave) that is typically greater than 50 km.
Events with magnitudes ≥6:6 will cause strong shaking outside
such a no-warning zone, following the relation between mag-
nitude, source-to-site distance, and intensity by Allen et al.
(2012) (which is the “positive EEW zone” after Picozzi et al.
[2015] but assuming modified Mercalli intensity IMM  VI
instead of IMM  VII ) and therefore allow a useful, albeit
short, warning. This is, of course, only a first-order approxima-
tion because finite-rupture extent, rupture complexity, and site
and path effects are likely to produce laterally varying ground-
motion intensities.
The delays currently observed in creating first EEWalerts
at many seismic networks are significant, as we see in Figure 3b.
Because a wide number of observations associated with each
event, such as phase detections, location, and magnitude esti-
mates, are stored in the SC3 database with the timestamp of its
creation, the database serves as a precise, chronological log for
every event detection. This not only allows measurement of
time delays for single components of the real-time system (Behr
et al., 2015), but can also be used to analyze if and when a
particular station contributed to an earthquake detection. For
Switzerland, we found that only in very few cases are P-wave
detections missed by the closest stations for magnitudes ≥2:5.
In fact, high-quality permanent seismic stations from both
strong-motion and broadband sensors have noise levels low
enough to detect P-wave arrivals of earthquakes that may be
felt and for which earthquake alerts are relevant (M ≥3:5;
Clinton and Heaton, 2002; Cauzzi and Clinton, 2013). We,
therefore, conclude that station sensitivity is not a significant
factor in delayed EEW alerts, even in the case of the smaller
magnitudes.
Assuming ideal (i.e., state-of-the-art) data communication
delays similar to those seen for southern California (Fig. 4) and
an EEWalgorithm capable of predicting ground-motion levels
based on two P-wave detections only, we estimated the maxi-
mum possible earthquake alerts. This was done using the ap-
proach of Behr et al. (2015), who applied a Monte Carlo
simulation to the distributions of observed system delays to
compute expected alert times. Figure 3c shows that for such
a configuration, alerts could be sent to areas expecting very
strong shaking even for moderate-sized earthquakes with mag-
nitudes ≥5:0. Although estimating magnitude and location
of an earthquake from the very first P-wave recordings at only
two sensors generally comes with larger estimate uncertainties,
several algorithms have already demonstrated its feasibility (e.g.,
Cua, 2005; Satriano et al., 2008; Böse et al., 2009; Kuyuk et al.,
2014; Meier et al., 2015).
DISCUSSION AND CONCLUSION
VS(SC3) is the first EEWalgorithm that has become part of an
open-source real-time monitoring software. This is an impor-
tant aspect for enabling seismic network operators to explore
and evaluate EEWwith very little extra investment. Combined
with low-cost sensor networks such as the Community Seismic
Network (Clayton et al., 2015) or the Quake-Catcher project
(Cochran et al., 2009) or with crowdsourcing networks by uti-
lizing the accelerometer and GPS sensors in smartphones (Min-
son et al., 2015), such an approach may even help in bringing
EEW to earthquake-prone countries that cannot afford dense,
high-quality seismic networks (compare withWu et al., 2013).
We present results from seven networks that, for regions
with similar shallow crustal seismicity, show VS(SC3) can pro-
duce early magnitude estimates that are consistent with net-
work magnitudes. Challenges with deep seismicity exist but
are not unexpected. More crucially, we demonstrate that run-
ning VS(SC3) software can highlight existing technical limi-
tations that even the selected high-quality seismic networks
(in terms of network density and standard of equipment)
▴ Figure 4. Cumulative distribution functions for pick delays mea-
sured for each network as the time between the detection of the
P-wave arrival at the processing hub and the recording of the cor-
responding waveform data at the datalogger.
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may face for operating EEW in general. We show that many
networks provide EEW alerts with significant delays that are
produced by data acquisition and communications strategies
not optimized for EEW.
For the regions we studied, we have shown that relevant
earthquake alerts for the existing network densities would be
possible for areas of strong ground shaking, even for moderate
size events, if data transfer delays were optimized and if earth-
quake source parameter estimates started with the first two P-
wave detections. While the former depends on one-time invest-
ment into network infrastructure, building EEW algorithms
that provide accurate, reliable, and robust alerts starting from
only a few stations continues to be an active research area. Sev-
eral algorithms already exist that can, in theory, start estimating
the magnitude and epicenter from the first one or two P-wave
detections. Those operating in real-time environments, how-
ever, often struggle with spurious signals and either require
a certain number of seconds of waveform data or more than
the minimum number of P-wave detections to achieve an
acceptable number of false alerts. Employing algorithms that
start estimating source parameters with the second or even
the first P-wave detection therefore hinges on the ability to
distinguish quickly and accurately between true and false
detections. This requires extracting the maximum amount
of information from the available seismic observations with
accurate uncertainty estimates by, for example, identifying
phase arrival times and phase types (e.g., P- and S-wave detec-
tion algorithms; Allen, 1978; Diehl et al., 2009), analyzing
time–frequency characteristics of waveforms (e.g., the Guten-
berg algorithm; Meier et al., 2015), characterizing spatial pat-
terns of waveform amplitudes (e.g., FinDer; Böse et al., 2012)
and phase detections (e.g., Satriano et al., 2008), or waveform
polarization (e.g., LocSAT; Bratt and Bache, 1988). Character-
izing and combining these elements in a fully probabilistic way
allows source parameter assessments to evolve consistently
from the very first estimates to a final earthquake characteri-
zation. A probabilistic approach to EEWwas proposed by Cua
(2005) and Cua and Heaton (2007), who demonstrated the
use of Bayesian statistics for fast estimates of magnitude and
epicenter, but this approach has never been implemented to
work in real time. SC3’s sophisticated and extensible data
model, together with its modular approach and an easy to use
API, make it well suited as the implementation platform for
such a probabilistic EEW/earthquake detection system. Our
future efforts will be directed toward a stepwise realization
of elements of this system and testing it in real time in as many
of the networks running SC3 as possible.
DATA AND RESOURCES
The databases used to evaluate VS(SC3)’s performance are not
publicly accessible, but database contents can be provided upon
request. The VS(SC3) source code is open source and available
as part of the SC3 software suite under https://github.com/
SeisComP3/seiscomp3. SC3 is available at https://github.
com/SeisComP3/seiscomp3 or http://www.seiscomp3.org,
with professional software support from gempa GmbH
(http://www.gempa.de). SC3 uses Spread as the TCP/IP
messaging system (http://www.spread.org). Earthquake-
Early-Warning-specific user interfaces include the UserDisplay
(http://www.eew.caltech.edu/research/userdisplay.html)
and the Earthquake Early Warning Display (EEWD, https://
github.com/SED-EEW/EEWD). Messages between VS(SC3) and
the user interfaces are handled by an ActiveMQ broker (http://
activemq.apache.org) and, in case of the EEWD, are following
the QuakeML standard (http://www.quakeml.org). The Inter-
national Federation of Digital Seismograph Networks (FDSN)
web services are accessible through http://www.fdsn.org/
webservices; VS(SC3)’s standard documentation is available
from http://www.seiscomp3.org/doc/jakarta/current/apps/
vs.html; and VS(SC3)’s quality check information is found
at http://www.seiscomp3.org/doc/jakarta/current/apps/
scvsmag.html#computing-the-likelihood-value. All figures
for this manuscript were produced usingObsPy (Beyreuther et al.,
2010) and the Matplotlib library (Hunter, 2007). All websites
were last accessed on October 2015.
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