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Abstract
The multi-armed bandit problem has been extensively stud-
ied under the stationary assumption. However in reality, this
assumption often does not hold because the distributions of
rewards themselves may change over time. In this paper, we
propose a change-detection (CD) based framework for multi-
armed bandit problems under the piecewise-stationary set-
ting, and study a class of change-detection based UCB (Upper
Confidence Bound) policies, CD-UCB, that actively detects
change points and restarts the UCB indices. We then develop
CUSUM-UCB and PHT-UCB, that belong to the CD-UCB
class and use cumulative sum (CUSUM) and Page-Hinkley
Test (PHT) to detect changes. We show that CUSUM-UCB
obtains the best known regret upper bound under mild as-
sumptions. We also demonstrate the regret reduction of the
CD-UCB policies over arbitrary Bernoulli rewards and Ya-
hoo! datasets of webpage click-through rates.
1 Introduction
The multi-armed bandit problem, introduced by Thomp-
son (1933), models sequential allocation in the presence of
uncertainty and partial feedback on rewards. It has been
extensively studied and has turned out to be fundamental
to many problems in artificial intelligence, such as rein-
forcement learning (Sutton and Barto 1998), online recom-
mendation systems (Li, Karatzoglou, and Gentile 2016) and
computational advertisement (Buccapatnam et al. 2017). In
the classical multi-armed bandit problem (Lai and Robbins
1985), a decision maker needs to choose one of K indepen-
dent arms and obtains the associated reward in a sequence
of time slots (rounds). Each arm is characterized by an un-
known reward distribution and the rewards are independent
and identically distributed (i.i.d.).
The goal of a bandit algorithm, implemented by the de-
cision maker, is to minimize the regret over T time slots,
which is defined as the expectation of the difference be-
tween the total rewards collected by playing the arm with
the highest expected reward and the total rewards obtained
by the algorithm. To achieve this goal, the decision maker
is faced with an exploration versus exploitation dilemma,
which is the trade-off between exploring the environment
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to find the most profitable arms and exploiting the cur-
rent empirically best arm as often as possible. A problem-
dependent regret lower bound, Ω(log T ), of any algorithm
for the classical bandit problem has been shown in Lai
and Robbins (1985). Several algorithms have been proposed
and proven to achieve O(log T ) regret, such as Thompson
Sampling (Agrawal and Goyal 2012), n-greedy and Up-
per Confidence Bound (UCB) (Auer, Cesa-Bianchi, and Fis-
cher 2002). Variants of these bandit policies can be found
in Bubeck and Cesa-Bianchi (2012).
Although the stationary (classical) multi-armed bandit
problem is well-studied, it is unclear whether it can achieve
O(log T ) regret in a non-stationary environment, where the
distributions of rewards change over time. This setting of-
ten occurs in practical problems. For example, consider the
dynamic spectrum access problem (Alaya-Feki, Moulines,
and LeCornec 2008) in communication systems. Here, the
decision maker wants to exploit the empty channel, thus im-
proving the spectrum usage. The availability of a channel
is dependent on the number of users in the coverage area.
The number of users, however can change dramatically with
time of day and, therefore, is itself a non-stationary stochas-
tic process. Hence, the availability of the channel also fol-
lows a distribution that is not only unknown, but varies
over time. To address the changing environment challenge,
a non-stationary multi-armed bandit problem has been pro-
posed in the literature. There are two main approaches to
deal with the non-stationary environment: passively adap-
tive policies (Garivier and Moulines 2008; Besbes, Gur, and
Zeevi 2014; Wei, Hong, and Lu 2016) and actively adap-
tive policies (Hartland et al. 2007; Mellor and Shapiro 2013;
Allesiardo and Fe´raud 2015).
First, passively adaptive policies are unaware of when
changes happen but update their decisions based on the most
recent observations in order to keep track of the current
best arm. Discounted UCB (D-UCB), introduced by Koc-
sis and Szepesva´ri (2006), where geometric moving aver-
age over the samples is applied to the UCB index of each
arm, has been shown to achieve the regret upper-bounded
by O(
√
γTT log T ), where γT is the number of change
points up to time T (Garivier and Moulines 2008). Based
on the analysis of D-UCB, they also proposed and analyzed
Sliding-Window UCB (SW-UCB), where the algorithm up-
dates the UCB index based on the observations within a
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moving window of a fixed length. The regret of SW-UCB
is at most O(
√
γTT log T ). Exp3.S (Auer et al. 2002) also
achieves the same regret bound, where a uniform exploration
is mixed with the standard Exp3 (Cesa-Bianchi and Lugosi
2006) algorithm. Similarly, Besbes, Gur, and Zeevi (2014)
proposed a Rexp3 algorithm, which restarts the Exp3 al-
gorithm periodically. It is shown that the regret is upper-
bounded by O(V 1/3T T
2/3), where VT denotes the total re-
ward variation budget up to time T .1 The increased regret of
Rexp3 comes from the adversarial nature of the algorithm,
which assumes that the environment changes every time slot
in the worst case.
Second, actively adaptive policies adopt a change de-
tection algorithm to monitor the varying environment and
restart the bandit algorithms when there is an alarm. Adapt-
EvE, proposed by Hartland et al. (2007), employs a Page-
Hinkley Test (PHT) (Hinkley 1971) to detect change points
and restart the UCB policy. PHT has also been used to
adapt the window length of SW-UCL (Srivastava, Reverdy,
and Leonard 2014), which is an extension of SW-UCB in
the multi-armed bandit with Gaussian rewards. However,
the regret upper bounds of Adapt-EvE and adaptive SW-
UCL are still open problems. These works are closely re-
lated to our work, as one can regard them as instances of
our change-detection based framework. We highlight that
one of our contributions is to provide an analytical result
for such a framework. Mellor and Shapiro (2013) took a
Bayesian view of the non-stationary bandit problem, where
a stochastic model of the dynamic environment is assumed
and a Bayesian online change detection algorithm is ap-
plied. Similar to the work by Hartland et al. (2007), the the-
oretical analysis of the Change-point Thompson Sampling
(CTS) is still open. Exp3.R (Allesiardo and Fe´raud 2015)
combines Exp3 and a drift detector, and achieves the regret
O(γT
√
T log T ), which is not efficient when the change rate
γT is high.
In sum, for various passively adaptive policies theoreti-
cal guarantees have been obtained, as they are considered
more tractable to analyze. However, it has been demon-
strated via extensive numerical studies that actively adap-
tive policies outperform passively adaptive policies (Mellor
and Shapiro 2013). The intuition behind this is that actively
adaptive policies can utilize the balance between exploration
and exploitation by bandit algorithms, once a change point
is detected and the environment stays stationary for a while,
which is often true in real world applications. This obser-
vation motivates us to construct a change-detection based
framework, where a class of actively adaptive policies can
be developed with both good theoretical bounds and good
empirical performance. Our main contributions are as fol-
lows.
1. We propose a change-detection based framework for a
piecewise-stationary bandit problem, which consists of a
change detection algorithm and a bandit algorithm. We
develop a class of policies, CD-UCB, that uses UCB
as a bandit algorithm. We then design two instances
1VT satisfies
∑T−1
t=1 supi∈K |µt(i) − µt+1(i)| ≤ VT for the
expected reward of arm i at time t, µt(i).
of this class, CUSUM-UCB and PHT-UCB, that exploit
CUSUM (cumulative sum) and PHT as their change de-
tection algorithms, respectively.
2. We provide a regret upper bound for the CD-UCB class,
for given change detection performance. For CUSUM, we
obtain an upper bound on the mean detection delay and
a lower bound on the mean time between false alarms,
and show that the regret of CUSUM-UCB is at most
O(
√
TγT log
T
γT
). To the best of our knowledge, this is
the first regret bound for actively adaptive UCB policies
in the bandit feedback setting.
3. The performance of the proposed and existing policies
are validated by both synthetic and real world datasets,
and we show that our proposed algorithms are superior to
other existing policies in terms of regret.
We present the problem setting in Section 2 and introduce
our framework in Section 3. We propose our algorithms in
Section 4. We then present performance guarantees in Sec-
tion 5. In Section 6, we compare our algorithms with other
existing algorithms via simulation. Finally, we conclude the
paper.
2 Problem Formulation
2.1 Basic Setting
Let K = {1, . . . ,K} be a set of arms. Let {1, 2, . . . , T}
denote the decision slots faced by a decision maker and T
is the time horizon. At each time slot t, the decision maker
chooses an arm It ∈ K and obtains a rewardXt(It) ∈ [0, 1].
Note that the results can be generalized to any bounded in-
terval. The rewards {Xt(i)}t≥1 for arm i are modeled by a
sequence of independent random variables from potentially
different distributions, which are unknown to the decision
maker. Let µt(i) denote the expectation of reward Xt(i) at
time slot t, i.e., µt(i) = E[Xt(i)]. Let i∗t be the arm with
highest expected reward at time slot t, denoted by µt(∗) ,
µt(i
∗
t ) = maxi∈K µt(i). Let ∆µT (i) , min{µt(∗)− µt(i) :
t ≤ T, i 6= i∗t }, be the minimum difference over all time
slots between the expected rewards of the best arm i∗t and
the arm i while the arm i is not the best arm.
A policy pi is an algorithm that chooses the next arm to
play based on the sequence of past plays and obtained re-
wards. The performance of a policy pi is measured in terms
of the regret. The regret of pi after T plays is defined as the
expected total loss of playing suboptimal arms. Let Rpi(T )
denote the regret of policy pi after T plays and let N˜T (i) be
the number of times arm i has been played when it is not the
best arm by pi during the first T plays.
Rpi(T ) = E
[
T∑
t=1
(Xt(i
∗
t )−Xt(It))
]
, (1)
N˜T (i) =
T∑
t=1
1{It=i, µt(i)6=µt(∗)}. (2)
Note that the regret Rpi(T ) of policy pi is upper-bounded
by
∑K
i=1 E[N˜T (i)] since the rewards are bounded in (1). In
Section 5, we provide an upper bound on E[N˜T (i)] to obtain
a regret upper bound.
2.2 Piecewise-stationary Environment
We consider the notion of a piecewise-stationary environ-
ment in Yu and Mannor (2009), where the distributions of
rewards remain constant for a certain period and abruptly
change at some unknown time slots, called breakpoints.
Let γT be the number of breakpoints up to time T , γT =∑T−1
t=1 1{∃i∈K:µt(i)6=µt+1(i)}. In addition, we make three
mild assumptions for tractability.
Assumption 1. (Piecewise Stationarity) The shortest in-
terval between two consecutive breakpoints is greater than
KM , for some integer M .
Assumption 1 ensures that the shortest interval between
two successive breakpoints is greater than KM , so that we
have enough samples to estimate the mean of each arm be-
fore the change happens. Note that this assumption is equiv-
alent to the notions of an abruptly changing environment
used in Garivier and Moulines (2008) and a switching en-
vironment in Mellor and Shapiro (2013). However, it is dif-
ferent from the adversarial environment assumption, where
the environment changes all the time. We make a similar as-
sumption as Assumption 4.2 in Yu and Mannor (2009) about
the detectability in this paper.
Assumption 2. (Detectability) There exists a known pa-
rameter  > 0, such that ∀i ∈ K and ∀t ≤ T − 1, if
µt(i) 6= µt+1(i), then |µt(i)− µt+1(i)| ≥ 3.
Assumption 2 excludes infinitesimal mean shift, which
is reasonable in practice when detecting abrupt changes
bounded from below by a certain threshold.
Assumption 3. (Bernoulli Reward) The distributions of all
the arms are Bernoulli distributions.
Assumption 3 has also been used in the literature (Bes-
bes, Gur, and Zeevi 2014; Mellor and Shapiro 2013;
Kaufmann, Korda, and Munos 2012; Agrawal and Goyal
2012). By Assumption 3, the empirical average of M
Bernoulli random variables must be one of the grid
points {0, 1/M, . . . , 1}. Let λT (i) = min{(µt(i) − ) −
b(µt(i)− )Mc/M, d(µt(i) + )Me/M − (µt(i)+ ) : t ≤
T} \ {0} be the minimal non-trival gap between expectation
and closest grid point of arm i.2 We define the minimal gap
of all arms as λ = mini∈K λT (i).
3 Change-Detection based Framework
Our change-detection based framework consists of two com-
ponents: a change detection algorithm and a bandit algo-
rithm, as shown in Figure 1. At each time t, the bandit al-
gorithm outputs a decision It ∈ K based on its past obser-
vations of the bandit environment. The environment gener-
ates the corresponding reward of arm It, which is observed
by both the bandit algorithm and the change detection algo-
rithm. The change detection algorithm monitors the distri-
bution of each arm, and sends out a positive signal to restart
2Note that b·c denotes the floor function and d·e denotes the
ceiling function.
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Figure 1: Change-detection based framework for non-
stationary bandit problems
the bandit algorithm once a breakpoint is detected. One can
find that our framework is a generalization of the existing
actively adaptive policies.
Since the bandit algorithms are well-studied in the ban-
dit setting, what remains is to find a change detection algo-
rithm, which works in the bandit environment. Change point
detection problems have been well studied, see, e.g., the
book (Basseville and Nikiforov 1993). However, the change
detection algorithms are applied in a context that is quite dif-
ferent from the bandit setting. There are two key challenges
in adapting the existing change detection algorithms in the
bandit setting.
(1) Unknown priors: In the context of the change detec-
tion problem, one usually assumes that the prior distribu-
tions before and after a change point are known. However,
such information is unknown to the decision maker in the
bandit setting. Even though there are some simple methods,
such as estimating the priors and then applying the change
detection algorithm like PHT, there are no analytical results
in the literature.
(2) Insufficient samples: Due to the bandit feedback set-
ting, the decision maker can only observe one arm at each
time. However, there are K change detection algorithms
running in parallel since each arm is associated with a
change detection procedure to monitor the possible mean
shift. So the change detection algorithms in most arms are
hungry for samples at each time. If the decision maker does
not feed these change detection algorithms intentionally, the
change detection algorithm may miss detection opportuni-
ties because they do not have enough recent samples.
4 Application of the Framework
In this section, we introduce our Change-Detection based
UCB (CD-UCB) policy, which addresses the issue of insuf-
ficient samples. Then we develop a tailored CUSUM algo-
rithm for the bandit setting to overcome the issue of un-
known priors. Finally, we combine our CUSUM algorithm
with the UCB algorithm as CUSUM-UCB policy, which is a
specific instance of our change-detection based framework.
Performance analysis is provided in Section 5.
4.1 CD-UCB policy
Suppose we have a change detection algorithm, CD(·, ·),
which takes arm index i and observation Xt(i) as input at
Algorithm 1 CD-UCB
Require: T , α and an algorithm CD(·, ·)
Initialize τi = 1,∀i.
for t from 1 to T do
Update according to equations (3-5).
Play arm It and observe Xt(It).
if CD(It, Xt(It)) == 1 then
τIt = t+ 1; reset CD(It, ·).
end if
end for
Algorithm 2 Two-sided CUSUM
Require: parameters , M , h and {yk}k≥1
Initialize g+0 = 0 and g
−
0 = 0.
for each k do
Calculate s−k and s
+
k according to (6).
Update g+k and g
−
k according to (7).
if g+k ≥ h or g−k ≥ h then
Return 1
end if
end for
time t, and it returns 1 if there is an alarm for a breakpoint.
Given such a change detection algorithm, we can employ it
to control the UCB algorithm, which is our CD-UCB policy
as shown in Algorithm 1. We clarify some useful notations
as follows. Let τi = τi(t) be the last time that the CD(i, ·)
alarms and restarts for arm i before time t. Then the num-
ber of valid observations (after the latest detection alarm)
for arm i up to time t is denoted as Nt(i). Let nt be the to-
tal number of valid observations for the decision maker. For
each arm i, let X¯t(i) be the sample average and Ct(i) be the
confidence padding term. In particular,
Nt(i) =
t∑
s=τi
1{Is=i}, nt =
K∑
i=1
Nt(i), (3)
X¯t(i)=
t∑
s=τi
Xs(i)
Nt(i)
1{Is=i}, Ct(i)=
√
ξ log nt
Nt(i)
, (4)
where ξ is some positive real number. Thus, the UCB index
for each arm i is X¯t(i) + Ct(i). Parameter α is a tuning
parameter we introduce in the CD-UCB policy. At each time
t, the policy plays the arm
It =
{
arg maxi∈K
(
X¯t(i) + Ct(i)
)
, w.p. 1− α
i, ∀i ∈ K,w.p. αK
. (5)
Parameter α controls the fraction of plays we exploit to
feed the change detection algorithm. A large α may drive
the algorithm to a linear regret performance while a small α
can limit the detectability of change detection algorithm. We
will discuss the choice of α in Sections 5 and 6.
4.2 Tailored CUSUM algorithm
A change detection algorithm observes a sequence of inde-
pendent random variables, y1, y2, . . ., in an online manner,
and outputs an alarm once a change point is detected. In the
context of the traditional change detection problem, one as-
sumes that the parameters θ0 and θ1 are known for the den-
sity function p(·|θ). In addition, yk is sampled from distri-
bution under θ0 (θ1) before (after) the breakpoint. Let u0
(u1) be the mean of yk before (after) the change point. The
CUSUM algorithm, originally proposed by (Page 1954), has
been proven to be optimal in detecting abrupt changes in the
sense of worst mean detection delay (Lorden 1971). The ba-
sic idea of the CUSUM algorithm is to take a function of
the observed sample (e.g., the logarithm of likelihood ratio
log p(yk|θ1)p(yk|θ0) ) as the step of a random walk. This random walk
is designed to have a positive mean drift after a change point
and have a negative mean drift without a change. Hence,
CUSUM signals a change if this random walk crosses some
positive threshold h.
We propose a tailored CUSUM algorithm that works in
the bandit setting. To be specific, we use the firstM samples
to calculate the average, uˆ0 , (
∑M
k=1 yk)/M. Then we con-
struct two random walks, which have negative mean drifts
before the change point and have positive mean drifts after
the change. In particular, we design a two-sided CUSUM al-
gorithm, described in Algorithm 2, with an upper (lower)
random walk monitoring the possible positive (negative)
mean shift. Let s+k (s
−
k ) be the step of the upper (lower) ran-
dom walk. Then s+k and s
−
k are defined as
(s+k , s
−
k ) = (yk − uˆ0 − , uˆ0 − yk − )1{k>M}. (6)
Let g+k (g
−
k ) track the positive drift of upper (lower) random
walk. In particular,
g+k = max(0, g
+
k−1 + s
+
k ), g
−
k = max(0, g
−
k−1 + s
−
k ).
(7)
The change point is detected when either of them crosses the
threshold h. The parameter h is important in the detection
delay and false alarm trade-off. We discuss the choice of h
in Section 5.
4.3 CUSUM-UCB policy
Now we are ready to introduce our CUSUM-UCB policy,
which is a CD-UCB policy with CUSUM as a change de-
tection algorithm. In particular, it takes K parallel CUSUM
algorithms as CD(·, ·) in CD-UCB. Formal description of
CUSUM-UCB can be found in Algorithm 3, provided in
Section F in the supplementary material.
4.4 PHT-UCB policy
We introduce another instance of our CD-UCB with the
PHT algorithm (Hinkley 1971) running as the change de-
tection algorithm, named PHT-UCB. PHT can be viewed as
a variant of Algorithm 2 by replacing (6) with (s+k , s
−
k ) =
(yk − yˆk − , yˆk − yk − ), where yˆk = 1k
∑k
s=1 ys.
5 Performance Analysis
In this section, we analyze the performance in each part of
the proposed algorithm: (a) our bandit algorithm (i.e., CD-
UCB), and (b) our change detection algorithm (i.e., two-
sided CUSUM). First, we present the regret upper bound
result of CD-UCB for a given change detection guarantee.
This is of independent interest in understanding the chal-
lenges of the non-stationary environment. Second, we pro-
vide performance guarantees of our modified CUSUM algo-
rithm in terms of the mean detection delay, E[D], and the
expected number of false alarms up to time T , E[F ]. Then,
we combine these two results to provide the regret upper
bound of our CUSUM-UCB. The proofs are presented in
our supplementary material.
Theorem 1. (CD-UCB) Let ξ = 1. Under Assumption 1, for
any α ∈ [0, 1) and any arm i ∈ {1, . . . ,K}, the CD-UCB
policy achieves,
E[N˜T (i)] ≤ (γT + E[F ]) ·
(
4 log T
(∆µT (i))
2 + pi
2/3
)
(8)
+pi
2
3 + γT · E[D] + αTK .
Recall that the regret of the CD-UCB policy is upper-
bounded by
∑K
i=1 E[N˜T (i)]. Therefore, given the parameter
values (e.g., α) and the performance of a change detection
algorithm (i.e., E[F ] and E[D]), we can obtain the regret up-
per bound of that change detection based bandit algorithm.
By letting α = 0, we obtain the following result.
Corollary 1. (CD-UCB|α = 0) If α = 0 and ξ = 1, then
the regret of CD-UCB is
RpiCD-UCB(T ) = O((γT + E[F ]) · log T + γT · E[D])). (9)
Remark 1. If one can find an oracle algorithm that detects
the change point with the properties that E[F ] ≤ O(γT )
and E[D] ≤ O(log T ), then one can achieve O(γT log T )
regret, which recovers the regret result in Yu and Man-
nor (2009). We note that the WMD (Windowed Mean-shift
Detection) change detection algorithm proposed by Yu and
Mannor (2009) achieves these properties when side obser-
vations are available.
In the next proposition, we introduce the result of Algo-
rithm 2 about the conditional expected detection delay and
the conditional expected number of false alarms given uˆ0.
Note that the expectations exclude the first M slots for ini-
tial observations.
Proposition 1. (CUSUM|uˆ0) Recall that h is the tuning pa-
rameter in Algorithm 2. Under Assumptions 1 and 2, the
conditional expected detection delay E [D||uˆ0 − u0| < ]
and the conditional expected number of false alarms
E [F ||uˆ0 − u0| < ] satisfy
E [D||uˆ0 − u0| < ] ≤ h+ 1|u1 − uˆ0| −  , (10)
E [F ||uˆ0 − u0| < ] ≤ 2T
exp(r(θ0)h)
, (11)
where r(θ0) = min(r−(θ0), r+(θ0)), r−(θ0) is the non-
zero root of logEθ0 [e
rs−M+1 ] and r+(θ0) is the non-zero root
of logEθ0 [e
rs+M+1 ]. In the case of |uˆ0 − u0| > , the algo-
rithm restarts in at most h+1|uˆ0−u0|− time slots.
In the next theorem, we show the result for E[D] and E[F ]
when CUSUM is used to detect the abrupt change. Note
again that the expectations exclude the first M time slots.
Theorem 2. (CUSUM) Under Assumptions 1, 2 and 3, the
expected detection delay E[D] and the expected number of
false alarms E[F ] of the Algorithm 2 satisfy
E[D] ≤C2(h+ 1), (12)
E[F ] ≤ 2T
(1− 2 exp(−22M)) exp(C1h) , (13)
where C2 , log(3) + 2 exp(−22M)/λ,
C−1 , log
(
4
(1−)2
(
M
b2Mc
)
(2)M + 1
)
, C+1 ,
log
(
4
(1+)2
(
M
d2Me
)
(2)M + 1
)
and C1 , min(C−1 , C+1 ).
Summing the result of Theorems 1 and 2, we obtain the
regret upper bound of the CUSUM-UCB policy. To the best
of our knowledge, this is the first regret bound for an actively
adaptive UCB policy in the bandit feedback setting.
Theorem 3. (CUSUM-UCB) Let ξ = 1. Under Assump-
tions 1, 2 and 3, for any α ∈ (0, 1) and any arm i ∈
{1, . . . ,K}, the CUSUM-UCB policy achieves,
E[N˜T (i)] ≤ R1 ·R2 + pi
2
3
+
αT
K
, (14)
for R1 = γT +
2T
(1− 2 exp(−22M)) exp(C1h) ,
R2 =
4 log T
(∆µT (i))
2
+
pi2
3
+M +
C2(h+ 1)K
α
.
Corollary 2. Under the Assumptions 1, 2 and 3, if hori-
zon T and the number of breakpoints γT are known in
advance, then we can choose h = 1C1 log
T
γT
and α =
K
√
C2γT
C1T
log TγT so that
RpiCUSUM-UCB(T ) = O
(
γT log T
(∆µT (i))
2
+
√
TγT log
T
γT
)
.
(15)
Remark 2. The choices of parameters depend on the knowl-
edge of γT . This is common in the non-stationary bandit lit-
erature. For example, the discounting factor of D-UCB and
sliding window size of SW-UCB depend on the knowledge
of γT . The batch size of Rexp3 depends on the knowledge
of VT , which denotes the total reward variation. It is prac-
tically viable when the reward change rate is regular such
that one can accurately estimate γT based on history.
Remark 3. As shown in Garivier and Moulines (2008),
the lower bound of the problem is Ω(
√
T ). Our policy ap-
proaches the optimal regret rate in an order sense.
Remark 4. For the SW-UCB policy, the regret analysis
result is RpiSW-UCB(T ) = O
(√
TγT log T
(∆µT (i))
2
)
(Garivier and
Table 1: Comparison of regret bounds in various algorithms.
Passively adaptive Actively adaptive
Policy D-UCB SW-UCB Rexp3 Adapt-EvE CUSUM-UCB lower bound
(Kocsis and Szepesva´ri 2006) (Garivier and Moulines 2008) (Besbes, Gur, and Zeevi 2014) (Hartland et al. 2007) (Garivier and Moulines 2008)
Regret O(
√
TγT log T ) O(
√
TγT log T ) O(V
1/3
T T
2/3) Unknown O(
√
TγT log
T
γT
) Ω(
√
T )
Moulines 2008). If ∆µT (i) is a constant with respect to T ,
then
√
TγT log T term dominates and our policy achieves
the same regret rate as SW-UCB. If ∆µT (i) goes to 0 as T in-
creases, then the regret of CUSUM-UCB grows much slower
than SW-UCB.
Table 1 summarizes the regret upper bounds of the ex-
isting and proposed algorithms in the non-stationary setting
when ∆µT (i) is a constant in T . Our policy has a smaller
regret term with respect to γT compared to SW-UCB.
6 Simulation Results
We evaluate the existing and proposed policies in three non-
stationary environments: two synthetic dataset (flipping and
switching scenarios) and one real-world dataset from Ya-
hoo! (Yahoo! ). Yahoo! dataset collected user click traces
for news articles. Our PHT-UCB is similar to Adapt-EvE,
but they are different in that Adapt-EvE ignores the issue
of insufficient samples and includes other heuristic methods
dealing with the detection points.
In the simulation, the parameters h and α are tuned around
h = log(T/γT ) and α =
√
γT
T log(T/γT ) based on the flip-
ping environment. We suggest the practitioners to take the
same approach because the choices of h and α in Corollary
2 are minimizing the regret upper bound rather than the re-
gret. We use the same parameters h and α for CUSUM-UCB
and PHT-UCB to compare the performances of CUSUM and
PHT. Parameters are listed in Table 2 in Section G of the ap-
pendix. Note that  and M are obtained based on the prior
knowledge of the datasets. The baseline algorithms are tuned
similarly with the knowledge of γT and T . We take the av-
erage regret over 1000 trials for the synthetic dataset.
6.1 Synthetic Datasets
Flipping Environment. We consider two arms (i.e.,K = 2)
in the flipping environment, where arm 1 is stationary and
the expected reward of arm 2 flips between two values. All
arms are associated with Bernoulli distributions. In particu-
lar, µt(1) = 0.5 for any t ≤ T and
µt(2) =
{
0.5−∆, T3 ≤ t ≤ 2T3
0.8, otherwise
. (16)
The two change points are at T3 and
2T
3 . Note that ∆ is
equivalent to ∆µT (2). We let ∆ vary within the interval
[0.02, 0.3], and compare the regrets of D-UCB, SW-UCB
and CUSUM-UCB to verify Remark 4. For this reason, re-
sults of other algorithms are omitted. As shown in Figure 2a,
CUSUM-UCB outperforms D-UCB and SW-UCB. In ad-
dition, the gap between CUSUM-UCB and SW-UCB in-
creases as ∆ decreases.
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Figure 2: Regret over synthetic datasets
Switching Environment. We consider the switching en-
vironment, introduced by Mellor and Shapiro (2013), which
is defined by a hazard function, β(t), such that,
µt(i) =
{
µt−1(i), with probability 1− β(t)
µ ∼ U [0, 1], with probability β(t) . (17)
Note that U [0, 1] denotes the uniform distribution over
the interval [0, 1] and µ0(i) are independent samples from
U [0, 1]. In the experiments, we use the constant hazard func-
tion β(t) = γT /T . All the arms are associated with a
Bernoulli distribution.
The regrets over the time horizon are shown in Figure 2b.
Although Assumptions 1 and 2 are violated, CUSUM-UCB
and PHT-UCB outperform the other policies. To find the
polynomial order of the regret, we use the non-linear least
squares method to fit the curves to the model atb + c.
The resulting exponents b of Exp3.R, D-UCB, Rexp3, SW-
UCB, Exp3.S, CUSUM-UCB and PHT-UCB are 0.92, 0.89,
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Figure 3: Rewards and regret over the Yahoo! dataset with
K = 5
0.85, 0.84, 0.83, 0.72 and 0.69, respectively. The regret of
CUSUM-UCB and PHT-UCB shows the better sublinear
function of time compared to the other policies. Another ob-
servation is that PHT-UCB performs better than CUSUM-
UCB, although we could not find a regret upper bound for
PHT-UCB. The reason behind is that the PHT test is more
stable and reliable (due to the updated estimation yˆk) in the
switching environment.
6.2 Yahoo! Dataset
Yahoo! Experiment 1 (K = 5). Yahoo! has published
a benchmark dataset for the evaluation of bandit algo-
rithms (Yahoo! ). The dataset is the user click log for news
articles displayed on the Yahoo! Front Page (Li et al. 2011).
Given the arrival of a user, the goal is to select an article
to present to the user, in order to maximize the expected
click-through rate, where the reward is a binary value for
user click. For the purpose of our experiment, we randomly
select the set of 5 articles (i.e., K = 5) from a list of 100
permutations of possible articles which overlapped in time
the most. To recover the ground truth of the expected click-
through rates of the articles, we take the same approach as
in Mellor and Shapiro (2013), where the click-through rates
were estimated from the dataset by taking the mean of an
article’s click-through rate every 5000 time ticks (the length
of a time tick is about one second), which is shown in Fig-
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Figure 4: Regret over the Yahoo! dataset with K = 100
ure 3a.
The regret curves are shown in Figure 3b. We again fit
the curves to the model atb + c. The resulting exponents
b of D-UCB, Rexp3, SW-UCB, Exp3.R, Exp3.S, CUSUM-
UCB and PHT-UCB are 1, 1, 1, 0.81, 0.85, 0.69 and 0.79,
respectively. The passively adaptive policies, D-UCB, SW-
UCB and Rexp3, receive a linear regret for most of the
time. CUSUM-UCB and PHT-UCB achieve much better
performance and show sublinear regret, because of their
active adaptation to changes. Another observation is that
CUSUM-UCB outperforms PHT-UCB. The reason behind
is that the Yahoo! dataset has more frequent breakpoints than
the switching environment (i.e., high γT ). Thus, the estima-
tion yˆk in PHT test may drift away before PHT detects the
change, which in turn results in more detection misses and
the higher regret.
Yahoo! Experiment 2 (K = 100). We repeat the above ex-
periment with K = 100. The regret curves are shown in
Figure 4. We again fit the curves to the model atb + c. The
resulting exponents b of D-UCB, Rexp3, SW-UCB, Exp3.R,
Exp3.S, CUSUM-UCB and PHT-UCB are 1, 1, 1, 0.88, 0.9,
0.85 and 0.9, respectively. The passively adaptive policies,
D-UCB, SW-UCB and Rexp3, receive a linear regret for
most of the time. CUSUM-UCB and PHT-UCB show robust
performance in this larger scale experiment.
7 Conclusion
We propose a change-detection based framework for multi-
armed bandit problems in the non-stationary setting. We
study a class of change-detection based policies, CD-UCB,
and provide a general regret upper bound given the per-
formance of change detection algorithms. We then develop
CUSUM-UCB and PHT-UCB, that actively react to the en-
vironment by detecting breakpoints. We analytically show
that the regret of CUSUM-UCB isO(
√
TγT log
T
γT
), which
is lower than the regret bound of existing policies for the
non-stationary setting. To the best of our knowledge, this
is the first regret bound for actively adaptive UCB poli-
cies. Finally, we demonstrate that CUSUM-UCB outper-
forms existing policies via extensive experiments over ar-
bitrary Bernoulli rewards and the real world dataset of web-
page click-through rates.
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A Lemma List
We will make use of the following standard facts.
Lemma 1. (Chernoff-Hoeffding bound) Let Y1, . . . , Yn be
random variables with common range [0, 1] and such that
E[Yt|Y1, . . . , Yt−1] = u. Let Sn = Y1 + · · ·+ Yn. Then for
all a ≥ 0
P{Sn ≥ nu+ a} ≤ e−2a2/n, (18)
P{Sn ≤ nu− a} ≤ e−2a2/n. (19)
Lemma 1 states the well known Chernoff-Hoeffding in-
equalities, proof of which is referred to (Pollard 1984). The
next two lemmas are used in the proof of Theorem 2.
Lemma 2. (Wald’s identity) Let {Yk; k ≥ 1} be in-
dependent and identically distributed, and let Λ(r) =
log{E[erY1 ]}. Let J(Y ) be the interval of r over which Λ(r)
exists. For each n ≥ 1, let Sn = Y1 + · · · + Yn. Let a < 0
and b > 0 be arbitrary, and let L be the smallest n for which
either Sn ≥ b or Sn ≤ a. Then for each r ∈ J(Y ),
E [exp (rSL − LΛ(r))] = 1. (20)
Proof of Lemma 2 is referred to (Gallager 2012).
Lemma 3. (Two-sided CUSUM) Let η1, η2, . . . be indepen-
dent random variables. For  ≥ 0, define s+k = ηk − 
and s−k = −ηk − . Let g+k = max(0, g+k−1 + s+k ) and
g−k = max(0, g
−
k−1 + s
−
k ). For h > 0, define H
+ =
inf{k : g+k ≥ h} and H− = inf{k : g−k ≥ h}. Let
H = min(H+, H−). Then, we have that
1
E[H]
=
1
E[H+]
+
1
E[H−]
. (21)
Note that the two-sided CUSUM algorithm (that signals a
change atH) defined in Lemma 3 is called symmetric. Proof
of Lemma 3 is referred to (Khan 1981)
B Proof of Theorem 1
Proof. Recall that it is the arm with the best UCB index at
time t, i.e., it = arg maxi∈K
(
X¯t(i) + Ct(i)
)
. In addition
rt is the random arm sampled from uniform distribution. At
each time t, if the arm i is played, then the CD-UCB algo-
rithm is either sampling a random arm (rt = i) or playing
the arm with the best UCB index (it = i). So, the probability
that arm i is chosen at time t and arm i is not the best arm is
P{It = i 6= i∗t } ≤ αP{rt = i}+ (1− α)P{it = i 6= i∗t }
≤ α/K + (1− α)P{it = i 6= i∗t }. (22)
By the definition of N˜T (i) in equation (1), we have that
E[N˜T (i)] ≤
T∑
t=1
P{It = i 6= i∗t } (23)
≤
T∑
t=1
(α/K + (1− α)P{it = i 6= i∗t }) (24)
≤ αT/K +
T∑
t=1
P{it = i 6= i∗t }︸ ︷︷ ︸
(a)
. (25)
Now, it remains to bound the second term of (25), denoted
by (a). Let Ai be a constant defined as Ai , 4ξ log T(∆µT (i))2 .
Then we can decompose the event {it = i 6= i∗t } as
{it = i 6= i∗t , Nt(i) < Ai} ∪ {it = i 6= i∗t , Nt(i) ≥ Ai}.
Consider an experiment of the CD-UCB over T plays. Let
Fi be the number of false alarms up to time T and D
j
i be the
detection delay of j-th breakpoint on arm i, where j ≤ γT .
Then, the total number of detection points, when the change
detection algorithm CD(·, ·) signals an alarm on arm i, is
upper-bounded by γT + Fi. Let τi(t) be the latest detection
points (including false arms) up to time t. For each arm i, we
define Ti as the set of time slots that no breakpoint occurs
after Ai time slots away from the detection points.
Ti , {t ∈ {1, . . . , T} : µs(i) = µt(i)
and τi(t) < s ≤ t, t ≥ τi(t) +Ai}. (26)
Then, we can bound the term (b) ,
∑T
t=1 1{it=i 6=i∗t } by
(b) =
T∑
t=1
{
1{it=i 6=i∗t ,Nt(i)<Ai} + 1{it=i6=i∗t ,Nt(i)≥Ai}
}
≤ (γT + Fi)Ai +
T∑
t=1
1{it=i 6=i∗t ,Nt(i)≥Ai} (27)
≤ (γT + Fi)Ai +
γT∑
k=1
Dki +
∑
t∈Ti
1{it=i6=i∗t ,Nt(i)≥Ai}.
For each t ∈ Ti, the event {it = i 6= i∗t , Nt(i) ≥ Ai}
implies the following union of events
{X¯t(i) ≥ µt(i) + Ct(i)} ∪ {X¯t(i∗t ) ≤ µt(i∗t )− Ct(i∗t )}
∪ {µt(i∗t )− µt(i) < 2Ct(i), Nt(i) ≥ Ai}. (28)
On the event {Nt(i) ≥ Ai}, we have that
Ct(i) =
√
ξ log nt
Nt(i)
≤
√
ξ log T
Ai
=
∆µT (i)
2
, (29)
by the definition of Ai. Thus, 2Ct(i) ≤ µt(i∗t )−µt(i) holds
when Nt(i) ≥ Ai. This implies that the last event of (28) is
impossible. So we have that 1{it=i 6=i∗t ,Nt(i)≥Ai} is at most
1{X¯t(i)≥µt(i)+Ct(i)} + 1{X¯t(i∗t )≤µt(i∗t )−Ct(i∗t )} (30)
By the Lemma 1, we have that
P{X¯t(i) ≥ µt(i) + Ct(i)} ≤ n−2ξt (31)
P{X¯t(i∗t ) ≤ µt(i∗t )− Ct(i∗t )} ≤ n−2ξt (32)
Let l0, l1, . . ., be the length of intervals between successive
detection points. Then, we have that
∑γT+Fi
m=0 lm = T . Let
ξ = 1, we have that∑
t∈Ti
P{it = i 6= i∗t , Nt(i) ≥ Ai} ≤
∑
t∈Ti
2n−2t (33)
≤
T∑
t=1
2n−2t ≤ 2
γT+Fi∑
m=0
lm∑
s=1
s−2 (34)
≤ 2
γT+Fi∑
m=0
pi2/6 = (γT + Fi + 1)pi
2/3. (35)
Let E[F ] be the expected number of false alarms in time
horizon T , and E[D] be the expected detection delay. Sum-
ming all the results, we have (a) = E[(b)] and
(a) ≤(γT + E[F ])Ai + γTE[D]
+ E
[∑
t∈Ti
P{it = i 6= i∗t , Nt(i) ≥ Ai}
]
. (36)
≤(γT + E[F ])Ai + γTE[D] + (γT + E[F ] + 1)pi2/3.
Combining (36) and (25), we obtain (8).
C Proof of Proposition 1
Proof. Let y1, y2, . . . be a sequence of independent ran-
dom variables with bounded support [0, 1]. Before (after)
the change, the random variable yk follows a distribution
with parameter θ0 (θ1). Let u0 (u1) denote the mean before
(after) the change. Under the Assumption 2, we have that
|u0 − u1| ≥ 2. Note that we use the first M samples to es-
timate the mean before the change by uˆ0. Then, s−k and s
+
k
become a non-trivial function of observation yk. We define
the expected time excluding the first M time slots until the
alarm occurs as the average run length (ARL), which is con-
sistent with the literature in change detection problems (Bas-
seville and Nikiforov 1993). In particular, let L(θ) be the
ARL function defined as
L(θ) = Eθ
[
inf{t : g+t+M > h or g−t+M > h}
]
. (37)
It is clear that Algorithm 2 is a symmetric version of two-
sided CUSUM-type algorithm (Khan 1981). Let s+k and g
+
k
(s−k and g
−
k ) be the upper (lower) side CUSUM random
walk. Then, we define the ARL function for lower and upper
side CUSUM as
L−(θ) = Eθ
[
inf{t : g−t+M > h}
]
, (38)
L+(θ) = Eθ
[
inf{t : g+t+M > h}
]
. (39)
By Lemma 3, we have that
1
L(θ)
=
1
L−(θ)
+
1
L+(θ)
(40)
The ARL function L(θ) characterizes the detection delay
and false alarm performances of our CUSUM algorithm. In
particular, L(θ0) is the mean detection delay, and L(θ1) is
the mean time between false alarms. Thus, E[D] = L(θ0)
andE[F ] = T/L(θ1). By (40), it remains to calculateL−(θ)
and L+(θ). In the following, we show the results for L−(θ)
and obtain the results for L+(θ) by symmetry.
Let S−n = s
−
1+M + . . . + s
−
n+M be a random walk. Let
H− be the smallest n such that S−n crosses the bounded in-
terval [0, h], i.e., H− = inf{S−n < 0 or S−n > h}. The
procedure that monitors the stopping time that S−n crosses
the boundary is also called a sequential probability ratio test
(SPRT). Then the lower side CUSUM can be viewed as a
repeated SPRT such that CUSUM restarts the SPRT once
S−n crosses the 0 boundary (i.e., S
−
n < 0) and outputs an
alarm the first time that S−n crosses the h boundary (i.e.,
S−n > h) (Page 1954). Let Pθ{0} , Pθ{S−H− < 0} be the
probability that SPRT ends up with S−H− < 0. Let G be
the number of SPRT tests that CUSUM runs until an alarm.
Then G − 1 is a geometrically distributed random variable
with parameter Pθ{0}. Hence, we have that
L−(θ) = Eθ[H−|S−H−<0]Eθ[G−1] + Eθ[H−|S−H−>h]
=
Eθ[H−|S−H− < 0]Pθ{0}
1− Pθ{0} + Eθ[H
−|S−H− > h]
(41)
=
Eθ[H−]
1− Pθ{0} . (42)
Let Λ−θ (r) , log{Eθ[ers
−
M+1 ]}. Then, by Lemma 2 we have
Eθ
[
exp
(
rSH− −H−Λ−θ (r)
)]
= 1. (43)
We use the two implications from the Wald’s identity (43).
For simplicity, we assume that k ≥ M when we consider
the expectation of s−k and s
+
k . First, taking the derivative of
both sides and letting r = 0, we have that
Eθ[SH− ] = Eθ[H−]Eθ[s−k ]. (44)
Second, letting r = r−(θ) such that Λ−θ (r
−(θ)) = 0 and
r−(θ) 6= 0, we have that
Eθ[exp (r−(θ)SH−)] = 1. (45)
By the Assumption 1, uˆ0 is the average of M samples
from distribution under θ0. By Lemma 1, we have that
P{|uˆ0 − u0| > } ≤ 2e−22M . (46)
Now, we classify the possible scenarios into four different
cases depending on uˆ0, u0 and u1, under which we can de-
rive the upper bound of the mean detection delay or the mean
time between false alarms.
Case 1: |uˆ0 − u0| <  and u1 < u0
Under θ1, we show the upper bound of L−(θ1) (mean de-
tection delay of lower side CUSUM). Note that Eθ1 [s
−
k ] =
uˆ0 − u1 −  > 0. Then, by (42) and (44) we have that
L−(θ1) =
Eθ1 [H−]
1− Pθ1{0}
=
Eθ1 [SH− ]
Eθ1 [s
−
k ](1− Pθ1{0})
(47)
=
Eθ1 [SH− |SH− > h](1− Pθ1{0})
Eθ1 [s
−
k ](1− Pθ1{0})
+
Eθ1 [SH− |SH− < 0]Pθ1{0}
Eθ1 [s
−
k ](1− Pθ1{0})
(48)
≤Eθ1 [SH− |SH− > h]
Eθ1 [s
−
k ]
(49)
≤ h+ 1
Eθ1 [s
−
k ]
. (50)
Under θ0, we show the lower bound of L−(θ0) (mean
time between false alarms of lower side CUSUM). Note that
Eθ0 [s
−
k ] = uˆ0−u0−  < 0, which implies that r−(θ0) > 0.
By (45), we have that
1 =Eθ0 [exp (r−(θ0)SH−)] (51)
=Pθ0{0}Eθ0 [exp (r−(θ0)SH−)|SH− < 0] (52)
+ (1− Pθ0{0})Eθ0 [exp (r−(θ0)SH−)|SH− > h]
≥(1− Pθ0{0})Eθ0 [exp (r−(θ0)SH−)|SH− > h] (53)
≥(1− Pθ0{0}) exp (r−(θ0)h) (54)
Note that Eθ0 [H−] ≥ 1. Hence, we have that
L−(θ0) =
Eθ0 [H−]
1− Pθ0{0}
≥ 1
1− Pθ0{0}
≥ exp (r−(θ0)h).
(55)
Under θ0, we obtain the lower bound of L+(θ0) (mean
time between false alarms of upper side CUSUM) with the
similar arguments. In particular, Eθ0 [s
+
k ] = u0− uˆ0− < 0,
which implies that r+(θ0) > 0. Then we have that
L+(θ0) ≥ exp (r+(θ0)h). (56)
Let r(θ0) = min(r+(θ0), r−(θ0)). By (40), we have that
L(θ1) ≤L−(θ1) ≤ h+ 1Eθ1 [s−k ]
, (57)
L(θ0) ≥exp (r(θ0)h)
2
. (58)
Case 2: |uˆ0 − u0| <  and u1 > u0
Similarly, we obtain the results for upper side CUSUM as
L+(θ1) ≤ h+ 1Eθ1 [s+k ]
(59)
L+(θ0) ≥ exp (r+(θ0)h). (60)
Under θ0, we check that Eθ0 [s
−
k ] = uˆ0−u0−  < 0. Hence,
we have that
L−(θ0) ≥ exp (r−(θ0)h). (61)
By (40), we have that
L(θ1) ≤L+(θ1) ≤ h+ 1Eθ1 [s+k ]
, (62)
L(θ0) ≥exp (r(θ0)h)
2
. (63)
Case 3: uˆ0 − u0 > 
When the estimate uˆ0 is large (uˆ0 − u0 > ), Eθ0 [s−k ] =
uˆ0 − u0 −  > 0. Then we have that
L(θ0) ≤ L−(θ0) ≤ h+ 1Eθ0 [s−k ]
. (64)
Case 4: u0 − uˆ0 > 
When the estimate uˆ0 is small (u0 − uˆ0 > ), Eθ0 [s+k ] =
u0 − uˆ0 −  > 0. Then we have that
L(θ0) ≤ L+(θ0) ≤ h+ 1Eθ0 [s+k ]
. (65)
D Proof of Theorem 2
Note that the bounds for L(θ), L−(θ) and L+(θ) in the
Proposition 1 are the conditional expectations under θ given
uˆ0. By the law of total expectation, we can obtain the ex-
pected bound results by taking expectation over uˆ0. Let Euˆ0
denote the expectation over uˆ0. We classify the possible sce-
narios into two cases, under which we take the conditional
expectations and sum the total expectation finally.
Case 1: |uˆ0 − u0| < 
By the Proposition 1, given the condition uˆ0 and |uˆ0 −
u0| < , we have that
L(θ1) ≤ h+ 1|u1 − uˆ0| −  (66)
L−(θ0) ≥ exp(r−(θ0)h) (67)
L+(θ0) ≥ exp(r+(θ0)h) (68)
First, we consider the upper bound of L(θ1) when u1 < u0.
Let pZ(·) denote the probability density function (or proba-
bility mass function) of random variable Z. Then, we have
that
Euˆ0
[
h+ 1
|u1 − uˆ0| − 
∣∣∣∣|uˆ0 − u0| < ] (69)
=
[∫ u0+
u0−
h+ 1
|u1 − u| − puˆ0(u)du
]
/P{|uˆ0 − u0| < }
(70)
=
[∫ u0+
u0−
h+ 1
u− u1 − puˆ0(u)du
]
/P{|uˆ0 − u0| < }
(71)
We define δT (i) , min{|µt(i) − µt+1(i)| − 2 : µt(i) 6=
µt+1(i), t ≤ T}. Note that δT (i) is the minimum over a
finite set of positive real numbers (i.e., δT (i) > 0). Then,
u0 − u1 −  > δT (i) + . Therefore, we have∫ u0+
u0−
1
u− u1 − puˆ0(u)du (72)
≤
∫ 
−
1
u+ u0 − u1 − du (73)
≤
∫ 
−
1
u+ δT (i) + 
du (74)
= log(1 + 2/δT (i)). (75)
Hence, we have that
Euˆ0
[
h+ 1
|u1 − uˆ0| − 
∣∣∣∣|uˆ0 − u0| < ] (76)
≤ (h+ 1) log(1 + 2/δT (i))
P{|uˆ0 − u0| < } (77)
The same result holds for u1 > u0. Note that δT (i) ≥  by
the Assumption 2. Then, we have that
Euˆ0
[
h+ 1
|u1 − uˆ0| − 
∣∣∣∣|uˆ0 − u0| < ] ≤ (h+ 1) log(3)P{|uˆ0 − u0| < }
(78)
Second, we consider the lower bound of L−(θ0) and
L+(θ0). By the Assumption 3, the yk is a Bernoulli random
variable. Then, we have that
Λ−θ0(r) = log(e
−ru0 + 1− u0) + r(uˆ0 − ) (79)
Λ+θ0(r) = log(e
ru0 + 1− u0)− r(uˆ0 + ) (80)
Let rˆ−(θ0) (rˆ+(θ0)) be the solution of ddrΛ
−
θ0
(r) = 0(
d
drΛ
+
θ0
(r) = 0
)
. Then, the convexity of Λ−θ0(r)
(
Λ+θ0(r)
)
implies that r−(θ0) > rˆ−(θ0) (r−(θ0) > rˆ−(θ0)). In ad-
dition, rˆ−(θ0) and rˆ+(θ0) satisfy
exp(rˆ−(θ0)) =
u0(uˆ0 − )−1 − u0
1− u0 , (81)
exp(rˆ+(θ0)) =
1− u0
u0(uˆ0 + )−1 − u0 . (82)
Note that rˆ−(θ0) and rˆ+(θ0) always exist when 2 < u0 <
1 − 2. One can scale the reward linearly without changing
the problem by function f(x) = (1 − 4)x + 2 so that the
expected reward is within the interval (2, 1 − 2). Hence,
we assume that rˆ−(θ0) and rˆ+(θ0) exist without loss of gen-
erality. We first derive a lower bound for (81).
Euˆ0
[
(uˆ0 − )−1
∣∣|uˆ0 − u0| < ] (83)
=
∫ u0+
u0−
1
u−puˆ0(u)du
P{|uˆ0 − u0| < } (84)
≥
∫ u0+
u0−
(
1
u− − 1u0
)
puˆ0(u)du
P{|uˆ0 − u0| < } +
1
u0
(85)
≥
∫ u0
u0−
(
1
u− − 1u0
)
puˆ0(u)du
P{|uˆ0 − u0| < } +
1
u0
(86)
≥
(
1
u0− − 1u0
) ∫ u0
u0− puˆ0(u)du
P{|uˆ0 − u0| < } +
1
u0
(87)
≥ 
u0(u0−)
(
M
bu0Mc
)
u
bu0Mc
0 (1−u0)M−bu0Mc +
1
u0
(88)
≥ 
u0(u0 − )
(
M
b2Mc
)
(2)M +
1
u0
. (89)
Hence, we have that
Euˆ0
[
exp(rˆ−(θ0))
∣∣|uˆ0 − u0| < ] (90)
≥ 
(u0 − )(1− u0)
(
M
b2Mc
)
(2)M + 1 (91)
≥ 4
(1− )2
(
M
b2Mc
)
(2)M + 1. (92)
Now, we derive a lower bound for (82). Similarly, we have
that
Euˆ0
[
(uˆ0 + )
−1∣∣|uˆ0 − u0| < ] (93)
=
∫ u0+
u0−
1
u+puˆ0(u)du
P{|uˆ0 − u0| < } (94)
≤
∫ u0+
u0
(
1
u+ − 1u0
)
puˆ0(u)du
P{|uˆ0 − u0| < } +
1
u0
(95)
≤
(
1
u0+
− 1u0
) ∫ u0+
u0
puˆ0(u)du
P{|uˆ0 − u0| < } +
1
u0
(96)
≤ −
u0(u0 + )
(
M
d2Me
)
(2)M +
1
u0
. (97)
Hence, by the Jensen’s inequality, we have that
Euˆ0
[
exp(rˆ+(θ0))
∣∣|uˆ0 − u0| < ] (98)
= Euˆ0
[
1− u0
u0(uˆ0 + )−1 − u0
∣∣∣∣|uˆ0 − u0| < ] (99)
≥ 1− u0
Euˆ0 [u0(uˆ0 + )−1 − u0||uˆ0 − u0| < ]
(100)
≥ 1− u0−
(u0+)
(
M
d2Me
)
(2)M + 1− u0
(101)
=

(
M
d2Me
)
(2)M
(1− u0)(u0 + )− 
(
M
d2Me
)
(2)M
+ 1 (102)
≥

(
M
d2Me
)
(2)M
(1 + )2/4− ( Md2Me)(2)M + 1 (103)
≥ 4
(1 + )2
(
M
d2Me
)
(2)M + 1 (104)
Let C−1 = log
(
4
(1−)2
(
M
b2Mc
)
(2)M + 1
)
and C+1 =
log
(
4
(1+)2
(
M
d2Me
)
(2)M + 1
)
. Then, there exists a posi-
tive number C1 , min(C−1 , C+1 ), which depends on  and
M , such that
Euˆ0
[
exp(r−(θ0)h)
∣∣|uˆ0 − u0| < ] (105)
≥ Euˆ0
[
exp(rˆ−(θ0)h)
∣∣|uˆ0 − u0| < ] (106)
≥ {Euˆ0 [exp(rˆ−(θ0))∣∣|uˆ0 − u0| < ]}h (107)
≥ exp(C1h). (108)
Similarly, we have that
Euˆ0
[
exp(r+(θ0)h)
∣∣|uˆ0 − u0| < ] ≥ exp(C1h). (109)
Case 2: |uˆ0 − u0| > 
By Assumption 3, the uˆ0 is the average of M Bernoulli
random variables. In other words, uˆ0 must be one of
the points {0, 1/M, . . . , 1}. Then there must be a gap
between uˆ0 and u0. Let λT (i) = min{(µt(i) − ) −
b(µt(i)− )Mc/M, d(µt(i) + )Me/M−(µt(i)+) : 1 ≤
t ≤ T} be the minimal gap of arm i.3 We define the minimal
gap of all arms as λ = mini∈K λT (i).
3Note that b·c denotes the floor function and d·e denotes the
ceiling function.
By the Proposition 1, the average run length is at most
h+ 1
|uˆ0 − u0| −  . (110)
Suppose that uˆ0 > u0 + , then
Euˆ0
[
h+ 1
|uˆ0 − u0| − 
∣∣∣∣|uˆ0 − u0| > ] (111)
=Euˆ0
[
h+ 1
uˆ0 − u0 − 
∣∣∣∣|uˆ0 − u0| > ] (112)
≤Euˆ0
[
h+ 1
d(u0 + )Me/M − u0 − 
∣∣∣∣|uˆ0 − u0| > ]
(113)
≤h+ 1
λ
. (114)
The same result holds when uˆ0 < u0 − . Summing the
results (78) (108) (109) (114), we derive the upper bound for
the mean detection delay and the lower bound for number of
false alarms within the horizon T .
E[D] ≤ Euˆ0
[
h+ 1
|u1−uˆ0|−
∣∣∣∣|uˆ0−u0| < ]P{|uˆ0−u0|<}
(115)
+ Euˆ0
[
h+ 1
|uˆ0−u0|−
∣∣∣∣|uˆ0−u0| > ]P{|uˆ0−u0|>}
(116)
≤ (h+ 1) log(3) + 2 exp(−22M)h+ 1
λ
. (117)
Note that the mean time between false alarm is Euˆ0 [L(θ0)].
By the law of total expectation, we have that
Euˆ0 [L(θ0)] ≥ Euˆ0 [L(θ0)||uˆ0 − u0| < ]P{|uˆ0 − u0| < }
(118)
By the Lemma 3 and (108) (109), we have that
Euˆ0 [L(θ0)||uˆ0 − u0| < ] ≥
1
2
exp(C1h) (119)
Hence, we have that
E[F ] ≤ T1
2 exp(C1h)P{|uˆ0 − u0| < }
(120)
≤ 2T
exp(C1h)(1− 2 exp(−22M)) . (121)
E Proof of Theorem 3
The result follows the Theorem 1 and the Theorem 2. Since
the results of the Theorem 2 do not include the first M time
slots, we additionally count the regret of M for each de-
tection point (alarm). The mean detection delay is at most
scaled by dividing the sampling rate α/K.
F CUSUM-UCB policy
CUSUM-UCB policy is a CD-UCB policy with CUSUM as
a change detection algorithm. In particular, it takes K par-
allel CUSUM algorithms as CD(·, ·) in CD-UCB. Since our
Algorithm 3 CUSUM-UCB
Require: time horizon T , parameters α, , M and h
Initialize τi = 1 and cnt(i) = M for each i ∈ K.
for t from 1 to T do
Update according to equations (3).
if cnt(i) > 0 for some i ∈ K then
It = i; cnt(i) = cnt(i)− 1.
else
Update It according to equation (5).
end if
Play arm It and observe Xt(It).
if CUSUM(It, Xt(It)) == 1 then
τIt = t+ 1; cnt(It) = M ; reset CUSUM(It, ·).
end if
end for
CUSUM algorithm needs to estimate the mean first, we let
the policy finish the estimation withM observations as soon
as possible. That is why we introduce the countdown timers
cnt(·) in Algorithm 3. The performance of CUSUM-UCB
depends on the parameters α and h. We discuss the joint
choices of α and h in Sections 5 and 6.
G Simulation Parameters
Table 2: Parameter setting in the simulation
Environment K T γT  M h α
Flipping 2 105 2 0.1 100 50 0.001
Switching 5 106 10 0.1 100 20 0.01
Yahoo! 1 5 5× 105 32† 0.005 100 200 0.024
Yahoo! 2 100 2× 106 216† 0.005 100 200 0.024
†: We count breakpoints when the difference in mean re-
wards is greater than  = 0.005.
