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ESTIMATES FOR PAULI-TYPE OPERATORS AND LOCAL WELL-POSEDNESS
FOR THE REDUCED HARTREE-FOCK EQUATION
XIN DONG
Abstract. We consider a system of infinitely many electrons with pair interaction and a constant
external magnetic field. In our case, the one particle Hamilton is the Pauli operator, which demonstrates
distinct properties from the Laplace operator, for example, it has a discrete spectrum and infinite-
dimensional eigenspaces. With the help of the Wigner transform and the asymptotic properties of
associated Laguerre polynomials, we prove a collapsing estimate and obtain a local well-posedness result
when the initial data is the pertubation of a Fermi sea.
1. Introduction
The Hamilton of the Hartree-Fock model for N electrons with a magnetic field and pair interaction is
Hˆ =
N∑
j=1
Hj +
∑
j>k
w(xj − xk), xj ∈ R3,
where w denotes the pair interaction w(x) = w(|x|) and H denotes the one particle Hamilton, i.e. the
Pauli operator
(1) H = (σ · (−i∇−A))2 + ϕ,
σ = (σ1, σ2, σ3) consists of Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 i
−i 0
)
, σ3 =
(
1 0
0 −1
)
,
A = (A1, A2, A3) is the vector potential of the magnetic field B, and ϕ is the electric scalar potential of
the electric field E.
Suppose the state for those electrons is given by a Slater determinant Ψ = ∧Nj=1φj , where {φj}Nj=1 ⊂
L2
(
R3,C2
)
is an orthonormal set by the Pauli exclusion principle, and the energy of the system is
〈Ψ| Hˆ |Ψ〉. Meanwhile, in the formulation of the density matrix Γ(x, y) =∑Nj=1 |φj〉 〈φj | (x, y), 〈Ψ| Hˆ |Ψ〉
corresponds to
EHF (Γ) = Tr
(
H1/2ΓH1/2
)
+
1
2
∫
R6
w(x − y)ρΓ(x)ρΓ(y) dxdy
− 1
2
∫
R6
|Γ(x, y)|2 w(x − y) dxdy,
where ρΓ(x) = Γ(x, x) =
∑N
j=1 |φj |2 (x).
As discussed in [Sol91], the energy functional ERHF of the reduced Hartree-Fock model is obtained by
dropping the exchange term −1
2
∫
R6
|Γ(x, y)|2 w(x − y) dxdy from EHF (Γ).
In the context, there are three different time evolution equations
(i) the Schro¨dinger equation i∂tΨt = HˆΨt;
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(ii) the “Hamilton” flow of ERHF
i∂tΓt = [H + w ∗ ρΓt ,Γt] , ρΓt = Γt(x, x),
where [·, ·] denotes the commutator [A,B] = AB − BA, and the prefix “Hamilton” comes from
the fact that formally the total energy ERHF (Γt) is preserved;
(iii) the “Hamilton” flow of EHF
i∂tΓt =
[
H + w ∗ ρΓt −
∫
R3
w(x − x˜)Γt(x, x˜) dx˜ ,Γt
]
, ρΓt = Γt(x, x).
Comparing those equations after evolution, the Slater determinant structure is lost along (i) and the
density matrix structure is lost along (iii). However for (ii), Γt still preserves the structure
Γt =
N∑
j=1
|φj(t)〉 〈φj(t)| , 〈φj(t), φk(t)〉 = δjk.
In some cases, for example the one particle HamiltonH = −∆with some conditions on the pair interaction
w, in the mean field limit, [BPS14] showed that the solution Γt to (ii) is close to the reduced one-particle
density of the solution to the mean field Schro¨dinger equation and the exchange term in (iii) is negligible.
Besides, the Fermi sea we have found only works for (ii). Consequently we start with (ii).
In this paper we consider a system with infinitely many electrons and a constant external magnetic
field, i.e. in our setting,
(2) A = − b
2

 x2−x1
0

 , B = ∇×A = b

00
1

 , x =

x1x2
x3

 , ϕ = 0, b > 0.
As a result
σ · (−i∇−A) = −i
(
∂x3 2∂z¯ +
b
2z
2∂z − b2 z¯ −∂x3
)
= −i
(
∂x3 −D
D∗ −∂x3
)
,
where
(3) z = x1 + ix2, D = −2∂z¯ − b
2
z, D∗ = 2∂z − b
2
z¯.
Thus
(σ · (−i∇−A))2 = −
(
∂2x3 0
0 ∂2x3
)
+
(
DD∗ 0
0 D∗D
)
.
Since the operator is the well-known Laplace operator in the third dimension x3, we focus on the first
two dimensions (x1, x2). Besides here in our case DD
∗ = D∗D + 2b and the spin does not play a role in
our analysis. We omit the spin and deal with the scalar case, namely Γ is an operator from L2(R2) to
itself.
For the rest of the paper, H denotes D∗D and the evolution of our interest is
(4) i∂tΓt = [D
∗D + w ∗ ρΓt ,Γt] .
Physically speaking, the “main” part of those infinitely many electrons occupy low energy states, i.e.
the Fermi sea, while the “small” part are excited particles. Mathematically, the Fermi sea in our case
happens to be a stationary solution of (4), and the excited particles are treated as perturbation of the
density matrix for the whole system with respect to the Fermi sea. In a word, as have been done in
[LS15, CHP17], we consider a perturbed equation of (4).
Provided w ∈ L1 (R2), by Proposition 4, a stationary solution to (4), which corresponds to the Fermi
sea, can be chosen as
Π¯φ(x, y) = φ¯ (|x− y|) e−i
bΩ(x,y)
2 , Ω(x, y) = x1y2 − x2y1.
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Then the perturbation density matrix becomes Q = Γ− Π¯φ. Since Γ is the density matrix for an infinite
system, Γ is not in the trace class anymore. However due to the Pauli exclusion principle, we still require
it to satisfy the operator inequality 0 ≤ Γ ≤ 1. Then the evolution equation for Q presents
(5) i ∂tQt = [H,Qt] + [w ∗ ρQt , Qt + Π¯φ].
Theorem 1 (Collapsing Estimate). Given the homogeneous equation
(6) i ∂tΓ(t, x, y) =
(
Hx − H¯y
)
Γ(t, x, y), Γ(0, x, y) = Γ0(x, y) ∈ L2xL2y, x, y ∈ R2,
and Γ(t, x, y) = e−i(Hx−H¯y)Γ0 is the solution,
(7) ‖Γ(t, x, x)‖L2
[0,π/b]
L2x
. b−2−s
∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ0(x, y)∥∥∥
L2xL
2
y
, s >
1
2
,
and
(8) ‖|∇x|cΓ(t, x, x)‖L2
[0,π/b]
L2x
.c b
(c−6)/2
∥∥∥〈Hx〉1/2〈H¯y〉1/2Γ0(x, y)∥∥∥
L2xL
2
y
, c <
5
4
.
The norm
∥∥∥〈H〉s/2 (·)∥∥∥
L2(R2)
in the theorem is defined with respect to spectral structure of H = D∗D,
where H and its complex conjugation H¯ have the same discrete spectrum {2bk}k∈N. Let Pk denote the
projection of L2(R2) onto the k-th eigenspace Hk of H , and P¯k the projection of L2(R2) onto the k-th
eigenspace of H¯ , then
Definition 1. The norms
∥∥Hs/2(·)∥∥ (∥∥H¯s/2(·)∥∥) and ∥∥〈H〉s/2(·)∥∥ (∥∥〈H¯〉s/2(·)∥∥) are defined as∥∥∥Hs/2f∥∥∥2
L2(R2)
:=
∑
k∈N
(2bk)
s ‖Pkf‖2L2(R2) ,
∥∥∥〈H〉s/2f∥∥∥2
L2(R2)
:=
∑
k∈N
〈2bk〉s ‖Pkf‖2L2(R2) ,(9)
∥∥∥H¯s/2f∥∥∥2
L2(R2)
:=
∑
k∈N
(2bk)
s ∥∥P¯kf∥∥2L2(R2) ,
∥∥∥〈H¯〉s/2f∥∥∥2
L2(R2)
:=
∑
k∈N
〈2bk〉s
∥∥P¯kf∥∥2L2(R2)(10)
where 〈·〉 := (1 + (·)2)1/2 is the Japanese bracket.
The case when the one particle Hamilton is the Laplace operator has been discussed in [GM17, CH15,
CHP17]. The technique to prove the collapsing estimate of the Laplace case, in the spirit of [KM08], is to
study the characteristic hypersurface, which is derived by applying the space-time Fourier transform after
we collapse the solution eit(∆x−∆y)Γ0 to the diagonal y = x. However, in our case, the Hamilton H has
a discrete spectrum {2bk}k∈N and more importantly, an infinite-dimensional null space, which makes the
analysis quite different. Our approach is to apply the Wigner transform to the collapsing term, then use
the asymptotic property of associated Laguerre polynomials. Once the collapsing estimate is established,
using the contraction principle argument, we get
Theorem 2. Let H = D∗D and suppose
∥∥〈H〉1/2〈H¯〉1/2φ¯∥∥
L2
<∞, φ(x) = φ(|x|) and w ∈ L1 (R2), the
equation (5), where x, y ∈ R2, is locally well-posed for any initial data
(11) Q0(x, y) ∈
{
Q(x, y)
∣∣∣∣∥∥∥〈Hx〉1/2〈H¯y〉1/2Q(x, y)∥∥∥L2xL2y <∞, Q = Γ− Π¯φ
}
.
To give a physics interpretation of the stationary solution, consider the Fermi-Dirac statistics for our
setting, i.e.
(12)
1
e(H−µ)/kBT + 1
,
where kB is Boltzmann’s constant and T is the absolute temperature. At absolute zero T = 0, let
µ = 2Nb, (12) denotes the projection onto the first N + 1 eigenspaces of H , which corresponds exactly
to the choice of φ(see Lemma 2) as
φ(x) =
b
2π
N∑
j=0
Lj
(
b
2
|x|2
)
exp
(
− b
4
|x|2
)
,
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where Lk(λ) =
k∑
j=0
(
k
j
)
(−λ)j
j!
, (λ ∈ R) are Laguerre polynomials. The condition on the pair interaction
w ∈ L1 (R2) comes from the requirement that w∗ρΠ¯φ = w∗(φ¯(0)) is finite. But unfortunately, it excludes
the Coulomb potential 1/|x|.
Proposition 1. Suppose Q(t, x, y) is the solution from Theorem 2 up to some time T > 0, then
(13) ‖Q(t, x, y)‖Lq
[0,T ]
Lrx
.T ‖〈Hx〉1/2〈H¯y〉1/2Q0(x, y)‖L2xL2y ,
where (q, r) are admissible pairs,
(14)
1
q
+
1
r
=
1
2
, (q, r) 6= (2,∞).
The paper is organized in the following way: in Section 2 we discuss one particle evolution equation
of H and its spectral structure, in Section 3 we establish the collapsing estimate Theorem 1, in Section 4
we present two families of stationary solutions to (4), in section 5 we prove Theorem 2 and Proposition
1.
We need the following notations:
(1) Ω: the canonical symplectic form on T ∗Rn
(
= R2n
)
. For x, y ∈ R2, Ω(x, y) = x1y2 − x2y1.
(2) id =
(
1 0
0 1
)
, J =
(
0 1
−1 0
)
.
(3) The definitions of the twisted convolution ♮, the Heisenberg representation ρ~, the Fourier-Wigner
transform V~ and the Wigner transformW~ are in the appendix. If ρ, V and W are used without
subscripts, it means we choose ~ = b.
2. Properties of H
In this section, we discuss one particle evolution and the spectral structure of
H = D∗D = −∆x1,x2 − ib (x2∂x1 − x1∂x2) +
b2
4
(x21 + x
2
2)− b, b > 0.
Theorem 3. Given the Schro¨dinger equation
(15) i∂tf(t, x) = D
∗Df(t, x), f(0, x) = f0(x) ∈ L2(R2),
the solution is
(16)
(
e−iD
∗Dtf0
)
(x) =


b eibt
4πi sin(bt)
∫
R2
exp
(
ib(x− y)2
4 tan(bt)
− ib
2
Ω(x, y)
)
f0(y) dy, t 6= πb k
f0, t =
π
b k
where k ∈ Z. In another word, the one parameter unitary subgroup e−iD∗Dt is of period π/b.
Proof. [Fol89]Under the metapletic representation µ : Mp(4,R) → U (L2(R2)), where the infinitesimal
representation is
dµ : sp(4,R)→ u (L2(R2))(17)
A =
(
A B
C −AT
)
7→ − 1
2i
(
Q P
)(A B
C −AT
)(
0 id
−id 0
)(
Q
P
)
,(18)
and Q =
(
x1
x2
)
, P =
(−i∂x1
−i∂x2
)
, −i (D∗D + b) corresponds to
A =
(
bJ b
2
2 id
−2 id bJ
)
.
LOCAL WELL-POSEDNESS FOR THE RHF EQUATION 5
In order to apply Theorem 8, let’s compute the exponential map exp(At) in the symplectic group
Sp(4,R). Since A can be written as a sum of two commutable matrices(
J 0
0 J
)
and
(
0 b
2
2 id
−2 id 0
)
,
then
exp(At) = exp
((
J 0
0 J
)
bt
)
· exp
(
0 b
2t
2 id
−2t id 0
)
= exp (Jbt)
(
cos(bt) id b2 sin(bt) id
− 2b sin(bt) id cos(bt) id
)
.
Apply Theorem 8, for f0 ∈ S(R2),
(19) (µ(exp(At))f0) (x) = 1
2π cos(bt)
∫
R2
exp (−iS(x, ξ)) fˇ0(ξ) dξ, t ∈ (0, π/2b),
where
S(x, ξ) =
tan(bt)
b
|ξ|2 + xξ + tan(bt)Ω(x, ξ) + b tan(bt)
4
|x|2, ξ = (ξ1, ξ2), x = (x1, x2).
To get expression (16),
(µ(exp(At))f0) (x) = 1
(2π)2 cos(bt)
∫
R2
f0(y) dy
∫
R2
exp (−iS(x, ξ) + iyξ) dξ,
which is
=
1
(2π)2 cos(bt)
∫
R2
f0(y) dy
∫
R2
exp
(
bi
4 tan(bt)
(x− tan(bt)Jx− y)2
)
· exp
(
−i
[
b tan(bt)
4
|x|2 + tan(bt)
b
(
ξ +
b
2 tan(bt)
(x − tan(bt)Jx− y)
)2])
dξ
=
b
4πi sin(bt)
∫
R2
exp
(
ib
4 tan(bt)
(x− y)2 − ib
2
Ω(x, y)
)
f0(y) dy.(20)
Let’s denote (20) by sol(t)f0.
Next extend the formula (20) from (0, π/2b) to R. (20) is defined when t ∈ (0, π/b). Besides, by similar
computation, sol(t+ s)f0 = sol(t)sol(s)f0, for t > 0, s > 0, t + s < π/b. sol(t) is also continuous with
respect to the strong operator topology on [0, π/b). This is because when t ∈ [0, π/2b), we get the formula
(20) by the metaplectic representation, when t ∈ [π/2b, π/b), sol(t) = sol(π/2b)sol(t− π/2b). Therefore,
by the uniqueness of the one parameter unitary subgroup generated by dµ(A), e−iD∗Dt = sol(t) for
t ∈ (0, π/b).
As t → π/b, from (19), S(x, ξ) → xξ and µ (exp(At)) f0 → −f0 pointwise. By the dominant conver-
gence theorem, it also converges in L2(R2). Meanwhile eibt → −1. Therefore the one-parameter unitary
subgroup e−iD
∗Dt is of period π/b. 
Remark 1. Through the metaplectic representation and the fact that exp(At) : [0, π/b]→ Sp(4,R) is the
generator of π1 (Sp(4,R)), without the explicit formula, we can tell e
−iD∗Dπ/b = −1.
Proposition 2. Given any T > 0,
(21)
∥∥∥e−iD∗Dtf∥∥∥
Lq
[0,T ]
Lrx
.q,r,T ‖f‖L2x ,
where (q, r) satisfies (14).
Proof. Based on Theorem 3, for short time t < Tǫ,∥∥∥e−iD∗Dtf∥∥∥
L∞(R2)
.
1
t
‖f‖L1(R2) .
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By the endpoint Strichartz estimate[KT98] of Keel and Tao,
∥∥e−iD∗Dtf∥∥
Lq
[0,Tǫ]
Lrx
.q,r ‖f‖L2x, where (q, r)
satisfies (14). Since e−iD
∗Dt is unitary, for arbitrary n ∈ N,∥∥∥e−iD∗Dtf∥∥∥
Lq
[(n−1)Tǫ,nTǫ]
L2x
.q,r
∥∥∥e−iD∗D(n−1)Tǫf∥∥∥
L2x
= ‖f‖L2,
and by Minkowski inequality,∥∥∥e−iD∗Dtf∥∥∥
Lq
[0,nTǫ]
Lrx
≤
n∑
j=1
∥∥∥e−iD∗Dtf∥∥∥
Lq
[(j−1)Tǫ,jTǫ]
Lrx
.q,r n‖f‖L2x.
Therefore for any T > 0, (21) holds. 
Consider the spectral structure of H on L2(R2). First, notice that H = D∗D is a positive self-adjoint
operator. Besides
Df =
(
−2∂z¯ − b
2
z
)
f = −2∂z¯
(
eb|z|
2/4f
)
, f ∈ L2(R2),
and ∂z¯ is elliptic, the null space H0 of H consists of all functions in the form φ(z)e−b|z|2/4, where φ(z)
is entire. In another word, eb|z|
2/4H0 is a Fock-Bargmann space[Fol89] with the weighted probability
measure b e−b|z|
2/2dµ/2π, where dµ is the Lebesgue measure on C. Thus, with respect to the canonical
inner product on L2(R2), H0 has an orthonormal basis
(22) e0j :=
zj√
πj!(2/b)j+1
exp
(
−b|z|
2
4
)
, j ∈ N,
and the kernel k0(x, y) associated to the projection P0 : L
2(R2)→ H0
k0(x, y) =
b
2π
exp
(
−b|x− y|
2
4
− ib
2
Ω(x, y)
)
(23)
=
b
2π
exp
(
− b
4
(|zx|2 + |zy|2)+ b
2
zxz¯y
)
.
By the commutation relation [D, (D∗)k] = 2bk(D∗)k−1, we get other eigenspaces Hk = (D∗)k(H0),
which correspond to eigenvalues 2bk, k ∈ N, and orthonormal bases of Hk
(24) ekj :=
(D∗)k√
(2b)kk!
e0j , j, k ∈ N.
Seen from the above discussion, H is very similar to the Hermite operator, yet with infinite-dimensional
eigenspaces. Besides D∗Hk = Hk+1 and D(Hk) = Hk−1, on these eigenspaces, D and D∗ are annihilation
and creation operators. Furthermore,
Lemma 1. L2(R2) =
⊕
k∈NHk.
Proof. Consider the related Hermite operator −∆ + b2|x|2/4 , x = (x1, x2) ∈ R2, and creation and
annihilation operators
a†j = ∂xj −
b
2
xj , aj = −∂xj −
b
2
xj , j ∈ {1, 2}.{(
a†1
)j (
a†2
)k
e−b|x|
2/4
}
j,k∈N
is a basis for L2(R2). Since
(
a†1
)j (
a†2
)k
e−b|x|
2/4 = eb|x|
2/4(∂x1)
j(∂x2)
ke−b|x|
2/2
= ik eb|x|
2/4(∂z + ∂z¯)
j(∂z − ∂z¯)ke−b|x|
2/2,
and bases of Hk are in the form
(D∗)j
(
zme−b|z|
2/4
)
= eb|z|
2/4(2∂z)
j
(
−2
b
∂z¯
)m
e−b|z|
2/2,
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a†1
)j (
a†2
)k
e−b|x|
2/4 can be written as a linear combination of bases of Hk. Therefore the L2-closure of⊕
k∈NHk is L2(R2). 
The implication of this lemma is that H has a discrete spectrum σ(H) = {2bk}k∈N.
Let’s put the basis {ejk}j,k∈N up to scale on a lattice diagram. Each row represents an eigenspace ofH .
H is the sum of −b, the Hermite operator −∆+b2|x|2/4 and the rotation vector field −ib(x2∂x1−x1∂x2).
The rotation vector field commutes with the Hermite operator. The effect of adding it to the Hermite
operator is that it changes the spectrum of the Hermite operator from {(k + 1)b}k∈N to {(2k + 1)b}k∈N,
and degenerates eigenspaces.
× exp
(
− b|z|24
)
1 z z2 z3
z¯
z¯2
z¯3
1− b|z|22 z
(
2− b|z|22
)
z2
(
3− b|z|22
)
z¯
(
2− b|z|22
)
2− 2b|z|2 + b2|z|44
z¯2
(
3− b|z|22
)
H0
H1
When considering the complex conjugate H¯ , different columns correspond to different different eigenspaces
of H¯.
Lemma 2. Let Pk denote the projection of L
2(R2) onto Hk, then
(25) (Pkf) (x) =
b
2π
V (hk, hk )¯♮f(x) =
∫
R2
kk(x, y)f(y) dy, x = (x1, x2) ∈ R2,
where hk(λ) =
(
a†
)k
(bπ)1/4
√
k!bk
e−
λ2
2b , (λ ∈ R) are Hermite functions, a† = λ− b∂λ√
2
is a creation operator,
V is the Fourier-Wigner transform
V (hk, hk)(x1, x2) =
∫
R
eix2λ+ibx1x2/2hk(λ+ bx1)hk(λ) dλ, x1, x2 ∈ R,
and
(26) kk(x, y) =
b
2π
Lk
(
b|x− y|2
2
)
exp
(
−b|x− y|
2
4
− ib
2
Ω(x, y)
)
,
where Lk(λ) =
k∑
j=0
(
k
j
)
(−λ)j
j!
, (λ ∈ R) are Laguerre polynomials.
Proof. Given g ∈ S(R), the Fourier-Wigner transform (~ = b) of g and e−λ2/2b is
V (g, e−λ
2/2b)(x1, x2) =
∫
R
eix2+ibx1x2/2g(λ+ bx1)e
−λ2/2b dλ
= e−b|z|
2/4
∫
R
eλz−λ
2/2b−bz2/4g(λ) dλ, z = x1 + i x2.
D∗ and λ− b∂λ are related in the way
(27) (2∂z − bz¯/2)V (g, e−λ
2/2b) = V
(
g, (λ− b ∂λ)e−λ
2/2b
)
.
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R
eλz−λ
2/2b−bz2/4g(λ) dλ defines a Bargmann transform from L2(R) to the Fock-Bargmann space with
weight e−b|z|
2/2dµ. Since the correspondence is isomorphic, we identify L2(R) with the null space of D by
V (g, e−λ
2/2b). Due toHk = (D∗)kH0 and (27),Hk is identified with L2(R) v.i.a. V
(
g, (λ− b ∂λ)ke−λ2/2b
)
.
For any f ∈ L2(R2), decompose it as
f(x) =
∞∑
k=0
V
(
fk,
1
(πb)1/4
√
k!(2b)k
(λ− b ∂λ)ke−λ
2/2b
)
=
∞∑
k=0
V (fk, hk) , fk ∈ L2(R).
Then by Lemma 8 and Theorem 6,
V (hj , hj)♮f(x) =
∞∑
k=0
2π
b
〈hk, hj〉V (fk, hj) = 2π
b
V (fj , hj)
=⇒ Pk(x, y) = b
2π
V (hk, hk) ♮ =
b
2π
Lk
(
b
2
|x− y|2
)
exp
(
−b|x− y|
2
4
− ibΩ(x, y)
2
)
.

Remark 2. Similarly for H¯,
(28)
(
P¯kf
)
(x) =
b
2π
V (hk, hk)♮f(x), f ∈ L2(R2).
Remark 3. D and D∗ commute with their complex conjugates D¯ and D¯∗.
The comparison between H1/2 = (D∗D)
1/2
and D is the analogy of the difference between (−∆)1/2
and ∇. For any f ∈ L2(R2), it has the orthogonal decomposition f =∑∞k=0 Pkf , then
H1/2f =
∞∑
k=1
(2bk)1/2Pkf, Df =
∞∑
k=1
DPkf,
where (2bk)1/2Pkf and DPkf are in Hk and Hk−1 respectively. However they have the same L2 norm,
since 〈
H1/2f,H1/2f
〉
= 〈D∗Df, f〉 = 〈Df,Df〉 .
The crucial difference is
(29) [D,D∗D] = 4D,
[
H1/2, D∗D
]
= 0.
The relation between ‖H1/2f‖Lp and ‖Df‖Lp is unknown, for p 6= 2.
D and ∇ are two different differential operators. None of them can dominate another. For example,
‖De0k‖L2
R2
= 0. While
‖∇e0k‖L2
R2
= ‖2∂z¯e0k‖L2
R2
=
√
(k + 1)b
2
√
2
‖e0k+1‖L2
R2
=
√
(k + 1)b
2
√
2
,
goes to infinity as k approaches infinity. On the contrary, taking f ∈ C∞c (R2), consider the translation
fx˜ = f(x− x˜), then
‖∇fx˜‖L2
R2
= ‖∇f‖L2
R2
, ‖Dfx˜‖L2
R2
→∞ as x˜→∞.
However the covariant version of the Sobolev inequality still holds.
Lemma 3.
(30) ‖f‖Lq(R2) .q ‖f‖L2(R2) + ‖Df‖L2(R2), q ∈ [2,∞).
Proof. For f ∈ S(R2), we have a pointwise expression
−2∂z¯(f g¯) = (Df)g − fD∗g.
Then
‖∇|f |‖L2 = ‖−2∂z¯|f |‖L2 ≤ ‖Df‖L2 + ‖D∗f‖L2 . ‖Df‖L2 + ‖f‖L2
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and apply the usual n-endpoint Sobolev inequality,
‖f‖Lq(R2) = ‖|f |‖Lq(R2) .q ‖f‖L2(R2) + ‖∇|f |‖L2(R2) . ‖f‖L2(R2) + ‖Df‖L2(R2).

Remark 4. One perspective of comparison among D∗D, −∆, and Hh is, under the Weyl quantization,
their symbols are
b2
4
x2 + ξ2 − Ω(x, ξ)− b, ξ2, b
2
4
x2 + ξ2, x, ξ ∈ R2.
From those symbols, heuristically we see that Hh dominates other two operators, while D
∗D and −∆ are
kind of parallel.
3. Strichartz and Collapsing Estimates
Consider the linear part of the RHF evolution equation (4), i.e. the homogeneous equation (6),
Proposition 3. Suppose Γ(t, x, y) is the solution to (6), then for any T > 0,
(31)
∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ(t, x, y)∥∥∥
Lq
[0,T ]
LrxL
2
y
.q,r,T
∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ0(x, y)∥∥∥
L2xL
2
y
and
(32)
∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ(t, x, y)∥∥∥
Lq
[0,T ]
LryL
2
x
.q,r,T
∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ0(x, y)∥∥∥
L2xL
2
y
.
Proof. The proof is similar to Proposition 2. Apply 〈Hx〉s/2〈H¯y〉s/2 to (6). Since e−i(Hx−H¯y)t is unitary
on L2
(
R2 × R2), it can also be considered as a unitary map on the Hilbert space {f ∣∣f : R2 → L2 (R2)} ∼
L2
(
R2 × R2). Besides, by formula (16), for short time t < Tǫ,∥∥∥e−i(Hx−H¯y)t〈Hx〉s/2〈H¯y〉s/2Γ0∥∥∥
L∞x L
2
y
.
1
t
∥∥∥eiH¯yt〈Hx〉s/2〈H¯y〉s/2Γ0∥∥∥
L1xL
2
y
=
1
t
∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ0∥∥∥
L1xL
2
y
.
By the endpoint Strichartz estimate[KT98] of Keel and Tao,∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ(t, x, y)∥∥∥
Lq
[0,Tǫ]
LrxL
2
y
.q,r
∥∥∥〈Hx〉s/2〈H¯y〉s/2Γ0(x, y)∥∥∥
L2xL
2
y
.
Then follow the same argument as Proposition 2, we get long time estimate (31). The proof for (32) is
the same if we swap roles of x and y. 
To consider the collapsing estimate of (6), first, decompose the initial data Γ0(x, y) based on the
spectral structures of Hx and H¯y
Γjk(x, y) := Pj P¯kΓ0 = V (hj , hj)♮xV (hk, hk)♮yΓ0(33)
Γ0(x, y) =
∑
j,k∈N
Γjk(x, y)
=
∑
j,k∈N
∫
R4
V (hj , hj)(x− x˜)V (hk, hk)(y − y˜)e−ib[Ω(x,x˜)−Ω(y,y˜)]/2Γjk(x˜, y˜) dx˜dy˜.(34)
Then evolve Γ0 under (6), (
e−(Hx−H¯y)itΓ0
)
(x, y) =
∑
j,k∈N
e−2b(j−k)itΓjk(x, y).
The Fourier-Wigner transform V and the Wigner transform W of Hermite functions hj and hk are
closely related to associated Laguerre polynomials (Theorem 6 and 7). In the latter computation, we
10 XIN DONG
would see they appear in the collapsing estimate. Therefore, before establishing the proof the collapsing
estimate, we derive some estimates on associated Laguerre polynomials Lαn(λ),
(35) Lαn(λ) =
n∑
j=0
(
n+ α
n− j
)
(−λ)j
j!
, λ ∈ R, n ∈ N.
Lemma 4. Choose ~ = 1,
(36) ‖w¯cV1 (hj , hk) (p, q)‖L∞ ≤ 2c (j + k + c)c/2 , j, k, c ∈ N, w = p+ iq ∈ C,
or equivalently
(37)
n!
Γ(n+ j + 1)
max
λ≥0
λj+c
(
Ljn
)2
(λ)e−λ ≤ 4c(j + 2n+ c)c, j, n, c ∈ N.
Proof. Since by Theorem 6, (37) is just a restatement of (36), we would only prove (36) by induction on
c. When c = 0, by Cauchy-Schwartz inequality,
|V1 (hj , hk)| = |〈ρ1(p, q)hj , hk〉| ≤ ‖ρ1(p, q)hj‖L2 ‖hk‖L2 = ‖hj‖L2 ‖hk‖L2 = 1.
Assume (36) holds for c = n ∈ N. Consider creation and annihilation operators a = (λ + ∂λ)/
√
2 and
a† = (λ− ∂λ)/
√
2. Then [a, a†] = 1 and [a, ρ1(p, q)] = −w¯ρ1(p, q)/
√
2. Thus when c = n+ 1,
w¯n+1V1 (hj , hk) (p, q) = −
√
2w¯n 〈[a, ρ1(p, q)]hj , hk〉
=
√
2
(
−
√
k + 1w¯nV1 (hj, hk+1) +
√
jw¯nV1 (hj−1, hk)
)
(p, q)
by the assumption,
∣∣w¯n+1V1 (hj , hk) (p, q)∣∣
≤ 2n+1/2
(√
k + 1(j + k + 1 + n)n/2 +
√
j(j + k + n− 1)n/2
)
≤ 2n+1(j + k + n+ 1)(n+1)/2.
Thus (36) holds for all c ∈ N. 
Theorem 4. [Kra05, Kra07] Let n ≥ 1, α > −1, then
n!
Γ(n+ α+ 1)
max
λ≥0
(
λα+1e−λ (Lαn)
2 (λ)
)
< 6n1/6
√
n+ α+ 1.
The bound of Krasikov’s result is sharper than Lemma 4 for c = 1. Interpolate between these two
estimates, we get
Lemma 5.
(38)
n!
(n+ j)!
max
λ≥0
(
λj+ce−λ
(
Ljn
)2
(λ)
)
. (1 + n)(2−c)/6(n+ j + 1)(3c−2)/2, j, n ∈ N,
where 1 ≤ c ≤ 2, or equivalently, assume j ≥ k,
(39) ‖|w|cV1 (hj , hk) (p, q)‖L∞ . (1 + k)(2−c)/12(j + 1)(3c−2)/4, j, k ∈ N, w = p+ iq ∈ C,
Proof. By Lemma 4,
n!
(n+ j)!
max
λ≥0
(
λj+2e−λ
(
Ljn
)2
(λ)
)
. (j + n+ 1)2.
When n = 0, by Stirling formula,
1
(j)!
max
λ≥0
(
λj+1e−λ
(
Lj0
)2
(λ)
)
=
(j + 1)j+1e−j
j!
.
√
j + 1.
Together with Theorem 4,
n!
(n+ j)!
max
λ≥0
(
λj+1e−λ
(
Ljn
)2
(λ)
)
. (1 + n)1/6
√
n+ j + 1, j, n ∈ N.
When λ > 0, interpolate the exponent α in λj+1+αe−λ
(
Ljn
)2
(λ), 0 ≤ Re(α) ≤ 1. As a result of the
complex interpolation, (38) holds. 
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Remark 5. Lemma 5 is not optimal. [Sze75, Theorem 8.91.2, p. 241] says for a > 0 and fixed j ∈ N,
sup
λ≥a
e−λ/2|λ|(c+j)/2
∣∣Ljn∣∣ (λ) ∼ 〈n〉j/2+c/2−1/3, c ≥ 1/2.
For j = 0, after some work, supλ≥0 e
−λ/2|λ|c/2 |Ln| (λ) ∼ 〈n〉c/2−1/3, c ≥ 1/2. For n = 0, by Stirling
formula,
1√
j!
max
λ≥0
e−λ/2λ(c+j)/2
∣∣∣Lj0∣∣∣ (λ) = e−(c+j)/2(c+ j)(c+j)/2√j! . 〈j〉c/2−1/4.
These two results describe two extreme cases j = 0 and n = 0 of
√
n!√
(n+ j)!
max
λ≥0
e−λ/2λ(c+j)/2
∣∣Ljn∣∣ (λ) = ‖|w|cV (hn, hn+j)(w)‖L∞ .
“Interpolate” them, we expect ‖|w|cV (hn, hn+j)(w)‖L∞ . 〈n〉−1/12〈n + j〉c/2−1/4, c ≥ 1/2, j, n ∈ N,
which is confirmed by the numerical data for a large range of j, n when c = 1/2, 1, 3/2. However a
rigorous proof is missing.
Now we are ready to establish the collapsing estimate theorem 1.
Proof. Apply Parseval theorem on L2([0, π/b]),
‖|∇x|cΓ(t, x, x)‖2L2
[0,π/b]
L2x
=
∥∥∥∥∥∥|∇x|c
∑
j,k∈N
e−2b(j−k)itΓjk(x, x)
∥∥∥∥∥∥
2
L2
[0,π/b]
L2x
=
π
b
∑
m∈Z
∥∥∥∥∥∥∥∥
|∇x|c
∑
j−k=m
j,k∈N
Γjk(x, x)
∥∥∥∥∥∥∥∥
2
L2x
.(40)
Then apply the Fourier transform on |∇x|cΓjk(x, x),(
̂|∇x|cΓjk
)
(ξ) =
1
2π
∫
R4
dx˜dy˜ |ξ|cΓjk(x˜, y˜)
(
e−iξx˜W (hj)(ξ)
) ∗ (e−iξy˜W (hk)(ξ))
∗ δ
(
ξ +
b
2
J(x˜− y˜)
)
,
where W is the Wigner transform with ~ = b. To compute
(
e−iξx˜W (hj)(ξ)
) ∗ (e−iξy˜W (hk)(ξ)), use tools
from the appendix
=
∫
R2
dξ˜ e−i(ξ−ξ˜)x˜W (hj)(ξ − ξ˜)e−iξ˜y˜W (hk)(ξ˜)
=
∫
R2
dξ˜ W
(
ρb
(
−Jξ
b
)
ρb
(
x˜
2
)
h˜j , ρb
(
−Jξ
b
)
ρb
(
− x˜
2
)
h˜j
)
(ξ˜)W
(
ρb
(
y˜
2
)
hk, ρb
(
− y˜
2
)
hk
)
(ξ˜)
=
2π
b
〈
ρb
(
−Jξ
b
)
ρb
(
x˜
2
)
h˜j , ρb
(
y˜
2
)
hk
〉〈
ρb
(
− y˜
2
)
hk, ρb
(
−Jξ
b
)
ρb
(
− x˜
2
)
h˜j
〉
=
2π
b
〈
h˜j, ρb
(
− x˜
2
)
ρb
(
Jξ
b
)
ρb
(
y˜
2
)
hk
〉〈
ρb
(
x˜
2
)
ρb
(
Jξ
b
)
ρb
(
− y˜
2
)
hk, h˜j
〉
=
2π
b
e−i(x˜+y˜)ξ/2V (hk, h˜j)
(
Jξ
b
− x˜− y˜
2
)
V (hk, h˜j)
(
Jξ
b
+
x˜− y˜
2
)
=
πb
2
e−i(x˜+y˜)ξ/2W (hk, hj)
(
ξ
2
+
bJ (x˜− y˜)
4
)
W (hk, hj)
(
ξ
2
− bJ (x˜− y˜)
4
)
.
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Then (
̂|∇x|cΓjk
)
(ξ) =
b
4
∫
R4
dx˜dy˜ |ξ|cΓjk(x˜, y˜) exp
(
− i
2
[(x˜+ y˜)ξ + bΩ(x˜+ y˜, x˜− y˜)]
)
×
W (hk, hj)
(
ξ
2
+
bJ(x˜− y˜)
2
)
W (hk, hj)
(
ξ
2
)
.
Next estimate
(40) . b
∑
m∈Z

 ∑
j−k=m
j,k∈N
∥∥∥∥
∫
R2
d(x˜− y˜) |ξ|cFx˜+y˜ (Γjk)
(
1
2
(
ξ +
bJ(x˜− y˜)
2
)
, x˜− y˜
)
×
W (hk, hj)
(
ξ
2
+
bJ (x˜− y˜)
2
)
W (hk, hj)
(
ξ
2
)∥∥∥∥
L2ξ
)2
(Fourier transform on x˜+ y˜, Minkowski inequality)
. b
∑
m∈Z

b−1 ∑
j−k=m
j,k∈N
‖W (hk, hj)‖L2
R2
‖Γjk‖L2
R4
sup
ξ∈R2
|ξ|c |W (hk, hj)|
(
ξ
2
)
2
(Cauchy-Schwartz inequality)
. b−2 sup
m∈Z

 ∑
j−k=m
j,k∈N
1
〈2bj〉s〈2bk〉s supξ∈R2
|ξ|2c |W (hk, hj)|2 (ξ)

 ∑
j,k∈N
〈2bj〉s〈2bk〉s‖Γjk‖2L2
R4
(
since ‖W (hk, hj)‖2L2
R2
=
2π
b
〈hk, hk〉〈hj , hj〉 = 2π
b
)
.
The problem reduces to show
b−2 sup
m∈Z

 ∑
j−k=m
j,k∈N
1
〈2bj〉s〈2bk〉s supξ∈R2
|ξ|2c |W (hk, hj)|2 (ξ)

 <∞.
By Theorem 7 and Theorem 6, it further reduces to
bc−4 sup
m∈Z
∑
j−k=m
j,k∈N
1
〈2bj〉s〈2bk〉s ‖|w|
cV1(hj , hk)(p, q)‖2L∞ , w = p+ iq ∈ C.
For (7), take c = 0. By Lemma 4, if s > 1/2,∑
j−k=m
j,k∈N
1
〈2bj〉s〈2bk〉s ‖V1(hj , hk)(p, q)‖
2
L∞ ≤
∑
j−k=m
k∈N
1
〈2bj〉s〈2bk〉s ≤
∑
k∈N
1
〈2bk〉2s <∞.
For (8), by Lemma 5, for 1 ≤ c ≤ 2,∑
j−k=m
j,k∈N
1
〈2bj〉s〈2bk〉s ‖|w|
cV1(hj , hk)(p, q)‖2L∞ .
∑
j−k=m
k∈N
〈k〉(2−c)/6〈j〉(3c−2)/2
〈2bj〉s〈2bk〉s
.
1
(2b)2s
∑
k∈N
1
〈k〉2s−4c/3+2/3 .
Set s = 1, then 1 ≤ c < 5/4. 
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Remark 6. Even though by (16), there is an integral formula for the collapsing term, we could not use
change of variables as the Hh case or the Fourier transform as the Laplace case to reduce it to a doable
form. Consequently we adopt this spectral approach.
4. Stationary Solutions
To find stationary solutions to (4), since D and D∗ are related to the Lie algebra h1 by (51), we turn
to a quotient subgroup Hred1 of the Heisenberg group H1. For readers, the review is in the appendix.
Remark 7. The connection between D and h1 has previously been studied by [MPR81].
Proposition 4. Suppose w ∈ L1 (R2), there are two families of stationary solutions to (4),
(i) Πφ(x, y) = φ(x − y) exp
(
ib
Ω(x, y)
2
)
, for arbitrary φ on R2,
(ii) Π¯φ(x, y) = φ¯(x− y) exp
(
−ibΩ(x, y)
2
)
, where φ is of radial symmetry, φ(x) = φ(|x|).
Proof. Due to the correspondence (51), we regard D and D∗ as the Lie algebra of H1. Since the Lebesgue
measure onHred1 is bi-invariant, by lemma 6, we conclude that the HamiltonH commutes with the twisted
convolution. Then let Πφ denote the twisted convolution with the integral kernel φ(x− y) exp
(
ibΩ(x,y)2
)
,
[D∗D,Πφ] = D
∗[D,Πφ] + [D
∗,Πφ]D = 0
=⇒ Hx
∫
R2
Πφ(x, y)f(y)dy −
∫
R2
Πφ(x, y)Hyf(y)dy
=
∫
R2
(
HxΠφ(x, y)− H¯yΠφ(x, y)
)
f(y)dy = 0, ∀f ∈ S(R2)
Besides Πφ(x, x) = φ(0) and w ∗ φ(0) = φ(0)
∫
w(x) dx are constant, Πφ is a stationary solution to (4).
Meanwhile, if we calculate
(
Hx − H¯y
)
Π¯φ directly,(
Hx − H¯y
)
Π¯φ =
(
Hx − H¯x − H¯y +Hy
)
Π¯φ +
(
H¯x −Hy
)
Π¯φ
= 2ib (xJ∇x + yJ∇y) Π¯φ
= 2ib(x− y)TJ (∇xφ¯(x− y)) exp
(
− ibΩ(x, y)
2
)
,
which vanishes when φ is a function of radial symmetry. 
Next perturb Γ by Π¯φ and the evolution equation for the perturbation Q = Γ− Π¯φ is
i ∂tQ(t, x, y) =
(
Hx − H¯y
)
Q(t, x, y) + w ∗Q(t, x, x)Q(t, x, y)−Q(t, x, y)w ∗Q(t, y, y)
+Q(t, x, x)Π¯φ(x, y)− Π¯φ(x, y)Q(t, y, y),(41)
or in the operator form (5). The reason why choosing Π¯φ over Πφ is given in Remark 8.
5. Well-posedness Theorem for the Perturbed Equation
Consider the unperturbed equation (4). It is well-posed in several spaces, for example,
(42)
{
Γ0
∣∣∣∣
∥∥∥〈Hhx〉1/4+ǫ〈Hhy〉1/4+ǫΓ0∥∥∥
L2xL
2
y
<∞, x, y ∈ R2
}
, for ǫ > 0.
Since Hh = −∆+ b
2|x|2
4 dominates −∆+ 1 and commutes with H , we can use the same tricks for the
Laplace case [GM17][CHP17], prove the collapsing estimate and use it with Strichartz estimates to derive
Theorem 5. Suppose w ∈ L1(R2), (4) is locally well-posed in (42).
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The proof is the same as the Laplace case up to minor modification (with the lens transformation[Tao]).
However when it comes to the perturbed equation (5),
∣∣HhΠ¯φ∣∣ is no longer translation invariant, which
could cause an issue. Therefore we use norms like
∥∥〈H〉s/2 (·)∥∥. Besides intuitively, it is better since it
comes from the Hamilton of the system.
Next we prove Theorem 2.
Proof. By Duhamel’s formulation, we define the solution map Φ and the solution space solT for the
contraction mapping principle,
Φ(u)(t, x, y) := e−i(Hx−H¯y)tQ0 − i
∫ t
0
e−i(Hx−H¯y)(t−τ)[w ∗ ρu, u+ Π¯φ] dτ,(43)
solT :=
{
Q(t, x, y)
∣∣∣∣∣‖Q(t, x, y)‖B := sup(q,r)∈S ‖〈Hx〉1/2〈H¯y〉1/2Q‖LqIT LrxL2y∩LqIT LryL2x
+‖〈∇〉9/8Q(t, x, x)‖L2IT L2x ≤ C
∥∥∥〈Hx〉1/2〈H¯y〉1/2Q0∥∥∥
L2xL
2
y
}
,(44)
where IT = [0, T ] and
S =
{
(q, r)
∣∣∣∣
(
1
q
,
1
r
)
is in the segment from
(
1
∞ ,
1
2
)
to
(
1
4
,
1
4
)}
⊂ (14).
Parameters T and C > 1 are to be determined later.
1. Show Φ maps solT to itself.
Suppose u ∈ solT . By Theorem 1 and Proposition 3,
‖e−i(Hx−H¯y)tQ0‖B .T
∥∥∥〈Hx〉1/2〈H¯y〉1/2Q0∥∥∥
L2xL
2
y
.
Choose T = π/4b, then C is the constant such that
‖e−i(Hx−H¯y)tQ0‖B ≤ C
∥∥∥〈Hx〉1/2〈H¯y〉1/2Q0∥∥∥
L2xL
2
y
/2.
To estimate
∥∥∥∫ t0 e−i(Hx−H¯y)(t−τ)[w ∗ ρu, u+ Π¯φ](τ) dτ
∥∥∥
B
, we need to control terms like∥∥∥〈Hx〉1/2〈H¯y〉1/2 (·)∥∥∥
LqIT
LrxL
2
y
,
∥∥∥〈∇〉9/8(·)∥∥∥
L2IT
L2x
,
which can be reduced to
∥∥〈Hx〉1/2〈H¯y〉1/2[w ∗ ρu, u+ Π¯φ]∥∥L1IT L2xL2y . The argument is that, use the dual
characterization of Lp spaces and the Strichartz estimate∫
IT
∫
R2
dtdx G¯(t, x)
∫ t
0
e−i(Hx−H¯y)(t−τ)F (τ, x)dτ
=
∫
IT
∫
R2
dτdxF (τ, x)
∫ T
τ
e−i(Hx−H¯y)(τ−t)G(t, x) dt
.
∫
IT
dτ ‖F‖L2x (τ) ‖G‖Lq′IT Lr′x ,
(
1
q
+
1
q′
= 1,
1
r
+
1
r′
= 1
)
and apply Theorem 1,
∥∥∥〈∇〉9/8 ∫ t0 e−i(Hx−H¯y)(t−τ)F (τ, x, y) dτ
∥∥∥
L2IT
L2x
is controlled by
∥∥∥∥∥
∫ T
0
∥∥∥〈∇〉9/8e−i(Hx−H¯y)(t−τ)F (τ)∥∥∥
L2x
dτ
∥∥∥∥∥
L2IT
≤
∫ T
0
dτ
∥∥∥〈∇〉9/8e−i(Hx−H¯y)(t−τ)F (τ)∥∥∥
L2IT
L2x
.
∫ T
0
dτ
∥∥∥〈Hx〉1/2〈H¯y〉1/2F (τ)∥∥∥
L2xL
2
y
.
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Next, it is to give estimates on∥∥∥〈Hx〉1/2〈H¯y〉1/2[w ∗ ρu, u]∥∥∥
L1IT
L2xL
2
y
,
∥∥∥〈Hx〉1/2〈H¯y〉1/2[w ∗ ρu, Π¯φ]∥∥∥
L1IT
L2xL
2
y
.
Since the commutation relation does not play a role of deriving those estimates, we give proofs for one
of the two terms in the commutation relation. The other one is dealt similarly.
For the term
∥∥〈Hx〉1/2〈H¯y〉1/2 (w ∗ ρu) (t, x)u(t, x, y)∥∥L1IT L2xL2y , by applying Sobolev inequality, Lemma
3 and Young’s convolution inequality, we get
. ‖Dx〈H¯y〉1/2 (w ∗ ρu)u‖L1IT L2xL2y + ‖〈H¯y〉
1/2 (w ∗ ρu)u‖L1IT L2xL2y
.
∥∥∥2∂zx (w ∗ ρu) 〈H¯y〉1/2u∥∥∥
L1IT
L2xL
2
y
+
∥∥∥(w ∗ ρu) 〈Hx〉1/2〈H¯y〉1/2u∥∥∥
L1IT
L2xL
2
y
. T 1/2
∥∥∥|∇|9/8ρu∥∥∥
L2IT
L2x
‖〈Hx〉1/2〈H¯y〉1/2u‖L∞IT L2xL2y
+ T 1/4
∥∥∥|∇|1/2ρu∥∥∥
L2IT
L2x
∥∥∥〈Hx〉1/2〈H¯y〉1/2u∥∥∥
L4IT
L4xL
2
y
. max{T 1/2, T 1/4}
∥∥∥〈Hx〉1/2〈H¯y〉1/2Q0∥∥∥2
L2xL
2
y
.
Then for
∥∥〈Hx〉1/2〈H¯y〉1/2[w ∗ ρu, Π¯φ]∥∥L1IT L2xL2y , since
D¯yΠ¯φ(x, y) =
(
2∂zφ¯(x− y) + b
2
(z¯x − z¯y)φ¯(x − y)
)
e−ibΩ(x,y)/2,
DxΠ¯φ(x, y) =
(
−2∂z¯φ¯(x − y)− b
2
(zx − zy)φ¯(x− y)
)
e−ibΩ(x,y)/2,
DxD¯yΠ¯φ(x, y) =
(−4∂z¯∂zφ¯(x− y)− b(zx − zy)∂zφ¯(x− y)
−b(z¯x − z¯y)∂z¯φ¯(x − y)− b
2
4
|x− y|2φ¯(x − y)
)
e−ibΩ(x,y)/2,
we get
∥∥D¯yΠ¯φ(x, y)∥∥L2
x(y)
.
∥∥∥〈H¯〉1/2φ¯∥∥∥
L2
,
∥∥DxΠ¯φ(x, y)∥∥L2
x(y)
.
∥∥∥〈H〉1/2φ¯∥∥∥
L2
,∥∥DxD¯yΠ¯φ(x, y)∥∥L2
x(y)
.
∥∥∥〈H〉1/2〈H¯〉1/2φ¯∥∥∥
L2
.
Thus ∥∥∥〈Hx〉1/2〈H¯y〉1/2[w ∗ ρu, Π¯φ]∥∥∥
L1IT
L2xL
2
y
. ‖〈∇x〉ρu‖L1IT L2x
∥∥∥〈H〉1/2〈H¯〉1/2φ¯∥∥∥
L2
. T 1/2
∥∥∥〈Hx〉1/2〈H¯y〉1/2Q0∥∥∥
L2xL
2
y
∥∥∥〈H〉1/2〈H¯〉1/2φ¯∥∥∥
L2
If necessary, shrink the interval IT such that∥∥∥∥
∫ t
0
e−i(Hx−H¯y)(t−τ)[w ∗ ρu, u+ Π¯φ](τ) dτ
∥∥∥∥
B
≤ C
2
∥∥∥〈Hx〉1/2〈H¯y〉1/2Q0∥∥∥
L2xL
2
y
.
Thus Φ maps solT to itself.
2. Show Φ is a contraction map.
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For any u1, u2 ∈ solT , similarly as step 1,
‖Φ(u1)− Φ(u2)‖B ≤
∥∥∥∥
∫ t
0
dτ e−i(Hx−H¯y)(t−τ)[w ∗ ρu1 − w ∗ ρu2 , Π¯φ]
∥∥∥∥
B
+
∥∥∥∥
∫ t
0
dτ e−i(Hx−H¯y)(t−τ)[w ∗ ρu1 − w ∗ ρu2 , u1]
∥∥∥∥
B
+
∥∥∥∥
∫ t
0
dτ e−i(Hx−H¯y)(t−τ)[w ∗ ρu2 , u1 − u2]
∥∥∥∥
B
. T 1/2‖〈∇x〉(ρu1 − ρu2)‖L2IT L2x
∥∥∥〈H〉1/2〈H¯〉1/2φ¯∥∥∥
L2
+max{T 1/2, T 1/4}‖u1 − u2‖B (‖u1‖B + ‖u2‖B)
. max{T 1/2, T 1/4}‖u1 − u2‖B
∥∥∥〈Hx〉1/2〈H¯y〉1/2Q0∥∥∥
L2xL
2
y
.
If needed, choose a smaller T such that ‖Φ(u1)− Φ(u2)‖B ≤ ‖u1 − u2‖B/2.
Then the local well-posedness for (5) is the result of the contraction mapping principle. 
Remark 8. For the covariant derivative D, since D(fg) = (Df)g− 2f∂z¯g and we couldn’t control Dρu,
when it applies to ρuΠ¯φ, we want to put D on Π¯φ. Furthermore, we need
∣∣D¯yΠ¯φ∣∣, ∣∣DxΠ¯φ∣∣, ∣∣DxD¯yΠ¯φ∣∣
to be translation invariant. If we use Πφ as the stationary solution,
D¯yΠφ(x, y) =
(
2∂zφ(x − y)− b
2
(z¯x + z¯y)φ(x − y)
)
eibΩ(x,y)/2,
DxΠφ(x, y) =
(
−2∂z¯φ(x− y)− b
2
(zx + zy)φ(x − y)
)
eibΩ(x,y)/2,
whose absolute values are not translation invariant. The consequence is terms like
∥∥ρu(x)D¯yΠφ(x, y)∥∥L2xL2y
can not be controlled. Therefore our preference for the Fermi sea is Π¯φ.
Remark 9. Formally, the conserved quantity of (5) is the total energy
(45) E(Q) = Tr
(
H1/2QH1/2
)
+
1
2
∫
R2
(w ∗ ρQ) (x)ρQ(x) dx.
However since we lack of tools to control
∥∥ρQΠ¯φ∥∥Tr, a rigorous proof is missing.
In the proof of Theorem 2, the Strichartz norm is used in the solution space solT where (q, r) is just
a part of the whole set (14) of admissible pairs. Actually, we could choose arbitrary range of admissible
pairs (q, r), except for the extreme point (2,∞). The argument still works, which implies Proposition 1.
6. Appendix
6.1. Heisenberg Group. [Fol89]Let’s review the Heisenberg group H1 with the group law
(46) (p1, q1, t1) · (p2, q2, t2) =
(
p1 + p2, q1 + q2, t1 + t2 + b
Ω ((p1, q1), (p2, q2))
2
)
,
where pi, qi ∈ R, ti ∈ R, and impose a complex structure on R2, z = p+ q i.
The tangent space TH1 is identified with R
2+1. Then the differential of the left multiplication Lg,
where g = (pg, qg, tg), is
DLg
(
∂
∂p
,
∂
∂q
,
∂
∂t
)
=
(
∂
∂p
,
∂
∂q
,
∂
∂t
) 1 0 00 1 0
−bqg/2 bpg/2 1

 .
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Thus the Lie algebras h1 consisting of left invariant vector fields is
h1 = R-span
{
∂
∂p
− b q
2
∂
∂t
,
∂
∂q
+ b
p
2
∂
∂t
,
∂
∂t
}
.
The corresponding complexified space is
hC1 = C-span
{
2
∂
∂z¯
+ i
bz
2
∂
∂t
, 2
∂
∂z
− i bz¯
2
∂
∂t
,
∂
∂t
}
.(47)
Denote DH1 = −2∂z¯ − ibz∂t/2 and D∗H1 = 2∂z − ibz¯∂t/2. Suppose f˜ ∈ S(H1), then apply the inverse
Fourier transform on t variable,
DˇH1
ˇ˜
f =
1√
2π
∫
R
(
−2∂z¯ − bzτ
2
)
f˜(q, p, t)eitτ dt.
Recall D = −2∂z¯ − bz/2 and D∗ = 2∂z − bz¯/2. On the piece τ = 1, DH1 and D∗H1 correspond to D and
D∗ respectively.
To make this correspondence rigorous, consider a quotient group Hred1 of H1
(48) Hred1 := H1/ {(0, 0, t)| t ∈ 2πZ} , { (0, 0, t)| t ∈ 2πZ} ⊂ C(H1).
For any function f on R2, it can be lifted to H1 in the way
(49) f˜(p, q, t) =
√
2π exp(−ti)f(p, q).
Then (
f˜ ∗ g˜
)
(p, q, t) =
∫
Hred1
f˜
(
(p, q, t) · (p˜, q˜, t˜)−1) g˜(p˜, q˜, t˜) dp˜dq˜dt˜
=
∫
Hred1
f˜
(
p− p˜, q − q˜, t− t˜− bΩ ((p, q), (p˜, q˜))
2
)
g˜(p˜, q˜, t˜) dp˜dq˜dt˜
= 2π exp(−t1i)
∫
R2
f(p− p˜, q − q˜)g(p˜, q˜) exp
(
ib
Ω ((p, q), (p˜, q˜))
2
)
dp˜dq˜.
Thus we define
Definition 2. The twisted convolution is defined as
(50) (f♮g)(p, q) :=
∫
R2
f(p− p˜, q − q˜)g(p˜, q˜) exp
(
ib
Ω ((p, q), (p˜, q˜))
2
)
dp˜dq˜.
Through relation (49), the correspondence between D(D∗) and DH1
(
D∗H1
)
is(
−2 ∂
∂z¯
− ibz
2
∂
∂t
)
f˜(p, q, t) =
(
−2 ∂
∂z¯
− bz
2
)
f˜(p, q, t),(51) (
2
∂
∂z
− ib z¯
2
∂
∂t
)
f˜(p, q, t) =
(
2
∂
∂z
− b z¯
2
)
f˜(p, q, t).(52)
Lemma 6. Let G be a Lie group endowed with a right invariant Haar measure dµ, then
(53) LX (f ∗ g) = f ∗ LXg, X ∈ g
where ∗ is the convolution on G
f ∗ g :=
∫
G
f(xy−1)g(y)dy.
Furthermore, (53) holds for the complexified Lie algebra gC.
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Proof. Suppose X ∈ g, denote the one parameter subgroup generated by X by exp(tX) and the action
of exp(tX) on G by exp(tX).x, namely x ∈ G travels along the flow generated by X . Then∫
G
f
(
(exp(tX).x)y−1
)
g(y) dy =
∫
G
f
(
x exp(tX)y−1
)
g(y) dy
=
∫
G
f
(
x (y exp(−tX))−1
)
g(y) dy
=
∫
G
f
(
xy−1
)
g (exp(tX).y) R∗exp(tX)dy
=
∫
G
f
(
xy−1
)
g (exp(tX).y) dy
which implies (53). 
6.2. Transform. For completeness, we list some important results about the Fourier-Wigner transform
and the Wigner transform from [Fol89]. In the following context, ~ is the reduced Planck constant.
Definition 3. The Fourier-Wigner transform is defined as
V (f, g)(p, q) := 〈ei(pP+qQ)f, g〉 =
∫
Rn
eiqx+ipq~/2f(x+ p~)g¯(x) dx, f, g ∈ L2(Rn).
Definition 4. The Wigner transform is defined as the Fourier transform of the Fourier-Wigner transform
W (f, g)(ξ, x) :=
1
(2π)n
∫
R2n
dpdq e−iξp−ixq
∫
Rn
dy eiqy+ipq~/2f(y + p~)g¯(y).
Lemma 7. The Fourier-Wigner transform and the Wigner transform are related by
W (f, g)(ξ, x) =
(
2
~
)n
V (f, g˜)
(
2x
~
,−2ξ
~
)
, x, ξ ∈ Rn.
Definition 5. The twisted convolution is defined as
(f ♮g) (p, q) =
∫
R2n
f ((p, q)− (p˜, q˜)) g(p˜, q˜)e(i~Ω((p,q),(p˜,q˜))/2) dp˜dq˜.
Lemma 8. (1) Suppose fj , gj ∈ L2(Rn),
V (f1, g1)♮V (f2, g2) =
(
2π
~
)n
〈g2, f1〉V (f2, g1).
(2) W (ρh(a, b)f, ρh(c, d)g) (ξ, x)
= exp
(
− i~
2
Ω ((a, b), (c, d)) + i 〈(a, b)− (c, d), (ξ, x)〉
)
·W (f, g)
(
ξ − ~(b + d)
2
, x+
~(a+ c)
2
)
.
(3) Suppose f t(x) = |t|n/2f(tx), for t ∈ R\{0}, then
W (f t, gt)(ξ, x) = W (f, g)(t−1ξ, tx).
(4) W (f, g)(ξ, x) =W (g, f)(ξ, x).
Theorem 6. Hermite functions and associated Laguerre polynomials are connected in the way,
V (hj , hk)(p, q) =


√
k!
j!
(√
~
2
w
)j−k
e−~|w|
2/4Lj−kk
(
~|w|2
2
)
, j ≥ k
(−1)j+k
√
j!
k!
(√
~
2
w¯
)k−j
e−~|w|
2/4Lk−jj
(
~|w|2
2
)
, j ≤ k
where w = p+ iq (p, q ∈ R), hj(x) = (a†)jΩ0/
√
j![a, a†]j, Ω0 = e
−x2/2~/(~π)1/4 and a† =
x− ~∂x√
2
.
LOCAL WELL-POSEDNESS FOR THE RHF EQUATION 19
For the Wigner transform, there is a similar formula.
Theorem 7.
W (hj , hk)(ξ, x) =


(−1)k 2
~
√
k!
j!
(√
2
~
z¯
)j−k
Lj−kk
(
2|z|2
~
)
e−|z|
2/~, j ≥ k
(−1)j 2
~
√
j!
k!
(√
2
~
z
)k−j
Lk−jj
(
2|z|2
~
)
e−|z|
2/~, j ≤ k
where z = x+ iξ.
Let µ be the Metaplectic representation from Mp(2n,R) to U
(
L2(Rn)
)
, with infinitesimal represen-
tation
dµ : A =
(
A B
C −AT
)
∈ sp(2n,R) 7→ − 1
2i
(
Q P
)(A B
C −AT
)(
0 id
−id 0
)(
Q
P
)
,
where Q = x and P = −i∇x, x ∈ Rn.
Theorem 8. Suppose
(
A(t) B(t)
C(t) D(t)
)
= exp
((
A B
C −AT
)
t
)
, where
(
A B
C −AT
)
∈ sp(2n,R), for some
time T > 0 such that when t ∈ [0, T ], det(D(t)) > 0, then
µ
(
A(t) B(t)
C(t) D(t)
)
f(x)(54)
=
1
det (D(t))
1/2
(2π)n/2
∫
Rn
exp (−iS(x, ξ)) fˇ(ξ) dξ, x ∈ Rn, t ∈ [0, T ]
where
S(x, ξ) =
−ξD(t)−1C(t)ξ
2
+ ξD(t)−1x+
xB(t)D(t)−1x
2
.
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