Abstract
Introduction
In recent years, significant progress has been made in the area of face detection and recognition. However, most of the previous work in face detection is limited to the frontal view. Sung and Poggio proposed a Neural Network (NN) based approach which uses 6 face and 6 nonface prototypes to build the hidden layers. The distances between a detected pattern and each of the 12 prototypes are measured to synthesize the final output [12] . Another NN based approach proposed by Rowley et al. can cope with the rotation in the image plane by designing an extra NN to estimate the orientation of face [9] . Osuna et al. presented a Support Vector Machine (SVM) based approach for frontal view face detection. This is one of the first applications of SVM on real-world problems [7] . How to deal with the rotation in depth, i.e. detect faces across views, however, remains a challenging problem.
The issue of face recognition has also been extensively addressed during the past decade [5, 13, 3] . Among them, the eigenface approach proposed in [5, 13] uses Principal Component Analysis (PCA) to code face images and capture face features. This approach has then been extended to view-based and modular eigenspaces intended for recognising faces under varying views. [3] uses similarity vectors to estimate head pose and recognise faces across views. However, the results on multi-view face recognition are usually inferior to frontal view face recognition.
We propose an approach which uses SVM for multi-view face detection and recognition. On the detection aspect, this approach can cope with face rotation in depth by using multiple face detectors specific to different views. On the recognition aspect, pose estimation results are employed to activate frontal-view face recognisers. An important characteristic of our approach is that it can obtain a robust performance in a poorly constrained environment, especially for low resolution, large scale changes, and rotation in depth.
The paper is organised as follows: The basic notion and properties of SVM are introduced in Section 2. Our approach to multi-view face detection and face recognition using SVM is described in Section 3. Section 4 provides experiment results. The conclusions are drawn in Section 5.
Support Vector Machine
The SVM is based on Structural Risk Minimization theory [1, 15, 4] . For given observations Ü and interpretations Ý, one finds the optimal approximation ´Ü « µ Û ¡¨´Üµ · (1) where « represents the parameters of a learning machine, is a map from the original data space of Ü to a highdimensional feature space and is the threshold [15] 
the SVC problem can be transformed to maximize
which gives a separating function
On the other hand, the SVR problem can be solved by maximizing
which provides the solution
It is interesting to notice that only a few parameters « take non-zero values, i.e. only those "important" examples, known as Support Vectors (SVs), are selected to construct the optimal approximation functions (6) and (10) . Functions (6) and (10) are linear combinations of the SVs in high-dimensional feature space. However, instead of computing the map¨explicitly, one only needs to compute the kernel function (2) with great ease.
There have been many applications in the area of SVC, such as face detection [7] , text information categorization [4] and Optical Character Recognition [10] . However, most of the published results on SVR are still on toy problem [2, 11] . In the following sections, our approach of combining SVC, SVR and multi-class SVC for multi-view face detection and recognition is described in detail.
Multi-view Face Detection and Recognition under a SVM Framework
Our approach to multi-view face detection and recognition using SVM can be described as follows:
1. using motion and skin colour context to bootstrap subimages containing faces;
2. exhaustively scanning the sub-images with different scales;
3. for each image patch from the scanning, estimating the "pose" using SVR pose estimators;
4. choosing a proper face detector from a set of SVC based multi-view face detectors according to the estimated "pose" to determine whether or not the pattern is a face. If the output of the face detector is above a preset threshold, then a face is detected, and the position, scale and pose of the detected face are fed to the next step of recognition. Otherwise, the pattern is regarded as a meaningless patch of image;
5. synthesizing all detections to a single detection;
6. if the detected face is in frontal view, a SVC based face recogniser is activated to perform recognition on the face. The process is illustrated in Figure 1 . It is worth noticing that head pose estimation plays an important role in the process for reducing computational cost, improving accuracy, and providing useful information for visual interaction. These topics will be presented in detail in the following sections.
Face images of one person in different poses can appear much more dissimilar than faces of different people at the same pose. However, if the pose of a face image is known, then the recognition problem can be simplified to a great extend. Also, pose information provides a useful cue for motion prediction, selected object tracking, and intention understanding. which are crucial in visual interaction.
In our approach, a SVR based pose estimator is trained using 1596 face images which can give robust estimation with only a small number of SVs.
Two Sobel operators (horizontal and vertical) are adopted as a filter to preprocess the training face images. The two filtered images are combined together as the compositive patterns (see Figure 2 ). As the filter captures the changes both in horizontal and vertical directions which correspond to yaw and tilt changes respectively, the filtered patterns are more representative than the original images.
PCA [8, 6] is performed on the filtered patterns in order to reduce the dimensionality of the training examples. Figure 2 illustrates the first 10 Principal Components (PCs) and the reconstructed patterns from the first 20 PCs compared to the original images and the filtered patterns.
Two SVR based pose estimators, one for yaw and the other for tilt, are constructed to estimate the head poses. For each of the pose estimators, the preprocessed images are taken as patterns Ü, and yaw/tilt angles as Ý are fed into a decomposition algorithm based on the LOQO [14] , an algorithm for the quadratic optimization problem. In most cases, the proportion of SVs is only 10-15% of the training examples.
When running the pose estimators on an image (or a sequence of images) containing faces, exhaustive scanning on a segmented image region (normally obtained by using motion and skin colour) is performed. The estimated result of each cropped sub-image is fed to the multi-view face detectors to determine whether it is a face. Face detection can be treated as a classification problem, i.e. separating face patterns from nonface patterns. There are basically three methods to perform multi-view face detection. A straightforward way is to build a single detector dealing with all views of a face. The second approach is to build several detectors, each of them corresponding to a specific view. When detecting, all the detectors are employed, and if one or more of them give positive output, then a face is considered to be detected. Our preliminary experiments showed that the first method led to poor performance due to serious nonlinear variations of faces between different views. The second approach performs better as expected but the computation is expensive, as each of the multi-view face detectors is calculated on a given pattern. We adopted the third approach to the problem by estimating the "pose" of a given pattern before choosing only one of the multiview face detectors to determine whether the targeted image pattern is a face.
As shown in Figure 3 , faces in different views are divided into 8 segments: left profile, left frontal, right frontal, right profile in the horizontal direction (yaw), and up, down in the vertical direction (tilt). We build the multi-view face models according to three considerations:
1. Faces are symmetrical along the vertical line across the nose-bone, so the right view faces can be converted to left view without losing the general face characteristics. Based on this, one only needs to model the multiview faces either in the left or the right view. As illustrated in Figure 3 , only four detectors are constructed. When training each of the multi-view face detectors, the face images corresponding to the specific view are selected from the same database for pose estimation as positive examples (faces). Negative examples (non-faces) are collected by a boot-strapping technique [12] from a set of scenic pictures.
The original size of the example images is 20x20 in pixels. The method described in Section 3.1 is used for image preprocessing. The PCA technique is employed to reduce the dimensionality of training examples and to extract features (general face related). Because we are only interested in detecting faces, the same PCA result as Figure 2 was employed which was trained using only positive images (faces).
A decomposition algorithm (SVC, different from the decomposition algorithm in Section 3.1) is developed to train the SVM face detector, where the LOQO algorithm is employed to solve each decomposed subproblem.
Provided the pose of an image patch is known, the computation of face detection can be greatly reduced by only choosing the appropriate face detector for the given pose. This strategy can be efficiently employed in both static images and video sequences.
For video sequences, computational cost can be further reduced by applying a Pose Change Smoothing strategy. Because pose change between two continuous frames is usually small, one can make an assumption that it should be below a threshold , for example 20 AE , i.e. Ø ÐØ´Øµ Ø ÐØ´Ø ½µ (11) Ý Û´Øµ Ý Û´Ø ½µ (12) where Ø ÐØ´Øµ Ý ÛØµ are the current pose estimates, Ø ÐØ´Ø ½µ and Ý Û´Ø ½µ are the previous pose estimates. If the given pose does not satisfy the above conditions, then the image patch can be regarded as not containing a face and face detectors are not activated. In the case where no previous detection is available, one can skip Pose Change Smoothing to increase the possibility of detection.
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Face recognition can be regarded as a multi-class classification problem, i.e. defining several classes, each corresponding to a subject involved in the recognition task, and determining into which class a given face image should fall.
If faces can be tracked continuously in a dynamic visual interactive environment, then it is not necessary to continue face recognition on each frame. Furthermore, because the change of face appearance in frontal view is smoother than in profile views, i.e. less change in frontal view than in profile views with the same rotation in depth, we only construct a face recogniser in frontal view.
In our approach, Ñ SVM classifiers are trained, based on an one-against-all strategy, where Ñ is the number of subjects needed for the recognition task. When recognising a new face image, all the Ñ classifiers give their own outputs, and the final output is generated by synthesizing the 1. Only one has a positive value, and all the others are negative. This is the ideal case. The identification number of the positive classifier is selected as the final output.
2. More than one of the outputs are positive. If we make the assumption that a high output value leads to a high likelihood a face belongs to a subject, then we can adopt the maximal value.
3. None of the outputs is positive. That should be regarded as the new face belongs to a subject who is not included in our subject set. Thus the final output may be taken as "new subject".
In our experiments, we impose another assumption that a test face image must belong to a subject in the recognition set. Under this assumption, the maximal output can be adopted as the final result in the case of (3). To summarise, the recognised result can be achieved by:
where is the identification number of the result subject.
Experiments and Discussions
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Two pose estimators were trained to estimate the yaw and tilt angles of face images respectively. The training set consisted of 1596 20x20 images taken from 12 subjects, one image per pose for each subject containing poses from 0 AE -180 AE in yaw and 60 AE -120 AE in tilt with intervals of 10 AE . All images were filtered by horizontal and vertical Sobel operators before PCA was employed on the compositive patterns to reduce the dimension. Before the patterns were fed to the training algorithm, a simple normalization was carried out to make the deviation of each pattern to 1. Another set of 1283 images were used to test the generalization performance of the trained pose estimators.
The effect of using different numbers of significant PCs, i.e. the dimension of the preprocessed patterns, is shown in We built four SVC based face detectors for up profile view, down profile view, up frontal view and down frontal view as shown in Figure 3 . The training set included 1596 face images and nonface images obtained by a bootstrapping process. Before training, the right view face images (with 90-180 AE in yaw) were converted along the middle vertical line to left view images. Then the images were projected to the first 20 significant PCs (PCA is trained on all 1596 images) and normalized with deviation equal to 1. Face recognition was carried out on a small set of subjects including 10 people. The training set included 90 face images with 9 for each subject. All the faces were collected in frontal view or near frontal view (only 10 AE rotation off the image plane). To make the face images consistent to the face detector, we ran the detector on those images, then cropped the detected patches as the real training examples for face recognition. Part of the original face images and the corresponding cropped parts by the detector are shown in Figure 4 . After training on the 90 cropped images, a face recogniser consisting of 10 one-against-all classifiers was built. Table 3 lists the training results. All the modules for head pose estimation, face detection, and face recognition were integrated into a SVM based system. First, the regions containing faces were segmented from the whole image. The second step was to scan the segmented region with different scales. Pose estimators were employed on each of the image patches. The Pose Changing Smoothing strategy was used to activate the multi-view face detectors for better real-time performance. After scanning, the maximum detection, as well as its pose, position, scale were saved as the final detection. If the detected face was frontal view, the recogniser is turned on to perform recognition. Table 4 lists some results from the experiment of face detection and recognition on four test sequences. The full detection and recognition speed is up to 4 frames/second on a PentiumII300 PC. A sample frame from one sequence with the pose estimation, face detection and recognition results is shown in Figure 5 .
It is important to point out that the face detectors also implicitly performed the task of alignment for recognition. On a small group of subjects such as 10 in our experiments, recognition accuracy based on such alignment is rather good. However, if the number of subjects to be recognised increases, recognition accuracy based on such alignment would decrease. More complex methods are needed for the scalability of recognition. 
