Ahstract-This paper considers the multi-antenna multiple access relay channel (MARC), in which multiple users transmit messages to a common destination with the assistance of a relay. In a variety of MARC settings, the dynamic decode and forward (OOF) protocol is very useful due to its outstanding rate performance. However, the lack of good structured codebooks so far hinders practical applications of OOF for MARC. In this work, a new structured MARC code, one-to-one relay mapper aided multiuser lattice coding (O-MLC), is proposed.
I. INTRODUCTION
In recent years, cooperative communication has drawn a significant amount of interest as a means of providing spatial diversity. Cooperative communication techniques for single source networks have been extensively studied in terms of rate, outage probability or diversity-multiplexing tradeoff (DMT) perspectives [1] [2] [3] . However, practical communication networks usually involve more than one source (user). In this paper, we consider an important multi-user cooperative communication channel, that is, the multi-antenna multiple access relay channel (MARC). The MARC is a multiple access channel (MAC) with an additional shared half-duplex relay [4] . It has been shown that the MARC provides a much larger achievable rate region [4] and diversity gain per user [5] , compared to those of the MAC. Also, since a single relay is shared by multiple users in the MARC, the extra cost of adding such a relay is acceptable.
The achievable rate region of the MARC has been char acterized in [4] and [6] . The decode and forward protocol, which is a special case of the dynamic decode and forward (DDF) protocol [7] , was shown to achieve the capacity region of the MARC when the source-relay link is good enough [6] , thus having a larger achievable rate region than those of the multiple-access amplify and forward (MAF) [5] and compress and forward (CF) protocols [8] . However, the capacity region of the general MARC remains unknown. The DMT for the MARC with single antenna nodes was studied in [5] [7] and [8] . Although the MAF and CF are both DMT optimal in the high multiplexing gain regime, compared with the DDF strategy, they both achieve lower diversity gains in the low to medium multiplexing gain regimes [5] [8] . We focus on the DDF in this paper due to its good performance in a variety of operational settings.
Previous results in [4] - [8] are based on unstructured random codebooks and maximum likelihood (ML) decoders, and are very difficult to implement in practice. In this paper, we propose structured multiuser lattice coding aided by a relay mapper for the MARC under the DDF protocol, in which each node in the MARC has multiple antennas. To simplify the joint codebook design problem for the multiple users and the relay, we introduce a relay mapper which selects the codeword to be transmitted at the relay to aid the users' transmissions. The relay mapper is a key new ingredient for our coding design, which can also help implement the unstructured codebooks in [4] , [6] and [7] in practice, and does not appear in [4] - [8] . We will see that the one-stage coset decoding proposed in [9] fails to achieve the rate performance of the unstructured codebook with ML decoding demonstrated in [6] . Instead, we propose a new K -stage coset decoder that achieves the rate performance in [6] by successive cancellation on the multiuser decoding tree. With the K-stage coset decoder, the structured codes, referred to as one-to-one relay mapper aided multiuser lattice coding (O-MLC), can achieve the rate performance obtained by the unstructured code book in [6] . If only one-stage coset decoding is used, we also show that 0-MLC is DMT optimal for the DDF. Moreover, a naive application of the theoretical error analysis in [9] suffers from significant losses in prediction of the achievable rates of the proposed codes, due to the introduction of the relay mapper. We overcome this problem by introducing a new technique for bounding the error probability over the random relay-mapper codebook ensemble. Some practical MARC code designs were proposed in [10] and [11] , but these studies lack theoretical performance analysis. Through simulations, we show that our proposed lattice coding scheme outperforms the schemes in [5] [8] [10] and [11] in terms of outage probabilities.
II. SYSTEM MODEL
We consider the K-user multiple-antenna MARC as shown in Fig. 1 , in which a relay node is assigned to assist the multiple-access users in transmitting data to a common des tination. Each user and the relay is equipped with M u and M· antennas, respectively, and the destination has N antennas.
In DDF for the MARC, each codeword spans L slots each consisting of T vector symbols, and the block of LT vector symbols is split into two phases due to the half-duplex constraint at the relay node. In Phase 1, the relay receives the signals from the users, then it decodes the users' messages at decision time fi.IT. Following [7] , fi.IT is chosen to be the earliest time index such that after fi. where P r is the received SNR at the relay, Xi , ! is the vector signal transmitted by user i at time index I, and the noise at the relay 01 ""' C N (0, IM r ) is a Gaussian vector. Similar to (1), the received signal at the destination in Phase 1 is 1=1,2, ... , fi. I T
where Pd is the received SNR and VI ""' CN (0, IN) is the noise vector at the destination. In Phase 2, based on the decoded messages obtained at the decision time fi. 1 T, the relay transmits the corresponding coded vector symbols to the destination. The signal received by the destination is then
.. , LT, where XK+I.l denotes the signal transmitted by the relay and HdX + 1 is the channel matrix from the relay to destination. As for the (normalized) MARC input power constraint, it is imposed on each user and the relay as
for i = 1, ... ,K, where the expectation E[ 1 is taken over all codewords in the codebook.
To simplify the presentation for the proposed lattice coding scheme, it is useful to transform our received signal model (1), (2) and (3) into the equivalent real channel model form as in (5) and (6), for the relay and the destination, respectively, 
*Notation IAI denotes the cardinality of a set A. For a matrix M, Ml is the conjugate transpose and IMI is the determinant. We use log(·) for the logarithm with base 2, and x for the direct product An n-dimensional real lattice II. is a discrete additive subgroup of F. The lattice quantization function is defined as QA (Y) � argminA E A Iy -AI for y E m;n, and the modulo lattice operation y = y mod II. � Y -QA(Y) [12] . Some other frequently used notation is summarized in Table I .
The equivalent channel for the destination (6) is formed by concatenating the received signal (2) (6) is Hds / £ [ Hf , ... , H� +l l, where the 2NLT x 2MuLT equivalent channel matrix H7 for user i comes from (2) as (7) where ® denotes the Kronecker product and i = 1, ... , K, while the HK+I for the relay comes from (3) as
zero matrix because the relay is listening in Phase 1. The equivalent channel for the relay (5) can be similarly obtained from (1) as above. We consider two kinds of channel settings, the fixed channel and the slow fading channel. In the fixed channel setting, the channels are deterministic and we use the achievable rate as a performance metric. For the slow fading channel, Hds / and H r e lay are random but remain constant over the whole code block. We assume Rayleigh fading with entries of the channel matrices being independent and identically distributed (i.i.d.) CN(O, 1), and use the DMT or the outage probabilities as performance metrics.
III. PROPOSED RELAY-MAPPER AIDED MULTIUSER LATTICE CODING SCHEMES
In this section, we specify the proposed O-MLC for the MARC, which consists of three building blocks: 1) the relay mapper which decides which codeword to be transmitted at the relay; 2) Loeliger-type nested lattices for the users' and the relay's codebooks; and 3) a K-stage coset decoder, which generalizes the one-stage decoder of [9] . We first briefly introduce the adopted lattice codebooks. Tailored for them, the encoders and the relay one-to-one mapper \jfone for 0-MLC are shown in Section III-B. Then the K-stage decoders are introduced in Section III-C.
A. Loeliger-type Nested Lattice Code books
In our code construction, codebooks of the i-th user (1 � i � K) and the relay (i = K + I) are generated from nested lattices. To be specific, we introduce the following definitions.
Definition Ae; for user i is randomly chosen from the Loeliger lattice ensemble which is generated from linear codes Cfa [14] . The codebook for the relay is generated similarly as above but with dimension 2MrLT.
B. Relay-mapper Aided Lattice Encoding
User i selects the codeword Ci according to its message Wi from the codebook described in Section III-A, and sends signal Xi into the MARC (5)-(6)
where Ui is a dither signal uniformly distributed over the Voronoi region VAs ;
of the shaping lattice AS i ((Tl.l) in Table   I ). From [15] , due to the dither Ui, Xi is uniformly distributed over VA� and independent of Ci. To meet the input power constrai�ts (4) as in [13] , we let the second-order moment of the shaping lattice be 0 2 (AsJ = 1/2 (see [16] ). As for the relay (transmitter K + 1), it will first decode the users' messages, using the operation introduced below. Then the relay selects its codeword CK+I according to the decoded codewords CiS using the relay mapper and then transmits XK+I as in (9) with the power constraint (4).
The relay mapper \jf, m e is used to select the codeword (coset leader) C K+1 to be transmitted from the relay according to the codewords (coset leaders) Ci, i = 1, ... ,K, of the K users. By ACr are defined in (T1.5) in Table I . Note that Iq c l t I = Ic ;; e st I since the mapping is bijective.
C. K-stage Coset Decoding
We first introduce the decoder at the destination, which generalizes the single stage coset decoder in [9] to the multi stage version. The coset decoder disregards the boundaries of the codewords and avoids the complicated boundary control [17] . Moreover, it facilitates the efficient sphere decoding algorithm [17] . To decode messages from the received signal Yds / in (6), the proposed K-stage coset decoder works as in Table II with the detailed steps explained as follows.
According to Table II , the decoder first generates the de coding tree as in Step A. An example for K = 3 is given in Fig. 2 . The decoder will traverse nodes from stage 1 to K in the tree, and produce the candidate codewords. We take -:-Our results can be easily general ized to the case in which good (but maybe not selt�similar) nested codes as in [13] are used. Step B.I: For the node (k,j), let =Yds/ is the set of previously-decoded users j along the path from the TOot node to node (k,j), Xi is the transmitted signal (from (9)) corresponding to the previously decoded user i's message, and the channel � is fonned from (7) . where O\jf'rlC is given in Table T) , The algorithm for the relay can be idenrically obtained by ignoring the relay node.
n The ancestors of a node are all the nodes along the path from the root to that node (not included).
Stage Fig. 2 . The multiuser decoding tree for the K-stage coset decoding procedure in Table 11 with K = 3. Here for each node, the label (k,j) denotes the j-th node trom the left at the k-th stage (Node_ stage in Table II) , while the number i inside a circle denotes the index i of the user assumed to have been correctly decoded at the previous stage (Node_ user in Table II ). For example, when the coset decoding in Table II is perfonned at node (2, I) (the leftmost child node of the root node), user I is assumed to have been correctly decoded. The path from root node (I, I) to node (3, I) is illustrated with bolder lines.
the root node in Fig, 2 as an example to explain Steps R 1 and B.2 in Table II where the super-lattice of users and the relay A C ur is defined in (T1.6) of Table I , The decoded message WI is declared if c( WI) and the decoded c from (10) belong to the same coset, c mod ASu r = C(WI)' For the node (k,j) in the decoding tree (the j-th node from the left at k-th stage) we consider a path from the root node to node (k,j). An example for (k,j) = (3,1) is given in Fig. 2 . In Step 8.1 of Table II , the decoder assumes that all the users at the nodes along the path (users 1 and 2 for the example path in Fig. 2) , have already been successively decoded (not necessarily correctly), and subtracts the corresponding transmitted signals from the received signal
Ydsi' Then the decoder decodes the remaining messages by (T2.1) in Step B.2 of Table II (which corresponds to (10)). Finally, as in Step C, the decoder searches for all K! candidates produced at the nodes at the K -th stage (instead of all 2 Tri �1 Ri codewords) to choose the final decoded message. The decoder at the relay also uses (10) as the criterion to decode messages from Y r e lay in (5) with the corresponding MMSE-GDFE forward and feedback filters. The main dif ference is that now the decoding does not make use of the relay codebook, and the decoder searches in the super-lattice of users Acu instead of the coset ([) 'If'' ne in (11). The complexity of the decoder in Table II is about O( ( LT) 3)�. This is much smaller compared with the complexity of the ML decoder O(2L1L �1 li i ), which grows exponentially with the block length
LT .
Note that since the super-codewords have to satisfy the relay mapping rule in Section 111-B, the set ([) 'JIme is not necessary a sublattice of Acu r ' This makes (10) different from the decoder in [9] . Without the algebraic structure of a lattice, the error probability analysis in the next section will be much more difficult than that in [9] .
IV. PERFORMANCE ANALYSIS OF THE CODING SCHEME
In this section, we establish the achievable rate region for the MARC defined in (5) and (6), using the proposed O-MLC. We show that the rate performance, which was originally achieved by using an unstructured random codebook in [6] , is now achieved by our structured O-MLC. The key is using the proposed K-stage coset decoder which successively cancels the previously decoded messages, thus avoiding the rate loss incurred by the one-stage coset decoder in [9] . The rate loss due to use of a one-stage coset decoder is derived in Corollary I. However, in Corollary 2, we show that the rate loss is relatively small in the high SNR regime, and 0-MLC with the one-stage coset decoder achieves the optimal DMT for the MARC in (5) and (6) . Note that the DMT was achieved by an unstructured random codebook and ML decoding in [7] .
In the error analysis of the proposed scheme, the con ventional approach tailored for ML decoding [5] [7] fails in predicting the performance of the coset decoder in (10) due to the infinite number of points c E 1) ljIune . To solve this problem, from (11), we define the diff erent ial amb iguity cosets for the event that the transmitted message w t is erroneously decoded as W as
modAs U fL((Tl.6) of Table I ) and the vector after modulo operation d is defined in (T 1.7). Moreover, 1) lj1'�ne is not a direct product of K + 1 lattices (i.e., AC,tr)' and thus the techniques in [9] fail to predict the error probability of O-MLC. We propose a new error probability upper-bound which avoids directly counting points of 1) 'I1ne in the decision region of the decoder as this kind of evaluation is intractable. The achievable rate region of (5) and (6), using O-MLC is given as follows.
Theorem 1: For the MARC in (5) and (6), the DDF rate region in (13) and (14) , which is achieved by unstructured Gaussian codebooks and ML decoding in [6] , is achievable by the structured 0-MLC and the K -stage coset decoder in Table  II given in (7) and (S), and the channel matrix from the users in the set S to the relay H�� lay is defined similarly to H�·;/ +l } Sketch of proof We prove only (14) here since (13) follows similarly. We show that there exists at least one path at each stage (Fig. 2) of Step B of Table II on which the previously decoded messages are correct. Then we can at least obtain a better decoder for the remaining users in the next stage to improve the error performance. Finally, we show that the correct messages can always be chosen from the candidates at the final stage. Due to space limitations, we sketch only the proof for the first stage as stated in the upcoming Lemma 1.
For the first stage (k = 1 in Fig. 2) of the candidate generation process in Step B of Table II , we show that at least one of the users' messages is correctly decoded in the generated "super" message w�l)) of all users (with probability 1) as T --+ 00. We first define the following error event.
Defin it ion 3 (set-S error): A decoded super-message w is with set-S error if the message in W for every user i, where i E S, is different from the corresponding transmitted message.
That is,
Let P e ( S I Hdsl) be the probability that there exists W with set S error with fixed Hdst, and mincEo ( w ) M(c) � mincEo ( wf ) M(c), with M(c) defined in (10) and o(w) being the coset of w.
For the first stage, we consider the erroneous user set 5( 1 ) = {I , ... ,K} and prove that P e ( S( 1 ) IH dsl) --+ 0, if the transmission rates Ri satisfy (14) and the lattice codes are good as defined in the upcoming Lemma [16] . For stage k = 1 of Step B in Table II , as LT --+ 00, the set-S(l ) error probability (cf.
Definition 3), where 5( 1 ) = { 1 , ... ,K}, satisfies (15) where 1) ��;)e consists of points belonging to the differential ambiguity cosets 1) 'I1ne given in (12) , with corresponding messages having set-S( I ) errors; the decision region R� � { v : I
Bdst v l 2 � ( KMu + M r )LT(1 +�)} with filter Bdst defined as in (10) and � > O.
The main difficulty in proving Lemma I is that the 1) 'I1ne is not a direct product of K + 1 lattices as in [9] , so the methods in [9] cannot be directly applied to counting the number of points of 1) ��n) e in R� in (15) . We avoid explicitly counting points in 1) �t;)e by developing new upper-bounds. Otherwise, naively applying the methods of [9] will result in rates as in (15) but without the factor ( 2 R K+I TJ -1) cancelling out 2 R K+I TJ , and lead to significant rate loss compared with (14) with S = 5 ( I ) since RK+I = If= 1 Ri (bijective mapping).
It remains to show that among all "super"-messages w� K J ) at stage K (in Step B of Table II) , there exists a correct message as T --+ 00. Moreover, for the Step C of Table II , we need to show that the correct message WI will be chosen almost surely. These technical details are given in [18] .
• If only the one-stage coset decoder is used as in [9] , we have the following. The details are given in [18] .
Corollary 1: For the MARC in (5) and (6), the rate region constrained by (16) and (17) , which is strictly smaller than that in Theorem I, is achievable by O-MLC with the one stage coset decoder in (10) (17) Clearly, compared to the rate region in (13) and (14), there are rate loss terms Mul Sllog 1 1: 1 and ( MuI SI + M·) log !,r�I��;'
in (16) and (17), respectively. These losses result from the fact that the MMSE-GDFE processing for the one-stage coset decoding in (10) is optimal only for the decoder to distinguish messages with set-S ( l ) error (zero rate losses when lSI = K).
Finally, for slow fading channels, we show that O-MLC with the one-stage coset decoder (10) is DMT optimal for the DDF MARC, as stated in the corollary below. The details are given in [18] . Despite the rate loss terms in (16) and (17) compared with (13) and (14), respectively, the losses become relatively negligible for the DMT analysis when the SNR is high.
Corollary 2: For the MARC in (5) and (6), with the one stage coset decoder (10) , the O-MLC achieves the optimal DDF DMT d(r) of (5) and (6), respectively, where d(r) is defined in (Tl.ll) of Table I. V. SIMULATION RESULTS In this section, we present numerical examples to illustrate our theoretical results. For simplicity, we consider the case in which there are two users with the same transmission rate, i.e, Rl = R 2 = R. The number of slots is selected as L = 2, and the sum rate ( Rl + R 2 ) is 4 BPCD. The relay forwards the message only when the users' messages are correctly decoded. All the channel links are Rayleigh faded and the sources-to relay (S-R) channel link is 10 dB better than the other channel links. In Fig. 3 , for single-antenna nodes, we show that the 0-MLC outperforms the protocols of [5] , [8] , [10] and [II] in terms of outage probability and achieves the optimal diversity mi n {Mu ( M r + N), ( Mu + M·)N} = 2 as expected. In [18] , we also design a practical O-MLC with finite code length which achieves the optimal diversity with the aid of a linear one-to one relay mapper. VI. CONCLUSION In this work, we have proposed O-MLC for structured MARC coding. We have shown that with the new K-stage decoder instead of the one-stage decoder considered in pre vious works, the structured O-MLC can approach the rate performance of an unstructured codebook with ML decoding. When only the one-stage decoder is used, O-MLC can still (13), (14) vs. the protocols in [5] , [8] , [10] and [11] .
achieve the optimal DMT of DDF. Simulation results have shown that our proposed coding scheme outperforms existing schemes in terms of outage probabilities.
