Abstract In this paper we present a novel coding approach to deal with the transmission of information over a network. In particular we make use of the network several times (multi-shot) and impose correlation in the information symbols over time. We propose to encode the information via an inner and an outer code, namely, a Hamming metric convolutional code as an outer code and a rank metric code as an inner code. We show how this simple concatenation scheme can exploit the potential of both codes to produce a code that can correct a large number of error patterns.
Introduction
The theory of random linear network coding developed so far is concerned to large extent with the so-called non-coherent one-shot network coding [13] , where the encoder does not know the network structure. Hence the network is allowed to change very quickly, which is the case in many mobile applications.
The problem is suitably modeled via the operator channel, which makes a very clear connection between network coding and classical information theory. The operator channel can be seen as a standard discrete memoryless channel. To achieve a reliable communication over this channel, matrix codes are employed forming a so-called rank metric code [28] .
However, coding can also be performed over multiple uses of the network, whose internal structure may change at each shot, giving rise to the so-called multi-shot network coding. The potential of using multi-shot network coding was already observed in the seminal paper [13] . Recently it has been investigated by several authors [3, 16, 22, 31] . The general idea stems from the fact that creating dependencies among the transmitted codewords of different shots can improve the error-correction capabilities. A general construction was proposed for the first time in [22] of multi-shot codes for this channel based on the multilevel coding theory. Another way to impose correlation of codewords over time is by means of convolutional codes [8, 12, 20] , see [4] for correlation in the 2D plane. In [3, 15, 16, 31 ] the use of convolutional codes for multi-shot network coding by means of rank metric convolutional codes was proposed. In [31] a particular class of unit memory rank metric convolutional codes was introduced together with a decoding algorithm able to deal with errors, erasures and deviations. In [3, 15, 16] (see also the references therein) an interesting and more general class of rank metric convolutional codes has been used to cope with network streaming applications such as video streaming. For a more general theoretical approach to rank metric convolutional codes see [19] . Finally we note that in the last years others papers have also appeared dealing with convolutional network coding using very different approaches [9, 24] . These codes do not transmit over the operator channel and therefore are not equipped with the rank metric.
In this paper, we aim to further explore the potential of multi-shot network coding. In particular we propose to use a rank metric code obtained by concatenation of a Hamming metric outer convolutional code and a rank metric inner block code which encodes each symbol of the outer code separately. This allows to decode at each shot, which is simpler than multi-shot decoding. If a symbol cannot be successfully decoded by the inner decoder then it will be declared an erasure. After this, the outer code corrects symbols that were not corrected by the inner code, hence the Hamming metric is the proper metric for the outer code, and well developed Hamming metric codes can be used here. We consider a convolutional outer code since it is less sensitive to distribution of wrong symbols (errors or erasures) in the received sequence in comparison with a block code which restricts the number of wrong symbols in each block. We show how these codes add complex dependencies to data streams in a quite simple way. An extension of the standard rank-metric over multiple shots, that is analogous to the extended subspace distance defined in [22] , will provide the proper measure for the number of rank erasures (packet losses) that a code can tolerate.
Note that this concatenation scheme is non-standard as previous publications considered outer block codes. The reason of choosing this non-standard scheme is simple: we want to exploit the fact that convolutional codes perform very efficiently when dealing only with erasures. It was recently shown in [29, 5] that using the flexibility of selecting different sliding windows in convolutional codes allows to recover (using elementary linear algebra) patterns of erasures that cannot be decoded by an MDS block code of the same rate. Hence the rank metric code deals with the possible errors occurring in the transmission at each shot and delivers a correct symbol or an erasure to the convolutional code.
The paper is organized as follows. Section 2 provides the background for the development of the paper; the necessary concepts about convolutional codes and rank metric codes are introduced. Section 3 is devoted to present the concatenation scheme together with its main distance properties. Finally in Section 4 we study the performance of the proposed concatenated codes.
Preliminaries
This section contains the necessary mathematical background on convolutional codes and rank metric codes needed for the development of our results. Let F be a finite field and F[D] be the ring of polynomials with coefficients in F.
Convolutional codes
k×n with the property that
is called a generator matrix. The degree δ of a convolutional code C is the maximum of the degrees of the determinants of the k × k sub-matrices of one, and hence any, generator matrix of C. A rate k/n code C with degree δ is called an (n, k, δ) convolutional code [18] . An (n, k) block code is an (n, k, δ) convolutional code with δ = 0.
We say that a generator matrix G(D) is basic (see, e.g., [25, 27] ) if it has a polynomial right inverse. If a code C admits a basic generator matrix, then the code C can be equivalently described using an (n − k) × n full row rank polynomial parity-check matrix
In the following, we will consider our codes generated by basic generator matrices, unless otherwise specified. In [23, 26] it was shown that the free distance of an (n, k, δ) convolutional code is upper bounded by
This bound is called the generalized Singleton bound since it generalizes in a natural way the Singleton bound for block codes. An (n, k, δ) convolutional code with its free distance equal to the generalized Singleton bound is called a maximum distance separable (MDS) code [26] .
where H j = 0, for j > γ.
Another important distance measure for a convolutional code C = ker H(D) is the jth column distance d j H (C), given by the equivalent expressions
This notion is related to the free distance d H (C) in the following way The j-th column distance is upper bounded as follows
and the maximality of any of the jth column distances implies the maximality of all the previous ones, [11, 8] , i.e.,
Since no column distance can achieve a value greater than the generalized Singleton bound, there must exist an integer L for which the bound (5) could be attained for all j ≤ L and it is a strict inequality for j > L [8] ; this value is
An (n, k, δ) convolutional code C with every d j H (C) maximal, for each j ≤ L, is called a maximum distance profile (MDP) code [8, 11, 21] . Therefore, the column distances of MDP codes increase as rapidly as possible for as long as possible. We call
The following result characterizes the MDP convolutional codes in terms of the matrices defined in (2) .
(n−k)×n . Then the following properties are equivalent:
Rank metric codes
A rank metric code C is defined as any nonempty subset of F n×m q , the set of n × m matrices over F q . A natural metric for matrix codes is induced by the distance measure d rank (X, Y ) = rank(X − Y ), where X, Y ∈ F n×m q [13] . In the context of the rank metric, a matrix code is called rank metric code. Rank metric codes in F n×m q are usually constructed as block codes of length n over the extension field F q m [13] . For a given basis of F q m viewed as an m vector space over F q , any element of F q m can be seen as a vector in F m q . Analogously, any vector x of length n over F q m can be regarded as an element X in F n×m q . We commit a harmless abuse of notation and define the rank of a vector x ∈ F n q m as the rank of x as an n × m matrix over
In this paper we will consider linear codes over F q m and we use k for the dimension of the linear code over F q m . To simplify presentation we will assume that m ≥ n. In this case, for linear (n, k) rank metric codes over F q m the following analog of the Singleton bound holds:
A code that achieves this bound is called Maximum Rank Distance (MRD). Gabidulin codes are a well-known class of MRD codes [7] , see also [6, 10] .
A concatenated code: Convolutional and Rank Metric codes
Let C I be a linear (n I , k I ) rank metric code with (rank) distance d rank (C I ) and generator matrix
. In this section we propose a concatenation scheme of C o as an outer code and C I as an inner code to obtain a concatenated code C. We will also provide definitions according to the proposed scheme and finally the distance properties of C will be investigated.
The concatenated code
ko×no to obtain
We write
q m (for a given basis of F q mk I over F q m ) and write
Finally, the codewords x(D) of the concatenated code C are obtained through the matrix G I ∈ F k I ×n I q m in the following way:
Remark 1 It is standard to call the indeterminate D the delay operator [18] . Hence the vector v i is being generated (or sent) at time instant i. Note however that in the proposed concatenated scheme D i stands for transmission of one n o -th block of the convolutional code, which is transmitted using n o shots (using the network n o times).
Remark 2 It is worth mentioning that different concatenations are also possible. Another very natural concatenation would be to let the inner code act directly on each coefficient
. The reasons to choose the above described concatenation scheme are twofold: first, field size needed to construct MDP convolutional codes is very large [1, 2, 8, 11] and therefore one can split
no into components of smaller sizes. Secondly, the formulas for the distance properties are very simple for the proposed concatenation code (see theorems below).
Distances of the concatenated code
Let us now define the distance notions for this concatenated code C. Then sum rank distance of C is defined as
Then, the column sum rank distance of C is defined as
According to the above described procedure one receives at each shot a vector x j i ∈ F n I q m . Each coordinate of x j i represents a packet and therefore n I packets are sent at each shot [13, 28] . For the sake of simplicity only packet losses are considered. However, it is very important to note that the inner code can deal also with errors and/or deviations. If the network is perfectly functional then rank(x j i ) = n I and no packet is lost. However the network may fail to transmit all the intended packets which results in a rank deficiency producing rank(x j i ) < n I and we say the n I − rank(x j i ) packets are lost. If there are too many packet losses for the inner code C I to recover, then the corresponding ν j i is also lost and we say that v j i has been erased.
Distance properties
This concatenated code has the following distance properties (we assume throughout the paper that m ≥ n I ).
The following result is a straightforward adaptation to the context of this paper of well-known results of concatenated codes, see for instance [14, Section 18.8] .
Theorem 2 The sum rank distance of the concatenated code C satisfies In the context of convolutional codes the notion of column distance plays a central role. In particular, in applications where the delay is important, such as streaming applications, large column distance are desired. The following result on column sum rank distance is straightforward. We include its short proof for completeness.
Theorem 3
The column sum Rank distance of the concatenated code C sat- To get an upper bound for the sum rank distance of the constructed concatenated code C we can consider it as a slightly generalized finite-state (FS) code [23] . An (N, K, M ) FS generator matrix is a Q M state time-invariant finite-state machine. The generator matrix starts from a fixed initial state. At each time instant t the generator matrix takes one of Q K information messages as input, changes state and outputs a block V t of N Q-ary code symbols. The set of all such code sequences (V 0 , V 1 , . . . ) is called an FS code. The Hamming distance of Q-ary (N, K, M ) FS code satisfies the upper bound [23] 
Our concatenated code is an (N, K, M ) FS code over alphabet F q m of size Q = q m where N = n o n I , K = k o k I , and M = k I δ. Since the sum rank distance of the concatenated code C is upper bounded by the Hamming distance, i.e., d SR (C) ≤ d H (C) we get the following result.
Theorem 4
The sum rank distance of the concatenated code C satisfies
Another way to prove this theorem is to observe that the concatenated code C is an (n o n I , k o k I , δk I ) convolutional code over F q m . From this observation, equation (5) and inequality d SR (C) ≤ d H (C) we also obtain Theorem 5 The column sum rank distance of the concatenated code C satisfies
Let us compare achievable column sum rank distance d j SR (C) of the concatenated code given by Theorem 3 with the upper bound (10). If we take an MDP convolutional code, which satisfies the upper bound (5) with equality as an outer code of rate k/n = k o /n o and the inner rate k I /n I Gabidulin code that satisfy the Singleton bound (7) then from Theorem 3 we get the concatenated code with column sum rank distance
From (11) we see that the sum rank column distance of the concatenated code C can reach the upper bound (10) if we take the trivial inner code k I = n I = 1. Otherwise, the sum rank distance of the concatenated code is less than the bound (10) . But the advantage of the concatenated code is that it allows to make separately decoding of the network code and decoding of the outer classical code in Hamming metric. As a result decoding of a single complicated code is split to decoding of simpler component codes, simplifying the overall decoding complexity.
In [17] a construction of an (n, k, δ) convolutional code with optimal rank sum column distance profile satisfying d j SR = (n − k)(j + 1) + 1 was proposed. The codes in [17] are sum rank metric analogs of MDP codes [1, 8] . One disadvantage of these codes is the requirement of very large fields requiring double exponential size in the code degree δ.
Performance of the concatenated code
In this section the performance of the proposed concatenation scheme is investigated. As mentioned before and for the sake of simplicity we only consider rank deficiencies (packet losses). There exist decoding algorithms for rank metric codes to deal with errors, erasures and/or deviations (see [13, 30] ) that can be incorporated in this scheme. If the inner code fails to decode the received set of packets x j i then the corresponding v j i is declared an erasure. In case of packet losses only, the inner decoder never makes a mistake, i.e., it outputs either the correct symbol v j i or declares erasure at this position. Thus the convolutional code has to deal only with erasures. In this section we present conditions on the received data so that it can be completely decoded up to a given instant. Before these results can be stated we first need to derive some new key results on the decoding of convolutional codes over the erasure channel, that further develop the results of [29] .
Decoding of convolutional codes over the erasure channel
γ be a parity-check matrix of C o . Assume that we have been able to correctly decode up to an instant t − 1.
Then for each received codeword v(D)
no consider the system of linear equations
where v i , t ≤ i ≤ t + T may contain some of its components erased and v i , t − γ ≤ i < t are assumed to be correct. We can consider the columns of H c T that correspond to the coefficients of the erased elements to form a matrix denoted by H c T . The remaining columns will help us to compute the independent terms of a system, i.e., if H is the matrix containing the remaining columns and v the corresponding (known) coefficients in (12), then we obtain the non-homogeneous linear system with (T + 1)(n − k) equations, is full column rank and therefore we can recover v t solving the corresponding system.
If instead of knowing the number of erasures within a window interval, we have information about the number of erasures at each time instant, a more accurate statement can be inferred.
Let E i be the number of erasures at time instant i. Assume that we have been able to correctly decode up to an instant t − 1. Then, we can completely decode up to an instant t + T where
Proof: Take s = T and apply Lemma 2 to recover v t . Apply the same argument sequentially to recover v i , i = t + 1, . . . , t + T .
It is important to note that the conditions of Lemma 3 may not be satisfied at time instant s − 1 but hold true at instant s. Therefore one may need to wait until these conditions are satisfied in order to proceed with the decoding. We shall develop an algorithm explaining this in detail at the end of the section.
Of course the best scenario is when the convolutional code is MDP as we can recover the maximum possible erasures per interval. Moreover, the conditions of the previous lemmas become sufficient when considering MDP convolutional codes as we state in the following theorem.
Theorem 6 Let C o be an MDP (n o , k o , δ) convolutional code. Assume that we have been able to correctly decode up to an instant t − 1. Let E i be the number of erasures at time instant i. Then, we can completely decode up to an instant t + T where T ≤ L if and only if
Proof: Note that we can completely decode up to T if and only if the matrix H T c of system (13) is full column rank. By Theorem 1 and from the structure of matrix H T c , this happens if and only if the conditions in (14) are satisfied.
Decoding of the concatenated code C
Let us now consider the concatenated code and analyze the conditions necessary to recover the missing packets. The error-correcting capabilities of these codes will depend on how the packet losses are distributed along (x t , . . . , x t+T ) as we illustrate in the following example. . At each shot we are able to recover the packet losses [28] . In this case we have that n I = 3 and d rank (C I ) = n I − k I + 1 = 2 and therefore only one packet loss can be recovered at each shot. Next we present two extreme situations: in both cases 280 packets were lost in the time interval [t, t + 69] however only in the second situation we can recover the missing data.
Assume that we have been able to correctly decode up to an instant t − 1 and that the data received after the time instant t + 69 is correct.
1) The received sequence (x t , x t+1 , . . . , x t+69 ) is such that
This means that two packets were lost in each received x i j and therefore 280 packets were lost in total. Note that the inner code can recover a received x j , i = t, . . . , t + 69 will be considered erasures. In this extreme situation, it will not be possible to recover v t .
2) The received sequence (x t , x t+1 , . . . , x t+69 ) is such that rank(x 
· · · In this case it is possible to completely recover all information sequence by carefully selecting the appropriate intervals (sliding windows) to decode. Consider first T = 39 and the window [t, t + 39]. The number of erasures E i , i = t, . . . , t + 39 satisfy condition (14) and therefore by Theorem 6, it is possible to completely decode up to the instant t + 39. Now we can shift the sliding window and consider the window [t + 50, t + 89] in order to completely decode the remaining erasures.
Note that in the situation of example 1 part 2), if instead of considering the (2, 1, 25) MDP convolutional code as the outer code we consider a [140, 70] MDS block code, it would not be possible to recover the symbols in the window [t, t + 69]. In fact, this block code can correct up to 70 erasures in a window of 140 symbols and therefore it would not be able to decode the 80 erasures appearing in the window [t, t + 69] . Thus, although both codes have the same erasure recovering capability of 50%, the flexibility in selecting the sliding window when decoding a convolutional code improves its decoding efficiency. More details can be found in [29] .
Next theorem presents conditions on the pattern of packet losses so that one can completely recover the transmitted sequence.
Theorem 7 Let C o , C I and C be the codes defined in the previous section.
be the distance profile of C o . Let P s be the number of packet losses in x s . Assume that we have been able to correctly decode up to an instant t − 1. Then, we can completely decode up to an instant t + T where
for s = 0, 1, . . . , T.
Proof: First note that each ν [28] , i.e., there must be at least d rank (C I ) lost packets at shot j and time instant t in order to lose ν ] at time instant i is P we have that
is the maximum number of ν
] that are erased at time instant i.
is the maximum number of ν j i , and therefore of v
it follows, by Lemma 3, that v t can be recovered. Now take the window [ν t+1 · · · ν t+T ] and follow the same arguments to decode v t+1 . Repeat this procedure up to recovering v t+T .
The next theorem considers a concatenated code in which the outer code is MDP and presents a necessary condition to ensure that the recovery is impossible within a given maximal delay.
Theorem 8 Let C o , C I and C be the codes defined in the previous section such that C o is MDP and T ≤ L. Assume that we have been able to correctly decode up to an instant t − 1. Let P s be the number of packet losses in x s . Then, it will not be possible to completely decode (x t , . . . , x T +t ) if
Proof: By Theorem 6 the maximal amount of erasures that can occur in the time interval [t, t+T ] in order to be possible to completely decode (v t , . . . , v t+T ) is (n 0 − k 0 )(T + 1). In this case, there will be (T + 1)n o − (n 0 − k 0 )(T + 1) = k o (T + 1) elements in (x t , . . . x T +t ) that were decoded correctly and therefore will not produce erasures. Since the maximal number of packet losses that a received element x j i can have in order to be corrected is d rank (C I ) − 1, we have that the maximal number of packet losses in (x t , . . . , x t+T ) that will produce this number of erasures is (n 0 − k 0 )(T + 1)n I + k o (T + 1)(d rank (C I ) − 1) and the results follows immediately.
Next, we present a decoding algorithm for the concatenated code constituted by an (n o , k o , δ) convolutional code over a field F q mk I , C o , as the outer code, and an (n I , k I ) rank metric code as the inner code, C I . The algorithm fixes a delay T . At a certain instant t, it considers that the received sequence was correctly decoded up to an instant t − 1 and tries to decode v t , by successively considering the received sequence in the interval [t, t+i], for i = 0, . . . , T , until v t is decoded (then it returns v t and declares success -Success = TRUE) or declares failure (Success = FALSE) if it is not able to recover v t in the time interval [t, t + T ]. If we succeed we look for the next vector v i with erasures and proceed in the same way.
The algorithm uses the function Correct(x t , . . . , x t+ ) that tries to decode v t using (x t , . . . , x t+ ). This function is also presented after the algorithm. It returns v t and Correctable = TRUE if it succeeds or Correctable = FALSE, otherwise. It also resorts to the subfunction innercorrect(x Next we give an upper bound on the decoding failure probability in terms of the probability of obtaining a symbol erasure at each transmission shot. Let C o , C I and C be the outer code, the inner code and the concatenated codes, respectively, defined as in the previous section. If at a certain transmission shot, the number of lost packets is more than d rank (C I ) − 1, the inner decoder gives to the outer code the symbol of erasure. Assume that we transmit via a network n I linearly independent packets, and each packet can be lost with probability p independently of other packets. Then the probability p o of symbol erasure of the outer code is
After decoding sufficient information via the inner code, we decode using the outer convolutional code. Assume that we have been able to correctly decode up to an instant t − 1 and that there are erasures in v t . According to Lemma 2, we can recover v t using the received information in a window of size T + 1, (v t , v t+1 , ...v t+T ), if the number of erasures in the window is less thand = d T H (C o ). Hence, the probability of failure P f is upper bounded by the the probability of having at leastd erasures in the window [t, t + T ] (given by (16) ), where at least one erasure should be in the block v t (see correction given by (17) ). Since every symbol of the outer code can be independently erased with probability p o , we obtain
Example 2 For the case of an (3, 2, δ) (with δ ≥ 1) outer MDP convolutional code , a linear (3, 2) MRD inner code and a window parameter T = 2, we get the function of failure probability P f (p) shown in Fig. 1 . Remark 3 Another interesting variation of the proposed decoding procedure is to adopt a more conservative approach when decoding with the the inner code. Hence, instead of decoding packet losses up to the maximum rank distance d rank (C I ) − 1 one can decode up to d rank (C I ) − 1 − ε so that the probability of failure when decoding (wrong codeword is found by the decoder) is reduced.
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