A nondissipative supercurrent state of a Josephson junction is metastable with respect to the formation of a finite-resistance state. This transition is driven by fluctuations, thermal at high temperatures and quantum at low temperatures. We evaluate the life time of such a state due to quantum fluctuations in the limit when the supercurrent is approaching the critical current. The decay probability is determined by the instanton action for the superconducting phase difference across the junction. At low temperatures, dynamics of the phase is massive and is determined by the effective capacitance, which is a sum of the geometric and intrinsic capacitance of the junction. We model the central part of the Josephson junction either by an arbitrary short mesoscopic conductor described by the set of its transmission coefficients, or by a diffusive wire of an arbitrary length. The intrinsic capacitance can generally be estimated as C * ∼ G/Eg, where G is the normal-state conductance of the junction and Eg is the proximity minigap in its normal part. The obtained capacitance is sufficiently large to qualitatively explain hysteretic behavior of the current-voltage characteristic even in the absence of overheating.
I. INTRODUCTION
Macroscopic quantum tunneling is a fascinating manifestation of quantum-mechanical behavior in large-scale systems with many degrees of freedom. It is responsible for a finite life time of a metastable state that cannot decay classically by thermal activation at zero temperature. Since 1980-ies, macroscopic quantum tunneling has been studied in a number of condensed-matter systems: various types of Josephson junctions, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] Josephson junction arrays, 12 phase-slip centers, 13,14 vortices in superconductors, 15 small ferromagnetic particles, 16, 17 etc. Theoretical description of macroscopic quantum phenomena is based on the concept of a collective coordinate, χ. In the simplest cases, it can be considered as a slow variable, which allows to integrate out the other electronic degrees of freedom and end up with an effective quantum mechanics for χ(t). The resulting dynamics of the collective degree of freedom is generically nonlocal in time since interaction with other modes produces the retardation effect, intimately related with dissipation. Intensive studies of dissipative quantum mechanics [18] [19] [20] have been triggered by the pioneering work of Caldeira and Leggett. 1 Among various systems, the Josephson junction can be considered as a prototypical model of macroscopic quantum tunneling. Here the superconducting phase difference across the junction, χ, plays the role of a collective coordinate. A nondissipative Josephson current can run through the system, described by a certain current-phase relation I(χ), 21 nonsinusoidal in general (Fig. 1a) , with the critical (maximal) current I c reached at some phase difference χ c . The current can be ob- tained by differentiating the free energy of the junction: I(χ) = (2e/ ) ∂F 0 (χ)/∂χ. In the current-biased regime with the driving current I, the equilibrium states (χ = χ 1 mod 2π) correspond to the minima of the Legendretransformed free energy, F (χ) = F 0 (χ)−( /2e)Iχ, which has the standard form of a washboard potential shown in Fig. 1b . The supercurrent state with χ = χ 1 is metastable and does decay (due to quantum or thermal fluctuations) into a resistive branch. Then the junction usually stays in the dissipative regime unless I is decreased to a smaller retrapping current, resulting in a hysteretic current-voltage characteristic.
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Early studies of the supercurrent decay in Josephson junctions 2,3,20 assumed the tunnel limit, when the superconducting terminals are coupled through an insulating layer without its own electron dynamics (SIS junctions). Possible dissipation and charging effects were included phenomenologically by adding an ohmic resistor and a capacitor in parallel with the junction [resistively shunted junction (RSJ) model]. 23 Owing to advances in arXiv:1509.03290v2 [cond-mat.supr-con] 23 Dec 2015 N S S FIG. 2. SNS junction through a normal conductor. We consider two models of the normal part: (i) an arbitrary short scatterer with the transmission coefficients {Tα} (Sec. II), and (ii) a quasi-one-dimensional diffusive wire of an arbitrary length L (Sec. III).
nanofabrication technology, current experimental interest has turned towards the study of SNS junctions when two superconducting terminals are connected via a normal region 5, [24] [25] [26] [27] [28] [29] (including graphene 30, 31 , and the surface of a topological insulator [32] [33] [34] [35] [36] [37] ). An important new physics in this case is related to the superconducting proximity effect, 38 which renders the normal part of the junction "partially superconducting". The strength of the proximity effect is characterized by the value of the spectral minigap (at χ = 0) which can be estimated as E g ∼ min(∆, /τ esc ), where ∆ is the superconducting gap in the terminals and τ esc is the time required for an electron in the normal region to establish a contact with superconductors. 21, 39 For a diffusive wire of length L with good contacts to superconductors, /τ esc is of the order of the Thouless energy, E Th = D/L 2 , where D is the diffusion coefficient.
Depending on the relation between ∆ and /τ esc , one can distinguish between short ( /τ esc ∆, with E g ≈ ∆) and long ( /τ esc ∆, with E g ∆) Josephson junctions. For short junctions, I(χ) can be expressed in terms of the transmission coefficients of the normal region, 40 whereas long junctions require special treatment. 41 In both cases, the critical current can be written as
where G is the normal-state conductance of the junction, and i c ∼ 1 is a model-dependent factor. Equation (1) is a generalization of the Ambegaokar-Baratoff relation to SNS junctions. In this paper we make the first step towards the theory of the supercurrent decay in Josephson junctions beyond the tunnel limit and calculate the life time of the supercurrent state due to quantum fluctuations. The normal region of the SNS junction will be modeled either by a short mesoscopic conductor characterized by an arbitrary set of transmission coefficients {T α } or by a quasi-onedimensional diffusive wire of an arbitrary length L (see Fig. 2 ). The spectral gaps in superconductors are assumed to be equal. We will work in the limit I → I c (but not too close to I c so that the WKB approximation is still applicable). In this limit free energy F (χ) is flattened and χ becomes the slowest variable in the system, which makes it possible to treat electronic degrees of freedom in the adiabatic approximation (see the justification in Sec. IV B).
At low temperatures, T E g , thermal quasiparticles responsible for dissipation are frozen out and the junction can be described by the imaginary-time effective action with the capacitive dynamic term:
Such a local-in-time description of the phase dynamics is valid only in the supercurrent state with I → I c . The effective capacitance,
is a sum of the geometric, C geom , and intrinsic, C * (χ), capacitances of the junction. The latter is determined by the response of the Andreev bound states to nonstationary boundary conditions. These states are known to be responsible for carrying the supercurrent. 42 At lowest temperatures, their low-frequency dynamics cannot be damped (with the kernel |ω| in terms of Matsubara frequency) as it is not related to any dissipation, and thus it should be capacitive (with the kernel ω 2 ). Thus the problem of quantum decay of a nearly critical supercurrent reduces to calculating the intrinsic capacitance C * of the junction (evaluated at the critical phase χ = χ c ). The intrinsic capacitance of the tunnel (SIS) junction was obtained in the works of Larkin and Ovchinnikov 2 and Ambegaokar, Eckern and Schön:
(here G is the tunnel conductance of the barrier). This result has been recently extended to the case of arbitrary short junctions by Galaktionov and Zaikin. 44 They derived the general expression for C short * (χ) in terms of transmission coefficients T α [see Eq. (11)] and found that, quite generally, C short * (χ c ) ∼ G/∆. We will generalize that result further and show that the magnitude of C * (χ) for an arbitrary SNS junction is determined by the ratio of the normal-state conductance G to the minigap E g induced in the normal part due to the proximity effect [cf. Eq. (1) for I c ]:
The dimensionless capacitance coefficient α C (χ) is model-dependent. At the critical phase difference, α C (χ c ) is of the order of one, and we will evaluate it for an arbitrary short scatterer using Galaktionov-Zaikin theory (see Table I ) and for a quasi-one-dimensional diffusive wire with the help of the nonlinear sigma model (see Figs. 3 and 4) .
In the case when the geometric capacitance can be neglected (C geom C * ), we obtain that the instanton action, which determines the life time τ 0 ∝ exp(S) of the supercurrent state, depends only on the dimensionless conductance of the normal part, 
0.874 (tunnel barrier); 1.65 (short diffusive wire); 2.59 (long diffusive wire); 1.83 (ballistic chaotic quantum dot).
The paper is organized as follows. The zero-temperature intrinsic capacitance of a short SNS junction with an arbitrary normal region specified by its transmission coefficients is discussed in Sec. II on the basis of GalaktionovZaikin formula. In Sec. III we present an approach based on the nonlinear sigma model which allows us to determine the intrinsic capacitance of the Josephson junction through a diffusive quasi-one-dimensional normal wire of an arbitrary length, tracing its behavior from the short to long-wire limits. The resulting expression for the life time of a slightly subcritical current due to quantum fluctuations is presented in Sec. IV, where we also discuss the limits of applicability of our approach. In the concluding Sec. V we summarize our results and discuss them in the context of the experimentally observed hysteresis in extended Josephson junctions. Finally, numerous technical details are relegated to several Appendices.
In our systems of units = k B = 1.
II. SHORT MESOSCOPIC CONDUCTOR A. Scattering matrix approach
In this Section we consider the case when the normal part can be described by the set of its transmission eigenvalues T α with the distribution function
The scattering matrix theory proved to be a powerful and intuitively clear method for studying quantum transport in mesoscopic conductors. 45 For normal systems, its most renowned predictions are the celebrated Landauer formula for the dc conductance, 46 G = G Q α T α , and the expression for the Fano factor in the theory of shot noise,
Application of the scattering matrix approach to superconducting hybrid system is a more delicate issue.
40,45
It requires the elements of the normal-state scattering matrix to be energy independent on the relevant energy scale set by the minigap E g . 41 Since the scattering matrix acquires energy dependence at the scale /τ esc , such a situation is realized for sufficiently short junctions with /τ esc ∆ and hence E g ≈ ∆ (a diffusive SNS junction with ideal interfaces belongs to this class if E Th ∆). Then the Josephson current can be found with the help of Beenakker formula:
where T is the temperature, and α is the energy of the Andreev bound state in the corresponding channel:
Phase dynamics of a short Josephson junction has been recently studied by Galaktionov and Zaikin. 44 With the help of the Keldysh technique they derived an effective action for small phase fluctuations near the equilibrium phase χ. Slow phase dynamics in the zero-temperature limit is governed by the capacitance (3), where the intrinsic capacitance is given by
Since the resulting expression is sufficiently involved, we find it instructive to rederive Eq. (11) in the Matsubara representation. Though the general line of the derivation is very similar to that of Ref. 44 , the absence of an additional Keldysh matrix structure makes it possible to track the details of the calculation. This procedure summarized in Appendix A reproduces Eq. (11) obtained by Galaktionov and Zaikin.
B. Intrinsic capacitance for model junctions
Equation (11) can be used to evaluate numerically the intrinsic capacitance, C * (χ), of various short Josephson junctions. 44 We calculate it at the critical phase, C * (χ c ), for three types of structures, with the superconducting terminals coupled through the following links:
• a tunnel barrier with all T α 1,
• a short (E Th ∆) diffusive wire, with P(T ) given by Dorokhov distribution,
• a ballistic chaotic quantum dot, 49 with
The results along with some characteristics of these Josephson junctions are presented in Table I . We see that the capacitance coefficient α C (χ c ) defined in Eq. (5) is generally of the order of unity, depending on the particular distribution of transmission coefficients P(T ).
III. QUASI-ONE-DIMENSIONAL WIRE
Here we calculate the intrinsic capacitance of the SNS junction made of a normal diffusive wire coupled to superconductors through highly transparent interfaces. The scattering-matrix approach used in the previous Section cannot be applied to sufficiently long wires (E Th ∆). In this limit, the energy dispersion of the scattering matrix at relevant energies E ∼ E Th is not negligible, and the action does not have a simple form of Eq. (A1). 50 To find C * (χ) one then has to use a more general method of the nonlinear sigma model and study spatially inhomogeneous configurations of the matrix field Q in the wire.
A. Diffusive sigma model and Usadel equation
Superconducting proximity effect in a diffusive metal can be conveniently described by the replica sigma model in the imaginary time 51, 52 . Its action for the quasi-onedimensional metallic wire of Fig. 2 can be written as
where the spacial coordinate r is measured in the units of the wire length L, summation goes over Matsubara energies = πT (2n + 1), and ε = /E Th with the Thouless
In general, the field Q subject to the constraint Q 2 = 1 acts as a matrix in the replica space, but since the phase difference χ carries no replica index, the structure of the instanton describing quantum tunneling is trivial in the replica space and we can omit the replica index everywhere. Then Q = Q 1 , 2 (r) becomes a matrix in the Nambu-Gor'kov space (Pauli matrices τ i ), as in Appendix A.
The stationary saddle point Q 0 ( 1 , 2 ; r) = 2πδ( 1 −
2 )Q 0 ( 1 ; r) for the sigma-model action (14) satisfies the Usadel equation
where prime stands for the derivative with respect to r. Assuming perfect NS interfaces, we write the boundary conditions with the antisymmetric choice of superconducting phases as
In the standard parametrization in terms of the spectral angles θ (r) and ϕ (r),
the Usadel equation reduces to two coupled equations:
with the boundary conditions at r = ±1/2:
The stationary supercurrent is given by
[its conservation is guaranteed by Eq. (17a)]. Temperature and length dependence of the critical current of diffusive SNS junctions was studied in Ref. 24 . Our further analysis will be limited to the T = 0 case.
B. Perturbative expansion near the saddle point
In the presence of a time-dependent phase difference across the junction, χ(τ ), the Q matrices in the leads become functions of two time arguments [cf. Eqs. (A4)]:
In order to get the action as a functional of χ(τ ) one has to integrate out Q(r) in the wire with the boundary conditions (20) . Near the criticality, I → I c , variations of x(τ ) = χ(τ ) − χ c on the instanton trajectory are small and hence induced (non-diagonal in energy) deviations of Q from the saddle-point Q 0 can be treated perturbatively.
Perturbative expansion of the diffusive sigma-model near the supercurrent state in Josephson junctions has been developed in Ref. 54 , and here we generalized it to the case of nonstationary boundary conditions (an alternative approach would be to work on the level of the dynamic Usadel equations as it was done in Ref. 55) . In that paper the authors studied the real part of admittance for the case of the long diffusive SNS junction, while the intrinsic capacitance can be extracted from the low-frequency expansion of its imaginary part.
First we present the stationary saddle point Q 0 (r) in the form Q 0 = U −1 τ 1 U with the diagonal-in-energy position-dependent matrix
in terms of the field W satisfying {τ 1 , W } = 0 and W † = −W . The former constraint implies W = cτ 2 + dτ 3 , and we combine c and d into a vector object
where the unitary matrix V is introduced to simplify the quadratic action [Eq. (29) below]. 54 Its explicit form can be found in Appendix B. The Pauli matrices acting in the (c, d) space will be referred to as Σ i .
56 Physically, the field w describes soft diffusive modes on top of a superconducting state (in the presence of a supercurrent they can no longer be classified as difusons and cooperons).
Expansion of the action in the powers of w reads:
where each term is a combination of the bulk and boundary contributions:
Since Q 0 is the saddle point, the linear term S (w) is totally due to the boundary, but it will contribute to the quadratic-in-x action [see Eq. (36) below]. The boundary contributions are given by
where w † 
The bulk contribution is given by
where explicit expression for the effective potential Ω can be found in Appendix B.
C. Effective capacitance evaluation
The effective action for the phase variable x(τ ) is determined by the saddle-point trajectory of the action (23) with the boundary conditions (20) . It can be written as a series in x:
with w (n) ∝ x n . As we are interested in quadratic-inx terms, it suffices to follow only w (1) and w (2) . Due to nonlinearity of the theory, the linear terms w (1) may influence the equation of motion for the quadratic term w (2) . However, as shown in Appendix C, this mechanism gives no contribution to the effective action. Therefore we may consider linear equations of motion obtained by varying S (w 2 ) bulk :
and process each order in x independently. The boundary conditions for Eq. (31) can be obtained by comparing Eq. (20) with the parametrization (21) at r = ±1/2. The first two terms are given by
where
and
In what follows we will need only diagonal elements of w (2) , so we introduce the notation ξ
With the boundary conditions (33), the solution of Eq. (31) can be written in the form:
where the functions ξ
1, 2 (r) and ξ
1, 2 (r) obey the same Eq. (31) as w 1, 2 (r) and satisfy the boundary conditions:
To get the quadratic-in-x part of the action, we substitute Eqs. (34) to Eq. (23):
which takes the form of Eq. (A5) with the kernel K( , ω) after the substitution = ( 1 + 2 )/2 and ω = 1 − 2 .
Then the intrinsic capacitance should be determined from Eq. (A6). To find it numerically, we expand the matrix Ω +ω/2, −ω/2 (r) and the solutions ξ (n) +ω/2, −ω/2 (r) in powers of ω as
and write down the system of linear equations for the first three coefficients:
which should be supplemented by the boundary conditions obtained from the expansion of ξ
, we obtain
[the term originating from the Σ 2 part of Eq. (28) equals zero]. According to Eq. (A6), the intrinsic capacity of the junction is determined by the integral of Eq. (40) over .
D. Notes on numerical evaluation
The first step of numerical simulation is to find the solutions for the Usadel equations (17) . One way is to use the explicit expression in terms of elliptical functions, 54 that reduces to finding two constants from a system of algebraic equations numerically. However in order to obtain the functions θ (r) and ϕ (r) numerically we find it more convenient to follow the other way and to simulate the original differential Eqs. (17) directly. Obtained spectral angles are used to determine the matrices Ω 0 , Ω 1 , and Ω 2 in Eq. (37) . Then the system (39) is solved numerically, the solutions are substituted to Eq. (40) and the integral over in Eq. (A6) is calculated with a proper energy grid.
As a check of the numerical method, it is instructive to calculate d K( , 0). It is easy to see that it should be proportional to the derivative of the current-phase relation ∂I/∂χ. By checking that this quantity indeed crosses zero at the critical phase χ c we can provide an independent test for our numerical calculations. 
E. Results
The resulting dependence of the capacitance coefficient α C (χ c ) = C * (χ c )/(G/E g ) evaluated at the critical phase difference, χ c , on the ratio ∆/E Th ∝ L 2 is presented in Fig. 3 (for the dependence of E g on ∆/E Th see, e. g., For completeness, in Fig. 4 we present the phase dependence of the intrinsic capacitance coefficient α C (χ) = C * (χ)/(G/E g ) in the long-wire limit. In the vicinity of χ = π, where the gap closes, the intrinsic capacitance diverges as
A similar behavior obtained for short diffusive junctions in Ref. 44 is attributed to the presence of almost open channels (T α → 1) in Dorokhov distribution (12).
IV. LIFE TIME OF THE SUPERCURRENT STATE A. Instanton action
Decay of the dissipationless supercurrent state governed by the action (2) is equivalent to a quantummechanical tunneling of a massive particle under a barrier. Near the criticality, at I → I c , the potential barrier ∆F (x) = F (χ c + x) − F (χ c ) can be approximated by a cubic parabola:
where i c is defined in Eq. (1), and
is the dimensionless curvature of the current-phase characteristic at χ c . Parameters i c and i c for some model Josephson junctions are listed in Table I . The instanton trajectory for the potential (42) takes the form
where ω p is the plasma frequency describing small phase oscillations near the minimum of ∆F (x). In the shortwire limit, ω p was calculated in Ref. 44 , and the general expression is given by
The life time of the subcritical current state in the WKB approximation can be estimated as:
where S is the instanton action,
This expression generalizes the result for the tunnel limit 2 to the case of an arbitrary Josephson junction.
Equations (44)- (46) supplemented by the expressions (3) and (5) provide full description of the supercurrent decay due to quantum fluctuations. The numerical coefficients i c , i c and α C (χ c ) for a number of model Josephson junctions are summarized in Table I .
If the geometric capacitance is sufficiently small, C geom C * (χ c ), the instanton action (46) can be simplified. Substituting C * (χ c ) from Eq. (5), we arrive at Eq. (6), with the model-dependent parameter
For some model cases the coefficient γ is given by Eq. (7) .
B. Applicability of the theory
In our analysis we rely on the adiabatic approximation for χ(τ ) justified at I → I c . In this limit, variation of the phase is weak and small, that allows to expand the action. On the other hand, in the very vicinity of I c , the instanton action S 1 and the WKB method fails. Therefore the present theory is applicable as long
If the geometric capacitance is negligible that reduces to
Finally, we discuss the condition on the temperature range when the T = 0 description of the phase tunneling is applicable. The principal limitation is related to the crossover to thermal decay with the activation exponent e −δF/T , where δF ∼ (G/G Q )E g (1−I/I c ) 3/2 is the height of the free energy barrier. Quantum description is applicable as long as δF/T S, which translates into the constraint [C(χ c )T 2 /GE g ] 2 1 − I/I c . In the important limit of a small geometric capacitance, this condition reduces to a simple inequality
The condition (49) also guarantees that the phase action can still be written in a capacitive form (2) neglecting quasiparticle damping effects. Indeed, dissipative terms in the action can be roughly described by a large shunting resistance R(T ) ∼ G −1 e Eg/T , which has no effect on phase tunneling since the corresponding RC time is much larger than the period of plasma oscillations.
To estimate the predictions of our theory consider a 1 µm-long SNS junction similar to that fabricated in Refs. 25, 28, and 29. With the parameters G −1 ∼ 5 Ω, E Th ∼ 30 mK, and ∆/E Th ∼ 10 2 , the intrinsic capacitance is expected to be of the order of 10 pF. The condition (48) determines a wide range of allowed bias currents: 10
1 − I/I c 1, in which the predicted life time (when the intrinsic capacitance dominates) varies from nanoseconds to practically unlimited values. For example, the decay time τ 0 ∼ 1 s is achieved at 1−I/I c ∼ 10 −2 . According to the constraint (49), the quantum tunneling regime is realized in the sub-100 mK temperature range.
Our calculation was performed in the assumption of ideally transparent SN interfaces, whereas experimentally studied junctions may have a finite conductance G T of interfaces. Our theory is valid as long as G T G, but it can be straightforwardly extended beyond this limit by adding the corresponding boundary terms 52, 58 to the sigma-model action (14) . In the opposite limit, G T G, the normal region can be treated as a chaotic quantum dot as it was done in Ref. 54 .
V. DISCUSSION AND CONCLUSION
In the present paper we have found the life time of a slightly subcritical dissipationless supercurrent state in an SNS Josephson junction due to quantum fluctuations. At low temperatures, the superconducting phase difference across the junction behaves as a massive quantummechanical variable, with the mass determined by the sum of the geometric (C geom ) and intrinsic (C * ) capacitances of the junction. While the former describes charging effects, the latter is associated with the dynamics of the Andreev bound states. We obtain that, generically, the intrinsic capacitance is expressed through the normal-state conductance G and the spectral minigap E g induced in the normal part of the junction by the relation C * (χ) = α C (χ)(G/E g ), where α C (χ) ∼ 1 is a modeldependent coefficient. An analogous expression for C * in the long-wire limit was conjectured in Ref. 25 , based on the requirement that the RC * time of the junction is governed by /E g . We determine the model-dependent numerical factor α C (χ c ) for two classes of Josephson junctions: an arbitrary short scatterer described by the set of its transmission eigenvalues (see Table I ) and a diffusive metallic wire of arbitrary length (see Fig. 3 ). In the former case we rely on Galaktionov-Zaikin expression (11) , rederived in Appendix A. In the latter case we employ the nonlinear sigma model formalism. Depending on a particular junction, the capacitance coefficient α C (χ c ) can vary by a factor of three that may have a pronounced effect on the quantum tunneling rate due to its exponential sensitivity to the junction parameters. For long junctions with negligible geometric capacitance, the decay rate is determined only by G and proximity to criticality, as given by Eq. (6) . Measuring the coefficient γ in that relation and comparing it with the results (7) may provide an independent tool to determine the type of the Josephson junction.
Our analysis of the quantum decay of the supercurrent is limited to low temperatures, T E g . For higher temperatures, finite population of quasiparticle states leads to dissipative phase dynamics, and the problem should be treated in the spirit of Ref. 3 , with an additional complications due to inapplicability of the simple RSJ model, as well as possible issues on inelastic relaxation and thermalization in the normal part of the junction.
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Capacitive phase dynamics is realized only in the nondissipative supercurrent state near the criticality. Once it is destroyed by fluctuations, the junction switches to the resistive branch and the phase dynamics becomes dissipative (like for high temperatures). Though we cannot access this regime, our results can be used for a qualitative description of the hysteretic behavior observed experimentally in lateral junctions. [25] [26] [27] [28] Assuming that an oversimpified RSJ model can qualitatively describe the SNS junction with the choice of the resistance R ∼ G −1 and capacitance C ∼ C * , one finds that the McCumber parameter β C = 2eI c CR 2 (which is the square of the quality factor Q = ω p RC) is generally of the order of one [formal substitution R = G −1 and C = C * (χ c ) yields β C = 2i c α C (χ c ), which is larger than 6 for long wires]. In this model, large McCumber parameter, β C > 1, is required for a hysteretic behavior. Though for long junctions the geometric capacitance is too small to explain the hysteresis, an account of the intrinsic capacitance provides sufficiently large β C 1 necessary for observing a hysteretic behavior. 25 Recently it was demonstrated that low retrapping current is a consequence of electron overheating in the normal region, when the electron temperature can be several times larger than the bath temperature. 28 The retrapping current is then identified with the critical current at the elevated electron temperature, explaining large hysteresis. By contrast, we would like to emphasize that the intrinsic junction capacitance due to dynamics of the Andreev bound states may itself lead to a hysteretic behavior, even for a perfect thermal contact with the environment.
representation is defined in the conventional way as
In a stationary uniform superconductor, Q S depends only on the time difference, Q S (τ 1 , τ 2 ) = Q S (τ 1 − τ 2 ), and hence is diagonal in the energy representation,
, where
and ϕ is superconducting phase. Now we proceed to the derivation of the capacitive term in the action (2). We assume zero superconducting phase on the left lead and a time-dependent phase χ(τ ) on the right lead (see Fig. 2 ). We assume that χ(τ ) = χ 1 + x(τ ), where x(τ ) is a small and slow function of Matsubara time τ :
Q R (τ 1 , τ 2 ) = e iχ(τ1)τz/2 Q L (τ 1 , τ 2 )e −iχ(τ2)τz/2 , (A4b)
where τ z is the Pauli matrix in the N space. Substituting these expressions into Eq. (A1) we obtain the action for the phase difference χ(τ ).
In the limit I → I c , the free energy barrier protecting the supercurrent state χ = χ 1 is small, and one can expand the action in powers of x(τ ) = χ(τ ) − χ c . The quadratic term can be written in the form
with the kernel K( , ω) calculaed below. Also, the same limit guarantees that phase dynamics is slow and thus can be described (at T = 0) by the termχ 2 in Eq. (2), with the intrinsic capacitance of the junction given by
2. Derivation of the kernel K
Here we calculate the kernel K( , ω) starting with the action (A1) for an arbitrary distribution of T α (for brevity we omit brackets that denote averaging over T α ). We writeQ R as Q R (τ 1 , τ 2 ) = e ix(τ1)τz/2 Q R (τ 1 , τ 2 )e −ix(τ2)τz/2 ,
where Q R (τ 1 , τ 2 ) = Q (χ1) S (τ 1 − τ 2 ) corresponds to the stationary phase χ 1 . Then we insert expressions (A4) into Eq. (A1) and expand the action in powers of x(τ ) = χ(τ ) − χ 1 .
The first variation of the action with respect to x reads:
where we denote ∆Q = Q L −Q R and (x) tt = x(t)δ tt .
In the following expression for the second variation we will omit for simplicity terms that contain twox operators without any Q-matrix in between, since such terms will give no contribution to the intrinsic capacitance. Also after taking the variation, we put x(τ ) = 0 as we are interested in the second variation near the stationary solution. The result can be written as
where ∆Q = Q L − Q R is diagonal in the energy representation:
∆Q( ) = 2∆ sin(χ/2) √ 2 + ∆ 2 q, q = τ x sin(χ/2) + τ y cos(χ/2). 
After such a rotation, S (w 2 )
bulk acquires the form (29) , with the matrix potential Ω 1, 2 (r) given by (here and below we omit the spacial coordinate r for brevity) 
