Abstract Gamow-Teller transitions in isotopes of chromium play a consequential role in the presupernova evolution of massive stars. β-decay and electron capture rates on chromium isotopes significantly affect the time rate of change of lepton fraction (Ẏ e ). Finetuning of this parameter is one of the key for simulating a successful supernova explosion. The (anti)neutrinos produced as a result of electron capture and β-decay are transparent to stellar matter during presupernova phases. They carry away energy and this result in cooling the stellar core. In this paper we present the calculations of Gamow-Teller strength distributions and (anti)neutrino energy loss rates due to weak interactions on chromium isotopes of astrophysical importance. We compare our results with measured data and previous calculations wherever available.
iron (
56 Fe), the binding energy per nucleon curve prohibits any further production of energy by nuclear fusion. When the iron core, formed in the center of a massive star, grows by silicon shell burning to a mass around 1.5 M ⊙ , the electron degeneracy pressure required to counter the enormous self-gravity force of the star is reduced and the core becomes unstable. This starts what is normally termed as core-collapse supernova, in the course of which the star explodes and the parts of heavy-element core and its outer shells are ejected into the intersteller medium. In addition to disseminating nuclei formed during stellar evolution, supernova play a key role in synthesizing additional heavy elements. These elements (heavier than iron) are thought to be formed in the r-process nucleosynthesis and type II supernova explosions are considered to be the most probable site for such neutron-capture processes (Cowan et al. 2004 ). Thus, a detailed understanding of the explosion mechanism is not only necessary for the fate of a star's life but also for understanding the very important nucleosynthesis problem which is intricately linked with the microphysics of core collapse.
Since 1934, when Baade and Zwicky (Baade et al. 1934) proposed that a supernova represents the transition of a normal star to a neutron star, scientists have been debating about the details of the mechanism responsible for these spectacular explosions. Unfortunately, the supernova explosion mechanism is still mysterious. To date, core-collapse simulators find it challenging to successfully transform the collapse into an explosion.
Core collapse creates high temperatures (> 1 MeV) and densities (10 7 g cm −3 < ρ < 10 15 g cm −3 ) and produces either a neutron star or black hole. Under such extreme thermodynamic conditions, neutrinos are produced in abundance. The discovery of neutrino burst from SN1987A by the Kamiokande II group (Hirata et al. 1987 ) and IMB group (Bionta et al. 1987 ) energized the research on neutrino astrophysics. Neutrinos are considered to play a critical role in our understanding of the dynamics of supernova. They not only provide an essential probe into the core-collapse mechanism, but also probably play an active role in the explosion mechanism. They seem to be mediators of the transfer of energy from the inner core to the outer mantle of the iron core. This energy transfer is thought to transform the collapse into an explosion.
According to our present understanding of the explosion mechanism, the onset of the collapse and infall dynamics are very sensitive to the core entropy and to the lepton to baryon ratio, Y e (Bethe et al. 1979 ). These two quantities are mainly determined by weak interaction processes, electron capture and β-decay. Electron capture on (Fe-peak) nuclei is energetically favorable when electron Fermi energy reaches the nuclear energy scale (energies in the MeV range). This produces neutrinos and reduces the number of electrons available for the pressure support. Many of the nuclei present can also β-decay, a process which acts in the opposite direction. These weak-interaction mediated reactions affect the overall lepton to baryon ratio of the core and directly influence the collapse dynamics.
At the start of collapse, while densities in the core are ∼ 10 9 g cm −3 , the neutrinos can freely escape the collapsing star and therefore assist in cooling the core to a lower entropy state. As the core density reaches ρ ∼ 10 12 g cm −3 , an important change occurs in the physics of the core collapse. At such high densities, (where neutrino diffusion time becomes larger than the collapse time) (Bethe 1990 ) neutrinos feel the pressure of matter and can become trapped in the so-called neutrinosphere, mainly due to elastic scattering with nuclei. After neutrino trapping, the collapse proceeds essentially homologously (Goldreich et al. 1980 ), until nuclear densities, ρ ∼ 10 14 g cm −3 , are reached. The homologous core decelerates and bounces in response to the increased nuclear matter pressure. This drives a shock wave into the outer core. If the shock were to propagate outward without stalling, we would have what is called prompt-shock mechanism. However, it appears as if the energy available to the shock is not sufficient, as it loses energy in dissociating heavy nuclei that pass through it as it propagates outward. The shock loses additional energy due to neutrino emission (mainly non-thermal) leading to a standing shock. This stalled shock is thought to be revived by what has become known as the delayed-shock mechanism, originally proposed by Wilson and Bethe (Bethe et al. 1985) . The success of this explosion mechanism mainly depends on the cross sections for neutrino capture on nucleons, the neutrino production rates, the details of the neutrino transport, neutrino cooling rates, convection behind the stalled shock, and other factors, many of which are not known with certainty. Depending on these ingredients, simulations of the delayed shock mechanism yielded successful explosions in some cases (Herant et al. 1994; Freher et al. 2000) , while they failed in some of the other cases - (Thompson et al. 2003) .
After core bounce, ∼ 10 53 ergs of energy (Balantekin et al. 2003 ) is released from the cooling proto-neutron star in the form of neutrinos and antineutrinos of all 3 flavours (electron, muon and tau). Only 1% of this energy needs to be absorbed behind the shock to generate the ∼ 10 51 ergs of energy associated with the explosion. Simulating a 1% effect is indeed a challenging task faced by astrophysicists all around the globe. Neutrinos while propagating through the proto-neutron star interact with the protons, neutrons and electrons in this central object via absorption and scattering. These neutrinos play a vital role in our understanding of the microphysics of the supernova. They provide information concerning the neutronization due to electron capture, the formation, stalling, revival and propagation of the shock wave and the cooling phase. Electron capture rates and associated neutrino cooling rates (as a function of stellar temperature, density and Fermi energy) are important input parameters for modeling the dynamics and supernova collapse phase of massive stars (Strother et al. 2009) . A reliable and microscopic calculation of neutrino loss rates and capture rates has thus become a topic of interest for core-collapse simulators all around the world.
Fuller, Fowler, and Newman (FFN) (Fuller et al. 1980 (Fuller et al. , 1982 were the first who performed a comprehensive calculation of stellar weak rates including the capture rates, neutrino energy loss rates and decay rates for a wide range of density and temperature. The calculation was done for 226 nuclei in the mass range 21 ≤ A ≤ 60. FFN work was later extended by Aufderheide et al. (Aufderheide et al. 1994 ) for heavier nuclei with A > 60. Since then theoretical efforts were focused on the microscopic calculations of capture rates of iron-regime nuclide. The proton-neutron quasi particle random phase approximation theory (pn-QRPA) ) and large-scale shell model (Langanke et al. 2000) were used largely for the microscopic calculation of weak interaction rates in stellar environment.
Weak interaction rates for 709 nuclei with A = 18 to 100 in stellar matter using the pn-QRPA theory were calculated by Nabi and Klapdor . These weak interaction rate calculations included decay rates, capture rates, neutrino energy loss rates, gamma heating rates, probabilities of β-delayed particle emissions and energy rate of these particle emissions (Nabi et al. , 2004 . These calculations were later refined using more efficient algorithms, incorporating latest data from mass compilations and experimental values, and by fine-tuning of model parameters (Nabi et al. 2005 )- ). The present work is devoted to a microscopic calculation of Gamow-Teller strength distribution and detailed analysis of the neutrino and antineutrino energy loss rates due to weak-interaction reactions on isotopes of chromium in stellar environment. The neutrino and antineutrino energy loss rates can occur through four different weak-interaction mediated channels: electron and positron captures, and, electron and positron emissions. The neutrinos are produced due to electron captures and positron decays whereas the antineutrinos are produced due to positron captures and electron decays.
Charge-changing transitions normally referred to as Gamow-Teller (GT) transitions play an important role in many astrophysical events in universe. During early stages of collapse many important nuclear processes, such as β decays, electron captures, neutrino absorption and inelastic scattering on nuclei, appear. These reactions are mainly governed by GT (and Fermi) transitions. GT transitions for f p-shell nuclei are considered very important for supernova physics (Fuller et al. 1980 (Fuller et al. , 1982 . The GT transitions, in f p-shell nuclei, play decisive roles in presupernova phases of massive stars and also during the core collapse stages of supernovae (specially in neutrino induced processes). At stellar densities ∼ 10 11 gcm −3 , for f p-shell nuclei, the electron chemical potential approaches the same order of magnitude as the nuclear Q-value. Under such conditions, the β-decay rates are sensitive to the detailed GT distributions. For still higher stellar densities, the electron chemical potential is much larger than nuclear Q-values. Electron capture rates become more sensitive to the total GT strength for such high densities. To achieve a better understanding of these notoriously complex astrophysical phenomena, a microscopic calculation of GT strength distributions is in order.
The GT excitations deal with the spin-isospin degree of freedom and are executed by the στ ±,0 operator, where σ is the spin operator and τ ±,0 is the isospin operator in spherical coordinates. The plus sign refers to the GT + transitions where a proton is changed into a neutron (commonly referred to as electron capture or positron decay). On the other hand, the minus sign refers to GT − transitions in which a neutron is transformed into a proton (β-decay or positron capture). The third component GT 0 is of relevance to inelastic neutrino-nucleus scattering for low neutrino energies and would not be considered further in this manuscript. Total GT − and GT + strengths (referred to as B(GT ) − and B(GT ) + , respectively, in this manuscript) are related by Ikeda Sum Rule as B(GT ) − − B(GT ) + = 3(N − Z), where N and Z are numbers of neutrons and protons, respectively (Ikeda et al. 1963) . Given nucleons are treated as point particles and two-body currents are not considered, the model independent Ikeda Sum Rule should be satisfied by all calculations.
Isotopes of chromium are advocated to play an important role in the presupernova evolution of massive stars. The measured data of GT strength in chromium isotopes have been sparse to the best of our knowledge. The decay of 46 Cr was studied by (Zioni et al. 1972) (Fujita et al. 2011) . On the other hand Adachi and collaborators (Adachi et al. 2007 ) were able to perform a high resolution 50 Cr( 3 He, t) 50 Mn measurement at an incident energy of 140 MeV/nucleon and at 0
0 for the precise study of GT transitions. The experiment was performed at RCNP, Japan. Owing to high resolution the authors were able to measure B(GT ) − strength up to 12 MeV in 50 Mn. At higher excitations above the proton separation energy, a continuous spectrum caused by the quasifree scattering appeared in the experiment. Nonetheless there was a need to perform more experiments to measure GT transitions in f p-shell nuclei. Next-generation radioactive ion-beam facilities (e.g. FAIR (Germany), FRIB (USA) and FRIB (Japan)) are expected to provide us measured GT strength distribution of many more nuclei. It is also expected to observe GT states in exotic nuclei near the neutron and proton drip lines. However simulation of astrophysical events (e.g. core-collapse supernovae) requires GT strength distributions ideally for hundreds of nuclei. As such experiments alone cannot suffice and one has to rely on reliable theoretical estimates for GT strength distributions.
Aufderheide and collaborators (Aufderheide et al. 1994 ) searched for key weak interaction nuclei in presupernova evolution of massive stars. Phases of evolution, after core silicon burning, were considered and a search was performed for the most important electron capture and β-decay nuclei for 0.40 ≤ Y e ≤ 0.50 (Y e is leptonto-baryon fraction of the stellar matter). The rate of change of Y e during presupernova evolution is one of the keys to generate a successful explosion. As per their calculation, electron captures on 51−58 Cr and β-decay of 53, 54, 55, 56, 57, 59, 60 Cr were found to be of significant astrophysical importance controlling Y e in stellar matter. Later Heger and collaborators (Heger et al. 2001) performed simulation studies of presupernova evolution employing shell model calculations of weak-interaction rates in the mass range A = 45 to 65. Electron capture rates on 50, 51, 53 Cr were found to be crucial for decreasing the Y e of the stellar matter. Similarly, it was shown in the same study that β-decay rates of 53, 54, 55, 56 Cr played a significant role in increasing the Y e content of the stellar matter. These and similar studies of presupernova evolution provided us the motivation to perform a detailed study of GT transitions and the (anti)neutrino energy loss rates due to isotopes of chromium. In this work we calculate and study GT distributions of eleven (11) isotopes of chromium, 50−60 Cr, both in the electron capture and β-decay direction. The (anti)neutrino energy loss rates of these chromium isotopes are also calculated and compared with previous calculations.
The theoretical formalism used to calculate the GT strength distributions and associated (anti)neutrino energy loss rates in the pn-QRPA model is described briefly in the next section. We compare our results with other model calculations and measurements in Section 3. A decent comparison would put more weight in the predictive power of the pn-QRPA model used in this work. It is pertinent to mention again that our calculation includes many neutron-rich and neutron-deficient isotopes of chromium for which no experimental data is available for now. Core-collapse simulators rely heavily on reliable theoretical estimates of the corresponding weak rates in their codes. Section 4 finally summarizes our work and states the main findings of this study.
Model Selection and Formalism
GT strength distributions of 50−60 Cr isotopes were calculated by using the proton-neutron quasiparticle random phase approximation (pn-QRPA) model (we refer specially to the calculations by (Staudt et al. 1990; Hirsch et al. 1993) ). The QRPA treats the particle-particle (pp) and hole-hole amplitudes in a similar way as in particle-hole (ph) amplitudes. The QRPA takes into account pairing correlations albeit in a non-perturbative way. Earlier a similar study for calculation of GT transitions for key chromium isotopes, using different pn-QRPA models, was performed (Cakmak et al. 2015) . The idea was to find out the best pn-QRPA model to perform the stellar weak interaction rates with the respective model parameters. It was concluded in (Cakmak et al. 2015 ) that the current pn-QRPA model was indeed the best model that reproduced not only the available experimental data but had the best predictive power for estimate of weak rates of nuclei far away from line of stability. In this paper we use the same model (with same model parameters) to calculate (anti)neutrino cooling rates due to isotopes of chromium.
In this section, we give necessary formalism used in the pn-QRPA models. Detailed formalism may be seen in (Nabi et al. 2004 ) and is not reproduced here for space consideration.
The GT Strength Distribution
The Hamiltonian of the pn-QRPA model is given by
Single particle energies and wave functions were calculated in the Nilsson model which takes into account nuclear deformation. Pairing in nuclei was treated in the BCS approximation. In the pn-QRPA model, protonneutron residual interaction occurs through both pp and ph channels. Both the interaction terms were given a separable form. V ph GT is the particle-hole (ph) GT force, and V pp GT is the particle-particle (pp) GT force. The proton-neutron residual interactions occurred as particle-hole and particle-particle interaction. The interactions were given separable form and were characterized by two interaction constants χ and κ, respectively. Other parameters required for the calculation of weak rates are the Nilsson potential parameters, the pairing gaps, the deformations, and the Q-values of the reactions. Nilsson-potential parameters were taken from Ref. (Nilsson 1955 ) and the Nilsson oscillator constant was chosen as ω = 41A −1/3 (M eV ) (the same for protons and neutrons). The calculated half-lives depend only weakly on the values of the pairing gaps (Hirsch et al. 1991) . Thus, the traditional choice of ∆ p = ∆ n = 12/ √ A(M eV ) was applied in the present work. Experimentally adopted values of the deformation parameters, for even-even isotopes of chromium ( 50,52,54 Cr), extracted by relating the measured energy of the first 2 + excited state with the quadrupole deformation, were taken from (Raman et al. 1987) . For other cases the deformation of the nucleus was calculated as
where Z and A are the atomic and mass numbers, respectively, and Q 2 is the electric quadrupole moment taken from Möller and collaborators (Möller et al. 1981) . Q-values were taken from the recent mass compilation of Audi and collaborators . Our ultimate goal is to calculate reliable and microscopic weak rates for astrophysical environments, many of which cannot be measured experimentally. The theoretical calculation poses a big challenge. For example, it was concluded that β-decay and capture rates are exponentially sensitive to the location of GT + resonance while the total GT strength affect the stellar rates in a more or less linear fashion (Aufderheide et al. 1996) . Weak rates, with an excited parent state, are required in sufficiently hot astrophysical environments.
The results of pn-QRPA calculations were multiplied by a quenching factor of f 2 q = (0.6) 2 (Vetterli et al. 1989; Gaarde 1983 ) in order to compare them with experimental data and previous calculations, and to later use them in calculation of (anti)neutrino energy loss rates. Interestingly Vetterli et al. (1989) and Rönnqvist et al. (1993) predicted the same quenching factor of 0.6 for the RPA calculation in the case of 54 Fe when comparing their measured strengths to RPA calculations.
The Ikeda Sum Rule, in re-normalized form, in our model translates to
The reduced transition probabilities for GT transitions from the QRPA ground state to one-phonon states in the daughter nucleus were obtained as
where the symbols have their usual meaning. ω represents daughter excitation energies. µ can only take three values (-1, 0, 1) and represents the third component of the angular momentum. The charge-changing transition strengths were calculated as in Eq. (4). For details of calculation of nuclear matrix elements we refer to Nabi et al. (2004) . For odd-A nuclei, there exist two different types of transitions: (a) phonon transitions with the odd particle acting only as a spectator and (b) transitions of the odd particle itself. For case (b) phonon correlations were introduced to one-quasiparticle states in first-order perturbation. For further details, we refer to (Hirsch et al. 1993 ).
Neutrino-Antineutrino Energy Loss Rates
As discussed earlier the neutrino and antineutrino energy loss rates can occur through four different weakinteraction mediated channels: electron and positron emissions, and, continuum electron and positron captures. It is assumed that the neutrinos and antineutrinos produced as a result of these reactions are transparent to the stellar matter during the presupernova evolutionary phases and contributes effectively in cooling the system. The neutrino and antineutrino energy loss rates were calculated using the relation
The value of D was taken to be 6295s (Yost et al. 1988) . B ′ ij s are the sum of reduced transition probabilities of the Fermi B(F) and Gamow-Teller (GT) transitions B(GT). The effective ratio of axial and vector coupling constants, (g A /g V ) was taken to be -1.254 (Rodin et al. 2006) . The f ν ij are the phase space integrals and are functions of stellar temperature (T ), density (ρ) and Fermi energy (E f ) of the electrons. They are explicitly given by
and by
In Eqs. (6) and (7) w is the total energy of the electron including its rest mass, w l is the total capture threshold energy (rest+kinetic) for positron (or electron) capture. F(± Z,w) are the Fermi functions and were calculated according to the procedure adopted by (Gove and Martin 1971 ). G ± is the Fermi-Dirac distribution function for positrons (electrons).
here E is the kinetic energy of the electrons and k is the Boltzmann constant. For the decay (capture) channel Eq. (6) (Eq. (7)) was used for the calculation of phase space integrals. Upper (lower) signs were used for the case of electron (positron) emissions in Eq. (6). Similarly upper (lower) signs were used for the case of continuum electron (positron) captures in Eq. (7). Details of the calculation of reduced transition probabilities can be found in Ref. (Nabi et al. 2004 ). Construction of parent and daughter excited states and calculation of transition amplitudes between these states can be seen in Ref. .
The total neutrino energy loss rate per unit time per nucleus is given by
where λ ν ij is the sum of the electron capture and positron decay rates for the transition i → j and P i is the probability of occupation of parent excited states which follows the normal Boltzmann distribution.
On the other hand the total antineutrino energy loss rate per unit time per nucleus is given by
where λν ij is the sum of the positron capture and electron decay rates for the transition i → j.
Results and Discussions
The β-decay and capture rates are exponentially sensitive to the location of GT + resonance (Aufderheide et al. 1996) which in turn translates to the placement of GT centroid in daughter. The statistical data for the calculated GT strength distributions for isotopes of chromium ( 50−60 Cr) is presented in Table 1 . Here we show the calculated GT strengths (in arbitrary units), centroids (in MeV) and widths (in MeV) along both β-decay and electron capture direction for isotopes of chromium. The fulfillment of Ikeda Sum Rule (Eq. (3)) is one of the key factors to check for the consistency of any theoretical calculation of GT strength function. Fig. 1 shows the excellent comparison of our calculated re-normalized Ikeda Sum Rule with the theoretical prediction.
We compare our calculated total GT strengths with other theoretical calculations and measurements wherever possible in Table 2 . References for previous theoretical calculations and experimental data is provided in caption of Table 2 . It is to be noted that the pn-QRPA calculated strengths are relatively smaller than those calculated by shell model results. The total B(GT ) + strength for 56 Cr calculated by SMMC(KB3) model is 1.5±0.21 (Langanke et al. 1995) (not shown in Table 2). The corresponding strength calculated by our model is 1.31 and is in decent comparison with the shell model result. Fig. 2 shows our calculated GT strength distribution in the β-decay direction for 50 Cr. Shown also are the two measured GT distributions for 50 Cr. Exp. 1 shows the measurement result of ( 3 He, t) experiment up to 5 MeV by Fujita et al. (2011) . The high resolution 50 Cr( 3 He, t) 50 Mn measurement at an incident energy of 140 MeV/nucleon and at 0 0 , for a precise study of GT transitions up to 12 MeV in daughter performed by Adachi et al. (2007) , is shown as Exp. 2 in Fig. 2 . We further compare our calculated GT strength distribution with the previous shell model calculation of Petermann et al. (2007) using the KB3G interaction. Fragmentation of GT 1 + strength exists in all cases. It can be seen that the pn-QRPA calculates low-lying transitions in daughter of bigger magnitude than the shell model results resulting in placement of centroid at a much lower energy in daughter. The pn-QRPA calculated strength distribution is in good agreement with Exp. 2 data. (Petermann et al. 2007 ) also performed a large scale shell model calculation of GT − in 52 Cr using the KB3G interaction. We compare their results with our pn-QRPA calculation in Fig. 3 . In shell model calculation the GT states are mainly concentrated between 5-15 MeV in daughter. The pn-QRPA places the energy centroid at low excitation energy of 5.41 MeV in 52 Mn. A similar comparison of our calculated GT − in 54 Cr with that of Petermann et al. (2007) is shown in Fig. 4 . Bulk of GT strength in 1 + states have been concentrated in different energy ranges in both models. They are placed at energy intervals of 2.5-10 MeV in pn-QRPA model and 8-16 MeV in shell model calculation.
The calculated neutrino and antineutrino loss rates due to 11 isotopes of chromium ( 50−60 Cr) for selected densities and temperatures in stellar matter are presented in Tables 3-5. The first column of the tables gives log ρY e in units of g cm −3 , where ρ is the baryon density and Y e is the ratio of the lepton number to the baryon number. Stellar temperatures (T 9 ) are given in units of 10 9 K. λ ν (λν ) are the total neutrino (antineutrino) energy loss rates as a result of β + decay and electron capture (β − decay and positron capture) in units of MeV s −1 . All calculated rates are tabulated in logarithmic (to base 10) scale. In the tables, -100 means that the rate is smaller than 10 −100 MeV s −1 . It can be seen from Tables 4 and 5 , respectively. It can be seen from Tables 3-5 that at low densities and temperatures the antineutrino energy loss rates due to 53−60 Cr dominate by order of magnitudes and hence more important for the collapse simulators. As T 9 [K] ∼ 30, the neutrino energy loss rates try to catch up with the antineutrino energy loss rates. At high stellar densities the story reverses with neutrino energy loss rates assuming the role of the dominant partner. At low densities the antineutrino energy loss rates have a dominant contribution from the positron captures. As temperature rises or density lowers (the degeneracy parameter is negative for positrons), more and more high-energy positrons are created leading in turn to higher positron capture rates and consequently higher antineutrino energy loss rates. The complete electronic version (ASCII files) of these rates may be requested from the authors.
Our calculation of neutrino and antineutrino energy loss rates due to weak interactions on chromium isotopes was also compared with previous calculations performed by (Fuller et al. 1980 (Fuller et al. , 1982 (FFN) and those performed using the large-scale shell model (LSSM) by Langanke et al. (2000) . The FFN rates had been used in many simulation codes (e.g., KEPLER stellar evolution code) while LSSM rates were employed in recent simulation of presupernova evolution of massive stars in the mass range 11-40 M ⊙ Heger et al. (2001) . Here we compare our calculation of (anti)neutrino energy loss rates for all isotopes of chromium which were found to be astrophysically important as per simulation results of (Aufderheide et al. 1994; Heger et al. 2001) . Figure 5 shows the comparison of neutrino energy loss rates due to weak rate interactions on 50 Cr (left column) and 51 Cr (right column) with the FFN and LSSM calculations. The upper panel displays the ratio of the LSSM rates to the calculated rates, R ν (LSSM/QRPA), and the lower panel shows a similar comparison with the FFN calculation, R ν (FFN/QRPA). All graphs are drawn at four selected densities (ρY e [g cm −3 ] = 10 2 , 10 5 , 10 8 and 10 11 ). These values correspond to low, medium-low, medium-high and high stellar densities, respectively. The calculated ratios are shown as a function of stellar temperatures ranging from T 9 [K] = 1 to 30. Our calculated neutrino energy loss rates due to 50 Cr is more than two orders of magnitude (factor 43) bigger than the rates calculated by LSSM (FFN) at T 9 [K] = 1 at low and medium-low densities. As stellar temperature soars to T 9 [K] = 30, our rates are still factor 5 (2) bigger than LSSM (FFN) rates. At high stellar densities and temperatures the mutual comparison with previous calculations improves to within a factor two. The primary reason for our enhanced neutrino energy loss rates may be traced back to the calculation of our ground-state GT strength distributions. Our calculated GT strength distribution centroids reside at much lower energy in daughter than shell model calculation (see Figs. 2-4) . To a lesser extent, the difference in calculated rates may also be attributed to calculation of excited state GT strength distributions in the two models. The LSSM employed the so-called Brink's hypothesis in the electron capture direction and back-resonances in the β-decay direction to approximate the contributions from high-lying excited state GT strength distributions in their calculation of weak rates. Brink's hypothesis states that GT strength distribution on excited states is identical to that from ground state, shifted only by the excitation energy of the state. GT back resonances are the states reached by the strong GT transitions in the inverse process (electron capture) built on ground and excited states. On the other hand the pn-QRPA model performs a microscopic calculation of the GT strength distributions for all parent excited states and provides a fairly reliable estimate of the total stellar rates. For the case of 51 Cr (right column) the pn-QRPA neutrino energy loss rates are again bigger for reasons mentioned earlier. At high densities the comparison improves with LSSM and FFN calculations. However our rates are still bigger by factor of 3-9. Simulators should take note of our enhanced neutrino energy loss rates at low stellar temperatures and densities characteristic of the hydrostatic phases of stellar evolution which may affect the temperature and the corresponding lepton-to baryon ratio which becomes very important going into stellar collapse.
The left panels of Figure 6 shows that our calculation of neutrino energy loss rates due to 52 Cr agree with the previous calculations to within a factor 5. For the case of 58 Cr (right panels) we note that FFN rates are up to 7 orders of magnitude smaller than our rates and surpass our calculated rates only at high stellar densities. Our results are in better comparison with the LSSM calculation. Unmeasured matrix elements for allowed transitions were assigned an average value of logf t =5 in FFN calculations. On the other hand these transitions were calculated in a microscopic fashion using the pn-QRPA theory (and LSSM) and depict a more realistic picture of the events taking place in stellar environment.
Figures 7-11 show the simultaneous comparison of neutrino (left panels) and antineutrino energy loss rates (right panels) with previous calculations for 53 Cr to 57 Cr, respectively. Figure 7 shows that for the case of 53 Cr the three neutrino energy loss rate calculations are in decent comparison whereas orders of magnitude differences are seen in the comparison of antineutrino energy loss rates. Our calculated antineutrino energy loss rates are in good comparison with FFN for low and medium-low density regions. At higher densities FFN rates are bigger by more than one order of magnitude. There are two main reasons for this enhancement of FFN rates. Firstly, FFN placed the centroid of the GT strength at too low excitation energies in their compilation of weak rates for odd-A nuclei Langanke et al. (1998) . Secondly, FFN threshold parent excitation energies were not constrained and extended well beyond the particle decay channel. At high temperatures contributions from these high excitation energies begin to show their cumulative effect. Our antineutrino energy loss rates are more than an order of magnitude bigger than LSSM at low densities and temperatures. The reason is the calculation of more GT strength at lower energies in daughter in our model as discussed earlier. LSSM rates get bigger as stellar density increases.
A similar comparison is seen in Figure 8 for the case of neutrino energy loss rate due to 54 Cr. Our calculated antineutrino energy loss rates are bigger than LSSM at low densities and temperatures. At high densities LSSM rates get bigger except at high temperatures (for reasons already stated). The FFN rates are bigger. It is further to be noted that FFN neglected the quenching of the total GT strength in their rate calculation. The pn-QRPA calculated neutrino energy loss rates due to 55 Cr (Figure 9 ) are orders of magnitude bigger than FFN. The approximations used by FFN in calculation of nuclear matrix elements were not good and resulted in very small neutrino cooling rates as compared with the microscopic calculations performed by us and LSSM. Our calculated neutrino energy loss rates due to 55 Cr are also bigger than LSSM results. Only at high density does the comparison improves. Our calculated antineutrino energy loss rates due to 55 Cr are bigger at low, medium-low and medium-high densities. At high density, the FFN and LSSM rates get factor 5-10 bigger. Our calculated neutrino energy loss rates for the case of 56 Cr are orders of magnitude bigger than FFN (Figure 10 ). The situation is very much similar to the comparison seen in bottom-left panel of Figure 9 . The reason for this large discrepancy was stated earlier. At high density the two results compare well. The antineutrino energy loss rates are in better comparison. For the case of 57 Cr (Figure 11 ) our calculated neutrino energy loss rates are generally bigger except at high density. The antineutrino energy loss rates of FFN are bigger by orders of magnitude at high density. The antineutrino energy loss rate comparison is fair for the case of 59,60 Cr (Figure 12 ). At high density FFN rates are too big for 59 Cr whereas a decent comparison is seen for the case of 60 Cr. It is to be noted that both pn-QRPA theory and LSSM calculates the ground-state GT distributions microscopically. For higher lying excited states, pn-QRPA model again calculates the GT strength distributions in a microscopic fashion whereas Brink's hypothesis and back resonances are employed in LSSM and FFN calculations. Accordingly, whenever ground state rates command the total rate, the two calculations are found to be in excellent agreement. For cases where excited state partial rates influence the total rate, differences are seen between the two calculations.
Conclusions
For stellar densities less than ρY e [g cm
−3 ] = 10 11 , the non-thermal (anti)neutrinos produced as a result of weak-interaction rates are transparent to stellar matter and cools the stellar core as a result of energy transfer. This process also reduces the entropy of the core material. In this paper we concentrated on astrophysically important isotopes of chromium and calculated their GT transitions using the microscopic pn-QRPA theory. The calculated GT strength distributions satisfied the model-independent Ikeda Sum Rule and were found in decent comparison with measured data wherever available. We also calculated the centroids and widths of the calculated GT strength distributions for 11 isotopes of chromium.
Later we performed calculation of (anti)neutrino energy loss rates due to these isotopes of chromium in stellar matter. The neutrino and antineutrino energy loss rates were calculated on a detailed density-temperature grid point and the ASCII files of the rates can be requested from the authors. The rates were also compared with the previous calculations (LSSM and FFN). FFN and LSSM calculations used approximations like Brink's hypothesis, back-resonances not used in our calculation. FFN calculation suffered with problems like placement of centroids of GT strengths, microscopic calculation of nuclear matrix elements, quenching of GT strength. On the other hand the LSSM calculation possessed the convergence problem (Lanczos-based as pointed by Pruet et al. (2003) ). Our pn-QRPA model did not suffer from these issues and we believe our calculated rates provide a fair and realistic picture of energy transfer from stellar cores via (anti)neutrino carriers.
We will urge simulators to test run our reported weak interaction rates presented here to check for some interesting outcome. We are currently in a phase of extending the present work for other nuclide of astrophysical importance and hope to report on the outcome of these calculations in near future. (Fujita et al. 2011 ), Exp. 2 by (Adachi et al. 2007) while KB3G shows shell model calculation by (Petermann et al. 2007) . Ej represents excitation energy in 50 Mn in units of MeV. Table 2 Comparison of calculated total B(GT ) values in 50, 52, 53, 54 Cr with measurement and other theoretical models (LSSM (KB3G) → Petermann et al. (2007) , SMMC (KB3) → Langanke et al. (1995 ), Shell Model → Nakada et al. (1996 and Shell Model (KB3) → Caurier et al. (1995) ). Experimental data was taken from Adachi et al. (2007) . 50 Cr 52 Cr 53 Cr 54 Cr 
