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a  b  s  t  r  a  c  t
Coherence  is  a fundamental  tool  in the analysis  of  neuronal  data  and  for studying  multiscale  interactions
of  single  and  multiunit  spikes  with  local  ﬁeld  potentials.  However,  when  the coherence  is  used  to  esti-
mate  rhythmic  synchrony  between  spiking  and  any  other  time  series,  the  magnitude  of the  coherence  is
dependent  upon  the  spike  rate. This  property  is  not  a statistical  bias,  but  a feature  of  the coherence  func-
tion.  This  dependence  confounds  cross-condition  comparisons  of spike–ﬁeld  and spike–spike  coherence
in  electrophysiological  experiments.
Taking  inspiration  from  correction  methods  that  adjust  the  spike  rate  of  a recording  with  bootstrapping
(‘thinning’),  we  propose  a method  of  estimating  a correction  factor  for the  spike–ﬁeld  and  spike–spike
coherence  that  adjusts  the  coherence  to account  for this  rate  dependence.
We demonstrate  that  the  proposed  rate  adjustment  is  accurate  under  standard  assumptions  and  derive
distributional  properties  of  the estimator.
The  reduced  estimation  variance  serves  to provide  a more  powerful  test  of cross-condition  differences
in  spike–LFP  coherence  than  the thinning  method  and  does  not  require  repeated  Monte  Carlo  trials.  We
also  demonstrate  some  of  the  negative  consequences  of failing  to account  for  rate  dependence.
The  proposed  spike–ﬁeld  coherence  estimator  accurately  adjusts  the  spike–ﬁeld  coherence  with
respect  to rate  and  has well-deﬁned  distributional  properties  that  endow  the  estimator  with  lower
estimation  variance  than  the existing  adjustment  method.
© 2014  The  Authors.  Published  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY-NC-SA. Introduction
Synchronization of rhythmic neural activity plays an important
ole in the function of cortical networks and the coordination of
ctivity between local and distant neural ensembles (Buzsáki and
raguhn, 2004; Fries, 2005; Wang, 2010). One measure of neu-
al synchrony is the coherence. The coherence is a nonparametric
pectral measure of the per-frequency linear dependence between
ime series (Hannan, 1970), and is a commonly used descriptive
∗ Corresponding author. Tel.:+1 6177351491.
E-mail addresses: mikioaoi@gmail.com, mcaoi@bu.edu (M.C. Aoi).
ttp://dx.doi.org/10.1016/j.jneumeth.2014.11.012
165-0270/© 2014 The Authors. Published by Elsevier B.V. This is an open access article unlicense  (http://creativecommons.org/licenses/by-nc-sa/3.0/).
statistic for neuroscientiﬁc data analysis (e.g. Pesaran et al., 2002;
Womelsdorf et al., 2006; Jutras et al., 2009; Anastassiou et al., 2011).
Both ordinary, and point process time series, such as spike trains,
may  be studied using standard coherence estimators (Bartlett,
1963; Jarvis and Mitra, 2001). This ﬂexibility permits the use of a
single metric to analyze the coupling between pairs of ﬁeld rhythms
like local ﬁeld potentials (LFPs), between pairs of spike trains, and
between spike trains and LFPs. Spike–ﬁeld coherence is a partic-
ularly important metric of coordinated neuronal activity, since it
indicates the degree to which individual neurons are rhythmically
synchronized with bulk network activity, represented by the LFP.
However, spike–ﬁeld coherence is a function of the mean spike rate
of the analyzed neuron (Lepage et al., 2011).
der the CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
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This dependence has important consequences for cross-
ondition comparisons of coherences when mean spike rates are
ot the same between conditions. Standard practice is to estimate
he coherence in each of two conditions and then to determine if
he coupling between spikes and LFPs differs between conditions
ased on the difference of coherences being signiﬁcantly different
rom zero. However, if the differences in coherences are due to the
pike rate alone, and not to a change in the coupling between spikes
nd LFPs then, under the null hypothesis of no coupling difference,
he null distribution of the differences between coherences should
ave non-zero mean. Thus, as we demonstrate in Section 3.4.1, the
tandard practice mis-speciﬁes the null distribution for differences
n spike–LFP coupling, making it impossible to correctly specify the
ype-I error of the test.
One method of correcting for this confound is the so called “thin-
ing” procedure (Gregoriou et al., 2009; Mitchell et al., 2009). In
his procedure, the mean spike rate of a more rapidly ﬁring neuron
s made comparable to the spike rate of a less rapidly ﬁring neu-
on by the random removal of spikes from the more rapid spike
rain until the mean spike rates of both spike trains are equal. This
pproach makes use of the assumption that the point process lacks
istory dependence (i.e. the process is inhomogeneous Poisson),
nd requires removing events from the observed point process.
hile the statistical properties of this procedure have not been
horoughly investigated, it is evident that the removal of spikes
ffectively removes information from the recording. Furthermore,
he Monte Carlo approach to rate adjustment may  become too com-
utationally unwieldy when conducting analyses across a large
umber of channels and/or conditions. This is likely to become
 more common problem as the number of simultaneous chan-
els used to record spikes becomes large. Alternatively, rhythmic
ynchrony can be assessed by generalized linear modeling, which
xplicitly accounts for rate-dependent coupling (Lepage et al.,
013). However, the results are model-dependent and require care-
ul interpretation.
In this paper, we propose a new method for examining
pike–ﬁeld coherence over a range of possible expected intensities,
hich is modeled after the thinning procedure, but has improved
bility to detect cross-condition changes in spike–ﬁeld coherence
with respect to area under the receiver operating characteristic
ROC) curve, Section 3.4).
The proposed method is developed analytically with well-
eﬁned sampling properties, precluding the need for Monte Carlo
rocedures which shufﬂe spikes, does not require the removal of
ata, and requires approximately the same amount of time to cal-
ulate as the conventional coherence estimator.
.1. Background and notation
Suppose the LFP y(t) is sufﬁciently described as a discrete time,
eak sense stationary (WSS), zero-mean process such that the
uto-covariance function of y(t) is given by
yy() ≡ E [y(t)y(t + )] ,
nd the power spectral density of y is deﬁned as
yy(f ) = 
∞∑
=−∞
ryy()e−i2f.We  deﬁne the random variable n(t) as the counting process
escribing the number of spikes that occur on the interval [0, t).
et dn(t) ≡ n(t + )  − n(t), where  is a small time increment. We
ill deﬁne the process (t) as the conditional counting processe Methods 240 (2015) 141–153
such that E[n(t)|(t)] = (t). In the following, we will consider (t)
to be an absolutely continuous random process such that
(t) ≡ lim
→0
(t + )  − (t)

,
exists (Snyder and Miller, 1991), and we will call it the condi-
tional intensity. We  may  then deﬁne the point process dn(t) in
terms of a discrete time, doubly-stochastic Poisson (DSP) process
with conditional intensity (t), where we choose  small such
that P(dn(t) = 1) ≈ (t) and P(dn(t) > 1) = O(2). We will regard
(t) ≥ 0 as a WSS  random process with E[(t)] = . We note that the
expectation of dn(t) can be expressed as
E[dn(t)] = E[E[dn(t)|(t)]]
= E[P(dn(t) = 1|(t))]
= E[(t)] + O(2)
≈ .
Since dn(t) is WSS  and DSP, the auto-covariance function is a
function of one variable and can be described in terms of the auto-
covariance function of (t) deﬁned as
rnn() ≡ E [dn(t)dn(t + )] − E[dn(t)]E[dn(t + )],
= ı0, + 2r(),
(1)
where r() is the auto-covariance function of (t), and ı0,· is
the Kronecker delta function. The spike auto-spectrum is given by
(Bartlett, 1963; Lepage et al., 2011)
Snn(f ) = 
∞∑
=−∞
rnn()e−i2f
= 
∞∑
=−∞
(ı0, + 2r())e−i2f
≈ 2( + S(f )).
(2)
the spike–ﬁeld cross spectrum is similarly deﬁned as
Sny(f ) ≡ 
∞∑
=−∞
rny()e−i2f, (3)
where
rny() ≡ E[dn(t)y(t + )]
is the cross-correlation between dn(t) and y(t).
The coherence between y(t) and dn(t) is
Cny(f ) ≡
Sny(f )√
Snn(f )
√
Syy(f )
. (4)
Note that, because (t) is also a WSS  stochastic process, we can
deﬁne the coherence between (t) and y(t);
Cy(f ) ≡
Sy(f )√
S(f )
√
Syy(f )
,
which we  refer to as the intensity–ﬁeld coherence. Lepage et al.
(2011) showed that the spike–ﬁeld coherence may  be expressed as
Cny(f ) = Cy(f )
(
1 + 
S(f )
)−1/2
. (5)
Eq. (5) explicitly shows that Cny(f) is dependent on the mean
spike rate . Note that this dependence is not a statistical depend-
ence that is a property of some estimator of Cny, but is a functional
dependance derived from the deﬁnition of Cny. When making cross-
condition comparisons between estimated values of Cny, we may
erroneously conclude that the phase coupling between y(t) and the
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robability of spiking (t), embodied by Cy(f), has changed when
n fact there has only been a change in the spike rate . Thus, we
ould like to be able to distinguish between a change in Cny that
esults from a change in spike tuning Cy versus one that is simply
ue to a change in , even though we do not directly observe (t).
he remainder of this paper is devoted to describing a strategy for
chieving this end.
. Theory
In this section, we outline the basic approach for correcting the
pike–LFP coherence through thinning. We then propose a con-
eptually equivalent analytic procedure for rate correction that has
educed variance compared to thinning and does not require Monte
arlo trials or removal of spikes. We  then describe the properties
f the proposed coherence estimator.
.1. Spike thinning
One solution to the rate-dependence confound is to correct the
ny estimate for the spike rate by randomly removing spikes from
he condition with higher spike rate such that the average number
f spikes per trial will be the same between conditions (Gregoriou
t al., 2009; Mitchell et al., 2009). We  refer to this procedure as
thinning” due to its relation to the simulation algorithm of the
ame name for the generation of realizations of nonhomogenious
oisson processes (Lewis and Shedler, 1979).
Suppose the coherence is to be compared between two  condi-
ions. Let the mean spike rate of the condition with the higher spike
ate be denoted as H and that of the condition with the lower spike
ate be L. The thinning procedure works by ﬁrst estimating the
iscrepancy in spiking probably across conditions by
 ≡ L
H
.
e  may  then generate rate-corrected trials by randomly removing
“thinning”) spikes from every trial with probability ˛. All of the
hinned trials will then be inhomogeneous Poisson with rate L
nd are then used as sample spike trains. This process is repeated
any times and a rate-corrected estimate of Cny is calculated using
he ensemble of thinned trials. In practice, if we  expect the Poisson
ate to be stimulus locked, and therefore dependent on t, we  may
stimate (t) and ˛(t) over a short window centered at t such that
he segment is approximately stationary (Jarvis and Mitra, 2001;
epage et al., 2011) which is common practice for spectral estimates
f neural signals (examples include Senkowski et al., 2005; Pesaran
t al., 2008; Gregoriou et al., 2009; Buschman et al., 2012).
.2. Rate adjustment
In this section, we  derive a theoretical rate-corrected coher-
nce, conceptually equivalent to the thinning procedure but does
ot require repeated Monte Carlo trials and the removal of spikes.
e will develop this procedure ﬁrst in the more general context of
pplying a transformation of the intensity (t) to give an appropri-
te target expected intensity ∗. We  will then derive expressions
or the corresponding rate-adjusted spike spectrum Sn∗n∗ (f ) and
pike–LFP cross spectrum Sn∗y(f ) from which we  can obtain an
xpression for the rate-adjusted spike–LFP coherence.
Suppose that we have a target ﬁring rate ∗ /= .  We propose
he afﬁne transformation of the conditional intensity
∗(t) = ˛(t) + ˇ, (6)
here  ˛ represents an amplitude modulation of the original inten-
ity process (t), and  ˇ represents homogeneous Poisson noise.
his model is favorable because the intensity–ﬁeld coherencee Methods 240 (2015) 141–153 143
Cy is invariant to afﬁne transformations of (t), but we  retain
the ﬂexibility to assign the mean spike rate ∗ = ˛ +  ˇ through
the parameters  ˛ and ˇ. Therefore, we expect any difference
between the spike–ﬁeld coherence at the new rate Cn∗y and original
spike–ﬁeld coherence Cny to be due to differences in mean spik-
ing probability, and not to differences in the underlying coupling
between (t) and (t). When  ˇ = 0, then  ˛ is equivalent to the discrep-
ancy in spiking probability described for the thinning procedure in
Section 2.1.
From (3) and (6) we ﬁnd that the adjusted spike–ﬁeld cross
spectrum is given by
Sn∗y(f ) = ˛Sny(f ). (7)
The adjusted spike auto-covariance function is given by
rn∗n∗ () = (˛ + ˇ)ı0, + 2˛2r(). (8)
From (2) and (8) we  can derive the adjusted spike auto-spectrum
in terms of the unadjusted spectrum and the rate parameters,
Sn∗n∗ (f ) ≈ 2(˛ +  ˇ + ˛2S())
= 2(˛ +  ˇ − ˛2 + ˛2 + ˛2S())
= 2((1 − ˛)˛ + ˇ) + ˛2Snn(f ).
(9)
The corresponding rate-adjusted coherence is
Cn∗y(f ) =
Sn∗y(f )√
Sn∗n∗ (f )
√
Syy(f )
= Cny(f ),
(10)
where
 ≡
(
1 + 
2((1/  ˛ − 1) + ˇ/˛2)
Snn(f )
)−1/2
, (11)
is the rate-adjustment factor. Rate-based adjustment of the coher-
ence between two spike trains can be achieved as a natural
extension of the spike–LFP adjustment, where a  is determined
for each spike train as
Cn∗
1
n∗
2
= 12Cn1n2 ,
where 1 and 2 correspond to rate adjustments for each spike
train.
Although the proposed adjustment, including the results devel-
oped in subsequent sections regarding sample estimator properties
and control of type-I error, is readily applied to spike–spike coher-
ence, the properties of the rate-adjusted estimator are most clearly
illustrated for the simpler (and far more common) single spike train
– per condition case (i.e. spike–LFP coherence). Therefore, our dis-
cussion in this paper will be restricted to the case of spike–LFP
coherence.
2.3. Properties of Cˆn∗y
Estimates of the adjusted coherence Cˆn∗y(f ) can be obtained
by using (10) and (11) where the discrete time sample estimates
Cˆny(f ) and Sˆnn(f ) replace the population values of Cny(f) and Snn(f). In
this section we will describe the sampling properties of Fisher’s z-
transform (Fisher, 1921; Enochson and Goodman, 1965) of |Cˆn∗y(f )|,
conditional upon  being known. Understanding these properties,
such as the sampling bias and variance, will allow us to predict how
the rate correction will affect the test of differences between coher-
ences and help us to evaluate how best to apply the rate correction.
The Fisher transform of |Cˆn∗y(f )| is employed because it is known
to converge to normal faster than |Cˆn∗y(f )| (Fisher, 1921). For the
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information about  is lost, and the variance of the thinned coher-
ence estimator remains the same as in (12). Therefore, because the
variance of the estimator is smaller for the adjusted coherence,
we have the potential for improved power in the test for cross-
condition differences compared to the unadjusted test, or the test
using thinning. In other words, using rate adjustment we  can detect
smaller differences in spike–LFP coupling than without it using the
same data. Alternatively, we can use fewer trials using the pro-44 M.C. Aoi et al. / Journal of Neuro
emainder of this paper we will suppress the | · | for notational con-
enience so that all references to the coherence are exclusive to its
agnitude.
.3.1. Fisher’s z-transform
For a weak sense stationary pair of processes, the conventional
agnitude squared coherence Cny(f)2 can be written as a squared
ultiple correlation (Hannan, 1970). Thus, the sampling distribu-
ion for the coherence (Goodman, 1957) is the same as that for
he multiple correlation (Fisher, 1928; Wilks, 1932). This has per-
itted the use of classical statistical procedures for comparing
orrelations to be directly applied to coherences. One such proce-
ure is the variance-normalizing transformation known as Fisher’s
-transform (Fisher, 1921; Enochson and Goodman, 1965),
 = tanh−1(Cˆny(f )).
Fisher showed that, as the sample size increases, z converges to a
ormal distribution faster than Cˆny, permitting the convenience and
ower of normal-distribution statistical methodology even with
odest sample sizes. The z-transformed coherence has a sample
ariance
2
z =
1
2N
+ O(N−2), (12)
here, for coherences, N is the number of independent estimates of
he spectra. This expression for the variance is particularly useful
n that, unlike the variance of Cˆny(f ), it does not depend on the
nknown population parameter.
.3.2. Bias and variance of the sample adjusted coherence
We will now examine expressions for the bias and variance of
he rate-adjusted z so that we may  identify how the rate adjust-
ent itself modulates these quantities. In Appendix A we derive the
ampling distribution for the adjusted coherence and show its rela-
ionship to the distribution of the unadjusted coherence (Goodman,
957). As we will verify in Section 3.2, the sampling distribution of
∗ = tanh−1(Cˆny(f )∗) = tanh−1(Cˆny(f )),
s approximately Gaussian, where  is given by (11). This being
he case, the ﬁrst two moments of z∗ are sufﬁcient to deﬁne the
istribution of z∗. If we let 
∗ = tanh−1(C∗ny), then we  ﬁnd that the
xpectation of z∗ is given by
[z∗] = 
∗ + Cny(1 − C
2
ny)
2N(1 − C2ny2)
(
2(1 − C2ny)2
(1 − C2ny2)
− 1
2
)
+ O(N−2), (13)
nd the sample variance of z∗ is given by
2
z∗ =
2
2N
(
1 − C2ny
1 − C2ny2
)
+ O(N−2). (14)
herefore, z∗ is an asymptotically unbiased and consistent esti-
ator of 
∗. Derivations of expressions (13) and (14) are given in
ppendix B. In Section 3.2 we will use simulations to validate the
ormal-distribution assumption and the accuracy of expressions
13) and (14).
Next we will look at (13) and (14) more closely to understand
ow rate adjustments inﬂuence the bias and variance of the rate-
djusted estimator. We  will focus exclusively on the scenario where = 0; i.e. we are only estimating the parameter ˛. This is due to
his scenario’s equivalence with the assumptions of the existing
hinning coherence correction. Joint estimation of  ˛ and  ˇ will be
eft for future work.e Methods 240 (2015) 141–153
2.3.3. Sensitivity to ˛
We can now examine how the value of  ˛ inﬂuences the values
of Cn∗y and 	2z∗ . The sensitivity of Cn∗y to  ˛ is deﬁned as the partial
derivative of Cn∗y with respect to ˛, which is given by
∂Cn∗y
∂˛
= Cny ∂
∂˛
, (15)
where
∂
∂˛
= 3
(
2
2˛2Snn
)
. (16)
In order to make physical sense in terms of the model (6), we  must
have ˛, , Cny, Snn ≥ 0 . Thus, we ﬁnd that ∂Cn∗y/∂  ˛ ≥ 0 indicating
that Cn∗y increases with ˛.
We can similarly examine the sensitivity of 	2z∗ to ˛. The partial
derivative of 	2z∗ with respect to  ˛ is given by
∂	2z∗
∂˛
= ∂	
2
z∗
∂
∂
∂˛
with
∂	2z∗
∂
= (1 − C
2
ny)
N(1 − 2C2ny)
2
, (17)
where ∂/∂  ˛ is given in (16). Since 0 ≤ Cn∗y < 1 and ∂/∂˛,  ≥ 0,
we will always have ∂	2z∗/∂  ˛ ≥ 0, indicating that 	2z∗ increases with
˛. Since ∂	2z∗/∂  ˛ > 0, ∀  ˛ ∈ (0, ∞), we must have, for ˛′ > ˛,
	z∗ (˛′)
2 > 	z∗ (˛)
2, (18)
∀˛′,  ˛ ∈ (0, ∞)  .
Inequality (18) has important consequences for the estima-
tion of the difference between coherences when we compare the
proposed procedure with the thinning procedure. If we deﬁne
z  ≡ z1 − z2 then the variance of z  is
Var[z] = Var[z1] + Var[z2].
Because the proposed procedure adjusts the higher spike rate spec-
tral estimates to match the lower spike rate, we will always have
 ˛ ≤ 1. Thus, if 1 < 2 then, after adjustment,
Var[z∗] = Var[z1] + Var[z∗2],
where, for  ˛ < 1, we have Var[z∗2] < Var[z2] and therefore,
Var[z∗] < Var[z]. Therefore, inequality (18) tells us that the vari-
ance of the adjusted coherence estimator will have lower variance
than the original coherence estimator.
Alternatively, because the thinning procedure removes spikes,posed rate adjustment to detect similar cross-condition differences
in spike–LFP coupling than would be required using thinning. We
demonstrate this effect in Section 3.4 where we study the effects of
rate adjustment on the hypothesis testing procedure.
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panel of Fig. 2 we  choose a different ∗ (indicated by vertical line)
and adjust all |Cny| estimates to that spike rate using (10). Blue linesM.C. Aoi et al. / Journal of Neuro
.3.4. Limiting values
We  may  determine the end behavior of Cn∗y and 	2z∗ by exam-
ning the limits of these values as ˛→ ∞ and  ˛ → 0. We ﬁnd that,
ecause ∂Cn∗y/∂  ˛ ≥ 0, the maximum of Cn∗y is achieved for
lim
˛→∞
Cn∗y(f ) = Cny(f )
(
1 − 
2
Snn(f )
)−1/2
= Cy(f ).
(19)
or the variance of z∗, where ˛→ ∞ we have
lim
˛→∞
	2z∗ =
1
2N
(
1 − 
2
Snn
)−1( 1 − C2ny
1 − C2ny(1 − (2/Snn))−1
)
+ O(N−2)
= 1
2N
(
1 − C2ny
1 − C2ny − (2/Snn)
)
+ O(N−2)
= 1
2N
(
1 − 
2
Snn(1 − C2ny)
)−1
+ O(N−2).
(20)
Alternatively, we ﬁnd that 	2z∗ → 0 and Cn∗y → 0 as  ˛ → 0. This
s an intuitively appealing result when we consider that the coher-
nce should decrease as the rate of coherent spiking decreases.
herefore, we should become more certain that the coherence is
oing zero as ∗ = ˛ → 0. In contrast, as ˛→ ∞,  both the coher-
nce estimator and its variance are maximized. Although this limit
oes not make sense as an observable process (inﬁnite spike rate),
t represents an upper bound on both the variability due to spik-
ng and on the quality of inference we can draw about  from the
ealized spiking process.
.3.5. Sensitivity to Cny
We  now consider the impact on the adjusted sample variance
ue to the spike–ﬁeld coherence itself. We  note that the sample
ariance of z given by (14) is approximately independent of Cny
hen  ˛ = 1 (i.e. when no adjustment is made). However, when a
djustment is made, 	2z and Cny are no longer independent, since
ny appears in the expression for 	2z in (14). The rate at which 	
2
z
hanges with respect to Cny is given by
∂	2z∗
∂Cny
= 2	2z∗Cny
(
2
1 − 2C2ny
− 1
1 − C2ny
)
. (21)
ince 	2z , Cny > 0, the sign of (21) depends on the sign of the quan-
ity in parentheses. If we restrict ourselves to the case where  < 1,
hich is always the case when  ˛ < 1, then we ﬁnd immediately that
2 − 2C2ny < 1 − 2C2ny, which we can rearrange to obtain
2
1 − 2C2ny
<
1
1 − C2ny
,
nd therefore, ∂	2z∗/∂Cny < 0, for  < 1. Thus, the variance of the
djusted estimator decreases as the value of the coherence for
he rate-adjusted condition increases. However, for mild adjust-
ents ( ≈ 1) we have 2/(1 − 2C2ny) ≈ 1/(1 − C2ny), and therefore,
	2z∗/∂Cny ≈ 0. Thus, the inﬂuence of Cny on the variance of the
ate-adjusted estimator may  be negligible for small adjustments.
.4. Estimation of ˛
The estimation of  ˛ is straightforward in the WSS-DSP case. Sup-
ose dn1(t) and dn2(t) are independent WSS-DSP, with rates 1 = 
nd 2 = ˛, respectively. The corresponding counting processes,
1(t) and n2(t) are therefore conditionally Poisson with parame-
ers 1 = t  and 2 = ˛t. If {n1,1, . . .,  n1,N1 } and {n2,1, . . .,  n2,N2 }e Methods 240 (2015) 141–153 145
are observations of n1(t) and n2(t) then, as shown in Appendix C,
the maximum likelihood estimator (MLE) of  ˛ is given by
ˆ˛MLE =
N1
∑N2
i=1n2,i
N2
∑N1
j=1n1,j
,
which is simply ˆ˛MLE = ˆ2,MLE/ ˆ1,MLE , where ˆ1,MLE and ˆ2,MLE
are the MLEs of 1 and 2.
A similar estimator can be used in the case of a moving win-
dow estimate of  ˛ where, on a time scale where variations in (t)
are small, we can consider dn1(t) and dn2(t) to be approximately
independent WSS-DSP.
3. Simulations
In this section we  make use of simulated sample data to illus-
trate the application of the adjusted spike–ﬁeld coherence, evaluate
the performance of the adjusted spike–ﬁeld coherence estimator,
and examine the accuracy of the approximate sampling distribu-
tion developed in Section 2.3.2. In each of four separate simulation
studies, a ﬁeld y(t) will be simulated by a second-order autoregres-
sive (AR(2)) process. The conditional intensity of the point process
will be a log-linear function of the ﬁeld such that
(t) = ey, (22)
in order to enforce its strict non-negativity. The resulting mean
spike rates were speciﬁed through manipulation of the parameter
.
Spike times uk were simulated sequentially at a sampling rate
of 1000 Hz by the time rescaling method, wherein a exponential
random variable k ∼ Exp(1) was  drawn for spike k = 1, 2, . . .,  and
uk was found by solving the equation k =
∫ uk
uk−1
(t)dt, where (t)
is given by (22). Trial-averaged multitaper estimates of the spec-
tra were generated with K = 2WT − 1 tapers, where WT = 5 was the
time-bandwidth parameter. The multitaper coherence and jack-
knife 95% conﬁdence intervals (95% CIs) were calculated using the
Chronux1 (Mitra and Bokil, 2007) software package for Matlab (The
Mathworks, Natick, MA). Chronux functions were modiﬁed for the
calculation of the adjusted coherence and adjusted coherence con-
ﬁdence intervals. A representative realization of the simulated LFP
and resulting spike train are given in Fig. 1, along with the spike
spectrum and coherence estimates.
3.1. Rate adjustment accuracy
A LFP y(t) with a single, dominant frequency was simulated
by a AR(2) process with parameters (−1.911, 0.95). With a trial
period of T = 1 s, realizations of spike times u1, u2, . . . < T were sim-
ulated for N = 100 trials at  = {10, 20, . . .,  100} spikes per second
(sps). Simulations conducted this way generate spike–ﬁeld associ-
ations in which spike–ﬁeld coherence Cny will vary with , but the
intensity–ﬁeld coherence Cy is the same for all rates. Coherences
for all rates were then rate-adjusted to a variety of rates (∗ = 20,
40, 60, and 80 sps) according to (10). Adjusted coherence at peak
spectral power was  compared to the peak unadjusted coherence at
each rate.
Estimates of |Cny| and |C∗ny| at peak spectral power, for each , are
plotted in Fig. 2 for different values of the target rate ∗ = ˛. In eachindicate the mean and 95% jackknife conﬁdence interval for the
1 Downloaded 20.10.11 from www.chronux.org.
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Fig. 1. (A) Representative realization of AR(2) LFP and corresponding spike times
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Table 1
Example rate adjusted estimates at two rates with ﬁxed Cy . Estimates of sam-
ple mean of z = tanh −1|Cny|, sample standard deviation 	ˆz , and theoretical standard
deviation 	˜z , for 1000 trial-averaged estimates with 100 trials (estimated by multi-
taper estimator with 9 tapers). The higher rate condition was adjusted to match the
low-rate condition (2 → 1).
Condition z 	ˆz 	˜zt   = 80 spikes per second. (B) Sample multitaper LFP spectral density for NW = 5,
 tapers, and 100 trials. (C) Corresponding multitaper estimate of the spike–LFP
oherence.
nadjusted |Cˆny| at each rate. We  note that the unadjusted coher-
nce increases with rate, as expected for increases in  ˛ (although
his would not be the case if the rate had increased through ˇ). Red
ines indicate the mean and 95% jackknife conﬁdence interval for
Cˆ∗ny|. Horizontal lines in each panel indicate the sample unadjusted
ny at the indicated rate, which is approximately the coherence
e expect if the rate adjustment was accurate. We  ﬁnd that the
djusted estimates, regardless of the degree of rate adjustment, are
ot signiﬁcantly different from the unadjusted estimates at the tar-
et rate, indicating that the rate adjustment is accurate to within
he statistical precision of the presented sample.
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μ
ig. 2. Mean (–) and jackknife 95% conﬁdence interval (- -) for the standard (blue)
nd  adjusted (red) spike–ﬁeld coherence for simulated spike trains at different target
ates ∗ , but constant Cy . The unadjusted coherence increases as the rate increases
hrough the parameter ˛. Each panel displays the adjustment to a different ∗ (indi-
ated by vertical lines). Horizontal lines give the mean for the unadjusted coherence
t   = ∗ . (For interpretation of the references to color in this ﬁgure legend, the
eader is referred to the web version of this article.)1 = 40 0.983 0.0221 0.0236
2 = 60 1.122 0.0231 0.0236
2 → 1 0.982 0.0186 0.0197
3.2. Distribution of estimates
In this section we  examine the validity of the Gaussian approxi-
mation to the sampling distribution of z, and examine the accuracy
of the approximate cumulants of that distribution presented in Sec-
tion 2.3.2. One-thousand trial-averaged estimates of the coherence
were generated under the conditions given in Section 3.1 to esti-
mate the sampling distributions of z = tanh−1|Cˆny| for 1 = 40 sps
and 2 = 60 sps, as well as z∗ = tanh−1|Cˆ∗ny| for 2, adjusted to
∗ = 1.
Sample histograms, corresponding best-ﬁtting normal distribu-
tions of sample estimates, as well as the theoretical distributions
deﬁned by Fisher transform of (10) and (14) are shown in Fig. 3.
The sampling distributions were not signiﬁcantly different from
normal (p > 0.4 for all tests) by the 1-sample Kolmogorov–Smirnov
test. Sample estimates and theoretical values, for the mean and
standard deviation of the sampling distribution of z, are displayed
in Table 1.
From Table 1 and Fig. 3 we see that the mean estimates of z
for the 1 = 40 and 2 = 60 conditions are signiﬁcantly different, in
spite of the fact that these conditions have the same Cy. We  also
see that the Fisher estimates of the standard deviation ( 	˜z) from
(12) are quite accurate (error is less than 7% between 	˜z and 	ˆz).
When we adjust z from the higher to the lower spike rate condi-
tion (Table 1, 2 → 1), we ﬁnd that the mean of the adjusted z2
is not signiﬁcantly different from z1. As predicted in (18), we ﬁnd
the sample standard deviation of the rate-adjusted estimate to be
smaller than that of the un-adjusted conditions. The theoretical
values for the adjusted sample standard deviation are accurate as
well (less than 6% error relative to sample estimate), if not slightly
conservative (Fig. 3B).
3.3. Comparison with “thinning”
To demonstrate the equivalence between the proposed method
and the thinning method, we simulated N = 100 trials with 1 = 60
and 2 = 40 and estimated the unadjusted coherence, and both the
adjusted and thinned coherence for 1 → 2. Trial-averaged esti-
mates are shown in Fig. 4.
The thinned, adjusted, and 2 estimates are all signiﬁcantly
different from the unadjusted 1 condition for a broad range of fre-
quencies (∼20–80 Hz). Conversely, both the thinned and adjusted
coherences for the 1 condition, and the unadjusted coherence
for 2 are statistically identical at all frequencies. Although the
thinning method and proposed procedure perform similarly in this
example, we show in the next sub-section an important advantage
of the proposed adjustment method.
3.4. Detection of cross-condition differences
In this section, we compare the properties of the hypothesis test-
ing procedure for cross-condition comparisons of Cny, as a proxy for
Cy, between the proposed adjusted estimator, the thinning proce-
dure, and the unadjusted estimator. As is most often the case for
neuroscience applications, when we do not observe Cy directly, a
M.C. Aoi et al. / Journal of Neuroscience Methods 240 (2015) 141–153 147
0
5
10
15
20
25
 
 
A μ = 40
μ= 60
Sample
Theory
0.95 1 1.05 1.1 1.15
0
5
10
15
20
25
 
 
B Sample Adjusted
Theory Adjusted
Fig. 3. (A) Sample histograms for 1000 realizations of z = tanh−1(Cˆny), the Fisher-transformed spike ﬁeld coherence, at 1 = 40 (blue) and 2 = 60 (red) with N = 100. Normal
distributions are shown corresponding to the ensemble sample (–) and theoretical (- -) variance (based on (12)). (B) Sample histogram and normal distributions of the higher
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cientist may  be inclined to simply test for differences in Cny and
ssume that any differences are due to changes in Cy. This practice
recludes the proper speciﬁcation of the probability of false alarm
ased upon the unadjusted Cny because Cny depends upon the aver-
ge spike rate and is not the intensity ﬁeld coherence. To illustrate
ow badly this assumption can go awry we examined three sce-
arios that highlight the effect that the proposed rate adjustment
as on ROC.
The ROC curve is a mapping of the detection (of differences)
hreshold onto both the probability of a detection, given that there
s in fact a difference (true positive), and the probability of a detec-
ion, given that there is in fact no difference (false positive). If the
urve is unity then the detection performance is no better than
uessing. The further the curve is above the diagonal, the better
he performance of the detection procedure. The over-all perfor-
ance is often measured by the area under the ROC curve (AUC),
hich is 0.5 for guessing and 1 for a perfect detector (Zou et al.,
007).
For each of two experimental conditions per scenario, we spec-
ﬁed  and Cy, and then calculated Cny, using (2), (5) and a sample
alue of a simulated Snn from the above simulations, at peak power.
he scenarios analyzed were
A) 1 < 2, Cy1 < Cy2
B) 1 < 2, Cy1 > Cy2
C) 1 = 2, Cy1 < Cy2.
hen the spike rates were different, we set 1 = 10 and 2 = 40
pikes per second. Under the alternative hypothesis we set the
maller intensity–ﬁeld coherence to Cy = 0.2 and the larger to
y = 0.3. We  will show that adjustment procedures make the test
roperties invariant to the experimental scenario, where using the
roposed adjustment procedure leads to a larger AUC compared to
he test using the estimate obtained by the thinning procedure.
ig. 4. Comparison of the proposed rate adjustment with the thinning method using simu
or  both conditions was  N = 100. Shaded areas are jackknife 95% conﬁdence intervals. Diffe
p  > 0.05).an distributions for the sample (−·) and theoretical (×) distributions with adjusted
ces to color in this ﬁgure legend, the reader is referred to the web  version of this
3.4.1. Type-I and type-II errors for the standard test
When we  consider the consequences of rate-dependence for
the standard procedure (testing for cross-condition differences in
Cy via differences in Cny), we observe a serious problem with the
accuracy of the test. We  ﬁnd that under scenarios (A) and (B), for
the unadjusted estimator, the experimenter does not have con-
trol over the type-I error probability, precluding the possibility of
accurately specifying the detection performance. To illustrate this,
consider scenario (A). Due to the differences in rate, we will observe
Cny2 > Cny1 even when Cy2 = Cy1. However, because the standard
procedure is to test for differences in Cny, the assumed null distri-
bution for z  has zero mean even though this distribution under
H0 : Cy2 = Cy1 has a mean that is nonzero, making the true type-I
error larger than predicted. For example, for a type-I error proba-
bility of 0.05 for the test Cny1 = Cny2, with N = 100, the type-I error
probability for the test Cy1 = Cy2 using the unadjusted z  is 0.13,
meaning we  will have nearly three times as many false positives as
we would have otherwise tolerated. This discrepancy is illustrated
in Fig. 5 for various values of the sample size and rate difference.
Fig. 5 shows the relationship between the assumed type-I
error rate (using the asymptotic distributions) for the test where
H0 : Cny1 = Cny2 is used as a proxy for H0 : Cy1 = Cy2 for scenario (A).
The black, solid line indicates an accurate type-I error rate, such
as when the rate-adjusted estimator is used (i.e. the test using the
rate-adjusted estimator always has the correct type-I error rate).
The true type-I error rate is always larger than the assumed type-I
error rate and the inaccuracy is exacerbated with increasing sam-
ple size (due to small variance) and increasing spike rate (due to
differences in means). Type-II error probability can also be effectedunadjusted estimators we  will proceed with our ROC analysis using
only the test with equal or adjusted rates.
lated data. Both conditions had the same Cy , but different spike rates. Sample sizes
rence in Cny between adjusted, thinned, and low-rate conditions are non-signiﬁcant
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Fig. 6. Receiver operating characteristics for the test for cross-condition differ-
ences in spike–ﬁeld coherence under various conditions. Smaller rate is  = 10 sps.
Larger intensity–ﬁeld coherence is Cy = 0.3. Smaller intensity–ﬁeld coherence is
Cy = 0.1. Because the proposed estimator has smaller variance than the unadjusted,
or thinned estimator, the test using the proposed rate-adjusted estimator (×) always
has  larger AUC than the test using the thinned estimator, or the unadjusted con-
dition with equal spike rates. Red markers are covered by green markers, sincexperimenter thinks she is using when assuming zero-mean. The y-axis indicates
he  type-I error that is actually achieved for the given threshold. Solid line indicates
he  error rate for the adjusted test.
.4.2. ROC and AUC for the adjusted test
In contrast to the standard test for cross-condition differences
n Cny, the adjusted or thinned estimators accurately control type-I
rror rate. We  deﬁned the asymptotic distributions of the esti-
ator of z,  the difference in the Fisher-transformed spike–ﬁeld
oherence, as z∼N(atanh(Cny1) − atanh(Cny2), 	2z1 + 	2z2∗ ), where
2
z1 and 	
2
z2∗ were determined from (14) with sample size N = 100.
e then calculated the ROC curve for each scenario where spike
ates are adjusted by the proposed procedure and where spike rates
re adjusted by thinning. The results are summarized in Fig. 6. Fig. 6
hows in blue the ROC curve for the test of cross condition differ-
nces in z for scenario (C), where the spike rates are equal to the
ower rate (1 = 2 = 10 sps, AUC = 0.792). The thinning procedure
aintains the test accuracy with that of the equal rates condition
n the case of both scenario (A) (‘o’, AUC = 0.791) and scenario (B)
AUC = 0.793). However, the proposed adjustment procedure has
mproved AUC compared to the equal-rates condition, or thinning
or both conditions (‘×’, scenario (A), AUC = 0.831; scenario (B), AUC
 0.832). Therefore, for all scenarios with unequal rates, rate adjust-
ent makes the AUC of the test of cross-condition differences in
oherence independent of the spike rates and the proposed adjust-
ent has a consistently higher AUC than the thinning procedure.
. Discussion
Prior work has indicated that the unique properties of point
rocesses (as opposed to continuous-valued stochastic processes)
ust be accounted for in the analysis of rhythmic spike–ﬁeld cou-
ling (Zeitler et al., 2006; Gregoriou et al., 2009; Mitchell et al.,
009; Grasse and Moxon, 2010; Vinck et al., 2010, 2011; Lepage
t al., 2011, 2013). In particular, it can be proven that the magnitude
f the coherence between spikes and LFPs is dependent on the mean
ate of the point process (Lepage et al., 2011). This dependence
an be expressed as one part of a decomposition of the spike–ﬁeldthinning and adjustment result is consistent testing properties across experimental
outcomes. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article.)
coherence (5), where one factor represents the variability in the
tuning of the spiking process with respect to the ﬁeld rhythm (Cy),
and the other is due to variability due to spiking only.
In the present work, we  make use of the model (6) with  ˇ = 0, to
examine hypothetical changes in Cny due to changes in spike rate,
while Cy remains ﬁxed, since Cy is invariant to afﬁne transfor-
mations. Thus, by adjusting Cny in a fashion suggested by relation
(6), we  obtain a de facto estimator for Cy, and can test for cross-
condition differences in Cy, without estimating Cy directly.
The results of this paper show that the proposed estimator
provides a conceptually equivalent correction to the rate adjust-
ment of the thinning procedure described previously (Gregoriou
et al., 2009; Mitchell et al., 2009) (Section 2.1) but does not require
repeated Monte Carlo trials and has improved ROC properties for
the detection of cross-condition differences. We  have shown that,
although lower variance is achieved by decreasing the rate via the
parameter ˛, the rate adjustment procedure is valid for upward or
downward adjustment of the rate, and it is accurate over a wide
range of rates (Fig. 2).
The simulation experiments in this study were restricted to
be WSS  and Poisson, representing the signal domain used to
develop the rate-adjustment theory. Therefore, it is expected that
the simulation experiments presented here would be successful
and consistent with the theoretical results. However, real neu-
ronal spike trains display history dependence (non-Poisson) and
stimulus-locked variations (non-stationarity) that could inﬂuence
the accuracy of the procedure. Therefore, it is still to be determined
how the procedure will respond to various types of model misspec-
iﬁcation. However, these same assumptions underlie the thinning
procedure (which subtracts off time-varying mean rate, leaving
only the induced activity), which is used in current practice. We
are currently exploring the implications of non-stationarity and
non-Poisson effects on the proposed procedure.
The properties of the rate-adjusted estimator developed in Sec-
tions 2.3 and 3.4 were developed exclusively under the assumption
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hat  ˇ = 0 under the rate adjustment model (6). Therefore, the
est and estimator properties may  be quite different when  ˇ is
stimated simultaneously. However, as we have shown, the pro-
edure proposed in this paper is consistent with current practice
Gregoriou et al., 2009; Mitchell et al., 2009) and provides improved
erformance over existing methods (Figs. 5 and 6). We  have also
ot determined how estimation uncertainty in the rate parameter
 inﬂuences the sampling distribution of the adjusted estimator.
owever, based on the accuracy of the approximate and simulated
ampling distributions (Fig. 3 and Table 1), the inﬂuence appears
o be negligible.
We  should note that it is possible to estimate Cy, by using (19).
owever, we can see from (20) that, since this approach effectively
akes the asymptotic limit as ˛→ ∞,  the variance is maximized
nder these conditions. Therefore, the estimation of Cy from the
piking statistics is suboptimal. In principle, it should be possible
o identify the optimal test of cross-condition differences using the
oherence, in terms of AUC, by maximizing AUC with respect to a
ate parameter  ˛ for each experimental condition.
In addition to the thinning procedure, alternative methods
ave been proposed to address the issue of rate dependence
n nonparametric spectral estimators (as opposed to modeling
pproaches such as that of Lepage et al., 2013) of rhythmic
pike–LFP coupling. Grasse and Moxon (2010) and Vinck et al.
2011) have proposed rate correction techniques to spectral
easures of spike–ﬁeld synchrony but the measures used in these
apers were not the standard spike–ﬁeld coherence (as described
y Bartlett (1963) and Jarvis and Mitra (2001)) and therefore have
ifferent interpretations and sampling properties. The pairwise
hase consistency (Vinck et al., 2010) is a method that circumvents
he rate-dependence problem via all-to-all pairwise comparisons
etween the LFP phases for every spike. However, correcting bias
ue to the number of trials may  result in increased estimator vari-
nce (Vinck et al., 2011). Future work should include a thorough
valuation of the relative pros and cons of the available methods.
The sample coherence is classically established to be (asymp-
otically) the MLE  for the correlation between Fourier coefﬁcients
f weak-sense stationary processes (Bartlett, 1963; Hannan, 1970;
rillinger, 1982; Kay, 1993) and as such it has a long history of the-
retical development. By deﬁnition therefore, the intensity–ﬁeld
oherence Cy is the correlation between Fourier representations
f the spiking probability and the LFP, making it a natural quantity
or the analysis of rhythmic spike–ﬁeld coupling. We  have taken
dvantage of this interpretation of the coherence by leveraging
ell-known properties of the sample correlation in the develop-
ent of the proposed estimator and the analysis of its properties.
.1. Control of type-I error
A critical issue associated with the rate-dependence of Cny is the
ssue of setting type-I error rates (Section 3.4.1). If the investigator
ntends to test for differences in Cny, then there is no issue. However,
f the investigator intends to test for differences in Cy by testing
or differences in Cny, then the investigator cannot test for these
ifferences using the unadjusted Cny’s, because the null distribu-
ion has non-zero mean when spike rates differ across conditions.
s shown in Fig. 5, the accuracy of the test using unadjusted esti-
ators actually decreases with sample size and spike rate, in both
ases making the probability of false positives larger when the null
istribution is miss-speciﬁed. Since the variance of the estimator of
he unadjusted z (12) is not dependent on rate, but decreases with
ample size, an increase in sample size decreases the variance of
he estimator while holding rate bias constant. Therefore, the rel-
tive size of the rate bias is increased with respect to the variance
f the difference estimator, increasing the size of the test statistic.
onversely, increased differences in spike rates can increase thee Methods 240 (2015) 141–153 149
bias while holding the variance constant, again increasing the size
of the test statistic. Therefore, as we  showed in Section 3.4.1, rate
adjustment (either by thinning or by the proposed procedure) is
essential for controlling type-I error rates.
4.2. Accuracy of approximate moments
Fig. 3 and Table 1 show that the theoretical variance for the
adjusted coherence estimator is slightly larger than that of the esti-
mated variance from the sample. Overestimation of the theoretical
variance of the conventional coherence has been reported previ-
ously (Jacobsen, 1993) and is likely due to truncation of terms in
the Taylor series.
Empirical studies have shown that (12) is a fairly accurate esti-
mate for the variance for large coherences (>0.4) (Enochson and
Goodman, 1965). However, a problem begins to occur as the coher-
ence becomes small, where the lower 95% conﬁdence limit for the
Gaussian approximation of z begins to cross zero. Benignus (1969)
has suggested an empirical correction to this problem for very small
degrees of freedom. However, this does not appear to be a problem
for moderate degrees of freedom which can be reasonably expected
in neuroscience applications and/or where the degrees of freedom
can be appreciably increased by use of the multitaper estimator.
We should emphasize that the sample variance described in
(14) is not intended to be a replacement for bootstrap/jackknife
estimators of the variance often used in neuroscience applications
(Thompson and Chave, 1991; Jarvis and Mitra, 2001). While
we believe that (14) could, in principle, be used as a variance
estimator, the primary purpose of deriving this quantity was to
make predictions about how the sample variance responds to the
adjustment procedure, allowing us to identify a decrease in sample
variance with rate adjustment, where the decrease results in an
improvement in test performance. In this respect, Fig. 3 shows the
result to have suitable accuracy.
Although the variance derived from the multiple correlation
seems appropriate, the bias derived from the theoretical distri-
bution may  be less accurate (Enochson and Goodman, 1965),
particularly for smaller coherences. Some studies have presented
alternative expressions for the bias of the coherence (Benignus,
1969; Carter et al., 1973), but all have shown the coherence esti-
mate to be asymptotically unbiased where the bias is O(N−1).
Furthermore, Nuttall and Carter (1976) showed in simulations that
bias-corrected estimators have larger mean-squared error than the
uncorrected estimator for degrees of freedom N > 8. The bias esti-
mates for all of the coherences calculated in the present study via
(13) have been on the order of 1% of the value of Cny.
Leakage bias also appears to be negligible. Jacobsen (1993) has
shown that leakage bias is negligibly small for conventional coher-
ence estimates for bivariate AR(2) processes. This already small
leakage bias is likely to be further mitigated by use of the multi-
taper estimator (Bronez, 1992; Percival and Walden, 1993). We  did
not observe evidence for appreciable leakage bias in the present
study.
5. Conclusions
The proposed rate adjustment to the spike–ﬁeld coherence esti-
mator accurately modiﬁes the spike–ﬁeld coherence to reﬂect any
predicted rate, given the rate difference model (6) (Fig. 2), where
in this work we  assumed  ˇ = 0, consistent with the thinning pro-
cedure. We  showed that the distribution of the inverse hyperbolic
tangent of the rate-adjusted estimator is approximately Gaussian
and that its sampling variance will decrease with adjustment to a
lower spike rates (Fig. 3 and Table 1). We  can exploit this prop-
erty to provide a test of cross-condition differences in Cy with
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.
We may  use (10) and (A.3) to transform (A.1) to the distribution
for (a′∗, b′, ˆ∗, ˆ). If we  deﬁne the parameter
 ≡ (1/˛  − 1)
2Snn
,
then
ˆ = ˆ∗
(
1 − 
a′∗
)−1
,
and the Jacobian of the transformation is given by
J =
(
1 − 
a′∗
)−1
.50 M.C. Aoi et al. / Journal of Neuro
mproved detection properties compared to that of the thinned
stimator. We  also demonstrated that rate adjustment is neces-
ary to be able to accurately control the type-I error rate of the
est.
We believe that these properties indicate that the proposed rate-
djusted coherence estimator is a powerful front-line descriptive
tatistic to characterize rhythmic spike–LFP coupling.
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ppendix A. Adjusted coherence sampling distribution
Let (Sˆnn, Sˆyy, R(Sˆny), I(Sˆny)) be direct sample estimators of the
pike, ﬁeld, and cross spectra, respectively, of a weak-sense sta-
ionary process where R and I denote the real and complex parts.
or this section, we will denote the magnitude squared coherence
 ≡ |Cny|2.
For multitaper estimators, spectral estimates are given by
ˆ
ij =
1

−1∑
k=0
Sˆij,k
here i,j=(n,y), and  is the degrees of freedom of the estimator. If,
ollowing the notation of Goodman (1957), we let
a′ = 
ı
Sˆnn
2Snn
b′ = 
ı
Sˆyy
2Syy
c′ = 
ı
R(Sˆny)
2
√
SnnSyy
d′ = 
ı
I(Sˆny)
2
√
SnnSyy
,
here ı = 1 − 2, then (a′, b′, c′, d′) will be (asymptotically) jointly
istributed as a unit complex Wishart distribution with  degrees
f freedom. Noting that
ˆ  = (c
′)2 + (d′)2
a′b′
, ˆ  = arg
{
c′ + id′
a′b′
}
,
he joint distribution of (a′, b′, ˆ, ˆ)  is given by (Eq. (4.52),
oodman, 1957)
(a′, b′, ˆ, ˆ)  = ı
(a′b′)−1ˆ
()( − 1) (1 − ˆ
2)
−2
× exp[−a′ − b′ + 2 ˆ
√
a′b′ cos( − 0)]. (A.1)In the next section we will show how (A.1) can be used to provide
he sampling distribution for the adjusted spike–ﬁeld coherence
stimator in (10).e Methods 240 (2015) 141–153
From (10) it can be shown that
ˆ =
∣∣∣∣ SˆnySˆnnSˆyy
∣∣∣∣
2
= ˆ∗ a
′∗
a′
,
(A.2)
where
a′∗ = 
2ıSnn
(Sˆnn + (1/  ˛ − 1))
n(1/˛ − 1) (A.3)
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The resulting joint distribution is
(a′∗, b′, ˆ∗, ) = ı
((a′∗ − )b′)−1ˆ∗
()( − 1)
×
(
1 − 
a′∗
)−2(
1 − ˆ∗2
(
1 − 
a′∗
)2)−2
× exp
[
−(a′∗ − ) − b′ + 2 ˆ∗
(
1 − 
a′∗
)√
a′∗b′ cos( − 0)
]
(A.4)
Integrating out  leaves
(a′∗, b′, ˆ∗) = 2ı
((a′∗ − )b′)−1ˆ∗
()( − 1)
×
(
1 − 
a′∗
)−2(
1 − ˆ∗2
(
1 − 
a′∗
)−2)−2
×
∞∑
k=0
[
ˆ∗(1 − (/a′∗))−1((a′∗ − )b′)1/2)
]2k
e−(a′∗−)−b′
2(k + 1) . (A.5)
e  ﬁnd the marginal distribution of a′∗ and ˆ∗ by integrating (A.5)
ver b′,
(a′∗, ˆ∗) = 2ı
(a′∗ − )−1ˆ∗
()( − 1)
×
(
1 − 
a′∗
)−2(
1 − ˆ∗2
(
1 − 
a′∗
)−2)−2
×
∞∑
k=0
[ ˆ∗(1 − (/a′∗))−1(a′∗ − )1/2)]2ke−(a′∗−)
2(k + 1) ( + k), (A.6)
here ( + k) =
∫ ∞
0
(b′)+k−1e−b′db′ is the gamma function.
From the binomial theorem, for  ≥ 2, we note that,
1 − ˆ∗2
(
1 − 
a′∗
)−2)−2
=
−2∑
j=0
(
 − 2
j
)
(−1)j
(
ˆ∗
(1 − /a′∗)
)2j
. (A.7)
Substituting (A.7) into (A.6) gives
(a′∗, ˆ∗) = 2ı
(a′∗ − )−1ˆ∗
()( − 1)
×
⎛
⎝ −2∑
j=0
(
 − 2
j
)
(−1)jˆ∗2j(1 − /a′∗)−2j−2
⎞
⎠×
∞∑
k=0
[ ˆ∗(1 − (/a′∗))−1(a′∗ − )1/2)]2ke−(a′∗−)
2(k + 1) ( + k). (A.8)
istributing the sum over j in Eq. (A.8) across the sum over k,e Methods 240 (2015) 141–153 151
p(a′∗, ˆ∗) = 2ı
ˆ∗
()( − 1)
×
∞∑
k=0
( ˆ∗)2k(a′∗ − )+k−1e−(a′∗−)
2(k + 1) ( + k)
×
−2∑
j=0
(
 − 2
j
)
(−1)jˆ∗2j(1 − /a′∗)−2k−2j−2. (A.9)
Noting that
(a′∗ − )+k−1(1 − /a′∗)−2k−2j−2 = a′∗+k−1(1 − /a′∗)−k−2j−3
=
∞∑
m=0
(
 − k − 2j − 3
m
)
(−)ma′∗−1−m,
we can collect all terms with a′∗ and integrate to get the marginal
distribution of ˆ∗
p( ˆ∗) = 2ı
ˆ∗e
()( − 1)
∞∑
k=0
−2∑
j=0
∞∑
m=0
( ˆ∗)2k( + k)
2(k + 1)
×
(
 − 2
j
)
(−1)jˆ∗2j
(
 − k − 2j − 3
m
)
(−)m( − m,  ),
(A.10)
where ( − m, ) =
∫ ∞

a′∗−m−1e−a′∗da′∗ is the incomplete gamma
function, such that, if the lower bound on a′ is 0 then,  is the lower
bound for the integral over a′∗.
For comparison, the sampling distribution of the conventional
coherence ˆ is given in Goodman (1957) as
p( ˆ) = 2ı
ˆ
()( − 1) (1 − ˆ
2)
−2
∞∑
k=0
ˆ2k2k2( + k)
2(k + 1) , (A.11)
which would be equivalent to (A.10) if all terms over m were zero
except for when m = 0, and  = 0.
For the pdf under the null hypothesis H0 :  = 0, all terms in
(A.10) become zero except where k = 0. The resulting pdf is given
by
p( ˆ∗)|=0 =
2 ˆ∗
( − 1)
−2∑
j=0
∞∑
m=0
(
 − 2
j
)
(−1)jˆ∗2j
×
(
 − 2j − 3
m
)
(−)m( − m,  ).
Appendix B. Bias and variance of the sample rate-adjusted
coherence
In this section we  will derive approximate expressions for the
bias and variance of the proposed rate-adjusted spike–ﬁeld coher-
ence estimator. In order to ﬁnd these cumulants, we will employ the
Taylor-series approach described by Hotelling (1953). We  will give
only a summary of the steps here (Hotelling, 1953, see for details).
The essence of Hotelling’s strategy is to ﬁnd a series of z − 
,
where 
 = tanh−1(Cny) is the transformed population coherence, as
a function of increasing powers of Cˆny − Cny. We may  then ﬁnd the
moments of z − 
 as a series of the moments of Cˆny − Cny. Here, we
will treat  as a known constant. We  will suppress the | · | bars, and
explicit frequency dependence for ease of notation, but it should be
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nderstood that for the remainder of this section all references to
he coherences are implicitly made regarding the magnitude of the
oherence, and that all estimates are dependent on the frequency
t which they are evaluated.
Although the moments of Cˆny were ﬁrst found in the so called
Co-operative study’ (Soper et al., 1916), Hotelling (1953) was the
rst to show that these moments could be expressed as a series in
owers of 1/N. The ﬁrst of these two moments are given by
E[Cˆny − Cny] = (1 − C2ny)
(
−Cny
2N
+ O(N−2)
)
E[(Cˆny − Cny)
2
] = (1 − C2ny)
2
(
1
N
+ O(N−2)
)
.
(B.1)
The Taylor series of z∗ − 
∗ can be expressed as
∗ − 
∗ = (Cˆny − Cny)
′ + 2(Cˆny − Cny)
2

′′/2 + . . . (B.2)
here

′ = 1
1 − C2ny2
,

′′ = 2Cny
(1 − C2ny2)
2
,
he square of (B.2) is given by
z∗ − 
∗)2 = 2(Cˆny − Cny)
2

′2
+ 3(Cˆny − Cny)
3

′
′′ + O((Cˆny − Cny)
4
). (B.3)
We  can use the moments of Cˆny − Cny given in (B.1) to, term by
erm, get the moments of (B.2) and (B.3). We  may  then collect the
erms by order of N, to get a series for Var[z∗] ≈ E[(z∗ − 
∗)2]. In this
ay, for N independent samples, we ﬁnd that the expectation of z∗
s given by
[z∗] = 
∗ + Cny(1 − C
2
ny)
2N(1 − C2ny2)
(
2(1 − C2ny)2
(1 − C2ny2)
− 1
2
)
+ O(N−2),
nd the sample variance of z∗ is given by
2
z∗ =
2
2N
(
1 − C2ny
1 − C2ny2
)
+ O(N−2). (B.4)
herefore, z∗ is an asymptotically unbiased, and consistent esti-
ator of 
∗. Our variance (B.4) reduces to Hotelling’s formula (12)
hen there is no rate adjustment ( = 1).
ppendix C. Maximum likelihood estimator for  ˛ (  ˇ = 0)
Let n1(t) and n2(t) be Poisson random variables with parame-
ers 1 = t and 2 = ˛t, respectively. If n1 = {n1,1, . . .,  n1,N1 } and2 = {n2,1, . . .,  n2,N2 } are observations of n1(t) and n2(t), then the
og likelihood of the joint observations is given by(˛, |t, n1, n2) =
N1∑
j=1
n1,j log(t)
+
N2∑
i=1
n2,i log(˛t) − N1t − N2˛t + C,e Methods 240 (2015) 141–153
where C is a constant with respect to  ˛ and . The partial derivatives
of (˛, |t, n1, n2) with respect to  ˛ and  are therefore
∂
∂˛
= 1
˛
N2∑
i=1
n2,i − N2t, (C.1)
∂
∂
= 1

N1∑
j=1
n1,i − N1t +
1

N2∑
i=1
n2,i − N2˛t. (C.2)
Setting ∂ /∂ = 0 and solving for  gives
 =
N1∑
j=1
n1,i +
N2∑
i=1
n2,i
N1t + N2˛t
.
Substituting this expression into (C.1), setting ∂ /∂  ˛ = 0, and solv-
ing for  ˛ gives the MLE  for ˛
ˆ˛MLE =
N1
∑N2
i=1n2,i
N2
∑N1
j=1n1,j
.
Note that the MLE’s of k (k = 1, 2) are given by (Casella
and Berger, 2002) ˆk,MLE =
∑Nk
i=1nk,i/Nk. Therefore, ˆ˛MLE =
ˆ2,MLE/ ˆ1,MLE .
References
Anastassiou CA, Perin R, Markram H, Koch C. Ephaptic coupling of cortical neurons.
Nat  Neurosci 2011];14(2):217–23.
Bartlett M.  The spectral analysis of point processes. J R Stat Soc Ser B (Methodol)
1963];25(2):264–96.
Benignus V. Estimation of the coherence spectrum and its conﬁdence inter-
val using the fast Fourier transform. IEEE Trans Audio Electroacoust AU-17
1969];2:145–50.
Brillinger D. Asymptotic normality of ﬁnite Fourier transforms of stationary gener-
alized processes. J Multivar Anal 1982];12:64–71.
Bronez T. On the performance advantage of multitaper spectral analysis. IEEE Trans
Signal Process 1992];40:2941–6.
Buschman TJ, Denovellis EL, Diogo C, Bullock D, Miller EK. Synchronous oscillatory
neural ensembles for rules in the prefrontal cortex. Neuron 2012];76(4):838–46.
Buzsáki G, Draguhn A. Neuronal oscillations in cortical networks. Science
2004];304:1926–9.
Carter G, Knapp C, Nuttall A. Estimation of the magnitude-squared coherence
function via overlapped fast Fourier transform processing. IEEE Trans Audio
Electroacoust AU-21 1973];4:337–44.
Casella G, Berger RL. Statistical inference. 2nd ed. Duxbury Resource Center; 2002].
Enochson L, Goodman N. Gaussian approximations to the distribution of sam-
ple  coherence. Ohio: Air Force Flight Dynamics Lab., Research and Technology
Division, AF Systems Command, Wright-Patterson AFB; 1965], Bull. AFFDL-TR-
65-67.
Fisher R. On the ‘probable error’ of a coefﬁcient of correlation deduced from a small
sample. Metron 1921];1:1–32.
Fisher R. The general sampling distribution of the multiple correlation coefﬁcient.
Proc R Soc Lond 1928];121(788):654–73.
Fries P. A mechanism for cognitive dynamics: neuronal communication through
neuronal coherence. Trends Cogn Sci 2005];9:474–80.
Goodman N. On the joint estimation of the spectra, cospectrum, and quadrature
spectrum of a two-dimensional stationary Gaussian process [PhD thesis]. New
York University; 1957].
Grasse D, Moxon K. Correcting the bias of spike ﬁeld coherence estimators due to a
ﬁnite number of spikes. J Neurophysiol 2010];104:548–58.
Gregoriou G, Gotts S, Zhou H, Desimone R. High frequency, long-range coupling
between prefrontal and visual cortex during attention. Science 2009];324:1207.
Hannan E. Multiple time series. New York: Wiley; 1970].
Hotelling H. New light on the correlation coefﬁcient and its transforms. J R Stat Soc
Ser  B (Methodol) 1953];15(2):193–232.
Jacobsen S. Statistics of leakage-inﬂuenced squared coherence estimated by
Bartlett’s and Welch’s procedures. IEEE Trans Signal Process 1993];41:267–77.
Jarvis M,  Mitra P. Sampling properties of the spectrum and coherency of sequencesof  action potentials. Neural Comput 2001];13:717–49.
Jutras MJ,  Fries P, Buffalo EA. Gamma-band synchronization in the macaque hip-
pocampus and memory formation. J Neurosci 2009];29(40):12521–31.
Kay S. Fundamentals of statistical signal processing: estimation theory. Prentice
Hall; 1993].
scienc
L
L
L
M
M
N
P
P
P
S
S
Zeitler M,  Fries P, Gielen S. Assessing neuronal coherence with single-unit, multi-M.C. Aoi et al. / Journal of Neuro
epage K, Gregoriou G, Kramer M,  Aoi M,  Gotts S, Eden U, et al. A procedure of testing
across-condition rhythmic spike–ﬁeld association change. J Neurosci Methods
2013];213:43–62.
epage K, Kramer M,  Eden U. The dependence of spike ﬁeld coherence on expected
intensity. Neural Comput 2011];23:2209–41.
ewis P, Shedler G. Simulation of nonhomogeneous Poisson processes by thinning.
Naval Res Logist Q 1979];26:403–13.
itchell J, Sundberg K, Reynolds J. Spatial attention decorrelates intrinsic activity
ﬂuctuations in macaque area v4. Neuron 2009];63:879–88.
itra P, Bokil H. Observed brain dynamics. USA: Oxford University Press; 2007,
December.
uttall A, Carter G. Bias of the estimate of magnitude-square coherence. IEEE Trans
Acoust Speech Signal Process 1976];24(6):582–3.
ercival D, Walden A. Spectral analysis for physical applications: multitaper and con-
ventional univariate techniques. Cambridge, UK: Cambridge University Press;
1993].
esaran B, Nelson MJ,  Andersen RA. Free choice activates a decision circuit between
frontal and parietal cortex. Nature 2008];453(7193):406–9.
esaran B, Pezaris JS, Sahani M,  Mitra PP, Andersen RA. Temporal structure in neu-
ronal activity during working memory in macaque parietal cortex. Nat Neurosci
2002];5(8):805–11.enkowski D, Talsma D, Herrmann CS, Woldorff MG.  Multisensory processing and
oscillatory gamma responses: effects of spatial selective attention. Exp Brain Res
2005];166(3–4):411–26.
nyder D, Miller M.  Random point processes in time and space. 2nd ed. New York:
Springer-Verlag; 1991].e Methods 240 (2015) 141–153 153
Soper H, Young A, Cave B, Lee A, Pearson K. On the distribution of the correlation coef-
ﬁcient in small samples. Appendix II to the papers of ‘Student’ and R.A. Fisher. A
cooperative study. Biometrika 1916];11:328–413.
Thompson J, Chave A. Jackknifed error estimates for spectra, coherences, and trans-
fer  functions. In: Haykin S, editor. Advances in spectrum analysis and array
processing, vol. 1. Englewood Cliffs, NJ: Prentice-Hall; 1991]. p. 58–113 [chapter
2].
Vinck M,  Battaglia F, Womelsdorf T, Pennartz C. Improved measures of phase-
coupling between spikes and the local ﬁeld potential. J Comput Neurosci
2011];33(1):53–75.
Vinck M,  van Wingerden M,  Womelsdorf T, Fries P, Pennartz C. The pairwise phase
consistency: a bias-free measure of rhythmic neuronal synchronization. Neu-
roimage 2010];74:231–44.
Wang X-J. Neurophysiological and computational principles of cortical rhythms in
cognition. Physiol Rev 2010];90:1195–268.
Wilks S. On the sampling distribution of the multiple correlation coefﬁcient. Ann
Math Stat 1932];3(3):196–203.
Womelsdorf T, Fries P, Mitra PP, Desimone R. Gamma-band synchronization in
visual cortex predicts speed of change detection. Nature 2006];439(7077):
733–6.unit, and local ﬁeld potentials. Neural Comput 2006];18:2256–81.
Zou KH, O’Malley JA, Mauri L. Receiver-operating characteristic analysis for
evaluating diagnostic tests and predictive models. Circulation 2007];115:
654–7.
