Abstract. We show that measurements of the Neumann-to-Dirichlet map on a certain part of the boundary of a domain in R N , N ≥ 3, for inputs with support restricted to the other part, determine an electric potential on that domain. Given a convexity condition on the domain, either the set on which measurements are taken, or the set on which input functions are supported, can be made to be arbitrarily small. The result is analogous to the result by Kenig, Sjöstrand, and Uhlmann for the Dirichlet-to-Neumann map. The main new ingredient in the proof is a Carleman estimate for the Schrödinger operator with appropriate boundary conditions.
Introduction
Consider the Euclidean space R n+1 , n ≥ 2, and suppose Ω is a smooth bounded domain in R n+1 . Now suppose that q ∈ L ∞ (Ω) is such that the problem (−△ + q)u = 0 in Ω ∂ ν u = g on ∂Ω (1.1) has a unique solution u ∈ H 1 (Ω) for every g ∈ H roughly speaking, that measurements of the Dirichlet-to-Neumann map on certain parts of the boundary, using input functions whose supports are contained in the other part, determine q. An improvement on these results is also given by Kenig and Salo in [14] . Dos Santos Ferreira, Kenig, Sjöstrand, and Uhlmann in [5] , Knudsen and Salo in [12] , and the present author in [4] also provide similar results for the magnetic Schrödinger equation, with a first order term. A more comprehensive survey of progress in partial data problems of this sort can be found in [15] . In this paper we will prove results analogous to those in [2] and [13] for the Neumannto-Dirichlet problem.
At least part of the motivation for studying this question is to understand the case of partial data inverse problems for systems of equations, for which multiple types of boundary-data-to-boundary-data maps can exist. Examples of these kinds of results can be found in work of Caro, Ola, and Salo for the Maxwell equations in [3] and in work of Salo and Tzou in [18] , for the Dirac equations.
We can now state the main results. Recall that Ω ∈ R n+1 , where n ≥ 2. If ϕ is smooth in a neighbourhood of Ω, define
where ν is the outward unit normal at p. Theorem 1.1. Let q 1 , q 2 be in L ∞ (Ω) such that N q 1 and N q 2 are defined. Let ϕ(x) = x n+1 , and define ∂Ω + and ∂Ω − with respect to this choice of ϕ. Now let Γ ⊂ ∂Ω be a neighbourhood of ∂Ω + , and Z ⊂ ∂Ω be a neighbourhood of ∂Ω − . Suppose be outside the convex hull of Ω, and let ϕ(x) = ± log |x − p|. Define ∂Ω + and ∂Ω − with respect to the choice of ϕ. Now let Γ ⊂ ∂Ω be a neighbourhood of ∂Ω + , and Z ⊂ ∂Ω be a neighbourhood of ∂Ω − . Suppose N q 1 g| Γ = N q 2 g| Γ for all g ∈ H − 1 2 (∂Ω) with support contained in Z. Then q 1 = q 2 on Ω.
A few remarks are in order. First note that if Ω is strictly convex (convex, and tangent planes at boundary points intersect the boundary in exactly one point) then Theorem 1.2, with the choice of ϕ = − log |x−p|, implies that the set on which the Neumann-to-Dirichlet maps are measured can be made arbitrarily small, by proper choice of p, provided the input functions are allowed to have support on a large part of the boundary. On the other hand, choosing ϕ = + log |x − p| implies that the set on which the input functions are supported can be arbitrarily small, provided one can measure the Neumann-to-Dirichlet map on a large subset of the boundary.
Secondly, note that strictly speaking, Theorem 1.1 can be proved as a corollary of Theorem 1.2 by choosing p very far away from Ω. However, for the sake of clarity, it will be easier to explain the proofs first in the case in which ϕ is linear, and then describe the proofs for the logarithmic cases in light of this explanation.
Thirdly, these theorems imply a Neumann-to-Dirichlet result for the conductivity equation. If γ ∈ C 2 (Ω) is strictly positive, g ∈ H − 1 2 (∂Ω), and u ∈ H 1 (Ω) solves ∇ · (γ∇u) = 0 in Ω γ∂ ν u| ∂Ω = g then we can define N γ for the conductivity problem as the map sending g to u| ∂Ω . If ∂ ν γ = 0, and q = △ √ γ √ γ , then by a change of variables (see [19] ) The partial data results for the Dirichlet-to-Neumann problem for (−△ + q), discussed above, apply to the conductivity problem in a somewhat stronger fashion; see [13] , for example.
Note that the Dirichlet-to-Neumann problem for the conductivity equation has been the subject of much study in its own right. In the case of C 2 conductivity in three and higher dimensions, the change of variables alluded to above, together with the work of Kohn and Vogelius in [16] , means that results in [19] , [2] , and [13] , among others, apply to the conductivity equation as well. Better regularity results have also been given for the conductivity equation: in three and higher dimensions, Haberman and Tataru have given a result for W 1,∞ conductivity in the full data case in [7] , and in the two dimensional case, Astala and Päivärinta solved the Dirichlet-to-Neumann problem for L ∞ conductivity in [1] . In addition, Zhang has given a partial data result for less regular conductivities in three and higher dimensions in [20] .
The proofs of Theorem 1.1 and 1.2 rely on a Carleman estimate, which will be stated as a theorem in its own right. Let h > 0, and for a given choice of ϕ, define
Theorem 1.3. Choose ϕ to be as in Theorem 1.1 or 1.2. Define ∂Ω + and ∂Ω − with respect to that choice of ϕ, and let Γ ⊂ ∂Ω be a neighbourhood of ∂Ω + . Let Γ c denote ∂Ω \ Γ. Now there exists h 0 > 0 such that for all 0 < h < h 0 ,
for some smooth function σ bounded independently of h on Ω. Here ∇ t represents the tangential part of the gradient along the boundary.
The constant implied in the sign is independent of h. For the remainder of this paper, inequalities of the form A(h, w) B(h, w) should be interpreted to mean that there exist constants h 0 > 0 and C > 0, with C independent of h 0 , such that for all 0 < h < h 0 , A(h, w) ≤ CB(h, w).
Note that the estimate (1.2) can be rewritten as
where H 1 s is the semiclassical Sobolev space with semiclassical parameter h. For the rest of the paper we'll adopt the convention that Sobolev spaces are meant to be the semiclassical variety, and express the Carleman estimate this way. For a reference on semiclassical analysis, see [21] . Theorem 1.3 allows us to construct complex geometrical optics (CGO) solutions to the problem (−△ + q)u = 0 with Neumann data vanishing on Z c . We can describe these solutions by the following proposition. 
of the form u = e 1 h (−ϕ+iψ) (a + r), where ψ and a are smooth functions with bounds independent of h; ψ is a solution to the eikonal equation ∇ϕ · ∇ψ = 0, |∇ψ| = |∇ϕ|; and
In particular, ψ and a are as in the CGO solutions in [2] and [13] , for ϕ linear and ϕ logarithmic, respectively.
The rest of the paper is structured as follows. In Section 2, we'll see how Theorem 1.3 and Proposition 1.4 are used to prove Theorem 1.1 and Theorem 1.2. In Section 3, we'll prove an initial version of the Carleman estimate with extra terms on the right hand side of the inequality. Sections 4-7 are then devoted to making these extra terms go away in the linear case, where ϕ(x) = x n+1 , as in Theorem 1.1. In Sections 8-9, we'll see how the proof is modified to deal with the logarithmic case, where ϕ = ± log |x−p|, as in Theorem 1.2. Finally, Section 10 is devoted to the proof of Proposition 1.4.
is a CGO solution to
as obtained from Proposition 1.4. Let
be a standard CGO solution to (−△ + q 2 )u 2 = 0. Here a 2 , ψ 2 and r 2 have the equivalent properties as for their counterparts in u 1 , but nothing is guaranteed about the boundary behaviour of u 2 . Details can be found in [19] , [13] , or [5] . In fact, using the argument behind Proposition 2.4 in [5] , we can obtain H 2 regularity for r 2 , and r 2 H 2 (Ω) = O(h). Now define w ∈ H 1 (Ω) to be the solution to
2 ), so in the limit as h → 0, the right side of (2.1) becomes
Now consider the left side of (2.1).
The expression e − ϕ h ∂ ν u 2 can be written out as
h (a 2 + r 2 ). Since a 2 is smooth and bounded independently of h,
by definition, and u 1 − w = 0 on Γ since N q 1 = N q 2 there, so
3), and so the Carleman estimate applies to the first factor:
Thus the first factor is O(h 2 ), and so the left side of (2.1) is O(h 1 2 ). Therefore in the limit as h → 0, (2.1) becomes
and now it follows that q 2 = q 1 from the arguments in [2] , in the case that ϕ is linear, or by the arguments in [13] , in the case that ϕ is logarithmic. Therefore it remains only to prove Theorem 1.3 and Proposition 1.4.
An Initial Carleman Estimate
Let h, ε > 0, and define
2ε . To begin, we'll prove the following Carleman estimate.
Here H 1 refers to the semiclassical Sobolev spaces with semiclassical parameter h, and ∇ t is the tangential part of the gradient at ∂Ω.
Any Sobolev spaces that appear for the remainder of the paper are meant to be the semiclassical ones.
Proof. The proof of this proposition follows the ideas from [5] quite closely, but with different boundary terms. We can begin by writing L ϕ,ε out explicitly as
where ϕ c is the convexified version of ϕ,
Define the operators P and iQ by
Integrating by parts,
We will first consider the nonboundary terms on the right hand side. As in the proof of Proposition 4.1 from [14] ,
where R is a second order semiclassical differential operator whose coefficients are uniformly bounded in h and ε, and β = (h/ε)(1 + hϕ/ε) −2 . Integration by parts gives that
We can write Q at ∂Ω as
where (∇ϕ c ) t and ∇ t represent the tangential parts of ∇ϕ c ) and ∇, respectively. From the boundary conditions on u, we get that h∂ ν u ∂Ω u L 2 (∂Ω) , so
Similarly,
Using Cauchy-Schwartz, and invoking the boundary condition for the last term,
Therefore by choosing K ∼
and taking h small enough, and M large enough, we get
by combining (3.1) and (3.2). As a reminder, H 1 here indicates the semiclassical Sobolev space.
Therefore it remains only to understand the boundary terms that remain. Note that (1.3) implies that all of the boundary terms vanish on Γ. On Γ c , we have
so the boundary terms are
to be an open cover of ∂Ω such that we can use boundary normal coordinates on each U m . Then if χ 1 , . . . , χ N is a partition of unity subordinate to the cover U 1 , . . . , U N , and w m = χ m w, we can rewrite the boundary terms as the sum over m of
Now we can employ boundary normal coordinates in each U m . Let R n 0 be the hyperplane on which 
The second term becomes
and the first term becomes
Here g jk m,0 refer to the indices of the inverse of g m,0 , and the summation convention is used from 1 to n. △ gm and ∇ gm are meant to be the Laplace-Beltrami and gradient operators, respectively, for the metric g m , and a m = |g m | is the factor generated by the change of variables.
Adding these together, we get
The third and fifth terms cancel, and using the boundary conditions on w, the error terms in the last line can be bounded by
Now integration by parts, together with the boundary conditions on w, shows that the second and fourth terms cancel up to this error as well. Finally, integration by parts in the sixth term, shows that it is also bounded by (3.3). Therefore up to this error, we have
Translating back to U m ∩ ∂Ω, we have
up to an error bounded by
. Adding together the boundary terms for each U m , we have
plus an error bounded by
. Note that since Γ is a neighbourhood of ∂Ω + , −(∂ ν ϕ) is bounded below by some positive number on Γ c , so we can write this as
The last term on the right side can be absorbed into the boundary terms on the left side, for small enough h. Then since |∂ ν ϕ| is bounded below by some positive number on Γ c , for small enough h, the second term on the left side can be absorbed into the right side. Therefore we end up with
The proposition now follows.
The Flat Case
Now we need to make the boundary term on the left side of the inequality go away. For the next four sections, including this one, we'll now assume that ϕ is the linear weight. To differentiate the ϕ direction from the others, we'll choose coordinates (x, y) on R n+1 where x ∈ R n and y ∈ R, and choose ϕ(x, y) = y. In order to understand the basic idea of the rest of the argument, we'll present it first in the case where q = 0, Γ c is contained in the hypersurface {y = 0}, and
and the function σ that appears in (1.3) is zero. We'll let R n 0 denote the boundary of R n+1 + . By the methods used to prove Proposition 3.1, we can get
for w ∈ H 2 (Ω) satisfying (1.3). Now suppose w ∈ C ∞ (Ω) such that w satisfies (1.3) with σ = 0, and w ≡ 0 in a neighbourhood of Γ. Then we can extend w by 0 to the rest of R n+1 + to obtain a function in S(R n+1 + ), defined as the space of restrictions to R n+1 + of Schwartz functions on R n+1 . Then we can write
. Now we can take the Fourier transform in the x variables only. We'll use the notation w =ŵ(ξ, y) to denote the semiclassical Fourier transform of w in the x variables.
L ϕ w can be written out as
so taking Fourier transforms in the x variables gives
Let T ψ denote the operator obtained by using ψ as a Fourier multiplier. Then we can express this as
Now the operator (h∂ y − T 1+|ξ| ) has the property that
By the semiclassical trace theorem (see below),
Putting this all together gives that
, and therefore, by (4.1), we end up with
for any w ∈ C ∞ (Ω) satisfying (1.3), where w ≡ 0 in a neighbourhood of Γ. A density argument then finishes the proof.
For completeness, we give a short proof of the semiclassical trace formula mentioned above, based on Lemma 5.1.
by integration by parts. Now by definition of u, we have that (h∂ y + T ξ )u = 0 and
. Therefore
.
Dividing through by u L 2 (R n+1 + ) , and using (4.2), gives the desired result.
To make this idea work in the general case, we'll first concentrate on the case where Γ c is contained in a graph {y = f (x)}, with Ω ⊂ {y > f (x)}, and ∇f is close to a constant K. Then we can change variables to flatten out Γ c , and attempt to carry out the program above. The change of variables has the effect of perturbing the operator L ϕ , so the factoring becomes more delicate, but the argument can still be carried through. Finally, these graph estimates can be glued together to give Theorem 1.3.
The Operators
First however, we should introduce a family of operators for use in the linear case. Suppose F (ξ) is a complex valued function on R n , with the properties that
This has adjoint J * defined by
These operators have right inverses given by
Now we have the following boundedness result.
Lemma 5.1. The operators J, J * , J −1 , and J * −1 , initially defined on S(R n+1 + ), extend to bounded operators J, J * :
+ ) Moreover, these extensions for J * and J * −1 are isomorphisms.
Proof. Consider J first, and suppose u ∈ S(R n+1
By a density argument, J now extends to a bounded operator J :
Then by Minkowski's inequality,
Finally,
also. Putting all of this together gives
as desired, and a density argument shows that J −1 extends to a bounded operator from
The proof for J * −1 is similar. Now we need to show that the extensions for J * and J * −1 are isomorphisms. To do this, note that if u ∈ S(R n+1 + ), then J * J * −1 u = u, and (using integration by parts)
Then a density argument finishes the proof.
Note that similar mapping properties hold between H 1 (R n+1 + ) and H 2 (R n+1 + ), by the same reasoning.
We'll need to record one more operator fact in this section.
Let m, k ∈ Z, with m, k ≥ 0. Suppose a(x, ξ, y) are smooth functions on R n × R n × R that satisfy the bounds
is a sum of terms of the form
is bounded by a sum of terms of the form
where |α| + j 1 + j 2 ≤ k. Then
Then by the boundedness of A j 1 , this is bounded above by
which in turn is bounded above by
. Then a density argument finishes the proof.
The Linear Graph Case
Suppose f ∈ C ∞ 0 (R n ). In this section, we'll examine the case where Ω lies in the set {y ≥ f (x)}, and Γ c lies in the graph {y = f (x)}. Here we can do the change of variables (x, y) → (x, y − f (x)). DefineΩ andΓ to be the images of Ω and Γ respectively, under this map. Note that {y ≥ f (x)} maps to R n+1 + , and Γ c maps to a subset of R n 0 . ForΩ we can obtain the following proposition.
Proposition 6.1. Suppose w ∈ H 2 (Ω), and w, ∂ ν w = 0 onΓ
where σ is smooth and bounded onΩ. Then
. Note that onΩ, α is very close to 1.
Proof. Suppose w ∈ H 2 (Ω) satisfies (6.1). Let v be the function on Ω defined by v(x, y) = w(x, y − f (x)). Then v ∈ H
2 (Ω), and v satisfies (1.3). Therefore by Proposition 3.1,
Now by a change of variables,
where E 1 is a first order semiclassical differential operator. Therefore by a change of variables,
Putting this all together gives
For sufficiently small ε, the last term on the right side can be absorbed into the left side to give
as desired.
We need to find a way to bound the last term in the inequality by the other terms. To do this, we'll split the last term into two separate parts, a small frequency and large frequency part.
To simplify matters, we'll assume for the rest of this section that there are constants K ∈ R n and δ > 0 such that |∇f (x) − K| < δ for all x such that some (x, y) ∈ Ω. Now, choose m 2 > m 1 > 0, and µ 1 and µ 2 such that |K|
The eventual choice of µ j and m j will depend only on K.
Define ρ ∈ C ∞ 0 (R n ) such that ρ(ξ) = 1 if |ξ| < µ 1 and |K · ξ| < m 1 , and ρ(ξ) = 0 if |ξ| > µ 2 or |K · ξ| > m 2 . Now suppose w ∈ C ∞ (Ω) such that w ≡ 0 in a neighbourhood ofΓ, and w satisfies (6.1). We can extend w by zero to the rest of R n+1 + , so w ∈ S(R n+1 + ), as in the flat case. Set w s = T ρ w and w ℓ = (1 − T ρ )w, so w = w s + w ℓ . Then by Proposition 6.1,
. Now we'll examine each of the last two terms on the right side separately. The next proposition will deal with the small frequency term. Proposition 6.2. Suppose w is as above. There exist choices of m 1 , m 2 , µ 1 , and µ 2 , depending only on K, such that if δ is small enough,
Before proceeding to the proof, let's make some definitions. If V ∈ R n , define A ± (V, ξ) by
In other words, A ± (V, ξ) are defined to be the roots of the polynomial
In the definition, we'll choose the branch of the square root which has non-negative real part, so the branch cut occurs on the negative real axis.
Proof. Now consider the behaviour of A ± (K, ξ) on the support of ρ, or equivalently, on the support ofŵ s . If η > 0, we can choose µ 2 such that on the support ofŵ s ,
Then on the support ofŵ s , the expression
has real part confined to the interval [−K 2 − m , and imaginary part confined to the interval [−2m 2 , 2m 2 ]. Therefore, by correct choice of η and m 2 , we can ensure
on the support ofŵ s . This allows us to fix the choice of µ 1 , µ 2 , m 1 , and m 2 . Note that the choices depend only on K, as promised.
The bounds on A ± (K, ξ) allow us to choose F ± so that F ± = A ± (K, ξ) on the support ofŵ s , and ReF ± , |F ± | ≃ 1 + |ξ| on R n , with constant depending only on K. Therefore F + and F − both satisfy the conditions on F in Section 5. It follows that the operators h∂ y − F + and h∂ y − F − both have the properties of J * in that section. Up until now, the operatorL ϕ,ε has only been applied to functions supported inΩ. However, we can extend the coefficients ofL ϕ,ε to R n+1 + while retaining the |∇f − K| < δ condition. Then
for sufficiently small h. Meanwhile,
Since F ± = A ± (K, ξ) on the support ofŵ s , this can be written as
. Now by the boundedness properties,
. Then by the semiclassical trace formula,
. where hE 1 comes from the commutator of T ρ and (1 + |∇f | 2 )
Now we have to deal with the large frequency term.
Proposition 6.3. Suppose w is the extension by zero to R n+1 + of a function in C ∞ (Ω) which is 0 in a neighbourhood ofΓ, and satisfies (6.1), and let w ℓ be defined as above. Then if δ is small enough,
n . Recall that we defined
so A ± (V, ξ) are roots of the polynomial
(Recall that α is defined by α = 1 + h ε (y + f (x)).) Again we'll use the branch of the square root with non-negative real part. Now set ζ ∈ C ∞ 0 (R n ) to be a smooth cutoff function such that ζ = 1 if Then by properties of pseudodifferential operators,
. This last line can be written out as
by modfiying E 1 as necessary. Now ξ) ), and
involves multiplication by functions bounded by O(δ), so
Now we can check that G + (K, ξ) satisfies the necessary properties of F from Section 5, so
Then for small enough δ,
Now by (6.1),
as desired. Now using the results of Propositions 6.2 and 6.3 in (6.2) gives
The last two terms can be absorbed into the left side (for small enough h and ε) to give
for w ∈ C ∞ (Ω) such that w ≡ 0 in a neighbourhood ofΓ, and w satisfies (6.1). A density argument and a change of variables then gives
for all w ∈ H 2 (Ω) satisfying (1.3), in the case where Γ c coincides with a part of the graph y = f (x), with |∇f − K| ≤ δ. Note that the choice of δ depends ultimately only on K.
Proof of the Linear Carleman Estimate
Now we need to remove the graph conditions on Γ c . Since Γ is a neighbourhood of ∂Ω + , in a small enough neighbourhood U around any point on Γ c , Γ c coincides locally with a subset of a graph of the form y = f (x), with Ω ∩ U lying in the set y > f (x), and |∇f − K| < δ, where K is some constant, and δ is small enough for (6.3) to hold.
Therefore we can let {U 1 , . . . U m } be a finite open cover of Ω such that each Ω ∩ U j has smooth boundary, and each Γ c ∩ U j is either empty or represented as a graph of the form y = f j (x), with |∇f j − K j | < δ j , where δ j are small enough for
Now let χ 1 , . . . χ m be a partition of unity subordinate to U 1 , . . . U m , and for w ∈ H 2 (Ω) satisfying (1.3), define w j = χ j w. Then if Γ c ∩ U j = ∅, w j satisfies (7.1) for some σ, and so
On the other hand, if
just by applying Proposition 3.1.
Adding together these estimates gives
The last term on the right side can be absorbed into the left side for small enough ε, so
Now we can get rid of the ε in the operator. Note that if w ∈ H 2 (Ω), satisfies (1.3), then so does e ϕ 2 2ε w, albeit with a different choice of σ. Therefore
and since e ϕ 2 2ε is bounded above and below on Ω, h
so absorbing the extra term into the left side,
This finishes the proof of Theorem 1.3 in the linear case.
Logarithmic Operators
Now we turn to the logarithmic case of Theorem 1.3. First we'll need a set of operators for the logarithmic case to parallel those introduced in Section 5 for the linear case.
Again suppose that F (ξ) is a complex valued function on R n , with the properties that
n , r > 1}, and define S(R n+1 1+ ) to be the space of restrictions to R n+1 1+ of Schwartz functions on R n+1 . Now for u ∈ S(R n+1 1+ ), define J log u by
This operator has adjoint J * log given by
These operators have right inverses defined by
To obtain the analog of Lemma 5.1, we need to introduce the weighted Sobolev space H 1 r (R n+1 1+ ), whose norm is defined by
Then we have the following boundedness results.
log , and J * −1 log extend as bounded maps
). Moreover, the extensions of J * log and J * −1 log are isomorphisms. The proof follows the method used for Lemma 5.1. In addition, these operators are identical to the ones introduced in [4] , and the proof of this theorem is included in full there. where β and γ are smooth vector fields on R n such that β(x) · h∇ x and |γ(x)| 2 coincide with the coordinate representations of ∇ S n log f · h∇ S n and |∇ S n log f | 2 , respectively, in a neighbourhood ofΩ. Then
and L is a second order differential operator in the x variables only, whose coefficients, in a neighbourhood ofΩ, coincide with the coordinate representation of △ S n . Now we will restrict the graph conditions on f . Let δ > 0 and K ∈ R n be constants. Suppose that the original domain Ω is such that ∇ S n log f is nearly constant, and in our choice of spherical coordinates, θ j are all near . Then we can suppose that |β − K| < δ, |γ − K| < δ, and (
. Now as in the linear case, we can choose m 2 > m 1 > 0, and µ 1 and µ 2 such that
and ρ ∈ C ∞ 0 (R n ) such that ρ(ξ) = 1 if |ξ| < µ 1 and |K · ξ| < m 1 , and ρ(ξ) = 0 if |ξ| > µ 2 or |K · ξ| > m 2 . Again we can consider w ∈ C ∞ (Ω) such that w ≡ 0 in a neighbourhood ofΓ, and w satisfies (6.1). We extend w by zero to become an element of S(R n+1 1+ ), use ρ to split w into a small frequency part w s and a large frequency part w ℓ , and write out the estimate from Proposition 9.2 as
Proposition 9.3. Suppose w is as above. There exist choices of m 1 , m 2 , µ 1 , and µ 2 depending only on K, such that if δ is small enough,
) . Proof. We prove this by following the proof for the linear case. For V 1 , V 2 ∈ R n , define
so A ± (V 1 , V 2 , ξ) are the roots of the polynomial
As in the linear case, we can pick F ± so that F ± = A ± (K, K, ξ) on the support ofŵ s , and
Now the operator in the first term does not factor exactly into (h∂ r −r −1 T F + )(h∂ r −r −1 T F − ) since the r −1 T F ± terms have r dependence. However, the errors can be bounded by
. by Lemma 8.1. Since r is bounded above and below by a constant onΩ, and hence on the support of w s ,
as before. Proposition 9.4. Suppose w and w ℓ are as above. Then if δ is small enough,
as for the linear case. Then as before, we get
for small enough δ. Then by the trace formula,
. Using the boundary condition from (9.1) gives
. Therefore, following the linear case again, we get
Putting together (9.2), Proposition 9.3, and Proposition 9.4, plus a change of variables, now gives Theorem 1.3 for the logarthmic case, ϕ = log r, in the graph case, where Ω is such that |β − K| < δ, |γ − K| < δ, and (
. Then these estimates can be glued together as in Section 7 to give Theorem 1.3 for logarithmic case without graph conditions. Now the result for ϕ = − log r can be obtained from the result for ϕ = log r by using the change of variables (r, θ) → (r −1 , θ). Alternatively, using ϕ = − log r and flipping signs as necessary in the proof above gives the desired result.
Note that in general, if we were to replace ϕ with −ϕ, then the sets ∂Ω + and ∂Ω − would reverse roles, so Z would take the role of Γ and Z c would take the role of Γ c . Then we would end up with a proof of the following result, which we will state as a corollary. 
Complex Geometrical Optics Solutions
Now we turn to the proof of Proposition 1.4. First we'll need a lemma.
Lemma 10.1. For every v ∈ H −1 (R n+1 ) and f ∈ L 2 (∂Ω), there exists u ∈ L 2 (Ω) such that
Proof. We follow the methods in [13] , but using the Carleman estimate from Corollary 9.5. Let v ∈ H −1 (R n+1 ) and f ∈ L 2 (∂Ω). Suppose w ∈ H 2 (Ω) satisfies (9.3), and consider the expression (w, v) Ω + (w, hf ) ∂Ω .
We have
f L 2 (∂Ω) ), with the second inequality being a consequence of Corollary 9.5. Now consider the subspace {L q,−ϕ w|w ∈ H 2 (Ω) and w satisfies (9.3) } ⊂ L 2 (Ω).
By Corollary 9.5, the linear functional L q,−ϕ w → (w, v) Ω + (w, hf ) ∂Ω is well defined on this space. Then the above estimate shows that it is bounded by C(h −1 v H −1 (R n+1 ) + h 1 2 f L 2 (∂Ω) ). Therefore by Hahn-Banach, there is an extension of the functional to the whole space L 2 (Ω) with the same bound. This can be represented by an element of L 2 (Ω), so there exists u ∈ L 2 (Ω) such that 
