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We present the distributional solutions to the hypergeometric differential 
equation. These solutions are obtained in the form of inlinite series of the Dirac 
Delta functions and its derivatives. We employ these solutions to observe their 
interesting features. Furthermore, the form of these solutions is the same as the ones 
required for the weight distributions for a certain class of orthogonal 
polynomials. ’ 1987 Academic Press. Inc 
1. INTRODUCTION 
It is well known that the normal linear homogeneous systems of 
ordinary differential equations with infinitely smooth coefficients have no 
distributional solutions other than the classical ones. However, dis- 
tributional solutions may appear in the case of the equations whose coef- 
ficients have singularities. A simple example is the first ordinary differential 
equation 
dY 2 -& - 2y = 0. (1.1) 
The point x=0 is an essential singularity of this equation. It is readily 
verified that the infinite series 
y= f 2 
It+ lp’(er) 
,r=O n! (n+ l)! ’ 
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formally satisfies ( 1.1 ). Here 0(.x-) is the Dirac delta function and the 
superscript II stands for rrth order differentiation. 
Wiener [ 11 has studied various differential equations with singular coef- 
licients and has obtained their distributional solutions. Wiener and Shah 
[2] surveyed the work in this field and have exhibited a unified approach 
in the study of both distributional and entire solutions to some classes of 
linear ordinary differential equations. A brief introduction to these concepts 
is also available in reference [3]. 
Our aim is to present solutions of the form 
i 
1 a,,iP”)(X) (1.2) 
,I 7 0 
for the hypergeometric equation. The main part of the paper is devoted to 
the confluent hypergeometric differential equation. At the end we present 
some glimpses into the general hypergeometric differential equation as well. 
It is of course interesting to derive these solutions for their intrinsic value. 
But we also want to display their uses and exhibit their interplay with 
related results in the theory of ordinary differenrial equations. For instance, 
we find that with the help of these distributional solutions we can sum up 
some hypergeometric series , F, ‘s. Take, for example, the case when p E N 
and k $ -N, where N stands for the positive integers, then we find that 
,F,(p+k-l;k;.u)= 
1 
P(p+k-2,p- I) 
P(p+k-2,/,)x” ’ ‘P’. 
where P(n,k)=n(n-l)...(n-k+ 1). 
Another motivation for studying solutions of the type (1.2) to ordinary 
differential equations comes from work of Morton and Krall [4], Krall 
[S], and Littlejohn [6]. These researchers have collectively shown that 
weight distributions for a certain class of orthogonal polynomials have the 
form (1.2) and simultaneously satisfy a system of ordinary differential 
equations. 
2. FORMAL DISTRIBUTIONAL SOLUTIONS TO THE 
CONFLUENT HYPERGEOMETRIC EQUATION 
The second order differential equation 
.U,l~” + (m - x) y’ - py = 0 (2.1) 
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is known as the conj7uent hypergeometric equation. One of its solutions is 
well known to be 
x (P)nX” ,F,(p,m;x)=l+ C - 
n=, (m),,n!’ 
where (p), is Pochhammer’s symbol: ( P),~ = p( p + 1 )( p + 2). . (p + n - I) 
and ,F, is the hypergeometric function. Our aim is to find distributional 
solutions to (2.1) of the form 
w(x) = t a,,P’(x), (2.2) 
,I = 0 
where S’“‘(x) is the nth derivative of the Dirac delta function. 
A few reasons for deriving the solution of the above form are explained 
in the Introduction. We can also motivate the study of solutions of the 
form (2.2) in another way. Consider the following two examples: 
EXAMPLE 1. y(x) = e-’ is easily seen to be a solution of 
xy” + (I -s) y’ - ,r = 0. If we identify e\- with the distribution defined by: 
(e’, 4(-x)> =jTz e’$(x) dx, C$E 9 (9 consists of inlinitely differentiable 
functions of compact support), then (e’, d(x)) is a distributional solution 
to xy” + (1 -y) y’ -y = 0. It is natural to ask: is so r e’&x) d,x a dis- 
tributional solution to xy” + (1 - x) y’ - ~3 = O? One would suspect not, 
since we would expect “boundary” conditions involving 4(O), d’(O) etc. to 
appear when J? r e’&x) dx was substituted into X,V” + (1 - x) y’ - y = 0. 
However, so ,,- c’c$(.Y) d.u is a distributional solution to 
xy” + (1 ~ x) y’ - y = 0. We will find out the reason for this in Example 1 of 
Section 3. 
EXAMPLE 2. y(x) =eY is also a solution to xy” + (2-x)y’-2y=O. 
Again, by identification, (e‘, d(x)) = j” r erq5(x) dx is a distributional 
solution. Is j” J e‘;q5(x) dx a distributional solution to xy” + 
(2 - x) y’ - 2y = O? In this case, the answer is no. We will find the reason in 
Example 2 of Section 3. 
THEOREM 1. Suppose w(x) = C:= o u,,~“*‘(x) is a ,formal distributional 
solution to the collfluent hypergeometric equation 
xy” + (m -x) ~1’ -pi) = 0. 
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Then: 
’ (p-m+ l),ld”l+‘i “(x) 
w(x)= 1 
II = 0 n! 
(iii) Jf‘p, rnE N, then 
(a) M’(X) = f (:I:,+:) S”“(x) {f m Ip. 
,,=p I 
,,I 2 
(b) K(X)= 1 (-,)“~“+I 
,,=p- I 
b’“‘(x) if m > p. 
Since the proof is easy and straightforward we omit it. 
COROLLARY 1. For m, p E N und m >p, M‘C have 
,,1 2 
,,$ , (-1)” /Ii 1 (~~-~p(.r) 
=(-1)/J+“’ “j/J 
This corollary is in agreement with the result of Wiener in [I]. 
EXAMPLE 3. For XJI” + (2 -x) J!’ -J’ = 0, W(X) = 6(x). 
EXAMPLE 4. For .xJ,” + ( 10 - x) J’ ~ 3y = 0, 
EXAMPLE 5. For xy” + (4 - x) y’ - 7~ = 0, 
w(x) =i n-3 _ ( > ,r=6 n-6 fY”‘(X). 
EXAMPLE 6. For xy” + (3 - x) y’ - y = 0, 
w(x) = 6(x)-6’(x). 
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EXAMPLE 7. For xy”+($-x)y’-y=O, 
3. FURTHER ANALYSIS OF THEOREM 1: 
THE CASE WHERE m,pEN AND m5p 
It is easy to see that the solution w(x) in (iii)(b) of Theorem 1 is a con- 
tinuous linear functional on 6, the space of all infinitely differentiable 
functions; i.e., w E 6”. By considering certain test functions, it is easy to see 
that w(x), in the other cases of Theorem 1, is not in 6’. It is natural to ask 
if w(x) has any extensions to Y’ (9 is the test function space of infinitely 
differentiable functions of rapid decay) or 9’. Also, by using the Fourier 
transform, can we get a better representation of u(x)? We discuss these 
questions in this section and succeeding sections. 
From hereon in this section, assume m, p E N and m 5 p. Let 
We seek to get a better representation of w(x). 
THEOREM 2. 
I 
= ( 
n-m+1 
n=p-, n-p+ 1 > 
6’“‘(x) 
where 
x>o 
x$0 
is the Heaviside ,finction. 
To prove this theorem, we first must prove a number of lemmas. They 
are 
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Proof: 
Let ,j’(f) denote the Fourier transform of the function or distribution ,f: 
LEMMA 2. 
1 
Proof: The Fourier transform of se’)(t) is (if)‘/@. Hence, 
LEMMA 3. Let 
f(x) = e’ - e‘H(x) = 
L 
6” X50 
x > 0. 
Then the rth distrihutionul derivative off(x) is given hi 
f”‘(X) =,f(x) - y 6”‘(X), r 2 0. _
,=O 
Its proof follows easily by induction. 
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LEMMA 4. (a) Let f(x) = ex -e”H(x). Then 
(b) xP~mf~p~-m~(~)=~p~mf(~) whenever p-mz0, p,m~N. 
(c) Let g(x) = (i~cp~m~xp-m,~‘~~“‘(x)/(p - m)!). Ther? 
1 
d(t)=(p-m)! 
dp-” ((it)Pp,n/&c (1 -it)) 
dtPp” 
(d) Let g(x) be es in (c). Then 
Proof: (a) From Lemma 3, f’” “‘(x) =f(x) - If: 0” ~ ’ J”‘(x). Hence 
~~(t)=~-(l/fi)~;:;p’ (it)‘. But f(t)=(l/fi)x,‘-,(it)‘. 
Hence f ~(t)=(l/JG)~~~p~,,i(it)i=((it)p~m/~(l-it)). 
(b) This follows from Lemma 3 and the fact that ~jG’~‘(x) = 0 ifj> k. 
(c) In general, if h is a function or distribution, then 
- d’rq t) 
x’h(x)(t) = i’ dt’. 
Hence, 
1 dPpm ((it)“-“‘/,/% (1 -it)) 
=--- 
(P-m)! dtPp” 
from (a). 
(d) From Cc), 
Hence, 
dm 
dx”- ’ 1 (t). 
409.122 2-3 
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From (c), 
/--- 
xp I” f’( .u)( t) = i” “I( p ~- m)! jj( t) 
= ;’ 2 ,,1 dl’ 
“! ((it)” “‘,~Ji ( I - it)) 
dt p I” 
Now, if h is any function or distribution, then 
‘I+) 
-&t)=Wl;(t). 
Hence, 
COROLLARY I. k(t)= i” “‘g -=jTj( t). 
COROLLARY 2. H’(X)= ip “‘gtpm ‘j(x). 
LEMMA 5. Let h(x) = x’,f(x) wheref’(x) = r‘ - e’H(x). Then 
where this last sum is interpreted to he zero if j = 0. 
Proof: (by induction). (a) Obviously, the formula holds for j= 0. 
Suppose h”)(x) = xi _ 0 P(r, k) (k) x’- k ,f(x) for all Isj< r, and suppose 
j+ 1 St-. Then 
h’j+‘)(x) = i P(r, k) 
k=O 
(3.2) 
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=- (Xr mkf(X), 4’) = - 
Hence, (xr mk f(x))’ = (Y - k) xr k ~~ ‘f(x) + xrm “f(x). Substituting this 
into (3.2) yields: 
h”+‘)(x)= i: P(r,k) ; {(r-k)x’ k ‘.f’(x)+x’+“J’(x)} 
k=O 0 
Hence the formula is true for j < Y. In particular, 
r- I 
h” “(X) = c P(r, k) 
k=O 
Thus, 
(b) The above equation shows the statement in (b) to be true for 
j = 0. Suppose 
r- I 
= ,C, P(r, k) 
( > 
r :’ xr-~“f(x) + P(r, k) (r T’),(x) 
-r!:~~(‘:il”r’)6(*‘0). 
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Then 
+P(r, r) r+.’ ! I y {f(.~)-Kq (see Lemma 3) 
-~!:Z:,(‘::*lr’)or*“J(,~) 
= i: P(r, k) i’ +.;+ 1) Y y(x) - r! $, (‘:i* “) P’(X) 
k=O k=O 
where we have used the facts: (;+‘,) + (;+-‘) = (;1-+‘+I) and 
P(r, k)(r - k) = P( r, k + 1). This establishes the lemma. [ 
COROLLARY 3 
d” ‘(x” “‘f(x)) P--m 
dxp-' k=O 
Proof Let r=p-m andj=m- 1 (20) in the lemma. 1 
COROLLARY 4. 
p “(x) = :p(ii;: {p~P(p-m,k)(pkl)xp~~‘~*l(,) 
’ k-0 
THEOREM 2. If p, m E N and m Sp, then 
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Proof: From Corollary 2, we know w(x)= ip-“’ g’pP’)(x). This 
theorem now follows since 
I 
EXAMPLES. (1) 
Hence e” - e”H(x) is a distributional solution to xy” + (1 + x) y’ - y = 0. 
That is ((e’) , 4) =j”m e-‘&x) dx is a solution. 
(2) f #qx)= e’-e”H(x)-6(x) (p=m=2). 
j=l 
Hence a distributional solution to xy” + (2 - x) .Y’ - 2y = 0 is 
These two examples were both mentioned in $2. 
(3) From Theorem 1, we see that C,“=, (j+ 1) 6(j+ ‘l(x) is a solution 
to xy” + (1 - x) y’ - 2y = 0. From Theorem 2, we see that 
i!. (,j+ 1) d’j+‘)(x)= (x+ l)(e-‘-e-‘H(x)). 
(4) From Theorems 1 and 2, a distributional solution to 
xy”-(4-x)y’-7y=O is 
i 
:+3x2+ 15x+20) (e’-e-‘H(x))- 106(x)-46/(x)-h”(x). 
An Important Observation 
In Examples 3 and 4, it is easy to verify that (x + 1) e’ and 
((x3/6) + 3x2 + 15x + 20) e’ are solutions to the respective equations. This 
is no fluke: 
THEOREM 3. If p, m E N and m sp, then 
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4. FURTHER ANALYSIS OF THEOREM 1: 
THE CASE WHERE p E N AYD 111 E -- N u (0 
In this section, we shall assume p E N and --m E N u ;O 1. From 
Theorem I. we know that 
’ (p-m+ 1),,5”‘+” “(x) 
1Zj.Y) = 1 
If 0 tz! 
(4.1 1 
is a solution to xy ” + (m - .u) J“ - p?’ = 0. 
(p-m+ l),,/n! = (::I t” ‘I’) so that 
Observe that 
From (4.1 ), we see that 
=((it)” l/J?%) ,F,(p-m+ 1;ir) 
=(ir)” ‘/&(l-ir)” ‘,z+l. 
Recall that if f‘ is a function or distribution, then 
9 cl” J’(x) 
( i dY k 
= (ir)” .P(.f’(x)), 
where 9 denotes the Fourier transform of ,J Also, 
F(( - i.u)“f‘(x)) = 
dh F(f(x)) 
dt” 
Since d(e’ - e‘H(x)) = l/a (1 - it), it is easy to verify that 
dk(I/,,&(l -it)) ,_ 
dtk 
= 1’ k!/J’% (1 - it)k + ‘. 
(4.21 
(4.3 1 
(4.4) 
From (4.4), it follows that 
$c( ( - 1 P “‘j/J “‘~xP-“‘(e’ - e-‘fj(x))) 
=i”-“‘(p-m)!/&(l -it)ppm+‘, 
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Hence, 
= l/JZ(l -it)pmr’*+‘. 
From (4.3), it follows that 
:4.5) 
But, from (a) of Lemma 5, we know 
Thereby, we have proven the following Lheorem: 
EXAMPLES. (1) A distributional solution to ICY” -t- ( 
is 
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These examples are easily verified. From this formula, it is easy to 
establish: 
However, since p - m + 1, 2 - m E N and p - m + 1 2 2 -m, this formula is 
equivalent to the one in Theorem 3. 
5. FURTHER ANALYSIS OF THEOREM 1: 
THE CASE WHERE PEN AND m$Z 
From Theorem 1, we know that 
x (p-m+ l),s’n+“P’)(x) 
M’(X) = 1 
n! ,? = 0 
(5.1) 
is a formal solution to XY” + (m - x) y’ -py = 0. The Fourier transform of 
w(x) is: 
Let 
f(t)= l/&(1 -i!)pP’n+‘. 
Case 1. p > m. Then the inverse Fourier transform of p( f) is: 
.f(x) = 
I 
( -x)P-“e-’ 
T(p-m+ 1)’ 
x < 0. 
It is well known that 
w(x) =,f’“-“(X), 
where f”” ’ ‘(x) is the (p - 1)th distributional derivative of 
(5.2) 
(5.3) 
I 
0, x20 
f(x)= ( -x)P-me.y 
qp-mt 1)’ 
x < 0. 
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We now seek to compute fCp-‘) (x). To do this, we introduce some 
notation. 
DEFINITION 1. Suppose a >O so there exists an integer j such that 
j < cx <j + 1. Define the functional x: on 9 by 
<xv#+>=jO (-x)“qqx)dx. 
-m 
Notice that 
x” = i 
0, x20 
(-x)2, x < 0. 
LEMMA 4.1. For Osksj+ 1, 
((~“)‘~‘,~)=(-l)~P(cc,k)(xl--~,~), cpE9. 
Proqf Follows readily by induction. 1 
Suppose - 1 < b < 0. Then, although x5 is well defined on 9, each of the 
derivatives of x! will diverge at some test function 4 E 9, unless we use 
regulurization [3, 71. The regularization of (XC)(~) is 
<w P’? 4(x) > 
=(-l)*P(fi,k){’ (-x)I’~f~(~)-~f~“‘~“‘]dx. (5.4) 
x /=O 
Extending Lemma 5.1, we have 
LEMMA 5.2. For I=j+2,j+3 ,..., 
DEFINITION 2. Define x: e’ by: 
where j<cc<j+ 1, for some jEN. We want to find (x? e’)(k’. 
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LEMMA 5.3. If’0 =<k (.j+ I. 
In summary, we have 
THEOREM 5. Suppose PE W and In 4 z. Suppose p > m and 
j<p - m <j + 1 ,fkw some ,je IV u { 0). Then a distributional solution to 
xy” + (WI - s) y’ - py = 0 is gioen by: 
(i) lf’ps,j+2, then 
(ii) [/‘p>.j+2, then 
EXAMPLES. ( 1) A distributional solution to xy” + (i - x) 1” - 2~ = 0 is 
given by 
(~~(l).~(~))=~j”‘,(-.T)i~~e~~(,~)dr-~~” (-x)’ ‘e’&x) d.u. 
7. 
(2) A distributional solution u.(x) to .X-V” + (-4 -x) J!’ - 33’ = 0 is 
1 0 
<d-K), b(x)) =- r I-(9/2) a T 
( -.y)7’2e’q5(d) dx -& i” x ( -.x)5!2e-y&x) dx 
35 n 
+4r(9/2) x i 
( -x)3s2e’&x) d-x 
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(3) A distributional solution to xy” + (3 - x) 1” - 3~ = 0 is given by 
(‘4X)> d(x)> =&i” (-~)“~e-‘[q3(x) - d(O)] d-x 
X’ 
-&)s”<, (-xr “2e’ [d(x) -4(O)] d.x 
1 0 -~ 
4I-(3/2) s x (--‘) 
3’2er[&x) - d(O)] d.x. 
(4) A solution to XJJ”+ (3-,~)~‘-4~=0 is given by 
1 0 
(4-y), db)) = f(3,2) s 
( -x)%~[&x) -d(O) - ((0) x] d-y ~,,. 
-~ 
,m (-.‘) 
“%‘[(Lqx) - (i(O) - qY(0) x] C1.K 
)-W-&(O)1 d-y 
3 (’ -~ 
I 4r(3/2) 7 
(-x) “‘e‘[qqx 
3 0 -~ 
s 8f(3/2) x 
(-x) -S ‘e’[d(x ) -Q(O) - qY(0) x] dx. 
All of these examples are easily verified. We can now strengthen 
Theorem 3: 
THEOREM 6. Suppose p E N and m # [ 3,4, 5 ,... 1 (hut p, m E [w). Then 
lFl(p-m+1;2-m;x) 
1 
=P(p-m, p- 1) r=O Y3 
P(p-m,r)x” ’ ‘e’, 
where P(n,k)=n(n-l)...(n-k+l). 
Restated 
THEOREM 6. Suppose p E N and k $ - N. Then 
‘F,(p+k-1;k;u) 
1 
=f’(p+k-Zp- 1) 
P(p+k-2,r).u” ’ ‘e’. 
342 I.ITTlLlOHN AND KANWAI 
Crrsr 2. p < n (but WI 4 Z). (i) Suppose - I <p ~ m < 0. Again, 
Let 
0, I 2 0 
.f(r,=(fi(l -it)P -W’+‘) ’ so .f’(x) = 
(--xl P me\- 
T(p-m+ 1)’ 
x < 0. 
From before, we have that W(X) =f“” ‘) (x). After some easy calculations, 
we find that 
(ii) Suppos ep-m<-I. 
In this case, G(t) = (it)” ‘( 1 - it)“’ I’ ‘/@ where m -p - 1 > 0. 
Let P(t) = (1 - if)“‘+pm~ ‘/JIG. Supp ose j-cm-p- 1 <j+ 1 for some 
Jo N u {O}. Then 
d’ + ‘.f(t) 
dt’+ ’ 
=P(m-p-l,,j+l)(-i)j+‘(l-ir)“~P~/ ‘/$G. 
Since - 1 <m-p -,j- 2 < 0, we know that d’+ ‘f(t)/dt’+ ’ has a classical 
inverse Fourier transform. In fact, if 
d-u) = 
P(m-p- l,j+ l)(-i)‘+‘(-~)~~~‘+‘+‘~ 
T(p-m+fj+2) 
x < 0, 
then g(t)=d’+ ‘,j‘(t)/dt’+ ‘. However, d’+‘f(t)/dt/+‘=F(( -ix)‘+‘f(x)). 
Hence, 
d(g(x))=P-((-ix)‘+‘f(x)) 
*g(x)=(--i~)‘+‘f(x). 
HYPERGEOMETRIC DIFFERENTIAL EQUATIONS 343 
We know that w(x) =f’“- ‘j(x), so we seek to find fCp--‘)(x): After some 
easy calculations, we get 
(w(x), (xl> 
~-‘(-l)kP(p-m,p-l)P(m-p-l,j+l)P(p-m,k) 
=c 
k=O T(p-m+j+2) 
(-X)P-m-ke.l- (j)(J,-‘+yqyX & 
/=O 1 
+ f: Ck(#P+k-‘) (x), d(x)) for some constants co, c, ,..., c,. 
k=O 
Since P( p - m, p - 1 ), P(m - p - 1, j + 1) are constants, we can eliminate 
them. Hence 
<~~(x),~(x))=‘~‘(-l)k(“~l)P(p-m,k)~~~ (-x)” m-k 
k=O 
+ i ck (d’“+k -l’(,+ d(x)) 
k=O 
is a solution in the case ofj<m-p- 1 <j+ 1 for some je N u {O}. The 
constants can be easily calculated by substituting d(x) =x’ into the above 
equation, I = 0, l,..., j. 
EXAMPLES. (1) p = 1, m = 2. A distributional solution to xy” + 
(3/2-x)y’-y=O is 
(w(x), 4(x)) = Jo ~ ( -x) “2e’q5(x) dx, 
(2) p = 2, m = f. A distributional solution to x/‘+ 
(9/4 - x) y’ - 2y = 0 is 
(w(x), 4(x)) = j-” (-~)-“~e-‘[qb(x) -4(O)] dx 
-~ 3c 
0 
+; s ~* t-x)- 
5’4e.‘;[qS(x) - d(O)] dx. 
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(3) p= I. ,,I zz Icr. 1 A distributional solution to X.1’” + 
( IO,‘3 ~ .Y) J.’ ~ .I‘ = 0 is 
(1, , 
(v(.\-), fj(.Y,) = ) (-.I-) ’ ‘c‘[q5(.v) - $!t(O, -$4’(O) x] Uk . , 
+c,, (S(x), $/t(x)) +(‘I (S’(s). (b(s)) 
Calculations show co = -914 I’($), c, = - 3/‘( $). 
(4) p=2, t??=y. In this case, a distributional solution to 
xy” + (y ~ x) J,’ ~ 2). = 0 is 
,.o 
=! 
l--u) 3 3P’((b(x) - /#J(O) -c/(O) x) dr 
I 
i-0 
++ 
!  
, ( - .y ) ’ 3c~‘(q5(x) -d(O) - 4’(O) x) dY - cq5’(0). 
An easy calculation reveals c = 3Q4/3). 
6. THE HYPERGEOMETRIC EQUATION 
In this section we shall discuss certain aspects of the hypergeometric 
equation 
.Y( 1 -x)1”‘(x)+ [c- (a+ h+ 1) x] l”(x)-&y(x) =o. (6.1) 
SPECIAL CASES 
(I) u=h=c= 1, so that (6.1) reduces to 
x( 1 -x) y”(x) + [I - 3x] l”(X) -y(x) = 0. 
Then it is easily verified that 
(6.2) 
y(x) = i a,,6”“(X) z.7 f (- ] )” ___ = 
~(‘%). 6(u _ 1 ) , (6.3) 
II = 0 ,I = cl .Y 
satisfies (6.2). It is interesting to observe that 
(6.4) 
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is the classical solution of (6.2). Comparing (6.2) and (6.3) we observe the 
intriguing similarities. The function l/( 1 -x) has a pole of order 1 and the 
distributional solution 6(x - 1) also is a simple pole. 
(2) a=h=2, c= 1. Then (6.1) reduces to 
x(1 -x)y”+ [l-5x]y’-4y=o. 
Its distributional solution is 
(6.5) 
i u,,y’yy) = s’(x) + i ( - * ;;“‘i”,:“““’ = (y(.x - 1 ) - 6”(X- 1). (6.6) 
II = 0 II = 2 
The classical solution of (6.5) is 
2F, @) = i (2)n(2)J”= f (n + ,)2x,1 _ 1 +3x 
,,=o (1 Inn! (1 -x)3’ 
(6.7) 
,, = 0 
Again when we compare (6.6) and (6.7) we find that both these solutions 
have a pole of order 3. 
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