ABSTRACT IEEE 802.11n wireless LANs provide high-speed data transfer. If the radio condition degrades, however, the transfer rate will be reduced significantly and there may be some problems in the data transfer. In order to clarify this problem, we have evaluated the TCP performance over IEEE 802.11n LAN by changing the distance between the access point and a terminal. As a result, a severe increase of round trip time has been measured in the case of low data rate. This is a sort of bufferbloat problem, which is being actively studied in recent years. The detailed analysis of this experiment is our first contribution. We have inferred that one of the reasons for this increased delay is the powerful retransmission function of 802.11n. So, we propose, as the second contribution, a method to improve TCP delay performance by reducing this retransmission capability and by generating TCP segment loss intentionally. This paper describes the performance evaluations for our proposal in comparison with CoDel, which is an active queue management approach, and with the native 802.11n.
Introduction
Recently, wireless LANs (WLANs) conforming to the IEEE 802.11n standard are being used widely. This type of WLAN supports the data transmission rate of hundreds of Mbps. In order to realize high throughput, 802.11n has added new physical and MAC sublayer technologies to the conventional IEEE 802.11. They include MIMO (multiple-input and multiple-output) which uses multiple antennas at both the transmitter and receiver to improve communication performance, the channel bonding which uses the channel width of 40 MHz, the frame aggregation which packs multiple frames together in one frame to reduce the overhead, and the block acknowledgment which allows multiple data frames to be acknowledged together using a single BlockAck frame.
IEEE 802.11n supports multiple data transfer rates realized by different combinations of modulation types and coding rates. It also supports the dynamic rate switching to select the optimal data rate between a terminal and AP (access point).
When a terminal is located close to AP and the radio condition is good, the high data rate such as 300 Mbps can be used. But, when a terminal moves far from AP and the receiving radio signal strength becomes weak, the data rate gets lower, for example down to 6.5 Mbps. So, if a communicating terminal moves a location close to AP to another location far from AP, the data rate goes down during a communication session and some problems may occur in the session. The possible problems will be significant packet losses or large queuing delay.
In this paper, we focus on the dynamic rate switching during TCP communication over 802.11n WLAN. The first contribution of this paper is a detailed analysis of the performance of TCP communication during which the terminal changes the distance from AP. The experiment shows that the packet losses does not increase even in the location where the terminal is far from AP, and that RTT (round trip time) increases largely, up to several seconds, when the terminal moves farther from AP.
This long delay is considered to be caused by "excessively large and frequently full buffers inside network [2] ," and this phenomenon is called bufferbloat problem and there are wide discussions on that in the networking community [2, 3] . In order solve this problem, it has been considered that the active queue management is useful and a new approach named CoDel is proposed [4] . CoDel uses packet-sojourn time through the queue as a control parameter, and it drops a packet which stays in the queue for a larger time than a specific duration. [4] shows a simulation result for WiFi link whose data rate changes among 100Mbps, 50Mbps and 1Mbps, and tells that the per-packet queue delay is smallest for CoDel, larger for RED [5] and that, in Tail Drop, the queue is almost full for data rate 1Mbps.
The second contribution of this paper is the proposal of another approach for resolving the bufferbloat problem specific for 802.11n WLAN. We have inferred from our experiment that one of the reasons for the large queuing delay is the powerful loss recovery of 802.11n MAC sublayer based on the frame aggregation and block ACK. So, we propose a scheme to intentionally weaken the capability of this loss recovery functionality, only when the selected data rate is low in TCP streams. The proposed scheme reduces TCP level data transmission speed as a result of the congestion control invoked by packet losses generated as a result of weakened MAC level loss recovery. This paper describes the performance evaluation of our proposal in comparison with CoDel and the native 802.11n, for three of TCP versions, Reno, Cubic and Illinois. The results show that our proposal and CoDel provide much better performance than the native scheme, and that there are some cases that CoDel drops too much packets in the queue.
The rest of this paper is organized as follows. Section 2 explains the results of experiment focusing on the dynamic rate switching during TCP communication over 802.11n WLAN (our first contribution). Section 3 describes a proposal of our scheme for resolving bufferbloat problem for 802.11n WLAN, and Section 4 gives the performance comparisons among our scheme, CoDel and the native 802.11n (these are our second contribution). In the end, section 5 concludes this paper. Fig. 1 shows the network configuration of our experiment. The terminal and AP use 5GHz band WLAN conforming to IEEE 802.11n. AP and the server are connected via Gigabit Ethernet link. AP works as a bridge connecting WLAN and Ethernet. The specification of the terminal is given in Table 1 . AP is commercially available and its model number is WZR-HP-AG300H manufactured by Buffalo Inc, Japan. This AP supports multi-rate up to 300 Mbps. The available data rates are given in Table 2 . In the experiment, we used all of these 12 levels of data rates from 6.5 Mbps to 300 Mbps.
Experiments of TCP over 802.11n with Dynamic Rate Switching

Conditions for Experiments
Data communication is done by use of a tool named iperf, which was developed by NLANR/DAST for measuring the maximum TCP and UDP bandwidth performance [8] . In an individual test run, iperf continues TCP data transmission for 120 seconds, from the terminal to the server. During the run, the following data are collected for the detailed analysis of the communication;  packet trace at the terminal, by use of tcpdump,  TCP connection information such as the congestion window size at the terminal, by use of tcpprobe [9] ,  WLAN transfer information, such as data rate, transmission wait queue size (explained in 2.2), situation of MAC level retransmissions, from WLAN device driver, and  WLAN interface queue size (explained in 2.2), from Linux kernel. The experiment is performed in a two-storied Japanese style house built of wood. As depicted in 
Results of Experiments
According to the conditions described above, we executed test runs more than 50 times. The results of individual runs were in a similar tendency. This section shows the result of a specific run in detail. Fig. 3 shows the TCP level throughput versus time. The throughput is calculated at the terminal (the sender) side for the duration of every 0.5 second. In the first 30 seconds in a run, the terminal is at the far position and the throughput is 3 through 5 Mbps. Then, for 15 seconds, the terminal is moving to the near position and the throughput increases gradually. In the near position, for the next 30 seconds, the throughput is 80 through 100 Mbps. Again, the throughput decreases when the terminal moves to the far position, and becomes 4 through 6 Mbps in the last 30 seconds at the far position. Fig. 4 shows the used data rate versus time. At the far position, a low data rate such as 6.5 Mbps is used, and at the near position, a high data rate, such as 216 and 243 Mbps, is used. This data rate selection is related to the TCP throughput shown in Fig. 3 . Fig. 5 shows RTT for individual TCP data segments versus time. RTT is derived from the TCP timestamp option and the sender calculates one value when it receives an ACK segment. When the terminal is at the far position, RTT increases largely. During the first 30 seconds, RTT goes to 4 seconds, and during the last 30 seconds, it keeps 1.5 seconds. On the other hand, when the terminal is at the near position, RTT is small and stable. Fig. 6 shows the send queue size versus time. Here, we explain the mechanism of queuing mechanism in the terminal. In order to send out a data frame to WLAN, the terminal uses two kinds of queues. One is the WLAN interface queue prepared in the Linux kernel. When an IP packet generated in the IP layer, it is stored in this queue before it is passed to the WLAN device driver. Its maximum size is 1,000 packets. The other is the transmission wait queue implemented in the WLAN device driver (maximum size is 124 packets) [7] . The send queue size means the total size of these two queues. In order to obtain the WLAN interface queue size, we developed a dedicated user program which reads the queue size via a Linux kernel call in a busy loop. In order to obtain the transmission wait queue, we modified the WLAN device driver so as to give its size as a return value when the driver executes a send command for WLAN controller. Fig. 7 shows the TCP congestion window size obtained from the tcpprobe module. The shapes of these two graphs are similar, and we can point out the followings.  The upper bound of the queue size in Fig. 6 is almost the same as the congestion window size in Fig. 7 . This means that there is a moment when the data segments corresponding to the congestion window are stored in the send queue (actually distributed in two kinds of queues mentioned above).  The actual send queue size fluctuates very quickly.
The queue size decreases when TCP data segments stored in the send queue are dequeued and transmitted over WLAN. Then, the server receives those data segments and responses them by corresponding ACK segments.
Those ACK segments open the flow control window at the terminal, and the terminal sends next data segments. This increases the queue size again. The repetition of these actions is considered as the cause of the fluctuation of the send queue size.  The importance fact is that the send queue size and its fluctuation are similar regardless of the location of the terminal. This means that we cannot distinguish whether the delay is large or not by checking the send queue size.  Cubic TCP, the TCP version used in the experiment, decreases the congestion window size when there is a packet loss. From Fig. 7 , we can say that there were only ten packet losses in this test run. This packet loss means a TCP or IP level packet loss. In other words, the loss recovery function in 802.11n, i.e. the retransmission using block ACK, works well. The results of our experiment can be summarized as follows.
(1) When the terminal is located close to AP, 802.11n selects high data rate such as 270Mbps and a high speed TCP communication is realized. On the other hand, when the terminal is located far from AP, the data rate goes down to 6.5 Mbps or 13.5 Mbps, and the TCP throughput is also degraded. (2) There are few packet losses perceived in the TCP level. Therefore, the congestion window size in Cubic TCP keeps increasing. (3) The packets corresponding to the congestion window size is possible to be queued in the send queue (either of the WLAN interface queue or the transmission wait queue). This is the case for both high data rate and low data rate. In the case of high data rate, the queued packets are sent out in a high speed, and as a result, TCP level RTT becomes small. On the other hand, RTT becomes large when the data rate is low.
Proposal for Resolving Bufferbloat over 802.11n
3.1 Retransmission in IEEE 802.11n
As described above, the data link level retransmission works well independent of the selected data rate. As for the reception confirmation, IEEE 802.11n adopts an approach called HT-immediate Block Ack [1] . In this approach, multiple data frames are aggregated into one frame (A-MPDU [1] ). The receiver checks the correctness of each of received data frames, and returns one BlockAck frame. It is sent out immediately after the receiver received the A-MPDU, and indicates the successful reception or not for individual data frames in the BlockAck Bitmap field.
The WLAN device driver ath9k realizes the retransmission in the two forms; the hardware retransmission and the software retransmission. The hardware retransmission is performed when the sender fails to receive the BlockAck frame. All the data frames are retransmitted by the WLAN controller. The software retransmission is performed for the received BlockAck frame. The WLAN device driver tries to send again the data frames for which the BlockAck Bitmap field indicates unsuccessful reception.
The device driver defines the maximum number to retransmit for both the hardware and software retransmissions. In the ath9k driver in Linux kernel 2.6.38, the maximum retransmit number is 19 for the hardware retransmission and 10 for the software retransmission. If the transmission count becomes larger than this number, the retransmission quits and the corresponding data frame is discarded. Fig. 8 shows the data frame retransmission ratio, which is defined as the number of retransmitted data frames divided by the number of total data frames, Figure 8 Data frame retransmission ratio versus time calculated at every 0.5 second. Dashed line is the software retransmission and solid line is the total retransmission (the sum of both software and hardware retransmissions).
This graph shows that there are some MAC level retransmissions, when the terminal is at the far position and the near position.
At the far position, the retransmission ratio becomes a litte higher than that at the near position, and the 40 through 50 % of the transmitted data frames are retransmitted frames. When the terminal is at the near position, the retransmission ratio is about 30%.
At the far position, most of the retransmissions are the hardware ones. This is because the radio quality in the far position was not good and there were many chances that BlockAck frames themselves were lost. On the other hand, most of the retransmissions are the software ones at the near position. Here, it can be said that the selective retransmission based on BlockAck Bitmap field works well.
Proposal of Improving Increased Delay
One reason for the increased RTT when a terminal is located at the far position is the fact that the MAC level loss recovery of 802.11n, which is based on the block ACK and the retransmission, is powerful. As shown in Fig. 8 , at the far position, although about half of the transmitted data frames were retransmissions in the MAC level, there were no segment losses in the TCP level, and therefore the congestion window kept increasing, which resulted in the increase of RTT.
So, we propose an approach to decrease the maximum retransmit number intentionally in order to weaken the loss recovery capability when a low data rate is used in 802.11n. This is done only for data frames carrying TCP segments. This will lead to TCP level packet losses, then TCP congestion window will be decreased, and at last RTT will be suppressed. Fig. 8 shows that the ratio of software retransmission is low at the far position. So, we propose to decrease only the maximum retransmit number of software retransmission when the data rate is low. The specific scheme is summarized as follows; (1) We use 80Mbps as the threshold for discriminating high data rate and low data rate. (2) We use retransmit count 2 as the limited maximum retransmit number. (3) We decrease the maximum retransmit number only for TCP segments. The protocol field in IP header is checked and whether it is TCP segment or not is determined. (4) We use the exponential moving average for data rate.
The smoothing factor is 0.25. (5) The WLAN device driver ath9k decides the data rate for one frame just before the frame is sent out, based on its proprietary rate selection algorithm. So, we have modified ath9k so as to set the maximum retransmit number to 2 when the average for data rate becomes smaller than 80Mbps.
Performance Comparison among our
Proposal, CoDel and Native 802.11n
Conditions for Experiment
This section describes the performance comparison among our proposal, CoDel and the native 802.11n using different TCP versions. The conditions for experiment are as follows:  We implemented our proposal in ath9k WLAN device driver.  We used the CoDel software distribution installed in Linux version 3.5. The experiment described in section 2 used Linux 2.6.38. Considering the compatibility of the Linux kernel, ath9k device driver, and CoDel software, we ported auth9k with our proposal scheme and CoDel into Linux 3.28.  The CoDel software tries to keep the packet-sojourn time in the WLAN interface queue smaller than 5 mili seconds. If the time of a packet in a queue becomes larger than 5 mili seconds at the dequeuing, CoDel discards the packet.  As TCP versions, we used Cubic TCP, TCP Reno and TCP Illinois [10] . The reasons we adopted these three versions are as follows;  TCP Reno uses a traditional AIMD (additional increase and multiplicative decrease) control of congestion window.  Cubic TCP is the default congestion control in the Linux operating system.  TCP Illinois combines two schemes; one is an aggressive calculation of congestion window for a congestion free state, and the other is a gentle one for a congested condition. Whether congested or not is estimated by sensing RTT changes. This idea is close to Compound TCP [11] which is the default congestion control in the Windows operating system.  The other conditions such as the arrangement of equipment and the time schedule of terminal moving are the same as the experiment in section 2.
Results of Performance Comparison
Figs. 9 and 10 show the results of our proposal and CoDel, respectively, in the case that the used TCP version is Cubic TCP. Those figures show (a) the TCP throughput for every 0.5 second, (b) TCP level RTT, and (c) TCP congestion window. As for the results for the native 802.11n, those in section 2 need to be referred. Since the Linux kernel was changed from 2.6.38 to 3.28, the results were also changed. However, the tendency of the results was similar. By comparing Fig. 9 (a) , Fig. 10 (a) and Fig. 3 , it can be said that the TCP throughput is similar for three schemes. At the far position, the throughput is about 5 Mbps, and at the near position, it is 80 Mbps through 100 Mbps. Fig. 9 (b) , Fig. 10 (b) and Fig. 5 show that RTT is largely decreased in our proposal and CoDel. In the native 802.11n, RTT was more than 1 second at the far position. But in our proposal and CoDel, it decreased to less than 1 second. Especially, RTT in CoDel is very small and less than 0.5 second.
By comparing Fig. 9 (c) and Fig. 10 (c) , it can be said that CoDel introduces packet losses regularly at the far position. As the result, RTT is bound within a small value. On the other hand, our proposal introduces packet losses occasionally. In the Fig. 9 (c) , there are no packet losses from time 100 to 120, and so the congestion window increases and RTT also increases in this duration. But, again, our proposal also decreases RTT comparing with the native 802.11n. When the TCP version in the terminal is TCP Reno, we obtained similar results. At the far position, RTT for Figure 9 Results of our proposal for Cubic TCP Figure 10 Results of CoDel for Cubic TCP the native 802.11n is large, and RTTs for our proposal and CoDel are small. However, in TCP Reno, the increase of the congestion window is rather modest compared with Cubic TCP, and RTT is smaller than the case of Cubic TCP.
Figs. 11, 12 and 13 show the results of our proposal, CoDel and the native 802.11n, respectively, in the case that the used TCP version is TCP Illinois. Again, the trends are similar with other TCP versions. As shown in Fig. 13 (b) , RTT becomes large for native 802.11n at the far position. Our proposal and CoDel realize small RTT even if the terminal is located at the far position. However, the congestion window size behaves differently. In the case of CoDel, the congestion window fluctuates very frequently when the terminal is at the near position. This means that the CoDel software drops many packets in this duration. The reason can be estimated as follows. TCP Illinois increases the congestion window aggressively at the near position, and so many data segments are transferred from the TCP module in the terminal. Those data segments are stored in the interface queue for WLAN and the time for which individual Figure 11 Results of our proposal for TCP Illinois Figure 12 Results of CoDel for TCP Illinois segment spends in the queue becomes larger than 5 mili seconds. We executed several runs for this condition and obtained the same results. So, it is possible that CoDel drops queued packets unnecessarily.
Conclusion
In this paper, we described two contributions. One is the evaluation of the TCP performance over IEEE 802.11n
LAN by changing the distance between the access point and a terminal. As a result, a severe increase of round trip time was measured in the case of low data rate. This sort of problem is called bufferbloat. Based on the detailed analysis, we concluded that one of reasons for this increased delay is powerful retransmission function of 802.11n. So, we propose, as the second contribution, a scheme to improve TCP delay performance by weakening this retransmission capability and by generating TCP segment loss intentionally. We showed the performance comparison of our proposal, CoDel which is an active queue management approach and the native 802.11n, for TCP versions of Cubic TCP, TCP Reno and TCP Illinois. Our proposal and CoDel improve the RTT performance largely compared with the native 802.11n for all the cases. As the comparison of our proposal and CoDel, CoDel drops queued packets unnecessarily when the data rate is high in TCP Illinois.
