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ABSTRACT
Small satellite-enabled terrestrial target tracking applications from low-Earth orbit are demanding stringent pointing
performance, prompting the need for developing high-precision attitude estimation and control systems that adhere
to cost and mass constraints. The attitude determination and control system onboard the Space Flight Laboratory’s
NEMO-class satellite platforms uses an extended Kalman filter and low-cadence (1Hz) star-tracker measurements to
constrain the attitude and rate estimation errors to within 0.05° and 0.04°/s (2-σ), respectively. In addition, the
pointing error of this satellite platform is constrained to below 0.3° (2-σ) for ground target tracking applications.
However, in order to meet the stability requirements of future missions that require precise target-tracking
capabilities, a combination of star tracker and high frequency gyro-measurements is preferred. Leveraging highgrade miniaturized and commercially-accessible fiber optic gyroscopes (FOGs) with sampling frequencies of ≥ 2Hz,
a high-performance attitude determination and control system suitable for target tracking micro- and nano-satellites is
under development at the Space Flight Laboratory of Toronto, Canada. This paper discusses the design of an attitude
estimation filter tailored to constrain the ground target pointing error of NEMO-class satellites to well below 0.3°
(3-σ). To evaluate the performance of this filter, precision target tracking simulations were conducted, and the results
demonstrated significant improvement in some state estimates when a combination of three-orthogonally mounted
FOGs operating at high cadence (5Hz) and a single star tracker operating at 1Hz were implemented.
1.

INTRODUCTION

contributed to expand the performance envelope of
small satellites significantly [2]. In addition to
providing Earth observation services and supporting
astronomy missions, precision target tracking nano- and
micro-satellites are servicing optical communication
applications. For instance, the AeroCube-OCSD project
supported by the NASA Small Spacecraft Technology
Program (SSTP) is aimed to demonstrate optical
communication capabilities from a CubeSat in low
Earth orbit (LEO) to a 30 cm diameter ground station,
and is tasked to perform target tracking of a nearby
spacecraft using its commercial-off-the-shelf (COTS)
sensor suite [3].
Furthermore, at the Space Flight Laboratory, a
high-performance target tracking platform known as the
Next-generation Earth Monitoring and Observation
(NEMO) bus has been developed [4]. One of the first
satellites to implement this technology is the NEMOAM (Aerosol Monitoring) mission developed in
collaboration with the Indian Space Research
Organization (ISRO) and designed specifically for
detecting atmospheric aerosol content in selected
regions of India. Here the attitude determination and
control subsystem (ADCS) consists of a single

Several industries benefit from vital information
provided by target-tracking satellites, including the
agricultural and mining sectors, private companies
monitoring greenhouse-gas emissions, and government
institutions dedicated to conducting forestry operations
or disaster response. Due to their modularity, small
size, and increasing performance envelopes, micro- and
nano-satellites are proven to be cost-effective options
for terrestrial-target tracking applications. Throughout
the last two decades, several efforts have been made to
advance the pointing capabilities of small satellites. For
instance, the UoSAT-12 designed by Surrey Satellite
Technology Ltd. (SSTL) in the UK and launched into a
650 km altitude, 65° inclination orbit demonstrated
some crucial technologies for terrestrial-target tracking,
including a full three-axis control test-bed with offpointing and target-tracking performance constrained
below ~1° [1]. Similarly, the BRITE-Constellation
mission consisting of six nearly-identical 7-kg
nanosatellites developed by the Space Flight Laboratory
(SFL) was capable of demonstrating on-orbit fine
pointing performance of less than 78” (1-σ), which
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commercially-accessible star tracker for fine attitude
determination, and a set of three orthogonally-mounted
miniaturized reaction wheels for three-axis control.
Based on high-fidelity simulations, it has been
demonstrated that the standard ADCS onboard NEMOclass satellites is capable of constraining the attitude
and rate estimation errors to below 0.05° and 0.04°/s
during terrestrial target tracking maneuvers, and the
overall pointing error can be constrained below 0.3°
(2-σ). While the attitude performance offered by the
ADCS of the NEMO-platform enables a very wide
range of important applications, in anticipation to
missions demanding more stringent pointing
performance, a higher-precision ADCS technology is
already under development. In this paper, an attitude
determination system that uses a combination of a
single star tracker sampled at exactly 1 Hz and three
orthogonally-mounted high-grade miniaturized fiber
optic gyroscopes (FOG) with 5 Hz cadence is proposed.
To evaluate the performance of this system, ground
target tracking simulations using the mission and
system parameters of the NEMO-AM satellite were
conducted.

ADCS Architecture
Figure 2 depicts the architecture of the ADCS
hardware and flight software of standard NEMO-class
satellites. Highlighted in red are the components that
can be used to provide precision attitude estimation and
control during target-tracking maneuvers.
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SFL’s NEMO-15 bus is a versatile and generic
platform which is largely defined by its avionics suite,
meaning that the platform can support a wide range of
form factors and masses.
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factor employed is one where the primary structure
measures 20 x 30 x 40cm with a mass of 7 to 9 kg
(depending on material properties). In addition, the
design can be optionally augmented by pre-deployed
solar panels for payloads that require it. The attitude
determination and control subsystem in this platform
provides full three-axis stabilization via a hardware
suite that consists of six sun sensors, one three-axis
magnetometer, one optional MEMS rate sensor, one
star tracker, three orthogonal magnetorquer coils, and
three orthogonal reaction wheels. Figure 1 illustrates
the internal arrangement of the ADCS hardware inside
the NEMO-AM satellite, which includes the full
hardware compliment, minus the MEMS rate sensor.
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Figure 2: ADCS architecture for the NEMO bus.
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Figure 1: ADCS-pertinent internal hardware mounting
configuration for the NEMO-AM bus.

The structural design and layout of the NEMO bus
can vary from mission-to-mission, and a typical formSolórzano
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The standard ADCS attitude and orbit extended
Kalman filter (EKF) and control algorithms on-board
NEMO-class satellites run at a frequency of exactly
1 Hz. During nominal on-orbit operations, the raw
sensor measurements are first processed and are then
fed into the attitude EKF to recursively estimate the
attitude and body rates of the satellite at discrete time
steps. Accurate orbit determination is executed via an
orbit EKF which corrects propagated non-linear motion
models (HPOP) with GPS measurements. The flight
software includes a three-axis control algorithm that
enables a wide range of attitude profiles including
inertial-pointing, align & constrain (including nadirtracking), and Earth Centered Earth Fixed (ECEF)frame target-tracking. This controller is based on a
quaternion and rate feedback scheme, applied through a
PID controller, along with several feedforward terms
for gyroscopic-torque cancellation [5].
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Potential Implementation of High-Grade Miniaturized
Fiber Optic Gyroscopes (FOGs)

Coordinate Systems
The main coordinate systems that pertain to the
terrestrial-target tracking problem from an attitude
determination standpoint are described below. More
information about these frames can be found in [6].

Due to their high bandwidth and low noise
parameters, Fiber Optic Gyroscopes (FOGs) are
attractive sensors for ADCS implementation
consideration. Recent advances in FOG miniaturization
(commercial units with low power consumption and
masses as low as 200g are marketed) are now enabling
these sensors to be accessible to micro- and nanosatellite applications. In this paper, the attitude
determination hardware suite includes a set of FOGs
modelled after the specifications of commerciallyavailable sensors. The gyro model is implemented in
the state estimation algorithm proposed herein with the
aim of providing superior pointing accuracy for future
NEMO-based target tracking missions.
2.

Earth-Centered Inertial Frame (ECI) – Composed of
three orthonormal basis vectors and denoted by
��⃑𝑖𝑖 = [𝒊𝒊̂1 𝒊𝒊̂2 𝒊𝒊̂3 ]𝑇𝑇 , where 𝒊𝒊̂1 points towards the J2000
𝓕𝓕
mean-vernal equinox, 𝒊𝒊̂3 is aligned with the spin-axis of
the Earth and points towards the geographic North Pole,
and 𝒊𝒊̂2 completes the orthonormal triplet.

Earth-Centered-Earth-Fixed Frame (ECEF) – Consists
of three orthonormal basis vectors, and is denoted by
��⃑
𝓕𝓕𝑒𝑒 = [𝒆𝒆�1 𝒆𝒆�2 𝒆𝒆�3 ]𝑇𝑇 , where 𝒆𝒆�1 intersects the Earth’s
sphere at the prime meridian (zero latitude and
longitude point), 𝒆𝒆�3 points towards the North pole and
accounts for the time-varying effects of polar motion,
and 𝒆𝒆�2 completes the triad. This coordinate system
rotates with the Earth’s angular velocity 𝜔𝜔⨁ .

TERRESTRIAL TARGET TRACKING

Target Tracking Overview
A terrestrial-target tracking maneuver is performed by
commanding the satellite to establish and maintain lineof-sight (LoS) with a selected ground target, while
satisfying mission-specific requirements, such as
constraining rotation about the LoS vector (e.g., to
constrain imager axes about its boresight, to maximize
power generation while imaging, or to point TT&C
antennas towards ground stations). The application of
NEMO-AM requires the satellite’s payload vector
(along the body –Y axis) to be aligned with specific
ground-target geodetic co-ordinates (longitude, latitude,
and altitude), and the remaining two axes (i.e. +X and
+Z) are constrained with either the orbit normal or the
Local East projection vector. Specifically, in this paper,
the commanded constraint orients the +X axis towards
the orbit normal though a body Y-axis rotation. This
alignment configuration ensures that the star tracker is
not obscured by the Earth during a target-tracking
campaign. A depiction of this maneuver and selected
alignment configuration is shown on Figure 3.

Body-Fixed Frames – The spacecraft body-fixed frame
is located at the center of mass of the satellite and is
��⃑𝒃𝒃 = [𝒃𝒃
�1 𝒃𝒃
�2 𝒃𝒃
�3 ]𝑇𝑇 . In this paper, the body
denoted by 𝓕𝓕
frame is a right-handed triad, and its basis vectors align
with the +X, +Y, and +Z planes of the satellite. Sensorbased coordinate frames can also be expressed with
respect to the main satellite body frame.
On-Board Trajectory Construction

The on-board target-tracking trajectory is computed
by the ADCS’s guidance model. To perform the
required slew maneuver, the spacecraft must be
commanded to a desired attitude 𝑪𝑪𝑏𝑏𝑏𝑏 ∈ ℝ3×3 and
desired angular velocity 𝝎𝝎𝒃𝒃𝒃𝒃 ∈ ℝ3 while ensuring that
its payload maintains line-of-sight with a selected point
on the geoid. The trajectory can be generated by solely
using the inertial parameters of position and velocity
{𝒓𝒓𝒊𝒊 , 𝒗𝒗𝑖𝑖 } of the target-tracking satellite. Furthermore, the
rotational constraints aforementioned are imposed to
the spacecraft body axes to facilitate primary and
secondary mission objectives. All of these requirements
are taken into account by the flight computer’s
guidance model when generating the desired trajectory
components {𝑪𝑪𝑏𝑏𝑏𝑏 , 𝝎𝝎𝒃𝒃𝒃𝒃 } at each discretized time step 𝑡𝑡𝑘𝑘 .
Figure 4 illustrates the pointing geometry associated
with the terrestrial-target tracking problem.

Figure 3: Orbit normal alignment constrain for NEMOAM during a terrestrial-target tracking maneuver.
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Orbit

The current desired attitude 𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘 can be obtained by
simply computing the product of the two intermediate
rotations 𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘 and 𝑪𝑪𝑎𝑎𝑎𝑎,𝑘𝑘 as follows:

ê3 î3
~ke,k

Cbi,k
ωbi,k

~re,k

~xe

Ground Path
î1
ê1

ê2
î2

���⃗𝑏𝑏𝑏𝑏,𝑘𝑘 = 𝝎𝝎
���⃗𝑏𝑏𝑏𝑏,𝑘𝑘 + 𝝎𝝎
���⃗𝑎𝑎𝑎𝑎,𝑘𝑘
𝝎𝝎

(2.5)

×
𝑪𝑪̇𝑏𝑏𝑏𝑏,𝑘𝑘 = − 𝝎𝝎𝑏𝑏𝑏𝑏,𝑘𝑘
𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘

(2.6)

𝐪𝐪̇ 𝑏𝑏𝑏𝑏,𝑘𝑘 = 𝛀𝛀(𝝎𝝎)𝐪𝐪𝑏𝑏𝑏𝑏,𝑘𝑘

(2.7)

Eq. (2.6) can also be expressed in terms of quaternions
as shown in Eq. (2.7):

Or alternatively,

𝝐𝝐̇
� �=
𝜼𝜼̇

(2.2)

1 −𝝎𝝎×
�
2 −𝝎𝝎𝑇𝑇

𝝎𝝎 𝝐𝝐
�� �
𝟎𝟎 𝜼𝜼

(2.8)

where 𝝐𝝐 ∈ ℝ𝟑𝟑 is the vector component of 𝐪𝐪𝑏𝑏𝑏𝑏,𝑘𝑘 , and 𝜼𝜼 is
the quaternion scalar component.

In order to generate the desired attitude and body
rates at each discrete cycle, two consecutive rotations
are required. The first rotation is represented as 𝑪𝑪𝑎𝑎𝑎𝑎,𝑘𝑘
�⃗
and consists of aligning the payload boresight vector 𝒑𝒑
with an instantaneous inertial vector 𝐚𝐚�⃗, which is
�⃗𝑖𝑖 in direction. Next, the satellite’s body is
identical to 𝒌𝒌
�⃗ to satisfy primary mission objectives
rotated about 𝒑𝒑
such as image alignment requirements, or pointing the
solar panels at the sun. Figure 5 illustrates the sequence
of the two intermediate rotations required to compute
𝑪𝑪𝑏𝑏𝑏𝑏 and 𝝎𝝎𝑏𝑏𝑏𝑏 at discrete-time cycles 𝑡𝑡𝑘𝑘 and 𝑡𝑡𝑘𝑘+1 .
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(2.4)

The attitude of the satellite can be fully described by a
rotation 𝑪𝑪̇𝑏𝑏𝑏𝑏,𝑘𝑘 ∈ ℝ𝟑𝟑×𝟑𝟑 , obtained from computing the
cross-product of 𝝎𝝎𝑏𝑏𝑏𝑏,𝑘𝑘 and 𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘 as follows:

(2.1)

Figure 5: Depiction of intermediate rotations across
discrete timesteps 𝒕𝒕𝒌𝒌 and 𝒕𝒕𝒌𝒌+𝟏𝟏 .

𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘 = (2𝜼𝜼2 − 1)𝟏𝟏 + 2𝝐𝝐𝝐𝝐𝑇𝑇 − 2𝜼𝜼𝝐𝝐×

Since the angular velocities obey the vector addition
property, the desired body rate is obtained by summing
the primary and secondary angular velocity components
���⃗
𝝎𝝎𝑎𝑎𝑎𝑎,𝑘𝑘 , as follows:
𝝎𝝎𝑏𝑏𝑏𝑏,𝑘𝑘 and ���⃗

�⃗𝑒𝑒,𝑘𝑘 vector and its corresponding
The satellite position 𝒓𝒓
�⃗𝑒𝑒,𝑘𝑘 vector are obtained from the GPS &
velocity 𝒗𝒗
HPOP-based orbit EKF. The terrestrial time-invariant
�⃗𝑒𝑒 can be expressed as a function
target position vector 𝒙𝒙
of the altitude, latitude and longitude coordinates {ℎ𝑡𝑡 ,
𝜙𝜙𝑡𝑡 , 𝜆𝜆𝑡𝑡 } for the location of interest. The satellite-to�⃗𝑒𝑒,𝑘𝑘 provides a geometrical
target vector denoted by 𝒌𝒌
�⃗𝑒𝑒,𝑘𝑘 and 𝒙𝒙
�⃗𝑒𝑒 vectors. These
relation between the 𝒓𝒓
quantities are initially expressed in ECEF coordinates
and must be mapped into the ECI frame by applying a
rotation 𝑪𝑪𝑒𝑒𝑒𝑒 , also known as the FK5 transformation,
which accounts for the time-varying effects of polar
motion. The satellite-to-target vector expressed in ℱ�⃑𝑖𝑖 at
the current and future discrete times 𝑡𝑡𝑘𝑘 and 𝑡𝑡𝑘𝑘+1 is
computed as follows:

𝑘𝑘𝑖𝑖,𝑘𝑘+1 = 𝑪𝑪𝑒𝑒𝑒𝑒,𝑘𝑘+1 (𝒙𝒙𝑒𝑒 − 𝒓𝒓𝑒𝑒,𝑘𝑘+1 )

(2.3)

In addition, 𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘 can be expressed in quaternion-form
𝐪𝐪𝑏𝑏𝑏𝑏,𝑘𝑘 = [𝝐𝝐𝑇𝑇 𝜼𝜼]𝑇𝑇 , as shown in Eq (2.4):

Figure 4: Pointing geometry for a target tracking satellite
at each discrete timestep 𝒕𝒕𝒌𝒌 .

𝑘𝑘𝑖𝑖,𝑘𝑘 = 𝑪𝑪𝑒𝑒𝑒𝑒,𝑘𝑘 (𝒙𝒙𝑒𝑒 − 𝒓𝒓𝑒𝑒,𝑘𝑘 )

𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘 = 𝑪𝑪𝑏𝑏𝑏𝑏,𝑘𝑘 𝑪𝑪𝑎𝑎𝑎𝑎,𝑘𝑘

Spacecraft Dynamics
In this paper, the spacecraft is assumed to be threeaxis stabilized via a combination of three orthogonallymounted reaction wheels. The spacecraft is assumed to
be a rigid body, and its angular velocity dynamics can
be modelled by Euler’s equation, as shown in Eq. (2.9):
×
(𝐈𝐈𝝎𝝎𝑏𝑏𝑏𝑏 + 𝐈𝐈𝐚𝐚 𝝎𝝎𝐰𝐰 ) = 𝐠𝐠 c + 𝐠𝐠 d − 𝐠𝐠 𝐰𝐰
𝐈𝐈𝝎𝝎̇𝑏𝑏𝑏𝑏 + 𝝎𝝎𝑏𝑏𝑏𝑏

(2.9)

where 𝐈𝐈 ∈ ℝ𝟑𝟑×𝟑𝟑 is the spacecraft inertia matrix in units
of kg·m2, 𝝎𝝎𝑏𝑏𝑏𝑏 ∈ ℝ𝟑𝟑 is the inertial body-rate vector,
𝐈𝐈𝐚𝐚 ∈ ℝ𝟑𝟑×𝟑𝟑 contains the reaction wheel inertia values,
𝝎𝝎𝐰𝐰 ∈ ℝ𝟑𝟑 is the wheel speed vector, 𝐠𝐠 𝐰𝐰 ∈ ℝ𝟑𝟑 is the
reaction wheel torque vector, and 𝐠𝐠 c ∈ ℝ𝟑𝟑 and 𝐠𝐠 d ∈ ℝ𝟑𝟑
contain the applied magnetic torques for desaturation
and environmental disturbance torques, respectively. In
this paper, it is assumed that the only form of active
4
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control applied to the satellite during ground target
tracking conditions is provided by the reaction wheels.
3.

expected to be sufficiently accurate. However, during a
high frequency (≥2 Hz) implementation, and in the
absence of star tracker measurements, the FOGmeasured body rates are used to propagate the state
vector, while keeping the attitude and angular rate
estimation errors bounded until the next star tracker
measurement becomes available. It is due to the nonhomogeneous sensor sampling frequency associated
with this routine, that two propagation schemes are
required depending on which sensors are available at
𝑡𝑘 . As depicted on Figure 6, the estimates obtained
using the combined ST-FOG measurement (represented
by red dots) will be used to initialize an “open loop”
(O.L.) propagation scheme, during which only FOG
measurements (blue dots) will be available to correct
the state variables.

ATTITUDE DETERMINATION

The attitude determination system provides an
estimate of the actual orientation and angular velocity
of the satellite at each discrete timestep 𝑡𝑘 . To perform
this effectively, measurements from attitude sensors can
be filtered through an extended Kalman filter (EKF) to
provide an accurate approximation of the state vector
𝐱 k, which contains the attitude parameters that need to
be determined in real time. The current filter
implemented onboard NEMO-class satellites operates
at 1 Hz, and uses quaternion and rate measurements
sampled by the star tracker during target-tracking
conditions. In this section, the derivation of a proposed
attitude determination filter, which operates at highcadence and augments the star tracker with FOGs, and
demonstrates the capability of further reducing attitude
pointing errors in high-rate maneuvers relative to the
existing filter, is presented in detail.

System Motion Model
The motion model is used to propagate the state
estimate between discrete timesteps. The generic form
of the motion model for a typical non-linear system is
defined as follows [7]:

Fused-State Extended Kalman Filter (FS-EKF)
𝐱 k = 𝐡(𝐱 𝑘−1 , 𝐮𝑘 ) + 𝐰𝑘

A 13-element state extended Kalman filter which
uses combined measurements from a single lowcadence (1 Hz) star tracker and a triple-set of high
frequency (≥2 Hz) fiber-optic gyros (FOGs) has been
developed. The Fused-State Extended Kalman Filter
(FS-EKF) is tailored to provide accurate pointing
knowledge by implementing a cascaded propagation
scheme, which is dependent on sensor availability at
each timestep. This method allows the state vector 𝐱 𝑘 to
be propagated at frequencies above 2 Hz to obtain more
accurate estimates than the star tracker-only method
currently in use by NEMO-class satellites. Figure 6
illustrates the attitude determination timeline for the
proposed filter.

where 𝐱 k ∈ ℝ𝑁 is the state vector comprised of the
parameters that need to be estimated, 𝐡(∙) is the
nonlinear discrete-time motion equation, 𝐮𝑘 is the
interoceptive measurement comprised of the known
reaction wheel applied torques 𝐠 𝐰 and environmental
disturbance torques 𝐠 𝐝 , and 𝐰𝑘 ~𝑁(0, 𝐐𝑘 ) is a zeromean Gaussian noise variable with process noise
covariance 𝐐𝑘 ∈ ℝ𝑁×𝑁 .
The filter that is currently implemented onboard
NEMO-class satellites is referred to as the Attitude
Extended Kalman Filter (AEKF), and it uses a state
vector 𝐱 ∈ ℝ7 of the following form:
𝐱 = [𝛚𝑇𝑏𝑖

𝐪𝑇𝑏𝑖 ]𝑇

(3.2)

where 𝐪𝑏𝑖 ∈ ℝ4 is the satellite’s attitude quaternion,
and 𝝎𝑏𝑖 ∈ ℝ3 is the instantaneous body rate vector.
Based on this state space and by using star tracker
measurements alone to recursively correct the predicted
state, the AEKF estimator is able to provide decent
attitude estimation and stability knowledge to within
0.05° and 0.04°/s during ground-target tracking mode.
However, it is possible to achieve much better
performance by running the filter at higher frequencies
while using high-grade FOG measurements to
compensate for the potential error drift caused by the
lack of exteroceptive measurements during open-loop
cycles as depicted on Figure 6. Therefore, the proposed
FS-EKF uses the modified state vector given by Eq.
(3.3) below:

Figure 6: Target tracking attitude determination timeline.

During a ground target tracking campaign, the
sampling time Δ𝑡𝑛 of the FOG will match the sampling
frequency of the controller, which is expected to be at
least 2 Hz. In contrast, the star tracker will be running
with a larger sampling interval Δ𝑡𝑠𝑡 , corresponding to a
frequency of exactly 1 Hz. In practice, if both FOG and
star tracker measurements are available, the attitude and
̂ 𝒃𝒊,𝒌 , 𝝎
̂ 𝒃𝒊,𝒌 } output by the filter are
body rate estimates {𝑪
Solórzano
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𝐱 = [𝛚𝑇𝑏𝑖

𝐪𝑇𝑏𝑖

𝒔𝑔𝑇

𝑇

𝒃𝑔𝑇 ]

where, 𝐧𝑠𝑡 ~𝑁(0, 𝐑 𝑠𝑡,𝑘 ) is a Gaussian process and
𝐑 𝑠𝑡,𝑘 ∈ ℝ4×4 is the noise covariance associated with the
star tracker measurement. In this paper, the accent (∙̃)
is used to emphasize that a variable is a measurement
and not a true quantity. The linearized measurement
function 𝐠 𝑠𝑡 (𝐱̂ −𝑘 ) is given by Eq. (3.8):

(3.3)

The state vector 𝐱 ∈ ℝ13 is comprised of the satellite’s
attitude quaternion 𝐪𝑏𝑖 , the instantaneous body rate
vector 𝝎𝑏𝑖 , the gyro scale factor 𝒔𝑔 ∈ ℝ3 , and the bias
𝒃𝑔 ∈ ℝ3 . Eq. (3.3) effectively relates the nonlinear
continuous-time satellite dynamics with the sensor
parameters. However, in order to propagate the state
forward in time, the motion model needs to be
expressed as a set of first-order differential equations,
which generic form is given by Eq. (3.4). For
conciseness, the subscripts (∙)𝑏𝑖 and (∙)𝑔 are omitted:
𝐱̇ = 𝐟(𝐱, 𝐮, 𝑡) + 𝐰

𝐠 𝑠𝑡 (𝐱̂ −𝑘 ) = [𝟎4×3

𝐈
𝐅=

+ 𝐈𝑎 𝝎𝐰 ) + 𝐠 c
1
(𝜂𝝎 + 𝜖 × 𝝎)
2
1
−2𝜖 𝑇 𝝎

̂−𝑘
𝐠 𝑠𝑡 (𝐱̂ −𝑘 ) = 𝐪

(3.4)

[

̃ 𝑏𝑖 = [𝟏3×3 + diag(𝒔𝑔 )]𝝎𝑏𝑖 + 𝒃𝑔
𝝎

(3.5)

𝒃𝑔 = 𝒃𝑜 + 𝒃𝑑 (𝑡) + 𝐧𝒃,𝑔

In this paper, the continuous-time derivative

suggested in [8], with a correlation time constant 𝝉𝒔𝑔 ,
which is generally very large, and 𝒃̇𝒈 ∈ ℝ3 is modeled
as Gaussian white noise. These parameters are expected
to be small and vary slightly over long periods of time
due to temperature fluctuations and misalignment
errors. Moreover, if high-grade fiber optic gyros with
low angular random walk (ARW) and small bias drift
terms are implemented, a fair assumption is that 𝒃̇𝒈 is
approximately zero.

In practice, the star tracker will be operating at a
lower sampling frequency (1 Hz) relative to the FOG
(≥2 Hz). Therefore, as discussed previously, combining
measurements with different cadences dictates that two
state propagation schemes are run in cascaded form
depending on which sensor measurements become
available at each discrete timestep 𝑡𝑘 . In addition, the
size of the observation model in Eq. (3.6) will vary
depending on the measurements available. However, at
all times during the attitude estimation process, the
form of the continuous-time dynamics in Eq. (3.5) and
its corresponding state vector 𝐱 will be preserved.

Observation Model
The sensor measurements are used to correct the
predicted state computed by the filter as part of the
initial steps in the estimation routine. Generically, the
measurement model is defined by Eq. (3.6):

Scheme 1: Stacked ST and FOG Measurements
This propagation scheme is implemented when both
the star tracker and gyros are available at a given
discrete time 𝑡𝑘 . The objective here is to obtain an
accurate state estimate 𝐱̂ 𝑘 by making use of the
knowledge of the satellite’s dynamics (i.e. the control
torques and disturbances) and the measurements from
both sensors. In this case, the combined measurement
model to be used by the FS-EKF is given by Eq. (3.12):

(3.6)

where 𝐠(∙) is the non-linear measurement function, 𝐱̂ −𝑘
is the predicted (apriori) state, and 𝐧𝑘 ~𝑁(0, 𝐑 𝑘 ) is the
sensor noise variable with covariance 𝐑 𝑘 ∈ ℝ𝑀×𝑀 ,
where 𝑀 is the number of variables in the measurement
vector 𝐲k . Without loss of generality, the measurement
model for the star tracker is given by Eq. (3.7):
̃𝑏𝑖 =
𝐪

Solórzano

+ 𝐧𝑠𝑡

(3.11)

𝒃0 is a constant bias, 𝒃𝑑 is the bias drift term, and
2
𝐧𝒃,𝑔 ~𝑁(0, 𝜎𝒃,𝑔
) is the gyro-bias noise variable with
zero mean and some angular random walk 𝜎𝒃,𝑔 .

𝒔̇ 𝒈 ∈ ℝ3 is modeled as a first-order Markov process, as

𝐠 𝑠𝑡 (𝐱̂ −𝑘 )

(3.10)

where the gyro bias 𝒃𝑔 can be modeled as follows:

]

𝐲k = 𝐠(𝐱̂ −𝑘 ) + 𝐧𝑘

(3.9)

Furthermore, the fiber-optic gyro model used in
this paper is based on Markley [9]:

+ 𝐠d − 𝐠𝐰)

𝒔̇ 𝑔
𝒃̇𝑔

(3.8)

which reduces to the quaternion-component of the
apriori state estimate 𝐱̂ −𝑘 as follows:

where F = 𝐟(𝐱, 𝐮, 𝑡) is a continuous-time function that
contains the dynamics of the system, as follows:
−𝟏 (−𝝎× (𝐈𝝎

𝟏4×4 ] 𝐱̂ −𝑘

𝐲𝑘 = [

(3.7)
6

𝐧𝑔,𝑘
𝐠 𝑔 (𝐱̂ 𝑘− )
̃𝑘
𝝎
]≜[
] + [𝐧 ]
−
̃𝑘
𝐪
𝑠𝑡,𝑘
𝐠 𝑠𝑡 (𝐱̂ 𝑘 )

(3.12)
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where 𝐧𝑔,𝑘 is the Gaussian gyro measurement noise,
and the stacked non-linear measurement function
evaluated at the apriori state 𝐱̂ −
𝑘 is given by Eq. 3.13.
[𝟏3×3 + diag(𝒔𝑔 )]𝝎𝑏𝑖 + 𝒃𝑔
𝐠 𝑔 (𝐱̂ 𝑘− )
[
]
=
[
]|
𝜖
𝐠 𝑠𝑡 (𝐱̂ −𝑘 )
𝜂
𝐱̂ −

From here, the state transition matrix used to predict

̂𝑘− is approximated through a truncated Taylor series
𝐏

expansion, as follows:
Φ𝐱,𝑘 = 𝑒 𝐀∆𝑡
Or alternatively,

(3.13)

𝑘

Φ𝐱,𝑘 ≈ 𝟏13×13 + 𝐀∆𝑡 +

Next, the measurement model is partially differentiated
at the current timestep 𝑡𝑘 as follows:

𝐆𝐱,𝑘

̃ 𝜕𝝎
̃
𝜕𝝎
𝜕𝝎 𝜕𝐪
=
̃ 𝜕𝐪
̃
𝜕𝐪
[𝜕𝝎 𝜕𝐪

̃
𝜕𝝎
𝜕𝒔
̃
𝜕𝐪
𝜕𝒔

̃
𝜕𝝎
𝜕𝒃 |
|
̃
𝜕𝐪
𝜕𝒃 ] 𝐱̂ −

+

(3.14)

𝑇
̂𝑘− = Φ𝐱,𝑘 𝐏
̂𝑘−1 Φ𝑇𝐱,𝑘 + 𝐇𝐰,𝑘 𝐐𝑘 𝐇𝐰,𝑘
𝐏

𝑘

diag(𝝎𝑏𝑖 )
𝟎4×3

𝟎3×3
]|
𝟎4×3

𝜕̇𝝎̇
𝜕𝐪
𝜕̇𝐪̇
𝜕𝐪
𝜕̇𝒔̇
𝜕𝐪
𝜕̇𝒃̇

𝜕̇𝝎̇
𝜕𝒔
𝜕̇𝐪̇
𝜕𝒔
𝜕̇𝒔̇
𝜕𝒔
𝜕̇𝒃̇

𝜕̇𝝎̇
𝜕𝒃
𝜕̇𝐪̇
𝜕𝒃
𝜕̇𝒔̇
𝜕𝒃
𝜕̇𝒃̇

[ 𝜕𝝎 𝜕𝐪

𝜕𝒔

𝜕𝒃 ]

(3.19)

(3.20)

where 𝐇𝐰,𝑘 can be set to the identity matrix, since the
process noise applied to the motion model Eq. (3.1) is
expressed outside of the nonlinear function 𝐡(∙) [7].
(3.15)
Kalman Gain
Once the apriori estimate of the state covariance has
been obtained, the Kalman gain K k can be computed as
follows:

−
𝐱̂ 𝑘

Prediction
The prediction step consists of numerically integrating
the continuous-time dynamics in Eq. (3.5) using the
ode45 function in Matlab across a fixed integration
timestep ∆𝒕 = 𝒕𝒌 − 𝒕𝒌−𝟏 . The predicted vector that
results from this numerical integration is the apriori
state 𝐱̂ −𝑘 . From here, the state transition matrix Φ𝐱,𝑘
needs to be computed to be used later in predicting the
̂𝑘−. This is done by first
apriori covariance estimate 𝐏
obtaining the partial derivative matrix 𝐀 ∈ ℝ13×13 of the
nonlinear continuous dynamics as shown in Eq. (3.16):
𝜕̇𝝎̇
𝜕𝝎
𝜕̇𝐪̇
𝜕𝝎
𝐀 = 𝜕̇𝒔̇
𝜕𝝎
𝜕̇𝒃̇

𝐀4 ∆𝑡 4
4!

𝐀2 ∆𝑡 2 𝐀3 ∆𝑡 3
+
2!
3!

̂𝑘− is therefore obtained using
The apriori covariance 𝐏
Eq. (3.20):

which reduces to the following Jacobian:
𝐆𝐱,𝑘 =
𝟏
+ diag(𝒔𝑔 ) 𝟎3×4
[ 3×3
𝟎4×3
𝟏4×4

(3.18)

−1
𝑇
̂𝑘− 𝐆𝑇𝐱,𝑘 (𝐆𝐱,𝑘 𝐏
̂𝑘− 𝐆𝑇𝐱,𝑘 + 𝐆𝐧,𝑘 𝐑 𝑘 𝐆𝐧,𝑘
𝐊𝑘 = 𝐏
)

(3.21)

where, 𝐑 𝑘 ∈ ℝ7×7 is the sensor noise covariance
defined by:
diag(𝜎𝑔2 )
𝐑𝑘 = [
𝟎4×3

𝟎3×4
]
2
diag(𝜎𝑠𝑡
)

(3.22)

and 𝜎𝑠𝑡2 and 𝜎𝑔2 are the measurement noise variances
corresponding to the star tracker and fiber optic gyros,
respectively. Similar to 𝐇𝐰,𝑘 , due to the form of the
observation models in Eq. (3.12), which allow the
noises to be applied outside of the nonlinear functions
𝐠 𝑠𝑡 (∙) and 𝐠 𝑔 (∙), the Jacobian 𝐆𝐧,𝑘 can be set to the
identity matrix.

(3.16)

System Process Noise
During small discrete-time sampling intervals, the
system process noise covariance 𝐐𝑘 ∈ ℝ13×13 is well
approximated using Eq. (3.23):

Solving for the partial derivatives in Eq. (3.16) yields:
𝐀≜
𝐈−𝟏 ((𝐈𝝎)× − 𝝎× 𝐈 + (𝐈𝑎 𝝎𝐰 ))
×
1 𝜂𝟏 + 𝜖
[
]
2
𝑇
−𝜖
𝟎3×3 𝟎3×4
𝟎3×3 𝟎3×4
[

𝟎3×4
×
−𝝎
𝝎]
1
[
2
−𝝎𝑇 𝟎

𝟎3×3
𝟎4×3

𝐐𝑘 =

𝟎3×3
𝟎4×3

𝟎3×3 ]

(3.17)
Solórzano

𝟎7×6

𝟎6×7

diag(𝜎𝒃2 )
𝟎3×3
𝟎3×3
diag(𝜎𝒔2 )]

[

diag (−1/𝝉𝒔𝒈 ) 𝟎3×3
𝟎3×3

2
diag(𝜎𝐴𝑅𝑊
)
𝟎3×4
𝟎4×3
diag(𝜎𝐪2 )

7

(3.23)

2
where 𝜎𝐴𝑅𝑊
is the FOG angular random walk expressed
as a steady-state variance, and 𝜎𝐪2 , 𝜎𝒃2 , 𝜎𝒔2 are the
process noise variances corresponding to the attitude
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quaternion, gyro biases, and scale factors. These
diagonal terms can be tuned to help constrain the state
estimation errors below a desired magnitude.

𝐆𝐆𝐱𝐱,𝑘𝑘 =
�𝟏𝟏𝟑𝟑×𝟑𝟑 + diag�𝒔𝒔𝒈𝒈 �

�𝑘𝑘 = �𝟏𝟏 − 𝐊𝐊 𝑘𝑘 𝐆𝐆𝐱𝐱,𝑘𝑘 � 𝐏𝐏
�𝑘𝑘− �𝟏𝟏 − 𝐊𝐊 𝑘𝑘 𝐆𝐆𝐱𝐱,𝑘𝑘 �𝑇𝑇
𝐏𝐏
+ 𝐊𝐊 𝑘𝑘 𝐑𝐑 𝑘𝑘 𝐊𝐊 𝑇𝑇𝑘𝑘

(3.24)

(3.28)
𝐱𝐱� −
𝑘𝑘

Filter Implementation
The FS-EKF implementation is depicted graphically on
Figure 7. In summary, whenever the star tracker is
available, the measurement vector consists of the
combined quaternion and body rate measurements
�𝑏𝑏𝑏𝑏 , 𝝎𝝎
� 𝑏𝑏𝑏𝑏 }. In this case, the Kalman gain 𝐊𝐊 𝐱𝐱,𝑘𝑘 ∈ ℝ𝟏𝟏𝟏𝟏×𝟕𝟕 is
{𝐪𝐪
used to correct the state vector. In contrast, if only FOG
measurements are available, 𝐑𝐑 𝑘𝑘 and 𝐆𝐆𝐱𝐱,𝑘𝑘 are smaller,
and a much more compact 𝐊𝐊 𝐱𝐱,𝑘𝑘 ∈ ℝ𝟏𝟏𝟏𝟏×𝟑𝟑 is used in the
correction process.

(3.25)

�𝑘𝑘 are the posteriori state vector and
where 𝐱𝐱� 𝑘𝑘 and 𝐏𝐏
covariance matrix. Next, in order to evaluate the
performance
of
the
filter
during
on-orbit
implementation, the residuals are computed as follows:
𝜷𝜷 = 𝐲𝐲𝑘𝑘 − 𝐠𝐠(𝐱𝐱� −𝑘𝑘 ) ~ 𝑵𝑵(0, 𝜎𝜎𝛽𝛽2 )

𝟎𝟎𝟑𝟑×𝟑𝟑 ��

From here, the derivation process for the Jacobians is
identical to the first propagation scheme. However, it is
important to note that the matrices 𝐆𝐆𝐱𝐱,𝑘𝑘 and 𝐑𝐑 𝐱𝐱,𝑘𝑘 ,
including the Kalman gain 𝐊𝐊 𝐱𝐱,𝑘𝑘 , will inevitably change
size during the second propagation scheme since
� 𝑏𝑏𝑏𝑏 . However,
𝑦𝑦k ∈ ℝ𝟑𝟑 contains only the components in 𝝎𝝎
the size of the 13-element state vector will be preserved
throughout the entirety of the estimation routine.

Correction Step
The correction step consists of updating the apriori
�𝑘𝑘− using the Kalman
state vector 𝐱𝐱� −𝑘𝑘 and covariance 𝐏𝐏
gain obtained in Eq. (3.21) at the current timestep, as
shown in Eqs. (3.24) and (3.25) below:
𝐱𝐱� 𝑘𝑘 = 𝐱𝐱� −𝑘𝑘 + 𝐊𝐊 𝑘𝑘 (𝐲𝐲𝑘𝑘 − 𝐠𝐠(𝐱𝐱� −𝑘𝑘 ))

𝟎𝟎𝟑𝟑×𝟒𝟒 diag(𝝎𝝎𝒃𝒃𝒃𝒃 )

(3.26)

where 𝜷𝜷 should be approximately Gaussian if the filter
converges successfully. It is important to monitor these
residual terms during an actual mission since the true
trajectory values are not known outside of the
simulation environment, meaning that in a real targettracking scenario, the estimation errors cannot be
computed directly.
Scheme 2: FOG Compensated O.L. Propagation
In an operational situation, the sampling frequency
of each sensor will be different. The star tracker will
be periodically unavailable if the controller runs above
the sensor cadence limit (e.g. 2Hz for the ST-16 star
tracker used in some NEMO-class satellites). Although
the structure and size of the state vector in Eq. (3.3) is
preserved during the estimation routine, in the absence
of discrete star tracker measurements, the filter is
forced to run in open-loop (O.L.) form, causing the
state estimation errors to drift unbounded between
star-tracker measurements. As proposed in this paper,
an elegant and practical solution to this problem is to
utilize high-grade FOG measurements to constrain the
attitude and rate estimation errors until a new startracker
measurement
becomes
available. The
measurement model in this case consists solely of the
FOG-measured angular rates:
� 𝒌𝒌 ≜ �𝟏𝟏 3× 3 + dia g� 𝒔𝒔𝑔𝑔 ��𝝎𝝎𝑏𝑏𝑖𝑖 + 𝒃𝒃𝑔𝑔 + 𝒏𝒏𝒈𝒈,𝒌𝒌
𝒚𝒚𝒌𝒌 = 𝝎𝝎

Figure 7: Depiction of the FS-EKF implementation when
star tracker and/or fiber-optic gyros are available.

4.

A number of terrestrial-target tracking simulations
were conducted to evaluate the performance of the
proposed filter. The established alignment configuration
consists of constraining the spacecraft +X body axis
with the orbit normal, and the –Y axis is aligned with
the payload vector. Based on this configuration, the
highest angular momentum and angular rate is expected
to occur about the +X axis. The satellite is assumed to
be in a 500 km sun-synchronous orbit, and the targettracking trajectory has a total duration of approximately
650 seconds. The start of the observation period
corresponds to 29-August-2014 at 08:32:15 UTC, and
the target of interest has geodetic latitude and longitude
coordinates of 35.17° and 18.23°. The setup parameters
used to construct the target-tracking trajectory and to
estimate the attitude and body-rates using the FS-EKF
are provided in Table 1:

(3.27)

In this case, the partial derivative 𝐆𝐆𝐱𝐱,𝑘𝑘 is given by Eq.
(3.28)
Solórzano
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Table 1: Simulation Input Parameters.
Parameters

Value

Units

𝜖𝜖1,0 , 𝜖𝜖2,0 , 𝜖𝜖3,0 , 𝜂𝜂0
𝝎𝝎x,0 , 𝝎𝝎y,0 , 𝝎𝝎z,0
𝒃𝒃x,0 , 𝒃𝒃y,0 , 𝒃𝒃z,0
𝒔𝒔x,0 , 𝒔𝒔y,0 , 𝒔𝒔z,0
𝐈𝐈𝐱𝐱𝐱𝐱
𝐈𝐈𝐲𝐲𝐲𝐲
𝐈𝐈𝐳𝐳𝐳𝐳
ode45 Δ𝑡𝑡𝑖𝑖𝑖𝑖𝑖𝑖

-0.11, -0.18, 0.76, 0.10
0.6883, 0.7041, 0.2434
0.0332, 0.0332, 0.0333
4.82e-2, 4.90e-2. 4.91e-2
0.2869
0.5480
0.4027
0.01

[-]
[°/sec]
[°/sec]
[%]
[kg · m2]
[kg · m2]
[kg · m2]
sec

Figure 8 illustrates the simulated reaction wheel torques
𝐠𝐠 𝐰𝐰 , disturbance torques 𝐠𝐠 d , and true body rates 𝝎𝝎𝑏𝑏𝑏𝑏 that
correspond to the simulated target-tracking maneuver
from the start to the end of the observation period. A
peak angular velocity of ~0.8°/s is observed about the
+X body axis when the satellite is directly overhead of
the target at 𝑡𝑡𝑘𝑘 = 345s. Furthermore, the maximum
disturbance torque value observed is roughly 0.3μNm
in magnitude. In addition, the disturbance torques
shown here take into account the effects of solar
radiation pressure, gravity gradient and atmospheric
drag.

Figure 9: Attitude and rate estimation errors for the 5Hz
FS-EKF implementation during target-tracking.

Table 2 provides a summary of the peak, mean and
2-σ errors measured with respect to the spacecraft ��⃑
𝓕𝓕𝒃𝒃
frame. A peak attitude estimation error magnitude of
𝛿𝛿𝜃𝜃�𝑥𝑥 ≈ 0.06° is observed about the +X body axis, which
is constrained about the orbit normal according to the
desired alignment configuration. The corresponding 2-σ
and mean error across the target-tracking simulation
period are ~0.03° and ~0.01°, respectively. Similarly, a
�𝑥𝑥 ≈ 0.016°/s is
peak body rate estimation error of 𝛿𝛿𝜔𝜔
observed about the +X axis as well, with corresponding
2-σ and mean errors of ~0.012°/s and ~0.009°/s,
respectively. This behavior was already expected due to
the fact that the body-frame alignment configuration
selected in this paper causes the satellite to experience
the highest angular momentum and fastest angular rate
about the constrained +X axis.
Table 2: Attitude and rate estimation errors for the 5 Hz
target-tracking scenario using the FS-EKF.
Error
Type
Peak
2σ
Mean

0.0635
0.0272
0.0077

Body Rate Error [°/s]
X
Y
Z

0.0316 0.0101 0.0160 0.0119 0.0085
0.0192 0.0045 0.0098 0.0076 0.0042
0.0007 0.0008 -0.001 -0.001 -0.001

Convergence from Poor I.C.s

Figure 8: Simulated reaction wheel torques, disturbance
torques, and body rates for a target-tracking maneuver in
a 500 km altitude sun-synchronous orbit.

The FS-EKF performance can also be evaluated
using a combination of poor initial conditions. For this
preliminary filter validity assessment, a simple nadirtracking simulation was conducted, and a set of 40
initial attitude conditions ranging from -20° to +20°
were selected for the roll, pitch, and yaw angles
corresponding to the initial quaternion state 𝐪𝐪𝟎𝟎 .
Similarly, a set of angular rates ranging from -2°/s to
+2°/s were selected for 𝝎𝝎𝟎𝟎 . Figure 10 shows the +X
axis attitude and body-rate estimation errors
� 𝑥𝑥 , 𝛿𝛿𝝎𝝎
� 𝑥𝑥 } and corresponding 2-σ covariance
{𝛿𝛿𝜽𝜽
envelopes obtained during the first 100 seconds of the
nadir-tracking simulation.

Attitude & Rate Estimation
The attitude and rate estimation errors obtained for
the target tracking simulation are plotted on Figure 9.
As mentioned previously, 𝑡𝑡𝑘𝑘 = 0s corresponds to the
start of the observation period. In this case, the FS-EKF
operates at a frequency of exactly 5 Hz, the star tracker
is sampling measurements at 1 Hz, and the triple-set of
FOGs is running at 5 Hz to compensate for the periodic
unavailability of the star tracker during open loop
cycles.
Solórzano
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Figure 10: FS-EKF convergence under poor initial
conditions during a nadir-tracking campaign.

Convergence occurs approximately 20 seconds
� errors
following filter initialization, and the 𝛿𝛿𝜃𝜃� and 𝛿𝛿𝜔𝜔
remain bounded well below ±0.1° (2-σ) and ±0.05°/s
(2-σ) throughout two consecutive orbits.

Figure 11: Bias estimates during a target tracking
maneuver with initial 300s warm-up period.

In order to evaluate the degree of observability of
the system, a test that uses the eigenvalues of the
�𝑘𝑘 was implemented.
normalized posteriori covariance 𝐏𝐏
This particular normalization scheme forces the
covariance’s diagonal terms to be dimensionless, and
sets a bound for the eigenvalues [10]. The following
intermediate transformation is performed first:

Gyro Bias Estimation and Observability
A potential issue encountered while implementing
the proposed extended Kalman filter is the lack of
observability of the gyro biases 𝒃𝒃𝑔𝑔 and scale factors 𝒔𝒔𝑔𝑔 .
In this section, the degree of observability of these state
variables during a typical target tracking maneuver is
evaluated. The system process and sensor noise
parameters used for the simulation are provided in
Table 3.

−𝟏𝟏

�𝐤𝐤 = ��𝐏𝐏
�𝟎𝟎− �
𝐏𝐏

Value

Units

𝜎𝜎𝑠𝑠𝑠𝑠
𝜎𝜎𝑔𝑔
𝜎𝜎𝐴𝐴𝐴𝐴𝐴𝐴
𝜎𝜎q
𝜎𝜎𝑏𝑏,𝑥𝑥 , 𝜎𝜎𝑏𝑏,𝑦𝑦 , 𝜎𝜎𝑏𝑏,𝑧𝑧
𝜎𝜎𝑠𝑠,𝑥𝑥 , 𝜎𝜎𝑠𝑠,𝑦𝑦 , 𝜎𝜎𝑠𝑠,𝑧𝑧

2.24e-3
2.73e-5
6.00e-4
5.00e-6
8.5e-5, 8.7e-5, 1.0e-4
6.5e-10, 8.5e-10, 9.0e-10

[-]
[°/sec]
[°/sec]
[-]
[°/sec]
[°/sec/LSB]

𝐏𝐏𝒌𝒌𝑵𝑵 =

𝑁𝑁
�
𝐏𝐏
�𝒌𝒌 ) 𝐤𝐤
Tr(𝐏𝐏

(4.2)

where, 𝑁𝑁 is the number of elements in the state vector
𝐱𝐱, and Tr(∙) is the trace operator, which is equivalent to
�𝒌𝒌 . Using this approach,
the sum of the eigenvalues in 𝐏𝐏
the eigenvalues and eigenvectors are computed with
respect to the initial conditions of the given system.
Figure 12 shows the median eigenvalues and
percentiles of the normalized matrix 𝐏𝐏𝒌𝒌𝑵𝑵 corresponding
to the attitude and rate estimation errors obtained with
the FS-EKF, and shown previously on Figure 9.

Figure 11 shows the gyro-bias estimation errors and
their corresponding 1-σ covariance envelopes obtained
for the same terrestrial target tracking simulation
illustrated on Figure 8 with epoch 29-August-2014 at
08:32:15 UTC. It is worth mentioning that a 300s
warm-up period was included prior to the start of the
observation period. In practice, the filter must be
initialized before the satellite acquires line-of-sight with
the ground target. Bias convergence occurs roughly
after 170 seconds, and the estimation errors remain
bounded well below 0.002°/s.

Solórzano

(4.1)

By implementing this transformation, the diagonal
�𝑘𝑘 become dimensionless, while ensuring that
terms of 𝐏𝐏
its positive-definite nature is preserved. To complete
the normalization procedure, a bounding constraint is
imposed to the eigenvalues of the intermediate
�𝐤𝐤 , as follows:
covariance 𝐏𝐏

Table 3: Simulation noise parameters
Parameters

−𝟏𝟏

�𝒌𝒌 ��𝐏𝐏
�𝟎𝟎− �
𝐏𝐏
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Figure 12: Eigenvalues of
covariance 𝐏𝒌𝑵 diagonal terms.

normalized

posteriori

The eigenvalues reveal that both the gyro biases
and scale factor elements are less observable than the
attitude and body rates used in the FS-EKF
implementation. A higher eigenvalue indicates (in most
circumstances) worse observability. However, as
evidenced previously by Figure 11, the gyro biases
seem to be estimated fairly well, which is not confirmed
by simply examining the relative magnitude of the biaspertinent eigenvalues of 𝐏𝒌𝑵 with respect to the other
states. In addition, it is known that the gyro scale
factors can change slightly due to thermal variations
and sensor misalignments, which are not modeled in
this version of the filter, but can have a significant
contribution to the quality of state estimates during a
target tracking maneuver. To help increase the
observability of the scale factor 𝒔𝒈 during target
tracking conditions, a basic first-order Markov process
was implemented in the continuous-time dynamics and
observation models.

Figure 13: Projected X-Y and X-Z attitude and rate
estimation errors.

The results shown on Figure 13 indicate that the
implementation of high-grade fiber-optic gyros in
combination with a star tracker provides the best results
in terms of angular rate stability, and nearly identical
performance in attitude knowledge. Specifically, it is
observed that 99.9% of errors corresponding to the 1 Hz
star tracker-only estimation approach lie within the
0.05° attitude requirement circle. In contrast, the FSEKF and 5Hz open loop solutions led to 99.8% and
98.9% of error data points falling within this
requirement. This behavior is closely related to the
system process noise matrix 𝐐𝑘 , which elements can be
adjusted depending on which measurements are
available at each discrete-time cycle to achieve a
desired estimation error. For instance, the diagonal
terms in 𝐐𝑘 corresponding to the attitude quaternion can
be made larger whenever star tracker measurements are
unavailable, meaning that the attitude estimate can be
weighed periodically with less confidence. Doing so
can potentially result in better estimates of 𝐪𝑏𝑖,𝑘 when
implementing the FS-EKF approach.

Estimator Performance Comparison
Lastly, the FS-EKF was compared against the
standard AEKF used onboard the NEMO-class
satellites. Three cases were considered, one target
tracking simulation running at exactly 1Hz with star
tracker measurements only, one 5 Hz simulation with
the star tracker operating at 1 Hz and the estimator
running in open-loop form (O.L.) between
measurements, and one 5 Hz simulation implementing
the sensor-fusion approach (FS-EKF) with three
orthogonally-mounted FOGs running at 5 Hz and a
single star tracker operating at 1 Hz. Figure 13 shows
the two-dimensional plots corresponding to the attitude
and body rate estimation errors projected onto the X-Y
and X-Z planes. For reference, proposed attitude and
rate estimation (3-σ) requirements for the highperformance ADCS subsystem are plotted as circles. In
addition, the star tracker noise covariance (e.g. the
ST-16 RMS specifications are used as reference) is
mapped into the body frame and plotted as an error
ellipsoid.

Solórzano

In addition, it is observed that 100% of the angular
velocity errors obtained with the FS-EKF lie inside the
0.02º/s stability requirement. In contrast, the 1Hz STonly and 5Hz O.L. approaches using the standard
AEKF led to 94.3% and 88.4% of error values falling
inside the requirement circles, respectively. Further
analysis led to examine the root mean squared (RMS)
errors corresponding to each of the spacecraft body
axes, as summarized in Table 4.
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pointing error of the ADCS can in fact remain bounded
well below 0.3° (3-σ) when using the proposed FS-EKF
estimator. In addition, future work might involve
testing hardware in the loop, and potentially integrating
and flying a combined star tracker and FOG suite
onboard a NEMO-class satellite.

Table 4: Root mean squared error comparison between
the AEKF (1 Hz ST-only and 5 Hz O.L.) approaches and
FS-EKF approach at 5 Hz.
RMS Attitude Error [°]
𝛿𝛿𝜃𝜃𝑦𝑦
𝛿𝛿𝜃𝜃𝑥𝑥
𝛿𝛿𝜃𝜃𝑧𝑧

Error
Type
1Hz-ST
FS-EKF
5Hz-OL

0.016
0.016
0.002

0.010
0.010
0.022

0.004
0.002
0.006

RMS Rate Error [°/s]
𝛿𝛿𝜔𝜔𝑦𝑦
𝛿𝛿𝜔𝜔𝑥𝑥
𝛿𝛿𝜔𝜔𝑧𝑧

0.017
0.005
0.027

0.011
0.004
0.021

0.009
0.002
0.011
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The RMS evaluation method was preferred over
the root sum squared (RSS) because of the sample-size
differences between the simulation cases (i.e. the 1 Hz
star tracker-only method provides much less samples
than the 5Hz sensor-fusion). As before, out of the three
cases evaluated, the FS-EKF provided the best
performance in terms of angular rate estimation, with a
worst-case error of ~0.005 °/s (RMS) observed about
the spacecraft +X axis. In addition, as evidenced by
Figure 13, the RMS attitude estimation errors
corresponding to the 1 Hz star tracker-only method and
the FS-EKF implementation are nearly identical, with
the exception of the +Z component in the latter.
Furthermore, the open loop case provided the worst
performance out of the three simulation cases, which is
attributed to the fact that the attitude and rate estimation
errors tend to grow unbounded between star tracker
measurement cycles.
5.
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