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We obtain existence of nontrivial solutions using a variational approach through a version of the Generalized Mountain Pass Theorem. Existence of positive solutions is also discussed.
Introduction
This paper is devoted to the study of existence of solutions for certain superquadratic elliptic systems of the form where Q is a bounded_open subset of RN , with smooth boundary d¿l, and the function 77 : R2 x ¿l -► R, which we call the Hamiltonian, is of class C1. For easy reference later on we call the above problem (ES). The term "superquadratic" used here comes from hypothesis (H2) on the Hamiltonian (see it in the sequel, as well as Remark 0.5). Such a condition actually takes into account the coupling of the system. It does not imply that both equations in (ES) are superquadratic, but it is implied by that, which follows from a condition for all (u, v) G M2\{(0, 0)} , x G Q, and p > 2. Observe that (S) is a special case of (H2). We should mention that Benci and Rabinowitz [2] have already considered a special case of (ES) when both equations are superlinear, namely -Aw = (w2 + z2)^s-x)l2w, -Az = -(w2 + z2f~x^2z, where i + \ < 1, a > 1 and ß > 1, but where the case a < 2 is allowed. Thus not satisfying (S). In [4] a priori estimates for positive solutions were obtained and then degree theory arguments were used to prove the existence of positive solutions for (ES). In another work, Clement, de Figueiredo and Mitidieri [5] have considered some classes of superlinear elliptic systems with growth that allows the use of inequalities of the Hardy-Sobolev type, and have obtained a priori bounds for positive solutions. Some other class of superlinear elliptic systems were also considered by Souto [13] . He used the techniques introduced by Gidas and Spruck [8] in order to obtain a priori bounds for positive solutions, and by degree theory existence of positive solutions was established. Sublinear systems with a Hamiltonian form were discussed in Costa and Magalhäes [3] .
In this paper we consider superquadratic Hamiltonians using a variational approach. This allows us to extend the results in [2 and 4] . This kind of Hamiltonian was studied recently by Felmer [6] in the context of Hamiltonian systems.
Next we describe our results in a more precise way. On the Hamiltonian 77 we will consider the following hypotheses:
(HO) 77: R2 x Q -> R is of class C1.
for all (u, v, x) e R2 x Q.
Let us consider real constants p>a>p-\>0 and q>ß>q-l>0 dH.
= dw-{W>Z>xh dH. .
= ---(w,Z>x)
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In this paper we will always assume ./V>3.IfJV = 2or./V=l less restrictive assumptions can be made.
Furthermore, in case N > 5 we also impose (iv)
With these constants a, ß , p , q satisfying the above conditions (i)-(iv) we now state the further hypotheses on the Hamiltonian 77 :
(H2) There exists R > 0 such that
for all (u,v) eM2 , \(u,v)\>R and x G Q. .
Our first existence results consider the concept of strong solution. In our situation we have Definition 0.1. We say that (u ,v) is a strong solution of (ES) if
and (u, v) satisfies (0.1) and (0.2) a.e. in Q.
We will prove the following results. Remark 0.1. When we assume more regularity on the Hamiltonian 77, using standard arguments, it can be proved that strong solutions are indeed classical solutions. See [9] . In this direction a hypothesis to consider is (HO') 77 : R2 x Q -» R is of class C1 'e.
When some more assumptions are considered in 77 we also obtain a result on existence of positive classical solutions. The first inequality above expresses the superquadratic character of the Hamiltonian 77, as said before. The last inequality expresses the subcritical character of the system, as already pointed out in [4] . It seems however that these minimal assumptions do not suffice. Some further control on the constants a, ß , p , q as expressed in (ii) and (iii) seems to be necessary. For a proof see [6] . Our Theorem 0.3 generalizes Theorem 3.1 in [4] . Let f,g:R-*R functions satisfying the hypothesis of Theorem 3.1 in [4] . Then we can define a Hamiltonian
with G(u) = /0" g(s) ds and F(v) = J0V f(s) ds. This Hamiltonian satisfies our hypotheses. In particular it satisfies (H5) and (H6).
THE VARIATIONAL FORMULATION OF (ES)
In this section we set up the functional analytic framework needed to study problem (ES) from the variational point of view. We also give the variational formulation of (ES).
We shall work with spaces Es, which are obtained as the domains of fractional powers of the operator See also the results in Fujiwara [7] .
If The proof of this theorem is based on interpolation and the Kondrachov Theorem. See the article of Persson [11] for a proof.
With these preliminaries about the Laplacian and the spaces we can now define the functional associated to (ES). Let us consider first the quadratic part. For numbers 5 > 0 and t > 0 with s + t = 2 we define the Hubert space E = Es x E' and the bilinear form B : E x E -* R by the formula
Using the Cauchy Schwarz inequality and (1.2) it is easy to see that B is continuous. We also see that B is symmetric. Then B induces a self adjoint bounded linear operator L : 7s -> £ so that Proof. If z = (u, v), n = (<f>, y/) e E and we write L(z) = (w, y) then we have
wA't + A'yA'y/dx. Ja On the other hand, from (1.6) we have
Ja
Taking y/ = 0 in (1.10) and (1.11) we obtain
Using that As is an isomorphism onto L2(Q) we conclude the equality A'vAsw = 0 from where w = (As)~xA'v .
If we take 0 = 0 in (1.10) and (1.11) we obtain in a similar way y = (A')-xAsu. D
In what follows we write A~s = (As)~l. Next we consider the eigenvalue problem (1.13) Lz = Xz inE.
Using Proposition 1.1 we can write (1.13) in equivalent form as (1.14) A~sA'v = Xu, (1.15) A~'Asu = Xv, where z -(u,v). Since the operators As and A' are isomorphisms X cannot be zero. Then isolating u in (1.14) and substituting in ( We also find that
where z = z+ + z~ , z±çiE± .
Next we define the functional associated to the Hamiltonian. Using the growth hypothesis (H4) and integrating we obtain In a similar way we obtain an inequality for the derivative with respect to v . Thus %"(u, v) is well defined and bounded in E.
Next, usual arguments give that %? is Fréchet differentiable, St' is continuous and, as a consequence of the Sobolev embeddings, St' is also compact. See [12] for example. D Now we can define a functional <I> : E -► R as
O is a functional of class C1 and by previous considerations it has the structure needed to apply minimax techniques. See (3.6). We can do the same reasoning for u. D
Palais Smale and geometric conditions
In this section we further study the functional <P. We prove the Palais Smale condition for O and then obtain the geometric situation of the Generalized Mountain Pass Theorem. Proposition 2.1. <I> satisfies the Palais Smale condition. Proof. Let {z"} be a sequence in E so that (2.1) |<D(z")| <candO'(z")-+0, as n -* oo.
We prove first that (2.1) implies that {z"} is bounded. From (2.1) there is a sequence {e"} converging to 0 so that Using (H2) we find a constant cx so that (2.4) cx(\ + \\zn\\E)> [ H(un,vn,x)dx. Ja and then, using (0.8) we obtain a constant c3 such that (2.5) / KP + \vn\>dx < c2(\ + \\u"\\Es + \\vn\\E<). Ja
Next, let us consider n = (0,0) with (¡> e Es. Then from (2.2) i /■ /• i ßij (2.6) / As<j)A'v"dx\< / \--(u",vn,x)(t> dx + e"\\(j)\\Es.
\Ja I Ja\ou
We estimate these terms next. From (1.25) and Theorem 1.1 we find (2.7) II^I!l«/(«-p+')(íí) < cx\\<j>\\E, then, using Holder inequality with a -a/(p -1), b = a/(a-p+ 1) we obtain (2.8) j \un\p-x\<t>\dx < ciKIIE^IMI*. By an analogous reasoning (2.13) Hif.,11* < CsdlVnW^ + \\un\\%-(af/9 + 1).
Replacing (2.12) and (2.13) into (2.5) we obtain (2.14)
\\u"\\e> + \\v"\\ei < c6(\\u"w%-x)ia+\\vn\\%-x^pß+iiM"nri)p/ío+\K\\%-iyp+1).
Since the exponents in the right-hand side of (2.14) are all less that 1, by the basic assumptions we made on a, ß , p and q, we find that the sequence {z"} is bounded in E.
From here on a usual argument based on the compactness of St' and the invertibility of L gives the existence of a subsequence of {z"} that converges in E. D
We will consider now the study of the geometric characteristics of <ï> leading to the Generalized Mountain Pass Theorem.
We will define subsets S and Q so that (IS) There exists ô > 0 such that (2.15) <D(z)>c5 VzgS.
(IQ) O(z) <0 VzGoß.
Where dQ denotes the boundary of Q relative to a certain subspace of E. It is shown also that 5 and dQ link in the sense of Benci and Rabinowitz.
For later reference we state a preliminary lemma giving the expressions of the projections over E± . + bx (p^-x)p f \u\p dx + p(v~X)q I \v\"dx\ .
Since a < p, ß < q , using Holder inequality and Theorem Since a <p , ß < q, for p small we obtain (2.24) *(r) > \pß+v -2bx(p^ + pvß) = {^Ç--2bxp^ + (^Ç--2blP"^ . On the other hand, we have from Remark 0.5 that
Ja Ja
Each u can be written as u = yu+ + u, where « is orthogonal to u+ in the L2(Q) sense, and y is some real number. Using Holder's inequality we obtain (T + y) / \u+\2dx= f(m+ + u)u+dx (2.28) Ja Ja
Similarly, observing that A~'Asu+ = X^t+Su+, where X^ is the eigenvalue of (-A, 77q(Q)) whose eigenfunction is u+ , we obtain Kt+S(*-Y) I \u+\2dx= f(Tv+ + v)u+dx (2.30) Ja Ja this is direct after the definition of <P and (2.26). D
The minim ax theorem
In this section we formulate a minimax theorem which is a version of Theorem 5.9 of [12] and it was proved in [6] . We describe this result and then we show how to use it in our situation. We consider a Hubert space E with inner product ( , ) and norm || • ||. We assume that E has a splitting E = X © Y, where the subspace X and Y are not necessarily orthogonal and both of them can be infinite dimensional. Let O : E -► R be a functional having the following structure Where dQ denotes the boundary of Q relative to the subspace {52(tz+ + z)|tgR, z eX}.
Then we have the following theorem on existence of critical points of 0. The reader is referred to [6] for a proof of this theorem. The critical point given by Theorem 3.1 has a variational characterization we describe next. Let us consider the class of functions In order to use Theorem 3.1 to find critical points of our functional O we see that it is only left to be proved hypothesis (13) . In fact, the structure of our functional is that given by (II) and (12) as we saw in §1, and the P.S. condition together with the geometric conditions (IS) and (IQ) were proved in Propositions 2.1, 2.2 and 2.3 respectively.
Let us prove (13) . First we define the decomposition of E by taking X = Eã nd Y = E+ . The operators Bx and B2 are defined as Bx, B2 : E -► E Then L2 -id£ . By writing explicitly the exponential operator as a series, using (3.10) and reordering the terms we obtain (3.9). D Finally we project back into E~ . If we put B(co)z = (<f>, y/) then using the projection formula given in Lemma 2.1 and (3.14) and (3.15), after some calculations we obtain Since dH/du > 0 and dH/dv > 0 by the maximum principle we find that u > 0 and u > 0 in Q. We only need to prove that hypotheses of Theorem 3.1 still hold. Hypothesis (H2) was used only in proving the Palais Smale condition and the geometric condition (IQ).
Let us see first how we prove the Palais condition for $. Let {z"} be a sequence in E so that (4.4) \®(zn)\ < c and Ö'(z") -► 0, as n -> oo.
As we did in Proposition 2.1 we have only to prove that (4.4) implies that {z"} is bounded. Proceeding as in Proposition 2.1 we find (4.5) cx(l + \\z"\\E)> H(u",v",x)dx, where we used the hypothesis (H2) restricted to u > 0 and v > 0. Then, after Remark 0.5 we find c2 so that (4.6) / |»+|° + K\ßdx < c2(\ + \\un\\E* + KIU0-
Ja
Where we denote by w+ and v+ the positive part of un and v" respectively. Next, following the proof of Proposition 2.1 we obtain (4.7) \\vn\\Et < c4(ii»:iii:(1n) + \K\\%-Q\q/P + 1).
By an analogous reasoning (4.8) \\un\\Es < c5(\\v+\\£lQ) + WKW^9 + !)• Substituting (4.7) and (4.8) into (4.6) we obtain IKIlL°(n) + lluJlL/>(n) (4.9) < cfi(llî/+llp_1 +\\v+\\{p~X)q/p + \\u+\\{q~x)p/q + \\v+\\q~x +1) t6UI"/! \\L"(a) + "un "Lß(a) + » " Hl«(íí) + IIü» »U(a) + >' By our assumption (i) and (iii) on the exponents a, ß, p and q we find that I|wÍIIl«(0) and ||u+||Li(n) are bounded. Next we can apply (4.7) and (4.8) again to obtain that {z"} is bounded in E. This ends the proof of P.S. condition. Now we consider (IQ). Keeping the definitions of ß given in §2 we take the function z+ = (u+ , v+) G E+ so that u+ = 0i and v+ -A~lAs(j)X = Xxt+S4>i, where 0i is the first eigenfunction of -A. In particular <j>x > 0 in Q. We need to prove the existence of the constants o and M used in the definition of Q.
Since we have (4.10) (t0, + u)+ = ((t + y)4>x + w)+ > (t + y)0, + », we proceed as in the estimate (2.28) and get (4.11) r + y<c\\(TU+ + u)+\\La{a).
Similarly we obtain (4.12) r-y<c\\(rv+ + v)+\\Lß{a).
From here on we proceed as in Proposition 2.3. G Note added in proof. After this paper was finished we learned from Hulshof and van der Vorst that they have obtained similar results in their paper Differential systems with strongly indefinite variational structure, J. Funct. Anal. 114 (1993), 32-58.
