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Abstract
Under the assumption of the boundedness of certain operator (resembling Lusin’s area function)
of a smooth function u that satisfies certain interior regularity property, we prove the exponential
square integrability of the boundary values of u.
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1. Statement of the theorem
Following [4] we say that a twice differentiable function u :Rn+ → R has ϕ-controlled
oscillation if there is a constant 0 η < 1 and an increasing function ϕ : [0,∞) → [0,∞),
ϕ(0) = 0, sup{ϕ(2t)/ϕ(t): t > 0} < ∞, lim infλ→∞ ϕ(λ)/λ > 0, and such that for any ball
B ⊂Rn+ of radius rB > 0 satisfying 2B ⊂Rn+, the following estimate holds:
oscB u ϕ
([
1
r2−nB
∫
(1+η)B
(∣∣∇u(x, t)∣∣2 + ∣∣u(x, t)∣∣∣∣∆u(X, t)∣∣)dx dt]1/2). (1)
Equivalently, we write u ∈O(ϕ).E-mail address: jorgern@matcuer.unam.mx.
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Sαu(P ) =
( ∫
Γα(P )
(∣∣∇u(x, t)∣∣2 + ∣∣u(x, t)∣∣∣∣∆u(x, t)∣∣)t2−n dx dt)1/2.
Lusin’s area integral of u is defined as
Aαu(P ) =
( ∫
Γα(P )
∣∣∇u(x, t)∣∣2t2−n dx dt)1/2,
where
Γα(P ) =
{
(y, s) ∈Rn+: |P − y| < αs
}
and the non-tangential maximal function of u is
Nαu(P ) = sup
Γ (P )
∣∣u(y, s)∣∣.
Obviously if u is a harmonic function then Sαu = Aαu. When a height r > 0 is specified,
we define the truncated cone
Γ rα (P ) =
{
(y, s) ∈Rn+: |P − y| < αs
}∩ {Y ∈Rn+: |Y − P | < r}
and the corresponding operators Srα , Arα and Nrα .
In [6] we also considered
Bαu(P ) =
( ∫
Γα(P )
∣∣∇u(x, t)∣∣t1−n dx dt)1/2
(with the corresponding truncated version Brα), and in this note we observe how the adap-
tation made in [6] of the proof of [3], may be used to prove the existence of a function ψ
approximating u ∈O(ϕ), and with the property stated in the next proposition.
Proposition 1.1 (Main lemma). Let u ∈O(ϕ). Then for every ε > 0 there exists a function
ψ :Rn+ →R such that
(i) ‖u−ψ‖L∞  ε;
(ii) For every compactly supported smooth function w  0 defined on Rn−1, any cube
∆ ⊂Rn−1 of side length r > 0, and with an appropriate aperture β > α,∫
∆
[
Brαψ(x)
]2
w(x)dx  ε
∫
∆
w(x)dx + 1
ε
∫
∆
[
ϕ
(
Srβu(x)
)]2
w(x)dx. (2)
In this theorem we adopt the standard notation A B to mean that there exists a con-
stant c > 0 depending at most on the dimension n and α such that A cB . Also by a cube
we will always mean a standard cube with sides parallel to the canonical planes, and its
side length will have the obvious meaning.
This proposition allows us to relate the function u with the exponential square class
defined in [2] as shown in the next result.
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be the function of the non-tangential boundary values of u, defined almost everywhere in
R
n−1 (cf. [4, Theorem 1.1]). Then
1
|∆|
∫
∆
exp
(
c1|f (x)− f∆|2
‖ϕ(Sαu)‖2L∞
)
dx < c2 (3)
with constants independent of ∆, and where f∆ = (1/|∆|)
∫
∆
f (y)dy.
Indeed, given ∆ ⊂Rn−1 an arbitrary cube of side-length r , we need to prove
1
|∆|
∫
∆
exp
(
c1|f (x)− f∆|2
‖ϕ(Sαu)‖2L∞(Rn)
)
dx < c2 (4)
with constants independent of ∆. Following [5], given ε > 0 let ψ be the local approxima-
tion to u in a dyadic cube containing ∆, according to Theorem 1. Fix x0 ∈ ∆. Observe that
for any x ∈ ∆
ψ(x0,0)−ψ(x, r) = −
∫
L
∇ψ · ds,
where L is the line segment from (x0,0) to (x, r). Taking average over ∆ and using a
change of variables, we obtain∣∣∣∣ψ(x0,0)− 1|∆|
∫
∆
ψ(x, r) dx
∣∣∣∣
∫
Γ (x0)
∣∣∇ψ(x, t)∣∣dx dt
tn−1
.
Let
c∆ = 1|∆|
∫
∆
u(x, r) dx.
Then we have, by the approximation property of ψ and the above inequality,
∣∣f (x0)− c∆∣∣ ∣∣f (x0)−ψ(x0,0)∣∣+
∣∣∣∣ψ(x0,0)− 1|∆|
∫
∆
ψ(y, r) dy
∣∣∣∣
+
∣∣∣∣ 1|∆|
∫
∆
[
u(y, r)−ψ(y, r)]dy∣∣∣∣
 ε +
∫
Γ (x0)
∣∣∇ψ(y, t)∣∣dy dt
tn−1
.
Multiply by w, integrate over ∆ and apply (2) to obtain∫ ∣∣f (x)− f∆∣∣w(x)dx  εw(∆)+ ∫ ∫ ∣∣∇ψ(y, t)∣∣dy dtn−1 w(x)dx
∆ ∆ Γ (x)
t
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ε
∫
∆
[
ϕ
(
Sαu(x)
)]2
w(x)dx
 ε
∫
∆
Mw(x)dx + 1
ε
∫
∆
[
ϕ
(
Sαu(x)
)]2
w(x)dx,
where Mw is the Hardy–Littlewood maximal function of w. If we now take w ∈ Lq with
‖w‖Lq  1, 1/q + 1/p = 1, 1 < q < 2, then we get (cf. [7, p. 14])
1
|∆|
∫
∆
|f − f∆|p  1
ε
∥∥ϕ(Sαu)∥∥2∞ + εp.
Choosing ε = ‖Sαu‖∞/√p we obtain, for c1 > 0 small
1
|∆|
∫
∆
exp
(
c1|f (x)− f∆|2
‖ϕ(Sαu)‖2∞
)
dx 
∑
k
ck1
k!
1
|∆|
∫
∆
( |f (x)− f∆|2
‖ϕ(Sαu)‖2∞
)2k
dx

∑
k
ck1
k! (C)
2k · kk < ∞.
Estimate (3) implies by standard arguments (cf. [1]) the following distributional inequality,
better known with the informal name of “good-λ inequality:”
If 0 < β < α then there exists constants a1, a2 > 0 (depending on α,β,n) such that for
any M > 1, λ > 0, one has∣∣{x ∈Rn−1: Nβu(x) >Mλ, ϕ(Sαu(x))< λ}∣∣
 a1 exp
(−a2M2)∣∣{x ∈Rn−1: Nβu(x) > λ}∣∣. (5)
The sub-gaussian decay in the right-hand side of (5) was posed as an open problem in
[4, p. 195]. It was also indicated in that work how we can get from (5) a law of iterated
logarithm for u ∈O(ϕ).
To finish this introduction we point out that, as in the original construction of [3], we
need to assume the comparability in Lp norms of area function and non-tangential maximal
function. But in our situation this was recently obtained in [4].
2. Proof of the main lemma
We will only sketch the construction and arguments, and refer the reader to [3,6] for
details.
2.1. Construction of ψ and first estimates
For X ≡ (x, t) ∈ Rn+ define d(x, t) = t . By dilation and translation invariance, we may
work in the cube I = [0,1]n. We will drop the super-index from the truncated operators to
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length 2−k . For J ∈ Λk define
T (J ) = {(x, t) ∈Rn−1 ×R+: x ∈ J, 2−k < t < 2−k+1}.
Finally, let Λ denote the family of dyadic cubes in any of the Λk , k = 1,2, . . . . Let F
denote an enumeration of the family T (J ) when J varies in Λ. We write T (Q1) < T (Q2)
whenever Q1 ⊂ Q2, and the side-length of Q2 is twice as large as the side-length of Q1.
A rectangle R ∈F is called a red rectangle if |oscRu| k0ε, for k0 a small constant to be
determined later. Rectangles which are not red rectangles are called blue rectangles.
Consider the cube I and select S1 as any blue maximal rectangle (with the order defined
above). We construct K(S1), H(S1) and D(S1) as in [3]: K(S) ⊂F must satisfy
(i) S ∈ K(S);
(ii) T ∈F is added to K(S) if all of the following hold:
◦ there exists T1 ∈ K(S) such that T < T1,
◦ all the elements of L(T ) are blue intervals,
◦ for all V ∈ L(T ), if PV denotes the center of V , then we have∣∣u(PS)− u(PV )∣∣<mε,
with a uniform constant m.
We then define H(S) = ⋃T ∈K(S) L(T ), and D(S) is the interior of the closure of⋃
T ∈H(S) T .
If there is a maximal rectangle in F \ H(S1) that is not a red rectangle, call it
S2 and repeat inductively the constructions. Thus we have obtained a decomposition
I = (⋃R∈RR) ∪ (⋃j D(Sj )), where R denotes the family of red rectangles. The sets
R and D(Sj ) have mutually disjoint interior.
Define
ψ =
∑
R∈R
uχ
(
R
)+∑
j
u(Pj )χ
(
D(Sj )
)≡ uR +∑
j
uj ,
where Pj = PSj is the center of Sj . Clearly |u(X)−ψ(X)| < ε for every X ∈ I .
Now we consider any maximal blue rectangle S and its corresponding K(S), H(S) and
D(S). Let d(S) = I ∩ ∂D(S) be the portion of ∂D(S) inside I , and take T ∈ F so that
T ⊂ I \ D(S) and ∂T ∩ d(S) = ∅; in this case we say that T is adjacent to the domain
D(S). Construct the chain T = T1 < T2 < · · · < TN = S, and let j be the integer such
that Tj ∈ K(S) and Tj−1 /∈ K(S). If L(Tj−1) contains a red rectangle R, then we will say
that R touches D(S), and that T ∈ A(S); otherwise we say that T ∈ B(S). Notice that
if T itself is a red rectangle then T ∈ A(S). Similar notation is used for every D(Sj ) as
in the decomposition obtained above. Finally, define A(S) =⋃T ∈A(S)(∂T ∩ d(S)), and
B(S) =⋃T ∈B(S)(∂T ∩ d(S)).
Let θ > 1/3 and Lj = |∂D(Sj )|. Here as elsewhere, whenever the context is clear, | · |
denotes either the surface measure of rectangles in Rn, Lebesgue measure of sets in Rn or
surface measure of cubes in Rn. According to the previous definitions, we have three types
of domains D(Sj ):
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II = {D(Sj ): ∣∣A(Sj )∣∣ θLj},
III = {D(Sj ): ∣∣B(Sj )∣∣ θLj}.
For any domain D(Sj ) take T ∈ F an adjacent rectangle to D(Sj ). Let uT = uχDT ,
where DT is the closure of the union of rectangles Q ∈ F such that Q ⊆ D(Sj ) and Q ∩
T = ∅. Observe that ∫
Γ (P )
|∇uT (X)|dX may be viewed as the surface measure of ∂T ∩
d(Sj ) ∩ Γ (P ) multiplied by the size of the jump of the value of u(X) from d(Sj ) to any
other rectangle. And this jump is of the order of ε. Also note that by Fubini’s theorem∫
I0
[
Bα(uT )(x)
]2
w(x)dx  ε(diamT )1−n
∣∣∂T ∩ d(Sj )∣∣w(∆˜T ) εw(∆˜T ). (6)
2.2. Estimates on red rectangles
Fix a red rectangle R ∈R. We know there exists a unique dyadic cube ∆R ⊂ I0 such
that T (∆R) = R, and that the diameter of R and the side-length of ∆R are comparable.
Let ∆˜R denote the dilation of ∆R such that Γα(P )∩R = ∅ for P ∈ ∆˜R . We will keep this
notation whenever this dilation occurs for either cubes in Rn−1 or rectangles in Rn.
Observe that by the definition of ϕ-controlled oscillation and since d(X) ≈ diamR for
X ∈ R,
ε  oscR u ϕ
(
Sβu(P )
)
for every P ∈ ∆˜R when the aperture β of the cone depends also on the constant η from the
definition of ϕ. Hence, multiplying by w(x) and integrating over ∆˜R we obtain
w
(
∆˜R
)
 1
ε2
∫
∆˜R
[
ϕ
(
Sβu(x)
)]2
w(x)dx. (7)
Using estimate (7), we may obtain as in [6, p. 5]:
w
(
∆˜R
)∫
R˜◦
∣∣∇u(X)∣∣d1−n(X)dX  1
ε
∫
∆˜R
[
ϕ
(
Su(x)
)]2
w(x)dx. (8)
Lemma 2.1. For appropriate aperture β > α and dilation I˜0 of I0∫
I0
[
BαuR(x)
]2
w(x)dx  1
ε
∫
I˜0
[
ϕ
(
Su(x)
)]2
w(x)dx. (9)
Proof. We organize the red rectangles by defining the following order relation: Given two
rectangles R1,R2, we write R1  R2 whenever ∆R1 ⊆ ∆R2 . Define R as the family of
maximal red rectangles under the relation . Fix a red rectangle R ∈R; we prove first that∫ [
BαuR(x)
]2
w(x)dx  1
ε
∫ [
ϕ
(
Sβu(x)
)]2
w(x)dx, (10)I0 I˜0
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I0
[
BαuR(x)
]2
w(x)dx ≈
∫
I0
∫
Γα(P )
∣∣∇uR(X)∣∣d1−n(X)dXw(P )dP
w
(
∆˜R
)∫
R◦
∣∣∇u(X)∣∣2 d1−n(X)dX
and so applying (8) one obtains (10).
To deal with the integration over ∂R, observe that∫
I0
∫
Γ (P )∩∂R
∣∣∇u(X)∣∣δ1−n(X)dXw(P )dP ≈ w(∆˜R)
and so by (7)∫
I0
∫
Γ (P )∩∂R
∣∣∇u(X)∣∣δ1−n(X)dXw(P )dP  1
ε2
∫
∆˜R
[
ϕ
(
Sβu(x)
)]2
w(X)dX. (11)
Next we deal with the sum of all red rectangles. For Q ∈ R let u˜Q =∑RQ uR . Then,
since the red rectangles have disjoint interiors, using estimate (8) we have∫
I0
[
BαuR(x)
]2
w(x)dx 
∑
Q∈R
∫
I0
[
Bαu˜Q(x)
]2
w(x)dx

∑
Q∈R
1
ε2
∫
∆˜Q
[
ϕ
(
Sβu˜Q(x)
)]2
dx  1
ε2
∫
I˜0
[
ϕ
(
Sβu(x)
)]2
dx.
And similarly by (11) using this order relation for red rectangles one may estimate the sum
of terms arising from integrations on ∂R for R ∈R. 
2.3. Estimates on blue rectangles
Lemma 2.2.∫
I0
[
Bαuj (x)
]2
w(x)dx  εw
(
I˜0
)+ 1
ε
∫
I˜0
[
ϕ
(
Sβu(x)
)]2
w(x)dx. (12)
Proof. Consider any domain D(Sj ) in the class I. Let T ∈ F be an adjacent rectangle to
D(Sj ), and uT as defined in page 21. Adding over all such rectangles, applying (6), and
since there is a finite overlapping we obtain∫ [
Bαuj (x)
]2
w(x)dx  εw
(
I˜0
)
.I0∩(⋃ ∆˜T )
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I0\(⋃ ∆˜T )
[
Bαuj (x)
]2
w(x)dx 
∫
Φj
[
Bαuj (x)
]2
w(x)dx = 0
since uj is constant in the sawtooth region
Φj =
⋃
Y∈(⋃ ∆˜T )c
Γ (Y )∩D(Sj )
in case this region is not empty. Since the domains are mutually disjoint, we can add them
together:∑
I
∫
I0
[
Bαuj (x)
]2
w(x)dx  εw
(
I˜0
)
. (13)
Consider now D(Sj ) in the class II. The Lipschitz character of D(Sj ) and Dahlberg’s
argument [3, p. 100] imply that
∆T ⊂ ∆∗R
for an appropriate dilation of ∆R , where R ⊂ L(T ) and R touches D(Sj ). Hence∑
T ∈A(Sj )
w(∆T )
∑∗
w
(
∆∗R
)
, (14)
where the sum
∑∗ is taken over the rectangles R that touch D(Sj ). Thus, applying (6),
(14) and (7),∫
I0
[
Bαuj (x)
]2
w(x)dx 
∑∗
εw
(
∆∗R
)
 1
ε
∑∗ ∫
∆˜R
[
ϕ
(
Sβu(x)
)]2
w(x)dx.
Therefore∑
II
∫
I0
[
Bαuj (x)
]2
w(x)dx 
∑
j
(∑∗ 1
ε
∫
∆˜R
[
ϕ
(
Sβu(x)
)]2
w(x)dx
)
and since there is only a finite overlapping of domains D(Sj ) that touch a fixed R,∑
II
∫
I0
[
Bαuj (x)
]2
w(x)dx  1
ε
∫
I˜0
[
ϕ
(
Sβu(x)
)]2
w(x)dx. (15)
For domains in the class III, we first consider the Lipschitz domain
D′(Sj ) = D(Sj )
∖( ⋃
P∈d(Sj )
γP
)
,
where γP = {X: |X| < −βt}, β > 1. Define for P ∈ ∂D′(Sj ):∣ ∣
MSj (P ) = sup∣u(Q)− u(PSj )∣,
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of the rectangle Sj . Define also
Nju(P ) = sup
X∈Γ (P )∩D′(Sj )
∣∣u(X)∣∣
and observe that MSj (P )  2Nju(P ), for all P ∈ ∂D′(Sj ). Then we obtain as in
[3, p. 100]:
|B(Sj )|
∣∣∣∣ ⋃
T ∈B(S)
{
P ∈ ∂T ∩ d(Sj )∩ ∂D′(Sj ): Mju(P ) > ε/4
}∣∣∣∣. (16)
Applying again (6), the observation above and adding over T ∈ B(S) with T any adjacent
rectangle to D(Sj ), we obtain:∫
I0
[
Bαuj (x)
]2
w(x)dx ≈
∑
T
∫
I0
w(x)
∫
Γ (x)
∣∣∇(uj )T (Y )∣∣d1−n(Y )dY dx
 ε
∑
T
∫
∆˜T
w(x)
∣∣∂T ∩ d(Sj )∣∣dx(diamT )1−n
 ε
∑
T
∫
∆˜T
w(x)
∣∣{P ∈ ∂T : Mju(P ) > ε/4}∣∣dx(diamT )1−n
 1
ε
∑
T
∫
∆˜T
w(x)
∫
∂T
[
Nju(P )
]2
dσj (P )dx(diamT )1−n.
By [4, Theorem 3.3], and since for P ∈ ∂D′(Sj ) there exists xP ∈Rn−1 such that Γ (P ) ⊂
Γ (XP ), we continue our estimates as follows:
 1
ε
∑
T
(diamT )1−n
∫
∆T
w(x)
·
∫
∂T
ϕ
( ∫
Γ (P )
[∣∣∇u(Y )∣∣+ ∣∣u(Y )∣∣∣∣∆u(Y )∣∣]2d2−n(Y )dY)dσj (P )dx
 1
ε
∑
T
∫
∆T
w(x)ϕ
( ∫
Γ (x)
[∣∣∇u(Y )∣∣+ ∣∣u(Y )∣∣∣∣∆u(Y )∣∣]2d2−n(Y )dY)dx
 1
ε
∫
I˜0
[
ϕ
(
Su(x)
)]2
w(x)dx,
where we used all the above remarks. We can add over all j in class III since these domains
are disjoint and the jump from one domain to any other rectangle is of the order of ε
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III
∫
I0
[
Bαuj (x)
]2
w(x)dx  1
ε
∫
I˜0
[
ϕ
(
Su(x)
)]2
w(x)dx + εw(I˜0). (17)
The lemma follows from (13), (15) and (17). 
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