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ABSTRACT
Sequences with good autocorrelation properties are required for 
ease of synchronization in a spread-spectrum communications system. 
Sequences with good crosscorrelation properties are required in a 
multiple-access system for low inter-user interference. The sequences 
obtainable via the Kronecker product operation are studied for application 
to spread-spectrum multiple-access systems. It is shown that the auto­
correlation and crosscorrelation properties of these sequences are not 
significantly different from those sequences derived by other means.
The computation required to optimize with respect to the odd and aperiodic 
correlation functions for the sequences constructed via the Kronecker 
product is far less than for m-sequences of similar length. It is also 
shown that the Kronecker sequences can be synchronized much faster than 
m-sequences of comparable length. For a two user spread-spectrum multiple- 
access communication system, an upper bound is derived in terms of the 
sequences used and the cumulative Gaussian distribution. It is found that 
the bound applied to the Kronecker sequences is nearly identical to the 
bound for m-sequences of similar length.
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CHAPTER 1 
INTRODUCTION
Binary sequences can be thought of either as sequences from the alphabet 
{0,l} or from the alphabet {-l,+l}. From the digital communications stand­
point, in a phase shift keyed system, binary data sequences from the alphabet 
are modulated onto a carrier frequency to transmit the desired 
information. In a phase-coded spread-spectrum multiple-access (S.S.M.A.) 
communication system each user has each data bit mapped into a code sequence 
or signature sequence over {+l,-l}, which is then modulated onto a carrier 
frequency to transmit the desired data bit. Use of the code sequence 
spreads the power transmitted into a wider frequency band than in ordinary 
phase shift keying. Choice of the code sequence greatly affects many of 
the performance parameters in a S.S.M.A. communication system. For example, 
sequences with good periodic autocorrelation and odd autocorrelation functions 
(defined in Chapter 2) reduce the effect of multipath distortion. Sequences 
with good periodic and odd periodic crosscorrelation functions reduce the 
effect of interference from other users. Generally a set of sequences with 
good autocorrelation properties will not have as good crosscorrelation 
properties and vice-versa [10]; and in practice, a compromise is made to 
achieve the desired performance level.
One set of sequences often used are the m-sequences, which are binary 
sequences of length N = 2 n-1 generated by an n-stage linear feedback shift 
register, (see e.g. MacWilliams and Sloane [4] for an account of some of 
the properties). These sequences satisfy a recursion relation given by
th
where x. €{0,l] is the i element of the sequence, c -  1 if there exists
1 K
th
a feedback connection from the k stage of the shift register, and c, = 0
K.
otherwise. Note that c^ always equals 1 i.e. there is always feedback from 
th
the n stage, and that the summation is modulo 2 or an exclusive-OR sum­
mation. The recursion relationship can be written in polynomial forms as
/ \ n . n-1
c(x) = c_x + c n x + ... + c .x + c
0 1 n-1 n
where c^ = 1. For the shift register to produce a maximal length sequence
c(x) must be a primitive polynomial over the field GF(2) = {0,l}. We denote
the polynomial corresponding to a recursion relation by a binary vector
(Cq ,c ^,...,c^) which we will always give in octal notation. As an example
5 4 3 2
the polynomial c(x) = x  + x  + x + x  + 1  corresponds to the binary vector
5 3 2111101 which is written as 75 in octal notation. Similarly c(x) = x + x + x 
+ x + 1 is written as 57 in octal notation. To determine the appropriate 
phase of the sequence the initial loading of the shift register must be given. 
This, in contrast, will always be given in binary notation as (x^,x^,x^,...x^ ^). 
To obtain sequences in the alphabet {1,-l} from the alphabet [0,l] the trans­
formation 0-+1 and 1-4-1 is used.
One useful property of m-sequences is that the out-of-phase periodic 
autocorrelation is equal to -1 and the in-phase periodic autocorrelation 
function is equal to the period or length of the sequence. This property is 
useful in that such sequences are easy to synchronize and the effects of 
multipath distortion are lessened. Some crosscorrelation properties of 
m-sequences may be found using the theory of finite fields [11]. Other sets 
of sequences (most derived from m-sequences) are also used in S.S.M.A. 
communication systems. These include the Gold sequences and the Kasami
2
sequences. For more details about these sequences, see Sarwate and Pursley 
[11] .
Chapter 2 investigates a sequence construction in which two sequences 
are combined via the Kronecker product to produce another sequence. The 
correlation functions of these new sequences are derived in terms of the 
correlation functions of the original sequences. Also parameters of interest 
in a S.S.M.A. communication system are derived for these sequences. Examples 
are given and comparisons made between these sequences and previously used 
sequences viz. the m-sequences.
In Chapter 3 a S.S.M.A. communication system with two users is investi­
gated. A bound on the average probability of error is derived solely in 
terms of the periodic and odd periodic crosscorrelation parameters and the 
standard Gaussian distribution function <i>. The sequences generated in 
Chapter 2 are compared to the m-sequences of similar lengths using this 
upper bound. It is found that the bounds are nearly identical.
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CHAPTER 2 
KRONECKER PRODUCT SEQUENCES
The aperiodic crosscorrelation function for two complex-valued sequences
u and v of period N is defined by
( N-l-X
C (X) = {
u,v
S c  " ‘ " w 1 ■
N-l+jfc
3 o  a ^ l " ] ’
\
0 <  A < N-1, 
1-N < JL < 0, 
Ml > N,
where a *  denotes the complex conjugate of a . The aperiodic autocorrelation
function C (X) is juct C u U). From the definition above it follows that 
u u ,
and therefore
Cu,v(- «  ■ (Cv . u W ]
Cu (-i) = [Cu (Jt)] .
* (2 . 1 )
The periodic crosscorrelation function for the same two complex-valued 
sequences u and v is given by
N-i *
(jO  = E u .[v . „] , 
u,vv . n i L i+jV  i=0
vjeez,
where Z is the set of all integers. The periodic autocorrelation function 
0^(4) is just 0u u (^)« The periodic crosscorrelation function has the 
following properties.
e U ;V (mN + «  - e u > v « )  = cU jV (Jt) +  c oe-N), o < j e < N .  (2 . 2 )
eu,v(-A) = e u,v(N- «  - Pv,uW ) 1 *' i € Z -
Similar properties hold for the periodic autocorrelation function.
5The odd crosscorrelation function for the sequences u and v is defined
by
6 „(£) = C U) - C (J&-N), 0 < I < N . (2.3)
u,vv y u,v u,v — —
A A
The odd autocorrelation function 9 (&) is just 9 ( Z ) • The odd cross-
u u,u
correlation function has the property that ^(N-X) = “ [9V U (X)]*. The odd
A A *
autocorrelation function satisfies 0u (N-j£) = - [0^ (j&)] also. Combining (2.2) 
and (2.3) gives a formula for the aperiodic crosscorrelation function as
C OO =§[9 00 + 9  U)], 0 < & < N (2.4)
u,v * u,v u,v — —
and similarly
Cu«) - i P uU) + 0UOO], 0 < x < N
2.1 Sequence Construction via the Kronecker Product
Consider two complex valued sequences u and v constructed as follows. 
Let x and y be complex-valued sequences of period N. Let d and e be complex­
valued sequences of period M. Define u by
u = dtfx ,  k = XN + m, 0 < < M-l, 0 < m < N - l  k & m — — — —
and Uk+np = V 0 - k - P_1* n € Z ’
where P = NM is the period of the sequence u. Similarly define v by
v. = e y ,  k = j&N + m, 0 < 4 < M-l, 0 < m < N - l  
k — — — —
and v,  . = v i> 0 < k < P-1, n G Z .k+np k — —
Equivalently u^ = dl_k/NjXlc and Vk = eL.k/N]yk w^ere Lc<J denotes the greatest 
integer less than or equal to a . The sequence u can be thought of as the 
Kronecker product of d with x and similary v as the Kronecker product of e 
with y. For a simple example let x be the sequence Xq,x^ (N = 2) and d be
the sequence d^jd^jd^ (M=3). Then u is the sequence d^x^jd^x^jd^Xgjd^x^
d^x^jd^x^ of period 6.
2.2 Correlation Functions of Kronecker Product Sequences
The periodic crosscorrelation function for u and v is given by
P-l
6u v (k) = E Ui [vi+k] k = X N + m ’ 0 < m < N, X£Z,
’ i=0
M-l N-1
~j=0 i=0 V^Nj+i + XN+iJ
M-l N-l-m N-1
= 2 < £ d .x.
* *
+ £
j=0 i=0 J i j+X i+m i=N-m
M-l N-1 -m M-l
= s d.e* £ x.y. . * V
j=0 J J+X i=0 1 M  j=o
N-1
k = XN + m,
= 9d,e(X)Cx,y(m) + 9 d,eU+1)Cx,y(m"N)j foM  ° - m-^ N ’ <2’5>
I ^ 2«
A similar derivation for the odd crosscorrelation function yields
{k = XN + m,0 < m < N ,  (2.6)0 < X < M-1.
Applying (2.4) to (2.5) and (2.6) gives an expression for the aperiodic cross­
correlation for sequences u and v as
(k = XN + m,
Cu , v ^  = Cd,e^^Cx 3y ^ + C d,e ^ +1^Cx,y^m’N  ^’ for< ° - m - N»
_0<X<M-1.
By using (2.1) and some simple algebra, (2.7) can be shown to be valid for 
k = XN+m, 0 < m < N, -M < X < “1. Also it can be easily shown that
(2.7)
7(k = XN + m,0 < m < N-1,— — 5 
-M < X < M-l.
Equation (2.7) is a generalization of a result obtained by Stiffler [12].
The autocorrelation functions for the sequence u can be written in 
terms of the autocorrelation functions for the sequences d and x as
cu (k) = cd a )cx (” ) + Cd (i+l)cx (m-N), -M < I < M-l,\
eu(k) = edU)cx(m)+eda+l)Cx(m-N), Z £ Z  , 
e > )  = ed (je)cx (m)+ed (je+i)cx (m-N), o < t  <  n - i , J
k = XN + m,
0 < m < N,
(2 . 8 )
and similarly for v in terms of e and y.
2.3 Kronecker Barker Sequences and Correlation Parameters
As an example let d and e be the same sequence namely a Barker sequence
[1] of odd length M. These sequences have the property that C,(X) = C (X) = 0
Hr < a e
for X odd or X > M, C,(X) = C (X) = (-1)”2‘(M"1) for
'dvv/ V'ev*'/ v X^ J' nonzero even X < M, and
C^(X) = Cg (X) = M for H = 0. From this property we can write (2.7) as
C (k) = \ 
u,v' 7
k = XN + m,
0 < m < N,
V  (-1)2 1)c (m) , X even (^  0).^
x y y
Now suppose that x and y are also Barker sequences of odd length N and that
x = y. Then C (k) = C (k) = C (k) and is as given in Table 1. Derivation 
u,v u v &
of 0 (k) and 0 (k) can be done by noting that 0 (k) = C (k) + C (MN-k) and
u u u u
©u (k) “ Cu 00 - Cu (MN-k). ®u (k) and 9 (k) are also given in Table 1.
8Table 1. Correlation functions of Kronecker Barker sequences.
A  =  0  
A odd
I even (^0)
m = 0 
MN 
0
N(-l)
-I-(M-l)
C (k) 
u
m odd
0
( - 1)
0
m even (^0) 
i-(N-i)
M(-1)'
(“ 1)
0
2 (M+N)-1
A = 0
A  t 0 or M-l 
A = M-l
m = 0 
MN
N (-1)
N(-l)
| (M-l)
I (M-l)
0 (k) 
u
m odd 
(_1:)!(M+N)-1
1(M+N)-1
(-I)'
M(-l)I(N-1)
m even (^0)
M M ) 4 ® - 1)
(_1)|(Mt-N)-l
(_1}|(MfN)-l
A odd
A even (^0,M-1)
A = M-l
m = 0
MN
N(-l)
N(-l)
N(-l)
l(M-l)-l
§(M-1)
I (M-l)
0 (k) 
u
m odd
-|'(M+N)( - D
( - 1)
( - 1 )
§(M1-N)-1 
\  (MfN)
M(-l)
m even (^0)
M(-1)^(N“1)
( - 1)
( - 1)
( - 1)
92.4 Correlation Parameters for Spread Spectrum Systems
For spread-spectrum multiple-access communications, Pursley [6] showed 
that the signal to noise raticn at the output of the correlation receiver 
depends on the parameter r where, for real signature sequences x and y,
x >y
w’lere
r * 2m. (0) + (jl (1) 
x,y x,y ' x,y J
N-1
and (jl (n) = S C (X)C (X+n) .
x >y ^ =1-N x,y x,y
N-1
The parameter jjl (n) also can be written as |i (n) = Z C (X)C (X+n) [7] . 
x,y x,y j&=i-n x y
If sequences u and v are now used, where u and v are the constructed real 
sequences of section 2.1 then
r = 2|i (0) + |i (1) . (2.9)
u,v u,v u,v
Using (2.8), (J-u ^(0) can be written as
P -1
(0) = S C (k)C (k) 
u,v k=l-P U V
P-l
= E  [ C , ( X ) C  (m )  + C . ( A + 1 ) C  ( a - N ) ] f C  ( 1 ) C  (m )  + C  ( J H - I ) C  ( m - N ) ] ,  
k=l-P a x a x  e y e y
C \ £ ) C  (m)-hC ( M  1)C (m-N)
k = j&N+m ,
0 < m < N,
-M < I < M-l .
-1 N-1 M-l N-1
By breaking up the summation into E E + E 2 then rearranging
X=-M m=0 i = 0  m=0
the terms and using (2.1) repeatedly (J, (0) can be written as
M- ( 0 ) = | J L  ( 0  )(JL ( 0 ) + | J L  ( 1 ) <  
u,v d,e x,y d,e
N-1
E C (m)C (m-N) + C (m-N)C (m) >. (2.10)
m=0 7
10
A similar derivation for (J,^ v (^ ) yields
N-1
M*u v (l) = M»d e (°)M*X v <1> + fJ'd e (1)i S Cx (m)C (nH-l-N)+C (m-N)C (nH-1) ^  . (2.11) 
» j >y > |m=0 y y ■
Now using (2.9)-(2.11) r^ ^ can be written as
r = u_ (0) [2m, (0 + p, (1)] 
u,v d,ex /L x,y x,yv 7
N-1
+ ^ (1)[ 2 2C (m)C (m-N)+2Cx (m-N)C (m)
’  m=0 y  y
+ Cx (m)Cy (m+l-N)+Cx (m-N)Cy (m+l)]
■ “d ,e< 0>r x .y  + ,‘d , e (1)?x ,y  (2 ' 12)
N-1
r =  2 2C (m)C (m-N) +2C (m-N)C (m) 
xyy m=Q x y x v ' y v '
+ Cx (m)Cy (nvfl-N) + Cx (m-N)C^ (m+1) .
By way of comparison,enote that we can express r as
x,y
N-1
r ~  2 2C (m)C (m) + 2C (m-N)C (m-N)
x y " x v / y v/ x y
m=0
+ Cx (m)Cy (m+l) + C x (m-N)C (nH-l-N).
where
By some manipulations it can be shown that 
N-1
r + r =*= S 20 (m)0 (m)+0 (m)0 (m+1). (2.13)
Ajy m_Q x y x y
As a special case if x is an m-sequence or a quadratic residue sequence 
(see Golomb [3]) then
N-1
^ A --Z _ ___ ^  , - v «
+ r —  2N2 + 2N +0 (1) [N + 1] -3 [ E y.]2 . 
x>y x»y y i=0 i
11
If y is also an m-sequence or quadratic residue sequence then this reduces to 
2
r + r = 2N +N-4. 
x,y x,y
Using (2.12) and (2.13) r can now be written as
u,v
r = [M-j (0) - p., (1)] r 
u,v d,ev 7 d,e x,y
N-1
+  M<d e C1) 2 20x (m)0 ( m ) + 0 x (m)0 (m+1) .
’ m=0 y ^
For the special case of x and y being m-sequences this reduces to
r„ \t = (0) " M-j (1)] r +J1, (1)[2N2 + N-4].u,v d,ev 7 d,ev ' x,ydr d,ev
If x and y are random binary sequences then the expected value of r
2
E[r ] = 2N where N is the length of the sequence [9]. It is desired to
x,y
have r^ ^ as small as possible to reduce the effect of inter-user inter­
ference. When x and y are m-sequences of period N, then minimizing r by
x,y
choosing appropriate phases of x and y is equivalent to minimizing r^
The important point is that this minimization is over sequences whose length 
is N instead of P = N*M. Thus considerable savings in computing is obtained 
for moderate values of N and M. For example if N = 31 and M = 4, then we 
are finding the best phases of m-sequences of length 31 which minimizes r
x,y
rather than working with sequences of length N*M = 124, which would require 
much more computing time.
2.5 An Example
As an example let d and e be the same sequence, namely a Barker sequence
of period 4 (d =e = +1, +1, -1, +1), then 0 = 0 , £ = 0  0, = C, and
d,e d d,e d d,e d
12
IIN
o'w
''d
C
D
ed(°) = 4 , Cd (0) = 4 ,
oIIrH'—
'
 
-d
CD
edW = -2, cd a )  -  cd ( - D = “1,
e d (2) = o, ed (2) = 0 , Cd (2) = Cd (-2) = o ,
9d (3) = 0, 9d (3) = 2 , Cd (3) = Cd (”3) = 1 ,
ed (4) = 4, ed (4) = -4, Cd (4) = Cd (-4) = 0 .
Also
N-1 3
e(0)s= S C (m)C (m) = £ C (m) = 20, 
m=l-N m=-3
M-l 3
^  2 Cd (m)Ce (m+l) = 2 Cj(m)Cd (m+1) = -8
’ m=l-M m=-3
N-1
and r = 28 r - 8 2 [29 (m)9 (m)+9 (m)9 (m+1)].
U,V X,y m=0 y X y
Again as a special case of x and y being m-sequences of period N then
r = 28 r - 16N2 - 8N + 32. 
u,v x,y
Table 2 shows some m-sequences of length 31 with their corresponding values 
of r^ ^ and r^ These m sequences have been optimized with respect to
phase to minimize r [2], As a comparison the expected value of r
x,y s,t
2 2
where s and t are random binary sequences of length P is 2P = 2(124) = 30,752
For the sequences considered in Table 2 the minimum value we obtain for
r is 22,768 and the maximum is 26,464 well below 30,752. Thus by
u,v
minimizing r with respect to phases a minimization of r is accomplished. 
x,y r u,v r
The computation required is far less than would be required to minimize r
s, t
for arbitrary sequence s and t of period 124.
13
Table 2. Interference parameters r and r
x,y u ,v
Poly. Loading Poly. Loading r
x,y
r
u, V
51 00010 45 01101 1426 24336
67 11100 45 10111 1390 23328
75 10000 45 01010 1490 26128
73 11000 67 00100 1370 22768
75 11000 67 11111 1502 26464
57 01100 75 01010 1402 23664
Another parameter of interest in a S.S.M.A. communications system is
■ ci'x-i' 'Jc OrX B i ctt 101*1 "
the periodic autocorrelation function. This parameter affects synchroni­
zation and the interference due to multi-path distortion. It is desired 
to have {9^  (k) J as small as possible for all values of & ^  0  and as large 
as possible for k = 0. For sequences u and v (using d and e as the Barker 
sequence of length 4, 9u (k) and 9v (k) can be computed using (8) as
u
4Cx (m),
0 , 
4Cx (m-N)
I = 0 ,
X = 1,2, 
I = 3 .
k = jeN+m,
0 < m < N ,
Thus the middle half of the periodic autocorrelation function is identically 
zero independent of sequences x and y.
The odd autocorrelation also affects synchronization and the inter­
ference due to multi-path distortion [5]. Again it is desired to have 
as small as possible for k^O. For sequences u and v as before
9u (k) is given by
14
Also
0 (k) 
u
/ 4C (m) - 2C (m-N) , X = 0,
X X
-2Cx (m) ,
2C (m-N),
x^ 2Cx (m)-4Cx (m-N)
C (k) 
u
-Cx (m) ,
Cx (m-N),
Cx (m) ,
/4Cx (m) -Cx (m-N), X = 0,
X = 1, 
X = 2, 
X = 3.
fk = XN +m,
0 < m < N,
Table 3 shows the autocorrelation functions when x is the length 31 m-
5 4 3
sequence given by the polynomial x + x  + x + x + l  (73) with initial loading
11000. As predicted the periodic autocorrelation is zero in the middle
half. For the aperiodic autocorrelation function the values taken on by
| (XN + m) | for X ^ 0  (0 < m < N) are the same as those of the aperiodic
autocorrelation function |cx (m)| for the shorter sequence x.
In [6] Pursley showed that the output of a correlation receiver in a
S.S.M.A. communication system could be expressed as the sum of a signal
component, an interference component from other users and a noise component.
The maximum of the interference component from other users was shown to take
on four possible values namely 40 (m) and +3 (m)• From (2.5) and (2.6)
x,y xyy
these values can be calculated for the sequences u and v and are given 
as follows.
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0 (k)<> ) 
u.v '
u , v
/4Cx y(m) , x = o,
0, X - 1,
CNIIo
, 4C (m-N), X = 3,
V  x >y
f ' 4C (m) - 2C (m-N) 
x,y x,y X = 0,
-2C (m), 
x,y
X = 1,
2C (m-N), 
x,y
X = 2,
2C (m) - 4C (m-N), 
V x,y x,y
X = 3,
where k = X N + m  and 0 < m < N. Notice that if all users have independent
sources with Prob[Source output = +1] = Prob[Source output = -1] = \
then +0 (k), -0 (k), +0 (k) and -0 (k) will be equally likely
u,v u,vx u,vv ' u,vv '
as the maximum of the interference. If also the time delays between users 
is uniformly distributed over [0,T] where T is the time duration of the 
sequence, then on the average \  of the users produce no interference at all. 
Now if we have a synchronous system with four users then by making the time 
delay between users equal to we can eliminate all inter-user interference 
half the time.
For completeness we calculate v00 in terms of Cx f°r d = e
being Barker sequences as
Table 4 shows values for the crosscorrelation functions when x and y are 
m-sequences generated by polynomials 57 and 75 and with initial loadings 
00110 and 10110 respectively.


CHAPTER 3 
ERROR BOUNDS FOR TWO USERS
In the S.S.M.A. communication system being considered the actual 
average probability of error is hard to compute. The worst case analysis 
is very often meaningless since the interference from the other users can 
be larger than the desired signal component. However for the case of two 
users the interference component is never greater than the signal component 
(assuming equal transmitted power) and thus a bound on the error proba­
bility is feasible.
3.1 System Model
In the S.S.M.A. considered by Pursley [6] there were K users. The
model we consider is a special case where K=2. For this case we can
analyze the receiver of user 1 without loss of generality. Both users
are assumed to have a data sequence (with elements € {-l,+l}), b . repre-
k j J
th
senting the k users data (k=l,2) at time t = jT where T is the duration 
of the data bit. The two users are not necessarily synchronized. Let t
K
th.
represent the delay of the k users data and 0, represent the phase 
th
shift of the k users carrier frequency at the correlation receiver.
When analyzing receiver 1 we can assume that the receiver is locked onto
the carrier frequency and data sequence so t  ^= 0 and 0^ = 0. So for
simplicity let T£ = T an<* = 0* Each user also has a code sequence a^
of length N and thus the chip duration T£ is T£ = T/N. The code sequence 
th
waveform for the k user is then a^(t). For the analysis t is fixed 
between I T£ and (i,+ l)Tc for some & € { 0,1,2,... ,N-l} . The channel noise 
n(t) is assumed to be an additive white Gaussian noise process with two- 
sided spectral density Nq/2.
21
22
3.2 Error Analysis
The output of the correlation receiver 1 is given by
Z1 = Vp72{b1;0T + b2;0[8 <jt)Tc + <6 oe+l) -6(1)) (t-AT,)]cos0)
T
+ J n ( t ) a ^ ( t )  cos  a) t  dt  
0
if b2 o = ^2 -1 w^ere ® W  = 1 ^  t^ l^e Perio( i^c crosscorrelation of the 
two code sequences) and a>c is the carrier frequency. Similarly if ^ ^
A
^as t i^e same form except all occurrences of 8 are replaced by 9.
For fixed t, 0, b^ q, b^ j- and b^ is a Gaussian random variable.
The conditional mean of Z. is then
l
>0»b2 = b2 j-i’bi^^J = VP/2 [b^ ^T + b^ q [9 (£+1) - 9 (X)] (t -XTc )cos0}
and the variance is
C2 = Var{z.|T>0 >b2)O = b2 ^ Jb1.tf} = i  t^T.
Now the probability of error given that T,0,b and b  ^ are fixed (and
? Z , U Z j — 1
assuming without loss of generality that b =+1) is
1, u
P{Er|T,0,b2iO,b2 _l3 = ProbfZ.^ < 0)
/ o-mCz.} \
■ * ( ---- — )
V v m TzTT
■ l-° 7±r)
VVar Z. 
l
where <i> is the cumulative Gaussian distribution function defined as
* (x) . _ L _  f  e-‘2/2 dt .
a/2TT -00
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For simplicity let Q(x) = l-$(x),
f = 9 (X)Tc + [9 (X+l) - 0 (A) ] (t -AT.) , 
and f = 0 (A)Tc + [0 (A+1) -0 (A)] (T-ATJ ,
The mean of takes on four possible values corresponding to the four 
values of b^ q and
b2,-l
b2,C) b2;-f
+1 +1 VP/2 {T + f cos 0 }
+1 -1 a/p TI {T + f cos0 ,)
-1 +1 V p72 {t -
A
f COS 0 }
-1 -1 7 p /2 {T - f COS 0 }
If b^ q and b^  ^are independent identically distributed random variables
with Prob[b . = +1] = Prob[b9 . = -1] = ^ then all four values are equally 
 ^»J  ^ t J
likely. The expected value of P{Er }T>0>b^ -^3 denoted by
E [P(E J ? j0 >b, n,b1 -)] is then equal to P(E |t ,0) where P denotes
, , r k , u K , -1 r
bk,0’bk,-l
average probability. This quantity is given by
P(E |t,0) = i QO/ -=- [1+if COS 0 ])
0
j  2g '
+  i  Q(v [1-ifcos 0.])
/26-"1
+ i Q w  ^  [1+^fcos 0 ])
y
2fi
^  [l-if cos 0 ]) 
where = PT is the energy per bit. Notice f/Tc is a convex combination
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of 9 (A) and 9 (A+l) for JLT^  < t < (A+l)Tc and since }9 (A)l < N for all values 
of A, J f/T I < N which implies Jf/TJ < 1. Thus the argument of Q is always 
nonnegative and over this range Q(x) is convex U • Now consider the function 
Q(A + Bcos0) + Q(A-B cos 0) where A > 0, J BJ < A and 0 < 0 < tt. By standard 
minimization techniques it can be shown that this function has a maximum at 
0 = 0. Thus P(e|t,0) can be bounded as
y
2£ /2g,
^  [l+i f]) [l-± f]) 
i- o o
/2£ /2£ '
+i Qw ^  [1+7 £]) +i Qw ^  [1-| £]) • (3.1)
0 0
Now by taking the expectation with respect to 0 (uniformly distributed on 
[0,rr)) we obtain
I t
E[P(Er|T,0)] = P(ErlT) < | Q ( V  [1 + f/T]) 
0 0
Ag,
+ \  Q ( /  ^  [1 - f/T]) 
iN0
/ 2eh
+ i Q ( V  Cl + f/T]) 
N0
since the right hand side of (3.1) was independent of 0. The expectation
of P(e Jt ) can now be taken with respect to T (uniform distribution on [0,T))
From the last equation, E(P(E It )) = P(E ) is given by
T
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1 T r /^h 1 T ~ JiT
P(V  Lq{ '/ n  (1 + N P W  + tea+1) - B O O K — j^)])}
o 0 c
I t  T-AT
+ q[ v^ - 2- U  - [0 «) + P a+1) - 0 U) [ (-y-2-) ])}
0 c
[it7 A A t-at
+ O C V ^  (1+j |8(1) + POU-l) -0 (J8)] (-j— “)])}
0 c
; 2 t  a  ^ m j - at
d - i [ 0 * U )  + [ 0 " a + l ) - 0 « ) ] ( - j — ^ l ) } ]  d r .
0 c
The above integral can be bounded using the trapezoidal rule of 
calculus. First we partition the interval [0,T) into intervals of length 
T . Notice that over each interval the argument of Q is a linear function 
of T. Now since Q is a convex (J function, and since a composition of a 
convex U function and a linear function is also convex U, the integral over 
the smaller interval is upper bounded using the trapezoidal rule. Using 
this approximation gives
1 N - 1  /  2 £
P(V  — 4N 2 W  N T  [1 + N e W 1 )  N 1 = 0  0 “
fee
+  Q w i j ~  U  +  | 0AW ] )
+ t1 - 5 ®  oe)])>-
The above result for any two binary code sequences and a value of S-^/Nq will 
give a upperbound on the average probability of error. This bound can be 
improved using the upper rectangles bound of calculus to bound the expectation
26
with respect to 0 instead of using the maximum with respect to 0. As the 
partition forming the rectangles gets more dense the bound becomes tighter 
and also harder to compute. A lower bound can be found by noticing that 
Q(A + Bcos0) + Q(A-Bcos0) has a minimum when 0 = tt/2. Thus
which is the usual probability of error for a single user phase shift keying
communications system. This bound can also be improved by the same method
mentioned previously.
Using the derived upper bound a comparison can be made between m-sequences
of length 127 and Kronecker sequences of length 124. Table 5 shows the
m-sequences used along with their initial loadings and the bound on P(E).
These m-sequences are known [9] to have the minimum worst case absolute
value odd periodic crosscorrelation value of 23 and worst case absolute
value periodic crosscorrelation value of 17. Also in Table 5 the m-sequences
x and y of the Kronecker product construction are listed (including the
initial loadings) with the upper bound given. For this case, d = e=+l,+l,
-1,+1, i.e. the Barker sequence of length M = 4. As shown in the last example
for d and e being the same Barker sequence of length 4, 0 (k) = 4C (k) for
u,v x,y
0 <  k <  N, 0 (k) = 0 for N <  k <  3N and 4C (k-4N) for 3N <  k <  4N. Thus 
— — u, v — — u,v — —
by shifting the sequences x and y we can find the phase that minimizes the
maximum of C (m) 1-N < m < N-1 and therefore also minimize 0 (k). This 
x,y ' - ~ u,vv
was done for the m-sequences of length 31 in Table 5 to determine the initial
loadings. The maximum of |c TI(m) was 7 so the maximum of 10 (k)| is 28.1 x,y 1 u,v ‘
Notice the error bounds are nearly equal.
Poly.
211
Poly.
101111
Table 5. Upper bound on average error (E^/Nq
Length 127 m-sequences 
Loading Poly. Loading
0100000 217 1010011
Length 124 Kronecker sequences 
Loading Poly. Loading
00110 111101 10110
10 db).
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Upper bound on P(E)
1.3 X 10‘5
Upper bound on P(E)
1.4 X 10~5
CHAPTER 4 
SUMMARY AND DISCUSSION 
As mentioned in the introduction, a trade-off exists between good 
autocorrelation functions and crosscorrelation functions of sets of 
sequences. When the Kronecker product sequences are used in conjunction 
with the Barker sequences we obtain sequences that have good cross­
correlation functions as noted in Chapter 2. However, the autocorrelation 
properties (though not as good as m-sequences) are also fairly good.
4.1 Synchronization
Good autocorrelation properties are needed for ease of synchronization. 
Generally if the code sequence is a m-sequence of length P then on the 
average it will take a time equal to PT/2 to synchronize, where T is the 
time duration of the sequence. Now for the Kronecker product sequences, 
where x and y are m-sequences of length N and d and e are the same Barker 
sequence of length 4 considered earlier, we can first obtain synchron­
ization with the m-sequences in an average time equal to (N/2)(T/4) = NT/8 
and then obtain synchronization with the Barker sequence of length 4 in 
a time equal to (4/2)T = 2T. Thus to obtain total synchronization takes 
an amount of time equal to (NT/8 + 2T) on the average. For the case of 
N = 31 this is equal to (5.875)T. On the other hand for m-sequences of 
length 127 the average synchronization time is equal to (127/2)T = (63.5)T 
or approximately 11 times greater than for Kronecker sequences of length 
124. Thus even though the Kronecker sequences of length 124 do not have 
as good an autocorrelation function as the m-sequences, synchronization is 
obtained almost as easily and much faster.
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4.2 Optimization of Phases
For the case of the code sequence being m-sequences of length P we
can optimize with respect to any parameter by shifting the phases of the
two (or more) sequences. For example, we can minimize the maximum of
f. (1) > 0 < 1 < P-l} by shifting over all possible phases of the 
s, u
sequences s and t. When doing this we note that max{9 (A), 0 < JL < P-l]
s, t
does not change since the periodic autocorrelation is invariant to phase 
shifts (i.e., the number of times 9 (A) takes on a certain value remains
S y t
the same). If now we use Kronecker sequences of length P = MN we can first 
optimize the phases of the sequences x and y to minimize max{9 (k),
0 < k < P-l} and then optimize the phases of u and v to minimize 
max{9^ v (k), 0 < k < P-l} if necessary. Similarly we could shift x and 
y to minimize max{9u v (k), 0 < k < P-l}. Again the important point is 
that we optimize any parameter with respect to the phase of the x and y 
sequences of length N rather than optimizing sequences of length P = MN 
thus saving much computational work.
4.3 Structure of Sequences
In a S.S.M.A. system, sequences that appear to be random are desirable.
Sequences with properties that resemble noise are thus sought. The m-
n
sequences of length N = 2 -1 have many desirable properties similar to 
noise. It would seem that sequences with a great deal of sub-structure, 
such as the Kronecker sequences would not have as good a performance as 
those that had noise-like properties. However, for the Kronecker sequences 
considered the performance was similar to that of m-sequences with respect
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to error probability. Also synchronization can be obtained much faster 
than for m-sequences of similar lengths. The Kronecker product sequences 
thus can be used as sequences in a S.S.M.A. communications system with good 
performance in terms of synchronization time and inter-user interference.
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