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Many-body systems draw ever more physicists’ attention. Such an 
increase of interest often comes along with the development of new 
theoretical methods. In this thesis, a non-perturbative semiclassical 
approach is developed, which allows to analytically study many-body 
interference effects both in bosonic and fermionic Fock space and is 
expected to be applicable to many research areas in physics ranging 
from Quantum Optics and Ultracold Atoms to Solid State Theory and 
maybe even High Energy Physics.
After the derivation of the semiclassical approximation, which is 
valid in the limit of large total number of particles, first applications 
manifesting the presence of many-body interference effects are 
shown. Some of them are confirmed numerically thus verifying the 
semiclassical predictions. Among these results are coherent back-/
forward-scattering in bosonic and fermionic Fock space as well as a 
many-body spin echo, to name only the two most important ones.
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CHAPTER 1
Introduction
1.1 Classical Mechanics gone Quantum
1.1.1 The first quantum revolution
100 years ago, not only the first world war broke out, but also James
Franck and Gustav Hertz showed in their experiment that the electrons in
an atom can have only certain quantized energies [1]. The Franck-Hertz ex-
periment was the first experimental proof of the quantum nature of atoms,
and also resulted in a Nobel prize for Franck and Hertz in 1925. At that
time, Bohr’s heuristic atom model [2], which in a way could be considered
as the first semiclassical model since it used quantized but otherwise clas-
sical orbits, was considered to be the correct theory to describe the inner
structure of atoms.
The Bohr-Sommerfeld quantization rule actually yielded the correct
energy levels for the hydrogen atom even including fine structure. However,
although many physicists – among them Bohr, Born, Kramers, Lande´ ,
Sommerfeld and van Vleck – tried to compute it, the correct ground state
energy of Helium could not be reproduced [3].
This failure to compute the energy levels of Helium marked the end of
the “old quantum theory”. Finally, in 1925, works by Louis de Broglie,
Werner Heisenberg and Erwin Schro¨dinger culminated in the Schro¨dinger
equation [4]. A test of the thus developed “new quantum theory” is the
scattering of electrons on a Nickel cristal [5], which shows the same diffrac-
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tion pattern as the scattering of X-rays on Nickel cristals – by the way a
Nobel prize in 1914 for Max von Laue.
After the establishment of the new quantum theory, it became clear
that the Bohr-Sommerfeld quantization rule follows from the semiclassical
WKB or EBK approximation [6], respectively, such that denoting Bohr’s
atom model as a semiclassical description can actually be justified. How-
ever, WKB and EBK quantization is valid for classically integrable sys-
tems only, thus explaining the failure of the old quantum theory for He-
lium, which is a chaotic three-body system. On the other hand, within
the new quantum theory, the WKB approximation was the first connection
of a quantum object, namely the wave function, with classical trajecto-
ries and their actions. Such a connection was also established in 1928 by
van Vleck, who made use of probabilistic arguments, in order to approxi-
mate the quantum mechanical propagator in configuration space in terms
of classical trajectories starting and ending at the initial and final position,
respectively, and their actions [7]. It is worth to notice that van Vleck’s
result coincides for short times with Pauli’s short time approximation [8].
In 1948, Richard Feynman established another connection between the
quantum mechanical propagator in configuration space and paths connect-
ing the initial and final position [9]. However, in his path integral formal-
ism, it is not just the classical trajectories, one has to sum over, but over
all – classical and non-classical – paths, which ensures that also tunneling
effects are included. The latter is important to notice, since classical trajec-
tories do not tunnel, and therefore tunneling effects can not be resembled
by semiclassical descriptions based on classical trajectories, unless they are
incorporated artificially [10]. It was then Martin C. Gutzwiller [11], who
unfortunatelly died one year ago, who applied a stationary phase approxi-
mation [12–14] to Feynman’s path integral, in order to show that van Veck’s
result has to be modified by phases typically denoted as Maslov indexes,
given by the number of focal points of the trajectory [6]. This propagator
is nowadays referred to as van-Vleck-Gutzwiller propagator. The linearity
and the consequential interference of the quantum theory is thereby re-
sembled by the fact that the van-Vleck-Gutzwiller propagator is computed
from all classical trajectories joining the initial and the final position.
In the very same publication [11], Gutzwiller also showed, how to per-
form the Laplace transfromation of the van-Vleck-Gutzwiller propagator
from time to energy domain in order to arive at a semiclassical Green’s
function, which is then no longer given by classical trajectories with fixed
time, but with fixed energy. From the Green’s function, also the density of
states of a quantum system can be computed [15], and Gutzwiller’s approx-
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(a) Diagonal pair (b) Sieber-Richter pair
Figure 1.1: (a) A diagonal and (b) Sieber-Richter pair as those appearing
in the computation of the spectral form factor.
imation provides a way to also connect this quantum mechanical quantity
to classical trajectories. In fact, it was again Gutzwiller [16], who showed
that semiclassically, the density of states can be decomposed into a smooth
(Weyl) part [17] and an oscillatory part, where the latter is given by a sum
over periodic orbits. This is Gutzwiller’s famous trace formula, which is
valid for classically chaotic systems like – guess what – the Helium atom.
In addition, latest with Berry’s diagonal approximation [18], it became
evident that semiclassics is a very powerful tool for studying universal quan-
tum effects in single-particle systems. Among these effects are weak local-
ization [19–21], weak anti-localization [22, 23], coherent backscattering [24],
the decay of the Loschmidt Echo [25, 26] and the spectral form factor [18].
On the other hand, however, based on Bohiga’s, Giannoni’s and Schmidt’s
conjecture that systems with chaotic classical counterpart behave as if their
hamiltonian would be a random matrix [27], many random matrix theory
(RMT) results showed that the results obtained in diagonal approximation
were often only leading order effects. It then took until the beginning of the
new millenium to identify the next to leading order contributions for two
dimensional systems [28], which are now often denoted as Sieber-Richter
pairs (see Fig. 1.1(b) for a sketch of these pairs) or – more generally – loop
contributions. Within their approach, Martin Sieber and Klaus Richter
were also able to solve the problem of the missing normalization of the
transmission probabilities for open chaotic systems, which appears, when
sticking to the diagonal approximation [21].
The semiclassical approach has then been extended not only to include
higher order contributions, but also higher dimensions [29–38], and has
now for the spectral form factor been shown to be able to reproduce the
full RMT result [39]. Again, the corrections to leading order results in
single-particle systems have been studied extensively using this approach.
For instance, the conductance of a chaotic conductor has been calculated
to all orders in the inverse number of channels [34], as has been the den-
sity of states of Andreev Billiards [40, 41]. Within this approach, universal
conductance fluctuations [20, 42–44] could also be described. Moreover, it
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Figure 1.2: Three indistinguishable scattering processes, that give rise to
many-body interference.
has been applied to the Loschmidt echo [45, 46], the conductance and ther-
mopower of Andreev Billiards [47–49], transport of Bose-Einstein conden-
sates through chaotic conductors [50], transport moments of chaotic con-
ductors and Andreev Billiards [51–54]. Right now, even quantum graphs,
which have eigenvalues given by the zeros of Riemann’s Zeta Functions,
are under investigation [55]. Furthermore, this semiclassical approach to
quantum chaotic transport can reproduce Anderson localization [56–58].
This already pretty long, but surely not complete list of applications,
shows that semiclassics is very successful in describing universal quantum
effects of single-particle systems. However, the methods to describe uni-
versal quantum effects are not (or only with a huge effort) able to describe
many-body effects, if the total number of particles is large [59]. This is due
to the additional many-body interference depicted in Fig. 1.2 due to the in-
distuingishability of the particles and the necessary (anti-) symmetrization
associated with it.
1.1.2 Second quantization
Indistinguishability, and the fact that the symmetrization or antisym-
metrization of wave functions becomes intractable for large particle number
was the reason for the development of second quantization [60]. There, ev-
ery operator is written as a combination of so called creation and annihila-
tion operators, with coefficients which are determined by the corresponding
single-particle system, only. For the creation and annihilation operators
there are two possible interpretations. Either they create and annihilate,
respectively, a particle in a certain single-particle state, or a certain exci-
tation of the ground state. The first interpretation is commonly used in
quantum field theories [61], while the second one is used for example for the
description of the quantum harmonic oscillator [62]. Actually, these two
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interpretations are equivalent, since any excitation can be interpreted as a
quasi-particle [63]. When choosing the single-particle states in which the
creation and annihilation operators create or annihilate particles or excita-
tions as position states, the creation and annihilation operators are often
denoted as field operators [64].
To the author’s knowledge, the use of semiclassical methods in Fock
space is rather limited. For Bosons, these approaches are mainly based
on coherent states [65–69], initial value representations in terms of the
Herman-Kluk propagator [70, 71] or WKB and EBK approximations [72–
75]. While the latter is restricted to integrable systems, only, the first two
approaches can be applied to any system, no matter whether it is integrable
or not. If one wants to transfer the accomplishments in semiclassical meth-
ods for single-particle to many-body systems, they yield severe problems,
though.
While an initial value representation may be very advantageous for
numerical studies and integrable systems [71], it is not able to predict
universal features analytically, since especially the loop contributions are
not explicit in this case.
The coherent state propagator requires complex trajectories [65–69]
with complex action. Therefore, unlike the usual van-Vleck-Gutzwiller
propagator [11], for each trajectory the action not only contributes a phase,
but also a real exponential factor, which makes the usual argumentation of
strongly oscillating terms due to action differences of not correlated pairs
of trajectories impossible. However, this kind of reasoning is necessary in
order to be able to restrict the analysis to diagonal [18] and loop contri-
butions [21, 28–37]. It is worth to notice that “it may happen that the
complex trajectory is close enough to a real one [...]” (cf. [76]), such that
one can use a real trajectory, in order to approximate the contribution
of a complex one [67, 76, 77], “[...] if the latter is not too deep into the
complex plane.” (cf. [67]). However, as these statements already indicate,
it is highly questionable, whether this approximation can be generally ap-
plied systematically, and the proponents of this approximation themselves
recognized that it may give wrong or insufficient results [67, 76].
For fermions, the situation seems to be far worse. To the author’s
knowledge, rigorous semiclassical approaches in Fock space are so far re-
stricted to spin-chains [65, 69], which describe essentially distinguishable
particles, since each particle is fixed to one position. For systems with spin-
orbit interactions, kind of hybrid systems have been introduced, where the
orbital degrees of freedom are treated in configuration space, while for the
spins coherent states are used [23, 78–84].
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(a) (b)
Figure 1.3: Classical (a) vs. quantum (b) discrete time random walk:
While in the classical random walk, the particle goes either to the left or
to the right at each step, in the quantum random walk the wave function
splits up at each step and interferes.
The problem with a semiclassical approach in Fock space is that due
to the antisymmetry of the fermions, coherent states are described by anti-
commuting Grassmann variables [61, 64] and therefore a stationary phase
approximation to the straight forward coherent state path integral for in-
stance yields as classical limit Grassmann valued equations of motions and
actions. This is probably the reason, why the theories closest to a semiclas-
sical one in fermionic fock space are up to now quaiclassical approaches,
where a heuristic classical Hamiltonian is imposed [85, 86].
The aim of this thesis is to address and – if possible – lift these issues
of semiclassical approaches in Fock space for both, Bosons and Fermions.
Once such semiclassical approaches are successfully derived, one may start
to dream a little bit in which research areas they may be applied.
1.2 The Connection to Various Research Fields
1.2.1 Quantum Optics
To start with non-interacting systems, one possible field of application
could be quantum walks [87–91], which became of special importance in the
context of quantum computation [92] and quantum search algorithms [93].
While “In classical random walks, a particle starting from an initial site on
a lattice randomly choses a direction and then moves to a neighboring site
accordingly” (cf. [91]), in a quantum random walk, the wave function of a
1.2. THE CONNECTION TO VARIOUS RESEARCH FIELDS 7
J
Figure 1.4: Schematic picture of seven ultra-cold atoms in an optical lat-
tice consisting of five magneto-optical traps. The atoms can tunnel from
one trap to a neighbouring one with a probability given by the hopping
amplitude J .
particle splits at each site into two components, which finally will interfere
again [94]. Such quantum walks are mainly performed using photons.
Quantum walks based on photons are usually classified as follows: In
discrete time quantum walks, beam splitters are used, such that for discrete
time steps, a photon can enter one of two wave guides [90, 95–97]. It is
worth to mention the easiest case of a discrete time quantum walk having
just one beam splitter, namely the well known Hong-Ou-Mandel effect [98].
In continuous time quantum walks, on the other hand, several waveguides
are arranged periodically close to each other, such that a photon can tunnel
from one wave guide to the other one [91, 99–101]. In both cases, time can
due to the fixed speed of photons (namely the speed of light), be mapped
to the position of the photon along a certain direction [102], which is often
chosen to be the z-direction.
Interestingly, even disorder can be realized in these systems. For beam
splitter this is by implying so called coin operators, which – classically
speaking – change the probability to go to either side [97], while for waveg-
uide arrays the refractive index can be adjusted for each wave guide sepa-
rately [91]. The fact that, for waveguide arrays the system can be changed
by changing the waveguides only, also allows for instance to study nonlinear
effects [102, 103].
Since these experiments are usually done with one single [91, 95, 97, 99,
102, 103] or two photons [96, 100], these experiments can not be described
using classical electrodynamics. However an approach based on a Hamilto-
nian given in terms of creation and annihilation operators as the one which
will be considered in this thesis may be applied.
Finally, quantum walks are not only possible by using photons, but also
with ultra-cold atoms and ions [104–108].
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1.2.2 Ultra-cold Atoms in Optical Lattices
These systems consist of several atoms, which are at very low tem-
peratures (usually a few nK) trapped in a periodic potential built up by
interfering laser beams, which are adjusted such that they form standing
waves [109] and are generally described by Hubbard models [110]. An op-
tical lattice consisting of five magneto-optical traps, which are often also
denoted as sites, and seven particles is schematically shown in Fig. 1.4.
An advantage of these systems is their vast controllability [111]. By
using Feshbach resonances [112–115] for instance, the scattering length,
which in turn determines the interaction strength, can be adjusted and
tuned within a wide range [116, 117].
Additionally, by increasing the intensities of the used laser beams, the
tunneling probability, i.e. the probability for an atom to tunnel from one
well of the optical lattice to another one, can be decreased, resulting in a
relative increase of the interactions compared to the kinetic energy, which
is often denoted as hopping amplitude. If the tunneling probability is in-
creased so far that the hopping amplitude is much smaller than the interac-
tion strength, the energy is dominated by the latter and tunneling from one
well to an other is energetically suppressed or even forbidden. This regime
is called the Mott insulating phase [118, 119] and for ultra-cold atoms it is
accessible by the prescribed procedure. In fact, when increasing the laser
intensity, bosonic ultra-cold atoms undergo a quantum phase transition
from a superfluid to a Mott insulating phase [120, 121].
For Fermions the Mott insulating phase also appears when the hopping
amplitude is not negligible but much smaller than the interaction strength
for half filling and a phase transition from Mott insulating to superconduct-
ing can be achieved by hole doping, i.e. by removing particles [122–124].
For fermions, the Mott insulating ground state is also predicted to be an-
tiferromagnetic [123].
The Mott insulating phase also allows a simple scheme for loading an
optical lattice with atoms [125–127]. In the same way, it can be used, for
fixing the atoms after time evolution and determine the number of atoms
in each well by high resolution imaging techniques [128, 129].
Finally, the energy of each well of the periodic potential can also be
adjusted individually, thus giving the possibility to create optical disorder
[130] and, despite the fact that atoms have no electrical charge (therefore
a magnetic field does not have any effect on their motion) time reversal
invariance can be broken by artificial [131–134] and synthetic gauge fields
[135].
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These properties and especially the high controllability of the systems
suggest that ultra-cold atoms can be used as simulators for condensed mat-
ter systems [111, 125] like for example graphene [136]. Since recently also
spin-orbit interaction have been realized with ultra-cold atoms [137–139],
one could also think of simulating spintronics in optical lattices.
1.2.3 Spintronics
Spintronics is essentially the investigation of spin related effects, mainly
solid state systems, and aims towards a spin-based, rather than the con-
ventionally charge-based, information transport [140–142]. The punchlines
there, are e.g. the generation of spin polarization, injection of spin polar-
ized currents as well as possibilities to manipulate and measure them. Very
often hetero-structures composed of ferromagnetic materials and semicon-
ductors or ferromagnetic and insulating materials are used. In these sys-
tems, the ferromagnets serve as injectors or detectors of spin polarization.
Very prominent effects in such hetero-structures are giant magnetoresis-
tance (GMR) [143, 144] and tunneling magnetoresistance (TMR) [145].
For both, GMR and TMR, the (electrical) resistance is much larger if the
magnetizations of the two ferromagnetic layers have opposite directions
than if they are parallel. The difference in the setup between them is
that for GMR a semiconductor is placed between two ferromagnets, while
for TMR a so called magnetic tunnel junction is used, where an insulator
(=tunneling barrier) is sandwiched by two ferromagnets. These two effects
also made successfully their way to industrial applications and have been
established in read heads in hard disk drives.
Another effect, which seems to be on its way to industrial applications
in so called racetrack memory [142] are spin transfer torque effects [146].
In these effects, spin-polarized particles crossing a domain wall in a ferro-
magnetic material transfers its magnetic moment to the substrate and thus
moves the domain wall.
Relativistic effects like Bychkov-Rashba [147] and Dresselhaus spin-
orbit interactions [148] are also important in spintronics. For instance,
they are the key elements of spin-hall [149, 150], quantum spin hall [151–
154] and spin-based transistors [155]. While spin hall and quantum spin
hall effect are both based on the fact that due to intrinsic spin-orbit in-
teraction particles with spin up and spin down, respectively, moving in
the same direction are dragged to opposite directions perpendicular to the
overall direction of the current, in the spin field effect transistor [155] the
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spin orbit interaction strength is determined by an external gate voltage.
The spin-orbit coupling then leads to spin-precession of the crossing parti-
cle. The source and drain are magnetized, such that the electrons entering
are also spin-polarized and can enter the drain only if the spin-precession
is such that their spins are parallel to the magnetization in the drain.
So far, spintronics mainly focuses on single-particle effects [140–142,
156], for which using a Fock space approach of indistinguishable particles is
not quite reasonable. However, for studying many-body effects in spintron-
ics devices, the techniques developed in this thesis might be of particular
help.
1.2.4 Many-Body effects in condensed matter physics
More generally, it is important to study many-body effects in condensed
matter systems. Well known amongst these are for instance the Coulomb
blockade [157–163], inelastic and elastic co-tunneling [164–168] and the
Kondo effect [168–170]. The Coulomb blockade arises due to the Coulomb
repulsion of the electrons in a quantum dot coupled to leads via tunnel
junctions. This repulsion implies a large energy cost in order to add a
further electron which in turn results in peaks of the current-voltage char-
acteristic only for specific voltages corresponding to the energy needed in
order to add a electron to the quantum dot.
In quantum dots, cotunneling, where two electrons – one into the quan-
tum dot and one out of the quantum dot – tunnel at the same time, and
the Kondo effect are corrections to the Coulomb blockade at low temper-
atures. The Kondo effect originally refers to a minimum of the resistance
as a function of temperature in a metal [170] due to scattering off mag-
netic impurities, where the impurity and the electron exchange their spin.
Nowadays, the Kondo effect is mainly studied in quantum dots and carbon
nanotubes [168, 171–188] and became a test case for many-body theories
in condensed matter physics [189–196].
Due to their similarities, quantum dots are also regarded as artificial
(two dimensional) atoms [177, 197, 198] and even the formation of artificial
molecules [199–201] is possible using quantum dots.
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1.2.5 Chemical Physics
Real Atoms and Molecules, on the other hand, are the central objects in
chemistry. In fact, the chemical physics community has made extensive use
of semiclassical methods and played an important role in their development
[70, 202–209].
Starting with Ref. [209] Miller and coworkers started the study of molec-
ular collisions, which give rise to electronic transitions within the molecules
and succeeded to describe resonance effects [210]. There, the electronic de-
grees of freedom have been treated semiclassically, while the nuclear motion
was incorporated classically [209]. After that, in order to be able to de-
rive electronic and nuclear motion on the same footing, they turned to
deriving a classical theory of these collisions [85, 211–213]. These classical
approaches are basically determined by a mapping of angular momenta,
including spin, to classical action angle varibles [202, 214].
Motivated by this process, Miller and White tackled the problem of de-
riving a classical Hamiltonian for a second quantized fermionic Hamilonian
already in 1986 [86]. By using similar techniques they managed to derive
a Schwinger representation of the angular momentum [215]. Later on, it
has been used heuristically in a semiclassical initial value representation
including Langer substitutions [216].
The thus developed techniques have also been applied to electronic
transport through a single quantum dot [217], two coupled quantum dots
[218] and molecular junctions [219].
The problem with the Meyer-Miller-Stock-Thoss approach developed
in [85, 86, 215, 216] is, however, that the Fock states, i.e. those states
with well defined occupations of the single-particle states, are fixed points
of the classical motion [220]. Moreover, it is based on heuristic mapping
approaches, instead of a rigorous derivation by means of a path integral,
where the classical Hamiltonian appears naturally. Finally, it does not
yield any insight, what the effective Planck constant h¯eff , i.e. the small
parameter in a stationary phase analysis of the path integral, actually is.
1.3 Outline of this thesis
During this thesis, an answer to this last question, what the effective
Planck constant is, will be also given. This will be accomplished by first
deriving an exact path integral both for Bosons and Fermions based on
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complex variables, which will also determine the classical limit of the second
quantized theory.
Before that, however, a brief introduction to the basic concepts used
during this thesis will be given in the first part. This introduction contains
a short review of the derivation of the path integral and the van-Vleck-
Gutzwiller propagator in configuration space in Chapter 2, the basic con-
cepts of second quantization as well as important states in Fock space and
their properties in Chapter 3 for both, Bosons and Fermions.
The second part, finally, is dedicated to the construction of path in-
tegrals and semiclassical approximations for the propagator in Fock space
based on complex variables for Bosons in Chapter 4 as well as for Fermions
in Chapter 5. For the bosonic proapgator, it is also shown that the semi-
classical approximation fulfills the semi-group property.
The thus derived bosonic propagator is applied in Part III to bosonic
many-body systems, starting with non-interacting systems like quantum
walks in photonic wave guide arrays in Chapter 6, and then turning to
describing coherent backscattering in Fock space for interacting particles
in Chapter 7, many-body transport of interacting Bosons in Chapter 8 and
finally to the fidelity decay for interacting ultra-cold atoms in Chapter 9.
Similarly, in the fourth part of this thesis, fermionic many-body interfer-
ence effects are considered by applying the approach derived in Chapter 5.
These interference effects are enhanced and vanishing transition probabili-
ties between Fock states, which are investigated in Chapter 10, as well as a
many-body spin echo resulting from an intermediate manipulation of spins
in Chapter 11 and a related quantity, which is here denoted as spin fidelity
in Chapter 12.
Finally, concluding remarks as well as future perspectives are given in
Chapter 13.
Part I
Basic concepts
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CHAPTER 2
Semiclassics for
Single-Particle Systems
2.1 The Path Integral Representation of the
Propagator
2.1.1 The quantum mechanical propagator
Semiclassics as it is understood through out this thesis, is based on a
stationary phase approximation to the quantum mechanical propagator (or
time evolution operator), which is defined as the operator which connects
the state |ψ(ti)〉 at initial time ti with the one at final time tf , |ψ(tf )〉 by
[221]
|ψ(tf )〉 = Kˆ(tf , ti) |ψ(ti)〉 . (2.1)
Since in quantum mechanics |ψ(t)〉 satisfies the time dependent Schro¨dinger
equation
ih¯
∂
∂t
|ψ(t)〉 = Hˆ(t) |ψ(t)〉 ,
the propagator is the solution to the operator differential equation [13, 62]
ih¯
∂
∂t
Kˆ(t, ti) = Hˆ(t)Kˆ(t, ti), (2.2)
with initial condition
Kˆ(tf = ti, ti) = 1ˆ, (2.3)
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where Hˆ(t) is the (time-dependent) quantum mechanical Hamilton oper-
ator (or in short, quantum Hamiltonian), 1ˆ is the unity operator, t is the
time, i is the imaginary unit and h¯ is Planck’s constant.
Formally, the solution of eqns. (2.2,2.3) can be written as [62, 221]
Kˆ(tf , ti) = Tˆ exp
− i
h¯
tf∫
ti
dtHˆ(t)
 , (2.4)
where Tˆ is the time ordering operator, which sorts the factors of the product
right to it such that their time arguments decrease from left to right, e.g. for
a product of two operators Aˆ1(t) and A2(t) [13, 62],
Tˆ Aˆ1(t1)Aˆ2(t2) =
{
Aˆ1(t1)Aˆ2(t2) if t1 ≥ t2,
Aˆ2(t2)Aˆ1(t1) if t2 > t1.
More generally, for n operators Aˆ1(t), . . . , Aˆn(t),
Tˆ
n∏
j=1
Aˆj(tj) =
∑
σ∈Sn
n−1∏
j=1
Θ
(
tσ(j) − tσ(j+1)
) n∏
j=1
Aˆσ(j)(tσ(j)), (2.5)
where the product
∏
j is defined such that j increases from left to write,
and Sn is the symmetric group of n, i.e. the group of all n-permutations,
and
Θ(x) =
{
1 if x ≥ 0,
0 if x < 0.
is the Heaviside step function. A product of the form (2.5) is often also
denoted as time-ordered product.
The combination Tˆ exp (. . .), as it appears in (2.4) and is usually called
time-ordered exponential, should be evaluated by first expanding the ex-
ponential using its Taylor series and after that applying the time ordering
operator to each summand individually. Note that, although[
Hˆ(t), Hˆ(t)
]
−
= 0,
the Hamiltonian at time t does in general not commute with the Hamilto-
nian at time t′, [
Hˆ(t), Hˆ(t′)
]
−
6= 0.
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Here
[
Aˆ, Bˆ
]
−
denotes the commutator of the operators Aˆ and Bˆ.
In order to further evaluate the propagator, one has to choose a cer-
tain basis. In principle, one could choose any basis, however since this
part is meant for illustration of the basic methods used later on only the
configuration space basis, given by the position eigenstates |r〉 is used here.
Inserting a unit operator in terms of position eigenstates [221, 222],
1ˆ =
∫
dDr |r〉 〈r| , (2.6)
where D is the spatial dimensionality of the systemm, in (2.1) and project-
ing it to the position eigenstate |r〉 yields for the evolved wavefunction in
configuration space [223]
ψ (r, tf ) =
∫
dDr′K
(
r, tf ; r
′, ti
)
ψ
(
r′, ti
)
,
where ψ(r, t) = 〈r|ψ(t)〉 and
K
(
r, tf ; r
′, ti
)
=
〈
r
∣∣∣ Kˆ (tf , ti) ∣∣∣ r′〉 (2.7)
is the propagator in configuration space representation. The modulus
square of this complex quantity then yields the probability that if a particle
is at time ti at position r
′, it is found at time tf at position r. Therefore,
by choosing the initial state to be a Dirac delta in configuration space,
ψ(r′, ti) = δ (r′ − r), due to the normalization of the wave function,∫
dDr′
∣∣K (r′, tf ; r, ti)∣∣2 = 1.
Moreover, the initial condition of the propagator (2.3) reads in configura-
tion space
K
(
r′, t; r, t
)
= δ
(
r′ − r) .
Finally, the time evolution operator has to be unitary and satisfy [13]
Kˆ(tf , t)Kˆ(t, ti) = Kˆ(tf , ti)
for any time t, i.e. propagating a state twice in time has to result in the same
wave function as propagating it once over the whole duration. Moreover,
it has to be unitary [13]. Thus, the propagator in configuration space has
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to satisfy the semi-group properties∫
dDr′′K
(
r′, tf ; r′′, t
)
K
(
r′′, t; r, ti
)
=K
(
r′, tf ; r, ti
)
, (2.8a)∫
dDr′′K∗
(
r′′, tf ; r′, t
)
K
(
r′′, t; r, ti
)
=K
(
r′, tf ; r, tf
)
, (2.8b)
for any arbitrary time t.
2.1.2 The Path integral
Despite all these nice properties, one still has to evaluate the time or-
dered product, in order to find the propagator in configuration space rep-
resentation, a very difficult problem without general solution. However,
Feynman found a way out of this problem by his famous path integral
approach [9]. Here we follow mainly Refs. [12, 13].
First, Trotter’s formula [224] is used, in order to split the time ordered
exponential into an (infinite) product of exponentials with (infinitesimaly)
small time steps [12, 13],
Tˆ exp
 i
h¯
tf∫
ti
dtHˆ(t)
 = lim
M→∞
M∏
m=1
exp
[
− iτ
h¯
Hˆ(tf −mτ)
]
, (2.9)
where τ = (tf − ti) /M . Recall that the product is defined such that the
value of m increases from left to right.
Using (2.9) in (2.7), inserting a unit operator in position representation
(2.6) between ever two exponentials and finally a unit operator in momen-
tum representation [222],
1ˆ =
∫
dDp |p〉 〈p| ,
left to every exponential, yields the path integral representation of the
propagator in position space,
K
(
r, tf ; r
′, ti
)
= lim
M→∞
∫
dDp0
∫
dDr1
∫
dDp1 . . .
∫
dDrM
∫
dDpM
M∏
m=0
〈rm+1 |pm〉
〈
pm
∣∣∣∣ exp [− iτh¯ Hˆ (ti +mτ)
] ∣∣∣∣ rm〉,
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where r0 = r
′ and rM+1 = r. The matrix elements can then be evaluated
by making use of the fact that the quantum Hamiltonian has the form
Hˆ =
1
2µ
pˆ2 + V (rˆ),
where µ is the mass of the particle, V (r) the potential and pˆ and rˆ the
momentum and position operator, respectively. Using the Baker-Campbell-
Hausdorff formula [13], in the limit M →∞, each exponential can be split
into two exponentials, where the first one consists of the momentum and
the second one depends on the position operator, only. Note that this does
not apply in the presence of magnetic field, however one can show that the
final form of the path integral is the same up to replacing the momentum
p by p− qcA(r) with q, c and A being the charge of the particle, the speed
of light and the vector potential, respectively [12]. Then, one can let act
every momentum operator to the left and every position operator to the
right, finally yielding [12, 13]
K
(
r, tf ; r
′, ti
)
=
lim
M→∞
∫
dDp0
(2pih¯)D
∫
dDr1
∫
dDp1
(2pih¯)D
. . .
∫
dDrM
∫
dDpM
(2pih¯)D
exp
{
i
h¯
M∑
m=0
[pm · (rm+1 − rm)− τH (pm, rm; ti +mτ)]
}
,
(2.10)
with the classical Hamiltonian resulting from the quantum one by replac-
ing the momenum and position operator by real numbers, which are the
momentum and position, respectively,
H (p, r) =
p2
2µ
+ V (r) . (2.11)
Eq. (2.10) is often written in the short-hand notation [13]
K
(
r, tf ; r
′, ti
)
=
r∫
r′
D [p(t), r(t)] exp
(
i
h¯
R [p(t), r(t)]
)
,
where the limits of the integral indicate that the initial and final positions
are fixed to r′ and r, respectively and
R [p(t), r(t)] =
tf∫
ti
dt [p · r˙−H (p(t), r(t); t)]
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is the action of the path (p(t), r(t)).
The name “path integral” comes from the fact that the integral∫
D [p(t), r(t)] . . .
runs over all paths in phase space. These paths, which are schematically
depicted in Fig. 2.1(a), are neither restricted to the (classically) allowed
regions nor do they need to be smooth.
Finally, making use of the form (2.11) of the classical Hamiltonian the
integrals over the intermediate momenta can be carried out [12, 13],
K
(
r, tf ; r
′, ti
)
=
lim
M→∞
∫
dDr1 . . .
∫
dDrM
exp
{
iτ
h¯
M∑
m=0
[
µ
2τ (rm+1 − rm)2 − τV (rm)
]}
(2piih¯τ/µ)
D(M+1)
2
,
(2.12)
which finally connects the propagator with the Lagrange function of the
system by [13, 94]
K
(
r, tf ; r
′, ti
)
=
r∫
r′
D [r(t)] exp
(
i
h¯
R [r˙(t), r(t)]
)
, (2.13)
with the action of the path (r˙(t), r(t))
R [r˙(t), r(t)] =
tf∫
ti
dtL (r˙(t), r(t); t) =
tf∫
ti
dt
(µ
2
r˙2(t)− V (r(t))
)
.
It is important to notice that the path integral runs over paths that are
not necessarily restricted to the classically allowed region.
The huge advantage of the path integral representation is that one
clearly sees the origin of interference: There are essentially an infinite num-
ber of possible paths a particle can take. However, during its evolution it
will pick up a phase, which is given by the action of this path, and therefore
every path yields a different phase. Finally, all paths add up and therefore
interference occurs.
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(a) Possible paths summed
over in the path integral
(b) Classical paths among the
quantum ones shown in (a) se-
lected by the stationarity con-
dition
Figure 2.1: Selection of classical paths due to the stationary phase con-
dition. The shaded areas mark classically forbidden regions. While the
quantum paths can be non-smooth and cross these regions the classical
ones can not
2.2 The Semiclassical Approximation
The path integral (2.12) is also the starting point for the semiclassical
approximation to the propagator. It is based on the observation that in
many relevant cases, the actions are much largher than h¯. Then the inte-
grals in (2.12) can be evaluated using the stationary phase approximation
[11].
2.2.1 Stationary phase approximation
The stationary phase approximation is a method to evaluate integrals
of the form
I =
∞∫
−∞
dxg(x) exp [iλf(x)] ,
where λ 1 is a large parameter and g(x) a smooth function. As illustrated
for the case of the integral representation for the Bessel function in Fig. 2.2,
the integrand oscillates very fast as a function of x except for those values
of x close to the stationary points x1, . . . , xn of f , for which
∂
∂x
f(x)
∣∣∣∣
x=xj
= 0. (2.14)
Therefore, one first splits the integral into n integrals, where the j-th in-
tegral runs over an interval containing the j-th stationary point and the
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(a) Comparison between the exact (red) in-
tegrand and the one in the stationary phase
approximation (blue) for the integral rep-
resentation of the fifth Bessel function at
x = 65.
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(b) Argument of the integrand for the inte-
gral representation of the fifth Bessel func-
tion at x = 65.
Figure 2.2: The integrand of the integral-representation of the n-th Bessel
function, Jn(x) =
∫ pi
0 τ cos [nτpi − x sin (τpi)], strongly oscillates except in
the region around x ≈ 0.47549 ((a), where the argument of the cosine is
stationary (b). Therefore, the main contribution to the integral stems from
this region.
exponential is expanded up to second order around the stationary point.
Dropping the higher order contributions of f(x) yields an error of the order
of 1/λ [12]. Since the main contributions to I stem from regions close to the
stationary points – more precisely from the interval [x− 1/√λ, x+ 1/√λ]
[12] – each integral can be extended to the whole real axes,
I ≈
n∑
j=1
∞∫
−∞
dxg(x+ xj) exp
[
i
h¯
(
f(xj) +
1
2
f ′′(xj)x2
)]
,
with f ′′ denoting the second derivative of f . Fig. 2.2(a) shows for the case
of the Bessel function how this approximation indeed resembles the exact
integral, within the region where it varies slowly, very well. Expanding
g(x− xj) around zero then allows to compute the integrals term by term,
where the contributions from the x-dependent terms of g again lead to
contributions of the order 1/λ, whereas the leading order contribution is
of the order of 1/
√
λ [12]. Thus, finally I is within the stationary phase
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approximation given by [12, 13]
I ≈
n∑
j=1
g(xj)
√
2pii
λf ′′(xj)
exp [iλf(xj)]
=
n∑
j=1
g(xj)
√
2pi
λ |f ′′(xj)| exp
[
iλf(xj) + i
pi
4
sign
(
f ′′(xj)
)]
.
(2.15)
with an error of the order 1/λ.
For higher dimensional system, the same steps can be performed and
yields for scalar functions g(x) and f(x) [14]∫
dDxg(x) exp [iλf(x)] ≈
n∑
j=1
g(xj)
√
(2pii)D
λD det ∂
2f
∂x2
(xj)
exp [iλf(xj)]
=
n∑
j=1
g(xj)
√√√√ (2pi)D
λD
∣∣∣det ∂2f∂x2 (xj)∣∣∣ exp
[
iλf(xj) + iβ (xj)
pi
4
]
=
n∑
j=1
g(xj)
√√√√ (2pii)D
λD
∣∣∣det ∂2f∂x2 (xj)∣∣∣ exp
[
iλf(xj)− iν (xj) pi
2
]
,
(2.16)
where
β (x) = D − 2ν (x) ,
and ν(xj) is the number of negative eigenvalues of the matrix of second
derivatives of f . Thus, β(x) is the difference in the number of positive and
negative eigenvalues of ∂2f/∂x2.
Note that since in semiclassics this approximation is used frequently, it
is also called the semiclassical approximation. Moreover, since the station-
ary phase approximation requires a large parameter in the phase, which is
in semiclassics usually 1/h¯, the inverse of the large parameter, i.e. in this
section 1/λ is called the effective Planck’s constant h¯eff
2.2.2 The van-Vleck-Gutzwiller Propagator
It was Martin C. Gutzwiller [11], who first applied the stationary phase
approximation (2.16) to Feynman’s path integral (2.12). In terms of func-
tional derivatives the stationarity condition (2.14) for the propagator reads
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δ
δr(t)
R [r˙(t), r(t)] =
d
dt
∂L
∂r˙(t)
− ∂L
∂r(t)
= 0, (2.17)
still with fixed boundary conditions r(ti) = r
′ and r(tf ) = r. Eq. (2.17)
is exactly Hamilton’s principle of the least action and leads to the Euler-
Lagrange equations. Thus, the stationary phase approximation selects from
all paths only the classical trajectories starting at intitial position r′ and
ending at the final one r (see Fig. 2.1 for a schematic example). Note that,
in general, there might be several classical trajectories joining the two end
points and thus following Eqns. (2.15,2.16) the semiclassical propagator
will be a sum over classical trajectories, rather than just one term.
The semiclassical propagator in configuration space has thus the form
K(sc)
(
r, tf ; r
′, ti
)
=∑
γ:r′→r
Aγ
(
r, tf ; r
′, ti
)
exp
[
i
h¯
Rγ
(
r, tf ; r
′, ti
)
+ iνγ
(
r, tf ; r
′, ti
) pi
2
]
,
where the sum runs over all trajectories of the corresponding classical sys-
tem joining the inital and final points r′ and r,
Aγ
(
r, tf ; r
′, ti
)
= lim
M→∞
( µ
2piih¯τ
)D
2
∣∣∣∣det τµδ2RM
∣∣∣∣− 12 (2.18)
is the semiclassical amplitude and νγ (r, tf ; r
′, ti) is the number of negative
eigenvalues of
δ2RM =
∂2
∂ (r1, . . . , rM )
2
M∑
m=0
[ µ
2τ
(rm+1 − rm)2 − τV (rm)
]
,
which is the matrix of the second derivatives of the (discrete) action. Both,
the semiclassical amplitude Aγ and the phase νγ have to be evaluated in
the limit M →∞ and along the classical trajectory γ.
Connecting Aγ and νγ with classical quantities is the actual achieve-
ment of Gutzwiller’s work [11]. He recognized that Morse’s theory [225, 226]
identifies νγ with the number of conjugate points of the trajectory γ.
Therefore, νγ is also called Morse index. A conjugate, or sometimes also
called focal point, of a trajectory is the position, at which the deriva-
tive ∂r(t)/∂p(ti) vanishes, i.e. all trajectories, starting at the same ini-
tial position r′, but with slightly different momenta within the interval
[p(ti)− δp/2,p(ti) + δp/2] will cross each other at time t in the conjugate
point r(t) [6] (see Fig. 2.3).
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Conjugate point
r′
r
Figure 2.3: Points in configuration space, at which trajectories with slightly
different initial momenta but same initial position coincide are called con-
jugate points.
The connection of det δ2RM with a classical quantity can be found
following e.g. [14]. First, one notices that the matrix δ2RM is block-
tridiagonal,
δ2RM =
µ
τ

d1 −ID 0 . . . 0
−ID d2 −ID 0 . . . 0
. . .
0 . . . 0 −ID dM−1 −ID
0 . . . 0 −ID dM
 ,
where dj = 2ID − τ2µ ∂V∂r2 (rj) and ID is the D × D unit matrix. Since
the off-diagonal entries are unit matrices and therefore commute with the
diagonal ones, one can formally expand the determinant GM = det
τ
µδ
2RM
along the last row, which yields the recursion relation
GM = det (dM )GM−1 −GM−2,
with the initial conditions G1 = det d1 and G0 = 1.
On the other hand, from the stationarity condition for rM−1, one finds
rM = 2rM−1 − τ
2
µ
∂V
∂r
(rM−1)− rM−2,
which after taking the derivative with repsect to r1 and taking the deter-
minant turns into
det
∂rM
∂r1
= det
[(
2ID − τ
2
µ
∂2V
∂r2
(rM−1)
)
∂rM−1
∂r1
]
− det ∂rM−2
∂r1
= det (dM−1) det
∂rM−1
∂r1
− det ∂rM−2
∂r1
.
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The initial conditions for this determinant are given by
det
∂r1
∂r1
= 1
det
∂r2
∂r1
= det d1.
Therefore GM can be identified to be
GM = det
∂rM+1
∂r1
= det
µ
τ
∂rM+1
∂p0
,
where in last equality, r1 = r0 +
τ
µp0, with p0 being the initial momentum,
has been used. Thus, using p0 = −∂Rγ(r,tf ;r
′,ti)
∂r′ , (2.18) finally becomes
Aγ
(
r, tf ; r
′, ti
)
=
1
(2piih¯)
D
2
∣∣∣∣det ∂2Rγ (r, tf ; r′, ti)∂r∂r′
∣∣∣∣
1
2
and therefore the semiclassical propagator in configuration space is finally
given by the van-Vleck-Gutzwiller propagator
K(sc)
(
r, tf ; r
′, ti
)
=
∑
γ:r′→r
1
(2piih¯)
D
2
√∣∣∣∣det ∂2Rγ∂r∂r′
∣∣∣∣ exp( ih¯Rγ + ipi2 νγ
)
.
(2.19)
Previous to Gutzwiller, van-Vleck already derived (2.19) from statistical
arguments [7], however missed the phase given by the Morse index. There-
fore, in order to get the correct phases, the semiclassical propagator should
always be computed using the stationary phase approximation.
Moreover, for small propagation times, in (2.19) only one classical tra-
jectory contributes, and thus the van-Vleck-Gutzwiller propagator turns
into the short time propagator found by Pauli [8]. This equality shows
that for times smaller than a certain time scale, called Ehrenfest time tE ,
the quantum evolution follows the classical one.
Finally, it should be noted that the stationary phase approximation
becomes exact if g(x) = const. and f(x) is a quadratic polynomial. There-
fore, if the quantum Hamiltonian is quadratic in pˆ and qˆ, like for the free
particle or the harmonic oscillator, the semiclassical van-Vleck-Gutzwiller
propagator (2.19) is exact.
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2.3 Semiclassical Perturbation Theory
One important and frequently used tool in semiclassics is the semiclas-
sical perturbation theory. In conventional semiclassics it is mainly used in
order to include a weak magnetic field.
Although, it is widely used, there does not seem to be any reference for
the derivation of the semiclassical perturbation theory on the level of the
propagator, so it will be presented here.
Suppose, the quantum Hamiltonian can be decomposed into a non-
perturbed one, for which for simplicity here momentum and position oper-
ators are assumed to be separated, plus some small perturbation,
Hˆ = Hˆ0 + Vˆ1 =
pˆ2
2µ
+ V0 (rˆ) + V1 (pˆ, rˆ) ,
where  is a measure of the strength of the perturbation.
When pluggin in this hamiltonian into the discrete path integral (2.10)
and expanding the exponential in powers of , one finds
K
(
r, tf ; r
′, ti
)
=
lim
M→∞
∫
dDp0
(2pih¯)D
∫
dDr1
∫
dDp1
(2pih¯)D
. . .
∫
dDrM
∫
dDpM
(2pih¯)D
exp
{
i
h¯
M∑
m=0
[pm · (rm+1 − rm)− τH0 (pm, rm; ti +mτ)]
}
×
∞∑
k=0
(−iτ)k
h¯kk!
[
M∑
m=0
V1 (pm, rm)
]k
.
(2.20)
Note that this formula also represents an expansion in terms of Feynman
diagrams, where the k-th term in the sum yields those diagrams where the
system is evolved under the unperturbed Hamiltonian k+1 times with one
scattering event due to the perturbation occurs between each evolution.
On the other hand, the semiclassical perturbation theory is achieved
by evaluating the integrals in (2.20) in a stationary phase approximation.
Since the stationary points are determined by the exponent only, the per-
turbation has no effect on the classical trajectory, i.e. the sum will still be
over the unperturbed trajectories.
After taking the limit M → ∞, one obtains the van-Vleck-Gutzwiller
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propagator in semiclassical perturbation theory,
K(sc)
(
r, tf ; r
′, ti
)
=
∑
γ0:r′→r
1
(2piih¯)
D
2
√∣∣∣∣det ∂2Rγ0∂r∂r′
∣∣∣∣exp( ih¯Rγ0 + ipi2 νγ0
)
×
∞∑
k=0
1
k!
−i
h¯
tf∫
ti
dtV1 (µr˙γ0(t), rγ0(t))

k
.
Note that for a classical trajectory the relation p = µr˙ holds, such that the
perturbation is evaluated at the classical momentum and position and is
finally integrated over time.
Finally, the expansion in powers of  can be undone, such that the
semiclassical perturbation theory is finally given by
K(sc)
(
r, tf ; r
′, ti
)
=
∑
γ0:r′→r
1
(2piih¯)
D
2
√∣∣∣∣det ∂2Rγ0∂r∂r′
∣∣∣∣ exp( ih¯Rγ0 + ipi2 νγ0
)
× exp
− i
h¯
tf∫
ti
dtV1 (pγ0(t), rγ0 (t))
,
(2.21)
where the subscript 0 at the trajectory γ0 indicates that it is the trajectory
of the unperturbed classical system. Moreover, Rγ0 is the action of the
unperturbed trajectory for  = 0.
Within the semiclassical perturbation theory the classical trajectories
are kept unchanged, while each term of the propagator is multiplied by
an additional phase, which is given by the perturbation evaluated along
the classical trajectory. Note that classically the momentum p and the
time derivative of the position r˙ are related by p = µr˙ and therefore the
perturbation is evaluated at the momentum and position of the classical
trajectory.
Now consider for a moment the derivative of the action of an exact clas-
sical trajectory of the perturbed system. This derivative can be computed
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as
∂
∂
Rγ =
∂
∂
tf∫
ti
dt [pγ · r˙γ −H (pγ , rγ)] =
tf∫
ti
dt
{
∂pγ
∂
· r˙γ + pγ ·
∂r˙γ
∂
− ∂H
∂rγ
∂rγ
∂
− ∂H
∂pγ
∂pγ
∂
− V1 (pγ , rγ)
}
.
Using Hamilton’s equations of motion, the two terms containing the deriva-
tive of the momentum with respect to  cancel, such that after a partial
integration of the term p · ∂r˙/∂, one gets
∂
∂
Rγ =
[
pγ ·
∂rγ
∂
]tf
ti
−
tf∫
ti
dt
[
p˙γ ·
∂rγ
∂
+
∂H
∂rγ
∂rγ
∂
]
−
tf∫
ti
dtV1 (pγ , rγ)
=−
tf∫
ti
dtV1 (pγ , rγ) ,
where in the last step again Hamilton’s equations of motion have been used
as well as the fact that the intial and final positions are fixed and therefore
independent of .
If the perturbation is small enough the trajectories are only slightly
deformed by the perturbation, such that there is a one-to-one corresponding
between perturbed and unperturbed trajectories. Therefore, the phase in
(2.21) is the expansion of the classical action up to linear order in , while
in the prefactor, only the constant term in the expansion in  is kept.

CHAPTER 3
From Single- to Many-Body
Physics: Second
quantization and many-body
states
3.1 Second Quantization and Fock states
In this section the basic concepts of second quantization will be reviewed
very briefly, while a more detailed description can be found e.g. in [227].
The basic idea of second quantization is to describe a system of many
identical and indistinguishable particles by utilizing the solutions of the
corresponding single-particle system. This is possible by noticing that
the many-body Hilbert space can only be constructed from single-particle
states.
It turns out to be useful to introduce the occupation number nl, which
is the number of particles, occupying the (normalized) single-particle state
l. For Bosons, these numbers can be any integer from zero to infinity, while
for Fermions – due to the Pauli principle – they are either 0 or 1. Here
it should be noted that the spatial single-particle state and the spin state
together form the single-particle state, such that a spin up and spin down
particle in the same spatial (or orbital) single-particle state are regarded as
particles occupying two different single-particle states (see Fig. 3.2). With
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(a) |1, 0, 0, 0, 0〉 (b) |1, 2, 1, 4, 3〉 (c) |1, 0, 1, 1, 0, 0, 0, 0, 0, 1〉
Figure 3.1: Illustration of the definitions of Fock states for a quantum well
with five bound states for (a) one spin-less particle, (b) eleven spin-less
particles and (c) four spin-1/2 particles.
Figure 3.2: A spin-up and spin-down particle in the same spatial (or orbital)
single-particle state are regarded as particles occupying two different single-
particle states.
these occupation numbers, each many-body state with given symmetry
under exchange of particles (symmetric for Bosons and antisymmetric for
Fermions), can be represented by a Fock state (see also Fig. 3.1)
|n〉 = |n1, n2, . . .〉 .
Fock states are orthonormal,〈
n
∣∣n′〉 = ∏
l
δnl,n
′
l
= δn,n′
and complete, ∑
n
|n〉 〈n| = I.
The space spanned by these Fock states (including the so called vacuum
state |0〉 = |0, 0 . . .〉), is called Fock space.
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(a) |1, 2, 1, 3, 3〉 (b) |1, 2, 1, 4, 3〉
aˆ†4
aˆ4
Figure 3.3: Applying the creation operator aˆ†4 to the bosonic state in (a)
results in the state shown in (b), while with the help of the annihilation
operator aˆ4, one can go from left to right.
Since nl is the number of particles in state l, one can easily find the
subspace of fixed total number of particles N . This is the space spanned
by all Fock states |n〉 which satisfy∑
l
nl = N.
Within the procedure of second quantization, one also defines creation
and annihilation operators. Since their properties and actions on the Fock
states depends on whether the described particles are Bosons or Fermions,
from now on these two cases are discussed separately.
3.1.1 Bosonic creation and annihilation operators
The bosonic creation and annihilation operators will be denoted by aˆ†l
and aˆl, respectively, throughout the entire thesis. The creation operator aˆ
†
l
increases the number of particles in the single-particle state l by one (see
Fig. 3.3),
aˆ†l |n1, . . . , nl, . . .〉 =
√
nl + 1 |n1, . . . , nl + 1, . . .〉 .
Analoguously, the annihilation operator aˆl is defined as the operator
decreasing the number of particles in the single-particle state l,
aˆl |n1, . . . , nl, . . .〉 = √nl |n1, . . . , nl − 1, . . .〉 .
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This definition of the annihilation operators also implies that applying
aˆl to a Fock states with nl = 0 yields zero,
aˆl |n1, . . . , nl−1, 0, nl+1, . . .〉 = 0.
These definitions also require that the commutation relations for cre-
ation and annihilation operators to read[
aˆ†l , aˆ
†
l′
]
−
= 0 (3.1a)
[aˆl, aˆl′ ]− = 0 (3.1b)[
aˆl, aˆ
†
l′
]
−
= δl,l′ , (3.1c)
where [
Aˆ, Bˆ
]
−
= AˆBˆ − BˆAˆ
is the commutator of the operators Aˆ and Bˆ.
It is important to notice that any Fock state |n〉 = |n1, n2, . . .〉 can be
derived by applying the creation operator aˆ†1 n1 times, n2 times the creation
operator aˆ†2, etc., to the vacuum,
|n1, n2, . . .〉 = 1√
n1!n2! · · ·
(
aˆ†1
)n1 (
aˆ†2
)n2 · · · |0〉 .
From the definitions of the creation and annihilation operators, it is easy
to see that a Fock state is an eigenstate to the number operator nˆl = aˆ
†
l aˆl
with eigenvalue nl,
nˆl |n1, . . . , nl, . . .〉 = nl |n1, . . . , nl, . . .〉 .
Since the eigenvalue of nˆl is the occupation number of the l-th single-
particle eigenstate, nˆl is refered to as the l-th number operator. Moreover,
this allows to define the total number operator
Nˆ =
∑
l
nˆl.
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(a) |1, 0, 1, 1, 0, 0, 0, 0, 0, 0〉 (b) |1, 0, 1, 1, 0, 0, 0, 0, 0, 1〉
aˆ†4
aˆ4
Figure 3.4: Applying the creation operator cˆ†5↓ to the fermionic state in (a)
results in the state shown in (b), while with the help of the annihilation
operator aˆ5↓, one can go from left to right.
In the following chapters, the shorthand notations
aˆ† =
(
aˆ†1, aˆ
†
2, . . .
)
(3.2a)
aˆ =
 aˆ1aˆ2
...
 (3.2b)
nˆ =
 nˆ1nˆ2
...
 (3.2c)
will also be used.
3.1.2 Fermionic creation and annihilation operators
The fermionic creation and annihilation operators cˆ†l and cˆl are defined
similarly as the bosonic ones. However, one has to keep in mind that due
to the Pauli principle, a particle can not be created in a state, which is
already occupied, such that
cˆ†l |n1, . . . , nl−1, 0, nl+1, . . .〉 = (−1)
l−1∑
l′=1
nl′ |n1, . . . , nl−1, 1, nl+1, . . .〉 (3.3a)
cˆ†l |n1, . . . , nl−1, 1, nl+1, . . .〉 = 0 (3.3b)
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as well as
cˆl |n1, . . . , nl−1, 0, nl+1, . . .〉 = 0, (3.4a)
cˆl |n1, . . . , nl−1, 1, nl+1, . . .〉 = (−1)
l−1∑
l′=1
nl′ |n1, . . . , nl−1, 0, nl+1, . . .〉 , (3.4b)
where the additional signs in (3.3a) and (3.4b) account for the antisymme-
try of Fermions under exchange of particles.
Accordingly, the fermionic creation and annihilation operators obey cer-
tain anticommutation relations, rather than commutatoin relations. These
are [
cˆ†l , cˆ
†
l′
]
+
= 0,
[cˆl, cˆl′ ]+ = 0,[
cˆl, cˆ
†
l′
]
+
= δl,l′ ,
with the anticommutator of two operators Aˆ and Bˆ given by[
Aˆ, Bˆ
]
+
= AˆBˆ + BˆAˆ.
The connection between a fermionic Fock state and the vacuum state
therefore reads
|n1, n2, . . .〉 = · · ·
(
cˆ†2
)n2 (
cˆ†1
)n1 |0〉 , (3.5)
where now it is crucial to apply the creation operators in the correct order,
since exchanging two creation operators gives an additional minus sign.
This additional minus sign is also the reason, why there has to be an
additional sign in equations (3.3a) and (3.4b).
In the same way as for Bosons, a number operator can be defined for
Fermions too,
nˆl = cˆ
†
l cˆl.
The number operator has eigenvalues 0 and 1, with the eigenvectors
beeing the Fock states,
nˆl |n1, . . . , nl, . . .〉 = nl |n1, . . . , nl, . . .〉 ,
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and allows to define the total number operator
Nˆ =
∑
l
nˆl.
For the fermionic operators the shorthand notations
cˆ† =
(
cˆ†1, cˆ
†
2, . . .
)
cˆ =
 cˆ1cˆ2
...

nˆ =
 nˆ1nˆ2
...

will also be used in the following chapters.
3.1.3 Hamiltonian and observables in second quantization
The whole theory of second quantization would be worthless, if many-
body Hamiltonians and observables could not be expressed in terms of
creation and annihilation operators. Here, general observables will be con-
sidered since the Hamiltonian is just a special kind of observable, namely
the energy of the system.
In many-body systems, operators are classified by the number of parti-
cles they couple. A n-body operator in second quantization is an operator
of the form
Oˆn =
∑
i1,...,in,j1,...,jn
Oi1,...,in,j1,...,jn aˆ
†
i1
· · · aˆ†in aˆj1 · · · aˆjn , (3.6)
where in this section, aˆ†j and aˆj denote either fermionic or bosonic creation
and annihilation operators for the j-th single-particle states. Here, the
tensor elements Oi1,...,in,j1,...,jn are given by
Oi1,...,in,j1,...,jn =
〈
in
∣∣∣ · · ·〈i1 ∣∣∣ Oˆ ∣∣∣ j1〉 · · · ∣∣∣ jn〉 . (3.7)
Eq. (3.6) can be interpreted as removing n particles – each one from the
single-particle states j1, . . . , jn – and put it to i1, . . . , jn with an amplitude
given by (3.7). Finally, one has to sum over all possible of such processes.
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An n-body observable is then a linear hermitian combination of such
n-body operators and in general an observable may be given by the linear
combination of n-body observables with different values of n, e.g. a very
important Hamiltonian especially in the theory of ultra-cold atoms, is the
Hamiltonian for a 1-dimensional Bose-Hubbard chain with nearest neighbor
hopping and two-body on-site interactions,
Hˆ =
L∑
l=1
laˆ
†
l aˆl −
L−1∑
l=1
(
κaˆ†l aˆl+1 + κ
∗aˆ†l+1aˆl
)
+
U
2
L∑
l=1
aˆ†l aˆ
†
l aˆlaˆl. (3.8)
This Hamiltonian models for instance atoms in a chain of L magneto-
optical traps, where the energy of the l-th trap is l, the particles tunnel
from one trap to the adjacent one with probability κ and the two body
interaction stems from s-wave scattering among particles within the same
trap. In order to arive at the Hamiltonian (3.8), the chosen basis for the
single-particle state are the Wannier functions of the individual traps.
One should also notice that for a non-interacting many-body system,
the many-body Hamiltonian in the eigenbasis of the single-particle Hamil-
tonian is given by
Hˆ =
∑
j
Ej aˆ
†
j aˆj =
∑
j
Ejnˆj .
Moreover, in second quantization, the total number of particles is no longer
an extrinsic parameter, but an observable
Nˆ =
∑
j
nˆj ,
which is conserved for closed systems.
3.2 Bosonic Many-Body States
Due to the fact that bosonic operators for different single-particle states
commute it is enough to consider only single-state systems in this section.
3.2.1 Quadrature States
In this section, we follow to some extend the consideration of quadrature
eigenstates given in section 3.3.3 of [228].
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The quadrature states are defined as the eigenstates of the quadrature
operator,
xˆ (ϕ) |x〉ϕ = x(ϕ) |x〉ϕ
xˆ (ϕ) = b
[
aˆ exp (iϕ) + aˆ† exp (−iϕ)] ,
where b and ϕ are for now arbitrary, but real parameters.
This definition can also be used, in order to express the annihilation
and creation operators in terms of quadrature operators,
aˆj =
exp (−iϕ)
2b
[
xˆ (ϕ) + ixˆ
(
ϕ− pi
2
)]
(3.9a)
aˆ†j =
exp (iϕ)
2b
[
xˆ (ϕ)− ixˆ
(
ϕ− pi
2
)]
. (3.9b)
Moreover, it is straight forward to compute the commutation relation of
the quadrature operators,[
xˆ (ϕ) , xˆ
(
ϕ′
)]
= 2ib2 sin
(
ϕ− ϕ′) . (3.10)
Since the quadrature operators are obviously hermitian, the eigenvalues
x are real. For the sake of generality, a dependence of the eigenvalue
on the quadrature phase ϕ has been included. However, by making use
of the commutation relations (3.1) it can be shown that for an arbitrary
quadrature phase ϕ, the quadrature operator is related to the one with
ϕ = 0 by
xˆ (ϕ) = exp
(
−iϕaˆ†aˆ
)
xˆ (0) exp
(
iϕaˆ†aˆ
)
.
which plugged into the eigenvalue equation for ϕ = 0 yields
x |x〉ϕ=0 = xˆ (0)x |x〉ϕ=0 = exp
(
iϕaˆ†aˆ
)
xˆ (ϕ) exp
(
−iϕaˆ†aˆ
)
|x〉ϕ=0
and therefore
xˆ (ϕ) exp
(
−iϕaˆ†aˆ
)
|x〉ϕ=0 = x exp
(
−iϕaˆ†aˆ
)
|x〉ϕ=0 ,
which shows that the eigenvalue x (ϕ) = x does not depend on the quadra-
ture phase, and the quadrature eigenstate for non-zero phase is connected
to the one with ϕ = 0 by
|x〉ϕ = exp
(
−iϕaˆ†aˆ
)
|x〉ϕ=0 . (3.11)
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This observation allows to compute properties for non-zero quadrature
phases easily out of the quadrature eigenstates for ϕ = 0.
In order to shorten the notation, from now on the quadrature operators
with zero quadrature phase will be denoted by qˆ, the corresponding eigen-
states by |q〉, as well as their eigenvalues by q. Likewise, the quadrature
operators for ϕ = −pi/2 will be denoted by pˆ as well as their eigenstates by
|p〉 and their eigenvalues by p.
The expansion of the quadrature eigenstates |q〉 in Fock states can be
found by considering
q
b
〈n | q〉 = 1
b
〈n| qˆ |q〉 = √n+ 1 〈n+ 1 | q〉+√n 〈n− 1 | q〉 .
The normlized solution to this recurrence relation is given by [229]
〈n | q〉 =
exp
(
− q2
4b2
)
√
2nn!
√
2pib
Hn
(
q√
2b
)
,
where Hn denotes the n-th Hermite polynomial.
Using (3.11), one immediately sees that for arbitrary ϕ,
〈n |x〉ϕ =
exp
(
− x2
4b2
− inϕ
)
√
2nn!
√
2pib
Hn
(
x√
2b
)
(3.12)
In the semiclassical treatment of the propagator, we will have to eval-
uate integrals involving the overlap between quadrature and Fock states,
which are very hard to compute. If the occupation number n is large, how-
ever, one may use the asymptotic form of this overlap, which is - for ϕ = 0
- given by the WKB-approximation [6],
〈n | q〉 ≈
√√√√ 2
pi
√
4b2
(
n+ 12
)− q2 cos
[
F (q, n) +
pi
4
]
, (3.13)
where F (q, n) is the generating function for the canonical transformation
from (q, p) to (n, θ) with q = 2b
√
n+ 12 cos θ and p = 2b
√
n+ 12 sin θ and
is given by
F (q, n) =
q
4b2
√
4b2
(
n+
1
2
)
− q2 −
(
n+
1
2
)
arccos
 q
2b
√
n+ 12
 .
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It is worth to notice that the generating function can also be written as an
integral along a classical path,
F (q, n) =
1
b
q∫
q0
dx
√
n+
1
2
− x
2
4b2
,
where q0 = 2b
√
n+ 1/2. As a generating function of a canonical transfor-
mation, the derivatives of F (q, n) satisfy
∂F (q, n)
∂q
=
1
b
√
n+
1
2
− q
2
4b2
=
|p|
2b2
∂F (q, n)
∂n
= − arccos
 q
2b
√
n+ 12
 = −θ
Note that, by this definition of θ, the phase is only defined between 0 and
pi, and therefore |p| = p.
Having found the overlap (3.12) and using the properties of the Her-
mite polynomials, one can also find the overlap between two quadrature
eigenstates as well as the resolution of unity,
〈
x
∣∣x′〉
ϕ ϕ′ =
exp
[
i
2xx′−(x2+x′2) cos(ϕ−ϕ′)
4b2 sin(ϕ−ϕ′)
]
b
√
2pi (1− exp [2i (ϕ− ϕ′)]) for ϕ 6= ϕ
′, (3.14a)〈
x
∣∣x′〉
ϕ ϕ
= δ
(
x− x′) , (3.14b)
∞∫
−∞
dx |x〉ϕ 〈x|ϕ = 1, (3.14c)
and in particular for ϕ′ = ϕ− pi/2,〈
x
∣∣x′〉
ϕ ϕ−pi
2
=
1√
4b2pi
exp
(
i
2b2
xx′
)
. (3.15)
Thus, for fixed ϕ, the quadrature eigenstates |x〉ϕ form a continuous, but
complete and orthogonal basis of the Fock space.
In the following chapters,〈
x
∣∣ aˆ ∣∣x′〉
ϕ−pi
2
ϕ
=
1
4b2
√
pi
(
x′ + ix
)
exp
(
− i
2b2
xx′
)
, (3.16a)〈
x
∣∣∣ aˆ† ∣∣∣x′〉
ϕ−pi
2
ϕ
=
1
4b2
√
pi
(
x′ − ix) exp(− i
2b2
xx′
)
, (3.16b)
42 SECOND QUANTIZATION AND MANY-BODY STATES
will also be used. Eq. (3.16) follows immediately from the representation of
the creation and annihilation operators in terms of quadrature operators,
Eq. (3.9).
Using the resolution of unity, Eq. (3.14c), as well as Eq. (3.16), it is
straight forward to compute,〈
x
∣∣ aˆ ∣∣x′〉
ϕ ϕ
=
(
1
2b
x− b ∂
∂x
)
δ
(
x− x′) (3.17a)〈
x
∣∣∣ aˆ† ∣∣∣x′〉
ϕ ϕ
=
(
1
2b
x− b ∂
∂x′
)
δ
(
x− x′) (3.17b)
3.2.2 Coherent States
Coherent states are defined as the eigenstates of the anihilation opera-
tor,
aˆ |φ〉 = φ |φ〉 .
Since the annihilation operators are non-hermitian, the eigenvalues φ are
in general complex. One can show that these states are given by
|φ〉 = exp
(
−1
2
|φ|2 + aˆ†φ
)
|0〉 .
where |0〉 is the bosonic vacuum state. With this definition it is easy to see
that the overlap of a coherent state with a Fock state is given by
〈n |φ〉 = exp
(
−1
2
|φ|2
)
φn√
n!
.
Note that the coherent states are defined such that they are normalized
to one,
〈φ |φ〉 = 1.
However, coherent states are not orthogonal〈
φ
∣∣φ′〉 = exp [−1
2
|φ|2 − 1
2
∣∣φ′∣∣2 + φ∗φ′]
but they satisfy the closure relation
1
pi
∞∫
−∞
d<φ
∞∫
−∞
d=φ |φ〉 〈φ| = 1. (3.18)
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Therefore, the coherent states form an overcomplete set.
Applying a creation operator to a coherent state yields
aˆ† |φ〉 =
(
∂
∂φ
+
φ∗
2
)
|φ〉 .
Finally, the overlap of a coherent state with a quadrature eigenstate is
given by
〈φ |x〉ϕ =
1√
b
√
2pi
exp
[
−1
2
|φ|2 −
(
1
2b
x− φ∗e−iϕ
)2
+
1
2
(
φ∗e−iϕ
)2]
.
(3.19)
3.3 Fermionic Many-Body States
Since Fermionic operators do not commute, the vector notation for the
fermionic many-body states will be readopted.
3.3.1 Coherent States
In the same way as for bosons, one can define coherent states for
Fermions [64, 230],
cˆl |ζ〉 = ζl |ζ〉 .
However, since the occupation numbers for fermions are only zero or one,
the ζ’s cannot be ordinary complex numbers. In fact, they must be (com-
plex) Grassmann variables, which are anticommuting numbers,
ζζ ′ = −ζ ′ζ.
This anticommutativity has some drastic consequences. For one, multiply-
ing a Grassmann number with itself gives zero, and therefore the Taylor
series of each function truncates after the first order,
f(ζ) = f(0) + f ′(0)ζ,
where f ′ denotes the first derivative of f . The derivative with respect to a
Grassmann variable yields then just the first Taylor coefficient,
∂
∂ζ
f(ζ) = f ′(0)
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and integration is the same as differentiation,∫
dζ = 0,
∫
dζζ = −1.
It is important to notice that ζ and ζ∗ are independent variables, such that
ζζ∗ 6= 0 and ∫
dζdζ∗ = 0,
∫
dζdζ∗ζ = 0,
∫
dζdζ∗ζ∗ = 0,
∫
dζdζ∗ζ∗ζ = 1.
(3.20)
With this, the discussion of Fermionic coherent states can be continued.
First of all, one can check that the definition of the coherent states as
eigenstates of the annihilation operators is fulfilled by
|ζ〉 = exp
(
−1
2
L∑
l=1
ζ∗l ζl
)[
L−1∏
l=0
(
1− ζL−lcˆ†L−l
)]
|0〉 ,
with |0〉 being the Fermionic vacuum state and L the number of single-
particle states. Note that the order of the product is the same as in the
definition of the Germionic Fock states, (3.5). Again, the coherent states
have been chosen such that they are normalized to one,
〈ζ | ζ〉 = 1.
Many properties of the Fermionic coherent states can be written formally
in the same way as those of the bosonic ones. However, one always has to
take care of the correct ordering of Grassmann variables, since exchanging
two of them yields an additional minus sign.
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One of the important properties is the overlap between two coherent
states and the overlap of a coherent state with a Fock state,〈
ζ
∣∣ ζ′〉 = exp(−1
2
ζ∗ · ζ − 1
2
ζ′∗ · ζ′ + ζ∗ · ζ′
)
.
〈n | ζ〉 = exp
(
−1
2
ζ∗ · ζ
) L−1∏
l=0
ζ
nL−l
L−l .
Moreover, the resolution of unity is given by∫
d2Lζ |ζ〉 〈ζ| = 1. (3.21)
where
∫
d2Lζ = dζ1dζ
∗
1 · · ·
∫
dζLdζ
∗
L.
For the sake of completeness, we also state the action of a creation
operator on a coherent state:
cˆ†l |ζ〉 =
(
∂
∂ζl
+
1
2
ζ∗l
)
|ζ〉 .
3.3.2 Klauder coherent states
In [231], Klauder introduced a different kind of fermionic coherent states
(we will call them Klauder coherent states), which are described by complex
numbers rather than Grassmann variables. However, these states are no
eigenstates of the annihilation operator. Generalizing them to many single-
particle states, they are defined as
|b〉 =
[
L−1∏
l=0
(√
1− ∣∣bL−l∣∣2 + bL−lcˆ†L−l)
]
|0〉 .
It follows that the Klauder coherent states satisfy the closure relation(
2
pi
)L ∞∫
−∞
dL<b
∞∫
−∞
dL=b
[
L∏
l=1
Θ (1− |bl|)
]
|b〉 〈b| = 1, (3.22)
where Θ(x) is Heaviside’s step function
Θ(x) =
{
0 if x < 0
1 if x ≥ 0 .
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Moreover, if |bl − b′l| is very small for every l ∈ {1, . . . , L}, the overlap
between the two coherent states |b〉 and |b′〉 is up to linear order in the
differences〈
b
∣∣b′〉 = exp{−1
2
[
b∗ · (b− b′)− (b∗ − b′∗) · b′]}+O ((b− b′)2) .
(3.23)
The overlap of a Klauder coherent state with a Fock state is given by
〈n |b〉 =
L∏
l=1
√
1− ∣∣bl∣∣21−nlbnll .
Since these states are no eigenstates of the annihilation operator, for the
later derivation of the path integral, one needs to compute expressions like
〈b| nˆl |b′〉, 〈b| aˆ†l1 aˆl2 |b′〉 and 〈b| aˆ
†
l1
aˆ†l2 aˆl3 aˆl4 |b′〉. Assuming that only con-
tinuous paths contribute significantly to the path integral, one can restrict
oneself to those matrix elements where the difference of b and b′ is very
small. For l1 = l4 and l2 = l3 but l1 6= l2 these are to leading order in
b− b′ given by
〈b| nˆl |b′〉 =b∗l b′l 〈b |b〉′ , (3.24a)
〈b| aˆ†l1 aˆl2 |b′〉 =b∗l1b′l2 〈b |b〉
′
√
1−
∣∣∣bl1∣∣∣2
√
1−
∣∣∣b′l2∣∣∣2
×
max(l1,l2)−1∏
l=min(l1,l2)+1
(
1− 2bl∗b′l
)
,
(3.24b)
〈b| aˆ†l1 aˆ
†
l2
aˆl2 aˆl1 |b′〉 =b∗l1b∗l2b′l2b′l1
〈
b
∣∣b′〉 . (3.24c)
These results will be of particular importance in section 5.1.
Part II
The Many-Body van-Vleck-
Gutzwiller-Propagator in
Fock Space
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CHAPTER 4
Bosons
4.1 The semiclassical coherent state propagator
Using coherent states one can easily derive a path integral representa-
tion of the propagator for a system given by a second quantized Hamilto-
nian. A stationary phase approximation to this path integral then yields
the semiclassical approximation. One should notice that the semiclassical
limit in this case is achieved by N → ∞, where N is the total number of
particles in the system, rather than h¯→ 0. In other words, the effective h¯
is given by h¯eff = 1/N .
These steps have been performed e.g. in [66] and provide a semiclassical
propagator in coherent state representation given by
K
(
φ(f),φ(i); tf , ti
)
= 〈φ(f)| Tˆ exp
− i
h¯
tf∫
ti
dtHˆ(t)
 |φ(i)〉
=
∑
γ
√√√√ i
h¯
∂2Rγ
(
φ(f)
∗
,φ(i)
)
∂φ(i)∂φ(f)
∗ exp
 i2h¯
tf∫
ti
dt
∂2H(cl)
(
ψ(t),ψ(t); t
)
∂φ(i)∂φ(f)
∗

exp
{
i
h¯
Rγ
(
φ(f)
∗
,φ(i); ti, tf
)
− 1
2
(∣∣∣φ(f)∣∣∣2 + ∣∣∣φ(i)∣∣∣2)},
(4.1)
where the sum runs over all classical trajectories γ given by the equations
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of motion
ih¯
∂ψ(t)
∂t
=
∂H(cl)
(
ψ(t),ψ(t); t
)
∂ψ(t)
, (4.2a)
−ih¯∂ψ(t)
∂t
=
∂H(cl)
(
ψ(t),ψ(t); t
)
∂ψ(t)
, (4.2b)
wit the boundary conditions ψ(ti) = φ
(i) and ψ(tf ) = φ
(f)∗. In order
to fulfill these boundary conditions, ψ(t) and ψ(t) have to be considered
to be independent variables, such that, in general, they are not hermitian
conjugate of each other.
The classical Hamiltonian H(cl)
(
ψ(t),ψ(t); t
)
is given by the mean field
Hamiltonian corresponding to the quantum one and is obtained by replac-
ing each creation operator aˆ†l by ψl(t) and each annihilation operator aˆl by
ψl(t). Moreover, the classical action is given by
Rγ
(
φ(f)
∗
,φ(i); tf , ti
)
=
tf∫
ti
dt
{
ih¯
2
[
∂ψ(t)
∂t
·ψ(t)− ∂ψ(t)
∂t
·ψ(t)
]
−H(cl) (ψ(t),ψ(t); t)}
− ih¯
2
[
ψ(tf ) ·ψ(tf ) +ψ(ti) ·ψ(ti)
]
.
(4.3)
The fact that one has to let go of ψ(t) = ψ(t)†, is called the complexi-
fication of the classical limit. Having complex trajectories in turn means
that the action Rγ itself becomes complex. However, in order to apply the
standard approximations in semiclassics like diagonal approximation [18],
Sieber-Richter pairs [28] as well as the higher order loops [30–38], which
allow for analytical and intuitive predictions and descriptions of universal
quantum interference effects like coherent backscattering [232], weak lo-
calization [233] or Anderson localization [58], it is important to have real
actions thus allowing that an ensemble average leads to large oscillations
due to the phase given by the action difference of pairs of trajectories.
At this point it should be noted that there have also been attempts
to approximate the complex trajectories in the semiclassical coherent state
propagator by real ones [67, 76, 77]. Moreover, the power of the coher-
ent state representation lies in the initial value representation, given by
the Herman-Kluk propagator [70], which allows to propagate initial wave
packets semiclassically.
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On the other hand, a van-Vleck-Gutzwiller like propagator with a real
action would allow to use the now well established methods of quantum
chaos to predict and explain universal interference effects now in the many-
body domain. Moreover, since coherent states are superpositions of number
eigenstates with different numbers of particles, they cannot be prepared
in an experiment [234]. Therefore it would be of paramount importance
for the semiclassical program, to have a semiclassical propagator in Fock
state representation. To my knowledge, up to now, nobody succeeded
in performing a basis transformation of the semiclassical propagator from
coherent state to Fock state representation.
4.2 The Quadrature Path Integral
Representation
A direct computation of a semiclassical propagator in Fock state rep-
resentation is not possible, since for a path integral representation, one
has to be able to find a continuous eigenbasis for some operator, in which
the hamiltonian can be expressed. Noticing that the complexification of
the trajectories in the coherent state representation is neccessary, since the
coherent states themselves are complex, one may want to use a eigenbasis
of a hermitian combination of creation and annihilation operators, such
that there eigenvalues are real. Such a combination are for instance the
quadrature operators introduced in section 3.2.1.
In quadrature representation, the exact quantum mechanical propaga-
tor is given by the matrix element
K
(
q(f),q(i); tf , ti
)
= 〈q(f)| Kˆ (tf , ti) |q(i)〉 , (4.4)
with |q(i/f)〉 beeing quadrature eigenstates with ϕ = 0 and
Kˆ (tf , ti) = Tˆ exp
− i
h¯
tf∫
ti
dtHˆ(t)
 (4.5)
is the quantum mechanical evolution operator for a many-body Hamilto-
nian of the type (3.8). In the following, the exact form of the Hamiltonian
will not be an issue.
Next, we follow the steps in section 2.1 to derive a path integral repre-
sentation of the many-body propagator in terms of quadratures. However,
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here, instead of position and momentum eigenstates, one has to use quadra-
ture eigenstates with with two different phases ϕ and ϕ′, respectively, to
express the inserted unit operators. For the sake of simplicity, only the
case where ϕ = 0 and ϕ′ = −pi/2 will be considered. To keep the analogy
with the path integral representation in configuration space, the quadra-
ture eigenstates with the phase equal to zero will be denoted by q’s, while
the latter ones will be denoted by p’s.
In order to evaluate the resulting matrix elements at intermediate times,
one has to take care of the ordering of the operators, appearing in the
Hamiltonian. In case of normal ordering (all creation operators left to the
annihilation operators) it may be helpful to first introduce unit operators in
terms of coherent states, which are integrated out again after evaluating the
matrix elements and overlaps. It is also possible, to express all creation and
annihilation operators by a linear combination of quadrature operators qˆ =
xˆ(0) and pˆ = xˆ(−pi/2) and then commute all operators qˆ to the left of all
operators pˆ. This intermediate insertion of coherent states or commutation
of quadrature operators in the end leads to a renormalization of the single-
particle Hamiltonian as well an additional phase, given by the zero point
energy of the (empty) system.
Eventually, one arrives at the path integral representation [12, 13]
K
(
q(f),q(i); tf , ti
)
=
lim
M→∞
1
(4pib2)ML
∫
dLq(1) · · ·
∫
dLq(M−1)
∫
dLp(1) · · ·
∫
dLp(M)
exp
{
i
M∑
m=1
[
p(m)
2b2
(
q(m) − q(m−1)
)
− τ
h¯
H(cl)
(
ψ(m)
∗
,ψ(m); ti +mτ
)]}
,
(4.6)
where τ = (tf − ti) /M and ψ(m) =
(
q(m−1) + ip(m)
)
/(2b).
Moreover the classical Hamiltonian is defined by
H(cl) (ψ∗,ψ; t) = lim
τ→0
ih¯
τ
ln
〈
p
∣∣∣ exp [− iτh¯ Hˆ(t)] ∣∣∣q〉
〈p |q〉 , (4.7)
which obviously depends only on ψ and ψ∗, rather than separately on q
and p due to Eq. (3.16). Consider for example a general Bose-Hubbard
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Hamiltonian with two-body interactions,
Hˆ =
L∑
l1,l2=1
H
(0)
l1l2
aˆ†l1 aˆl2 +
1
2
L∑
l1,l2,l3,l4=1
Vl1l2l3l4 aˆ
†
l1
aˆ†l2 aˆl3 aˆl4 , (4.8)
where the coefficients must satisfy
H
(0)
ll′ = H
(0)
l′l
∗
Vl1l2l3l4 = V
∗
l4l3l2l1
in order for the Hamiltonian to be hermitian. Moreover, due to the com-
mutation relations of the creation and annihilation operators, one is free to
choose the interaction coefficients such that
Vl1l2l3l4 = Vl2l1l3l4 = Vl1l2l4l3 = Vl2l1l4l3 .
In the case of normal ordering, for such a Hamiltonian, one finds the clas-
sical limit in quadrature representation to be given by (see App. A.1 for
details of the derivation)
H(cl) (ψ∗,ψ) =
L∑
l1,l2=1
H
(0)
l1l2
(
ψ∗l1ψl2 −
1
2
δl1l2
)
+
1
2
L∑
l1,l2,l3l4=1
Vl1l3l2l4
(
ψ∗l1ψl2 −
1
2
δl1l2
)(
ψ∗l3ψl4 −
1
2
δl3l4
)
.
(4.9)
This example specifically shows that the classical Hamiltonian is not de-
termined by just replacing aˆl → ψl and aˆ†l → ψ∗l . In fact, for the general
Bose-Hubbard Hamiltonian, Eq. (4.8), the replacement rule would be
aˆ†l aˆl′ → ψ∗l ψl′ −
1
2
δll′ .
Moreover, note that the classical Hamiltonian also contain constant terms,
which give rise to a constant phase in the propagator. Such phases have
been found on the level of the semiclassical propagator, when using coherent
states as the basis [65–67, 69, 235–238], where they have been denoted as
the Solari-Kochetov extra-phase. It should also be noted that the classical
Hamiltonian depends on the chosen ordering of the propagator. Finally,
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<ψ = 12bq(i) <ψ = 12bq(f)
ih¯ψ˙ = ∂H
(cl)
∂ψ∗
Figure 4.1: Graphical representation of a trajectory involved in the semi-
classical propagator in quadrature representation.
the boundary conditions of the path integral are given by q(0) = q(i) as
well as q(M) = q(f).
It is worth to note that for a Hamiltonian which can be written in
terms of combinations aˆ†l aˆl′ only, (4.6) is independent of the choice of the
quadrature states, as long as the phase difference between the q’s and p’s is
−pi/2, i.e. when chosing qˆ = xˆ(ϕ) and pˆ = xˆ(ϕ − pi/2), the resulting path
integral representation is independent on the choice of ϕ. This can be seen
from the expressions of the creation and annihilation operators in terms
of quadrature operators, Eq. (3.9), as well as the commutation relations
of the quadratures (3.10) and the overlap of quadrature eigenstates with
phase difference pi/2, (3.15). Therefore, the following results are valid for
any phase ϕ chosen for the quadrature eigenstates q.
4.3 The Semiclassical Propagator in Quadrature
Representation
4.3.1 Propagator between quadratures with the same phase
Starting from equation (4.6), the semiclassical propagator in quadrature
representation is derived, following the steps in section 2.2 by a stationary
phase approximation to the path integral. This yields the many-body van-
Vleck-Gutzwiller propagator in quadrature representation, given by
K
(
q(f),q(i); tf , ti
)
=
∑
γ:q(i)→q(f)
√
det
1
(−2piih¯)
∂2Rγ
(
q(f),q(i); tf , ti
)
∂q(f)∂q(i)
× exp
[
i
h¯
Rγ
(
q(f),q(i); tf , ti
)]
.
(4.10)
The trajectories, which can graphically be represented as in Fig. 4.1 are
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given by the equations of motion
ih¯
∂ψ(t)
∂t
=
∂H(cl) (ψ∗(t),ψ(t); t)
∂ψ∗(t)
. (4.11)
Furthermore, in (4.10), q(t) and p(t) are the real and imaginary parts of
ψ(t), respectively, i.e. ψ(t) = (q(t) + ip(t)) /(2b), where q(t) and p(t) are
both real functions of time. Finally, the boundary conditions are
<ψ (ti) = 1
2b
q(i),
<ψ (tf ) = 1
2b
q(f).
(4.12)
Since the boundary conditions in quadrature representation fix the real
parts of ψ(ti) and ψ(tf ) only, the overdetermination problem, which arises
in the coherent state representation is solved. The trajectories don’t have
to be complexified, a key advantage of this formulation.
The action along the trajectory can be read from (4.6):
Rγ
(
q(f),q(i); tf , ti
)
=
tf∫
ti
dt
[
h¯
2b2
p(t) · q˙(t)−H(cl) (ψ∗(t),ψ(t); t)
]
.
(4.13)
In the same way as for the single-particle case, the derivatives of the action
with respect to the boundary conditions can be calculated by using the
equations of motion and yield
∂Rγ
(
q(f),q(i); tf , ti
)
∂q
(i)
l
= − h¯
2b2
p
(γ)
l (ti) ,
∂Rγ
(
q(f),q(i); tf , ti
)
∂q
(f)
l
=
h¯
2b2
p
(γ)
l (tf ) .
(4.14)
Furthermore for a time-independent hamiltonian, the time derivative of the
action is given by
∂Rγ
(
q(f),q(i); tf , ti
)
∂tf
= Eγ ,
where Eγ = H
(cl) (ψ∗(ti),ψ(ti)) is the energy of the trajectory.
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4.3.2 Propagator between quadratures with different phases
Having the propagator in quadrature representation, where the phases
of the initial and final quadrature states are the same also allows to derive
the semiclassical propagator in a mixed basis, for which the initial and
final quadrature phases are different. However, since (4.10) is valid for any
choice of the quadrature phase (provided, the final one is the same as the
initial one), here only the case of a vanishing initial quadrature phase is
considered.
The propagator between quadrature states with different phases can be
related to the one between two quadrature states with the same phases by
inserting a unity operator in terms of quadrature eigenstates,
K(ϕ)
(
x(f), tf ; q
(i), ti
)
=
〈
x(f)
∣∣∣
ϕ
Tˆ exp
− i
h¯
tf∫
ti
dtHˆ (t)
 |q(i)〉
=
∫
dq(f)
〈
x(f)
∣∣∣q(f)〉
ϕ
K
(
q(f), tf ; q
(i), ti
)
.
Inserting the overlap of two quadrature eigenstates (3.14a) and the semi-
classical propagator (4.10) allows to evaluate the integral in stationary
phase approximation. The stationary phase condition reads
1
sinϕ
[
x(f) − q(f) cosϕ
]
+ p(γ) (tf ) = 0,
which selects those trajectories satisfying
x(f) = 2b<
[
ψ(γ) (tf ) exp (iϕ)
]
.
After expanding the exponential up to second order in q(f) around this
stationary point and computing this integral, the resulting semiclassical
propagator between two quadratures with different phase is given by
K(ϕ)
(
x(f), tf ; q
(i), ti
)
=
∑
γ˜
√
det
1
(−2piih¯)
∂2Rγ˜
∂q(i)∂x(f)
exp
(
i
h¯
Rγ˜ − iLϕ
2
)
,
(4.15)
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where the sum runs over all classical trajectories satisfying the equations
of motion (4.11) as well as the boundary conditions
<ψ (ti) = 1
2b
q(i)
< [ψ (tf ) exp (iϕ)] = 1
2b
x(f)
(4.16)
with the classical action is given by
Rγ˜
(
x(f),q(i); tf , ti
)
=
h¯
2x(f) · <ψ (tf )−
(
x(f)
2
+ [<ψ (tf )]2
)
cos (ϕ)
4b2 sin (ϕ)
+
tf∫
ti
dt
[
2h¯=ψ(t) · <ψ˙(t)−H(cl) (ψ∗(t),ψ(t); t)
]
.
With this result, by transforming from the initial quadrature with zero
phase to a quadrature state with phase ϕ, one could also check again that
the result for the propagator between two quadrature states with the same
phase is independent of ϕ. By evaluating the integration involoved in this
transformation in stationary phase approximation, the boundary conditions
for the resulting trajectories γ¯ are found to be
x(i/f) = 2b< [ψ (ti/f) exp (iϕ)] ,
while the action is given by
Rγ¯ = 2h¯
tf∫
ti
dt
{
= [ψ exp (iϕ)] · <
[
ψ˙ exp (iϕ)
]
−H(cl) (ψ∗(t),ψ(t); t)
}
.
The general form is again the same as in (4.10) and also the equations of
motion are not changed. Due to the invariance of the classical hamiltonian
with respect to the transformation ψ → ψ exp (iβ) for any β, one can also
substitute ψ by φ = ψ exp (iϕ) and recovers (4.10).
4.3.3 An initial value representation using quandratures
The semiclassical propagator as a shooting problem, i.e. given by a sum
over trajectories fixed by an initial and final conditions such as Eq. (4.12),
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has proofed very successful to describe interference effects [19–25, 31, 32,
34–37, 39–41, 43, 47–54]. However, especially when considering a specific
system without wanting to impose a disorder average, it is a very hard task,
to find all these trajectories.
Although there are in principle methods to do this root search nu-
merically [239–246] based on the Newton-Raphson root search method
[246, 247], it might be advantageous to have an initial value representa-
tion of the propagator, i.e. a representation along the lines of Herman
and Kluk [70], where the initial value of ψ(t) is completely fixed and then
evolved under the classical equations of motion, which is finally iterated
over different initial conditions.
To find such an initial value representation, consider an arbitrary initial
state |ψi〉 which is evolved quantum mechanically in time, such that the
final state is given by
|ψ (tf )〉 = Kˆ (tf , ti) |ψi〉
=
∫
dLq(f)
∫
dLq(i)
∣∣∣q(f)〉〈q(f) ∣∣∣ Kˆ (tf , ti) ∣∣∣q(i)〉〈q(i) ∣∣∣ψi〉 .
In the second line this final state has been written in a form, such that the
semiclassical propagator in quadrature representation, Eq. (4.10), can be
inserted directly. Using furthermore Eq. (4.14) in order to transform the
semiclassical prefactor into a derivative of the initial imaginary part of the
mean field wave function, p(γ) (ti) with respect to the final real part, q
(f),
yields
|ψ (tf )〉 =∫
dLq(f)
∫
dLq(i)
∣∣∣q(f)〉〈q(i) ∣∣∣ψi〉 ∑
γ:q(i)→q(f)
√
det
1
4ipib2
∂p(γ) (ti)
∂q(f)
× exp
[
i
h¯
Rγ
(
q(f),q(i); tf , ti
)]
.
Finally, the sum over classical trajectories can be transformed into an in-
tegral over the initial imaginary part according to∑
γ:q(i)→q(f)
=
∫
dLp(i)δ
[
q
(
q(i),p(i); tf
)
− q(f)
] ∣∣∣∣∣det ∂q
(
q(i),p(i); tf
)
∂p(i)
∣∣∣∣∣ ,
with q
(
q(i),p(i); tf
)
being the real part of the classical time evolution of
the initial state q(i) + ip(i). The integration over q(f) can now be carried
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out easily due to the Dirac delta and yields the initial value representation
in quadrature representation,
|ψ (tf )〉 =
∫
dLq(i)
∫
dLp(i)
√
det
1
4ipib2
∂q (tf )
∂p(i)
〈
q(i)
∣∣∣ψi〉 |q (tf )〉
× exp
[
i
h¯
R
(
q(i),q(f); tf , ti
)]
.
(4.17)
The square root depends only on the derivative of the final real part of
the mean field trajectory with respect to the initial imaginary part and
is therefore much easier to compute than the determinant arising in the
Herman-Kluk propagator [70]. However, to be honest, Eq. (4.17), has a
numerical disadvantage when compared to the Herman-Kluk propagator.
This lies in the fact that the integration over p(i) runs over the whole RL,
without any weight function, which prevent an efficient computation of the
integral by monte carlo methods [247].
4.4 The Semiclassical Propagator in Fock State
Representation
4.4.1 The propagator
For ultra-cold atoms, the experimental preparation of a quadrature
eigenstate is not possible, since these states are a superposition of all possi-
ble Fock states and therefore of states with different total particle numbers
N [234]. Therefore it is important to have a propagator in Fock state rep-
resentation. A direct derivation of a path integral representation in Fock
state representation, however is not possible, since at intermediate times,
one would need a resolution of unity given by an integral, rather than a
sum.
To avoid this problem, one can use the semiclassical propagator in
quadrature representation and project it to Fock states via
K
(
n(f),n(i); tf , ti
)
= 〈n(f)| Kˆ (tf , ti) |n(i)〉
=
∫
dLq(f)
∫
dLq(i)
〈
n(f)
∣∣∣q(f)〉K (q(f),q(i); tf , ti)〈q(i) ∣∣∣n(i)〉 .
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The integrals can easily be evaluated within the stationary phase approxi-
mation, after the overlap of the quadrature eigenstates with Fock states is
approximated by its asymptotic formula, (3.13). However, there is a subtle
detail, which complicates the evaluation. This is due to the U(1)-gauge
invariance, i.e. the fact that if ψ(t) solves the equations of motion, ψ(t)eiθ
also does, implying that the global phase does not play any role, but only
the phase differences of the components of ψ matter. This also reflects
itself in the classical Hamiltonian, where the phases itself do not enter,
but the phase differences do. Obviously, θ is a cyclic variable, implying an
additional constant of motion. This constant of motion, on the other hand
is obvious: the total number of particles N .
The presence of the gauge freedom implies that there is a continuous
family of trajectories, for which |ψl(ti)|2 is the same, and since the station-
ary approximation breaks down in the presence of such continuous families
of trajectories, the integral over the global phase θ has to be done exactly,
leaving only 2L − 1 integrals to be done in stationary phase approxima-
tion. After evaluating these integrals (see appendix A.3 for details), the
propagator in Fock state representation is found to be given by
K
(
n(f),n(i); tf , ti
)
=
∑
γ:n(i)→n(f)
√
det′
1
(−2piih¯)
∂2Rγ
(
n(f),n(i); tf , ti
)
∂n(f)∂n(i)
× exp
[
i
h¯
Rγ
(
n(f),n(i); ti, tf
)]
δN(i),N(f) ,
(4.18)
where
N (i) =
L∑
l=1
n
(i)
l ,
N (f) =
L∑
l=1
n
(f)
l
is the total number of particles at initial and final time, respectively. The
trajectories, which are schematically depicted in Fig. 4.2, here are deter-
mined by the equations of motion (4.11) as well as the boundary conditions
|ψl (ti)|2 = n(i)l +
1
2
,
|ψl (tf )|2 = n(f)l +
1
2
(4.19)
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γ1
γ2
γ3
ψ(γ1)(t) =
(√
5
2
eiθ1 ,
√
5
2
eiθ2 ,
√
1
2
eiθ3 ,
√
7
2
eiθ4 ,
√
1
2
eiθ5
)
ψ(γ2)(t) =
(√
2eiθ1 ,
√
2eiθ2 ,
√
5
6
eiθ3 ,
√
7
2
eiθ4 ,
√
7
6
eiθ5
)
ψ(γ3)(t) =
(√
5
2
eiθ1 ,
√
7
2
eiθ2 , eiθ3 ,
√
4
3
eiθ4 ,
√
5
6
eiθ5
)
Figure 4.2: Illustration of the classical trajectories. While at initial and
final time, the occupation number have to be integer, this needs not be
true at intermediate times. The total number of particles N =
∑
α |ψα(t)|2,
however, stays constant along the classical trajectories.
where one of the initial phases, say the initial phase of the i = 1-component,
of ψ has to be fixed to a certain value. Due to the gauge invariance, the
trajectories and the action do not depend on the value of this phase. Finally,
the prime at the determinant in Eq. (4.18) indicates that the derivative has
to be taken only with respect to the subspace resulting from skipping the
component, for which the initial phase has been fixed. This is a consequence
of the conservation of the total number of particles.
The action in (4.18) is given by
R
(
n(f),n(i); tf , ti
)
=
tf∫
ti
dt
[
h¯θ(t) · n˙(t)−H(cl) (ψ∗(t),ψ(t))
]
, (4.20)
where θl(t) and nl(t) are the real variables given by the phase and the
modulus of ψl(t), i.e.
ψl(t) =
√
nl(t) +
1
2
exp (iθl(t)) .
The integral has again to be calculated along the classical trajectory. Simi-
lar to the derivative of the action in quadrature representation with respect
to q(i) and q(f), the derivatives of the action in Fock state representation
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with respect to n(i) and n(f) are
∂Rγ
(
n(f),n(i); ti, tf
)
∂n
(i)
l
= −h¯θ(γ)l (ti) ,
∂Rγ
(
n(f),n(i); ti, tf
)
∂n
(f)
l
= h¯θ
(γ)
l (tf ) .
(4.21)
4.4.2 The (approximate) semi-group property
An important property of the propagator is the semi-group property,
Eq. (2.8). It can be shown that the van-Vleck-Gutzwiller propagator satis-
fies it when integrals are evaluated in stationary phase approximation [15].
Therefore, one might expect that the semi-group property holds for the
semiclassical Propagator in Fock basis as well, within a stationary phase
approximation.
However, in Fock space, the right hand side of the semi-group property
is given by a sum over Fock states, rather than an integral,
K
(
n(f),n(i); tf , ti
)
=
∑
m
(N)K
(
n(f),m; tf , t0
)
K
(
m,n(i); t0, ti
)
,
(4.22)
such that the stationary phase approximation is not directly applicable.
Here, the superscript (N) to the sum indicates that it runs only over those
occupations with the total number of particles being equal to N . This
restriction is possible, since the propagator is non-zero only if the initial
and final total number of particles are the same.
In order to be able to apply a stationary phase approximation, one first
of all has to transform the summation over the intermediate occupations m
into an integration. This is usually done by Poisson summation. However,
here the additional condition
∑
αmα = N does not allow a direct applica-
tion of the Poisson sum formula. Instead, one can introduce an integration
by hand, e.g. by replacing the sum over Fock states according to∑
m∈NL
δN(f),NmδNm,N(i) . . . =
∑
m∈NL−1
δN(f),N(i)
∞∫
0
dLk
L∏
l=2
δ
(
ml − k′l
)
δ
(
Nk −N (i)
)
. . .
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The sum over occupations on the right hand side, is now restricted to the
single-particle states 2, . . . , L. In the same way, k′ is defined as the vector
resulting from k by removing its first entry. Moreover,
Nm =
L∑
l=1
ml.
is the total number of particles of the Fock state |m〉.
Still, the Dirac delta does not allow for a stationary phase approxima-
tion, and thus one has to get rid of it. This is possible by applying the
Poisson summation,
∞∑
m=0
f(m) =
∞∑
j=−∞
∞∫
0
dmf(m) exp (2piimj) ,
to the sum over occupations. The evaluation of the resulting integral over
m is then straight forward and yields, after insertion of the semiclassical
propagator, Eq. (4.18), for the right hand side of the semi-group property
δN(f),N(i)
∑
j∈ZL−1
∞∫
0
dLk
δ
(
Nk −N (i)
)
(2piih¯)L−1
exp
(
2piij · k′)
×
∑
γ:n(i)→k
γ′:k→n(f)
√
det′
∂2Rγ′
∂k∂n(f)
det′
∂2Rγ
∂n(i)∂k
exp
{
i
h¯
[
Rγ′ +Rγ
]}
.
The k1-integration of course can be carried out exactly, while the remain-
ing L− 1 k-integrals will be evaluated in stationary phase approximation.
Before doing so, it is convenient to replace the trajectory γ′ by γ∗ with the
initial phase of the first component θγ∗,1(t0) = θγ,1(t0), i.e. by a trajectory
which initial phase of the first component is the same as the final one of γ.
This replacement can be done by simply multiplying ψγ′(t) with a global
and time-independent phase. The stationarity condition for the integration
over kl with l ∈ {2, . . . , L} then reads
−θγ∗,l(t0) + θγ,l(t0) + 2pijl = 0.
Here it is important to notice that θγ∗,l(t0) ∈ [−pi, pi], while in principle
θγ,l(t0) ∈ R. Thus the term 2pijl corrects the discrepancy between the final
phase of the trajectory γ and the initial one of the trajectory γ∗, i.e. if
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n(i)
k
n(f)
stationary
phase
approximation
n(i) n(f)
Figure 4.3: The stationary phase approximation selects those pairs of tra-
jectories, which are analytical continuations of each other.
we would replace θγ∗,l(t0) by θγ∗,l(t0) + 2pijl the stationary phase condition
would just say that the initial phase of the second trajectory has to be the
same as the final phase of the first trajectory, such that the second one
is just the analytic continuation of the first one (see Fig. 4.3). Moreover
this replacement would change the action of the second trajectory by an
additional term of 2pijl(n
(f)
l −kj), finally yielding for the sum of the actions
at the stationary point
Rγ∗ +Rγ + 2pij · k′ = Rγ+γ∗ + 2pij · n(f)′,
where the prime again indicates that the first entry of the vector is removed
and γ + γ∗ is defined as the trajectory resulting from continuing γ by γ∗.
The last term is now an integer multiple of 2pi and therefore does not
play any role for the propagator. Hence the stationary phase condition
selects all those pairs of trajectories γ and γ∗ which are match each other
to form a trajectory with duration tf − ti and connecting the initial to the
final occupations. Together with the sum over all possible j the double sum
over trajectories is therefore just a sum over the trajectories which start
at n(i) at time ti and end at n
(f) at time tf and the phase contributed by
each trajectory is its action.
Thus, the only quantity, which still has to be determined, in order to
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check the semi-group property is the functional determinant,
det′ ∂
2Rγ∗
∂k∂n(f)
det′ ∂
2Rγ
∂n(i)∂k
det
∂2(Rγ∗+Rγ+2pij·k′)
∂k′2
To this end, consider the derivative of the stationary phase condition with
respect to n
(i)
l for l ∈ {2, . . . , L},
d
(−θ′γ∗(t0) + θ′γ(t0) + 2pij)
dn(i)
′ =
∂θ′γ(t0)
∂n(i)
′ +
∂
[−θ′γ∗(t0) + θ′γ(t0)]
∂k′
∂k′
∂n(i)
′
= 0.
Therefore,
det′ ∂
2Rγ∗
∂k∂n(f)
det′ ∂
2Rγ
∂n(i)∂k
det
∂2(Rγ∗+Rγ+2pij·k′)
∂k′2
= −
det
∂θ′γ∗ (tf )
∂k′
∂θ′γ(t0)
∂n(i)
′
det
∂θ′γ(t0)
∂n(i)
′
∂n(i)
′
∂k′
=
∂θ′γ∗(tf )
∂n(i)
′ .
Thus, also the functional determinant is the same as the one of the full
semiclassical propagator, which finally proofs the validity of the semi-group
property, Eq. (4.22), for the semiclassical propagator in Fock basis within
a stationary phase approximation.

CHAPTER 5
Fermions
As in the bosonic case, the quantity of interest in this chapter is first of
all a semiclassical approximation to the propagator for Fermionic fields in
Fock state representation,
K
(
n(f),n(i); tf , ti
)
= 〈n(f)| Tˆ exp
− i
h¯
tf∫
ti
dtHˆ(t)
 |n(i)〉 ,
where the entries of n(i/f) are either zero or one. For later reference, we
define l
(i)
1 , . . . , l
(i)
N(i)
to label those single-particle states which are initially
occupied, and l
(f)
1 , . . . , l
(f)
N(f)
those single-particle states, which are finally
occupied, i.e.
n
(i)
l =
{
1 if l ∈
{
l
(i)
1 , . . . , l
(i)
N(i)
}
0 else
,
n
(f)
l =
{
1 if l ∈
{
l
(f)
1 , . . . , l
(f)
N(f)
}
0 else
.
Note that here the L single-particle states are defined to also include the
spin component σ ∈ {↑, ↓}. The definition of the labels l(i/f)1 , . . . , l(i/f)N(i) is
also illustrated graphically in Fig. 5.1
The main complication for Fermions is that quadrature eigenstates with
real eigenvalues can not be defined, since the occupation numbers can only
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Figure 5.1: Definition of the labels l
(i/f)
1 , . . . , l
(i/f)
N(i)
as the initially and finally
occupied single-particle states. Note that here, the ordering of the single-
particle states has been chosen such that the spin-up states come first with
the spatial states in ascending order and after that the spin-down states in
descending order.
be zero or one. Therefore, one needs to find a different approach compared
to the bosonic case in order to find a semiclassical approximation to the
propagator.
Finally, here for the sake of simplicity, only Hamiltonians of the form
Hˆ =
L∑
l,l′=1
(
hll′ cˆ
†
l cˆl′ + Ul,l′ cˆ
†
l cˆ
†
l′ cˆl′ cˆl
)
.
will be considered.
5.1 The Propagator using Klauder’s Coherent
State Representation
5.1.1 The Path Integral
Klauder’s intention with his fermionic coherent state analogue, as re-
viewed in §3.3.2, was to determine a path integral for the fermionic propa-
gator based on complex variables [231]. However, in his work he considered
only one single-particle state and considered the propagator in the Klauder-
coherent state basis, rather than the Fock basis.
This section aims to generalize his idea to L single-particle states, and
to perform a semiclassical approximation to the resulting path integral.
However, as will be demonstrated later on, this semiclassical limit rises
severe problems.
Being interested in the path integral representation of the propagator
in Fock basis, one needs the representation of the initial and final Fock
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state in Klauder coherent states,
|n(i)〉 = 1
piL
1∫
0
dLJ (i)
2pi∫
0
dLθ(i)
 L∏
l=1
(
1− J (i)l
) 1−n(i)l
2
b
(i)
l
n
(i)
l
 |b(i)〉
with b
(i)
l =
√
J
(i)
l exp
(
iθ
(i)
l
)
. In view of the semiclassical approximation,
and problems that would arise there otherwise, for the final Fock state the
integration over the amplitudes of b(f) will be performed exactly, such that
the representation
〈n(f)| =
(
1
2pi
)L 2pi∫
0
dLθ(f) exp
(
−i
L∑
l=1
n
(f)
l θ
(f)
l
)
〈b(f)|
with b
(f)
l = n
(f)
l exp
(
iθ
(f)
l
)
will be used. This is because if the same rep-
resentation is used for the final Fock state as for the initial one and all
integrals would be performed in stationary phase approximation, the re-
sulting semiclassical approximation diverges.
In a way, this mixed way of representing the initial and final Fock states,
is in accordance with the derivation of the semiclassical propagator in con-
figuration space, where there is one integration more over the momenta
than over the positions.
With this, the propagator in fermionic Fock space can be written as
K
(
n(f),n(i); tf , ti
)
= 〈n(f)| Tˆ exp
− i
h¯
tf∫
ti
dtHˆ (t)
 |n(i)〉 =
2pi∫
0
dLθ(f)
piL
1∫
0
dLJ (i)
2pi∫
0
dLθ(i) 〈b(f)| Tˆ exp
− i
h¯
tf∫
ti
dtHˆ (t)
 |b(i)〉
×
L∏
l=1
(
1− J (i)l
) 1−n(i)l
2
J
(i)
l
n
(i)
l
2 exp
[
i
(
n
(i)
l θ
(i)
l − n(f)l θ(f)l
)]
.
In order to derive a path integral representation, one now follows the steps
presented in section 2.1, but now the unit operators are inserted in terms
of Klauder coherent states, Eq. (3.22). Here, in order to evaluating the
resulting overlaps and matrix elements it is convenient to assume that the
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paths contributing to the path integral are continuous [248], such that
Eqns. (3.23) and (3.24) can be applied. This yields for the path integral
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
1
2L
1∫
0
dLJ (0)
2pi∫
0
dLθ(0)
piL
· · ·
1∫
0
dLJ (M)
2pi∫
0
dLθ(M)
piL
2pi∫
0
dLθ(M+1)
piL
exp

M∑
m=0
(
b(m+1)
∗ − b(m)∗
)
b(m) − b(m+1)∗ (b(m+1) − b(m))
2

×
 L∏
l=1
(
1− J (0)l
) 1−n(i)l
2
(
b
(0)
l
∗)n(i)l
exp
(
in
(f)
l θ
(M+1)
l
)
× exp
[
− iτ
h¯
M∑
m=0
H(cl)
(
b(m+1)
∗
,b(m); tm
)]
,
with the boundary condition
b
(M+1)
l = J
(M+1)
l exp(iθ
(M+1)
j )
and the classical Hamiltonian
H(cl)
(
b(m+1)
∗
,b(m); tm
)
= 〈b(m+1)| Hˆ(tm) |b(m)〉 ,
is evaluated using Eq. (3.24) neglecting the differences between b(m) and
b(m+1).
By substituting θ
(m)
l → θ(m)l + θ(0)1 , the initial phase of the first single-
particle state can be integrated out exactly yielding a factor 2piδN(i)N(f) ,
while the remaining integrals can be performed in a stationary phase ap-
proximation.
5.1.2 Stationary phase approximation
However, it turns out that the resulting semiclassical propagator ob-
tained using Klauder’s representation shows severe problems, which make
it inapplicable. Therefore, here only the result of the stationary phase ap-
proximation will be presented, in order to discus the problems. Due to this
inapplicability, the results will not be not discussed furthermore.
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Readers interested in details of the stationary phase approximation are
referred to section 5.2.2, where a semiclassical approximation, which is
pretty similar to the one using Klauder’s coherent states, will be discussed
in detail.
First of all, the stationarity conditions in the continuous limit τ → 0
read
ih¯
∂b(t)
∂t
=
∂H(cl)
(
b†(t),b(t); t
)
∂b†(t)
as well as
|bl(ti)|2 = n(i)l .
Together with the boundary condition
|bl(tf )|2 = n(f)l
already fixed by the path integral. The stationary phase condition selects
mean then field trajectories connecting the initial to the final occupations.
Note that the additional factors
(
1− J (0)l
) 1−n(i)l
2
(
J
(0)
l
)n(i)l
2
have not been included in the stationarity analysis and are equal to unity,
when evaluated at the stationary point.
Here, we already observe a first severe problem: In order to derive the
classical limit from the path integral, the off-diagonal terms of the classical
Hamilontian are obtained by replacement
cˆ†l cˆl′ → b∗l bl′
√(
1− ∣∣bl∣∣2)(1− |bl′ |2).
Then, inserting the initial condition |bl| = n(i)l immediately shows that the
off-diagonal terms vanish. Therefore, the resulting semiclassical propagator
can in general not provide reasonable results, as the classical limit has the
physical Fock states as fixed points.
Let us nevertheless assume that this problem can somehow be lifted,
and continue with the semiclassical approximation. After a rather lengthy
calculation, performing all limits one can perform, one ends up with the
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semiclassical propagator
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
2(M+3/2)L
∑
γ:n(i)→n(f)
√
det
1
(−2piih¯)
∂2Rγ
∂n(f)∂n(i)
exp
(
i
h¯
Rγ
)
× exp
 i
2
L∑
l=1
[θl(tf )− θl(ti)] + i
2h¯
tf∫
ti
dtTr
∂2H(cl)
∂b†∂b
.
Here, we finally observe another severe problem, which is the factor
lim
M→∞
2(M+3/2)L,
which actually is infinite. Thus, even if we could lift the above problem
that the off-diagonal terms in this approach vanish, the final result would
be infinite. This does have sence, however, since the sum over classical
trajectories vanishes. Nevertheless, since the Fock states are fixed points
of the classical motion, Klauder’s coherent states seem not to be appli-
cable for deriving a semiclassical propagator for Fermions in Fock state
representation.
5.2 The Semiclassical Propagator in Fermionic
Fock States
5.2.1 The complex Path Integral for the Propagator in Fock state
Representation
It seems then that there is no choice but to use coherent states in
order to evaluate the propagator. The semiclassical approximation for the
Grassmann path integral however, would lead to classical Grassmannian
equations of motion, which would not be of great help. Therefore, one
may want to somehow replace the integrals over Grassmann variables by
ones over complex variables. The procedure introduced here may somehow
remind to a supersymmetric approach, where the fermions are replaced by
their bosonic supersymmetric partners.
To carry on this program after using Trotter’s formula between two
consecutive exponentials not only one unit operator but two are inserted
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in terms of fermionic coherent states, Eq. (3.21),
K
(
n(f),n(i); tf , ti
)
= 〈n(f)| Tˆ exp
− i
h¯
tf∫
ti
dtHˆ (t)
 |n(i)〉 =
lim
M→∞
∫
d2Lζ(0)
∫
d2Lχ(0) · · ·
∫
d2Lζ(M)
∫
d2Lχ(M)
〈
n(f)
∣∣∣χ(M)〉
×
{
M−1∏
m=0
〈
ζ(m+1)
∣∣∣∣ exp [− iτh¯ Hˆ(m)
] ∣∣∣∣χ(m)〉〈χ(m) ∣∣∣ ζ(m)〉
}
×
〈
χ(M)
∣∣∣ ζ(M)〉〈ζ(0) ∣∣∣n(i)〉.
(5.1)
Note that the overlap 〈χ(m)|ζ(m)〉 can be placed anywhere, since it contains
only terms of even number of Grassmann numbers.
Here, the short hand notation d2ζ = dζdζ∗ as well as τ = (tf − ti)/M
and Hˆ(m) = Hˆ (ti +mτ) have been introduced. Since〈
ζ(m+1)
∣∣∣ exp [−iHˆ(m)/h¯] ∣∣∣χ(m)〉 〈χ(m)|ζ(m)〉
always contains an even number of Grassmann variables, and therefore
commutes with every other Grassmann variable, one does not have to pay
attention of the ordering of the product in the second to last line.
As shown in Appendix B, it then turns out that since each function of
Grassmann variables has a Taylor series truncating after linear order, the
Grassmann integrals can be carried out exactly after inserting integrals of
the form
2pi∫
0
dθ
∫
d2φ exp
(
− |φ|2 + φ∗eiθ − ijθ
)
=2pi2δj,1 and
∫
d2φ
∫
d2µ exp
(
− |φ|2 − |µ|2 + φ∗µ
)
φj (µ∗)j
′
=pi2j! δj,j′
for j, j′ ∈ N0.
It is important to notice that there is a certain arbitrariness in the way
these integrals are inserted. When demanding that the action appearing
in the path integral has the same form as in the bosonic case (but of
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Figure 5.2: For indistinguishable particles, these two processes can not be
told apart. However, the right one results from the left one by exchanging
the two particles, which for fermions requires an additional minus sign
course with a different Hamiltonian), this arbitrariness affects the boundary
terms and the classical Hamiltonian only. Here, the choice is such that the
classical Hamiltonian reads
H(cl) (µ∗,φ; tk) =
L∑
α=1
h(k)ααµ
∗
αφα +
L∑
α,β=1
α 6=β
U
(k)
αβ µ
∗
αµ
∗
βφβφα
+
L∑
α,β=1
α 6=β
h
(k)
αβµ
∗
αφβ exp
(−µ∗αφα − µ∗βφβ) max(α,β)−1∏
l=min(α,β)+1
(1− 2µ∗l φl) .
(5.2)
In Eq. (5.2), the fermionic character is included in the last term, which
discribes the hopping from one site α to another one β 6= α,
h
(k)
αβµ
∗
αφβ exp
(−µ∗αφα − µ∗βφβ) max(α,β)−1∏
l=min(α,β)+1
(1− 2µ∗l φl) .
Here, the last factor, which is a product over all sites between α and β,
accounts for the anticommutativity, which yields an additional minus sign
for each occupied state between the ones, for which the hopping occurs
(see Fig. 5.2). This additional minus sign is exactly the one included in the
definition of the creation (3.3) and annihilation operators (3.4). Moreover,
the exponential factor suppresses those hopping events for which the final
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occupation number is larger than one accounting effectively for the Pauli
exclusion principle. Furthermore, in the classical limit occupations larger
than one are not strictly forbidden. Instead, they are just penalized. How-
ever, in Eq. (5.1), only the physical Fock states with occupations 0 or 1 are
used, and therefore, only those trajectories with physical initial and final
occupations will matter, as will become more clearly, when the semiclas-
sical limit is considered. Yet, at intermediate times, the occupations may
still be larger than one.
The boundary conditions are chosen such that the path integral is given
by
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
2pi∫
0
dN
(i)
θ(i)
∫
d2Lφ(1) · · ·
∫
d2Lφ(M−1)
∫
d2N
(f)
φ(M)
N(f)∏
j=1
φ
(M)
l
(f)
j

exp
{
M∑
m=1
[
φ(m)
∗ ·
(
φ(m−1) − φ(m)
)
− iτ
h¯
H(cl)
(
φ(m)
∗
,φ(m−1); tm−1
)]}
× 1
(2pi)N
(i)
piN
(f)+(M−1)L
exp
−iN(i)∑
j=1
θ
(i)
l
(i)
j
,
(5.3)
with φ
(0)
l = n
(i)
l exp
(
iθ
(i)
l
)
. This path integral can also be written in a
more common form as,
K
(
n(f),n(i); tf , ti
)
=
2pi∫
0
dN
(i)
θ(i)
(2pi)N
(i)
exp
−iN(i)∑
j=1
θ
(i)
l
(i)
j
∫ d2N(f)φ(f)
piN
(f)
N(f)∏
j=1
φ
(f)
l
(f)
j

∫
D [φ(t)] exp
− ih¯
tf∫
ti
dt
[
h¯J(t) · θ˙(t) +H(cl) (φ∗(t),φ(t); t)
]
× exp
{
1
2
(
N (i) −
∣∣∣φ(f)∣∣∣2)},
where we defined J(t) to be the vector containing the amplitudes of the
field, Jl(t) = |φl(t)|2 and the path integral runs over all paths φ(t) with
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the boundary conditions
φl(ti) = n
(i)
l exp
(
iθ
(i)
l
)
φl(ti) = φ
(f)
l
Note that (5.3) results from
K
(
n(f),n(i); tf , ti
)
=∫
dN
(i)
φ(i)
∫
d2N
(f)
φ(f)
N(f)∏
j=1
φ
(f)
l
(f)
j
N(i)∏
j=1
φ
(f)
l
(i)
j
∗
 1
piN
(i)+N(f)
∫
D [φ(t)] exp
 ih¯
tf∫
ti
dt
[
−h¯J(t) · θ˙(t)−H(cl) (φ∗(t),φ(t); t)
]
× exp
[
−1
2
(∣∣∣φ(f)∣∣∣2 + ∣∣∣φ(i)∣∣∣1)],
by integrating out |φ(i)
l
(i)
j
|2 exactly. These mixed boundary conditions have
been chosen such that for a diagonal non-interacting Hamiltonian, the semi-
classical approximation coincides with the exact propagator and therefore
can be understood as a choice for the regularization of the path integral. In-
cluding the integration over the amplitudes at initial time in the stationary
point, would yield an additional factor given by Stirling’s approximation to
1!≈ √2pi/e, while performing the integrals over the final amplitudes also
exactly would contribute the inverse of this factor.
5.2.2 Semiclassical Approximation
For the evaluation of the integrals in (5.3) it seems to be best to sub-
stitute the real and imaginary part of φ
(m)
l by the square of its amplitude
J
(m)
l and its phase θ
(m)
l relative to θ
(i)
l1
:
φ
(m)
l =
√
J
(m)
l exp
[
i
(
θ
(m)
l − θ(i)l1
)]
.
This is so because after this substitution, the Hamiltonian is independent
of θ
(i)
l
(i)
1
, such that we can integrate out this phase exactly, yielding a factor
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2piδN(i),N(f) , which accounts for the conservation of the total number of
particles N = N (i) = N (f). After this integration the value of θ
(i)
l
(i)
1
has to
be fixed, e.g. to zero. For simplicity, in the following we will also define
θ
(i)
l = 0 ∀l ∈ {1, . . . , L} \ {l(i)2 , . . . , l(i)N(i)},
θ
(f)
l = 0 ∀l ∈ {1, . . . , L} \ {l(f)1 , . . . , l(f)N(i)}.
The remaining details of the stationary phase approximation to the path
integral will be left to Appendix C, while here we just discuss the resulting
semiclassical propagator.
First of all, after performing the continuous limit, M → ∞ ⇔ τ → 0,
the stationary phase conditions select the trajectories given by the equa-
tions of motion
ih¯φ˙ =
∂H(cl) (φ∗,φ; t)
∂φ∗
. (5.4)
as well as the boundary conditions
|φl (ti)|2 =n(i)l (5.5)
|φl (tf )|2 =n(f)l (5.6)
and φ
l
(i)
1
(ti) = 1. Therefore, the semiclassical propagator will again be
given by a sum over Gross-Pitaevskii-like trajectories γ joining the initial
and final occupations. The phase of each contribution in this sum is given
by the classical action along the trajectory γ
Rγ =
tf∫
ti
dt
[
h¯θ(t) · J˙(t)−H(cl) (φ∗(t),φ(t); t)
]
, (5.7)
where φl(t) =
√
Jl(t) exp (iθl(t)).
In the following, matrices, which will be denoted as P(i), P(f), P(i)0 ,
P(f)0 , P¯(i), P¯(f), P¯(i)0 , P¯(f)0 , Q(i) and Q(f) will be used. P(i) and P(f)
are defined as the N × L-matrices, which removes those entries of an L-
dimensional vector v, which correspond to initially and finally occupied
single-particle state, respectively,
P(i/f)v =

v
l
(i/f)
1
v
l
(i/f)
2
...
v
l
(i/f)
N
 . (5.8)
78 FERMIONS
Figure 5.3: Illustration of the definitions of P(i), P¯(i) andQ(i) in Eqns. (5.8),
(5.9) and (5.10). The blue boxes mark the initially occupied single-particle
states.
In particular, P(i) and P(f) map the vectors n(i) of initial and n(f) of final
occupations, respectively, to the N -dimensional vector, which entries are
all equal to one,
P(i/f)n(i/f) =
 1...
1
 ,
while P¯(i) and P¯(f) are their complements defined by
P¯(i/f)v =

v1
...
v
l
(i/f)
1 −1
...
v
l
(i/f)
N +1
...
vL

, (5.9)
i.e. the (L −N) × L-matrices defined such that it selects from a vector v
those entries, which correspond to initially and finally empty sites, respec-
tively, which yields for the special cases v = n(i) and v = n(f)
P¯(i/f)n(i/f) =
 0...
0

L−N.
Then, P(i)0 results from P(i) and P(f)0 from P(f) by removing the first line,
while P¯(i)0 results from P¯(i) and P¯(f)0 from P¯(f) by adding the first line of
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P(i), respectively P(f) to P¯(i), respectively P¯(f), and the L × L-matrices
Q(i) and Q(f) are given by
Q(i/f) =
( P¯(i/f)
P(i/f)
)
(5.10)
That means, they are the (orthogonal) matrices, which move all entries of
n(i/f) equal to zero to the first L − N positions and those, which are one
to the last N positions,
Q(i/f)n(i/f) =

0

L−N...
0
1
N...
1
. (5.11)
The definitions of P(i), P¯(i) and Q(i) are also illustrated graphically in
Fig. 5.3.
With these definitions, the semiclassical propagator is given by
K
(
n(f),n(i); tf , ti
)
=
∑
γ:n(i)→n(f)
exp
(
i
h¯
Rγ
)
K
(γ)
red ,
where the amplitude K
(γ)
red can be shown to read (see Appendix C.1)
K
(γ)
red =
√
det
{
IN + exp
[−2idiag (P(f)θ (tf ))]P(f)X (tf )P(f)T}−1
× 1√
2pi
N−1 exp
 i2h¯
tf∫
ti
dtTr
[
∂2H(cl) (φ∗(t),φ(t); t)
∂φ(t)2
X(t)
],
(5.12)
where X(t) satisfies
X(ti) = Q
(i)T
(
0
exp
[
2idiag
(
P(i)0 θ(i)
)] )Q(i) (5.13a)
X˙ =
i
h¯
∂2H(cl)
∂φ∗2
− i
h¯
∂2H(cl)
∂φ∗∂φ
X − i
h¯
X
∂2H(cl)
∂φ∂φ∗
+
i
h¯
X
∂2H(cl)
∂φ2
X. (5.13b)
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To solve this differential equation for X(t), consider a small perturbation
of the trajectory γ in an initial variable W
(i)
l (W
(i)
l can be e.g. θ
(i)
l , J
(i)
l ,
φ
(i)
l or φ
(i)
l
∗
). The perturbed trajectory γ′, described by φ′ and φ′∗, which
must be considered as independent variables, can be expanded up to first
order in the perturbation and is thus written as
φ′l′(t) =φl′(t) + ρl′l(t)W
(i)
l
φl′
∗′(t) =φl′∗(t) + σl′l(t)W
(i)
l
The matrices ρ(t) and σ(t) then satisfy the linearized equations of motion
ρ˙(t) =− i
h¯
∂2H(cl)
∂φ∗2
σ(t)− i
h¯
∂2H(cl)
∂φ∗∂φ
ρ(t)
σ˙(t) =
i
h¯
∂2H(cl)
∂φ2
ρ(t) +
i
h¯
∂2H(cl)
∂φ∂φ∗
σ(t).
Therefore −ρ(t)σ−1(t) satisfies the same equation of motion as X(t), which
means that we only have to find the variables W
(i)
l such that σ(ti) is in-
vertible and at the same time X(ti) = −ρ(ti)σ−1(ti). Since φl(t) and φl∗(t)
are independent variables, this is obtained by the choice W
l
(i)
j
= θ
(i)
l
(i)
j
for
j = 2, . . . , N and Wl = φl
∗(ti) for l /∈ {l(i)2 , . . . l(i)N }, i.e.
X(t) = −Q(i)T

∂
(
P¯(i)0 φ(t)
)
∂
(
P¯(i)0 φ
(i)∗) ∂
(
P¯(i)0 φ(t)
)
∂
(
P(i)0 θ
(i)
)
∂
(
P(i)0 φ(t)
)
∂
(
P¯(i)0 φ
(i)
) ∂
(
P(i)0 φ(t)
)
∂
(
P(i)0 θ
(i)
)

×

∂
(
P¯(i)0 φ
∗
(t)
)
∂
(
P¯(i)0 φ
(i)∗) ∂
(
P¯(i)0 φ
∗
(t)
)
∂
(
P(i)0 θ
(i)
)
∂
(
P(i)0 φ
∗
(t)
)
∂
(
P¯(i)0 φ
(i)
) ∂
(
P(i)0 φ
∗
(t)
)
∂
(
P(i)0 θ
(i)
)

−1
Q(i)
Finally, the reduced propagator can be further simplified (see Appendix
C.2) and the propagator can be written as
K
(
n(f),n(i); tf , ti
)
=
∑
γ:n(i)→n(f)
AγBγ exp
(
i
h¯
Rγ
)
. (5.14)
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with
Aγ =
√√√√det 1−2ipih¯ ∂2Rγ∂ (P(f)0 n(f)) ∂ (P(i)0 n(i)) .
and Bγ given by
Bγ = √
detQ(f)Q(i) exp
[
i
2h¯
tf∫
ti
dtTr∂
2H(cl)
∂φ∂φ∗ +
i
2
L∑
l=1
(
θ
(f)
l − θ(i)l
)]
√√√√√√det
∂
(
P¯(f)φ∗(tf ),J(f)
l
(f)
1
)
∂(P¯(i)φ∗(ti)) −
∂
(
P¯(f)φ∗(tf ),J(f)
l
(f)
1
)
∂
(
P(i)0 θ(i)
) (∂(P(f)0 J(f))
∂
(
P(i)0 θ(i)
) )−1 ∂(P(f)0 J(f))
∂(P¯(i)φ∗(ti))

.
(5.15)
As usual, using the equations of motion, the derivatives of the action with
respect to the initial and final occupation numbers can be shown to satisfy
∂Rγ
∂n(i)
= −h¯θ(i)
∂Rγ
∂n(f)
= h¯θ(f).
This explains also the form of Aγ . The typical form of the functional
determinant would be the second derivative of the action with respect to
all initial and final occupation numbers. However, here the derivatives
are only with respect to the non-zero entries of n(i) and n(f). This is due
to the fact that the integrals over the phases which belong to unoccupied
sites, as well as the one over θ
(i)
ll1
have been performed exactly. This exact
integration is necessary, since these phases are arbitrary (but fixed) and
therefore independent of the initial and final occupation numbers. This
exact integration also is the origin of the additional factor Bγ .
Apart from this the overall form of the semiclassical propagator is the
same as in the Bosonic case, (4.18), namely it is given by a sum over classical
trajectories, where each trajectory is weighted with the determinant of
the second derivatives of the action and contributes a phase given by its
the classical action. The classcial limit, however is obviously different in
both cases, which is a consequence of the antisymmetry and the resulting
Pauli principle for fermions. Moreover, the boundary conditions are slightly
different: While for Fermions, they are given by the initial occupation
numbers, for Bosons they have to be increased by 1/2.

Part III
Interference Effects in
Bosonic Fock Space
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CHAPTER 6
Non-Interacting Systems
6.1 The Transition Probability for Quadratures
6.1.1 The exact propagator in quadrature representation
For a non-interacting bosonic many-body system, the classical Hamil-
tonian in quadrature representation is quadratic,
H(cl)
(
ψ†,ψ; t
)
=
L∑
l,l′=1
hll′ψl
∗ψl′ . (6.1)
Therefore, the exponential in the path integral (4.6) is also quadratic. This
in turn means that expanding the exponential up to second order in the
variables which are integrated over, yields again an exact expression, and
the stationary phase approximation is exact.
Hence, for the derivation of the exact propagator in quadrature repre-
sentation, one can start from (4.15).
In this case, the equations of motion can be written as
ih¯ψ˙ = Hψ,
where H is the matrix which entries are given by hl,l′ . The solution of
the equations of motion is given by the (unitary) classical time evolution
operator
U
(
t, t′
)
= exp
(
− i
h¯
H
(
t− t′))
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Figure 6.1: Schematic picture of a waveguide array consisting of six waveg-
uides. The energy of a photon is the same in every waveguide as is the
hopping amplitude between two neighboring waveguides. The blue arrows
symbolize the entering photons.
applied to ψ (ti), which has to be determined according to the boundary
conditions (4.16) and is given by
ψ (ti) =
1
2b
{
q(i) − i
(
U˜ (I)
)−1 [
x(f) − U˜ (R)q(i)
]}
,
where U˜ (R/I) are the real/imaginary part of U˜ = U (tf , ti) exp (iϕ). Within
this chapter, U˜ will also be denoted the effective classical propagator.
After a lengthy but otherwise straightforward calculation, the action
for this path is found to read
R = − h¯
4b2
(
q(i)
x(f)
)
(
U˜ (I)
)−1
U˜ (R) −
(
U˜ (I)
)−1
−
[(
U˜ (I)
)T]−1
U˜ (R)
(
U˜ (I)
)−1
( q(i)
x(f)
)
,
such that finally the exact propagator can be written as
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K(ϕ)
(
x(f), tf ; q
(i); ti
)
=
exp
− i4b2
(
q(i)
x(f)
)
(
U˜ (I)
)−1
U˜ (R) −
(
U˜ (I)
)−1
−
[(
U˜ (I)
)T]−1
U˜ (R)
(
U˜ (I)
)−1
( q(i)
x(f)
)√
det
[
−4piib2U
(
U˜ (I)
)T] .
(6.2)
Having the propagator in the simple form Eq. (6.2), immediately allows
to obtain certain conclusions about the propagation of photons in an wave-
guide array as the one shown in Fig. 6.1, if the state of the electromagnetic
field is both prepared and measured in a quadrature state.
6.1.2 Propagation between quadratures with the same phase
The result Eq. (6.2) depends on the individual system only via the
classical propagator U(t), which can be computed most efficiently by diag-
onalizing the matrix H corresponding to the classical Hamiltonian. Let us
denote the unitary matrix, which diagonalizes H, by O, such that
O†HO = diag (λ) ,
where λ is the vector with entries given by the eigenvalues of H, and
diag (v) is the diagonal matrix with entries given by those of the vector v.
Then the classical propagator can be written as
U(t) = O exp
[
− i
h¯
diag (λ) t
]
O†.
Here, for real H, i.e. for real hopping parameters hl 6=l′ in Eq. (6.1), some-
thing important happens. For a real symmetric matrix, O is a real orthogo-
nal matrix, which also implies that it diagonalizes not only H and U(t), but
also the real and imaginary parts of the classical propagator individually,
< [U(t)] = O cos
(
λt
h¯
)
OT (6.3)
= [U(t)] = O sin
(
λt
h¯
)
OT. (6.4)
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Since the determinant of an orthogonal matrix is always equal to ±1, one
sees immediately from Eq. (6.4) that the determinant of U (I) = = [U ] is
zero for all times, if at least one eigenvalue of H is zero, and therefore
the propagator seems to diverge. But, the normalization of the propagator
demands that it will actually become a Dirac delta. Indeed, in this case
Eq. (6.2) can also be written in the form
K(ϕ)
(
x(f), tf ; q
(i); ti
)
=
exp
{
− i
4b2
[
q(i) −
(
U˜ (R)
)−1
x(f)
](
U˜ (I)
)−1
U˜ (R)
[
q(i) −
(
U˜ (R)
)−1
x(f)
]}
×
√
det
[
−4piib2U
(
U˜ (I)
)T]−1
exp
[
i
4b2
x(f)U˜ (I)
(
U˜ (R)
)−1
x(f)
]
,
which in the case where the determinant of the imaginary part of the ef-
fective classical propagator vanishes yields
K(ϕ)
(
x(f), tf ; q
(i); ti
)
det U˜(I)→0−−−−−−−→ 1
det U˜ (R)
δ
[
q(i) −
(
U˜ (R)
)−1
x(f)
]
.
For the case of a (linear) waveguide-array with constant nearest neighbor
hopping and all the onsite-energies being equal to one another, i.e. for a
classical Hamiltonian given by the matrix
H =

 −J
−J  −J
. . .
. . .
. . .
−J  −J
−J 
 , (6.5)
it is particularly easy to find the condition on the parameters J and , for
which one of the eigenvalues vanishes. For such a matrix, the eigenvalues
are given by
λk = + 2J cos
(
kpi
L+ 1
)
, k = 1, . . . , L,
where L is the number of waveguides. This gives the condition that the
on-site energies are given by
 = −2J cos
(
kpi
L+ 1
)
(6.6)
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Figure 6.2: The determinant of the imaginary part of the effective classical
propagator as a function of time for a linear chain of six wave guides with
nearest neighbor hopping J = 0.5 and on-site energies (a), (c)  = 0 and
(b), (d)  = 0.7 for different phase differences ϕ.
for a k ∈ {1, . . . , L}. For an odd number of waveguides, one possible
solution would be  = 0.
On the other hand, even if the condition Eq. (6.6) is not fulfilled, the
determinant of the imaginary part of the classical propagator vanishes for
certain times, which corresponds to the existence of caustics, and therefore
again the propagator is given by a Dirac delta.
6.1.3 Propagation between quadratures with different phase
The last observation still holds when the phase difference between the
quadrature bases used to measure the initial and final state are different.
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Considering again the classical Hamiltonian, Eq. (6.5), yields that
det U˜ (I) =
L∏
l=1
sin
[
ϕ− 1
h¯
(
+ 2J cos
lpi
L+ 1
)
t
]
, (6.7)
which holds as the condition on the time for a caustic
tn,l =
(npi + ϕ) h¯
+ 2J cos lpiL+1
with n ∈ N. Thus, the phase ϕ shifts the times, at which the caustic
happens. This can be seen, when looking at the zeros of det U˜ (I) in Fig. 6.2.
It may also happen that for a certain value of ϕ several of these zeros
collapse as for example for  = 0 and ϕ = 0 as in Fig. 6.2(a).
For  = 0 it is straightforward to check that the determinant of the
effective classical propagator is symmetric in ϕ around pi, which is also
demonstrated in the left columns of Figs. 6.3, 6.4 and 6.5. This symmetry,
however no longer holds for  6= 0 (see right columns of Figs. 6.3, 6.4 and
6.5). However, when changing ϕ to ϕ + pi, the determinant, Eq. (6.7),
clearly changes only by an additional sign given by (−1)L.
The general dependence on ϕ and t, however, is not so easy to summa-
rize. Fig. 6.2 shows the dime dependence of the determinant for different
values of ϕ for a chain consisting of six wave guides with nearest neighbour
coupling J = 0.5, only. As expected, it is a highly oscillatory function of
time, where the height and position of each peak – especially for  6= 0 – is
strongly affected by ϕ. To get a better impression on how det U˜ (I) changes
with ϕ, in Figs. 6.3, 6.4 and 6.5, the dependence on ϕ is plotted for different
propagation times.
Depending on the propagation time, in some cases det U˜ (I) as a function
of ϕ shows two peaks, which are more pronounced than the others, as in
Figs. 6.3(a), 6.3(b), 6.3(c), 6.3(d), 6.4(e) and 6.4(f). In other cases, it shows
several peaks of almost the same heights as in Figs. 6.3(e), 6.3(f), 6.5(c)
and 6.5(d).
6.2 The Transition Probability in Coherent
States
The exact propagator for a non-interacting system in coherent state
representation can be found by relating it - by inserting unit operators in
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Figure 6.3: The determinant of the imaginary part of the effective classical
propagator as a function of the phase difference ϕ of the quadratures for
a linear chain of six wave guides with nearest neighbor hopping J = 0.5
and on-site energies (a), (c), (e)  = 0 and (b), (d), (f)  = 0.7 for different
propagation times t.
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Figure 6.4: The determinant of the imaginary part of the effective classical
propagator as a function of the phase difference ϕ of the quadratures for
a linear chain of six wave guides with nearest neighbor hopping J = 0.5
and on-site energies (a), (c), (e)  = 0 and (b), (d), (f)  = 0.7 for different
propagation times t.
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Figure 6.5: The determinant of the imaginary part of the effective classical
propagator as a function of the phase difference ϕ of the quadratures for a
linear chain of six wave guides with nearest neighbor hopping J = 0.5 and
on-site energies (a), (c)  = 0 and (b), (d)  = 0.7 for different propagation
times t.
terms of quadratures - to the propagator in quadrature representation (6.2)
for ϕ = 0. The resulting integral consists of gaussian integrals only and is
therefore easily computed to find
K
(
φ(f), tf ;φ
(i), ti
)
= exp
(
−1
2
∣∣∣φ(f)∣∣∣2 − 1
2
∣∣∣φ(i)∣∣∣2 + φ(f)∗U (tf , ti)φ(i)) .
Computing the modulus square of the propagator now yields for the tran-
sition probability between two coherent states
P
(
φ(f),φ(i)
)
=
∣∣∣K (φ(f), tf ;φ(i), ti)∣∣∣2
= exp
[
−
∣∣∣φ(f)∣∣∣2 − ∣∣∣φ(i)∣∣∣2 + 2<(φ(f)∗U (tf , ti)φ(i))] .
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Obviously, in contrast to the transition probability between quadratures,
the transition probability between coherent states is not constant but de-
pends strongly on the chosen initial and final coherent state.
In particular, it is strongly enhanced when
φ(f) = U (tf , ti)φ
(i),
namely at the classcial solution.
CHAPTER 7
Many-Body Coherent
Backscattering
7.1 Chaotic Regime
The object of interest in this section is the transition probability from
an initial Fock state n(i) to a final one n(f),
P
(
n(f), tf ; n
(i), ti
)
=
∣∣∣〈n(f)| Kˆ (tf , ti) |n(i)〉∣∣∣2 = ∣∣∣K (n(f), tf ; n(i), ti)∣∣∣2 ,
i.e. the probability to measure the Fock state n(f) at time tf , if the system
was prepared in the Fock state n(i) at the initial time ti. Here Kˆ (tf , ti) =
Tˆ exp
[
−i ∫ tfti dtHˆ (t) /h¯] is the quantum mechanical propagator.
Inserting the semiclassical propagator (4.18), yields for the transition
probability a double sum over trajectories,
P
(
n(f), tf ; n
(i), ti
)
≈∑
γ,γ′:n(i)→n(f)
√
det′
∂2Rγ
∂n(f)∂n(i)
√
det′
∂2Rγ′
∂n(f)∂n(i)
∗
exp
[
i
h¯
(
Rγ −Rγ′
)]
(2pih¯)L−1
.
(7.1)
In general, one can not say much about the contributions of the double
sums. However, under disorder average, i.e. an average over the on-site
energies l = hll, due to the scaling of the action with the total number
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n(i) n(f)
Figure 7.1: In the diagonal approximation, only identical pairs of trajecto-
ries are taken into account
of particles, the action difference in the exponential gives rise to strong
oscillations. Most contributions to the double sum cancel out on disorder
average, unless the two actions for trajectories γ and γ′ are correlated.
7.1.1 Diagonal approximation
The most obvious pairs of trajectories, which are correlated, are the
identical ones, i.e. γ = γ′ (see Fig. 7.1). For those pairs, the action differ-
ence is obviously zero and the transition probability in diagonal approxi-
mation reduces to
P (da)
(
n(f), tf ; n
(i), ti
)
=
1
(2pi)L−1
∑
γ
∣∣∣∣det′∂θ (ti)∂n(f)
∣∣∣∣ ,
where θ (ti) is the vector containing the initial phases for the trajectory γ.
By inserting an integration over the initial phases together with a Dirac
delta, ensuring that only those phases contribute which match the ones
given by the trajectories and using the properties of the delta function, one
can prove the sum rule
∑
γ
∣∣∣∣det′∂θ (ti)∂n(f)
∣∣∣∣ =
2pi∫
0
dL−1θ(i)
L∏
l=2
δ
[∣∣∣ψl (n(i);θ(i); tf)∣∣∣2 − 1/2− n(f)l ]
= (2pi)L−1 P (cl)
(
n(f), tf ; n
(i), ti
)
,
(7.2)
with ψ(n(i);θ(i); tf ) being the classical time evolution of the initial state
ψ(i) with components
ψ
(i)
l =
√
n
(i)
l + 1/2 exp(iθ
(i)
l ).
Therefore, the diagonal approximation yields the classical transition prob-
ability
P (da)
(
n(f), tf ; n
(i), ti
)
= P (cl)
(
n(f), tf ; n
(i), ti
)
.
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n(f) = n(i)
Figure 7.2: Trajectory pairs responsible for coherent backscattering
7.1.2 Coherent backscattering contribution
An other class of correlated pairs of trajectories are those shown in
Fig. 7.2, namely γ′ = T γ , where T denotes time reversal. For Bose-
Hubbard systems, time reversal is achieved by complex conjugation, such
that the time reversal of a solution φ (t+ ti) of the equations of motion is
φ (tf − t)∗. Of course, these pairs exist only if the Hamiltonian itself is time
reversal symmetric, which for a Bose-Hubbard system corresponds to a real
Hamiltonian. It turns out that a Bose-Hubbard chain with nearest neighbor
hopping only is always time reversal symmetric, since it can be transformed
into a real one by multiplying each component of the wave function with
a certain time-independent phase. In the same way, for certain combina-
tions of the phases of the hopping parameter in a Bose-Hubbard ring, the
Hamiltonian can be transformed into a real one.
Having identified the time reversed of a trajectory γ, it is straightfor-
ward to check that the actions of both trajectories are the same,
RT γ = Rγ .
However, in (7.1) pairing γ with its time reversed is possible only, if n(f) =
n(i). Therefore, one first has to replace γ and γ′ by nearby trajectories γ˜
and γ˜′, which both start and end at n(0) =
(
n(i) + n(f)
)
/2. In the course
of this replacement, one also has to expand the actions in n(f) and n(i) up
to linear order around n(0),
Rγ −Rγ′ ≈ Rγ˜ −Rγ˜′ + h¯
(
θγ˜ (tf )− θγ˜′ (tf )
)
·
(
n(f) − n(0)
)
−h¯
(
θγ˜ (ti)− θγ˜′ (ti)
)
·
(
n(i) − n(0)
)
.
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Figure 7.3: Emergence of the coherent backscattering for a Bose-Hubbard
chain with five sites from numerical calculations. The initial occupation
was chosen to be (3, 2, 3, 4, 2). The red crosses are the classical transition
probability, while the black diamonds are the quantum ones. The evolution
times are (a) t = 1.5h¯/J , (b) t = 2.5h¯/J , (c) t = 5h¯/J , (d) t = 10h¯/J , (e)
t = 20h¯/J , (f) t = 50h¯/J , where J is the hopping parameter. Figure by
courtesy of Julien Dujardin, Arturo Argu¨elles and Peter Schlagheck.
In the prefactor one can simply replace the second derivative of the action
of the original trajectory by the corresponding one of the new trajectory.
If γ˜′ is the time reversed of γ˜, the initial and final phases of γ˜′ are
related to those of γ˜ by
θ(γ˜
′) (tf ) =− θ(γ˜) (ti)
θ(γ˜
′) (ti) =− θ(γ˜) (tf ) ,
which, after applying the sum rule (7.2), yields for the coherent backscat-
tering contribution to the transition probability
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P (cbs)
(
n(f), tf ; n
(i), tf
)
=
δTRI
(2pi)L−1
2pi∫
0
dL−1θ(i) exp
{
i
[
θ(i) + θ
(
n(i),θ(i); tf
)]
·
(
n(f) − n(i)
)}
×
L∏
l=2
δ
[∣∣∣ψl (n(i),θ(i); tf)∣∣∣2 − 1
2
− n(i)
]
,
where δTRI is one, if the system is time reversal invariant and zero other-
wise.
For a classically chaotic system, within a disorder average one can re-
place the final phases θ(n(i),θ(i); tf ) by identically, independent, in [0, 2pi]
uniformly distributed random variables, such that for P (cbs) one can per-
form an average over the final phases yielding a factor δn(i),n(f) . Thus, the
averaged coherent backscattering contribution to the transition probability
is given by
P (cbs)
(
n(f), tf ; n
(i), ti
)
= δTRIδn(i),n(f)P
(cl)
(
n(f), tf ; n
(i), ti
)
.
Here, the bar denotes an averaged quantity.
As long as time reversal symmetry is the only discrete symmetry of
the system, pairing a trajectory with itself or its time reverse, are the
only two generic possibilities to get a contribution with vanishing action
difference. All further possible pairs of trajectories give contributions which
are suppressed by a factor of 1/N compared to the two latter. In the
semiclassical limit, the averaged transition probability is then given by
P
(
n(f), tf ; n
(i), ti
)
=
(
1 + δTRIδn(f),n(i)
)
P (cl)
(
n(f), tf ; n
(i), ti
)
, (7.3)
i.e. the quantum transition probability is enhanced for n(f) = n(i) com-
pared to the classical one by a factor of two due to the constructive inter-
ference between time-reversed paths.
However, only paths which are not self-retracing may contribute to the
coherent backscattering peak, because the time reverse of a self-retracing
path is again the path itself and therefore this pairing would already be
included in the diagonal approximation. For short times, one can expect
that all trajectories coming back to the initial occupations are all self-
retracing and therefore a certain minimal time is required to observe co-
herent backscattering (see supplementary material of [249]). This behavior
as well as the existence of coherent backscattering itself is shown in Fig. 7.3.
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Figure 7.4: Dependence of the coherent backscattering peak on the phase
φ of the hopping parameter J for a Bose-Hubbard ring consisting of six
sites (see inset of (a)). The initial occupations were chosen to be (a)
(3, 3, 2, 3, 4, 2) and (1, 1, 2, 2, 1, 0). Figure by courtesy of Julien Dujardin,
Arturo Argu¨elles and Peter Schlagheck.
Fig. 7.4 shows that the peak indeed vanishes, when time reversal in-
variance is broken, which clearly identifies the source of the peak to be
coherent backscattering. The fact that for certain phases φ (apart from
2pi) of the hopping parameter the coherent backscattering peak reappears
is due to the effective reestablishment of time reversal invariance (see [249]).
Moreover, Fig. 7.4 shows that – although the semiclassical theory is strictly
speaking valid for large occupations only, coherent backscattering can be
observed already for very small particle number.
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Figure 7.5: Loop diagrams arising in the calculation of the transition prob-
ability up to second order. For the one-leg-loops (Diagrams (b), (d), (g))
only one of the two possibilities to shift an end into the encounter is shown.
Note that for the case of one 2-encounter, there is no no-leg-loop, since these
are already included in the coherent backscattering.
7.1.3 Loop contributions
The result above is expected to be just the leading order result of a
semiclassical expansion in action differences. Typically, sub-leading con-
tributions arise due to loop diagrams as those shown in Fig. 7.5, which
essentially renormalize the background [21, 33–35, 37, 250, 251].
These loop diagrams consist of encounter regions, where the trajectories
come close to themselves or their time-reverse, and so called links, which
connect the encounter regions. Within these links, the two trajectories γ
and γ′ follow each other or the time-reverse of the other, while within the
encounter region both trajectories connect different links. The action dif-
ference of the two trajectories then stems solely from the encounter region.
The loop diagrams can be divided into three classes, which are deter-
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mined into three groups of loop contributions. The first of which are the
two leg loops shown in Figs. 7.5(a), 7.5(c) and 7.5(f) for which both the
starting and ending point of the trajectory lies outside the encounter re-
gions. For one-leg-loop diagrams, such as Figs. 7.5(b), 7.5(d) and 7.5(g),
either the starting or the ending point lies within an encounter region, while
for no-leg-loops (see Figs. 7.5(e) and 7.5(h)) both the starting and ending
point lies in the encounter region.
Two leg loops
According to Appendix F, the contribution from two leg loops, i.e. from
those trajectories for which both the start and the end lie outside of the
encounter regions, is given by
P (2ll)
(
n(f), tf ; n
(i), ti
)
=
1
(2pi)L−1
∑
γ:n(i)→n(f)
∣∣∣∣det′ ∂2Rγ∂n(f)∂n(i)
∣∣∣∣∑
v
N (v)
c∫
−c
d(L−2)(O−Nenc)s
c∫
−c
d(L−2)(O−Nenc)u
[
tf − ti −
∑
α
oαt
(α)
enc (s,u)
]O
O! ΩO−NencN
∏
α
t
(α)
enc
exp (iNs · u),
(7.4)
where v is the vector which entries vo are the numbers of o-encounters and
N (v) is the number of encounter structures with characteristic v, i.e. with
vo o-encounters. The total number of links between encounters for two
leg loops, O + 1 =
∑
o ovo + 1, as well as the total number of encounters,
Nenc =
∑
o vo are uniquely defined by this characteristic.
Moreover, the boundary c of the integration over stable and unstable
coordinates, s and u, respectively, is an arbitrary classical bound large
compared to 1/N , but small enough to allow linearization of the partner
trajectory γ′ around γ.
The reduced phase space volume ΩN (E) for constant total number of
particles N and energy E is defined as
ΩN (E) =
∫
d2Lψδ (θ1) δ
(
N −
L∑
l=1
|ψl|2 + L
2
)
δ [H (ψ∗,ψ)− E] .
In principle, in Eq. (7.4), the reduced phase space volume has to be eval-
uated at the energy of the trajectory γ. However, on disorder average,
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the exact Dirac delta in the energy can be approximated by some broad-
ened delta function with an averaged mean energy, such that the resulting
reduced phase space volume can be assumed to be independent of the tra-
jectory.
Finally, the encounter time t
(α)
enc, which is the time the trajectory needs,
in order to traverse the α-th encounter once, is the sum of two contributions,
t(α)enc = t
(α)
s + t
(α)
u ,
where ts and tu are given by
t(α)s ∼
1
λ
min
ln c∣∣∣s˜(α,j)k ∣∣∣
 ,
t(α)u ∼
1
λ
min
ln c∣∣∣u˜(α,j)k ∣∣∣

with λ being the largest Lyapunov exponent. Just as in F, the minimum
here and in the following runs for fixed α over both, the dimensional and
sequential, indexes k ∈ {1, . . . , L− 2} and j ∈ {2, . . . , oα}.
It has been shown in [32], how to evaluate the integrals in Eq. (7.4) in
general: Neglecting higher order as well as on average highly oscillatory
terms, the only contributing term is found by using only the term in the
expansion of the power in the numerator, which contains every t
(α)
enc exactly
once.
Finally, after substituting
xj = sjuj/c
2, σj = c/uj
the integrals, which then run over the domains −1 < xj < 1 and 1 < σj <
1/|xj | yield after again identifying the sum over classical trajectories with
the classical transition probability yields [32]
P (2ll)
(
n(f), tf ; n
(i), ti
)
=
P (cl)
∑
v
N (v) (tf − ti)
O−Nenc
(O −Nenc) ! ΩO−NencN
(
2pi
N
)(L−2)(O−Nenc)∏
α
(−oα)
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One leg loop
The vanishing of one link, in this case does not require further links
to vanish, such that also one leg loop contributions have to be taken into
account [45, 252, 253]. Following F.2, the contributions of one leg loops
can be calculated from
P (1ll)
(
n(f), tf ; n
(i), ti
)
=
1
(2pi)L−1
∑
γ:n(i)→n(f)
∣∣∣∣det′ ∂2Rγ∂n(f)∂n(i)
∣∣∣∣∑
v
∑
o1
vo1o1
N (v)
O
c∫
−c
d(L−2)(O−Nenc)s
c∫
0
d(L−2)(O−Nenc)u
tγ−
∑
α
oαt
(α)
enc∫
0
dtO
tO∫
0
dtO−1 · · ·
t3∫
0
dt2
min 1
λ
ln c|sj|∫
0
dt′
exp (iNs · u)
ΩO−NencN
∏
α
t
(α)
enc
,
(7.5)
where now the encounter time is reduced and given by t
(1)
enc = t′+ t
(1)
u . Note
that, although strictly speaking Eq. (7.5) determines the contributions for
those one leg loops, where the starting point lies inside an encounter, the
contribution from trajectories with an ending point lying inside an en-
counter is exactly the same. Thus, when finally the higher order contribu-
tions to the transition probability are computed, P (1ll) has to be multiplied
by a factor of two.
The integrations over the link times t2, . . . , tO as well as those over
the stable and unstable coordinates of the Nenc − 1 encounters, which do
not contain the starting point, are exactly the same as above, such that
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performing these integrals yields [253]:
P (1ll)
(
n(f), tf ; n
(i), ti
)
=
2P (cl)
∑
v
∑
o1
vo1o1
N (v)
O
(
2pi
N
)(L−2)(O−o1−Nenc+1) c∫
−c
d(L−2)(o1−1)s
c∫
−c
d(L−2)(o1−1)u
min 1
λ
ln c|sj|∫
0
dt′
(
tf − ti − o1t(1)enc
)O−Nenc
(O −Nenc) ! ΩO−Nenct(1)enc
cos (Ns · u)
×
∏
α>1
(−oα).
(7.6)
Performing the integrals is somewhat simpler than in Refs. [45, 46, 252–
254], since there are no additional exponentials containing the encounter
time. In fact, the integrals in Eq. (7.6) are a special case of those in the
mentioned work.
Redoing the steps in Ref. [253] – that is substituting xj = sjuj/c
2, σj =
c/uj , t
(1)
enc = t′ + ln (c/|u|) /λ with integration domains −1 < xj < 1, 0 <
t
(1)
enc < ln min (1/|xj |) /λ, 1 < σj < exp
(
λt
(1)
enc
)
, replacing after integration
over σ t
(1)
enc by
∂
∂α exp
(
αt
(1)
enc
)
|α=0 and neglecting terms oscillating under
disorder average – determines the contribution of one leg loops with the
starting point of the trajectory inside an encounter to read [253]
P (1ll)
(
n(f), tf ; n
(i), ti
)
=
P (cl)
∑
v
∑
o1
vo1o1
N (v)
O
(
2pi
N
)(L−2)(O−Nenc) (tf − ti)O−Nenc ∏
α>1
(−oα)
(O −Nenc) ! ΩO−Nenc .
Again, it should be stressed that the end point lying inside an encounter
yields exactly the same contribution, and therefore this contribution has
to be multiplied by a factor of two, when calculating the full transition
probability.
It is easy to verify that when restricting oneself to the leading order
loop contributions,i.e. to the case of only one 2-encounter, two-leg-loops
and one-leg-loops cancel exactly. For higher order contributions, there is
yet another possibility, which has to be taken into account, namely, the case
that both, the ending and the starting point lie inside different encounters.
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No leg loop
The calculation of these contributions, however is completely analo-
gously to the one of one leg loops, only with the fact that now also tO has
to be replaced by an integral over t′′, which is the duration, the trajectory
needs to get from the reduced Poincare´ section of surface to the end point.
Redoing essentially the same steps as in the one leg loop case yields[253]
P (0ll)
(
n(f), tf ; n
(i), ti
)
= P (cl)
∑
v
∑
o1,oNenc
No1,oNenc (v)
(
2pi
N
)(L−2)(O−Nenc)
×
(tf − ti)O−Nenc
Nenc−1∏
α=2
(−oα)
(O −Nenc) ! ΩO−Nenc ,
where No1,oNenc (v) is the number of structures with characteristic v start-
ing with an o1-encounter and ending with an oNenc-encounter.
Overall loop contribution
Summing up all these contributions yields
P (2ll) + P (1ll) + P (0ll) =
P (cl)
∑
v
(
2pi
N
)(L−2)(O−Nenc) (tf − ti)O−Nenc∏
α
(−oα)
(O −Nenc) ! ΩO−Nenc
×
N (v)− 2Nenc
O
N (v) +
∑
o1,oNenc
No1,oNenc (v)
o1oNenc
,
(7.7)
where the factor Nenc in the second term stems from the sum
∑
o1
vo1 . It
has been shown in [254] that this sum is identically zero. Yet, for the sake
of completeness, this cancellation is demonstrated explicitely here.
The main task is to express the very last term in such a way that it also
depends on N (v). Usually, a trajectory with certain encounter structure
is obtained by considering it as arising from a periodic orbit by cutting
one link. In this case, the link, which is cut has to connect an oNenc- to
an o1-encounter. On the other hand, a trajectory, which has its starting
and ending point inside different encounters, can be considered to be gen-
erated by cutting a periodic orbit inside an (o1 + oNenc − 1)-encounter.
The latter periodic orbit, in turn, can be obtained by merging the o1-
and the oNenc-encounter of the original one. This way, the characteristic
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v[o1,oNenc→o1+oNenc−1] of the new periodic orbit is determined from the orig-
inal one by reducing vo1 and voNenc by one, while increasing vo1+oNenc−1 by
one. Furthermore, obviously the total number of links for the new periodic
orbit is reduced by one compared to the original one.
Then, for the new periodic orbit, there are in total
(o1 + oN−enc − 1)(vo1+oNenc−1 + 1)
encounter stretches, which can be cut in order to obtain again one of the
considered trajectories. However, for computing the number of encounter
structures with the same characteristic N (v), there is an additional factor
given by the total number of links due to the freedom to choose the link
that should be cut. This freedom is absent here, such that this procedure
yields the equality [254]
N o1,oNenc (v) =
(o1 + oNenc − 1)
(
vo1+oNenc−1 + 1
)
O − 1 N
(
v[o1,oNenc→o1+oNenc−1]
)
,
where the term 1/(O − 1) cancels out the O − 1 possibilities to cut a link
of a periodic orbit with characteristic v[o1,oNenc→o1+oNenc−1].
Plugging in this result into Eq. (7.7) and writing it explicitly as a power
series in 1/N yields
P (2ll) + P (1ll) + P (0ll) =
P (cl)
∞∑
m=1
(
2pi
N
)(L−2)m (tf − ti)m
m! Ωm
∑
v:O−Nenc=m
∏
α
(−oα)
×
[ ∑
o1,oNenc
(o1 + oNenc − 1)
(
vo1+oNenc−1 + 1
)
(O − 1) o1oNenc
N
(
v[o1,oNenc→o1+oNenc−1]
)
+N (v)− 2Nenc
O
N (v)
]
,
where the sum over characteristics runs over those with O −Nenc = m.
Now, since v[o1,oNenc→o1+oNenc−1] also satisfies O − Nenc = m, for the
last term, the sum over v can easily be transformed into a sum over
v′ = v[o1,oNenc→o1+oNenc−1].
Then the factor (o1 + oNenc − 1) /(o1oNenc) replaces the factor o1oNenc in
the product by o′ = o1 + oNenc − 1. Moreover, the sums over o1 and
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oNenc affect only the term vo1+oNenc−1 + 1 = v
′
o1+oNenc−1 and – as already
mentioned – the total number of links is for v[o1,oNenc→o1+oNenc−1] reduced
by one, such that
P (2ll) + P (1ll) + P (0ll) =
P (cl)
∞∑
m=1
(
2pi
N
)(L−2)m (tf − ti)m
m! Ωm
∑
v:O−Nenc=m
∏
α
(−oα)
×
N (v)− 2Nenc
O
N (v)− N (v)
O
∑
o,o′
vo+o′−1
.
The double sum in the last term can also be easily evaluated by substituting
the sum over o′ by one over j = o+ o′ − 1,∑
o,o′
vo+o′−1 =
∑
o≥2
∑
j>o
vj =
∑
j≥3
j−1∑
o=2
vj =
∑
j≥3
vj (j − 2)
=
∑
j≥2
vj (j − 2) = O − 2Nenc.
This finally shows, as that the loop contributions for the transition proba-
bility indeed cancel,
P (2ll) + P (1ll) + P (0ll) = 0.
7.2 Weak Coupling Regime
The unperturbed quantum Hamiltonian here is given by the Bose-
Hubbard Model with zero hopping amplitude, which describes a Mott-
insulator [118, 119],
Hˆ0 =
L∑
l=1
(
laˆ
†
l aˆl +
1
2
L∑
l′=1
Vll′ aˆ
†
l aˆ
†
l′ aˆl′ aˆl
)
. (7.8)
Obviously, any Fock state |n(i)〉 is an eigenstate of this Hamiltonian with
eigenenergy
En(i) =
L∑
l=1
[(
l −
1
2
Vll
)
n
(i)
l +
1
2
L∑
l′=1
Vll′n
(i)
l n
(i)
l′
]
,
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such that the time evolution of an initial Fock state is given by
|ψ(t)〉 ≡ Kˆ(t) |n(i)〉 = exp
(
− i
h¯
En(i)t
)
|n(i)〉 .
The purpose of this section is, however, to describe the evolution of an ini-
tial Fock state under a Hamiltonian, determined by perturbing the Hamil-
tonian Eq. (7.8) by small hopping terms,
Jˆ = −
L∑
l,l′=1
l 6=l′
Jl,l′ aˆ
†
l aˆl′ (7.9)
with Jll′ = J
∗
l′l.
This could in principle be done by treating the hopping term in semi-
classical perturbation theory. However, as already discussed in section 2.3,
within this framework, the perturbation does not alter the classical tra-
jectories. Therefore, one can not start from the propagator in Fock state,
since the unperturbed trajectories are diagonal in Fock space, i.e. they join
the initial Fock state n(i) only to the same final one n(f) = n(i). On the
other hand, as soon as hopping is introduced, the propagator is non-zero
also for n(f) 6= n(i). Therefore, it is necessary to start with the propagator
in quadrature representation, apply the semiclassical perturbation theory,
and only then perform the basis transformation to Fock states. This lifts
the problem of the diagonality in Fock space, since the quadrature eigen-
states are a superposition of Fock states.
7.2.1 The propagator in quadrature representation for diagonal
Hamiltonians
It turns out that the propagator in quadrature representation for the
unperturbed Hamiltonian can be computed exactly by a stationary phase
approximation if Hubbard-Stratonovich transformation (see Appendix G)
is applied to the path integral. The Hubbard-Stratonovich transformation
replaces the interactions by an additional time dependent field σ(t), which
mimics the potential acting on one particle by the interaction with all the
others. The propagator is thus after the Hubbard-Stratonovich transfor-
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mation given by the path integral
K
(
q(f),q(i); tf
)
=
∫ D [σ(t)] e i2h¯ tf∫0 dtσ(t)V −1σ(t)Kσ (q(f),q(i); tf)
∫ D [σ(t)] e i2h¯ tf∫0 dtσ(t)V −1σ(t)
, (7.10)
where V is the matrix with elements Vll′ , the denominator ensures the
correct normalization of the σ-path integral and
Kσ
(
q(f),q(i); tf
)
=
q(tf )=q
(f)∫
q(0)=q(i)
D [q(t),p(t)] exp
 ih¯
tf∫
0
dt
[
h¯
2b
p(t) · q˙(t)−Hσ (ψ∗(t),ψ(t); t)
]
is the effective propagator under the external potential described by the
field σ(t). Note that in Eq. (7.10) there are no boundary conditions im-
posed on σ(t). Again, ψ(t) = q(t) + ip(t). Moreover, the effective Hamil-
tonian is given by
Hσ (ψ
∗(t),ψ(t); t) =
L∑
l=1
[l − σl(t)]
(
|ψl|2 − 1
2
)
. (7.11)
Using the semiclassical approximation Eq. (4.10) for the effective propaga-
tor yields
Kσ
(
q(f),q(i); tf
)
=√
det
1
(−2piih¯)
∂2Rγ
(
q(f),q(i); tf
)
∂q(f)∂q(i)
exp
[
i
h¯
Rγ
(
q(f),q(i); tf
)]
, (7.12)
where the sum over classical trajectories has already been omitted in view
of the fact that for the classical Hamiltonian Eq. (7.11), there is only one
trajectory joining the initial and final quadratures. This very trajectory is
denoted by γ and is determined by the solution of the classical equations
of motion
ih¯
∂ψl(t)
∂t
= [l − σl(t)]ψl(t) (7.13)
under the boundary conditions
<ψ(0) = 1
2b
q(i) and
1
2b
<ψ(tf ) = q(f). (7.14)
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It is easy to find the thus defined trajectory γ and computing its action
which is after a straight forward calculation (see Appendix D for details)
given by
Rγ
(
q(f),q(i); tf
)
=
h¯
4b2 sinAl
L∑
l=1
[
−2q(f)l q(i)l +
(
q
(i)
l
2
+ q
(f)
l
2
)
cosAl
]
+
h¯
2
L∑
l=1
Al
(7.15)
with
Al =
1
h¯
tf∫
ti
dt [l − σl(t)] .
Having determined the classical action, the propagator can be easily deter-
mined to be
Kσ
(
q(f),q(i); tf
)
=
L∏
l=1
√
1
4b2ipi sinAl
exp
−i
2q
(f)
l q
(i)
l −
(
q
(i)
l
2
+ q
(f)
l
2
)
cosAl
4b2 sinAl
+
i
2
Al

(7.16)
The hopping term Eq. (7.9) can now be included in semiclassical perturba-
tion theory following section 2.3, i.e. a phase given by the classical analogue
of the hopping integrated along the trajectory is added to the propagator.
The classical analogue of an operator here is obtained by first expressing
the creation and annihilation operators aˆ†l and aˆl by quadrature operators
qˆl and pˆl, commuting all the pˆl’s to the left of all qˆl’s and then replacing the
operators by real variables. For the operator Eq. (7.9), this prescription
yields as classical analogue
J (p(t),q(t)) = − 1
4b2
L∑
l,l′=1
l 6=l′
Jll′ (ql(t)− ipl(t)) (ql′(t) + ipl′(t))
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With this classical hopping, the effective propagator can be apprximated
in semiclassical perturbation theory by
Kσ
(
q(f),q(i); tf
)
=
L∏
l=1
√
1
4b2ipi sinAl
exp
−i
2q
(f)
l q
(i)
l −
(
q
(i)
l
2
+ q
(f)
l
2
)
cosAl
4b2 sinAl
+
i
2
Al

× exp
− i
h¯
tf∫
ti
dtJ (p(t),q(t))
,
(7.17)
where q(t) and p(t) have to be evualuated along the trajectory.
The exponential of the effective propagator Eq. (7.17) is still a quadratic
function of q(i) and q(f), which allows to perform the integrations for the
basis transform to Fock states exactly. It should be noted that the basis
transform does not affect the integration over the Hubbard-Stratonovich
field σ(t), such that it is enough to transform the effective propagator.
However, it turns out that the integrals are easiest, when first transforming
to coherent states.
The basis transformation is rather cumbersome, which is why it is left
for the Appendix D.2. The resulting effective propagator in Fock states
turns out to be
Kσ
(
n(f),n(i); tf
)
=
∑
κ(1):
L∑
l=1
κ
(1)
l =n
(f)
1
· · ·
∑
κ(L):
L∑
l=1
κ
(L)
l =n
(f)
L
δ L∑
l′=1
κ
(l′)
l ,n
(i)
l
×
L∏
l=1
(
n
(f)
l
κ(l)
)√√√√ n(i)l !
n
(f)
l !
exp
(
−in(f)l Al
) L∏
l′=1
l′ 6=l
(
− i
h¯
J
(eff)
ll′
)κ(l)
l′
,
(7.18)
where
J
(eff)
l 6=l′ = −Jll′
tf∫
ti
dt exp
 ih¯
t∫
ti
dt′
[
l − l′ − σl(t′) + σl′(t′)
]
is the effective hopping.
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The interpretaion of Eq. (7.18) is quite simple. The sum over the vec-
tors κ(1), . . .κ(L) runs over all possible combinations of hopping events,
where κ
(l′)
l is for l 6= l′ the number of hopping events from l to l′, while κ(l)l
is the number of particles, which stay at the same site during the whole
time evolution. Note that these combinations also include those processes,
where one particle hops from l to l′′ and another one from l′′ to l′. The
multinomial coefficient
(n(f)l
κ(l)
)
together with the square root containing the
factorials of the initial and final occupations thereby account for the indis-
tinguishability. Furthermore, each hopping event is weighted by its hopping
probability J
(eff)
ll′ and the phase factor yields just the phase evolution due
to the non-perturbed (Mott isolating) Hamiltonian. Finally, the Kronecker
delta ensures that only those combinations of hopping events are taken into
account, which connect the initial and final occupations correctly.
Inserting this expression for the effective propagator, Eq. (7.18), into
Eq. (7.10) enables one to evaluate the integration over the auxiliary field
σ(t) in stationary phase approximation. Since the exponent is quadratic in
the auxiliary field, the stationary phase approximation is exact. In order
to perform the integration, it is helpful to rewrite
∑
l 6=l′
κ
(l)
l′∑
j=1
t
(j)
ll′∫
0
dt (σl(t)− σl′(t))
=
tf∫
0
dt
L∑
l=1
σl(t)
∑
l′ 6=l
κ
(l)
l′∑
j=1
θ
(
t
(j)
ll′ − t
)
−
κ
(l′)
l∑
j=1
θ
(
t
(j)
l′l − t
)
≡
tf∫
0
dt
L∑
l=1
σl(t)Θl(t).
Then, the stationary phase condition reads
L∑
l′=1
V −1ll′ σl′(t) + n
(f)
l −Θl(t) = 0.
The integration over the oscillations around the stationary point is straight
forward and just cancels the prefactor stemming from the Hubbard-Stra-
tonovich transformation. Evaluating the exponent at the stationary point
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finally yields after some simple transformations
K
(
n(f),n(i); tf
)
=
∑
κ(1):
L∑
l=1
κ
(1)
l =n
(f)
1
· · ·
∑
κ(L):
L∑
l=1
κ
(L)
l =n
(f)
L
tf∫
0
∏
l 6=l′
κ
(l)
l′∏
j=1
dt
(j)
ll′
 L∏
l=1
δ L∑
l′=1
κ
(l)
l′ ,n
(i)
l
×
(
n
(f)
l
κ(l)
)√√√√ n(i)l !
n
(f)
l !
exp
[
− i
h¯
(
ln
(f)
l +
1
2
n(f)V n(f)
)
tf
] L∏
l′=1
l′ 6=l
(
− i
h¯
Jll′
)κ(l)
l′
× exp
− i
2h¯
L∑
l′′ 6=l,l′′′ 6=l′
(Vll′ − Vll′′′ − Vl′′l′ + Vl′′l′′′)
κ
(l)
l′′∑
j=1
κ
(l′)
l′′′∑
j′=1
min
(
t
(j)
ll′′ , t
(j′)
l′l′′′
)
× exp
− ih¯
κ
(l)
l′∑
j=1
(l − l′) t(j)ll′ −
∑
l′′ 6=l′
(Vll′ − Vll′′)n(f)l
κ
(l′)
l′′∑
j=1
t
(j)
l′l′′


(7.19)
where Jll has been defined as Jll = ih¯.
It is important to note that the constraints on the sums and the Kro-
necker deltas in Eq. (7.19) imply that the propagator is non-zero only if
N (i) =
l∑
α=1
n(i)α =
l∑
α=1
n(f)α = N
(f).
This can easily be seen by considering the sum over all κ
(l′)
l . For each
contribution, the constraints on the sums require that
N (f) =
L∑
l=1
L∑
l′=1
κ
(l)
l′ =
L∑
l=1
L∑
l′=1
κ
(l′)
l . (7.20)
On the other hand, due to the Kronecker deltas, the contribution of the
sums is non-zero, only if the l′-sum on the right hand side of Eq. (7.20) is
equal to n
(i)
α and therefore
N (f) =
L∑
l=1
n
(i)
l = N
(i).
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Moreover, the result for the propagator Eq. (7.19) can be interpreted fairly
easily. κ
(l′)
l denotes the number of hopping events from site l to site l
′ and
one has to sum over all possible combinations of hopping events, which
leave on one hand the number of particles within each site larger or equal
to zero and on the other hand lead to the correct final state. The first
condition is ensured by the Kronecker deltas, while the second one fulfilled
due to the constrictions on the sums. Each hopping event contributes an
additional factor of −iJ (eff)ll′ /h¯ and is weighted by the combinatorial factors
accounting for the interchangeability of particles. The additional phase
factor then accounts for the free propagation between two hopping events.
Finally, it is instructive to consider the case without hopping, Jll′ = 0.
Then obviously the only non-vanishing contribution to the sums is
κ
(l′)
l =
{
0, l 6= l′
n
(f)
l , l = l
′
However the Kronecker deltas then require that
n
(i)
l =
L∑
l′=1
κ
(l′)
l = κ
(l)
l = n
(f)
l
and therefore in the diagonal case, i.e. if Jll′ = 0 the propagator reads
K
(
n(f),n(i); tf
)
=
(
L∏
l=1
δ
n
(i)
l ,n
(f)
l
)
e
− i(tf−ti)
h¯
L∑
l=1
(
l+
1
2
L∑
l′=1
Vll′n
(i)
l′
)
n
(i)
l
,
(7.21)
which is equal to the exact quantum mechanical propagator for this case.
Finally, it is worth to notice that in the case that all particles interact
equally no matter in which site they are, i.e. for Vll′ = V , the interaction
enters only via a phase factor exp
(−in(f)V n(f)tf/h¯) and thus do not affect
the motion of the particles.
7.2.2 Transition probability for weak hopping
From the propagator, Eq. (7.19), the transition probability from an
intial to a final Fock state can be computed by simply taking its modulus
square. For the case of a non-disordered ring of five magnetooptical traps
with all on-site interactions 0, on-site interaction strength Vll′ = 2δll′ and
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Figure 7.6: Comparison between the semiclassical weak coupling result
for the transition probability up to fourth order in the hopping strength
J = 0.05 (red) and the numerically obtained quantum mechanical one
(blue) for zero on-site energies and on-site interactions V = 2.
a nearest-neighbor hopping strength J = 0.05, the result obtained from
Eq. (7.19) as a function of time is compared with numerical ones in Fig. 7.6
for an initial state n(i) = (2, 4, 3, 2, 3) and selected final ones. Note that in
the semiclassical calculations only terms up to fourth order in the hopping
strength are considered, i.e. the sums over the hopping events κ
(l)
l′ are
restricted to those, which satisfy
∑
l 6=l′ κ
(l)
l′ ≤ 4. It is obvious to see that this
approximation holds differently good agreement for different final states.
The best agreement seems to be for states which differ from the inital one
by just one hopping event.
Finally, in Fig. 7.7 the transition probability obtained from the weak
coupling limit, Eq. (7.19), is compared with the numerically obtained exact
one for J = 0.5 and all other parameters being the same as above, i.e. in a
regime, where a priori the weak coupling limit can not be assumed to hold.
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Figure 7.7: Comparison between the semiclassical weak coupling result
for the transition probability up to fourth order in the hopping strength
J = 0.5 (red) and the numerically obtained quantum mechanical one (blue)
for zero on-site energies and on-site interactions V = 2.
However, for small enough propagation times, one still gets reasonable good
agreement, although the approximation is much worse for n(f) = n(i) than
for all other final states. This suggests that the weak coupling limit at the
same time also provides the small time limit.

CHAPTER 8
Many-Body Transport
8.1 Formulation of many-body transport
In condensed matter physics there is another effect, called weak localiza-
tion [19], which has the same origin as coherent backscattering [232]. Weak
localization is the enhancement of the resistance an open cavity offers to
article current due to constructive interference of time-reversed paths.
As it has been shown in Chapter 7 coherent backscattering is present in
ultra-cold atom systems, too. The question naturally arises, whether weak
localization can also be observed. In order to answer this question, in this
chapter a typical transport setup, such as the one depicted in Fig. 8.1 will
be considered, where interactions are turned off within the semi-infinite
Lead 1
Λ1
Source
Σ
Scattering
region
Ξ0 Lead 2
Λ2
Figure 8.1: Schematic picture of the transport system with two leads.
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Figure 8.2: Discretization of the system for semiclassical and numerical
treatment
leads Λ = {Λ1,Λ2, . . .}. The source Σ, in which all the particles are located
initially, and from which the particles are coupled either to a lead or to the
scattering region Ξ0, can for instance be realized by using an atom laser
[255–261]. Finally, the interactions are assumed to be turned on within the
scattering region Ξ0, such that its classical limit, Eq. (4.7), is chaotic.
The semiclassical propagators derived in Chapter 4 require a discrete
basis set of single-particle states. To this end, it is convenient to consider a
discretization of the system as the one shown in Fig. 8.2, such that each site
is described by one single-particle state. This discretization corresponds to
an infinite network of magneto-optical traps coupled to each other with
nearest neighbor hopping amplitudes h¯2/(2m∆2) [262], where m is the
mass of the atoms and ∆ the lattice spacing, which eventually should be
sent to zero.
After this discretization, the second quantized Hamiltonian can be writ-
ten as
Hˆ = Hˆ(Ξ) + Hˆ(Λ) + aˆ†ΛCaˆΞ + aˆ
†
ΞC
†aˆΛ, (8.1)
where Hˆ(Ξ) is the Hamiltonian of the isolated extended scattering system
Ξ, which consists of the scattering system Ξ0 and the Source Σ. Moreover,
the vector notation Eq. (3.2) for creation and annihilation operators for
the extended scattering region aˆΞ and the leads aˆΛ has been used and C
is the matrix containing the hopping amplitudes coupling the leads and
the extended scattering system. Finally, Hˆ(Λ) is the Hamiltonian of the
isolated leads. For non-interacting leads it is given by
Hˆ(Λ) =
NΛ∑
j=1
∞∑
l,l′=1
H
(j)
ll′ aˆ
†
l aˆl′ = aˆ
†
ΛH
(Λ)aˆΛ,
where NΛ is the number of leads, and the matrices H
(j) are hermitian,
which in turn implies that H(Λ) is also a hermitian matrix.
In order to get a stationary scattering state, there are two limits that
have to be performed simultaneously. The first one is that the number of
8.2. EXACT TREATMENT OF THE LEADS 121
particles N goes to infinity. Since initially all particles are located in the
source, the initial state can therefore be approximated to be the vacuum
state within the scattering region and the leads and a coherent state ψ(i)
with its modulus being given by the total number of particles
∣∣ψ(i)∣∣2 = N ,
in the source,
|i〉 = |0〉Λ |0〉Ξ0
∣∣∣ψ(i)〉
Σ
.
The second limit is that the coupling between the source and the leads or
the scattering region has to go to zero, such that the product of this coupling
with the total number of particles stays constant. Under these conditions,
one expects that in the long time limit single-particle observables, which
can be written as a linear hermitian combination of
Oll′ =
〈
i
∣∣∣ Kˆ† (tf , ti) aˆ†l aˆl′Kˆ (tf , ti) ∣∣∣ i〉 (8.2)
are independent of the final time tf when the measurement takes place.
8.2 Exact treatment of the leads
Eq. (8.2) explicitly contains the propagator of the full system, which
in the limit of large total number of particles can safely be replaced by its
semiclassical approximation. Since the initial state is a Fock state within
the leads and the scattering region, it is tempting to use the semiclassical
propagator in Fock basis,
K
(
N(f),N(i); n(f),n(i); tf , ti
)
=
〈
N(f),n(f)
∣∣∣ Kˆ (tf , ti) ∣∣∣N(i),n(i)〉
=
〈
N(f),n(f)
∣∣∣∣∣∣∣ Tˆ exp
− i
h¯
tf∫
ti
dtHˆ (t)

∣∣∣∣∣∣∣N(i),n(i)
〉
,
where Tˆ is the time ordering operator. Here, capital letters refer to single-
particle states of the leads, while small ones to those within the scattering
region, i.e.
|N,n〉 = |N〉Λ |n〉Ξ .
However, as discussed in section 4.4.1, the semiclassical treatment is
valid for large occupation numbers, only, while here, for almost all sites,
the initial occupations are zero. Therefore, one can not use the Fock state
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representation directly, but has to use a different basis at first and per-
form the transformation to Fock states later on. Moreover, the techniques
developed in semiclassics in the past decades [18, 28, 30–38], which have
been adjusted to the Fock space approach in Appendix F, require that the
semiclassical propagator is given by a real action, which rules out the usage
of coherent states, too. This leaves only the quadrature representation,
K
(
Q(f),Q(i); q(f),q(i); tf , ti
)
=〈
Q(f),q(f)
∣∣∣∣∣∣∣ Tˆ exp
− i
h¯
tf∫
ti
dtHˆ (t)

∣∣∣∣∣∣∣Q(i),q(i)
〉
.
Furthermore, the loop contributions require an ergodic system [28, 33, 38].
Thus it is desirable to treat the leads exactly, such that finally one can
restrict oneself to an (effective) closed system, which may depend on some
external parameters dictated by the state in the leads. Therefore, the first
aim in the derivation of the semiclassical approximation of the propagator
has to be to split off the leads. This is possible by first of all introducing
the propagator for the (isolated) leads,
Kˆ(Λ) (tf , ti) = Tˆ exp
− i
h¯
tf∫
ti
dtHˆ(Λ) (t)

and then formally introducing the effective propagator for the scattering
region Kˆ(Ξ) (tf , ti) such that the full propagator can be written as
Kˆ (tf , ti) = Kˆ
(Λ) (tf , ti) Kˆ
(Ξ) (tf , ti) .
Due to this decomposition, the final result for the semiclassical propagator
in quadrature representation will also be given by a product of the prop-
agator of the leads and an effective propagator of the scattering region.
This program is akin to the “trace over the leads” approach in one-particle
systems. Since interactions are assumed to be switched off within the leads,
the semiclassical approximation for the propagator of the leads is not an
approximation but exact and has been derived in section 6.1.1 as
K(Λ)
(
Q(f), tf ; Q
(i), ti
)
=
〈
Q(f)
∣∣∣
Λ
Kˆ(Λ)
∣∣∣Q(i)〉
Λ
=
exp
{
− i
4b2
(
Q(i)
Q(f)
)(
U (i)
−1
U (r) −U (i)−1
−U (i)T−1 U (r)U (i)−1
)(
Q(i)
Q(f)
)}
det
√
2pib2 (1− UT (tf , ti)U (t, ti))
,
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with the abbreviations U (r) = <U (tf , ti) and U (i) = =U (tf , ti) for the real
and imaginary part of the classical propagator of the isolated leads,
ih¯
∂Ull′ (t, ti)
∂t
=
∑
l′′
H
(Λ)
ll′′ (t)Ul′′l′ (t, ti) ,
U (ti, ti) = I.
Note that since the leads are assumed to be decoupled, i.e. they have no di-
rect link to one another, U (t, ti) is a block diagonal matrix, with each block
corresponding to one lead. Moreover, for a semi-infinite one-dimensional
lattice of non-interacting, an analytic formula for these classical propaga-
tors has been derived in Ref. [263].
After several technical steps (see Appendix E), the semiclassical prop-
agator in quadrature representation is finally found to read
K
(
Q(f),q(f), tf ; Q
(i),q(i), ti
)
=
K(Λ)
(
Q(f), tf ; Q
(i), ti
) ∑
γ:q(i)→q(f)
√
det
1
(−2ipih¯)
∂2Rγ
∂q(f)∂q(i)
× exp
[
i
h¯
Rγ
(
q(f), tf ; q
(f), ti
)]
,
(8.3)
where the sum runs over all classical trajectories γ joining q(i) to q(f).
These trajectories are determined by the equations of motion
ih¯ψ˙(t) = − i
2b
C† (t)U (t, ti)U (i)
−1
Q(f) +
i
2b
C† (t)U † (tf , t)U (i)
T−1
Q(i)
+
∂H(Ξ) (ψ∗ (t)ψ (t) ; t)
∂ψ∗ (t)
− i
h¯
C† (t)
t∫
ti
dt′U
(
t, t′
)
C
(
t′
)
ψ
(
t′
)
+
i
h¯
C† (t)U (t, ti)U (i)
−1
tf∫
ti
dt′= [U (tf , t′)C (t′)ψ (t′)]
(8.4)
and the boundary conditions
<ψl (ti) = 1
2b
q
(i)
l ,
<ψl (tf ) = 1
2b
q
(f)
l .
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Here, H(Ξ) (ψ∗ (t) ,ψ (t) ; t) is the classical Hamiltonian of the effective ex-
tended scattering system, which is determined according to Eq. (4.7)
It is important to notice that the trajectories parametrically depend on
the initial and final quadrature eigenstates of the leads as well as on the
evolution of the (isolated) classical trajectories within the leads, which is
determined by the classical propagator of the leads U (t, ti).
The first and the last term of the equations of motion can be interpreted
very easily. The first term, which is given by the derivative of the Hamil-
tonian simply describes the motion within the scattering region, while the
last one accounts for particles leaving the scattering region at time t′ ≤ t,
which are back reflected into the scattering region.
In order to get a better understanding of the remaining terms of the clas-
sical equations of motion, a short analysis of the classical evolution within
the isolated leads bears a helping hand. More precisely, determining the
corresponding initial state Q(i) + iP, satisfying < [U (tf , ti) (Q(i) + iP)] =
Q(f) yields
P = U (i)
−1 (
U (r)Q(i) −Q(f)
)
,
which allows to express the second line of the equations of motion in terms
of this initial state only, namely as
1
2b
C† (t)U (t, ti)
(
Q(i) + iP
)
.
Also, one recognizes that the second term in the equations of motion has a
similar form as the P-dependent part. Indeed, as will become clear later,
the actual initial state within the leads is not the one of the isolated leads,
but also depends on the trajectory γ and is given by
Q(i) + i
P + 2bh¯ U (i)−1
tf∫
ti
dt= [U (tf , t)C (t)ψ (t)]
 .
Therefore, the second term in the equations of motion accounts exactly for
this correction of the initial state.
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Finally, the classical action of the trajectory is given by
Rγ
(
q(f), tf ; q
(i), ti
)
=
1
b
Q(f)U (i)
T−1=
[
U † (t, ti)C(t)ψ (t)
]
− 1
b
Q(i)U (i)
−1= [U (tf , t)C (t)ψ (t)]
+
tf∫
ti
dt
{
2
h¯
=
[
ψ∗ (t)C† (t)U † (tf , t)
]
U (i)
−1
t∫
ti
dt′=
[
U †
(
t′, ti
)
C
(
t′
)
ψ
(
t′
)]
+
h¯
2b2
p (t) · q˙ (t)−H(Ξ) (ψ∗ (t)ψ (t) ; t)
}
,
where
q (t) = 2b<ψ (t) ,
p (t) = 2b=ψ (t) .
Later on, also the derivatives of the action with respect to the intial and
final quadrature will be needed. Using the equations of motion, these can
be shown to satisfy
∂Rγ
(
q(f), tf ; q
(i), ti
)
∂q(i)
= − h¯
2b2
p (ti) ,
∂Rγ
(
q(f), tf ; q
(i), ti
)
∂q(f)
=
h¯
2b2
p (tf ) .
8.3 Calculating Observables
8.3.1 A semiclassical formula for expectation values of single-particle
observables
The semiclassical propagator Eq. (8.3) is the key ingredient to determine
expectation values of linear hermitian combinations of Eq. (8.2). In order
to plug in Eq. (8.3), first of all one has to introduce unit operators in terms
of quadrature eigenstates, Eq. (3.14c) to the left and to the right of each
propagator.
Applying furthermore Eq. (3.16) yields – after a partial integration –
derivatives of the semiclassical propagator for the effective extended scat-
tering system. Typically, derivatives of the semiclassical prefactors can be
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neglected compared to those of the phase [15]. Therefore, one is allowed to
let the derivative act on the exponential only, which finally yields
Oll′ =
∫
dLΞq(1)
∫
dLΞq(2)
∫
dLΞq
∫ ∏
l∈Λ
dQl(√
2pib
) ∫ ∏
l∈Λ
dQ
(1)
l
∫ ∏
l∈Λ
dQ
(2)
l
exp
{
− 1
4b2
[
Q(2)
2
+ Q(1)
2
+ q
(1)
Ξ0
2
+ q
(2)
Ξ0
2
]} 〈
q(1)
∣∣∣ψ(i)〉
Σ Σ
×
〈
ψ(i)
∣∣∣q(2)〉
Σ Σ
K(Λ)
∗ (
Q,Q(2); tf , ti
)
K(Λ)
(
Q,Q(1); tf , ti
)
×
∑
γ:q(1)→q
∑
γ′:q(2)→q
1[
(2pi)
3
2 bh¯
]LΞ0
√
det
∂2Rγ
∂q(1)∂q
√
det
∂2Rγ′
∂q(2)∂q
∗
× exp
[
i
h¯
(
Rγ −Rγ′
)] [
ψ
(γ′)
l
∗
(tf )ψ
(γ)
l′ (tf )−
1
2
δll′
]
,
(8.5)
where ψ(γ/γ
′) are the solutions of the equations of motion corresponding
to the trajectory γ and γ′, respectively. Here, γ depends parametrically on
Q(1) and Q, while γ′ depends on Q(2) and Q. For the leads and the scat-
tering region, the overlaps between quadrature eigenstate and the vacuum
have already been evaluated according to Eq. (3.12).
Applying furthermore Eq. (3.19) for the overlap between a coherent
state and a quadrature eigenstate to the source, shows that the main con-
tributions to the integrals in (8.5) stem mainly from those regions wit
q(1) ≈ q(2) and Q(1) ≈ Q(2). This allows to replace the trajectories γ and γ′
by (nearby) trajectories γ¯ and γ¯′, respectively, which both start at 2bq(0) =(
q(1) + q(2)
)
/2 and depend parametrically on 2bQ(0) =
(
Q(2) + Q(1)
)
/2
instead of Q(1) and Q(2) themselves. At the same time, in accordance with
semiclassical perturbation theory one has to expand the corresponding ac-
tions Rγ and Rγ′ in the exponential up to first order in q
(1), q(2), Q(1) and
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Q(2), respectively, i.e.
Rγ
(
q, tf ; q
(1), ti
)
≈ Rγ¯
(
q, tf ; 2bq
(0), ti
)
− h¯
2b2
p(γ¯) ·
(
q(1) − 2bq(0)
)
− i
h¯b
(
Q(1) − 2bQ(0)
)(
U (i)
)−1 tf∫
ti
dt=
[
U (tf , t)C (t)ψ
(γ¯) (t)
]
,
Rγ′
(
q, tf ; q
(2), ti
)
≈ Rγ¯′
(
q, tf ; 2bq
(0), ti
)
− h¯
2b2
p(γ¯
′) ·
(
q(2) − 2bq(0)
)
− i
h¯b
(
Q(2) − 2bQ(0)
)(
U (i)
)−1 tf∫
ti
dt=
[
U (tf , t)C (t)ψ
(γ¯′) (t)
]
,
while in the semiclassical prefactor, q(1) and q(2) are simply replaced by
2bq(0).
After that, one can substitute the integrations over q(1) and Q(1) by
integrals over q(0) and Q(0), respectively and perform the integrals over
q(2) and Q(2), giving
Oll′ = 1
(pib)LΞ
∫ ∏
l∈Λ
dQ
(0)
l
∫ ∏
l∈Λ
dPl
pib
∫
dLΞq(0)
∫
dLΞq
∑
γ¯,γ¯′:2bq(0)→q√
det
∂p(γ¯)(ti)
∂q
√
det
∂p(γ¯′)(ti)
∂q
∗ [
ψ
(γ¯′)
l
∗
(tf )ψ
(γ¯)
l′ (tf )−
1
2
δll′
]
exp
{
− 2Q(0)2 − 2
∑
l∈Ξ0
q
(0)
l
2 − 1
8b2
∑
l∈Ξ0
(
p
(γ¯)
l (ti) + p
(γ¯′)(ti)
)2
−2P(0) − 1
2
∑
l∈Σ
∣∣∣∣2q(0)l + i2b (p(γ¯)l (ti) + p(γ¯′)l (ti))− 2φ(i)l
∣∣∣∣2
+
i
h¯
(
Rγ¯ −Rγ¯′
)}
,
(8.6)
where
P(0) =
1
2b
P +
1
h¯
U (i)
tf∫
ti
ds=
(
U(tf , s)C(s)ψ
(γ)(s)
)
and the integration over Q has been transformed into one over
P =
(
U (i)
)−1 (
2bU (r)Q(0) −Q
)
.
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Note that with the definition of q(0), the initial condition for the trajectories
reads
<ψ (ti) = q(0).
8.3.2 Diagonal approximation: Rederiving the Truncated Wigner
Approximation
Most of the trajectories γ¯ are uncorrelated, such that when performing
a disorder average most terms in the double sum in (8.6) strongly oscillate
and tend to cancel each other. The only contributions that survive this av-
erage are those trajectory pairs that are correlated. The most obvious and
easiest possibility to get pairs of correlated trajectories is again to choose
identical ones, γ¯ = γ¯′. This procedure is called diagonal approximation
and yields
O(da)ll′ =∫ ∏
l′′∈Λ
dQ
(0)
l′′
∫ ∏
l′′∈Λ
dPl′′
pib
∫
dLΞq(0)
(pib)LΞ
∫
dLΞq
∑
γ¯:2bq(0)→q
∣∣∣∣∣det ∂p(γ¯)(ti)∂q
∣∣∣∣∣
exp
−2Q(0)2 − 2P(0)− 2 ∑
l∈Ξ0
∣∣∣ψ(γ¯)l (ti)∣∣∣2 − 2∑
l∈Σ
∣∣∣ψ(γ¯)l (ti)− φ(i)l ∣∣∣2

[
ψ
(γ¯)
l
∗
(tf )ψ
(γ¯)
l′ (tf )−
1
2
δll′
]
.
(8.7)
Just as in the case of the coherent backscattering in section 7.1, using the
properties of the Dirac delta one can easily verify the sum rule
∫
dLΞq
∑
γ¯:2bq(0)→q
1
(2b)LΞ
∣∣∣∣∣det ∂p(γ¯) (ti)∂q
∣∣∣∣∣F [ψ(γ¯) (t)] =
∫
dLΞp(0)F [ψ (t)] ,
where F is an arbitrary functional of ψ(t), and ψ (t) is the time evolution
of ψ (ti) = q
(0) + ip(0) according to the equations of motion (8.4) with
Q(i) = 2bQ(0) and Q(f) = 2bU (r)Q(0) − U (i)P.
Finally, transforming the integration over P to one over P(0) yields the
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truncated Wigner result
O(da)ll′ =∫ ∏
l′′∈Λ
dQ
(0)
l′′
∫ ∏
l′′∈Λ
dP
(0)
l′′
pi/2
∫
dLΞq(0)
(pi/2)
LΞ
∫
dLΞp(0)
(
ψ∗l (tf )ψl′(tf )−
1
2
δll′
)
exp
[
−2Q(0)2 − 2P(0)2 − 2
∑
l′′∈Ξ0
ψ
(0)
l′′
2 − 2
∑
l′′∈S
∣∣∣ψ(0)l′′ − φ(i)l′′ ∣∣∣2
]
.
with ψ
(0)
l = q
(0)
l + ip
(0)
l .
It is important to notice that in the variables Q(0) and P(0), the equa-
tions of motion read
ih¯ψ˙(t) =
∂HΞ (ψ(t); t)
∂ψ∗(t)
+ C†(t)U(t, ti)
(
Q(0) + iP(0)
)
− i
h¯
C†(t)
t∫
ti
dt′U(t, t′)C(t′)ψ(t′).
These equations of motion can also be obtained from the standard mean
field equations corresponding to the exact quantum Hamiltonian Eq. (8.1),
and are therefore exactly the same as the ones obtained in the Truncated
Wigner approach [263].
However, in the same way as for the transition probabilities between
Fock states, the Truncated Wigner approximation only yields the leading
order - and therefore classical - contribution to single-particle observables
in a transport setup as the one described here, while the loop contributions
yield the quantum corrections.
8.3.3 Interference effects: Sieber-Richter Pairs and One-Leg-Loops
The first order corrections stem from two- and one-leg-loops with one
two-encounter. In order to compute them, one first of all needs to find out,
whether and for which ranges of the parameters Q(0), P, q(0) and q these
trajectory pairs exist. To this end, recall the structure of a Sieber-Richter
pair. Suppose, the trajectory γ¯ leaves the encounter region after its first
traversal at time T1 and enters it again at T2. Then, the fact that within
the encounter, the trajectory has to be close to its time reverse requires
that ψ(γ¯) (T1) ≈ ψ(γ¯)∗ (T2). Moreover, its partner trajectory γ¯′ can be
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Figure 8.3: A sketch of (the two-dimensional projection) of a Sieber-Richter
pair
apprximated as
ψ(γ
′)(t) ≈

ψ(γ)(t) for ti ≤ t < T1 − tenc
ψ(γ
′)(t) for T1 − tenc ≤ t < T1
ψ(γ)
∗
(T2 + T1 − t) for T1 ≤ t ≤ T2
ψ(γ
′)(t) for T2 < t ≤ T2 + tenc
ψ(γ)(t) for T2 + tenc < t ≤ tf
(8.8)
where tenc is the time, the trajectories spend inside the encounter region.
The second and third line account for the difference of the trajectories γ¯
and γ¯′ within the encounter region. Note that this parametrization also
includes one-leg-loops by choosing either T1 = ti + t or T2 = tf − t, with
t ∈ [0, tenc].
By plugging (8.8) into the equations of motion (8.4) and checking their
validity for t ∈ [ti, T1 − tenc] and t ∈ [T2 + tenc], on finds that γ¯ and γ¯′ have
to satisfy
T2+tenc∫
T1−tenc
dtU (tf , t)C(t)ψ
(γ¯′)(t) =
T2+tenc∫
T1−tenc
dtU (tf , t)C(t)ψ
(γ¯)(t),
Indeed, using the equations of motion in the (isolated leads), as well as
partial integrations, one can show that
T2∫
T1
dtU (tf , t)C(t)ψ
(γ¯′)(t)−
T2∫
T1
dtU (tf , t)C(t)ψ
(γ¯)(t),
is of the same order as the integrals over the encounter durations, and can
therefore be canceled by them.
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Next, one has to check, whether ψ(γ¯)
∗
(T2 +T1− t) solves the equations
of motion of ψ(γ¯
′)(t) for T1 ≤ t ≤ T2. This requires that the Hamiltonians
H(Λ) and H(Ξ) as well as the coupling C are real and time independent.
Moreover, a further condition is found, which can be written as
CTU (t− ti)
[
U∗ (T2 + T1 − 2ti)
(
Q(0) − iP(0)
)
−
(
Q(0) + iP(0)
)]
=
− i
h¯
CTU (t− ti)
{
U∗ (T2 + T1 − 2ti)
T2∫
ti
dt′U
(
t′ − ti
)
Cψ(γ)
∗
(t′)
+
T1∫
T1−tenc
dt′U∗
(
t′ − ti
)
Cψ(γ
′)(t′) +
T1−tenc∫
ti
dt′U∗
(
t′ − ti
)
Cψ(γ)(t′)
}
,
which actually just says that when following the classical trajectory in
the extended scattering region once in each direction and subtracting the
change in the number of particles in the extended scattering region, the
result has to be minus the value obtained by following the classical trajec-
tory in the leads once in each direction and subtracting the change in the
number of particles in the leads.
Here, as in the diagonal approximation,
P(0) =
1
2b
P +
1
h¯
(
U (i)
)−1 tf∫
ti
dt=
(
U (tf , t)Cψ
(γ)(t)
)
.
Since this has to be valid for any t ∈ [T1, T2], one can omit the coupling
matrix and multiply the whole expression with U †(t− ti), yielding
ih¯U∗ (T2 + T1 − 2ti)
(
Q(0) − iP(0)
)
− ih¯
(
Q(0) + iP(0)
)
=
T1−tenc∫
ti
dtU∗ (t− ti)Cψ(γ)(t) +
T1∫
T1−tenc
dtU∗ (t− ti)Cψ(γ′)(t)
+
T2∫
ti
dtU∗ (T2 + T1 − t− ti)Cψ(γ)∗(t)
(8.9)
On the other hand, ψ(γ) at time T2 has to be almost the time reverse of
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itself at time T1, such that
ψ˙
(γ)
(T1) + ψ˙
(γ)∗
(T2) =
∂H(Ξ)
(
ψ(γ) (T1)
)
∂ψ(γ)
∗
(T1)
−
∂H(Ξ)
(
ψ(γ) (T2)
)
∂ψ(γ) (T2)
+ CT
{
U (T1 − ti)
(
Q(0) + iP(0)
)
− U∗ (T2 − ti)
(
Q(0) − iP(0)
)
− i
h¯
T1∫
ti
dtU (T1 − t)Cψ(γ)(t)− i
h¯
T2∫
ti
dtU∗ (T2 − t)Cψ(γ) (t)∗
}
(8.10)
has to be very small.
Inserting (8.9) in (8.10) finally yields
ψ˙
(γ)
(T1) + ψ˙
(γ)∗
(T2) = − i
h¯
CT
T1∫
T1−tenc
dtU (T1 − t)C
[
ψ(γ) (t)−ψ(γ′) (t)
]
+
∂H(Ξ)
(
ψ(γ) (T1)
)
∂ψ(γ)
∗
(T1)
−
∂H(Ξ)
(
ψ(γ) (T2)
)
∂ψ(γ) (T2)
.
(8.11)
Therefore, there is actually no condition on the parameters Q(0), P, q(0)
and q. Instead, loop contributions will be present for any of these param-
eters.
This, however, means that one can perform the same steps of section
7.1.3, from which follows that the loop contributions all vanish. Therefore,
the Truncated Wigner result presented in [262] is not only the classical
limit, but actually exact within the semiclassical limit.
This is also in accordance with the fact that, for an infinite optical lat-
tice with two energetical bariers between the scattering region and the leads
but otherwise no disorder, the truncated Wigner approach showed very
good agreement with the quantum mechanical calculation [263]. This agree-
ment also shows that the integrations over initial conditions in Eq. (8.5) are
already enough to justify the restriction to correlated pairs of trajectories,
and a disorder average is not required.
CHAPTER 9
The fidelity for interacting
bosonic many-body systems
9.1 The Fidelity Amplitude
The concept of fidelity has been introduced first by Peres to study the
stability and irreversibility of th motion of a quantum system [264]. There
are actually two different equivalent pictures of the procedure. The first
one is the one shown in Fig. 9.1 for the case of ultra-cold atoms in an optical
lattice. In this picture, an initial quantum state is propagated forward until
time t, then propagated backwards in time under a perturbed Hamiltonian
and finally the overlap of the final state with the initial one is measured.
Figure 9.1: The procedure of the fidelity measurement considered here.
The initial Fock state is evolved forward in time and after that backward in
time under a Hamiltonian, for which one of the on-site energies is slightly
perturbed. Finally the overlap between the initial and the final state is
measured.
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The second picture is to evolve one and the same initial quantum state in
time under two different Hamiltonians, which differ in a small perturbation
and measuring the overlap between the two evolved states. In both cases,
the fidelity amplitude is given by
m(t) =
〈
n
∣∣∣ Kˆ ′†(t)Kˆ(t) ∣∣∣n〉 ,
with Kˆ(t) being the propagator of the unperturbed many-body Hamilto-
nian Hˆ, and Kˆ ′(t) evolving the state according to the perturbed one, Hˆ ′.
Here a perturbation of one on-site energy, only, is considered i.e.
Hˆ ′ = Hˆ + ∆nˆl.
Inserting the semiclassical propagator in Fock state representation, (4.18),
and treating ∆ in semiclassical perturbation theory, the fidelity becomes
m(t) ≈
∑
m
(N)
∑
γ,γ′:n→m
AγA∗γ′ exp
[
i
h¯
(
Rγ −Rγ′ − 1
2
∆t
)
+
i
h¯
∆
t∫
0
dt′
∣∣∣ψ(γ′)l (t′)∣∣∣2
]
.
The last term in the first exponential stems from the constant terms in the
classical limit of the Bose-Hubbard Hamitlonian, Eq. (4.9). Moreover, the
superscript (N) at the sum indicates that it runs over those Fock states
with the total number of particles equal to the one of the initial state n.
Note that the Hamiltonian enters the action with a negative sign and thus
the sign of the term in the second exponential is positive.
9.1.1 Disordered system
In a disordered system, one can again restrict oneself to the diagonal
approximation γ′ = γ and the coherent back-scattering contribution stem-
ming from pairing time-reverse trajectories γ′ = T γ,
〈m(t)〉 ≈
∑
m
(N)
〈 ∑
γ:n→m
|Aγ |2 exp
 ih¯∆
t∫
0
dt′
[∣∣ψl(t′)∣∣2 − 1
2
]
〉
(1 + δnm) .
(9.1)
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Here, the term δnm originates again from the pairing of time reverse tra-
jectories. When performing the disorder average, one can assume that the
perturbation will not be always the same, but rather uniformly distributed
within a certain range, which here will be chosen to be [/2,−/2].
Moreover, if the classical limit is chaotic the integral in the exponent in
(9.1) can be interpreted as a sum over random variables. Hence, due to the
central limit theorem it can be replaced by a gaussian distributed variable
X. Then, the mean
〈X〉 =
〈 t∫
0
dt′
[
|ψl(t)|2 − 1
2
]〉
= n0t (9.2)
and the variance
〈
(X − 〈X〉)2
〉
=
〈
t∫
0
dt′
[
|ψl(t)|2 − 1
2
]
2〉
− 〈X〉2 = σ2t (9.3)
are proportional to the time t. This behavior is expected due to the expo-
nential decay of correlations in chaotic systems [265].
Furthermore, the mean can be easily estimated: thermalization [266–
269] states that each site is on average equally occupied. The subtracted
1/2 then cancels with the additional 1/2 introduced by the boundary condi-
tions (4.19) and therefore the mean is given by the average particle density
multiplied by the time,
〈X〉 = n0t = N
L
t.
Estimating σ2, however, is a much more difficult task and has not been
possible up to now. However, one can expect that
σ2 =
〈
1
t
t∫
0
dt′
t−t′∫
−t′
dτ
∣∣ψl(t′)∣∣2 ∣∣ψl(t′ + τ)∣∣2
〉
− n0t− n20t−
t
4
.
is independent on the time t.
Evaluating the integrals over X and ∆ arising due to the averaging
are then straightforward and yield
〈m(t)〉 ≈
√
2pi
t
h¯
σ
exp
(
− n
2
0
2σ2
t
)
<Φ
(
σ2 + 2ih¯n0
2
√
2h¯σ
√
t
)
, (9.4)
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where
Φ(x) =
2√
pi
x∫
0
dz exp
(−z2)
is the error function. Moreover, in (9.4), the result of the transition prob-
ability has been used in order to replace
∑
m
(N)
〈 ∑
γ:n→m
|Aγ |2
〉
(1 + δnm) = 1.
Using the asymptotic formula for the error function [270] then gives for the
large time asymptotics, i.e. for t h¯√
2σ2+4h¯2n20/σ
2
〈m(t)〉 ≈ h¯

[
4h¯
t
2n0h¯ sin
(
n0
2h¯ t
)− σ2 cos (n02h¯ t)
2σ4 + 4n20h¯
2 exp
(
−
2σ2
8h¯2
t
)
+
√
2pi
σ2t
exp
(
− n
2
0
2σ2
t
)]
.
(9.5)
9.1.2 Short Time Behavior
On the other hand, as suggested by the results obtained in section 7.2,
for short times the trajectory almost does not feel the disorder, but the
particles stay at their individual sites and only the phase evolves, such that
〈m(t)〉 ≈ 1


2∫
− 
2
d∆ exp
(
i∆
h¯
nlt
)
=
2h¯ sin
(
nlt
2h¯
)
nlt
, (9.6)
which yields when expanding up to second order in time the well known
quadratic initial decay [264]
〈m(t)〉 ≈ 1−
(nl
2h¯
)2 t2
6
. (9.7)
The main observation here is that the decay becomes stronger when increas-
ing the number of particles in the affected site. To the author’s knowledge
this is the first time that for a many-body system a prediction about the
dependence of the fidelity on the number of particles has been made.
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Figure 9.2: Trajectory pairs giving rise to the background contribution.
9.2 The Loschmidt echo
Following [25], the average Loschmidt echo, which is the average of
the modulus of the fidelity, M(t) =
〈
|m(t)|2
〉
can be written in the semi-
classical limit as a sum of two contributions. However, here due to the
discreteness of the basis, a third background contribution arises such that
M(t) ≈Minc(t) +Mcoh(t) +Mbg. (9.8)
In order to avoid confusion, the first term will be denoted as the incoherent
and the second one as the coherent contribution. This notation will become
clear in the following.
9.2.1 Background contribution
The Loschmidt echo M(t) in semiclassical perturbation theory is given
by
M(t) =∑
m,m′
(N)
〈 ∑
γ,γ′:n→m
γ∗,γ∗′:n→m′
AγA∗γ′A∗γ∗Aγ∗′ exp
{
i
h¯
(
Rγ −Rγ′ −Rγ∗ +Rγ∗′
+∆
t∫
0
dt′
[∣∣∣ψ(γ′)l (t′)∣∣∣2 − ∣∣∣ψ(γ∗′)l (t′)∣∣∣2]
)}〉
.
(9.9)
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Here, the trajectories with and without an asterisk originate from the time
evolution of m∗(t) and m(t), respectively. Moreover, a prime indicates
that the trajectory corresponds to backward propagation. Here it becomes
obvious that, apart from the usual (extended) diagonal pairing γ(∗)′ = γ(∗)
and γ(∗)′ = T γ(∗), one can also pair crosswise like in Fig. 9.2, i.e. γ∗′ =
(T )γ′ and γ∗ = (T )γ in order to get vanishing action differences. However,
this pairing requires that m′ = m. For a continuous basis, this would be
a set of zero measure, and therefore these contributions did not arise in
first quantized approaches [25, 45, 46]. However, in this case the basis is
discrete, and thus this contribution should be taken into account.
One immediately sees that for this kind of pairing also the contribution
arising due to the perturbation to the phase cancels and therefore the
background contribution is given by
Mbg(t) =
∑
m
(N)
〈 ∑
γ,γ′:n→m
|Aγ |2
∣∣Aγ′∣∣2
〉
(1 + δnm)
2
=
∑
m
(N)
[
P (cl) (m,n; t) (1 + δnm)
]2
,
(9.10)
where in the second step the sum rule Eq. (7.2) has been used in order to
relate the background contribution with the classical transition probability
P (cl). Since the disorder averaged classical transition probability becomes
constant for large enough times t the background contribution can also be
assumed to be time independent.
9.2.2 Incoherent contribution
Coming back to the usual pairing γ′ = γ or γ′ = T γ and γ(∗)′ =
γ∗ or γ(∗)′ = T γ∗ (see Fig. 9.3), the incoherent contribution is given by
considering those pairs of trajectories γ∗ and γ∗′ which generically are far
away in phase space from γ and γ′ and therefore explore different regions
in phase space. Therefore, the evolution of this part of m∗(t) is incoherent
to the one of m(t) and hence the denotation as incoherent contribution.
Since the trajectories for m∗(t) and m(t) are far away from each other,
the diagonal approximation as well as the averaging over the time integral
of |ψl(t)|2 can be performed independently for m∗(t) and m(t). Following
the above steps and again taking also into account the time reverse pairing,
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Figure 9.3: Trajectory pair determining the incoherent contribution.
this yields
Minc(t) =
∑
m,m′
(N)
〈 ∑
γ:n→m
γ′:n→m′
∗ |Aγ |2
∣∣Aγ′∣∣2
〉
(1 + δn,m)
(
1 + δn,m′
)
×
√
pi
t
h¯
σ
Φ
( σ
2h¯
√
t
)
,
(9.11)
where the star at the double sum over trajectories indicates that only those
pairs are taken into account, which explore different regions in phase space.
By introducing
x =
2σ2
4h¯2
t,
as well as
M
(0)
inc =
∑
m,m′
(N)
〈 ∑
γ:n→m
γ′:n→m′
∗ |Aγ |2
∣∣Aγ′∣∣2
〉
(1 + δn,m)
(
1 + δn,m′
)
,
Eq. (9.11) can be written in the compact form
Minc(t) = M
(0)
incF (x),
with
F (x) =
1
2
√
pi
x
Φ
(√
x
)
. (9.12)
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Figure 9.4: Comparison of the function F (x), Eq. (9.12), (black) with its
asymptotics [
√
pi/x− exp(−x)/x]/2 (red) and √pi/x/2 (blue).
For large times, one can again use the asymptotic form of the error function
[270], in order to get
F (x) ≈ 1
2
[√
pi
x
− 1
x
exp (−x)
]
≈ 1
2
√
pi
x
. (9.13)
In Fig. 9.4 both approximations are compared with the exact expression
for F (x) showing that even the crude approximation F (x) ≈ √pi/x/2 is
almost indistinguishable from the exact function F (x) already for x ≈ 4.
9.2.3 Coherent contribution
Computing the coherent contribution is somewhat more elaborate, since
if all four trajectories are correlated (see Fig. 9.5) one can not perform the
averages over the time integrals in the second exponential in (9.9) inde-
pendently. Instead, the difference should be computed by utilizing the
linearized equations of motion around e.g. γ′.
It should also be noted that both time integrals are invariant under
time-reversal. Thus in the following, it is enough to consider the pairing
γ′ = γ and γ∗′ = γ∗ with γ∗ ∼ γ but γ∗ 6= γ. The contributions of time
reverse pairing can then be easily incorporated at the end of the analysis.
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Figure 9.5: The coherent contribution is given by sets of four trajectories,
which all stay close together during the whole time evolution.
The evolution determined by the linearized equations of motion are for
long enough times exponentially with the Lyapunov exponent λ. Since the
initial occupations of γ and γ∗ are the same, but the final one have to be
m and m′, respectively, one finds [25]
t∫
0
dt′
[∣∣∣ψ(γ′)l (t′)∣∣∣2 − ∣∣∣ψ(γ∗)l (t′)∣∣∣2] ≈ (ml −m′l)
t∫
0
dt′ exp
[
λ
(
t′ − t)]
=
ml −m′l
λ
[1− exp (−λt)] .
After integrating over ∆ again, the coherent contribution reads
Mcoh(t) =
∑
m,m′
(N)
〈 ∑
γ:n→m
|Aγ |4
〉
(1 + δnm + δnm′)
×2λh¯ sin
{

2λh¯ [1− exp (−λt)] (ml −m′l)
}
 [1− exp (−λt)] (ml −m′l) ,
(9.14)
where as usual the Kronecker deltas stem from pairing of time reverse
paths.
For long enough times, the number of trajectories joining n with m
typically increases exponentially, while at the same time, |Aγ |2 decreases
exponentially with a rate given by the Lyapunov exponent. Thus,〈 ∑
γ:n→m
|Aγ |4
〉
∼ f(t) exp (−λt) , (9.15)
where f(t) is some algebraic function of time. Finally, for long times in
Eq. (9.14) one can approximate
1− exp (−λt) ≈ 1,
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such that
Mcoh(t) ∼ 2λh¯

f(t) exp (−λt)
∑
∆ml
sin
(

2λh¯∆ml
)
∆ml
,
where the sum now runs only over the differences between the final oc-
cupations. Note that only differences up to a certain bound ∆ ± mmax,
which is assumed to be ±1, should be taken into account in order to ensure
that all four trajectories stay close enough to each other, such that their
contribution survives the averaging.
9.3 Discussion and comparison with numerical
data
9.3.1 Fidelity
The fact that the fidelity is given by an Error function with a complex
argument, immediately leads to oscillations in the fidelity similar to those
obtained in a Bose-Hubbard trimer, i.e. a three-site Bose-Hubbard system,
without disorder [271]. However, the average fidelity even has exact zeros,
given by those times, at which the Error function in Eq. (9.4) gets purely
imaginary.
The semiclassical theory contains two parameters, which can be de-
termined by fitting it to numerical data, namely the average occupation
n0 of the l-th site and the variance σ introduced in Eq. (9.3). To this
end, the fidelity has been computed for a Bose-Hubbard ring consisting
of five sites with nearest neighbor hopping strength J = 0.5, interaction
strength U = 4J and disorder strength W = 10J for a perturbation
strength  = 0.04J . In these numerical calculations the initial state has
been chosen to be |2, 4, 3, 2, 3〉 having in total N = 14 particles and the av-
erage runs over 24000 disorder realizations1. In addition, for every disorder
realization, the site which is perturbed is chosen randomly.
As discussed in section section 9.1.1, the average occupation can be
expected to be given approximately by the number of particles divided
by the number of single-particle states, which in the chosen case would
be n0 = 2.8. Actually the mean value in Eq. (9.2) has been computed
numerically by Julien Dujardin in Lie´ge predicting a value of n0 = 2.77.
1 Numerical data by courtesy of Peter Schlagheck
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Figure 9.6: (a) Comparison of the numerical data (black) for the real part
of the fidelity amplitude with the fitted semiclassical prediction (red line)
as well as the corresponding long time asymptotics (blue dotted line). (b)
Comparison of the numerical data (black) for the real part of the fidelity
amplitude with the fitted semiclassical prediction (red line) and the short
time formula Eq. (9.6) (blue dashed line).
The values obtained from fitting the semiclassical theory to the numerical
data are
n0 ≈ 2.85, (9.16a)
σ ≈ 8.92, (9.16b)
where the value obtained for n0 is still in good agreement with the above
estimate.
Fig. 9.6 shows that the semiclassical theory with the values given in
Eq. (9.16) agrees very well with the numerical data for  = 0.04J .
It is worth to notice that both, the numerical data and the semiclassical
theory, show the initial quadratic decay predicted by (9.7). Yet, in order to
emphasize that the numerical data indeed initially has a quadratic behavior,
Fig. 9.6(b) shows the numerical data in comparison with Eq. (9.6) for small
times. Again, the agreement of both curves is very good. Note, however,
that since in the numerical study the site which has been perturbed has
been chosen randomly for each disorder realization, for a comparison one
has to replace nl by n0 in Eqns. (9.6,9.7).
It is obvious that the approximation Eq. (9.7) has to break down, before
the first zero occurs. This is because this zero is related to the oscillations,
which of course can not be covered by the quadratic approximation.
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Figure 9.7: (a),(b) Comparison of the numerical data (black) for the real
part of the fidelity amplitude with the fitted semiclassical prediction (red
line) for  = 0.01J . (c),(d) Comparison of the numerical data (black) for the
real part of the fidelity amplitude with the fitted semiclassical prediction
(red line) for  = 0.02J and the short time formula, Eq. (9.6) (blue dashed
line).
Moreover, Fig. 9.6(a) also compares the numerical results with the long
time behavior, Eq. (9.5). The cosine and sine in Eq. (9.5) indicate that
the long time asymptotics may hold already before the fidelity becomes
zero for the first time, since these terms are responsible for the oscillations.
Indeed, the comparison in Fig. 9.6(a) holds good agreement already before
the first zero occurs.
Finally, Fig. 9.7 shows a comparison of the semiclassical theory with
the numerical data for perturbation strengths  = 0.01J and  = 0.02J . In
these figures for the semiclassical curves the parameters obtained from the
fitting for  = 0.04J have been used. However, in the numerical data, the
average now runs over 200 disorder realizations only, which might explain
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the stronger deviations compared to the plots shown in Fig. 9.6. Yet, the
agreement between numerics and semiclassics is still very good.
As a matter of fact, Eq. (9.5) suggests that in principle, there might
be two regimes, due to the decomposition into two terms, where each term
decreases exponentially, however with different rates. For small pertur-
bations, the second exponential decreases much slower and therefore this
contribution will dominate. Thus, for small perturbation, the exponential
decrease is determined by the perturbation strength.
For larger perturbation strengths however, the first term may eventually
dominate and yield a decrease independent of the perturbation strength.
Such a perturbation independent regime has been observed previously for
the Loschmidt echo [25], but not yet for the fidelity. However, the pertur-
bation independent regime for the decay of the Loschmidt echo typically
decreases with a decay rate given by the Lyapunov exponent [25] – and is
therefore called Lyapunov regime –, whereas here the decay rate is deter-
mined solely by the average occupation.
The perturbation strength, at which the first exponential starts to dom-
inate can be estimated to be
c ≈ 2n0h¯
σ2
.
However, it remains the question, whether the above approach is still valid
in this regime, since the perturbation strength already has to be pretty
large, such that maybe the semiclassical perturbation theory is no longer
justified.
9.3.2 Loschmidt echo
The average Loschmidt echo also decreases quadratically for small times
[272]. However, this quadratic decay can not be determined from the pre-
sented semiclassical approach. After this initial quadratic decay, there is a
competition between the coherent and incoherent contribution, which de-
termines its further decay. However, due to the asymptotic form, Eq. (9.13),
the decay of the incoherent part Eq. (9.11) is algebraic, while the coherent
part, Eq. (9.14), decays exponentially. Thus, in the scenario considered
here, the incoherent contribution will always win for large enough times.
This also explains the absence of the Lyapunov regime in the numerical
calculations [272].
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Finally, for even larger times, when the coherent and incoherent con-
tributions are negligibly small, the Loschmidt echo enters the saturation
regime determined by the background contribution Eq. (9.10), which is
independent of time.
Assuming that in Eq. (9.15), f(t) ∼ tβ, the Loschmidt echo Eq. (9.8)
can be written as
M(t) = tβ exp (−λt)
∑
∆ml
b∆ml
sin
{
∆ml
2λh¯ [1− exp (−λt)]
}
∆ml
2λh¯ [1− exp (−λt)]
+a
√
pi
t
h¯
σ
Φ
( σ
2h¯
√
t
)
+ c,
(9.17)
where the fitting parameters
a = M
(0)
inc =
∑
m,m′
(N)
〈 ∑
γ:n→m
γ′:n→m′
∗ |Aγ |2
∣∣Aγ′∣∣2
〉
(1 + δn,m)
(
1 + δn,m′
)
,
b∆ml =
exp (λt)
tβ
∑
m
(N)
〈 ∑
γ:n→m
|Aγ |4
〉
(1 + δnm + δnm′) ,
c = Mbg =
∑
m
(N)
〈 ∑
γ,γ′:n→m
|Aγ |2
∣∣Aγ′∣∣2
〉
(1 + δnm)
2
have been introduced. Furthermore, σ, β and λ are obtained from fitting
Eq. (9.17) to the numerical data. It is expected, however, that b∆ml ≈ b is
roughly the same number for all values of ∆ml smaller than or equal to an
upper bound mmax for which the semiclassical perturbation theory remains
valid and b∆ml = 0 for ∆ml > mmax.
While the variance σ has already been obtained from the fitting of the
semiclassical prediction of the amplitude in section 9.3.1 and is given by
Eq. (9.16b), the remaining parameters are obtained by two different fitting
schemes.
Three-step fitting scheme
Here, it has been assumed that the maximum difference mmax in the
final occupations for the coherent contribution has to be zero, in order
for the semiclassical perturbation theory to be valid. Moreover, β has
been assumed to be zero. The remaining four fitting parameters are then
obtained in two steps: First, for very long time, due to its exponential
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Figure 9.8: Comparison of the numerical (black) and semiclassical (red line)
calculation of the Loschmidt echo for very long times. For the semiclassical
curve, the coherent contribution has been neglected.
behavior the coherent contribution can be assumed to be negligibly small
compared to the remaining two. The coefficients of the remaining two
contributions are then obtained to be
a ≈ 0.577. (9.18a)
c ≈ 0.000189, (9.18b)
For long times, this step results in a very good agreement between the
semiclassical theory and numerical calculation as shown in Fig. 9.8. The
remaining two parameters b and λ are finally obtained from fitting the
semiclassical theory to the numerical data for intermediate times while
using the parameters obtained in Eqns. (9.16) and (9.18) yielding
b ≈ 0.652, (9.19a)
λ ≈ 0.00105. (9.19b)
One-step fitting scheme
The second fitting scheme is to fit all parameters at once using as many
numerical points as possible. In this scenario mmax has been chosen to be
one and β has also been kept as a fitting parameter. Moreover, b1 and b0
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Fitting parameter Three-step fitting One-step fitting
n0 2.85 2.87
σ 8.92 9.01
a 0.577 0.613
b0 0.652 0.611
b1 – 0.574
c 0.000189 1.92× 10−11
β – −0.0858
λ 0.00105 0.000625
Table 9.1: Comparison of the values for the fitting parameters of the
Loschmidt echo obtained by the two different fitting schemes.
have been assumed to be independent fitting parameters, in order to still
allow mmax = 0, if this yields better results.
The parameters obtained from this fitting by using Eqns. (9.16), (9.18)
and (9.19) as initial guesses are
n0 ≈ 2.87, (9.20a)
σ ≈ 9.01, (9.20b)
a ≈ 0.613, (9.20c)
b0 ≈ 0.611 (9.20d)
b1 ≈ 0.574 (9.20e)
c ≈ 1.92× 10−11, (9.20f)
β ≈ −0.0858 (9.20g)
λ ≈ 0.000625, (9.20h)
indicating that mmax = 1 yields better agreement than mmax = 0.
The values for the fitting parameters obtained from the two fitting
schemes are compared in Table 9.1. While some of them are pretty similar,
like for instance the mean occupation n0, the variance σ, the obtained
Lyapunov exponent λ differs by a factor of roughly 2 and the magnitude of
the background contribution is several orders of magnitude smaller for the
one-step fitting scheme than for the three-step fitting. These discrepancies
however are not yet understood.
9.3. DISCUSSION 149
Comparison with numerical results
Fig. 9.9 compares the thus obtained semiclassical predictions with the
numerical results and shows a very good overall agreement (see Fig. 9.9(a)).
As expected, for very long times, both fitting schemes as well as the numer-
ical result agree with the long time asymptotics obtained from neglecting
the coherent contribution. As can be easily seen in Fig. 9.9(c), for shorter
times, the latter of course can not reproduce the correct results. Instead
for t . 2000h¯/J the three-step fitting scheme gives the best agreement,
while later on the one-step fitting scheme does (see Fig. 9.9(d)).
The shoulder the one-step fitting result shows below t = 1000h¯/J sug-
gest that the reason for this behavior is a crossover from mmax = 0 to
mmax = 1. This crossover can also be explained from a simple classical
argument: In the coherent contributions, the two trajectories are assumed
to be close enough to each other in phase space to allow a linearization of
the motion of one of the trajectories around the other one. Then, due to
ergodicity, the phase space distance between them increases exponentially
in time. However, since the initial separation of the trajectories has to be
small enough, there is a certain minimal time required in order for the two
trajectories to end at different occupations. It is only after this minimal
time that the ∆ml = 1 term has to be included in the coherent contribu-
tion. Including ∆ml = 2, on the other hand, seems not to be necessary,
because at the time, at which the classical motion would allow for such
large deviations of the trajectories, the coherent contribution is already
negligible.
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Figure 9.9: Comparison of the numerical result (black), the three-step fit-
ting scheme (red line), the one-step fitting scheme (blue dotted line) and
the long time asymptotics obtained from fitting the semiclassical theory
without the coherent contribution to the numerical data for long times
(green dotted line).
Part IV
Interference Effects in
Fermionic Fock Space
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CHAPTER 10
The Transition Probability
for Fermionic Systems
In section 7.1, it was shown that for a chaotic, bosonic many-body system
which is prepared in the Fock state n(i), the probability to measure at
time tf the Fock state n
(f) is enhanced by a factor of two compared to the
classical (Truncated Wigner) result if n(f) = n(i), while for all other n(f)
the classical and quantum probability coincide.
Now that a semiclassical propagator for fermionic systems has been
derived, one can ask, whether there is an analogous effect for fermions. To
address this question, consider a spin-12 system with some spin-coupling
(e.g. Rashba spin-orbit interaction). Such a system may be for example
the Fermi-Hubbard model with Rashba spin-orbit interaction α, described
by the Hamiltonian
Hˆ =
L∑
l=1
[ ∑
σ=↓,↑
(
lcˆ
†
l,σ cˆl,σ − Jcˆ†l,σ cˆl+1,σ − J∗cˆ†l+1,σ cˆl,σ
)
+ Ucˆ†l,↑cˆ
†
l,↓cˆl,↓cˆl,↑
+α
(
cˆ†l,↓cˆl+1,↑ − cˆ†l+1,↓cˆl,↑
)
+ α∗
(
cˆ†l+1,↑cˆl,↓ − cˆ†l,↑cˆl+1,↓
) ]
.
(10.1)
Inserting the semiclassical propagator, (5.14), the transition probability is
given by
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P
(
n(f),n(i); tf , ti
)
=
∣∣∣〈n(f)| Kˆ (tf , ti) |n(i)〉∣∣∣2
≈
∑
γ,γ′
AγBγA∗γ′Bγ′∗ exp
[
i
h¯
(
Rγ −Rγ′
)]
With the same arguments as in section 7.1, under disorder average, one can
restrict the double sum over trajectories by one sum over trajectories γ and
a second one over partner trajectories γ′, which give rise to generic action
differences Rγ − Rγ′ , i.e. to action differences, which are independent on
the disorder realization.
10.1 Diagonal approximation
The most obvious partner causing a generic action difference is of course
again γ′ = γ leading to the diagonal approximation. Obviously, the actions
of γ and γ′ as well as the prefactors Bγ and Bγ′ are equal. The sum rule
(7.2) is valid for fermions, too, and therefore, the diagonal approximation
to the transition probability for fermions is given by what will be called
the classical transition probability,
P (cl)
(
n(f), tf ; n
(i), ti
)
=
2pi∫
0
dN−1θ(i)
(2pi)N−1
δN−1
[
P(f)0 n
(
n(i),θ(i); tf
)
− P(f)0 n(f)
] ∣∣∣B (n(i),θ(i))∣∣∣2 .
Here, n
(
n(i),θ(i); t
)
is the vector containing the modulus squares of the
time evolution of the initial state with the components
φ
(i)
l,σ =
√
n
(i)
l,σ exp
(
iθ
(i)
l,σ
)
.
Moreover, B
(
n(i),θ(i)
)
is given by Bγ defined in Eq. (5.15) for the trajec-
tory γ with initial phases θ(i) and can be considered as a renormalization
of the classical probability due to vacuum fluctuations.
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10.2 Coherent backscattering like contribution
For time reversal symmetric systems, a second possibility to chose the
partner trajectory γ′, is the time reversed trajectory of γ, i.e. γ′ = T γ.
In the example stated in Eq. (10.1), time reversal is achieved, if J is real.
However, here one has to be more careful with the time reversal operator
as for bosonic systems, because it depends on the choice of the coupling
α. On the one hand, if α = 0, which corresponds to having two copies of
one and the same system of spinless fermions, the time reversal operator
is - just as in the bosonic case - identical to complex conjugation, and one
can follow section 7.1.2 to find that the transition probability is twice the
classical one, if n(f) = n(i), and equal to the classical one otherwise.
On the other hand in the presence of spin-orbit coupling, i.e. if α 6= 0,
the time reversal operator is given by
T = −iσyCˆ,
where σy is the (many-body) y-Pauli matrix acting on spin space, and Cˆ
is complex conjugation in site-|+z〉 , |−z〉 representation. Thus the time
reverse of the trajectory γ is achieved by the replacement(
φl,↑ (ti + t)
φl,↓ (ti + t)
)
−→
( −φl,↓∗ (tf − t)
φl,↑∗ (tf − t)
)
.
In particular this implies that the time reverse of the trajectory γ starts
at Xn(f) and ends at Xn(i), where X is the matrix, which exchanges the
spin-up and spin-down components, while its initial and final phases satisfy
θ
(T γ,i)
l,↑ = pi − θ(γ,f)l,↓
θ
(T γ,i)
l,↓ = −θ(γ,f)l,↑
θ
(T γ,f)
l,↑ = pi − θ(γ,i)l,↓
θ
(T γ,f)
l,↓ = −θ(γ,i)l,↑ .
(10.2)
Similar to the bosonic case, pairing the trajectory γ with its time reverse
is only possible, if the final Fock state is the spin reversed of the initial
one. Therefore, one has again to replace the trajectories γ by nearby ones,
which connect spin reversed Fock states. However, here the trajectories γ˜
used to replace γ will be chosen somewhat differently than in the bosonic
case, namely to start at n(i) and end at Xn(f), because in this way the
origin of the final result is more transparent.
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Using the relations of the initial and final phases of the time reversed
trajectory with the ones of the original one, Eq. (10.2), leads to the action
difference
Rγ −Rγ′ ≈ Rγ˜ −RT γ˜ + h¯
(
θ(γ˜,f) − θ(γ˜,i)
)
·
(
n(f) −Xn(i)
)
.
Reminding oneself of the derivation of the semiclassical prefactors in section
5.2.2, it is clear that Bγ is the same for γ and its time reverse T γ, just as
the second derivative of the action with respect to the initial and final
occupation numbers is. Therefore
P (cbs)
(
n(f), tf ; n
(i), ti
)
=
δTRI
(2pi)N−1
∑
γ˜:n(i)→Xn(i)
|Bγ˜ |2
∣∣∣∣∣∣det ∂P
(i)
0 θ
(γ˜,i)
∂
(
P
(f)
0 Xn(i)
)
∣∣∣∣∣∣ exp
[
i
h¯
(Rγ˜ −RT γ˜)
]
exp
[
i
(
θ(γ,f) − θ(γ′,i)
)(
n(f) −Xn(i)
)]
.
(10.3)
The next step is to determine the action difference Rγ˜ − RT γ˜ . Since the
Hamiltonian is the same for a trajectory and its time reverse, this action
difference is determined by the kinetic parts only,
Rγ˜ −RT γ˜ = h¯
∫
γ
dn · θ − h¯
∫
T γ
dn · θ
= h¯
∫
γ
dn · θ − h¯
L∑
l=1
[ tf∫
ti
dt [pi − θl,↑(T − t)] ∂
∂t
nl,↑ (T − t)
+
tf∫
ti
dt [−θl,↓(T − t)] ∂
∂t
nl,↓ (T − t)
]
= h¯pi
L∑
l=1
(
n
(f)
l,↑ − n(i)l,↑
)
,
(10.4)
where T = tf + ti. Finally, for n
(f) = Xn(i), the action difference is given
by
Rγ −RT γ = pih¯
L∑
l=1
(
n
(i)
l,↓ − n(i)l,↑
)
= pih¯N − 2pih¯N (↑),
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with N (i,↑) the initial total number of spin-up particles. We find then that
the action difference is equal to h¯pi times an even (odd) number, if the total
number of particles is even (odd). Thus, under disorder average, after av-
eraging over the final phases, the coherent backscattering-like contribution
to the transition probability for spin-12 particles becomes
P (cbs)
(
n(f), tf ; n
(i), ti
)
=
(−1)NδTRIδn(f)↑ ,n(i)↓ δn(f)↓ ,n(i)↑ P
(cl)
(
n(f), tf ; n
(i), ti
)
,
and summing up the two leading order contributions yields
P
(
n(f), tf ; n
(i), ti
)
≈[
1 + (−1)NδTRIδn(f),Xn(i)
]
P (cl)
(
n(f), tf ; n
(i), ti
)
.
(10.5)
All in all, the average transition probability can be written as
P
(
n(f), tf ; n
(i), ti
)
≈ P (cl)
(
n(f), tf ; n
(i), ti
)
1 GUE
1 + δn(f)n(i) GOE
1 + (−1)Nδn(f),Xn(i) GSE,
where the notation of Random matrix symmetry classes [273] has been
implied with GUE (gaussian unitary ensemble) denoting systems without
time reversal invariance, GOE (gaussian orthogonal ensemble) time rever-
sal symmetric systems without spin-orbit coupling and GSE (gaussian sym-
plectic ensemble) those with both, time reversal symmetry and spin-orbit
coupling. This result and the pairing of trajectories for each symmetry
class is also summarized in Fig. 10.1.
10.3 Discussion
Eq. (10.5) says that the probability to measure a final Fock state which
is the spin reversed of the initial one is zero if the total number of particles
is odd, while it is twice the classical one if the total number of particles
is even. As already stated above, this holds only if the system is time
reversal symmetric and there is a spin coupling mechanism which allows
the transformation of spin-up to spin-down particles and no further discrete
symmetries exist. Without spin coupling, the result would be given by
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Figure 10.1: Summary of the transition probabilities. The diagonal pairing
(left) is always possible, while the time reverse pairing (center and right)
require time reversal symmetry and a certain final occupation. This final
occupation has to be the same as the initial one for GOE (right) and the
spin-reverse for the GUE (center) case. The three diagrams at the bottom
show schematicaly the expected result of a measurement of the transition
probability for (from left to right) GUE, GSE and GOE. In the GSE case,
the result depends on whether the total number N of particles is even or
odd. If it is even, the probability gets enhanced by a factor of two for the
spin-reverse of the initial state, while for odd N , the same transition is
forbidden.
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(7.3). The fact that for n(f) = Xn(i), i.e. if the final Fock state is the
spin-flipped version of the initial one, the averaged transition probability is
zero and the transition probability itself is by construction a non-negative
quantity, already implies that the transition probability is zero for every
disorder realization. In fact, it can be shown exactly for any quantum
system with a time-reversal operator, which squares to minus one, T 2 = −1,
that the transition probability between time reversed states is zero:
〈T φ| exp
(
− i
h¯
Hˆt
)
|φ〉 =
〈
T 2φ
∣∣∣∣ T exp(− ih¯ Hˆt
)
φ
〉∗
= (−1)N
〈
φ
∣∣∣∣ exp( ih¯ Hˆt
)
T φ
〉∗
= (−1)N 〈T φ| exp
(
− i
h¯
Hˆt
)
|φ〉 .
Therefore, for odd total number of particles
〈T φ| exp
(
− i
h¯
Hˆt
)
|φ〉 = 0.
which is a much easier and more general way to show that for an odd
number of half-integer spin systems the transition from an initial state to its
time reverse (spin reverse) state vanishes. However, Eq. (10.5) on one hand
shows that the semiclassical technique introduced here can reproduce the
delicate phase coherences that produce even such an fundamental quantum
mechanical result, although the classical probability for this transition may
be non-zero. On the other hand, it is able to predict the result for an even
number of particles, in which case the above argument tells nothing about
the transition probability.
10.4 Further discrete symmetries
If the spin-orbit coupling strength fulfills further conditions, additional
discrete symmetries may occur. For example, if α∗ = α, the system is
invariant under replacing all spin-up components by the negative of the
spin-down ones and simultaneously replacing the spin-up by the spin-down
components. If initially n
(i)
l,↑ = n
(i)
l,↓ for every site l, which is possible only for
an even total number of particles, there are two further possible partners for
each trajectory, while in all the other cases there is one additional possible
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Figure 10.2: Numerical result for the transition probabilities after at
t = 50h¯/(2J) for N = 8 particles in an 8-site Fermi-Hubbard-system,
Eq. (10.1), with disorder strength W = 2J , interaction strength U = J ,
hopping strength J = 0.5 and spin orbit coupling strength |α| = J/5. The
phase of the spin orbit coupling was chosen to be (from top to bottom)
ϕ = 0, pi/2 , pi/4 and 0.6214pi. The initial state was chosen to be given by
the sequence ud02d02d2, where u and d stand for a spin-up and spin-down
particle, respectively, in the corresponding site, 0 for an empty site and 2 for
a doubly occupied one. The enhancement at the initial and its spin-flipped
state are clearly visible. Figure by courtesy of Peter Schlagheck.
partner, determined by complex conjugating the trajectory and replacing
t by tf + ti − t. Following the above steps for this discrete symmetry, too,
one finds
P
(
n(f), tf ; n
(i), ti
)
=[
1 + (−1)N δn(f),Xn(i) + δn(i),Xn(i)δn(f)Xn(f) + δn(f),n(i)
]
×P (cl)
(
n(f), tf ; n
(i), ti
)
.
(10.6)
In the same way, if α is completely imaginary, there is a symmetry towards
exchanging spin-up and spin-down components if at the same time one of
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Figure 10.3: Numerical result for the transition probabilities at time
t = 50h¯/(2J) for N = 7 particles in an 8-site Fermi-Hubbard-system,
Eq. (10.1), with disorder strength W = 2J , interaction strength U = J ,
hopping strength J = 0.5 and spin orbit coupling strength |α| = J/5. The
phase of the spin orbit coupling was chosen to be (from top to bottom)
ϕ = 0, pi/2 , pi/4 and 0.6214pi. The initial state was chosen to be given by
the sequence ud02d02d2, where u and d stand for a spin-up and spin-down
particle, respectively, in the corresponding site, 0 for an empty site and 2
for a doubly occupied one. The enhancement at the initial state as well
as the vanishing probability for its spin-flipped version are clearly visible.
Figure by courtesy of Peter Schlagheck.
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the two components gets multiplied by −1. This leads again to additional
partner trajectories and finally to Eq. (10.6).
In fact, the result keeps the same for any phase ϕ of the coupling
strength α = |α| exp (iϕ) as long as it does not become site dependent.
This is because the classical Hamiltonian is invariant under the transfor-
mation (
ψ↑
ψ↓
)
→
(
ψ↓eiϕ
ψ↑e−iϕ
)
.
As shown in Figs. 10.2 and 10.3, this prediction is nicely confirmed by
numerical calculations obtained by Peter Schlagheck.
In general, each discrete symmetry will give rise to further partner tra-
jectories (and therefore further additive terms in the transition probability),
which require certain conditions on the initial and final Fock state. In the
averaged transition probability, this condition will be reflected in a Kro-
necker delta. Moreover, the phase of this contribution will be determined
by the difference in the kinetic parts of the actions. Since the result has to
be a real number, this phase will either be an integer multiple of pi or each
symmetry related partner will come in pairs such that each pair adds up
to a real number.
CHAPTER 11
Many-Body Spin Echo
11.1 The spin-echo setup
Since the prohibition of a transition from an initial Fock state to the
one which is the spin reversed one for an odd number of spin-12 particles is
no dynamical effect, and can be proven without any loss of generality by
using T 2 = −1, only the transition probability for fermions is a very nice
check of the validity of the semiclassical approach presented here, but not
more.
On the other hand, there is a very famous effect in single-particle sys-
tems based on constructive interference for spin-12 particles, namely the
spin (or Hahn) echo [275], which is depicted in Fig. 11.1. In this spin-echo
experiment, spins are first of all aligned in z-direction along a constant
magnetic field (Fig. 11.1a). An intermediately applied radio frequency
field then rotates the spins into x-direction (Fig. 11.1b), such that they
start to precess around the z-axes (Fig. 11.1c). After some time t, again a
radio-frequency field is applied, in order to ratate the spins by 180◦ around
the y-axes (Fig. 11.1d). After letting the spins precess again for time t
(Fig. 11.1e), all the spins point again into the same direction (Fig. 11.1f),
independently on the different local magnetic field.
It is expected that due to relaxation processes and spin decoherence,
the echo signal at time 2t, i.e. the enhancement of the probability of all
spins pointing into the same direction shows a gaussian decay [276–279].
Many-body effects have been included up to now only by means of spin-
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Figure 11.1: Conventional spin echo experiment (cf. [274])
chains [280, 281], while spin-orbit interactions have not been considered at
all.
Here, these last two points will be adressed. The focus of this section
is on an interacting fermionic many-body system with spin-orbit coupling.
However, in contrast to the conventional spin echo experiment [275], time
reversal invariant systems will be considered. To this end, a system de-
scribed for instance by the Hamiltonian Eq. (10.1) is considered, with the
parameters chosen such that the classical limit Eq. (5.2) is chaotic.
It is furthermore assumed that the system is initially prepared in a Fock
state n(i), for which the single-particle states are ordered such that for each
orbital state the spin-down state follows the spin-up state,
|n〉 = |n1,↑, n1,↓, . . . , nL,↑, nL,↓〉 . (11.1)
This initial Fock state is then evolved for some time t1, after which, for
a number F of the single-particle states, labeled by l1, . . . , lF , the spins
are reversed without measuring the number of particles within this state.
Mathematically, this spin flip can be described by the operator
Aˆ =
F∏
j=1
[(
1− nˆlj ,↑
)(
1− nˆlj ,↓
)
+ nˆlj ,↑nˆlj ,↓ + cˆ
†
lj ,↑cˆlj ,↓ + cˆ
†
lj ,↓cˆlj ,↑
]
. (11.2)
In order to check that this linear operator indeed gives the correct spin-
flip, one has to apply it to a Fock state |n〉. Thereby, the j-th factor in
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Figure 11.2: Schematic sketch of the procedure of the spin-echo experiment
the product acts on the lj-th site only. The first term then is zero, if the
lj-th site is occupied, and equal to the unity operator on this site if it is
empty. In the same way, the second term is equal to unity, if the lj-th
site is fully, i.e. doubly, occupied, and zero else. Now, the last two terms
are zero if the corresponding site is fully occupied or empty, while if it
is singly occupied, the spin-up and spin-down component are exchanged.
Therefore, the operator Aˆ indeed resembles the desired spin flip. However,
one has to keep in mind that due to the antisymmetric nature of fermions,
this operator will also yield an additional sign, which depends on the Fock
state, it is applied to and the choice of the ordering. Luckily, by the ordering
chosen here, Eq. (11.1), these signs vanish.
The system is then let to evolve again for a time t2 and the resulting
Fock state is measured. For the example of spin-orbit coupled fermionic
ultra-cold atoms in an optical lattice this procedure is depicted in Fig. 11.2.
However, the system does not need to be an ultra-cold atom system, but
can be any fermionic many-body system with spin-orbit interactions. The
only requirements that will be made are the ergodicity of the classical
Hamiltonian system and the invariance under the time reversal operator
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T = −iσyCˆ,
where σy is the Pauli matrix in y-direction and Cˆ denotes complex conju-
gation.
11.2 Leading order contributions
The quantity analogous to the spin echo signal is the probability to
measure a certain final Fock state n(f), which is given by
Pmbse
(
n(f),n(i)
)
=
∣∣∣〈n(f)| Kˆ (t2) AˆKˆ (t1) |n(i)〉∣∣∣2 ,
where Kˆ(t) is the propagator of the system. Inserting a unity operator in
terms of Fock states between Aˆ and Kˆ (t1) and inserting the semiclassical
approximation for the propagator, Eq. (5.14), then yields a four-fold sum
over trajectories,
Pmbse
(
n(f),n(i)
)
≈
∑
m,m′
∑
γ1:n(i)→m
γ2:Bm→n(f)
γ3:n(i)→m′
γ4:Bm′→n(f)
Aγ1Bγ1Aγ2Bγ2Aγ3∗Bγ3∗Aγ4∗Bγ4∗
× exp
[
i
h¯
(Rγ1 +Rγ2 −Rγ3 −Rγ4)
]
,
where B is the matrix, which exchanges the spin-up and spin-down com-
ponents for those sites, for which the spin is flipped in between,
B =
 b1 . . .
bL

bl =

(
1 0
0 1
)
if l /∈ {l1, . . . , lF }(
0 1
1 0
)
if l ∈ (l1, . . . , lF )
Under disorder average, one has to find those combinations of trajectories
such that a trajectory contributing with a positive sign to the action differ-
ence in the exponential is paired by one, which contributes with a negative
11.2. LEADING ORDER CONTRIBUTIONS 167
(a) (b)
Figure 11.3: Leading order contributions to the many-body spin-echo prob-
ability.
sign. Neglecting all loop contributions, which have been introduced very
briefly in section 7.1.3 and are discussed in more detail in Appendix F, this
leaves in total eight possibilities for pairing. However, there are only two
possibilities, for which one of the sums over intermediate occupations m
and m′ survives, and which therefore yield the leading order contribution.
These two possibilities, which will be called incoherent and coherent con-
tribution, are shown in Fig. 11.3. Note that the labeling as incoherent and
coherent contribution refers only to the many-body coherence, which is not
incorporated in the classical limit.
The incoherent contribution, Fig. 11.3(a) is the diagonal approximation
obtained by pairing γ1 = γ3 and γ2 = γ4, which is obviously only possible,
if the intermediate occupations are equal, m′ = m, but does not require
any further conditions.
Using the definition of the classical transition probability in section 10.1,
the diagonal approximation yields the classical or incoherent many-body
spin-echo probability
P
(incoh)
mbse
(
n(f),n(i); t1, t2
)
=
∑
m
P (cl)
(
n(f),m; t2
)
P (cl)
(
m,n(i); t1
)
= P
(cl)
mbse
(
n(f),n(i); t1, t2
)
,
which can be assumed to be approximately constant for all combinations
of n(f), n(i), t1 and t2, as long as the initial and final occupations are such
that the particles are sufficiently distributed and t1 and t2 are large enough
that the particles have been able to move.
The crosswise pairing shown in Fig. 11.3(b) of γ1 with the time reverse
of γ4 as well as γ2 with the time reverse of γ3 is possible only if the two
times t1 and t2 are comparable. Therefore the coherent contribution arises
only for t1 ∼ t2. Moreover, it requires that the final Fock state is the time
reverse version of the initial one, n(f) = Xn(i), where X is the matrix,
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which flips all spins,
X =

0 1
1 0
. . .
0 1
1 0
 . (11.3)
In other words, the final occupations have to be equal to the initial one
with all spin-up and spin-down particles exchanged. Moreover, according
to Eq. (10.4), the phase accumulated by this pairing is given by
Rγ1 −RT γ1 +Rγ2 −RT γ2 = h¯
L∑
l=1
[
ml,↑ − n(i)l,↑ + n(f)l,↑ − (Bm)l,↑
]
such that, to leading order for t1 = t2, the many-body spin echo probability
is given by
P
(coh)
mbse
(
n(f),n(i); t1, t2 = t1
)
= δn(f),Xn(i)
∑
m
P
(cl)
mbse
(
n(f),n(i); t1, t2
)
× (−1)
N+
F∑
j=1
(
mlj ,↑−mlj ,↓
)
,
where the fact that ml,↑−(Bm)l,↑ = 0 for l /∈ {l1, . . . , lF } as well as that the
difference in the total number of spin-up and spin-down particles is odd, if
and only if the total number of particles is odd has been used. Thus, the
sign of the coherent contribution to the leading order many-body spin-echo
is negative if either the total number of particles is even and the number
of intermediately flipped spins is odd or vice versa, and positive otherwise.
Assuming that, following classical ergodicity, the classical transition
probability is independent of the intermediate state m, one can easily esti-
mate the overall size of the second term by simple combinatorics. For this,
it is convenient to get rid of the N -dependence, which is possible by using
F∑
j=1
mlj ,↓ = N −
F∑
j=1
mlj ,↑ −
∑
l/∈{l1,...,lF }
(ml,↑ +ml,↓) .
Thus, the second term contributes with a positive sign if the number of par-
ticles whose spins are not flipped is even, and is negative otherwise. Thus,
one only has to count the numbers Neven and Nodd of possible occupations
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m, for which the number of particles to which the spin-flip is not applied
if even and odd, respectively. These numbers are given by
Nodd =
dN2 e∑
k=1
(
2(L− F )
2k − 1
)(
2F
N − 2k + 1
)
,
Neven =
bN2 c∑
k=0
(
2(L− F )
2k
)(
2F
N − 2k
)
,
(11.4)
and thus give the coherent contribution for t1 = t2
P
(coh)
mbse
(
n(f),n(i); t1, t2 = t1
)
= δn(f),Xn(i)P
(cl)
mbse
(
n(f),n(i); t1, t1
)
×(Neven −Nodd)N
with N = Neven + Nodd being the number of occupations m with total
number of particles N .
What is left now is the time dependence of the coherent contribution to
the echo signal, i.e. the dependence on the echo time τ = t2−t1 if τ 6= 0. In
this case the pairing of the trajectories requires to replace the trajectories
γ2 and γ4 by trajectories, which evolve for time t1 instead of t2 and expand
their actions in the exponential up to first order in τ . Using
∂Rγ
(
n(f),n(i); t
)
∂t
= −Eγ ,
which can be proven using the equations of motion and the fact that the
final occupations of both trajectories have to be the same, yields an addi-
tional phase exp (i∆Eτ/h¯) for the coherent contribution, where ∆E is the
difference between the hopping terms in the energies of γ3 and γ1. This
difference solely stems from the different final phases of the two trajecto-
ries, and therefore can be assumed to be on average uniformly distributed
between ±E . For a chain with nearest neighbor-hopping, E is given then
by
E = 2κ
L−1∑
l=1
∑
σ=↑,↓
√
nl,σnl+1,σ exp(−nl,σ − nl+1,σ),
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where κ is the hopping parameter. This finally yields the leading order
many-body spin-echo probability for small enough τ ,
Pmbse
(
n(f),n(i); t1, t2 = t1 + τ
)
=[
1 +
(Neven −Nodd)
N
sin
(E
h¯τ
)
E
h¯τ
δn(f),Xn(i)
]
P
(cl)
mbse
(
n(f),n(i); t1, t1
)
.
(11.5)
Thus as in the conventional spin echo, there is an echo signal, which is
an change of the probability to measure a certain Fock state compared to
all the others, if the second evolution time t2 is of the same order as the
first one t1. The time width during which the probability is enhanced, can
be expected to be typically inverse proportional to the total number of
particles through E .
With this result at hand, one can consider the special case that no spins
are flipped, i.e. F = 0. In this case, B becomes the 2L × 2L unit matrix,
B = I2L, and it is easy to see that the many body spin echo probability,
Eq. (11.5), recovers for τ = 0 the result for the transition probability for
GSE, Eq. (10.5). For τ 6= 0, on the other hand, this is no longer true. At
first glance, this seems to be a contradiction to the result of Chapter 10,
which yields for long enough times a time independent result. Thus, in the
absence of spin-flips, the coherent contribution should be treated somewhat
differently, in order to obtain the semigroup property.
11.3 No spin-flips: Semigroup property
In order to recover the semigroup property, the crosswise pairing has
to be done in the way depicted in Fig. 11.4, i.e. by pairing γ1 = T γ4 and
γ2 = T γ3. Note that in this case, the durations of the paired trajectories
are in general not equal. Thus if t1 6= t2, the pairing γ1 = T γ4 should be
understood as chosing the initial conditions of γ4 equal to the time reverse
of the final conditions of γ1,
ψ(γ4)(0) = Xψ(γ1)∗(t1),
where X is given by Eq. (11.3). This initial condition ψ(γ4)(0) is then
classically evolved up to time t2. The same construction holds for γ3. Note
that this procedure is not possible in the case with spin flips, since a spin
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Figure 11.4: Coherent contribution to the many-body spin echo without
spin flips.
flip would move the starting points of γ2 and γ4 away from the ending
points of γ1 and γ3, respectively.
As can be seen from Fig. 11.4, this construction then requires that
the trajectory γ2 is the continuation of γ1 and γ4 the continuation of γ3.
In that way, this pairing coincides with the usual proof of the semigroup
property for the semiclassical propagator by means of a stationary phase
approximation [15, 282, 283], where the stationarity condition selects those
trajectories, where the second is the continuation of the first one.
However, this in turn means that for instance if t1 > t2 the trajectory
γ1, which is fixed by the occupations n
(i) and m, already determines m′ =
Xn(γ1)(t2), where n(γ)l (t) =
∣∣∣ψ(γ)l (t)∣∣∣. The thus determined m′, on the
other hand, does not have to have integer entries. Therefore in order to
pair in the discussed way, γ3 and γ4 will have to be replaced by nearby
trajectories with final and initial occupations given by Xn(γ1)(t2). During
this replacement, the action in the phase of the propagator would have
to be expanded up to first order in the difference m′ − Xn(γ1)(t2), which
however cancels, since ψ(γ4)(0) = ψ(γ3)(t2).
Finally, this kind of pairing requires that the initial occupation is the
time reverse version of the final one, n(f) = Xn(i), such that following
section 10.2, the contribution of the crosswise time-reverse pairing is given
by
P (coh)
(
n(f),n(i); t1, t2
)
=
(−1)N
∑
m
P (cl)
(
n(f),m; t2
)
P (cl)
(
m,n(i); t1
)
δn(f),Xn(i) ,
such that to leading order the transition probability, Eq. (10.5), is ob-
tained, yielding the validity of the semigroup property of the semiclassical
propagator in fermionic Fock sapce.
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Figure 11.5: Time dependence of the the many-body spin echo for the
case of flipping all spins and n(f) = Xn(i). Insets: Size of the coherent
contribution at t2 = t1 for a six single-particle states with (a) six, (b)
seven, (c) nine and (d) ten particles. as a function of the number F of
single-particle states, for which the spins are flipped.
11.4 Discussion of the results
With the peace of mind we get since the result Eq. (11.5) does not con-
tradict with the calculations of the transition probability, one can continue
to discuss the results. To this end, let’s start with the second obvious case
of F = L, in which all the spins are flipped, such that also B = X . Then,
obviously, the coherent contribution has a positive sign for every interme-
diate occupation m no matter whether the total number of particles is even
or odd, and the probability to measure at time 2t1 the spin-reverse of the
initial Fock state is twice the classical one,
Pmbse
(
n(f),n(i); t1, t2 = t1 + τ
)
=[
1 +
sin
(E
h¯τ
)
E
h¯τ
δn(f),Tn(i)
]
P
(incoh)
mbse
(
n(f),n(i); t1, t1
)
.
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One might then expect that the size of the coherent contribution changes
for an odd number of particles monotonous from −P (incoh)mbse to +P (incoh)mbse ,
when increasing the number of single-particle states, for which the spins
are flipped. For an even number of particles, one might expect that it first
decreases monotonously until it reaches a minimum and then increases
again. However, Neven−Nodd depends highly non-linearly on F . In fact, it
may jump from positive to negative when changing F to F +1 and again to
positive when flipping a further single-particle state as is demonstrated for
the case of six single-particle states by the insets (a) and (b) of Fig. 11.5 for
six and seven particles, respectively. Finally it is worth to note that even
for an even number of particles, it is possible to chose L and F in such a
way that the coherent contribution becomes negative such as for the case
of six and ten particles in six single-particle states (see insets (a) and (d)
of Fig. 11.5). However, the negative value is often very small, such that it
is questionable whether this reduction can indeed be observed. For some
combinations, it is even possible to get a vanishing coherent contribution,
as shown in insets (b) and (c) of Fig. 11.5.
Another remarkable observation is that the time dependence is given
by an oscillatory function, although again it is not clear, whether the ap-
proximations made in order to obtain this time dependence are still valid
for large enough τ , in order to see these oscillations. However, the fact that
the coherent contribution is only present in a time window, with a width
decreasing when increasing the total number of particles (see Fig. 11.5),
clearly identifies the observed effect as an echo.
11.5 Concluding remarks
11.5.1 Higher order contributions
It is furthermore surprising that to leading order, only the probability
for n(f) = Xn(i) is affected, while all the others stay constant. Thus, in
presence of spin-flips, the many-body spin-echo probability in Eq. (11.5) is
clearly not correctly normalized: when summing over all possible n(f), the
result will be different from one. However, the difference between this sum
and 1 is typically small and of the order of the sum over the next-to-leading
order contributions.
Similar issues arised in single particle semiclassics, among them the
normalization of the transmission coefficients of an open cavity. There, the
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Figure 11.6: Next-to-leading order contributions to the many-body spin-
echo probability
loop contributions have been found to solve this problem [21].
These next-to-leading order contributions stem from the six remain-
ing diagrams, where ever two trajectories are the same or time reverse of
each other (see Figs. 11.6(a)-(f)), as well as the two diagrams with a two-
encounter, for which the sum over the intermediate occupations survives,
Figs. 11.6(g),(h).
Concerning the loop contributions, i.e. the latter two, it should be noted
that one-leg- and no-leg-loops (see Appendix F) do not arise here, since –
after replacing γ2 and γ4 by nearby trajectories with propagation time t1
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– all four trajectories are evolved for the same time, which in turn requires
that if one trajectory starts or ends during traversing the encounter the
remaining three also do. However, this case is already included in the
remaining eight diagrams, Figs. 11.3,11.6(a)-(f).
The contributions from the diagonal like diagrams can be easily calcu-
lated in the same way as the incoherent and coherent contribution above,
while the computation of the loop contributions needs a little bit more care,
since now there are two sources of action difference, which are the pairing
of time reverse links on the one hand, and the encounter itself on the other.
Consider for example diagram 11.6(g), where γ2 follows the time reverse of
γ3 and γ4 the time reverse of γ1 from the initial until the time, where they
enter the encounter, which shall be denoted as t0. The action difference
stemming from these two links is according to Eq. (10.4) given by
pih¯
L∑
l=1
[∣∣∣ψ(γ2)l,↑ (t0)∣∣∣2 − (Bm)l,↑ − ∣∣∣ψ(T γ1)l,↑ (t0)∣∣∣2 + (Bm′)l,↑] .
The differences between γ4 and γ2 within the encounter, however are small,
such that one can neglect the difference in their occupations, when entering
the encounter, ∣∣∣ψ(γ2)l,↑ (t0)∣∣∣2 − ∣∣∣ψ(T γ1)l,↑ (t0)∣∣∣2 ≈ 0.
Furthermore using the condition on the intermediate occupations required
by this diagram, XBm′ = m, the action difference originating from the
links is given by
pih¯
L∑
l=1
[
(Xm)l,↑ − (Bm)l,↑
]
.
In order to evaluate the contribution of the encounter, one has to keep in
mind that, as discussed above, on the one hand all four links need to have
positive duration, and on the other hand, if one link vanishes, the second
vanishes, too. Thus the density of phase space separations, Eq. (F.12), here
has to be replaced by
w (s,u) =
t1 − tenc
ΩN tenc
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which yields for the contribution of Fig. 11.6(g)
P
(g)
mbse
(
n(f),n(i); t1, t2
)
=
∑
m
(−1)
L∑
l=1
[(X−B)m]l,↑
P (cl)
(
n(f), Bm; t2
)
P (cl)
(
m,n(i); t1
)
×
c∫
−c
d2L−2u
c∫
−c
d2L−2s
t1 − tenc
ΩN tenc
exp (iNs · u).
The integral over the stable and unstable components can then be per-
formed following section 7.1.3, and the contribution of Fig. 11.6(h) can be
calculated similarly.
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The next-to-leading order contributions are therefore found to read
P
(a)
mbse
(
n(f),n(i); t1, t2
)
=P (cl)
(
n(f), BXn(i); t2
)
P (cl)
(
Xn(i),n(i); t1
)
× (−1)N
P
(b)
mbse
(
n(f),n(i); t1, t2
)
=P (cl)
(
n(f),Xn(f); t2
)
P (cl)
(
BXn(f),n(i); t1
)
× (−1)N
P
(c)
mbse
(
n(f),n(i); t1, t2
)
=P (cl)
(
n(f),Xn(f); t2
)
P (cl)
(
Tn(i),n(i); t1
)
×δn(f),Bn(i)
P
(d)
mbse
(
n(f),n(i); t1, t2
)
=P (cl)
(
n(f),n(i); t2
)
P (cl)
(
n(f),n(i); t1
)
×sin
(E
h¯τ
)
E
h¯τ
δn(f),Bn(i)
P
(e)
mbse
(
n(f),n(i); t1, t2
)
=P (cl)
(
n(f),n(i); t2
)
P (cl)
(
Bn(i),n(i); t1
)
× (−1)
L∑
l=1
[(B−I2L)n(i)]l,↑ sin
(E
h¯τ
)
E
h¯τ
δn(f),Xn(i)
P
(f)
mbse
(
n(f),n(i); t1, t2
)
=P (cl)
(
n(f), Bn(f); t2
)
P (cl)
(
n(f),n(i); t1
)
× (−1)
L∑
l=1
[(I2L−B)n(f)]l,↑ sin
(E
h¯τ
)
E
h¯τ
δn(f),Xn(i)
P
(g)
mbse
(
n(f),n(i); t1, t2
)
=−
∑
m
P (cl)
(
n(f), Bm; t2
)
P (cl)
(
m,n(i); t1
)
× (−1)
L∑
l=1
[(X−B)m]l,↑
(
2pi
N
)2L−2 1
2ΩN
sin
(E
h¯τ
)
E
h¯τ
P
(h)
mbse
(
n(f),n(i); t1, t2
)
=−
(
2pi
N
)2L−2 (−1)N
2ΩN
P
(cl)
mbse
(
n(f),n(i); t1, t2
)
×δn(f),Xn(i)
One can expect that ∑
m
(N)(2pi
N
)2L−2 1
2ΩN
= O(1),
which a posteriori justifies, the consideration of the diagrams 11.6(g),(h),
in the next-to leading order. When considering the normalization of the
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many-body spin-echo probability, this assumption becomes even more ev-
ident by noticing that when summing over the final occupations, only the
diagrams 11.6(a),(b) and (g) can be of next-to-leading order and there-
fore of the same order as the coherent contribution. Futhermore, from
these three contributions only the last one has the same time-dependence
as the coherent contribution, and can therefore cancel it. The remaining
two contributions P
((a))
mbse and P
((b))
mbse then restore the original value of the
normalization up to next-to-leading order.
11.5.2 Incomplete spin flips
Since the occupations should not be measured when applying the spin
flip, it may be that it is incomplete, i.e. that the spins are not completely
flipped but brought into a superposition of up and down, such that the
measured object is given by
P ′mbse
(
n(f),n(i); t2, t1
)
=
∣∣∣〈n(f)| Kˆ (t2)(α+ βAˆ) Kˆ (t1) |n(i)〉∣∣∣2
= |α|2 P
(
n(f),n(i); t1 + t2
)
+ |β|2 Pmbse
(
n(f),n(i); t1, t2
)
+ 2<αβ∗
〈
n(f)
∣∣∣ Kˆ (t2 + t1) ∣∣∣n(i)〉〈n(f) ∣∣∣ Kˆ (t2) AˆKˆ (t1) ∣∣∣n(i)〉∗ ,
with 0 ≤ |α| , |β| ≤ 1 as well as |α+ β|2 = 1. Here, P (n(f),n(i); t2 + t1) is
the transition probability from n(i) to n(f) when evolving the system for
time t1 +t2 according to Chapter 10, and Pmbse is the many-body spin-echo
probability computed before in Eq. (11.5). Thus, one only has to determine
the last term which after inserting the semiclassical approximation for the
propagator, Eq. (5.14), is given by a sum over three trajectories,〈
n(f)
∣∣∣ Kˆ (t2 + t1) ∣∣∣n(i)〉〈n(f) ∣∣∣ Kˆ (t2) AˆKˆ (t1) ∣∣∣n(i)〉∗ =∑
m
∑
γ0:n(i)→n(f)
∑
γ1:n(i)→m
γ2:Bm→n(f)
Aγ0A∗γ1A∗γ2Bγ0B∗γ1B∗γ2
× exp
[
i
h¯
(Rγ0 −Rγ1 −Rγ2)
]
.
Here, γ0 is propagated for time t1 + t2, while γ1 is evolved for time t1 and
γ2 for time t2 only. Thus, pairing in such a way that all three trajectories
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have correlated actions is possible, only if γ2 is the continuation of γ1, which
obviously requires that
Bm = m.
However, having the extended trajectory γ˜, which results from joining γ1
and γ2 and pairing γ˜ = γ0 or γ˜ = T γ0 produces contributions, which survive
the averaging. Then m is again fixed by γ0. Moreover, according to section
11.3, the remaining (single) sum over trajectories γ0 yields together with
the three semiclassical prefactors the classical transition probability. This
yields for the incomplete many-body spin-echo probability
P ′mbse
(
n(f),n(i); t2, t1
)
=
|α|2 P
(
n(f),n(i); t1 + t2
)
+ |β|2 Pmbse
(
n(f),n(i); t1, t2
)
+ 2<αβ∗
[
1 + (−1)N δn(f),Xn(i)
]
P (cl)
(
n(f),n(i); t2 + t1
)
NB,N ,
(11.6)
where the additional factor
NB,N =
∑
m
(N)
δBm,m∑
m
(N)
1
has been included, in order to account for the fact that only those interme-
diate occupations contribute, which are eigenvectors of the flipping matrix
B. It is obvious that for B = I2L, i.e. when no spin is flipped, NB,N = 1,
such that when inserting the semiclassical results Eq. (10.5) for the tran-
sition probability and Eq. (11.5) for the many-body spin-echo probability
due to |α+ β|2 = 1, the incomplete many-body spin-echo probability is
equal to the transition probability,
P ′mbse
(
n(f),n(i); t2, t1
)
=
[
1 + (−1)N δn(f),Xn(i)
]
P (cl)
(
n(f),n(i); t2 + t1
)
,
which is in accordance with the semigroup property.
Moreover, if the total number of particles is odd and all spins are flipped,
i.e. B = X , the condition Xm = m can never be fulfilled and therefore,
this term vanishes, yielding
P ′mbse
(
n(f),n(i); t2, t1
)
=
|α|2 P
(
n(f),n(i); t1 + t2
)
+ |β|2 Pmbse
(
n(f),n(i); t1, t2
)
.
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Assuming that∑
m
P (cl)
(
n(f), Bm; t2
)
P (cl)
(
m,n(i)
)
≈ P (cl)
(
n(f),n(i); t2 + t1
)
,
for equal propagation times before and after the spin flip, this probability
can be written to leading order as
P ′mbse
(
n(f),n(i); t2, t1
)
=
P (cl)
(
n(f),n(i); t1 + t2
) [
|α|2 + |β|2 + δn(f),Xn(i)
(
|β|2 − |α|2
)]
Thus, for the case of flipping all spins and an odd number of particles,
the incomplete many-body spin-echo probability interpolates between the
cases β = 0 and β = 1. Interestingly, for |α| = |β|, the resulting probability
is equal to the classical one, and therefore all interference effects vanish to
leading order.
CHAPTER 12
Many-Body Spin Fidelity
Reverting all the spins in a many-body system with spin-orbit coupling is
almost the time reversal operation. The fact that it is not exactly time
reversal resembles itself in the non-vanishing probability to get n(f) 6= n(i)
in the many-body spin echo introduced in Chapter 11.
In analogy to this spin echo, this chapter deals with what will be called
the many-body spin fidelity, which differs from the spin echo by propagating
the system backwards in time after applying the spin flip, i.e. the observable
of interest here is the spin-fidelity defined as
MF (t) =
∣∣∣〈n(f)| Kˆ† (t) AˆKˆ (t) |n(i)〉∣∣∣2 ,
with Aˆ given by (11.2). Since the evaluation of the spin fidelity is pretty
similar to the one of the spin echo, it will be kept somewhat shorter here.
After inserting the semiclassical propagator (5.14), the spin-fidelity be-
comes a four fold sum over classical trajectories,
MF (t) ≈ (12.1)
Again, when performing a disorder average for large total number of parti-
cles, the actions in the exponential give rise to large oscillations which will
cancel on average, as long as the trajectories are not pairwise correlated.
Those trajectory pairs, which exhibit at most one 2-encounter are shown
in Figs. 12.1 and 12.2. Their contributions to the spin-fidelity are shown
in Table 12.1 and 12.2.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
(i) (j)
(k) (l)
Figure 12.1: First part of diagrams contributing to the spin fidelity,
Eq. (12.1), with at most one 2-encounter.
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(m) (n)
(o) (p)
(q) (r)
(s) (t)
(u) (v)
(w) (x)
Figure 12.2: Second part of diagrams contributing to the spin fidelity,
Eq. (12.1), with at most one 2-encounter.
184 MANY-BODY SPIN FIDELITY
M
(a)
F (t) =
∑
m
P (cl)
(
Bm,n(f)
)
P (cl)
(
m,n(i)
)
M
(b)
F (t) = (−1)N P (cl)
(
BXn(i),n(f)
)
P (cl)
(
Xn(i),n(i)
)
M
(c)
F (t) = (−1)N P (cl)
(
Xn(f),n(f)
)
P (cl)
(
BXn(f),n(i)
)
M
(d)
F (t) = P
(cl)
(
Xn(f),n(f)
)
P (cl)
(
Xn(i),n(i)
)
δn(f),Bn(i)
M
(e)
F (t) =
∑
m,m′
P (cl)
(
m′,n(i)
)
P (cl)
(
m,n(i)
)
δm,Bmδm′,Bm′δn(f),n(i)
M
(f)
F (t) =
∑
m
(−1)N P (cl)
(
m,n(f)
)
P (cl)
(
Xn(i),n(i)
)
δm,Bm
×δn(f),Bn(f)δn(i),n(f)
M
(g)
F (t) =
∑
m
(−1)N P (cl)
(
Xn(f),n(f)
)
P (cl)
(
m,n(i)
)
δm,Bm
×δn(f),Bn(f)δn(f),n(i)
M
(h)
F (t) = P
(cl)
(
Xn(i),n(f)
)
P (cl)
(
Xn(f),n(i)
)
δn(f),Bn(i)
M
(i)
F (t) = −
(
2pi
N
)2L−3 1
ΩN
∑
m,m′
P (cl)
(
m′,n(f)
)
P (cl)
(
m,n(i)
)
×δm,Bmδm′,Bm′
M
(j)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
∑
m
P (cl)
(
m,n(f)
)
P (cl)
(
Xn(i),n(i)
)
×δm,Bmδn(i),Bn(i)
M
(k)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
∑
m
P (cl)
(
Xn(f),n(f)
)
P (cl)
(
m,n(i)
)
×δm,Bmδn(f),Bn(f)
M
(l)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
∑
m
P (cl)
(
Xn(i),n(f)
)
P (cl)
(
m,n(i)
)
×δm,Bmδn(i),Bn(i)
Table 12.1: Contributions of the diagrams in Fig. 12.1 to the spin-fidelity.
The upper index of each contributions corresponds to the label of its dia-
gram in Fig. 12.1.
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M
(m)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
∑
m
P (cl)
(
m,n(f)
)
P (cl)
(
Xn(f),n(i)
)
×δm,Bmδn(f),Bn(f)
M
(n)
F (t) = −
(
2pi
N
)2L−3 1
ΩN
P (cl)
(
Xn(i),n(f)
)
P (cl)
(
Xn(f),n(i)
)
×δn(i),Bn(i)δn(f),Bn(f)
M
(o)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
P (cl)
(
BXn(f),n(f)
)
P (cl)
(
Xn(f),n(i)
)
M
(p)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
∑
m
P (cl)
(
Xn(f),n(f)
)
P (cl)
(
m,n(i)
)
×δn(f),n(i)δn(f),Bn(f)δm,Bm
M
(q)
F (t) = −
(
2pi
N
)2L−3 1
ΩN
∑
m
P (cl)
(
Bm,n(f)
)
P (cl)
(
m,n(i)
)
δn(f),n(i)
M
(r)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
P (cl)
(
XBn(i),n(f)
)
P (cl)
(
Xn(i),n(i)
)
×δn(f),n(i)
M
(s)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
P (cl)
(
Xn(i),n(f)
)
P (cl)
(
XBn(i),n(i)
)
×δn(f),n(i)
Table 12.2: Contributions of the diagrams in Fig. 12.2 to the spin-fidelity.
The upper index of each contributions corresponds to the label of its dia-
gram in Fig. 12.2.
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M
(t)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
P (cl)
(
Xn(f),n(f)
)
P (cl)
(
XBn(i),n(i)
)
×δn(i),n(f)
M
(u)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
P (cl)
(
XBn(i),n(f)
)
P (cl)
(
Xn(i),n(i)
)
×δn(f),n(i)
M
(v)
F (t) = −
(
2pi
N
)2L−3 1
ΩN
P (cl)
(
Xn(f),n(f)
)
P (cl)
(
Xn(i),n(i)
)
×δn(i),Bn(i)δn(f),Bn(f)
M
(w)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
∑
m
P (cl)
(
m,n(f)
)
P (cl)
(
Xn(i),n(i)
)
×δm,Bmδn(i),n(f)δn(f),Bn(f)
M
(x)
F (t) = −
(
2pi
N
)2L−3 (−1)N
ΩN
P (cl)
(
Xn(i),n(f)
)
P (cl)
(
XBn(i),n(i)
)
Table 12.3: Contributions of the diagrams in Fig. 12.2 to the spin-fidelity.
The upper index of each contributions corresponds to the label of its dia-
gram in Fig. 12.2.
The order of each diagram can be determined by the number of sums
over the intermediate occupations, which survive the averaging. However,
although a proof of this is missing, it is assumed that
(
N
2pi
)2L−3
ΩN , where
ΩN =
∫
d4Lψδ (θ1,↑) δ
N − L∑
l=1
∑
σ=↑,↓
|ψl,σ|2
 .
is the phase space volume for fixed total number N of particles, is of the
same order as the sum over occupations,(
N
2pi
)2L−3
ΩN ∼
∑
m
δ∑
l,σ
ml,σ ,N
. (12.2)
Thus, diagram 12.1(q) is for instance of the same order of magnitude as di-
agram 12.1(d). Restricting oneself to leading and next to leading order, the
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many-body spin-fidelity is given by diagrams 12.1(a), (e)-(g) and 12.1(i),
MF (t) ≈
∑
m
P (cl)
2
{
1 + δm,Bm
[
2 (−1)N δn(f),Bn(f)δn(f),n(i)
+
∑
m′
δm′,Bm′
(
δn(f),n(i) −
(
2pi
N
)2L−3 1
ΩN
)]}
.
(12.3)
At this point it should be noted that only those encounter diagrams involv-
ing all four trajectories are taken into account since those which involve only
two trajectories have been shown to cancel in section 7.1.3. Moreover, in
the situation considered here, there are no one-leg-loops formed by all four
trajectories, since the fact that the propagation times are the same requires
that if one link vanishes a second one also has to vanish thus forming again
one of the diagrams in Fig. 12.1.
12.1 Unitarity
Before discussing the result, Eq. (12.3), in more detail consider the case
of no spin flips, i.e. Aˆ = 1, which also implies B = I2L. In this case,
due to unitarity of the propagator, the spin-fidelity obviously should be
MF (t) = δn(i),n(f) . Comparing Eq. (12.3) with this expectation further
affirms the assumption Eq. (12.2), which leads to a cancellation of the first
and the last term for F = 0 and therefore leads to a result proportional to a
Kronecker delta in the initial and final occupations. Therefore, encounter
diagrams have indeed to be taken into account and can be of the same
order of magnitude as diagrams without encounter.
Consider now the next-to-next-to-leading order diagrams. In order to
show the unitarity within this order, one has to recognize that the diagrams
12.1(j) and (l) ((k) and (m)) are of the same order as Fig. 12.1(b) ((c)).
However, since the sum over trajectories γ1 (γ4) for the diagonal terms in-
clude both, γ1 (γ4) and T γ1 (T γ4), there are twice as many contributions
corresponding to the diagram 12.1(b) (12.1(c)) than those corresponding to
the diagrams 12.1(j) and (l) (Figure 12.1(k) and (m)), respectively. There-
fore, these contributions again cancel out for Aˆ = 1.
The remaining diagrams are, for B = 1, either proportional to δn(f),n(i)
or of even higher order. Therefore, the semiclassical result is again consis-
tent with the exact quantum mechanical one for the case that actually no
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spin-flip was applied. Therefore one can expect that the result obtained
for Aˆ 6= 1 is also reasonable.
12.2 General Results
12.2.1 Odd number of particles
Let us continue with the contrary case, namely that every spin is flipped,
i.e. B = X . For odd number of particles, the conditions m = Bm can not
be fulfilled, since there is at least one singly occupied single-particle state.
Therefore, the result Eq. (12.3) reduces to∑
m
P (cl)
(
Xm,n(f)
)
P (cl)
(
m,n(i)
)
,
which can be assumed, to be approximately constant for each combination
of n(i) and n(f).
The next-to-next-to-leading order result also stems solely from the ex-
tended diagonal approximation, since the contributing diagrams consisting
of an encounter are again zero, such that finally
ML (t) ≈∑
m
[
1 + (−1)N δm,Xn(i)
] [
1 + (−1)N δm,n(f)
]
P (cl)
(
Xm,n(f)
)
P (cl)
(
m,n(i)
)
+δn(f),Xn(i)P
(cl)
(
n(f),n(f)
)
P (cl)
(
n(i),n(i)
)
,
giving a small enhancement of the probability to measure Xn(i) compared
to all the other probabilities.
If not all spins are flipped, i.e. F 6= L, the result is – surprise, surprise
– somewhere in between the two extreme cases F = L and F = 0. More
importantly, the result is more or less independent on the exact choice of
sites where the spin is flipped, but depends only on the number of flipped
sites. The height of the peak at n(f) = n(i) can thereby be measured by
the number of available vectors m satisfying m = Bm,
# (m = Bm) =
F∑
j=0
(
2L− 2F
N − 2j
)(
F
j
)
,
which decreases monotonously, when increasing F .
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12.2.2 Even number of particles
The situation for an even number of particles is essentially the same as
for odd number of particles, except that an enhancement for n(f) = n(i)
remains for F = L, since those intermediate occupations, where each single-
particle state is doubly occupied or empty still contribute.

CHAPTER 13
Summary & Outlook
13.1 Summary
The fact that for many indistinguishable particles, symmetrization ren-
ders first quantized approaches very extensive, together with the fact that
semiclassics has been very successfully applied to various single-particle
problems [246, 284], was the main motivation to develop a semiclassical
approach for quantum fields in the sense of van Vleck and Gutzwiller in
Fock space. This very thesis is of course not the first attempt to develop
such (see e.g. [66, 67] for bosons and [216, 217] for fermions). However,
to the author’s knowledge, it is the first time that a semiclassical van-
Vleck-Gutzwiller like propagator in Fock space with real trajectories and
real actions has been derived rigorously by applying the stationary phase
approximation to the exact path integral.
While previous approaches for Bosons were based on the coherent state
path integral, which requires in a semiclassical approximation to complex-
ify the classical trajectories, thus hidding interference effects, the approach
presented in Chapter 4 is based on quadrature eigenstates. In contrast to
the coherent state approach, this fixes only the initial and final real part of
the trajectory, does not require complexification and therefore makes inter-
ference manifest. Furthermore, starting from the semiclassical propagator
in quadrature representation it has been shown, how a basis transformation
from quadrature to Fock states can be performed, yielding a propagator
given by a sum over trajectories with fixed initial and final occupations.
Furthermore, in the same chapter, it is shown that the semiclassical prop-
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agator fulfills the semigroup property by means of a stationary phase ap-
proximation.
In the subsequent chapter, the propagator in fermionic Fock space has
been considered, which is a considerably more difficult problem due to the
antisymmetry of Fermionic many-body states. However, we managed to
derive an exact path integral in commuting complex rather than anticom-
muting Grassmann variables – for the first time to the authors knowledge.
Since a path integral explicitly contains the corresponding classical Hamil-
tonian, one can also read off the classical limit of the exact quantum theory.
Of course, a classical limit based on complex variables can not account for
the antisymmetry and the Pauli exclusion principle implied by it exactly,
yet it is approximated by additional factors, for which there is a certain
freedom of choice. These additional factors incorporate the Pauli principle
approximately either by penalizing hopping events which lead to larger oc-
cupations, or by means of nonlinear dependencies of the on-site energies on
the occupation, leading to an energetical hindering of higher occupations.
The latter possibilities can be regarded as the inclusion of a so called Pauli
potential [285–288], which usage up to now seems to have been always
heuristic.
It should be noted that at least one of the possible classical Hamiltoni-
ans obtained by this rigorous construction corresponds to the one obtained
for a two-level system by means of truncation of the Holstein-Primakoff
transformation in Ref. [215].
It is furthermore remarkable that the path integral and therefore the
classical limit can also be obtained in what can be regarded as a hole pic-
ture. In this picture, the roles of occupied and unoccupied single-particle
states interchange, such that sites occupied in the (conventional) parti-
cle picture are unoccupied in the hole picture and vise versa. In order
to understand this analogy better, it should also be mentioned that each
single-particle state is here determined by both, the orbital and spin state,
such that for Fermions each single-particle state can indeed be occupied
by at most one particle, and therefore the correspondence of an empty
single-particle state and a hole is indeed one-to-one.
In Chapter 5 it is then furthermore shown how to derive, starting from
this path integral, a semiclassical propagator in fermionic Fock state rep-
resentation.
Just as the derivations of the semiclassical coherent state propaga-
tors did [65–67, 69], the derivations of the semiclassical propagators in
Fock space representation for Bosons and Fermions show that the effective
Planck is the inverse particle number h¯eff = 1/N , and the classical limit is
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the corresponding mean field theory. It is furthermore in agreement with
previous coherent state approaches [65–67, 69, 235–238] that, in both cases
– Bosons and Fermions – adds an additional phase the semiclassical prop-
agator, which is nowadays known as the Kochetov-Solari phase [65, 235].
The exact form, and for Bosons even the presence, of this additional phase,
depends on the chosen ordering of the creation and annihilation operators.
In the bosonic case, it is absent for the symmetric Weyl-ordering [235]. For
Fermions, however, it seems that due to the additional factors in the Hamil-
tonian, which make for the approximate antisymmetry and Pauli exclusion,
it is in general not possible to get rid of this phase.
In Chapter 6, first of all the integrable case of non-interacting Bosons is
considered. In this case, the semiclassical propagator in quadrature repre-
sentation is exact and can be evaluated easily, yielding a closed expression.
The resulting propagator has also been transformed to coherent state rep-
resentation, in order to compare results obtained by using quadratures on
the one, and coherent states on the other hand.
In Chapter 7, the focus is finally turned towards interacting disordered
systems, we study the transition probability from one Fock state to an-
other one, i.e. the probability that after fixing a certain occupation of the
single-particle states at initial time and evolving the system a certain fi-
nal occupation is measured. It turns out that for time reversal invariant
systems in the chaotic regime the probability to observe the initial Fock
state again is enhanced by a factor of two of compared to all the other Fock
states. This enhancement is furthermore predicted to be absent if time re-
versal symmetry is broken (see Fig. 13.1(a)). Our analytical result for this
enhancement, which is typically denoted as coherent backscattering [232],
are also in perfect agreement with numerical calculations.
After that, the transition probability for systems for which the hopping
strength is small compared to the interaction strength is considered. A
special case is the one of vanishing hopping strengths, in which the exact
quantum mechanical result is reproduced by the semiclassical propagator.
For small, but non-vanishing hopping strengths, again agreement with nu-
merical data is found.
In single-particle transport, coherent backscattering gives rise to weak
localization [19, 21, 233]. Driven by this fact, in Chapter 8 bosonic many-
body transport has been considered. Assuming that the system is infinitely
large with interactions only within a closed region, and only one site ini-
tially occupied it has been found, however, that the contributions usually
responsible for weak localization cancel when considering single-particle ob-
servables like the occupation of a single site, or the single-particle current.
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Figure 13.1: Numerical results for the transition probability in Fock space
for (a) a six-site Bose-Hubbard ring and (a) a eight-site Fermi-Hubbard
ring with spin-orbit coupling and an odd (top) and even (bottom) number
of particles.
This implies that these quantities can be computed using the Truncated
Wigner method [289–292], which is shown to be the classical limit of the
quantum theory.
For the fidelity considered in Chapter 9, the classical theory will not
give correct results, however. This is, because the quantity considered is
the interference between two quantum mechanical wave functions, which
are evolved under slightly different Hamiltonian. The classical limit then
will not be able to reproduce this interference completely. In contrast to the
fidelity in first quantization [25], the semiclassical approach in Fock space
not only reproduces the long-time decay, but also the quadratic decay for
small times [264, 293] as well as the saturation regime [264, 294–297]. Using
the presented methods, even the absence of the Lyapunov regime, i.e. the
perturbation independent dacay which is determined by the Lyapunov ex-
ponent only, can be explained. Our analytical results are in good agree-
ment with numerical calculations [272]. It is worth to note that although
the fidelity has been considered here for Bosons only, with the semiclassical
propagator for Fermions derived in Chapter 5 together with the transition
probability for Fermions considered in Chapter 10 it is straight forward to
transfer the results to fermionic systems.
The results for the transition probability for Fermions in the chaotic
disordered case is somewhat richer than those for Bosons. First of all,
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Figure 13.2: Time dependence of the the many-body spin echo for the
case of flipping all spins and n(f) = Xn(i). Insets: Size of the coherent
contribution at t2 = t1 for a six single-particle states with (a) six, (b)
seven, (c) nine and (d) ten particles. as a function of the number F of
single-particle states, for which the spins are flipped.
if spin-orbit coupling – or any other spin-mixing mechanism – is absent,
they behave apart from the Pauli exclusion like Bosons and show coherent
backscattering. In the presence of e.g. spin-orbit coupling, however, the
result depends very much on whether the total number of particles is even
or odd. In both cases, the transition probability from the initial Fock state
to its spin-reversed counterpart differs in time reversal invariant systems
from the flat background. If now the total number of particles is odd,
this transition is completely forbidden, which is actually a consequence of
Kramer’s degeneracy. For an even number of particles on the other hand,
this transition is twice as probable as all the others. Additionally, if the
spin-orbit coupling is site-independent, there is also an enhancement for the
initial state. All this is shown in Fig. 13.1(b). Again, when destroying time
reversal symmetry this enhancement and prohibition, respectively, vanish.
However, as shown in Chapter 11, it turns out that for an odd number
of particles the prohibited transition can be turned into a favored one, by
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applying an intermediate extrinsic spin flip. Yet, it should be noted that
if the spin flip does not take place roughly at half the evolution time, the
observed probability is just roughly the same for every Fock state, without
any enhancement or reduction for certain final occupations. When flipping
all spins, both for even and odd total number of particles, the probability
to observe the spin reversed of the initial state is twice as large as the
one for any other Fock state, while if the spins are flipped only for certain
single-particle states, it changes non-monotonically with the number of
single-particle states chosen for the flips. It is furthermore remarkable that
for even number of particles, by the right choices, the enhancement can be
turned into a reduction, though it would be very small. All this is again
graphically summarized in Fig. 13.2.
Moreover, note that the spin-echo calculation presented in Chapter 11
also contains the semigroup property of the semiclassical propagator as a
special case, just as Chapter 12 contains the unitarity as a special case
of the sequence forward evolution – spin-flip – backward evolution. For
lack of a better name, this process has been denoted as spin-fidelity. In
this process, the probability to measure the spin-reverse of the initial Fock
state again is slightly enhanced compared to the other ones, with the height
of the enhancement given roughly by the inverse number of accessible Fock
states if all spins are flipped. If it happens that not all spins are flipped,
but only those of a subset of all single-particle states, the result changes
monotonously from the result for the complete flip to unitarity.
The consideration of the semigroup property and the unitarity of the
semiclassical propagator as special cases of the spin-echo and spin-fidelity,
has to the author’s knowledge been the first time to proof these properties
on the level of transition probabilities without using a stationary phase
approximation. Instead, it turns out that especially for the unitarity also
loop contributions have to be taken into account, in order to obtain the
correct result.
To summarize, this thesis represents a further step in the development
and improvement of semiclassical theories, and transfers the concepts de-
veloped for single-particle systems [33, 38, 284] to Fock space, in order to
allow a semiclassical treatment of interacting many-body systems. In or-
der to show its applicability, a few first examples have been considered,
some of them being justifications of existing and frequently used methods
or proofs of the validity of the presented approach, others being completely
new effects.
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13.2 Outlook
To be sure, the many-body interference effects studied here can only
be the beginning of a whole new field for semiclassics to explore. In gen-
eral, one could expect that the approach developed here can be applied
to any many-body system with a large number of particles, but also to
quantum optics, where experiments are often performed with a single pho-
ton. The latter is due to the fact that in quantum optics, the Hamiltonian
is quadratic, and therefore the semiclassical approximation in quadrature
representation is exact.
Here, the semiclassical approach has been applied mainly to systems
where some kind of average (mainly disorder average) has been implied,
in order to get analytical results by pairing of trajectories. Yet, it is also
possible to study systems without averaging e.g. numerically, where the
main complication lies in the solution of a root search problem, which can
be solved for example by using the Newton-Raphson approach [239–247],
or by means of the initial value representation derived in section 4.3.3.
Currently under developement is for instance a semiclassical many-body
scattering theory [298] similar to the one used in single-particle transport
[284]. Such a many-body scattering theory would allow for instance to
study many-body analogues of weak localization [19–21] and weak antilo-
calization [22, 23].
Furthermore many-body effects on general single-particle observables
are under investigation.
Apart from these current projects, it is planed to apply the presented
approach to nonlinear laser theory and spin chains. Moreover, one could
also think about applications to quantum optics and to the investigation
of many-body localization e.g. along the lines of Ref. [299].
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APPENDIXA
The Semiclassical
Propagator for Bosons
A.1 The classical Hamiltonian for a
Bose-Hubbard systems in quadrature
representation
One possible way to determine the classical Hamiltonian, Eq. (4.7) cor-
responding to a quantum Hamiltonian of the form
Hˆ =
L∑
l1,l2=1
H
(0)
l1l2
aˆ†l1 aˆl2 +
1
2
L∑
l1,l2,l3,l4=1
Vl1l2l3l4 aˆ
†
l1
aˆ†l2 aˆl3 aˆl4 ,
is to use coherent states, since the action of an annihilation operator on a
coherent state is fairly easy.
Note that due to the Hermiticity of the Hamiltonian H(0), which is the
matrix with elements H
(0)
ll′ , also has to be hermitian, and the interaction
coefficients have to satisfy Vl1l2l3l4 = V
∗
l4l3l2l1
. Moreover, one is free to
choose
Vl1l2l3l4 = Vl2l1l3l4 = Vl1l2l4l3 = Vl2l1l4l3 .
Inserting a unit operator in terms of coherent states, Eq. (3.18), to the left
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and to the right of the exponential yields〈
p
∣∣∣∣ exp(− iτh¯ Hˆ
) ∣∣∣∣q〉 =
1
pi2L
∫
d2Lφ
∫
d2Lµ 〈p |µ〉
〈
µ
∣∣∣∣ exp(− iτh¯ Hˆ
) ∣∣∣∣φ〉 〈φ |q〉 ,
where the evaluation of the matrix elements straight forward, and the over-
laps of a coherent state and an quadrature eigenstate is given by Eq. (3.19).
Here, the notation d2Lφ = dL<φdL=φ, is used. However, the interaction
term in the Hamiltonian gives rise for quartic terms in φ and µ. There-
fore, in order to evaluate these integrals exactly, it is advantageous to use
a Hubbard Stratonovich transformation (see Appendix G) in order to get
rid of these quartic terms, yielding〈
p
∣∣∣∣ exp(− iτh¯ Hˆ
) ∣∣∣∣q〉 =
1
pi2L
√
2pib2
L
∫ d2L×2Lη exp
 iτ
2h¯
L∑
l1,l2,l3,l4=1
ηl1l2
(
V −1
)
l1l3l2l4
ηl3l4
−1
∫
d2Lφ
∫
d2Lµ
∫
d2L×2Lσ exp
{
− |φ|2 − |µ|2 + (φ
∗)2
2
− µ
2
2
+ µ∗ · φ
+
iτ
2h¯
L∑
l1,l2,l3,l4=1
σl1l2
(
V −1
)
l1l3l2l4
σl3l4 −
iτ
h¯
µ∗ ·Hσφ
−
( q
2b
− φ∗
)2 − ( p
2b
− iµ
)2}
,
where the integration over σ runs over all hermitian L × L matrices, V −1
is defined such that
L∑
ll′=1
(
V −1
)
ll1l′l2
Vll3l′l4 = δl1l3δl2l4 ,
and
Hσ = H
(0) − σ
is the effective single-particle hamiltonian.
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Performing the integrations over µ and φ is then cumbersome, but
otherwise straight forward and yields
〈
p
∣∣∣∣ exp(− iτh¯ Hˆ
) ∣∣∣∣q〉 =
1√
4pib2
L
∫ d2L×2Lη exp
 iτ
2h¯
L∑
l1,l2,l3,l4=1
ηl1l2
(
V −1
)
l1l3l2l4
ηl3l4
−1
∫
d2L×2Lσ
exp
(
iτ
2h¯
L∑
l1,l2,l3,l4=1
σl1l2
(
V −1
)
l1l3l2l4
σl3l4
)
√
det
[
IL − iτh¯<Hσ − τ
2
2h¯2
H∗σHσ
]
exp
− q24b2 − p4b2 + 12b2

q
−iq
−ip
p
A−1

q
−iq
−ip
p

 ,
where the 4L× 4L-matrix A is given by
A =

3IL −iIL −IL + iτh¯H∗σ iIL + τh¯H∗σ
−iIL IL −iIL − τh¯H∗σ −IL + iτh¯H∗σ
−IL + iτh¯Hσ −iIL − τh¯Hσ IL −iIL
iIL + τh¯Hσ −IL + iτh¯Hσ −iIL 3IL

Since eventually τ will go to zero, the determinant in the denominator in
the third line can be approximated by an exponential,
det
[
IL − iτ
h¯
<Hσ − τ
2
2h¯2
H∗σHσ
]
≈ det exp
[
− iτ
h¯
<Hσ
]
= exp
[
− iτ
h¯
TrHσ
]
,
where the real part could be omitted in the last step, since Hσ is hermitian,
and therefore its diagonal entries are real.
Moreover, the inverse of A can be approximated by its Taylor series up
208 THE SEMICLASSICAL PROPAGATOR FOR BOSONS
to first order in τ using (I4L + τX)−1 ≈ I4L − τX, which finally yields〈
p
∣∣∣∣ exp(− iτh¯ Hˆ
) ∣∣∣∣q〉 =
1√
4pib2
L
∫ d2L×2Lη exp
 iτ
2h¯
L∑
l1,l2,l3,l4=1
ηl1l2
(
V −1
)
l1l3l2l4
ηl3l4
−1
∫
d2L×2Lσ exp
{
iτ
2h¯
L∑
l1,l2,l3,l4=1
σl1l2
(
V −1
)
l1l3l2l4
σl3l4
− i
2b2
p · q− iτ
h¯
ψ∗Hσψ +
iτ
2h¯
TrHσ
}
Performing the integration over σ by substituting
σll′ = σ
′
ll′ +
L∑
l1,l2=1
Vll1l′l2
[
1
2
δl1l2 − ψ∗l1ψl2
]
yields 〈
p
∣∣∣∣ exp(− iτh¯ Hˆ
) ∣∣∣∣q〉 =
1√
4pib2
exp
(
− i
2b2
p · q− iτ
h¯
H(cl) (q− ip,q + ip)
)
,
where the classical Hamiltonian is given by Eq. (4.9).
A.2 The stationary phase approximation to the
bosonic propagator in quadrature
representation
The stationary phase approximation to the propagator for bosonic sys-
tems in quadrature representation starts from (c.f. Eq. (4.6))
K
(
q(f),q(i); tf , ti
)
=
lim
M→∞
∫
dLq(1) · · ·
∫
dLq(M−1)
∫
dLp(1) · · ·
∫
dLp(M)
M∏
m=1
1
(4pib2)L
exp
{
i
h¯
[
h¯
2b2
p(m)
(
q(m) − q(m−1)
)
− τH(cl)
(
ψ(m)
∗
,ψ(m); ti +mτ
)]}
,
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While the determination of the stationary points of the exponential is
straight forward and stated in section 4.3.1, the integration over fluctu-
ations are more elaborate. These integrals are given by
lim
M→∞
∫
dLδq(1) · · ·
∫
dLδq(M−1)
∫
dLδp(1) · · ·
∫
dLδp(M)
1
(4pib2)ML
exp
[
iδp(1)δq(1)
2b2
+
i
2b2
M∑
m=2
(
δq(m−1)
δp(m)
)(
0 0
IL 0
)(
δq(m)
δp(m+1)
)
− iτ
2h¯
δp(1)
∂2H(1)
∂p(1)
2 δp
(1)
− iτ
2h¯
M∑
m=2
(
δq(m−1)
δp(m)
) ∂2H(m)∂q(m−1)2 h¯2b2τ + ∂2H(m)∂q(m−1)p(m)
h¯
2b2τ
+ ∂
2H(m)
∂p(m)q(m−1)
∂2H(m)
∂p(m)
2
( δq(m−1)
δp(m)
)]
,
which can after the substitutions δq(m) = 2bx(m), δp(m) = 2by(m) also be
written as
lim
M→∞
∫
dLx(1) · · ·
∫
dLx(M−1)
∫
dLy(1) · · ·
∫
dLy(M)
exp (iΦ/h¯)
piML (2b)L
× exp
{
i
M−1∑
m=1
[(
x(m)
y(m)
) −2b2τh¯ ∂2H(m+1)∂q(m)2 IL
IL −2b2τh¯ ∂
2H(m)
∂p(m)
2
( x(m)
y(m)
)
−2i
(
x(m)
y(m)
)(
0 IL + 2b
2τ
h¯
∂2H(m+1)
∂q(m)∂p(m+1)
0 0
)(
x(m+1)
y(m+1)
)]
−2ib
2τ
h¯
y(M)
∂2H(M)
∂p(M)
2 y
(M)
}
,
where the result has to be evaluated at x(M) = 0.
Step by step integrating out x(1),y(1), x(2),y(2), x(3),y(3), . . . indicates
that it is convenient to introduce recursively
X(m+1) =
− 2b
2τ
h¯
∂2H(m+1)
∂p(m+1)
2
+
(
IL +
2b2τ
h¯
∂2H(m+1)
∂p(m+1)∂q(m)
)(
−2b
2τ
h¯
∂2H(m+1)
∂q(m)
2 −X(m)
−1
)−1
×
(
IL +
2b2τ
h¯
∂2H(m+1)
∂q(m)∂p(m+1)
)
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with the initial condition
X(1) = −2b
2τ
h¯
∂2H(1)
∂p(1)
2 .
Expanding Eq. (A.2) up to linear order in τ yields
X(m+1) = X(m) − 2b
2τ
h¯
∂2H(m+1)
∂p(m+1)
2 +
2b2τ
h¯
∂2H(m+1)
∂p(m+1)∂q(m)
X(m)
+
2b2τ
h¯
X(m)
∂2H(m+1)
∂q(m)∂p(m+1)
− 2b
2τ
h¯
X(m)
∂2H(m+1)
∂q(m)
2 X
(m).
In continuous limit τ → 0, the recursion relation for X gets transformed
into a first order differential equation,
X˙ = −2b
2
h¯
∂2H
∂p2
+
2b2
h¯
∂2H
∂p∂q
X +
2b2
h¯
X
∂2H
∂q∂p
− 2b
2
h¯
X
∂2H
∂q2
X
with initial condition X(ti) = 0 and is solved by
X = − ∂q
∂p(ti)
(
∂p
∂p(ti)
)−1
Therefore, the integral over the fluctuations yields
lim
M→∞
∫
dLy(M)
(2pib)L
exp
(
iΦ/h¯+ iy(M)X(M)y(M)
)
×
M−1∏
m=1
[
det i
(
−2b2τh¯ ∂
2H(m+1)
∂q(m)
2 IL
IL X(m)
)]− 1
2
= lim
M→∞
exp
(
i
h¯Φ
)√
det
(−4ib2piX(M))
M−1∏
m=1
[
det
(
IL +
2b2τ
h¯
∂2H(m+1)
∂q(m)
2 X
(m)
)]− 1
2
= lim
M→∞
exp
(
i
h¯Φ
)√
det
(−4ib2piX(M)) exp
(
−b
2τ
h¯
M−1∑
m=1
Tr
∂2H(m+1)
∂q(m)
2 X
(m)
)
=
exp
(
i
h¯Φ
)√
det (−4ib2piX(tf ))
exp
−b2
h¯
tf∫
ti
dtTr
∂2H
∂q2
X
 .
A.3. THE BASIS CHANGE FOR THE PROPAGATOR 211
Using the differential equation for ∂q/∂p(ti), the exponent can be written
as
b2
h¯
tf∫
ti
dtTr
∂2H
∂q2
X = −b
2
h¯
tf∫
ti
dtTr
∂2H
∂q2
∂q
∂p(ti)
(
∂p
∂p(ti)
)−1
=
1
2
tf∫
ti
dtTr
(
d
dt
∂p
∂p(ti)
)(
∂p
∂p(ti)
)−1
+
b2
h¯
tf∫
ti
dtTr
∂2H
∂q∂p
=
1
2
Tr ln
∂p(tf )
∂p(ti)
.
Thus, the semiclassical prefactor of the bosonic propagator in quadrature
representation is given by the van-Vleck-Gutzwiller determinant√
det
[
1
−4ib2pi
(
−∂p(ti)
∂q(f)
)]
=
√
det
[
1
−2piih¯
∂2Rγ
∂q(f)∂q(i)
]
.
A.3 The basis change from Quadratures to Fock
states for the semiclassical propagator
The propagator in Fock state representation is related to the propagator
in quadrature representation via
K
(
n(f),n(i); tf , ti
)
= 〈n(f)| Kˆ (tf , ti) |n(i)〉
=
∫
dLq(f)
∫
dLq(i)
〈
n(f)
∣∣∣q(f)〉 〈q(f)| Kˆ (tf , ti) |q(i)〉〈q(i) ∣∣∣n(i)〉
=
∫
dLq(f)
∫
Lq(i)
〈
n(f)
∣∣∣q(f)〉〈q(i) ∣∣∣n(i)〉K (q(f),q(i); tf , ti) .
We plug in the semiclassical propagator (4.10), as well as the asymptotic
expression of the overlap between a Fock and a quadrature state for large
occupation number (3.13). Furthermore, for simplicity of writing, we in-
troduce
F (q, n) =
q
4b2
√
4b2
(
n+
1
2
)
− q2 −
(
n+
1
2
)
arccos
 q
2b
√
n+ 12
+ pi
4
,
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which can be interpreted as generating function for the basis transform
from q and p to n and θ, where n is the modulus square and θ the phase
of the mean field wave function. This can be seen by noticing that,
∂F (q, n)
∂q
=
√
n+ 12 +
q2
4b2
b
≡ p
2b
(A.1)
∂F (q, n)
∂n
= − arccos
 q
2b
√
n+ 12
 ≡ −θ. (A.2)
Using this definition, the semiclassical propagator in Fock state represen-
tation can be written as
K
(
n(f),n(i); tf , ti
)
=
∫
dLq(f)
∫
dLq(i)
∑
s(i),s(f)∈{−1,1}L
 L∏
l=1
√√√√√∂2F
(
q
(f)
l , n
(f)
l
)
∂q
(f)
l ∂n
(f)
l
∂2F
(
q
(i)
l , n
(i)
l
)
∂q
(i)
l ∂n
(i)
l

×
∑
γ:q(i)→q(f)
√
det
1
(−8pi3ih¯)
∂2Rγ
(
q(f),q(i); tf , ti
)
∂q(f)∂q(i)
e
i
h¯
Rγ(q(f),q(i);tf ,ti)
× exp
{
i
L∑
l=1
[
s
(i)
l F
(
q
(i)
l , n
(i)
l
)
− s(f)l F
(
q
(f)
l , n
(f)
l
)]
+
i
h¯
Φ (tf , ti)
}
.
(A.3)
Since the asymptotic formula for the overlap is valid only for the oscillating
region |q| < 2b
√
n+ 12 , one can substitute
q
(i)
1 =2b
√
n
(i)
1 +
1
2
cos θ
(i)
1 ,
q
(i)
l =2b
√
n
(i)
l +
1
2
cos
(
θ
(i)
l + θ
(i)
1
)
forl = 2, . . . , L,
q
(f)
l =2b
√
n
(f)
l +
1
2
cos
(
θ
(f)
l + θ
(i)
1
)
forl = 1, . . . , L.
In the following, for reasons that will become obvious after the stationary
phase conditions, we will refere to the θ
(i/f)
l ’s as “phases”. Note that these
definitions correspond to the definitions of the phases by (A.2). Together
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with the sums over s(i) and s(f), the integrals over θ
(i/f)
l then run from
−pi to pi and the phase θ(i)1 does not enter in the hamiltonian part of the
action. Moreover, it will turn out to be a global phase, dropping out of the
equations of motion. Therefore, the integral over θ
(i)
1 can not be evaluated
in stationary phase approximation, since it is an integral over a continuous
family of trajectories.
However, the remaining 2L− 1 integrals can be evaluated in stationary
phase approximation. Here, we will do the two integrations over the final
and initial quadratures one after another, starting with the final ones.
The stationary phase condition for the integration over the final phases
is given by
p
(f)
l = 2b
√
n
(f)
l +
1
2
sin
(
θ
(f)
l + θ
(i)
1
)
Thus, the stationary phase approximation selects those classical trajectories
ψ(t) satisfying the boundary conditions
|ψl(tf )|2 = n(f)l +
1
2
, (A.4)
and therefore justifies that we called the θ
(f)
l ’s “phases”, since the solutions
of the stationary phase conditions are the trajectories with the final phases
equal to them.
The evaluation of the exponent at the stationary point will be post-
poned to when we derived the stationary phase condition for the initial
phases.
The second derivative of the exponent in (A.3) with respect to the initial
and final phases at the stationary point yields
∂2
∂θ
(f)
l ∂θ
(f)
l′
{
1
h¯
Rγ
(
q(f),q(i); tf , ti
)
+
L∑
m=1
[(
n(f)m +
1
2
)(
θ(f)m + θ
(i)
1
)
−
√
n
(f)
m +
1
2
cos
(
θ(f)m + θ
(i)
1
)
sin
(
θ(f)m + θ
(i)
1
)]}
=
√
n
(f)
l +
1
2
sin
(
θ
(f)
l + θ
(i)
1
)[
2δll′
√
n
(f)
l +
1
2
cos
(
θ
(f)
l + θ
(i)
1
)
− 1
b
∂p
(f)
l
∂θ
(f)
l′
]
= − ∂
∂θ
(f)
l′
1
4b2
[(
q
(f)
l
)2
+
(
p
(f)
l
)2]
= −
(
∂θ
(f)
l′
∂n
(f)
l
)−1
.
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Therefore, together with the prefactor given by the second derivative of
the generating function, the semiclassical prefactor after performing the
integration over the final phases is given by√√√√ L∏
l=1
∂q
(i)
l
∂θ
(i)
l
√
1
(−4pi2ih¯)L det
∂2Rγ
(
n(f),q(i); tf , ti
)
∂n(f)∂q(i)
, (A.5)
where we defined
Rγ
(
n(f),q(i); tf , ti
)
=
Rγ
(
q(f),q(i); tf , ti
)
+ h¯
L∑
l=1
[(
n
(f)
l +
1
2
)(
θ
(f)
l + θ
(i)
1
)
−
√
n
(f)
l +
1
2
cos
(
θ
(f)
l + θ
(i)
1
)
sin
(
θ
(f)
l + θ
(i)
1
)]
evaluated at the stationary point.
Noticing that
∂Rγ
(
n(f),q(i); tf , ti
)
∂n(f)
= h¯
(
θ(f) + θ
(i)
1 1
)
,
where 1 is the vector, which every entry is equal to one, one can write (A.5)
also as √√√√
det
1
(−4pi2i)
∂
(
θ(f) + θ
(i)
1 1
)
∂θ(i)
.
Now, the stationary phase condition for the integration over the initial
phases, save for θ
(i)
1 , yields
p
(i)
l = 2b
√
n
(i)
l +
1
2
sin
(
θ
(i)
l + θ
(i)
1
)
,
which corresponds to
|ψl(ti)|2 = n(i)l +
1
2
. (A.6)
Note that with (A.4) and (A.6) the conservation of the total number of par-
ticles together with the fact that q
(i)
1 =
√
n
(i)
1 + 1/2 cos θ
(i)
1 already requires
that
ψ1(ti) =
√
n
(i)
1 +
1
2
exp
(
iθ
(i)
1
)
. (A.7)
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Moreover, we see that θ
(i)
1 indeed is a global phase, which does neither enter
the equations of motion, nor the Hamiltonian. Therefore, the solutions to
the equations of motion under the boundary conditions (A.4), (A.6) and
(A.7) are the trajectories with the initial phase of the first component
fixed to a certain ϕ, e.g. ϕ = 0, and multiplied by a global phase factor
exp
(
iθ
(i)
1 − iϕ
)
.
With this, one can now evaluate the exponent at the stationary points,
which will then give the classical action in Fock representation. Substitut-
ing
ql(t) =2b
√
nl(t) +
1
2
cos
(
θl(t) + θ
(i)
1
)
,
pl(t) =2b
√
nl(t) +
1
2
sin
(
θl(t) + θ
(i)
1
)
in the kinetic part of the action, in consideration of the preservation of the
total number of particles by the classical equations of motion yields for the
classical action in Fock state representation
Rγ
(
n(f),n(i); tf , ti
)
=
tf∫
ti
dt
[
h¯θ(t) · n˙(t)−H(cl) (ψ∗(t),ψ(t); t)
]
.
Analoguous to above,
∂2
∂θ
(i)
l ∂θ
(i)
l′
{
1
h¯
R
(
n(f),q(i); tf , ti
)
−
L∑
m=1
[(
n(i)m +
1
2
)(
θ(i)m + θ
(i)
1
)
−
√
n
(i)
m +
1
2
cos
(
θ(i)m + θ
(i)
1
)
sin
(
θ(i)m + θ
(i)
1
)]}
=
(
∂θ
(i)
l′
∂n
(i)
l
)−1
.
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Therefore, we find
K
(
n(f),n(i); tf , ti
)
=
1
2pi
2pi∫
0
dθ
(i)
1
∑
γ:n(f)→n(i)
√√√√√ 1−2pii det
(
∂θ
(i)
l
∂n
(i)
l′
)
l,l′=2,...,L
det
∂
(
θ(f) + θ
(i)
1 1
)
∂θ(i)
× exp
[
i
h¯
Rγ
(
n(f),n(i); tf , ti
)
+
i
h¯
Φ (tf , ti)
]
.
(A.8)
It is important to notice that the two matrices in the prefactor have different
dimensions. The first one is a (L − 1) × (L − 1)-matrix, while the second
one is L×L dimensional. However, since θ(f) does not depend on θ(i)1 , the
second one has the form (
1
∂θ(f)
∂θ˜
(i)
,
)
where θ˜
(i)
is the vector resulting from θ(i) by skipping its first entry. More-
over, we can match the dimensions of the two matrices by using
det
(
∂θ˜
(i)
∂n˜(i)
)
= det
(
1 0
0 ∂
˜θ
(i)
∂n˜(i)
)
Then, (
1
∂θ(f)
∂θ˜
(i)
,
)(
1 0
0 ∂
˜θ
(i)
∂n˜(i)
)
=
(
1
∂θ(f)
∂n˜(i)
)
.
The determinant of this matrix however can be further simplified by using
Sylvester’s determinant theorem, which states that for an n×m matrix A
and an m× n matrix B
det (In +AB) = det (Im +BA) ,
where In is the n× n unit matrix and applying it to the right hand side of
det
 1 ∂θ(f)1∂n˜(i)
1 ∂
˜θ
(f)
∂n˜(i)
 =
det
 1 ∂θ(f)1∂n˜(i)
0 ∂
˜θ
(f)
∂n˜(i)

IL +
 −
∂θ
(f)
1
∂n˜(i)
(
∂
˜θ
(f)
∂n˜(i)
)−1
1 0T(
∂
˜θ
(f)
∂n˜(i)
)−1
1 0


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With this, one can show that
det
(
1
∂θ(f)
∂n˜(i)
)
= det
∂θ˜
(f)
∂n˜(i)
= det h¯
∂2Rγ
(
n(f),n(i); tf , ti
)
∂n˜(f)∂n˜(i)
.
Finally, we see that the integrand in (A.8) is independent of θ
(i)
1 , such that
the final result reads
K
(
n(f),n(i); tf , ti
)
=
∑
γ:n(i)→n(f)
√
det
1
(−2piih¯)
∂2Rγ
(
n(f),n(i); tf , ti
)
∂n˜(f)∂n˜(i)
× exp
{
i
h¯
[
Rγ
(
n(f),n(i); tf , ti
)
+ Φ (tf , ti)
]}
.

APPENDIXB
The Feynman Path Integral
for Fermions using complex
variables
The starting point for the derivation of a complex path integral represen-
tation of the fermionic propagator is, cf. (5.1)
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
∫
d2Lζ(0)
∫
d2Lχ(0) · · ·
∫
d2Lζ(M)
∫
d2Lχ(M)
〈
n(f)
∣∣∣χ(M)〉
×
〈
χ(M)
∣∣∣ ζ(M)〉{M−1∏
m=0
〈ζ(m+1)| e− iτh¯ Hˆ(m) |χ(m)〉
〈
χ(m)
∣∣∣ ζ(m)〉}
×
〈
ζ(0)
∣∣∣n(i)〉,
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which after expanding the exponential up to first order in τ and evaluating
the overlaps yields
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
∫
d2Lζ(0)
∫
d2Lχ(0) · · ·
∫
d2Lζ(M)
∫
d2Lχ(M)
[
L−1∏
l=0
(
χ
(M)
L−l
)n(f)L−l]
× exp
[
−
M∑
m=0
(
ζ(m)
∗ · ζ(m) + χ(m)∗ · χ(m)
)][ L∏
l=1
(
1 + χ
(M)
l
∗
ζ
(M)
l
)]
×

M−1∏
m=0
1− iτ
h¯
L∑
α,β=1
(
h
(m)
αβ ζ
(m+1)
α
∗
χ
(m)
β + U
(m)
αβ ζ
(m+1)
α
∗
ζ
(m+1)
β
∗
χ
(m)
β χ
(m)
α
)
×
[
L∏
l=1
(
1 + ζ
(m+1)
l
∗
χ
(m)
l
)(
1 + χ
(m)
l
∗
ζ
(m)
l
)]}
×
[
L∏
l=1
(
ζ
(0)
l
∗)n(i)l ]
.
The fact that for (positiv) integer j, j′
2pi∫
0
dθ
∫
d2φ exp
(
− |φ|2 + φ∗eiθ − ijθ
)
φj
′
=2pi2δj,j′ (B.1a)
∫
d2φ
∫
d2µ exp
(
− |φ|2 − |µ|2 + φ∗µ
)
φj (µ∗)j
′
=pi2j! δj,j′ , (B.1b)
where d2µ = d<µd=µ, allows to insert these integrals such that ζ(m+1) and
ζ(m) appear decoupled only. For this, it is best to first of all expand the
factors of the product over the individual time steps according to[
L∏
l=1
(
1 + χ
(m)
l
∗
ζ
(m)
l
)]
×
1− iτ
h¯
L∑
α,β=1
(
h
(m−1)
αβ ζ
(m)
α
∗
χ
(m−1)
β + U
(m−1)
αβ ζ
(m)
α
∗
ζ
(m)
β
∗
χ
(m−1)
β χ
(m−1)
α
)
=
[
a(m) − iτ
h¯
b(m) − iτ
h¯
c(m) − iτ
h¯
d(m)
]
,
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with
a(m) =
L∏
l=1
(
1 + χ
(m)
l
∗
ζ
(m)
l
)
b(m) = Θ (m− 1)
[
L∏
l=1
(
1 + χ
(m)
l
∗
ζ
(m)
l
)] L∑
α=1
h(m−1)αα ζ
(m)
α χ
(m−1)
α
c(m) = Θ (m− 1)
[
L∏
l=1
(
1 + χ
(m)
l
∗
ζ
(m)
l
)] L∑
α,β=1
α 6=β
h
(m−1)
αβ ζ
(m)
α χ
(m−1)
β
d(m) =
Θ(m− 1)
[
L∏
l=1
(
1 + χ
(m)
l
∗
ζ
(m)
l
)] L∑
α,β=1
α 6=β
U
(m−1)
αβ ζ
(m)
α ζ
(m)
β χ
(m−1)
β χ
(m−1)
α
and then considering one by one each factor starting with m = 0. For
m = 0, (B.1a) is used in order to replace
∫
d2Lζ(0) exp
(
−ζ(0)∗ · ζ(0)
)[ L∏
l=1
(
1 + χ
(0)
l
∗
ζ
(0)
l
)] L∏
l=1
(
ζ
(0)
l
∗)n(i)l
=
∫
d2N
(i)
φ(0)
2pi∫
0
dN
(i)
θ(i)
∫
d2Lζ(0)e−ζ
(0)∗·ζ(0)−|φ(0)|2+φ(0)∗·µ(0)
×
[
L∏
l=1
(
1 + χ
(0)
l
∗
φ
(0)
l
)][L−1∏
l=0
(
1 + ζ
(0)
L−lµ
(0)
L−l
∗)] L∏l=1
(
ζ
(0)
l
∗)n(i)l
(2pi2)N
(i)
,
with µ
(0)
l = n
(i)
l exp
(
iθ
(i)
l
)
for all l ∈ {1, . . . , L}. Note that here, for the
initially unoccupied sites, the phases θ
(i)
l are arbitrary but fixed, e.g. to
zero.
For the N (i) =
∑L
l=1 n
(i)
l occupied sites, the identity follows directly
from (B.1a), while for the unoccupied ones, it is important to notice that
the term χ
(0)
l
∗
ζ
(0)
l does vanish when integrating over ζ
(0). This is because
of the properties of the Grassmann integrals (3.20) and the fact that there
is no ζ
(0)
l
∗
for those components, for which n
(i)
l = 0.
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For m > 0, using (B.1b) leads to
a(m) =
∫
d2Lµ(m)
∫ 2Lφ(m)
pi2L
e−|φ(m)|2−|µ(m)|2+φ(m)∗·µ(m)
×
[
L∏
l=1
(
1 + χ
(m)
l
∗
φ
(m)
l
)] L−1∏
l=0
1 + ζ(m)L−l ∞∑
j=1
1
j!
(
µ
(m)
L−l
∗)j (
φ
(m−1)
L−l
)j−1
b(m) =
∫
d2Lµ(m)
∫ 2Lφ(m)
pi2L
e−|φ(m)|2−|µ(m)|2+φ(m)∗·µ(m)
[
L∏
l=1
(
1 + χ
(m)
l
∗
φ
(m)
l
)]
×
L∑
α=1
h(m−1)αα ζ
(m)
α
∗
χ(m−1)α
L−1∏
l=0
1 + ζ(m)L−l ∞∑
j=1
(
µ
(m)
L−l
∗)j (
φ
(m−1)
L−l
)j−1
(j − δL−l,α) !

c(m) =
∫
d2Lµ(m)
∫ 2Lφ(m)
pi2L
e−|φ(m)|2−|µ(m)|2+φ(m)∗·µ(m)
×
[
L∏
l=1
(
1 + χ
(m)
l
∗
φ
(m)
l
)] L∑
α,β=1
α6=β
h
(m−1)
αβ ζ
(m)
α
∗
χ
(m−1)
β
×

L−max(α,β)−1∏
l=0
1 + ζ(m)L−l ∞∑
j=1
1
j!
(
µ
(m)
L−l
∗)j (
φ
(m−1)
L−l
)j−1
×
(
1 + ζ
(m)
max(α,β)µ
(m)
max(α,β)
∗)
×

L−min(α,β)−1∏
l=L−max(α,β)+1
1 + ζ(m)L−l ∞∑
j=1
2j − 1
j!
(
µ
(m)
L−l
∗)j (
φ
(m−1)
L−l
)j−1
×
(
1 + ζ
(m)
min(α,β)µ
(m)
min(α,β)
∗)
×
L−1∏
l=L−min(α,β)+1
1 + ζ(m)L−l ∞∑
j=1
1
j!
(
µ
(m)
L−l
∗)j (
φ
(m−1)
L−l
)j−1
d(m) =
∫
d2Lµ(m)
∫ 2Lφ(m)
pi2L
e−|φ(m)|2−|µ(m)|2+φ(m)∗·µ(m)
×
[
L∏
l=1
(
1 + χ
(m)
l
∗
φ
(m)
l
)] L∑
α,β=1
α6=β
U
(m−1)
αβ ζ
(m)
α
∗
ζ
(m)
β
∗
χ
(m−1)
β χ
(m−1)
α
×
L−1∏
l=0
1 + ζ(m)L−l ∞∑
j=1
1
(j − δL−l,α − δL−l,β) !
(
µ
(m)
L−l
∗)j (
φ
(m−1)
L−l
)j−1
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It has been possible to insert the additional terms
(
φ
(m−1)
l
)j−1
, since these
variables are already defined by the integrals introduced for smaller m, and
the integration over µ(m) and φ(m) selects the j = 1 term only.
Finally, for m = M , a similar argument as for m = 0 allows to restrict
the integrals over φ(M) again to those N (f) =
∑L
l=1 n
(f)
l components with
n
(f)
l = 1, while setting all the other components of φ
(M) to zero.
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After this, the propagator reads
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
∫
d2Lζ(0)
∫
d2Lχ(0) · · ·
∫
d2Lζ(M)
∫
d2Lχ(M)
2pi∫
0
dN
(i)
θ(i)
∫
d2Lφ(0)
∫
d2Lφ(1)
∫
d2Lµ(1) · · ·
∫
d2Lφ(M−1)
∫
d2Lµ(M−1)
∫
d2Lµ(M)
∫
d2N
(f)
φ(M)
e
M∑
m=0
[
−ζ(m)∗·ζ(m)−χ(m)∗·χ(m)−|φ(m)|2−|µ(m)|2+φ(m)∗·µ(m)]+N(i)
× 1
2N(i)piN(i)+N(f)+2ML
[
L−1∏
l=0
(
χ
(M)
L−l
)n(f)
L−l
][
L∏
l=1
(
1 + χ
(M)
l
∗
φ
(M)
l
)]
×
{
M−1∏
m=0
[
L−1∏
l=0
(
1 + ζ
(m+1)
L−l
∞∑
j=1
1
j!
(
µ
(m+1)
L−l
∗)j (
φ
(m)
L−l
)j−1)
− iτ
h¯
L∑
α=1
h(m)αα ζ
(m+1)
α
∗
χ(m)α
L−l∏
l=0
1 + ζ(m+1)L−l ∞∑
j=1
(
µ
(m+1)
L−l
∗)j (
φ
(m)
L−l
)j−1
(j − δL−l,α) !

− iτ
h¯
L∑
α,β=1
α 6=β
h
(m)
αβ ζ
(m+1)
α
∗
χ
(m)
β
×
L−max(α,β)−1∏
l=0
1 + ζ(m+1)L−l
∞∑
j=1
(
µ
(m+1)
L−l
∗)j (
φ
(m)
L−l
)j−1
j!


×
(
1 + ζ
(m+1)
max(α,β)µ
(m+1)
max(α,β)
∗)
×
 L−min(α,β)−1∏
l=L−max(α,β)+1
{
1 + ζ
(m+1)
L−l
∞∑
j=1
2j − 1
j!
(
µ
(m+1)
L−l
∗)j (
φ
(m)
L−l
)j−1}
×
(
1 + ζ
(m+1)
min(α,β)µ
(m+1)
min(α,β)
∗)
×
L−1∏
l=L−min(α,β)+1
(
1 + ζ
(m+1)
L−l
∞∑
j=1
1
j!
(
µ
(m+1)
L−l
∗)j (
φ
(m)
L−l
)j−1)
− iτ
h¯
L∑
α,β=1
α 6=β
U
(m)
αβ ζ
(m+1)
α
∗
ζ
(m+1)
β
∗
χ
(m)
β χ
(m)
α
×
L−l∏
l=0
1 + ζ(m+1)L−l ∞∑
j=1
(
µ
(m+1)
L−l
∗)j (
φ
(m)
L−l
)j−1
(j − δL−l,α − δL−l,β) !

[ L∏
l=1
(
1 + ζ
(m+1)
l
∗
χ
(m)
l
)]
×
L∏
l=1
[
1 + χ
(m)
l
∗
φ
(m)
l
]}[L−1∏
l=0
(
1 + ζ
(0)
L−lµ
(0)
L−l
∗)] L∏
l=1
(
ζ
(0)
l
∗)n(i)l
,
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with µ
(0)
l = n
(i)
l exp
(
iθ
(i)
l
)
.
Since the m-th factor in the product over the timesteps only depends on
ζ(m+1) and χ(m), one can easily integrate out the intermediate Grassmann
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variables ζ(1), . . . , ζ(M) and χ(0), . . . ,χ(M−1) by using∫
d2Lζ(m+1)
∫
d2Lχ(m)e−ζ
(m+1)∗·ζ(m+1)−χ(m)∗·χ(m)
×
[
L−1∏
l=0
(
1 + ζ
(m+1)
L−l f
(m)
L−l
)][ L∏
l=1
(
1 + ζ
(m+1)
l
∗
χ
(m)
l
)]
×
L∏
l=1
(
1 + χ
(m)
l
∗
φ
(m)
l
)
=
L∏
l=1
(
1 + f
(m)
l φ
(m)
l
)
,
∫
d2Lζ(m+1)
∫
d2Lχ(m)e−ζ
(m+1)∗·ζ(m+1)−χ(m)∗·χ(m)ζ(m+1)α
∗
χ
(m)
β
×
[
L−1∏
l=0
(
1 + ζ
(m+1)
L−l f
(m)
L−l
)][ L∏
l=1
(
1 + ζ
(m+1)
l
∗
χ
(m)
l
)]
×
L∏
l=1
(
1 + χ
(m)
l
∗
φ
(m)
l
)
= f (m)α φ
(m)
β
min(α,β)−1∏
l=1
(
1 + f
(m)
l φ
(m)
l
)
×
 L∏
l=max(α,β)+1
(
1 + f
(m)
l φ
(m)
l
) max(α,β)−1∏
l=min(α,β)+1
(
1− f (m)l φ(m)l
)
,
∫
d2Lζ(m+1)
∫
d2Lχ(m)e−ζ
(m+1)∗·ζ(m+1)−χ(m)∗·χ(m)ζ(m+1)α
∗
ζ
(m+1)
β
∗
× χ(m)β χ(m)α
[
L−1∏
l=0
(
1 + ζ
(m+1)
L−l f
(m)
L−l
)][ L∏
l=1
(
1 + ζ
(m+1)
l
∗
χ
(m)
l
)]
×
L∏
l=1
(
1 + χ
(m)
l
∗
φ
(m)
l
)
= f (m)α f
(m)
β φ
(m)
β φ
(m)
α
l∏
l=1
l 6=α,β
(
1 + f
(m)
l φ
(m)
l
)
.
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Moreover, the integrals over ζ(0) and χ(M) yield
∫
d2Lζ(0)e−ζ
(0)∗·ζ(0)
[
L−1∏
l=0
(
1 + ζ
(0)
L−lµ
(0)
L−l
∗)] L∏
l=1
(
ζ
(0)
l
∗)n(i)l
=
N(i)∏
j=1
µ
(0)
l
(i)
j
∗
∫
d2Lχ(M)e−χ
(M)∗·χ(M)
[
L−1∏
l=0
(
χ
(M)
L−l
)n(f)L−l] L∏
l=1
(
1 + χ
(M)
l φ
(M)
l
∗)
=
N(f)∏
j=1
φ
(M)
l
(f)
j
After performing these integrals, one notices that the inserted integrals
have been chosen such that the resulting sums can be performed, yielding
exponentials, and finds the propagator to read
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
∫
d2Lφ(0)
∫
d2Lφ(1)
∫
d2Lµ(1) · · ·
∫
d2Lφ(M−1)
∫
d2Lµ(M−1)
∫
d2Lµ(M)
∫
d2N
(f)
φ(M)
2pi∫
0
dN
(i)
θ(i)
N(f)∏
j=1
φ
(M)
l
(f)
j
 exp{ M∑
m=0
[
−
∣∣∣φ(m)∣∣∣2
−
∣∣∣µ(m)∣∣∣2 + φ(m)∗ · µ(m)]+N (i) − iN(i)∑
j=1
θ
(i)
l
(i)
j
+
M−1∑
m=0
µ(m+1)
∗ · φ(m)
}
×
M−1∏
m=0
[
1− iτh¯H(cl)
(k)
(
µ(m+1)
∗
,φ(m)
)]
2N
(i)
piN
(i)+N(f)+2ML
,
228 THE COMPLEX PATH INTEGRAL FOR FERMIONS
with
H(cl)(k) (µ∗,φ) =
L∑
α=1
h(k)ααµ
∗
αφα +
L∑
α,β=1
α 6=β
U
(k)
αβ µ
∗
αµ
∗
βφβφα
+
L∑
α,β=1
α 6=β
h
(k)
αβµ
∗
αφβ exp
(−µ∗αφα − µ∗βφβ) max(α,β)−1∏
l=min(α,β)+1
(1− 2µ∗l φl) .
Now, one can also integrate out µ(1), . . . ,µ(M) as well as φ(0) and redo the
expansion in τ to obtain the final path integral expression,
K
(
n(f),n(i); tf , ti
)
=
lim
M→∞
2pi∫
0
dN
(i)
θ(i)
∫
d2Lφ(1) · · ·
∫
d2Lφ(M−1)
∫
d2N
(f)
φ(M)
N(f)∏
j=1
φ
(M)
l
(f)
j

e
M∑
m=1
[
−|φ(m)|2+φ(m)∗·φ(m−1)− iτh¯ H(cl)(m−1)(φ(m)∗,φ(m−1))
]
−i
N(i)∑
j=1
θ
(i)
l
(i)
j
(2pi)N
(i)
piN
(f)+(M−1)L
.
APPENDIXC
Semiclassical propagator for
Fermions
C.1 Derivation of the semiclassical prefactor
After the substitution φ
(m)
l =
√
J
(m)
l exp
[
i
(
θ
(m)
l − θ(i)l(i)1
)]
and integra-
tion over θ
(i)
l
(i)
1
, the propagator is given by
K
(
n(f),n(i); tf , ti
)
=
δN(i),N(f) lim
M→∞
2pi∫
0
dN−1θ(i)
2pi∫
0
dLθ(1)
∞∫
0
dLJ (1) · · ·
2pi∫
0
dLθ(M−1)
∞∫
0
dLJ (M−1)
2pi∫
0
dNθ(M)
∞∫
0
dNJ (M)
exp
[
i
(
n(f) · θ(M) − n(i)θ(i)
)]
(2pi)2N−1+(M−1)L
 N∏
j=1
√
J
(M)
l
(f)
j

exp
{
M∑
m=1
[
−
∣∣∣φ(m)∣∣∣2 + φ(m)∗ · φ(m−1) − iτ
h¯
H(cl)
(m−1) (
φ(m)
∗
,φ(m−1)
)]}
,
where now (and in the following) θ
(i)
l
(i)
1
= 0. For simplicity of writing the
initial and final phases for the non-occupied states are also set to zero,
i.e. θ
(i)
l = 0 for all l ∈ {1, . . . , L}\
{
l
(i)
2 , . . . , l
(i)
N(i)
}
as well as θ
(f)
l = 0 for all
229
230 SEMICLASSICAL PROPAGATOR FOR FERMIONS
l ∈ {1, . . . , L} \
{
l
(f)
1 , . . . , l
(f)
N(f)
}
. When performing the stationary phase
approximation, the additional factor
N∏
j=1
√
J
(M)
l
(f)
j
= exp
1
2
N∑
j=1
log J
(M)
l
(f)
j

has to be included in the stationary phase analysis as well.
The stationary phase conditions are then found by taking the derivative
of the exponent with respect to all the J
(m)
l and θ
(m)
l individually and are
given by
− exp
(
−iθ(i)
l
(i)
j
)
+ φ
(1)
l
(i)
j
∗ − iτ
h¯
∂H(cl)
(0)
∂φ
(0)
l
(i)
j
= 0
(
φ
(m−1)
l −
iτ
h¯
∂H(cl)
(m−1)
∂φ
(m)
l
∗
)
∂φ
(m)
l
∗
∂J
(m)
l
+
(
φ
(m+1)
l
∗ − iτ
h¯
∂H(cl)
(m)
∂φ
(m)
l
)
∂φ
(m)
l
∂J
(m)
l
= 1(
φ
(m−1)
l −
iτ
h¯
∂H(cl)
(m−1)
∂φ
(m)
l
∗
)
∂φ
(m)
l
∗
∂θ
(m)
l
+
(
φ
(m+1)
l
∗ − iτ
h¯
∂H(cl)
(m)
∂φ
(m)
l
)
∂φ
(m)
l
∂θ
(m)
l
= 0 1√
J
(M)
l
(f)
j
− 2
√
J
(M)
l
(f)
j
 exp(iθ(M)l(f)j
)
+ φ
(M−1)
l
(f)
j
− iτ
h¯
∂H(cl)
(M−1)
∂φ
(M)
l
(f)
j
∗ = 0
exp
(
iθ
(M)
l
(f)
j
)
√
J
(M)
l
(f)
j
−
φ(M−1)
l
(f)
j
− iτ
h¯
∂H(cl)
(M−1)
∂φ
(M)
l
(f)
j
∗
 = 0
with the short hand notation H(cl)
(m)
= H(cl)
(m)
(
φ(m+1)
∗
,φ(m)
)
. The
second and third equation are found for all m ∈ {1, . . . ,M − 1}. Keeping
in mind that φ
(0)
l = n
(i)
l exp
(
iθ
(i)
l
)
, these stationary phase conditions can
be written as
φ(m)−φ(m−1)
τ = − ih¯ ∂H
(cl)(m−1)
∂φ(m)
∗ 1 ≤ m ≤M
φ(m)
∗
−φ(m−1)
∗
τ =
i
h¯
∂H(cl)
(m−1)
∂φ(m−1)
1 ≤ m ≤M
J
(M)
l
(f)
j
= n
(f)
l
(f)
j
.
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Therefore, in the continuous limit τ → 0, the stationary phase approxima-
tion selects the classical trajectories from n(i) to n(f), which are defined as
the solutions of the equations of motion
ih¯φ˙ =
∂H(cl)
∂φ∗
.
with
H(cl) =
L∑
α=1
hαα(t) |φα(t)|2 +
L∑
α,β=1
α 6=β
Uαβ(t) |φα(t)|2 |φβ(t)|2
+
L∑
α,β=1
α6=β
hαβ(t)φ
∗
α(t)φβ(t)e
−|φα(t)|2−|φβ(t)|2
max(α,β)−1∏
l=min(α,β)+1
(
1− 2 |φl(t)|2
)
under the boundary conditions
|φl (ti)|2 =n(i)l
|φl (tf )|2 =n(f)l
and φ
l
(i)
1
(ti) = 1.
The semiclassical propagator in Fock state representation for Fermions
is then given by a sum over these classical trajectories,
K
(
n(f),n(i); tf , ti
)
=
∑
γ:n(i)→n(f)
exp
(
i
h¯
Rγ
)
K
(γ)
red ,
with the classical action
Rγ =
tf∫
ti
dt
[
h¯θ(t) · J˙(t)−H(cl) (φ∗(t),φ(t); t)
]
.
The reduced propagator is given by the remaining integrals over the fluc-
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tuations,
K
(γ)
red =
lim
M→∞
1
(2pi)
2N−1+(M−1)L
∫
dN−1δθ(0)
∫
dNδJ (M)
∫
dNδθ(M)
∫
dLδJ (1)
∫
dLδθ(1) · · ·
∫
dLδJ (M−1)
∫
dLδθ(M−1)
exp
{
−1
2
δθ(0)P
(i)
0
(
A
(0)
1 + C
(0)
1
)
P
(i)
0
T
δθ(0)
− 1
2
(
δθ(M)P (f)
δJ(M)P (f)
)(
B
(M)
1 +D
(M)
1 B
(M)
2 +D
(M)
2
B
(M)
2 +D
(M)
2
T
B
(M)
3 +D
(M)
3
)(
P (f)
T
δθ(M)
P (f)
T
δJ(M)
)
− 1
2
M−1∑
m=1
(
δθ(m)
δJ(m)
)[(
A
(m)
1 +B
(m+1)
1 A
(m)
2 −B(m+1)2
A
(m)
2 −B(m+1)2 A(m)3 +B(m+1)3
)
+
(
C
(m)
1 +D
(m)
1 C
(m)
2 +D
(m)
2
C
(m)
2
T
+D
(m)
2
T
C
(m)
3 +D
(m)
3
)](
δθ(m)
δJ(m)
)
+
(
δθ(1)
δJ(1)
)(
E
(0)
1
E
(0)
3
)
P
(i)
0
T
δθ(0)
+
(
δθ(M)P (f)
δJ(M)P (f)
)(
E
(M−1)
1 E
(M−1)
2
E
(M−1)
3 E
(M−1)
4
)(
δθ(m)
δJ(m)
)
+
M−2∑
m=1
(
δθ(m+1)
δJ(m+1)
)(
E
(m)
1 E
(m)
2
E
(m)
3 E
(m)
4
)(
δθ(m)
δJ(m)
)}
(C.1)
where P (i/f) and P
(i/f)
0 are defined in the same way as in section 5.2.2,
namely as the (N −1)×L and, respectively, N ×L-matrices, which project
onto the subspace of initially and finally occupied sites, with the latter
excluding the first occupied one,(
P (i/f)
)
jl′
=δ
l
(i/f)
j ,l
′(
P
(i/f)
0
)
jl′
=δ
l
(i/f)
j+1 ,l
′
For later reference, their complements P¯ (i/f) and P¯
(i/f)
0 are also defined,
as well as
Q(i/f) =
(
P¯ (i/f)
P (i/f)
)
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which are the (orthogonal) matrices, which put the components corre-
sponding to initially and finally unoccupied sites, respectively to the first
L − N (i/f) positions, and those correspondig to occupied sites to the last
N (i/f) positions, see (5.11).
Furthermore,
(
A
(m)
1
)
ll′
=δll′φ
(m)
l
[
φ
(m+1)
l
∗ − iτ
h¯
∂H(cl)
(m)
∂φ
(m)
l
]
(
A
(m)
2
)
ll′
=δll′
iφ
(m)
l
2J
(m)
l
[
φ
(m+1)
l
∗ − iτ
h¯
∂H(cl)
(m)
∂φ
(m)
l
]
(
A
(m)
3
)
ll′
=δll′
φ
(m)
l
4J
(m)
l
2
[
φ
(m+1)
l
∗ − iτ
h¯
∂H(cl)
(m)
∂φ
(m)
l
]
(
B
(m)
1
)
ll′
=δll′φ
(m)
l
∗
[
φ
(m−1)
l −
iτ
h¯
∂H(cl)
(m−1)
∂φ
(m)
l
∗
]
(
B
(m)
2
)
ll′
=δll′
iφ
(m)
l
∗
2J
(m)
l
[
φ
(m−1)
l −
iτ
h¯
∂H(cl)
(m−1)
∂φ
(m)
l
∗
]
(
B
(m)
3
)
ll′
=δll′
φ
(m)
l
∗
4J
(m)
l
2
[
2n
(f)
l δm,M + φ
(m−1)
l −
iτ
h¯
∂H(cl)
(m−1)
∂φ
(m)
l
∗
]
(
C
(m)
1
)
ll′
=
iτ
h¯
∂φ
(m)
l
∂θ
(m)
l
∂2H(cl)
(m)
∂φ
(m)
l φ
(m)
l′
∂φ
(m)
l′
∂θ
(m)
l′(
C
(m)
2
)
ll′
=
iτ
h¯
∂φ
(m)
l
∂θ
(m)
l
∂2H(cl)
(m)
∂φ
(m)
l φ
(m)
l′
∂φ
(m)
l′
∂J
(m)
l′(
C
(m)
3
)
ll′
=
iτ
h¯
∂φ
(m)
l
∂J
(m)
l
∂2H(cl)
(m)
∂φ
(m)
l φ
(m)
l′
∂φ
(m)
l′
∂J
(m)
l′
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as well as
(
D
(m)
1
)
ll′
=
iτ
h¯
∂φ
(m)
l
∗
∂θ
(m)
l
∂2H(cl)
(m−1)
∂φ
(m)
l
∗
φ
(m)
l′
∗
∂φ
(m)
l′
∗
∂θ
(m)
l′(
D
(m)
2
)
ll′
=
iτ
h¯
∂φ
(m)
l
∗
∂θ
(m)
l
∂2H(cl)
(m−1)
∂φ
(m)
l
∗
φ
(m)
l′
∗
∂φ
(m)
l′
∗
∂J
(m)
l′(
D
(m)
3
)
ll′
=
iτ
h¯
∂φ
(m)
l
∗
∂J
(m)
l
∂2H(cl)
(m−1)
∂φ
(m)
l
∗
φ
(m)
l′
∗
∂φ
(m)
l′
∗
∂J
(m)
l′(
E
(m)
1
)
ll′
=
∂φ
(m+1)
l
∗
∂θ
(m+1)
l
[
δll′ − iτ
h¯
∂2H(cl)
(m)
∂φ
(m+1)
l
∗
∂φ
(m)
l′
]
∂φ
(m)
l′
∂θ
(m)
l′(
E
(m)
2
)
ll′
=
∂φ
(m+1)
l
∗
∂θ
(m+1)
l
[
δll′ − iτ
h¯
∂2H(cl)
(m)
∂φ
(m+1)
l
∗
∂φ
(m)
l′
]
∂φ
(m)
l′
∂J
(m)
l′(
E
(m)
3
)
ll′
=
∂φ
(m+1)
l
∗
∂J
(m+1)
l
[
δll′ − iτ
h¯
∂2H(cl)
(m)
∂φ
(m+1)
l
∗
∂φ
(m)
l′
]
∂φ
(m)
l′
∂θ
(m)
l′(
E
(m)
4
)
ll′
=
∂φ
(m+1)
l
∗
∂J
(m+1)
l
[
δll′ − iτ
h¯
∂2H(cl)
(m)
∂φ
(m+1)
l
∗
∂φ
(m)
l′
]
∂φ
(m)
l′
∂J
(m)
l′
.
These matrices have to be evaluated at the stationary points, which
means that one can use the equations of motion to simplify
(
A
(m)
1
)
ll′
=
(
B
(m)
1
)
ll′
=δll′J
(m)
l(
A
(m)
2
)
ll′
=
(
B
(m)
2
)
ll′
=δll′
i
2(
A
(m)
3
)
ll′
=
(
B
(m)
3
)
ll′
=δll′
1
4J
(m)
l
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With this, (C.1) can be written as
K
(γ)
red =
lim
M→∞
1
(2pi)2N−1+(M−1)L
∫
d
N−1
δθ
(0)
∫
d
N
δJ
(M)
∫
d
N
δθ
(M)
∫
d
L
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(1)
∫
d
L
δθ
(1) · · ·
∫
d
L
δJ
(M−1)
∫
d
L
δθ
(M−1)
exp
{
− 1
2
δθ
(0)
P
(i)
0
∂φ(0)
∂θ(i)
[
−e−2idiag
(
θ(i)
)
+
iτ
h¯
∂2H(cl)
(0)
∂φ(0)
2
]
∂φ(0)
∂θ(i)
P
(i)
0
T
δθ
(0)
− 1
2
(
δθ(M)P (f)
δJ(M)P (f)
)
O(M)T
 e−2idiag
(
θ(M)
)
IL
IL iτh¯ ∂
2H(cl)
(M−1)
∂φ(M)
∗2
O(M)( P (f)Tδθ(M)
P (f)
T
δJ(M)
)
− 1
2
M−1∑
m=1
(
δθ(m)
δJ(m)
)
O(m)T

iτ
h¯
∂2H(cl)
(m)
∂φ(m)
2 IL
IL iτh¯ ∂
2H(cl)
(m−1)
∂φ(m)
∗2
O(m) ( δθ(m)δJ(m)
)
+
(
δθ(1)
δJ(1)
)
O(1)T
 0
IL − iτh¯ ∂
2H(cl)
(0)
∂φ(1)
∗
∂φ(0)
 ∂φ(0)
∂θ(i)
P
(i)
0
T
δθ
(i)
+
(
δθ(M)P (f)
δJ(M)P (f)
)
O(M)T
 0 0
IL − iτh¯ ∂
2H(cl)
(M−1)
∂φ(M)
∗
∂φ(M−1)
0
O(M−1) ( δθ(M−1)
δJ(M−1)
)
+
M−2∑
m=1
(
δθ(m)
δJ(m)
)
O(m)T
 0 0
IL − iτh¯ ∂
2H(cl)
(m)
∂φ(m+1)
∗
∂φ(m)
0
O(m) ( δθ(m)
δJ(m)
)
(C.2)
with
O(m) =
 ∂φ
(m)
∂θ(m)
∂φ(m)
∂J(m)
∂φ(m)
∗
∂θ(m)
∂φ(m)
∗
∂J(m)

and diag (v) the diagonal d×d-matrix for which the (j, j)-th entry is equal
to vj , where d is the dimensionality of the vector v.
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The integral over δθ(0) is given by∫
dN−1δθ(0)
(2pi)N−1
exp
{
1
2
δθ(0)P
(i)
0
∂φ(0)
∂θ(i)
[
e−2idiag(θ
(i)) − iτ
h¯
∂2H(cl)
(0)
∂φ(0)
2
]
∂φ(0)
∂θ(i)
P
(i)
0
T
δθ(0)
− 1
2
(
δθ(1)
δJ(1)
)
O(1)T
 iτh¯ ∂
2H(cl)
(1)
∂φ(1)
2 IL
IL iτh¯
∂2H(cl)
(0)
∂φ(1)
∗2
O(1)( δθ(1)
δJ(1)
)
+
(
δθ(1)
δJ(1)
)
O(1)T
(
0
IL − iτh¯ ∂
2H(cl)
(0)
∂φ(1)
∗
∂φ(0)
)
∂φ(0)
∂θ(i)
P
(i)
0
T
δθ(i)
}
=
1√
2pi
N−1
det
IL − ∂2H(cl)(0)
∂
(
P (i)φ(0)
)2 exp [2idiag (θ(i))]


−1
× exp
−12
(
δθ(1)
δJ(1)
)
O(1)T
 iτh¯ ∂2H(cl)(1)∂φ(1)2 IL
IL X(1)
O(1)( δθ(1)
δJ(1)
) ,
where X(1) is defined as
X(1) =
iτ
h¯
∂2H(cl)
(0)
∂φ(1)
∗2
+
(
IL − iτ
h¯
∂2H(cl)
(0)
∂φ(1)
∗
∂φ(0)
)
P
(i)
0
T
e−2idiag
(
P
(i)
0 θ
(i)
)
− iτ
h¯
∂2H(cl)
(0)
∂
(
P
(i)
0 φ
(0)
)2

−1
×P (i)0
(
IL − iτ
h¯
∂2H(cl)
(0)
∂φ(0)∂φ(1)
∗
)
(C.3)
It can be shown that eq. (C.3) can also be written as
X(1) =
iτ
h¯
∂2H(cl)
(0)
∂φ(1)
∗2
+
(
IL − iτ
h¯
∂2H(cl)
(0)
∂φ(1)
∗
∂φ(0)
)
X(0)
(
IL − iτ
h¯
∂2H(cl)
(0)
∂φ(0)
2 X
(0)
)−1
×
(
IL − iτ
h¯
∂2H(cl)
(0)
∂φ(0)∂φ(1)
∗
)
,
with
X(0) = R(i)
T
(
0
exp
[
2idiag
(
P
(i)
0 θ
(i)
)] )R(i).
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Now, consider the integral
∫
d
L
δJ
(m)
∫
dLδθ(m)
(2pi)L
exp
− 1
2
(
δθ(m)
δJ(m)
)
O(m)T
 iτh¯ ∂2H(cl)(m)∂φ(m)2 IL
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O(m) ( δθ(m)
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)
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δJ(m+1)
)
O(m+1)T
 0 0
IL − iτh¯ ∂
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(m)
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∗
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)
− 1
2
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)
O(m+1)T

iτ
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(m+1)
∂φ(m+1)
2 IL
IL iτh¯ ∂
2H(cl)
(m)
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∗2
O(m+1) ( δθ(m+1)δJ(m+1)
)
=
{
det
[
IL −
iτ
h¯
∂2H(cl)
(m)
∂φ(m)
2
X
(m)
]}−1
× exp
−( δθ(m+1)
δJ(m+1)
)
O(m+1)T
 iτ2h¯ ∂2H(cl)(m+1)∂φ(m+1)2 12 IL
1
2 IL X
(m+1)
2
O(m+1) ( δθ(m+1)
δJ(m+1)
)
(C.4)
with
X(m+1) =
iτ
h¯
∂2H(cl)
(m)
∂φ(m+1)
∗2
+
(
IL − iτ
h¯
∂2H(cl)
(m)
∂φ(m+1)
∗
∂φ(m)
)
X(m)
(
IL − iτ
h¯
∂2H(cl)
(m)
∂φ(m)
2 X
(m)
)−1
×
(
IL − iτ
h¯
∂2H(cl)
(m)
∂φ(m)∂φ(m+1)
∗
)
.
For m = 1 this is exactly the integral in (C.2) after integrating out δθ(0)
and thus defines X(2). One then recognizes that after the m-th integration,
the integral is again of the form of (C.4) up to the (M − 1)-th integration.
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With this observation, the reduced propagator is given by
K
(γ)
red
= lim
M→∞
∫
dNJ (M)
√
2pi
N−1
∫
dNθ(M)
(2pi)
N
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m=0
√√√√det(IL − iτ
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∂φ(m)
2 X
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[
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P (f)θ(M)
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P (f)X(M)P (f)
T
)−1
In the continuous limit, the discrete set of X(m) turns into a function of
time X(t), and (by expanding it up to first order in τ) is given by (5.13)
and the reduced propagator can be written in the form given in (5.12).
C.2 Simplification of the semiclassical prefactor
Using the equations of motion for σ(t),
exp
 i
2h¯
tf∫
ti
dtTr
∂2H(cl)
∂φ2
X

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−1
2
tf∫
ti
dtTrσ˙(t)σ−1(t) +
i
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
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 i
2h¯
tf∫
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dtTr
∂2H(cl)
∂φ∂φ∗
√σ (ti)σ−1 (tf )
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and therefore
K
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The factor in the last line can be simplified as
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0
P (f)
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And therefore, finally
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(γ)
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2
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∂
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.
APPENDIXD
The bosonic transition
probability in the weak
coupling regime
D.1 Determination of the trajectory and its
action
The solution of the equations of motion Eq. (7.13) for initial conditions
<ψ(0) = q(0)/(2b) and =ψ(0) = p(0)/(2b) are obviously given by
ψl(t) =
1
2b
(
q
(0)
l + ip
(0)
l
)
e
− i
h¯
t∫
0
dt′[l−σl(t′)]
. (D.1)
Next, q(i) and p(i) have to be chosen such that the solution Eq. (D.1)
satisfies the boundary conditions Eq. (7.14), which yields q(0) = q(i) as
well as
p
(0)
l = −q(i)l cot
1
h¯
tf∫
0
dt [l − σl(t)]
+ q(f)l csc
1
h¯
tf∫
0
dt [l − σl(t)]
 .
(D.2)
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For simplicity of writing we now define
Al =
1
h¯
tf∫
0
dt [l − σl (t)] . (D.3)
The action in (7.12) is given by
Rγ
(
q(f),q(i); tf
)
=
h¯
2b2
tf∫
0
dtp(t)q˙(t)−
tf∫
0
dt
L∑
l=1
ψ∗l (t) [l − σl(t)]ψl(t) +
h¯
2
L∑
l=1
Al,
(D.4)
where
q(t) = 2b<ψ(t) and p(t) = 2b=ψ(t). (D.5)
Let us first look to the first part of the action,
h¯pl(t)q˙l(t) =(
p
(0)
l cos
1h¯
t∫
0
dt′
[
l − σl
(
t′
)]− q(i)l sin
1h¯
t∫
0
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[
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(
t′
)]
)2
× [l − σl (t)].
One may note that this can also be written as
h¯pl(t)q˙l(t) =
∂
∂t
h¯p(0)l q(i)l cos2
1
h¯
t∫
0
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[
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(
t′
)]
+h¯
p
(0)
l
2 − q(i)l
2
4
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2
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[
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(
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+
q
(i)
l
2
+ p
(0)
l
2
2
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0
dt′
[
l − σl
(
t′
)] (D.6)
D.2. TRANSFORMATION TO FOCK STATES 243
such that
2h¯
tf∫
0
dtpl(t) · q˙l(t) =
2h¯p
(0)
l q
(i)
l
(
cos2Al − 1
)
+
h¯
2
(
p
(0)
l
2 − q(i)l
2
)
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+
(
q
(i)
l
2
+ p
(0)
l
2
)
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(D.7)
and therefore
Rγ
(
q(f),q(i); tf
)
=
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L∑
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2p
(0)
l q
(i)
l
(
cos2Al − 1
)
+
(
p
(0)
l
2 − q(i)l
2
)
sinAl cosAl
]
+
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2
L∑
l=1
Al.
(D.8)
Plugging in (D.2) one finally finds the action to be
Rγ
(
q(f),q(i); tf
)
=
h¯
4b2 sinAl
L∑
l=1
[
−2q(f)l q(i)l +
(
q
(i)
l
2
+ q
(f)
l
2
)
cosAl
]
+
h¯
2
L∑
l=1
Al.
(D.9)
D.2 Transformation to Fock states
In order to perform the integrations involved in the basis transform, one
first has to determine the exact dependence of the hopping on the initial
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and final quadratures. Evaluating the time integral over the hopping yields
tf∫
ti
dtJ (p(t),q(t))
= − 1
4b2
∑
l,l′
Jll′
tf∫
ti
dt
(
q
(i)
l − ip(0)l
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e
i
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= − 1
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ti
dte
i
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t∫
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l
q
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l
)(
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q
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)
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∑
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e
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l
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q
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)
(D.10)
With this the effective propagator in quadrature representation with the
hopping included via semiclassical perturbation theory can be written as
Kσ
(
q(f),q(i); tf
)
= exp
{
i
4b2
(
q(i)
q(f)
)[(
cotA − 1sinA
− 1sinA cotA
)
− 1
h¯
(
(sinA)−1 e−iA 0
0 (sinA)−1
)(
J (eff) −J (eff)
−J (eff) J (eff)
)
×
(
(sinA)−1 eiA 0
0 (sinA)−1
)](
q(i)
q(f)
)}
e
i
2
l∑
α=1
Aα
√
det 4b2ipi sinA
(D.11)
where A is the diagonal matrix with entries Al,
A =
 A1 . . .
Al

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and the effective hopping matrix J (eff) with entries
J
(eff)
ll′ = −Jll′
tf∫
ti
dte
i
h¯
t∫
ti
dt′[l−l′−σl′ (t′)+σk(t′)]
.
With this expression for the effective propagator, one can perform the basis
transform from the quadrature to the number representation. However it
turns out to be easier not to go to the number representation directly but
to make a detour over coherent states.
D.2.1 The coherent state propagator for weak hopping
For the basis change one needs the overlap between a coherent state
and a quadrature eigenstate, which is given by Eq. (3.19). This yields the
effective propagator in coherent state representation,
Kσ
(
φ
f
,φ
(i)
; tf
)
=
∫
d
l
q
(i)
∫
d
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q
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×
(
φ(i)
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∗
)}
.
Doing the semiclassical perturbation theory on the level of the coherent
state propagator now corresponds to setting J (eff) = 0 in the prefactor and
expanding the exponent up to first order in J (eff). For the expansion of the
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exponent we will need
(
1− i cotA i (sinA)−1
i (sinA)−1 1− i cotA
)−1
(D.12)
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Therefore the prefactor becomes
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Moreover, the expansion in the exponent is given by
[
i
h¯
(
(sinA)−1 e−iA 0
0 (sinA)−1
)(
J(eff) −J(eff)
−J(eff) J(eff)
)(
(sinA)−1 eiA 0
0 (sinA)−1
)
+ 1− i
(
cotA − 1sinA− 1sinA cotA
)]−1
=
[
1 +
i
h¯
(
1− i cotA i (sinA)−1
i (sinA)−1 1− i cotA
)−1 (
(sinA)−1 e−iA 0
0 (sinA)−1
)
×
(
J(eff) −J(eff)
−J(eff) J(eff)
)(
(sinA)−1 eiA 0
0 (sinA)−1
)]−1 (
1− i cotA i (sinA)−1
i (sinA)−1 1− i cotA
)−1
≈ 1
2
(
1 e−iA
e−iA 1
)
− i
4h¯
(
1 e−iA
e−iA 1
)(
(sinA)−1 e−iA 0
0 (sinA)−1
)
×
(
J(eff) −J(eff)
−J(eff) J(eff)
)(
(sinA)−1 eiA 0
0 (sinA)−1
)(
1 e−iA
e−iA 1
)
=
1
2
(
1 e−iA
e−iA 1
)
− i
4h¯
(
(sinA)−1 e−iA (sinA)−1 e−iA
(sinA)−1 e−2iA (sinA)−1
)
×
(
J(eff) −J(eff)
−J(eff) J(eff)
)(
(sinA)−1 eiA (sinA)−1
(sinA)−1 e−iA (sinA)−1
)
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=
1
2
(
1 e−iA
e−iA 1
)
− i
4h¯
(
0 0
(sinA)−1
[
e−2iA − 1] J(eff) − (sinA)−1 [e−2iA − 1] J(eff)
)
×
(
(sinA)−1 eiA (sinA)−1
(sinA)−1 e−iA (sinA)−1
)
=
1
2
(
1 e−iA
e−iA 1
)
− i
4h¯
(
0 0
(sinA)−1
[
e−2iA − 1] J(eff) (sinA)−1 (eiA − e−iA) 0
)
=
1
2
(
1 e−iA
e−iA 1
)
− i
h¯
(
0 0
e−iAJ(eff) 0
)
(D.13)
Therefore the effective single-particle propagator in coherent state repre-
sentation is approximately given by
Kσ
(
φ(f),φ(f); tf
)
= e−
|φ(f)|2
2
− |φ(i)|
2
2
+φ(f)
∗
e−iA(1− ih¯J(eff))φ(i) . (D.14)
D.2.2 The propagator for weak hopping in number representation
Now the stage is open to transform from coherent states to number
eigenstates:
Kσ
(
n(f),n(i); tf
)
=
1
pi2l
∫
d2lφ(f)
∫
d2lφ(i) 〈n(f)|φ(f)〉Kσ
(
φ(f),φ(i); tf
)
〈φ(i)|n(i)〉
Using the overlap between a coherent state and a number eigenstate
〈n|φ〉 = φ
n
√
n!
e−
|φ|2
2 , (D.15)
redefining J
(eff)
jj = ih¯ and transforming to radial coordinates gives for the
integral over φ
(f)
j
∞∫
0
dr
2pi∫
0
dϕ
rn
(f)
j +1ein
(f)
j ϕ
pi
√
n
(f)
j !
e−r
2− i
h¯
re−iϕe−iAjJ(eff)jα φ
(i)
α
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One may then substitute e−iϕ = z wich replaces the integral over ϕ by
an integral over the unit circle (however counter clock wise) in the complex
plain. The integration can then be done using Residue calculus and yields
2e−in
(f)
j Aj
(
− ih¯J
(eff)
jα φ
(i)
α
)n(f)j
(
n
(f)
j !
) 3
2
∞∫
0
drr2n
(f)
j +1e−r
2
=
e−in
(f)
j Aj
(
− ih¯J
(eff)
jα φ
(i)
α
)n(f)j√
n
(f)
j !
.
By using the multinomial theorem and again using radial coordinates for
the integration over the initial coherent states one gets
Kσ
(
n(f),n(i); tf
)
=
∞∫
0
dlr
2pi∫
0
dlϕ
l∏
j=1
r
n
(i)
j +1
j e
−in(i)j ϕje−in
(f)
j Aj
pi
√
n
(i)
j !n
(f)
j !
(
− i
h¯
J
(eff)
jα rαe
iϕα
)n(f)j
e−r
2
j
=
∑
κ(1):
l∑
α=1
κ
(1)
α =n
(f)
1
· · ·
∑
κ(l):
l∑
α=1
κ
(l)
α =n
(f)
l
l∏
j=1
e−in
(f)
j Aj
pi
√
n
(i)
j !n
(f)
j !
 l∏
k=1
(
− i
h¯
J
(eff)
jk
)κ(j)k 
×
(
n
(f)
j
κ(j)
) ∞∫
0
drj
2pi∫
0
dϕjr
n
(i)
j +
l∑
α=1
κ
(α)
j +1
j e
i
(
l∑
α=1
κ
(α)
j −n(i)j
)
ϕj
e−r
2
j
=
∑
κ(1):
l∑
α=1
κ
(1)
α =n
(f)
1
· · ·
∑
κ(l):
l∑
α=1
κ
(l)
α =n
(f)
l
l∏
j=1
e−in
(f)
j Aj√
n
(i)
j !n
(f)
j !
 l∏
k=1
(
− i
h¯
J
(eff)
jk
)κ(j)k 
× 2
(
n
(f)
j
κ(j)
) ∞∫
0
drjr
2n
(i)
j +1
j e
−r2j δ l∑
α=1
κ
(α)
j ,n
(i)
j
=
∑
κ(1):
l∑
α=1
κ
(1)
α =n
(f)
1
· · ·
∑
κ(l):
l∑
α=1
κ
(l)
α =n
(f)
l
l∏
j=1
(
n
(f)
j
κ(j)
)√√√√ n(i)j !
n
(f)
j !
e−in
(f)
j Aj
× δ l∑
α=1
κ
(α)
j ,n
(i)
j
l∏
k=1
(
− i
h¯
J
(eff)
jk
)κ(j)k
.
APPENDIXE
Derivation of the propagator
for open systems
First of all one needs to derive a propagator, which allows even for an exact
treatment of the leads, while the scattering region is taken into account
semiclassically. One can show (see Appendix E) that such a propagator is
given by
Kˆ
(
φ(f),φ(i); t, ti
)
=
〈
φ(f)
∣∣∣
Λ
Kˆ(tf , ti)
∣∣∣φ(i)〉
Λ
=
Tˆ exp
− ih¯
t∫
ti
ds
[
Hˆ(Ξ)(s)− i
h¯
s∫
ti
draˆ†C†(s)U(s, r)C(r)aˆ
+φ(f)
∗
U(tf , s)C(s)aˆ + aˆ
†C†(s)U(s, ti)φ(i)
]}
K(Λ)
(
φ(f),φ(i); t, ti
)
.
(E.1)
In this case, the leads are projected to coherent states, which here are
defined such that the overlap between two coherent states is given by
〈
φ
∣∣φ′〉 = exp[−|φ|2
2
− |φ
′|2
2
+ φ∗φ′
]
.
249
250 DERIVATION OF THE PROPAGATOR FOR OPEN SYSTEMS
In (E.1), U(t, s) is the classical free propagator within the field, and
K(Λ)
(
φ(f),φ(i); t, ti
)
= exp
−
∣∣∣φ(f)∣∣∣2
2
−
∣∣∣φ(i)∣∣∣2
2
+ φ(f)
∗
U(t, ti)φ
(i)

(E.2)
is the exact quantum mechanical propagator within the leads in coherent
state representation.
This leads to the intuitive path integral representation in quadratures,
K
(
q(f),q(i);φ(f),φ(i); s, ti
)
=
〈
q(f)
∣∣∣
Ξ
Kˆ
(
φ(f),φ(i); s, ti
) ∣∣∣q(i)〉
Ξ
=
K(Λ)
(
φ(f),φ(i); s, ti
)
lim
M→∞
∫ (M−1∏
m=1
dLq(m)dLp(m)
(4pib2)L
)∫
dLp(M)
(4pib2)L
exp
{
iτ
4b2h¯
M∑
m=1
[
2h¯p(m)
(
q(m) − q(m−1))
τ
−H(Ξ)
(
ψ(m); tm
)
−2bφ(f)∗U(t, tm)C(tm)ψ(m) − 2bψ(m)∗C†(tm)U(tm, ti)φ(i)
+
iτ
h¯
m−1∑
l=1
ψ(m)
∗
C†(tm)U(tm, tl)C(tl)ψ(l)
]}
(E.3)
with q(0) = q(i), q(M) = q(f), τ = (s − ti)/M , tm = ti + mτ and ψ(m) =
q(m−1) + ip(m). Here the final time in the propagator has been changed
to be s instead of t, since the differential equation has to be solved at any
time and not just at time t. Hence, when taking the time derivative, one
must not take the derivative of U(t, tm).
The easiest way to show that (E.3) is really the correct path integral
representation in quadrature representation is to show that it solves the
defining equation
ih¯
∂
∂t
Kˆ (t, ti) = Hˆ (r) Kˆ (t, ti) ,
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which in quadrature representation reads
ih¯
∂K
(
q(f),q(i);φ(f),φ(i); s, ti
)
∂s
=∫
d2LΛµ
piLΛ
∫
dLq
〈
φ(f)
∣∣∣ 〈q(f) ∣∣∣ Hˆ(t) ∣∣∣q〉
Ξ Ξ
∣∣∣µ〉
Λ Λ
×
〈
µ
∣∣∣ 〈q ∣∣∣ Kˆ (s, ti) ∣∣∣q(i)〉
Ξ Ξ
∣∣∣φ(i)〉
Λ Λ
.
(E.4)
By taking the derivative of (E.3) with respect to s while taking into
account that the first term in the exponential does not depend on time at
all, as well as replacing
exp
{
i
2b2
p(k)
(
q(k) − q(k−1))}
(4pib2)2
by
〈q(k)|p(k)〉〈p(k)|q(k−1)〉
and utilizing ∫
dLq |q〉 〈q| = 1ˆ =
∫
dLp |p〉 〈p| ,
where 1ˆ is the unity operator, one can easily verify that (E.3) satisfies
(E.4).
E.1 Splitting off the leads
The aim of this section is, to derive the propagator for the full system,
given by the solution of
ih¯
∂Kˆ(t, ti)
∂t
= Hˆ(t)Kˆ(t, ti),
which allows for an exact treatment of the leads by projecting them to
coherent states. For the non-interacting system, the semiclassical approxi-
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mation to the propagator is exact and reads
K(Λ)
(
φ(f),φ(i); t, ti
)
=
exp
−
∣∣∣φ(f)∣∣∣2
2
−
∣∣∣φ(f)∣∣∣2
2
+ φ(f)
∗
U(t, ti)φ
(i)
 , (E.5)
where φ(f) and φ(i) are complex vectors representing the coherent states
in the leads. Note that here the coherent states are defined such that
〈
φ(f)
∣∣∣φ(i)〉
Λ Λ
= exp
−
∣∣∣φ(f)∣∣∣2
2
−
∣∣∣φ(i)∣∣∣2
2
+ φ(f)
∗ · φ(i)
 .
With the ansatz
Kˆ(t, ti) = Kˆ
(Λ)(t, ti)Kˆ
(Ξ)(t, ti), (E.6)
the differential equation for the effective propagator of the scattering system
including the coupling to the leads is given by
ih¯
∂Kˆ(Ξ)(t, ti)
∂t
= Hˆ(Ξ)(t)Kˆ(Ξ)(t, ti) + Kˆ
(Λ) † (t, ti)Cˆ(t)Kˆ(Λ)(t, ti)Kˆ(Ξ)(t, ti).
(E.7)
Kˆ(Λ) may be replaced by a complex number, by projecting the leads onto
coherent states, which will define
Kˆ(Ξ)(φ(f),φ(i); t, ti) =
〈
φ(f)
∣∣∣
Λ
Kˆ(Ξ)(t, ti)
∣∣∣φ(i)〉
Λ
.
To this end one has to plug (E.5) into (E.7), project the result within the
leads onto coherent states and insert unity operators in terms of coherent
states between every pair of neighboring operators acting on the leads.
Since the Hamiltonian of the scattering system Hˆ(Ξ)(t) does not act on the
leads, the only term, which has to be examined more closely, is the coupling
term:〈
φ(f)
∣∣∣
Λ
Kˆ(Λ)
†
(t, ti)Cˆ(t)Kˆ
(Λ)(t, ti)Kˆ
(Ξ)(t, ti)
∣∣∣φ(i)〉
Λ
=∫
d2LΛη
piLΛ
∫
d2LΛµ
piLΛ
∫
d2LΛν
piLΛ
e−
|µ|2
2
− |η|2
2
+η∗·µ
[
η∗C(t)aˆ + aˆ†C†(t)µ
]
×K(Λ)∗
(
η,φ(f); t, ti
)
K(Λ) (µ,ν; t, ti) Kˆ
(Ξ)
(
ν,φ(i); t, ti
)
.
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Performing the integrals yields〈
φ(f)
∣∣∣
Λ
Kˆ(Λ)
†
(t, ti)Cˆ(t)Kˆ
(Λ)(t, ti)Kˆ
(Ξ)(t, ti)
∣∣∣φ(i)〉
Λ
=
∫
d2LΛν
piLΛ
[
φ(f)
∗
U †(t, ti)C(t)aˆ + aˆ†C†(t)U(t, ti)ν
]
× exp
−|ν|2
2
−
∣∣∣φ(f)∣∣∣2
2
+ φ(f)
∗ · µ
 Kˆ(Ξ) (ν,φ(i); t, ti)
=
∫
d2LΛν
piLΛ
[
φ(f)
∗
U †(t, ti)C(t)aˆ + aˆ†C†(t)U(t, ti)ν
]
×
〈
φ(f)
∣∣∣ν〉
Λ Λ
Kˆ(Ξ)
(
ν,φ(i); t, ti
)
With this the equation for the effective propagator of the scattering system
with the leads projected to coherent states finally reads
ih¯
∂Kˆ(Ξ)
(
φ(f),φ(i); t, ti
)
∂t
= Hˆ(Ξ)(t)Kˆ(Ξ)
(
φ(f),φ(i); t, ti
)
+
∫
d2LΛµ
piLΛ
[
φ(f)
∗
U †(t, ti)C(t)aˆ + aˆ†C†(t)U(t, ti)µ
]
×
〈
φ(f)
∣∣∣µ〉
Λ Λ
Kˆ(Ξ)
(
µ,φ(i); t, ti
)
.
(E.8)
E.2 The full propagator
Computing the first terms of the Dyson series suggests that the solution
of (E.8) reads
Kˆ(Ξ)
(
φ(f),φ(i); t, ti
)
=
Tˆ exp
− ih¯
t∫
ti
ds
[
Hˆ(Ξ)(s)− i
h¯
s∫
ti
draˆ†C†(s)U(s, r)C(r)aˆ
+ φ(f)
∗
U †(s, ti)C(s)aˆ +aˆ†C†(s)U(s, ti)φ(i)
]} 〈
φ(f)
∣∣∣φ(i)〉
Λ Λ
.
(E.9)
The first term in the exponential corresponds to the usual propagation
within the (isolated) scattering region. The second and third term account
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for losses due to particles leaving into the leads and never returning during
the rest of the propagation and gains due to particles entering through the
leads and staying in the scattering region, respectively. Finally the last
term accounts for particles having entered one lead at time r but entering
the scattering region again at time t. Showing that (E.9) indeed solves
(E.8) may be done by utilizing the Dyson equation induced by (E.9),
Kˆ(Ξ)
(
φ(f),φ(i); t, ti
)
=〈
φ(f)
∣∣∣φ(i)〉
Λ Λ
{
Kˆ
(
φ(f),φ(i); t, ti
)
− Tˆ 1
h¯2
t∫
ti
ds
s∫
ti
drKˆ
(
φ(f),φ(i); t, s
)
aˆ†C†(s)U(s, r)C(r)aˆ
×Kˆ(Ξ)
(
φ(f),φ(i); s, ti
)}
,
(E.10)
where
Kˆ
(
φ(f),φ(i); t, ti
)
= Tˆ exp
{
− i
h¯
t∫
ti
ds
[
Hˆ(Ξ)(s) + φ(f)
∗
U †(s, ti)C(s)aˆ+
aˆ†C†(s)U(s, ti)φ(i)
]}
.
Taking the time-derivative of (E.10) then shows that (E.9) is the solution
of
ih¯
∂Kˆ(Ξ)
(
φ(f),φ(i); t, ti
)
∂t
=[
Hˆ(Ξ)(t) + φ(f)
∗
U †(t, ti)C(t)aˆ + aˆ†C†(t)U(t, ti)φ(i)
]
Kˆ(Ξ)
(
φ(f),φ(i); t, ti
)
− i
h¯
t∫
ti
dsaˆ†C†(t)U(t, s)Kˆ(Ξ)
(
φ(f),φ(i); t, s
)
C(s)aˆ
Kˆ(Ξ)
(
φ(f),φ(i); s, ti
)
〈
φ(f)
∣∣∣φ(i)〉
Λ Λ
.
(E.11)
Thus showing that (E.9) solves (E.8) boils down to showing that (E.8)
corresponds to (E.11), which can be done for instance by expanding (E.9)
in powers of aˆ and aˆ† by means of a Dyson series.
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Thus, the propagator of the complete system with the leads projected
to coherent states one finally is indeed given by (E.1).
E.3 Getting real actions and stationary phase
approximation
Starting from the path-integral representation (E.3) and projecting the
leads to quadratures as well, using the overlap
〈φ|Q〉 = 1√
b
√
2pi
exp
[
−|φ|
2
2
−
(
Q
2b
− φ∗
)2
+
(φ∗)2
2
]
. (E.12)
Therefore, the propagator with the leads also given in quadrature repre-
sentation reads
K
(
q(f),q(i); Q(2),Q(1); t, ti
)
=
∫
d2LΛφ(f)
piLΛ
∫
d2LΛφ(i)
piLΛ
exp
(
−
∣∣∣φ(f)∣∣∣2 − ∣∣∣φ(i)∣∣∣2 + φ(f)∗U (t, ti)φ(i))(√
2pib
)LΛ
exp
−(Q(2)
2b
− φ(f)
)2
+
φ(f)
2
2
−
(
Q(1)
2b
− φ(i)d
)2
+
φ(i)d
2
2

lim
N→∞
∫
dLq(1) · · ·
∫
dLq(N−1)
∫
dLp(1)
(4pib2)L
· · ·
∫
dLp(N)
(4pib2)L
exp
{
iτ
4b2h¯
N∑
k=1
[
2h¯p(k)
(
q(k) − q(k−1))
τ
−H(Ξ)
(
ψ(k); tk
)
−2bφ(f)dU(t, tk)C(tk)ψ(k) − 2bψ(k)†C†(tk)U(tk, ti)φ(i)
+
iτ
h¯
k−1∑
l=1
ψ(k)
†
C†(ti + kτ)U(tk, tl)C(ti + lτ)ψ(l)
]}
(E.13)
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yields after performing the integrations
K
(
q(f),q(i); Q(2),Q(1); t, ti
)
=
exp
{
− i
4b2
(
Q(1)
Q(2)
)(
U (i)U (r) −U (i)
−U (i)T U (r)U (i)
)(
Q(1)
Q(2)
)}
det
√
2pib2 (1− UT (t, ti)U (t, ti))
× lim
N→∞
∫
dLq(1) · · ·
∫
dLq(N−1)
∫
dLp(1)
(4pib2)L
· · ·
∫
dLp(N)
(4pib2)L
exp
{
iτ
4b2h¯
N∑
k=1
[
2h¯p(k)
(
q(k) − q(k−1))
τ
−H(Ξ)
(
ψ(k); tk
)
+ 2Q(2)U (i)
T=
[
U †(tk, ti)C(tk)ψ(k)
]
− 2Q(1)U (i)=
[
U(t, tk)C(tk)ψ
(k)
]
+
2τ
h¯
=
[
ψ(k)
∗
C†(tk)U †(t, tk)
]
U (i)
T
k−1∑
l=1
=
[
U †(tl, ti)C(tl)ψ(l)
]]}
,
(E.14)
where U (r) = < [U(t, ti)] and U (i) = = [U(t, ti)]. The second line is again
the free propagator of the isolated leads. Note that terms which will vanish
in the limit N →∞ are already neglected.
Evaluatig the path integral in stationary phase approximation yields
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the equations of motion
0 =
2h¯
τ
(
p(k) − p(k+1)
)
−
∂H(Ξ)
(
ψ(k); tk
)
∂q(k−1)
+ 2= [CT(tk)U∗(tk, ti)]U (i)Q(2)
− 2= [CT(tk)UT(tf , tk)]U (i)TQ(1)
+
τ
h¯
<
[
CT(tk)U
∗(tk, ti)U (i)
N∑
l=1
U(tf , tl)C(tl)ψ
(l)
]
− τ
h¯
<
[
C†(tk)U †(tf , tk)U (i)
T
k−1∑
l=1
U †(tl, ti)C(tl)ψ(l)
]
− τ
h¯
<
[
CT(tk)U
∗(tk, ti)U (i)
N∑
l=k+1
U∗(tf , tl)C∗(tl)ψ(l)
]
(E.15)
0 =
2h¯
τ
(
q(k) − q(k−1)
)
−
∂H(Ξ)
(
ψ(k); tk
)
∂p(k−1)
+ 2= [iCT(tk)U∗(tk, ti)]U (i)Q(2)
− 2= [iCT(tk)UT(tf , tk)]U (i)TQ(1)
+
τ
h¯
<
[
iCT(tk)U
∗(tk, ti)U (i)
N∑
l=1
U(tf , tl)C(tl)ψ
(l)
]
+
τ
h¯
<
[
iC†(tk)U †(tf , tk)U (i)
T
k−1∑
l=1
U †(tl, ti)C(tl)ψ(l)
]
− τ
h¯
<
[
iCT(tk)U
∗(tk, ti)U (i)
N∑
l=k+1
U∗(tf , tl)C∗(tl)ψ(l)
]
(E.16)
Recognizing that i= (ia)+= (a) = i< (a)+= (a) = ia∗, i< (ia)+< (a) =
−i= (a) + <(a) = a∗, i= (ia)−= (a) = ia and i< (ia)−< (a) = −a, as well
as defining ψ(k) =
(
q(k) + ip(k)
)
/(2b), the equations of motion can after
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taking the limit N →∞ be written as
ih¯ψ˙(s) =
∂H(Ξ) (ψ(s); s)
∂ψ∗(s)
+
i
h¯
C†(s)U(s, ti)U (i)
tf∫
ti
dr= [U(tf , r)C(r)ψ(r)]
− i
2b
C†(s)U(s, ti)U (i)Q(2) +
i
2b
C†(s)U †(tf , s)U (i)
T
Q(1)
− i
h¯
C†(s)
s∫
ti
drU(s, r)C(r)ψ(r).
(E.17)
APPENDIXF
Loop contributions
In this appendix, the derivation of the loop contributions will be briefly
reviewed following mostly references [32, 33, 37, 250, 252, 253] and adopted
to the van-Vleck propagator in Fock space. It will also be illustrated, how
the effective Planck’s constant 1/N enters these contributions.
These contributions arise from trajectories, which at some time come
close to themselves or their time reverse. The region in phase space, where
this happens is called encounter region, while the remaining parts of the
encounters
(encounter-)
stretches
Figure F.1: A trajectory pair consisting of one two- and one three-
encounter. The encounter regions are marked by dashed circles. The re-
maining parts of the trajectory pair are called “links”.
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trajectories are called links (see also Fig. F.1). Their partner trajectories
follow them or their time reverse outside the encounter regions. In such
a region, a trajectory and its partner trajectory connect different links.
These encounter contributions are also called loop contributions, since if
a link starts and ends at the same encounter, the trajectory looks like a
loop. However, note that the loops are never closed in phase space, since
a trajectory can not cross itself in phase space. For later reference, the
parts of the trajectory lying inside the encounter region will be denoted as
(encounter-) stretches. Later on it will be discussed in more detail, how to
define the borders of an encounter region.
Before starting, there are two comments, which should be noted. First,
the trajectories may differ in several such encounter regions, and second,
due to the abstract way of presentation, without further discussing the
nature of the time reversal operation, the derivations presented here are
valid for all symmetry classes GUE, GOE and GSE.
The discussion will start with two-leg-loops, since one-leg-loops can be
considered as two-leg-loops, for which the encounter region is shifted to the
start or end of the trajectory.
F.1 Two-leg-loops
F.1.1 Phase-space geometry
First of all consider the trajectory γ and label its links in the order of
traversal, such that the stretch, in which γ starts is the first one, while the
one where it ends is the (O+1)-th stretch, where O+1 is the total number
of links.
For this trajectory, define the phase space coordinates
x˜ = (J,θ) (F.1)
with Jj = |ψj |2, θj = arg (ψj).
The next step would be placing a Poincare´ surface of section (PSS) P
orthogonal to γ at an arbitrary phase space point x˜α,1 of the trajectory
within each encounter region separating the links [32, 33]. Here, α labels
the encounter, while the subscript 1 indicates that it is placed along the
first traversal of the encounter region.
However, here not only the total energy but also the number of particles
is conserved, which leads to the integrability of the 2-site Bose-Hubbard
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model and the fact that the trajectory γ lives on a 2L − 2-dimensional
manifold within the phase space, rather than a 2L − 1-dimensional one.
Therefore, P would be a 2L − 3-dimensional manifold, which means that
there are not as many stable as unstable directions. In the derivation of
the loop contributions, however, it is important that the number of stable
and unstable manifolds are the same.
Thus, one also has to take advantage of the gauge invariance of ψ,
i.e. the fact that, if ψ(t) is a solution of the equations of motion, then
ψ˜ = eiφψ is also a solution. This implies that the only information of the
phases of the trajectory one needs, are the differences between the phases.
Thus, the reduced phase space coordinates can be defined by
x =
(
J1
N
, . . . ,
JL
N
, θ2 − θ1, . . . , θL − θ1
)
, (F.2)
which then can be used to define the reduced Poincare´ surface of section
(RPSS) Pr, which in turn is then 2L−4 dimensional with L−2 stable and
unstable directions. Note that the amplitudes of ψ have also been devided
by the total number of particles, in order to have the effective Planck’s
constant h¯eff = 1/N appearing explicitly in the expression of the action
difference later on.
It should be noted that the idea to use constants of motion in order to
further reduce the dimensionality of a Poincare´ surface of section is not a
new one [300]. Furthermore, the definition of the phase space variables in
terms of phase differences rather than absolute phases corresponds to an
additional projection of the Poincare´ surface of section, such as has been
frequently used in order to visualize them [300–311].
Within each encounter α, such a RPSS is then placed at an arbitrary
phase space point xα,1 of γ perpendicular to the trajectory and will be
denoted as P(α)r . The time, at which the trajectory pierces through the
α-th RPSS for the first time will be denoted as tα,1. The trajectory then
pierces again through P(α)r at times tα,j at the phase space point xα,j ,
where the sequential index j runs from 2 to oα, which is the number of
traversals of the α-th encounter. An encounter will be denoted according
to the number of its traversal as oα-encounter.
Next, depending on whether xα,j or T xα,j is close to xα,1, where T
denotes the classical time reversal operation, the (small) phase space dif-
ferences xα,j −xα,1 or T xα,j −xα,1 is decomposed into stable and unstable
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directions,
(T )xα,j − xα,1 =
L−2∑
l=1
(
s˜
(α,j)
l e
s
l + u˜
(α,j)
l e
u
l
)
, (F.3)
where (T )xα,1 is either x, if the stretches are traversed in the same direc-
tion, or T x else. The vectors esl and eul are the unit vectors along the stable
and unstable directions and satisfy
eul ∧ esl = eul ·
(
0 1
−1 0
)
esl = 1 (F.4)
Now the encounter regions can be defined more precisely. As already stated,
each RPSS has to be placed within the corresponding encounter region.
Furthermore, the phase space differences (F.3) have to be small, i.e. the
stable and unstable coordinates have to satisfy,∣∣∣s˜(α,j)l ∣∣∣ , ∣∣∣u˜(α,j)l ∣∣∣ < c. (F.5)
Here c is an arbitrary constant, which is small enough to allow linearization
of the motion, but still large compared to the effective Planck’s constant
1/N . The borders of the encounter region are then defined such that the
phase space separations of all stretches are smaller than this classical con-
stant.
Due to exponential behavior of stable and unstable coordinates, the
time the trajectory needs from entering the α-th encounter region to pierc-
ing through P(α)r for the first time is approximately given by
t(α)s ∼
1
λ
min
l,j
ln c∣∣∣s˜(α,j)l ∣∣∣
 , (F.6)
with λ being the largest Lyapunov exponent. Likewise the time, the tra-
jectory spends inside the encounter after traversing xα,1 is estimated by
t(α)u ∼
1
λ
min
l,j
ln c∣∣∣u˜(α,j)l ∣∣∣
 . (F.7)
Note that in Eqns. (F.6) and (F.7) as well as in the following, the minimum
is taken with respect to both the dimensional and the sequential indexes
l ∈ {1, . . . , L− 2} and j ∈ {2, . . . , oα}.
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The total time the trajectory needs in order to traverse the α-th en-
counter, which is also called the encounter time, is given by the sum of
these two times,
t(α)enc = t
(α)
s + t
(α)
u . (F.8)
F.1.2 Partner trajectory
Let’s now turn towards the partner trajectory γ′, which pierces through
P(α)r at time tα,j in the reduced phase space point x′α,j . Its j-th stretch
switches within the encounter from following the (time reverse of the) k-th
to the (time reverse of the) k′-th stretch of γ.
The differences between the piercing points of the partner trajectory
can be decomposed again into stable and unstable coordinates s˜
(α,j)′
k , u˜
(α,j)′
k
according to (F.3). Since the stable (unstable) coordinates deviate expo-
nentially when evolving the trajectory backward (forward) in time, the
stable and unstable coordinates have to satisfy the relations
s˜(α,j)′ =s˜(α,k) (F.9)
u˜(α,j)′ =u˜(α,k
′). (F.10)
F.1.3 Existence
The proof of the existence of the loops for the mean field dynamics
follows exactly the same lines as for first quantized systems in Ref. [35],
except that the phase space points have to be replaced by the reduced
ones, (F.2). The proof starts with periodic orbits, for which the existence
is shown by linearizing the motion along each loop of γ′ around γ.
The linearized motion relates the difference x′α,j −xα,k(j) with x′α,j−1−
xα,k′(j−1), if the j-th link of γ′ follows γ, while it establishes a connection
between x′α,j−T xα,k(j) and x′α,j−1−T xα,k′(j−1), if the j-th link of γ′ follows
T γ. Here, k(j) denotes the stretch of γ, along which the j-th stretch of γ′
enters the encounter, while k′(j) is the one along which it exits.
This yields a set of O linear equations, which uniquely define the O
phase space coordinates of the partner trajectory γ′ as functions of the
phase space coordinates of γ. The solution to these equations is given by
Eqns. (F.9,F.10) [33].
Finally, note that it turns out that the links have to be non-vanishing,
which will be of importance later on.
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PSS
x1
x1
'
x2
x3
x2
'
x3
'
PSS
k=1
j=1
k=2
j=3
j=2
k=3
Figure F.2: Periodic orbit with a three-encounter. In this example, the
first stretch of the partner trajectory γ′ connects the first with second one
of γ, the second stretch of γ′ switches from the first to the third one of γ
and the third stretch of γ′ enters along the time reverse of the second one
of γ and exits along its third one.
Figure F.3: Creation of a three- (top) and four-encounter (bottom) by
reconnecting the initially parallel stretches.
In order to translate the loop contributions to non-periodic orbits, the
set of trajectories is assumed to arise from cutting a periodic one into
several pieces and using the same argumentation as sketched above.
F.1.4 Action difference
Apart from the encounter regions the links of the trajectory pairs closely
follow each other yielding a vanishing (in the limit h¯eff → 0) action differ-
ence. The only non-vanishing action differences occur in the encounter
regions. The total action difference is thus the sum over the action differ-
ences of each encounter. Therefore, in this section, it is sufficient to only
consider the case of one single o-encounter.
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In order to compute the action difference of such an encounter, it is best
to start from the diagonal case, where the j-th stretch of γ′ just follows the
j-th stretch of γ and successively reconnecting entrances and exits of γ by
γ′. Examples of how to generate a 3 and 4-encounter by these reconnections
is shown in Fig. F.3 By transforming from the phase space coordinates
s˜
(j)
k , u˜
(j)
k to s
(j)
k , u
(j)
k , which are the stable and unstable coordinates after
the j-th reconnection, the action difference can be written as a sum over
action differences of two-encounters [33],
∆R(o) =
o−1∑
j=1
∆R
(2)
j , (F.11)
where ∆R
(2)
j is the action difference of the 2-encounter corresponding to
the j-th reconnection. Note that this coordinate transformation is linear
and volume preserving [33].
Therefore, it is enough to consider the action difference ∆R(2) of a two-
encounter. Since the energies are the same for both trajectories, the action
difference between the first stretch of γ to x1 and γ
′ to x′1 is given by the
contour integral
∆R1 = h¯
x1∫
x′1
dJ · θ.
When choosing the contour of the integration to lie in the RPSS, the un-
stable directions can be chosen such that the contour coincides with one of
the stable directions.
Repeating the same reasoning for the remaining parts of the encounter,
gives the action difference as a contour integral over a closed loop, ∆R(2) =
h¯
∮
dJ · θ along a parallelogram x′1 → x1 → (T )x′2 → (T )x2 → x′1,
spanned by x′1 − x1 = ueu and T x′2 − x1 = ses. Note that here the
stable and unstable directions are chosen such that only one stable and
unstable component of the expansion (F.3) is non-zero. Thus, due to nor-
malization, Eq. (F.4), the action difference of a 2-encounter is given by
∆R(2) = h¯Nueu ∧ ses = h¯Nsu, which can be formulated independent of
the choice of the stable and unstable directions as ∆R(2) = h¯Ns · u. The
additional factor given by the total number of particles arises due to the
definition of the reduced phase space coordinates (F.2).
Finally, the action difference of an o-encounter is given by
∆R(o) = h¯N
∑
j,k
s
(j)
k u
(j)
k .
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Note that the action difference is independent of the position of the RPSS
[32]. Furthermore, it can be shown that the Maslov indices of the involved
trajectories are equal [38].
F.1.5 Density of encounters
As already indicated in section F.1.3, the above considerations also
include a whole series of encounters. Therefore, it is convenient to define a
vector v whose components vo are the number of o-encounters. The total
number of encounters can thus be written as Nenc =
∑
o vo. Moreover,
O =
∑
o ovo is the total number of encounter stretches.
Note that in the case of several encounters, there is one RPSS P(α)r
for each encounter α = 1, . . . , Nenc, which is traversed by γ at times tα,j ,
j = 1, . . . , oα and the α-th encounter is characterized by (L − 2)(oα − 1)
stable and unstable coordinates s
(α,j)
l , u
(α,j)
l , l = 1, . . . , L−2, j = 2, . . . , oα.
In the following, the derivation of the density w
(2ll)
T (s,u) of phase-space
separations s,u for two-leg-loop trajectories with evolution time T will be
adopted to the case at hand. Here,
s =
(
s(1,2), . . . , s(Nenc,oNenc )
)
is the vector containing all stable coordinates. Likewise u is the vector
containing all unstable coordinates. To make sure that each encounter is
counted exactly once, one has to demand that
c∫
−c
d(L−2)(O−Nenc)sd(L−2)(O−Nenc)uw(2ll)T (s,u)
×
∏
α,j
δ
(
∆Rα − h¯Ns(α,j) · u(α,j)
)
yields the density of encounters sets in a trajectory γ leading to trajectory
pairs (γ, γ′) with a given structure and an action difference of the α-th
encounter given by ∆Rα.
w
(2ll)
T (s,u) should be understood as a quantity averaged over the ensem-
ble of all trajectories γ with duration T and weighted by the semiclassical
amplitude |Aγ |2.
Now assume that every RPSS and all times tα,1 are fixed. Due to
ergodicity, the probability of piercing through P(α)r again in a time interval
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[tα,j , tα,j + dtα,j ] with stable and unstable coordinates in the set
L−2⊗
l=1
(
[sˆ
(α,j)
l , sˆ
(α,j)
l + dsˆ
(α,j)
l ]⊗ [uˆ(α,j)l , uˆ(α,j)l + duˆ(α,j)l ]
)
is given by dL−2sˆ(α,j)dL−2uˆ(α,j)dtα,j/ΩN (Eγ), where
ΩN (E) =
∫
d2Lψδ (θ1) δ
(
N −
L∑
l=1
|ψl|2 + L
2
)
δ [H (ψ∗,ψ)− E]
is the reduced phase space volume and Eγ is the energy of the trajectory
γ. Since the overall transformation (sˆ, uˆ) → (s,u) is volume preserving,
the same uniform probability holds for (s,u).
Therefore the number
ρT (s,u, t)d
(L−2)(O−Nenc)sd(L−2)(O−Nenc)udO−Nenct
of sets of O−Nenc piercings through the sections Pα, α = 1, . . . , Nenc occur-
ing in time intervals [tα,j , tα,j + dtα,j ] with stable and unstable coordinates
in the set
L−2⊗
k=1
(
[s
(α,j)
k , s
(α,j)
k + ds
(α,j)
k ]⊗ [u(α,j)k , u(α,j)k + du(α,j)k ]
)
can be determined. However, one has to keep in mind that the links shall
not vanish. Therefore, a suitable characteristic function ΘT (s,u, t) has to
be employed, which is equal to 1 for non-vanishing links, and 0 otherwise.
Thus
ρT (s,u, t) =
ΘT (s,u, t)
ΩO−Nenc
.
Finally, the density of phase space separations is given by integrating over
the piercing times tα,j , j = 2, . . . , oα, as well as over the positions of the
reduced Poincare´ sections. However, this integration counts each encounter
for a time t
(α)
enc, such that w
(2ll)
T (s,u) has to be devided by this time,
w
(2ll)
T (s,u) =
1
ΩO−NencN
∏
α
t
(α)
enc
∫
dOtΘ(s,u, t). (F.12)
By substituting t˜j = tj + tj−1, the characteristic function Θ (s,u, t) yields
the integration limits 0 < t˜1 < . . . < t˜O < T −
∑
α oαt
α
enc and w
2ll
T (s,u) is
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given by
w2llT (s,u) =
1
ΩO−NencN
∏
α
tαenc
T−∑
α
oαt
(α)
enc∫
0
dtO
tO∫
0
dtO−1 · · ·
t2∫
0
dt1
=
(T −∑
α
oαt
(α)
enc)O
O! ΩO−NencN
∏
α
t
(α)
enc
.
(F.13)
Note that the last step, where the time integrals have been performed, can
only be done, if the contribution of the trajectory pair does not depend on
the propagation times explicitly.
With this, the average number PvT (∆R)d∆R of partners differing from γ
in vl l-encounters, with an action difference in the interval [∆R,∆R+d∆R]
can be determined. In order to take into account all possibilities, one has
to sum over all structures related to v and integrate over all phase-space
separations s,u leading to the same overall action difference ∆R = h¯Ns ·u.
One obtains
PvT,2ll(∆R)d∆R = d∆RN (v)
∫
d(L−2)(O−Nenc)sd(L−2)(O−Nenc)u
δ(∆R− h¯Ns · u)w(2ll)T (s,u),
where N (v) is the number of structures related to v.
For a given trajectory γ, the sum over partner trajectories can finally
on disorder average be replaced according to∑
γ′
. . .→
∑
v
∫
d∆RPvT,2ll(∆R) . . .
This replacement is possible, since the difference in the semiclassical am-
plitudes Aγ and Aγ′ of the partner trajectories can be neglected.
F.2 One-leg-loops
For the discussion of one-leg-loops we will mainly Refs. [250, 252, 253].
Since a one-leg-loop, which ends in an encounter gives the same contri-
bution as one which starts in an encounter, it is sufficient to consider only
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the starting point to lie within an encounter region. The fact that both
cases give the same contribution can be seen very easily, by noticing that
they are related by just exchanging s and u, which appear symmetrically
in the expressions for the action difference and the density of encounters.
In order to evaluate these contributions, consider a RPSS within the
first encounter at time
t′ <
1
λ
min
l,j
ln c∣∣∣s(1,j)l ∣∣∣
 ,
such that the encounter time is given by t
(
enc1) = t′ + tu. In order to
include every contribution, one has to integrate over all possible t′. Thus
the density of encounters has to be modified to be given by
w
(1ll)
T (s,u) =
1
ΩO−Nenc
∏
α
t
(α)
enc
T−∑
α
oαt
(α)
enc∫
0
dtO
tO∫
0
dtO−1 · · ·
t3∫
0
dt2
1
λ
min
j
(
ln c|sj|
)
∫
0
dt′.
(F.14)
Note that this does not include the case that both end points are very
close to each other and therefore lie in the same encounter, i.e. coherent
backscattering contributions.
Apart from the changed density of encounters, which also brings along
different dependencies on the stable and unstable coordinates, the further
evaluation of one-leg-loops is the same as the one for two-leg-loops. Usually,
it is reasonable to make a change of variables
t′′ = t′ +
1
λ
min
j
(
ln
c
|uj | , uj =
c
σj
, sj = cxjσj
)
,
with integration domains
−1 < xj < 1, 1 < σj < eλt′′ , 0 < t′′ < 1
λ
min
j
(
ln
1
|xj |
)
,
in order to evaluate the resulting integrations over stable and unstable
coordinates.
When summing over all possible encounter structures with a one-leg-
loop, one also has to account for the fact that each encounter stretch can
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be chosen to contain the starting point of the trajectory. Therefore, an
additional sum over the number o1 of stretches of the first encounter has
to be inserted, where each term has to be weighted by the number vo1 of
such encounters. However, this sum is also included in the total number of
encounter structures, N (v). In order to compensate this double counting,
one also has to divide by O, such that finally the number of partners for a
one-leg-loop is given by
PvT,1ll(∆R)d∆R = d∆R
N (v)
O
∑
o1
o1vo1
∫
d(L−2)(O−Nenc)sd(L−2)(O−Nenc)u
δ(∆R− h¯Ns · u)w(1ll)T (s,u).
APPENDIXG
Hubbard-Stratonovich
transformation
For the derivation of the van-Vleck propagator we will use a Hubbard-
Stratonovich transformation in intermediate steps. Therefore we would
like to introduce it very briefly.
The Hubbard-Stratonovich transformation is based on Gaussian or Fres-
nel integrals and it is used to decouple fourth-order terms in an exponential.
Suppose we have an exponential eαyxyx where y and x do not neccessar-
ily commute (later we will need the case that y is a creation and x an
annihilation operator). This exponential can be written as
e−αyxyx =
∫
dσe
βσ2+2β
√
α
β
σyx
∫
dσeβσ2
,
which can be checked by shifting σ → σ −√α/βyx in the numerator:
∫
dσe
βσ2+2β
√
α
β
σyx
=
∫
dσe
β
(
σ+
√
α
β
yx
)2
−αyxyx
= e−αyxyx
∫
dσeβσ
2
.
Now lets have a look at what happens in higher dimensions. First we
consider the case that the exponent on the left hand side is of the form
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yαxαAαβyβxβ, where a sum over multiply occuring greek indices is implicit.
Then the transformation is
e−αyηxηAηµyµxµ =
∫
dσe
βσA−1σ+2β
√
α
β
σηyηxη
∫
dσeβσA−1σ
,
where now σ is a vector and A−1 is the inverse of A, or more generally A−1
is defined by
(
A−1
)
jα
Aαk = δjk, where δjk is the Kronecker delta. In this
case the shift σj → σj −
√
α/βAj,ηyηxη shows the identity of the left and
the right hand side.
However this not yet includes the most general case of a fourth order
term, which would be xαxβAαβγδxγxδ. Here we will only consider the
case that A∗klmn = Amnkl and Aklmn = Alkmn = Aklnm. In this case
the integration no longer runs over (real or complex) numbers but over
(hermitian) matrices and one possible form of the Hubbard Stratonovich
transformation in this case is
e−αyγxηAγδηµyδxµ =
∫
dσe
βσδγ(A−1)γηδµσηµ+2β
√
α
β
σγδyγxδ
∫
dσeβσδγ(A
−1)γηδµσηµ
,
where
(
A−1
)
klmn
is chosen such that(
A−1
)
kαlβ
Aαmβn = Aαkβl
(
A−1
)
αmβn
= δkmδln.
To prove this case one has to shift σkl → σkl −
√
α/βAkγlδyγxδ.
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