This paper deals with an inverse pointwise source problem for the Helmholtz equation in the three dimensional case from a single Cauchy data at fixed frequency. Stability estimates of, locations, intensities and moments for monopolar and dipolar sources are established.
Introduction
Inverse source problems (IP) are very important in science, engineering and bioengineering. Among these, inverse source problems (ISP) have attracted great attention of many researchers over recent years because of their applications to many practical examples. Particularly in, biomedical imaging technique as the so-called inverse electroencephalography/magnetoencephalography (EEG/MEG) problems [8, 20, 27] , pollution in the environment [14, 23] , photo-and thermo-acoustic tomography [3, 30] , optimal tomography [4] , and bioluminescence tomography [32] .
In this paper, we consider the problem of determining a source F for Helmholtz's equation ) prescribed on a sufficiently regular boundary Γ of an open bounded volume Ω ⊂ R 3 at fixed frequency k ≥ 0 such that −k 2 is not an eigenvalue for the Laplace-Dirichlet operator. Here ν denotes the outward unit normal to Γ.
One of the major difficulties of the general inverse source problems from boundary measurements, in particular for the Helmholtz equation, concerns the non-uniqueness of the source, for example because of the possible existence of non-radiating sources [6, 9] . Also, it is obvious that, if we add to the solution u of (1.1) any function or distribution v with support in Ω, we get a solution of the same equation with a (possibly) different RHS source F and the same Cauchy data. Thus, in the general case, a source F cannot be identified from boundary measurements without additional constraints. It was the case for Ikehata [22] who has considered problem (1.1) in two space dimensions with special type of the source F = χ D ρ(x), where χ is the characteristic function of the domain D, and established the uniqueness of the reconstruction of the convex hull of D, assuming D is a polygon and some additional technical conditions. Let us also mention that, by using multi-frequency measurements, uniqueness result were obtained in [2, 5, 17] and recently in [1] in a heterogeneous media. However, at fixed frequency k, we can expect a well-posed inverse source problem only if a priori information is available. Usually, this information takes the form of certain conditions on admissible sources depending on the underlying physical problem. When no a priori information is available, which is generally the case for distributed sources that belongs to L 2 (Ω), one seeks what is called a minimum energy solution, the one with minimum L 2 norm, which corresponds to the L 2 orthogonal projection on the null-space of the inverse source problem. See for example [10, 26, 28] and the references therein. In this paper we assume that the source F is a finite linear combination of monopolar and dipolar sources given respectively by
2)
where δ S stands for the Dirac distribution at point S = (x, y, z), m is a positive integer, λ j = 0 and q j = (q j,x , q j,y , q j,z ) = (0, 0, 0) are respectively scalar and vector quantities. Furthermore, S j = (x j , y j , z j ) are points in Ω assumed to be mutually distinct. This inverse problem consists in determining the number m of sources, their locations S j , their intensities λ j and moments q j , from the Cauchy data (u |Γ , ∂u ∂ν |Γ ) at fixed frequency k.
To be more precise, first we begin by defining the application Λ : F → (u |Γ , ∂u ∂ν |Γ ).
Then the inverse problem is formulated as follows: given (f, g) ∈ H 1 2 (Γ)×H − 1 2 (Γ), determine F such that Λ(F ) = (f, g). Physically, the boundary condition in direct problem is imposed and sensors on Γ permit to measure another quantity related to u so that the Cauchy data f = u |Γ , g = ∂u ∂ν |Γ are obtained.
We remark here that if f ∈ H 1 2 (Γ) then g ∈ H − 1 2 (Γ), and vice versa. In fact, assume that f ∈ H 1 2 (Γ). Consider the problem 4) and set the difference v = u−w, which is a solution to the following boundary value problem
Since, −k 2 is not an eigenvalue for the Laplace-Dirichlet operator, the function v is analytic in R 3 \{∪ m j=1 S j } and f ∈ H Several important questions arise concerning this inverse problem. First, is the source F , precisely m, S j , λ j or q j , uniquely determined? Second, are there effective algorithms to construct the source F ? Third, does F stably depend on the Cauchy data (f, g)?
Uniqueness and identification of monopolar sources (1.2) have been already established. See for example [13, 15] and references therein. Uniqueness and identification of dipolar sources (1.3) can be obtained in the same way as for monopolar sources, using the same arguments. For stability from boundary measurements, only some partial conditional stability results exist. The goal of this paper is to investigate the stability issue of the source terms, which is crucial for inverse problems and notably for numerical applications. There are very few works on the stability of the inverse pointwise sources from boundary measurements, almost all the researches concern the Laplace equation with monopolar sources as in [7, 31] or dipolar sources as in [11] . More precisely, in Cannon et al. [7] the authors have considered the 2D case of the problem of locating dense masses in the earth from gravimetry data taken at the surface or in the air. They obtained a logarithm type stability estimate, assuming that, the poles are well separated and their respective strengths (or residue) are large enough. The same problem in 3D case was studied by Vessella in [31] . In this work, the author has obtained a conditional Hölder type stability estimate, taking the same assumptions considered in [7] . Let us mention the work of El Badia [11] where a conditional Lipschitz stability estimate is given, with a constant that increases according to the number of sources. Let us also mention that, Kang et al. in [24] have obtained, for monopolar sources considered in a disc, a similar estimate to that shown in [11] . Their result was derived from algebraic relations similar to those obtained by El Badia et al. in [13] . One can also mention the interesting and relevant paper [5] on the inverse source problem for Helmholtz's equation. The considered source term was a distributed function with compact support. To overcome the difficulties associated with the inverse source problem at fixed frequency, the authors established stability estimates using data performed for multi frequencies. One can also refer to [21] for stability analysis with respect to the wave number. Recently one has obtained in [16] a Hölder stability estimate for an inverse dipole source for the time-harmonic Maxwell equations, estimating only the projected point sources. Following the same technics, we show in this paper for Helmholtz's equation some similar Hölder stability estimates on the point sources in monopolar and dipolar cases as well as for their intensities and moments respectively. However, the behavior of the corresponding stability constants (concerning the locations) with respect to the wave number are completely different, due to the nature of the problems which are different. More precisely, for Helmholtz's equation the stability constant is like √ a 2 + k 2 , with a = 0, whereas for Mawxell's equation is like 1 k . This result is numerically verified in [16] . This paper is organized as follows. In Section 2 we introduce some notation and definitions that we use recall the properties of some useful functional space. Section 3 is devoted to the stability issue of monopolar sources and Section 4 is devoted to the stability of dipolar sources.
Notation and useful definitions
For simplicity of presentation, in this section, we introduce some notation, recall the definition of Hausdorff distance and the properties of some useful functional space. This will be used throughout the paper.
First, let S = (x, y, z) be a point of Ω and d(Γ, S) be the Euclidean distance between the boundary Γ and S. We set
which is greater than zero since S j ∈ Ω, define the set
and set
where diam(Ω) denotes the diameter of Ω.
Now, let us set S j = (x j , y j , z j ), denote by P j = x j + iy j and Q j = y j + iz j (with i 2 = −1) its projections onto xy-and yz-complex planes respectively, and set
Then, we also introduce the following real coefficients
which henceforth will be called, respectively, the "separability coefficient" of the projected sources P and Q, and set
Now, for two points configurations R ℓ = (R ℓ j ) 1≤j≤m ℓ for ℓ = 1, 2, we recall the Hausdorff distance between R 1 and R 2 , defined as follows
Moreover, we introduce the following assumption
Finally, we consider the following functional space:
on which we define the operator R as follows
Now, note that multiplying equation (1.1) by v, element of H k , integrating by parts and using Green's formula lead, respectively, to
and
when F is given by (1.2) and (1.3). Then, the question is how to choose special functions v in H k allowing us to establish the stability of the source term. 
Stability of monopolar sources
This section is devoted to monopolar sources corresponding to the source (1.2). As mentioned in introduction, uniqueness was already shown, and an identification method established in [13, 15] . Therefore, we focus on the stability issue. Indeed, firstly, we establish in Theorem 3.1 a Hölder stability estimate between two configurations of locations
, which do not necessarily have the same number of sources, considering the Hausdorff distance between them. However, if an a priori upper bound of the number of sources is known, we can identify the number of sources using the algebraic method developed in [13, 15] and then, consider the stability issue when the configurations S 1 and S 2 have the same number of sources m. In this context, thanks to the Theorem 3.1 and some results coming from graph theory, we establish in Theorem 3.2 a Hölder stability estimate, considering max 1≤j≤m
, where π is a permutation of the integer 1, ..., m. Also, a similar Hölder stability estimate of the intensities is proved in Theorem 3.8.
Note that, since in practice the localization of point sources is done by determining their projections onto the xy-and yz-planes [15] , it is natural to start by the study of stability of the projected points, which then allows us to establish the stability of the point sources. Moreover, before proving our stability estimates, we need to know if the projected points P j and Q j are mutually distinct. So, if a basis is chosen randomly, one is almost sure that the S j are projected onto distinct points. Therefore, without loss of generality, in this section, we assume that the projections onto xy-and yz-complex planes of point S j are mutually distinct, respectively. Note that, we chose to work with these planes only for the sake of having a clear and simple presentation.
Stability of monopolar locations
Before formulating the main results of this subsection, we first introduce some notation in order to make the presentation more clear.
and let c 1 , c 2 be the following constants:
where β is defined in (2.2).
Then, we state our two main results of this subsection on locations of monopolar sources, reflected by Theorem 3.1 and Theorem 3.2. This latter, has been presented before in a Note to C. R. Acd. Sci. Paris. [12] .
Theorem 3.1 (Stability of monopolar locations, with different number of sources) Let, u ℓ for ℓ = 1, 2 be the solutions of (1.1) corresponding to the sources
) for ℓ = 1, 2 be the corresponding measurement on the boundary Γ. Then, the following estimate holds
where ρ is defined in (2.4) and c 1 , c 2 in (3.1).
Theorem 3.2 (Stability of monopolar locations, with the same number of sources) Under the assumptions of Theorem 3.1, if we assume m 1 = m 2 = m, then, there exists a permutation π of the integer 1, · · · , m, such that, the following estimate holds
where ρ is defined in (2.4).
Remark 3.3
We remark that, for a given domain Ω α , if m is the maximum number of point sources, included inside the domain, then m depends strongly on their separability coefficient ̺. Particularly, we can see that, if m increases ̺ decreases. Therefore, it may be noted that the previous stability estimate is quite low when the number of sources m increases (so ̺ decreases) and also when the wave number k increases. This is predictable because in the case of a large number of sources the interactions between them inside the domain becomes strong enough and therefore it will be more difficult to identify their positions. In contrast, the degradation of the stability estimate compared to the wave number is strongly linked to the fact that, the localization accuracy would depend on the distance between the sensors (distributed on the boundary) compared to the wavelength. This results were observed numerically in [15] in case of monopolar sources.
To prove Theorem 3.1, we need to show the following results on the Hausdorff distance between the projections onto xy− and yz− complex planes of the configurations S 1 and S 2 .
Lemma 3.4 Let P ℓ = (P ℓ j ) 1≤j≤m ℓ and Q ℓ = (Q ℓ j ) 1≤j≤m ℓ , be, respectively, the corresponding projected point sources onto xy-and yz-complex planes of S ℓ = (S ℓ j ) 1≤j≤m ℓ . Under the assumptions of Theorem 3.1, we have
where ρ 1 , ρ 2 are defined in (2.3) and c 1 , c 2 in (3.1).
Proof.
First, consider for n = 1, . . . , m 2 the following functions,
observe that Φ n is a harmonic function, then the function Ψ n belongs to the space H k (defined in (2.6)). Therefore, integrating by parts and using (2.7), we obtain
Now, by taking the difference between the previous two sums, for all n = 1, · · · , m 2 , we get
which can be rewritten as follows
using the definitions of R and Φ n .
Moreover, using the separability coefficient ̺ 1 defined in (2.3) and Hölder estimate, we get from (3.2)
where c 1 is defined in (3.1). Now, one has to estimate
.
Indeed, according to the definition of β in (2.2) and using the Cauchy-Schwarz inequality, one obtains
and ∂Ψn ∂ν
where |Γ| is defined in (2.2). Thus
where c 2 is defined in (3.1).
Repeating the same procedure by replacing the function Φ n by Φ n ,
Finally, taking the maximum between (3.3) and (3.4), we get the desired first estimate. To prove the second one, it suffices to replace P
j respectively and consider the following tests functions Ψ n (x, y, z) = Φ n (y, z)e −ikx .
2
Now, thanks to Lemma 3.4, we can easily prove Theorem 3.1.
Proof of Theorem 3.1.
Using Lemma 3.4, we get the desired result. 2
Remark 3.5 Here, we have estimated the Hausdorff distance between the point sources S 1 and S 2 through estimates on their projected points performed onto xy and yz-complex planes. However, if by bad luck one of the projected points onto xy-or yz-complex planes coincide, we can do the same thing by choosing two other planes, where the projected points are distinct. This is possible, since, for all orthonormal basis ( u, v, u ∧ v), the following function
with S = (x, y, z) remains in the space H k . Let us mention that, to reach a better identification of point sources, it is desirable to project the point sources on a plane ( u, v) where the associated separability coefficient is the largest possible. Which can also be seen in the dependence of the upper bound in the stability estimate. In practice, to attain such a plane, we can assume, for example, that u = (cos(φ) cos(θ), cos(φ) sin(θ), sin(φ)), v = (sin(φ) cos(θ), sin(φ) sin(θ), − cos(φ)) and then take the pair (φ, θ) ∈ [0,
] that realizes the largest m with the best separability coefficient.
In order to establish the Hölder stability estimate on point sources presented in Theorem 3.2, we need to recall the following theorem, borrowed from graph theory and called Hall-Rado Theorem see [29] . This theorem was also used in [25] for another application. This theorem has an interpretation as a solution of the problem of marriage posed in the following terms that we borrowed from [19] page 1:
"Suppose that each of a (possibly infinite) set of boys is acquainted with a finite set of girls. Under what conditions is it possible for each boy to marry one of his acquaintances? It is clearly necessary that every finite set of k boys be, collectively, acquainted with at least k girls; this condition is also sufficient".
Proof of Theorem 3.2.
Consider the even graph (S 1 , S 2 ) with points S 1 n , S 2 n , n = 1, ..., m and noting that
Now, according to the definition of the Hausdorff distance d H (S 1 , S 2 ), it is easy to see that, for every n ∈ {1, ..., m} and every subsequence (S 
and then, the permutation π given by Theorem 3.2 satisfies
Stability estimate of intensities
In this subsection, we establish a Hölder stability estimate on the intensities of monopolar sources (1.2) having the same number of sources. Before formulating the main result of this subsection, let us first introduce some notation and definitions.
Let C = (C 1 , ..., C m ) ∈ C m . Consider the Vandermonde matrix of order m
Let S 0 be a fixed point in Ω α (see (2.1)), β be the real number defined in (2.2) and π the permutation given by Theorem 3.2. We set
where P 0 is the projection of S 0 onto xy-complex plane. In addition, we adopt the following matrix norm
Let (λ ℓ j , S ℓ j ) 1≤j≤m for ℓ = 1, 2 be two source configurations. We set Based on the algebraic method developed in [11, 13, 15] and Theorem 3.2, we show in the following theorem a Hölder stability estimate on the intensities in the case of monopolar sources. ) for ℓ = 1, 2 be the corresponding measurement on the boundary Γ. Then the following estimate holds
where ρ be defined in (2.4) and π is the permutation given by Theorem 3.2.
Remark 3.9 Since, in algebraic method [13, 15] , the intensities are identified through the positions, by solving a linear system satisfied by the Vandermonde matrices V (P ) (similar to (3.10)), where P = (P n ) 1≤n≤m are the projected point sources onto xy-complex plane of the positions S = (S n ) 1≤n≤m , it is therefore natural to get a stability estimate on intensities poorer than that obtained on the positions. We can also remark this in the case of dipolar sources, see Theorem 4.4 for the stability of moments.
Proof of Theorem 3.8. First, let us define
and consider in H k the following functions
Then, from (2.7) we obtain
where P 2 n , P 1 π(n) are defined in (3.6). Denoting
. . .
equations (3.9) can be written in matrix form, as
where V 1 and V 2 are, respectively, the Vandermonde matrices V (P 1 ) and V (P 2 ) defined in (3.5), with
Now, taking the difference between the two equations in (3.10), we get
where U 2 denotes the inverse matrix of V 2 . Therefore
First, using definitions of R and Ψ j , and Cauchy-Schwarz inequality, one has
(3.12) Moreover, we have
where we have noted
Then, from (3.11), (3.12), (3.13) and Remark 3.7, we obtain
(3.14)
To complete the proof of Theorem 3.8, one has to estimate the norm U 2 ∞ . Indeed, using [18, Theorem 1] and according to (3.7) one has
Putting it into (3.14), we deduce that
where c 3 and c 4 are defined in (3.8). Finally, using the following estimate
and Remark 3.7, one obtains
which joint to (3.15) and (3.8) ends the proof of Theorem 3.8. 2
Stability of dipolar sources
This section deals with stability issue for dipolar sources defined in (1.3) where we establish a Hölder stability estimates, for locations and moments of dipoles, in Subsections 4.1 and 4.2 respectively.
Hölder stability estimate of dipolar locations
As for monopolar sources case, we present in this subsection two types of stability results. The first involves of estimating the Hausdorff distance between two configurations of locations (S 1 , S 2 ) having different numbers of sources. While the second consists to estimate 
where β is defined in (2.2). Now, we are able to state our first main stability result on locations of two configurations of dipolar sources (1.3). ) for ℓ = 1, 2 be the corresponding measurement on the boundary Γ. Then, the following estimate holds
where ̺ is defined in (2.4) and defined are c 6 , c 7 in (4.1).
Our second main stability result is given by the following theorem when the number of sources is the same. This framework can be satisfied if an a priori upper bound of sources is known. 
where β and ̺ are defined respectively in (2.2) and (2.4).
As was for monopolar sources, to prove Theorem 4.1, we need to estimate the Hausdorff distance between the projection points, onto xy-and yz-complex planes, of the configurations S 1 and S 2 . That is the object of the following lemma.
Lemma 4.3 Let P ℓ = (P ℓ j ) 1≤j≤m ℓ and Q ℓ = (Q ℓ j ) 1≤j≤m ℓ , be, respectively, the corresponding projected point sources onto xy-and yz-complex planes of S ℓ = (S ℓ j ) 1≤j≤m ℓ . Under the assumptions of Theorem 4.1, we have
where ρ 1 , ρ 2 are defined in (2.3) and c 6 , c 7 in (4.1) .
Proof.
Consider for n = 1, · · · , m 2 the following functions
First, since Ψ n ∈ H k , we get, from formula (2.8), the following
Then, taking the difference between the previous two sums, for all n = 1, · · · , m 2 , we get
which can be rewritten as
Moreover, using the separability coefficient ρ 1 defined in (2.3) and Hölder estimate, we obtain c 6 min
where c 6 is defined in (4.1). Now, it remains to estimate
Indeed, according to the definition of β (see (2.2) ) and using the Cauchy-Schwarz inequality, one obtains
where c 7 is defined in (4.1). We repeat the same procedure replacing the function Φ n by Φ n , where, for n = 1, · · · , m 1 ,
we can prove similarly to (4.2) that
Finally, taking the maximum between (4.2) and (4.3), we get the first desired inequality. The second one, is obtained in the same way by replacing P 
Proof of Theorem 4.1.
Thanks to Lemma 4.3, we can estimate the Hausdorff distance between the two configurations S 1 and S 2 , as we did in the proof of Theorem 3.1.
Proof of Theorem 4.2.
Using the Hall-Rado Theorem and Theorem 4.1, the proof of Theorem 4.2 is obtained in a similar way as that of Theorem 3.2.
Stability estimate of moments
In this subsection we show a Hölder stability estimate on the moments, considering the same number of point sources. Let C = (C 1 , ..., C m ) ∈ C m . Consider the Confluent Vandermonde matrix of order m 
Based on the algebraic method developed in [11, 13, 15] and Theorem 4.2, we show in the following theorem a Hölder stability estimate on the moments in the case of dipolar sources. ) for ℓ = 1, 2 be the corresponding measurement on the boundary Γ. Then the following estimate holds
where π is the permutation given in Theorem 4.2.
Proof.
Let β be the real number defined in (2.2). Let S 0 be a fixed point in Ω α (defined in (2.1)) and P 0 is the projection of S 0 onto xy-complex plane. We define in R 2 the functions
and we consider the test functions
that belong to the space H k . Then, from (2.8), one gets, for j = 0, · · · , 2m − 1, the following algebraic equations
where P 2 n , P 1 π(n) are defined in (3.6) . This can be rewritten as 
Thanks to these algebraic equations (4.6), we will estimate in a first step the projected points of q 1 π(n) and q 2 n onto xy-complex plane. To do this we will first rewrite equations in matrix form which is easier to use. Indeed, denoting
. . . . . .
equations (4.6) can be written as
where V 2 and V 1 are respectively, the Confluent Vandermonde matrices V (P 2 ) and V (P 1 ) defined in (4.4), where
Now, taking the difference between the two equation in (4.7), one obtains
First, using definitions of R and Ψ j , and Cauchy-Schwarz inequality, we obtain
Moreover, we have
where we have noted above
, ∂v j ∂y
Collecting (4.8), (4.9) and (4.10), we get
where c 9 , c 10 are defined in (4.5).
We still need to estimate U 2 ∞ . Indeed, using [18, Theorem 3] and according to (3.7), one has U ∞ ≤ max Using the definition of separability coefficient ρ defined in 2.4,s and the fact P j ≤ 1 for j = 1, · · · , m, we get 
where c 8 is defined in (4.5). Now, from inequality (4.12), we can estimate p where Q 0 is the projection onto yz-complex plane of a fixed point S 0 ∈ Ω α . Since Ψ j belong to H k , we can repeat the same procedure developed above and, as in (4.13), we obtain 
+k max
(4.14) Finally, putting (4.13) and (4.14) in the following inequality
and using the definition of c 11 in (4.5) we get the desired result. 2
Remark 4.5 In previous theorem, we have estimated the Euclidean distance between the intensities q 2 n and q 1 π(n) , through estimates on their projections onto xy-and yz-complex planes. However, in the case k = 0, we can do that directly from (4.12), which can give more than (4.13) the following bound This, with (4.13), gives another estimate on the discrepancy between q 2 n and q 1 π(n) than that announced in above theorem, but of course this is a bad estimate with respect to k.
Conclusion
In this paper, we considered an inverse source problem for the Helmholtz equation by knowledge of the Cauchy data at fixed frequency. The considered source, is a finite linear combination of monopoles and dipoles for which Hölder stability estimates concerning their, locations, intensities and moments, are established.
