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Abstract-Condensation Model Reduction (CMR) theory, when viewed as a dynamic substruc- 
turing method, is shown to encompass much of the existing dynamic substructuring methods as 
special cases of a single unified approach. Dynamic substructuring refers to the partitioning of a 
semi-discrete (continuous-in-time) mathematical model with respect to its dependence on the dis- 
cretbed independent, variables (usually spatial) with the typical intention of eliminating most of the 
degrees-of-freedom in each partition (substructure) of a subset of isolated partitions. As an example, 
a contiguous subset of finite elements could be viewed as a substructure (superelement). One impor- 
tant use of dynamic substructuring is, hence, to analyze complex dynamic systems that are too large 
for current computers by reducing their size. The three currently used methods of dynamic substruc- 
turing are referred to as Guyan, Improved Reduced System (IRS), and Component Mode Synthesis 
(CMS) reduction, the latter having several variants. (The related Modal Reduction method was not, 
considered here since, in that method, the work associated with reducing a particular substructure is 
not limited to that substructure.) In contrast to the current methods, the accuracy of CMR can be 
systematically improved by the inclusion of nonmodal higher order terms (as well as by the inclusion 
of additional modes). It is shown that the transformation matrices associated with both IRS and the 
Craig-Bampton (fixed interface) version of CMS approximate corresponding special csses of CMR. 
(The reduced-degree-of-freedom mass, damping, and stiffness matrices are different from those of 
CMR because CMR does not reduce the matrices via a matrix transformation.) In addition, the 
appearance of modes in CMR occurs as a natural consequence of the theory and not, as in CMS, as 
a heuristic inclusion to the transformation matrix. Classic Guyan reduction, in its entirety, is also 
shown to approximate a special case of CMR. 
Keywords-condensation, Dynamic substructuring, Guyan, Component, Modal, Mode synthe- 
sis, Degree-of-freedom. 
1. INTRODUCTION 
Dynamic substructuring as it is typically practiced refers to a partitioning (subdomaining) with 
respect to a semi-discrete model’s dependence on its discrete independent variables (usually spa- 
tial) while maintaining a continuous dependence with respect to the time (independent) variable. 
A subset of substructures (partitions) is then targeted for elimination via the elimination of the 
bulk of their degrees-of-freedom. There seems to be two main philosophies underlying this task. 
In the first philosophy, adopted in this paper, the targeted subset of substructures are isolated 
from one another, but still coupled to each other through their interfaces with one or more re- 
maining (retained) substructures, so that the computational work associated with reducing a 
given substructure (of the targeted subset) can be limited to that substructure. This isolation 
clearly requires that the model either be local with respect to its substructured-variables depen- 
dence or, if nonlocal, that the associated correlation “lengths” (or their dimensional analogues 
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if the variables are not spatial) cannot be too large with respect to the “global extent” of those 
variables. The Guyan method [1,2], the Improved Reduced System (IRS) method [3,4], and the 
fixed-interface and free-interface variants of the Component Mode Synthesis (CMS) method [5-71 
all fall within this philosophy. The other philosophy centers on the related Modal Reduction 
method [4,8,9], popular for the synthesis of Test-Analysis-Models (TAMS) via global elimination 
of (almost) all but the test-sensor-associated degrees-of-freedom. In spite of its accuracy, the 
Modal Reduction method’s use of global (complete-model) modes, as opposed to substructure 
modes for example, does not limit the work associated with reducing a given substructure to 
that substructure. It is not considered in this paper. If the goal of dynamic substructuring is to 
obtain predictions from large complex dynamic models that would otherwise be intractable, then 
this confinement of the computational work to the to-be-eliminated substructures can be critical. 
There are other reasons for substructuring, however, as pointed out by Abdallah and Huckel- 
bridge [7]. One might eliminate all but the under-active-design substructures from a model, for 
example, or eliminate all of the linear substructures around local nonlinear substructures. 
All of the above current methods, from both philosophies, rely upon matrix transformation 
reduction as their main mechanism of actually reducing the degrees-of-freedom in the model. 
Matrix transformation reduction is discussed in the next section, where a major deficiency of this 
approach is pointed out. In Section 3, the Condensation Model Reduction (CMR) method [lo] 
is introduced, showing in the process how this new method overcomes the main deficiency of 
matrix transformation reduction. In Section 4, the CMR method is developed in detail for 
second order linear dynamic systems, which is the most popular case in the literature with 
respect to dynamic substructuring. In Section 5, it is shown that the Guyan method, the IRS 
method, and the Craig-Bampton version [2,6,8] of the CMS method, referred to as CB-CMS in 
this paper, all have transformation matrices approximating corresponding special cases of CMR. 
The associated degree-of-freedom-reduced mass and stiffness matrices of Guyan reduction are, 
in addition, reproduced in full. Finally, Section 6 discusses possible routes of implementation of 
CMR for dynamic substructuring. 
2. MATRIX TRANSFORMATION REDUCTION 
The basic idea behind all current attempts (other than CMR) to reduce degrees-of-freedom 
in a semi-discrete system, whether via a substructuring method or not, has been to postulate a 
transformation matrix and then use it to transform all of the matrices of the system. Take 
as the generic form of a semi-discrete system, where the components of (column matrices) u and f 
are functions of the remaining (continuous) independent variables. The f of (1) contains both 
the boundary and the internal (body forces, volumetric heat sources, etc.) stimuli which drive 
the system response u in (1). The square system matrix L, consisting of operator components, 
most commonly has the linear, second order form given by 
L=M’T’+DI+S (2) 
in the substructuring literature, which is appropriate for spatially-discrete, continuous-time mod- 
eling of linear mechanical system responses. The L of (2) is composed of a mass matrix M, a 
stiffness matrix S, possibly a damping matrix D, and a time derivative operator I (for time t) 
such that 
7=$, 
a2 
12==77==~. 
The u of (1) then represents the displacement response in such a system. 
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Typically, (1) results from a discretization process for which the nodes are divided into “master” 
nodes, whose associated degrees-of-freedom in the u and f of (1) are to be retained, and “slave” 
nodes, whose associated degrees-of-freedom in u and f are to be eliminated. Partitioning u into 
components associated with master nodes, denoted by u,, and components associated with slave 
nodes, denoted by u,, the permutation matrix P is defined to gather the degrees-of-freedom 
associated with the chosen master nodes into the “upper part” of Pu, so that 
Pu= ;: ) ( > (3) 
and similarly, for Pf. The transformation matrix T relates u to u,,, by 
u = P-‘Tu,, (4) 
so that if 0 relates the slave degrees-of-freedom of u to the master degrees-of-freedom of u as 
us = Pwn, (5) 
then, 
T= I 
0 P * 
(6) 
As an example, after permuting the mass, damping, and stiffness matrices of (2) by P to get 
iii = PMP-‘, 
i? = PDP-I, 
s = PSP_l, 
(7) 
03) 
(9) 
the transformation matrix is used to obtain the degree-of-freedom-reduced versions of these ma- 
trices by the use of the matrix transforms 
Mred = TTii?T, (10) 
D rd = TT6T, 01) 
Sred = TTgT, w 
where the superscript T stands for the transpose of the matrix. The expressions for T, Mred, 
D red, and &d, resulting from the various dynamic substructuring methods, are often given in 
terms of the submatrices obtained from the partitioning of the permuted mass, damping, and 
stiffness matrices as 
(13) 
(14) 
(15) 
where the permutation and partitioning of the matrices is such that the square M11, Dll, and Srr 
submatrices are those components associated with the master degrees-of-freedom. 
Since first proposed by Guyan [l], who postulated a simple static version of p, the main thrust 
in improving dynamic degree-of-freedom reduction (condensation) has been simply to improve 
upon the transformation matrix T, usually by improving upon the choice of ,0. The use of (10) * 
through (12), f or whatever T was used, has gone unchallenged all of this time in spite of the fact 
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that there were no general mathematical relations on T which guarantee that the u obtained 
from (4), using the u, from solving 
Mred ‘i-’ ‘%n + Dred Turn + Sred Urn = fm (16) 
and (10) through (12), agrees with the u from the direct solution of (1) and (2). 
3. BRIEF CMR THEORY REVIEW 
In contrast to matrix transformation reduction, outlined in the previous section, Theorem 1 
of [lo] gives general conditions, directly in terms of p, under which the CMR “reconstructed” u 
from (4) and (6), with u, as the reduced-degree-of-freedom-model prediction, rigorously agrees 
with the original, full-degree-of-freedom-model prediction u, that is, u from solving (1). The 
theorem, reproduced below for completeness, is the basis for deducing, as opposed to heuristically 
constructing, the p in any CMR application. The theorem is applicable to linear or nonlinear 
semi-discrete systems of the generic form (l), subject to the two following restrictions. Taking L 
of (1) as a square system matrix with (possibly u-dependent) operator components, as in [lo], 
the definition of the multiplication of two arbitrary matrices is generalized accordingly to 
(17) 
for compatible matrices A and B, where the symbol o denotes mapping composition, that is, 
Aik o Bkj applied to some function g is interpreted as & (Bkj (9)). In the special caSe where B is 
a matrix of functions (not operators), then o in (17) is interpreted to mean Aik o Bkj = Aik (Bkj). 
Similarly, the requirement (7) of [lo] is repeated here as 
A, ois=& (18) 
for all i and j for any given matrix A, where 5 is the zero operator, for which everything in its 
domain is mapped into the zero function. 
The adoption of (17) and (18) precludes the use of ordinary matrix algebra to which one is 
accustomed. In particular, ordinary sssociativity cannot be taken for granted. The I’s and O’s 
used in this paper, which vary in size according to context, are analogous to the identity and 
zero matrices of ordinary matrix algebra, but are defined as in the Appendix A of [lo] so as to 
be compatible with (17) and (18). For those who are not familiar with permutation matrices, a 
relevant treatment is also given in Appendix A of [lo]. 
THEOREM 1. Assume Chat the square matrix L of (1) is given, and that it obeys (17) and (18). 
Choose a matrix a: which also obeys (17) and (18) and from which the matrix 
can be formed such that ?; itself and the I in (19) are both square, and such that p is the same 
size as L. Choose any permutation matrix P, along with its companion permutation matrix P-l, 
such that P is the same size as L. Define the matrices 
P = p-+p, (20) 
rI=(I O)P, (21) 
L = PLP-‘, (22) 
so that the submatrix I in (21) is the same I as in (19), that is, II is the “top part” of p times P. 
Partition _E 
(23) 
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the same way as in (19), that is, so that i 11 is square and the same size as I in (19), the other 
submatrices then being fully determined. Solve the “condensation equations” 
(24) 
for the matrix (of operators) p and then define the matrices 
Lo = L11+ L& (25) 
so that the submatrix I in (26) is the same I as in (19). 
l The matrix P is idempotent, that is, PP = P. 
a For any f for which 
Pf =f, 
if 21 is a solution to 
Low = rIf, 
then, 
u. = Rv 
is a solution to (1). 
(27) 
(28) 
(29) 
The delimiters of the right hand side of (24) are there merely to signify that a cannot generally 
be distributed over addition; no implications regarding multiplicative associativity are intended. 
The v of (28) and (29) is the same as the urn of (16), that is, the master-node-associated com- 
ponents of U. The IIIf of (28), where the II is that of (21), is the same as the fm of (16), that is, 
the master-node-associated components of f. 
Because of the requirement (27), the set of stimuli (loads, sources, or whatever physics with 
which one labels f) which are allowed to drive the system corresponds mathematically to the 
range of P, where P, in turn, is determined by one’s choice of (Y and P. This choice should, 
hence, include all, or as much as possible, of the desired stimuli. The cy of (19) is chosen by the 
user with the relationship 
fs = af7n (30) 
in mind, where fm and fs are the master and slave components of f, respectively. The number 
of rows of the a in (19) is determined by the number of degrees-of-freedom associated with 
the slave nodes, and the number of columns of cy is determined by the number of degrees-of- 
freedom associated with the master nodes. An important class of choices for P consists of 
smoothing matrices. Such projector matrices are used in homogenization/smoothing applications, 
for example, and they are discussed more fully with respect to their design, construction, and use 
in [lo]. The components of a can be operators, and hence, one has a fair amount of flexibility in 
tailoring P to one’s needs. There is a distinct advantage, however, in keeping LY homomorphic 
since then (24) reduces to 
(- 
L22 - a& 
> 
p = c&1 - E/21 (31) 
because of Theorem 3 of [lo]. (Matrices whose operator components consist entirely of homomor- 
phisms with respect to the addition operation are defined in this paper, as in [lo], to be “homo- 
morphic.” An operator is a homomorphism with respect to the addition operation if it preserves 
the addition operation in its mapping action, that is, if & o (B,j + C,+) = Aik o B,j + Aik o Cmj 
for any components of A, B, and C, respectively. A linear operator is a homomorphism with 
respect to the addition operation, for example.) 
As stated in [lo], the condensation equations (24) are both fundamental and central to the 
method since their solution, in any given case, presents the main obstacle to the successful 
application of the CMR method. 
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4. CMR FOR SECOND ORDER LINEAR SYSTEMS 
In [lo], several solutions to the condensation equations (31) are found for the case for which 
the L of (1) is given by (2) and for which the choice of the (Y matrix is such that its components 
are constants, that is, Q is an ordinary matrix. The solution of relevance to this paper has the 
form of an infinite series 
p = F&7”, (32) 
k=O 
where 
G2 (7’Bi) + G1(7Bi) + GoBi = Hi 
is the governing equation for Bi, for each integer i 2 0, upon defining 
(33) 
Go = s22 - o&2, (34) 
G1 = 022 - oD12, (35) - 
G2 = M22 - oM12, (36) - - 
Ho = as11 - S21, (37) 
HI = (a& -&I) - (a,, -&)Bo - 2(=22 -(~n;lil~) (7Bo), (38) 
H2 = (o&&1 - G21) - (bz2 - a6 12)B1-2(~22-c%2)(7B1)-(ii;i22-&2)Bo, (39) 
and 
Hi = - (5,, -c&)B~_~ - 2(G22 -&?12) (7Bi_l)- (i&2 -CYSTS) Bi-2, (40) 
for i > 2. The submatrices used in (34) through (40) are defined by (13) through (15). (The 
parentheses in the (7Bi) and (72Bi) of (33) denote that the scope of the action of the 7 is 
limited to the Bi matrix components only. It should also be noted that the stiffness matrix S a,~ 
given here is the negative of that in [lo] so as to conform with the larger part of the literature.) 
The reduced system matrix (see (25)), shown to second order (truncated), becomes 
LrJ M z&72 + 2jred7 + %Xi (41) 
as the reduced version of (2), where 
Ged = (G11 + $282) + E12 [Bo + ‘2 (7B1) + (72B2)] + 512 [B1 + (7B2)], (42) 
fired = (61 + 312B1) + z12 [(72B1) + 2 (IBo)] + 512 [Bo + (7B1)], (43) 
%A = (s,, + 212Bo) + G12 (‘;r2Bo) + 512 (~Bo), (44) 
gives the reduced counterpart zred to M, and similarly, for E,d and &d. Truncated to second 
order, one also gets 
PV x CeIIf + c17v + c2v (45) 
for solutions v to the reduced system (28) upon defining the matrices 
Co = B2Gr;; (48) 
C1 = B1 - CODred (47) 
C2 = Bo - Co&d, (48) 
so that 
x P-1 ( V U C&If + c17v + c2v > * (49) 
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Equation (49) is, hence, equivalent to (4) and (6) with U~ replaced by w, to second order in I 
in (32), for the case where the TJ in the above relations is taken to be the solution to the reduced 
system (28). Equation (49), valid for t > 0, is convenient for Lo given by (41) because one then 
usually has direct access to Iv as well as w in the process of obtaining 21 from (28). It is especially 
convenient when the matrices involved are constant, since Co, Cl, and CZ need be computed only 
once prior to solving (28). 
For any fixed integer i, i > 0, (33) is a coupled set of linear ordinary differential equations for 
each column of Bi with the corresponding column of Hi as the forcing, or source, term. The 
initial conditions 
BotO) = PO, (50) 
7Bo(0) = 0, (51) 
Bl(0) = 0, (52) 
7&(O) = (7P)o - PO, (53) 
and 
BJO) = 0, (54) 
‘TBi(0) = 0, (55) 
for i > 1, lead to 
upon use of 
PO) = PO b(O)1 > (56) 
7@(O) = (7P), [7?J(O)l7 (57) 
I/3 = (7Bo) + [Bo f (7B1)] 7 + [BI + (7Bz)] ir2 + * *. 
and (32). The matrices PO and (7@)o are chosen by the user so as to determine the set of 
admissible initial conditions u(0) and Ill(O) in a manner analogous to the way that the choice 
of a in (19), leading to P by (20), determines the set of admissible f’s through (27). More 
precisely, ,& is chosen such that (27) and (30), with PO replacing o in (19) and (30) and with u(0) 
replacing f in (27) and (30), hold for all admissible ~(0)‘s. Similarly, (7P)o is chosen such 
that (27) and (30), with (7,0)o replacing cr in (19) and (30) and with lu(0) replacing f in (27) 
and (30), hold for all admissible 721(O)‘s. 
4.1. Integration of Governing Equations for /3 
The differential equations (33) can be solved analytically for the case for which the mass, 
damping, and stiffness matrices are constant. The solutions to (33), subject to (50) through (55), 
are then given by [ll, pp. 509-5121 
s 
t 
Bi(t) = UWi + U exp [A (t - T)]VH~ (T) &- (58) 
0 
for i 2 0, where the Wi’S are defined by 
W0 =exp(At)(V AV)S 
( > 
t , 
WI = exp(At)( V AV)S 
(~7DL30) 
(59) 
(60) 
Wi = 0, (61) 
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for i > 1, where the matrices U, A, and V are a standard triple [ll, pp. 493-5001 of G(Y), which 
is defined by 
G(V) = Gzv2 + Giv + Go, (62) 
and where S is defined by 
(63) 
and is referred to as the “symmetrize? [ll, p. 4931 for G. The matrices containing the subma- 
trices V and AV on the right hand sides of (59) and (60) are partitioned. The matrices following 
the 5’ matrix on the right hand sides of (59) and (60) are also partitioned. The exp (At) term 
of (59) and (60) requires a function-of-matrix (spectral resolution) interpretation (see reference 
[ll, pp. 30443451) as does the similar term in (58). The standard triple for G (v) is not unique. 
One common choice is given by 
U=(I 0) (64) 
A= 
0 I 
-G2-lGo -G2-'G1 
(66) 
for which it is easily verified that 
(v AV)S=& 
in (59) and (60). 
Another choice of standard triple which is relevant to this paper is the Jordan triple (see 
reference [ll, pp. 500,501]) for G(v), f or which A is in Jordan normal form. In this case, the 
columns of U form Jordan chains associated with the roots vk of det G (v) = 0. In the special case 
where all of the 2N roots (eigenvalues) are distinct, where G is N x IV, then the lath column uk 
of U is an eigenvector associated with eigenvalue vk satisfying the generalized eigenproblem 
G(Vk)Uk = 0, (67) 
where G is given by (62). It should be noted that eigenvalues of A and the roots of det G (v) = 0 
coincide. 
4.2. Relation to Time-Independent-Coefficient Case 
The full time-dependent, analytical solutions for the &‘s given by (58) can now be related to 
the constant-in-time Bi’s obtained in Section 4.1.1 of [lo]. Relating the full time-dependent &‘s 
to their static values provides insight into the relationship between the CMR and the Guyan, 
IRS, and CB-CMS substructuring methods, as will be shown in Section 5. If one makes the 
assumption that 
IHi= (68) 
for t > ti, for some fixed ti 2 0, and for some integer i, i 2 0, so that 
for t 2 ti, then the integral on the right hand side of (58) simplifies to 
U 
s 0 
t exp [A (t - T)]VH~ (T) d7 = UJ” exp [A (t - T)]VHi (T) dT 
-U’{I - exp [A (t - ti)]} A-lV(Hz),t,tic 
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for t > ti. Substituting this into (58) gives 
for t 2 ti upon defining 
(70) 
I 
t* 
ri = Wi + exp [A (t - T)]V& (T) dr + exp [A (t 
0 
and 
tBi)static = -UA-lV(Hi)*tatic. 
It is easily shown that 
UA-‘V = -Go-l 
- ti)lA-lV(Wstatjc (71) 
(72) 
(73) 
is true for the particular standard triple given by (64) through (66) upon using 
A-l = -Go-'G1 -Go-lG2 
I > 0 ’ 
(74) 
which is itself easily verified. That the result (73) must hold for all standard triples of (62) is 
seen by 
ViAi-‘Vi = (U2R) @-‘A&)-’ (R-‘I& 
= (UsR) (R-1A2-1R) (R-lh), 
= U, (RR-l) As-l (RR-l) V,, 
= U,A,-‘V,, 
for any nonsingular matrix R, where the equivalence relation between standard triples (see ref- 
erence [ll, p. 4941) has been used. Equation (73) is, hence, general and it can be used in (72) to 
give 
(Bi)static = Go-‘(Hi),tatic. (75) 
The expressions for ( Bi)static found in (62) through (65) of [lo] can be obtained from (75) and 
the static versions of (37) through (40). They are reproduced here as 
(76) 
and 
(B+,),tatic = - (322 - ~312) -’ [ (522 - ~51.2) (Bi-l)static +(G22 - a’lril2) (Bi-2),t,ti,] (79) 
for i > 2. 
The assumption (68) and (69) is rigorously true for the i = 0 case, for which to = 0, so that (70) 
for i = 0 is valid for all times t L 0. If it is assumed that 
for each and every Uk of (67), where Re denotes “the real part of,” then I’i of (71) goes to 0 as t 
approaches infinity for all i. In such a case, there may be a practical value of tl at which I’0 is 
essentially zero so that the BO of the right hand side of (38) can be taken as (Bo)static for times 
greater than or equal to tl, hence, extending (68) and (69) to the i = 1 case. This argument can 
be repeated, in turn, to cover each value of i beyond 1 in succession. 
CMIM 27:12-c 
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5. APPROXIMATIONS TO CMR SPECIAL CASES 
The transformation matrix T of (4) will now be obtained for the CMR results of this paper 
under assumptions corresponding to each of the CB-CMS, IRS, and Guyan methods of substruc- 
turing. The CB-CMS transformation matrix can be obtained under the assumptions: 
l all Bi’s other than Bc in (32) are negligible, 
l the cx matrix of (19) is zero, 
l the damping matrix D of (2) is zero, 
l the standard triple of (58) is taken to be a Jordan triple, and 
l the 2N eigenvalues of (67) are distinct. 
This leads to 
and 
U = P-l (Urn - $=$2~u, + urou,) , 
from (76) and (70) for i = 0, which can be rewritten as 
(81) 
upon defining q by 
The I’s of (82) becomes 
q = rgu,. (82) 
l?e=exp(ht) 
{ 
(V AV) S (2) +A-Ly(asl~-s2L)} (83) 
by (37), (59L and by (71) with to = 0. Under the conditions given, if the master nodes are 
identified with the boundary nodes of Craig and Bampton [6], then the transformation matrix 
contained in (81), is identical to that of Craig and Bampton, as given by equation (8) in [6], 
with all modes retained. (One obviously then has the freedom to neglect selected modes.) The 
modes (eigenvectors) given by the columns of U are those of (67) with G (v) given by (80). The 
simple substitution of iw for I/ in (80) makes (67) identical with the eigenproblem of Craig and 
Bampton, given by equation (4) of [6], which defines the modes of their method. The q of (82) 
contains the generalized coordinates with respect to these modes. 
The IRS transformation matrix can be obtained under the assumptions: 
l the hypothesis of Section 4.2 holds at least up to i = 2 and one considers only times t 
greater than either of the tl or t2, 
l the Q matrix of (19) is zero, 
l the damping matrix D of (2) is zero, and 
l the Ce and Ci coefficient matrices of (46) and (47), respectively, are taken to be negligible. 
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The Bs and B2 matrices take on their static values under these conditions and Bi is zero. 
Comparison of (49) with (4) and (6) h s ows that the transformation matrix T is given by (6) with 
which is identical to that of the IRS method [3,4]. 
The Guyan method can be reproduced using the same assumptions as those used above for the 
IRS method, plus the additional assumptions: 
l the terms in the Cz coefficient matrix of (48) other than (Bs)static are taken to be negligible 
and 
l the stiffness S matrix of (2) is symmetric. 
The above IRS results then reduce to 
P a CC2)static7 
M (BO).9tatic’ 
- 1- 
= -s,-, s21, 
which is the Guyan result [l], and the reduced mass Grered and stiffness gred matrices of (42) 
and (44) become 
%ed = zll + z12(B2)static + G12(BO)static7 
gred = gll + gl2(BO)static> 
which expand to 
Equation (85) is identical to the reduced stiffness matrix given by Guyan [l]. The permutation 
matrix property P- 1 = PT is easily seen by 
PT = (Pi*. .Pjv)T ) 
= pJ.. .plT, 
= p,.**p,, 
= p-1, 
upon using results from Section A.2.1 of [lo], where each Pi is an elementary permutation matrix. 
The symmetry hypothesized for S is, hence, preserved by (9), and so one has 
&2 = gA, 036) 
-T 
s22 = s,,. (87) 
For any nonsingular, symmetric matrix 2, one has 
(z-l)Tz = (z-yTzT, 
= (zz-yT, 
= IT = I, 
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and similarly, for Z(Z-l)T = I, so that (Z-l)T = Z-’ is true in general, and hence, it is true 
in particular for Z = 522 because of (87). This and (86) lead to 
(“;2’s21)T = (a,)‘ @‘)’ 
- _ = s12s,-,1 
so that (84) can be rewritten as 
Zed = El1 - (z;lS21)T [Gl - ~2i?~%21] - G12g~%21, 
which is identical to the reduced mass matrix given by Guyan [l]. 
6. CONCLUDING REMARKS 
The fact that special cases of CMR are approximated by the currently used CB-CMS, IRS 
and Guyan methods of dynamic substructuring is an indication of its potential as a general 
purpose substructuring method. There are at least three ways in which CMR can be used as 
a dynamic substructuring method in the time domain. (Frequency domain CMR is discussed 
in [10,12].) The easiest approach is to use the static results (76) through (79) and rely on the 
Re (I+) < 0 assumption of Section 4.2 with the additional assumption that all of the relevant ti’s 
are “sufficiently” small. This is probably not as crude as it may sound, since good results have 
been obtained with the Guyan and IRS substructuring methods in the past, and, in contrast 
to Guyan and IRS, the static results of CMR contains both the additional correction terms Co 
and Cl of (46) and (47), respectively, as well as the capability of including higher order terms for 
i > 2. 
Another approach to dynamic substructuring is in the numerical transient solution to (33) for 
each i > 0 up to some chosen maximum value of i, probably at least 2. (The B,-, solution is 
fully determined analytically by (70) for i = 0, (76), and (83).) The transient could be carried 
out until the static values of the Bi’s have been obtained, if they are obtained, or until one has 
reached the maximum time in which one is interested in obtaining a solution to (l), whichever is 
smallest. There are two computational advantages to this approach. The first advantage is that 
the transient problems for each column of each Bi are independent and can, hence, be carried out 
in parallel. The second advantage is that an implicit transient solution would be highly efficient 
because the same operator G2’T2 + G11+ Go of (33) is used for all of the Bi’s; that is, only 
the sources Hi change with i. The matrix factorization that an implicit approach requires need 
be carried out only once, with the larger allowed time step benefit being available for all of the 
transient problems associated with each column of each Bi. An additional advantage, shared with 
the next CMR approach but not with the static CMR approach, is that the Bi’s are tied to the 
initial values /?o and (lp),,, which in turn determine the sets of admissible initial conditions U(O) 
and ‘irzl(O) as described just before Section 4.1. 
The third CMR approach to dynamic substructuring, at least for linear second order systems, 
is to utilize (58) directly. The main task in this case would be to obtain exp (AZ) for values z 2 0. 
This, and related tasks, are not computationally trivial [13, pp. 539-5591, but this approach may 
still be viable if the degrees-of-freedom per targeted substructure is not too large. 
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