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Fig. S2. Static asymmetry measurements for the two phases of the material. (A)
The magnitude of the magnetic signal in Co is larger in the A2 phase, while that of Mn is larger in the B2 phase. (B) DFT calculation of the magnetic moment for each element in compound. The increase in magnetic moment for Co and decrease in the magnetic moment for Mn in the A2 phase (compared to the B2 phase) is consistent with these values. Figure S2A plots the experimentally measured static asymmetry for the A2 and B2 phases. Note that in the B2 phase, the magnetic signal from Co is smaller than the asymmetry signal in the A2 phase, while the Mn signal is larger in the B2 phase than the A2 phase. In fig. S2B , we show that the predicted magnetic moment per atom agrees with experimental measurements for both the Mn and Co magnetic asymmetry signal, which validates the use of our DFT calculations to explain the dynamical measurements (see also section 6 of SI).
Section S2. Sample preparation
We previously showed in Ref. (22) that the A2 structure, which is metallic, dominates at annealing temperatures at or below 280 C. However, above 300 C, the structure is B2 with a half metallic bandstructure. Both the crystalline structure and half-metallic electronic structures were verified through x-ray diffraction, magnetometry and ferromagnetic resonance spectroscopy (22). Section S3. Change in reflectivity due to optical excitation in both phases To further verify that the transient enhancement observed in Fig. 2A of the main text does not arise from any optical artifacts such as a change in the refractive index due to electronic contributions, we measured the change in the reflectivity of the sample with s-polarized light at the Co M-edge and compared this signal in the B2 phase (where the transient enhancement occurs), to the A2 phase (which has identical chemical composition but no transient enhancement). When measuring in our geometry (as shown in fig. S1 ) with s-polarization, there are no magnetic contributions to the change in reflectivity. This transient reflectivity is plotted in fig. S3 . Note that the magnitude of the signals (to within error) are identical. This confirms that the findings in the main text arise from changes in the magnetic moment of Co in the B2 phase. We also use this signal to reference absolute zero for our measurements in Figure 2 of the main text. Fig. S3 . Change in reflectivity measured for both the A2 and B2 phases. Note that to within experimental error, the signal is identical for the two samples. This confirms that the nonmagnetic contribution to the signal is the same, while the magnetic signal is the cause of the transient enhancement.
Section S4. Element-averaged response of the A2 and B2 phases Given that the element resolved MOKE signal has all information on the total magnetization of the sample (to within 3 orders of magnitude), we can use it to construct the element averaged signal (that would be measured by an element averaging probe such as visible MOKE). This signal is plotted in fig. S4 along with the element specific response. This clearly illustrates that for the element averaged signal, no transient enhancement would be detected. Note that the final quenching for the two elements does not reach the same values. One likely reason for this observation is that the relative magnetic moments of the two elements equilibrate to different values when the total magnetic moment is lowered. To confirm that the transient enhancement of Co in Co 2 MnGe in the B2 phase is ubiquitous for the material, and not influenced by the choice of substrate, we grew samples of CMG on sapphire rather than SiO2. The composition was: 2.8 nm Ta / 10 nm CMG / 5 nm Ta / α-Al 2 O 3 . The results are shown in fig. S5 . Due to a more transparent stack with less total fluence absorbed by the CMG, both the quenching and magnitude of the transient enhancement observed was significantly smaller than observed on the sample deposited on SiO2. Note that the enhancement is still very clearly noticeable. The density of states and magnetic moments of B2 and A2 phases of Co 2 MnGe has been calculated by means of density functional theory (18, 19) as implemented in the spin-polarized relativistic Korringa-Kohn-Rostoker (SPR-KKR) code (35). The chemical disorder were treated within the coherent potential approximation (CPA) (36,37) We used the Vosko-Wilk-Nusair (38) version of the local spin density approximation for the exchange-correlation functional. The shape of the potential was considered by using both the atomic sphere approximation (ASA) solving the full relativistic Dirac equation (to obtain orbital and spin magnetic moments) and the full potential (FP) scheme combined with scalar relativistic approximation (to calculate DOS). We sample the irreducible wedge of the Brillouin zone with 1500 k-points for the magnetic moment calculations and 16000 for the density of states (DOS) calculations. For all simulations the s, p, d, f orbitals have been included in the basis set (l max = 4). All parameters were calculated for cubic Heusler structure at the experimental lattice parameter of Co 2 MnGe 5.814 Å. Neither the tetragonal distortion and change in lattice parameter nor the 2% Ge excess has significant effect on the estimated parameters. Section S7. Method for calculating the transition probabilities in Fig. 4 To gain insight into the laser-induced electronic excitations, we calculated the transition probabilities, shown in Fig. 4A and B of the main text. These results were obtained from the DOS curves obtained for the B2 and A2 phases, shown in Figs. 3A and 3B. This information was deduced by employing the Fermi's Golden rule within the dipole approximation
where ( ) stands for the absorption intensity of the incident light with energy and | , > (| , >) are the occupied (unoccupied) Bloch states, characterized by wavevector k and the corresponding eigenenergy , ( , ).
By projecting the Bloch states onto the atomic site a and angular momentum l and spin (| , , >), one can decompose the intensity given by Eq. (S1) into the atom-resolved contributions
Furthermore, we can neglect the spin-flip transitions due to the smallness of spin-orbit coupling and take advantage of the fact that the matrix elements of the gradient operator for Co and Mn states are similar to each other (Mn 3d-4p transition matrix elements are 6% larger than that for Co). Then we end up with the following expression
The DOS of occupied states is multiplied with a Fermi-Dirac distribution − ( ) at room temperature and that of unoccupied with (1 − − ( )).
As one can see, the DOSs for the same k enter the summation, meaning that only k-conserving transitions are taking place, as usual for optical excitations. We have also verified that averaging the k-resolved DOS before summing them up marginally changes the results. This will be shown in Section 8 below. Thus, we employed a further simplified formula for the analysis of experimental data
An analysis based on such a simple expression allows for a straightforward interpretation of the experimental data at least on a qualitative level. Most importantly, it correctly captures the differences in the behavior of Co and Mn magnetic moments after the laser irradiation.
We have found that the main contribution comes from the transitions between d and p states (s-p and d-f transitions are less intense). Thus, to calculate the transition probabilities, we used the projected DOS for the B2 and A2 phases, shown in fig. S6 . To set the net effect, we combined these probabilities and showed the total average spin-resolved intensities for Co-and Mn-derived excitations. These results are given in Fig. 4 of the main text. The intensity of the transitions from the initial to the final state are provided by the electric dipole transitions and are allowed if a sufficient amount of dp and pd transitions are allowed. Hence, Figs. 4C and S6 suggests that p-states of Mn and Co that hybridize with d-states are very important in order to enable sufficiently many transitions (illustrated by the red wiggly line in Fig. 4C of main text) . These considerations enable tailoring the optimal condition for spin-moment transfer from one sublattice to another, and could help to find new compounds with even more extreme effects compared to what is reported here in this work.
Next we compute the transition probabilities in the A2 phase. Here both Co and Mn can occupy multiple sites, and probabilities for all site are computed. Note that here the spin polarization at the Fermi level is lost, and as a result transitions in the Mn minority channel become equally probable as those in the majority. The atom-, orbital-, and spin-resolved probabilities are plotted in fig. S8 . The total minority and majority band transitions for both Co and Mn are plotted in fig. S9 . The probabilities have been normalized by the magnetic moments computed with DFT for both phase (so that there can be direct comparison between A2 and B2 phase probabilities). In the case of Cobalt, transitions from the minority band remain preferred as in the B2 phase. Because of this, we note that the dominant mechanism for spin transfer must come from the blocked spin channel in Mn. 
Section S8. Results of the calculations of k-conserving transition probabilities for the L21 phase
Here we compare the simulated transition probabilities, calculated using Eq.(S4) and Eq.(S5). The difference between them is that in the former case only k-conserving transitions are calculated, whereas in the latter case also non k-conserving contributions enter, due to the two independent k-summations of DOSs. In fig. S10 we compare the results for the 2 1 phase obtained with these two approaches. Fig. S10 . K-conserving transition probabilities for the L21 phase compared to non kconserving transitions.
As one can see, the results are quite similar and are practically identical around the energy of interest, which is 1.5 eV. Since Eq.(S5) is easier to implement, we used it for computing the intensities for the A2 and B2 phases.
Section S9. Results of aLLG simulations Numerical method:
We consider classical atomic magnetic moments { } = { } at site i. The dynamics of{ } is governed by the atomistic Landau-Lifshitz-Gilbert (aLLG) equation (39)
Where γ is the gyromagnetic ratio and = is the effective precession field related to the spin-Hamiltonian, employing a Heisenberg model where -
Here, the magnetic moments at site i and j are coupled by the exchange parameter J ij . The values of the Heisenberg exchange parameters were obtained from first principles electronic structure theory. In the expression above, is the external magnetic field. From the fluctuation-dissipation theorem, thermal fluctuations enter by a stochastic field, , that fulfills white noise properties, such as 〈 〉 = 0 and 〈 ( ) ( ′ )〉 = ( − ′ ), with the fluctuation amplitude = 2 / . The dissipation part enters the equation of motion via a viscous damping part scaled by the Gilbert damping constant α.
We address in these simulations the demagnetization as a pure thermal effect in which the temperature of the magnetic sub-system is determined by
In this expression, T 0 is the initial temperature, where T p is the peak temperature and T f is the final temperature. Furthermore, τ 1 and τ 2 are the relaxation times. Note that T 0 , T p , T f , τ 1 and τ 2 are parameters that determine the profile of the temperature of the spin system. For simplicity, we set T 0 = T f = 300 K, since the simulations were done in order to capture experiments performed at room temperature.
We calculate the dynamics of classical magnetic moments in a simulation box of 10 x 10 x 10 (1000) atoms and with 10 replica, using the UppASD software (40). To guaranty numerical stability, we use a step width of dt = 0.1 fs. Element specific properties are obtained by performing chemical specific averages. In order to reduce even further the numerical noise, an averaging in time is performed for a short period of 100 steps. This period is short enough to not violate non-ergodicity of the process.
Results:
The results of the simulations are shown in fig. S11 . In contrast to the experimental findings, Co demagnetizes faster than Mn. This is because the magnetic moment of the Co atom is smaller than the Mn moment, in all three crystal phases (L2 1 : μ Co = 0.94 μ B and μ Mn = 3.13 μ B , A2: μ Co = 1.53 μ B and μ Mn = 2.54 μ B and B2: μ Co = 0.93 μ B and μ Mn = 3.16 μ B ), and it can be argued that larger moments have slower dynamics according to the aLLG equation (41). We have furthermore made a fit of the simulated data with a double exponential function (also used in (42))
The resulting fitting parameters are listed in Table 1 . The relaxation time, τ i , differs strongly between the different phases and is lowest for the L2 1 phase. In the A2 and B2 phase, the relaxation time is comparable. The relaxation time for remagnetization, τ f , is also similar for all three phases. However, both relaxation times depend very strongly on the dissipation term in the equation of motion. In order to apply a complete model, we used type-resolved Gilbert damping parameters, which are listed in Table 2 -4 for the particular different phases. The overall results of fig. S11 show that the experimental features discussed in the main part of this report, in particular the initial increase of magnetic moment of the Co atoms when the B2 phase demagnetizes, are not reproduced by the aLLG equation. Although some features of the magnetization dynamics seem to be captured by theory at longer time-scales (250 fs and longer), e.g. reaching a minimum at 1.5 -2 ps with M/M(0) being close to 0.5-0.6, there is a marked difference between theory and experiments for the initial phase of the demagnetization process. This finding is in contrast to earlier calculations for fcc Ni (23) and CoFeB as well as FePt (24), where theory of this level of approximation reproduces experiments with rather good accuracy. The deviation between experiment and aLLG theory highlights the effects of electronic excitations, that are discussed in the main part of the paper.
Fig. S11. Element-resolved demagnetization in Co 2
MnGe for the L2 1 , A2, and B2 phases. The peak temperature of the simulations is set to 1000 K, whereas the relaxation times of the temperature profile are τ 1 = 0.01 ps and τ 2 = 1.5 ps. 
