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Introduction
Auditory scene analysis (ASA) is essential in human communication. Our human auditory capabilities allow us to identify speech and speakers, localize and separate different sound sources or speakers, and attend to a single conversation in the presence of noise. Computational auditory scene analysis (CASA) studies the general framework of sound processing and understanding [1] . It undertakes tasks like sound processing and de-noising (speech, music, and environmental sounds), sound source localization, separation and identification. A growing field of CASA research is binaural computer audition [2] [3] [4] [5] . Relying on signals acquired inside a human-like head and ears, it attempts to create a computational reproduction of the human auditory system stages. Human audition is, however, not yet fully understood and binaural artificial audition allows for advances in this field through proposing and testing hypotheses. Aside from its biological inspiration, the binaural context allows for a reduction in hardware, using two microphones for tasks that usually require larger microphone arrays. This context notably targets robot audition, which is important for robot operations involving human interaction [1, 6, 7] . A hearing robot can localize speakers, obtain characteristics of the acoustic scene, and recognize speaker identities and utterances, for example. These tasks are essential for the operation of a socially-interactive robot, which reproduces human auditory capabilities without necessarily relying on the exact computational models of the auditory processing stages. In this paper, simultaneous speaker identification and localization are addressed in the binaural context as described in Fig. 1 . The speaker identity estimation thus uses sound only in this context. Similarly, localization relies on acoustic features to estimate the speaker's position, and specifically the azimuth angle, in the current work. Both tasks provide necessary information for a humanrobot interaction system. Performing them at the same time allows for the use of a common front end for feature extraction and for mutual exploitation of the outputs, reducing the number of computational steps and improving performance. The system operates in a closed-set fashion, dealing with a limited number of known candidate speakers, in contexts like aiding elderly persons or providing assistance in workplaces.
The acoustic feature extraction in this work relies on a cochlear filtering-based framework. Gammatone filterbanks with filters regularly spaced on the equivalent rectangular bandwidth (ERB) scale are used for their proved efficiency. They replace the commonly used triangular filters in the mel-frequency cepstral coefficients (MFCC) computation and the outperforming ERB frequency cepstral coefficients (ERBFCC) features are extracted as identity features. The same filterbank outputs are used for the azimuth-related interaural level difference (ILD) feature computation. The features are exploited by artificial neural networks (ANNs) which are more advantageous in this context than generative models, like Gaussian mixture models (GMMs). They imply relatively low complexity as one ANN can be assigned to all of the speakers and positions for identification or localization. This ANN framework also implies low training data requirements and provides reliable generalization capabilities. A combination of the outputs of both the identification and localization modules is proposed, improving their performance. The system was evaluated in simulated and real environments ranging between noisy, noiseless, echoic and anechoic, and in different testing contexts.
The paper is organized as follows. Section 2 gives an overview of previous studies on identification and localization and related tasks. Section 3 details the proposed system. Section 4 presents the evaluation data, tests, results and discussions. Finally, Section 5 concludes the paper and introduces future directions.
Related Work
Audition is used in various applications of human-robot interaction for performing tasks including scene analysis, speaker identification, speech recognition, speaker localization and tracking [7] [8] [9] [10] . For example, a robot was able to manage a quiz game with multiple players playing at the same time based on their speech utterances in [6] . Further, relying on sound, in [7] an interaction partner was selected among many, and the system adapted its behavior accordingly. In [11] , audition was integrated alongside vision and motion to track multiple speakers. In [12] , a robot performed sound identification, relying on microphone-array-based sound acquisition. Paradigms of sound acquisition include microphone arrays [6, 12] , and binaurality with the humanoid SIG2 [8] , for example. Whatever the context and paradigm, speaker identification and speaker localization -or localization of sound sources in general -have seldom been addressed simultaneously. Regarding these two tasks, our review of previous work is divided into two separate parts. Techniques used to counter the negative effects of sound reflections and noises are then reviewed.
Speaker Identification
Sound-based speaker identification requires discriminative acoustic feature extraction and exploitation. Among acoustic features, MFCCs and linear predictive coding (LPC) coefficients are widely used [13] [14] [15] . More recently, other features, such as i-vectors have been adopted [16] [17] [18] . Exploitation has been addressed with several techniques, like GMMs [15, 19] and support vector machines (SVMs) [13, 20] . Other approaches rely on universal background modeling (UBM) [21] , usually used with GMMs, probabilistic linear discriminant analysis (PLDA) [22, 23] and deep neural networks (DNN) [24, 25] .
Most of the previous speaker identification systems operated in a single-microphone context. Nevertheless, multi-microphone systems have also been adopted when addressing this task [26] [27] [28] [29] . In this situation, one possibility is to use the present signals for separate speaker identifications and combine them later into a final decision. Another possibility is to process the present signals to produce a signal that is better suited for singlesignal feature extraction and exploitation. Aside from the multiple and single-microphone contexts, binaural audition has emerged but very few studies on it have been done thus far. In [15] , binaural speaker identification relied on MFCCs and GMMs, exploiting both ear signals at the same time. It was proved to perform better than single-microphone-based systems with similar computational steps.
Speaker Localization
Sound-based localization has been addressed in different paradigms, like microphone arrays [30, 31] . Unlike speaker identification however, numerous previous studies have approached this task in the binaural context. Binaural localization studies have largely focused on estimation of the azimuth angle and relied on interaural differences used in human audition. Indeed, when a speaker, or a more general sound source, is located at a given nonzero azimuth according to the receiver (see Fig. 1 ), the corresponding received sound is louder in one of the ears, which also senses the sound before the other ear. This creates interaural time, level and phase differences (ILD, ITD and IPD), which are widely computed and exploited. Several different techniques have been adopted for computing these features. In some cases, monodimensional features have been computed [2, 32, 33] , using only the genuine signals. Alternatively, multidimensional features can be extracted as sets of frequency-dependent components, which require a signal frequency-dependent decomposition. This can be done through FFTs [2, [34] [35] [36] or filterbanks, notably of gammatone filters [4, 5, 37, 38] .
Different techniques have been used for the exploitation of the extracted features. One option is to link the azimuth angle to the difference of distances between the source and the ears and thus to a difference of sound arrival times at the ears. This explicitly links the ITD to the azimuth [32, 35, 39] . Nevertheless, noises and sound reflections corrupt the signals and thus the acoustic features, limiting the applicability of these straightforward approaches. Alternatives rely on machine learning methods [2, 3, 5, 34] . It is also worth noting that different models have been proposed to reproduce the neural transduction stages of the human auditory system [3, [40] [41] [42] .
Among studies that address identification and localization at the same time, a binaural scene analyzer was pro-posed in [43] . The system consecutively performed localization, speech detection and speaker identification. Identification was monaural as only the cues extracted from the ear on the side of the source were used. In related work, speech segregation and localization were tackled in [44, 45] . In these studies, speaker identification was not directly addressed, but the outputs can be further exploited for identification based on missing data classification, which was used in [43] .
Processing of Additive Sound Effects
Sound reflections and noises alter the acquired sounds of interest and may reduce the intelligibility of the speech or position. The environmental acoustics are usually characterized by the reverberation time RT60. This is the frequency-dependent time for the sound level in the environment to decrease by 60 dB after the present sound sources stop emitting. The impact of noise in the environment is characterized by the signal-to-noise ratio (SNR). These problems have been tackled in previous studies with strategies like spectral subtraction and dereverberation [46, 47] .
The precedence effect allows humans to overcome sound reflections up to a certain extent [48] [49] [50] . In some studies that aim to reproduce the precedence effect, signal onsets are expected to be the least affected by reverberations. A selection of only highly energetic portions permits exploitation of less altered information [37] . Other approaches measure the coherence between signals acquired in different channels, as more "coherent" portions are considered to be more useful. This was applied in the binaural context for a localization purpose in [32, 40] .
This concludes the overview of previous work addressing speaker identification, localization and performance enhancement under acoustically constraining conditions. In the next section, a binaural method for simultaneous speaker localization and identification is proposed.
Proposed Method
The proposed method is designed in a binaural context. For both localization and identification, the system uses the same front end and requires acoustic feature extraction and exploitation for each. Signals from both the left and right channels are submitted to a feature extraction stage that delivers identification features for each channel and localization features relying on both channels. This stage processes sound waves by filterbanks imitating the cochlear filtering, with a specific number of filters and frequency band extension. Extracted features are submitted to ANNs that exploit information in the features to reveal the speaker identity and speaker-robot azimuth angle. Each ANN has a hidden layer with a specific number of hidden cells. The number of input cells depends on the dimension of the feature vector used. Two identification ANNs are used, one for each channel, and a single ANN is used for localization. Finally, a combination of identity and azimuth outputs is proposed as a means to reduce the errors. The consecutive blocks composing the system are summarized in Fig. 2 , and their components and settings criteria are detailed in the following.
Acoustic Feature Extraction
The feature extraction stage is shown in Fig. 3 . A common binaural front end reduces the system's complexity and computational loads. Voice activity detection (VAD) is performed by thresholding the energies of time frames and discarding silent portions with low energy. A gammatone filterbank of N f filters regularly spaced on the ERB scale is employed in each ear. Indeed, gammatone filterbanks [51, 52] are widely used for their efficiency in mimicking the functioning of the cochleae [3, 4, 53] . The outputs of these filters are then employed to compute the features. Speaker identification uses ERBFCC features and speaker localization relies on ILDs.
ERBFCC
As mentioned in Section 2.1, MFCCs, requiring melscale triangular filterbanks, are widely used for speaker identification. In order to have a common binaural front end for localization and identification and to benefit from using ERB-scale gammatone filters, an acoustic feature is extracted, that relies on them. This feature is named ERBFCC, as classical mel-scale triangular filterbanks are replaced by gammatone filterbanks. Let E l t, f be the output energy of the left ear's t-th frame and f -th gammatone filter. The k-th ERBFCC coefficient at the left ear, γ l t,k , is computed through the discrete cosine transform:
ERBFCCs are computed at the right ear in a similar way. Note that gammatone filterbanks have also been used in [54, 55] for speaker identification through the GFCC feature.
ILD
Widely used for azimuth estimation, alongside the IPD or ITD [35, 36, 45] , the ILD is adopted in the presented system. The difference in the levels of the signals reaching the two ears is caused mainly by the head shadow effect [39] . This effect depends on the source's azimuth and the head shape and is negligible at low frequencies. Contrary to level differences, the Duplex theory [56] adds that time differences are exploited at lower frequencies in humans. ITDs are not extracted in this work since here ILDs are considered to be reliable enough and in order to not increase the computational loads. ILDs are advantageously extracted through the same front end used for identification cue extraction. For the left and right f -th gammatone filters output energies E l t, f and E r t, f , in this work the ILD δ t, f is computed as:
As depicted in Fig. 3 , the binaural front end computes log output energies at the left and right ear gammatone filters. They are then submitted to subtraction and the discrete cosine transform to compute the ILDs and ERBFCCs respectively. For each time frame t, an ILD vector Δ t and two left and right ERBFCC vectors Γ l t and Γ r t are available, as
and
where f i and f l are respectively the first and last gammatone filter indices between which ILDs are taken into account. K is the index of the last cepstral coefficient taken into account at both ears, and the vector ν T is the transpose of a vector ν.
Acoustic Feature Exploitation
Feature vectors are available for each time frame. The system adopts supervised learning, which allows it to per- form classification for speaker identification, and prediction for speaker azimuth estimation. ANNs are used for both tasks for their practicality as compared to generative methods, as one ANN can be used for each task. Their architectures and usage are depicted in the following. Before their exploitation by the ANNs, feature vectors are submitted to a smoothing operation as shown next.
Feature Smoothing
Feature smoothing is employed in the present system to reduce the negative effects of sound reflections and noises on the extracted acoustic features. In the presence of reflections, features are distorted when computed using the original signals [57] . Fig. 4 contains two plots of the same feature computed as a function of time in anechoic and echoic conditions. It illustrates feature fluctuations in the presence of reflections. In this system, low-coherence or onset-following signal portions are not discarded as was proposed in previous work. The system keeps all the frame-wise computed features and reduces their fluctuations through a smoothing process. A similar smoothing operation in the training and testing phases is expected to improve the performance of the system. This operation is not done to provide features that are too stable across time, since training features should keep a certain dynamic aspect allowing the system to have generalization capabilities. Given a series of consecutive vectors, for the vector ν t of the t-th frame, a new vector ν S t is obtained through triangular weighting:
where n ν is the number of vectors taken into consideration before and after the time index t.
Artificial Neural Networks
Feed-forward multi-layer perceptrons exploit the acoustic features. They are trained with the full gradient back-propagation algorithm with regular cross-validation. a. Localization ANN. As shown in Fig. 5 , this ANN exploits the vectors Δ and is trained to output the corresponding azimuth angles. Thus, it has only one output, which is the value of the azimuth angle. 
b. Identification ANNs and Left-Right Output Combination.
One ANN is associated with each ear. There are as many output cells as speakers that may be in interaction with the machine (see Fig. 6 ). During training, for an input vector extracted from speaker s, the output vector takes a value α, 0 < α < 1 at cell s and all the other output components take the value −α. During testing, the speaker corresponding to each frame input vector is identified through the most active output cell. For each time frame, each ear ANN provides its independent identity output. The monaural results are combined in a way to keep only the frames having the same output at both ears as valid and to discard the rest. This strategy aims to benefit from the binaural context and to remove a part of the erroneous monaural results, improving the performance.
Localization and Identification Combination
By operating with different features, the identification and localization modules may not have the same weaknesses in different acoustic conditions. Indeed, depending on the system's training, current conditions and the data, one of the two modules may operate better than the other. Nevertheless, this system presents the advantage of performing both tasks simultaneously, collecting frames and extracting features and outputs. It then combines the outputs of both modules, and can thus take advantage of the stability of one to enhance the other. Such a combination is proposed through the feeds as presented by the arrows linking the combination and localization blocks in Fig. 2 . The proposed algorithm is based on the idea that when either module provides stable outputs for a certain time window, a single speaker/position is active. In this case, both modules should provide coherent and stable outputs for the window in consideration. The operation is shown in Algorithm 1.
As other reliable algorithms can be envisaged, this algorithm is a step towards more beneficial mutual exploitation of identity and azimuth information. It refines the outputs of the system under the assumption of the presence of a single speaker. This speaker is either in a fixed position or moving to a certain azimuth at a changing pace.
Algorithm 1: Identification and localization outputs combination algorithm.
Let n obs denote the number of frames to observe, θ max an admissible azimuth interval, and τ a constant with 0 < τ < 1; Consider only the frames kept by the left and right-ear identification outputs combination; for each frame, do consider a window containing the n val valid frames that were not discarded from the original n obs frames preceding (or following) it. In this window; if the interval between the highest and lowest estimated azimuths is smaller than θ max or the number of occurrences of the estimated speaker identities mode is higher than τ×n val , then output the window's average azimuth estimate and speaker identity estimates mode; else either more than one speaker/position are concurrently active or the features are highly corrupted; the window outputs are discarded; end end
Overall System Architecture and Parameters
The system architecture has now been detailed. In brief, sound waves are received at the left and rightear microphones, and signals are processed for cochlear filtering-based feature extraction as detailed in Section 3.1. The resulting acoustic features are then exploited through a smoothing process followed by separate modules based on ANNs, providing the identity and azimuth outputs. The outputs of the system are in the form [identity, azimuth], in which the confidence/stability of one can help to improve the stability of the other. A combined output can be used to improve performance as described in Section 3.3.
For the rest of the paper, and unless specified otherwise, the system is parameterized as follows. Features are extracted in 23-ms frames. Consecutive frames have a 50% overlap. The ANNs have 30 hidden cells each, and the training is done for 5000 iterations. The total number of training utterances is (50 to 100 frames)×(number of directions)×(number of speakers). For the smoothing operation, n ν is between 10 and 20. This setting guarantees a fast and light training of the system with small amounts of data. It is practical in contexts in which collecting training data is costly in terms of equipments and setup.
Evaluation
In this section, the proposed system's overall performance is evaluated. A study is also conducted to assess the ability of the extracted feature components to reflect the identity or position information. Evaluations are per-formed in simulated and real environments that present challenging conditions with sound reflections and noises.
System Operation and Evaluation
The system operation takes place as follows. One speaker from a predefined set of speakers utters speech, and the machine estimates his/her azimuth and identity. Both the speaker and the machine are in an environment where sound reflections and noises may exist, and the speaker is either in a static position or moving. Speaker identification is evaluated with the true identification rate I R :
number of tests correctly identified total number of tests ×100. (6) Note that a test can be based on the feature vectors of a single time frame, or on longer durations as in the proposed output combination algorithm in Section 3.3. Regarding the uttered speech, speaker identification can occur in two ways:
• Text-dependent: identification is based on specific words pronounced by the speaker.
• Text-independent: identification is performed regardless of what the speaker says.
In the presented evaluations, some of the tests are performed with frames not presented to the ANNs during training, but extracted randomly from the same speech utterances used for training. In the sense that these frames belong to utterances partially known by the system, the corresponding tests are considered text-dependent here although this testing context does not coincide with conventional text-dependent contexts. The remaining tests are performed with frames from speech segments not exploited for training and although this does not comply with the term's conventional use, they are regarded as text-independent. These tests consider all the available data not exploited for training, and their numbers change for different speakers and directions. Regarding the speakers to be identified by the system, speaker identification can be made in two contexts:
• On a closed set of speakers: only a known identity can be the output.
• On an open set of speakers: either a specific identity or "stranger" or "unknown" can be the output.
The proposed system is evaluated on a closed set of speakers as the foreseen applications, in assistance contexts for example, operate with limited numbers of speakers.
Tests consider all the speakers and directions available in the evaluation datasets. The localization performance over a given test set is reflected by the average framewise difference between the real azimuth values and corresponding estimations. This measure is called the location estimation error (L E ). Before presenting the performance evaluation results, the established evaluation datasets are presented. A method to analyze the effectiveness of extracted acoustic features is also proposed. This can help to identify and discard the least useful features, reducing the system's complexity.
Established Datasets
Two datasets of binaural sound acquisition corresponding to several speakers uttering from different positions were established, in simulation and in real environments. These datasets cover simple as well as tough acoustic conditions judged annoying in ordinary listening tests, which include noise and reverberations at different levels.
Simulation Database
A 4 m × 5 m × 2.75 m shoebox room environment and binaural sound acquisition were simulated using Roomsim [58] . The binaural room impulse responses of the room, receiver and source configuration were generated with the image method [59] . They were based on headrelated transfer functions (HRTFs) provided in the CIPIC HRTF database [60] . The original speech segments were taken from good quality radiophonic recordings. The speech was generated as if uttered by ten male speakers, each placed at the 19 azimuth angles ranging between −45 • and 45 • with a step size of 5 • . The speaker-machine distance was 1.45 m (see Fig. 7 ). The database covered anechoic and echoic environments at 200 ms and 450 ms RT60s at 1 kHz. A white noise signal was added to the two ears signals at the same level, which was set according to the desired SNR in the left ear. As a result, the two ears signals might not have been at the same SNR as they might not have had the same original signal level before noise addition. To be more precise, the SNRs in the following results were measured at the left ear. This was done for SNRs of 0 dB and 10 dB, in addition to signals with no noise added.
Recorded Database
Recordings were made in an echoic environment with walls and a ceiling of brick and concrete, curtains on one of the walls and carpets on the floor. The reverberation time was estimated to be near 800 ms, and the ambient noise was mainly generated by a refrigerator and was clearly audible to a human listener in the environment. The SIG2 robot binaural head was placed and oriented as shown in Fig. 8 . Speech utterances were emitted through a loudspeaker placed at the same height as the SIG2 ears, and oriented towards it. The utterances were extracted from the TSP Speech Database [61] , which provides 60 English sentences per speaker with an average duration of 2.3 s per sentence over all the speakers. In brief, the recordings can be characterized as follows:
• 10 speakers.
• The distance was constant at approximately 1.5 m.
• Fixed positions: 25 azimuth angles, between −60 • and 60 • with a step of 5 • ; specific speech (two sentences) for each speaker and position.
• Movements: two segments per speaker, from left to right and from right to left from the perspective of the robot; specific speech (ten concatenated sentences) for each speaker but identical for both segments.
The sound signals were sampled at 48 kHz. The sourcereceiver (speaker-robot) position was set and measured using a NaturalPoint OptiTrack Motion Capture system. 1 This allowed us to determine ground truth information about the source-receiver positions. For the fixed positions, the manual actual positioning of the source and receiver included some error when compared to the desired theoretical positioning. However, the actual positions were adjusted so as to maintain small errors. The average errors were approximately 0.11 • in azimuth and 0.5 cm in distance. For movement recordings, the speed was approximately 3 azimuth degrees per second.
Such a database is needed for computer audition contexts. It can be used for binaural and monaural applications like speaker identification, speech recognition, and speaker localization, and is intended to be made publicly available.
Acoustic Feature Analysis and Selection
The computed feature vector components do not have the same relevance regarding the required information. For example, the Duplex theory [56] states that ILDs give better information about the azimuth at higher frequencies than at lower frequencies. For a still speaker, features from different frames do not maintain the same value, although reflecting the same position, for several reasons (computation, frame duration, spectral content, noises and reflections, etc.). Feature components whose values vary the least when the speaker is in a fixed position but do vary for different positions are well suited for the system operation. Discarding the least suited components reduces the complexity and computational loads of the system. To this end, the monodimensional Wilks' Lambda [62, 63] is used. This tool was used in a study comparing different methods of extracting binaural robot audition cues in [64] . It compares the intra-group dispersion to the overall dispersion for each component. In the given example, the ILD values computed at each azimuth angle and gammatone channel are assembled in a corresponding group. This measure can be calculated for the f -th gammatone channel's groups of ILDs as:
, . . . . . . . . . . . (7) where N is the total number of examples across groups. n g and v g, f are respectively the number of examples and their variance in the group of azimuth g at channel f . V f is the variance of the whole set of values computed over all the f -th channel's G groups. The value of λ does not reflect a certain degree of system performance, but the smaller it is, the better the feature component discrimination ability is. Feature group clusters become tighter and better separated from each other when it decreases. Similarly, in the case of multidimensional features, λ can be calculated through the intra-group covariance matrices m g and the overall covariance matrix M for all data from all the groups:
ILD Component Analysis
Using simulation data and Eq. (7), λ values were computed for ILDs corresponding to 40 gammatone filters composing the left and right-ear filterbanks. Fig. 9 plots the measures for all the speakers as functions of the filter index in colored curves. The average value over all speakers is plotted in the bold black curve. The figure reveals two main aspects:
• λ values were relatively high at low frequencies.
ILDs are thus less reliable at lower frequencies than at higher frequencies, which is in accordance with the Duplex theory.
• The values varied slightly across speakers. This indirectly shows that ILDs do not only depend on the speaker position but also on the speaker and/or speech. Certain speakers can thus be more accurately localized than others. Moreover, the λ differences across speakers were more obvious at the lower frequencies. This also indicates the non-reliability of their corresponding ILDs.
For the system operation, the ILDs corresponding to the 20 gammatone filters indexed from 16 to 35 are used.
Cepstral Feature Analysis
Cepstral features, such as MFCCs, are usually considered in groups, i.e, in sets of coefficients composing the cepstral feature vector. The current ERBFCC analysis aimed to find the most adequate K. K is the index of the last cepstral coefficient taken into account at both ears. 
Performance Evaluations
The evaluation results described in Section 4.1 are now presented. The simulation data made it possible to study the system performance for still speakers as a function of the SNR and RT60, while the recorded data were acquired in ambient acoustic conditions with no intentional intervention in the SNR or the RT60. This data allowed for the study of the performance with still and mobile speakers.
Performance with Simulation Data
Tests with data extracted from the simulation database address identification and localization separately without the combined output for the moment. The object here is instead to study their accuracy as a function of the textdependence, acoustic conditions, and context of channel acquisition. Note that these tests each last for the duration of only one frame. This duration forms the basis for longer duration tests and allows for an efficient study of the localization and identification accuracies before exploiting longer durations.
a. Speaker Identification. Identification rates are reported in Fig. 11 for single frame tests. The tests were performed in the proposed binaural context and in a monaural context based on the left ear signals. They addressed textdependent and text-independent scenarios as explained in Section 4.1. The I R increased for increasing SNR, it reached values near 95% and 85% in the binaural textdependent and text-independent contexts, respectively.
The binaural context outperformed the monaural context in all acoustic conditions, showing the benefit of the proposed binaural exploitation. Moreover, the results were better in the text-dependent context than the text-independent context. This was expected since textdependent features have more similarities with the training features than text-independent ones do. It can also be stated that the system was much more sensitive to noises than it was to reflections. Noises originated from a different source than any of the speaker and altered the speakerspecific information contained in the signals, whereas, despite their negative effects on the speech and position intelligibility, reflections corresponded to the given speaker and no to any other. The system thus learned reflections as corresponding to speakers, and they did not significantly increase the possibility of confusion between speakers.
b. Speaker Localization. L E values are reported in Fig. 12 . Contrary to speaker identification, for which the performance was similar for different RT60s, localization was sensitive to both noises and reflections. The L E increased with the decrease of the SNR and the increase of RT60. Nevertheless, in moderate acoustic conditions, it stayed low, even reaching 1.3 • for anechoic speech with no noise added. As previously specified, the L E is the average frame-wise azimuth error. The azimuth error standard deviation was lower than the L E in all tests, but not more than 3 • lower. For example, its value was near 2.5 • at a 200 ms RT60 and with no noise added. The error standard deviation also increased with decreasing SNR and increasing RT60, reaching 6 • with a 200 ms RT60 and a 0 dB SNR, for example. Localization was also less sensitive to text-dependence or text-independence than identification was. Errors in the speech-dependent context were still slightly lower. Indeed, ILDs are theoretically only position-dependent and have only a slight dependence on speaker and/or speech characteristics as previously seen. 
Performance with Real Data
The recorded database was used to evaluate the proposed system, not only with a machine and speakers at a fixed position, but also with movements. Independent and combined localization and identification outputs were considered. As for the simulation data, VAD was applied prior to feature extraction as shown in Subsection 3.1. In the following, the test results are presented.
a. Still Speakers. Tests in scenarios without movements were made in a text-independent context. The tests considered both independent and combined identification and localization outputs in order to study the effectiveness of the output combination. For the combination-based functioning, the parameters n obs , τ and θ max were respectively set to 50, 0.51 and 20. The results are reported in Table 1 . They show the improvement to the system performance as a result of the proposed output combination. An I R increase of more than 6% and an L E reduction of nearly of nearly 1.4 • were observed. The parameter setup of the system is in relation to the assumptions about the scenario. For the assumption of a single speaker in a fixed position, larger values of n obs can be tolerated. In the current test, with a single unmoving speaker, an evaluation was made with n obs extended to cover the entire utterance duration. A single azimuth output and a single identity output are thus provided for each utterance. This increased the I R to 99.6% and decreased the L E to 3.1 • . For a moving speaker, the average azimuth estimate over a large number of frames cannot be used to efficiently track the movement. Similarly, the mode of speaker identity outputs disregards the possibility of another speaker making an utterance during the test, even if both utterances do not overlap. An assumption of a speaker moving fast or of a set of alternating utterances for different speakers leads to a decrease in n obs .
b. Moving Speakers. The system trained with data collected from a still machine and still speakers was tested with a moving speaker and still machine. This textindependent test addressed the ability of the system to both track a moving speaker and to generalize to positions not included in the training set. The results presented here considered speaker 1 moving between the azimuth angles 45 • and −45 • . Independent localization and monaural identification results are reported in Fig. 13. Fig. 14 plots the results taking into consideration only the frames kept by the monaural identification combination module. The figures show the results with independent outputs for azimuth and identity. The frame-based azimuth estimation error had a value of nearly 5.8 • in both cases. The monaural I R took values of 74% (left ear) and 77.3% (right ear), and the binaural I R was 92.6%. As expected, binaural exploitation of the monaural results significantly improves the identification rate. Applying the algorithm proposed in Section 3.3 to the same test segment, and using the same trained ANN, led to the results shown in Fig. 15 . Here, the L E was reduced from 5.8 • to 4 • and the IR increased to 100%. This shows that the proposed system is also advantageous in a moving speaker scenario. The proposed combination reduced the fluctuations of one output based on the stability of the other and improved the coherence of the outputs. This is done through exploitation of the results over durations longer than a single time frame, which also improves the output stability. This algorithm was beneficially applied in the situation presented here and can be beneficial in windows with more output fluctuations.
Discussions
The proposed system's architecture, modules, evaluation strategies and results have been presented. The system aims to achieve the best possible performance with limited complexity, training durations and dataset sizes. Evaluations started with the acoustic features themselves before exploitation by ANNs. A study of the feature statistics across speaker identities and positions was made for selection of the most reliable features. Identification and localization modules were then exploited and evaluated, in separate and combined output modes. The results demonstrated the accuracy of the system as well as the following: -Evaluations in simulated and real environments lead to the same conclusions, but differences in the I R and L E can be observed. These differences are not linked to whether the data is simulated or real, but to the environments themselves. The currently established simulated environment creates symmetry around the machine's ears placement. This symmetry is geometric since the distances of the machine's ears to the two closest walls are the same, and the walls have the same acoustic nature. The real data do not present these symmetries, as the machine is not positioned in the middle of the room, and there are curtains to the side of one ear and a wall of concrete to the side of the other. This dissymmetry might affect the performance, but the system was able to efficiently learn in any position, and produce reliable performance.
-Feature fluctuations are accentuated by the presence of reflections and noises and cause the system outputs to fluctuate. This pattern of outputs brought feature smoothing to the fore as an option to stabilize, and thus improve, the outputs. With moving speakers, moreover, the extracted acoustic features have a dynamic aspect in relation to the movement. In this context, the smoothing window size should be adjusted in accordance with the hypothetical maximal movement speed. Feature velocities and accelerations can also be exploited to further improve performance.
-An alternative to the proposed architecture is to use a single ANN taking the entire set of acoustic features as the input and outputting both the speaker identity and position. This approach allows the ANN to make use of possible position information present in the identification cues and vice versa. Such an approach has been implemented and evaluated. Localization performance was generally weaker than for the proposed system architecture. This also caused losses in terms of increasing complexity and computational loads. For example, a neural network with 30 hidden cells trained with 5000 iterations provided a 77.9% I R and an 8.08
• L E in a text-dependent context and using recorded data. For a neural network with 100 hidden cells, the performance measures were respectively at 84.61% and 7.53 • with 5000 training iterations and 87.49% and 7.01 • with 15000 iterations.
-Another alternative is to assign one ANN to each speaker and speaker position. Identification and localization results can then be integrated over the positions and speakers. Despite the potential improvement in performance, however, this approach drastically increases the complexity and training duration of the system. The number of ANNs to train becomes equal to the number of speakers multiplied by the number of training directions in such a case.
-Previous speaker identification studies largely relied on single-microphone signals. Although cepstral features and ANNs were used, the ERBFCC feature was presented and binaural signals were exploited. As shown in Section 4.4, a performance comparison demonstrated the advantage of the proposed binaural technique. Note that in a different work, the advantage of the ERBFCC over the widely used MFCC was also witnessed.
-As mentioned in Section 2, a method addressing both localization and identification was proposed in [43] . It was designed in such a way that localization was the first block, followed by speech detection and then speaker identification. Evaluations in noisy and reverberant conditions verified its ability to deliver reliable outputs. Here, the problem is addressed with a different strategy, in which both localization and identification modules run in parallel. They are linked at the input and output levels. A common signal exploitation module is used to extract features and to save computation times. A combination of the identity and azimuth outputs is proposed, guaranteeing the coherence of the outputs and improving the performance.
Conclusions
A system was designed for simultaneous identification and azimuth estimation of speakers in fixed or moving positions. The system uses binaural sound inputs and can operate in acoustically constraining environments with noises and sound reflections. It requires limited training data and operates in a way that reduces feature extraction computational steps. This aspect is practical in contexts in which training data collection is difficult and costly. The system extracts the ERBFCC and ILD features and exploits them with ANNs.
A study of the statistical characteristics of the features addressed their saliency for the required information. This allowed for feature selection prior to the overall evaluation. Evaluation data was extracted from real recordings and simulation datasets. The data presented different acoustic conditions and speech uttered by several speakers from different positions. The system demonstrated its accuracy on the performed tasks, with high performance in moderate acoustic conditions and even for very short speech segments. The binaural context outperformed the monaural context for speaker identification. The simultaneous output of identity and azimuth information made it possible to combine beneficial information from the identification and localization modules, increasing the performance of both. This system can furthermore be used to efficiently track a moving speaker. It is also applicable in realistic scenarios with more than one speaker making non-overlapping utterances, creating a sequence of single speaker segments. Our future work will concentrate on evaluating the system in mismatched training and testing acoustic conditions. Our current work addresses the modification of the system to cover identification, localization and tracking of more than one speaker with overlapping speech segments. It also extends the multiple-speaker recognition and localization works presented in [65] . In future work, other kinds of tools and features, such as DNNs and filterbank features, are to be investigated. This is to be done in an architecture maintaining acceptable computation and data collection loads, which is the aim of the currently proposed architecture as discussed earlier.
