Clustering de un flujo de datos usando MapReduce by Basgall, María José et al.
Clustering de un ﬂujo de datos
usando MapReduce
Mar´ıa Jose´ Basgall 1,2, Waldo Hasperue´ 2, Cesar Estrebou 2, Marcelo Naiouf 2
{mjbasgall, whasperue, cesarest, mnaiouf}@lidi.info.unlp.edu.ar
1 UNLP, CONICET, III-LIDI, La Plata, Argentina
2 Instituto de Investigacio´n en Informa´tica (III-LIDI)
Facultad de Informa´tica - Universidad Nacional de La Plata
Resumen Las te´cnicas de agrupamiento (clustering) sobre ﬂujo de da-
tos (data stream) son una poderosa herramienta para determinar las
caracter´ısticas que tienen en comu´n los datos provenientes del ﬂujo. Pa-
ra obtener buenos resultados es necesario almacenar gran parte de e´ste
en una ventana temporal. En este art´ıculo medimos una te´cnica que ma-
neja el taman˜o de la ventana temporal de manera dina´mica utilizando
un algoritmo de clustering implementado en el framework MapReduce.
Los resultados obtenidos demuestran que esta te´cnica alcanza una ven-
tana de gran taman˜o logrando as´ı que cada dato del ﬂujo se utilice en
ma´s de una iteracio´n del algoritmo de clustering permitiendo conseguir
resultados similares independientemente de la velocidad de los datos del
ﬂujo. Los centroides resultantes de cada ﬂujo de datos son semejantes a
los que se consiguen haciendo un clustering sobre el conjunto de datos
completo.
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1. Introduccio´n
El procesamiento de ﬂujos de datos (stream processing) es un a´rea muy es-
tudiada en los u´ltimos an˜os. Stream processing permite llevar a cabo tareas
mediante el ana´lisis de un ﬂujo continuo y potencialmente inﬁnito de datos
[1][2][3][4][5][6][7][8][9].
El objetivo de stream processing es permitir que las tareas analicen los ﬂujos
de datos de forma online, brindando respuestas en tiempos muy cercanos al
tiempo real. La principal caracter´ıstica de este tipo de procesamiento es que
los datos del ﬂujo llegan a una velocidad tal que no es posible almacenarlos en
su totalidad y, si se pueden almacenar, el volumen de datos es tan grande que
presenta la diﬁcultad de analizarlo en tiempos de respuesta cortos [10].
Para poder realizar ana´lisis a partir de grandes volu´menes de datos resulta
sumamente u´til hacer uso de tecnolog´ıas multiprocesador as´ı como de las te´cnicas
de paralelizacio´n de algoritmos que tomen ventaja de las mismas. Actualmente
es posible encontrar diversos aportes donde se aplican conceptos de Co´mputo de
Altas Prestaciones (High Performance Computing, HPC ) en el a´rea de stream
682
processing; de igual manera, es posible encontrar trabajos realizados en entornos
de computacio´n en la nube (Cloud Computing). Estos u´ltimos introducen un
nuevo foco desde el punto de vista de la computacio´n de altas prestaciones,
ya que brindan un soporte “a medida” para la ejecucio´n de aplicaciones sin la
necesidad de adquirir el hardware [11][12][13][14].
Una de las herramientas ma´s utilizadas para el procesamiento de grandes
cantidades de datos es Hadoop MapReduce [15][16][17], construida sobre los
principios bien conocidos del procesamiento paralelo y distribuido. MapReduce
trabaja sobre el sistema de archivos HDFS [18], el cual ofrece eﬁciencia, es distri-
buido, brinda almacenamiento tolerante a fallos y es adecuado para aplicaciones
que utilizan grandes volu´menes de datos ya que proporciona un alto rendimiento
de acceso a los mismos. El framework MapReduce realiza las tareas de distri-
bucio´n y paralelizacio´n de manera automa´tica y transparente al programador
lo que lo convierte en una poderosa herramienta para implementar soluciones
distribuidas.
Una de las tareas ma´s comunes al realizar stream processing es la de cluste-
ring. Esta tarea consiste en agrupar los datos provenientes del ﬂujo en diferentes
grupos con la ﬁnalidad de encontrar caracter´ısticas similares en los datos. En los
u´ltimos an˜os se han propuesto varios trabajos que realizan clustering sobre un
ﬂujo de datos. Estos aportes se pueden dividir ba´sicamente en dos categor´ıas,
los que no almacenan datos utilizando u´nicamente un conjunto de descriptores
por grupo (cluster) y los que utilizan una pequen˜a ventana temporal del ﬂujo
de taman˜o ﬁjo. La principal desventaja de estos algoritmos es que al no poder
trabajar con todos los datos, ya sea porque no los almacenan o solo almacenan
una pequen˜a porcio´n del ﬂujo, no pueden garantizar que los grupos de datos ob-
tenidos reﬂejen la verdadera distribucio´n de los datos. Este problema puede ser
disminuido almacenando la mayor cantidad de datos del ﬂujo posible y para ello
es necesario contar con algoritmos que sean capaces de ejecutarse en entornos
de trabajo distribuidos y paralelos [19].
Recientemente se ha propuesto una te´cnica que permite el manejo de una
ventana temporal dina´mica del ﬂujo utilizando el framework MapReduce [20].
Esta te´cnica permite almacenar una gran cantidad de datos provenientes del
ﬂujo administrando el taman˜o de la ventana de manera dina´mica en funcio´n
de la frecuencia de llegada de los datos del ﬂujo y del tiempo que le lleva al
algoritmo que realiza el ana´lisis de los datos en completar una etapa de su tarea.
En el presente trabajo se midio´ el rendimiento de la te´cnica presentada en
[20] aplicando una tarea de clustering sobre un ﬂujo de datos proveniente de
Twitter. La tarea de clustering utilizada esta´ basado en el algoritmo K-means
[21] al cual se le realizaron las modiﬁcaciones necesarias para poder ejecutarlo
en el framework Hadoop MapReduce. Se eligio´ el algoritmo K-means por su
simplicidad en la implementacio´n pero esta te´cnica puede ser aplicada a cualquier
algoritmo de clustering.
Se midio´ la respuesta ﬁnal de los centroides obtenidos con esta te´cnica uti-
lizando un ﬂujo de datos proveniente de Twitter, empleando diferentes frecuen-
cias de llegada de los datos. Se compararon los resultados obtenidos en cada
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experimento con el resultado ﬁnal producto de ejecutar de manera secuencial
el algoritmo K-means convencional sobre el conjunto completo de los datos del
ﬂujo recolectado.
El art´ıculo esta´ organizado como sigue. La seccio´n 2 se reﬁere al clustering
sobre un ﬂujo de datos y los diferentes enfoques. En la seccio´n 3 se presenta el
me´todo utilizado. En la seccio´n 4 se muestran los experimentos realizados y los
resultados obtenidos. Finalmente en la seccio´n 5 se presentan las conclusiones y
los trabajos a futuro.
2. Clustering sobre un ﬂujo de datos
El a´rea de miner´ıa de ﬂujo de datos es la encargada de procesar ﬂujos de datos
con la intencio´n de extraer conocimiento u´til, en la mayor´ıa de los casos, para
la toma de decisiones. Dentro de la miner´ıa de datos el clustering es una tarea
muy utilizada para descubrir co´mo se relacionan los datos analizados entre s´ı.
Cuando el volumen de datos a analizar es muy grande aparecen nuevas te´cnicas
para realizar clustering sobre ﬂujos de datos.
La tarea de clustering sobre ﬂujos de datos consiste en agrupar los datos
disponibles en un nu´mero de grupos preestablecido utilizando para ello alguna
me´trica de similitud. Los algoritmos convencionales de clustering, que traba-
jan sobre una base de datos, actualizan los correspondientes centroides de los
clusters utilizando los vectores n-dimensionales de aquellos datos que esta´n ma´s
cerca del propio centroide. As´ı, para cada dato d, se busca el centroide ma´s cer-
cano y se asigna a e´ste el dato d. Al ﬁnalizar una iteracio´n del algoritmo, cada
cluster actualiza su centroide utilizando todos los datos que le fuera asignado.
Este proceso continu´a un nu´mero signiﬁcativo de iteraciones hasta conseguir un
cierto equilibrio entre los centroides. En un escenario donde los datos vienen de
manera continua este enfoque no es posible llevar a cabo ya que el volumen de
informacio´n a almacenar es muy grande y potencialmente inﬁnito. Por ello, se
han propuesto diferentes variantes para poder realizar clustering sobre un ﬂujo
de datos.
La mayor parte de las te´cnicas propuestas para el procesamiento de ﬂujos de
datos se pueden enmarcar en dos enfoques principales. Uno de ellos son los algo-
ritmos que, ante la imposibilidad de almacenar todos los datos y utilizarlos para
calcular el nuevo centroide, hacen uso de descriptores de clusters. Los centroides
se actualizan inmediatamente ante la llegada de un nuevo dato o bien ante la
acumulacio´n de alguna evidencia de que el centroide debe ser actualizado. Estos
algoritmos son modelos que procesan cada dato una u´nica vez [1][22][23][24].
El otro enfoque es utilizar ventanas temporales y deslizantes de taman˜o ﬁ-
jo donde almacenan los n u´ltimos datos recibidos, o los n ma´s representativos
[25][26] [27] [28][29]. La principal desventaja de estos algoritmos es que el taman˜o
de ventana se establece a priori y que e´ste depende fuertemente de la velocidad
del ﬂujo de datos. Cuando no se conoce de antemano la frecuencia de llegada de
los datos o cuando e´sta puede variar a lo largo del tiempo, elegir un taman˜o de
ventana adecuado representa un desaf´ıo.
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2.1. Trabajos relacionados
En el trabajo presentado en [30] aplican la idea de microclusters, el objetivo es
realizar muchos clusters de taman˜o reducido para luego utilizar alguna te´cnica
aglomerativa y determinar co´mo quedan formados los clusters a partir de la
informacio´n recolectada por los microclusters. En este trabajo proponen que
cada microcluster solo guarde el vector centroide y un peso que mide la densidad
del a´rea o volumen del propio microcluster.
Esa misma idea es utilizada en [31] que adema´s explota el uso del paradigma
Hadoop MapReduce para llevar a cabo la tarea. Este trabajo utiliza una segunda
fase para realizar un pulido de los microclusters y eliminar aquellos que ya no
son relevantes. En [32] se profundiza en esta idea almacenando en cada cluster, el
vector centroide, la cantidad de elementos pertenecientes al cluster, una medida
de distorsio´n del cluster y el timestamp del u´ltimo elemento incorporado en el
cluster. Un trabajo de caracter´ısticas similares se puede encontrar en [33], que
adema´s de almacenar tres descriptores por cluster tambie´n presenta un algoritmo
de dos etapas, una online y otra oﬄine de pulido de informacio´n.
Todos estos trabajos tienen el mismo problema que cada cluster so´lo guarda
informacio´n resumida de todos los elementos pertenecientes en e´l. Ello representa
un gran inconveniente al momento de realizar una actualizacio´n de los clusters
ya que solo poseen parte de la informacio´n y cada cluster esta´ sesgado ba´sica-
mente por un centro y un radio, sin poder guardar la topolog´ıa de los datos que
pertenecen a un cluster.
Por otro lado, en [34] se utiliza ma´s informacio´n de los datos aplicando una
ventana deslizante de taman˜o ﬁjo mientras que en [35] se emplea support vector
machine (SVM) para realizar el clustering tratando el ﬂujo en porciones de
taman˜o ﬁjo.
Cualquier algoritmo de clustering consigue mejores resultados si cuenta con
todos los datos para poder actualizar los centroides. En un entorno de trata-
miento de un ﬂujo resulta u´til poder contar con un gran nu´mero de datos el
mayor tiempo posible. En este trabajo se implemento´ el algoritmo K-means [21]
el cual fue adaptado para ser ejecutado en el framework Hadoop MapReduce
utilizando la te´cnica del manejo de ventana temporal presentado en [20].
3. Clustering sobre MapReduce
En [20] se presenta una te´cnica que gestiona de manera dina´mica una ventana
de datos recolectados de un ﬂujo. Esta te´cnica permite que en cada iteracio´n
del algoritmo de clustering cuente con la mayor cantidad de datos posible. El
taman˜o de la ventana temporal es adaptada en funcio´n de la frecuencia del ﬂujo,
la cantidad de datos almacenados para su procesamiento y el tiempo que le lleva
a la tarea de clustering lograr el resultado parcial con el lote de datos actual,
manteniendo el mayor taman˜o posible del ﬂujo disponible dentro de la ventana.
De esta manera, el algoritmo que realiza la tarea de clustering utiliza cada dato
durante un nu´mero signiﬁcativo de iteraciones.
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La te´cnica propuesta en [20] consiste en dos tareas. La primera se basa en la
captura del ﬂujo de datos y su correspondiente almacenamiento, que se ejecuta de
manera continua. El data stream es le´ıdo de forma online, y los datos recolectados
se van guardando en un buﬀer el cual es almacenado en un archivo dentro del
directorio de trabajo en el HDFS.
La segunda tarea lleva a cabo el procesamiento del algoritmo de stream mi-
ning (en el caso puntual de este trabajo, una tarea de clustering) la cual realiza
su ejecucio´n en el framework MapReduce utilizando como entrada todos los ar-
chivos que esta´n dentro del directorio de trabajo en el HDFS. A medida que se
colectan datos del ﬂujo, estos son almacenados en un nuevo archivo. Cuando el
taman˜o total de los mismos supera un umbral, los archivos ma´s antiguos son
eliminados, generando as´ı el corrimiento de la ventana de datos.
El funcionamiento de un trabajo MapReduce esta´ basado en dos fases. La
primera etapa (Map) consiste en asociar cada dato le´ıdo con una clave, es decir,
toma un conjunto de datos de entrada y los convierte en otro conjunto de datos
donde los elementos son convertidos en tuplas (par de clave/valor). Finalizada
esta etapa se ejecuta la segunda fase (Reduce) donde cada proceso reductor
(reducer) recibe todos los valores asociados con una misma clave para ﬁnalmente
realizar la tarea propiamente dicha, la cual es espec´ıﬁca del problema a resolver
y escrita por el programador.
En este trabajo, en la etapa de MapReduce se realiza el procedimiento de una
iteracio´n del algoritmo de clustering el cual esta´ basado en el algoritmo K-means.
El nu´mero de clusters a encontrar es determinado al comienzo del proceso y los
centros iniciales son seleccionados al azar.
La ejecucio´n del trabajo MapReduce comienza cuando el buﬀer del stream
almacena los primeros b datos del ﬂujo. En ese momento se guardan todos los
datos acumulados en un archivo dentro de un directorio de trabajo en el HDFS
y se lanza su ejecucio´n.
El conjunto de centroides C es pasado al proceso Map y e´ste busca para cada
vector v le´ıdo cua´l es el centroide cb ma´s cercano. En la salida escribe pares
clave-valor donde la clave es cb y como valor el propio vector v.
Para aprovechar al ma´ximo la capacidad del co´mputo paralelo se crean K
reducers, los cuales cada uno recibe todos los vectores correspondientes a un
mismo cluster y con ellos calcula el nuevo centroide del mismo, que resulta
de calcular el vector promedio entre todos los vectores recibidos. Cada reducer
escribe como salida el nuevo centroide calculado adema´s de todos los vectores
que pertenecen al cluster. Esto u´ltimo permite tener informacio´n de co´mo esta´n
conformados los clusters al ﬁnalizar una etapa MapReduce.
Cuando el trabajo MapReduce ﬁnaliza, se lee del directorio de trabajo el
nuevo conjunto de centroides C. Luego se ejecuta un nuevo trabajo MapReduce
para ir reﬁnando el procedimiento de clustering y de esa manera lograr que los
centroides converjan. Este proceso iterativo continu´a hasta ejecutar un nu´mero
ma´ximo de iteraciones, o hasta alcanzar un equilibrio donde los centroides no
cambian signiﬁcativamente de una iteracio´n a otra.
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Mientras el trabajo MapReduce ejecuta el algoritmo de clustering, el proceso
de streaming continu´a con la captura de datos llenando un nuevo buﬀer. Se guar-
da hasta b datos de este buﬀer en un archivo nuevo. Esta condicio´n existe para
evitar que se escriban archivos con gran cantidad de datos y que la ventana sea
reemplazada en su totalidad, logrando as´ı un desplazamiento leve de la misma.
4. Experimentos realizados y resultados obtenidos
Para la realizacio´n de los ensayos se utilizo´ un ﬂujo de datos pu´blicos prove-
niente de Twitter, el cual posee 778072 tweets en espan˜ol recolectados durante
el desarrollo de la Copa Ame´rica Centenario el cual se llevo´ a cabo del 3 al 26
de junio del 2016 en Estados Unidos. La captura de los datos se realizo´ desde
el 30 de mayo al 10 de julio del 2016, utilizando la librer´ıa de Java Twitter4J
[36] para acceder a los datos mediante la API de Twitter Streaming [37]. Estos
tweets han sido procesados para remover URLs, emojis, ima´genes y s´ımbolos de
puntuacio´n.
Los textos de los tweets fueron procesados para convertirlos en vectores bina-
rios de 95 dimensiones. Debido a que los tweets tienen una longitud muy reducida
(140 caracteres como ma´ximo), cada elemento del vector representa la ausencia
o presencia de una palabra en particular. En todos los ensayos se utilizo´ la dis-
tancia del coseno (ecuacion 1) como medida de similitud para la ejecucio´n del
algoritmo K-means ya que es la ma´s utilizada en estos tipos de problemas [38].
De manera arbitraria se eligio´ un K=5 para realizar el clustering.
cosine dist(x, y) = 1− x · y|x|.|y| (1)
La ﬁgura 1 muestra la frecuencia de llegada de los tweets. Dado que el ﬂujo
de datos recolectado duro´ 42 d´ıas, para llevar a cabo los experimentos se trans-
formo´ el data stream reduciendo la duracio´n entre el primer y el u´ltimo tweet
recolectado, cambiando so´lo la duracio´n de todo el ﬂujo, manteniendo la frecuen-
cia relativa de llegada de los tweets. Se realizaron cuatro modiﬁcaciones, las que
se denominaron como stream50, stream100, stream250 y stream500, la duracio´n
ﬁnal de cada ﬂujo es de aproximadamente 20, 10, 4 y 2 horas, respectivamente.
La cantidad de tweets manejados por el algoritmo en cada una de sus iteraciones
puede verse en la ﬁgura 2.
Las pruebas se realizaron tomando una conﬁguracio´n de los para´metros men-
cionados en [20] obtenida de manera emp´ırica a partir de la combinacio´n de los
mismos que mejor se adapta al ﬂujo de datos analizados, teniendo en cuenta el
nu´mero de etapas interrumpidas del algoritmo y los valores dado por el coeﬁ-
ciente de renovacio´n (r) que se menciona en dicho trabajo. Esta conﬁguracio´n
esta´ dada por un taman˜o de buﬀer inicial de 1000 tweets, un factor que determi-
na el taman˜o inicial de la ventana de 50, un factor de extensio´n del taman˜o del
buﬀer de 0.5, un umbral de determinacio´n de convergencia de 0.01 y el nu´mero
de iteraciones ma´ximas por cada etapa de 4.
Se realizo´ la comparacio´n de los centroides ﬁnales que resultaron de la eje-
cucio´n del algoritmo de clustering luego de procesar cada uno de los ﬂujos. Se
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Figura 1: Frecuencia de llegada de los tweets
(a) Stream50 (b) Stream100
(c) Stream250 (d) Stream500
Figura 2: Cantidad de tweets manejados por el algoritmo en cada una de sus
iteraciones
cotejaron los centroides ﬁnales de cada ﬂujo todos entre s´ı, y tambie´n se hizo la
comparacio´n de cada uno de los ﬂujos con el resultado obtenido por el algorit-
mo K-means secuencial (Km-sec) donde se utilizo´ todo el conjunto de datos en
cada una de las iteraciones. La comparacio´n entre los clusters de dos ﬂujos se
realizo´ midiendo la distancia coseno entre el centroide resultado de un ﬂujo y el
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centroide del segundo ﬂujo. Esta distancia se midio´ en cada par de centroides,
luego se sumaron todas las distancias para medir el grado de corrimiento entre
los centroides de los dos ﬂujos. El cuadro 1 muestra el grado de corrimiento de
los centroides entre todos los ﬂujos y el Km-sec. Se puede observar que la dife-
rencia ma´s grande ocurre entre el ﬂujo stream500 y el Km-sec (en rojo), mientras
que la menor diferencia ocurrio´ entre el ﬂujo stream250 y stream50 (en azul).
Stream250 Stream100 Stream50 Km-sec
Stream500 6.57E-11 3.28E-11 6.44E-11 6.81E-11
Stream250 3.51E-11 4.20E-12 6.53E-11
Stream100 3.00E-11 5.20E-11
Stream50 6.39E-11
Cuadro 1: Grado de corrimiento de los centroides
Al realizar la comparacio´n entre los centroides individualmente se observa que
la mayor diferencia ocurre entre el cluster 3 del ﬂujo stream500 y el stream250
con una diferencia de 2.86E-11. La menor diferencia ocurre en el cluster 1 entre
el ﬂujo de stream250 y stream50 con una diferencia de -2.22E-16. La tabla con
estos valores no esta´ incluida por falta de espacio.
Para la experimentacio´n se utilizo´ una hoja de un Blade de 8 hojas, con 2
procesadores quad core Intel Xeo´n e5405 de 2.0 GHz en cada una de ellas. Cada
hoja posee 10Gb de RAM (compartido entre ambos procesadores) y cache L2
de 2 x 6Mb entre par de nu´cleos.
5. Conclusiones
En este trabajo se utilizo´ la te´cnica para el manejo dina´mico de una ventana
temporal de un ﬂujo de datos presentado en [20], donde la caracter´ıstica es
maximizar el taman˜o de dicha ventana permitiendo que cada dato recolectado
del ﬂujo sea utilizado por el algoritmo de clustering la mayor cantidad de veces
posibles.
Se midio´ el manejo del buﬀer utilizando una tarea de clustering con el algo-
ritmo K-means [21] implementado en el paradigma MapReduce. El algoritmo se
evaluo´ con un ﬂujo de datos donde se aumento´ la frecuencia de llegada de los
datos en 50, 100, 250 y 500 veces. Los resultados obtenidos permiten observar
un manejo eﬁciente de los datos produciendo resultados muy similares a los que
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