Modified Green's functions and the third boundary value problem for the Helmholtz equation  by Angell, T.S & Kleinman, R.E
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 97, 81-94 (1983) 
Modified Green’s Functions and 
the Third Boundary Value Problem 
for the Helmholtz Equation *,+ 
T. S. ANGELL AND R. E. KLEINMAN 
Department of Mathematical Sciences, Uninersity of Delaware, Newark, Delaware 19711 
Submitted by C. L. Dolph 
1. INTRODUCTION 
It is well known that the application of boundary integral equation 
methods to the exterior Dirichlet and Neumann boundary value problems for 
the Helmholtz equation results in Fredholm equations which fail to have 
unique solutions at eigenvalues of the interior adjoint problem. As has often 
been pointed out, the non-uniqueness is an artifact of the integral equation 
method since the exterior boundary value problems are themselves uniquely 
solvable. 
A number of devices have been proposed to produce solutions to these 
exterior boundary value problems using integral equations which do have 
unique solutions (see, for example, Brakhage and Werner [ 11. Burton and 
Miller 121, Jones [3], Kleinman and Roach [4], Leis 151, and Ursell 161). 
Recently Kleinman and Roach [7,8] have discussed modified Green’s 
functions for the Dirichlet and Neumann problems and have shown how, by 
appropriate choice of parameter, one may not only produce a modification 
of the kernel which is free from real eigenvalues but also is a best possible 
choice according to one of a number of specified criteria, e.g., closest in the 
L, operator norm to the true Green’s function. 
In this note we extend this analysis to the more complicated case of the 
Robin or third boundary value problem. In doing so we follow the analysis 
of our earlier paper [9] in which we treated this boundary value problem for 
generalized L, boundary data. We begin with a more precise description of 
the problem and a summary of the results of this latter paper which we will 
find useful. 
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2. FORMULATION OF BOUNDARY INTEGRAL EQUATIONS 
Let D- denote a bounded domain in R3 with boundary i?D which is a 
closed Lyapunov surface with index 1. This implies among other things that 
the unit normal is Lipschitz continuous on aD. We denote the exterior of aD 
(i.e., the complement of D- U i3D in R3) by D, . 
Let R = R(P, Q) denote the distance between two typical points P and Q 
in R3. A fundamental solution of the Helmholtz equation (V’ + k*) u = 0, 
Im k > 0, is a two-point function of position, yo(P, Q), which for convenience 
we write in the form 
yo(P, Q) := -eikR/2zR. (2.1) 
Complex conjugates will be denoted throughout by a bar, e.g., yO. If T(P, Q) 
is a radiating solution of the Helmholtz equation in both P and Q then 
Y~(J’, Q> := W, Q> + W’, Q> (2.2) 
is also a fundamental solution in D, U aD. 
We denote by a/&z, differentiation in the direction of the unit vector ti, 
normal to aD at the point p E 30. We emphasize that, throughout, we shall 
assume that 6, is the outward drawn normal with respect o D- , that is, n^, 
is directed from aD into D, . Further, we shall write a/an; and a/an: to 
denote the normal derivative when P -+p E aD from D- and D, , respec- 
tively. A point P E D, is assumed to have spherical polar coordinates 
(rp, 0,, 4,) relative to a Cartesian coordinate system erected with origin in 
D -. 
Let (,S,p)(P) and (Dip)(P), j = 0, 1, denote the effect at the point P E R” 
of single layer and double layer distributions, respectively, on aD of density 
p. Thus 
and 
(sjPu)(P):= ,( P(q) Y~(P, Q> dsq, 
aD 
PE R3\{0}, (2.3) 
(DjW>:= jaD c1(q) 2 (P, Q> 4, PER3\{0}, j=O, 1. (2.4) 
9 
Further, for p E aD we define 
(KjP)(P) :=I rU(q) 2 (P, S) dsq, j=o, 1. 
aD P 
(2.5) 
Notice that Kj is a completely continuous operator on L,(aD) (Mikhlin 
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[IO]). Jump conditions for the single and double layer potentials on LYD can 
be expressed in terms of Kj and its L,(aD) adjoint KT which is given by 
(K~*P)(P> := i,, PO?) 2 (~3 4) ds,. 
4 
In terms of Kj the jump conditions are 
(2.6) 
(2.7) 
and 
JiF* Dj,U = F p + Kj *,u, pEaD. (2.8) + 
We remark that the single and double layer operators with unmodified 
Green’s function and P E D- can be considered as operators with range in 
L,(D-) and, as such, are continuous operators from L,(dD) to L,(D J (see, 
e.g., Miranda [ 111). This is no longer true if y,, is replaced by y,. 
The following notation and definitions are recalled from [4]. Those real 
values of k for which the equation $ - KjG = 0 has nontrivial solutions, 6, 
will be called characteristic values of Ki. Similarly, those rea! values of k for 
which $ + Kit4 = 0 has non-trivial solutions, @‘, will be called characteristic 
values of (-Kj). We note that if k is a characteristic value of K,i then it is 
also a characteristic value of Kj*_[ 12, Chap. XIII, Sect. 1.31 and trivially it is 
also a characteristic value of K and K*. Similarly, (-Kj), (-K,?), (-cj), 
(-El+) have the same characteristic values, which may differ from the 
preceding. Further, if 6 is a nontrivial solution of 6 f KjG = 0, then 6 is a 
nontrivial solution of &Kj&O, and 6* f K,+@* = 0 implies 
@* f i?,? W* = 0. Hereafter, an elevated index zero, for example +‘, will 
indicate that the function concerned is a solution of a homogenous equation. 
The values of k for which there exist nontrivial solutions of the 
homogeneous Helmholtz equation in D- with vanishing normal derivative on 
aD will be called eigenvalues of the interior Neumann problem. Similarly, 
eigenvalues of the exterior Neumann and exterior and interior Dirichlet 
problems are those values of k for which there exist nontrivial solutions of 
the corresponding boundary value problem. 
It is well known [ 13, Vol. IV, Sect. 2291 that there are no eigenvalues of 
the exterior problems, but there are eigenvalues of the interior problems, and 
furthermore these eigenvalues are real (Stakgold [ 14, p. 1371). 
We will be concerned with the following boundary value problem: 
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Exterior Robin Problem 
(V’ + k2) U(P) = 0, PED,, (2.9) 
g + O(P) U(P) = g(P)> PEED, 
P 
(2.11) 
where g E L,(aD) and CJ E L,(dD). Here we consider the boundary values 
being taken on in a generalized L, sense. Thus Eq. (2.10) is understood to 
hold almost everywhere on 8D (for details ee [9, 1 I]). In our paper [ 9 ] we 
showed that one may employ the Helmholtz representation to derive a pair 
of boundary integral equations whose unique solution yields a solution of the 
boundary value problem (2.9)-(2.11). Specifically, these equations are, in 
our present notation, 
and 
(I + zz$ + S,u) 24 = s, g (2.12) 
(--o+K,o+D,,)u=K,g-g (2.13) 
where D,, is the normal derivative of the double layer with unmodified 
Green’s function yo. In [9] it was shown that this pair of equations has a 
unique solution. However, the simultaneous system, especially ,since the 
second equation involves the complicated operator DOn, is not ideally suited 
for constructive methods. 
It is easily shown that the derivation of Eqs. (2.12) and (2.13) may be 
repeated using the modified Green’s function y1 resulting in the boundary 
integral equations 
(z+K:+S,o)u=S,g (2.14) 
and 
(-u+K,u+D,,)u=K,g-g. (2.15) 
Our goal here is to show that the function T(P, Q) may be chosen so that 
Eq. (2.14) itself has a unique solution for all real k and that (2.15) need not 
be considered. Moreover we will show that r may be chosen in such a way 
that the modified operators possess additional desirable properties. 
Observe that the homogeneous form of (2.14) will have nontrivial 
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solutions if and only if the homogeneous adjoint equation has non-trivial 
solutions. Because of this we will confine attention to the operator equation 
(z+K, +aS,)~=O (2.16) 
since 
(Z+K,*+S,o)*=(Z+K,+c!7,) (2.17) 
and (2.16) will have non-trivial solutions if and only if its complex conjugate 
does as well. 
3. UNIQUE SOLVABILITY 
To establish the desired result we will need a number of results analogous 
to those established in 171. We state these results in the form of two lemmas. 
Before doing this, however, we establish some additional notation. As in 17 1 
we define normalized spherical wave functions 
c:;(P) := 
1 . 
- &(2n + 1) 
(n -m)! “* 
(n t m)! i 
Z~,‘(kr,) Pf(cos 8,) cos rnqh, 
(3.1) 
and 
Se,$(P) := 
where 
1 * 
-&2n t 1) 
(n - m)! 'I* 
(n + m)! i 
Z:q’(kr,) Py(cos 8,) sin m#, 
(3.2) 
1 l,m=O E, = 2,m>O’ 
Pr(cos 0,) are the associated Legendre polynomials and Z>‘(kr,) are the 
spherical Bessel and Hankel functions 
Zf,(kr) = hb’)(kr), Z;(h) =j,(kr). (3.3) 
Furthermore we follow [8] and define 
(3.4) 
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where 
n* + II 
1:=2+m, Q<m<n (3.5) 
uniquely determines I if (n, m) is given whereas if 1 is given, a unique pair 
(n, m) is determined by 
n := 
-1 t \/l t 81 
I 2 ’ 
(3.6) 
where [.I denotes the greatest integer function. 
This notation has the advantage that expressions of the form 
may be simply written as 
if we set a2, := a,,,,, and a2,+, = b,,. 
Now we recall the following useful results. 
(3.8) 
LEMMA 3.1. For Imk>O, (ZtK,)d=O if and onfy ifSjG=O, for 
p E aD. Moreover for j = 0, So G = 0 if and only if k is an eigenvalue of the 
interior Dirichlet problem. 
This last result is proven in [ 7 1 (and in the case j = 0 in [ 41). We note 
that, as a result of the lemma, if Sjti = 0 then clearly ti t KjG t aSjG = 0. 
The fact that characteristic values of -K, are identical with eigenvalues of 
the interior Dirichlet problem does not generalize to K, because r(P, Q) is 
not defined throughout D- . However, the following result is proven in 17 1. 
LEMMA 3.2. If 
with either a, = 0 or I2a, t 11 < 1 and if k is a characteristic value of-K, 
then k is an eigenvalue of the interior Dirichlet problem. Moreover if 
I2a, + 11 < 1 for every 1 then -K, has no characteristic values. 
In the present circumstance we must prove a slightly more complicated 
result. 
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THEOREM 3.1. Zf T(P, Q) is as in Lemma 3.2 and if I2a, + 11 < 1 for all 
1 then the integral equation 
(I + Kj + oSj) 6 = 0, (3.10) 
where j = 0 when Im k > 0, and j = 1 when Im k = 0, has no non-trivial 
solutions for Im k > 0, arg k < arg u < arg k + 7~. 
Proof. Suppose that, on the contrary, ti is a non-trivial solution of 
Eq. (3.10). Now define a function u in D, by 
u(P) := (SjG)(P) PED,. (3.11) 
The jump condition (2.7) for Sj then yields 
$ (P) = (I+ Kj) $(P>, p E c?D 
and since 6 satisfies the integral equation (3.10) we have 
(3.12) 
That is, the function u satisfies the homogeneous exterior Robin problem and 
so, by the uniqueness theorem proven in 191, u vanishes identically. Now 
note that since 6 is a solution of Eq. (3.10) and SjG = 0, it follows that ti is 
a non-trivial solution of (I + Kj) 6 = 0. But since the coefficients a, have 
been chosen to satisfy the assumptions of Lemma 3.2, that result shows that 
-K, has no characteristic values, whereas Lemma 3.1 shows that G must 
vanish for Im k > 0. This contradiction establishes our result. 
Observe that in the course of this proof we have established, with 
Lemma 3.1, the following. 
COROLLARY. Zf Im k > 0 and arg k < arg a < arg k + 7c then 
Sj@ = 0 ifand only f(Z + Kj) G = 0 
ifand onZy if(Z + Kj + Sj) d = 0, 
wherej=O when Imk>O, andj= 1 when Imk=O. 
4. OPTIMAL COEFFICIENT CHOICES 
(3.14) 
Having shown that the coefficients a, may be chosen so as to ensure 
unique solvability of the boundary integral equation (2.14) we turn to the 
question of how best to choose these coefficients, since the requirements of 
88 ANGELLAND KLEINMAN 
Theorem 3.1 allow considerable latitude of choice. For example, following 
the procedure in [7] for the Dirichlet and Neumann problems, we may 
choose the coefftcients so as to minimize the mean square difference between 
the modified Green’s function and the exact Green’s function on 
circumscribing spheres. Recall that the exact Green’s function for the Robin 
problem satisfies the boundary condition 
$ (PT 4) + 4q) YP, 4) = 02 PED,, qE8D. (4.1) 
9 
Thus we may choose the coefftcients so that modified Green’s function best 
approximates this boundary condition. This result is contained in 
THEOREM 4.1. If the modified Green’s function is given by 
then the quantity 
J= 
2 
ds, 
is minimized on every sphere of radius A > max,Ea,, 1 q ( by choosing 
(4.2) 
(4.3) 
(4.4 )
where (a, .) and 1). 11 are the usual complex inner product and norm on 
L*@D)* 
Proo$ Using the expansion of y. in present notation we may rewrite 
(4.2) as 
~7 = 5 V:(Q) + a; 5(Q)) W’>~ F’l>lQl (4.5) 
I=0 
where a; is taken to be zero if 1> N. Hence J may be written as 
(4.6) 
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Interchanging orders of integration and using the orthogonality of {VT} on 
spheres this becomes 
However the integral in (4.7) may be rewritten as 
1 
2 
(4.8) 
which is clearly minimized if a: is chosen to make the last term vanish, i.e., 
if (4.4) holds. This establishes the desired result. 
As in the case of the Neumann problem [7], we have no proof that the 
choice (4.4) satisfies the condition for unique solvability although we do 
demonstrate this for one of the other choices given below. 
Another way to choose the coefftcients optimally is to minimize the norm 
of the boundary integral operator as in [8]. The advantage lies in the fact 
that the boundary integral equation will be shown to be solvable by iteration 
for a class of surfaces. As in [8] we denote by {VT’} functions satisfying 
(VT, V;‘!) - s,,,. (4.9) 
Then we have the following 
THEOREM 4.2. If K, + US, is given by 
([K, + us,1 W)(P) 
= j 
aD 
w(q) (; + O(P)) (I’&‘, s) + ,io a/ V;(p) V;(q)) ds, 
= (K, + US,): + 5 a, [y + u(p) V;(p)] (w, c) (4.10) 
I=0 P 
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then )I K, + US, 11 is minimized if a, are chosen to be 
(K, + US,,) CL, $ +f7v ) 
a, := - (4.11) 
ProoJ The operator norm will be minimized if the coefficients in the 
modification minimize lI(K, + as,) WI/* for each w E L,(aD). In the present 
notation 
ll(Kl + OS, I)* =
II 
(K, + US,) w + 5 aI 
I=0 [ 
F + o(p) v;(p)] (w, c)ii *. 
(4.12) 
For convenience set 
fr(p) := F + o(p) lqp). (4.13) 
Then 
lICKI + OS,) wll’ = (K, + OS,) w + i a,f,(w, c), (K, + US,) w 
I=0 
= ll(K, + aSo) wll* + ,Go a,(W v:,(.L (Ko + OS,) w) 
N 
+ )‘ a,(~, V;)((K, + aso> wf,) 15 I I 
+ 2 <’ a,&(w, c)(w, Vy)(fi,f,). 
I=0 PO 
(4.14) 
Necessary conditions for a minimum are the vanishing of the derivatives 
with respect to real and imaginary parts of aj or, equivalently, the vanishing 
of derivatives with respect to aj and aj separately, hence 
(w, v~)(f;., (K, + aSo) w> + $ as(w, vT><w, ~><&L.> = 0. (4.15) 
s-0 
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Eliminating the factor (w, vy) and using the facts that (w, c) = (c, w) and 
(K, + US,)* = K,* + rod equation (4.15) may be rewritten as 
(4.16) 
Since this is to be true for every w E L,(XI) it follows that 
a.e. on i3D. (4.17) 
Forming the inner product of the complex conjugate of (4.17) with VT1 and 
using the orthogonality (4.9) we obtain 
((f$ + SOO)f,, vT’) + aj Il~ll’ = OY (4.18) 
from which 
a, =_ ((K$ + S,c@, q”, =_ t.& No + USO) w 
J IIJ;.II’ llfill’ 
= - ((Ko + aSo) v;‘>fj) 
(4.19) 
Ilfill’ . 
Changing the free index from j to 1 and substituting (4.13) for f, shows that 
a, defined by (4.11) satisfies the necessary condition for an extremal. That 
this is indeed a minimum may be assured in the same way as was done for 
the case u = 0 in [S]. However, it is clear by inspection of (4.14) that 
ll(K1 + US,) w]]* cannot have a maximum since choosing all but one of the a, 
to be zero say for 1 = r leads to an expression which is unbounded as I ai/ 
increases for all w such that (w, v;) # 0. 
Although Eq. (4.11) does define cz, optimally the definition involves 
constructing {VT’} explicitly and this is a formidable task. However, 
following the analysis of Section 6 in [8], we may achieve considerable 
simplification on boundaries which are perturbations of spheres, namely 
surfaces which are given parametrically by 
where w, aw/M, and (l/sin @(a~/+) are all bounded. For such surfaces it 
was shown that 
I 
V’ = I( Gl,, + O(E) (4.21) 
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and moreover it is also true that 
(4.22) 
where P E i?D is given by 
P = P, + &y?p, P, E aD, (4.23) 
and aD, is the sphere of radius a. 
The symbol (e, s),, denotes the inner product on that sphere. Similarly 
SC = f Vf(P)( VT, VT) + f VT(P)( V(, Vy) + O(E). (4.24) 
We may simplify (4.11) considerably with these results. Specifically 
(K,+oSo)~,~+oV;) 
=-- 
II 
+ O(E) 
1 ((~+~+w+ (~+ov;)(v;,v;.),~+dyj + O(E) 
=-- 
2 II ~+“v~~‘llY;l12 
I 
Wp 
1 ( g+uv;, -+uv; an 1 
- 
2 I/ Wp 
-+uvp 
an 
0 2 
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Thus the coefficients which minimize the operator norm of the boundary 
integral operator for the Robin problem are given explicitly by (4.25) 
without having to construct the dual basis. 
Finally we show that this definition of the coefficients leads to uniquely 
solvable integral equations for all real k and u without restriction tosurfaces 
which are perturbations of spheres. This is the content of 
THEOREM 4.3. If aD is not a sphere and 
1 
c[/:=-- 
1 (Vf, VT) 
2 2 II ml’ ’ (4.26) 
then (I + K, + US,) 6 = 0 has no non-trivial solutions for Im k = 0 and 
Imo=O. 
Proof: With Theorem 3.1 it is sufficient to show that /2a, + 11 < 1. But 
f3Vi 
i 
y$- + uv;, 
W; 
-+avg 
pa,+ II= - 
1 
II 
av~ an 2 _ (V;‘7 VY) + 1 
--‘+uv; 
II 
II m2 
an 
-i 
Wp 
--+uY;-2g-2uV;, 
W; 
an 
an+uv; 
1 
2 fw 
II II 
2 
+ (v; - 2v;, VT) 
an+uv; 211 VFII’ . 
But as is easily verified from the definitions (3.1)-(3.4) 
Iv;-2v;(=IF$ 
hence 
I2a, + 1 I < c 
ai;;: 
,-+uq, 
aVy 
x+uv; 
1 IKC m 
2 
II 
W; 2 
x+uv; 
II 
+ 2 II m2 
II 
aq -+uFy an 
< I/ KC V>I 
2 w 
Ii II 
2 
F+uv: 
+ 2 11 vy2 . 
(4.28) 
(4.29) 
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Since CT is real llac/~% + r~cll = liaV~/& + oV;IJ hence 
and for all non-spherical surfaces it was shown in [7] that 
I(c, VT)l/ll V,ll’ < 1 hence I2a, + 11 < 1 and the theorem is proven. 
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