Abstract. This paper presents a comparative study on five feature selection heuristics applied to a retinal image database called DRIVE. Features are chosen from a feature vector (encoding local information, but as well information from structures and shapes available in the image) constructed for each pixel in the field of view (FOV) of the image. After selecting the most discriminatory features, an AdaBoost classifier is applied for training. The results of classifications are used to compare the effectiveness of the five feature selection methods.
Introduction
Automatic vessel segmentation in retinal images is very important, as the retinal vasculature may reveal vascular and nonvascular pathologies.
In the literature supervised methods have been used for vessel segmentation. Pixel classification based on supervised methods require hand-labeled ground truth images for training. Sinthanayothin et al. in [13] classify pixels using a multilayer perceptron neural net, for which the inputs were derived from a principal component analysis (PCA) of the image and edge detection of the first component of PCA. In [12] a simple feature vector is extracted for each pixel from the green plane and then a K-nearest neighbor (kNN) is used to evince the probability of being a vessel pixel. Another supervised method, called primitive-based method, was proposed in [16] . This algorithm is based on the extraction of image ridges (expected to coincide with vessel centerlines) used as primitives for describing linear segments, named line elements. Consequently, each pixel is assigned to the nearest line element to form image patches and then classified using a set of features from the corresponding line and image patch. The feature vectors are classified using a kNN-classifier. The method presented by Soares et al. in [14] produces also a segmentation after a supervised classification. Each image pixel is classified as vessel or non-vessel based on the pixel feature vector, which is composed of the pixel intensity and two-dimensional Gabor wavelet transform responses taken at multiple scales. A Gaussian mixture model (a Bayesian classifier in which each class-conditional probability density function is described as a linear combination of Gaussian functions) classifier is then applied to obtain a final segmentation. Feature selection is applied only by Staal et al. in [16] . The scheme used is the sequential forward selection method. The selection method starts with a null feature set and at each step, the best feature that satisfies the criterion function (the area under the receiver operating characteristic curve) is added to the feature set. The set with the best performance is chosen, after all features have been included.
Feature selection is used as a preprocessing step to machine learning, because is effective in reducing dimensionality, removing irrelevant data and increasing learning accuracy. Algorithms that perform feature selection can be divided into two categories: the filter model and the wrapper model. The filter model is computationally efficient especially when the number of features is very large, because it doesn't involve any learning algorithm when selecting features. It relies only on general characteristics of the training data, while the wrapper model needs one predetermined learning algorithm in feature selection and uses its performance in order to evaluate and determine which features are selected.
We have developed a new supervised method for retinal vessel segmentation called FABC. The method is based on computing feature vectors for every pixel in the image and training an AdaBoost classifier with manually labeled images. The feature vector is a collection of measurements at different scales taken from the output of filters (the Gaussian and its derivatives up to the 2 order, matched filters and two-dimensional Gabor wavelet transform responses), from the identification of edge and ridge pixels and from other local information which are extracted after computing the Hessian of the image for each pixel. The basic idea is to encode in the feature vector local information (pixel's intensity, Hessian-based measures), spatial properties (the gray-level profile of the cross-section of a vessel can be approximated by a Gaussian curve) and structural information (vessels are geometrical structures which can be seen as tubular). We used an AdaBoost classifier to divide pixels into two classes, i.e., vessels and non-vessel pixels.
In order to analyze the improvement of the computational time, as well as of the accuracy and the performance of the classification, we decided to perform a comparative study on feature selection methods applied as a preprocessing step to the AdaBoost classification of the vessel and non-vessel pixels. In this paper we present five feature selection heuristics, which are evaluating the goodness of features through feature subsets. All five methods are subset search algorithms based on the filter model (as the filter model is computationally less expensive than the wrapper model).
Database and Features

Database
The database we use for testing and evaluating the methods is the public database named DRIVE (Digital Retinal Images for Vessel Extraction). The photographs for the DRIVE database were obtained from a diabetic retinopathy screening program in The Netherlands. Each image has been JPG compressed. The images were acquired using a Canon CR5 non-mydriatic 3CCD camera with a 45 degree field of view (FOV). Each image was captured using 8 bits per color plane at 768 by 584 pixels. The FOV of each image is circular with a diameter of approximately 540 pixels. For this database, the images have been cropped around the FOV. For each image, a mask image is provided that delineates the FOV and also a ground truth segmentation of the vessels ( Figure 1 ). The 
Pixel Features
Features are extracted from the green plane of the retinal images, because in the green plane the contrast between vessel and background is higher than in the blue or red plane. The feature vector consists of the output of filters (items 1 and 2 in the list below), vesselness and ridgeness measures based on eigen-decomposition of the Hessian computed at each image pixel (items 3, 4 and 5), and the output of a two-dimensional Gabor wavelet transform taken at multiple scales (item 6). Moreover the feature vector includes the principal curvatures, the mean curvature and the values of principal directions of the intensity surface computed at each pixel of the green plane image. The value of the root mean square gradient and the intensity within the green plane at each pixel are also included in the feature vector (items 7 and 8). The total number of features composing the feature vector at each image pixel is 41. Four scales are used to detect vessels of different width: √ 2, 2, 2 √ 2 and 4. We give below the list of components of the feature vector.
Gaussian and its derivatives up to order 2. (features 1
st − 24 th in Table 3 Table 3 ) 7. Two-dimensional Gabor wavelet transform response taken at multiple scales. [14] (feature 33 rd in Table 3 Table 3 ) and of the root mean square gradient (feature 41 st in Table 3 ) of the image.
Sample Selection
The training set within the DRIVE database consists of 20 images of size 584 × 565 pixels, hence for training we had to choose from 6, 599, 200 pixels (but we considered only the pixels inside the FOV which are 4, 449, 836). Due to the large number of pixels, only 789, 914 pixel samples where randomly chosen to train the classifier, i.e., 789, 914/20 pixels from each image, keeping the same proportion as in the groundtruth image between vessel and non-vessel pixels. The sample size was computed with a Z-test, considering a confidence level of 95% and a margin of error of 10%.
Feature Selection Heuristics
Feature selection is applied prior to classification, with the purpose to find a subset of features that optimizes the classification process, in terms of accuracy, performance and computational time.
As described in [6] , Correlation-based Feature Selection (CFS) first calculates a matrix of feature-class and feature-feature correlations from training data. Based on these matrices a heuristic for evaluating the merit of a subset of features is computed. The heuristic takes into account the usefulness of individual features and in the same time the level of intercorrelation among them. The hypothesis on which the heuristic is based is: Good feature subsets contain features highly correlated with the class, yet uncorrelated with each other.
The following equation (as in [4] ) formalizes the heuristic:
where M erit S is the heuristic merit of a feature subset S containing k features, r cf is the average feature-class correlation, and r ff is the average feature-feature intercorrelation. The numerator gives an indication of how predictive a group of features are; the denominator of how much redundancy there is among them.
Correlation-Based Feature Selection with Hill-Climbing Search Strategy (Heuristic H1)
In order to find the best subset that has the higher merit without trying all possible subsets, hill-climbing search strategy may be used. The algorithm starts with an empty set of features and generates all possible single feature expansions. The subset with the highest merit is chosen and expanded in the same way by adding single features until all features are added. The subset with the highest merit found during the search will be selected.
Correlation-Based Feature Selection with Best-First Search Strategy (Heuristic H2)
Usually CFS uses a best-first search strategy. Best-first search is similar to hill-climbing search, with the difference that if expanding a subset the merit doesn't maximize, the search drops back to the next best unexpanded subset and continues from there. CFS uses a stopping criterion of five consecutive fully expanded non-improving subsets. The subset with the highest merit, found in this way, is returned when the search terminates.
Consistency-Based Feature Selection with CFS (Heuristic H3)
An inconsistency is defined in [2] as two instances having the same feature values but different class labels. As the consistency measure is applied to each feature and not to a feature subset, in order to choose a minimum number of features that separate classes as consistently as the full set of features does, we sort the set of features by the number of inconsistencies in ascending order and apply a modified CFS to this sorted set. We apply the CFS in order to find the best correlated and consistent subset. The algorithm starts with the set containing only the feature with less inconsistencies. For this subset the merit is computed. The subset is expanded by adding one by one the features from the sorted set described above. The subset with the highest merit is returned as the best subset which is consistent and highly correlated.
Entropy-Based Feature Selection with CFS (Heuristic H4)
The entropy of each feature is defined as −sum(plog 2 (p)), where p is the histogram counts of all the feature values. The smaller a feature's entropy, the more discriminatory the feature; hence we sort the set of features by the entropy values in ascending order and apply the modified CFS described above. The idea behind the modified CFS is not to decide a priori how many features to choose having low entropy, but to choose those highly correlated.
MIT Correlation with CFS (Heuristic H5)
The MIT correlation is based on the t-statistics and it is also known as signal-to-noise statistic. As described in [10] and [5] , the method starts with a data set S containing m feature vectors: 
where n + (resp. n − ) is the number of samples labeled as +1 (resp. −1). Features are then ordered by the score in descending order, as the features with the highest scores will be the most discriminatory features. In the same way as described above, we choose the best subset as the subset with the features highly correlated among, hence we compute the merit with the modified CFS.
Experimental Evaluation
The performances of the classification are measured using receiver operating characteristic (ROC) curves. ROC curves are represented by plotting true positive fractions versus false positive fractions as the discriminating threshold of the AdaBoost algorithm is varied. The true positive fraction (TPF) is determined by dividing the number of pixels correctly classified as vessel pixels (TP) by the total number of vessel pixels in the ground truth segmentation, while the false positive fraction (FPF) is the number of pixels incorrectly classified as vessel pixels (FP) divided by the total number of nonvessel pixels in the ground truth. The axes of the plot are rescaled so the true positives and false positives vary between 0 and 1. The area under the ROC curve (Az) measures discrimination, in our case, is the ability of the classifier to correctly distinguish between vessel and non-vessel pixels. An area of 1 indicates a perfect classification. We compute also the accuracy (ACC), which is degree of veracity of the classification, being the fraction of pixels correctly classified.
Experimental Results
As it can be seen in Table 2 , after applying the heuristics described in Section 4, the number of features recommended by the first heuristic is 7, while the ones recommended by the second one are 4. The third heuristic selects 21 features, the fourth one 20, while for the fifth a set containing 16 features is doing the best separation between classes. Table 1 shows the performance of different methods with or w/o feature selection that have been tested on DRIVE database. The performance is measured by the ROC index, defined as the area under the ROC curve and by the accuracy, defined as the fraction of pixels correctly classified. The performances shown here are those reported on www.isi.uu.nl/Research/Databases/DRIVE/. Our method was tested on an Intel(R) Core(TM)2 Duo CPU (3.16 GHz) with 3326 Mb memory. Feature generation for an image from the DRIVE database takes less than 2 minutes, while the classification of its pixels takes less than 5 seconds. The process of learning the AdaBoost model is computationally more expensive. It takes almost 4 hours when using the full set of features, while after feature selection it speeds up a lot as it can be seen in Table 2 .
Discussion and Conclusion
When selecting features with the consistency-based feature selection, as well as with the entropy-based and MIT correlation feature selection, we don't use an arbitrary number to select top ranked features. In all cases we apply the CFS to strengthen the correlation among features and as well to determine automatically the number of discriminatory features.
We notice from Table 3 , that the features that are playing an important discrimination role (the ones that were selected by all heuristics) are: feature 18 (the 2 order derivative of the Gaussian in the y direction at scale 2 √ 2), feature 26 (the maximum response of a multiscale matched filter using a Gaussian vessel profile) and feature 32 (the one containing information about Staal's ridges).
Even if after feature selection with the proposed heuristics the classification performance doesn't improve, the accuracies achieved outperforms the accuracies of the state-of-the-art approaches (even the one of the second human observer). As it can be seen in Table 2 , of the five proposed selection heuristic the one using MIT correlation appeared to be the best one (it approached the performance obtained by the algorithm without feature selection). The performance of the fifth heuristic, as the one of FABC without feature selection, is still competitive to the best performance (the one achieved in [14] by Soares et al.). 
