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要旨 
 共愛学園前橋国際大学(以下本学)では 2010年 4月よりユビキタス・キャンパスネットワ
ークを運用してきた。本学のユビキタス・キャンパスネットワークは、全学生教職員が移
動無線端末を必ず 1 台以上携帯し全ての授業の出席登録等でも利用するという、小規模大
学ながらも先進的なものであった。このユビキタス・キャンパスネットワークの運用開始
以降、本学の情報環境には様々な外的要因の変化が発生した。2011年 3月以降には計画停
電により定期的に電気供給に制約が課されるという状況が生まれた。2012年 4月にはグッ
ドデザイン賞を受賞した KYOAI COMMONS (以下 4号館)も増築された。その他にも、利
便性の向上、安定性の向上、セキュリティの向上等を目的とし大きく変化し続けてきた。
近年では、スマートフォンの普及により、BYOD(Bring Your Own Device) を前提とした運
用も行われている。このような変遷の中で、ユビキタス・キャンパスネットワークの設計
と運用について様々な知見が得られた。本論文では、導入後のユビキタス・キャンパスネ
ットワークの設計及び運用の変遷と得られた知見について論じる。 
 
1 序論 
1.1 導入 
 共愛学園前橋国際大学(以下本学)では 2010年 4月よりユビキタス・キャンパスネットワ
ークを運用してきた。本学のユビキタス・キャンパスネットワークは全学生教職員が移動
無線端末を必ず 1 台以上携帯し、全ての授業の出席登録でも利用するという小規模大学な
がらも先進的なものであった。このユビキタス・キャンパスネットワークの運用開始後、
本学の情報環境には様々な外的要因の変化が発生した。本論文では、2010年 4月以降のユ
ビキタス・キャンパスネットワークの運用を通して得られた知見について述べる。第 2 章
では 2010年当初のユビキタス・キャンパスネットワークについて述べる。第 3章では外的
要因の変化について述べる。第 4 章では安定性・安全性の向上について述べる。第 5 章で
は総トラフィック量の変化について述べる。なお、本論文では本学の情報セキュリティの
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維持のため、非公開とすべき情報については割愛する。  
 
1.2 背景 
1.2.1 ユビキタス・キャンパス ネットワークの構築 
 本学では、2010年にユビキタス・キャンパスネットワークを構築、利用を開始した[5]。 
 ユビキタス・キャンパスネットワークは、学内において全学無線 LANの敷設しつつ、情
報端末(Apple 社 iPod touch)を全学生に配布するという先進的なものであった。2010 年 4
月 2日には、2010年度新入生全員に iPod touchが配布された。翌日以降、その他の在学生
にも順次 iPod touchが配布された。なお、2010年 7月 3日には、教職員に iPad が配布さ
れた。ユビキタス・キャンパスネットワークは、2010年 4月 2日から運用開始された。 
 このユビキタス・キャンパスネットワークにより、2010 年度の入学者数の増加に伴う履
修登録用コンピュータ台数不足のリスクが解消された。加えて、全授業での出席登録を無
線 LAN経由で実施する等により、出席情報の統括的な処理が可能となった。さらに、無線
LAN を活用した学生の様々な取り組みの増加を招き、また、その後のラップトップ PC や
スレート PC、スマートフォンへの対応も可能になるなど、様々な活性化の効果をもたらし
た。 
 
1.2.2 様々な外的要因の変化} 
 2010年 4月以降、ユビキタス・キャンパスネットワークは様々な外的要因の変化に伴い
変化してきた。2010年 4月以降の大きな外的要因としては、2011年 3月の東日本大震災、
2012年 4月の 4号館 KYOAI COMMONSの開始などが挙げられる。 
 2011年 3月の東日本大震災の直後、計画停電により定期的に電気供給に制約が課される
という状況が発生した。本学のユビキタス・キャンパスネットワークも、それまでは安定
的に電気供給が受けられることが前提であったため、急きょ大きな変更を余儀なくされた。
さらに、2012年 4月にはグッドデザイン賞を受賞した KYOAI COMMONS (4号館) [3] も
増築された。4号館は、学生が集まりやすい環境とすることを想定しており、ユビキタス・
キャンパスネットワークもその目的に沿って様々な修正が行われた。また、スマートフォ
ンの普及により、近年では BYOD(Bring Your Own Device) [6] を前提とした運用も行って
いる。その他にも、利便性の向上、安定性の向上、セキュリティの向上のため、様々な変
更が加えられた。 
 
2 2010年当初のユビキタス・キャンパス ネットワークの詳細 
2.1 構想 
 
 当初のユビキタス・キャンパスネットワークは、単なる物理インフラの構築だけでなく
以下のとおり総合的なサービスの計画であった。 
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 まず物理的な環境として、全学生及び全教職員による無線 LAN対応端末の保有の計画を
立て遂行した。同時に、学内の全箇所において無線 LANによる通信が可能な環境を構築し
た。さらに、出席登録や履修登録など、保有端末と通信環境を用いて様々な情報サービス
を利用できるよう情報サービスを整備した。その後も、各授業や、学生主導の企画におい
て、無線 LAN環境の存在と全学生教職員の端末保有が前提とされ、様々な情報サービスが
提供されてきた。 
 
2.2 学内無線 LANインフラの構築 
 
図 1: 当初のユビキタス・キャンパスの物理構成 
 
 図 1に当初のユビキタス・キャンパスの構成を示す。50台の無線 LAN基地局を敷設し、
学内全域に無線 LAN 環境を提供した。図中の AP は無線 LAN 基地局、SW はスイッチ、
CoreSW はコアスイッチ、Router はルータ、MC はメディアコンバータを示している。ま
た、中央の L3スイッチ機器を中心に、ネットワークの構造を大幅に変更した。それまでは
VLAN 技術を用いておらず、物理ネットワークと論理ネットワークが一致しているネット
ワークであった。ユビキタス・キャンパスネットワーク構想に際して、VLAN 技術を用い
て物理ネットワーク上に論理ネットワークを構築した。図 2 に当初のユビキタス・キャン
パスの論理ネットワークを示す。 
 
2.3 全学生教職員の端末保有 
 
 本学では全学的無線 LAN 環境、全教職員の端末保有を基盤とし柔軟に学内情報サービス
を展開するユビキタス・キャンパスプロジェクトを開始した。本論文ではこのプロジェク
トにおける全学的無線 LAN 環境をユビキタス・キャンパスネットワークと呼ぶ。このプロ
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ジェクトにおいて、2010年 4月に全学生約 1000名に iPod touchを配布した。また、3ヶ
月後には iPad を全教職員に配布した。これにより、全学生教職員が無線 LAN 端末を保有
している状態となり、新たな情報サービス基盤が整った状態となった。 
 
図 2: 当初のユビキタス・キャンパスの論理構成 
2.4 学内情報サービス 
 
 ユビキタス・キャンパスプロジェクトでは、様々な新しい情報サービスの提供も行われ
た。まず全授業において無線 LAN経由で出席登録を行うシステムが実現された。また、履
修登録は従来どおり自習室の固定 PCで行うことも可能であるが、それに加えて学内のあら
ゆる場所において無線 LAN 経由で履修登録できるシステムとなった。また、シラバスや学
内の情報提供サービスの多くが学内のウェブインフラ上に展開され、全学生教職員が学内
の任意の場所で情報を取得できるキャンパスとなった。また、当時は twitter [2] や
Facebook [1] 等の SNSサービスが爆発的に普及した時期であり、学生同士のコミュニケー
ションに SNSが幅広く利用されることとなった。 
 
3 外的要因の変化 
 
 2010年のユビキタス・キャンパスネットワークの導入後、2017年までにユビキタス・キ
ャンパスネットワークに影響した様々な外的要因の変化が発生した。ここではそれらの外
的要因と、それらに伴うユビキタス・キャンパスネットワークの変化について論じる。 
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3.1 2011年 東日本大震災への対応  
 
 2011 年 3 月 11 日、東日本大震災が発生した。日本全土に甚大な被害をもたらし本学も
大きな影響を受けた。その中でも大学の情報処理センターにおいては以下 2 点が緊急の課
題となった。 
・情報収集による学生の安否確認 
・計画停電による定期的な停電を前提とした学内情報環境の実現 
 
3.1.1 安否確認システムの緊急開発と稼働  
 
 3 月 11 日は、本学においては長期休暇期間中であったため、日常的に学生が大学キャン
パスに訪れる可能性は少なく、さらに、長期休暇を利用し遠方に宿泊している学生が存在
する可能性も考えられた。 
 
図 3: 安否確認情報登録ウェブサイト 
 1994 年の阪神淡路大震災の後、WIDE Project 等により、インターネット等を用いた安
否確認情報収集システムとして IAA(I am alive)システム [4] が実現された。それらの既存
の安否確認システムの運用により、一般にインターネットを用いた安否確認システムはユ
ーザインターフェースの多様性、本人確認方式の柔軟性、情報の統括的な処理、が重要で
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あると認識されている。 
 
 本学においてもそれらの先行研究の成果を踏まえ、学生本人と本学が高い確率で知り得
る情報を本人確認の情報とし、多種多様な通信方式で情報収集できるユーザーインターフ
ェースを備えた安否確認システムを急きょ構築した。2011年 3月中旬には運用を開始し、
学生課と連携のうえ学生の安否確認情報の収集を開始し、数週間後には本学在籍生全員の
安否確認が完了した。図 3に当時の安否確認情報登録ウェブサイトの画面を示す。 
 
3.1.2 学内稼働機器の最小化と省電力化による計画停電対応  
 
 また、東日本地域における電力供給状況の逼迫から、計画停電が実施されることとなっ
た [7] 。本学のキャンパスが存在する前橋市小屋原町も輪番停電地区、1-B グループに該
当した。キャンパス内の情報機器の全てが電力を必要とし、業務用のコンピュータ端末、
グループウェア、対外接続線の収容装置等、全ての機器について業務継続に必要な機器の
稼働方式を検討する必要が発生した。 
 そこで、稼働ハードウェアを最小限にし省電力化を行った。対外接続回線、安否情報登
録ウェブサイトの対外サービス、学内の業務用の端末、業務用グループウェアサービスを
最低限の業務用情報環境と定義し、それらのサービスを提供するために必要な最低限の機
器に毎日電源の投入、電源断を行うという措置が取られた。 
 インフラとしては、ONU、対外接続線用ルータ、必要な建物の光ファイバ収容スイッチ、
サーバ室内基幹 L2 スイッチ、学内 DNSサーバに限定した。また、これらの機器のうち、
学内 DNSサーバのみ当時 HDDを搭載しており、このような状況では、予期せぬ長時間停
電の発生のリスクを考えた場合、ソリッドステート PCが望ましいという知見が得られた。 
また、6月以降の気温上昇に伴い、全国的に電力不足が危惧された。本学情報処理センター
でも、6月以降の計画停電予定日時をとりまとめ、計画停電の実施に備えた。図 4及び図 5
に当時の 2011年 6月以降の計画停電予定日時を示す。図のとおり、毎日電源断の可能性が
あったため、常に電源を切れる体制を整えていた。 
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図 4: 輪番停電予定表(1) 
 
 
図 5: 輪番停電予定表(2) 
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3.1.3 アナログ型バックアップサービスとの連携  
 
 2011年 3月中は授業期間中ではないため、即時授業対応が必要になることはなかった。
また、4月についても特別な授業対応が必要になるということはなかった。 
 しかしながら、事前にデジタル式の出席登録システムについて対応を検討していた。出
席登録システムは、平常時でも、手動で個別の学生の出席状況を調整することが可能であ
る。そこで、出席登録システムの稼働以前に利用していた紙媒体出席カードを利用する方
式を予備の手順として準備しておき、出席登録システムで登録できない状況の場合には、
各授業において紙媒体出席カードを利用することとした。 
 紙媒体での出席情報は、出席カードが大量に利用され、その入力作業は極めて煩雑とな
ることが予想されたため、出席カードの入力は、学生課において一括で処理するという方
式も予定されていた。安否確認システムだけでなく、非常時にも稼働する必要のあるシス
テムにおいては、アナログ方式で取りまとめた結果の一括入力のユーザーインターフェー
スの必要性が高いと改めて明らかとなった。 
 
3.2 2012年 4号館 KYOAI COMMONS の構築 
 
 2012年 4 月には 4 号館が建設され利用開始された。4 号館は、複数の教室や食堂、グル
ープワーク用の領域、コンピュータ教室、コンピュータ自習エリア等学生が集まる様々な
工夫が行われており、必然的に無線 LAN環境も大きな変更が必要となった。 
 2012年 4月以前は、学内の無線 LAN基地局の総数はおおよそ 50台であったが、4号館
の利用開始以降は 70 台以上となっている。この変化により、無線 LAN 基地局の管理業務
も負荷が増大したため、一元的に無線 LAN基地局を管理できるシステムの導入が必要とな
った。現在では Cisco WLC によって一元管理されている。 
 
3.2.1 キャンパス内光ファイバの見直しと再構成 
 
 1号館から 2号館、2号館から 3号館は近距離であるため、マルチモード光ファイバで充
分であった。2010 年のユビキタス・キャンパスネットワーク構築以前は、学生用ネットワ
ーク、教職員用ネットワークがそれぞれ個別の物理セグメントとして構成されており、光
ファイバも 2ペアずつ埋設されていた。2010年のユビキタス・キャンパスネットワーク構
築の際には、それらの 2ペアのファイバを統合し論理的に 1本の回線として用いた。 
 2012年4月の4号館利用開始、及び同時期の体育館及び学芸棟への回線の構築の際には、
距離の問題から、シングルモードファイバの埋設を決定した。また、従来 2 ペアのファイ
バのアグリゲーションにより、光ファイバの物理的断線に対して冗長化が取れていたため、
これを踏襲し、2号館から 4号館、2号館から体育館及び学芸棟へは、それぞれ 2ペアのシ
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ングルモードファイバを埋設し、アグリゲーション技術を用いてそれぞれ論理的な 1 回線
とした。 
 
3.2.2 ヘルプデスク業務の移動と拡充 
 
 2012 年の 4 号館の利用開始に伴い、従来 2 号館のみでサービスを行っていた IT サポー
トの業務を 4 号館でも開始した。この IT サポート窓口は、無線 LAN 接続や情報環境に関
するトラブルへの一次対応窓口として機能している。当初より 4 号館では学生が各自の端
末で情報環境を利用することが想定されていたため、4号館でのトラブル対応件数の増加も
見込まれていた。そのトラブル対応のため、当初より、IT サポートデスク及び情報処理セ
ンター用倉庫を ICTエリアの設計に組み入れていた。 
 現在では、4 号館コンシェルジュ役担当員が IT サポート用のデスクの一部の席を利用す
る形で業務を行っており、IT サポート用デスクはスタッフデスクとして利用されている。
IT サポートデスクは学生の IT サポートが利用することを想定したオープン型の環境であ
るため、教職員の業務のレベルのセキュリティ確保は当初より予定されていない。そのた
めコンシェルジュの業務の一部はセキュリティの保てる別の場所で実施している。 
 
3.2.3 無線 LAN基地局の大幅な増加 
 
 以下に無線 LAN基地局の状況の推移を示す。 
 
・ 2010年 4月 無線 LAN基地局 50台 (802.11 b/g) 
・ 2011 年 8 月 無線 LAN 基地局 50 台 (10 台を 802.11 a/b/g/n 及びハードウェア暗号化
対応型に変更) 
・ 2012年 4月 無線 LAN基地局 57台 (4号館は 802.11 b/g/n) 
 
 2010年中には、大教室において最大で 380人の収容を可能にするため、一部の基地局は
ハードウェア暗号化型の無線 LAN基地局に移行した。 
 その後、4 号館の利用開始に伴い、無線 LAN 基地局は 2012 年に大幅に増加した。それ
までは 50台を必要に応じて手動で設定する方式であったが、2012年の基地局増加に伴い、
Cisco WLCによる基地局の一元管理が行われることとなった。 
 
3.3 2012年以降の個人端末の普及と BYOD 
 
 本学では 2012年頃からスマートフォンの保有率が大幅に伸びた。ユビキタス・キャンパ
ス開始の2010年においても、その後のスマートフォン保有率の増加は予想されていたため、
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無線 LAN環境における BYODは想定済みであった。 
 Cisco WLC、ISE及び AD(Active Directory)の連携により、各個人で保有端末を自由に
学内 LAN に接続できる環境とした。認証方式は MAC アドレス認証方式とし、各個人が
MACアドレスを自ら登録することで学内 LANに接続できる方式とした。 
 MACアドレス認証方式の欠点としては、情報環境に不慣れな利用者は端末のMACアド
レスの確認の方法が分からない、Bluetoothの物理アドレスを間違えて登録してしまう、等
が予想された。そのため、教職員に関しては情報処理センターで一括対応、随時対応する
こととし、学生については入学時に MAC アドレス登録方法のレクチャーを行い、さらに
ITサポートデスクでもMACアドレス登録のサポートを行うこととした。 
 
3.3.1 スマートフォンの普及 
 
 iPod touch の配布移行、2012 年頃から、iPhone 等のスマートフォンの所有率が大幅に
増加した。iPod touch と同程度の画面サイズの端末を既に学生が所有しているというケー
スが多いため、大学から配布する端末は画面サイズの広い端末に移行した。 
 
3.3.2 ラップトップ PCの普及 
 
 ラップトップ PC の普及も 2012 年以前から傾向は予想できていたため、4 号館において
は、机、椅子、無線 LAN環境、多数の電源コンセントを充分に配置した。4号館のコンセ
プトとして「学生が集まりやすくする」という方針があった。そこで、机、椅子、無線 LAN
環境、多数の電源コンセントを充分に配置することにより学生が集まり易い環境を構築し
た。当初の想定どおり、4号館では自由な充電、無線 LAN環境により、学生が自然と集ま
りラップトップ PCを開き作業をするという光景が多数見られるようになった。 
 
3.3.3 BYOD対応と新入生対応 
 
 2017年 4月からは端末の配布を行わない方式に転換した。これにより、オリエンテーシ
ョンでは各自、個人所有の端末を持参することを基本とし、また、希望者には別途端末を
貸し出すという方式を並行運用した。 
 また、一人あたり 2台までのMACアドレスを登録できる方式とした。この方式により学
生は普段から用いている端末を用いて、授業において出席登録等を行うことができるよう
になった。 
 出席登録のウェブインターフェースについては、当初より特定のブラウザ依存は避ける
ことを必須条件として開発を外注していたため、BYOD への移行もスムーズに進めること
ができた。 
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 ウェブインターフェースのブラウザ依存機能の排除、通常で 1 人 2 台、希望者は 3 台以
上の MAC アドレス登録、これらの点により、BYOD 対応は順調にスタートすることが可
能となった。 
 
3.4 大学所有の端末の貸与の終了 
 
 以下にモバイル端末貸与に関する変化を示す。 
 
・ 2010年 4月 iPod touch 1000台, 教職員 iPad 70 台 
・ 2011年 4月 iPod touch 250台 
・ 2012年 4月 iPod touch 250台 
・ 2013年 4月 ASUS Nexus7 16GB 270 台 
・ 2014年 4月 ASUS MeMO Pad HD 7 275台 
・ 2015年 4月 ASUS MeMO Pad 7 275 台 
・ 2016年 4月 ASUS ZenPad C 7.0 275台 
・ 2017年 4月 BYOD方式 
 
 以上のとおり、2010年には iPod touchを 1000台、iPad を 70台を導入した。翌年 2011
年以降は、毎年新入生に端末を配布する必要があり、新入生への端末配布は 2016年まで続
けられた。 
 配布する端末が変化することにより、 
・ 無線 LAN接続手順の変更 
・ ヘルプデスク業務での対応機種の増加 
といった影響が見られた。 
 その後、BYOD 方式に移行したが、基本的には MAC アドレスの登録さえ完了すれば、
その後の端末内の設定は各個人が把握していることが多く、あらゆる端末の無線 LAN設定
項目を把握する必要性は生じなかった。 
 
4 安定性・安全性の向上 
 
4.1 ハードウェア暗号化による安定化 
 
 当初、ソフトウェア暗号化型の無線 LAN基地局を導入した。本学の最大の教室でも、通
常は 200 人程度で利用されることが多く、当該最大教室も 4 台の基地局、および、教室外
の数台の基地局でカバーしていた。 
 また、出席登録に限れば、学生を複数グループに分割し接続を許可するグループを時間
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毎に変更するという、時分割多重化と同様の概念により大人数でも出席登録は可能であっ
た。 
 しかしながら、この方式は毎回の授業における煩雑さの点から改善の要望が多く、大人
数の教室を中心にハードウェア暗号型の無線 LAN基地局へのリプレースを進めた。ハード
ウェア暗号型の無線 LAN 基地局では、1台で 100 人以上の無線 LAN 接続が安定的に行わ
れ、出席登録の安定化が可能となった。図 6にハードウェア暗号化対応基地局 1台で 70台
前後の端末が接続されている確認画面を示す。 
 また、このリプレース計画の当初より、後に無線 LAN基地局の一括管理方式に移行する
可能性を考え、Cisco WLC、ISE 等での管理が可能な機器に統一する方向でリプレースを
進めた。 
 
図 6: ハードウェア暗号化対応基地局 1台あたりの接続状況 
 
4.2 対外接続のマルチホーム構成による安定化 
 
 2015年 4月より、対外接続をマルチホーム構成とした。厳密には、本学及び学園全体の
ネットワークは単一のネットワークとなっており、且つ、一部部署は独自の対外接続回線
を保有しており、それらの部署では内部の機器は部署独自の対外接続回線からインターネ
ットにパケットが送出される経路設定がなされていた。つまり、本学では以前から学園全
体としてはマルチホーム接続構成となっていたが、2015年 4月には、特に大学及び学園本
部部門も単独でマルチホーム接続となるよう、構成を変更した。 
 このマルチホーム接続は、通常は学生用の出口ルータ、教職員及び教室用の出口ルータ
から構成される。また、学内ネットワークで default route を一ヶ所切り替えることによ
り、出口ルータを変更できるという構成にしており、一部の対外接続回線に問題が発生し
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た場合でも即座にバックアップ回線利用に切り替えることが可能となっている。 
 
図 7: MACアドレス登録システムログイン画面 
 
 
図 8: MACアドレス登録画面 
 
 
 
4.3 無線 LAN認証機構変更による安全性・安定性の向上 
 
 2015 年 4 月より、無線 LAN の認証方式を MAC アドレス認証に変更した。それまでの
PSK方式では年度の変化のタイミングで PSKを変更することで、年度の区切りで学籍を離
れる卒業生や退職者への対応は可能であったが、年度の区切り以外での退職者等への対応
が困難であった。 
 そこで、安全性をより向上させるため認証を各個人に紐付けされた情報とすることが求
められ、各端末のMACアドレスを認証に利用するという方式に変更した。この変更に伴い、
無線 LAN 基地局においても MAC アドレス認証の機能や制御が必要となった。本学では
Cisco WLC、ISE等を利用し実現した。図 7及び図 8に、MACアドレス登録のログイン画
面、登録画面をそれぞれ示す。 
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4.4 基幹スイッチの冗長化による安定性の向上 
 
図 9: 2017年度の物理構成 
 
 2015年 4月より、基幹スイッチの冗長化を行った。これは、対外接続回線のマルチホー
ム接続化と同時期に実施した。これにより、内部的に教職員の業務用通信を、VLAN 技術
だけに依存するよりも明確に分離した形となり、さらなる安全性の向上につながった。 
 また、現在の運用ではホットスタンバイではないため一方の機器の故障に対した際に即
座にバックアップできるわけではないが、一方の機器の本体が故障しても、他方の機器の
設定変更により短いダウンタイムの後に通信機能を回復できる構造となった。これにより
基幹スイッチ故障時のダウンタイムのリスクを大幅に削減することができた。 
 図 9 及び図 10 に、2017 年現在の物理ネットワークと論理ネットワークの概要を示す。
前述のとおり、対外線の冗長化、4号館の増設、無線 LANの増強など様々な変更が加えら
れている。 
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図 10: 2017年度の論理構成 
 
4.5 運用負荷の軽減 
 
 一般に、機器総数、稼働している OSやソフトウェアの数、管理するアカウント数等が増
加することで潜在的なセキュリティリスク、安定性低下リスクの増加が懸念される。これ
らは人的なネットワーク運用コストを増加させることで対策が可能であるが、本学では複
数の技術的対策で運用不可の軽減を図った。ここではそれらの運用不可の軽減策について
述べる。 
 
4.5.1 学内サービスから学外サービスへの移行 
 
 2010年以前にも、学内メールサーバから gmail方式へ移行するなど、学内の情報サービ
ス機器のうち学外サービスに移行できるものは可能な限り移行するという方針が取られて
いた。2011 年の大震災の後の計画停電では、この方針によって本学のキャンパス内の業務
は非常に継続しやすい環境となっていた。2012 年以降も、学内に存在する様々なサービス
のうち、学外サービスで実現できるサービスは学外への移行を進めた。 
 
4.5.2 ActiveDirectory 導入によるユーザアカウント管理 
 
 2011年より、Active Directory(以下 AD)の導入を行った。この ADの導入により、情報
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処理センターにおいて管理するアカウント情報を一元化することが可能となった。また、
ユビキタス・キャンパスネットワークにおいては Cisco WLC 及び ISEでも利用し、学生が
自ら端末のMACアドレスを登録するにあたり、新たなパスワード等を覚えるという労力は
不要となり学生の利便性の向上にもつながった。 
 
4.5.3 ThinClient導入による端末イメージ管理 
 
 2012年4月よりThinClientによる教室PCのイメージ管理を開始した。それまではGhost
によりHDDイメージを定期的に上書きするという運用であったが、学内イベント時や、イ
メージ変更の作業負担が大きいという欠点があった。 
 この ThinClient化により、教室イメージの変更作業は比較的容易となったが、安定した
接続環境、安定した PC 環境も必須となるため、PC 利用教室では授業用 PC は有線接続、
デスクトップ PCで統一されている。 
 
5 総トラフィック量の変化 
 
 
図 11: 2012年以降のトラフィック量の変化(1) 
 
 図 11及び図 12にユビキタス・キャンパス開始後の対外接続回線の、1日平均の最大トラ
フィック量の推移を示す。2012 年には 1 日平均最大約 8.8Mbps であったのに対し、2016
年には約 36Mbpsまで増加している。 
 このトラフィック量の増加は、個人保有のスマートフォンの増加や YouTube等の大容量
コンテンツの利用増加が要因と考えられる。また、オフローディング(3G,4G,LTE 等から
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WiFiへの利用促進)の活性化も同時期であり、スマートフォンにおいて広域通信回線よりも
学内無線 LAN環境の利用率が増加したことも要因と考えられる。 
 これらの通信量増加の傾向については、機器の変化等の外的要因により変化し続けると
考えられ、今後も増加傾向を示すことは容易に想像できる。これらのトラフィック量の増
加に対し、ボトルネック箇所の機器の性能向上が今後も必要となる。これまでは、ログ保
管装置、ファイアウォール装置等のボトルネック化に対応してきた。 
 
図 12: 2012年以降のトラフィック量の変化(2) 
 
6 総括 
 
 本論文では、ユビキタス・キャンパスネットワークの設計と運用の変化について論じた。
本学のユビキタス・キャンパスネットワークは、本学における主要なインフラの一種であ
り、常に安定性、安全性が求められ、且つ、変化し続ける情報環境やトラフィック量への
対応が必須である。 
 端末の配布は BYODという形式に昇華されたが、インフラとしてのユビキタス・キャン
パスネットワーク環境、サービスとしてのユビキタス・キャンパスネットワーク環境は今
後も維持、発展を続けていく必要がある。また、情報通信業界において、様々なサービス
がクラウド化の方針で安価で提供されるようになり、学内環境は、学内情報通信サービス
の質の向上に注力する方向性が強い。このような背景からも、機器やサービスの価格も変
動するため、管理コストや機器、サービスのコストのバランスを踏まえサービスの統合や
外注化等、幅広く検討を続けていく必要がある。今後の課題としては、802.11ac 等の新し
い無線規格への対応、IPv6 への対応、キャンパス内の新たな建築物への無線 LAN 環境の
構築、各 PC教室や自習室の PCリプレース等の課題が考えられる。 
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Abstract 
A Study of the Design and Operation of  
a Ubiquitous Campus Network 
Nobuo Ogashiwa 
Since April 2010, we have been operating a Ubiquitous Campus Network in Kyoai 
Gakuen University. The Ubiquitous Campus Network is an advanced campus network, 
although our university is small, in which all students and staff have to carry mobile 
devices and those mobile devices are used in roll-call or course registration. There were 
several changes to the Ubiquitous Campus Network after its beginning. For instance, in 
March 2011, scheduled power outages occurred because of the Great East Japan 
Earthquake of 2011. In April 2012, a new building called KYOAI COMMONS was  
built on our campus. In addition to these changes, there are several changes in our 
Ubiquitous Campus Network, which are for improvement of security, stability, and 
convenience for users. Furthermore, we are operating the network, assuming a BYOD 
(Bring Your Own Device) concept recently. In these changes, we have obtained some 
knowledge and experience. In this paper, we describe the knowledge and experience 
obtained from the operation of our Ubiquitous Campus Network since 2010. 
 
