An algorithm for distributed exploration in 3D is presented which always keeps the robots within communication range of each other. The method is based on a greedy optimization strategy that uses a heuristic utility function. This makes it computationally very e cient but it can also lead to local minimums; but related deadlocks can be easily detected during the exploration process and there is an e cient strategy to recover from them. The exploration algorithm is integrated into a complete control infrastructure for Autonomous Underwater Vehicles (AUV) containing sensors, mapping, navigation, and control of actuators. The algorithm is tested in a high fidelity simulator which takes into account the dynamics of the robot, and simulates the required sensors. The e ect of the communication range and the number of robots on the algorithm is investigated.
Introduction
Multi-robot-systems o er many well known advantages (See [12, 14] ), especially the possibility for faster mission execution and for increased robustness. Though multi-robot systems have mainly been studied with land robots in the past, there is also a clearly increasing interest in the topic in the last decade in the marine robotics community (See [1-3, 7, 11] ).
Exploration in an unknown environment is a vital task in mobile robotics. It has wide ranging applications in search and rescue (See [13] ), surveillance, underwater (See [5] ) as well as planetary exploration. With great advances being made in the field of single robot mapping and exploration, the next step is to use multiple robots. The obvious advantage is the speed up of exploration time by distributing the exploration task among multiple robots. However, in order to do this e ciently, there needs to be coordination among the di erent robots. In order to coordinate robots, there has to be some form of common map. There has been significant progress in the past few years in the field of distributed mapping. The most common form of representation of a map is the occupancy grid. However, transmitting portions of the occupancy grid can be quite expensive in terms of bandwidth. A di erent approach of representing a map is through the use of a pose graph. This representation is ideal for transmitting maps across the network (See [15] ). Several methods have been described to solve multi robot exploration in two dimensions [5, 6, 10, 21] . These methods to varying degrees take into account the multi robot communication aspect, from only com- * E-mail: r.rathnam@jacobs-university.de † E-mail: a.birk@jacobs-university.de municating if present [10] , to best e ort communication [6, 21] , and to explicitly keeping all robots in communication range [5] .
More concretely, Fox et al. [10] describe a 2D method of mapping and exploration in which robots explore independently of each other, but coordinate when they are within communication range. When this happens, robots form small clusters with an assigned team leader which tries to find the optimal assignment of goals to the robots in the cluster. However, this assignment is not guaranteed to keep the robots in communication range. De Hoog et al. [6] assign roles to each robot in the team, either as explorers or relays. Explorers explore the environment, and relays act as links between the explorers and the communication chain. Each explorer calculates the next goal for each explorer within communication range. However, there is no emphasis on the robots staying within communication range. Communication requirements are managed by relays which try to keep the information available to each team member in sync. Hence, the communication chain is allowed to be broken. In [5] , an area coverage method applied to underwater constraints is proposed. The purpose of the coverage algorithm is to decrease the estimation error in the region. Robots are attracted towards area of high uncertainty, but keep within a maximum distance from each other. Robots use fixed communication network topologies to communicate with each other, and the next goals of the team are calculated in a distributed fashion. Brass et al. [4] use an exploration algorithm that operates on a graph. The graph is generated by dropping RFID tags, and robots use the RFID information to prevent them from exploring the same area, making the exploration extremely e cient. However, there is no information being shared actively among the main robots, and the result of exploration remains unknown till all robots return the starting location. In Sheng et al. [21] , each robot within a subnetwork bids for its next action. The robot with the best bid then executes its actions, and the auction is continued till each robot within the subnetwork is assigned its next goal. The robots are encouraged to stay close to each other by using a nearness measure, which decreases as robots get further away. However, if robots break away from the team, they do not attempt to return to the communication network. Recently, there has been some interest in 3D exploration. Most of these methods describe the operation of ground robot moving in a 2D environment but constructing a 3D map [9, 22] . Even in cases in which robots are able to move freely in the 3D environment [8, 19] , the methods are not adopted towards e cient exploration of the environment with multiple robots. More concretely, Surmann et al. [22] use a next best view algorithm to construct a map using multi-layer surfaces. The 3D map is represented as multiple 2D polygonal lines, representing multiple levels in the map.
To determine the next position, the utility of the pose across the multiple levels is taken into account. However, the robots only move on a 2D-plane (the ground). In [20] , Shen et al. use particles to represent free space. The density of free space particles in an area corresponds to amount of exploration done in an area. They further propose an exploration algorithm using stochastic di erential equations in which a single Micro UAV moves towards areas of low density, thereby moving towards unexplored areas of the environment. In [9] , Fournier et al. represent the environment as a 2.5D map, where a single ground robot moves towards frontiers whose utility is dependent on the distance between the frontier and obstacles, distance to the frontier and the robot, and the current robot direction. In [19] , Shade et al. use a stereo camera to construct an octree to represent the 3D environment. Then a harmonic scalar function is used to construct a vector field whose gradient is perpendicular to the frontiers. This has the advantage that the robots approach the frontiers orthogonal to them, maximising visibility for a forward looking sensor. In [8] , Dornhege and Kleiner use use an octree to represent the 3D environment. Frontiers, i.e. borders between explored and unexplored space, and voids, i.e. confined spaces that are of interest for their application background of search and rescue, are identified. A next best view is calculated by ray tracing from all possible goal positions of a robot arm that carries the sensor, and the view with the best utility is chosen. In this article, we deal with the problem of handling a complete team of robots for 3D exploration, which in addition faces communication constraints, i.e. we want to keep the robots in communication range to be able to form a network. The application background is underwater robotics. The rest of this article is organised in the following way. Section 2 explains the problem statement as well as terminology. Section 3 describes the original communicative exploration algorithm. Section 4 describes the changes made to adapt the algorithm into a continuous time and distributed system. Section 5 extends the algorithm into a 3D scenario. Section 6 shows the improvements made to the algorithm to prevent unnecessary movements. Section 7 discusses the results of the algorithm.
Problem Formulation and Terminology
In this section, we define the terminology used throughout the article, and any assumptions made. First of all, it is assumed that each robot can localise itself in the environment. The robots use a 360 degree field of view sensor to produce a 3D occupancy grid of the environment. Initially, no prior information is known about the environment, and only information produced during exploration can be used. Each cell in the map is classified as one of the following during exploration:
Occupied Given all these constraints, the purpose of exploration is to travel the environment to reduce the unknown area in the least amount of time. Exploration ends when there are no more unknown cells which are can be reached by any of the robots.
Discrete Time Communicative Exploration
This work extends the 2D Communicative Exploration algorithm described by Rooker et al. [18] . The main goal of the following algorithm is to extend frontier based exploration (See [24] ) by communication constraints. Concretely, the algorithm keeps each of the robots within the maximum communication range of at least one other robot in the team. Through the use of multi-hop communication, it is hence guaranteed that there is always a fully connected network between the robots. This fully connected network can then be used to acquire a common map, and to coordinate the robot team. This is of course a simplification, however, noise, multi-path e ects, and various other sources influence the link quality as a function of distance in reality. Also, if it occurs that a link is not usable though it is still within the theoretical maximum range, the robots may resort back to the last known good configuration, i.e. the previous set of poses where the network was still functioning, and resume from there. At each step, given the common map, and the current poses of the robots in the team, the algorithm tries to calculate the next set of movements for all the robots. The number of possible moves grows exponentially to the number of robots in the team. To find a solution which is better than the current configuration is NP-complete in every single step, i.e. in the computation of each and every configuration change at every time point t. Therefore, it is necessary to use a heuristic solution, which tries to solve the problem by best e ort.
Calculation of the Utility
The most important step in the Communicative Exploration algorithm presented by Rooker et al. [18] is the calculation of a utility for possible motions of the robots. The exploration method always aims to maximise the utility at each step. The utility of the configuration, i.e. the set of poses of the robots in the team, is dependent on the following factors:
1. Loss of Communication: If the configuration causes the robots to no longer maintain communication with each other, then the utility is set to −∞.
The distance to frontiers:
The most important factor for the utility of the configuration is the distance to the frontier. When the frontiers are calculated using a standard frontier extraction algorithm, a Manhattan distance map of the shortest path to the closest frontier is generated. The map is then used to calculated the Manhattan Utility U MD (p) for position p. 
where p i is the position of robot i. Therefore, the total utility U RNE for a configuration c is calculated as
Communicative Exploration Algorithm
The communicative algorithm is shown in Algorithm 1. At each iteration, the position of all the robots are put in the current configuration C . A set of κ unique configuration changes are generated. A configuration change for a system of N robots is defined as follows: 
N, NE, W , R, E, SW , S, SE}
where NW stands for Northwest, N for North, etc. Once the configuration changes are generated, they are added to the current configuration to give the set of possible future configurations. Then, the utility is calculated, as described is section 3.1, and the configuration with the best utility is chosen.
Algorithm 1: One iteration of the Communicative Exploration Algorithm
Generate the configurations
Generate a configuration change for each robot
Find the configuration with the maximum utility bestcfg = cfgs [1] bestUtil =get utility of cfg [1] 
give goal points to each robot based on bestcfg
Deadlock Recovery
Since the algorithm always tries to find the best configuration in the neighbourhood of the current configuration, it acts similar to a gradient descent algorithm. Similar to gradient descent, the robot team can get stuck in local minima. This occurs when the robots are exploring different frontiers and are at the limit of their communication range, and any further movement towards the frontier would cause a loss in communication. When no progress has been made by any of the robots, a deadlock is said to have occurred. This situation is detected, and a simple deadlock recovery procedure is initiated. One of the robots is randomly selected as a rendezvous point, and the team tries to converge at this point. During deadlock recovery, since no new areas are discovered, and all goal points are known, the robots are allowed to go out of communication range for a short period of time. Once the deadlock has been recovered, the robots start the exploration process again. At this point in time, the robots have travelled a fair distance away from their previous goal frontiers, thereby ensuring the robots are closer to di erent frontiers. Also, the robots are closer to each other, allowing them free motion to their new closest frontiers without going out of communication range of each other.
Distributed Continuous Time Exploration
This previous work was extended to a distributed continuous time system in [16] by integrating it into the Robot Operating System(ROS) and incorporating a state machine for the exploration module. This allowed dealing with realistic, complete robot control architectures and not only simple simulations where the robots are assumed to step from one grid cell to a next one in its 8-neighbourhood instantaneously. The following states are introduced for this purpose:
1. CalculateNextChange: In this state, the exploration module tries to calculate the next actions of the robot team. After calculating the best configuration change, the best change and the utility is broadcast to all other exploration modules. Then, it goes into the WaitingForConfiguration state. Also, in this state, the module checks whether the robot team is now deadlocked. In case of a deadlock, the module goes into the Deadlock state.
2. WaitingForConfiguration: In this state, the exploration module waits for the results of the best change from other explorers. Once it receives the response from all other explorers, it chooses the best configuration change based on the utility sent. In case of a tie, the configuration change sent by the robot with the lowest ID is chosen. Also, it is possible that a robot receives more than one ConfigurationChange message from another robot. Therefore, in this state, the robot only checks the message number that it is responding to. Once the best subsequent action is chosen, the individual goals are sent to the navigation modules of each robot. Then, the module goes into the MovingTowardsGoal state. 4. Deadlock This state is reached when the robot team is deadlocked, i.e. the greedy heuristic led to a local optimum. In this state, a robot is chosen at random to be the rendezvous point.
The module then goes into the WaitingForDeadlock state.
Also, another condition for deadlock detection is added. It is possible that one of the robots in the team detects a deadlock before other members of the team. In this situation, the other robots may be waiting for a configuration change message from this robot. Therefore, if a robot receives a deadlock message from any of the other robots, the robot goes into the Deadlock state.
5. WaitingForDeadlock In this state, the module waits for the deadlock goals from all other explorers. The robot goal sent by the robot with the lowest ID is chosen and this goal point is sent to the navigation modules of the robots. Then, the robot goes into the DeadlockRecovery state.
6. DeadlockRecovery In this state, the module waits until the robots reach their deadlock recovery goals. The goal is said to be reached when the robot is within a set distance from it. Once all robots recover from the deadlock, the module goes into the CalculateNextChange state.
Architecture
The system was implemented using the Robot Operating System (ROS) [23] . The di erent modules are shown in Figure 1 .
Exploration Module:
The Exploration Module performs the cooperative exploration presented. It uses the map provided by the Mapping Module to determine the utilities of the generated configurations.
Mapping Module:
The Mapping Module assumes a working localisation module and creates a 3D occupancy grid with a resolution of 0.5 meters. As mentioned earlier, the robots can use the pose graph data structure for the map which allows the di erent mapping modules to transfer the map e ciently. Briefly, when a map update occurs, the robot sends a pose graph node with the location and sensor data associated with this node to the network. However, since the map being produced has a coarse resolution(0.5 meters), it is not necessary to transfer the entire scan, but only those beams which cause a change in the map. Furthermore, this data can be further compressed by standard compression algorithms. More detailed information about efficient distributed mapping with pose graphs including its use under communications constraints can be found in [15] .
Frontier Exploration Module:
The Frontier Exploration Module uses the map produced by the Mapping Module to produce a cost map. Firstly, it grows the obstacles in the map to prevent the robot from getting too close to the obstacles. All frontier cells are found, and unified into contiguous frontiers. A wave propagation algorithm is then used to generate the cost map. The wave propagation does not pass through obstacles, Therefore, the value of a cell shows the shortest distance to the closest frontier.
Global Planner: When the Exploration Module generates goal configurations, the goals for each of the robots is transferred to the global planner of the robot. The Global Planner then finds the shortest path based on the map from the Mapping Module(with obstacles grown), to the goal using an A* search on the occupancy grid. The generated way-points are then sent to the Local Planner.
Local Planner: The Local Planner guides the robot to the next goal point. It takes the target position from the Global Planner and gives corresponding motor commands to the robot, thereby reaching the required goal. It assumes the hydrodynamics of the Jacobs Muddy-Waters-I AUV(See Figure 2) . As with the real AUV, the robot has 8 motors allowing it to perform all translations, but it cannot roll or pitch. Therefore, to reach the next way-point, the robot simply uses its motors to move in the correct direction.
Extension to 3D Exploration
The centralised version of the algorithm was further extended to 3D in [17] 
m ∈ {U, R, D} × {N, R, S} × {E, R, W }}
where U is up (+z), D is down (-z), N is north (+x), S is south (-x) , E is east (+y), W is west (-y), R corresponds to no change on the axis. 
Improvements to the Distributed Communicative Exploration Algorithm
It turned out that as the exploration progresses, the robot team can spend large amounts of time traversing towards far away frontiers. During this time, there is no area being explored. Therefore, the robots need to travel quickly to start exploring again. In these situations, the gradient of the cost function for all the robots points towards one direction (towards the next frontier). Due to the high number of possible configurations, it is very unlikely that a configuration is chosen in which all robots move towards the frontiers. Therefore, a greedy step is added to the exploration. One of the explorers is chosen to be a "greedy explorer". This explorer finds the configuration in which maximises U MD , i.e. the part of the utility considering the Manhattan Distance for each robot to the frontier. This is done by moving each robot towards its closest frontier. This algorithm for the greedy explorer is shown in Algorithm 2. As can be seen, the greedy exploration does not take the communication constraints into account. Therefore, it is only useful when the robots are relative close to each other (with respect to the communication range), or if the closest frontiers for each robot are in the same direction. Otherwise, the movement of the robots in di erent directions causes them to go out of communication range of each other. Hence, at this point, the greedy option will give an illegal configuration, and configurations from the non-greedy approach have to be used.
However, the non-greedy approach can be improved upon by adding a greedy step. As mentioned previously, the robot team moves to a new configuration when it is better than the current configuration. This can happen if more than half the robots move towards frontiers, while the other robots move away from frontiers. This results in robots making unnecessary movements. This increases the total time that the exploration takes. Therefore, to prevent robots from moving away from frontiers, an additional check is done on each exploration module. After the best configuration is chosen by an exploration module, it is checked whether the movement for any robot has a negative influence on the utility function. If so, this robot is ordered to remain stationary. After this test, the algorithm functions as previously, sending the best calculated configuration to the other exploration modules. This part of the algorithm is described in Algorithm 3.
Also, as the communication range increases, the distances that the robots need to travel to recover from the deadlocks also increases significantly, since the robots have to reach within a certain distance of the goal robot. Also, when the robots come close to each other, the team tends to travel towards the same frontier, thereby decreasing the use of having multiple robots. To address this problem, the algorithm is further changed that a robot is said to recover from a deadlock when it reaches within a percentage of the communication range(in this case 50 percent) of the recovered robot team. This ensures that the robots have to travel a shorter distance to recover from deadlocks. Also, robots don't get too close to the same frontiers, allowing more independent exploration.
The exploration with these changes will be referred to as Algorithm II, and without these changes will be referred to as Algorithm I, in the subsequent sections.
Results and Discussion
The following experiments were conducted on a data set based on a real world scenario depicting Monte da Guia, Faial Island in the Azores. The real satellite image and the simulated map can be seen in Figure 3 . The central part of this area is used for exploration covering a span of Figure 4 shows the total exploration time without the improvements (Algorithm I) as the number of robots and communication ranges are changed. Figure 5 shows the total exploration time with the proposed changes (Algorithm II). As can be seen, the exploration algorithm consistently performs better with the improvements. As can be seen in both cases, the exploration time decreases with increase in number of robots, at all communication ranges. At a communication range of 20 meters, the total exploration time decreases from close to 2000 seconds in the case of 1 robot, to approximately 1060 seconds in the case of 6 robots. At a communication range of 30 meters, the exploration time for Algorithm II drops from 1435 seconds in the case of two robots, to 1000 seconds in the case of 6 robots. For Al- shows the bounding box of the area to be explored, the red rectangle shows the starting location gorithm I, the performance increase is slightly less, with the exploration time dropping to 1230 in the case of 6 robots. At higher communication ranges, the drop is even higher. At a communication range of 80 meters with 6 robots, the total exploration time drops even further to close to 760 seconds in the case of Algorithm I, and 600 seconds for Algorithm II. As the number of robots increase, the robots are able to explore areas independent of each other. This allows for di erent areas of the map to be explored simultaneously. It can be seen that in general, the increase in performance is greater at higher communication ranges. This can be attributed to the fact that at higher communication ranges, less deadlocks occur, and robots have more freedom to explore the environment. Furthermore, at low communication ranges, the number of deadlocks is extremely high. In the case of 2 robots at 20 meters, more than 5 deadlocks occur on average, before the robots are able to finish exploration. As mentioned, during deadlock recovery, the robot team travels through known areas, and hence, very little exploration happens during this phase. Also, after deadlock recovery, the robots are positioned somewhat closer to each other. Hence, it is possible that the a few robots may be positioned behind other robots with respect to frontiers. This means that these robots will not explore any areas not explored by other robots, thereby decreasing the benefit of adding additional robots. Additionally, as a result of deadlock recovery, the robots leave some frontiers to explore subsequently. This results in fractionalisation of the frontiers, requiring the robots to travel large distances to reach these frontiers. However, it is interesting to see that the improvement in performance is not continuous. As the communication range is increased from 20 meters, the performance for both algorithms initially decreases. For Algorithm I, in the case of 6 robots, the total exploration time increases from 1130 seconds at a communication range of 20 meters, to 1230 seconds at a communication range of 30 meters. The same is seen in the case of 3 robots. In this case, the total exploration time increases from 1250 seconds for a communication range of 20 meters to almost 1490 seconds in the case of 40 meters. This is because these communication ranges are still too small compared to the environment, thereby not decreasing the number of deadlocks that occur. In the case of 2 robots, the average number of deadlocks remains stable at 5 deadlocks per run, for these communication ranges. However, since the robots have to travel greater distances to recover from the deadlocks, the total exploration time does not decrease. In this case, the total amount of time spent during deadlock recovery increases from 45 seconds for a communication range of 20 meters, to almost 100 seconds for a communication range of 40 meters. In the case of 6 robots, at a communication range of 20 meters, the robots spend 33 seconds per deadlock. However, this increases to 42 seconds for a communication range of 30 meters and then to 76 seconds in the case of a communication range of 30 meters, i.e. the time spent per deadlock more than doubles in both these cases. Some of these issues are addressed by Algorithm II. In the case of 2 robot, the average amount of time spent on deadlock changes from 63 seconds to only 86 seconds, an increase of only 33 percent as opposed to 100 percent. The same e ect is seen with 6 robots. In this case, the time per deadlock increases from 31 seconds in the case of 20 meters, to 52 seconds in the case of 40 meters, a change of only 50 percent. This is achieved because the distance that the robots have to travel to recover from deadlocks is significantly lower than in Algorithm I. Furthermore, when the robot team has to travel large distances to reach the next frontier, the greedy approach performs significantly better than Algorithm I. This is seen by the fact that the total exploration time does not increase as much in the case of Algorithm II, as opposed to Algorithm I. However, after this decrease in performance, the performance of the exploration increases as the communication range increases further. This can especially be seen at higher communication ranges of 60 and 80 meters, the exploration time decreases considerably. Using Algorithm II for 6 robots, the total exploration time drops to 632 seconds at a communication range of 80 meters from 1012 seconds at a communication range of 40 meters. The same e ect is seen in the case of 5 robots. As the communication range increase from 40 meters to 60 meters and then 80 meters, the total exploration decreases from 852 seconds to 810 and 641 seconds respectively. At these communication ranges, the robots are able to explore frontiers unrestrictedly, thereby clearing areas of the map without going out of communication range of each other. This reduces the number of deadlocks, with no deadlocks occurring for 5 and 6 robots, and only 1 deadlock occurring the case of 3 robots. In these situations, Algorithm II does not receive the advantages from faster deadlock recovery. Nonetheless, it performs better than Algorithm I, due to the fact that it prevents unwanted movements. This becomes extremely important in the end stages of exploration, when robots have to travel large distances to reach the next frontiers. Such a situation is shown in Figure 6 . In Algorithm I, robots tend to make many oscillating steps while reaching the frontiers, whereas in Algorithm II, robots always move towards the frontiers. This is further confirmed by an additional scenario with robots needing to go to a frontier far away(See Figure 8) . In this scenario, all robots need to move towards one direction in order to get close to the fron- tier. Figure 7 shows the time taken by both Algorithm I and Algorithm II. As can be seen, as we increase the number of robots, the time taken by Algorithm I to reach the frontier increases steadily from 100 seconds in the case of 2 robots to more than 140 seconds in the case of 6 robots, an increase of 40 percent. Since the number of possible configurations increases exponentially with the number of robots, the chances of selecting the correct configuration decreases considerably. However, in the case of Algorithm II, the time needed to reach the frontier stays constant at 100 seconds. In this case, the greedy approach always chooses the configuration with all robots moving towards the frontier, providing no decrease in performance with increasing number of robots. 
Conclusion
In this article, we present a distributed cooperative 3D exploration algorithm, and further improve upon it by preventing undesirable movements. During exploration, the robots always stay in communication range of each other. This allows for full exchange of map and positional data enabling coordination. Furthermore, outside of the map data, the amount of data which needs to be exchanged is extremely small(only the movement direction of each of the robots). The distributed nature of the algorithm allows for reduction of computation on individual robots. This frees up additional resources the robots may need for their mission. Furthermore, there is no single point of failure. A detailed study of the e ect of communication range and number of robots is performed. It is seen that the additional robots invariably reduce the total exploration time, in all experiments. This is definitely a requirement for multi-robot exploration, despite the increase in complexity. Furthermore, the exploration is integrated into a complete system consisting of sensor acquisition, mapping, navigation, communication and tested in a high fidelity marine simulator, including realistic vehicle physics, simulating a real world scenario, making the system easily integrable into a real system.
