Abstract-In this paper a novel algorithm is presented for frequency estimation of a complex exponential by interpolating Fourier coefficients in a non-iterative way by shifting the minimum variance and using a non-linear function. The estimator presented is unbiased and normally distributed with asymptotic variance that is ≈ . of the Cramer RaoBound and is optimally uniform over the entire range while requiring calculation of the fewest Fourier coefficients.
INTRODUCTION
The problem of estimating the frequency of a sinusoidal signal in noise is of prime importance in many applications such as biomedical instrumentation, sonar, communication and defence-related signal processing. This is a fundamental problem and has remained a major topic of research in literature; its importance can be seen in [1] and [2] . The fundamental aspects associated with an optimum frequency estimator are that it should be unbiased, have minimum uniform variance and it should have low computational load. If such an unbiased estimator is possible then the minimum variance of it is given by the Cramer Rao-Bound (CRB), derived by Rife and Boorstyn in [3] for the complex Gaussian independent and identically distributed (i.i.d.) case and is given by: 
where is the sampling frequency, is the SNR and is the number of samples of the signal. The frequency domain algorithm that will be presented here is based on the fast Fourier Transform (FFT) and shows good performance at low SNR.
The most common FFT based algorithms employ a two stage approach, using a coarse search followed by a fine search. The coarse search is based on a maximum bin search that is the argument of periodogram maximiser. The fine search can be based on a dichotomous search as in the case of ([4] & [5] ) or interpolation of Fourier coefficients as in the case of ([6] - [9] ). The dichotomous search algorithms ( [4] & [5] ) are simple but computationally intensive (equivalent to taking an FFT again). These yield an estimator variance that is close to the CRB but are non-uniform over the length of the residual. The estimator based on the interpolation of Fourier coefficients presented in ([6] - [9] ) are computationally simple with least computational load, but their variance is still nonuniform. This non-uniform variance can be as high as 2 6 ≈ 1.6449 when close to the bin center [9] . In [10] and [11] , the interpolation algorithms using maximization of non linear function based on Newton method and parabolic fit are presented respectively. The algorithms require zero padding the data to the length 2N and calculation of two additional Fourier coefficients at midpoint frequencies. However, the computational penalty of zero padding the data is significant.
The iterative interpolation algorithm presented by Aboutanios and Mulgrew [12] gives a uniform variance that is 4 96 ≈ 1.0147 of the CRB. However, it does not use any previously available Fourier coefficients of the FFT for interpolation but calculates four new Fourier coefficients to achieve this performance. In [13] Minhas and Aboutanios resolved this by using more information from FFT that lead to calculation of only two additional Fourier coefficients whilst giving the same performance. Both of these algorithms still do not give a precisely uniform estimation variance of 4 96 ≈ 1.0147 , but deviate from it either close to bin center or at the edge of bin. This deviation in estimator asymptotic variance is more than 1.065 of the CRB. For precisely uniform estimation performance of 4 96 ≈ 1.0147 , both algorithms require further additional calculation of Fourier coefficients that increase the computational load.
In this paper a novel non-iterative algorithm will be presented that does not require zero padding or any intense computational calculation to perform estimation for the residual. Instead it uses already available Fourier coefficients and uses the novel minimum variance shift method, thus resulting in the calculation of the fewest number of Fourier coefficients. In addition to that, the new algorithm also uses a non-linear function to achieve precisely uniform performance of 4 96 ≈ 1.0147 of the Cramer Rao-Bound.
II. FREQUENCY ESTIMATOR
The algorithm presented here consists of a two stage process: the first is a coarse search based on a periodogram maximiser and the second is a fine search one. This second stage is further divided into two steps: the first utilizes the already available Fourier coefficients and the second requires the additional calculation of Fourier coefficients.
The new algorithm can be seen in table I. The basic interpolation of the Fourier coefficient structure in the proposed algorithm is same as shown in [13] . However, the algorithm presented here integrates a non linear function into the interpolation of Fourier coefficients in the first step of the estimator using three Fourier coefficients. In step two where the Fourier coefficients are again calculated, the estimation is based on interpolation of two Fourier coefficients thus reducing the computational load.
Let us consider the following complex exponential whose frequency has to be estimated.
Here is the amplitude of the signal, is the phase of the signal and is the true frequency that has to be estimated. is the total number of samples available for estimation. The noise term is zero mean additive white Gaussian with minimum variance of 2 .
The true frequency of the complex exponential signal is given as
where is the true frequency, is the true maximum bin and is the residual within the interval of −0.5 → 0.5 . The subscript shows the dependence of the above on , however for simplification it will be neglected. Stage one comprises the maximum bin search which returns the true maximum bin i.e.
= . The second stage, based on an interpolation of Fourier coefficients, makes an estimate of the residual that is in order to determine the true frequency of the signal.
First the interpolation procedure of the Fourier coefficients is discussed. The DFT coefficients of the adjacent bins are given by
Now substitute the value of a complex signal in the above equation. For simplicity, suppose that = 1 and = 1. The simplification of the above equation yields the following as shown in [13] . 
Coarse Search
Fine Search:
Step 1 
In the above approximation the bias is equal to −2 and the value of is
The fine search uses the following interpolation in the first step of the algorithm (see table I) to calculate the residual in the interval of −0.5 → 0.5 . First of all a noiseless case is taken where the noise coefficient will not be considered.
Now substitute the value of equation (6) without the noise coefficient in the above equation and solving, which yields
The above estimator shows that it can be used to estimate the true residual . The decision criterion for selecting the two coefficients being interpolated must be one that has better SNR. One possible criterion is to compare the coefficient on either side of the bin, as used in Rife & Vincent [7] . This rule gives poor performance as → 0 and is shown in [9] . Thus considering the following rule
From the above, we see that 1 ≤ 0 ≤ −1 for 0 ≤ ≤ 0.5 and similarly for −1 ≤ 0 ≤ 1 it is −0.5 ≤ ≤ 0 . This justifies the decision rule used in the algorithm.
The detailed theoretical analysis of the interpolation technique of the algorithm based on noise can be seen in [13] . The noise considered in the analysis is independent and identically distributed, with zero mean Gaussian. It has been shown in [13] that the asymptotic distribution of the estimator is similar to the distribution of the noise. Thus the asymptotical performance of the algorithm shows it is unbiased and normally distributed with the variance of the estimator given as 
The best way to check the performance of the minimum variance of asymptotically unbiased estimator is to take its ratio to that of ACRB given in equation (1) The estimator after step 1 gives a non-uniform variance performance that is minimum as 4 96 ≈ 1.0147 to ACRB at = 0.5 and maximum of 2 3 ≈ 3.2899 at = 0 . However, the performance of the estimator is worst at the center of the bin = 0. Quinn in [9] proposed a non-linear function using three Fourier coefficients to improve the above estimator variance in his second algorithm. This non linear function is integrated in step 1 of the algorithm. For this the same interpolation step is repeated to calculate +1 and −1 using three Fourier coefficients shown as below
The average of +1 and −1 gives an estimator whose asymptotic variance is nearly half of 2 3 ≈ 3.2899 at = 0 but the asymptotic variance is very high at = ±0.5. Quinn exploited this minimum variance property at = 0 and proposed the minimization of the residual error by using = +1 , −1 where is continuous with continuous partial derivative. The value of is obtained such that it minimizes the asymptotic variance of the estimator. The detailed derivation can be seen in [14] 
Where is already calculated by using interpolation shown in equation (7) . The ratio of asymptotic variance of using the above non-linear function in the estimator to that of ACRB as shown in [9] 
The minimum asymptotic variance performance achieved after step 1 of the estimator is 57 5504 4 ≈ 1.0088 at = ±0.5 and a maximum variance of 2 6 ≈ 1.6449 at = 0. The variance is actually minimized more outside the residual range at = ±0.5217 that is 57 4 5516 ≈ 1.0066 . The integration of this non-linear function in step 1 improves the estimation at = 0 and therefore leads to a superior performance in step 2 compared to other algorithms that will become evident in simulations.
In the next section is discussed step 2 of the fine search; it will show how the novel technique presented in this paper manipulates the interpolation procedure to give a optimally uniform minimum asymptotic variance for the algorithm that is 1.0147 of the CRB throughout the estimated residual −0.5 → 0.5 .
III. MINIMUM VARIANCE SHIFT METHOD
In this section, the minimum variance shift method (MVSM) applied in step 2 of the fine search in the algorithm will be discussed. The MVSM improves the performance of the algorithm by running it again where the estimator has minimum variance. For this, first the residual being calculated in step one is removed, so in order to run the algorithm, = 0 is taken as a fixed point. In this step algorithm converges to a fixed point following the fixed point theorem ( [15] , pp.109-111). However as stated earlier the algorithm gives the worst estimation in terms of variance at this point. So, taking the point of minimum variance that in our case is at = ±0.5 and incorporating a parameter = ∓0.5 in the calculation, the Fourier coefficients are as shown below.
Prior to the above, the decision criterion is also changed and now if By doing this, the minimum variance point is shifted to become the fixed point of the algorithm thus resulting in a minimum uniform variance throughout the length of residual. In the above algorithm the minimum variance of the estimator to that of the ACRB is of 4 96 ≈ 1.0147 at = ±0.5. This results in an optimally uniform variance of 4 96 ≈ 1.0147 over the entire residual interval of −0.5 → 0.5 . It is important to note that MVSM is not confined to = ±0.5 but works for minimum variance present anywhere between the residual ; = 0 → 0.5 and it surely converges to that variance. It can also be seen that non-linear function is not used in step 2 since it would require the calculation of third Fourier coefficient and will increase the computational load.
IV. SIMULATION RESULTS
The new algorithm presented in this paper was simulated. The statistical analysis of the algorithm was undertaken with 10,000 Monte Carlo runs and compared to the theoretical curves obtained in the previous section. The simulation was performed at a sampling frequency of = 100 Hz and the number of samples used was = 1024. Fig. 1 shows the ratio of asymptotic estimator variance of the algorithm after step 1 with and without non-linear function (NLF) to that of the Cramer-Rao Bound over the entire range of residual . The theoretical curves have also been plotted. Figure 1 . Plot of the ratio of estimator variance of the algorithm with and without non-linear function (NLF) to the asymptotic Cramer Rao-Bound as a function of residual . The theoretical curves are also shown. For the simulation, 10,000 Monte Carlo runs were used at an SNR value of 0dB Fig. 2 shows that the new algorithm after step 2 (MVSM) shows optimal uniform performance of 4 96 ≈ 1.0147 over the entire residual range. The superior performance of the new algorithm can be seen in figure 2 compared with other algorithms. The Aboutanios and Mulgrew (A&M) [12] algorithm deviates from the uniform performance at the edge of the bin → 0.5 , where as Minhas and Aboutanios (M&A) [13] algorithm deviates at the center of the bin → 0. This deviation in the asymptotic variance of both the estimators is approximately 1.065 to CRB. → 0 . The residual selected was random but away from the center and the edge of the bin (discussed earlier). The new algorithm presented here shows similar performance following the CRB curve and is identical to the A&M and M&A algorithms. However the performance of A&M is worst at the edge of the bin and M&A is at the center of the bin. The superior performance of the new algorithm can be seen in figure 4 where residual selected is = 0.5 and = 0.
It is quite evident from the figures that the asymptotic variance of the new algorithm is marginally above the Cramer Rao-Bound. 
V. DISCUSSION
In this section a computational comparison with other algorithms will be discussed. The algorithm presented here requires the calculation of fewer DFT (discrete Fourier Transform) coefficients, i.e only two to give a uniform estimator performance of 4 96 ≈ 1.0147 to that of ACRB. The computational load of the algorithm is not the interpolation but the calculation of DFT coefficients that is done separately to the FFT of the signal. So, the computational load of the algorithm apart from the FFT is 4 − 2 operations. Each DFT coefficient requires multiplications and − 1 additions. It is shown in [12] that Aboutanios & Mulgrew algorithm converges after two iterations, thus requiring a calculation of four DFT coefficients. This yields a computational load of 8 − 4 operations. The Minhas and Aboutanios algorithm [13] requires the calculation of only two DFT coefficients as in the new algorithm, but deviates from the uniform variance performance of the estimator (discussed earlier).
The estimator presented in this paper not only requires the smallest computational load of 4 − 2 operations in fine search, but will also give an optimally uniform performance that is 4 96 ≈ 1.0147 of the CRB. This is superior to the performance shown by other algorithms. However, both the Aboutanios and Mulgrew and also the Minhas and Aboutanios algorithms are iterative in nature. So by increasing one more iteration can achieve the same performance as that of the new algorithm but at an increased computational load. For Aboutanios and Mulgrew, it would require three iterations with calculation of six DFT coefficients and would result in a computational load of 12 − 6 operations. Similarly for Minhas and Aboutanios algorithm it would be 8 − 4 operations.
Computational efficiency is of primary importance in the consideration of real-time performance. In many applications of DSP, it is not feasible to conduct off-line processing, for example with respect to voice communications, live performance and noise cancellation. Optimization of the algorithm with respect to efficiency ensures that, for a given processor, appropriate frequency estimation can be achieved within the time constraints of the system.
VI. CONCLUSION
In this paper a novel algorithm that gives an optimally uniform frequency estimation performance over the entire residual range is presented. It has been shown theoretically through analysis and practically through simulations that the asymptotic variance of the estimator of the algorithm to that of ACRB is 4 96 ≈ 1.0147 . The algorithm requires the calculation of the fewest Fourier coefficients, i.e. only two. The algorithm presented here gives superior performance compared to other interpolation algorithms with the smallest computational load.
