Abstract: Many researchers and authors have studied the distributions of the condition numbers of real Gaussian matrices, which appear in many elds of pure and applied sciences, such as, probability, statistics, multivariate statistics, linear algebra, operator algebra theory, actuarial science, physics, wireless communications, and polarimetric synthetic aperture radar (PolSAR). Motivated by this, in this paper, we rst present several new distributional properties of the distributions of the condition numbers of real Gaussian matrices. Since it is important to know the percentage points of a given distribution for any statistical application, we have also computed percentiles of the said distributions of the condition numbers. Before a particular probability distribution model is applied to t the real world data, it is necessary to con rm whether the given continuous probability distribution satis es the underlying requirements by its characterizations. Also, the truncated distributions arise in practical statistics where the ability of record observations is limited to a given threshold or within a speci ed range. In view of these facts, some characterizations by truncated rst moment are also presented. We hope that the ndings of this paper will be quite useful to the researchers in various elds of pure and applied sciences as stated above.
Introduction
A matrix is said to be a random matrix (or stochastic) matrix if some or all of its elements are random variables. It appears in many elds of pure and applied sciences, such as, probability, statistics, multivariate statistics, linear algebra, operator algebra theory, actuarial science, physics, wireless communications, and polarimetric synthetic aperture radar (PolSAR), among others. Many researchers and authors have studied the properties and applications of random matrices, among them the work of Wishart (1928) , von Neumann and Goldstine (1947) , Wigner (1955) , Haggerup and Thorbjornsen (2003) , Edelman and Rao (2005) , and Edelman and Wang (2013) , are notable. Many researchers have also studied the distributions of the condition numbers of Gaussian and Wishart matrices, their properties and applications, for which the interested readers are referred to Demmel (1988) , Edelman (1988 Edelman ( , 1992 , Chen and Dongarra (2005) , Anderson and Wells (2009) , Wei et al. (2011) , Zhong et al. (2011) and Zhang et al. (2016) , Deng et al. (2017) , among others. Edelman (1992) studied the distribution of Demmel condition number of complex Wishart matrices. Wei et al. (2011) derived the probability density function (pdf) of Demmel condition number (DCN) for complex Wishart matrices using Mellin transformation. Shakil and Ahsanullah (2016) studied the characterizations of the distribution of the Demmel condition number of real Wishart matrices. Shakil and Ahsanullah (2017) further studied the characterizations of the distribution of the Demmel condition number of complex Wishart matrices.
Before a particular probability distribution model is applied to t the real world data, it is necessary to con rm whether the given continuous probability distribution satis es the underlying requirements by its characterization. In view of the facts that the truncated distributions arise in practical statistics where the ability of record observations is limited to a given threshold or within a speci ed range, many researchers have studied recently the characterizations of probability distributions by truncated moments. Thus the characterizations of probability distributions by truncated moments may play an important part in the determination of distributions by using certain properties in the given data. For example, see Galambos and Kotz (1978) , Kotz and Shanbhag (1980) , Glänzel et al. (1984) , and Glänzel (1987) , among others, where the characterizations are mainly based on a simple relationship between two di erent moments truncated from the left at the same point. It is interesting to note, as pointed out by Glänzel (1987) , that these characterizations by truncated moments may serve as a basis for parameter estimation, and may also be useful in developing some goodness-of-t tests of distributions by using data whether they satisfy certain properties given in the characterizations of distributions. For example, Barr and Sherrill (1999) note that, in a variety of applications, the mean and variance of normal distributions that have been truncated in various ways are needed. Similarly, Kim and Jeon (2013) pointed out that, in actuarial science, the credibility theory proposed by Buhlmann (1967) allows actuaries to estimate the conditional mean loss for a given risk to establish an adequate premium to cover the insured's loss. In their paper, Kim and Jeon (2013) have proposed a credibility theory based on truncation of the loss data, or the trimmed mean, which also contains the classical credibility theory of Buhlmann (1967) as a special case. In this paper, therefore, motivated by the importance of the distributions of the condition numbers of Gaussian matrices in many practical problems, we have studied its characterizations by truncated rst moment.
The organization of this paper is as follows. In Section 2, several distributional properties of the distributions of the condition numbers of Gaussian matrices are presented. The characterizations of the distributions of the condition numbers of Gaussian matrices are provided in Section 3. In Section 4, the concluding remarks are given.
Distributional Properties of the Condition Numbers of Gaussian Matrices
In this section, we discuss the properties of the distribution of the condition numbers of Gaussian matrices.
. Gaussian Matrices
An m × n real random matrix, A, is said to be a Gaussian real matrix if its elements are independent and identically distributed (i.i.d.) standard normal. We denote the distribution of such a random matrix, A, by G(m, n). Note that G(m, n) has the symmetry property, that is, it is invariant under orthogonal transformation (that is, isotropic), see, for example, Edelman (1988) . Let A T denote the transpose of the m × n random matrix
An×n. Then, the n × n random matrix Wn×n = AA T is said to be a Wishart matrix or to have the Wishart distribution with parameters (n, n). That is, 
. Distributional Properties of the Condition Numbers of Gaussian Real Matrices
In this sub-section, for the sake of simplicity and without loss of generality, we shall consider, following Edelman (1988) , the explicit expressions of the probability density function (pdf) of the exact distribution of condition numbers of the Gaussian real matrices, G(m, n), when m = . For details on the derivations of these and related properties, the interested readers are referred to Edelman (1988) .
. . The Distribution G( , n)
The pdf, f (x), of the distribution of the condition number, κ, of the Gaussian matrix, G( , n), is given by
.
. Shapes of the Probability Density Function
Using Maple, the shapes of the pdf (2.1), are provided in Figure 1 below for some selected values of the parameter, n. The e ects of the parameters are obvious from these gures; also, the distribution of the DCN appears to be unimodal and right skewed. 
. . Cumulative Distribution Function
The cumulative distribution function (cdf), F(x), of the distribution of the condition number κ, of the Gaussian matrix, G( , n), is given by
Letting t = u in Eq. (2.2), and simplifying, we have
which, on substituting u = tan θ, and simplifying, can be expressed as
where cn = (n − ) n− . Thus, by repeated applications of reduction formulas for the integral in the above Eq. (2.3), (see, for example, Gradshteyn and Ryzhik (1980) , and Prudnikov, et al. (1986) , among others), and simplifying, we obtain the cdf, F(x), as follows:
By di erentiating the equation (2.4) with respect to x, it is easy to verify that
, where f (x) denotes the pdf given by the equation (2.1). Using Maple, the shapes of the cdf (2.4) are provided in Figure 2 below for some selected values of the parameter, n. The e ects of the parameters are obvious from these gures.
. . Survival and Hazard Functions
The survival and hazard functions are respectively given by
and
The possible shapes of the survival function (2.5) and the hazard rate function (2.6) are provided for some selected values of the parameter, n, in the following Figures 3 and 4 respectively. The e ects of the parameters can easily be seen from these graphs. The decreasing behavior of the survival function, S(x), and upside down bathtub shape behaviors of the failure rate function, h(x), are also evident from these Figures. 
. Moment
As pointed out by Edelman (1988) . "the result of directly averaging the condition number is known to be in nite." Instead of nding the expected value of the condition number, that is, E(κ), Edelman (1988) has obtained the expected value, E(ln κ), of the random quantity ln(κ), stating the fact that "the quantity ln(κ) is the measure of the loss of numerical precision;" see, for example, Blum and Schub (1986) . However, in this paper, in what follows, for the random variable κ having the pdf fκ(x) as in Eq. (2.1), we derive the jth moment, E(X j ), where j > , is an integer. We have
where x > and n ≥ . Letting x = u in Eq. (2.7), and simplifying, we have
where cn = (n − ) n− . Thus, by repeated applications of reduction formulas for the integral in the above Eq. (2.9), (see, for example, Gradshteyn and Ryzhik (1980) , and Prudnikov, et al. (1986) , among others), and using Maple, and simplifying, we obtain the jth moment, E(X j ), in terms of the generalized hypergeometric function F (α, β; γ; z), as follows:
where cn = (n − ) n− , and n > and j > are positive integers. When j = in Eq. (2.10), the rst moment,
E(X), in terms of gamma function, is given by
where cn = (n − ) n− . It is obvious from Eq. (2.11) that, when n = , the rst moment, E(X), does not exist. However, we observe from Eq. (2.10) that that the rst moment, E(X), exists and is nite, when n > , which can easily be veri ed by actual computations using the Maple software. Using the software Maple, and Eq. (2.10), the rst moment is tabulated in Table 1 , and the corresponding graph is sketched in Figure 5 below, for some values of the parameter, n > . For details on the Maple software, the interested readers are referred, for example, to Richards (2002) , White and Subramanian (2010) , and Gander et al. (2014) , among others. From Table 1 and Figure 5 , it is observed that, for the given values of parameter, n > , the rst moment, E(X), is a monotonic decreasing and concave up function of n. 
. Entropy
The entropy measure of a random variable X is a measure of variation of uncertainty and has been used in many elds such as physics, engineering and economics, among others. According to Shannon (1948) , the entropy measure of a continuous real random variable X is de ned as 12) where cn = (n − ) n− , n ≥ , and x > . It is obvious that the integral in Eq. (2.12) cannot be evaluated in a closed form, and, therefore, we cannot obtain a closed form expression for the Shannon entropy. Hence, using Maple software, and Eq. (2.12), the Shannon entropy measure is tabulated in Table 2 , and the corresponding graph is sketched in Figure 6 below, for some values of the parameter, n ≥ . From Table 2 and Figure 6 , it is observed that, for the given values of parameter, n ≥ , the Shannon entropy is a monotonic decreasing and concave up function of n.
Characterization Results

. Characterization by Truncated First Moment
In this section, we provide in Theorems 3.1.1 and 3.1.2, the proposed characterizations of the distribution of the condition number, κ, of the Gaussian matrix, G( , n), with pdf (2.1) and cdf (2.4), by truncated moment, that is, by considering a product of reverse hazard rate and another function of the truncated point. For this, we will need the following assumptions and lemmas. We assume that
dx exits for all x, where < x < ∞. We also assume that E(X) exists, which is true in our case, since the pdf (2.1) has nite E(X) and, therefore, can easily be characterized using conditional expectation of the rst moment, as described below. Assumptions and Lemmas: Assumption 3.1.1 Suppose the random variable X is absolutely continuous with the cumulative distribution function F(x) and the probability density function f (x). We assume that γ = inf{x|F(x) > }, and δ = sup{x|F(x) < }, f (x) is a di erentiable function of x in (γ, δ), and E(X) exists. 
and g(x) is a continuous di erentiable function of x with the condition that
g (u) du is nite for x > γ, then f (x) = ce
where c is a constant determined by the condition δ γ f (x)dx = .
Proof. Suppose that E(X|X
, we have
, that is,
. Di erentiating both sides of the above equation with respect to x, we obtain
From the above equation, we obtain
On integrating the above equation with respect to x, we have
dx , where c is obtained by the condition
This completes the proof of Lemma 3.1.1.
Lemma 3.1.2 Under the Assumption 3.
is a continuous di erentiable function of x with the condition that
, where c is a constant determined by the condition
Proof.
and r (x) =
From the above equation, on simpli cation, we obtain
Thus, on integrating the above equation with respect to x, we have
where c is determined by the condition δ γ f (x)dx = . This completes the proof of Lemma 3.1.2.
Theorem 3.1.1 Suppose the random variable X is absolutely continuous with the cumulative distribution function F (x) and the probability density function f (x). We assume that
, where 
