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Resumo 
Numa sociedade de informação com um fluxo de dados crescente, torna-se cada vez 
mais urgente dar resposta rápida e fiável a novos pedidos de informação. No entanto, 
grande parte das empresas vive quase que refém de um ERP, condicionada pela rigidez 
dos relatórios pré-configurados. 
Para fazer face à necessidade de nova, rápida e fiável informação é necessário saber 
onde recolher os dados para posterior transformação, sendo aqui encontrado um 
entrave: grande parte das empresas não possui o mapeamento das suas próprias bases de 
dados o que leva a um enorme custo quando novos relatórios são solicitados. 
No presente trabalho é apresentada uma abordagem que se propõe a descobrir de forma 
automática as chaves de uma base de dados não documentada e garantindo que não 
serão testadas todas as possíveis combinações entre relacionamentos, o que é possível se 
e só se a base de dados seguir uma lógica coerente na designação dos seus 
relacionamentos e atributos. Recorrendo a técnicas de text mining consegue-se reduzir o 
espaço de procura das potenciais correspondências entre relacionamentos e com 
consultas SQL é possível confirmar as hipóteses propostas. 
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1. Notas introdutórias 
 
1.1. Introdução 
Ao longo deste trabalho pretende-se para além de construir um modelo de suporte à 
decisão para o mapeamento de bases de dados, também apresentar uma base teórica de 
suporte para que o leitor possa autonomamente compreender e pôr em prática os temas 
abordados. 
O grande enfoque prático recairá numa aplicação relacional, exigindo assim alguma 
perícia na utilização de comandos SQL na sua implementação.  
 
1.2. Motivação 
Porquê a escolha do Mestrado em Modelação, Análise de Dados e Sistemas de Apoio à 
Decisão? Esta é uma questão frequentemente colocada, questão com resposta em duas 
palavras: atualidade e interesse. 
Numa sociedade baseada em tecnologias de informação, a geração e recolha de dados é 
abundante, no entanto o mesmo não se pode dizer do tratamento e eficiente utilização 
desses dados, da sua transformação em informação. 
Atualmente deparo-me com alguma frequência com um dilema: falta de mapeamento de 
bases de dados. Este desafio é habitualmente resolvido iterativa e manualmente, 
processo imensamente dispendioso em termos de tempo e consequentemente em termos 
de capital humano alocado a essa tarefa. 
Automatizar o mapeamento de bases de dados é o desafio lançado neste estudo, desafio 
que quando resolvido poderá libertar tempo e recursos para o estudo de outros 
problemas. 
 
1.3. Problema 
Uma necessidade real no mercado de trabalho é a contínua adaptação da informação 
disponível às necessidades em constante mutação, sendo cada vez mais frequente a 
necessidade de criar novos relatórios para suportar o negócio. Esta necessidade deveria 
ter fácil solução, dado todo um leque de ferramentas atualmente disponíveis, mas não é 
a realidade. 
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Apesar de todo um conjunto de ferramentas informáticas que hoje em dia se encontram 
disponíveis, frequentemente se encontraram bases de dados empresariais não mapeadas. 
A generalidade das empresas possui uma base de dados feita à medida do seu ERP 
(Enterprise Resource Planning), o que seria o ideal se o seu sistema informático 
abraçasse todas as necessidades, incluindo todas as análises e relatórios necessários para 
suportar eficazmente o negócio. É neste ponto que se encontram falhas. Geralmente um 
ERP não abrange todas as necessidades de uma empresa, principalmente porque essas 
necessidades estão em constante mutação, tal com o próprio mercado. 
Quando surge a necessidade de criar novas ferramentas, novas análises ou novos 
relatórios, a pergunta essencial é “onde se pode recolher a informação” e é neste ponto 
que se despende uma grande parte do tempo: na procura e teste dos dados de forma a 
garantir a integridade da informação. 
Manualmente o problema é razoavelmente trivial, pois apenas consiste em identificar a 
informação e o seu relacionamento entre diferentes tabelas. No entanto, mesmo 
manualmente este processo está sujeito a erros uma vez que dificilmente, em cenário 
real, se analisa todos os registos. Para além da possibilidade de erro, caso a base dados 
tenha um número elevado de tabelas e registos, esta tarefa torna-se exponencialmente 
mais difícil de concretizar em tempo útil. Uma tarefa relativamente simples quando 
executada por mão humana apresenta-se com um desafio quando se pretende 
automatizar o processo e assim suportar decisões mais rápidas evitando perder negócio 
ou a sua negociação abaixo do ponto óptimo. 
O problema proposto a estudo é o mapeamento automático de uma base de dados não 
documentada na Segunda Forma Normal e com uma lógica coerente de designação dos 
seus componentes (relacionamentos e atributos). Pressupõe-se que não são conhecidas 
as chaves de cada relacionamento (tabela) e por consequência as interações entre si. 
Estas interações caracterizam-se pela ligação entre relacionamentos através de chaves, 
de um lado uma chave primária e do outro uma chave estrangeira. Neste sentido, o 
problema subdivide-se em dois: numa primeira fase é necessário identificar os campos 
chave de cada tabela e de seguida é necessário identificar as chaves estrangeiras que se 
podem relacionar com cada chave primária. 
Este é um problema complexo de modelizar por diversos motivos. Por um lado, 
normalmente é necessário realizar uma limpeza prévia dos dados para evitar falhas 
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provenientes de erros de formato da informação, sendo este caso especialmente 
importante quando se trabalha com bases de dados com formatos de texto diferentes 
(como por exemplo, bases de dados de países estrangeiros). Por outro lado, assume-se 
que se está a trabalhar com bases de dados na segunda forma normal, o que implica que 
alguma informação estará repetida em diferentes tabelas e que será mais complexo 
identificar as chaves primárias recorrendo a dependências funcionais. Outro fator 
relaciona-se com o tempo de processamento, sendo que não será viável analisar todos os 
registos sob pena de o processamento da informação requerer um tempo incomportável. 
 
1.4. Organização do trabalho 
Este trabalho é composto por três capítulos para desenvolver o tema do mapeamento de 
automático de bases de dados. 
Numa fase inicial, o capítulo 2 apresenta uma breve envolvente teórica das temáticas de 
interesse. Verifica-se que a literatura existente possui um grande foco na descoberta por 
dependências funcionais como meio de descoberta de chaves primárias, sendo dado 
destaque aos Axiomas de Armstrong nessa descoberta. No entanto, é necessário abordar 
temáticas mais abrangentes, tal como a génese do modelo relacional. Após fazer 
referências a alguns temas de interesse como dependências diferenciais ou a redução do 
espaço de procura na descoberta de chaves primárias, apresenta-se a temática do text 
mining, o que servirá de suporte para a descoberta de chaves estrangeiras mais adiante. 
No capítulo 3 é proposta uma metodologia para abordar o problema proposto, bem 
como exposta toda a envolvente e pressupostos assumidos. De forma a focar esforços 
num problema específico, é assumido que a base de dados a mapear se encontra na 
Segunda Forma Normal e que as designações de relacionamentos e atributos seguem 
uma lógica consistente. 
Finalmente, no capítulo 4 explora-se um caso de estudo baseado em dados simulados. 
Estes dados servem para demonstrar a aplicação da metodologia do capítulo precedente 
com uma base de fácil interpretação. O caso de estudo é acompanhado por diversos 
anexos com uma perspectiva gráfica do método aplicado, bem com propostas de pseudo 
código para uma posterior aplicação prática. 
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2. Estado da arte 
 
2.1. Modelo relacional 
Modelo Relacional é um conceito inicialmente formulado por Edgar F. Codd no início 
da década de 1970 [1], surgindo como uma solução para a necessidade de armazenar um 
grande volume de informação sem criar dependências face ao sistema de origem. Codd 
propõe um modelo em que a informação é armazenada na forma de registos agrupados 
por relações. Esta forma uniforme de armazenamento de informação em tabelas evita a 
criação de dependência à utilização atual ou programa utilizado. A informação 
armazenada no modelo relacional permite uma fácil mudança de paradigma através da 
manipulação das consultas realizadas na base de dados. 
Numa obra mais recente [2], Edgar F. Codd descreve em detalhe o modelo relacional, 
bem como diversos conceitos associados. Conceitos importantes como chaves primárias 
(atributo ou conjunto de atributos que identificam inequivocamente uma tupla) ou 
chaves estrangeiras (atributo de ligação de uma tabela consultada à chave primária de 
outra tabela). Estes conceitos levam a preocupações com a integridade dos dados. Codd 
define duas regras de integridade: 1) integridade de entidade como sendo a exigência de 
não existir valores nulos de qualquer tipo num atributo que seja uma chave primária; 2) 
integridade referencial como sendo a exigência de existir para cada chave estrangeira 
uma correspondente chave primária. 
 
2.2. Normalização 
Para além do conceito de Modelo Relacional, Edgar F. Codd também definiu o conceito 
de Normalização de Base de Dados [1]. Existem atualmente diversas formas de 
normalização, sendo no entanto as primeiras 3, formuladas por Codd, as mais utilizadas 
e consensualmente aceites como suficientes para a generalidade das bases de dados 
atuais. 
A Primeira Forma Normal caracteriza-se por conter apenas entradas com valores 
atómicos, ou seja, valores que são utilizados como um todo, não havendo listas ou 
valores compostos por diversos elementos. Adicionalmente, cada linha deverá ter uma 
chave que a identifique inequivocamente. 
Mapeamento Automático em Bases de Dados usando Data Mining  
5 
 
A Segunda Forma Normal para além de exigir que a base de dados esteja na 1ª Forma 
Normal, exige também que todos os valores não primários, ou seja, atributos que não 
são candidatos a campos chave dependam funcionalmente de toda a chave, de todos os 
atributos chave. 
Já a Terceira Forma Normal, para além de exigir que a base de dados esteja na 2ª Forma 
Normal, prevê também que todos os campos não primários dependam única e 
exclusivamente do atributo chave. Uma base de dados com esta configuração possui 
diversas tabelas mas evita informação duplicada, reduz o risco de existir registos 
inconsistentes e facilita a manutenção da base de dados. 
Apesar de as três primeiras formas normais referidas acima serem as mais 
consensualmente utilizadas e suficientes para a maioria das aplicações, existem ainda 
mais algumas formas de normalização de bases de dados [3]. Autores como Ronald 
Fagin desenvolveram ainda outras abordagens de modificação destas últimas formas de 
normalização [4]. 
 
2.3. Procura por Chaves Primárias 
David Maier na sua obra da 1983, The Theory of Relational Databases [5], apresenta 
uma série de conceitos entre os quais a definição de Dependência Funcional (do inglês 
Functional Dependency, muitas vezes abreviado para FD). Uma Dependência 
Funcional caracteriza-se por existir um ou mais atributos dependentes da pré-ocorrência 
de outros. De forma genérica pode-se dizer que B depende funcionalmente de A, sendo 
representado como A→B quando para B ocorrer seja necessário A ocorrer. Um exemplo 
prático para melhor compreensão é dado por Maier usando como exemplo o 
planeamento de voos de uma companhia aérea: {FLIGHT, DATE}→PILOT. Isto 
significa que o atributo PILOT está dependente de FLIGHT e DATE, sendo PILOT o 
piloto escalonado para determinado voo, FLIGHT o tipo de aeronave e DATE ao dia do 
voo. 
No âmbito das dependências funcionais há várias derivações da elementar DF, como por 
exemplo [5]: 
1. AB→E (given) 
2.  AB→AB (reflexivity) 
3. AB→B (projectivity from 2) 
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4.  AB→BE(additivity from 1 and 3) 
5.  BE→I (given) 
6. AB→I (transitivity from 4 and 5) 
Peter A. Flach e Iztok Savnik no seu trabalho Database Dependency Discovery: a 
machine learning approach [6], usando uma linguagem muito semelhante à de Maier 
[5] apresenta diversos algoritmos para a indução de dependências funcionais. Este 
trabalho de Peter A. Flach e Iztok Savnik foi precedido por outra abordagem pelo 
mesmo grupo de trabalho mas recorrendo a uma indução bottom-up [7]. 
[6] 
Imagem1 
Para encontrar dependências funcionais pode-se optar pela Deteção, ou seja, partindo do 
geral detetar relacionamentos ou pelo contrário, pode-se optar pela Indução, ou seja, 
partindo de registos em particular induzir dependências [6]. 
A deteção de dependências funcionais é um tema que tem sido aprofundado por 
diversos autores. Um trabalho que se destaca é o chamado algoritmo TANE [8]. Esta 
abordagem consegue um algoritmo extremamente rápido dada a complexidade e a 
crescimento exponencial da dimensão do problema com o aumento dos atributos 
existentes. 
O algoritmo TANE utiliza algumas técnicas para melhorar o tempo de processamento 
sem que o nível de erro suba para níveis superiores a ε definido. Estas técnicas passam 
por particionar o problema, procurar por dependências aproximadas dentro de um 
determinado nível de erro ou a poda do espaço de procura. 
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[8] 
Imagem2 
Tendo sido identificadas dependências funcionais, é possível avançar para a procura de 
chaves primárias. Esta procura pode ser extensiva ou utilizar métodos de redução do 
espaço de procura como o apresentado por Alberto Abelló e Oscar Romero no trabalho 
Using Ontologies to Discover Fact IDs [9]. Este estudo explora o ganho tempo de 
computação que se consegue obter com a redução do espaço de procura quando já se 
possui uma árvore de dependências funcionais. Esta informação permite reduzir o 
espaço de procura por chaves primárias. 
Ainda no campo de procura por campos únicos, Ziawasch Abedjan e Felix Naumann 
apresentam um novo algoritmo, o Histogram-Count-based Apriori Algorithm (HCA) 
[10], algoritmo este que utiliza a contagem de repetições em colunas ou conjuntos de 
colunas para a deteção de campos únicos. O grande contributo deste algoritmo é utilizar 
uma abordagem que analisa o número de registos distintos e a frequência de cada 
registo, conseguindo assim podar a árvore do espaço de procura recorrendo aos dados 
das contagens dos valores únicos e da utilização de um histograma da frequência de 
cada registo. 
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[10] 
Imagem3 
Existem ainda outros trabalhos de relevo na redução do espaço de procura por 
dependências funcionais, trabalhos como o desenvolvido por Erick Alphonse e Stan 
Matwin redução do espaço de procura utilizando Inductive Logic Programming [11] 
[12], uma abordagem que aplica na aprendizagem automática (machine learning) os 
conceitos matemáticos de First Order Logic [13]. No entanto, estas abordagens 
necessitam de uma grande personalização e conhecimento da lógica da informação. 
Para além da procura por dependências funcionais, há outras abordagens a ter em conta. 
Abordagens como a apresentada por Shaoxu Song e Lei Chen [14] são também 
relevantes. Estes autores apresentam um estudo sobre a descoberta de dependências 
diferenciais, dependências que têm em conta os atributos mas também o valor desses 
atributos que podem ter o formato de uma função diferencial. Para além da descoberta 
de dependências, esta abordagem é também utilizada em métodos de data cleaning na 
procura de inconsistências nos dados. 
 
2.4. Axiomas de Armstrong 
É ainda importante destacar os Axiomas de Armstrong, formulados por William W. 
Armstrong num trabalho de 1974 [15]. Estes axiomas determinam regras de inferência 
usadas para descobrir dependências funcionais numa base de dados relacional. Os 
Axiomas de Armstrong são [16]: 
1. Reflexividade: se Y X então X→Y, sendo X e Y atributos [sendo Y um 
subconjunto de X ou igual a X, Y depende funcionalmente de X] 
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2. Aumento: se X→Y então XZ→YZ, Z [se Y depende funcionalmente de X 
então YZ depende funcionalmente de XZ para qualquer Z] 
3. Transitividade: se X→Y e Y→Z então X→Z 
 
2.5. Procura por Chaves Estrangeiras 
Tendo sigo encontradas chaves primárias, será possível passar para uma nova fase do 
estudo: a procura por relacionamentos chave primária – chave estrangeira (PK-FK).  
 
Imagem4 
A Machine Learning Approach to Foreign Key Discovery [17] é um trabalho que 
explora a aplicação de machine learning na pesquisa de chaves estrangeiras entre 
relacionamentos. De forma a poder pesquisar por padrões que sugiram a existência de 
chaves estrangeiras, este estudo definiu um conjunto de 10 características a ter em conta 
na análise. Interessante notar que apesar de terem sido identificadas 10 características de 
chaves estrangeiras, apenas 60% das chaves estrangeiras analisadas continham as 10 
características, o que denota a dificuldade de modelizar eficazmente este problema. 
Estas 10 características são [17]: 
 Distinct Dependent Value: geralmente o número de elementos da chave 
estrangeira é diferente do número de elementos da chave primária de ligação 
 Coverage: geralmente as chaves estrangeiras cobrem uma parte considerável das 
chaves primárias de ligação 
 Dependent And Referenced: geralmente uma chave estrangeira não é uma chave 
primária na sua tabela 
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 Multi Dependent: um atributo frequente em diversas tabelas é pouco provável 
que seja uma chave estrangeira 
 Multi Referenced: assume-se que uma chave primária está ligada a mais de uma 
chave estrangeira 
 Column Name: semelhança no nome dos atributos é um forte indicador da 
ralação chave primária – chave estrangeira 
 Value Length Diff: é esperado que o tamanho dos registos (enquanto cadeias de 
texto) seja semelhante entre as duas chaves de ligação 
 Out Of Range: os valores da chave estrangeira referindo-se à chave primária 
deverão estar distribuídos por toda amplitude de valores da chave primária de 
ligação e não apenas concentrados num espaço reduzido 
 Typical Name Suffix: geralmente os campos de ligação têm um nome do 
atributo com um nome semelhante 
 Table Size Ratio: geralmente os atributos dependentes (chaves estrangeiras) não 
se referem apenas a um número reduzido de valores na chave primária 
Outras abordagens existem na procura por chaves estrangeiras, como por exemplo a de 
Jacob Berlin e Amihai Motro no trabalho Database Schema Matching Using Machine 
Learning with Feature Selection [18] através da utilização de um dicionário sobre uma 
abordagem bayesiana. 
Meihui Zhang, Marios Hadjieleftheriou, Beng Chin Ooi, Cecilia M. Procopiuc e Divesh 
Srivastava no trabalho On Multi-Column Foreign Key Discovery [19] apresentam a 
inclusão de aleatoriedade como forma de reduzir o número de falsos positivos na 
procura por chaves estrangeiras. 
 
2.6. Text Mining 
Tal como referido em [20], Text Mining procura extrair informação de fontes de 
informação em formato de texto através da identificação e exploração de padrões. 
Com a evolução do mundo electrónico estas ferramentas de extracção de conhecimento 
tem vindo a crescer, surgindo aplicações em diversas áreas como a classificação 
automática e massiva de textos, extracção informação de plataformas web ou até a mais 
recente sentiment analysis [21]. 
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Text mining ou extracção de conhecimento de texto (knowledge discovery from text, 
KDT), tal como referido em [21], foi mencionado pela primeira vez por R. Feldman e I. 
Dagan no seu trabalho Proc. of the First Int. Conf. on Knowledge Discovery (KDD) [22] 
como uma ferramenta que através de data mining e machine learning consegue retirar 
informação de cadeias de texto. Um conceito que merece destaque no trabalho [21] é o 
de bag-of-words. 
Quando se pretende extrair informação de uma grande colecção de documentos de 
texto, é vantajoso realizar um pré-processamento para armazenar informação sobre os 
textos pré-processados, informação essa que servirá de apoio para a correta classificação 
de novos textos, sendo essa informação guardada num bag-of-words. 
Para o problema em estudo será utilizada uma abordagem semelhante à apresentada em 
[23], uma abordagem direccionada para a extracção de prefixos e sufixos de um banco 
de dados. Paolo Ferragina demonstra no seu livro como construir um array de sufixos 
através da procura de substrings. 
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3. Metodologia 
 
3.1. Pressupostos 
Neste capítulo será proposta uma metodologia de resolução do problema de 
mapeamento automático de uma base de dados, sendo necessário que inicialmente se 
fixem alguns pressupostos: 
 Este método será aplicado a uma base de dados na 2ª Forma Normal. Este 
primeiro pressuposto é assumido porque esta é a forma em que geralmente as 
empresas tem a sua base de dados para se adaptar mais eficazmente aos seus 
ERP. 
 Assume-se que a base de dados a utilizar já passou por um processo de limpeza 
dos dados, estando prontos a ser utilizados, pois a temática da limpeza de dados 
(Data Cleaning) é um tema complexo e digno de um estudo dedicado. 
 A base de dados a mapear, isto é, a descobrir as suas chaves primárias e 
estrangeiras, possui uma lógica coerente na designação dos seus 
relacionamentos e atributos. 
 
3.2. Condicionantes 
Apesar de o mapeamento de bases de dados ser uma tarefa a realizar uma única vez e 
com tal não ter as condicionantes temporais de uma análise em tempo real, devido à 
dimensão que pode atingir uma base de dados empresarial, continua a ser fator a ter em 
conta no momento da construção de um modelo automático de procura que não deverá 
ser exaustivo quando o tempo de computação ultrapassar o aceitável. 
Uma outra condicionante, sendo esta deveras relevante, é a capacidade de computação 
exigida. No caso de haver um elevado volume te informação a processar pode não ser 
possível com uma máquina regular cumprir a tarefa proposta. A título de exemplo, note-
se que um ficheiro de MS Access possui uma limitação de 2GB de informação 
processada, limite facilmente ultrapassado. 
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3.3.  Visão geral 
O desafio de mapear automaticamente uma base de dados é um problema complexo, 
pelo que será mais fácil e eficiente subdividir o problema em pequenas abordagens 
complementares para se alcançar o resultado final. 
Este é um problema com várias dimensões, o que torna exponencial o número de 
combinações a testar. Note-se que há diversas tabelas que se podem ou não relacionar, 
relacionamento este que pode existir entre um ou mais atributos de cada tabela. 
Visto isto, o primeiro desafio será seleccionar os pares de tabelas mais susceptíveis a 
apresentar um relacionamento entre si. Este passo poupará o tempo de computação de 
todas as hipóteses existentes uma vez que se pretende que todas as tabelas se relacionem 
entre si em pelo menos um ponto, não sendo necessário que haja um estudo exaustivo 
por questões de gestão de recursos. Para se obter uma análise exaustiva basta deixar de 
lado este pressuposto. 
Como segundo desafio há a procura de possíveis relacionamentos entre duas tabelas, o 
que implica a descoberta das chaves primárias de ambas as tabelas em causa e posterior 
procura por chaves estrangeiras em ambas as direcções. 
Este segundo ponto seria relativamente direto caso não existissem condicionantes de 
tempo e recursos de computação como as referidas no ponto anterior. 
 
3.4.  Ordenação de par de relacionamentos a analisar 
Ter-se-á como ponto de partida múltiplos relacionamentos, nos quais se pretende 
identificar características semelhantes que revelem uma possível ligação entre eles. 
Como características de cada relacionamento pode-se utilizar a denominação do 
relacionamento, a denominação dos atributos do relacionamento e meta informação 
destes atributos, tal como o tipo de dados em cada atributo e o seu tamanho. 
Este é um problema de clustering, de procura por padrões na informação, padrões estes 
que serão classificados através de uma medida de distância ponderada. Esta medida 
deverá possuir uma forte componente de text mining na procura de semelhanças na 
designação dos relacionamentos e dos seus atributos. Usualmente a denominação dos 
relacionamentos e dos atributos segue uma lógica, pelo que a identificação de prefixos e 
sufixos deverá agilizar a descoberta de ligações entre relacionamentos. 
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Numa primeira fase é necessário listar todos os relacionamentos da base de dados, bem 
como a informação sobre os seus atributos. O resultado será uma tabela com a 
designação do relacionamento, a designação de cada atributo e meta informação 
relevante, como por exemplo o tipo de dados que contem (cadeia de texto, numérico, 
data, etc.), prefixos ou sufixos encontrados nas descrições e a restante designação para 
se cruzar com a designação de atributos de outros relacionamentos na pesquisa por 
chaves estrangeiras. 
Assume-se que um prefixo ou sufixo numa designação se apresenta como um fator de 
semelhança. Tome-se como exemplo duas tabelas, uma chamada ClientsMaster e outra 
ClientsDetails e o exemplo de atributos de dois relacionamentos diferentes, sendo que 
num se podem designar CMnbr e noutro CDnbr para o número do cliente nas duas 
tabelas dadas como exemplo. 
Para a procura de prefixos em cada designação é extraído incrementalmente mais um 
caractere e feita a contagem de quantos prefixos não repetidos existem. Quando o 
número de prefixos não repetidos for igual ao universo de procura a pesquisa termina. 
Os diferentes prefixos são encontrados nos estádios anteriores quando abranjam o 
número máximo de atributos. Da mesma forma se pode procurar por sufixos. 
A existência de um prefixo ou de um sufixo é indicador de semelhança, pelo que a 
distância entre dois relacionamentos com o mesmo prefixo ou sufixo deverá ser nula 
neste fator ponderador para realçar a semelhança entre os dois objetos. 
De seguida é utilizado como ponderador de distâncias o tipo de atributos, sendo que 
mesmo que um atributo apresente um prefixo ou sufixo em comum, caso o tipo de 
dados não seja compatível não poderão representar um relacionamento chave primária – 
chave estrangeira. 
No final, é criada uma matriz de distâncias entre cada relacionamento, matriz utilizada 
para ordenar os relacionamentos a estudar. 
 
3.5. Descoberta de Chaves Primárias 
Como já foi referido, pressupõe-se o trabalho em bases de dados na 2ª Forma Normal, 
pressuposto este que implica que se pode realizar uma procura por chaves primárias 
recorrendo a uma abordagem top-down e assim reduzir de forma considerável o espaço 
de procura por dependências funcionais. 
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Na revisão bibliográfica verifica-se que a temática da descoberta de dependências 
funcionais é uma temática amplamente estudada mas sempre com a procura em todo 
universo de possíveis soluções, mesmo utilizando diversas técnicas para reduzir o 
espaço de procura. 
Para a descoberta de chaves primárias irá ser analisado o potencial ganho de 
computação entre uma abordagem de descoberta de dependências funcionais pela 
procura em todo o universo de soluções (abordagem amplamente estudada) e pela 
procura num universo de soluções previamente filtrado com apenas os atributos 
potencialmente chave. 
[10] 
Imagem5 
Recuperando o exemplo utilizado em [10], para encontrar dependências funcionais, por 
exemplo, utilizando uma abordagem como a apresentada em [6], temos um espaço de 
procura de 15 possíveis dependências funcionais. No entanto, como o pretendido não é 
a deteção de dependências funcionais mas sim chaves primárias, o que não é 
necessariamente a mesma coisa, será vantajoso reduzir o espaço de procura por 
dependências funcionais apenas aos atributos sem valores repetidos, utilizando 
previamente a função em SQL CountDistinct. Com este passo prévio consegue-se 
identificar a cada nível os atributos ou conjunto de atributos sem registos repetidos, as 
potenciais chaves primárias. Deve-se ler com nível o estado de agregação de atributos 
considerados, sendo o primeiro nível o estado em que cada atributo é considerado 
individualmente e o último nível o estado em que todos os atributos são considerados 
em conjunto. Apesar de se exigir duas consultas prévias à base de dados (uma para 
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saber quanto registos existem e outra para contar os valores únicos), o esforço de 
computação será menor que o exigido para encontrar dependências funcionais em todo 
o espaço de procura. 
Esta abordagem pode levar a que sejam encontradas falsas chaves primárias, isto é, 
atributos que não possuem valores repetidos no relacionamento. O caso mais comum 
destes falsos positivos serão atributos numéricos com uma elevada e diversificada 
variação de possíveis valores assumidos. Nestes casos, apesar se ser possível criar mais 
uma ferramenta de apoio à decisão baseada, por exemplo, num indicador de variância 
dos dados, vai-se assumir todas as potenciais chaves primárias detectadas para posterior 
filtro/selecção manual se necessário ou simplesmente se pode testar se as diferentes 
potenciais chaves primárias encontram correspondência em alguma das potenciais 
chaves estrangeiras. 
Quando não são encontrados atributos únicos (sem valores repetidos) torna-se 
necessário proceder há combinação de atributos na busca por chaves primárias. Será de 
esperar que a combinação que formará uma chave primária será composta por atributos 
com menor número de registos repetidos, pelo que se poderá ordenar essas combinações 
a testar recorrendo a este pressuposto e terminando a pesquisa quando for encontrada a 
primeira combinação sem registos repetidos, por uma questão de poupança de tempo e 
recursos de computação. Como tal, torna-se necessária validação manual de chaves 
primárias compostas por mais de um atributo. 
 
3.6. Descoberta de Chaves Estrangeiras 
Uma vez descobertas as chaves primárias de cada relacionamento, é agora possível 
passar para a segunda fase deste problema: a descoberta de chaves estrangeiras. 
Como já foi abordado anteriormente, dois atributos são classificados como chaves 
estrangeiras quando formam o ponto de ligação entre dois relacionamentos. 
A relação entre uma tabela principal e uma tabela secundária possui algumas 
características descritas por A. Rostin, O. Albrecht, J. Bauckmann, F. Naumann e L. Ulf 
em [17], sendo de destacar que fazendo um JOIN entre os dois relacionamentos entre a 
chave primária da tabela principal e a candidata chave estrangeira o resultado terá a 
mesma dimensão que a tabela secundária. Esta elação resulta do facto de, para que seja 
uma chave estrangeira, todos os campos da tabela secundária necessitam possuir uma e 
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apenas uma correspondência na tabela principal. Esta característica é um forte indicador 
de confirmação da hipótese formulada: serem os atributos em causa chaves estrangeiras. 
Neste ponto volta a ser necessário recorrer à tabela de distâncias utilizada na ordenação 
dos pares de relacionamentos a estudar, pois existe um universo de hipóteses 
potencialmente grande a analisar. A título de exemplo, tendo duas tabelas com apenas 
um atributo chave primária identificada, caso ambas as tabelas tenham 10 atributos, há 
um universo de hipóteses para chaves secundárias de 10 x 2, 20 consultas a realizar, 
consultas que serão mais demoradas dependendo do número de registos presentes. 
Visto isto, novamente a presença de prefixos ou sufixos e a compatibilidade de tipo de 
dados dos atributos servirá como fator de ordenação na prioridade de análise, 
conseguindo-se assim evitar a consulta de todo o universo de procura no caso de se 
encontrar a chave estrangeira numa fase inicial da procura. 
 
3.7. Ordenação de potenciais chaves estrangeiras a testar 
Recorrendo a uma abordagem semelhante à descrita no ponto 3.4, as combinações de 
potenciais chaves estrangeiras serão ordenadas para posterior teste através da utilização 
e uma medida de distância entre os atributos que formam potenciais chaves estrangeiras. 
O processo é semelhante: combinações com o mesmo tipo de dados e, neste caso, 
comparação da descrição da chave primária sem o prefixo e/ou sufixo com as descrições 
sem prefixos e/ou sufixos dos atributos da tabela a relacionar. 
  
Mapeamento Automático em Bases de Dados usando Data Mining  
18 
 
4. Estudo de caso 
O método exposto do capítulo anterior foi aplicado a uma base de dados com 
informação simulada, sendo os resultados apresentados de seguida. A opção de recorrer 
a dados simulados surge fruto dos entraves existentes (ultrapassáveis mas demorados) 
na obtenção de permissão de utilização de dados reais pois, como seria de esperar, as 
empresas estão cada vez mais cientes da importância e valor da informação que os seus 
sistemas informáticos encerram. 
 
4.1. A base de dados 
Recorrendo há combinação aleatória de várias listas de palavras compiladas numa folha 
de cálculo [Anexo1] foram gerados dados simulados, criando-se assim uma pequena 
base de dados com quatro tabelas que servirão para ilustrar o funcionamento da 
metodologia proposta. Cumpre-se também os pressupostos de existir uma lógica 
coerente na designação dos relacionamentos e atributos da base de dados. 
Serão também apresentados em anexo secções de pseudo código ilustrativas de uma 
futura aplicação, incluindo respectivas consultas SQL. 
As quatro tabelas, respetiva designação e tipo de dados dos atributos são os seguintes 
[Anexo2]: 
 ClienteMaster  
o CL_id - Integer 
o CL_nome - Integer 
o CL_morada - String 
o CL_pais – String 
 ComercialMaster 
o CO_id - Integer 
o CO_nome - String 
o CO_setor - String 
o CO_anodeentrada – Integer 
 ProdutoMaster 
o IT_id - Integer 
o IT_nome - String 
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o IT_setor - String 
o IT_estado – String 
 VendasMaster 
o VE_id - Integer 
o VE_data - String 
o VE_cliente - Integer 
o VE_comercial - Integer 
o VE_produto - Integer 
o VE_quantidade - Integer 
o VE_valortotal – Integer 
 
4.2. Descrição do método 
Tendo como objectivo final o mapeamento de uma base de dados, o último estádio do 
processo será a descoberta de chaves estrangeiras, sendo necessário previamente passar 
por diversas fases. No caso de estudo apresentado, o objetivo é encontrar a chave 
primária de cada tabela a respetiva chave estrangeira de ligação a uma segunda tabela.  
 
Imagem6 – Chaves do caso de estudo 
Antes de ser possível encontrar chaves estrangeiras é necessária a pesquisa por chaves 
primárias, os registos únicos para cada relacionamento. Estas duas tarefas (descoberta 
ClienteMaster
CL_id
CL_nome
CL_morada
CL_pais VendasMaster
VE_id
ComercialMaster VE_data
CO_id VE_cliente
CO_nome VE_comercial
CO_setor VE_produto
CO_anodeentrada VE_quantidade
VE_valortotal
ProdutoMaster
IT_id
IT_nome
IT_setor
IT_estado
Chave primária
Chave estrangeira
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de chaves primárias e descoberta de chaves estrangeiras) são complexas ao nível do 
universo de hipóteses a testar, pelo que se torna um desafio a redução desse espectro de 
possibilidades. Para reduzir o espaço de hipóteses existentes serão aplicadas técnicas de 
text mining. 
A metodologia proposta segue a estrutura apresentada de seguida. De realçar que as 
formas ovais representam funções, as formas rectangulares representam tabelas e as 
setas tracejadas representam processos iterativos. 
 
Imagem7 – Diagrama geral 
 
Antes de se avançar com a descoberta de chaves primárias pretende-se encurtar o 
espaço de procura. Com este objectivo em mente é possível seleccionar os pares de 
tabelas susceptível de conter alguma ligação. Pressupondo-se que os relacionamentos e 
atributos possuem designações ilustrativas da informação que contêm, a procura por 
indicadores de ligação entre dois relacionamentos é feita recorrendo a text mining, 
sendo desse modo possível a procura por prefixos e sufixos.  
função 
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função Par 
de tabelas
função Prefixo
função Sufixo
função 
Procura Por 
Chaves 
Primárias
função 
Procura Por 
Chaves 
Estrangeiras
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A abordagem proposta subdivide-se em três grandes áreas: a procura de informação 
sobre a base de dados e listagem dos pares de tabelas a testar, a procura por chaves 
primárias e a procura por chaves estrangeiras. 
 
Imagem8 – Diagrama da Função Principal 
 
Cada uma destas secções é acompanhada em anexo por uma proposta de pseudo código 
para servir de linha orientadora em futuras aplicações. 
 
4.3. Extração de conhecimento da base de dados 
Num primeiro passo a denominada Função Principal [Anexo4] chama a Função Par de 
Tabelas [Anexo5] para listar a informação relevante de todos os relacionamentos para o 
mapeamento da base de dados e lista os pares susceptíveis de conter uma ligação. 
Função 
Principal
Função 
Procura Por 
Chaves 
Primárias
Função 
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Imagem9 – Diagrama da Função Par de Tabelas 
 
A Função Par De Tabelas tem no seu início a consulta e armazenamento da listagem de 
todos os relacionamentos existentes na base de dados, bem como os seus atributos e o 
tipo de dados. Tal informação pode ser extraída de diferentes formas dependendo da 
plataforma da base de dados ou até mesmo ser fornecida manualmente por alguém que 
conheça intimamente a sua estrutura.  
A próxima tarefa passa pela descoberta de eventuais prefixos e/ou sufixos. Uma vez que 
se pressupõe a existência de uma coerente e lógica designação dos objetos, a existências 
de prefixos ou sufixos indica a categoria da informação (como por exemplo: 
ClienteMaster, ProdutoMaster, VE_id ou VE_cliente) e a restante cadeia de texto o 
tipo de informação presente nos registos (como por exemplo VE_cliente ou 
ClienteMaster). 
Função Par de 
tabelas
Função Sufixo
Função 
Prefixo
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Imagem10 – Diagrama da Função Prefixo e Função Sufixo 
 
A Função Prefixo [Anexo6] tem como objectivo povoar a tabela Toda Info com a 
informação relevante para análise de todos os relacionamentos. Inicialmente é 
necessário extrair a informação da base de dados, informação relativa à denominação 
dos relacionamentos e atributos de cada relacionamento e o tipo de dados de cada 
atributo. Em seguida armazena-se na tabela Auxiliar1 uma listagem de todas as tabelas 
da base de dados para no próximo passo procurar prefixos na designação dos 
relacionamentos. Para se descobrir prefixos o processo passa por listar passo a passo 
todas as sequências de texto da esquerda para a direita de tamanho 1 até ao tamanho da 
designação com menos caracteres, sendo escolhido o prefixo comum de maior 
comprimento. No final a tabela Toda Info guarda a seguinte informação: nome do 
relacionamento, prefixo do nome da tabela e nome da tabela sem o prefixo. São também 
criados os seguintes campos para posterior preenchimento: nome da tabela sem o 
sufixo, sufixo do nome da tabela, nome do atributo, tipo do atributo, prefixo do nome do 
atributo, nome do atributo sem o prefixo, nome do atributo sem o sufixo e sufixo do 
atributo. 
Função 
Prefixo
tabela Toda 
Info
tabela 
Auxiliar1
tabela 
Auxiliar2
tabela Toda 
Info
tabela Todos os 
Relacionamentos
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Info
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Passando para a descoberta de prefixos na designação dos atributos de cada 
relacionamento o processo é semelhante, sendo a nova informação adicionada à tupla 
correta na tabela Toda Info [Anexo8], tabela que agrega toda a informação relevante 
para se avançar com o mapeamento automático. Semelhante é também a abordagem de 
procura por sufixos [Anexo3][Anexo7] a realizar logo de seguida. 
TableName var_Length Output 
ClienteMaster 1 r 
ComercialMaster 1 r 
ItemMaster 1 r 
VendasMaster 1 r 
ClienteMaster 2 er 
ComercialMaster 2 er 
ItemMaster 2 er 
VendasMaster 2 er 
ClienteMaster 3 ter 
ComercialMaster 3 ter 
ItemMaster 3 ter 
VendasMaster 3 ter 
ClienteMaster 4 ster 
ComercialMaster 4 ster 
ItemMaster 4 ster 
VendasMaster 4 ster 
ClienteMaster 5 aster 
ComercialMaster 5 aster 
ItemMaster 5 aster 
VendasMaster 5 aster 
ClienteMaster 6 Master 
ComercialMaster 6 Master 
ItemMaster 6 Master 
VendasMaster 6 Master 
Imagem11 – Lista de sufixos 
 
TableName var_Length Output 
ClienteMaster 6 Master 
ComercialMaster 6 Master 
ItemMaster 6 Master 
VendasMaster 6 Master 
Imagem12 – Lista do maior sufixo comum 
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Voltando à Função Par de Tabelas, tem-se agora informação sobre os relacionamentos e 
seus atributos, informação agora utilizada para listar apenas os pares de tabelas mais 
suscetíveis de possuir relacionamentos entre si. 
Como referido anteriormente, será de esperar que relacionamentos e atributos com o 
mesmo nome base isto é, sem prefixo e/ou sufixo, possuam uma ligação entre si. De 
forma a reduzir o universo de procura de possíveis combinações, verifica-se se existem 
tabelas com a mesma designação quando excluído o prefixo e/ou o sufixo [Anexo9], 
sendo as correspondências listadas na tabela Par de Tabelas a Analisar [Anexo10]. A 
designação dos atributos é abordada de forma semelhante. Utilizando o exemplo do 
caso em estudo, existe esta correspondência entre, por exemplo, o atributo VE_cliente 
da tabela Vendas e a tabela ClienteMaster. Este ponto pode ser ainda desenvolvido 
recorrendo a técnicas de text mining de forma a reduzir exclusões devidas ao uso de 
palavras relacionadas com variantes, singulares e plurais, femininos e masculinos, entre 
outros, sendo para tal necessário, por exemplo, manter um dicionário de conversão ou 
explorar as cadeias de texto parciais das designações de relacionamentos e atributos. 
Tendo uma listagem dos relacionamentos a testar, prossegue-se para a descoberta de 
chaves primárias, sendo colocada a possibilidade de a primeira tabela de cada par 
listado ser a tabela principal isto é, a tabela em que a chave primária é o ponto de 
ligação, e a segunda tabela do par ser a tabela secundária, a tabela com a chave 
estrangeira como ponto de ligação. Caso esta hipótese não seja verdadeira o contrário é 
colocado a teste. 
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4.4. Descoberta de chaves primárias 
 
Imagem13 – Diagrama da Função Procura Por Chaves Primárias 
 
A procura por chaves primárias ocorre na função Procura Por Chaves Primárias 
[Anexo11]. O primeiro passo será fazer uma consulta à tabela em análise, a tabela 
colocada como hipótese de ser tabela principal, de forma a saber o número total de 
tuplas que encerra. Este dado é essencial para a descoberta de chaves primárias uma vez 
que uma chave primária não pode conter nenhum registo repetido, ou seja, quando 
realizada uma consulta de contagem de registos distintos, uma chave primária tem 
obrigatoriamente de ter o mesmo número de valores distintos que o número total de 
tuplas do relacionamento. Antes de avançar com uma consulta iterativa aos atributos do 
relacionamento para contar o número de registos distintos realiza-se um teste de 
integridade eliminatório: como referido por Codd [2], uma chave primária não pode 
Função Procura 
Por Chaves 
Primárias
função Gerar 
Combinações de 
Atributos
Par de Tabelas a 
Analisar
tabela Lista de 
Atributos
tabela Potenciais 
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conter quaisquer registos nulos e como tal, os atributos que apresentem algum registo 
nulo serão eliminados da carteira de possíveis chaves primárias. 
 
Imagem14 – Consulta ao número total de tuplas 
 
 
Imagem15 – Consulta ao número de registos distintos do atributo CL_pais 
 
Testados todos os atributos, caso haja potenciais chaves primárias listadas, o processo 
prossegue no entanto, caso não seja encontrado nenhum atributo com todos os registos 
distintos combinações de atributos serão geradas [Anexo12] para testar potenciais 
chaves compostas por vários atributos (recorda-se que tratamos de bases de dados na 
segunda forma normal) e volta-se a testar o número de registos distintos. Poder-se-á 
neste ponto criar um mecanismo de paragem de forma a não permitir que o programa 
gaste recursos na procura de uma chave com demasiados atributos. Um outro 
mecanismo interessante de desenvolver é a verificação se uma potencial chave 
primárias não é simplesmente um atributo com uma distribuição de valores que não se 
repetem, tal como pode facilmente acontecer caso se trate de valores monetários, de 
forma a não se prosseguir para a procura por chaves estrangeiras com uma falsa 
potencial chave primária. 
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4.5. Descoberta de chaves primárias 
 
Imagem16– Diagrama da Função Procura Por Estrangeiras 
 
Havendo alguma potencial chave primária avança-se para a procura por chaves 
estrangeiras com a função Procura Por Chaves Estrangeiras [Anexo13]. 
Como já referido, uma chave estrangeira caracteriza-se por ter correspondência para 
todos os seus registos na chave primária da tabela principal, o que significa que numa 
consulta INNER JOIN entre as duas tabelas, o número de tuplas do resultado é igual ao 
número de tuplas da tabela secundária. Esta é a segunda condição de integridade 
formulada por Codd [2]. Adicionalmente como forma de filtro podemos eliminar do 
conjunto de possíveis chaves estrangeiras os atributos da tabela secundária que não 
tenham o mesmo tipo de dados que os atributos potenciais chaves primárias da tabela 
principal. Este filtro é realizado pela função Ordenar Chaves Estrangeiras a Testar 
[Anexo14]. Esta função para além de filtrar os atributos com tipo de dados compatível 
com o tipo de dados das potenciais chaves primárias também ordena as combinações de 
atributos a testar, sendo de esperar que caso existam designações base iguais, isto é, 
excluído prefixos e sufixos, que haja correspondência. No entanto o caso mais comum 
não será este, pois é usual a existência de um atributo chave sequencial em cada tabela. 
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Voltando à função Procura Por Chaves Estrangeiras, guarda-se o número total de 
registos da tabela secundária e compara-se esse valor com o número de tuplas resultante 
da consulta de ambas as tabelas relacionando as potenciais chaves primária e 
secundária. Caso o número total de tuplas da consulta seja igual ao número total de 
registos da tabela secundária, está a integridade da chave garantida [2] e a chave é 
encontrada e guardada na tabela Chaves Estrangeiras. 
 
 
Imagem17 – Número de tuplas da tabela secundária 
 
 
Imagem18 – Número de tuplas da consulta que testa as potenciais chaves 
 
Retornando à função Principal, caso tenha sido encontrada uma chave estrangeira 
passa-se para o próximo par a estudar, caso contrário é testada a hipótese contrária, 
sendo procurada chave primária na segunda tabela do par e chave estrangeira na 
primeira tabela do par proposto. O processo segue iterativamente até se esgotarem os 
pares de tabelas com potenciais ligações entre si. 
Terminada a pesquisa, a tabela Chaves Estrangeiras conterá o mapeamento da base de 
dados. 
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4.6. Limitações 
O método proposto não poderá ser aplicado a toda e qualquer base de dados não 
documentada, pois é necessário que o último pressuposto indicado na secção 3.1 seja 
cumprido: existência de uma lógica coerente na designação dos relacionamentos e 
atributos. 
Apesar de se assumir a existência de uma franja considerável de bases de dados nas 
quais o método proposto na presente exposição seja aplicável, sabe-se que também há 
casos onde esse pressuposto não é cumprido. Encontram-se também bases de dados 
empresariais com designações de relacionamentos e atributos com pouca base lógica ou 
até mesmo encriptados. Esta prática decorre da inexperiência na construção de modelos 
relacionais ou como forma da empresa detentora do ERP se resguardar, manter o 
conhecimento para si e assim perdurar o seu legítimo negócio no tempo. Para lidar com 
dados neste formato será necessária uma abordagem diferente, uma abordagem 
exaustiva de teste das hipóteses existentes. 
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5. Conclusão 
Quando se tenciona mapear uma base de dados não documentada é necessário conhecer 
a chave primária de uma das tabelas para de seguida se conseguir encontrar a chave 
estrangeira da segunda tabela. Este processo quando conduzido por mão Humana é 
relativamente simples mas tem o senão de ser bastante demorado, daí a utilidade de ter 
um processo automático que realize esta tarefa, deixando para mão Humana posteriores 
validações. 
De forma a ensinar a máquina a realizar esta tarefa é necessário partir todo o processo 
que o Homem executa de forma inconsciente e fazê-lo de forma eficiente. É necessário 
modelizar a abordagem de descoberta de chaves primárias e estrangeiras, utilizando a 
abordagem realizada pelo Homem: um atributo chave primária não contém registos 
repetidos e um atributo chave estrangeira quando ligado à chave primária de outra 
tabela resulta numa consulta com o mesmo número de registos da tabela com a chave 
estrangeira. Esta abordagem poderia ser feita de forma exaustiva mas não é o objectivo 
do corrente trabalho. Nesta tese pretende-se reduzir o esforço computacional e o tempo 
necessário ao mapeamento de bases de dados, sendo assumido como pressuposto o uso 
de uma coerente lógica na denominação dos relacionamentos e atributos, o que permite 
recorrer a text mining para sugerir potenciais chaves a testar. Note-se que o foco do 
presente estudo se centra em bases de dados com designações coerentes dos seus 
relacionamentos e atributos, isto é, bases de dados nas quais é possível reduzir o espaço 
de procura das diferentes combinações possíveis alcançando assim uma poupança de 
tempo e recursos nas consultas SQL que confirmam a existência de chaves primárias e 
estrangeiras, consultas semelhantes às realizadas quando a mesma tarefa é executada 
por mão Humana. Verificadas as potenciais chaves, o mapeamento está completo com a 
informação guardada na tabela Chaves Estrangeiras.  
Ficam em aberto para futuros desenvolvimentos alguns pontos. O mais notório é sem 
dúvida a construção da aplicação prática. Este ponto exige alguns conhecimentos 
técnicos de programação para construir toda a estrutura sugerida.  
Por outro lado, é possível desenvolver uma abordagem de text mining mais complexa de 
forma lidar com derivações nas designações dos objectos na base de dados. O uso de 
sinónimos, singulares e plurais ou masculinos e femininos podem ser previstos, por 
exemplo, recorrendo a um dicionário de palavras. 
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Apesar de não ser um desenvolvimento ao presente trabalho, seria interessante criar 
uma alternativa para mapeamento de bases de dados com a estrutura de nomes dos 
objectos encriptada ou apenas sem lógica coerente. Esta é uma abordagem diferente há 
aqui apresentada, pois exigiria um teste exaustivo ao espaço de procura, o que requer 
um maior esforço de computação e disponibilidade temporal. 
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7. Anexos 
 
Anexo1. Ficheiro MS Excel 
Ver anexos electrónicos 
 
Anexo2. Ficheiro MS Access 
Ver anexos electrónicos 
 
Anexo3. Possíveis sufixos de nomes de atributos 
TableName var_Length Output TableName var_Length Output 
ClienteMaster 1 r ItemMaster 8 emMaster 
ComercialMaster 1 r VendasMaster 8 asMaster 
ItemMaster 1 r ClienteMaster 9 nteMaster 
VendasMaster 1 r ComercialMaster 9 ialMaster 
ClienteMaster 2 er ItemMaster 9 temMaster 
ComercialMaster 2 er VendasMaster 9 dasMaster 
ItemMaster 2 er ClienteMaster 10 enteMaster 
VendasMaster 2 er ComercialMaster 10 cialMaster 
ClienteMaster 3 ter ItemMaster 10 ItemMaster 
ComercialMaster 3 ter VendasMaster 10 ndasMaster 
ItemMaster 3 ter ClienteMaster 11 ienteMaster 
VendasMaster 3 ter ComercialMaster 11 rcialMaster 
ClienteMaster 4 ster ItemMaster 11 ItemMaster 
ComercialMaster 4 ster VendasMaster 11 endasMaster 
ItemMaster 4 ster ClienteMaster 12 lienteMaster 
VendasMaster 4 ster ComercialMaster 12 ercialMaster 
ClienteMaster 5 aster ItemMaster 12 ItemMaster 
ComercialMaster 5 aster VendasMaster 12 VendasMaster 
ItemMaster 5 aster ClienteMaster 13 ClienteMaster 
VendasMaster 5 aster ComercialMaster 13 mercialMaster 
ClienteMaster 6 Master ItemMaster 13 ItemMaster 
ComercialMaster 6 Master VendasMaster 13 VendasMaster 
ItemMaster 6 Master ClienteMaster 14 ClienteMaster 
VendasMaster 6 Master ComercialMaster 14 omercialMaster 
ClienteMaster 7 eMaster ItemMaster 14 ItemMaster 
ComercialMaster 7 lMaster VendasMaster 14 VendasMaster 
ItemMaster 7 mMaster ClienteMaster 15 ClienteMaster 
VendasMaster 7 sMaster ComercialMaster 15 ComercialMaster 
ClienteMaster 8 teMaster ItemMaster 15 ItemMaster 
ComercialMaster 8 alMaster VendasMaster 15 VendasMaster 
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Anexo4. Função Principal 
- tabela Chaves Estrangeiras = conjunto vazio 
- tabela Toda Info = conjunto vazio 
- tabela Potenciais Chaves Primárias = conjunto vazio 
- chama função Par De Tabelas 
- Enquanto tabela Par de Tabelas a Analisar não for nula 
-- variável Par Atual = primeiro par na tabela Par de Tabelas a Analisar 
-- variável Tabela1 = primeira tabela na variável Par Atual 
-- variável Tabela2 = segunda tabela na variável Par Atual 
-- chama função Procura Por Chaves Primárias para procura na tabela variável Tabela1 
-- Se tabela Potenciais Chaves Primárias não for nula Então 
--- chama função Procura Por Chaves Estrangeiras para procura na tabela variável 
Tabela2 
-- Fim do Se 
-- Se não forem encontradas chaves estrangeiras Então 
--- chama função Procura Por Chaves Primárias para procura na tabela variável 
Tabela2 
--- Se tabela Potenciais Chaves Primárias não for nula Então 
---- chama função Procura Por Chaves Estrangeiras para procura na tabela variável 
Tabela1 
--- Fim do Se 
-- Fim do Se 
-- tabela Par de Tabelas a Analisar = tabela Par de Tabelas a Analisar – variável Par 
Atual 
DELETE FROM [Par de Tabelas a Analisar] 
WHERE [Par de Tabelas a Analisar].[Par de Tabelas] = variável Par Atual 
- Fim do Enquanto 
- Retorna como os valores da função a tabela Chaves Estrangeiras 
 
Anexo5. Função Par de Tabelas 
- tabela Todos os Relacionamentos = listagem de todos os relacionamentos, seus 
atributos e tipo de dados de cada atributo 
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-- chama função Prefixo 
-- chama função Sufixo 
- Para cada par de tabelas 
-- Se (Nome da tabela 1 sem o prefixo OU Nome da tabela 1 sem o sufixo) = (Nome da 
tabela 2 sem o prefixo OU Nome da tabela 2 sem o sufixo) OU (Nome do Atributo i da 
tabela 1 sem o prefixo OU Nome do Atributo i da tabela 1 sem o sufixo) = (Nome do 
Atributo i da tabela 2 sem o prefixo OU Nome do Atributo i da tabela 2 sem o sufixo) 
OU outra qualquer combinação entre designações de atributos e relacionamentos Então 
--- Listar par para análise 
INSERT Nome da tabela 1 AS [Tabela1], Nome da tabela 2 AS [Tabela2] INTO [Par 
de Tabelas a Analisar] 
-- Senão 
--- Não lista os pares de tabelas para analisar 
-- Fim do Se 
- Fim do Para 
 
Anexo6. Função Prefixo 
// Para os relacionamentos 
- variável Comprimento = 1 
- variável Prefixo = conjunto vazio 
- variável Nome da tabela sem o prefixo = conjunto vazio 
- Limpar tabela Auxiliar1 
- Limpar tabela Auxiliar2 
- Inserir na tabela Auxiliar1 o nome dos relacionamentos da tabela Todos os 
Relacionamentos 
INSERT [nome do relacionamento] INTO [tabela Auxiliar1] 
FROM [tabela Todos os Relacionamentos] 
GROUP BY [nome do relacionamento] 
- Enquanto houver caracteres no nome das tabelas 
-- Insere na tabela Auxiliar2 a cadeia de texto com nome dos relacionamentos de 
tamanho variável Comprimento a contar da esquerda, valores vindos da Tabela 
Auxiliar1 
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SELECT [nome do relacionamento], left([nome do relacionamento], [variável 
Comprimento]) AS [Prefixo] INTO [tabela Auxiliar2] 
FROM [Tabela Auxiliar1] 
-- variável Comprimento = variável Comprimento + 1 
- Fim do Enquanto 
- variável Prefixo = prefixo mais longo da tabela Auxiliar2 
- variável Nome da tabela sem o prefixo = nome sem o prefixo  
- Criar tupla completa e guardar a informação em tabela Tabelas Ordenadas 
INSERT([nome do relacionamento], variável Prefixo AS [Prefixo do nome da 
tabela], variável Nome da tabela sem o prefixo AS [Nome da tabela sem o 
prefixo], “” AS [Nome da tabela sem o sufixo], “” AS [Sufixo do nome da 
tabela], “” AS [Nome do atributo], “” AS [Tipo do atributo], “” AS [Prefixo 
do nome do atributo], “” AS [Nome do atributo sem o prefixo], “” AS [Nome do 
atributo sem o sufixo], “” AS [Sufixo do atributo]) INTO [Toda Info] 
FROM [tabela Auxiliar1] INNER JOIN [tabela Auxiliar2] ON [tabela 
Auxiliar1].[nome do relacionamento] = [tabela Auxiliar2].[nome do 
relacionamento] 
//Para atributos 
- Para cada relacionamento 
-- variável Comprimento = 1 
-- Limpar tabela Auxiliar1 
-- Limpar tabela Auxiliar2 
-- Inserir na tabela Auxiliar1 o nome dos atributos da tabela Todos os Relacionamentos 
para o relacionamento atual 
INSERT [nome do relacionamento], [nome do atributo] INTO [tabela Auxiliar1] 
FROM [tabela Todos os Relacionamentos] 
WHERE [nome do relacionamento] = variável relacionamento atual 
-- Enquanto houver caracteres no nome dos atributos 
--- Insere na Tabela Auxiliar2 a cadeia de texto com nome dos atributos de tamanho 
variável Comprimento a contar da esquerda, valores vindos da Tabela Auxiliar1 
SELECT [nome do relacionamento], [nome do atributo], left([nome do atributo], 
[variável Comprimento]) AS [Prefixo] INTO [tabela Auxiliar2] 
FROM [Tabela Auxiliar1] 
WHERE [nome do relacionamento] = relacionamento atual 
--- variável Comprimento = variável Comprimento + 1 
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-- Fim do Enquanto 
-- variável Prefixo = prefixo mais longo da Tabela Auxiliar2 
-- variável Nome do atributo sem o prefixo = nome sem o prefixo  
- Criar tupla completa e guardar a informação em tabela Tabelas Ordenadas 
INSERT([nome do relacionamento], “” AS [Prefixo do nome da tabela], “” AS 
[Nome da tabela sem o prefixo], “” AS [Nome da tabela sem o sufixo], “” AS 
[Sufixo do nome da tabela], [Nome do atributo], [Tipo do atributo], variável 
Prefixo AS [Prefixo do nome do atributo], variável Nome do atributo sem o 
prefixo AS [Nome do atributo sem o prefixo], “” AS [Nome do atributo sem o 
sufixo], “” AS [Sufixo do atributo]) INTO [Toda Info] 
FROM [Tabela Auxiliar1] INNER JOIN [tabela Auxiliar2] ON [Tabela 
Auxiliar1].[nome do relacionamento] = [tabela Auxiliar2].[nome do 
relacionamento] 
- Fim do Para 
 
Anexo7. Função Sufixo 
// Para os relacionamentos 
- variável Comprimento = 1 
- variável Sufixo = conjunto vazio 
- variável Nome da tabela sem o Sufixo = conjunto vazio 
- Limpar tabela Auxiliar1 
- Limpar tabela Auxiliar2 
- Inserir na tabela Auxiliar1 o nome dos relacionamentos da tabela Todos os 
Relacionamentos 
INSERT [nome do relacionamento] INTO [tabela Auxiliar1] 
FROM [tabela Todos os Relacionamentos] 
GROUP BY [nome do relacionamento] 
- Enquanto houver caracteres no nome das tabelas 
-- Insere na tabela Auxiliar2 a cadeia de texto com nome dos relacionamentos de 
tamanho variável Comprimento a contar da direita, valores vindos da Tabela Auxiliar1 
SELECT [nome do relacionamento], right([nome do relacionamento], [variável 
Comprimento]) AS [Sufixo] INTO [tabela Auxiliar2] 
FROM [Tabela Auxiliar1] 
-- variável Comprimento = variável Comprimento + 1 
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- Fim do Enquanto 
- variável Sufixo = Sufixo mais longo da tabela Auxiliar2 
- variável Nome da tabela sem o Sufixo = nome sem o Sufixo  
- Criar tupla completa e guardar a informação em tabela Tabelas Ordenadas 
UPDATE [Toda Info] 
SET [Sufixo do nome da tabela] = variável Sufixo, [Nome da tabela sem o 
Sufixo] = variável Nome da tabela sem o Sufixo 
WHERE [Toda Info].[nome do relacionamento] = [nome do relacionamento] 
//Para atributos 
- Para cada relacionamento 
-- variável Comprimento = 1 
-- Limpar tabela Auxiliar1 
-- Limpar tabela Auxiliar2 
-- Inserir na tabela Auxiliar1 o nome dos atributos da tabela Todos os Relacionamentos 
para o relacionamento atual 
INSERT [nome do atributo] INTO [tabela Auxiliar1] 
FROM [tabela Todos os Relacionamentos] 
WHERE [nome do relacionamento] = variável relacionamento atual 
-- Enquanto houver caracteres no nome dos atributos 
--- Insere na Tabela Auxiliar2 a cadeia de texto com nome dos atributos de tamanho 
variável Comprimento a contar da direita, valores vindos da Tabela Auxiliar1 
SELECT [nome do relacionamento], [nome do atributo], right([nome do 
atributo], [variável Comprimento]) AS [Sufixo] INTO [tabela Auxiliar2] 
FROM [Tabela Auxiliar1] 
WHERE [nome do relacionamento] = relacionamento atual 
--- variável Comprimento = variável Comprimento + 1 
-- Fim do Enquanto 
-- variável Sufixo = Sufixo mais longo da Tabela Auxiliar2 
-- variável Nome do atributo sem o Sufixo = nome sem o Sufixo  
- Criar tupla completa e guardar a informação em tabela Tabelas Ordenadas 
UPDATE [Toda Info] 
SET [Sufixo do nome do atributo] = variável Sufixo, [Nome do atributo sem o 
Sufixo] = variável Nome do atributo sem o Sufixo,  
WHERE [Toda Info].[Nome do Relacionamento] = [Nome do Relacionamento] AND 
[Toda Info].[Nome do Atributo] = [Nome do Atributo] 
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- Fim do Para 
 
Anexo8. Dados da tabela Toda Info no caso de estudo 
 
 
Anexo9. Possíveis ligações a testar 
 
 
Tabela
Prefixo 
da 
tabela
Nome da 
tabela sem 
prefixo
Nome da 
tabela sem 
sufixo
Sufixo 
da 
tabela
Atributo
Tipo de 
dados
Prefixo 
do 
atributo
Nome do 
atributo sem 
prefixo
Nome do 
atributo sem 
sufixo
Sufixo 
do 
atributo
ClienteMaster Cliente Master CL_id Númérico CL_ id
ClienteMaster Cliente Master CL_nome Texto CL_ nome
ClienteMaster Cliente Master CL_morada Texto CL_ morada
ClienteMaster Cliente Master CL_pais Texto CL_ pais
ComercialMaster Comercial Master CO_id Númérico CO_ id
ComercialMaster Comercial Master CO_nome Texto CO_ nome
ComercialMaster Comercial Master CO_setor Texto CO_ setor
ComercialMaster Comercial Master CO_anodeentrada Númérico CO_ anodeentrada
ProdutoMaster Produto Master IT_id Númérico IT_ id
ProdutoMaster Produto Master IT_nome Texto IT_ nome
ProdutoMaster Produto Master IT_setor Texto IT_ setor
ProdutoMaster Produto Master IT_estado Texto IT_ estado
VendasMaster Vendas Master VE_id Númérico VE_ id
VendasMaster Vendas Master VE_data Texto VE_ data
VendasMaster Vendas Master VE_cliente Númérico VE_ cliente
VendasMaster Vendas Master VE_comercial Númérico VE_ comercial
VendasMaster Vendas Master VE_produto Númérico VE_ produto
VendasMaster Vendas Master VE_quantidade Númérico VE_ quantidade
VendasMaster Vendas Master VE_valortotal Númérico VE_ valortotal
Tabela
Prefixo 
da 
tabela
Nome da 
tabela sem 
prefixo
Nome da 
tabela sem 
sufixo
Sufixo 
da 
tabela
Atributo
Tipo de 
dados
Prefixo 
do 
atributo
Nome do 
atributo sem 
prefixo
Nome do 
atributo sem 
sufixo
Sufixo 
do 
atributo
VendasMaster Vendas Master VE_id Númérico VE_ id
VendasMaster Vendas Master VE_data Texto VE_ data
VendasMaster Vendas Master VE_cliente Númérico VE_ cliente
VendasMaster Vendas Master VE_comercial Númérico VE_ comercial
VendasMaster Vendas Master VE_produto Númérico VE_ produto
VendasMaster Vendas Master VE_quantidade Númérico VE_ quantidade
VendasMaster Vendas Master VE_valortotal Númérico VE_ valortotal
Tabela
Prefixo 
da 
tabela
Nome da 
tabela sem 
prefixo
Nome da 
tabela sem 
sufixo
Sufixo 
da 
tabela
Atributo
Tipo de 
dados
Prefixo 
do 
atributo
Nome do 
atributo sem 
prefixo
Nome do 
atributo sem 
sufixo
Sufixo 
do 
atributo
ClienteMaster Cliente Master CL_id Númérico CL_ id
ClienteMaster Cliente Master CL_nome Texto CL_ nome
ClienteMaster Cliente Master CL_morada Texto CL_ morada
ClienteMaster Cliente Master CL_pais Texto CL_ pais
ComercialMaster Comercial Master CO_id Númérico CO_ id
ComercialMaster Comercial Master CO_nome Texto CO_ nome
ComercialMaster Comercial Master CO_setor Texto CO_ setor
ComercialMaster Comercial Master CO_anodeentrada Númérico CO_ anodeentrada
ProdutoMaster Produto Master IT_id Númérico IT_ id
ProdutoMaster Produto Master IT_nome Texto IT_ nome
ProdutoMaster Produto Master IT_setor Texto IT_ setor
ProdutoMaster Produto Master IT_estado Texto IT_ estado
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Anexo10. Tabela Par de Tabelas a Analisar no caso de estudo 
 
 
 
Anexo11. Função Procura Por Chaves Primárias 
- variável Número Total de Tuplas = número total de registos da tabela 
SELECT COUNT([Nome do atributo]) 
FROM Relacionamento Atual 
- tabela Lista de Atributos = lista de todos os atributos 
- variável Tamanho do Grupo = 1 
- Etiqueta Procura Por Chaves Primárias 
- Enquanto houver atributos na tabela Lista de Atributos 
-- variável Atributo = primeiro atributo na tabela Lista de Atributos 
// Para verificar a integridade dos dados, pois uma chave primária não pode conter 
valores nulos 
-- Se não houver valores nulos nas tuplas Então 
--- Se o número de registos distintos do atributo = variável Número Total de Tuplas 
Então 
SELECT DISTINCT COUNT([Nome do atributo]) 
FROM Relacionamento Atual 
// É encontrada uma potencial chave primária 
---- Insere potencial chave primária na tabela Potenciais Chaves Primárias 
INSERT Nome do Relacionamento Atual AS [nome do relacionamento], variável 
Atributo AS [nome do atributo] INTO [Potenciais Chaves Primárias] 
--- Fim do Se 
-- Fim do Se 
-- tabela Lista de Atributos = tabela Lista de Atributos - variável Atributo 
DELETE FROM [Lista de Atributos] 
WHERE [nome do atributo] = variável Atributo 
- Fim do Enquanto 
- Se não forem encontradas potenciais chaves primárias Então 
Tabela1 Tabela2
VendasMaster ClienteMaster
VendasMaster ItemMaster
VendasMaster ComercialMaster
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-- variável Tamanho do Grupo = variável Tamanho do Grupo + 1 
-- tabela Lista de Atributos = função Gerar Combinações de Atributos 
-- Ir para Etiqueta Procura Por Chaves Primárias  
- Fim do Se 
 
Anexo12. Função Gerar Combinações de Atributos 
// Será de esperar que os atributos de uma chave primária composta por múltiplos 
atributos tenham um número elevado de valores únicos quando vistos individualmente 
- Ordenar todos os atributos na tabela de Tabelas pelo número de registos distintos 
- Criar combinações de atributos de tamanho variável Tamanho do Grupo 
 
Anexo13. Função Procura Por Chaves Estrangeiras 
- variável Número Total de Registos = 0 
- variável I = 1 
- Chama função Ordenar Chaves Estrangeiras a Testar 
- variável Número Total de Registos da Tabela Secundária = a consulta SQL ao número 
total de registos da tabela secundária 
COUNT([Nome do atributo]) 
FROM Relacionamento Atual 
- Enquanto o número total de registos da consulta da tabela primária com a secundária 
for diferente do número total de registos da tabela secundária  
COUNT ([Nome do atributo potencial chave]) 
FROM ( 
SELECT [Relacionamento da Potencial Chave Estrangeira].[Nome do 
atributo]  
FROM [Relacionamento da Potencial Chave Primária] INNER JOIN 
[Relacionamento da Potencial Chave Estrangeira] ON [Relacionamento da 
Potencial Chave Primária].[Atributo Potencial Chave] = [Relacionamento da 
Potencial Chave Estrangeira].[Atributo Potencial Chave] 
 ) 
<> variável Número Total de Registos da Tabela Secundária 
-- variável I = variável I + 1 
- Fim do Enquanto  
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- Se variável I  = número total de atributos na tabela Ordenar Atributos Então  
-- Não foi encontrada chave estrangeira  
- Senão  
-- Encontrada chave estrangeira  
INSERT [Relacionamento da Potencial Chave Primária], [Relacionamento da 
Potencial Chave Primária].[Atributo Potencial Chave], [Relacionamento da 
Potencial Chave Estrangeira], [Relacionamento da Potencial Chave 
Estrangeira].[Atributo Potencial Chave] INTO [Chaves Estrangeiras] 
- Fim do Se  
 
Anexo14. Função Ordenar Chaves Estrangeiras a Testar 
- Consulta SQL para listar todos os atributos da tabela secundária com o mesmo tipo de 
dados que a chave 
SELECT [Dados da Potencial Chave Estrangeira].[nome do relacionamento], 
[Dados da Potencial Chave Estrangeira].[nome do atributo], (Se([Dados da 
Potencial Chave Primária]. [Nome do atributo sem o prefixo] = [Dados da 
Potencial Chave Estrangeira].[Nome do atributo sem o prefixo] AND [Dados da 
Potencial Chave Primária]. [Nome do atributo sem o sufixo] = [Dados da 
Potencial Chave Estrangeira].[Nome do atributo sem o sufixo], 2, Se([Dados da 
Potencial Chave Primária]. [Nome do atributo sem o prefixo] = [Dados da 
Potencial Chave Estrangeira].[Nome do atributo sem o prefixo] OR [Dados da 
Potencial Chave Primária]. [Nome do atributo sem o sufixo] = [Dados da 
Potencial Chave Estrangeira].[Nome do atributo sem o sufixo], 1, 0))) AS 
[Índice de Ordenação] INTO [Ordenar Atributos] 
FROM [Toda Info] AS [Dados da Potencial Chave Primária], [Toda Info] AS 
[Dados da Potencial Chave Estrangeira] 
WHERE [Dados da Potencial Chave Primária].[nome do relacionamento] = 
Relacionamento da Potencial Chave Primária AND [Dados da Potencial Chave 
Primária]. [Nome do atributo] = Atributo Potencial Chave Primária AND [Dados 
da Potencial Chave Estrangeira].[nome do relacionamento] = Relacionamento da 
Potencial Chave Estrangeira AND [Dados da Potencial Chave Estrangeira].[Tipo 
do atributo] = [Dados da Potencial Chave Primária] .[Tipo do atributo] 
ORDER BY [Índice de Ordenação] DESC 
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Anexo15. Comandos SQL 
SQL, sigla de Structured Query Language é uma linguagem normalizada reconhecida 
pela International Organization for Standards (ISO) desde 1987. É um sistema de 
representação do modelo relacional baseado na álgebra relacional, tema descrito em 
1970 por Codd [1] [26]. 
De realçar alguns comandos básicos que quando combinados corretamente formam uma 
ferramenta deveras poderosa [27]: 
 SELECT: consulta dos atributos indicados 
 INSERT: introduz a informação indicada num relacionamento 
 DELETE: elimina os registos dos atributos indicados 
 FROM: indicação da fonte da informação, o(s) relacionamento(s) a ler 
 INNER JOIN: junta dois relacionamentos para consulta em todas as tuplas 
referenciadas por chaves 
 LEFT / RIGHT JOIN: junta dois relacionamentos para consulta em todas as 
tuplas do relacionamento referido à esquerda / direita referenciadas por chaves 
 UNION: compilação de dois relacionamentos com a mesma estrutura de 
atributos num só relacionamento 
 WHERE: indicação de restrições à consulta 
 GROUP BY: agrega os atributos onde foi aplicada uma função de agregação 
(soma, média, máximo, …) 
 ORDER BY: indicação da ordem dos dados a apresentar 
 
