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I. INTRODUCTION 
We study the behavior of the solutions of 
x’(t) = Jt b(t - T)g(x(T)) dT t 1 &(W1 r(t) + f(t), (l.la) 
0 
r’(t) = Tdx(t)) - isY(6 O<t<co, (l.lb) 
where g(x), b(t), and f(t) are given real functions, x(O) and y(0) prescribed 
real numbers, / x(O)1 < co, y(0) > 0, and cr, p given positive constants. On 
these equations we prove Theorems 1 and 2, which deal with, respectively, 
the asymptotic behavior as t + cc and boundedness of solutions. Modifying 
the proofs somewhat, we then obtain analogous results, Theorems 3 and 4, 
on the solutions of 
x’(t) = J” b(t - T)&(T)) &- +f(q, 0.<t<ca (1.2) 
0 
We begin by stating the Theorems, then give some comments and finally, 
in Sections 4-7, the proofs. 
2. THEOREMS 
THEOREM 1. Let, in (l.l), 
g(x) E C(- 00, a); ‘Y(x) > 0, 
b(t) E w4 a>, 
[- l-jk P(t) < 0, O<t<oo, 
169 
0 1972 by Academic Press, Inc. 
1x1-c 00, (2.1) 
(2.2) 
k = 0, 1, 2, (2.3) 
170 LONDEN 
I ‘Co [B(T) - B(a)] dT < co, where 0 B(t) = j’ b(7) dr, 0 
B( cc) = pI B(t), (2.4) 
b(O+) < 0, (2.5) 
I 
mIf(T)-FjdT< co, .for some constant F, F > - E. 
B 
(2.6) 
0 
Also let x(t), y(t) be a solution of (1.1) on 0 < t < co and let 
sup I x(t)1 -=c a; sup y(t) < co. 
O<t<m o,(t<m 
Then lim,,, g(x(t)), lim,,, y(t) exist and satisfy 
(2.7) 
lixixg(x(t)) = &+&y(t) = [; + F] / B(a)/-1. W-9 
THEOREM 2. Let, in (l.l), (2.1), (2.2), (2.3), (2.4), (2.5) and (2.6) hold. In 
addition, let 
G(x) = jz [g(u) - A] du + co, 1 x / -+ co, where 
0 
h = [i + F] / B(a)]-l, 
(2.9) 
g(x) d KC1 + (-WI, 1x1 -=c a, for some constant K. (2.10) 
Then there exists a solution x(t), y(t) of (1.1) on 0 < t < co. Moreover, under 
this hypothesis any solution of (1 .I) on 0 < t < co satisfies (2.7), and thus, 
applying Theorem 1, (2.8) holds. 
THEOREM 3. Let, in (1.2), 
g(x) E cc- 03, CxJ), 
and suppose (2.2), (2.3), (2.4) and (2.5) hold. Also let 
(2.11) 
s 
O” 1 f (7) -F I d7 < co, for some constant F. (2.12) 
0 
Finally, let x(t) be a solution of (1.2) on 0 < t < ca and such that 
sup / x(t)/ < 00. 
o<t<m 
(2.13) 
Then lim,,, g(x(t)) exists and satisJies 
limg(x(t)) = F I B(m)/-‘. (2.14) 
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THEOREM 4. Let, in (1.2), (2.2), (2.3), (2.4), (2.5), (2.11), and (2.12) hold. 
In addition, assume that (2.9) is satisjed with h replaced by X, = F 1 By-l, 
and let 
I &)I d KU + WI> /xi <co, for some constant K. (2.15) 
Then there exists a solution x(t) of (1.2) on 0 < t < co. Moreover, under this 
hypothesis any solution of (1.2) on 0 < t < cg satisfies (2.13), and thus, 
applying Theorem 3, (2.14) holds. 
3. COMMENTS ON THE RESULTS 
Theorems 1 and 2 may be viewed as a continuation of and as an improve- 
ment on recent work [9]. There we essentially proved the following 
Theorem 5: 
THEOREM 5. Let the hypothesis of Theorem 1 hold. In addition, Zetg’(x) 3 0, 
j x j < 00, g’(x) < (l/r)g(x), for some y, 0 < y < 00, I x 1 < 03; assume 
(2.3) holds on 0 < t < 00, and let f(t) E C[O, a), supOGtlm If(t)\ < 00, 
F > 0. Also let 
where 
b’(t) < --pb”(t), o<t<co, 
(3.1) 
if F>O,p=A 
P 
if F=O. 
Then (2.8) is satisfied. 
Comparing Theorems 1 and 5 one sees that the hypothesis on the non- 
linear function g(x) has been significantly weakened. Only continuity and 
positivity are required in Theorem 1. In particular we have dispensed with 
any assumption of the type 
XMX + x0) - dxo)l > 0, x # 0, (3.2) 
where x0 is such that g(xo) = [LX//I + F]l B(co)l-l (of course, assuming (2.7)). 
With respect to the kernel b(t) we note that (3.1) has entirely been dropped. 
Also, (2.3) does not preclude one or more of b(O+), b’(O+), b”(O+) being 
infinite. On the other hand, we do have the moment condition (2.4). 
In Theorem 1 the existence of a bounded solution on 0 < t < cc is 
assumed. By taking in (1.1) g(x) = - [~B(cQ)]-l F, f(t) = F > 0, one sees, 
as y(t) > 0, 0 < t < CO, that (2.1)-(2.6) do not imply (2.7). However, as 
Theorem 2 shows, if in addition (2.9) and (2.10) are imposed, boundedness 
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follows. Observe that (2.10) is not needed, if for some T, B(t) E B(m), 
f(t) E F, T < t < CO. Also notice that (2.9) and (2.10) do not exclude 
lim supg(x) = co, x+-c (3.3) 
which certainly violates (3.2). 
If more restrictions are imposed on g(x), then (2.3) can be weakened 
substantially, for example to b(t) < 0, 0 < t < T, where T is arbitrarily 
small but positive, b(t) < 0, T < t < co, and boundedness of solutions of 
(1.1) may still be obtained. Crucial to this result is also the assumption 
g(x) > 0, 1 x / < co. See [8, Chap. I] for details. 
If (2.3) is weakened to b(t) nonpositive, nondecreasing, and concave in 
the manner of [2] (see also [5]), then lim,,, g(x(t)) still exists and satisfies 
(2.8). No nontrivial behavior of the type depicted in [5, Theorem lii] is 
possible. This is due to the fact that, loosely speaking, the integral term in 
(4.10) provides the contradiction and not necessarily the expression (4.8). 
We finally observe that part of the motivation for studying (1.1) is due to 
the fact that a particular case of these equations occurs in nonlinear nuclear 
reactor dynamics. 
Theorems 3 and 4 deal with the equation (1.2) which appears in various 
applied fields and on which an extensive literature exists, [l, 4, 6, lo]. Our 
theorems may be compared with recent results by Levin and Shea [7]: 
THEOREM 6. [7, Theorem 8a]. Let, in (1.2), 
g(x) E C(-co, oo), and let there exist c such t a 
g(c) I B(a)1 = F, XL& + 4 - &)I > 0, x # 0. 
(3.4) 
Also let 
b(t) E CP, aJ), [-l]k b’“‘(t) e 0, o<t<GO, k = 0, 1,2, 3, 
(3.5) 
40) -=c 0, W) ELI&A a), 
f(t) EL@(O, co), limf(t) = F. 
t-t* (3.6) 
Finally, suppose that x(t) satisfies (1.2) a.e. on 0 < t < co, and let 
x(t) E L”(0, a) and be absolutely continuous on every compact subinterval of 
[0, m). Then 
lim x(t) = c; 
tern 
lim [ess sup 1 X’(T)/] = 0. 
t-am t<r<m 
(3.7) 
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THEOREM 7 [7, Theorem 851. Let, in (1.2), (3.4) and (3.5) hold. In 
addition, assume that (2.9) and (2.10) are sutisjed with X = F 1 B(co)\-1. 
Also let 
f(t) E qo, co) n cyo, a), $f<t, = F, 
(3.8) 
Then there exists a solution x(t) of (1.2) on 0 < t < co. Moreover, 
‘,;iI x(t) = c, ‘,im x’(t) = 0. _ 
Comparing Theorems 3 and 6 one has at first that the former does not 
require (3.2). Of course, a consequence of this is that we only obtain (2.14) 
and not in general the first part of (3.7). If there exist only finitely many 
x-values X( co) such that 
&(~))I B(ao)l = F, 
then surely lim,,, x(t) exists and satisfies lim,,, x(t) = x(co). As to the size 
of the kernel b(t) we note that b(t) EL~(O, co), b(t) < 0, and an integration 
by parts, together yield that tb(t) EL~(O, co) and (2.4) are equivalent. Con- 
cerning the perturbing function f(t) one observes that none of (2.12) and 
(3.6) implies the other. 
A final difference is, of course, that Theorem 6 deals with essentially 
bounded and Theorem 3 with bounded solutions. On the other hand, we 
make no a priori assumption in regard to the absolute continuity of the 
solution. If lim tdmf(t) = F is added to the hypothesis of Theorems 1 and 3, 
then lim i-m x’(t) = 0. 
Comparing Theorems 4 and 7 we again remark that the hypothesis of the 
former does not include (3.2). In particular, in Theorem 4 
liEnypg(x) = - liz&fg(x) = 00, 
is not excluded. 
(3.8) is obviously more restrictive that (2.12). 
Finally note that the proofs given in [7] and the present ones are essentially 
different. 
If in Theorems 3 or 4 F = 0, then (2.4) may be omitted and (2.2) weakened 
to b(t) EL1(O, l), b(t) f b(O+). Lim t+m g(x(t)) = 0 still follows; see [lo]. 
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4. PROOF OF THEOREM 1 
From (I.lb), the second part of (2. l), and as CII > 0, y(0) > 0, one has 
y(t) > 0,O < t < 03. Define 
G(x) = j’[g(u) -A]du, 1x1 < co; h = [; +FJ / B(c0) -1. (4.1) 
0 
Adding and subtracting a term Ml(t) on the right side of (l.la), multiplying 
the resulting equation by h(t) = g(x(t)) - h, and integrating over [0, t] 
yields 
G@(t)) - G@(O)) = jt j’ b(~ - s) h(s) h(7) ds d7 + h j: B(T) /Z(T) dr 
0 0 
f d7 + j$) 47) dT. (4.2) 
By (2.1), (2.7) and (4.1) 
sup &(t>> < a; sup j G(x(t))j < 03. 
o<tca 0<t<m 
Combining (2.4), (2.6), and (4.3) with (4.2), gives 
(4.3) 
jI jb b(~ - s) h(s) h(7) ds d7 + hB(co) j: h(7) d7- + J‘~ y(r) dT 
-A t Y(T) -do + F ’ h(T) d 
0 g@(T)) s 
72-K , 
0 
for some constant K. Integrating (1.1 b) over [0, t] one has 
J’ 
t 
oY(T) d7 = ; j; RW) d7 + PWY(O) - Y(t)l, O<ttlx. (4.5) 
Also, dividing (I.lb) by /3g(x(t)) and th en integrating over [0, t] one obtains 
“i!!!%dT=at-ij _I_ t Y’(T) 
0 ‘Md) P P o k’@(T)) dT’ 
o<t<cc. (4.6) 
(2.7), (4.4), (4.5), (4.6) and the second part of (4.1), yield 
jl j; b(~ - s) h(s) h(T) ds dT + ; jl& dr 2 --I( 
+ [; - m(CO) - F] j: h(T) dT = -K, (4.7) 
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for some constant K. But we also have 
t 7 
J.i 
b(T - s) h(s) h(T) ds dT 
0 0 
1 
= ” j; j, b”(~ - s) [j: h(u) du]’ ds dT + y [j: h(7) dT]’ 
- 4 I:, b’(t - T) [j: h(s) ds]’ dT - 4 jl V(T) [ j; h(s) du]’ dT, (4.8) 
which may be verified by at first differentiating both sides and then noticing 
that for t > 0, 
j; b(t - T) A(T) (27 = b(t) j; h(7) dT - j: b’(t - T) [j’ h(s) ds] dr. (4.9) 
7 
In (4.8) and (4.9) h(t) may of course be replaced by any continuous function 
of t. Also note that the rigour necessary in (4.8) and (4.9) to cover the case 
when one or more of b(O+), b’(O+), b”(O+) are infinite is provided by [3, 
Lemma 41 and [2, Lemma 11. By (2.3), (4.7), and (4.8), 
s t Y’(T) -----dT > --K, 0 Y?M4) o<t<q (4.10) 
for some constant K. 
From (2.1) and (2.7) 
inf x(x(t)) > 0. (4.11) 
o<t<m 
By (I .la), (2.2), the second part of (2.7), the first part of (4.3), and (4.11) 
I x’(t)1 < K +f(t) - F, O<t<co. (4.12) 
Thus, by (2.6) and (4.12), x(t) is uniformly continuous on 0 < t < 00. This, 
together with (2.1) and (2.7), implies that g(x(t)) is uniformly continuous on 
0 < t < co. By (1.1 b), 1 y’(t)] is bounded. Thus, y(t) is uniformly continuous 
and, again from (1 .l b), one has that y’(t) is uniformly continuous on 
o<t<cO. 
Suppose lim,,, y’(t) d oes not exist. Then there exists q > 0 and (t,J, 
lim lZ~m t, = 00, such that for example, y’(t,J > -q. By (l.lb), ag(x(t,)) 3 
fiy(tJ + 1. From the uniform continuity one has that there exists 6 > 0 
such that y’(t) >, 7,7/2, t - 6 < t < t, . But this, combined with the second 
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part of (2.7), implies that there exists E > 0 such that 
s 
t Y’(T) d < 
OG?Gi> T’ s 
y’(T) 
II BY(T) + 42 
d7- + j-,2 -$& dr 
(4.13) 
where Ir = [0, t] n [&[t, - 6, t,]], I, = [0, t] \ II , and where the integral 
over Iz has been estimated using the fact that for any t, 0 < t < 03, y’(t) > 0 
implies ag(x(t)) > By(t) and that if y’(t) < 0, then ag(x(t)) < Py(t). 
Combining (4.10) and (4.13) then yields 
b [In y(t) - In y(O)] - em 3 -K, O<t<co, (4.14) 
which by (2.7) is impossible as m(lr) + co when t + co. Thus, 
F-2 y’(t) = 0, or ‘,1-c b&(t)) - PY(91 = 0. (4.15) 
Suppose next that lim,,,g(x(t)) either does not exist, or (if it exists) does 
not satisfy (2.8). Then, from (4.15) there exist intervals [t, , t, + I”,] such 
that lim,,, t, = lim,,, T, = co, and such that, e.g., 
I %wN - Pr(t)l sufficiently small, 
sGw 3 [; +p] I B(~)l-l + 61 , 
t, < t < t, + Tr, , (4.16) 
for some 8, > 0. Also note that (I.la) may be written as follows: 
x’(t) = It b(t - T)[g(x(T)) - A] dT - Q(m) - B(t)] 
0 
+ PYW - vd~(t))lu%(~(t))l-l + f(t) - F. (4.17) 
Therefore, by (2.2), (2.3), (2.6), the first part of (4.3), (4.16), and (4.17), 
limn+m [x(tn + T,) - a( = -co, which contradicts (2.7). 
This completes the proof. 
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5. PROOF OF THEOREM 2 
Let x(t), r(t) be a solution of (1.1) on some t-interval, t >, 0. By (4.2), 
G(x@)) - G@(O)) = ji j: b(’ - s) h(s) h(7) ds dT + MI@) jl h(7) dT 
+ x jt ~(T)[B(T) - B(a)] dT + j; y(+T 
0 
+ F jt h(T) dT + j” h(T)[f(T) -F] dT. 
0 0 
From (2.3), (4.5), (4.6), (4.8), and (5.1), 
(5.1) 
G@(t)) < A jt h(T)[B(T) - B(a)] dT + h-‘[Y(O) -Y(t)] 
0 
+ ; j:, & dT + jr &>[f(T) -Fl dT + W@b (5.2) 
0 
Also, by (l.lb), 
dT < ; 
s 
1 ;;$ - dT = g [In y(t) - lny(O)], (5.3) 
and so, combining (5.2) and (5.3), 
GW)) < h jt h(T)[B(T) -B(a)] dT + jt h(T)[f(T) -F]dT + K, (5.4) 
0 0 
for some a priori constant K. By (2.4), (2.6), (2.10), and (5.4), 
GW) G KI ,:, G(X(‘-))[%‘) - B(a)] dT . 
+ Kl jt G@(T)) 1 f(7) -F 1 dT + KI , 
0 
(5.5) 
for some a priori constant Kr . Applying the Gronwall inequality to (5.5), 
and remembering (2.4) and (2.6), yields 
G(4)) < K, , t >, 0, (5.6) 
SOS/I III-12 
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or, from (2.9), and after solving (I.lb) for r(t), 
I XWl < K2 7 r(t) G 4 > t 2 0, (5.7) 
for some a priori constants K, , KS . 
By a result in [I I] and the present hypothesis, (1.1) has a local solution. 
By (5.7) and the hypothesis, any local solution can be continued to 
o<t<co. 
This completes the proof. 
6. PROOF OF THEOREM 3 
The analog of (4.2) is now, 0 < t < CO, 
G@(t)) - G&(O)) = j; j: b(~ - s) h(s) A(T) ds dT + A, j’ B(T) h(7) dT 
0 
where 
G(x) = jr [&> - 41 du, 1x1-c 00; 
w = kw)> - h 9 A, = F j B(oo)l-I. 
(6.2) 
By (4.3), which is still valid, (2.3), (2.4), (2.12), (4.8), and (6.1), 
,: j: V’(T - s) [j: h(u) du12 ds dT 2 -K, 0 < t < co, (6.3) 
for some constant K. 
From 2.2) and (2.5), b(t) + b(O+). This, combined with (2.3), implies 
that there exists an interval [qI , v2], 0 < qI < v2 , such that 
b'(Q - b'(t,) > 0 for any t, , t, ; 71 < t, < t, G 72 . (6.4) 
Also, by (1.2), (2.2), and the first part of (4.3), 
I x’(t)1 < K + f(t) - F, O,(t<co, (6.5) 
for some constant K. (2.11), (2.12), (2.13), and (6.5) yield that g(x(t)) is 
uniformly continuous on 0 < t < co. This, together with (6.4), implies 
that the continuity arguments employed in the proof of [lo, Theorem l] 
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may be repeated here to show that if lim,,, h(t) = 0 does not 
hold, then (6.3) is violated. 
This completes the proof. 
7. PROOF OF THEOREM 4 
Let x(t) be a solution of (1.2) on some t-interval, t > 0. From (2.3), (4.8), 
and (6.1), 
f J ‘: [f(~) - F] A(T) d7, 
t > 0. (7.1) 
Thus, by (2.4), (2.12), and (2.15), one obtains (5.5). Proceeding then as in 
the final part of the proof of Theorem 2 yields the desired result. This 
completes the proof. 
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