In this paper we examine the computation of the potential generated by space-time BIE representations associated with Dirichlet and Neumann problems for the 2D wave equation. In particular, we consider the efficient evaluation of the (convolution) time integral that appears in the potential representation. For this, we propose two simple quadrature rules which appear more efficient than the currently used ones. Both are of Gaussian type: the classical Gauss-Jacobi quadrature rule in the case of a Dirichlet problem, and the classical Gauss-Radau quadrature rule in the case of a Neumann problem. Both of them give very accurate results by using a few quadrature nodes, as long as the potential is evaluated at a point not very close to the boundary of the PDE problem domain. To deal with this latter case, we propose an alternative rule, which is defined by a proper combination of a Gauss-Legendre formula with one of product type, the latter having only 5 nodes.
Introduction
Many papers are devoted to the numerical solution of Dirichlet or Neumann wave problems by means of boundary element methods (BEM). Very recently in [?] and in [?] we have proposed a BEM to solve 2D (and also 3D) exterior problems for the scalar non homogeneous wave equation with a Dirichlet or Neumann condition and in general with non trivial data. For these problems, we have derived corresponding space-time boundary integral equations (BIE), for whose solution we have proposed a BEM. This is based on a second order Lubich convolution quadrature for the discretization of the time integral, coupled with a space collocation or Galerkin boundary element method. However, in our papers, as well as in those devoted to the numerical solution of spacetime BIE, the main task is the efficient and accurate numerical solution of the boundary integral equation. The efficient computation of the original PDE solution by means of its single or double layer representation becomes secondary or it is not at all taken into consideration.
Therefore, in this paper we will focus our attention on the computation of the solution of the original 2D PDE problem, by starting from the numerical approach described in [?] , [?] . We recall that the numerical evaluation of the space integral has been already examined, being analogous to that one encounters in the case of elliptic problems; thus, we will examine only the evaluation of the (convolution) time integral. Since this is a trivial matter in the 3D case, we will consider only the 2D one. In particular, for it we will propose two rules which appear to be more efficient than the Lubich's quadratures, which are currently the mostly used formulas. Both are of Gaussian type: the classical Gauss-Jacobi quadrature rule in the case of a Dirichlet problem, and the classical Gauss-Radau quadrature rule in the case of a Neumann problem. Both of them give very accurate results by using a few quadrature nodes, as long as the potential is evaluated at a point not too close to the boundary of the problem domain. To deal with this latter case, we propose an alternative rule, which is defined by a proper combination of a Gauss-Legendre formula with one of product type.
We compare the quadrature formulas we have proposed with the second order Lubich convolution quadrature formula used in the numerical solution of the BIE (which represents the most natural choice for a numerical approach and hence the widely used formula in the literature) and with two higher order Lubich formulas of Runge-Kutta type.
In Section 2 we state the PDE problems we aim to solve, and recall the single and double layer BIE representations of their solutions. In Sections 3, 4 we define the quadrature formulas we propose for the time convolution integrals involved in the above representations, and compared them with those derived by Lubich. Finally, in Section 5, first we solve the BIE formulations of two test problems, and then we evaluate the associated potentials by using the formulas presented in Sections 3, 4. The numerical testing we have performed shows that indeed our formulas are very competitive, from both the accuracy and efficiency points of view.
Potential representation of the solution of 2D Dirichlet and Neumann wave problems
Let Ω i ⊂ R 2 be an open bounded domain with a sufficiently smooth boundary Γ; define Ω e = R 2 \Ω i . We identify Ω with Ω i , if the problem we are solving is the interior one, or with Ω e in the case of the exterior problem.
We consider the following (interior or exterior) homogeneous problem for the classical wave equation:
with a Dirichlet boundary condition
or a Neumann boundary condition
where ∂u ∂nx denotes the normal derivative pointing outside the chosen domain Ω. In this paper we assume that the boundary Γ of the domain Ω and the boundary data satisfy the regularity and compatibility properties which guarantee the existence and uniqueness of the (classical) solution of the problem in C 2 ([0, T ], C 2 (Ω)). Moreover, for simplicity, we assume that the equation is homogeneous as well as the initial conditions; the non homogeneous case can be treated similarly. Indeed, this latter case differs from the homogeneous one only for (at most) the three additional "volume" integral terms generated by the non homogeneous data. These are involved both in the known term of the BIE and in the representation of the potential; see [?] , [?] . Since for their numerical computation some efficient formulas have already been proposed in [?] , for the Dirichlet case, and in [?] for the Neumann case, here we will only consider the (full) homogeneous problem. Let G(x, t) denote the wave equation fundamental solution G(x, t) = 1 2π 
where ϕ D is solution of the following BIE 
where ϕ N (y, τ ) := [u(y, τ )] denotes the jump of u along Γ and is the solution of the hypersingular BIE
Here and in the following, the symbol = means that the integral is defined in the finite part sense (see [?] ). Let now assume that we have already solved the BIE we have associated with Problem (??), i.e., we have determined its unknown ϕ D (y, τ ) or ϕ N (y, τ ). Since there is an extensive literature on the numerical evaluation of the (space) integral defined on Γ, in the next sections we will concentrate our attention to the numerical evaluation of the time convolution integral. In particular, we will propose a new approach, which appears more efficient than those currently used.
Convolution integrals in 2D Dirichlet wave problems
In this section and the next one, we consider the following convolution integral:
with the kernel K(t) first defined by
and then by
being r = ||x − y|| the distance between x and y, and H(t) the Heaviside step function. 
Since in this section we will define two quadrature rules for the evaluation of this convolution integral, that we will then compared with those proposed by Lubich in [?] , for the reader convenience we briefly describe these latter.
Let assume that we have to evaluate (??) at a given instant t = T , or in the interval (0, T ]. In both cases, to construct Lubich rules we ought to partition this interval into N subintervals of equal length ∆ t = T/N , by means of the equidistant points t j = j∆ t , j = 0, ..., N .
Among the possible Lubich discrete convolution formulas, we will consider three of them: one of (convergence) order 2, based on the 2-step BDF method for ODEs, and two of order 3 and 5, respectively, based on two Radau IIA Runge-Kutta methods.
The first one takes the following form:
with
where K is the Laplace transform of K and ρ is the radius of a circle in the domain of analyticity of K(γ(z)/∆ t ). The function γ(z) = 3/2 − 2z + 1/2z 2 is a characteristic polynomial associated with the chosen 2-step BDF method. When K(t) is defined by (??), we have:
where K 0 denotes the modified Bessel function of the second kind of order 0. All the N + 1 quadrature weights {ω n } are simultaneously computed by means of the trapezoidal rule √ ε) . This numerical approach is quite general, although it requires the use of complex arithmetic. Moreover, with the above choices of L and ρ, and using the double precision arithmetic, according to Lubich's results the coefficients ω n are computed with a relative accuracy of order (at least) 1.0E − 07. 
Remark 3.1 Concerning the quadrature error behavior, in [?] Lubich has proved that for a function
where the coefficients w jn are determined by requiring the formula to integrate exactly all polynomials of degree (at most) 2. To prove the above statements, we only need to write the following Taylor expansion of ϕ(τ ):
and apply estimates (i) and (ii) of Theorem 3.1 in [?] .
Incidentally, we remark that Lubich formulas associated with BDF methods of order greater than 2 cannot be used to compute our integrals, because they are not 
Its weights w m,1 , . . . , w m,s coincide with the corresponding elements of the last row of the s × s matrix W m defined as follows:
and 1 = (1, . . . , 1) T . Likely to the BDF methods, the above Cauchy integrals can be approximated by the trapezoidal rule respectively.
To these two rules we can apply the convergence result proved in [?] (see Theorem 4.1). In the case of our 2D wave equation, this states that, having defined p = 2s − 1 and assuming
uniformly with respect to t n ∈ [0, T ], where α = min{2s − 1, s + 3/2}. Notice that for the 3-stage (order 5) RK method we only have O(∆ 9/2 t ). As for the BDF method case (see Remark ??), when the required vanishing conditions at the origin are not satisfied, to restore the above rate of convergence it is sufficient to modify the convolution quadrature by adding s additional terms, whose coefficients are determined by requiring the new rule to be exact for all polynomials of degree up to s − 1. Obviously, these coefficients will depend on n and r (see (??), (??)).
We further remark that in the numerical solution of a space-time BIE formulation of wave equation problems, in particular in the time discretization of the convolution integral, the Lubich quadrature formula which is largely employed is that corresponding to the 2-step BDF method. Only very recently the Lubich quadrature formula associated with proper Runge Kutta methods have been considered for wave propagation problems (see [?] , [?] , [?] ). A possible drawback of these latter rules is that they requires the computation of the unknown function at intermediate points of the original uniform grid. However they show very good dissipation/dispersion properties.
In the computation of the potential integrals, both the BDF and the Radau IIA methods can be used. The latter methods are preferable because they have a higher convergence rate. We notice however that, if the BIE has been solved using the 2-step BDF Lubich discrete convolution, to compute the associated potential by means of a Radau IIA method one has to interpolate ϕ with respect to the time variable. This is not the case if the BIE has been solved using the same RK method. To speed up the potential evaluation, it is thus important to evaluate the time integral with the required accuracy, by using a rule with a low number of nodes. To this end, since I(ϕ; t) = 0 whenever t ≤ r, in the following, to evaluate I(ϕ; t) when t > r, we propose two alternative approaches to the above mentioned Lubich quadratures.
The first one is simply given by the following m-point Gauss-Jacobi (GJ m ) rule:
= 1 2π
where λ GJ im and ξ GJ im are the weights and nodes of the GJ m quadrature rule defined by the weight function (1 − ξ) − 1 2 . This is the best choice when an analytic expression of ϕ is known and r is away from zero. Indeed, the numerical tests reported below show that this GJ m formula is more efficient than the Lubich formulas. The convergence behavior of the Gauss-Jacobi quadratures is well-known for several classes of integrand functions; see, for example, [?] . When an approximation of ϕ(t) is known only at equidistant instants {t j }, to apply the above GJ m rule we need to interpolate first, by a not-a-knot cubic spline function, for example, the given known values. We recall that when ϕ ∈ C 4 [0, T ], this interpolation introduces an additional error term of order O(∆ 4 t ). Unfortunately, when r ≈ 0, i.e., when x is very close to the boundary of the problem domain, the accuracy of the Gaussian rule decreases. This is due to the behavior of the integrand function, which becomes nearly singular as (t + 3r)/(t − r) ≈ 1 (notice that (t + 3r)/(t − r) > 1). Actually, this phenomenon also appears whenever t >> r. In this case a different numerical approach is required.
To deal with the latter situation we could evaluate the above integral I(ϕ; t) by means of the m-point Gaussian rule associated with the (positive) weight function
However to construct this rule we would need some special software; moreover, for each value of t and of r one has to determine the corresponding set of nodes and weights. Thus, except for the case one has to evaluate the integral for a single value of t/r, this approach is highly expensive.
To avoid this inefficiencies, we propose to use a new rule of composite type. To construct it, first we split the interval of integration into two parts: (0, t − R) and (t − R, t − r), with R : r < R < t properly chosen. Then, we apply a m-point GaussLegendre (GL m ) rule to the first subinterval, and a ν-point formula of product type (P ν ), with ν very small, to the second one, after having reduced also this latter integral to the reference interval (−1, 1). For this second rule we have taken as abscissas the Chebyshev nodes of the first kind, that is,
Thus, in this case, we approximate I(ϕ; t) as follows:
The integer ν is generally chosen small (in our experimental tests, for example, we have taken ν = 5). The corresponding coefficients v iν are then defined by requiring the formula to be exact whenever ϕ is a polynomial of degree ≤ ν − 1.
More precisely, if we assume that ϕ is known only at the (equidistant) points {t n , n = 0, ..., N } defined above, as in the case they are obtained by solving our BIE, then we choose 0 ≤ t − R ≡ t n 0 −1 < t n 0 < t − r < t n 0 +1 ≤ T if t − r > t 1 ; otherwise, if t − r ≤ t 1 we set t − R = 0 and apply only the P ν rule. In our testing, since we are mainly interested in evaluating the potential associated with a BIE, in (??) we have chosen ν = 5 and x iν coinciding with the above defined Chebyshev nodes. This choice of ν is justified by the property that the remainder term behavior of this rule, as ∆ t → 0, r > 0 being fixed, is O(∆ 5 t ). Indeed, this is negligible with respect to that of the most accurate Lubich convolution quadrature RK 3 , which is O(∆ 9/2 t ). The coefficients v iν are defined by requiring the formula P ν to be exact whenever ϕ(τ ) is a polynomial of degree ≤ ν − 1. Setting v := R+3r R−r , the (weighted) moments associated with the standard interval (−1, 1), which are needed to determine the weights v iν by solving the associated 5 × 5 linear system, are given by the following expressions:
The 2-norm condition number of the above linear system is ≈ 19.6. In Table ? ? we have reported, for some value of r, the absolute errors and the corresponding estimated orders of convergence (EOC), associated with the computation of integral (??), when ϕ(τ ) = sin(2τ ) 2 τ 2 exp(−τ ). The reference values are computed using the most accurate quadrature formula for each value of r, after having taken N = N ref = 1024; these are: GJ N for r ≥ 0.01 and GL N + P ν otherwise. In this table, as well as in all the following ones, the symbol "−−" means that the double precision accuracy has been achieved.
In all the following tables, the total number of nodes n t , hence of function evaluations, required by the above defined time integration formulas BDF , RK 2 , RK 3 , GJ N , GLP N +ν = GL N + P ν , will be: N + 1, 2N, 3N, N, N + 5, respectively, where the values of N are defined in the first column.
In Table ? ?, the behavior of the Lubich formulas does not depend significantly on r; on the contrary, that of the Gaussian rules varies significantly, as r → 0. We also notice that for r ≥ 1 the Gauss-Jacobi formula is the most accurate one; while, as r decreases towards zero, the GLP rule become more efficient than the RK 3 and GJ approaches (see Fig. 1 ).
Concerning the first formula, we have to remark that, even if the coefficient matrix W m can be computed by the FFT algorithm with O(N log N ) flops, it requires the evaluation of a matrix function and the use of the complex arithmetic. Finally, to achieve an accuracy greater than 1.E − 08 by means of the RK s when r = 0.01, 0.0001 and N is large, we have to increase the number of the trapezoidal quadrature nodes, for the computation of the convolution coefficients, up to L = 4N or L = 6N . Otherwise, as some of the following tables show, an accuracy barrier will soon appear.
We finally recall that, except for the BDF Lubich formula, in all the others formulas the function ϕ ought to be evaluated also at abscissas which are different from those of the chosen uniform partition of [0, T] .
In Table ? ? we have reported the absolute errors given by the computation of integral (??) with kernel (??), where ϕ(τ ) = sin(2τ ) 2 τ 2 exp(−τ ) is known only at κ equidistant points of the integration interval [0, T]. Therefore, except for the BDF rule, to apply the other quadrature formulas, for simplicity we have approximated ϕ(τ ) by the not-a-knot spline S 3 (ϕ) interpolating it at those κ points. We recall that this latter introduces an extra error term of order O(∆ 4 t ). This choice has introduced the accuracy barrier shown by the results reported in the corresponding tables.
In Table ? ?, we have fixed r = 1 and chosen κ = 16, 32, 128. The accuracy barrier generated by the spline interpolation appears very soon in the last three columns.
The reference values are computed by the GJ N quadrature formula with N = 1024 and assuming ϕ(τ ) known everywhere.
In Figure ? ? we compare the performance of the approaches BDF , RK 3 , GJ and GLP , when they are applied to integral (??) with kernel (??), T = 3 and ϕ(τ ) = sin(2τ ) 2 τ 2 exp(−τ ). For a fair comparison, the approaches use the same number of function evaluations. We have plotted the absolute errors obtained by taking the number of function evaluations reported on the x-axis. The reference values are those obtained by applying the GJ 64 rule when r = 1, 0.01, and the GLP 64+5 formula in the case r = 0.0001. Tables ??-?? . From these, it emerges that in this case the BDF method is completely unsatisfactory, while the Gaussian approach appears very efficient. 
Convolution integrals in 2D Neumann wave problems
In this section we consider (??) with K(t) given by (??). In this case the Lubich quadrature formula associated with the BDF or Radau IIA methods can be defined in a similar way; the only difference with respect to the Dirichlet case is the Laplace transform K, which now is given by
where K 1 denotes the modified Bessel function of the second kind of order 1. For the BDF rule, assuming ϕ ∈ C 5 ([0, T ]), with ϕ(0) = · · · = ϕ (0) = 0, from [?] we obtain the following pointwise bound:
For the two s-stage Runge-Kutta methods, we apply Theorem 5.1 in [?] . Thus,
Notice that for our two RK 2 , RK 3 rules the above bound becomes O(∆ 5/2 t ) and O(∆ 7/2 t ), respectively. These two bounds are of lower order if compared with those we have in the Dirichlet case.
To apply our Gaussian formula, we need to use the following more explicit representation of I(ϕ; t), which is more suitable for its evaluation.
Proposition 4.1 Let r = ||x − y|| > 0, r < t, be given, and assume ϕ ∈ C 1 [0, t]. Then we we have:
Proof. Recalling the relationship (see [?] Lemma 2.4)
for the corresponding integral (??) we obtain the following representation:
Then, we take > 0 sufficiently small, and rewrite this expression as follows:
By computing explicitly the derivative of the first integral, and subsequently the limit value, as → 0, of the square bracket parenthesis, we obtain:
Finally, recalling the definition of finite part integral (see [?] ), we obtain representation (??). Proceeding further, for the integral I(ϕ; t) defined in (??) we obtain
We recall that in the above finite part integrals the change of variable is allowed, even if the hypersingularity is at an endpoint, because the order of the singularity is not an integer (see [?] , p.13). When r ≥ 1, to compute this finite part integral we use the Radau type Gaussian rule described in [?] , that here takes the form:
where
For the convergence behavior of this rule see [?] . When 0 < r < 1, proceeding as in the Dirichlet case, we propose the following numerical approach:
Then, by applying the Gauss-Legendre rule to the first integral, and the corresponding product type rule, based on the Chebyshev nodes, to the second one, we obtain the following composite integration rule:
As in the Dirichlet case, the corresponding coefficients v iν are defined by requiring the formula to be exact for all polynomials of degree ≤ ν − 1. To this end, setting v := R+3r R−r , for ν = 5 the required moments are given by the following expressions:
where µ D 0,ν is defined in (??). In Table ? ? we have reported, for some values of r, the relative errors and the corresponding EOC associated with the computation of integral (??) with kernel (??), where ϕ(τ ) = τ 5 exp(−τ ), t = T = 10. For each value of r, the reference values are computed by using the most accurate quadrature formula, after having set N = 1024; this is: the GJ N rule when r ≥ 1, and the GLP N +5 one otherwise. As in the Dirichlet case, for the BDF and RK methods an accuracy barrier appears; this is due to the error generated by the trapezoidal rule we have used to compute their coefficients. In Table ? ? we have reported the relative errors given by the computation of integral (??) with kernel (??), assuming that ϕ(τ ) = τ 5 exp(−τ ) is known only at κ equidistant points of the integration interval [0, T] . Therefore, as in Table ? ?, to apply our quadrature formulas we have approximated ϕ(τ ) by the not-a-knot spline S 3 (ϕ) of order 3, interpolating it at κ abscissas. In Table ? ?, we have fixed r = 1 and chosen κ = 16, 32, 128.
The reference values are computed by the GJ N quadrature formula, with N = 1024 and assuming ϕ(τ ) known everywhere. As for the Dirichlet kernel, in Figure ? ? we fairly compare the performance of the approaches BDF , RK 3 , GJ and GLP for the evaluation of the integral (??) with kernel (??), T = 10 and ϕ(τ ) = τ 5 exp(−τ ). We have plotted the relative errors obtained by the number of function evaluations reported on x-axis. The reference values are those obtained using the approaches GJ for r = 1, 0.01 and GLP when r = 0.0001. In this section we apply the quadrature rules, we have examined in the previous sections, to compute the potentials defined by (??) and (??). In particular, to compare the performance of the approaches BDF , RK 3 , GJ and GLP , we evaluate the potential given by (??) with kernel (??), when the density function ϕ D (x, τ ) has been obtained by solving the boundary integral equation (??) with g D (x, t) = t 4 exp(−2t). The boundary Γ coincides with that of the unit disc, parameterized by (cos(θ), sin(θ)),
To obtain an approximant of ϕ D (x, τ ), we have applied the collocation BEM described in [?] , after subdividing the above parametrization interval into M = 32 equal subintervals, and considering the associated (space) continuous piecewise linear function. This is represented as a linear combination of the standard finite element Lagrangian basis {N k (θ), k = 1, . . . , M } of local degree 1, whose coefficients depend on τ .
Since in this case the density function is constant with respect to the space variable, this value of M causes an error which is negligible with respect to that due to the time integration. The matrix entries of the final linear system have been computed by applying the 32-point Gauss-Legendre rule to each boundary element.
To evaluate the space integral defined on the parametrization interval of the boundary Γ, for simplicity we have integrated each shape function N k by applying a m-point Gauss-Legendre formula to each element of its support, with a computational cost of 2m function evaluations. The total cost due to the integration of our (space) approximant is thus n s = 2mM .
As we have remarked in the previous sections, the approach GLP outperforms GJ, only when r is sufficiently small. Therefore, in the next numerical testing, since r = ||x − y|| varies when y moves on Γ, the GLP approach has to be reinterpreted as follows: we use the GLP rule only when r < 0.1, and the GJ one otherwise. This value of r has been chosen (both in the Dirichlet and Neumann case) after performing some experimental testing.
In Table ? ? we have reported the (estimated) L 2 -norm absolute errors we have obtained at each chosen instant t n of the time interval [0, T ]. As reference solution we have chosen the approximant obtained by taking M = 32, N = 1024; this is plotted in Figure ? ?. In Tables ?? -? ? we have reported the numerical values of the potential (??) at x = (2, 0), (1.01, 0) and (1.0001, 0), respectively, obtained at the intermediate instants t n = T /4, T /2, 3T /4 and at t N = T = 3. In this table, and in the following ones, n s denotes the total number of nodes required by the quadrature rules we have used to compute the space integral. The chosen number of n s is probably higher than that really needed; but for simplicity, we have applied the same Gaussian rule to each space element.
About the latter point, we remark that a point x can be very close at most to very few boundary elements. For example, for a convex domain, at most to two of them. Therefore, only the integration over these elements requires to use a Gauss-Legendre formula with a higher number of nodes. For the other elements, much fewer nodes are needed to achieve the same accuracy. Finally, in Table ? ? we have reported the number of seconds required by the listed approaches to compute the potential at t N = T , using the same values of n t and n s of Table ? ?.
We recall that the maximum relative accuracy we obtain when we solve the spacetime BIE is 4-5 digits. Thus, when we compute the associated potential it does not make sense to require a higher accuracy. From Table ? ? we notice that this accuracy is achieved by the BDF method when we take N = 1024, by the RK 3 rule with N = 32, and by the GJ N rule for N = 4, 8. Thus in this case the last approach is about 22 times faster than the BDF rule, and about 100 times faster than the RK 3 rule. This ratios Table 12 : Dirichlet wave problem. Numerical values of (??). x = (1.0001, 0), T = 3, n s = 1280.
remain the same when we compute the potential at several space points x, for the same time instant t. In this case we have taken advantage of the MATLAB vectorial operation features. For the last two rules, the CPU time includes the cubic spline interpolation, but not the a priori determination of the spline coefficients.
We ought however to remark that the BDF and RK rules simultaneously give, even if we are not interested in, and with a little overhead, an approximation of the potential at all the interior points of the chosen partition of the time interval [0, T ]. Therefore, the computational cost for the potential evaluation at each one of these abscissas is very close to that needed to evaluate it at the final instant T . This is not the case of our approach, which requires the application of our rules at each chosen instant. Thus, when one needs to compute the potential at all the abscissas of the time interval partition, with no more than 4 significant digits, the BDF method in general appears superior. The same testing we have performed above for the Dirichlet case, have been repeated for the corresponding Neumann problem with the data g N (x, t) = t 4 exp(−t). The corresponding tables and figures are reported below. 2.87074247407031e + 00 3.24645090557322e + 00 1.41356483448959e + 00 3.24698838038621e + 00 8 3.12673350486256e + 00 3.24691985568484e + 00 2.69403421034421e + 00 3.24693237873894e + 00 16 3.21654754427175e + 00 3.24694508263825e + 00 3.20587869979588e + 00 3.24694706268537e + 00 32 3.24062071098484e + 00 3.24694692646341e + 00 3.24673342720724e + 00 3.24694706822997e + 00 64 3.24553294751116e + 00 3.24694706651371e + 00 3.24694706260230e + 00 3.24694706856163e + 00 128 3.24660849318175e + 00 3.24694706847472e + 00 3.24694706857901e + 00 3.24694706857743e + 00 256 3.24686412844816e + 00 3.24694706852180e + 00 3.24694706857848e + 00 3.24694706857781e + 00 512 3.24692654890202e + 00 3.24694706854749e + 00 3.24694706857754e + 00 3.24694706857680e + 00 1024 3.24694197715456e + 00 3.24694706857369e + 00 3.24694706857974e + 00 3.24694706857441e + 00 All the numerical computation has been performed on a PC with two Intel Xeon E5420 (2GHz) processors. We remark, however, that we have not considered the special features of our PC. To perform our numerical testing we have written standard (i.e., sequential) Matlab codes.
