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1. INTRODUCTION 
In [I] the author investigates constrained homogeneous differential 
systems. Here, we define and derive properties of irreducibility for general 
tensors A associated with the homogeneous transformation of Euclidean 
n-space into itself: 
x’=Ax. (l.la) 
Here the components (Ax), are defined by (following the notation of [I]) 
x; = c a; x& E S(k, n)), i = 1, 2 ,..., n, n > 2, (l.lb) 
where the tensor A = {af} of degree k and dimension n is assumed completely 
symmetric in the lower indices, i.e., 
(l.lc) at = ati , for each i G N = (1, n) and permutation 01’ of 
01 E S(k, n). 
In [I] the author investigates general n-dimensional differential systems 
of the form 
dx 
z = Px - x, U-2) 
where the tensor P has the property that for each 01 E S(k, IV), 
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(the probability (n - l)- simplex). Here the corresponding transformation 
x -+ PX maps Q into itself and the fixed points of (1.2). Nonnegative trans- 
formations (1.1) and corresponding differential systems (1.2) govern the 
behavior of many physical systems (see [I] and the references therein). 
For a study of similar nonnegative nonlinear homogeneous .transformations 
see Blakely [2], and Blakely and Kesten [4]. 
Special Notation. In addition to the notation used in [I], for I C N having 
4 >, 1 elements, let A, denote the principle subtensor consisting of qkfl 
elements u& for which i E I and OL E S(k, I). 
Throughout this paper, all tensors are assumed to have degree k and to be 
completely symmetric in the lower indices. 
2. IRREDUCIBILITY AND NONNEGATIVE TENSORS 
The following definition of an irreducible tensor is equivalent to that of 
Geiringer [.5] for an irreducible matrix: 
DEFINITION An n-dimensional tensor A is irreducible (n > 2) if and only 
if, for any two disjoint nonempty subsets I and J of N with I U ] = N there 
exists a nonzero element af with i E I and LY E S(k, J). Otherwise, A is said 
to be reducible. If n = 1, A is irreducible if its single element is nonzero, 
otherwise reducible. 
THEOREM 1. Let A > 0 be irreducible. Then there exists a scalar r > 0 
and a vector y E Q such that 
(i) Ay = ry 
(ii) y > 0 
Moreover, a necessary and sufficient condition that every solution pair 
(Y, y), r E E (real numbers), y E Q to (i) satisfies (ii) is that A be irreducible. 
Proof. Let u denote the n-tuple all of whose components are unity. If 
A > 0, the transformation T(x) = Ax&u, Ax) is a continuous mapping 
of 0 into itself and therefore by the Brouwer Fixed Point Theorem (see for 
example [6] p. 176) has a fixed point y. Thus Ay = ry for Y = (u, Ay). 
Assume A is moreover irreducible and let I = {i E N 1 yI > 0). Suppose 
I # N so that 
0 = c a,ir.(a E S(h, I)) for each j,# I. 
But this implies ah = 0 for eachj $ I and 01 E S(k, I); and hence by definition 
A is reducible, a contradiction. Hence I = N, that is, y .> 0 and Ay > 0 
so that (u, Ay) = Y > 0. 
568 JENKS 
To prove the latter statement it suffices to show that if A is reducible 
there exists a fixed point z of (1.1) having at least one vanishing component. 
Indeed, if A is reducible there exists a nonempty proper subset I of N such 
that 
aj = 0 (I for each i#I and a E S(k, I). (24 
Now the lower-dimensional transformation of the form (1.1) associated with 
the subtensor A1 maps Q1 = {z E 52 1 zi > 0 if and only if i E I} into itself 
and hence has a fixed point z, that is (AZ), = szi for i E I for some z E 9, and 
scalar S. But (2.1) implies (AZ), = szi for i $ I so that .a is also a fixed point 
of (1.1). 
COROLLARY 1. If A > 0 is reducible, then there exists a scalar r > 0 and 
a vector y E Q such that Ay = ry and yi = 0 for at kast one i E N. 
Remark. The pair r, y satisfying Ay = ry with r > 0 and y > 0 is not 
unique in general ([Z], Eq. (3.4)). 
Another interpretation of irreducibility of general tensors is given by the 
following theorem, the proof of which is left to the reader. 
THEOREM 2. A necessary and su&ient condition for A to be irreducible is 
that for each pair of distinct indices i, j E N, there exists a corresponding 
connecting sequence i = ili, *** i,,, = j of length m such that 
m-1 
n a)gg, # 0 fw mm P(q) E S(k - 1, &I, 
Q=l 
I, = {il , iz , . . . , i,}, 
q = 1, 2 ,..., m - 1. 
(2.2) 
A sequence of indices beginning and ending with the same index is called 
a loop. A loop iSiS+l .** is+l(is+l = i,), 1 > 1 contained in iris *** is called 
redundant, if all its indices appear in iliB *a* i, . 
COROLLARY 2. The maximum length of a connecting sequence from i to 
j # i without redundant Zoops is 1 + n(n - 1)/2. 
This bound is the best possible as shown by the example, (k = 2, II > 5): 
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(2.3) 
where a sequence from 1 to n of the form 
12 13 124 1235 12346 *-- 
exists by taking the product (2.2) as 
a2 aI.3 alaa a4 al.2 a3 a5 
11 22 11 33 31 22 44 31 42 33 
. . . * 
3. REDUCIBLE TENSORS 
Throughout this section we assume A is a given tensor of degree k 3 1 
and dimension n > 2. 
DEFINITION. A subset I of N containing Z(1 Q I < n) elements is said to 
be ma&ml, if the following two conditions are satisfied: 
(i) 1= 1 or the corresponding subtensor A, is irreducible; 
(ii) there exists no proper superset J 3 I such that A, is irreducible. 
Denote by M(i) the maximal subset of N containing i. Then clearly 
(3.1) for j # i, either iIf(;) = M(j) or M(i) n M(j) = 4 and, in 
particular, 
(3.2) M(i) = N, if and only if M(j) = N for all j E N. 
Since no union of maximal sets can be maximal, the maximal subsets define 
a partition of N which is unique; we call this partition the canonicalpartition 
of N. From this and the proof of Theorem 1 the following result readily 
follows. 
THEOREM 3. Let A be a given reducible tensor. Then there exists a 
partitioning of N iti m (m > 2) muximal sets I1 , Ia ,..., I,,, , I, n Ii = 4 for 
i # j, U, I, = N. Moreover, these sets may be so chosen that j < 1 imp&s 
af = 0 fw each iEIj and aES(k,IJ. 
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Remark. For the case k = 1 where A = A is a matrix, Theorem 3 
states that after a suitable permutation of the subscripts, A has block lower- 
triangular form ([7], p.90). 
Define now the n x it matrix B = (bij) by 
b,j = C 1 a$ 1(/I E S(k - 1, M(j)), 
THEOREM 4. The tensor A is (ir)reducible 
(ir)redwible. 
i,j = 1, 2 ,..., n. 
if and only if the matrix B is 
Proof. It is clear that A reducible implies B is reducible. Suppose now 
that A is irreducible so that M(j) = N for each j. Then by Theorem 2, 




q=1 pES(k-1.N) p 1 I-I 9=1 
bip+liQe 
We again apply Theorem 2 but with K = 2 and conclude B is irreducible. 
4. THE GRAPH OF A 
By Theorem 4, the question of the irreducibility of the tensor A is reduced 
to the question of the irreducibility of a matrix B derived from A. Unfortu- 
nately, to-calculate B one must first know the maximal subsets of N. The 
following notion of a graph of A is useful in this regard. The following 
definition is due to Kijnig [8] for the case k = 1. 
DEFINITION. A directed graph G of A is defined as follows: To each 
index 2 E N let there correspond a node IQ . For each distinct pair of indices 
i, j E N a directed line is drawn from “j to vi if and only if a& f 0 for some 
j/? E W WA). 
A closed directed path of a directed graph is called a cycle. A graph is said 
to be strongly connected, if for each pair of indices i, j E N there exists a cycle 
containing both vi and vj . 
THEOREM 5. The tensor A is irreducible, if and only if the graph of A is 
strongly connected. 
Proof. The graphs of A and B are identical. The theorem then follows 
from Theorem 4 and the well-known result [S] that the graph of a matrix 
is strongly connected if and only if the matrix is irreducible. 
The following aIgorithm may be used to generate the graph G of A. This 
algorithm .ptovides.the easiest metho.d known to the author for generating 
the maximal subsets of N. 
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ALGORITHM. Let G(O) denote thegraph consisting of the nodes v1 , v2 ,..., vn 
and no directed lines. DeJne TiP”‘(i) = {i] for i = 1, 2,..., n, and form G(Q+l) 
from G(Q), &l(Q+l)(i) front &f(Q)(i), q > 0, as follows: 
For all j E (1, n), draw (without duplication) a directed line from vi to 
each vi for which some af f 0, (Y E S(R, &P(j)). Call the resulting graph 
G(q+l). Define :%Z(Q+l)(i) = i u (j j G’q?-l) has a cycle containing vi}. 
Repeat until G(q) = G(q+l) whereupon G s G(q) is the graph of A and 
i%f(Q'(i) = M(Qfl)(i) = Al( ) i is t h e maximal subset containing i, i = 1,2 ,..., n. 
As an example, consider the system (K = 2): 
x; = x1 
(c 1 xi 
- x12 + x2” - *x1x2 
j 
x; = x2 ic 1 xj + x12 - x22 + 4x1x, ‘j ’ 
x; = x2 (c 1 xi - x32 + x4” - &x,x, i 
x; = x4 @ ) x. tX,2-x~+~x1X2 3 i 
(4.1) 
Applying the above algorithm to the above system we have 
G(l): f) () G = GE': @ 
v2 Y3 v2 53 
FIG. 1 
with M(1) = M(2) = {1,2}, M(3) = M(4) = (3,4}. Hence system (4.1) 
is reducible. 
The verification of the algorithm is left to the reader. 
The algorithm can be shown to yield all cycles in at most n - 1 steps. 
This bound of (n - 1) cannot be lowered in general. Indeed, consider the 
system (R = 2, n 3 3) 
x; = x1 c xi + c xj2 - 2X12 + x,-lx, ( 1 i j 
x; = xj c xi + xim2xim1 ( 1 - x. a2 - X&i 3 i = 2, 3,..., 12, i 
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where x,, = x, . If we apply the algorithm to the tensor defined by the above 
system, we find iW)(l) = (1,2 ,..., i + l} for i = 0, l,..., rz - 1. 
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