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Abstract
One of the most important decisions for manufacturing firms is the
price and quality levels of the offered products. The reaction of the
market to these decisions results in the demand for the products.
The production facility of the firm then has to have enough capacity
to satisfy this demand. Insufficient capacity results in significant
congestion in the production facility. To avoid such situations, it is
natural to expect that the impact of pricing and quality decisions
on the production facility is taken into account when these decisions
are made. In practice, however, this often does not occur: price
and quality levels are determined by marketing departments which
often don’t take production constraints into account due to lack of
communication with the production division.
In Chapter 2 of this dissertation, we analyze the impact of
congestion-related costs on the optimal pricing and quality decisions.
To that end, we consider a make-to-stock manufacturer with a single
production line in place. The manufacturer offers two products to
the market and seeks to determine the optimal price, quality, and
inventory levels of the products to maximize his expected profit per
period (risk-neutral). Price and quality decisions affect the demand
and thus naturally determine the load on the production system,
and thus impact the production lead times. We show that ignoring
this impact results in suboptimal pricing and quality decisions which
might cause significant congestion and thus long lead times and high
inventory-related costs. More specifically, the marketing department
might set the quality of the products too high and the price of the
higher quality product too low if it doesn’t communicate with the
vii
production division.
While we considered a risk-neutral decision maker in Chapter 2,
decision makers are often risk-averse in practice meaning that they
are willing to trade off a lower expected profit for lower profit stan-
dard deviation. In Chapter 5 of this dissertation, we analyze the
optimal quality and pricing decisions for risk-averse manufacturers
(while taking the impact of these decisions on the production conges-
tion into account). We show that more risk-averse firms tend to opt
for lower quality products and as a result, may charge lower prices
compared to less risk-averse manufacturers.
In Chapter 2, we use Markov analysis as a solution methodology.
The Markov chain approach enables exact analysis of the production
system but it is very time-consuming to solve especially for solutions
that result in high congestion on the production floor. Moreover,
we cannot use this approach to calculate profit standard deviation in
Chapter 5. Simulation optimization (sim-opt) can solve both of these
issues. In Chapter 3, we review the literature that employ sim-opt
for solving complex inventory management problems and we show
that these techniques are increasingly popular.
Among the many different sim-opt techniques, we focus on
Kriging-based sim-opt algorithms which efficiently search the solu-
tion space for the optimal solution (i.e., they require a relatively
low number of solution evaluations). In Chapter 4, we compare the
performance of several well-known (single-objective) Kriging-based
sim-opt algorithms, using stochastic objective functions of varying
complexity. Based on our analysis in this chapter, in Chapter 5 we
propose a new multi-objective Kriging-based algorithm for approxi-
mating the mean profit-profit standard deviation Pareto frontier.
Therefore, the contributions of this dissertation are twofold:
(1) analyzing pricing and quality decisions for risk-neutral and risk-
averse manufacturers (Chapters 2 and 5), with special attention to
the impact of load-dependent lead times, and (2) proposing a multi-
objective Kriging-based algorithm for optimizing noisy simulation
(Chapter 5), based upon our research in Chapters 3 and 4.
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Chapter 1
Introduction
Product substitution has attracted substantial attention in the oper-
ations management literature as it affects the effectiveness of firms’
operations and marketing decisions [220]. Product substitution can
be initiated either by the manufacturer or by the customer. The
former type is known as manufacturer-driven substitution and it is
more common in make-to-order environments: typically, a downward
substitution structure takes place where the manufacturer satisfies
the demand for product A with inventory of a superior product B (in
quality and features) [71, 116, 171]. In make-to-stock environments,
however, customer-driven substitution is more common. In this set-
ting, the company can only indirectly influence customer decisions
by its marketing choices (e.g., price and quality of products) and, in
some cases, by its inventory policies [71, 116, 171].
In this dissertation, we focus on the assortment, pricing, and
inventory decisions of a make-to-stock manufacturer in a setting
with static customer-driven substitution. In static or assortment-
based substitution, a customer chooses a product from the assort-
ment based on its price and quality features; the stock level does not
matter. If the product is out of stock, the customer does not opt
for a second-choice item; the order is either backlogged or the sale
is lost. As a result, with static substitution, demand is independent
of inventory levels. On the contrary, in dynamic or stockout-based
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substitution, customers have first, second, and third choices, etc.,
and can switch to the next item in their ranking if a more favor-
able item is out-of-stock. Evidently, they can also decide to leave
the store or the order can be backlogged. Therefore, the demand
of a product depends on the stocking quantities of all carried items
[79, 102, 115, 171, 243]. According to Maddah and Bish [170] and
Van Ryzin and Mahajan [248], static substitution might be an un-
realistic assumption for categories such as soft drinks and grocery
items; yet, it is plausible for catalog retailers (e.g., Argos in UK)
and in store settings where customers choose based on floor mod-
els (e.g., shoe and cell phone retailers). This type of substitution is
also reasonable if service levels are high enough so that stockouts are
negligible [248] (e.g., Ko¨k and Fisher [149] assume static substitu-
tion to estimate the demand of nonperishable items at Albert Heijn,
a supermarket chain in The Netherlands, with 99.5% service level).
Assortment and pricing are difficult decisions in settings with
customer-driven substitution; too much reliance on qualitative and
judgment based techniques can easily lead to failure. For instance,
Walmart saw an immediate decline in sales in 2008 when it tried
to remove 15% of the SKUs carried and eventually had to roll back
most of the changes. When the new CEO of a tire retailer replaced
the lower quality tires in the assortment with higher quality but
more expensive ones, he learned the hard way that price was more
important for the customers [88, 90].
In recent years, academic research on pricing and assortment
planning has caught the attention of companies in practice [6, 87].
In 2004, Ko¨k and Fisher [149] applied their assortment optimization
approach at Albert Heijn resulting in an estimated profit increase
of 50%. Sinha et al. [223] implemented their assortment, price op-
timization, and demand planning tool for one of the wine brands of
Foster’s Wine Estates Americas which increased the profitability by
70% in 2008. In 2014, Rue La La, an online fashion retailer, im-
plemented the sophisticated price optimization tool of Ferreira et al.
[86], that resulted in an estimated revenue increase of 9.7% .
As noted by Ko¨k et al. [150], the pricing and assortment plan-
ning problem is complex, and many areas remain insufficiently ad-
2
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dressed in the literature. Joint pricing and assortment planning is
one of these areas [150]. In this dissertation, we study the optimal
pricing, assortment, and inventory decisions of a make-to-stock man-
ufacturer with given production capacity at hand, who sells directly
to customers. We specifically account for the impact of shop floor
congestion on the optimal pricing and assortment decisions, an as-
pect that is largely ignored in the current literature [246]. We thus
consider an integrated production/inventory (P/I) system: customer
demands for the different product types naturally determine the load
on the production system, and thus impact the production lead times
[31]. These customer demands are, in turn, endogenously driven by
the assortment and pricing decisions.
In practice, assortment and pricing decisions are often taken
by marketing departments [237]. These decisions, as we discussed
above, affect the production load and thus the replenishment lead
times. In reality, however, this relationship is often ignored and re-
plenishment lead times are assumed to be exogenous (often, even,
a fixed constant); one can even argue that this is logical, as esti-
mating such relationship would require an “oracle” which is unfortu-
nately not readily available in practice. In this dissertation, we thus
study the optimal assortment and pricing decisions in settings with
fixed exogenous lead times, and settings with full information on
the lead time impact (where we use either a Markov chain approach
or a discrete-event simulation as the oracle), to obtain insights into
the loss of profit due to the absence of information. Note that, in
practice, full information is difficult to obtain [237], even when the
production and marketing departments share information on price
setting/assortment planning/production lead times. Indeed, infor-
mation sharing only informs both parties about the current state of
affairs; it does not necessarily empower them to estimate the impact
of changes in prices and assortment.
Yet, a little information may go a long way: we thus also study a
setting where the marketing department receives information on how
its decisions impact the expected unit processing times in the pro-
duction system. Evidently, expected processing times give only par-
tial information on the lead time impact, as the system may exhibit
3
congestion and contain other non-value added time components. In
what follows, we refer to these 3 cases as the “no information”, “full
information”, and “limited information” settings.
Outline of the thesis
We start this dissertation by tackling the assortment, pricing,
and inventory problem of the make-to-stock manufacturer in Chapter
2. The objective of the decision maker is to maximize the long-
run expected profit per period; we thus assume that the decision
maker is risk-neutral [56]. We obtain closed form expressions for the
optimal decisions in the no information setting; we build and solve a
Markov chain model and numerically optimize the decision variables
in the system with full information, as closed form expressions for
the optimal parameters cannot be obtained.
Although the Markov chain approach enables exact analysis of
the full information setting, it has several disadvantages. Firstly, it
is very time-consuming to solve this Markov chain especially for so-
lutions that result in high congestion on the production floor. This
limits the time that we can spend on exploring the search space
for the optimal solution; exhaustive search, for instance, is practi-
cally impossible (in Chapter 2, we resort to a multi-start neighbour
search algorithm). Secondly, it can only accommodate systems with
a relatively small number of states in each dimension (e.g., higher
demand uncertainty results in more possible values for the demand
and notably slows down the analysis of the Markov chain). Finally,
incorporating risk measures such as profit standard deviation as a
secondary objective is not possible with the Markov chain approach
(as it is not possible to calculate these).
It is therefore natural to look for a solution methodology that
evaluates potential solutions in a more efficient way, even when the
potential state space is large. Simulation optimization (sim-opt) pro-
vides such flexibility, and also enables us to incorporate risk aversion
in the problem of Chapter 2. Sim-opt optimizes the decision vari-
ables with respect to one or more objectives, usually estimating these
objectives by means of a simulation of the system under study [120].
4
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As shown in the literature review in Chapter 3, sim-opt techniques
are increasingly popular for solving complex inventory management
problems; among these techniques, metaheuristics are most often
used.
Sim-opt methods that rely on metaheuristics can, however, be
very time-intensive, as they require many solutions to be sampled;
moreover, in stochastic simulations, each of these requires multi-
ple replications to obtain sufficient accuracy on the estimates [24]
(evidently, the computational time gets even worse when each indi-
vidual replication is time-consuming). We thus opt for metamodel-
based sim-opt methods, which require a relatively low number of
solution evaluations. The metamodel provides an approximation of
the true objective function, based on the simulated objective values
of a subset of solutions within the search space. The optimization
method should then search for the optimal solution in regions that
are promising, according to our metamodel (i.e., these regions show a
high probability of containing the optimal solution). Stochastic Krig-
ing, proposed by Ankenman et al. [16], is one of the most powerful
metamodeling methods for stochastic simulations, as it explicitly ac-
counts for the noise in the simulation estimates. Although it is quite
novel, different optimization algorithms based on this approach have
already been proposed. In Chapter 4, we compare the performance
of several well-known (single-objective) Kriging-based sim-opt algo-
rithms, using stochastic objective functions of varying complexity.
In Chapter 5, we extend the assortment and pricing problem of
Chapter 2 to risk-averse decision makers, using profit standard de-
viation as the risk measure (as standard deviation is still one of the
most popular risk measures in practice [106]). We thus have a bi-
objective problem: maximizing the expected profit while minimizing
profit standard deviation. To solve this bi-objective problem, we pro-
pose a multi-objective Kriging-based sim-opt algorithm for settings
with noise. This algorithm is based on results obtained in Chapter
4, as well as on previous literature. We conclude with some generic
insights on the impact of risk aversion on the pricing and quality
decisions in the Pareto-optimal solutions.
5
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Chapter 2
Assortment and pricing
decisions in
production/inventory
systems
In this chapter, we study the assortment and pricing decisions of a
make-to-stock manufacturer with a given finite production capacity.
The finished products are differentiated along a quality index. The
inventories of finished products are reviewed periodically, and replen-
ishment orders are sent to the production facility. Replenishment
lead times are thus endogenously generated by the finite-capacity
production system and, consequently, are load-dependent (i.e., we
have a production/inventory setting, [31]). The manufacturer needs
to decide on price, quality, and inventory levels of the products of-
fered, in view of maximizing his expected profit (revenues from sales,
minus material, inventory holding, and backorder costs).
We consider the impact of information sharing between produc-
tion and marketing departments on the optimal quality and pricing
decisions and the resulting profit, assuming static customer-driven
substitution. For reasons of clarity, we limit the assortment to two
products and fix the quality of one of the products. We first char-
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acterize the optimal decisions assuming no information sharing be-
tween marketing and production divisions: despite the endogeneity
of replenishment lead times, the marketing department assumes a
fixed exogenous lead time as it is uninformed about the impact of its
decisions on the production system. We then consider a setting with
full information exchange where the behavior of the load-dependent
lead times in reaction to pricing and quality decisions is fully taken
into account. This setting, however, might be too difficult to achieve
in practice. We thus also analyze a setting with limited informa-
tion: the marketing department only receives information about the
expected processing time of the items, and optimizes the price and
quality levels such that the utilization of the production facility stays
below a threshold.
The remainder of this chapter is organized as follows. In Sec-
tion 2.1, we review the literature related to assortment and pricing
optimization. Section 2.2 provides the details of our stylized model.
Section 2.3 discusses the solution of the problem with no information
sharing. In Section 2.4, we build a production-inventory model to
analyze the full information system. Numerical results are provided
in Section 2.5. We conclude in Section 2.6.
2.1 Literature review
There exists a large body of literature on assortment and pricing op-
timization with customer choice (i.e., customer-driven substitution,
[150]). Many articles assume a fixed assortment and focus mainly on
optimizing the price and inventory levels of products from a retailer ’s
point of view. This is referred to as the joint inventory-pricing prob-
lem: see, e.g., the work by Federgruen and Heching [83], Song and
Xue [225], Li and Huh [163] and Yang and Zhang [267] (for a recent
review, see Chen and Simchi-Levi [57]). Prices can be either static,
meaning that they are kept unchanged over the planning horizon,
or dynamic, so they can change from period to period [277]. Some
papers also optimize the assortment carried by the retailer; see Ko¨k
et al. [150] for a recent review. These articles mostly assume static
8
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pricing, and usually use different choice models to reflect customer
behavior: Maddah and Bish [170] and Dong et al. [79], for instance,
use the multinomial logit (MNL) model, while Ko¨k and Xu [151]
use the nested logit model, Alptekinog˘lu et al. [5] use a generaliza-
tion of the locational choice model, and Alptekinog˘lu and Semple [6]
propose the exponomial choice model.
The optimal policies in all of the above articles are obtained
under the assumption of negligible replenishment lead times. As
noted by Yang and Zhang [267], positive lead times render the joint
inventory-pricing problem extremely difficult, especially in periodic
review systems with dynamic pricing. Pang et al. [192] made a first
attempt to partially characterize the structure of the optimal solu-
tion to this problem while Bernstein et al. [32] provide an effective
heuristic.
The articles that are most closely related to our work are those
that consider the assortment and pricing problem in a manufacturer
setting. Despite the manufacturer’s perspective, many of these ar-
ticles (see, for instance, [72, 183, 213]) do not consider production
congestion. Those that do, mostly consider make-to-order settings,
and focus mainly on optimizing prices and lead time quotes (see, for
instance, Palaka et al. [191] and Pekgu¨n et al. [197]; Chayet et al. [48]
also optimize product quality and the processing rate; Wu et al. [261]
also consider stocking decisions for a semi-finished product). For re-
cent reviews of this literature, we refer to Tang [237] and Upasani
and Uzsoy [246].
In spite of the prevalence of make-to-stock systems, the litera-
ture on price and assortment optimization in make-to-stock settings
with load-dependent lead times (i.e., production/inventory systems)
is extremely limited. The work by Alptekinog˘lu and Corbett [4] is
most closely related to our setting, as they consider the possibility
of make-to-stock production (in addition to make-to-order). They
consider both standard and custom products, but assume that all
products have equal costs and production times (products are thus
horizontally differentiated). Their main question is to decide which
products should be made to stock versus to order. Wong and Naim
[258] study a similar setting, focusing on the benefits of postpone-
9
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ment. As opposed to Alptekinog˘lu and Corbett [4], we only consider
make-to-stock production, which tends to be preferred in settings
where product variety is relatively limited, and products cannot be
customized. Moreover, in our case, products can have different qual-
ity levels and the costs and processing times reflect the complexity
of the product (we assume that per unit costs and average process-
ing times increase as quality increases). To achieve this, processing
times are modelled by discrete phase-type distributions, which al-
lows us to approximate any finite non-negative discrete distribution
[157]. This causes our production model to be more generic, and
more complex, than the M/M/1 system used in Alptekinog˘lu and
Corbett [4]. We use the multinomial logit model to reflect customer
choice behavior (Section 2.2.1), and we allow for nonpurchase (i.e.,
customers deciding not to buy any product from the assortment).
2.2 Model formulation
We consider a manufacturer that offers two products i ∈ {1, 2}. The
quality of the first product is fixed to f1; the set of potential f2
values is discrete and finite. He seeks to determine the optimal price
levels of both products (p∗i ), the functionality or quality of the second
product (f ∗2 ), and base-stock inventory levels (S
∗
i ) to maximize his
long-run expected profit per period (infinite horizon). Inventories
are periodically reviewed according to an order-up-to policy (there
is no fixed ordering cost) and we assume static pricing.
In each period, the firm earns revenue by selling the products
at prices pi. As common in the literature (e.g., [48, 107, 183]), we
assume that the unit material cost is quadratically related to the
quality of the product: ci = mf
2
i , wherem > 0 is a constant. Per unit
per period backorder and unit holding costs are proportional to the
material cost: bi = mbf
2
i and hi = mhf
2
i (mb,mh > 0), respectively.
The goal of the firm is to maximize the long-run expected profit per
10
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period:
E(Π) =
2∑
i=1
[
(pi − ci)E(Di)− hiE((NSi)+)− biE((NSi)−)
]
, (2.1)
where Di is the random variable denoting the demand of product i
per period, and NSi is a random variable referring to the steady-
state net stock (on hand inventory minus backorder) of product i at
the end of an arbitrary period (with (X)+ = max(0, X) and (X)− =
max(0,−X)). The first term represents the expected gross profit
per period (E(ΠG) = (pi − ci)E(Di)), while the last two terms are
the long-term expected holding and backorder costs per period, for
product i. Equivalently,
E(Π) =
2∑
i=1
[
(pi− ci)E(Di)−hiE((Si− IOi)+)− biE((IOi−Si)+)
]
,
(2.2)
where IOi is the steady state distribution of inventory on-order of
product i at the end of an arbitrary period.
Throughout this chapter we assume that the quality of the first
product is fixed. Our methodology can handle a variable f1, in both
no information and full information settings, at the expense of extra
computation time.
2.2.1 Customer choice process
The total number of customers per period is random, with mean λ
and variance σ2. Depending on the prices and quality levels, cus-
tomers may decide to buy one of the products or may choose not to
purchase at all. We use the multinomial logit (MNL) model, which
is commonly used in the literature (e.g., [80, 170, 241, 248]), to re-
flect this choice process. In this model, each customer opts for the
choice that maximizes her utility. The expected utility of product i is
denoted by µi: in our case µi = εffi + εppi, where εf > 0 and εp < 0
represent the sensitivity of customers to quality and price, respec-
tively. Increasing the price or decreasing the quality thus decreases
11
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the expected utility. We assume, without loss of generality, that the
expected utility of the nonpurchase (i.e., not purchasing anything)
is µ0 = 0. The MNL model captures both vertical and horizontal el-
ements of customer choice; even if prices are equal, some customers
still buy the low quality product due to idiosyncratic product pref-
erences which are unknown to the firm [3, 8]. Such a model has also
been used in e.g., Dong et al. [79], Du et al. [80], and Davis et al.
[70]. The probability that a customer chooses product i (commonly
referred to as the market share of product i) is then given by [242]:
qi(p, f) =
eµi
1 +
∑
i e
µi
, (2.3)
and the nonpurchase probability is q0(p, f) = 1/(1 +
∑
i e
µi), where
p and f represent the vector of prices and qualities of both products.
According to this model, increasing the price or decreasing the qual-
ity of a product (while keeping everything else constant) decreases its
market share, while increasing both the probability that customers
buy the other product, and the nonpurchase probability.
We assume static substitution: if the chosen product is not
available, customers do not switch to another product; instead, de-
mand is backlogged. We consider a high service level; stockouts are
thus negligible and static substitution is a reasonable assumption
[149, 248]. The expected demand of product i in an arbitrary period
thus equals E(Di) = qiλ. Assuming multiplicative demand [225],
we have V ar(Di) = q
2
i σ
2, which implies that the coefficient of varia-
tion of Di is independent of qi (and, thus, independent of price and
quality levels).
2.2.2 Inventory control system
The manufacturer manages the inventory of finished products ac-
cording to a periodic review base-stock policy with order-up-to level
Si for product i. This policy is well-studied, and has been proven op-
timal in settings with exogenous lead times, zero fixed ordering cost,
and holding and shortage costs that are convex and proportional to
the volume of on-hand inventory or shortage [182, 278]. In cases
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with endogenous (i.e., load-dependent) lead times, to the best of our
knowledge, proofs about the optimal policy are not yet available.
As shown in Figure 2.1, the customer demand observed during
a period t is met at the end of the period. After meeting the demand
(unfilled demands are backlogged), the inventory positions of both
products (IP1,t and IP2,t) are reviewed and orders of size O1,t and O2,t
are placed to raise these up to S1 and S2, respectively. The inventory
position at the time of ordering thus equals Si − Di,t, where Di,t is
the demand of item i in period t. Therefore, the order quantity of
product i in period t always equals the observed demand: Oi,t = Di,t.
Lead time
Period 𝑡 − 1 Period 𝑡 Period 𝑡 + 1
Meet the 
demand
Oi,t+1
Production order and 
customer arrival
Meet the 
demand
Oi,t
Production order and 
customer arrival
Meet the 
demand
Oi,t-1
Production order and 
customer arrival
Figure 2.1: Sequence of events in the periodic review system
In the setting with no information sharing, the replenishment
lead time is exogenous and fixed. In reality, however, the order quan-
tities are produced by a finite capacity production system with a sin-
gle processor that sequentially processes the items of both products
one at a time on a FCFS basis (analogous to Boute et al. [45]; see the
discussion in Section 2.4). The production order in each period thus
contains both product types; when the whole order is finished, the
items are delivered to the corresponding inventories. The replenish-
ment lead times are thus endogenously generated by the production
system and are load-dependent. In the full information system this
endogeneity is fully taken into account when optimizing the market-
ing decisions (Section 2.4); in the no information system, it is ignored
(Section 2.3). As illustrated in Figure 2.1, production orders that are
delivered in a given period t are available to satisfy the demands of
that period.
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2.3 System with no information
We first study the setting with no information exchange between
marketing and production divisions. We assume normally distributed
product demands per period (as is common in literature, see e.g.,
[102, 170, 178]): Di ∼ N(qiλ, qiσ). In this system, the marketing
parameters are optimized assuming a fixed exogenous lead time of
L periods. We first characterize the optimal order-up-to levels for
arbitrary prices and quality levels (Section 2.3.1); this result is then
used to derive optimal prices for any arbitrary f2 (Section 2.3.2), and
to derive the optimal f2 (Section 2.3.3).
2.3.1 Optimizing order-up-to levels for arbitrary
prices and quality levels
Assuming a lead time of L periods, the distribution of IOi in Equa-
tion (2.2) equals the distribution of the demand of product i during
L+ 1 periods [278]. Thus,
E(Π) =
2∑
i=1
[
(pi − ci)E(Di)− hiE((Si −DL+1i )+)− biE((DL+1i − Si)+)
]
,
(2.4)
where DL+1i ∼ N((L + 1)qiλ,
√
L+ 1qiσ). This function is concave
with respect to Si; the optimal Si can thus be obtained by the well-
known newsvendor expression:
Pr(DL+1i ≤ S∗i ) =
bi
bi + hi
=
mb
mb +mh
. (2.5)
Assuming normally distributed demands, we have:
S∗i = (L+ 1)qiλ+ Φ
−1
(
mb
mb +mh
)√
L+ 1 qiσ, (2.6)
where Φ−1(.) is the standard normal inverse CDF. Equation (2.6)
reveals that the optimal order-up-to level of product i increases lin-
early with its market share qi (so, it increases nonlinearly with its
quality, and decreases nonlinearly in its price, see Equation (2.3)).
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2.3.2 Optimizing prices for arbitrary quality lev-
els
Assuming normal demand, and expressing ci, bi, and hi in terms of
fi, we can expand profit function (2.4) as follows:
E(Π) =
2∑
i=1
[
(pi −mf2i )qiλ−mhf2i (Si − (L+ 1)qiλ+
√
L+ 1 qiσL(zi))
−mbf2i
√
L+ 1 qiσL(zi)
]
, (2.7)
where zi = (Si − (L + 1)qiλ)/
√
L+ 1qiσ, and L(z) = φ(z) − z(1 −
Φ(z)) is the standard normal loss function (φ and Φ are standard
normal density and cumulative distribution functions). Using (2.6),
the profit function (2.7) simplifies to (see Appendix A):
E(Π(p1, p2, f2)) =
2∑
i=1
[
(pi −mf2i )qiλ− (mb +mh)f2i
√
L+ 1qiσφ(zc)
]
,
(2.8)
with zc = Φ
−1
(
mb
mb+mh
)
. For given quality levels, this profit function
is in general not concave with respect to prices. Following the MNL
model in Equation (2.3), we can write prices in terms of the market
shares:
pi(q1, q2) =
1
εp
(ln(qi)− εffi − ln(1− q1 − q2)) , (2.9)
such that the expected profit (Equation (2.8)) can be written as:
E(Π(q1, q2)) =
2∑
i=1
[ 1
εp
ln(qi)qiλ− εf
εp
fiqiλ−mf 2i qiλ
− (mb +mh)f 2i
√
L+ 1 qiσφ(zc)
]
− 1
εp
ln(1− q1 − q2)(q1 + q2)λ. (2.10)
Theorem 2.1 The profit function E(Π(q1, q2)) in the no informa-
tion setting is jointly concave in q1 and q2.
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Proof. See Appendix B. 
Following Song and Xue [225] and Dong et al. [79], we thus
optimize prices indirectly by optimizing the market shares. From
Equations (2.9) and (2.10), we have:
∂E(Π(q1, q2))
∂qi
= λpi(q1, q2) +
λ
εp
−mf2i λ− (mb +mh)f2i
√
L+ 1σφ(zc)
+
λ(q1 + q2)
εp(1− q1 − q2) , (2.11)
which yields
pi(q
∗
1, q
∗
2) = p
∗
i =mf
2
i +
(mb +mh)f
2
i
√
L+ 1 σφ(zc)
λ
− q
∗
1 + q
∗
2
εp(1− q∗1 − q∗2)
− 1
εp
. (2.12)
This leads to the following insights:
Theorem 2.2 In the no information setting, the optimal price of
product i is always positive, and larger than its material cost (i.e.,
pi > mf
2
i ). The resulting optimal profit is always positive.
Proof. All the terms in Equation (2.12) are positive since εp < 0 and
q1 + q2 ≤ 1 and, therefore, the optimal prices are always positive and
larger than the corresponding material costs. Replacing the prices
in Equation (2.8) by (2.12), after simplification, we obtain:
E(Π(p∗1, p
∗
2)) =
−λ (q∗1 + q∗2)
εp(1− q∗1 − q∗2)
=
−λ
εp
(eεff1+εpp
∗
1 + eεff2+εpp
∗
2),
(2.13)
which shows that the optimal profit is also always positive. 
Using Equations (2.13) and (2.12), we can write the optimal
prices as follows:
p∗i = υf
2
i +
E(Π(p∗1, p
∗
2))
λ
− 1
εp
, (2.14)
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where
υ = [m+ (mb +mh)σφ(zc)
√
L+ 1/λ] > 0. (2.15)
The coefficient υ can be interpreted as a cost penalty for increasing
quality, and is always strictly positive. Evidently, it increases when
higher quality is more costly for the firm (higher m, mb, and mh).
Note that the impact of the inventory-related costs is mediated by
the coefficient of variation of demand (σ/λ): as this gets larger, the
inventory-related costs play a bigger role in υ (conversely, as σ/λ
approaches zero, υ approaches the material cost m and backorder
and holding costs become irrelevant). Lead time also affects the
impact of inventory-related costs: the impact becomes stronger as
lead time increases.
Combining (2.13) and (2.14), we obtain the following expression
for the profit function:
E(Π(p∗1, p
∗
2)) =
−λ
εp
×
2∑
i=1
exp
[
εffi + εpυf
2
i +
εpE(Π(p
∗
1, p
∗
2))
λ
− 1
]
,
(2.16)
which can be solved numerically for the unknown E(Π(p∗1, p
∗
2)) for
any arbitrary quality values. As the left-hand side is increasing in
E(Π(p∗1, p
∗
2)) while the right-hand side is decreasing, this equation
has a single solution. Once E(Π(p∗1, p
∗
2)) is obtained, we can find the
optimal prices using Equation (2.14).
As evident from Equation (2.12), the difference between the
optimal product prices is as follows:
p∗2 − p∗1 =
[
m+
(mb +mh)σφ(zc)
√
L+ 1
λ
]
(f 22 − f 21 ) = υ(f 22 − f 21 ).
(2.17)
Figure 2.2 illustrates this relationship, for different υ values and
f1 = 1. It is thus always optimal to sell a higher quality product
at a higher price than a lower quality product; if the products have
the same quality (and, thus, the same costs), their prices must be
set equal. As increasing the quality becomes more costly (higher υ),
17
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it is optimal to increase the price gap which decreases the demand
of the higher quality product and thus lowers the inventory-related
costs. Also, as the coefficient of variation of demand decreases, the
difference between the optimal prices approaches the difference be-
tween material costs (i.e., mf 22 −mf 21 , see Equation (2.17)). In other
words, in these cases, the optimal prices are characterized by “equal
profit margins” (p∗2 − c2 = p∗1 − c1); a similar conclusion is obtained
in Maddah and Bish [170], among others.
f2
2 4 6 8 10
P
∗ 2
−
P
∗ 1
0
5
10
15
20
υ = 0.01
υ = 0.1
υ = 0.3
Figure 2.2: Optimal price gap (p∗2−p∗1) against f2 for different υ values (f1 = 1)
Theorem 2.3 The optimal price of the second product (p∗2) increases
with its quality (f2); p
∗
1 first increases with f2 and then decreases,
reaching a maximum at f2 = −εf/(2υεp).
Proof. See Appendix C. 
Theorem 2.4 For fixed quality levels, the optimal price of the higher
quality product increases as lead time, demand uncertainty, and cost
coefficients (i.e., m,mb,mh) increase.
Proof. See Appendix D. 
The above scenarios all result in a higher υ (see Equation (2.15))
and thus the higher quality product becomes more costly for the firm.
Therefore, it is optimal for the firm to increase the price of the higher
quality product and decrease its demand.
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2.3.3 Optimizing the quality of the second prod-
uct
For any given quality values, the optimal profit can be obtained via
Equation (2.16). From this, we can derive the optimal quality of the
second product (given a fixed quality level f1):
Theorem 2.5 In the no information setting, the optimal quality of
the second product is given by:
f ∗2 =
−εf
2υεp
. (2.18)
Proof. See Appendix E. 
The optimal quality of the second product is thus independent
of the quality of the first product; it decreases as lead time increases,
demand becomes more uncertain, or cost parameters increase (higher
m,mb,mh). Conversely, f
∗
2 increases as customers become more sen-
sitive to quality (i.e., higher εf ) and less sensitive to price (i.e., lower
|εp|).
Therefore, in absence of information sharing, the optimal solu-
tion has a simple structure. The optimal f2 can be obtained from
Equation (2.18) from which we can obtain the optimal profit by nu-
merically solving Equation (2.16) and then the optimal price levels
can be readily calculated from Equation (2.14). Finally, Equation
(2.6) gives the optimal order-up-to levels.
Theorem 2.6 The optimal price of the first product (p∗1) is at its
maximum when the quality of the second product is chosen optimally.
Failure to do so results in a lower optimal price for the first product.
Proof. This follows immediately from Theorems 2.3 and 2.5. 
The probability that customers do not purchase anything (q0 in
Equation (2.3)) represents the uncovered portion of the market. For
the no information setting, we can prove the following:
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Theorem 2.7 It is optimal for the firm to leave a larger portion of
the market uncovered as customers become more sensitive to price
(i.e., higher |εp| ) or less sensitive to quality (i.e., lower εf), as lead
time increases, demand variability increases, or as cost parameters
(m,mb,mh) increase. This results in a lower optimal profit for the
firm.
Proof. See Appendix F. 
2.4 Full information system
In this section, we assume that the marketing department has full
information on the impact of pricing, quality, and inventory decisions
on production lead times. We first introduce the key assumptions and
notation (Section 2.4.1); next, we explain how to determine the op-
timal order-up-to levels of the resulting production/inventory (P/I)
system (Section 2.4.2). Section 2.4.3 explains how to numerically
optimize the quality of the second product, and the corresponding
product prices.
2.4.1 Assumptions and notation
Following the periodic review policy (Section 2.2.2), replenishment
orders are sent to the production system with deterministic time in-
tervals (equal to a single period, which equals to in general d time
units). Each replenishment order consists of a number of items of
both products; if the system is busy, the order waits in queue (or-
ders are processed FCFS without setup times). When the system
becomes available, all items in the replenishment order are pro-
cessed one by one. Once the whole order is finished, the items are
sent to their respective inventories. For computational reasons (see
Section 6.2 in Boute et al. [45]), we model the production system
as a discrete manufacturing system, having discrete unit produc-
tion times Mi for product i. The Mi follows a discrete phase-type
(PH) distribution with a mean and standard deviation that increase
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quadratically with the product quality level: E(Mi) = mpf
2
i and√
V ar(Mi) = CVmpf
2
i , with CV the coefficient of variation. Dis-
crete PH distributions can approximate any non-negative discrete
distribution arbitrarily closely and if the distribution is finite, the
approximation is exact [157].
As the production system is a discrete manufacturing system,
we also model the demand by a discrete distribution. More specifi-
cally, we use the outcomes of the customer choice model (E(Di) and
V ar(Di)) to fit a discrete phase-type distribution to the demand of
each individual product i, using the procedure in Section 6.1 of Boute
et al. [45].
2.4.2 Optimizing order-up-to levels for arbitrary
prices and quality levels
As evident from Equation (2.2), we need to evaluate the distribu-
tion of IOi (i.e., the number of units of product i queueing at the
production facility, or being processed) to determine the expected
profit. This steady state distribution also determines the optimal
order-up-to levels. Taking the derivative of Equation (2.2), we have:
GIOi(S
∗
i ) = bi/(hi + bi), (2.19)
where GIOi is the cumulative distribution function of IOi.
As lead times are endogenous and load-dependent, we need to
analyze the production queue to obtain IOi. More specifically, we
need to determine the steady state distribution of the amount of
product i in queue at the production line, as well as the amount
of product i in service, at the end of an arbitrary period. Assume
that we are able to determine the age of the order being in service
at that moment, and assume that this age equals k periods (which
implies that the order was placed k periods ago; see Figure 2.3 for an
example). We then have (recall that Oi,t = Di,t, see Section 2.2.2):
IOi,t = Di,t−k +
k−1∑
j=0
Di,t−j, (2.20)
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order of period 𝑡 − 2 in service
𝑎𝑔𝑒 = 2𝑑
𝐷𝑖,𝑡−2 = 10
𝐷𝑖,𝑡−1 = 5
Age of order in service = 2𝑑 → 2 orders in the queue
𝐼𝑂𝑖 = 𝐷𝑖,𝑡−2 + 𝐷𝑖,𝑡−1 + 𝐷𝑖,𝑡 = 10 + 5 + 15 = 30
Order of 
period 𝑡 − 1
Order of 
period 𝑡
𝐷𝑖,𝑡 = 15
Figure 2.3: An example of inventory on-order at the end of period t, immedi-
ately after sending Ot. Each period equals d time units
with Di,t−k the amount of product i in service, and
∑k−1
j=0 Di,t−j the
amount of product i included in the k orders that are waiting in the
production queue. The distribution of the amount in queue can be
obtained from the k-fold convolution of the demand of product i. The
distribution of the amount of products in service is more complex to
determine: larger orders are more likely to have longer production
times, implying that the age and the size of the order in produc-
tion are correlated. We thus need to determine the joint probability
that, at the end of an arbitrary period, the order in service has an
age of k periods and contains yi products of type i. To that end,
we model the production/inventory system as a discrete D/PH/1
queueing system, which can handle arbitrary processing time dis-
tributions. We adapt the methodology used in Boute et al. [45] to
reflect the periodic review policy, and analyze the resulting Markov
chain exactly using matrix-geometric methods [184], see Appendix
G for full details.
2.4.3 Optimizing prices and quality levels
In the full information setting, it is impossible to obtain closed form
expressions for the optimal prices and the optimal quality of the sec-
ond product. We thus resort to numerical techniques. Analogous
to the no information case, we optimize prices by first finding opti-
mal market shares, and then applying Equation (2.9). Although the
expected profit function of the P/I system is not concave in market
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shares (we found examples showing that it might be non-concave), we
prefer to optimize market shares since their feasible domain is clearly
bounded (0 < q1 +q2 < 1). To avoid exhaustive search (which is very
time-consuming), we use a neighbourhood search to find the optimal
market shares for each value of f2.
The procedure starts from a point (qS1 , q
S
2 ) and moves to the
neighbouring point with the highest improvement in expected profit
(each point has 8 neighbours, the expected profit is calculated from
Equation (2.2), IOi is obtained by solving the Markov chain). The
search stops when no further improvement can be found. As the
profit function might be non-concave, the neighbourhood search may
not converge to the global maximum. We mitigate this issue by using
multiple starting points (this still does not guarantee global conver-
gence, but reduces the chance of getting stuck in a local optimum).
Based on some initial experiments and the computational time, we
opted for 5 starting points.
2.5 Numerical experiments
In this section, we compare the results of the full information setting
with the conclusions of the no information system, for the scenario
shown in Table 2.1. As our goal is to capture the impact of congestion
on optimal assortment and pricing decisions, we focus on scenarios
where the optimal solution of the no information system causes no-
table congestion in the production facility. In these scenarios, a unit
increase in L (the fixed lead time) only has a minor effect on the
resulting p∗1, p
∗
2, and f
∗
2 in the no information system (see Appendix
H). Therefore, without loss of generality, we set L = 0 periods (i.e.,
all orders arrive within one period after being placed, see Figure 2.1).
We consider a period length of one day and use minutes as our
time unit (i.e., d = 1440 minutes). The material cost of product i is
ci = mf
2
i where we set m = 0.1. We assume that the per unit holding
cost of product i per year is 20% of its material cost; as our period
length is one day we have hi = 0.2ci/365. Since the holding cost per
unit per day is hi = mhf
2
i , we obtain mh = 0.2m/365 = 0.000055.
23
2.5. Numerical experiments
Table 2.1: Base case scenario
Value
Parameters
• Average and standard deviation of total demand
per period (λ and σ)
10,5
• Quality of product 1 (f1) 1
• Quality sensitivity (εf ) 1
• Price sensitivity (εp) −0.8
•Material, backorder, and holding cost coefficient
(m,mb,mh)
0.1, 0.0109, 0.000055
• Single unit production time coefficient (mp) 10
• Coefficient of variation of single unit production
time (CV )
0.5
• Time units for one period (d) 1440 minutes
• Fixed lead time of no information system (L) 0
Feasible domain for decision variables
• Quality of second product (f2) 2 : 1 : 9
• Market share of product i (qi) 0 : 0.01 : 0.999
• Feasible domain in no information setting q1 + q2 ≤ 0.999
• Feasible domain in full information setting q1 + q2 ≤ 0.999 and
[(q1λ)(mpf21 )+
(q2λ)(mpf22 )]/d < 0.98
A cycle service level of 0.995 is ensured by setting mb/(mb + mh) =
0.995. Stockouts are thus rare and static substitution is a reasonable
assumption [149]. Unless otherwise mentioned, we set the quality of
the first product to f1 = 1, meaning that this product is always the
lower quality product.
We use the algorithm in Section 6 of Boute et al. [45] to fit a
discrete PH distribution to the product demands and the unit pro-
cessing times. While this ensures that both systems are compared
with the same conditions, it implies that the profit of the no infor-
mation case (Equation(2.4)) no longer has a closed form, and has to
be evaluated numerically.
In Section 2.5.1, we first compare the price and quality decisions
in the no information and full information settings. In Section 2.5.2,
we characterize the settings in which the profit loss due to lack of
information will be high; in these settings, we show that even little
information sharing between production and marketing departments
can already substantially reduce the profit loss.
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2.5.1 Basic insights on resulting price and qual-
ity levels
Observation 2.1 In absence of information sharing, the price of the
high quality product is set too low for high quality levels. The price
of the low quality product might be set too low or too high depending
on the value of f2.
As mentioned before, in our experiments, product 2 is the high
quality product. As evident from Figure 2.4, in both no information
and full information systems, the company always sets a higher price
for product 2 (i.e., p∗2 > p
∗
1). Nevertheless, the optimal price of this
product in the no information case is markedly lower when f2 is high
(f2 > 5) as the impact of price on system utilization and lead times is
ignored; indeed, as evident from Figure 2.5, implementing the opti-
mal price levels of the no information setting will result in a demand
that causes very high utilization when f2 is high. Evidently, control
over the utilization is achieved primarily by increasing the price of
the high quality product (i.e., p2), which is most time-consuming to
produce.
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Figure 2.4: Optimal product prices in the no information and full information
settings for different values of f2 (f1 = 1)
Observation 2.2 In the full information system, the optimal
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quality of the second product depends on the (fixed) quality of the
first product (f1); absence of information exchange will usually cause
the optimal quality of the second product to be too high, and the
corresponding profit to be overestimated.
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Figure 2.5: Utilization resulting from the optimal price configuration for dif-
ferent values of f2 (f1 = 1)
This is evident from Figure 2.6. In the full information case,
the optimal quality of the second product decreases as f1 increases.
In the no information case, the optimal quality of the second product
remains excessively high. It is intuitive that such high quality levels
can no longer be optimal in the system with full information, as
they would require the firm to set a very high price especially for
the high quality product to control the utilization. While this helps
to control lead times and inventory-related costs, it results in a low
market coverage (q∗1 + q
∗
2), and loss of profit, as evident from Figure
2.7. Therefore, we have:
Observation 2.3 In absence of information sharing, for high
f2 values, the optimal price levels set by the marketing department
will cause the firm’s market coverage to be too high. To control the
congestion, the firm should decrease its market coverage.
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Figure 2.6: Profit corresponding to the optimal prices in the no information
and full information settings (Figure 2.4) for different values of f2
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Figure 2.7: Market coverage of the optimal price levels in the no information
and full information settings for different values of f2; f1 = 1
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2.5.2 Profit impact and limited information set-
ting
The above observations show that lack of information exchange be-
tween marketing and production departments leads to suboptimal
pricing and quality decisions, and loss of profit for the firm. This is
bad news, as full information on the distribution of lead times (and,
consequently, inventory on order) might be hard to obtain in reality.
Fortunately, the profit loss will not always be equally substantial:
Observation 2.4 The profit loss due to absence of informa-
tion increases as average and variance of production times increase
(higher mp and CV ), cost coefficients decrease (lower m,mb,mh),
sensitivity of customers to price decreases, and sensitivity of cus-
tomers to quality increases.
Table 2.2 illustrates this profit loss for the base case scenario
and for a number of variants. For each variant, the first column
shows the changes in parameters with regard to the base case. The
profit loss is obtained as the difference between the expected profit
that would result in the P/I system when using the optimal price,
quality, and order-up-to levels of the no information setting, and the
optimal profit of the full information system. The higher the profit
loss, the higher the need for information exchange. When imple-
menting the no information system solution results in an unstable
queue (e.g.,“base case”), we cannot calculate the exact profit loss;
we thus put it equal to ∞.
Comparing variant 1 and the base case in Table 2.2 reveals that
lower cost coefficients increase the profit loss of the no information
system. Lower sensitivity to price and higher sensitivity to quality
have the same effect (while the profit loss for variants 2 and 3 is
close to zero, it is ∞ for the base case). From Equation (2.18), it is
evident that all these conditions lead to a higher f ∗2 in the no infor-
mation setting; this is indeed exactly when information sharing gains
more importance, as product 2 then becomes more time-consuming
to produce.
Lower mp and lower variability of processing times (i.e., lower
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Table 2.2: Profit loss as a result of no information and limited information (the
utilization threshold in the limited info system is denoted by δ)
Variant No info Limited info
profit loss profit loss
0) Base case (λ = 10, σ = 5, ∞ 0.482 (δ = 0.99)
m = 0.1,mb = 0.0109,mh = 0.000055,
mp = 10, CV = 0.5, εp = −0.8, εf = 1)
1) High cost (m = 0.2, mb = 0.0218, mh =
0.00011)
0 0.747 (δ = 0.2)
2) εp = −1 0.482 0.07 (δ = 0.88)
3) εf = 0.8 0.053 0.395 (δ = 0.71)
4) mp = 7.5 2.732 0.714 (δ = 0.95)
5) mp = 7.5, CV = 1 4.934 0.673 (δ = 0.95)
6) mp = 7.5, σ = 1 1.094 0.75 (δ = 0.95)
CV ) decrease the profit loss of the no information system (compare
variant 4 with the base case and with variant 5). Lower demand
uncertainty (lower σ) has two opposite effects on the profit loss of
the no information system: on one hand it decreases the congestion
of the production facility resulting in lower profit loss (e.g., compare
variants 4 and 6) and on the other hand it decreases υ (Equation
(2.15)) and thus leads to a higher f ∗2 in the setting with no infor-
mation (Equation (2.18)) which, as mentioned above, can result in
higher profit loss. The increase in f ∗2 is, however, small (due to small
values of mb and mh) and since we don’t analyze f2 continuously, we
don’t capture this minor increase. Therefore, only the positive effect
of lower σ is taken into account in variant 6 in Table 2.2.
The key question that remains is how to mitigate this profit loss,
when full information exchange is difficult. Indeed, in practice, the
full information setting requires an “oracle” (as discussed in Chapter
1). From our experiments, we noticed that the profit loss can already
be drastically reduced when (1) the marketing department has in-
formation on how the expected single unit processing time varies in
terms of quality (i.e., E(Mi) = mpf
2
i ); and (2) it aims at setting
qualities and prices such that system utilization stays strictly below
a utilization threshold:
[q1λE(M1) + q2λE(M2)]/d < δ, (2.21)
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where δ = min(0.99, utilization of the optimal no information solu-
tion). This is referred to as the limited information setting. Note
that, unlike the full information system, this setting does not re-
quire any “oracle” to estimate the resulting congestion or variability
effects, which may pose a major hurdle in practice.
As evident from Table 2.2, when the no information solution
results in high congestion (i.e., base case and variants 2 and 4− 6),
sharing limited information can markedly decrease the profit loss.
High congestion occurs when f2 is set very high in the no infor-
mation case; see Observation 4. When, in absence of information,
the optimal solution results in low congestion, the optimal no infor-
mation and full information solutions are very similar or may even
coincide (variants 1 and 3 in Table 2.2). In these settings, the lim-
ited information setting can slightly hurt the profit as we rule out
the optimal full information solution by requiring the utilization to
stay strictly below the optimal utilization (Equation (2.21)).
Observation 2.5 A little information can go a long way: infor-
mation on the required expected single unit processing time allows the
decision maker to target a feasible utilization, which may drastically
reduce the profit loss compared with the no information case.
We acknowledge that this issue requires more research, as our
choice for the utilization threshold (δ) in the limited information sys-
tem may be improved. Yet, we hope that this article has highlighted
the need for pragmatic and powerful approaches to mitigate losses
in arbitrary systems, in the absence of full information. We hope it
may provide a stepping stone for other researchers to help develop
such approaches.
2.6 Conclusions
In this chapter, we have shown that lack of information exchange
between marketing and production departments leads to subopti-
mal pricing and quality decisions, especially in settings where higher
product quality leads to high system congestion. Fully accounting
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for the behavior of load-dependent lead times (referred to as full in-
formation sharing) causes the manufacturer to decrease his market
coverage and limit the quality offered to consumers, in order to keep
system congestion under control.
Clearly, the profit loss resulting from a lack of information de-
pends on the parameters of the system. In settings where full infor-
mation on the behavior of load-dependent lead times and inventory-
on-order is difficult to obtain, pragmatic approaches are needed to
mitigate the profit loss. This is an important challenge for further
research. For the settings studied in this chapter, we showed that
information on expected processing times per period could already
decrease the loss significantly.
To solve the setting with full information sharing, we have used
a Markov chain approach in this chapter. While this approach en-
ables exact analysis of the problem, it suffers from several disad-
vantages: (1) it is very time-consuming to solve the Markov chain
especially for scenarios with high congestion level (2) it can only ac-
commodate systems with relatively small number of states in each
dimension (e.g., higher demand uncertainty results in more possible
values for the demand and notably slows down the analysis of the
Markov chain), and (3) incorporating risk measures such as the profit
standard deviation as a secondary objective is not possible with this
approach.
It is therefore natural to look for a solution methodology that
evaluates potential solutions in a more efficient way, even when the
potential state space is large. Simulation optimization (sim-opt) pro-
vides such flexibility, and it also enables us to incorporate risk aver-
sion. In the next chapter, we provide a review of the papers that
employ sim-opt techniques to complex inventory management prob-
lems. In Chapter 5, we propose a multi-objective sim-opt algorithm
and use it to simultaneously maximize the expected profit and min-
imize profit standard deviation of the make-to-stock manufacturer.
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Chapter 3
Simulation optimization in
inventory replenishment:
review and classification
Simulation optimization is increasingly popular for solving compli-
cated and mathematically intractable business problems. This chap-
ter aims to unveil the extent to which simulation optimization has
been used for solving practical inventory problems (as opposed to
small, theoretical “toy problems”), and to detect any trends that
might have arisen (e.g., popular topics, effective simulation opti-
mization methods, frequently studied inventory system structures).
Jalali and Van Nieuwenhuyse [120] reviewed the relevant literature
from 1998 to 2013; in this chapter we further add the relevant papers
that were published between 2014 and 2017 in Informs journals.
The remainder of this chapter is organized as follows: Section
3.1 provides the scope and methodology of our literature review.
In Section 3.2, we give a brief overview of simulation optimization
techniques and provide the required terminology and acronyms. Sec-
tion 3.3 categorizes the articles according to their focus. In Section
3.4 we categorize the articles according to the characteristics of the
inventory problem, then in Section 3.5 we categorize them according
to the simulation optimization method they apply. Finally, Section
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3.6 highlights the conclusions and promising areas for further re-
search.
3.1 Scope and methodology
To find an optimal replenishment policy, many articles adopt analyt-
ical approaches (see Thomas and Griffin [239] and Porteus [205] for
reviews). However, as recognized by various authors (e.g., Arreola-
Risa et al. [19], Duan and Liao [82], Tsai and Zheng [245]), practical
stochastic inventory problems are often analytically intractable due
to their complexity. For example, the (s, S) inventory system be-
comes mathematically intractable when, due to random lead times,
orders cross in time [26]. In transshipment problems with more than
two retailers, the retailers need to share an identical cost structure
for analytical tractability to persist [189]. Likewise, in spare parts
inventory management, simplifying assumptions are required for the
joint optimization of maintenance and spare parts inventory policies
[119].
Simulation optimization is a potentially powerful and flexible
tool for solving complex optimization problems, without the need to
make restrictive assumptions [188]. Simulation optimization (or sim-
opt; also known as optimization via simulation or simulation-based
optimization) refers to optimization of the performance of simulated
systems [74, 266]; it seeks to find decision variables that will lead
to optimal system performance, and it usually evaluates this perfor-
mance using a simulation of the system itself [75]. In spite of the
growing popularity of simulation optimization [113], Fu [96] men-
tions that the focus has been mostly on solving simple “toy prob-
lems” and application of sim-opt for practical problems has been
limited. Standard inventory problems (such as the (s, S) system) are
highly popular toy problems, designed to check the performance of
newly developed sim-opt approaches (e.g., [95, 268]). For instance,
the seminal paper of Bashyam and Fu [26], which was one of the first
to study a stochastically constrained (s, S) system, has more than
100 citations.
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The present survey aims to unveil to which extent subsequent
sim-opt research has studied practical inventory problems (as op-
posed to toy problems), and to detect any trends that might have
arisen (e.g., popular topics, effective sim-opt methods, frequently
studied inventory system structures). Our contribution is threefold:
(1) we provide detailed inventory characteristics of the articles (e.g.,
inventory topic, number of echelons, lead time assumptions, presence
of stochastic constraints); (2) we outline the employed sim-opt tech-
niques, highlighting the articles that compare or combine sim-opt
methods or that employ robust simulation optimization; and (3) we
reveal the areas that require further research.
The scope of this survey is restricted to problem settings in
which the key decision variables relate to the replenishment policy
(i.e., when and how much to order) of input/output inventories at
the supply chain level. Input inventories get replenished by ordering
from outside suppliers (either within the same stage or another stage
in the supply chain); an output inventory, instead, delivers goods to
another player (at the same or the next stage). We thus do not
consider work-in-process inventories within a given stage.
This survey includes 106 relevant papers that are representative
of this research field. As shown in Table 3.1, these articles represent
the results of a search in the SCI Expanded index of the Web of
Science, ScienceDirect, INFORMS, and Taylor&Francis. We consid-
ered articles published in all journals that are ranked in the Q1 or
Q2 quartiles based on the impact factor, for at least one of their
subject categories (according to the Journal Citation Reports (JCR)
published by Thomson Reuters).
Table 3.1: Details of the search method
Database Simulation Optimization Inventory Number of
articles
Web of Science Title or Topic Title or Topic Topic 92
ScienceDirect Title, abstract
or keywords
Title, abstract
or keywords
Full text 3
INFORMS Keywords Full text Full text 8
Taylor&Francis Keywords Full text Full text 3
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We classify the articles into two categories: domain and method-
ology focused. A contribution in the domain focused category seeks
as its main purpose to tackle an inventory problem (with the help of
simulation optimization). Because they aim to solve practical inven-
tory problems, the domain focused articles tend to relax the strin-
gent, unrealistic assumptions that often occur in (analytical) inven-
tory management papers, then solve the resulting complex problem
using simulation optimization. Methodology focused articles instead
seek to develop sim-opt techniques and usually use simple inventory
problems (so-called toy problems) to illustrate the performance of
their proposed method.
3.2 Simulation optimization techniques
In this section, we give a brief overview of simulation optimization
techniques. Comprehensive surveys are available in Fu [94, 96], Tekin
and Sabuncuoglu [238]; more recent reviews appear in Fu et al. [99],
Hong and Nelson [113]. For an in-depth discussion of popular sim-
opt methods we refer to the recent handbook by Fu [98]. In its
most basic form, the simulation optimization problem aims to find
the values of the decision variables that minimize a given objective
function:
min
x∈Θ
f(x), (3.1)
where x = (x1, x2, ..., xd) represents the vector of decision variables of
dimension d, and Θ is the constraint set, which is deterministic and
known. Assuming that the objective function cannot be analytically
expressed, it must be estimated through simulation, leading to a
problem of the form [99, 195]:
min
x∈Θ
f(x) = E[Y (x,ω)], (3.2)
where ω represents a set of pseudorandom numbers, and Y is a ran-
dom response, computed through simulation. The value of the ob-
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jective function f(xi) under the design scenario specified by xi is
estimated by ni simulation runs at this design scenario [25, 153]:
f¯(xi) =
ni∑
j=1
Y (xi, ωj)/n
i. (3.3)
The number of simulation replications ni used in the estima-
tion is a key determinant of the computational cost for simulation
optimization techniques [96]. As Banks et al. [23] explain, Prob-
lem (3.2) is difficult, because the exact value of the objective function
remains unknown; we only have an estimate. Specifically, given two
solutions x1 and x2 and simulation estimates of objective functions
f¯(x1) and f¯(x2), the fact that f¯(x1) < f¯(x2) does not guarantee that
f(x1) < f(x2) [187]. In fact, the stochastic nature of the estimate
is one of the most important issues to be taken into account when
designing a simulation optimization technique [96].
The problem may also feature constraints that must be eval-
uated by simulation; these are commonly referred to as stochastic
constraints (deterministic constraints are reflected in the set Θ, e.g.,
s < S in (s, S) inventory problems; such deterministic constraints are
easier to satisfy). Stochastic constraints frequently arise in settings
in which one simulation response must be minimized (maximized),
while other responses need to be smaller or larger than a threshold
[96, 99]. Problem (3.2) then can be extended as follows [14, 193]:
min
x∈Θ
f(x) =E[Y0(x,ω)],
subject toE[Yj(x,ω)] ≥ aj for j = 1, ..., r − 1, (3.4)
where Yi (i = 0, ..., r − 1) is a random response evaluated through
simulation, and aj is the deterministic threshold for constraint j.
In rare cases, the objective function may be deterministic; then at
least one of the constraints must be estimated through simulation
to have a simulation optimization problem (e.g., Tsai and Zheng
[245]). Research dedicated to solving Problem (3.4) is still relatively
limited [27, 96, 99, 168, 195]. Two main approaches exist. In the
first, the constraints get incorporated into the objective function,
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using penalty functions or Lagrange multipliers [96, 168], which es-
sentially removes the stochastic constraint and facilitates a solution
through a standard simulation optimization technique. Examples of
this approach include Li et al. [164] and Park and Kim [194], where
a penalty function integrates the constraints into the objective func-
tion, and the problem then can be solved using a random search,
and Luo and Lim [168] which uses Lagrange multipliers to handle
constraints on the fill rate in an (R, s, S) inventory problem (see also
Bhatnagar et al. [37], Park and Kim [193], Whitney et al. [256]). The
second approach instead tries to modify the simulation optimization
technique in a way that enables it to handle stochastic constraints
explicitly. In the remainder of this review, we specifically highlight
the articles that use the latter approach.
The different simulation optimization methods can be catego-
rized according to whether the decision variables are discrete or con-
tinuous; Figure 3.1 (adapted from Barton and Meckesheimer [25])
gives an overview. When decision variables are discrete and the fea-
sible set is finite and small (at most a few hundred feasible solutions,
[266]), both multiple comparisons and ranking and selection (R&S)
can be used. The main idea of multiple comparisons is to run sev-
eral simulation replications at each design point (at each x) to make
inferences about the simulation response, using confidence intervals
[94]. The most popular approach in multiple comparisons is the
multiple comparison with the best (MCB) [94, 103, 117, 232]. Un-
like multiple comparisons, R&S can handle problems with stochastic
constraints explicitly (see Batur and Kim [27] and Tsai and Zheng
[245]). Although R&S has many versions, the two main approaches
are the indifference zone and subset selection [94, 232]. In the indif-
ference zone approach, we try to find a solution x˜ with an objective
value that differs from the optimal solution f(x∗) by at most a small
amount δ, with a probability of at least P ∗ [94]. The main goal in the
subset selection approach is to select a subset consisting of at most m
designs such that it contains the best design with a probability of at
least P ∗ [238]. Comprehensive surveys of R&S can be found in Hong
et al. [114] and Chick [62]. When the feasible set is very large (or even
infinite), metaheuristic methods are popular [113]: examples include
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Figure 3.1: Categorization of sim-opt techniques
genetic algorithms, tabu search, simulated annealing, and particle
swarm optimization. Although these methods are mainly used with
discrete decision variables, they also could be used in a continuous
case [96] (e.g., [12]). Excellent reviews of metaheuristic methods can
be found in O´lafsson [187] and Andrado´ttir [11]. Recently, Tsai and
Fu [244] modified genetic algorithms for handling a single stochastic
constraint. Ordinal optimization is the other, probably less popular
approach for solving large discrete problems. Instead of looking for
the global optimum, this method seeks to find one of the top-n so-
lutions by sampling k solutions and trying to select the best among
them [232]. As highlighted in Xu et al. [266], “The critical decision
is choosing k such that at least one of the simulated solutions is a
top-n solution”. More information on ordinal optimization can be
found in Ho [109]. Li et al. [162] modified this method to handle
stochastic constraints.
When the decision variables are continuous, most discrete simu-
lation optimization techniques become unsuitable, because the num-
ber of feasible solutions is infinite. As shown in Figure 3.1, gradient-
based methods (e.g., stochastic approximation, sample path opti-
mization) are appropriate when the objective function is differen-
tiable (the differentiability and continuity of the objective function
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of Problem (3.2) can be checked by coupling theory, see Kim and
Henderson [131]). Stochastic approximation is a natural adaptation
of steepest-descent algorithms in deterministic nonlinear optimiza-
tion; sample path optimization tries to approximate Problem (3.2)
by a deterministic optimization problem, and then exploit determin-
istic optimization methods [10]. Both methods require simulation to
estimate the gradient of the objective function [10], such as by us-
ing finite differences, simultaneous perturbations, likelihood ratio, or
perturbation analysis (especially infinitesimal perturbation analysis
or IPA). Finite differences and simultaneous perturbations require
no knowledge about the simulation model and are applicable to any
simulated system [101]; the advantage of the latter (known as simul-
taneous perturbations stochastic approximation or SPSA, proposed
by Spall [228]) is that it only needs 2 simulation runs to estimate the
gradient regardless of the dimension of the problem, making it very
efficient for high dimensional problems [113, 229]. Likelihood ratio
and perturbation analysis, on the other hand, are not always appli-
cable but usually provide unbiased estimators for the gradient; Fu
[97] provides a comprehensive survey. Both stochastic approximation
and sample path optimization can handle stochastic constraints: see
Bashyam and Fu [26], and Kim et al. [132] and Andrado´ttir [10], re-
spectively. More information about stochastic approximation can be
found in Andrado´ttir [9] and Fu [94], for sample path optimization
refer to Royset and Szechtman [214] and Kim et al. [132]. Metamodel
and metaheuristic methods, in contrast, do not require differentia-
bility of the objective function. Metamodel-based approaches apply
the optimization to a metamodel that captures the relation between
the decision variables and the simulation output [135], providing an
approximating function for f(x) that is inexpensive to compute [25].
After obtaining the metamodel, it is possible to employ techniques
developed for deterministic optimization to find the optimal solution
[24]. Local metamodels (such as RSM: [25, 135]) commonly deter-
mine a search direction for the optimization; for global metamodels,
we find neural networks, Kriging models, or radial basis functions
usually employed (see Barton and Meckesheimer [25] for an interest-
ing review of these metamodelling techniques). Both global and local
metamodels can be used to solve Problem (3.4): see Angu¨n et al. [15]
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for an extension of RSM (referred to as generalized RSM, or GRSM;
also see Kleijnen [136]), Kleijnen et al. [138] and Biles et al. [38] for
an illustration using Kriging, and Nezhad and Mahlooji [185] for an
application of neural networks.
Table 3.2 lists the acronyms used throughout the current arti-
cle to refer to the different simulation optimization methods. The
table follows the outline provided in Figure 3.1, adding two extra
categories: Hybrid (i.e., methods that combine different sim-opt ap-
proaches) and Other (approaches that do not belong to any of the
other categories).
Table 3.2: List of sim-opt methods and their associated acronyms
Approach Type
Metaheuristics Genetic algorithms (GA)
(MH) Particle swarm optimization (PSO)
Simulated annealing (SA)
Other metaheuristic methods (MH-O)
Metamodel-based methods Neural networks (NN)
(MM) Response surface methodology (RSM)
Kriging (KR)
Other Metamodel-based methods
(MM-O)
Stochastic approximations (STA)
Sample path optimization (SPO)
Multiple comparisons (MC)
Ranking and selection (R&S)
Hybrid
Other
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3.3 Categorization based on domain or
methodology focus
Table 3.3 offers an overview of the surveyed articles, classified as
either domain or methodology focused (defined in Section 3.1). The
asterisk (*) is used to denote articles that study settings involving
explicit stochastic constraints: most of the papers (7 of 12) that
deal with stochastic constraints belong to the methodology focused
category. As shown in Table 3.4, the stochastic constraint in most of
these articles is related to customer service (and especially expected
fill rate). In Dellino et al. [73, 74], the variance of the objective
function appears as a stochastic constraint: these articles belong to
the set of robust sim-opt papers; see Table 3.11.
Table 3.3: Categorization of surveyed papers according to focus
Focus References
Domain 17–20, 22*, 28*, 30, 33, 40, 42, 44, 58, 60, 61, 68, 76,
77, 81*, 82, 84, 105, 108, 110, 119, 125, 128, 129, 145,
146, 148, 152, 153, 165, 169, 172, 189, 190, 203, 204,
206, 209, 217–219, 222, 227, 231, 233–236, 240, 245*,
247, 249, 250, 252–254, 259*, 263, 271, 273–276
Methodology 2, 7, 13*, 26*, 29, 47*, 49, 51–53, 63, 64, 73*, 74*,
92, 104, 111, 126, 127, 138*, 139*, 154, 155, 159, 160,
167, 168, 180, 194, 202, 208, 212, 221, 230, 251, 257,
262, 264, 266, 272
*Note: The entries with asterisk are stochastically constrained
As shown in Figure 3.2, the majority of articles published be-
tween 1998 and 2013 are domain focused; we thus find a clear in-
dication that simulation optimization is increasingly used to tackle
practical inventory problems. The shift from methodology to do-
main focused articles is most evident as from 2004. The figure also
illustrates that the popularity of sim-opt in inventory management
research has increased significantly since 2004.
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Table 3.4: Type of constraints in stochastically constrained articles
Type References
Customer service expected fill rate 13, 22, 26, 81, 138, 139
expected response time 245
other 28
Variance of objec-
tive function
73, 74
Expected holding
cost
47
Expected inventory
level
259
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Figure 3.2: Number of domain and methodology focused articles published be-
tween 1998 and 2013
3.4 Categorization based on inventory
characteristics
In this section, we categorize the surveyed articles according to the
characteristics of the inventory problem studied. We adopt the fol-
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lowing criteria [255] :
• Echelons: indicates whether the inventory problem is Single,
Dual, or Multi-echelon. A supply chain stage only counts as
an echelon when replenishment decisions (e.g., reorder point,
order-up-to level) are required for players at that specific stage;
when no such decisions are required, the stage does not count
as an echelon.
• Items: indicates a Single- or Multi -item problem.
• Horizon: the planing horizon of the problem, either single
period, finite, infinite, or irrelevant (IR).
• Lead time: the assumptions about the replenishment lead
time at each echelon. Echelons are separated by arrows: for a
two-echelon system, we have lead time upstream echelon → lead
time downstream echelon. For instance the notation DT→DT
denotes that both echelons have deterministic, while ST→ST
implies that both have stochastic lead times. Other notations
are irrelevant (IR), negligible (NG), or not specified (NS ). For
multi-echelon systems, the notation “→ · · · ” states that the
lead time is the same for all echelons, for instance the nota-
tion ST → · · · ST denotes a system where all echelons have
stochastic lead times.
• Policy: the replenishment policy used at any given echelon
[255]. Echelons are separated by arrows: for two echelon sys-
tems we again have policy of upstream echelon → policy of
downstream echelon. For multi-echelon systems, the notation
“→ · · · ” states that the policy is the same for all echelons:
– NV : traditional single-period newsvendor policy, with op-
timal order quantity determined before the start of the
sales period.
– (R, S): the inventory position is checked every R periods,
after which an order brings the inventory position back to
the order-up-to level S.
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– (R, s, S): the inventory position is checked every R peri-
ods; only when it is below a reorder point s, an order is
sent to bring the inventory position back to the order-up-
to level S.
– (r, Q): the inventory position is reviewed continuously; as
soon as it falls below the reorder point r, an order of size
Q is generated.
– (s, nQ): the inventory position is reviewed continuously;
as soon as it drops below the reorder point s, an order is
placed equal to the smallest multiple of Q that raises the
inventory position above s.
– (s, S): same as (R, s, S), but the inventory position is re-
viewed continuously.
– (S-1, S): The inventory position is reviewed continuously,
and each customer order triggers a replenishment order of
one unit.
– other : any replenishment policy that does not fit into one
of these policies.
– NS : not specified.
For instance (R, S)→(R, S) denotes that both echelons use the
(R, S) inventory policy and (s, S)→ · · · (s, S) indicates a multi-
echelon system where all echelons employ the (s, S) policy.
For the domain focused articles, we distinguish the following
main inventory topics (each having at least three reviewed articles):
spare parts inventory management, transshipment problem, substitu-
tion problems, inventory centralization benefits, and imperfect qual-
ity items (where the percentage of defective items in each replenish-
ment lot is random and inspection is needed). Table 3.5 presents the
categorization of the domain focused articles that belong to these
main topics. The remaining articles are categorized in Table 3.6;
these focus on a multitude of other topics (e.g., manufacturing and
remanufacturing, assemble to order systems). Finally, Table 3.7 cate-
gorizes the methodology focused contributions. For ease of reference,
the tables also show the sim-opt approach used.
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Table 3.5: Categorization of domain focused articles (main topics) according
to the inventory problem characteristics
Topic Echelons Items Horizon Lead time Policy Sim-opt References
Spare parts Single Single Infinite DT (R,s,S) MH 252
ST (r,Q) MM 33
(s,S) other 218
Multi Finite DT (s,S) MH 169
Infinite ST (S-1,S) Hybrid 245*
(s,S) MH 119
Dual Single Infinite ST→ST (S-1,S)→(S-1,S) MH 249
Transshipment Single Single Finite DT (R,S) Hybrid 274
(R,s,S) MH 110
Infinite NG (R,S) Hybrid 108, 189, 190
DT (R,s,S) Hybrid 273
ST (R,s,S) MH 68
Dual Single Finite DT→DT (R,s,S)→(R,s,S) Hybrid 240
Infinite DT→DT (R,S)→(R,S) MM 30
ST→ST (S-1,S)→(S-1,S) MH 249
Centralization Single Multi Finite DT other MH 58
Dual Single Finite DT→DT (R,S)→(R,S) Hybrid 81*
(R,s,S)→(R,s,S) MH 82
Multi Single Infinite DT→ · · ·DT (R,S)→ · · · (R,S) MH 172
ST→ · · · ST (r,Q)→ · · · (r,Q) MH 145
Imperfect Single Single Infinite NG (r,Q) MH 254
quality MM 44
other 253
Multi Infinite DT other MH 227
Substitution Single Multi Single IR NV MH 247
STA 209
Hybrid 28*
*Note: The entries with asterisk are stochastically constrained.
Table 3.5 reveals clear distinctions regarding the inventory poli-
cies studied. While spare parts, transshipment, and centralization
problems are almost exclusively studied with order-up-to policies,
imperfect quality problems tend to assume a fixed order quantity,
and substitution problems are limited to (single-period) newsvendor
settings. Table 3.8 provides further details on the transshipment
papers; following [196], we include the type of transshipment, the
pooling policy, the number of depots or retailers and the presence of
non-identical depots (i.e., depots/retailers that differ in terms of cost
parameters) , fixed ordering cost, and/or a transshipment lead time.
Within an emergency transshipment approach, a firm that confronts
a stock-out can ask another firm at the same echelon to ship inven-
tory; transshipment thus occurs after demand is observed but before
it is satisfied [189]. In contrast, a preventive transshipment redis-
tributes stock before the demand is realized, to decrease the chances
of a stock-out [240]. In the complete pooling policy, a stocking lo-
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cation can ship its entire on-hand inventory to another location; in
the partial policy, stocking locations “share only a certain amount of
their inventory for transshipment” [189].
Table 3.6: Categorization of domain focused articles (other topics), according
to the inventory problem characteristics
Echelons Items Horizon Lead time Policy Sim-opt References
Single Single Single NG NV MC 20
Finite NG (R,S) MH 60
other MM & Hybrid 259*
DT (R,S) MH 271, 276
(R,s,S) MM & Hybrid 222
(r,Q) MH 152
other SPO 84
ST other STA 42
Infinite NG (r,Q) MH 165
DT (R,S) other 250
(r,Q) MH 61
MH & Hybrid 129
(s,S) Hybrid 76
ST (R,S) other 263
(S-1,S) MH 153
MC 217
other Hybrid 275
Finite/Infinite NG (R,S) STA 128
Multi Single IR NV MH 233
Finite DT (R,s,S) MM 219
(r,Q) MH 235
Hybrid 22*
Infinite NG (R,S) MH 234
DT (R,S) MH 105
STA 17
(r,Q) MH 125
(s,nQ)/(s,S) MH 146
ST (r,Q) MH 236
(S-1,S) MM 19
other other 148
Dual Single Infinite DT→DT/ST (S-1,S)→(S-1,S) Hybrid 18
ST→ST (r,Q)→(r,Q) other 40
Multi Finite DT→DT (R,S)/other→ MH 231
(R,S)/other
Infinite ST→ST (r,Q)/(s,S)→ MH 77
(r,Q)/(s,S)
Multi Single Finite NG→ · · ·NG other→ · · · other other 206
Multi Infinite DT→ · · ·DT (s,S)→ · · · (s,S) MC 203, 204
*Note: The entries with asterisk are stochastically constrained.
As is evident from Table 3.8, most surveyed transshipment ar-
ticles consider emergency transshipment, combined with a complete
pooling policy. Herer et al. [108] were among the first to study trans-
shipment problems with an arbitrary number of retailers that differ
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Table 3.7: Categorization of methodology focused articles, according to the
inventory problem characteristics
Topic Echelons Items Horizon Lead Policy Sim-opt References
time
Substitution Single Multi Single IR NV MH 266
Other Single Single IR IR other Hybrid 208
Finite NG (R,s,S) STA 168
R&S 51, 63, 64
ST R&S 49
Infinite NG (R,s,S) MH & Hybrid 52, 53
MM 264
STA & Hybrid 126, 127
Hybrid 2, 202
other 194
(r,Q) MM 73*, 74*
DT (r,Q) MH 167
ST (R,s,S) MH 7
MM 13*, 47*
MM & Hybrid 138*
STA 26*
R&S 92
(r,Q) MH 154
MM 104
(s,S) MH 29
MM &
139*
STA & Hybrid
Other STA 180
NG/ST (r,Q) other 212
Multi Single IR NV SPO 159
Infinite DT (R,s,S) MH 257
ST (S-1,S) other 160
MM & MH 230, 262
NS NS Hybrid 272
Single/Multi Infinite NG/ST (R,s,S)/(S-1,S) MH & Hybrid 111
Dual Single Infinite DT→DT other→other MH 221
Multi Single Infinite DT→ (S-1,S)→ MH 155
· · ·DT · · · (S-1,S)
Multi Infinite ST→ (S-1,S)→ MM & STA 251
· · · ST · · · (S-1,S)
*Note: The entries with asterisk are stochastically constrained.
in terms of the cost parameters (a setting that is not analytically
tractable [189]).
Their problem has been extended in several ways by subsequent
authors: O¨zdemir et al. [189] added limited transportation capacity
between retailers and showed that the sim-opt method of [108] can
be easily modified for this setting, Hochmuth and Ko¨chel [110] stud-
ied more flexible and realistic transshipment policies, Yu¨cesan and
Gong [274] relaxed the assumption of a negligible replenishment lead
time, and O¨zdemir et al. [190] took supplier capacity into account (an
extension that complicates the sample path optimization of [108]).
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Table 3.8: Details of transshipment papers
Type Pooling Number Non- Transshipment Ordering References
of depots identical lead time cost
depots
Preventive
Partial N X X X 68
complete 2 X X X 273
Emergency
Partial
N 30
N X 189
N X X X 110
Complete
N 30
N X 108, 190, 274
2 X 240
N X X X 110, 249
Although Tlili et al. [240] assume only 2 identical retailers, the lim-
ited supplier capacity and presence of replenishment lead time make
their problem difficult. Finally, in preventive transshipment articles,
Young Yun et al. [273] optimize the replenishment policies of a single
depot while Dang et al. [68] extend this problem to N depots.
Likewise, Table 3.9 details the characteristics of the articles that
consider spare parts inventory management. As mentioned by Lynch
et al. [169], spare parts inventory management is a special case of
general inventory management, typically characterized by (1) very
high stockout costs (due to the high cost associated with machine
downtime), (2) erratic and low volume demand, and (3) considerable
holding costs, because spare parts are usually quite expensive. The
availability of spare parts is a necessary requirement for efficient and
effective maintenance, and accordingly, spare parts inventory man-
agement has received considerable research attention. Maintenance
can be corrective or preventive: Corrective maintenance restores the
machine to a specified condition in case of a failure [169], whereas
preventive maintenance refers to actions taken before the failure to
maintain an operating machine in a desired condition [252]. Preven-
tive maintenance can be time-based (also known as scheduled main-
tenance), with maintenance done at certain intervals, irrespective of
the system condition, or condition-based, such that maintenance ac-
tions reflect the condition of the machine (which implies condition
monitoring is necessary) [122]. Although the combination of spare
parts and transshipment problems is relevant (given the high cost
associated with spare parts stock-out, the ability to transship spare
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Table 3.9: Details of spare parts inventory management articles
Maintenance Repairable Multi-item References
items
Corrective
218, 249
X 33, 252
X X 119, 169, 245*
Time-based preventive
218
X X 119, 169
Condition-based preventive X 252
*Note: The entries with asterisk are stochastically constrained.
parts from other locations with short lead times often is highly valu-
able), only Van Utterbeeck et al. [249] study this problem. As shown
in Table 3.9, condition-based preventive maintenance has been stud-
ied relatively rarely.
Tables 3.5 and 3.6 reveal that, surprisingly, the inventory struc-
tures studied in domain focused papers in general remain relatively
simple, with most of these articles assuming a single echelon and
deterministic (or even negligible) lead times. In terms of optimiza-
tion methods, metaheuristic, metamodel-based, and hybrid methods
clearly dominate in domain focused papers (with stochastically con-
strained problems being studied almost exclusively by hybrid meth-
ods).
Table 3.7 reveals the (limited) use of stochastic approximation
and sample path optimization in the methodology focused papers;
overall, metaheuristics, metamodelling, and hybrid methods are also
most prevalent here. In these papers, metamodelling techniques are
most often used to solve stochastically constrained settings. Some
of the methodology focused articles have been particularly influen-
tial: e.g., Bashyam and Fu [26], Hong and Nelson [111] and Chick
and Inoue [64] have been cited in more than 100 papers. Many pa-
pers in Table 8 are related, either because they build on similar test
problems or they extend on similar approaches. Chick and Inoue
[63] extend the influential R&S approach of Chick and Inoue [64] for
dependent simulation outputs (in the presence of common random
50
CHAPTER 3. SIMULATION OPTIMIZATION IN INVENTORY
REPLENISHMENT
numbers). Several articles (e.g., [13, 29, 138, 139]) use an inventory
setting similar to the (s, S) setting of Bashyam and Fu [26]. Other
popular test problems are the (R, s, S) problem of Fu and Healy [100]
(see [52, 53, 126, 127, 264]; except [264], all these articles compare
their sim-opt method with the hybrid method of Fu and Healy [100]
which is a combination of sample path optimization and stochastic
approximation) and the (R, s, S) problem presented in Koenig and
Law [147] (see [51, 63, 64, 111, 194, 202]). Xu et al. [266] modify
the well-known sim-opt method of Hong and Nelson [111] (known as
COMPASS) and show that their technique is more efficient for high
dimensional problems. Lejeune and Margot [160], Sun et al. [230],
and Xie et al. [262] use the assemble-to-order problem of Hong and
Nelson [111] to test their sim-opt technique.
Finally, we noticed a disconnect between domain and method-
ology focused articles: in spite of the powerful and successful sim-opt
methods developed in articles such as Bashyam and Fu [26] and Hong
and Nelson [111], most of the domain focused contributions rely on
their own method for solving the inventory problem at hand (e.g.,
Herer et al. [108] combine sample path optimization and stochas-
tic approximation to solve their transshipment problem and use this
method in two subsequent articles O¨zdemir et al. [189] and Yu¨cesan
and Gong [274]).
3.5 Categorization based on sim-opt
method
Table 3.10 categorizes the articles according to the simulation opti-
mization method, and whether the replenishment decision variables
are discrete (DI) versus continuous (CO). Articles that compare dif-
ferent sim-opt methods [52, 53, 111, 126, 127, 129, 138, 139, 146, 154,
155, 222, 230, 233–236, 251, 254, 259, 262, 271] appear at multiple
instances in the table. Those that combine different sim-opt tech-
niques are hybrid methods. Some articles, such as Wong et al. [259]
and Shukla et al. [222] both compare and combine sim-opt methods.
51
3.5. Categorization based on sim-opt method
Table 3.10: Categorization of reviewed articles, based on the simulation opti-
mization method and type of decision variables
Method Type Decision Methodology fo-
cused
Domain focused
variables
MH
GA
DI 155, 221 68, 77, 119, 125,
145, 153, 169, 233–
235, 252
(43)
CO 154 110, 165, 227, 231,
254, 271
PSO
DI 146, 172, 233–236
CO 254
SA DI 7, 111, 155, 257 233
MH-O
DI 29, 111, 155, 167,
230, 262, 266
58, 82, 105, 146,
152, 233, 235, 236,
249
CO 52, 53, 154 60, 61, 129, 247,
271, 276
MM
NN
DI 30
CO 47*
(18)
RSM
DI 44
CO 13*, 73*, 104, 139*,
264
33, 219, 222, 259*
KR
DI 138*, 230, 262
CO 74*
MM-O
DI 19
CO 47*, 251
STA (11)
DI 168
CO 26*, 126, 127, 139*,
180, 251
17, 42, 128, 209
SPO (2) CO 159 84
R&S (5) DI 49, 51, 63, 64, 92
MC (4) DI 20, 203, 204, 217
Other (10)
DI 160, 194 40, 218
CO 212 148, 206, 250, 253,
263
Hybrid
OPTQUEST
DI 111, 138* 18, 22*, 273, 275
(27)
CO 139* 28*, 129, 240
SPO
MH-O DI 81*
MH-O CO 190
STA CO 52, 53, 126, 127 108, 189, 274
R&S DI 245*
R&S
SA+MH-O DI 76
SA DI 2
NP DI 272
KR CO 208, 230, 262
MH-O DI 202
NN RSM+MH-O CO 259*
MM-O MH-O CO 222
*Note: Stochastically constrained papers are denoted by asterisk.
The numbers in the first column reflect the number of articles that applied the corresponding
method.
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Table 3.10 reveals that metaheuristic methods are by far the
most popular simulation optimization technique, followed by hy-
brid approaches. Genetic algorithms are the most widely employed
metaheuristic method. As Andrado´ttir [11] explains, genetic algo-
rithms (and evolutionary algorithms in general) are “readily adapt-
able to simulation optimization” because of their ability to handle
the simulation noise. Genetic algorithms also appear frequently in
the comparison of different sim-opt methods (7 out of 20 papers:
[154, 155, 233–235, 254, 271]), which underscores their importance.
Moreover, they have been employed to address almost all of the
inventory topics in Table 3.5. NSGA-II, which is a variant of ge-
netic algorithms for multi-objective problems, appears in Ding et al.
[77], Shin et al. [221]. Particle swarm optimization shows up as
another popular evolutionary method. Due to the high variety of
metaheuristic methods, the MH-O category contains many entries.
As evident from Table 3.10, the commercial optimizer OPTQUEST
(http://www.opttek.com/OptQuest), which combines tabu search,
scatter search, and neural networks (see Laguna [156]) is relatively
popular among the hybrid techniques. OPTQUEST is the only com-
mercial optimizer encountered in this survey. Unlike the other hy-
brid methods, the exact details of the OPTQUEST algorithm have
not been published [139]. Nevertheless, its seamless integration into
many popular simulation software packages (e.g., ARENA, Simul8,
and SIMIO), along with its user-friendly interface and powerful capa-
bilities (e.g., to handle stochastic constraints and/or multi-objective
optimization), make OPTQUEST a popular tool not only in domain-
focused articles, but also in methodology-focused articles (see e.g.,
[138, 139]) where it is commonly used as a benchmark tool.
Table 3.10 shows that metamodel-based methods are also rela-
tively common, in particular in methodology focused contributions.
Furthermore, RSM is the most popular metamodel-based method,
adopted in several domain focused papers; in contrast, Kriging only
has arisen in methodology focused papers thus far. Some authors
have recently extended deterministic Kriging to explicitly account for
the noise in the outcomes of stochastic simulation (e.g., [16, 269]);
this extension has been employed in Quan et al. [208], Sun et al.
53
3.5. Categorization based on sim-opt method
[230], Xie et al. [262].
Gradient-based approaches have been used in several articles:
stochastic approximation is mainly employed in methodology focused
and older contributions (8 out of 11 articles that use stochastic ap-
proximation are older than 2007) while sample path optimization
has been used mostly in domain focused papers, though usually as
a component in hybrid methods. Ranking and Selection mostly ap-
pears as a component in hybrid methods, and it is almost exclusively
employed by methodology focused articles. Multiple comparisons are
rare; ordinal optimization has not been employed at all. As is evident
from Table 3.10, continuous sim-opt techniques have been employed
at times for the discrete case, whether by assuming the decision vari-
ables are continuous and rounding the final solution to get integer
values (e.g., [19, 44, 146]) or by modifying the continuous simulation
optimization technique (e.g., [138, 168, 245]).
Finally, Table 3.10 confirms that stochastically constrained
problems are often solved using metamodel-based methods or hybrid
techniques (in particular OPTQUEST). Kleijnen et al. [138], Kleij-
nen and Wan [139], and Wong et al. [259] compare the performance
of several sim-opt methods for solving such problems.
A limited number of contributions (see Table 3.11) employed ro-
bust simulation optimization, implying that they seek solutions that
are robust to the uncertainties inherent in stochastic simulation [75].
Although different types of uncertainties may exist (see [36, 75]), al-
most all of the articles in Table 3.11 focus on parameter uncertainty,
implying that the decision maker is unsure about the main parame-
ters that influence the inventory system (e.g., the demand rate). The
only exception is Xu and Albin [264], which consider the uncertainty
in the estimated coefficients of the fitted metamodel.
In general, robust simulation optimization techniques rely on
two main approaches: we refer to the first approach as the worst
case approach and the second approach is known as mean-variance
trade-off approach. In a minimization problem, the worst-case ap-
proach first tries to find the value of the stochastic parameters that
corresponds to the worst performance (i.e., it maximizes the perfor-
54
CHAPTER 3. SIMULATION OPTIMIZATION IN INVENTORY
REPLENISHMENT
Table 3.11: Articles that employ robust simulation optimization
Approach Methodology focused Domain focused
Worst case 165
Taguchi 219, 222
Dual Response 73*, 74*, 180
Other 13*, 264 60
*Note: Entries with asterisk have stochastic constraints.
mance with respect to the stochastic parameters). Then it minimizes
the obtained maximum in terms of the decision variables (for a novel
solution method, see Bertsimas et al. [35]). The mean-variance trade-
off approach accounts for the variance of the objective function when
minimizing the mean in Equation (3.2) [75]. For example, it might
entail combining the mean and variance of the performance measure
into a single measure (which then can be optimized to find robust so-
lutions). An example of this approach is the Taguchi method, which
combines the mean and variance of the performance measure into the
signal to noise ratio (SNR) [75]. Alternatively, the mean and vari-
ance of the simulation outcome can be considered separately, which
is referred to as the dual response surface approach. Usually, the
mean would be minimized, with the requirement that the variance
must be below some threshold (e.g., [74]), or else both the mean
and the variance are included in the objective of the minimization
problem (e.g., [180]).
Table 3.11 reveals that though the dual response surface ap-
proach has received more attention than other techniques, it has
been employed only in methodology focused papers. Miranda and del
Castillo [180] extend the SPSA of [228] to obtain a robust solution.
Dellino et al. [73] use RSM to minimize the mean of a cost function,
while also requiring its variance to be smaller than a threshold; there-
fore, their work also belongs to the set of stochastically constrained
articles. Dellino et al. [74] take a similar approach but instead of
RSM, they use Kriging. These two articles have two important limi-
tations: (1) they do not take the randomness of stochastic simulation
into account but just focus on parameter uncertainty in determinis-
tic simulation; a limitation that is relaxed in [13], and (2) they use
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variance as a measure of robustness, which is criticized by several au-
thors (e.g., [13, 270]). Angu¨n [13] also extends Dellino et al. [73] by
using average value at risk instead of variance and incorporating this
measure into the objective function. Cheng et al. [60] take a similar
approach but they use the expected downside risk as a robustness
measure. Finally, despite the limitations of the Taguchi method (see
[75]), Table 3.11 reveals that this method appears in two recent do-
main focused articles. It is worth mentioning that most of the robust
contributions (6 out of 9) employ metamodel-based approaches.
3.6 Conclusions and opportunities for
research
In this chapter, we have reviewed and categorized the articles that
employ sim-opt to solve inventory replenishment problems and we
have shown that this approach has become increasingly popular.
Metaheuristic methods and especially genetic algorithms are the most
popular simulation optimization methods. Metamodel-based meth-
ods appear less popular than metaheuristic or hybrid methods. Yet,
they also offer powerful means for solving robust sim-opt and stochas-
tically constrained inventory problems. While metaheurisitc meth-
ods require a lot of solution evaluations, metamodel-based methods
return good solutions with significantly lower number of evaluations.
This is especially beneficial in stochastic simulation settings where
several replications are often required per solution evaluation [24].
Applying metamodel-based methods (especially stochastic Kriging,
as it accounts for simulation noise) to practical inventory problems
can be a promising area for research. In Chapter 4, we provide a
comprehensive comparison between the most popular Kriging-based
sim-opt algorithms for optimizing a single (noisy) objective.
We illustrated that stochastically constrained problems also re-
main relatively unstudied, in particular in domain focused articles.
A final promising area for research is robust simulation optimiza-
tion. Realizing the limitations of the Taguchi method, new robust
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sim-opt techniques have been recently developed, but most of them
have been tested only in theoretical settings thus far. In Chapter
5, we develop a new robust sim-opt algorithm based on our experi-
ments in Chapter 4 and we employ it to incorporate risk aversion in
the assortment and pricing problem of Chapter 2.
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Chapter 4
Comparison of
Kriging-based algorithms
for simulation optimization
with heterogeneous noise
In this chapter we investigate the unconstrained optimization of a
system that is modeled through a discrete-event simulation. In recent
years, several algorithms have been proposed which extend the tradi-
tional Kriging-based simulation optimization algorithms (assuming
deterministic outputs) to problems with noise. This chapter com-
pares the relative performance of six of these algorithms on a set
of well-known analytical test functions, assuming different patterns
of heterogeneous noise. We also apply the algorithms to a popular
inventory test problem. All the Kriging-based algorithms analyzed
in this chapter are designed for single objective optimization prob-
lems. We use the conclusions and insights obtained in this chapter
to develop a multi-objective Kriging-based simulation optimization
algorithm in Chapter 5.
The remainder of this chapter, which is based on Jalali et al.
[121], is organized as follows. In Section 4.1, we discuss the scope
of this chapter and provide the relevant terminology. Section 4.2
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provides a brief explanation of the Kriging-based algorithms studied,
Section 4.3 details the experiments, and Section 4.4 contains the main
results (additional results are provided in the appendix). We present
conclusions in Section 4.5.
4.1 Scope and terminology
Assume that we would like to find the solution that minimizes some
goal function f(x):
min
x∈Θ
f(x), (4.1)
where f : Θ → R and x = (x1, x2, ..., xd) (with d the dimension of
the solution space). This goal function cannot be directly observed,
and must be estimated through a stochastic simulation model: we
thus only have access to noisy observations f˜j(x
i) = f(xi) + εj(x
i),
where f˜j(x
i) represents the observed goal value in the jth simulation
replication at point xi. The noise is additive; the distribution of
εj(x
i) has mean zero, and its variance depends on xi (denoted by
τ 2(xi), we thus have heterogeneous noise). We usually estimate the
value of f(xi) by performing ni simulation replications: f¯(xi) =∑ni
j=1 f˜j(x
i)/ni.
We focus on problems where Θ is continuous and is bounded by
box constraints; for reasons explained in Section 4.3.1, we discretize
the function domain to obtain a finite set of points (as common in the
literature; see, e.g., Frazier et al. [93], Kleijnen et al. [141], and Sun
et al. [230]). Many methods are available for solving problem (4.1)
with a finite set of points such as the Ranking and Selection (R&S)
method (see Hong et al. [114], for a review). Most of them are, how-
ever, unsuitable when (1) the number of feasible solutions is large, or
(2) simulation replications are time-consuming [265]. Kriging-based
or Bayesian optimization is among the few techniques that can han-
dle this problem with low problem dimensionality (d ≤ 20, [46, 207]).
Based on the observed f¯(xi) for several xi, Kriging provides an ap-
proximation or metamodel for f(x). The traditional Efficient global
optimization (EGO) approach of Jones et al. [124] is one of the most
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popular Kriging-based algorithms for optimizing noiseless simula-
tion; in this case, the fitted metamodel is a deterministic Kriging
model (see Kleijnen [137], for references on the use of EGO in con-
strained and multi-objective optimization problems). In stochastic
simulation (e.g., discrete event simulation), however, EGO might not
be very appropriate since it ignores the noise in the observations, as-
suming they were sampled with infinite precision [208]. Being aware
of this deficiency, researchers have tried to extend EGO for stochastic
simulation. Most of the approaches assume homogeneous simulation
noise, meaning that the variance of the noise does not depend on x
[200]; Picheny et al. [201] compare several Kriging-based algorithms
for optimizing functions with this type of noise.
In practice, however, the noise is heterogeneous [130, 140, 269].
In recent years, a number of Kriging-based optimization algorithms
have been proposed that can handle heterogeneous noise, based on
stochastic Kriging models (see Cressie [67], Ankenman et al. [16],
and Yin et al. [269]). To the best of our knowledge, the performance
of these algorithms has not yet been compared. Our objective in
this chapter is to evaluate the effectiveness and the relative perfor-
mance of these algorithms for simulation optimization problems with
heterogeneous noise. More specifically, we evaluate the performance
of six Kriging-based algorithms (details will be explained in Section
4.2.2; see the overview in Table 4.2):
• MQ: the minimum quantile criterion [201], which is similar
to the Gaussian process upper confidence bound (GP-UCB)
method of Auer et al. [21] and Jones [123];
• SKO: an adapted version of the sequential Kriging optimization
approach [118];
• CKG: correlated knowledge-gradient [93];
• EQI: expected quantile improvement [200];
• TSSO: two-stage stochastic optimization [208];
• eTSSO: extended two-stage stochastic optimization [166].
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To this end, we apply these algorithms to minimize three well-known
analytical test functions (Rescaled Branin, Six-hump Camelback,
and Hartmann-6), perturbed with heterogeneous Gaussian noise,
over a finite set of solutions. We also apply the algorithms to opti-
mize the (s, S) inventory system of Fu and Healy [100], which has
been a popular test problem in the simulation optimization literature
[120].
Though our work is closely related to Picheny et al. [201], it
clearly differs in the following respects: (1) we consider heteroge-
neous noise, (2) we add two recent Kriging-based algorithms (TSSO
and eTSSO), (3) we adapt the SKO algorithm Huang et al. [118]
to settings with heterogeneous noise, and (4) we explicitly consider
the replication strategy used by the different algorithms, i.e., the al-
gorithms need to smartly allocate the limited replication budget to
obtain reasonably good estimates. In Picheny et al. [201], the noise
magnitude is known and the replication strategy is limited to simple
revisits (i.e., each time the algorithms visit xi, ni = 1 replication is
performed). While Picheny et al. [201] compare the algorithms only
in terms of how they perform the search for interesting alternatives
in Θ, we also study the effectiveness and importance of the replica-
tion strategies and their influence on the choice of the final solution
(i.e., the identification step, see Figure 4.1, last block, and Section
4.2.1, last paragraph).
The complexity and computational requirements vary widely
across the algorithms. As the MQ algorithm is the most straight-
forward, we consider it as a benchmark in our experiments. Some
algorithms (i.e., CKG, SKO, and EQI, see Section 4.2) require in-
formation on the noise variance function τ 2(x) at any x ∈ Θ. This
may limit the applicability of these algorithms in practice, as an un-
known noise variance function is “a fact of life in system simulation
problems” [130], so it needs to be estimated. In our experiments, we
test whether these “informed” algorithms outperform the ones that
don’t need this information.
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4.2 Overview of Kriging-based algo-
rithms
Section 4.2.1 provides a brief introduction to Kriging-based simu-
lation optimization, and explains the general steps involved in this
process. Section 4.2.2 highlights the similarities and differences be-
tween the studied algorithms.
4.2.1 Kriging-based simulation optimization
As noted in Section 4.1, we need a stochastic simulation model to
estimate the objective value at a point within Θ (see Equation 4.1).
As the simulation output is noisy, we use the sample mean of the
simulation output across several replications to obtain an estimate.
This estimate is denoted by f¯(xi) with estimated variance V̂ar[f¯(xi)]
at any arbitrary point xi.
As shown in Figure 4.1, the Kriging-based algorithms studied in
this chapter are sequential. In the first step, they fit an initial Kriging
metamodel using n0 initial points. Space filling designs (e.g., Latin
hypercube sampling) are often used for sampling these initial points
[133]; simulation replications are used to estimate the objective value
at these points. Since our observations are noisy, we use stochastic
Kriging [16] to fit an initial Kriging metamodel. This metamodel
provides us with (1) fˆ(x): a prediction for the objective function
value at any x ∈ Θ and (2) s2(x): an estimate of the variance of fˆ(x),
which provides a measure for the Kriging prediction uncertainty or
error [134]; see Appendix I for related expressions. Table 4.1 provides
an overview of the most important notations in this paper. We refer
to Quan et al. [208], Ankenman et al. [16], Yin et al. [269], and
Cressie [67] for further details on stochastic Kriging.
In the search step, the algorithm iteratively chooses a point
and simulates it for some number of replications to obtain f¯(x) and
V̂ar[f¯(x)]; it then refits the Kriging metamodel, re-estimating the
Kriging parameters with the new point included. The algorithm uses
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Initial fit: fit an initial kriging metamodel based on a set of 𝑛0 design points:
𝐱𝑖 ,  𝑓 𝐱𝑖 ,  𝑉𝑎𝑟  𝑓 𝐱𝑖 for 𝑖 = 1, … , 𝑛0
Search step: choose another point to sample (infill point). Refit the kriging 
metamodel with the new point included
Replication 
budget left?
Identification step: Return a point among the simulated points as the best 
alternative
Replication step (optional): do additional replications at some of the points 
already sampled
Yes
No
Figure 4.1: Typical steps in Kriging-based optimization
an infill criterion to choose these points (known as infill points): the
purpose of the infill criterion is to discover the good alternatives in
Θ, and guide the search to regions with promising objective values
[91].
Table 4.1: Overview of notations
Notation Description
f(xi) The true objective value at point xi, which is assumed
to be unknown.
f¯(xi) Estimate of the objective value at point xi: f¯(xi) =∑n
j=1 f˜j(x
i)/ni.
fˆ(xi) Kriging estimate: Kriging prediction of the objective
value at point xi.
s2(xi) Estimate of Kriging prediction variance at point xi.
Optionally, the replication step allows us to perform extra repli-
cations at some of the points already sampled (either initial design
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points or infill points), to increase the precision of both f¯(x) and the
estimated variance in those points. Such a replication step is present
in TSSO, eTSSO, and EQI (see section 4.2.2), but the actual choice
of points and the number of replications allocated to this step differ
between these algorithms.
Each time we execute the search and replication steps, we con-
sume part of our finite replication budget. Hence, after some itera-
tions, the replication budget will end and we enter the identification
step: the algorithm looks back at all simulated or tested (T ) alter-
natives (ΘT ) and returns one of them as the best solution to the
optimization problem. In noiseless simulation, this is trivial since
f(x) is available for all the simulated points: xr = arg min
x∈ΘT
f(x),
where xr denotes the proposed solution. In the presence of noise,
only fˆ(x) is available, along with s2(x) and the observed f¯(x) at
each alternative x ∈ ΘT . Consequently, the success of an algorithm
is impacted by the infill criterion (only alternatives that have been
simulated are considered in the identification step), by the criterion
used to choose xr in the identification step (i.e., the identification cri-
terion), and by the replication strategy (more precise estimates can
help to distinguish superior alternatives in the identification step).
4.2.2 Description of the algorithms
Due to the limited budget, all algorithms must make a trade-off
between the total number of infill points and their precision [200].
If the replication strategy performs only a few replications at each
point, we can sample many infill points but the estimates f¯(x) may
remain very noisy. This may result in inaccurate Kriging models,
which in turn affects the search step (i.e., we might sample points
with bad objective values). Additionally, it may cause problems in
the identification step, as it becomes more difficult to differentiate
between good and inferior solutions. Allocating more replications to
the points mitigates these issues, but decreases the number of infill
points, implying that we might not get the chance to discover (some)
interesting alternatives.
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Table 4.2 summarizes the main characteristics of the algorithms
(infill criterion, replication strategy, identification criterion). As ev-
ident from this table, the identification criterion varies between the
algorithms: yet, most of them rely on fˆ(x) and s2(x) for proposing
the final solution. The remainder of this section briefly explains the
search and the replication strategy for each algorithm.
Table 4.2: Kriging-based optimization algorithms
Algorithm Source Infill Replication Identification Info on
criterion strategy criterion τ2(x)
required?
1) MQ [201] Min quantile Revisits min
x∈ΘT
q(x) No
2) SKO [118] AEI Revisits min
x∈ΘT
q(x) Yes
3) CKG [93] CKG Revisits min
x∈ΘT
fˆ(x) Yes
4) EQI [200] EQI Replication step &
Revisits
min
x∈ΘT
q(x) Yes
5) TSSO [208] MEI Replication step min
x∈ΘT
f¯(x) No
6) eTSSO [166] MEI Replication step min
x∈ΘT
f¯(x) No
Note: q(x) is the Kriging quantile, q(x) = fˆ(x)+Φ−1(β)s(x) where Φ−1(.) is the inverse
CDF of standard normal distribution and β ∈ (0, 0.5] in MQ and β ∈ [0.5, 1] in SKO and
EQI [199].
MQ algorithm
MQ is straightforward and acts as a benchmark for other algo-
rithms: it simply chooses the point with minimum Kriging quantile,
q(x) = fˆ(x)+Φ−1(β)s(x) with β ∈ (0, 0.5], as the infill point in each
iteration k: xk = arg min
x∈Θ
q(x).
Obviously, MQ does not require information on τ 2(x). The
algorithm allocates a fixed number B of replications per iteration:
the analyst needs to decide on B prior to running the algorithm.
However, MQ allows for revisits: at any iteration k, we might sample
a point that has been simulated previously, and add B additional
replications. The sampled points can thus receive a different total
number of replications depending on how often they are revisited.
Adapted sequential Kriging optimization (SKO)
The SKO algorithm of Huang et al. [118] chooses the alternative
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with maximum augmented expected improvement (AEI) as the next
infill point:
AEI(x) = E
[
max
(
fˆ(x∗∗)− fˆ(x), 0
)](
1− τ(x)√
s2(x) + τ 2(x)
)
,
(4.2)
where fˆ(x∗∗) is the Kriging prediction at the current effective best
solution x∗∗: i.e., the point with minimum q(x) among the simu-
lated points, with β ∈ [0.5, 1]. Thus, the first term of the above
equation represents how much we expect the cost value at x to be
lower than fˆ(x∗∗), see Huang et al. [118] for details. This algorithm
was originally designed for homogeneous noise: in the second term of
Equation 4.2, we introduce τ 2(x) instead of τ 2 to reflect the presence
of heterogeneous noise. SKO also uses a fixed number of replications
per iteration (B) and allows for revisits. Note that the second term
in Equation (4.2) prevents the algorithm from getting trapped in
a given point x, as continued resampling causes s2(x) to gradually
approach zero, which in turn pushes AEI(x) towards zero [118].
Correlated knowledge-gradient (CKG)
The idea behind the correlated knowledge-gradient (CKG) infill
criterion is that in noisy environments, the Kriging prediction fˆ(x)
may be closer to f(x) than the sample mean f¯(x); therefore, points
are selected based on their effect on the Kriging prediction [93, 199].
More specifically, at iteration k + 1, the improvement that would
result from sampling alternative xk+1 is defined as:
I(xk+1) = min
x∈Θk∪xk+1
fˆk(x)− min
x∈Θk∪xk+1
fˆk+1(x), (4.3)
where Θk is the set of simulated points at the end of iteration k,
fˆk(x) is the current Kriging prediction and fˆk+1(x) is the Kriging
prediction after refitting the Kriging metamodel with xk+1 included.
We choose the point with highest CKG(x) = E[I(x)] as the next
point. As with SKO, we need to know τ 2(x) (or its estimate) for
calculating this expectation (see Frazier et al. [93] for further details
on this calculation). Analogous to MQ and SKO, the CKG algorithm
67
4.2. Overview of Kriging-based algorithms
allows for revisits, and uses a fixed number of replications B per
iteration.
Expected quantile improvement (EQI)
In EQI, at iteration k + 1, simulating an alternative xk+1 is
beneficial if its quantile using the updated Kriging model is lower
than the current minimum quantile:
I(xk+1) =
(
min
x∈Θk
qk(x)− qk+1(xk+1)
)+
, (4.4)
where qk+1(x
k+1) is the quantile of the updated Kriging metamodel
at xk+1, with β ∈ [0.5, 1]. The next point is the point with maximum
EQI(x) = E[I(x)]; Picheny et al. [200] explain the calculation of this
expectation. Again, this calculation requires an estimate of τ 2(x).
EQI allows for revisits, and additionally includes a replication
step after each search step (see Figure 4.1). The number of replica-
tions per iteration is no longer fixed to a constant B. In the search
step of iteration k + 1, EQI samples the infill point xk+1 with ninc
replications and refits the Kriging metamodel. In the replication
step, it checks whether performing another ninc replications at x
k+1
is beneficial, by looking at the evolution of EQI(xk+1) (see Picheny
et al. [200] for details). If so, the algorithm adds another ninc repli-
cations, updates f¯(xk+1) and V̂ar[f¯(xk+1)], and refits the Kriging
metamodel. This is repeated until adding extra replications is no
longer beneficial: at this moment EQI leaves the replication step.
Two-stage sequential optimization (TSSO)
Analogous to EQI, TSSO has a search and a replication step
(called allocation stage in Quan et al. [208]). In the search step of
iteration k+ 1, TSSO looks at all unvisited alternatives (x ∈ Θ\Θk)
and simulates the one with maximum modified expected improve-
ment (MEI):
MEI(x) = E
[
max
(
fˆ(xmin)− f ∗p (x), 0
)]
, (4.5)
where fˆ(xmin) is the stochastic Kriging prediction at xmin =
arg minx∈Θk f¯(x) (i.e., the alternative with the lowest sample mean
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among the already simulated points) and f ∗p (x) is a normal ran-
dom variable: f ∗p (x) ∼ N(fˆ(x), sD(x)) where the mean fˆ(x) is the
stochastic Kriging prediction at solution x, and s2D(x) is the estimate
of deterministic Kriging prediction error. TSSO does not require
τ 2(x) for calculating MEI(x), see Quan et al. [208] for details. Note
that, as TSSO considers only unvisited alternatives in the search
step, revisits are not allowed.
The number of replications per iteration is fixed to a prede-
termined value B. This number is shared between the search and
replication steps according to a heuristic [208]. In the replication
step, the algorithm uses the optimal computing budget allocation
(OCBA) which is a Bayesian ranking and selection procedure [50].
OCBA allocates most of the replication step budget to points with
low f¯(x) and high V̂ar[f¯(x)] [208], in view of maximizing the prob-
ability of selecting the best point among the sampled ones.
Extended two-stage sequential optimization (eTSSO)
The eTSSO algorithm differs from the TSSO approach in the
number of replications per iteration; while this was fixed to a given
value B in TSSO, it now differs for each iteration k:
Bk = Bk−1
(
1 +
V̂ar[f¯(xOCBA)]
V̂ar[f¯(xOCBA)] + s2D(x
k)
)
, (4.6)
where V̂ar[f¯(xOCBA)] is the estimate of the variance of the sample
mean at the point where OCBA allocates the highest number of
replications (xOCBA), and s
2
D(x
k) is the estimate of the deterministic
Kriging prediction error at the point that maximizes MEI at itera-
tion k. In eTSSO, the search step budget of each iteration is fixed
to a value (ns) prior to running the algorithm: at iteration k, the
replication step budget of eTSSO is thus Bk − ns.
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4.3 Designing numerical tests
In this section, we explain our experiments in detail. We apply the
Kriging-based algorithms to three well-known analytical test func-
tions; Section 4.3.1 provides the details. We also test our algorithms
on the inventory problem of Fu and Healy [100], see Section 4.3.2.
Section 4.3.3 explains the method used for sampling the initial design
and Section 4.3.4 discusses the different scenarios tested in our exper-
iments. We discuss the implementation of the algorithms in Section
4.3.5. Finally, Section 4.3.6 explains the performance measure used
to compare the algorithms.
4.3.1 Analytical test functions
The algorithms are applied to minimize three well-known analytical
test functions (Camelback, rescaled Branin, and Hartmann-6; [78]),
perturbed with heterogeneous Gaussian noise. Hence, we obtain
noisy observations f˜j(x
i) = f(xi)+εj(x
i), with εj(x
i) ∼ N(0, τ(xi)).
Table 4.3 gives further details on these analytical test functions. All
test functions are continuous; however, as discussed in Section 4.1,
we discretize the domain to obtain a large but finite set of solutions.
In this way, we avoid the challenging problem of maximizing the ex-
pected improvement criteria in continuous space; also, some of the
criteria might be more difficult to maximize than others. We dis-
cretize the domains using Faure low discrepancy sequences (a quasi-
Monte Carlo sampling method with good space-filling properties,
see chapter 5 of Lemieux [161]) and we take 1000 points for the
Camelback and Branin functions (d = 2), and 10000 points for the
Hartmann-6 function (d = 6). These points represent our set of can-
didate points Θ; our objective is to find the global minimum among
these alternatives (referred to as x∗, having function value f(x∗))
using our Kriging-based algorithms.
Figures 4.2 and 4.3 show an illustration of the rescaled Branin
and the Camelback functions, along with their respective candidate
points. As evident from the figures, the global minimum of Camel-
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back lies within a small valley, while Branin has a large flat valley.
Although the exact shape of Hartmann-6 is unknown, it is well-
known that it is a multimodal function.
Table 4.3: Analytical test functions
Function Description
Six-hump f(x1, x2) = 4x21 − 2.1x41 + x61/3 + x1x2 − 4x22 + 4x42
Camelback −2 6 x1 6 2 and −1 6 x2 6 1
x∗ = (0.0977,−0.6973)
f(x∗) = −1.0294, Rf ' 7.3
Rescaled Branin f(x1, x2) =
1
51.95
[(
x¯2 − 5.1x¯
2
1
4pi2
+ 5x¯1
pi
− 6
)2
+(
10− 10
8pi
)
cos(x¯1)− 44.81
]
, x¯1 = 15x1 − 5, x¯2 = 15x2
0 6 x1 6 1 and 0 6 x2 6 1
x∗ = (0.541, 0.1348)
f(x∗) = −1.0459, Rf ' 6
Hartmann-6 f(x1, ..., x6) = −
∑4
i=1 ci exp
[
−∑6j=1 αij(xj − pij)2]
ci, αij , pij are parameters, see [78]
0 6 xi 6 1 for i = 1, ..., 6
x∗ = (0.2382, 0.1391, 0.3665, 0.3286, 0.3519, 0.7018)
f(x∗) = −3.02, Rf ' 3.3
Note: Rf is the range of the response (maxx∈Θ f(x)−minx∈Θ f(x)) in
the region of interest.
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Figure 4.2: Rescaled Branin function and candidate points; an arrow points to
x∗
71
4.3. Designing numerical tests
−2
−1.5
−1
−0.5 0 0.5 1 1.5 2 −1
−0.5
0
0.5
1
−2
−1
0
1
2
3
4
5
6
x2
x1
f
(x
)
(a) Camelback function
x1
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
x
2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
(b) Candidate points and contour
plot of the Camelback function
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4.3.2 The (s, S) inventory problem
In the inventory control problem of Fu and Healy [100], a firm em-
ploys a periodic review (s, S) policy to manage the inventory of a
single product. At the end of each period (e.g., each week), the firm
checks the inventory. If the inventory position (i.e., inventory on-
hand + on-order − backorder) is above the level s, the firm does
not order. If it is below s, the firm orders the difference between the
order-up-to level S and the inventory position. Demand is stochas-
tic and continuous and is i.i.d across the periods. The goal is to
determine the optimal s and S in view of minimizing the long-run
expected cost per period. The costs include the fixed ordering (K),
per-unit ordering (c), holding (h), and backorder (b) cost. Zero re-
plenishment lead time and full backlogging are assumed.
To simulate this problem, we use a simulation runlength of 1000
periods per replication with a warm-up length of 100 periods. The
inventory parameters (s, S) are continuous; we again use the Faure
sequence to take 1000 space filling solutions (Figure 4.4). The ex-
pected cost function is convex and with exponential demand, it has
a closed form, such that the optimal s and S can be calculated ana-
lytically; we can thus evaluate the performance of our Kriging-based
algorithms (see Table 4.4 for details about the parameters used in
our experiment; based on Table 1 in Fu and Healy [100]).
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Figure 4.4: Expected cost function of the (s, S) inventory problem with
exponential(λ) demand; an arrow points to x∗
Table 4.4: (s, S) inventory problem with exponential(λ) demand
Description
periodic review f(s, S) = c
λ
+ [K +h(s− 1
λ
+ 0.5λ(S2− s2)) + h+b
λ
e−λs]/[1 +
λ(S − s)]
(s, S) problem K = b = 100, c = h = 1, λ = 0.0002
10000 6 s 6 22500 and 22600 6 S 6 35000
x∗ = (22084.9609, 23060.1563)
f(x∗) = 28165.0049, Rf ' 8584
Note: Rf is the range of the response (maxx∈Θ f(x) −minx∈Θ f(x)) in the region of
interest.
4.3.3 Initial design and Kriging metamodeling
For the initial design, we follow the suggestion of Jones et al. [124]:
n0 = 10d (so 20 initial points for the Camelback and rescaled Branin
functions, as well as for the (s, S) inventory problem; 60 initial design
points for the Hartmann-6 function). A maximin Latin hypercube
sample (LHS) is used to obtain these points (as is common in Krig-
ing metamodelling, see Picheny. Wagner and Ginsbourger [201]); we
determine f¯(xi) for each i = 1, ..., n0 using 55 replications (in view
of controlling the noise, see Section 4.3.4). As prevalent in the lit-
erature, we consider only a constant trend (i.e., an intercept) in the
Kriging metamodel [133]. We also don’t use common random num-
bers (CRN): as shown by Chen and Simchi-Levi [57], CRN increases
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the variance of the Kriging predictor and variance of the constant
trend estimator. We fit the Kriging metamodel by means of maxi-
mum likelihood; Matern 2.5 is used as the covariance function (see
Rasmussen and Williams [210], chapter 4).
4.3.4 Algorithmic factors
There are many factors that can influence the performance of the al-
gorithms: some factors are internal or algorithm-specific parameters
(e.g., β in SKO), while others are external (such as the replication
budget, the noise magnitude and noise structure). Table 4.5 provides
an overview which we now detail.
Table 4.5: External Factors considered
Factors levels
Replication budget Low: 550 replications
High: 2750 replications
Number of replications per iteration
(for SKO, CKG, TSSO, and MQ)
B = 55
Noise magnitude for the 3 Light noise
analytical test functions min
x∈Θ
τ(x) = 0.15Rf
max
x∈Θ
τ(x) = 0.6Rf
Heavy noise
min
x∈Θ
τ(x) = 1.5Rf
max
x∈Θ
τ(x) = 6Rf
Noise structure for the 3 Best case
analytical test functions min
x∈Θ
τ(x) at min
x∈Θ
f(x)
max
x∈Θ
τ(x) at max
x∈Θ
f(x)
Worst case
min
x∈Θ
τ(x) at max
x∈Θ
f(x)
max
x∈Θ
τ(x) at min
x∈Θ
f(x)
Note: Rf is the range of the objective value in the region of interest.
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We test our algorithms using low and high replication budgets;
this refers to the replication budget available after simulating the n0
initial points, for performing the search and replication steps. We
focus on problems for which a very small number of solution eval-
uations are possible, e.g., because the simulation is very time con-
suming. The number of replications per iteration (B) is equal to 55
for SKO, CKG, TSSO, and MQ, implying that with low (resp. high)
budget we simulate 10 (resp. 50) infill points for these algorithms. In
TSSO, the number of replications per infill point is usually less than
55, since 55 replications are shared between the search and replica-
tion steps (see Section 4.2.2). In EQI and eTSSO, B is not fixed;
the number of infill points is thus not known prior to running these
algorithms.
The maximum and minimum values of τ(x) are linked to Rf ,
i.e., the range of the objective value in the region of interest (as
in Huang et al. [118] and Picheny and Ginsbourger [199]). With
light noise, τ(x) varies between 15% and 60% of Rf . With heavy
noise, these numbers increase to 150% and 600% of Rf . We sample
the initial designs with 55 replications: for these points the noise
on f¯(x) varies between 1.5/
√
55Rf = 0.2Rf and 6/
√
55Rf = 0.8Rf
with heavy noise.
In real-life problems, the noise can follow any type of structure.
In the (s,S) inventory problem this structure is unknown. For the 3
analytical test functions, we assume that the standard deviation of
the noise (i.e., τ(x)) varies linearly in terms of the objective value:
τ(x) = af(x) + a× b (see Appendix J for details). Here, we focus on
two cases:
1. Best case: the noise standard deviation decreases linearly as
the objective value decreases; therefore we have minimum noise
at the global minimum.
2. Worst case: the noise standard deviation increases linearly as
the objective value decreases; we then have maximum noise at
the global minimum.
As mentioned earlier, CKG, EQI, and SKO need an estimate
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of τ(x) at all the candidate points. In the analytical test functions,
τ(x) is known: as mentioned above, we assume a linear relation
between τ(x) and the function value. We then estimate τ(x) at
x ∈ Θ by using the Kriging prediction fˆ(x) instead of the unknown
true function value: τˆ(x) = afˆ(x) + a× b.
In practical implementations, τ(x) will be unknown. Therefore,
for the analytical test functions, the noise estimates offered to CKG,
EQI, and SKO are much better than the estimates that one would
likely obtain in practice, where no prior information on τ(x) is avail-
able. This is the case in the inventory test problem. Analogous to
Section 3.1 in Ankenman et al. [16], we then fit a deterministic Krig-
ing model to the sampled variances of the simulated function values
and use it to predict τ(x) at any x ∈ Θ.
Figure 4.5 illustrates the structure of heavy worst case and
heavy best case noise for the Branin function, at x2 = 0. Here
Rf = 6, so the maximum and minimum standard deviation of noise
with 55 replications are 0.8× 6 = 4.8 and 0.2× 6 = 1.2, respectively.
As shown in the figure, with best case noise, this maximum occurs
at (x1 = 0, x2 = 0), and the noise drops linearly as f(x) decreases.
With worst case noise, we have the opposite behavior.
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Figure 4.5: Heavy worst case and best case noise for rescaled Branin function
at x2 = 0 with 55 replications
The noise structure may substantially impact the performance
of the algorithms, as it impacts the search pattern in step 2. As an
illustration, Figure 4.6 shows the structure of MEI for the Camelback
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function, with best and worst case noise, at the first iteration of an
arbitrary run (so only the n0 design points have been simulated).
With best case noise, the maximum MEI is near the optimal solution;
with worst case noise, the search may be driven to non-interesting
areas of the search space. The noise structure can thus completely
change the search behaviour of the algorithms.
(a) Camelback function, the location of the optimum is
indicated in red
(b) MEI for best case heavy noise (c) MEI for worst case heavy noise
Figure 4.6: MEI of Camelback function for the first iteration of a given run,
with best and worst case noise. The dark red regions of the figures
have the highest values for MEI, and are most likely to be sampled
in the next step
Table 4.6 provides the parameter settings of the algorithms.
Huang et al. [118] recommend β = 0.84 for SKO (Φ−1(0.84) = 1);
for the β values in MQ and EQI we follow the suggestions of Picheny
et al. [201]. We follow the recommendation of Picheny et al. [200]
for α in EQI; we set ninc=10. In TSSO, nmin (i.e., the minimum
number of replications for simulating an infill point) only affects the
way B is shared between the search and replication steps (see Quan
et al. [208]). In eTSSO, we chose ns = 10 to match ninc of EQI.
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Table 4.6: Parameter settings for different algorithms
Algorithm Factors
MQ β = 0.1
SKO β = 0.84
EQI β = 0.5, ninc = 10, α = 0.5
TSSO nmin = 2
eTSSO ns = 10
Note: CKG does not require any parameters.
4.3.5 Implementation details
For best case as well as for worst case noise, we have the following 4
settings: 1) Low budget – Light noise 2) Low budget – Heavy noise
3) High budget – Light noise 4) High budget – Heavy noise. These
are applied to each of the 3 analytical test functions, yielding a total
of 2 × 4 × 3 = 24 scenarios. For the inventory problem, we have 2
scenarios: low budget and high budget. Recall that the budget is
for the search and replication steps (steps 2 and 3 in Figure 4.1).
To evaluate the performance of an algorithm for a given scenario,
we use 100 macroreplications: we run the algorithm 100 times, each
time using a different initial Latin hypercube design. In a given
macroreplication, all algorithms start with the same set of initial
points (same xi, f¯(xi), and V̂ar[f¯(xi)]) and, hence, the same Kriging
model (analogous to Picheny et al. [201]).
All the algorithms were coded in MATLAB. To fit the
stochastic Kriging models, we used the code provided on http://
stochastickriging.net/, for CKG we used the code on http://people.
orie.cornell.edu/pfrazier/src.html, the TSSO code was based on http:
//www.ise.nus.edu.sg/staff/ngsh/download/matlabdocs/SOK/ and
the eTSSO code was obtained from the authors of Liu et al. [166].
The remaining algorithms were coded by the authors themselves and
compared with the DiceOptim package in R [199] to ensure correct-
ness.
As most of the algorithms allow for revisits, the covariance ma-
trix of the metamodel may become ill-conditioned; we follow the
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guidelines in Section 4.3 of Picheny and Ginsbourger [199] for han-
dling this issue. Table 4.7 shows the average running time of dif-
ferent algorithms for one macroreplication in all the test problems
(on a Dell desktop with 3.4 GHz Core i7-2600 processor and 8GB of
RAM). For the analytical test functions, we focused on heavy worst
case noise; the structure or magnitude of noise had only minor ef-
fects on the running times. As evident from the table, CKG and
then EQI have the longest running time, while eTSSO requires the
smallest computation time followed by MQ. In eTSSO, the number of
replications per iteration quickly increases (see Equation 4.6) and the
budget is depleted after a relatively small number of iterations: this
explains its short running time. CKG requires a lot of time to cal-
culate the expected improvement of all 10000 feasible alternatives in
Hartmann-6 and thus, as shown in the table, takes around 24 hours
per macroreplication. For the experiments in Section 4.4, we im-
plemented this algorithm on a server with 5 cores and 100 threads,
running each macroreplication on a different thread. However, in
many problems, the feasible region contains millions of points [265];
the computational requirements may limit the applicability of CKG
in these cases.
Table 4.7: Average running time of different algorithms for one macroreplica-
tion (high budget) in seconds
Algorithm (s, S) problem Camelback Branin Hartmann-6
MQ 17 20 19 61
SKO 31 24 31 91
CKG 385 384 379 88734
EQI 133 109 73 256
TSSO 26 24 27 121
eTSSO 4 6 4 17
4.3.6 Performance measure
Let xrm be the point returned by the algorithm in the identification
step at macroreplication m = 1, 2, ..., 100. GAPm = f(x
r
m) − f(x∗)
then represents the difference in objective value between the alter-
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native suggested by the algorithm and the optimal solution. The
distribution of GAP = (GAP1, GAP2, ..., GAP100) is our main per-
formance measure, visualized by means of a boxplot for each of the
algorithms.
4.4 Results
In this section, we provide the results of our analysis. As outlined
above, we study the following research questions:
1. Does the structure and magnitude of the noise and the repli-
cation budget affect the performance of the algorithms?
2. Do the algorithms that require an estimate of the noise variance
function in step 2 (CKG, SKO, EQI) outperform the others
that don’t need this information?
3. How do the algorithms perform in comparison to our bench-
mark algorithm (MQ)?
4. How do the algorithms compare in terms of their search strate-
gies? Do they manage to locate good solutions among Θ?
5. Are the replication strategies of the algorithms effective? Do
they help the algorithms to distinguish the superior solutions
in the identification step, or do the algorithms experience the
identification problem?
In Section 4.4.1, we discuss the effect of the external factors
proposed in Table 4.5. Section 4.4.2 details the performance of the
algorithms with respect to our performance measure, GAP . In Sec-
tion 4.4.3 we discuss the effect of the identification step on the perfor-
mance of the algorithms. As the results were similar for the Camel-
back, Branin, and the (s, S) problem, we moved the results of the
two latter ones to Appendix K and L, respectively; only the results
for Camelback (Figures 4.7, and 4.9) and Hartmann-6 (Figures 4.8,
and 4.10) are discussed in the text.
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4.4.1 Effect of external factors
The effect of the external factors on the performance of the algo-
rithms is largely the same for the different test problems. From
Figures 4.7 and 4.8, we can derive the following effects:
(a) Best case noise
0 0.2 0.4 0.6 0.8
eTSSO
TSSO
EQI
CKG
SKO
MQ
Low budget, Light noise
0 0.2 0.4 0.6 0.8
eTSSO
TSSO
EQI
CKG
SKO
MQ
High budget, Light noise
0 1 2 3 4 5
eTSSO
TSSO
EQI
CKG
SKO
MQ
Low budget, Heavy noise
0 1 2 3 4 5
eTSSO
TSSO
EQI
CKG
SKO
MQ
High budget, Heavy noise
(b) Worst case noise
0 0.5 1 1.5
eTSSO
TSSO
EQI
CKG
SKO
MQ
Low budget, Light noise
0 0.5 1 1.5
eTSSO
TSSO
EQI
CKG
SKO
MQ
High budget, Light noise
0 1 2 3 4 5
eTSSO
TSSO
EQI
CKG
SKO
MQ
Low budget, Heavy noise
0 1 2 3 4 5
eTSSO
TSSO
EQI
CKG
SKO
MQ
High budget, Heavy noise
Figure 4.7: GAP for the Camelback function (Rf = 7.3). At each scenario, the
boxplots show the distribution of GAP for each distinct algorithm.
The median is indicated by a solid circle; the edges of the boxes
are the 25th and 75th percentiles
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• Replication budget: comparing low and high budget figures
reveals that a higher replication budget improves the GAP dis-
tribution for all algorithms; for the analytical test functions,
though, the difference is smaller with heavy noise: simulat-
ing more infill points does not significantly improve GAP with
heavy noise.
• Noise structure (for the analytical test functions): Fig-
ures 4.7 and 4.8 show that the performance of all algorithms
usually degrades with worst case noise comparing with best
case noise, for all scenarios.
• Noise magnitude (for the analytical test functions):
Comparing light and heavy noise figures, we see that stronger
noise has a substantial negative impact on the performance of
all algorithms. Moreover, noise magnitude has a stronger influ-
ence on the performance of the algorithms than noise structure.
4.4.2 Comparison with respect to GAP
Figures 4.7 and 4.8 show that there is no algorithm that clearly
provides a smaller GAP than other algorithms in all the tested sce-
narios. The benchmark algorithm MQ is very competitive in Camel-
back, Branin, and the (s, S) problem: only CKG and SKO tend to
outperform MQ. TSSO and eTSSO give the largest GAP on average
(especially with best case noise). The results for Hartmann-6 are
somewhat different: as evident from Figure 4.8, MQ is less competi-
tive (especially with light noise); together with EQI, it usually gives
the largest GAP . TSSO usually provides the best outcome (except
with heavy best case noise), and is similar in performance to CKG.
The above observations show that, among the algorithms that
require τ 2(x) in step 2, CKG and SKO usually outperform the bench-
mark MQ algorithm, while EQI performs worse. This holds even in
the (s, S) inventory problem where τ 2(x) is estimated via a meta-
model, see Appendix L. Analogous to MQ, the TSSO and eTSSO
algorithms don’t require an estimate for τ 2(x) in step 2: Figures 4.7
and 4.8 show that TSSO usually provides a better GAP than eTSSO
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(the same holds for the Branin function and the inventory problem,
see Figures K.1 and L.1).
(a) Best case noise
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(b) Worst case noise
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Figure 4.8: GAP for the Hartmann-6 function (Rf = 3.3). At each scenario,
the boxplots show the distribution of GAP for each algorithm. The
median is indicated by a solid circle; the edges of the boxes are the
25th and 75th percentiles
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4.4.3 Effect of the identification step
In the previous section, we mentioned that TSSO usually provides
a bad GAP : in comparison to other algorithms, the final solutions
returned by this algorithm usually have higher objective values. This
bad GAP performance can have two reasons: (1) the algorithm fails
to discover promising alternatives in the search step, so ΘT (the set
of sampled solutions) does not contain interesting points (i.e., search
problem); or (2) promising alternatives are present in ΘT , but the
algorithm fails to identify them in the identification step; it thus
returns an inferior solution to the user (i.e., identification problem).
For the Camelback function, Figure 4.9 shows the GAP per-
formance of algorithms if we had achieved perfect identification in
the last step, i.e., if there was no identification problem. Algorithms
then return the true best point among ΘT as the final solution (the
search strategies and thus the sampled solutions are unchanged).
Comparing to Figure 4.7, TSSO is performing much better and as
evident from Figure 4.9, in the absence of the identification problem,
TSSO provides very good performance in all scenarios. Therefore,
the bad GAP performance of TSSO in Figure 4.7 is caused by the
identification problem rather than the search problem; Figure 4.9
shows that TSSO actually has a relatively good search strategy as it
usually discovers better alternatives than other algorithms. It thus
seems that the replication strategy of TSSO is not very successful:
the algorithm usually can’t distinguish between the inferior and good
solutions in the identification step (the same observations hold for
the Branin function, Figures K.1 and K.2; and the inventory prob-
lem, Figure L.1). For Hartmann-6, most of the algorithms already
achieve perfect identification using the identification criteria in Table
4.2 (i.e., the GAP boxplots in Figures 4.8 and 4.10 are identical in
most cases).
The replication strategy of the algorithms also affects their per-
formance in the search step. Appendix N shows the number of dis-
tinct infill points (i.e., without counting the revisits) sampled by the
algorithms, for the high budget scenarios. As evident from these
figures, TSSO always samples 50 distinct infill points as it does not
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(a) Best case noise
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(b) Worst case noise
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Figure 4.9: GAP results for the Camelback function with perfect identification
(Rf = 7.3). At each scenario, the boxplots show the distribution
of GAP for each algorithm when the true best point among the
sampled points is returned as the final solution. The median is
indicated by a solid star. The edges of the boxes are the 25th and
75th percentiles
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allow for revisits. All other algorithms sample fewer distinct points.
This can also contribute to the relatively good search performance
of TSSO. EQI and eTSSO usually yield the lowest number of dis-
tinct infill points. Especially with heavy noise, EQI becomes very
“conservative”, and spends a lot of replications to get more precise
estimates for the objective value: the replication budget is depleted
after sampling a few infill points. In eTSSO, the number of replica-
tions per iteration quickly increases (see Equation (4.6)), implying
that the budget is also depleted after a relatively small number of
iterations.
The above observations lead us to conjecture that if the iden-
tification problem of TSSO could be solved, this algorithm would
probably provide much better GAP results, and might even be pre-
ferred over CKG or SKO (as it does not require τ 2(x) in step 2).
This could be done by either changing the replication strategy used
by the algorithm (for instance, using other ranking and selection
procedures instead of OCBA), or by modifying the identification cri-
terion. For the Branin and Camelback functions, Figures K.3 and
M.1 in appendix show, for instance, the change in performance when
the identification criterion of TSSO is changed to choose the point
with minimum Kriging prediction (as in CKG) instead of the point
with minimum sample mean. This modified TSSO (MTSSO) al-
most always gives a better GAP performance than TSSO, and has
a performance similar to MQ; the identification criterion thus has a
significant effect on the outcome of Kriging-based algorithms.
Although it is more acute in TSSO, all algorithms have identi-
fication issues in the inventory problem (Figure L.1), and the Camel-
back and Branin functions (compare Figure 4.7 vs. 4.9 and Figure
K.1 vs. K.2); in the latter two functions, the impact on the resulting
GAP distribution is more severe with heavy noise, as higher noise also
has a negative impact on the search step. The replication strategies
of the algorithms are thus, in general, not helpful. While increasing
B (replication budget per iteration) might, at first sight, seem the
obvious way to mitigate this problem, it is in general not easy to
find the right B in practical problems where the optimal solution is
unknown. Moreover, a higher B will cause us to sample less infill
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points. While some algorithms (i.e., eTSSO and EQI) determine B
dynamically during the run of the algorithm, our results reveal that
these are not very successful.
(a) Best case noise
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(b) Worst case noise
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Figure 4.10: GAP results for Hartmann-6 function with perfect identification
(Rf = 3.3). At each scenario, the boxplots show the distribution
of GAP for each algorithm when the true best point among the
sampled points is returned as the final solution. The median is
indicated by a solid star. The edges of the boxes are the 25th and
75th percentiles
We thus believe that it is essential to focus on smarter repli-
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cation strategies. One could include, for instance, a R&S procedure
that acts as a “clean-up” in the identification step (see, e.g., the pro-
cedure proposed in Boesel et al. [41]); the aim of this R&S procedure
is to discard the bad alternatives in ΘT and find a sufficiently good
one using as few replications as possible. Alternatively, R&S could
be used in the optional replication step (see Figure 4.1); Hong and
Nelson [112], for instance, propose a R&S procedure to identify the
best alternative among the sampled ones in each iteration. In ad-
dition to mitigating the identification problem, this approach might
also enable the algorithm to choose better infill points in the search
step. While the OCBA technique [50] used in TSSO tries to achieve
a similar goal, our results indicate that it is not very effective. Al-
though perfect identification (as in Figures 4.9 and 4.10) is unlikely
to result from any given R&S method, these figures illustrate the
best possible improvement in GAP that we could hope to obtain.
Evidently, R&S consumes replication budget. Note, however,
that in our case, all algorithms provide better GAP performance in
low budget scenarios with perfect identification than in their corre-
sponding high budget scenarios without perfect identification (e.g.,
compare Figures 4.7 and 4.9 for the Camelback function; the same
observations hold for the Branin function and the inventory prob-
lem). Therefore, reducing the budget of the search step to allow for
a suitable R&S could be beneficial. In Hartmann-6, R&S is less use-
ful since the criteria employed by the algorithms usually achieve good
identification. Only with heavy noise, R&S might still be beneficial.
Further research is needed on how to combine Kriging-based
algorithms with R&S to achieve an appropriate replication strategy.
In addition, deciding on how much replication budget to allocate to
the R&S step is not straightforward. For instance, when using R&S
in a clean-up phase, we should decide on when to stop simulating
infill points and move to the R&S stage.
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4.5 Conclusions and future research
In this chapter, we have compared six recent Kriging-based algo-
rithms for continuous optimization via simulation with heterogeneous
noise. Our results showed that not only the magnitude, but also the
structure of the noise can affect the performance of the algorithms.
We also showed that increasing the replication budget could improve
the performance of the algorithms, especially when the noise magni-
tude was low.
CKG, SKO, and EQI require an estimate for the noise variance
function but in practice, finding a reasonable estimate can be chal-
lenging. Among these algorithms, CKG and SKO tend to outperform
our benchmark algorithm (MQ), while EQI does not. CKG is com-
putationally very intensive, especially when the number of candidate
points is high. Analogous to MQ, TSSO and eTSSO do not require
information about the noise variance function. We did not observe
a big difference between TSSO and eTSSO; TSSO usually even gave
better results. The quality of the solutions returned by TSSO was
strongly affected by its inability to identify good solutions among the
simulated ones in the identification step: if it were successful in iden-
tifying the best alternatives, it would give significantly better results
than MQ, and would perform as well as CKG or SKO. However, it
would likely be preferred over CKG or SKO, since it does not require
information with regard to the noise variance function.
Our results indicate that, all algorithms suffer from the identi-
fication problem; the resulting GAP distributions are worse for set-
tings with heavy noise, as a higher noise also negatively impacts the
search step. Consequently, it is essential to combine the algorithms
with smarter replication strategies (e.g., using appropriate ranking
and selection methods). In our opinion, this is a key area for future
research.
All the Kriging-based algorithms considered in this chapter are
designed for optimizing a single objective. In Chapter 5, we introduce
profit standard deviation as a secondary objective in the assortment
and pricing problem of Chapter 2. Multi-objective Kriging-based
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algorithms with stochastic Kriging are, however, non-existent. Based
on stochastic Kriging and the search criterion of TSSO, we extend
the ParEGO framework of Knowles [142] to stochastic simulation in
the next chapter. Overall, as discussed above, the search criterion of
TSSO showed a promising performance in our experiments.
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Chapter 5
Pricing and quality
decisions for a risk-averse
manufacturer
In Chapter 2, we characterized the optimal quality, pricing, and in-
ventory decisions of a make-to-stock manufacturer with “full infor-
mation”. The objective of the firm was to maximize the long-run
expected profit per period, which is appropriate for risk-neutral de-
cision makers [56]. In practice, however, decision makers are often
risk-averse, meaning that they are willing to make a trade-off between
the expected profit per period and the profit risk which we quantify
in this chapter by the standard deviation of profit per period. Stan-
dard deviation of profit (or cost) has been extensively used in the
literature and practice as a measure for risk [106], see for instance,
Han et al. [106], Mital et al. [181], and Nikolova and Stier-Moses
[186].
For ease of explanation, we focus on a single product and we
assume that the decision maker has insight into the impact of his
choices on the production system (i.e., full information). The goal
of the decision maker is to set the price, quality, and base-stock in-
ventory level of the product to obtain a desired trade-off between
mean profit and profit standard deviation. The optimal trade-off
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will depend on the risk aversion of the decision maker. For risk-
neutral decision makers, the optimal outcome is to maximize the
expected profit, as risk-neutrality implies that one is insensitive to
profit variability; by contrast, extremely risk-averse decision mak-
ers will opt for the solution that minimizes profit standard devia-
tion [176]. Between these two extreme scenarios, we find a set of
mean-standard deviation Pareto-optimal solutions. These solutions
are on the Pareto frontier because it is impossible to increase their
expected profit without increasing their profit standard deviation.
As profit standard deviation per period is analytically intractable
for our integrated production/inventory system, we resort to simula-
tion optimization (sim-opt) to approximate the set of Pareto-optimal
solutions. Our main objective in this chapter is twofold:
1. To develop a multi-objective Kriging-based algorithm, that can
efficiently (i.e., sampling as few points as possible) approximate
the Pareto frontier. This algorithm employs stochastic Kriging,
and is inspired by the ParEGO multi-objective optimization
framework of Knowles [142]. As will be shown, this enables
us to obtain good representations (i.e., approximations) of the
full Pareto frontier with significantly lower computation time
than exhaustive simulation. To the best of our knowledge,
this is the first multi-objective Kriging-based algorithm with
stochastic Kriging. As such, the algorithm just provides a first
contribution to this field.
2. To gain insight on how the price and quality levels of the make-
to-stock manufacturer change as we go from the risk-neutral so-
lution towards Pareto-optimal solutions with lower profit stan-
dard deviation (i.e., more risk-averse alternatives). For reasons
discussed in Section 5.3, the Pareto frontier approximation is
not appropriate to derive such conclusions. Instead, we use
(partial) analytical results.
The structure of this chapter is as follows. In Section 5.1 we re-
view the literature related to risk aversion in assortment and pricing
optimization, along with the literature on multi-objective Kriging-
based algorithms. Section 5.2 provides the details of our Pareto
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frontier approximation approach and illustrates its performance, us-
ing a set of experiments. These experiments are also used in Section
5.3 to attain insights into the impact of risk aversion on the price
and quality decisions. Conclusions are discussed in Section 5.4.
5.1 Literature review
This chapter is related to two streams of literature: (1) risk aversion
in assortment and pricing decisions (Section 5.1.1) and (2) multi-
objective Kriging-based optimization (Section 5.1.2). In what fol-
lows, we provide a review of the most important papers in these two
areas.
5.1.1 Risk aversion in assortment or pricing de-
cisions
To the best of our knowledge, joint pricing and assortment planning
with risk aversion is yet to be studied in the literature. Two pa-
pers consider assortment planning for a risk-averse decision maker.
Arguing that the true customer choice parameters (e.g., price sen-
sitivity) are unknown in practice, Rusmevichientong and Topaloglu
[215] focus on robust assortment optimization. Their objective is to
maximize the worst case expected revenue, where the worst case is
taken over all likely choice parameter values. Bertsimas and Miˇsic´
[34] extend this work by also considering the uncertainty in the un-
derlying choice model itself. Comparing to our work, these papers
address a different type of uncertainty (i.e., we address aleatory or
random uncertainty while they consider epistemic uncertainty, see
Beyer and Sendhoff [36]).
Risk aversion in joint pricing and inventory decisions (for a
fixed assortment) has been studied more frequently in the litera-
ture. Agrawal and Seshadri [1] were the first to tackle this problem
in a single period, single product setting. They show that higher risk
aversion results in higher prices if the price affects both the mean and
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variance of the demand (which is also the case in our setting, as we
assume multiplicative demand, see Section 2.2.1). If, however, the
price only affects the mean demand (additive demand), they show
that the price decreases with higher risk aversion. Chen et al. [56]
extend the work of Agrawal and Seshadri [1] to multiperiod settings.
These two papers use the expected utility theory from the economic
literature (e.g., see Mas-Colell et al. [177], chapter 6) to model risk
aversion. Chen at al. [59], on the other hand, use conditional value
at risk (CVaR) as a risk measure in a single period setting. They also
conclude that the behaviour of a risk-averse retailer depends on the
relation between demand and price. Finally, Wu et al. [260] extend
Chen et al. [56] to competitive settings with two newsvendors.
Our work in this chapter is different from the above literature, as
we consider quality, pricing, and inventory decisions simultaneously.
Moreover, instead of using the aforementioned utility theory, we con-
sider a direct trade-off between expected profit and profit standard
deviation.
5.1.2 Multi-objective Kriging-based optimiza-
tion
The literature on Pareto frontier approximation in multi-objective
optimization is very rich (see the famous review by Marler and Arora
[174]). The majority of these articles assume that closed form math-
ematical expressions exist for all the objectives. In practice, however,
we often confront problems with intractable objective functions (e.g.,
mean profit and profit standard deviation in our problem). In these
cases, one often resorts to simulation optimization.
Kriging-based algorithms are popular especially for determinis-
tic multi-objective simulation optimization. Several papers adapt the
well-known efficient global optimization (EGO) algorithm of Jones
et al. [124] to approximate the Pareto frontier in these settings.
The ParEGO algorithm of Knowles [142] is one of the most popu-
lar Kriging-based multi-objective optimization algorithms [211]. To
approximate the Pareto frontier, this algorithm employs a series of
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weighting vectors to scalarize the objective functions [143]. Feng
et al. [85], Couckuyt et al. [66], Koch et al. [144], and Picheny [198]
are examples of more recent work in this area. While the first three
papers try to extend the expected improvement idea in EGO to
multi-objective settings, the last article employs stepwise uncertainty
reduction strategies to approximate the Pareto frontier.
All of these papers assume deterministic or noiseless simula-
tion. In this chapter, we extend the ParEGO algorithm of Knowles
[142] for multi-objective optimization of stochastic simulations with
heterogeneous noise. This is explained in detail in the next section.
5.2 Multi-objective Kriging-based algo-
rithm
The objective of the decision maker is to identify the price (p), the
quality (f), and the base-stock inventory level (S) of a single prod-
uct, to obtain a desired trade-off between the expected profit and the
standard deviation of profit per period. Let Θ denote the finite set of
all feasible solutions. A point x = (f, p, S) ∈ Θ belongs to the Pareto
set Θe if it is impossible to move from this point and improve the ex-
pected profit without increasing profit standard deviation [175]. In
this section, we provide a multi-objective Kriging-based algorithm
(Section 5.2.1) that efficiently (i.e., sampling as few solutions as pos-
sible) approximates Θe. We also illustrate the performance of this
algorithm, using a set of experiments (Sections 5.2.2 and 5.2.3).
We use simulation to estimate the expected profit E(Π(x)) and
the standard deviation of profit per period σ(Π(x)) (the estimates
are denoted by Π(x) and s(Π(x)), respectively). The profit of period
t is calculated as follows:
Πt(x) = (p− c)Dt − hNS+t − bNS−t , (5.1)
where, as in Chapter 2, c = mf 2 is the per unit material cost and
h = mhf
2 and b = mbf
2 are the per unit per period holding, and
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backorder costs of the product, respectively (m,mb,mh are posi-
tive constant values, Dt is the demand and NSt is the net stock
in period t). Let Π(x)r and s(Π(x))r denote the sample mean and
sample standard deviation of profit per period in simulation repli-
cation r, respectively. We then estimate the expected profit and
profit standard deviation by performing n simulation replications:
Π(x) =
∑n
r=1 Π(x)r/n, and s(Π(x)) =
∑n
r=1 s(Π(x))r/n.
5.2.1 Description of the algorithm
Our multi-objective Kriging-based algorithm is based on the ParEGO
algorithm of Knowles [142]. ParEGO uses deterministic Kriging and
the EGO algorithm of Jones et al. [124] which is designed for noise-
less simulation; instead, our adapted algorithm employs stochastic
Kriging [16] and the search criterion of the TSSO algorithm [208].
As discussed in Chapter 4, the search criterion of TSSO (i.e., the
modified expected improvement; see Equation (4.5)) does not re-
quire any knowledge about the simulation noise, and it performed
strongly in our single-objective sim-opt experiments. To the best
of our knowledge, our algorithm provides the first attempt to solve
noisy multi-objective sim-opt problems with stochastic Kriging; as
such, we hope it may provide a stepping stone for other researchers
to develop further improvements (we outline several directions for
such improvements in Section 5.4).
Figure 5.1 shows the steps involved in the Kriging-based al-
gorithm for a bi-objective problem (in our case maximizing mean
profit and minimizing profit standard deviation). Like any other se-
quential Kriging-based algorithm, in the first step, it uses a space
filling design (e.g., Latin hypercube sampling) to sample the initial
design points xi, i = 1, ..., n0. Simulation replications are used to
estimate the value of our two objectives at these points (i.e., Π(xi)
and s(Π(xi))).
Next, we first normalize the objectives with respect to their
known (or estimated) ranges so that each objective function lies be-
tween [0, 1]. We then combine our two objectives into one using the
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1) Initial design: Use a space filling design to sample 𝑛0 initial points and simulate 
their mean profit and profit standard deviation:  𝐱𝑖 , ഥΠ 𝐱𝑖 , 𝑠 Π(𝐱𝑖) for 𝑖 = 1,… , 𝑛0
2) Scalarization step: randomly choose a weight 𝜔 and combine E Π 𝐱 and 
𝜎 Π(𝐱) into one objective 𝑍𝜔(𝐱) using a scalarization method 
Replication 
budget left?
5) Identification step: identify the nondominated solutions among the sampled points Θ𝑇
3) Kriging fit: fit a stochastic Kriging model to 𝑍𝜔(𝐱) based on ҧ𝑍𝜔(𝐱
𝑖) for all 
sampled 𝐱𝑖
Yes
No
4) Search step: simulate the mean profit and profit standard deviation of the 
solution with highest modified expected improvement
Figure 5.1: Different steps of the Kriging-based algorithm
weighted sum scalarization function1:
Zω(x) = ωE(Π(x))− (1− ω)σ(Π(x)), (5.2)
where Zω(x) is the scalarized objective function corresponding to the
weight ω, which quantifies the risk aversion of the decision maker
(0 ≤ ω ≤ 1). Our goal is to maximize Zω(x). If ω = 1, the decision
maker is risk neutral (i.e., Z1(x) = E(Π(x)) and if ω = 0, the goal is
to only minimize profit standard deviation (i.e., Z0(x) = −σ(Π(x))).
By varying the value of ω, we can obtain Pareto-optimal points that
lie between these two extremes, as the global maximizer of Zω(x) in
(5.2) for any 0 < ω < 1 is a Pareto-optimal solution [69, 175]. Based
on Knowles [142], we choose the weight ω uniformly from the set of
evenly distributed weights w = {0, 1/k, 2/k, . . . , 1} where k ∈ Z is
1Knowles [142] suggests to use an augmented Tchebycheff scalarization func-
tion but we didn’t obtain good Pareto approximations with this method (poor
point spread). See Miettinen and Ma¨kela¨ [179] for a review of different scalar-
ization methods.
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chosen by the user (e.g., if k = 10, we have 11 scalarized objective
functions Z0(x), Z0.1(x), ..., Z1(x)).
We then maximize Zω(x) for the chosen ω value (this is a single
objective maximization problem; see steps 3 and 4 of Figure 5.1). We
use stochastic Kriging to approximate Zω(x) based on the simulation
estimates Zω(x
i) and V̂ar
[
Zω(x
i)
]
at all sampled solutions. Let
Zω(x
i)r = ωΠ(x
i)r − (1− ω)s(Π(xi))r, (5.3)
be the scalarized objective function value in simulation replication r.
We then have [158]:
Zω(x
i) =
1
B
B∑
r=1
Zω(x
i)r,
V̂ar
[
Zω(x
i)
]
=
∑B
r=1
(
Zω(x
i)r − Zω(xi)
)2
B(B − 1) , (5.4)
where B denotes the number of replications at xi.
In step 4, the algorithm calculates the modified expected im-
provement (MEI, see Equation (4.5)) of all solutions x ∈ Θ that
have not been sampled already, using the stochastic Kriging model.
It then chooses the solution with the maximum MEI and simulates
the mean and standard deviation of profit for this solution, using B
replications. This solution is the most promising among x ∈ Θ for
maximizing Zω(x).
The algorithm then checks the replication budget. If budget
allows, another iteration is performed: we go back to step 2, ran-
domly choose another weight ω, and repeat steps 2− 4. Depending
on the number of iterations, the same objective Zω(x) can be max-
imized several times during the run of the algorithm. For instance,
if Z0(x), Z0.1(x), ..., Z1(x) is the set of combined objective functions
and we perform 55 iterations, each objective is maximized, on aver-
age, 5 times (recall that ω is chosen uniformly).
When the replication budget is depleted, the algorithm looks
back at all simulated solutions (ΘT ) and identifies the nondominated
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x ∈ ΘT as the approximation of the real Pareto frontier2.
5.2.2 Numerical study
In this section, we explain the details of our numerical experiments
which will be used in Section 5.2.3 to assess the performance of our
multi-objective Kriging-based algorithm, and in Section 5.3 to attain
insights into the impact of risk aversion on the price and quality
decisions.
We consider 4 scenarios, which differ in terms of demand rate
and price sensitivity, see Figure 5.2 (the 4 scenarios are indicated
by LDLS, LDHS, HDLS, and HDHS). Our motivation for choosing
these scenarios is twofold:
1. We wanted to consider products with low demand rate (LD
scenarios, λ = 10 per day) and products that have relatively
high demand (HD scenarios, λ = 50 per day), as these typically
differ in demand uncertainty. Products with low demand often
have higher relative demand uncertainty. This is captured in
our scenarios. The standard deviation of total demand is fixed
to σ = 53; the demand coefficient of variation is thus σ/λ = 0.5
in the low demand (LD) scenarios while it is only σ/λ = 0.1 in
the high demand (HD) scenarios.
2. As we are interested in the impact of risk aversion on the quality
levels, we study both customers that are more sensitive to price
than to quality (HS scenarios) and customers that care more
about the quality than price (LS scenarios).
2This approximation is based on the simulated objective values, which are
noisy. In theory, the identification problem of Chapter 4 is also relevant here:
the algorithm might wrongly identify a dominated solution as Pareto-optimal.
As discussed in Chapter 4, this issue can be mitigated with better replica-
tion/identification methods. An appropriate method, however, is yet to be de-
veloped in the literature. Yet, in our experiments, due to small noise on the
estimates, the identification problem was not relevant, see Section 5.2.3.
3This choice is evidently not restrictive; for instance, we could also set σ =
b× λ to obtain a constant coefficient of variation b across the scenarios.
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Figure 5.2: The 4 scenarios used in our experiments; see Table 5.1 for the other
parameters
Table 5.1 shows the parameters that are equal for all scenarios;
these are based on the parameters in Table 2.1, see the discussion in
Section 2.5. The inventory is reviewed every day (24 hours = 1440
minutes). The demand of the product per day follows a lognormal
distribution4 with mean qλ and standard deviation qσ. As in Chapter
2, single unit production times follow a phase-type distribution (with
mean mpf
2 and standard deviation CVmpf
2).
As in Section 2.5, we obtain the price p through the purchase
probability q. The price has to stay above the material cost: p > c.
As we increase the quality of the product (f), at a certain value fmax,
any p > c = mf 2max results in zero demand; fmax thus denotes the
maximum allowable f (e.g., fmax = 15 when εp = −0.8; see Figure
5.2). The utilization of the production facility has to stay below 0.98.
We consider all possible combinations of f , q, and S. Consid-
ering the limits and constraints in Table 5.1, the set of all possible
solutions Θ contains 9917, 8894, 16467, 15996 points x = (f, q, S)
for the LDLS, LDHS, HDLS, and HDHS scenarios, respectively.
4The order size can thus be a decimal number. The processing time of the
fractional part (0 < k < 1) of a product unit is calculated as k × r, where r is a
random draw from the unit processing time distribution.
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Table 5.1: Parameters used for all scenarios
Standard deviation of total demand (σ) = 5
Quality sensitivity (εf ) = 1
Cost coefficients: m = 0.1,mb = 0.0109,mh = 0.000055
Single unit processing time parameters: mp = 5, CV = 0.5
Length of one period (d) = 1440 minutes
Domain for decision variables
• Quality (f): see Figure 5.2
• Market share (q) 0 : 0.01 : 0.999
• Order up to level (S) 0.5E(Di) : 1 : 4E(Di)
Subject to
Utilization constraint: [(qλ)(mpf
2)]/d < 0.98
5.2.3 Performance of the multi-objective
Kriging-based algorithm
Table 5.2 shows the parameters of our Kriging-based algorithm. Fol-
lowing Knowles [142], we set k = 10 in w = {0, 1/k, 2/k, . . . , 1} as
we have 2 objective functions to be used in the scalarization (i.e.,
mean profit and profit standard deviation). In total, we thus have
11 scalarized objective functions Z0(x), Z0.1(x), ..., Z1(x). We follow
the suggestion of Jones et al. [124] for the number of initial design
points: since the dimension of x is 3, we simulate 30 initial points.
A maximin Latin hypercube sample (LHS) is used to obtain these
points5; we use 10 replications per point to estimate the mean profit
and profit standard deviation (this provides acceptable confidence
intervals, as will be discussed later; see Figure 5.3).
The number of replications per infill point is also set to B = 10.
We stop the algorithm after 100 iterations (we then have 130 points
in total: 30 design and 100 infill points) as we obtained good Pareto
approximations with this number of iterations (i.e., good coverage
and closeness to the full Pareto frontier estimate; see the discussion
5To ensure that the points in the initial LHS design meet the constraints in
Table 5.1, we use the approach in Section 4.1 of Kleijnen et al. [138]: we sample
n′0 points such that exactly n0 = 30 of them satisfy the constraints.
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Table 5.2: Parameters of the Kriging-based multi-objective method
Parameter Value
Weight set (w) w = {0, 0.1, ..., 1}
Number of initial design points (n0) 30
Number of replications for the initial design points 10
Number of replications per iteration (B) 10
Number of infill points 100
below). Therefore, each of the 11 objectives Z0(x), Z0.1(x), ..., Z1(x)
is maximized on average 9 times.
Figure 5.3 illustrates the performance of our Kriging-based algo-
rithm in all scenarios. The black dots represent the Pareto frontier
approximation obtained using the algorithm. We used simulation
estimates of the objective values in the identification step in Figure
5.1 (alternatively, Kriging estimates can be used but the difference
is minor in our case, see Appendix O). The red and blue lines in
Figure 5.3 show the 95% confidence interval for the real Pareto fron-
tier6. As evident from the figure, the Pareto frontier approximation
is within the confidence bounds and also results in a good coverage
of the entire frontier, in all scenarios7. Appendix P also shows the
Kriging-based Pareto frontier approximations, along with the mean
profit and profit standard deviation of all x ∈ Θ.
Table 5.3 shows the time and replication budget consumed by
the Kriging-based approach and exhaustive simulation. The experi-
ments were done in MATLAB on a Dell desktop with 3.4 GHz Core
i7-2600 processor and 8GB of RAM. Our approach requires signif-
icantly less computation time and massively decreases the number
of simulated solutions (and, thus, the required simulation replication
budget). This is an important advantage especially for problems
6To obtain this confidence interval, we used exhaustive simulation with 10
replications per point. More specifically, we identified the Pareto-optimal points
based on the simulation estimates and then drew the confidence intervals for
these points. A statistically more correct approach can be found in [39].
7Quantitative measures for measuring the quality of Pareto frontier approxi-
mations are non-trivial [198, 279]. Some measures have been proposed in Zitzler
et al. [279] but these are only useful for a relative comparison of several approx-
imation sets.
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(a) LDLS (λ = 10, ep = −0.8)
Profit standard deviation
0 2 4 6 8
M
ea
n
p
ro
fi
t
0
10
20
30
40
50
60
70
80
Lower 95% confidence interval
Upper 95% confidence interval
Kriging-based Pareto frontier
(b) HDLS (λ = 50, ep = −0.8)
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(c) LDHS (λ = 10, ep = −1.2)
Profit standard deviation
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
M
ea
n
p
ro
fi
t
0
5
10
15
20
25
30
35
40
45
Lower 95% confidence interval
Upper 95% confidence interval
Kriging-based Pareto frontier
(d) HDHS (λ = 50, ep = −1.2)
Figure 5.3: Performance of our Kriging-based algorithm
where either each simulation replication is time-consuming, and/or
a large number of replications per solution (i.e., a large B) is required
to obtain reliable objective value estimates.
Table 5.3: Time and replication budget required by the multi-objective
Kriging-based algorithm and exhaustive simulation
Approach Replications (Time in seconds)
LDLS LDHS HDLS HDHS
Exhaustive simulation
(10 replications/point)
99170 (2650) 88940 (2380) 164670 (3600) 159960 (3495)
Multi-objective
Kriging-based algo-
rithm (100 iterations)
1300 (205) 1300 (190) 1300 (247) 1300 (217)
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5.3 Managerial insights
Our objective in this section is to analyze the change in the quality
(f) and price (p) levels as we move on the Pareto frontier from the
risk-neutral solution towards solutions with lower profit standard
deviation. Unfortunately, the Kriging-based approximation of the
Pareto frontier (black dots in Figure 5.3) cannot be directly used to
that end, for the following reasons:
1. The Kriging-based algorithm only samples few of the points
x ∈ Θ; solutions may exist that are statistically equivalent to
the Pareto-optimal points, with other f and p values.
2. As the replication budget is limited, dominated solutions may
be wrongly considered as Pareto-optimal (and vice versa) due
to noisy estimates of mean profit and profit standard deviation.
For these reasons, the f and p values corresponding to the solutions
on the Pareto frontier approximation can be misleading. In what
follows, we derive a number of insights based on partial analytical re-
sults and logical derivations/conjectures. Section 5.3.1 discusses the
properties of the gross profit function, which is analytically tractable.
This is used in Section 5.3.2, to show that our insights on the impact
of risk aversion are analogous to Agrawal and Seshadri [1], for a fixed
quality level. We then allow the quality level to change in Section
5.3.3, and we show that the insights might change as a result.
5.3.1 Properties of the gross profit function
As in Chapter 2, the profit per period is naturally given by:
Πt(x) = ΠG,t −
(
hNS+t + bNS
−
t
)
, (5.5)
where ΠG,t = (p − c)Dt is the gross profit and
(
hNS+t + bNS
−
t
)
is
the total inventory-related cost in period t. While the latter is an-
alytically intractable, closed form expressions for the expected gross
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profit and gross profit standard deviation are readily available:
E(ΠG) =(p− c)qλ,
σ(ΠG) =(p− c)qσ. (5.6)
In Section 5.3.2, based on this analytical tractability, we conjecture
how price and quality levels change with higher risk aversion.
In Equation (5.6), we can replace p by 1/εp (ln(q/(1− q))− εff)
because of the MNL model:
E(ΠG) =
(
1
εp
ln
(
q
1− q
)
− εf
εp
f −mf 2
)
qλ,
σ(ΠG) =
(
1
εp
ln
(
q
1− q
)
− εf
εp
f −mf 2
)
qσ. (5.7)
Note that σ(ΠG)/E(ΠG) = σ/λ, which equals the demand coefficient
of variation. Since σ/λ is exogenous and given, σ(ΠG) and E(ΠG)
will always decrease/increase by the same factor, when jumping from
one solution to another in the search space. Also, if two solutions
have the same σ(ΠG), they naturally also have the same E(ΠG).
Finally, notice that E(ΠG) and σ(ΠG) are independent of the order-
up-to level S.
For a fixed f , E(ΠG) and σ(ΠG) are concave in the market share
q. Figure 5.4 shows these concave curves for σ(ΠG) for all feasible
(f, q) pairs in our different scenarios. Note that q has a natural upper
bound (< 1): as we increase q, at some point either the utilization of
the production facility exceeds the feasible limit, or price has to be
set lower than the material cost to reach that q. The exact value of q
where this happens depends on f (e.g., maximum q = 0.7 for f = 1
in Figure 5.4b). In Sections 5.3.2 and 5.3.3, based on these figures,
we make three conjectures that are essential to our understanding of
the impact of risk aversion on the decision variables. Note that these
conjectures are also expected to hold in all make-to-stock settings,
especially when the target service level is high.
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(c) LDHS (λ = 10, ep = −1.2)
q
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
σ
(Π
G
)
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
f = 1
f = 2
f = 3
f = 4
f = 5
f = 6
(d) HDHS (λ = 50, ep = −1.2)
Figure 5.4: Plot of gross profit standard deviation against market share, for all
feasible (f, q) pairs in the search space, for the 4 different scenarios.
The red star indicates the optimal risk-neutral solution
5.3.2 Impact of risk aversion for a fixed quality
level
In this section, we assume that f is fixed (e.g., equal to the optimal
risk-neutral f): we can only change q (or, equivalently, p) to increase
risk aversion. The optimal risk-neutral solution (indicated by a star
in Figure 5.4) is by definition on the Pareto frontier. As risk aversion
increases, a lower σ(Π) is desired. Now conjecture the following:
Conjecture 5.1 Consider two solutions (f, qA) and (f, qB) such that
qB > qA. If these two pairs result in the same σ(ΠG) (and, thus, also
have equal E(ΠG)), the pair with lower market share (i.e., (f, q
A))
is Pareto-optimal while (f, qB) is dominated.
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Argument. The (f, q) pair with lower q results in less production
congestion and thus lower mean and standard deviation of inventory-
related costs for any order-up-to level S. This results in higher mean
profit and smaller profit standard deviation for this (f, q) pair, as
proven informally in Appendix Q. 
Therefore, for any given f curve in Figure 5.4, the downward-
sloping part (e.g., q > 0.45 for f = 2 in Figure 5.4b) can never
contain Pareto-optimal solutions. This is further illustrated in Figure
5.5 for, e.g., a fixed f = 1. The green point with q = 0.21 shows the
optimal risk-neutral solution. To decrease profit standard deviation,
we should move to a point with a different q. Following Conjecture
5.1, the downward-sloping part is dominated by the upward-sloping
part (i.e., q = 0− 0.35). Now conjecture the following:
Conjecture 5.2 For any fixed f , increasing q in the upward-sloping
part of the σ(ΠG) curve cannot decrease profit standard deviation
σ(Π).
Argument. For the profit variance we have:
σ2(Π) =σ2(ΠG) + σ
2
(
hNS+ + bNS−
)
− 2Cov(ΠG, hNS+ + bNS−). (5.8)
Higher q in the upward-sloping part results in higher σ(ΠG) and
also higher σ2 (hNS+ + bNS−) due to congestion effects. Due to
the high target service level, the optimal order-up-to level is high
and stockouts are rare. This leads to Cov(ΠG, hNS
+ + bNS−) '
0, as discussed in Appendix Q. Therefore, σ(Π) also increases as q
increases in the upward-sloping part of the σ(ΠG) curve. 
Following Conjectures 5.1 and 5.2, for a fixed f , Pareto-optimal
solutions with lower risk should, thus, be obtained by decreasing q
(or increasing p), as indicated in Figure 5.5. Therefore, analogous to
Agrawal and Seshadri [1], we have:
Result 5.1 For a fixed f , a more risk-averse firm charges a higher
price and has a lower market share.
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Figure 5.5: Illustration of the change in the market share q with higher risk
aversion for a fixed f = 1
5.3.3 Impact of risk aversion with variable qual-
ity
In reality, the quality f is allowed to change along the Pareto frontier,
meaning that Result 5.1 may no longer hold. Consider two decision
vectors (fA, qA) and (fB, qB) that result in the same σ(ΠG) while
qB > qA but also fB > fA. Then we expect that (fB, qB) will be
dominated by (fA, qA), as the higher qB will not only aggravate pro-
duction congestion, but the impact is even larger due to the higher
fB (which implies longer average processing times, further worsening
congestion, and higher per unit backorder and holding costs). How-
ever, as evident from Figure 5.4, among the (f, q) pairs with the same
σ(ΠG), a higher q is often accompanied by a lower f (i.e., q
B > qA but
fB < fA). For instance, in Figure 5.4b, (5, 0.18), (4, 0.19), (3, 0.23),
(2, 0.34) all result in σ(ΠG) = 5. We now conjecture the following:
Conjecture 5.3 Among the (f, q) pairs with the same σ(ΠG) (and,
thus, the same E(ΠG)), the one with the lowest f is Pareto-optimal.
Argument. The (f, q) pair with the lowest f tends to have the
highest q (e.g., (2,0.34) in the above example). The congestion effect
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of a higher q (see Conjecture 5.1) is, thus, at least partially compen-
sated by a lower f (which reduces unit processing times). Moreover,
since h = mhf
2 and b = mbf
2, a lower f also significantly decreases
per unit holding and backorder costs, such that the solution with
the lowest f provides the lowest inventory-related costs for any S.
Therefore, we argue that among the (f, q) pairs with the same σ(ΠG),
the (f, q) located on the upward-sloping part of the lowest f curve
is Pareto-optimal (e.g., (2,0.34) in the above example). 
Figure 5.6 illustrates the change in f and q for the Pareto-
optimal solutions, based on Conjectures 5.1−5.3, when increasing
risk aversion along the frontier in the HDLS scenario. We start from
f = 4, q = 0.35 (optimal risk-neutral solution) and we would like to
decrease profit standard deviation. As shown in the figure, we jump
to f = 3, q = 0.52 at σ(ΠG) = 7.15, as it provides the same σ(ΠG)
(and, thus, the same E(ΠG)) with a lower f . We need to descend
on this curve (f = 3) until we can switch to f = 2; this happens at
σ(ΠG) = 5.29. Repeating the same principles, we finally end up with
Pareto-optimal solutions with f = 1 (the lowest possible f value); it
is on this curve that we will also find the Pareto-optimal solutions
for the lowest values of σ(Π). These will be optimal for extremely
risk-averse decision makers, and, as evident from the figure, imply
very low market shares. Appendix R shows that the Pareto-optimal
points obtained by using Conjectures 5.1−5.3 form a Pareto frontier
that also falls within the 95% confidence bounds, for all scenarios.
Though the f and p choices in these solutions differ from the solutions
put forward by the Kriging-based algorithm, each of the frontiers is
statistically acceptable, as they do not differ significantly from the
frontier estimate obtained by exhaustive simulation.
It is reasonable to assume that such pattern will be observed
for each make-to-stock setting, where target service level is high,
and the set of possible f values is discrete (the latter assumption
is not restrictive, as it is unrealistic to assume that f can take any
positive real number). Based on Conjectures 5.1−5.3, we thus have
the following result (illustrated for all scenarios in Figures 5.7 and
5.8):
Result 5.2. More risk-averse firms tend to opt for lower quality
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Figure 5.6: Change of the quality and market share of the product with higher
risk aversion (the thick orange line) for HDLS scenario; based on
Conjectures 5.1−5.3
levels than risk-neutral manufacturers. As risk aversion increases,
firms tend to increase price (i.e., decrease market share) while keep-
ing quality steady, until the set of possible quality values allows them
to switch to a feasible solution with a lower quality level. Each down-
ward change in quality is associated with an upward shift in market
share. Extreme levels of risk aversion result in very low market share
and the lowest possible quality level.
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Figure 5.7: Impact of risk aversion on quality levels, the star indicates the
optimal risk-neutral solution
We change the quality f with increments of one; the size of
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Figure 5.8: Impact of risk aversion on the market share, the star indicates the
optimal risk-neutral solution
the jumps in Figure 5.8 would likely decrease if lower increments are
feasible. Therefore, instead of a rapid decline of the market share
with higher risk aversion (resulting in a rapid decrease of expected
profit), the quality is gradually decreased to protect market share
(and, thus, the profit) whenever possible. Evidently, the change in
the price of the product with higher risk aversion is opposite to the
change of the market share:
Result 5.3. As risk aversion increases, the price of the product
increases whenever the quality level cannot be decreased. As soon as
a decrease in quality is possible, a fall in price is observed.
This is illustrated in Figure 5.9. Consequently, a more risk-
averse firm can actually charge lower prices than a less risk-averse
firm, by selling a lower quality product; equivalently, the market
share of a risk-averse firm can be higher than that of a less risk-
averse manufacturer (i.e., a more risk-averse firm can have less non-
purchase, see also Figure 5.8). This thus extends the findings of
Agrawal and Seshadri [1] (see Result 5.1), and significantly improves
our understanding of the pricing behaviour of risk-averse firms, when
the firm can choose multiple quality levels. Below, we discuss the
impact of risk aversion on the utilization of the production facility:
Result 5.4. As risk aversion increases, the utilization of the pro-
duction facility decreases.
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Figure 5.9: Impact of risk aversion on price, the star indicates the optimal price
of the risk-neutral solution
Figure 5.10 illustrates this for our 4 scenarios. Utilization de-
creases with higher risk aversion with notable falls whenever f goes
to a lower level. Figure 5.10b also highlights the impact of process-
ing time variability (CV ) on the utilization of the Pareto-optimal
solutions. Comparing the HDLS scenario (CV = 0.5) with an addi-
tional scenario HDLS-b (CV = 5) shows that higher CV results in
lower maximum utilization (i.e., lower utilization in the optimal risk-
neutral solution). This is to be expected; higher CV results in more
congestion, particularly at high utilization levels [43]. Also note that
for the same level of utilization, scenario HDLS-b results in higher
profit standard deviation comparing to scenario HDLS.
Finally, we briefly compare the results between our four scenar-
ios. Figure 5.11 compares the Pareto frontiers in our four scenarios.
As evident from the figure, with low demand (resulting in higher
demand coefficient of variation), we obtain significantly worse fron-
tiers as the same expected profit causes much higher profit standard
deviation in the LDLS and LDHS scenarios. With higher demand
uncertainty, the firm thus has to tolerate much higher risk to achieve
the same expected profit. The negative impact of a higher price
sensitivity (higher |εp|) on the Pareto frontier is milder, as price
sensitivity does not impact the underlying variability in our produc-
tion/inventory system. We observe that for LD and HD scenarios,
the maximum profit standard deviation (corresponding to the opti-
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mal risk-neutral solution) is smaller with higher |εp|. This is because
for any (f, p), higher |εp| results in a lower market share q and thus
a lower σ(ΠG) (as evident from Equation 5.6).
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Figure 5.11: Comparison of Pareto frontiers (after applying Conjectures
5.1−5.3) between the four scenarios
113
5.4. Conclusions and future research
5.4 Conclusions and future research
In this chapter, we have analyzed the impact of risk aversion on the
joint pricing and quality decisions of a make-to-stock manufacturer
under full information. We have shown that the inclusion of quality
decisions can significantly change our understanding of the pricing
behaviour of risk-averse firms. For a fixed quality level, analogous to
Agrawal and Seshadri [1], we observed that a more risk-averse firm
charges a higher price and, thus, has a lower market share than a
less risk-averse firm (assuming multiplicative demand: price affects
both mean and variance of demand). According to Agrawal and
Seshadri [1], this behaviour is common for smaller independent firms
that are often more risk-averse than larger manufacturers: they tend
to charge higher prices.
If quality is allowed to change, these observations no longer hold:
as risk aversion increases, the quality of the product either stays the
same or decreases. When the quality goes to a lower level, we ob-
served a drop in price (and an increase in market share). Therefore,
a smaller and more risk-averse manufacturer can opt for lower qual-
ity levels and, in contrast to Agrawal and Seshadri [1], charge lower
prices than a large and less risk-averse firm.
Our work in this chapter is in two ways novel compared with the
existing literature: (1) the impact of risk aversion on joint quality and
pricing decisions has not been studied before, let alone in integrated
P/I systems, and (2) to approximate the mean-standard deviation
Pareto frontier, we proposed a first multi-objective Kriging-based
sim-opt algorithm that fully takes the simulation noise into account.
As such, our work in this chapter can be extended in several direc-
tions, as detailed below.
In spite of its popularity in practice [106], the use of standard
deviation as a risk measure has been criticized in the literature as
it penalizes for both upside and downside deviations from the profit
mean [65]. For that reason, downside risk measures such as con-
ditional value-at-risk (CVaR) might be more suitable. Obtaining
statistically correct estimates of CVaR from simulation is, however,
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not straightforward (see Section 5.2 of Chen and Kim [55]).
The multi-objective Kriging-based algorithm proposed in this
chapter aims to provide Pareto frontier approximations for noisy sim-
ulation settings. We suspect that this approach can be improved in
at least two directions: (1) a stopping criterion based on quantita-
tive measures of the quality of Pareto frontier approximation can
be a valuable add-on, and (2) the Pareto frontier approximation re-
turned by the algorithm is based on noisy estimates of the objective
values. Therefore, the identification problem of Chapter 4 is still
relevant and can lead us to wrongly identify a dominated solution
as Pareto-optimal. Analogous to the algorithms in Chapter 4, our
multi-objective Kriging-based method could benefit from a smart
replication strategy, especially in settings with significant simulation
noise. Finally, for deterministic multi-objective sim-opt problems,
the performance of our method (in terms of efficiency and quality
of the obtained Pareto approximation) can be compared with other
methods proposed in the literature, e.g., Picheny [198].
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Chapter 6
Epilogue
I have lost count of the number of times the sales and
marketing guys have made a price move on a particular
product only to find that manufacturing capacity
fungibility is not what they expected
- Karl Kempf, Director of Decision Technologies of Intel
With increased competition and globalization of businesses, op-
erational improvements have become a key source of profits for man-
ufacturing firms [89, 173]. In this environment, a well thought mar-
keting plan is vital for the success of the firm. This marketing plan
specifies the quality and price of the offered products [237]. The pro-
duction department then essentially bears the burden of the market’s
reaction to such a plan. Therefore, without taking production limits
and constraints into account, an excellent marketing plan can easily
lead to failure [237]. To avoid such situations, it is natural to ex-
pect that information exchange between production and marketing
departments is encouraged in the firms. In practice, however, these
two departments all too often fail to communicate [197].
In this dissertation, we have analyzed the impact of lead time
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information on the optimal quality, pricing, and inventory decisions
in an integrated production/inventory system. Pricing and quality
decisions affect the customer demands and naturally determine the
load on the production system, which impacts the replenishment lead
times due to the congestion effect; this impact is largely ignored in
the current literature [246].
This dissertation showed that ignoring these congestion-related
costs leads to suboptimal pricing and quality decisions for risk-neutral
firms, especially in settings where higher product quality leads to
high system congestion. Fully accounting for the behavior of load-
dependent lead times (i.e., full information) causes the manufacturer
to decrease his market coverage and limit the quality offered to con-
sumers, in order to keep system congestion under control.
We also showed that a little information, e.g., on the behavior of
the unit processing times, can already go a long way: it significantly
limits the profit losses that would be incurred without sharing any
information at all.
In practice, however, decision makers are often risk-averse. Us-
ing profit standard deviation per period as the risk measure, we
showed that more risk-averse firms tend to offer a lower quality prod-
uct to the market, whenever such lower quality is achievable within
the set of possible quality levels. As a result, more risk-averse firms
may charge lower prices and have a higher market share (implying
less non-purchase) than less risk-averse manufacturers. This conclu-
sion is in contrast to Agrawal and Seshadri [1] who assume a fixed
quality level: inclusion of quality decisions can thus change our un-
derstanding of the pricing behaviour of risk-averse firms.
We proposed a novel multi-objective Kriging-based simulation
optimization (sim-opt) algorithm (Chapter 5), which enabled us to
obtain good Pareto frontier approximations (i.e., good coverage of
and closeness to the real Pareto frontier). This algorithm is an ex-
tension of the ParEGO framework of Knowles [142] to stochastic
simulation, based on stochastic Kriging [16] and the TSSO search
criterion [208]. To the best of our knowledge, this algorithm pro-
vides a first attempt to solve stochastic (and, thus, noisy) simulation
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problems with stochastic Kriging.
Therefore, the contributions of this dissertation are twofold:
(1) analyzing pricing and quality decisions for risk-neutral and risk-
averse manufacturers (Chapters 2 and 5), with special attention to
the impact of load-dependent lead times, and (2) proposing a multi-
objective Kriging-based algorithm for optimizing noisy simulation
(Chapter 5), based upon our comparative analysis of the current
single objective Kriging-based algorithms in Chapter 4. Below, we
highlight some future research directions for both aspects.
Future research in production-marketing models
While we assumed stationary conditions in Chapters 2 and 5,
many technological products have a short life-cycle and steady-state
analysis is not suitable for them. For these products, we need to
consider finite planning horizon models which also allow for arbitrary
nonstationarities in the parameters [83] (e.g., cost parameters). Al-
though production-marketing conflicts are relevant for these products
[237, 246], we are not aware of any finite horizon models that address
production-marketing coordination. This is a fruitful area for future
research (e.g., using dynamic pricing to control the congestion level
of the production facility).
As full information exchange between production and market-
ing divisions is difficult to achieve in practice, pragmatic and pow-
erful approaches to mitigate losses in absence of full information are
needed. In Chapter 2, we proposed a system with limited information
sharing and showed that it notably outperforms the setting with no
information exchange. More research is required for finding practical
production-marketing coordination mechanisms.
In Chapters 2 and 5, we didn’t look at variety decisions as we
fixed the number of products. Larger variety, however, is likely to
result in more congestion [48] (even in absence of setup times) as
it leads to higher demand variability (due to loss of economies of
scale). To control the congestion, the firm could then play with
the number, quality, and price of the products to offer. Also, while
we focused on customer-driven substitution, considering congestion-
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related costs can also be interesting in settings with manufacturer-
driven substitution. In this setting, the marketing group may try to
increase customer satisfaction by rerouting the unsatisfied demand
to stock of a higher quality item, which is often more time-consuming
to produce. As a result, in absence of information exchange between
production and marketing divisions, the decision maker might over-
look the congestion-related costs of substitution. This issue, however,
requires more research.
Future research in Kriging-based sim-opt
In Chapter 4, we highlighted that the focus of the research
community has been on developing better search strategies, while
the main remaining problem seems to be the lack of effective repli-
cation strategies. This is an important area for future research. In
Chapter 5, we proposed a first multi-objective Kriging-based sim-opt
algorithm for optimizing stochastic simulation. This algorithm can
be improved in several directions. For instance, employing effective
replication strategies and smart stopping criteria could enhance the
performance of this algorithm. The stopping criterion should provide
a tractable measure of the quality of the Pareto frontier approxima-
tion; at each iteration, the algorithm then calculates the criterion
and stops if a condition based on this criterion is met. In single
objective sim-opt problems, the stopping criterion is often based on
the expected improvement criterion (e.g., [216]); in multi-objective
problems, this is nontrivial, and more work is required in this field.
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Calculations for Equation (2.8)
Replacing the order-up-to levels with their optimal expressions S∗i =
(L+1)qiλ+Φ
−1
(
mb
mb+mh
)√
L+ 1 qiσ, zi = (Si−(L+1)qiλ)/
√
L+ 1qiσ
becomes zc = Φ
−1
(
mb
mb+mh
)
. Therefore, instead of L(zi), we obtain:
L(zc) = φ(zc)− zc(1− Φ(zc)) = φ(zc)− zc
(
mh
mb +mh
)
,
and we can re-write the profit function (2.7):
E(Π) =
2∑
i=1
[
(pi −mf2i )qiλ−mhf2i (S∗i − (L+ 1)qiλ+
√
L+ 1 qiσL(zc))
−mbf2i
√
L+ 1 qiσL(zc)
]
. (A.1)
Expanding S∗i , we have:
E(Π(p1, p2)) =
2∑
i=1
[
(pi −mf 2i )qiλ− (mh +mb)f 2i
√
L+ 1qiσL(zc)
−mh
√
L+ 1f 2i qiσzc
]
. (A.2)
Expanding L(zc) in the second term, we obtain expression (2.8).
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Proof of Theorem 2.1
All the terms inside the summation sign in Equation (2.10) are jointly
concave in q1 and q2. The last term is also jointly concave because
its Hessian is negative semi-definite. Indeed,
Hessian =
[
T T
T T
]
, T =
2λ(1− q1 − q2) + (q1 + q2)λ
εp(1− q1 − q2)2 since εp < 0,
such that, for any real numbers x and y, we obtain
(
x y
) [T T
T T
](
x
y
)
= T (x+ y)2 ≤ 0.
As the sum of concave terms is concave, this proves Theorem 2.1.
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Proof of Theorem 2.3
In this appendix we prove that ∂p∗2/∂f2 > 0 in the no information
system. Using Equation (2.13) in (2.14), we have:
p∗i = υf
2
i −
1
εp
(eεff1+εpp
∗
1 + eεff2+εpp
∗
2)− 1
εp
. (C.1)
Using implicit differentiation, we obtain:
∂p∗2
∂f2
= 2υf2 − 1
εp
(
εp
∂p∗1
∂f2
)
eεff1+εpp
∗
1 − 1
εp
(
εf + εp
∂p∗2
∂f2
)
eεff2+εpp
∗
2 .
(C.2)
After simplification, we have:(
1 + eεff2+εpp
∗
2
) ∂p∗2
∂f2
= 2υf2 − ∂p
∗
1
∂f2
eεff1+εpp
∗
1 − εf
εp
eεff2+εpp
∗
2 . (C.3)
Analogously,
∂p∗1
∂f2
= − 1
εp
(
εp
∂p∗1
∂f2
)
eεff1+εpp
∗
1 − 1
εp
(
εf + εp
∂p∗2
∂f2
)
eεff2+εpp
∗
2 .
(C.4)
From Equations (C.2) and (C.4), it follows that
∂p∗1
∂f2
=
∂p∗2
∂f2
− 2υf2, (C.5)
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such that Equation (C.3) reduces to
(
1 + eεff2+εpp
∗
2
) ∂p∗2
∂f2
= 2υf2 −
(
∂p∗2
∂f2
− 2υf2
)
eεff1+εpp
∗
1
− εf
εp
eεff2+εpp
∗
2 , (C.6)
and thus
∂p∗2
∂f2
=
2υf2
(
1 + eεff1+εpp
∗
1
)− εf
εp
eεff2+εpp
∗
2
1 + eεff1+εpp
∗
1 + eεff2+εpp
∗
2
> 0. (C.7)
The above expression is always positive (recall that υ > 0 and εp <
0), proving that the optimal price of the second product increases
as its quality increases. The relationship between p∗1 and f2 is not
monotone. From Equations (C.7) and (C.5), it follows that:
∂p∗1
∂f2
=
(
− εf
εp
− 2υf2
)
eεff2+εpp
∗
2
1 + eεff1+εpp
∗
1 + eεff2+εpp
∗
2
{
< 0 if f2 > −εf/(2υεp)
> 0 if f2 < −εf/(2υεp)
(C.8)
such that the sign of ∂p∗1/∂f2 depends on f2.
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Proof of Theorem 2.4
To prove Theorem 4, we take the derivative of p∗i with respect to υ.
From Equation (C.1), we have (as qualities are fixed):
∂p∗i
∂υ
= f 2i −
1
εp
(
εp
∂p∗1
∂υ
)
eεff1+εpp
∗
1 − 1
εp
(
εp
∂p∗2
∂υ
)
eεff2+εpp
∗
2 , (D.1)
such that
∂p∗1
∂υ
=
∂p∗2
∂υ
− f 22 + f 21 . (D.2)
Using Equations (D.1) and (D.2), we obtain:
∂p∗2
∂υ
=
f 22 + (f
2
2 − f 21 )eεff1+εpp∗1
1 + eεff1+εpp
∗
1 + eεff2+εpp
∗
2
. (D.3)
Replacing the above expression in Equation (D.2), we have:
∂p∗1
∂υ
=
f 21 + (f
2
1 − f 22 )eεff2+εpp∗2
1 + eεff1+εpp
∗
1 + eεff2+εpp
∗
2
. (D.4)
Equations (D.3) and (D.4) show that the derivative of the higher
quality product towards υ is always positive.
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Proof of Theorem 2.5
Equation (2.16) can be rewritten as follows:
−εpE(Π(p∗1, p∗2))
λ
e
−εpE(Π(p∗1,p∗2))
λ = exp
(
εff1 + υεpf
2
1 − 1
)
+ exp
(
εff2 + υεpf
2
2 − 1
)
. (E.1)
The left-hand side is nondecreasing in Π(p∗1, p
∗
2); consequently, the
larger the right-hand side, the larger the value of Π(p∗1, p
∗
2) that sat-
isfies the equation. The quality of the first product (f1) is fixed; thus,
the right-hand side reaches a maximum when εff2 + υεpf
2
2 − 1 is at
its maximum, which happens at f2 = −εf/(2υεp).
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Proof of Theorem 2.7
The probability that an arriving customer doesn’t purchase any of
the products (i.e., nonpurchase probability) is given by the MNL
model (Equation (2.3)):
q0 =
1
1 + exp(εff1 + εpp1) + exp(εff2 + εpp2)
. (F.1)
Therefore, the expected size of the market that remains uncovered
is q0λ. For the optimal quality of the second product (−εf/(2υεp)),
the optimal prices in Equation (2.12) can be written as:
p∗1 = υf
2
1 −
1
εpq∗∗0
,
p∗2 = υ
(
ε2f
4υ2ε2p
)
− 1
εpq∗∗0
, (F.2)
where q∗∗0 denotes the nonpurchase probability when p1, p2, and f2
are chosen optimally. Therefore, from Equation (F.1), we have:
q∗∗0 =
1
1 + exp(εff1 + εpυf21 − 1/q∗∗0 ) + exp(−ε2f/(2υεp) + ε2f/(4υεp)− 1/q∗∗0 )
=
1
1 + exp(εff1 + εpυf21 − 1/q∗∗0 ) + exp(−ε2f/(4υεp)− 1/q∗∗0 )
. (F.3)
Using implicit differentiation, we calculate the derivative of q∗∗0 with
respect to υ, εf , and εp and show how the optimal market cover-
age (1 − q∗∗0 ) changes with these parameters. To simplify the no-
tations, let exp(µ∗∗1 ) = exp(εff1 + εpυf
2
1 − 1/q∗∗0 ) and exp(µ∗∗2 ) =
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exp(−ε2f/(4υεp)− 1/q∗∗0 ):
∂q∗∗0
∂εp
=
−
[(
υf21 +
1
(q∗∗0 )2
× ∂q
∗∗
0
∂εp
)
exp(µ∗∗1 ) +
(
ε2f
4υε2p
+ 1
(q∗∗0 )2
× ∂q
∗∗
0
∂εp
)
exp(µ∗∗2 )
]
[1 + exp(µ∗∗1 ) + exp(µ
∗∗
2 )]
2
,
→ ∂q
∗∗
0
∂εp
=
−υf21 exp(µ∗∗1 )−
ε2f
4υε2p
exp(µ∗∗2 )
[1 + exp(µ∗∗1 ) + exp(µ
∗∗
2 )]
2 + exp(µ∗∗1 )/(q
∗∗
0 )
2 + exp(µ∗∗2 )/(q
∗∗
0 )
2
< 0. (F.4)
Thus, as εp decreases (higher price sensitivity), optimal market cov-
erage decreases (higher q∗∗0 ). Analogously:
∂q∗∗0
∂εf
=
−
[(
f1 +
1
(q∗∗0 )2
× ∂q
∗∗
0
∂εp
)
exp(µ∗∗1 ) +
(−2εf
4υεp
+ 1
(q∗∗0 )2
× ∂q
∗∗
0
∂εp
)
exp(µ∗∗2 )
]
[1 + exp(µ∗∗1 ) + exp(µ
∗∗
2 )]
2
,
→ ∂q
∗∗
0
∂εf
=
−f1 exp(µ∗∗1 ) +
εf
2υεp
exp(µ∗∗2 )
[1 + exp(µ∗∗1 ) + exp(µ
∗∗
2 )]
2 + exp(µ∗∗1 )/(q
∗∗
0 )
2 + exp(µ∗∗2 )/(q
∗∗
0 )
2
< 0, (F.5)
which shows that optimal market coverage decreases as customers
become less sensitive to quality. Finally, we have:
∂q∗∗0
∂υ
=
−
[(
εpf21 +
1
(q∗∗0 )2
× ∂q
∗∗
0
∂εp
)
exp(µ∗∗1 ) +
(
ε2f
4υ2εp
+ 1
(q∗∗0 )2
× ∂q
∗∗
0
∂εp
)
exp(µ∗∗2 )
]
[1 + exp(µ∗∗1 ) + exp(µ
∗∗
2 )]
2
,
→ ∂q
∗∗
0
∂υ
=
−εpf21 exp(µ∗∗1 )−
ε2f
4υ2εp
exp(µ∗∗2 )
[1 + exp(µ∗∗1 ) + exp(µ
∗∗
2 )]
2 + exp(µ∗∗1 )/(q
∗∗
0 )
2 + exp(µ∗∗2 )/(q
∗∗
0 )
2
> 0. (F.6)
Thus, the optimal market coverage decreases as υ increases (which
occurs when lead time increases, cost coefficients increase, or the
coefficient of variation of demand increases).
It remains to be shown that the resulting profit also decreases.
From Equation (2.13), we have:
Π∗ = − λ
εp
(
1
q∗∗0
− 1
)
, (F.7)
and, thus,
∂Π∗
∂εp
=
λ
ε2p
(
1
q∗∗0
− 1
)
− λ
εp
×
−∂q∗∗0
∂εp
(q∗∗0 )2
> 0,
∂Π∗
∂εf
= − λ
εp
×
−∂q∗∗0
∂εf
(q∗∗0 )2
> 0,
∂Π∗
∂υ
= − λ
εp
× −
∂q∗∗0
∂υ
(q∗∗0 )2
< 0. (F.8)
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Consequently, as |εp| increases, εf decreases, or υ increases, the op-
timal profit drops.
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Appendix G
Queueing model for steady-state distribu-
tion of inventory on-order
Following the notations in Boute et al. [45], let us denote the PH dis-
tribution for the demand of product i by (nDi , TDi , αDi), and the PH
distribution for its single unit processing time by (nMi , TMi , αMi). As
both quantities are PH distributed, the production time of the whole
batch of product i is also PH distributed [45], with representation
(nSi , TSi , αSi):
nSi = nDinMi ,
αSi = αDi ⊗ αMi , (G.1)
TSi = (InDi ⊗ TMi) + (TDi ⊗ tMiαMi),
where ⊗ denotes the Kronecker product, tMi = e − TMie, and Ix
is an identity matrix of dimension x. The production time of the
whole replenishment order of period t is the sum of the production
time of the batches of product 1 and 2, and will thus also have a PH
distribution (see Theorem 2.6.1 in [157]), denoted by (nS, TS, αS):
nS = nS1 + nS2 ,
αS = [0nS2 , αS1 ] (G.2)
TS =
[
TS2 0nS2×nS1
tS1αS2 TS1
]
,
where αS determines the phase in which the production of item 1
starts (assuming, without loss of generality, that the order of prod-
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uct 1 is processed before product 2); tS1 = e − TS1e contains the
probabilities that the production of type 1 items is finished, and the
system starts producing the type 2 items in a phase determined by
αS2 . As we can consider each replenishment order as a single “entity”
with service time PH(nS, TS, αS), the production queue boils down
to a D/PH/1 queue. The queue will be stable only when system
utilization ρ = [E(D1)E(M1) + E(D2)E(M2)]/d < 1.
We analyze this queueing model using Markov chain analysis.
We construct a Markov chain (Bn, SPn) where Bn is the age of the
order in service at time tn (equal to tn minus arrival time to the
production queue) and SPn reflects the phase of the service process
of a replenishment order (which can take any value between 1 and
nS). We observe the Markov chain only when the server is busy, the
time of the nth observation point (tn) is thus the nth epoch during
which the server is busy. Events such as arrivals, transfer from the
queue to the server, and transfer from the server to the inventory
are assumed to occur instantaneously after the discrete time epochs.
This implies that Bn is at least 1 time unit.
Bn can change in 3 ways: (1) if the service of the same order
continues, Bn increases by one time unit (2) if the order is completed
(i.e., orders of both products are ready) and the queue is empty at
the time of completion, Bn decreases to 1 since we don’t observe
the system until a new order enters the server (3) if the queue is
nonempty at the time of completion, Bn decreases by d − 1 time
units, which is the age of the next order in the queue (recall that d
is the interarrival time of orders to the queue and we order in each
time period). The transition matrix of this Markov chain is shown
in Figure G.1.
This Markov chain is a quasi-birth-death process (GI/M/1) and
can be solved using standard Matrix-geometric methods [184]. Let
pi = (pi1, pi2, ...) be the steady-state vector where pir is a 1×nS vector
containing the probability that Bn = r time units and SPn equals
one of the nS phases of the batch production process. Let us first
derive the response time R and the replenishment lead time Rp from
the steady state distributions.
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Bn 1 2 3 . . . d+ 1 d+ 2
SPn 1 . . . nS 1 . . . nS 1 . . . nS 1 . . . nS 1 . . . nS

1
tSαS TS 0nS×nS . . . 0nS×nS 0nS×nS . . .
1
.
.
.
nS
1
tSαS 0nS×nS TS . . . 0nS×nS 0nS×nS . . .
2
.
.
.
nS
.
.
.
.
.
.
. . .
. . .
.
.
.
.
.
.
. . ..
.
.
.
.
.
1
tSαS 0nS×nS 0nS×nS . . . TS 0nS×nS . . .
d
.
.
.
ns
1
0nS×nS tSαS 0nS×nS . . . 0nS×nS TS
. . .
d+ 1
.
.
.
ns
.
.
.
.
.
.
.
.
.
.
.
.
. . .
. . .
.
.
.
.
.
.
. . .
Figure G.1: Transition matrix of the Markov chain. TS represent the proba-
bility that the service of the order continues, tS = e−Tse contains
the service completion probabilities, and αS determines the new
phase of the service process
The response time R is the time between placing an order and
receiving it from the production facility. The order will be received
when the entire batch, both product 1 and product 2, is finished.
The probability that an order has a response time of r is equal to the
expected number of orders that complete their service at an arbitrary
time instant while their age is r, divided by the expected number of
order completions at an arbitrary time instant (equal to 1/d for a
stable queue) [45]:
Pr[R = r] = dρpirtS. (G.3)
Recall that pir contains the steady-state probabilities of the Markov
chain, which only observes the processor when it is busy. Hence, ρpir
equals the probability that an order of age r (in time units, r > 0)
is in service at an arbitrary time with the service process in one of
the nS phases. As mentioned earlier, tS contains the probability that
the production process is finished.
While R is expressed in terms of time units, the replenishment
lead time Rp needs to be expressed in terms of an integer number
of periods as we have a periodic review system. In our sequence of
events (see Section 2.2.2), demand is fulfilled at the end of the period.
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Therefore, orders that are replenished before the end of a period can
be immediately used to satisfy the demand of that same period (i.e.,
Rp = bR/dc):
Pr[Rp = k periods] =
kd+d∑
r=kd+1
Pr[R = r]. (G.4)
We can now determine the steady-state distribution of the in-
ventory on-order of product i at the end of an arbitrary period
(IOi). At an arbitrary instant when the server is busy, let Pr[B
(b) =
kd,O
(b)
i = yi] denote the joint probability that the order in service has
an age of k periods (kd time units) and contains yi products of type i
1.
To obtain IOi, we need to calculate the same probability but at the
end of an arbitrary period immediately after placing the replenish-
ment order. This probability is equal to Pr[B(b) = kd,O
(b)
i = yi]ρd (ρ
drops the busy condition, dividing by 1/d conditions the probability
on an order placement event. Calculation of Pr[B(b) = kd,O
(b)
i = yi]
is explained at the end of this appendix). We can then calculate IOi
as follows. We distinguish between two cases:
1. At the end of period t (immediately after sending the replenish-
ment order Ot), k > 0 orders are waiting in the queue (denoted
by Et = 0):
Pr[IOi = ioi, E = 0] = lim
t→∞
Pr[IOi,t = ioi, Et = 0]
=
∑
k>0
∑
yi
Pr[B(b) = kd,O
(b)
i = yi]ρd× Pr[Dk∗i = ioi − yi],
(G.5)
where Pr[Dk∗i = ioi − yi] is the probability that the total de-
mand of product i over the last k periods (i.e., amount of prod-
uct i included in the orders in queue) equals ioi − yi. Dk∗i
denotes the k-fold convolution of the demand of product i.
1B(b) is the steady state random variable of the age of the order in service and
O
(b)
i denotes the steady state distribution of the amount of product i in service,
provided that the processor is busy
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2. When Ot finds the queue empty (Et = 1) and there was no
service completion at the observation time, we get the following
expression:
Pr[IOi = ioi, E = 1] = lim
t→∞
Pr[IOi,t = ioi, Et = 1]
= Pr[queue is empty at observation time]Pr[Di = ioi]
= (
d−1∑
r=1
Pr[R = r])Pr[Di = ioi], (G.6)
where Pr[R = r] is obtained from Equation (G.3).
The steady state distribution of the inventory on order of each
of the products can be computed as Pr[IOi = ioi] = Pr[IOi =
ioi, E = 0] + Pr[IOi = ioi, E = 1].
Calculation of Pr[B(b) = kd,O
(b)
i = yi]
We first calculate the distribution of the waiting time in queue:
Pr[W = w] =
{∑d
r=1 Pr[R = r] for w = 0
Pr[R = w + d] for w > 0.
(G.7)
Next, assume that we observe the system at an arbitrary mo-
ment when the server is busy. At this time, the probability that the
order in service has spent exactly p time units in production is:∑
k≥p
Pr[our observation point falls within a service period of length k]
· Pr[we observe the order exactly p time units after the start of service]
=
∑
k≥p
Pr[SR = k]
k
E(SR)
· 1
k
=
∑
k≥p
Pr[SR = k]
E(SR)
=
Pr[SR ≥ p]
E(SR)
,
(G.8)
where SR denotes the service time distribution of a batch order (con-
taining both products). Therefore, the joint probability that the cur-
rent order in production contains y1 items of product 1 and has spent
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p time units in the production at the time of observation is given by:
Pr[O1 = y1, SR ≥ p]
E(SR)
=
Pr[O1 = y1]
∑
y2
Pr[O1 = y1, O2 = y2, SR ≥ p]× Pr[O2 = y2]
E(SR)
=
αD1T
y1−1
D1
tD1
∑
y2
Pr[O1 = y1, O2 = y2, SR ≥ p]× αD2T y2−1D2 tD2
E(SR)
,
where Pr[O1 = y1, O2 = y2, SR ≥ p] is the probability that the
service time of an order with y1 items of product 1 and y2 items of
product 2 takes longer than p time units. This probability can be
obtained from the single unit processing times (nMi , TMi , αMi). A
similar expression can be written for Pr[O2 = y2, SR ≥ p]/E(SR).
We can now determine the joint probability that the order in
service has an age of k periods (kd time units) and contains yi of
product i at an arbitrary time instant when the server is busy:
Pr[B(b) = kd,O
(b)
i = yi] =
∑kd−1
w=0 Pr[W = w]Pr[Oi = yi, SR ≥ kd− w]
E[SR]
.
(G.9)
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Appendix H
Influence of fixed L on the optimal price
and quality levels in the no information
setting
It can be shown that an increase in L only leads to a minor change
in the optimal price and quality levels in the no information setting,
in particular when parameter settings are such that the system is
prone to congestion. The fixed L affects the optimal solutions only
through the parameter υ (Equation (2.15)). As
∂υ
∂L
=
(mb +mh)σφ(zc)
2λ
√
L+ 1
, (H.1)
the change in υ depends on mb, mh, and σ. In scenarios that lead to
congestion, these values tend to be low. Note that
∂f ∗2
∂L
=
∂f ∗2
∂υ
∂υ
∂L
,
∂p∗1
∂L
=
∂p∗1
∂υ
∂υ
∂L
,
∂p∗2
∂L
=
∂p∗2
∂υ
∂υ
∂L
. (H.2)
such that, as a result, the impact of a change in L on the optimal
decisions in such scenarios is small. As an illustration, Figures H.1
and H.2 show that even if the marketing department sets L = 15
in the base case of Table 2.1, the change in optimal parameters is
minor.
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Figure H.1: Profit corresponding to the optimal prices in the no information
and full information settings for different values of f2 and L
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Figure H.2: Optimal product prices in the no information and full information
settings for different values of f2 and L
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Appendix I
Kriging expressions
In this appendix we provide formulas for the stochastic Kriging pre-
diction fˆ(x) and its estimated variance s2(x). Stochastic Kriging
with a constant trend assumes that the unknown true function can
be represented by f(x) = β + M(x), where β ∈ R is an unknown
constant term and M is a realization of a mean zero Gaussian ran-
dom field [16]. We assume spatial correlation: M(xh) and M(xl)
tend to be close if the distance ‖xh − xl‖ is small. As this dis-
tance goes to infinity, Corr[M(xh),M(xl)]→ 0 and if the distance is
zero, Corr[M(xh),M(xl)] = 1 (the implied covariance is denoted by
Cov[M(xh),M(xl)]). The way the spatial correlation changes with
distance ‖xh−xl‖ depends on the employed correlation function (As
noted in Section 4.3.3, we used Matern 2.5 in our experiments). The
observed goal value in the jth simulation replication at design point
xk, can thus be written as:
f˜j(x
k) = β + M(xk) + εj(x
k), (I.1)
where, as mentioned in Section 4.1, εj(x
k) has mean zero and vari-
ance τ 2(xk) and represents the noise inherent in a stochastic simu-
lation model. This noise is assumed to be independent of M, and
independent and identically distributed across replications. Since we
don’t consider common random numbers, Corr[εj(x
h), εj(x
l)] = 0.
Assume we fitted a Kriging metamodel using k de-
sign points (x1,x2, ...,xk) with estimated function values f¯ =
(f¯(x1), f¯(x2), ..., f¯(xk))T. These estimates are sample means of the
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simulation output across (n1, n2, ..., nk) replications. If the Kriging
metamodel only has an intercept term (β), we obtain the Kriging
prediction at an arbitrary point xi as follows [16]:
fˆ(xi) = β + ΣM(x
i, .)T[ΣM + Σε]
−1(f¯ − β1k), (I.2)
where 1k is a k × 1 vector of ones, ΣM(xi, .) =
(Cov[M(xi),M(x1)], ...,Cov[M(xi),M(xk)])T, and ΣM is the
spatial variance covariance matrix of the k design points (with size
k × k). Σε is a k × k variance covariance matrix implied by the
sample average simulation noise. Since we don’t consider CRN, this
matrix is diagonal: Σε = Diag{τ 2(x1)/n1, ..., τ 2(xk)/nk}.
To be able to use Equation (I.2), we need to estimate β, ΣM,
and Σε (the estimates are denoted by βˆ, Σ̂M, and Σ̂ε). For instance,
since the noise variance function τ 2(x) is usually unknown in practice
[130], we use Σ̂ε = Diag{V̂ar[f¯(x1)], ..., V̂ar[f¯(xk)]}. See [16] for
estimation of the other two parameters.
The mean squared error (MSE) of the Kriging predictor in
Equation (I.2) is also known as the Kriging variance and is esti-
mated as follows [54]:
M̂SE(fˆ(xi)) = s2(xi) =Σ̂M(x
i,xi)− Σ̂M(xi, .)T[Σ̂M + Σ̂ε]−1Σ̂M(xi, .)
+
δˆ
T
δˆ
1Tk [Σ̂M + Σ̂ε]
−11k
, (I.3)
where δˆ = 1− 1Tk [Σ̂M + Σ̂ε]−1Σ̂M(xi, .).
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Relation between τ (x) and f (x) in differ-
ent scenarios
Table J.1: Parameters for the relation between f(x) and τ(x)
Camel
back
Rescaled
Branin
Hartmann-
6
Best case Low noise a = 0.45
b = 3.46
a = 0.45
b = 3.05
a = 0.45
b = 4.12
High noise a = 4.5
b = 3.46
a = 4.5
b = 3.05
a = 4.5
b = 4.12
Worst case Low noise a = −0.45
b = −8.704
a = −0.45
b = −6.95
a = −0.45
b = −1.38
High noise a = −4.5
b = −8.704
a = −4.5
b = −6.95
a = −4.5
b = −1.38
For the 3 analytical test functions, we assume a linear relation-
ship between the function value and the standard deviation of noise
(i.e., noise magnitude). For best case noise, we have:
(max
x∈Θ
f(x) + b)× a = max
x∈Θ
τ(x) = 0.6Rf or 6Rf (light or heavy noise),
(min
x∈Θ
f(x) + b)× a = min
x∈Θ
τ(x) = 0.15Rf or 1.5Rf (light or heavy noise),
(J.1)
where τ(x) is the standard deviation of the noise on f¯(x) with one
replication. From the above equations we can easily obtain a and b
(e.g., for Camelback best case low noise: (6.27 + b) × a = 0.6 ∗ 7.3
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and (−1.03 + b)× a = 0.15 ∗ 7.3→ a = 0.45, b = 3.46; see Table J.1
for other scenarios). For worst case noise, we have a similar relation:
(min
x∈Θ
f(x) + b)× a = max
x∈Θ
τ(x) = 0.6Rf or 6Rf (light or heavy noise),
(max
x∈Θ
f(x) + b)× a = min
x∈Θ
τ(x) = 0.15Rf or 1.5Rf (light or heavy noise).
(J.2)
Recall that SKO, CKG, and EQI need an estimate of τ(x): we
use τˆ(x) = (fˆ(x) + b) × a, as the goal function f(x) is assumed to
be unknown. For the inventory test problem, we use a metamodel
to estimate the noise, see Section 4.3.4.
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(a) Best case noise
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Figure K.1: GAP for the Branin function (Rf = 6). At each scenario, the
boxplots show the distribution of GAP for each algorithm. The
median is indicated by a solid circle; the edges of the boxes are
the 25th and 75th percentiles. The results are analogous to the
Camelback function: CKG and SKO perform somewhat better
than the benchmark algorithm (MQ) while other algorithms don’t.
TSSO and eTSSO usually have the largest GAP
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(a) Best case noise
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Figure K.2: GAP results for the Branin function with perfect identification
(Rf = 6). At each scenario, the boxplots show the distribution
of GAP for each algorithm when the true best point among the
sampled points is returned as the final solution. The median is
indicated by a solid star. The edges of the boxes are the 25th
and 75th percentiles. Analogous to the Camelback function, we
see that all algorithms suffer from the identification problem (es-
pecially TSSO)
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(a) Best case noise
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Figure K.3: GAP for the Branin function with MTSSO included (Rf = 6). At
each scenario, the boxplots show the distribution of GAP for each
algorithm. The median is indicated by a solid circle; the edges
of the boxes are the 25th and 75th percentiles. MTSSO usually
provides smaller GAP than TSSO
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Results for the (s, S) inventory problem
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(b) GAP with perfect identification.
Figure L.1: GAP and GAP with perfect identification for the (s, S) inventory
problem (Rf = 8584). The boxplots show the distribution of GAP
for each algorithm. The median is indicated by a solid circle for
GAP and by a solid star for GAP with perfect identification; the
edges of the boxes are the 25th and 75th percentiles
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MTSSO results for the Camelback func-
tion
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(b) Worst case noise
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Figure M.1: GAP for the Camelback function with MTSSO included (Rf =
7.3). At each scenario, the boxplots show the distribution of GAP
for each algorithm. The median is indicated by a solid circle; the
edges of the boxes are the 25th and 75th percentiles
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Number of distinct points sampled
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Figure N.1: Number of distinct points sampled for the Branin function (High
budget). At each scenario, the boxplots show the distribution of
the number of distinct points sampled by each algorithm. The
median is indicated by a solid circle; the edges of the boxes are
the 25th and 75th percentiles
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Figure N.2: Number of distinct points sampled for the Camelback function
(High budget). At each scenario, the boxplots show the distribu-
tion of the number of distinct points sampled by each algorithm.
The median is indicated by a solid circle; the edges of the boxes
are the 25th and 75th percentiles
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Figure N.3: Number of distinct points sampled for the Hartmann-6 function
(High budget). At each scenario, the boxplots show the distribu-
tion of the number of distinct points sampled by each algorithm.
The median is indicated by a solid circle; the edges of the boxes
are the 25th and 75th percentiles
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Figure N.4: Number of distinct points sampled for the (s, S) inventory problem
(High budget). At each scenario, the boxplots show the distribu-
tion of the number of distinct points sampled by each algorithm.
The median is indicated by a solid circle; the edges of the boxes
are the 25th and 75th percentiles
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Appendix O
Comparison of the Pareto frontier obtained
using the simulation and Kriging estimates
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(c) LDHS (λ = 10, ep = −1.2)
Profit standard deviation
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
M
ea
n
p
ro
fi
t
0
5
10
15
20
25
30
35
40
45
Pareto frontier approximation: Kriging estimates
Pareto frontier approximation: simulation estimates
(d) HDHS (λ = 50, ep = −1.2)
Figure O.1: Comparison of the Pareto frontier obtained using the simulation
and Kriging estimates of the objective values of the sampled points
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Appendix P
Simulated objective space and Kriging-
based Pareto approximation
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Figure P.1: Simulated objective space and Kriging-based Pareto frontier ap-
proximation
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Appendix Q
Informal proof of Conjecture 5.1
Consider two (f, q) pairs with the same quality f that result in the
same σ(ΠG) (and, thus, the same E(ΠG)): (f, q
A) and (f, qB) with
qB > qA. We need to prove that for any xB = (f, qB, SB), there
exists an SA such that for xA = (f, qA, SA):
I E(Π(xA)) > E(Π(xB)),
II σ(Π(xA)) < σ(Π(xB)).
That is, the pair (f, qB) is not Pareto-optimal regardless of the order-
up-to level SB. A rigorous mathematical proof, unfortunately, is
intractable as this would require an expression for the probability
distribution of the endogenous lead times for an arbitrary (f, q, S)
combination. Therefore, we present an informal proof. We first focus
on condition I (for mean profit) and then analyze condition II (for
profit standard deviation).
Condition I
The expected profit is given in the following equation:
E(Π) = E(ΠG)− E
(
hNS+ + bNS−
)
. (Q.1)
Since E(ΠG(x
A)) = E(ΠG(x
B)), the solution with lower expected
inventory-related costs provides higher expected profit. Since qB >
qA, xB will result in more production congestion and, thus, stochasti-
cally longer and more variable replenishment lead times. Therefore,
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for any SA = SB = S, xB results in higher expected inventory-related
costs and we thus have E(Π(xA)) > E(Π(xB)). Note that even for
settings with exogenous lead times, formal proofs to support such
statements are very complex. For instance, Song [224] proves that
for the same expected lead time, more lead time variability results in
higher expected inventory-related costs in a continuous review sys-
tem with base-stock policy, while Song et al. [226] analyze the impact
of lead time uncertainty in a continuous review (s,Q) policy.
Condition II
Profit variance can be written as follows:
σ2(Π) =σ2(ΠG) + σ
2
(
hNS+ + bNS−
)
− 2Cov(ΠG, hNS+ + bNS−), (Q.2)
where Cov(ΠG, hNS
+ + bNS−) is the covariance between the gross
profit and inventory-related costs. As we discuss below, this co-
variance is small for reasonable values of the order-up-to level, and
can thus be ignored. Since σ2(ΠG(x
A)) = σ2(ΠG(x
B)), the so-
lution with higher variance of inventory-related costs (i.e., higher
σ2 (hNS+ + bNS−)) also has a higher profit variance. As argued
above, xB is expected to cause higher replenishment lead time vari-
ability, and, therefore, larger variations in NS+ and NS−: intu-
itively, periods with high holding costs and low backorder costs, af-
ter the receipt of a replenishment, will thus alternate with (possibly
many) periods of low inventory holding and high backorder costs. We
thus expect σ(Π(xA)) < σ(Π(xB)) for any SA = SB = S. Note that
the impact of lead time uncertainty on the variance of inventory-
related costs has not been analyzed yet in the literature.
Below, we argue that Cov(ΠG, hNS
+ + bNS−) ' 0 for reason-
able values of the order-up-to level S. Figure Q.1 shows the change
of this covariance against S at several (f, q) pairs. The covariance
between gross profit and inventory-related costs is relatively high for
low S, and especially so for high values of q: in this case, the high
demand results in high gross profit and more congestion in the pro-
duction facility, which in turn results in higher backordering costs.
However, when S is high, production congestion will not have a big
influence on the inventory-related costs, as the stockout probability
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is very small (i.e., backordering cost is close to zero). In our experi-
ments, due to the high service level, the optimal S is high; from the
arguments above and Figure Q.1, we thus conclude that the assump-
tion Cov(ΠG, hNS
+ + bNS−) ' 0 is justifiable.
Order-up-to level (S)
0 10 20 30 40 50 60 70
C
o
v
(Π
G
,h
N
S
+
+
bN
S
−
)
-0.5
0
0.5
1
1.5
2
2.5
q = 0.35, f = 4
q = 0.3, f = 4
q = 0.2, f = 4
q = 0.05, f = 4
Figure Q.1: The change of the covariance Cov(ΠG, hNS
+ +bNS−) with order-
up-to level S (λ = 50)
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Modified Pareto frontier approximations
based on Conjectures 5.1−5.3
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Figure R.1: Modified Pareto frontiers based on Conjectures 5.1−5.3
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