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ON THE SEMISIMPLICITY OF THE OUTER DERIVATIONS
OF MONOMIAL ALGEBRAS.
SELENE SA´NCHEZ-FLORES
Abstract. We show that the Hochschild cohomology of a monomial alge-
bra over a field of characteristic zero vanishes from degree two if the first
Hochschild cohomology is semisimple as a Lie algebra. We also prove that
first Hochschild cohomology of a radical square zero algebra is reductive as
a Lie algebra. In the case of the multiple loops quiver, we obtain the Lie
algebra of square matrices of size equal to the number of loops.
Keywords: Hochschild cohomology, outer derivations, Gerstenhaber bracket, monomial
algebra, radical square zero algebra.
1. Introduction.
Let A be an associative unital k-algebra where k is a field. We denote by
HHn(A) the Hochschild cohomology vector space in degree n of A with coeffi-
cients in the bimodule A, i.e.
HHn(A) = HHn(A,A) = ExtnAe(A,A)
where Ae = A⊗Aop is the enveloping algebra of A. It is well known that HH1(A)
is the vector space of outer derivations of A. Hence HH1(A) has a Lie algebra
structure given by the commutator bracket. In [Ger63], Gerstenhaber defined a
bracket which generalizes the commutator. The Gerstenhaber bracket induces a
graded Lie algebra structure on HH∗+1(A). Therefore, HHn(A) is a Lie module
over the Lie algebra HH1(A).
In the present paper, we consider the Lie algebra structure on HH1(A) where
A is a finite dimensional monomial algebra over a field of characteristic zero. A
monomial algebra is the quotient of a path algebra of a quiver Q by an ideal
generated by a set of paths of length at least two. In [Hap89] and [Bar97], a
minimal projective resolution of A over its enveloping algebra is described in
terms of the combinatorics of the quiver. This resolution allows to compute the
Hochschild cohomology. Moreover, it enables to study the Lie algebra of outer
derivations space with combinatorial tools.
The Lie algebra structure of HH1(A) where A is a monomial algebra has
been already studied in [Str06]. In particular, Strametz provides sufficient and
necessary conditions to the combinatorial data of A in order to guarantee the
semisimplicity on HH1(A). In this case, the semisimple Lie algebra obtained is
isomorphic to a direct product of Lie algebras of type An (i.e. trace zero square
matrices). On the other hand, finite dimensional modules over these Lie algebras
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2are well known from representation theory. So, a natural question arise: What is
the description of HHn(A) as a Lie module over the Lie algebra HH1(A), when
this one is semisimple?
In this article, we answer the above question for monomial algebras over a field
of characteristic zero: the Hochschild cohomology from degree two vanishes if the
first Hochschild cohomology is semisimple as a Lie algebra. This answer brings
out some other questions concerning the cohomology structure. For instance,
the pursuit of examples where the Lie module structure of the Hochschild coho-
mology groups is not trivial. This has led us to consider the case where the Lie
algebra in the first degree is not semisimple.
Our first step was to study the case of radical square zero monomial algebras,
since its Hochschild cohomology has been described explicitly in [Cib98]. This
description allowed us to give an example where the Lie module structure is
not trivial. In [SF08], we described the Lie module structure of Hochschild
cohomology vector spaces of the radical square zero algebra A associated to the
two loops quiver. In fact, we showed that HH1(A) is isomorphic to gl2 k, the
Lie algebra of square matrices of size two and then we describe HHn(A) as a Lie
module over gl2 k by giving the decomposition into a direct sum of irreducibles
modules over sl2 k, the trace zero matrices.
In the present paper, we prove a more general result concerning the first
Hochschild cohomology: The Lie algebra of the outer derivations of a radical
square zero monomial algebra is reductive (i.e. it is the direct product of a
semisimple Lie algebra and an abelian Lie algebra). In the particular case of
the multiple loops quiver, we obtain that HH1(A) is the Lie algebra of square
matrices of size equals to the number of loops.
This paper is organized in three sections. In the first section, we begin by
recalling the combinatorial description of both: the first Hochschild cohomology
vector space and the commutator bracket. The description of the Hochschild
cohomology is obtained from the complex induced after applying the functor
HomAe(−, A) to the Happel-Bardzell projective resolution (see [Bar97]). Once
this complex is simplified, the space of cochains is expressed in terms of parallel
paths and the differential maps are expressed in terms of an operation that
replaces parallel arrows in a path. In order to describe the commutator bracket
in terms of parallel paths, Strametz gave maps from the first Hochschild cochain
to the space of parallel paths (see [Str06]). Those maps induce inverse linear
isomorphism at the cohomological level, which enables the translation of the
commutator bracket in terms of parallel arrows.
In section 2, using the combinatorial commutator, we specify the Lie algebra
structure of HH1(A) in two cases: when A is a radical square zero monomial
algebra in one hand and when A is a triangular complete monomial algebra in
the other hand. Recall that a finite dimensional algebra is called triangular if
the quiver has no oriented cycles. A complete monomial algebra is a monomial
algebra that verifies the following property: every path of length at least two
parallel to a path which is zero in the algebra is also zero. For instance, radical
3square zero monomial algebras are complete monomial. We will study both cases
separately: radical square zero algebras without any restriction on the quiver
in one hand and complete monomial algebras whose quiver contains no oriented
cycles in the other hand.
Keeping in mind Levi’s decomposition theorem, we will compute the solvable
radical of HH1(A) in order to obtain the semisimple part. Recall that the
semisimple part of a Lie algebra is precisely the quotient by its solvable rad-
ical. For radical square zero monomial algebras, we specify the semisimple part
and the solvable radical using the combinatorics of the quiver. Let us introduce
some notation. Given a quiver Q, we denote Q the quiver obtained by identify-
ing parallel arrows, i.e. multiple parallel arrows in Q are seen as only one arrow
in Q. Denote S the set of arrows in Q that correspond to more than one arrow
in Q. We denote by |α| the cardinality of an element α in S.
One of the main results of this paper is the following. Let A be a radical square
zero monomial algebra over a field of characteristic zero. The solvable radical
of HH1(A) is abelian and its dimension is equals to the Euler characteristic of
the quiver Q. Moreover, the semisimple part of HH1(A) is a direct product of
Lie algebras of type A|α| where α is in S. For example, consider the monomial
algebra of radical square zero associated to the multiple-loops quiver, this is
k[x1, . . . xr]/ < xixj >
r
i,j=1 where r is the number of loops. As a consequence of
the result mentioned above, its first Hochschild cohomology is glr(k ), the Lie
algebra of square matrices of size r.
Next, we consider triangular complete monomial algebras. The semisimple
part of the first Hochschild cohomology Lie algebra can be expressed in the
same terms as in the previous case. The solvable radical is not necessary abelian,
however we give a description of it in terms of the combinatorics of the quiver.
In the third section, our main purpose is to prove that for monomial algebras
over a field of characteristic zero, the Hochschild cohomology vanishes from the
second degree if the first Hochschild cohomology is semisimple as a Lie algebra.
To do so, we begin by recalling the necessary and sufficient conditions for semi-
simplicity of the the Lie algebra HH1(A) where A is monomial, which are given
in [Str06]. Then we restate these conditions as follows.
Let us assume that A = kQ/ < Z > where kQ is the path algebra of a quiver
Q and < Z > is the two-sided ideal generated by a minimal set of paths of length
two which we denote by Z. The assumption of ”minimal” is not restrictive since
given a set of paths, we can extract a subset which is minimal and that generates
the same ideal. The restatement of Strametz’ theorem is the following. The Lie
algebra HH1(A) is semisimple if and only if Z is closed under parallel paths, the
underlying graph of Q is a tree and the set S is not empty. We also prove that
if HH1(A) is semisimple then A is a complete monomial algebra.
Furthermore, we compute the Hochschild cohomology vector spaces of a mono-
mial algebra A = kQ/ < Z > where Q is a tree and Z is closed under parallel
paths. To do so, we use the Happel-Bardzell projective resolution and the results
of section two about complete monomial algebras. We prove that the Hochschild
4cohomology vector spaces of degree at least two vanish under these hypotheses.
Finally, as a consequence of this computation, we obtain that if HH1(A) is
semisimple then HHn(A) = 0 for all n ≥ 2.
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1. The space of outer derivations of a monomial algebra.
It is well known that the first Hochschild cohomology vector space is the space
of outer derivations. Clearly, it is endowed with a Lie algebra structure given
by the commutator bracket. Such structure was studied by C. Strametz for
the case of finite dimensional monomial algebras, using combinatorial tools. In
this section, we will recall the combinatorial description of the space of outer
derivations of a monomial algebra. Then we will remind the description of the
commutator bracket given by Strametz in the same terms as the combinatorial
realization of the first Hochschild cohomology group of a monomial algebra.
1.1. Notations and assumptions. In this section we fix the notation and
assumptions that we will be using all along this paper.
Given a quiver Q, we denote Q0 the set of vertices and Q1 the set of arrows.
The applications source and target defined from the set of arrows to the set
of vertices are denoted by s and t respectively, The loop quiver is given by
one vertex and one arrow. The multiple loops quiver is given by one vertex
and several loops. The multiple arrows quiver is given by the following data:
Q0 = {e1, e2}, Q1 = {a1, . . . ar}, s(ai) = e1 and t(ai) = e2 for i = 1, . . . , r.
The paths are constructed by concatenating arrows as follows. Let a1, . . . , an
be arrows such that s(ai) = t(ai+1) for i = 1, . . . , n−1, the expression a1a2 · · ·an
is a path denoted p. Let us remark that the source map and the target map
can also be defined for paths as follows: s(p) = s(an) and t(p) = t(a1). Let p
and q be two paths, we say that they are composable if and only if s(p) = t(q),
in this case we write pq for the path obtained after concatenation. Besides, a
path c such that s(c) = t(c) is called an oriented cycle. Moreover, the length of
a path is the number of arrows used in its expression in arrows. We will denote
Qn the set of all paths of Q of length n. The set of vertices Q0, which is the
set of paths of length zero, will be considered as the set of trivial paths. Let p
and q be two paths. We say that q divides p if there exist paths x and y such
that p = xqy. The underlying graph of the quiver is the graph obtained when
the orientations of the arrows are ignored.
Let k be a field. We denote kQ the path algebra of a quiver Q. Recall
that its underlying vector space has a basis given by all paths of the quiver,
and the multiplication is defined by concatenation of paths whenever they are
composable, and zero otherwise. An admissible ideal I is a two-sided ideal of a
5path algebra of a quiver Q such that
< Qn >⊆ I ⊆< Q2 >
for some n, where < Qi > is the two-sided ideal generated by Qi. For example,
the two-sided ideal generated by Qn with n ≥ 2 is an admissible ideal. Another
example is the zero ideal which is admissible if and only if the quiver has no
oriented cycles.
A finite dimensional monomial algebra is a quotient of the path algebra of a
quiver Q by an admissible ideal generated by a set of paths of length at least
two, which we will denote Z.
Assumptions. In the sequel, we will assume that
- Q1 and Q0 are non-empty sets.
- Q is finite, i.e. Q0 and Q1 are finite sets.
- Q is a connected, i.e. the underlying graph of Q is connected.
- Z is minimal, this means that for all path p in Z and for all path q 6= p
that strictly divides the path p, q does not belong to the set Z.
This last assumption is not restrictive since we can always extract from a set of
paths a minimal subset such that both sets generate the same ideal.
Let B be the set of paths of Q which are not divided by any element of
Z. It is clear that the elements of B form a basis of the monomial algebra A.
Moreover, the Jacobson radical (i.e. the intersection of all left maximal ideals)
of a monomial algebra denoted r = radA is given by
r =
< Q1 >
< Z >
where < Q1 > is the two-sided ideal generated by Q1. Furthermore, E = kQ0 is
isomorphic to A/r. Moreover A ∼= E⊕r, as predicted by the Wedderburn-Malcev
theorem.
1.2. A description of the Hochschild cohomology in first degree. The
computation of Hochschild cohomology vector spaces for a monomial algebra
has been done using the Happel-Bardzell projective resolution [Bar97]. In the
complex obtained, the space of cochains is expressed in terms of parallel paths
and the differential maps are expressed in terms of an operation that replaces
parallel arrows in a path. Let us first introduce both tools: parallel paths and
this operation.
Given a quiver Q, we say that two paths α and β are parallel if and only if
they have the same source and the same target. If α and β are parallel we write
α ‖ β. Let X and Y be sets consisting of paths of Q, then X ‖ Y denotes the set
of all pairs of paths (α,β) in X × Y that are parallel. We denote k(X ‖ Y) the
k-vector space generated by X ‖ Y.
Now, we introduce the operation ⋄
i
that replaces parallel arrows in a path,
where i is a natural number between 1 and the length of the path. Given a
path α in Qn with n ≥ 1 such that α = a1 · · ·ai · · ·an, fix a natural number
61 ≤ i ≤ n. Let β be a non trivial path in Qm such that ai ‖ β. Replacing the
arrow ai by the path β we obtain a path
a1 · · ·ai−1βai+1 · · ·an.
in Qn+m−1. Let us denote k(Qn) the vector space generated by all paths of
length n, the operation ⋄
i
is given by:
⋄
i
: k(Qn)× k(Qm) → k(Qn+m−1)
(α,β) 7→ α ⋄
i
β =
{
a1 · · ·ai−1βai+1 · · · an if ai ‖ β
0 otherwise.
Notation. Let α be a path in Q and (a, γ) in Q1 ‖ B. Following Strametz we
denote α(a,γ) the element in A given by the sum of all nonzero paths obtained
by replacing each appearance of the arrow a in α by γ. If the path α does not
contain the arrow a or if every replacement of a in α is not a path in B, then
α(a,γ) = 0. For example, let α = aba be a path, α(a,γ) = abγ + γba in case
abγ and γba are paths in B. In general, if α = a1 · · · ai · · ·an, then α
(a,γ) is the
element of A given by
α(a,γ) =
n∑
i=1
δaai χB(α ⋄i
γ) α ⋄
i
γ
where δaai is the Kronecker symbol and χB is the characteristic function. It is
clear that α is parallel to α ⋄
i
γ for all i. Now, let us suppose α belongs to a
certain set of paths X. We denote (α,α(a,γ)) the element in k(X ‖ B) given by
the following sum:
(α,α(a,γ)) :=
n∑
i=1
δaai χB(α ⋄i
γ) (α,α ⋄
i
γ).
We are able to state the proposition providing a combinatorial description of
the vector space of outer derivations HH1(A) when A is monomial.
Proposition ([Str06]). Let A = kQ/ < Z > be a monomial algebra and let B
denote the basis of A described before. The beginning of the complex induced by
the Happel-Bardzell resolution can be described in the following way:
0 −→ k(Q0 ‖ B) ψ0−→ k(Q1 ‖ B) ψ1−→ k(Z ‖ B)→ · · ·
where the maps ψ0 and ψ1 are given by
(1) ψ0(e, γ) =
∑
a | s(a)=e
(a, aγ) −
∑
a | t(a)=e
(a, γa)
(2) ψ1(a, γ) =
∑
p∈Z
(p, p(a,γ)).
7Therefore,
HH1(A) ∼=
Kerψ1
Imψ0
.
1.3. Combinatorial commutator bracket. The Lie algebra structure of the
outer derivations is given by the commutator bracket. In order to study this
structure using the above combinatorial presentation we translate the commu-
tator bracket in terms of the combinatorial description of HH1(A). In order
to translate the commutator bracket Strametz gave maps from C1(A,A) to
k(Q1 ‖ B) and vice versa. Those maps induce inverse linear isomorphisms at the
cohomological level, i.e. between HH1(A). In fact, they are induced from some
comparison maps, which are written explicitly for the first degree. This proce-
dure enables us to give a Lie algebra structure to the vector space k(Q1 ‖ B).
The combinatorial commutator bracket is given by the following result.
Theorem ([Str06]). Let A = kQ/ < Z > be a monomial algebra and let B be
the corresponding basis of A. Consider the bracket
[ − , − ]S : k(Q1 ‖ B)× k(Q1 ‖ B) −→ k(Q1 ‖ B)
given by
(3)
[ (a,α) , (b,β) ]S = (b,β
(a,α)) − (a,α(b,β))
=
m∑
i=1
δabi χB(β ⋄i
α) (b,β ⋄
i
α)
−
n∑
i=1
δbai χB(α ⋄i
β) (a,α ⋄
i
β)
where α = a1 · · · an and β = bi · · ·bm; the functions δ
y
x and χB are the Kronecker
symbol and the characteristic function respectively.
The above bracket induces a Lie algebra structure on the first Hochschild co-
homology group HH1(A) ∼= Kerψ1/Imψ0 which is a Lie algebra isomorphic to
HH1(A) with the commutator bracket.
2. Lie algebra structure.
In this section we are concerned about the Lie algebra structure of the first
Hochschild cohomology of a monomial algebra. We will determine its radical
and its semisimple part in two cases. The first one is when the monomial al-
gebra is of radical square zero. In the second case, we will consider triangular
complete monomial algebras. Then, using Levi’s decomposition theorem, we
obtain a complete description of the Lie algebra structure of the first Hochschild
cohomology of such algebras.
2.1. Parallel arrows. The combinatorial commutator bracket described in the
above section induces a Lie algebra structure on the cochains k(Q1 ‖ B). Let
8us remark that k(Q1 ‖ Q1) becomes a Lie subalgebra with the combinatorial
commutator bracket
[ − , − ]S : k(Q1 ‖ Q1)× k(Q1 ‖ Q1)→ k(Q1 ‖ Q1)
given by
[ (a, a ′) , (b, b ′) ]S = δ
a
b ′ (b, a
′) − δba ′ (a, b
′) .
We call k(Q1 ‖ Q1) the Lie algebra of parallel arrows. In this subsection we will
study both Lie algebras: k(Q1 ‖ Q1) and k(Q1 ‖ B).
Given a quiver Q we have that ‖ is an equivalence relation on the set of arrows
Q1. We denote Q1 the set of equivalence classes. It is clear that the maps source
s and target t are well defined on Q1. The quiver which has Q0 as vertices and
Q1 as set of arrows, together with the maps s and t will be denoted Q. Note
that in the quiver Q, all multiple parallel arrows of Q are identified.
We will show that the Lie algebra k(Q1 ‖ Q1) can be expressed as a direct
product of the endomorphism Lie algebras glα where α is an arrow of Q. Let us
introduce such Lie algebras.
Notation. Given α in Q1 we denote
glα =
⊕
a,a ′∈α
k (a, a ′)
and
Iα =
∑
a∈α
(a, a).
Clearly, the vector space glα together with the above bracket is a Lie subal-
gebra of k(Q1 ‖ Q1). Let us show that these are endomorphism Lie algebras.
Denote Vα the vector space whose basis is the set α, so dimk(Vα) = |α|. Con-
sider Endk (Vα), the Lie algebra of endomorphisms of Vα with the commutator
bracket. We will show that Endk (Vα) and glα are isomorphic. Given a, a
′ ∈ α,
denote f(a,a ′) : Vα → Vα the linear morphism given by:
f(a,a ′)(
∑
x∈α
λxx) = λaa
′.
The inverse map is given by the following:
glα → Endk (Vα)
(a, a ′) 7→ −f(a,a ′)
The minus sign in the right side is needed in order to guarantee this map to
be an homomorphism of Lie algebras. Therefore, glα is isomorphic to the Lie
algebra of endomorphisms of Vα. We will use this Lie algebra to describe the
Lie algebra structure of the parallel arrows. The description of the Lie algebra
k(Q1 ‖ Q1) and its radical is given by the following lemma.
Lemma 2.1.
k(Q1 ‖ Q1) =
∏
α∈Q1
glα
9as Lie algebras. Moreover,
radk(Q1 ‖ Q1) =
∏
α∈Q1
k Iα.
Proof. If α 6= β then glα ∩ glβ = 0 and [(a, a
′), (b, b ′)]S = 0 for all (a, a
′) in glα
and (b, b ′) in glβ. Then it is easy to conclude that k(Q1 ‖ Q1) is the product
of all glα. Now, recall that taking radical of Lie algebras commutes with finite
products, so the radical of k(Q1 ‖ Q1) is the product of the radicals of the glα’s.
Since the radical of glα is k Iα, we obtain that the radical of k(Q1 ‖ Q1) is the
direct product of k Iα’s. 
Now we are ready to study the Lie algebra k(Q1 ‖ B). Let us remark that
k(Q1 ‖ B) = k(Q1 ‖ Q0)⊕ k(Q1 ‖ Q1)⊕
N⊕
i=2
k(Q1 ‖ B ∩Qi)
where N is the maximum length of non-zero paths in A. If we set that the
elements of k(Q1 ‖ B ∩Qi) are of degree i − 1, the combinatorial commutator
bracket is graded. Let
R =
N⊕
i=2
k(Q1 ‖ B ∩Qi).
Lemma 2.2. Let Q be a quiver without loops and consider the Lie algebra
k(Q1 ‖ B). Then R is a solvable ideal. Since k(Q1 ‖ Q1) is a subalgebra of
k(Q1 ‖ B), the following decomposition of k(Q1 ‖ B) holds
k(Q1 ‖ B) = k(Q1 ‖ Q1)⊕ R.
Proof. First we prove that R is an ideal: let (x, α) be in k(Q1 ‖ B) and let (y,β)
be in R (i.e. l(β) ≥ 2). Using the definition of the combinatorial commutator
bracket, [ (x, α) , (y,β) ]S is in k(Q1 ‖ B∩Ql(α)+l(β)−1) where l(α) + l(β) − 1 ≥ 2.
So it is clear that R is an ideal. Let us prove that R is solvable, i.e. that the terms
of its derived series Dl(R) vanish for l ≥ l0, where l0 is some natural number.
Recall that if g is a Lie algebra then its derived series is the sequence defined by
D0(g) = g and Dl+1(g) = [Dl(g) , Dl(g)]. In order to prove that R is solvable,
let us remark the following:
D1(R) = [R , R ]S ⊆
N⊕
i=3
k(Q1 ‖ B ∩Qi).
Moreover, the derived series of R satisfies
Dl+1(R) = [Dl(R) , Dl(R)]S ⊆
N⊕
i=il+1
k(Q1 ‖ B ∩Qi)
where il ≤ il+1 ≤ N. Then it is clear that R is solvable since there exists i0 such
that B ∩Qi is empty for i > i0. Therefore D
l(R) = 0 for l ≥ l0. 
The following lemma allows to compute the radical of k(Q1 ‖ B).
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Lemma 2.3. Let Q be a quiver without loops. Consider the Lie algebra k(Q1 ‖ B).
Then radk(Q1 ‖ Q1)⊕ R is a solvable ideal. Therefore,
radk(Q1 ‖ Q1)⊕ R ⊆ radk(Q1 ‖ B).
Proof. Let I = radk(Q1 ‖ Q1) ⊕ R =
∏
α∈Q1
k Iα ⊕ R. First, we will show that
I is an ideal. Since we have already proved that R is an ideal, it is enough to
verify that [k(Q1 ‖ B) ,
∏
α∈Q1
k Iα ]S belongs to I. Let (x, γ) be in k(Q1 ‖ B),
we will calculate [ (x, γ) , Iα ]S for all α in Q1. If l(γ) = 1, this means that γ is an
arrow which is parallel to x. So, if x /∈ α then it is clear that [ (x, γ) , Iα ]S = 0.
Now, if x ∈ α then [ (x, γ) , Iα ]S = (x, γ) − (x, γ) = 0. Therefore, for all α ∈ Q1,
[ (x, γ) , Iα ]S = 0. If l(γ) ≥ 2 then we will show that [ (x, γ) , Iα ]S belongs
to R. Using the combinatorial bracket definition, [ (x, γ) , Iα ]S is a multiple of
(x, γ). Since l(γ) ≥ 2, [ (x, γ) , Iα ]S is in R for all α in Q1. We conclude that
[k(Q1 ‖ B) , I ]S ⊆ R. From this inclusion we infer that I is an ideal. Moreover,
[ I , I ]S ⊆ R, then I is solvable since R is solvable. 
Lemma 2.4. Let Q be a quiver without loops. Consider the Lie algebra k(Q1 ‖ B).
Then
radk(Q1 ‖ B) = radk(Q1 ‖ Q1)⊕ R
Proof. The above lemma gives one inclusion. From Lemma 2.2, we know that
k(Q1 ‖ B) = k(Q1 ‖ Q1)⊕R. Let w be in k(Q1 ‖ B), there exists v in k(Q1 ‖ Q1)
and z in R such that w = v+z. In order to prove the other inclusion, let us show
the following: if w is in radk(Q1 ‖ B) then v is in radk(Q1 ‖ Q1). Consider
the projection map:
p : k(Q1 ‖ B)→ k(Q1 ‖ Q1).
It is clear that p is a Lie algebra epimorphism, therefore
p(radk(Q1 ‖ B)) ⊆ radk(Q1 ‖ Q1).
Therefore, if w is in radk(Q1 ‖ B) then v = p(w) is in radk(Q1 ‖ Q1). 
2.2. Radical square zero. Now, we deal with a particular case of monomial
algebras: those of radical square zero. In this case, Z is the set of all paths
of length two, i.e. Z = Q2. The set of vertices and arrows forms a basis of
kQ/ < Q2 >, i.e. B = Q0 ∪ Q1. In [Cib98], Cibils described the Hochschild
cohomology groups for these algebras using a complex which coincides with the
complex induced by the Happel-Bardzell resolution.
In the next paragraph, we recall the computation of the first Hochschild
cohomology group for monomial algebras of radical square zero. Let us re-
mark that the vector space k(Q0 ‖ Q0 ∪Q1) is isomorphic as a vector space
to k(Q0 ‖ Q0)⊕ k(Q0 ‖ Q1). Therefore, the beginning of the Happel-Bardzell
complex becomes
0→ k(Q0 ‖ Q0)⊕ k(Q0 ‖ Q1) ψ0−→ k(Q1 ‖ Q0)⊕ k(Q1 ‖ Q1) ψ1−→ k(Q2 ‖ Q0)⊕ k(Q2 ‖ Q1).
The differential can be restated as follows:
ψ0 =
(
0 0
D0 0
)
and ψ1 =
(
0 0
D1 0
)
11
where
(4)
D0 : k(Q0 ‖ Q0) → k(Q1 ‖ Q1)
(e, e) 7→ ∑
a∈Q1e
(a, a) −
∑
a∈eQ1
(a, a)
and
D1 : k(Q1 ‖ Q0) → k(Q2 ‖ Q1)
(a, e) 7→ ∑
b∈Q1e
(ba, b) +
∑
b∈eQ1
(ab, b).
Remark. We already know that HH0(A) is the center of A. From the above com-
plex, we deduce that the center of A is kerψ0, which is equal to
kerD0 ⊕ k(Q0 ‖ Q1). Let us remark that D0(
∑
e∈Q0
(e, e)) = 0. Then the
element
∑
e∈Q0
(e, e), which is the unit of A, is in kerD0, which is not surprising
since the unit of A is always in its center.
Lemma 2.5. Let Q be a quiver. The dimension of ImD0 is |Q0| − 1.
Proof. SupposeQ is a loop or a multiple loops quiver thenD0 = 0 and ImD0 has
dimension 0. So the result holds in this case since |Q0| − 1 = 0. Now, suppose
Q is not a loop nor a multiple loops quiver, then we will show that kerD0 is
one dimensional. Let x be in kerD0, we write x =
∑
e∈Q0
λe(e, e) with λe in k.
Since D0(x) = 0, ∑
e∈Q0
λe
( ∑
a∈Q1e
(a, a) −
∑
a∈eQ1
(a, a)
)
is zero. Let a be an arrow such that s(a) 6= t(a). Notice that the element (a, a)
appears in the above linear combination with coefficient λs(a) − λt(a). Therefore
λs(a) = λt(a) for all a such that s(a) 6= t(a). We conclude that λe = λe ′ for all e, e
′
inQ0 since Q is connected. We infer that kerD0 is the vector space generated by∑
e∈Q0
e, the unit of A. Finally, the vector space ImD0 has dimension |Q0| − 1
since kerD0 is one dimensional. 
In order to compute HH1(A), we have to determine the kernel of ψ1 and the
image of ψ0. We will perform this computation in three cases: first for the loop,
then for the oriented cycle of length greater or equal two and finally for quivers
that are not an oriented cycle.
For the loop, let e be the vertex and a be the arrow. It is clear that D0 = 0
and D1(a, e) = 2(a
2, a). If chark = 2 then D1 = 0 and therefore we conclude
HH1(A,A) = k(a, e)⊕ k(a, a).
If chark 6= 2 the map D1 is clearly injective so KerD1 = 0. So Kerψ1 = k(a, a).
Since Imψ0 is zero,
HH1(A) = k(a, a).
For the oriented cycle, let e1, . . . eN be the vertices and a1, . . . aN be the
arrows. We will suppose N ≥ 2 and s(ai) = ei. Then D1 = 0, so HH
1(A) is
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isomorphic to the quotient of k(Q1 ‖ Q1) by ImD0. Therefore,
HH1(A) =
⊕Ni=1k(ai, ai)
< (ai, ai) − (ai−1, ai−1) >i=2,...,N
For a quiver that is not an oriented cycle, the map D1 is injective, this was
proven by Cibils in [Cib98]. Therefore,
HH1(A) =
k(Q1 ‖ Q1)
ImD0
.
Since we have obtained the explicit computation of the first Hochschild coho-
mology group of a monomial algebra of radical square zero, we are able to study
its Lie algebra structure. First, we fix some notation and we give some technical
results.
Notation. Denote χ(Q) the Euler characteristic of the underlying graph of the
quiver Q, i.e.
χ(Q) = |Q1| − |Q0|+ 1.
Let us remark that if the underlying graph of Q is a tree then χ(Q) = 0.
Lemma 2.6. Let Q be a quiver that is not an oriented cycle. Consider the Lie
algebra k(Q1 ‖ Q1). Then ImD0 is an abelian ideal of k(Q1 ‖ Q1). Therefore,
ImD0 ⊆ radk(Q1 ‖ Q1).
Moreover, if the underlying graph of Q is a tree then
ImD0 = radk(Q1 ‖ Q1).
Proof. First notice that
D0(e, e) =
∑
α∈Q1e
Iα −
∑
α∈eQ1
Iα.
In order to show that ImD0 is an ideal of k(Q1 ‖ Q1), let us compute first
[ Iα , (x, x
′) ]S. If x /∈ α then it is clear that [ Iα , (x, x
′) ]S = 0. If x ∈ α then
[ Iα , (x, x
′) ]S = (x, x
′) − (x, x ′) = 0. We conclude that [D0(e, e) , (x, x
′) ]S = 0
for all e ∈ Q0 and for all (x, x
′) ∈ k(Q1 ‖ Q1). Therefore, [D0(e, e) , w ]S = 0
for all w ∈ k(Q1 ‖ Q1). From this computation, it is clear that ImD0 is an
abelian ideal. For the last statement, recall that radk(Q1 ‖ Q1) is equal to∏
α∈Q Iα, so its dimension is |Q1|. From the above remark ImD0 has dimension
|Q0| − 1. Since Q is a tree, |Q1| = |Q0| − 1 and therefore both ideals ImD0 and
radk(Q1 ‖ Q1), are equal. 
We will use the following lemma as a tool to compute the radical of the Lie
algebras that we are dealing with.
Lemma 2.7. Let g be a Lie algebra and I be a solvable ideal. Then
rad
g
I
=
rad g
I
.
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Proof. Let us consider the canonical projection p : g։ g/I, therefore
p(rad g) ⊆ rad (g/I) since the image of a solvable ideal is solvable. Since I
is solvable, it is included in rad g and therefore
rad g
I
= p(rad g) ⊆ rad
g
I
.
In order to prove the lemma we have to prove the equality. To do so, we use the
bijective correspondence between the ideals of the quotient g/I and the ideals of
g that contain I. Let us suppose that J is the ideal of g which contains I such
that
rad
g
I
=
J
I
.
Clearly, J contains rad g using the above inclusion. We will prove that J = rad g.
It is enough to see that J is solvable, since if this is true then J is included in
rad g and we obtain the result. We know that J/I is a solvable ideal of g/I, so
Dl(J/I) = 0 for some l. Let us also notice that
Dl(J/I) =
Dl(J) + I
I
.
Then Dl(J) ⊆ I. This implies
[Dl(J) , Dl(J)] ⊆ [I , I]
and therefore we infer that Dl+l
′
(J) = 0 for some l ′. 
Remark. Let Q be a quiver that is not an oriented cycle. We apply the above
lemma to g = k(Q1 ‖ Q1) and to I = ImD0. Then
rad
k(Q1 ‖ Q1)
ImD0
=
radk(Q1 ‖ Q1)
ImD0
.
Notation. We will denote S the set of non-trivial equivalence classes:
S = {α ∈ Q1 | |α| > 1}
Remark. If α is in S denote sl|α|(k) the simple Lie algebra of |α| × |α| matrices
of trace zero. It is clear that glα/k Iα is isomorphic as a Lie algebra to sl|α|(k) if
the characteristic of the field is zero.
Proposition 2.8. Assume that the field k is algebraically closed and of charac-
teristic zero. Let Q be a quiver which is not an oriented cycle. Then,
k(Q1 ‖ Q1)
ImD0
∼=
∏
α∈S
sl|α|(k) × k
χ(Q)
as Lie algebras.
Proof. First, we will compute the semisimple part. To do so we have to compute
the quotient of k(Q1 ‖ Q1)/ImD0 by its radical. The radical is given by the
quotient radk(Q1 ‖ Q1)/ImD0 using the above lemma. Therefore, it is clear
that the semisimple part is k(Q1 ‖ Q1)/radk(Q1 ‖ Q1) which is isomorphic to∏
α∈S sl|α|(k). The quotient radk(Q1 ‖ Q1)/ImD0 is isomorphic to the quotient
of
∏
α∈Q1
k Iα by ImD0 which is in turn isomorphic to k
χ(Q). The last assertion
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follows from the fact that
∏
α∈Q1
k Iα is abelian of dimension |Q1| and ImD0 is
of dimension |Q0| − 1. Once we have the semisimple part and the radical, we
apply Levi’s theorem which gives us the decomposition. We will show that the
product is direct. Let x be in k(Q1 ‖ Q1)/ImD0 and y be in its radical where
x is in k(Q1 ‖ Q1) and y is in
∏
α∈Q1
k Iα. Using the combinatorial bracket,
[x, y]S = 0 and therefore [ x , y ]S = 0. 
The computation of HH1(A) and the study of the Lie algebra structure of
k(Q1 ‖ Q1) by ImD0 provides the following result:
Theorem 2.9. Let A = kQ/ < Q2 > be a monomial algebra of radical square
zero where k is an algebraically closed field of characteristic zero and Q is a
finite connected quiver. Then
HH1(A) ∼=
∏
α∈S
sl|α|(k) × k
χ(Q) .
Therefore, HH1(A) is reductive.
Proof. First, if Q is the loop we have shown that HH1(A) = k(a, a), which is
clearly isomorphic to k. Moreover, since χ(Q) = 1 and S = ø we obtain the above
isomorphism. Second, if Q is an oriented cycle of length ≥ 2, we have proved
that HH1(A) is the quotient of ⊕Ni=1k(ai, ai) by the two sided ideal generated
by elements of the form (ai, ai) − (ai−1, ai−1), which is the image of D0. The
numerator is abelian of dimensionN (where N is the length of the oriented cycle)
and the denominator is of dimension N − 1 (see Lemma 2.5). Then HH1(A) is
one dimensional, therefore isomorphic to k. Moreover, since χ(Q) = 1 and S = ø
we obtain the above isomorphism for the oriented cycle. Finally, if Q is not the
oriented cycle, then HH1(A) is the quotient of k(Q1 ‖ Q1) by ImD0. We apply
the corollary 2.8 to obtain the above isomorphism. 
Example 1. The above result implies that HH1(k[x]/ < x2 >) = k, which is
the one dimensional abelian Lie algebra. In [Hap89] there is a description of the
derivations of this algebra.
Example 2. Let Q be the multiple arrows quiver: this is the quiver with two
vertex and several arrows in the same direction between this two vertices. As-
sume that the number of arrows is greater or equal to two. If A = kQ, the above
theorem implies that HH1(A) is isomorphic to slr(k) where r is the number of
arrows. This computation can be obtained from the results in [Str06].
Example 3. Let Q be the multiple loops quiver: this is the quiver which has one
vertex and several loops. Assume that the number of loops is greater or equal
to two, Q is the one loop quiver. If A = kQ/ < Q2 >, the above result implies
that HH1(A) is isomorphic to slr(k)×k ∼= glr(k) where r is the number of loops
if k is a field of characteristic zero and algebraically closed. Denote HH1(A)ss
the semisimple part of a Lie algebra, this is the quotient by its solvable radical.
Then HH1(A)ss = slr(k). In a previous paper, [SF08], we have obtained this
result for n = 2.
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The next corollary of the above theorem gives Strametz’ conditions for semisim-
plicity. We will study those conditions in the next section.
Corollary 2.10. Let A = kQ/ < Q2 > be a monomial algebra of radical square
zero. Then HH1(A) is semisimple if and only if S 6= ø and the underlying graph
of the quiver Q is a tree.
2.3. Triangular complete monomial. In this section, we will study the Lie
algebra structure of the first Hochschild cohomology of a triangular complete
monomial algebra. Let A = kQ/I be any finite dimensional algebra, where I is
an admissible ideal of the path algebra kQ.
Definition (Triangular algebra). If Q has no oriented cycles, we say A is a
triangular algebra.
Definition (Complete monomial algebra). Let A = kQ/ < Z > be a monomial
algebra. We say that A is complete if and only if any path of length at least two
which is parallel to a path in < Z > is also in < Z >.
We compute the first Hochschild cohomology group of triangular complete
monomial algebras using the complex induced from the Bardzell-Happel reso-
lution. Since A is triangular, the set Q0 ‖ B is in fact Q0 ‖ Q0. Since A is
complete monomial then for all p in Z and (a, γ) in Q1 ‖ B, p
(a,γ) is in < Z >
by definition. Consider the map ψ1 : k(Q1 ‖ B) → k(Z ‖ B) appearing in the
complex induced by the Bardzell-Happel resolution, we obtain that ψ1(a, γ) = 0
for all (a, γ) in Q1 ‖ B. Moreover, Z ‖ B = Z ‖ Q1. Therefore, the complex
induced by the Bardzell-Happel projective resolution is:
0 −→ k(Q0 ‖ Q0) ψ0−→ k(Q1 ‖ B) 0−→ k(Z ‖ Q1)
where the map ψ0 is in fact the map D0. Therefore,
HH1(A) =
k(Q1 ‖ B)
ImD0
.
The following lemma is analogue to Lemma 2.6 for radical square zero alge-
bras. We show that the denominator of the above quotient is in the radical of
the numerator.
Lemma 2.11. Let Q be a quiver without oriented cycles. Consider the Lie
algebra k(Q1 ‖ B). Then ImD0 is an abelian ideal, therefore
ImD0 ⊆ radk(Q1 ‖ B).
Proof. Let e be in Q0 and let (x, γ) be in Q1 ‖ B, i.e the arrow x is parallel to
γ, a path in B of length n. We will show that [D0(e, e) , (x, γ) ]S = 0. Since
D0(e, e) =
∑
α∈Q1e
Iα −
∑
α∈eQ1
Iα.
we will compute [ Iα , (x, γ) ]S for α inQ1 such that s(α) = e or t(α) = e. Assume
γ = y1 · · ·yi · · ·yn. Let us denote e0 = t(y1) = t(x), ei = s(yi) = t(yi+1) for
i = 1, . . . , n − 1 and en = s(yn) = s(x). It is clear that all ei for i = 0, . . . , n
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are different. First, suppose e is a vertex with e 6= ei for all i = 0, · · · , n. Let
a be an arrow such that s(a) = e (or t(a) = e), [ (a, a) , (x, γ) ]S = 0 since a is
neither x nor any yi. Therefore [ Iα , (x, γ) ]S = 0 for all α in Q1e and for all α
in eQ1. We conclude that if e 6= ei then [D0(e, e) , (x, γ) ]S = 0. Suppose now
that e = ei for some i = 1, . . . , n − 1. Let us remark that yi which is in the
decomposition of γ, is an arrow whose source is e. Notice also that the arrow
yi+1 which is in the decomposition of γ too, is an arrow whose target is e. A
simple calculation gives us that:
[ (yi, yi) , (x, γ) ]S = (x, γ)
[ (yi+1 , yi+1), (x, γ) ]S = (x, γ).
Denote by αi the equivalence class of yi and denote also by αi+1 the equivalence
class of yi+1. Observe that αi is in Q1e while αi+1 is in eQ1. It is clear that
[ Iαi , (x, γ) ]S = [ Iαi+1 , (x, γ) ]S = (x, γ). Now, let α be in Q1 such that s(α) = e
(resp. t(α) = e), but α is different from αi (resp. αi+1). Then [ Iα , (x, γ) ]S = 0
since for all a in α, a is neither x nor any yi. We can conclude now that if e = ei
for some i = 1, . . . , n − 1, then
[D0(e, e) , (x, γ) ]S = [ Iαi , (x, γ) ]S − [ Iαi+1 , (x, γ) ]S = (x, γ) − (x, γ) = 0.
Finally, suppose e = e0; both arrows yn and x have source e. A simple calcula-
tion gives us that:
[ (yn, yn) , (x, γ) ]S = (x, γ)
[ (x, x) , (x, γ) ]S = −(x, γ).
Denote αn the equivalence class of yn and denote αx the equivalence class of
x. Both αn and αx are in Q1e. It is clear that [ Iαn , (x, γ) ]S = (x, γ) and
that [ Iαx , (x, γ) ]S = −(x, γ). As for the previous case, for all α in Q1 such
that s(α) = e (resp. t(α) = e), but different from αn and from αx, we infer
[ Iα , (x, γ) ]S = 0. We can conclude now that if e = e0,
[D0(e, e) , (x, γ) ]S = [ Iαn , (x, γ) ]S + [ Iαx , (x, γ) ]S = (x, γ) − (x, γ) = 0.
A similar argument, give us that for e = en
[D0(e, e) , (x, γ) ]S = −[ Iα0 , (x, γ) ]S − [ Iαx , (x, γ) ]S = −(x, γ) + (x, γ) = 0
where α0 is the equivalence class of y1. Both α0 and αx are in eQ1. 
Lemma 2.12. Let Q be a quiver without oriented cycles. Consider the Lie
algebra k(Q1 ‖ B). Then
rad
k(Q1 ‖ B)
ImD0
=
radk(Q1 ‖ B)
ImD0
.
Proof. We apply Lemma 2.7. 
Recall that R is the solvable ideal of k(Q1 ‖ B) given by the direct sum of all
k(Q1 ‖ Qi∩B) where i goes from 2 to N, the maximum of all length of non-zero
paths in A.
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Proposition 2.13. Let A = kQ/ < Z > be a triangular complete monomial
algebra where k is an algebraically closed field of characteristic zero. Then
HH1(A) ∼=
∏
α∈S
sl|α|(k) ⋊
(
k χ(Q) ⊕ R
)
.
Moreover [ sl|α|(k) , k
χ(Q) ⊕ R ] ⊆ R.
Proof. As we did for the radical square zero case, first we compute the semisim-
ple part. So we have to compute the quotient of k(Q1 ‖ B)/ImD0 by its
radical, which is radk(Q1 ‖ B)/ImD0 using the above lemma. Clearly, the
semisimple part is isomorphic to the quotient of k(Q1 ‖ B) by radk(Q1 ‖ B).
Recall that k(Q1 ‖ B) is equal to k(Q1 ‖ Q1) ⊕ R and radk(Q1 ‖ B) is
equal to radk(Q1 ‖ Q1)⊕ R. Therefore, the semisimple part of HH
1(A) is∏
α∈S sl|α|(k). To compute the radical of HH
1(A), we have to compute the
quotient of radk(Q1 ‖ Q1) ⊕ R by ImD0. Since ImD0 is an abelian ideal of
k(Q1 ‖ Q1), then the radical is precisely k
χ(Q)⊕R. Using the Levi decomposition
theorem we obtain the result. 
Corollary 2.14. Let A be a triangular complete monomial algebra. Then HH1(A)
is semisimple if and only if Q is a tree and S is not an empty set.
3. Semisimplicity and vanishing Hochschild cohomology.
In [Str06], Strametz gave necessary and sufficient conditions for the semisim-
plicity of the Lie algebra HH1(A) when A is a monomial algebra. If we assume
that the field is algebraically closed and of characteristic zero, her theorem states
that HH1(A) is semisimple if and only if the following conditions are satisfied:
- the underlying graph of the quiver Q is a tree,
- there exists a non trivial class in Q1 and
- the ideal < Z > is completely saturated.
The aim of this section is to prove the following result: let A be a monomial
algebra with HH1(A) semisimple then HHn(A) = 0 for all n ≥ 2. To do so we
will use the above stated conditions for semisimplicity. We begin recalling the
definition of completely saturated ideal, and we prove that under the assumption
that the underlying graph of the quiver Q is a tree, the completely saturated
condition is equivalent to Z being closed by parallel paths. Therefore, we are
able to restate Strametz’s conditions. Then we proceed as follows: we assume
the above conditions in order to compute the complex from the Bardzell-Happel
resolution. Then we prove that the Hochschild cohomology groups are zero in
degrees greater than or equal to two.
3.1. Completely saturated condition.
Definition (Completely Saturated). Let a ‖ b be two parallel arrows. We say
that a and b are equivalent if p(a,b) = 0 = p(b,a) for all p in Z. The ideal < Z >
is called completely saturated
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The next lemma gives a technical condition to determine if an ideal generated
by paths is completely saturated.
Lemma 3.1. An ideal < Z > is completely saturated if and only if for any path
p in Z the following condition is verified: for each arrow pi in the expression of
p and for any arrow a parallel to pi, the path p ⋄
i
a is in < Z >.
Proof. Let p = p1 · · ·pi · · ·pn be a path in Z and a, b two parallel arrows. Recall
that the element p(a,b) in A is given as follows:
p(a,b) =
n∑
i=1
δapiχB(p ⋄i
b)p ⋄
i
b
where δapi is the Kronecker delta and χB is the characteristic function. Remark
that p(a,a) = 0 for all a in Q1. Moreover, suppose a is not parallel to any arrow
pi, then p ⋄
i
a = 0 for all i and therefore p(a,−) = 0. Now, suppose a 6= b and
that a is parallel to some arrow in the path p. In this case, we will show that
all paths which are summands of p(a,b) are different. Let i, j be two natural
numbers from 1 to n such that pi = a = pj. If p ⋄
i
b = p1 · · · a · · ·pn = p ⋄
j
a
then i = j since a 6= b. Therefore all paths p ⋄
i
b in the above sum are different.
(⇒) Let a be an arrow such that a ‖ pi for some i. If a = pi then p ⋄
i
a = p,
which is clearly in < Z >. Suppose a 6= pi. By hypothesis, all pairs of parallel
arrows are equivalent, in particular (pi, a). So
0 = p(pi,a) =
n∑
j=1
δpipjχB(p ⋄j
a)p ⋄
j
a.
We have shown that all paths on the right side of the formula are different.
Therefore χB(p ⋄
j
a) p ⋄
j
a = 0 for all j. We conclude that p ⋄
i
a is in < Z >.
(⇐) Let a ‖ b, we will show that they are equivalent, i.e. p(a,b) = 0 = p(b,a).
Using the above formula, it is clear that we are only interested in arrows pi
which are equal to a or b. Consider these pi’s, evidently pi is parallel to a and
to b. By hypothesis, the paths p ⋄
i
b and p ⋄
i
a are in < Z > for all pi that is
equal to a or to b. Then χB(p ⋄
i
a) = 0 = χB(p ⋄
i
b). Using the above formula we
deduce that p(a,b) = 0 and p(b,a) = 0. 
Lemma 3.2. Let Q be a quiver and let Z be a minimal set of paths of length
at least two. If A = kQ/ < Z > is a complete monomial algebra then < Z > is
completely saturated.
Proof. Let p be in Z, pi an arrow in the expression of p, and a an arrow parallel
to pi. Since A is a complete monomial algebra and p ‖ p ⋄
i
a, p ⋄
i
ai is in < Z >.
By the above lemma we conclude that < Z > is completely saturated. 
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3.2. Restatement of semisimplicity conditions. The objective in this sec-
tion is to prove that the condition of ”completely saturated” can be replaced
by ”closed under parallel paths” or by A being ”complete monomial” under the
assumption that the underlying graph of Q is a tree.
Definition (Closed under parallel paths). A set of paths Z is called closed under
parallel paths if and only if for any path p in Z the following condition is verified:
if q is a path parallel to p then q is in Z.
Example 4. Let Q be the following quiver:
·
b

·
a
@@







d
// ·
c
// ·
1) If Z = {cb} then Z is clearly closed under parallel paths. The algebra
A = kQ/ < Z > is not complete monomial since cba is in < Z > but cd
which is parallel to cba is not in < Z >.
2) If Z = Q2 then A = kQ/ < Z > is a complete monomial algebra. The
set Z is not closed under parallel paths since d ‖ ba but d is not in Z.
3) If Z = {cd, cba} then Z is closed under parallel paths andA = kQ/ < Z >
is a complete monomial algebra.
4) If Z = {ba} then A = kQ/ < Z > is not complete monomial since cba is
a path in < Z > parallel to cd which is not in < Z >. The set Z is not
closed under parallel paths.
Lemma 3.3. Let Z be a minimal set of paths of length at least two. If the set
Z is closed under parallel paths, then the ideal < Z > is completely saturated.
Proof. Let p be an element of Z whose expression in arrows is p1 · · ·pi · · ·pn. If
an arrow a is parallel to some pi then the path p is clearly parallel to the path
obtained by replacing pi with a, which is p ⋄
i
a. Since Z is closed under parallel
paths, then p ⋄
i
a is in < Z > for all i. 
The converse of the above implication is not always true. For example, let
Z = Qn where n > 1, the ideal < Z > is completely saturated but Z is not
necessarily closed under parallel paths. For instance, let Q be the quiver of the
above example and let Z = Q2. Notice that < Z > is completely saturated and
Z is not closed under parallel paths. If the underlying graph of Q is a tree then
the converse holds. Indeed, under this assumption, parallel paths are as follows.
Lemma 3.4. Assume that the underlying graph of Q is a tree. Let α = a1 · · ·an
and β = b1 · · ·bm be parallel paths. Then n = m and ai ‖ bi.
Proof. A pair of parallel paths in Q provides a pair of parallel paths in Q. Since
Q is a tree, the former are equal, hence the original paths only differ by parallel
arrows. 
20
The following proposition allows us to restate Strametz’s theorem by replacing
”completely saturated” by ”closed under parallel arrows”.
Proposition 3.5. Let Q be a quiver and Z be a minimal set of paths of length
at least two. Assume that the underlying graph of Q is a tree. If < Z > is a
completely saturated ideal then Z is closed under parallel paths.
Proof. Let p = p1 · · · pn be a path in Z and q be a path parallel to p. Using
the above lemma, q = q1 · · ·qn and qi ‖ pi for all i. Since we suppose < Z > is
completely saturated, for each i from 1 to n and a parallel to pi, the path p ⋄
i
a
is in the ideal < Z > (Lemma 3.1). Let us notice that it is enough to prove that
for any path p in Z, the path p ⋄
i
a is in Z. Once we have shown this, we can
set p(0) = p and for i = 1, . . . , n we can set p(i) = p(i− 1) ⋄
i
qi. Then each p(i)
will be in Z and in particular p(n) = q. So let us prove that for any path p in
Z, and for all a ‖ pi, the path p ⋄
i
a is in Z: by induction on l(p), the length of
the path p. Let us suppose l(p) = 2, then p = p1p2, and let a ‖ pi. Since < Z >
is completely saturated, p ⋄
i
a is in < Z >. This means that p ⋄
i
a = αp ′β where
p ′ is in Z, α and β are paths. Then it is easy to see that α and β are trivial
paths otherwise p ′ is in Q1, which is not possible since Z ∩Q1 = ø. Now, let us
suppose l(p) = n > 2. Let p = p1 · · ·pn be in Z and let a ‖ pi. Since < Z > is
completely saturated, then p ⋄
i
a is in < Z >, therefore p ⋄
i
a = αp ′β where p ′
is in Z. We have that p ′ is parallel to pj1 · · ·pjn since the underlying graph of
Q is a tree. If α or β are non trivial paths, then l(p ′) < n. By the induction
hypothesis pj1 · · ·pjn is in Z since it is parallel to p
′ which is in Z. But Z is
minimal so this is a contradiction. Therefore, α and β are trivial paths. We
thus obtain that p ⋄
i
a is in Z. 
Corollary 3.6. Let A = kQ/ < Z > where kQ is the path algebra of the quiver
Q and Z is a minimal set of paths of length at least two. Then, HH1(A) is
semisimple if and only if Z is closed by parallel arrows, the underlying graph of
Q is a tree and the set S is not empty.
We also have following result.
Proposition 3.7. Let Q be a quiver and Z be a minimal set of paths of length
at least two. Assume that the underlying graph of Q is a tree. The following
statements are equivalent:
(1) A = kQ/ < Z > is a complete monomial algebra.
(2) < Z > is a completely saturated ideal.
(3) ψ1 = 0
(4) Z is closed under parallel paths.
Proof. (1 ⇒ 2) see Lemma 3.2.
(2 ⇒ 3) from the formula given by (2) and under the hypothesis Q is a tree,
the map ψ1 is defined from k(Q1 ‖ Q1) to k(Z ‖ B). Since Z is completely
saturated, ψ1(a, b) = 0 for all (a, b) in Q1 ‖ Q1.
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(3 ⇒ 4) Let p = p1 · · ·pn be in Z and let a be an arrow parallel to pi. First,
let us remark the following: since ψ1(pi, ai) = 0, for any q in Z, q
(pi,ai) = 0.
In the particular case of q = p, p(pi,ai) = 0 which implies that p ⋄
i
ai is in
< Z >. Therefore, < Z > is completely saturated since the condition of Lemma
3.1 is satisfied. Since the underlying graph of Q is a tree and Z is completely
saturated, Z is closed under parallel paths using the Proposition 3.5.
(4 ⇒ 1) Let p be a path in < Z > and q be a path parallel to p. Assume
p = αp ′β where p ′ is in Z and α and β are paths. Since the underlying graph
of Q is a tree, q = α ′q ′β ′ where α ‖ α ′, β ‖ β ′ and p ′ ‖ q ′. By hypothesis, q ′
is in Z, therefore q is in < Z >. 
Corollary 3.8. Let A be a monomial algebra. If HH1(A) is semisimple then A
is a complete monomial algebra.
3.3. Vanishing of the Hochschild cohomology. In the sequel, we will as-
sume that the characteristic of the field is zero. Let A be a finite dimensional
monomial algebra. In this section, we prove that if HH1(A) is semisimple then
the Hochschild cohomology groups vanish in higher degrees. The principal tool
is the Happel-Bardzell projective resolution. Let us recall some facts about this
resolution.
In [Hap89], Happel provides the projectives for a minimal projective resolution
of a finite dimensional k-algebra over its enveloping algebra. Then in [Bar97],
Bardzell describes the projective modules for monomial algebras in terms of the
combinatorics of A and he describes the morphisms of the resolution.
Notation. The Happel-Bardzell minimal projective resolution for monomial
algebras given in [Bar97] is denoted by:
B = · · ·→ Pn+1 → Pn → · · · P2 → P1 → P0 µ→ A→ 0.
The projective modules and morphisms are given explicitly in terms of the quiver
and the set of paths Z. The construction is rather technical, we provide a sketch
of it:
P0 = A ⊗
kQ0
A
P1 = A ⊗
kQ0
kQ1 ⊗
kQ0
A
P2 = A ⊗
kQ0
kZ ⊗
kQ0
A
Pn = A ⊗
kQ0
kAPn ⊗
kQ0
A
where APn is a set of paths constructed by induction: for n > 2 and for each
path p in Z, an associated sequence, (p, r2, · · · , rn−1), of n − 1 paths in Z is
given, then for each associated sequence there is a path with s(p) as source and
t(rn) as target associated to it. Then APn is the collection of all those paths.
The definition of ”associated sequence” and the construction of paths from this
associated sequences is explicitly given in [Bar97]. For the purpose of this paper
we just need the following property.
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Lemma ([Bar97]). Let pn ∈ APn. The set
Sub(pn) = {pn−1 ∈ APn−1 | p
n−1 divides pn }
contains two paths pn−1o and p
n−1
t where s(p
n−1
o ) = s(p
n) and t(pn−1t ) = t(p
n).
Furthermore, if n is odd then Sub(pn) = {pn−1o , p
n−1
t }
The above lemma will enable us to compute the complex obtained from
the Happel-Bardzell projective resolution for monomial algebras whose first
Hochschild cohomology group is semisimple.
Lemma 3.9. Let A = kQ/ < Z > be a monomial algebra. Assume Z is closed
under parallel paths and that the underlying graph of Q is a tree. Let pn be a
path in APn. Then any path parallel to p
n is in the ideal < Z >.
Proof. The proof is by induction. For n = 2 the statement is true since Z is
closed under parallel paths. Now, let us suppose n > 2. Let pn be a path in
APn. By Bardzell’s lemma, p
n = Lpn−1o where p
n−1
o is in APn−1 and L is some
path. If α is a parallel path to pn then α = L ′p ′ where L ′ ‖ L and p ′ ‖ pn−1o
since α is obtained by replacing parallel arrows in pn since Q is a tree. By the
inductive hypothesis, p ′ is in < Z > since it is parallel to a path in APn−1.
Therefore α is in < Z >. 
Theorem 3.10. Let A = kQ/ < Z > be a finite dimensional monomial algebra
where k is a field of characteristic zero. If the underlying graph of Q is a tree
and Z is closed under parallel paths then
- HH0(A) = k
- HH1(A) =
∏
α∈S sl|α|(k) and
- HHn(A) = 0 for all n ≥ 2.
Proof. Let us remark that Z ‖ B is empty since Z is closed under parallel paths
and the elements of B form a basis of A. In general APn ‖ B is empty for
n ≥ 2 using the above lemma. The complex obtained after applying the functor
HomAe(−, A) to the Happel-Bardzell resolution is isomorphic to the following
complex:
0→ k(Q0 ‖ Q0) ψ0−→ k(Q1 ‖ Q1) ψ1−→ 0→ 0→ · · · → 0 → · · ·
We deduce that HH0(A) = k and HHn(A) = 0 for n ≥ 2. We use Proposition
2.13 to describe the first Hochschild cohomology group. 
Notice that under the hypotheses of the above theorem, if Q = Q then Q is
a tree and S is clearly empty. Therefore HH1(A) is zero, which is a result by
Bardzell and Marcos [BM98].
Finally, we have the following result:
Corollary 3.11. Let A = kQ/ < Z > be a finite dimensional monomial algebra.
If HH1(A) is semisimple then HHn(A) = 0 for all n ≥ 2.
Proof. Since HH1(A) is semisimple then A is complete monomial algebra and
the underlying graph of Q is a tree. We apply the above theorem in order to
obtain that HHn(A) = 0 for n ≥ 2. 
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