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P representation tehniques, whih have been very suessful in quantum optis and in other
elds, are also useful for general bosoni quantum dynamial many-body alulations suh as Bose-
Einstein ondensation. We introdue a representation alled the gauge P representation whih
greatly widens the range of tratable problems. Our treatment results in an innite set of possible
time-evolution equations, depending on arbitrary gauge funtions that an be optimized for a given
quantum system. In some ases, previous methods an give erroneous results, due to the usual
assumption of vanishing boundary onditions being invalid for those partiular systems. Solutions
are given to this boundary-term problem for all the ases where it is known to our: two-photon
absorption and the single-mode laser. We also provide some brief guidelines on how to apply the
stohasti gauge method to other systems in general, quantify the freedom of hoie in the resulting
equations, and make a omparison to related reent developments.
PACS numbers: 02.70.Rr, 05.10.Gg, 42.50.-p, 03.75.Fi
I. INTRODUCTION
One of the most diult problems in theoretial
physis is also oneptually the simplest. How does
one alulate the dynamial time evolution or even the
ground state of an interating many-body quantum sys-
tem? In essene, this is a natural part of pratially any
omparison of quantum theory with experiment. The
diulty is that the Hilbert spae of all but the most
trivial ases an be enormous. This implies that a nite
omputer is needed to to solve problems that an easily
beome nearly innite in dimensionality, if treated using
an orthogonal basis expansion.
In this paper, we formally introdue and give exam-
ples of tehniques for treating general bosoni many-body
quantum systems, whih we all gauge P representations.
These are an extension of the phase-spae method alled
the positive-P representation [1℄, and have been reently
used in the ontext of interating Bose gases [2, 3℄. The
advantages of the new tehnique are the following.
(1) The elimination of ertain types of mathematial
terms known as boundary-term orretions, whih have
aused problems in the positive-P representation for over
a deade [46℄. This is the main fous of the present
paper.
(2) Greatly redued sampling error in omputations.
Gauge P representations have been used reently to re-
due the sampling error in Kerr osillator simulations [2℄.
(3) The extension of allowable problems to 'imaginary-
time' anonial ensemble alulations. These problems
will be treated elsewhere.
Related extensions to the positive-P representation 
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although restrited to the salar interating Bose gas
problem  have also been introdued reently. Dierent
proedures have been introdued by Carusotto, Castin,
and Dalibard [7, 8℄, and by Plimak, Olsen, and Col-
lett [9℄. These methods impliitly assume the absene of
boundary term orretions. This paper unies and sub-
stantially generalizes all these reent advanes. It also
shows how the gauge method an be used to solve the
long-standing problem of boundary-term orretions in
the positive P representation. Comparisons to the other
methods are given in an Appendix.
Owing to the work of Wilson [10℄, and many others
[11℄, we know that large Hilbert spae problems an often
be treated using stohasti or Monte Carlo tehniques for
the ground-state, partile masses, and nite-temperature
orrelations. This is the basis for muh work in om-
putational quantum statistial mehanis, and in QCD
as well. However, Wilson's and other related methods
are restrited to stati or `imaginary-time' alulations,
rather than quantum-dynamial problems.
Methods like these that use orthogonal basis sets have
not proven useful for quantum dynamis; owing to the
notorious phase problem that ours when trying to sum
over families of paths in real-time Feynman path inte-
grals. For this reason, the many-body quantum time-
evolution problem is often regarded as inherently insol-
uble due to its exponential omplexity. In fat, it was
this very problem that motivated the original proposal of
Feynman [12℄ to develop quantum omputers. In these
(usually oneptual) devies, the mathematial problem
is solved by a physial system onsisting of evolving
`qubits' or two-state physial devies. Fortunately, this
method of doing alulations is not the only one, sine
no large enough quantum omputer exists at present[13℄.
Historially, an alternative route is the use of quasi-
probability representations of the quantum state, whih
either impliitly or expliitly make use of a non orthog-
onal basis. The term quasi-probability is used beause
2there an be no exat mapping of all quantum states to a
lassial phase spae with a positive distribution [14℄ that
also preserves all the marginal probabilities. These meth-
ods inlude the Wigner [15℄ (W), Glauber-Sudarshan (P)
[16, 17℄, and Husimi (Q) [18, 19℄ representations. The
lassial phase-spae representations an be lassied a-
ording to the operator ordering that stohasti moments
orrespond to: the W is symmetrially ordered, the Q
is anti-normally ordered, while the P representation is
normally ordered. Apart from numerous laser physis
and quantum optis alulations, these methods have also
been used to some extent in quantum statistial mehan-
is: for example, the theory of BEC phase utuations
[20℄.
None of these methods result in a stohasti time evo-
lution with a positive propagator when there are nonlin-
earities. To ahieve this, a better approah is to use a
non-lassial phase spae of higher dimension. A om-
plex higher-dimensional `R representation' was proposed
in Glauber's seminal paper on oherent state expansions
[16℄. The rst probabilisti method of this type was
the positive-P representation [1℄ (+P), whih has proved
apable of performing stohasti time-domain quantum
alulations in some many-body quantum systems [21℄.
This uses a basis of oherent states that are not orthog-
onal, thus allowing freedom of hoie in the onstrution
of the representation. The positive-P representation of
a quantum state is therefore the most versatile out of a
large group of quasi-probability distributions developed
to aid quantum mehanial alulations. It has been su-
essfully applied to mesosopi systems suh as quantum
solitons [2123℄ and the theory of evaporative ooling
[24℄, whih orretly reprodues the formation of a BEC
 as observed in experiment [2527℄.
Quasi-probability distributions of this type are om-
putationally superior to diret density matrix methods,
whih are suseptible to omputational omplexity blow-
up for large Hilbert spaes. Provided ertain boundary
terms vanish, the usual proedure is to generate a Fokker-
Plank equation (whih will vary depending on the dis-
tribution hosen) from the master equation, and then to
onvert this to a set of stohasti Langevin equations.
For some simple ases, it may even be possible to ar-
rive at appealing results diretly from the Fokker-Plank
equation (FPE). The resulting stohasti equations an
be thought of just as quantum mehanis written in dif-
ferent variables. They have two main advantages over
orthogonal basis-state methods, as follows.
First, the whole quantum dynamis an be written ex-
atly in terms of a small number of stohasti equations.
In a one-mode ase, there is just one omplex variable
for P and Q and W, and two omplex variables for +P.
Although a simulation requires us to average over many
realizations of the stohasti proess, this is often more
pratial than solving the innite set of deterministi
equations required to solve diretly for all the elements of
a density matrix. Suh an innite set may be trunated,
but this is only a good approximation for a system with
few partiles, and no more than a few modes.
Seond, for a many-mode problem the Hilbert spae
dimension is N = nM for the ase of n partiles dis-
tributed over M modes. This gives exponential growth
as a funtion of the number of modes. However, the num-
ber of quasi-probability dynamial equations grows only
linearly with the number of modes, rather than exponen-
tially in the ase of diret methods. Other stohasti
methods, known as quantum-trajetory methods, an be
used to redue the N2 dimensionality of anN×N density
matrix problem to that of the N -dimensional underlying
Hilbert spae  but this is learly insuient to solve the
omplexity problem inherent in the exponential growth
of the Hilbert spae dimension.
There are, however, some aveats when using these
distributions. In partiular, the vanishing of bound-
ary terms is an important fundamental issue with quasi-
probability distributions, and it is this issue that we fous
on mostly in this paper. To get an overall piture, on-
sider that one we have a time-evolution problem there
are ve typial requirements that are enountered in de-
riving stohasti equations for quasi-probability represen-
tations of many-body systems. These requirements our
in losed (unitary evolution) systems, in open systems (in
general desribed by a master equation), or even using a
distribution to solve for the anonial ensemble in imagi-
nary time. As suh, these requirements are generi to the
use of stohasti equations with operator representations:
(1) Positive distribution. A well-behaved positive dis-
tributions for all quantum states, inluding espeially the
hosen initial ondition, is essential for a general algo-
rithm. For example, a number state has a highly singu-
lar P distribution, and a W distribution that is negative
in some regions of phase spae [28℄, making either distri-
bution impossible to interpret probabilistially for these
states. The R distribution is inherently omplex. Suh
problems do not our for the Q or +P representation
 these are positive, and well-behaved for all quantum
states [1℄.
(2) Ultraviolet onvergene. While normally-ordered
representations are well behaved at large momentum,
non-normally-ordered representations of quantum elds
 suh as the Q or W representations  typially fae
the problem of ultraviolet divergene in the limit of large
momentum uto [24℄. This means that almost any ob-
servable quantity will involve the simulation of a (nearly)
innitely noisy lassial eld, leading to diverging stan-
dard deviations in two or more spae dimensions, even
for linear systems. This rules out the Q and W distribu-
tions for quantum eld simulations in higher than one-
dimensional environments.
(3) Seond-order derivatives. Only FPEs with se-
ond or innite-order derivatives an be translated into
stohasti equations [29℄. Normally-ordered methods
suh as the P and +P representations an handle most
ommonly ourring nonlinearities and two-body intera-
tions, with only seond-order derivatives. Non-normally
ordered representations of quantum elds often lead to
3third- or higher-order partial derivatives in the Fokker-
Plank equation with no stohasti equivalent. For ex-
ample, the Wigner representation gives suh problems for
almost any nonlinear term in the master equation.
(4) Positive-denite diusion. A Fokker-Plank equa-
tion must have positive-denite diusion, to allow simu-
lation with stohasti proesses [29℄. When the master
equation has nonlinear terms, this does not our with
any of the lassial representations. However, the +P
representation is guaranteed to always produe positive-
denite diusion [1℄, provided no higher derivative terms
our.
(5) Vanishing boundary terms. In the derivation of
the Fokker-Plank equations, it is assumed that ertain
boundary terms arising in partial integration an be ne-
gleted. This is not always the ase. Boundary terms
due to power-law tails an our when there are mov-
ing singularities that an esape to innity in nite time.
In the +P method, suh trajetories may ause system-
ati errors in stohasti averages [6℄, espeially for non-
integrable dynamial systems. These problems are expo-
nentially suppressed when linear damping rates are in-
reased, but an be large at low damping.
The +P method is often the representation of hoie,
beause it satises onditions one to four. Gauge repre-
sentations (G) ombined with stohasti methods to be
treated in this paper, share these advantages with the +P
representation. However, they an also satisfy the fth
requirement  for an appropriate gauge hoie  hene
allowing all of the mathematial problems in simulating
time evolution to be treated. For this reason, the present
paper will fous on solving boundary-term issues enoun-
tered with the +P representation for ertain nonlinear
master equations. The overall piture is summarized in
Table I, as applied to the two-boson anonlinear absorber
ases treated here in Se. IV:
We emphasize that the partiular examples treated
here have a small partile number and extremely low (or
zero) linear damping. As suh, they are soluble using
other tehniques, whih allows us to test the auray
of gauge tehniques. Our purpose is to demonstrate the
suess of the stohasti gauge method in simple ases
where boundary terms arise within the +P representa-
tion. In this way, we an understand more omplex situ-
ations where no exat result is known.
We will rst derive and desribe the stohasti gauge
method in Ses. II and III, and subsequently work
through two examples: First, solving the boundary-value
problem for the driven one- and two-photon absorber in
Se. IV. Seond, in Se. V we will onsider the one-mode
laser at extremely low power, whih exhibits boundary
term errors when very non-optimal starting onditions
are used. This example will show that gauge methods
an also be used to remove errors from this system, but
some judgment must be employed to avoid hoosing a
pathologial initial distribution. In the Appendix, we
ompare the methods derived here with reent related
extensions of the positive-P representation by Carusotto
and o-workers [7, 8℄, Plimak et al. [9℄, and Deuar and
Drummond [2℄.
Finally, we point out a sixth requirement of ontain-
ing the growth of sampling error : the averages alu-
lated from the stohasti Langevin equations orrespond
to quantum mehanial expetation values only in the
limit of innitely many trajetories. Provided boundary
terms do not our, the averages will approah the or-
ret values  within an aeptable sampling error  for
suiently many trajetories. If this number should in-
rease rapidly with time, the simulation will only be of
use for a limited period [2℄.
The problem of growing sampling error an our even
when there are no boundary terms, and may be regarded
as the ultimate frontier in representation theory, just as
similar issues dominate the theory of lassial haos. This
is less of a fundamental issue, sine the sampling error
an always be estimated and ontrolled by inreasing the
number of trajetories. This is simply a matter of moving
to a lustered, parallel omputational model, or repeat-
ing the alulation many times. Nevertheless, it is of
great pratial signiane. The sampling error problem
requires areful gauge optimization, and remains an open
area for investigation. An intelligent hoie of gauge an
often vastly outweigh a brute fore omputational ap-
proah, in terms of sampling error.
II. GAUGE OPERATOR REPRESENTATIONS
In gauge representations, the density matrix to be om-
puted is expanded in terms of a oherent state basis.
For deniteness, we shall fous on the oherent states of
the harmoni osillator, whih are useful in expanding
Bose elds; but other hoies are learly possible. The
expansion kernel is more general than that used in the
positive-P representation. In order to dene the nota-
tion, we start by introduing a set of boson annihilation
and reation operators âi , â
†
i . The operator n̂i = â
†
i âi is
therefore the boson number operator for the ith mode or
site. Boson ommutation relations of [âi, â
†
j ] = δij hold
for the annihilation and reation operators.
A. Coherent states
If α = (α1, . . . , αM ) is a omplex M -dimensional ve-
tor with αi = xi + iyi, and â = (â1, . . . , âM ) is an M -
dimensional vetor of annihilation operators, then the
Bargmann oherent state ‖α〉 is dened by
‖α〉 = exp [α · â†] |0〉 = exp [|α|2/2] |α〉 , (1)
where |α〉 is the usual normalized oherent state whih
is a simultaneous eigenstate of all the annihilation opera-
tors. The inner produt of two Bargmann oherent states
is
〈β∗ ‖α〉 = exp [α · β] . (2)
4Table I: Comparison of phase-spae representations as applied to stohasti treatments of a one- and two- boson nonlinear
absorber.
Method Form of UV Order of Non-negative Stohasti Boundary term Simulated
Distribution onverges derivatives diusion simulations removal orretly
W Real No 4 Sometimes No
Q Positive No 4 Yes No
R Complex Yes 2 No
P Singular Yes 2 No No
+P Positive Yes 2 Yes Yes No Sometimes
G Positive Yes 2 Yes Yes Yes Yes
It is important to notie here that ‖α〉 is an analyti
funtion of the omplex vetor α . The following identi-
ties therefore follow immediately:
âi ‖α〉 = αi ‖α〉
â†i ‖α〉 =
∂
∂αi
‖α〉 . (3)
Sine ‖α〉 is an analyti funtion, the notation ∂/∂αi
is interpreted here as an analyti derivative, whih an
be evaluated in either the real or imaginary diretions,
∂
∂αi
‖α〉 = ∂
∂xi
‖α〉 = −i ∂
∂yi
‖α〉 . (4)
Sine the oherent states are an over-omplete basis
set, any operator an be expanded in more than one way
using oherent states. For example, the simplest resolu-
tion of the identity operator is
Î =
1
piM
∫
|α〉 〈α| d2Mα. (5)
Thus, introduing a seond M -dimensional vetor β,
we an expand any operator Ô diretly as
Ô =
1
pi2M
∫ ∫
|α〉 〈α| Ô |β∗〉 〈β∗| d2Mαd2Mβ
=
∫ ∫
O(α,β) |α〉 〈β∗| d2Mαd2Mβ . (6)
Here, we have introdued
O(α,β) =
1
pi2M
〈α| Ô |β∗〉 . (7)
B. P representations
The possibility of expanding any operator in terms of
oherent states leads to the idea that suh an expansion
an be used to alulate observable properties of a quan-
tum density matrix ρ̂ . Historially, this was rst pro-
posed by Glauber and Sudarshan [16, 17℄, who suggested
a diagonal expansion of the form
ρ̂ =
∫
P (α) |α〉 〈α| d2Mα . (8)
Unlike the diret expansion given above, this has no o-
diagonal elements. Surprisingly, expansions of this type
always exist, as long as the funtion P (α) is dened
to allow highly singular generalized funtions and non-
positive distributions [28℄.
As these do not have a stohasti interpretation, the
positive-P representation was introdued [1℄, whih is de-
ned as
ρ̂ =
∫
P (+)(α,β)
|α〉 〈β∗|
〈β∗ |α〉 d
2M αd2Mβ (9)
for an M -mode system.
It is always possible to obtain an expliitly positive-
denite distribution of this type [1℄, with the denition
P (+)(α,β) =
1
(4pi2)M
exp
[
−
∣∣∣∣α− β∗2
∣∣∣∣2
]
×
〈
α+ β∗
2
∣∣∣∣ ρ̂ ∣∣∣∣α+ β∗2
〉
. (10)
This form always exists, as do an innite lass of equiv-
alent positive distributions. Even simpler ways to on-
strut the positive-P representation are available in some
ases. For example, if the Glauber-Sudarshan representa-
tion exists and is positive, then one an simply onstrut
P (+)(α,β) = P (α)δ2M (α− β∗) . (11)
The stohasti time evolution of the positive-P distri-
bution does not generally preserve the above ompat
forms, and may allow less ompat positive solutions in-
stead. However, to obtain a time-evolution equation, it
is neessary to use partial integration, with the assump-
tion that boundary terms at innity an be negleted.
It is these less ompat solutions, ourring during time
evolution with a nonlinear Fokker-Plank equation, that
lead to power-law tails in the distribution  and hene
boundary-term problems aused by the violation of the
assumption that these terms vanish.
5C. Gauge representations
A tehnique for onstruting an even more general pos-
itive distribution is to introdue a quantum omplex am-
plitude Ω, whih an be used to absorb the quantum
phase fator. This leads to the result that any Hermitian
density matrix ρ̂ an be expanded in an over-omplete
basis Λ̂(−→α ), where −→α = (Ω, α,β), and
Λ̂(−→α ) = Ω‖α〉 〈β
∗‖
〈β∗ ‖α〉
= Ω ‖α〉 〈β∗‖ exp [−α · β] . (12)
We dene the gauge representation G(−→α ) as a real, pos-
itive funtion that satises the following equation:
ρ̂ =
∫
G(−→α )
[
Λ̂(−→α )
]
d4M+2−→α
=
1
2
∫
G(−→α )
[
Λ̂(−→α ) +H..
]
d4M+2−→α . (13)
The last line above follows from the fat that ρ̂ is a Her-
mitian density matrix and G(−→α ) is real. Here, H.. is
used as an abbreviation for Hermitian onjugate. The
use of a omplex weight in the above gauge representa-
tion is similar to related methods introdued reently for
interating Bose gases [7, 8℄, exept that we multiply the
weight by a normalized (positive-P) projetor, in order
to simplify the resulting algebra.
As an existene theorem that shows that this represen-
tation always exists, onsider the omplex solution
P0(α,β) =
1
pi2M
〈α| ρ̂ |β∗〉 〈β∗ |α〉 (14)
obtained from Eq. (7), with a phase θ = arg(P0) , and
simply dene
G(−→α ) = |P0(α,β)| δ2(Ω− exp[iθ(α,β)]) . (15)
In this type of gauge representation, G(−→α ) is a posi-
tive distribution over a set of Hermitian density-matrix
elements Λ̂ + Λ̂†. It is simple to verify that, by onstru-
tion
Tr
(
Λ̂
)
= Ω . (16)
For the ase of Ω = 1, this representation redues to
the positive-P representation, and the kernel Λ̂(−→α ) is a
projetion operator. Sine the positive-P representation
is a omplete representation, it follows that another way
to onstrut the gauge P representation is always avail-
able, if one simply denes
G(−→α ) = P (+)(α,β)δ2(Ω− 1) . (17)
As a simple example, a thermal ensemble with n0
bosons per mode gives a diagonal P distribution that is
Gaussian, so that
Gth(
−→α ) ∝ exp
[
− |α|2 /n0
]
δ2M (α−β∗)δ2(Ω−1) . (18)
One advantage of the proposed representation is that it
allows more general expansions than the positive-P dis-
tribution, and also inludes the ase of the omplex P
representation  whih has proved useful in solving for
non-equilibrium steady-states in quantum systems.
D. Operator identities
The utility of these methods arises when they are used
to alulate time (or imaginary time  for whih the
positive-P distribution annot be used) evolution of the
density matrix. This ours via a Liouville equation of
generi form
∂
∂t
ρ̂ = L̂(ρ̂) , (19)
where the Liouville superoperator typially involves pre-
and post-multipliation of ρ̂ by annihilation and reation
operators. As an example, the equation for purely uni-
tary time evolution under a Hamiltonian Ĥ is
i~
∂
∂t
ρ̂ =
[
Ĥ, ρ̂
]
. (20)
Eets of the annihilation and reation operators on
the projetors are obtained using the results for the a-
tions of operators on the Bargmann states,
âΛ̂(−→α ) = αΛ̂(−→α )
â
†Λ̂(−→α ) = [∂α + β] Λ̂(−→α )
Λ̂(−→α ) = Ω ∂Ω Λ̂(−→α ) . (21)
For brevity, we use
−→
∂ = (∂Ω,∂α,∂β) to symbolize ei-
ther (∂xi ≡ ∂/∂xi) or −i (∂yi ≡ ∂/∂yi) for eah of the
i = 0, . . . , 2M omplex variables −→α . This is possible
sine Λ̂(−→α ) is an analyti funtion of −→α , and an expliit
hoie of the derivative will be made later.
Using the operator identities given above, the operator
equations an be transformed to an integro-dierential
equation,
∂ρ̂
∂t
=
∫
G(−→α )
[
LAΛ̂(−→α )
]
d4M+2−→α . (22)
Here the anti-normal ordered notation LA indiates an
ordering of all the derivative operators to the right. As an
example, in the Hamiltonian ase, if the original Hamilto-
nian Ĥ(â, â†) is normally-ordered (annihilation operators
to the right), then
LA = 1
i~
[HA(α,∂α + β)−HA(β,∂β +α)] . (23)
If no terms higher than seond order our, this proe-
dure gives a dierential operator with the following gen-
eral expansion:
6L(+)A = V +A(+)j ∂j +
1
2
Dij∂i∂j . (24)
where, to simplify notation, the Latin indies i, j, k will
from now on be summed over i = 1, . . . , 2M , sine no
derivatives with respet to Ω are used as yet. V is a term
not involving derivative operators with respet to any of
the variables in
−→α . The drift term A(+)j that is normally
found using the positive-P representation is labeled with
the supersript (+) to identify it.
At this stage, the usual proedure in representation
theory is to integrate by parts, provided boundary terms
vanish. This gives a normally-ordered dierential opera-
tor ating on the distribution itself, of form
∂
∂t
G(−→α ) =
[
V − ∂jA(+)j +
1
2
∂i∂jDij
]
G(−→α ) . (25)
This type of generalized Fokker-Plank equation an
be treated formally using tehniques developed by Gra-
ham, involving time-symmetri urved-spae path inte-
grals [30℄. For omputational purposes, we require speial
hoies of the analyti derivatives to obtain a positive-
denite diusion, so that the path integrals have equiv-
alent stohasti equations [29℄. We emphasize here that
the equations resulting are quite dierent to those ob-
tained from the diret insertion of a oherent state iden-
tity into a Feynman path integral  whih results in
severe onvergene problems [31℄. The usual positive-P
representation equations are obtained at this stage 
provided there is no potential term  and an be trans-
formed to stohasti equations using the tehniques de-
sribed in the following setion.
III. GAUGE FUNCTIONS
In gauge representations, the time evolution of the rep-
resentation is modied from the usual positive-P repre-
sentation equations, by the introdution of a number of
arbitrary and freely dened funtions on the phase spae.
This freedom of hoie is, of ourse, not present with an
orthogonal basis, and is due to the non-orthogonal na-
ture of a oherent basis set. Although we do not investi-
gate other ases, it is worth noting that a similar gauge
freedom is impliitly present whenever a non-orthogonal
expansion is used  even if it involves dierent states
from the hoie of oherent states made here (e.g., the
Fok state wave funtions in Refs. [7, 8℄).
A. Diusion gauges
We rst introdue the diusion gauges, whih were im-
pliitly present in the original positive-P representation,
but were only reognized reently as allowing improve-
ments in the sampling error. These gauges our via
the non-unique deomposition of the omplex diusion
matrix D, whih determines the stohasti orrelations
in the nal equations. Arbitrary funtional parameters
an therefore be inserted into the nal stohasti equa-
tions in the noise oeients, whih may lead to further
optimization of the simulation. This is beause the de-
omposition of the omplex diusion matrix D = BBT ,
whih is needed to dene a stohasti proess, does not
speify the resulting noise matrix B ompletely.
It has been reently shown by Plimak, Olsen and Col-
lett [9℄ that for the Kerr osillator using a deomposition
dierent from the obvious diagonal one leads to impres-
sive improvements in the signal-to-noise ratio of the sim-
ulation (briey desribed in Appendix A 2). This some-
what surprising result leads us to try to quantify the
amount of freedom of hoie available from this soure.
Sine D = DT , it an always be diagonalized by a
omplex orthogonal transformation
D = Oλ2OT = B(+)B(+)T , (26)
where λ is the diagonal matrix whose square gives the
eigenvalues of D. Thus B(+) = Oλ an be onsidered the
anonial, or obvious hoie of deomposition, unique
apart from the 2M signs of the diagonal terms. However,
for any orthogonal U , if B(+) is a valid deomposition
of D, then so is the matrix B = B(+)U . Hene, any
matrix in the whole orthogonal family B = OλU is a
valid deomposition. This an be easily quantied using
a basis
σ
(ij)
kl = δikδjl − δilδjk ,
of the M(2M − 1) independent antisymmetri 2M × 2M
matries σ(ij) . One simply introdues
U = exp
∑
i<j
gij(
−→α , t)σ(ij)
 . (27)
As an example, for a one-mode ase there is one omplex
gauge funtion introdued this way, whih is gd = g12.
The resulting transformation is
U = exp
(
gd σ(12)
)
= cos(gd) + σ(12) sin(gd) , (28)
where the antisymmetri matrix σ(12) is proportional to
a Pauli matrix,
σ(12) =
[
0 1
−1 0
]
. (29)
Hene, if the noise was diagonal in the anonial form,
the transformed (but equivalent) noise matrix beomes
B =
[
λ11 cos(g
d) λ11 sin(g
d)
−λ22 sin(gd) λ22 cos(gd)
]
. (30)
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trix family ontains M(2M − 1) free omplex parame-
ters, so there are M(2M − 1) diusion gauge funtions
gij(
−→α , t) that one an hoose arbitrarily. This represents
a large lass of spei gauges that an be used diretly
in simulations, as opposed to the onditions on noise or-
relations usually given elsewhere [9℄.
As pointed out by Graham [30℄, there is a lose sim-
ilarity between the theory of urved-spae metris, and
path integrals with a spae-varying diusion matrix. In
the present ontext, the spae is omplex, and we have
a family of gauges that are generated on taking the ma-
trix square root of the diusion matrix. We have not
yet used this matrix square root, but this deomposition
will be applied to obtain positive-denite equations via
the hoie of analyti derivatives made in the following
setions.
The above holds for square noise matries Bs, but one
is also free to add more noise oeients in the manner
BQ = [Bs, Q]. Then
BsB
T
s = D˜ = D −QQT , (31)
and all the 2MW oeients in the 2M ×W matrix Q
are additional arbitrary omplex funtions. The freedom
in Bs is the same as before [i.e. M(2M − 1) indepen-
dent omplex gauge funtions℄, with the proviso that Bs
is now given by Oλ˜U where the square of λ˜ gives the
eigenvalues of the modied matrix D˜. The matrix Bs
would be unhanged if QQT were set to zero, although
this hoie of Q does not appear to be useful; it just adds
extra noise. In general it is not lear whether or not any
advantage an be gained by introduing the additional
o-square gauge funtions ontained in Q.
If B is given a funtional form dependent on the phase-
spae variables, it may lead to additional terms in the
Stratonovih form of the equations, whih are onsidered
later in this setion. In this situation one must be areful
not to introdue additional boundary-term errors arising
from an exessively rapid growth of the noise gauges.
There is a subtlety here whih one must take some are
with. The omplex noise matrix B is not the matrix that
usually appears in the theory of stohasti equations. In-
stead, this matrix is subsequently transformed into an
`equivalent' stohasti form, by taking advantage of the
analytiity of the Bargmann states. This means that the
eet of the diusion gauges on the nal equations also
makes use of the non-uniqueness of the oherent basis set
itself.
B. Drift gauges
While the diusion gauges an ontrol sampling er-
ror due to the orrelations of noise terms, they annot
eliminate boundary terms due to singular trajetories in
the drift equations. The extra variable Ω allows the ∂Ω
identity to be used to onvert any potential term V to a
derivative term, and also to introdue a stohasti gauge
to stabilize the resulting drift equations. This denes an
innite lass of formally equivalent Fokker-Plank equa-
tions, in a similar way to related proedures in QED and
QCD. To demonstrate this, we introdue 2M arbitrary
omplex drift gauge funtions g = [ gi(
−→α , t) ], to give a
new dierential operator LGA whose form diers from
the original L(+)A by terms that vanish identially when
applied to the kernel Λ̂(−→α ),
LGA = L(+)A +
[
V +
1
2
g · gΩ ∂Ω + gkBjk∂j
]
[Ω∂Ω − 1] .
(32)
The total dierential operator LGA has an anti-normal
Fokker-Plank form. Extending the drift and diusion
matries to inlude the extra variable Ω, we an write this
 summing repeated a, b, c indies over a = 0, . . . , 2M
 as
LGA =
[
Aa∂a +
1
2
Dab∂a∂b
]
. (33)
The total omplex drift vetor is
−→
A = (A0, A1, . . . , A2M );
where
A0 = ΩV
Aj = A
(+)
j − gkBjk . (34)
The new diusion matrix D with elements Dab is not
diagonal, but it an be fatorized. Expliitly, it is now a
square (2M + 1)× (2M + 1) omplex matrix, given by
D =
[
Ω2ggT ΩgBT
BgTΩ BBT
]
=
[
0 Ωg
0 B
][
0 0
ΩgT BT
]
= BBT . (35)
Thus, we now have a new stohasti noise matrix with
one added dimension,
B =
[
0 Ωg
0 B
]
. (36)
The operator (32) was hosen to give this form for B,
so that the only hange in noise is for the Ω variable.
C. Positive-denite diusion
It is always possible to transform these seond-
derivative terms into a positive semi-denite diusion
operator on a real spae, whih is a neessary require-
ment for a stohasti equation. When D = BBT , divide
B = Bx+iBy into its real and imaginary parts. A similar
proedure is followed for
−→
A .
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lowing for more than one hoie of derivatives, the hoie
for ∂a an now be made denite by hoosing it so that
the resulting drift and diusion terms are always real,
Aa∂a → Axa∂xa +Aya∂ya , (37)
Dab∂a∂b → BxacBxbc∂xa∂xb +ByacBxbc∂ya∂xb + (x↔ y) .
Hene, the gauge dierential operator an now be written
expliitly as
LGA =
[
A˜µ∂µ +
1
2
D˜µν∂µ∂ν
]
, (38)
where the indies µ, ν over the (4M + 2)-dimensional
phase-spae of the real and imaginary parts of
−→α , so that
α˜ = (−→x ,−→y ), and ∂µ = ∂/∂α˜µ. The diusion matrix D˜ =
B˜ B˜
T
is now positive semi-denite, sine, by onstrution
B˜ =
[
0 Bx
0 By
]
. (39)
so that the diusion matrix is the square of a real ma-
trix  expliitly,
D˜ =
[
0 Bx
0 By
] [
0 0(
Bx
)T (
By
)T
]
. (40)
As LGA is now expliitly real as well as positive-denite
by onstrution, it an be applied to the Hermitian on-
jugate kernel as well, resulting in the nal time-evolution
equation,
∂ρ̂
∂t
=
∫
G(α˜)
[
LGAΛ̂(α˜)
]
d 4M+2α˜ . (41)
On integrating by parts, provided boundary terms
vanish, at least one solution will satisfy the following
(normally-ordered) positive-denite Fokker-Plank equa-
tion  with the dierential operators on the left, eah
ating on all terms to the right,
∂G
∂t
= LGNG ≡
[
−∂µA˜µ + 1
2
∂µ∂νD˜µν
]
G . (42)
This implies that we have an equivalent set of Ito
stohasti dierential equations available, with 2M real
Gaussian noises dWi , whih are
dΩ = Ω(V dt+ gkdWk )
dαj = (A
(+)
j − gkBjk)dt+BjkdWk . (43)
The noises obey 〈dWidWj〉 = δijdt, and are unorrelated
between time steps.
Numerial simulations are usually done in the
Stratonovih alulus, due to superior onvergene prop-
erties [32℄, so the equivalent omplex Stratonovih equa-
tion allows us to write eient algorithms,
dαa = dxa + idya
=
[
Aa − 1
2
(Bbk∂b)Bak
]
dt+BakdWk , (44)
where (Bbk∂b) ≡ (Bxbk∂xb +Bybk∂yb ). The derivative terms
above are the Stratonovih orretion in the drift, orre-
sponding to related terms obtained in urved-spae path
integrals.
These gauge terms are now utilized to stabilize
oherent-state paths entering into highly non-lassial re-
gions of phase spae. This allows one to benet from
the over-ompleteness of oherent states, in reduing the
sampling error and eliminating boundary terms.
D. Moments
The proedure for alulating observable moments is
slightly dierent for the gauge representation than for
the positive P. Any moment an be written in terms of
the normally ordered operator produts aˆ†naˆm, and their
expetation values are given by
〈
aˆ†naˆm
〉
quant
=
〈βnαmΩ + (αnβmΩ)∗〉
stoh
〈Ω+ Ω∗〉
stoh
. (45)
whih diers from the positive-P situation whenever Ω
diers from unity.
The average norm 〈Ω〉 is always preserved if there is
no potential term (V = 0 ), sine the resulting equation
for the weight variable is
dΩ = ΩgkdWk . (46)
The deorrelation property of Ito equations [29℄ then im-
plies that
〈dΩ〉 = 〈Ωgk〉〈dWk〉 = 0 . (47)
E. Gauge properties
We turn briey here to the question of gauge lassia-
tion and properties. Just as in QED, the over-omplete
nature of the oherent-state expansion means that many
equivalent, stable gauges exist. However, they may not
be equivalent in terms of boundary terms. These are de-
termined by the tails of the distribution funtion, whih
depends intimately on the gauge hosen for the time evo-
lution. It is essential that the distribution tails are suf-
iently bounded to eliminate boundary terms arising in
partial integration. It is suient to bound tails better
than any inverse power law, for whih it is onjetured to
require (as a neessary ondition) that all deterministi
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This issue is disussed in greater detail below, and in Ref.
[33℄.
The main riteria for a useful gauge are the elimination
of boundary terms and the redution of sampling error.
However, there is an enlarged spae of variables for the
Fokker-Plank equation here. For this reason, it is possi-
ble to stabilize trajetories in the usual positive-P phase
spae, while introduing new gauge-indued boundary
terms in the Ω spae. When it omes to the formation
of boundary terms, the phase of Ω is generally innouous
provided the gauge is periodi in this variable, but the
gauge distribution must be strongly bounded as |Ω| → ∞
to prevent new boundary terms from arising.
We an lassify gauges aording to their real or imagi-
nary nature, and their funtional dependene; whih an
be on just the phase-spae variables, just the quantum
phase, or on both. This gives rise to nine gauge types,
depending on the following riteria.
1. Gauge omplexity
Gauges are in general omplex funtions, whih leads
to the following lassiation of gauge omplexity:
1. Real gauge
2. Imaginary gauge
3. Complex gauge
In general, we nd that trajetories an be stabilized by
real, imaginary or omplex gauges, provided they have
some (α,β) phase-spae dependene.
It is worthwhile to note that the imaginary and real
parts of the gauges aet the behavior of sampling er-
ror dierently. In the Ito alulus, the evolution of the
weight Ω due to the gauges is simply dΩ = ΩgkdWk.
Typially, i.e., when there are no signiant orrelations
between the phase of α ( or β) and Ω, the weight fator
appearing in moment alulations is just approximately
Re[Ω]. As a general rule, sampling errors are partially
due to stohasti utuations in the phase-spae traje-
tories, and partially due to stohasti utuations in the
weight funtion. Thus there is a trade-o; a gauge that
is strongly stabilizing may redue phase-spae utua-
tions at the expense of inreased weight variane, and
vie versa.
To understand the dierent types of gauges in some-
what greater detail, we onsider the evolution of the
weight variane for real and imaginary gauges, in a sim-
ple ase where gauge and weight are deorrelated, with
Ω = 1 initially. Let Ω = Ω′ + iΩ′′ and gk = g
′
k + ig
′′
k ,
then
dΩ′ = (Ω′g′k − Ω′′g′′k ) dWk ,
dΩ′′ = (Ω′g′′k +Ω
′′g′k) dWk . (48)
If we onsider the evolution of the squares of these terms,
the Ito rules of stohasti alulus give
d〈[Ω′]2〉 = 〈(Ω′g′k − Ω′′g′′k )2〉dt ,
d〈[Ω′′]2〉 = 〈(Ω′g′′k +Ω′′g′k)2〉dt . (49)
Suppose for simpliity that the gk and Ω are approxi-
mately unorrelated, then we have two ases to onsider.
1. Real gauge:
d〈[Ω′]2〉 = 〈[Ω′]2〉dτ , (50)
where dτ = 〈gkgk〉dt. This initially leads to linear
growth in the variane, and hene in the sampling
error. The real part of the gauge will ause noise
diretly in Ω′, produing asymetri spreading in Ω′,
whih an lead to a few rare very highly weighted
trajetories for times τ & 1. The eet of the real
gauge may beome misleading one the distribu-
tion beomes highly skewed, as the rare trajetories
that are important for moment alulations may be
missed if the sample is too small. At long times,
if 〈gkgk〉 is onstant and unorrelated with Ω, then
the growth beomes exponential, with 〈[Ω′]2〉 = eτ .
2. Imaginary gauge:
d〈[Ω′]2〉 = 〈[Ω′′]2〉dτ ,
d〈[Ω′′]2〉 = 〈[Ω′]2〉dτ . (51)
where dτ = 〈g′′kg′′k 〉dt. This leads initially to quad-
rati growth in the variane of Ω′, and hene a
slower growth in the sampling error. If 〈gkgk〉 is
onstant and remains unorrelated with Ω, then
the growth is given by 〈[Ω′]2〉 = cosh(τ), 〈[Ω′′]2〉 =
sinh(τ). An imaginary gauge will ause mutual
aneling of trajetories that have weights of ran-
domly positive and negative sign one τ & pi. This
an also have deleterious eets for small samples,
if the average sample weight beomes negative  of
ourse, this annot be true over the entire stohas-
ti population.
The generi behavior is more omplex than in the exam-
ples given above, due to orrelations between the gauge
and the normalization.
Clearly any type of gauge tends to ause growth in the
norm variane. However, there is an exeption to this
rule: the norm-preserving gauges. This lass of gauges is
of speial interest as they generate trajetories having an
invariant normalization, so that Re[dΩ] ≡ 0. From the
equation for the norm variane, Eq. (49), it follows that a
neessary and suient ondition for a norm-preserving
gauge is that Ω′g′k = Ω
′′g′′k . If Ω
′ = 1 initially, this
implies that gk = iΩ
∗fk = i(1 − iΩ′′)fk , where fk is
a real funtion. Unless gk = 0, norm-preserving gauges
are generally funtions of both the phase-spae variables
and the weight Ω . A preliminary study of these gauges
has shown that these gauges an greatly redue sampling
error, although gauge-indued boundary terms are also
possible [2℄, depending on the hoie of fk.
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2. Funtional dependene
From the above analysis, we see that gauges an fun-
tionally depend on any phase-spae variable, as well as
the generalized quantum phase variable or weight Ω .
This leads to three funtional types:
1. Autonomous (depends on Ω only)
2. Spae dependent (depends on phase-spae only)
3. Mixed (depends on all omponents of
−→α inluding
Ω )
Autonomous gauges appear to be the least useful sine
they do not aet α or β behavior, but gauges of either
purely spae-dependent or mixed type an be used.
A possible aveat with mixed gauges is that they may
be muh harder to analyze, as two-way ouplings will
our between the normal phase-spae variables α, β and
the weight.
IV. NONLINEAR ABSORBER CASE
The nonlinear absorber is an example of a nonlinear
master equation that an give either orret or inorret
results when treated with the usual positive-P represen-
tation methods, if the boundary terms are ignored. Gen-
erally, problems only arise when the linear damping has
exeptionally small values or the number of bosons per
mode is small (see Fig. 2), so this is not a pratial prob-
lem in optis. However, for other physial systems suh
as a BEC this may be signiant. It is a well-studied
ase, and a detailed treatment an be found in Ref. [6℄.
It also has the merit that exat solutions an be readily
found using other means. By analyzing this example we
an ensure that the modiations to the drift equations
obtained from gauge terms, do eliminate boundary terms
and give orret results.
Consider a avity mode driven by oherent radiation,
and damped by a zero temperature bath that auses both
one and two photon losses. We have saled time so that
the rate of two-photon loss is unity. Without this nonlin-
ear proess, nothing unusual happens. The saled one-
photon loss rate is γ, and ε is the saled (omplex) driving
eld amplitude. The master equation is
∂ρˆ
∂t
=
[
εaˆ† − ε∗aˆ, ρˆ]+ γ
2
(2aˆρˆaˆ† − aˆ†aˆρˆ− ρˆaˆ†aˆ)
+
1
2
(2aˆ2ρˆaˆ†2 − aˆ†2aˆ2ρˆ− ρˆaˆ†2aˆ2) . (52)
Following the treatment of Se. II, we arrive at the
gauge representation Stratonovih stohasti equations
dα = [ε − α(αβ + ig + (γ − 1)/2)]dt+ iαdW ,
dβ = [ε∗ − β(αβ + ig + (γ − 1)/2)]dt+ iβdW ,
dΩ = SΩdt+Ω
[
gdW + gdW
]
. (53)
Here SΩdt is the appropriate Stratonovih orretion
term [given by the derivative terms in Eq. (44) ℄, whih
depends on the partiular gauges hosen.
With no gauge (g = g = 0), the positive-P
Stratonovih equations are reovered,
dα = [ε − α(αβ + {γ − 1}/2)]dt+ iαdW ,
dβ = [ε∗ − β(αβ + {γ − 1}/2)]dt+ iβdW . (54)
We will onentrate on the various simpliations of
this model, whih orrespond to existing literature, and
simpler analysis.
A. Relevane to many-body problems
The nonlinearity seen here an our diretly in the
form of a nonlinear ollisional damping term in a many-
body system, so that it an be referred to generially as
`two-boson absorption'. This type of damping is ommon
both to nonlinear photoni and atomi interations.
It is of nearly the same form as for an `imaginary-time'
thermal equilibrium state alulation for the usual model
of an alkali-metal Bose gas or BEC [34℄. There, for ex-
ample, the interation energy between idential bosons of
massm and s-wave sattering length as inD-dimensional
spae is given by
Hˆ =
2pi~2as
m
∫
dDxψˆ†2(x)ψˆ2(x) , (55)
provided that as is muh smaller than other harateristi
lengths of the system (whih is usually the ase). The
master equation for an imaginary-time alulation is
∂ρˆe
∂τ
= −1
2
{
Hˆ − µNˆ, ρˆe
}
+
, (56)
where ρˆe is the thermal anonial ensemble density ma-
trix, µ is the hemial potential, N is the number oper-
ator for the entire system, and τ = 1/kBT is an inverse
temperature. Apart from the fat that it is not trae-
preserving, this is a nonlinearity very similar to that o-
urring in the nonlinear absorber master equation.
While boundary-term disrepanies only our with
this nonlinearity for low oupations per mode (see also
Fig. 2), for a many-mode system at nite temperature
one expets a large number of modes to have just suh
a low oupation. Thus, it is important to hek that
boundary terms are indeed eliminated. Note that the
gauge representation simulation is eient over a wide
range of oupation numbers. See, for example, Fig. 3.
More details of appliations to both real and imaginary
time many-body systems with many modes will be given
elsewhere.
B. Two-boson absorber
In its simplest form, orresponding to γ = ε = 0, only
two-boson absorption takes plae. We expet that for a
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state |ψ〉 =∑n cn|n〉 all even boson number omponents
will deay to vauum, and all odd-numbered omponents
will deay to |1〉, leaving a mixture of vauum and one-
boson states at long times.
The positive-P representation has been found to give
erroneous results [4, 3537℄ due to the existene of mov-
ing singularities [6℄, whih ause power-law tails in the
distribution leading to boundary terms. The moment
usually onentrated on in this system is the number of
bosons nˆ = aˆ†aˆ, whih orresponds to the statistial av-
erage of n = αβ in the positive-P representation. This
has a onvenient losed equation (Stratonovih),
dn = −n(n+ ig˜ − 1/2)dτ + indW+ (57)
with dW+ = (dW + dW ), τ = 2t, and g˜ = (g + g)/2.
Let us examine the behavior of the above equation,
when g˜ = 0, i.e., in the standard, un-gauged formulation.
The deterministi part of the evolution has a repellor at
n = 0, and an attrator at n = 12 . The noise is nite,
and of standard deviation
√
dt/2 at the attrator. We
an see that the deterministi part of the evolution has
a single trajetory of measure zero whih an esape to
innity along the negative real axis,
α = −β = 1√
τ0 − τ , (58)
where τ0 = 1/α(0)
2 = −1/n(0). This moving singularity
is known to ause the power law behavior of the Fokker-
Plank solution at large |n|, whih means that integration
by parts is not in fat valid  whih leads to inorret
results.
Indeed, it an be easily seen that in the steady-state
limit, all trajetories in a simulation will head toward
n = 12 , making limt→∞〈nˆ〉 = 12 . Quantum mehanis,
however, predits that if we start from a state ρˆ0, the
steady state will be
lim
t→∞
〈nˆ〉 =
∞∑
j=0
〈1 + 2j| ρˆ0 |1 + 2j〉 . (59)
For a oherent state |α0〉 input, say, this will be
lim
t→∞
〈nˆ〉 = 1
2
(
1− e−2|α0|2
)
. (60)
Thus we an expet that the positive P simulation will
give orret results only when e|α0|
2 ≫ 1.
To orret the problem we have to hange the phase-
spae topology in some way to prevent the ourrene of
moving singularities. We have found that a good gauge
for a two-boson absorber nonlinearity in general is
g = g = g˜ = i(n− |n|) . (61)
This replaes the −n2 term in Eq. (57), whih may be-
ome repulsive from zero, with −n|n| whih is always a
restoring fore, and so never leads to super-exponential
esape.
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Figure 1: Comparison of two-boson damping simulations.
Cirles: positive P simulation; solid line: irular gauge simu-
lation; dashed line: exat alulation (trunated number-state
basis). Simulation parameters: 40 000 trajetories; step size
= 0.005; initial oherent state. Stratonovih semi-impliit
method [32℄.
With the gauge (61), the Stratonovih equations be-
ome
dn = −n(|n| − 1/2)dτ + indW+ , (62)
dΩ = Ω
{
[n+ (n− |n|)2]dτ/2 + i(n− |n|)dW+ } .
Phase-spae trajetories have hanged now, but sine it
has all ome from the same master equation, it still de-
sribes the same system. Consider the equations for the
polar deomposition of n = reiφ,
dr = −r(r − 1/2)dτ ,
dφ = dW+ . (63)
This is exat, and shows that now we have an attrator
on the irle |n| = 12 , and a repellor at n = 0, with free
phase diusion in the tangential diretion. One traje-
tories reah the attrator, only phase diusion ours.
Some more ompliated evolution is ourring in the Ω
variable. In any ase, there are now no moving singular-
ities anywhere in the phase spae, and simulations orre-
spond exatly to quantum mehanis.
Figure 1 ompares results for a trunated number-state
basis alulation, a positive-P alulation, and a iru-
lar gauge (61) alulation for an initial oherent state
of α0 = 1/
√
2. Figure 2 ompares steady-state values
for exat, positive-P, and gauge alulations for various
initial oherent states in a wide range. It is seen that the
gauge alulation is orret to within the small errors due
to nite sample size.
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Figure 2: Steady state expetation values of boson number
〈nˆ〉 obtained by gauge simulations (double triangles) om-
pared to exat analyti results from Eq. (60) (solid line) and
positive-P simulations (irles) for a wide range of initial o-
herent states. Size of unertainty in gauge results due to nite
sample size is indiated by vertial extent of `double-triangle'
symbol. Steady state was observed to have been reahed in all
simulations by τ = 7 or earlier (ompare with Fig. 1 and 3),
hene this is the time for whih the simulation data is plotted.
Simulation parameters: 100 000 trajetories; step size = 0.01.
C. One- and two-boson absorber
If we now turn on the one-boson deay as well, but
still do not have any driving, we expet that all states
will deay to the vauum on two time sales 1 and 1/γ.
If γ ≫ 1, nothing interesting happens, however if γ . 1,
we should rst see a rapid deay to a mixture of vauum
and one-boson states due to the two-boson proess, and
then a slow deay of the one-boson state to the vauum
on a time sale of τ ≈ 2/γ.
In this ase the positive-P equations display dierent
behavior depending on whether γ is above or below the
threshold γ = 1. Below threshold, we have an attrator
at n = (1 − γ)/2, and a repellor at n = 0, while above
threshold, the attrator is at n = 0, and the repellor
at n = −(γ − 1)/2. In either ase, there is a singular
trajetory along the negative real axis, whih an ause
boundary-term errors. It turns out that the steady state
alulated this way is erroneous while γ < 1, and there
are transient boundary-term errors while γ < 2 [4℄. The
false steady state below threshold lies at the loation of
the attrator: (1− γ)/2.
Let us try to x this problem using the same irular
gauge (61) as before. The equation for r is now
dr = −r(r − [1− γ]/2)dτ , (64)
while the φ and Ω evolution is unhanged. So, above
threshold we are left with only an attrator at n = 0,
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Figure 3: Comparison of simulations for system with both
single- and double-boson damping. Relative strength γ =
0.1; Cirles: positive-P simulation. solid line: irular gauge
simulation; dashed line: exat alulation (trunated number-
state basis). Gauge simulation parameters: 10
5
trajetories;
step size varies from 0.0001 to ≈ 0.006; initial oherent state
|10〉 with 〈nˆ〉 = 100 bosons.
while below threshold we have a repellor at n = 0 sur-
rounded by an attrating irle at r = (1 − γ)/2. This
phase spae again has no moving singularities.
The results of simulations for the parameter γ = 0.1
are shown in Fig. 3. The gauge simulation traks the
exat results. We have hosen γ ≪ 1 so that a sys-
tem with two widely diering time sales is tested. The
irular gauge avoids the false results of the positive-P
simulation. Note also that the gauge simulation remains
eient for a wide range of oupation numbers  from
〈nˆ〉 ≈ 100≫ 1, where the positive P is also aurate, to
〈nˆ〉 ≈ 0.1≪ 1 where it is totally inorret.
D. Driven two-boson absorber
The other type of situation to onsider is when we have
a driving eld as well as two-boson damping. In these
onsiderations we have set the one-boson damping rate
to zero (γ = 0), sine this proess never auses any of the
simulation problems anyway, but leaving it out simplies
analysis. Failure of the positive-P representation method
has been found in this limit as well [5℄, and is evident in
Fig. 4. The equation for n is no longer stand-alone in this
ase, and we must simulate all three omplex variables
as in Eq. (53), the Ω equation being the same as in the
undriven ase (62).
A treatment of the singular trajetory problem with
the same irular gauge (61) leads again to orret re-
sults, as seen in Fig. 4.
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Figure 4: Driven two-boson absorber with ε = 0.05. Cirles:
positive P simulation (1000 trajetories); solid line: irular
gauge simulation (10
5
trajetories); dashed line: exat alu-
lation (trunated number-state basis). Step size ∆t = 0.025.
Initial vauum state.
V. THE SINGLE-MODE LASER
Let us now onsider the seond quantum system for
whih systemati errors have been seen with the positive-
P representation. We will see that the problem here is
somewhat dierent than in the previous ase. The dif-
ferene is that for two-boson damping, boundary-term
errors our even when we hoose an optimal (i.e., om-
pat) initial distribution to represent our starting state,
whereas here systemati errors our only for unreason-
ably broad initial distributions. Nevertheless, sine nor-
mally it is assumed that the initial ondition an be of
arbitrary breadth it is instrutive to investigate how this
problem an be takled with stohasti gauge methods.
We have found that stohasti gauges an be used to
inrease the allowable breadth to inlude all reasonable
starting onditions, but one one tries to inrease the ini-
tial spread too muh, it beomes unlikely that any gauge
will remove systemati errors, without introduing too
muh sampling (i.e. random) error instead.
A. The laser model
Ito stohasti dierential equations for a simple pho-
toni or atomi laser model that an be derived from the
positive-P distribution are [5, 6℄
dα˜ = (G− α˜β˜)α˜dτ +
√
Qdη ,
dβ˜ = (G− α˜β˜)β˜dτ +
√
Qdη∗ (65)
in appropriate saled variables, with the omplex Gaus-
sian noise dη obeying 〈dηdη∗〉 = 2dτ . In terms of physial
parameters, we have
α˜ = α/
√
N
β˜ = β/
√
N , (66)
where τ is the saled time, and N ≫ 1 is a saling pa-
rameter that equals the number of gain atoms in a simple
photoni laser model. Both G the gain parameter and
Q ≥ G/N , the noise parameter, are real and positive.
Sine this time we are again interested in the (saled)
boson number 〈n˜〉 = 〈α˜β˜〉 = 〈nˆ〉/N , its evolution an be
written as a losed equation
dn˜ = −2(n˜− a)(n˜− b)dτ + 2
√
Qn˜dW , (67)
where now the real Gaussian noise obeys 〈dW dW 〉 =
dτ , and the deterministi stationary points in the
Stratonovih alulus are
a =
1
2
(
G+
√
G2 + 2Q
)
,
b =
1
2
(
G−
√
G2 + 2Q
)
. (68)
We nd that the stationary point at a is an attrator,
and at b we have a repellor. Dening ∆ = b− n˜, we get
d∆ = 2∆(∆ +
√
G2 + 2Q) + noise , (69)
whih shows that we again have a singular trajetory
esaping to innity in nite time along the negative real
axis for n˜ < b.
B. Initial onditions
Let us onsider the usual ase of vauum initial ondi-
tions. A vauum an be represented by
P (+)(α˜, β˜) = δ(α˜)δ(β˜) , (70)
but also by Gaussian distributions of any variane σ20 ,
around the above,
P (+)(α˜, β˜) =
1
4pi2σ40
exp
{
−|α˜|
2 + |β˜|2
2σ20
}
. (71)
Note: the distribution of n˜ is non-Gaussian, but has a
standard deviation of σn˜ ≈
√
2σ20 in both the real and
imaginary diretions.
It has been found by Shak and Shenzle [5℄ that for
the single-mode laser model, a positive-P simulation of
pumping from a vauum will give orret answers if the
usual δ-funtion initial ondition (70) is used, but will
have systemati errors if the initial ondition used has a
suiently large variane (see Fig. 5). We emphasize here
that this is not a real problem in pratial ases, as the
variane required to ause systemati errors is typially
extremely large, one the saling needed to obtain the
usual (approximate) laser model is taken into aount.
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This an be understood beause if we have a su-
iently broad initial distribution, the region of phase
spae that inludes the singular trajetory will be ex-
plored by the distribution. Even if initially σn˜ ≪ |b|, the
region n˜ < b may be subsequently explored due to the
presene of the noise terms.
Apart from the obvious δ-funtion initial ondition,
one might want to try the anonial distribution of
Eq. (10), whih is a standard positive-P representation
onstrution [1℄. It will not ause problems as its vari-
ane is σ20 = 1/N , whih for any realisti ase will be
very small (i.e., σn˜ ≪ |b|). Shak and Shenzle disov-
ered anomalous results when they hose σ20 = 1, due to
an erroneous proedure of saling the equations  while
not saling the anonial initial ondition in α. Neverthe-
less, sine any σ0 is supposed to represent the same state,
insight into what an be ahieved using gauge methods
is gained if we analyze the systemati errors for suh a
relatively large σ0.
C. Gauge orretions
The Fokker-Plank equation orresponding to Eq. (65)
is
∂P
∂τ
=
{
∂
∂α˜
[n˜−G]α˜+ ∂
∂β˜
[n˜−G]β˜ + 2Q ∂
2
∂α˜∂β˜
}
P .
(72)
We now introdue gauges using the same method as in
Se. II. This leads to the Ito stohasti equations
dα˜ = α˜(G− n˜)dτ −
√
Q(g + ig)dτ +
√
Qdη ,
dβ˜ = β˜(G− n˜)dτ −
√
Q(g − ig)dτ +
√
Qdη∗ ,
dΩ = Ω [ (g − ig)dη + (g + ig)dη∗ ]/2 . (73)
It is onvenient to dene a transformed gauge funtion
g˜, whih is also arbitrary, suh that
g =
(α˜ + β˜)g˜
2
√
Q
,
g =
(α˜− β˜)g˜
2i
√
Q
. (74)
Changing to n˜ and Θ = ln(Ω) variables we obtain the
Stratonovih equation
dn˜ = 2n˜(G− n˜− g˜)dτ +Qdτ + 2
√
Qn˜ dW ,
dΘ = − n˜g˜
2
2Q
dτ + SΘdτ + g˜
√
n˜
Q
dW , (75)
with SΘdt being the appropriate Stratonovih orretion
[given by the derivative terms in Eq. (44) ℄ for a partiular
gauge funtion g˜.
D. Correting for the moving singularities
Consider the deterministi evolution of the real part,
n˜x, of n˜ = n˜x + in˜y,
dn˜x = −2n˜2x + 2Gn˜x +Q+ 2n˜2y − 2n˜xRe[g˜] + 2n˜yIm[g˜] .
(76)
The moving singularity is due to the −2n˜2x leading term
for negative values of n˜x. We now onsider riteria for
hoosing the drift gauges as follows.
(1) It is desirable to keep the gauge terms to a min-
imum beause whenever they at the weights of tra-
jetories beome more randomized  see Se. III E 1.
Thus, let us restrit ourselves to funtions g˜ that are
only nonzero for n˜x < 0.
(2) This immediately leads to another restrition on g˜:
To be able to use the eient numerial algorithms in
the Stratonovih alulus, we must be able to alulate
the orretion term SΘ, whih depends on derivatives of
g˜
√
n˜/Q. This immediately suggests that g˜ must always
be ontinuous, hene, in partiular, limnx→0( g˜ ) = 0. For
ease of analysis, let us start with a simple form for the
gauge, g˜ = c− λn˜x + λyn˜y. This restrition immediately
implies c = λy = 0, hene
g˜ =
{
−λRe[n˜] if Re[n˜] < 0
0 if Re[n˜] ≥ 0 , (77)
and SΘ = λ(Re[n˜] + n˜ + |n˜|)/2. when Re[n˜] < 0, zero
otherwise.
(3) The next neessary ondition, to remove moving
singularities, is that the −2n˜2x term is aneled, hene:
λ ≥ 1 . (78)
(4) Now, if λ = 1 there are no systemati errors, but
the sampling error very quikly obsures everything be-
ause nx still heads to−∞ exponentially due to the 2Gn˜x
term. This takes it into regions of everinreasing |g˜|,
and weights quikly beome randomized. For slightly
larger parameters λ, the n˜x evolution takes trajetories
to a point lying far into the negative nx region where
the two leading terms balane. Here the trajetories sit,
and quikly aumulate weight noise. It is lear that for
an optimum simulation all stationary points of n˜x in the
nonzero gauge region must be removed. In this system
this ondition is
λ > 1 +
G2
2Q
. (79)
An example has been plotted in Fig. 5 where we have
parameters G = 1, Q = 0.25 (leading to a ≈ 1.1124 and
b ≈ −0.1124 ). We are onsidering an initial ondition of
σ20 = 0.1, whih is already muh larger than the anonial
variane for physially likely parameters. Typial values
of n˜ initially will be of order σn˜ ≈ 0.14 & |b| here. A
good hoie of gauge has λ = 4. The use of this gauge
learly restores the orret results.
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Figure 5: One-mode laser G = 1, Q = 0.25. Dashed line:
(orret) positive P simulation with delta-funtion initial on-
ditions (70) σ20 = 0 and 10
5
trajetories. Dotted-dashed line:
erroneous positive-P simulation with Gaussian initial ondi-
tions (71) σ20 = 0.1 initially, and 10
5
trajetories. Dotted line:
positive-P simulation with σ20 = 1, and 10
4
trajetories. Solid
line: gauge alulation for σ20 = 0.1 with λ = 4, whih orrets
the systemati error of the positive P. Only 4000 trajetories,
so as not to obsure other data. Step size in all ases is 0.005.
E. Non-optimal initial onditions
As we inrease the spread of the initial distribution
beyond σn˜ ≈ |b|, it beomes inreasingly diult to nd
a gauge that will give reasonable simulations. (For ex-
ample we have tried a wide variety of what seemed like
promising gauges for σ20 = 0.3, with the above values
of parameters Q and G, and none have ome lose to
suess). The problem is that while we an remove sys-
temati errors, large random noise appears and obsures
whatever we are trying to alulate.
Trajetories that start o at a value of n˜ lying signif-
iantly beyond b require a lot of modiation to their
subsequent evolution to (1) stop them from esaping to
−∞ and (2) move them out of the gauged region of phase
spae so that they do not aumulate exessive weight
noise. If there are many of these, the trade-o between
the gauge size and length of time spent in the gauged re-
gion does not give muh benet anymore. Nevertheless,
one may be sure that if this is the ase, results will at
worst be noisy and unusable, rather than being system-
atially inorret.
We stress again that this whole matter of non-optimal
initial onditions is not a major hurdle to dynamial sim-
ulations beause a ompat starting distribution is gen-
erally found very easily.
VI. CONCLUSIONS
The positive-P representation is well suited to omplex
quantum mehanial problems, suh as many-body sys-
tems, but has been known for about a deade to have
systemati errors in some ases of its use  due to non-
vanishing boundary terms. The gauge P representation,
a variant on the usual positive-P representation, an be
used to eliminate boundary terms and onsequently all
the systemati errors that were enountered previously.
It an also redue sampling error in a simulation, and al-
lows `imaginary time' alulations of thermal equilibrium
states. The fat that orret results are immediately ob-
tained in every ase where systemati errors were found
with the positive-P method, is strong evidene that these
previous problems were indeed due to boundary terms
aused by moving singularities in the analytially ontin-
ued deterministi equations. Of ourse, boundary terms
an our for other reasons (for example, if the noise term
grows too rapidly with radius), so aution is still needed
in the gauge hoie.
The tehnique appears to be broadly appliable, and
only requires the reognition of what instabilities in the
stohasti equations ould lead to problems. It does not
require detailed knowledge of what the boundary terms
are, provided instabilities are removed. However, we re-
mark here that the general speiation of neessary and
suient onditions to eliminate boundary terms remains
an open problem, and learly requires growth restritions
on the gauge terms, both in phase spae and quantum-
amplitude spae. Care is also required with the hoie
of the gauge and initial distribution. However, using
unsuitable gauges or initial onditions may only lead to
large sampling errors, not systemati errors, provided the
gauge is hosen to eliminate boundary orretions in the
rst plae. Sampling error then allows for a ondent
assessment of the magnitude of inauraies in a simula-
tion, whih an be supplemented by numerial analysis
of the distribution tails.
The main onlusion we ome to is that this method
does, in the ases studied, provide a omplete solution
to the problem of simulation of a many-body quantum
system in phase spae, under onditions where previous
diret simulation tehniques were not pratiable. All
known tehnial requirements on the path to obtaining a
stohastially equivalent desription to quantummehan-
is, whih is appliable to both large and small partile
numbers, have been satised by this method. For this
reason, we believe that gauge simulations an be used to
simulate many quantum systems without systemati er-
rors when arrying out more diult alulations, where
no exat result is known.
These onlusions must be supplemented by the de-
tailed study of relevant gauges for partiular quantum
systems. We note, however, that the mathematial teh-
niques employed here for generating stohasti gauges,
may well be useful for other representations as well as
the gauge P representation desribed here.
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Appendix A: OTHER EXTENSIONS OF THE
POSITIVE-P REPRESENTATION
1. The work of Carusotto, Castin, and Dalibard
Reently, Carusotto, Castin, and Dalibard [7, 8℄
(CCD) have made related extensions to the positive-P
representation. These were derived for the partiular ase
of an interating salar Bose gas, and led to a number of
onditions for an Ito stohasti evolution to be equivalent
to a master equation evolution.
It an be shown quite simply that the equations (43)
generated by the gauge P representation for this Hamil-
tonian satisfy the CCD onditions. We onjeture that
these provide the most general possible solution to the
stohasti problem posed by these authors. In partiu-
lar, db = Π[gkdWk−N¯(φ1dB∗2+φ∗2dB1)], using the above
paper's formalism. Our methods an also treat a muh
larger lass of Hamiltonians and master equations than
onsidered in the CCD treatment.
In Ref. [7℄ systemati errors due to boundary terms
were not onsidered. However, evolutions satisfying "ex-
atness" onditions derived using the same proedure an
ontain suh errors.
As an example, following the CCD proedure [7℄ for a
one-mode two-boson absorber master equation, as in Eq.
(52) with γ = ε = 0, one arrives at the onditions
dB1dB
∗
2 = 0 ,
dB∗2a = −φ2a ,
F1 = −dbdB1/Π , (A1)
F2 = −db∗dB2/Π∗ ,
f = Π(N¯φ1φ
∗
2)
2 , (A2)
where (referring bak to the notation in this present pa-
per),
dφ1 = dα/
√
N¯ = F1dt+ dB1 ,
dφ2 = dβ
∗/
√
N¯ = F2dt+ dB2 ,
dΠ = d[Ωe−φ1φ
∗
2
N¯ ] = fdt+ db . (A3)
It an be seen that the positive-P equations (54) satisfy
these onditions, while produing the erroneous evolu-
tion seen in Fig. 1. In summary, the methods of the
CCD paper do not obviate the need to hoose gauges
that eliminate boundary terms.
2. Noise optimization by Plimak, Olsen, and
Collett
In Ref. [9℄, Plimak, Olsen and Collett have found that
for some systems (the Kerr osillator Hˆ = ω0aˆ
†aˆ +
κaˆ†2aˆ2/2, in partiular), the most obvious (diagonal)
hoie of noise matrix B may not be the optimal one.
For example, for the above Hamiltonian, one nds that
the diusion matrix (in α, β) variables is
D = iκ
[
−α2 0
0 β2
]
= BBT . (A4)
Following the proedure in Eq. (30), an equivalent but
broader hoie of noise matrix B an be any of
B =
√
iκ
[
iα cos(g) iα sin(g)
−β sin(g) β cos(g)
]
, (A5)
with the usual diagonal deomposition given by g = 0.
However, in Ref. [9℄ it was found that for a positive-P
simulation, dierent deompositions with nonzero on-
stant g gave the lowest sampling error for oherent state
initial onditions. In their notation, they introdue√
A+ 1 = −√2 cos(g), and onsider the ase of real
A ≥ 1 (i.e., imaginary g ) only.
3. Stohasti gauges for the Kerr osillator
In Ref. [2℄, the sampling error in a Kerr osillator sim-
ulation  equivalent to a one-mode BEC model, apart
from linear terms  was redued substantially by using
a representation similar to the gauge P representation
formally introdued here. The basi dierenes were the
following.
1. Instead of a omplex gauge Ω, a phase fator eiθ
with a real θ variable, was used.
2. The normalization with respet to the behavior of
θ was arried out expliitly inside the kernel, rather
than post-simulation in the moments as in Eq. (45).
This type of representation is a norm-preserving gauge
P representation, as disussed earlier. A parametrized
family of gauges led to stable trajetories (as opposed to
the large sampling error present with a positive-P simu-
lation). However, some systemati errors were seen due
to boundary terms. These boundary terms ourred be-
ause of the stohasti growth of the gauge term in Ω
spae, when θ approahed ±pi/2. With the gauge P
representation introdued in this paper, a wide range of
gauges do not lead to any systemati errors [33℄, provided
gauge growth is ontrolled.
We note here that the norm-preserving gauges have the
property that, in the present notation, gk = i[1− iΩ′′]fk
. However, while the growth of Ω′ is stabilized, there
17
is growth in the variane of Ω′′. This means that the
funtion fk must behave as a dereasing funtion of Ω
′′
in order to ensure that the distribution is bounded su-
iently in the weight-funtion spae to avoid nite bound-
ary terms. The detailed requirements and onditions for
this type of gauge will be treated elsewhere.
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