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Abstract
The complicated behaviours seen in chaotic dynamical systems can be tamed
in extremely subtle ways. The application of miniscule bounded parameter per-
turbations can transform chaos into order, provided those perturbations are ap-
propriately chosen. Many methods have been derived to control chaotic behaviour
in a wide range of systems. Moreover, they often require no knowledge of the
underlying dynamical equations describing the system. A simple estimate of the
dynamics at particular points on the chaotic attractor suffices in order to effect
control.
In this thesis a well known method for the control of chaos is reviewed and
its convergence properties analysed. From this analysis, several more powerful
methods are proposed. Robust methods are considered which are less sensitive to
errors in the estimation of system dynamics and in the presence of noise.
Before systems can be brought under control a chaotic transient is observed.
The length of this transient depends sensitively upon initial conditions and on
the size of the permitted maximum perturbation. By extending the region within
which parameter perturbations can be activated, transient times can be reduced.
The adverse effects of noise can also be combatted. Targeting, that is, rapidly
changing the state of a system from a given initial condition to some desired state,
can also reduce transient times. Both of these avenues for the reduction of transient
times are explored here.
Synchronising the dynamics of two independent chaotic oscillators can often
be achieved by coupling the systems in a particular way. If the coupling is not
strong enough, synchronised behaviour will not result. In such a case, it is shown
that control methods can be used to induce a synchronous behaviour in systems
and to maintain synchronous behaviour as desired.
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Chapter 0
Introduction
The existence of chaotic dynamics has been widely appreciated for quite some time
now. One could say that chaos was brought to the attention of the scientific world
by the work of Lorenz in the early 1960's. But even as far back as the 1900's,
Poincare observed an apparently random behaviour whilst studying the familiar
three body problem of celestial mechanics. We now know that he observed not
random behaviour, but rather chaos, the antithesis of order. One of the hallmarks
of chaos is the notion of sensitivity to small perturbations, often referred to as the
'butterfly effect'. Traditionally, this has been seen as a very t~oublesome property.
Two solutions of a system, initially very close together, diverge exponentially with
time until they become totally uncorrelated. Indeed, long term predictability of a
system exhibiting the butterfly effect proves highly intractable.
During the mid 1980's NASA scientists projected the ISEE-3/ICE spacecraft
in excess of fifty million miles across the solar system using only tiny amounts of
fuel [20, 21, 42, 43]. A remarkable feat one might affirm, but totally attributable
to the butterfly effect. Such an achievement would not have been possible in a
system that was not chaotic, but the solar system, like many physical systems, is
chaotic. This kind of behaviour may lead one to believe that a system exhibiting
10
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sensitivity to small perturbations, rather than being troublesome, is actually quite
the opposite. Indeed, much research over the past five to ten years has strengthened
this view beyond doubt.
In 1991, Ott, Grebogi and Yorke [53] demonstrated that one can select and
observe a particular behaviour from amongst a rich lore of behaviours, some sim-
ple, some much more complex, occurring naturally within chaotic systems. By the
application of small, discerningly chosen perturbations in an available system pa-
rameter, system dynamics can be made to follow that particular behaviour. Their
method is now very well known and is referred to as the OGY method in the
literature. Perhaps most importantly, one should note that without the presence
of chaos this would not be possible. Shinbrot et al. [69, 70, 71, 72] exploit the
butterfly effect in their method for 'targeting' in chaotic systems, that is, changing
the state of a system from a given initial state to some desired target state in a
very efficient manner. This is also achieved via the application of carefully chosen
parameter perturbations.
So it seems as though the presence of chaos is not only useful, but can actu-
ally prove invaluable. This, united with the ability to tune an available system
parameter, is the starting point for this thesis. We shall review some of the more
prominent methods proposed for the control and suppression of chaos shortly and
then in Chapter 1 propose other, more efficient, control methods. In Chapter 2 we
will look for robust methods and investigate how tolerable two particular methods
are to inaccuracies. We shall see that the time before a system can be brought
under control can be long. Chapters 3 and 4 are devoted to the analysis and
reduction of these so-called 'transient times'. Finally in Chapter 5, we focus our
attention on the synchronisation of chaotic oscillators via the application of small
parameter perturbations.
Background 12
Firstly, we shall review some of the applications of chaos and its control and
then explore some elementary theory on chaotic dynamical systems and set out
the basic terms and definitions used throughout the thesis.
0.1 Background
The presence of chaos may be greatly beneficial in many physical systems, for
example in the mixing of fluids [55, .56] and the prevention of heart failures [26,84]
and brain seizures [68]. The presence of chaotic behaviour in a dynamical system
endows us with the opportunity to apply control which can change a systems
dynamics quite dramatically with only minor modification to the system itself. In
a system that does not exhibit chaotic behaviour, this avenue is not available. In
such a case, small control signals will typically only affect the system dynamics
slightly. To make any significant changes to a systems dynamics, one generally
has to apply large controls. The presence of chaos in a system greatly enriches the
type and complexity of behaviours we are able to observe. Thus it may be highly
advantageous to design chaos into systems, allowing flexibility without the need
- .
for large control signals.
Alternatively, one may be presented with a chaotic system in which the effects
of chaos are undesirable and the observation of orderly behaviour would be prefer-
able. The application of some form of control can achieve this desired effect. In a
very simple sense, the spacecraft example mentioned earlier was a crude form of
the control of chaos. The chaotic properties of the solar system were exploited to
direct the spacecraft to its desired target in an efficient manner. One can envisage
many scenarios where the control of chaos would be desirable. The dynamics of
a controlled system are relatively simple (as compared to a chaotic regime) and
are predictable. Several obvious applications here then are the influencing of the
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behaviour of the weather, the financial markets and even the human brain which
operates in a chaotic mode on the micro scale [22, 41, 44]. Although these spe-
cific examples are far from being well understood at the moment, many positive
steps have been made in the control of dynamics describable by systems involv-
ing a limited number of variables. Control of systems such as the weather and
high Reynolds number flows, for example, may yet prove intractable due to their
complexity.
The use of the OGY method for controlling chaos has figured heavily in the
literature. The first successful implementation of the OGY method was in the
control of a chaotically oscillating magneto elastic ribbon [15]. This was achieved
without knowledge of the underlying dynamical equations describing the system.
Since then it has been implemented in many physical systems, for example in the
control of spin wave instabilities [6], cardiac chaos in rabbits hearts [24], chemical
reactions [61], thermal convection loops [75], chaotic lasers [25, 65], neural infor-
mation processing [14] and the control of transient chaos [79]. The OGY technique
is by no means the only method known for controlling chaos. Many methods, di-
versely varied in their approach, have recently appeared in the literature. We shall
present a review of some of these methods paying particular attention to the OGY
method presently.
The chaotic properties of dynamical systems have not only been exploited for
control purposes. Recently Hayes, Grebogi and Ott [33] have used the properties
of chaos in the transmission of information. Shinbrot et al. [69, 70, 71, 72] describe
a method to direct trajectories towards specific targets on a chaotic attractor. We
shall investigate this further in Chapter 4 where we shall see that the targeting
process can be useful in the reduction of the so-called transient times. No doubt,
more applications will be found where the properties of chaotic systems will prove
invaluable.
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0.2 Preliminaries
Much of the theory developed presently is directly applicable to maps of the form
(0.2.1)
where F : JRN X JR I---t JRN and P» is a system parameter available for tuning at each
iteration of the map. We shall assume that P» is adjustable about some nominal
value p* and define 8pn == P» -p*. Furthermore, we shall impose the constraint that
only small adjustments are permissible such that 18pn I ::; 8Pmax for some suitably
small constant 8pmax > O. Such a constraint ensures that the structure of the map
does not alter significantly under the application of parameter perturbations and
so only small changes are made to system dynamics. Many systems encountered in
practice are continuous, but given an N +1 dimensional continuous time dynamical
system
dydi = <I>(y,p) (0.2.2)
<I> : JRN+l x JR I---t JRN+l, where <I> mayor may not be autonomous, one can obtain
a map of the form (0.2.1) via a Poincare (surface of) section. There are two types:
(i) The stroboscopic section;
(ii) The return map.
The former is generally preferred when the system is non-autonomous and depends
periodically on time. In such a case, the flow of (0.2.2) is sampled at discrete
intervals in time, generally once per period of the forcing (periodic) term. In (ii),
one simply samples the state of the system at a particular fixed value of one of the
state variables. This is analogous to looking at the dynamics on an N-dimensional
hyperplane in phase space.
Preliminaries 1.5
The theory developed herein assumes that systems are chaotic. A formal defi-
nition of chaos will be given shortly. We shall only be concerned with dissipative
systems, consequently we shall often speak of the dynamics evolving on some 'at-
tractor'. A subset A c JRN is
(i) an invariant set if it is invariant under the action of the map F, i.e.
F(A) = A;
(ii) an aiiracior if it is a compact attracting w-limit set w(x) for some x E JRN.
We define the basin of attraction of A, B(A), as the set of points that asymptote
towards the attractor A in the limit as n --t 00 (or as t --t 00 in the continuous
time case).
The tool we shall be using to investigate the dynamical behaviour of (0.2.1) is
ergodic theory, a theory of the statistical properties of dynamical systems. Such
theory is particularly useful when the shape of the attractor or the motion on it
are not precisely known. Ergodic theory says that a time average equals a space
average. The weight with which the space average must be taken is an invariant
measure. An invariant measure, /1, satisfies
where U is a subset of points in JRN. F-l(U), u E U are the set of preimages of
the points in U. The invariant measure /1 is said to be ergodic (indecomposable)
if there exists no non-trivial decomposition of /1 such that
0< q < 1
where /11 f. /12 are themselves invariant measures. If /1 is the same for almost all
initial conditions Xo, with respect to the ordinary (Lebesgue) measure, we say that
/1 is the natural measure.
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Of particular interest will be the Lyapunov exponents of (0.2.1) which help
quantify the so-called 'stretching and folding' characteristics of chaotic at tractors
[51]. For an N-dimensional system there will be at most N distinct Lyapunov
exponents,
For an ergodic measure Il, the Lyapunov exponents are the same for almost all
initial conditions Xo with respect to the measure Il [19]. Thus we may speak of a
Lyapunov exponent of a system without reference to a specific initial condition. A
system is said to be chaotic if it has a positive Lyapunov exponent, i.e. )'1 > o.
The Lyapunov exponents and quantities derived from them give useful results
on the dimensions of at tractors and the entropy (production of information) of
a system. Lyapunov exponents (and their related quantities) are experimentally
accessible for a given system. See for example the papers by Grassberger and
Procaccia [28, 29]. We shall be drawing upon some of these results later, but we
shall leave any further discussion of the relevant theory until it is needed. Much
of the theory discussed above and other interesting related results can be found in
the excellent survey paper by Eckmann and Ruelle [19].
0.3 The Eradication of Chaotic Behaviour
We shall begin this section by reviewing several methods proposed recently for
eradicating chaotic behaviour, some applicable to systems described by differential
equations and others described by maps. The link between the two was discussed
previously. By 'eradicating' chaos, we mean the application of an algorithm of
some description that changes the dynamics of a system from a chaotic regime to
an orderly (periodic) one. The brief review given here is by no means exhaustive,
but some of the more prominent methods that have appeared in the literature over
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the past five years or so are discussed.
0.3.1 Simple Methods for Taming Chaos
Perhaps the simplest way to suppress (or tame) chaos is to change system parame-
ters so as to produce the desired kind of orderly behaviour. The problem with this
is that large parameter variations may be needed in order to achieve the required
effect. This is often not possible in a particular physical system, since some or all
of the system parameters may be fixed or else only adjustable by a small amount.
Ogorzalek [47, 48] demonstrates that a large variety of behaviours can be observed
for appropriate choices of system parameters for the so-called RC-ladder chaos
generator.
Rajasekar and Lakshmanan [64] consider the control of the Bonhoeffer-van der
Pol (BVP) oscillator. The BVP oscillator may be written as
y
x·
3 A Ax - "3 - Y + 0 + 1 cos wi
c(x + a - by). (0.:3.:3)
For typical choices of parameter values a = 0.7, b = 0.8, c ~ 0.1 and w = 1 and
for Ao, Al > 0, the BVP oscillator has been shown to behave chaotically [6:3,82].
Rajasckar and Lakshmanan add a noise term to the right hand side of (0.:3.3) at
every tenth of a time step. They show that with the addition of Gaussian random
numbers of zero mean and standard deviation a; 2: 0.0:3, the BVP oscillator shows
irregular behaviour that is damped out in time and thus produces an orderly
behaviour. The chaotic behaviour does however persist for a < 0.0:3.
Also investigated in the paper by Rajasekar and Lakshmanan are the adaptive
control algorithm (Huberman and Lumer [34]; Sinha et al. [76]) and the method
of Braiman and Goldhirsch [8]. Huberman and Lumers approach is to consider an
equation of the form (0.2.1). Control is achieved via an adaptive control mechanism
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whereby feedback signals are used to produce stable outputs from the system,
within a range of parameter values. They claim that the dynamics of a large class
of adaptive systems can be written in the form of equation (0.2.1). Then the
parameter perturbations are defined by
where G is a continuous function of en and its derivative with respect to Pn,
dependent on the particular system to be controlled. The quantity d., is the
output required from the system, termed the goal output, en is the error signal,
the difference between the actual output of the system at the nth step and the goal
output and f is a small parameter. This signal is then used to change the control
parameter P» in such a way that the error is reduced to zero. The implementation of
the algorithm will not be discussed here, but see [64J for application of the method
to the BVP oscillator. It is worth noting, however, that the system exhibits a
novel behaviour under control, a behaviour not naturally present in the chaotic
attractor.
Braiman and Goldhirsch [8J suggest that the application of a weak external
periodic forcing term can help tame chaotic behaviour in a system. In particular,
they investigate the equation
x + Ox + sinx = 1+ Asinwt + asinf3wt (0.:3.4)
taking 0 = 0.7, A = 0.4 and w = 0.2,5 for which the behaviour of (0.:3.4) has
been studied when a = O. Equation (0.:3.4) models the dynamics of a damped
pendulum driven by ac and de forces. When a = 0 and I = 0.905 the solution
of (0.:3.4) is chaotic. Braiman and Goldhirsch found that by setting a = 0.01 and
f3 = 1.11803, x behaved periodically, alternating between x = 0 and x = 0.25 so
that a period-2 orbit in x had been formed.
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It is worth examining here a possible reason as to why this method works. It is
well known [52] that chaotic at tractors are the closure of a set of unstable periodic
orbits. That is, there is a countable infinity of unstable orbits embedded within
a chaotic attractor. With the addition of the external periodic forcing term, the
system possibly finds an appropriate unstable orbit and settles on that orbit.
The algorithms described above are but a handful of the methods appearing
III the literature recently for the eradication of chaotic behaviour in dynamical
systems. Several interesting reviews of the literature in this area can be found in
the papers by Chen and Dong [10], Shinbrot et. al. [73] and Ogorzalek [50] amongst
others. Many of the results demonstrate how only a diminutive perturbation can
drastically affect the behaviour ora dynamical system, turning a chaotic behaviour
into a periodic one.
Possibly the most interesting of recently developed methods are for the control
of chaos. Whilst it seems that there are many ways to suppress chaos in particular
experimental situations, there are notably less for its control. By control, we mean
the application of algorithms that do not alter the system in any way in the long
term, but which also produce behaviour naturally present in the system (though
usually unobservable). An elegant method has been recently proposed by Ushio
[80] which uses a property of contraction mappings in its implementation. He
considers chaotic discrete-time systems with external input described by
(0.:3.5)
where x., E IRN and u., E IRI are the state and input of the system, and B is an
N x 1 constant matrix. Suppose (0.:3.5) has an attractor A and embedded within
that attractor is a periodic orbit {Xol Xl 1 ••• Xk-l} of period k - 1. Write Xk = Xi
where i = n mod k. Then with the input
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where D is a mapping from JRN to JRI, D can be chosen such that f + BD is a
contraction mapping on a closed set n E JRN. Stabilisation of the periodic orbit
is then possible for an initial state Xo in !1.
Arguably, the most notable of recent research in this area is that of Ott, Gre-
bogi and Yorke [53]. Their approach differs from those discussed previously in that
it exploits the chaotic properties (in particular, the structure of saddle periodic
orbits) of the dynamical system in order to stabilise one of the many unstable
periodic orbits embedded within a chaotic attractor of the system. Most notably,
no knowledge of the underlying dynamical equations describing the system is re-
quired. This method has spurned much interest in the area of controlling chaos
and we shall now examine it here'·in more detail.
0.3.2 The OGY Method
We shall assume that the system we are attempting to control is two-dimensional
and possesses a chaotic attractor which is the support for an ergodic measure fl.
The principle upon which the method of Ott, Grebogi and Yorke [53] (the OGY
method) works is inherently simple and consists of stabilising a saddle fixed point
embedded within the attractor via the application of small, judiciously chosen,
parameter perturbations. To begin with, we assume that our system is describable
by an equation of the form
(0.:3.6)
where F : JR2 x JR f-t JR2 and P» is our system parameter. Later, the method
will be generalised to differential equations of the form (0.2.2). The parameter
Pn is available for external adjustment about some nominal value p*. Only small
adjustments will be permitted such that 18pnl :::;8pmax for some suitable 8pmax > o.
Suppose equation (0.:3.6) has a saddle fixed point at x* which we wish to stabilise
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for P = p*. Then by a careful choice of P» it is possible to slightly change the
dynamics of (0.3.6) at the nth time step, when x., is near x", so that Xn+l, the
image of x.,, is placed on the stable manifold of x*. Then successive iterates of
(0.:3.6) will approach x* at a rate governed by the strength of the stable manifold
for all time, thus stabilising the fixed point.
Consider an expansion of (0.3.6) about (x", p*)
Xn+l F(x*,p*) + Fx(x*,p*)(xn - x") + Fp(x*,P*)(Pn - p*) + ...
so that
(0.:3.7)
to a first order approximation, where M = Fx(x*,p*) is the Jacobian of (0.3.6)
evaluated at (x*,p*), w = Fp(x*,p*), Sx; = x., - x* and 8pn = P« - p* is available
for adjustment at each iteration of the map. Let As and Au (IAsl < 1 < IAul) be the
eigenvalues of M with corresponding right eigenvectors es and eu. Denote the left
eigenvectors of M by f; and f!,normalised such that f!e., = f;e, = 1. We shall
also assume that the eigenvectors are normalised to have unit length. Note that
f;eu = f!es = O. We assume that x., falls sufficiently close to x* for some n so
that (0.3.7) gives a good approximation to the dynamics of the system about x*.
Indeed, by ergodicity, this requirement is necessarily satisfied for x" lying within
a chaotic attractor of the system and for suitably chosen initial conditions. We
attempt to pick Pn so that Xn+l falls on the stable manifold of x", i.e. choose Pn
such that f!8Xn+l = O. Then using this condition we see that, from (0.:3.7),
Hence,
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(0.:3.8)
provided f!wi-a. We should then be able to set 8pn = 0 for all subsequent time
and the orbit will approach the fixed point at the geometrical rate As. However,
because of nonlinearities not present in (0.3.7), the modified Xn+l will not lie
precisely on the stable manifold of x*. Thus the parameter p is perturbed according
to (0.3.8) at each time step n in order to achieve control, i.e. attraction to the fixed
point. Note that 8pn -+ 0 as 8xn -+ 0 and so the size of the applied perturbations
decreases as x., approaches the fixed point x*.
The derivation of the method discussed here is not the same as the original one
given in [,53]' but rather that according to Dressler and Nitsche [17, 18]. However,
it is easily shown that the two are equivalent. In practice, equation (0.:3.8) is used
when the magnitude of the right hand side does not exceed 8pmax. If 18pnl > 8pmax
then we set 8pn = O. Since 8pn is linearly dependent on 8xn, the parameter
perturbations can only be activated when x., falls within some small region about
the fixed point X*.
The OGY method can be applied to period-k orbits by letting x* be a fixed
point of the k times iterated map Fk. One then waits until an iterate x., falls
sufficiently close to x* before initiating control. Subsequent control is then not
applied at every it~ration of the map, but rather at every kth iteration of the map.
There is thus no loss in generality when talking only of control of fixed points of
the map. There are problems associated with the control of 'high' period orbits,
but we shall defer any discussion of these problems, and ways to get around them,
until the latter part of this Introduction.
It was stated previously that 8pn is chosen so that Xn+l (p* + 8pn) is placed
on the linearised stable manifold of x*. From (0.3.7) we see that 8Xn+l(P* +
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Figure 0.1: Effect of the OGY control algorithm when parameter perturbations
are activated at the nth step. The. dashed line indicates the direction parallel to
w.
8pn) ~ 8Xn+l (p*) + w8Pn so that, at least in a linear sense, Xn+l moves in the
direction of w from Xn+l (p*) to Xn+l (p* + 8pn) under the application of parameter
perturbations. Thus the effect of the OGY control algorithm at the (n + 1)th step
may be geometrically interpreted in the linearised sense as in Fig. 0.1.
0.3.3 Calculation of x", M and w
If F is known, x*, wand M are easily found. One simply solves the fixed point
equation for x", namely x* = F(x*, p*) and evaluates Fx and F; at (x*, p*) to
obtain M and w respectively. However, it was indicated previously that it is pos-
sible to implement the OGY method without prior knowledge of the underlying
dynamical equations. Indeed, this is the case and since the dynamical equations
describing a system are often unavailable (unless the system can be adequately
modelled), we need to estimate the quantities required for implementation of the
OGY method. We shall assume that the state of the system is completely ob-
servable [46], that is, both components of x., are observable for all n. Let us first
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*X
Figure 0.2: Iterates approach the fixed point approximately along the stable man-
ifold and then get pushed away agam roughly in the direction of the unstable
manifold.
investigate how to find a fixed point of a map from an observed time series. Con-
sider what happens when an iterate of an orbit falls near to the stable manifold
of a fixed point x*. The orbit approaches the fixed point roughly in the direction
of the stable manifold, remaining near to the fixed point for a short time before
being pushed away approximately in the direction of the unstable manifold of x*
(see Fig. 0.2). The detail to note here is that the orbit remains close to the fixed
point for a while, and changes very little in position whilst it is there. Hence we
look when, for some rn, the condition
(0.:3.9)
holds for some suitable c > O. The smaller we take c, the more accurate the
estimate of of the fixed point we should obtain. Then x" may be estimated by
Assuming a fixed point of the mapping exists (and lies within an attractor of
the system), the ergodicity of the orbit guarantees that equation (0.3.9) will be
satisfied for some rn, but generally speaking, the smaller c, the larger rn.
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To estimate M we choose a 8M > 0 and collect all pairs of iterates simultane-
ously satisfying
and
i.e. all pairs of iterates (xn' Xn+l) lying within a 8M neighbourhood of x:pprox' Let
there be K such pairs of iterates, (X~tk),X~t~l)' k = 1,2, ... , K. We note that
about the fixed point, in the absence of parameter perturbations, 8Xn+l = MbXn
so that
Xn+l - x" = M(xn - x*)
i.e.
Xn+l MXn + (I - M)x*
Mxn+z
where z = (I - M)x*. This is a linear equation in M and z for given values of x.,
and Xn+l. Writing x., = ( Xn ), z = ( Zl ) and M = (mu m12) we haveu; Z2 m21 m22
so that
(0.:3.10)
and
(0.:3.11)
for k = 1, 2, ... , K. The K equations defined by (0.3.10) may be written in the
form
Ah =b (0.:3.12)
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where
( x(1)
y(1) :) , X(l)n n n+lx(2) Y1\2) ( mil ) (2)A= n h = ~:2 and b= xn+1
x(K) y~K) (K)n xn+1
Then (0.3.12) defines an overdetermined system of linear equations for h. We
use the method of least squares to obtain a solution to these equations. This
constitutes pre-multiplying (0.3.12) by AT to give
where
and
ATb = ( ~k Xyf%~:i~+)
L.Jk n n+l
'" (k)
L.Jk xn+1
so that h satisfies a 3 x 3 system of normal equations. The solution to the normal
equations gives the least squares regression estimate to h and hence m11, m12
and Zl. The quanti ties m21, rn22 and Z2 can be estimated in a similar manner
using the equations (0.3.11). The regression estimate for the "fixed point is then
x* = (I - Mt1Z. Note that application of this process not only gives M, but also
refines the approximation to the fixed point.
To calculate w, firstly let XF(p) be a fixed point of F. Then XF(p) satisfies
Differentiating with respect to P we have,
(0.3.1:3)
so that at the fixed point x* = XF(P*)'
dx* ( * *) dx* F ( * *)-d = Fx x ,p -d + P x ,p .
P . P
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Defining g := d~' we have
g= Mg+w
I.e.
w = (I - M)g. (0.:3.14)
An estimate for the derivative g, with error of order Sp, is
XF(P* + /jp) - x*
g ~ Sp
for small Sp. Alternatively the central difference approximation (which has error
of order /jp2) is
XF(P* + /jp) - XF(P* - /jp)
g ~ 2/j .
.. p
Then w follows from (0.:3.14). The choice of Sp is somewhat arbitrary, but selected
such that l/jpl ::; /jPmax.
In practice, we first iterate the map and find an approximation to the fixed
point. A regression is then carried out to refine the estimate of the fixed point
and to estimate M. The system parameter is perturbed to p* + Sp and the process
carried out again to find XF(P* + /jp) and hence w. If a central difference approx-
imation to w is required, p also has to be perturbed to p* - /jp and XF(P* - /jp)
found. Once the procedures described above have been carried out, the OGY
control algorithm can be implemented.
0.3.4 Continuous Systems and Time Delays
The OGY procedure is only applicable to two-dimensional maps of the form (0.:3.6).
The control algorithm can also be applied to three-dimensional differential equa-
tions of the form
dyTt = ~(y, t)
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where cl> : rre x JR f---+ IR?, by considering a Poincare section of the orbits of that
differential equation, as described earlier. The OGY method is then applied to the
two-dimensional Poincare map.
Let us suppose now that the dynamical equations describing the system F
are not known and also suppose that it is difficult, even impossible, to measure
all (if any) of the elements of the state vector X and that only a scalar time
series z( t) is available. Clearly this scalar time series is somehow representative
of the state of the system. Then it is possible to reconstruct the dynamics of the
system by the method of time delays [,57, 77]. We shall take time to review the
reconstruction procedure (in N dimensions) here since systems in which not all
elements of the state vector are realisable are often encountered in practice. Let
Y(t) be the state of the system at time t. We have that z(t) == Z(Y(t)) for some
function Z : JRN f---+ JR. From this time series we may form an N-dimensional delay
coordinate vector
X(t) = (z(t),z(t - 7), ... ,z(t - (N -1)7))
where 7 is j,i known as the delay, a multiple of the time between observations,
and N the embedding dimension, the dimension of the system we are attempting
to reconstruct from the data. The return map is obtained by requiring that one
component of X(t) is a constant, say [X(tn)h = c, so that Xn+1 = F(xn), where
x., E JRN-I. The stroboscopic surface of sectionarises naturally due to the fact
that 7 is a constant.
To stabilise a fixed point, we apply a control method at time t«, at which point
we change the perturbation parameter from 0Pn-I to 0Pn using one of the formulas
derived earlier. We hope to control the dynamics of the original system since for
appropriately chosen Nand 7 there exists a bijective relation <I> : JRN f---+ JRN such
that X( t) = <I> (Y (t)). <I> is closely -related to the dynamical equations of the system
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and therefore on the control parameter P» also. To reflect this we write <I> = <l>Pn'
Let us assume that tn+1 - t; > (N - l)T. Then the point X(tn) is related to
the state of the system byY(tn) = <I>;LI(c,z(tn-T), ... ,z(tn-(N-1)T)). When
control is activated, the time development of the original system, from the solution
Y(tn) until t = tn+1, is given by the flow of the system, 'P~:+I-tn in the interval
(tn, tn+d· Thus the state of the system at time tn+l is Y(tn+d = 'P~:+I-tn(Y(tn))
and the state in the embedding space is X(tn+l) = <l>Pn(Y(tn+d) and so
<l>Pn('P~:+I-tn (Y( tn)))
<l>pn('P~:+I-tn(<I>;LI (X(tn)))).
So in the presence of parameter perturbations, Dressler and Nitsche [17J propose
that the Poincare map depends not only on Pn, but also on Pn-l, i.e.
The modified OGY method may be derived by considering the linearisation
(0.:3.15)
where u = ;p:(x*,p*,p*) and v = d::_1 (x*,p*,p*). Then the condition f,:8xn+l =
o gives
Auf': 8xn f,:v c
8pn = fT - fT VPn-l
u U u u
provided f,:u =I- O. Further, if l~f:1~ 1 then it'is possible that 8pn could grow
untill8pn I > 8Pmax,even when Sx; ---+ 0, so that the range of control is left at some
point. This problem may be overcome by devising a control method whereby the
system is stabilised on the next but one time step so that the new control criterion
is that f,: 8Xn+2 = 0 and 8pn+l = O. Then from (0.:3.1.5),
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Then using the control criteria we have
so that
Since we have stipulated that bpn+l = 0, the problem of growing parameter per-
turbations should be resolved.
0.3.5 Higher Period Orbits
We mentioned earlier that the OGY method could be used to stabilise higher period
orbits, not only fixed points. One simply applies the parameter perturbations at
every kth step, when x., lies close to x", where x* is now a point in the period-k
orbit, rather than at every step. This is the same as stabilising a fixed point of the
k times iterated map Fk. Since the system we are attempting to control is chaotic,
points that are initially close together diverge exponentially at a rate depending
on the leading Lyapunov exponent of the system, Thus, even if IIxn - x*II S bpmax
at the nth step, we may have IIxn+k - x*11 > bpmax after a further k time steps,
for x., initially lying close to x*. Then bXn+k will be 'large' so that the parameter
perturbations will have to be set to zero, and control will not be achieved. We
may deduce from this that period-k orbits may only be controlled provided that
k is not too large.
Alternatively, we could attempt to estimate the dynamics of the system near to
each point on the orbit and apply a perturbation, defined by the local Jacobian at
each point (see Paskota et al. [58, 59] for a thorough discussion of this technique).
For very high period orbits this may become impractical because of the amount
of computation involved in estimating numerous Jacobians.
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Some attempts at controlling higher period orbits have been successful recently.
One of the more notable results is detailed in [3.5] where a period 2:3 orbit was
stabilised using an adaptation of the OGY control algorithm. An important note
here is that one should always take care when attempting to locate higher period
orbits of non-prime periodicity. For example, a period-2k point is easily confused
with a period-k point twice iterated.
0.3.6 Higher Dimensional Systems
Of course, control methods such as the OGY method would be of little practi-
cal value if they could not be generalised for use on higher dimensional systems.
Some methods have appeared in the literature that address the problem of the
control of such systems. Indeed, Auerbach et al. [.5] have recently formulated an
algorithm, similar to the OGY method, to control an arbitrarily high dimensional
dynamical system. The algorithm, again, does not require any knowledge of the
underlying dynamical equations of the system. They reduce the problem to only a
few dimensions and formulate their algorithm to operate only on those directions.
Another markedly different method is the Recursive Projection Method of Shroff
and Keller [74]. When applied to stabilise fixed points, their method consists of
separating the stable and unstable subspaces and using a Newton iteration on the
unstable subspace in order to effect control. The stable subspace is left to iterate
on its own. Note that this is in contrast to the OGY method where the problem
is split into linear and nonlinear parts, using the linear part as the basis for the
iterative procedure. There are also a few contraction mapping approaches such as
that of Ushio [80] already discussed and another discussed by Xu and Bishop [86],
both applicable to higher dimensional systems.
By far the easiest methods to understand and visualise are those for use on two-
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dimensional systems. Indeed, the methods presented in Chapter 1 will all be for use
on two-dimensional maps. They can often be generalised for higher dimensional
problems, provided that the number of state variables is not too large. In the next
chapter, we shall investigate whether better methods than the OGY procedure can
be procured, i.e. methods that converge to the fixed point at a faster rate.
Chapter 1
Controlling Chaos - Rates of
Convergence
In this chapter we shall investigate the convergence properties of the OGY method
in some detail. Several other more efficient methods (in the sense that they con-
verge to the fixed point at a faster rate) are then naturally developed from this
analysis.
1.1 Convergence Analysis of the O.GY Method
From equation (0.3.8) we note that when control is activated, i.e. parameter per-
turbations are switched on, Pn depends directly upon x., so that Pn = Pn(xn). So
we may write the iterated map, in the presenceof parameter perturbations, as
(1.1.1)
This is now a modified iteration which does not explicitly involve the perturbation
parameter Po- It is easily seen that this modified iteration has a stable fixed point
at X*. From (1.1.1),
G(X*) = F(x*,p*) = x"
33
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so that x* is indeed a fixed point of G. To analyse the stability properties of the
fixed point of the new mapping, and hence the convergence properties of the OGY
method, we look at the Jacobian of G, which is
DxF(xn, Pn(xn))
Fx(xn, Pn(xn)) + Fp(xn, Pn(xn) )DxPn(xn)
where Dx is the differential operator with respect to x. Now, 8pn may be written
• ,>: - fJM8xn tl tas uPn - - fTw so la
u eM
Dx8pn = - f;'
uW
Also, Pn(xn) = p* + 8pn(xn) and so DxPn(xn) =
J(Xn) at the fixed point we have-
J:=J(X')=M-W~~~ = (/- ;?£)M
Wri ting P = (I - f'Jrr) we see that p2 = P and so P is a projection operator.
Note that the projection only applies to the linear part of G and not to higher
order terms.
Let us now look for the eigenvalues and eigenvectors of J. We have that
Also,
fT J = (fT - fT) M = 0u u u,
so that es is a right eigenvector of J with eigenvalue As and fJ is a left eigenvector
of J corresponding to a zero eigenvalue. Suppose that = ces + de; is the right
eigenvector of J corresponding to the zero eigenvalue for some non-zero constants
c and d. Then
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Now write w = ne, + ,eu where TJ = ([wand e = fJw. Then we have that
so that if ce; + de; corresponds to the zero eigenvalue we require that
S . d 1 1 1 . 1 . 1 I Auf'!wSetting = we lave t rat xes + eu IS t Ie eigenvector we see c, w lere X = >:;fJW.
It is then easily shown that fJ = ([ - xfJ is the left eigenvector corresponding to
the non-zero eigenvalue As. Since the eigenvalues of J are 0 and As, with IAsl < 1,
this proves convergence in the presence of parameter perturbations, given that x.,
is sufficiently close to x* [9J.
1.2 Related methods
In this section we derive methods similar in nature to the OGY method but with
better convergence properties. We begin with a review and an investigation of
another method whose convergence properties are dependent upon the directions
of the eigenvectors of the Jacobian at the fixed point. It does not rely on the
existence of a saddle fixed point, but cannot be used to stabilise all fixed points.
1.2.1 The Shortest Distance Method
The criterion for choosing fip" in the OGY method was fJfiXn+l = 0, which placed
X,,+l on the stable manifold of x*. Suppose we use a different criterion in that fip"
is chosen such that Xn+l is placed as near as possible to the fixed point [2:3J. Now,
under a perturbation of the parameter p, Xn+l moves along the line through Xn+l,
parallel to w, so diagramatically we have a scenario as depicted in Fig. 1.1.
Controlling Chaos - Rates of Convergence 36
<,
<,
" " " " " -,
"
Xn+I(P*)
" " " " " <,
"
w
Figure 1.1: Xn+l(Pn) is placed as close to x* as possible in a linear sense.
The criterion for choosing 8p''fl- is simply wT 8Xn+l = 0 since Xn+l is closest to
X* at the point on the line through Xn+l parallel to w where 8Xn+l is orthogonal
to this line. In that case, using the linearisation (0.3.7),
8 _ w™8xn
Pn - - wTw
This time,
so that in the presence of parameter perturbations,
where v = 11:11. Note that yT v = 1. Writing P = (I - yyT) we see that P
is an orthogonal projection, since p2 = P and" pT = P. In this case, x may be
decomposed as x = au +Bv where uT v = 0 and uT u = 1. Define a transformation
of coordinates such that
The transformation matrix is then T = (u y) and the inverse transformation
is T-1 = ( ~~ ). Thus,
T-1JT
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and so the eigenvalues of the Jacobian J are 0 and uT Mu.
The method does not rely on the existence of a stable manifold as with the
OGY method. Thus, provided that luT Mul < 1, it may be possible to stabilise
an unstable fixed point in particular cases, where both the eigenvalues of M are
greater than unity in absolute value. However, the method will fail to converge if
luT Mul :2:: 1. If it turned out that u = eu for example, then
so that convergence will not occur. This renders the method inoperable in certain
circumstances and so the shortest distance (SD) method cannot be used as a 'black
box' control algorithm. In the example given here, e., and ware orthogonal and
the method has the effect of placing Xn+l on the unstable manifold of x* (in the
linearised sense) and so it is clear that the method will fail.
1.2.2 Reducing the Spectral Radius of J .
In the OGY method, the rate of convergence to the fixed point is governed by the
spectral radius of J, p(J) = IAsl [9]. By a suitable choice of 8pn, it may be possible
to reduce p( J) and thus increase the rate of convergence. Suppose we choose a
vector kT such that our control criterion is kT 8Xn+l = 0, giving 8pn = _ k~lI;f.~Xn.
Then the Jacobian for this method in the presence of parameter perturbations is
(
WkT)J = 1- kTw M.
We shall now explore several possibilities for the choice of kT, all of which will give
an improved rate of convergence to the fixed point.
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The Linear Perturbation Method
Define m and Isuch that mTw = ° and kTI = 0, i.e. m is orthogonal to wand I
is orthogonal to k. Write
x = al + {3w.
The transformation matrix IS then T = (I w) with inverse transformation
T-1 = ( l~il).We have
kTw
Thus to reduce p(J) we need to reduce IApl := /m;4W/. We know that when k = fu,
Ap = As and so we choose k as a perturbation of fu.
We may write f! = ( cos 0 sin 0 ) for suitable 0, as it is the direction of f!
that is important and this is characterised by O. Since f!es = 0, we may also write
(-sin 0) N k . bati f fl' kes = O' ow, IS a pertur ation 0 u so t rat we may write ascos
to a first order approximation. Also, I can be chosen as
1= (-sin(O+E)) ~ (-sinO) +E( -C?SO) =es-Efu'cos (0 + E) cosO, - sin 0
Note that the first order approximations to k and I are also orthogonal for suitably
chosen eigenvectors f! and es• We now impose a constraint on m such that
mT M( es - Efu)
mT( es - Efu)
(As - E(A/;fu + AumTfu))(l - EmTfutl
(As - f(Asf';fu + AumTC))(l + fmTfu + O(f2))
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(a) (b)
fl
Figure 1.2: The linear approximation for Ap plotted against E for (a) d[ < 0 and
(b) d[ >0.
so plotting Ap against E we have either Fig. 1.2(a) or (b). Clearly, for non-zero d[,
changing fu to k via a small perturbation E in () of appropriate sign should result
in a control method whose convergence is faster than that of the OGY method.
The value of 8pn is found by considering the expansion of _kT M8xn(kTwtl
to first order in Eo It is easily shown that
(1.2.2)
We now need to choose a particular value for E in order to evaluate Ap and 8pn.
Clearly, the approximations above are only valid for small E so we require iel < Emax
for some suitable Emax > O. Also, 18pnl must not be too large since it is restricted
by 8pmax. But (1.2.2) gives a linear relationship between 8pn and E so that, from
(1.2.2),
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which gives
Ideally we would like Ap to be zero. This occurs when kl = E= I~I,at least to a
linear approximation. So we choose f = sgn (~) min (fmax, fa, f).
The Quadratic Perturbation Method
We have only included terms linear in f in the above method. For greater accuracy,
terms quadratic in e can also be included. We have, to second order in f,
Then by substituting the second order expansion of I into the equation for Ap we
obtain, after a little algebra,
parameter is then found, to second order, as
(1.2.:3 )
This time, we have a quadratic equation for 8pn. We solve (1.2.3) with 8pn = 8pmax
for f and set fa to the 'sensible' value. We also choose f such that Ap is either zero
or as close to zero as possible, with If I < fmax. The same criterion for choosing e
as above is then valid.
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The Zero Spectral Radius (ZSR) Method
Suppose now that k = a ( c~s (3(3) for suitable (3 and scalar a chosen such that
SIll
kTw = 1. Then I = a ( - sin ~ ). We then have that
cos I)
m™(-sin/3)
cos /3
A(j3) = m?' ( -sin/3)
cos (3
We aim to minimise the spectral radius of J. Clearly, p(J) = 0 if Ap(j3) = O. This
happens when
m™ ( -Sin(3) = 0
cos (3 (1.2.4 )
assuming mT} =I- O. Let mT M ~ (a b) for scalars a and b. Then from (1.2.4),
Ap(j3) = 0 if
-a sin (3 + b cos (3 = 0
i.e.
b
tan /3= -
a
which implies
b
/3= tan-1 -.
a
Since lipn = k~lI;f,~xn, the value of a does not in fact need to be found, so once we
have (3, the value of Sp.; is defined and hence the new control algorithm is defined.
Alternatively, we may write kT in terms of the eigenvalues and eigenvectors of
M. Since the method was derived by requiring that mT MI = 0, kT must be some
multiple of mT M. Thus we let kT = amT M. Writing w = ryes+ eeu, we can
deduce that since mTw = 0 and mTes = 1, mT = f; - ZfJ and so
kT am™
a (f;- ZfZ) M
- aAs (f; - xfZ)
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for some scalar a. Note that kT lies in the direction of the left eigenvector corre-
sponding to the eigenvalue As of the Jacobian of the modified mapping of the OGY
method. As far as the formula for 8pn is concerned, the value of a is unimportant.
Also, we have that, up to a scalar multiple,
The method starts to break down if mTI approaches zero. Now, mTI = Z Au - ZAs =
Z(,\u - As) and so mTI = 0 if and only if 1] = ([ w = O. Similarly, 8pn is undefined
if e = fJ'w = O. Thus the ZSR method breaks down if w is an eigenvector of M.
To analyse convergence of the new method, we observe that
1 . lllTMw HT 1 1w iere J = mTlkTw' vve lave t rat
Xn+l - X* = .1(Xn - X*) + I«Xn - x*f (x., - X*) + ...
where I< is a constant matrix, so that
1I.1(xn+l - X*) + I«Xn+l - x*f(Xn~l - X*) + .. ·11
1I.J2(Xn - X*) + I<'(Xn - X*)T(Xn - X*) + .. ·11
< Gllxn - x*1I2
for some constant G and constant matrix I<', since .12 = 0 and so the convergence
of the method is two-step quadratic [81].
The geometrical interpretation of this new method is simple. We derived the
control formula upon the assumption that mTMI = O. This implies that MI = ow,
for some scalar a, so that all points on the line al are mapped onto the line ow in
the linearised sense in the absence of parameter perturbations. Thus if we manage
to place an iterate on al it will-be mapped onto the line ow (which passes through
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the fixed point). Then a perturbation ofthe parameter p will push the iterate back
onto 0:'1,which to a linear approximation intersects O:'W at the fixed point and so
in two iterations the iterate has been placed on the fixed point (in a linear sense).
The inclusion of nonlinear effects distorts this picture slightly. Under a parameter
perturbation, an iterate will not be placed precisely on the line 0:'1. Hence it will
not be mapped exactly onto O:'W and similarly to the fixed point x*. Clearly then,
the algorithm must be applied repeatedly in order to effect control.
The Two-Step Method
The preceding methods, with the exception of the shortest distance method, were
all derived upon the same principle, namely that a value for 8pn was determined
in order that Xn+l is placed on some line in phase space. The specific choice of
line was entirely dependent on the choice of control criterion. Now suppose that
our control criterion is that Xn+2 lies on the fixed point itself, that is, 8Xn+2 = o.
Using the linearised map (0.:3.7) twice, we have
and using our control criterion we have that
which can be written in matrix form as
) (
8pn ) __ M2 cW (' - vXn.
(JPn+l
It is then easily verified that
InT
nlTMw
m7M-l
InTM-1w
(1.2.5)
Note that two perturbations are evaluated in one go. Thus the perturbations are
calculated at every other step. of the map. Geometrically, the two-step method
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is identical to the ZSR method only in the linearised sense. The first step of the
method involves making a perturbation defined by bpn = - mn:~~~na d noting
that in the ZSR method, kT = mTM, so that the first step perturbations are
identical. However, calculation of bpn+l according to the ZSR method results in
a different value to that defined in equation (1.2.5). This is simply because the
ZSR method uses the observed value of Xn+l in the calculation of the parameter
perturbation, whilst the two-step method uses a linear approximation to Xn+l. It is
easily seen that the new control methods rate of convergence is two-step quadratic.
The two-step modified mapping is
Now,
Thus the Jacobian of the modified two-step mapping is the zero matrix giving
two-step quadratic convergence [81].
1.2.3 Quadratic Methods
Another way to possibly increase the rate of convergence of a control method is to
make it more accurate. Instead of using a linear approximation in order to evaluate
bprt) we could use a quadratic approximation tothe map. Let us return to equation
(0.:3.6) now. Expanding about (x*,p*) and including terms up to second order we
have
where the superscript asterisk denotes evaluation at (x*,p*). Calculation of second
order derivatives may not always prove possible if the map is not known. But it is
often possible to estimate the map in low dimensional systems and hence calculate
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these second order derivatives. See for example Shinbrot et. al. [72] where the
Poincare section of Lorenz's equation is seen to be well approximated by a one-
dimensional map.
Using (0.3.13) and differentiating again we have
so that at the fixed point x",
(1.2.7)
Now, M(p) = Fx(x(p),p). Thus
M .- dM(p) dxdp = Fxx dp + FXp
F* dx* F*xx dp + Xp
when evaluated at the fixed point. Thus, substituting into (1.2.7),
and substituting for F;p in the second order expansion (1.2.6) gives
In the case where the map F is unknown, we do not know F~x and F~p and
so discarding terms involving these derivatives, we have the semi-second order
expansion
(1.2.8)
Using f1~8Xn+l = 0 we obtain a semi-quadratic equation for 8pn, whose solution
will in general give two values for the perturbation parameter. We then work
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out the value of Sp.; according to the OGY method and take the nearest solution
obtained from the semi-quadratic expansion as our perturbation parameter (since
the same criterion is used in evaluating each). A quadratic ZSR method can also
be derived by using the criterion kT 8Xn+l = 0 in order to evaluate 8pn. Note that
(1.2.8) gives rise to three methods. We may include, as the coefficient of 8p;t, only
(I - M) d;~' , or 1\1d~' or both. Discarding some of the second order terms is a little
ad hoc, but they are only discarded if they cannot be calculated. The inclusion of
only some of the second order terms can improve the rate of convergence in certain
cases, but this cannot be guaranteed.
If we use the central difference approximation to estimate w, the calculation
of d;~'is straightforward. The well-known approximation to order 8p2 is
d2x* XF(p + 8p) - 2XF(p) + XF(p - 8p)--- ~ ~~--~~--~~~--~~--~
dp2 8p2
and that for 1\1 is
- M(p) - M( -p)
M:::::. .
2p
Clearly, if we are using the central difference approximation to ~. , the calculation
of d;~'and 1\1 requires little extra computation.
1.3 Higher Dimensional Systems
We have seen that a control algorithm may be formed in many ways, each for-
mulation having different convergence properties. But the methods discussed pre-
viously are limited in that they are applicable only to two-dimensional maps. It
would clearly be useful to be generalise these methods for application to the N-
dimensional problem
We shall assume an N-dimensional map of the usual form
(1.:3.9 )
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where F : IRN x IR 1---7 IRN. We may form an N-step quadratic method in one of two
ways. The first is the higher dimensional analogy of the ZSR method. One simply
uses the results obtained in Section 1.2.2 where this time, the matrices and vectors
are replaced with their N x N and N-dimensional counterparts respectively. It
can be shown that the method will converge provided that w is not an eigenvector
of M [46J.
An alternative approach is an extension of the two-step method of Section 1.2.2.
We begin by defining a subspace 7fI which contains both wand the vector I which
is orthogonal to kT and intersects w at the origin. This plane is unique provided
that w is not an eigenvector of M. We determine a vector orthogonal to 7fI and
call it h.. Combining this with 7fl we may form a three-dimensional subspace 7fz
containing I, wand h.. Then form a vector orthogonal the subspace 7fz and call
it hz. Repeat the process until one obtains 7fN-I, which is of dimension N. The
vectors h-, hz, ... , hN-Z are easily determined via the well-known Gram-Schmidt
orthogonalisation process. Then we make the following elementary observation. In
the two-dimensional problems considered earlier, we attempted to place an iterate
on a line, or more precisely a one-dimensional subspace of the plane. The required
value of 8pn was determined by premultiplying the linearisation of the map with a
vector orthogonal to the subspace within which we were attempting to place the
iterate. Analogously, by the application of N - 2 parameter perturbations we may
'step down' through N - 2 dimensions and place an iterate in the subspace 7fI.
The perturbations are given by
8 .. _ h~_i_lM8xn
Pn+t - - hT
N-i-IW
(1.3.10)
for i = 1, 2, ... , N - 2. Once in the subspace 7fl, we could apply the either the
two-dimensional ZSR method or the two-step method. Since nonlinearities have
been ignored in this analysis, we repeat the process, starting from the beginning,
at every Nth step.
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Remarks
It has been demonstrated that a wide range of dynamical systems can be con-
trolled via the application of only small parameter perturbations. We have devel-
oped several methods in the vein of the OGY approach but which have improved
convergence properties. It should be noted that the methods derived here should
be adapted if they are to be used on time-delay reconstructed systems. We will
not discuss that here, but a similar approach to that of Dressler and Nitche [17, 18J
as discussed in the Introduction should be employed.
It has been stated [17J that a problem associated with the OGY algorithm is
the effect of noise. When attempting to stabilise a fixed point, noise can knock
an iterate out of the region suitable for control (to be discussed in Chapter :3) so
that control is not realised. There is little that can be done about the effect of
noise, apart from trying to reduce the noise level itself (see [:39]). In the numerical
example below, it is demonstrated that one method might be more tolerant to
noise than another. We will investigate why this may be so in Chapter :3.
Before control can be achieved, an orbit will wander chaotically about the
attractor until it falls sufficiently close to the fixed point so that control can be
activated. The length of time that the orbit wanders is known as the transient
time and is closely related to the measure of tJle attractor in a particular region
about the fixed point. It also depends upon the maximum allowed perturbation,
{iPmax. Obviously, long transient times are undesirable and we shall investigate
this and methods for their reduction in Chapters 3 and 4. The effects of noise
and the possibility of long transient times are reported as being the two main
problems associated with the control of chaotic dynamics [17J. The OGY and
related methods are surprisingly tolerant to inaccuracies in the estimates for x",
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wand M and we shall pursue this fact in Chapter 2.
1.4 Numerical Example
Having derived several new control algorithms in this chapter, we shall apply them,
and the OGY method, to the paradigmatic map in the study of dynamical systems,
the Henon map. The Henon map can be written as
(1.4.11)
We shall take A = 1.4 and B = 0.3 as the nominal parameter values at which
(1.4.11) possesses a chaotic attractor as shown in Fig. 1.:3.
Yn
0.2
0.0
-0.2
0.0
Xn
1.0 2.0
Figure 1.:3: The Henon attractor at the parameter values A = 1.4 and B = O.:t A
saddle fixed point of the mapping lies at x*T = (0.631:354,0.189406).
Perturbations will be applied to the parameter A in order to achieve control of
a fixed point of the map lying at x*T = (0.6:31354,0.189406). The Jacobian of the
mapping at that point is
Numerical Example 50
which has eigenvalues Au = -l.92:37:39 and As = 0.155946 and so x*T is a saddle
fixed point of the mapping (1.4.11). The other relevant vector quantities are
e~ = (0.486654,0.9:36195), e?: = (0.988058, -0.154084),
f; = (0.154084,0.988058), r[ = (0.9:3619.5,-0.486654)
and
T
W = (-0.:398608,0).
III order to draw a comparison between the performance of the methods, we shall
take an ensemble of 1:36 initial conditions centered about the fixed point (Fig.
1.4) and apply each of the control algorithms in order to stabilise the fixed point
x*. A method shall be deemed to have converged to the fixed point when it
manages to place an iterate in an 8-neighbourhood of x", where 8 = 10-9• The
number of iterations required to obtain convergence is averaged over all the initial
conditions. The results are summarised in Table 1.1. See Fig. 1.7 for the number
of iterations required until convergence for each of the initial conditions and each
of the methods. Note that accurate values (up to fifteen decimal places) for the
fixed point and the Jacobian matrix are used in order to obtain a fair comparison
between the methods, but only six decimal places are quoted here. Approximations
could introduce bias since one method might be more tolerant to inaccuracies than
another.
The situation investigated here is a somewhat idealised one since most systems
will contain at least some element of noise. To reflect this, let us investigate the
noisy Henon map
(1.4.12)
where the Vin are independently distributed random noise variables, i = 1,2. With
the noise distributed as Normal(0,1.8 x 10-7) any small scale structure in the map is
fuzzed out (Fig. l.5) but the met.horls are still effective. They remain so provided
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Figure 1.4: The fixed point is at the centre of an ensemble of 1:36 evenly spaced
initial conditions within an distance of 0.1 of x*. Also shown here are the linearised
stable and unstable manifolds of x*. The vector w lies parallel to the z-axis.
that the noise signal is not too large. With this level of noise and a maximum.
perturbation of t5pmax = 0.06, the map cannot be completely controlled using the
OGY method and bursts of chaotic motion are frequently observed, as can be
seen in Fig. 1.6. These bursts occur when an iterate is pushed outside the region
suitable for control. The iterates then wander chaotically around the uncontrolled
attractor until they land sufficiently close to the fixed point for control to be
attempted again. In the presence of noise, one must use estimates to the fixed
point and the .lacobian. The estimates in this case are X*T = (0.627213,0.1779:37)
and
,
(*) (1.757488 0.997021)
J x ~ 0.294M6 -0.009457
whose eigenvalues are .A~, = -1.911856 and .As = 0.144911, comparing favourably
with the true values. The eigenvectors of the Jacobian are also close to the true
values. The worst estimate here seems to be wT = (-0.:396521, -0.1425(2) whose
second entry has been pushed well away from zero. These estimates are obtained
using N = 40 pairs of iterates in the regression procedure, collected within a
Numerical Exa,mple
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Control Method Iterations Before Convergence
OGY 12.:34
Linear Perturbation (t = 0.15) 11.29
Quadratic Perturbation (t- = 0.15) 10.67
Quadratic Perturbation (t = 0.20) 10.04
Shortest Distance 6.7:3
ZSR 6.7:3
Two-Step 10.75
Quadratic 9.45
Semi-Quadratic 10.01
Table 1.1: The average number of iterations required to observe convergence to
the fixed point x* = (0.6:31:354 ... ,0.189406 ... ) for various control algorithms.
distance of 2.5 x 10-:2 from the (estimated) fixed point.
With the same level of noise present, the ZSR method manages to completely
control the mapping. In fact, a maximum perturbation of 6pmax = 0.05 suffices to
completely effect control, and control is easily maintained for over 10,000 iterations
of the mapping (1.4.12). To obtain the same results with the OGY method, a
maximum perturbation of 6pmax = 0.062 must be used. This is a good indication
that the ZSR method copes better in the presence of noise than the OGY method.
A possible explanation for this is that the ZSR method seeks to place an iterate
on the fixed point as quickly as possible, in fact, in two iterations of the map. The
fixed point lies at the centre of the region where control may be effected, as we
shall see in Chapter :3. On the other hand, the OGY method places iterates on
the liuearised stable manifold of the fixed point were they are more vulnerable to
being thrown from the region suitable for control activation. This explanation will
be clarified in Chapter :3,
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Figure 1.5: Slnall scale structure of the Henon map (a) III the absence of noise,
and (b) with noise distributed as Nonnal(O, 1.8 x 10-7).
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Figure 1.6: The Henon map proves impossible to fully control in the presence
of small amplitude noise with the OGY method. Only 'windows' of controlled
behaviour are observed:
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Figure l.7: Rates of convergence for the various control methods. The nth letter
of the alphabet represents n iterations until convergence for the 1:36 evenly spaced
initia.l conditions.
Chapter 2
Robust Methods and Tolerance
In Chapter 1 we derived several new methods for the control of chaos and analysed
their convergence properties. The Henon map was used as a numerical example
for these methods in which we find an approximate fixed or periodic point and
estimate the locallinearised map about that point. We now concern ourselves with
the fact that we often only have approximations to the fixed point x* and indeed
to wand M and it is precisely these approximations that we have to implement
the methods with. But are these approximations always acceptable? Indeed, how
accurate do these approximations have to be in order that the control of chaos
may still be achieved? We look at the effects of these inherent inaccuracies in the
estimation of the quantities we need in order to implement both the OGY method
and the strongest of our new methods, the ZSR method. Firstly though, we shall
investigate whether it is possible to derive robust methods, that is, methods that
are robust in the presence of inaccuracies in our estimations for x", wand M. We
shall look separately at the cases when only one quantity, either x", w or M is
perturbed whilst the other quantities used in the implementation of the methods
are taken to be exact. In practice this will rarely be the case but it is justifiable
for the proceeding analysis. For suppose we have a function of several variables
H (x, y, z), the number of variables being three in this case. Then if x, y and z are
54
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perturbed to x + fix, y + fiy and z + fiz respectively, the function H changes to
H(x + fix, y + fiy, z + fiz). This change in H may be investigated by carrying out
a Taylor expansion about (x,y,z) giving
fiH H(x + fix, y + fiy, z + fiz) - H(x, y, z)
oH oH oH
~(x,y,z)fix+ ~(x,y,z)fiy+ ~(x,y,z)fiz
ux uy uz
to a first order approximation. 8H represents the change in H due to a change ill
tl . bl d '" oH oH. d en , f tl aznit d f tl _le varia es x, y an '-. -::;-, -::;- an -::;- are measures 0 le magrn u e 0 leox uy oz
effects of perturbations in x, y and z respectively. We can investigate the change
in H due to the change in each individual variable, the overall change in H being
the sum of the changes due to each of the variables. The proceeding analyses are
analogous to looking at each of the first order partial derivatives in turn.
2.1 Robust Methods
In this section we shall be interested in methods that, in the presence of inac-
curacies, converge well (in the sense of the rate at, which they converge) and
simultaneously, converge to the true fixed point x*. The need for the latter is
not immediately apparent. However, one could envisage encountering problems if
the point we were attempting to stabilise actually lay on the unstable manifold
of some nearby true fixed point of the map. This could indeed occur if we were
to procure a 'bad' estimate to the fixed point in our approximations. In such a
scenario, iterates of the map could quite easily be rapidly pushed from the control
region and render the control ineffective.
In Chapter 1 we mainly sought control formulas of the form
(2.1.1)
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where hT assumed a different value for each of the different control criteria. In the
proceeding sections we shall seek forms for hT whereby convergence to the true
fixed point x* occurs at some pre-determined acceptable rate. We shall consider
inaccuracies in x", wand M separately.
2.1.1 Inaccuracies in x"
For some given 'bad' approximation to the fixed point, call it x'R, the operational
control formula is simply
hTM
._ _ hTw (x., _ x'R)
_ hT M8xn _ hT M (x" _ x'R)
hTw hTw
8pn + q
(2.1.2)
where 8pn is defined as in (2.1.1) and q:= -~~~(x* _ x'R) is a small constant,
since x'R is assumed to lie close to the true fixed point x*. The mapping in the
presence of parameter perturbations is then
(2.1.:3)
Suppose we converge to some fixed point using the control formula defined by
(2.1.2). Denote this fixed point by x'". Note that it is almost certainly not a fixed
point of the dynamical system when p ~ p* but a newly created one near to the
true fixed point x*. However, it must be a fixed point of the modified mapping
(2.1.:3). Now write
(2.1.4 )
for some suitable X. Then
8pn(x* + qx + O(q2))
8pn(x*) + qDx8pn(x*)X + O( q2).
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Substituting into (2.1.:3) and evaluating at the fixed point (where Xn+l = xn), we
have
X* + qx + O(q2) - F (x* + qx + O(q2), 8pn(x*) + qDx8pn(x*)X + q + O(q2))
F (x", 8pn(x*)) + F x (x", 8pn(x*)) (qx + O(q2))
+ F; (x", 8pn(x*)) (qDx8Pn(x*)X + q + O(q2))
Thus
qx = M (qx+ O(g')) +w (-g ~:~x+ q+ O(q')).
Equating coefficients in O( q), we have that
( WhT)- X = I - hTw Mx + w
and so
(I - PM)x= w (2.1.5)
where P = (I - ~,}.~). From (2.1.4),
x., -X*
X~---
q
so that when x, = x+,
X+ -X*
X~---
q
Thus
(I - P M)(x+ - x*) ~ qw.
Now,
qw = - -:h:: (x" - x'R) = (P - I)M(x* - x'R)
and so
(I - PM)(x+ - x*) ~ (P - I)M(x* - x'R)
which gives that
(I - PM)x+ ~ (I - P)Mx'R.
Inaccuracies in x* 58
Hence
(2.1.6)
to a first order approximation. Thus by a suitable choice of P, one can actually
choose the location of the fixed point that the control method converges to. This
endows us with a degree of flexibility which we would not normally have if x'R were
indeed the true fixed point of the dynamical system. We could of course choose P
so that convergence occurs at some 'optimum' rate, if so desired.
As a specific example of choosing the fixed point we converge to, Fig. 2.1 shows
an estimated fixed point of the Henon map as used in Chapter 1. By choosing
different projections P, w~ obtain a one parameter family of fixed points x+ of the
modified mapping shown by the line approximately emanating from the fixed point
x'R. It is possible to obtain system behaviour that would not normally be observed,
since we are able to find methods that converge to a fixed point that is not even on
the attractor itself This fixed point is of course spurious in that it is not a fixed
point of the dynamical system in the absence of parameter perturbations, but only
a fixed point of the modified mapping (2.1.:3). Note that, by setting x" = x'R. in
equation (2.1.6), we will converge to the fixed point 'x'R only if (I - M)XR = O.
Clearly then, convergence to x'R will never occur, since M would have to be the
identity matrix. Similarly, for convergence to the true fixed point to occur we
would require that x* = (I - PMtl (1 - P)x'R. But as P is a one parameter
family of projections (since only the angle of hT is important), this will generically
never occur.
Upon convergence to the fixed point x+, parameter perturbations will settle
down to some non-zero value, say 8p+, since x+ =J. x'R. It is then the Jacobian
of the modified iteration Xn+l = F(xn,p* + 0Pn(xn)), evaluated at x+, which
governs the rate of convergence to the fixed point x+. This Jacobian is simply
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DxF(x+,p* + op(x+)). Let us expand this as a Taylor series about (x*,p*) by
writing
DxF (x* + (x+ - x"), p* + op(x* + (x+ - x*)))
DxF (x* + ox+,p* + op(x* + ox+))
where ox+ = x" - x*. We have that
op(x* + ox+) = op(x*) + Dxop(x*)ox+ + ... = Dxop(x*)ox+ + ...
by a Taylor expansion, since op(x*) = O. Also,
F ( + *+ C +) _ F* F* C + F* hTM c++p x,p vp - p + xpvx - pp hTw vX ...
where F~ = F(x*, p*) etc. Then to a first order approximation
F* F* C + F* hTM C +x + xxvx - Xp hTw vX
(F
* F* C + F* hTM C +) hTM
- p + xpvx - pp hTw vX hTw
(I WhT) M F* C + * hTM r +- hTw +, xxvx - Fxp hTw vX
(F
* C + F* hTM C +) hTM
- xpvx - pp hTw vX hTw
(
WhT)1-- M+JhTw
(2.1. 7)
where J- = F* cx+ - F* hTM cx+ - (F'* cx+ - F* hTM cx+) hTM Thus the Ja, ' xx " Xp hTw V xpv pp hTw (/ hTw' ". -
cobian of the iteration is perturbed by the use of x'R in the control formula. We
can conclude that any method using an inaccurate value of x* its implementation
is not robust in the sense it will not converge to the true fixed point, nor will it
converge at its 'true' rate but rather at some different rate.
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Figure 2.1: A family of fixed points of the Henon map created using different forms
for the projection P.
2.1.2 Inaccuracies in w
Now suppose the estimate of w is inaccurate. Denote this estimate by w. Let us
write w = CYW + /3h.i. where h+ is orthogonal to h. Note that hTw#-O which
implies h+ #- wand so this is a valid representation of w. The control formula is
then given by
and so the linearised modified mapping in the presence of parameter perturbations
IS
whose Jacobian is clearly
(2.1.8)
The rate at which convergence occurs will be affected by the size and sign of CY, if
indeed, convergence occurs at all. We will show later that convergence does occur
for a range of values of CY. Note that x* is still a fixed point of the nonlinear map,
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and so for particular values of a, convergence to the true fixed point will occur.
Thus in attempting to construct a robust method, our problem is to choose h such
that the eigenvalues of (2.1.8) can be kept inside the unit circle for a wide range
of values of a.
Let us write w = ue; + eeu and hT = OIf'! + 02fJ. A normalisation condition
is set on hT such that hT eu = 1 in order to simplify the algebra below. We may
then write hT = Of'! + fJ where 0 = ~. In that case,
j = M _ (",es + eeu)(OAsf,! + AufJ).
a(O", + e)
We now look for an eigenvector of the form ce,+de; with corresponding eigenvalue
Aa(O). Then
J'( d) _ ( \ _ ",(COA
s + dAu)) (d\ _ e(COAs + dAu))
, ce; + eu - CAs a(O", + e) es + Au a(O", + e) e.,
and so the eigenvalue problem is to simultaneously solve
(2.1.9)
for Aa and say c in terms of d. One can certainly solve (2.1.9), but the solutions
(of which there are two) thus produced are extremely complicated. Then we may
set d arbitrarily to obtain the eigenvalues and eigenvectors of j in terms of a and
O. Now write Aa(O) as
(2.1.10)
where AI(O) = Aa(O) evaluated at a = 1. The solutions to (2.1.9) prove to be
useful, since they allow the calculation of the derivative in (2.1.10). One can then
determine a value of 0 which minimises the absolute value of the derivative~. If
the derivative term can be set to zero then Aa(O) will be perturbed by 0((0: - 1)2)
terms, which can be assumed to be small for a close to unity. It turns out that
the derivative is zero only when h T = fJ, i.e. the perturbations are precisely those
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defined by the OOY control algorithm. Thus the most robust method III the
presence of inaccuracies in w is the OOY method.
2.1.3 Inaccuracies in M
Let us suppose that our estimate for M is inaccurate. Denote the estimate by it.
Then the operational value of the perturbation parameter is
T '
8' __ h M8xn
P» - hTw (2.1.11)
In this case, if convergence occurs it will be to the true fixed point since x" IS
again a fixed point of the ..nonlinear map Xn+l = F(xn'P* + 8pn(xn)). Let us write
it = M + M for some small matrix M, i.e. IIMII < f. for some f. > O. Then the
Jacobian of the modified mapping may be written as
J(M) = (I _ :;~) M _ w:::
whT£1
J - hTw . (2.1.12)
We may view (2.1.12) as a perturbation in .J, the .Jaco_bian of the modified mapping
in the absence of any inaccuracies, provided that M is sufficiently small.
Wilkinson [83] gives a useful result for determining the perturbation of eigen-
values corresponding to a perturbation in a matrices elements. We give here a
brief summary of Wilkinsons result in the two dimensional case. Let A and B be
two square matrices of order two. Let Al be a simple eigenvalue of A. We may
examine the corresponding eigenvalue of A + eB as follows. Assume there exists
a complete set of left and right eigenvectors of A 'ljJ[, 'ljJf and cPt, cP2 respectively.
Then to first order Al is perturbed to
Inaccuracies in M
We note here that A + cB defines a one-parameter family of matrices from A to
A+EB. A and B are fixed matrices and thus we are only considering a perturbation
in one parameter, namely Eo Examining a perturbed matrix A + B' where B' is
the perturbation is a much more complicated problem since this represents a four
parameter problem, the four parameters being each of the entries of B'.
One can conclude from this that, up to first order, simple eigenvalues are
perturbed smoothly away from their nominal values (i.e. those in the absence of any
inaccuracies). Thus the obvious choice for h T in (2.1.11) is kT = mTM, so that the
eigenvalues are perturbed away from zero in the presence of inaccuracies. Using the
ZSR method and placing the unperturbed eigenvalues at zero means that they are
as far as possible from their critical value on the unit circle where convergence of the
control procedure will break down. Note that in its present form, Wilkinsons result
is not applicable to the ZSR approach since the unperturbed Jacobian does not
possess simple eigenvalues. However, the result can be generalised as follows. Let
A be a matrix with an eigenvalue A of algebraic multiplicity two. If the geometric
multiplicity of A is 1 then A only possesses a one-dimensional eigenspace. In that
case we may form the generalised eigenvectors from the eigenvector corresponding
to the eigenvalue A. Let the 1/)1 and cP1 be the left and right eigenvectors of A. Then
the generalised eigenvectors of A can be formed by solving ~r(A - AI) = 1/)[ and
(A - AI)cP2 = cP1 for ~2 and cP2. Let T be the matrix whose columns are the right
generalised eigenvectors of A. Then T-1- has rows which are the left eigenvectors of
A. T and T-1 must be chosen such that T-1T = I through suitable normalisation
and arrangement of the eigenvectors. Then it is well known that
T-1 AT = (~ ~)
Suppose that T = (cP1 cP2) and T-1 = ( ~f).Let A be perturbed to A + .n.
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Then
(2.1.1:3)
where bij = '1!):3-iB</>j. The characteristic polynomial of (2.1.1:3) is
and so
By carrying out an expansion in powers of tt, the eigenvalues of (2.1.1:3) are
(2.1.14)
Using this result we can thus tell, to an order t approximation, what happens to
the eigenvalues of J under a small perturbation. We shall be using this result in
a subsequent section. Again though, (2.1.14) tells us that a method whose modi-
fied mapping possesses two zero eigenvalues will have those eigenvalues perturbed
smoothly away from zero in the presence of inaccuracies in M. Hence the most
suitable method to use in this case is the ZSR method.
2.2 Tolerance
We shall now closely analyse the effect of inaccuracies in estimates of x", wand
M for both the OGY method and the ZSR method and attempt to ascertain
how inaccurate quantities have to be before the methods begin to break down.
The analysis for perturbations in x" leads to a neat and effective method for the
dynamic refinement of the estimate to the fixed point.
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2.2.1 The OGY Method
Perturbations in x*
Using the results of Section 2.1.1, application of the OGY control formula with
an estimate x'R to the fixed point, convergence to some fixed point x" occurs at a
geometrical rate governed by the eigenvalues of
A (WfT) -
J = 1- fJ~ M + J (2.2.15)
where
,- * (+ F* fJM (+ (F* (+ F* fJM f.: +) fJM. = Fxxux - XP-fT uX - xpux - PP-fT uX -fT .
uW 1'W uW
If one of the eigenvalues of (2.2.15) lies outside the unit circle, convergence will
not occur.
We can tell when onvergence will occur by using Wilkinsons result for pertur-
bations in matrices with distinct eigenvalues on (2.2.1.5). In Chapter 1 we found
that the left and right eigenvectors of J = (I - ;:!.£) M were 1jJ[ = f'[ - xfJ,
cPl = es corresponding to the non-zero eigenvalue and 1jJI = fJ, cPz = xes + eu for
the zero eigenvalue, where X = ~u;~:.Clearly, 1/)[ cPl = 1 and ~)IcP2 = 1. Thus the
S u
non-zero eigenvalue As is perturbed to
and the zero eigenvalue is perturbed to
So in the case where F is known, or can be globally well estimated, we can evaluate
.J since the second derivatives are then known.
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If the OGY method does converge to the fixed point x", then it is possible to
refine the estimate of the fixed point. In doing so, one can produce a more robust
control method. From (2.1.5) we have that
(I - PM)x= w (2.2.16)
where P = (I - fir) is the usual projection operator for the OGY method. Note
that (I - PM) has eigenvalues 1 and 1 - As, since PM has eigenvalues 0 and As,
so it is non-singular and hence invertible.
The value of x can be found from (2.2.16) as x = (I - PMt1W. However, it is
possible to find a simpler formula for x in terms of the eigenvectors and eigenvalues
of M as follows. Pre-multiplying (2.2.16) by fJ we have
fJ(I - PM)x = fJw
so that
Using the familiar representation w = ryes + eeu and writing x = aes + be; for
suitable a and b, we then have
PMx (I - ;;£) M (ae, + be.)
Asaes - Auryes.
From (2.2.16),
x- PMx-w = 0
i.e.
Then equating coefficients of e, and eu gives
(
1 - AU)
a = 1 _ As ry
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and
Thus
Clearly, if As is close to unity or IAu I ~ 1 then x is likely to be large. Similarly, if
w is large then x could be large so that x" is likely to be relatively far away from
x" and we will converge to a fixed point that is not necessarily close to the true
fixed point, nor the regression estimate to that fixed point.
When the OGY control algorithm has been used and x" found, the relation
x" = x" - qOGYx may be used to find a better approximation to x". This improved
estimate may then be used when calculating 8pn. If a value of 8pn with this new
estimate of x" is used and the control procedure allowed to settle to the new fixed
point x+, then x" should procure a better approximation to x" than before. The
process can then be repeated to further refine the estimate to the fixed point.
See Xu and Bishop [87] for an alternative approach to refining the estimate of a
fixed point. Note that in practice qOGY is found from the (non-zero) value of the
perturbation parameter once convergence has occurred. We have that, to a linear
approximation,
fJM( * *)--fT X + qOGYx - xR
uw eMu -
qOGY - qOGY -fT X
uw
and so
8p(x+)
qOGY = fTM-·l-~xl,;W
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Perturbations in w
Suppose again that the approximation to w is w which can be expressed as w =
aw + f3es. Recall that, from Section 2.1.2, the Jacobian of the modified iteration
IS
J(x*) = (1- WfJ) M
afTwu
(2.2.17)
It is easily shown that
so that As is an eigenvalue of J with (right) eigenvector es· Also,
so that Aa := Au (1 - !;) is the other eigenvalue of J with (left) eigenvector fJ.
This is not a first order result but applies to 'large' perturbations in w, but of
course still assuming that M and x" are unperturbed. Note that x" remains a
fixed point of the iteration Xn+I = F(xn' p* + 8pn(xn)), however its stability under
parametric perturbations now depends upon a.
From (2.2.17) we note that it is the perturbation of w to w in the w direction
itself which is of significance and a perturbation in the e, direction, no matter how
large, has no effect upon the performance of the method, at least in a linear sense.
Clearly, if a = 1, then Aa = 0 so that p(J) = IAsl as is expected. On the contrary,
if a =f:. 1 then Aa =f:. 0 and if the absolute value of Aa were to pass through unity
we might not expect the OGY method to converge to x". Now, IAal < 1 when
I.e.
i_a i < IAul·a-I
Thus we have a condition for the OGY method to converge to the fixed point X*.
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Figure 2.2: Plot of f( a) = Ia~ll·
Plotting f( a) = Ia~ll against a we see that there are a range of values of a for
which convergence to x" occurs, defined by the two points at which f(a) = IAul
(Fig. 2.2). We may determine this range of values of a explicitly by solving
thus giving the upper and lower critical values of a at which convergence to the
fixed point breaks down. Call these upper and lower critical values aeu and acl
respectively. Suppose that Au is positive. Then the lower limit satisfies
i.e,
The upper limit satisfies
and so
Au
aeu = Au - 1·
If Au is negative, these limits are reversed so that acl = A~~l and aeu = A~~l·
Note that the limits are uniquely determined by the single quantity Au. It is the
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absolute size of Au that determines the range of values of a for which the method
converges to x". If IAu I is close to unity then this range is relatively large, but for
increased values of IAul, the range diminishes (see Fig. 2.2).
It was stated earlier that the rate of convergence of the OGY method is gov-
erned by the spectral radius of J, p(J) = IAsl. When w is perturbed however, we
must look at p( J) for the rate of convergence. Clearly, the rate of convergence will
be unaltered provided that p(.J) = IAsl. This will certainly be the case if
the equality holding if a = >'u>'±>.: So if AuAs < 0 and a E [>'u>'.:\., >.:+\J ' the rate
of convergence of the method is unaffected. For AuAs > 0, the rate of convergence
is unaffected for a E [>',,~~\s' >.:_\.], the limits of the interval simply reversing.
This interval is small if Au is large compared with As.
We now look at what effect a value of a outside this range has on the per-
formance of the OGY method. Numerical simulations, using the Henan map as
a specific example, show that when values of a slightly above acu or below ad
are encountered the method still often manages to converge. The OGY method
does not immediately break down as one might expect, but actually converges to
a slightly different fixed point or even settles on a period-2 orbit. This suggests
that there is some sort of bifurcation o,ccurring at the critical values of a.
Let us investigate this phenomena further. Define the fixed point equation for
the map F by
G(x,a) :=F(x,a)-x=O (2.2.18)
where G : m? x IR t---+ IR2. A bifurcation of G occurs when an eigenvalue of
F x passes through ± 1. These bifurcations may be classified by the sign of the
eigenvalue. A trauscritical bifurcation of fixed points occurs when the eigenvalue
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passes through +1 and a period doubling pitchfork bifurcation occurs when the
eigenvalue passes through -1. A useful tool for the local analysis of these bi-
furcations is the Lyapunov-Schmidt reduction process. Equation (2.2.18) can be
reduced to a single equation g( x, a) = 0, 9 : IR x IR I--t IR via application of this
process. Generally, 9 is defined implicitly and so cannot be solved directly for x.
In that case, the low order derivatives suffice to describe the species of bifurcation
and the stability properties of the solutions of the original equation G. We shall
use the Lyapunov-Schmidt reduction process here where F is the Henan map. A
semi-rigorous approach to the problem will be employed, but see Golubitsky and
Schaeffer [27] for a more thorough treatment of the process.
Let (xo, ao) be a bifurcation point of G(x, a) and suppose that F~ = Fx(xo, ao)
has an eigenvalue of +1, the other eigenvalue lying within the unit circle. At that
point, G~ = G(xo, ao) is singular, has a simple eigenvalue and thus possesses a
one-dimensional null space. Let 1P and cP denote the left and right eigenvectors of
G~ corresponding to the zero eigenvalue. We may decompose the domain (call it
X) and the co-domain (Y) of G as
X ker( G~) EB U
Y V EB range( G~)
where U and V are vector space complements to ker( G~) and range( G~) respec-
tively. Note that dim ker(G~) = dim U = dim V = dim range(G~) = 1 in this
case. Write y E Y as
y = f3v + r
where v E V and r E range(G~). Noting that G~cPo
range(G~) = {x EX: 1P6 x = O}, we have that
OT and
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and so
Then
v'l/J6Yr = y - j3v = y - -T- = Py'l/Jov
where P = (I - :t~)is the projection operator on Y such that P Y r--t
range(G~). Now, G(x,a) = 0 iff
PG(x, a) = 0 (2.2.19)
and
(I - P)G(x, a) = O. (2.2.20)
Then (2.2.19) can be solved for one of the components of x, which can then be
substituted into (2.2.20) for the remaining component. It can then be shown
that the solutions of (2.2.18) can be put into one-to-one correspondence with the
solutions of the scalar equation
to lowest order. This is sufficient to describe the behaviour of solutions near to the
bifurcation point (xo, ao). To analyse the period doubling pitchfork bifurcation we
look at the system of equations defined by
(
x) - ( G(y, a) )y =G(x,y,a)= G(x,a) .
Note that this system possesses the sy~metry defined by s ( ~ )
particular we shall be interested in the fixed point equation
(
G(y,a)-x) =0
G(x,a)-y
(2.2.21 )
which is satisfied by period two solutions of the mapping G. The Jacobian when
evaluated at this solution to (2.2.21) is
G~ = (~~ ~L)
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where I, is the 2 x 2 identity matrix and X = ( ; ). Now,
so that if G~ has an eigenvalue of -1, G& has a zero eigenvalue and thus a
one-dimensional null space given by span{ q)d where q)1 := ( _~ ). It is easily
verified that ?jJ[ := (<Po -<Po) is the left eigenvector of G& corresponding to the
zero eigenvalue. Thus the period doubling pitchfork bifurcation can be analysed
with the theory discussed previously. In this case though, it can be shown that
the reduced equation (see for example [11]) has the form
with rl satisfying
For the Henon map we find that
GO = ( 1.955147 -0.5
0
19821)
x 0.3
which has eigenvalues 0 and -0.844054. The left and right eigenvectors cor-
responding to the zero eigenvalue are ?jJT = (0.936195, -0.486654) and <pT =
(0.398609,0.119583) respectively. Then ?jJ6G~o/Po = -1.399631 and ?jJ6G~x<Po<Po =
3.818406 thus giving the reduced equation
-1.399631x8a + 1.909203x2
which has solutions x = 0 and x = 0.733097So: For the period doubling bifurcation
the reduced equation is
2.121464x(x2 - 0.6209828a)
which has solutions x = 0 and x2 = 0.6209828a. Thus we would expect a trans-
critical bifurcation withpositiv- slope at a = ad and a period doubling bifurcation
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at 0: = O:cu whose solutions are stable for 0: > O:cu, indicating that the fixed point
becomes unstable at the upper bifurcation point.
At the transcritical bifurcation, there is always a stable bifurcating branch
beyond the bifurcation point, but for the period doubling bifurcation, the direction
of branching determines whether or not there are stable branches (see Fig. 2.3) past
the bifurcation point. If 0: is such that we are beyond one of the bifurcation points
then it is 'safer' that we are beyond the transcritical bifurcation point rather than
the period doubling point since in this case convergence to a fixed point will at least
occur. Otherwise we may settle on a period-2 orbit, if indeed the control method
settles down at all. Since only one eigenvalue of the modified Jacobian changes
under a perturbation of w, only period doubling and pitchfork bifurcations may
be seen in higher dimensions. A Hopf bifurcation could not occur as this would
require a pair of complex conjugate eigenvalues to pass through the unit circle.
(a)
(b)
IIxll IIxll "u s s /'u u su
u u u us s
u s s ,,~ u ss .......
a ex
Figure 2.3: Possible bifurcations and stabilities for (a) Au < 0 and (b) Au > O.
On a global scale, in the case where F is known, we can use a numerical path
following package such as AUTO [16]to produce bifurcation diagrams for x*. AUTO
simply varies the parameter 0: and solves the resulting fixed point equation for the
mappmg. In the case of the Henan map, the fixed point equation is
G( ) = ( 1 - (1.4 + op)x2 + y - x ) _ 0x,y 03 - .. x-y
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where
bp = - !~/:v( ; ) .
Fig. 2.4 shows a transcritical bifurcation in IIxil at ad and a period-doubling pitch-
fork bifurcation at the upper critical value acu. We would also expect the values
bPn to undergo some sort of bifurcation at the critical values of a, and this is
indeed the case, as can be seen in Fig. 2.5.
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Figure 2.4: Bifurcation diagram for Ilxll.
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Figure 2.5: Bifurcation diagram for bp.
It may just happen in practice that w is estimated badly, for example when
IAul is large there is little margin for error since the range of values of a for which
convergence to x" occurs is relatively small. In this instance it may be possible to
apply a correction to the estimated value of w to aid convergence to the true fixed
point. This correction may be achieved as follows. Suppose that Au < O.
(i) The method settles on a period-2 orbit, in which case we know that a > 1.
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Then scale the estimated value of w by a factor :::l-;
L'CU
(ii) The method converges to a fixed point and the perturbation parameter settles
down to a non-zero value. In this instance a < 1, so scale the estimated value
of w by a factor _1 •
ad
If Au > 0 then the scaling factors should be swapped around. The control method
should then be applied again, with hopefully better results. If the problem still
persists then the above process should be reapplied until a satisfactory result is
obtained. Note that in case (ii), the estimate of the fixed point should first be
corrected via the method discussed in Section 2.2.1, for if it is not, a bad estimate
of x* can cause the cont;ol algorithm to settle down onto a fixed point with a non-
zero value of the perturbation parameter. It is also advisable to take 'non-zero' here
as meaning greater than some tolerance t: to compensate for any numerical errors
or noise in the system. By such a scaling there is no chance of 'overcorrecting' w
since it is based on the premise that a is at, or just outside, its critical value and
as such will be scaled back near to 1.
The estimated value of w could be rescaled deliberately by some factor k in
order to attempt to locate the bifurcation points. Once a bifurcation point is
located, a more accurate estimate to the true length of w could be obtained.
Recall that when the representation w = ow + lies was used in the OGY control
formula, only the factor a was significant and the es term could be neglected.
Suppose that w is scaled by the factor k > 1 and the upper bifurcation point at
a = acu is located. Then we have that
and so
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Rescaling VI by the factor cL will result in setting a equal to unity. It may be
useful to carry out this procedure if the control algorithm is converging at a rate
slower than that indicated by the spectral radius of J.
Perturbations in M
Suppose now that M has not been estimated accurately. Let the estimate of M be
NI. For the proceeding analysis we assume that NI is not too dissimilar to M, thus
NI may be considered as a perturbation of M. Let ~u be the unstable eigenvalue
of NI with corresponding left eigenvector fJ'. Then ~u and fJ can be considered
as perturbations of Au and fJ respectively. To this effect, write ~u = Au + ~u for a
suitable small scalar ~1L and write fJ = fJ + fJ for a small vector fJ. By 'small'
we mean "fJ" < e for scalar f.
The Jacobian of the system evaluated at the fixed point x* in the presence of
parameter perturbations is
j =
(2.2.22)
Note that this is only a three-dimensional perturbation as opposed to a four
dimensional perturbation which one may expect since M has four entries. The
three perturbations come from the two entries of fJ and ~u. Now write fJ' =
afJ + /3mT for small scalars a and /3 where, we recall, mT w = 0 and mT e
s
= 1.
We can then write (2.2.22) as
j = M _ w(Au + ~u)(f! + f!)
(1 + a)fJ'w
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(2.2.2:3)
by expanding (1 + 0:)-1 to first order in 0:. We now have a relatively simple
approximation to j in terms of the parameters 0: and (3 and ~u.
Let us look at the first order change in the eigenvalues, using Wilkinsons result.
We have that
to a first order approximation. Thus the non-zero eigenvalue is perturbed to
So the non-zero eigenvalue is particularly sensitive to perturbations in M if:
(i) Au and As are of opposite sign;
(ii) Au and As are considerably different in magnitude, or,
(iii) the ratio ff~w is large, which implies that the w direction is close to that of
uW
es, the linearised stable manifold.
We now look at what happens to the zero eigenvalue under perturbations in
M. It is easily shown that under the assumption that m is normalised such that
mT es = 1, e., + xes has the alternative form Asw - (mT Mw)es. We shall use
this alternative form for the right eigenvector of the modified mapping in order to
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simplify calculations below. Then using (2.2.2:3),
fJ' ~( T )-T-J AsW - m Mwe,fu w
~; (M - :; (Au + ~u)(fJ' + afJ' + f3mT)) (AsW - mT Mwes)(l - a)fu w fu w+- (AufJ - (Au + ~u)(fJ + afJ + f3mT)) (AsW - mT Mwes)(1 - a)fu w+- (AUAsfJ' w - As(Au + ~u)(1 + a)fJ w + (Au + ~u)f3mT Mw) (1 - a)fu w
1 ( T -T - T-T- -AsAuafu w - AsAufu w - AsAuafu wfu w
+ Auf3mT Mw + ~uf3mT Mw) (1 - a)
- AumTMw
-AsAua - AsAu + fT f3
uW
(2.2.24 )
"
to a first order approximation. Thus the zero eigenvalue is sensitive to perturba-
tions in M if:
(ii) IAsl is close to unity, or
(iii) ).1I1;tJMW is large.
lIW
In conclusion, the theory above shows that there are many factors that deter-
mine the sensitivity of the OGY control algorithm to errors. Perhaps the most
important factors are the eigenvalues of the .Jacobian matrix M. They characterise
the strengths of attraction and repulsion to and from the fixed point, respectively,
and are of course entirely dependent upon the fixed point one wishes to control.
Interestingly, it has been observed that the method still works well even in the
presence of large errors in the estimated quantities. Control can often still be
achieved with errors in the .Jacobian matrix as large as fifty percent. However, not
every system could tolerate such large errors.
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2.2.2 The Zero Spectral Radius Method
The analysis in this section is similar in some respects to that for the OGY method.
The relevant theory for the perturbation in eigenvalues for a matrix possessing
eigenvalues of algebraic multiplicity two has been discussed previously. We shall
use that theory here, and we begin by showing that"pT = kiwkT,,,pr = kT~A,mT,
<PI = k:~i'Iand <P2 = ware the left and right generalised eigenvectors of J we
require to form the matrices T and T;', We have that
T-1JT =
By definition, n111:::1= 0 assuming 1 i- es. For simplicity, we introduce a normali-
sation on k such that kT es = 1. Let w = ,1 + (es where, = f[T7 and ( = kT W.
u
Then
and so
mTMw
kTwAs = 1.
CleariyT-1T = I and so "pT, "pr, <PI and <P2 are indeed the generalised eigenvectors
we seek.
Perturbations in x*
In this case, application of the control algorithm with our estimated value of x*
gives us the formula for the control parameter as
(2.2.2,5)
Perturbations in x" 81
After applying this control algorithm, we converge to the fixed point x+, with a
non-zero value of the perturbation parameter, 8p+. Then by using the same Taylor
expansion as in the analysis for the OGY method we find that, to a first order
approximation,
(I WkT) M F* C + * kT M c +- kTw + xxux - Fxp kTw ox
(F
* C + F* kT M c +) kT M
- xpux - pp kTw ox kTw. (2.2.26)
The eigenvalues of (2.2.26) can then be determined using (2.1.14).
The method for the improvement of the estimate to the fixed point is very
similar to that for the OGY method. This time the value for the perturbation
parameter for any x is
(2.2.27)
so that, at the fixed point x",
8p(x*)
qZSR
1 this ti kTM (x" *) Tl f ( ) (+)W iere lIS tune, qZSR = - w X - XR. len tom 2.2.27, 8p x = cqZSR
where c := 1- k{,fwX and x satisfies the first order approximation x" ~ x*+qz:mx.
Then at the fixed point x",
x~ Mx+wc
i.e.
to a first order approximation so that
(2.2.28)
Pre-multiplying (2.2.28) by kT we have
(2.2.29)
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Write w = (ea + ,I and let x = aes + hI. Then from (2.2.29),
so that
a=(.
Pre-multiplying (2.2.28) by fJ' we have
Hence
( T (T fJ'w T) ) Tfu - fu - kTwk M (aes + hI) = fu ((es + ,I).
This can then be rearranged to obtain
and so the value of x has been determined. The new approximation to the fixed
point x* is then
* + ((kT ) (1 - As )fJ'w )x ~ x - qZSR W ea + ( fT ) I.
fTI- fT - ~kT MIu u. kTw
Perturbations in w
Perturbing w in the zero spectral radius method has an effect on the choice of k.
Suppose that w is perturbed to w. Then rn, I and k will be perturbed to rn, i
and k respectively. The value of the perturbation parameter is then
The Jacobian in the presence of parameter perturbations is
~ ( WkT)J = I - -~ - M.
kTw (2.2.:30)
Perturbations in w
Let us write w = 1]es+eeu where 1] = f'!w and e = fJw. Then let w = f/es+eeu
where f/ and e are perturbations of 1] and e respectively, such that f/ = 1] + ij and
e = e + t for small ij and ( Then it is easy to show that ID = - t (f/fu - efs),
A A A 1( A)I = Auf/es + Aseeu and k = - e.x. Auf/fu - Asefs . Thus substituting the values of
k and w into (2.2.:30) we have
j =
Now * = ~ (1 -!}) to f1 first order approximation. Similarly, t = t (1 - f) to
first order. Thus the terms only involving f/ and tare
Looking at the zero order terms in ij and t we have
and so the zero order terms in (2.2.:31) are simply .J in the unperturbed case. This
can be seen by setting f/ = 1] and e = e in (2.2.:31). The first order terms in ij and
t of (2.2.:32) are, after simplification,
So to first order, j = .J + j, thus j is a perturbation in .J. We have that
and
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It can be verified, by performing a similarity transformation on J defined by the
. -1 ( ~)r) 1 T-1 IT (0 1) Almatrix T = 1p[ t rat . = 0 0 . so,
and so from (2.1.14), the two zero eigenvalues are perturbed to
±
AuAs(eAsij - 17Aue) + eA;ij -17Aue
17e(Au - As) 217e(Au - As)
to a first order approximation. The sign of the quantity under the square root
governs the direction in which the eigenvalues are perturbed. If this quantity is
positive then the eigenvalues will move out along the real axis. If the sign is
negative however, the eigenvalues will move into the complex plane. Also, if the
value of Au is close to that of As, then the method is more sensitive to perturbations
in w.
Perturbations in M
Suppose that M is perturbed to if. Then k will also be perturbed and take on
the value k say. The the Jacobian in the presence of parameter perturbations is
then
·T. wk·
.J = M - -. -M.
kTw
Let k = k+ i( and if = M +M for a,'small vector i( and a small matrix M. Then
it can be shown that j = J + j where
j = _~ (kTM + i(TM +i(TM _ i(Tw (kTM + kTM + i(TM + i(TM))
~w ~w
(2.2.3:3)
and so from (2.1.14), the eigenvalues are perturbed to
(2.2.:34)
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Looking at the first order terms in (2.2.:33) and noting that i{T w = mT Mw we
have that
.J
Thus from (2.2.:34),
since J<PI = .J <P2 = O. Typically then, small inaccuracies in M are likely to have a
small effect on the eigenvalues of the modified mapping and hence on the rate of
convergence of the ZSR method.
Summary
In conclusion, there is no single method that is robust in the presence of inaccura-
cies. To attempt to choose a robust control method, one would have to determine
which of the quantities x", w or M, were most likely to be inaccurate. Fortunately,
control methods can be very tolerant to errors indeed. Small errors are inevitable
when estimating local dynamics, but it would seem that control methods can cope
well with such errors.
2.3 Numerical Example
As the numerical example for this chapter, we shall return to the Henon map
with the same parameter values as used in Chapter 1. We shall first study the
mapping (1.4.11), i.e. the mapping in the absence of noise. Collecting N = 10
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pairs of iterates in an c-neighbourhood of the approximately found fixed point,
where c = 0.1 and performing a regression on this data yields
* _ ( 0.6:310:30 )
xH- 0.189:309 '
rv ( -0.:377948 )
w - 0.0
and
J( *) rv (-1.731851 1.000:361)xH - 0.:3 0.0 .
Application of the Oay procedure results in the stabilisation of the fixed point
x+T = (0.6:310:30,0.189309). The value of the perturbation parameter must be
maintained at 8p+ = -0.004148 in order to sustain stabilisation of x".
Then using the formulae of Section 2.2.1, we obtain
_ (-0.4493:34)
x = -0.1:34800 '
c = 2.872646 and q = -0.001444
and so the correction procedure can be applied to refine the estimate of the fixed
point. Here, a fixed point is first stabilised (using the regression estimate x'R in
the control formula) and refined, then the refined estimate is used in place of x'R
when evaluating the value of the perturbation parameter. This new value for Sp.,
is then used to stabilise a close by new fixed point and the process repeated again
as required. Table 2.1 illustrates the numerical effect of the correction procedure
for the Oay method. In only four applications, a fixed point accurate to 10-7 can
be found and stabilised. This is an excellent approximation to x* considering that
approximations to M and ware used in obtaining it.
Application qOGY OGY Method
1 -1.44387 X 10-3 (0.631030,0.189309)
2 9.91825 x 10-5 (0.631376,0.189413)
:3 6.43373 x 10-6 (0.631353,0.189405)
4 4.1902:3 x 10-7 (0.631354,0.189406)
Table 2.1: Applying the fixed point correction procedure with the Oay method.
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The refinement procedure can be adapted for use III the presence of small
amplitude noise. We shall now study the noisy Henon map, equation (1.4.12), with
noise distributed as Normal(0,2.4 x 10-9). With this level of noise, a regression
on N = 10 pairs of iterates within a distance of 0.1 from an approximately found
fixed point results in the following estimates for Jacobian and the fixed point
.. (-1.726507 0.991414)
J(xR) ~ 0.299720 -0.000063
and .. ( 0.630828 )xR = 0.188878 .
Using a two sided approximation, wT ~ (-0.420496,0.0122:32). Application of
the OGY control algorithm results in convergence to the fixed point (0.6:31,0.189).
Specification of further decimal places is not possible as they change at every
iteration due to the noise signal. This 'fixed point' lies at a distance of 5.4 x 10-
4
from the true fixed point. Thus neither x'R nor the stabilised fixed point give a
particularly accurate approximation to the true fixed point. However, applying
the OGY algorithm for many iterates, it is possible to find the point to which the
algorithm settles down to on average. If the algorithm is applied K times and the
coordinates of the stabilised fixed point are (Xk' Yk) at the kth application then
gives the average value of the stabilised fixed point. The average value of 8pn is
also easily found as
1 K
8pave= j{ 2: 8pk.
-, k=l
Then for K sufficiently large, the refinement procedure is the same as that used
in the absence of noise, but just replacing x" and 8p+ with their averaged coun-
terparts. By taking K such that the norm of the difference between the aver-
ages x~ve based on j{ - 1 and K iterates was less than 1 x 10-8 and applying
the correction procedure four times, a value for the fixed point was found to be
x ..T ~ (0.6:31347,0.189:398), which lies within a distance of 1.1 x 10-5 of the true
fixed point. Compare this with an estimate of x*l = (0.6:31370,0.189478) obtained
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via a regression on 1000 pairs of iterates within a distance of 0.05 of the numer-
ically found fixed point. This lies at a distance of 7.3 x 10-5 from the true fixed
point which is over six times further away than the estimate obtained with the
refinement procedure.
Such a refinement procedure has applications to the accurate numerical calcu-
lation of fixed points, or indeed, periodic orbits of a mapping when the specific
form for the mapping F is unknown. It may also be applied to the accurate de-
termination of periodic orbits of differential equations which do not possess an
analytic solution. In such a case a Poincare surface of section can be employed
to produce a map suitable for the application of control methods and hence the
refinement procedures. The mapping or the solution to the differential equation
must, of course, be chaotic to permit the application of these methods.
To investigate the effect of a bad estimate of w, let us return to the Henon
map in the presence of small amplitude noise, equation (1.4.12). Suppose the
noise is distributed as Normal(0,2.4 x 10-9). Then a regression based upon ten
pairs of iterates, but this time using a one sided estimate for w, yields wT ~
(-0.:398150,0.813780). Clearly, the second entry of w has been poorly estimated.
The estimate to the Jacobian and the fixed point are still relatively good however,
with
* (-1.766248 1.001091)
J(XR) ~ 0.291694 0.001285' and
* ( 0.627297 )
xR = 0.178208 . (2.3.:35)
Application of the OGY method results in the stabilisation of a period two
orbit in the vicinity of x'R. On average, iterates are mapped from xjT =
(0.618:32:3,0.192829) to xtT = (0.642774,0.185493), the average value being rele-
vant due to the presence of noise. This would indicate that a bifurcation of fixed
points has been encountered due to a value of 0:' above the critical value O:'cu· De-
noting ~u = -1.918365 as the unstable eigenvalue of the approximated Jacobian
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matrix in (2.:3.:35), then aeu can be approximated as
~u
~u + 1 = 2.089.
Then scaling the estimate of w by the factor ~, convergence to the fixed point
crcu
x+T = (0.627306,0.188188) is obtained. Again this is an averaged quantity. Since
w is precisely known in this example, the exact value of a resulting from the bad
estimate to w is found to be
ew-
a = f;' = 2.060.
uW
Hence the scaling of w- by ~ turns out to be a very appropriate one and especially
rxcu
easy to obtain from observed data.
Chapter 3
Basins of Attraction
In this chapter we derive a method for widening the basin of attraction for the
OGY method. We then derive a generalisation of this result applicable to any
of the one-step linear methods discussed in Chapter 1. By 'basin of attraction'
for a control method, we mean the set of iterates which asymptote to the fixed
point x", in the presence of parameter perturbations, in the limit as the number of
iterations of the perturbed mapping tends to infinity. According to Ott, Grebogi
and Yorke [53], convergence to the fixed point occurs when an iterate falls in
a narrow strip within which control may be effected. We attempt to widen and
possibly lengthen this strip by allowing parameter perturbations to be activated at
their maximum permissible value within a region which maps into the region within
which we know, at least to a linear approximation, convergence to the fixed point
occurs. The analysis is motivated by the fact that size of the basin of attraction
may be somewhat curtailed by the requirement that only small perturbations are
permissible. We shall consider in some detail how a basin of attraction for a control
method should be chosen and then investigate the consequences of this choice on
the time it takes to achieve control of a system.
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3.1 Extending the Basin of Attraction
It turns out that widening the basin of attraction for the OGY method is a special
case of the more general problem of widening the basin of attraction for the one-
step linear control methods discussed in Chapter 1. After careful investigation of
the basin widening process for the OGY method, we shall formulate the general
result, and in particular, apply the result to the ZSR method.
3.1.1 The OGY Method
In Section 0.3.2 it was stated that parameter perturbations can only be activated
provided that 18Pnl :s: 8pmax. This consequently defines a strip about the fixed point
within which control may be realised (Fig. 3.1). The size of 8pmax governs the width
of this strip - the larger 8pmax, the wider the strip. The strip effectively defines
a basin of attraction for the control method, since in the presence of parameter
perturbations all iterates within it are attracted to the fixed point x* (in a linear
sense), whilst those outside it are not. For the time being we shall assume, without
loss of generality, that the strip is infinitely long. Of course, it is not, but we shall
return to the problem of determining its length later.
Let us change coordinates from ordinary Cartesian coordinates (x, y) to the
basis {es, eu}. We may then write
(:3.1.1)
for scalars an = f; 8xn and f3n = fJ8xn. Let us also use the eigenvector form for
w, namely w = ryes + eeu' Using the usuallinearisation
(:3.1.2)
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Figure :3.1: The region suitable for control activation.
and equation (3.1.1) we have that
(3.1.3)
Then (3.1.3) decouples such that
(3.1.4)
and
(3.1.5)
which describe the dynamics in the es and eu directions respectively.
Let R = ( =~) define a rotational symmetry in IR? Then a (nonlinear)
mapping y 1-+ g(y) possesses a rotational symmetry if
Rg(y) = g(Ry).
The linearised map in the absence of parameter perturbations clearly has this
symmetry since
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Similarly,
R (1_ ;7£) MDxn = (1 - ~f£)M(RDxn)
and so the linearised modified iteration also possesses a rotational symmetry.
In order to alleviate notation, let us change the subscripts on the coordinates
in (:3.1.4) and (3.1.5) into superscripts and simultaneously reverse the iteration by
writing
(:3.1.6)
and
(:3.1.7)
That way, 8pn will be' the perturbation that maps the (n + 1)th point onto the
nth. The aim is to back iterate regions about the fixed point, with 8pmax set to its
maximum permissible value, and hence find the sequence of regions which forward
iterate to the linearised stable manifold. In order to do this we will back iterate
lines representing the boundaries of these regions. Firstly, we shall look for lines
which map, under an iteration of (:3.1.:3)with parameter perturbations set at their
maximum value, onto the linearised stable manifold of x". Note that these lines
will be parallel to es as a consequence of the decoupling in (3.1.3). We shall then
look for further lines which map onto the lines mapping onto the stable manifold
and so on, the process being repeated ad infinitum.
,
Let us now determine the lines defined by (3 = ±(3(1) which map, under an
iteration of (3.1.:3) with 8pn set at its maximum value, onto the linearised stable
manifold of x*, defined by (3 = (3(0) = o. From (3.1.7) we have that when 8pn is
set to its maximum negative value, -8pulax,
(3(0) - \ (3(1) c- I\u - VPmax
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so that
(3(1) = ~8Pmax .
Au
As a consequence of the rotational symmetry in the linearised problem, for each line
/3= (3(1) lying to one side of the linearised stable manifold, there is an equivalent
line given by /3= -/3(1) lying to the other side. This line is obtained from the line
/3= (3(1) by a rotation about the fixed point x*. It can also be obtained by setting
8pn = 8pmax in (:3.1.7). In a linearised sense, any iterate (an,/3n) with \/3n\ ::; (J(1)
will be mapped onto e, upon application of the OGY method. We shall term
the region bounded by the lines (3 = ±(3(1) the immediate basin of attraction and
denote it by B1. These lines define the width of the region in the eu direction
suitable for control activation, or more precisely, iterates lying between these lines
can be placed on e, in a linear sense by the application of a single parameter
perturbation.
Having determined the immediate basin of attraction, we can look for further
regions which map into B1 when perturbations are set to their maximum value.
The regions B2 which map into B1 when perturbations are activated at their
maximum value are demarcated by the lines (3 ~ (3(1) and (3 = /3(2). Similarly,
the regions Bn are demarcated by (3 = /3(n-1) and /3 = /3(n), the latter line being
obtained form the former by an iteration of (3.1.7) with parameter perturbations
set to their maximum value. Thus from equation (:3.1.7),
when perturbations are set to their maximum value. We note here that if Au > °
the lines defined by ±/3(n+l) are mapped onto the lines ±/3(n) under the action of
the forward iterated map, whilst if Au < 0, they are mapped onto =f/3(n). This
is easily seen since if an iterate we are attempting to control lies outside Bl, it
cannot be mapped directly onto es• When Au < 0, the action of the map will take
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it successively from one side of the stable manifold to the other until a control
algorithm manages to place it within Bl. In order to simplify the analysis we shall
assume, without loss of generality, that Au > o. Then as a direct consequence of the
rotational symmetry of the linearised problem we can just consider the mapping
as defining the boundaries of the extended basins of attraction. In that case,
(
_1 + _1_ + ... + _1 ) t8p + _1_(3(0)
An An-l A'" max An+ll-u u u u
(
1 - l)
Au _>.; ~8pmax .
We have that
for Au > o. The general result, regardless of the sign of Au is
The proportion by which, at best, the basin of attraction may be widened is given
by the ratio I~(711,and so B, may be widened by <thefactor
Consequently, if IAu I is close to unity, the boundary may be pushed out a rela-
tively long way. Conversely, for large' IAu I the boundary cannot be pushed out too
far. This makes sense intuitively, since iterates are pushed rapidly away from the
vicinity of x" when IAul is large.
We now consider the capping of the region B, in the es direction. Suppose that
the boundary of B, is capped by the lines ±a(1)es + /3eu, /3 E [-fW),/3(1)] for a
suitable value of a(1). We shall discuss precisely how a(1) is determined later in this
chapter, but for the time being it can be taken to be an arbitrary constant. Since
The OGY Method 96
the linear dynamics in the es and eu direction decouple, we can find the caps of
the boundary of the regions En+1 which map into En in an analogous way to that
used for the e
u
direction. We now look for the lines ±O'(2) + (3eu, (3 E [_(3(2), (3(2)]
mapping onto ±O'(1)es+(3eu, (3 E [-(3(1),(3(1)] (for As> 0). Again, considering just
one of these lines and using (3.1.6) with Spn set at its maximum negative value,
we have
(1) _ \ (2) ca - AsO' - 'flvpmax
which gives, upon rearrangement,
(1) + c
0'(2) = a 'flVPmax
As
Clearly, the general formula for O'(n+1) is
(n) + CO'(n+1) = a 'flUPmax
As
and so
This suffices to define the back iteration of the cap for the immediate basin for
suitable 0'(1). Since IAsl < 1, the sequence {O'(n)} diverges, rapidly for small lx.].
The basin of attraction can thus be pushed out arbitrarily far in the es direction,
but nonlinearities soon take hold and so render the linear approximation to the
boundary in the e, direction inaccurate. A similar phenomenon occurs in the e.,
direction, should the method described for extending the basin of attraction in
this direction manage to push the boundary out a long way. If however we can
define a region IIx - x*1I < E containing El for some suitable E within which the
linear dynamics may be deemed appropriate, then it may be possible to extend
the basin of attraction of the OGY method to all but fill this region by extending
both in the eu and the es directions (see Fig. :3.2).
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Figure 3.2: Example of an extended basin of attraction. The circle centred at x"
denotes the region within which the linear dynamics are valid. The regions En+1
are mapped into the regions En when parameter perturbations are set to their
maximum value.
3.1.2 The General Result
Having dealt with extending the basin of attraction for the OGY method, we now
move on to formulate a general result applicable to the one-step linear methods of
Chapter 1. To begin with we shall assume that .Au.> o. The sign of .As is irrelevant
since we are only interested in widening the basin in the e., direction. Recall that,
when perturbations are set to their maximum negative value, we have to a linear
approximation,
(3.1.8)
Let T = (es eu) be the transformation matrix as defined 111 Section :3.1.1.
Writing x = Ty, equation (:3.1.8) may be written as
T-1 MT8Yn - T-1w8pmax
(~s ~u) 8Yn - T-1w8pmax.
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We may rearrange this for bYn so that
(:3.1.9)
is a backward iteration for bYn, where A = (~. :.). Equation
(:3.1.9) may be rewritten as
Zn+1 = AZn + e (:3.1.10)
which is now a forward iteration in Zn for some particular initial vector zo, where
e = AT-1wbpmax' We then want to find precisely what the iteration (:3.1.10) tends
to as n --7 00 for some Zoo We shall discuss the precise form for Zo shortly, but for
the time being it can be taken to be an arbitrary vector. Then as in the case of
the OGY method discussed previously, this iteration will give rise to the extended
basin of attraction. We have that
Zn+1 AZn + e
An+1zo + (An + An-1 + .. ,+ 1) e
An+1zo + (I - Ar1 (1 - An+!) e.
It is then easily verified that
(
1
>.n
Z - sn - 0
(>.';'-1)
>.~ 1(>..-1)
o
. 0
(>':;-1)
>.:; 1(>..,-1)
(:3.1.11)
Letting n --7 00 in (3.1.11) we see that
Ji_.~z. = ( ~ ..~ ) Zo + ( ~ o )>. e.~
(:3.1.12)
Suppose now that Au < O. Then successive perturbations bPn of the mapping
will alternate in sign since iterates are successively mapped from one side of the
linearised stable manifold to the other by the action of the map. In that case,
Zn AZn-1 + (-Ire
An+'z. + (t.( _1)i+1 Ai+1) C
A n+1Zo + (I+ A) -1 (1 - (-1t+ 1A n+1) .
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Then since
o
_ >'u( (_1)71+1_>.~+1)
(>'u+1)>.~+1
we have that
o )>. c.
M:1
Thus the general result regardless of the signs of .As and .Au is then
. (00 0) (00 0 )Inn Zn = 0 0 Zo + 0 _Q.J_ c.
n-HXl l>'ul-1
(:3.1.1:3)
For the OGY method, we simply take Zo = (es for scalar ( since this is the
line upon which we aim to place iterates in order that they converge to the fixed
point. For the ZSR method we aim to place iterates on (l and so in this case
Zo = (1. Recall that in Section 1.2.2 we were able to write 1 in (a, (3) coordinates as
1= ry.Aues+e.Aseu. We can thus substitute for Zo = (( J~:) directly in (:3.1.11).
Note that, from (3.1.13), the width of the fully extended basin of attraction does
not depend upon the choice of Zoo
3.1.3 Immediate Basin of Attraction for the ZSR Method
We now look for the immediate basin of attraction for the ZSR method. This is
not as simple as for the OGY method, but nonetheless, we are able to gain some
useful information on the performance of the method. We have, from (3.1.10),
that
Zl = Azo + Co
where Zo = (l for scalar (. Then writing 1= ry.Aues + e.Aseu, from :3.1.10 we have
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So in the es direction we have
Au Tt Tt (
(~ ± 3:UPmax
/\s s
(:3.1.14)
and in the eu direction,
Ase e
( Au ± Au 8pmax
By setting ( = 0 in (:3.1.14) and (3.1.15) we see that the lines defining the im-
(:3.1.15)
mediate basin of attraction pass through (±t8Pmax, ±t8Pmax). Since we have a
rotational symmetry about x", the lines must be parallel.
To look at when the basin boundary crosses eu we can set (:3.1.14) equal to
zero. This gives e
( = ± Au 8pmax
and substituting for ( in (3.1.15) we obtain
(3 =
This suffices to define the width of the boundary ip. the e., direction. For the time
being, we are not concerned with how the boundary will be capped.
Recalling that the width of the immediate basin of attraction for the OGY
method was prescribed by \(3(1)\ = \t\ 8pmax, the width of the basin for the ZSR
,
method in the eu direction (with equivalent values of 8pmax) is larger than that for
the OGY method if I~:-11 > 1
Solving the inequality for t and noting that \t\ < 1 we find that if AsAu < 0,
the basin stretches further in the e., direction. Clearly then, if Au and As take
on the opposite sign, the ZSR method possesses the wider immediate basin of
attraction. This is 'another reason as to why the ZSR method out performed the
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OGY method in the presence of noise in the numerical example of Chapter 1.
Since the eigenvalues of the saddle fixed point of the Henan are of opposite sign,
the immediate basin of attraction for the ZSR method stretches further in the eu
direction than that of the OGY method. Hence the region suitable for control is
larger and once iterates are at the centre of that region (i.e. at the fixed point),
they are less likely to be thrown from that region.
Figure 3.3: Example of a typical immediate basin of attraction for the ZSR method.
It is interesting to note that whilst the widened basins of attraction for the
OGY and the ZSR methods are the same, they do not have the same immediate
basin of attraction. The orientation of the lines defining the boundary for the
ZSR method change with each iteration of the map (3.1.11) until, in the limit as
n -t 00, they lie parallel to es. See Fig. 3.3 for a schematic representation of an
immediate basin of attraction for the ZSR method.
3.2 Capping The Basin of Attraction
We now focus on the criteria which must be considered when deciding on the length
of the immediate basin of attraction. Firstly, we shall review the criterion stated
by Ott, Grebogi and Yorke [53] and then proceed to investigate other criteria which
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take into account the one-dimensional dynamics of the map in the e, direction and
the curvature of the stable manifold. This will lead a discussion of precisely how
to choose a suitable basin of attraction.
3.2.1 The OGY Criterion
According to Ott, Grebogi and Yorke [53], since 8pn is restricted by 18pnl ~ 8pmax,
parameter perturbations are activated when 8xn falls in a narrow strip l;3nl ~ ;3{1)
where we recall, ;3n = fJ'8xn and from (0.3.8),
a(l) _ fJ'w c
fJ - Au UPmax
This is precisely the result we derived in Section 3.1.1. The formula for 8pn is
derived by assuming that fJ'8Xn+1 == ;3n+1 = O. This is a based upon a lineari-
sation however and typically has lowest order correction that is quadratic. Now,
an = ([ 8xn is not restricted by lanl ~ ;3(1) and is not necessarily small when
l;3n I ~ ;3(1). Thus the quadratic correction in an is the most significant correction
term. Including such a correction, ;3n+1 ~ K(an)2 for some non-zero constant K.
Consequently if IKI(an)2 > ;3(1) then l;3n+11 > ;3(1) and attraction to the fixed point
will not occur even though l;3nl ~ ;3(1). Attraction to the fixed point is achieved
when an iterate x., falls within the small parallelogram defined by l;3nl ~ ;3(1)
1 1
and lanl ~ (l~n2'. Thus we may t~ke 0'(1) = (l~n2' as defining the cap to the
immediate basin of attraction for the OGY method.
3.2.2 Basin of Attraction for the One-dimensional Map
We may perform a change of coordinates on the map in the absence of perturba-
tions,
(3.2.1)
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to transform to (a, (3) coordinates (as defined in Section :3.1.1). It is easily shown
that (3.2.1) may be written as
Asan + d1 a; + d3anf3n + d5f3~ + .
Au/3n + d2a;t + d4anf3n + d6/3,~+ . (:3.2.2)
where dj, j = 1,2, ... ,6 are constants,. Since we assume that f3n is small, higher
order terms involving /3n in (:3.2.2) may be neglected. Now, the first equation in
(:3.2.2) is an approximation to the one-dimensional dynamics in the es direction in
the absence of parameter perturbations. The constants d1 and d2 may be obtained
by iterating the map and collecting pairs of iterates in a strip such that lal < as,
1/31 < /3s for suitable small scalars as and f3s. We then have that
and so a regression may be performed to obtain estimates for d1 and d2.
The map in the presence of parameter perturbations may be written as
8Xn+l = F(8xn,P* + 8Pn(xn)) =
M8xn + w8Pn + ~ (F~x8xn8xn + F~;8xn8Pn + F;p8p;t) + ... (:3.2.:3)
Now let 8x = a'es + f3'y, where v = xes + eu is the right eigenvector of the
linearised map in the presence of parameter perturbations corresponding to the
zero eigenvalue (see Section 1.1). Then aes + f3eu = a'es + f3'y so that
and so
where t; = (~ ~). Clearly T,-' = (~ ~x) and (3 = (3' so that if (3 is small
then /3' can also be assumed small. Recalling that 8pn = - }IJPn, the second order
"w
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terms in (:3.2.3) involving 8pn may be neglected and thus (:3.2.:3) can be written as
(:3.2.4)
In (a, /3) coordinates,
c T-1 Au/3n
WVPn = - p w-fT
uW
(:3.2.5 )
So adding (:3.2.5) to (:3.2.2) and transforming to (a', /3') coordinates will result in
(:3.2.4). It is then easily verified that
and so the most significant second order terms in the presence of parameter per-
turbations can be found from the second order terms of the unperturbed mapping.
We now concentrate on the dynamics of the perturbed mapping in the e, di-
rection, that is, the one-dimensional dynamics along the direction of the linearised
stable manifold. In this direction, the dynamics are approximated by
(:3.2.6)
Then for suitable initial conditions ao, the iteration (:3.2.6) will converge to a fixed
point of this mapping at a = 0, corresponding to the fixed point x*.
According to Devaney [13], one endpoint of the immediate basin of attraction
for (:3.2.6) may be found by solving'
giving a = ID:'. Note that this is an unstable fixed point of (:3.2.6). The other
endpoint, given by the solution of
Curvature of the Stable Manifold lOS
is a = - ri] and so the immediate basin of attraction of (3.2.4) is a E (- ri] , 1;;,)
for D, > o. If D, < 0 then the limits must be switched round. Note that the
basin of attraction extends further to one side of x* than it does to the other, the
difference in length depending on the size and sign of As. For small Dl the one-
dimensional map will have a relatively wide basin of attraction, narrowing with
increasing Dl.
3.2.3 Curvature of the Stable Manifold
Let us write (3.2.2) as
an+l = f( an, f3n)
f3n+l = g( an, f3n)
for suitable scalar functions f and g. Let
(:3.2.7)
f3=h(a) (:3.2.8 )
be the equation of the local stable manifold, wloe, of x* for some scalar function
h. At the fixed point
a = f(a,f3) and f3 = g( a, (3)
and so using (:3.2.8) we have that
g(a,h(a)) = h(J(a,h(a))). (:3.2.9)
Since wloe is invariant under the map F and the fixed point lies on wloe' equation
(:3.2.9) is valid at all points on the local stable manifold.
Letting h( a) = Co + Cl a + C2a2 + ... we can equate coefficients in (:3.2.9) for
particular functions f and 9 to find h and hence an approximation to wloe. In
particular, we are interested in the curvature of wloe near to x". In general, since
h( a) passes through x" and is tangent to es at x", the coefficients Co and Cl will
both be zero. The ~oefficient C2 will then give a quadratic approximation to h(a).
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We can in fact find the value of C2 by using (:3.2.2) including terms up to O( a;J
Ascertaining the constant C2 does not directly give a criterion for capping the
basin of attraction. However, the larger C2, the more severe the curvature of the
stable manifold. In such a case, we would not expect a stabilisation algorithm to
work particularly well for larger values of an and so we may tend to cap the basin
with a relatively small value of as.
3.2.4 Choosing a Basin of Attraction
So far we have discussed how to ascertain the width of the immediate basin of
attraction (in a linearised sense) for the OOY and ZSR methods, how the imme-
diate basin may be extended and various criteria that should be considered when
choosing a cap for the immediate basin. We shall now combine these results in
order to choose a basin of attraction for a particular control algorithm. The width
of the immediate basin of attraction is primarily governed by the size of 8pmax, as
is the size of the extended basin of attraction. If we extend the basin of attraction
as far as possible to
1(3(00)1 = IAul Itl8, IAul - 1 ." Pm3X
then applying a control algorithm when an iterate falls on, or just inside the
(:3.2.10)
boundary defined by (:3.2.10) will take many steps of the perturbed map to reach
the vicinity of the fixed point. Indeed, if x., lies on this boundary, infinitely may
steps of the perturbed mapping will be required to achieve control, which is clearly
unacceptable.
In fact, extending the basin of attraction to its full extent introduces two new
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'spurious' fixed points. Consider the mapping when perturbations are set to their
maximum value. From (:3.1.4) and (:3.1.5) we have that
Then fixed points of this mapping satisfy
so that
and
j3 = ± e8Pmax.
1 - Au
Thus the two new spurious fixed points are created at (± 1/;:'A:x , ± e;:'A:x ). See Fig.
:3.4. The Jacobian of the modified mapping evaluated at these fixed points is
and so they are saddle fixed points. Note that they lie on the lines ±(3(oo).
Figure :3.4: Spurious fixed points created when implementing a fully extended
basin of attraction. In this case, Au and e are of opposite sign and 'rf > O.
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It would thus be more sensible to let
(3.2.11)
for some suitably chosen Eb > o. That way, one can avoid having to make too
many iterations of the perturbed mapping before the fixed point is stabilised.
Alternatively, we could choose a boundary such that a maximum of k perturbations
would have to be made in order to place an iterate in El in a linearised sense. This
can be done by only allowing perturbations to be activated when iterates fall with
the lines defined by j3 = j3(k-l).
(a) (b)
s
WIoe
s
WIoe
Figure 3.5: Situations where the local stable manifold leaves the strip (a) along its
width and (b) along its length.
To choose the length of the immediate basin of attraction, we could .use the
OGY type criterion and the basin of attraction for the one-dimensional map to
give us values for the maximum value of a for which convergence should occur,
picking the minimum value from the two to define our cap. One should then
consider whether this cap is appropriate by investigating the curvature of the
stable manifold. Referring to Fig. 3.5, situation (b) is clearly preferential to (a)
since 'Wloc stretches the full length of the immediate basin, whereas in (a), the
The Time Until Control is Achieved 109
local stable manifold leaves the strip relatively close to the fixed point. Intuitively,
one might not expect convergence to the fixed point to always occur in situations
such as (a). We thus might want to cap the basin in such a way that the local
stable manifold leaves the immediate basin passing through the line defining its
cap, as in Fig. :3.5(b). Finally, one must always remember that the results we have
discussed here are based upon linearisations of the dynamics about fixed points,
as are the control algorithms themselves. Consequently, the basin of attraction we
deem appropriate for a given control algorithm should not stretch outside an f-
neighbourhood of the fixed point. The particular choice for f is somewhat arbitrary
but essentially depends upon the severity of the nonlinearities of the map F about
the fixed point we a:-e attempting to stabilise.
3.3 The Time Until Control is Achieved
In this section, we investigate the dependence of the time before the control of a
periodic orbit is achieved upon the choice of the basin of attraction. We derive
several scaling laws which relate the average time before control is effected to the.
size of the immediate and the extended basins of attraction for the OGY method
and for the ZSR method. This gives some indication of the length of the chaotic
transient likely to be observed before control is achieved.
When an iterate falls in the region within which control may be effected a
stable orbit is created since the application of the control algorithm stabilises a
previously unstable orbit. However, for a given initial condition, typically not
within the control region, a system will exhibit a chaotic transient before settling
into a stable behaviour. Iterates will bounce around the uncontrolled attractor
until they land within the basin of attraction suitable for control. The length T of
such a transient depends sensitively upon the initial conditions and has exponential
The Time Until Control is Achieved 110
probability distribution [30] P( 7) rv exp (-7 /T). Here, T is the mean length of the
chaotic transient, which increases with decreasing lipmaxand for smalllipmax follows
a power law relationship, T rv IiPinaxfor some ,.
We may derive a formula for the exponent " but before we do so, we need
to discuss some relevant theory. Firstly we define the pointwise dimension of a
d-dimensional attractor [:32]. Let S be a subset of the phasespace and Xo be an
initial condition in the basin of attraction of the attractor. Define fl(Xo, S) as
the fraction of time the trajectory originating at Xo spends in S in the limit that
the length of the trajectory goes to infinity. If fl(Xo, 8) is the same for almost
every initial condition Xo then we denote this value flU» and say that fl is the
natural measure of "the attractor. We assume that this natural measure exists.
This consequently means that the attractor is ergodic [32], which was one of our
fundamental assumptions.
Now let B(l,x) be a d-dimensional ball of radius 1 centered on x embedded
within the attractor. Then the pointwise dimension at the point x on the attractor
is defined to be
Dp(x) := lim In fl( B(l, x))
1-+0 In 1
so that in the limit as 1 ---t 0,
fl(B(l, x)) rv IDp(xl. (:3.:3.12)
Note that for almost every point with respect to the natural measure on the at-
tractor, Dp(x) takes on a common value.
Let Yn+l = AYn be the linearisation of the map (0.3.6) at any given point x in
the basin of attraction of of the attractor. Let )'1, A2 be the eigenvalues of A. If
AI, A2 -=I ° then we may split the vector space within which Y lies into subspaces
ES and EU which are invariant under the map A [51]. The vectors yare known as
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tangent vectors and the space in which they lie the tangent space of the map at
x, denoted Tx. The tangent space has a direct sum decomposition into subspaces
ES and EU, Tx = E~ EBE~. We say that a point x is hyperbolic if this direct
sum Tx = E~ EBE~ exists at the point x. A invariant set ~ is hyperbolic if all
points x E ~ are hyperbolic. We may then define the partial pointwise dimensions
d, and du at a point x as the pointwise dimensions of the subspaces E~ and E~
respectively. In what follows we assume only that periodic points are hyperbolic
and thus the partial pointwise dimensions exist at such points.
At any hyperbolic point x, Dp(x) = d, + duo In the case of a two-dimensional
map, it is easily shown [31] that for any point x on the unstable manifold of a
saddle periodic point,
D ( ) _ _ In Aupx-l 1 ,.n A, (3.:3.13)
Note here that at different periodic points, As and Au typically take on different
values, Dp(x) will not be the same at different periodic points. Indeed, periodic
points and their stable manifolds form part of the set that Dp(x) does not assume
its common value upon. We make the assumption that the attractor is effectively
smooth in the unstable direction so that du = 1,' and so d, = - hll ~u.
11 /\~
In the case of the OGY method, for small /3(1), an initial condition bounces
around the attractor for a long time before it falls within the immediate basin of
attraction Bl. Then at any given iterate, the probability of falling in Bl is simply
f1(Bd, the natural measure of the uncontrolled attractor contained in Bl. Thus
and so f1(Bd = (/3(1)f where ,du + tds. Thus
l ln Au
,=1--2-1, .n As
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This result was obtained under the assumption that the basin was capped using
the OGY criterion.
For the extended basin of attraction, we have shown that the basin may be
stretched by the factor l~AI~~1in the unstable direction in the case of the OGY
method. Since du = 1, the average time until control may be achieved, T, may be
reduced by the factor 111~11.
Extending the basin of attraction as far as possible is all very well, but we
must always remember that all the results we have derived so far are based upon
linearisations about the fixed point x". We should thus only use the results within
an e-ueighbourhood .of x" for suitable E. As we stated in Section 3.1.1, in many
cases it is possible to extend the basin of attraction to all but fill such an E-
neighbourhood of x" Certainly, it is possible to do this if the condition
holds. In this case, to a good approximation, the time before control of a system
is achieved depends directly upon the size of the e-neighbourhood about the fixed
point x" which, in two dimensions, is simply a circle of radius E centred at x". Let
us denote such a circle by C. Using equation (:3.:3.12),
for suitably small E, where Dp is th~ pointwise dimension at the fixed point.
Summary
We have discussed a method here for extending the basin of attraction, which we
have seen that in certain circumstances allows us to effect control anywhere within
an e-neighbourhood of the fixed point we are attempting to stabilise. Romeiras et
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al. [67] state that before a system settles down onto a desired controlled state, the
trajectory experiences a chaotic transient whose expected duration diverges as the
maximum allowed perturbation approaches zero. Clearly, since 8pmax governs the
size of the vicinity about the fixed point within which control may be effected, any
enlargement of this vicinity is particularly helpful in reducing the average transient
length experienced before control is achieved. We shall now consider a numerical
example that clearly demonstrates the effect of widening the basin on the length
of the experienced transient.
3.4 Numerical Example
Let us consider the control of the Henon map with 0Pmax = 0.05. Taking a grid of
initial conditions about the fixed point X*T = (0.6:31:354,0.189406) we are able to
determine the actual immediate basin of attraction for the OGY method. Taking
each initial condition in turn, the value of 8pn is calculated according to the OGY
criterion. If 18pnl > 8pmax, then parameter perturbations cannot be activated in
order to effect control for that particular initial condition. Therefore, the initial
condition does not lie within the immediate basin of attraction for the control
method. If parameter perturbations can be activated for a particular initial condi-
tion, that initial condition may not converge to the fixed point because of the fact
that the control formula is based \l.pon a linearisation about the fixed point. To
check that it does converge, we apply parameter perturbations to the map until
the initial condition is forward iterated to an e-neighbourhood of the fixed point.
Thus only initial conditions that converge to the fixed point are deemed to lie
within the actual immediate basin of attraction for the OGY method. The long
thin shaded region of Fig. :3.6 emanating from the fixed point shows the actual
immediate basin of attraction for the Henon map, calculated as described above.
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Figure :3.6: The actual basin of attraction for the OGY method with 8pmax = 0.05
applied to the HenOTImap.
The numerically calculated measure of the attractor lying within the shaded
region of Fig. :3.6 is /1 = 9.50 X 10-3. This gives the probability that a randomly
chosen iterate on the attractor of the map lies within the actual immediate basin
of attraction for the OGY method. We can thus estimate the average transient
length, T, for randomly chosen initial conditions lying on the attractor. This
estimate is simply T = 1 ~ 105. Thus, on -average, randomly chosen initial
It
conditions lying on the attractor will need to be iterated 105 times before they
can be controlled.
The factor by which the basin can be widened was shown to be IJ~I~land for the
_,
fixed point of the Henon map this turns out to be approximately 1.52. We would
expect that when the basin of attraction is extended, the average transient time is
reduced. Calculating the measure, /1e, of the attractor lying within the extended
basin of attraction, we find that /1e = 1.412 X 10-2. Thus average transient times
should be reduced to T ~ 71. Taking .500 randomly chosen initial conditions lying
on the attractor of the Henon map, the observed average transient times were 10:3
for the OGY method without the extended basin and 74 with an extended basin
Numerical Example 115
whose extent was defined by the line f3 = f3(ZO).
One of the problems involved in usmg the OGY method we mentioned in
Chapter 1 was the sometimes long transient seen before control. The extended
basins approach can often be used to significantly cut the transient time down,
as demonstrated here. Recall that the other problem was that of noise. Even
small amplitude noise was seen to have a detrimental effect on the use of the
OGY method in Section 1.4, where control of the noisy Henon map could not be
fully effected. Interestingly, with the same level of noise and the same value of
8pmax = 0.05, the map can be fully controlled using the extended basins approach.
Control can be achieved for long periods of time, in excess of 10,000 iterations. The
explanation for this lies in the measure of the attractor within the immediate and
the extended basins of attraction. As we saw in Section 1.4, intermittent bursting
away from the control region frequently occurred. Noise throwing iterates from the
region suitable for control (the immediate basin of attraction for the method, Bl)
was the initiation of a burst. If we extend the basin of attraction and apply the
same control method, noise will still occasionally throw iterates from Bl. However,
they may land in Bz, for example, whereby control is not lost. Perturbations can
be activated at their maximum value within that region (and the other parts of the
extended basin) to push iterates back towards Bt, and hence control can still be
maintained. There is a larger measure of the attractor lying within the extended
basin as compared to the immediate basin and so noise has to be at such a level
to throw iterates from an area with larger measure and extent in order to disrupt
control. Thus the problem of noise can alo be addressed by using an extended
basin of attraction.
Chapter 4
Targeting
It is well known [71, 72, 70, 69, 85] that trajectories can be directed towards
specific targets by the application of small, discerningly chosen perturbations of
an available system parameter. The trajectory directing technique provides us with
a valuable tool for changing the state of an ergodic process from an initial state
to some desired target state in a much shorter time than if no perturbation were
applied to the system. Consequently, for example, this gives us the potential to
proficiently trim the average length of the chaotic transient typically experienced
before a system can be brought under control via the application of control methods
such as those discussed in Chapter 1. The targeting technique could also provide
us with an efficient means of switching from one desired behaviour to another, e.g.
switching from a controlled periodic point to a period-2 point. With precisely these
applications in mind, we investigate targeting algorithms that will provide us with
a vehicle to both control a system more rapidly (that is, trim the average transient
length before control is achieved) and efficiently switch between two controlled
states.
Provided that the dynamical equations of the system are known, or a good
(global) approximation to them can be procured, the method of Shinbrot et al.
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[70J can be used to achieve both of the goals discussed above. We shall review
this algorithm here and then derive a new algorithm which, in contrast to that
of Shinbrot et al., requires neither any knowledge of the underlying dynamical
equations describing the behaviour of the system, nor any global approximation to
them. All that is required is the availability of a system parameter p, adjustable
by a small amount such that lopi ::; oPmax. We will show, by means of a numerical
example, that the new method is not necessarily robust in the presence of even
small amplitude noise, but that it may be adapted to cope with noise.
In what proceeds, we assume that the system under consideration is describable
by the map
(4.0.1)
where F : IR2 X IR t-+ IR2 and Pn is our system parameter, available for tuning
at each iteration of (4.0.1). The methods discussed here are easily generalised to
higher dimensional systems.
4.1 Targeting in Systems Where F is Known
We shall now review the method proposed by Shinbrot et al. [70J for targeting
in systems where the precise form of the mapping F is known. Suppose we are
presented with a chaotic system described by (4.0.1) in which we wish to proceed
S~(I
from an iuitial state x, to the vicinity of some target state x, in a ~ number
of steps. We allow the parameter Pn to be varied at each step about its nominal
value p* by an amount 0Pn such that IOPnl ::; oPmax. After one iteration of the map
(4.0.1), beginning with the initial condition Xo = x,, the change in the state of the
system due to a perturbation of opo applied at the first step may be described via
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the Taylor expansion
where we have expanded about the unperturbed position (xs,P*). Thus the change
in state ox, relative to the point F (x,, p*) due to a small perturbation opo is
(4.1.2)
ignoring terms of 0 (oP5). We emphasise here that F must be known, or that
some global approximation to F can be formed and is assumed to be necessarily
invertible. Letting opo vary through its permissible range of values -oPmax :::;opo :::;
0Pmax,equation (4.1.2) defines a small line segment through F (x,, p*). Denote this
line segment by ox and its length by ox.
With each successive iteration of the map (4.0.1), the line segment will grow in
length approximately geometrically at a rate governed by the positive Lyapunov
exponent of the system, denoted by )'1' We let nl be the number of iterations of
(4.0.1) required for the line segment to grow to a length of order 1, which typically
happens when oxexp(nlAl) rv 1 for small ox. Without loss of generality, we may
take the size of the relevant ergodic region (i.e. the region in which the natural
measure of the attractor is defined) to be of the order of 1 so that nl is the number
of iterations of (4.0.1) such that ox spans the ergodic region.
Define '\2 to be the negative Lyapunov exponent of the system F and let (t
be the region about x, that we are targeting and denote the negative Lyapunov
exponent of the system by '\2. Mapping this region backwards in time, its n2th
preimage will span the ergodic region when nz rv '}2,ln (t) where Et (assumed
small) is a measure of the linear size of (t. For example, (t may be a box of side
length Et· We now look for an intersection of the forward iterated line segment and
the backward iterated region. Taking a point on the middle of this intersection
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and iterating it backward in time nl steps, we find a point on the line segment
8x from which we may determine a value of 8po which, if applied to the system,
beginning with the initial point x,, should take us to the vicinity of Xt in nl + n2
further steps of the map (4.0.1). In the absence of noise, no further perturbations
of the map are necessary.
In practice, we cannot iterate a line or a region, so we iterate discrete approx-
imations to them, joining the points with a straight line. Once an intersection is
detected, its accuracy may be refined by repeatedly halving the intersecting for-
ward and backward line segments and determining which of these halves actually
contains the intersection. In the presence of noise, a perturbation is applied at
each step to keep the trajectory 'on target'. See [70] for more details.
4.2 Targeting in Systems With F Unknown
The targeting algorithm outlined above has been shown to work well if the dy-
namical equations are known, or if the system is described reasonably accurately
by a one-dimensional map [72, 69]. A variation on their approach is considered
by Xu and Bishop [8.5],where parameter perturbations are chosen in an optimal
way to steer trajectories swiftly to their targets. Again though, the precise form
of the dynamical equations must be known. If the dynamics are complicated, or if
say, F is non-invertible, then a different approach is called for. We describe now
a targeting algorithm for directing trajectories where the underlying dynamical
equations are unknown and are not easily estimated.
Suppose, as before, we wish to proceed from some initial state x, to the vicinity
of the target x., but this time F is unknown. We cannot iterate a region about the
target backward in time without knowledge of F. Instead we let our system run,
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unperturbed, collecting iterates which we shall label Xi in an Et-neighbourhood of
x.. Such collected points satisfy
(4.2.:3)
for small E. Let there be Nb such points Xi. We then form the 2 x (nb + 1) matrices
i (i iY = xn xn_I
for i = 1,2, ... , Nb, where xLI is the preimage of xL k = n - nb + 1, ... , ri for
some nb > 1. We shall term such matrices history matrices. Thus, as well as
collecting points satisfying (4.2.:3) we have also collected their preimages to form
their history going- back tu, steps. Each yi is a 2 x (nb + 1) matrix whose first
column defines a point lying in an e-neighbourhood of x, and whose remaining
columns define a short 'history' of that point. We then start our system running,
many times, beginning with the initial condition x.. each time with a different
perturbation at the first step, and allow the system to run for at least another n j
steps. We shall indicate how to determine tu, and nj presently.
Suppose that the applied perturbations are spaced evenly in the interval
[-oPmax,oPmaxl (though this is not a necessary requirement) and let there be Nj
such perturbations. Then we can form the approximation to the line segment Ox
as given by equation (4.1.2), together with its n j forward images, by simply joining
neighbouring points with straight line segments. We then look for 'backward iter-
ated' points lying on, or at least very close to, the forward iterated line segment Ox.
Labelling the perturbations as -oPmax :s oP6 < Op& < ... < Op~f :s 0Pmax, we may
sayan that an intersection between the jth forward iterated line segment (corre-
sponding to the forward iterated points with first step perturbations of op~ and
Op~+I) and a 'backward iterated' trajectory has occurred if x:
t
-
nb
approximately
lies on this line for some i.
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Let A = Xnj (8pb) be the nfth point on the jth forward trajectory correspond-
ing to a first step perturbation of 8pb. Let B = xnf (8pb+
l
) be similarly defined,
and P be the point between A and B of the (approximately) intersecting history
matrix, P = X~L-nb' An intersection is determined as follows. Form the vector
and the perpendicular to this vector, cl;, passing through the point P. Standard
coordinate geometry techniques can be used here. Let Q be the point where d,
meets cl;. Then an intersection is deemed to have occurred when
for some suitably small e > O. By linear interpolation,
c rv £ j !lAP!I (£ j+l £ j)
upo - upo + IIABII upo - upo . (4.2.4 )
Thus, given x, and a first step perturbation of 8po defined by equation (4.2.4), we
can form the trajectory
where x, = F (x,, 8po), Xk = F (Xk-l'P*), k = 2,3, ... , nf + nb which we shall call
the idealised trajectory from Xs to the vicinity of x.. So if we start at x,, make a
small perturbation of 8po to the system at the first step, we will then follow the
idealised trajectory to the vicinity of x, in n f + tu, further steps.
We remark that the targets we aim for using this algorithm must necessarily lie
on the attractor and consequently if nf is not to be too large, x, should also lie on
or near the attractor. The algorithm is thus particularly well suited to switching
between different states lying on the attractor.
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4.3 The Effect of Noise
The algorithm described in the previous section is not robust, since even very
small amplitude noise can cause an observed trajectory to wander far from the
idealised trajectory during the targeting process (see the example at the end of
the chapter). This is clearly due to the extreme sensitivity of chaotic systems to
small perturbations. In this section we propose a method which helps combat the
detrimental effect of small amplitude noise on our algorithm. The method consists
of firstly finding an averaged idealised trajectory from x, to the vicinity of x.. That
is, we determine a trajectory that takes us from x, to x, which is an average of
several forward and several 'backward iterated' trajectories that approximately
intersect at some point on the attractor. We then estimate the linearised maps at
each point on the averaged idealised trajectory and use these estimates to apply a
perturbation at each step such that the observed trajectory approximately follows
the averaged idealised trajectory from Xs to the vicinity of x..
The first step is the same as before. We determine an intersection of a forward
iterated line segment and a 'backward iterated' point and estimate 8po. Denote the
point at which the intersection occurs by Xint. We then take an t-neighbourhood
about Xint and determine the m f forward (almost) intersecting trajectories whose
nfth point lies within this neighbourhood. Numerically, one determines mf points
(and their histories) on the trajectories emanating from x, such that
Denote these m f trajectories by
X~ff )
k = 1,2, ... ,mj, where (xj? = (xj, yj) are the Cartesian coordinates of the jth
point on the kth trajectory. We average these trajectories to form the approximate
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forward part of the idealised trajectory so that
(4.:3.5)
for j = 1,2, ... , nj. In doing so we hope to average out the noise. Similarly
averaging the first step perturbations gives
As before, we collect iterates in the neighbourhood of the target point x, together
with their 'histories'. We then average the nu, backward trajectories whose nbth
point lies in an e-neighbourhood of Xint so that
(4.:3.6)
where I = 1,2, ... , tu; We can then form the approximate idealised trajectory
from x; to the vicinity of x, by concatenating the Xjj, j = 1,2, ... , nj of equation
(4.:L5) with the Xlb, I = nb, ru; - 1, ... ,1 of (4.3.6) giving the averaged idealised
trajectory, Y I, as
Let Y Ii denote the ith point on this trajectory, i = 1,2, ... , nj + tu; Returning
to (4.0.1) we have
where I5xn = x., - Y ii, by a Taylor expansion about (Y u, p*) This result assumes
that Y I(i+l) ~ F(Y u, p*), which is not unreasonable. Thus the linearised maps
about each point Y Ii on the approximate idealised trajectory take the form
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where hi = Y I(i+l) - AY Ii· The Ai and hi can be experimentally obtained by
setting bpn = 0 and letting the system run, collecting data about each point of
the approximate idealised trajectory and performing a regression as described in
Section 0.:3.3. Of course, one could use all the trajectories which were used to find
the averaged idealised trajectory in the regression process.
The w, can be estimated by allowing the system to run, unperturbed, waiting
until the state of the system falls within an f-neighbourhood of the ith point
on the approximate idealised trajectory, then perturbing the parameter by some
small prescribed value bpw and finding where the next point Y I(i+l)( bpw) lies on the
attractor. Doing this many times for each point i of the trajectory and averaging
to obtain Y I(i+1)( bpw), Wi is given by
YI(i+l)( bpw) - Y1(i+l)
Wi ~ bpw .
Alternatively, one could use a central difference approximation here. Calculating
the nf + nb w, derivative vectors requires a considerable amount of computation.
Our targeting algorithm then consists of applying a perturbation of bpo at the
first step and applying perturbations bpn at subsequent steps such that
IS a mmimum. We thus choose bpn to minimise
(4.3.7)
Compare this with the shortest distance method of Section 1.2.1.
One possibility for the determination of nj and nb is to use the same criterion
as used to determine nl and n2 in the targeting method of Shinbrot et al. [72J.
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However, numerical simulations suggest that these estimates can be too large since
it is often the case that we do not need to iterate the line segment and 'back
iterate' the target region until they are of order one to find an intersection. The
intersection often happens before the iterated regions reach order one. In the
numerical example below, we have chosen nj and tu, in an ad hoc fashion, trying
many combinations for which we chose a combination giving the smallest value of
nj + nb, and hence the shortest targeting time. However, nj and tu. are always
chosen such that n j :S nl and tu, :S n2.
Remarks
The targeting methods discussed here are for targeting in two-dimensional sys-
tems. Targeting is also possible in higher dimensional systems. See, for example,
Kostelich et al. [:37Jand Barreto et al. [7J. The new targeting algorithms described
here are easily generalised to the higher dimensional problem, but much more
computation is involved in implementing the methods.
4.4 Numerical Example
Consider the Henon map of equation (1.4.11) in which we wish to progress from
the initial state x, = (0.9758, -0.1427) (very close to a period-2 point) to the
vicinity of x, = (0.6:31:3,0.1894) (a fixed point). We shall say that an iterate x.,
is in the vicinity of x, when IIxn - Xtll < 5 X 10-3. Then without applying the
targeting algorithm, 4440 iterations of the Henon map are required to reach x..
Letting bpmax = 0.05 and applying our algorithm, we find that with a first step
perturbation of bpo = 0.0:3247 x, can be targeted in only eleven steps. We now
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add some noise to the system such that the equations become
where the en and 'fin are noise terms, the noise being uniformly distributed in the
interval [-4 x 10-3,4 x 10-3]. The resulting chaotic attractor is shown in Fig. 4.1.
Applying the new algorithm to find the averaged idealised trajectory we find that
it should be possible to reach Xt in eleven steps with a first step perturbation of
8po = -0.04716. If we apply this perturbation at the first step, and no further
perturbations, the trajectory ends up at the point denoted by Xt shown in Fig. 4.1
after eleven steps. -Estimating the linearised maps at each point on the idealised
trajectory and applying a perturbation as prescribed by (4.:3.7) at each step after
the first, we end up at the point x = (0.6313,0.184:3) after eleven iterations of the
map, which is indeed in the vicinity of x., In producing these results, the Henon
map has only been used to create data. It has not been used explicitly in the
targeting process.
Yn
Figure 4.1: Targeting in the Henon map with added noise.
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To demonstrate the speed at which switching between different controlled states
can be effected, we attempt to repeatedly switch between a fixed point and period-
2 points. Using 8pmax = 0.02 we apply the control alternately in the vicinities of
the fixed point and period-2 points, applying this control every 3000 iterations of
the map. We then repeat the process, but this time using the targeting algorithm
between successive switches. The length of the chaotic transients exhibited before
periodic motion is achieved can be seen to be significantly reduced (Fig. 4.2).
Similar results can be achieved in the presence of small amplitude noise. Note
that the 'windows' of chaotic transients seen in Fig. 4.2 are either approximately
200 or 2000 iterations in length without applying targeting, whilst with targeting
they are either 10 or 12 iterations long.
2.0
1.0
Xn
0.0
-1.0 •.
2.0 ~--~--~--~--~--~--~
1.0
.--:
0.0
.--:
-1.0
":'2.01____---,--.._l__~_.L._----1 _ __j -2.0 1____---,--_j_-~_.L__----1_---'
0.0 6000 12000 18000 0.0 6000 12000 18000
n
Figure 4.2: Switching between controlled states without (left) and with (right) the
targeting process.
•
Chapter 5
Synchronisation
The synchronisation of chaotic systems, along with the control of chaos, has been
a popular focus for recent research. The problem consists of the synchronisation
of two or more identical coupled chaotic oscillators such that they both exhibit
identical behaviour. At first sight this seems an impossible task because of the fun-
damental property of chaotic systems - the notion of sensitive dependence upon
initial conditions. Indeed, Tang et al. [78] postulate that chaotic systems defy
synchronisation. If we were to observe the dynamics of two identical, uncoupled
chaotic oscillators, each given almost identical initial conditions, eventually we
would see their trajectories diverge from a synchronous (or at least, near syn-
chronous) state to an asynchronous state. It is, of course, impossible to construct
two or more identical chaotic oscillators in the first place, and so the problem is
compounded in that we wish to synchronise two or more 'almost identical' systems.
Much of the interest in this area was initiated by Pecora and Carroll [60], who
demonstrated that, under certain circumstances, it is possible to synchronise the
behaviour of two systems which do not have to be identical, only 'similar'. This is
achieved by 'linking' the chaotic systems with a common signal or signals. Provided
that these signals are appropriately chosen, synchronisation of the systems will
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occur spontaneously as the time development of the coupled system progresses.
Yamada and Fujisaka [88] use a simple coupling technique in order to achieve
synchronisation of two independent oscillators. The strength of the coupling signal
or signals must be above a certain threshold for synchronisation to naturally occur.
The synchronisation of chaotic oscillators has applications in the field of secure
communication. Hayes et al. [:3:3]first looked at transmitting data securely by
using a pair of coupled oscillators. Kocarev and Stojanovski [:36]have also inves-
tigated the application of chaotic synchronisation to secure communications. Roy
and Thornburg [66] have looked at the experimental synchronisation of chaotic
lasers. Further recent work in this area can be found in the papers of Yu et al.
[89, 90] and Coumo et al. [12]. For an excellent summary of some of the earlier
work on synchronisation, see Ogorzalek [49].
The aim of this chapter is to demonstrate that synchronisation can be achieved
in low-dimensional systems, when it would not naturally occur, via the application
of small parameter perturbations. In certain circumstances, for example when the
coupling is not at or above the required threshold, systems may not automatically
synchronise. The application of parameter perturbations can sometimes be used
to induce synchronisation under these circumstances. This is easily accomplished
if the systems under consideration can be adequately modelled, but proves a lit-
tle more difficult if they cannot. "Close investigation of the structure of coupled
systems reveals particular regions where control via parametric perturbations can
result in synchronous behaviour.
We shall begin with a brief review of the the method proposed by Pecora and
Carroll [60]. Consider an N-dimensional autonomous dynamical system
x = ~(X).
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Divide the system arbitrarily into two subsystems such that X = (Y, Z), giving
Y = g(Y,Z), z = h(Y,Z). (5.0.1)
Now duplicate the Z subsystem, call it Z', and substitute the set of variables Y for
the corresponding Y' in the function h. Then augmenting the new system with
(5.0.1) we have
Y = g(Y,Z), z = h(Y,Z), i' = h(Y, Z').
Define a transformation of variables given by
u=Y, Z+Z'v=
2
Z - Z'
y=
2
Then the system becomes
u g(u,v+y)
1
2"{h(u, v + y) + h(u, v - y)}
1
2"{h(u, v + y) - h(u, v - y)}y
in the new coordinates. Linearising about y = 0 we have
(
~ ) ( gy(u, v) gz(u, v) , gZ/(U, v) ) ( u )
v = hy(u, v) hz(u, v) 0 v.
y 0 0 hZ/(U, v) y
Then a necessary condition for the systems Z and Z' to synchronise is that the
sub-Lyapunov exponents (i.e. the Lyapunov exponents of the y subsystem) are all
negative. This says nothing about the set of initial conditions that will lead to
synchronisation. Note that synchronisation occurs when y = O. One can think of
the Y variables as being the driving variables and the Z' variables as being the
response. See Fig. 5.1 for a representation of the coupling.
Another interesting problem is the synchronisation of a system of two coupled
units describable by an equation of the form
x
Y
g(X) + c(Y - X)
g(Y) + c(X - Y) (5.0.2)
Synchronisation
Figure 5.1: Schematic representation of the coupling of the Y, Z and Z' subsystems
of the Pecora and Carroll method.
where X E IRN, C E IR and such that the system X = g(X) possesses a chaotic
attractor. Yamada and Fujisaka [88] show that the synchronous state X(t) = Y(t)
is stable if c > ~ where A is the leading Lyapunov exponent of the system. Note
that the coupled system in (5.0.2) possesses a Z2 symmetry defined by
The coupling is represented in Fig. 5.2. We will look at a similar type of linear
coupling again later.
Figure 5.2: Schematic representation of the coupling between the x and y systems
considered by Yamada and Fujisaka.
Ashwin et al. [2] note that the problem of the synchronisation of identical
systems is just one example of a very general situation in which the same issues
arise. The essential ingredients are a dynamical system whose dynamics evolve on
some manifold M possessing a dynamically invariant subspace N. If the restriction
of the system to N has an attractor A then the behaviour of the system near A
is a combination of the dynamics on A and the dynamics transverse to N. The
attractor A is stable with respect to perturbations within N, but the effect of
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perturbations transverse to Af has a global nature, more especially when A is
chaotic.
Symmetry provides a natural setting for the existence of invariant subspaces
and invariant submanifolds. Let f : M ~ M be a smooth map leaving a lower
dimensional submanifold Af invariant. Then the restriction g = fiN : Af ~ Af
defines a dynamical system in its own right. To define this more precisely, suppose
that f commutes with the smooth action of a compact Lie group of symmetries r
on M. Let E ~ r be a subgroup of the group of symmetries. Then the fixed point
submanifold
JV = Fix(E) = {x EM: O"(x) = x for all 0" E E}
is invariant under the action of f. See [3] for more details. Systems such as (5.0.2)
possess such fixed point submanifolds precisely at the synchronous state X = Y.
5.1 Coupled One-dimensional Systems
The problem we shall begin with here is the synchronisation of one-dimensional
parameter dependent maps of the form Xn+1 = f(Xn,p). In particular, we will
concentrate on problems that currently defy synchronisation. To begin with, the
problem on which we shall focus will be the synchronisation of systems of maps of
the form
Xn+1 = f(Xn,p* + bqn) + C(Yn - Xn)
Y;t+l = f(Y;t, p* + bpn) + C(Xn - Y;t).
where f : IR x IR ~ IR and c E IR. When bPn = bqn, equation (5.1.:3) possesses a
(5.1.3)
Z2 symmetry defined by the symmetry operator
The approach to the problem follows the same direction of that of controlling chaos.
We shall attempt to determine parameter perturbations, which when carefully
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applied to (5.1.:3), results in synchronous behaviour. We shall also consider how
to synchronise higher dimensional systems later.
5.1.1 Simultaneously Perturbing Both Equations
Let us consider the effect of perturbing both systems in (5.1.:3) in an identical
manner by setting bqn = bpn. Define a transformation of coordinates given by
2
Yn = (5.1.4)Xn =
Then the system (5.1.:3) becomes
= t{f(xn + Yn,P: + bpn) + f(xn - Yn,P: + bpn)}
= 2'{f(xn + Yn,p + bpn) - f(xn - Yn,p + bpn)} - 2cYn. (5.1.5)
This new system possesses a Z2 symmetry defined by
It also possesses a one-dimensional invariant subspace given by Yn = O. The first
equation in (S.1.5) describes the dynamics within the subspace and the second the
transverse dynamics. Many maps possess an invariant subspace and we shall now
take a closer look at the complex structures such maps can possess. We will diverge
slightly from the synchronisation problem in what follows, but the proceeding
discussion greatly aids the unders~anding of synchronisation via control methods.
The results of Ashwin [1] will be used as the archetypal example exhibiting
the qualitative behaviours necessary to observe synchronisation via parametric
perturbation. We shall begin by exploring the rich structure of systems possessing
an invariant subspace and identify the situations in which a control algorithm
can be applied in order to induce synchronisation of coupled maps. We shall be
particularly interested in the case where an attractor A is a Milnor aitractor , that
is if 8(A) has non-zero Lebesgue measure and there is no compact proper subset
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A' of A whose basin coincides with 8(A) up to a set of zero measure [40]. Let
Bs(A) denote a 8-neighbourhood of A in M. Then a Milnor attractor A has a
riddled basin if for all x E 8(A) and 8 > 0 we have
f(Bs(x) n 8(At) > 0
where 8(AY denotes the complement of 8(A) and f(·) the ordinary Lebesgue
measure on M. A Milnor attractor has a locally riddled basin if there exists a
neighbourhood V of A such that for all x E A and 8 > 0,
where U(V) is the set of points in V whose iterates always remain III V, i.e.
U(V) = nn~of-n(v). Note that the existence of a locally riddled basin permits
the set which is locally repelled from A to later 'fold back' onto A. Nusse and
Yorke [4.5]define a chaotic invariant set to be a chaotic saddle if there exists a
neighbourhood U of A such that 8(A) nU =f. A but f(8(A)) = O. Riddled basins
are closely related to the notion of 'on-off intermittency' whereby a system exhibits
large deviations away from an invariant subspa~e (see [62]). The so-called blowout
bifurcation is the connecting factor (Ott and Sommerer [54]) whereby an attractor
with an invariant subspace loses its transverse stability and becomes a chaotic
saddle.
Ashwin [1] introduces the concept of a 'stuck on' attractor. He considers the
mapping
Xn+l = g(xn) + EXny~
Yn+l = TYne-(x;+y;) + tYn(1 - e-Y;).
The map 9 is the cubic logistic map, given by
(5.1.6)
which has a unique attractor A = [-1,1]. The system (5.1.6) has the following
relevant properties:
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(i) There is a chaotic invariant set A in the invariant subspace.
(ii) For 1 < T < 1.430, A has an open basin of attraction. Moreover, this basin
is locally riddled.
(iii) For 1.430 < T < 1.850, A is a chaotic saddle.
We shall consider the case where (::= 0 and T = 1.S for which A is a chaotic saddle.
The phase portrait (Fig. 5.3) shows an attractor stuck on to its invariant subspace
y = O. This is precisely the setting we require in order to apply the OGY control
algorithm. By definition, there is a set of points of non-zero Lebesgue measure
in the invariant subspace that are attracting in the transverse direction (if not,
the attractor would not, and could not be stuck on to its invariant subspace).
Moreover, these points must be saddles for they are unstable within the invariant
subspace.
1.0
0.8
y,.
0.6
0.4
0.2
0.0-1.0 -0.5 0.0 0.5 1.0
x,.
Figure 5.3: The stuck on attractor of Ashwin.
One can easily find periodic points of (S.1.6) in the invariant subspace which
are saddles in the ~hole space and can thus be stabilised by a control method. To
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find a period-n point one solves the fixed point equation
* "( *)X = 9 x
for x*. Then a check of the Jacobian evaluated at (x*, 0) suffices to confirm the
nature of the fixed point. For example, the twice iterated map g2(X) has fixed
points at (0.905065,0) and (-0.425274,0) and the Jacobian of the twice iterated
map of (5.1.6) evaluated at these points is
(
-4 ..500000 0 )
o 0.827729·
The fixed points of g2(X) constitute a period-2 orbit of g(x) and one can easily
apply the OGY method to stabilise this orbit which lies in the invariant subspace.
The theory and approach discussed above relates to the problem of synchro-
nising chaotic oscillators in the following sense. In order to observe synchronous
behaviour in a system such as (.5.1.:3), the dynamics must be confined to a syn-
chronous subspace. To employ an OGY type approach we require an attractor to
be stuck on to an invariant subspace. This permits the existence of saddle fixed
points in the subspace with a stable transverse direction and hence opportunity to
apply control. It also means that iterates visit the neighbourhood of these points
so that data can be collected and locallinearised dynamics can be estimated. Thus
the control methods we shall discuss in this chapter are applicable only when an
attractor is stuck on to an invariant subspace, the subspace of synchronous solu-
tions.
Returning to the original problem, suppose that (.5.1.5) possesses a saddle fixed
point at (x, y) = (x*,O) lying in the invariant subspace for 8pn = o. Consider the
first order Taylor expansion of (.5.1..5) about that fixed point,
(.5.1.7)
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where Mw = Jx(x*,p*), M, = Jx(x*,p*) - 2c and J; = Jp(x*,p*). Since the fixed
point is a saddle, IMtl < 1 < IMwl. Equation (5.1.7) clearly has the form
where M = (~w !,) and w = ( 1)and so an OGY type approach could
be used to stabilise the fixed point. Note that in (5.1. 7) the linear dynamics within
the synchronous subspace decouple from the transverse linear dynamics. Thus we
can decompose the tangent space at y = 0 into the direct sum of the subspaces
Xw and Xt, where Xw represents the linearised synchronous subspace and X, the
transverse linearised subspace. Since w lies parallel to the synchronous subspace,
parameter perturbations will only have an effect on the x variable. The existence
of the linearised stable manifold of the fixed point in X, provides the necessary
mechanism stabilising the fixed point and thus producing synchronous behaviour.
Using a perturbation of
{) __ Mw{)xn
P» - J;
provided that I{)Pnl :::; {)Pmax, we can place iterates on the stable manifold of the
fixed point whereby they will converge to the fixed point within Xw.
The OGY criterion is not the only criterion we could use to produce dynamics
within an invariant subspace. We could simply keep the x-coordinate fixed in the
vicinity of a fixed point and allow the dynamics in the y direction to naturally
contract (see Fig. 5.4). Note that we cannot use the ZSR method since w is an
eigenvector of M. An SD approach would be identical to using the OGY method
since the stable and unstable eigenvectors are orthogonal (due to the diagonal form
of M). Whilst control is being effected there is a transformation in the behaviour
of the system from a chaotic regime to an orderly one. As soon as control is turned
off, chaotic behaviour is restored. However, since we have effectively stabilised a
fixed point, the dynamics will remain in the vicinity of that point for quite some
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time before eventually being pushed away along the unstable direction (in the
invariant subspace). Thus chaotic dynamics will not be immediately realised after
the termination of control. If this were undesirable, we could apply a parameter
perturbation to nudge the state of the system away from the fixed point and hence
rapidly restore chaotic behaviour within the synchronous subspace. Alternatively,
using the method depicted in Fig. 5.4, the fixed point is never actually stabilised
and so iterates would naturally leave the vicinity of the fixed point upon the
cessation of parameter perturbations.
y =0 x*
Figure 5.4: Keeping the x-coordinate fixed in the vicinity of the fixed point where
Xk = Xk(P*) and xk = Xk(P* + 8pk-l)'
The problem then is how to maintain the dynamics close to the invariant sub-
space. Since the control is unlikely to place the state of the system precisely in the
invariant subspace, iteration of the unperturbed mapping will eventually result in
behaviour far from that subspace. Hence control must be periodically reapplied
in order to maintain the dynamics close to the invariant subspace. The control
procedure then consists of the following steps:
(i) Find the (low order) saddle periodic orbits of the system and approximate
the local dynamics;
(ii) Wait until th.e state of the system falls dose to one of these periodic orbits
and apply control;
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(iii) Turn off control once the state of the system lies within an e-neighbourhood
of the fixed point and hence the invariant subspace;
(iv) Arbitrarily nudge the system away from the periodic orbit to restore chaos;
(v) Repeat the procedure from step (ii) onwards.
One could envisage encountering problems with the above procedure. Provided
that there were enough saddle periodic orbits around, it would not be long before
an iterate initially close to one orbit is nudged away and quickly comes close to an-
other orbit where control can be applied again in order to maintain the dynamics
close to the invariant subspace. However, if the time spent wandering chaotically
between control applications were long, the state of the system could quite con-
ceivably be pushed far from the invariant subspace and hence the one-dimensional
dynamics would be lost. Instead of simply arbitrarily nudging the system as in step
(iv) above, one could carefully choose the value of the perturbation to be applied
at this step. In doing so, one of the targeting algorithms discussed in Chapter 4
could then be applied. The specific value of the nudging perturbation could be
chosen such that the state of the system is pushed rapidly from one periodic orbit
to the vicinity of another orbit. That way, the system can be controlled again and
hence large excursions away from the invariant subspace can be avoided.
5.1.2 Perturbing One Equation
Perturbing both equations as in (5.1.:3) gives rise to a derivative vector which
lies parallel to the synchronous subspace. The alternative is to perturb just one
equation by setting 8qn = 0 so that the system under consideration becomes
f(Xn,p*) + c(Yn - Xn)
f(Yn,p* + 8pn) + c(Xn - ~t). (5.1.8)
Perturbing One Equation 140
Using the transformation of coordinates defined by (.5.1.4), the system (.5.1.8) can
be written as
1
Xn+l '2{f(xn + Yn, 0) + f(xn - Yn, bpn)}
1
Yn+l '2{f(xn + Yn, 0) - f(xn - Yn, bpn)} - 2cYn
and by a Taylor expansion about the point x = z", Y = y*, P = p* we have
In this case, the derivative vector no longer lies parallel to the synchronous sub-
space, but rather 1" it passes through it. It is then possible to formulate many
different control methods to induce synchronous behaviour in coupled systems.
The standard OGY method can still be applied, but as was shown in Chapter
1, there are many other methods that result in faster convergence, for example
the ZSR method. If the goal is to produce synchronous behaviour as quickly as
possible, then one of the faster converging methods would be more appropriate.
Alternatively, an iterate can be easily placed directly on the synchronous subspace,
by virtue of the direction of the derivative vector, if that iterate lies sufficiently
dose. If not, a control method could be used in order to bring it sufficiently close
and then place it within the synchronous subspace. Now the dynamics in the
transverse direction are given by
We require that bYn+l = 0 so that the value of the required perturbation is
provided that f; =I- o. A chaos restoring perturbation is not then required since
no fixed point has been stabilised.
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Remarks
We have seen that there are ways to induce synchronisation in coupled maps where
it would not naturally occur via the application of small parameter perturbations
in the vicinity of a synchronous subspace. An attractor stuck on to an invariant
manifold was the essential ingredient required to effect the control methods of
Chapter 1. In practice it is difficult to find one-dimensional chaotic maps which can
be synchronised. However, the methods discussed above can be used on maps such
as (5.1.6) in order to collapse system dynamics onto one-dimensional submanifolds.
The theory does however serve as a useful precursor to the more interesting problem
of synchronising higher dimensional systems, of which there are many examples
of systems which can be synchronised via parametric perturbations. We shall
now generalise the synchronisation theory and methods discussed here to such
problems.
5.2 Higher Dimensional Systems
In order to extend the synchronisation methods for use on the general N-
dimensional problem, we shall consider how to synchronise two-dimensional sys-
tems. The extension to higher dimensions should then be apparent. Firstly, we
shall consider the coupling of a pair of two-dimensional maps, whereby the theory
of Section 5.1 is easily generalised to the slightly more complicated problem. We
shall then investigate the coupling of continuous time systems, in particular, a pair
of Duffing oscillators. The approach there will be to synchronise the corresponding
Poincare sections.
The general problem of the linear coupling of dynamical systems is considered
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by Aston and Dellnitz [4]. They investigate systems of the form
x = f(x)
where f : IRN 1---+ IRN. Coupling r such systems using a linear coupling gives rise
to the system
k
Xi = f'(x.] +L f3i,jXj
j=l
where f3i,j are constant N x N matrices. The system can be written as
i = 1, ... , k
X= F(x) + Bx
where xT = ( x, .,X2 ... Xk) and F(xf = ( f(XI) f(X2) ... f(Xk)), F :
IRkN 1---+ IRkN. B is a kN x kN block matrix consisting of the f3i,j blocks. The
coupling matrix can be expressed as
where the N x N matrix D (non-null) describes the coupling between the oscillators
and the k x k matrix C describes the strength and directions of the coupling. The
coupling is assumed not to be directed and so C is symmetric. The theory applies
equally well to maps by replacing x and X with Xn+l and x., respectively. Of
course, a parameter dependence can also be introduced into the system equations,
so that f not only depends upon x? but upon some parameter p also.
5.2.1 Iterated Maps
Consider a pair of coupled two-dimensional iterated maps
(5.2.9)
where f : IR2 x IR 1---+ IR2 and B is a 4 x 4 non-null matrix as defined previously.
Writing B = C ® ~ where C = (-~ c ) and D = (ddIl dd12) we shall be
C -c 21 22
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considering an undirected coupling as before. Each of the dij are either 0 or 1.
Using the transformation of variables
and Y» =
Xn-Yn
2
in (5.2.9) yields the system
(
Xn+l )
Yn+l
where C' = (~ -~c)·
We shall now investigate the effects of parameter perturbations in (5.2.10) and
seek forms for the parameters 8pn and Sq; that result in synchronous behaviour.
Synchronisation occurs when Y« = 0 and the dynamics of (5.2.10) collapse onto
the now two-dimensional synchronous subspace. In what follows, we shall assume
that a fixed point exists within the synchronous subspace and that the fixed point
is a saddle when the dynamics are restricted to this subspace.
Perturbing Both Systems Simultaneously
Let us begin by setting 8qn = 8pn, so that both systems are perturbed in an
identical manner. Consider a Taylor expansion of (5.2.10) about the fixed point
lying within the synchronous subspace,
where
M = (Mw 0)o M, '
and
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This time Mw and M, are 2 x 2 matrices and Ww is a two dimensional derivative
vector. Clearly, w lies parallel to the synchronous subspace. In order to apply
the OGY method to stabilise the fixed point, we require that x* possesses a two-
dimensional linearised stable manifold in Xt. Iterates can be placed on that part
of the stable manifold lying in X, where they will converge to the fixed point in Xw
and hence the two maps will synchronise. Let Awu denote the unstable eigenvalue
of the submatrix Mw with corresponding left eigenvector f;u· Then the control
formula is simply
8pn =
f;uMw8xn
fJ;uw.;
provided that f;u Ww =I- o. As usual, perturbations are only activated when 18Pnl ::;
8pmax for suitable 8pmax > o. Once the fixed point has been stabilised, a chaos
restoring perturbation can be applied if synchronous chaotic behaviour is required.
Since the transverse dynamics are globally unstable, control may have to be
reapplied when the dynamics begin to stray from the vicinity of the synchronous
subspace. In practice it may prove more effective to control fixed points which are
visited most frequently by iterates of the map. The stabilisation of higher period
orbits may also be more effective since control could be initiated when the state of
the system falls close to any point of the orbit, thus allowing greater opportunity
to apply control.
Clearly this method is a little restrictive in that a fixed point with three con-
tracting directions is necessary in order to apply control. Such points may be
uncommon or may not even exist within a particular system. The following two
sections give methods that can be used to induce synchronisation without the
necessity for such points.
Perturbing One System 145
Perturbing One System
Suppose that perturbations are made only to one system so that 8qn == O. In
that case, the derivative vector w will no longer lie parallel to the synchronous
subspace, and in particular
The restriction of requiring a three-dimensional stable manifold of a fixed point can
now be lifted. Suppose that M, has eigenvalues Atu and Ats where \Ats\ < 1 < \Atu\
so that the fixed point has a two-dimensional stable manifold. Then it is possible
to place an iterate onto the stable manifold of the fixed point in the full four-
dimensional space. Let ( r~ ) and ( r~u) be the left eigenvectors of M with
corresponding eigenvalues Atu and Awu respectively. Consider the twice iterated
linearised map
(5.2.11)
The condition that ( ~Xn+2 ) lies on the linearised stable manifold of the fixed
UYn+2
point is rl:8Yn+2 = r;u8Xn+2 = O. Thus, using (5.2.11) we have
and
Then solving simultaneously for 8pn and 8pn+l we obtain
and
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provided that f;u Ww =1= 0, f~ Ww =1= 0 and Atu =1= Awu. Perturbations are only
In order to restore chaotic behaviour, we can apply the stabilisation algorithm
until convergence to within a given neighbourhood of the fixed point is attained.
Once within that neighbourhood, we aim directly for Xw. Suppose that the ap-
plication of control results in placing an iterate at (x'", y+), a distance f from the
fixed point. The twice iterated map in the transverse direction is
(5.2.l2)
To place an iterate within Xw we require that 8Yn+2 = 0 which is equivalent to
requiring that f~8Yn+2 = 0 and f~8Yn+2 = O. Thus using (5.2.12), and solving for
the parameters 8pn and 8pn+l, we have
and
as the parameter perturbations required to produce synchronous chaotic behaviour
provided that f~Ww =1= 0, f~w; =1= 0 and Ats =1= Atu·
Perturbing Both Systems Independently
Suppose that 8pn and 8qn are both available for independent external adjustment.
Then a first order Taylor expansion of (5.2.10) gives
(5.2.1:3)
where w; = ( g ) and Wq = ( _g ) and the Jacobian M is as before. With
the availability of two parameters, iterates can be placed on the two-dimensional
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stable manifold of the fixed point in one iteration of the map. The criterion for
placing an iterate on the stable manifold is fJuOXn+1 = ft~OYn+l = O. Thus using
(5.2.1:3) we have
and
This gives the required values of the perturbation parameters as
).wuft~f;fJuoxn + ).tufJuf;ft~oYn
°Pn = T f fTf2fwu ; tu ;
and
).wuft~f;fJuOXn - ).tufJJ;ft~oYnoq - --~~~~--~-=~~--
n - 2fT f*fT f*wu p tu p
provided the denominators are non-zero and subject to the usual constraints
IOPnl ~ 0Pmax and loqnl ~ oPmax. A pair of chaos restoring perturbations can
be applied by aiming for the synchronous subspace once stabilisation has been
achieved in a similar way to that discussed in the previous section.
5.2.2 Continuous Time Systems
The theory discussed in Section 5.2.1 can be adapted for the synchronisation of
continuous time systems by considering a Poincare surface of section. A two-
dimensional map can easily be generated from an autonomous three-dimensional
continuous time system. Thus one might expect that the results given above would
naturally be appropriate for synchronising continuous systems. Synchronising the
Poincare sections would lead to the full systems synchronising. Indeed this turns
out to be the case apart from the fact that the Jacobian takes on a slightly dif-
ferent form from that seen previously. Whereas with the coupled maps we had a
relationship between the block matrices Mw and M, in that M, = Mw - 2C', with
a Poincare section, this relationship will no longer be satisfied.
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Let us now consider the synchronisation of a pair of Duffing oscillators. Duffings
equation may be written as
(5.2.14)
The solution of (5.2.14) is sampled once per period of the forcing term, i.e. at
Z1l"n .f 1 2 bezi itl tl . iti I Iiti dx 0 '3in = -;;;- lor n = , , ... , egllllllllg WI I Ie llll ia cone I ions Tt = X = .. at
time t = 0 resulting in a two dimensional Poincare section. Suppose we have a
simple linear coupling of two such oscillators with the coupling defined by
c = (-c c)
c -c and
This gives the system
}]
-KI}] - xl + Xl + A cos wi + c(Y2 - }])
Y2
-KzY2 - Xl + Xz + A cos wi + c(}] - Y2).
(5.2.15)
Then writing
Xz =
}]+Y2
2
}] - Yz
2YZ'=
gives rise to the transformed system
Xl Xz
Xz -tKI (Xz + yz) - tKz(xz - Yz) - (xt + 3XIY;) + Xl + A coswt
Yl Yz
Yz -tKI(XZ + YZ) + tKz(xz - Yz) - (yl + :3xryd + Yl - 2CYI.
(5.2.16)
The coupling only appears in the equation for Yz and the forcing term only in the
equation for xz. If we were to take a Poincare Section of the orbits of this system,
a four dimensional map would result. The addition of the coupling term in the Yz
equation will generically have an effect on all of the variables of the corresponding
Poincare Section.
The only significant effect, however, would be on the estimation of the deriva-
tive terms in the Taylor expansion, namely M and w. The Jacobian would still
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take on a block diagonal structure since the linearised dynamics in Xw will remain
independent of those in Xt. However, two separate regressions are required to
obtain Mw and Mt since they are no longer bound by a linear relationship due to
the coupling having an effect upon all the variables. We will discuss this in the
next section.
5.2.3 Calculating the Required Quantities
If the map is unknown, the calculation of M, wand x* must be done VIa a
regression procedure. In order to obtain reliable results, one has to carry out this
regression procedure with some care. Firstly, since the linear dynamics near to the
fixed point within Xw decouple with those in XL, the Jacobian takes on a block
diagonal form. Since we are attempting to obtain the Jacobian of a fixed point
within the synchronous subspace, the data collected generally consists of small
y values and somewhat larger x values. In order to avoid an ill-conditioned set
of normal equations in the regression (see [;3~1for example), it is preferable to
perform a regression on the x and y data separately in order to obtain M, and
Mw. Whilst calculating Mw, an estimate for the x coordinates of the fixed point
can be procured, as per the method described in the Introduction. There is no
need to do this when calculating Jl.!t, since the y coordinates of the fixed point are
known to be zero.
One has to be even more careful when calculating w since different control
methods require different approaches. Note that from equation (0.3.14), M is
required when calculating w. If the synchronous subspace is not destroyed under
parametric perturbations (i.e. when calculating w) then calculation of M is as
described previously. If it is, for example when perturbing only one system, then
M is no longer block diagonal when the parameter p is perturbed from its nominal
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value v: Thus a separate regression on the x and y data is no longer acceptable,
as there is no longer an invariant subspace y = o.
5.3 Numerical Example
We shall consider the example of the coupled Duffing oscillators (5.2.15) with pa-
rameter values of J{l = J{2 = 0.1, A = :3.0 and w = 0.2. Using a coupling strength
of c = 0.68, the oscillators will not readily synchronise. In fact, synchronisation
occurs when c > 0.715, as can be seen from the bifurcation diagram of Fig. 5.5.
Here the Poincar~· map (produced by sampling the solution once per period of the
forcing term) is pre-iterated 10,000 times to eliminate transient effects. Then an
average of the distance (in terms of the two-norm) iterates spend away from the
synchronous subspace is calculated over a further 40,000 iterates of the Poincare
map for various values of c. When c ~ 0.715, a blowout bifurcation occurs and the
dynamics are no longer confined to to the synchronous subspace. As one might
expect, this is not a 'smooth' bifurcation, since the Lyapunov exponents of the
system are likely to be affected in a non-smooth way when c is varied.
Figure 5.5: The average distance iterates spend from the synchronous subspace
for a pair of coupled Duffing oscillators with K, = J{2 = 0.1, A = 0.:3 and w = 0.2.
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Figure 5.6: Poincare section of the coupled Duffing system where J{l = K2 = 0.1,
r = 0.3, W = 0.2 and c = 0.68.
A projection of the Poincare section where YI is plotted against Xl is shown in
Fig.5.6. A saddle fixed point is located at (1.401,1.668,0.0,0.0) and at that point
(
-5.250 3.947 0 0 )
M rv -3.014 2.244 0 0
- 0 0 -1.379 -0.314
o 0 1.856 0.386
and
(
-21.759 )
-18.748
W= 0 .
o
The eigenvalues of M within Xw are -2.967 and -0.039 whilst those within X, are
-0.9:39 and -0.054. Thus the fixed point has a three-dimensional stable manifold.
This permits the use of the OGY method to stabilise the fixed point and hence
to induce synchronous behaviour." Convergence will be relatively slow, governed
by the largest (in absolute value) of the stable eigenvalues in Xt. Parameter
perturbations are activated when iterates fall within a distance of 0.1 of the fixed
point. With a randomly chosen initial condition, a short transient is seen before
the system is brought under control. Perturbations are applied until iterates lie
within a distance of 1 x 10-8 of the fixed point and then turned off, with the
exception of a randomly chosen chaos restoring perturbation. The iterates then
wander chaotically" close to the synchronous subspace for a while before they begin
to wander away from the vicinity of the synchronous subspace. Control is then
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Figure 5.7: A projection of the dynamics in the invariant subspace when a periodic
point with two stable directions is stabilised.
reapplied when iterates fall close to the fixed point to maintain the dynamics
close to that subspace. However, chaotic behaviour can be lost for quite some
time whilst control is reapplied, as can be seen from Fig. 5.7, due to the slow
convergence of the method. Fig. 5.8 shows a projection of the dynamics in the
transverse direction. The dynamics remain close to the synchronous subspace for
over four thousand iterations of the Poincare map.
Fixed points with a three-dimensional stable manifold prove difficult to find
within the coupled Duffing system. Saddles with two stable directions are far
more numerous thus suggesting that the perturbation of one system would be
more preferable. Now consider (5.2.15) with parameter values of K; = Kz = 0.5,
A = 2.5 and w = 2.6 together with a coupling constant of 0.13. A projection of
the phase portrait is shown in Fig. 5.9. For these parameter values, no low order
periodic points lying within the synchronous subspace with a three dimensional
stable manifold could be found. Thus the method of the simultaneous perturbation
of both systems cannot be implemented on this system. A saddle fixed point was
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Figure 5.8: A projection of the transverse dynamics when control is repeatedly
applied.
located at (0.174, -0.052,0,0). The Jacobian at that point is
(
-1.013 -1.524 0 0)
M '" -0.826 -1.336 0 0
- 0 0 -0.823 -0.9:34
o 0 -0.627 -0.743
and wT ~ (1.562,1.7:38, -1.482, -1.565) The eigenvalues of the Jacobian are
-0.041 and -2.:308, within Xs and those within Xl are -0.017 and -1.549. Since
the stable eigenvalues are small, convergence to the fixed point will occur relatively
rapidly. Again, perturbations are activated when iterates are within a distance of
0.1 of the fixed point. A pair of perturbations are applied to the system when an
iterate is placed within a distance of 0.01 of the period two point in order to place
the iterate within Xw, thereby restoring chaotic behaviour. Since iterates will
never be placed precisely within the synchronous subspace, the state of the system
will move away from a synchronous behaviour and when it does so, parameter per-
turbations are applied at the earliest opportunity in order to retain synchronous
behaviour. Fig. S.lO shows the transverse dynamics and Fig. S.l1 the dynamics
within the invariant subspace when parameter perturbations are activated and the
system brought to a synchronous behaviour. Thereafter, perturbations are applied
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Figure 5.9: Poincare section of the coupled Duffing system where Kl = K2 = 0.5,
A = 2.5, w = 2.6 and c = 0.13.
when the dynamics begin to stray from the vicinity of the synchronous subspace
and iterates fall within the vicinity of the period two orbit suitable for control.
5.4 Remarks
The OGY and related methods are specifically developed with the control of chaos
in mind. In turn, this control can be used to achieve many desired system be-
haviours. In this chapter it has been demonstrated that synchronous behaviour
in coupled systems can be produced via the application of a control method. By
closely looking at the structure of coupled systems when they are in a synchronous
or near synchronous state, we can exploit the existence of saddle fixed points within
the synchronous subspace in order to produce the desired type of behaviour. The
synchronisation of higher dimensional systems should be possible via a control
method, though this has yet to be considered. It might also be useful to extend
the synchronisation technique for use on multiple coupled systems such as coupled
map lattices, for example.
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Figure 5.10: Projection of the controlled transverse dynamics for a periodic point
possessing two stable directions.
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Figure 5.11: The corresponding chaotic dynamics within the invariant subspace.
Chapter 6
Summary
We have seen that the eradication of chaotic behaviour can be achieved in a variety
of manners, control being just one option. The Oay method exploits the compli-
cated structure exhibited within chaotic attractors by stabilising just one of the
unstable periodic orbits embedded within the attractor. The restriction of allow-
ing only small parameter perturbations consequently means that only diminutive
changes are made to the dynamical system. In,deed, if control is achieved and
Sp., -+ 0, then in the long term, the system is unchanged. Moreover, the Oay
method and the faster converging methods considered in Chapter 1 require no
knowledge of the underlying system equations. However, they are limited since
they were derived for use on two-dimensional systems. Higher dimensional analo-
gies for the Oay method can be derived for systems with a one-dimensional un-
stable manifold. The ZSR method can be adapted to stabilise any type of saddle
fixed point, thus this is perhaps the most versatile of all the control methods dis-
cussed here and also possesses the best rate of convergence of the one-step linear
methods.
We have seen that long transients and noise can be detrimental to the goal of
achieving control. To a certain degree, stronger control methods such as the ZSR
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method of Chapter 1 can be used to overcome the problems associated with noise.
Though noise is always a problem in chaotic dynamical systems as it destroys
any small scale structure seen in such systems, it is encouraging that more robust
methods that are better able to cope with noise can be developed. Realistically,
one could hope to control systems with only a minimal amount of noise.
The versatility of the control methods discussed here comes from the fact that
system equations are not needed in their implementation. Only estimates to local
linearised dynamics are needed. In many cases, these estimates do not have to be
particularly accurate thus allowing great flexibility in implementation. In Chapter
2 we attempted to quantify just how bad the estimates to system dynamics had
to be before control of particular methods broke down. This led to methods
of improving estimates to the fixed point and the derivative vector w without
performing a further regression.
The aim of the analysis in Chapter 3 was to extend the region within which
control can be effected. Not only does this reduce transient times, but also helps
to further combat the effect of system noise. Firstly, control can be achieved
more quickly since the measure of the attractor lying within the control region
is increased when using the extended basin approach. Secondly, control can be
achieved in the presence of larger amplitude noise as compared with the standard
OGY or ZSR approach. Hence an extended basin approach addresses both of the
problems associated with the control of chaotic dynamical systems.
Targeting in systems is a useful way of rapidly changing the state of a system
from one desired behaviour to another. Most notably in Chapter 4, we derived a
method to target states in systems where the underlying dynamical equations are
not known. This method can also be easily adapted to cope with small amplitude
noise. It can thus be used in conjunction with the control methods discussed
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herein to reduce transient times quite drastically. This, combined with the use of
extended basins, comes a good way to addressing the problems associated with
the control of chaotic systems.
The versatility of control methods lends itself to the synchronisation of identical
chaotic systems. The existence of saddle fixed points in an invariant (synchronous)
subspace permits the use of methods such as the OGY method to stabilise these
points. In doing so, synchronous behaviour is simultaneously produced. Thus sys-
tems that do not naturally synchronise can be forced into a synchronous behaviour
via the application of control.
We have shown here that the application of small parameter perturbations
can produce varied and drastic effects in chaotic systems. This is mainly due to
the sensitive dependence upon initial conditions exhibited by such systems. It
thus turns out that this sensitivity can prove extremely useful, in contradiction to
earlier premises that it was a problem. Such sensitivity endows systems with an
inbuilt flexibility that would not otherwise be there in a non-chaotic system.
The systems considered in this thesis are essentially of low order. One has to
understand these relatively simple systems well before attempting to look at higher
dimensional problems. Hopefully a greater understanding has been developed here.
Further research into understanding the effects of small parameter perturbations
in higher dimensional systems is needed in order to generalise the ideas proposed
here. It would be greatly beneficial to be able to control such systems in the
efficient way we are able to control low dimensional systems. There may also be
many other uses for the application of parametric perturbations to systems than
those previously indicated.
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