A recently rep0rted analysis (Cummins et al., 1993, Phys. Rev. E, 47, 4223) of depolarized light and neutron scattering experiments in CaKN03 using the mode-coupling theory is extended. The temperature dependence of the critical amplitudes found in this analysis is explained. § 1. INTRODUCTION Undercooled liquids exhibit slow, temperature-sensitive and non-exponentional relaxation processes. It is of interest whether the mode coupling theory (MCT) of the liquid-to-glass transition can qualitatively and quantitatively account for this anomalous relaxation behaviour; see Ngai (1994) for an overview of recent theoretical and experimental work. Experiments on the well-studied glass-forming ionic salt, calcium potassium nitrate (CKN, Cao4Ko.6(N03)14), both by neutron spin-echo (Mezei 1991) and by depolarized light scattering (Li, Du, Chen, Cummins and Tao 1992a) have been analysed in order to test predictions of the MCT. In this paper the analysis presented in Cummins et al. (1993) is summarized and the question of the temperature dependence of the so-called critical amplitudes hIs and h n (see fig. 2 (b) of Cummins et al. (1993» is studied further. The temperature dependence of hIs and h n found in Cummins et al. (1993) constituted the only qualitative deviation from the asymptotic MCT results. § 2, SUMMARY OF SOME MODE COUPLING TIffiORY RESULTS
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The MCT considers a closed system of equations of motion for "density fluctuation functions 4"»q(t)::: (P~(t)pq)/(IPaI2); see Gotze (1991) and Gotze and Sjogren (1992) for further information. Within an intermediate time window, the full equations are solved by the following factorization of time and wave-vector dependencies (Gotze and Sjogren 1987): 4"»q(t) = ~ + hqG (/, u,t5t o ) for 101 ~ 1.
(1)
The requirement 101 ~ I defines the time window to ~ t ~ tt(, where eqn. (l) holds; within the MCT it is called the ~-relaxation regime, to denotes a typical microscopic time scale (10 = 1 ps) and tt( the ex-relaxation time, which exceeds lOOs at the calorimetric glass transition temperature Tg• The a-relaxation strength~ and the critical amplitude hq can in principle be calculated from the eqUilibrium static structure factor Sq(Tc) taken at the critical temperature Tc. Tc is defined by zero. u(Tc) = 0, of the separation parameter u(T), which in turn can be calculated in principle from Sq(T).ln Fuchs, Hofacker and Latz (1992c) these quantities were calculated for a liquid of hard spheres and in van Megen and Uilderwood (1993a, b) they were compared with experiments. For the complex glass former CKN, the parameters entering eqn. (1) have to be treated as fit parameters. The rate ~, often called the hopping rate, is expected to show an Arrhenius temperature dependence ~ ex: exp ( -ElkT) (Sjogren 1990 ); see Gotze and Sjogren (1987) for a detailed expression for b. The decoupling of temporal and spatial variations expressed in eqn. (1) identifies the J3-dynamics as being localized. This is further supported by the calculation of the radial-dependent critical amplitude hr for hard spheres which turns out to be short ranged (Barrat, Gotze and Latz 1989) .
The J3-correlator G(t) and the corresponding dynamical susceptibility X:(w) = hqwfo'" dt cos (wt)G(t) are determined by the following equation (Gotze and Sjogren 1987) :
where the exponent parameter A is a functional of the eqUilibrium static structure factor Sq(Tc) at the critical temperature Tc.
If the two temperature-dependent control parameters (u(T), b(T) to) are small, the time window where eqn. (1) holds increases and for (u, bto) = (0,0) it extends to infinity. This slowing down of the dynamics in eqn. (2) can most easily be seen from the two-parameter scaling law which G and consecutively X" obey (Gotze and Sjogren 1987) G(t, a, b) = !l 'G(ID1to, u/D2a, l>tolf2'2a + I} i'(w, u, b) = (llX'(wtolD,a/f2'2a,l>tolf2'2a+ I) for arbitrary Q > O. transforms self-similarly: G(t,u,l» = (llG(tQ/to,O,b) . If the parameters move on this scaling line according to Q ~ 0, then dynamical features of G move to longer times.
The MCT offers this slowing down as an explanation for slow relaxation phenomena in an intermediate frequency window below the microscopic excitations of a liquid if (u, l>to) are small. Experiments on complex glass formers can test these predictions because of the factorization property (I) which states that, in the p-relaxation region, different density susceptibilities X~(w, u, b} at the same temperature only differ by constant factors h q • Moreover. the p-correlator is determined by the single material-dependent parameter A, which allows severe tests if the master functions G or i" have been extracted. Corrections to eqn. (I) vanish if (u, &0) become smaller (Fuchs, Gotze, Hildebrand and Latz 1992a ). An important test of eqns. (I) and (2) therefore is to demonstrate that their range of validity expands if (a, &0) approach (0,0), i.e. for temperatures T approaching T e • At the critical point (u, bl o ) = (0,0), eqn. (2) is solved by the so-called critical law (Gotze 1991 ) G(/, 0, O} = (tI1o) -a, where 0 < a < 0·4 and to has to be found by matching to the transient microscopic dynamics. Finite control parameters (u,bto) introduce scaling times ~(u, bto) where the critical law is cut off and G crosses over to different"t behaviours. A complete discussion of G and eqn. (2) can be found in Fuchs et al. (1992a) . In the following only some asymptotes of X" (w, u, b) will be given in order to show the qualitative behaviour of the numerical solutions of eqn. (2), which are relevant to the experiments discussed later on.
In the so-called idealized MeT, b = 0 is assumed. A single J3-time scale ~(O', 0) = tt! is obtained: tt! = w; I = toO' -112a. Two cases, (1 > 0 and (1 < 0, have to be considered separately in the dynamical susceptibility x"( w, 0', 0). For (1 > 0 (T < T c ), x" crosses over from the critical law to a regular frequency behaviour. This leads to a knee in the log X" versus log W curve located close to the crossover time Wt!. x"(w) QC 
This leads to a minimum in the susceptibility situated around W,,:
It has to be stressed that the crossover region around w" is rather broad. It is therefore often impossible to fit the asymptotic laws (4) directly to the data. In general, fits require the use of the complete J3-susceptibility X"(w) for frequencies not well separated from, w" (Gotze 1990 ). Within the idealized MCT, i.e. neglecting thermally activated transport, the corrections of the slower et-process to the above results can be expressed as a second scaling law, which holds close to and above Tc (Gotze 1991) 
The normalized et-correlators, F q , obey an integro-differential equation which is determined by Sq(Tc). They are generally well approximated by Kohlrausch functions Fq(x) :=::: exp [ -(x/Xq)llq] with T-independent coefficients Xq and Kohlrausch exponents I3 q < 1 (Fuchs 1994) . The von Schweidler, law Fq -1 QC -(tlr)b for Ilr-+O, is shared by both 13-and et-processes, thereby connecting the two time scales I" and 't
In the extended MeT, where b is finite and positive, the effects of {) first appear for long times or small frequencies as can be expected from eqn. (2). Moreover, beT) introduces a natural scale (10 for (1
In the idealized MeT only 1(11 ~ 1 was required to derive the results of eqns. (4).
For non-zero bt o , formulate (4 b) apply for -1 ~ 0' ~ -(10, which entails the condition w}>w.;= 1I/0(bt O )III+2a. The results (4a) apply for 1}>(1}>(10, which leads to the condition W }> Wg = (w"b/I(1I)112 (Fuchs et al. 1992a ). In the transition region /0'1 < 0'0 close to T c , the critical decay G QC 1 -a crosses over at times of the order of to. causing a steeper susceptibility minimum situated at wc); for A.;;. n/4 the asymptotes are (Fuchs el al. 1992a) X"( w)
lexl < (10:
Thereby the result ofa vanishing minimum frequency Wmin for T"'-"Tc implied by eqn. (4 b 
u~uo: (Li et al. 1992a) were analysed using the susceptibilities obtained from numerical solutions of eqn. (2) (Cummins et al. 1993) . The data and corresponding fits are reproduced in fig. 1 . The data show some inelastic Raman contribution above c. 3 THz. It is caused by the microscopic transient motion which is not included in the above theoretical results. The slow glassy dynamics leads to a characteristic strong enhancement of the spectra above the expected linear low-frequency asymptote of this microscopic excitation. The Markovian result i'(wto ~ 1) cc W is indicated by a dashed line in fig. 1 . The final a-relaxation peak moves out of the spectral range below T= 140°C. It is discussed in Liet al. (1992a) and obeys the scaling law (5) with Kohlrausch exponent (310 = 0·55 up to the highest temperature studied (T = 195°C). fig. 2 . The only other fit parameter his is shown in fig. 2 (b) of Cummins et al. (1993) and will be discussed later in this paper (see inset of fig. 5 ). With changing temperature «(I,oto) move along the path C which corresponds to a linear variation in (I(T) and an Arrhenius variation in o(T)to. Figure 2 demonstrates how the conjecture of Goldstein (1969) is bome out in the scaling law (2). Goldstein reasoned that a change in transport mechanism from liquid-to solid-like should take place if, at some temperature 1'*, the relaxation rates had slowed down some 3-4 decades, compared to the microscopic excitations of the liquid. Below 1'* he expected solid-like, i.e. thermally activated, processes, whereas above 1'* he suggested concepts of liquid dynamics (Goldstein 1969) . In the idealized MCT the 'cage effect' , well known from liquid dynamics (Hansen and McDonald 1986) , is approximately and self-consistently contained and leads to the divergence of time scales such as Wmin 0: (j)(f for 1"\.Tc. fig. 1 are taken. The q(T) values of the fit from fig. 1 (fig. 3 ) are shown as plus (circle) in the inset (symbols coincide at most temperatures); results from the neutron spin-echo analysis (x) and the linear fit q(T) = 0·52(T c -T)/Tc are also included.
Notice that in fig. 2 the scaling lines (&0) QC (1(T) I + 2JJ/7A rise more steeply than the activated rate (j(T) QC exp ( -ElkT) for (1 not too smalL This explains the paradox that the activated rate (j can be neglected at higher temperatures.
The value of the idealized MCT as a zeroth approximation to the data can be judged from fig. 3 . There, in contrast to fig. I , only o(T) = 0 is set for all temperatures. The deviations of the data from this {(j = 0) fit appear at low frequencies for all except the highest temperatures; see Cummins et al. (1993) for a detailed discussion of how to anticipate these (1) > 0) effects in such a fit. The O"(T) values used in the fits of figs. 1 and 3 are shown n the parameter plane in fig. 2 and in the inset of fig. 3 . Only at low temperatures were the «(j = 0) fits improved by shifting 0" slightly. (These fits were already shown as X"«(J)lV (J) in fig. 11 of Cummins et al. (1993) .) The shown 0" values also differ little from the values of the fit shown in Li et al. (1992a) .
The factorization property (1) can be tested directly in CKN using the extended neutron spin-echo data from Mezei (1991) 
. As G(t,(1(T),o(T» is known from i'«(J),(1(T),o(T»,
which was determined in the fits to the depolarized light-scattering data, only the ex-strength .r:, and the critical amplitude hn can be varied in order to compare eqn. (1) to the neutron data. Figure 4 shows the resulting fits with.r:, = 0·80 and hn(T) varying as shown in fig. 2 (b) of Cummins et al. (1993) and discussed later in this paper (see inset of fig. 5 ). The direct connection of light-scattering spectra of neutr~m spin-echo curves predicted by the factorization property (l) is non-trivial. For example, from X"«(J),u(T),(j(T» the time It may be summarized that the MCT picture of the anomalous relaxation in an intermediate frequency window can be fitted to the data for the two experiments described. Generally the fit parameters exhibit temperature (in-)dependence as expected from the asymptotic results (1) and (2). However, the temperature dependence of the critical amplitudes, i.e. h n above T~ 50°C and the drift of his for all temperatures (also seen in depolarized light-scattering experiments in other systems (Li, Du, Sakai and Cummins 1992b , Du et al. 1994 , Steffen, Patkowski, Glaser, Meier and Fischer 1994 , indicates qualitative deviations of the data from the asymptotic results. Possible explanations for these effects are discussed in sections 4 and 5. § 4. THE TEMPERATURE DEPENDENCE OF h n At low temperatures the slower ex-process is well separated from the ~-process in fig. 4 . The application of eqn. (1) with constant h n also implies that ex-corrections are negligible. At higher temperatures, however, the separation shrinks down to .It" = 1 0; for example, for T= 176°C, log 10 (t.,lsec) = -IQ·85 and log 10 (r s -1) = -9·84 (estimating.
from <1>(t = t) = me -I). Therefore the neutron data above T~ 153°C will be reconsidered in order to ascertain whether the ex-corrections to formula (1) can explain the temperature dependence of h n at these larger separations from the critical point. A combined ex-J3-analysis within the idealized MCT has to match the two asymptotic scaling laws (1) and (5) according to (Fuchs, Gotze, Hildebrand and Latz 1992b) (8) where B = 1·85 (Gotze 1990 ). The ex-master function will be approximated by Kohlrausch function Fn(x) = exp ( -(xJXn)r>.) (Fuchs 1994) . Neglecting thermally activated processes, which restricts this analysis to T;;. 160°C, the asymptotic result (8) requires.rn, ho, Xn and f3n to be temperature independent and t abd la to be connected via eqn. (5 b). As.r... = 0·80 and h n = 0·225 were already determined from the fits in fig. 4 for low temperatures T ~ 133°C, only the two parameters Xn = 1·67 and f3n = 0·63 were adjusted in order to produce the fits of fig. 5 . The only temperature-dependent fit parameter, a(T), was taken from the previous analysis where possible. Above the temperature range studied in the light-scattering experiment, a(T) follows via One may conclude that the apparent temperature dependence of h n found in the earlier (J3-relaxation only) analysis (Cummins el al. 1993 ) was due to the neglect of ex-corrections to eqn. (1) if both processes for temperature far above Tc are not well separated. § 5. THE TEMPERATURE DEPENDENCE OF his
It is generally anticipated that the dipole-induced-dipole (DID) mechanism causes the depolarized light scattering observed in the discussed experiment [Li et al. 1992a] . It is well known that the OlD mechanism exhibits a cancellation effect which leads to a strong suppression of the scattering intenSity with increasing density (Thibeau, Gharbi, Le Duff and Sergiescu 1977) . This has also been confirmed by recent molecular dynamics simulations (Watson and Madden 1993. Variyar, Noro and Kivelson 1993) and Monte Carlo calculations (Bykhovskii and Pick 1994) . This cancellation effect is not contained in the often-used Stephen's approximation for the DID light spectrum, IDID(w) = 10"" dlcos (wr)IDlD(I), which results in (Stephen 1969): [>i(t) and V?ID·s = f1 r n?dn kSJ;g(ka), (9) where ex is an effective polarizability, ex = i}e/an, and g(ka) is a cut-off function (normalized to g(O = 1) preventing self-polarization of particle with radius a. In eqn. (9) the total intensity fOlD:; JDID(t = 0) and the critical amplitude his ex: 2Jdk(VPID.S)2 rt.hk are expressed in terms of density correlation functions for different wave-vectors k. As the factorization property (1) is an exact result for the density correiators l [>q(t) within the full MCT equations of motion (Gotze 1991) eqn. (9) implies that eqn. (1) should also hold for the DID light-scattering mechanism. The asymptotic results (1) and (2) then imply that the dominant temperature dependence of the spectra enters via the relevant control parameters (a(T),i5(T)to), where a follows from the eqUilibrium structure factor Sq(T). In particular, the temperature dependence of the DID vertices V?ID should be small compared to the variation in a(T) which requires his = hls(Tc). Temperature insensitivity of his is not expected (Thibeau et al. 1977) and indeed not found in the data analysis of figs. 1 and 3. It will be shown that the indicated problem arises from the oversimplified factorization performed in eqn. (9). It will be argued that this defect can be corrected in principle without ruining any of the previously studied implications of the MCT when applied to the light-scattering data.
It is well known from mode coupling theories for the dynamics of simple liquids that static correlations enter into the vertices of the corresponding mode coupling functional (Gotze 1991) . One may start from the following exact result for the anisotropic DID scattering of a system of spherical particles with point polarizability Cl.y = et.ob;j (Fuchs and Latz 1991) 
where T,iq) is one component of the static DID propagator and R'(t) denotes a projected dynamics decoupled from hydrodynamic slow modes. The Stephens approximation (9) is obtained by simply factorizing the density pair-correlation function in eqn. (10). It leads to a total DID intensity lDID much too large for increasing density (Bykhovskii and Pick 1994) . The static correlations of the DID mechanism are taken into account by a projection of the DID-propagated pair density on to density pairs and a following factorization of the dynamical pair density fluctuation function:
The result (11) now satisfies the condition that its total DID intensity is bounded by the exact result (10). Following the MCT scheme (Gotze 1991) it is assumed that the missing intensity has to be added to (11) at high frequencies. In eqn. (11) the factorization of the density correlators (I) leads to the light-scattering critical amplitude hI.:
which explicitly contains the static correlations of the DID mechanism in the vertex. From the molecular dynamics simulation (Watson and Madden 1993) in principle the a-dependence of hIs can be estimated. If one considers that his is quadratic in the static DID correlation function determining the vertex y~ID, one can argue that the decrease in his seen in different materials (Li et al. 1992a , b, Du et al. 1994 , Steffen et al. 1994 will be contained in (12). Further compu~er simulation studies, however, will be necessary in order to check this expectation quantitatively. Nevertheless, from the above argument it is clear that the predictions of the MCT concerning the dynamics as described by the scaling law (2) can be tested by depolarized light-scattering experiments. The expected temperature dependence of his has, however, to be taken into account in the analysis. § 6. CONCLUSIONS The light-scattering experiments (Cummins et al. 1993 , Du et al. 1994 ) study the dynamics within the intermediate or ~-relaxation window where the universal MeT predictions contained in eqns.
(1) and (2) can be tested most directly. Qualitative and quantitative agreement with the asymptotic scaling law (2) was obtained, except for the finding of a temperature-dependent critical amplitude his. The decrease of hIs with increasing density or decreasing temperature may, however, be expected from the understood fig. 4 . The inset compares the temperature dependence of the critical amplitudes of the light (his) and neutron (h n ) scattering analysis. The circles mark his, the crosses mark h n of the f3-analysis of fig. 4 and the squares mark the constant h n values used in the combined ex-~analysjs of the higher-temperature data.
cancellation effect of the DID mechanism. This effect can easily be incorporated into the MCT expression for the light-scattering intensity (11). The factorization property (I) for the spectrum thus is recovered with his, however. showing the DID cancellation effect (12). This explanation will also carry over to other light-scattering mechanisms showing similar static correlation effects. In Cummins et at. [1993J a temperature dependence of the neutron scattering critical amplitude h n was also reported, albeit a much smaller one than for hIs. It is therefore important to notice that the apparent temperature dependence of the neutron critical amplitude h n was caused by the neglect of (X-corrections. Taking into account (X-corrections yields the perfect fit of fig. 5 with temperature-independent neutron critical amplitude hn. The use of asymptotic scaling Jaws for temperature differences from the critical temperature Te larger than 100°C may be unjustified. The possibility of meaningful quantitative fits. however, indicates that eqns.
(1) and (2) qualitatively describe the dynamics within a rather large temperature region.
