An approach to natural text classification using different types of classification features by Glazkova, A.V.
Information Technology and Nanotechnology – 2017 
Data Science        1824 
An approach to natural text classification using different types of 
classification features 
A.V. Glazkova 
Tyumen State University, 625003, 6 Volodarskogo street, Tyumen, Russia 
Abstract 
The article describes our approach to the task of text addressee detection. We consider four different types of classification features and 
suggest a step-by-step approach to text classification. In conclusion, the paper presents the results of the experiment that have been performe d 
to check the classification accuracy using the proposed approach. 
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1. Introduction 
The problem of text classification is widely studied in the data mining, machine learning, database, and information retrieval 
communities with application in a number of diverse domains (such as document organization, content creation, spam filtering, 
web search, etc.). 
Development of methods of ordering and retrieval of information is one of the key areas of modern computer science. The 
constant increase of information resources requires improved natural language text classification tools. 
One of the pressing issues of text classification is a solution to the problem of determining the characteristics of the addressee. 
The problem was raised by D. Traum [1]. Since this paper only a few publications were devoted to the analysis of features that 
characterize the text in terms of its orientation to different categories of readers (N. Jovanovic [2], R. op den Akker [3], H. op 
den Akker [4]). Mentioned works were related to texts written in English and classification features were also selected for the 
English texts. Using these features for texts written in Slavic language is not correct due to the individual characteristics of the 
syntactic structure of each language. Currently, in most languages there is no single set of features which could be the basis for 
classification. 
2. The object of the study  
In this study, we consider the problem of classification by the example of text assignment to a particular age group of 
recipients. First of all, the ability to classify texts on the basis of age groups of their addressee improves the relevance of the 
results of information retrieval. Also it improves the mechanisms of exclusion undesirable resources from found sample (e.g., 
web-pages designed for the user from another category). The urgency of identifying the age of the recipient is justified by the 
presence of age restrictions on internet content resources in many countries, as well as the development of e-learning systems. 
2.1. Classification feature types 
Characteristics of natural language texts usually can be represented in different scales of measurement [5]. 
We consider the following types of classification features: 
1) Binary ({0,1} e.g., presence / absence of special vocabulary in text). 
2) Nominal (finite set of values e.g., literary form – story, novel; genre).  
3) Ordinal (finite ordered set of values e.g., period of creation, audience education level).  
4) Interval (interval value e.g., number of complex syntactic constructions; the number of sentences). 
Some of binary, nominal and ordinal features cannot influence the text belonging to the category (for example, structure type 
text – prose or poetry). At the same time influencing features of these data types (binary, nominal, ordinal) may have different 
functions: 
1) represent a marker limiting the number of categories for a text; 
2) be a specific marker for the presence of additional clarifying features. 
In particular, the presence of profanity in the text clearly indicates that the text does not address to the youngest readers. On 
the other hand, the binary feature characterizing the presence of illustration in the document requires image type clarifications. 
The text containing charts also probably cannot be related to the youngest audience. 
2.2. Algorithm of text classification 
The existence of markers allows step-by-step classification (fig. 1): 
 Step 1. Evaluation of the influence of binary, nominal and ordinal features. 
 Step 2. Estimation of the presence of feature values that clearly indicate the category of recipients or limit the number 
of categories for the text. 
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 Step 3. If the category of the text did not obtain at the second step, the category is determined on the basis of 
characteristic values, measured on an interval scale (the average length of sentences, the number of polysyllabic words, 
etc.). 
We believe that this step-by-step approach will make the classification of texts represented by the multi-type features clearer 
and easier. 
Fig. 1.  The classification process scheme. 
2.3. Corpus 
In the computational experiments are used the Database “Morphological Standard of the Russian National Corpus” and 
“Database of meta tagging of the Russian National Corpus" (a collection of children's literature)” [6]. The Russian National 
Corpus [7] includes primarily original prose representing standard Russian. Each text in the corpus is subject to meta-tagging 
and morphological tagging. 
The sample size is 532 texts of modern fiction (from the middle of the 20 century) and 510 various texts of children’s 
literature. The sample contains 372 authors. The age group of potential readers of texts - adult or child - is determined on the 
basis of expert evaluation (fig. 2). 
The minimum length of texts included in the sample is 30 words. More than 60% of texts (623 texts) are shorter than 500 
words. The average text length in the sample is 471 words. 
Fig. 2.  The length of the texts in the sample.. 
The investigation deals with two categories – children’s and adult’s, according to the corpus provided for the experiments. 
2.4. Classification features 
We have identified a set of features for the texts. These features became the basis for classification feature selecting. 
The list of marker features is given in Table 1. The columns "Adult’s" and "Children's" contain the ratio of training sample 
texts belonging to the category to the total number of training sample texts that have the given feature value. 
The values stated in the columns "Adult’s" and "Children's" were produced on the basis of the analysis of the training sample. 
These values are caused by the corpus. According to the analysis of the training sample, the value "Fairy tale" (the feature 
“Genre”) is a declarative of belonging to the children’s category. But in practice, the value "Fairy tale" may mark an adult’s text 
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Value Adult’s Children’s 
The presence of profanity Binary + 1 0 
The presence of special 
vocabulary 
Binary + 0.95 0.05 
The presence of special 
characters 
Binary + 0.96 0.04 






Illustration type Nominal Chart 0.98 0.02 
 
The list of interval features is given in Table 2. 
Table 2. The list of interval features 
 
Feature Adult’s Children’s 
Average length of words of text (except stop 
words) 
8.35 6.11 
Average number of words in the sentence 11.41 6.2 
Percentage of polysyllabic words in the text (more 
than three syllables) 
22.95 13.91 
Percentage of special verbal forms in the text 3 2.09 
Average number of grammatical foundations of the 
proposal 
2.47 1.81 
Percentage of the numerals in the text 3.1 2.59 
Percentage of simple sentences with the two main 
members (among all simple sentences) 
64.5 67.3 
Percentage of function words 27.85 23.03 
Percentage of verbs in the text 20.18 21.79 
Percentage of adjectives in the text 11.24 10.83 
3. Methods 
The original text sample was divided into training and control sample n times. Further, we applied to these texts step-by-step 
classification algorithm. Firstly, we estimated values of marker features. Then, we excluded categories which do not include the 
text and made a comparison of the text representing as a set of interval features of the remaining categories. We used two 
classification methods: evaluation of the distance using the Mahalanobis distance and neural network method. 
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Λ –matrix of weighting coefficients; C –covariance matrix; R –vector describing the location of the center of mass of 
categories; М –number of text of the category included in the training sample; L – total number of texts. 
Neural network method implemented using a simple multi-layer perceptron (fig. 3). Using of this network type is caused by 
its ability to solve poorly formalized based on existing examples and identifying patterns in the communication of input and 
output data. 
The network architecture was chosen experimentally. The input layer of the neural network comprises a number of neurons 
equal to the number of classifications, and the output layer contains the number of neurons corresponding to the number of 
categories. The sigmoid was used as an activation function. The error back propagation algorithm is used for network training. 
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Fig. 3. The network scheme. 
Finally, we calculated the average values for all partitions. 
4. Results and Discussion 
The classification result is a percentage of correctly classified records on the control sample. These values are represented in 
Table 3. It is obvious that the presented methods show approximately similar results. 
Table 3. Results 
 
Method Accuracy Standard deviation 
Mahalanobis distance 74,16% 5,88% 
Neural method 72,07% 6,62% 
5. Conclusion 
The article describes a step-by-step approach to text classification and results of computational experiment. 
We believe that the advantages of this approach are as follows: 
1) the normalization of values representing in different feature types to a single range is not required (normalization of interval 
features is necessary); 
2) the time required for system training is reduced; 
3) the degree of influence of feature values at the text belonging to the category is evident. 
The difficulty of the approach is the need for prior search for marker features. 
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