Abstract. Let F be a field with positive odd characteristics p. We prove a variety of new estimates which can be derived from the theorem that the number of incidences between m points and n planes in P G(3, F ), with m, n = O(p 2 ), is
Introduction
Let F be a finite field of positive odd characteristic p. E.g., F = F q , where q is a power of p. In this paper we prove combinatorial-geometric estimates on sum and product sets over F , which are in a certain sense similar to those over the real and complex fields, obtained geometrically via the Szemerédi-Trotter theorem after the work of Elekes, [5] . See also [20] , [15] , [13] . Our new results appear considerably stronger that what has been known so far in the finite field setting, where the main techniques were arithmetic-combinatorial and were among other sources laid down in [4] , [3] , see also [24] as a general reference.
For instance, we establish a new sum-product bound |A ± A| + |A · A| = Ω |A| 1+ 1 5 , for any A ⊂ F such that |A| < p 5 8 . This is a considerable improvement over the previously established best results in [17] , [14] , which were based on purely arithmetic techniques. In spirit, our main result is akin to the well-known sum-product estimate of Elekes, [5] , yielding the exponent 1 + 1 4 for reals. As usual, we use the notation | · | for cardinalities of finite sets. Symbols ≪, ≫, suppress absolute constants in inequalities, as well as respectively do the symbols O and Ω. Besides, X = Θ(Y ) means that X = O(Y ) and X = Ω(Y ). The symbols C and c stand for absolute constants, which may change from line to line. When we turn to sum-products, we use the standard notation A + A = {a 1 + a 2 : a 1 , a 2 ∈ A} for the sumset A + A of A ⊆ F , and similarly for the product set AA, alias A · A. Sometimes we write nA for multiple sumsets, e.g. A + A + A = 3A.
We use in the paper the same letter to denote a set S ⊆ F and its characteristic function S : F → {0, 1}. Write E(A, B) for the additive energy of two sets A, B ⊆ F (see e.g. [24] ), that is E(A, B) = |{a 1 + b 1 = a 2 + b 2 : a 1 , a 2 ∈ A, b 1 , b 2 ∈ B}| . If A = B we simply write E(A) instead of E(A, A). Similarly, E k (A) = |{a 1 − a
Throughout the paper P will denote a set of m points in F 3 or P G(3, F ) and Π a set of n planes. The notations p, q stand, respectively, both for the odd prime characteristics and size of the field F . The same notations p, q are used for points in a point set: whenever the two come near, we have tried to re-state the meaning of p and q to avoid confusion.
Given an arrangement {P, Π} of planes and points in F 3 , the set of incidences is defined as
The main tool in this paper is an incidence theorem, [18] , as follows.
Theorem 1. Let P, Π be sets of points and planes, of cardinalities respectively m and n, in P G(3, F ). Let k m , k n be the maximum number of points or planes, respectively, incident to a single line. Suppose, m ≥ n and n ≤ cp, for some absolute c. Then
The assumption m ≥ n can be reversed in an obvious way, using duality. For applications in this paper, it suffices to slightly weaken the estimate (1), so one does not have to bother as to how m and n compare to one another, as follows:
Remark 2. On the technical level, to prove Theorem 1, it suffices to adapt the algebraic proof of Theorem 2.10 in [7] . This enables one to bypass the polynomial partitioning technique, which relies on the order properties of reals, and hence, at least in its present form, does not apply to the finite field setting. The geometric idea behind Theorem 1 was to consider incidences between points and planes in P G(3, F ) in the space of lines, that is the Klein quadric K ⊂ P G(5, F ), see e.g. [19] for theoretical foundations, for p = 2. A point in P G(3, F ) corresponds in K to a two-plane, a so called α-plane. A plane in P G(3, F ) also corresponds in K to a two-plane, a so called β-plane. Two distinct planes of the same type always intersect in K at a point. Two planes of different types intersect in K if and only if the corresponding point and plane in P G(3, F ) are incident to one other. The corresponding α and β-plane in K then intersect along a line. Thus one can restrict the corresponding incidence problem in K to the transverse intersection G of K with a random subspace P G(4, F ) in P G(5, F ). (The three-dimensional quadric G is known in the line geometry literature as a non-degenerate line complex, see e.g. [19] .) The random subspace P G(4, F ) in P G(5, F ) can be chosen in such a way that G does not contain any of the finite number of points where planes of the same type intersect. This is what makes it possible then to proceed with the proof of Theorem 1 along the lines of Theorem 2.10 in [7] .
Some applications of Theorem 1 were pointed out in [18] , here we aim to extend their scope, combining the estimate (1) with other tools that have been developed in the area. Note that Theorem 1 is formulated in a way so that it applies to all fields with characteristics p, in particular the prime residue field F p . Thus p inevitably appears in the hypotheses of the theorem. For the same reason, in this paper we derive sum-product type estimates valid in all finite fields with characteristics p, and p must appear in these estimates, since one may have F = F p . However, we do not see a principal obstruction, so that under additional assumptions, p = 2 be replaced by q both in Theorem 1 and its applications herein if F = F q or be gone completely, so that the results extend, with some modifications, to function fields with positive characteristic. Coincidentally or not, our sum-product exponent 6 5 in Theorem 5 coincides with the one established in a different way by Bloom and Jones for, e.g., p−adics. In the latter case the implicit constants depend on p. Development of such more specific versions of Theorem 1 and its applications appears to merit a separate investigation.
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Sum-product type estimates
Theorem 1 enables one to count the maximum number of solutions of bilinear equations with six variables in some discrete sets.
Proof. Suppose, |A||B||C| ≤ cp 2 , with c as in Theorem 1. If this condition is not satisfied, pass to subsets A, B, C to ensure it is just satisfied, so that the first and the third term in the claimed estimate are of the same order of magnitude.
Let E be the number of solutions of the equation
Let P, Π be sets of points and planes in F 3 , as follows:
Hence, there are m = |A||B||C| points and m planes. The maximum number of collinear points or planes is M . Applying Theorem 1 yields
By the Cauchy-Schwarz inequality,
The claim of the theorem follows, the characteristics p appearing therein in the case when |A||B||C| ≫ cp 2 .
Corollary 4. Let A ⊆ F . Then, for any a = 0,
Suppose, in addition, that |AA| = K|A|, for some K ≥ 1. Then
Proof. The estimates follow by applying Theorem 3, with B, C = A and A = aA, , A ± AA, AA, AA ± AA, respectively.
Now we can derive a pure sum-product result in F . For the best results in the real and complex number cases, see respectively [23] , [13] .
In particular, for any A with |A| < p 5/8 the following holds
and
Proof. First of all note that for all x ∈ C the following holds (BC * B −1 )(x) ≥ |B|. Here * is the usual multiplicative convolution. Applying the arguments of the proof of Theorem 3 with A = A, B = BC, C = B −1 , we see that the number E of the solutions of the equation
and we have proved (4) . To obtain (5) apply the previous bound with A = B = C = A. Note that the first term in (4) dominates and that the condition |A| < p 5/8 guarantees that, assuming |AA| ≪ |A|
Thus, by the Cauchy-Schwarz inequality, we get
which gives
and we are done. To obtain (6) just use the previous arguments with A = A, B = B −1 C, C = B. This concludes the proof.
Note that for large enough subsets of the finite field F = F q , generally when |A| ≫ √ q, sum-product estimates can be obtained via exponential sums. See, e.g., [6] , [25] (in the latter paper exponential sums are hidden in Lemma 1 therein). In particular, in the context of F = F p , it is known that there exists A, such that
Garaev [6] uses exponential sums to prove the converse for all |A| ≫ p 2 3 , but the approach yields only (8) |A ± A||AA| ≫ |A| 4 p for smaller |A|. In this paper the condition |A| < p 5/8 arises to ensure that Theorem 1 applies. However, this is precisely when, assuming |AA| ≈ |A ± A|, the estimate (7) becomes stronger than (8) .
By iteratively applying Theorem 5, and in particular (7), it is possible to obtain slightly improved estimates for longer sum sets. For example:
and in particular max{|A + A + A|, |AA|} ≫ |A| 16/13 .
Proof. Let us assume that |A + A|, |AA| ≤ |A| 16/13 , as otherwise there is nothing to prove. Therefore,
This means that the inequality (4) can be applied, as well as Cauchy-Schwarz, to deduce that
where M = max{|A + A|, |AA|} ≤ |A + A| + |AA|. It is straightforward to check that the first term on the RHS of (13) is dominant. Indeed, since |A + A| 1/2 ≤ (|A||AA|) 1/2 , we have
and a similar calculation can be made in order to verify that the third term is dominated by the first. It follows that
Finally, since |A| < cp 26/45 ≤ p 3/5 , we can apply (7). This is not quite immediate, since the latter estimate was obtained under the assumption that |A| < p However, (7) But the latter condition was exactly the one to result in (7) in the proof of Theorem 5.
We therefore use (7) to get
Rearranging this inequality gives
as required.
If one continues to iterate this procedure, further small improvements are obtained for longer sum sets. For instance, it follows that if |A| < cp 58/101 then max{|A + A + A + A|, |AA|} ≫ |A| 36/29 .
For longer sum sets, the proofs of such estimates become increasingly long, whilst the gains become increasingly small, and so the details are omitted here.
Remark 7. Comparing the last two estimates in Corollary 4 with, respectively, (7) and (9), one sees that the former two get better and the latter two, in terms of the size of A + A and A + A + A, get worse, when the size of the product set AA increases. Corresponding pairs of estimates meet when |AA| ∼ |A|, i.e. when A is an approximate multiplicative subgroup, in which case, for small enough A, one has |A+A|, |AA+AA| ≫ |A| . If A is a genuine multiplicative subgroup, then these estimates, at least over prime fields, can be improved slightly, see [26] and [8] , by using higher order convolutions and a Stepanov method-based estimate twice, rather than once. The same trick works for applications of Szemerédi-Trotter type bounds for sum-product estimates over the real and complex fields, enabling the improvements in [20] and [15] over the foundational result in [5] . It is not clear whether Theorem 1 provides enough flexibility to allow for a more involved application in a similar vein. Even though this is a technical question, the positive answer would enable one to "break" the threshold, in terms of the method's efficiency, exponent 3 2 for the size of the sumset of an approximate multiplicative subgroup in the positive characteristics case. For genuine multiplicative subgroups in prime fields this was done in [26] ; for approximate ones over R and C -in [15] .
If A is a set of positive reals, an elementary order-based argument shown to us by M. Garaev proves that for some a, b, c ∈ A, |aA + (b − c)A| ≥ |A| 2 . Just take a the maximum element of A, and b, c such that |b − c| is the smallest possible and non-zero. Our next result is a "pinned" estimate in this vein, for the positive characteristics case. Theorem 8. Let A ⊆ F . There exist a 1 , a 2 , a 3 ∈ A, such that
Proof. We provide the proof with all the plus signs; the proof with minus signs is an obvious modification. Without loss of generality, assume 0 ∈ A. Let us also assume that |A| = O(p 3 5 ), for some absolute constant hidden in the O symbol. Otherwise, pass to a subset of A, satisfying the above size restriction.
With some s = (a 1 , a 2 , a 3 ) ∈ P and · denoting the usual dot product, let X s = {s · t : t ∈ P }. Note that trivially |X s | ≥ |A|: in the above definition of X s we can fix two coordinates of t and let the third one vary over A to obtain at least |A| distinct elements of X s .
Let M = max s∈P |X s |, this maximum is achieved from some s = s 0 . Assume M < p, or there is nothing to prove.
Consider the multiset of planes Π, with coordinates (x 1 , x 2 , x 3 ) in F 3 , defined by equations
with (a 1 , a 2 , a 3 , x) = (s, x) ∈ P × X s , and its incidences with the point set P . Note that distinct quadruples (a 1 , a 2 , a 3 , x), equivalent as homogeneous coordinates, determine the same plane π ∈ Π. For π ∈ Π define its weight w(π) as the number of quadruples (a 1 , a 2 , a 3 , x) in the equivalence class defining π. Clearly 1 ≤ w(π) ≤ |A|. For π ∈ Π, let n(π) be the number of points of P lying in the plane π.
be the number of weighted incidences between the set of planes Π and the set of points P . We define and bound the net weight W of Π as follows:
The right-hand side is also the maximum number of distinct planes in Π. Clearly,
To get an upper bound on I w , we order the planes in Π by decreasing n(π). We take a subset Π ′ ⊆ Π of the first n "richest" planes on the list, where n is such that if we change, for every π ∈ Π ′ , its weight w(π) to its maximum possible value |A|, we get n|A| = W . Note that this set Π ′ is not viewed as a multiset. Thus n ≤ |A| 2 M and
We now apply Theorem 1 to estimate |I(P, Π ′ )|. Note that since |X s | ≥ |A|, we have |Π ′ | ≥ |P |, so in the applicability criterion of Theorem 1 in terms of the characteristic p, we swap m and n. Besides, the maximum number of collinear points in |P | is at most |A|, the maximum number of collinear planes in Π ′ (this includes parallel ones) is M . Thus, either M Assuming the latter alternative, it follows that M ≫ |A| 
Sets A(A + A) and (A + A)(A + A).
In the main result of the section we obtain a lower bound for the cardinalities of the sets A(A + A) and (A + A)(A + A). The proofs are based on the fact that we can variate over B in formula (4) of Theorem 5 and that the common additive energy E(A, A ± A) is known to be large, see [20] .
In particular, for any set A ⊆ F , |A| < p 3/5 , we obtain
Further for any A, B, C, D ⊆ F with |B + D||C||(A + C)(B + D)| ≪ p 2 the following holds
In particular, for any set A ⊆ F , |A + εA| 4/3 |A| 2 ≪ p 2 , we get
where ε = {−1, 1}.
Proof. Let us calculate the common additive energy E(A + C, C) in two ways. On the one hand by Katz-Koester trick (see [10] ), we have for any s ∈ C − C that
and hence
On the other hand, applying Theorem 5 with A = C, B = B, and C = A + C, we get
Combining bounds (20) , (21), we obtain formula (16) . To get (17) just note that if we put in formula (16) The same observation gives us new connections between different energies of a set. We write E × k (A) to underline that we are considering the corresponding multiplicative energy. For simplicity we have dealt with the symmetric case only.
Theorem 10. Let A ⊆ F be a set, |A| 2 |AA| ≪ p 2 . Then for all k ≥ 1, we have
, and 
Taking 2k power of the last inequality, using s |A , and using the Cauchy-Schwarz inequality, we get
By the Katz-Koester trick we have A × s , so that rearranging (25) and raising everything to the power of 2k yields
Finally, sum both sides of this inequality over all s and apply Cauchy-Schwarz so that
and a rearrangement of this gives (23) .
The next corollary shows that in the critical sum-product case the quantity E × 2 (AA) is large.
Hence, either Theorem 5 can be improved or
Using methods from [22] one can prove that either a "trivial" lower bound E(A, A ± A) ≥ |A| 3 can be improved by M = |A| ε1 , where ε 1 > 0 is a small number and, hence, estimate (17) can be improved by |A| ε2 with another ε 2 > 0 or our set A has a rather rigid structure. We finish the section by giving a sketch of the proof under an additional assumption that
then by the connection between E 3/2 (A) and E 3 (A) (see e.g. [22] , Lemma 14), we have
Thus, using our assumption, we get E 3 (A) ≥ E(A)|A|/M . It means by Proposition 20 of paper [22] that A ≈ M,K ε H ∔ Λ, where K = |A| 3 /E(A), and ε > 0 is an arbitrary given number. In other words, there are two sets H and Λ such that
Thus the structure of A is very rigid.
Applications to multiplicative subgroups
In the section we derive some consequences of Theorems 3, 8 to multiplicative subgroups. They constitute a classical object of Number Theory, extensively studied over the past decades, see e.g. [11] .
Let us start with Theorem 3, which implies a result on the additive energy of multiplicative subgroups in F . Bound (28) of the proposition below was proved in [21] in the case of the prime field. The advantage of our more general result is the avoidance of using Stepanov's method, [9] (Even though the proof of Theorem 1 does use the polynomial method). We write F * for F \ {0}.
Proposition 12. Let Γ ⊆ F * be a multiplicative subgroup, A be any subset of F , and Q be an arbitrary Γ-invariant set such that |A||Γ||Q| ≤ p 2 . Put M = max{|A|, |Γ|, |Q|}. Then
In particular, if
Proof. We have |A||Γ||Q| ≤ p 2 . In the notation of Theorem 3 the number E of the solutions of the equation
where a, a ′ ∈ A, b, b ′ ∈ Γ, c, c ′ ∈ Q is bounded by m 3/2 + mM . But Q is Γ-invariant set and thus bQ = Q for any b ∈ Γ. It follows that
After some calculations, we obtain (27).
To get (28) apply the previous bound with A = Γ and note that M = |Q|. Thus, the result follows in the case |Q| ≪ |Γ| 2 . But in the opposite case estimate (28) takes place automatically in view of a trivial bound E(Γ, Q) ≤ |Γ| 2 |Q|. This completes the proof.
Note that one can derive Proposition 12 from Theorem 5. Using Theorem 5, we obtain a new bound for double exponential sum over powers of a primitive root. Another results in the direction can be found in [3] , [11] .
Theorem 13. Let p be a prime number, g be a primitive root, and H be an integer, H < p 2/3 . Then for any a ∈ F * p one has
. Clearly, |BC| ≤ 2|B|. Applying Theorem 5, we obtain E(A) ≪ H 5/2 . On the other hand, our double sum (29) can be estimated as see e.g. [11] . Substituting the estimate into the last bound, we obtain the required result.
Bound (29) is nontrivial in the range p 1/3 ≪ H < p 2/3 . The arguments as in [12] gives us Corollary 14. Let p be a prime number, g be a primitive root, and N be a positive integer, N < p 2/3 . Then for any a ∈ F * p one has Thus, by induction, we obtain the first inequality of (30).
To obtain the second estimate just use the previous arguments, Theorem 5 and the Hölder's inequality This completes the proof.
It easy to check that our estimate (30) is better than Theorem 1 from [12] . Another direct consequence of Theorem 5 is the following result.
Corollary 15. Let p be a prime number, g be a primitive root, and N be a positive integer, N < p 2/3 . Then for any a ∈ F * p one has Corollary 15 is better than Theorem 1.4 of paper [2] . Using the corollary and combining it with the arguments of [12] one can improve the main result of the article on the maximal size H(N ) of a hole in the sequence {ag n } N n=1 . Let us consider just one particular example, which Konyagin and Shparlinski have deal with in [12] . They put N = ⌈p 1/2 ⌉ and prove that H(⌈p 1/2 ⌉) ≤ p 
