This short note is about the singular value distribution of Gaussian random matrices (i.e. Gaussian Ensemble or GE) of size N. We present a new approach for deriving the p.d.f. of the singular values directly from the singular value decomposition (SVD) form, which also takes advantage of the rotational invariance of GE and the Lie algebra of the orthogonal group. Our method is direct and more general than the conventional approach that relies on the Wishart Ensemble and the combination of QR and Cholesky decomposition. Directly based on this p.d.f., and its interpretation by statistical mechanics, we give the physics proof that in the thermodynamic limit (N → ∞), the singular value distribution satisfies the quadrant law, similar to the celebrated semi-circle law established by Wigner more than 40 years ago for the spectral distribution of Gaussian Orthogonal (or Unitary) Ensembles. This quadrant law was also proved earlier and mathematically more rigorously by some authors based on probabilistic estimations and the moment method, but not directly from the p.d.f. formula.
Introduction
Scientists in several different fields all study the subject of random matrices. Therefore, it is worthwhile to point out in the very beginning that the standpoint of this note is numerical linear algebra.
Random matrix theory is currently an attractive area because of its rich content of physics, statistics, and mathematics. Its motivations and applications can be found in several important areas: condensed matter physics, statistical mechanics and chaotic systems [14, 26, 27] , multivariate statistics [8, 10, 13, 15, 19, 28] , the Riemann hypothesis [16, 17] , 2D potential theory and orthogonal polynomials [1, 2, 18] , and numerical linear algebra [3] [4] [5] [6] 23] . From the physics point of view, the dominance of spectral analysis for random matrices is mostly due to the significant physics meaning of eigenvalues, i.e. the correspondence between eigenvalues and nuclear energy levels, and between eigenvalues and Coulomb particles [14, 18] .
To numerical analysts, on the other hand, eigenvalue study is often restricted to the symmetric or Hermitian systems of linear algebraic equations (which can be further traced back to symmetric or Hermitian differential systems in the continuous world such as the Sturm-Liouville problems, the Laplacian operator, and Schröding-er equations. See [9, 21] , for examples). For general systems of linear equations or the currently highly active effort in digital databank analysis (like eigen-face analysis from human face databank and Internet text search engines), singular values become more crucial. It is also a household advice among numerical analysts that on facing a new general linear system, the first right question to ask is "What is the condition number κ?" The condition number essentially charactizes the relative dynamic range of the singular value spectrum since (in the Euclidean world)
where σ max and σ min are the two ends. It was mostly such awareness of the importance of singular values in analyzing linear systems (also see [3, 20] ) that had motivated the remarkable thesis of the contemporary numerical analyst Edelman [5] .
To the best of knowledge of the author, about 10 years later, this thesis still remains the only work in the theory of Gaussian random matrices that has been solely and deeply devoted to the understanding of numerical linear algebra. In the same spirit, the current paper tries to improve or complement some aspects of Edelman [5] in the study of singular values of random matrices. Perhaps spoiled by the spectral analysis in the random matrix theory, most of the existing works (including Edelman's thesis) transformed singular value analysis to eigenvalue analysis through the Wishart Ensemble W (N) (and more generally, W (N, M) from Gaussian Ensemble G(N, M), see [5, 15] ), namely the ensemble of N-by-N random positive matrices M = AA T , with A ∈ G(N) = G (N, N) . The major advantage of such an approach is that one can immediately benefit from many works on Wishart Ensembles (see [8, 10, 13, 12, 15, 19] , for examples) in the literature of multivariate statistics. The pities are, if singular values (σ k 's) could indeed speak out for themselves, the merciless defiance of their independent "civil rights" in the kingdom of linear algebra and linear transforms. In the singular value decomposition (SVD),
all the three ingredients-the left singular vectors u k , their conjugate vectors v k , and the singular values σ k -have their own intrinsic meaning in the geometric picture of linear transforms in Euclidean spaces (see for example, [22, 23] ). The popular transition from a singular value problem to an eigenvalue problem (as in most numerical algorithms) only explains the deficiency of human beings, not the singular values or vectors.
To taste the pity, let us first check out two examples, through which we intend to argue that the singular value variable σ of A is more natural and pleasing to work with than its square λ = σ 2 , or the eigenvalue of AA T . The first example is the eigenvalue density for Wishart Ensemble [5, 15] :
where Z N is a normalization constant or the partition function in the context of statistical mechanics. Throughout this paper, we shall not elaborate on the exact forms of the Z's, since they can be found in the standard literature [5, 14, 15] , for examples. The first exponential term and the third term of differences are familiar objects in the well-studied Gaussian Orthogonal Ensembles (GOE). Is there any significant statistical meaning of the term with a −1/2 power? The answer is no. Its existence is purely caused by the squares: 
This "ugly" formula, though representing a critical asymptotic result for numerical linear algebra, looks much simpler and more pleasing under the singular value variable:
whereσ min is the (weak) limit of the normalized smallest singular value √ Nσ min . Though simplicity and convenience are often quite psychological, these two examples do at least show that looking at singular values directly is not a bad idea.
Therefore, in this paper, our first main result is to derive the distribution density equation (1) without turning to eigenvalues or Wishart Ensembles (Theorem 1 in Section 2). This approach starts right from the SVD form, and is made simpler by utilizing the geometric and algebraic properties of GE and the orthogonal groups. In our opinion, it is more intrinsic than the approach in Edelman's thesis [5, Chapter 3] and those in multivariate statistics [15] . The latter were based on the combination of LQ factorization and Cholesky factorization L T L, and Wishart Ensembles, which we shall agree from our proof are extra and unnecessary structures for studying singular values. 1 Based on Theorem 1, in Section 3, we establish via the statistical mechanics approach the second result about the thermodynamic limit (as N → ∞) of the singular value distributions (Theorem 2, Section 3). This is very similar to Wigner's celebrated semi-circle law for eigenvalues of GOE, and we call it the quadrant law since singular values are non-negative. Simple and heuristic applications are outlined at the end of the section. We shall also mention briefly in the beginning of the section some earlier and more precise mathematical proofs by other authors. These were proofs mostly based on the probabilistic estimations of certain numerical transforms of the random matrices, and/or the moment method. They did not benefit from the p.d.f. information of the singular values.
The distribution of singular values of G(N )
We shall mainly consider N-by-N real square random matrices. All the argument can be modified easily for more general non-square and/or complex ensembles, and such modifications will be briefly mentioned.
The Gaussian Ensemble G(N)
Let gl(N ) denote the general linear algebra of all N-by-N real matrices. An element or an individual matrix in gl(N ) is denoted by M = (a ij ). Equip gl(N ) with the Euclidean structure of Frobenius:
Let d v M denote the infinitesimal volume element of the Lebesgue measure of (gl(N), ·, · ). We thereby reserve the notation dM for the ordinary differential 1-form. Then the Gaussian Ensemble (GE) G(N) is a randomization of gl(N ) under the probability measure
The constant β denotes the inverse variance in statistics, and the inverse temperature 1/kT in statistical physics (k is the Boltzmann constant).
It can be shown by the similar argument for GOE as in Mehta's classical book [14] that Gaussian Ensemble is the unique measure µ(d v M) on gl(N ) that meets the following two requirements:
(ii) Independence of entries. For any 1 i, j N, define the (ij )-entry random vari-
(Note: This assertion is not true for GOE. As Mehta [14] showed, requirements (i) and (ii) still allow another degree of freedom for the measure µ-the mass center, though it must be a scalar matrix.)
From the independence condition, we immediately see from (3) that X ij must be a normal random variable N(0, 1/β). In fact, in numerical linear algebra, the GE is always generated elementwise.
Distribution of singular values of G(N)
As promised in the beginning, the main goal of this section is to derive the p.d.f of the singular values directly from SVD.
Theorem 1 (p.d.f of singular values for GE). The probability density function for the singular values of G(N) is
where
. . , σ N ) is the singular value vector (unnecessarily in the conventional descending order). (The partition function Z N normalizes the integral on
Proof. Any given N-by-N matrix M 0 allows an SVD:
where U 0 and V 0 are orthogonal matrices and
N ). The singular values are almost surely distinct in the Lebesgue measure. Therefore, a neighborhood of M 0 in gl(N ) allows the unique SVD coordinate system:
such that we have N explicit singular value coordinates from S = diag(σ 1 , . . . , σ N ), and a pair of A total differentiation of (6) gives
and at
Define E ij = e i ⊗ e j = e i e T j with e i = (0, . . . , 0,
Since
we thus obtain the formula for the volume element d v M:
These are exterior products, and the correction sign ± is because Lebesgue measure d v M does not distinguish orientations. Noticing that for any i / = j ,
we have
j>i da ij is the volume element of A(N ) (as a submanifold of gl(N )). Since the exponential mapping is an isomorphism, we have
Here d v U and d v V are understood as the intrinsic volume element of the orthogonal group.
From the SVD (u k , v k ) is unique up to a reflection. This introduces a multiplicity factor 2 N as we integrate. Thus, from the GE distribution formula (3), we conclude that at a given σ = (σ 1 , . . . , σ N ) ,
where the new partition function Z N is given by
The volume formula for the orthogonal group or more general Stiefel manifolds can be found in [5, 14, 15] . This completes the proof.
The approach we have taken here is very general. It contains more geometric and algebraic structures compared with the conventional more analytic one based on Jacobian evaluation [5, 14, 15] . 2 Moreover, our approach allows one to "zoom" into the Jacobian and see clearly the algebraic meaning of the mysterious factors |λ j − λ i | k that frequently appear in the theory of random matrices. Here come our more detailed comments along this line.
Remark 1 (Spectral distribution for GOE).
Our approach also applies to Gaussian Orthogonal Ensembles. M is symmetric and thus S is replaced by its eigenvalue matrix diag(λ 1 , . . . , λ N ) and V = U is the eigenvector matrix. Therefore, in Eq. (8), a ij = b ij , and
Since (E kk , E ij + E ji | k; j > i) is an orthogonal basis in GOE, we have
2 It is interesting to point out that all matrix factorizations familiar to numerical analysts have nice Jacobians [5, 7, 15] -"a stroke of luck?" in Trefethen's language [23] .
This easily gives the spectral distribution density of GOE.
Furthermore, each difference factor λ j − λ i also sees its clear algebraic meaning from our approach. By Eq. (7) and (8), if we define ij = E ij − E ji ∈ A(N ) for each pair i < j, then the "finite difference" λ j − λ i of the spectra exactly comes from the Lie bracket (which is an algebraic generalization of taking differentiation!):
Remark 2 (Real and complex ensembles: an algebraic approach).
Our approach also provides a unified viewpoint on real ensembles and complex ensembles (and even quaternion ensembles). It is well known that the only difference in the spectral density functions between GOE and GUE is the factor of 2: in GUE, each spectral difference is squared-(λ j − λ i ) 2 . The above approach offers a very general algebraic explanation. For GUE, a complete orthogonal basis for the anti-Hermitian algebra consists of the elements ij as defined above, as well as
Thus we have another bracket besides (11):
Since (E ij +E ij ) and √ −1 ij are orthogonal vectors, the product of Eqs. (11) and (12) gives the squared factor. The same discussion applies to quaternion ensembles. G(N, n) ). Our approach applies easily to any non-square Gaussian ensembles G(N, n) with, say, N > n. Then in Eq. (5), U 0 , S 0 , and V 0 have sizes N × n, n × n, and n × n. Complete U 0 to a square orthogonal matrixÛ 0 . Then the rotational invariance allows us to consider only the much simpler case of U 0 = (I n , 0) T and V 0 = I n . Near such U 0 and V 0 , we have explicit coordinates: A ∈ A(n) and W of N − n by n for U, and B ∈ A(n) for V (of course valid only in a small neighborhood), such that U = (e −A , W) T and V = e −B . Now Eq. (7) becomes
Remark 3 (Non-square Gaussian Ensemble
(Note: W is a "free" variable (to the first order) near W 0 = 0 N−n,n .) The only new interaction comes from S and dW, which, after taking exterior products, contributes a factor of (σ 1 σ 2 · · · σ n ) N−n to the volume element d v W , since each σ k is multiplied to a column of dW of length N − n. The remaining analysis is the same as in the proof. Readers can find that our approach clearly explains the meaning of the different factors in the p.d.f, first obtained by Fisher et al. in three different papers in 1939 (see [5, 15] ).
The quadrant law of the thermodynamic limit
In this section, we give the physics proof of the quadrant law for the thermodynamic limit of the singular value distributions. We shall follow the standard statistical mechanics approach for GOE and GUE [14] . We called it "the physics proof" upon the consideration of two factors: (1) first it is a proof since the correspondence between the distribution of the singular values and Coulomb or quasi-Coulomb gases is exact, and there is no approximation; (2) but it is a "physics" proof, since the statistical mechanics approach only predicts the equilibrium state of the thermodynamic limit of the many-body problem, and it does not offer the accurate information regarding how such state is achieved, or mathematically speaking, in the sense of weak convergence, in measure, or almost surely? The very recent mathematical paper of Kiessling and Spohn [11] is devoted to this problem.
There might exist earlier works, but from what the author has learned, the first paper that gave the rigorous mathematical proof of the quadrant law appeared in Wegmann [25] , in which the author studied more general random matrices from the non-commutative algebra C[A, A * ], where A is a random complex matrix. The major tool is the moment method. Another interesting paper that explicitly mentioned the "quarter-circle law" was by Trotter [24] , a concise summary of which can also be found in Edelman's lecture note [7] . The main techniques of [24] include numerical transforms, direct probabilistic estimations, and the Jacobi tri-diagonal matrix associated with the three-term recursive relation of Hermitian orthogonal polynomials. None of these works has utilized the p.d.f. information in Theorem 1, however. The author would be glad to receive any other information concerning the literature of the quadrant law.
γ -Coulomb gases
We have observed the major difference between the spectral distribution of Gaussian Orthogonal Ensembles and the singular value distribution of Gaussian Ensembles. From the statistical mechanics point of view, this is the difference between Coulomb and non-Coulomb gases. But the non-Coulomb gas corresponding to the singular values is not too far away from the Coulomb gas as we shall now explain.
For any γ 1, define a "γ -Coulomb gas" by the Hamiltonian
where V (x) is an external potential field acting on singletons. The admissible domain (for the gas particles) is σ k 0, k = 1, . . . , N. (This seemingly artificial constraint can be better explained by the energy barrier at the origin for all even integers γ .)
If γ = 1, this represents the classical Coulomb gas (in an external field). The spectral analysis of GOE and GUE falls into this category. An extensive study on such a gas is also motivated from the approximation theory and can be found in the excellent monograph by Saff and Totik [18] . In the case of singular values of GE, we have
and in terms of the Hamiltonian, the p.d.f becomes
We now follow the standard practice to compute the thermodynamic limit. In the limit, suppose the ratio of the total number of particles on
Then the total energy φ| 1 2 H γ (x, y)|φ (using the standard quantum mechanics notation) should be minimized. In other words, φ(x) solves the following constraint quadrature:
Notice that this is NOT the familiar Rayleigh quotient problem and thus not an eigenvalue problem. In fact, the stationary equation for (14) is
where C is the Lagrange multiplier. Taking differentiation leads to the
Set F (x) = V (x)-the negative external force, physically speaking. Then
The beautiful property of the last equation is its scaling law. Definê
Then it simplifies to
Notice that the scaling transform (15) preserves the total integral of φ. This conforms to the constraint that φ(x) is a probability density function. Eq. (16) is just like the equilibrium equation for Coulomb gases (only that here the domain is half of the real line)! As Mehta [14] pointed out, we only require the last equation to be valid on the support of the distributionφ(x) (due to the non-negativity of a density).
The quadrant law for singular values
Let us apply the above result to the singular value distribution of Gaussian Ensembles with inverse temperature β. The equilibrium distribution depends on β, and thus is denoted by φ β . We have γ = 2 and F (x) = V (x) = βx and
Thus we only need solve
A further change of variables x → x/β leads to
withφ
The last equation clearly shows the re-scaling role of the inverse temperature β! The Cauchy integral equation (17) now is quite standard. In approximation theory, Eq. (18) corresponds to the Laguerre weights w(x) = e −x/2 on [0, ∞) [18] . Therefore according to [18 
which is a beta distribution B(3/2, 1/2) if linearly scaled to the unit interval [0, 1]. The combination of the two scaling transforms (15) and (17) eventually gives
for x ∈ (0, 2). Thus as in the classical spectral analysis for GOE, we have proved the quadrant law for singular value distribution of GE in the thermodynamic limit. 
For general β, the distribution is φ β (σ) = βφ 1 
Before ending this paper, we would like to make some profits from the quadrant law. As in the case of GOE or GUE, the thermodynamic limit can offer very important results without complicated algebra, though very often, the rigorous proofs are surprisingly tedious. Physicists usually employ the thermodynamic limit to guess or heuristically obtain many important results, whose rigorous proofs might be missing. Here are some examples.
(a) Given β, almost surely for any sequence of Gaussian matrices
This result is easy to guess from the quadrant law, but its rigorous proof (including non-Gaussian ensembles) is highly non-trivial and now has become a classical result in the random matrix theory owing to Geman [8] . (c) Finally comes a more interesting result that gives the leading order information of one of Edelman's major contributions [5] in his thesis-the thermodynamic limit of the p.d.f of σ min , whose exact form has been re-formulated in Eq. (2) in Section 1. Again our argument is heuristically based on the quadrant law. In the thermodynamic limit N → ∞, the singular value sequence of a sample matrix from the Gaussian Ensemble can be seen as independent samples from the quadrant law. Assume β = 2 to make computation clear. The last two equalities are understood in the sense of the leading order and the limit as N → ∞. Compared to Edelman's exact formula (2) , this heuristic argument does catch the right scaling for the smallest singular value σ min = O(1/ √ N), which is far from being obvious according to the joint p.d.f, and the leading order e −O( ) of the density function, though the heuristic coefficient 4/ = 1.2732 . . . is not right (the correct coefficient is 1 according to (2) ). In numerical linear algebra, however, the estimation is already quite useful since is always small and its order is the most important.
