Even as remote sensing technology has advanced in leaps and bounds over the past decade, the remote sensing community lacks interfaces and interaction models that facilitate effective human operation of our sensor platforms. Interfaces that make great sense to electrical engineers and flight test crews can be anxiety-inducing to operational users who lack professional experience in the design and testing of sophisticated remote sensing platforms. In this paper, we reflect on an 18-month collaboration which our Sandia National Laboratory research team partnered with an industry software team to identify and fix critical issues in a widely-used sensor interface. Drawing on basic principles from cognitive and perceptual psychology and interaction design, we provide simple, easily learned guidance for minimizing common barriers to system learnability, memorability, and user engagement.
INTRODUCTION
The past two decades have witnessed explosive growth in the number, capability, and capacity of remote sensing systems across a wide range of application areas, from climate sciences to military operations. In the United States' military and intelligence community, the proliferation of sensor technologies has created multiple bottlenecks in the tasking, collection, and analysis workflows through which intelligence knowledge is generated and disseminated. In 2012, Air Force General David Deptula described a military Intelligence, Surveillance and Reconnaissance (ISR) that was "swimming in sensors and drowning in data." [1] Concern about the data deluge has inspired investments in new technologies for managing the government's numerous, diverse and distributed remote sensing systems. For example, one of the authoring institutions is Sandia National Laboratories, which employs hundreds of researchers working on new systems for managing, exploiting, integrating, and disseminating sensor data and products across the stakeholder community. The flood of remote sensing data has enabled data scientists at Sandia to develop new approaches to geospatial-temporal pattern analysis, using algorithms and software workflows that support the integration of previously disparate datasets.
However, geospatial data analytics is only one part of the larger "swimming-drowning" challenge that military and civilian sensor stakeholders are dealing with. Even as we are developing new ways of exploiting our rich geospatial data resources, we are failing to attend to the human-technology interaction needs at the source of the deluge. We are referring specifically here to the command and control workstations where military and civilian sensor operators receive, interpret, and manage requests (or "taskings") for remote sensing data products. The exquisiteness of our remote sensing technologies is all-too-frequently belied by the graceless operational software we provide to sensor operators, whose precious attentional resources should be allocated to managing collection workflows -not trying to interpret the ambiguities of an under-designed interface.
Overview
In previous work, we have argued that radiometric sensor technologies, such as SAR, would be more usable, useful and adoptable if we paid serious attention to implementing operational interfaces that genuinely support human perceptual, cognitive, and communicative needs. [2] This paper builds on those positions by describing an ongoing effort in which the authors are diagnosing and fixing problems undermining the usability of a sensor command and control interface. The authors include professionals in sensor systems engineering, software engineering, psychology and human-computer interaction, employed by Sandia National Laboratories in Albuquerque, New Mexico and a commercial partner that we refer to here as the System Development Corporation (SDC).
In the following pages, we briefly describe how this cooperative partnership is focusing on human-system integration challenges in the context of sensor operational interfaces. We set out some basic concepts that inform our thinking about designing systems for operational users; then provide an example of how we applied those concepts to diagnose issues in an existing operational interface. We discuss our approach to revising the existing systems to provide operational users with a streamlined command and control system that provides consistent, predictable, and easy-to-recognize access to key functions. We describe an evaluation study we performed to assess whether the revised version of the interface enabled non-domain experts to perform the functions, even after spending a week away from the system. We close with some recommendations for applying basic usability principles to the design and implementation of command and control interfaces, regardless of the sensor platform in question.
PARTNERING TO IMPROVE THE OPERATOR EXPERIENCE
Since the late 1990s, researchers at Sandia National Laboratories have been partnering with colleagues at SDC to develop key principles and advance the performance of a small, lightweight, real-time remote sensing system [3] . That partnership has focused primarily on the development of sensor hardware and software. However, in 2015, the SDCSandia collaborative portfolio expanded to include work on designing and evaluating human-machine interfaces, with a focus on improving the usability, utility and usefulness of the command and control software provided to deployed sensor operators.
What drove the expansion of the SDC-Sandia portfolio was the shared recognition, across both institutions, that a remote sensing system's perceived utility depends significantly whether or not a human operator can figure things out, so that she can successfully perform key collection tasks in a ground station environment. [4] A well-designed interface should enable a properly trained operator to task and control the sensor with minimal stress and error, so that she can focus her attention on collecting data. Unfortunately, in the world of remote sensing, few operational interfaces are so accommodating. Having spent time in multiple ground station environments, we can confidently assert that hard-to-use interfaces are ubiquitous in the sensor workplace, regardless of mission, modality or platform. Rarely is an operational interface as exquisite as the sensor it controls.
The authors are part of a team that is working to address exactly that problem. The project described herein was inspired by a series of field evaluation tests that SDC organized to collect data on the operational usability of an existing sensor interface, which this paper will refer to as "Interface A." During these sessions, a team of highly experienced sensor operators expressed frustration with the complexity of Interface A. For example, they identified problems with the representation and encoding of task sequences in Interface A, which were so complicated that even the most field experienced sensor operators had trouble executing the steps in proper order.
Sandia has developed a social-behavioral science capability in human-system interaction research, focused on the development of technologies for the collection, exploitation and analysis of data from a wide range of remote sensing systems. SDC leadership asked Sandia to work in partnership with their software engineering team, to help diagnose and remediate the issues contributing to user frustration with Interface A. The collaboration's goal was to demonstrate enhanced usability by providing the operational community with a simplified, easy-to-learn implementation of a subset of Interface A capabilities, so that even novice operators would be able to perform this subset of collection tasks with minimal frustration, confusion, and error. To achieve this goal, we applied a set of well-established design principles and usability heuristics to Interface A, to quickly diagnose barriers to system usability. We used the same heuristics to inform the design, refinement, and final implementation of a streamlined version of Interface A, which we refer to (unimaginatively) as "Interface B." This paper is a short case study that describes the process of diagnosis, design, and evaluation. However, before we go further, it is probably worth spending a few paragraphs discuss the question, "What makes an interface effective for its intended users?"
USABILITY AND BARRIERS TO ITS ACHIEVEMENT
Interfaces have evolved tremendously over the past fifty years, from keyboard-controlled command line programming, to the window-icon-menu-pointer (WIMP) computers, to touchscreen displays on handheld devices. Along the way, researchers in human factors, industrial engineering, psychology, anthropology, and human-computer interaction have developed theoretically stable, empirically validated guidance for designing and evaluating systems in terms of their accessibility for a human operator. Fortunately for the sensor community, much of this guidance is technology agnostic and can be usefully applied in most domains, even the workstations used to operate the most sophisticated remote sensing systems.
From the Interface to the Interaction
Human-computer interaction, or HCI, is the field most commonly associated with "what works" for interfaces. If you visit your favorite e-commerce site and do a search for books on "human-computer interaction," you will be provided with hundreds of sources that describe the art, science, and practice of designing systems for human users (and those are just the books; more material is available online in thousands of websites, online courses, and journal articles). A significant portion of these references are oriented to consumer products, such as common desktop applications, enterprise software, or interfaces for web-based applications. As such, they might not seem particularly relevant for remote sensing command and control interfaces.
Ultimately, however, all interfaces perform the same basic function: they mediate the exchanges between a human user (operator) and a machine. [5] A good interface draws you into an exchange with the machine: you direct the machine to perform some operation; in turn, the interface indicates the changes that result. A well-designed interface enables you to maintain your attention on using the machine to achieve whatever task you are performing, so that you can be caught in the flow of work -not in figuring out what that blinking icon is trying to tell you, or looking for a particular operation in a hierarchy of menus. This is why software designers speak of their systems in terms of the user experience, rather than an interface (although interfaces are of course critically important). As McKay points out, we do not simply put a computer to use, the way we might a vegetable peeler or a hammer; instead, we communicate with computers and they communicate with us. [6] Our interactions between ourselves and our machines determine how we experience those machines, and how they enable us to act effectively in the world. That experience can be engaging or frustrating, depending on how well the system implements the elements, concepts, and structures that facilitate the communicative events.
In our own work, we frequently discuss the importance of information architecture and the interaction model, rather than focusing on interfaces per se. [7, 8] The information architecture sets out a consistent structure for organizing the system's operational functions, concepts, and elements; while the interaction model describes how the user will converse with those functions. [7] Together, these two concepts encourage developers to think beyond getting specific functions coded, so that the user experiences a consistent, reliable, predictable pattern of interact with the system. Focusing on structure and interaction encourages developers to consider operator actually using a keyboard, mouse, trackball, voice command, or other input technology to activate elements in the interface, in the context of a creative, responsive, emergent interchange with the underlying functionality. For simplicity's sake, however, we use the term "interface" to refer to user experience, information architecture, and interaction models in this paper.
Why Exquisite Sensors Lack Usable Interfaces
Most sensor design, development, and engineering teams very much want their systems to be useful in solving realworld problems. [4] They recognize that operators need reliable, high-performance command and control software maximize the data collection capabilities of their sensors. However, most remote sensing operational interfaces are difficult to learn, remember, and put into use -particularly in high-throughput work contexts. A number of historical, organizational and disciplinary factors have contributed to this problem.
First, software usability is a relatively young research and development domain, emerging from the intersection of computer science and psychology in the late 1970s and early 1980s. [9] These days, usability is a recognized professional skill set in the commercial sector, where a company's success is driven by consumer enthusiasm for its products. When the consumer and the end-user are the same person, usability becomes an extremely important factor in the design and engineering process. In contrast, sensor engineering teams tend to be located in military-industrialacademic institutions whose programs are funded through public and private sector contracts that are negotiated by acquisitions organizations. The problem of integrating a new sensor into the demanding workflow of the ISR operator rarely gets the same level of attention as the integration of (for example) a new focal plane array. [10] Second, sensor R&D teams are comprised electrical and mechanical engineers, mathematicians, computer scientists, and software engineers who may not recognize end-user needs as a problem. This is not because they do not care, but because their training and experience emphasize physics, math, materials, and computing -not perceptual or cognitive psychology or interaction design. As a result, the vast majority of operational sensor interfaces we have encountered are technology-centric, rather than user-centric. [11, 12] Technology-centric interfaces are the product of the engineering environment in which the system was developed. Written to support engineering operations, technology-centric interfaces tend to provide granular access to system operations and components (for specific examples, see the Klein and McNamara companion paper in this conference). That granularity is great for diagnosing problems during hardware-inthe-loop testing, but is usually irrelevant, even distracting, for ISR teams. Sensor operators need command and control interfaces that enable them to task a system, monitor performance, interpret data and information, communicate with team members and external requestors, and deliver products in a dynamic, multitasking environment.
Third, human-system design frameworks that actually prevent usability problems are not as widely used as they should be in many engineering domains. [10] In an ideal world, established human factors guidance principles would underpin all technologies whose effective operation requires humans to maintain and update an accurate mental model of the system's interactions with the world. These guidelines may have been developed in the context of manned flight, but are relevant for developing any human-operated, remotely-controlled, dynamic system. [10, [12] [13] [14] Unfortunately, they have been unevenly applied outside the contexts in which they were developed, for historical and organizational reasons (e.g., as federal acquisitions guidelines that enforce waterfall development approaches) that we will not examine here. [10, 15] 
Technology Projects Produce Technology-Centric Interfaces
For the reasons summarized above, and probably other organizational dynamics that we have yet to encounter, operational end-users are often the first "usability experts" a platform encounters. Unfortunately, once a system is deployed, easily preventable interface mistakes (such as failing to consistently use the same icon and terminology to refer to the same function throughout the software application) may be "baked in" for the foreseeable future. Even seemingly straightforward updates can be tricky to implement post-deployment, perhaps due to interdependencies in a technically complicated code base; or because of contractual regulations that make it difficult for system providers to get direct feedback from users and provide quick fixes for interface problems.
The SDC/Sandia partnership was established in just such a context. Interface A had been deployed as the front-end to a sensor control package, and word was getting back that operational end users found Interface A difficult to learn and even harder to remember, particularly if they had not used the sensor in a few weeks. They had plenty of suggestions for how to fix the problems they were encountering. However, as the newly-formed SDC/Sandia team reviewed the development history of Interface A, we realized that the problem was more complicated than simply reinterpreting the existing interface in accordance with user suggestions. Over the past fifteen years, engineers working on the SDC/Sandia sensor teams had produced a steady stream of technical advances for implementation in the underlying code base. The associated interface was periodically restructured to provide granular access to an ever-evolving array of settings, functions, and operations, accessible through an ever-evolving array of dialog boxes, toolbars and icons.
As the product of a high-performance engineering research and development process, Interface A was unsurprisingly oriented around engineering R&D workflows, rather than ISR mission operations. It could be used to perform ISR missions, of course, but the operational users reported that doing so took quite a bit of practice. In fact, when this project kicked off, one of our Sandia colleagues praised Interface A for providing more engineering tools than any other software system he had used in his laboratory. He then paused and observed that he could understand why operational users were frustrated. "They need to collect imagery. They're not developing sensors."
MAKING USABILITY… USABLE
No remote sensing project team sets out to create a frustrating interface. However, as discussed above, the practices and principles of usability design are not widely applied (or necessarily understood) in the sensor engineering world. This is despite the fact that some of the best human-system integration frameworks emerged from engineering projects, such as Kim Vicente's Cognitive Work Analysis and Ecological Interface Design. [16, 17] Such approaches are undeniably effective in producing control interfaces that provide operational users with the information they need, when needed, under both normal and off-nominal operating conditions. In an ideal world, every deployed remote sensing system would emerge from the kind of conceptually sophisticated, thoughtful design inquiry that Vicente and others advocate. [18] [19] [20] However, these frameworks also tend to be labor intensive, require some skill in qualitative and/or observational inquiry, and are most effective when systems are being designed from the ground up to optimize human performance.
For better or worse, most of the projects our Sandia usability team encounters are not starting from the ground up. Instead, we usually get involved when deployed systems are facing a usability crisis that, in a worst case scenario, threatens the existence of an entire program. This is not the best point to suggest that engineers take a class in humansystems integration. Instead, what these projects need is a set of clear, usable, easily-adopted principles that will help everyone recognize major barriers to system usability; and that will enable the team to demonstrate that they are indeed capable of fixing the issues to ensure the system meets the needs of operational stakeholder. This is why we begin these projects by introducing engineering teams to clear, easy-to-access design guidelines, such as the Nielsen Heuristics [21] [22] [23] . These are a set of ten empirically-validated concepts that apply basic principles of human perception and cognition to the design and development of software systems and are a methodological cornerstone in usability practice. Below we reproduce the annotated list of the Nielsen Heuristics that we included in an earlier paper on system utility and usability in the ISR community; [2] see Figure 1 .
We have found that development teams appreciate the Nielsen Heuristics for their accessibility and applicability across a wide range of project and team contexts. Moreover, they complement platform-and industry-specific design codes, such as the Microsoft Developer's Network application interface guidelines or the Federal Aviation Administration's regulations for air traffic controller displays.
In the remainder of the paper, we describe how we applied guidelines like the Nielsen Heuristics to diagnose sources of complexity in Interface A; and worked with the SDC team to ensure that the same mistakes were not repeated in the simplified prototype application under development. We describe two specific threads of inquiry: the structural The Nielsen Heuristics (see nngroup.com/articles/ten-usability-heuristics/)
1. Visibility of system status, to ensure the user knows what is going on with the system as she uses it, including error conditions and ways of getting out of those; 2. The system should match the user's understanding of the world, to facilitate the developing a correct mental model of how the system works and how the operator's actions are changing the status; 3. Give the users control and freedom, including the ability to easily undo operations, so that the user can access functionality, determine whether that is the correct action, then back out of the operation without significant cost; 4. Be consistent in how you use terms, symbols and icons. Follow established standards for terms, symbols and icons. When the user learns one symbol she should be able to trust it means the the same thing throughout all phases of system operation; and when she is looking for an operation, she knows what she's looking for. 5. Minimize the opportunity for error; for example, by including dialog boxes that require the user to confirm an action or parameter change; 6. Minimize memory demand by enabling recognition instead of recall: rather than forcing a user to recall an operation, provide cues that enable her to recognize where she is in a workflow. 7. Make systems flexible and accommodating to a wide range of experience levels by allowing users to tailor the system to their needs -for example, enabling experts to automate an operation can facilitate their work, while novices might benefit from performing the operation themselves so they can learn how the system works; 8. Minimize visual clutter with a minimalist aesthetic, so that users do not have to search through multiple menus, indicators, and frames to find the operator they are seeking; 9. Ensure that the system communicates errors quickly and clearly, including options for fixing the error so that the user can get through it and move along with her work; 10. Provide necessary and sufficient documentation for system functions describing how to access functions, without technical jargon, in case users need additional guidance. 
Architectural Problems Revealed through Structural Decomposition of Interface A
To work effectively with the SDC team, our Sandia team had to become familiar with the basics of Interface A. We did so by attending two days of training for the system at SDC. We then spent a couple of days reviewing the user guides and training documentation that SDC provided to the operational community, so that we could familiarize ourselves with the overall structure of the interface and the organization of task sequences associated with key operational workflows.
At that point, we were ready to begin with a structural decomposition of Interface A. This involved systematically opening, interacting with, and documenting all discoverable functionality in Interface A, including every menu, submenu, and individual item; every icon, symbol, setting and hyperlink; and each dialog, entry box, and transient element we could identify. To preserve the hierarchical structure we were exploring, we used Microsoft Excel to organize our findings in stepwise fashion across columns, which we elaborated with notes about each function we discovered as we marched down and up the many layers of operational elements in Interface A. We then transformed our Excel columns and cells into Visio diagrams to reveal the structural complexity underlying the Interface.
If this kind of systematic decomposition sounds tedious, that is because it is. However, it is extremely valuable for diagnosing usability problems associated with the way resources and functions are ordered and associated in the interface. Recall that the term information architecture refers to the structure in which the components of a system are categorized, organized and labeled. A well-designed information architecture ensures that items are grouped in a set of stable semantic (meaningful); and are accessible from the task flows where they are most likely to be needed. Implementing functionality haphazardly across multiple display regions, or within multiple menus, leads to usability problems by forcing users to memorize where an function is located or the necessary steps required to complete a task (see Nielsen Heuristics 4, Consistency and standards; and 6, Recognition over recall, above).
Our decomposition quickly revealed that Interface A was very fragmented -for example, in one region of the display, we walked through sensor settings that extended across twelve levels of menus, several of which contained functionality that was already implemented in a previous menu, or was accessible from another menu in a different region of Interface A (see especially Nielsen Heuristic 8, Minimize clutter). The hierarchical complexity we encountered in the menus was symptomatic of the absence of a coherent architecture. In Figure 2 , for example, we extract a section of a 7-level hierarchy. Layers of menus are represented sequentially from left to right, while items organized within a menu are represented from top to bottom. This hierarchy is a simple example of how Interface A implements a specific set of altitude settings for a flight path or flight circle, in the larger context of setting up a mission for a sensor payload. Note that this set of items is specific to flight path altitude: one walks down the layer of menus to change an altitude reference and/or select measurement units for a new flight line/circle. Importantly, the labels on these items do not indicate that these items are limited to altitude settings, despite the fact that the operator cannot check nor change other key parameters of a flight path, such as the coordinate system or the linear/area reference system and measurement units associated with the path. Instead, other parameter values associated with planning a flight path are controlled through a different set of functions in a different panel in Interface A. Moreover, the same altitude settings can be accessed through other areas of the interfacehowever, in at least one of those menus, the terminology associated with altitude reference and units was different than the terminology we encountered in this section of the interface. This is a simple abstraction to make the point that a combination of fragmentation, inconsistency, and redundancy made Interface A quite difficult to navigate, particularly for new users. Because it lacked an information architecture to structure interface elements in a predictable way, Interface A unavoidably violated a number of key design principles expressed in the Nielsen Heuristics, most obviously Heuristic 4, Consistency and standards; Heuristic 6, Recognition over Recall; Heuristic 8, Minimalism and lack of clutter; as well as Heuristic 2, Matching the user's model of the world; and probably Heuristic 5, Minimize the opportunity for error. As this analysis emphasizes, quite a number of interaction problems can be avoided by implementing system elements in a consistent structure.
Opportunities for Error in Interface A
Once we had completed our structural walkthrough, we focused on applying the Nielsen Heuristics to a selected set of operational tasks in Interface A to identify and prioritize violations. Our SDC partners requested we focus on tasks that a customer had specified for reimplementation in Interface B, a demonstration prototype to provide streamlined access to a specified set of sensor data collection functions.
We selected four data collection functions for evaluation. For each function, we specified three levels of complexity for configuring the sensor to perform the task, including simple, moderate, and complex. We also through each step of each of the function and identified the number of operations and the input device required to complete the task. See Figure 3 below.
Not surprisingly, the more complicated data collection tasks -those that required the operator to enter more data into the system -required more interactions with the interface. However, when we examined these workflows against the Nielsen Heuristics, we discovered that as the task flows grew more complex, the opportunities for error also increased. This was largely due to the fact that the user had to specify settings, but the often failed to request confirmation of a setting change, and/or it provided ambiguous feedback about whether or not the value was recorded. One of the most important functions of a confirmation dialog is to make users aware of a change they are making, so that they can With this in mind, we then re-examined the other cases we had specified, and realized that even the simplest collection task had significant opportunities for error. This was because the system allowed the user to assume that default values were set for key parameters, without any clear indication that those parameters were, in fact, at the default settings. This is a violation of Nielsen Heuristic 1, Visibility of System Status.
Discussion
The two examples above hopefully demonstrate the value of using qualitative analysis and established design heuristics for identifying interface design elements that are known to create problems for users. Systematically walking through and documenting how functions exist in an interface can reveal inconsistencies in the organization, encoding, and presentation of those elements. This helps developers identify how to streamline the organization of their system. The complement to this structural analysis is a simple functional walkthrough that examines how the interface facilitates (or does not) problem-solving and decision-making as the user is using the software to control the sensor in an operational workflow. Assessing each step of a task against the principles of the Nielsen Heuristics, then assessing the task as an integrated workflow against those same heuristics, raises awareness of whether or not the system is communicating effectively with the user -i.e., providing the necessary, sufficient, and timely information required for people to maintain a correct, up-to-date mental model of the system's status and their interactions with it.
EPILOGUE: THE GOOD NEWS
No software team likes hearing that their interface is unusable, nor is it pleasant to have a third party usability team systematically decompose and analyze one's software to identify structural problems and interaction issues that lead to operational users complaining about the interface. However, the SDC team was extremely good-natured about our critique, particularly considering that they were on a tight timeline to demonstrate they were capable of fixing the issues specified by their customer. Indeed, by the time we had completed the analysis we describe above, they had already started implementing major operational functions in Interface B. Nevertheless, the SDC team worked with us to understand the principles we were applying to evaluating Interface A and to understand how they applied to the new system they were designing. In addition, we provided regular, consistent feedback on their mockups and early "live" versions, to help them avoid violating the Nielsen Heuristics or any of the other design guidance we had suggested they might review. (In particular, the Microsoft Developers' Network Guidelines are not discussed in this paper, but we believe they were equally useful in our discussion and review of the SDC team's implementation decisions.)
In Spring 2016, the software engineering team at the System Development Corporation provided Sandia a prototype version of the streamlined Interface B for evaluation testing. In July and August 2016, Sandia worked with the SDC team to perform a quasi-experimental, quantitative, comparative evaluation of Interface A and Interface B, focused on how well users could learn each interface, retain what they had learned, and then use their knowledge operate the sensor in a highly realistic simulator environment. The testing took place over six weeks, with two cohorts of 8 participants randomly assigned to one of the two interfaces. Each participant returned to our laboratory three times after their initial training session to do a series of increasingly complicated collection tasks, while we recorded their performance along a number of measures. Analysis of the performance data from our 15 participants (one participant dropped out) indicated that Interface B was not only easier to learn, but its users were able to discover and apply functionality that we had not directly taught in the initial training session. In addition to capturing task completion, performance, and error rates, we also used the NASA Task Load Index, or TLX, to gather data on the subjective experience of workload and stress with each system. The participants assigned to Interface B reported less stress while using the system than those assigned to Interface A. Importantly, Interface B hews much more closely to the guidelines set out in the Nielsen Heuristics: for example, Interface B uses clear, unique icons that are descriptive of commonly-accessed functions; these functions, in turn, are accessed in repeatable, predictable order in tasking workflows.
In conclusion, we want to gently urge other sensor hardware/software development teams to ask themselves whether the systems they are deploying to their users are technology-centric. We expect that many of these systems are indeed organized to afford granular access to system functions, which is wonderful for engineers but confounding for operational users. As we have argued above, even the simplest design principles can illuminate problems that might otherwise be invisible to a system's developers, providing a path for improving the usability of our remote sensing systems. We are sure that our overburdened operational community would appreciate the help.
