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GALOIS GROUPS AND COHOMOLOGICAL FUNCTORS
IDO EFRAT AND JA´N MINA´Cˇ
Abstract. Let q = ps be a prime power, F a field containing a root
of unity of order q, and GF its absolute Galois group. We determine
a new canonical quotient Gal(F(3)/F ) of GF which encodes the full
mod-q cohomology ring H∗(GF ,Z/q) and is minimal with respect to
this property. We prove some fundamental structure theorems related
to these quotients. In particular, it is shown that when q = p is an odd
prime, F(3) is the compositum of all Galois extensions E of F such that
Gal(E/F ) is isomorphic to {1}, Z/p or to the nonabelian group Hp3 of
order p3 and exponent p.
1. Introduction
Let p be a fixed prime number and q = ps a fixed p-power, where s ≥ 1.
For a profinite group G, let H∗(G) =
⊕
∞
i=0H
i(G,Z/q) be the cohomology
(graded) ring with the trivial action of G on Z/q. We will be mostly inter-
ested in the case where G = GF is the absolute Galois group of a field F
which contains a root of unity of order q. The ring H∗(GF ), and even its de-
gree ≤ 2 part, is known to encode important arithmetical information on F
(see below). In this paper we ask how much Galois-theoretic information is
needed to compute H∗(GF ). More specifically, we characterize the minimal
quotient of GF which determines it. In [CEM12] it was shown that H
∗(GF )
is determined by a quite small quotient G
[3]
F = GF/(GF )
(3) of GF . Here
G(i) = G(i,q), i = 1, 2, 3, . . . , is the descending q-central sequence of a given
profinite G (see §2). Namely, the inflation map inf : H∗(G
[3]
F )dec → H
∗(GF )
is an isomorphism, where H∗(G
[3]
F )dec denotes the subring ofH
∗(G
[3]
F ) gener-
ated by degree 1 elements. In the present paper we first find an even smaller
quotient (GF )[3] = GF/(GF )(3) of GF with the same property. Here for a
profinite groupG we set G(3) = G
q[G(2), G] if p > 2, and G(3) = G
2q[G(2), G]
if p = 2 (see §2). Thus, when q = p, G(3) = G
(3) is the third term in the
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Zassenhaus p-filtration of G. Moreover, we prove that this quotient is
minimal with respect to this property:
Theorem A. Let N be a closed normal subgroup of GF . Then the in-
flation map H∗(GF/N)dec → H
∗(GF ) is an isomorphism if and only if
N ≤ (GF )(3). In particular, (GF )[3] determines H
∗(GF ).
Theorem A is proved in §5. Conversely, in §7 we prove:
Theorem B. The degree ≤ 2 part of H∗(GF ) determines (GF )[3].
We also prove the following strengthening of [CEM12, Th. C, D]. Denote
the maximal pro-p Galois group of F by GF (p).
Theorem C. Let F1, F2 be fields containing a qth root of unity. Let
π : GF1(p)→ GF2(p) be a continuous homomorphism and π
∗ : H∗(GF2(p))→
H∗(GF1(p)), π[3] : (GF1)[3] → (GF2)[3] the induced maps. Then π is an iso-
morphism if and only if π[3] is an isomorphism if and only if π
∗ is an
isomorphism.
The proof of Theorem C is given in §6. Theorem C is in the spirit of
the “anabelian phenomena” in Galois theory [NSW08, Ch. XII, SS2–3], as
it shows that certain isomorphisms of (small) Galois groups already imply
that the much richer structures of the maximal pro-p Galois groups are
isomorphic.
Regarding the structure of the quotient (GF )[3], we prove that it is the
Galois group of the compositum of all Galois extensions of F with certain
specific Galois groups:
Theorem D. Assume that q = p 6= 2 is prime and let F be as above. Then
(GF )(3) is the intersection of all normal open subgroups N of GF such that
GF/N is isomorphic to Z/p or Hp3.
Here Hp3 is the non-abelian group of odd order p
3 and exponent p (the
Heisenberg group):
Hp3 =
〈
r, s, t
∣∣ rp = sp = tp = [r, t] = [s, t] = 1, [r, s] = t〉.
In the remaining case q = p = 2 the group (GF )(3) is known to be the
intersection of all normal open subgroups N of GF such that G/N is iso-
morphic to either Z/2, Z/4, or the dihedral group D4 of order 8 (Villegas
[Vil88], Mina´cˇ–Spira [MSp96, Cor. 2.18]; see also [EM11, Cor. 11.3 and
Prop. 3.2]). Moreover, Z/2 can be omitted from this list unless F is Eu-
clidean [EM11, Cor. 11.4]. The proof of Theorem D is given in Example
9.5(1).
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Theorem A gives a new restriction on the structure of maximal pro-p
Galois groups of fields as above. Indeed, it implies that if the defining
relations in such a group G = GF (p) are changed within G(3) and the co-
homology ring is changed, then the resulting group may not be realized
as Galois group in this way (see Corollary 6.3 for a precise statement). In
particular, Theorem A directly implies the classical Artin–Schreier theo-
rem, asserting that elements of absolute Galois groups can have only order
1, 2, or ∞ (Remark 6.4(2)).
Our proofs of Theorems A, C, D are based on the bijectivity of the Galois
symbol homomorphism KM
∗
(F )/qKM
∗
(F )→ H∗(GF ), proved by Rost and
Voevodsky (with a patch by Weibel), where KM
∗
(F ) is the Milnor K-ring
of F ; see [Voe03], [Voe11], [Wei09], [Wei08]. The bijectivity of the Galois
symbol in degree 2 was proved earlier by Merkurjev and Suslin [MS82].
Specifically, the proofs of Theorems A and the second equivalence in The-
orem C use the bijectivity of this map, the proof of the first equivalence
in Theorem C uses its bijectivity in degree 2, and that of Theorem D uses
only its injectivity in degree 2.
Our approach is purely group-theoretic, and is based on a fundamental
notion of duality between a pair (T, T0) of normal subgroups of a profinite
group G and a subgroup A of the second cohomology H2(G/T ) (see §3).
When applied to T = G(2), T0 = G(3) and A = H
2(G[2])dec, with G = GF
as above, it leads to Theorems A–D. Moreover, it can also be applied to
other choices of T, T0, A as well to yield analogous results. Notably, taking
T = G(2), T0 = G
(3) and A = H2(G[2]), we strengthen the main results of
[CEM12]. As a third example we may take T = G(2), T0 = G
q2 [G,G] and
A = Im(βG[2]), where βG[2] : H
1(G[2])→ H2(G[2]) is the Bockstein map (see
§2).
The Galois group (GF )[3] encodes important arithmetical information
on F . For instance, when q = 2 it was shown in [MSp90], [MSp96] that
(GF )[3] and the Kummer element of −1 encode the orderings on F as well
as the Witt ring of quadratic forms over F . Moreover, in [EM12] we use
Theorem D to prove that (GF )[3] also encodes a class of valuations which
are important in the pro-p context, namely, (Krull) valuations v whose
value group is not divisible by p and whose 1-units are p-powers (this is a
weak form of Hensel’s lemma). Specifically, under a finiteness assumption,
and assuming the existence of a root of unity of order 4 in F when p = 2,
there exists such a valuation if and only if the center Z((GF )[3]) has a
nontrivial image in G
[2]
F .
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From a more general perspective, recovering arithmetical information on
a field from the profinite group-structure of its absolute Galois group, and
even of smaller canonical Galois groups, is the main theme of the birational
anabelian geometry. See for instance the recent informative review [BT12],
as well as [Pop12], [Top12] and the introduction of [MST14]. Typically such
results are limited to various geometric situations. The fact that consid-
erable crucial arithmetical information on valuations and orderings can be
recovered even from the small quotient (GF )[3] (with the only assumption
about having a root of unity) is a surprising consequence of this work.
The first version of this work was posted to the archive arXiv in 2011.
Our goal was to develop such techniques which would be adaptable for var-
ious other higher p-descending filtrations of absolute Galois groups. Since
then there have indeed been various related subsequent works on the p-
Zassenhaus filtration G(n) of a profinite group G, Massey products in Ga-
lois cohomology (which generalize the cup product), and duality principles
between them of this nature. In [Efr14a, Th. B] it was shown that when
G is a free profinite group, then the subgroup A of H2(G/G(n)) generated
by all n-fold Massey products is dual to (G(n), G(n+1)), in the sense of §3.
Further, let Un(Fp) be the group of all n × n upper-triangular unipotent
matrices over Fp. It was observed in [Efr14a] that Theorem D above can be
rephrased as saying that for G = GF and q = p a prime number, one has
G(3) =
⋂
Ker(ρ), where the intersection is over all continuous homomor-
phisms ρ : G→ U3(Fp). It was shown that for every n ≥ 3 profinite groups
G satisfying a certain cohomological condition on (n−1)-fold Massey prod-
ucts, one has
(1.1) G(n) =
⋂
{Ker(ρ) | ρ : G→ Un(Fp)}.
In particular, this holds when G is free pro-p (see also [Efr14b] and [MT15b,
Th. 2.6] for direct alternative proofs). Then, in [MT15a, §8] and [MT15b],
it was conjectured that the equality (1.1) holds when G = GF is an absolute
Galois group of a field F containing a root of unity of order p (the “kernel
n-unipotent conjecture”). It was shown in [MT15b] that (1.1) holds for
profinite groups related to local fields: odd rigid groups, and Demusˇkin
groups.
We thank the referee for his/her thoughtful comments, which helped us
to improve the paper at several points.
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2. Preliminaries
A) Profinite groups. We work in the category of profinite groups. Thus
all homomorphisms of profinite groups will be tacitly assumed to be con-
tinuous and all subgroups will be closed. The descending q-central fil-
tration G(i) = G(i,q) of a profinite group G is defined inductively by
G(1) = G, G(i) = (G(i−1))q[G(i−1), G], i ≥ 2.
Thus G(i) is generated by all qth powers of elements of G(i−1) and all
commutators [h, g] = h−1g−1hg, where h ∈ G(i−1), g ∈ G. Set G[i] =
G/G(i). We also define
(2.1) δ =
{
1 p > 2
2 p = 2,
G(3) = G
δq[G(2), G], G[3] = G/G(3).
2.1. Remarks. (1) As [h, g] = h−2(hg−1)2g2, we have [G,G] ≤ G2.
Therefore, when q = 2 we have G(2) = G2, so G(3) = G4[G(2), G] = G(3).
(2) One has G(3) ≤ G(3). Indeed, this is immediate when p > 2. When
p = 2 we have gq
2
= (gq/2)2q for every g ∈ G, so (Gq)q ≤ G2q[Gq, G].
Further, one has the identities (see [Lab66, Prop. 5] and its proof)
(g1g2)
q ≡ gq1g
q
2[g2, g1]
( q2), [g1g2, h] ≡ [g1, h][g2, h] (mod [[G,G], G])
It follows that [g21, g
2
2]
( q2) ∈ G2q[[G,G], G] for any g1, g2 ∈ G. By (1),
[G,G]q ≤ (G2)q ≤ G2q[[G,G], G]. Consequently, (G(2))q ≤ G2q[G(2), G] =
G(3), whence our claim.
B) Profinite cohomology. We refer to [NSW08], [RZ10], or [Ser02] for
basic notions and facts in profinite cohomology. In particular, given a
profinite group G, let H i(G) = H i(G,Z/q) be the ith profinite cohomol-
ogy group of G with respect to its trivial action on Z/q. Thus H1(G) =
Homcont(G,Z/q). Let H
∗(G) =
⊕
∞
r=0H
r(G) be the cohomology ring with
the cup product ∪. Given a homomorphism π : G1 → G2 of profinite
groups, let π∗r : H
r(G2) → H
r(G1) and π
∗ : H∗(G2) → H
∗(G1) be the in-
duced homomorphisms. We write res, inf, trg for the restriction, inflation,
and transgression maps, respectively. For a normal subgroup N of G, there
is a canonical action of G on H i(N). When i = 1 it is given by ψ 7→ ψg,
where ψg(n) = ψ(g−1ng) for g ∈ G and n ∈ N . We denote the group of all
G-invariant elements of H i(N) by H i(N)G.
For each r ≥ 0, the cup product induces a homomorphism H1(G)⊗r →
Hr(G) of Z/q-modules. Let Hr(G)dec be its image (where H
0(G)dec =
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Z/q), and let H∗(G)dec =
⊕
∞
r=0H
r(G)dec be the decomposable coho-
mology ring with the cup product.
Following [CEM12, §3], set Ĥ∗(G) =
⊕
∞
r=0H
1(G)⊗r/Cr, where Cr is the
subgroup of H1(G)⊗r generated by all elements ψ1 ⊗ · · · ⊗ ψr such that
ψi ∪ ψj = 0 for some i < j . It is a graded ring and there is a canonical
graded ring epimorphism ωG : Ĥ∗(G) → H
∗(G)dec. The ring Ĥ∗(G) and
the map ωG are functorial in the natural sense. We call H
∗(G) quadratic
(resp., r-quadratic) if ωG is an isomorphism (resp., in degree r).
Lemma 2.2. WhenH∗(G) is 2-quadratic, the kernel of infG : H
2(G[2])dec →
H2(G) is generated by elements of the form ψ ∪ ψ′, with ψ, ψ′ ∈ H1(G[2])
such that infG(ψ ∪ ψ
′) = 0.
Proof. This follows from the commutative diagram
H1(G[2])⊗2
infG
∼
//
∪

H1(G)⊗2 // H1(G)⊗2/C2
∪

H2(G[2])dec
inf // H2(G)dec
and the definition of C2. 
The Bockstein map βG : H
1(G)→ H2(G) is the connecting homomor-
phism arising from the short exact sequence of trivial G-modules
0→ Z/q → Z/q2 → Z/q → 0.
It is functorial in the natural way. The following lemma was proved in
[EM11, Cor. 2.11] for I finite, and follows in general by a limit argument.
See also Proposition 10.3 for an alternative proof.
Lemma 2.3. If G = (Z/q)I for some I, then H2(G) = Im(βG)+H
2(G)dec.
For r ≥ 0 let Br be the subgroup of H
1(G)⊗r generated by all elements
ψ1 ⊗ · · · ⊗ ψr such that βG(ψi) = 0 for some i. We define a graded ring
H∗(G)Bock =
⊕
∞
r=0H
1(G)⊗r/Br with the tensor product.
C) Galois cohomology. The following theorem collects the cohomologi-
cal properties of an absolute Galois group which are needed for this paper.
Theorem 2.4. Let F be a field containing a root of unity ζq of order q and
let GF be its absolute Galois group. Then:
(i) G
[2]
F
∼= (Z/q)I;
(ii) there exists ξ ∈ H1(GF ) with βG(ψ) = ψ∪ ξ for every ψ ∈ H
1(GF );
(iii) H∗(GF ) = H
∗(GF )dec;
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(iv) H∗(GF ) is quadratic.
Proof. We identify the group µp of qth roots of unity in F with Z/q, where
ζq corresponds to 1 mod q. The obvious map F
×/(F×)q → F×/(F×)p
is surjective, and by the Kummer isomorphism, so is the functorial map
H1(GF ) = H
1(GF ,Z/q)→ H
1(GF ,Z/p). This implies (i). In (ii) one takes
ξ to be the Kummer element corresponding to ζq (see [EM11, Prop. 3.2]).
Condition (iii) (resp., (iv)) follows from the surjectivity (resp., injectivity)
of the Galois symbol KM
∗
(F )/q → H∗(GF ), as proved by Rost, Voevodsky,
with a patch by Weibel (see [CEM12, §8]). 
Remark 2.5. Many of our results do not require the full strength of con-
ditions (iii) and (iv) of Theorem 2.4, but only their validity in degrees 1
and 2. These weaker facts follow from the Kummer isomorphism and the
Merkurjev–Suslin theorem ([MS82], [GS06]), respectively.
Remark 2.6. By [CEM12, Remark 8.2], inf : H∗(GF (p))→ H
∗(GF ) is an
isomorphism. Therefore (i)–(iv) hold also for GF (p).
3. Duality
Let G be a profinite group and let T, T0 be normal subgroups of G such
that T q[T,G] ≤ T0 ≤ T ≤ G
(2). Let
K = Ker
(
H1(T )G
res
−→ H1(T0)
)
, K ′ = Ker
(
H2(G/T )
inf
−→ H2(G/T0)
)
.
Note that if T0 = T
q[T,G], then K = H1(T )G. As T, T0 ≤ G
(2), the in-
flations H1(G/T ) → H1(G), H1(G/T0) → H
1(G) are isomorphisms. The
functoriality of the 5-term sequence [NSW08, pp. 78–79] gives a commuta-
tive diagram with exact rows
(3.1) 0 // H1(T )G
res

trg
// H2(G/T )
inf

inf // H2(G)
0 // H1(T0)
G trg // H2(G/T0)
inf // H2(G).
By the snake lemma, K,K ′ are therefore isomorphic via transgression.
There is a perfect duality
(3.2) T/T q[T,G]×H1(T )G → Z/q, (σ¯, ψ) 7→ ψ(σ)
which is functorial in the natural sense [EM11, Cor. 2.2]. It induces a
(functorial) perfect duality
(3.3) T/T q[T,G]× trg(H1(T )G)→ Z/q, 〈σ¯, ϕ〉 7→ (trg−1(ϕ))(σ).
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Proposition 3.1. (3.2) and (3.3) induce perfect pairings
(a) (·, ·) : T/T0 × K → Z/q, (σT0, ψ) 7→ ψ(σ);
(b) 〈·, ·〉 : T/T0 ×K
′ → Z/q, 〈σT0, ϕ〉 = (trg
−1(ϕ))(σ).
Proof. (a) A perfect pairing of abelian groups (·, ·) : A× B → C induces
for any A0 ≤ A a perfect pairing (A/A0) × {b ∈ B | (A0, b) = 0} → C.
Take A = T/T q[T,G], B = H1(T )G, C = Z/q, and let A0 be the image
of T0 in A. By (3.2), the substitution pairing A × B → Z/q is perfect.
Furthermore, for ψ ∈ H1(T )G we have (A0, ψ) = 0 if and only if ψ ∈ K.
(b) follows from (a). 
For the connection between the second cohomology and central exten-
sions see e.g., [NSW08, Th. 1.2.4] or [RZ10, §6.8].
Proposition 3.2. Let A be a subgroup of H2(G/T ) and let A0 be a set of
generators of A ∩ trg(H1(T )G). The following conditions are equivalent:
(a) K = trg−1[A];
(b) there is an exact sequence
0→ K
trg
−→ A
inf
−→ H2(G);
(c) there is an exact sequence
0→ K ′ →֒ A
inf
−→ H2(G);
(d) 〈·, ·〉 induces a perfect pairing
T/T0 ×Ker
(
A
inf
−→ H2(G)
)
→ Z/q;
(e) T0 is the annihilator of A ∩ trg(H
1(T )G) under 〈·, ·〉;
(f) T0 =
⋂
Ker(Ψ), where Ψ ranges over all homomorphisms making a
commutative diagram
G
Ψ
}}④④
④
④
④
④
④
④
④

ω : 0 // Z/q // C // G/T // 1,
where ω is the central extension corresponding to some ϕ ∈ A0
(where an empty intersection is interpreted as T ).
Proof. The 5-term sequence gives (a)⇔(b) and (d)⇔(e).
The equivalence (b)⇔(c) follows from the bijectivity of trg : K → K ′.
For (c)⇔(d) use Proposition 3.1(b).
For (e)⇔(f) let ϕ ∈ A0 and let ω be the corresponding central extension
as above. By [Hoe68, 2.1], for every ψ ∈ H1(T )G with trg(ψ) = ϕ there
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is a homomorphism Ψ: G → C such that ψ = Ψ|T and the diagram in
(f) is commutative. For such Ψ, ψ and for σ ∈ T and ϕ ∈ A0 we have
〈σT0, ϕ〉 = ψ(σ) = Ψ(σ). Moreover, Ker(Ψ) ≤ T . We conclude that the
annihilator of A ∩ trg(H1(T )G) in T under 〈·, ·〉 is
⋂
Ker(Ψ). 
When these conditions are satisfied, we say that A is dual to (T, T0).
Examples 3.3. (1) In §10 we will show that, when G[2] ∼= (Z/q)I for
some I, H2(G[2])dec is dual to (G
(2), G(3)).
(2) For i ≥ 2, H2(G[i]) is dual to (G(i), G(i+1)). Indeed, here K =
H1(G(i))G [CEM12, Lemma 5.4], so by the 5-term sequence, (b) holds.
(3) For G¯ = Z/q and for an isomorphism ψ ∈ H1(G¯), the central
extension corresponding to βZ/q(ψ) is
0→ Z/q → Z/q2 → Z/q → 0
(see [EM11, Prop. 9.2]). For G¯ = (Z/q)I , and for the projection ψ : G¯ →
Z/q on the i0th coordinate, the extension corresponding to βG¯(ψ) is then
0→ Z/q →
∏
i∈I
Ci → G¯→ 1,
where Ci0 = Z/q
2 and Ci = Z/q for i 6= i0, with the natural maps [EM11,
Lemma 6.2].
Now assume that G is a profinite group with G[2] ∼= (Z/q)I for some I.
Take T = G(2) and A = A0 = Im(βG[2]). Note that then every homomor-
phism Ψ as in (e) is necessarily surjective, and Ker(Ψ) ≤ T = G(2). We
deduce that the intersection in (f) is
G(2) ∩
⋂
{M E G | G/M ∼= Z/q2} = Gq
2
[G,G].
Thus A is dual to (G(2), Gq
2
[G,G]).
Proposition 3.4. Suppose that A is dual to (T, T0). Then the kernels of
infG/T0 : A→ H
2(G/T0), infG : A→ H
2(G) coincide.
Proof. This is straightforward from condition (c) of Proposition 3.2. 
4. Cohomological duality triples
In this section we axiomatize several important cases of functorial sub-
groups of profinite groups, so that we can treat them all in a unified way.
For a profinite group G we set H⊗∗(G) =
⊕
∞
r=0H
1(G)⊗r, considered as an
abelian group. Assume that we are given:
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(i) subfunctors T, T0 of the identity functor on the category of profinite
groups;
(ii) a natural transformation α from the functor G 7→ H⊗∗(G) to the
functor G 7→ H2(G) (both from the category of profinite groups to
the category of abelian groups).
In other words, for every profinite groupG we are given subgroups T (G), T0(G)
of G and a group homomorphism αG : H
⊗∗(G) → H2(G), and for every
homomorphism π : G1 → G2 of profinite groups there are commutative
squares
T (G1)
  //
T (pi)

G1
pi

T0(G1)
  //
T0(pi)

G1
pi

H⊗∗(G2)
pi∗

αG2 // H2(G2)
pi∗2

T (G2)
  // G2 T0(G2)
  // G2 H
⊗∗(G1)
αG1 // H2(G1).
We denote
K(G) = Ker
(
res : H1(T (G))G → H1(T0(G))
)
, A(G) = Im(αG).
Observe that, in the previous setup, π∗2(A(G2)) ⊆ A(G1).
A cover of a profinite group G (relative to T ) will be an epimorphism
π : S → G, where S is a profinite group such that H2(S) = 0 and the
induced map S/T (S)→ G/T (G) is an isomorphism.
Example 4.1. For a profinite group G let T (G) = G(2). The existence
of a cover S → G means that G[2] ∼= (Z/q)I . Indeed, for such G take
S to be a free profinite group of the appropriate rank [NSW08, 3.5.4].
Conversely, a cover π : S → G induces an epimorphism π(p) : S(p)→ G(p)
of the maximal pro-p quotients. Then H2(S(p)) = 0 [CEM12, Lemma 6.5],
so S(p) is a free pro-p group [NSW08, Prop. 3.5.17]. Thus G[2] ∼= S [2] ∼=
S(p)[2] ∼= (Z/q)I for some I.
We call (T, T0, α) a cohomological duality triple if for every profinite
group G the following conditions hold:
(A1) T (G), T0(G) are normal subgroups of G;
(A2) T (G)q[T (G), G] ≤ T0(G) ≤ T (G) ≤ G
(2);
(A3) for every epimorphism π : G → G¯ one has T (G¯) = π(T (G)) and
T0(G¯) = π(T0(G));
(A4) if there is a cover S → G, then A(G/T (G)) is dual to (T (G), T0(G)).
We list three basic examples of cohomological duality triples. Condition
(A2) for example (2) was shown in Remark 2.1(2), and (A4) for all these
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examples is just Examples 3.3. The verification of the remaining conditions
is straightforward.
Examples 4.2. (1) Let T (G) = G(2), T0(G) = G(3), and let αG be the
cup product on H1(G)⊗2 and the trivial map on H1(G)⊗r for r 6= 2. Thus
A(G) = H2(G)dec.
(2) Let T (G) = G(2), T0(G) = G
(3), and let αG be βG onH
1(G), the cup
product on H1(G)⊗2, and the trivial map on H1(G)⊗r for r 6= 1, 2. Then
A(G) = Im(βG)+H
2(G)dec. If there is a cover S → G, then by Lemma 2.3
and Example 4.1, A(G[2]) = H2(G[2]), so indeed, Example 3.3(2) applies.
(3) Let T (G) = G(2), T0(G) = G
q2 [G,G], and let αG = βG on H
1(G)
and αG = 0 on H
1(G)⊗r for r 6= 1. Thus A(G) = Im(βG).
Remark 4.3. Let (T, T0, α) be a cohomological duality triple, π : G1 → G2
an epimorphism of profinite groups, and suppose that there are covers
S → Gi, i = 1, 2, which commute with π. Then π induces an isomorphism
G1/T (G1)
∼
−→ G2/T (G2). As T (Gi) ≤ G
(2)
i , the induced map H
⊗∗(G2) →
H⊗∗(G1) is therefore an isomorphism. Hence π
∗
2(A(G2)) = A(G1).
For a cohomological duality triple (T, T0, α) and for r ≥ 0, t ≥ 1, let
Cr,t(G) be the Z/q-submodule of H
1(G)⊗r generated by all its elements
ψ1⊗· · ·⊗ψr such that αG(ψi1⊗· · ·⊗ψit) = 0 for some 1 ≤ i1 < · · · < it ≤ r.
Thus Cr,t(G) = 0 for r < t. We define H
r
t,α(G) = H
1(G)⊗r/Cr,t(G) and a
graded ring H∗t,α(G) =
⊕
∞
r=0H
r
t,α(G). In particular, H
0
t,α(G) = Z/q. Since
α is a natural transformation, H∗t,α is a functor. Note that αG induces a
homomorphism α¯tG : H
t
t,α(G)→ A(G).
Examples 4.4. (1) In Example 4.2(1), H∗2,α(G) = Ĥ
∗(G). The map
α¯2G : H
2
2,α(G) → A(G) = H
2(G)dec is surjective, and is injective if
and only if H∗(G) is 2-quadratic.
(2) In Example 4.2(2), H∗1,α(G) = H
∗
Bock(G) and H
∗
2,α(G) = Ĥ
∗(G).
(3) In Example 4.2(3),H∗1,α(G) = H
∗
Bock(G) and the map α¯
1
G : H
1
1,α(G) =
H1(G)/Ker(βG)→ A(G) = Im(βG) is an isomorphism.
5. Quotients that determine cohomology
This section is devoted to proving Theorem A. More generally, let (T, T0, α)
be a cohomological duality triple. We show that, assuming the existence of
a cover S → G, the quotient G/T0(G) determines the graded rings H
∗
t,α(G),
t ≥ 1, and is in fact the minimal such quotient:
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Theorem 5.1. Assume that there is a cover S → G. Let N be a normal
subgroup of G contained in T (G), and consider the following conditions:
(a) N ≤ T0(G);
(b) infG : A(G/N)→ A(G) is an isomorphism;
(c) infG : H
∗
t,α(G/N)→ H
∗
t,α(G) is an isomorphism for every t.
Then (a)⇔(b)⇒(c). Moreover, if there exist r ≥ 1 such that α¯rG : H
r
r,α(G)→
A(G) is injective and α¯rG/N : H
r
r,α(G/N) → A(G/N) surjective, then (a)–
(c) are equivalent.
Before we proceed with the proof of Theorem 5.1, we apply it to Exam-
ples 4.2, to deduce the following special cases.
Corollary 5.2. Let G be a profinite group with G[2] ∼= (Z/q)I for some I.
Let N be a normal subgroup of G contained in G(2).
(1) If H∗(G) is 2-quadratic, then the following conditions are equiva-
lent:
(a) N ≤ G(3);
(b) infG : H
2(G/N)dec → H
2(G)dec is an isomorphism;
(c) infG : H
∗(G/N)dec → H
∗(G)dec is an isomorphism.
(2) The following conditions are equivalent:
(a) N ≤ G(3);
(b) infG : Im(βG/N ) + H
2(G/N)dec −→ Im(βG) + H
2(G)dec is an
isomorphism;
(3) The following conditions are equivalent:
(a) N ≤ Gq
2
[G,G];
(b) infG : Im(βG/N )→ Im(βG) is an isomorphism;
(c) infG : H
∗(G/N)Bock → H
∗(G)Bock is an isomorphism.
Proof. Everything follows directly from Theorem 5.1, using Example 4.1
and Examples 4.4, except for the equivalence with (1)(c). Since 1(c) triv-
ially implies 1(b), it suffices to show that 1(b) implies 1(c). Indeed, by
Theorem 5.1 and 1(b), infG : H
∗
t,α(G/N)→ H
∗
t,α(G) is an isomorphism for
every t. For t = 2 this means that infG : ̂H∗(G/N) → Ĥ∗(G) is bijective.
Using the functoriality of ω we see that the square below is commutative:
̂H∗(G/N)
infG
∼
//
ωG/N

Ĥ∗(G)
ωG≀

H∗(G/N)dec
infG // H∗(G)dec.
Since ωG is by assumption bijective, the lower inflation is bijective. 
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Proof of Theorem A. In view of Theorem 2.4, part (1) of Corollary 5.2
implies Theorem A. 
Note that in (1) the equivalence (a)⇔(b) holds even without the 2-
quadraticness assumption.
For the proof of Theorem 5.1 we first show:
Proposition 5.3. Let πi : S → Gi, i = 1, 2, be covers and π : G1 → G2 an
epimorphism with π ◦ π1 = π2. The following conditions are equivalent:
(a) the induced map G1/T0(G1)→ G2/T0(G2) is an isomorphism;
(b) Ker(π) ≤ T0(G1);
(c) the induced map A(π) : A(G2)→ A(G1) is an isomorphism;
(d) the induced map A(π) : A(G2)→ A(G1) is a monomorphism.
Proof. (a)⇒(b), (c)⇒(d): Trivial.
(b)⇒(a): By (A3), T0(G2) = π(T0(G1)). Hence the kernel of the in-
duced epimorphismG1/T0(G1)→ G2/T0(G2) is Ker(π)T0(G1)/T0(G1), which
is trivial by (b).
(d)⇒(a): The map π¯ : G1/T (G1) → G2/T (G2) induced by π is an iso-
morphism. Hence so is π∗1 : H
1(G2) → H
1(G1). By (A4), π induces a
commutative diagram with exact rows
0 // K(G2)
trg
//

A(G2/T (G2))
inf //
≀A(p¯i)

A(G2)
A(pi)

0 // K(G1)
trg
// A(G1/T (G1))
inf // A(G1).
By the assumptions and the snake lemma, the left vertical map is an iso-
morphism. Passing to duals using Proposition 3.1(a), we obtain that the
induced map T (G1)/T0(G1) → T (G2)/T0(G2) is an isomorphism. Now
apply the snake lemma for the commutative diagram with exact rows
1 // T (G1)/T0(G1) //
≀

G1/T0(G1) //

G1/T (G1) //
≀

1
1 // T (G2)/T0(G2) // G2/T0(G2) // G2/T (G2) // 1.
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(a)⇒(c): Consider the commutative diagram
A(G2/T (G2))
inf //

A(G2/T0(G2))
inf //

A(G2)
A(pi)

A(G1/T (G1))
inf // A(G1/T0(G1))
inf // A(G1),
where the vertical maps are induced by π. (a) implies that the middle ver-
tical map is an isomorphism. Since T0(Gi) ≤ T (Gi) ≤ G
(2)
i , the inflations
H1(Gi/T (Gi)) → H
1(Gi/T0(Gi)) → H
1(Gi) are isomorphisms, i = 1, 2.
Hence the horizontal inflation maps are surjective. By Proposition 3.4,
in each row the kernel of the left inflation map equals the kernel of the
composed inflation map. It follows that A(π) is an isomorphism. 
Proposition 5.4. In the setup of Proposition 5.3, conditions (a)–(d) im-
ply:
(e) π induces for every t ≥ 1 an isomorphism π∗ : H∗t,α(G2)→ H
∗
t,α(G1).
Moreover, if there exists r ≥ 1 with α¯rG1 : H
r
r,α(G1) → A(G1) injective and
α¯rG2 : H
r
r,α(G2) → A(G2) surjective, then (e) for t = r is equivalent to
(a)–(d).
Proof. Since the induced mapG
[2]
1 → G
[2]
2 is an isomorphism, so is π
∗
1 : H
1(G2)→
H1(G2), and we obtain a commutative square
H1(G2)
⊗t
(pi∗1 )
⊗t
∼
//
αG2

H1(G1)
⊗t
αG1

A(G2)
A(pi)
// A(G1).
Assuming (d), (π∗1)
⊗t maps Cr,t(G2) bijectively onto Cr,t(G1) for every t ≥
1, and therefore π∗ : H∗t,α(G2)→ H
∗
t,α(G1) is an isomorphism.
For the last assertion, assume (e) and consider the commutative square
Hrr,α(G2)
α¯rG2 
pi∗r
∼
// Hrr,α(G1)

α¯rG1

A(G2)
A(pi)
// A(G1).
The assumptions imply that A(π) is injective. 
Proof of Theorem 5.1. As N ≤ T (G), (A3) gives T (G/N) = T (G)/N .
Therefore the composed map S → G → G/N is a cover. Now apply
Propositions 5.3 and 5.4 for the projection π : G→ G/N . 
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6. Isomorphisms
We now apply the results of §5 to the case of pro-p groups.
Proposition 6.1. Let (T, T0, α) be a cohomological duality triple. Let
πi : S → Gi, i = 1, 2, be covers and π : G1 → G2 an epimorphism of
pro-p groups with π ◦ π1 = π2. Suppose that A(G2) = H
2(G2). Then π is
an isomorphism if and only if the induced map G1/T0(G1) → G2/T0(G2)
is an isomorphism.
Proof. The “only if” part follows from (A3). For the “if” part, recall that by
[Ser65, Lemma 2], π is an isomorphism if and only if π∗r : H
r(G2)→ H
r(G1)
is an isomorphism for r = 1 and a monomorphism for r = 2. As π∗1
commutes with the isomorphisms H1(Gi) → H
1(S), i = 1, 2, it is also
an isomorphism. Since the induced map G1/T0(G1) → G2/T0(G2) is an
isomorphism and by Proposition 5.3, π∗2 : A(G2) = H
2(G2)→ H
2(G1) is a
monomorphism. Hence π is an isomorphism. 
We deduce the following strengthening of [CEM12, Remark 6.4, Th. D]
(which deal with the quotients G
[3]
i ):
Corollary 6.2. Let π : G1 → G2 be an epimorphism of pro-p groups in-
ducing an isomorphism π[2] : G
[2]
1
∼
−→ G
[2]
2
∼= (Z/q)I for some I, and such
that H2(G2) = H
2(G2)dec. Then π is an isomorphism if and only if the
induced map π[3] : (G1)[3] → (G2)[3] is an isomorphism.
Proof. Choose bases (i.e., generating subsets converging to 1) Z¯i of G
[2]
i ,
i = 1, 2, such that π[2](Z¯1) = Z¯2. Lift Z¯1 to a subset Z1 of G1, and let
Z2 = π(Z1). By the Frattini argument, Z1, Z2 generateG1, G2, respectively.
Let S be a free pro-p group with basis Z1. Let π1 : S → G1 be the natural
epimorphism, let π2 = π ◦ π1, and note that π1, π2 are covers. Now take
the triple of Example 4.2(1) and apply Proposition 6.1. 
Proof of Theorem C. In the first equivalence, the “only if” part is imme-
diate. For the “if” part note that, by Remark 2.6, GF1(p)
[2] ∼= GF2(p)
[2] ∼=
(Z/q)I for some set I. Hence we may apply Corollary 6.2.
For the second equivalence, consider the cohomological duality triple of
Example 4.2(1), and let Gi = GFi(p), i = 1, 2. Then α¯
2
G1
: H22,α(G1) →
H2dec(G1) is injective and α¯
2
G2
: H22,α(G2) → H
2
dec(G2) is surjective (see Ex-
ample 4.4(1)). Hence we may apply Proposition 5.4 with r = 2 to conclude
that the induced map π[3] : (G1)[3] → (G2)[3] is an isomorphism if and only
if the map π∗ : H∗2,α(G2) → H
∗
2,α(G1) is an isomorphism. It remains to
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recall that H∗2,α(Gi) = Ĥ
∗(Gi) = H
∗(Gi), by Example 4.4(1) and the fact
that H∗(Gi) is quadratic. 
Next Corollary 5.2(1) and Remark 2.6 give the following refinement of
[CEM12, Prop. 9.1].
Corollary 6.3. Let G1, G2 be profinite groups such that (G1)[3] ∼= (G2)[3]
but H∗(G1) 6∼= H
∗(G2). Then at most one of G1, G2 can be isomorphic to
the maximal pro-p Galois group GF (p) of a field F containing a root of
unity of order q.
As in [CEM12, §9], Corollary 6.3 can be used to show that various pro-p
groups do not occur as GF (p) for F as above.
Examples 6.4. We assume that q = p is prime.
(1) Let S be a free pro-p group and R a normal subgroup of S such
that R ≤ S(3) and S 6∼= S/R. Take in Corollary 6.3 G1 = S and G2 = S/R.
Then (G1)[3] ∼= (G2)[3] and H
1(G1) ∼= H
1(G2) (as R ≤ S
(2)). Hence G1, G2
have the same rank [NSW08, Prop. 3.9.1]. Since a free pro-p group is
determined by its rank, G2 is not free pro-p. Therefore H
2(S) = 0 6=
H2(G2) [NSW08, Cor. 3.9.5]. Now G1 is realizable as an absolute Galois
group of a field of characteristic 6= p [FJ05, Cor. 23.1.2], and such a field
automatically contains a pth root of unity. By Corollary 6.3 G2 6∼= GF (p)
for any field F containing a pth root of unity.
(2) Take in (1) G1 = S = Zp and R = (Zp)(3) = δpZp (with δ as
in §2). Thus G2 = S/R = Z/4 for p = 2, and G2 = Z/p for p odd.
Consequently, G2 6∼= GF (p) for any field F containing a pth root of unity.
We recover Becker’s generalization of the classical Artin–Schreier theorem
[Bec74]: the order of an element in GF (p) can be only 1, 2, or ∞. Observe
that if one used [CEM12, §9] instead of Corollary 6.3, one would get only
that, for p odd, Z/p2 is not a maximal pro-p Galois group of a field as
above.
7. Quotients determined by cohomology
In this section we prove a partial converse of Theorem 5.1, saying that
for a cohomological duality triple (T, T0, α), and assuming the existence
of covers, G/T0(G) is determined by αG and G/T (G) (Theorem 7.2). In
particular, this will prove Theorem B.
First consider a cover π : S → G. Let R = Ker(π). Then R ≤ T (S).
In view of Proposition 3.1(a), there is a commutative diagram of perfect
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(substitution) pairings
(7.1) R/Rq[R, S]
ι

× H1(R)S // Z/q
T (S)/T0(S) × K(S) //
resR
OO
Z/q.
Also, there is a commutative diagram with exact rows
(7.2) 1 // R // _

S
pi // G //

1
1 // T (S) // S // S/T (S) // 1.
SinceR ≤ T (S) ≤ S(2), the inflation mapsH1(G)→ H1(S),H1(S/T (S))→
H1(S) are isomorphisms. By the 5-term sequence and as H2(S) = 0, the
two transgression maps arising from (7.2) are therefore isomorphisms. By
the functoriality of transgression [EM11, (2.2)], they commute. We get a
commutative diagram
(7.3) K(S) 
 //
trg ≀

H1(T (S))S
res //
trg ≀

H1(R)S
trg≀

A(S/T (S)) 
 // H2(S/T (S))
inf // H2(G)
where the left isomorphism is by (A4). Let g be the composite mapK(S)→
H2(G) arising from this diagram. Let Ker(g)∨ denote the annihilator of
Ker(g) in T (S)/T0(S) under the lower pairing of (7.1).
Lemma 7.1. G/T0(G) ∼= (S/T0(S))/Ker(g)
∨.
Proof. By (7.3), Ker(g) is the kernel of resR : K(S) → H
1(R)S. By (7.1),
Ker(g)∨ ∼= Im(ι) = RT0(S)/T0(S). Using (A3) we see that this is the kernel
of the induced epimorphism S/T0(S)→ G/T0(G). 
Given covers S → Gi, i = 1, 2, we have isomorphisms S
[2] → G
[2]
i . They
induce isomorphisms H1(Gi) ∼= H
1(S) and H⊗∗(G1)
∼
−→ H⊗∗(G2).
Theorem 7.2. Let (T, T0, α) be a cohomological duality triple. Let πi : S →
Gi be covers, i = 1, 2, and σ : H
⊗∗(G1) → H
⊗∗(G2) the induced isomor-
phism. Suppose that there is a monomorphism τ : H2(G1)→ H
2(G2) with
αG2 ◦ σ = τ ◦ αG1. Then there is an isomorphism G1/T0(G1)
∼= G2/T0(G2)
compatible with πi, i = 1, 2.
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Proof. For i = 1, 2 there is a commutative diagram
H⊗∗(S/T (S))
∼
//
αS/T (S)

H⊗∗(Gi/T (Gi))
inf
∼
//
αGi/T (Gi) 
H⊗∗(Gi)
αGi
A(S/T (S))
∼
// A(Gi/T (Gi))
inf // A(Gi).
Define a homomorphism gi : K(S)→ H
2(Gi) as above.
Given γ ∈ H⊗∗(S/T (S)) let γˆi be the corresponding element in H
⊗∗(Gi).
Then γ maps trivially to A(Gi) if and only if αGi(γˆi) = 0. Our assumption
implies that αG1(γˆ1) = 0 if and only if αG2(γˆ2) = 0. Consequently, the
kernels of inf : A(S/T (S)) → A(Gi) ⊆ H
2(Gi), i = 1, 2, coincide. Their
preimages in K(S) under transgression are Ker(gi), i = 1, 2 (see (7.3)),
which therefore also coincide. Now use Lemma 7.1. 
Applying this to Examples 4.2 we obtain:
Corollary 7.3. Assume that G[2] ∼= (Z/q)I for some I.
(1) G[2] and ∪ : H1(G)×H1(G)→ H2(G) determine G[3] = G/G(3).
(2) G[2], βG, and ∪ : H
1(G) × H1(G) → H2(G) determine G[3] =
G/G(3).
(3) G[2] and βG determine G/G
q2[G,G].
Proof of Theorem B. Use Theorem 2.4 and part (1) of Corollary 7.3. 
8. Presentations
Let (T, T0, α) be again a cohomological duality triple. We use the tech-
niques of the previous section to characterize the surjectivity of αG in terms
of group presentations. Let again π : S → G be a cover and R = Ker(π).
Note that Rq[R, S] ≤ R ∩ T0(S), by (A2).
Theorem 8.1. There is a natural duality between (R ∩ T0(S))/R
q[R, S]
and the cokernel of infG : A(G/T (G))→ H
2(G).
Proof. The induced map S/T (S) → G/T (G) is an isomorphism. From
(7.3) we obtain a commutative diagram
K(S)
resR //
trg ≀

H1(R)S
≀ trg

A(S/T (S))
inf // H2(G).
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The right transgression maps Coker(resR) isomorphically onto the cokernel
of infG : A(G/T (G)) → H
2(G). By (7.1), Coker(resR) is dual to Ker(ι) =
(R ∩ T0(S))/R
q[R, S]. 
Corollary 8.2. αG is onto H
2(G) if and only if Rq[R, S] = R ∩ T0(S).
Proof. The surjectivity of αG is equivalent to the surjectivity of the inflation
infG : A(G/T (G))→ H
2(G). Now use Theorem 8.1. 
Applying this for Examples 4.2 we deduce:
Examples 8.3. Assume that G[2] ∼= (Z/q)I for some I.
(1) H2(G) = H2(G)dec if and only if R
q[R, S] = R ∩ S(3).
(2) H2(G) = H2(G)dec + Im(βG) if and only if R
q[R, S] = R ∩ S(3)
(compare also [CEM12, Th. 7.1]).
(3) H2(G) = Im(βG) if and only if R
q[R, S] = R ∩ Sq
2
[S, S].
By Theorem 2.4, if G = GF is the absolute Galois group of a field F
containing a root of unity of order q, then (1), and therefore (2), are valid.
9. T0(G) as an intersection
Let (T, T0, α) be again a cohomological duality triple. In this section
we present T0(G) as the intersection of all open normal subgroups M of
the profinite group G with G/M contained in a certain list L(G) of finite
groups. In all our main examples, and assuming, say, that G is an absolute
Galois group of a field containing a root of unity of order p, the list L(G)
is finite and explicit, and does not depend on G. In particular, this will
imply Theorem D.
Following [EM11], we say that G has Galois relation type if
(i) G[2] ∼= (Z/q)I for some set I;
(ii) there exists ξ ∈ H1(G) with βG(ψ) = ψ ∪ ξ for every ψ ∈ H
1(G);
(iii) the kernel of inf : H2(G[2])dec → H
2(G) is generated by cup products
ψ ∪ ψ′, with ψ, ψ′ ∈ H1(G[2]).
By Theorem 2.4 and Lemma 2.2, this holds when G = GF is the absolute
Galois group of a field F containing a root of unity of order q (this was
earlier shown in [EM11, Prop. 3.2]).
Definition 9.1. A special set for the profinite group G with respect to
(T, T0, α) will be a set Σ of pairs (G¯, ϕ¯) such that G¯ is a finite quotient
of G[2], ϕ¯ ∈ H⊗∗(G¯), and the kernel of infG : A(G/T (G)) → H
2(G) is
generated by the elements αG/T (G)(infG/T (G)(ϕ¯)) with (G¯, ϕ¯) ∈ Σ.
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Examples 9.2. Let G be a profinite group of Galois relation type.
(1) Consider the cohomological duality triple of Example 4.2(1). Take
ψ, ψ′ ∈ H1(G[2]) such that ψ ∪ ψ′ = αG[2](ψ ⊗ ψ
′) 6= 0 is in the kernel
of inf : H2(G[2])dec → H
2(G). Let G¯ = G[2]/(Ker(ψ) ∩ Ker(ψ′)) and take
ψ¯, ψ¯′ ∈ H1(G¯) with ψ = infG[2](ψ¯), ψ
′ = infG[2](ψ¯
′). By (iii), the set of all
such pairs (G¯, ψ¯ ⊗ ψ¯′) is a special set for G.
(2) Consider the triple of Example 4.2(2). By (i) and Lemma 2.3,
H2(G[2]) = Im(βG[2]) +H
2(G[2])dec = A(G/T (G)).
We first claim that K ′ = Ker(infG : H
2(G[2])→ H2(G)) is generated by
elements of the form αG[2](−ψ ⊕ (ψ ⊗ ψ
′)) = −βG[2](ψ) + ψ ∪ ψ
′, where
ψ, ψ′ ∈ H1(G[2]), ψ 6= 0, and −ψ ⊕ (ψ ⊗ ψ′) is considered as an element
of H⊗∗(G[2]) (compare [EM11, Prop. 4.3]). Indeed, for ξ as in (ii) we take
ξ0 ∈ H
1(G[2]) with ξ = infG(ξ0). Let θ = βG[2](η)+
∑n
i=1 ψi∪ψ
′
i ∈ K
′, where
η, ψi, ψ
′
i ∈ H
1(G[2]). Then also η ∪ ξ0 +
∑n
i=1 ψi ∪ ψ
′
i is in K
′, and by (iii),
it can be written as
∑m
j=1 χj ∪χ
′
j, with χj, χ
′
j ∈ H
1(G[2]) and χj ∪ χ
′
j ∈ K
′
for each j. Hence
θ = βG[2](η) + (−η) ∪ ξ0 +
m∑
j=1
χj ∪ χ
′
j
= (βG[2](η) + (−η) ∪ ξ0) +
m∑
j=1
(−βG[2](χj) + χj ∪ (χ
′
j + ξ0))
+
m∑
j=1
(βG[2](χj) + (−χj) ∪ ξ0)
and this sum is in K ′, proving the claim.
Now given −ψ⊕ (ψ⊗ψ′) as above, let G¯ = G[2]/(Ker(ψ)∩Ker(ψ′)) and
take ψ¯, ψ¯′ ∈ H1(G¯) with ψ = infG[2](ψ¯), ψ
′ = infG[2](ψ¯
′). The set Σ of all
pairs (G¯,−ψ¯ + (ψ¯ ⊗ ψ¯′)) is special for G.
(3) Consider the cohomological duality triple of Example 4.2(3). Triv-
ially, the kernel of infG : Im(βG[2]) → Im(βG) is generated by elements
βG[2](ψ), with ψ ∈ H
1(G[2]). For such ψ let G¯ = G[2]/Ker(ψ) and take
ψ¯ ∈ H1(G¯) with ψ = inf(ψ¯). The set Σ of all pairs (G¯, ψ¯) is special for G.
For the rest of this section we assume that q = p is prime. When p 6= 2
let Hp3 be the Heisenberg group of order p
3 (see the Introduction), and let
Mp3 =
〈
r, s
∣∣ rp2 = sp = 1, rp = [r, s]〉
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be the unique nonabelian group of odd order p3 and exponent p2. Let D4
be the dihedral group of order 8.
Given a special set Σ for G with respect to (T, T0, α), we choose for every
(G¯, ϕ¯) ∈ Σ a central extension
(9.1) ω : 0→ Z/p→ B → G¯→ 1
corresponding to αG¯(ϕ¯) ∈ H
2(G¯). Note that B depends only on αG¯(ϕ¯).
Let L(G) be the class of all (isomorphism classes of) finite groups B arising
in this way.
Examples 9.3. Suppose that G has Galois relation type.
(1) Let (T, T0, α) be as in Example 4.2(1) and let Σ be the special set
for G as in Example 9.2(1). Consider (G¯, ψ¯⊗ψ¯′) ∈ Σ. Thus ψ¯, ψ¯′ ∈ H1(G¯),
ψ¯ ∪ ψ¯′ 6= 0, and Ker(ψ¯) ∩Ker(ψ¯′) = {1}. Let
ω : 0→ Z/p→ B → G¯→ 1
be the central extension corresponding to ψ¯ ∪ ψ¯′.
When p 6= 2, ψ¯, ψ¯′ are Fp-linearly independent, G¯ ∼= (Z/p)
2 and B ∼= Hp3
[EM11, Prop. 9.1(f)]. Hence L(G) = {Hp3}.
Next let p = 2. When ψ¯ = ψ¯′ we have G¯ ∼= Z/2 and B ∼= Z/4 [EM11,
Prop. 9.1(c)]. Otherwise ψ¯, ψ¯′ are Fp-linearly independent, G¯ ∼= (Z/2)
2 and
B ∼= D4 [EM11, Prop. 9.1(e)]. We conclude that L(G) = {Z/4, D4}.
(2) Let (T, T0, α) be as in Example 4.2(2) and let Σ be the special set
for G as in Example 9.2(2). Consider (G¯,−ψ¯ ⊕ (ψ¯ ⊗ ψ¯′)) ∈ Σ. Thus
ψ¯, ψ¯′ ∈ H1(G¯), ψ¯ 6= 0, and Ker(ψ¯) ∩Ker(ψ¯′) = {1}. Let
ω : 0→ Z/p→ B → G¯→ 1
be the central extension corresponding to −βG¯(ψ¯) + ψ¯ ∪ ψ¯
′.
When p 6= 2 and ψ¯, ψ¯′ are Fp-linearly independent, G¯ ∼= (Z/p)
2 and B ∼=
Mp3 [EM11, Prop. 9.4]. When p 6= 2 and ψ¯, ψ¯
′ are Fp-linearly dependent,
G¯ ∼= Z/p and B ∼= Z/p2 [EM11, Cor. 9.3].
(3) Let (T, T0, α) be as in Example 4.2(3), and take Σ as in Exam-
ple 9.2(3). By [EM11, Prop. 9.2], the central extension corresponding to
(G¯, ψ¯) ∈ Σ is
0→ Z/p→ Z/p2 → G¯ (∼= Z/p)→ 1,
so L(G) = {Z/p2}.
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Theorem 9.4. Suppose that Σ is a special set for the profinite group G
with respect to the cohomological duality triple (T, T0, A). Then
T0(G) = T (G) ∩
⋂
{M E G | G/M ∈ L(G)}.
Proof. Let (G¯, ϕ¯) ∈ Σ and ω a central extension as in (9.1). Since G¯ is a
quotient of G[2] it is also a quotient of G/T (G). Let pr : B×G¯ (G/T (G))→
B be the projection from the fibred product. The central extension
ωˆ : 0→ Z/p→ B ×G¯ (G/T (G))→ G/T (G)→ 1
then corresponds to infG/T (G)(αG¯(ϕ¯)) [EM11, Remark 6.1].
Next let A0 be the set of all elements αG/T (G)(infG/T (G)(ϕ¯)), where (G¯, ϕ¯) ∈
Σ. Thus A0 generates the kernel of inf : A(G/T (G)) → H
2(G). Consider
homomorphisms Ψ: G → B, Ψˆ : G → B ×G¯ (G/T (G)) as in the following
diagram. For every Ψ making the lower triangle commutative there is a
unique Ψˆ making the upper triangle commutative with Ψ = pr ◦ Ψˆ.
G

Ψˆ
vv♠♠♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
Ψ
~~⑤⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
⑤
ωˆ : 0 // Z/p // B ×G¯ (G/T (G)) //
pr

G/T (G) //

1
ω : 0 // Z/p // B
pi // G¯ // 1.
Note that Ker(Ψˆ) = T (G) ∩ Ker(Ψ). Furthermore, if π maps a proper
subgroup B0 of B onto G¯, then π|B0 : B0 → G¯ is an isomorphism. Since ω
is non-split, Ψ is therefore surjective. Now by condition (f) of Proposition
3.2, T0(G) =
⋂
Ker(Ψˆ) = T (G) ∩
⋂
Ker(Ψ) for all Ψ as above (T0(G) =
T (G) when there is no such Ψ). The kernels Ker(Ψ) are just the normal
subgroups M of G such that G/M = B ∈ L(G). 
We now apply Theorem 9.4 to Examples 4.2 to derive concrete presen-
tations of the canonical subgroups discussed so far as intersections. The
first example below contains in particular the proof of Theorem D.
Examples 9.5. Suppose that G has Galois relation type.
(1) Let (T, T0, α) be as in Example 4.2(1) and let Σ be the special set
for G as in Example 9.2(1). By Example 9.3(1), L(G) = {Hp3} when
p 6= 2 and L(G) = {Z/4, D4} when p = 2. In the first case we obtain from
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Theorem 9.4 that
G(3) = G
(2) ∩
⋂
{M E G | G/M ∼= Hp3}
=
⋂
{M E G | G/M ∼= 1,Z/p,Hp3}.
In view of Theorem 2.4, this gives Theorem D.
In the second case G(3) = G
(3) (Remark 2.1(1)), and we obtain that
G(3) =
⋂
{M E G | G/M ∼= 1,Z/2,Z/4, D4}.
This last fact was proved by Villegas [Vil88], and Mina´cˇ and Spira [MSp96,
Cor. 2.18] when G is an absolute Galois group of a field, and in [EM11, Cor.
11.3 and Prop. 3.2] for general profinite groups of Galois relation type.
Moreover, Z/2 can be omitted from this list if G 6∼= Z/2 [EM11, Cor. 11.4].
(2) Let (T, T0, α) be as in Example 4.2(2) and let Σ be the special set
for G as in Example 9.2(2). We may assume that p 6= 2, since otherwise
G(3) = G(3), and this subgroup was described in (1). Now by Example
9.3(2), L(G) = {Mp3,Z/p
2}. By [EM11, Prop. 10.2], every epimorphism
G→ Z/p breaks via Z/p2 or via Mp3 . Consequently, Theorem 9.4 gives
G(3) =
⋂
{M E G | G/M ∼= 1,Z/p2,Mp3}.
This result was earlier proved in [EM11].
(3) Let (T, T0, α) be as in Example 4.2(3), and take Σ as in Example
9.2(3). By Example 9.3(2), L(G) = {Z/p2}. We get the equality (already
noted in Example 3.3(3))
Gp
2
[G,G] =
⋂
{M E G | G/M ∼= 1,Z/p,Z/p2}.
In fact, since a discrete abelian group of finite exponent is a direct sum of
cyclic groups [Kap69, Th. 6], we get using Pontrjagin duality that
Gp
n
[G,G] =
⋂
{M E G | G/M ∼= Z/pj , j = 0, 1, . . . , n}.
10. Duality in free pro-p groups
In this section we prove the duality mentioned in Example 3.3(1). First
we study the pairing in Proposition 3.1(b) when G = S satisfies H2(S) = 0
and when T = S(2) and T0 = S
(3). Given σ ∈ S, we write σ¯ for its
image in S [2]. The next two lemmas extend computations in [Lab66, §2.3],
[Koc02, §7.8] and [NSW08, 3.9.13]. Let δ = 1, 2 be as in (2.1).
Lemma 10.1. Let χ, χ′ ∈ H1(S [2]) and σ, σ′ ∈ S.
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(a) If there is a homomorphism h : S → Z/q with h(σ) = 1¯, then
〈σqS(3), χ ∪ χ′〉 = (q/δ)χ(σ¯)χ′(σ¯) (= 0 for q odd).
(b) 〈[σ, σ′]S(3), χ ∪ χ′〉 = χ(σ¯′)χ′(σ¯)− χ(σ¯)χ′(σ¯′).
Proof. The cohomology class infS(χ ∪ χ
′) in H2(S) is represented by the
2-cocycle c(σ, τ) = χ(σ¯)χ′(τ¯ ). Since H2(S) = 0, there exists an inhomoge-
nous 1-cochain u : S → Z/q with ∂u = c. Thus
(10.1) χ(σ¯)χ′(τ¯ ) = u(σ) + u(τ)− u(στ)
for all σ, τ ∈ S. In particular, for σ ∈ S and τ ∈ S(2) we have u(στ) =
u(σ) + u(τ) = u(τσ). It follows that for τ ∈ S(2) one has
u(τ) = u(σ−1) + u(στ)− χ(σ¯−1)χ′(σ¯)
= u(σ−1) + u(τσ)− χ(σ¯−1)χ′(σ¯) = u(σ−1τσ).
Thus the restriction v of u to S(2) belongs to H1(S(2))S. By the definition of
the transgression [NSW08, Prop. 1.6.6], trgS[2](v) = χ ∪ χ
′. Consequently,
for every ρ ∈ S(2) we have
〈ρS(3), χ ∪ χ′〉 = 〈ρS(3), trgS[2](v)〉 = −v(ρ) = −u(ρ).
(a) When σ ∈ S(2) both sides are zero. So assume that σ 6∈ S(2). Our
assumption gives a homomorphism h : S → Z/q with h(σ) = u(σ). As
∂h = 0, we may replace u by u− h to assume that u(σ) = 0. Using (10.1)
we obtain inductively that u(σi) = −
(
i
2
)
χ(σ¯)χ′(σ¯). It remains to observe
that
(
q
2
)
≡ q/δ (mod q).
(b) Apply (10.1) with τ = 1 to obtain u(1) = 0. Apply it with τ = σ−1
to further obtain u(σ−1) + u(σ) = −χ(σ¯)χ′(σ¯). This gives
u((σ′σ)−1) + u(σ′σ) = −χ(σ¯′σ¯)χ′(σ¯′σ¯)
u(σσ′) = u(σ) + u(σ′)− χ(σ¯)χ′(σ¯′)
−u(σ′σ) = −u(σ′)− u(σ) + χ(σ¯′)χ′(σ¯)
Adding these equalities we obtain
u((σ′σ)−1) + u(σσ′) = −χ(σ¯′σ¯)χ′(σ¯′σ¯) + χ(σ¯′)χ′(σ¯)− χ(σ¯)χ′(σ¯′).
Hence, by (10.1) again,
u([σ, σ′]) = u((σ′σ)−1) + u(σσ′)− χ((σ¯σ¯′)−1)χ′(σ¯σ¯′)
= χ(σ¯′)χ′(σ¯)− χ(σ¯)χ′(σ¯′).
as desired. 
Lemma 10.2. Let χ ∈ H1(S [2]) and σ, σ′ ∈ S.
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(a) If χ(σ¯) = 0¯, then 〈σqS(3), βS[2](χ)〉 = 0¯.
(b) If χ(σ¯) = 1¯, then 〈σqS(3), βS[2](χ)〉 = 1¯.
(c) 〈[σ, σ′]S(3), βS[2](χ)〉 = 0¯.
Proof. Define a section ι of the projection Z/q2 → Z/q by ι(i + qZ) =
i + Z/q2 for 0 ≤ i ≤ q − 1. Let χ˜ = ι ◦ χ ∈ Hom(S [2],Z/q2). Then the
cohomology class of βS[2](χ) in H
2(S [2]) is represented by the 2-cocycle
c(σ¯, τ¯) =
1
q
(
χ˜(σ¯) + χ˜(τ¯)− χ˜(σ¯τ¯)
)
.
Inflating to H2(S) = 0, we obtain an inhomogenous 1-cochain u : S → Z/q
with ∂u = c. Thus
(10.2) u(σ) + u(τ)− u(στ) =
1
q
(
χ˜(σ¯) + χ˜(τ¯)− χ˜(σ¯τ¯ )
)
for all σ, τ ∈ S. Since S [2] is abelian, this implies that u(στ) = u(τσ),
whence u(σ−1τσ) = u(τ), for all σ, τ ∈ S. It follows that the restriction v
of u to S(2) belongs to H1(S(2))S. By the definition of the transgression,
trgS[2](v) is represented by the 2-cocycle ∂u = c. Hence βS[2](χ) = trgS[2](v).
Consequently, for every ρ ∈ S(2) we have
〈ρS(3), βS[2](χ)〉 = 〈ρS
(3), trgS[2](v)〉 = −v(ρ) = −u(ρ).
(a) If χ(σ) = 0¯, then χ˜(σi) = 0 for every i ≥ 0. It follows inductively
from (10.2) that u(σi) = iu(σ) for i ≥ 0. Thus u(σq) = 0¯, as required.
(b) If χ(σ) = 1¯, then χ˜(σi) = i¯ for 0 ≤ i ≤ q − 1, while χ˜(σq) = 0¯. It
follows from (10.2) by induction that u(σi) = iu(σ) for 0 ≤ i ≤ q − 1, and
u(σq) = qu(σ)− 1¯ = −1¯.
(c) As (σ, τ) 7→ u(στ) is symmetric, u([σ, σ′]) = 0¯ for all σ, σ′ ∈ S. 
Next we also assume that S [2] ∼= (Z/q)I for some index set I, e.g., S is a
free profinite (or pro-p group) group. Fix a linear order < on I. Choose a
basis σ¯i, i ∈ I, of S
[2], and lift it to elements σi, i ∈ I, of S. Let χi, i ∈ I,
be the Z/q-basis of H1(S [2]) dual to σiS
(2), i ∈ I.
Proposition 10.3. (a) Every σ ∈ S(2) can be uniquely written as
σ =
∏
i
σaiqi
∏
i<j
[σi, σj ]
bij (mod S(3))
for some some ai, bij ∈ Z/q.
(b) The lists
(i) σqi S
(3), i ∈ I, and [σi, σj ]S
(3), i, j ∈ I, i < j;
(ii) βS[2](χi), i ∈ I, and χi ∪ χj, i, j ∈ I, i < j;
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form dual bases of S(2)/S(3) and H2(S [2]), respectively, with respect
to 〈·, ·〉.
Proof. (a) Use [NSW08, Prop. 3.9.13(i)] and a standard limit argument.
(b) By the definition of S(2), the list (i) generates S(2)/S(3). By Lemma
10.1 and Lemma 10.2, the two lists are dual. Hence they form bases. 
Proposition 10.4. For χ ∈ H1(S [2]) of order q one has χ∪χ = (q/δ)βS[2](χ)
(= 0 if p > 2).
Proof. We may assume that χ = χk for some k ∈ I. For i ∈ I Lemma
10.1(a) and Lemma 10.2(a)(b) give
〈σqi S
(3), χk ∪ χk〉 = (q/δ)χk(σi) = 〈σ
q
i S
(3), (q/δ)βS[2](χk)〉.
For i, j ∈ I, i < j, Lemma 10.1(b) and Lemma 10.2(c) give
〈[σi, σj]S
(3), χk ∪ χk〉 = 0 = 〈[σi, σj ]S
(3), (q/δ)βS[2](χk)〉.
The assertion now follows by duality from Proposition 10.3(b). 
From this and Proposition 10.3 we deduce
Corollary 10.5. When p > 2 (resp., p = 2), the elements χi ∪ χj, i < j
(resp. i ≤ j) form a basis of H2(S [2])dec.
To this end let S be again a profinite group such that H2(S) = 0 and
S [2] ∼= (Z/q)I . Let σi, χi, i ∈ I, be bases as in the previous section.
Write S [2] =
∏
i∈I Ci, where Ci = 〈σiS
(2)〉 ∼= Z/q. Then resCi(χi) gener-
ates H1(Ci) ∼= Z/q, and βCi(resCi(χi)) generates H
2(Ci) ∼= Z/q, e.g. by
Corollary 10.5.
Lemma 10.6. Let α ∈ H2(S [2]) and let di, i ∈ I, and dij, i < j, i, j ∈ I,
be the unique elements of Z/q such that
(10.3) α =
∑
i
diβS[2](χi) +
∑
i<j
dij · χi ∪ χj.
Then for every k ∈ I, one has resCk(α) = dkβCk(resCk(χk)).
Proof. One has resCk(χi) = 0 for i 6= k. Therefore
resCk(βS[2](χi)) = βCk(resCk(χi)) = 0
for i 6= k, as well as
resCk(χi ∪ χj) = resCk(χi) ∪ resCk(χj) = 0
for all i < j, whence the desired equality. 
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We deduce the following local-global principle for groups of the form
(Z/q)I .
Corollary 10.7. There is an exact sequence
0→ H2(S [2])dec →֒ H
2(S [2])
∏
δ resC
−−−−→
∏
C H
2(C),
where C ranges over all cyclic subgroups of S [2] of order q.
Proof. Let α ∈ H2(S [2]) and express it as in (10.3). By Corollary 10.5,
α ∈ H2(S [2])dec if and only if δdi ≡ 0 (mod q) for every i ∈ I. Since
βCi(resCi(χi)) generates H
2(Ci), Lemma 10.6 shows that this is equivalent
to δ resCi(α) = 0. It remains to note that every cyclic subgroup C of S
[2]
of order q occurs as Ck = 〈σkS
(2)〉 for some choice of σi, ψi. 
Now let G be a profinite group. Given a subgroup C of G[2], take
a normal subgroup M of G containing G(2) with C = M/G(2). Then
H1(G(2))G ≤ H1(G(2))M , and by the functoriality of the transgression,
there is a commutative square
(10.4) H1(G(2))G
trg
G[2] //
_

H2(G[2])
resC

H1(G(2))M
trgC // H2(C).
This makes condition (c) of the following proposition meaningful:
Proposition 10.8. Let G be a profinite group with G[2] ∼= (Z/q)I for some
index set I. The following conditions on ψ ∈ H1(G(2))G are equivalent:
(a) trgG[2](ψ) ∈ H
2(G[2])dec;
(b) δ trgC(ψ) = 0 for every cyclic subgroup C of G
[2] of order q;
(c) for every normal subgroup M of G containing G(2) with M/G(2) ∼=
Z/q there exists ψˆ ∈ H1(M) with δψ = resG(2)(ψˆ);
(d) ψ(G(3)) = 0.
Proof. (a)⇔(b): Since G[2] ∼= S [2] for some free pro-p group S, this
follows from Corollary 10.7 and (10.4).
(b)⇔(c): Use the 5-term sequence associated with C = M/G(2).
(c)⇔(d): We may assume that G 6= {1}. Then G is the union of its
subgroups M such that G(2) ≤ M and M/G(2) ∼= Z/q. Then M q ≤ G(2)
and there is a split extension
1→ G(2)/M q →M/M q → Z/q → 0.
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If there is ψˆ ∈ H1(M) with δψ = resG(2)(ψˆ), then (δψ)(M
q) = ψˆ(M q) =
{0}. Conversely, if δψ vanishes on M q, then it induces a homomorphism
δψ ∈ H1(G(2)/M q)M . Since the above extension splits, δψ extends to a
homomorphism M/M q → Z/q, so there is ψˆ ∈ H1(M) as above.
Consequently, (c) is equivalent to ψ(Gδq) = {1}. But as ψ ∈ H1(G(2))G,
one always has ψ([G(2), G]) = {1}, so ψ(G(3)) = ψ(G
δq). 
The equivalence of (a) and (d) implies
Corollary 10.9. Let G be a profinite group with G[2] ∼= (Z/q)I for some
index set I. Then H2(G[2])dec is dual to (G
(2), G(3)).
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