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Resumen
Este artículo utiliza y analiza, diversas metodologías para la modelación de la 
volatilidad de la tasa de interés a corto plazo. Específicamente se analizarán los 
resultados que se obtienen a través de la especificación CKLS, Heterocedasticidad 
Condicionada y Mixta. Los hechos estilizados enseñan que la mejor especificación 
para describir el proceso generador de la tasa de interés interbancaria en la 
economía colombiana para el período 2001–2006 es el modelo EGARCH. Se 
encuentra que las innovaciones positivas en la tasa de interés ocasionan una 
volatilidad 22,3% mayor que innovaciones negativas de la misma magnitud. 
Además el proceso converge a una media no condicionada de 7,11% con una 
corrección diaria del 1,2%. Finalmente se corrobora la estabilidad de los 
parámetros del modelo seleccionado y se analizan los pronósticos estimados a 
partir de éste tomando como punto de referencia el histórico y el mercado. Se 
encuentra que el modelo ofrece pronósticos relativamente sensatos a un plazo de 
tres meses. 
Palabras clave: Tasa de interés de corto plazo, Modelos CKLS, Modelos 
Heterocedasticidad Condicional, Modelos Mixtos.
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Abstract
In this paper we analyze different methodologies that are used to handle the short 
term interest rate volatility. Specifically, we shall analyze the outcomes that are 
obtained through three specifications: CKLS, Conditional Heteroscedastic and 
BHK. The evidence shows that the better specification is reached through the 
EGARCH model. It is found that positive shocks in the short term interest rate cause 
a volatility 22,3% higher than negative shock of the same size. Also, the process 
converges to an unconditioned mean of 7,11% with a correction factor of 1,2% 
daily. Finally, it is analyzed the stability of the parameters associated to the selected 
model and the model’s forecast. It is found that the model offers good forecast in a 
period of three months.
Keywords: Short term interest rate, CKLS Models, Conditional Heteroscedastic 
Models, BHK Models.
JEL Classification: C13, G12.
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2Introducción
La dinámica de la tasa de interés a corto plazo recibe particular atención puesto que ésta 
es el eje para la valoración de varios instrumentos financieros. Específicamente, la 
obtención de la estructura a plazo de la tasa de interés es fundamental para asignar el 
precio a instrumentos de renta fija y los múltiples derivados que de éstos se desprenden. 
Pese a dicho rol, no existe un consenso en la academia al respecto de un modelo 
universal que determine el proceso generador de datos que subyace a la tasa de interés 
de corto plazo.
En la literatura se encuentran dos grandes vertientes de modelos para la determinación 
de la tasa de interés (Tuckman, 1996). Los modelos de no arbitraje (Ho and Lee, 1986; 
Black, Derman and Toy, 1990; Hull and White, 1990; entre otros), los cuales están 
diseñados para replicar la estructura a plazo de la tasa de interés, y los modelos de 
equilibrio donde se asume un proceso que genera las tasas de interés a corto plazo que 
no está diseñado para ajustarse a la estructura a plazo del mercado. De esta forma, los 
modelos de equilibrio difieren de su contraparte basada en no arbitraje, en esencia por 
dos razones; la primera, porque los primeros usan la estructura a plazo corriente para 
deducir la prima por riesgo en los retornos esperados, y la segunda, porque los modelos 
de no arbitraje toman los precios de los bonos como un insumo, en tanto que los 
modelos de equilibrio no. 
Al interior de los modelos de equilibrio se encuentran los que determinan la dinámica 
de la tasa de interés en función de un solo factor (Merton, 1973; Vasicek, 1977; 
Brennan and Schwartz, 1980; Cox, Ingersoll and Ross, 1985; entre otros) o varios 
factores (Brennan and Schwartz, 1979; Longgstaff and Schwartz, 1992; entre otros). 
Este artículo se centrará en el estudio de los modelos de equilibrio unifactoriales en 
tiempo continuo, en donde dicho factor viene representado por los movimientos de la 
tasa de interés a corto plazo que se asume sigue un proceso de difusión de Îto.
Al respecto de los modelos de un solo factor en tiempo continuo, la literatura financiera 
ha clasificado los estudios realizados en tres grupos. 
El primer grupo corresponde a los modelos tipo CKLS (Chang, Karolyi, Longstaff and 
Sanders, 1992), también denominados de nivel, los cuales abarcan una gran gama de 
posibilidades dependiendo de las restricciones que se impongan sobre los parámetros. 
La generalización CKLS permite capturar: el fenómeno de reversión a la media, la 
imposibilidad de tasas de interés negativas y  la volatilidad de la tasa de interés en 
función del nivel de ésta. 
Los modelos de heterocedasticidad condicionada en los que la volatilidad es función de 
su propio pasado y de las innovaciones de la tasa de interés a corto plazo. 
Los modelos Mixtos, los cuales combinan el efecto nivel de los modelos CKLS, y los 
efectos agrupamiento y apalancamiento de los modelos de heterocedasticidad 
condicionada. Estos modelos fueron introducidos por Brenner, Harjes y Kroner (1996).
La evidencia empírica ha enseñado que la volatilidad de la tasa de interés de corto plazo 
presenta un efecto nivel, es decir, ésta experimenta una mayor volatilidad cuando se 
3observa una elevada tasa de interés. Pese a este avance que presentan los modelos tipo 
CKLS con respecto a los modelos de volatilidad constante, también se observa que bajo 
esta metodología se sobre estima el efecto de la tasa de interés sobre la volatilidad de 
ésta (Brenner, et al. 1996) al no incorporar el efecto agrupamiento que capturan los 
modelos de heterocedasticidad condicionada y que la literatura financiera ha 
identificado en la tasa de interés de corto plazo. Sin embargo, estos últimos modelos 
adolecen de ciertas fallas al no tomar en consideración el efecto nivel, al permitir tasas 
de interés negativas y al encontrar un efecto permanente de las perturbaciones sobre la 
volatilidad, lo que implica que la serie es no estacionaria. Como consecuencia de estos 
inconvenientes, se implementaron los modelos Mixtos, los cuales toman en 
consideración el efecto nivel, el efecto agrupamiento y el efecto apalancamineto. Ya son 
bastantes los trabajos desarrollados en esta línea después de la implementación de 
Brenner et. al. (1996). Dankenbring encontró para la economía Alemana que la 
volatilidad de la tasa de interés de corto plazo depende bien sea del nivel de ésta o de las 
perturbaciones estocásticas asociadas a la llegada de nueva información, pero no de 
ambos motivos simultáneamente. Benito, León y Nave encuentran superioridad de los 
modelos Mixtos para explicar el comportamiento de la volatilidad de la tasa de interés 
de corto plazo en la economía Española. Zúñiga (1999) encontró que los modelos tipo 
GARCH arrojan mejores resultados que los modelos Mixtos para explicar el 
comportamiento de la volatilidad de la tasa de interés de corto plazo de la economía 
Chilena. Pese a el desarrollo reciente en esta línea, para el caso colombiano no se 
encontró literatura al respecto.
El objetivo central de este artículo es verificar empíricamente cual de las tres 
metodologías enunciadas para modelar la volatilidad de la tasa de interés de corto plazo 
se ajusta mejor a la economía colombiana. El estudio tendrá como período de análisis 
2001–2006, y como proxy de la tasa de interés de corto plazo se tomará la tasa de 
interés interbancaria diaria anualizada. 
Este artículo está estructurado de la siguiente manera: en la primera sección se realiza 
una breve exposición del marco de referencia teórico. En la segunda sección se enseñan 
los resultados empíricos; esta sección muestra en primera instancia las pruebas de raíces 
unitarias sobre la serie en consideración y la especificación sobre la media de la tasa de 
interés. Luego se realizan ejercicios econométricos fundamentados en la especificación 
establecida por la metodología CKLS. En tercera instancia se analizará cual de los 
modelos de heterocedasticidad condicionada propuestos explica en mayor medida la 
volatilidad de la tasa de interés de corto plazo. Finalmente, se implementarán los 
modelos Mixtos asociados a diferentes esquemas de heterocedasticidad condicionada 
para verificar y analizar su grado de ajuste. En la tercera sección se realizan algunos 
análisis de los resultados obtenidos; primero se realizan pruebas de estabilidad de los 
parámetros del modelo seleccionado, y en segunda medida se realizan pronósticos a seis 
meses, los cuales son comparados con las series observadas, los promedios históricos y 
lo estipulado por el mercado. En la última sección se enuncian algunas conclusiones. 
1. Marco Teórico
Este trabajo se centrará en la modelación de la volatilidad asociada a las tasas de interés 
de corto plazo asumiendo que ésta se comporta conforme a los lineamientos de los 
modelos unifactoriales en tiempo continuo, en donde se asume que sus movimientos se 
determinan según la siguiente ecuación diferencial estocástica:
4(1) tttttt dWrdtrdr )()(  
Donde )( tt r es la esperanza condicional instantánea de la variación del tipo de interés 
por unidad de tiempo, )( tt r  es la volatilidad instantánea cuyo cuadrado representa la 
varianza condicional del tipo de interés por unidad de tiempo, y tdW  es un proceso de 
Wiener, siendo tdWt  ,   N(0, 1).
La especificación de la media condicional será de forma lineal )()( ttt rkr   , donde 
la tasa de interés revierte a su nivel de largo plazo   a una velocidad constante k. Hay 
varios autores que argumentan que esta hipótesis es la principal causante del sesgo en 
los parámetros estimados (Aït – Salía, 1996). Sin embargo, Koedijk, Niessen, Schotman 
y Wolf (1997) muestran que la especificación no lineal de la media, no ejerce 
repercusiones sobre las estimaciones de los parámetros de volatilidad estocástica. Lo 
cual es el objetivo central del presente trabajo.
1.1.Especificación de la volatilidad de los modelos CKLS
La especificación de la ecuación diferencial estocástica de la familia de los modelos tipo 
CKLS está determinada por:
(2) tttt dWrdtrdr
  )(
Donde  < 0 es la velocidad de reversión a la media,   es la tasa de interés de 
corto plazo de equilibrio y tr  asegura tasas de interés positivas e introduce la 
hetereocedasticidad condicional a través del nivel de las tasas de interés. Este proceso 
estocástico anida varios modelos de tasa de interés de corto plazo, según se impongan 
restricciones sobre los parámetros (ver tabla 1).
Tabla 1. Modelos unifactoriales de la estructura a plazo: tttt dWrdtrdr
  )(
Restricciones
Modelo    
Mertona - 0 0 -
GBMb 0 - 1 -
Dothanc 0 0 1 -
Vasicekd - - 0 -
CIR – SRe - - 0,5 -
BSf - - 1 -
CIR - VRg 0 0 1,5 -
CEVh 0 - - -
a Merton (1973)
b Movimiento Geométrico Browniano, Rendleman y Bartter (1980)
c Dotan (1978)
d Vasicek (1977)
e CIR Raiz Cuadrada, Cox, Ingersoll y Ross (1985)
f Brennan y Schwartz (1980)
g CIR Tasa Variable, Cox, Ingersoll y Ross (1980)
h Elasticidad Constante de la Varianza, Cox y Ross (1975)  
5Para realizar una estimación de la ecuación (2) se debe realizar una discretización de 
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Donde 1tI  es el conjunto de información disponible en t – 1. 
Esta cruda discretización ha tenido detractores (Nowman, 1997; Yu and Phillips, 2001; 
Mashayekh), los cuales argumentan que la estimación de modelos continuos con 
aproximaciones discretas pueden presentar sesgos por agregación en los parámetros 
estimados. Sin embargo Norman (1997) encuentra que el sesgo de agregación en el 
trabajo desarrollado por Chang, Karolyi, Longstaff y Sanders (1992) es mínimo. 
Además se debe tener presente que las técnicas de métodos Gaussianos para la 
estimación de modelos continuos parten de parámetros iniciales, los cuales se obtienen 
de discretizaciones más crudas tipo Euler; en este sentido, el presente trabajo se 
establece como un paso preliminar hacia estos procedimientos. 
1.2.Especificación de la volatilidad de los modelos de heterocedasticidad 
condicional
La evidencia empírica ha enseñado que las series financieras presentan una fuerte 
hetereocedasticidad condicional de la varianza. Pese a que el modelo CKLS trata de 
capturar esta característica a través del efecto nivel, no lo logra por completo, puesto 
que omite el efecto agrupamiento, propio de las series financieras. Esto arroja como 
resultado una sobre estimación del efecto nivel, lo cual implica   > 1, lo que a su vez 
ocasiona que el proceso generador de datos no sea estacionario (Dahlquist, 1996) 
ocasionando que los estadísticos de prueba no sigan una distribución estándar y por 
consiguiente valores críticos desconocidos. Además este resultado invalida las 
estimaciones realizadas por el Método Generalizado de Momentos (Broze, Scaillet and 
Zakoian, 1995); procedimiento que fue utilizado por Chang et. al. en el trabajo pionero 
de la familia de los modelos CKLS. 
Una clase diferente de especificación que capturan estos fenómenos son los modelos de 
heterocedasticidad condicionada. Estos especifican la varianza condicional en función 
de su propio pasado y el impacto de las innovaciones pasadas. De esta forma se captura 
el efecto agrupamiento (Engel, 1982; Bollerslev, 1986). 
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es finita, mientras su varianza condicionada evoluciona a través del tiempo de forma 
estacionaria. En este contexto t  se asume sigue una distribución normal estándar o una 
t–student estandarizada. Se debe tener presente que las series estadísticas financieras se 
caracterizan por presentar colas pesadas, lo cual se puede capturar con una distribución 
t–student en la perturbación. Finalmente, th  y t  son independientes.  
Una de las falencias de los modelos GARCH es que los efectos de las perturbaciones 
sobre la volatilidad son simétricos, para subsanar dicha falencia existen especificaciones 
de la varianza condicional que capturan las asimetrías propias de las tasas de interés de 
corto plazo sobre la volatilidad, puesto que la evidencia empírica ha enseñado que las 
innovaciones positivas en los cambios de los tipos de interés tienen mayor impacto en la 
volatilidad que las innovaciones negativas de la misma magnitud. Esta respuesta 
asimétrica se conoce en la literatura como el efecto apalancamiento y para recogerlo se 
trabajarán las siguientes especificaciones.
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Donde 1tI  si tu < 0.
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1.3.Especificación de la volatilidad de los modelos Mixtos (BHK)
Las limitaciones de los modelos de heterocedasticidad condicionada es que no recogen 
el efecto nivel asociado a la varianza condicional de la tasa de interés de corto plazo, 
además la evidencia empírica ha mostrado que la varianza condicional asociada a estos 
modelos es no estacionaria, lo cual obedece a que las perturbaciones transitorias ejercen 
efectos permanentes sobre la volatilidad de la tasa de interés.
Dadas las limitaciones enunciadas de los modelos tipo CKLS y los modelos de 
heterocedasticidad condicionada, Brenner et. al. propusieron los modelos Mixtos para la 
varianza condicional de la tasa de interés de corto plazo, los cuales pretenden recopilar 
las ventajas asociadas a las dos especificaciones descritas.
(8)  21222  ttt rh
Donde 2t  sigue una especificación tipo modelos de varianza condicionada.
72. Resultados empíricos
En este estudio la tasa de interés interbancaria diaria anualizada es tomada como proxy 
de la tasa de interés de corto plazo del activo libre de riesgo. La serie inicia el 2 de enero 
del año 2001 y se extiende hasta el 31 de diciembre del año 2006, el tamaño de la 
muestra es 1422 observaciones. La frecuencia de las observaciones es diaria, lo cual 
implica una reducción significativa del sesgo de agregación propio de las series 
semanales y mensuales. El gráfico 1 muestran la serie y la primera diferencia de ésta.  
Gráfico 1. Tasa de interés interbancaria diaria anualizada: Colombia, 2001–2006.
4,00%
5,00%
6,00%
7,00%
8,00%
9,00%
10,00%
11,00%
12,00%
13,00%
-3,00%
-2,50%
-2,00%
-1,50%
-1,00%
-0,50%
0,00%
0,50%
1,00%
1,50%
Fuente. Banco de la República de Colombia.
El gráfico muestra que aparentemente existe un efecto nivel en la tasa de interés, a la 
vez que se observa que la volatilidad no es constante, esto unido a evidencia gráfica del 
efecto agrupamiento. Sin embargo estas apreciaciones deben ser corroboradas 
formalmente.
En la tabla 2 se enseñan los estadísticos descriptivos de la serie en consideración. Como 
se evidencia la tasa de interés y su diferencia presentan una función de distribución de 
probabilidad Leptocúrtica (delgado o de colas largas) y asimétrica. Se rechaza la 
hipótesis de normalidad en las series.
Tabla 2. Estadísticos descriptivos: Colombia, tasa de interés interbancaria, 2001–2006.
tr tr
Tamaño de la muestra 1422 1422
Media 7,03% 0,00%
Mediana 6,76% 0,00%
Máximo 11,99% 0,94%
Mínimo 4,87% -1,26%
Desviación estándar 1,49% 0,13%
Asimetría 1,40 -0,56
Curtosis 4,70 40,20
Prueba Bera-Jarque 641,35 18.014,15
Probabilidad 0 0
Fuente. Cálculo de los autores.
El concepto teórico de reversión a la media corresponde al concepto econométrico de 
estacionariedad. Esto implica que las pruebas de hipótesis sobre la presencia de raíces 
8unitarias son indispensables para la correcta especificación del modelo. Se realizarán 
básicamente tres pruebas sobre la existencia de este fenómeno en la serie en 
consideración: KPSS (1992), DFA(1979) y PP(1988). En la tabla 3 se evidencia que la 
tasa de interés es una variable no estacionaria. Al realizar las pruebas sobre la diferencia 
de ésta se encuentra que la tasa de interés es integrada de orden uno (ver tabla 4).1 Esto 
implica que la tasa de interés no revierte a su posición de largo plazo a menos que la 
función de volatilidad cause la no estacionariedad de la serie.
Tabla 3. Prueba de raíces unitarias KPSS, DFA y PP: Colombia, tasa de interés 
interbancaria, 2001–2006.
Rezagos KPSSa DFAb PPc
0 41,77 -1,20 -1,20
1 20,96 -1,43 -1,31
2 14,00 -1,49 -1,36
3 10,52 -1,55 -1,41
4 8,42 -1,63 -1,45
5 7,03 -1,74 -1,50
El modelo está especificado sin intercepto para las pruebas DFA y PP. Para la prueba KPSS el modelo 
tiene intercepto.
a La hipótesis nula bajo la prueba KPSS es estacionariedad de la serie. El valor crítico del estadístico es 
0,73 al 0,05 de significancia.
b La hipótesis nula bajo la prueba DFA es no estacionariedad de la serie. El valor crítico del estadístico es 
–1,93 al 0,05 de significancia.
c La hipótesis nula bajo la prueba PP es no estacionariedad de la serie. El valor crítico del estadístico es   
–1,93 al 0,05 de significancia.
Fuente. Cálculo de los autores.
Tabla 4. Prueba de raíces unitarias KPSS, DFA y PP: Colombia, diferencia de la tasa de 
interés interbancaria, 2001–2006.
Rezagos KPSSa DFAb PPc
0 0,233 -52,22 -52,22
1 0,340 -52,45 -33,44
2 0,394 -53,18 -26,73
3 0,440 -53,87 -23,38
4 0,485 -54,66 -21,45
5 0,535 -55,47 -18,43
El modelo está especificado sin intercepto para las pruebas DFA y PP. Para la prueba KPSS el modelo 
tiene intercepto.
a La hipótesis nula bajo la prueba KPSS es estacionariedad de la serie. El valor crítico del estadístico es 
0,73 al 0,05 de significancia.
b La hipótesis nula bajo la prueba DFA es no estacionariedad de la serie. El valor crítico del estadístico es 
–1,93 al 0,05 de significancia.
c La hipótesis nula bajo la prueba PP es no estacionariedad de la serie. El valor crítico del estadístico es   
–1,93 al 0,05 de significancia.
Fuente. Cálculo de los autores.
                                                
1 Ball y Torous (1996) encuentran que negar la presencia de raíces unitarias en los procesos que generan 
la tasa de interés ocasionan resultados erróneos en la estimación de las curvas de cero cupón a partir de 
los modelos de tasa de interés.
9Todos los modelos en consideración serán estimados por el método de Máxima 
Verosimilitud, pese a que en el Método Generalizado de Momentos no hay que asumir 
una función de distribución específica, varios estudios (Dahlquist, 1996; Broze, Scaillet 
and Zakoian, 1995) han mostrado que una sobre estimación del efecto nivel en la 
volatilidad (  > 1) ocasionan que la tasa de interés no siga un proceso estacionario, lo
cual implica la violación de los supuestos que subyacen dicho método. La función 
verosimilitud que se asumirá para las perturbaciones estocásticas será la normal, de esta 
forma el logaritmo de la función será:
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Donde  es el vector de parámetros poblacional de la media y la varianza condicional.
El alto nivel de leptocurtosis en la serie hace difícil justificar la hipótesis de normalidad, 
pero los estadísticos de prueba se fundamentarán en el procedimiento Quasi-Máximo 
Verosimilitud (QML), los cuales son robustos ante una incorrecta especificación de las 
distribuciones supuestas (Bollerlev y Wooldridge, 1992). El estimador QML es 
consistente y asintóticamente normal, siempre que la media y la varianza condicionadas 
estén correctamente especificadas.
2.1.Modelos CKLS
Los modelos de la familia CKLS serán estimados por Máxima Verosimilitud, pese a 
que el Método Generalizado de Momentos no exige adoptar una función de distribución 
a priori, éste presenta mayores problemas cuando hay sobre dimensionamiento del 
efecto nivel, característica observada en la evidencia empírica para otros países. Los 
ejercicios de estimación fueron programados en RATS. 
En la tabla 5 se observa que las variables son estadísticamente significativas a un 0,05 
de significancia. Desafortunadamente los residuales estandarizados y sus respectivos 
cuadrados no son variables idéntica e independientemente distribuidas, lo cual implica 
que no se cumplen los supuestos básicos que subyacen el mecanismo de estimación (ver 
anexo, tabla A1).
Con el ánimo de alcanzar residuales estandarizados que cumplan con los supuestos que 
subyacen el mecanismo de estimación; se decidió introducir dos rezagos de la diferencia 
de la tasa de interés en la media condicionada del proceso (ver tabla 6). Como se 
observa los parámetros estimados son estadísticamente significativos a 0,05 de 
significancia, a excepción de 2 . Aunque de esta forma se alcanza a corregir el 
problema de correlación en los residuales, éstos aún presentan efectos de 
heterocedasticidad condicional (ver anexo, tabla A2).
Los hechos estilizados enseñan que los modelos de la familia CKLS fallan a la hora de 
capturar el proceso generador de datos para la tasa de interés interbancaria, puesto que 
no generan residuales que cumplan los supuestos establecidos. El principal 
inconveniente se encuentra en la especificación de la varianza condicional del proceso. 
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Tabla 5. Modelos CKLS: Colombia, tasa de interés interbancaria, 2001–2006.
 
 


2
1
22
2
1
2
1
11
0
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





tt
ttt
tt
tttt
rh
hIuE
IuE
urrr
Variable Valor Desviación Estándar
ˆ 5,77E-04 3,48E-05
ˆ -8,38E-03 4,29E-04
ˆ 0,101 2,28E-03
2ˆ 3,08E-06 4,72E-08
Fuente. Cálculo de los autores.
Tabla 6. Modelos CKLS: Colombia, tasa de interés interbancaria, 2001–2006.
 
 
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
2
1
22
2
1
2
1
2312111
0








tt
ttt
tt
tttttt
rh
hIuE
IuE
urrrrr
Variable Valor Desviación Estándar
ˆ 0,0004 0,00018
1ˆ -0,0067 0,0027
2ˆ -0,3380 0,0502
3ˆ -0,0716 0,0351
ˆ 1,0269 0,2165
2ˆ ** 0,0003 0,0004
** No estadísticamente significativo al 0,1 de significancia.
Fuente. Cálculo de los autores.
2.2.Modelos de heterocedasticidad condicional
Se estimaron diversos modelos de varianza condicional de orden (1,1) asumiendo que 
las perturbaciones estocásticas son Gaussianas, ecuaciones (4), (5), (6) y (7), bajo la 
estimación QML de las desviaciones estándar de los parámetros usando el 
procedimiento de Bollerslev y Wooldridge (1992). Esto debido a que los residuales no 
están normalmente distribuidos, lo que no entraña problemas sobre la consistencia de 
los parámetros de las estimaciones de los modelos de heterocedasticidad condicional, 
asumiendo una correcta especificación de la media y la varianza condicionadas, pero si 
sobre las desviaciones estándar estimadas. Se asumió que la media del proceso está 
determinada según la primera ecuación del sistema (3). El resultado de estos ejercicios 
en ningún caso genera residuales estandarizados no correlacionados, supuesto básico en 
los modelos de varianza condicional (ver anexo, tabla A3). Se observa de la prueba 
Ljung-Box que las diversas especificaciones capturan la varianza condicional del 
proceso, pero la media del proceso sigue un proceso no estacionario. Dada esta 
evidencia se introducen dos rezagos de la variable dependiente para modelar la media 
condicionada del proceso, esto unido a las diversas especificaciones de los modelos de 
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heterocedasticidad condicionada (ver tabla 7). Se observa que los residuales 
estandarizados del modelo, y los respectivos cuadrados, no presentan problemas de 
correlación, ni de varianza condicional según los resultados que se obtienen de la prueba 
Ljung-Box (ver anexo, tabla A4).
Como se observa en la tabla 7, los coeficientes asociados al rezago de la tasa de interés 
son estadísticamente significativos al 0,05 en todos los modelos, además el signo de 
estos parámetros es negativo; lo cual implica que el proceso revierte a la media con una
corrección diaria entre un 0,8% y 1,5%. De este acontecimiento y de los resultados que 
se obtuvieron en las pruebas de raíces unitarias se deduce que el causante de la no 
estacionariedad aparente que se detectaba en las pruebas de raíces unitarias era la 
modelación errónea de la varianza condicional. Al introducir modelos que tratan 
correctamente la varianza se corrobora que la tasa de interés sigue un proceso 
estacionario. Las medias no condicionadas de la tasa de interés interbancaria bajo las 
diversas especificaciones se encuentran en la tabla 8. Como se observa allí, las medias 
que se obtienen en las diversas especificaciones no se encuentran distantes del promedio 
histórico, el cual es 7,03%.   
Al observar la tabla 7 se encuentra que las especificaciones PGARCH y APGARCH no 
cumplen las restricciones sobre los parámetros (ver anexo, tabla A6) puesto que el 
coeficiente 0c  no es estadísticamente diferente de cero a niveles convencionales de 
significancia. Las especificaciones restantes cumplen las restricciones sobre los 
parámetros. Con referencia al coeficiente que determina el efecto apalancamiento se 
encuentra que éste presenta el signo esperado, es decir, las innovaciones positivas en los 
cambios de las tasas de interés (negativas en precios de bonos y rendimientos) tienen 
mayor impacto en la volatilidad que las innovaciones negativas de la misma magnitud. 
Aun que se debe aclarar que éstos coeficientes sólo son significativos a un 0,1 de 
significancia. Los restantes coeficientes de las diversas especificaciones que cumplen 
las restricciones sobre los parámetros son estadísticamente significativos a un 0,05 de 
significancia.
Al tomar en consideración los criterios de información Akaike y Schwartz sobre los 
modelos que cumplen los supuestos; se encuentra que el modelo EGARCH, el cual 
incluye el efecto de la asimetría de las innovaciones es el que minimiza estos criterios 
(ver anexo, tabla A5). Luego de realizar los cálculos respectivos se encuentra que las 
perturbaciones positivas ocasionan una respuesta sobre la varianza un 22,3% más alta 
que la evidenciada ante innovaciones negativas.2
En los gráficos 2 y 3 se enseña la diferencia observada de la tasa de interés y la 
estimación de ésta a través del modelo EGARCH, respectivamente. Se observa como la 
especificación planteada recoge el efecto agrupamiento evidenciado en la serie real.
Una de las ventajas de la especificación EGARCH es que al modelar la volatilizad en 
forma multiplicativa no se deben imponer restricciones de no negatividad sobre los 
parámetros; lo cual permite capturar comportamientos cíclicos de la volatilizad. Una 
desventaja asociada a esta especificación es que bajo ciertas funciones de distribución 
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leptocúrticas, tal como la t–student estandarizada, la varianza incondicionada no existe, 
problema que no está presente en este ejercicio puesto que la función de distribución 
que se utiliza en las estimaciones es la normal estándar. 
Gráfico 2. Diferencia de la tasa de interés interbancaria diaria anualizada: Colombia, 
2001–2006.
           
            
             Fuente. Banco de la República de Colombia.
Gráfico 3. Diferencia estimada a través del modelo EGARCH de la tasa de interés 
interbancaria diaria anualizada: Colombia, 2001–2006.
       
           Fuente. Cálculo de los autores.
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Tabla 7. Modelos de heterocedasticidad condicionada: Colombia, tasa de interés interbancaria, 2001–2006.a
 
  212
1
231211
0
ttt
tt
ttttt
hIuE
IuE
urrrr





 
Modelo ˆ
1ˆ 2ˆ 3ˆ 0cˆ 1cˆ 1ˆb 1aˆ ˆ
GARCH(1,1)
2
11
2
110
2
  ttt ubhcch
0,0007
(0,0002)
-0,011
(0,004)
-0,375
(0,050)
-0,078
(0,037)
3,8E-07*
(2,2E-07)
0,441
(0,077)
0,423
(0,111)
- -
TGARCH(1,1)

  12 112 112 1102 ttttt Iuaubhcch
0,0008
(0,0002)
-0,011
(0,004)
-0,383
(0,046)
-0,079
(0,038)
3,7E-07
(1,8E-07)
0,454
(0,082)
0,622
(0,189)
-0,388*
(0,212)
-
EGARCH(1,1)









1
1
1
1
1
2
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t
t
t
t
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u
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h
u
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0,0006
(0,0003)
-0,008
(0,004)
-0,300
(0,053)
-0,062*
(0,040)
-4,377
(1,135)
0,701
(0,082)
0,547
(0,086)
- -
EGARCH(1,1)
1
1
1
1
1
1
1
1
2
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0,0009
(0,0003)
-0,012
(0,004)
-0,342
(0,052)
-0,081
(0,040)
-4,317
(1,033)
0,705
(0,075)
0,535
(0,082)
0,100*
(0,066)
-
PGARCH(1,1)
  11110   ttt ubhcch
0,0008
(0,0003)
-0,013
(0,004)
-0,356
(0,062)
-0,091
(0,046)
0,0003**
(0,001)
0,492
(0,113)
0,375
(0,087)
- 0,989
(0,451)
APGARCH(1,1)
  2 1111110   tttt uaubhcch
0,001
(7,61E-5)
-0,015
(0,001)
-0,417
(0,046)
-0,180
(0,042)
0,003**
(0,007)
0,471
(0,110)
0,346
(0,077)
-0,256*
(0,158)
0,660
(0,312)
a Desviación estándar entre paréntesis.
** No estadísticamente significativo al 0,1 de significancia.
* No estadísticamente significativo al 0,05 de significancia.
Fuente. Cálculo de los autores.
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Tabla 8. Medias no condicionadas de las diversas especificaciones de los modelos de 
heterocedasticidad condicional: Colombia, tasa de interés interbancaria, 2001–2006.
Modelo
1
ˆ
ˆ
][

rE
GARCH(1,1) 6,61%
TGARCH(1,1) 6,79%
EGARCH(1,1)a 6,93%
EGARCH(1,1) 7,11%
PGARCH(1,1) 6,66%
APGARCH(1,1) 6,77%
a
 Esta especificación no toma en consideración la asimetría de las innovaciones sobre el logaritmo de la 
varianza.
Fuente. Cálculo de los autores.
2.3.Modelos Mixtos (BHK)
En este apartado se introducen los modelos que incorporan el efecto nivel, propio de los 
modelos de la familia CKLS, y los efectos apalancamiento y agrupamiento, 
característicos de los modelos de heterocedasticidad condicional de la varianza.
En la tabla 9 se enseñan los resultados introduciendo dos rezagos de la variable 
dependiente para modelar la media condicional del proceso. Esto obedece a la necesidad 
de generar errores estandarizados no correlacionados. En primera instancia las 
especificaciones propuestas generan residuales estandarizados que cumplen con los 
supuestos para todas las especificaciones, excepto la EGARCH sin efecto 
apalancamiento(ver anexo, tabla A7). Como se observa en la tabla 9, la introducción del 
efecto nivel en la especificación de la varianza condicional del proceso no es 
estadísticamente significativa a niveles convencionales. De hecho, la introducción de 
dicho efecto genera problemas de especificación que ocasiona pérdida de eficiencia de 
las estimaciones; lo cual conlleva a rechazar la significancia estadística de los 
parámetros asociadas a la asimetría y el efecto agrupamiento en los modelos. 
3. Aplicación de resultados
A partir de la especificación EGARCH para la varianza condicional del proceso, se 
realizó un ejercicio de estimación con las 1296 observaciones iniciales. Los resultados 
se observan en la tabla 10. Este último modelo aún genera residuales no correlacionados 
y sin la presencia de heterocedasticidad condicionada (ver anexo, tabla A8), además las 
variables introducidas en la especificación son significativas a un 0,95 de confianza, 
excepto el coeficiente de asimetría que lo es a un 0,90. Una comparación de los 
parámetros estimados bajo los dos períodos muestrales enseña que éstos son bastante 
parecidos, lo que ofrece indicios de estabilidad. Para corroborar formalmente dicho 
indicio se establece la hipótesis nula que los parámetros estimados en el presente 
ejercicio son iguales a los obtenidos en el ejercicio inicial. En la tabla 11 se observa que 
no hay evidencia estadística para rechazar la hipótesis nula de igualdad en los 
parámetros estimados. 
Bajo el modelo asociado al período muestral más acotado, el cual se extiende hasta el 28 
de junio del año 2006, se realizó un ejercicio de pronosticó ex post de la tasa de interés a 
seis meses. En la tabla 12 se realiza un análisis comparativo entre el promedio 
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observado en el período de pronóstico, el promedio histórico del período 
inmediatamente anterior y el pronosticado por el modelo, lo anterior a dos, tres y seis 
meses. Como se observa la diferencia entre la serie observada y el pronóstico es menor 
comparada con la diferencia respecto a la serie histórica, lo cual implica una mejora. 
Aunque se debe destacar que a medida que se extiende el período de análisis, los errores 
de pronóstico son cada vez más significativos, esta característica en general es común a 
los modelos de series de tiempo. Claro está que el fenómeno también se experimenta 
bajo el análisis histórico.
Con el ánimo de validar empíricamente el modelo se realizó un ejercicio de valoración 
de CDT’s. Éste consistió en comparar los precios de mercado del 28 de junio de 2006 
de CDT’s a 30, 60, 90 y 180 días versus los precios que se obtienen con la tasa 
observada a los diferentes plazos (tasa real) y la tasa pronosticada con el modelo. El 
ejercicio consistió en utilizar las series diarias de interbancaria, tanto pronosticada como 
observada, y traer a valor presente un valor facial de $100 a los diferentes plazos. En 
otras palabras, se valoró el CDT a cada plazo, tomando la tasa de descuento 
correspondiente como la agregación de las tasas interbancarias diarias.  En el gráfico 4 
se enseña el resultado.
Gráfico 4. CDT’s a 30, 60, 90 y 180 días: Colombia, 28 de junio de 2006.
  
Fuente. Precio de mercado, Interbolsa. Precio tasa real y pronóstico, cálculo de 
los autores.
Como se observa en el gráfico 4, utilizando la serie observada a los diferentes plazos se 
encuentran diferencias con respecto a lo que determinó el mercado. En general, los 
precios determinados por el mercado son inferiores a los que se obtienen con la serie 
observada, lo cual implica una mayor tasa de interés en el mercado comparada con la 
tasa de interés interbancaria. Esto en esencia obedece a dos factores; el primero es que 
la tasa de mercado de estos papeles, altamente ligada a la DTF, no sólo incluye las 
operaciones entre Bancos, sino que además incluye operaciones con agentes menores 
como hogares, los cuales entrañan un mayor riesgo, y por lo tanto una mayor tasa de 
interés, y el segundo, los precios actuales de los CDT’s involucran las expectativas que 
los agentes presentan con respecto a la tasa de interés futura, lo que implicaría en el 
presente contexto que los agentes preveían una mayor tasa de interés de lo que 
realmente se observó. Dadas estas observaciones, los precios de mercado de los CDT’s 
sirven como proxy de los pronósticos de la tasa de interés interbancaria en el sentido de 
capturar tendencias, pero no es un reflejo exacto de las expectativas de dicha tasa, 
puesto que las tasas implícitas de los CDT’s involucra la participación de otros agentes.
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Al comparar los precios de los CDT’s que se obtienen con las tasas pronosticadas por el 
modelo y los precios que se obtienen con la serie observada, se encuentran diferencias 
menores comparadas éstas con las diferencias entre las expectativas del mercado y la 
serie observada. Esto es cierto a un plazo de 1, 2 y 3 meses,  pero cuando se toma en 
consideración el precio a 6 meses, la capacidad predictiva del modelo se deteriora. 
Como se ha advertido en párrafos anteriores, el análisis más correcto se debe realizar en 
términos de tendencias. Al respecto, el mercado estimaba reducciones paulatinas en la 
tasa de interés, pero este fenómeno no se presentó con la serie observada, al contrario la 
tasa de interés observada presentó una leve tendencia creciente, característica que el 
modelo capturó en los tres primeros meses de pronóstico.
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Tabla 9. Modelos Mixtos: Colombia, tasa de interés interbancaria, 2001–2006.a
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0,006**
(0,003)
1,893**
(1,957)
4,2E-07**
(1,9E-06)
0,178**
(0,130)
0,406*
(0,233)
-
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
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0,0006
(0,0003)
-0,008
(0,004)
-0,369
(0,035)
-0,110
(0,039)
0,0006**
(0,0005)
1,447**
(1,361)
3,4E-07**
(1,5E-06)
0,214*
(0,133)
0,488*
(0,280)
-0,158**
(0,249)
EGARCH(1,1)
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0,0043
(0,0006)
-0,064
(0,017)
-2,918
(0,390)
-1,703*
(0,095)
-0,0007**
(0,012)
-1,145**
(5,952)
-0,466
(0,099)
0,572
(0,015)
6,733
(0,631)
-
EGARCH(1,1)
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0,001
(2,5E-6)
-0,017
(1,8E-5)
-1,182
(0,017)
-0,044
(0,010)
0,003
(0,0009)
330,19
(51,89)
0,068
(0,005)
0,709
(0,0007)
6,397
(0,033)
-0,035**
(0,038)
a Desviación estándar entre paréntesis.
** No estadísticamente significativo al 0,1 de significancia.
* No estadísticamente significativo al 0,05 de significancia.
Fuente. Cálculo de los autores.
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Tabla 10. Modelo EGARCH: Colombia, tasa de interés interbancaria, 2001–2006:01.
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Variable Valor Desviación Estándar
ˆ 0,0009 0,0003
1ˆ -0,0134 0,0045
2ˆ -0,3887 0,0527
3ˆ -0,1269 0,0417
0cˆ -4,3573 1,0948
1cˆ 0,7019 0,0805
1ˆb
0,5390 0,0854
1aˆ 0,1180
* 0,0704
* No estadísticamente significativo al 0,05 de significancia.
Fuente. Cálculo de los autores.
Tabla 11. Contraste de hipótesis de estabilidad de los parámetros en el modelo 
EGARCH: Colombia, tasas de interés real interbancaria.



























































100723,0
535587,0
705577,0
31757,4
08176,0
34213,0
01264,0
000900,0
ˆ
ˆ
ˆ
ˆ
ˆ
ˆ
ˆ
ˆ
.
1
1
1
0
3
2
1
0
a
b
c
c
H 


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CalculadoF )1288,8( 05,0 )1288,8(F
0,29 a 1,94
Calculado
)8(
2 05,0 )8(2
2,39 a 2,73
a No se rechaza la hipótesis nula de igualdad de los parámetros en los dos períodos muestrales.
Fuente. Cálculo de los autores.
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Tabla 12. Promedio observado, histórico y pronóstico: Colombia, tasa de interés 
interbancaria, 2006.
Promedio tasa de interés Semestre Trimestre Bimestre
Observado 6,93% 6,64% 6,61%
Histórico 6,03% 6,14% 6,24%
Pronóstico 6,34% 6,52% 6,51%
Diferencia
Observado–Histórico 0,90% 0,50% 0,37%
Observado–Pronóstico 0,59% 0,12% 0,10%
Fuente. Cálculo de los autores.
Conclusiones
Los hechos estilizados corroboran que dentro de las metodologías implementadas, el 
modelo EGARCH ofrece la mejor alternativa para modelar la volatilidad condicional de 
la tasa de interés interbancaria en la economía colombiana para el período 2001–2006. 
Como consecuencia de este acontecimiento se encuentra la presencia del efecto 
agrupamiento, y además, el efecto apalancamiento implica una respuesta de la 
volatilidad un 22,3% superior ante innovaciones positivas con respecto a innovaciones 
negativas de la misma magnitud en la tasa de interés. En este orden de ideas se 
encuentra que el efecto nivel no es estadísticamente significativo en el tratamiento de la 
volatilidad; es más, la introducción de éste genera problemas de especificación en la 
modelación de la volatilidad. Por otra parte, al modelar la media condicionada del 
proceso se utilizó el rezago de la tasa de interés y dos rezagos de la diferencia de ésta, es 
decir, dado que la tasa de interés interbancaria es una serie no estacionaria, lo que se ha 
realizado es descomponer la estacionariedad de la diferencia de ésta en dos 
componentes. Esta estrategia implica una media no condicionada para la tasa de interés 
del 7,11% y una velocidad de ajuste del 1,2%.
Finalmente, se encuentra que los parámetros estimados bajo la especificación 
seleccionada enseñan estabilidad, y que los pronósticos del modelo superan a los 
promedios históricos, aunque el pronóstico se deteriora significativamente en la medida 
que el horizonte temporal se extiende. Por otra parte cuando se analizan los pronósticos 
obtenidos ex post contra lo que dictamina el mercado, se encuentra que el modelo arroja 
resultados más consistentes con la serie observada, pero nuevamente dicha cualidad se 
deteriora con el paso del tiempo. Se podría estipular que el modelo EGARCH genera 
pronósticos sensatos de la tasa de interés a un plazo no mayor de tres meses.
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Anexo
Tabla A1. Prueba Ljung-Box sobre los residuales estandarizados y los residuales 
estandarizados al cuadrado para los modelos de la familia CKLS: especificación para la 
media del proceso, tttt urrr   11  .a
CKLS
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 138,25 0,00 174,84 0,00
5 142,35 0,00 190,38 0,00
a
 El estadístico de prueba se distribuye Chi-Cuadrado con grados de libertad igual al número de rezagos 
bajo la hipótesis nula que los residuales  están idéntica e independientemente distribuidos.
Fuente. Cálculo de los autores.
Tabla A2. Prueba Ljung-Box sobre los residuales estandarizados y los residuales 
estandarizados al cuadrado para los modelos de la familia CKLS: especificación para la 
media del proceso, ttttt urrrr   231211  .a
CKLS
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 0,10 0,75 141,28 0,00
5 7,22 0,20 158,28 0,00
a
 El estadístico de prueba se distribuye Chi-Cuadrado con grados de libertad igual al número de rezagos 
bajo la hipótesis nula que los residuales  están idéntica e independientemente distribuidos.
Fuente. Cálculo de los autores.
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Tabla A3. Prueba Ljung-Box sobre los residuales estandarizados y los residuales 
estandarizados al cuadrado para los modelos de heterocedasticidad condicionada: 
especificación para la media del proceso, tttt urrr   11  .a
GARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 34,26 0,00 13,87 0,71
5 35,48 0,00 1,50 0,91
TGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 35,78 0,00 0,11 0,73
5 36,80 0,00 1,59 0,90
EGARCH(1,1)b
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 32,47 0,00 0,02 0,86
5 34,05 0,00 0,65 0,98
EGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 31,56 0,00 0,03 0,85
5 33,32 0,00 0,61 0,98
PGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 48,71 0,00 1,79 0,18
5 49,99 0,00 3,07 0,68
APGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 51,12 0,00 2,01 0,15
5 52,23 0,00 3,42 0,63
a
 El estadístico de prueba se distribuye Chi-Cuadrado con grados de libertad igual al número de rezagos 
bajo la hipótesis nula que los residuales  están idéntica e independientemente distribuidos.
b
 Esta especificación no toma en consideración la asimetría de las innovaciones sobre el logaritmo de la 
varianza.
Fuente. Cálculo de los autores.
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Tabla A4. Prueba Ljung-Box sobre los residuales estandarizados y los residuales 
estandarizados al cuadrado para los modelos de heterocedasticidad condicionada: 
especificación para la media del proceso, ttttt urrrr   231211  .a
GARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 1,02 0,31 0,00 0,94
5 5,00 0,41 1,21 0,94
TGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 1,37 0,24 0,00 0,94
5 4,15 0,52 1,32 0,93
EGARCH(1,1)b
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 0,16 0,68 0,00 0,96
5 4,84 0,43 0,65 0,98
EGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 0,35 0,55 0,00 0,95
5 3,04 0,69 0,78 0,97
PGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 0,45 0,50 0,07 0,77
5 2,60 0,76 1,16 0,94
APGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 3,84 0,05 0,07 0,79
5 10,06 0,07 1,21 0,94
a
 El estadístico de prueba se distribuye Chi-Cuadrado con grados de libertad igual al número de rezagos 
bajo la hipótesis nula que los residuales  están idéntica e independientemente distribuidos.
b
 Esta especificación no toma en consideración la asimetría de las innovaciones sobre el logaritmo de la 
varianza.
Fuente. Cálculo de los autores.
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Tabla A5. Criterios de información: modelos de heterocedasticidad condicional.
GARCH(1,1)
Akaike Schwarz
-10,733 -10,707
TGARCH(1,1)
Akaike Schwarz
-10,744 -10,714
EGARCH(1,1)a
Akaike Schwarz
-10,740 -10,715
EGARCH(1,1)
Akaike Schwarz
-10,747 -10,717
a Esta especificación no toma en consideración la asimetría de las innovaciones sobre el logaritmo de la 
varianza.
Fuente. Cálculo de los autores.
Tabla A6. Restricciones sobre los parámetros de los modelos de heterocedasticidad 
condicional de orden (1,1).
Modelo Restricciones sobre los 
parámetros
GARCH(1,1)
2
11
2
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2
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Fuente. Tsay, R. (2002).
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Tabla A7. Prueba Ljung-Box sobre los residuales estandarizados y los residuales 
estandarizados al cuadrado para los modelos Mixtos: especificación para la media del 
proceso, ttttt urrrr   231211  .a
GARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 0,11 0,73 0,02 0,87
5 5,08 0,40 0,56 0,98
TGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 0,22 0,63 0,03 0,86
5 5,13 0,39 0,65 0,98
EGARCH(1,1)b
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 38,86 0,00 8,93 0,00
5 55,24 0,00 11,07 0,04
EGARCH(1,1)
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 0,02 0,87 0,76 0,38
5 0,43 0,99 1,88 0,86
a
 El estadístico de prueba se distribuye Chi-Cuadrado con grados de libertad igual al número de rezagos 
bajo la hipótesis nula que los residuales  están idéntica e independientemente distribuidos.
b
 Esta especificación no toma en consideración la asimetría de las innovaciones sobre el logaritmo de la 
varianza.
Fuente. Cálculo de los autores.
Tabla A8. Prueba Ljung-Box sobre los residuales estandarizados y los residuales 
estandarizados al cuadrado para el modelo EGARCH.a
CKLS
Residuales Residuales Cuadrado
Rezago Estadístico Q Probabilidad Estadístico Q Probabilidad
1 1,73 0,18 0,00 0,99
5 5,36 0,37 0,73 0,98
a
 El estadístico de prueba se distribuye Chi-Cuadrado con grados de libertad igual al número de rezagos 
bajo la hipótesis nula que los residuales  están idéntica e independientemente distribuidos.
Fuente. Cálculo de los autores.
