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all maximal partial f-factors are developed. 
enable one to uniquely construct 
INTRODUCTION 
In this paper we give a construction of allf-factors of a graph or, in the 
case that no f-factors exist, of all optimal partial f-factors which come as 
close tof-factors from below as possible (for precise definitions see Section 1). 
The existence question was decided by an important theorem of Tutte 
[14-171. Berge [l] and LovAsz [8] developed formulas for the deficiency of a 
graph which measures the deviation of optimal factors from actualf-factors. 
Tutte already used certain decompositions of the graph and an associated 
quantity, which we call the deficiency of the decomposition, to formulate 
his conditions. His decompositions, however, carry no particular structure. 
Gallai [5] and Edmonds [3] found decompositions in the case f = 1, which 
tell inductively the structure of optimal factors provided that no l-factors 
exist. Kotzig [6] and LovAsz [lo] also discussed the case when l-factors 
exist but their “structure theorems” involve “bicritical” graphs, which are 
not understood yet, besides “critical” graphs and bipartite graphs. Lovhsz 
has also published a paper [12] in which these considerations are generalized 
to the case off-factors. 
In general it is desirable to find decompositions of a graph so that the 
factor problem for the whole graph can be solved through corresponding 
problems for the various parts. Here it becomes important that either the 
parts be smaller or the corresponding problem for the parts be simpler. The 
“standard” decomposition of this paper reduces the question to bipartite 
graphs, which are much simpler, or to “indecomposable” graphs which are, 
therefore, the objects of main importance. If f= 1 the indecomposable 
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graphs agree (essentially) with the critical graphs of LOV~SZ [9], and their 
structure is already known. A simple description of their optimal factors is 
still desirable, however. Iff # 1, their structure also remains to be determined. 
Our analysis of decompositions had led to various types: maximal, 
optimal, normal, and standard. We find that each decomposition gives 
rise to an associated bipartite graph, but only in the normal case can the 
matchings of this bipartite graph be lifted to the whole graph in such a way 
as to produce all optimal factors. In case f = 1, a similar decomposition 
occurs in Mader’s proof [ 131 of Tuttle’s theorem. Also, in Lovhsz’ proof of 
thef-deficiency formula [8], there occurs such a decomposition. 
The most desirable decompositions are the standard decompositions; but 
not until the end of the paper can we show that they are normal and can, 
therefore, be used for our purpose. At that time we see that “indecomposable” 
is equivalent to “free,” which is essentially the same as “critical” in the sense 
of Lov&z. 
In the case f = 1 our proofs greatly simplify. Furthermore our standard 
decompositions use only “known” parts. This permits us to make various 
applications which we will discuss in a subsequent paper. We also refer to 
the expository article of Lov&sz [l l] and agree that structure theorems are 
the key to many if not all the results known on factors so far. 
1. SOME DEFINITIONS 
Here we explain some of the terms we use throughout the paper. A 
multigraph G = (V, E) consists of a vertex set V which is finite, possibly ~zr, 
and an edge function E: V x V --+ N, = (0, 1, 2,...) satisfying 
J% Y> = E(Y9 x)2 E(x, x) = 0 for all x, y fz K 
The edge function assigns multiplicities to the possible “edges” and could be 
the empty function. The edges are undirected, and loops are forbidden. 
A factor of G is a function I;: V x V -+ IV, satisfying 
F(x, Y> = fly, 49 Fe, Y) < E(x, Y) for all x, y E V. 
It “consists” of some of the edges of G. We can always form the dual factor 
F*=E-FandhaveF ** = F. The following summation convention will be 
convenient: If k: V -+NOorK: Vx V-+N,weset 
k(U) = c k(x) (UC 0 
XEU 
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Empty sums shall be zero. Note that E(U, U)/2 is the number of edges 
counted with multiplicities between points in U. 
We obtain the valence function p: V -+ N, by p(x) = E(x, V), x E V. A 
weight function f: V - lV, satisfies f(x) < p(x), x E V. We can always form 
the dual weight function f * = p - f and have f ** = J Every factor satisfies 
F(x, V) < p(x). A factor F is a partial f-factor if F(x, V) <f(x), x E V; 
a factor F is a covering f-factor of F(x, V) >, f (x), x E V; a factor F is an 
f-factor of F(x, V) = f(x) for all x E V. 
(1.1) Clearly, F is a partial f-factor iff F* is a covering f *-factor, and F is 
an f-factor iff F* is an f *-factor. 
The f-deficiency of a factor F is defined by 
AF(G, f) = c I f(x) - F(x, V)l . 
XEV 
It measures the deviation from being an f-factor. For a partial f-factor 
&(Gf) =f(V) - F(V, V) =f(V) mod 2. The f-deficiency of a multigraph 
G is A(G, f) = min{A,(G, f): F being any factor of G}. So A(G, f) = 0 
means that G admits an f-factor. By duality 
A,& f *> = A&, f ), A(G, f *) = A(G f). (1.2) 
It is convenient that A(G, f) can be calculated from partial f-factors. 
( 1.3) PROPOSITION. There exists a partial f-factor F such that A&, f) = 
A(G, f); in particular, A(G, f) - f(V) mod 2. 
Proof. If V = 0 then A,(G, f) = 0 = A(G, f). In general, for any 
factor F with A,@, f) < A(G, f) (which really means equality), let 
O(F) = 1 ma@, I;(x, VI - f(x)> 
xsv 
and select F such that o(F) is minimal. Suppose o(F) > 0. Then there exists 
x0 E V such that F(x,, , V) > f (x,,) > 0 and y, E V, y,, # x0 , such that 
F(x, , yJ > 0. Let F’(x, y) = F(x, y) with the only exceptions F’(x,, , yO) = 
F’( y0 , x,) = F(x, , yO) - 1. Since F’(x, V) = F(x, V) except F’(xO , V) = 
F(x, , V) - 1, F’( y0 , V) = F( y0 , V) - 1, it follows that A,t(G, f) < 
A,(G, f) < A(G, f) and o(F’) < a(F). The contradiction implies o(F) = 0, 
so F is a partial f-factor with A,(G, f) = A(G, f). 
Any partial f-factor with AF(G, f) = A(G, f) will be called optimal 
partial f-factor or opf-factor. Clearly, 
A@, f > = f (V> - W, 0 for any opf-factor F. (l-4) 
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This concept and the proposition, as well as most later statements in this 
paper, can be dualized. 
Our main objective is to understand and construct all possible opf-factors. 
2. AN EXTENSION OF K~NIG’S THEOREM 
Here we calculate the deficiency of bipartite graphs. A bipartite multi- 
graph G = (A, B; E) consists of aJirst vertex set A and a second vertex set B 
disjoint from A (both finite, possibly 0) and an edge function E: A x B -+ 
IV,, . Setting V = A u B and extending E by symmetry to B x A and by 0 
to A x A and B x B we obtain a special multigraph. The factors are func- 
tionsZ? A x B -+ N, which satisfy I; < E and are extended in the same way. 
Given a weight function f for G, a partial f-factor F of G is called an f- 
matching (of A) if F(x, V) = f ( > x on A. For partial f-factors we have 
A&, f) = f (4 + f (8 - =‘(A, B) >, f @) - f(A); 
therefore, by (1.3), A,(G, f) 3 f(B) - f(A) f or all factors. A partial f-factor 
F is anf-matching iff F(A, V) = f(A) or iff A&, f) = f(B) - f(A). Hence, 
by (1.3) again, 
G has an f-matching iff A(G, f) = f(B) - f(A). (2-l) 
Thus the value of A(G, f) decides upon the existence of f-factors and 
f-matchings. In the formulation of our result we need the Hall function for G 
and f defined by 
h(U) = 1 min(fW, JW, 41, ULA. 
XEB 
(Note that the set function h is not necessarily additive.) 
(2.2) THEOREM. For any bipartite multigraph G = (A, B; E) with weight 
function f we have 
A(G, f) = f(B) -f(A) + 2 max{f(U) - h(U): all UC A}. 
Remarks. Note that the result is essentially its own dual. In the case 
f(x) = 1 on V, it reduces to Kiinig’s Theorem [6]. To see this observe that 
h(U) is the number of vertices in B which have an edge to U and that the 
number of edges in an optimal partial l-factor should be 
f (A, B) = mini1 A 1 - 1 UI + h(U): all UCA) (cf. Berge [2, p. 1321). 
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One could mimic the typical arrangement for a direct proof of Hall’s 
theorem, or simply employ the max flow-min cut theorem of Ford and 
Fulkerson [4]. In either case, the proof is straightforward and hence omitted. 
In view of (2.1) we obtain the following extension of Hall’s theorem; 
cf. Berge [2, p. 1341. 
(2.3) COROLLARY. G = (A, B; E) has an f-matching ifl h(U) >, f (U) for 
all ULA. 
Observe that an f-factor is only possible if f(A) = f(B), in which case the 
f-factors andf-matchings agree. Anf-matching is only possible iff(A) < f(B). 
3. DECOMPOSITIONS 
In order to calculate the deficiency of a general multigraph G = (V, E) 
we introduce decompositions of G. A decomposition D = (A, B; Cl ,..., C,) 
consists of a first set A, a second set B, and, perhaps, further sets Ci (i = 
1 ,.“, n; n possibly 0). The sets A, B, Ci may be 0, must be disjoint, and must 
satisfy A U B U C = V with C = uCt and E(Ci , Cj) = 0 (i #j). If a 
weight functionf (with dualf*) is given for G we define the f-deficiency of a 
decomposition D by 6*(G, f > = m - f(A) - f*(B) + E(A, B), where m = 
Zl mi and 
l?li = 0 if f (Ci) - E(Ci , B) is even, 
= 1 if f Cci) - E(Ci , B) is odd. 
Renumbering of the Ci or dropping an empty Ci does not change 8. A 
different definition of the same quantity was given by Tutte [16]. 
We also introduce the dual decomposition D* = (B, A; C, ,..., Cn). 
Clearly D** = D. Next observe that 
f *(C+) - E(Ci ) A) = E(Ci 9 V) - f(Ci) - E(Ci 3 A) 
= E(Ci 3 B) + E(Ci 3 Ci) - f (Ci) E+Z f (Ci) - E(Ci 9 B) mod 2. 
Hence 
We make another useful calculation mod 2: 
b(G, f) = f [f(G) + Wi 3 @I + f (4 + W% V> + f (@I + EM 8 
i=l 
= f(V) + [E( V, B) - E(B, JOI + W, VI, 
bGf),=fW) mod 2. 
(3.2) 
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The following lower estimate for d(G, f) is important. 
(3.3) PROPOSITION. Given G and f, we have for all decompositions 
MG, f > G AG f 1. 
Proof. Let P be any partial f-factor of G and observe that 
mi < F(A, G) + [E(B, G) - B3 Cdl + [f (Ci) - F(v7 Cdl. (3.4) 
This holds trivially unless the three nonnegative integers on the right are all 
zero. But then $‘(A. Ci) = 0, Ii(B, Ci) = E(B, Ci), and f (Ci) = F( V, Ci) = 
E(B, Ci) + F(Ci 3 Ci) - E(B, Ci) mod 2, hence mi = 0. Summing (3.4) over 
i = l,..., n yields 
m < FM C) + W, C) - F(B, C) + f(C) - F( V, 0, 
~D(G f) G [f(v) - 2f WI - WV, C) + W, C)I - E(B, B), 
&dG, f) G lf V) - W’, VI - W, A) - W(A) (3.5) 
- FM V)] - [E(B, B) - F(B, B)], 
h&f) G UGf). 
The result follows by using (3.5) with an opf-factor F and applying (1.3). 
The proof was so arranged that we can determine all cases of equality 
from (3.4) and (3.5). 
(3.6) COROLLARY. A partial f-factor F and a decomposition D satisfy 
&(G, f) = A@, f) ifl FM A) = 0, F(A, V) = f(A), W% B) = JW, B), 
and mi = F(A, CJ + [E(B, CJ - F(B, Ci)] + [f (Ci) - F(V, Ci)] for i = 
1 n. ,“‘, 
More explicitly the conditions mean that F uses no edge between points 
of A, all edges between points of B, and F(x, V) = f(x) on A. Further, if 
mi = 0, then F uses no edge between A and Ci , all the edges between B 
and Ci , and F(x, V) = f ( x on Ci . However, if mi = 1, the same is true ) 
with exactly one of the following exceptions: either F uses just one edge 
between A and Ci or all but one edge between B and Ci , or F(x, V) = f(x) - 1 
at one point of Ci (= f(x) at the other points of Ci). 
A decomposition D is said to be f-optimal if ar>(G, f) = A(G, f). The 
corollary deals with an arbitrary f-optimal decomposition and an arbitrary 
opf-factor. But we have not shown yet that f-optimal decompositions exist 
at all. So we introduce f-maximal decompositions by the requirement 
6,(G, f) = max{G,t(G, f): all decompositions D’). 
The next two lemmas deal with simple properties of f-maximal decomposi- 
tions which are useful later. 
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LEMMA. Suppose that D is f-maximal and that, subject to this condition, 
1 A v B 1 is maximal also. Then 
E(x, B) < f (4 < E(x, V - A) for XE c. (3.7) 
Proof. Suppose that f(x) < E(x, B) for some x E C, (renumber if 
necessary). Then the decomposition D’ = (A u {x}, B; Cl ,..., CnA1 , 
C, - (x)) satisfies 
&(G, f) = m’ - f (A U lx>) - f*(B) + E(A i- lx>, B) 
2 &(G f) - 1 + Mx, JO - f (x)1 > b(G f) 
and 1 A u (x) u B 1 > 1 A u B I, which is a contradiction. 
To obtain the second inequality observe that D* satisfies the same condi- 
tions with respect to f* in view of (3.1). Hence f*(x) > E(x, A) on C as 
desired. 
LEMMA. If D is f-maximal then 
Ek 9 G f (x) f or xEB, f(x) < E(x, V-A) for xEA. (3.8) 
Proof. Suppose that f(x) < E(x, B) for some x E B, and let Q be the 
number of Ci such that E(x, CJ is odd. Then the decomposition D’ = 
(A u (x}, B - (xl, B - (xl; CI ,..., C,) satisfies 
%G, f) 2 (m - 4) - f (A LJ {xl) - f *(B - 1x1) 
+ MA, B) - @A, x) + E(x, @I 
2 MG, f) + W(x, B) - f (x)1 
+ [E(x, C> - 41 > b(G f ), 
since E(x, CJ > 1 for at least q indices. Contradiction! 
The other inequality follows by duality. 
One of our objectives is to prove that f-maximal decompositions are 
f-optimal. In this connection (3.6) sets guidelines for what to achieve while 
(3.7) and (3.8) are helpful on the way. The difference between f-maximal and 
f-optimal decompositions disappears if there exists at least one f-optimal 
decomposition. 
4. ASOCIATED BIPARTITE GRAPHS 
We shall see that opffactors can generally be explained through matchings 
for certain bipartite graphs. With a decomposition D = (A, B; C, ,..., Cn) 
of a multigraph G = (V, E) we associate the bipartite multigraph G = (a, B; E) 
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as follows: We select 2n distinct points a1 ,. . ., a, , 18, ,. , ., pn outside V and 
set A = A v ((11~ ,..., CY,}, B = B v {p, ,..., fl,), v = A v B, 
& Y) = &x9 Y) if xfzA,y~B 
= E(x, CJ if x~A,y=p, 
= E(Ci 3 Y) if X= ai,yEB 
= mi 8ij if X = CXi , y = fii , 
where 8ii is the Kronecker symbol. This means that each Ci is replaced by 
the two points ai, pi which preserve the connections to A and B and are 
themselves connected if mi = 1. A renumbering of the Ci does not change G. 
An empty Ci represents no problem. Observe that G is may be a multigraph 
even if G is not. 
Now suppose that f is a weight function for G and that (3.8) is satisfied. 
We may then define the associated weight function $ for G by setting j(x) = 
f(x) on A, f(x) = f(x) - E(x, B) on B, J(ai) = E(Ci , B), f((BJ = mi . Here 
we must verify that 0 <J(x) < E(x, V) on I? But E(x, V) = E(x, V - A) -- 
for x E A, E( V, y) = E( V - B, y) for y E B, E(ai , T) = E(Ci , B) + mi , 
E(V, pi) = E(A, Ci) + mi . 
(4.1) THEOREM. I f  D is an f-maximal decomposition of a multigraph G 
with weight function f, then the associated bipartite multigraph G with associated 
weight function f has an f-matching and A(G, f) = 6,(G, f >. 
Proof Suppose that G has no J-matching. By our extension (2.3) of 
Hall’s theorem there exists U C A with h(U) <f(U), and we may choose 
such a U with maximum cardinality. We shall see that the special properties 
of this U contradict the maximality of D. Let A” = U n A, A’ = A - A”, 
and let U - A” = (ak+l ,..., a,} with k 2 0 (renumber if necessary); further 
let B” = ( y E B: f(y) - E(B, y) < E( U, y)>, B’ = B - B”. 
Since E( U, pi) = E(A”, Ci) for i < k and = E(A”, Ci) + mi for i > k we 
have 
h(U) = 1 min(j( y), E( U, y)> + 5 minImi , WY Pi>> 
YEB i=l 
= f (B”) - E(B, B”) + E(U, B’) + i minimi , E(A”, Ci} + i mi . 
i=l i=k+l 
If k 2 1, consider Uj = UU (aj> for j = l,..., k. We see that f(Uj) = 
f(U) + E(Cj , B), but h(Uj) < h(U) + E(Cj , B) + 1 with equality only if 
E(Cj , B”) = 0, mj = 1,. and E(A”, Cj) = 0. This follows since the first sum 
for h changes at most on B’ by at most E(Ci , y) and the second sum changes 
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at most at i = j by at most pni and only if mj > E(A”, Cj). Therefore] - 
h( Uj) > f(U) - h(U) - 1 (2 0), and strict inequality is impossible here in 
view of the maximality of j U 1 . But the equality forces 
E(C, , B”) = 0 = E(A”, Ci), mj = 1 for j = l,..., k. (4.2) 
Therefore 
‘z(U) = f (B”) - E(B, B”) + E(A”, B’) + ~ E(Ci , B’) + m - k, 
i=k+l 
f(u) = f(A”) + i E(C, , B’) + E(C, B”), (4.3) 
i=k+l 
f(u) - h(U) = (k - m) + f(A”) + f *(B”) + E(A’, B’) - E(A, B). 
Now consider the new decomposition D’ = (A’, B’; Cl ,..., Ck , Ci+l) 
with Ci,, = A* u B” u Ck+1 u .a. u C, . This is a decomposition since 
E(Ci , CL+3 = E(Ci , A”) + E( Ci , B”) = 0 for i = 1,. . ., k by (4.2). Further- 
more 
k+l 
bG f) = c m; - f (A’) - f *(B’) + E(A’, B’), 
i=l 
where ml = mi = 1 for i = I,..., k by (4.2). In view of (4.3) we obtain 
S&G, f) - &@,f) = mii+, + f(u) - h(U) > 0, 
contradicting the maximality of D. 
We conclude that G has an $-matching, and (2.1) yields 
A@, .f> = f(B) - $(A) = f(B) - E(B, B) + m - f(A) - W, B) 
= m -f(A) -f*(B) + E(A, B) = b(G,f). 
5. NORMAL DECOMPOSITIONS AND LIFTING 
In order to describe all opf-factors we use a special kind of f-optimal 
decompositions whose existence will be discussed later. 
Consider a multigraph G with weight function f satisfying 
0 < f (4 < P@) for all x E V, (5.1) 
and for X, y E V let 
“A/+@) = f(d if x#u 
=f(x) + 1 if x = y, 
fx4 = f (4 if x#y 
= f(x) - 1 if x = y. 
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Clearly, &,* are weight functions again. If f( V) is odd, the multigraph G is 
called f-free if (5.1) is satisfied and G has an f,+-factor and an &--factor for 
each y E V. LOV~SZ [8] calls these graphs f-critical. 
Consider a decomposition D = (A, B; C, ,..., C,) of G, with g(x) = 
f(x) - E(x, B), and let g&) = g(x) for x E Ci and let Ei(x, y) = E(x, y) 
for x, y E Ci (i.e., take restrictions to Ci resp. Ci x Ci). The condition 
0 < g&l < E(x, Cd for x E Ci (i = I,..., n) (5.2) 
means that each gi is a weight function for the multigraph Gi = (Ci , EJ; it is 
equivalent to (3.7): 0 < g(x) < E(x, C) on C. Note that mi = gi(Ci) mod 2. 
Also remember that we have an associated bipartite multigraph G and an 
associated weight function f if (3.8) is satisfied. The decomposition D of G is 
calledf-norlnal if (3.7) and (3.8) hold and, furthermore, if G has anf-matching 
and if each Gi has a g,-factor whenever mi = 0 or is gi-free whenever mi = 1. 
These conditions mean, loosely speaking, that the “parts” Ci must be “good,” 
and, if “collapsed” into two points each, the resulting G must be “good” too. 
Observe that there aref-maximal decompositions satisfying at least (3.7) and 
(3.8). 
Now suppose that D is f-normal and that F is any j-matching for G. 
Corresponding to F we will construct opf-factors F for G in the following way: 
We always set F(x, y) = 0 on A x A F(x, y) = E(x, y) on B x B, and 
F(x, Y> = &, Y) on A x B (hence on B x A also). It remains to define 
F(x, J’) on A X Ci, Ci x B, and Ci x Ci since F(x, y) = 0 on Ci x Cj 
(i #j) is required anyway. With regard to i we distinguish four cases and 
write generically i = p or i = 4 or i = r or i = s, respectively: 
(i = p) is the case of mi = 0, F(A, pi) = 0, F(ai , B) = E(Ci , B). We 
set F(x, y) = 0 on A x C, , F(x, y) = E(x, y) on C, x B. Furthermore, 
select any g,-factor FD for G, and set F(x, y) = FD(x, y) on C, x C, . 
(i = 4) is the case of mi = 1, F(A, pi) = 1, F(ai , B) = E(Ci , B). SO there 
is a unique x, E A such that F(x, , &) = 1 and, since F(x, , &) < E(x,, pQ) = 
E(x, , C,), there is at least one yU E C, with E(x, , y,) >, 1. Select any such yp . 
Then set F(x, y) = 0 on A x C, with the only exceptions F(x, , y,) = 1. 
Also set F(x, y) = F(x, y) on C, x B. Then consider the weight function 
(g& = ,fQ on G, and select any f,-factor -Fp. for G, . Finally set F(x, y) = 
F&, Y> on C, x C, . 
(i = r) is the case of mi = 1, i”(A, pi) = 0, F(ai , B) = E(Ci , B) - 1. 
Since F(a, , y) < E(a, , y) = E(C, , y) for y E B there is a unique yr E B with 
w% , ~2 =W,,Y,) - 1. B ecause E(Cr , yr) 3 1 there is an x,. E C, with 
E(x, , yr) > 1. Select any such x, . Then set F(x, y) = 0 on A x C, and 
F(x, y) = E(x, y) on C, x B with the only exception F(x,, yr) = E(x,, yr) - 1. 
Then consider the weight function (gl.),‘, = fr on G, and select any f,-factor 
F, for G, . Finally set F(x, y) = FT(x, y) on C, x C, . 
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(i = S) is the case of mi = 1, F(A, pi) = 0, F(ai , B) = E(Ci , B). NOW 
set IQ, y) = 0 on A x C, and F(x, y) = E(x, y) on C, x B. Then select 
any point x, E C, and consider the weight function (g& = fs on G, . Finally 
select any f,-factor 10, for G, and set F(x, y) = FS(x, y) on C, x C, . 
In view of the jr-matching the list of cases is exclusive and complete. Thus, 
depending on F and certain choices of points and factors (for Gi), we have 
constructed a function F defined on V x V (by symmetry). Clearly F is 
integral valued and satisfies 0 < F < E. So I: represents a factor of G which, 
as we say, is obtained by lofting of F. We shall see that it is an opf-factor and 
that all opffactors can be constructed in this way. 
6. OPTIMAL PARTIALJ~FACTORS 
(6.1) THEOREM. Let f be a weight function for the multigraph G and D be 
an f-normal decomposition of G. Then D is f-optimal and lifting the f-matchings 
for G will always result in opf-factors. Furthermore, every opf-factor can be 
obtained in this way from a suitable f-matching of G. 
Proof. Consider the factor F constructed above and observe the following 
additional fact. Usingp < E we have, for i = l,..., n: 
F(x, pi) = F(x, Ci) for x E A, F(OLi , y) = F(Ci , y) for J’ E B. (6.2) 
This implies 
F(x, V) = F(x, B) = f(x) for xEA, 
63) -- 
w? Y> = m4 Y) + EC4 Y> G f (Y> for y E B. 
Furthermore, the various factors for Gi were selected in such a way that for 
X E Ci (i = l,..., n) 
F(X, V) = F(x, A) + F(x, B) + Fi(x, Ci) = f(X) if i = p, q, r, 
= f;(x) if i = s. 
Thus F(x, V) < f(x) always, i.e., F is a partial f-factor. Next we see that the 
conditions of (3.6) are satisfied. Hence 6,(G, f) = d.(G, f), which implies 
that D is f-optimal and I; is an opf-factor. 
Conversely, let an arbitrary opf-factor F be given. Since D is f-optimal 
by the first part, (3.6) applies and there are four cases again. Case i = p: 
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m, = 0; case i = 4: m, = 1 and E’(x, JJ) = 0 on A x C, with the only 
exception F(x, , JJJ = 1; case i = r: m, = 1 and F((x, y) = E(x, JJ) on 
C, x B with the only exception F(x, , yr) = E(x, , yr) - 1; case i = s: 
m,=l and F(x, V)=f() x on C, with the only exception I;(x, , V) = 
fed - 1. 
Also using the other conditions of (3.6) we see that 8’, restricted to Ci x Ci , 
is an .&factor of Gi with fD = g, , f Q = k& , fr = (g,)& , and .A = (g&i8 , 
as expected for the construction (F(x, Ci) = Qx, V) - F(x, A) - F(x, B) = 
fi(x) on Ci). Furthermore, the values of F on A x A, B x B, A x Ci , and 
Ci x B coincide with those of the construction. 
Now consider G with the weight function f and define F by &x, v) = 
F(x, y) on A x B; F(x, flz)) = 0 on A, F(cu, , y) = E(C, , y) on B, F(aD, pD) = 
0; F(x, /3& = 0 on A with the only exception F(x, , /3,) = 1, p(a, , v) = 
W, , Y> on 4 &a, , A.> = 0; EG PA = 0 on A, F(u~, y) = E(C, , y) on B 
with the only exception a(cll T , Yr> = w, , Yr) - 1, F(% , IsA = 1; F(x, BJ = 
0 on A, F(a, , Y) = W,: Y> on B, %, , /3,) = 0; and finally, F(ai , &) = 0 
ifi#j. 
Hence F also has the right values on A x B and agrees completely with 
the construction. Next observe that 0 <F < E and that (6.2) and (6.3) hold 
again. Furthermore F(oL, , B) = E(Ci , B); F(& pi) = mi for i = p, 4, r, -- 
but F(A, /3J = 0. Therefore P is an Jmatching, and the proof is complete. 
Remarks. Because of (6.2), F is uniquely determined by F. Going the 
other way it is important that the choices of the factors for the various Gi be 
completely independent of each other. The normality condition for D ensures 
that the required factors will always exist. Since the pairs (x, , v,), (x, , JJ~), 
and x, are also uniquely determined by F, any possible change of choices in 
our construction leads to a different F. So we have a canonical method of 
putting matchings for G and factors of Gi together to obtain all opf-factors 
of G. In view of (4.1) normality implies 
A@, f) = b(C f 1 = A@, f); (6.4) 
in particular, G has an f-factor iff G has an f-factor. In that situation the 
opf-factors agree with the f-factors of G and the J-matchings for G agree 
with the?-factors of G. 
(6.5) COROLLARY. Suppose that D is f-normal and that G has an f-factor. 
Then one obtains exactly all f-factors of G by lifting the f-factors of G in an 
arbitrary manner. 
Since G is bipartite and the Gi are smaller (in general) the problem is 
greatly simplified by this construction. 
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7. STANDARD DECOMPOSITIONS 
Our goal will be reached when we show that an f-normal decomposition 
exists. Here we prove that even a slightly nicer and more natural type of 
decomposition exists. 
A multigraph G with weight functionfis called f-indecomposable if V # 0, 
G is connected and has no decomposition D with aD(G, f) 3 0, and A u B # 
0. If G is f-indecomposable there is exactly one decomposition D with 
aD(G, f) > 0 and all Ci # 0, namely, D = (0, 0 ; V), i.e., the “trivial” 
decomposition. It follows from (3.1) that 
G is f-indecomposable iff G is f*-indecomposable. 
Furthermore we find that 
(7-l) 
f-indecomposability implies 0 <f(x) < p(x) for all x E V. (7.2) 
Because, in the case f(xO) = 0, we have the decomposition D = (lx,>, 0 ; 
V - (x0>) with SD(G, f) = m - f(x,,) - 0 - 0 > 0, f(x) > 0 and f *(x) > 0 
by duality. 
Remember the notation in connection withf-normal decompositions. The 
decomposition D of G is calledf-standard if (3.7) and (3.8) hold and, further- 
more, if G has anJmatching and if each Gi is gi-indecomposable. The relation 
to normal decompositions will be discussed later. Here we prove the basic 
existence theorem. 
(7.3) THEOREM. Every multigraph G with weight function f has an f- 
standard decomposition. 
The proof will be so arranged that this decomposition is f-maximal auto- 
matically, hence 6,(G, f) > 0. 
Proof. Let D = (A, B; C1 ,..., C,) be an f-maximal decomposition for 
which 1 A u B 1 is maximal (among such decompositions) and for which all 
Ci # 0. Subject to these requirements we also select n maximal. Then 
(3.7), (3.8), and (4.1) must hold. It remains to show that each Gi is gi- 
indecomposable. Since the order of the Ci is irrelevant assume that G, (n > 1) 
is not g,-indecomposable. 
One possibility is that C, splits into nonempty components CA’),..., Cik) 
with k > 2. But then D’ = (A, B; C1 ,..., C,-1, Ct) ,..., C$)) is another 
decomposition of G with 6&G, f) = m - m, + CF=, rn$) -f(A) -f*(B) - 
E(A, B) = 6,(G, f) + cjfzI m(,i) - m, . Here rn$ = g(@) mod 2, hence 
CF=, rnc) - g(C,) = m, , which implies C rnc) - m, > 0. Therefore D’ is 
f *-maximal, A u B is the same, but n is replaced by n + k - 1 > n (contra- 
diction). 
The other possibility is that G, has a decomposition D, = (A,, B,; 
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C(l) 
n 9.e.~ CL’)) with 6on(Gn , gn) > 0, An u B, # O, and all Ci’ # o 
(k > 0). But then D’ = (A u A, , B u B,; CI ,..., C,-1 , CA’) ,..., “c$)) is 
another decomposition of G with m’ = xyY1’ rn: + & mc), 6,t(G, f) = 
- f(A) - f*(B) + E(A, B) + (E(An 3 B) - f (An)) + (E(A, Bn) - 
fm:(B.)) + E(An , B,), and b (G g ) = Cfzl m@) - g(A ) - (E(B C ) - 
g(B,)) + E(An , B,). 0bserv”e ti& h; = mi (i 2 l,..., n ” 1) since&y) - 
E(Ci , B U B,) = f(Ci) - E(Ci , B) and rn$ = mj(n) (j = l,..., k) since 
f (Cc)) - E( Cc), B u B,) = g(C$) - E(C$, B,). Therefore as in the pre- 
vious case, 
n-l 
adG,f) = a~,(Gn 9 gn) + C mi - f (4 - f*(B) + EM B), 
i=l 
and (7.4) 
%4G, f) = h@, f) + b,(Gn 3 8,) - mn . 
But by W, S,n(Gn, gn) = gG> = m, mod 2, hence aDn(Gn, gn) - m, > 
0. So D’ isf-maximal and 1 A u A, u B u B, 1 > 1 A u B 1 (contradiction). 
Remarks. Suppose that G is f-indecomposable. Then p(V) > 0 by (7.2), 
hence 1 V 1 > 2. In the case 1 V 1 = 2, V = {x, y> with f(x) < f(u) consider 
D = (b>,t~h @)withb(G,f) = 0 -f(x) - (WA -f(u)) + Ww)>, 
0. Since this is impossible we have 1 V ) >, 3 necessarily. In fact the simplest 
f-indecomposable is the complete graph on three vertices with f(x) = 1 
for all vertices X. 
If V # 0 we define f-decomposable as the negation of f-indecomposable. 
If V # 0 and G is connected but f-decomposable then any f-standard 
decomposition D satisfies A u B # m (because A u B = 0 implies 
G1 = G, g, =f, and G would be f-indecomposable). But then the parts Gi 
and the bipartite graph G are both smaller, i.e., 2 < I Ci j < 1 V I, j V 1 < 1 V I, 
unless n = 0, which is essentially a bipartite case. 
In the latter case we can reduce the number of edges in G unless G is 
already bipartite: drop all edges in A since they will never be used and drop 
all edges in B with a corresponding change in the weight function since these 
edges must always be used. 
If I’ $1 0, but G is not connected, then G splits into strictly smaller 
components and the factor problem can be considered for each component 
separately. Thus we have reduced the problem in all cases except those in which 
G is f-indecomposable or (essentially) bipartite. 
8. INDECOMPOSABLE GRAPHS 
Here we prove that standard decompositions are normal, which was the 
missing link in our theory. In the proof we make use of the fact that normal 
decompositions are optimal; cf. Theorem (6.1). 
582b/28/I -6 
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(8.1) THEOREM. Let G be a multigraph with weight function $ If G is 
f-indecomposable then G has an f-factor in the case f(V) is even, and G is 
f-free in the case f (V) is odd. 
(8.2) COROLLARY. Every f-standard decomposition of G is f-normal; in 
particular, there exist f-normal decompositions. 
COROLLARY. There exist f-optimal decompositions, hence 
my b(G, f> = hG, f) = mjn b(G, f>, 
where D varies over all decompositions and F over all factors of G. 
W) 
The corollaries are immediate consequences of (8.1) in conjunction with 
(7.3) and (6.1). A s a special case of (8.3) we obtain the theorem of Tutte: 
An f-factor exists iff there is no decomposition with aD(G, f) > 0. Formula 
(8.3) is a special case of Lovhsz [8, (7.3)]; in the case f = 1 see also Berge [l]. 
Proof. We treat the cases f(V) = 2k and f(V) = 2k - 1 (k integral) 
simultaneously and will induce on the pair (k, 1 V I) in lexicographic order. 
So assume that G is f-indecomposable without satisfying (8.1) and minimize, 
among such situations, first k and thereafter 1 V I. We wish to arrive at a 
contradiction. The proof splits according to whether f(V) is even or odd. 
(a) Suppose that f(V) = 2k. We intend to produce an f-factor for G. 
From (7.2) we infer k 3 1 and g(V) > 0; so there is a pair x,, # y,, with 
E(x, , yO) > 0, f&J > 0, f( yO) > 0. Now consider the multigraph G’ = 
(V’, E’) with weight function f' given by V’ = V, 
E/(x, y) = EGG Y) - 1 if (x, u> = by Yo) 
= E(x, Y) otherwise, 
f’(x) = f(x) - 1 if (x E Cx, , AJ 
= f(x) otherwise. 
By (7.3) there exists an f’-standard decomposition D’ = (A, B; CI ,..., C,J 
of G'. Since gi(CJ <f’(V) = 2(k - 1) for i = l,..., n we may apply (8.1) 
to Gj and gi to see that 0: is an f ‘-normal decompssition of G’, in particular 
d(G’, f’) = 6,(G’, f’). In the case that 6&G’, f ‘) = 0 the graph G’ has an 
r-factor F’. Then 
F(x, Y) = F’(x, Y> + 1 
= F’(x, Y) 
if lx, Y> = {x0 , ~43) 
otherwise 
represents an f-factor of G, and we are finished. 
We are left with the case 6,(G’, f ‘) > 0, in which 6,(G’, f ‘) > 2 by 
parity; see (3.2). Now D = D’ is a decomposition of G unless x,, E Ci and 
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yOECjfOrapairi#j,sayi=n- 1 and j = n (n 3 2). In the latter case 
D = (A, B; Cl ,..., Cn--2, &ml u Cn) is a decomposition of G which will be 
discussed later. In the former case, we compare 
6&G', f ‘) = i rn: + @‘(A, B) - f ‘CA)) - (E’(& V) - f’(B)), 
f=l 
MG f) = f mi + (EM B) - f(4) - (E(R V) - f(B)). 
i=l 
Observe that the quantities within parentheses on the right-hand sides of the 
two formulas always agree and that ml # mi only if x0 E Ci and y. E A or 
y. E Ci and x0 E A. It follows that sD(G, f) = sDj(G’, f ‘) - 2 if x0 , y. E A, 
6,(G,f) = iS,p(G’,f’) &- 1 - 1 if x,EC and yoEA or yoEC and x~EA, 
and aD(G, f) = 6,(G’, f ‘) in all other cases. In any case aD(G, f) >, 0, 
hence A u B = ~zr and, consequently, n = 1 since G must be connected. 
This implies 6&G’, f ‘) = ml < 1, which is impossible. 
We still have to deal with the case D = (A, B; Cl ,..., Cnvz , Cnvl u C,). 
NOW rni = mi for i = l,..., n - 2 and again the quantities within parentheses 
agree, hence 6,(G,f) 2 6,‘(G’, f ‘) - 2 >, 0 again. Therefore A u B = 0, 
n = 2, and SD’(G’, f ‘) = rni + rnk which implies rni = rni = 1. Thus Gj(Ci) 
is odd and Gi is g;-free (i = 1, 2). Then take an (g&&-factor F1 of Gi and an 
(gi)&-factor F, of Gg . Since (gi)& =f on C1 , (gi)& = f on C, we obtain an 
f-factor for G by setting 
F = Fi on Ci X Ci, F = 0 on C1 x C, or C2 x C1. 
This completes part (a) of the proof. 
(b) Now suppose that f (V) = 2k - 1, k >, 1. Select x0 E V arbitrarily, 
let f’ = f & or f’ = J; , and observe that f’ is a weight function for G in 
view of (7.2). We intend to produce anf’-factor for G. By (7.3) there exists 
an f’-standard decomposition D = (A, B; C, ,..., C,) of G. Clearly gi(Ci) < 
f(V) < 2k. 
Ifgl(Ci) < 2(k - 1) for i = l,..., n we may apply (8.1) to Gi , gi to see that 
D is an f ‘-normal decomposition of G, in particular d(G, f ‘) = 6,(G f’). We 
wish to show that aD(G, f ‘) = 0. Otherwise 6,(G, f ‘) 2 2 by parity since 
f’(V) is even. But 
&,(G, f ‘) = $ m; - f’(A) - (E(B, V) -f’(B)) + E(A, B), 
i=l 
adG,f) = jJ mi - f(A) - MB, V) - f(B)) + &A, B) 
i=l 
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differ in at most one term according to x,, E A or B or Ci . So if aD(G, f ‘) > 2, 
we have 6,(G, f) > aD(G, f ‘) - 1 3 1. Hence A u B = 0, n = 1, and 
rni = 0, contradicting 6,(G, f ‘) > 0. Therefore d(G, f ‘) = 0, and G has an 
f’-factor. 
Two types of exceptions may occur. Suppose that g;(C) = 2k for some 
i E (I,..., n>. Then f’ =fG, f’(Ci) = f’(Y), Ci = V, n = 1, and A = 0 = B 
by virtue of (7.2). So G1 = G, g; = f ‘, consequently G is f ‘-indecomposable 
also. Since f ‘( V) = 2k and / V 1 is the same we see from part (a) of the proof 
that we arrive at a contradiction if G has nof’-factor. 
The other exception is that g:(C) = 2k - 1 for some in (l,..., n>. Then 
f’ = fzz and also x0 E Ci since otherwise there must be equality in g:(C) < 
f (CJ < f(V), which contradicts x0 $ ci by virtue of (7.2). Therefore g;(C) = 
f (Ci) + 1 - E(Ci , B) = f (V), hence 1 Ci 1 = 1 V 1 - 1, V = Ci u (y,,} with 
y. 4 Ci , E(C, , B) + f ( yo) = 1, f ( yo) = 1, E(C, , B) = 0. Since G is con- 
nected, necessarily y, E A and B = 0, n = 1, A = { yO}. Because [ C, 1 < 
1 V 1 we may apply (8.1) to G1 , gi to see that D is an f ‘-normal decomposition 
of G, in particular d(G, f ‘) = aD(G, f ‘) = 1 - 1 - 0 - 0 = 0. Therefore G 
has an f’-factor, and part (b) of the proof is complete. 
9. CHARACTERIZATION OF INDECOMPOSABLE GRAPHS 
Indecomposable graphs appear as parts in our decompositions and play a 
central role in our theory. They are related to the free graphs which we have 
defined so far if f (V) is odd. We complete the definition as follows: Let G be a 
multigraph with weight function f and let E%: V -+ E,, , x E V, denote the 
function given by E,(X) = 1, E,(U) = 0 ( y # x). If f (V) is even the multigraph 
G is called f-free if V # 0, if 
1 <f(x) < &) - 1 for all x E V, (9-l) 
and if G has an f ‘-factor for every f = f & E, & Q , i.e., for all four choices 
of & signs and all choices of X, y E V (with x = y permitted). Observe that 
(9.1) ensures that f’ is always a weight function for G. One possible choice of 
f’ ifJ The graphs defined above are related to the bicritical graphs of LovQsz 
[lo]. We obtain the following completion of Theorem (8.1). 
(9.2) THEOREM. A multigraph G with weight function f is f-indecomposable 
iff it is f-free. 
Proof. (a) We begin with the simpler part in which G is f-free. 
Clearly, V # 0. Suppose that G is not connected and splits into compo- 
nents G1 ,..., G, (n > 2). In the case f(V) is odd select x from an Gi with 
f (CJ even, if such Gi exist, and otherwise arbitrarily from G. Then there 
$-FACTORS AND DECOMPOSITIONS 83 
exists Gi with f ‘(Cj) odd, f’ = f + E, . Hence d(G, f’) > SD(G, f’) 3 1, 
when D = (0, 0; Cl,..., C,); so G has no f’-factor (contradiction). In the 
casef( V) is even select x = y from an Gi withf(CJ odd, if such Gi exist, and 
otherwise x E Gi , y E Gj (i #j). Then f’(C) is odd with f' =f + E, + E, . 
Hence G has no f’-factor as before (contradiction). 
Now suppose that G has a decomposition D = (A, B; C, ,..., C,) with 
a,(G,f)>,OandAuB# m.IfA# 0 choosexEAandletf’=f-kc, 
with k = 1 iff( V) odd and k = 2 iff( V) is even. Then d(G, f’) >, aD(G, f’) = 
6,(G, f) + k > 0 since the change occurs only in F(A). Hence G has no 
f’-factor (contradiction). If A = 0 and B # 0 we choose x E B and let 
f’ =f + kc, with k as above. Again d(G, f’) > 6,(G, f’) = 6,(G, f) + k > 
0 since the change occurs only in f(B). And again G has no f ‘-factor (contra- 
diction). 
(b) Now we assume that G isf-indecomposable and use Theorem (8.1). 
Since the casef( V) odd is clear we assume thatf( V) is even. Select x E V # 0 
arbitrarily and let h = f & E, . By (7.2) h is a weight function for G, and it 
suffices to show that G is h-free since h(V) is odd. In view of (8.1) it is enough 
to show that G is h-indecomposable. Since G isf-indecomposable we know 
that V # ~zr and that G is connected? Suppose that there is a decomposition 
D with 6,(G, h) > 0 and A u B # m. By parity 6,(G, h) >, 1 (see (3.2)). 
But MG 4 = MG, f) -+ 1 since the deficiencies differ in exactly one 
term according to x E A or B or Ci . Hence a,(G, f) > 0, contradicting 
the f-indecomposability of G. 
We discuss some simple consequences. The fact (7.1) translates into 
G is f-free iff G is f *-free. (9.3) 
One might ask which of the f-maximal decompositions are f-standard. 
(9.4) COROLLARY. Let G be a multigraph with weight function f, and let D 
be an f-maximal decomposition of G. Then D is f-standard i# (3.7) holds and 
each Gi is gi-free (or gi-indecomposable). 
This follows from (3.8), (4.1), and (9.2). 
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