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Le traitement automatique de la parole est un domaine qui englobe un grand
nombre de travaux : de la reconnaissance automatique du locuteur à la détec-
tion des entités nommées en passant par la transcription en mots du signal au-
dio. Les techniques de traitement automatique de la parole permettent d’ex-
traire nombre d’informations des documents audio (réunions, émissions, etc.)
comme la transcription, certaines annotations (le type d’émission, les lieux ci-
tés, etc.) ou encore des informations relatives aux locuteurs (changement de
locuteur, genre du locuteur). Toutes ces informations peuvent être exploitées
par des techniques d’indexation automatique qui vont permettre d’indexer de
grandes collections de documents.
Les travaux présentés dans cette thèse s’intéressent à l’indexation automa-
tique de locuteurs dans des documents audio en français. Plus précisément
nous cherchons à identifier les différentes interventions d’un locuteur ainsi qu’à
les nommer par leur prénom et leur nom. Ce processus est connu sous le nom
d’identification nommée du locuteur (INL). La particularité de ces travaux ré-
side dans l’utilisation conjointe du signal audio et de sa transcription en mots
pour nommer les locuteurs d’un document. Le prénom et le nom de chacun des
locuteurs est extrait du document lui même (de sa transcription enrichie plus
exactement), avant d’être affecté à un des locuteurs du document.
Nous commençons par rappeler le contexte et les précédents travaux réalisés
sur l’INL avant de présenter Milesin, le système développé lors de cette thèse.
L’apport de ces travaux réside tout d’abord dans l’utilisation d’un détecteur
automatique d’entités nommées (LIA_NE) pour extraire les couples prénom /
nom de la transcription. Ensuite, ils s’appuient sur la théorie des fonctions de
croyance pour réaliser l’affectation aux locuteurs du document et prennent ainsi
en compte les différents conflits qui peuvent apparaître. Pour finir, un algo-
rithme optimal d’affectation est proposé. Ce système obtient un taux d’erreur
compris entre 12 et 20 % sur des transcriptions de référence (réalisées manuelle-
ment) en fonction du corpus utilisé. Nous présentons ensuite les avancées réa-
lisées et les limites mises en avant par ces travaux. Nous proposons notamment
une première étude de l’impact de l’utilisation de transcriptions entièrement
automatiques sur Milesin.




The automatic processing of speech is an area that encompasses a large num-
ber of works : speaker recognition, named entities detection or transcription
of the audio signal into words. Automatic speech processing techniques can
extract number of information from audio documents (meetings, shows, etc..)
such as transcription, some annotations (the type of show, the places listed, etc..)
or even information concerning speakers (speaker change, gender of speaker).
All this information can be exploited by automatic indexing techniques which
will allow indexing of large document collections.
The work presented in this thesis are interested in the automatic indexing of
speakers in french audio documents. Specifically we try to identify the various
contributions of a speaker and nominate them by their first and last name. This
process is known as named identification of the speaker. The particularity of
this work lies in the joint use of audio and its transcript to name the speakers of
a document. The first and last name of each speaker is extracted from the docu-
ment itself (from its rich transcription more accurately), before being assigned
to one of the speakers of the document.
We begin by describing the context and previous work on the speaker named
identification process before submitting Milesin, the system developed during
this thesis. The contribution of this work lies firstly in the use of an automatic
detector of named entities (LIA_NE) to extract the first name / last name of the
transcript. Afterwards, they rely on the theory of belief functions to perform
the assignment to the speakers of the document and thus take into account the
various conflicts that may arise. Finally, an optimal assignment algorithm is
proposed.
This system gives an error rate of between 12 and 20 % on reference trans-
cripts (done manually) based on the corpus used. We then present the advances
and limitations highlighted by this work. We propose an initial study of the im-
pact of the use of fully automatic transcriptions on Milesin.





Depuis plus de 15 ans nous assistons à l’explosion du nombre de documents
numériques accessibles au public à travers des médias multiples comme les
réseaux téléphoniques, le câble, le satellite et surtout le Web. Ces documents
prennent une place croissante dans la vie quotidienne et sont devenus une res-
source essentielle.
Les documents disponibles sur le Web sont passés en quelques années de
la simple page HTML ne contenant que du texte, à des pages regroupant divers
médias : l’image, le son ou encore la vidéo. Youtube ou les podcast qui permettent
d’écouter les émissions radios en différé sont des exemples de la diversité crois-
sante des documents mis à notre disposition. Sans technique de classification
efficace et sans moyen d’accès intuitif, l’information recherchée reste enfouie
dans une masse d’information parasite. Seuls des moyens automatiques ou fai-
blement supervisés d’indexation et de recherche permettent de satisfaire nos
besoins.
Dans ces travaux, nous nous intéressons à l’extraction automatique d’infor-
mations contenues dans des documents audio, et plus particulièrement aux in-
formations relatives aux locuteurs. Nous cherchons à nommer chaque locuteur
d’un document par son prénom et son nom. Ces travaux sont appelés identi-
fication nommée du locuteur (INL). L’INL doit permettre de répondre à cette
question : qui a parlé et quand ?
Certains systèmes d’INL exploitent des connaissances a priori sur les locu-
teurs à identifier : leur utilisation sur de grandes collections de données est diffi-
cile. En effet, obtenir un grand nombre d’informations a priori sur les locuteurs
(comme des enregistrements de leur voix) est coûteux en temps. De plus, ces
informations peuvent ne pas être disponibles. Un autre type d’approche, ne né-
cessitant aucune connaissance a priori sur les documents à traiter, a été mis en
œuvre pour la première fois en 2005 dans (Canseco-Rodriguez et al., 2005). Cette
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Chapitre 1. Introduction
approche repose sur l’exploitation de la transcription enrichie d’un document
audio pour réaliser l’identification nommée des locuteurs.
L’hypothèse fondatrice de ces systèmes est que les locuteurs sont annoncés
par leur prénom et leur nom et qu’il est possible d’exploiter cette information
pour nommer les locuteurs du document. Il convient alors de les détecter de
manière efficace dans la transcription. Un des premiers objectifs des travaux
présentés dans cette thèse, est de disposer d’un système entièrement automa-
tique pouvant être utilisé sans étiquetage manuel, afin de nommer les locuteurs
dans de grandes collections de données de manière automatique. Plus précisé-
ment, la phase de détection des prénoms et des noms dans la transcription (ce
couple prénom /nom sera appelé nom complet par la suite) doit être réalisée de
manière automatique.
Ensuite, il faut pouvoir utiliser ces noms complets détectés dans la trans-
cription pour nommer les locuteurs. Toutes les techniques d’INL basées sur la
transcription utilisent pour ce faire la même méthode : attribuer le nom com-
plet détecté dans la transcription au locuteur qui vient de parler (le locuteur
précédent est remercié pour son intervention par exemple), à celui qui est en
train de parler (le locuteur courant s’annonce) ou a celui qui va parler (le locu-
teur suivant est annoncé). L’un des objectifs de cette thèse est de proposer un
cadre permettant d’exploiter de manière efficace les informations fournies par
les systèmes statistiques utilisés pendant cette phase d’attribution.
Cette thèse a été menée dans le cadre du projet régional MILES. Elle est le
fruit d’une collaboration entre le Laboratoire d’Informatique du Maine (LIUM)
et le Laboratoire d’Informatique de Nantes Atlantique (LINA). Les travaux me-
nés ont permis la mise en place d’un système d’INL entièrement automatique :
Milesin. Milesin a été développé et testé sur des données en français, mais l’ap-
proche est applicable à d’autres langues.
Structure du document
Dans un premier temps, nous présentons dans ce manuscrit les principales
composantes du traitement automatique de la parole. Ces composantes per-
mettent de réaliser des transcriptions dites « enrichies ». Ces transcriptions
contiennent, en plus de la transcription en mots, des informations supplémen-
taires sur les locuteurs du document ou les entités nommées. Elles seront en-
suite exploitées par les systèmes d’INL pour nommer les différents locuteurs
d’un document audio.
Nous étudions ensuite les différents travaux menés sur l’identification nom-
mée du locuteur depuis 2005 (Canseco-Rodriguez et al., 2005). Tout d’abord
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en utilisant une approche symbolique puis ensuite à l’aide de différentes ap-
proches statistiques, ces travaux, et plus particulièrement ceux réalisés au LIUM
(Mauclair et al., 2006), sont à la base du système d’INL développé au cours de
cette thèse.
Nous continuons en présentant Milesin un système d’INL pouvant fonction-
ner de manière entièrement automatique. Ce système s’appuie sur un détecteur
automatique d’entités nommées (Bechet et Charton, 2010) et sur une théorie ma-
thématique (la théorie des fonctions de croyance) pour nommer les locuteurs
d’un document.
Pour finir, nous discutons des avancées et des limites de Milesin. Les diffé-
rentes étapes qui ont mené au développement de Milesin sont présentées ainsi
que le contexte d’utilisation des systèmes d’INL. Une étude préliminiaire des
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Chapitre 2. Traitement automatique de la parole
La reconnaissance automatique de la parole (RAP) a pour but de transcrire
sous forme textuelle un signal audio. La RAP est un problème complexe, seuls
des sous-problèmes ont été résolus à ce jour. Un système idéal serait capable de
transcrire n’importe quel locuteur (qu’il le connaisse ou non), dans n’importe
quel environnement sonore (en studio, au téléphone, dans la rue, etc.) en utili-
sant un registre de langage et une locution spontanée. Malheureusement, un tel
système n’existe pas et des contraintes doivent lui être ajoutées pour fonction-
ner. Ces contraintes peuvent être la connaissance du locuteur pour apprendre
sa voix afin de mieux la reconnaître, ou encore la restriction à un domaine par-
ticulier pour réduire la taille du vocabulaire.
Les systèmes de RAP peuvent êtres classés selon plusieurs critères (Cerf-
Danon et al., 1991) :
– le mode d’élocution : cela peut être des syllabes ou des mots isolés, des
mots connectés entre eux mais avec des pauses artificielles ou alors une
parole quasi naturelle, appelée parole continue.
À noter que pour la parole continue, la distinction est faite entre la parole
dite « préparée » et la parole dite « spontanée » (Bazillon et al., 2008). La
parole « préparée » est la parole qu’aura un journaliste lorsqu’il présente
les informations : les répétitions, les faux départs et autres hésitations du
langage parlé y sont peu présents. La parole « spontanée » concerne quant
à elle la parole utilisée lors des conversations entre plusieurs personnes :
les répétitions, hésitations et autres irrégularités du langage parlé y sont
très présentes.
– la taille du vocabulaire : tous les systèmes ont besoin d’un vocabulaire
plus ou moins important. La taille d’un vocabulaire peut être inférieure à
1 000 mots pour les systèmes à petit vocabulaire comme les serveurs vo-
caux mais peut dépasser la centaine de milliers mots pour les systèmes
de dictée vocale ou de transcription de journaux d’information. En fonc-
tion de la taille de ce vocabulaire, différentes couvertures grammaticales
sont utilisées. Les systèmes à petit vocabulaire utilisent des grammaires
contraintes. En revanche, les systèmes à grand vocabulaire utilisent des
modèles de langage (cf. section 2.2.3) qui permettent une plus grande cou-
verture grammaticale.
– la dépendance (ou non) vis-à-vis des locuteurs : les serveurs vocaux doi-
vent par exemple être indépendants de la personne qui va l’utiliser, tandis
que les systèmes de dictée vocale peuvent se permettre d’être dépendants
du locuteur.
– l’environnement protégé ou non : les serveurs vocaux doivent pouvoir
fonctionner dans un environnement bruité (on ne peut connaître à l’avance
quel sera l’environnement sonore du locuteur qui interrogera le serveur),
en revanche les systèmes de dictée vocale fonctionneront en environne-
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ment plus protégé.
Les applications de la RAP sont multiples et peuvent aller de la simple com-
mande vocale (reconnaissance de mots isolés) à la transcription complète d’une
émission de radio en passant par la transcription de réunions. Nous donnons
par la suite un aperçu des quatre grands types de systèmes qui existent en re-
connaissance de la parole.
2.1 Différents types de systèmes
Les progrès réalisés par les techniques de RAP ont permis aux systèmes
d’évoluer et d’être de plus en plus performants. Des systèmes de commandes
vocales ne reconnaissant que de simples mots, aux systèmes de transcriptions
de journaux d’information, la complexité des SRAP (Système de Reconnais-
sance Automatique de la Parole) ne cesse d’augmenter. Nous décrivons ici les
principaux systèmes mis en place au fil des années (Cerf-Danon et al., 1991).
2.1.1 Commandes vocales
Les systèmes à commandes vocales sont des systèmes que l’on trouve abon-
damment dans les systèmes embarqués. Ils vont permettre une interaction entre
l’utilisateur et la machine grâce à des commandes vocales. Ces commandes sont
de simples mots isolés que l’utilisateur doit prononcer pour interagir avec le
système. Ils se caractérisent par une taille de vocabulaire réduite et une indé-
pendance vis-à-vis du locuteur. Les cas d’utilisation sont nombreux et il serait
impossible de tous les citer ; en voici un bref aperçu :
– jeux vidéo : la console portable DS de Nintendo embarque un micro pour
permettre l’interaction homme/machine grâce à des mots simples.
– téléphones portables : beaucoup de téléphones récents permettent de na-
viguer dans l’interface grâce à la voix.
– aide aux handicapés : de tels systèmes peuvent pallier à un organe dé-
faillant ou peuvent être utilisés dans des systèmes destinés à la rééducation
d’enfants sourds.
Comme tous les systèmes de RAP, ces systèmes se basent sur un vocabulaire
(aussi appelé lexique) préalablement constitué. Ce lexique va définir la liste des
mots que le système va être capable de reconnaître et seulement ceux-ci. Bien
qu’il soit techniquement possible d’avoir un vocabulaire assez important, il est
généralement limité à une centaine de mots. En effet, les personnes se servant
de ces systèmes ne sont de toute façon pas capables de mémoriser plus d’une
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centaine de commandes. À noter que ces mots doivent être contrastés au niveau
phonétique de manière à réduire les risques d’ambiguïté lors de la reconnais-
sance.
2.1.2 Systèmes de compréhension
Les systèmes de compréhension vont permettre un dialogue contraint avec
une machine. L’utilisateur va devoir prononcer une suite de mots-clefs que le
système est capable de reconnaître. En plus du système de reconnaissance vo-
cale, un dispositif de compréhension des phrases doit être utilisé afin d’interpré-
ter les phrases et de réagir en conséquence. Comme dans les systèmes à com-
mandes vocales, le vocabulaire est restreint à quelques centaines de mots et le
système est indépendant du locuteur. Afin de faciliter la gestion du dialogue
par le système, les phrases acceptables se limitent à des schémas grammaticaux
simplifiés. Le mode d’élocution utilisé est généralement une parole continue et
spontanée.
Bien que peu naturelles, ces restrictions syntaxiques et sémantiques sont
viables si l’application est bien ciblée sur un domaine particulier. Les appli-
cations choisies pour ces systèmes le sont d’ailleurs en conséquence. Elles se
limitent généralement à l’interrogation d’une base de données, de standards té-
léphoniques automatisés pour des renseignements météo ou des réservations
de places.
Ces systèmes ont connu un important essor avec le lancement de projets
financés par la DARPA (Defense Advanced Research Projects Agency) aux États-
Unis dans les années 1970 (Klatt, 1977). Plusieurs laboratoires participent aux
projets DARPA comme CMU, MIT, BBN, SRI ou encore Bell Labs.
Les différents systèmes développés ainsi que les approches proposées sont
passés en revue dans (Kuhn et Demori, 1998).
Depuis, de nombreux projets se sont intéressés aux systèmes de compréhen-
sion. C’est le cas de la campagne d’évaluation française MEDIA 2006 (Métho-
dologie d’Evaluation automatique de la compréhension hors et en contexte du
DIAlogue) et des travaux qui en ont découlé au sein du projet PORT-MEDIA
(Lehuen et Lemeunier, 2010; Favre et al., 2010). Un projet européen (LUNA) est
actuellement en cours sur ces problématiques 1.
1. http://www.ist-luna.eu/
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2.1.3 Systèmes de dictée automatique
Les systèmes de dictée automatique ont pour but de transcrire un texte dicté
par un locuteur de la façon la plus fidèle possible. Comme pourrait le faire une
assistante, le texte transcrit doit respecter les règles orthographiques et gram-
maticales propres à la langue concernée. La compréhension du texte à trans-
crire n’est pas requise, et c’est d’ailleurs ce qui amène les erreurs les plus per-
turbantes pour l’utilisateur. En effet, les systèmes de dictée automatique ne sont
pas capables de distinguer les différents sens d’un même mot.
Ce type de système se trouve à la charnière entre l’oral et l’écrit. En effet,
même si l’interaction avec le système se fait grâce à la voix, le registre de langue
utilisé sera plus proche du registre écrit. Ces systèmes sont souvent utilisés pour
transcrire des rapports ou des compte-rendus. Quoiqu’il en soit, la personne est
consciente qu’elle s’adresse à un ordinateur et adaptera donc sa locution en
conséquence. De plus, les tournures agrammaticales ou les hésitations seront
beaucoup moins nombreuses que dans un dialogue spontané entre deux per-
sonnes. La complexité est donc moindre que s’il fallait retranscrire un dialogue
tel quel.
En revanche, l’exercice même de la dictée sous-entend l’utilisation de plu-
sieurs dizaines voire plusieurs centaines de milliers de formes fléchies. Les mots
sont pris en contexte, et régis par une syntaxe aussi libre que la grammaire de la
langue naturelle le permet. Le vocabulaire doit lui aussi être conséquent et est
constitué de plusieurs milliers de mots (de 5 000 à plus de 60 000 mots). Avec ce
type de système, une séance de dictée ressemblera plus à un médecin qui dicte
un compte-rendu d’opération à son assistante qu’à une maîtresse d’école qui
fait faire un exercice de français à ses élèves. L’utilisateur n’est donc pas comme
l’enseignant, même s’il a bien en tête ce qu’il doit dire à la machine, il improvise
quand même un minimum. Il doit donc pouvoir se tromper, corriger des mots
ou remanier une tournure.
Pour obtenir de bonnes performances en temps réel, ces systèmes à grand
vocabulaire sont fortement dépendants du locuteur. Une phase d’apprentissage
est requise afin de permettre au logiciel d’apprendre des modèles spécifiques
de la voix de la personne qui l’utilise. Cette phase d’apprentissage peut durer
jusqu’à une heure.
Historiquement, c’est l’équipe de recherche d’IBM dirigée par F. Jelinek qui
est la première à avoir développé un système grand vocabulaire (Tangora 5 000
mots en 1985, 20 000 en 1987) pour la dictée vocale. Par la suite, l’ensemble
des grands systèmes développés se sont inspirés du système Tangora. Avec un
taux de réussite supérieur à 95 % pour un vocabulaire de 20 000 mots, Tangora
est un système multilingue existant notamment pour l’anglais (Averbuch et al,
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1987), l’italien (Alto et al., 1987), le français (Cerf-Danon et al., 1990) ou encore
l’allemand (Wothke et al., 1989).
Au milieu des années 90 sont apparues des campagnes d’évaluation ayant
pour but de tester les performances des systèmes sur des corpus lus. Par exemple,
les données disponibles pour la campagne américaine Hub-3 (Pallett, 1996) sont
des extraits de journaux comme le Wall Street Journal ou le New York Times. Ces
extraits sont lus et enregistrés dans différentes conditions de manière à consti-
tuer des corpus audio. Le langage utilisé est donc celui utilisé pour de l’écrit.
De ce fait, ce type de campagne évalue les performances de systèmes s’appa-
rentant à la dictée vocale. Les performances deviennent rapidement excellentes,
le système d’IBM affiche des taux d’erreur de l’ordre de 7 % (Bahl et al., 1995).
En France, la première campagne lancée par l’AUPELF-UREF consistait à trans-
crire des textes lus du journal Le Monde en utilisant le corpus BREF (Lamel et al.,
1991). Comme pour la campagne Hub-3, les résultats sont très bons puisque le
système du LIMSI affiche des taux d’erreurs de l’ordre de 11 % (Gauvain et al.,
1994). Suite à ces succès, de nouveaux systèmes permettant de transcrire des
enregistrements non préparés ont vu le jour.
2.1.4 Systèmes de transcription grand vocabulaire
Les systèmes de transcription grand vocabulaire ont pour but de transcrire
des documents audio non préparés en extrayant le maximum d’informations
de l’enregistrement. Le signal audio est très riche en informations susceptibles
de venir compléter la transcription en mots. Ces informations peuvent être de
différentes natures comme les frontières des phrases, les informations sur les
locuteurs, les zones de musique, de publicité ou encore les hésitations des locu-
teurs.
Un système de transcription grand vocabulaire est composé d’un module
qui va permettre d’obtenir la transcription en mots du signal ainsi que d’autres
modules qui vont extraire les informations additionnelles disponibles dans le
signal audio. Les modules permettant d’extraire ces informations sont diverses,
comme les modules issus de la reconnaissance automatique du locuteur (mo-
dules de segmentation et de classification en locuteurs).
Les documents que les systèmes de transcription grand vocabulaire sont
capables de traiter sont multiples. Ce sont notamment les enregistrements de
journaux radiophoniques, de compte-rendus de réunions ou d’émissions de té-
lévision. Le mode d’élocution n’est pas contraint et la parole peut être prépa-
rée (journaliste qui présente les informations) ou spontanée (interview d’un in-
vité). Le vocabulaire utilisé est très grand, il dépasse généralement les 65 000
mots. Ce type de système est complètement indépendant du locuteur et doit
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pouvoir s’adapter à l’environnement utilisé lors de l’enregistrement (environ-
nement bruité, studio, téléphone, etc.).
Aux États-Unis, le DARPA puis le NIST ont organisé des campagnes d’éva-
luations des systèmes de transcription enrichie (Rich Transcription, RT) (Graff,
1996) à partir de 1996. En France, c’est la campagne ESTER (Gravier et al., 2004;
Galliano et al., 2006) organisée par l’AFCP, la DGA et ELRA qui a permis de
réaliser les premières évaluations des systèmes de reconnaissance français sur
des journaux d’informations radiophoniques. Une deuxième campagne d’éva-
luation française nommée ESTER II (Galliano et al., 2009) a ensuite été menée
de 2008 à 2009 de manière à mesurer les progrès des différents systèmes.
FIGURE 2.1 – Évolution des taux d’erreur en reconnaissance de la parole
La figure 2.1 (Pallett, 2003) présente l’évolution des performances des sys-
tèmes de reconnaissance de la parole de la fin des années 90 à 2003. Les per-
formances des systèmes de transcription sur des émissions radiophoniques an-
glaises sont maintenant très bonnes (10 % de taux d’erreur). On observe aussi
des taux similaires sur les campagnes d’évaluation ESTER I et ESTER II. Les
défis futurs de tels systèmes portent sur l’adaptation à d’autres langues et à
d’autres domaines, mais aussi sur leur capacité à passer à l’échelle. En effet, les
données à traiter évoluent de plus en plus (multiplicité des capteurs, vidéo et
son, etc.) et la taille de ces données ne cesse de croître. Un bon exemple est la
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Smart Room NIST (Standford et al., 2003) qui génère environ 1 Go de données
par minute, issues de multiples capteurs. Le passage à l’échelle devient donc
une priorité.
2.2 Transcription automatique de la parole
Les techniques de transcription automatique de la parole sont au cœur du
processus de production d’une transcription : ce sont elles qui vont permettre
de fournir le texte correspondant aux paroles prononcées.
Les systèmes de transcription automatique de la parole utilisés actuellement
sont des systèmes fondés sur des méthodes statistiques. Ces fondements ont
été élaborés par Jelinek et ses collègues chez IBM (Jelinek, 1976), au milieu des
années 1970. La figure 2.2 donne un aperçu du fonctionnement actuel d’un sys-
tème de transcription automatique de la parole.
2.2.1 Principes généraux
L’objectif d’un système de RAP probabiliste est d’associer une séquence de
mots Wˆ = w1w2...wk (avec wi qui est un mot de cette séquence) à une sé-
quence d’observations acoustiques X. Le système recherche la séquence de mots
qui maximise la probabilité a posteriori P(W|X), où P(W|X) est la probabilité
d’émission de W sachant X . On obtient, après application de la règle de Bayes :
Wˆ = arg max
W





Comme la séquence d’observations acoustiques X est fixée, P(X) peut être
considérée comme une valeur constante inutile dans l’équation 2.1. On a donc :
Wˆ = arg max
W
P(W)P(X|W) (2.2)
Deux types de modèles probabilistes sont utilisés pour la recherche de la
séquence de mots la plus probable : des modèles acoustiques qui fournissent
la valeur de P(X|W), et un modèle de langage qui fournit la valeur de P(W).
P(X|W) peut se concevoir comme la probabilité d’observer X lorsque W est
prononcée, alors que P(W) se réfère à la probabilité que W soit prononcée dans
un langage donné. La difficulté pour obtenir un système de RAP performant
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FIGURE 2.2 – Principes généraux d’un système de reconnaissance automatique de la parole
(SRAP)
est de définir les modèles les plus pertinents possibles pour le calcul de P(W)
et P(X|W) (voir figure 2.2).
2.2.2 Modèles acoustiques
Il est impossible pour un système de transcription d’exploiter le signal de
la parole directement. En effet, il contient bon nombre d’informations qui ne
sont pas utiles au décodage de la parole (mais qui le seront pour la reconnais-
sance du locuteur, cf 2.3.6) et qui peuvent le parasiter. Le signal contient, en plus
des informations permettant de décoder les mots, des informations sur les locu-
teurs, sur les conditions d’enregistrement, etc. Le signal de la parole étant natu-
rellement très variable et redondant, il nécessite de toute façon des traitements
spécifiques avant de pouvoir être exploité. Ces traitements (appelés paramétri-
sation) vont consister à extraire du signal les paramètres qui sont dépendants
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de la parole prononcée.
Plusieurs techniques de paramétrisation existent, les deux plus utilisées sont :
– PLP (Perceptual Linear Prediction) : domaine spectral (Hermansky et Cox,
1991)
– MFCC (Mel Frequency Cepstral Coefficients) : domaine cepstral (Bridle et
Brown, 1974; Mermelstein, 1976)
Le signal de la parole est modélisable par un ensemble d’unités acoustiques,
qui peuvent être considérées comme des sons élémentaires de la langue. Clas-
siquement, l’unité choisie est le phonème. Le phonème est la plus petite unité
discrète ou distinctive d’un mot, auquel elle peut faire perdre son sens par sub-
stitution. Par exemple, "chou" et "pou" se distinguent par leurs phonèmes ini-
tiaux. Dans le cadre des systèmes de transcription de la parole actuels, ces unités
acoustiques sont modélisées par des Modèles de Markov Cachés (MMC) (Rabi-
ner, 1989).
L’apprentissage de ces modèles acoustiques s’effectue grâce à des données a
priori annotées. Cet apprentissage permet d’obtenir une modélisation du mes-
sage de la parole. Différentes techniques d’apprentissage et d’adaptation sont
utilisées, parmi les plus connues figurent notamment :
– l’apprentissage par maximum de vraisemblance (Maximum Likelihood : ML)
avec l’algorithme EM (Dempster et al., 1977) (Expectation/Maximisation),
– l’estimation par information mutuelle maximale (Valtchev et al., 1997) (Maxi-
mum Mutual Information Estimation : MMIE),
– l’adaptation par maximum a posteriori (Jean-luc Gauvain et Lee, 1994) (Maxi-
mum a posteriori probability : MAP),
– l’adaptation par régression linéaire (Gales, 1998) (Maximum Likelihood Li-
near Regression : MLLR).
2.2.3 Modèles de langage
Les systèmes de transcription ont besoin de contraintes linguistiques propres
à la langue à décoder. Ces contraintes vont êtres utilisées par le système pour
guider le décodage dans la sélection d’hypothèses acoustiques concurrentielles.
Ces contraintes sont introduites par les modèles de langage dans les systèmes
de transcription. Ces modèles sont des modèles probabilistes, et la probabilité
d’apparition de la séquence de k mots Wk1 s’exprime de la façon suivante :
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Où hi correspond aux mots précédents wi. hi est aussi appelé l’historique du
mot wi. On a donc hi = w1, ..., wi−1.
Les modèles utilisés en RAP sont des modèles de langage de type n-gramme
(Jelinek, 1976). Bien qu’ancien, ce type de modèle constitue toujours l’état de
l’art.
Ils correspondent à une modélisation stochastique du langage, où l’histo-
rique d’un mot est représenté par les n − 1 mots qui le précèdent. La formule
2.3 peut donc s’écrire :








P(wi|wi−n+1, ..., wi−1) (2.4)
Les modèles couramment utilisés dans les SRAP sont généralement des mo-
dèles d’ordre 3 ou 4 (n = 3 ou n = 4). Nous parlons de modèle trigramme ou
quadrigramme (pour n = 1 unigramme, pour n = 2 bigramme, ...). Dans le cas d’un
modèle quadrigramme, l’équation 2.4 s’écrit :





Les modèles de langage n− grammes ont la particularité d’être assez souples,
puisqu’ils permettent de modéliser des phrases grammaticalement incorrectes.
En revanche, ils peuvent produire des phrases dénuées de tout sens. En effet,
ces modèles de langage sont capables d’attribuer une probabilité à des mots in-
connus. Le système est donc capable de probabiliser des phrases qu’il n’a jamais
observé dans son corpus d’apprentissage, tout en privilégiant les séquences de
mots les plus fréquemment observées.
2.2.4 Évaluation
La métrique utilisée dans les différentes campagnes (cf. section 2.1.4) pour
évaluer les transcriptions est le taux d’erreur mot (McCowan et al., 2004), aussi
appelé WER (Word Error Rate). Pour calculer ce taux d’erreur, la meilleure hy-
pothèse de transcription du système est alignée avec les transcriptions réali-
sées manuellement (transcriptions dites de référence). Trois types d’erreurs sont
alors possibles. Lorsqu’un mot apparaît dans l’hypothèse de reconnaissance
alors qu’il n’y a aucun mot correspondant dans la référence, il s’agit d’une inser-
tion. Si, au contraire, il y avait un mot dans la référence et que ce mot n’apparaît
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pas dans l’hypothèse, nous parlons de suppression. Quand un mot de la réfé-
rence est remplacé par un autre mot lors du décodage, c’est une substitution. Le
taux d’erreur est ensuite déterminé par la formule 2.6.
WER =
nb. insertions + nb. suppressions + nb. substitutions
nombre de mots de la re´fe´rence
(2.6)
À titre d’exemple, lors de la première campagne ESTER (Galliano et al.,
2005), le meilleur système (celui du LIMSI) atteignait un taux d’erreur mot de
11,9 %. L’écart entre les différents systèmes était cependant relativement impor-
tant, puisque le deuxième système, celui du LIUM, affichait un taux d’erreur
mot de 23,6 %. Lors de la campagne ESTER II (Galliano et al., 2009), le sys-
tème le plus performant était toujours celui du LIMSI avec un taux d’erreur de
12,1 % . En revanche l’écart avec le système du LIUM s’est réduit puisque son
taux d’erreur n’était plus que de 17,8 %.
2.3 Reconnaissance automatique du locuteur
La reconnaissance automatique du locuteur (RAL) regroupe un ensemble
de méthodes capables d’extraire les caractéristiques vocales propres à chaque
individu à partir d’un document audio. La RAL joue un rôle important dans
l’enrichissement d’une transcription puisqu’elle va permettre d’apporter des in-
formations sur les différents locuteurs du document.
2.3.1 Caractéristiques et variabilité
Toutes les techniques de RAL se basent sur l’extraction des caractéristiques
(features) du signal audio (Atal, 1976; Doddington, 1985; Hollien, 1990; O’Shaugh-
nessy, 1986; Sambur, 1975). Ces caractéristiques doivent être robustes par rap-
port aux conditions d’enregistrement et fournir le plus de renseignements pos-
sibles concernant l’identité du locuteur.
Une question importante est celle de la variabilité des caractéristiques mesu-
rées. On parle de variabilité intra-locuteur lorsque l’on s’intéresse à la variation
des paramètres mesurés pour un même locuteur et de variabilité inter-locuteur
si on considère des locuteurs différents (Doddington, 1985; Hollien, 1990; Ro-
senberg et Soong, 1992). Pour la reconnaissance du locuteur, on cherche à ex-
traire des caractéristiques du signal de parole qui présentent une forte varia-
bilité inter-locuteur (pour pouvoir différencier les locuteurs entre eux) et une
faible variabilité intra-locuteur (pour garantir la robustesse du système).
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2.3.2 Applications
Des serveurs vocaux aux terminaux mobiles, en passant par les dispositifs
de sécurité, la RAL est utilisée dans de nombreux domaines. Certains serveurs
vocaux l’utilisent notamment pour détecter le genre du locuteur qui s’exprime.
Par exemple, grâce à la plateforme MISTRAL, la société Calistel (Meignier et al.,
2008) propose de rediriger les appels provenant de locuteurs masculins vers des
opératrices féminines et inversement, afin d’obtenir un taux de satisfaction des
appels plus important. Mais les applications de la RAL les plus connues sont
certainement celles qui concernent la biométrie.
Dans les applications biométriques, un système de RAL va essayer de re-
connaître, grâce à sa voix, un locuteur qui cherche à s’identifier auprès d’un
terminal. Même si ces systèmes donnent de bons résultats, ils ne sont pas par-
faits. Les systèmes à l’état de l’art comme MISTRAL ont un taux d’erreur aux
alentours de 5 % (Meignier et al., 2008). Ils ne peuvent donc pas être considérés
comme aussi sûr que les empreintes digitales et doivent être utilisés avec pru-
dence à des fins judiciaires, par exemple (Boë et al., 1999; Bonastre et al., 2003).
En revanche, avec l’arrivée des terminaux mobiles dans la vie de tous les jours,
la RAL s’invite avec succès dans les téléphones portables de dernière génération
(Larcher et al., 2010).
L’utilisation de la RAL dans les applications que nous venons de citer peut se
découper en quatre grandes catégories décrites ci-dessous. Ces catégories sont
d’ailleurs sujet à évaluation dans les différentes campagnes comme NIST (Alvin
et Martin, 2004) et ESTER (Gravier et al., 2004; Galliano et al., 2009).
2.3.3 Identification automatique du locuteur
L’identification automatique du locuteur (IAL) a été une des premières uti-
lisations de la RAL (Atal, 1976). En IAL, la liste des locuteurs à identifier est
connue du système. Le système doit pouvoir décider, à partir d’un échantillon
de voix, à quelle identité connue du système correspond l’échantillon. La figure
2.3 décrit le principe général de l’IAL.
L’identification automatique du locuteur se découpe en deux étapes : une
étape d’apprentissage et une étape de test. À partir d’un ensemble d’enregistre-
ments de voix de chaque locuteur, le système apprend un modèle pour chaque
locuteur lors de l’étape d’apprentissage. Lors de l’étape de test, le système confron-
tera l’échantillon de voix qu’il recevra aux différents modèles qu’il aura déjà
appris afin de déterminer si l’identité du locuteur est déjà connue.
En fonction de l’application, deux types de décisions sont possibles. Prenons
27
Chapitre 2. Traitement automatique de la parole
le cas d’un centre d’appel téléphonique qui enregistre les conversations de ses
employés. Un système de IAL peut être utilisé pour classer chacun des enregis-
trements en fonction de l’employé concerné. Dans ce cas, la liste des locuteurs
possibles est connue du système (tous les employés), et aucun autre locuteur
non employé ne peut être concerné. Dans ce cas, l’application présuppose que
l’ensemble des locuteurs possible est fermé et connu du système. Le système de
IAL choisira alors, parmi la liste, le modèle de locuteur le plus ressemblant à
l’enregistrement de test.
En revanche, dans une application utilisant un ensemble ouvert de locuteurs
possibles, le système de IAL ne connait pas tous les locuteurs possibles. Dans
ce cas, en plus de déterminer le locuteur le plus vraisemblable, le système a
la possibilité de rejeter l’échantillon de test en ne renvoyant aucune identité
connue pour cet échantillon.








Test 1 Test 2 Test N
Prise de décision
Renvoie l'identité d'un locuteur connu
...
FIGURE 2.3 – Principe de l’identification automatique du locuteur
2.3.4 Vérification automatique du locuteur
La vérification automatique du locuteur (VAL) permet de décider si l’iden-
tité revendiquée par un locuteur est compatible avec sa voix. Il s’agit donc de
trancher entre deux hypothèses : soit le locuteur est bien le locuteur autorisé (on
l’appelle aussi locuteur client), c’est-à-dire que son identité correspond à celle
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qu’il revendique, soit le locuteur est un imposteur qui cherche à se faire passer
pour la personne qu’il n’est pas. À partir d’un échantillon de voix de référence,
et d’un échantillon de voix de test, le système va donc devoir dire si oui ou non
les deux locuteurs correspondent (Atal, 1976).
Les systèmes de VAL sont très dépendants des différences entre les échan-
tillons de voix de référence et les échantillons de tests (cf. 2.3.1). Accepter un
locuteur qui devrait être rejeté peut avoir de lourdes conséquences, en particu-
lier dans les applications où un haut niveau de sécurité est demandé (Bonastre
et al., 2003) (contrôle aux frontières, système bancaire, identification judiciaire,
etc.).
2.3.5 Suivi de locuteur
Le suivi de locuteur (SL) se base sur la tâche de vérification du locuteur.
À partir d’un enregistrement de référence d’un locuteur, le système va devoir
déterminer si le locuteur intervient dans le document. Si c’est le cas, il devra être
capable de préciser où et quand ce locuteur intervient dans l’enregistrement.
À noter qu’à part le locuteur à suivre, aucun autre locuteur du document n’est
connu du système. Plusieurs méthodes différentes décrites dans (Bonastre et al.,
2000) peuvent être employées pour réaliser cette tâche, la figure 2.4 propose un
aperçu général du principe du SL.
Signal audio Enregistrement de référencelocuteur 1
Comparaison des 
signaux
Locuteur 1 Locuteur 1 Locuteur 1
Interventions du
locuteur 1
FIGURE 2.4 – Principe du suivi de locuteur
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2.3.6 Segmentation et classification en locuteur
La tâche de segmentation et de classification en locuteur consiste à délimiter
l’intervention de chaque locuteur dans le document audio. À la différence du
suivi de locuteur, aucune information a priori sur les locuteurs du document
n’est disponible pour cette tâche. Plus précisément, aucune information sur le
nombre de locuteurs n’est disponible, ni leur identité, ni des modèles de voix
qui auraient pu être appris au préalable.
Les travaux fondamentaux de la segmentation et de la classification en locu-
teur ont été réalisés au début des années 1990 par la société BBN sous la direc-
tion de H. Gish (Siu et al., 1991, 1992). Ces travaux consistent à indexer les diffé-
rents échanges radio entre pilotes et contrôleurs aériens. Ces échanges sont en-
registrés puis segmentés automatiquement. Ces enregistrements peuvent conte-
nir plusieurs dialogues contrôleur/pilote. La segmentation est ensuite utilisée
pour reconstruire ces dialogues.
Depuis, les techniques ont évoluées (Tranter et Reynolds, 2006) et le champ
d’application de la segmentation en locuteurs s’est étendu, il se retrouve inté-
gré dans le cadre plus vaste de l’indexation en locuteurs de bases de données
de documents multimédia (Meignier, 2002). Les documents traités sont divers
et variés, on peut notamment citer les conversations téléphoniques, les enre-
gistrements de journaux télévisés ou radiophoniques, les films ou encore les
enregistrements de réunion.
La figure 2.5 décrit les principes généraux du processus de segmentation et
de classification qui s’effectue en plusieurs étapes :
– La paramétrisation va extraire les caractéristiques acoustiques du docu-
ment audio. Ces caractéristiques seront représentées via des vecteurs acous-
tiques qui pourront ensuite être exploités par les autres phases du proces-
sus.
– La segmentation va s’attacher à trouver des points de ruptures, des fron-
tières, au sein de l’enregistrement. Ces frontières peuvent être de diffé-
rentes natures : changement de locuteur, changement de canal de trans-
mission (studio, téléphone), présence d’un long silence, musique, etc. Les
portions de signal entre ces différentes frontières sont appelées segments.
Ces segments contiennent des données homogènes : même locuteur, même
canal de transmission.
– La classification groupe les segments locuteur par locuteur jusqu’à décou-
vrir le nombre de classes correspondant au nombre de locuteurs interve-
nant dans le document. Chaque classe contient à la fin de la classification
l’ensemble des segments prononcés par un locuteur. La classe définit alors
l’intervention du locuteur dans le document.
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Seg1 Seg2 Seg3 Seg4 Seg5
LOCUTEUR 1 LOCUTEUR 2
2) Découpage en segments
3) Regroupement en classes
Signal sonore
Vecteurs acoustiques 1) Paramétrisation
FIGURE 2.5 – Principe de la segmentation et classification en locuteur
À noter que les classes de locuteur produites sont anonymes. En effet, ce
type de système étiquette chacune des classes avec un nom unique, mais dénué
de tout sens. Le processus qui consiste à étiqueter ces classes avec le vrai couple
prénom/nom du locuteur auquel elles se rapportent est appelé identification
nommée du locuteur. C’est à cette tâche que s’intéressent les travaux de cette
thèse.
2.4 Transcription enrichie pour la reconnaissance en
locuteur
Avec l’évolution des systèmes au fil des années (de la simple reconnaissance
de mots isolés à la transcription de journaux d’informations) est apparue la no-
tion de transcription enrichie. En effet, comme décrit dans 2.1.4, nombre d’in-
formations annexes à la transcription en mots peuvent être extraites du signal.
Par rapport aux systèmes de dictée vocale, les documents utilisés pour la
production de transcription enrichie sont fréquemment multi-locuteurs. Au sein
d’un même enregistrement, des dizaines de locuteurs différents peuvent parler
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tout au long du fichier. De plus, ces locuteurs peuvent s’exprimer depuis un
téléphone ou en studio. Toutes ces informations permettent d’étayer, d’enrichir
la transcription. La reconnaissance du locuteur est utilisée pour segmenter le
document en locuteurs ainsi que pour détecter leur genre ou l’environnement
à partir duquel ils s’expriment (studio ou téléphone). La détection des entités
nommées est quant à elle utilisée pour étiqueter des groupes de mots particu-
liers comme les noms de personnes ou encore les lieux.
La figure 2.6 décrit les différentes composantes d’une transcription enrichie.
Ces composantes constituent la base de tous les systèmes de transcription ac-
tuels. Il est possible de distinguer deux grandes parties que nous détaillons ci-
dessous.
2.4.1 Segmentation et classification
Cette première partie consiste à découper le fichier audio de manière à ob-
tenir des portions homogènes, c’est à dire concernant le même locuteur et les
mêmes conditions d’enregistrement. Ce premier niveau de découpage est com-
munément appelé découpage en segments. Contrairement à ce que l’on pourrait
penser, les segments ne représentent généralement pas des phrases, mais plutôt
des groupes de souffle : ils commencent et s’arrêtent lorsqu’un silence significa-
tif est détecté. Ce premier découpage est effectué pour des raisons techniques,
et notamment pour faciliter la tâche des systèmes de transcription automatique
(cf. 2.2), qui doivent décoder segment par segment pour éviter des problèmes
d’explosion combinatoire. Cette étape utilise la méthode décrite dans la section
2.3.6 à laquelle un module de détection de zones de parole ou de non-parole
(silence, musique, bruit, etc.) a été ajouté.
Tous les segments contigus appartenant au même locuteur définissent un
tour de parole de ce locuteur. Un même locuteur qui parle à plusieurs endroits
d’un enregistrement aura donc plusieurs tours de parole au sein de cet enregis-
trement. En reconnaissance du locuteur (cf. 2.3.6), on dit que tous les segments
(et donc les tours de parole) d’un même locuteur sont regroupés au sein d’une
même classe. À chaque locuteur du document correspond donc une classe de
locuteur.
Au niveau purement acoustique, il est aussi possible de détecter le genre
(masculin ou féminin) du locuteur qui s’exprime (Meignier et Merlin, 2010).
Cette information peut être ajoutée à la transcription enrichie, comme c’est le
cas dans la figure 2.6.
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Transcription  
du signal audio




TOUR 1 (Locuteur 1 / homme) : les grands titres de l'actualité 
Maude Bayeu bonjour
TOUR 2 (Locuteur 2 / femme) : bonjour, la polémique sur la 
mission de Didier Julia pour libérer les otages en Irak [...]
TOUR 3 (Locuteur 3 / homme) : Merci Maude Bayeu, 
maintenant la météo [...]
TOUR 1 (Locuteur 1 / homme) : les grands titres de l'actualité 
PERSONNE(Maude Bayeu) bonjour
TOUR 2 (Locuteur 2 / femme) : bonjour, la polémique sur la 
mission de PERSONNE(Didier Julia) pour libérer les otages en 
LIEU(Irak) [...]
TOUR 3 (Locuteur 3 / homme) : Merci PERSONNE(Maude 












Seg1 Seg2 Seg3 Seg4 Seg5
TOUR 1 TOUR 2 TOUR 3Regroupement en
tour de parole
FIGURE 2.6 – Les étapes de réalisation d’une transcription enrichie
2.4.2 Transcription et entités nommées
La deuxième partie consiste tout simplement à écrire les paroles prononcées
par les différents locuteurs afin d’obtenir la transcription en mots du signal.
Lorsque cette transcription est réalisée automatiquement, la ponctuation ainsi
que les majuscules ne sont pas requises. En revanche, des techniques existent
pour rajouter la ponctuation et les majuscules aux transcriptions afin de se rap-
procher, tant que faire se peut, d’une transcription réalisée manuellement (Bee-
ferman et al., 1998; Huang et Zweig, 2002).
Les transcriptions, comme celles de journaux d’informations par exemple,
contiennent un grand nombre d’entités nommées (noms de personnes, lieux,
radios, etc). Ce sont des informations supplémentaires qui vont pouvoir être
utilisées en recherche d’informations, ou plus précisément dans le cadre des
présents travaux, pour identifier les locuteurs d’un document. Des systèmes
permettent de détecter ces entités nommées, ils sont décrits dans la section sui-
vante.
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2.5 Détection des entités nommées
Dans le but d’enrichir une transcription, une des étapes est généralement de
détecter les entités nommées. Ces entités nommées vont permettre d’extraire
un certain nombre d’informations des transcriptions, comme les noms de per-
sonnes, les lieux, les noms d’organisations, etc.
2.5.1 Catégorisation
Par la richesse des informations qu’elles contiennent, les entités nommées
(EN) sont des éléments très importants pour les systèmes d’extraction d’infor-
mation. Dans les années 1980, les campagnes d’évaluation MUC ont permis
de définir ce qu’était une tâche de reconnaissance des entités nommées. Pour
MUC-6 (Grishman et Sundheim, 1996; Sundheim, 1996), les EN sont les noms
propres, les acronymes et éventuellement d’autres mots qui rentrent dans les
catégories suivantes :
– Organisation : regroupe les entreprises, les institutions gouvernementales
et les autres organisations ;
– Person : regroupe les noms de personnes ou de familles ;
– Location : regroupe les noms de lieux politiquement ou géographiquement
définis (villes, pays, régions, etc.) ;
– Time : regroupe les dates et données temporelles ;
– Number : regroupe les données numériques comme les sommes d’argent
ou les pourcentages.
Il existe des typologies des EN beaucoup plus complètes que celle des cam-
pagnes MUC comme celle de Paik et al. (Paik et al., 1996) ou de Coates-Stephens
(Coates-Stephens, 1992). Par exemple, celle de Coates-Stephens définit 8 catégo-
ries d’EN :
– les noms de personnes ;
– les noms de lieux ;
– les noms d’organisations ;
– les noms d’origines (noms d’habitants de pays, de villes, de régions, etc.) ;
– les noms de législations (loi Évin), d’indices boursiers (Nikkei, CAC 40, Dow
Jones) ;
– les noms d’événements (guerres, révolutions, catastrophes, salons, JO, etc.) ;
– les noms d’objets.
Elles couvrent donc les noms propres et des formes linguistiques spécifiques.
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2.5.2 Les différents types de systèmes
Selon Poibeau (Poibeau, 2002) et Sekine et Eriguchi (Sekine et Eriguchi, 2000),
les systèmes de détection des EN peuvent êtres classés en trois grands types :
Les systèmes fondés sur des règles écrites « à la main »
Dans ces systèmes, le concepteur doit élaborer un ensemble de règles qui seront
ensuite utilisées pour détecter les entités nommées. Historiquement, cette tech-
nique fût la première utilisée dans le domaine. Bien que depuis la campagne
d’évaluation MUC-6, l’apprentissage automatique ait fait son apparition dans
ce domaine, les systèmes à base de règles écrites « à la main » restent encore très
utilisés aujourd’hui.
Les systèmes à base d’apprentissage automatique
Ces systèmes utilisent des techniques d’apprentissage automatique pour ap-
prendre un modèle capable d’étiqueter des entités nommées à partir d’un cor-
pus d’apprentissage. Ces travaux sont largement inspirés des techniques uti-
lisées en reconnaissance automatique de la parole, et utilisent diverses tech-
niques d’apprentissage : modèles de Markov cachés, modèle d’entropie maxi-
mum, arbres de décision, etc. Le système (LIA_NE) développé par Béchet (Be-
chet et Charton, 2010) au Laboratoire d’Informatique d’Avignon (LIA) pour ES-
TER2 (Galliano et al., 2009) en est un exemple.
Les systèmes mixtes
Ces systèmes utilisent généralement des lexiques initiaux. Parmi ces systèmes,
Poibeau (Poibeau, 2002) distingue deux approches. La première consiste à ap-
prendre automatiquement des règles, puis à utiliser un expert pour les réviser.
Dans la seconde, un ensemble de règles de base est constitué par le concepteur,
puis étendu (semi-)automatiquement par inférence, afin d’obtenir une meilleure
couverture. Par exemple, Nemesis, développé par Fourour (Fourour, 2004) au
Laboratoire d’Informatique de Nantes Atlantique (LINA), ou plus récemment
les travaux présenté dans (Brun et Ehrmann, 2010) pour la campagne d’évalua-
tion ESTER2, font partie de ces systèmes.
2.5.3 Reconnaissance et découverte des Entités Nommées
Lors de la reconnaissance des entités nommées, plusieurs types de problèmes
doivent être résolus (Fourour, 2004). Pour exprimer ces problèmes, la termino-
logie introduite par (Daille et Morin, 2000) fondée sur des critères graphiques
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est utilisée :
– Entités nommées pures : les entités nommées d’une seule forme commen-
çant par une majuscule comme France, FFF, États-Unis.
– Entités nommées composées : les entités nommées constituées de plu-
sieurs formes pleines comportant toutes une majuscule comme Quai Branly,
Grand Palais.
– Entités nommées mixtes : les entités nommées constituées de plusieurs
formes qui peuvent ou non commencer par une majuscule, mais dont au
moins une est entièrement en minuscules comme Parti socialiste, château de
Versailles.
Tout d’abord, la reconnaissance des entités nommées connues est réalisée
grâce à la projection de bases lexicales sur le texte à étiqueter. Les systèmes sont
alors confrontés au problème de l’ambiguïté des entités nommées pures : Paris
est associé à un nom de ville mais peut apparaître au sein d’entités nommées
composées ou mixtes. Il peut alors désigner une personne comme le Comte de
Paris, un nom de rue rue de Paris ou encore une société Paris International. Même
pour ces entités nommées pures, une analyse du contexte est nécessaire pour
obtenir une catégorisation correcte.
À ce problème d’ambiguïté viennent s’ajouter les variations que peuvent
subir les entités nommées : les variations graphiques (Parti Socialiste, Parti socia-
liste), les sigles, acronymes ou abréviations, (Société Nationale des Chemins de fer
Français → SNCF), les métaphores (l’Everest → le toit du monde), etc.
Outre la gestion de ces différents problèmes, les systèmes doivent être ca-
pable de découvrir de nouvelles entités nommées qui ne sont pas présentes
dans leurs bases lexicales.
Par exemple, les entités nommées mixtes sont par définition constituées d’une
ou plusieurs formes contenant une majuscule et de noms communs. Pour ce
type d’entités nommées, la difficulté réside dans la délimitation de l’entité nom-
mée : où se trouvent les bornes gauche et droite de l’entité nommée ?
Pour la délimitation à gauche, le problème est d’inclure ou non les noms
communs situés avant la forme comportant une majuscule au sein de l’entité
nommée mixte. Ces noms communs peuvent préciser un rôle social (le premier
ministre François Fillon), des statuts particuliers (l’exilé Musil) ou encore une ca-
tégorisation géographique.
La délimitation à droite se heurte aux problèmes de la modification, de la
résolution de l’attachement prépositionnel et de la portée de la coordination
(Wacholder et al., 1997). Par exemple, l’adjectif modifiant une entité nommée
comme fédéral dans Allemagne fédérale constitue une entité nommée mixte, ce
qui n’est pas le cas avec lointain dans Chine lointaine. En plus de cette ambiguïté
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sur la limite droite des entités se pose le problème de la sur-composition : une
entité nommée mixte peut contenir une entité nommée d’une autre catégorie
(par exemple Université du Mans, Guerre du Vietnam).
Les systèmes adoptent différentes techniques pour résoudre ces problèmes.
Ces techniques font appel à des solutions linguistiques, à des solutions à base
d’apprentissage ou à un mixte des deux. Quoiqu’il en soit, la délimitation des
entités nommées peut varier en fonction du type d’application auxquelles elles
sont destinées. Par exemple, une application cherchant à extraire les prénoms
et patronymes d’un document aura besoin d’entités nommées très courtes, ne
contenant que les informations recherchées. Dans l’entité nommée mixte le pré-
sident Jacques Chirac, seuls le prénom et le nom lui seront utiles. La recherche de
la borne gauche ne devra donc pas englober le nom commun président.
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L’identification nommée du locuteur (INL) consiste à nommer les locuteurs
d’un document audio en leur attribuant un prénom et un patronyme. Ces in-
formations viennent enrichir la transcription et peuvent être utilisées dans plu-
sieurs domaines d’applications.
3.1 Applications
Disposer des noms complets des intervenants d’un document audio peut
être utilisé à des fins de recherche d’informations. En effet, les bases de données
audio et vidéo ne cessent de croître avec la numérisation massive des docu-
ments audiovisuels. Ainsi, les besoins en indexation et recherche automatiques
croissent de manière identique. Par exemple en France, l’Institut National de
l’Audiovisuel (INA) a lancé un plan de sauvegarde et de numérisation de ses
différents documents en 1999. Ce plan a pour but de numériser plusieurs mil-
lions d’heures d’enregistrements de radio et de télévision. Suite au lancement
de ce plan de sauvegarde, de nombreux travaux ont été menés à l’INA sur l’in-
dexation automatique des documents (Veneau, 2001; Allauzen, 2003; Joly, 2004;
Poli, 2007). L’utilisation de l’INL pour ce type de bases de données pourrait ap-
porter un réel plus pour l’indexation. Elle permettrait par exemple de faciliter
la recherche des différents intervenants dans les documents indexés ou encore
de remplir automatiquement les grilles de programmes avec le nom des inter-
venants.
Les récentes campagnes d’évaluation des systèmes de reconnaissance auto-
matique de la parole (cf. 2.1.4) s’intéressent à l’enrichissement de la transcrip-
tion (cf. 2.4) par diverses informations comme les entités nommées ou encore
les informations sur les locuteurs du document. Cette transcription contient
notamment une segmentation et une classification en locuteurs (cf. 2.3.6) qui
permettent de délimiter les différentes interventions dans l’enregistrement. En
revanche, les informations fournies par le processus de segmentation et de clas-
sification en locuteur ne permettent pas d’identifier les locuteurs du document
par leur prénom et patronyme. Les locuteurs sont uniquement identifiés par des
labels anonymes du type Locuteur1, Locuteur2. L’INL s’inscrit dans l’enrichisse-
ment de la transcription en permettant de remplacer ces labels anonymes par le
prénom et le nom des locuteurs. Ce couple prénom/patronyme sera par la suite
désigné comme étant le nom complet du locuteur.
Afin d’évaluer les différents systèmes d’INL, une même métrique est utili-





L’évaluation généralement utilisée est celle proposée dans (Tranter, 2006)
et consiste à comparer les noms complets des locuteurs des transcriptions de
référence aux locuteurs proposés par le système d’INL. Ces comparaisons sont
fondées sur les opérations élémentaires permettant de comparer deux chaînes
de caractères. Plusieurs cas possibles sont étudiés lors de la comparaison entre
la référence et les hypothèses fournies par le système d’INL :
– Correct (C) : le système propose une identité correspondant à celle indi-
quée dans la référence ;
– Substitution (S) : le système propose une identité différente de l’identité
présente dans la référence ;
– Insertion (I) : le système propose une identité alors que le locuteur n’est
pas identifié dans la référence ;
– Suppression (D) : le système ne propose pas d’identité alors que le locu-
teur est identifié dans la référence ;
– Inconnu (U) : le système ne propose pas d’identité et la référence ne contient
pas d’identité.
Une mesure de Précision et de Rappel est définie à partir des 5 cas d’erreur :
P =
C
C + S + I
; R =
C
C + S + D
(3.1)
Afin de pouvoir attribuer aux locuteurs d’un document leurs noms com-
plets, il faut obtenir leurs prénoms et patronymes. Deux principales approches
sont possibles : disposer d’informations a priori sur les locuteurs comme dans le
cas du suivi de locuteur (cf. 2.3.5) ou utiliser les informations fournies par le do-
cument lui même pour déterminer l’identité des locuteurs. Nous commençons
par présenter la première approche avant de nous intéresser plus longuement à
la deuxième approche qui constitue le cœur de cette thèse.
3.3 Utilisation de connaissances a priori
Obtenir l’identité d’un locuteur a d’abord été réalisé avec des méthodes pu-
rement acoustiques (Bimbot et al., 2004). Le suivi de locuteur (décrit dans le
chapitre 2.3) peut être étendu à n locuteurs afin d’identifier tous les locuteurs
d’un document. Bien qu’utilisées depuis des années, ces méthodes présentent
plusieurs inconvénients.
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Tout d’abord, il est nécessaire de connaître les personnes que l’on cherche à
identifier. Les systèmes doivent commencer par apprendre des modèles acous-
tiques correspondant à chaque locuteur du document pour ensuite les associer
aux différents intervenants de l’enregistrement traité. Ces systèmes ne peuvent
identifier que des personnes dont ils possèdent déjà les modèles. De plus, pour
apprendre ces modèles acoustiques, une quantité de données suffisante est né-
cessaire : plusieurs minutes sont un minimum.
Enfin, les conditions acoustiques des données d’apprentissage doivent être
similaires à celles du document à traiter : des données trop éloignées dans le
temps (et donc avec une voix qui peut avoir changé) ou des conditions d’enre-
gistrement différentes (studio ou téléphone par exemple) dégraderont les per-
formances d’identification (cf 2.3.1).
Dans l’hypothèse d’une utilisation sur des enregistrements de journaux ra-
diophoniques par exemple, il faudrait disposer des enregistrements de tous les
locuteurs (présentateurs, invités, intervenants, etc.) en quantité suffisante. S’il
semble plausible de pouvoir les obtenir pour les journalistes qui sont souvent
présents dans les émissions de radio, il semble beaucoup plus compliqué de les
obtenir pour certains invités pas encore célèbres ou pour les inconnus interrogés
par téléphone.
Ces différentes limitations ont motivé les récents travaux ne nécessitant pas
de connaissances a priori sur les locuteurs pour réaliser l’identification. Ces tra-
vaux se basent sur la transcription du signal audio pour identifier les locuteurs
d’un enregistrement.
3.4 Utilisation des informations de la transcription
Sans connaissance a priori, ces méthodes doivent extraire les noms complets
à partir des informations disponibles dans le signal audio. La transcription en
mots du signal est une source d’information de choix pour trouver les prénoms
et les patronymes des locuteurs : dans beaucoup d’enregistrements (et notam-
ment ceux provenant des journaux radiophoniques) les noms complets des in-
tervenants font partie de la transcription. L’identification nommée consiste donc
à détecter les noms complets présents dans la transcription, pour ensuite les at-
tribuer aux différents locuteurs du document.
La figure 3.1 donne un aperçu de ce que l’identification nommée à partir de
la transcription cherche à réaliser.
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Transcription Enrichie
Jean Dupont Maude Bayeu
Identification Nommée
FIGURE 3.1 – Aperçu global de l’identification nommée du locuteur utilisant la transcrip-
tion du signal audio
3.4.1 Hypothèses
Identifier les locuteurs en se basant sur la transcription d’un document audio
nécessite que plusieurs hypothèses soient vérifiées :
– Les locuteurs sont annoncés par leurs noms complets dans le document.
À partir du moment où les noms complets des locuteurs sont présents
dans la transcription d’un document audio, il semble possible de les ex-
ploiter pour identifier les différents intervenants.
C’est une hypothèse forte, qui couvre un grand nombre de documents. Les
journaux d’informations (qu’ils soient radiophoniques ou télévisuels) ré-
pondent tout à fait à cette hypothèse. Dans ce type de document, la majo-
rité des locuteurs s’annoncent ou sont annoncés. C’est systématiquement
le cas des présentateurs et des invités par exemple. Dans les enregistre-
ments de réunions, les locuteurs sont présentés et se passent la parole : il
est donc possible de récupérer leurs noms complets. De manière plus gé-
nérale, tout type de document où les locuteurs s’annoncent ou sont annon-
cés vont pouvoir être exploités avec les techniques d’identification nom-
mée basées sur la transcription du signal audio.
– Les noms complets sont exploitables dans la transcription ; ils ont été cor-
rectement transcrits.
Les systèmes d’INL doivent être capable de transcrire correctement les
noms complets présents dans l’enregistrement si ils veulent pouvoir les
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exploiter. Lorsqu’ils sont bien transcrits, c’est ensuite le travail des sys-
tèmes de détection des entités nommées (présentés dans la section 2.5)
d’identifier les différents noms complets.
Dans le cadre de la mise en place de systèmes automatiques d’INL, cette
hypothèse est importante : la transcription des noms propres est un réel
problème pour les systèmes automatiques de reconnaissance de la parole
puisque, généralement, ils ne font pas partie du vocabulaire du SRAP (Bé-
chet et al., 2000).
– Le contexte lexical au voisinage d’un nom complet permet de déterminer
si ce nom complet est un locuteur du document.
Cette dernière hypothèse rend possible l’attribution d’un nom complet
présent dans la transcription à un des locuteurs du document. Pour ce
faire, il faut que le contexte lexical de chaque nom complet permette de
déterminer si ce nom complet se rapporte à un locuteur du document et à
quel locuteur.
3.4.2 Attribution locale
La technique utilisée pour attribuer un nom complet détecté à un des lo-
cuteurs du document est commune à tous les systèmes d’INL à partir de la
transcription. Cette technique consiste à analyser le contexte lexical d’un nom
complet de manière à déterminer si ce nom complet se rapporte à un locuteur
qui est en train de parler (tour de parole courant), au locuteur qui parle ensuite
(tour de parole suivant) ou au locuteur qui vient de parler (tour de parole pré-
cédent). La figure 3.2 résume le principe de cette attribution, que l’on doit aux
travaux de Leonardo-Canseco (Canseco-Rodriguez et al., 2005).
Bonjour M. Précédent …
… de Paris M. Courant [radio].
… M. Autre …
… bonjour M. Suivant
- Un autre locuteur de l'émission
- Une personne hors de l'émission
FIGURE 3.2 – Principe de base des systèmes d’identification nommée basés sur la trans-
cription
Typiquement, un nom complet peut être attribué au locuteur courant lorsque
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celui-ci s’annonce ou se présente. Par exemple les journalistes ont pour habi-
tude de finir leurs interventions en rappelant leur identité, comme par exemple
« c’était Paul Dupond en direct de . . . ». Ici, le nom complet Paul Dupond devrait
être attribué au locuteur qui a prononcé cette phrase (le locuteur courant). À
l’inverse, un locuteur prononçant cette phrase « Nous écoutons maintenant, Jean
Durand. » annonce une personne qui va parler ensuite. Le nom complet Jean Du-
rand devra donc être attribué au locuteur suivant. Pour finir, une phrase du type
« Merci Maude Bayeu, nous passons maintenant à la météo » rappelle le locuteur qui
vient de s’exprimer juste avant. Le nom complet Maude Bayeu sera donc attribué
au locuteur précédent.
Certains noms complets ne désignent pas des locuteurs du document. Par
exemple, Jean-Jacques Rousseau aura peu de chance d’être un des intervenants
du document. En revanche, il sera surement un des sujets des interventions.
D’autres noms complets font bien référence à des locuteurs du document, mais
ces locuteurs ne s’expriment pas dans un des tours de parole contigus. Ces cas
sont appelés « autre » sur la figure 3.2.
Ce type d’attribution sera par la suite appelée « attribution locale ». On attri-
bue ici un nom complet à un des tours de parole contigu au tour de parole où
le nom complet a été détecté. Aucune attribution au niveau du document entier
n’est pour l’instant effectuée, seuls les tours de paroles contigus sont concernés.
La propagation de ces attributions locales au sein de l’ensemble des tours de
parole est une étape appelée « attribution globale ».
3.4.3 Attribution globale
Afin de bien comprendre la problématique de l’attribution globale des noms
complets, il faut placer les attributions locales dans le contexte d’une transcrip-
tion enrichie (cf. 2.4).
Chaque nom complet détecté dans un tour de parole est attribué au tour de
parole courant, précédent ou suivant. Chacun de ces tours de parole appartient
à un locuteur, que l’INL cherche à nommer en lui attribuant un et un seul nom
complet. Or, plusieurs noms complets peuvent être candidats pour le même lo-
cuteur. Il est tout à fait possible que plusieurs noms différents soient proposés
pour un même locuteur, suite à une erreur du processus d’attribution locale.
Par exemple, dans la figure 3.3, deux noms complets sont possibles pour le LO-
CUTEUR 2 : Maude Bayeu et Pierre Moscovici.
L’attribution du nom complet au locuteur consiste à choisir un nom complet
parmi les noms complet obtenus à partir des décisions locales. Cette phase sera
nommée « décision globale ».
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FIGURE 3.3 – Exemple de décisions locales conflictuelles
3.4.4 Processus d’attribution
Le processus d’INL se résume en quatre principales étapes décrites dans la
figure 3.4 :
– préparation d’une transcription enrichie,
– attributions locales,
– attributions globales,
– production d’une transcription avec les locuteurs nommés.
Dans l’étape 1, la transcription en mots est enrichie d’une segmentation et
d’une classification en locuteurs ainsi que d’un étiquetage des entités nommées.
Chacune des entités nommées de type PERSONNE est ensuite attribuée locale-
ment au tour de parole correspondant dans l’étape 2.
Par exemple, le nom complet C est attribué aux tours de parole 5 et 11, qui
correspondent respectivement à deux locuteurs différents (locuteur 3 et locu-
teur 1). Un nom complet ne pouvant être attribué qu’à un locuteur, C se re-
trouve donc en conflit entre le locuteur 3 et le locuteur 1. Le nom B quant à lui
se retrouve aussi en conflit, puisqu’il est attribué aux tours de parole 1 et 8 qui
appartiennent respectivement au locuteur 1 et au locuteur 2.
À l’issue de cette seconde étape, plusieurs noms complets sont donc candi-
dats pour un même locuteur : le locuteur 1 peut être nommé avec A, B ou C, le
locuteur 2 avec A ou B et le locuteur 3 avec C. En revanche les locuteurs 4 et 5
n’ont pas de candidats. Les méthodes d’INL utilisent un processus de décision
(lors de l’étape 3) permettant de régler les conflits entre ces attributions globales
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FIGURE 3.4 – Vue globale du processus attribution d’un nom complet à une classe de
locuteur anonyme
Une fois les conflits de la phase d’attribution globale résolus, la dernière
étape consiste à produire une transcription enrichie avec les identités des locu-
teurs choisies.
Même si les façons de réaliser les étapes diffèrent entre les méthodes d’iden-
tification nommée, les principes qui viennent d’être décrits sont communs à
toutes. Le traitement d’un enregistrement audio avec un système d’identifica-
tion nommée se résume aux étapes qui sont décrites dans la figure 3.5.
Deux principales approches sont proposées dans la littérature pour l’attribu-
tion locale des noms complets, à savoir une approche symbolique avec l’utilisa-
tion de règles écrites manuellement et plusieurs approches à base de méthodes
statistiques. La section suivante décrit l’approche symbolique. Les méthodes à
base de systèmes statistiques sont décrites dans la section 3.6.
3.5 Approche symbolique
Les travaux réalisés par Canseco-Rodriguez (Canseco-Rodriguez et al., 2005;
Canseco-Rodriguez, 2006) ont été les premiers à montrer que le couple pré-
nom/patronyme d’un locuteur apparaissant dans un contexte lexical donné
permettait d’identifier de manière précise l’identité des locuteurs s’exprimant
dans les tours de parole contigus. Ces travaux sont à la base de toutes les tech-
niques d’INL, ils ont en particulier défini le principe de l’attribution locale décrit
en section 3.4.2.
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LOCU1 (H) : les grands titres de l'actualité PERSONNE(Maude Bayeu) 
bonjour
LOCU2 (F) : bonjour, la polémique sur la mission de PERSONNE(Didier 
Julia) pour libérer les otages en LIEU [...]
LOCU1 (H) : Merci PERSONNE(Maude Bayeu), maintenant la météo [...]
Transcription 
du signal audio




LOCU1 (H) : les grands titres de l'actualité Maude Bayeu bonjour
LOCU2 (F) : bonjour, la polémique sur la mission de Didier Julia pour 
libérer les otages en Irak [...]
LOCU1 (H) : Merci Maude Bayeu, maintenant la météo [...]
Étiquetage
- Un autre locuteur de l'émission




LOCU1 (H) -> Inconnu




LOCU1 (H) -> Inconnu
LOCU2 (F) -> Maude Bayeu
[...]
Inconnu : les grands titres de l'actualité Maude Bayeu bonjour
Maude Bayeu : bonjour, la polémique sur la mission de Didier Julia pour libérer les otages en 
Irak [...]
Inconnu : Merci Maude Bayeu, maintenant la météo [...]
LOCU1 (H) : les grands titres de l'actualité PERSONNE(Maude Bayeu) 
bonjour
LOCU2 (F) : bonjour, la polémique sur la mission de PERSONNE(Didier 
Julia) pour libérer les otages en LIEU(Irak) [...]
















Seg1 Seg2 Seg3 Seg4 Seg5
TRANSCRIPTION ENRICHIE
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Ces travaux s’appuient sur l’utilisation de règles linguistiques pour réaliser
l’attribution locale des noms complets. L’idée est d’utiliser le contexte linguis-
tique de chaque nom complet pour lui attribuer une des trois étiquettes : « locu-
teur précédent », « locuteur courant » ou « locuteur suivant ». Ces règles ont été
définies manuellement après analyse d’un corpus de langue anglaise (Hub-4e 1).
Ce corpus est composé de transcriptions manuelles d’émissions de radio et de
télévisions américaines (ABC, CNN, CSPAN et NPR) enregistrées entre 1993 et
1998.
Dans le but de réaliser des règles les plus génériques possibles, certains
mots ou groupes de mots ont été regroupés au sein de classes sémantiques. Ces
groupes de mots ont ensuite été substitués par leur classe sémantique dans les
textes. Par exemple, tous les noms de lieux sont remplacés par le nom de leur
classe sémantique [location]. De ce fait, les deux règles « reporting from Bagdad »
et « reporting from Paris » peuvent être fusionnées en une seule règle « reporting
from [location] ». Plusieurs dictionnaires de classes sont utilisés pour remplacer
les mots. Les dictionnaires utilisés, construits à partir d’informations extraites
d’internet, sont au nombre de 6 :
– noms complets, couple prénom/patronyme ([name]) : ce dictionnaire contient
les noms de personnes anglaises les plus communs, y compris les per-
sonnes célèbres et les personnalités internationales. Ce dictionnaire a été
complété par des informations trouvées dans les textes à traiter, et notam-
ment par l’identité des différents locuteurs (tous corpus confondus).
– toponymes [(location]) : ce dictionnaire est constitué des lieux géogra-
phiques les plus courants comme les villes, les régions, les états, les mo-
numents...
– noms d’émissions ([show]) : ce dictionnaire contient le nom des émissions
et des radios. Les informations ont été extraites des transcriptions de réfé-
rence (tous corpus confondus).
– titres ([title]) : ce dictionnaire est composé des titres (Monsieur, Madame,
...), des rangs militaires et des professions.
– vocabulaire de la communication ([comm]) : c’est un dictionnaire global
incluant une variété de mots et d’expressions utilisés pour gérer la com-
munication. Il contient une sélection des mots les plus fréquemment utili-
sés pour les remerciements ([thanks]), les salutations ([greet]), les consen-
tements ([agree], [comm-agreement]), les questions ([quest]), les réflexions
personnelles ([reflect]) et les pronoms démonstratifs ([dem]).
– flexions : ce dictionnaire contient la liste complète des verbes anglais. Ils
sont conjugués et classés comme verbe à l’infinitif ([infverb]), au passé
1. Disponible via LDC : http://www.ldc.upenn.edu/
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([pasverb]), au présent ([preverb]) ou au participe ([parverb]).
À partir du corpus de développement de 150 heures d’enregistrements de
radio et de télévision en langue anglaise (corpus Hub-4e), les règles les plus
fréquentes pour trouver l’identité des locuteurs ont été extraites. Elles sont dé-
crites dans le tableau 3.1. Au final, douze règles sont utilisées pour désigner le
locuteur courant, 34 pour le suivant et 6 pour le précédent.
Nombre d’occurrences Règle
3162 [title] [name]
848 I am [name]
673 [show]’s [name]
382 [agree] [name]
293 [name] [show] [location]
186 [show]’s [name] reports
176 [thanks] [name]
TABLE 3.1 – Règles les plus fréquentes pour déterminer l’identité d’un locuteur sur le
corpus de développement
À ces règles viennent s’ajouter d’autres mécanismes comme l’utilisation d’un
caractère générique (*) permettant de remplacer n’importe quel mot ou suite de
mots, de manière à généraliser les règles. Des exemples de règles avec caractère
générique sont données dans le tableau 3.2.
Nombre d’occurrences Règle
458 with [comm] us * [name]
109 joining * [name]
108 [name] * joins
45 with * [comm] me
24 [comm-agreement] * [name] reporting
24 we are joined * by [name]
TABLE 3.2 – Exemple de règles utilisant des joker (*) sur le corpus de développement
3.5.2 Expériences et métriques d’évaluation
L’évaluation des règles d’attribution locale a été réalisée sur un corpus de
test de 10 heures de données en langue anglaise (corpus Hub-4e, années 1997,
1998 et 1999). Deux types de transcriptions enrichies ont été utilisées : transcrip-
tions manuelles et automatiques. Le taux d’erreur mot pour les transcriptions




Les erreurs réalisées par le système de transcription automatique, et notam-
ment les erreurs de découpage en tours de paroles (produits par le système de
segmentation et de classification en locuteur), posent problème pour l’évalua-
tion des règles. Lorsqu’un tour de parole produit par le système automatique
correspond à plusieurs tours de parole de la référence, il est difficile de déci-
der si le résultat de la règle doit être considéré comme bon ou mauvais. Pour
résoudre ce problème, deux types de tours de parole ont été pris en compte
dans les transcriptions réalisées automatiquement : les tours de paroles « cor-
rects », c’est à dire les tours de paroles qui correspondent aux tours de parole
de la référence et les tours de paroles « bruités », c’est à dire les tours de paroles
qui regroupent plusieurs tours de parole de la référence (à cause d’une erreur
du système de segmentation et de classification). Les erreurs commises par le
système sont ensuite calculées selon différents cas de figure :
– Identité correcte, tour correct : l’identité extraite de la transcription est as-
sociée avec un tour de parole correct et correspond exactement à l’identité
indiquée dans la référence (prénom et patronyme).
– Identité correcte, tour bruité : l’identité extraite de la transcription est
associée avec un tour de parole bruité et correspond exactement à une des
identités indiquées dans la référence (prénom et patronyme).
– Identité partielle, tour correct : l’identité extraite de la transcription est as-
sociée avec un tour de parole correct et correspond partiellement à l’iden-
tité indiquée dans la référence. Par exemple, seul le prénom a été extrait.
– Identité partielle, tour bruité : l’identité extraite de la transcription est
associée avec un tour de parole bruité et correspond partiellement à une
des identités indiquées dans la référence.
– Indéfini : la règle correspond à un locuteur inconnu dans la référence (ces
cas sont exclus des résultats de test)
– Mauvaise identification : Aucun des cas ci-dessus ne s’applique, c’est
donc une erreur d’association avec un tour de parole.
3.5.3 Résultats
Les tableaux 3.3 et 3.4 résument les résultats obtenus sur les transcriptions
manuelles et automatiques. Sur le corpus de test avec les transcriptions ma-
nuelles, les règles identifiant le locuteur courant sont les plus fiables (aucune
fausse identification), tandis que les règles identifiant le locuteur précédent (43,1 %
de fausse identification) et suivant (20,2 % de fausse identification) présentent
des taux d’erreur plus élevés. Cette tendance se confirme avec l’utilisation de
transcriptions automatiques, les règles de type « courant » représentent 8 % des
erreurs, les règles de type « suivant » 19 % des erreurs et les règles de type « pré-
cédent » 50 % des erreurs. Le taux d’erreur global des règles sur le corpus de test
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avec les transcriptions manuelles est d’environ 13 %, contre environ 18 % pour
les transcriptions automatiques.
courant suivant précédent
Id. correcte, tour correct 115 (95,0 %) 50 (55,0 %) 7 (16,0 %)
Id. correcte, tour bruité - - -
Id. partielle, tour correct 7 (5,0 %) 22 (24,8 %) 18 (40,9 %)
Id. partielle, tour bruité - - -
#Mauvaise identité - 16 (20,2 %) 19 (43,1 %)
#Indéfini - 3 1
Total 122 91 45
TABLE 3.3 – Taux d’erreur des règles manuelles sur les transcriptions manuelles (corpus
d’évaluation 97-98-99 Hub-4e)
courant suivant précédent
Id. correcte, tour correct 94 (84,0%) 38 (60,3%) 8 (21,0%)
Id. correcte, tour bruité 2 (1,7%) 3 (4,8%) -
Id. partielle, tour correct 7 (6,2%) 10 (15,9%) 11 (29,0%)
Id. partielle, tour bruité - - -
#Mauvaise identité 9 (8,0%) 12 (19,0%) 19 (50,0%)
#Indéfini - 2 1
Total 112 65 39
TABLE 3.4 – Taux d’erreur des règles manuelles sur les transcriptions automatiques (cor-
pus d’évaluation 97-98-99 Hub-4e)
Ces travaux pionniers démontrent qu’identifier les locuteurs d’un document
à partir de sa transcription est possible. En revanche, ils ne prennent pas en
compte les possibilités offertes par les techniques d’apprentissage automatique :
les corpus nécessitent des traitements manuels. Le temps de mise en place de
telles règles peut être long suivant la quantité de corpus à analyser et demande
une expertise du domaine pour pouvoir être réalisée. De plus, le passage d’un
corpus à un autre est fastidieux : il faut réécrire le jeu de règles pour l’utiliser sur
des documents d’une autre langue ou provenant d’autres types d’émissions.
Ces travaux traitent de l’attribution locale des noms complets. Aucun pro-
cessus global permettant de répercuter ces décisions au sein du document entier
n’a été mis en œuvre. Ce problème d’attribution globale est abordé dans les dif-
férentes approches statistiques dans la section qui suit.
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3.6 Approche statistique : N-grammes
Suite aux travaux de Canseco-Rodriguez (2005), le laboratoire de l’Univer-
sité de Cambridge s’est intéressé à l’identification nommée du locuteur (Tran-
ter, 2006). Leurs travaux consistent à automatiser l’apprentissage des règles lin-
guistiques et à mesurer l’impact de leur système d’identification nommée sur
des données provenant de systèmes automatiques (classification en locuteur et
transcription automatiques).
3.6.1 Attribution locale : utilisation de N-grammes
Cambridge utilise des N-grammes pour modéliser les règles linguistiques.
Ils sont obtenus via un corpus d’apprentissage dans lequel la liste des per-
sonnes (leurs noms complets) intervenant dans les enregistrements est connue
à l’avance. Les occurrences de ces noms complets sont détectées grâce à cette
liste.
Le contexte lexical de chaque nom complet locuteur du document est ana-
lysé. Une fenêtre glissante est utilisée sur ce contexte lexical : sa taille varie de 2 à
5 mots (en incluant le nom complet). Pour chaque contexte lexical, le système va
générer un ensemble de N-grammes (de 2 à 5-grammes) et va leur assigner une
probabilité de désigner de manière correcte le locuteur suivant, courant ou pré-
cédent. Un N-gramme (avec un minimum de 2 mots et un maximum de 5) est
appris pour chaque glissement de la fenêtre. Chaque N-gramme apparaissant
plus d’un certain nombre de fois (cinq dans le cas de ces travaux) est considéré
comme une règle de prédiction et est donc retenu comme règle linguistique.
Comme dans les précédents travaux de Canseco-Rodriguez (2005), Tranter
(2006) utilise des classes sémantiques pour généraliser les règles. Ces classes
sont issues des données d’apprentissage et ont été complétées avec d’autres
sources (journaux écrits notamment). Ces classes regroupent celles utilisées par
Canseco-Rodriguez, avec quelques différences. Là où Tranter différencie HELLO
et GOODBYE, Canseco-Rodriguez les regroupait au sein d’un même concept
[comm]. De plus, Tranter n’utilise pas la catégorie [quest] et les verbes.
3.6.2 Attribution globale
Deux processus d’attribution globale ont été étudiés pour cette approche
basée sur les N-grammes. Tout d’abord, Tranter a utilisé une combinaison de
probabilités pour prendre en compte les règles qui fournissent la même hypo-
thèse. Par la suite, Microsoft (Chengyuan et al., 2007) a mis en place un modèle
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d’entropie maximum pour combiner les règles et certaines informations sup-
plémentaires comme le genre des locuteurs.
Nous commençons par décrire le premier processus mis en place par Tranter
avant de décrire plus en détail les ajouts réalisés par Chengyuan.
Combinaison des règles linguistiques
Toutes les règles précédemment apprises sont utilisées sur le corpus de test.
Lorsqu’une règle avec une probabilité p1 est déclenchée et suggère un nom com-
plet e1 pour un locuteur Ca, le score pour l’hypothèse Ca = e1 est incrémenté.
Lorsque deux règles sont déclenchées pour le même nom de locuteur, leurs pro-
babilités sont combinées en utilisant la formule :
p1+2 = 1− (1− p1)(1− p2) (3.2)
Pour déterminer la probabilité d’attribuer un nom complet e à un locuteur
C, un ensemble de règles (N-grammes) applicables R(e) est utilisé. L’équation
3.2 peut être généralisée de cette manière :




Les travaux de (Chengyuan et al., 2007) proposent de remplacer la combinai-
son présentée dans l’équation 3.2 par un modèle d’entropie maximum (Berger
et al., 1996). Cette approche permet de représenter les différentes règles au sein
d’un modèle statistique et d’y ajouter des connaissances supplémentaires.








λk fk(e, C)) (3.4)
Les N-grammes sont utilisés comme attributs fk(e, C) du modèle d’entro-
pie maximum. λk représente les paramètres du modèle (multiplicateur de La-
grange) et Zλ(C) est une constante de normalisation qui permet de s’assurer
que la somme des probabilités est égale à un. Les paramètres du modèle sont
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appris en utilisant la méthode dite de Generalized Iterative Scaling afin d’optimi-
ser la probabilité a posteriori des paramètres λ étant donné les données d’ap-
prentissage (Chen et Rosenfeld, 2000). Conjointement aux N-grammes, d’autres
attributs sont introduits dans le modèle d’entropie.
Une des premières connaissances ajoutée est le genre des locuteurs. Un attri-
but modélisant la correspondance du genre du prénom du nom complet avec le
genre du tour de parole est ajouté au modèle. Des modèles acoustiques des voix
des locuteurs cibles (lorsqu’ils sont disponibles) sont eux ajoutés comme attri-
buts. Ces modèles sont appris sur les échantillons de voix des locuteurs cibles
via des mélanges de Gaussiennes à 192 composantes. De plus, la position du
nom complet au sein de l’enregistrement est pris en compte (avant le premier
tour de parole du locuteur désigné, après le dernier tour de parole du locuteur,
etc.).
Décision
Pour attribuer un nom complet à un locuteur, il faut pouvoir choisir parmi
les différents candidats possibles. Ce choix est effectué en prenant le nom com-
plet candidat e∗ qui a la probabilité maximale pour le locuteur C donné. Pour
ce faire, la formule 3.5 est utilisée :
e∗ = arg maxe P(e|C) si P(e
∗|C) > α (3.5)
Un seuil α est utilisé pour filtrer les décisions. Lorsque la probabilité est en
dessous de la valeur fixée pour α, aucune décision n’est prise pour C : le locuteur
est considéré comme inconnu.
3.6.3 Corpus
Le corpus d’apprentissage utilisé par Tranter contient environ 70 heures
d’enregistrements de journaux d’informations en langue anglaise provenant du
corpus Hub-4 de 1996/1997. Ce corpus a été transcrit manuellement et les locu-
teurs identifiés (quand cela était possible). De plus, les erreurs de transcription
des noms complets (mauvaise orthographe du prénom ou du nom) de locuteurs
intervenant dans document ont été corrigées. Le corpus de développement cor-
respond à celui utilisé pour la campagne RT-04 (NIST, 2004) et se compose de 12
documents enregistrés en février 2001 et de novembre à décembre 2003. Le cor-
pus d’évaluation correspond aussi à celui de la campagne RT-04, soit 12 émis-
sions enregistrées en décembre 2003.
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À noter que les corpus utilisés par Chengyuan pour évaluer le système utili-
sant le modèle d’entropie maximum correspondent à ceux de Tranter mais avec
un découpage légèrement différent.
3.6.4 Analyse des données
Afin de tester le système mis en place, les locuteurs de la référence sont com-
parés aux locuteurs de l’hypothèse générée. Trois cas différents pour ces locu-
teurs sont possibles :
– Disponible : le nom complet du locuteur de la référence est connu et est
présent à l’identique dans la transcription de l’émission ;
– Indisponible : le nom complet du locuteur de la référence est connu mais
n’est pas présent à l’identique dans la transcription de l’émission. Plu-
sieurs cas de figure sont possibles : des personnes dont les noms sont ci-
tés dans d’autres émissions, l’utilisation de synonymes demandant une
connaissance du contexte (le président = Bill Clinton) ou encore l’utilisa-
tion de tournures demandant un traitement supplémentaire (John Smith
et sa femme Judy = Judy Smith) ;
– Non-nommé : le locuteur n’a pu être nommé dans la référence.
À la différence des travaux de Canseco-Rodiguez, ces travaux ne prennent
pas en compte les noms partiels, c’est à dire les identifications à l’aide d’un
seul nom ou prénom. Le nom complet associé par le système d’INL à un locu-
teur doit correspondre exactement au nom renseigné dans la transcription. Le
tableau 3.5 présente les résultats pour les différents corpus utilisés par Tranter.
Données D I N Nombre d’occurrences
Apprentissage 79,3% 4,0% 16,8% 6912
Développement 78,2% 8,8% 13,0% 195
Évaluation 76,8% 12,9% 10,3% 206
Évaluation (srap) 47,3% 42,5% 10,3% 138
TABLE 3.5 – % de données Disponibles (D), Indisponibles (I) et Non-nommées (N) dans les
corpus de Tranter. Cela fixe la limite haute des performances atteignables puisque les noms
complets I ne peuvent être récupérés à partir de la transcription. Les résultats en utilisant
les transcriptions automatiques (srap) sont aussi donnés.
La quantité de noms complets disponibles à partir de la transcription reste
aux alentours de 78 %. Dans les travaux de Microsoft, ce chiffre monte à 83 %
sur le corpus de test. L’utilisation de transcriptions automatiques multiplie par
trois les noms complets non disponibles dans la transcription. Cela est du aux
nombreuses erreurs de transcription des noms complets.
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FIGURE 3.6 – Résultats sur le corpus d’évaluation avec ou sans (mots) l’utilisation de
classes sémantiques. Les résultats sont donnés pour les transcriptions de référence (ref), les
transcriptions utilisant un SRAP (srap) pour obtenir les mots et les transcriptions utilisant
un système de segmentation automatique pour les tours de parole et les locuteurs (aseg)
3.6.5 Résultats
La figure 3.6 donne les différents résultats en fonction du type de transcrip-
tion utilisée (srap : transcription automatique, aseg : segmentation et classifi-
cation automatiques) et de l’usage des classes sémantiques ou non. Ces résul-
tats montrent que l’utilisation de classes sémantiques pour généraliser les mots
présents dans les règles apporte un gain significatif, que ce soit sur des trans-
criptions manuelles ou des transcriptions automatiques. Sur des transcriptions
réalisées manuellement et sur le corpus de développement, à 95 % de précision
le rappel est de 60 %. Sur les données d’évaluation, le rappel chute à 38 % pour
la même précision. Le tableau 3.6 donne le rappel maximum obtenu sur chaque
type de transcription (automatique ou manuelle), ainsi que le rappel à 95% de
précision.
Transcription Segmentation Rappel maximum Rappel à 95 % de Précision
ref ref 64 % 38 %
auto ref 44 % 38 %
auto auto 38 % 26 %
TABLE 3.6 – Résumé des résultats sur le corpus de test. Sont présentés le meilleur rappel
obtenu et le rappel à 95 % de précision
Le taux d’erreur, DER : Diarization Error Rate (Tranter et Reynolds, 2006),
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du système de segmentation/classification utilisé est de 6,9 %. Le taux d’erreur
du système de transcription, WER : Word Error Rate (McCowan et al., 2004),
est quant à lui de 12,6 %. L’utilisation de transcriptions automatiques n’affecte
pas le rappel à 95 % de précision mais le rappel maximum possible (en faisant
baisser la précision) passe de 64 % à 44 %. L’utilisation de transcriptions et de
segmentations automatiques fait chuter le rappel à 26 % (pour 95 % de préci-
sion) et fait aussi chuter le rappel maximum possible à 34 %.
Dans (Chengyuan et al., 2007) Microsoft a comparé le système de Tranter
avec le système utilisant un modèle d’entropie maximum sur des transcriptions
manuelles. Les résultats présentés dans la figure 3.7 et le tableau 3.7 montrent
qu’en utilisant les mêmes informations, le modèle d’entropie maximum est plus
performant que la simple combinaison utilisée par Tranter. En revanche, l’ajout
des modèles de locuteur n’apporte aucun gain significatif. L’utilisation d’infor-
mations sur les genres et la position des noms complets donnent les meilleurs
résultats.
FIGURE 3.7 – Résultats sur le corpus de test (transcription et segmentation / classification
manuelles). Le modèle d’entropie maximum (maxent) et le modèle N-gramme utilisent les
mêmes règles lexicales. Les résultats avec l’ajout de la position (pos), des données acous-
tiques (ac) et l’utilisation du genre (g) sont aussi donnés pour le modèle d’entropie maxi-
mum.
La méthode à base de N-grammes sur fenêtre glissante permet d’automa-
tiser l’apprentissage des règles que Canseco-Rodriguez avait défini à la main.
Une propagation relativement simple des scores est effectuée au sein des tours
de paroles des locuteurs dans les travaux de Tranter : les différents scores obte-
nus pour un nom complet n1 et un locuteur sa sont cumulés. Les tests réalisés
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Système Rappel
Tranter combinaison 38 %
Entropie 47 %
Entropie + pos. 58 %
Entropie + pos. + ac. 58 %
Entropie + pos. + ac. + genre 67 %
TABLE 3.7 – Résultat des différents systèmes sur le corpus de test (transcription et seg-
mentation/classification manuelles) à 95 % de précision. pos. : position du nom complet
dans l’enregistrement, ac. : informations acoustiques sur les locuteurs
montrent de bonnes performances sur des données manuelles, mais aussi leurs
limites sur les données automatiques, alors que les systèmes automatiques de
transcription et de segmentation sont très performants. Dans (Chengyuan et al.,
2007), Microsoft a proposé une amélioration du processus d’attribution en uti-
lisant un modèle d’entropie maximum et des connaissances supplémentaires
comme le genre des locuteurs ou la position des noms complets dans l’enregis-
trement. Ces différents ajouts permettent d’améliorer le rappel de 38 % à 67 % à
95 % de précision.
Dans ces travaux, la détection des noms complets dans la transcription est
réalisée grâce à une liste de locuteurs et la détection des autres classes séman-
tiques est réalisée à partir des données de l’apprentissage étiquetées manuelle-
ment.
3.7 Approche statistique : arbre de classification sé-
mantique
Le LIUM (Mauclair et al., 2006; Estève et al., 2007) a proposé une alternative
au modèle N-gramme en mettant en place un système d’INL basé sur un arbre
de classification sémantique. Cet arbre est utilisé pour les attributions locales
(Kuhn et De Mori, 1995) ainsi qu’un détecteur automatique d’entités nommées
pour identifier les noms complets dans la transcription. Ces travaux sont les
premiers à utiliser un détecteur d’entités nommées pour cette tâche. L’utilisa-
tion de ces deux systèmes automatiques et d’un processus de décision permet
au système du LIUM de fonctionner de manière entièrement automatique pour
identifier les locuteurs d’un document.
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3.7.1 Détection des entités nommées
Le système de détection des entités nommées (EN) a été mis en place lors
de la campagne d’évaluation ESTER I (Galliano et al., 2005) sur la détection des
EN. C’est un système à base de règles. Quelques règles ont été inférées à partir
du corpus d’apprentissage d’ESTER I et d’autres ont été développées manuel-
lement (pour, par exemple, réaliser une grammaire pour détecter les dates). De
plus, des listes de prénoms, de patronymes, de villes, de pays, etc. ont été ajou-
tées à la base de connaissances du système.
La liste des EN choisie pour la campagne ESTER I se compose de 8 catégo-
ries principales qui sont : les personnes, les lieux, les organisations, les groupes
socio-politiques, les montants, les informations temporelles, les produits et les
aménagements. Pour son système d’INL, le LIUM n’a retenu que 5 de ces caté-
gories : les personnes, les lieux, les organisations les groupes socio-politiques et
les informations temporelles (Estève et al., 2007). Les résultats sur le corpus de
développement de la campagne ESTER I sont présentés dans le tableau 3.8 en
terme de précision et de rappel.
Type d’EN Rappel (%) Précision (%)
personne 98,7 % 92,6 %
lieu 83,9 % 87,9 %
organisation 86,1 % 84,5 %
groupe socio-politique 84,0 % 91,8 %
information temporelle 96,7 % 87,7 %
TABLE 3.8 – Performances du système de détection des EN du LIUM sur le corpus de
développement ESTER I
Comme pour les autres systèmes d’INL, lorsqu’une EN est détectée, la suite
de mots correspondant est remplacée par le type de l’EN dans la transcription.
3.7.2 Attributions
Les arbres de classification sémantiques (SCT - Semantic Classification Tree)
sont des arbres de décision binaire s’appuyant sur des expressions régulières
comme paramètres de décision pour classer les échantillons ??. Dans le cadre
de l’identification nommée, ils sont utilisés pour réaliser l’attribution locale des
étiquettes « précédent », « courant » et « suivant ». Ces arbres sont activés sur
le contexte lexical gauche et droit de chaque nom complet détecté par le sys-
tème d’EN. Au maximum cinq mots à gauche et cinq mots à droite sont gardés
pour l’apprentissage et l’utilisation de l’arbre. Le SCT attribue une probabilité
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à chaque étiquette possible pour un nom complet détecté dans la transcription.
La figure 3.8 donne un exemple d’arbre de classification. Les détails sur l’ap-
prentissage de l’arbre sont décrits dans (Mauclair et al., 2006).
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FIGURE 3.8 – Exemple d’arbre de classification sémantique
Seule l’étiquette avec la plus grande probabilité est prise en compte, les
autres probabilités sont ignorées. Lorsque deux décisions du SCT attribuent le
même nom complet à un locuteur, les probabilités sont additionnées. On obtient
alors, pour chaque nom complet candidat pour nommer un locuteur, un score
qui peut être utilisé pour prendre une décision.
Dans l’exemple de la figure 3.9, le tour de parole correspondant au locuteur
numéro 2 (abbrégé LOCU2 dans la figure) se voit affecter deux fois le nom com-






FIGURE 3.9 – Exemple d’attributions locales du système du LIUM
Lors du processus d’attribution globale, le nom complet avec le plus grand
score pour un locuteur donné est attribué à ce locuteur. Chaque locuteur est
traité indépendamment de l’autre, c’est à dire que rien n’empêche le système
d’attribuer le même nom complet à deux locuteurs différents. Si la segmentation
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et la classification sont considérées comme correctes, ce cas de figure devrait être
impossible.
3.7.3 Expériences et résultats
Le système a été évalué sur des données provenant de la campagne d’éva-
luation des systèmes de transcriptions en français ESTER I (Galliano et al., 2005).
Ces données regroupent six radios différentes et correspondent à 81 heures
d’enregistrements pour le corpus d’apprentissage (150 émissions), 12,5 heures
pour le corpus de développement (26 émissions) et 10 heures pour le corpus de
test (18 émissions). Toutes ces données ont été étiquetées en entités nommées
grâce au système décrit en section 3.7.1.
Ce système a été comparé à celui de Tranter dans (Estève et al., 2007). Il
a été évalué sur des données segmentées et transcrites manuellement, et sur
des données segmentées manuellement mais transcrites automatiquement. Ces
transcriptions automatiques sont celles fournies par le LIMSI lors de la cam-
pagne ESTER I et présentent un taux d’erreur mots de 11,9 %. Les résultats sont
exprimés en terme de précision et de rappel dans les figures 3.10 et 3.11. Le
système de Tranter à base de N-grammes sert de comparaison.
FIGURE 3.10 – Résultats du système du LIUM et du système à base de N-grammes sur
des transcriptions entièrement manuelles (segmentation / classification / transcription)
Sur des transcriptions manuelles les deux systèmes font presque jeu égal : à
95 % de précision, le rappel est légèrement inférieur à 40 %. En revanche, sur
des transcriptions automatiques, le système à base de SCT est plus performant :
les N-grammes atteignent une précision maximum de 91 % pour un rappel de
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FIGURE 3.11 – Résultats du système du LIUM et du système à base de N-grammes sur
des transcriptions automatiques et une segmentation/classification manuelle
28 % quand le système à base de SCT obtient un rappel de presque 40 % à 95 %
de précision.
3.8 Bilan
Les travaux sur l’identification nommée du locuteur utilisant la transcrip-
tion enrichie du signal sont relativement récents puisque les premiers travaux
menés par Canseco-Rodriguez datent de 2004. Ces travaux reposent tous sur les
mêmes hypothèses de base, à savoir que les locuteurs s’annoncent dans le docu-
ment lui même, que leurs noms ont bien été transcrits et que le contexte lexical
permet de déterminer s’il se rapporte au locuteur qui parle actuellement, à celui
qui va parler juste après, ou à celui qui a parlé juste avant.
Canseco-Rodriguez a montré que lorsqu’un locuteur était annoncé dans le
document, il était possible, via son contexte lexical, de décider s’il désignait le
locuteur précédent, courant ou suivant. Les travaux de Tranter et Microsoft ont
montré que la majorité des locuteurs s’annoncent et que le rappel maximum
qu’il est possible d’atteindre se situe entre 78 % et 83 %, en fonction des corpus.
Deux des principales hypothèses données en section 3.4.1 ont donc été vérifiées.
Dans le but d’automatiser au maximum les processus d’INL, plusieurs pro-
blèmes restent à résoudre. Tout d’abord, il faut disposer d’un détecteur d’entités
nommées qui va permettre de s’affranchir des dictionnaires de classes séman-
tiques et des listes de locuteurs pré-établies utilisées par Canseco-Rodriguez ou
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encore Tranter. Les travaux du LIUM ont effectué un premier pas en ce sens,
mais le détecteur d’entités nommées utilisé est assez sommaire.
Le processus d’attribution globale et la gestion des différents conflits qu’il
engendre nécessiteraient d’être approfondis. Seuls les travaux de Microsoft ont
proposé un modèle d’entropie maximum allant dans ce sens puisqu’il permet
de combiner plusieurs informations (le genre, des modèles acoustiques, la posi-
tion du locuteur dans l’enregistrement) pour renforcer les décisions du modèle
N-gramme. Mais les conflits (plusieurs candidats possibles pour un même locu-
teur, avec éventuellement beaucoup d’incertitude) apparaissant pour nommer
un même locuteur n’ont pas été étudiés. À chaque fois, le locuteur ayant la plus
haute probabilité (ou le plus haut score pour les travaux du LIUM) est choisi,
sans prendre en compte l’incertitude et les conflits présents.
Pour finir l’hypothèse concernant la présence des noms complets (correc-
tement transcrits) reste encore à étudier en profondeur, surtout sur des trans-
criptions réalisées par des SRAP. Tranter et le LIUM ont réalisé des expériences
sur des transcriptions automatiques en constatant que les résultats étaient net-
tement inférieurs à ceux obtenus sur des transcriptions manuelles. Ces résultats
mériteraient d’être approfondis afin de valider cette dernière hypothèse.
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transcription
Les travaux déjà effectués sur l’INL ont permis de prouver l’efficacité de
l’approche utilisant la transcription du signal audio. Comme décrit dans la sec-
tion 3.8, des progrès restent à réaliser pour automatiser le processus, notam-
ment dans la détection des noms complets et des classes sémantiques. De plus,
les travaux ont majoritairement étudié les techniques d’attribution locale (règles
linguistiques, N-grammes, arbre de classification), mais peu de travaux sur le
processus d’attribution globale ont été menés.
Dans ce chapitre, nous commençons par décrire le système de détection des
entités nommées utilisé, puis nous décrirons ensuite l’arbre de classification sé-
mantique mis en œuvre pour réaliser les attributions locales. Nous finirons par
expliquer le processus d’attribution globale reposant sur la théorie des fonctions
de croyance avant de présenter les résultats du système. Ces travaux font suite
à ceux déjà menés au LIUM (cf. section 3.7).
4.1 Détection des entités nommées
Une des étapes fondamentales de tout système d’INL reposant sur la trans-
cription du signal audio est la détection des noms complets et des différentes
classes sémantiques. Dans le but d’automatiser au maximum les systèmes d’INL,
cette phase peut être réalisée à l’aide de systèmes de détection des entités nom-
mées. Les entités nommées de type personne vont pouvoir être exploitées pour
extraire les noms complets de la transcription, les autres entités nommées vont
servir de classes sémantiques pour généraliser la transcription.
4.1.1 La campagne d’évaluation ESTER 2
En 2008, lors de la campagne d’évaluation ESTER 2 (Galliano et al., 2009),
une tâche d’évaluation des systèmes de détection des entités nommées a été
proposée. Cette tâche a permis d’évaluer les différents systèmes de détection
des entités nommées sur des transcriptions manuelles mais aussi sur des trans-
criptions automatiques provenant de SRAP. Plusieurs laboratoires universitaires
français ont participé à cette tâche comme le LINA, le LIMSI, le LIA, le LI (Tours)
ou encore le LSIS. Deux entreprises privées ont aussi participé à l’évaluation :
Synapse et Xerox.
La mesure utilisée pour l’évaluation est le Slot Error Rate (SER) décrit dans
(Makhoul et al., 1999). La liste des entités nommées à étiqueter pour la cam-
pagne ESTER 2 est la suivante : les personnes, les lieux, les organisations, les
productions humaines (moyens de transports, récompenses, œuvres artistiques,
...), les montants, le temps et les fonctions (politiques, administratives, ...).
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Sur des transcriptions réalisées manuellement, Synapse et Xerox ont (de
loin) les systèmes le plus performants avec un SER inférieur à 10 %. Le troi-
sième système est celui du LIA (LIA_NE) qui obtient un SER de 23,9 %. En
revanche, sur des transcriptions réalisées automatiquement, c’est LIA_NE qui
arrive en première position avec un taux d’erreur de 43,4 % sur les transcrip-
tions du LIMSI qui affichent un taux d’erreur mot (WER) de 12,1 % (soit le
meilleur système de la campagne d’évaluation ESTER 2). D’autres tests ont été
réalisés avec des transcriptions contenant plus d’erreurs (17,83 % et 26,09% de
WER) : LIA_NE obtient systématiquement les meilleurs performances. Les ré-
sultats sont présentés dans le tableau 4.1.
TABLE 4.1 – Performances de chaque participant à la tâche de détection des entités nom-
mées de la campagne ESTER 2 (Galliano et al., 2009). Les résultats sont donnés en terme
de Slot Error Rate (%S), Rappel (%R) et Précision (%P)
4.1.2 Le système LIA_NE
Lors de la campagne ESTER 2, le système le plus performant étant LIA_NE
(Bechet et Charton, 2010), il a été choisi comme détecteur d’entités nommées
pour les travaux de cette thèse. LIA_NE a la particularité d’avoir été conçu
spécifiquement pour être utilisé sur des sorties de transcriptions automatiques.
Ces transcriptions ont des caractéristiques qui peuvent mettre en défaut les sys-
tèmes de détection d’EN prévus pour être utilisés sur des textes écrits tels que
les livres ou les journaux.
Les transcriptions automatiques proviennent de documents audio qui contiennent
de la parole plus ou moins spontanée et qui sont soumis à des phénomènes
propres à la parole orale comme les disfluences ou les faux départs. Ces trans-
criptions ne sont pas parfaites et contiennent des erreurs commises par le sys-
tème de reconnaissance automatique de la parole. La ponctuation et les majus-
cules sont généralement absents des transcriptions. Même si des modules de
post-traitement existent pour les remettre, ils sont eux aussi sujet à erreurs. De
plus, les transcriptions automatiques ne contiennent que des mots qui appar-
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tiennent au dictionnaire du SRAP alors que les EN sont essentiellement com-
posées de noms propres pour lesquels il est très difficile d’obtenir une liste ex-
haustive.
LIA_NE utilise tout d’abord un processus génératif grâce à un étiqueteur
basé sur des HMM (Hidden Markov Model) qui permet d’annoter le document
avec les parties du discours et des classes sémantiques (personne, organisation,
lieu, produit). Une fois le document annoté, un processus discriminatif basé sur
les CRF (McCallum et Li, 2003) (Conditional Random Field) est utilisé. Ce pro-
cessus va permettre de détecter les EN à partir des annotations réalisées par
l’étiqueteur.
Afin d’apprendre les caractéristiques de ce modèle CRF, un maximum de
connaissances sur les entrées du dictionnaire du SRAP est collecté (de manière
non supervisée). Pour réaliser ces collectes, deux méthodes sont mises en œuvre :
– Un processus d’extraction automatique des EN sur de larges corpus de
textes.
Ce processus utilise un étiqueteur en parties du discours associé à des
données étiquetées manuellement en entités nommées. Ils vont permettre
d’apprendre un modèle CRF pour ensuite étiqueter automatiquement un
corpus de 1,3 giga mots. Ce corpus étiqueté automatiquement sera utilisé
pour l’apprentissage du modèle CRF.
– L’extraction automatique de données provenant de l’encyclopédie en ligne
Wikipedia.
Pour chaque entrée de Wikipedia, un graphe est généré représentant toutes
les formes du mot présentes dans Wikipedia. Par exemple, pour Paris, 39
formes ont été extraites comme : Ville Lumière, Ville de Paris, Paname, Ca-
pitale de la France, Département de Paris, etc. Chaque mot et ses différentes
formes sont ensuite associés à une des catégories d’EN de la campagne
ESTER (personne, lieu, organisation, produit). Paris et ses différentes formes
seront par exemple associés à la catégorie lieu. Cette association est réali-
sée grâce aux données d’apprentissage étiquetées manuellement et à des
lexiques préalablement constitués au LIA.
Les 7 catégories d’entités nommées utilisées pour ESTER 2 ont été gardées
comme classes sémantiques.
4.2 Attributions locales : arbre de classification sé-
mantique
Les noms complets étiquetés via le système de détection d’EN sont utilisés
comme point de départ pour la phase d’attribution locale. Cette phase est réa-
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lisée grâce à un arbre de classification sémantique (SCT - Semantic Classification
Tree).
Les arbres de classification sémantiques sont des types particuliers d’arbre
de décision binaire. Ils sont beaucoup utilisés dans le traitement du langage na-
turel, comme pour des systèmes de compréhension (Kuhn et De Mori, 1995) ou
des détecteurs de noms propres inconnus (Béchet et al., 2000). Dans le cadre de
l’identification nommée, ils sont utilisés pour réaliser l’attribution locale des éti-
quettes « précédent », « courant » et « suivant » décrites dans la section 3.4.2. Le
fonctionnement et l’apprentissage des SCT sont décrits de manière exhaustive
dans (Kuhn, 1993).
4.2.1 Arbre de classification sémantique
Un SCT est un type particulier d’arbre de décision (Breiman et al., 1984; Cor-
nuéjols et Miclet, 2002). Un arbre de décision permet de classer un objet à l’aide
de questions : chaque nœud de l’arbre représente une question, chaque lien est
une réponse à la question, et chaque feuille est une classe. La figure 4.1 donne
un exemple d’arbre de décision permettant de décider si une expérience peut
avoir lieu.
Quel temps ?












>10°C <10°C Disponible Indisponible
L'expérience peut-elle avoir lieu ?
FIGURE 4.1 – Exemple d’arbre de décision : les questions sont en rouge, les réponses en
bleu.
Les SCT sont des arbres de classification dit binaires. Les questions d’un
arbre de décision binaire sont particulières car il n’y a que deux types de ré-
ponses possibles : oui ou non. Les questions des SCT sont des motifs lexicaux
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auquel l’échantillon testé doit correspondre. Chaque feuille d’un arbre de clas-
sification est associée à une distribution de probabilité sur toutes les classes pos-
sibles. Dans le cas de l’identification nommée, les quatre classes possibles sont :
précédent, courant, suivant et autre. Un exemple de SCT est donné dans la figure
4.2.
< + de +  >









FIGURE 4.2 – Exemple d’arbre de classification sémantique
Les SCT apprennent les motifs lexicaux à partir de corpus annotés avec les
classes correspondantes. L’apprentissage et la sélection de ces questions est réa-
lisée de manière entièrement automatique : n’importe quel mot du corpus peut
apparaître dans une question.
4.2.2 Apprentissage
Pour construire un arbre de classification sémantique, plusieurs éléments
sont nécessaires (Breiman et al., 1984) : un corpus d’apprentissage annoté, un
ensemble de questions (aussi appelées test), un critère de séparation et une
condition d’arrêt. Nous décrivons ces différents éléments ci-dessous.
Corpus d’apprentissage
Le corpus d’apprentissage a été constitué à partir de transcriptions de jour-
naux radiophoniques réalisées manuellement. Ces transcriptions ont été enri-
chies avec les tours de paroles et le nom des locuteurs lorsque ceux-ci étaient
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disponibles. Des traitements préliminaires sont tout d’abord effectués sur ces
transcriptions :
– Les transcriptions sont traitées via le détecteur d’entités nommées LIA_NE.
Les mots composants les entités nommées retenues sont remplacés par la
classe sémantique correspondante dans la transcription.
– Les transcriptions manuelles utilisées pour réaliser le corpus d’apprentis-
sage contiennent plus d’informations que celles produites par un système
de transcription automatique. Les transcriptions sont donc normalisées
afin de se rapprocher au maximum de celles fournies par un système de
transcription automatique. Par exemple, la ponctuation et les majuscules
ont été retirées.
– Les articles considérés comme non porteurs de sens (l’, le, la, les, un, une,
uns) ont été éliminés du contexte analysé. En revanche, les prépositions
locatives comme de, dans, à ont été gardés puisqu’ils peuvent potentielle-
ment concerner une information importante comme un lieu, une radio ou
une émission.
Une fois ces pré-traitements effectués, le corpus d’apprentissage est consti-
tué en conservant 5 mots (maximum) à gauche et 5 mots (maximum) à droite
de chaque entité nommée de type personne détectée. L’entité nommée détec-
tée et son contexte lexical constituent un exemple d’apprentissage. Le nombre
de mots à conserver pour chaque exemple a été déterminé grâce au corpus de
développement.
Ensuite, l’arbre a besoin de savoir si une entité nommée de type personne dé-
tectée correspond au locuteur suivant, précédent ou courant. Cette phase d’éti-
quetage de chaque entité nommée est réalisée automatiquement en comparant
l’entité nommée détectée aux noms complets des locuteurs suivant, précédent
et courant. Cette phase d’étiquetage n’est pas vérifiée manuellement, il est sup-
posé que les noms des locuteurs indiqués dans les transcription manuelles sont
corrects.
Pour finir, les questions de l’arbre peuvent porter sur des informations plus
globales. Comme proposé dans (Estève et al., 2007), la position du nom complet
détecté au sein du tour de parole est ajoutée à l’exemple d’apprentissage. La po-
sition correspond aux situations où le nom complet apparaît dans les dix pre-
miers mots (START_TURN), au milieu (MID_TURN) ou dans les dix derniers
mots (END_TURN) d’un tour de parole. Une autre question globale permet de
savoir si le tour de parole est considéré comme très court (SHORT_TURN), à
savoir plus petit que le contexte lexical utilisé par l’arbre (cinq mots à gauche
du nom complet, cinq mots à droite).
Des exemples d’apprentissage réalisés à partir des transcriptions manuelles
sont donnés dans la figure 4.3.
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EMMANUEL CUGNY (H) : les grands titres de actualité PERSONNE(maude bayeu) bonjour
MAUDE BAYEU (F) : bonjour la polémique sur la mission de  [...]
EMMANUEL CUGNY (H) : merci PERSONNE(maude bayeu) maintenant la météo
Exemple d'apprentissage n°1
les grands titres de actualité PERSONNE bonjour
Désigne le tour suivant
EN en fin de tour (END_TURN)
Exemple d'apprentissage n°2
merci PERSONNE maintenant la météo
Désigne le tour précédent
EN en début de tour (START_TURN)
FIGURE 4.3 – Exemples d’apprentissage du SCT constitués à partir de transcriptions ma-
nuelles
Ensemble de questions
À partir du corpus d’apprentissage, le processus de génération de l’arbre
doit construire un ensemble de questions permettant de classer les différents
exemples d’apprentissage.
Chaque question correspond à un motif lexical (une sorte d’expression ré-
gulière simple) auquel l’exemple est soumis. Si l’exemple correspond au motif
lexical, la réponse à la question est oui, sinon la réponse est non. Ces motifs
lexicaux peuvent contenir des mots et des caractères spéciaux (<, > et +). Le <
(respectivement >) est une ancre qui désigne le début (respectivement la fin)
d’un exemple tandis que + se rapporte à n’importe quelle suite de mots. Ainsi,
le motif lexical < + de + > correspond à chaque exemple contenant le mot de,
alors que < + en direct + de + > correspond à chaque exemple contenant les mots
en direct et de apparaissant dans cet ordre.
La figure 4.4 montre une partie d’un arbre appris automatiquement pour
l’INL. Les questions globales et les motifs lexicaux utilisés sont indiqués.
Critère de séparation
Le processus de construction du SCT doit choisir pour chaque question de
l’arbre un motif lexical. Pour choisir le meilleur motif, le critère d’impureté de
Gini i(T) d’un nœud T (Breiman et al., 1984) est utilisé. La meilleure question
(ici la meilleure expression régulière) est celle qui présente la plus grande dimi-
nution d’impureté ∆I entre le nœud T et ses enfants.
Si T désigne un nœud quelconque, et f (j|T) le pourcentage d’exemples de ce
nœud qui appartiennent à la classe j (dans notre cas, les quatre classes possibles
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FIGURE 4.4 – Extrait d’un arbre de classification sémantique appris automatiquement
pour l’INL
sont précédent, courant, suivant et autre), alors le critère d’impureté de Gini i(T)




Par exemple, prenons les 4 classes pre´ce´dent, courant, suivant et autre. 10
exemples du corpus d’apprentissage arrivent dans un nœud T. Sur ces 10 exemples,
4 appartiennent à la classe pre´ce´dent, 3 à la classe courant, 2 à la classe suivant et
0 à la classe autre. Alors f (pre´ce´dent|T) = 0, 5, f (courant|T) = 0, 3, f (suivant|T) =
0, 2 et f (autre|T) = 0. À partir de ces valeurs et de l’équation 4.1, nous dédui-
sons que le critère d’impureté de Gini i(T) est égal à 0, 62 = 1− (0, 52 + 0, 32 +
0, 22).
Si les deux nœuds fils d’un nœud T sont appelés Toui et Tnon, et le pourcen-
tage d’exemples de T qui seront attribués aux fils Toui et Tnon, sont notés poui
et pnon respectivement, la changement d’impureté ∆I est défini par la formule
suivante :
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∆I = i(T)− poui × i(Toui)− pnon × i(Tnon) (4.2)
La question associée à un nœud T sera la question qui maximise ∆I.
Ce processus de choix des questions est répété pour chaque nouveau nœud
fils d’un nœud T donné. La construction de l’arbre s’arrête lorsqu’une des condi-
tions d’arrêt décrites ci-dessous est satisfaite.
Conditions d’arrêt
Le processus de construction de l’arbre s’arrête lorsque l’impureté d’un nœud
est sous un certain seuil ou lorsque le nombre d’exemples restant dans un nœud
est égal à une limite fixée au préalable.
Dans notre cas, les expériences menées sur le corpus de développement nous
ont permis de fixer le seuil minimum du critère de Gini à 0,01 et le nombre
minimum d’exemples à 50.
4.2.3 Étiquetage et attributions locales
Une fois l’arbre appris, il est utilisé pour étiqueter chaque nom complet dé-
tecté dans la transcription avec les quatre étiquettes possibles : précédent, courant,
suivant ou autre. Le SCT ne choisit pas une étiquette parmi les quatre possibles,
mais attribue une probabilité à chacune des étiquettes, comme le montre la fi-
gure 4.4. Une des possibilités retenue dans (Mauclair et al., 2006; Estève et al.,
2007) est de ne retenir que l’étiquette qui a la plus forte probabilité. Le problème
de cette approche est qu’elle occulte complètement les informations fournies
par les probabilités des autres étiquettes.
Dans les travaux présentés dans cette thèse, les probabilités affectées à toutes
les étiquettes sont prises en compte. En effet, nous estimons que les quatre pro-
babilités attribuées aux étiquettes sont porteuses d’informations et doivent donc
être prises en compte.
Imaginons la répartition des masses de probabilités suivante pour un nom
complet : courant 0, 31, précédent 0, 28, suivant 0, 30, autre 0, 11. Décider que le
nom complet désigne le locuteur courant car c’est l’étiquette qui a la plus forte
probabilité (p(courant) = 0, 31) occulte complètement le fait que l’arbre est très
incertain sur ces étiquettes. En effet, le conflit entre les différentes étiquettes
est très élevé et l’arbre affecte des probabilités proches aux étiquettes courant,
précédent et suivant.
74
4.2. Attributions locales : arbre de classification sémantique
Chacune de ces probabilités, ainsi que le nom complet concerné, est affectée
au locuteur à nommer correspondant (le suivant, le courant ou le précédent).
Chaque locuteur se retrouve alors avec un ensemble de noms complets (couplés
avec les probabilités issues de l’arbre) qui représente les candidats potentiels. La








Locu 1 Locu 3
Joël Collado : 0,3
...
Joël Collado : 0,2
Emmanuel Cugny:  0,5
Emmanuel Cugny:  0,3
Joël Collado : 0,4
...
FIGURE 4.5 – Exemple de propagation des attributions locales aux locuteurs à nommer
LOCU1 et LOCU3.
Les noms complets qui étaient étiquetés autre ne sont pas pris en compte,
puisqu’il n’est pas possible de les attribuer à un tour de parole du document.
L’enjeu d’un processus d’attribution globale est de décider quel nom com-
plet candidat doit être attribué à un locuteur. Lors de ce processus, différentes
incertitudes apparaissent au sein des locuteurs à nommer, puisque plusieurs
noms complets peuvent être candidats. L’attribution globale doit prendre en
compte toutes ces informations de manière à réaliser l’attribution finale d’un
nom complet à un locuteur. Dans cette thèse, la théorie des fonctions de croyances
est utilisée pour prendre en compte ces informations.
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4.3 Attribution globale : processus de décision et fonc-
tions de croyance pour l’INL
Une des principales difficultés de la phase d’attribution globale (cf. 3.4.3)
est de résoudre les conflits qui apparaissent à la suite de la phase d’attribu-
tion locale : lorsqu’il y a plusieurs candidats possibles pour un même locuteur.
Les règles apprises par l’arbre de classification peuvent ne pas être assez discri-
mantes (manque d’exemples d’apprentissage, contexte lexical d’un nom com-
plet imprécis, etc.) ce qui l’amènera à commettre des erreurs. Ces erreurs sont
à l’origine des conflits qui apparaissent au sein d’un locuteur lorsque plusieurs
noms complets sont candidats.
Il arrive que l’arbre de décision se trompe et désigne un locuteur comme
étant, par exemple, le locuteur suivant (en lui affectant une forte probabilité),
alors qu’il ne l’est pas. La théorie des fonctions de croyance va permettre, dans
un même formalisme, de modéliser ces connaissances et ces incertitudes de ma-
nière à les utiliser lors de la phase d’attribution globale.
4.3.1 Formalisme et notations
Tout d’abord, il convient d’expliciter les différentes notations qui seront uti-
lisées par la suite.
Soit E = {e1, . . . , eI} correspondant à l’ensemble des noms complets candi-
dats pour nommer un locuteur. L’ensembleO = {o1, . . . , oJ} correspond aux oc-
currences successives des noms complets détectés dans les transcriptions, T =
{t1, . . . , tK} désigne l’ensemble des tours de parole dans l’ordre chronologique,
et C = {c1, . . . , cL} l’ensemble des locuteurs à nommer. Le but est donc d’at-
tribuer un nom complet issu de E aux locuteurs de C. Chaque locuteur cl peut
intervenir une ou plusieurs fois dans un enregistrement, ce qui correspond donc
à un ou plusieurs tours de parole : cl = {t ∈ T |t est un tour de parole de cl}.
Chaque tour de parole est prononcé par un et un seul locuteur, c’est-à-dire que
les tours de parole sont successifs et ne peuvent être simultanés. Pour chaque
occurrence d’un nom complet oj (pour j = 1, . . . , J) détecté dans un tour de pa-
role tk, on désigne par P(oj, tk) la probabilité (obtenue grâce à l’arbre de classifi-
cation sémantique) que oj soit le locuteur du tour de parole tk. Ainsi, P(oj, tk−1)
et P(oj, tk+1) représentent la probabilité que oj soit le locuteur du tour respecti-
vement précédent et suivant celui où il a été détecté. Par hypothèse, la probabi-
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4.3.2 Fonctions de croyance
Dans cette thèse, le modèle des croyances transférables proposé par (Smets
et Kennes, 1994) est adopté. Le but de ce modèle est de déterminer la croyance
concernant différentes propositions, à partir d’un ensemble d’informations dis-
ponibles. Soit E un ensemble fini, appelé cadre de discernement de l’expérience.
La représentation de l’incertitude se fait grâce à une fonction de croyance, défi-
nie comme une fonction m de 2E dans [0, 1] telle que :
∑
A⊆E
m(A) = 1. (4.3)
La quantité m(A) représente la part de croyance allouée exactement à la
proposition A. Les sous-ensembles A de E tels que m(A) > 0 sont les éléments
focaux de m. Une structure de croyance est à support simple si elle est focalisée
au maximum sur E et un seul sous-ensemble A. Elle est alors définie par :
{
m(A) = w, w ∈ [0, 1]
m(E) = 1− w
(4.4)
L’ignorance totale est représentée par la fonction de croyance vide telle que
m(Ω) = 1. Si tous les éléments focaux de m sont des singletons, m devient alors
une mesure de probabilité (dite masse bayésienne).
La théorie des croyances possède plusieurs outils d’agrégation permettant
de combiner des fonctions de croyance définies sur un même cadre de discerne-
ment (Smets et Kennes, 1994). En particulier, la combinaison de deux structures
m1 et m2, définies de façon “indépendante" sur E utilisant l’opérateur binaire
conjonctif non normalisé ∩, définit une fonction résultante m′ par la formule
suivante (Smets et Kennes, 1994) :
∀A ⊆ E , m′(A) = ∑
B∩C=A
m1(B)m2(C). (4.5)
On peut alors définir la combinaison de n structures m1, . . . , mn sur E par :






mi(Ai) ∀A ⊆ Ω. (4.6)
Si on obtient une fonction de croyance m non normalisée (i. e. telle que
m(∅) 6= 0), on peut la convertir par la procédure de normalisation de Dempster
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(Shafer, 1976) en une structure normalisée m∗ en répartissant proportionnelle-






si A 6= ∅
0 si A = ∅.
(4.7)
Une fonction de croyance m décrit l’état d’une croyance sur un phénomène.
Une fois qu’une structure m est définie, il est possible de la transformer en dis-
tribution de probabilité, en particulier pour des aspects décisionnels. Une de ces
distributions, appelée probabilité pignistique, consiste à répartir équitablement
la masse d’un sous-ensemble de Ω entre ses éléments. Cette distribution, notée






où |A| est le cardinal de A, δA(ω) = 1 si ω ∈ A et δA(ω) = 0 si ω /∈ A .
4.3.3 Définition des masses de croyance
On s’intéresse à un tour tk prononcé par le locuteur cl. nk occurrences de
noms complets ont été attribuées à ce tour de parole par l’arbre de classification.
Soient nk+r, le nombre d’occurrences provenant d’une attribution de type locu-
teur précédent (r = −1) et locuteur suivant (r = 1). Soient {okj,r}, avec r = −1, 0, 1
et j = 1, . . . , nk+r, les occurrences de noms complets détectés dans ces trois
tours. Chaque occurrence okj,r, correspondant à une étiquette ei, représente une
information particulière sur le locuteur potentiel du tour tk qui peut être décrite




j,r, tk−r) si o
k
j,r = ei




4.3.4 Combinaison par tour de parole et par locuteur
La première étape de la combinaison consiste à agréger les informations au
sein d’un tour de parole donné. La combinaison des nk−1 + nk + nk+1 masses
ciblées sur le tour tk et obtenues par l’équation 4.9 peut se faire par la règle
conjonctive de Dempster non normalisée (cf. équations 4.5- 4.6), afin d’assurer
78
4.3. Attribution globale : processus de décision et fonctions de croyance pour
l’INL
l’associativité et la commutativité de la combinaison : on obtient une masse de







et la masse de croyance normalisée m∗tk correspondante (cf. équation 4.7).
La deuxième étape de la combinaison consiste à agréger les résultats obtenus
par tour de parole pour l’ensemble de l’enregistrement. Plusieurs possibilités
sont envisageables a priori pour combiner ces informations. Il est possible de
procéder de façon analogue à celle de l’équation 5.1. Pour l’assignation d’un
nom complet ei à un locuteur cl donné, nous pourrions calculer un “score" pour
chaque ei, dénoté sml(ei), comme la somme des masses de croyance concernant




Les scores obtenus ne sont donc pas nécessairement normalisés (i.e. ≤ 1),
ce qui rendra là encore difficile l’interprétation des résultats lors du processus
de décision. Nous préférons rester dans le cadre de la théorie des croyances :
une manière assez naturelle consiste en effet à continuer de combiner toutes les
masses de croyance relatives au même locuteur cl par la même règle conjonc-
tive de Dempster et donc à fusionner toutes les masses de croyance relatives
aux différents tours de parole tk de ce locuteur. On obtient alors une masse de





et la masse de croyance normalisée M∗l correspondante.
4.3.5 Processus de décision
Grâce au processus décrit en section 4.3.4, chaque locuteur Cl dispose d’une
liste de noms complets candidats ei associés à leurs probabilités pignistiques
PMl(ei). Le processus de décision doit permettre d’assigner les noms complets
aux locuteurs de la manière la plus optimale possible.
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Soit f : C → E la fonction d’assignation des noms complets aux locuteurs.
Les locuteurs étant censés être tous différents, une caractéristique importante
que l’on voudrait imposer pour f est l’injectivité : f (cl) = f (c
′
l) ⇒ cl = c
′
l.
Chaque nom complet ne peut être attribué à plus d’un locuteur. Bien sûr, cer-
tains noms complets peuvent rester non attribués et inversement, certains locu-
teurs peuvent rester sans étiquette.
Ce type d’assignation est un problème classique en recherche opérationnelle
(Burkard et al., 2009). Ce problème est souvent présenté de la manière suivante :
une entreprise dispose de n employés pour réaliser n tâches. Pour chaque tâche,
sa réalisation par un employé donné représente un certain coût, le but de l’en-
treprise étant de minimiser le coût de réalisation des différentes tâches. Il lui
faut donc choisir les couples employé/tâche qui minimise le coût global de réa-
lisation.
Dans notre cas, nous disposons de n locuteurs à nommer, et de m noms com-
plets candidats potentiels. À chaque couple locuteur/nom complet correspond
une probabilité pignistique, qui représente le bénéfice d’attribuer ce nom com-
plet à ce locuteur. La probabilité des noms complets n’étant pas candidats pour
un locuteur donné est fixée à 0. Le tableau 4.2 donne un exemple de matrice
obtenue pour un enregistrement avec 3 locuteurs et 3 noms complets possibles.
TABLE 4.2 – Exemple de matrice des coûts utilisée pour le processus de décision (algorithme
de Kuhn-Munkres)
Locuteur Cl Probabilités PMl (ei)
Abdelamjid Kadouri Mohammed Bellaouchi Aziz Al-Bouazaoui
c1 0,06 0, 34 0, 00
c2 0, 01 0, 17 0,05
c3 0.00 0,49 0, 02
Un des algorithmes parmi les plus utilisés pour résoudre ce problème est
« l’algorithme de Kuhn-Munkres (Munkres, 1957) », aussi appelé « algorithme
Hongrois ». Il consiste à trouver les associations optimales qui minimisent un
certain coût. La fonction de coût utilisée est la suivante :





Nous utilisons ici une variante de l’algorithme original qui permet d’utiliser
des matrices rectangulaires et de maximiser la fonction de coût (Nedas, 2005).
Puisque les affectations locuteur/nom complet sont représentées par des pro-
babilités, il est plus intéressant de maximiser le coût de la fonction que de la
minimiser.
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La matrice des coûts présentée dans le tableau 4.2 donne un exemple de
problème d’attribution. Dans cet exemple, le document comporte 3 locuteurs
c1, c2, c3 et 3 noms complets sont candidats. Dans ce cas, le nom complet Ab-
delamjid Kadouri sera attribué à c1, Aziz Al-Bouazaoui à c2 et Mohammed Bellaou-
chi à c3. Ce sont en effet les associations qui maximisent la fonction de coût :
0, 06 + 0, 05 + 0, 49 = 0, 61.
4.3.6 Prise en compte du genre
Les travaux présentés dans cette thèse prennent en compte le genre des lo-
cuteurs pour filtrer les probabilités P(oj, tk) données par l’arbre de classification
sémantique. Pour chaque locuteur de l’enregistrement, cette caractéristique est
disponible puisqu’elle est déterminée de manière automatique lors des phases
de segmentation et de classification (avec un taux d’erreur inférieur à 5 % sur
des données ESTER 1 phase II). De plus, le genre des noms complets extraits
de la transcription peuvent être déterminés grâce au prénom, lorsque celui-ci
le permet. La comparaison de ces deux informations, obtenues de deux ma-
nières différentes, nous permet d’affiner le processus de décision. En cas d’inco-
hérence, le couple prénom et patronyme n’est pas retenu et il est supprimé de
la liste des candidats potentiels. Cependant, pour le cas des prénoms ambigus
comme « Dominique », l’entité nommée sera conservée.
Une base de données (extraite du Web) composée d’environ 20 000 prénoms
est utilisée pour obtenir le genre de chaque prénom. À chaque prénom est asso-
cié le nombre de fois où il a été attribué au genre féminin et au genre masculin
depuis 1900 en France. Cette base de données ne semble pas exempte d’erreur :
par exemple le prénom « Vincent » apparaît 227180 fois comme prénom mascu-
lin et 373 fois comme prénom féminin. Le genre retenu correspondra au genre
majoritaire. Si ce dernier a une fréquence inférieure à 75 %, alors le genre est
considéré comme indéterminé.
Au niveau de la définition des masses de croyance présentée en section 4.3.3,
le filtre suivant est appliqué : si le genre de l’occurrence oj (et donc du nom
complet ei correspondant) et celui du tour de parole (et donc de la classe cl à
laquelle il appartient) sont différents, les scores P(oj, tr) sont ignorés.
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4.4 Évaluation du système proposé
4.4.1 Description des corpus
L’évaluation du système proposé est réalisée à partir d’émissions radiopho-
niques en français de la campagne ESTER 1 phase II (Galliano et al., 2006; Gra-
vier et al., 2004) et du projet ANR EPAC (Estève et al., 2010a). Les émissions
d’ESTER 1 contiennent essentiellement de la parole lue ou préparée, et peu de
parole spontanée : 15 % du corpus correspond à des interventions de personnes
parlant au téléphone. En revanche les émissions du corpus EPAC contiennent
plus de parole spontanée : le projet EPAC se focalisait sur le traitement de la
parole conversationnelle.
Les émissions proviennent de cinq radios françaises et de Radio Télévision
Marocaine et durent de 10 à 60 min. Elles sont réparties en trois corpus utilisés
pour l’apprentissage de l’arbre de classification, le développement et l’évalua-
tion du système. Le corpus d’apprentissage est celui de la campagne ESTER 1,
et le corpus de développement utilisé correspond au corpus test de la campagne
ESTER 1. Le corpus de test est constitué de données issues d’EPAC.
Le corpus d’apprentissage contient 76 heures de données (7 420 tours de pa-
role) dans lesquels 12 457 noms complets sont détectés. 755 locuteurs différents
interviennent dans ce corpus et 40 n’ont pu être nommés. Le corpus de déve-
loppement contient 10 heures (1 082 tours de parole) dans lesquels 1 660 noms
complets ont été détectés. 211 locuteurs différents interviennent dans ce corpus
et 24 n’ont pu être nommés. Le corpus de test contient 10 heures de données
(1 194 tours de parole) dans lesquels 1102 noms complets sont détectés. 118 lo-
cuteurs différents interviennent dans ce corpus et 2 n’ont pu être nommé.
La majorité locuteurs du corpus de test ont la particularité d’être nommés.
Lorsque seul le prénom ou le nom étaient disponibles ils ont été utilisés pour
nommer le locuteur. De plus, des connaissances supplémentaires comme la
grille des programmes ont été utilisées lors de la réalisation de la transcription
manuelle. Le tableau 4.3 résume la composition de ces différents corpus.
Corpus D I N Nombre d’occurrences
Apprentissage 70,68 % 10,20 % 19,12 % 2357
Développement 86,77 % 5,89 % 7,34 % 321
Évaluation 89,23 % 10,58 % 0,19 % 141
TABLE 4.3 – % de données Disponibles (D), Indisponibles (I) et Non-nommées (N) dans
les différents corpus. Cela fixe la limite haute des performances atteignables, puisque les
noms complets I ne peuvent être récupérés à partir de la transcription.
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apprentissage développement test
Tour précédent 6,9 % (250) 8,5 % (53) 11,5 % (46)
Tour courant 5,6 % (206) 2,0 % (12) 1,5 % (6)
Tour suivant 34,9 % (1 275) 32,5 % (200) 32,9 % (131)
Autre 52,6 % (1 922) 57,0 % (351) 54,1 % (216)
Total 100 % (3 653) 100 % (616) 100 % (399)
TABLE 4.4 – Répartition des étiquettes sur les différents corpus, statistiques sur les noms
complets (fréquence et effectif).
Les transcriptions fournies avec les corpus ont été créées pour l’évaluation
des tâches de segmentation et de classification en locuteurs, ainsi que pour la
tâche de transcription.
Le tableau 4.4 montre la répartition a priori des quatre étiquettes calculées
pour les différents corpus de développement. L’étiquette « autre » est la plus
fréquente et représente plus de 50 % des cas ; vient ensuite l’étiquette « tour
suivant » avec plus de 30 % des, tandis que les deux dernières étiquettes « tour
précédent » et « tour courant » sont les moins fréquentes : de 2 % à 10 % en fonction
du corpus.
4.4.2 Métriques utilisées
Les métriques utilisées dans les expériences (Rappel et Précision) sont celles
définies dans la section 3.2. Comme il a été proposé dans (Tranter, 2006), ces va-
leurs peuvent être complétées par un taux d’erreur Err global également calculé
à partir de ces 5 erreurs. Ce taux s’inspire du calcul du WER utilisé pour l’éva-
luation de la transcription. Il a l’avantage de mesurer la qualité des résultats du
système d’identification nommée en une seule valeur, facilitant les comparai-
sons entre les systèmes par rapport aux mesures de précision et de rappel.
Err =
S + I + D
S + I + D + C2 + C1
; (4.14)
Les erreurs peuvent être calculées en terme de durée ou en terme de nombre
de locuteurs. Pour une évaluation en durée, dans le cas où un locuteur parlant
90% du temps est correctement nommé et que les six autres locuteurs parlant
seulement 10% du temps ne le sont pas, le système présentera un taux d’erreur
de 10%.
Pour une évaluation en terme de nombre de locuteurs, dans le même cas de
figure, le système aura un taux d’erreur de 87,5%.
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D’un point de vue applicatif, la métrique exprimée en durée est préférable
si les locuteurs considérés comme importants correspondent aux locuteurs s’ex-
primant beaucoup. En revanche, si l’application cherche à nommer le plus pos-
sible de locuteurs, il est plus intéressant d’évaluer les performances en terme de
nombre de locuteurs.
4.4.3 Système de transcription automatique du LIUM
Les expériences réalisées sur des transcriptions automatiques ont été effec-
tuées grâce au système de transcription automatique de la parole du LIUM. Ce
système est constitué de deux modules : un module de segmentation et de clas-
sification en locuteur et un module de transcription.
Tout d’abord, la tâche de segmentation et de classification en locuteur consiste
à annoter des régions du signal audio (cf. section 2.3.6). Ces annotations peuvent
être de plusieurs types : des étiquettes représentant les différents locuteurs, le
genre des locuteurs, le type de canal (radio, studio) ou encore le type d’envi-
ronnement sonore comme le bruit, la musique, . . .Dans la tâche de segmenta-
tion, les étiquettes représentant les locuteurs sont anonymes. Le système utilisé
au LIUM (LIUM_SpkDiarization) utilise une segmentation basée sur GLR (Ge-
neralized Likelihood Ratio) et BIC (Siegler et al., 1997) (Bayesian Information
Criterion). Il est entièrement décrit dans (Meignier et Merlin, 2010). Ce système
a été classé premier lors de la campagne d’évaluation ESTER 2 avec un DER
(Diarization Error Rate) de 10 %.
Le module de transcription a pour but de transcrire le signal audio en mots.
Celui du LIUM (Estève et al., 2010b) est basé sur le décodeur CMU Sphinx 3.7.
Il utilise un vocabulaire de plus de 65 000 mots, ainsi qu’un modèle de langage
3-gramme. Des ajouts au décodeur de base ont permis d’utiliser SAT (Speaker
Adaptative Training) et des modèles 4-gramme pour réévaluer les graphes de
mots. Le système est décrit de manière exhaustive dans (Deléglise et al., 2005) et
(Estève et al., 2010b). Ce système s’est classé 2 ème lors de la campagne d’éva-
luation ESTER 2 avec un taux d’erreur mot de 17,83 %.
4.4.4 Résultats
Comme dans les systèmes présentés dans le chapitre 3, une liste des locu-
teurs potentiels (ainsi que leur genre) est utilisée. Cela permet notamment de
comparer le système à celui du LIUM présenté dans la section 3.7. Les résultats
sans cette liste de locuteur seront donnés et discutés dans la section 5.3.
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Transcriptions manuelles
Le tableau 4.5 présente les résultats du système sur les corpus de développe-
ment et de test, en utilisant des transcriptions manuelles. La liste de locuteurs
utilisée pour le corpus de développement correspond aux locuteurs du corpus
d’apprentissage, de développement et de test de la campagne ESTER 1 (soit
1016 locuteurs). La liste de locuteurs utilisée pour le test est celle du corpus de
test EPAC (soit 101 locuteurs). Les résultats en durée et en nombre de locuteurs
sont donnés.
En durée En nb de Locuteur
R P ErrDur ErrLoc
Corpus de Développement 87,85% 95,24% 11,44% 12,43 %
Corpus de Test 77,10% 92,97% 22,85% 28,23%
TABLE 4.5 – Résultats de Milesin sur des transcriptions entièrement manuelles en utili-
sant une liste des locuteurs du corpus
Ces résultats sont comparables à ceux donnés pour le système du LIUM
dans la figure 3.10 : à 95 % de précision, le meilleur système obtenait un rappel
d’environ 40 %. Le corpus utilisé dans 3.10 correspond au corpus de développe-
ment du système présenté. Pour la même précision, le rappel a plus que doublé
pour atteindre 86,00 %. Sur le corpus de test, à 93 % de précision, le rappel est
d’environ 77 %.
Les résultats sur le corpus de test s’expliquent par la composition du corpus
décrit dans le tableau 4.3. En effet, le taux de locuteurs Indisponibles dans la
transcription est deux fois supérieur à celui du corpus de développement.
Transcriptions automatiques : résultats préliminaires
L’utilisation de systèmes d’INL prend tout son sens lorsqu’elle peut être réa-
lisée sur des transcriptions produites par des systèmes automatiques. Même
si quelques expériences préliminaires ont été réalisées par Tranter et le LIUM,
l’utilisation de systèmes d’INL sur des transcriptions reste problématique.
Le tableau 4.6 présente les résultats de Milesin sur des transcriptions entiè-
rement automatiques en utilisant une liste des locuteurs du corpus. Seuls les
résultats en durée sont présentés, puisque la segmentation et la classification ne
sont pas identiques entre la référence et l’hypothèse proposée. Les systèmes de
segmentation / classification et de transcription automatiques utilisés sont ceux
présentés dans la section 4.4.3. Sur le corpus de développement, le DER est de
85
Chapitre 4. Milesin : Un système d’INL par analyse conjointe du signal et de sa
transcription




Corpus de Développement 25,15 % 55,65 % 69,43 %
Corpus de Test 38,77 % 70,87 % 61,23 %
TABLE 4.6 – Résultats de Milesin sur des transcriptions entièrement automatiques en
utilisant une liste des locuteurs du corpus
Le taux d’erreur (en durée) obtenu varie de 69,43 % à 61,23 % en fonction du
corpus utilisé. Lorsque l’on utilise Milesin avec des transcriptions entièrement
automatiques, les erreurs des différents systèmes se cumulent. Aucune adapta-
tion de Milesin pour des transcriptions automatiques n’a été effectuée dans ces
expériences.
L’influence des différentes composantes d’une transcription automatique sur
les résultats des systèmes d’INL est discutée plus en détails dans la section 5.4.2.
4.5 Bilan
Milesin est un système d’INL utilisant un détecteur d’entités nommées pour
étiqueter les noms complets et les classes sémantiques, un arbre de classifica-
tion sémantique pour réaliser les attributions locales et la théorie des fonctions
de croyances couplée à l’algorithme de Kuhn-Munkres pour le processus d’at-
tribution globale.
L’utilisation des fonctions de croyance pour combiner les croyances et incer-
titudes de la phase d’attribution locale permet de disposer d’un solide modèle
mathématique pour calculer les probabilités d’affectation d’un nom complet à
un locuteur. Grâce à l’utilisation de l’algorithme de Kuhn-Munkres, l’assigna-
tion des noms complets aux locuteurs est optimale. Ces différentes améliora-
tions donnent de bons résultats, puisque sur le même corpus transcrit manuel-
lement, Milesin obtient un rappel de 86,22 % à 95 % de précision, là où le sys-
tème antérieur à cette thèse obtenait un rappel d’environ 40 %. En revanche, les
performances sur les transcriptions automatiques sont encore mauvaises.
Afin de se comparer aux travaux précédemment effectués, une liste de locu-
teurs potentiels a été utilisée. Cette liste constitue une connaissance a priori qui
peut se justifier si les intervenants des enregistrements sont déjà connus et qu’il
s’agit uniquement de les nommer dans les fichiers. En revanche, si l’on veut
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disposer d’un système sans connaissances a priori sur les documents à traiter, il
faut pouvoir se passer de cette liste de locuteurs. De plus, il serait intéressant de
tester Milesin sur des transcriptions automatiques afin d’analyser son compor-
tement et d’apporter de nouvelles pistes de travail sur ce type de transcriptions.
Ces différentes pistes sont décrites en détail dans le chapitre suivant, ainsi
que les avancées et limites du travail effectué dans cette thèse.
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Un nombre significatif d’avancées ont été réalisées depuis le système de
base du LIUM (cf. section 3.7), comme l’utilisation de LIA_NE comme détecteur
d’entités nommées ou la mise en place des fonctions de croyances pour combi-
ner les informations issues de l’arbre de classification sémantique. En revanche,
l’utilisation de transcriptions automatiques reste encore problématique.
Les principales étapes et réflexions qui ont conduit au développement de
Milesin, et notamment une analyse des erreurs, sont tout d’abord présentées.
5.1 Analyse préliminaire
Les travaux de cette thèse ont été réalisés à partir d’un système déjà existant.
Ce système disposait d’un détecteur d’entités nommées sommaire, il a donc
tout d’abord été décidé de le remplacer par Nemesis, le système de détection
d’entités nommées du LINA. Une analyse des erreurs a ensuite été conduite de
manière à comprendre les erreurs réalisées par le système.
5.1.1 Nemesis, un outil prévu pour le TAL
Nemesis (Fourour, 2004) est un système d’identification et de catégorisation
d’entités nommées pour le français. Ses spécifications ont été élaborées à la suite
d’une étude en corpus et s’appuient sur des critères graphiques et référentiels.
Ces derniers ont permis de construire une typologie des entités la plus fine et la
plus exhaustive possible, fondée sur celle de Grass (Grass, 2000). L’architecture
logicielle de Nemesis se compose principalement de 4 modules (prétraitement
lexical, première reconnaissance, apprentissage, seconde reconnaissance) qui ef-
fectuent un traitement immédiat des données à partir de textes bruts. L’identi-
fication des entités nommées est réalisée en analysant leur structure interne et
leurs contextes gauche et droit immédiats à l’aide de lexiques de mots déclen-
cheurs, ainsi que de règles de réécriture. Leur catégorisation s’appuie quant à
elle sur la typologie construite précédemment. L’outil atteint environ 90% de
précision et 80% de rappel sur des textes écrits en langage naturel.
Nemesis a été développé par l’équipe TALN (Traitement Automatique des
Langues Naturelles) du LINA (Laboratoire d’Informatique de Nantes Atlan-
tique). À noter qu’aucune modification ou adaptation n’a été réalisée pour uti-
liser Nemesis sur des transcriptions de journaux radiophoniques.
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5.1.2 Analyse des erreurs
Le système du LIUM, présenté dans la section 3.7, s’appuie sur un arbre de
classification sémantique pour réaliser les attributions locales. Le nom complet
dont l’étiquette (« précédent », « courant », « suivant ») a la probabilité maxi-
male est propagé au tour de parole puis au locuteur correspondant. Les proba-
bilités sont ainsi additionnées au sein du locuteur, et le nom complet ayant le
score maximum pour un locuteur lui est affecté.
Ce système a été utilisé comme base de ces travaux, seul le détecteur d’enti-
tés nommées a été remplacé par Nemesis. Afin de comprendre le comportement
du système, nous avons choisi de l’étudier avec des transcriptions et des seg-
mentations / classifications manuelles. Le corpus utilisé correspond au corpus
de développement de Milesin. Sur ce corpus, il obtient un rappel de 65 % à 91 %
de précision. Nous chercherons donc à comprendre pourquoi ce système a un
rappel faible (65 %) bien que les conditions soient optimales (transcriptions et
segmentation / classification manuelles).
Méthode
Chaque entité nommée de type personne détectée a été vérifiée, et les scores
générés par l’arbre pour ces entités nommées ont été étudiés. Cette étude a per-
mis de mettre en évidence deux grandes catégories d’erreurs : les erreurs de
détection d’entités nommées et les erreurs de décision de l’arbre. D’autres types
d’erreurs ont aussi été constatés mais elles sont moins significatives.
Erreurs de détection d’entités nommées
La première catégorie d’erreur est due à des problèmes rencontrés lors de
la détection d’entités nommées. En effet, les entités nommées de type personne
sont primordiales pour un système d’INL. Ces entités doivent contenir le pré-
nom et la patronyme de la personne concernée, et uniquement ceux-ci. Un mau-
vais étiquetage de ces entités nommées a une influence directe sur les perfor-
mances du système en terme de rappel :
(N1) Un locuteur n’est pas correctement étiqueté pour être utilisé par le sys-
tème d’identification nommée quand : il n’est pas détecté, seul son prénom est
étiqueté ou quand ses nom et prénom sont étiquetés avec un ou plusieurs autres
mots en plus (comme la fonction de la personne). Lorsque le nom du locuteur
détecté ne correspond pas exactement au nom du locuteur de la référence, il est
alors comptabilisé comme une erreur de suppression et par conséquent le rap-
pel chute. Par exemple, l’entité nommée Joël Collado de Météo France est étiquetée
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comme une personne et ne correspond pas exactement au couple prénom / nom
attendu lors de l’identification.
(N2) Un ensemble de mots ne contenant pas de nom et prénom est détecté
comme une personne. Cette détection fait chuter le rappel en attribuant cette
fausse identité à un locuteur. Par exemple, Nemesis étiquette l’entité nommée
Président du Fetia Api comme personne qui est ensuite attribuée à un locuteur.
Président du Fetia Api est bien une personne, mais cette entité nommée n’est pas
un locuteur au sens de l’identification. Il est identifié par sa fonction au lieu de
son prénom et nom.
Erreurs de décision de l’arbre
La seconde catégorie d’erreurs provient des erreurs d’étiquetage commises
par l’arbre. Elles ont une incidence à la fois sur le rappel et sur la précision du
système :
(A1) Les erreurs affectant le rappel proviennent majoritairement des noms
complets dont l’étiquette avec la probabilité maximale était l’étiquette autre,
alors qu’ils correspondent à une des 3 autres étiquettes.
“Valérie Crova dit : (...) qui a toujours entretenu selon Jean
Christophe Bouisson des rapports tendus avec le gouvernement.
Jean Christophe Bouisson dit : On ne peut pas penser (...)”
Dans cet exemple Jean Christophe Bouisson est étiqueté comme autre alors qu’il
est le suivant.
(A2) Les erreurs affectant principalement la précision sont dues à des locu-
teurs qui sont mal étiquetés avec les étiquettes suivant et précédent. Dans ce cas,
l’étiquette avec la probabilité maximale ne désigne pas le bon tour de parole.
Généralement, c’est l’étiquette suivant qui a été attribuée au lieu de l’étiquette
autre. Par exemple, l’annonce d’interview correspond à une erreur typique :
“Jean Michel Hibon au micro de Jérôme Susini.”
On s’attend à ce que Jean Michel Hibon parle ensuite (ce qui est le cas), mais le
système détecte Jérôme Susini comme le locuteur du prochain tour de parole car
son score est plus élevé.
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FIGURE 5.1 – Répartition des erreurs sur le corpus de test.
N1, N2 : erreurs issues de la détection d’entités nommées.
A1, A2 : erreurs issues de l’arbre de classification.
E : autres erreurs.
Autres erreurs
D’autres erreurs plus indépendantes du système ont été relevées :
(E) Certaines personnes ne sont citées que partiellement (seul leur prénom est
cité dans la transcription), d’autres ont été mal orthographiées par le transcrip-
teur ou encore certaines ne sont pas du tout citées ou annoncées dans la trans-
cription. Sur les 11 heures du corpus, ce dernier cas ne concerne que 3 per-
sonnes. Cette constatation permet de valider l’hypothèse de départ : les noms
des locuteurs sont présents dans les transcriptions d’émissions radiophoniques.
Répartition des erreurs
Le tableau 5.1 montre la répartition des différents types d’erreurs sur le cor-
pus de test. Les erreurs provenant de l’arbre de classification (A1 et A2) sont
clairement dominantes avec plus de 72% des erreurs totales alors que les erreurs
dues à Nemesis (N1 et N2) représentent un peu moins de 19% des erreurs. Pour
l’arbre de classification, les erreurs A1 et A2 ont le même ordre de grandeur (en-
viron 36% en moyenne). En revanche, en ce qui concerne Nemesis les erreurs de
type N1 sont beaucoup plus fréquentes que celles de type N2 (3 fois plus).
93
Chapitre 5. Milesin : avancées et limites
Cas de l’anaphore pronominale
Avant cette étude, nous pensions que la résolution d’anaphore pronominale
à l’intérieur d’un tour de parole pouvait conduire à améliorer les prises de dé-
cisions. Lors de l’analyse des erreurs, nous n’avons relevé que deux cas où cette
prise en compte aurait été bénéfique. L’un des deux cas correspond à la situa-
tion suivante :
“ Fabrice Drouelle : écoutez ce qu’en pense [Jérôme Savary]
(...) il le dit à [Christine Siméone].”
Comme le pronom personnel il est en rapport avec Jérôme Savary, l’arbre aurait
pu l’étiqueter comme suivant.
Bilan
L’analyse des erreurs conduite ici a permis de mettre en évidence les fai-
blesses de l’arbre de classification sémantique et du processus de décision asso-
cié : lorsque l’on choisit de prendre une décision en se basant sur l’étiquette qui
obtient la probabilité maximale, l’arbre de décision est responsable de plus de
70 % des erreurs du système.
Nemesis quant à lui, représente environ 20 % des erreurs commises par le
système. Ces erreurs mettent en évidence l’importance de ne détecter que le
couple prénom / nom pour les entités de type personne. Pour les systèmes
d’INL, dès qu’un autre mot vient s’ajouter au couple prénom / nom (comme
la fonction de la personne par exemple), l’identification sera considérée comme
erronée.
En complément, nous donnons une comparaison de LIA_NE et de Nemesis
dans le tableau 5.1. Milesin est utilisé pour ces expériences sur le corpus de dé-
veloppement. Les meilleurs résultats concernant l’utilisation de LIA_NE pour
l’INL s’expliquent par une concision plus importante de ses entités nommées
ainsi que par les bonnes performances obtenues lors de la campagne d’évalua-
tion ESTER 2. Nemesis a par la suite été remplacé par LIA_NE dans Milesin.
En durée En nb de Locuteur
R P ErrDur ErrLoc
LIA_NE 86,00% 94,07% 13,17% 13,69%
Nemesis 80,05% 94,68% 18,69% 19,11%
TABLE 5.1 – Résultats de Milesin sur des transcriptions entièrement manuelles en utili-
sant Nemesis ou LIA_NE comme détecteur d’entités nommées
94
5.2. Processus de décision : variantes
5.2 Processus de décision : variantes
Lors des travaux de cette thèse, le processus de décision a beaucoup évolué.
Nous commençons par rappeler et formaliser le processus de décision utilisé
dans les précédents travaux du LIUM, pour ensuite présenter la solution inter-
médiaire développée pendant cette thèse. Nous finissons par exposer le chemi-
nement qui nous a conduit à utiliser la théorie des fonctions de croyance.
5.2.1 Utilisation d’un maximum
Lors de l’utilisation de l’arbre de classification sémantique sur les entités
nommées de type personne, une distribution de probabilités sur les 4 classes
possibles (précédent, courant, suivant et autre) est attribuée à l’entité nommée
concernée. Dans les précédents travaux du LIUM, seule le nom complet avec
l’étiquette ayant la probabilité maximale est propagé. Les autres probabilités ne
sont pas prises en comptes.
Lors de la propagation des attributions locales de l’arbre aux tours de pa-
roles puis aux locuteurs, une somme des probabilités P(oj, tr) (cf. 4.3.1 pour
la signification des notations) est effectuée. Ce score concernant un locuteur ei




Ensuite, le nom complet ei ayant le score maximum pour un locuteur donné
cl lui est attribué. Dans ces travaux, la fonction d’assignation des noms complets
aux locuteurs f (cl) = f (c
′
l) ⇒ cl = c
′
l n’est pas injective : il est donc possible
d’affecter deux noms complets identiques à des locuteurs différents.
Soit D = {cl ∈ C| ∀ei ∈ E , sl(ei) = 0}, l’ensemble des locuteurs n’ayant
pas de candidats potentiels. La règle R1 permettant d’affecter le nom complet ei
ayant le score maximal sl(ei) est définie par :
∀cl ∈ C \ D, e
∗
i = arg maxei∈E
sl(ei) ⇒ f (cl) = e
∗
i
∀cl ∈ D, f (cl) = Anonyme
(5.2)
Cette méthode de combinaison a plusieurs inconvénients. Tout d’abord, le
fait de réaliser la somme des probabilités issues de l’arbre ne permet plus de
travailler dans l’espace probabiliste. En effet, une fois les sommes effectuées,
seuls des scores difficilement comparables entre eux sont disponibles.
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De plus, la règle R1 ne prend pas en compte la contribution du score sl(ei)
pour un locuteur cl. Prenons l’exemple décrit dans le tableau 5.2. En utilisant
la règle R1, Jacques Derrida est attribué au locuteur c13 car ce locuteur obtient le
score maximum. βil désigne le pourcentage que représente sl(e
∗
i ) par rapport
à la somme de tous les scores sl pour le locuteur cl. Même si Jacques Derrida
a le score le plus élevé pour c13, il ne représente que 35% des scores totaux.
En revanche, au sein du locuteur c15, Jacques Derrida représente 80% des scores.
Avant d’utiliser les fonctions de croyance, nous avons tout d’abord proposé une
méthode permettant de normaliser les scores pour prendre en compte ces diffé-
rentes aspects.
TABLE 5.2 – Exemple d’une assignation initiale multiple
Locuteur nom complet e∗i sl(e
∗
i ) βil
c13 Jacques Derrida 8, 58 35%
c14 Jacques Derrida 1, 67 56%
c15 Jacques Derrida 4, 94 80%
5.2.2 Normalisation des scores
La contribution du score de chaque nom complet pour un locuteur (modélisé
par βil) peut être une information intéressante à prendre en compte lors du
processus de décision. Mais l’utilisation de βil comme unique critère de décision
ne peut être une option. En effet, dans le cas où un mauvais nom complet serait
le seul candidat pour une classe donnée, βil vaudrait 100 %. Ce nom complet
serait alors systématiquement choisi pour le locuteur concerné, même si sl(ei)
est très faible pour ce locuteur. Il faut donc prendre en compte conjointement
sl(ei) et βil. Nous proposons l’utilisation d’une nouvelle règle R2 :
SCl(ei) = sl(ei)βil (5.3)
Cette règle permet de normaliser le score de chaque nom complet ei en fonc-
tion du score global du locuteur à nommer. Lorsqu’un nom complet est le seul
candidat pour un locuteur, son score reste inchangé. Lorsqu’il y a plusieurs can-
didats pour un même locuteur, la normalisation permet de prendre en compte
la contribution du score par rapport à l’ensemble des scores du locuteur. Les
scores en forte concurrence sont alors pénalisés. Cette normalisation est parti-
culièrement efficace lorsque plusieurs noms complets potentiels ont des scores
élevés.
Reprenons l’exemple décrit dans le tableau 5.3 en utilisant cette fois ci SCl(ei)
pour prendre la décision. Le tableau 5.3 décrit ce cas de figure.
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TABLE 5.3 – Exemple d’une assignation initiale multiple prenant en compte le conflit
Locuteur nom complet e∗i sl(e
∗
i ) βil SCl(e
∗
i )
c13 Jacques Derrida 8, 58 35% 3, 00
c14 Jacques Derrida 1, 67 56% 0, 94
c15 Jacques Derrida 4, 94 80% 3, 95
Dans le précédent exemple, Jacques Derrida était affecté au locuteur c13. Avec
l’utilisation de SCl(ei) pour prendre la décision, Jacques Derrida est maintenant
attribué au locuteur c15 : celui où il obtient un score sl(e
∗
i ) élevé et pour lequel il
y a peu de conflit (βil est égal à 80%).
5.2.3 Expériences et résultats
Le tableau 5.4 donne les résultats sur les corpus de développement et de
test (transcriptions enrichies manuelles) en utilisant les différents systèmes de
combinaison des informations : simple maximum, normalisation des scores ou
fonctions de croyances. Une liste de locuteur et de leur genre est utilisée (cf.
section 4.4.4). Milesin a été utilisé pour ces expériences, ainsi que les différentes
avancées qu’il contient : injectivité de f (cl) = f (c
′
l) ⇒ cl = c
′
l, prise en compte
du genre et utilisation de l’algorithme Hongrois. Seule la manière de combiner
les informations de l’arbre de classification au niveau du locuteur a été changée.
En durée En nombre
R P ErrDur ErrLoc Nb. corrects
Corpus de Développement
Maximum 75,37 % 97,31 % 22,51 % 32,51 % 164
Normalisation 87,41 % 95,71 % 11,67 % 13,99 % 209
F. de croyance 87,85 % 95,24 % 11,44 % 12,43 % 206
Corpus de Test
Maximum 77,83 % 100 % 21,10 % 28,30 % 76
Normalisation 81,57 % 100 % 17,54 % 21,70 % 83
F. de croyance 77,10% 92,97% 22,85% 28,23 % 81
TABLE 5.4 – Différence entre les méthodes de combinaison globales sur des transcriptions
enrichies manuelles en utilisant une liste de locuteurs
Tout d’abord, on observe le même comportement des différentes méthodes
sur les deux corpus. La méthode qui présente les meilleurs résultats est la mé-
thode utilisant la normalisation : 17,54 % de taux d’erreur en durée sur le cor-
pus de test (11,67 % pour le corpus de développement) pour 21,70 % de taux
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d’erreur en nombre de locuteurs sur ce même corpus (13,99 % sur le corpus
de développement). La méthode utilisant les fonctions de croyance est quant à
elle légèrement moins performante % : 22,85 % de taux d’erreur en durée sur le
corpus de test pour 28,23 % de taux d’erreur en nombre de locuteurs.
Lors de l’analyse de ces résultats, le nombre de locuteurs concernés doit être
pris en compte. Par exemple, sur le corpus de développement, la différence de
locuteurs correctement nommés entre la méthode utilisant la normalisation et
celle utilisant les fonctions de croyance est faible : on passe de 209 locuteurs
correctement nommés à 206 (contre 164 pour la méthode du maximum). De
manière identique, sur le corpus de test, le nombre de locuteurs correctement
nommés passe de 83 à 81 avec l’utilisation des fonctions de croyance (contre 76
pour la méthode du maximum).
Bien que ce ne soit pas la méthode qui obtienne les meilleurs résultats, ce
sont les fonctions de croyance qui ont été utilisées pour Milesin. Ce choix est
justifié dans la section suivante.
5.2.4 Critiques et théorie des fonctions de croyance
Plusieurs critiques de natures diverses peuvent être émises quant à la per-
tinence de la méthode de combinaison utilisant un maximum et une addition
des probabilités de l’arbre de classification (exposée précédemment en section
5.2.1). Même si elle a donné de bons résultats (cf. section 5.2.3), la notion de
score est difficile à interpréter. Ces quantités obtenues ne représentent pas de
degré de confiance, ni de probabilité que tel nom complet corresponde à tel lo-
cuteur. Elles conduisent à un manque de lisibilité de la décision. L’équation 5.3
sur laquelle s’appuie la décision représente un compromis qu’il est difficile de
justifier.
Mais la critique principale concerne la méthode même de combinaison :
le conflit d’informations au sein d’un tour de parole donné n’est pas pris en
compte. L’information disponible n’est pas combinée dans sa globalité de façon
satisfaisante. La méthode de combinaison proposée est susceptible de propa-
ger des imperfections pour l’étape suivante de la décision. En effet, l’affectation
d’un nom complet à un locuteur ne tient pas compte des liens entre les diffé-
rentes informations fournies par l’arbre de classification, en particulier quand
un même locuteur prononce plusieurs noms complets et peut donc aboutir à
des résultats erronés. Le tableau 5.5 présente un exemple de tour de parole tk
où 8 noms complets sont détectés. Les probabilités indiquées correspondent au
locuteur du tour suivant tk+1, qui est de genre masculin. L’un des noms com-
plets (féminin) est donc éliminé. Certaines occurrences sont redondantes, car
elles correspondent à un même nom complet (Jean-Claude Pajak et Jacques Chi-
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rac) et une seule occurrence a une probabilité élevée. Il reste donc 4 noms com-
plets en compétition, ce qui représente une incompatibilité importante. Or, la
contribution de ce tour produit des scores élevés pour Jean-Claude Pajak (1, 25) et
Jacques Chirac (0, 87), scores semblables à celui qu’on obtiendrait si on disposait
d’une information sans ambigüité, comme par exemple un tour ne contenant
qu’une seule occurrence de probabilité élevée sans concurrence. En effet, même
si Jacques Chirac obtient un score relativement élevé (0, 87) avec la méthode de
combinaison proposée, le fait que ce score provienne de 3 scores relativement
faibles de l’arbre (0, 29) est complètement occulté.
TABLE 5.5 – Contribution du score dans un tour de parole (le genre du locuteur tk+1 est
masculin).
Occurrence oj sexe P(oj, tk+1) score
Oscar Temaru M 0, 29 0, 29
Hamid Karzaï M 0, 29 0, 29
Jacques Chirac M 0, 29 0, 87
Jacques Chirac M 0, 29
Jacques Chirac M 0, 29
Jean-Claude Pajak M 0, 29
Jean-Claude Pajak M 0,96 1, 25
Véronique Rebeyrotte F 0,29 −
Cet exemple met en évidence le fait que cette méthode ne prend pas en
compte la contradiction des informations délivrées par certains tours de pa-
role. Même si une solution intermédiaire a été présentée dans 5.2.2, il convient
de réajuster le calcul des scores en tenant mieux compte de l’incertitude de ces
informations. Un formalisme probabiliste basé par exemple sur des probabilités
conditionnelles peut être envisagé pour ce type de situations, mais le manque
d’informations a priori rend ce type de modélisation difficile. Bien que les sor-
ties de l’arbre soient de nature probabiliste, la théorie des croyances nous a paru
mieux adaptée et moins contraignante, grâce en particulier à la souplesse de son
utilisation. C’est pourquoi c’est cette théorie qui a finalement été retenue dans
les travaux présentés dans 4.3.
5.3 Liste de locuteurs et applications
Tous les travaux menés jusqu’ici utilisent une liste de noms complets repré-
sentant les locuteurs potentiels (généralement appelée « liste de locuteurs »).
Elle peut être utilisée pour étiqueter les noms complets directement dans la
transcription (comme pour les travaux de Canseco ou de Tranter) ou pour reje-
ter certaines décisions qui ne concernent pas des locuteurs cibles (comme Mile-
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sin). L’utilisation de telles listes est difficilement justifiable si le contexte d’utili-
sation du système d’INL n’est pas précisé.
5.3.1 Contexte
Imaginons des enregistrements radiophoniques (ou télévisuels) où les inter-
venants sont connus car ils peuvent être obtenus via le programme des émis-
sions ou via des connaissances externes. Dans ce cas un système d’INL peut
être utilisé pour étiqueter automatiquement les locuteurs et les interventions de
manière précise dans chaque enregistrement. Il est alors tout à fait acceptable
d’utiliser une liste de locuteurs par enregistrement, puisque leur identité est
déjà connue. De plus, le genre des locuteurs peut généralement être récupéré
de la même manière et peut donc être utilisé comme connaissance a priori.
En revanche, lorsque le système d’INL est utilisé pour nommer des enregis-
trements dont les locuteurs ne sont pas connus, utiliser une liste de locuteurs
revient à disposer d’informations a priori. Lorsque l’on cherche à nommer au-
tomatiquement de grandes collections de documents audio, il est impossible
d’obtenir une liste de tous les locuteurs au préalable. Constituer cette liste est,
dans ce cas, un des objectifs du processus d’INL. Puisqu’aucune information a
priori sur les locuteurs ne peut être obtenue au préalable, le genre des locuteurs
doit être déterminé grâce au prénom du nom complet (cf. section 4.4.4) lorsque
cela est possible.
5.3.2 Expérimentations
Afin de prendre ces deux cas d’utilisation en compte, nous présentons dans
le tableau 5.6 les résultats avec et sans listes de locuteurs. Les résultats avec
la liste globale présentée pour Milesin (cf. section 4.4.4) servent de référence.
Ensuite, une liste de locuteurs différente par enregistrement est utilisée. Cette
liste ne contient que les locuteurs du document, ils ont été extraits (ainsi que
leur genre) automatiquement des transcriptions de référence. Lorsqu’aucune
liste de locuteurs n’est utilisée, le genre des locuteurs est déterminé grâce à la
méthode décrite dans 4.3.6.
Lorsqu’une liste de locuteurs par enregistrement est utilisée, les résultats ob-
tenus sont supérieurs à ceux présentés dans 4.4.4 où la liste de locuteurs contient
plus de noms complets. Ce comportement s’explique aisément dans la mesure
où l’utilisation d’une liste ne contenant que les locuteurs de l’enregistrement
permet d’éliminer au maximum les locuteurs parasites : tous les étiquetages
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En durée En nombre
R P ErrDur ErrLoc
Corpus de Développement
Liste globale 87,85% 95,24% 11,44% 12,43 %
Liste par enregistrement 88,35 % 96,46 % 10,95 % 11,46 %
Sans liste 72,86 % 73,39 % 29,27 % 30,22 %
Corpus de Test
Liste globale 77,10% 92,97% 22,85% 28,23%
Liste par enregistrement 78,00 % 95,68 % 21,95 % 25,81 %
Sans liste 61,77% 64,38 % 38,16 % 35,48 %
TABLE 5.6 – Différence entre les méthodes de combinaison globales sur des transcriptions
enrichies manuelles en utilisant une liste de locuteurs
de l’arbre concernant des locuteurs ne faisant pas partie de l’enregistrement ne
sont pas pris en compte.
En revanche, lorsqu’aucune liste de locuteurs n’est utilisée, les performances
chutent considérablement. Même si le rappel chute de l’ordre de 15 %, c’est sur-
tout la chute de la précision qui est problématique pour les systèmes d’INL. En
effet, identifier moins de locuteurs mais de façon précise sera préféré à iden-
tifier plus de locuteurs en commettant beaucoup d’erreurs. Dans les résultats
présentés dans le tableau 5.6, la précision chute de 22 % pour le corpus de dé-
veloppement et de 31 % pour le corpus de test.
Ces résultats s’expliquent de plusieurs manière. Tout d’abord, sans l’utilisa-
tion de liste de locuteurs, les erreurs du détecteur d’entités nommées sont pro-
pagées au sein du processus. Par exemple, au lieu d’étiqueter Pierre Kupferman
seul comme entité nommée de type personne, c’est Bonjour Pierre Kupferman qui
est étiqueté. De même, au lieu d’étiqueter Hélène Cardin, LIA_NE étiquette Shan-
ghai Hélène Cardin. La délimitation des entités nommées est un des problèmes
auquel les détecteurs ont à faire face, cf. section 2.5.3. Même si étiqueter un lo-
cuteur comme Bonjour Pierre Kupferman au lieu de Pierre Kupferman permettrait
à un relecteur humain d’obtenir l’information qu’il cherche, ce cas de figure est
compté comme une erreur dans notre évaluation.
Ensuite, beaucoup de locuteurs sont nommés avec des noms partiels : Do-
minique de Villepin nommé Villepin, Mohammed Belhaj Soulami nommé Mohammed
Kamal Belhaj Soulami ; ou uniquement avec leur prénom : Joël Collado nommé Joël,
Christophe Godinot nommé Christophe, etc. Pour finir, des locuteurs non nommés
dans la référence se retrouvent nommés avec des noms complets qui présentent
une probabilité faible pour ce locuteur, mais qui sont les seuls candidats poten-
tiels.
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5.3.3 Perspectives
En fonction du contexte, l’utilisation de connaissances a priori peut tout
à fait être justifiable. Dans l’hypothèse où la liste des locuteurs ne peut être
connue à l’avance, les expériences montrent que le système est beaucoup moins
performant. Lorsque les systèmes d’INL sont utilisés sans liste de locuteurs, ils
servent à collecter les informations des documents, notamment à des fin de re-
cherche documentaire. Dans ce type de cadre applicatif, il est important de ne
pas commettre d’erreurs. Même si le système ne détecte pas tous les locuteurs,
il faut que ceux qu’il étiquette soient fiables.
Dans cette optique, les systèmes doivent présenter la plus grande préci-
sion possible, même si le rappel reste relativement faible. Dans Milesin, il n’est
actuellement pas possible de favoriser la précision au dépend du rappel par
exemple. En revanche, les derniers travaux et notamment l’utilisation de la
théorie des fonctions de croyance permettent d’avoir des outils à disposition
pour ce faire. Cette théorie permet de modéliser l’ignorance et le conflit au sein
d’un locuteur. Dans un premier temps, un simple seuil sur ces valeurs devrait
permettre de faire augmenter la précision lors de la prise de décision.
Dans un deuxième temps, il sera intéressant de regarder comment il est pos-
sible d’améliorer le détecteur d’entités nommées pour diminuer les erreurs de
délimitation mentionnées dans la section 5.3.2. Un traitement des coréférences
entre prénom, patronyme et nom complet devrait aussi pouvoir améliorer les
résultats du système sur certains corpus.
5.4 Transcriptions automatiques
La section 4.4.4 a mis en évidence les mauvaises performances de Milesin
lorsqu’il est utilisé sur des transcriptions entièrement automatiques. Bien que
l’utilisation de systèmes d’INL automatiques comme Milesin sur des transcrip-
tions automatiques n’ait pas encore été étudié en profondeur, les sections sui-
vantes présentent une première analyse de ces résultats.
5.4.1 De la pertinence des métriques utilisées
Lorsque l’évaluation est réalisée sur des transcriptions entièrement automa-
tiques (segmentation et classification), il est difficile d’évaluer en nombre de
locuteurs comme cela a pu être fait sur des transcriptions manuelles. En effet,
il est compliqué de considérer un locuteur comme correct, quand les segmenta-








FIGURE 5.2 – Problème d’identification nommée dû à une mauvaise segmentation
La figure 5.2 illustre un de ces problèmes. Dans la référence, un seul tour
de parole est affecté au locuteur Maude Bayeu. Dans l’hypothèse, le système de
segmentation a commis une erreur et seule une partie du tour de parole de ré-
férence a pu être étiqueté. Même si un tel étiquetage permet de repérer dans
l’enregistrement le début d’une des interventions de Maude Bayeu, il présen-
tera un taux d’erreur très élevé.
En fonction du type d’application visée, l’évaluation doit aussi être adaptée.
Si le but est d’étiqueter les interventions des locuteurs de manière précise dans
les enregistrements, la mesure en durée est pertinente. En revanche, si le but
est d’obtenir uniquement une liste des locuteurs de l’enregistrement, sans se
soucier d’où il parle, la mesure en durée présente moins d’intérêt. Par exemple,
s’il on considère qu’obtenir le début de chaque intervention de chaque locuteur
est suffisant pour repérer un locuteur dans en enregistrement, une métrique
évaluant cela pourrait être mise en place.
Toutes ces problématiques sont en cours d’étude dans le projet ANR RE-
PERE 2010 1, et feront l’objet de futur travaux au LIUM.
5.4.2 Influence de la qualité des transcriptions enrichies
Afin d’étudier l’impact des différentes composantes d’une transcription au-
tomatique (segmentation/classification et transcription), le tableau 5.7 présente
les résultats de Milesin en ne faisant varier qu’une des deux composantes à la
fois. Cette étude à été menée en utilisant une liste de locuteur par enregistre-
ment.
Milesin se comporte de façon similaire sur le corpus de développement ou
sur le corpus de test : plus le système tend vers un système automatique et plus
les performances se dégradent. La qualité de la transcription a plus d’impact sur
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En durée En nb de Locuteur
Trans. Seg/Class. R P ErrDur ErrLoc
Corpus de développement
M M 88,35 % 96,46 % 10,95 % 11,46 %
M A 59,66 % 79,47 % 38,35 % - %
A M 41,74 % 85,44 % 54,79 % 61,35 %
A A 25,15 % 65,99 % 69,85 % -
Corpus de test
M M 78,00 % 95,68 % 21,95 % 25,81 %
M A 34,41 % 64,62 % 65,59 % -
A M 54,66 % 89,03 % 45,34 % 49,19 %
A A 42,50 % 85,48 % 57,50 % -
TABLE 5.7 – Résultats de Milesin utilisant une transcription enrichie manuelle ou auto-
matique sur le corpus d’évaluation ESTER 1 phase II
————
Trans. : Transcription Manuelle ou Automatique.
Seg/Class. : segmentation/classification manuelles ou automatiques.
R, P, F : rappel, précision et F-mesure calculés en durée.
ErrDur : Taux d’erreur en durée.
ErrLoc : Taux d’erreur en nombre de locuteurs.
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le corpus de développement, utiliser une transcription automatique augmente
le taux d’erreur d’environ 43 points alors qu’utiliser une segmentation / clas-
sification automatique ne l’augmente que de 27 points (par rapport aux trans-
criptions manuelles de référence).
Concernant la classification et la segmentation automatique en locuteur, nous
avons constaté que la segmentation automatique engendrait plus d’erreurs que
la classification automatique. Actuellement, ce module a été développé pour
minimiser le taux de DER et n’a pas subit de modifications en vue de l’adapter
aux techniques d’INL.
Sur le corpus de développement transcrit automatiquement, les locuteurs
dont il est impossible de récupérer le nom à cause d’erreurs de transcriptions
représentent 47 % du temps de parole total contre environ 5 % lorsque les trans-
criptions sont réalisées manuellement. Sur le corpus de test, ils représentent
32 % contre 10 % sur les transcriptions entièrement manuelles.
Le tableau 5.8 compare les résultats d’identification nommée obtenus en uti-
lisant les transcriptions réalisées par le système du LIUM et celles réalisées par
le système du LIMSI (Gauvain et al., 2005). La transcription du LIMSI corres-
pond à la transcription générée par leur système durant la campagne d’évalua-
tion ESTER 1 phase II en 2005, où ce système a obtenu les meilleurs résultats
avec un taux d’erreur sur les mots de 11,9 %. Les transcriptions ont été générées
à partir de segmentations et de classifications automatiques. Pour supprimer
les erreurs de segmentation et de classification, les mots ont été replacés dans
les segments de référence avant d’appliquer le système de détection d’entités
nommées.
La transcription du LIMSI permet de réduire les taux d’erreur en durée
ErrDur de 13 points et le taux d’erreur en nombre de locuteurs ErrLoc d’en-
viron dix points. Elle contient notamment plus de noms complets correctement
transcrits que celle du LIUM, ce qui a un impact non négligeable sur les résultats
du processus d’identification nommée. En effet, alors que 1 541 noms complets
sont détectés dans les transcriptions de référence, seulement 970 sont détectés
dans les transcriptions du LIUM contre 1 192 dans les transcriptions du LIMSI.
5.5 Bilan
Afin de mieux comprendre les erreurs commises par le système sur lequel
s’appuyait cette thèse, une analyse sur corpus a tout d’abord été menée. Cette
analyse a permis de mettre en évidence les problèmes relatifs au détecteur d’en-
tités nommées (Nemesis) ainsi qu’au processus de décision. L’utilisation de Ne-
mesis, un détecteur d’entités nommées issues du TAL, a été un premier pas
105
Chapitre 5. Milesin : avancées et limites
En durée En nb de locuteurs
Transcription Rappel Précision ErrDur ErrLoc
LIUM 41,74 % 85,44 % 54,79 % 61,35 %
LIMSI 56,31 % 86,17 % 41,24 % 51,79 %
TABLE 5.8 – Comparaison des résultats avec deux systèmes de transcription différents sur
le corpus de développement
————
Rappel, précision et f-mesure calculés en en durée.
ErrDur : taux d’erreur en durée.
ErrLoc : taux d’erreur en nombre de locuteurs.
vers l’automatisation de la détection des entités nommées. Mais cet outil, prévu
pour être utilisé sur des textes écrits (correctement ponctués, accentués, . . . ),
s’est avéré peu adapté à des transcriptions d’enregistrements audio. C’est pour-
quoi LIA_NE, développé spécifiquement pour travailler sur des transcriptions,
lui a été préféré.
Le système de décision a été étudié et amélioré à plusieurs reprises pendant
ces travaux. L’utilisation d’un simple maximum a tout d’abord été remplacée
par une méthode de normalisation des scores. Bien que donnant de bons résul-
tats, il a été décidé de remplacer cette méthode par la théorie des fonctions de
croyance. En effet, certains points de la méthode à base de normalisations sont
difficilement justifiables. La théorie des fonctions de croyance a permis d’ap-
porter un cadre mathématique au processus de décision, pour des performances
légèrement inférieures à la technique utilisant la normalisation. La nouvelle mé-
thode n’utilise pas encore toutes les possibilités de la théorie des fonctions de
croyance (exploitation du conflit, de l’incertitude), de futurs travaux sur cette
partie sont à prévoir.
Les différents contextes applicatifs des systèmes d’INL ont ensuite été pré-
sentés, et plus particulièrement la pertinence de l’utilisation de listes de locu-
teurs. En fonction de l’utilisation souhaitée d’un système d’INL, il peut tout
à fait être pertinent de disposer d’une liste de locuteurs à nommer connue à
l’avance.
Pour finir, des premiers résultats sur des transcriptions entièrement automa-
tiques ont été donnés. La majeure partie du travail réalisé pour Milesni l’a été
sur des transcriptions entièrement manuelles. De ce fait, le passage à l’automa-
tique n’a pas encore été totalement approfondi et les performances sont moins




Cette thèse s’inscrit dans le domaine de l’identificaton automatique de locu-
teurs. Plus particulièrement, les travaux présentés ici s’intéressent à l’identifi-
cation de locuteurs par leur prénom et leur nom dans des documents audio en
français. Ce processus est appelé identification nommée du locuteur (INL).
L’INL contribue à l’indexation automatique de documents audio en fournis-
sant des informations sur les locuteurs du document. Elle permet d’identifier
les différents locuteurs par leur prénom et leur nom, et par la même occasion
d’obtenir la liste des interventions de ces locuteurs dans les enregistrements.
Plusieurs approchent ont été étudiées dans la littérature, et notamment une
approche utilisant des techniques de suivi du locuteur. Ces techniques néces-
sitent de connaître les locuteurs à identifier au préalable, de manière à obte-
nir des échantillons de leurs voix. Ces échantillons seront ensuite utilisés pour
apprendre des modèles de voix afin d’identifier les locuteurs dans les enregis-
trements. Ce type d’approche a un inconvénient majeur : il faut disposer de
données a priori qui sont difficile à obtenir.
Afin de ne pas devoir disposer de connaissances a priori sur les documents
à traiter, un autre type de système d’INL a été étudié. En s’appuyant sur des
techniques de reconnaissance automatique du locuteur et sur la transcription
du signal fournie par des systèmes de reconnaissance automatique de la parole,
ces systèmes permettent d’identifier les locuteurs par leur prénom et leur nom
sans disposer de connaissances a priori sur ces locuteurs. L’hypothèse fonda-
trice de ces travaux est que les locuteurs du document s’annoncent entre eux.
Il est alors possible d’utiliser cette information pour nommer les locuteurs du
document.
Lex travaux présentés ici ont permis plusieurs avancées. Tout d’abord Mi-
lesin est le premier système d’INL (basé sur la transcription) pouvant fonction-
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ner de manière entièrement automatique. L’utilisation d’un détecteur d’entités
nommées comme LIA_NE permet de s’affranchir des phases d’étiquetages ma-
nuelles réalisées dans les précédents travaux.
Ensuite l’utilisation d’un arbre de classification en lieu et place du modèle n-
grammes utilisé dans la littérature permet de rendre le système plus robuste aux
erreurs de transcriptions issues des systèmes de reconnaissance automatique de
la parole.
Pour finir, la mise en place d’un formalisme mathématique comme la théorie
des fonctions de croyance a permis de combiner les différentes informations
issues de l’arbre de manière efficace. Ce formalisme, associé à un algorithme
de décision optimal (l’algorithme Hongrois, aussi appelé algorithme de Kuhn-
Munkres) a permis d’obtenir un taux d’erreur d’environ 11 % sur le corpus de
développement et d’environ 22 % sur le corpus de test.
Pespectives
Milesin est le fruit de diverses améliorations apportées au système pré-existant
au LIUM. Le système d’entités nommées a tout d’abord été remplacé par LIA_NE,
le détecteur d’entités nommées le plus performant de la campagne d’évalua-
tion ESTER 2. Ensuite, l’étape d’attribution locale ainsi que le processus d’at-
tribution globale ont été améliorés à plusieurs reprises. Le choix du système à
base de fonctions de croyances a été motivé par la modélisation mathématique
que permet cette théorie. Grâce à la théorie des fonctions de croyance, il est
maintenant possible de modéliser le conflit, l’ignorance ou la croyance au sein
d’un locuteur à nommer. Bien que ces informations soient potentiellement très
utiles, elles n’ont pour l’instant été que partiellement exploitées : le conflit et
l’ignorance ne sont pour l’instant pas pris en compte. La prise en compte de ces
informations devrait permettre d’augmenter la précision du système.
Les travaux sur l’identification nommée du locuteur doivent maintenant
porter sur la prise en compte des spécificités des transcriptions automatiques. Il
conviendrait par exemple de remettre en cause l’injectivité de la fonction d’as-
signation d’un nom complet aux locuteurs f (cl) = f (c
′
l) ⇒ cl = c
′
l. Si cette
hypothèse est tout à fait pertinente pour des transcriptions manuelles, elle l’est
beaucoup moins pour des transcriptions automatiques, à cause des erreurs de
classification et de segmentation. Ensuite, les systèmes de reconnaissance auto-
matique de la parole commettent beaucoup d’erreur lors de la transcription de
noms propres. De récents travaux sur la phonétisation automatique de noms
propres (Laurent et al., 2010) ce sont intéressés à ce problème. Il conviendrait de
les étudier en détail afin de les exploiter pour les systèmes d’INL.
À court terme, il serait intéressat d’adapter les outils de transcription et de
détection des entités nommées aux spécificités de la tâche (importance de bien
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transcrire les noms complets, de détecter uniquement le prénom et le nom des
locuteurs, etc.). Ensuite, il serait intéressant de s’intéresser aux journaux télé-
visés et par la même occasion de pouvoir exploiter les informations contenues
dans la vidéo (incrustation des noms des locuteurs dans les sous-titres) pour
améliorer le processus.
À plus long terme, un travail sur de grandes collections de données serait in-
téressant. Étudier dans quelle mesure les informations extraites d’un document
peuvent être utilisées pour améliorer le processus d’INL au sein de la collec-
tion entière. Ces travaux pourraient aussi être étendus à la détection du rôle des
locuteurs dans un enregistrement ou à la détection des différentes interactions
entre ces locuteurs.
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