Abstract. An interaction equation of the capillary-gravity wave is considered. We show that the Cauchy problem of the coupled Schrödinger-KdV equation,
Introduction
An interaction phenomenon between long waves and short waves has been studied in various physical situations. This phenomenon is of interest in several fields of physics and fluid dynamics: an electron-plasma, ion-field interaction [20] , a diatomic lattice system [27] , and a water wave theory [8] . The short wave is usually described by the Schrödinger type equation and the long wave is described by some sort of wave equation accompanied with a dispersive term. In the theory of capillary-gravity waves, Kawahara et al. [13] studied the coupled system which was introduced by Benney [3] (see also Yajima-Oikawa [26] and FunakoshiOikawa [8] ) and both the inverse scattering method ( [26] , [19] ) and the theory of evolution equations ( [24] , [18] , [1] ) have been applied. Unlike the results for Benney's equation (1.3) , the coupled Schrödinger-KdV equation (1.2) has been shown not to be a completely integrable system (BenirovBurtsev [2] ). Therefore the solvability of (1.2) is dependent upon the method of evolution equations. If we assume the initial data (u 0 , v 0 ) is sufficiently smooth, we have time global well-posedness for (1.2). More specifically M. Tsutsumi [23] showed that for
On the other hand, it has been recently realized that related single dispersive equations are well-posed even with weaker initial data. For nonlinear Schrödinger equations, L 2 -well-posedness has been shown by Y. Tsutsumi [25] , Kato [12] , Cazenave-Weissler [7] and for negative Sobolev spaces by Kenig-Ponce-Vega [16] ; for the KdV equation, L 2 well-posedness was shown by Bourgain [4] , [5] , [6] and for negative Sobolev spaces by Kenig-Ponce-Vega [14] (for an expository summary, see [9] ). If we establish the well-posedness in a weaker space, then the interaction model is valid for more singular waves than continuous solutions. Moreover, for the case of Benney's equation (1.3) , it has been shown that for weaker initial data,
). Therefore, it is natural to ask if the coupled system (1.2) is also well-posed for weaker initial data (u 0 , v 0 ). To consider weak solutions, we reduce the system (1.2) to the following integral equation:
where U (t) = e ([6] , [14] , [15] ). In general, a coupled system like equation (1.2) is more difficult to handle in the same spaces as in the space the single equation is solved. The difficulty stems from antisymmetric characters of the characteristics of each linear part. Due to the dispersive term in the KdV part, however we still have room to handle well-posedness in L 2 (R) × H −1/2 (R). The main method is based on the analogous argument as put forth by Bourgain ([4] , [5] , [6] ) in the spatially periodic case and the Cauchy problem by Kenig-PonceVega ( [14] , [15] , [16] and see also [17] ). The key fact is that we use both space-time weighted norms in the phase space to see the smoothing effect of two dispersive linear equations and smoothing effects of the quadratic nonlinearities which is seen as terms of a convolution of weight potential. The heart of this technique was extensively developed by Kenig-Ponce-Vega in order to establish the well-posedness for the single KdV equation and the nonlinear Schrödinger equations.
Since the quadratic nonlinearities can be written as a form of convolution and the different nature of each characteristic of the linear part of the Schrödinger and KdV equations, we are able to avoid the difficulty of derivative loss which commonly appears to construct a weak solution.
Before 
) for variables t and x respectively. Let f be the Fourier transform of f in both x and t variables
Let f, g and f * g be the dual coupling and convolution of space and time variables respectively. Lastly for −1 < b < 1 we let X b and Y b denote the Hilbert spaces with norms
As in [14] we observe that f
, where
x . Our theorem is as follows:
As a corollary of the above theorem, we can generalize the former result found in [23] .
Corollary 1.2. For any s > 0 and (u
Remark. The additional regularity (1.4) assures that the nonlinear terms in the integral equations have meaning.
Related to another kind of nonlinear Schrödinger equation, it should be commented that the weak solution for the so-called derivative nonlinear Schrödinger equation uniquely exists in H 1 (R) (see Hayashi [10] , Hayashi-Ozawa [11] and Ozawa [21] ). Those results are obtained by reducing the single equation into a system of nonlinear Schrödinger equations. Thanks to the stronger smoothing effect in the KdV part, our result can be handled with much weaker initial data.
Since the L 2 conservation law is established for the regular solutions ( [23] ), the solution obtained in the above also satisfies the L 2 conservation law for the Schrödinger part u. However since any a priori estimate for the KdV part is not known, it is open whether the solution in our theorem is globally well-posed or not.
Preliminary estimates
In what follows ψ(t) denotes a cut off function in C ∞ 0 (R) such that it is 1 on the interval [−1, 1] and is 0 outside of [−2, 2]. We let ψ δ = ψ(t/δ). First we state some elementary bounds involving the function spaces X b and Y b which are found in [14] , [15] .
Lemma 2.1 ([14] , [15] ). Let b ∈ (1/2, 1) and δ ∈ (0, 1); then for F ∈ X b we have
Next we show the linear estimates needed for the linear parts of the Schrödinger equation and the KdV equation which are due to Kenig-Ponce-Vega [14] and [16] . Recall that U (t) = e 
Proposition 2.2 ([4]
, [14] , [16] ). Let b ∈ (1/2, 1) and δ ∈ (0, 1); then we have [14] ). Let b ∈ (1/2, 1) and δ ∈ (0, 1); then we have
(2.10)
The following estimate due to Strichartz [22] is well-known and used often in the various areas of the study of nonlinear Schrödinger equations.
Proposition 2.4 ([22]
Finally we give some elementary estimates needed for the nonlinear estimates in Section 3. 
For a > 1 we have
Proof. Estimate (2.12) and (2.13) follow from simple calculus. We show the proof for (2.14).
where r 1 , r 2 , and r 3 are the roots of the polynomial a 0 + a 1 x + a 2 x 2 + x 3 and B is the union of three balls of radius 1 about the roots r i . Noting
on B c , we have
Using Hölder's inequality yields the result.
Nonlinear estimates
Here we give four estimates for the nonlinear terms that are needed to complete the construction of local solutions with the use of the contraction mapping argument. First we treat the cubic nonlinear term in the Schrödinger part of the system. 
Proof. It is sufficient to show (3.1) for u ∈ S(R 2 ). For b, b ∈ (1/2, 1), ξ) ; then we have by the change of variables
By applying the Strichartz estimate (2.11) to the above, we proceed
in (3.4), we obtain the conclusion from (3.2).
The following lemma is originally due to Bourgain ([6] ) yet the techniques are established by Kenig-Ponce-Vega [15] , which shows the remaining nonlinear estimates. The estimates for the interaction terms, (3.6) and (3.7), are new.
Lemma 3.2 ([15]). For any b
Proof. The estimate (3.5) has been proved while establishing the local wellposedness of the KdV equation by Kenig-Ponce-Vega [15] .
To prove inequality (3.6) we let f (τ, ξ)
to obtain the following:
Lemma 2.5, (2.12) and (2.13) yield
which shows (3.6).
Next we show (3.7). Let u ∈ X b3 and v ∈ Y b2 . Again by the Plancharel identity,
, we compute (3.9) in the following way: 10) where the integral region R 4 is separated into three parts, R 1 ∪ R 2 ∪ R 3 . Let χ Ri be the characteristic function for each region R i (i = 1, 2, 3). Then for the first part, we integrate over τ 1 and ξ 1 and use Hölder's and Cauchy-Schwarz's inequality to obtain the following:
.
(3.11)
Next for the second part, we integrate over τ and ξ first and use the same steps as before to obtain the following:
where we put
we use the change of variables τ 1 − τ = τ 2 and ξ 1 − ξ = ξ 2 in (3.10) and obtain the bound:
whereR 3 is the region corresponding to R 3 in the variables (τ 1 , τ 2 , ξ 1 , ξ 2 ). We then define the regions R 1 , R 2 , and R 3 such that R 4 = R 1 ∪ R 2 ∪ R 3 . First we split R 4 into three regions, A, B, and C:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Since {(τ, τ 1 , ξ, ξ 1 ) ∈ R 4 :|ξ 1 | > 2 and
is empty, we have R 4 = A ∪ B ∪ C. Noting that for any points in C, we have that
we further separate C into three parts, i.e.,
so that one of the following |τ + ξ 2 |, |τ 1 − ξ
We can now define the three sets that we separate R 4 into:
and it is clear by construction that
Under the change of variables τ 1 − τ = τ 2 and ξ 1 − ξ = ξ 2 the third region is transformed intõ
Thus, reviewing the estimates (3.11), (3.12) and (3.13), we will establish estimate (3.7) once the following lemma is shown.
Lemma 3.3. All the following expressions are bounded by a constant C:
≤ C,
Proof of Lemma 3.3 . According to Lemma 2.5, (2.12), it suffices to get bounds for
(1 + |ξ 1 |) 17) where
We start with (3.15) in region R 1 = A ∪ B ∪ C 1 . In region A, we have |ξ 1 | < 2 and obviously 
Note that 2κ 1 > 1. Similarly on region C 1 , we have that |ξ 1 | ≤ C(1+|τ +ξ 2 |)
for b 3 ≤ 3/4 and it follows from Lemma 2.5, (2.14) that 
Lastly on the regionR 3 we note that |ξ 1 |/(1 + |τ 2 − ξ 2 2 |) 2b3 < C and from Lemma 2.5, (2.14), we have that
Here we have used that κ 3 > 
4. Proof of Theorem 1.1
Now that the necessary estimates have been deduced the rest of the proof follows the arguments appearing in [14] (see also [16] ). We give the outline of the arguments for completeness. Note that in our case, we cannot employ the scaling argument because of the presence of the pure power term in the Schrödinger part. Recall that ψ is the smooth cut-off function as defined in the section 2, where we denote
Proof of Theorem 1.1. We consider the following function space where we seek our solution. For (u 0 , v 0 ) ∈ L 2 (R) × H −1/2 (R) and b ∈ (1/2, 7/12), let
where M = 2C 0 u 0 2 and N = 2C 0 v 0 H −1/2 . Then X MN is a complete metric space with norm
Without loss of generality, we may assume that 1 < M and 1 < N. 
It follows from (4.1) and (4.2) that
If we set boundedness of the unitary operators U (t) and V (t) and we complete the proof.
