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ABSTRACT
Horseshoe-shaped brightness asymmetries of several transitional discs are thought
to be caused by large-scale vortices. Anticyclonic vortices are efficiently collect dust
particles, therefore they can play a major role in planet formation. Former studies
suggest that the disc self-gravity weakens vortices formed at the edge of the gap opened
by a massive planet in discs whose masses are in the range of 0.01 6Mdisc/M∗ 6 0.1.
Here we present an investigation on the long-term evolution of the large-scale vortices
formed at the viscosity transition of the discs’ dead zone outer edge by means of
two-dimensional hydrodynamic simulations taking disc self-gravity into account. We
perform a numerical study of low mass, 0.001 6 Mdisc/M∗ 6 0.01, discs, for which
cases disc self-gravity was previously neglected. The large-scale vortices are found
to be stretched due to disc self-gravity even for low-mass discs with Mdisc/M∗ &
0.005 where initially the Toomre Q-parameter was . 50 at the vortex distance. As a
result of stretching, the vortex aspect ratio increases and a weaker azimuthal density
contrast develops. The strength of the vortex stretching is proportional to the disc
mass. The vortex stretching can be explained by a combined action of a non-vanishing
gravitational torque caused by the vortex, and the Keplerian shear of the disc. Self-
gravitating vortices are subject to significantly faster decay than non-self-gravitating
ones. We found that vortices developed at sharp viscosity transitions of self-gravitating
discs can be described by a GNG model as long as the disc viscosity is low, i.e.
αdz 6 10−5.
Key words: accretion, accretion discs — hydrodynamics — instabilities — methods:
numerical — protoplanetary discs
1 INTRODUCTION
Dozens of transitional discs show remarkable brightness
asymmetries (see e.g. Brown et al. 2009; Andrews et al. 2009;
Hughes et al. 2009; Isella, Carpenter, & Sargent 2010; An-
drews et al. 2011; Mathews, Williams, & Me´nard 2012; Tang
et al. 2012; Fukagawa et al. 2013; Casassus et al. 2013; van
der Marel et al. 2013; Pe´rez et al. 2014; Hashimoto et al.
2015; Casassus et al. 2015; Wright et al. 2015; Momose et
al. 2015; Marino et al. 2015. The horseshoe-shaped asymme-
tries seen in the millimetre-wavelength images are thought
to be caused by large-scale anticyclonic vortices, although
other phenomena, such as disc eccentricity excited by a mas-
sive companion star in binaries (Ragusa et al. 2017) or self-
shadowing caused by a tilted inner disc with respect to the
orbit of an inclined giant planet (Demidova & Grinin 2014),
? E-mail:regaly@konkoly.hu
can also lead to the development of horseshoe-shaped fea-
tures.
Vortex formation can be triggered by the baroclinic in-
stability (Klahr & Bodenheimer 2003; Lyra & Klahr 2011;
Raettig, Lyra, & Klahr 2013; Lyra 2014) or by the Rossby
wave instability (RWI, first described by Rossby et al. 1939)
via the coagulation of smaller scale vortices (Lovelace et al.
1999; Li et al. 2000, 2001). The RWI is excited at the vorten-
sity minimum, which can develop at the pressure bumps in
protoplanetary discs, e.g., at the edges of a gap opened by
an embedded planet (Li et al. 2005), at the edges of the ac-
cretionally inactive zone of discs (Varnie`re & Tagger 2006;
Lyra et al. 2009b; Meheut et al. 2010; Crespe, Gonzalez,
& Arena 2011; Meheut et al. 2012a,b; Meheut, Yu, & Lai
2012c; Rega´ly et al. 2012; Meheut, Lovelace, & Lai 2013;
Richard, Barge, & Le Dize`s 2013; Flock et al. 2015), or in
the outer regions of protostellar discs accreting from natal
clouds (Bae, Hartmann, & Zhu 2015).
Since the pressure maximum formed at the eye of an-
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ticyclonic vortices is capable of collecting dust (Adams &
Watkins 1995; Barge & Sommeria 1995; Tanga et al. 1996;
Klahr & Henning 1997; Bracco et al. 1999; Godon & Livio
2000), large-scale vortices can play a crucial role in planet
formation if they are a long-lasting phenomenon (see e.g.,
Klahr & Bodenheimer 2006; Heng & Kenyon 2010; Owen
& Kollmeier 2016). However, the disc viscosity is known to
reduce the strength and the lifetime of the vortices formed
at gaps opened by massive planets (de Val-Borro et al. 2007;
Ataiee et al. 2013; Fu et al. 2014b; Miranda, Lai, & Me´heut
2016). At the same time, the main source of disc viscos-
ity – the magnetorotational instability (MRI) – has recently
been brought under question with new non-ideal magneto-
hydrodynamics simulations indicating that, e.g., ambipolar
diffusion may act to reduce the strength of the MRI (Bai &
Stone 2013; Gressel et al. 2015).
Vortices can also be destroyed by the dust accumulated
in the vortex via the the dust feedback, if the local dust-
to-gas mass ratio approaches unity (Johansen, Andersen, &
Brandenburg 2004; Inaba & Barge 2006; Lyra et al. 2009a;
Fu et al. 2014a; Crnkovic-Rubsamen, Zhu, & Stone 2015;
Surville, Mayer, & Lin 2016). In the shearing box simula-
tions, vortices are found to be only transient structures due
to the effect of disc self-gravity, inhibiting the formation of a
single large-scale vortex (Mamatsashvili & Rice 2009). How-
ever, the dust back-reaction on to the gas that causes the
vortex decay is found to be only a temporary effect and vor-
tices can be re-established (Raettig, Klahr, & Lyra 2015).
Recently, Miranda et al. (2017) investigated the dust feed-
back on large-scale vortices formed at viscosity transitions
and found that it does not inhibit, but rather slows down
the process of azimuthal dust trapping.
In this paper, we consider disc self-gravity as another
physical phenomenon that can reduce the strength and life-
time of the vortices, but unlike the MRI, does not depend
on the local conditions in the disc, such as temperature,
ionization fraction, or shear. Here, we speak about a gen-
eral long-range action of gravity and not about the devel-
opment of gravitational instability, which does depend on
the local conditions in the disc. Disc self-gravity is known to
delay or even suppress the formation of large-scale vortices
developed at the planetary gap edges for sufficiently high-
mass discs, as was shown by Lin & Papaloizou (2011) in
two-dimensional and Lin (2012) in three-dimensional mod-
els. Bae, Hartmann, & Zhu (2015) found that large-scale
vortices developed in the outer regions of protostellar discs
subject to mass-loading from natal clouds dissipate as the
Toomre Q-parameter (Toomre 1964) reaches unity. citet-
ZhuBaruteau2016 have shown that disc self-gravity weak-
ens the vortex development at artificial density bumps.
Lovelace & Hohlfeld (2013) and recently Yellin-Bergovoy,
Heifetz, & Umurhan (2016), however, have shown that the
disc self-gravity should be included in the RWI simulations
for discs with the Toomre parameter Q < Qcrit = (1/h),
where h is the geometric aspect ratio (here G = 1 code
unit is applied, see details in the next section). For a flat-
disc-surface geometry with h = 0.05 this corresponds to
Qcrit = 20. Assuming a canonical protoplanetary disc mass
(e.g., Mdisc/M∗ ' 0.01 − −0.1), size (e.g., Rout ' 30 au),
and surface mass density slope (e.g., Σ ∼ R−1) the Toomre
parameter at a distance where the vortices form in our mod-
els (R ' 20 au) is in the range of 30−−300 suggesting that
disc self-gravity has no significant effect on RWI. However,
prior to the excitation of the RWI, a density jump forms at
the viscosity transition where the Toomre parameter can be
decreased to a value where disc self-gravity becomes impor-
tant.
Here, we present an investigation of the large-scale vor-
tex development at viscosity transitions in protoplanetary
discs. We study the effect of disc self-gravity on both the for-
mation and long-term evolution of vortices by means of two-
dimensional (thin-disc) hydrodynamic simulations assuming
gravitationally stable discs with 0.001 6 Mdisc/M∗ 6 0.01.
We show that disc self-gravity stretches the large-scale vor-
tices, making them azimuthally elongated and shortening
their lifetimes for relatively low mass discs whose mass is
Mdisc/M∗ & 0.005. Thus, the effect of disc self-gravity is
found to be essential even for relatively low-mass discs.
The outline of this paper is as follows. In Section 2,
we describe our two-dimensional numerical hydrodynamics
model, which takes the effect of disc self-gravity into ac-
count. In Section 3, we present our findings regarding the
effect of disc self-gravity on the formation and the long-term
evolution of large-scale vortices. In Section 4, we discuss our
results and provide an explanation for the vortex stretch-
ing. The paper closes with our conclusions and outlooks in
Section 5.
2 NUMERICAL MODEL
We investigate the formation and evolution of a large-scale
vortex developed at a sharp viscosity transition by means
of two-dimensional hydrodynamical simulations. In order to
model the long-term evolution of vortices we investigate
the vortex formation only at the outer dead zone edge.
For this investigation we use the GPU supported version
of the FARGO code (Masset 2000), which numerically solves
the vertically integrated continuity and Navier–Stokes equa-
tions:
∂Σ
∂t
+∇ · (Σv) = 0, (1)
∂v
∂t
+ (v · ∇)v = − 1
Σ
∇P + ν∆v −∇Φtot, (2)
where Σ and v are the two-dimensional surface mass density
and velocity vector of the gas. We use the α prescription
for the disc viscosity, in which case ν = αcsH, where cs
is the sound speed and H is the local pressure scale height
(Shakura & Sunyaev 1973). The total gravitational potential
of the disc in Equation (2) is
Φtot(r, φ) = −GM∗
r
+ Φind(r, φ) + Φsg(r, φ), (3)
where the first term is the gravitational potential of the star
in a given cell with radial distance r. Since the equations are
solved in the cylindrical coordinate system centred on the
star, Equation (3) includes the so-called indirect potential,
Φind(r, φ) arising due to the displacement of the barycentre
of the system caused by any disc non-axisymmetry (see its
importance in, e.g., Mittal & Chiang 2015; Zhu & Baruteau
2016; Rega´ly & Vorobyov 2017). The indirect potential is
calculated as
Φind(r, φ) = r ·G
∫
dm(r′)
r′3
r′, (4)
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which in the cylindrical coordinate system can be given as
Φind(rj , φk) = rj cos(φk)
∑
j′,k′
G
mj′,k′
r′2j
cos(φk′)
+ sin(φk)
∑
j′,k′
G
mj′,k′
r′2j
sin(φk′), (5)
where mj,k and rj , φk, are the mass and cylindrical coordi-
nates of the grid cell j, k. To incorporate the effect of disc
self-gravity, we calculate the gravitational potential of the
disc, Φsg, by solving for the Poisson integral
Φsg(r, φ) = −G
∫ rout
rin
r′dr′
×
∫ 2pi
0
Σ(r′, φ′)dφ′√
r′2 + r2 − 2rr′ cos(φ′ − φ)
, (6)
where rin and rout are the radial positions of the disc inner
and outer boundaries. This integral is calculated using an
FFT technique which applies the two-dimensional Fourier
convolution theorem for polar coordinates logarithmically
spaced in the radial direction. The singularity at r = r′
and φ = φ′ is treated by applying the method described
in Binney & Tremaine (1987, section 2.8). In the case of
polar coordinates with the log-spaced radial direction, the
contribution from the material in the (j, k)-th cell to the
gravitational potential in the same cell can be calculated an-
alytically (see, Equation 2-206 in Binney & Tremaine 1987)
assuming the constant surface density within the (j, k)-th
cell (which is the usual assumption in the grid-based nu-
merical simulations). This method helps to avoid the prob-
lem of singularity without applying gravitational softening.
This technique was successfully applied to simulating gravi-
tational instability in embedded protostellar discs (see, e.g.,
Vorobyov & Basu 2010, 2015).
For simplicity, we use the locally isothermal approxi-
mation for the gas. This approximation assumes that the
thermal heating and cooling processes occur on time-scales
that are much faster than the local dynamical period and
the disc heating sources do not vary appreciably on time-
scales of interest for our modelling. The former is usually
fulfilled on radial distances greater than a few au (see fig. 3
in Vorobyov et al. 2014) and the latter is true if stellar
luminosity and viscous heating vary weakly with time.
For the disc geometry, we use the flat-disc-surface ap-
proximation. In this case the pressure scale-height of the disc
has a power-law dependence on the radius, H = hR, where
h is the disc aspect ratio assumed to be h = 0.05.
To model the formation of a large-scale vortex, a sharp
viscosity transition is introduced at the dead zone outer
edge. We assume that the disc has an accretionally inac-
tive region, the dead zone (Gammie 1996), where the value
of α is smoothly reduced such that αdz = αδα. The viscosity
reduction is given by
δα = 1− 1
2
(1− αmod)
[
1− tanh
(
R−Rdze
∆Rdze
)]
, (7)
where αmod is the depth of the turbulent viscosity reduction.
We assume that α = 0.01 in the viscously active disc region.
Two scenarios are investigated for which cases αmod = 0.01
and 0.001, resulting in αdz = 10
−4 and 10−5, respectively.
To quantify the radius of viscosity reduction, Rdze =
24 au is used, where we adopt the results of Matsumura &
Pudritz (2005), who found that Rdze lies between 12 au and
36 au. We assume ∆Rdze = 1Hdze, where Hdze = Rdzeh
is the disc scale height at the viscosity reduction, which
corresponds to ∆Rdze = 1.2 au. Excitation of the RWI re-
quires a sharp viscosity transition (∆Rdze 6 2Hdze) in the
α-prescription (Lyra et al. 2009b; Rega´ly et al. 2012), which
is sharper than it is expected to form at the outer dead zone
edge (Dzyurkevich et al. 2013). We note, however, that Lyra,
Turner, & McNally (2015) found that a smooth change in the
gas resistivity does not imply an equally smooth transition
in the turbulent stress, for which case a large-scale vortex
can form although the resistivity transition is smooth. We
note that the total width of the viscosity transition given by
Equation (7) is about 2∆Rdze, which corresponds to 2.4 au.
The unit length is taken to be 1 au and the unit mass is
the stellar mass. Assuming that the unit time is the inverse
of the Keplerian frequency, the orbital period becomes 2pi
and the gravitational constant, G, is unity.
Initially, the gas density has a power-law profile Σ(R) =
Σ0R
−p with p = 1. We investigate the vortex formation
and evolution for three different disc masses: Mdisc/M∗ =
0.001, 0.005 and 0.01, in which cases Σ0 = 3.18131 ×
10−6, 1.90986× 10−5 and 3.18131× 10−5, respectively.
The Toomre parameter is defined as Q = κcs/(piGΣ),
where κ = (2Ωgr
−1d(r2Ωg)/dr)1/2 is the epicyclic frequency
and Ωg is the angular velocity of the pressure supported
gas in the gravitational field of the central star (Toomre
1964). Assuming that the gas has a locally isothermal equa-
tion of state, Ωg = ΩK[1 − p(cs/(ΩKR))2]1/2. In a flat-
disc-surface approximation κ = ΩK(1 − ph2)1/2, which is
' ΩK for h  1, thus Toomre parameter simplifies to
Q = (Rp−2h)/(piGΣ0). The initial values of the Toomre
parameter Qinit are ' 250, 50 and 25 at a distance where
the large-scale vortex forms (R ' 20) for the modelled disc
masses of Mdisk/M∗ = 0.001, 0.005 and 0.01, respectively.
The radial and azimuthal velocity components assum-
ing α-prescription for the disc viscosity are initially set to
vr(r, φ) = −3h2r−1/2α(1− p), (8)
vφ(r, φ) = r
√
ΩK(r)2(1− h2)(1 + p)− 1
r
∂Φsg(r, φ)
∂r
. (9)
The term −(1/r)∂Φsg(r, φ)/∂r in Equation (9) is included
to take into account the the radial acceleration due to disc
self-gravity.
The spatial extension of the computational domain is
3 au 6 R 6 50 au in physical units, which consists of
NR = 256 logarithmically distributed radial (required for
the solution of the Poisson integral for disc self-gravity) and
Nφ = 512 equidistant azimuthal grid cells. With these set-
tings the disc is resolved by ∼ 0.2H everywhere with approx-
imately square-shaped grid cells. Having compared the re-
sults of our simulations with those that adopted a higher nu-
merical resolution (see the Appendix), we can confirm that
our simulations are in the numerically convergent regime
with the above numerical resolution.
At the inner and outer boundaries we apply a wave
damping boundary condition (de Val-Borro et al. 2006).
Note that the disc mass is not conserved strictly with these
boundary conditions: the disc mass is increased less than
a percent during the simulation. We also note that if we
choose the open boundary conditions, this would not affect
c© 2017 RAS, MNRAS 000, 1–13
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Figure 1. Comparison of the normalized gas density distribution for the non-self-gravitating (left) and self-gravitating (right) models
with a disc mass of Mdisc/M∗ = 0.005 and αdz = 10−4 in the dead zone. The snapshots are taken after 500 vortex orbits. The dashed
circle shows the dead zone edge.
our results, but the computational time would increase sig-
nificantly due to waves excited near the inner boundary. All
the simulations cover 1000 orbits measured at a distance of
the vortex centre.
3 RESULTS
3.1 Vortex formation and evolution
We observed the excitation of the RWI in all models, except
the αdz = 10
−4, Mdisc/M∗ = 0.01 model with self-gravity.
Small scale vortices (with a mode number1 2 6 m 6 3) de-
velop, which later merge to a single large-scale vortex. Hav-
ing compared the morphologies of the full-fledged vortices in
different models, we found that they are azimuthally more
elongated, but have a weaker azimuthal density contrast, if
disc self-gravity is included (Fig. 1).
To explore the long-term evolution of the vortices (∼
1000 vortex orbital periods), we first normalized the den-
sity distributions with respect to the initial ones. Then,
the azimuthal density profiles taken across the vortex cen-
tre are calculated. Figs 2 and 3 show the evolution of
these azimuthal density profiles as a function of the num-
ber of orbital periods for two different dead zone viscosi-
ties, αdz = 10
−4 and αdz = 10−5, respectively. Since the
gas continuously accumulates at the viscosity transition, the
maxima of the density profiles monotonously increase with
time. Concurrently, the vortex widens azimuthally in part
due to the viscous evolution of the disc. The effect of disc
self-gravity also tends to widen the vortices, which is evident
in the right hand panels of Figs 2 and 3.
For αdz = 10
−4 (Fig. 2), the initial mode number of
1 The mode number is the largest amplitude component of the
Fourier transformation of the azimuthal density profile taken
across the vortex, which is equivalent to the number of vortices
present in the disc.
RWI (i.e. the number of vortices initially excited) is 2 and
3 for non-self-gravitating and self-gravitating cases, respec-
tively. We emphasise that no RWI excitation is observed
for the most massive (Mdisc/M∗ = 0.01) model if disc self-
gravity is included. For αdz = 10
−5 (Fig. 3), the RWI is
excited in all models with the m = 3 mode independent of
the disc mass and the inclusion of disc self-gravity.
For the non-self-gravitating models, the RWI is excited
after ∼ 100 orbital periods independent of the disc mass.
However, for the self-gravitating models, the RWI excitation
is delayed proportionally to the disc mass: RWI is excited
after ∼ 100, 150 and ∼ 180 orbital periods for the Md =
0.001, 0.005 and 0.01M∗ discs, respectively.
We found that the smaller the dead zone viscosity, the
larger the vortex azimuthal contrast. Moreover, this con-
trast is generally stronger for the non-self-gravitating mod-
els. The full-fledged vortex is also found to decay faster in
the self-gravitating models (see the density contrast across
the azimuth in Figs 2 and 3). The vortex is sustained till
the end of the simulation for the non-self-gravitating mod-
els, while it is completely dissolved by ∼ 600 orbits for the
Mdisc/M∗ = 0.005, αdz = 10−4 self-gravitating models.
3.2 Vortex strength and shape
To compare the vortex strength and shape, we calculate
the time evolution of three vortex properties in the non-
self-gravitating and the self-gravitating models: the Rossby
number, Ro, the vortex aspect ratio, χ, both characteriz-
ing the vortex strength, and the azimuthal density contrast,
δΣ, affecting the vortex dust accumulation efficiency. The
Rossby number being the z component of the vorticity in
the local frame of the vortex divided by the global vorticity
of the Keplerian disc calculated as
Ro(R,φ) =
∇× (v(R,φ)−RΩK(R))
2Ωg
, (10)
where Ωg is the angular velocity of the gas at the vortex cen-
c© 2017 RAS, MNRAS 000, 1–13
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Figure 2. Evolution of the normalized azimuthal density profile measured across the vortex shown as a function of the number of
vortex orbits for non-self-gravitating (left) and self-gravitating (right) models assuming αdz = 10
−4. Three different disc masses are
investigated: Mdisc/M∗ = 0.001, 0.05, and 0.01 from top to bottom. The time of the onset of RWI excitation (indicated by white dashed
lines) is independent of the disc mass for the non-self-gravitating models. In contrast, delay is observed proportionally to the disc mass
for the self-gravitating models. The fastest growing mode of RWI is 2 for the non-self-gravitating, while 3 for the self-gravitating models.
Generally, the non-self-gravitating models have stronger contrast on the profile: (Σ(Φ)/Σ0)max = 6.4 for the non-self-gravitating, while
4.8 for the self-gravitating models. Note that the disc is Rossby wave (RW) stable throughout the simulation for Mdisc/M∗ = 0.01.
tre defined at the vortensity minimum. Assuming that the
flow pattern inside the vortex is an ellipse (see, e.g. Kida
1981; Chavanis 2000), χ is defined by the ratio of the az-
imuthal and radial axes of the ellipse fitted to 2D vortex
density field. δΣ is measured as the ratio of the maximum
and the minimum values of the azimuthal density profile
taken across the vortex.
Fig. 4 shows the Rossby number (panel a), vortex as-
pect aspect ratio (panel b), vortex azimuthal contrast (panel
c), and Toomre parameter, Qvortex, calculated at the vortex
centre or at the density maximum in models where no RWI
develops (panel d) against time. The full-fledged m = 1
large-scale vortex is formed with Ro ' −0.1 and χ ' 40 in
models where RWI is excited. Note that the m = 1 mode
vortex does not develop in the self-gravitating, α = 10−4
model for Mdisc/M∗ = 0.01, thus Ro = 0 and χ = 0 through-
out the simulation. In the corresponding αdz = 10
−5 model
RWI is excited, thus Ro and χ are non-zero, but vanishes be-
fore the end of the simulation at about 900 orbits. Moreover,
in the Mdisc/M∗ = 0.005 self-gravitating, α = 10−4 model,
the vortex also dissolves before the end of the simulation,
thus χ becomes zero after ∼ 500 orbits.
After a full-fledged m = 1 vortex developed, Ro and χ
starts to decline as the vortex strengthens. Later, Ro and
χ reaches their minima (Ro,min ' −0.13, χmin ' 10 and
Ro,min ' −0.14, χmin ' 8 for αdz = 10−4 and 10−5, respec-
tively). The magnitude of Ro,min is smaller for larger disc
mass independent of whether the self-gravity is included or
not. This means that the vortensity is weaker inside the
vortex at the vortex’s strongest state for the more massive
discs. Although a weaker vortex has a larger vortex aspect
ratio, a significant change in χmin can only be observed in
self-gravitating models. This might be due to that the Kida
description is not valid or the vortex is very weak, in these
c© 2017 RAS, MNRAS 000, 1–13
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Figure 3. Same as Fig. 2, but the dead zone viscosity is αdz = 10
−5. It is appreciable that the vortex dissipation due to viscous
evolution is significantly slower than in models shown in Fig. 1. Contrary to the αdz = 10
−4 models, the disc is RW unstable even
for Mdisc/M∗ = 0.01. Note that the initially fastest growth mode is 3 independent of whether the disc self-gravity is included or not.
Generally, the non-self-gravitating models have stronger contrast on the profile: (Σ(Φ)/Σ0)max = 9 for the non-self-gravitating, while
7.7 for the self-gravitating models.
cases the Ro,min−χ function is flattened, but see our analysis
on the vortex models in Section 4.3.
Subsequently, the vortex weakens with time in all mod-
els, however, the evolutions of Ro and χ are very slow
and only weakly dependent on the disc mass in non-
self-gravitating discs, especially in αdz = 10
−5 non-self-
gravitating models. In contrast, the evolutions of Ro and χ
are strongly dependent on the disc mass for self-gravitating
models: the larger the disc mass, the faster the decline in
Ro and χ, i.e. the vortex strength decreases faster in a more
massive disc.
Surprisingly, the azimuthal density contrast, δΣ, shows
a very strong dependence on the disc mass in non-self-
gravitating as well as in self-gravitating models. Note that
δΣ is unity if no vortex is present, i.e. for Mdisc/M∗ = 0.01
and 0.005M∗ self-gravitating models. δΣ starts to increase
after the full-fledged m = 1 vortex formed and reaches a
certain maximum as it strengthens. δΣmax is proportional
to the disc mass for the non-self-gravitating models, while
an opposite trend can be observed for the self-gravitating
models. More specifically, δΣmax . 3 for αdz = 10−4 and
δΣmax . 5 for αdz = 10−5 in the non-self-gravitating mod-
els, while δΣmax . 2 for αdz = 10−4 and δΣmax . 3
for αdz = 10
−5 in the self-gravitating models. Note that
the maximum contrast develops later for a more massive
disc in non-self-gravitating, while sooner in self-gravitating
models.,Subsequently, δΣ starts to decline with a rate be-
ing larger(smaller) for a lower mass disc for the non-self-
gravitating(self-gravitating) models.
A general tendency in the evolution of Qvortex can be
seen in panel (d) of Fig. 4 – Qvortex decreases with time
as gas continuously accumulates at the viscosity transi-
tion, and later Qvortex reaches a constant value as a quasi-
steady state forms by the end of the simulations. Disc self-
gravity has no effect on the evolution of Qvortex for the least
massive (Mdisc/M∗ = 0.001) models. However, Qvortex de-
creases with a slower rate in Mdisc/M∗ = 0.005 and 0.01
self-gravitating models after the full-fledged, m = 1-mode
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Figure 4. From top to bottom: Rossby number (panel a), Ro, the vortex aspect ratio (panel b), χ, the azimuthal density contrast (panel
c), δΣ, and the Toomre parameter Qvortex (panel d), calculated at the vortex centre as a function of time measured by the number
of vortex orbits in non-self-gravitating and self-gravitating models. Left hand and right hand panels show αdz = 10
−4 and 10−5 disc
models, respectively. If RWI is not excited Ro, δΣ and χ are set to 0, 1 and 0, respectively. The critical Toomre Qcrit ' 20, below which
the disc self-gravity is expected to be important in our models is also shown.
large-scale vortex is formed. In agreement with Lovelace &
Hohlfeld (2013), a notable difference in the time evolution
of Qvortex between non-self-gravitating and self-gravitating
discs occurs at Qvortex < Qcrit ' 20.
4 DISCUSSION
4.1 Vortex morphology and evolution
One can see in Fig. 2 that the excitation of RWI excitation
begins with m = 2 for the non-self-gravitating and m = 3
mode number for self-gravitating αdz = 10
−4 models. For
αdz = 10
−5 models, however,m = 3 mode is excited initially,
independent of that whether disc self-gravity is included or
not (Fig. 3). Moreover, the formation of the full-fledged m =
1 vortex is prolonged for later times if the disc self-gravity is
taken into account. According to Lin & Papaloizou (2011),
the fastest growing mode of the RWI is shifted to large mode
numbers by disc self-gravity, which we confirm for dead zone
edge vortices. Lin & Papaloizou (2011) and Lin (2012) also
showed that disc self-gravity prolongs or even suppresses
vortex development at the vicinity of gap edges opened by a
giant planet for a disc with the Toomre parameter . 10. A
similar phenomenon occurs for the dead zone edge vortices if
the Toomre parameter at the vortex centre (Qvortex) drops
below a critical of Qcrit = 1/h ' 20 (assuming h=0.05)
reported by Lovelace & Hohlfeld (2013).
The vortex weakening is slower, therefore its lifetime is
longer for a more massive disc in the non-self-gravitating
models, while the opposite trend is observed in the self-
gravitating models (see, e.g., Figures 2 and 3). On one hand,
this is caused by the fact that the full-fledged vortex is
stronger(weaker) for a more massive disc in the non-self-
gravitating(self-gravitating) models. On the other hand, the
rate of vortex decay is also found to be correlated with the
disc mass in the same way. As a consequence, vortices de-
veloped in a more massive discs tend to live for shorter time
due to the disc self-gravity.
We have also seen that δΣmax is proportional to the disc
mass in the non-self-gravitating models (panel c of Figure 4).
This phenomenon can be explained by the effect of the indi-
rect potential, Φind(r, φ), generated by the azimuthal density
asymmetry representing the vortex itself. Mittal & Chiang
(2015) showed that the displacement of the barycentre of
c© 2017 RAS, MNRAS 000, 1–13
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Figure 5. Close-up of the large-scale vortex shown in cylindrical coordinate system prior to (left) and after 4 vortex orbits the self-gravity
is turned on (right). Mdisc/M∗ = 0.01 and αdz = 10−5 in this model. It is appreciable on the right hand panel that the vortex become
stretched and tilted such that the leading and trailing parts of the vortex orbit at smaller and larger stellar distances, respectively.
the disc-star system from the star results in the formation
of a lopsided disc for Mdisc/M∗ & 0.01. Zhu & Baruteau
(2016) found that a large-scale vortex generated by an ar-
tificial pressure bump in a massive disc (Mdisc/M∗ & 0.01)
becomes spatially more concentrated if the indirect poten-
tial is taken into account (see their fig. 3). Recently, we also
showed that a vortex formed at a sharp viscosity transition
is more concentrated and has a longer lifetime if the dis-
placement of the barycentre caused by the vortex itself, i.e.
the indirect potential is correctly taken into account (Rega´ly
& Vorobyov 2017). Since the strength of the indirect poten-
tial being proportional to the disc mass (see Equation 5),
δΣmax becomes larger in a more massive disc due to a larger
displacement of the barycentre of the system.
In contrast, if self-gravity is taken into account, δΣmax
is inversely proportional to the disc mass independent of the
value of the viscosity applied (see lower panel on Figure 4).
Along with this χmin increases with the disc mass for self-
gravitating discs (see middle panel on Figure 4). This can
be explained by the fact that the full-fledged vortices are
stretched azimuthally in self-gravitating models compared
to the cases in the non-self-gravitating models (see Figure 1).
As a result of disc self-gravity, the decline of Qvortex (see
panel d of Figure 4) is somewhat modest compared to that
of non-self-gravitating disc, resulting in QSGvortex > Q
NOSG
vortex
inside the full-fledged m = 1 vortex. Since Q ∼ 1/Σ, the
density enhancement in the vortex centre is weaker for self-
gravitating discs. This phenomenon is counterintuitive, how-
ever, it can be explained by the vortex stretching effect of
disc self-gravity discussed in the next section.
4.2 Vortex stretching by gravitational torque
To understand the vortex stretching phenomenon, we per-
formed a controlled numerical experiment by taking a non-
self-gravitating model and turning on disc self-gravity after
the vortex becomes fully developed. For this experiment,
we selected the most massive Mdisc/M∗ = 0.01 model with
α = 10−5. The left hand panel in Fig. 5 shows the full-fledged
vortex in the non-self-gravitating model at 500 vortex orbits.
The right hand panel in Fig. 5 shows a strongly stretched and
tilted vortex, which is formed ∼ 4 orbital periods after self-
gravity is turned on. In the latter case, the radial distance of
the vortex centre is unchanged, but the trailing and leading
parts of the vortex wings (with respect to the vortex centre
and in the direction of the gas orbital motion) are pulled
back and pushed forward, respectively. Note that the vortex
stretches with the same rate for the α = 10−4 model.
The vortex stretching and tilting can be explained by
the effect of the gravitational torque exerted by the vortex
itself. The gravitational torque exerted on a given cell with
coordinates (r, φ) in the cylindrical coordinate system can
be calculated as
Γsg(r, φ) = r × Σ(r, φ)A(r, φ)∇Φsg(r, φ), (11)
where A(r, φ) is the surface area of a cell with coordinates
(r, φ). The only non-zero component of Γsg(r, φ) is the az-
imuthal component2, which is
Γsg,φ(r, φ) = Σ(r, φ)A(r, φ)
∂Φsg(r, φ)
∂φ
. (12)
Fig. 6 shows the spatial distributions of the gas surface den-
sity and gravitational torque calculated according to Equa-
tion (12) at the moment when disc self-gravity is turned on
and after the vortex has significantly stretched. Evidently,
the leading part of the vortex is characterized by the nega-
tive gravitational torque, which removes angular momentum
2 Here, we neglected the possible (small) deviation of the centre
of mass from the coordinate centre.
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Figure 6. Stretching of the large-scale vortex in the self-gravitating disc is started immediately after the self-gravity is turned on.
Upper row shows the disc prior to turning on the self-gravity, while the lower row shows the disc after ∼4 vortex orbits. The disc’s
gravitational torque distribution, ΓSG(r, φ), calculated by Equation (12) is shown in the right hand panels. The gas parcels lose(gain)
angular momentum causing orbital decay(growth) at the vortex wings where the gravitational torque is negative(positive). Since the
orbital velocity is higher(lower) at smaller(larger) orbital distances, the leading and the trailing part recede from each other. As a result,
the vortex is stretched and eventually decayed in this particular model.
from the gas in the leading wing, forcing its gas parcels to
move closer to the star. In a Keplerian disc, it also means
that these gas parcels will speed up, effectively stretching the
vortex in the forward direction. Conversely, the gravitational
torque at the trailing part of the vortex is positive, thus de-
positing angular moment to the trailing wing and forcing
its gas parcels to increase their orbital distance. Since the
gas orbital velocity is proportional to r−0.5, the leading and
trailing wings of the vortex are receding from each other,
i.e. the vortex stretches and gets tilted. Due to this vortex
stretching, the azimuthal asymmetry decreases causing the
magnitude of the disc’s gravitational torque to fall by about
an order of magnitude during ∼ 4 orbits.
Since the magnitude of the gravitational torque is pro-
portional to the disc mass, see Equation (12), the full-fledged
vortex decays faster for more massive discs. Therefore, the
vortex’s gravitational torque tends to weaken the full-fledged
vortex and also fasten the vortex decay. Consequently, the
vortex’s gravitational torque tends to decrease the lifetime of
the dead-zone-edge vortex proportionally to the disc mass.
The vortex stretching due to disc self-gravity is coun-
terintuitive. One may think that self-gravity should help
gravitational contraction of the vortex, rather than its dis-
sipation. In this phenomenon, the Keplerian shear is the
key factor that acts to stretch the vortex when its lead-
ing/trailing ends are decelerated/accelerated due to the
gravitational torques exerted by the vortex itself. For the
Qinit  1.0 and Qvortex & 4.0 cases we investigated, the Ke-
plerian shear (and the restoring pressure force) dominates
the effect of gravitational contraction due to self-gravity.
That is why the effect of self-gravitational contraction is
overwhelmed by stretching. In the opposite case of massive
discs with Qinit ' 1, the situation may be more compli-
cated because self-gravity is supposed to dominate over the
c© 2017 RAS, MNRAS 000, 1–13
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Keplerian shear, but the gravitational torques will also be
stronger, leading to stronger deceleration/acceleration of the
leading/trailing ends of the vortex. This can act to increase
the radial and azimuthal stretching of the vortex, thus coun-
terbalancing to some extent the contracting effect of self-
gravity. This case requires a focused investigation.
4.3 Theoretical vortex models
For a steady state incompressible elliptic (with an aspect ra-
tio of χ) vortex having uniform vorticity, the Rossby number
can be approximated as
RKidao = −3
4
χ2 + 1
χ(χ− 1) +
3
4
(13)
according to Kida (1981). Assuming a nearly linear spatial
dependance of the velocity, i.e. the vorticity field, Goodman,
Narayan, & Goldreich (1987) proposed the so-called GNG
model for approximating the Rossby number, which reads
RGNGo = −
√
3
2
χ2 + 1
χ
√
χ2 − 1 +
3
4
. (14)
Recently, Surville & Barge (2015) proposed a more sophisti-
cated vortex model which takes into account the transition
between the inner part of the vortex and the background
flow, radially stratified density and the temperature back-
grounds, and compressional effects of strong vortices. Their
Gaussian model gives the following expression for the Rossby
number
RGaussiano =
1
2
χ2 + 1
χ2 − 1(
3
2
−
√
3)− 3
2
. (15)
Fig. 7 shows the Rossby numbers determined according
to Equation (10) as a function of the vortex aspect ratios
determined by fitting ellipses to density distribution close to
the vortex centre for all models. The above discussed three
theoretical models are also shown. On one hand, the vortices
are weaker, i.e. the magnitudes of Ro are lower than those
predicted by GNG and Gaussian models for the non-self-
gravitating discs. Note that Equations (14) and (15) give
Ro = (1/4)(3 − 2
√
3) . −0.116, when χ → ∞. The Kida
model, however, fits the measurements only for the most
massive non-self-gravitating αdz = 10
−5 models as the vor-
tices are stronger in αdz = 10
−4 models then that predicted
by the Kida approximation. On the other hand, the self-
gravitating models can be described well by the GNG model
for α = 10−5, while it gives somewhat stronger vortices than
what is observed in the simulations for αdz = 10
−4.
Generally, if disc self-gravity is neglected, Kida model is
applicable for vortices formed at viscosity transition as long
as the disc mass is relatively large (Mdisc/M∗ & 0.01) and
for a nearly inviscid (αdz . 10−5) disc dead zone. However,
for self-gravitating discs the measured vortex aspect ratios
and the Rossby numbers are inconsistent with both Kida
and Gaussian models, while the GNG model seems to be
appropriate as long as the gas viscosity is low (αdz . 10−5).
Note that the above discussed theoretical vortex models
implicitly assume that the disc gas is inviscid, which can be
responsible for their inadequacy in describing vortex evolu-
tion in viscous (e.g, for αdz & 10−4) discs. For this reason,
the development of a model for vortices formed at viscosity
transitions which takes into account the gas viscosity would
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Figure 7. Rossby number and vortex aspect ratio measured
in the simulations assuming αdz = 10
−4 (upper panel) and
αdz = 10
−5 (lower panel). The analytic approximation of Ro(χ)
functions for Kida, GNG and Gaussian models are also shown
with solid, long-dashed and dashed lines, respectively.
be desirable, however, it is beyond the scope of the current
study.
5 CONCLUSIONS
In this paper, we explore the effect of disc self-gravity on
the long-term evolution of large-scale vortices developed at a
sharp viscosity transition placed at Rdze = 24 au by means of
two-dimensional numerical hydrodynamic simulations. The
disc thermodynamics is modelled in the locally isothermal
approximation, and the α-prescription is used for the gas
viscosity. We considered Mdisc/M∗ = 0.001, 0.005, and 0.01
disc models with the initial values of the Toomre parameter
Qinit '250, 50, and 25 at R ' 20 au distance where the full-
fledged vortex develops. According to Lovelace & Hohlfeld
(2013), disc self-gravity is expected to be important only
for the models with Q 6 Qcrit = 1/h, which for a canoni-
cal disc aspect ratio of h = 0.05 corresponds to Qcrit = 20
at a distance where the RWI is excited in our models. We
demonstrated that disc self-gravity must be taken into ac-
count when modelling the formation of a large-scale vortex
at viscosity transitions in discs where Qinit . 50 because
the Toomre parameter at the vortex centre drops below the
critical value during the vortex formation. Our main findings
are the following.
1) We observed a delayed vortex formation and a weaker
vortex at a sharp viscosity transition, if disc self-gravity is
taken into account similarly to what was found for the gap-
edge vortices by Lin & Papaloizou (2011) and Lin (2012).
2) Concerning the vortex morphology, we found that the
full-fledged vortex becomes azimuthally elongated in self-
gravitating discs (Fig. 1). The aspect ratio of the full-fledged
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vortex χ is proportional to the disc mass in self-gravitating
discs and its value at the strongest stage of the vortex lies
in the 10 . χmin . 40 limits. In contrast, χmin ' 10 is
independent of the disc mass in non-self-gravitating discs.
The azimuthal density contrast δΣmax across the vortex is
also sensitive to the disc mass and ∼ 50 percent lower if
self-gravity is included. In particular, δΣmax . 3 and 2 for
αdz = 10
−4 and δΣmax . 5 and 3 for αdz = 10−5 in the non-
self-gravitating and self-gravitating models, respectively.
3) The full-fledged vortex is subject to a decay not only due
to disc viscosity but also due to disc self-gravity. Moreover,
disc self-gravity accelerates the vortex decay as compared to
the non-self-gravitating case. The rate of the vortex decay
is proportional to the disc mass and becomes significant for
Mdisc & 0.005M∗, where Qinit . 50 at the vortex radial
distance in the unperturbed disc phase.
4) The accelerated vortex decay can be explained by az-
imuthal stretching of the vortex caused by the vortex’s non-
vanishing gravitational torque and the Keplerian shear of
the disc. Since the magnitude of the vortex gravitational
torque is proportional to the disc mass, the vortex lifetime
decreases with increasing disc mass. If disc self-gravity is
neglected, an opposite correlation is observed between the
vortex lifetime and the disc mass, which can be explained by
the displacement of the barycentre of the star-disc system
caused by the vortex itself (Mittal & Chiang 2015; Zhu &
Baruteau 2016; Rega´ly & Vorobyov 2017).
5) Finally, we found that vortices developed at sharp viscos-
ity transitions of self-gravitating discs can be well described
by the GNG model (Goodman, Narayan, & Goldreich 1987)
as long as the disc viscosity is low, i.e for αdz . 10−5.
5.1 Caveats
Here we mention some caveats of our models. First, we
have adopted the two-dimensional, thin-disc approximation.
It is known that in three dimensional models the non-self-
gravitating Kida vortices with χ . 4 are subject to the ellip-
tic instability (Lesur & Papaloizou 2009), which can destroy
the vortex. Although vortices formed by the RWI are found
to be similar in three- and two-dimensional simulations with
neglected disc self-gravity (Meheut et al. 2010; Meheut, Yu,
& Lai 2012c), the vortex aspect ratio can be different if
disc self-gravity is included. We emphasize that disc self-
gravity tends to increase χ in two-dimensional simulations,
i.e., disc self-gravity might stabilize the three-dimensional
vortex against the elliptic instability. Also note that no grav-
itational softening is applied for solving Equation (6), thus
the effect of self-gravity may be over-estimated compared to
an equivalent three-dimensional disc.
We assume a locally isothermal disc. However, the equa-
tion of state of the gas can be different, which can alter the
mass accumulated inside the vortex. As a result, the disc
gravitational torque may be altered, which can influence the
vortex stretching and the vortex lifetime. Thus, it would be
desirable to model the thermodynamics of self-gravitating
discs assuming a more elaborated equation of state for the
gas.
We neglect the presence of dust in the disc, which can
also influences the evolution of the vortex. It is known that
dust accumulation might destroy the vortex via the effect of
the dust feedback if the dust-to-gas mass ratio is well above
unity, as was observed in non-self-gravitating simulations
(Fu et al. 2014b; Miranda et al. 2017). Since the effect of
self-gravity tends to weaken the vortex, the dust-to-gas mass
ratio may not grow to high values. Therefore, it is worth
investigating by simultaneously taking into account the dust
feedback and the effect of disc self-gravity.
We implicitly assume that the position of the dead zone
edge is stationary. In reality, the dead zone edge distance
might change in time. Matsumura, Takeda, & Rasio (2008)
found that the dead zone outer edge moves inward with
time as the density jump at dead zone develops. Moreover,
in long-term simulation the disc mass loss via photoevapo-
ration or disc wind might be important.
5.2 Outlook
Our proposed mechanism works globally in both Toomre
unstable and stable discs, because it is not related to gravi-
tational instability, but rather to gravitational torques which
naturally occur in any non-axisymmetric discs, including
those with large-scale vortices. Based on our results, we con-
clude that the formation of long-lasting vortices (e.g., more
than a thousand orbital periods) requires a relatively small
disc-to-star mass ratios being less than 0.5 percent and low
disc viscosity in the dead zone, α . 10−4. However, to find
the possible disc configurations that favour long-lasting vor-
tices requires a more detailed parameter study.
Large-scale vortices formed at the edges of a gap opened
by an embedded planet (Li et al. 2005) or at the edges of
the disc’s accretionally inactive dead zone (Lovelace et al.
1999; Li et al. 2000) can explain horseshoe-shaped brightness
asymmetries observed for several transitional discs (Rega´ly
et al. 2012). The two formation scenarios, however, results
in different vortex morphology: while gap edge vortices are
azimuthally concentrated, dead zone edge vortices are az-
imuthally more extended. This phenomenon can be used to
infer the vortex formation scenario (Rega´ly, in preparation).
Since disc self-gravity tends to increase the vortex azimuthal
extension and decrease the azimuthal contrast affecting its
dust collection efficiency, it may have a significant effect on
the observed brightness asymmetries. Thus, it is worth in-
vestigating the long-term evolution of gap edge vortices and
also the dust collection efficiency taking into account the
disc’s self-gravity.
According to a previously proposed scenario, large-scale
vortices can become gravitationally unstable and collapse
to massive planets, although the disc itself may be gravita-
tionally stable (see, e.g., Adams & Watkins 1995; Lin & Pa-
paloizou 2011). We conclude that this can not be a plausible
pathway to planet formation unless the disc is very massive
(i.e. gravitationally unstable), because of the vortex stretch-
ing caused by disc self-gravity, which tends to decrease the
density enhancement at the vortex centre. Another promis-
ing planet formation scenario could be the vortex-aided
planet formation, wherein vortices behave as planetary cra-
dles by accumulating significant amount of dust. Our results
show that this mechanism would favour low-mass and low-
viscosity protoplanetary discs, or late phases, when the disc
already lost significant amount of its mass.
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APPENDIX A: NUMERICAL CONVERGENCY
In order to verify the numerical convergency of our sim-
ulations, we ran additional simulations with different nu-
merical resolutions. The applied numerical resolutions were:
256 × 512, 512 × 1024 and 1024 × 2048. The radial and
azimuthal distribution of the grid cells were logarithmic
and equidistant, respectively. As a result, the disc is re-
solved by 0.2H, 0.1H and 0.05H everywhere assuming in-
creasing numerical resolution. Fig. A1 shows the evolution
of χ and δΣ in the self-gravitating αdz = 10
−4 model for
Mdisc/M∗ = 0.005 disc. All other parameters of the model
are unchanged.
As one can see, all simulations reveal the same qual-
itative behaviour of δΣ and χ. The formation of the full-
fledged vortex requires ∼ 200 orbits, independently of the
applied numerical resolution. The vortex lifetime is ∼ 400
vortex orbits for the two highest numerical resolutions, and
somewhat less, ∼ 350 vortex orbits for the numerical reso-
lution applied throughout the paper. This can be explained
by how the vortex radial width and the achieved numeri-
cal resolution are commensurable for this particular model.
Both δΣmax ' 1.4 and χmin ' 40 agree, independently of
the numerical resolution. Generally, we conclude that our
simulations using 256× 512 grid cells are in the numerically
convergent regime.
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Figure A1. Numerical convergency test for Mdisc/M∗ = 0.005,
∆Rdze = 1Hdze and α = 10
−4 model assuming three different
numerical resolution.
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