Abstract
Introduction
Process control is inherently nonlinear and cannot be effectively controlled and monitored with conventional control and estimation schemes which are developed on the basis of linear or linearized process models. There are also control problems such as delay, and for multivariable systems, the interaction among the loops become a serious trouble. In this research, there are three sub-processes such as heating element, heat-exchanger, and tank with highly nonlinear and complex model. Therefore, an artificial intelligence technique is proposed, such as fuzzy logic, with inherent nonlinear and application to complex and uncertain systems.
Fuzzy modeling refers to a process whereby a dynamical system is modeled in the form of a set of fuzzy rules and corresponding membership functions [1] . The need for fuzzy modeling in nonlinear system arises because of the inability of conventional modeling techniques to make precise approximation. This limitation rises proportionally with the degree of nonlinearity of the system.
In fuzzy systems, the best configuration of fuzzy system's parameters in antecedent and consequent parts are needed to get the best or accurate model of the system [2] . Gradient descent and backpropagation are some of the methods used to tune the parameters [3] [4] [5] . However, these techniques still have some drawbacks such as slow convergence and local minimum. Therefore, many researchers using genetic algorithms to overcome the problems [5] [6] [7] . Previous researcher has used GA to adjust fuzzy sets parameters at antecedent part and RLS at consequent parts in fuzzy logic to identify the behavior of the processes [8] . Figure 1 shows the schematic diagram of process control rig. In the primary flow circuit, the heating element which is used to heat up the fluid and supplied to the heat exchanger and circulate back to heat element by turn on the pump. Servo valve is used to control the flow from the heating element. This in turn controls the flow rate through the heat exchanger. Besides on the secondary flow circuit, the centrifugal pump will pump out the fluid from sump tank through the heat exchanger to the compartment tank. If the flow from the primary flow circuit increases, more heating fluid flows through the heat exchanger, hence transferring more energy across into the fluid from secondary flow circuit. The overall effect is heating the fluid from the secondary flow circuit. Alternatively, if the flow rate from the primary flow circuit reduced, the overall effect would be less heat energy transferred to the fluid from the secondary flow circuit.
The Process
In order to model the process control rig, the process is divided into three main parts that are connected each other as below:
Heating element Heat exchanger Compartment tank The mathematical model of the systems is described as equation 1, 2, 3 and 4. For the heating element and heat exchanger, the principle of energy balance equation is used to derive the mathematical model. 
Nonlinear dynamic model

Heating Element Model
where T he is the temperature of heating element, T h is the temperature of hot water, q h is the flowrate, V he the volume, A the heat transfer surface area, c p the specific heat, ρ the density, U the heat transfer coefficient, and Q is the power of heater.
Heat Exchanger Models
where subscripts c and h denote the cold and hot side, respectively. T h and T c are the outlet temperatures of heat exchanger, T he is the temperature of heating element, q h and q c , are the flowrates, V h and V c the volumes, A the heat transfer surface area, c ph and c pc the specific heats, ρ h and ρ c the densities, and U the heat transfer coefficient.
Compartment Tank Model
where h is the height of fluid in the compartment tank, q c is the input flowrate and q ot is the output flowrate from the compartment tank. The q ot , is considered to be constant value to the process. The dynamic input-output of the whole model is shown in Figure 3 below: 
PROCESS CONTROL RIG
Recursive Least Square Method
In this paper, RLS is used for real time parameter estimation in modelling process. It is one member of a family of prediction error identification that is based on the minimization of prediction error functions. Let linear equation
where, a i is a vector of parameter, x is a vector of inputs variables, b i is a scalar offset, y i is a output.
RLS method is used to obtain the parameters a, and b in equation 5. The non-weighted recursive least square equations is used in this paper are given by
where s is time index (usually equal to number of data pairs) and I is matrix identity. Initialization of θ(s) and P(s) are needed in RLS algorithm. The simple approach to do this that often used in practice is to use θ(s) = 0 and P(s) = αI for some large α > 0. Finally, a number of data pairs are trained using RLS algorithm until the parameters, θ converges to produce the best values for the output.
Takagi Sugeno Fuzzy Model
In this paper, we deal with Takagi and Sugeno's fuzzy model. This fuzzy model is of the following form: R i : if x 1 is A 1 and x 2 is A 2 and....and x n is A n then y i = f i (x) Q(t) (8) where, x are the vector of input variables (x 1 ,x 2 ,...,x n ), A 1 ,A 2 ,...,A n are the linguistic terms of input membership function, y i is the output of i-th rule, and f i (x) is the mathematical function of i-th rule.
Input variables are represented by membership functions in antecedent part. The process of obtaining values of the inputs and finding the numeric representation values of membership functions can be defined as fuzzification process. The symmetrical Gaussian membership function is used in order to perform fuzzification process. The equation of symmetrical Gaussian membership function as below,
where, x is the value of input, µ(x) is the membership value of the particular x value, c is the center and w is the width of Gaussian membership function.
At the consequent part (defuzzification process), TS Fuzzy system used mathematical functions to calculate the crisp value of the output. This provides for parameterized nonlinear system by using basic interpolation capabilities. Usually, for simple and practically useful, the function is in the form of linear equation as below:
For defuzzification method, it is possible to use weighted average method to get the crisp output of the model. 11) where, R is total rules and µ i is membership value that each y i holds for the given input.
In the dynamic modelling, TS Fuzzy model can be described as the discrete time variant dynamic system. Typically, ARX model structure is applied to the function f i (x).
where x(t-k) and y(t-k) are the system input and output regressor. q and p are integers related to the model order.
Parameter Estimation
For TS Fuzzy Model, RLS is used to obtain the parameter a nd b in equation 10 at the consequent part and is dependent on the value of the membership functions in antecedent part. GA is used to fine tune the parameters of membership functions of input variables at the antecedent part.
Tuning membership function with Genetic Algorithm
The configuration of membership functions at the antecedent part plays as an important factor to achieve good nonlinear interpolation between linear functions in the consequent part. Using GA, the parameters of membership functions can be automatically optimized. To apply GA in the optimization of membership functions, an appropriate coding and a fitness measure are needed.
Firstly, a fix number of inputs and a fix number of membership functions at antecedent part have to be determined. In this paper, symmetrical Gaussian membership function is chosen which is described by equation 9, where it can be seen that there are two parameters that can be manipulated: the center, c and the width, w of a Gaussian membership function.
Consider N input variables with F membership functions at the antecedent part of TS Fuzzy model, the configuration of all membership functions of input variables can be arranged in a chromosome as in Figure 4 below:- From above figure, every sub-chromosome contains information that characterizes the membership functions of an input variable. For each subchromosome, the information can be a group of values of the center, c and the width, w of a Gaussian membership functions. A general method to encode all those parameters is directly encoded by the values of c and w for every membership function as they are in the universe of discourse. The advantage of using this independent coding is that the GA will have a larger searching space to find the best possible arrangement of membership functions.
If there are N input variables which have three symmetrical Gaussian membership functions for each input, the whole chromosome can be built by combining N sub-chromosomes as in Figure 5 . Another issue that needs to be concerned is the range of values of the center, c and the width, w of membership function. The boundary of the values will ensure the GA to limit the searching process only in the range initially set by the designer. This can be done by heuristically determining the maximum and the minimum values of every c and w. For the center, c, the values from the minimum and the maximum values of universe of discourse of membership function can be selected. Meanwhile, for the width, w, it can arbitrarily choose the width's range let say from 5% to 30% of the range of universe of discourse. In binary representation, the total length of chromosome can be calculated using equation 13. After determining the parameters, specific formula to guide the GA for searching the best Fuzzy model has to be assigned. In the case where a set of experimental input-output data pairs is given, it can be utilized to compare the performance of the Fuzzy model. The objective function can be developed based on this performance comparison.
As the aim is to minimize the error between the output of Fuzzy model and output data, in this paper, the mean of squared error (MSE) is used as a proper evaluation function. MSE is given by [ ] The common GA operation can be executed to find the best Fuzzy model with combination of RLS method to obtain parameters of consequent part.
Results
Heating Element Model, The
Based on the dynamic input-output model in Figure  3 , the inputs of the model consist of 2 manipulated variables: heat supply (Q), heating element flowrate (q h ) and 2 regressor: temperature of hot water from heat exchanger (T h ), temperature of heating element (T he ). The selection of input variables is based on physical knowledge of the process. The parameters of input fuzzy sets are described in Table 1 example of T he model. Meanwhile, the parameters of linear equations of consequent part are shown in Table 2 . Every rule read from Table 2 has general structure as below: The effectiveness of the fuzzy model with GA is tested using evaluation data. The fuzzy model with GA is compared with RLS model with the value of mean squared error (MSE) as performance index for the model as shown in Tables 3, 4 , 5 and 6 for T he , T h , T c and h model. 
Discussion
The results have shown that fuzzy model with genetic algorithm give better mean squared error compare with recursive least square model.
Fuzzy with GA system not only have powerful approximation abilities for modelling unknown dynamic non-linear system, but the parameters of membership function of the model can also be obtained. Therefore, we can say that fuzzy model can solve the nonlinear, complex and uncertain process.
The model is more similar with the real process from the value of mean squared error obtained.
Conclusion
The RLS model and TS fuzzy model with GA as an automatic tuner of the fuzzy parameters is describe in this paper. The result shows that TS fuzzy model with genetic algorithm can minimize the error between fuzzy output and real data output by optimizing the parameters of fuzzy model compare with RLS.
