In an n-manifold X each element of H n−1 (X; Z 2 ) can be represented by an embedded codimension-1 submanifold. Hence for any two such submanifolds there is a third one that represents the sum of their homology classes. We construct such a representative explicitly. We describe the analogous construction for codimension-2 co-oriented submanifolds, and examine the special case of oriented and/or co-oriented submanifolds. We also give a lower bound for the number of connected components of the intersection of two oriented codimension-1 submanifolds in terms of the homology classes they represent.
Introduction
Let X be a smooth (C ∞ ) closed n-dimensional manifold, and let Y 1 and Y 2 be two smooth closed embedded submanifolds in X that intersect each other transversally. We want to construct an embedded submanifold Y that is the "sum" of Recall that a submanifold is co-oriented if its normal bundle is oriented. We will consider two cases: Thom ([3] ). For Case 1 we use that all homology classes in H n−1 (X; Z 2 ) can be represented by submanifolds: By the Pontryagin-Thom construction there is a bijection between the set of codimension-1 embedded submanifolds (up to cobordism) and [X, RP ∞ ], the set of homotopy classes of maps X → RP ∞ . Since RP ∞ is a K(Z 2 , 1) Eilenberg-MacLane-space, this set is a group, and it is isomorphic to H 1 (X; Z 2 ). Finally by Poincaré-duality H 1 (X; Z 2 ) ∼ = H n−1 (X; Z 2 ). The composition of these bijections maps (the cobordism class of) an embedded submanifold to the homology class it represents.
The situation is similar for codimension-2 co-oriented submanifolds: their cobordism classes are in bijection with [X, CP ∞ ] ∼ = H 2 (X; Z) ∼ = H n−2 (X; Z w ) (Z w denotes local coefficients in the orientation Z-bundle of X).
In fact, even the existence of an embedded approximation Y of Y 1 ∪ Y 2 can be shown easily. Clearly, if Y 1 and Y 2 are disjoint, then Y can be chosen to be Y 1 ∪ Y 2 . If they intersect each other, then a transversality argument is needed. There are R 1 -bundles (C 1 -bundles in Case 2) η 1 , η 2 over X, and sections s 1 , s 2 thereof such that s i is zero exactly in the points of Y i . Then s 1 ⊗ s 2 is a section of η 1 ⊗ η 2 , and if we make it transversal to the zero-section, then its zeros will form a suitable Y .
So it is known that an embedded approximation Y exists, but the proof of this is not constructive. It was the question of Matthias Kreck whether a Y could be constructed explicitly from Y 1 and Y 2 . In this paper we answer this question by describing such a construction.
We also consider additional requirements of orientability or co-orientability. In the case of oriented codimension-1 submanifolds this construction, combined with the results of Meeks-Patrusky ( [1] ) and Meeks ( 
Overview of the construction
We will formulate most of our statements for Case 2, the appropriate statements for Case 1 can be obtained by replacing U (1), C, D 4 , D 2 and S 1 with O(1), R, D 2 , D 1 and S 0 respectively (and sometimes a few other changes are needed, these will be indicated in brackets). Let M = Y 1 ∩ Y 2 , it is a codimension-4 codimension-2 submanifold in X. Let T be a tubular neighbourhood of M in X. Then T is diffeomorphic to the total space of a smooth (U (1) × U (1))-bundle over M with fiber D 4 ≈ D 2 × D 2 , and the action of the structure group on the fiber is given by (α, β)(x, y) = (α(x), β(y)), for all (α, β) ∈ U (1) × U (1), (x, y) ∈ D 2 × D 2 . (The normal bundle of M is the Whitney sum of the normal budles of Y 1 and Y 2 , restricted to M .) This bundle T → M will be denoted by T.
The submanifolds Y 1 ∩ T ⊂ T and Y 2 ∩ T ⊂ T are the total spaces of subbundles of T with fiber D 2 × {0} and {0} × D 2 respectively. Their boundaries, Y i ∩ ∂T , will be denoted by B i , these are subbundles with fiber S 1 × {0} and {0} × S 1 . Let B = B 1 B 2 . This will be proved in Section 2.1. Note that ((Y 1 ∪ Y 2 ) \ T ) ∪ W is not necessarily a smoothly embedded submanifold in X, but it can be turned into one by smoothing its corners at B. So from a smooth embedded submanifold W ⊂ T with boundary B we can construct a suitable Y . Theorem 1.2. We can construct an embedded topological submanifold W ⊂ T with boundary B.
This will be proved in Section 2. The construction goes as follows. First consider Case 1. Let F be a fiber of T, we can fix an identification between F and D 2 (via any local trivialization of T). Then M ∩ F is the origin, and (Y 1 ∪ Y 2 ) ∩ F corresponds to D 1 × {0} ∪ {0} × D 1 . This can be replaced by two line segments, to get an embedded manifold with the same boundary S 0 × {0} ∪ {0} × S 0 (corresponding to B ∩ F ), see Figure 1 . The union of these two lines is the solution set of the equation (x + y − 1)(x + y + 1) = 0 ⇐⇒ 2xy = 1 − x 2 − y 2 ⇐⇒ 2xy = 1 − |x| 2 − |y| 2 ( * )
We will use the third form of this equation, because it works in Case 2 as well: the solution set of this complex equation is an embedded submanifold of D 4 with boundary
Remark. Note that the other two forms of ( * ) can not work in the complex case. The solution set of the first equation does not contain S 1 × {0} ∪ {0} × S 1 , and the second equation is equivalent to the first one (but not the third one) over C. 
Let
T is a trivial bundle, then we can replace Y 1 ∪ Y 2 with V in every fiber to get W = M × V , which will be a suitable submanfold of T . This construction works in a more general situation. There is an action of U (1) on D given by α(x, y) = (α(x), α −1 (y)), and V is invariant under this action. Therefore if the normal bundles of M in Y 1 and Y 2 are the complex conjugates of each other isomorphic , ie. T has a U (1)-structure, then V determines a well-defined subset in each fiber of T, and these together form (the total space of) a subbundle W ⊂ T .
In general, there is a codimension-2 codimension-1 submanifold N in M such that T has a U (1)-structure over M \ N . So we can define the subset W ⊂ T M \N as above, it is the union of the subsets V in every fiber. We can also define W ⊂ T N , which contains the subset
in every fiber. Note thatṼ is (U (1) × U (1))-invariant, so W is well-defined. We then define W = W ∪ W . We need to check that this W really is a manifold. The proof of this is based on Lemma 2.6, which describes the structure of W around N . The statement of Lemma 2.6 can be interpreted as follows:
In Case 1 V can be in two possible "configurations", by which we mean that its image under the action of an element of O(1) × O(1) is either itself or the subset (x, y) ∈ D 2 | −2xy = 1 − |x| 2 − |y| 2 . Any fiber D 1 of the normal bundle of the codimension-1 submanifold N ⊂ M over a point p ∈ N is divided into two parts by p (which corresponds to 0 ∈ D 1 ). If we choose an appropriate local trivialization of T over this D 1 to identify the fibers of T with D 2 , then the fibers of W (that correspond to V when viewed from an appropriate local trivialization of T M \N ) will be in one configuration on one side of p, and in the other configuration on the other side. This is why we get a manifold when we insert the squareṼ in the fiber over p (see Figure  2 ). The situation in Case 2 is analogous. There is an S 1 -family of possible configurations of V , given by (x, y) ∈ D 4 | 2xθy = 1 − |x| 2 − |y| 2 , where θ ∈ S 1 is a parameter. A fiber D 2 of the normal bundle of the codimension-2 submanifold N ⊂ M can be parametrized by the distance from the origin t ∈ [0, 1] and direction θ ∈ S 1 . We can choose local trivializations (of T, and of the normal bundle of N ⊂ M ) such that the fibers of W over the points whose direction is a given θ ∈ S 1 will be in the configuration given by θ.
The proof of Lemma 2.6 is based on the fact that the bundle T can be pulled back from a universal (U (1) × U (1))-bundle by a map f :
) and on a description of the universal bundle around CP ∞ × CP ∞−1 . We will also prove that W has a smooth approximation, more precisely: Theorem 1.3. The W constructed above has a smooth structure, and there is a smooth embedding W → T that is identical on ∂W = B, and is homotopic to the identity of W (which can be viewed as a continuous map W → T ). In Case 2 the image W 2 of this embedding has a co-orientation that coincides with that of Y 1 ∪ Y 2 over B.
In the special case, when T is a U (1)-bundle, the subbundle W is already a smooth submanifold, so we only need to prove that it has an appropriate co-orientation (see Proposition 2.5).
The general case will be proved in Section 3. We will construct a smooth submanifold W 2 ⊂ T and a homeomorphism between W and W 2 . Then the smooth structure of W 2 determines a smooth structure of W , and the map W → W 2 will be a smooth embedding. We define W 2 by modifying the construction of W . Outside of a neighbourhood of N it coincides with W , in the fibers of T over N it contains the subset (x, y) ∈ D 4 | xy = 0 , and in a fiber of T over a point which is at distance t 1 from N we replace V (the fiber of W ) with (x, y) ∈ D 4 | 2xy = (t) ( These propositions will be proved at the end of Section 2.2 and Section 3 respectively.
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The construction of W

Preliminaries
Proof of Lemma 1. 
We have claimed that the structure group of T is U (1) × U (1), now we shall make this statement more precise. The structure group of T is, in fact, a certain subgroup of Homeo(D 4 ). It is isomorphic to U (1) × U (1) via the isomorphism specified by the action (α, β)(x, y) = (α(x), β(y)) (recall that an action of a group G on a space F is just a homomorphism G → Homeo(F )).
But we can define another isomorphism between U (1) × U (1) and the structure group of T, it is given by the action (α, β)(x, y) = (α(x), α −1 β(y)) (this is an isomorphism, because it is the composition of the previous action with the automorphism of U (1) × U (1), (α, β) → (α, α −1 β)). The reason for using this isomorphism instead of the first one is that we want to apply the following lemma to it. Lemma 2.1. Let F be a space, and 
Let ξ be the universal bundle with fiber D 4 and structure group U (1) × U (1) (identified with a subgroup of Homeo(D 4 ) via the action (α, β)(x, y) = (α(x), α −1 β(y))). Its base space is BU (1) × BU (1) = CP ∞ × CP ∞ . The bundle T can be induced from ξ by a homotopically unique map f : M → CP ∞ × CP ∞ .
Special case
First consider the special case when f goes into CP ∞ × * . By Lemma 2.1 ξ
is the universal bundle with fiber D 4 , structure group U (1) and action α(x, y) = (α(x), α −1 (y)). So in this case T also has a bundle structure of this type. Note that T has a U (1)-structure (f is homotopic to a map into CP ∞ × * ) iff the normal bundles of M in Y 1 and Y 2 are the complex conjugates of each other isomorphic .
Let F be a fiber of T, and choose an identification of F with D 4 (coming from a local trivialization of T, so this identification can be changed by the action of U (1)). Let
This V is invariant under the action of U (1), hence it is well-defined (independent of the choice of the identification of F with D 4 ). Note that if we define V in all fibers of T, they will form a locally trivial bundle W over M . 
, hence it is enough to prove that (0, 0) is a regular value of v. So we need to find the critical points of v.
is critical iff rk dv < 2 at that point, that is, all 2 × 2 minors of the matrix vanish:
Substracting (4) from (3) we get x
(2) means that
It follows that either |x 1 | = |y 1 | or |x 2 | = |y 2 |. By (7) one of these implies the other, so we know that |x 1 | = |y 1 | and |x 2 | = |y 2 |. So there exist ε 1 = ±1 and ε 2 = ±1 such that y 1 = ε 1 x 1 and y 2 = ε 2 x 2 . By (3)
Both of the summands are non-negative, so both of them must be 0. It follows that (ε 1 + 1)x 1 = 0 and (−ε 2 + 1)x 2 = 0, that is y 1 + x 1 = 0 and −y 2 + x 2 = 0. But in this case v(x 1 , x 2 , y 1 , y 2 ) = (−1, 0), so this is the only critical value of v. Therefore (0, 0) is a regular value, and V is a submanifold.
Proof in Case 1.
Proof.
| (y = 0 and |x| = 1) or (x = 0 and |y|
It is easy to check that V is transversal to ∂F (for a point p ∈ V ∩ ∂F the restriction of dv(p) to the tangent space T p (∂F ) of ∂F is a rank-2 linear map).
is an interior point of V , and of D 4 . Therefore 1 − |x| 2 − |y| 2 > 0, so from 2xy = 1 − |x| 2 − |y| 2 it follows that y = 0, and arg y = − arg x. Also 2|xy| = 1 − |x| 2 − |y| 2 ⇔ (|y| + |x|) 2 = 1 ⇔ |y| = 1 − |x| . Therefore π −1 (x) consists of a single point for all x with 0 < |x|
Recall that W is the union of V s in all fibers of T. By the above propositions this is a (smooth) embedded submanifold in T with boundary B.
In Case 2 we need to prove that it is co-oriented. Proof. We have to show that W is co-orientable, and its co-orientation coincides with that of (Y 1 ∪ Y 2 ) \ T over B. The latter is done by identifying the restrictions to B of the two normal bundles, and showing that this identification preserves orientation.
The normal bundle of W in X, restricted to V = F ∩ W in any fiber F of T is just the normal bundle of V in F . For any point p ∈ V , the rows of dv(p) (elements of R 4 = T p F , the tangent space of F at p) form a basis of the normal space of V (they are, by definition, orthogonal to Ker dv(p) = T p V , and they are linearly independent). This basis, defined at each point p, determines a co-orientation of V . (This basis is independent of the choice of the identification of F with D 4 , hence the co-orientation is well-defined. Indeed, in the point p = (x, y) the vectors are (x +ȳ, y +x) and (iȳ, ix), and these are equivariant under the U (1)-action.)
The normal bundle of Choose a normal vector in Y 2 in a similar way. Then these two vectors determine an orientation of the fiber of T at this point, and this orientation is well-defined (independent of the choice of the local orientation of M ).
So in both cases we are in the special case (T can be induced from RP ∞ × * ).
We will define W in a slightly different way than before. Let F be a fiber of T,
These are well-defined (invariant under the O(1)-action). In fact V 1 is just V , and V 2 is its image under the isometry t :
. Therefore V 2 is a submanifold too, and is also diffeomorphic to D 1 × S 0 . The sets S 0 × {0} and {0} × S 0 are invariant under t, so ∂V 1 = ∂V 2 . In any fiber F of T we will choose one of V 1 and V 2 according to the following rules.
If Y 1 and Y 2 are co-oriented, then their normal bundles, restricted to the subsets
Exactly one of V 1 and V 2 has a co-orientation in F which is compatible with the orientations of these normal bundles, this V i will be chosen. (See Let W be the subset of T which is the union of the chosen V i -s in all fibers. Then W is a locally trivial bundle over M with fiber D 1 × S 0 , and its boundary is ∂W = B. By construction W has a co-orientation or orientation compatible with that of Y 1 and Y 2 .
General case
First let us recall a few facts about CP ∞ .
Let C ∞ = {a = (a 0 , a 1 , a 2 , . . . ) | a i ∈ C, a i = 0 for only finitely many i}, then
, where a ∼ λa for all a ∈ C ∞ \ {0} and λ ∈ C \ {0}. We define 1 , a 2 , . . . ), so a = (a 0 , a ), and let [a] be its image in CP ∞ , if a = 0. The norm a makes sense in C ∞ too, since the sum
In fact we can define a bundle structure with fiber C and structure group U (1) on CP ∞ \ * , which turns it into the normal bundle ν of CP ∞−1 in CP ∞ . We choose a system of contractible open subsetsÛ i covering CP ∞−1 . Over such aÛ i we can continuously choose representatives (0, b ) for each point [0, b ] such that b = 1 (this is equivalent to choosing a section of the tautological S 1 -bundle over CP ∞−1 , which can be done over a contractible subset). Consider the mapsφ i :
. These define a locally trivial bundle, and the structure group is
is its deformation retract, a homotopy between the identity and the constant map is given by
Now let us return to our original problem. We consider the case of a general
, this is a codimension-2 co-orientable codimension-1 arbitrary submanifold in M .
The bundles ξ
and (id ×h 0 ) * ξ CP ∞ × * are isomorphic (because id ×h 0 is a deformation retraction). The latter is a U (1)-bundle, so this is also true for the former. Since T is induced from ξ, over f and (id ×h 0 ) * ξ CP ∞ × * , we will specify this isomorphism later.)
Let S be a tubular neighbourhood of N in M , it is the total space of a bundle S with fiber D 2 and structure group U (1). This is the pullback of the disk bundle ofν by f N : N → CP ∞ × CP ∞−1 . Let π : S → N denote the projection of S. The following lemma describes the structure of W around N . Lemma 2.6. There exist
• trivializing neighbourhoods U k ⊆ N for both S and T N ,
denotes the transition map between ϕ k1 and ϕ k2 (ie. at each point p its value is the map ϕ
is the transition map between ψ k1 and ψ k2 , and pr 2 :
is the projection to the second component, then ϕ k1,k2 = pr 2 •ψ k1,k2 ; and
if we use ψ k to identify the fiber F q of T over q and D 4 , then
Proof. Let γ denote the tautological line bundle over
is the universal bundle with fiber C 2 and structure group U (1) × U (1) (with its usual action on C 2 ). This is identical to the universal bundle ξ in the sense that a system of trivializing neighbourhoods and abstract transition maps for one of them will form such a system for the other one as well. (By abstract transition maps we mean maps from intersections of trivializing neighbourhoods to U (1) × U (1). To produce actual gluing maps we need to compose these with the appropriate action of U (1) × U (1) on the fiber.) Since T is induced from ξ, and local trivializations can be pulled back, we can construct local trivializations of T via those of γ × γ.
We can choose contractible open subsetsÛ j covering CP ∞ . If in eachÛ j we fix a representative a for each point [a], these determine a mapσ j :
Consider all possible productsÛ j ×Û i . These will form a system of contractible open subsetsŨ k covering CP
, this is an isomorphism (it is well-defined, ie. independent of the representative d, and depends only on [d] and λd). If we multiply it by the identity of γ, we get an isomorphism
Since S is the pullback ofν by f , andφ k is a local trivialization ofν overŨ k , it can also be pulled back to a local trivialization ϕ k of S over U k . Sinceψ k is a local trivialization of γ × γ overŨ k , it determines a local trivialization of ξ overŨ k , which in turn can be pulled back to a local trivialization ψ k of T over U k . FinallyH determines an isomorphism between ξ CP ∞ ×(CP ∞ \ * ) and π * ξ CP ∞ ×CP ∞−1 , which is pulled back to an isomorphism H between T S and π * (T N ).
We need to prove that these maps satisfy the conditions of the Lemma.
For the first condition it is enough to check thatφ k1,k2 = pr 2 •ψ k1,k2 (these are the transition maps betweenφ k1 andφ k2 , and betweenψ k1 andψ k2 ), because transition maps between local trivializations of γ × γ determine those of ξ, and are pulled back to those of T.
So assume thatŨ k1 =Û j1 ×Û i1 andŨ k2 =Û j2 ×Û i2 have non-empty intersection.
Remark. Similarly we can show thatφ i1,i2 =ψ i1,i2 , which proves the well-known fact that the normal bundle ν of CP ∞−1 in CP ∞ is the complex conjugate of the tautological bundle γ CP ∞−1 or in the real case ν ∼ = γ RP ∞−1 .
The local trivializationψ k and the isomorphismH determine a local trivial-
, and we assume that a and (0, b ) are the previously chosen representatives, so b = 1) and (x, y) ∈ C 2 . We first
The local trivilaization ψ k is constructed in the same way from ψ k and H asψ k fromψ k andH, therefore it is the pullback ofψ k .
Let
. This is an isomorphism between the trivial bundle h * 0 (γ * ) and γ CP ∞ \CP ∞−1 , and it induces an isomorphism between (γ × γ)
It determines an isomorphism between ξ
and (id ×h 0 ) * ξ CP ∞ × * , we assume that this is used to define W .
be the map given
, so it determines a local trivialization of
. This can be pulled back to a local trivialization σ j of T over
where
The fiber of γ × γ over this point can be identified with C 2 by eitherψ k orσ j . The identification byψ k sends (x, y) ∈ C 2 to the point (xa, ( U (1)) is (1, θ) .
Similarly F q can be identified with D 4 by either ψ k or σ j . Let (x, y) be coordinates on F q coming from the first identification, and (x , y ) be coordinates coming from the second. The transition map between ψ k and σ j is determined by the transition map betweenψ k andσ j , therefore x = x and y = θy.
By the construction of W , W ∩ F q = (x , y ) | 2x y = 1 − |x | 2 − |y | 2 . This can be expressed in the coordinates coming from ψ k as (x, y) | 2xθy = 1 − |x| 2 − |y| 2 . This proves that the second condition is also satisfied. Now that we have a description of W around N , we can finish the construction of W and prove that we get a manifold with boundary B.
For any fiber F of T over a point of N , let
This is well-defined (invariant under the (U (1) × U (1))-action). Let W be the union of theṼ s in all fibers over N , and let
Proposition 2.7. W is a (topological) submanifold of T .
Proof. We need to find euclidean neigbourhoods of the points of W in W . Choose any p ∈ N . Let G be the fiber of S over p, and fix an identification between G and D 2 , coming from some ϕ k . Let F g be the fiber of T over g ∈ G, andṼ = F 0 ∩ W be the fiber of W over p. ψ k is used to identify F g with D 4 . A point ofṼ has a neighbourhood in W that is the direct product of a neighbourhood of this point in T G ∩ W , and a neighbourhood of p in N . The latter is euclidean, so all we need to prove is that points ofṼ have euclidean neighbourhoods in T G ∩ W .
By Lemma 2.6 F
So intṼ is open in T G ∩ W , and it is also an open subset (hence a submanifold) in F 0 , so its points do have euclidean neighbourhoods in T G ∩ W .
Next consider a point (x, y) ∈ ∂Ṽ with x = 0, y = 0. It has a euclidean half-space as a neighbourhood inṼ . In T G ∩ W it also has a half-space neighbourhood, which is the image of the following map. Its domain is the product of [0, ε) (for a small ε > 0) and a small neighbourhood of (x, y) in ∂Ṽ , and it sends (t, (x , y )) (where t ∈ [0, ε), (x , y ) ∈ ∂Ṽ ) to (x , y ) in the fiber F t |x y | x y . (Using Lemma 2.6 we can check that this is a homeomorphism of a half-space onto a neighbourhood of (x, y) in T G ∩ W .) These two half-space neighbourhoods together form a euclidean neighbourhood of (x, y) in T G ∩ W .
Next take a point (x, 0) ∈ S 1 × {0} ⊂ ∂Ṽ . This will be a boundary point of W , so we will construct a euclidean half-space neighbourhood of it in T G ∩ W .
i | x 1 0 be the i-dimensional half-space, and
+ be an i-dimensional cone. Let U be a neighbourhood of x in S 1 . In Case 1 U = {x} ⊂ S 0 . We will define a homeomorphism between a neighbourhood of (x, 0) in T G ∩ W and a neighbourhood of (x, 0, 0, 0) in
and it is in ∂Ṽ if t = 0, and each point in a neighbourhood of (x, 0) is of this form). j is well-defined and injective because (
, and t 1 = t 2 = 0, and this is equivalent to (u 1 , s 1 , u 1 (
+ \ C 2 , because 0 s |u (s + t)|, and it maps surjectively onto a neighbourhood of (x, 0, 0, 0). So j is a homeomorphism between a neighbourhood of (x, 0) in T G ∩ W and a neighbourhood of (x, 0, 0, 0) in
This is well-defined and injective, and it maps into U × C 3 into U × C 2 , because s |u s |. So this is a homeomorphism between a neighbourhood of (x, 0) inṼ and a neighbourhood of (x, 0, 0, 0) in U × C 3 .
The maps j and j are both defined on ∂Ṽ , and for any u ∈ U , u ∈ S 1 , s ∈ [0, ε) they take the same value on (u(1 − s), u s) ∈Ṽ ⊂ F 0 , namely (u, s, u s). So together they form a homeomorphism j between the neighbourhoods of (x, 0) in T G ∩ W and U × R Finally to prove that points in {0} × S 1 have euclidean neighbourhoods consider the map (x, y) → (y, x) in all fibers of T G . It maps T G ∩ W onto itself and S 1 × {0} onto {0} × S 1 , so points of the latter also have euclidean neighbourhoods.
We can also see from the above that ∂W = B. This finishes the proof of Theorem 1.2.
The smooth version
The construction of W 2
Fix some 0 < ε 1 < ε 2 < 1. Choose a smooth map :
, and is strictly increasing in [ε 1 , ε 2 ].
We define a subset W 2 ⊂ T S in the following way: Let q ∈ S, p = π(q) ∈ N , and F q be the fiber of T over q. Choose a k such that p ∈ U k , and let g = tθ ∈ D 2 (where t ∈ [0, 1], θ ∈ S 1 ) be the point that satisfies q = ϕ k (p, g). We use ψ k to identify F q and D 4 . Let
Proposition 3.1. The set W 2 is well-defined, ie. the subset F q ∩ W 2 ⊂ F q defined above does not depend on the choice of k.
Proof. If q ∈ N , ie. t = 0, then the set (x, y) ∈ F q ≈ D 4 | xy = 0 is independent of which ψ k is used to identify F q and D 4 , because it is (U (1) × U (1))-invariant and T is a (U (1) × U (1))-bundle.
This makes sense (the denominator is always positive, since 1 − L < 1 and 0 |x| 2 + |y| 2 1, and the image is in F q as we will see soon), and it is independent of which ψ k is used to define coordinates in F q . Indeed, it maps each point (x, y) into itself multiplied by a scalar which depends only on |x| 2 + |y| 2 , and that is independent of k. We claim that d (t) maps F q ∩ W to F q ∩ W 2 , independently of which k is used to define the latter. This will prove that F q ∩ W 2 is independent of k.
Choose any k and use ψ k to identify F q and D 4 . By Lemma 2.6
In order to prove our claim we first check that if 2xθy = r(1 − |x| 2 − |y| 2 ) for some θ ∈ S 1 , r > 0, and
This works for each k, so our claim, and therefore the Proposition is proved.
Proposition 3.2. W 2 is a smooth submanifold of T .
Proof. Let S ε2 denote (the total space of) the subbundle of S with fiber D 2 ε2 , the disk of radius ε 2 . By definition of W 2 (using Lemma 2.6, and that
, therefore it is a smooth submanifold of T M \Sε 2 .
Consider the map d :
From the proof of Proposition 3.1 we see that this is well-defined, and it is a diffeomorphism (recall also that is smooth). We also see that it maps W ∩ T S\N to W 2 ∩ T S\N , which proves that the latter is a smooth submanifold of T S\N . Now we only need to prove that W 2 is a smooth submanifold near T N . Let p ∈ N , and G be the fiber of S ε1 over p. Near F p the pair (T, W 2 ) is locally the product of a neighbourhood of p in N and the pair (T G , W 2 ∩ T G ), so we need to prove that
be the trivialization of T G coming from ψ k . If we use this trivialization, then
(By the definition of
, and in this case tθ
Consider the map w :
, so it is enough to prove that each point in
If |x| 2 + |y| 2 < 1, then the first two columns of the matrix are linearly independent, therefore (g, x, y) is a regular point. If |x| 2 + |y| 2 = 1, and (g, x, y) ∈ W 2 ∩ T G , then xy = 0, therefore x = 0, |y| = 1, or y = 0, |x| = 1. In the first case the third and fourth column of the matrix are two orthogonal vectors of length 2, therefore they are linearly independent. In the second case the same holds for the last two columns. Therefore the rank of dw is 2 at each point of W 2 ∩ T G , so it is a smooth submanifold.
In Case 1 we use the map w :
, and this is never 0. If x 2 + y 2 < 1 then the first, if x = 0, |y| = 1, then the second, and if y = 0, |x| = 1 then the third entry is non-zero.
Proof. For any fiber F of T Proof. First, W 2 ∩ T M \N is co-oriented (it is the image of W under a diffeomorphism of T M \N , and W is co-oriented, as we saw in Section 2.2). This is enough, because W 2 ∩ T N is the union of two codimension-2 submanifolds in W 2 (they are the subbundles of T over N with fibers D 2 × {0} and {0} × D 2 ), so the co-orientation of W 2 ∩ T M \N extends to W 2 .
A homeomorphism between W and W 2
We will show a homeomorphism between (T S ∩ W ) and W 2 that is identical on ∂(T S ∩ W ). It immediately extends to a homeomorphism W → W 2 that is identical on ∂W .
First we define a subset W 0 ⊂ T S . For any p ∈ N choose a k with p ∈ U k , use ϕ k to identify D 2 with the fiber G of S over p, and use ψ k to identify D 2 × D 4 with T G . Let F g be the fiber of T over g ∈ G. Let
Proposition 3.5. The set W 0 is well-defined, and it is homeomorphic to W 2 .
Proof. From the definition we see that F 0 ∩ W 0 = (x, y) ∈ F 0 ≈ D 4 | xy = 0 , and
(see the proof of Proposition 3.1 for the definition of d L ).
We saw that d is well-defined (independent of k). It is continuous, because t (t) = 1 if t ε 1 and d 1 = id. The calculation in the proof of Proposition 3.1 shows that
Since W 2 is well-defined, this is also true for W 0 . And if we consider all these maps d for each p ∈ N , together they form a homeomorphism (in fact a diffeomorphism) between W 2 and W 0 .
We will construct a homeomorphism I : T S ∩ W → W 0 which is identical on the boundary. This, composed with the homeomorphism we just defined will be a suitable homeomorphism
Let p ∈ N , and let G be the fiber of S over p. We will construct a homeomorphism i : T G ∩ W → T G ∩ W 0 , this will be made up of two pieces, i and i .
Choose a k with p ∈ U k , and use ϕ k and ψ k for the identifications G ≈ D 2 and
Let the maps a, b :
, and it follows from Lemma 2.6 that (
Note that (since |x| + |y| = 1) |x| 2 + |y| 2 = 1 holds iff |x| = 1, y = 0 or |y| = 1, x = 0. It is also equivalent to 1 − |a(tθ, x, y)| 2 − |b(tθ, x, y)| 2 = 0 (because |a(tθ, x, y)| |x| and |b(tθ, x, y)| |y|). Proposition 3.6. The map i is well-defined (ie. independent of k). y 2 ) ), for some k 1 , k 2 , then we want to prove that ψ k1 (ϕ k1 (p, z 1 ), (a 1 , b 1 
Our assumption means that ϕ k1 (p, t 1 θ 1 ) = ϕ k2 (p, t 2 θ 2 ) (therefore t 1 = t 2 and θ 2 = ϕ k1,k2 (p)(θ 1 )), and that ψ k1 (p, (x 1 , y 1 )) = ψ k2 (p, (x 2 , y 2 )). Let (α, β) = ψ k1,k2 (p) ∈ U (1) × U (1), then x 2 = αx 1 , and y 2 = α −1 βy 1 . This implies that a 2 = αa 1 and
We can also see that if
. By the first part of Lemma 2.6 ϕ k1,k2 (p) = pr 2 (ψ k1,k2 (p)) = β, therefore
. From the definition of ψ k we see that the two equalities we have proved imply that ψ k1 (ϕ k1 (p, z 1 ), (a 1 , b 1 Proof. We need to prove this at points (x, y), where |x| 2 + |y| 2 = 1, ie. |x| = 1, y = 0 or |y| = 1, x = 0. The maps a and b are everywhere continuous (and smooth), and at such points a(tθ, x, y) = x and b(tθ, x, y) = y. Now fix some x 0 of absolute value 1, and t 0 θ 0 ∈ D 2 , we will consider the point (t 0 θ 0 , x 0 , 0) (points of the other type can be handled similarly). We have to prove that the following expression tends to t 0 θ 0 as (tθ, x, y) → (t 0 θ 0 , x 0 , 0):
and
Therefore if t 0 = 0, then the whole expression tends to 0. If t 0 = 0, then θ is welldefined for points (tθ, x, y) in a neighbourhood of (t 0 θ 0 , x 0 , 0), and it is the argument of xy, therefore
Proposition 3.8. The map i is injective.
Proof. i restricted to points with |x| 2 + |y| 2 = 1 is the identity map, so it is injective here. If |x| 2 + |y| 2 < 1 then |a(tθ, x, y)| 2 + |b(tθ, x, y)| 2 < 1, so i can't take the same value on such a point as on a point of the first type. So it is enough to consider points of the second type. We will prove that (a, b) :
is injective on such points, this will imply our statement.
For a point (tθ, x, y) ∈ T G ∩ W with |x| 2 + |y| 2 < 1 (ie. xy = 0), θ is the argument of xy, so it is uniquely determined by x and y. So what we want to prove is that if (a, b)(t 1 θ 1 , x 1 , y 1 ) = (a, b)(t 2 θ 2 , x 2 , y 2 ), then t 1 = t 2 , x 1 = x 2 , and y 1 = y 2 . Since a(tθ, x, y) is a positive scalar multiple of x, and b(tθ, x, y) is a positive scalar multiple of y, that equality holds iff x 2 and y 2 are positive scalar multiples of x 1 and y 1 respectively and |a(t 1 θ 1 , x 1 , y 1 )| = |a(t 2 θ 2 , x 2 , y 2 )| and |b(t 1 θ 1 , x 1 , y 1 )| = |b(t 2 θ 2 , x 2 , y 2 )|.
Therefore it is enough to prove that the last two equalities imply that t 1 = t 2 and |x 1 | = |x 2 | (and |y 1 | = |y 2 |, but this follows from |x 1 | = |x 2 |, because |y| = 1 − |x| for points of
Then |a(tθ, x, y)| = a * (t, |x|), and |b(tθ, x, y)| = b * (t, |x|). So we need to prove that (a * , b * ) is injective. (Recall that we are considering points with |x|
This implies that (A − x)(x 2 − 2x) = (B + x − 1)(x 2 − 1), therefore x satisfies the equation 0 = 2x
. The value of this degree-3 polinomial is (1 − B) > 0 in 0 and (A − 1) < 0 in 1, so it has one root in each of the intervals (−∞, 0), (0, 1), (1, ∞) . Since x is in (0, 1), the pair (A, B) uniquely determines x, and also t by ( * * ). Therefore (a * , b * ) is injective.
be defined by the following formulas. (Here x, y ∈ D 2 such that |x| + |y| 1.)
Proposition 3.9. The map i is well-defined (ie. independent of k).
Proof. The proof is analogous to that of Proposition 3.6. Suppose ψ k1 (p, (x 1 , y 1 )) = ψ k2 (p, (x 2 , y 2 )) for some k 1 , k 2 , then we want to prove that
, this means that x 2 = αx 1 , and y 2 = α −1 βy 1 . This implies that c 2 = αc 1 , and
Another consequence is that z 2 = βz 1 . By the first part of Lemma 2.6, ϕ k1,k2 (p) = pr 2 (ψ k1,k2 (p)) = β, therefore ϕ k1 (p, z 1 ) = ϕ k2 (p, z 2 ). Proof. We need to prove this at points (x, y), where |x| 2 + |y| 2 = 1. The maps c and d are everywhere continuous, and at such points c(x, y) = x and d(x, y) = y. Now fix some x 0 of absolute value 1, we will consider the point (x 0 , 0). We have homomorphism H 3 (∂P 2 ) → H 3 (i(P 1 )) (which is induced by the inclusion) maps the generator to 0.
Since q ∈ i(P 1 ), the homomorphism
, therefore it maps the generator to 0. We have obtained a contradiction, this proves that i must be surjective.
Proposition 3.13. The map i is injective.
Proof. Since i and i are injective, we only need to prove that i (tθ,
Since i is continuous, injective, andṼ is compact, i (Ṽ ) is the homeomorphic image ofṼ . So it is a closed codimension-0 submanifold (with boundary) in W 0 , therefore any path in W 0 connecting a point of i (intṼ ) with a point outside i (Ṽ ) must intersect i (∂Ṽ ).
) is disjoint from F 0 ∩ W , and i is injective, so this is a contradiction.
This proves that i is injective.
To sum up, i is a continuous bijection between T G ∩ W and T G ∩ W 0 , and since T G ∩ W is compact, this is a homeomorphism.
For each p ∈ N we can construct this homeomorphism i. Together they will form a homeomorphism I : T S ∩ W → W 0 . (This I is continuous, because for any k, i is defined by the same formula for every p ∈ U k , so I is continuous restricted to T S| U k ∩ W .) We saw that i is identical on the boundary, so this holds for I too. This finishes the proof of the existence of a suitable I. Since i maps a subset of T G ≈ D 2 × D 4 into another one, it is homotopic to the inclusion T G ∩ W → T G through a linear homotopy. The linear homotopy is welldefined, and can be defined for all fibers G of S, so I is homotopic to the inclusion
The same argument proves that I composed with the homeomorphism W 0 → W 2 is homotopic to the inclusion, hence the homeomorphism W → W 2 we constructed is homotopic to the inclusion W → T . This finishes the proof of Theorem 1.3.
Proof of Proposition 1.5. If Y 1 is both oriented and co-oriented, then it defines a local orientation of X at each of its points (by taking the orientations of the tangent space and normal space of Y 1 ). Similarly Y 2 defines a local orientation of X at each point of Y 2 . So both of them determine local orientations of X at points of Y 1 ∩ Y 2 = M . This is a deformation retract of T , and T is a codimension-0 submanifold in X, therefore the local orientations of X along M correspond to orientations of T .
First suppose that there exists an oriented and co-oriented Y . This determines an orientation of T . It must coincide with the orientation induced by Y i (because in the points of B i , the orientation and co-orientation of Y coincide with those of Y i ). This holds for both Y i , so they must define the same orientation of T .
Next suppose that Y 1 and Y 2 define the same orientation of T . As we saw, we can construct a co-oriented Let t : H n−1 (X) → H n−1 (X)/ Tor(H n−1 (X)) = F be the natural homomorphism. We call an elementα ∈ F primitive ifα = kβ (k ∈ Z,β ∈ F ) implies |k| = 1. F is a free Abelian group, so for each non-zeroα ∈ F there is a unique positive integer k and a primitive elementβ ∈ F such thatα = kβ, we will denote this k by div(α) (and div(0) = 0). For an α ∈ H n−1 (X) let div(α) = div(t(α)), α is called primitive if div(α) = 1. If X is orientable, then H n−1 (X) is free, so for each α ∈ H n−1 (X) there is a primitive β such that α = div(α)β. If X is non-orientable, then Tor(H n−1 (X)) = Z 2 , let σ denote the order-2 element. In this case for each α there is a primitive β such that α = div(α)β or α = div(α)β + σ. If div(α) is odd, then an equation of the second type can be rewritten to one of the first type, because div(α)β + σ = div(α)(β + σ), and (β + σ) is primitive too.
The following theorem was proved in Meeks-Patrusky ( [1] ) and Meeks ([2] ):
Theorem 4.1. If an embedded oriented codimension-1 submanifold represents α ∈ H n−1 (X), then it has at least C(α) connected components, where
if X is non-orientable and α = div(α)β for a primitive β div(α) 2 + 1 if X is non-orientable, div(α) is even and α = div(α)β + σ for a primitive β
Using this theorem we can prove the following: Proof. We construct a graph G. The vertices of G will be the connected components of Y 1 \ M and Y 2 \ M . Each connected component M of M will correspond to two edges. If the normal bundle of M in Y 1 is trivial, then it is contained in the boundaries of two connected components of Y 1 \ M , and G will contain an edge between these two components (these components may be equal, so this edge may be a loop).
If the normal bundle is non-trivial, then M is contained in the boundary of only one component, and G will contain a loop on the corresponding vertex, such loops will be called special. . We define another graph G with the property that its connected components are in a bijection with the connected components of Y . The vertices of G will be those of G. Again, edges will be defined for each connected component M of M , we will need to consider 3 cases:
First suppose that M corresponds to the non-special edges x 1 x 2 and y 1 y 2 in G 1 and G 2 (these may be loops). When we construct Y , we replace a neighbourhood of M in Y 1 ∪ Y 2 by W ∩ T M , which joins x 1 with y 1 and x 2 with y 2 , or x 1 with y 2 and x 2 with y 1 (more precisely, we should write here x 1 \ T instead of x 1 , etc.). The graph G will then contain the edges x 1 y 1 and x 2 y 2 , or x 1 y 2 and x 2 y 1 .
If M corresponds to a special loop on x in G 1 and a non-special edge y 1 y 2 in G 2 , then x \ T , y 1 \ T and y 2 \ T will be in the same connected component of Y , so G will contain the edges xy 1 and xy 2 . The case of a special loop in G 2 and a non-special edge in G 1 is similar.
If M corresponds to special loops on x and y in G 1 and G 2 , then x \ T and y \ T will be in the same connected component of Y , so G will contain the edge xy.
The connected components of G correspond to the connected components of Y . By the theorem of Meeks, Y has at least C([Y 1 ] + [Y 2 ]) connected components, so this is also true for G . But G is a bipartite graph, and each of its vertices has degree at least 1 (because this is true in G, and if a vertex is contained in an edge in G, then it will be contained in an edge in G ), so the number of connected components is at most the number of vertices in either G 1 or G 2 . Since Proof. First we construct aỸ 1 from Y 1 . The normal bundle of Y 1 is an R 1 -bundle, so we can take its S 
