Abstract. We obtain the asymptotic expansion of the solutions of some anisotropic heat equations when the initial data belong to polynomially weighted L p -spaces. We mainly address two model examples. In the first one, the diffusivity is of order two in some variables but higher in the other ones. In the second one we consider the heat equation on the Heisenberg group.
Introduction
This paper is devoted to the asymptotic behavior as time tends to infinity for the Cauchy problem associated with some anisotropic heat equations, with initial data in polynomially weighted L p spaces. There are a number of results on asymptotic behavior of the classical isotropic heat equation on the whole space:
(1.1) u t (z, t) = ∆u(z, t) z ∈ R N , t > 0,
The key to obtain a complete asymptotic expansion of solutions as t → ∞ is a decomposition of the initial data on the basis constituted by Dirac's delta and its derivatives, proved in [3] and that we recall for the sake of completeness. The asymptotic expansion reads as follows:
Let G(·, t) be the heat kernel. For any 1 ≤ p ≤ N/(N − 1) and k ≥ 0 an integer the solution of problem (1.1) satisfies:
We refer to [3] for a proof and various extensions. According to this expansion the asymptotic behavior of solutions of the heat equation can be described in terms of the Gaussian heat kernel and its space derivatives, using the moments of the initial data as coefficients.
This decomposition is of isotropic nature; all space variables are treated equally, with the same homogeneity. This fact does not permit dealing with anisotropic heat kernels that would require different decomposition results, weighting the various euclidean variables differently, or even with isotropic heat kernels, as the one associated with the heat equation (1.1), but with initial data in anisotropically weighted spaces.
In this paper we present new decomposition results for the initial data that lead both to new results for the heat equation (1.1) and that, simultaneously, allow handling a number of anisotropic heat kernels.
We focus mainly on two model examples to illustrate the key ideas and the phenomena that emerge due to anisotropy.
The first one is the following diffusion equation, of mixed order, namely order two in some of the space variables, and order four in the other ones:
(1.2) u t (z, t) = ∆ 2 x u(z, t) + ∆ y u(z, t), z = (x, y) ∈ R m × R n , t > 0,
The solution u can be written in convolution form as u(t) = G t * f where G t is the fundamental solution
where the similarity profile G 1 is a smooth function.
Based on the decomposition obtained in [3] we get a new one (see Lemma 3.1 below) allowing us to prove the following asymptotic expansion.
Observe that the assumptions on the initial data weigh differently the various euclidean variables, taking into account the inhomogeneity of the diffusion operator. The resulting decomposition is in agreement with the different weight that the euclidean variables have in the fundamental solution, so that the overall contribution of its different derivatives is balanced. For simplicity we only have stated the result in the L 1 (R m+n )-norms but similar results can be stated in L p (R m+n ) spaces under some restrictions on the exponent p. The decomposition in [3] would be insufficient to obtain such results since it is of isotropic nature, thus weighting equally all space variables, which is not sufficient to deal with the anisotropy of the heat kernel under consideration. The method presented in this paper allows treating separately the euclidean variables with different homogeneity.
As we shall see, the decomposition used to obtain this result can also be applied in the case of the classical isotropic heat equation, leading to new results on its asymptotic decomposition as t → ∞.
The second problem we address is the heat equation on the Heisenberg group:
Let us recall that, as for the classical heat equation, the heat semi-group on H n is given by the convolution between the initial datum and the fundamental solution, a function in the Schwartz class (see [4] 
where * is the convolution on the Heisenberg group while H t is defined by
Moreover, the function H can be computed explicitly (cf. [4] )
dσ.
In this case we obtain the following asymptotic expansion.
(1.5)
where Z j , j = 1, . . . , 2n are the first 2n vector fields of the Lie algebra on H n .
The results presented here can be extended to more general situations, for example to the heat equation on homogeneous Carnot groups. We refer to [6] where this issue is addressed, although the results in that paper do not take into account the different homogeneity in what concerns the needed assumptions on the initial data. Note also the existing results for heat equations in heterogeneous media. For instance in [5] by combining the results in [3] and Bloch-wave expansions a complete asymptotic expansion is given for the heat equation in periodic media. We also refer to [2] for similar expansions in the context of Vlasov -Poisson -Fokker -Planck equations.
The paper is organized as follows. In Section 2 we consider the classical isotropic heat equation to illustrate that the use of the new decomposition results we present here leads to new asymptotic expansions as t → ∞ that can not be derived out of [3] . In Section 3 we consider the anisotropic model (1.2), proving Theorem 1.1 and we compare it with the asymptotic decomposition results one could get out of the isotropic decomposition results in [3] . In the last section we present some classical facts about the Heisenberg group and give the proof of the corresponding asymptotic expansion stated in Theorem 1.3.
Decomposition Lemmas
In this section we obtain some variants of the results in [3] on the decomposition of functions defined in the euclidean space in the basis of Dirac's deltas and its derivatives. We shall derive some applications to the asymptotic behavior of the isotropic heat equation for initial data in anisotropically weighted spaces.
In what follows we denote by D(R N ) the space of C ∞ and compactly supported functions and by D ′ (R N ) its dual. We first recall the following decomposition [3] .
where the functions F α , defined for |α| = k + 1, are given by
Moreover, for any p ∈ [1,
) the following holds
Remark 1. By density, the above result holds for all
The above result is a consequence of Taylor's formula with integral remainder, applied to any test function ϕ:
We now derive some anisotropic variants. For, given z ∈ R N , N ≥ 2 we decompose it as z = (x, y) ∈ R m × R n with m + n = N. We then use a splitting argument and apply first Taylor's expansion in the y variable with x fixed and then perform Taylor's expansion in x.
Lemma 2.2. For any ϕ ∈ D(R N ) the following holds
Proof. Using Taylor's expansion in y with x fixed we get
Now, applying Taylor's expansion with respect to x we get:
Writing α = (β, γ) we obtain the desired identity.
We now introduce the space
Following the same ideas of treating differently the different variables x and y we get the following result.
where the remainder terms are defined as follows:
for |γ| ≤ k, |β| + |γ| = k + 1, and
Remark 2. The main term is the same as in Lemma 2.1, since
But estimating the remainder terms F γ and [Mf ] βγ different anisotropic spaces from those of Lemma 2.1 are needed. By density, the decomposition holds for all
We also define the natural norm on X
When p = 1 the space X p is exactly the one needed in Lemma 2.
Proof of Lemma 2.3. We write R N as R m × R n . We first fix x ∈ R m and apply Lemma 2.1 to the function y → f (x, y). Then
where (2.14)
A similar argument as in [3] shows that for any x ∈ R m and p ∈ [1,
Taking the L p (R m )-norm in the x-variable we obtain estimate (2.11). We denote by [Mf ] 
We apply Lemma 2.1 to the function x → [Mf ] γ (x) and obtain
where [Rf ] βγ is given by
Writing explicitly the function [Mf ] γ , we have (2.17)
where [Rf ] βγ are given by
Replacing [Mf ] γ in (2.13) with identity (2.17) we obtain
Proceeding as in [3] and using Minkowski's inequality, for any 1 ≤ p < m m−1 we get estimate (2.12) on the remainder
The proof is now finished.
We now apply the new decomposition obtained in Lemma 2.3 to the heat equation (1.1). 
Remark 3. In the case p = 1 the above estimate is the same as the one obtained in [3] by applying Lemma 2.1. The range of exponents p for which the above Theorem applies is larger than that in [3] but the space X p where the initial data is taken is more complex and of anisotropic nature.
Proof. We now apply Lemma 2.3 to the initial data f . Then
The proof of Theorem 2.1 is now finished.
An anisotropic heat equation of mixed order
This section is devoted to the analysis of the following system
The solution u of the above system is given by u(t) = G t * f where G t is the fundamental solution given by
, and the self-similar profile G 1 is so that its Fourier transform is such that
We now apply Lemma 2.1 to the initial data f . For any 1 ≤ p < N/(N − 1), N = m + n, we obtain that u, solution of (3.18), satisfies
or, writing each index α of length
Remark that, due to the anisotropy of the fundamental solution, the derivatives in the x-variable decay differently from those in the y-variable:
As a consequence, for large t we have
Note however that in the left hand side of the above inequality there are terms that decay faster than the remainder t − k+1 4 . Accordingly it is natural to split the terms in the left hand side in two parts: those that decay faster and, respectively, slower than t
It follows that, as long as f belongs to some weighted spaces, the solution u of system (3.18) satisfies for large time t the following estimate
We now state rigorously the result to which this analysis leads. For the sake of simplicity we state it for p = 1 only. 
Proof. We apply estimate (3.20) to obtain the following:
Since f belongs to L 1 (R N ) we obtain the desired result.
Observe that, in view of (3.19), we need twice more derivatives in x than in y to obtain the same decay of the kernel G t . We now give a new decomposition that, when applied to the anisotropic equation (3.18), distinguishes the two variables x and y.
We consider the case when k is an odd integer, k + 1 = 2m + 2. Since we have seen that
, |α| = 2|β| = 2m, we will take into account that, for the decay rate of the kernel, one derivative in y has the same effect as two derivatives in x.
Lemma 3.1. Let k be a positive odd integer. For any f ∈ D(R m+n ) it holds
, and
and, for f (x, y)
Observe that for any x ∈ R m and p ∈ [1,
Taking the L p (R m )-norm in the x variable we obtain estimate (3.22) . Recall the definition of [Mf ] γ given in (2.16). We apply Lemma 2.1 to the function
, with a remainder of order k + 1 − |γ| and obtain that (3.27)
Using decomposition (3.27) in (3.24) we obtain that f can be written as
Estimate (3.23) on the remainder [Rf ] βγ is obtained as follows: for any 1 ≤ p <
The proof is now complete.
We now apply this new decomposition to obtain an asymptotic expansion for the solutions of (3.18), and prove Theorem 1.1.
Proof of Theorem 1.1. We now apply Lemma 3.1 to our initial data f ∈ L 1 (R N , 1+|x| k+1 + |y| k+1 2 ). Then
. The proof of Theorem 1.1 is now complete.
Remark 5.
Remark that all the terms in the left hand side of the main estimate of Theorem 1.1 have a slower decay than those of the right hand side. Also observe that, with respect to Theorem 3.1, in Theorem 1.1 we have assumed only integrability of (k + 1)/2 moments in the variable y.
The Heisenberg Group
First of all we give the definition and describe the main aspects of the Heisenberg group. Given (z, θ) of R 2n+1 in the form (z, θ) = (z 1 , . . . , z n , z n+1 , . . . , z 2n , θ), the composition law on the group is given by
In this way (R 2n+1 , •) is a Lie group, whose identity element is the origin (z, θ) = (0, 0), the inverse being given by (z, θ) −1 = (−z, −θ). Let us now consider the dilations
We have that δ λ is an automorphism on (R 2n+1 , •) for every λ > 0. In this way H n = (R 2n+1 , •, δ λ ) is a homogeneous space. The Lie algebra on H n is given by the left invariant vector fields
The convolution product of two functions f and g on H n is defined by
where v −1 is the inverse of element v with respect to the group operation • on H n . Here, dw is the Haar measure on H n which is exactly the euclidian measure on R 2n+1 . It should be emphasized that the convolution on the Heisenberg group is not commutative. However if P is a left invariant vector field on H n then one sees easily that
The canonical sub-laplacian on H n is given by
In the case of the Heisenberg group H n the exponential and logarithmic maps (see [1] , Ch. We point out that properties (4.28) and (4.29) are not true in general for homogeneous Lie groups as we can see in the following example. Following [1] , Section 3.2, p. 158 let us set R N = R m × R n and denote its points z = (x, θ) with x ∈ R m and θ ∈ R n . Given a m × m matrix B with real entries let
where ·, · stands for the inner product in R m . Again δ λ :
is a homogeneous Lie group of step two. In this case the Exp and Log functions are given by (see (3.11), p. 167 in [1] )
and X 1 , . . . , X m , Θ 1 , . . . , Θ n is the Jacobian basis.
We can see that (4.28) and (4.29) hold if and only if B is a skew-adjoint matrix. In the case of H n this holds since the matrix B is given by
In the particular case of skew-symmetric matrices B we believe that the results of this section are still valid.
We now recall some results concerning Taylor's formula with integral remainder on homogenous Carnot groups (G, •).
Lemma 4.1 (Lemma 20.3.8, [1] ). Let x, g ∈ G and u ∈ C m (G, R). Then we have
Let us now apply this Lemma to the case of the Heisenberg group H n . Using the structure on H n we obtain that for any h ∈ H n and s ∈ R the following holds Exp(sLog h) = sh.
Thus Lemma 4.1 (see Corollary 20.3. 9 in [1] , p. 755) gives us the following:
where h 2n+1 = θ and Z 2n+1 = Θ.
We now follow the same ideas as in the case of the anisotropic heat equation making partial decompositions in some of the involved variables. Here, in the context of the Heisenbergh group, variables z = (z 1 , . . . , z 2n ) and z 2n+1 = θ will be treated separately. For simplicity we treat here only the case m = 1. sθ) )ds.
Remark 6. We emphasize the difference with formula (20.63) in [1] , p. 761:
Proof. We apply Lemma 4. We now apply the Taylor like identity in Lemma 4.3 to obtain a decomposition of a function f into Dirac's delta basis adapted to the Lie algebra on H n .
Theorem 4.1. For any f ∈ L 1 (R 2n+1 , 1 + |z| 2 + |θ|) the following decomposition holds: Moreover,
Proof. First of all it is sufficient to prove the above theorem for smooth f and then extend the result for any f ∈ L 1 (R 2n+1 , |z| 2 + |θ|). Let us choose f and ϕ two smooth functions. Applying Taylor We now apply the decomposition obtained in Theorem 4.1 to obtain the asymptotic behaviour of the solutions of the heat equation on the Heisenbergh group H n .
Proof of Theorem 1.3. Using decomposition (4.31) we have that u(z, θ, t)−
The proof of the decay rate property is now finished.
