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Abstract
In this paper we pose the study of consistent belief functions (cs.b.f.s) in the frame-
work of the geometric approach to the theory of evidence. As cs.b.f.s are nothing
but those belief functions whose plausibility assignment is the membership function
of a possibility measure, their study is a step towards a uni¯ed geometric picture
of a wider class of fuzzy measures. We prove that, analogously to consonant belief
functions, cs.b.f.s form a simplicial complex (a structured collection of simplices)
whose maximal simplices are congruent. The fact that consistency is strictly related
to the issue of combinability is re°ected by the similarity between the consistent
complex and the complex of singular belief functions, i.e. belief functions whose core
is a proper subset of their domain. We give a geometric description of the class of
cs.b.f.s associated with the same plausibility assignment. Finally, we argue that the
notion of complex brings together the possibilistic and probabilistic approximation
problems by introducing a convex decomposition of b.f.s in terms of \consistent
coordinates" on the complex, closely related to the pignistic transformation.
Key words: Theory of evidence, convex geometry, possibility assignments,
consistent belief functions, simplicial complex, pignistic transformation.
1 Introduction
Uncertainty measures play a mayor role in ¯elds like arti¯cial intelligence,
where problems involving formalized reasoning or machine learning are com-
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Preprint submitted to Elsevier Science 19 June 2007mon. Many engineering tasks require making decisions under scarce informa-
tion, and are then fertile ground for applications of uncertainty theory [12].
Autonomous navigation [36], database management, and computer vision [38]
(among the others) are signi¯cant examples.
The theory of evidence (ToE) [42] is one of the most popular approaches to
uncertainty, and was introduced in the late Seventies by G. Shafer as a way
of representing subjective probabilities or degrees of belief, starting from a
sequence of seminal works [14,13] of A. Dempster. In the ToE a belief function
(b.f.) is the mathematical object induced on the codomain of a multivariate
mapping by a probability de¯ned on its domain: Equivalent alternative def-
initions can however be given in terms of random sets [35,24], compatibility
relations, and inner measures [40,18].
From a combinatorial point of view, though, b.f.s can be assimilated to sum
functions, i.e. functions on the power set 2£ = fA µ £g of a ¯nite domain
£ b(A) =
P
BµA mb(B) induced by a basic probability assignment (b.p.a.)
mb : 2£ ! [0;1].
On one side, this allows to establish connections between probability theory
and combinatorics. It can be proven that the solution of the total probability
theorem for belief functions can be described in terms of graph theory, and
exhibits intriguing similarities with the theory of positive linear systems.
On the other side, the interpretation of b.f.s as peculiar sum functions unveils
links between theory of evidence and convex geometry. A geometric approach
to the theory of evidence has been recently introduced [8] in which belief
functions are seen as points of a Cartesian space. As a b.f. b : 2£ ! [0;1] is
speci¯ed by its N ¡ 1, N = 2j£j belief values fb(A) 8A µ £;A 6= ;g it can
be naturally thought of as a vector v = [vA = b(A);; ( A µ £]0 of RN¡1
(where 0 denotes the transpose of a matrix). The collection B of all the points
of RN¡1 which correspond to a belief function turns out to be a simplex (in
rough words a higher-dimensional triangle), which we call belief space. Results
on Dempster's sum of convex combinations have been proven, which reduce
issues like conditioning to propositions of convex geometry.
Even though the geometric approach was originally motivated by the approxi-
mation problem [11], it now clear that it is just a symptom of a strict relation-
ship between combinatorics and subjective probability. These links have never
been systematically explored, even though some work has been recently done
in this direction, specially by M. Grabish [20,19,25] and Yao [50,49]. Other au-
thors have also worked on the geometry of uncertainty measures [21]. P. Black,
in particular, dedicated his doctoral thesis to the study of the geometry of be-
lief functions and other monotone capacities [3]. In robust Bayesian statistics,
in general, a large literature exists on the study of convex sets of probability
distributions [34,5,2,23,41]. A b.f. can indeed be seen as the lower envelope of
a convex set of probabilities P[b] = fp : p(A) ¸ b(A) 8A µ £g, its associated
belief value b(A) on each event A being the lower bound to the probability
value on A in P[b]. The corresponding upper bound plb(A) = 1 ¡ b(Ac) is
called plausibility value, and the function plb : 2£ ! [0;1] plausibility function
2(pl.f.). The restriction of a plausibility function to singletons only is called
plausibility assignment (pl.ass.) ¹ plb : £ ! [0;1].
Plausibility functions and assignments relate the ToE to possibility theory
[15]. Possibility measures are functions on the power set of £ of the form
Pos(A) = supx2A ¼(x), where ¼ : £ ! [0;1], x 7! ¼(x) is called membership
function, and uniquely characterizes the possibility measure Pos. It is well
known that possibility measures have counterparts in the theory of evidence
as special belief functions whose pl.f. is a possibility measure, called consonant
b.f.s [16,29,1]. They coincide with those b.f.s whose focal elements (events with
non-zero mass mb(A) 6= 0) are nested [42].
We have recently started to study the properties of consonant belief functions
(co.b.f.s) in the framework of the belief space [10], and posed the problem of
¯nding consonant approximations of b.f.s with geometric methods. We showed
that co.b.f.s are associated with chains of subsets of their domain, and are
hence located in a structured collection of simplices in the belief space which
has the form of a simplicial complex [17]. However, it is not necessary for a
b.f. to be consonant in order for its plausibility assignment ¹ plb to be an ad-
missible membership function: It is su±cient for it to be consistent, i.e. all its
focal elements must have non-zero intersection. Unlike co.b.f.s, though, con-
sistent belief functions (cs.b.f.s) are not uniquely determined by their pl.ass.
¹ plb, which de¯nes in fact an entire equivalence class of such functions.
In this paper we then move forward to analyze the convex geometry of cs.b.f.s,
as an additional step towards a uni¯ed geometric picture of a wider class of
fuzzy measures. Consistent b.f.s have also meaningful relations with the no-
tion of combinability: A necessary and su±cient condition for the existence of
Dempster's orthogonal sum can be indeed given in terms of consistency. Con-
°ict and combinability play a central role in the theory of evidence [47,43,37],
and have been recently subject to novel analyses [32,26,33]. As consistent be-
lief functions are the counterparts of membership functions in the ToE, this
outlines a picture in which belief and possibility are intimately intertwined.
1.1 Paper outline
After introducing in Section 2 the basic notions of both theory of evidence
and possibility theory, we illustrate their links in terms of consonant and con-
sistent b.f.s and discuss the relationship between consistency and Dempster's
combination (Section 3). We then brie°y present the geometric approach to
uncertainty theory (Section 4) and review more speci¯cally recent results on
the convex geometry of consonant belief functions (4.2).
Section 5 forms the core of the paper. Following the intuition provided by
the simple case of ternary frames (5.1), we prove that the space of consistent
belief functions is indeed a simplicial complex (5.2) whose n = j£j maximal
simplices are associated with the singletons x 2 £. We show that they are all
3congruent with each other (5.4), and discuss the relation between consistent
and consonant subspace. In Section 5.3, in particular, we provide some results
on analytical expression and convex geometry of the class of cs.b.f.s with a
given plausibility assignment. In Section 6 we prove that the link between con-
sistency and combinability is re°ected by the similarity between the consistent
complex and the complex of non-combinable belief functions.
In Section 7, ¯nally, we show that each belief function can be given a set of
\consistent" coordinates on the consistent complex, which are strictly related
to the pignistic transformation [46,45].
2 Belief and possibility measures
The following de¯nitions are drawn from [42].
De¯nition 1 A basic probability assignment on a ¯nite set (frame of dis-
cernment [42]) £ is a function mb : 2£ ! [0;1] on 2£ : = fA µ £g s.t.
mb(;) = 0;
X
Aµ£
mb(A) = 1; mb(A) ¸ 0 8A µ £:
Subsets of £ associated with non-zero values of mb are called focal elements
(f.e.), and their intersection core: Cb
: =
T
Aµ£:mb(A)6=0 A. We denote by Eb the
list of f.e. of b.
De¯nition 2 The belief function b : 2£ ! [0;1] associated with a basic prob-
ability assignment mb on £ is de¯ned as: b(A) =
P
BµA mb(B).
Conversely, the unique basic probability assignment mb associated with a given
belief function b can be recovered by means of the Moebius inversion formula
mb(A) =
X
BµA
(¡1)
jAnBjb(B): (1)
A dual mathematical representation of the evidence encoded by a belief func-
tion b is the plausibility function (pl.f.) plb : 2£ ! [0;1], A 7! plb(A) where
the plausibility value plb(A) of an event A is given by
plb(A) : = 1 ¡ b(A
c) = 1 ¡
X
BµAc
mb(B) =
X
B\A6=;
mb(B) ¸ b(A) (2)
and expresses the amount of evidence not against A.
In the theory of evidence a probability function is simply a special belief
function assigning non-zero masses to singletons only (Bayesian b.f.):
mb(A) = 0; jAj > 1:
4Obviously, all focal elements of a Bayesian belief function are disjoint. The
opposite is true for consonant belief functions.
De¯nition 3 A belief function is said to be consonant if its f.e. are nested.
Proposition 1 (proven by Shafer [42]) illustrates some of their properties.
Proposition 1 If b is a belief function with plausibility function plb, then the
following conditions are equivalent:
(1) b is consonant;
(2) b(A \ B) = min(b(A);b(B)) for every A;B µ £;
(3) plb(A [ B) = max(plb(A);plb(B)) for every A;B µ £;
(4) plb(A) = maxx2A plb(x) for all non-empty A µ £.
The focal elements A1 ½ ¢¢¢ ½ Am of a consonant b.f. b always have a non-
empty common intersection, namely the smallest f.e. Cb = A1. However, not
all b.f.s whose core is non-empty are consonant.
De¯nition 4 A belief function is said to be consistent if its core is non-empty.
Possibility theory [15] is based on a special fuzzy measure called possibility
measure. The following de¯nitions are abstracted from [31].
De¯nition 5 A possibility measure (poss.m.) on a domain £ is a function
Pos : 2£ ! [0;1] such that Pos(;) = 0, Pos(£) = 1 and
Pos
³ [
i
Ai
´
= sup
i
Pos(Ai)
for any family of subsets fAijAi 2 2£;i 2 Ig, where I is an arbitrary set index.
Each poss.m. Pos is uniquely characterized by a membership function ¼
¼ : £ ! [0;1]
x 7! ¼(x) : = Pos(fxg)
(3)
(or possibility distribution) via the formula Pos(A) = supx2A ¼(x).
3 The semantics of consistent belief functions
Many authors, like Yager [48] and Romer [39] among the others, have studied
the connection between fuzzy theory and ToE [4]. For instance, Klir et al.
published an excellent discussion [31] on the relations among fuzzy and belief
5measures and possibility theory. Heilpern [22] also presented the theoretical
background of fuzzy numbers connected with possibility and Dempster-Shafer
theories, describing some representations of fuzzy numbers and studying the
notions of distance and order between fuzzy numbers based on these represen-
tations. The points of contact between evidential formalism (in the \transfer-
able belief model" implementation) and possibility theory have been brie°y
investigated by Ph. Smets in [44].
A central role in this link between belief and possibility measures is played
indeed by the class of consistent belief functions. More, those special b.f.s are
related to the very notion of combination of evidence.
3.1 Consistent belief functions and membership functions
Many of the studies cited above have pointed out that possibility measures
coincide in the theory of evidence with the class of consonant belief func-
tions. Let us call plausibility assignment (pl.ass.) ¹ plb [27] the restriction of
the plausibility function to singletons ¹ plb(x) = plb(fxg). From Condition 4 of
Proposition 1 it follows immediately that
Proposition 2 The plausibility function plb associated with a belief function
b on a domain £ is a possibility measure i® b is consonant.
the pl.ass. playing the role of the membership function: ¼ = ¹ plb.
However, it is not necessary for a belief function to be consonant in order for
its plausibility assignment to be an admissible membership function [27].
Lemma 1 b is consistent i® 9 x 2 £ s.t. ¹ plb(x) = 1.
Proof. ¹ plb(x) = 1 for some x 2 £ is equivalent to
P
A3x mb(A) = 1 which in
turn is true i®
T
mb(A)6=0 A 3 x 6= ;. 2
Theorem 1 The plausibility assignment ¹ plb associated with a belief function
b is the admissible membership function (3) of a possibility measure i® the b.f.
b is consistent, i.e. the intersection of all its focal elements is non-empty.
Proof. Given Lemma 1 this is equivalent to say that ¹ plb is a membership
function i® ¹ plb(x) = 1 for some x 2 £. But by De¯nition 5 of possibility
measures Pos([iAi) = supi Pos(Ai) and Pos(£) = 1 so that
Pos(£) = 1 = Pos([x2£x) = sup
x
Pos(x) = sup
x
¼(x)
for all membership functions, i.e. ¼(x) = 1 for some x 2 £. 2
6The situation can then be summarized by the following table:
plb = Pos , b consonant; ¹ plb = ¼ , b consistent:
Any plausibility assignment ¹ plb determines a unique consonant belief function
bco(¹ plb) through Proposition 1; On the other side, there is an entire family of
consistent b.f.s possessing the same pl.ass. Let us see that in a simple example.
3.1.1 Example
Let us consider the plausibility assignment on the ternary frame £ = fx;y;zg
¹ plb(x) = 1=2; ¹ plb(y) = 1; ¹ plb(z) = 2=3: (4)
From Proposition 2 there exists a unique consonant belief function bco which
has ¹ plb has plausibility assignment: by De¯nition 5 (Pos([iAi) = supi Pos(Ai))
we get that plco(fx;yg) = 1, plco(fx;zg) = 2=3, plco(fy;zg) = 1, plco(£) = 1
so that, by de¯nition of pl.f. plb(A) = 1 ¡ b(Ac),
bco(x) = 0; bco(y) = 1=3; bco(z) = 0
bco(fx;yg) = 1=3; bco(fx;zg) = 0; bco(fy;zg) = 1=2
so that by Moebius inversion (1)
mco(x) = 0; mco(y) = 1=3; mco(z) = 0; mco(£) = 1=2;
mco(fx;yg) = 0; mco(fx;zg) = 0; mco(fy;zg) = 1=6:
(5)
The consonant b.f. bco is graphically represented in Figure 1-left. But now, bco
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Fig. 1. Left: The unique co.b.f. bco corresponding to the pl.ass. (4). Right: The cs.b.f.
bcs which forms the other extremum of the interval of cs.b.f.s with pl.ass. (4).
is not the only consistent b.f. whose pl.ass. is (4): In fact, there exists an entire
family of such cs.b.f.s, de¯ned by the following system of equations
8
<
:b :
X
A3x
mb(A) = 1=2;
X
A3y
mb(A) = 1;
X
A3z
mb(A) = 2=3
9
=
;
7which reads as
8
> > > > > <
> > > > > :
mb(x) + mb(fx;yg) + mb(fx;zg) + mb(£) = 1=2
mb(y) + mb(fx;yg) + mb(fy;zg) + mb(£) = 1
mb(z) + mb(fx;zg) + mb(fy;zg) + mb(£) = 2=3:
The second equation obviously implies mb(x) = mb(z) = mb(fx;zg) = 0, so
that the system simpli¯es as
8
> > > > > <
> > > > > :
mb(fx;yg) + mb(£) = 1=2
mb(y) + mb(fx;yg) + mb(fy;zg) + mb(£) = 1
mb(fy;zg) + mb(£) = 2=3:
Now, this is a system with 4 unknowns and 3 equations: We then need to
introduce a scalar parameter, for instance ² : = mb(£) after which we have
8
> > > > > > > > <
> > > > > > > > :
mb(y) = ² ¡ 1=6
mb(fx;yg) = 1=2 ¡ ²
mb(fy;zg) = 2=3 ¡ ²
mb(£) = ²
where to ensure non-negativity of all masses we need to enforce 1=6 · ² · 1=2.
For ² = 1=2 we obtain exactly the consonant b.f. (5). For ² = 1=6, instead, we
have the consistent belief function bcs with
mcs(fx;yg) = 1=3; mcs(fy;zg) = 1=2; mcs(£) = 1=6 (6)
depicted in Figure 1-right. The class of cs.b.f.s with plausibility assignment
(4) is then an interval with extrema (5) and (6).
3.2 Consistency and the combination of evidence
Besides their strict relation with membership functions in possibility theory,
consistent belief functions have signi¯cant liasons with the notion of combin-
ability of b.f.s in terms of Dempster's rule [14].
De¯nition 6 The orthogonal sum or Dempster's sum of two belief functions
b1;b2 is a new belief function b1 © b2 with b.p.a.
mb1©b2(A) =
P
B\C=A mb1(B) mb2(C)
P
B\C6=; mb1(B) mb2(C)
(7)
8where mbi denotes the b.p.a. associated with bi.
Let us denote by k(b1;b2) the denominator of Equation (7). When k(b1;b2) = 0
the two functions are said to be non-combinable. De¯nition 6 can be naturally
extended to any ¯nite number of b.f.s.
Consider now a number of b.f.s b1;:::;bN de¯ned on di®erent frames £1;:::;£N
which possess a common re¯nement £1 ­¢¢¢­£N [42], i.e. there exist a map
½i : £i ! 2­i£i from each frame £i to a disjoint partition of ­i£i:
½i(x) \ ½i(x0) = ; 8x;x0 2 £i;
[
x2£i
½i(x) = ­i£i:
It can be proven that [6] all possible collections b1;:::;bN of b.f.s on £1;:::;£N
admit Dempster's sum on ­i£i i® £1;:::;£N are independent, i.e.
½1(A1) \ ¢¢¢ \ ½n(An) 6= ; (8)
for all ; 6= Ai µ £i, where ½i(A) : =
S
x2A ½i(x).
We can attach to (8) a meaning in terms of consistency when we consider the
fact that each arbitrary selection of events ; 6= Ai µ £i is naturally associated
with a b.f. on £1 ­ ¢¢¢ ­ £N when applying the proper map ½i. Its f.e.s are
f½i(Ai) : Ai µ £i;i = 1;:::;Ng: (9)
Condition (8) can then be expressed by saying that such a belief function b is
always consistent in £1 ­ ¢¢¢ ­ £n.
Theorem 2 All possible collections of b.f.s on a set of compatible frames are
combinable i® each b.f. formed by picking a f.e. in each frame is consistent.
3.3 A uni¯ed description of consistent b.f.s in terms of complexes
Possibility theory (in the ¯nite case) is then embedded in the ToE. Two are
the elements of this relationship: consonant b.f.s as representatives of possi-
bility measures, and consistent b.f.s as counterparts of membership functions.
Besides, the notion of consistency is also related to that of combinability in
Dempster's framework. As cs.b.f.s represent possibility distributions in the
ToE, this outlines a picture in which the condition under which belief mea-
sures can be merged is expressed in terms of possibilities.
As we are going to show here, both semantics of consistent b.f.s can be seen
in an uni¯ed fashion by recurring to the language of convex geometry. We
already started to study co.b.f.s from this point of view [10]. Analyzing the
geometry of consistent belief functions is then the natural complementary step
towards a particularization of the geometric approach to uncertainty measures
9to possibility theory, in the perspective of a uni¯ed geometric approach to ¯-
nite fuzzy measures.
The basic tool we make use of is the de¯nition of simplicial complex. We will
see that the formalism of simplicial complexes is powerful enough to describe
both the nexus between consistency and combinability, and between possibilis-
tic and probabilistic approximation. We ¯rst need to recall the basis notions
of the geometric approach to uncertainty theory.
4 A geometric approach to the theory of evidence
Motivated by the search for a meaningful probabilistic approximation of b.f.s
we introduced the notion of belief space [8], as the space of all b.f.s we can
de¯ne on a given domain £.
4.1 The space of belief functions
Given a frame of discernment £, a b.f. b : 2£ ! [0;1] is completely speci¯ed
by its N ¡ 1 belief values fb(A);A µ £;A 6= ;g, N : = 2j£j, and can then be
represented as a point of RN¡1. We can introduce an orthonormal reference
frame fXA : A µ £;A 6= ;g so that each vector v =
P
Aµ£;A6=; vAXA in RN¡1
is potentially a b.f., in which each component vA measures the belief value of
A: vA = b(A). However, not every point in RN¡1 represents a valid b.f.
De¯nition 7 The belief space associated with £ is the set of points B£ of
RN¡1 corresponding to a belief function.
We will assume the domain £ ¯xed, and denote the belief space by B. It is
not di±cult to prove (see [8] for the details) that B is convex. Let us call
bA
: = b 2 B s:t: mb(A) = 1; mb(B) = 0 8B 6= A (10)
the unique b.f. assigning all the mass to a single subset A of £ (A-th basis
belief function). It can be proved that [8], denoting by Eb the list of f.e. of b,
Theorem 3 The set of all belief functions with focal elements in a given col-
lection L is closed and convex in B: fb : Eb µ Lg = Cl(bA : A 2 L), where Cl
denotes the convex closure operator:
Cl(b1;:::;bk) =
(
b 2 B : b = ®1b1 + ¢¢¢ + ®kbk;
X
i
®i = 1; ®i ¸ 0 8i
)
: (11)
The following is then just a consequence of Theorem 3.
10Corollary 1 The belief space B coincides with the convex closure of all basis
belief functions bA, B = Cl(bA; ; ( A µ £).
bΘ
bx
b
P
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b  A
B
Fig. 2. Simplicial structure of the belief space B: Its vertices are all the basis belief
functions bA (de¯ned as mbA(A) = 1, mbA(B) = 0 8B 6= A) represented as vectors
of the Cartesian space RN¡1. The probabilistic subspace P (the region of Bayesian
belief functions) is just a subset Cl(bx;x 2 £) of its border.
In convex geometry, an n-dimensional simplex is the convex closure of n +
1 (a±nely independent [17]) points x1;:::;xn+1 of the Euclidean space Rn,
Cl(x1;:::;xn+1). The faces of an n-dimensional simplex are all the possi-
ble simplices generated by a subset of its vertices, i.e. Cl(xj1;:::;xjk) with
fj1;:::;jkg ½ f1;:::;n+1g. Its n¡1 dimensional faces are obtained by simply
eliminating one vertex. Lower dimensional faces are obtained by erasing an
arbitrary number of vertices.
Corollary 1 states that the belief space B is a simplex (Figure 2). Moreover,
each belief function b 2 B can be written as a convex sum as
b =
X
;(Aµ£
mb(A)bA: (12)
Equation (12) implies that, geometrically, the b.p.a. mb is nothing but the set
of simplicial coordinates of b in the simplex B.
Clearly, as a probability is a belief function assigning non zero masses to sin-
gletons only, Theorem 3 implies that the set P of all Bayesian b.f.s is a subset
of the border of B, precisely the simplex determined by all basis b.f.s associ-
ated with singletons 1 : P = Cl(bx;x 2 £).
Some other one-dimensional faces of the belief space also have an intuitive
meaning in terms of belief. Consider the segments Cl(b£;bA) joining the vac-
uous b.f. b£ (mb£(£) = 1,mb£(B) = 0 8B 6= £) with the basis b.f. bA (10).
1 With a harmless abuse of notation we denote the basis b.f. associated with a sin-
gleton x by bx instead of bfxg, and write mb(x);plb(x) instead of mb(fxg);plb(fxg).
11Points of Cl(b£;bA) can be written as a convex combination of bA and b£ as
b = ®bA + (1 ¡ ®)b£; 0 · ® · 1:
Since convex combinations are b.p.a.s in B, such a belief function b has b.p.a.
mb(A) = ®; mb(£) = 1 ¡ ®
i.e. b is a simple support function focused on A [42].
Accordingly, the union of these segments for all events A: S =
S
;(Aµ£ Cl(b£;bA),
is the region S of all simple support belief functions de¯ned on £.
4.2 Geometry of consonant belief functions
As we recalled above, possibility measures and distributions correspond in the
ToE to consonant and consistent b.f.s, respectively. As we showed in [10], the
geometry of consonant belief functions can be described by resorting to the
notion of simplicial complex [17].
Fig. 3. Constraints on the intersection of simplices in a complex. Only the right-hand
pair meets condition (2) of the de¯nition of simplicial complex.
De¯nition 8 A simplicial complex is a collection § of simplices of arbitrary
dimensions possessing the following properties:
(1) if a simplex belongs to §, then all its faces of any dimension belong to §;
(2) the intersection of two d-dimensional simplices is a face of both the in-
tersecting simplices.
Let us consider for instance two triangles (2-dimensional simplices) in the
plane R2. Roughly speaking, the second condition says that the intersection
of those triangles cannot contain points of their interiors (Figure 3 left). It
cannot also be any arbitrary subset of their borders (middle), but has to be
a face (right, in this case a single vertex). Note that if two simplices intersect
in a face ¿, they obviously intersect in every face of ¿.
It can be proven that [10]
12Proposition 3 The region CO of consonant belief functions in the belief space
is a simplicial complex.
More precisely, CO is the collection of all maximal simplices Cl(bA1;:::;bAn)
associated with a maximal chain of subsets in 2£: A1 ½ ¢¢¢ ½ An, jAij = i.
4.2.1 Example: Binary frame
As an example let us consider a frame of discernment containing only two
elements, £ = fx;yg. In this very simple case each belief function b : 2£ !
[0;1] is completely determined by its belief values b(x);b(y) and b(£) (since
b(;) = 0 for all b). We can then collect them in a three-dimensional vector
[b(x);b(y);b(£)]0 2 R3 and associate b with a point of R3.
However, since it is always true that b(£) =
P
Aµ£ mb(A) = 1 8b 2 B, the last
coordinate of the vector can be neglected (this is of course true for arbitrary
frames too). In the binary case we can then represent b as the vector
[b(x) = mb(x);b(y) = mb(y)]
0 2 R
2 (13)
of RN¡2 = R2 (since N = 22 = 4).
Since mb(x) ¸ 0, mb(y) ¸ 0, and mb(x)+mb(y) · 1 we can easily infer that the
set B2 of all possible b.f.s on £ = fx;yg is the triangle in the Cartesian plane
of Figure 4, whose vertices are b£ = [0;0]0, bx = [1;0]0, and by = [0;1]0. Those
correspond (through Equation (13)) respectively to the vacuous belief func-
tion b£ (mb£(£) = 1), the Bayesian b.f. bx s.t. mbx(x) = 1, and the Bayesian
b.f. by s.t. mby(y) = 1. The region P2 of Bayesian b.f.s on £ = fx;yg is in this
b =[0,0]' Θ
b =[0,1]' y
b =[1,0]' x
b
B
P
m (x)
m (y)
b
b
CO
CO
2
2
x
y
Fig. 4. The belief space B for a binary frame is a triangle in R2 whose ver-
tices are the basis belief functions focused on fxg;fyg and £, (bx;by;b£) respec-
tively. The probability region is the segment Cl(bx;by), while consonant and con-
sistent belief functions are constrained to belong to the union of the two segments
CSx = COx = Cl(b£;bx) and CSy = COy = Cl(b£;by).
case the diagonal line segment Cl(bx;by). On the other side, simple support
13functions focused on fxg lie on the horizontal segment Cl(b£;bx), while simple
support b.f.s focused on fyg form the vertical segment Cl(b£;by).
In the binary case consonant belief functions can have as chain of focal ele-
ments one between ffxg;£g and ffyg;£g. As a consequence, all co.b.f.s on
£ = fx;yg are simple support functions, and the space of consonant belief
functions CO2 is the union of two convex components
CO2 = S2 = COx [ COy = Cl(b£;bx) [ Cl(b£;by):
The latter also coincides with the region of consistent b.f.s, as those cannot
have both fxg and fyg as focal elements. CS2 = S2 = CO2 is a simplicial
complex formed by the two maximal simplices COx and COy (which intersect
in the origin b£ = 0, i.e. a simplex of dimension 0).
5 Convex geometry of the consistent subspace
In the binary case cs.b.f.s and co.b.f.s form the same complex in R2. It is nat-
ural to conjecture that consistent and consonant belief functions may have a
similar behavior in the general case too.
Consistent belief functions are characterized by the fact that their f.e.s have
a non-empty intersection (core). All possible lists of f.e.s associated with con-
sistent b.f.s then correspond to all possible collections of intersecting events
(
A1;:::;Am µ £ :
m \
i=1
Ai 6= ;
)
:
Geometrically, Theorem 3 implies that all b.f.s whose focal elements belong to
such a collection form the simplex Cl(bA1;:::;bAm). No matter what the basic
probability assignment is, all b 2 Cl(bA1;:::;bAm) with \iAi 6= ; are cs.b.f.s.
Such a collection is \maximal" when it is not possible to add another event
Am+1 such that \
m+1
i=1 Ai 6= ;. It is easy to see that collections of events with
non-empty intersection are maximal i® they have the form
fA µ £ : A 3 xg (14)
where x 2 £ is a singleton. Consequently, the region of consistent b.f.s is the
union of a collection of maximal simplices, each associated with a collection
of events of the form (14)
CS =
[
x2£
Cl(bA;A 3 x):
The number of such maximal simplices of CS is then obviously the number of
singletons, i.e. the cardinality n : = j£j of £. Each of them has
jfA : A 3 xgj = jfA µ £ : A = fxg [ B;B ½ fxg
cgj = 2
jfxgcj = 2
n¡1
14vertices, so that their dimension as simplices in the belief space is 2n¡1 ¡ 1 =
dimB
2 (as the dimension of the whole belief space is dimB = 2n ¡ 2).
Each basis b.f. bA obviously belongs to several distinct maximal simplices of
CS. In particular, if jAj = k then bA belongs to all the k maximal simplices
associated with its singletons
bA 2 Cl(bB : B 3 x) 8x 2 A:
Clearly b£ belongs to all maximal simplices, while each basis probability bx be-
longs to a single such simplex. CS is connected, as each maximal simplex is by
de¯nition connected, and each pair of them has at least b£ as an intersection.
5.1 Ternary case
Let us consider, as a more signi¯cant example, the case of a frame of size 3:
£ = fx;y;zg. Belief functions b 2 B3 can be written as 6-dimensional vectors
[b(x);b(y);b(z);b(fx;yg);b(fx;zg);b(fy;zg)]
0
after neglecting the constant coordinate b(£) = 1 8b 2 B3. In general, for each
possible choice of the core C =
T
i Ai the admissible consistent b.f.s with that
core have a list of focal elements all including C. Let us consider for instance
two possible cores C1 = fx;yg and C2 = fxg. The lists of focal elements
associated with cs.b.f.s with cores C1 and C2 are respectively
C1 = fxg 7! Ex
b = fA 3 xg = ffxg;fx;yg;fx;zg;£g
C2 = fx;yg 7! E
x;y
b = fA ¶ fx;ygg = ffx;yg;£g ( Ex
b
con¯rming that all maximal lists of f.e.s for cs.b.f.s are associated with single-
tons of £. In £ = fx;y;zg the maximal collections of consistent f.e.s are
fA 3 xg; fA 3 yg; fA 3 zg:
The number of maximal simplices is 3
Cl(bA : A 3 x) = Cl(bx;bfx;yg;bfx;zg;b£);
Cl(bA : A 3 y) = Cl(by;bfx;yg;bfy;zg;b£);
Cl(bA : A 3 z) = Cl(bz;bfx;zg;bfy;zg;b£):
(15)
and their dimension is jfA 3 xgj¡1 = 3. Each pair of maximal simplices (for
instance Cl(bx;bfx;yg;bfx;zg;b£) and Cl(bz;bfx;zg;bfy;zg;b£)) have a non-empty
intersection which is a simplex of dimension 1 (Cl(bfx;zg;b£) in the example).
15The geometry of possibility measures in the ternary frame can then be rep-
resented as in Figure 5, where B3 = Cl(bx;by;bz;bfx;yg;bfx;zg;bfy;zg;b£) is the
6-dimensional belief space, its probabilistic subspace is a 2-dimensional sim-
plex P3 = Cl(bx;by;bz), and the consonant subspace CO3 (top) is given by the
union of six 2D maximal simplices (triangles):
Cl(bx;bfx;zg;b£);
Cl(bx;bfx;yg;b£);
Cl(by;bfx;yg;b£);
Cl(by;bfy;zg;b£);
Cl(bz;bfy;zg;b£);
Cl(bz;bfx;zg;b£):
P
Θ b
x b
y b
z b {x,z} b
b
b
3
{y,z}
{x,y}
CO
3
CS
Θ b
z b
x b
y b
{y,z} b b
b
3
{x,y}
{x,z}
Fig. 5. A pictorial comparison of consonant CO3 (top) consistent CS3 (bottom)
complexes in the case of a ternary frame.
The consistent subspace (15) is instead depicted in Figure 5-bottom. Both CS3
and CO3 are immersed in a three-dimensional space for rendering purposes.
We can appreciate that the consonant subspace CO3 is nothing but a collection
of 2D faces of CS3.
165.2 Consistent subspace as simplicial complex
It is rather natural to conjecture from the above example that, as we have al-
ready proven in the consonant case, the region of consistent b.f.s is a simplicial
complex, i.e. a collection of simplices satisfying De¯nition 8. Indeed,
Theorem 4 CS is a simplicial complex in the belief space B.
Proof. Property (1) of De¯nition 8 is trivially satis¯ed. As a matter of fact,
if a simplex Cl(bA1;:::;bAn) corresponds to focal elements with non-empty in-
tersection, clearly points of any face of this simplex (obtained by selecting
a subset of vertices) will be b.f.s with non-empty core, and will then corre-
spond to cs.b.f.s. About property (2), consider the intersection of two maximal
simplices of CS associated with two distinct cores C1;C2 ½ £:
Cl(bA : A ¶ C1) \ Cl(bA : A ¶ C2):
Now, each convex closure of points b1;:::;bm in a Cartesian space is included
in the a±ne space they generate
Cl(b1;:::;bm) ( a(b1;:::;bm) : =
(
b : b = ®1b1 + ¢¢¢ + ®mbm;
X
i
®i = 1
)
(since this just means that we relax the positivity constraint on the coe±cients
®i). But the basis belief functions fbA : ; ( A ( £g are linearly independent
(as it is straightforward to check), so that a(bA;A 2 L1) \ a(bA;A 2 L2) 6= ;
(where L1;L2 are lists of subsets of £) if and only if L1 \ L2 6= ;. Here
L1 = fA µ £ : A ¶ C1g, L2 = fA µ £ : A ¶ C2g, so that the condition is
fA µ £ : A ¶ C1g \ fA µ £ : A ¶ C2g = fA µ £ : A ¶ C1 [ C2g 6= ;:
As C1[C2 ¶ C1;C2 we have that Cl(bA;A ¶ C1[C2) is a face of both simplices.
2
5.3 Consistent and consonant complexes
Abstracting from the ternary example of Section 5.1 we can easily tell which
maximal components of the consonant subspace CO are faces of the same
maximal component Cl(bA : A 3 x) of the consistent subspace CS. Obviously
a maximal chain A1 ½ ¢¢¢ ½ An of 2£ is a subset of fA µ £;A 3 xg if and
only if A1 = fxg. Therefore Cl(bA : A 3 x) has as faces the following maximal
simplices of CO: Cl(bx;bA2;:::;b£ : x 2 A2 ½ ¢¢¢ ½ £) whose number is (n¡1)!
(the number of ways you can extract a sequence of singletons from fxgc).
175.3.1 The geometry of the equivalence class of consistent b.f.s
We can now return to the problem of ¯nding a description of the equivalent
class CS(¹ plb) of cs.b.f.s which correspond to the same plausibility assignment
¹ plb. Let us then pick the example of Section 3.1.1 and consider a generic pl.ass.
¹ plb(x) = px, ¹ plb(y) = py, ¹ plb(z) = pz.
The constraints a cs.b.f. has to meet are then
X
A3x
mb(A) = px = 1;
X
A3y
mb(A) = py;
X
A3z
mb(A) = pz
and translate into the system of equations
8
> > > > > <
> > > > > :
mb(x) + mb(fx;yg) + mb(fx;zg) + mb(£) = 1
mb(fx;yg) + mb(£) = py
mb(fx;zg) + mb(£) = pz
(16)
(where we suppose that x is the singleton with certain plausibility).
To compute bco we need again to apply Pos(A) = [iPos(xi), obtaining
plco(fx;yg) = 1; plco(fx;zg) = 1; plco(fy;zg) = max(py;pz)
so that
bco(x) = 1 ¡ plco(fxgc) = 1 ¡ max(py;pz); bco(y) = 0; bco(z) = 0
bco(fx;yg) = 1 ¡ pz; bco(fx;zg) = 1 ¡ py; bco(fy;zg) = 0
and the b.p.a. is
mco(x) = 1 ¡ max(py;pz); mco(y) = 0; mco(z) = 0; mco(fy;zg) = 0;
mco(fx;yg) = 1 ¡ pz ¡ (1 ¡ max(py;pz) = max(py;pz) ¡ pz;
mco(fx;zg) = max(py;pz) ¡ py; mco(£) = py + pz ¡ max(py;pz):
To compute the entire class of cs.b.f.s we parameterize on mb(£) = ² as before,
and solve the system (16), obtaining
mco(x) = 1 ¡ py ¡ pz + ²; mco(fx;yg) = py ¡ ²;
mco(fx;zg) = pz ¡ ²; mco(£) = ²:
The non-negativity constraints are then the following
² ¸ py + pz ¡ 1; ² · py; ² · pz; ² ¸ 0
18which implies the following interval of admissibility for the parameter of the
family of consistent b.f.s: max(0;py + pz ¡ 1) · ² · min(py;pz).
The other extremum of the admissible interval of cs.b.f.s corresponds to ² =
max(0;py + pz ¡ 1) and coincides with the b.f. bcs:
bcs
: = max(0;1 ¡ py ¡ pz)bx + (py ¡ max(0;py + pz ¡ 1))bfx;yg+
+(pz ¡ max(0;py + pz ¡ 1))bfx;zg + max(0;py + pz ¡ 1)b£ =
= max(0;1 ¡ py ¡ pz)bx + min(py;1 ¡ pz)bfx;yg+
+min(pz;1 ¡ py)bfx;zg + max(0;py + pz ¡ 1)b£:
Summarizing, the equivalent class of cs.b.f.s CS(¹ plb) is a segment with extrema
bco :
8
> <
> :
(1 ¡ py)bx + (py ¡ pz)bfx;yg + pzb£ py ¸ pz
(1 ¡ pz)bx + (pz ¡ py)bfx;zg + pyb£ py · pz
(17)
bcs :
8
> <
> :
(1 ¡ pz)bfx;yg + (1 ¡ py)bfx;zg + (py + pz ¡ 1)b£ py + pz ¸ 1
(1 ¡ py ¡ pz)bx + pybfx;yg + pzbfx;zg py + pz · 1:
(18)
Geometrically, as we assumed px = 1, CS(¹ plb) belongs to the component CSx
of the consistent complex (see Figure 6). Let us assume that py ¸ pz, so that
CS
Θ b
x b
b
b
x
{x,z}
{x,y}
1−p  < p y z
1−p  > p y z
co b
co b
cs b
cs b
Fig. 6. The class of cs.b.f.s with plausibility assignment ¹ plb = (px = 1;py;pz) forms
a line segment in the component CSx of the consistent simplex. One extremum of
this line is the unique consonant b.f. associated with ¹ plb, while the other one is a
consistent b.f. which lives in one of the other faces of CSx.
bco lives in the face Cl(bx;bfx;yg;b£) of CO.
We can distinguish two situations: if py+pz ¸ 1 = px (i.e. 1¡py · pz) then bco
lives in the half of the simplex Cl(bx;bfx;yg;b£) closer to b£ (compare Equation
(17)), and according to Eq. (18) bcs belongs to the face Cl(b£;bxy;bxz) of CSx.
If instead py + pz · 1 = px (i.e. 1 ¡ pz · py) then by (17) bco lives in the half
of the simplex closer to bx, and by (18) bcs belongs to the face Cl(bx;bxy;bxz).
19The situation is of course harder to describe in full generality, given the com-
binatorial nature of all possible orderings between plausibility values of sin-
gletons and their sums. CS(¹ plb) will be the solution of the system of equations
X
A3x1
mb(A) = p1 = 1;
X
A3x2
mb(A) = p2; ¢¢¢ ;
X
A3xn
mb(A) = pn; (19)
where n = j£j is the size of the frame, in 2n¡1 variables i.e. the mass assign-
ments for all events containing the \certain" singleton x1: fmb(A);A 3 x1g
(as all other masses are obviously zero, compare Equation (16)). We can claim
nevertheless that the equivalent class of consistent b.f.s with a given pl.ass. is
a simplex contained in CSx1, where plb(x1) = 1, and dimension 2n¡1 ¡ n as
system (19) is composed by n constraints. But this is exactly
dimCSx1 ¡ dimCO = 2
n¡1 ¡ n = dimCS(¹ plb)
i.e. the dimension of the simplex of equivalent cs.b.f.s is the complement of
that of the corresponding consonant simplex in CSx1.
5.4 Congruence of all maximal simplices of CS
Let us ¯nally linger a little on the properties of the consistent complex. In [10]
we proved that all maximal simplices of the consonant complex are congruent,
i.e. they can be mapped onto each other by means of a rigid transformation.
An analogous result can be proved for the maximal simplices of CS.
In the binary case (Section 4.2.1) simple support, consonant, and consistent
b.f.s are the same objects, and live in the complex fCl(b£;bx);Cl(b£;by)g. The
two maximal simplices CSx = Cl(b£;bx) and CSy = Cl(b£;by) are segments
of the same size
kCSxk = kbx ¡ b£k = kbxk = k[1;0]
0k =
p
1 + 0 = 1 = kby ¡ b£k = kCSyk
(remember that b£ = 0 is the origin of RN¡2). To get an intuition on the
problem it makes more sense to consider the more signi¯cant ternary case.
From Section 5.1, the three maximal components of CS3 are
CSx = Cl(bx;bfx;yg;bfx;zg;b£); CSy = Cl(by;bfx;yg;bfy;zg;b£)
CSz = Cl(bz;bfx;zg;bfy;zg;b£):
It is easy to see that the vertices of each pair of convex components can be
put into an 1-1 correspondence. For instance, considering the pair of tetrahe-
drons CSx = Cl(bx;bfx;yg;bfx;zg;b£), CSz = Cl(bz;bfx;zg;bfy;zg;b£), the desired
20correspondence is
x $ z; fx;zg $ fx;zg; fx;yg $ fy;zg; £ $ £
for corresponding segments in the two simplices have the same length. For
instance, (remembering that bA(B) = 1 B ¶ A, bA(B) = 0 otherwise),
Cl(bx;b£) $ Cl(bz;b£)
kbx ¡ b£k = kbxk = k[1 0 0 1 1 0]0k = kbz ¡ b£k = kbzk = k[0 0 1 0 1 1]0k
=
p
3 =
p
3;
Cl(bfx;zg;bfx;yg) $ Cl(bfx;zg;bfy;zg)
kbfx;zg ¡ bfx;ygk = k[0 0 0 ¡ 1 1 0]0k = kbfx;zg ¡ bfy;zgk = k[0 0 0 0 1 ¡ 1]0k
p
2 =
p
2:
Such a correspondence does exist in the general case too, and allows us to prove
our conjecture on the form of CS (the proof can be found in the Appendix).
Theorem 5 All maximal simplices of the consistent subspace are congruent.
6 The twin geometry of consistency and combinability
We have seen that the geometric approach to the theory of evidence can be
applied in particular to possibility theory by analyzing the geometry of con-
sonant and consistent belief functions. Some sort of duality seems to appear,
as the geometric counterparts of belief measures are simplices, while the geo-
metric loci of possibility measures and assignments are simplicial complexes
(see Figure 7-left).
A similar duality appears when considering the relationship between combin-
ability and consistency (Section 3.2). We have seen in [9] that the conditional
subspace
hbi : = fb © b
0;8b
0 2 B : 9b © b
0g
obtained by combining through Dempster's rule a given b.f. b with all other
b.f.s on the same frame (if such a combination exists) is a simplex. Let us
focus here of non-combinable belief functions, and call
Sing : = fb 2 B : 9b
0 2 B :6 9b © b
0g
the class of belief functions on £ which are not combinable with each and every
other b.f. (singular subspace). As we will show here, the singular subspace
is itself a simplicial complex. A duality between combinable/non-combinable
21belief measures,
probability measures
conditional subspace
possibility measures,
assignments
singular subspace
Fig. 7. A pictorial representation of geometric dualities between notions of uncer-
tainty theory.
b.f.s is again re°ected in the dichotomy simplex-complex (Figure 7-right).
This is in turn related to the fact that cs.b.f.s can be constructed from non-
combinable b.f.s, and vice-versa.
6.1 The singular complex
Belief functions in Sing are characterized by the property that the union of
their focal elements is a proper subset of £:
b 2 Sing ,
[
Ai2Eb
Ai   £
where Eb denotes again the list of focal elements of b. This is indeed equivalent
to say that there exists a non-empty subset of £ which has empty intersections
with each f.e. of b. Any b.f. b0 with focal elements in this subset will not be
combinable with b (k(b;b0) = 0). This can be in turn written as
b 2 Sing ,
[
Ai2Eb
Ai µ fxg
c
for some element x 2 £.
By Theorem 3, b.f.s with focal elements in the list L = fA µ fxgcg from a
simplex, namely Cl(bA : A µ fxgc). Obviously there are n of such subsets
(one for each singleton), so that the region of \singular" belief functions in
the belief space is the following collection of simplices:
Sing =
[
x2£
Cl(bA : A µ fxg
c): (20)
Theorem 6 Sing (20) is a simplicial complex.
22Proof. As a matter of fact, following the same line of the proof of Theorem 4,
each pair of simplices in the collection (20) has a common intersection
Cl(bA : A µ fxg
c) \ Cl(bA : A µ fyg
c) = Cl(bA : A µ fx;yg
c)
which is a face of both (Property 2 of De¯nition 8). Besides, their faces cor-
respond to b.f.s whose union of focal elements is obviously a proper subset of
£ (having less focal elements), and then belong to Sing (Property 1). 2
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Fig. 8. The singular complex Sing3 in the case of a ternary frame, and its relation
with the consonant complex CO3. Each maximal simplex Singx of Sing3 is isomor-
phic to the belief space B2 = Cl(by;bz;bfy;zg) for the binary frame (fxgc = fy;zg).
6.2 Consistent and singular complexes
Figure 8 shows the shape of the singular complex for a ternary frame, and its
relationship with CO3 (CS3 is not shown for sake of simplicity). By comparing
Figure 8 with Figure 5 one can infer that each maximal simplex Singx
: =
Cl(bA : A µ fxgc;A 6= ;) of Sing corresponds to a component CSx of CS:
Singx = Cl(bA : ; ( A µ fxgc)
l
CSx = Cl(bA : A 3 x) = Cl(bx;bA : A ) fxg) =
= Cl(bx;Cl(bA : A = B [ fxg;; ( B µ fxgc)):
(21)
The interpretation is straightforward: each consistent b.f. is obtained by a
singular b.f. by adding to each of its focal elements a subset of £n[iAi, Ai 2 Eb.
23Accordingly, the dimensions of CSx and Singx are di®erent, as dimCSx =
2n¡1 ¡ 1 while dimSingx = 2n¡1 ¡ 2.
Notice that dimSingx = 2n¡1 ¡ 2 = dimBfxgc. In fact, each maximal simplex
Singx of the singular complex is nothing but a replica of the belief space Bfxgc
for the frame fxgc: for instance, in the above ternary example the triangle
Cl(bx;by;bfx;yg) is isomorphic to the binary belief space B2 (see Figure 4).
In summary, the fact that combinability and consistency are related aspects of
the ToE is geometrically re°ected by the fact that the region of consistent and
singular b.f.s share the structure of simplicial complex with the same number
of maximal simplices, as each cs.b.f. can be obtained by a singular b.f. (21).
7 Consistent complex as nexus between probabilistic and possi-
bilistic approximations
Belief and possibility measures are then strictly intertwined. We have seen
that, in this geometric framework, this nexus is described by means of the no-
tion of simplicial complex. In this ¯nal part of the paper we will show that this
very tool is powerful enough to extend this special relation to probabilities in
a coherent picture, as it brings together the problems of ¯nding probabilistic
or possibilistic approximations of belief functions.
In [7] we started to work on the problem of ¯nding consonant approxima-
tions of b through geometric methods, and (on the other side) of attaching
geometric interpretations to existing approximations like inner and outer ap-
proximations [16,28]. Here we want to point out an interesting decomposition
of each belief function b into consistent components, which can be in fact inter-
preted as natural projections of b on the maximal components of the consistent
simplicial complex. This decomposition turns out to be closely related to the
pignistic transformation [45], as a trait d'union between the probabilistic and
possibilistic approximation problems.
7.1 Binary example
Let us then consider again the binary case. As a matter of fact, any b.f.
b = mb(x)bx + mb(y)by + mb(£)b£ 2 B2 can be written as (Figure 9)
b =
µ
m(x) +
m(£)
2
¶
0
@ m(x)
m(x) +
m(£)
2
bx +
m(£)
2
m(x) +
m(£)
2
b£
1
A+
+
µ
m(y) +
m(£)
2
¶0
@ m(y)
m(y) +
m(£)
2
)by +
m(£)
2
m(y) +
m(£)
2
b£
1
A
(22)
24which is a convex combination, as (mb(x)+mb(£)=2)+(mb(y)+mb(£)=2) =
mb(x)+mb(y)+mb(£) = 1 and mb(x)+mb(£)=2 ¸ 0, mb(y)+mb(£)=2 ¸ 0.
In fact, this is the only way each belief function b 2 B2 can be consistently
b
b
b
b =[0,1]' y
b =[1,0]' x b =[0,0]' Θ CSx
CSy
y
x
m (x)
b
m (y) b
m (y) b
m (y) + m (Θ) b b
2
m (x) b
m (x) + m (Θ) b b
2
Fig. 9. Geometric construction of a belief function b as convex combination of its
consistent coordinates in the binary belief space.
decomposed as a convex combination of two points of CSx, CSy:
b
x =
m(x)
m(x) +
m(£)
2
bx +
m(£)
2
m(x) +
m(£)
2
b£ 2 CSx;
b
y =
m(y)
m(y) +
m(£)
2
)by +
m(£)
2
m(y) +
m(£)
2
b£ 2 CSy:
Now, we can notice that m(x)+
m(£)
2 = BetP[b](x), m(y)+
m(£)
2 = BetP[b](y),
where BetP[b] denotes the pignistic probability associated with the b.f. b:
BetP[b](x) : =
P
A3x
m(A)
jAj . In other words, (22) can be rewritten as a convex
combination of two consistent belief functions bx 2 CSx and by 2 CSy
b = BetP[b](x)b
x + BetP[b](y)b
y
whose coe±cients are the values of the pignistic function.
7.2 Consistent projections of a belief function and pignistic transformation
In the general case, the n = j£j consistent belief functions
b
x : =
1
BetP[b](x)
X
A3x
mb(A)
jAj
bA; x 2 £
25can be considered as \consistent projections" of b onto the maximal compo-
nents CSx, x 2 £ of the consistent complex. We can write
CS
Θ b
y b
z b
b
x b
BetP[b]
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CSx
CSz
P
P
b
b
z
b
y
b
x
Fig. 10. Pictorial representation of the role of the pignistic values BetP[b](x) for
a belief function and the related pignistic function. Both b and BetP[b] live in a
simplex (respectively P = Cl(bx;x 2 £) and Pb = Cl(bx;x 2 £)) on which they
possess the same convex coordinates fBetP[b](x)g. The vertices bx, x 2 £ of the
simplex Pb can be interpreted as consistent projections of the belief function b on
the simplicial complex of consistent belief functions CS.
b =
X
Aµ£
mb(A)bA =
X
x2£
X
A3x
mb(A)
jAj
bA =
=
X
x2£
BetP[b](x)
P
A3x
mb(A)
jAj bA
BetP[b](x)
=
X
x2£
BetP[b](x)b
x:
(23)
Each b.f. b lives in the n ¡ 1 dimensional simplex Pb : = Cl(bx;x 2 £) (see
Figure 10) and its convex coordinates in Pb (\consistent" coordinates) coincide
with the coordinates of the pignistic probability in the probability simplex P:
BetP[b] =
X
x2£
BetP[b](x)bx $ b =
X
x2£
BetP[b](x)b
x:
Obviously if b 2 P then bx = bx 8x 2 £.
It is natural to wonder whether those \consistent projections" bx of b can be
interpreted as consistent approximations of b, i.e. the cs.b.f.s which minimize
some sort of distance between b and the consistent complex. It is immediate
26to see, for starters, that
BetP[b] = argmin
p2P d(p;b)
where d is any function of the convex coordinates of b in Pb (as they coincide
with the pignistic values for both b and BetP[b]). Equation (23) would then
bridge the notions of belief, probability, and possibility by relating each b.f.
to its \natural" probabilistic (the pignistic function) and possibilistic (the
quantities bx) approximations.
8 Conclusions
In this paper we completed the analysis of the geometry of ¯nite fuzzy mea-
sures by focusing on consistent belief functions, in virtue of their relationships
with possibility assignments, on one side, and singular belief functions on the
other. We proved that, analogously to consonant belief functions, consistent
b.f.s form a simplicial complex in the belief space, whose maximal components
are associated with the elements of the frame and are all congruent.
We studied the analogy between CS and the simplicial complex of singular be-
lief functions as a geometric transcription of the link between consistency and
combinability in the theory of evidence, stressing the fact that while b.f.s and
combinability are associated with simplices, cs.b.f.s and non-combinability are
related to simplicial complexes. Finally, we pointed out a natural convex de-
composition of belief functions in terms of points of the maximal components
of CS which is also related to the pignistic transformation.
The study of the geometry of possibility distributions places a new element
in the geometric semantics of uncertainty. As belief functions are points of
a simplex, possibility measures and distributions form simplicial complexes,
and Dempster's rule itself is nothing but an intersection of linear spaces [9],
the Dempster-Shafer formalism can be in fact seen as some form of geomet-
ric calculus. It is possible that this could eventually lead us to a con°uence
with the ¯eld of geometric probability or continuous combinatorics [30], which
studies invariant measures on sets of geometric objects (as generalizations of
the concept of volume) and relates them to additive probability measures.
Appendix: Proof of Theorem 5
We need to ¯nd a 1-1 map between vertices of two any maximal simplices
Cl(bA;A 3 x), Cl(bA : A ¶ y) of CS.
27We just need to rewrite those two collections of events as
fA µ £ : A 3 xg = fA µ £ : A = B [ fxg;B µ fxgcg;
fA µ £ : A 3 yg = fA µ £ : A = B [ fyg;B µ fygcg:
(24)
But in turn
fB µ fxgcg = fB µ fx;ygcg [ fB 6¾ x;B 3 yg;
fB µ fygcg = fB µ fx;ygcg [ fB 6¾ y;B 3 xg;
so that
fB µ fxgcg = fB µ fx;ygcg [ fB = C [ fyg;C µ fx;ygcg
fB µ fygcg = fB µ fx;ygcg [ fB = C [ fxg;C µ fx;ygcg:
Let us then de¯ne the following map between events in the collections (24):
fA µ £;A 3 xg ! fA µ £;A 3 yg
A = B [ fxg 7! A0 = B0 [ fyg
(25)
where 8
> <
> :
B 7! B0 = B B µ fx;ygc;
B = C [ fyg 7! B0 = C [ fxg B 6µ fx;ygc:
(26)
We can prove that (25) preserves the length of the segments in the correspond-
ing maximal simplices Cl(bA;A 3 x), Cl(bA;A 3 y). We ¯rst need to ¯nd an
explicit expression for kbA ¡ bA0k, A;A0 µ £. Each basis b.f. bA is such that
bA(B) = 1 B ¶ A; bA(B) = 0 otherwise:
If A0 ¶ A then bA0(B) = 1 if B ¶ A0 ¶ A, bA0(B) = 0 otherwise. Hence
bA ¡ bA0(B) 6= 0 , bA ¡ bA0(B) = 1 , B ¶ A;B 6¶ A0
and
kbA ¡ bA0k =
q
jfB ¶ A;B 6¶ A0gj =
q
jA0 n Aj:
For each pair of vertices A1 = B1 [fxg;A2 = B2 [fxg in the ¯rst component
we can distinguish four cases:
(1) B1 µ fx;ygc, B2 µ fx;ygc in which case B0
1 = B1, B0
2 = B2 and
jA0
2 n A0
1j = jB0
2 [ fyg n B0
1 [ fygj = jB0
2 n B0
1j = jB2 n B1j =
= jB0
2 [ fxg n B0
1 [ fxgj = jA2 n A1j
28so that kbA0
2 ¡ bA0
1k = kbA2 ¡ bA1k;
(2) B1 µ fx;ygc but B2 6µ fx;ygc, B2 = C2 [ fyg, in which case B0
1 = B1,
B0
2 = C2 [ fxg which implies
A0
2 n A0
1 = B0
2 n B0
1 = C2 [ fxg n B1 = C2 n B1 [ fxg
A2 n A1 = B2 n B1 = C2 [ fyg n B1 = C2 n B1 [ fyg;
but then jA0
2 n A0
1j = jA2 n A1j so that again kbA0
2 ¡ bA0
1k = kbA2 ¡ bA1k;
(3) B1 6µ fx;ygc, B1 = C1[fyg but B2 µ fx;ygc, which by symmetry of the
n operator yields again kbA0
2 ¡ bA0
1k = kbA2 ¡ bA1k as in point 2);
(4) B1 6µ fx;ygc, B1 = C1 [ fyg, B2 6µ fx;ygc, B2 = C2 [ fyg in which case
B0
1 = C1 [ fxg, B0
2 = C2 [ fxg so that
B
0
2 nB
0
1 = C2 [fxgnC1 [fxg = C2 nC1 = C2 [fygnC1 [fyg = B2 nB1:
In all cases
kbA0
2 ¡ bA0
1k = kbA2 ¡ bA1k
for pairs of segments Cl(A1;A2), Cl(A0
1;A0
2) in the two maximal components
associated through the mapping (26) introduced above.
For the generalization of a well known Euclid's theorem this implies that the
two simplices are congruent 2 .
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