In the present paper, we have considered the problem of Minimum risk point estimation of the mean of an Inverse Gaussian distribution. In case of minimum risk point estimation, consideration is given to the squared-error loss function and linear cost of sampling and in case of confidence interval estimation consideration is given to fixed width and pre-assigned coverage probability and establish the failure of the fixed sample size procedures to deal with the estimation problems. We also consider sequential estimation procedure related to the mean of an Inverse Gaussian distribution.
Introduction
The Inverse Gaussian distribution has wide applications in diverse fields. Tweedie (1957) , Lancastar (1972) , Banerjee and Bhattacharya (1976) , Whitmore (1976) and Folks and Chhikara (1978) among others have done extensive work on the sampling theory and statistical applications of the inverse Gaussian distribution. Chhikara and Folks (1977) proposed the inverse Gaussian as a reliability model and suggested its applications for studying reliability aspects where the initial failure rate is high. Chaturvedi (1985 Chaturvedi ( , 1986 considered the problem of sequential estimation of the mean of an Inverse Gaussian model with prescribed proportional closeness. In a later communication, Singh and Chaturvedi (1989) proposed sequential procedures for the point estimation and fixed -width confidence interval estimation of the mean of an inverse Gaussian distribution. The sequential interval estimation procedure was proved to be 'asymptotically efficient and consistent' and the sequential point estimation procedure was proved to be 'asymptotically risk-efficient.'
In the present paper, we have considered the problem of Minimum risk point estimation of the mean of an Inverse Gaussian distribution. In case of minimum risk point estimation, consideration is given to the squared-error loss function and linear cost of sampling and in case of confidence interval estimation consideration is given to fixed width and pre-assigned coverage probability. In section 2, we establish the failure of the fixed sample size procedures to deal with the estimation problems. In section 3, we consider sequential estimation procedure related to the mean of an Inverse Gaussian distribution.
Where   0 A  is the known weight and   0 C  is the known cost per unit sample observation.
The risk corresponding to the loss function  
and the value  n of n, minimizing  ,
We have the minimum risk as
However, when  and/or  are unknown, no fixed sample size procedures achieves the goal of minimizing  .
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Sequential Procedure for the Point Estimation of the Mean of Inverse Gaussian Distribution
We first consider the case when  is known and, without any loss of generality, we assume that .
 
Motivated by  , 4 . 2 we consider the following sequential procedure.
Let us start with a sample of size   1 m  . Then, the stopping time
After stopping, we estimate  by N X incurring the risk
Following Starr and Woodroofe  , 1969 we define the 'regret' of the sequential procedure  
In what follows, we obtain the Second-order approximations for the 'regret.' Before proving the main result, we establish some lemmas. 
Where v is specified.
Proof: -We can re-write   Johnson and Kotz (1970, p. 141, equation (16) 
and the result follows. Lemma 2: -For 
C
We note that on the event  
Thus, denoting by K-any positive generic Sandeep Bhougal and Sunil Kumar / Journal of Advanced Computing (2017) Vol. 6 No. 1 pp. 17-27 21 constant independent of C and applying Lemma 2, we have
Lemma 4:-
is uniformly integrable for all 
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Utilizing Lemma 4,   10 .
3 and Lemma 2.1 of Woodroofe (1977), we obtain from   
Proof:
The Lemma follows from a result of Bhattacharya and Mallik (1973) . Now we prove the main result. Theorem 3.1:-For all 
Applying Wald's Lemma for cumulative sum and Lemmas 1, 3, 4, 5 and 6, we obtain from (3.12) that, for all
and the theorem follows.
Next we consider the case when  is also unknown. In conformity with   4 . 2 , we consider the following sequential procedure. Sandeep Bhougal and Sunil Kumar / Journal of Advanced Computing (2017) Vol. 6 No. 1 pp. 17-27 24 We take   2 m  as the initial sample size. Then, the stopping time
When we stop, we estimate  by , XN having the associated risk
The 'regret' corresponding to the sequential procedure  
In the next theorem, we prove the bounded nature of 'regret.' But we first prove a Lemma.
Lemma 7:-For the sequential procedure  
Applying Bi-variate Taylor's series, we obtain from   
If follows from Singh and Chaturvedi (1989) In the following theorem, we prove the boundedness of the 'regret.' 
Conclusion
Although the importance of Sequential procedure for the given precision is well known when the parameters of various probability models are to be estimated. However, the proposed procedure is only based on the problem of Minimum risk point estimation of the mean of an Inverse Gaussian distribution. In case of minimum risk point estimation, consideration is given to the squared-error loss function and linear cost of sampling and in case of confidence interval estimation consideration is given to fixed width and pre-assigned coverage probability. Also we establish the failure of the fixed sample size procedures to deal with the estimation problems and we consider sequential estimation procedure related to the mean of an Inverse Gaussian distribution.
