Abstract. This paper presents algorithms for vision-based classification of vehicles in image sequences of traffic scenes recorded by a stationary camera. Here using a Bayesian network to classify objects into different types of vehicles, especially from incomplete data, that is, in the presence of missing values or hidden variables. Vehicles are modeled as rectangles patches with certain dynamic behavior which represented by features such as position, velocity etc in Bayesian network. The highly accurate classifications are very useful parameters in traffic monitoring systems. Experimental results from highway scenes are provided which demonstrate the effectiveness and robust of the method.
Introduction
Traffic management and information system at present rely on a suite of sensors for estimating traffic parameters. Currently, magnetic loop detectors are often used to count vehicles passing over them. Vision-based video monitoring systems offer a number of advantages. In addition to vehicle counts, a much large set of traffic parameters such as vehicle classifications, lane changes, etc., can be measured. Besides, cameras are much less disruptive to install than loop detectors. Vehicle classification is important in the computation of the percentage of vehicle classes that use streets and highways. Video traffic monitoring systems require robust and reliable classification of different types of vehicles, like cars, buses and trucks and so on. Despite the large amount of literature on vehicle detection and tracking, there has been relatively little work done in the field of vehicle classification. This is because vehicle classification is an inherently hard problem. Moreover, detection and tracking are simply preliminary steps in the task of vehicle classification. In [1] , a vehicle tracking and classification system is described that can categorize moving objects as vehicles, humans and others. The features used for classification were area and amount of dispersion of the target. However, it does not classify the vehicles into various classes. Later, using the same features, the classification algorithm was implemented using Multi-Layer Perception neural network in [2] . Medioni et al. in [3] classified objects into humans, vehicles, and noise based on image features like length, width, speed, and motion direction. Pankaj Kumar used a Bayesian network method to classify objects into different types of vehicles, but features extracted from the object are too much and there are no details about how to learn the network effectively for object classification especially from incomplete data in [5] . In [4] , an object classification approach that use parameterized 3-D model is described.
Segmentation and Tracking
We present a Bayesian Network (BN) based classification algorithm which classifies the objects into cars, buses or trucks, heavy trucks, and noise based on five different parameters, especially from incomplete data, that is, in the presence of missing values or hidden variables, as most real-life data contains missing values. Very high accuracy of classification has been shown by the novel Bayesian network based target classifier in different real video streams. Fig. 1 shows a schematic diagram of the various components of the basis traffic surveillance system.
There have primarily been three classes of techniques for the segmentation of separating the vehicles from the background: 1) background subtraction, as used in [5, 7, 8, 23 ]; 2) frame differencing, as used in [9] [1]; 3) optical flow, as used in [3] [10] .
After video segmentation, the segments objects, with their bounding rectangle boxes extracted from each frame. The next step in tracking vehicle is to establish correspondence between objects across frames which can provide individual vehicle location and motion information that useful in vehicle classification.
The segments objects with their bounding rectangle boxes are extracted from each frame. Intuitively, two segments that are spatially the closet in adjacent frames are connected. First, we calculate the central moment of the rectangle boxes, then Euclidean distance is used to measure the distance between their moments.
Definition 1: The central moment ( , )
u U m n of order (m, n) is defined as follows:
The summation is performed for all rows and columns in the image; , ( , )
That is, let ctM and ctN, respectively, be the third rank central moment vectors of segments M and N that exits in consecutive frames. Then, the similarity grade S (ctM, ctN) between them should exceed the threshold 0.900 if M and N represent the same object in consecutive frames.
In addition to the use of the Euclidean distance, some size restriction is applied to the process of object tracking. If two segments in successive frames represent the same object, the difference between their sizes should not be large.The details of object tracking can be found in [16] .
Target Features
A Bayesian Network is a graphical model that encodes probabilistic relationships among variables of interest. When used in conjunction with statistical techniques the graphical model has several advantages for object classification. The model has both a causal and probabilistic semantics, it is an ideal representation for combining prior knowledge and to predict the consequences of interpretation.
In recent years, there has been a growing interest in learning Bayesian network from data [17, 18, 19, 20] . A Bayesian network for a set of variables   , , , , xy a X x y V V b  using for classification consist of 1) a network structure S that encodes a set of conditional independence assertions about variables in X, and 2) a set P of local probability distributions associated with each variables. Together, these components define the joint probability distribution for X. A. Learning Structure In this paper we will rely on a greedy strategy and Minimum Description Length (MDL) scoring function to learn the structure of the Bayesian network for vehicle classification.
The MDL scoring function takes into account the description of the model itself and the description of the data using the model. The MDL scorning function of a Bayesian network B given a training data set D, written MDL (B|D), is given by (6),
Where, |B| is the number of parameters in the network. The first term represents the length of describing the network B, in that, it counts the bits needed to encode the specific network B, where 1 log 2 N bits are used for each parameter. The second term is the negation of the likelihood of B given D:
This measures how many bits are needed to describe D based on the probability distribution P B . The log likelihood also has a statistical interpretation: the higher the log likelihood, the closer B is to modeling the probability distribution is the data D. Figure 2 shows the learned Bayesian network used for the object classification problem.
B. Learning Parameters Based on the BN structure for vehicle classification, let us now discuss methods for learning about parameters which are the probability relationship between variables especially when the random sample is incomplete.
In this paper, we use the Expectation Maximization (EM) algorithm for learning parameters. We assume that the data set o , but we have simplified the notation for the sake for clarity.
To handle missing data we rewrite the EM algorithm as follows:
C. Probability Reference A typical inference task is to determine the probability of some events (say diseases) given evidence about other events (say findings). Once we have constructed the Bayesian network for vehicle classification, we need to determine various probabilities of interest from the model. In other words, given the value of variable we want to know the target type of the object based upon the relationships in the model and the evidence known about the situation at hand.
Because the learned Bayesian network for X determines a joint probability distribution for X, we can in principle use the Bayesian network to compute any probability of interest. For example, from the Bayesian network, the probability for target object given observation of the other variable can be computers as follows: 
Results
The system was tested on a single Intel Pentium 4 processor 2.4 GHz equipped with a 512 M memory. The operating system is SUSE2 Linux. The processing was done at a frame rate of 25frames/s. It has been tested on several videos of traffic scenes. For obtaining classification results using the BN proposed in this paper, over 200 occurrences of different targets were identified and target tracking was performed for every one of them. Fig.3 shows a few images of our tracking results. Table 1 shows the average classification results of the BN-based scheme discussed previously applied to these video streams. Very high recognition results have been obtained for car. Lipton [1] showed recognition results of 86.8% for vehicles using Mahalanobies clustering. Here we have higher correct classification rate even though the number of classes is four as compare to three in [1] . 
