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Abstract
Given, on the Hilbert space H0, the self-adjoint operator B and the skew-adjoint operators
C1 and C2, we consider, on the Hilbert space H  D(B)⊕H0, the skew-adjoint operator
W =

 C2 1
−B2 C1


corresponding to the abstract wave equation ¨ − (C1 + C2)˙ = −(B2 + C1C2). Given then
an auxiliary Hilbert space h and a linear map  : D(B2)→ h with a kernel K dense in H0,
we explicitly construct skew-adjoint operators W on a Hilbert space H  D(B)⊕H0 ⊕ h
which coincide with W on N K⊕D(B). The extension parameter  ranges over the set
of positive, bounded and injective self-adjoint operators on h.
In the case C1 = C2 = 0 our construction allows a natural deﬁnition of negative (strongly)
singular perturbations A of A := −B2 such that the diagram
W −−−−−−→ W

A −−−−−−→ A
is commutative.
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1. Introduction
Given a negative and injective self-adjoint operator A = −B2 on the Hilbert space
H0 with scalar product 〈·, ·〉0 and corresponding norm ‖ · ‖0 , we consider the abstract
wave equation
¨ = A .
The Cauchy problem for such an equation is well-posed and
(t) := cos tB 0 + B−1 sin tB ˙0
is the (weak) solution with initial data 0 ∈ D(B) and ˙0 ∈ H0. More precisely, using
a block matrix operator notation,
[
cos tB B−1 sin tB
−B sin tB cos tB
]
deﬁnes a strongly continuous group of evolution on the Hilbert space H1⊕H0, where
H1 denotes D(B) endowed with the scalar product giving rise to the graph norm. It
preserves the energy
E(, ˙) := 12
(
‖˙‖20 + ‖B‖20
)
and, in the case the Hilbert space H0 is real, constitutes a group of canonical trans-
formations with respect to the standard sympletic form
((1, ˙1), (2, ˙2)) := 〈1, ˙2〉0 − 〈2, ˙1〉0 .
Its generator is given by
◦
W =
[
0 1
−B2 0
]
: D(B2)⊕D(B) ⊆ H1 ⊕H0 → H1 ⊕H0 ;
it is the Hamiltonian vector ﬁeld corresponding, via , to the Hamiltonian function E .
From the point of view of Hamiltonian systems (with inﬁnite degrees of freedom) a
more suitable phase space is given by the space of ﬁnite energy states, i.e. the maximal
domain of deﬁnition of the energy E . This set is given by D(E) = H¯1 ⊕ H0 where
H¯1 denotes the Hilbert space obtained by completing D(B) endowed with the scalar
product
[1,2]1 := 〈B1, B2〉0 .
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By our injectivity hypothesis 0 /∈ pp(A), but 0 ∈ (A)\pp(A) is not excluded (e.g.
when A =  and H0 = L2(Rd)). Thus in general H¯1 is not contained into H0.
It is then possible to deﬁne a new operator W which is proven to be skew-adjoint
on the Hilbert space D(E). Such an operator is nothing but the closure of ◦W , now
viewed as an operator on the larger space D(E). By Stone’s theorem W generates a
strongly continuous group Ut of unitary operators which preserves the energy, which
now coincides with the norm of the ambient space.
Consider now a self-adjoint operator Aˆ = A which is a singular perturbation of A,
i.e. the set K := { ∈ D(A) ∩D(Aˆ) : A = Aˆ} is dense in H0 (see e.g. [8]). Since
K is closed with respect to the graph norm on D(A), the linear operator AK, obtained
by restricting A to the set K, is a densely deﬁned closed symmetric operator. Therefore
the study of singular perturbations of A is brought back to the study of self-adjoint
extensions of the symmetric operators obtained by restricting A to some dense, closed
with respect to the graph norm, set. We refer to [2] and its huge list of references for
the vast literature on the subject. However here we found more convenient to use the
approach introduced in [11].
In the case the singular perturbation Aˆ is negative and injective, we are interested
in describing Wˆ , the analog of W relative to Aˆ. A natural question is:
1. Is Wˆ a singular perturbation of W?
Here a skew-adjoint operator Wˆ on D(Eˆ) ⊇ D(E) is said to be a singular perturbation
of the skew-adjoint operator W on D(E) if the set N := {(, ˙) ∈ D(W)∩D(Wˆ) :
W(, ˙) = Wˆ (, ˙)} is dense in D(E). In the case the answer to question 1 is
afﬁrmative, two other natural questions arise:
2. Is it possible to construct such singular perturbations Wˆ without knowing Aˆ in
advance?
3. Is it possible to recover the singular perturbation Aˆ of A from the singular pertur-
bation Wˆ of W? In other words, is the following diagram commutative?
W −−−−→ Wˆ 
A −−−−→ Aˆ
Let us remark that in the case Aˆ is a strongly singular perturbation of A, i.e. when the
form domains of A and Aˆ are different, the spaces D(E) and D(Eˆ) are different, so
that W and Wˆ are deﬁned on different Hilbert spaces. Indeed we will answer question
2 above by looking for singular perturbations with D(Eˆ)  D(E) ⊕ (D(A)/K). This
results to be the right ansatz to give afﬁrmative answers to questions 1 and 3.
The framework described above can be extended by considering generalized abstract
wave equations of the kind
¨− (C1 + C2)˙ = (A− C1C2) ,
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with both C1 and C2 skew-adjoint operators such that A − C1C2 is negative and
injective. The corresponding block matrix operator is
◦
Wg =
[
C2 1
−B2 C1
]
: D(B2)⊕D(B) ⊆ H1 ⊕H0 → H1 ⊕H0 .
Then
◦
Wg is closable, with closure Wg , as an operator on the Hilbert space D(EC), the
completion of H1 ⊕H0 with respect to the scalar product
〈(1, ˙1), (2, ˙2)〉EC := 〈BC1, BC2〉0 + 〈˙1, ˙2〉0 ,
where
BC := (−A+ C1C2)1/2 .
Also for these generalized abstract wave equations we are able to construct singular
perturbations Wˆg of the skew-adjoint operator Wg which reduce to the previous ones
in the case C1 = C2 = 0. Such singular perturbation, together with their resolvents, are
deﬁned in a relatively explicit way in terms of the original operators B, C1 and C2.
The contents of the single sections are the following: In Section 2 we review, with
some variants and additions with respect to [6,7,14] (and references therein), the theory
of abstract wave equations. Here we are in particular interested (see Theorem 2.5) in
computing the resolvent of W, the skew-adjoint operator corresponding to the abstract
wave equation ¨ = −B2, in terms of the resolvent of B2. For such a scope the scale
of Hilbert spaces H¯k := { ∈ H¯1 : B¯ ∈ D(Bk−1)}, k1, is used.
In Section 3, given a continuous linear map  : H¯2 → h, h an auxiliary Hilbert space,
such that, denoting by ∗ : h → H−2 the adjoint of the restriction of  to D(B2), one
has Ran(∗) ∩ H−1 = ∅ (we are thus considering strongly singular perturbations of
B2), we construct, mimiking the approach developed in [11], skew-adjoint operators Wˆ
which coincide with W on Ker()⊕H1. As already mentioned, due to our hypothesis on
∗, the Wˆ ’s will be deﬁned on a Hilbert space larger than H¯1⊕H0, indeed it will a space
of the kind H¯1⊕H0⊕h. Thus our strategy is the following: for any positive, bounded
and injective self-adjoint operator  on h, at ﬁrst we trivially extend W to H¯1⊕H0⊕h
(here h is the Hilbert space obtained from h by considering the scalar product induced
by ) by deﬁning W˜ (, ˙, ) := (W(, ˙), 0), which is obviously still skew-adjoint.
Then we consider the skew-symmetric operator obtained by restricting W˜ to the kernel
of the map , where (, ˙, ) :=  −. To such a skew-symmetric operator,
which depends on , we apply the procedure given in [11], thus obtaining a family
of skew-adjoint extensions parametrized by self-adjoint operators on h. Selecting from
such a family the extension corresponding to the parametrizing operator zero, we obtain
a skew-adjoint operator W˜ which by construction coincides with W˜ on the kernel of
 (see Theorem 3.4). Under the additional hypothesis that both the Hilbert spaces
H0 and H¯1 are contained in a common vector space (this is usually true in the case
B is a (pseudo-)differential operator by considering some space of distributions), one
can then deﬁne a suitable Hilbert space K¯1 ⊃ H¯1 and a skew-adjoint operator W on
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K¯1⊕H0 such that W coincides with W on the set Ker()⊕H1 (see Theorem 3.6). By
our hypotheses such a set is dense in H¯1⊕H0 and thus W is a singular perturbation
of W.
The skew-adjoint operator W permits then to deﬁne A, an injective and positive
self-adjoint operator on H0 which results to be a singular perturbation of A = −B2.
The resolvent and the quadratic form of A are also explicitly given. Regarding the
quadratic form a variation on the Birman–Kreı˘n–Vishik theory (see [3] and references
therein) is obtained. Conversely, the skew-adjoint operator corresponding to the abstract
wave equation ¨ = A results to be nothing but W (there results are summarized
in Theorem 3.7). Thus we gave afﬁrmative answers to questions 1–3 above.
In Section 4, we construct singular perturbations of the kind obtained in Section
3 for the skew-adjoint operator Wg corresponding now to the abstract wave equation
¨ − (C1 + C2)˙ = −(B2 + C1C2). Here we put on the skew-adjoint operators C1
and C2 conditions which ensure that B2 + C1C2 is self-adjoint, positive and injective.
Deﬁning BC := (B2 + C1C2)1/2, C := C1 + C2, this case is studied by extending the
procedure of Section 3 to the abstract wave equation ¨− C ˙ = −B2C (see Theorem
4.7). The analogues of Theorems 3.4 and 3.6 corresponding to the general situation
are Theorems 4.8 and 4.11. Here an hypothesis concerning both C1, C2 and a suitable
extension ¯ of the map  must be introduced. Such hypothesis is surely veriﬁed when
C1 and C2 are bounded operator, whereas its validity in the unbounded case is more
subtle, as Example 3 in Section 5 shows.
In Section 5, we give some examples. In Example 1 we deﬁne skew-adjoint opera-
tors W,  an Hermitian injective and positive matrix on Cn, corresponding to wave
equations on star-like graphs with n open ends by deﬁning singular perturbations of the
skew-adjoint operator W(1, . . . ,n,1, . . . ,n) := (1, . . . ,n,′′1, . . . ,′′n), where
the ’s are deﬁned on the half-line (0,∞) and satisfy zero Dirichlet boundary condi-
tions at the origin. The corresponding (according to Theorem 3.7) negative self-adjoint
operator A is of the class of Laplacians on star-like graphs (see [9] and references
therein). By a similar construction, considering also second derivative operators on
compact intervals, one could deﬁne wave equations on more complicated graphs.
In Example 2 we consider the case in which H0 is the space of square integrable
functions on R3, B = (−)1/2, C1 = C2 = 0, h = Cn and  = ((y1), . . . ,(yn)),
where Y = {y1, . . . , yn} is a given discrete subset of R3. This gives a singular perturba-
tions of the free wave equations by n Dirac masses placed at points y1, . . . , yn, in the
sense that the extensions constructed give a rigorous deﬁnition and provide existence
of the dynamics for wave equations of the kind
¨ = + 1y1 + · · · + nyn ,
where  ≡ (1, · · · , n) is related to the value of the continuous part 0 of  at the
points in Y by the boundary conditions
0(yi) =
∑
1 jn
ij
j
 , i = 1, . . . , n .
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Such wave equations were introduced (by different methods) and analyzed, when n = 1,
in [4]. The corresponding singular perturbation of the Laplacian, obtained according to
Theorem 3.7 is of the class of point perturbation of the Laplacian (see [1] and references
therein). The above situation can be generalized by taking as  the evaluation map along
a d-set (i.e. a d-dimensional Lipschitz submanifold if d is an integer or a self-similar
fractal in the noninteger case), and proceeding similarly to the examples appearing
in [11–13], thus obtaining perturbations of the free wave equation supported on null
sets. Here the extension parameter is a self-adjoint operator on some fractional order
Sobolev space on the d-set.
A wave equation of the kind ¨ =  + 4eM0 was used to give a rigorous
description of classical and quantum electrodynamic in dipole (or linear) approximation
and without ultraviolet cut-off (see [5,10]). Here  is R3-valued and plays the role of
the electromagnetic potential in the Coulomb gauge (thus div  = 0), M is the projector
onto the divergenceless ﬁelds and e is the electric charge (the velocity of light being
set to be equal to one). In this case one must modify the above boundary condition
(here Y = {0}), considering the (no more linear but afﬁne) one given by
0(0) = −
m
e
 + 1
e
p ,
where p is an arbitrary vector in R3 and m is the mass of the particle. In this framework
 ∈ R3 can be identiﬁed with the particle velocity v, so that the particle dynamics
is given by the evolution of the ﬁeld singularity. With this identiﬁcation the above
boundary condition is nothing else that the usual (linearized and regularized) relation
between velocity and momentum (represented by the vector p) in the presence on an
electromagnetic ﬁeld, i.e. p = mv + e0(0).
This approach suggests that the study of singular perturbations of the wave equation
¨ =  can produce an useful framework for a rigorous treatment of classical electro-
dynamics of point particles and for quantum electrodynamics in the ultraviolet limit.
Indeed this was the original motivation of the paper. In order to remove the limitation
given by the dipole approximation assumed in [5,10], one is lead to study the singular
perturbations, supported at the origin, of the wave equation
˙ = v · ∇+ ,
˙ = v · ∇+  ,
where v is a given vector in R3 with |v| < 1. This is suggested by starting with the
Maxwell–Lorentz system, by re-writing it in a reference frame co-moving with the
particle and then by performing the reduction allowed by the conservation of the total
(particle + ﬁeld) momentum. We refer to the digression given at the end of Section 5
for a more detailed discussion. Thus in the successive example in Section 5 (Example
3), we modify the situation considered in Example 2 (in the case Y = {0}) by taking
C1 = C2 = v · ∇, with v ∈ R3, |v| < 1. In this case the regular part 0 of the ’s
in the proper operator domain is no more continuous (when v = 0) and the evaluation
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map of Example 2 has to be extended to ¯, where ¯0 is deﬁned by the limit R ↓ 0
of the average 〈0〉R of 0 over the sphere of radius R. It is here proven that such a
limit exists for the functions in the operator domain of the extensions. This produces
a rigorous deﬁnition and existence of the dynamics for the wave equation
˙ = v · ∇+ ,
˙ = v · ∇+ + 0 ,
where now the ’s are related to the regular part 0 of the ’s by the boundary
condition
〈0〉 := lim
R↓0 〈0〉R =  .
Once the proper domain of deﬁnition for the ﬁelds  and  is determined by this linear
analysis, a nonlinear operator, candidate to describe the classical electrodynamics of a
point particle, can be obtained by considering the nonlinear wave equation
˙ = v · ∇+ ,
˙ = v · ∇+ + 4eMv0 ,
where v, again representing the particle velocity, is no more a given vector but is
related to the regular parts 0 and 0 of the ﬁelds  and  by the nonlinear boundary
condition
〈0〉 −
1
4e
〈0,∇0〉 = −
m
e
v√
1− |v|2 +
1
e
 .
The (conserved) total momentum  of the particle-ﬁeld system is deﬁned, in terms of
the particle momentum p, by  := p− 14 〈,∇〉. Thus the above boundary condition
corresponds to the (regularized) velocity–momentum relation for a (relativistic) particle
in the presence of an electromagnetic ﬁeld, i.e. p = mv√
1−|v|2 + e 〈0〉. Again we refer
to the digression at the end of Section 5 for more details.
In the appendix we give a compact review of the approach to singular perturbations of
self-adjoint operators developed in [11] adapted to our present (skew-adjoint) situation.
In particular, with reference to the notations in [11], we make here a particular choice
of the operator  which correspond, in the case treated in Section 3 here, to a weakly
singular perturbation. Thus a strongly singular perturbation Aˆ of A gives rise to a weakly
singular perturbation Wˆ of W. This could be used to study the scattering theory for
strongly singular perturbations of A in terms of weakly singular perturbations. Indeed,
by Birman–Kato invariance principle, the Möller operators ±(Wˆ ,W) and ±(Aˆ, A)
are unitarily equivalent. As regard the parametrizing operator, as we already said above,
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we pick up here, in the family of skew-adjoint extensions given by the general scheme
in [11], the extension corresponding to the zero operator.
2. Abstract wave equations
Let B : D(B) ⊆ H0 → H0 be a self-adjoint operator on the Hilbert space H0 such
that Ker(B) = {0}. Let us denote by Hk , k1, the scale of Hilbert spaces given by
the domain of Bk with the scalar product 〈·, ·〉k leading to the graph norm, i.e.
〈1,2〉k := 〈Bk1, Bk2〉0 + 〈1,2〉0 .
Here 〈·, ·〉0 denotes the scalar product in H0. We will use the symbol ‖ · ‖0 to indicate
the corresponding norm.
We then deﬁne the Hilbert space H¯1 by completing the pre-Hilbert space D(B)
endowed with the scalar product
[1,2]1 := 〈B1, B2〉0 .
We deﬁne B¯ ∈ B(H¯1,H0) as the closed bounded extension of the densely deﬁned
linear operator
B : H1 ⊆ H¯1 → H .
Here and below by B(X, Y ) we mean the space of bounded, everywhere deﬁned,
linear operators on the Banach space X to the Banach space Y; for brevity we put
B(X) ≡ B(X,X).
Since B is self-adjoint one has
Ran(B)⊥ = Ker(B) ,
so that, B being injective, Ran(B) is dense in H0. Therefore we can deﬁne B¯−1 ∈
B(H0, H¯1) as the closed bounded extension of the densely deﬁned linear operator
B−1 : Ran(B) ⊆ H0 → H¯1 .
One can then verify that B¯ is boundedly invertible with inverse given by B¯−1.
Given B¯ we introduce the scale of spaces H¯k , k1, deﬁned by
H¯k :=
{
 ∈ H¯1 : B¯ ∈ Hk−1
}
.
Obviously Hk ⊆ H¯k .
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Lemma 2.1.
H¯k = Hk + H¯k+1 .
Proof. The thesis follow from
H¯2k = B¯−1(B + i)−1(B2(k−1) + 1)−1(H0) ,
H2k = (B2 + 1)−1(B2(k−1) + 1)−1(H0) ,
H¯2k+1 = B¯−1(B2k + 1)−1(H0) ,
H2k+1 = (B + i)−1(B2k + 1)−1(H0) ,
and from the identities
B¯−1 = (B + i)−1 + iB¯−1(B + i)−1 ,
B¯−1(B + i)−1 = (B2 + 1)−1 − iB¯−1(B2 + 1)−1 . 
Lemma 2.2. The set H¯k endowed with the scalar product
[1,2]k := 〈B¯1, B¯2〉k−1
is a Hilbert space.
Proof. Let n, n1, be a Cauchy sequence in H¯k . Then n, n1, is Cauchy in H¯1
and B¯n, n1, is Cauchy in H¯k−1. Thus B¯n → B¯ and Bk−1B¯n →  in H0.
Since Bk−1 is closed, B¯ ∈ Hk−1, hence  ∈ H¯k , and  = Bk−1B¯. 
Remark 2.3. The previous lemma shows that H¯k could be alternatively deﬁned as the
completion of pre-Hilbert space D(Bk) endowed with the scalar product
[1,2]k := 〈B1, B2〉k−1 .
Thus Hk is dense in H¯k .
We now deﬁne
A¯ : H¯2 → H0 , A¯ := −BB¯ .
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Remark 2.4. By the previous remark A¯ ∈ B(H¯2,H0) could be alternatively deﬁned as
the closed bounded extension of the densely deﬁned linear operator A := −B2 : H2 ⊆
H¯2 → H0.
We put, for any real 	 = 0,
R0(	) := (B2 + 	2)−1 , R0(	) ∈ B(H0,H2)
and then deﬁne R¯0(	) ∈ B(H¯1, H¯3) as the closed bounded extension of
R0(	) : H1 ⊆ H¯1 → H¯3 .
The linear operator R¯0(	) satisﬁes the relations
−A¯R¯0(	)+ 	2R¯0(	) = 1H¯1 , (2.1)
−R0(	)A¯+ 	2R¯0(	) = 1H¯2 , (2.2)
On the Hilbert space H¯1 ⊕H0 with scalar product given by
〈〈 (1,1), (2,2) 〉〉 := 〈B¯1, B¯2〉0 + 〈1,2〉0 .
we deﬁne the linear operator
W : H¯2 ⊕H1 ⊆ H¯1 ⊕H0 → H¯1 ⊕H0 , W(,) := (, A¯) .
Theorem 2.5. The linear operator W is skew-adjoint and its resolvent is given by
(−W + 	)−1(,) = (	R¯0(	)+ R0(	),−+ 	2R¯0(	)+ 	R0(	)) .
Proof. The skew-symmetry of W immediately follows from the deﬁnition of the scalar
product 〈〈·, ·〉〉. The fact that (−W + 	)−1 as deﬁned above is the inverse of −W + 	
is a matter of algebraic computations given the deﬁnition of R0(	), R¯0(	) and (2.1),
(2.2). The proof is then concluded by recalling that W is skew-adjoint (equivalently iW
is self-adjoint) if and only if it is skew-symmetric and Ran(W ± 	) = H¯1 ⊕ H0 for
some real 	 = 0. 
Remark 2.6. Note that H¯2⊕H1 = Ran(−W +	)−1 gives a decomposition compatible
with the one given by Lemma 1.1, i.e. H¯2 = H2 + H¯3 and H1 = H¯1 +H2 + H¯3.
Remark 2.7. Note that the norm on H¯2 induced by the graph norm of W coincides
with the one given by the scalar product [·, ·]2. Hence the domain of W is the direct
sum of the Hilbert spaces H¯2 and H1 as written above.
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3. Singular perturbations of abstract wave equations
On the Hilbert space h with scalar product 〈·, ·〉h and norm ‖ · ‖h, we consider a
bounded, positive and injective self-adjoint operator . Then we denote by h the
Hilbert space given by h endowed with the scalar product
〈1, 2〉 := 〈1, 2〉h .
The corresponding norm will be indicated by ‖ · ‖.
By Theorem 2.5, on Hilbert space H¯1 ⊕H0 ⊕ h with scalar product
〈〈 (1,1, 1), (2,2, 2) 〉〉 := 〈B¯1, B¯2〉0 + 〈1,2〉0 + 〈1, 2〉 ,
the linear operator
W˜ : H¯2 ⊕H1 ⊕ h ⊆ H¯1 ⊕H0 ⊕ h → H¯1 ⊕H0 ⊕ h ,
W˜ (,, ) := (W(,), 0)
is skew-adjoint and
(−W˜ + 	)−1(,, ) = ((−W + 	)−1(,), 	−1) . (3.1)
Given  ∈ B(H¯2, h), we deﬁne  ∈ B(H¯2 ⊕H0 ⊕ h, h) by
 : H¯2 ⊕H0 ⊕ h → h , (,, ) := − .
The action of  satisﬁes (A.1) (see the appendix). Now we suppose that it also satisﬁes
(A.2), i.e. we suppose
Ran() = h . (H3.0)
Of course, (H3.0) holds true if  itself is surjective. Another possibility is
∀  ∈ h , ‖‖hc ‖‖h , c > 0 ,
which is equivalent to Ran() = h.
Now we deﬁne G˘(	) ∈ B(H0, h) and G(	) ∈ B(h,H0) by
G˘(	) := R0(	) , G(	) := G˘(	)∗ .
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We also deﬁne ˘¯G(	) ∈ B(H¯1, h) and G¯(	) ∈ B(h, H¯1) by
˘¯G(	) := R¯0(	) , G¯(	) := ˘¯G(	)∗ .
Obviously ˘¯G(	) = G˘(	) on H1.
Lemma 3.1.
Ran(G(	)) ⊆ Ran(B) and G¯(	) = B¯−1B−1G(	) ∈ B(h, H¯2) .
Proof. By the deﬁnitions of G¯(	) and G(	) one has, for any  ∈ h and for any  ∈ H1,
〈B, B¯G¯(	)〉0 = 〈G˘(	), 〉h = 〈,G(	)〉0 .
Being B self-adjoint with domain H1, the above relation shows that B¯G¯(	) ∈ H1,
hence G¯(	) ∈ H¯2,
BB¯G¯(	)=G(	) ,
‖B¯G¯(	)‖20 + ‖BB¯G¯(	)‖20 = ‖B¯G¯(	)‖20 + ‖G(	)‖20 . 
Deﬁning G˘(	) ∈ B(H¯1 ⊕H0 ⊕ h, h) by
G˘(	)(,, ) := (−W˜ + 	)−1(,, ) = 	 ˘¯G(	)+ G˘(	)− 	−1 (3.2)
and G(	) ∈ B(h, H¯1 ⊕H0 ⊕ h) by
G(	) := − G˘(−	)∗ = (	G¯(	),−G(	),−	−1) , (3.3)
one has that, by the previous lemma, G(	) ∈ B(h, H¯2 ⊕ H0 ⊕ h). Thus (A.4) is
satisﬁed,
(	) := − G(	) = −	G¯(	)− 1	  (3.4)
= −	B¯−1B−1G(	)− 1
	
 (3.5)
is well-deﬁned and (	) ∈ B(h). Let us now show that (A.5) is satisﬁed:
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Lemma 3.2.
(	)
∗ = −(−	) .
Proof. By [11, Lemma 2.1],
(	2 − 
2) R0(
)G(	) = G(
)−G(	) .
Since Ran(G(	)) ⊆ Ran(B), R0(
)G(	) strongly converges in B(h, H¯2), as 
 ↓ 0, to
B¯−1B−1G(	) when B2R0(
) strongly converges to the identity operator on H0. Since
B2 is injective this follows proceeding as in [12, Section 3]. Therefore one has that
(	) = s-lim

↓0 −
1
	
(
+ (G(
)−G(	)))
= s-lim

↓0 −
1
	
(
+ (	2 − 
2) G˘(
)G(	)
)
= s-lim

↓0 −
1
	
(
+ (	2 − 
2) G˘(	)G(
)
)
.
The proof is the concluded by observing that (G(
)−G(	)) is symmetric (see [11,]
[Lemma 2.2]. Also see [12, Lemma 3]). 
Remark 3.3. By the same methods used in the above proof (i.e. using the fact that
Ran(G(	)) ⊆ Ran(B)), all the results contained in [12] can be extended to the case
in which  ∈ B(H¯2, h), thus allowing for the treatment of singular perturbations of
convolution operators also in lower dimensions (in [12] the examples were given in
Rd with d4).
Denote by H−k , k1, the completion of H0 with respect to the scalar product
〈1,2〉−k := 〈(B2k + 1)−1/21, (B2k + 1)−1/22〉0 .
Of course H−k ⊆ H−(k+1). Since  ∈ B(H2, h) we deﬁne ∗ ∈ B(h,H−2) by
〈(B4 + 1)−1/2∗, (B4 + 1)1/2〉0 = 〈, 〉h ,  ∈ h ,  ∈ H2 .
Now we suppose that
Ran(∗) ∩H−1 = {0} . (H3.1)
This, using the deﬁnition of G(	), is equivalent to
Ran(G(	)) ∩H1 = {0} ,
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so that (A.3) is satisﬁed, i.e.
Ran(G(	)) ∩D(W˜) = {0} .
By Theorem A.2 we can deﬁne a skew-adjoint extension of the skew-symmetric operator
given by the restriction of W˜ to the dense set
N :=
{
(,, ) ∈ H¯2 ⊕H1 ⊕ h :  = 
} :
Theorem 3.4. Suppose that (H3.0) and (H3.1) hold true. Let
D(W˜) :=
{
(0,, ) ∈ H¯1 ⊕H0 ⊕ h : 0 ∈ H¯2 ,
 = 	 +G(	) , 	 ∈ H1 ,  ∈ h ,  = 0
}
.
Then
W˜ : D(W˜) ⊆ H¯1 ⊕H0 ⊕ h → H¯1 ⊕H0 ⊕ h ,
W˜(0,, ) := (0, A¯0, ) ,
is a skew-adjoint extension of the restriction of W˜ to the dense set N. Here 0 ∈ H¯1,
deﬁned by
0 := 	 − 	2B¯−1B−1G(	)  ,
does not depend on 	. The resolvent of W˜ is given by
(−W˜ + 	)−1 = (−W˜ + 	)−1 +G(	)(	)−1G˘(	) ,
where the bounded linear operators (−W˜ + 	)−1, G˘(	), G(	), (	) have been
deﬁned in (3.1)–(3.4), respectively.
Proof. By Theorem A.2 we known that (−W˜ + 	)−1 + G(	)(	)−1G˘(	) is the
resolvent of a skew-adjoint extension Wˆ of the restriction of W˜ to the dense set N.
Therefore (ˆ0, ˆ, ˆ) ∈ D(Wˆ) if and only if
ˆ0 = 	 + 	G¯(	)(	)−1(	 −	) , 	 ∈ H¯2 ,
ˆ= 	 −G(	)(	)−1(	 −	) , 	 ∈ H1 ,
ˆ = 	 − 1	 (	)
−1(	 −	) , 	 ∈ h .
Let us now show that D(Wˆ) = D(W˜).
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Since Ran(G¯(	)) ⊆ H¯2, so that ˆ0 ∈ H¯2, and
((−W˜ + 	)−1 +G(	)(	)−1G˘(	))
= G˘(	)− (	)(	)−1G˘(	) = 0,
so that ˆ0 = ˆ, we have D(Wˆ) ⊆ D(W˜). Let us now prove the reverse inclusion.
Given (0,, ) ∈ D(W˜) let us deﬁne
	 := 0 + 	G¯(	)  ,
	 := − 1	  .
Then
0 = 	 − 	G¯(	)  =  = 
(
	 + 1	 
)
implies
	 −	 =
(
	G¯(	)+ 1
	

)
 ,
i.e.
 = −(	)−1(	 −	) .
Thus D(W˜) ⊆ D(Wˆ). Now we have
Wˆ(0,, ) = W˜ (	,	, 	)+ 	(0 − 	,− 	,  − 	)
= (	 − 	2G¯(	) , A¯	 + 	G(	), )
= (0, A¯(	 − 	G¯(	) ), )
= (0, A¯0, )
= W˜(0,, ) .
0 does not depend on 	 since the deﬁnition of W˜ is 	-independent. 
Let us now suppose that
both H0 and H¯1 are contained in a given vector space V. (H3.2)
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Thus we can deﬁne
G : h → V , G := G(	)+ 	2G¯(	) .
Lemma 3.5. The deﬁnition of G is 	-independent. Moreover
Ran(G) ∩ H¯1 = {0} .
Proof. By ﬁrst resolvent identity one has (see [11, Lemma 2.1])
(	2 − 2) R0()G(	) = G()−G(	) ,
i.e.
	2G(	)− 2G() = B2(G()−G(	)) .
This implies, by Lemma 3.1,
G(	)+ 	2G¯(	) = G()+ 2G¯() .
Suppose there exists  ∈ h such that
G(	)+ 	2G¯(	) =  ∈ H¯1 .
Then G(	) ∈ H1 and so, by (H3.1), G(	) = 0. By Lemma 3.1 G¯(	) = 0 and the
proof is done. 
By the previous lemma the following spaces are well-deﬁned:
K¯1 :=
{
 ∈ V :  = 0 +G , 0 ∈ H¯1 ,  ∈ h
}
,
K¯2 :=
{
 ∈ V :  = 0 +G , 0 ∈ H¯2 ,  ∈ h
}
,
K1 := K¯1 ∩H0 .
Moreover the map
U : H¯1 ⊕H0 ⊕ h → K¯1 ⊕H0 , U(0,, ) := (0 +G,)
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is injective and surjective and thus is unitary once we make K¯1 a Hilbert space by
deﬁning the scalar product
〈,〉K¯1 := 〈B¯0, B¯0〉0 + 〈, 〉 .
Thus we can state the following:
Theorem 3.6. Suppose that (H3.0)–(H3.2) hold true. Then the linear operator
W : D(W) ⊆ K¯1 ⊕H0 → K¯1 ⊕H0 ,
D(W) =
{
(,) ∈ K¯2 ⊕K1 :   = 0
}
,
W(,) := UW˜U∗(,) = (, A¯0)
is skew-adjoint. It coincides with
W : H¯2 ⊕H1 ⊆ H¯1 ⊕H0 → H¯1 ⊕H0 , W(,) = (, A¯)
on the dense set
D(W) ∩D(W) =
{
 ∈ H¯2 :  = 0
}⊕H1 .
Once we obtained W we can deﬁne the linear operator A on H0 by
D(A) :=
{
 ∈ K¯2 ∩H0 :  = 0
}
,
A : D(A) ⊆ H0 → H0 , A := P2WI1 ≡ A¯0 ,
where
P2 : K¯1 ⊕H0 → H0 P2(,) := 
and
I1 : K¯2 ∩H0 → K¯2 ⊕K1 , I1 := (, 0) .
We have the following
Theorem 3.7. 1. A is a negative and injective self-adjoint operator which coincides
with A on the set Ker(). Its resolvent is given by
(−A + 	2)−1 = R0(	)+G(	)(+ 	2B¯−1B−1G(	))−1G˘(	) .
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The positive quadratic form Q corresponding to −A is
Q : K1 ⊆ H0 → R , Q() = ‖B¯0‖20 + ‖‖2 .
2. The skew-adjoint operator corresponding to the abstract wave equation ¨ = A
is the skew-adjoint operator W deﬁned in the previous theorem.
Proof. 1. Let us deﬁne
R(	) := R0(	)+G(	)(−	(	))−1G˘(	) .
By the proof of Lemma 3.2 and [11, Lemma 2.1],
−	(	)− (−())
= s-lim

↓0 (	
2 − 
2) G˘(	)G(
)− (2 − 
2) G˘()G(
)
= (G()−G(	)) = (	2 − 2)G˘()G˘(	) .
We already know that −	(	) is boundedly invertible and, by (3.5) and Lemma 3.2,
(−	(	))∗ = −	(	). Therefore, by [11, Proposition 2.1], R(	) is the resolvent
of a self-adjoint operator A˜, coinciding with A on Ker(), deﬁned by
D(A˜) :=
{
 ∈ H0 :  = 	 +G(	)(−	(	))−1	
}
,
(−A˜ + 	2) := (−A+ 	2)	 .
One then proves that A˜ ≡ A proceeding exactly as in the proof of [12, Theorem
5].
Since A is injective, A = 0 implies 0 = 0 and thus  = 0, i.e.  = 0.
By the proof of Lemma 3.1 one has
〈B0, B¯G¯(	)〉0 = 〈 ˘¯G(	)0, 〉h
and, by (2.2),
〈BB¯0,G(	)〉0 + 	2[0, G¯(	)]1 = 〈0, 〉h .
Thus, using the deﬁnition of G and the two different decompositions of  ∈ D(A)
given by
 = 0 +G = 	 +G(	) ,
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one obtains
〈−A,〉0 = 〈−A¯0,	〉0 + 〈−A¯0,G(	)〉0
= 〈B¯0, B¯	〉0 + 〈B¯B0,G(	)〉0
= 〈B¯0, B¯0〉0 + 	2〈B¯0, B¯G(	)〉0
−	2〈B¯0, B¯G(	)〉0 + 〈0, 〉h
= 〈B¯0, B¯0〉0 + 〈, 〉 .
Thus A is negative. Since K1 is obviously complete with respect to the norm
‖‖2K1 := ‖B¯0‖20 + ‖‖2 + ‖‖20 ,
the closed and positive quadratic form Q is the one associated to −A.
2. Since the completion of K1 with respect to the scalar product
[,]1 := 〈B0, B0〉 + 〈, 〉
is K¯1 and the completion of D(A) with respect to the scalar product
[,]2 := 〈B0, B0〉 + 〈, 〉 + 〈A0, A0〉
is { ∈ K¯2 :  = 0}, one has that A¯ = A¯0 for any  in such a set and the
proof is done. 
4. Singular perturbations of generalized abstract wave equations
In this section we look for singular perturbations of operators of the kind
Wg(,) := (C¯2+ , C1+ A¯) .
Let us begin with the simpler case in which
Wg(,) := (, C+ A¯) ,
where
C : H1 ⊆ H0 → H0
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is a skew-adjoint operator such that:
∀ ∈ H1 , ‖C‖0c ‖B‖0 ; (H4.1)
C(H2) ⊆ H1 and ∀ ∈ H2 , BC = CB . (H4.2)
Lemma 4.1. If (H4.1) and (H4.2) hold true then
B2 − 	C + 	2 : H2 ⊆ H0 → H0
is invertible for all 	 = 0,
R(	) := (B2 − 	C + 	2)−1 ∈ B(H0,H2)
and
∀ ∈ H1 , ‖B(B2 + 	2)R(	)‖0c ‖B‖0 .
Proof. By our hypotheses one has
∀ ∈ H2 , ‖BC‖0 = ‖CB‖0c ‖B2‖0 .
Thus, by induction,
∀ k1 , ∀ ∈ Hk+1 , ‖BkC‖0c ‖Bk+1‖0 ,
and C(Hk+1) ⊆ Hk for any k1. By
∀ ∈ H3 , B2C = BCB = CB2
one gets
∀ ∈ H1 , R0(	)C = CR0(	) ,
so that CR0(	) is skew-adjoint. Thus 1−	CR0(	) is boundedly invertible for all 	 = 0
and
R(	) = (1− 	CR0(	))−1R0(	) = R0(	)(1− 	CR0(	))−1 .
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This gives
‖(B2 + 	2)R(	)‖0 = ‖(1− 	CR0(	))−1‖0
 ‖(1− 	CR0(	))−1‖H0,H0‖‖0
and
‖B(B2 + 	2)R(	)‖0 = ‖B(1− 	CR0(	))−1‖0
= ‖(1− 	CR0(	))−1B‖0
 ‖(1− 	CR0(	))−1‖H0,H0‖B‖0 . 
Let C¯ ∈ B(H¯1,H0) be the closed bounded extension of operator
C : H1 ⊆ H¯1 → H0.
It exists by (H4.1). Let R¯(	) ∈ B(H¯1, H¯3) the closed bounded extension of
R(	) : H1 ⊆ H¯1 → H¯3.
It exists by Lemma 4.1. For such an extension the following relations hold true:
(−A¯− 	C¯)R¯(	)+ 	2R¯(	) = 1H¯1 ,
R(	)(−A¯− 	C¯)+ 	2R¯(	) = 1H¯2 .
Proceeding as in Theorem 2.5 one obtains the following
Theorem 4.2. Under hypotheses (H4.1) and (H4.2) the linear operator
Wg : H¯2 ×H1 ⊆ H¯1 ⊕H0 → H¯1 ⊕H0 , Wg(,) := (, C+ A¯) ,
is skew-adjoint and its resolvent is given by
(−Wg + 	)−1(,)
= (	R¯(	)+ R(	)(− C¯+ ),−+ 	2R¯(	)+ 	R(	)(− C¯+ )) .
Remark 4.3. We used the notation H¯2×H1 for D(Wg) since, when C = 0, the scalar
product inducing the graph norm on D(Wg) is different from the one of H¯2 ⊕H1.
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By the previous theorem
W˜g : H¯2 ×H1 × h ⊆ H¯1 ⊕H0 ⊕ h → H¯1 ⊕H0 ⊕ h ,
W˜g(,, ) := (Wg(,), 0)
is skew-adjoint and (−W˜g + 	)−1(,, ) = ((−Wg + 	)−1(,), 	−1).
Now we consider a sequence J : H0 → H0,  > 0, of self-adjoint operators such
that
1. J ∈ B(Hk,Hk+1) , k0 ;
2. ∀ ∈ H1, JB = BJ, JC = CJ ;
3. ∀ ∈ H0 , lim
↓0 ‖J− ‖0 = 0 .
Such sequence J can be obtained by considering, for example, the family (B2+1)−1,
but other choices are possible (see Example 3 in the next section). We remark that the
successive construction will depend on the choice we make for such a family.
Denoting by J¯ ∈ B(H¯k, H¯k+1), k1, the closed bounded extension of J and given
 ∈ B(H¯2, h) we deﬁne the bounded linear map
 := J¯ : H¯1 → h
and
D(¯) :=
{
 ∈ H¯1 : lim
↓0  exists in h
}
¯ : D(¯) ⊆ H¯1 → h , ¯ := lim
↓0  .
Note that for all  ∈ H¯2, by 3,
lim
↓0 ‖BB¯(J¯− )‖
2
0 + ‖B¯(J¯− )‖20
= lim
↓0 ‖JBB¯− BB¯‖
2
0 + ‖JB¯− B¯‖20 = 0 ,
so that H¯2 ⊆ D(¯) and ¯ =  on H¯2.
Deﬁning then
 : D(¯)×H0 × h → h , (,, ) := ¯−
we have that  satisﬁes (A.1) and (A.2).
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Now we deﬁne G˘(	) ∈ B(H0, h) and G(	) ∈ B(h,H0) by
G˘(	) := R(	) , G(	) := G˘(−	)∗ .
We also deﬁne ˘¯G(	) ∈ B(H¯1, h) and G¯(	) ∈ B(h, H¯1) by
˘¯G(	) := R¯(	) , G¯(	) := ˘¯G(−	)∗ .
Obviously ˘¯G(	) = G˘(	) on H1. As in the previous section one has the following
Lemma 4.4.
Ran(G(	)) ⊆ Ran(B) and G¯(	) = B¯−1B−1G(	) .
Ran(G¯(	)) ⊆ H¯2 and G¯(	) ∈ B(h, H¯2) .
Now we deﬁne G˘(	) ∈ B(H¯1 ⊕H0 ⊕ h, h) by
G˘(	)(,, ) := (−W˜ + 	)−1(,, ) (4.1)
= 	 ˘¯G(	)+ G˘(	)(− C¯+ )− 	−1 (4.2)
and G(	) ∈ B(h, H¯1 ⊕H0 ⊕ h) by
G(	) := − G˘(−	)∗ (4.3)
= (	G¯(	)+ C¯∗G(	),−G(	),−	−1) . (4.4)
Regarding the adjoint of C¯ one has the following:
Lemma 4.5.
C¯∗ = −B¯−1C¯B¯−1 .
Proof. Since C commutes with B, for any  in H1 one has
C¯B¯−1 = B¯−1C ,
and thus for any  and  in H1 one has
[−B¯−1C¯B¯−1,]1 = −〈C¯B¯−1, B〉0
= −〈B¯−1C, B〉0 = −〈C,〉0 = 〈, C〉0 . 
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Let us now consider the bounded linear map
,(	) := −B¯−1(−C + 	)B−1G(	)− 1	  .
We have the following:
Lemma 4.6.
,(	)
∗ = −,(−	) .
Proof. At ﬁrst let us observe that, being CR0(
) skew-adjoint (see the proof of Lemma
4.1), one has
∀ 
 > 0 , ‖(1± 
CR0(
))−1‖H0,H01 .
Thus, using (H4.1), functional calculus and dominated convergence theorem,
lim

↓0 ‖((1± 
CR0(
))
−1 − 1)‖2  lim

↓0 ‖
CR0(
)‖
2
 c2 lim

↓0 ‖
BR0(
)‖
2
= lim

↓0
∫
R
d(x)
∣∣∣∣ 
xx2 + 
2
∣∣∣∣
2
= 0 .
Since
B2R(±
) = B2R0(
)(1± 
CR0(
))−1 ,
and B2R0(
) strongly converges to 1H0 when 
 ↓ 0 (see the proof of Lemma 3.2), one
has that
s-lim

↓0 B
2R(±
) = 1H0 .
This implies (proceeding as in the proof of Lemma 4.1) that R(
)G(	) strongly con-
verges in B(h, H¯2) to B¯−1B−1G(	) when 
 ↓ 0. Therefore
,(	)
= s- lim

↓0 −
1
	
(
+ 	 (−C + 	± 
) (B2 ∓ 
C + 
2)−1G(	)
)
,
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and the proof is concluded by showing that
( C (B2 − 
C + 
2)−1G(	))∗
= − C (B2 + 
C + 
2)−1G(−	) .
Proceeding as in [11, Lemma 2.1], by ﬁrst resolvent identity one obtains
(−C + 	+ 
) (B2 − 
C + 
2)−1G(	)
= G(
)−G(	)
	− 

= (−C + 	+ 
) (B2 − 	C + 	2)−1G(
) ,
so that
(B2 − 
C + 
2)−1G(	) = (B2 − 	C + 	2)−1G(
) .
Therefore we need to show that
( C (B2 − 	C + 	2)−1G(
))∗
= − C (B2 + 
C + 
2)−1G(−	) .
Since C, B and J commute, we have
( C (B2 − 	C + 	2)−1G(
))∗ = (G˘(	) C J G(
))∗
= G(
)∗(C J)∗G˘(	)∗ = −G˘(−
) C JG(−	)
= − C (B2 + 
C + 
2)−1G(−	)
and the proof is done. 
Now we suppose that
Ran(C¯∗G(	)) ≡ Ran(C¯ G¯(	)) ⊆ D(¯) . (H4.3)
Note that (H4.3) is always veriﬁed if C¯ ∈ B(H¯2, H¯2), but such a hypothesis can hold
true also in situations where C is unbounded (see Example 3 in the next section). Then,
by the uniform boundedness principle ¯ C¯∗G(	) ∈ B(h), so that (A.4) is satisﬁed,
(	) := − G(	) = −	B¯−1B−1G(	)− ¯C¯∗G(	)− 1	  (4.5)
= −¯B¯−1(−C + 	)B−1G(	)− 1
	
 (4.6)
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is well-deﬁned and (	) ∈ B(h). By (H4.3) one has
(	) = s-lim

↓0 ,(	) ,
so that the previous lemma implies
(	)
∗ = −(−	) .
Thus (A.5) is satisﬁed. Suppose now that (H3.1) holds true. Then, since
R(	) = R0(	)(1− 	CR0(	))−1 ,
one has
Ran(G(	)) ∩H1 = {0} ,
so that (A.3) is satisﬁed. In conclusion, by Theorem A.2 we can deﬁne a skew-adjoint
extension of the skew-symmetric operator given by restricting W˜ to the dense set
N :=
{
(,, ) ∈ H¯2 ×H1 × h :  = 
}
.
Theorem 4.7. Suppose that (H3.0), (H3.1) and (H4.1)–(H4.3) hold true. Let
D(W˜)
:=
{
(0,0, ) ∈ H¯1 ⊕H0 ⊕ h : 0 = 	 + B¯−1CB−1G(	) ,
0 = 	 +G(	) , 	 ∈ H¯2 , 	 ∈ H1 ,  ∈ h ,  = ¯0
}
.
Then
W˜ : D(W˜) ⊆ H¯1 ⊕H0 ⊕ h → H¯1 ⊕H0 ⊕ h ,
W˜(0,0, ) := (	 − 	B¯−1(−C + 	)B−1G(	), C	 + A¯	, )
is a skew-adjoint extension of the restriction of
W˜g : H¯2 ×H1 × h ⊆ H¯1 ⊕H0 ⊕ h → H¯1 ⊕H0 ⊕ h ,
W˜g(,, ) = (, C+ A¯, 0)
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to the dense set N. The resolvent of W˜ is given by
(−W˜ + 	)−1 = (−W˜g + 	)−1 +G(	)(	)−1G˘(	) ,
where the linear operators (−W˜ + 	)−1, G˘(	), G(	), (	), have been deﬁned in
Theorem 4.2, (4.2), (4.4) and (4.6), respectively.
Proof. By Theorem A.2 we known that (−W˜g + 	)−1 +G(	)(	)−1G˘(	) is the
resolvent of a skew-adjoint extension Wˆ of the restriction of W˜g to the dense set N.
Therefore (ˆ0, ˆ, ˆ) ∈ D(Wˆ) if and only if
ˆ0 = ˆ	 +
(
	B¯−1B−1 + C¯∗
)
G(	)(	)
−1(ˆ	 −	) ,
ˆ = 	 −G(	)(	)−1(ˆ	 −	) ,
ˆ = 	 − 1	 (	)
−1(ˆ	 −	) ,
where
ˆ	 ∈ H¯2 , 	 ∈ H1 , 	 ∈ h .
Let us now show that D(Wˆ) = D(W˜).
Since Ran(G¯(	)) ⊆ H¯2, so that
ˆ	 + 	B¯−1B−1G(	)(	)−1(ˆ	 −	) ∈ H¯2
and
((−Wˆg + 	)−1 +G(	)(	)−1G˘(	))
= G˘(	)− (	)(	)−1G˘(	) = 0 ,
so that ˆ0 = ˆ, we have D(Wˆ) ⊆ D(W˜). Let us now prove the reverse inclusion.
Given (0,0, ) ∈ D(W˜) let us deﬁne
ˆ	 := 	 + 	G¯(	) , 	 :=  −
1
	
 .
Then
¯0 = ˆ	 − 	G¯(	) − ¯C¯∗G(	) =  = 
(
	 + 1	 
)
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implies
ˆ	 −	 =
(
	G¯(	)+ ¯C¯∗G(	)+ 1
	

)
 ,
i.e.
 = −(	)−1(ˆ	 −	) .
Thus D(W˜) ⊆ D(Wˆ). Now we have
Wˆ(0,, ) = W˜g(ˆ	,	, 	)+ 	(0 − ˆ	,− 	,  − 	)
= (	 − 	2G¯(	) − 	C¯∗G(	), C	 + A¯ˆ	 + 	G(	), )
= (	 − 	2G¯(	) − 	C¯∗G(	), C	 + A¯(	 + 	G¯(	))
+	G(	), )
= (	 − 	(	B¯−1B−1 − B¯−1CB−1)G(	), C	 + A¯	, )
= (	 − 	B¯−1(−C + 	)B−1G(	), C	 + A¯	, )
= W˜(0,, ) . 
Let us now consider two skew-adjoint operators
C1 : H1 ⊆ H0 → H0 , C2 : H1 ⊆ H0 → H0 ,
such that
∀ ∈ H1 , ‖C1‖0c1 ‖B‖0 , ‖C2‖0c2 ‖B‖0 , c1c2 < 1 (H4.1.1)
C1(H2) ⊆ H1 , C2(H2) ⊆ H1 (H4.2.1)
and
∀ ∈ H2 , C1C2 = C2C1 , BC1 = C1B , BC2 = C2B .
Then by the Kato-Rellich theorem
−AC := B2 + C1C2 : H2 ⊆ H0 → H0
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is self-adjoint, positive and injective. Let BC be the self-adjoint, positive and injective
operator deﬁned by BC := (−AC)1/2. Since, by (H4.2.1),
(1− c1c2)‖B‖‖BC‖(1+ c1c2)‖B‖ ,
the domain of BC coincides with the space H1, the domain of B. Moreover, since B
and BC commutes,
(1− c1c2)k‖Bk‖‖BkC‖(1+ c1c2)k‖Bk‖ ,
thus the Hilbert spaces generated by BC coincide, as Banach spaces (in the sense that
each space has an equivalent norm), with the ones generated by B, i.e. coincide with
Hk , H¯k , and H−k , k1.
Let A¯C := −BCB¯C ∈ B(H¯2,H0), where B¯C ∈ B(H¯1,H0) is the closed bounded
extension of BC : H1 ⊆ H¯1 → H0. We know that A¯C coincides with the closed
bounded extension of AC : H2 ⊆ H¯2 → H0. Since C2 commutes with B, by (H4.2.1)
we have
‖BC2‖0c2‖B2‖0 .
Thus we can deﬁne C¯2 ∈ B(H¯1,H0) ∩ B(H¯2,H1) as the closed bounded extension of
C2 : H1 ⊆ H¯1 → H0 and
A¯C = A¯− C1C¯2 .
Since C := C1 + C2 and BC :=
√
B2 + C1C2 satisfy (H4.1) and (H4.2), by Theorem
4.2 we have that
Wg : H¯2 ×H1 ⊆ H¯1 ⊕H0 → H¯1 ⊕H0,
Wg(,) := (, (C1 + C2)+ (A¯− C1C¯2))
is skew-adjoint once we put on H¯1 ⊕H0 the scalar product
〈〈 (1,1), (2,2) 〉〉 := 〈B¯C1, B¯C2〉0 + 〈1,2〉0 .
Let us deﬁne the Hilbert space (HC, 〈〈·, ·〉〉C) by HC = H¯1 ×H0,
〈〈 (1,1), (2,2) 〉〉C
:= 〈B¯C1, B¯C2〉0 + 〈1 + C¯21,2 + C¯22〉0
= 〈B¯1, B¯2〉0 + 〈C¯21,2〉0 + 〈1, C¯22〉0 + 〈1,2〉0
+〈(C¯2 − C¯1)1, C¯22〉0 ,
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where C¯1 ∈ B(H¯1,H0) denotes the closed bounded extension of
C1 : H1 ⊆ H¯1 → H0 .
Then the map
S : H¯1 ⊕H0 → HC , S(,) := (,− C¯2)
is unitary and the linear operator
SWgS
∗ : H¯2 ×H1 ⊆ HC → HC,
SWgS
∗(,) = SWg(,+ C¯2)
= S(C¯2+ , (C1 + C2)(+ C¯2)+ (A¯− C1C¯2))
= S(C¯2+ , (C1 + C2)+ (A¯+ C2C¯2))
= (C¯2+ , (C1 + C2)+ (A¯+ C2C¯2)− C¯2(C¯2+ ))
= (C¯2+ , C1+ A¯)
is skew-adjoint.
Let us now deﬁne, on the Hilbert space HC ⊕ h with scalar product
〈〈 (1,1, 1), (1,2, 2) 〉〉C, := 〈〈 (1,1), (1,2) 〉〉C + 〈1, 2〉 ,
the skew-adjoint operator
W˜g : H¯2 ×H1 × h ⊆ HC ⊕ h → HC ⊕ h ,
W˜g(,, ) := (C¯2+ , C1+ A¯, 0) .
Let
G˘C(	) := (B2 + (−C1 + 	)(−C2 + 	))−1 , GC(	) := G˘C(−	)∗ ,
and suppose
Ran(C¯∗j GC(	)) ⊆ D(¯) (H4.3.1)
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where now
C¯∗j = −B¯−1C C¯j B¯−1C , j = 1, 2 ,
Then by the previous theorem we obtain the following
Theorem 4.8. Suppose (H3.0), (H3.1), (H4.1.1), (H4.2.1) and (H4.3.1) hold true. Then
the linear operator
W˜ : D(W˜) ⊆ HC ⊕ h → HC ⊕ h ,
D(W˜) := {(0,0, ) ∈ H¯1 ×H0 × h : 0 = 	 + B¯−1C (C1 + C2)B−1C GC(	) ,
0 = 	 + (1− C¯2B¯−1C (C1 + C2)B−1C )GC(	) ,
	 ∈ H¯2 , 	 ∈ H1 ,  ∈ h ,  = ¯0 } ,
W˜(0,0, )
:= (C¯2	 + 	 − 	B¯−1C (−(C1 + C2)+ 	)B−1C GC(	),
C1	 + A¯	 + 	C¯2B¯−1C (−(C1 + C2)+ 	)B−1C GC(	), )
is a skew-adjoint extension of the restriction of
W˜g : H¯2 ×H1 × h ⊆ HC ⊕ h → HC ⊕ h ,
W˜g(,, ) := (C¯2+ , C1+ A¯, 0)
to the dense set N.
Let us now suppose that (H3.2) holds true. Then we can deﬁne
GC : h → V , GC := GC(	)+ 	B¯−1C (−(C1 + C2)+ 	)B−1C GC(	) .
Lemma 4.9. The deﬁnition of GC is 	-independent. Moreover
Ran(GC) ∩ H¯1 = {0} .
Proof. Let C = C1+C2. Proceeding as in [11, Lemma 2.1], by ﬁrst resolvent identity
one obtains
(	− ) (−C + 	+ ) (B2C − C + 2)−1GC(	) = GC()−GC(	) ,
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i.e.
(1+ B¯−1C (−C + )B−1C ) ((	− ) (−C + 	+ ))
×(B2C − C + 2)−1GC(	)
= B¯−1C ((	− ) (−C + 	+ ))B−1C GC(	)
= (1+ B¯−1C (−C + )B−1C ) (GC()−GC(	)) .
This implies
GC(	)+ 	B¯−1C (−C + 	)B−1C GC(	)
= GC()+ B¯−1C (−C + )B−1C GC() .
Suppose there exists  ∈ h such that
GC(	)+ 	B¯−1C (−C + 	)B−1C GC(	) =  ∈ H¯1 .
Then GC(	) ∈ H1 and so, by (H3.1), GC(	) = 0. Thus
B¯−1C (−C + 	)B−1C GC(	) = 0
and the proof is done. 
For any k0, j = 1, 2, let
Bˆ : H−k → H−(k+1) ,
BˆC : H−k → H−(k+1) ,
Cˆj : H−k → H−(k+1) ,
be the closed bounded extensions of
B : H1 ⊆ H−k → H−(k+1) ,
BC : H1 ⊆ H−k → H−(k+1)
and
Cˆj : H1 ⊆ H−k → H−(k+1) ,
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respectively. Deﬁne also
Aˆ : H¯1 → H−1 , Aˆ := −BˆB¯
and
Cˆ2GC : h → H−1 ,
Cˆ2GC := Cˆ2GC(	)+ 	C¯2B¯−1C (−(C1 + C2)+ 	)B−1C GC(	) .
Then
Lemma 4.10.
W˜(0,0, ) = (Cˆ20 + 0 −GC, Cˆ10 + Aˆ0 + Cˆ2GC, ) .
Proof. Since
BˆCC1 = Cˆ1BC , BˆCC2 = Cˆ2BC ,
and
−Aˆ+ Cˆ1C¯2 = BˆCB¯C ,
one has
C¯2	 + 	 − 	B¯−1C (−(C1 + C2)+ 	)B−1C GC(	)
= Cˆ20 − C¯2B¯−1C (−(C1 + C2)+ 	)B−1C GC(	)
+0 − (1+ C¯2B¯−1C (−(C1 + C2)+ 	)B−1C )GC(	)
− 	B¯−1C (−(C1 + C2)+ 	)B−1C GC(	)
= Cˆ20 + 0 −GC
and
C1	 + A¯	 + 	C¯2B¯−1C (−(C1 + C2)+ 	)B−1C GC(	)
= Cˆ10 − Cˆ1(1− C¯2B¯−1C (C1 + C2)B−1C )GC(	)
+Aˆ0 − AˆB¯−1C (C1 + C2)B−1C GC(	)
+ Cˆ2GC − Cˆ2GC(	)
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= Cˆ10 − Cˆ1GC(	) − Cˆ2GC(	) + Aˆ0
+ Cˆ2GC + (−Aˆ+ Cˆ1C¯2)B¯−1C (C1 + C2)B−1C GC(	)
= Cˆ10 + Aˆ0 + Cˆ2GC . 
By Lemma 4.8 we can deﬁne the Hilbert space (H, 〈〈·, ·〉〉H) by
H := {(,) ∈ V ×H−1 :  = 0 +GC,
 = 0 − Cˆ2GC, (0,0, ) ∈ HC ⊕ h}
with scalar product
〈〈 (,), (˜, ˜) 〉〉H := 〈〈 (0,0, ), (˜0, ˜0, ˜) 〉〉C, ,
so that map
U : HC ⊕ h → H , U(0,0, ) := (0 +GC,0 − Cˆ2GC)
is unitary. Thus in conclusion we have the following
Theorem 4.11. Suppose (H3.0)–(H3.2), (H4.1.1), (H4.2.1) and (H4.3.1) hold true. Then
the linear operator
W : D(W) ⊆ H → H ,
D(W) := {(,) ∈ H : 0 = 	 + B¯−1C (C1 + C2)B−1C GC(	) ,
0 = 	 + (1− C¯2B¯−1C (C1 + C2)B−1C )GC(	) ,
	 ∈ H¯2 , 	 ∈ H1 ,  ∈ h ,  = ¯0 } ,
W(,) := UW˜U∗(,) = (Cˆ20 + 0, Cˆ10 + Aˆ0) ,
is skew-adjoint. It coincides with
Wg : H¯2 ×H1 ⊆ HC → HC,
Wg(,) := (C¯2+ , C1+ A¯)
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on the dense set
D(Wg) ∩D(W) =
{
 ∈ H¯2 :  = 0
}×H1 .
5. Examples
Example 1. Let A0 be the negative and injective self-adjoint operator on H0 = L2(0,
∞) corresponding to the second derivative operator with Dirichlet boundary conditions
at zero, i.e.
A0 : D(A0) ⊂ L2(0,∞)→ L2(0,∞) , A0 := ′′ ,
where H2 ≡ D(A0) ≡ H 20 (0,∞),
H 20 (0,∞) :=
{
 ∈ L2(0,∞) : ′′ ∈ L2(0,∞) , (0+) = 0
}
.
Let B0 be the positive and injective self-adjoint operator deﬁned by B0 := √−A0. We
have H1 ≡ D(B0) ≡ H 10 (0,∞), where
H 10 (0,∞) :=
{
 ∈ L2(0,∞) : ′ ∈ L2(0,∞) , (0+) = 0
}
,
with scalar product
〈1,2〉1 := 〈1,2〉 + 〈′1,′2〉 .
Here 〈·, ·〉 denotes here the usual scalar product on L2(0,∞).
Let us now consider H¯1 ≡ H¯ 10 (0,∞), the completion of H 10 (0,∞) with respect to
the scalar product
[1,2]1 := 〈′1,′2〉 .
One has
H¯ 10 (0,∞) :=
{
 ∈
⋃
b>0
L2(0, b) : ′ ∈ L2(0,∞) , (0+) = 0
}
,
and then
H¯ 20 (0,∞) :=
{
 ∈
⋃
b>0
L2(0, b) : ′ ,′′ ∈ L2(0,∞) , (0+) = 0
}
.
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Moreover A¯0 acts on H¯ 20 (0,∞) as the second (distributional) derivative operator. The
resolvent (−A0 + 	2)−1 has an integral kernel given by
GD(	; x, y) = e
−|	| |x−y| − e−|	| (x+y)
2|	| .
We consider now the negative and injective self-adjoint operator on ⊕nk=1 L2(0,∞)
deﬁned by A :=⊕nk=1A0 and the bounded linear map
 :
n⊕
k=1
H¯ 20 (0,∞)→ Cn , (1, . . . ,n) :=
(
′1(0+), . . . ,
′
n(0+)
)
.
Obviously (1, . . . ,n, ) := (1, . . . ,n) −  satisﬁes hypothesis (H.3.0) for
any positive and injective Hermitian n× n matrix = ij .
One has that G(	) : Cn → ⊕nk=1 L2(0,∞) is represented by the vector in ⊕nk=1
L2(0,∞) given by
G	(x1, . . . , xn) :=
(
e−|	|x1 , . . . , e−|	|xn
)
,
while G¯(	) : Cn → ⊕nk=1 H¯ 20 (0,∞) is represented by the vector in ⊕nk=1 H¯ 20 (0,∞)
given by
G¯	(x1, . . . , xn)
≡ lim

→0
(∫ ∞
0
dy1 GD(
; x1, y1)G	(y1), . . . ,
∫ ∞
0
dyn GD(
; xn, yn)G	(yn)
)
=
(
1− e−|	|x1
	2
, . . . ,
1− e−|	|xn
	2
)
.
Therefore
(	) = −	G¯(	)− 1	  = −
1
	
(|	| +) .
Note that, since G	(0+) = 0, Ran(G(	)) ∩H 10 (0,∞) = {0} and (H.3.1) is satisﬁed.
Hypothesis (H.3.2) is satisﬁed by taking V = ⋃b>0 L2((0, b)n) and G : C →⋃
b>0 L
2((0, b)n) is represented by the constant vector
G(x1, . . . , xn) =
(
G	 + 	2G¯	
)
(x1, . . . , xn) = (1, . . . , 1) .
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Deﬁning
H¯ 1(0,∞) :=
{
 ∈
⋃
b>0
L2(0, b) : ′ ∈ L2(0,∞)
}
,
H 1(0,∞) := H¯ 1(0,∞) ∩ L2(0,∞) ,
and
H¯ 2(0,∞) :=
{
 ∈
⋃
b>0
L2(0, b) : ′ ,′′ ∈ L2(0,∞)
}
,
H 2(0,∞) := H¯ 2(0,∞) ∩ L2(0,∞) ,
one has
K¯1 :=
{
 = 0 + G , 0 ∈
n⊕
k=1
H¯ 10 (0,∞) ,  ∈ Cn
}
≡
n⊕
k=1
H¯ 1(0,∞) ,
K¯2 :=
{
 = 0 + G , 0 ∈ ,
n⊕
k=1
H¯ 20 (0,∞) ,  ∈ Cn
}
≡
n⊕
k=1
H¯ 2(0,∞)
and
K1 := K¯1 ∩
n⊕
k=1
L2(0,∞) ≡
n⊕
k=1
H 1(0,∞) ,
K2 := K¯2 ∩
n⊕
k=1
L2(0,∞) ≡
n⊕
k=1
H 2(0,∞) .
One makes
⊕n
k=1
(
H¯ 1(0,∞)⊕ L2(0,∞)) a Hilbert space by the scalar product
〈〈 (,), (˜, ˜) 〉〉
:=
∑
1kn
〈′k, ˜
′
k〉 +
∑
1kn
〈k, ˜k〉 +
∑
1k,jn
kj ¯k(0+)˜j (0+) .
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Here we put  ≡ (1, . . . ,n),  ≡ (1, . . . ,n) and we used the fact that  =
(1(0+), . . . ,n(0+)).
By Theorem 3.6 we deﬁne now skew-adjoint operators W corresponding to wave
equations on star-like graphs: the operator
W : D(W)→
n⊕
k=1
(
H¯ 1(0,∞)⊕ L2(0,∞)
)
,
D(W)
:=

 ∈
n⊕
k=1
H¯ 2(0,∞) : ′k(0+)+
∑
1 jn
kj j (0+) = 0 , 1kn


⊕
n⊕
k=1
H 1(0,∞) ,
W(,) := (, A¯0) ≡
(
,
n⊕
k=1
A¯00
)
≡ (1, . . . ,n,′′1, . . . ,′′n)
is skew-adjoint and coincides with
W :
n⊕
k=1
(
H¯ 20 (0,∞)⊕H 10 (0,∞)
)
→
n⊕
k=1
(
H¯ 10 (0,∞)⊕ L2(0,∞)
)
,
W(,) := (, A¯) ≡
(
,
n⊕
k=1
A¯0
)
≡ (1, . . . ,n,′′1, . . . ,′′n)
on the set{
 ∈
n⊕
k=1
H¯ 20 (0,∞) : ′k(0+) = 0 , 1kn
}
⊕
n⊕
k=1
H 10 (0,∞) .
Moreover, by Theorem 3.7, the linear operator
D(A)
:=

 ∈
n⊕
k=1
H 2(0,∞) : ′k(0+)+
∑
1 jn
kj j (0+) = 0 , 1kn

 ,
A : D(A) ⊂
n⊕
k=1
L2(0,∞)→
n⊕
k=1
L2(0,∞) , A := (′′1, . . . ,′′n) ,
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is negative, injective self-adjoint, and its resolvent has an integral kernel given by
(−A + 	2)−1(x1, . . . , xn, y1, . . . , yn)
= GD(	; xn, yn) · · ·GD(	; x1, y1)+
∑
1k,jn
(+ |	|)−1kj e−|	|(xk+yj ) .
The operator A is of the class of Laplacian operators on star-like graphs (see e.g. [9]
and references therein) and the positive quadratic form corresponding to −A is
Q :
n⊕
k=1
H 1(0,∞) ⊂
n⊕
k=1
L2(0,∞)→ R ,
Q() :=
∑
1kn
‖′k‖22 +
∑
1k,jn
kj ¯k(0+)j (0+) .
Example 2. Let B be the injective self-adjoint operator on L2, the Hilbert space of
square integrable functions on R3, given by B = √−. Then H1 coincides with the
Sobolev space H 1 of L2 function with L2 distributional derivatives. H¯1 is nothing else
that the usual Riesz potential space H¯ 1 given by the set of tempered distributions with
a Fourier transform (denoted by F) which is square integrable w.r.t. the measure with
density |k|2. The operator B¯ is then deﬁned by
FB¯ (k) := |k|F(k) .
The space H¯2 coincides with the space H¯ 2 of distributions in H¯ 1 with a Fourier
transform which is square integrable w.r.t. the measure with density |k|2(|k|2 + 1). By
Sobolev embedding theorems the elements of both H¯ 1 and H¯ 2 are ordinary functions.
Indeed
H¯ 2 ⊂ H¯ 1 ⊂ L6(R3) , H¯ 2 ⊂ Cb(R3) ,
the embeddings being continuous. The linear operator A¯ := −BB¯ acts on H¯ 2 as the
distributional Laplacian , or equivalently
FA (k) := −|k|2 F(k) .
In the sequel 〈·, ·〉 will denote the scalar product on L2. More generally, for any , 
such that  is integrable, we will use the notation
〈,〉 :=
∫
R3
dx ¯(x)(x) .
Moreover ∗ will denote convolution.
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On the Hilbert space H¯ 1 ⊕ L2 with scalar product
〈〈 (1,1), (2,2) 〉〉 := 〈∇1,∇2〉 + 〈1,2〉,
we consider the skew-adjoint operator
W : H¯ 2 ⊕H 1 ⊂ H¯ 1 ⊕ L2 → H¯ 1 ⊕ L2 , W(,) := (,) .
By Theorem 2.5 its resolvent is given by
(W + 	)−1(,) = (G	 ∗ (+ 	),−+ 	G	 ∗ (+ 	)) ,
where
G	(x) = e
−|	x|
4|x| , G ≡ G0 .
Given an injective and positive Hermitian n × n matrix  = (ij ), we consider the
Hilbert space H¯ 1 ⊕ L2 ⊕ Cn with scalar product
〈〈 (1,1, 1), (2,2, 2) 〉〉 := 〈∇1,∇2〉 + 〈1,2〉 + (1, 2) ,
where (·, ·) denotes the scalar product on Cn.
Given Y = {y1, . . . , yn} ⊂ R3, let
 : H¯ 2 → Cn , (0)i := 0(yi) , 1 in .
Such a map satisﬁes (H3.1) since ∗ = iyi , where y denotes Dirac’s mass at y. Here
and below we use Einstein’s summation convention: repeated indices mean summation.
We deﬁne then the continuous linear map, which obviously satisﬁes (H3.0),
 : H¯ 2 ⊕ L2 ⊕ Cn → Cn , (0,, )i := 0(yi)− ijj .
Thus, according to deﬁnitions (3.2) and (3.3) one obtains
G˘(	)(,, )i = 〈Gi	,+ 	〉 −
1
	
ijj ,
where Gi	(x) := G	(x − yi), and
G(	) =
(
	i G ∗ Gi	, −i Gi	, −
1
	

)
.
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Therefore, putting Gi := Gi0, by (3.4),
(
(	)
)
i
= − (G(	))i
= −
(
	〈Gi ,Gj	 〉 +
1
	
ij
)
j
= −1
	
(
|	|
4
i +
(
(1− ij ) 1− e
−|	(yi−yj )|
4|yi − yj | + ij
)
j
)
,
i.e., deﬁning
Y :=
(
(1− ij ) 14|yi − yj |
)
, M(	) :=
(
(1− ij ) e
−|	(yi−yj )|
4|yi − yj |
)
,
(	) = −1	
(
+Y + |	|4 −M(	)
)
.
Since (H3.2) is veriﬁed by taking V = L2loc, we put, deﬁning Gi (x) := G(x − yi),
K¯1 :=
{
 ∈ L2loc :  = 0 + iGi , 0 ∈ H¯ 1 ,  ∈ Cn
}
,
K¯2 :=
{
 ∈ L2loc :  = 0 + iGi , 0 ∈ H¯ 2 ,  ∈ Cn
}
,
K1 := K¯1 ∩ L2 ,
and making K¯1 ⊕ L2 a Hilbert space by the scalar product
〈〈 (,), (˜, ˜) 〉〉K¯1⊕L2
:= 〈∇0,∇˜0〉 + 〈, ˜〉 + (, ˜) ,
by Theorem 3.6 the operator
D(W) :=
{
 ∈ K¯2 : ijj = 0(yi)
}
⊕K1 ,
W : D(W) ⊂ K¯1 ⊕ L2 → K¯1 ⊕ L2 ,
W(,) := (, 0) ≡
(
, + j yj
)
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is skew-adjoint and coincides with W on the set
{
 ∈ H¯ 2 : (y) = 0 , y ∈ Y
}
⊕H 1 .
In the case Y = {0} this operator coincides with the one constructed in [4]. By Theorem
3.7, the positive quadratic form
Q : K1 → R , Q() := ‖∇0‖2L2 + ‖1/2‖2Cn
is closed and the corresponding self-adjoint operator − is deﬁned by
D() =
{
 ∈ K¯2 ∩ L2 : ijj = 0(yi)
}
,
 := 0 .
It coincides with  on the set
{
 ∈ H 2 : (y) = 0 , y ∈ Y}. Its resolvent is given by
(− + 	2)−1 = G	 ∗ +
(
+Y + |	|4 −M(	)
)−1
ij
〈Gi	,〉Gj	 .
This operator is of the class of point perturbation of the Laplacian (see [1] and refer-
ences therein).
Example 3. Given v ∈ R3, |v| < 1, we consider the skew-adjoint operator
Wv : H¯ 2 ×H 1 ⊆ Hv → Hv ,
Wv(,) := (Lv+ , Lv+ ) ,
where Lv := v · ∇ and Hv = H¯ 1 × L2 with scalar product
〈〈 (1,1), (2,2) 〉〉v := 〈∇1,∇2〉 + 〈Lv1,2〉 + 〈1, Lv2〉 + 〈1,2〉 .
Hypotheses (H4.1.1) and (H4.1.2) are satisﬁed with C1 = C2 = Lv and, by Theorem
4.2, with C = 2Lv and B = (−+ L2v), the resolvent of Wv is given by
(Wv + 	)−1(,) = (Gv	 ∗ (+ (−Lv + 	)),
−+ (−Lv + 	)Gv	 ∗ (+ (−Lv + 	))
)
,
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where
FGv	(k) =
1
(2)3/2
1
|k|2 + (iv · k + 	)2 .
Let
 : H¯ 2 → C , 0 := 0(0) .
By Example 2 we know that such a map satisﬁes (H3.1). For any real  > 0, deﬁne
now the linear map, which obviously satisﬁes (H3.0),
¯ : D(¯)× L2 × C ⊆ Hv ⊕ C→ C , ¯(,, ) := ¯−  ,
where, denoting by 〈〉R the average of  over the sphere of radius R,
D(¯) :=
{
 ∈ H¯ 1 : lim
R↓0 〈〉R exists and is ﬁnite
}
, ¯ := lim
R↓0 〈〉R .
Since, by Fourier transform,
¯ = lim
R↓0
1
(2)3/2
∫
R3
dk
sinR|k|
R|k| F(k) ,
with reference to the notations of Section 4, we are taking here the regularizing family
J = 1
(2)3/2
(

√
−
)−1
sin 
√
− .
Thus H¯ 2 ⊂ D(¯) and ¯ = (0) for any  ∈ H¯ 2. Then one obtains, by (4.2) and
(4.4),
G˘v(	)(,, ) = 〈Gv	 ,+ (−Lv + 	)〉 − 	−1
and
Gv(	) = ((−Lv + 	)Gv ∗ Gv	 ,−Gv	 ,−	−1) ,
where
Gv(x) := Gv0 (x) ≡
1
4
√|x|2 − |v ∧ x|2 .
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Regarding hypothesis (H4.3.1) one has
¯LvGv ∗ Gv	
= 1
(2)3
lim
R↓0
∫
R3
dk
sinR|k|
R|k|
1
|k|2 − (v · k)2
−iv · k
|k|2 + (iv · k + 	)2
= 1
(2)2
lim
R↓0
∫ ∞
0
dr
sinRr
Rr
∫ 
0
d sin 
1− (|v| cos )2
−i|v|r cos 
r2 + (i|v|r cos + 	)2
= 1
(2)2|v| limR↓0
∫ ∞
0
dr
sinRr
Rr
∫ |v|
−|v|
ds
1− s2
irs
r2 + (−irs + 	)2
= 1
(2)2|v| limR↓0
∫ ∞
0
dr
sinRr
Rr
∫ |v|
−|v|
ds
1− s2
−2	r2s2
((1− s2)r2 + 	2)2 + 4	2r2s2
= − 4	
(2)2|v|
∫ ∞
0
dr
∫ |v|
0
ds
s2
1− s2
r2
((1− s2)r2 + 	2)2 + 4	2r2s2
and
Gv ∗ Gv	
= 1
(2)3
∫
R3
dk
1
|k|2 − (v · k)2
1
|k|2 + (iv · k + 	)2
= 1
(2)2
∫ ∞
0
dr
∫ 
0
d sin 
1− (|v| cos )2
1
r2 + (i|v|r cos + 	)2
= 1
(2)2|v|
∫ ∞
0
dr
∫ |v|
−|v|
ds
1− s2
1
r2 + (−irs + 	)2
= 2
(2)2|v|
∫ ∞
0
dr
∫ |v|
0
ds
1− s2
(1− s2)r2 + 	2
((1− s2)r2 + 	2)2 + 4	2r2s2 .
Thus (H4.3.1) holds true and
v(	) := −¯Gv(	)
= −
(

	
+ 2	
(2)2|v|
∫ ∞
0
dr
∫ |v|
0
ds
1− s2
(1+ s2)r2 + 	2
((1− s2)r2 + 	2)2 + 4	2r2s2
)
= −
(

	
+ 	
(2)2|v|
∫ |v|
0
ds
1− s2
∫ ∞
−∞
dr
(1+ s2)r2 + 	2
((1− s2)r2 + 	2)2 + 4	2r2s2
)
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= −1
	
(
+ |	|
8|v|
∫ |v|
0
ds
2− s2
(1− s2)2
)
= −1
	
(
+ |	|
16
(
1
1− |v|2 +
3
2
1
|v| ln
1+ |v|
1− |v|
))
.
Note that
lim|v|↓0 
v
(	) = −
1
	
(
+ |	|
4
)
,
in accordance with the previous example when Y = {0}.
Since (H3.2) is veriﬁed by taking V = L2loc, deﬁning the Hilbert space
Hv := {(,) ∈ L2loc ×H−1 :  = 0 + Gv,
 = 0 − LvGv, (0,0, ) ∈ H¯ v ⊕ C}
with scalar product
〈〈 (,), (˜, ˜) 〉〉Hv := 〈∇0,∇˜0〉 + 〈Lv˜0, ˜0〉
+〈0, Lv˜0〉 + 〈0, ˜0〉 + ∗˜ ,
by Theorem 4.11 the operator
Wv : D(Wv ) ⊆ Hv → Hv ,
D(Wv ) := { (,) ∈ Hv : 0 = 	 + 2LvGv ∗ Gv	 ,
0 = 	 + (Gv	 − 2L2vGv ∗ Gv	) ,
	 ∈ H¯ 2 , 	 ∈ H 1 ,  ∈ C ,  = ¯0 } ,
Wv (,) := (Lv0 + 0, Lv0 + 0)
≡ (Lv+ , Lv+ + 0) ,
is skew-adjoint. It coincides with Wv on the dense set
{
 ∈ H¯ 2 : (0) = 0
}
×H 1 .
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A digression on the classical electrodynamics of a point particle: Let us begin with a
discussion at the heuristic level ignoring the singular behaviour due to the self-energy
of the point particle.
In the Coulomb gauge the Maxwell–Lorentz system, i.e the nonlinear inﬁnite dimen-
sional dynamical system describing a (relativistic) charged point particle interacting
with the self-generated radiation ﬁeld, is given by the equations
A˙ = E,
E˙ = A+ 4eM vq,
q˙ = v,
p˙ = e∇A(q) · v ,
where
v = v(A, q, p) := p − eA(q)√
|p − eA(q)|2 +m2
or, equivalently,
p = p(A, q, v) = mv√
1− |v|2 + eA(q) .
Here we put c = 1, where c denotes the velocity of light, e denotes the electric charge,
M is the projection onto the divergenceless vector ﬁelds, A ≡ (A1, A2, A3), divA = 0,
is the vector potential of the electromagnetic ﬁeld, q, v, |v| < 1, and p denote the
particle position, velocity and momentum respectively. Since the total (particle + ﬁeld)
momentum
w := p − 1
4
〈E,∇A〉 , 〈E,∇A〉 :=
3∑
j=1
∫
R3
dx Ej (x)∇Aj(x) ,
is conserved, the above dynamical system can be reduced. Indeed, by deﬁning the ﬁelds
(x) := A(x + q) , (x) := E(x + q) ,
the Maxwell–Lorentz system can be re-written as
˙ = v · ∇+,
˙ = v · ∇+ + 4eM v0,
q˙ = v,
w˙ = 0 ,
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where now
v = v(,) := p − e(0)√
|p − e(0)|2 +m2
,
equivalently
mv√
1− |v|2 = −e(0)+ p
and
p = p(,) := w + 1
4
〈,∇〉 .
Thus we have that, at any ﬁxed total momentum w , we can solve the equations for
the ﬁelds  and  alone, and then recover the particle dynamics by q˙ = v(,).
Due to the singularity produced by the Dirac mass q , the above reasoning is deﬁni-
tively not rigorous since A is singular at the particle position q (equivalently  is
singular at the origin). However Example 3 suggests the deﬁnition of a well-deﬁned
nonlinear operator candidate to describe, in a rigorous way, the classical electrodynam-
ics of a point particle.
Let us deﬁne the inﬁnite dimensional manifold
M := {(,) :  = 0 + eM vGv,  = 0 − eM v v · ∇Gv ,
(0,0, v) ∈ H¯ 1∗ × L2∗ × R3 , |v| < 1} ,
where the subscript ∗ means “divergenceless”, H 1 and L2 are deﬁned as in Example
2 but now refer to R3-valued vector ﬁelds, and
Gv(x) := 1√|x|2 − |v ∧ x|2 .
Note that
AvLW(t, x) := eMvGv(x − vt)
satisﬁes
AvLW = 4eMvq , q(t) = vt ,
i.e. AvLW is the Liénard–Wiechert potential corresponding to a particle with constant
velocity v.
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We identify T(,)M, the tangent space of M at
(,) ≡ (0 + eM vGv,0 − eM v v · ∇Gv) ,
with the Hilbert space
Hv := {(˜, ˜) : ˜ = ˜0 + eM v˜Gv, ˜ = ˜0 − eM v˜ v · ∇Gv ,
˜ ∈ L2∗ , (˜0, ˜0, v˜) ∈ H¯ 1∗ × L2∗ × R3}
 {(˜, ˜) : ˜ = ˜	 + eM v˜Gv	 , ˜ = ˜	 − eM v˜ v · ∇Gv	 ,
(˜	, ˜	, v˜) ∈ H 1∗ × L2∗ × R3} .
Then we deﬁne the nonlinear vector ﬁeld
Xe : D(We) ⊂M→ TM , Xe(,) := ((,),We(,))
by
D(We) := { (,) ∈M : 0 = 	 + 2eM w v · ∇Gv ∗ Gv	 ,
0 = 	 + eM w(Gv	 − 2(v · ∇)2Gv ∗ Gv	) ,
	 ∈ H¯ 2∗ , 	 ∈ H 1∗ , w ∈ R3 ,
v = v(,) = p − e 〈0〉√
|p − e 〈0〉|2 +m2
,
p = p(,) := w + 1
4
〈0,∇0〉 } ,
We(,) := (v · ∇0 +0, v · ∇0 + 0)
≡ (v · ∇+, v · ∇+ + 4eMv0) .
Here
FGv	(k) :=
4
(2)3/2
1
|k|2 + (iv · k + 	)2 ,
〈〉 := lim
R↓0 〈〉R ,
with 〈〉R denoting the average of  over the sphere of radius R, and 	 is an arbitrary
positive parameter. We remark that, as it should be clear from the general results given
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in the previous sections, the parameter 	 has simply the role of allowing a convenient
decomposition (into “regular” and “singular” components) of the elements in D(We),
but plays no role in the deﬁnition of the action of We, which indeed is 	-independent.
It is not difﬁcult to check, by a direct computation, that
We(,) ∈ Hv(,) ,
so that Xe is a vector ﬁeld on M in the differential geometric sense as stated above.
Note that We coincides with the linear operator W0 corresponding to the free wave
equation on the dense set
{
 ∈ H¯ 2∗ : (0) = 0
} × H 1∗ , so that We is a nonlinear
singular perturbation of the skew-adjoint W0.
Once the vector ﬁeld Xe is deﬁned, the ﬁrst question to be posed is: does Xe generate
a nonlinear ﬂow Fe(t) ? At the present we have no deﬁnitive answer to this question.
The results obtained in the linear case (see [10]) suggest to try to write the presumed
solution as Fe(t)(((0),(0))) ≡ ((t),(t)) = (v(t),v(t)) where v = v(t) is
a pre-assigned time-dependent vector and (v(t),v(t)) is the solution of the linear
inhomogeneous, time-dependent, wave equation
˙v(t) = v(t) · ∇v(t)+v(t),
˙v(t) = v(t) · ∇v(t)+ v(t)+ 4eM v(t) 0
with initial data ((0),(0)) ∈ D(We), and then looking for the right differential
equation to be satisﬁed by v(t) in order that the ﬁelds v(t) and v(t) belong to
D(We) for any t (and hence ﬁt the correct nonlinear boundary conditions).
Appendix. Skew-adjoint extensions of skew-symmetric operators
Let
W : D(W) ⊆ H→ H
be a skew-adjoint operator on the Hilbert space H with scalar product 〈·, ·〉 and corre-
sponding norm ‖ · ‖. The linear subspace D(W) inherits a Banach space structure by
introducing the graph norm
‖‖2W := ‖‖2 + ‖W‖2 .
Thus, for any 	 ∈ R, 	 = 0, (−W + 	)−1 ∈ B(H,D(W)).
We consider now a linear operator
L : D(L) ⊆ H→ h ,
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h a Hilbert space, such that:
D(W) ⊆ D(L) and L0 := L |D(W) ∈ B(D(W), h) , (A.1)
Ran(L0) = h , (A.2)
Ker(L0) = H . (A.3)
By (A.3) W0 := W |Ker(L0) is a closed densely deﬁned skew-symmetric operator. We
want now to deﬁne a skew-adjoint extension Wˆ = W of W0. It will be a singular
perturbation of W since it will differ from W only on the complement of the dense set
Ker(L0).
We deﬁne, for any 	 ∈ R, 	 = 0, the following bounded operators:
G˘(	) := L(−W + 	)−1 : H→ h , G(	) := −G˘(−	)∗ : h → H .
By the ﬁrst resolvent identity one easily obtains the following (see [11, Lemma 2.1]).
Lemma A.1. For any 	 = 0 and  = 0 one has
(	− ) G˘()(−W + 	)−1 = G˘()− G˘(	),
(	− ) (−W + )−1G(	)=G()−G(	) .
By [12, Lemma 2.1] and (A.2) one has that (A.3) is equivalent to
Ran(G(	)) ∩D(W) = {0} . (A.3′)
We further suppose that
Ran(G(	)) ⊆ D(L) and LG(	) ∈ B(h) . (A.4)
Thus we can deﬁne (	) ∈ B(h) by
(	) := −LG(	)
and we suppose that
(	)∗ = −(−	) . (A.5)
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By Lemma A.1 one has
(	)− () = −L0(G(	)−G()) = (	− ) G˘()G(	) (A.6)
and thus, by (A.5) and [11, Proposition 2.1], the operator (	) is boundedly invertible
for any real 	 = 0.
Theorem A.2. For any real 	 = 0, under hypotheses (A.1)–(A.5), the bounded linear
operator
(−W + 	)−1 +G(	)(	)−1G˘(	)
is a resolvent of a skew-adjoint operator Wˆ such that
{
 ∈ D(Wˆ) ∩D(W) : Wˆ = W
}
= Ker(L0) .
It is deﬁned by
D(Wˆ) :=
{
 ∈ H :  = 	 +G(	)(	)−1L0 	, 	 ∈ D(W)
}
,
(−Wˆ + 	) := (−W + 	)	 .
Such a deﬁnition is 	-independent and the decomposition of  entering in the deﬁnition
of the domain is unique.
Proof. By (A.6) Rˆ(	) := (−W+	)−1+G(	)(	)−1G˘(	) satisﬁes the resolvent identity
(	 − ) Rˆ()Rˆ(	) = Rˆ() − Rˆ(	) (see [11, p. 115], for the explicit computation)
and, by (A.5), Rˆ(	)∗ = −Rˆ(−	). Moreover, by (A.3′), Rˆ(	) is injective. Thus Wˆ :=
−Rˆ(	)−1 + 	 is well-deﬁned on D(Wˆ) := Ran(R(	)), is 	-independent and is skew-
symmetric. It is skew-adjoint since Ran(W ± 	) = H by construction. 
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