Abstract -A class of third-order relaxation schemes for hyperbolic systems of conservation laws with source terms is reconstructed. The schemes employ general higher-order reconstruction for spatial discretization and higher-order implicit-explicit schemes or TVD Runge -Kutta schemes for time integration of relaxed systems. Extension to multidimensional convection-diffusion problems is also included in this paper. Numerical results for inviscid gas Euler equations, shallow water and incompressible Navier -Stokes equations are given in both one and two space dimensions.
Introduction
Hyperbolic systems with source terms occur in many studies of physical phenomena, for example, in linear and nonlinear waves [39] , in gas dynamic flows [37] , and in multiphase flows [14] . These problems can be mathematically formulated by the evolution equations
where x ∈ R d , (d = 1, 2 or 3), U(x, t) ∈ R N and S(U) ∈ R N denotes the source term that can depend on both x and t. In applications, S(U) can be either a linear/nonlinear function of U or a second-order derivative of U (i. e., a diffusion operator). The flux function, F i (U) ∈ R N , is nonlinear and we assume that the system is hyperbolic, so the Jacobian ∂F i (U)/∂U is diagonalizable with real eigenvalues. U 0 is a given initial function. In the foregoing and in what follows bold face type denotes vector quantities.
The existence and possible uniqueness of a solution to system (1) and general convection dominated problems have been studied in a number of books and papers, for instance, in [14, 24, [35] [36] [37] 39] . Computing its numerical solution is not trivial due to its nonlinearity and the presence of the convective term and the coupling of the equations through S(U). Hence, in many problems (1) , the convective term is distinctly more important than the source term; particularly when certain nondimensional parameters reach high values. As example of these parameters we cite, the Reynolds number for Navier -Stokes equations, Froude number for shallow water systems, and Peclet number for convection -diffusion equations. It is well known that the solutions of equations (1) present steep fronts and even shock discontinuities, which need to be resolved accurately in applications and often cause severe numerical difficulties [24] .
Relaxation schemes have recently been widely used and studied (see, for example, [3, 5-7, 17, 18, 27] ). The original relaxation scheme in [17] was first proposed for homogeneous hyperbolic systems (i. e., S(U) = 0), where the conservation law is replaced by the system (known as the relaxation system)
where V i ∈ R N , A i ∈ R N ×N is a diagonal matrix with positive diagonal elements A k , k = 1, . . . , N, and ε is the relaxation time. The relaxation system (2) has a typical semilinear structure with two linear characteristic variables
The main feature in considering this method is the semilinear structure of the relaxation system, which can be solved numerically without using Riemann solvers. Moreover, it can be shown analytically (see, for example, [22, 28, 41] ), that solutions to (2) approach solutions to the original problem (1) as ε → 0 if the subcharacteristic condition
is satisfied in (2) , where λ 1 , . . . , λ N are the eigenvalues of ∂F i (U)/∂U. Typical relaxation schemes were designed in [17] , such that a first order upwind scheme and second order MUSCL scheme used for the space discretization and a second order implicit-explicit Runge -Kutta scheme for the time integration. In fact, relaxation schemes are a combination of nonoscillatory upwind space discretization and implicit-explicit time integrations of the resulting semidiscrete system (see, e.g., [17, 27, 28] ). The fully discrete system of equations (2) is referred to the relaxing system, while that of the limiting system when the relaxation rate tends to zero, ε → 0, is called the relaxed scheme. For systems of conservation laws, these schemes offer an attractive alternative for standard integration schemes (consult [5, 17] for numerical illustrations). Relaxation schemes of an order higher than two have been partially addressed by other authors in [26, 32] , however, their formulations and numerical results are given only for the one-dimensional problems. The extension to the two-dimensional hyperbolic systems was recently discussed in [31] along with a comparison between relaxed schemes (ε = 0) and the well-established central methods. The application of relaxation schemes for the solution of hyperbolic conservation laws with source terms was also discussed in [6, 7, 10, 16] . In all these works, only first-and second-order schemes have been discussed. Moreover, the source terms do not include the diffusion operator explicitly in (1) as it appears in convection-diffusion, viscous Burgers, or incompressible Navier -Stokes problems. The presence of the diffusion terms is an interesting feature from the numerical point of view since, as is well known, these terms are a source of numerical dissipation and may have smoothing effects.
Methods of high-order accuracy are important in scientific computations because they offer a means to obtain exact solutions with less work than may be required for less exact methods. In this paper, following the same ideas, we further generalize and extend the relaxation schemes of [17] to higher orders. Special attention is given to the class of thirdorder relaxation schemes as well as their numerical accuracy on conservation laws with source terms. In addition, one of the purposes of the present work is to expand the area of application of relaxation schemes by solving numerically the shallow water problems on nonflat topography and incompressible viscous flows at high Reynolds numbers. Furthermore, there are strong links between the relaxation methods and the kinetic or lattice Boltzmann schemes used in the Boltzmann equation (as a simple case, the BGK model which offers a structure similar to the one we referred to as the relaxation system (2) denotes by ε the Knudsen number). It is well known that by keeping the Knudsen number small one can derive the Euler or Navier -Stokes problems from the kinetic equation. However, it is a challenging problem to construct consistent space and time discretizations of the transient equations that preserve the asymptotic limit and converge to the correct numerical solution of the limit equations as the Knudsen number goes to zero. Therefore, one of the purposes of our work was to combine in a formal way a high order space and time discretizations in order to construct a numerical method that works for both small and large relaxation rates ε.
This paper is organized as follows: Section 2 is devoted to the construction of third-order semidiscrete relaxation schemes in both one-and two-dimensional problems. In section 3 we introduce a third-order implicit-explicit TVD Runge -Kutta scheme for time integration. Section 4 illustrates the performance and accuracy of the schemes through experiments with the Euler equations of inviscid gas dynamics, shallow water problems, and incompressible Navier -Stokes equations. Both one-and two-dimensional problems are considered. In the last section some conclusions are listed.
Semidiscrete relaxation scheme

One-dimensional systems
Let us consider the one-dimensional relaxation system for (1)
At the limit (ε → 0) equations (5) are formally [22, 28, 41] reduced to
To discretize the system of equations (5), we assume, for simplicity, an equally spaced grid with grid space size ∆x = x i+1/2 − x i−1/2 and we consider a cell in the domain Ω (which we denote as
We use the notations
to denote the point-value and the approximate cell-average of the function U at (x i+1/2 , t) and (x i , t), respectively. We define the following difference operator:
Then, the semi-discrete approximation for the relaxation system (5) can be written as
The kth component of the approximate solution is reconstructed by a piecewise polynomial over the grid points asŨ
where P i 's are polynomials defined in I i . The values of U k at the cell boundary point between cells I i and I i+1 , x i+1/2 are denoted as
Now and henceforth, the subscript k will be dropped. The degree of the polynomial P i is determined by the required order of accuracy of the method. In this paper we consider the third-order Central Weighted Essentially Non-Oscillatory (CWENO) reconstruction in [21] , which is also the compact central scheme reconstruction [25] . Thus,
where
Note that the normalizing factor m α m is used here to guarantee l ω l = 1. The smoothness indicators IS l and the polynomials P l (x) are given by
The constant τ in (10) guarantees that the denominator does not vanish and is empirically taken to be 10 −6 . Likewise, the value of p is chosen to provide the highest accuracy in smooth areas and ensures the non-oscillatory nature of the solution near the discontinuities and is selected to be p = 2.
With this background we can now reconstruct the characteristic variables (3) as follows:
For completeness we write the explicit expressions of the flux variables below
The expression for U i+1/2 can be derived analogously. Therefore, we obtain the following expressions for U i+1/2 and analogously for V i+1/2 :
In (8) we approximate the flux F(U) i and the source S(U) i using the fourth-order Simpson quadrature rule,
and similarly for S(U) i with the reconstruction given above we usẽ
Thus, for the third-order reconstruction we obtain the following approximations:
with the corresponding weights, ω L , ω R , ω C of the polynomials defined in accordance with the above rule.
Remark 1.
Another way to construct a relaxation system that gives at the limit equations (1) is to incorporate the source term into the flux function and use straightforwardly the scheme as in [17] , i. e.,
The above semidiscretization remains valid for (13) with the only difference that the relaxation system (13) approaches, in the limit, the original system (1) by the local equilibrium V = F(U) − S(U) dx, while V = F(U) is the local equilibrium for the relaxation system (5).
Multidimensional systems
For simplicity of formulation, we consider only the two-dimensional case of (1), and the extension to the multi-dimensional case is straightforward. The two-dimensional relaxation system reads ∂ ∂t
It is clear that when ε → 0 equations (14) lead to the original problem [22, 28, 41] ,
For the space discretization of equations (14), we cover the spatial domain with rectangular cells
] of uniform sizes ∆x and ∆y. The cells, C i,j , are centred at (x i = i∆x, y j = j∆y). We use the notations
and
U(x, y, t) dx dy,
to denote the point-values and the approximate cell-average of
and (x i , y j , t), respectively. We define the following difference operators:
Then the semidiscrete approximation of (14) is
The approximate solution is reconstructed by a piecewise polynomial over the grid points as
where P i,j stands for polynomials defined in C i,j and reconstructed "dimension by dimension" as
In the following we formulate the x-direction polynomial P i (x;U), the formulation of P j (y;U) can be done analogously. Hence
where the weights ω l , l ∈ {L, R, C} are the same as in (10) with
We can now discretize the characteristic variables (3) as follows:
Recall that U, V , W , A k and B k are the k-th (k = 1, . . . , N) components of U, V, W, A and B respectively. Hence
Therefore, we obtain the following expressions for the numerical fluxes in (16):
where the slopes σ
i,j are given by (11) with
The corresponding weight parameters for σ
Note that in this higher-order scheme we approximate F(U) i,j , G(U) i,j and S(U) i,j in (16) using the fourth-order Simpson quadrature rule.
Remark 2. The case of the diffusive source term is discretized sightly different. Let
where ν represents the diffusion coefficient. The semidiscretization of (18) can be written
x and D 2 y being the difference operators in the x and y directions. To conserve the highly accurate relaxation scheme, we consider the following fourth-order centred spatial difference operators:
At the boundary, we use the "ghost points" as in [38] . 
For the Neumann boundary conditions ∂U
Other bottom and top boundary values of
y can be derived in a similar way.
Fully discrete relaxation scheme
The semidiscrete formulations (8) or (16) can be rewritten in common ordinary differential equations notation as
where the time-dependent vector functions
for the two-dimensional formulation (16) . Due to the presence of a stiff term in (20) , one cannot use fully explicit schemes to integrate equations (20) , particularly when ε → 0. On the other hand, integrating equations (20) by a fully implicit scheme, either linear or nonlinear algebraic equations have to be solved at every time step of the computational process. Finding solutions of such systems is computationally very demanding. In this paper we consider an alternative approach based on the implicit-explicit (IMEX) RungeKutta splitting. The nonstiff stage of the splitting for F is straightforwardly treated by an explicit Runge -Kutta scheme, while the stiff stage for G is approximated by a diagonally implicit Runge -Kutta (DIRK) scheme. Compare [4, 29, 30] for more details.
Let ∆t be the time step and Y n denotes the approximate solution at t = n∆t. The implementation of the IMEX algorithm to solve (20) can be carried out in the two following steps:
1. For l = 1, . . . , s,
2. Update Y n+1 as:
The s × s matricesÃ = (ã lm ); A = (a lm ) and the s-vectorsb = (b l ); b = (b l ) are the standard coefficients which characterize the IMEX s-stage Runge -Kutta scheme [4, 29] , and usually are given by the double Butcher tables.
Notice that in using the above relaxation scheme neither a linear algebraic equation nor nonlinear source terms can arise. In addition, the high-order relaxation scheme is stable independently of ε, so that (for homogeneous conservation laws, i. e., S(U) = 0), the choice of ∆t is based only on the usual CFL condition
for the one-dimensional problems or
for the two-dimensional problems. In (23), h denotes the maximum cell size, h = max(∆x, ∆y).
In our numerical computations we consider the third-order IMEX scheme proposed in [30] , the associated double Butcher tables can be represented as
The left and right tables represent the explicit and implicit Runge -Kutta methods, respectively. Other IMEX schemes of second and higher order are also discussed in [4, 29, 30] . Obviously, at the limit (ε → 0) the time integration procedure tends to a time integration scheme of the limit equations based on the explicit scheme given by the left table in (24).
Remark 3. 1. Note that the first-and second-order relaxation schemes studied earlier in [17] can be interpreted as (17) by taking
respectively. Here U´i ,j /∆x and U`i ,j /∆y are discrete slopes in the x and y directions. The second-order time integration procedure in [17] can also be represented as (21) , where the explicit and implicit Runge -Kutta tables are given by
2. In (21), the source term is treated explicitly. Therefore, additionally to the usual CFL condition (23) , ∆t has the parabolic stability constraint
where σ is the maximum eigenvalue of the Jacobian ∂S(U)/∂U. For the diffusive source (18) this condition is simply ν∆t/h 2 1/4.
3. Note that the difference between the reconstruction in one-and two-dimensional problems is the additional term
in polynomials P C (x), which corresponds to the second derivative in the y direction and also guarantees the higher order accuracy of the scheme. Similar work has to be done for the polynomials P C (y). 4. Note that the relaxation rate ε influences both the regularization effect of the scheme and its accuracy in the smooth regions of the space domain. It can viewed as a viscosity coefficient such that more numerical diffusion is added for larger values of ε. In our computations ε is taken to be very small.
5. In order to avoid the initial and boundary layers in (14), the initial and boundary conditions are chosen to be consistent with the associated local equilibrium. For instance, if the Dirichlet boundary condition is given, U = U b , then the boundary and initial conditions for (14) are given by
If, instead, the relaxation system (13) is used, then the local equilibrium
has to be used. Therefore, the boundary and initial conditions for V and W are chosen according to this equilibrium. In general, any choice that leads at the limit to the associated boundary and initial equilibrium can also be used. 
A global choice is simply to take the maximum over the gridpoints in (27)
It is worth saying that larger A k and B k values usually add more numerical dissipation.
Numerical Examples
In this section, we perform several numerical tests with our third-order relaxation scheme. We first of all perform tests on scalar problems for accuracy purposes. We consider the inviscid and viscous Burgers equations. Thereafter we consider the systems of Euler and shallow water equations. We also compare, for a test problem on the Euler system, the results obtained by the third-order relaxation scheme to those obtained by the first-and second-order schemes from [17] . Numerical tests for incompressible Navier -Stokes are also included in this section. In all computations presented in this section the relaxation rate ε is set to 10 −6 .
One-dimensional examples
Accuracy test problems. Our first example is the one-dimensional inviscid Burgers equation
augmented with the smooth initial data, u(x, 0) = 0.5 + sin(x), and periodic boundary conditions. The relaxation system for (28) is constructed as in (5) with A = diag{A 1 }. We discretize the spatial domain into N gridpoints, and we choose A 1 = 1.5 in all computations.
Recall that the unique entropy solution of (28) is smooth up to the critical time t = 1. In Table 1 we show the error norms at the pre-shock time t = 0.5 when the solution is still smooth using ∆t = 0.001. The errors are measured by the difference between the pointvalues of the exact solution and the reconstructed pointvalues of the computed solution. As would be expected, the scheme preserves the third order of accuracy. Our next concern is to ascertain the behavior of the relaxation scheme in the presence of the diffusive source term. To this end we add to the equation (28) the diffusion term as
Using the same initial and boundary conditions as in (28), we display in Table 2 the results at t = 0.5 for two different values of ν. For ν = 10 −5 the time step ∆t = 0.001 while, because of the stability condition (25) , ∆t is reduced to 0.0001 for ν = 10 −2 . These results show that our relaxation scheme preserves the third-order accuracy for both small and large diffusion values. No extensive dissipation has been detected for the test with ν = 10 −2 . 
Inviscid gas Euler equations.
We consider the one-dimensional Euler system of inviscid gas dynamics formulated by equations (6), where
Here ρ is the density, u is the velocity, ρu is the momentum, E is the energy, and p is the pressure. In addition, we require the equation of state p = (γ − 1)(E − ρu 2 /2), where the specific heat ratio γ = 1.4 for an ideal gas. Based on the formulation of (1), a relaxation system can be constructed as in (5) where A = diag{A 1 , A 2 , A 3 }. We used constant characteristic speeds A i as in [17] , and we define the CFL number as in (22 
We take A 1 = 0.33, A 2 = 1, A 3 = 2.35 and CFL = 0.5. In Table 3 , we list the error norms for the density variable at time t = 1. Once again, the relaxation scheme preserves the third order accuracy for this nonlinear system. Sod shock tube problem. This is a typical Sod shock tube problem. Its solution consists of a left rarefaction, a contact, and a right shock. It is formulated by the equations (1) We take A 1 = 1, A 2 = 1.68, A 3 = 5.045, ∆x = 0.005 and CFL = 0.75. Figure 1 shows the density and velocity profiles at t = 0.1644. We choose A 1 = 1.801, A 2 = 7.574, A 3 = 13.172, ∆x = 0.005 and CFL = 0.5. In Fig. 2 we present the results obtained at t = 0.16. The scheme performs very well on the strong shocks in all these examples. We want to point out that the selection of the relaxation variables A i , i = 1, 2, 3 in [17] was based on the estimation of the eigenvalues u, u ± c, where the sound speed c is defined by c 2 = γp/ρ. Another selection can be done locally as in (27) .
Shallow water equations.
The one-dimensional shallow water equations can be written in the form of (6) with
where h(x, t) is the height of water, u(x, t) is the flow velocity, Z(x) is the elevation of the bottom profile, and g is the gravitational constant, g = 9.8 m/s 2 . The relaxation system associated with these equations is given by (5) with A = diag{A 1 , A 2 }. In all the test cases presented here we choose
Note that u ± √ gh are the two eigenvalues of the shallow water equations. We perform the following test cases:
Dam-break on a wet bed. In Fig. 5 we plot the water height and velocity at t = 50 s using ∆t = 0.2 s. The relaxation scheme captured correctly the discontinuity and the shock without the need for a very fine mesh, compare [9] . Numerically, it is very difficult to compute correctly the position of the wet/dry front. One major difficulty is to propagate the front at the correct speed. Nevertheless, the results computed by the relaxation scheme can be considered as accurate enough for the third-order method for the depth and velocity and, more importantly, the scheme preserves the water depth positivity without using artificial bed wetting or front tracking techniques.
Drain on a non-flat bottom. This is a challenging numerical test example as it involves the calculation of dry areas in the computational domain. As proposed in [12] , the bottom topography is defined as
The length of the channel is 25 m and the initial conditions are
Reflective conditions are used on the upstream boundary, and the downstream boundary condition is that of a dry bed. The steady-state solution of this problem is a flow at rest, in the left part of the hump h + Z = 0.2 m, u = 0 m/s and a dry flow, h = 0 m, u = 0 m/s on the right of the hump. We discretize the space domain into 250 uniform gridpoints and ∆t = 0.01 s. Fig. 7 presents the evolution of the water depth and the discharge plots at several times t = 10, t = 20, t = 100 and t = 1000 s. The relaxation scheme performs very well for this case and gives results which converge to the expected steady-state solution. These results compare well to the already published results (see, for example, references [2, 12] ). Notice that no modifications have been added to the method to overcome the dry areas in the computational domain, since it preserves positivity. The monotonicity of the scheme is also preserved and no nonphysical oscillations or extra numerical diffusion have been detected during the computations.
Two-dimensional examples
Inviscid gas Euler equations.
The two-dimensional Euler system of inviscid gas is given by the equation (15) , where
where ρ, u, v, p and E are the density, the x-and y-velocity, the pressure, and the total energy, respectively. The equation of state p
is required. The associated relaxation system can be formulated as (14) , where
The eigenvalues of the Jacobian matrix ∂F(U)/∂U (or ∂G(U)/∂U) are λ 1 = u − c, λ 2 = λ 3 = u and λ 4 = u + c (or µ 1 = v − c, µ 2 = µ 3 = v and µ 4 = v + c). These are the characteristic speeds for one-dimensional gas dynamics and are needed here only for the estimation of the relaxation variables. Thus, in all our numerical tests with equations (14) - (32) we used
The following test examples are chosen:
Riemann problem. In [34] , a series of two-dimensional Riemann problems for an ideal gas was proposed. Here we have chosen configuration 4 from [34] . 
The solution is computed on meshes with 200 × 200 and 400 × 400 gridpoints; the time step is fixed to ∆t = 0.001. The contour plots of density with 30 contour level lines at t = 0.25 are shown in Fig. 8 . Our relaxation scheme resolves the correct solution well compared to results presented in [23, 34] . The contacts obtained for the same configuration in [19] are sharper. Rayleigh -Taylor instability problem. This problem involves a heavy fluid (cold) overlying a light fluid (warm). For more details on the physics of this problem we refer to [42] . The mathematical formulation of the problem is given by equations (15) - (32) In order to compare the accuracy of our relaxation scheme to the first-and second-order schemes proposed in [17] , we show in Fig. 10 the density contours with 15 equally spaced contour lines from ρ = 0.952269 to ρ = 2.14589. The third-order relaxation scheme gives a much better resolution than the second order relaxation scheme with same mesh size. To compare the computational work needed for the relaxation schemes, we summarize in Table 4 the CPU time measured on a PC with an AMD-K6 200 processor running Fortran codes under Linux 2.2. The main conclusions we draw from the comparison of the resolution in Fig. 10 and the computational work in Table 4 are the following: (i) The third-order relaxation scheme can use only half of the mesh points in each direction as the second-order relaxation scheme to obtain almost the same resolution for complicated structure problems. (ii) When a comparable resolution is obtained with the third-order relaxation scheme using a twice smaller number of gridpoints in each direction than the second-order relaxation scheme, the CPU time needed by the third-order scheme is only about 30 − 36% of that needed by the secondorder scheme in our implementation. Needless to say that the CPU times in Table 4 can be drastically reduced if parallel computers are used. 
Shallow water equations.
We turn to the two-dimensional shallow-water equations written in the conservative form (15) with
where the variables h, u, g, Z(x, y) are the same as in the one-dimensional case, and v is the velocity component in the y-direction. Using these formulation the relaxation system is constructed as (14) with A = diag{A 1 , A 2 , A 3 } and B = diag{B 1 , B 2 , B 3 }. The selection of these parameters is made based on the eigenvalues of the Jacobian matrices ∂F(U)/∂U and ∂G(U)/∂U as
We test our relaxation scheme for the following dam-break problems on flat topography (Z = 0) : Circular dam-break problem. This example was first proposed in [1] . The space domain is a 50 m long square with a cylindrical dam with radius 11 m and centred in the square. The initial water height is 10 m inside the dam and 1 m outside the dam and the water is initially at rest. At t = 0, the cylindrical wall forming the dam collapses and the time evolution of the water level is computed. As in [1] , we discretize the domain uniformly in 50 × 50 gridpoints and the solution is displayed at t = 0.69 s using a time step ∆t = 0.01 s. The contour plot of the water height is shown in Fig. 11 . We have also included in this figure the surface plot for a better insight. As can be seen a bore has formed and the water drains from the deepest region as the rarefaction wave progresses outwards. The flow in that region becomes supercritical. The results show that the circular symmetry is preserved well by our relaxation scheme. In Fig. 12 , the radial cross section at x = 25 m of the water height is compared to the reference solution computed by the one-dimensional scheme. The results agree with [1] . In the left column of Fig. 14 we plot the water surface elevation, while the right column contains the corresponding velocity vectors. All computations are made on a uniform mesh of 50 × 50 gridpoints and a fixed time step ∆t = 0.01. Compared to the numerical results reported in [11] , the relaxation scheme solves the problem exactly with less diffusion than the method used in [11] . From the practical point of view, the performance of our relaxation scheme is very attractive, since the computed solution remains stable, monotone, and highly exact even on coarse grids without solving Riemann problems or requiring special front tracking procedures. 
Buckley -Leverett equation.
We apply the relaxation scheme to the twodimensional convection-diffusion equation
with the Buckley -Leverett flux functions
. Note that the gravitational effects are included in (33) at y-direction. This problem is taken from [20] . We solve the problem on the space domain [−1.5, 1.5] × [−1.5, 1.5] using ν = 0.01. The initial condition is given by
The relaxation system for problem (33) is formulated as in (14) with A = 2, B = 10 and CFL = 0.5. The results obtained at t = 0.5 on two different meshes with 100 × 100 and 200×200 gridpoints each are given in Fig. 15 . Again the third-order relaxation scheme highly approximates the solution to this nonlinear convection-diffusion problem. 
where u = (u, v) is the velocity field and p denotes the pressure. An equivalent vorticityvelocity formulation can be constructed as
where the vorticity, ω, and the stream function, ψ, are given by ω = ∂v/∂x − ∂u/∂y, u = ∂ψ/∂y, and v = −∂ψ/∂x.
Hence, our relaxation scheme is applied to the transport-diffusion equation (35) . In order to maintain the same order of accuracy for equations (35) , the Poisson problem is discretized using the nine-point difference operator ∆ h as in (19) . This provides the values of ψ with a fourth-order accuracy. In addition, the obtained values of ψ i,j are used to recover the velocity components as follows: [13] , it can be seen that our relaxation scheme resolves accurately the flow structures, and the vortices seem to be localized in the correct place in the flow domain. Flow around a cylinder. The final example is the flow around a cylinder. A detailed description of this problem can be found in [33] . In our computations we used the same flow configuration and the same boundary conditions. The steady streamlines and velocity vectors with Re = 10 and Re = 100 are shown in Figs. 20 and 21 , respectively. We used 220×41 gridpoints and ∆t = 0.01. For clear presentation, a zoom in the part of the domain containing the cylinder is included in Figs. 20 and 21 . These results are in good agreement with all variables presented in [33] . 
Conclusions
Relaxation schemes of first and second order accuracy were introduced in [17] . In the present paper, we have reconstructed the high-order relaxation schemes by using the WENO ideas and a class of TVD high-order Runge -Kutta time integration methods. We have generalized the relaxation method for hyperbolic systems of conservation laws with viscous source terms. This procedure combines the attractive attributes of the two methods to yield a procedure for either a low or a high viscosity. The new method retains all the attractive features of the central schemes, such as neither Riemann solvers nor characteristic decomposition are needed. Furthermore, the scheme does not require either nonlinear solution or special front tracking techniques.
The third-order relaxation method has been tested on systems of inviscid gas Euler and shallow-water equations and also on incompressible Navier -Stokes problems. The results obtained point to a good shock resolution with a high accuracy in the smooth regions and without any nonphysical oscillations near the shock areas. The convergence to the correct steady-state solution has been clearly verified by numerical experiments on shallow-water and incompressible Navier -Stokes problems.
