(b)
The shaded processors store replicas of a data-item.
relation, or part of a relation, and each such item is physically replicated at one or more processors in the network. When a transaction writes the logical data-item, the write has to be propagated to all its physical replicas.
The first question we address in this paper is what is the optimal write-multicast-policy,
i.e., way of multicasting a write of a logical data-item to all its physical replicas?
By an optimal write-multicast-policy, or simply an optimal writepolicy, we mean a propagation scheme that puts the minimum load on the communication network. For example, assume that six processors are interconnected in a ring, as in Figure  la . The shaded processors represent the residence set of a data-item, which the writer propagates the data-item along the edges of a minimum spanning tree of the distance graph; it is a complete weighted graph in which the nodes, or the participants, are the writer and the processors of the residence set, and each edge represents the distance in the communication network between a pair of participants. When using the minimumspanning-tree write-policy, processor 6 in Figure  la will indeed propagate the logical data-item to processors 1, 2, and 3 in the efficient way suggested above. Figure  1 and assume that each processor performs two reads and one write of the logical data-item, per time unit. Each read is, expectedly, performed from the closest (in terms of links-distance in the network) processor of the residence set. If each processor propagates each write that it performs using the minimum-spanning-tree policy, then the optimal residence set is the one illustrated in Figure  la (obviously, any string of three processors is optimal). The total number of transmissions of the data-item along a communication link is 24 per time unit. On the other hand, if each processor uses the naive-write policy, as the previous works have assumed, then the optimal residence set is the one in Let G be a network, R a residence set, and v a writer.
Denote the set R U {v} by P. Then the necessary and sufficient cost of a write instance, i.e. the minimum cost, is the total weight of mst(D~( P)).
I%OOF. (necessary)
By the definition of a write instance, the underlying undirected graph of any write instance is a connected subgraph of D~( P) that spans all the processors of P. The minimum weight of such a graph is the weight of mst(D~( P)). We choose the size of the time unit, such that # W = 1. Given a residence set, R, and a, the residence set cost, denoted cost(R), is defined as X ,Gv w, + a " Z, GVr,. We shall refer to the first sum in the expression as the total-write-cost, and to the last sum multiplied by a, as RS is NP-Complete.
PROOF.
see Appendix.
u Although the problem is NP-complete in general, for certain input parameters it can be solved efficiently. THEOREM 3.2.
Let G = (V, E) be a network, and assume that the read-write ratio, a, is bigger than I V I -1. Then there is a unique optimal residence set, and it is the set of all processors.
PRooF.
Suppose that R c V is a residence set. Let k be a processor in V -R, which has a neighbor in R. It is easy to see that cost(R U { k}) < cost(R), as follows. The total read-cost for R U {k} is lower than the total read-cost for R, by at least a. For each i # k, Wi for R U {k} is higher than Wi for R, by at most one. Therefore, the total write-cost for R U {k} is higher than the total write cost for R, by at most
In the next section we show that for certain common network topologies the problem can be solved efficiently for any read-write ratio. 
SPECIAL TOPOLOGIES
Illustration of !Z'R and T, in a tree network. Assume that a residence set R induces a disconnected graph in a tree network.
Then there is another residence set, R', such that cost( R') < cost(R), and I RI < \ R' 1.
PROOF. The construction of R' proceeds as follows.
Since the graph by R is not connected, there must be at least two processors of R, i and j, such that if we denote the unique path between them by i, bl, . . . . b~, j for k >1, then the b,'s do not belong to R. Take the pair i, j of such processors, with minimum distance between them. To obtain R', we add to R all the processors on the path between i and j. The total read cost for R' is less than the total read cost for R, since R c R'. The write cost of a processor 1, for R', is equal to its write cost for R, for the following reason. There is a minimum spanning tree of D~( R U {1}) in which the path between i and j is either i -j, or i -1 -j. In both cases, the path can be replaced by i, bl, . . ., bk, j or i, bl, . . .. b~. l, bh+l, ..., bk, j, respectively, to obtain an equal weight minimum spanning tree of D~( R' U { 1}).
u Denote the processors of a communication network, G, by V(G). For the rest of this subsection, let R be a residence set that induces a connected subgraph of the tree-network, and assume that processor i is not in R, but is a neighbor of some processor in R. Consider the removal of the edge between i and its neighbor in R. It disconnects the network into two subtrees: a subtree that contains i, denoted T,, and a subtree that contains R, denoted T~. Figure  2 illustrates the description. Let t, be a subtree of the network such that i e V(t,) and Let R' be a residence set that induces a connected subgraph, and assume that R c R'. Furthermore, assume that processor i, the neighbor of some processor in R, is not in R' (see Figure  3 ). Then cost(R U { i)) < cost(R) if and only if cost(R' U { i}) s cost(R'). For any tree-network and for any read-write ratio, the residence set output by the algorithm TREE-RS (denoted RS) is optimal.
We Denote by H the set of processors, each of which is not in R, and is not in the two biggest holes of R. Since there are more than two holes, H is not empty. Consider the residence set, R', which is R U H (we fit all but the two biggest holes). Since R' is a proper superset of R, the total cost of reads for R' is less than for R. consider an arbitrary processor, u. If v does not belong to in the biggest hole of R, then it is easy to see, by Lemma 4.3.1, that its write cost is (number of edges in the network) -(number of edges in the biggest hole) -2, regardless of whether R or R' is the residence set.
If u belongs to the biggest hole of R, then, given the residence set R', there are two possibilities: either v writes by "skipping" part of the biggest hole ( Figure  6a ), or it writes by "skipping" the whole second biggest hole ( Figure  6b ). However, notice that in both cases, if R is the residence set, then u writes in the same fashion. Therefore, the total write cost of all the processors given the residence set R, is equal to the total write cost of all the If the read-write ratio a >1, then for any residence set that induces two strings there exists a residence set that has a lower cost.
PROOF. Let R be a residence set that induces two strings (see Figure  5a ).
Denote by H. and H6 the sets of processors of the smaller hole and of the bigger hole, respectively (of course, their size may be equal]. Consider the residence set, R', which is R U H. (see Figure  5b ). We will show that cost( R') < cost(R). For each processor in R U Hb, the read costs using R and R' are equal. The read cost of a processor of H. is zero using R', and nonzero using R. First we compute the total decrease in the cost of reads, when substituting R' for R. Now consider the write costs. The write cost of a processor in R U H. has not changed, because by Lemma 4.3.1 it equals the number of edges in the string induced by R U H~; and this is the same string (i. e, the ring minus the biggest hole) for R or R'. In H~however, there are two types of processors (see Figure  6 ). The first type ( Figure  6a ) are processors for which a shortest Intuitively, we shall define R' to be the "shift" of the long string induced by R, closer by one position to the short string (thus reducing I H, I
by one). Denote by S~and S. the sets of processors of the big and small strings induced by R, respectively. Denote by n, the processor of H. which is closest to the big string, and by nb the processor of S~which is closest to the big hole (see Figure  7 ). Let R' = S. U (Sb -{ n~}) U { rt~}. Denote by H~and H6 the sets of processors of the big holes, for R and R', respectively. It is easy to calculate that the total read-cost is higher for R' than for R, by ""(H+H+') Consider now the write costs. We shall show that there is a decrease in the total write cost, and this decrease is at least as high as the increase in read costs. Since I Hi \ = I H~I + 1,the write cost of a processor of S, U H, U S6 -{ n~} is lower by one for R' than for R. If the read-write ratio a <1, then for any residence set R that induces two strings, there is another residence set R' that induces only one string, and cost(R') < cost(R), and I R I s I R' 1. Therefore, we only have to provide a formula for computing the cardinality of the optimal residence set. This we do in the next theorem.
THEOREM 4.3.1. Let n be the size of the ring, and a be the read-write ratio.
Then the cardinality of the optimal residence set equals to n . (a -1)/ (Ci+l)+l.
ROOF.
If R is a string of size k, then for u e R the cost WV = k -1 and the cost rU = O; for v~R at distance i from R, w" = i + k -1 and ru = i.
Summing up we obtain cost(R) = n " (k -1) + (a + 1)/4 . [(n -k + 1)2 -c], where c = 1 if n -k is even, and c = O if n -k is odd. In both cases, the derivative of cost(R) with respect to k is n + 1/2 " (u + l)(k -n -1).This indicates that the minimum of cost(R) is obtained when there are at most two holes, enables finding the optimal residence set as follows.
Assume that the ring is of size n. It is easy to see that there are 0( n4) different residence sets, each with at most two holes. Finding the cost of a residence set can be done in 0(n). Consequently, the time complexity of finding the optimal residence set is 0( n5).
RELIABILITY CONSIDERATIONS
As mentioned in the introduction, often the number of processors in the residence set should not fall below some threshold, t. Therefore, although the optimal residence set contains, for example, one processor, this may be unacceptable for reliability reasons. Consequently, we are often interested in finding the t-reliable optimal residence set. The resulting t = RS problem is formally defined as follows, for the balanced-load case (unbalanced load is addressed at the end of this section). Given a network, G = (V, E), and read-write ratio, a, and a reliability threshold, t < I V \, what is the residence set R G V such that I R I > t and co.st( R) is minimal?
The problem remains NP-complete (we have proved it NP-complete for t = 1) but for the special topologies discussed in Section 4, it can be solved efficiently. Consider first a completely connected network.
If the cardinality of the optimal residence set is less than the threshold t,it means that a < I V I -1, and that the optimal residence set is of size one. But then, based on formula (1) We present a quadratic time algorithm, TREEtRS, which provides a solution to the t-RS problem. Given a tree T, a residence set R which induces a connected subgraph of T, and a node j of T which is not in R, but is a neighbor of some node i in R assume that we remove the edge (i, J") from T; then remember that we denote by CGD "'""8
Figure 9 Next we shall prove that the set R,, output by TREE = tRS, indeed provides a solution to the t = RS problem. First we need some notation. Denote by RS, a solution to the t -RS problem which satisfies the following two conditions:
(1 Denote H = R~n RSt (see Figure  9 ). Let 1 be some leaf of the subtree induced by RS,, such that 1 is not in H (see Figure 9 ). Let k be some processor in R, -RS, which is a neighbor of H (see Figure  9) . For example, for the network in Figure  10 , and for a = 1.8, the unique optimal residence set is {4, 8}. As far as future work is concerned, much remains to be done. RS e NP. Guess a subset R G V, find w, and r, for each i e V, and verify that E,=vw, + a " Zl=vr, < C.
Obviously, this can be done in polynomial time. Next we show that RS is NP-Hard. This is done by transforming the Steiner Tree (ST) problem to RS. In ST the input consists of a graph G' = (V, E'), a subset X q V and a positive integer B < I V' \ The question is whether there exists a subtree of G that includes all the nodes of X, and such that its number of edges is no more than B. We shall assume without loss of generality that 1 < I X I < B < I V' 1.
Given an instance of the ST problem we construct an instance of the RS problem as follows. The graph G consists of G, with every node u~X connected to a "crown" of I V' 13 new nodes: Ul, Uz, . . . , ul~, 3. For example, in Figure  1 lb there is graph constructed from the graph of Figure  1 we shall show that it constitutes a solution to the RS problem. Note that for every new node, say k, r~= 1, and for every old node, j, r-j s I V' 1. Therefore, the total cost for reading is~zcvr, s I V' 13 " I X I + I V' \ 2. By Lemma +B.(IV'13.1XI+IV'12) S(') IV'13.1X I"(2" B+1)+IV'13 < '2)2 .1 V'13.1XI.
(B+l)=C.
(1) since \ V' I > B, and (2) since I X I >1. Thus, R is a solution to the RS problem.
(if) Assume now that the set R constitutes a solution to the RS problem.
We use 3 lemmas for this direction of the proof.
LEMMA 3.0. There exists a residence set, R', which does not contain any new nodes, and cost( R') s cost(R).
PROOF.
To obtain R' we will repeatedly perform one of the following two transformations, for each new node u e R.
Case 1. The old node U, which neighbors u, belongs to R. Then drop u from R. The read cost of every processor, except u, remains the same, and the read cost of u increases by one. On the other hand, the write cost of every node of G, except u, decreases by one, and the write cost of u remains the same. Since a < I V I -1, the cost of the new residence set is lower than Cost(l?).
Case 2.
The old node U, which neighbors u, does not belong to R. Then drop u from R and add v to R. The read cost of every node, except u and v, obviously does not increase due to the transformation. The read cost of u increases by one, and the read cost of u decreases by one. Overall, the total read cost does not increase. The total write cost also does not increase due to the transformation, because every path from a node to u goes through U.
•l Therefore, to simplify notation, we shall assume without loss of generality that R does not contain any new nodes. If R does not contain set, R', for which cost(R') s cost(R), any new nodes. X, then there exists another residence and X s R', and R' does not contain PRooF. Denote the nodes in X -R by {1,2,. . . . k}. To obtain R', first we choose for every node h e X -R a shortest path, p~, from h to a member of R. Then we add to R all the nodes of all p~'s, and denote this new residence set by R'. Obviously, X q R' and R' does not contain any new nodes, We denote by dk the length For the next lemma we need the following definition.
Given an undirected graph, G, and a subset of the nodes, X, the Steiner Tree is a subgraph of G which satisfies the following three conditions:
(1) it is a tree, and (2) it contains the nodes in X, and (3) it has a minimal number of edges among all subgraphs which satisfy the first two conditions. of a write of a new node for R' (of Lemma 3.1), is at least B + 2 (one hop to the closest node in X, and then at least B + 1 hops to all the nodes of X through the rest). Therefore the total write cost for R' is at least (B + 2) " I X I . I V 13. The total read cost for R' is at least the read cost of the new nodes, i.e., I X I . I V 13. Totaling, cost(R) > cost(R') =~w, + a "~r, 
