Introduction
Flavour-changing neutral current (FCNC) processes are rare within the Standard Model (SM) as they cannot occur at tree level. At the loop level, they are suppressed by the GIM mechanism [1] but are nevertheless well established in B + → K + μ + μ − and K + → π + μ + μ − decays with branching fractions of the order 10 −7 and 10 −8 , respectively [2, 3] . In contrast to the B meson system, where the very high mass of the top quark in the loop weakens the suppression, the GIM cancellation is almost exact in D meson decays leading to expected branching fractions for c → uμ + μ − processes in the (1-3) × 10 −9 range [4] [5] [6] . This suppression provides a unique opportunity to search for FCNC D meson decays and to probe the coupling of up-type quarks in electroweak processes, as illustrated in Fig. 1 where an analogous weak annihilation diagram proceeds, albeit suppressed by a factor |V cd |
. Normalisation is needed in order
to distinguish between FCNC and weak annihilation contributions. Note that, throughout this Letter, the inclusion of conjugate processes is implied. Many extensions of the SM, such as supersymmetric models with R-parity violation or models involving a fourth quark generation, introduce additional diagrams that a priori need not be ✩ © CERN for the benefit of the LHCb Collaboration. suppressed in the same manner as the SM contributions [5, 7] .
The most stringent limit published so far is B(D + → π + μ + μ − ) < 3.9 × 10 −6 (90% CL) by the D0 Collaboration [8] . The FOCUS Collaboration places the most stringent limit on the D + s weak annihilation decay with B(D + s → π + μ + μ − ) < 2.6 × 10 −5 [9] .
Lepton number violating (LNV) processes such as D + → π − μ + μ + (shown in Fig. 1(d) ) are forbidden in the SM, because they may only occur through lepton mixing facilitated by a non-SM particle such as a Majorana neutrino [10] . The most stringent limits on the analysed decays at 90% CL are B(D + → π − μ + μ + ) < 
The LHCb detector and trigger
The LHCb detector [14] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5 a high precision tracking system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of siliconstrip detectors and straw drift tubes placed downstream. The combined tracking system has momentum (p) resolution p/p that varies from 0.4% at 5 GeV/c to 0.6% at 100 GeV/c, and impact parameter (IP) resolution of 20 μm for tracks with high transverse momentum (p T ). The IP is defined as the perpendicular distance between the path of a charged track and the primary pp interaction vertex (PV) of the event. Charged hadrons are identified using two ring-imaging Cherenkov detectors [15] . Photon, electron and hadron candidates are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers. The trigger [16] consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage that applies a full event reconstruction. It exploits the finite lifetime and relatively large mass of charm and beauty hadrons to distinguish heavy flavour decays from the dominant light quark processes.
The hardware trigger selects muons with p T exceeding 1.48 GeV/c, and dimuons whose product of p T values exceeds (1.3 GeV/c) 2 . In the software trigger, at least one of the final state muons is required to have p greater than 8 GeV/c, and an IP greater than 100 μm. Alternatively, a dimuon trigger accepts candidates where both oppositely-charged muon candidates have good track quality, p T exceeding 0.5 GeV/c, and p exceeding 6 GeV/c. In a second stage of the software trigger, two algorithms select D Simulated signal events are used to evaluate efficiencies and to train the selection. For the signal simulation, pp collisions are generated using Pythia 6.4 [17] with a specific LHCb configuration [18] . Decays of hadronic particles are described by EvtGen [19] . The interaction of the generated particles with the detector and its response are implemented using the Geant4 toolkit [20] as described in Ref. [21] .
Candidate selection
Candidate selection criteria are applied in order to maximise the significance of D The trained BDT is then used to classify each candidate. An optimisation study is performed to choose the combined BDT and particle identification (PID) selection criteria that maximise the expected statistical significance assuming a branching fraction of 1 × 10 −9 . The PID information is quantified as the difference in the log-likelihood under different particle mass hypotheses (DLL). The optimal cuts are found to be a BDT selection exceeding 0.9 and DLL μπ (the difference between the muon-pion hypotheses) exceeding 1 for each μ candidate.
In addition, the pion candidate is required to have both DLL μπ and DLL K π less than 0 and the two muon candidates must not share hits in the muon stations with each other or any other muon candidates. Remaining multiple candidates in an event are arbitrated by choosing the candidate with the smallest vertex χ 2 (needed in 0.1% of events).
Candidates from the kinematically similar D
cay form an important peaking background. A representative sample of this hadronic background is retained with a selection that is identical to that applied to the signal except for the requirement that two of the tracks have hits in the muon system. Since the yield of this background is sizeable, a 1% prescale is applied.
define the probability density function (PDF) of this peaking background in the fit to the signal samples.
Invariant mass fit
The shapes and yields of the signal and background contributions are determined using a binned maximum likelihood fit to the invariant mass distributions of the D 
which is a Gaussian-like peak of mean μ, width σ and where α L (x < μ) and α R (x > μ) parameterise the tails. The parameters of this shape are determined simultaneously across all bins (discussed below) of a given fit including the bin containing the control mode. The D + (s) → π + π + π − peaking background data are also split into the predefined regions and fitted with Eq. (2). This provides a high-statistics, well-defined shape for this prominent background, which is simultaneously fitted in the corresponding subsample signal fit. The misidentification rate (the ratio of the yield in the signal data sample to that in the π + π + π − sample) is allowed to vary but is assumed to be constant across all bins in the fit. A systematic uncertainty is assigned to account for this assumption.
A second-order polynomial function is used to describe the PDF of all other combinatorial or partially reconstructed backgrounds Table 1 [13] . No significant excess of candidates is seen in any of the signal search windows. 
Branching fraction determination
The D
where 
The efficiency of the signal decay mode and the control mode include the efficiencies of the geometrical acceptance of the detector, track reconstruction, muon identification, selection, and trigger. The accuracy with which the simulation reproduces the track reconstruction and identification is limited. For that reason, the corresponding efficiencies are also studied in real data. A tag and probe technique applied to B → J /ψ X decays provides a large sample of unambiguous muons to determine the tracking and muon identification efficiencies. The pion identification is studied
The efficiencies observed as a function of the particle momentum and pseudorapidity and of the track multiplicity in the event are used to correct the efficiencies determined by the simulation. The correction to the efficiency ratio is typically of the order of 2% in each m(
region. Small relative corrections are expected since the signal and control modes share almost identical final states.
Systematic uncertainties
Systematic uncertainties in the calculation of the signal branching fractions arise due to imperfect knowledge of the control mode branching fraction, the efficiency ratio, and the yield ratio.
A systematic uncertainty of the order 10% accompanies the branching fraction of the control mode D
and is the dominant source of the systematic uncertainty on the branching fraction measurement.
A systematic uncertainty affecting the efficiency ratio is due to the geometrical acceptance of the detector, which depends on the angular distributions of the final state particles, and thus on the decay model. By default, signal decays are simulated with a phase-space model. A conservative 1% uncertainty is determined by recalculating the acceptance assuming a flat m(
The uncertainties on the tracking and particle identification corrections also affect the efficiency ratio and involve statistical 
Table 4
Total systematic uncertainty in each m(μ + μ − ) and m(π − μ + ) bin with the uncertainty on the control mode branching fraction, the efficiency ratio and the statistical uncertainty stemming from the size of the simulated samples added in quadrature.
The numbers in parentheses refer to the D + s decay. 11.8 (16.9) high-m(μ + μ − ) 11 components due to the size of the data samples and systematic uncertainties inherent in the techniques employed to determine the corrections. The corrections depend upon the choice of control sample, the selection and trigger requirements applied to this sample, and the precise definition of the probe tracks. The binning used to weight the efficiency as a function of the momentum, pseudorapidity and multiplicity is varied to evaluate the uncertainty. The uncertainty in the choice of phase-space model is accounted for by comparing the efficiency corrections in the extreme bins of the m(
Bin description D
In total, the uncertainty due to particle reconstruction and identification is found to be 4.2% across all bins. Also affecting the efficiency ratio is the fact that the offline selection is not perfectly described by simulation. The systematic uncertainty is estimated by smearing track properties to reproduce the distributions observed in data, using D
decays as a reference. The corresponding variation in the efficiency ratio indicates an uncertainty of 4%. Also, the trigger requirements imposed to select the signal are varied in order to test the imperfect simulation of the online reconstruction and 3% uncertainty is deduced. The sources of uncertainty discussed so far are given in Table 3 .
Final uncertainty on the efficiency ratio arises due to the finite size of the simulated samples. It is calculated separately in each m(μ + μ − ) and m(π − μ + ) bin. These contributions are included in the systematic uncertainties shown in Table 4 .
The systematic uncertainties affecting the yield ratio are taken into account when the branching fraction limits are calculated. The shapes of the signal peaks are assumed to be the same in all m(μ + μ − ) and m(π − μ + ) bins. A 10% variation of the width of the Gaussian-like PDF, seen in simulation, is taken into account for variation across the bins. In each bin, the shape of the D + (s) → π + π + π − peaking background is taken from a simultaneous fit to a larger sample to which looser DLL μπ criteria is applied. As simulation shows the shape of the PDF is altered by a DLL μπ requirement. A variation in the peaking background's fitted width equal to 20% is applied as a systematic uncertainty. The pionto-muon misidentification rate is assumed to be the same in all bins. Simulation suggests that a systematic variation of 20% in this quantity is conservative. Contributions to the yield ratio systematic uncertainty are found to increase the upper limit on the branching fraction by around 10%.
Results
The compatibility of the observed distribution of candidates with a signal plus background or background-only hypothesis is evaluated using the CL s method [25, 26] . The method provides two estimators: CL s , a measure of the compatibility of the observed distribution with the signal hypothesis, and CL b , a measure of the compatibility with the background-only hypothesis. The systematic uncertainties are included in the CL s method using the techniques described in Ref. [25, 26] . Table 5 .
Conclusions
A search for the D 
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