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ABSTRACT 
We prove by explicit construction the existence of at least one nontrivial symmet- 
ric hyperdominant matrix with assigned nonnegative spectrum. In addition, we 
construct symmetric matrices with assigned spectra nd several specific nonhyperdom- 
inant types of sign patterns. © Elsevier Science Inc., 1997 
1. INTRODUCTION 
During the past few decades many papers have studied inverse eigenvalue 
problems (IEPs) of various types. See [1-14]. The main result of this paper is 
to construct explicitly a symmetric matrix that is hyperdominant and has any 
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given set of nonnegative numbers as its spectrum. This settles an open 
problem in [15]. Hyperdominant (hd) matrices have nonpositive off diagonal 
entries and nonnegative row sums. 
The tool used to construct our matrices is an orthogonal Hessenberg 
matrix. Such a matrix is a special product of plane rotations. These matrices 
arise naturally in the study of symmetric tridiagonal matrices, skew symmetric 
matrices, and orthogonal matrices. See [13, 14, 16]. A matrix is upper (lower) 
Hessenberg if entry (i, j )  vanishes whenever i > j + 1 (j  > i + 1). Ortho- 
gonal Hessenberg matrices are reviewed in Section 2, the possible sign 
patterns of our symmetric matrices are established in Section 3, and the 
construction of hd matrices is given in Section 4. 
Throughout the paper (9 denotes direct sum, v T denotes the transpose of 
v, and capital etters denote matrices. 
2. ORTHOGONAL HESSENBERG MATRICES 
Let I, = (e 1 . . . .  , e n) denote the identity matrix of order n, and let /~, 
denote the reversal matrix. Then 
° 1 
LEMMA 1. I f  a real matrix 
[a 
is orthogonal, then it is either a rotator 
[cos q~ -s in  ~] 
P(q~) = [ sin q~ cos ' det P = + 1, 
or a reflector 
sin ~p cos ~] 
H (q~) = [. cos q~ - sin ' det H = - 1. 
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In addition, 
p(~)T = e(~) - I  
e(~-  ~)  = -e (~) ,  
n( -~)  = 7~n(~o)i~. 
= e(  - v ) ,  
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The proof is left to the reader. 
A useful set of n × n orthogonal matrices are plane rotators defined by 
ek:=tk_ lee(~k)  exn_k_ l ,  k=l  . . . . .  . -1 ,  
and plane reflectors defined by 
Hk:=Ik_ l~H(~k)  ~I,,_k_l,  k=l  . . . . .  n -1 .  
Note that the active entries of Pk and H k lie in rows and columns k and 
k+l .  
A powerful family of orthogonal n × n matrices is obtained by taking 
products of the {Pi} in the two special orderings 
P = P1P2 "'" P.-1 
and 
Q = Po-IPn-2 "'" el. 
It is instructive to exhibit Q explicitly. For simplicity in the sign pattern we 
show 
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and write c k =cos~k,  s k = sin Ck. 
Q6 -- 
i 
C 1 81C 2 8182C 3 $18283C4 81528354C 5 $182838485 
--81 ClC 2 c182e 3 c18283c 4 c1825384c 5 els2838455 
--82 C2C 3 C283C 4 C25354C 5 C2535485 
--8 3 c3e 4 c3s4c 5 c35485 
--84 C4C 5 C455 
- -8  5 e 5 
(1) 
If the angles ~01, ~0 2. . . . .  ~0 s lie in [0, ~r/2], then the upper triangular entries 
of Q~ are nonnegative. Let us introduce one more special matrix, 
P. :-- I ._ z ~ cos ~o., q~. = 0 or qr. 
LEMMA 2. Every orthogonal n × n upper (lower) Hessenberg matrix 
may be written uniquely as P1P2 ... P, (P ,P , - I  "'" el) with appropriate 
choices for the so-called Schur parameters ~o 1, ~2 . . . . .  ~o,. The determinant is 
cos ~o,. 
Proof. See Gragg and Harrod [17] and Golub and Van Loan [18]. • 
Orthogonal Hessenberg matrices play an important role in the study of 
symmetric tridiagonal matrices. It is worth noting that the plane reflectors 
H k, introduced above for completeness, are not needed in the representation 
of orthogonal Hessenberg matrices, although they can be used. 
It should be mentioned that the Schur parameters are sometimes defined 
as the sequence (cos ~o 1, cos ~0 2. . . . .  cos ~0,) instead of the angles themselves. 
In practical work it is best not to form orthogonal Hessenberg matrices 
explicitly but to keep them as products of plane rotations. 
3. MATRICES WITH GIVEN SIGN PATTERNS 
AND EIGENVALUES 
Let A = diag(A 1, Az . . . . .  A,) and let A j:k = diag(Aj, Aj+ 1 . . . . .  Ak). We 
consider matrices of the form G, = RTAR where R is an orthogonal 
Hessenberg matrix. 
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THEOnE~ 1. I f  R = pTI PT "" PT is any upper Hessenberg orthogonal 
matrix with positive subdiagonals and determinant + 1, and if  the sequene~ 
(2`1, 2`~ . . . . .  2`,) of real numbers is monotone nondecreasing (respectively, 
nonincreasing), then the off diagonal entries of RTA R are all nonpositive 
(respectively, nonnegative). The diagonal entries are positive (respectively, 
negative) i f  A is positive (respectively, negative) definite. 
Proof. Def ine  G,+ 1 -'= P~P~-I "'" P1 APT "" p r, i f  1 . . . . .  n -  1. 
Since det  R = + 1, then ~o, = 0 and P. = L By hypothesis  ct -- cos ~o t >~ 0, 
s t - sin ~o t >/0 ,  i = 1 . . . . .  n - 1. The  argument  is by induct ion.  The  base 
case is 
G 2 =P1AP T=D 2@A 3:", 
D2= sl c l ] [0  2`~ -s l  cl 
= [ A,e  +  1s1(2`1 - A,) ] 
L~ls1(2`l- 2`0 alS~ + ~c, ~ ]" 
The sign of  the (1, 2) entry  is the sign of  2`1 - 2'2. The  diagonal  entr ies are 
averages of  {)t 1, A2}, and the claim holds. 
For  k ~> 2 part i t ion G k as 
I 01 o 1 D k 0 , 
0 A k+z:" 
where  
A~= [r~ o], o~=a~g(2`~,2`~+~), 
2`~ = e~GkO k E [ 2`1, 2`k]" 
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By definition of Pk, 
Gk+ 1 = e~c~ e T = 
Mk- 1 AT pT 0 
PA k PD~ 1 pT 0 
0 0 Ak+2: n 
pT:[ 
--S k C k 
It is important to notice that row 1 of pT is nonnegative. The induction 
hypothesis i that Yk is a nonpositive vector• Now 
AkP = [ykck 
r A*~ 2 
= I kCk -~- /~k+lSk 
PDkPT [(A~ - -  /~k+l)CkSk 
YkSk ], 
2 ] • 
Ak ~, k "4- i~k + lC,~ 
Thus 
( Y~Sk ] 
Y~+I = ,~  _ hk+l )CkS  k 
If (h 1, A 2 . . . . .  Ak+ l) is monotone nondecreasing, then A~ ~ [h 1, h k] and 
h~ ~< hk. Thus h~ - A~+l ~< Ak-- Ak+l ~<0. By assumption Yk ~0 and 
s k >~ 0. Hence Yk+l ~< 0. Conversely, if (hi, A 2 . . . . .  Ak+ 1) is monotone non- 
increasing and Yk >/0, then Yk + 1 >/0. The induction step is complete, and 
thus the off diagonal entries of G k satisfy the theorem for k = 2, 3 . . . . .  n. 
The claim for the diagonal entries follows directly from the fact that 
(c , , )~  = e~e~ --. e ,  ap  T . . .  eTe~ 
= [ -sk  • • - . .  , ]A t : ,~+l [_s ,~ • • . . .  , I T  
is a weighted average of{h 1 . . . . .  hk+ 1}, k = 1 . . . . .  n - 1. Finally, (G,),n is a 
weighted average of{h 1 . . . . .  h,}. This completes the proof. • 
Theorem 1 covers four basic sign patterns: two choices for the diagonal, 
two choices for the off diagonal. Other sign patterns can occur. 
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COROLLARY 1. I f  R is an upper Hessenberg orthogonal matrix with 
nonpositive subdiagonal entries and (A 1 . . . . .  A n) is monotone nondecreasing 
(nonincreasing), then the off diagonal entries of RTA R have a checkerboard 
sign pattern with nonnegative ( nonpositive) entries next to the diagonal. The 
diagonal entries lie in the convex hull of the eigenvalues. 
Proof. R is related to R in Theorem 1 by 
= ERE,  E = diag(1, -1  . . . . .  + 1). 
Thus 
~TA~ = ~R~A~R~ = ~(RTAR)~.  
In particular the next-to-diagonal entries of RTA/~ have the opposite sign 
to those of RrA R. The diagonal entries, as always, lie in the convex hull of  
eigenvalues. • 
The matrices R and R have determinant + 1. When det R = - 1 there is 
a small change in the sign pattern. 
COI~OLLARY 2. Let [l be an upper Hessenberg orthogonal matrix having 
positive subdiagonal entries and determinant -1 .  If (A 1, A 2 . . . . .  Ak+ 1) is 
monotone, then the sign pattern of the off diagonal part of RTAR is the same 
as for RTAR except hat the last row and column is negated. 
Proof. R=pT ... p T with P,, = I  n -1 ~ - 1. Thus /~=RP, ,  and the 
result follows. • 
Theorem 1 and its corollaries show that there is plenty of freedom (the 
choice of ~i, i = 1 . . . . .  n - 1) in achieving the sign patterns given above. 
REMARK 1. 
exists, 
Since G n = RTAR in Theorem 1, it follows that, when A -1 
G~ 1 = RTA-1R 
= p . . . .  p1A-1pT ... IT .  
Thus Gn 1 may be constructed explicitly from the A71 and the ~Pi for 
i= l , . . . ,n .  
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REMARK 2. When lower Hessenberg matrices replace upper Hessenberg 
matrices, no new phenomena appear. Consider 
/7. -'= RAR T, R = P f  "" PT 1. 
Now the construction proceeds in reverse order, starting with An, h,_ 1, and 
~,-  1. Formally we may write 
since [Pk(O) [  = Pn-k ( - -  0), k = 1 . . . .  , n - 1. Thus F n is just the reversal of 
the cases already treated. 
4. HYPERDOMINANT MATRICES 
A matrix is said to be hd if it has nonnegative diagonals and nonpositive 
off diagonals and, in addition, all row sums are nonnegative. If positive 
eigenvalues {Ai} are given and if they are arranged in monotone nondecreas- 
ing order in A, then, by Theorem 1, any mat~x 
Gn = en-1  "'" P, AeTI "'" P ] -~ 
has the desired sign pattern for all choices of q0 i ~ [0, 7rf2]. In addition 
Theorem 1 reveals that the off diagonal entries of G,, depend only on the 
differences A k - Ak+ l and not on the magnitudes of {A 1 . . . .  , An}. In other 
words, 
G, + o'I = R T = RT(A + o ' I )R .  
By choosing o" large enough the diagonal can be made to dominate the off 
diagonals to any desired extent. This demands an increase in the eigenvalues. 
If G n is not hd, then it can be converted into an hd matrix by diagonal 
scaling. Let D be a positive definite diagonal matrix. Consider DG n D. Let 
e = (1, 1 . . . . .  1) T. Relations between vectors are interpreted as relating com- 
ponents. The hd property requires that 
DGnDe >10. 
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Choose any a >/0,  and solve DG, De = Da >10. 
(81 . . . . .  ~n )T, 
Thus 
Gnd ~- a. 
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Since De  = d = 
d = G~-la = Pn-x "'" P, A - 'PT  "'" PT-, a 
then 
0 ~< A 1 ~< /~2 ~-< "'" "~< /~n" 
A trivial solution is the matrix A, which is already hd. 
THEOREM 2. For any given set of n > 1 numbers {A 1, A 2 . . . . .  A,} satis- 
fying (2), there exists a nontrivial hd matrix with spectrum {A1, A 2 . . . . .  An}, 
Proof. A set of angles ~0~, i = 1 . . . . .  n - 1, will be found that determine 
plane rotators P~ and R = pT ... pT_~ such that RTARe >t 0. By Theo- 
rem 1 RrAR has the hd sign pattern provided that ~p, ~ [0,7r/2]. I f  
Re = e 1 ~'£1 then /x~ --/- IRell z = Ilell 2 = n, so /x 1 = + ¢-n. I f  
Re = e ff (3) 
RTARe = RVelAl~n,  
=eA~ >/0, 
by (2), and the problem is solved with e as Al's eigenvector. 
The task of  mapping e = ~= lei into e ly ' -  by an orthogonal matrix is 
achieved by using a product of  plane rotators pT ... pT_ 1- See Section 3 and 
[18] or [19]. Here ~p,_ 1 is chosen to annihilate entry n; cos ~p,_ 1 = 1 / l /2 .  
Then ¢n-2 is chosen to annihilate entry n - 1; cos ~, -2  = 1 /v~- .  The 
(2) 
SCHNEIDER'S PROBLEM. A more subtle task is to select angles ~0~, 
i = 1 . . . . .  n - 1, so that RrA R is hd for any given eigenvalues satisfying 
yields an explicit construction for d for any values ~Pt ~ [0, ¢r/2]. This defines 
suitable D so that DG, D is hd. 
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sequence of intermediate vectors in the transformation is given below when 
n = 5: 
1 
1 
1 
0 
¢g 
0 
0 
0 
0 
The equation determining ~#k is 
[ sin  li l i n ] 
--sin q~k cos q~k 0 " 
So cosq~k =(n-k  + 1) -1/2 ,k  =n-  1, n -  2 . . . . .  1. 
The reader may verify that the special matrix R defined above is extremal 
in a large class of matrices 
 L1, with (n -k+ 1) 1/2 ~<cosffk~< 1, 
so that /~TA/~e is hd. 
The explicit construction of symmetric matrices with positive spectrum, 
which either have hd sign pattern or are truly tad, can efficiently be applied in 
immitance function synthesis of passive, transformerless, common ground, 
two-element-kind electrical networks. Thereby, an important class of equiva- 
lent, noncanonic network realization topologies can be produced. See [20]. 
We wish to thank the referee fi~r pointing out the references [17-19] and 
for helpful renuzrks and suggestions regarding brevity and clarity of the 
paper. 
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