This paper presents a matrix formulation for log-linear model analysis of the incomplete contingency table which arises from multiple recapture census data. Explicit matrix product expressions are given for the asymptotic covariance structure of the maximum likelihood estimators of both the log-linear model parameter vector and the predicted value vector for the observed and missing cells. These results are illustrated for data pertaining to a population of children possessing a common congenital anomaly.
INTRODUCTION
As indicated by Fienberg (1972) , data from the multiple recapture census for a single closed population can be analyzed from the point of Further discussion of the nature and implications of these assumptions are given in Fienberg (1972) .
This paper is concerned with the asymptotic covariance structure of the estimated parameters associated with the log-linear model analysis of multiple recapture data. Fienberg (1972) indicates that one approach which can be generally applied to this problem is a method due to Haberman (1974) which expresses "the asymptotic variance in terms of orthogonal projections with respect to various inner products." An iterative procedure involving cyclic descent is then described for obtaining an estimator of this formulation of asymptotic variance. Alternatively, this paper presents explicit matrix product expressions for estimating the asymptotic covariance structures for both the log-linear model estimated parameter vector and the predicted value vector for the observed and missing cells by using results based on the matrix formulation of log-linear models in Koch et al. (1975) . This approach is illustrated in Section 3 for the same data with the same model as used by Fienberg (1972) , and essentially the same numerical estimate for the asymptotic variance of the total population is obtained. with TI..
• denoting the probability that a population element has J 1 J 2 ·· ·J d registration status j = (j1,jZ, ... ,jd). Thus, the relevant multinomial probability model is
with the constraint
Although the model (2.6) -(2.7) is not necessarily valid for all multiple recapture census situations, it is reasonable for those where the~£ are 4 mutually independent vector random variables, each of which has the same multinomial distribution with parameters N~= 1 and TI.
The population is also assumed to have known structure in the sense that the variation among the elements of TI is assumed to be characterized by the log-linear model A more precise definition of the assumption that X and~O have the same rank can be formulated when the columns of the matrix X are expressed in terms of the following types of indicator functions of the response
(2.14) Roy and Kastenbaum (1956) , and others. Thus, the exc1u-sion of x 11 .
•. 1 (1) from~is equivalent to the assumption of no d-th order interaction in the sense that B 11
.
•. 1 = O. In summary, the assumption of no d-th order interaction of the attributes corresponding to registration by the d record systems is a sufficient condition for the rank identity assumption (2.16). However, it should be noted that this type of assumption may not be necessarily valid nor can it be tested from the observable response vector~O. Thus, its adoption should be governed by considerations pertaining to substantive knowledge of the particular nature of the record systems and the relationships among them and previous experience with their use. Finally, this same basic issue applies to other possible sufficient conditions for the rank identity assumption (2.16) which are based on alternative formulations of the matrix X different from (2.13) -(2.14).
Given the previous discussion, attention will be henceforth directed at the model (2.12) with X being formulated in terms of the indicator functions (2.13) -(2.14) with the d-th order interaction effect excluded 7 Fienberg (1972) . Proceeding similarly. the method of maximum likelihood "-will be used to obtain estimators 8 for B. These estimators are characterized implicitly by the following set of equations
where 0 is a (t x 1) vector of O's. By matrix differentiation methods -t similar to those used by Forthofer and Koch (1973) . it follows that (2.17) In this regard, if X has an hierarchical structure which includes in 8 the model with any given interaction variable all corresponding lower order interaction variables, then the Deming-Stephan Iterative Proportional Fitting (IPF) algorithm indicated in Fienberg (1972) can be used to calculate~O which can be subsequently used to obtain the estimated param- '" eter vector B and predicted values for the observed and missing cells.
As a consequence of the full rank matrix formulation of the log-'" linear model (2.12), the asymptotic covariance matrix of the estimator B is determined by forming the negative inverse of the Fisher Information
Matrix. By matrix differentiation methods similar to those used with (2.18), it follows that the Fisher Information Matrix is given by
Thus, the asymptotic covariance matrix~B(~O) for~is -(2.22)
The asymptotic covariance matrix for the estimator~O~O (~) of the vector of conditional probabilities of the response profiles and the '" The observed data in column 6 of Table 1 were used by Fienberg (1972) to illustrate the application of log-linear model methods to ulu1tip1e recapture census data. They have also been previously analyzed by Wittes (1970) , Wittes, Colton, and Side1 (1974), El-Khorazaty (1975 The log-linear model fitted by Fienberg (1972) The maximum likelihood estimators for the predicted frequencies §O = n~O corresponding to the observed cells were obtained by the Deming-Stephan IPF algorithm described in Fienberg (1972) and are shown in column 7 of in Koch et a1. (1975) . This approach is of supplementary interest because it permits non-hierarchical models which are defined in terms of linear ccmbinations of the columns of the matrix X in (3.1) to be fitted to the data. For this purpose, let where " denote the vector of log ratios for TI O ,lllll with respect to each of the " other elements of~O and let Strictly speaking, the FARM procedures described in Koch !:!. a1. (1975) require that~O be orthogonal to~(r-1) whereas the application here only requires that~O and~(r-1) are jointly linearly independent in the sense of (2.9).
However, this difficulty is bypassed by an argument given in the Appendix which demonstrates that the computational strategy (3.2) -(3.7) yields the same results as would be obtained by applying the FARM procedures to fit a model which is equivalent to~O via (2.8) but also is orthogonal to~(r-1)· For the data in Table 1 , the computational procedures (3.6) and (3. Table 2 together with~O. '" '" Also included in Table 2 ~able 2. Observed and log-linear reodel estimators for the conditional probability vector fOthe mis:ing vs observed ratio y, the missing cell n 22 Alt('rnatively, if the computational procedures (3.6) and (3.7) are applied ""ah~O r~plllced by~O' the rt.!8ulting estimators~nnd~b ('orrespond to the linearized modified chi-square criterion of Neyman (1949) as described by Grizzle et ale (1969) . In large samples, these estimators are asymptotically equivalent to the maximum likelihood estimators " and y §; they also can be obtained directly from the observed data by weighted least squares (WLS) without iteration. However, they encounter computational difficulties as well as dubious statistical properties if the observed cell frequencies are small. In this context, O-values cause the most problems because they must be replaced by a small number like (1/2) as described in Berkson (1955) in order to avoid "log (0) Table 2 ; and for the observed cell frequencies, in Table 1 . Thus, it can be seen that the results based on the WLS estimators band Y b are reasonably similar to those based on the MLE estimators A by-product of the FARM approach is that it permits the testing of hypotheses pertaining to model parameters. In particular, an appropriate test statistic for the hypothesis (3.8) where C is a (q x t) matrix of full rank q~t is the generalized Wald (1943) statistic (3.9) which has approximately a chi-square distribution with D.F. = q in large Since the model (3.11) is not hi~rarchica1, the maximum likelihood methods given by Fienberg (1972) cannot be used to determine~R although other numerical algorithms perhaps could. Alternatively, having obtained~o for the model X in (3.1), the FARM computational procedures can be applied to determine an estimator~R for~R which is asymptotically equivalent to~.
For this purpose, expressions (3.6) and (3.7) are used with~o replaced bỹ Table 2 ; and for the observed cell frequencies, in Table 1 . Finally, it should be noted that the motivation underlying the formulation of~was an attempt to identify a model with as few parameters as possible which fitted the data in order to minimize the variance for the estimator of the population total N. As such, this model is perhaps too aggressive in the sense of bei.ng overly datadependens and thus the results which are based on it should be interpreted carefully. In this context, however, its application is still of interest from the point of view of illustrating the use of the FARM cOD~utational procedures for fitting a non-hierarchical model. In summary, the matrix formulation (2.8) for log-linear models and the FARM computational procedures (3.2) -(3.7) permit the application of a broad range of comprehensive analyses to multiple recapture census data.
However, as stated previously, these methods do require certain fundamental assumptions which may not always apply and thus should be used with caution.
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