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EQUIDISTRIBUTION IN HIGHER CODIMENSION
FOR HOLOMORPHIC ENDOMORPHISMS OF Pk
TAEYONG AHN
Abstract. In this paper, we discuss the equidistribution phenomena for holo-
morphic endomorphisms over Pk in the case of bidegree (p, p) with 1 ≤ p ≤ k,
in particular, 1 < p < k. We prove that if f : Pk → Pk is a holomorphic endo-
morphism of degree d ≥ 2 and T p denotes the Green (p, p)-current associated
with f , then there exists a proper invariant analytic subset E for f such that
d−pn(fn)∗(S) converges to T p exponentially fast in the current sense for every
positive closed (p, p)-current S of mass 1 which is smooth on E.
1. Introduction
In 1965, Hans Brolin proved the following theorem about the distribution of
preimages of points for polynomial maps in one variable in [2].
Theorem 1.1. Let f(z) = zd + ... be a given polynomial of degree d ≥ 2. Then,
there exists a subset E ⊂ C such that ♯E ≤ 1 such that if a ∈ C \ E , then
1
dn
∑
fn(z)=a
δz → µ as n→∞
where µ is a harmonic measure on the filled Julia set of f . The limit is independent
of the choice of a ∈ C \ E . The exceptional set E = ∅ unless f is affinely conjugate
to z → zd. In this case, the set E = {0} is totally invariant.
Such convergence towards a unique invariant probability measure or current is
called equidistribution. In the study of the dynamics of f , ergodic theory plays
an important role. Here, it is crucial to have a dynamically interesting invariant
probability measure for f . Equidistribution provides a way to construct such an
invariant probability measure. Also, the invariant probability measure µ for f is
useful in studying the Julia set of f .
Theorem 1.1 generalizes to more general cases. Lyubich[25], and Freire-Lopes-
Man˜e´[20] independently studied the case of the rational maps of the Riemann sphere
P1 with ♯E ≤ 2.
Many authors contributed to the study of the higher dimensional case. The
Dirac measure δz generalizes to a positive closed current. Dinh-Sibony[10] com-
pleted the measure case. See also Briend-Duval[1] and Fornæss-Sibony[18]. The
case of bidegree (1, 1) has been also well investigated. The case of P2 was finished
by Favre-Jonsson[14][15](see also [22]). In the general higher dimensional case,
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see Dinh-Sibony[7], Fornæss-Sibony[19], Guedj[22], Russakovskii-Shiffman[30] and
Sibony[31]. For recent developments, see Parra[29] and Taflin[32].
However, the intermediate bidegree case, i.e., the case of bidegree (p, p) with
1 < p < the dimension of the space, does not seem to have been investigated
beyond the following theorem (for the definition of Cp and the Green (p, p)-current
T p associated with f , see Section 4).
Theorem 1.2 (See Theorem 5.4.4 in [8]). Let Hd(P
k) denote the set of holomorphic
endomorphisms of degree d ≥ 2 on Pk. There is a Zariski dense open set H ∗d (Pk) in
Hd(P
k) such that, if f is in H ∗d (P
k), then d−pn(fn)∗(S) converges to T p uniformly
with respect to S ∈ Cp. In particular, for f in H ∗d (Pk), T p is the unique current
in Cp which is f
∗-invariant.
The purpose of this paper is to generalize Theorem 1.2 by proving the following
theorem.
Theorem 1.3. Let f : Pk → Pk be a holomorphic endomorphism of degree d ≥ 2.
Let T p denote the Green (p, p)-current associated with f on Pk. Then, there is a
proper invariant analytic subset E for f such that d−pn(fn)∗(S) converges to T p
exponentially fast in the current sense for every S ∈ Cp smooth on E.
Here, for S in Cp, we say that S is smooth on E if there exists a neighborhood
of E on which the restriction of S can be represented by a smooth (p, p)-form.
The major difficulty of Theorem 1.3 is finding good localizations of the set E
as in Lemma 7.3. The set E is obtained from the work of Dinh in [4]. Roughly
speaking, E can be understood as a high multiplicity set invariant under f . In
order to handle this difficulty, we approximate a quasi-potential of the current of
integration on the hypersurface V of the critical values of f in terms of multiplicities
and the distances to V and E in Lemma 3.3. We use Lojasiewicz type inequalities
for this approximation. There, we adapt the idea used in [10]. Lemma 3.3 intuitively
means that if a point near V is relatively far from a high-multiplicity set, then the
effect of the high multiplicity set is not serious. It is reflected in the coefficient δ
of log dist(·, V ) in the inequality of Lemma 3.3. Note that this difficulty does not
appear in Theorem 1.2 since a global multiplicity condition is assumed in Lemma
5.4.5 in [8].
In addition to the major difficulty, we also have two obstacles in the intermediate
bidegree case: lack of good potential/pluripotential theory and lack of good singu-
larity theory in the higher codimensional case, such as the concept of the Lelong
number for the case of bidegree (1, 1). Indeed, the main ingredients in the case of
bidegree (1, 1) are pluripotential theory and the Lelong number. In Theorem 1.2,
the first obstacle was resolved by super-potentials introduced in [8] by Dinh-Sibony.
However, for the second obstacle, we still do not have a successful theory in the
intermediate bidegree case by far. Instead, Dinh-Sibony approximate higher bide-
gree objects by objects of bidegree (1, 1). We can understand this approximation
by f∗(ωp) ≤ (f∗ω)p, where ω is the standard Fubini-Study form. For these two
difficulties, we followed the strategy of Theorem 1.2 in [8]: super-potentials and the
current inequality f∗(ωp) ≤ (f∗ω)p.
As a corollary, we obtain
Corollary 1.4. Theorem 1.3 implies Theorem 1.2. In particular, the set E is
generically empty.
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Remark 1.5. The following conjecture was posed by Dinh-Sibony for the interme-
diate bidegree case.
Conjecture 1.6 (See Conjecture 1.4 in [7]). Let f : Pk → Pk be a holomorphic
endomorphism of degree d ≥ 2 and T its Green (1, 1)-current. Then d−pn(fn)∗[H ]
converges to sT p for every analytic subset H of Pk of pure dimension p and of
degree s which is generic. Here, H is generic if either H ∩E = ∅ or codimH ∩ E =
p+codimE for any irreducible component E of every totally invariant analytic subset
of Pk and [H ] denotes the current of integration on H.
Notice that Theorem 1.3 gives a partial answer to Conjecture 1.6.
This paper is organized as follows. In Section 2, we find the desired invariant
analytic subset E for a given holomorphic endomorphism f : Pk → Pk. From
Section 3 through Section 5, we summarize preliminaries. In Section 6, we prove
the main theorem. From Section 7 to Section 10, we complete the details of the
computations. In the last section, we give examples where Theorem 1.3 is applicable
but Theorem 1.2 is not and we put some remarks.
Notation. In this paper, we consider an arbitrary holomorphic endomorphism
f : Pk → Pk of degree d ≥ 2. We use f only for this endomorphism. For a general
function, we will use g. We denote by Φn and Ψn the hypersurfaces of the critical
points and the critical values of fn, respectively.
Since Aut(Pk) is a complex Lie group of dimension k2 + 2k, we will work with
a fixed local holomorphic coordinate chart in a neighborhood of id ∈ Aut(Pk).
We denote by ζ a coordinate system over the chart such that ζ = 0 at id and
by τζ its corresponding automorphism in Aut(P
k). We choose a norm ‖ζ‖A on
the coordinate system ζ such that the norm ‖·‖A is invariant under the involution
τ → τ−1 and such that {‖ζ‖A < 1} lies inside the coordinate system. We fix a
smooth probability measure ρ for the coordinate system {ζ} with compact support
in {‖ζ‖A < 1} such that ρ is radial and decreasing as ‖ζ‖A increases. In particular,
ρ is preserved under the involution τ → τ−1.
We use ω for the standard Fubini-Study form and the distance dist(·, ·) on Pk is
measured with respect to the standard Fubini-Study metric unless stated otherwise.
We use disteuc(·, ·) for the Euclidean distance. We use ‖·‖ for the standard Euclidean
norm and for the mass of a current (cf. Section 4), but the meaning becomes clear
from the context. We denote by ‖·‖
L p
(or ‖·‖
L p(U)) the L
p-norm on Pk (or on
the set U ⊆ Pk, resp.), by ‖·‖∞ (or ‖·‖∞,U ) the sup-norm on Pk (or on the set
U ⊆ Pk, resp.) and by ‖·‖
Cα
(or ‖·‖
Cα(U)) the C
α-norm on Pk (or on the set
U ⊆ Pk, resp.). By the C α-norm (or the sup-norm) of a form, we mean the sum of
the C α-norms (or the sup-norms, resp.) of its coefficients with respect to a fixed
finite atlas of Pk. The ǫ-neighborhood Uǫ of a set U in P
k for ǫ > 0 is defined by{
x ∈ Pk : dist(x, U) < ǫ}.
We denote by ν(x,R) the Lelong number of a positive closed (1, 1)-current R at
x and by [V ] the current of integration over V where V is an analytic subset of Pk.
We abbreviates “(quasi-)plurisubharmonic” to “(q-)psh”, respectively.
We will use two different types of multiplicities. By the multiplicity of a function
g at a point x, we mean the number of the preimages near x of y under g for a
generic y close to g(x). The multiplicity of an analytic subvariety (or subset) V of
dimension l in Pk at a point P , denoted by multiP (V ), is taken to be the number
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of sheets in the projection, in a small coordinate polydisc in Ck ⊂ Pk around P ,
of V onto a generic l-dimensional polydisc. For the details about the projection,
see [23].
Acknowledgement. The author would like to thank John Erik Fornæss for in-
troducing this problem and his support and advice. The author would like to
thank Tien-Cuong Dinh and Nessim Sibony for their advice and comments. The
author would like to thank the referee for his careful reading. His comments and
suggestions were helpful in improving and clarifying the arguments.
2. Analytic (Sub-)Multiplicative Cocycles
In this section, we consider two different types of multiplicities related to fn
as n → ∞. As a tool, we use the concept of the analytic (sub-)multiplicative
cocycle. It was first introduced by Favre[12][13] and further studied by Dinh[4] and
Gignac[21].
Let X be an irreducible compact complex space of dimension k, not necessarily
smooth. Let g : X → X be an open holomorphic map.
Definition 2.1 (See Definition 1.1 in [4]). A sequence {κn} of functions κn : X →
(0,∞) for n ≥ 0 is said to be an analytic sub-multiplicative (resp., multiplicative)
cocycle (with respect to g), if for all m,n ≥ 0, for all x ∈ X ,
(1) κn is upper-semicontinuous (usc) with respect to the Zariski topology on
X and κn ≥ cκn for some constant cκ > 0, and
(2) κn+m(x) ≤ κn(x) · κm(gn(x)) (resp., =).
Definition 2.2 (See Introduction in [4]). κ−n(x) = maxy∈g−n(x) κn(y).
Observe that κ−n is usc in the Zariski sense. The key theorem to use in this
section is the following:
Theorem 2.3 (See Theorem 1.2 in [4]). The sequence
{
(κ−n)1/n
}
converges to
a function κ− defined over X with the following properties: for all δ > infX κ−,
{κ− ≥ δ} is a proper analytic subset of X, invariant under g and contained in the
orbit of {κn ≥ δn} for all n ≥ 0. In particular, κ− is usc in the Zariski sense.
For each n ∈ N, define µn(x) to be the local multiplicity of fn at x ∈ Pk.
Then, {µn} is an analytic multiplicative cocycle with respect to f . We consider the
following two types of multiplicities related to fn:
2.1. The function µ−n. By Theorem 2.3, the limit function µ− exists for {µn}
with minPk µ− = 1 and 1 ≤ µ− ≤ d. Let λ be arbitrarily given such that 1 < λ < d.
We define Eλ :=
{
µ− ≥ dλ−1
}
. The set Eλ is a proper invariant analytic subset
for f . We obtain:
Lemma 2.4 (See Theorem 1.2 in [4]). There are a sufficiently large nλ ∈ N and
some δλ with 1 < δλ < dλ
−1 such that µ−nλm < δλ
nλm on Pk \ Eλ for all m ∈ N.
2.2. The multiplicity of Ψn as an analytic subset. We modify the argu-
ment in Section 3 of Favre-Jonsson[14]. For notational convenience, let ι(x, g) :=
ν(x, ddc log |g|). For each n ∈ N, we define µ′n(x) := 2k − 1 + 2ι(x, Jfn) on
Pk, where Jfn denotes the Jacobian determinant of f
n. Then, ι(x, Jfm+n) =
ι(x, Jfn) + ι(x, Jfm ◦ fn) for any x ∈ Pk and any m,n ∈ N. The proposition
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below implies that {µ′n} is an analytic submultiplicative cocycle with respect to f
(see Section 3 in [14]).
Proposition 2.5 (See Remark 3 in [11]; for a sharper version, see also [28]). For
any x ∈ Pk and any m,n ≥ 0, the following inequality
ι(x, Jfm ◦ fn) ≤ (2k − 1 + 2ι(x, Jfn)) · ι(fn(x), Jfm)
holds.
Hence, by Theorem 2.3, the limit function µ′− exists for {µ′n}. We have minPk µ′− =
1 and 1 ≤ µ′− ≤ d. Let λ′ be arbitrarily given so that 1 < λ′ < d. Let
E′λ′ :=
{
µ′− ≥ d(λ′)−1
}
. The set E′λ′ is a proper invariant analytic subset for
f . Then, as previously done for {µn}, there are a sufficiently large n′λ′ ∈ N and
some δ′λ′ with 1 < δ
′
λ′ < d(λ
′)−1 such that µ′−n′
λ′m
< (δ′λ′)
n′
λ′m on Pk \ Eλ′ for all
m ∈ N. In particular, for all m ∈ N, for each x ∈ Ψn′
λ′m
\ E′λ′ , we have that
max
y∈Φn′
λ′m
∩f−n
′
λ′m(x)
ν(y, [Φn′
λ′m
])(2.1)
≤ max
y∈Φn′
λ′m
∩f−n′λ′m(x)
ν(y, ddc log
∣∣∣J
f
n′
λ′m
∣∣∣) ≤ (δ′λ′ )n′λ′m <
(
d
λ′
)n′
λ′m
.
From this inequality, we obtain a main lemma of this section:
Lemma 2.6. Assume that λ and λ′ are arbitrarily given such that 1 < λ, λ′ < d.
Let Eλ, nλ and E
′
λ′ , n
′
λ′ be defined as above in the discussion. Let E := Eλ ∪ E′λ′
and NE := nλn
′
λ′ . Then, for any positive integer j ∈ N,
(1) E is invariant under f ,
(2) µ−jNE (x) < (dλ
−1)jNE for x ∈ Pk \ E and
(3) ν(x, [ΨjNE ]) < cΨjNE(d
k+1(λkλ′)−1)jNE for x ∈ ΨjNE \ E,
where cΨ denotes the number of the irreducible components in the hypersurface Ψ1
of the critical values of f .
Proof. The first assertion is from Theorem 2.3 and the second one from Lemma 2.4.
We prove the last assertion. For notational convenience, in the rest of the proof, n
denotes jNE .
Let Ψ′n denote an irreducible hypersurface in Ψn. Let
{
Φ′n,l
}
l
denote the irre-
ducible hypersurfaces in f−n(Ψ′n). Then, for each l, we have that (f
n)∗(Φ′n,l) = Ψ
′
n
and that fn induces a ramified covering of Φ′n,l over Ψ
′
n with the covering num-
ber m′n,l. Then we have m
′
n,l[Ψ
′
n] = m
′
n,l[(f
n)∗(Φ′n,l)] = (f
n)∗[Φ′n,l] in the current
sense. For this computation, for example, see Example 3.9.2 in [3]. Since Eλ ⊆ E
and n is an integral multiple of nλ, Lemma 2.4 implies that µ−n(x) for x ∈ Pk \E
is uniformly bounded by (dλ−1)n. By Theorem 3.9.12 in [3], we have that for
x ∈ Ψ′n \ E,
m′n,lν(x, [Ψ
′
n]) = ν(x, (f
n)∗[Φ′n,l]) ≤
∑
y∈Φ′n,l∩f−n(x)
(
d
λ
)nk
ν(y, [Φ′n,l])
≤ m′n,l
(
d
λ
)nk
max
y∈Φ′n,l∩f−n(x)
ν(y, [Φ′n,l]).
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Since n is an integral multiple of n′λ′ , Inequality 2.1 induces that for x ∈ Ψ′n \E,
(2.2) ν(x, [Ψ′n]) <
(
d
λ
)nk
max
y∈Φ′n,l∩f−n(x)
ν(y, [Φ′n,l]) <
(
dk+1
λkλ′
)n
.
Observe that this inequality is independent of the choice of Ψ′n and Φ
′
n,l.
We consider the general case. By the chain rule, Φn = ∪n−1i=0 f−i(Φ1) and there-
fore, Ψn = ∪n−1i=0 f i(Ψ1). Since f i sends an irreducible hypersurface to an irreducible
hypersurface for i = 0, ..., n − 1, the number of irreducible hypersurfaces in Ψn is
bounded by cΨn. Together with Inequality 2.2, we obtain the general case, that is,
for x ∈ Ψn \ E,
ν(x, [Ψn]) < cΨn
(dk+1
λkλ′
)n
.

3. Lojasiewicz Type Inequalities
In this section, we use Lojasiewicz type inequalities to approximate a certain
type of q-psh functions in Lemma 3.3. We start by recalling two Lojasiewicz type
inequalities. In this section, we denote the m-th power of z by [z]m to distinguish it
from zm with an index m. Let Ba(r) denote a ball centered at a ∈ Ck and of radius
r > 0 with respect to the Euclidean distance in Ck. Let π denote the canonical
projection from Ck × Ck onto its first factor just in the next two propositions.
Proposition 3.1 (See [7], [19]). Let X be an analytic subset of B0(1) × B0(1) of
pure dimension k and s a fixed integer. Assume that π : X → B0(1) defines a
ramified covering of degree m ≤ s over B0(1). Then there is a constant c1 > 0 such
that if x, y are two points in B0(3/4) we can write
π−1(x) ∩X = {x1, ..., xm} and π−1(y) ∩X = {y1, ..., ym}
with
∥∥xi − yi∥∥ ≤ c1 ‖x− y‖1/m. Moreover, the constant c1 depends on s but not
on X. Note that the points in the fibers π−1(x) ∩ X and π−1(y) ∩X are repeated
according to their multiplicities.
Proposition 3.2 (See Proposition 4.2 in [7]). Let X be an analytic subset of B0(1)×
B0(1) of pure dimension k and let δ be an integer. Assume π : X → B0(1) defines
a ramified covering of degree m over B0(1). Let Z ⊂ B0(1) be a proper analytic set
such that the multiplicity of every point in π−1(x)∩X is at most equal to δ < m for
x ∈ B0(1) \Z. Then there are constants c2 > 0, N2 ≥ 1 such that for any 0 < t < 1
and all x, y ∈ B0(1/2) with disteuc(x, Z) ≥ t and disteuc(y, Z) ≥ t, we can write
π−1(x) ∩X = {x1, ..., xm} and π−1(y) ∩ Y = {y1, ..., ym}
with
∥∥xi − yi∥∥ ≤ c2t−N2 ‖x− y‖1/δ.
Let V be an analytic hypersurface in Pk of degree dV . We denote by [V ] the
current of integration over V , which is of mass dV . Then, we can find a unique
negative q-psh function ϕV over P
k such that sup
Pk ϕV = 0 and dd
cϕV = [V ]−dV ω.
Let 0 < δ ≤ dV be given. Let EV be an analytic subset of V such that for all
P ∈ V \ EV , multiP (V ) < δ. We prove the following lemma:
Lemma 3.3. There are constants C,A > 0 such that on Pk,
(3.1) δ log dist(·, V ) + C log dist(·, EV )−A ≤ ϕV ≤ log dist(·, V ) +A.
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We use the proofs of Proposition 4.2 in [10] and Lemma 2.2.5 in [8].
Proof. We first consider the left-side of Inequality 3.1. Since V is compact and ϕV
is smooth outside V , this problem is of local nature. It is enough to prove Inequality
3.1 in a neighborhood Ux of x ∈ V .
Consider a point x ∈ V and denote m = multix(V ). Then, we can find small
polydiscs ∆x ⊂ Ck of complex dimension k centered at x and ∆′x ⊂ ∆x of complex
dimension k − 1, and a projection map π : ∆x ∩ V → ∆′x defining a m-sheeted
ramified covering over ∆′x. Fix a local coordinate chart (z1, ..., zk) for ∆x such that
π(z1, ..., zk) = (z1, ..., zk−1). For convenience, we write (z1, ..., zk) = (z′, zk).
For each z′ ∈ ∆′x, we can find m points
{
z1, · · · , zm} such that π(zj) = z′
where zj ’s are repeated according to their multiplicities. Let zjk denote the k-th
coordinate of zj. Consider a Weierstrass polynomial H(z) defined by
(3.2) H(z) := (zk − z1k) · · · (zk − zmk).
Its zero set is V and it is a holomorphic function on ∆x. Shrink ∆x and ∆
′
x
correspondingly with the ramified covering structure preserved, if necessary. Then,
since ϕV (z) − log |H(z)| is a smooth function in a neighborhood of ∆x, we only
need to show that in a neighborhood Ux ⊆ ∆x of x ∈ V ,
(3.3) δ log dist(·, V ) + Cx log dist(·, EV )−Ax ≤ log |H(·)|
for some constants Cx, Ax > 0.
For this inequality, we claim that there exists a neighborhood Ux ⊆ ∆x of
x ∈ V such that for any z ∈ Ux, the ball Bz with its center at z and of radius
1
3γ3(
1
2disteuc(z, EV ))
N3δ with respect to the Euclidean metric intersects at most δ
irreducible components of V for some γ3 > 0 and N3 > 0 both of which are inde-
pendent of z. Our claim works as follows. From Equation 3.2, we see that |H(z)|
is bounded below by the product of the distances to each irreducible component of
V in ∆x. If δ < m, then since Bz intersects at most δ irreducible components of
V , we have that in Ux
disteuc(·, V )δ
[
1
3
γ3
(
1
2
disteuc(·, EV )
)N3δ]m
≤ |H(·)|
and then,
δ log disteuc(·, V ) +m log
(
1
3
γ3
(
1
2
disteuc(·, EV )
)N3δ)
≤ log |H(·)| .
So, since the Fubini-Study metric and the Euclidean metric are locally equivalent,
we take Cx = mδN3 and Ax = −m log
(
1
3γ3
(
1
2
)N3δ)
+ cFE,x for Ux, where cFE,x
is a constant due to the difference of the Fubini-Study metric and the Euclidean
metric in ∆x. If δ ≥ m, our claim becomes trivial and Cx = 0, Ax = cFE,x in 12∆x.
In particular, if x ∈ V \ EV , then, Cx = 0, Ax = cFE,x in 12∆x. Hence, since EV
is compact, without loss of generality, we may assume that x ∈ EV and prove our
claim. In the remaining of the proof, the distance is measured with respect to the
Euclidean distance. Express H(z) as
H(z) = [zk]
m + am−1(z′)[zk]m−1 + · · ·+ a0(z′),
where al(z
′) are holomorphic functions of z′ over ∆′x for l = 0, ...,m− 1. Define an
analytic subset Γ ⊂ ∆′x×∆mx by (z′, z1, ..., zm) ∈ Γ if and only
∑
zik = −am−1(z′),
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∑
i<j z
i
kz
j
k = am−2(z′), ...,
∏
zik = (−1)ma0(z′). Define πmq+1 : ∆′x × ∆mx →
∆′x × ∆q+1x by πmq+1(z′, z1, ..., zm) = (z′, z1, ..., zq+1). Remmert’s Proper Mapping
Theorem implies that the image πmq+1(Γ) ⊂ ∆′x×∆q+1x of Γ under πmq+1 is an analytic
subset. We denote Γq+1 := π
m
q+1(Γ). Observe that all z
j’s for j = 1, ..., q + 1 in
(z′, z1, ..., zq+1) ∈ Γq+1 have the same first k − 1 coordinates which equal z′.
The following is a modification of Lemma 4.3. in [10]. For each z = (z′, zn) ∈
∆x ∩ V , define
h(z) = min
Pz∈Γδ+1
z1=z
∑
1≤i,j≤δ+1
∥∥zi − zj∥∥ ,
where Pz = (z
′, z1, ..., zδ+1) ∈ Γδ+1, and zi and zj are the i-th and j-th coordinates
of Pz , respectively.
Lemma 3.4. There exist M3 ≥ 1 and A3 > 0 such that for z ∈ 12∆x ∩ V ,
h(z) ≥ A3−1disteuc(z, EV )M3
Proof. Let X1 be the set of points (z, z
′, zI) ∈ ∆x × ∆′x × (Ck)(δ+1)
2
for Pz =
(z′, z1, ..., zq+1) ∈ Γδ+1 where z = z1 and zI is defined by zi−zj with 1 ≤ i, j ≤ δ+1.
Since Γδ+1 is analytic, X1 is analytic. The set X1 can be seen as a ramified covering
over ∆′x. Let X2 := ∆x ×∆′x × {0} ⊂ ∆x ×∆′x × (Ck)(δ+1)
2
.
A Lojasiewicz inequality (for example, see p. 14, p. 62 in [26]) proves that for
sufficiently large A3,M3, for all P ∈ X1 ∩ (12∆x × 12∆′x × (Ck)(δ+1)
2
),
disteuc(P,X2) ≥ A3−1disteuc(P,X1 ∩X2)M3 .
Thus, for z ∈ 12∆x ∩ V ,
h(z) ≥ disteuc(P,X2) ≥ A3−1disteuc(P,X1 ∩X2)M3 ≥ A3−1disteuc(z, EV )M3 .
For the last inequality, the multiplicity of V is < δ + 1 outside EV . 
We continue the proof of our claim. Define N3 := M3m with M3 in the previous
lemma. Fix a sufficiently small γ3 > 0. Consider z = (z
′, zk) ∈ V such that
‖z‖ ≤ 14r in the coordinate system of ∆x where r is the smallest polyradius of
∆x. Take t =
1
2disteuc(z, EV ). Let B
′ be the ball of center z′ and of radius γ3tN3δ
in ∆′x. For sufficiently small γ3 > 0, we have that for all z ∈ V with ‖z‖ ≤ 14r
every open neighborhood of the form B′ ×Bzk((8m+ 2)c3γ31/mtN3δ/m) sits inside
∆x, where c3 is the constant from the application of Proposition 3.1 to this case
and Bzk((8m + 2)c3γ3
1/mtN3δ/m) denotes the ball in C of center zk and of radius
(8m + 2)c3γ3
1/mtN3δ/m. Therefore, we can use the coordinate system of ∆x for
such open neighborhoods.
We show that the connected component of V ∩ π−1(B′) containing z defines a
ramified covering of degree≤ δ overB′ and estimate the size of a polydisc containing
the connected component. As in Lemma 4.3 of [10], there is an integer 2 ≤ l ≤ 8m
such that if z˜ = (z′, z˜k) ∈ π−1(z′)∩V , we have either ‖z − z˜‖ ≤ (l−2)c3γ31/mtN3δ/m
or ‖z − z˜‖ ≥ (l + 2)c3γ31/mtN3δ/m.
Let B′′ denote the ball of center zk and of radius lc3γ31/mtN3δ/m in C and ∂B′′ its
boundary. Note that dist(π−1(z′)∩V,B′×∂B′′) > c3γ31/mtN3δ/m. Proposition 3.1
gives us disteuc(y, π
−1(z′)∩V ) ≤ c3 ‖y′ − z′‖1/m, where y′ ∈ B′ and y ∈ π−1(y′)∩V .
So, V ∩ (B′ × ∂B′′) = ∅ and therefore, π is proper on V ∩ (B′ ×B′′) over B′.
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We want to show that the degree of the covering is ≤ δ. If not, h(z) is of order
γ3
1/mtN3δ/m ≪ A3−1tN3/m = A3−1tM3 because γ3 is small. Note that z obviously
sits inside 12∆x from our choice of z such that ‖z‖ ≤ 14r and therefore, Lemma 3.4 is
valid. This is a contradiction since h(z) ≥ A3−1disteuc(z, EV )M3 ≥ A3−1tM3 from
Lemma 3.4.
So, the box B′ × B′′ contains at most δ locally irreducible components. The
ball of radius γ3t
N3δ = min
{
c3γ3
1/mtN3δ/m, γ3t
N3δ
}
and of center z ∈ V such that
‖z‖ ≤ 14r can intersect at most δ irreducible components and the distances to the
other irreducible components from z are > γ3t
N3δ.
Take the neighborhood Ux of x ∈ EV to be the ball
{‖z‖ < 14r} ⊆ ∆x in
the coordinate system of ∆x. This is the desired open neighborhood of x. In-
deed, for an arbitrary point z ∈ Ux, the ball Bz centered at z and of radius
1
3γ3(
1
2disteuc(z, EV ))
N3δ can contain at most δ irreducible components of V . Hence,
our claim is proved.
The right-side of Inequality 3.1 is from Lemma 2.2.5 in [8]. It is simply from the
compactness of V . 
4. Currents
In this paper, we assume some familiarity of the reader to currents. For details,
see, for example, [3], Appendix of [9], [16], [24], [27] and [31]. For the convenience
of the reader, we summarize some concepts, properties and remarks.
For a positive (p, p)-current S on Pk, the mass of S is equivalent to
‖S‖ := 〈S, ωk−p〉 =
∫
Pk
S ∧ ωk−p.
In the same way, for negative (p, p)-currents, the mass of S′ is equivalent to ‖S′‖ :=
〈−S′, ωk−p〉. In the rest of this paper, we denote by Cp the set of positive closed
(p, p)-currents of mass 1.
We recall some properties of Cp. The space Cp is a Polish space. It is compact
in the current sense. Moreover, the weak topology on Cp is metrizable (see [8]).
Indeed, for α ≥ 0, let [α] denote the largest integer ≤ α. Let C αq be the space
of (q, q)-forms whose coefficients admit derivatives of all orders ≤ [α] and these
derivatives are (α − [α])-Ho¨lder continuous. We use here the sum of C α-norms of
the coefficients for a fixed atlas. If R and R′ are currents in Cp, we define
distα(R,R
′) := sup
‖Φ‖
Cα≤1
|〈R −R′,Φ〉| ,
where Φ is a smooth (k − p, k − p)-form on Pk.
Proposition 4.1 (See Proposition 2.1.4 in [8]). Then, the topology induced by the
distance distα with any α > 0 is equivalent to the weak topology on Cp.
Another property of Cp is that the smooth forms are dense in Cp. We regularize
R ∈ Cp using the automorphisms of Pk in the following way (for example, see [8]).
Consider an endomorphism hθ of {‖ζ‖A < 1} defined by hθ(ζ) := θζ for θ ∈ C
with |θ| < 1, where {‖ζ‖A < 1} is the coordinate chart of Aut(Pk) introduced in
Introduction. Define ρθ := (hθ)∗(ρ).
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Definition 4.2. For any positive or negative (p, p)-current R on Pk, we define the
θ-regularization Rθ of R by
Rθ :=
∫
Aut(Pk)
(τζ)∗Rdρθ(ζ) =
∫
Aut(Pk)
(τθζ)∗Rdρ(ζ) =
∫
Aut(Pk)
(τθζ)
∗Rdρ(ζ),
where τζ is the automorphism in Aut(P
k) whose coordinate is ζ.
If R is positive and closed, then so is Rθ. If |θ| = |θ′|, then Rθ = Rθ′ . The mass
of Rθ does not depend on θ (see Lemma 2.4.1 in [8]). The θ-regularization has the
following estimate property:
Proposition 4.3 (See Proposition 2.1.6 in [8]). If θ 6= 0, then Rθ is a smooth form
which depends continuously on R. Moreover, for every α ≥ 0, there is a constant
cα independent of R such that
‖Rθ‖Cα ≤ cα ‖R‖ |θ|−2k
2−4k−α
.
If K is a compact subset in {θ ∈ C : |θ| < 1}\{0}, then there is a constant cα,K > 0
such that for θ, θ′ ∈ K,
‖Rθ −Rθ′‖Cα ≤ cα,K ‖R‖ |θ − θ′| .
Also, when R is of class C α for α ≥ 0, we have
Lemma 4.4 (See Lemma 2.1.8 in [8]). Let K be a compact subset of Aut(Pk). Let
W and W0 be open sets in P
k such that W0 ⊂ τ(W ) for every τ ∈ K. If R is of
class C α on W with α ≥ 0, then τ∗(R) is of class C α on W0. Moreover, there is a
constant c˜ > 0 such that for all τ, τ ′ ∈ K,
‖τ∗(R)‖Cα(W0) ≤ c˜ ‖R‖Cα(W )
and
‖τ∗(R)− τ ′∗(R)‖Cα(W0) ≤ c˜ ‖R‖Cα(W ) distAut(τ, τ ′)min{α,1},
where the distance distAut(·, ·) is with respect to a fixed smooth metric on Aut(Pk).
We briefly introduce the Green (p, p)-current T p on Pk associated with f . It can
be defined by T p := limn→∞ d−pn(fn)∗(ωp). The pull-back f∗ on Cp is well-defined
and ‖f∗(S)‖ = dp for S ∈ Cp. For details, see [6] and [8]. We say that S ∈ Cp is
invariant under f if 1dp f
∗(S) = S. The Green (p, p)-current T p is a positive closed
(p, p)-current of mass 1 with some special properties: it is invariant under f and
it is an extreme point in the convex subset
{
S ∈ Cp : 1dp f∗(S) = S
}
of Cp. It is
most diffuse in
{
S ∈ Cp : 1dp f∗(S) = S
}
. The super-potential of T p (cf. Section 5)
is Ho¨lder continuous. It is uniquely determined for our f . For details, see [8].
We close this section by recalling a class of functions which generalizes the class
of q-psh functions.
Definition 4.5 (See [5] and p.12 in [8]). An integrable function ϕ on Pk is said to
be DSH if it is equal outside a pluri-polar set to a difference of two q-psh functions.
We identify two DSH functions if they coincide outside a pluripolar set. The set
of DSH functions is a vector space over R. The space of DSH functions is endowed
with the following norm:
‖ϕ‖DSH := ‖ϕ‖L 1 + inf
{∥∥T+∥∥ : ddcϕ = T+ − T−, T± are positive and closed. } .
The currents T+ and T− are cohomologous and have the same mass.
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5. Super-potentials
In this section, we briefly introduce the main tool, super-potentials, developed
by Dinh-Sibony. For details, see [8].
Definition 5.1 (See Section 3 in [8]). Let S be a smooth form in Cp and m a fixed
real number. Then the super-potential US of S of mean m is a function on Ck−p+1
defined by
US(R) := 〈S,UR〉 for R ∈ Ck−p+1,
where UR is a quasi-potential of mean m of R.
In general, for S ∈ Cp, US(R) is defined by
US(R) := lim
θ→0
USθ (R)
where the subscript θ means the θ-regularization of the current.
Proposition 5.2 (See Section 3 in [8]). Assume that R is smooth. Then, US(R) =
〈US , R〉, where the super-potential US(·) of S ∈ Cp is of mean m and US is a quasi-
potential of S of mean m. In particular, for S ∈ Cp and R ∈ Ck−p+1, we have
US(R) = limθ→0 US(Rθ) = limθ→0 USθ (R), where the subscript θ means the θ-
regularization of the current and all the super-potentials are assumed to be of the
same mean m.
Observe that the definition of the super-potential does not depend on the choice
of a quasi-potential UR nor US as long as their means equal m. By choosing a
canonical-type quasi-potential, we can obtain good estimates for super-potentials.
Such a quasi-potential is called the Green quasi-potential and defined using Propo-
sition 5.3 below.
Proposition 5.3 (See Proposition 2.3.2 in [8]). Consider X := Pk × Pk and D
the diagonal of X. Let Ω(z, ξ) :=
∑k
j=0 ω(z)
j ∧ ω(ξ)k−j , where (z, ξ) denotes the
homogeneous coordinates of Pk × Pk with z = [z0 : ... : zk] and ξ = [ξ0 : ... : ξk].
Then, there is a negative (k − 1, k − 1)-form K on X smooth outside D such that
ddcK = [D]− Ω which satisfies the following inequalities near D:
‖K(·)‖∞ . −dist(·, D)2−2k log dist(·, D) and ‖∇K(·)‖∞ . dist(·, D)1−2k.
Moreover, there is a negative DSH function η and a positive closed (k − 1, k − 1)-
form Θ smooth outside D such that K ≥ ηΘ, ‖Θ(·)‖∞ . dist(·, D)2−2k and η −
log dist(·, D) is bounded near D.
In the above, ‖∇K(·)‖∞ is the sum
∑
j |∇Kj|, where theKj’s are the coefficients
of K for a fixed atlas of X . On Pk × Pk, the distance, which is also denoted by
dist, is measured with respect to the product metric of the standard Fubini-Study
metric on each Pk.
Lemma 5.4 (See Lemma 2.3.3 in [8]). There is a negative DSH function η on X
smooth outside D such that η − log dist(·, D) is bounded.
Definition 5.5. The Green quasi-potential U of R ∈ Cp is defined by
U(z) :=
∫
ξ 6=z
R(ξ) ∧K(z, ξ).
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Remark 5.6. Note that U depends on the choice of K. The mean m of U (or
equivalently, the mass of U since U is negative) is bounded uniformly with respect
to R. Note also that U −mωp−1 is a quasi-potential of mean 0 of R.
Theorem 5.7 (See Theorem 2.3.1). Let R be a current in Cp. Then, its Green
quasi-potential U is negative, depends linearly on R and satisfies that for every r
and s with 1 ≤ r < kk−1 and 1 ≤ s < 2k2k−1 , one has
‖U‖
L r
≤ cr and ‖dU‖L s ≤ cs
for some positive constants cr and cs independent of R. Moreover, U depends
continuously on R with respect to L r-topology on U and the weak topology on R.
The following shows that super-potentials determine currents.
Proposition 5.8 (See Proposition 3.1.9 in [8]). Let I be a compact subset in Pk
with (2k − 2p)-dimensional Hausdorff measure 0. Let S and S′ be currents in Cp,
with super-potentials US and US′ . If US = US′ on smooth forms in Ck−p+1 with
compact support in Pk \ I, then S = S′.
The following is about the compactness property of super-potentials.
Proposition 5.9 (See Proposition 3.2.6 in [8]). Let USn be a super-potential of
a current Sn in Cp. Assume that {Usn}n≥0 is bounded from above and does not
converge uniformly to −∞. Then there is an increasing sequence {nj}j≥0 of integers
such that Snj converge to a current S and USnj converge on smooth forms in Ck−p+1
to a super-potential US of S. Moreover,
lim sup
j→∞
Usnj
≤ US .
The following theorem is about the regularity of the Green super-potentials of
order p, that is, the super-potentials of the Green (p, p)-current.
Theorem 5.10 (See Theorem 5.4.1 in [8]). Let f : Pk → Pk be a holomorphic map
of algebraic degree ≥ 2. Then, the Green super-potentials of order p of f are Ho¨lder
continuous on Ck−p+1 with respect to the distance dist1.
6. The Proof of the Main Theorem
In this section, we restate Theorem 1.3 in terms of super-potentials and prove
the new statement (see Proposition 6.5). We follow the notation used in Section 5
of [8] for convenience.
Let S ∈ Cp and T p the Green (p, p)-current associated with f over Pk.
Definition 6.1 (See Section 5 in [8]). The dynamical super-potential of S, denoted
by VS , is defined by
VS := US −UTp − cS ,
where US , UTp are the super-potentials of mean 0 of S, T
p, respectively, and
cS := US(T
k−p+1)−UTp(T k−p+1).
Definition 6.2 (See Section 5 in [8]). The dynamical Green quasi-potential of S
is defined by
VS := US − UTp − (mS −mTp + cS)ωp−1,
where US, UTp are the Green quasi-potentials of S, T
p, respectively and mS , mTp
are their corresponding means.
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For notational convenience, we use the following notation in the rest of the paper:
L :=
1
dp
f∗ and Λ :=
1
dp−1
f∗.
For the definitions of these operators on Cp, see [8] and also see [6].
The dynamical super-potentials have the following properties.
Lemma 6.3 (See Lemma 5.4.6 in [8]). We have VS(T
k−p+1) = 0, VS(R) = 〈VS , R〉
for smooth R ∈ Ck−p+1, and VL(S) = d−1VS ◦Λ on Ck−p+1. Moreover, US −VS is
bounded by a constant independent of S.
Lemma 6.4 (See Lemma 5.4.9 in [8]). If R ∈ Ck−p+1 is smooth, then VS(Λ(R)) =
〈VS ,Λ(R)〉Pk\Ψ1 .
By Proposition 5.8 and Proposition 5.9, Proposition 6.5 implies Theorem 1.3.
Proposition 6.5. Let f : Pk → Pk be a holomorphic endomorphism of degree
d ≥ 2. Then, there is a proper invariant analytic subset E for f such that for any
current S ∈ Cp which is smooth on E and for any smooth form R ∈ Ck−p+1,we
have VLn(S)(R)→ 0 as n→∞. The convergence is exponentially fast.
The proof of Proposition 6.5. It suffices to prove the statement for some iterate
of f . We use Section 2 to find a good iterate of f . Let Nf ∈ N be such that
(40k2cΨNf )
8k < dNf , where cΨ is as in Section 2. Then, we choose λ > 0 such that
(40k2cΨNf )
1
(k+1)Nf · d 8k(k+1)−18k(k+1) < λ < d.
Define E := Eλ ∪E′λ where Eλ :=
{
µ− ≥ dλ
}
and E′λ :=
{
µ′− ≥ dλ
}
as in Section 2.
This E is the desired invariant analytic subset. By Lemma 2.6, there exists NE ∈ N
such that for any j ∈ N,
(1) the function µ−jNE is <
(
d
λ
)jNE
on Pk \ E and
(2) ν(x, [ΨjNE ]) < cΨjNE
(
d
λ
)jNE(k+1)
for x ∈ ΨjNE \ E.
Then, consider fNfNE with δ := cΨNfNE
(
d
λ
)NfNE(k+1)
. From the choice of λ,
(20k2(δ + 1/2))8k < (40k2δ)8k ≤
[(
40k2cΨNf
(d
λ
)Nf (k+1))8k]NE ≤ dNfNE .
Hence, since E is invariant under f , by replacing f by fNfNE and d by dNfNE and
defining δ := cΨNfNE
(
d
λ
)NfNE(k+1)
, we may assume that f satisfies:
(1) the function µ−1 < δ on Pk \ E and ν(x, [Ψ1]) < δ for x ∈ Ψ1 \ E,
(2) the analytic subset E is invariant under f , and
(3) (20k2(δ + 1/2))8k < (40k2δ)8k < d.
For the proof, we modify the proof of Proposition 5.4.10 of [8]. First, we divide
Pk into three regions for computational purposes. For the rest of the paper, let V
denote the hypersurface Ψ1 of the critical values of f .
Since E is invariant under f , Lj(S) is smooth over E for j = 0, 1, .... Denote by
O and Oj the connected open neighborhoods of E where S and L
j(S) are smooth,
respectively. Consider the following Corollary 6.6 and recall Lemma 6.7.
Corollary 6.6 (See Proposition 3.2 in Section 3 or Corollary 4.4 in [10]). There
are an integer N4 and a constant c4 ≥ 1 such that if 0 < t < 1 is a constant and if
x, y are two points in Pk with dist(x,E) > t and dist(y, E) > t, then we can write
f−1(x) =
{
x1, ..., xd
k
}
and f−1(y) =
{
y1, ..., yd
k
}
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with dist(xi, yi) ≤ c4t−N4dist(x, y)1/δ.
Lemma 6.7 (See Lemma 3.1 in [10]). There is a constant A1 ≥ 1 such that for
every subsets X and Y of Pk, we have that for j ≥ 0,
dist(f−j(X), f−j(Y )) ≥ A1−jdist(X,Y ).
In particular, if f(Y ) ⊆ Y , we have that for j ≥ 0,
dist(f−j(X), Y ) ≥ A1−jdist(X,Y ).
We take X = Oc and Y = E. Then, we have
dist(Oj
c, E) ≥ dist(f−j(Oc), E) ≥ A1−jdist(Oc, E).
SinceE is compact, there exists r > 0 with dist(Oc, E) > r. Then, Oj
c∩ErA1−j = ∅.
Let ε > 0 be sufficiently small so that ε ≪ 1 and ε < min{r, A1−1}2. We define
three sequences {sn,i} , {εn,i} and {tn,i} of positive real numbers:
• sn,i = εni,
• εn,i = εnC(2+N4)(40k2δ)6ki , and
• tn,i = εn,i(10k)−1 ,
for 0 ≤ i ≤ n, where N4 is the constant in Corollary 6.6 and C > 1 is the constant in
Lemma 3.3. Let W ′′n,i := Esn,i , Wn,i := Vtn,i \W ′′n,i, and W ′n,i := Pk \ (Wn,i∪W ′′n,i).
From our definitions, On−i ∩ 12√εW ′′n,i = ∅, where 12√εW ′′n,i means the 12√εsn,i-
neighborhood of E. Roughly speaking, each part has the following properties:
• on Wn,i, f and V have low multiplicities but Ln−i(S) can be singular,
• on W ′n,i, f and V have multiplicities = 1 and Ln−i(S) is smooth, and
• on W ′′n,i, f or V can have high multiplicities but Ln−i(S) is smooth.
Also, observe that sn,i ≫ tn,i.
Let Uj and Vj denote the Green quasi-potential and the dynamical Green quasi-
potential of Lj(S), respectively for j = 0, 1, 2, · · · . Let Rn,i be the sequence of
positive closed (k − p+ 1, k − p+ 1)-currents of mass 1 defined by
• Rn,0 := R and
• Rn,i is the εn,i-regularization of Λ(Rn,i−1).
Then, by Lemma 6.3 and Lemma 6.4, we have
VLn(S)(R) = d
−n
VS(Λ
n(R))
= d−1VLn−1(S)(Λ(Rn,0))
= d−1〈Vn−1,Λ(Rn,0)−Rn,1〉Pk\V + d−1〈Vn−1, Rn,1〉
= d−1〈Vn−1,Λ(Rn,0)−Rn,1〉Pk\V + d−1VLn−1(S)(Rn,1)
· · ·
= d−1〈Vn−1,Λ(Rn,0)−Rn,1〉Pk\V + · · ·(6.1)
+d−i〈Vn−i,Λ(Rn,i−1)−Rn,i〉Pk\V + · · ·
+d−n〈V0,Λ(Rn,n−1)−Rn,n〉Pk\V + d−nVS(Rn,n).
Since VS is bounded above by a constant independent of S (by Theorem 5.10
and Remark 5.6), we only need to bound VLn(S)(R) from below.
The current Vn−i is neither positive nor negative in general. From Theorem 5.10,
we know that T k−p+1 has bounded super-potentials. Hence, there exists a universal
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c > 0 such that V ′n−i := Vn−i + UTp − cωp−1 is negative in the current sense. In
the rest of this section, the inequalities . and & are up to a constant multiple
independent of ε, i, n and R.
We claim that for sufficiently small ε > 0,
(1) 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉Wn,i\V & −εni,
(2) 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′n,i & −εni,
(3) 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′′n,i\V & −(1 + ‖S‖∞,Eε)εni, and
(4) d−nVS(Rn,n) & nd−
n
4 log ε,
where ‖S‖∞,Eε is the sup-norm of S restricted to Eε.
Suppose that our claims are true. Note that for a fixed S ∈ Cp smooth on E,
‖S‖∞,Eε is bounded for all sufficiently small ε > 0. It is not difficult to see that
dist1(Λ(Rn,i−1), Rn,i) . εn,i. Due to Equation 6.1, Theorem 5.10 and the constant
c in V ′n−i being universal, we have that for all sufficiently small ε > 0,
VLn(S)(R) = d
−n
VS(Λ
n(R))
& −d−1εn − d−2ε2n · · · − d−nεn2 + nd−n4 log ε & −εn + nd−n4 log ε.
Take ε = d−n and let n→∞. Our claims imply the proof. 
Hence, it remains to prove our claims. The computations will be completed in
Section 7, Section 9, Section 8 and Section 10.
7. The Proof of 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉Wn,i\V & −εni
The main estimate Proposition 7.6 in this section is similar to Proposition 2.3.6
in [8] but has an extra difficulty; we have to handle neighborhoods of E. For
this purpose, we use cut-off functions for the neighborhoods of E, whose DSH-
norm shows very tame behaviors. We also use the Ho¨lder continuity of the quasi-
potentials of f∗(ω) together with the current inequality f∗(ωp) ≤ (f∗ω)p. Here,
Ho¨lder continuity must be handled with some care about E.
We start by constructing cut-off functions from the following two lemmas. By
applying the csmallθ-regularization of currents to the characteristic function of the
neighborhoodKθ of a compact setK ⊂ Pk for a sufficiently small constant csmall > 0
independent of K and θ, we obtain the following:
Lemma 7.1. Assume that θ is sufficiently small. Let K ⊂ Pk be compact. Then,
there exists a smooth cut-off function χK,θ : Pk → [0, 1] such that χK,θ ≡ 1 over
K and supp(χK,θ) ⊂ Kθ. Moreover,
∥∥χK,θ∥∥
Cα
≤ cχ,α |θ|−α, for some cχ,α > 0
independent of K and θ.
Lemma 7.2 (See Lemma 2.2.6 in [8]). Let χ : R∪{−∞} → R be a convex increasing
function such that χ′ is bounded. Then, for every DSH function ϕ, χ(ϕ) is DSH
and
‖χ(ϕ)‖DSH . 1 + ‖ϕ‖DSH .
In particular, inf
∥∥T−χ ∥∥ is bounded by ‖χ′‖∞ inf ‖T−‖, where T±χ and T± are posi-
tive closed currents such that ddcχ(ϕ) = T+χ − T−χ and ddcϕ = T+ − T− and inf is
taken over such T−χ ’s and T
−’s, respectively.
We construct the desired cut-off functions.
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Lemma 7.3. Let s, t be two positive real numbers such that 12 (
2
3 )
ksn,i ≤ s ≤ 2sn,i
and 12 tn,i ≤ t ≤ 2tn,i(δ+1/2)
−k
for some sn,i, tn,i with sufficiently small ε > 0. Then,
there is a function χs,t : P
k → R with 0 ≤ χs,t ≤ 1, such that χs,t ≡ 1 on Vt \ Es,
supp(χs,t) ⊆ Vt(δ+1/2)−1 \ E 23 s, and ‖χs,t‖DSH ≤ cχmax
{
1, 9s−2
}
, where cχ > 0 is
a constant independent of s, t, and ε, i, n in sn,i, tn,i.
Proof. We choose a smooth convex increasing function χ : R ∪ {−∞} → [0,∞)
such that χ(x) = 0 on [−∞,−1] and χ(x) = x for x ≥ 1 as in Lemma 7.2. Then,
max {x, 0} ≤ χ(x) ≤ max {x, 0}+ 1. We define:
φs,t := −χ(ϕV − log t−A− 1),
χ˜s,t := χ(φs,t + 1) and
χs,t := χ(2(χ˜s,t − χE 23 s,
1
3 s)− 1),
where ϕV is the q-psh function in Lemma 3.3 with our V , δ and EV = V ∩E, and
χ
E 2
3
s
, 13 s is the function in Lemma 7.1 with K = E 2
3 s
and θ = 13s.
For z ∈ Vt, from Lemma 3.3, we have
ϕV (z)− log t−A− 1 ≤ log dist(z, V ) +A− log t−A− 1 ≤ −1
So, φs,t = 0 on Vt. Since the support of χ
E 2
3
s
, 13 s is in Es, we have χs,t = 1 over
Vt \ Es.
For z ∈ Pk \ (Vt(δ+1/2)−1 ∪ E 23 s), from Lemma 3.3, we have
ϕV − log t−A− 1
≥ δ log dist(z, V ) + C log dist(z, V ∩ E)−A− log t−A− 1
≥ − 1
2δ + 1
log(2tn,i
(δ+1/2)−k) + C log
(1
2
(
2
3
)ksn,i
)
+ C log
2
3
− 2A− 1
≥ −C(40k2δ)4k log ε− 1
2δ + 1
log 2 + C log
1
2
(2
3
)k+1
− 2A− 1 ≥ 2
since ε is sufficiently small. So, we have φs,t ≤ −2 and χ˜s,t = 0 on Pk \(Vt(δ+1/2)−1 ∪
E 2
3 s
). Since 0 ≤ χ˜s,t ≤ 1 and χE 23 s,
1
3 s = 1 over E 2
3 s
, we have χs,t = 0 outside
Vt(δ+1/2)−1 \ E 23 s. This proves the support part of the statement.
Since 0 ≤ χs,t ≤ 1, the L 1-norm of χs,t is uniformly bounded with respect to
s, t, and ε, i, n in sn,i, tn,i. Thus, Lemma 7.2 together with ϕ being q-psh and∥∥∥χE 23 s, 13 s∥∥∥
C 2
. 9s−2 from Lemma 7.1 prove that the DSH norm is bounded by
cχmax
{
1, 9s−2
}
for some constant cχ > 0 independent of s, t, and ε, i, n in sn,i,
tn,i. This completes the proof. 
We discuss the Ho¨lder continuity of the quasi-potentials of f∗(ω) outside E.
Definition 7.4. Let H, ν > 0. A continuous map g : Pk → R is said to be
(H, ν)-Ho¨lder continuous in a subset U ⊂ Pk if every pair x, y ∈ U satisfies
|g(x)− g(y)| ≤ Hdist(x, y)ν .
Lemma 7.5. Assume that s is sufficiently small. The quasi-potentials of f∗(ω) are
(cHs
−N4 , δ−1)-Ho¨lder continuous in Esc with cH > 0 a constant independent of s,
where N4 is the constant in Corollary 6.6.
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Proof. The Ho¨lder continuity of the quasi-potentials of f∗(ω) over Pk is directly
from Lemma 5.4.8 in [8].
We now prove the (cHs
−N4 , δ−1)-Ho¨lder continuity of v in Esc. Let v be a quasi-
potential of f∗(ω). Let x ∈ Esc ⊂ Pk. Consider a ball Bx centered at x and of
radius s2 . If y /∈ Bx, then
|v(x)− v(y)| ≤ 2max
Pk
v ≤ 2maxPk v
(s/2)δ−1
dist(x, y)δ
−1
.
We consider the case where y ∈ Bx. On Bx, v can be written as
v(z) =
∑
w∈f−1(z)
u(w) for z ∈ Bx,
where u is a smooth quasi-potential of ω and the points in f−1(z) are repeated
according to their multiplicity.
By Corollary 6.6, we can write, for z and z′ in Bx,
f−1(z) =
{
w1, · · · , wdk
}
and f−1(z′) =
{
w1
′
, · · · , wdk ′
}
,
so that dist(wj , wj
′
) . ( s2 )
−N4dist(z, z′)δ
−1
. Hence,
|v(x) − v(y)| . dk ‖u‖
C 1
max
1≤i≤dk
dist(xi, yi) . s−N4dist(x, y)δ
−1
,
where f(xi) = x and f(yi) = y for i = 1, ..., dk as above. This proves the lemma.
The constant cH being independent of s is clear from our argument. 
Proposition 7.6 below is a modification of Proposition 2.3.6 in [8]. Since we can
apply the same proof of Proposition 2.3.6 in [8] except Lemma 2.3.8, it suffices
to modify Lemma 2.3.8 to Lemma 7.7 and prove Lemma 7.7 in order to show
Proposition 7.6. For convenience, we quote Lemma 2.3.7, Lemma 2.3.9 and Lemma
2.3.10 of [8] after the proof of Lemma 7.7.
Proposition 7.6. Let s, t be two positive real numbers such that 12sn,i ≤ s ≤ 2sn,i
and 12 tn,i ≤ t ≤ 2tn,i for some sn,i, tn,i with sufficiently small ε > 0. Let R ∈ Cp
and U the Green quasi-potential of a current R. Then, we have:∣∣∣∣∣
∫
Vt\(Es∪V )
U ∧ f∗(ω)k−p+1
∣∣∣∣∣ ≤ cV tβs−2−N4 ,
where N4 is the constant in Corollary 6.6, β := (20k
2(δ + 1/2))−kδ−k+p−1, and
cV > 0 is a constant independent of s, t, R and ε, i, n in sn,i, tn,i.
Consider M > 0 and define ηM := min {0,M + η} where η is from Proposition
5.3. We have ‖ηM‖DSH is uniformly bounded with respect to M and ηM −M ≤ η.
Define KM := −MΘ and K ′M := ηMΘ where Θ is from Proposition 5.3. Then,
KM is negative closed and we have KM +K
′
M ≤ K. Define
UM (z) :=
∫
ξ
R(ξ) ∧KM (z, ξ) and U ′M (z) :=
∫
ξ
R(ξ) ∧K ′M (z, ξ).
The form UM is negative closed and of mass ≃M and UM+U ′M ≤ U . ChooseM :=
t−β. Note that U is negative and that Θ has singularities of order dist(z, ξ)2−2k.
We modify Lemma 2.3.8 in [8]. From here to Lemma 7.10, the inequalities .
and & are up to a constant multiple independent of s, t, R and ε, i, n in sn,i, tn,i.
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By continuity, we may assume that R and U are smooth. We also have that UM is
smooth.
Lemma 7.7. Let l be an integer such that 0 ≤ l ≤ k − p + 1. Let s, t be two
positive real numbers such that 12 (
3
2 )
k−p−l+1sn,i ≤ s ≤ 2sn,i and 12 tn,i ≤ t ≤
2(tn,i)
( 1
δ+1/2
)k−p−l+1
for some sn,i, tn,i with sufficiently small ε > 0. Then, we have∣∣∣∣∣
∫
Vt\(Es∪V )
UM ∧ ( 1
dk−1
f∗(ω))l ∧ ωk−p−l+1
∣∣∣∣∣ . tβls−2−N4 ,
where βl = (20k
2(δ + 1/2))−lδ−l.
Proof. We use an induction argument on l. The case l = 0 follows from Lemma
2.3.7 in [8] (or see Lemma 7.8). Assume that the estimate is true for l − 1. Take
χs,t in Lemma 7.3. Then,
−
∫
Vt\Es
UM ∧ ( 1
dk−1
f∗(ω))l ∧ ωk−p−l+1
≤ −
∫
χs,tUM ∧ ( 1
dk−1
f∗(ω))l ∧ ωk−p−l+1
=
∫
−χs,tUM ∧ ( 1
dk−1
f∗(ω))l−1 ∧ ωk−p−l+2
+
∫
−χs,tUM ∧ ( 1
dk−1
f∗(ω))l−1 ∧ ddcu ∧ ωk−p−l+1,
where 1
dk−1 f∗(ω) = ω + dd
cu and sup
Pk u = 0. The bound of the first integral is
from the induction hypothesis with the replacement of t by t
1
δ+1/2 and s by 23s.
We compute the bound of the second integral. Lemma 7.5 implies that u is
(cH(
s
2 )
−N4 , δ−1)-Ho¨lder continuous in E s
2
c. By Proposition 4.3 and Lemma 4.4, for
small εreg > 0 so that εreg ≪ s, we can find a smooth function uεreg by regularizing
u by automorphisms of Pk. In the remaining of the proof, the constants related
to the inequalities . and & are also independent of εreg. Proposition 4.3 gives∥∥uεreg∥∥C 2 . εreg−2k2−4k−2. Due to the Ho¨lder continuity of u in E s2 c and Lemma
4.4, we have ∥∥u− uεreg∥∥∞,E 2s
3
c . s
−N4εregδ
−1
.
Here, εreg will be determined later. Then, the second integral can be split as follows:∫
−χs,tUM ∧ ( 1
dk−1
f∗(ω))l−1 ∧ ddcu ∧ ωk−p−l+1
=
∫
−χs,tUM ∧ ( 1
dk−1
f∗(ω))l−1 ∧ ddcuεreg ∧ ωk−p−l+1
+
∫
−(u− uεreg )ddcχs,t ∧ UM ∧ (
1
dk−1
f∗(ω))l−1 ∧ ωk−p−l+1.
From
∥∥uεreg∥∥C 2 and the induction hypothesis together with the replacement of t by
t
1
δ+1/2 and s by 23s, the first integral . εreg
−2k2−4k−2tδ
−1βl−1s−2−N4 . The bound of
the second integral is computed cohomologically. From the DSH-norm of χs,t and
the mass of UM being of the same order of M = t
−β , we have the second integral
. s−N4εregδ
−1
s−2t−β. Take εreg := tδ
−1(2k2+4k+2+δ−1)−1βl−1 . Note that due to the
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difference of the shrinking speed of tn,i and sn,i as ε→ 0, we can always find such
εreg satisfying the above discussion for all sufficiently small ε > 0. Then,
1− 2k
2 + 4k + 2
2k2 + 4k + 2 + δ−1
≥ δ
−1
10k2
.
In result, we have
tδ
−1βl−1εreg
−2k2−4k−2 ≤ tδ−1βl−1(10k2)−1δ−1 ≤ tβl
t−βεregδ
−1 ≤ t−βt(10k2δ)−1βl−1δ−1 ≤ t−βt2βl ≤ tβl .
This completes the induction and proves the lemma. 
Assume that t is sufficiently small as in Proposition 7.6.
Lemma 7.8 (See Lemma 2.3.7 in [8]).
∣∣∣∫Vt UM ∧ ωk−p+1
∣∣∣ . t.
Lemma 7.9 (See Lemma 2.3.9 in [8]). ‖U ′M‖ . e−
1
2M .
Lemma 7.10 (See Lemma 2.3.10 in [8]). For every integer l with 0 ≤ l ≤ k−p+1,
we have
∣∣∫ U ′M ∧ f∗(ω)l ∧ ωk−p−l+1∣∣ . e− 12 (10k2)−ld−klM .
Notice that e−
1
2 (10k
2)−ld−klM < e−
1
2 (10k
2)−kd−k
2
M < M−1 = tβ for a sufficiently
small t > 0 and for every integer l with 0 ≤ l ≤ k − p+ 1.
In the same way as in the proof of Lemma 7.7, we obtain the following lemma.
Lemma 7.11. Let l be an integer such that 0 ≤ l ≤ k − p + 1. Let s, t be two
positive real numbers as in Lemma 7.7. Then,∣∣∣∣∣
∫
Vt\(Es∪V )
ωk−l ∧ f∗(ω)l
∣∣∣∣∣ . tβls−2−N4 ,
where βl = (20k
2(δ + 1/2))−lδ−l.
Also, concerning R and U in Proposition 7.6, the proofs of Lemma 7.7 and
Lemma 7.10 use only the mass of UM and the DSH norm of ηM . Note that ‖τζ‖C 2
is uniformly bounded for ‖ζ‖A < 1. So, we can apply the same proofs of Lemma 7.7
and Lemma 7.10 to (τζ)∗(UM ) and (τζ)∗(U ′M ), respectively for ‖ζ‖A < 1. Lemma
7.8 and Lemma 7.9 are still true when UM and U
′
M are replaced by (τζ)∗(UM ) and
(τζ)∗(U ′M ), respectively for ‖ζ‖A < 1 as well. Hence, we obtain the following:
Proposition 7.12. Let s, t be two positive real numbers as in Proposition 7.6. Let
R ∈ Cp and U the Green quasi-potential of a current R. Then, we have:∣∣∣∣∣
∫
Vt\(Es∪V )
(τζ)∗(U) ∧ f∗(ω)k−p+1
∣∣∣∣∣ ≤ cV tβs−2−N4,
where N4 is the constant in Corollary 6.6, β := (20k
2(δ + 1/2))−kδ−k+p−1, and
cV > 0 is a constant independent of s, t, R and ε, i, n in sn,i, tn,i and ζ with
‖ζ‖A < 1.
Now we prove the first one of our claims for the proof of Proposiiton 6.5 using
Proposition 7.6. The point is that tn,i ≪ sn,i and tn,i ≪ εn,i−1. In the statement
and the proof of Lemma 7.13, the inequalities . and & are up to a constant multiple
independent of ε, i, n and R.
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Lemma 7.13. Let ε > 0 be sufficiently small. Then,
〈V ′n−i,Λ(Rn,i−1)−Rn,i〉Wn,i\V & −εni
The proof of Lemma 7.13. Since V ′n−i is negative, 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉Wn,i\V ≥
〈V ′n−i,Λ(Rn,i−1)〉Wn,i\V . Thus, it suffices to prove
∣∣〈V ′n−i,Λ(Rn,i−1)〉Wn,i\V ∣∣ . εni.
∣∣〈V ′n−i,Λ(Rn,i−1)〉Wn,i\V ∣∣ . ‖Rn,i−1‖∞ ∣∣〈V ′n−i,Λ(ωk−p+1)〉Wn,i\V ∣∣
. ‖Rn,i−1‖∞
∣∣〈V ′n−i, f∗(ω)k−p+1〉Wn,i\V ∣∣
. εn,i−1−4k
2
tn,i
βsn,i
−2−N4
. ε
n[C(2+N4)(40k
2δ)6k(i−1)( (40k
2δ)6k
10k(40k2δ)kδk
−4k2)−i]
. εni,
where C > 1 is in Lemma 3.3. In the above, the second inequality is from the
current inequality f∗(ωp) ≤ (f∗(ω))p and the third inequality from Proposition 4.3,
Proposition 7.6, and Lemma 7.11. 
8. The Proof of 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′n,i & −εni
We prove the second one of our claims for the proof of Proposition 6.5 in the
same way as in Lemma 5.4.7 in [8]. The following is from Lemma 5.4.7 in [8].
Lemma 8.1. Let α ≥ 0. For all sufficiently small t > 0, we have
‖Λ(R)‖
Cα(Vtc)
. ‖R‖
Cα
t−(4+α)k,
for any smooth form R of bidegree (p, p) with 0 ≤ p ≤ k. The inequality is up to a
constant multiple independent of t and R.
Proof. First, we fix a finite atlas for Pk. Without loss of generality, we may assume
that t > 0 is sufficiently small. Consider a ∈ Vtc. We denote by Ba(t/2) the ball
centered at a ∈ V ct and of radius t/2. Then, there exist dk injective holomorphic
maps gj : Ba(t/2)→ Pk such that f ◦ gj = id on Ba(t/2). Such gj ’s are uniformly
bounded by a uniform constant with respect to the finite atlas. In particular, the
constant is independent of t and a. From the Cauchy-integral formula, we know
that all the derivatives of order n of gj on Bt/4 are . t
−n. On Ba(t/2), we have
Λ(R) = d−p+1
dk∑
j=1
g∗j (R).
For fixed local real coordinates (x1, ..., x2k), R is a combination with smooth coeffi-
cients of dxj1 ∧· · ·∧dxj2k−2p+2 . Hence, the estimate on the derivatives of gj implies
that ∥∥g∗j (R)∥∥Cα(Bt/4) . ‖R‖Cα t−2k+2p−2−α . ‖R‖Cα t−(4+α)k.
It follows that
‖Λ(R)‖
Cα(V(3/4)t
c) . ‖R‖Cα t−(4+α)k.
This implies the lemma. 
We prove the second one of our claims for the proof of Proposition 6.5. In
the following lemma and its proof, the inequalities . and & are up to a constant
multiple independent of ε, i, n and R.
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Lemma 8.2. Let ε > 0 be sufficiently small. Then,∣∣∣〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′n,i
∣∣∣ . εni
Proof. Let τεn,iζ be an automorphism in Aut(P
k) such that ‖ζ‖A < 1. Since
(tn,i)
10k = εn,i, we may assume that τεn,iζ(W
′
n,i) ⊆ Vtn,i/2c for all ζ with ‖ζ‖A < 1
and for all sufficiently small ε > 0. With Lemma 8.1 for α = 1 and Lemma 4.4, we
have ∥∥(τεn,iζ)∗(Λ(Rn,i−1))− Λ(Rn,i−1)∥∥∞,W ′n,i
. ‖Λ(Rn,i−1)‖C 1(Vtn,i/2c) dist(τεn,iζ , id) . ‖Rn,i−1‖C 1 tn,i
−5kεn,i.
From Proposition 4.3, ‖Rn,i−1‖C 1 . εn,i−1−2k
2−4k−1 . εn,i−1−5k
2
. So, we have
‖Λ(Rn,i−1)−Rn,i‖∞,W ′n,i . tn,i
−5kεn,iεn,i−1−5k
2
. Since V ′n−i is negative and has
bounded mass independent of n and i, we have∣∣∣〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′n,i
∣∣∣ . tn,i−5kεn,iεn,i−1−5k2 = εn,i 12 εn,i−1−5k2 ≤ εni.

9. The Proof of 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′′n,i\V & −εni
In this section, we prove Lemma 9.1 below, the third one of our claims for the
proof of Proposition 6.5. In the rest of the paper, the inequalities . and & are up
to a constant multiple independent of ε, i, n and R.
Lemma 9.1. Let ε > 0 be sufficiently small. Then,∣∣∣〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′′n,i\V
∣∣∣ . (1 + ‖S‖∞,Eε)εni
For this estimate, we will use change of coordinates and Fubini’s theorem to
find an upper bound for
∣∣∣〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′′n,i\V
∣∣∣ in terms of the mass of
Λ(Rn,i−1) and the pointwise difference of a smooth form and its regularization by
automorphisms.
Proof. In order to handle boundary of W ′′n,i, we consider three neighborhoods of E.
Notice that sn,i ≫ εn,i. Let CAut > 0 be a constant such that for x ∈ Pk, for ζ
with ‖ζ‖A < 1 and for all sufficiently small ǫ > 0, dist(τǫζ(x), x) < CAutǫ is true.
Define
• W ′′n,i,0 := the (sn,i − 3CAutεn,i)-neighborhood of E,
• W ′′n,i,1 := the (sn,i − CAutεn,i)-neighborhood of E, and
• W ′n,i,2 := the (sn,i + CAutεn,i)-neighborhood of E.
We estimate 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′′n,i\V . Note that V ′n−i is smooth inW ′′n,i,2.
〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′′n,i\V = 〈V ′n−i,Λ(Rn,i−1)−Rn,i〉W ′′n,i
=
∫
W ′′n,i
V ′n−i ∧ Λ(Rn,i−1)−
∫
W ′′n,i
∫
{‖ζ‖A<1}
V ′n−i ∧ (τεn,iζ)∗Λ(Rn,i−1)dρ(ζ).
Since Λ(Rn,i−1) has L 1-coefficients, we use Fubini’s Theorem:
=
∫
W ′′n,i
V ′n−i ∧ Λ(Rn,i−1)−
∫
{‖ζ‖A<1}
∫
W ′′n,i
V ′n−i ∧ (τεn,iζ)∗Λ(Rn,i−1)dρ(ζ).
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Since each τεn,iζ is an automorphism, by use of change of coordinates, we have
=
∫
W ′′n,i
V ′n−i ∧Λ(Rn,i−1)−
∫
{‖ζ‖A<1}
∫
τεn,iζ(W
′′
n,i)
(τεn,iζ)∗(V
′
n−i)∧Λ(Rn,i−1)dρ(ζ).
We have W ′′n,i,1 ⊆W ′′n,i and W ′′n,i,1 ⊆ τεn,iζ(W ′′n,i) for all ζ with ‖ζ‖A < 1. Then,
the last integral can be written as the following sum:
∫
W ′′n,i,1
V ′n−i ∧ Λ(Rn,i−1)−
∫
{‖ζ‖A<1}
∫
W ′′n,i,1
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ)(9.1)
+
∫
W ′′n,i\W ′′n,i,1
V ′n−i ∧ Λ(Rn,i−1)(9.2)
−
∫
{‖ζ‖A<1}
∫
τεn,iζ(W
′′
n,i)\W ′′n,i,1
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ).(9.3)
For these computations, we need the following lemma.
Lemma 9.2. Let i, n ∈ N be integers such that 0 ≤ i ≤ n and ε > 0 sufficiently
small. Then,∥∥V ′n−i∥∥C 1(W ′′n,i,2) . sn,i−2k(1 + ‖f‖C 1)p(n−i)(1 + ‖S‖∞,Eε).
Proof. From our settings in Section 6, Ln−i(S) is smooth over 1
2
√
ε
W ′′n,i. Observe
that in this estimate, we do not require the closedness of Ln−i(S). Consider a cut-off
function χ
E 1
4
√
ε
sn,i
,sn,i
in Lemma 7.1, denoted by χ in this proof. Write Ln−i(S) =
χLn−i(S)+(1−χ)Ln−i(S). Then, χLn−i(S) is a positive smooth (p, p)-form on Pk,
(1−χ)Ln−i(S) is a positive (p, p)-current with supp((1−χ)Ln−i(S))∩E 1
4
√
ε
sn,i = ∅
and
Un−i =
∫
ξ 6=z
[χLn−i(S)](ξ) ∧K(z, ξ) +
∫
ξ 6=z
[(1− χ)Ln−i(S)](ξ) ∧K(z, ξ).
As in the proof of Lemma 2.3.5 in [8], the first term is smooth and we have:∥∥∥∥
∫
ξ 6=z
[χLn−i(S)](ξ) ∧K(z, ξ)
∥∥∥∥
C 1
.
∥∥[χLn−i(S)](ξ)∥∥∞ ·
∥∥∥∥
∫
ξ 6=z
ωp(ξ) ∧K(z, ξ)
∥∥∥∥
C 1
. ‖f‖
C 1
p(n−i) ‖S‖∞,Eε .
We consider the other part:
∫
ξ 6=z[(1 − χ)Ln−i(S)](ξ) ∧ K(z, ξ). For notational
convenience, we denote (1 − χ)Ln−i(S) by Sn−i in the rest of the proof. From
our settings, we have that dist(E, supp(Sn−i)) ≥ 14√εsn,i. So, consider z ∈ W ′′n,i,2.
Then, dist(z,On−ic) ≥ ( 14√ε − 1− CAut)sn,i, and
(9.4)
∫
ξ 6=z
Sn−i(ξ) ∧K(z, ξ) =
∫
ξ 6∈Bz(( 14√ε−1−CAut)sn,i)
Sn−i(ξ) ∧K(z, ξ),
where Bz((
1
4
√
ε
− 1 − CAut)sn,i) is the ball centered at z and of radius ( 14√ε −
1 − CAut)sn,i. For each ξ 6∈ Bz(( 14√ε − 1 − CAut)sn,i), K(z, ξ) is smooth. Hence,∫
ξ 6=z Sn−i(ξ) ∧K(z, ξ) is smooth.
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We estimate the C1-norm of
∫
ξ 6=z Sn−i(ξ) ∧ K(z, ξ) in W ′′n,i,2. Since ∇K has
singularities of order (z − ξ)1−2k from Proposition 5.3 and the mass of Sn−i is
bounded by the mass of Ln−i(S), which equals 1, we have∥∥∥∥
∫
ξ 6=z
Sn−i(ξ) ∧K(z, ξ)
∥∥∥∥
C 1
. ((
1
4
√
ε
− 1− CAut)sn,i)1−2k ≤ s−2kn,i ,
from Equality 9.4.
Since T k−p+1 has Ho¨lder continuous super-potentials, cn−i such that V ′n−i =
Un−i − cn−iωp−1 is uniformly bounded with respect to i, n. Hence, the above
estimate and this relationship prove the lemma. 
The Computation of 9.1. From Lemma 9.2, V ′n−i is smooth over W
′′
n,i. Then,
| 9.1| =
∣∣∣∣∣
∫
{‖ζ‖A<1}
∫
W ′′n,i,1
(V ′n−i − (τεn,iζ)∗(V ′n−i)) ∧ Λ(Rn,i−1)dρ(ζ)
∣∣∣∣∣
.
∥∥V ′n−i − (τεn,iζ)∗(V ′n−i)∥∥∞,W ′′n,i,1
∫
{‖ζ‖A<1}
∫
W ′′n,i,1
ωp−1 ∧ Λ(Rn,i−1)dρ(ζ)
. CAut
∥∥V ′n−i∥∥C 1(W ′′n,i,1) εn,i
∫
{‖ζ‖A<1}
∫
W ′′n,i,1
ωp−1 ∧ Λ(Rn,i−1)dρ(ζ)
. CAut
∥∥V ′n−i∥∥C 1(W ′′n,i,1) εn,i ‖Λ(Rn,i−1)‖ = CAut ∥∥V ′n−i∥∥C 1(W ′′n,i,1) εn,i.
From Lemma 9.2, we have
| 9.1| . sn,i−2k(1 + ‖f‖C 1)p(n−i)(1 + ‖S‖∞,Eε)εn,i.
The Computation of 9.2. We split the integral into two integrals as follows:∫
W ′′n,i\W ′′n,i,1
V ′n−i ∧ Λ(Rn,i−1)
=
∫
(W ′′n,i\W ′′n,i,1)∩Vtn,i
V ′n−i ∧ Λ(Rn,i−1) +
∫
(W ′′n,i\W ′′n,i,1)\Vtn,i
V ′n−i ∧ Λ(Rn,i−1).
We consider the first integral. Since V ′n−i is negative and Λ(Rn,i−1) is positive,
0 ≥
∫
(W ′′n,i\W ′′n,i,1)∩Vtn,i
V ′n−i ∧ Λ(Rn,i−1) ≥
∫
Vtn,i\W ′′n,i,1
V ′n−i ∧ Λ(Rn,i−1)
=
∫
Vtn,i\W ′′n,i,1
Un−i ∧ Λ(Rn,i−1)−
∫
Vtn,i\W ′′n,i,1
cn−iωk−p ∧ Λ(Rn,i−1).
Since f∗(ωp) ≤ (f∗(ω))p in the current sense, the above is:
& ‖Rn,i−1‖∞
(∫
Vtn,i\W ′′n,i,1
Un−i ∧ Λ(ωp)−
∫
Vtn,i\W ′′n,i,1
|cn−i|ωk−p ∧ Λ(ωp)
)
& ‖Rn,i−1‖∞
(∫
Vtn,i\W ′′n,i,1
Un−i ∧ f∗(ω)p −
∫
Vtn,i\W ′′n,i,1
|cn−i|ωk−p ∧ f∗(ω)p
)
& −‖Rn,i−1‖∞ tn,iβsn,i−2−N4 & −εn,i−1−4k
2
tn,i
βsn,i
−2−N4 .
The second last inequality is due to Proposition 7.6 and Lemma 7.11 together with
cn−i uniformly bounded. The estimate of ‖Rn,i−1‖∞ in the last inequality is from
Proposition 4.3.
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We estimate the second integral. Since (W ′′n,i \W ′′n,i,1) \ Vtn,i ⊂ W ′′n,i ∩ Vtn,ic,
from Lemma 9.2 and Lemma 8.1, we have∣∣∣∣∣
∫
(W ′′n,i\W ′′n,i,1)\Vtn,i
V ′n−i ∧ Λ(Rn,i−1)
∣∣∣∣∣
.
∥∥V ′n−i∥∥∞,W ′′n,i ‖Λ(Rn,i−1)‖∞,Vtn,i c · the volume of (W ′′n,i \W ′′n,i,1) \ Vtn,i
. sn,i
−2k(1 + ‖f‖
C 1
)p(n−i)(1 + ‖S‖∞,Eε)εn,i−1−4k
2
tn,i
−4kεn,i
From the first and the second integrals, since tn,i
−4kεn,i ≤ tβ , we have
| 9.2| . sn,i−2k(2+N4)(1 + ‖f‖C 1)p(n−i)(1 + ‖S‖∞,Eε)εn,i−1−4k
2
tn,i
β.
The Computation of 9.3. We consider∫
{‖ζ‖A<1}
∫
τεn,iζ(W
′′
n,i)\W ′′n,i,1
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ).
As in the computation of 9.2, we split the integral into two parts:
=
∫
{‖ζ‖A<1}
∫
(τεn,iζ(W
′′
n,i)\W ′′n,i,1)∩Vtn,i
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ)
+
∫
{‖ζ‖A<1}
∫
(τεn,iζ(W
′′
n,i)\W ′′n,i,1)\Vtn,i
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ).
We compute the first integral. Since V ′n−i is negative and Λ(Rn,i−1) is positive,
0 ≥
∫
{‖ζ‖A<1}
∫
(τεn,iζ(W
′′
n,i)\W ′′n,i,1)∩Vtn,i
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ)
≥
∫
{‖ζ‖A<1}
∫
Vtn,i\W ′′n,i,1
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ)
=
∫
{‖ζ‖A<1}
∫
Vtn,i\W ′′n,i,1
(τεn,iζ)∗(Un−i) ∧ Λ(Rn,i−1)dρ(ζ)
−
∫
{‖ζ‖A<1}
∫
Vtn,i\W ′′n,i,1
(τεn,iζ)∗(cn−iω
k−p) ∧ Λ(Rn,i−1)dρ(ζ).
Since f∗(ωp) ≤ (f∗(ω))p in the current sense, the above is:
& ‖Rn,i−1‖∞
(∫
{‖ζ‖A<1}
∫
Vtn,i\W ′′n,i,1
(τεn,iζ)∗(Un−i) ∧ Λ(ωp)dρ(ζ)
−
∫
{‖ζ‖A<1}
∫
Vtn,i\W ′′n,i,1
(τεn,iζ)∗(|cn−i|ωk−p) ∧ Λ(ωp)dρ(ζ)
)
& ‖Rn,i−1‖∞
(∫
{‖ζ‖A<1}
∫
Vtn,i\W ′′n,i,1
(τεn,iζ)∗(Un−i) ∧ f∗(ω)pdρ(ζ)
−
∫
{‖ζ‖A<1}
∫
Vtn,i\W ′′n,i,1
(τεn,iζ)∗(|cn−i|ωk−p) ∧ f∗(ω)pdρ(ζ)
)
& −‖Rn,i−1‖∞ tn,iβsn,i−2−N4 & −εn,i−1−4k
2
tn,i
βsn,i
−2−N4 .
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The second last inequality is due to Proposition 7.12 and Lemma 7.11 together with
cn−i uniformly bounded. The estimate of ‖Rn,i−1‖∞ in the last inequality is from
Proposition 4.3.
We compute the second integral. Note that V ′n−i is negative and Λ(Rn,i−1) is
positive. From Lemma 4.4 and V ′n−i being smooth, we have for the second integral∣∣∣∣∣
∫
{‖ζ‖A<1}
∫
(τεn,iζ(W
′′
n,i)\W ′′n,i,1)\Vtn,i
(τεn,iζ)∗(V
′
n−i) ∧ Λ(Rn,i−1)dρ(ζ)
∣∣∣∣∣
.
∫
{‖ζ‖A<1}
∥∥(τεn,iζ)∗(V ′n−i)∥∥∞,τεn,iζ(W ′′n,i)
·
∫
(τεn,iζ(W
′′
n,i)\W ′′n,i,1)\Vtn,i
ωk−p ∧ Λ(Rn,i−1)dρ(ζ)
.
∥∥V ′n−i∥∥∞,W ′′n,i,2 ‖Λ(Rn,i−1)‖∞,V ctn,i · the volume of (W ′′n,i,2 \W ′′n,i,1) \ Vtn,i
. sn,i
−2k(1 + ‖f‖
C 1
)p(n−i)(1 + ‖S‖∞,Eε)εn,i−1−4k
2
tn,i
−4kεn,i.
In the second last inequality, we have τεn,iζ(W
′′
n,i) ⊆W ′′n,i,2 for all ζ with ‖ζ‖A < 1;
in the last inequality, the bound of ‖Λ(Rn,i−1)‖∞,Vtn,i c is from Lemma 8.1 and∥∥V ′n−i∥∥∞,W ′′n,i,2 can be computed in the same way as in Lemma 9.2.
From the first and the second integrals, since tn,i
−4kεn,i ≤ tβ, we have
| 9.3| . sn,i−2k(2+N4)(1 + ‖f‖C 1)p(n−i)(1 + ‖S‖∞,Eε)εn,i−1−4k
2
tn,i
β.
We finish the proof. From the computations of 9.1, 9.2, and 9.3, we have∣∣∣〈V ′n−i,Λ(Rn,i−1)− Rn,i〉W ′′n,i\V
∣∣∣
. sn,i
−2k(2+N4)(1 + ‖f‖
C 1
)p(n−i)(1 + ‖S‖∞,Eε)εn,i−1−4k
2
tn,i
β
≤ (1 + ‖f‖
C 1
)p(n−i)(1 + ‖S‖∞,Eε)
·ε−2nik(2+N4)ε−4k2nC(2+N4)(40k2δ)6k(i−1)εnC(2+N4)
(40k2δ)6ki
10k(40k2δ2)k
≤ (1 + ‖f‖
C 1
)p(n−i)(1 + ‖S‖∞,Eε)ε
n(2+N4)[C(40k
2δ)6k(i−1)( (40k
2δ)6k
10k(40k2δ)kδk
−4k2)−2ik]
≤ (1 + ‖S‖∞,Eε)εni
since ε > 0 is sufficiently small. 
10. The Proof of d−nVS(Rn,n) & nd−
n
4 log ε
In this section, we prove our last claim for the proof of Proposition 6.5. We
estimate d−nVS(Rn,n) in the same way as Lemma 5.4.11 in [8].
Proposition 10.1 (See Lemma 3.2.10 in [8]). Let W ⊂ Pk be an open subset and
K ⊂ W be a compact set. Let S be a positive closed (p, p)-current of mass 1 with
support in K and R be a current in Ck−p+1. Assume that the restriction of R to
W is a bounded form. Then the super-potential US of mean 0 of S satisfies
|US(R)| ≤ cbdd(1 + log+ ‖R‖∞,W ),
where cbdd > 0 is a constant independent of S and R, and log
+ := max {log, 0}.
We prove the last claim for the proof of Proposition 6.5.
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Lemma 10.2. Let ε > 0 be sufficiently small. Then,
d−n |VS(Rn,n)| . nd−n4 (− log ε).
Proof. From Proposition 4.3, we have ‖Rn,n‖∞ . εn,n−4k
2
. We apply Proposi-
tion 10.1 to W = K = Pk, U = VS and R = Rn,n. Then,
d−n |VS(Rn,n)| . d−n log
(
εn,n
−4k2
)
= d−n · [nC(2 +N4)(40k2δ)6kn] · 4k2 · (− log ε) . nd−n4 (− log ε).
The last inequality is from our assumption on δ in Section 6. This proves the
lemma. 
11. Examples and Remarks
The following example is a case where Theorem 1.3 is applicable but Theorem 1.2
is not. We use a map considered by Fornæss-Sibony in [17].
Example 11.1. Consider a holomorphic endmorphism F : P5 → P5 defined by
F ([z : w : t : α : β : γ]) = [(z − 2w)2 : z2 : (z − 2t)2 : (α− 2β)2 : α2 : (α− 2γ)2].
The critical set CF of the map F is {z = 2w} ∪ {z = 0} ∪ {z = 2t} ∪ {α = 2β} ∪
{α = 0} ∪ {α = 2γ}. This map is a post-critically finite map. Let PF denote the
post-critical set. We have the following orbits of the set of critical points of F :
{z = 0} → {w = 0} → {z = w} 	
{z = 2w} → {z = 0} → {w = 0} → {z = w} 	
{z = 2t} → {t = 0} → {w = t}⇄ {z = t}
{α = 0} → {β = 0} → {α = β} 	
{α = 2β} → {α = 0} → {β = 0} → {α = β} 	
{α = 2γ} → {γ = 0} → {β = γ}⇄ {α = γ}
Thus, PF = CF ∪ {w = 0} ∪ {t = 0} ∪ {z = w} ∪ {w = t} ∪ {z = t} ∪ {β = 0} ∪
{γ = 0}∪{α = β}∪{β = γ}∪{α = γ} is a finite union of projective linear subspaces.
We first consider µ′−. We claim that µ
′
− ≡ 1 and the set E′µ is empty. The chain
rule proves that the set of critical set of Fn is ∪n−1i=0 F−i(CF ) and therefore, the set
of the critical values of Fn is ∪ni=1F i(CF ) ⊆ PF , which is bounded with respect to
inclusion independently of n ∈ N. This implies our claim.
Hence, we only consider Eλ. We explicitly compute µ− for F . Note that
{[0 : 0 : t : 0 : 0 : γ]} is a complete invariant projective linear subspace for F . There-
fore the multiplicity of Fn at each point of {[0 : 0 : t : 0 : 0 : γ]} is 16n, which means
µ− = 16 for the set.
Next, we claim that the forward orbit of each point outside {z = 0, w = 0} ∪
{α = 0, β = 0} can visit CF at most 4 times. Observe that {z = 2w} and {α = 2β}
maps into {z = 0} and {α = 0} under F , respectively. After the first visit to
{z = 0} ∪ {z = 2t} ∪ {α = 0} ∪ {α = 2γ} in CF , the second visit to CF should
take place on the intersection of CF and {w = 0} ∪ {t = 0} ∪ {z = w} ∪ {w = t} ∪
{z = t}∪{β = 0}∪{γ = 0}∪{α = β}∪{β = γ}∪{α = γ}. After the second visit to
CF , the images of those intersection points afterwards are completely determined
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as follows:
{z = w = 0} 	
{z = t = 0} → {w = t = 0} → {z = w = t} 	
{z = 0, w = t} → {z = t, w = 0} → {z = w = t} 	
{z = 2w, t = 0} → {z = 0, w = t} → {z = t, w = 0} → {z = w = t} 	
{z = 2w = 2t} → {z = t = 0} → {w = t = 0} → {z = w = t} 	
{z = 2w = t} → {z = 0, w = t} → {z = t, w = 0} → {z = w = t} 	
{z = 2t, w = 0} → {z = w = 4t} 	
{z = w = 2t} → {z = w, t = 0} → {z = w = t} 	
and the same is true when z, w, t are replaced by α, β, γ. These cases prove
our claim. Therefore, the multiplicity of Fn at a point outside {z = 0, w = 0} ∪
{α = 0, β = 0} is uniformly bounded with respect to the choice of the point and
n ∈ N. This implies that µ− = 1 for those points. In the same way, we obtain
µ− = 4 for the remaining case. Summarizing it, we have
µ− =


16 for {[0 : 0 : t : 0 : 0 : γ]}
4 for [{z = 0, w = 0} ∪ {α = 0, β = 0}] \ {z = w = α = β = 0}
1 elsewhere.
It is not too difficult to see that E = {z = 0, w = 0} ∪ {α = 0, β = 0}. Con-
sider the current of integration over the projective linear subspace defined by
{z = w = 3t, α = β = 3γ}. We normalize it by its mass and call the normalized
one S. Note that S is a positive closed (4, 4)-current. Theorem 1.3 is applicable to
S in order to verify the convergence towards T 4. However, on E, the hypothesis of
Lemma 5.4.5 in [8] is violated. Indeed, it is clear that there is no N ∈ N such that
(20 · 524N)8·5 < 32N . Thus, we cannot use Theorem 1.2 to S.
Remark 11.2. By applying the same proof as in Theorem 1.3 with minor changes,
we can show that the speed of convergence in Corollary 5.5.6 in [8] is exponential.
Indeed, the hyperplane at infinity becomes Φ1 and the set I− becomes E.
Remark 11.3. The convergence in Theorem 1.3 is not uniform with respect to
S ∈ Cp in general. It is rather pointwise convergence for S ∈ Cp smooth on
E. Indeed, in the estimate in Section 9, the sup-norm of S near E comes into
the computations. However, if f has as its E the empty set, then the estimate in
Section 9 does not appear. Then, the mass of S only matters and the proof becomes
the same as in Theorem 5.4.4 in [8]. It means that for f with the empty set as its
E, we have uniform convergence with respect to S ∈ Cp. The author would like to
thank the referee for his comments on this uniformity issue.
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