Abstract. We present a general infinite volume limit construction of probability measures obeying the Glimm-Jaffe axioms of Euclidean quantum field theory in arbitrary space-time dimension. In particular, we obtain measures that may be interpreted as corresponding to scalar quantum fields with arbitrary bounded continuous self-interaction. It remains however an open problem whether this general construction contains non-Gaussian measures.
Introduction
Establishing the existence of interacting field models satisfying the Wightman axioms [18] of relativistic quantum field theory (QFT) in four dimensional space-time has remained an important open problem in mathematical physics since the 1960s. Many models in two and three space-time dimensions [17] have been constructed so far employing the framework of Euclidean QFT in which Minkowski space is replaced with Euclidean space. In the mid 1970s Osterwalder and Schrader [13] discovered a set of axioms formulated on Euclidean space that is equivalent to the axioms of Wightman.
In this paper we present a general construction of probability measures satisfying the Glimm-Jaffe axioms of Euclidean QFT as stated in [8, Chapter 6] (except possibly ergodicity) in arbitrary space-time dimension. More explicitly, we obtain Euclidean invariant reflection-positive measures on the space of distributions on R d possessing characteristic functionals that satisfy appropriate analyticity and regularity conditions.
Our method may be summarized as follows. Given a sequence of mollifiers on the standard d-dimensional sphere S d and a sequence of densities defined on the space D(S d ) of smooth functions on S d that satisfy simple integral bounds, we construct a sequence of measures on D(S d ). We observe that one can obtain such a sequence of densities from an arbitrary bounded real continuous function (representing a self-interaction). We then transfer these measures to R d utilizing the stereographic projection, via a scaling limit procedure analogous to that developed in [15, Section 3] , and show that the transferred sequence contains a subsequence weakly convergent on distributions. Heuristically, this scaling limit may be envisaged as a process in which the radius of the sphere tends to infinity, the subgroup of the isometry group of S d preserving a given point becomes the rotation group of R d , and the remaining rotations of S d are identified with translations in R d .
While one would expect that in many special cases the limit measures so obtained coincide with the free scalar field measure, we believe that our construction is sufficiently general to possibly contain non-Gaussian examples as well, including in four space-time dimensions. We also conjecture that feeding the scaling limit construction with the densities corresponding to the P (φ) 2 model on S 2 (cf. [2] ) produces the well-known P (φ) 2 model on R 2 .
A distinct feature of our method is that the ultraviolet and the infrared (infinite volume) limits are obtained simultaneously, unlike in most of the standard constructions of low-dimensional Euclidean QFT models. It also appears that the method, due do its generality, may be applied to many nonscalar QFT interactions. In particular, it may be interesting to consider the case of quantum Yang-Mills theory as it is widely believed (cf. [12] ) that one of most formidable difficulties in establishing the existence of this model in d = 4 is the passage to infinite volume. The paper is organized as follows. In Section 2 we discuss a notion of reflection positivity on Riemannian manifolds and describe a sufficient condition for the reflection positivity of the limit of a sequence of measures that are approximately reflection positive in a suitable sense. Section 3 is dedicated to the construction of limits of isometry invariant measures on a closed Riemannian manifold. Sequences of measures are produced from a given sequence of Gaussian measures on smooth functions and a bounded continuous interaction function; the existence of a (weak) limit point on distributions is established as a special case of an equicontinuity result that may be found in Appendix B. The reflection positivity of these limit measures (assuming the manifold is equipped with appropriate reflection positivity structure) is then proved using results from Section 2.
Section 4 contains our main construction described above, i.e. the scaling limit passage from the sphere to Euclidean space. A sequence of measures on D(S d ) is transferred to D(R d ) employing the natural unitary equivalences induced by scaling transformations in R d and the stereographic projection. The existence of a limit point is shown using the same equicontinuity result in Appendix B mentioned above and the Glimm-Jaffe axioms are verified.
In Appendix A we briefly review for reader's convenience the basic theorems regarding probability measures on locally convex spaces that are used throughout the paper. In Appendix B we have collected several results related to equicontinuous sequences of characteristic functionals of measures and uniform integrability that are undoubtedly well-known but perhaps not as standard as the material in Appendix A.
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Reflection positivity
2.1. Reflection positivity on Riemannian manifolds. Let M be a ddimensional connected Riemannian manifold. We denote by D(M ) the space of the real-valued smooth compactly supported functions on M equipped with the standard C ∞ -topology and by D ′ (M ) its topological dual equipped with the weak* topology, the space of distributions on M .
All probability measures on topological spaces considered in this article are Radon measures. The reader is referred to Appendix A for the necessary background on measures on locally convex spaces.
Given a measure µ on D ′ (M ), we denote by L p (µ) the Banach space of the complex-valued L p functions with respect to µ. We write L p (M ) for the space of real-valued functions on M which are p-summable with respect to the measure induced by the metric.
We assume that we are given a decomposition 
Clearly A U is an algebra under the operation of pointwise multiplication.
Definition 2.1. (a) We say that a bounded positive operator A on L 2 (M ) is reflection positive with respect to (M ± , Θ) if AΘ = ΘA and Af, (b) Suppose first that µ is reflection positive. We fix f 1 , . . . , f k ∈ D(M + ) and observe that
Hence for every finite sequence z 1 , . . . , z k ∈ C one has i,j
which implies that S µ reflection positive. Conversely, suppose that S µ is reflection positive. Then Eq. (2.3) implies that µ is reflection positive.
2.2.
Reflection positive limits of measures. The main result in this subsection is a sufficient condition for the reflection positivity of limits of sequences of measures. For every τ > 0 we denote by M τ ± the set of all points in M ± whose distance from M 0 is greater than τ and observe that the isometry Θ maps diffeomorphically M τ ± onto M τ ∓ so that one can define reflection positivity with respect to the data (M τ ± , Θ). Let τ k > 0 be a decreasing sequence converging to 0 as k → ∞ and let µ k be a sequence of probability measures on D(M ) reflection positive with respect to (M τ k ± , Θ). Then the following continuity property of reflection positivity holds. 
Let ρ k be a sequence of densities on D(M ), we define probability measures
are normalization constants. In what follows we suppose that the sequence N k is bounded.
Let N be a d-dimensional connected Riemannian manifold with reflection positivity data (N ± , Θ) defined as in Section 2. Lemma 2.5. Assume that ρ k can be factored as a product of densities
where Θ(ρ + k ) stands for the natural action of Θ on ρ 
for some constant K > 0. Then µ ρ 0 is reflection positive with respect to (N ± , Θ). Proof. We consider the sequence of probability measures 
Since µ k is reflection positive with respect to (M τ k ± , Θ) and ρ , Θ) by our assumptions on I k . Next we observe that the Cauchy-Schwartz inequality implies
hence by (2.5), (2.6) and the boundedness of N k one has
as k → ∞. Similarly one finds that
for every g ∈ D(N ). Now (2.7) and (2.8) together with the boundedness of We now assume that M is compact and that the densities ρ k have the form
where F k : R → R are continuous functions and the integral over M is with respect to the volume element induced by the metric. We further suppose that the sequence of characteristic functionals S µ k of µ k , considered as measures on D ′ (M ) (cf. Remark A.6), is equicontinuous on D(M ). Then Lemma 2.5 and the results in Appendix B.3 allow us to formulate the following criterion for reflection positivity. 10) and that there exists p > 2 such that
Then µ ρ 0 is reflection positive with respect to (N ± , Θ). Proof. We write
We shall show that this factorization of ρ k satisfies the conditions stated in Lemma 2.5. We first observe that (2.
A standard argument (see e.g. [14, §1] ) shows that the functionals ρ 0 k are Borel measurable. We note that by (2.10) one
is the indicator function of D(M ). Thus, using the assumed equicontinuity of S µ k , we conclude by Lemma B.5
Further, by (2.11) and Lemma B.6 the functionals ρ 2 k , and hence also (ρ 0 k ) 2 , are uniformly µ k -integrable. It now follows from Theorem B.4 that (2.5) holds for ρ 0 k , thus by Lemma 2.5 µ ρ 0 is reflection positive with respect to (N ± , Θ).
Finite volume measures
In this section we assume that the Riemannian manifold M considered in Section 2 is closed (i.e. compact without boundary) and, utilizing a sequence of mollifiers on M , present examples of the limit measure construction from Appendix B.1 that turn out to be isometry invariant and reflection positive. 
(1) The restriction of A k to L 2 (M ) is a trace class operator and one has
where A k (x, y) stands for the smooth integral kernel of
Proof. The existence of mollifiers B k satisfying (1)- (4) is a standard result (see e.g. [20, Chapter II.7] ). To obtain isometry invariant mollifiers, we average over G as follows. We set
where dg denotes the normalized Haar measure on the compact group G. Then an application of Fubini's theorem shows that the operators A k with kernels A k (x, y) satisfy (1) and (2) . Similarly, (3) holds by Lebesgue's dominated convergence theorem. Finally, (4) is true since G is a group of isometries.
3.2. Examples of limit measures. We set C = (m 2 + △) −1 , where △ stands for the unique selfadjoint extension of the Laplacian on L 2 (M ) and m > 0 (we use the sign convention in which △ is a nonnegative operator.) By Example A.4 the operator C is the covariance of a unique mean zero Gaussian probability measure µ C on D ′ (M ) whose characteristic functional is given by (A.2). Given a sequence of mollifiers A k satisfying the properties listed in Lemma 3.1, we set C k = A * k CA k . Since the product of any pseudodifferential operator and a smoothing operator is a smoothing operator (see e.g. [20, Chapter II.4] ), the operators C k are smoothing, i.e.
We denote the corresponding mean zero Gaussian probability measures on D(M ) given by Example A.5 by µ C k .
Example 3.2. (Bounded interaction) We fix a bounded continuous function F : R → R and define a continuous density
We denote the corresponding probability measures given by ρ F and µ C k as in (B.1) by µ F,k . Using the boundedness of F and the compactness of M , Proposition B.2(b) (applied with V = D(M ), M = N and I k = Id) and Theorem A.1 imply that the sequence µ F,k contains a subsequence weakly convergent in D ′ (M ). We fix such a subsequence and denote its limit by µ F . :
where C k (x, y) is the integral kernel of the smoothing operator C k and [ · ] denotes the integer part of a number. More generally, for every bounded from below polynomial P , one can consider the corresponding polynomial in the Wick powers which we denote by :P (f ): C k . Further, we define a sequence of functionals
where :P (φ):
where N k are normalization constants. When M is the standard two-dimensional sphere S 2 one can prove, proceeding exactly as in [8, Chapter 8] , that :P (φ): C k converge in L 2 (µ C ) to a limit :P (φ): C as k → ∞ and that e −:P (φ): C belongs to L 1 (µ C ) (see also [2, Section 11.1]). Using this, one can show as in the proof of Eq. (0.8) in [6] that
It follows that ρ P,k satisfy the assumptions of Proposition B.2 with respect to C, hence there exists a subsequence of µ P,k converging weakly to a measure µ P .
Remark 3.5. We conjecture that an alternative construction of the P (φ) 2 models may be obtained employing the sequence µ C k . More precisely, we conjecture that the densities
satisfy the assumptions of Proposition B.2 with respect to C k and the resulting limit measures of the sequence µ P,k = N k ρ P,k µ C k are equivalent in appropriate sense to µ P .
Following [11] , we now impose an additional restriction on the reflection positivity data (M ± , Θ) considered in Section 2.1. We suppose that Θ fixes the points in M 0 and induces hyperplane reflections on the tangent spaces at points in M 0 . This assumption ensures that the covariance C is reflection positive with respect to (M ± , Θ) (cf.
Since one has
it follows from Lemma 3.1(4) and the reflection positivity of C that there exists a sequence τ k > 0 decreasing to zero such that C k and hence µ C k is reflection positive with respect to (M τ k ± , Θ). Thus by Proposition 2.6 (taking µ k = µ C k , M = N and I k = Id) the measure µ F is reflection positive with respect to (M ± , Θ). We note that Proposition 2.6 does not imply the reflection positivity of µ P , however the latter is well-known (see e.g. 
where x = (x 0 , . . . , x d ) ∈ R d+1 . We note that α is conformal with
Another example of a conformal map is provided by the scaling map
, where △ S is the Laplacian on S d . The conformal covariance of △ S c implies (see e.g. [9] )
4.2. The scaling limit. In this subsection we present our main construction which involves taking simultaneously the ultraviolet and infrared (=in-finite volume) limit in order to obtain probability measures on D ′ (R d ). We refer to this limiting procedure as a scaling limit because of the use the scaling maps β k . We note that somewhat similar scaling limit has been described in [15, Section 3] in the context of Algebraic QFT. We define a sequence of covariance operators on L 2 (S d ) via
The conformal covariance of △ E implies
Using (4.3) one finds that
α U α which together with (4.5) easily implies
We set C S,k = A * k C S,k A k , where A k is a sequence of mollifiers on D ′ (S d ) satisfying the properties listed in Lemma 3.1. The operators C S,k are smoothing, hence they define centered Gaussian probability measures µ C S,k on D(S d ) (cf. Example A.5).
Now assume that we are given a sequence of densities ρ S k on D(S d ) satisfying the estimates (B.2) with respect to the sequence µ C S,k , i.e. one has
In particular, these conditions are satisfied by the sequences of densities defined in (3.1) setting M = S d . We define a sequence of measures on
where N S k are normalization constants. Proposition 4.1. (a) The sequence of functionals S µ S,ρ k
(b) There exists a subsequence of S µ S,ρ k
• U α U β k converging to the characteristic functional S µ E,ρ of a probability measure µ E,ρ on D ′ (R d ).
Proof. Since the operators C S,k are uniformly L 2 -bounded by (4.4) and Lemma 3.1(2), the result follows from Proposition B. 
Euclidean invariance. We identify the group of isometries of S
Further, we define
For the following lemma, recall that * denotes the induced map on functions.
and lim
Proof. Using the unitarity of U α and U β k , we see that that (4.8) is equivalent to U
It is easy to check that
which implies that to prove (4.10) it suffices to show that
We shall establish (4.11) by showing that
for every x ∈ R d . For notational simplicity we verify (4.12) below for d = 1 only; the proof in the general case is similar.
Recall that the i-th component of α −1 is given by
where y = (y 0 , . . . , y d−1 ) ∈ R d . A straightforward computation utilizing (4.2) and (4.13) shows that for every x ∈ R one has
which easily implies (4.12). Since the integration in (4.11) is over a compact subset of R d , an application of Lebesgue's dominated convergence theorem shows that (4.11) follows from (4.12) thus establishing (4.8).
We now observe that (4.7), (B.4) and the uniform boundedness of
for some positive constants K 1 and K 2 . Thus, using one (4.8), we conclude that (4.9) holds.
Lemma 4.3. One has
Proof. Employing the Cauchy-Schwartz inequality and (4.7) one sees that
for some positive constant K, where
Since by definition T * S,k converges strongly to 1 as k → ∞, one has
A standard argument (see e.g. [14, §1] ) shows that the maps Φ 
To show that S µ E,ρ is translation invariant, it suffices to prove that given T ∈ R d , one has
But this follows directly from (4.14) and (4.9).
4.4.
Verification of the Glimm-Jaffe axioms. We begin by introducing the standard reflection positivity data on R d and S d . We write (t, x 1 , . . . , x d−1 ) for the coordinates of x ∈ R d and set
Further, we write Θ for the reflection
and write Θ also for the reflection on S d ⊂ R d+1 induced by the reflection with respect to the first coordinate in R d+1 .
We now assume that the mollifiers A k obtained in Lemma 3.1 possess the following additional properties. First, we suppose that
Clearly (4.15) may be achieved simply by appropriately re-indexing a given sequence of mollifiers. Second, setting The following theorem asserts that under certain natural assumptions the scaling limit measure µ E,ρ satisfies the Glimm-Jaffe axioms OS0-3 from [8, Section 6.1] except the local integrability condition in the regularity axiom OS1.
Theorem 4.5. Assume that µ E,ρ is constructed from densities ρ S k that satisfy (2.9)-(2.11). Then µ E,ρ has the following properties.
(1) µ E,ρ is Euclidean invariant.
(2) µ E,ρ is reflection positive with respect to
2) is analytic and satisfies 17) for some positive constants K 1 and K 2 .
Proof. Part (1) follows from Proposition 4.4 since densities ρ S k given by (2.9) are O(d + 1)-invariant. To prove Part (2) we note that since U α U β k maps functions supported in R d ± to functions supported in S d ± , the reflection positivity of (△ E + m 2 ) −1 with respect to (R d ± , Θ) implies the reflection positivity of C S,k with respect to (S d ± , Θ). Using this and (4.15), we see that there exists a decreasing positive sequence τ k such that k τ k → 0 and µ C S,k is reflection positive with respect to ((S d ± ) τ k , Θ) (we use the notation M τ ± introduced in the beginning of Section 2.2). Now observe that U β k maps functions supported in (
Hence we can apply Proposition 2.6 with
To establish Part (3) we find, using (4.7) and the Cauchy-Schwartz inequality, that the extensions of S µ S,ρ k to D(R d ) C are analytic and satisfy
for some constant K > 0. Using this, (B.6) and the uniform boundedness of C S,k , we conclude that contains a subsequence converging uniformly on compact subsets. Since the limit of this sequence is analytic, we conclude that S µ E,ρ has analytic extension that by virtue of (4.18) satisfies (4.17).
Example 4.6. The assumptions of Theorem 4.5 are satisfied when µ E,ρ is constructed from the sequences of densities defined in (3.1), setting M = S d .
Theorem 4.7. Suppose that the measure µ E,ρ satisfies the assumptions of Theorem 4.5. Then µ E,ρ defines a relativistic quantum field satisfying all Wightman axioms except possibly the uniqueness of the vacuum axiom.
Proof. We observe that Theorem 4.5(3) implies that the moments of all orders of µ E,ρ exist and extend to continuous multilinear functionals on
[8, Propositions 6.1.4 and 19. 1.1]) . In what follows, we write
for the (extended) second moment of a measure µ. It is proved in [8, Chapter 19] that the axioms OS0-3 imply the Wightman axioms except the uniqueness of the vacuum. An inspection of this proof reveals that the only place where the local integrability condition in the regularity axiom is used is Proposition 19.1.4 in [8] . However, the statement of this proposition holds if
where
, and χ (0,t) is the indicator function of the interval (0, t).
To verify (4.19), we employ the Cauchy-Schwartz inequality and (4.4) to find that
Taking the limit k → ∞ in the latter inequality we see, using (4.16) and the polarization identity, that
Since the covariance (△ E + m 2 ) −1 is known to satisfy (4.19), we conclude that (4.19) holds for C µ E,ρ as well.
Remark 4.8. Using (4.4) and the unitarity of U α and U β k , one finds that
for every k and every f ∈ D(R d ). Further, it follows from Lemma 3.1 (3) and (4.16) that
for every f ∈ D(R d ). Now (4.20) and (4.21) imply that the scaling limit µ E,ρ in the case of a free scalar field coincides, as desired, with the Gaussian measure with covariance (△ E + m 2 ) −1 . This observation motivates the definition of the covariances C S,k . One expects that if the scaling limit is taken using (△ S + m 2 ) −1 instead of C S,k then this limit would be a massless theory, in agreement with the results of [5] .
We remind the reader that measures satisfying the ergodicity axiom in addition to axioms OS0-3 (and hence relativistic quantum fields satisfying all Wightman axioms) can be obtained by an appropriate decomposition of the measure µ E,ρ , as explained in [8, Section 19.7] .
Appendix A. Measures on locally convex spaces
In this appendix we present some well-known results from measure theory on locally convex spaces; more detailed review may be found in [3, Section 7.13] . For background on topological vector spaces the reader is referred to [20] . We use the notation introduced in the beginning of Section 2 and by measure we always mean a finite Radon measure.
A.1. Characteristic functionals. Let F be a real locally convex vector space and let F ′ be its dual space considered with the weak* topology. The characteristic functional (or Fourier transform) of a measure µ on F ′ is a functional on F defined by
The functional S µ is positive definite, i.e. for every n and every f 1 , . . . , f n ∈ F the matrix whose ij-th entry is given by
Recall that a sequence of measures µ k on a topological space X converges weakly to a measure µ if
for every bounded continuous function f on X. Clearly the weak convergence of sequence of measures implies the convergence of their characteristic functionals. It turns out that the converse is also true for finite dimensional spaces (Lévy's theorem) and also for a wide class of locally convex spaces if equicontinuity is assumed. We recall that D(M ) is a barrelled nuclear locally convex space for every smooth manifold M . We note that the argument proving Theorem A.2 implies the following fact.
Corollary A.3. Let µ k be a sequence of probability measures on a nuclear locally convex space F. If the sequence of characteristic functionals S µ k is equicontinuous at zero the measures µ k are uniformly countably additive in the sense that
We recall that a measure µ on a locally convex space F is called Gaussian if for every φ ∈ F ′ the image measure φ • µ on R is Gaussian.
Example A.4. Assume that the nuclear space F is continuously embedded into a real Hilbert space H. Then by Theorem A.2 every nonnegative selfadjoint bounded operator C on H defines a mean zero Gaussian probability measure µ C whose characteristic functional is given by
The operator C is called the covariance of the measure µ C .
Example A.5. Similarly, a nonnegative selfadjoint operator C on L 2 (M ) that extends to a smoothing operator, i.e. an operator mapping continuously Theorem B.1. Let {Φ n } n∈N be an equicontinuous sequence of complexvalued functions on a topological space X and assume that Φ n (x) is bounded for every x ∈ X. Then {Φ n } contains a subsequence converging uniformly on compact subsets to a continuous function on X.
In what follows V stands for either D(M ) or D ′ (M ). Let µ C k , k = 1, 2, 3, . . . be a sequence of centered Gaussian probability measures on V with covariance operators C k (cf. Theorem A.2 and Eq. (A.2) ). Let ρ k be sequence of densities on V, i.e. ρ k ∈ L 1 (µ C k ) and ρ k ≥ 0. We define a sequence of probability measures on V (and hence on D ′ (M ), cf. Remark A.6) by setting
are normalization constants. Let N be another Riemannian manifold and consider a sequence of operators
Proposition B.2. Assume that the operators C k and I k are uniformly L 2 -bounded and that the densities ρ k satisfy
for some positive constants K 1 and K 2 . 
for every bounded continuous functional Ψ on D ′ (M ). Hence, using the bounds (B.2), one obtains
Now a short computation employing (A.2) shows that
where f, g ∈ D(M ) and φ(f ), φ(g) are the corresponding functionals on D ′ (M ). Combining (B.3) and (B.4), one finds that
from which the equicontinuity of S µ In what follows, we denote the complexification of a real vector space F by F C . If µ is a measure on the dual of a real locally convex space F we denote the extension of its characteristic functional to F C by S C µ . This extension (which may or may not exist) is defined by setting φ(f 1 + if 2 ) = φ(f 1 ) + iφ(f 2 ), f 1 , f 2 ∈ F (B.5) in the integral in (A.1). If µ C is a Gaussian measure on D ′ (M ) with covariance operator C, the extension S C µ C is analytic. Extending C to D(M ) C , one sees that the righthand side of (A.2) extends to an analytic functional on D(M ) C as well. It follows that (A.2) continues to hold for these two extended functionals and hence one has
6) where K is a positive constant independent of C.
B.3. On uniform integrability. The classical notion of uniform integrability has been generalized to sequences of measures in [16] . Let µ k be a sequence of probability measures on a topological space X and let Φ k be a sequence of Borel measurable functions on X. We say that Φ k is uniformly µ k -integrable if sup k |Φ k |dµ k < ∞ and for every ε > 0 there exists δ > 0 such that for every sequence X k of Borel subsets of X with sup k µ k (X k ) < δ one has sup k X k |Φ k |dµ k < ε. (This is one of the equivalent definitions of uniform integrability stated in [16 Theorem B.4. Let 1 ≤ p < ∞. Suppose that X |Φ k | p dµ k < ∞ and that |Φ| p is uniformly µ k -integrable. Then the following statements are equivalent.
(1) lim k→∞ X |Φ k − Φ| p dµ k = 0.
(2) Φ k converges to Φ in µ k -measure and Φ k is uniformly µ k -integrable.
The following lemmas will be useful in establishing the convergence in measure and uniform integrability conditions appearing in Theorem B.4.
Lemma B.5. Let µ k be a sequence of probability measures on a nuclear locally convex space F with equicontinous sequence of characteristic functionals. Then Φ k converging to Φ pointwise implies that Φ k converges to Φ in µ k -measure.
Proof. By Corollary A.3 the measures µ k are uniformly countably additive, hence the standard argument establishing that on a finite measure space pointwise convergence implies convergence in measure (see e.g. [3, Theorem 2.2.3]) implies that Φ k converges to Φ in µ k -measure.
Lemma B.6. Suppose that there exists p > 1 such that X |Φ k | p dµ k < K for all k and some positive constant K. Then the sequence Φ k is uniformly µ k -integrable.
Proof. By Hölder's inequality one has for every Borel set U ⊂ X
whenever 1/p + 1/q = 1. Thus given ε > 0 we can choose δ = ε q K − q p so that sup k µ k (X k ) < δ for any sequence X k of Borel subsets of X implies by virtue of (B.7) that sup k X k |Φ k |dµ k < ε.
