ABSTRACT Proactive caching at the base station (BS) is a promising way to leverage the user-behaviorrelated information to boost network throughput and improve user experience. However, the gain of caching at the mobile edge highly depends on random user behavior and is largely compromised by the uncertainty in predicting behavior-related information. First, the local file popularity in each cell may not be skewed. Second, the local file popularity varies quickly due to user mobility even if the lifetime of each file is long. Furthermore, considering the small population of users that initiate requests in each cell, the local popularity in the next cache update period is not easy to predict accurately, because users may not request their interested files in this period, despite that the popularity can be indirectly obtained by predicting the mobility and preference of each individual user in a cell. To address such issue, in this paper, we integrate recommendation with caching at BS, aiming at improving cache efficiency whereas not violating user preference. In particular, we propose a temporal-spatial recommendation policy, which can guide mobile users to request their preferred files in proper time and place, so as to make local popularity peakier. We do not assume that the user preference, the impact of the recommendation on request probability, and the mobility pattern are known. Hence, we resort to deep reinforcement learning to optimize recommendation and caching policy. To deal with the difficulty in predicting local popularity in the next cache replacement period, we model the user preference and request probability with Bernoulli mixture distribution and hence can estimate them separately. The simulation results demonstrate that the proposed policy can reduce the cache miss number, compared to the policies without any recommendation and without temporal-spatial recommendation.
I. INTRODUCTION
Proactively caching popular contents at the edge nodes of mobile networks can reduce end-to-end service latency, offload backhaul or even air-interface traffic, and improve energy efficiency [1] - [5] . Nevertheless, the gain from proactive caching at mobile edge highly depends on the user behavior in sending requests for contents, e.g., where, when and what requests are initiated. Under the assumption of perfectly-predicted file popularity, it is well known that the caching gain could be high if the file popularity is skewed and the gain will diminish if the request distribution among
The associate editor coordinating the review of this manuscript and approving it for publication was Mahdi Zareei. files is flat [3] , [4] , i.e., the users in a region request the files from a catalogue uniformly.
However, it has been reported by analyzing real datasets that the file popularity in a small region is not very peaky [6] . On the other hand, the local file popularity of a cell, which is the essential information of user behavior to optimize caching policy at base station (BS) and should be predicted before cache update, is never perfect due to the following reasons. The local file popularity depends on the group of users associated with the BS and the request probability of every user in the group [2] , [7] , [8] . In practice, a user may initiate a request for his preferred file in any time and any place, say when the user becomes aware of the file and has leisure time. Besides, the proactive cache update period (also called a time slot in the sequel interchangeably) is in general much longer than the interval between subsequent arrivals of users. As a result, the set of users in a cell may change drastically during a cache update period. This suggests that local popularity may be highly dynamic [9] even for the files with long life time. Further considering that the number of users in a cell sending requests for files in each time slot is limited [7] , directly predicting the time-varying local popularity with limited number of requests is not very accurate. The less skewed popularity and not-so-accurate prediction will inevitably compromise the promising gain of proactive caching at mobile edge.
One remedy for addressing the challenge is to improve the performance of popularity prediction or optimizing caching policy in a model-free manner [10] - [12] . In [10] , time-varying popularity caused by newly-arrived files is predicted with deep learning, where the content features are exploited to cope with the cold-start problem. In [11] , [12] , reinforcement learning was employed to optimize caching policy when popularity is time-varying either owing to the arrival of new contents or spatial-temporal variability of user demands. These works can enhance the caching gain even without knowing the popularity and even for files with fluctuating popularity. Unfortunately, they do not circumvent the difficulty in learning dynamic local popularity induced by user mobility, and are unable to retrieving the loss in caching gain induced by less skewed local popularity. To cope with the difficulty caused by mobile users, mobility-aware caching policies are proposed. By assuming user mobility pattern such as the serving BSs along the travel path and the sojourn time in every cell of a user, various objective functions for optimization are derived [13] - [17] . These works do not address the issue of non-peaky local popularity.
Another possible way is to shape the file popularity by incorporating recommendation with local caching [18] , noticing the fact that more and more user requests are stimulated by various recommendation systems. In practice, there are many reasons that a user does not request a file, say the user dislikes the file, or most probably, is unaware the file. Recommendation can help users aware of the availability of the files. In fact, recommendation systems are widely deployed by content providers to help users find their interested contents. For example, YouTube exhibits categories ''Trending'' and ''Recommended'' to users, which collect two categories of contents as recommendation [19] . ''Trending'' contains the contents that are most favored by the community (i.e., those with highest global file popularity), while''Recommended'' contains the customized contents that are most likely interested by an individual user. By recommending files to users that they are likely interested in, the stickiness of users can be improved, and the system revenue can be boosted with increased total trading volume, say by attracting users from other platforms. Recommendation can also shape user demand [20] , [21] . By adequately designing the recommendation policy, the file popularity could become more peaky.
Inspired by the fact that recommendation can make popularity more peaky, recently cache-friendly recommendation has been proposed for mobile edge caching systems [18] , [22] - [27] . A personalized recommendation policy together with a caching policy were optimized to maximize cache hit ratio in [18] , which recommends contents that are cached at the BS and also appealing to every user. In [22] , the cached files will be recommended if the originally requested file is not in cache, and the caching policy was optimized for BS to improve a ''soft cache hits'' ratio. In [23] , some cached files are recommended to a user despite that the cached files may not be preferred by the user, and the recommendation policy in one time slot was optimized. In [24] , files are proactively pushed to users, and personalized recommendation is integrated with proactive pushing to shape user demand in order to improve the cache efficiency. These recommendation or caching policies were optimized under the assumption that the impact of recommendation on the request probability of users is known, which is never true in practice. In [25] , this assumption is removed. Angreedy algorithm was proposed in [25] to learn the impact of recommendation on user requests via interactions with users, and then a joint recommendation and caching policy was optimized to maximize cache hit ratio. All these works that incorporating recommendation with caching do not consider user mobility since they assume that the user's location when sending request is fixed and known [18] , [23] - [26] , or the request probability of each user in each cell is known [22] . Besides, these works only optimize the policies for a single cache update period. In [27] , a Q-learning algorithm was proposed to perceive the file popularity after recommendation and the statistics of random arrival and departure of mobile users for designing caching policy, where cached files are recommended without taking user preference into account.
Mobile users in cellular systems may transverse across and send requests over multiple cells, where the requests may not be initiated uniformly among cells [28] . For a mobile user that receives a recommendation in one cell, he may initiate the request for the recommended file in another cell. Besides, the request processes of a user in multiple cache update periods are correlated, say, a user requesting a file in a cache update period usually will not repeatedly request the same file in the following periods, especially for videos. Therefore, recommendation affects the user requests not only in current but also in future time slots. Since the gain of caching at the BS depends on the local file popularity that relies on the users associated with the BS [2] , [8] , where and when a user initiates the request for files affects the cache efficiency. This suggests an alternative role of recommendation: mitigating the uncertainty of user behavior in terms when and where sending requests. By optimizing recommendation policy, it is possible to guide mobile users to send the requests for the same file in the same cell within the same cache update period.
In this paper, we integrate temporal-spatial recommendation into mobile networks with caching at BSs by 58520 VOLUME 7, 2019 harnessing the user mobility, aiming at improving cache efficiency but not violating user preference. We do not assume that the user behavior in term of requesting contents, accepting recommendation and mobility is known a priori. We resort to reinforcement learning to make the optimal decision for recommending and caching contents merely based on the historical user behavior. In [25] , a caching and personalized recommendation policy was optimized in a single time slot, and the user mobility among time slots is not taken into account. In [27] , a caching policy in a single cell was designed with Q-learning, where cached files (may not be preferred by every user) are recommended. Due to the focus on single time slot [25] or single cell [27] , temporal-spatial recommendation was not designed therein. To differentiate the impact of user mobility and newly-arrived files on dynamic local popularity, we consider fixed file catalogue. To differentiate the impact of recommendation on shaping the request distribution among cells and time slots from its impact on increasing the total number of requests in the network on caching efficiency, we minimize the cache miss number.
The major contributions are summarized as follows.
• We propose a model-free temporal-spatial recommendation strategy to guide mobile users initiating requests for their preferred files in proper time slots and cells. The strategy can improve cache-efficiency by making the local popularity more peaky without compromising user preference, and does not assume knowing user behavior information by using reinforcement learning.
• We introduce a Bernoulli mixture model to characterize the relation between user preference and request probability. This allows them to be learned separately. As a consequence, we no longer need to predict the dynamic local popularity explicitly and hence avoid the difficulty in prediction induced by limited user requests.
• We jointly optimize recommendation and caching policy by reinforcement learning. To reduce the state and action space, we equivalently decompose the original problem into three subproblems. The first is used to estimate user preference and the probability of a user requesting preferred file with or without recommendation. The second is to optimize caching policy for any given recommendation, and the third is to optimize recommendation policy with deep reinforcement learning.
The rest of this paper is organized as follows. In section II, we introduce system and user behavior model. In section III, we introduce the basic idea of temporal-spatial recommendation, and formulate the optimization problem for recommendation and caching policy. In section IV, we first provide a direct formulation of the caching and recommendation problem with reinforcement learning. To deal with the difficulty in solving the joint optimization problem by the direct formulation, we equivalently decompose the problem into three subproblems. We then estimate the user preference and request probability by introducing a Bernoulli mixture model. With the estimates, we optimize the caching policy, and finally optimize the recommendation policy with deep reinforcement learning. In sections V and VI, we provide simulation results to evaluate the performance of the proposed solution and provide the conclusions.
II. NETWORK AND USER BEHAVIOR MODEL
Consider a G-cell network, where each BS can cache N c files and is connected with a content server. The network operates in time slots. The duration of each time slot is defined according to the period of cache update (say, two or three hours).
Mobile users request the files from a content catalog, which contains N f files. Let UE u denote the uth mobile user. The mobility pattern of each user is characterized by a Markov process with probability transition matrix M ∈ R G×(G+1) . The (i, j)th element of M is the probability that a user in the ith cell at the beginning of a time slot will be located in the jth cell at the beginning of the next time slot. The elements in the last column of M are the probabilities that the users in different cells leave the network in a time slot. In each time slot, new users may enter the region covered by the considered network.
Users are with different preferences. Let p uf ∈ {0, 1} denote the preference of UE u for the f th file. If p uf = 1, UE u likes the f th file, and if p uf = 0, the user dislikes the f th file. A user only initiates requests for the files he likes, and does not request a file again after having requested the file.
At the beginning of each time slot, each BS chooses files to cache, and also recommends one or more files to the users associated with the BS that have not requested the files, aiming to guide users to request files in a cache-efficient way. The recommendation can be issued to a user by presenting the title or thumbnail of a file through an app. When a user receives the title of a recommended file (i.e., receives a recommendation), the user will request the file (i.e., accepts the recommendation) with high probability if he likes the recommended file. If a user receives a recommendation that he dislikes or has requested the file, the user simply ignores the recommendation.
To capture the impact of recommendation, we introduce two parameters a 1 and a 0 , which are respectively the request probability of a user when the user receives or does not receive a recommendation for a file the user preferred. Then, the probability that UE u requests the f th file during the tth time slot (i.e., the next request probability) can be expressed as
where r
uf ∈ {0, 1} denotes whether or not the f th file is recommended to UE u in the tth time slot. If the f th file is recommended to UE u in the tth time slot, then r (t) uf = 1, otherwise, r (t) uf = 0. Without any recommendation, a user requests a preferred file with probability a 0 . Since recommendation can improve the likeness of a user of requesting his interested files, a 1 > a 0 . VOLUME 7, 2019 We consider the policy that recommends the same group of files to all users associated with a BS in each time slot. In other words, the users associated with the BS receive the same recommendation, i.e.,
where
if is the set of users that are located in the ith cell at the beginning of the tth time slot and have not requested the f th file before, which depends on user mobility pattern (i.e., probability transition matrix M), and r (t) if ∈ {0, 1} denotes whether or not the ith BS recommends the f th file in the tth time slot.
Remark 1: To simplify the notations, in the sequel if 'r * f ' is with the index of user (i.e., u), it denotes whether or not the f th file is recommended to the user, and if r * f is with the index of BS (i.e., i or j), it denotes whether or not the f th file is recommended by the BS.
Users can only receive recommendation from the associated BSs at the beginning of each time slot, since the titles of the recommended files are only broadcasted once to users during a time slot. A user may receive a recommendation in one cell in a time slot but requests the recommended file in another cell during the same time slot. We use a matrix W to model the user mobility in the time slot when initiating requests. The (i, j)th element of W, w ij , is the probability that a user initiates request in the jth cell, under the condition that the user is located in the ith cell at the beginning of a time slot and initiates a request in the time slot.
The denotations to be used throughout the paper are listed in Table 1 .
III. PROBLEM FORMULATION
In this section, we first introduce the basic idea of the proposed recommendation policy. Then, we formulate the problem to optimize the recommendation and caching policy aimed to improve the cache efficiency without violating the preferences of the users.
A. BASIC IDEA OF TEMPORAL-SPATIAL RECOMMENDATION
To guide mobile users initiating requests for their preferred files in proper time and proper place, we can recommend proper files to users in proper time slots at proper BSs after learning user preference and mobility pattern implicitly.
The role of such temporal-spatial recommendation for reducing the uncertainty of user behavior is illustrated in Fig. 1 . The user likes file '1', and stays in the left cell in the first time slot and moves to the right cell in the second time slot. File '1' is cached at the BS in the left cell but is not cached at the BS in the right cell. Without recommendation, the user may request this file in the left cell or the right cell, or neither. Such randomness of user behavior reduces the cache efficiency, even if we can perfectly learn that the user likes file '1'. If the BS in the left cell recommends file '1' in the first time slot, then the cache efficiency can be improved by boosting the request probability from a 0 to a 1 . space domain, as illustrated in Fig. 2 . The subgraph in the left shows the request distributions in different time slots and cells without recommendation, which are fully driven by random user behavior. The subgraph in the right shows the reshaped request distributions by recommending one file, where majority requests in each time slot and each cell are for the same file. It is worthy to note that the reshaping only comes from shifting the time that users initiate requests by leveraging user mobility, rather than changing the preferences of users. By reshaping the temporal-spatial request distribution, the local file popularity in each cell is more skewed as illustrated in Fig. 2 , and hence the cache hit ratio can be improved.
B. FORMULATING RECOMMENDATION AND CACHING POLICY PROBLEM

Let n (t)
if denote the number of requests for the f th file during the tth time slot in the ith cell. Then, given the user preference and the set of users in each cell at the beginning of the tth time slot, the mean value of n (t) if can be obtained as
Only the users having not requested the f th file, i.e., the users inD
jf , are taken into account in (3). Then, when computing (3), only the preferences of users inD (t) f are needed. In practice, user preference p uf is unknown and unobservable. However, the possibility that UE u likes the f th file can be inferred from the historical requests of the user.
Let
uf } denote a request record for UE u at the tth time slot, where k
uf respectively denote the numbers of two kinds of time slots after UE u enters the network. In particular, UE u receives the recommendation for the f th file in overall k
uf time slots, while UE u does not receive the recommendation for the f th file ink (t) uf time slots, and (k
uf ) is the total number of time slots the user having stayed in the network until the tth time slot. 1 Given the request records for all users in the network and the set of users having not requested the f th file in every cell at the beginning of the tth time slot, the mean value of n
where E{·} and P{·} denote expectation and probability, respectively, and the average is taken over random user requests. The first equality is obtained according to the law of total probability, and the second equality is obtained upon substituting (3). The second summation in the second equality depends on the local file popularity of the jth cell in the tth time slot. Define the system cost in the tth time slot as the number of requests not hitting cache (i.e., cache miss number), which is
where c
if ∈ {0, 1} denotes whether or not to cache the f th file at the ith BS in the tth time slot. With a cache miss, the BS has to fetch a file from the content sever, which brings burden to the backhaul link and increases the end-to-end service latency to the user.
It seems more natural to optimize recommendation and caching policy towards maximizing cache hit ratio, i.e., the ratio of the number of requests for the cached file to the total number of requests. In this work, we minimize the cache miss number (we can also maximize cache hit number) rather than the cache miss ratio (or cache hit ratio). In this way, we can differentiate the impact of recommendation on mitigating the uncertainty of user behavior by guiding mobile users to send the requests for the same file in the same cell within the same time slot from the impact of recommendation on boosting the total number of requests in the network.
The rationale is explained in the following example. For ease of understanding, we consider one file, and divide the users interested in the file into two groups, denoted by A and B. Users in set A request the file when they are in the considered network while the users in set B do not request until they leave, as shown in Fig. 3 .
Recommendation can play the role of boosting the total number of requests by persuading users in B to send request before they leave, i.e., pulling them from B to A in this example. If we minimize the cache miss ratio, then the objective will be minimized by reducing the cache miss number (through reshaping request distribution) and by increasing the total number of requests. In [27] , how the caching efficiency is improved by increasing the total number of requests with recommendation has been investigated. In this work, we study the impact of recommendation on reshaping the temporal-spatial request distribution with fixed total request number. To this end, the value of the objective should not depend on the total number of requests. This motivates us to choose cache miss number as the objective function.
The interplay among recommendation, caching and system cost is presented in Fig. 4 . Because each user does not request a file repeatedly, the file requests in different time slots are correlated. If a user accepts a recommendation and requests the recommended file in a time slot, the user will not request this file in future time slots. In other words, the recommendation policy in a time slot affects the request processes in both current and future time slots. When designing the recommendation policy, we should consider its impact on both current and future request distributions. Furthermore, the system cost in a time slot depends on the request distribution and caching policy in the time slot. Hence, recommendation and caching policy should be jointly designed to minimize the average system cost (i.e., the average cache miss number) in current and future time slots.
The optimization problem in the τ th slot is formulated as
jf , ∀u, ∀j, ∀f
where γ ∈ [0, 1] is a discount factor to indicate how much we concern about the future system cost, and N r is the number of recommended files in each time slot. In the τ th time slot, only H jf can be observed. The conditional probability in the objective function denotes the possibility that the values of {k
uf } and the sets of U (t) jf appear in future time slots, which are unknown currently at the τ th time slot and depend on the recommendation policy, user requests and mobility in the duration between the τ th and the tth time slots. Then, given all possibilities of H (t) uf and U (t) jf , the policy π is used to choose recommended files and cached files in the tth time slot (t ≥ τ ), and the mean value of system cost can be computed. The expectation and probability are with the subscript π , indicating that they are computed given the policy π .
Problem (6a) can not be solved directly, because finding the conditional distribution
jf , ∀u, ∀j, ∀f is intractable even if M, W, p uf , a 0 and a 1 are perfectly known. Next, we present how to solve problem (6a) without the explicit distribution by resorting to reinforcement learning.
IV. DESIGN OF CACHING AND RECOMMENDATION POLICY
In this section, we first formulate the caching and recommendation problem with reinforcement learning in a straightforward manner. To deal with the prohibitive complexity of solving problem (6a) by the direct formulation, we decompose the problem into three sub-problems. One sub-problem is to estimate user preference and the request probability of a user when the user receives or does not receive a recommendation for a file the user preferred, with the request records. With these estimates, the optimization of caching and recommendation policies can be decoupled. The other two sub-problems respectively optimize caching policy and recommendation policy, based on the estimated user preference and the request probability.
Q-learning is a well-known reinforcement learning algorithm to minimize long-term system cost by designing the policy, which is a mapping from state to action [29] . For problem (6a), H uf , U jf , ∀u, ∀j, ∀f can be treated as state s and c jf , r jf , ∀j, ∀f can be treated as action a. Then, the optimal caching and recommendation policy is a mapping below π : H uf , U jf , ∀u, ∀j, ∀f → c jf , r jf , ∀j, ∀f ,
where the upperscript (t) is omitted since the policy is stationary.
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The key element in Q-learning is Q-value, Q(s, a), denoting the estimated long-term cost when taking action a under state s and then taking the best actions under the subsequent states. After learning the Q-function, the optimized policy can be obtained as
According to the law of total probability in the form of expectation, the objective function in problem (6a) can be rewritten as
jf , ∀u, ∀j, ∀f . (9) Then, given the state s and the action a in the current time slot τ , the Q-function can be defined as
where the first equality equals to the objective function in problem (6a) when first taking action a under state s and then taking the best actions under the subsequent states, the second equality is obtained from the Bellman optimality equation [29] , the superscript of o (τ ) is omitted for notational simplicity, and s and a denote the state and the action in the next time slot. The recursive form in (10) indicates that the Q-function can be solved by minimizing the following loss function [29] ,
which is actually the mean squared errors of Q-function. Note that herein Q(·) is not the exact Q-function. l can be minimized with sample-based stochastic gradient descent, without the need for the explicit expression of the conditional distribution
jf , ∀u, ∀j, ∀f . Once the Q-function is obtained by minimizing l, the policy can be optimized from (8) .
However, when the numbers of cells, users and files are large, both the action space and state space in such direct formulation are huge. Moreover, since the defined state includes H uf for all users in the network in each time slot and users arrive randomly, the state dimension is a random variable. Fortunately, both the action space and state space can be reduced by reexamining the problem.
The action space can be reduced by decoupling caching policy from the recommendation policy. This can be accomplished without loosing the optimality of the original joint optimization problem when the values of p uf , a 0 , a 1 , and w ji are known. This can be explained as follows. Recall the interplay among recommendation, caching and system cost as in Fig. 4 . Caching policy only affects the system cost in current time slot whereas does not affect the request process in the long run, but recommendation policy affects both the cost and the requests in current and future time slots. Thus, given any recommendation policy, the request distribution is fixed. This indicates that the optimal caching policy can be easily obtained for any given recommendation policy in each time slot. After substituting the optimized caching policy to the objective function (if we have the explicit expressions), we can optimize the recommendation policy.
The state space can be reduced by having a closer look at the role of H uf and U jf in the previously defined state. In fact, file popularity in each cell is implicitly reflected in H uf and U jf , which is the essential information used to optimize the caching policy and the recommendation policy for all users in each cell. This suggests that we can define the local file popularity in each cell as the state, which has a much smaller dimension than the previously defined state.
w ji can be estimated by frequency count. It can be computed as the number of users that stay in the jth cell at the beginning of a time slot and request a file in the ith cell during the time slot divided by the number of users that stay in the jth cell at the beginning of this time slot.
In what follows, we first estimate p uf , a 0 and a 1 with H uf . Based on the estimation, we can optimize the caching policy under any recommendation policy. Finally, we optimize the recommendation policy from a re-formulated reinforcement learning problem with a local popularity-related state.
A. ESTIMATING USER PREFERENCE AND REQUEST PROBABILITY
The basic idea to estimate user preference is first introducing a notion of public preference of all users in the network as a prior and then using the request record of a user to obtain the posterior probability as the estimated preference of the user.
In particular, we can treat user preferences as random samples, and the preference of each user to a file (e.g., p uf ∈ {0, 1}, ∀u) is a sample from Bernoulli distribution. Define the parameter of such a Bernoulli distribution for each file (say the f th file) as the public preference to the f th file, denoted VOLUME 7, 2019 by p f , which is the mean value of the preferences of users in the network for the file. The larger the value of p f is, the more users like the f th file. This is inspired by the observation in recommendation problems that file popularity is the average user preference [20] .
Further noticing the fact that a user may request a preferred file in any time, the user request can be modeled as an Bernoulli mixture distribution, as shown in Fig. 5 . The hidden variable p uf is sampled according to the Bernoulli distribution with mean value of p f . Given p uf = 1, whether or not UE u requests the f th file in the tth time slot is a random variable following another Bernoulli distribution controlled by a 0 and a 1 , which is with the probability of a
uf . In such a model, a 0 , a 1 and p f are model parameters that need to be estimated, where p f can be treated as a prior for the preferences of all users in the network. With the request record of a certain user, we can estimate the preference of the user as the posterior probability that p uf = 1. With the estimated values of a 0 and a 1 , the next request probability a (t) uf can be obtained by (1).
Remark 2:
The relationship between global file popularity and public preference is explained as follows. In the literature of caching in mobile networks, file popularity is usually modeled as Zipf distribution, i.e., the request probability from all users for the f th file is q f = f −β / N f f =1 f −β , where β is a skewness parameter. For any number of users (say N ), if the users only request their preferred files, then the average number of requests for the f th file from all users can be obtained as Np f , and there are in total N f p f requests for all files from these users. Hence, the ratio of the number of requests for the f th file to the number of requests for all files is p f / f p f , which is an accurate estimate of q f by frequency count. This indicates that p f can also reflect the file popularity. Yet unlike q f , the summation of p f over all files in the catalogue is not equal to one, therefore we do not call it file popularity to avoid confusion. The difference of p f and q f lies in that they are defined from different perspectives. q f is from the perspective of requests, which indicates the possibility that a given request is for the f the file. p f is from the perspective of users, which reflects the possibility that a given user likes the f th file. Since we decide the caching and recommendation policy according to the preferences of users, we use p f to reflect the global file popularity.
Denote the estimate of the public preference for the f th file p f asp f . Denote the estimate of the request probabilities of a user when the user receives or does not receive the recommendation of a file the user preferred byâ 0 andâ 1 .
For UE u where u ∈D f , under the condition that UE u likes the f th file, the probability that UE u does not request the f th file in k uf time slots with recommendation is
and the probability that UE u does not request the f th file in k uf time slots without receiving recommendation is
Then, the probability that UE u likes the f th file but has not requested the file yet (in the past k uf time slots when the user receives recommendation and hence becomes aware of the file andk uf time slots when the user does not receive the recommendation of the file) iŝ
The probability that UE u dislikes the f th file is
Therefore, the probability that UE u does not request the f th file in overall (k uf +k uf ) time slots iŝ
According to the Bayesian formula, the posterior probability that UE u likes the f th file iŝ
wherep uf ∈ (0, 1), which can be regarded as the estimated user preference. It is the probability of p uf = 1 given the request record, i.e.,
uf in (4). Next, we use maximum likelihood criterion and Expectation Maximization algorithm to estimate the model parameters a 0 , a 1 and p f . We first derive the likelihood function of these parameters for all users.
The likelihood function for UE u , u ∈D f can be directly obtained as the logarithm of (16) . Then, we only need to focus on the likelihood function for UE u , u ∈ D f , where D f denotes the set of users having requested the f th file.
Since users do not repeatedly request files (in other words, the probability that a user does not request a file after having requested the file is one), we only concern the time slots before and when UE u requests the f th file. For u ∈ D f , let k uf andk uf denote the number of time slots before UE u requests the f th file, during which the file has and has not been recommended to UE u , respectively. 2 In the time slot when UE u initiates the request to the f th file, we use ξ uf = 1 to denote that the f th file has been recommended to the user. Otherwise, ξ uf = 0. With these denotations, the probability that UE u has not requested the f th file over past (k uf +k uf ) time slots (i.e., k uf time slots with recommendation andk uf time slots without recommendation) and initiates the request in current time slot iŝ
The likelihood function for UE u , u ∈ D f can be obtained as the logarithm of (18) . Then, the likelihood function for all users can be obtained as
The estimate ofp f ,â 0 andâ 1 can be obtained by maximizing the likelihood function. However, it is hard to verify whether L p 1 , · · · ,p N f ,â 0 ,â 1 is concave because of the large number of variables. We introduce a concave lower bound of the likelihood by applying the Jensen's inequality in probabilistic form, i.e., φ(E[y]) ≥ E[φ(y)] for any concave function φ(·) and any random variable y.
To this end, we first rewrite the second term of L p 1 , · · · ,p N f ,â 0 ,â 1 and introduce an auxiliary variable x uf to represent a probability.
By setting the log function as φ(·), setting a random variable that equals top
with probability x uf and equals to 1−p f 1−x uf with probability 1 − x uf as y, from (19) we obtain
According to the Jensen's inequality, the equality holds when the following condition is truê
By rearranging (21) and applying (17), we obtain
i.e., the lower bound can be achieved if the auxiliary variable is equal to the estimate of user preference. The value of the likelihood function can be increased by alternately computing the lower bound L LB (·) based on the current estimation ofp uf and updating the estimate ofp uf by maximizing L LB (·). The two steps are also known as ''Expectation'' step and ''Maximization'' step in Expectation Maximization (EM) algorithm [30] .
Given x uf =p uf , the estimates of the model parameterŝ p f ,â 0 andâ 1 that maximize the lower bound L LB (·) can be obtained by letting the partial derivatives of L LB (·) with respect top f ,â 0 andâ 1 respectively equal to zero, which are respectivelŷ
The ''Expectation'' and ''Maximization'' steps can be summarized as:
• Update x uf with (17) to obtain the lower bound L LB (·).
• Updatep f ,â 0 andâ 1 with (23), (24) and (25) to maximize the value of L LB (·). When alternately iterating the two steps, the likelihood function is non-decreasing and hence at least a local optimum can be obtained [30] . With the estimated modelling parameterŝ p f ,â 0 andâ 1 , user preferencep uf can be estimated from (17) and the request probability in the next time slot can be estimated from (1) after knowing the recommendation action.
B. OPTIMIZING CACHING POLICY
According to previous analysis in this section, for arbitrarily given recommendation policy, the optimization of caching policy in different time slots can be decoupled. The problem to optimize caching policy in each time slot under any given recommendation policy, π c , can be obtained from problem (6a) as
Since the optimization is in current time slot, both H (t) uf and U (t) jf are known, hence there is no need to compute their probabilities as in the objective function of problem (6a).
For problem (26) , it is easy to find that the optimal solution is caching the N c mostly requested files in each cell, i.e.,
With the estimates of p uf , a 0 and a 1 , and the estimate of w ji obtained with frequency counting, the value of E n
jf , ∀u, ∀j can be obtained with (4).
C. OPTIMIZING RECOMMENDATION POLICY WITH DRL
Since the same files are recommended to the group of users in each cell, when deciding which files to recommend in a cell, the preferences of the group of users should be taken into account. Define the aggregated preference to the f th file from all users in the ith cell in the tth time slot as
which can reflect the estimated local file popularity of the ith cell.
In section IV-A, H
uf is used to estimate user preferencê p uf . In (28) , bothp uf and U 
s.t. :
The recommendation policy π r is a mapping of { p if , ∀i, ∀f } → {r if , ∀i, ∀f }. Again, the upperscript (t) is omitted since the policy is stationary as in the direct formulation in (7).
{ p if , ∀i, ∀f } can be defined as the state to design π r . Recall that in the directly formulated reinforcement learning problem the state is H uf , U if , ∀u, ∀i, ∀f , which indirectly reflects the local file popularity. Compared to the state in the direct formulation, { p if , ∀i, ∀f } has fixed dimension that is not affected by the random number of users, and is a compact representation for the system state.
By setting {r if , ∀i, ∀f } as the action, denoted as a r , Q-learning can be applied to solve problem (29) . The 
Q-function can be denoted by
where E r if [·] denotes that the expectation is computed given the recommended files in the τ th time slot. The loss function for learning the Q-function is
As stated before, herein Q(·) is not the exact Q-function. The re-formulated reinforcement learning problem with reduced state and action dimension is still intractable owing to the curse of dimensionality. In the sequel, we consider two ways to further reduce the complexity.
We first introduce a candidate file set, denoted as L, from which the recommended files are chosen. Because only few files are interested by the majority of users and are requested frequently, the candidate file set can be obtained by finding the N l files with largest values ofp f . In this way, the dimension of the state space is N l · G and the number of possible actions is (C N r N l ) G , which however are still too large to solve by Q-learning.
Inspired by the success of Deep Q-Network [31] , we use neural network to approximate Q-function. Two neural networks with the same structure are used to respectively approximate Q { p if }, {r if } and Q { p if }, {r if } in (31). These two networks are also known as behavior network and target network, since Q-learning is an off-policy. The behavior network is used to generate the action in order to perceive system feedback, while the target network is the representation of Q-function for the optimal recommendation policy. The considered neural network structure is shown in Fig. 6 , which contains five fully connected layers. Denote the parameters of behavior and target networks by θ and θ , respectively. By first treating θ as constant, sample based stochastic gradient descent is used to update θ through minimizing l. The gradient of loss function in terms of θ is With probability randomly choose N r files from the candidate list L, otherwise choose the recommended files according to (33) . 5: Choose the cached files according to (27) , i.e., optimizing the caching policy. 6: Observe the reward {o if }, and update the estimate of user preference to generate the next state { p if } via the EM algorithm in subsection IV-A. Sample d transitions from the replay buffer, and update θ with learning rate α and stochastic gradient ∂l/∂θ: θ ← θ − α d ∂l/∂θ.
9:
Update θ ← θ each C steps, and set { p if } ← { p if }. 10 : end for where the Q-function is with the subscript of θ or θ to differentiate whether it is approximated by the behavior or target network.
Owing to the strong correlations between the consecutive samples, learning directly from the sequentially generated samples leads to low efficiency. To randomize the samples to update θ , we introduce a replay buffer (as done in [31] ) to collect the most recently generated D samples, and then uniformly select d samples from it to calculate the gradient in (32) . Along with the update of θ , θ is periodically updated with the value of θ . In this way, the target network can be regarded as a slow-learning version of the behavior network. As verified in [31] , introducing the target network can significantly improve the stability of learning process.
The learning process for the recommendation policy is summarized in Algorithm. 1, where the randomly generated recommendation in step 4 is also known as ''exploration'' in reinforcement learning field [29] . The caching policy in subsection IV-B and the EM algorithm in subsection IV-A are incorporated in steps 5 and 6. During the learning process, the user preference is re-estimated because new request record is obtained in each time slot t, and the user preference can be estimated more accurately with the updated request record. After learning the Q-function, the optimized policy can be obtained as
Remark 3: By modeling user requests as Bernoulli mixture distribution as in Fig. 5 , we can differentiate user preference and the next request probability. As a consequence, the caching policy depends on the estimated preference and the next request probability of the users sending requests in a cell, as shown in (27) and (4), and the recommendation policy depends on the aggregated preference reflecting the estimated local file popularity, as shown in (33) and (28) . The user set U (t) if in (4) and (28) can be obtained at the tth time slot without the need of estimation. The user preference and the request probability of a user for a preferred file can be estimated at the core network rather than a BS, which can gather more historical request records of each user. In this way, the problem of hard to estimate local popularity owing to small population in each cell is circumvented.
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed policy via simulations.
We consider a three-cell network, i.e., G = 3. Considering that there are no open real datasets available to reflect the user request behavior before and after recommendation, we generate user requests as follows. The content catalog contains N f = 200 files. User preference p uf ∈ {0, 1} is generated by sampling from a Bernoulli distribution with parameter p f . As explained in Remark 1, p f is proportionable to q f , which follows Zipf distribution with parameter β. In the simulation, we set the average number of files liked by a user, i.e., f p f , as 10 and set the skewness parameter β as 0.6 [6] . Then, we have p f = 10 · f −0.6 / f f −0.6 . The request probability is set as a 0 = 0.1 and a 1 = 0.4. This is motivated by the experimental result in [32] , which shows that the number of users watching a movie after recommendation is four times more than the number of users watching the movie without recommendation. The probabilities in terms of user mobility and request location are set as The users' arrival is modeled as Poisson process with average arrival rate λ = 20 users/slot/cell. This setup will be used in the sequel unless otherwise specified.
In the considered neural network, the second, third and fourth layers are composed of 400, 300 and 100 neural units with ReLU [33] activation function. The probability of random recommendation in step 4 of Algorithm 1, i.e., , is set as max[20000/(20000+t), 0.05]. At the beginning of training, is large to obtain diverse samples, while at the end of training it is small to reduce the cache miss number. The discount factor is set as γ = 0.99. Due to limited computing resources, we only roughly adjust the hyper-parameters without fine tuning every hyper-parameter.
The proposed recommendation and caching policy (with legend of 'DRL') is compared with the following baselines, which differ in recommendation. In all the baselines, the caching policy is the same as the proposed method, where the cached files are selected according to (27) . • Random recommendation (with legend 'Random'): To show the gain from optimizing the temporal-spatial recommendation policy according to user mobility, this policy simply chooses N r files randomly from the candidate file list to recommend.
• No recommendation (with legend 'w/o R'): To show the gain from recommendation, this policy does not recommend files.
• Global recommendation (with legend 'Global'): This policy recommends the N r files with largest value ofp f , i.e., the recommended files for all users in the network are chosen according to the estimated public preference reflecting the estimated global file popularity.
• Local recommendation (with legend 'Local'): This policy recommends the N r files with largest value of p if , i.e., the recommended files for the users in each cell are chosen according to the aggregated preference reflecting the estimated local file popularity.
Remark 4:
We do not compare with the recommendation policies in literature due to the different settings as explained in the introduction. For example, the policies in [18] , [25] are optimized under the assumption that the user location to request a file is fixed and known a prior whereas in the considered system user location follows Markov process and can not be obtained when deciding recommendation. In [22] , the recommendation is carried out after a user requests a file, and the recommendation may change the user preference, which is very different from our work.
In Fig. 7 , we evaluate the estimation accuracy of the model parameters p f , a 0 and a 1 , which are obtained by iterating between ''Expectation'' and ''Maximization'' steps for 1, 10 or 50 times in each time slot. The vertical axis is the relative error of each estimate, i.e., |a 0 −â 0 |/a 0 forâ 0 , |a 1 − a 1 |/a 1 forâ 1 and max f |p f −p f |/p f forp f . Since enumerating the relative error ofp f for all files is tedious, we only provide the maximum relative error among files. The curves are not smooth because in each time slot new requests are collected to generate request record and hence the likelihood function changes. We can see that with larger number of iterations, a 0 and a 1 can be estimated faster, but the estimation accuracy is improved little with iterations.
In Fig. 8 , we show the caching gain from recommendation and the proposed temporal-spatial recommendation, as well as the impact of the size of candidate file set, the cache size and the number of recommended files. To this end, we compare the performance achieved by the proposed solution with the first two baselines, and consider two cases where the state dimension and action numbers are respectively small and large. In the left sub-figure, we set N l = 4, N c = 2, and N r = 1, then the dimension of state and the number of possible actions are 4 · 3 = 12 and (C 1 4 ) 3 = 64, respectively. In the right sub-figure, we set N l = 6, N c = 4, N r = 2, then the dimension of state and the number of possible actions are 6 · 3 = 18 and (C 2 6 ) 3 = 3375, respectively. The average cache miss number of each time slot is obtained by averaging over most recent 1000 time slots in the past, where the cache miss number is the number of requests for the candidate files that is not cached in each time slot. It is shown that the simple recommendation policy, i.e., random recommendation, can also reduce the cache miss number compared with 'w/o R'. This is because all the candidate files are globally popular in the network so that users have high probability to request them in the long term. 'DRL' is superior to 'Random' in both configurations, which justifies the necessity of reshaping the request distribution by harnessing user mobility. To show the impact of estimation errors of user preference and aggregated preference, we also provide the results of ''ground truth'', where their true values are used for obtaining the caching policy and recommendation policy. It is shown that the performance degrades little from the estimation errors.
In Fig. 9 , we show the impact of user mobility pattern on the performance of the proposed solution and the four baselines. To this end, we consider the following two cases a file repeatedly, continuously recommending the file is of no use. For 'Local', the recommendation is made according to the aggregated preference reflecting estimated local file popularity at the beginning of each time slot. The users may move during a time slot and request the recommended files in other cells, rather than the cell to receive recommendation. As a result, the performance of 'Local' is inferior to the performance of 'Random' in the cases of patterns '1' and '2'.
In Fig. 10 , we show the impact of the request probability of a user when the user receives the recommendation of a preferred file, a 1 . A larger value of a 1 indicates that the recommendation has larger impact on the request probability. The value of a 1 depends on many factors, say how a recommendation is presented to users. For example, by explaining the reason behind a recommendation, the results in [32] demonstrate that nearly four times more users are convinced by the recommendation to watch a movie, compared to the number of users that watch a preferred movie without recommendation. As expected, the performance gains of 'Random', 'Local' and 'DRL' over 'w/o R' and 'Global' grow with the value of a 1 . Compared with 'w/o R', the gain of 'DRL' in terms of reducing the cache miss number ranges from 35% to 66% (i.e., the number is reduced to from 65% to 34 % of those achieved by 'w/o R').
VI. CONCLUSIONS
In this paper, we proposed a temporal-spatial recommendation policy to facilitate caching at BS without compromising user preference by harnessing the mobility pattern of users. By further introducing a Bernoulli mixture model to characterize the relation between user preference and the next request probability, whose model parameters can be estimated with Expectation Maximization algorithm, the difficulty in estimating local popularity is avoided. Then, with the estimated user preference and the estimated request probability for an interested file with and without recommendation, the optimal caching policy was obtained for any recommendation policy, and a deep reinforcement learning algorithm was developed to obtain the optimal recommendation policy. VOLUME 7, 2019 Simulation results demonstrated that the proposed policy can improve the caching gain in terms of reducing the cache miss number, compared to the policies without recommendation and with random recommendation for popular files. 
