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RIGIDITY AND FLEXIBILITY OF ISOMETRIC EXTENSIONS
WENTAO CAO AND DOMINIK INAUEN
Abstract. In this paper we consider the rigidity and flexibility of C1,θ isometric
extensions and we show that the Ho¨lder exponent θ0 =
1
2
is critical in the following
sense: if u ∈ C1,θ is an isometric extension of a smooth isometric embedding of a
codimension one submanifold Σ and θ > 1
2
, then the tangential connection agrees
with the Levi-Civita connection along Σ. On the other hand, for any θ < 1
2
we can construct C1,θ isometric extensions via convex integration which violate
such property. As a byproduct we get moreover an existence theorem for C1,θ
isometric embeddings, θ < 1
2
, of compact Riemannian manifolds with C1 metrics
and sharper amount of codimension.
1. Introduction
Let (M, g) be an n-dimensional compact smooth Riemannian manifold and m >
n. Recall that an isometric embedding of (M, g) into (Rm, e) is an injective C1 map
u :M →֒ Rm such that u♯e = g. Here, e is the Euclidean metric and u♯e denotes the
pullback metric on M. In local coordinates this amounts to the system of partial
differential equations
m∑
k=1
∂uk
∂xi
∂uk
∂xj
= gij (1.1)
for 1 ≤ i, j ≤ n, where g = gijdx
idxj using summation over repeated indices. Since
g is symmetric, (1.1) is a system of n∗ =
n(n+1)
2
equations. Classical results in
differential geometry state that sufficiently regular isometric embeddings are often
rigid. For example, given a metric g with positive Gaussian curvature on the sphere
S2, the only1 isometric embedding u : (S2, g) →֒ R3 which is C2 is the standard
inclusion (cf. [13,26]). On the other hand, the celebrated Nash–Kuiper theorem (cf.
[33,35,37]) implies that such spheres can be isometrically embedded into arbitrarily
small balls of R3 if one only requires the embedding to be C1. A natural question is if
there exists a threshold regularity which distinguishes these two drastically different
behaviours.
Date: October 2, 2020.
2010 Mathematics Subject Classification. 53B20, 53A07, 57R40, 35F60, 58B20.
Key words and phrases. rigidity, flexibility, isometric extension, convex integration, second fun-
damental form.
1upto rigid motions
1
2 W. CAO AND D. INAUEN
As shown in [1, 2, 4, 36] and [12], isometric embeddings u ∈ C1,θ of positively
curved surfaces into R3 remain rigid for θ > 2
3
. On the other hand, the flexibility of
isometric embeddings granted by the Nash–Kuiper theorem also holds for isometric
embeddings u : (Mn, g) →֒ Rn+1 of compact n-dimensional manifolds whenever
u ∈ C1,θ with θ < 1
1+n+n2
for n ≥ 3 (cf. [3, 11, 12]), and with θ < 1
5
for n = 2 (cf.
[11,15]). The threshold exponent has been conjectured to be θ = 1
2
(see [16,20,22]).
In [16], the authors showed that when u ∈ C1,θ(Mn,Rn+1) is an isometric embed-
ding with θ > 1
2
, a weak notion2 of tangential connection can be defined and that
it agrees with the Levi-Civita connection. On the other hand, for every θ < 1
2
they
constructed isometric embeddings u ∈ C1,θ of portions of the 2-sphere for which such
property fails. Thus, for this particular example, the result in [16] gives a geometric
illustration of the criticality of the Ho¨lder exponent θ = 1
2
.
In this paper we generalize the result in [16] to a more general setting, using
methods from [11] for the construction of global C1,θ regular isometric embeddings.
As in [16], the maps violating the previously mentioned weak form of rigidity are
produced by extending an already isometric map f : Σ → Rm, where Σ ⊂ M is a
co-dimension one submanifold, to an isometry on (a neighborhood of Σ in) M by
means of a convex integration process.
However, extending an isometry is not always possible. The problem of such an
extension was first considered by Jacobowitz in [30] in the high-regularity and high
co-dimension setting. He gave a necessary condition on the second fundamental
forms of ι : Σ →֒ M and f : Σ → Rm for the existence of a C2 extension u : M →֒
Rm. He also found a sufficient condition, which turns out to be almost necessary
and which can be stated as that the image f(Σ) shall be “more curved” than Σ.
Besides, as discussed in [10,30], isometric extension can also be viewed as a Cauchy
problem for isometric embeddings and certain non-degeneracy conditions on the
curvature are important to prove the existence of a sufficiently smooth solution (for
local extensions from a point resp. a curve on 2-dimensional manifolds, see [23, 34]
resp. [9,21,24,32]). The existence of isometric C1 extensions in low co-dimension was
then investigated in [28]. The authors showed that Jacobowitz’ obstruction for C2
extensions is also an obstruction for C1 extensions and found a sufficient condition
(similar to the one in [30]) for one-sided extensions. Under such a condition they
proved an existence theorem for isometric C1 extensions analogous to the Nash–
Kuiper theorem. This was then locally improved to the C1,θ category for θ < 1
1+n+n2
in [10].
In this paper we show that, under the same condition, we can find isometric
extensions with regularity C1,θ for θ < 1
2
, for which the tangential connection does
not agree with the Levi-Civita connection along the submanifold Σ.
To precisely state our results let us introduce our setting. We consider a smooth,
compact, orientable n-dimensional manifold M equipped with a C1 Riemannian
metric g and an orientable submanifold Σ ⊂ M of co-dimension one. Suppose
2this weak notion agrees with the classical notion along curves where the embedding is C2
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that f : Σ → Rm is a smooth isometric embedding for some m > n and denote
by L : Γ(TΣ) × Γ(TΣ) → C∞(Σ) the (scalar) second fundamental form of the
embedding ι : Σ →֒ M, and by L¯ : Γ(TΣ) × Γ(TΣ) → Γ(f ∗Nf(Σ)) the second
fundamental form of the embedding f . In [28] Hungerbu¨hler–Wasem showed that a
sufficient condition for the existence of a C1 one-sided isometric extension (cf. [28] for
the definition) of f : Σ → Rm is that there exists a smooth vectorfield µ : Σ → Rm
satisfying
(i) µ(p) ∈ Nf(p)f(Σ),
(ii) |µ(p)| = 1,
(iii) 〈µ(p), L¯(·, ·)〉 − L(·, ·) is positive definite on TpΣ.
(1.2)
Here, 〈·, ·〉 denotes the Euclidean scalar product. Under this assumption we will
be able to extend the isometric embedding f to some neighborhood of Σ which is
best described by the exponential map. Let ν ∈ Γ(NΣ) be the unique unit normal
vectorfield respecting the orientation of Σ in M. Since Σ is compact, there exists
ǫ0 > 0 such that F : Σ×]− ǫ0, ǫ0[→M given by
F (p, t) = expp(tν(p)) (1.3)
is a diffeomorphism. For ǫ ≤ ǫ0 we then call Σ
+
ǫ := F (Σ × [0, ǫ[) a one-sided
neighborhood of Σ in M. Lastly, we let
Iθm(Σ
+
ǫ ) = {v ∈ C
1,θ|v : (Σ+ǫ , g) →֒ R
m is an isometric embedding with v|Σ = f}.
Now we are in a position to state our results. One of our main results concerns
the rigidity and flexibility of C1,θ isometric extensions.
Theorem 1.1. Let Σ be a codimension one oriented submanifold of the compact
Riemannian manifold (M, g), where g ∈ C1, and let ν be the unique unit normal
vectorfield respecting the orientation. Suppose moreover that f : Σ → Rm is an
isometric embedding satisfying (1.2) and let X ∈ Γ(TΣ) be any vectorfield tangent
to Σ. Then the following holds.
(1) If θ > 1
2
, m ≥ n + 1, and u ∈ Iθm(Σ
+
ǫ ), then 〈du(ν), L¯(X,X)〉 = L(X,X).
(2) For any θ < 1
2
, m ≥ n + 2n∗, there is ǫ > 0 and u ∈ I
θ
m(Σ
+
ǫ ) such that
〈du(ν), L¯(X,X)〉 > L(X,X).
The proof of part (1) follows directly from the corresponding one in [16]. Roughly
speaking, the difference of (2) to the corresponding part in [16] is that it is of global
instead of local nature. Therefore we adapt the method introduced in [11] for the
construction of global C1,θ isometric embeddings to our needs. In particular, to get
the regularity C1,θ, θ < 1
2
, we need a more subtle decomposition lemma (see Lemma
3.3), as used in [16,31]. This however leads to some technical difficulties due to the
different type of cut-off functions used in [11] as compared to [16]; they are resolved
in Proposition 4.1.
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The iteration technique used in the proof of part (2) has its origin in Nash’s orig-
inal construction [35]. The latter inspired the more general framework of convex in-
tegration, which remarkbly also found application in the question of non-uniqueness
of fluid mechanic equations and led for example to the resolution of Onsager’s con-
jecture [5–8, 17–19, 29].
One of the main building blocks of the proof of Theorem 1.1 (2) is the iteration
Proposition 4.2. With it we can easily prove our second result, the existence of
global isometric embeddings of compact manifolds with C1 metric.
Theorem 1.2. Let (M, g) be an n-dimensional compact manifold, n ≥ 2, with C1
metric g. For any θ < 1
2
, there exist infinitely many C1,θ isometric embeddings
u : (M, g) →֒ Rn+2n∗ .
Note that our target dimension in Theorem 1.2 is n + 2n∗ = n(n + 2), which is
much smaller than the dimension 2n+3(n+1)(n2+n+2) in [31] for the case where
the metric is of class C1, i.e. β = 1 in [31].
The remaining part of the paper is organized as follows. We prove Theorem 1.1 (1)
in Section 2; it is basically already contained in [16]. The main part of the paper
is then devoted to proving Theorem 1.1 (2). We first introduce some notations and
useful lemmas in Section 3. We then prove the most important building block, an
iteration proposition, in Section 4. With it we are able to show Theorem 1.1 (2)
and Theorem 1.2 in Section 5 and Section 6 respectively.
2. The proof of Theorem 1.1 (1): Rigidity part
Recall that for a smooth isometric embedding u : M →֒ Rm, a curve γ : [0, 1]→
M and a vectorfield X ∈ Γ(TM) it holds by Gauss’ formula(
d
dt
∣∣∣
t=t0
du(X)(γ)
)⊺
= du
(
∇Mγ˙(t0)X
)
for t0 ∈ [0, 1]. Here,
⊺ denotes the orthogonal projection onto Tu(M) ⊂ Rm.
Thus, in particular, if ν ∈ Γ(TM), then
〈
d
dt
du(X)(γ), du(ν)(γ)〉 = 〈du
(
∇Mγ˙(t)X
)
, du(ν)(γ)〉 (2.1)
holds on [0, 1]. In Proposition 2.2 of [16], the authors show that the lefthandside of
the latter equation is welldefined as a distribution whenever u ∈ C1,θ for θ > 1/2,
and that (2.1) still holds.
From this, part (1) of Theorem 1.1 follows easily. Let X ∈ Γ(TΣ), p ∈ Σ and
γ : [0, 1] → Σ with γ(0) = p, γ˙(0) = Xp. Let moreover ν ∈ Γ(TM) be the unique
unit normal to Σ respecting the orientation. Since u = f on Σ and f is smooth,
the function du(X)(γ) : [0, 1] → Rm is smooth, so that (2.1) holds as a pointwise
equality of continuous functions even if u is only C1,θ with θ > 1
2
.
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With the help of the Gauss formula for the smooth embeddings f : Σ → Rm,
ι : Σ →֒ M we then find
〈dup(ν), L¯p(X,X)〉 = 〈dup(ν),
d
dt
∣∣∣
t=0
du(X)(γ)〉 = 〈dup(ν), du
(
∇Mγ˙(0)X
)
〉
= g
(
νp,∇
M
XpX
)
= Lp(X,X)
since u is an isometry.
3. Preliminaries
In this section we introduce some notations, function spaces and basic lemmas
which are needed for the proof of the flexibility part of Theorem 1.1.
3.1. Ho¨lder Norms and interpolation. Let Ω ⊂ Rn be an open set. In the
following, the maps f can be real valued, vector valued, or tensor valued. In every
case, the target is equipped with the Euclidean norm, denoted by |f(x)|. The Ho¨lder
norms are then defined as follows:
‖f‖0 = sup
Ω
|f |, ‖f‖m =
m∑
j=0
max
|β|=j
‖∂βf‖0, ,
where β denotes a multi-index, and
[f ]θ = sup
x 6=y
|f(x)− f(y)|
|x− y|θ
, [f ]m+θ = max
|β|=m
sup
x 6=y
|∂βf(x)− ∂βf(y)|
|x− y|θ
, 0 < θ ≤ 1.
Then the Ho¨lder norms are given as
‖f‖m+θ = ‖f‖m + [f ]m+θ.
We recall the standard interpolation inequality
[f ]r ≤ C‖f‖
1− r
s
0 [f ]
r
s
s
for s > r ≥ 0 and the Leibniz rule
‖fg‖r ≤ C(r)(‖f‖r‖g‖0 + ‖f‖0‖g‖r). (3.1)
We also collect two classical estimates on Ho¨lder norms of compositions in [31].
Lemma 3.1. Let Ψ : Σ1 → R be a function and u, v : R
n → Σ1. Then for any
r, s ≥ 0, it holds
‖Ψ ◦ u‖r ≤ C(r)(‖Ψ(·)‖r‖u‖
r
1 + ‖Ψ(·)‖1‖u‖r + ‖Ψ(·)‖0), r ≥ 1,
‖Ψ ◦ u‖r ≤ min(‖Ψ(·)‖r‖u‖
r
1, ‖Ψ(·)‖1‖u‖r) + ‖Ψ(·)‖0, 0 ≤ r ≤ 1.
Other properties of the Ho¨lder norm can be found in references such as [12, 14, 15].
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3.2. Mollification estimates. We will frequently regularize maps by convolution
with a standard mollifier, i.e., a radially symmetric ϕℓ ∈ C
∞
c (Bℓ(0)) with
∫
ϕℓ = 1,
where ℓ > 0 denotes the length-scale. Such a regularization of Ho¨lder functions
enjoys the following estimates (for a proof, see [12], [15]).
Lemma 3.2. For any r, s ≥ 0, and 0 < θ ≤ 1, we have
[f ∗ ϕℓ]r+s ≤ Cℓ
−s[f ]r,
‖f − f ∗ ϕℓ‖r ≤ Cℓ
1−r[f ]1, if 0 ≤ r ≤ 1,
‖(fg) ∗ ϕℓ − (f ∗ ϕℓ)(g ∗ ϕℓ)‖r ≤ Cℓ
2θ−r‖f‖θ‖g‖θ,
with constant C depending only on s, r, θ, ϕ.
In the course of the proof of Theorem 1.1 we will regularize maps f ∈ Ck(Ω¯,Rm)
defined on Ω¯. The resulting regularized maps will then have a smaller domain of
definition. To counteract this, we first extend f to a map f¯ ∈ Ck (Rn,Rm) such that
‖f‖Ck(Rm) ≤ C‖f‖Ck(Ω¯) ,
where the constant C > 0 depends only on k, n and Ω. Such a procedure is well-
known. We then mollify the resulting extensions at some length-scale ℓ > 0 to
obtain f˜ = f¯ ∗ ϕℓ ∈ C
∞(Ω¯,Rm). We will not further specify this.
3.3. Ho¨lder norms and mollification on manifolds. Using a partition of unity,
Ho¨lder spaces and mollification can be defined on the compact manifold M as
follows. For any finite atlas of M with charts Ωi we let {χi} be the partition of
unity subordinate to {Ωi} and set
‖f‖k =
∑
i
‖χif‖k ,
and
f ∗ ϕℓ =
∑
i
(χif) ∗ ϕℓ .
One can check that the estimates (3.1) as well as Lemma 3.1 and 3.2 still hold.
3.4. Matrix decomposition. A key step in the construction of isometric embed-
ding, as pioneered by Nash [35] and used in all the subsequent variants of the iter-
ation process, is a suitable decomposition of the metric error. We recall the version
used in [12, 15].
Lemma 3.3. Let n ≥ 2 and let P¯ ∈ Rn×n be a positive definite matrix. There exists
a constant r0 > 0, vectors ν1, . . . , νn∗ ∈ S
n−1 and smooth functions ak such that
P =
n∗∑
k=1
a2k(P )νk ⊗ νk ,
for any positive definite matrix P ∈ Rn×n with
|P − P¯ | < r0 . (3.2)
RIGIDITY AND FLEXIBILITY 7
For our purposes we need to perturb Lemma 3.3 in two ways: first of all we want
to vary the “reference” matrix P¯ slightly and allow a matrixfield P0 with suitably
small oscillation; this simply follows from a compactness argument. Secondly, we
can perturb the coefficients ak to obtain a slightly subtler decomposition. This is
similar to the decomposition used in [31] and can proved with the standard implicit
function theorem (compare Proposition 5.4 in [16]).
Lemma 3.4. Let n ≥ 2 and γ ≥ 1. There exists a constant σ0(γ) > 0 and vectors
ν1, . . . , νn∗ ∈ S
n−1 with the following property. If P0 : Ω¯ → R
n×n is a matrix field
with γ−1Id ≤ P0 ≤ γId and oscΩP0 < σ0, and if P : Ω¯ → R
n×n
sym , and {Λi}
n∗
i=1,
{Θij}
n∗
i,j=1 ⊂ C
1(Ω¯,Rn×nsym ) are such that
‖P − P0‖0 +
n∗∑
i=1
‖Λi‖0 +
n∗∑
i,j=1
‖Θij‖0 < σ0, (3.3)
then there exist C1 functions a1, · · · , an∗ : Ω¯→ R with
P =
n∗∑
i=1
a2i νi ⊗ νi +
n∗∑
i=1
aiΛi +
n∗∑
i,j=1
aiajΘij . (3.4)
Moreover, ai are given as
ai(x) = Φi(P (x), {Λk(x)}, {Θkl(x)}) (3.5)
for C1 functions Φi, and consequently, we have the estimates
‖ai‖k ≤ Ck
(
‖P‖k +
n∗∑
j=1
‖Λj‖k +
n∗∑
j,l=1
‖Θjl‖k
)
,
for k = 0, 1 and 1 ≤ i ≤ n∗. Here, the constants Ck ≥ 1 depend only on k, σ0.
3.5. Existence of normal vectorfields. Another key ingredient in the iteration
process is the use of suitable normal vector fields to the embedding. The following
lemma concerns their existence. It is similar to Proposition 5.3 in [16], except that
no C1-closeness to a reference embedding is required. A proof is contained in the
appendix.
Lemma 3.5. Let N ∈ N and Ω ⊂ Rn open and simply connected. Assume v ∈
CN+1(Ω¯,Rm) is such that
γ−1Id ≤ ∇vT∇v ≤ γId (3.6)
for some γ > 1. There exists a family of vectorfields {ζ1, · · · , ζm−n} ⊂ C
N (Ω¯,Rm)
such that
〈ζi, ζj〉 = δij , ∇v · ζi = 0,
[ζi]l ≤ C(l, γ)(1 + [v]l+1), (3.7)
for all 0 ≤ l ≤ N. Here δij = 1 when i = j and vanishes else.
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4. Iteration proposition
The isometric embedding u ∈ Iθm(Σ
+
ǫ ) in Theorem 1.1 (2) will be constructed by
an iteration procedure producing a sequence of embeddings uq converging to u. The
practice, as pioneered by Nash in [35], of decomposing the metric error and adding
a Nash-twist for each term in the decomposition was improved by A. Ka¨llen in [31].
In the latter paper, the author gains extra regularity (at the expense of increased
codimension compared to Nash’s result) by absorbing the leading error terms into
the decomposition. We use a similar decomposition (see (3.4)). However, since we
employ the framework of [11] we need to be able to “add” metric pieces which have
the form ρ2(g + h) for compactly supported functions ρ and suitably small (0, 2)-
tensors h. The missing lower bound on ρ seems however not to be compatible with
the decomposition lemma; a technical difficulty which is overcome by introducing
an extra cut-off scale (see (4.14)).
In this proposition G is assumed to be the coordinate expression of a given C1
metric in some chart which is identified with an open bounded subset Ω ⊂ Rn.
Moreover, the constant σ0 is given by Lemma 3.4.
Proposition 4.1. Fix γ ≥ 1 and parameters 0 < δ < 1 and λ > 1. Assume G is
a C1 metric on Ω¯ ⊂ Rn with γ−1Id ≤ G ≤ γId, ‖G‖1 ≤ γ and oscΩG < σ0, and
u ∈ C2(Ω¯,Rn+2n∗), ρ ∈ C1(Ω¯) and H ∈ C1(Ω¯;Rn×nsym ) are such that
γ−1Id ≤ ∇uT∇u ≤ γId in Ω,
‖u‖2 ≤ δ
1/2λ,
(4.1)
and
0 ≤ ρ ≤ δ1/2, ‖ρ‖1 ≤ δ
1/2λ, (4.2)
‖H‖0 ≤
σ0
2
, ‖H‖1 ≤ λ . (4.3)
Then, for every τ > 1 there exists a constant λ0(τ, γ, σ0) ≥ 1 such that if
λ ≥ λ0 , (4.4)
then there exists an embedding v ∈ C2(Ω¯;Rn+2n∗) and E ∈ C1(Ω¯;Rn×nsym ) such that
∇vT∇v =∇uT∇u+ ρ2(G+H) + E in Ω,
v =u on Ω \ (supp ρ+Bλ1−2τ (0))
(4.5)
with estimates
‖v − u‖0 ≤ Cδ
1/2λ−τ , (4.6)
‖v − u‖1 ≤ Cδ
1/2, (4.7)
‖v‖2 ≤ Cδ
1/2λτ , (4.8)
and
‖E‖0 ≤ Cδλ
2−2τ , ‖E‖1 ≤ Cδλ. (4.9)
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Here, C ≥ 1 is a constant depending only on γ, σ0.
Remark 4.1 (Constants). As usual, the value of the constants C appearing in
the following proof can change from line to line. In addition, all the constants are
allowed to depend on γ and σ0. For the sake of readibility, we will suppress this
dependence in the notation.
Proof. Fix τ > 1. Regularize u at length scale λ−τ to get u˜ ∈ C∞(Ω¯). Then the
smooth embedding u˜ satisfies
‖u− u˜‖1 ≤ Cδ
1/2λ1−τ , ‖u˜‖2 ≤ Cδ
1/2λ, ‖u˜‖3 ≤ Cδ
1/2λτ+1.
Note that
∇u˜T∇u˜ = ∇uT∇u− (∇u−∇u˜)T∇u˜−∇uT (∇u−∇u˜),
which then implies
(2γ)−1Id ≤ ∇u˜T∇u˜ ≤ (2γ)Id.
provided λ1−τ ≤ C(γ)−1 for some constant C(γ), which follows from (4.4) for λ0 large
enough. Then u˜ : Ω¯ →֒ Rn+2n
∗
is an embedding of Ω¯. Thus by Lemma 3.5, there
exist 2n∗ unit normal vectors {ζk, ηk, k = 1, · · · , n∗} to the surface u˜(Ω¯) satisfying
the estimates (3.7). Fix moreover the vectors ν1, . . . , νn∗ ∈ S
n−1 provided by Lemma
3.4 for our fixed γ ≥ 1. Similarly to [16], we then define
Ak =cos(λ
τνk · x)ζk ⊗ νk − sin(λ
τνk · x)ηk ⊗ νk,
Bk = sin(λ
τνk · x)∇ζk + cos(λ
τνk · x)∇ηk,
Dk = sin(λ
τνk · x)ζk + cos(λ
τνk · x)ηk .
By (3.1), it is not hard to derive
‖Ak‖0 + ‖Dk‖0 ≤C(1 + ‖∇u˜‖0) ≤ C,
‖Ak‖1 + ‖Dk‖1 ≤C(λ
τ‖∇u˜‖0 + ‖∇
2u˜‖0) ≤ C(λ
τ + δ1/2λ) ≤ Cλτ ,
‖Bk‖0 ≤C‖∇
2u˜‖0 ≤ Cδ
1/2λ,
‖Bk‖1 ≤C(‖∇
2u˜‖0λ
τ + ‖u˜‖3) ≤ Cδ
1/2λ1+τ .
(4.10)
Note that ∇u˜TAk = 0. Thus we have
‖∇uTAk‖0 =‖(∇u−∇u˜)
TAk‖0 ≤ Cδ
1/2λ1−τ .
‖∇uTAk‖1 ≤C(‖∇u˜‖1‖Ak‖0 + ‖∇u−∇u˜‖0‖Ak‖1)
≤C(δ1/2λ+ δ1/2λ1−τλτ ) ≤ Cδ1/2λ.
(4.11)
Clearly, we have the same estimates for ∇uTDk:
‖∇uTDk‖0 ≤ Cδ
1/2λ1−τ , ‖∇uTDk‖1 ≤ Cδ
1/2λ . (4.12)
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We now set
Λk =2 sym(∇u
TAk) + 2λ
−τsym(∇uTBk) ,
Θij =2λ
−τsym(ATi Bj) + 2λ
−2τ sym(BTi Bj).
With the help of (4.10)–(4.12) we then deduce
‖Λk‖0 ≤C(‖∇u
TAk‖0 + λ
−τ‖∇u‖0‖Bk‖0) ≤ Cδ
1/2λ1−τ ,
‖Λk‖1 ≤C
(
‖∇uTAk‖1 + λ
−τ (‖∇u‖1‖Bk‖0 + ‖∇u‖0‖Bk‖1)
)
≤ Cδ1/2λ ,
‖Θij‖0 ≤Cλ
−τ (‖Ai‖0‖Bj‖0 + λ
−τ‖Bi‖0‖Bj‖0) ≤ C(γ)δ
1/2λ1−τ ,
‖Θij‖1 ≤Cλ
−τ (‖Ai‖1‖Bj‖0 + ‖Ai‖0‖Bj‖1 + λ
−τ (‖Bi‖1‖Bj‖0 + ‖Bi‖0‖Bj‖1))
≤C(δ1/2λ+ δλ2−τ ) ≤ Cδ1/2λ.
(4.13)
Fix now a parameter ǫ > 0 defined by
ǫ1/2 = C0(γ, σ0)δ
1/2λ1−τ , (4.14)
where C0(γ, σ0) ≥ 1 is a constant to be chosen later. Observe that upon choosing
λ0(γ, σ0, τ) large enough we can achieve ǫ
1/2 < δ1/2. Next, fix a monotone decreasing
function ψ ∈ C∞([0,∞[) such that
ψ(ρ) =
{
1
ρ
if ρ ≥ 2ǫ1/2,
ǫ−1/2 if ρ ≤ ǫ1/2 .
Clearly,
‖ψ(ρ(·))‖0 ≤ Cǫ
−1/2 , ‖ψ(ρ(·))‖1 ≤ Cǫ
−1δ1/2λ ,
due to the assumption (4.2). It therefore follows that
‖ψ(ρ)Λk‖0 ≤ Cǫ
−1/2δ1/2λ1−τ ,
‖ψ(ρ)Λk‖1 ≤ C
(
ǫ−1/2δ1/2λ+ ǫ−1δλ2−τ
)
≤ Cǫ−1/2δ1/2λ ,
(4.15)
since C0 ≥ 1. Thus, if C0 in (4.14) is chosen large enough (and afterwards λ0 in
(4.4) is large enough to guarantee ǫ < δ) we have the following bound
‖H‖0 +
n∗∑
k=1
‖ψ(ρ)Λk‖0 +
n∗∑
i,j=1
‖Θij‖0 ≤
σ0
2
+ Cǫ−1/2δ1/2λ1−τ < σ0.
A direct application of Lemma 3.4 (with P0 = G, P = G +H) then enables us to
get n∗ functions {ak} ⊂ C
1(Ω¯) such that
G+H =
n∗∑
k=1
a2kνk ⊗ νk +
n∗∑
k=1
akψ(ρ)Λk +
n∗∑
i,j=1
aiajΘij ,
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i.e.,
ρ2(G+H) =
n∗∑
k=1
(ρak)
2νk ⊗ νk +
n∗∑
k=1
ρ2ψ(ρ)akΛk +
n∗∑
i,j=1
(ρai)(ρaj)Θij . (4.16)
Notice that ρ2ψ(ρ) = ρ if ρ ≥ 2ǫ1/2, so that, at least in this region, we get a
decomposition of the form (3.4) for the degenerate metric piece ρ2(G + H) with
coefficients ρak. By Lemma 3.4 we have for k = 1, · · · , n∗,
0 ≤ ak ≤C
(
‖G‖0 + ‖H‖0 +
n∗∑
k=1
‖ψ(ρ)Λk‖0 +
n∗∑
i,j=1
‖Θij‖0
)
≤ C,
‖ak‖1 ≤C
(
‖G‖1 + ‖H‖1 +
n∗∑
k=1
‖ψ(ρ)Λk‖1 +
n∗∑
i,j=1
‖Θij‖1
)
≤ Cǫ−1/2δ1/2λ.
(4.17)
However, it follows from the description (3.5) and the estimates (4.13) that the
following improved estimate holds
‖ρ∇ak‖0 ≤ C‖ρ∇(ψ(ρ)Λk)‖0 ≤ C (‖ρψ
′(ρ)Λk∇ρ‖0 + ‖ρψ(ρ)∇Λk‖0)
≤C(ǫ−1/2δλ2−τ + δ1/2λ) ≤ Cδ1/2λ ,
since |ρψ′(ρ)| ≤ Cǫ−1/2 and |ρψ(ρ)| ≤ C. We can then infer that by (3.1)
‖ρak‖1 ≤ C(‖ak∇ρ‖0 + ‖ρ∇ak‖0) ≤ Cδ
1/2λ . (4.18)
Now we set bk := ρak and mollify bk at length scale λ
1−2τ to get b˜k. By (4.2), (4.18)
and Lemma 3.2, we have for any j ∈ N
‖b˜k‖0 ≤ Cδ
1/2
‖b˜k‖j+1 ≤ Cjδ
1/2λ(2τ−1)j+1
‖b˜k − bk‖0 ≤ Cjδ
1/2λ2−2τ .
(4.19)
Finally, we define our desired embedding as
v = u+
1
λτ
n∗∑
k=1
b˜kDk.
From the definition it is clear that v = u on Ω \ (supp ρ+Bλ1−2τ ), i.e., (4.5) holds.
Besides, a straightforward calculation shows
∇v = ∇u+
n∗∑
k=1
b˜kAk +
1
λτ
n∗∑
k=1
b˜kBk +
1
λτ
n∗∑
k=1
Dk∇b˜k .
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Since ATkDk = 0 for k = 1, 2, · · · , n∗, the induced metric will be
∇vT∇v =∇uT∇u+
n∗∑
k=1
b˜2kνk ⊗ νk + 2
n∗∑
k=1
b˜ksym
(
∇uTAk +
1
λτ
∇uTBk
)
+
2
λτ
n∗∑
k=1
sym
(
∇uTDk∇b˜k
)
+
2
λτ
n∗∑
i,j=1
b˜ib˜jsym
(
ATi Bj
)
+
2
λ2τ
n∗∑
i,j=1
b˜ib˜jsym
(
BTi Bj
)
+
2
λ2τ
n∗∑
i,j=1
b˜isym
(
BTi Dj∇b˜j
)
+
χ˜2
λ2τ
n∗∑
k=1
∇b˜Tk∇b˜k .
Hence by (4.16), we calculate the metric error
∇vT∇v − (∇uT∇u+ ρ2(G+H)) = E1 + E2,
with
E1 =
n∗∑
k=1
(b˜2k − b
2
k)νk ⊗ νk +
n∗∑
k=1
(b˜k − ρψ(ρ)bk)Λk +
n∗∑
i,j=1
(b˜ib˜j − bibj)Θij,
E2 =
2
λτ
n∗∑
k=1
sym
(
∇uTDk∇b˜k
)
+
2
λ2τ
n∗∑
i,j=1
b˜isym
(
BTi Dj∇b˜j
)
+
1
λ2τ
n∗∑
k=1
∇b˜Tk∇b˜k .
In the following, we shall bound the above two errors in order to get (4.9). We start
with
‖b˜2k − b
2
k‖0 ≤ ‖b˜k + bk‖0‖b˜k − bk‖0 ≤ Cδλ
2−2τ ,
where we used (4.19). Similarly, with (3.1) one can then estimate
‖b˜2k − b
2
k‖1 ≤ Cδλ .
Completely analogously one can estimate the term
‖(b˜ib˜j − bibj)Θij‖0 ≤ Cδ
3/2λ3−3τ ≤ Cδλ2−2τ
and
‖(b˜ib˜j − bibj)Θij‖1 ≤ Cδλ .
For the second term in E1 we write
b˜k − ρψ(ρ)bk = b˜k − bk + bk(1− ρψ(ρ))
and observe that by definition 1− ρψ(ρ) = 0 for ρ ≥ 2ǫ1/2. Thus, remembering that
bk = ρak, we have that |bk| ≤ Cǫ
1/2 on spt(1− ρψ(ρ))). Hence,
‖
(
b˜k − ρψ(ρ)bk
)
Λk‖0 ≤ Cδ
1/2λ1−τ
(
‖b˜k − bk‖0 + ‖bk(1− ρψ(ρ))‖0
)
≤ Cδ1/2λ1−τ
(
δ1/2λ2−2τ + ǫ1/2
)
≤ Cδλ2−2τ
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by the definition of ǫ in (4.14). Similarly,
‖
(
b˜k − ρψ(ρ)bk
)
Λk‖1 ≤ Cδ
3/2λ3−2τ + Cδ1/2λ1−τ (δ1/2λ+ ǫ1/2‖∇(1− ρψ(ρ))‖0)
≤ Cδλ2−τ ≤ Cδλ ,
since |∇(ρψ(ρ))| ≤ Cǫ−1/2δ1/2λ+ C|ψ(ρ)∇ρ| ≤ Cǫ−1/2δ1/2λ.
Combining the previous estimates, we get
‖E1‖0 ≤ Cδλ
2−2τ , ‖E1‖1 ≤ Cδλ .
The estimation of E2 is lengthy but straightforwardly obtained by (3.1), (4.10),
(4.12), (4.19) and yields
‖E2‖0 ≤ Cδλ
2−2τ , ‖E2‖1 ≤ Cδλ .
This in turn implies (4.9), since
‖∇vT∇v − (∇uT∇u+ ρ2(G+H))‖0 ≤ ‖E1‖0 + ‖E2‖0 ≤ Cδλ
2−2τ ,
‖∇vT∇v − (∇uT∇u+ ρ2(G+H))‖1 ≤ ‖E1‖1 + ‖E2‖1 ≤ Cδλ .
It remains to show the estimates (4.6)-(4.8). Clearly, by the formulae for v and
its derivative and the estimates (4.10), (4.19) we have
‖v − u‖0 ≤λ
−τ
n∗∑
k=1
‖b˜k‖0‖Dk‖0 ≤ Cδ
1/2λ−τ ,
and
‖v − u‖1 ≤
n∗∑
k=1
‖b˜k‖0‖Ak‖0 + λ
−τ
n∗∑
k=1
(‖b˜k‖0‖Bk‖0 + ‖Dk‖0‖∇b˜k‖0)
≤C(δ1/2 + δ1/2λ1−τ ) ≤ Cδ1/2
Thus we achieve (4.6)-(4.7). For the second derivatives, we also apply (4.10), (4.19)
and (3.1) to obtain
‖v − u‖2 ≤C
n∗∑
k=1
(
‖b˜k‖0‖Ak + λ
−τBk‖1 + ‖b˜k‖1‖Ak + λ
−τBk‖0 + λ
−τ‖Dk∇b˜k‖1
)
≤C(δ1/2λτ + δ1/2λ+ δ1/2λτ ) ≤ Cδ1/2λτ .
With (4.1) and the fact τ > 1, we arrive at (4.8) and finish the proof. 
With Proposition 4.1, we can modify the inductive Proposition 4.1 in [11] to fit
our setting, which will help us to construct adapted short embeddings iteratively.
We recall the definition of adapted short embeddings from [10, 11], which is similar
to adapted subsolutions introduced in [14].
Definition 4.1. Given a closed subset Σ ⊂ M and θ ∈ ]0, 1[, an embedding u :
M→ Rm is called adapted short embedding with respect to Σ with exponent θ if
(1) u ∈ C1,θ(M),
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(2) there exists a nonnegative function ρ ∈ C(M) with Σ = {ρ = 0} and a
symmetric (0, 2)-tensor h ∈ C(M) with −1
2
g ≤ h ≤ 1
2
g such that
g − u♯e = ρ2(g + h) ,
(3) u ∈ C2(M\ Σ), ρ, h ∈ C1(M\ Σ) and there exists a constant A ≥ 1 such
that in any chart Ωk
|∇2u(x)| ≤ Aρ(x)1−
1
θ , (4.20)
|∇ρ(x)| ≤ Aρ(x)1−
1
θ , (4.21)
|∇h(x)| ≤ Aρ(x)−
1
θ , (4.22)
for any x ∈ Ωk \ Σ.
Let u be an adapted short embedding with respect to some compact set Σ ⊂M
with exponent θ (c.f. Definition 4.1). In particular
g − u♯e = ρ2(g + h),
with Σ = {ρ = 0}. Furthermore, let S ⊃ Σ be another compact subset. Our next
goal is to show that, under certain conditions, we can perturb u using Proposition 4.1
to construct another adapted short embedding with respect to the larger compact set
S with some exponent θ′ < θ. In particular, we will be able to sucessively perturb u
to make it isometric along the skeleta of a suitable triangulation, eventually ending
up with an isometry of a neighborhood of Σ for the flexibility part of Theorem 1.1,
respectively an isometry of M in Theorem 1.2. We recall from [11] the geometric
condition which the two compact sets Σ ⊂ S have to satisfy:
Condition 4.1. There exists a geometric constant r¯ > 0 such that for any δ > 0
the set {
x ∈M : dist(x,Σ) ≥ δ and dist(x, S) ≤ r¯δ
}
is contained in a pairwise disjoint union of open sets, each contained in a single
chart Ωk.
Recall that in Proposition 4.1 we impose a smallness-condition on the oscillation
of our metric g. We now fix an atlas forM respecting this condition as follows. Fix
an arbitrary atlas of finitely many charts Ωk. By compcatness there exists γ0 ≥ 1
such that
γ−10 Id ≤ G ≤ γ0Id, ‖G‖C1(Ωk) ≤ γ0
on any Ωk, where, as above, G is the coordinate expression of g. If necessary, we
then subdivide Ωk to achieve oscΩkG < σ0(γ0). The charts in Definition 4.1 and
Condition 4.1 are assumed to satisfy these assumptions.
Now we are ready to state and prove our inductive proposition.
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Proposition 4.2. Let 0 < θ < 1
2
, b > 1, σ < σ0
4
. There exists a constant A0 =
A0(θ, σ, b) ≥ 1, such that the following holds.
Let Σ ⊂ S be compact subsets of M satisfying Condition 4.1. Let u ∈ C1,θ(M)
be an adapted short embedding with respect to Σ such that g − u♯e = ρ2(g + h) with
ρ ≤ 1/4 in M, Σ = {ρ = 0}, and in any chart Ωk
|∇2u| ≤ Aρ1−
1
θ , |∇ρ| ≤ Aρ1−
1
θ ,
|h| ≤ σ, |∇h| ≤ Aρ−
1
θ ,
(4.23)
for some A ≥ A0. Then there exists an adapted short embedding u¯ ∈ C
1,θ′(M) with
respect to S such that g − u¯♯e = ρ¯2(g + h¯), ρ¯ ≤ ρ, ‖u¯ − u‖0 ≤ A
−1/2, and u¯ = u,
du¯ = du on Σ3. Moreover, in any chart Ωk
|∇2u¯| ≤ A′ρ¯1−
1
θ′ , |∇ρ¯| ≤ A′ρ¯1−
1
θ′ ,
|h¯| ≤ σ′, |∇h¯| ≤ A′ρ¯−
1
θ′ ,
(4.24)
with
A′ = Ab
2
, θ′ =
θ
b2
, σ′ = 4σ.
Proof. The proof of Proposition 4.2 is close to that of Proposition 4.1 in [11]. The
main difference is the choice of τ and corresponding estimates on h. The proof is
also divided into three steps.
Step 1. Parameters, cut-off functions and error size sequence. This step
is same as in [11]. First, recall that on any chart it holds
γ0
−1Id ≤ G ≤ γ0Id, ‖G‖C1(Ωk) ≤ γ0, oscΩkG < σ0(γ0) ,
and let γ := 4γ0. By ρ <
1
4
and the assumption that u is an adapted embedding, it
is easy to get
γ−1Id ≤ ∇uT∇u ≤ γId.
Next, set
δ1 := max
x∈M
ρ2, (4.25)
and for q ≥ 1
λq = Aδ
− 1
2θ
q , λq+1 = λ
b
q.
When A is sufficiently large (depending on θ, σ), we have
δq+1 ≤
1
4
δq, λq+1 ≥ 2λq. (4.26)
We also decompose M with respect to Σ and S. Let
rq = A
−1δ
1
2θ
q+1 = λ
−1
q+1,
3The equality du = du¯ on Σ is intended as an equality of sections of the bundle T ∗M→ Σ.
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and define for q = 0, 1, 2, . . .
Sq = {x : dist(x, S) < r∗rq},
S˜q = {x : dist(x, S) < r˜∗rq},
Σq = {x : dist(x,Σ) < r∗∗rq},
where r∗ < r˜∗ and r∗∗ are geometric constants to be chosen in the following order:
(1) Choose r∗∗ > 0 so that
ρ(x) > 3
2
δ
1/2
q+2 implies x /∈ Σq+1.
4 (4.27)
(2) Set r˜∗ = r¯r∗∗, where r¯ > 0 is the geometric constant in Condition 4.1, which
implies that for any q ∈ N
S˜q \ Σq is contained in a pairwise disjoint union of open sets,
each contained in a single chart Ωk.
(4.28)
(3) Choose r∗ < r˜∗ so that
1
2
r˜∗ < r∗ < r˜∗. Then we have by (4.26)
S˜q+1 ⊂ Sq ⊂ S˜q for all q.
Next, we fix cut-off functions φ, φ˜, ψ, ψ˜ ∈ C∞(0,∞) with φ, φ˜ monotonic increas-
ing, ψ, ψ˜ monotonic decreasing such that
φ(s), φ˜(s) =
{
1 s ≥ 2
0 s ≤ 3
2
, ψ(s), ψ˜(s) =
{
1 s ≤ r∗
0 s ≥ r˜∗
,
and in addition
φ˜(s) = 1 on supp φ, ψ˜(s) = 1 on supp ψ.
As in [11], set
χq(x) = φ
(
ρ(x)
δ
1/2
q+2
)
ψ
(
dist(x, S)
rq+1
)
, χ˜q(x) = φ˜
(
ρ(x)
δ
1/2
q+2
)
ψ˜
(
dist(x, S)
rq+1
)
.
Using (4.23) and the choice of rq, r∗, r˜∗ and the cut-off functions we easily deduce
|∇χq|, |∇χ˜q| ≤ CAδ
− 1
2θ
q+2 = Cλq+2, (4.29)
dist(supp χq, ∂supp χ˜q) ≥ C
−1A−1δ
1
2θ
q+2 = C
−1λ−1q+2. (4.30)
for some constant C depending on r∗, r˜∗, and moreover
{x ∈ Sq+1|ρ(x) > 2δ
1/2
q+2} ⊂ {x ∈M : χq(x) = 1},
supp χq ⊂ {x ∈M : χ˜q(x) = 1},
supp χ˜q ⊂ {x ∈ S˜q+1 : ρ(x) >
3
2
δ
1/2
q+2}.
(4.31)
4Such a choice is possible, since (4.23) implies that ρ is Ho¨lder continuous with exponent θ.
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From (4.27) and (4.28) we then deduce that supp χ˜q is contained in a pairwise
disjoint union of open sets, each contained in a single chart Ωk.
Finally, we define the sequence of error size {ρq}. Set ρ0 = ρ and define ρq for
q = 1, 2, . . . inductively as
ρ2q+1 = ρ
2
q(1− χ
2
q) + δq+2χ
2
q. (4.32)
One can prove by induction (cf. Lemma 4.1 of [11]) that the thus defined maps ρq
have the following properties.
Lemma 4.1. Let {ρq} be defined in (4.32). Then for any q = 0, 1, . . .
(i) On supp χ˜q it holds
3
2
δ
1/2
q+2 ≤ ρq ≤ 2δ
1/2
q+1.
(ii) For every x we have ρq+1(x) ≤ ρq(x).
(iii) If ρq(x) ≤ δ
1/2
q+1, then x 6∈
⋃q−1
j=0 supp χ˜j and consequently ρq(x) = ρ(x).
(iv) If ρq(x) ≥ δ
1/2
q+1, then either χq(x) = 1 or x /∈ Sq+1.
Now we are ready to inductively construct a sequence of adapted short embed-
dings.
Step 2. Inductive construction This step is similar to that of Proposition 4.1
in [11], but we need to pay more attention to the choice of τ and the estimate of h.
We will construct a sequence of smooth adapted short embeddings (uq, ρq, hq) such
that the following hold:
(1)q For all M, we have
g − u♯qe = ρ
2
q(g + hq).
(2)q If x /∈
⋃q−1
j=0 supp χ˜j , then (uq, ρq, hq) = (u0, ρ0, h0) and duq = du0 along Σ.
(3)q The following estimates hold in M:
|∇2uq| ≤ A
b2ρ
1− b
2
θ
q , |∇ρq| ≤ A
b2ρ
1− b
2
θ
q , (4.33)
|hq| ≤ 4σ, |∇hq| ≤ A
b2ρ
− b
2
θ
q , (4.34)
(4)q On {x : ρ0(x) > δ
1/2
q+1} ∩ Sq, we have the sharper estimates
|∇2uq| ≤ A
bρ
1− b
θ
q , |∇ρq| ≤ A
bρ
1− b
θ
q , (4.35)
|hq| ≤ σ, |∇hq| ≤ A
bρ
− b
θ
q . (4.36)
(5)q We have the global estimate for q ≥ 1
‖uq − uq−1‖0 ≤ Cδ
1/2
q λ
−1
q , (4.37)
‖uq − uq−1‖1 ≤ Cδ
1/2
q , (4.38)
where C is the constant in the conclusions of Proposition 4.1 in (4.6)-(4.7).
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Initial step q = 0. Set (u0, ρ0, h0) = (u, ρ, h). Since b > 1, it is easy to check
(1)0 − (2)0 and (4)0 from (4.23).
Inductive step q 7→ q + 1. Suppose (uq, ρq, hq) is an adapted short embedding
on M satisfying (1)q − (5)q. We then construct (uq+1, ρq+1, hq+1). In fact, ρq+1 has
already been defined in (4.32). We shall estimate (uq, ρq, hq) on supp χ˜q. As derived
in [11], on supp χ˜q, we have
3
2
δ
1/2
q+2 ≤ ρq ≤ 2δ
1/2
q+1,
|∇ρq| ≤ δ
1/2
q+1λq+2, |∇
2uq| ≤ δ
1/2
q+1λq+2,
∣∣∣∣∇ρqρq
∣∣∣∣ ≤ λq+2
|hq| ≤ σ, |∇hq| ≤ λq+2.
(4.39)
We then want to apply Proposition 4.1 to construct (uq+1, hq+1). To this end define
ρ˜q = χq
√
ρ2q − δq+2, h˜q =
χ˜qρ
2
q
ρ2q − δq+2
hq .
From (4.39), one has on supp χ˜q
5
4
δq+2 ≤ ρ
2
q − δq+2 ≤ 4δq+1,
hence ρ˜q and h˜q are well defined. Note that with these definitions, we then have
ρ˜2q(g + h˜q) = χ
2
q((ρ
2
q − δq+2)g + ρ
2
qhq) = χ
2
q(g − u
♯
qe− δq+2g)
using that χ˜q = 1 on the support of χq and the inductive assumption (1)q. Thus,
by adding the tensor ρ˜2q(g+ h˜q) we will be able to get a map uq+1 which is, upto an
error of size δq+2, isometric on the support of χq.
We therefore want to estimate ρ˜q and h˜q and choose δ, λ in Proposition 4.1 ac-
cordingly. We thus set Ω = supp χ˜q, and observe
|∇
√
ρ2q − δq+2| ≤ C|∇ρq|,
ρ2q
ρ2q − δq+2
= 1 +
δq+2
ρ2q − δq+2
≤ 2,∣∣∣∣∇ ρ2qρ2q − δq+2
∣∣∣∣ = ∣∣∣∣∇ δq+2ρ2q − δq+2
∣∣∣∣ ≤ C ∣∣∣∣∇ρqρq
∣∣∣∣ ,
where C are geometric constants. Therefore, using (4.29) and (4.39) we can infer
0 ≤ ρ˜q ≤ ρq ≤ 2δ
1/2
q+1, |h˜q| ≤ 2σ ≤
σ0
2
,
|∇ρ˜q| ≤ C(|∇χq|ρq + |∇ρq| ≤ Cδ
1/2
q+1λq+2,
|∇h˜q| ≤ C(|∇χ˜q||hq|+
∣∣∣∣∇ρqρq
∣∣∣∣ |hq|+ |∇hq|) ≤ Cλq+2.
(4.40)
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Therefore (uq, ρ˜q, h˜q) satisfies all the assumptions in Proposition 4.1 on supp χ˜q with
δ, λ given by 4δq+1, Cλq+2 respectively. Setting
τ = 1 +
1− θ
b
(b− 1) > 1 ,
we only need to make sure that Cλq+2 ≥ λ0(γ, σ0, τ) in (4.4). This however follows
by choosing A ≥ A0(θ, σ, b) large enough.
Thus, recalling (4.28) that supp χ˜q is contained in a pairwise disjoint union of
open sets, each contained in a single chart, we may apply Proposition 4.1 in each
open set separately in local coordinates to add the term ρ˜2q(g + h˜q). Overall we
obtain uq+1 and E such that
g − u♯q+1e = (g − u
♯
qe)(1− χ
2
q) + δq+2gχ
2
q + E .
with uq+1 satisfying
|∇2uq+1| ≤ Cδ
1/2
q+1λ
τ
q+2 = Cδ
1/2
q+1λ
b+(1−θ)(b−1)
q+1 , (4.41)
and E satisfying
|E| ≤ Cδq+1λ
2−2τ
q+2 = Cδq+2λ
−2(1−2θ)(b−1)
q+1 , (4.42)
|∇E| ≤ Cδq+1λq+2 = Cδq+2λ
b+2θ(b−1)
q+1 , (4.43)
which are implied by δq+1 = λ
2θ(b−1)
q+1 δq+2 and (4.8)-(4.9). From (4.5), one gets
supp (uq+1 − uq), supp E ⊂ supp χq +Bκq(0),
with
κq = (Cλq+2)
1−2τ ≤ λ−2(1−θ)(b−1)q+1 λ
−1
q+2 ≤ C
−1λ−1q+2,
where C is the constant in (4.30) and the last inequality holds provided A is suffi-
ciently large. Consequently uq+1 = uq, , duq+1 = duq and E = 0 outside supp χ˜q.
Moreover, (4.37) and (4.38) for the case q+1 follow immediately from (4.6)-(4.7),
hence (5)q+1 is verified. We also define
hq+1 = (1− χ
2
q)
ρ2q
ρ2q+1
hq +
E
ρ2q+1
so that
g − u♯q+1e = ρ
2
q+1(g + hq+1),
verifying (1)q+1. Note that on supp χ˜q using (4.39) one has
ρ2q+1 ≤ 4δq+1(1− χ
2
q) + δq+2χ
2
q ≤ 4δq+1,
ρ2q+1 ≥
9
4
δq+2(1− χ
2
q) + δq+2χ
2
q ≥ δq+2.
(4.44)
Thus hq+1 is well defined. Besides we can also derive that (ρq+1, hq+1) agrees with
(ρq, hq) outside supp χ˜q. It remains to verify (2)q+1 − (4)q+1 on supp χ˜q.
Verification of (2)q+1 If x 6∈
⋃q
j=0 supp χ˜j , then χ˜q(x) = 0 and therefore
(uq+1, ρq+1, hq+1) = (uq, ρq, hq) = (u0, ρ0, h0).
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Verification of (3)q+1 On supp χ˜q, we first calculate
|∇ρq+1| =
|∇ρ2q+1|
2ρq+1
≤
C
ρq+1
(|ρq∇ρq|+ |∇χq|(ρ
2
q + δq+2))
≤ C
δq+1λq+2
δ
1/2
q+2
= CAb+(b−1)θδ
1− b
2
(1+ 1
θ
)
q+1
≤ Ab
2
(2δ
1/2
q+1)
1− b
2
θ ≤ Ab
2
ρ
1− b
2
θ
q+1 ,
(4.45)
where we have used (4.29), (4.39) and (4.44). For the inequality in the last line we
have used that 1− b
2
(1+ 1
θ
) ≥ 1
2
(1− b
2
θ
), 2(b− 1)θ+ b ≤ b2 ( from b > 1 and 2θ < 1)
and A sufficiently large to absorb geometric constants.
Similarly, using (4.39), (4.41)-(4.42) and (4.44) we obtain
|hq+1| ≤ |hq|+
|E|
ρ2q+1
≤ 2σ + Cλ
−2(1−2θ)(b−1)
q+1 ≤ 3σ,
|∇2uq+1| ≤ Cδ
1/2
q+1λ
b+(1−θ)(b−1)
q+1 ≤ Cδ
1/2
q+1λ
b2−θ(b−1)
q+1 ≤ CA
b2−θ(b−1)δ
1
2
(1− b
2
θ
)
q+1
≤ Ab
2
ρ
1− b
2
θ
q+1 ,
(4.46)
where we have used (1− θ)(b− 1) + θ(b− 1) ≤ b2 − b (by b > 1) and again assumed
A sufficiently large to absorb the constants C. For |∇hq+1|, we calculate as follows.
|∇hq+1| ≤ |∇hq|+
1
ρ2q+1
(|∇E|+ δq+2|∇(hqχ
2
q)|) +
2|∇ρq+1|
ρ3q+1
(δq+2|hq|+ |E|)
≤ Cλq+2 + Cλ
b+2θ(b−1)
q+1 + C
δq+1λq+2
δq+2
(σ + λ
−2(1−θ)(b−1)
q+1 )
≤ Cλq+2 + Cλ
b+2θ(b−1)
q+1 + C
δq+1
δq+2
λq+2
≤ Cλ
b+2θ(b−1)
q+1 ,
(4.47)
where we have used (4.29), (4.39), (4.42), (4.43) and (4.45). Using again the in-
equality b+ 2θ(b− 1) < b2 − (1− 2θ)(b− 1), we further estimate
|∇hq+1| ≤ Cλ
b2−(1−2θ)(b−1)
q+1 ≤ CA
b2−(1−2θ)(b−1)δ
− b
2
2θ
q+1
≤ Ab
2
ρ
− b
2
θ
q+1 ,
(4.48)
where we have again used that A is sufficiently large. Thus we have shown (4.33)
for q + 1, i.e. (3)q+1 is verified.
Verification of (4)q+1 Observe that by (4.31)
{x ∈ Sq+1 : ρ0(x) > δ
1/2
q+2} = {χq(x) = 1} ∪ {x ∈ Sq+1 : δ
1/2
q+2 ≤ ρ0(x) ≤ 2δ
1/2
q+2}.
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If x ∈ {χq = 1}, then
ρq+1 = δ
1/2
q+2, hq+1 =
E
δq+2
.
Using (4.41),
|∇2uq+1| ≤ Cδ
1/2
q+1λ
b+(1−θ)(b−1)
q+1 = Cδ
1/2
q+1λ
2b−θ(b−1)−1
q+1 ≤ CA
2− 1
b
−bAbδ
1
2
(1− b
θ
)
q+2 . (4.49)
where we have used 2− 1
b
< b. By taking A sufficiently large we absorb the geometric
constant C and deduce (4.35).
In order to verify (4.36) we calculate using (4.42)-(4.43):
|hq+1| ≤ Cλ
−2(1−2θ)(b−1)
q+2 ≤ σ,
|∇hq+1| ≤ Cλ
b+2θ(b−1)
q+1 ≤ λ
b
q+2 = A
bδ
− b
2θ
q+2
using b+ 2θ(b− 1) < b2 By choosing A sufficiently large, we can then absorb again
the geometric constants and conclude (4.36). Hence (4)q+1 is obtained for this case.
On the other hand, if x ∈ {x ∈ Σq+1 : δ
1/2
q+2 ≤ ρ0(x) ≤ 2δ
1/2
q+2}, then (uq, ρq, hq) =
(u0, ρ0, h0) by (2)q and ρ0 ≤ 2δ
1/2
q+2. Thus
ρ2q+1 ≥ δq+2(1− χ
2
q) + δq+2χ
2
q ≥ δq+2,
ρ2q+1 ≤ 4δq+2(1− χ
2
q) + δq+2χ
2
q ≤ 4δq+2.
(4.50)
Therefore, choosing again A sufficiently large to absorb geometric constants,
|hq+1| ≤ |h0|+
∣∣∣∣ Eρ2q+1
∣∣∣∣
≤ σ + Cλ
−2(1−2θ)(b−1)
q+1
≤ 2σ.
(4.51)
Moreover, calculating as in (4.45) but this time using (4.50)
|∇ρq+1| =
|∇ρ2q|
2ρq+1
≤
C
ρq+1
(|ρq∇ρq|+ |∇χq|(ρ
2
q + δq+2))
≤ Cδ
1/2
q+2λq+2 = CAδ
1
2
(1− 1
θ
)
q+2
≤ Abδ
1
2
(1− b
θ
)
q+2 ≤ A
bρ
1− b
θ
q+1 .
Similarly, proceeding as in (4.47)-(4.48) we have
|∇hq+1| ≤ Cλ
1+2θ(1− 1
b
)
q+2 = CA
1+2θ(1− 1
b
)δ
− 1
2θ
−(1− 1
b
)
q+2 ≤ A
bρ
− b
θ
q+1.
Finally, the estimate for ∇2uq+1 has already been obtained in (4.49). Therefore
(4)q+1 is verified also in this case.
Overall we have shown that (uq+1, ρq+1, hq+1) satisfies (1)q+1 − (5)q+1.
Step 3. Conclusion
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We are now in a position to take the limit as q →∞. Recalling (4.26) we see that
δ
1/2
q ≤ 2−q−1 and δ
1/2
q λ−1q ≤ A
−12−q−1. In particular from (5)q we see that {uq} is a
Cauchy sequence in C1(M).
From the formula (4.32) and Lemma 4.1 we deduce 0 ≤ ρq−ρq+1 ≤ 2δ
1/2
q+1, so that
{ρq} is a Cauchy sequence in C
0(M). From (1)q−(3)q we can also deduce that {hq}
is a Cauchy sequence in C0(M); indeed, this follows from the formula (1)q, the fact
that u♯qe and ρ
2
q are Cauchy sequences, and (4.34).
Furthermore, since supp χ˜q ⊂ Sq and
⋂
q Sq = S, using (2)q we see that for any
x ∈M \ S there exists q0 = q0(x) such that
(uq, ρq, hq) = (uq0, ρq0 , hq0)
for all q ≥ q0(x). Similarly, since supp χ˜q ⊂ {ρ > δ
1/2
q+1}, (uq, ρq, hq) agrees with
(u, ρ, h) on Σ. Thus there exist
u¯ ∈ C1(M) ∩ C2(M\ S),
ρ¯ ∈ C0(M) ∩ C1(M\ S),
h¯ ∈ C0(M,R2×2) ∩ C1(M\ S,R2×2),
such that
uq → u¯, u
♯
qe→ u¯
♯e, ρq → ρ¯, hq → h¯ uniformly on M.
The limit (u¯, ρ¯, h¯) satisfies
g − u¯♯e = ρ¯2(g + h¯) on M
using (1)q. By (2)q, u¯ = u and du¯ = du on Σ. Moreover, we have
‖u¯− u‖0 ≤
∞∑
q=1
‖uq − uq−1‖0 ≤ CA
−1
∞∑
q=1
2−q−1 =
1
2
CA−1 ≤ A−1/2
using (5)q and ensuring A is large enough to absorb the constant C, and, using (3)q,
|∇2u¯| ≤ Ab
2
ρ¯1−
b2
θ , |∇ρ¯| ≤ Ab
2
ρ¯1−
b2
θ ,
|h¯| ≤ 4σ, |∇h¯| ≤ Ab
2
ρ¯−
b2
θ .
Finally, from Lemma 4.1 and (4.31) we see that ρq ≤ 2δ
1/2
q+1 on S. Combined with
the observation above that for any x /∈ S ⊃ Σ we have ρ¯(x) = ρq(x) > 0 for some q,
we deduce {ρ¯ = 0} = Σ. This proves that (u¯, ρ¯, h¯) is an adapted short embedding
with respect to S ⊃ Σ with exponent θ′ = θ
b2
, and satisfying (4.24) as required. The
proof of Proposition 4.2 is completed. 
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5. Proof of Theorem 1.1 (2): Flexibility part
The goal of this section is to show the flexibility part of Theorem 1.1. The proof
is divided by three steps.
Step 1. Short extension. In the first step we want to construct an embedding
which is isometric on Σ and strictly short on Σ+ǫ \ Σ for a one-sided neighborhood
Σ+ǫ ⊂M . The construction is analogous to the one in [10] (see also [28]) except that
we want to define u not only locally around a point p ∈ Σ.
Recall that the one-sided neighborhood is defined as Σ+ǫ = F (Σ × [0, ǫ[) for F :
Σ×]−ǫ0, ǫ0[→M given by F (p, t) = expp(tν(p)). We then define our short extension
u : Σ+ǫ → R
m by
u(F (p, t)) = f(p) + tµ(p)− t2µ(p) .
We claim that u is isometric on Σ and strictly short on Σ+ǫ \Σ if ǫ is small enough.
Indeed, fix a finite atlas {(Vi, ψi)}
N
i=1 for the manifold Σ and extend it to Σǫ using
F . More precisely, set Ui = F (Vi, ]− ǫ0, ǫ0[) and define ϕi : Ui → R
n by
ϕi(F (p, t)) = (ψi(p), t) .
Clearly in these coordinates it holds Σ = {t = 0}, and one can check that the metric
in each Ui is of the form
g =
n−1∑
i,j=1
gijdx
idxj + (dt)2.
Moreover, the scalar second fundamental form of the inclusion ι : Σ →֒ M is given
by
Lij(x) = −
1
2
∂tgij(x, 0) .
By expanding gij around t = 0 we then get
gij(x, t) = gij(x, 0)− 2tLij(x) +O(t
2) .
On the other hand, we compute
〈∂iu, ∂ju〉 = 〈∂i, ∂jf〉+ t (〈∂if, ∂jµ〉+ 〈∂jf, ∂iµ〉) +O(t
2) ,
and
〈∂iu, ∂tu〉 = 0 , 〈∂tu, ∂tu〉 = (1− 2t)
2
thanks to the properties of µ. Since f is an isometry and
〈∂if, ∂jµ〉 = 〈∂jf, ∂iµ〉 = −〈L¯ij , µ〉
we therefore get
g −∇uT∇u = 2t
(
〈L¯ij , µ〉 − Lij 0
0 2
)
+O(t2) . (5.1)
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Clearly, u♯e = g on Σ. Moreover, if ǫ > 0 is small enough, assumption (1.2) implies
that there exists C ≥ 1 such that(
g −∇uT∇u
)
|(x,t) ≥ C
−1tId
on Σ+ǫ , showing the strict shortness of u on Σ
+
ǫ \ Σ.
Lastly, we observe that for p ∈ Σ it holds
dup(ν) = ∂tu(F (p, 0)) = µ(p)
and consequently for any X ∈ TpΣ \ {0}
〈du(ν), L¯(X,X)〉 = 〈µ, L¯(X,X)〉 > L(X,X) . (5.2)
Step 2. Adapted short extension. Given the short extension u from Step 1,
we want to construct an adapted short embedding v with u = v and du = dv on
Σ. The step is similar to corresponding construction in [10], the main differences
being the choice of frequency parameter below to make our extension of C1,θ0 for
any θ0 <
1
2
and the global nature of the present construction. We use one stage of
adding primitive metric errors to construct an adapted short embedding. Choose
γ,M > 1 such that the short extension u : Σ+ǫ → R
m constructed in Step 1 satisfies
u ∈ C2(Σ+ǫ ) with
γ−1Id ≤∇uT∇u ≤ γId,
‖u‖C2(Ui) ≤M
in every chart Ui. We then define
ρ2(x, t) =
1
n
tr(g −∇uT∇u).
Observe that this is a welldefined function on Σ+ǫ since the trace is invariant under
coordinate transformations. By (5.1), we can seek a constant C ≥ 1 so that for all
(x, t) ∈ Σ+ǫ
C−1t1/2 ≤ ρ(x, t) ≤ Ct1/2, |∇ρ(x, t)| ≤ Ct−1/2, |∇2ρ(x, t)| ≤ Ct−3/2. (5.3)
Furthermore, there exists α > 0 such that
g −∇uT∇u ≥ C−1ρ2Id ≥ 2αρ2g
in every chart. We assume without loss of generality that αρ2 ≤ 1
16
on Σ+ǫ and
α < 1. In particular, using Lemma 1 from [35] (see also Lemma 1.9 in [37]), we
obtain the decomposition
g −∇uT∇u
ρ2
− αg =
N˜∑
k=1
b¯2k,i̟k,i ⊗̟k,i
in Ui, where ̟k,i ∈ S
n−1, b¯k,i ∈ C
∞(Ui) and N˜ ∈ N, with estimates of the form
‖b¯k,i‖Cj(Ui) ≤ C (5.4)
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for j = 0, 1, 2. Setting bk = b¯kρ we derive
g −∇uT∇u− αρ2g =
N˜∑
k=1
b2k,i̟k,i ⊗̟k,i
in Ui, with estimates, for j = 0, 1, 2 and k = 1, . . . , N˜ ,
|∇jbk,i(x, t)| ≤ Ct
1/2−j for (x, t) ∈ Ui. (5.5)
Now we define a Whitney-decomposition of Σ+ǫ \ Σ as follows: Set dq = 2
−qǫ for
q = 1, 2, . . . and define
Σiq = F (Vi, ]dq+1, dq−1[) = Ui ∩
(
Σ+dq−1 \ Σ
+
dq+1
)
.
We then let {χiq}q,i be a partition of unity on Σ
+
ǫ \Σ subordinate to the decomposition
Σ+ǫ \ Σ =
⋃∞
q=1
⋃N
i=1Σ
i
q with the following standard properties:
(a) suppχiq ⊂ Σ
i
q, in particular suppχ
i
q ∩ suppχ
i
q+2 = ∅;
(b)
∑N
i=1
∑∞
q=0(χ
i
q)
2 = 1 in Σ+ǫ \ Σ;
(c) For any q, i and j = 0, 1, 2 we have ‖χiq‖Cj(Σiq) ≤ Cd
−j
q .
Consequently we can write
g − u♯e− αρ2g =
N∑
i=1
N˜∑
k=1
∑
q odd
(χiqbk,i)
2̟k,i ⊗̟k,i (5.6)
+
N∑
i=1
N˜∑
k=1
∑
q even
(χiqbk,i)
2̟k,i ⊗̟k,i. (5.7)
We now add similar perturbations to the map u as in Proposition 4.1 in order to
remove most of the metric error. This can be done as in Proposition 3.1 in [10],
which we can directly apply since from property (c) and (5.5) we deduce
‖χiqbk,i‖Cj(Σiq) ≤ Cd
1/2−j
q .
Thus the assumptions of Proposition 3.1 in [10] hold in each Σiq with parameters
δ = dq, ε = dq, θ = d
−1
q , θ˜ = d
−1
q .
Observe that, using property (a), we may “add” each primitive metric (χiqbk,i)
2̟k,i⊗
̟k,i with q odd in parallel, and serially
5 in i and k. We then repeat the same process
5In fact, one could also expoit the fact that the codimension m− n ≥ 2n∗ to perform the steps
in k simultaneously as well. This would lead to an improved bound in (5.10), but this is not needed
for our purpose.
26 W. CAO AND D. INAUEN
for q even. Proposition 3.1 in [10] then yields, for any K ≥ C(M, γ), an embedding
v ∈ C2(Σ+ǫ ,R
m) such that for all q ∈ N and i = 1, . . . , N
‖v − u‖C0(Σiq) ≤ C(M, γ)d
3/2
q K
−1, (5.8)
‖v − u‖C1(Σiq) ≤ C(M, γ)d
1/2
q , (5.9)
‖v‖C2(Σiq) ≤ C(M, γ)d
−1/2
q K
2NN˜ . (5.10)
Since the perturbations in each step are compactly supported away from Σ we have
u = v and du = dv along Σ. Moreover
v♯e = u♯e+
N∑
i=1
N˜∑
k=1
∞∑
q=1
(χiqbk,i)
2̟k,i ⊗̟k,i + E
with
‖E‖C0(Σiq) ≤ C(M, γ)dqK
−1,
‖E‖C1(Σiq) ≤ C(M, γ)K
2NN˜−1 ,
for every i = 1, . . . , N . Now we are in a position to show that v is our desired adapted
short embedding. First of all, observe that for any θ0 <
1
2
and any i = 1, . . . , N by
(5.9)-(5.10)
‖v − u‖C1,θ0 (Σiq) ≤ ‖v − u‖
1−θ0
C1(Σiq)
‖v − u‖θ0
C2(Σiq)
≤ C(M, γ)d(1−2θ0)/2q
is bounded independently of q and i. Consequently v ∈ C1,θ0(Σ¯+ǫ ). Besides, for
(x, t) ∈ Σiq we have t ∼ dq ∼ ρ
2(x, t). Therefore from (5.3) and (5.10), we get
|∇ρ(x, t)| ≤ C(M, γ)ρ(x, t)−1 ≤ C(M, γ)ρ(x, t)
1− 1
θ0 ,
|∇2v(x, t)| ≤ C(M, γ)ρ(x, t)−1 ≤ C(M, γ)ρ(x, t)
1− 1
θ0 ,
(5.11)
Similarly,
|E(x, t)| ≤ C(M, γ)K−1ρ2(x, t) ,
|∇E(x, t)| ≤ C(M, γ)K2NN˜−1.
Let
h = −
E
αρ2
,
so that
g − v♯e = αρ2g − E = αρ2(g + h),
and then
|h(x, t)| ≤ C(M, γ)(αK)−1 <
σ0
4n+1
,
|∇h(x, t)| ≤ C(M,K, γ)(α1/2ρ(x, t))−2 + C(M, γ)(αK)−1ρ(x, t)
− 1
θ0
≤ C(M,K, γ)(α1/2ρ(x, t))
− 1
θ0 ,
(5.12)
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provided K is taken large enough depending on M, γ, α, σ0.
Step 3. Isometric extension. By the construction of v, we therefore have
g − v♯e = αρ2(g + h)
on Σ+ǫ , v is isometric on Σ and additionally v = u, dv = du on Σ. Thus in particular
dv(ν) = du(ν) = µ along Σ and therefore (5.2) holds with v replacing u. Besides,
we have α1/2ρ ≤ 1
4
and
|∇(α1/2ρ)| ≤ A(α1/2ρ)
1− 1
θ0 , |∇2v| ≤ A(α1/2ρ)
1− 1
θ0 ,
|h| ≤
σ0
4n+1
, |∇h| ≤ A(α1/2ρ)
− 1
θ0 .
Now fix a triangulation of Σ by (n−1)-simplices, such that every simplex is contained
in a single chart Vi. Given any (n− 1)-simplex ∆
n−1, we can subdivide the product
∆n−1 × [0, ǫ] in a standard way (see for example [25]) into a number of n-simplices.
We then use the map F from (1.3) to obtain a triangulation T of Σ¯+ǫ .
Now set S = Σ ∪ V, where V is the vertex set of the triangulation. Then Σ and
S satisfy Condition 4.1, and therefore we can apply Proposition 4.2 to obtain a new
adapted short embedding with respect to S. Iterating the construction, i.e., setting
S0 = S, Sk = Σ ∪ Tk, where Tk is the union of the k-faces of the triangulation,
and Σk = Sk−1 for k = 1, . . . , n we finally end up with a adapted short embedding
with respect to Sn = Σ¯
+
ǫ , i.e., u¯ : Σ¯
+
ǫ → R
m is an isometric embedding. It holds
u¯ ∈ C1,θ
′
(
Σ¯+ǫ ,R
m
)
for
θ′ = θ0b
−2n ,
where b > 1 is arbitrary. Since θ0 <
1
2
is arbitrary as well, it follows that we can
achieve any regularity C1,θ for θ < 1
2
.
Finally, u¯ = v = f on Σ, so u¯ extends f . Moreover du¯ = dv on Σ, so that also
〈du¯(ν), L¯(X,X)〉 = 〈dv(ν), L¯(X,X)〉 > L(X,X)
for any tangent vector X to Σ, finishing the proof.
6. Proof of Theorem 1.2
We will concentrate on the case of immersions. The extension to embeddings is
straight-forward and follows well-established strategies (see [15, 35, 37]).
With Proposition 4.2 at our disposal, the strategy for proving Theorem 1.2 for
immersions is clear: we perform an induction on dimension on the skeleta of a given
regular triangulation of M.
As in Section 4 we fix a finite atlas of charts {Ωk} on M such that on every
chart γ−1Id ≤ G ≤ γId and oscΩkG ≤ σ0(γ)/2 for some γ > 1, where σ0(γ) is the
constant given in Proposition 4.1. In addition, fix a triangulation T on M whose
skeleta consist of a finite union of C1 submanifolds, such that each triangle T ∈ T
is contained in a single chart.
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We first take any C∞ embedding ofM in Rn+2n∗ . Then we change a scale of such
embedding such that the resulting immersion, which we denote by u, is short. By
compactness of M we may also make u strictly short, i.e.
g − u♯e > 0
onM in the sense of quadratic forms. Next, we will start our inductive construction
as in [11]. In the firt step, we recall the construction of an adapted short immersion
u˜ of M with respect to Σ = ∅.
Proposition 6.1. Let u ∈ C2(M;Rn+2n∗) be a strictly short immersion. There
exists 0 < δ∗ ≤ 1/8 and A∗ ≥ 1, depending on u and g, such that for any A ≥ A∗
there exists a strictly short immersion u˜ and associated h˜ with
g − u˜♯e = δ∗(g + h˜), (6.1)
with
1
2
g ≤ u˜♯e ≤ g (6.2)
and such that the following estimates hold:
‖u˜− u‖0 ≤ δ
∗A−α
∗
, ‖u˜‖2 ≤ A, (6.3)
‖h˜‖0 ≤ A
−α∗ , ‖h˜‖1 ≤ A. (6.4)
The exponent α∗ only depends on M.
Next, fix θ0 < 1/2 and ǫ > 0. Set u0 = u˜, h0 = h˜ as obtained from Proposition
6.1 with A = A0 sufficiently large (to be determined below), and also ρ˜
2 = δ∗. From
(6.3) we deduce
‖u− u0‖0 ≤
ε
4
(6.5)
by assuming A0 is sufficiently large. From (6.3)-(6.4), we further have
‖∇2u0‖0 ≤ A0 ≤ A0(δ
∗)
1
2
− 1
2θ0 ,
‖h0‖0 ≤ A
−α∗
0 ≤
σ0
4n+1
,
‖∇h0‖0 ≤ A
1−α∗
0 ≤ A0(δ
∗)
α0
2
− 1
2θ0 ,
where σ0 is in Proposition 4.1. Therefore we deduce that u0 is an adapted short
immersion with respect to the empty set Σ0 = ∅ with exponent θ0, and furthermore
the estimates (4.23) are satisfied by (u0, ρ0, h0) with (A, θ) replaced by (A0, θ0).
For any b > 1, we can apply Proposition 4.2 to obtain a C1,θ1 adapted short
immersion (u1, ρ1, h1) with respect to Σ1 = V, where V is the vertex set of the
triangulation T and such that (4.23)(4.24) hold with
A1 = A
b2
0 , θ1 =
θ0
b2
.
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We then continue this process along the skeleta Σ1 ⊂ Σ2 ⊂ . . .Σn+1 = M and
obtain adapted short immersions (uj, ρj, hj) with respect to Σj , j = 1, 2, . . . , n + 1
with
Aj+1 = A
b2
j , θj+1 =
θj
b2
.
After n+ 1 steps we finally obtain a global Cθn+1 isometric immersion v := un+1 of
M, with
θn+1 = b
−2n−2θ0.
Note that for any fixed θ0, taking b → 1, we will have θn+1 → θ0. Thus, for any
θ′ < θ0 there exists a choice of b > 1 so that θ
′ < θn+1 < θ0. In this way we can
achieve any exponent θ < 1
2
. Finally, observe that (recalling (6.5))
‖u− v‖0 ≤ ‖u− u0‖0 +
n∑
j=0
‖uj+1 − uj‖0
≤ ε/4 +
n∑
j=0
A
−1/2
j ≤ ε/4 + (n+ 1)A
−1/2
0
≤ ε
by choosing A0 sufficiently large. This completes the proof of Theorem 1.2.
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Appendix A. Proof of Lemma 3.5
Step 1. Without loss of generality we assume Ω = B1(0). In a first step
we construct a family of vectorfields ζ1, . . . , ζm−n which satisfies (3.7) on a small
neighbourhood of the origin. To do this, pick orthonormal vectors ξ1, . . . , ξm−n ∈
Rm \ dv0
(
T0B¯1
)
. We then set
νi = ξi −
n∑
j=1
rij∂jv ,
where rij are chosen to guarantee 〈νi, ∂kv〉 = 0 for every i and k. This is possible
since ∇vT∇v ≥ γ−1Id. Indeed, denote bik = 〈ξi, ∂kv〉 and observe that 〈νi, ∂kv〉 = 0
for all i, k is equivalent to
R · ∇v⊺∇v = B ,
where R and B are the (m − n) × n matrices with entries Rij = rij and Bij = bij .
We can then simply set
R = B · (∇v⊺∇v)−1 .
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We claim that in a neighbourhood of the origin the family {νi}
m−n
i=1 is linearly inde-
pendent and therefore constitutes a frame for the normal bundle. A Gram-Schmidt
process will then produce the desired vectorfields.
To show the claim, we write
(∇v⊺∇v)−1ij = (det∇v
⊺∇v)−1Pij(∇v) ,
where Pij(∇v) is a polynomial in the arguments ∂kv
l. Observe that assumption
(3.6) implies [v]1 ≤ C(γ). Hence, with Lemma 3.1 and assumption (3.6) we find
‖rij‖0 ≤ C(γ)[v]2ε
where we used that
|bik| = |〈ξi, ∂kv(x)〉| = |〈ξi, ∂kv(x)− ∂kv(0)〉| ≤ [v]2ε
for x ∈ B¯ε. With this estimate we find
‖〈νi, νj〉 − δij‖C0(B¯ε) = ‖〈νi, νj〉 − 〈ξi, ξj〉‖C0(B¯ε) ≤ C(n, γ)[v]2ε .
Therefore, if ε ≡ ε (n, γ, [v]2) > 0 is small enough, the vectorfields ν1, . . . , νm−n are
linearly independent. Before continuing with the Gram-Schmidt process, observe
the following estimates for 0 < l ≤ N
[rij ]l ≤ Cl (C(γ)[v]l+1 + C(γ)[bij ]l) ≤ Cl(γ)[v]l+1 ,
thanks to the Leibniz rule. Therefore we have the same estimates for the vectorfieds
[νi]l ≤ Cl(γ)[v]l+1 . (A.1)
Now we set
ζ1 =
ν1
|ν1|
,
and observe that for small enough ε > 0 we have |ν1| ≥
1
2
so that, thanks to Lemma
3.1 and (A.1), ζ1 ∈ C
N
(
B¯ε
)
with
[ζ1]Cl(B¯ε) ≤ Cl[ν1]Cl(B¯ε) ≤ Cl(γ)[v]Cl(B¯ε)
for all 0 ≤ l ≤ N . Moreover, on B¯ε we have
|ζ1 − ξ1| ≤
2|ν1 − ξ1|
|ν1|
≤ C(γ)[v]2ε .
Now we assume ζ1, . . . , ζk−1 are already constructed with
〈ζi, ζj〉 = δij
∇v · ζi = 0
[ζi]l,β ≤ Cl(γ)[v]l+1 for all 0 ≤ l ≤ N ,
on B¯ε, and in addition
|ζi − ξi| ≤ C(γ)[v]2ε . (A.2)
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We then set
θk = νk −
k−1∑
j=1
〈νk, ζj〉ζj , ζk =
θk
|θk|
.
It remains to show that ζk satisfies (3.7) and (A.2). Observe that
〈νk, ζj〉 = 〈νk − ξk, ζj〉+ 〈ξk, ζj − ξj〉
so that |〈νk, ζj〉| ≤ C(γ)[v]2ε on B¯ε and by the Leibnitz rule also
[〈νk, ζj〉]Cl(B¯ε) ≤ Cl(γ)[v]Cl+1(B¯ε) .
In particular |θk| ≥
1
4
for ε small enough and hence, with Lemma 3.1,
[ζk]Cl(B¯ε) ≤ Cl(γ)[v]Cl+1(B¯ε) .
Therefore ζk satisfies (3.7). Since moreover
|ζk − ξk| ≤
2|θk − ξk|
|θk|
≤ C(|θk − νk|+ |νk − ξk|) ≤ C(γ)[v]2ε ,
the first step is completed.
Step 2. In this step we show that one can continue the vectorfields to maps on B¯1
satisfying the same constraints. Consider the set
R = {ρ ∈ [0, 1] : there exist ζ1, . . . , ζm−n ∈ C
N,α(B¯ρ) satisfying (3.7) on B¯ρ} .
As we saw in Step 1, R is nonempty. Set ρ¯ = supR. We claim that ρ¯ ∈ R. To see
this, let ρq ↑ ρ¯ and fix the corresponding families of vectorfields ζ
q
i . Now assume
that there exists δ = δ(γ, v) > 0 such that each ζqi can be extended to a map
ζ˜qi ∈ C
N(B¯σq) with
[ ζ˜qi ]Cl(B¯σq ) ≤ C(γ)(1 + [v]l+1) , (A.3)
where σq = min{1, ρq + δ}. We will prove this fact at the end of this proof in Step
3. With it, we can repeat the procedure of Step 1: We set
νqi = ζ˜
q
i −
n∑
j=1
rqij∂jv ,
where, again, rqij are chosen such that every ν
q
i is orthogonal to v. We need to show
that, for δ small enough, νqi are linearly independent to perform the Gram-Schmidt
process. Set bqik = 〈ζ˜
q
i , ∂kv〉 and observe that, for ρq < |x| ≤ σq,
bqik(x) =
〈
ζ˜qi (x)− ζ
q
i
(
ρq
x
|x|
)
, ∂kv(x)
〉
+
〈
ζqi
(
ρq
x
|x|
)
, ∂kv(x)− ∂kv
(
ρk
x
|x|
)〉
.
Thus,
|bqik| ≤ C(γ)[ ζ˜
q
i ]C1(B¯σq )δ + [v]2δ ≤ C(γ, [v]2)δ
thanks to (A.3). Thus, as before it follows
|rqij| ≤ C(γ, [v]2)δ .
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Now we write
〈νqi , ν
q
j 〉 = 〈ζ˜
q
i , ζ˜
q
j 〉+ E ,
where E is an error term with |E| ≤ C(γ, [v]2)δ thanks to the estimate on r
q
ij. We
expand
〈ζ˜qi , ζ˜
q
j 〉 =
〈
ζ˜qi − ζ
q
i
(
ρq
x
|x|
)
, ζ˜qj
〉
+
〈
ζ˜qi
(
ρq
x
|x|
)
, ζ˜qj − ζ
q
j
(
ρq
x
|x|
)〉
+
〈
ζqi
(
ρq
x
|x|
)
, ζqj
(
ρq
x
|x|
)〉
= δij + E˜ ,
where again |E˜| ≤ C(γ, [v]2)δ. Hence, for δ(γ, v) small enough, ν
q
i are linearly
independent. The estimates (A.1) can derived in the same way. As in Step 1, we
can then apply the Gram-Schmidt process to generate the vectorfields ζ¯qi satisfying
(3.7) on B¯σq . Consequently, σq ∈ R. By definition, ρ¯ ≥ σq for all q. Letting q →∞
we find ρ ≥ min{1, ρ + δ}, which shows σq = 1 for q large enough. Hence 1 ∈ R,
which completes Step 2.
Step 3. In this step we show that there exists a δ ≡ δ(γ, v) > 0 such that any map
ζ ∈ CN(B¯ρ) with
[ζ ]Cl(B¯ρ) ≤ Cl(γ)
(
1 + [v]Cl+1(B¯1)
)
(A.4)
can be extended to a map ζ˜ ∈ CN(Rn) such that
[ζ˜]Cl(B¯σ) ≤ Cl(γ)
(
1 + [v]Cl+1(B¯1)
)
, (A.5)
where σ = min{1, ρ+ δ}.
The existence of such an extension is a classical fact, originally due to Whitney
[38]. However, we could not find a reference stating the estimates (A.5), which is
why we redo the argument in the following.
For k ∈ N, y ∈ B¯ρ and x ∈ R
n we denote by T ky ζ(x) the k-th order Taylor
polynomial of ζ around y at x, i.e.
T ky ζ(x) =
∑
|β|≤k
∂βζ(y)
β!
(x− y)β ,
with the usual conventions concerning the multi-indices β. Let χj be a partition of
unity of Rn \ B¯ρ such that no point is in the support of more than M(n) functions
χj, the diameter of the support of χj is at most twice its distance to B¯ρ, and
|∂βχj(x)| ≤ Cβd(x)
−|β|
for x ∈ Rn \ B¯ρ, where d(x) = dist(x, B¯ρ). For a proof we refer to Lemma 2.3.7.
in [27].
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We then set ζ˜(x) = ζ(x) for x ∈ B¯ρ and
ζ˜(x) =
∑
j
χj(x)T
N
yj
ζ(x)
otherwise, where yj ∈ ∂B¯ρ minimizes the distance to the support of χj. In Theorem
2.3.6. in [27] it is shown that ζ˜ ∈ CN with ∂β ζ˜ = ∂βζ on B¯ρ for every |β| ≤ k. We
want to show that ζ˜ also satisfies (A.5).
Observe first that if x ∈ supp χj then
|x− yj| ≤ diam (supp χj) + dist(supp χj, B¯ρ) ≤ 3d(x) .
Hence, for such x we have
|∂βTNyj ζ(x)| =
∣∣∣ ∑
|γ|≤N−|β|
∂β+γζ(yj)
γ!
(x− yj)
γ
∣∣∣ ≤ [ζ ]|β| + N−|β|∑
i=1
d(x)i[ζ ]|β|+i
≤ [ζ ]|β| + CN(γ)d(x) (1 + ‖v‖N+1) ,
for any multi-index β with 0 ≤ |β| ≤ N . Consequently, if ρ < |x| ≤ ρ+ δ we find
|∂βTNyj ζ(x)| ≤ [ζ ]|β| + 1 , (A.6)
if δ is chosen small enough depending on γ and v. In particular, this shows the
estimate (A.5) for l = 0 in view of (A.4). Now fix 1 ≤ l ≤ N and multi-indices α, β
with |α|+ |β| = l. We want to show the estimate∣∣∣∑
j
∂αχj∂
βTNyj ζ
∣∣∣ ≤ Cl(γ) (1 + [v]l+1) . (A.7)
If α = 0 this follows from the estimate (A.6) together with the assumption (A.4).
Therefore we can assume |α| ≥ 1. We write
∑
j
∂αχj(x)∂
βTNyj ζ(x) =
∑
j
∂αχj(x)
∑
|γ|≤N−|β|
∂β+γζ(yj)
γ!
(x− yj)
γ
=
∑
j
∂αχj(x)
∑
|γ|<|α|
∂β+γζ(yj)
γ!
(x− yj)
γ
+
∑
j
∂αχj(x)
∑
|α|≤|γ|≤N−|β|
∂β+γζ(yj)
γ!
(x− yj)
γ
=: I(x) + II(x)
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Recall that |∂αχj(x)| ≤ Cd(x)
−|α|. Since |α| = l − |β| we can estimate the second
sum by
|II(x)| ≤ Cd(x)−|α|
[ζ ]ld(x)|α| + N−|β|∑
i=1
d(x)|α|+i[ζ ]l+i

≤ C[ζ ]l + CN(γ)d(x) (1 + ‖v‖N+1) ≤ Cl(γ)(1 + [v]l+1)
if ρ < |x| ≤ ρ + δ and δ small enough, thanks to (A.4). To estimate I(x) we set
x∗ = ρ x
|x|
and observe that, by Taylor’s theorem,
∂β+γζ(yj)− T
|α|−|γ|−1
x∗ ∂
β+γζ(yj) =
∑
|ν|=|α|−|γ|
∂ν+β+γζ(ξ)
ν!
(yj − x
∗)ν ,
for some ξ ∈ [x∗, yj]. Now |x
∗ − yj| ≤ d(x) + |x− yj| ≤ 4d(x), so that∣∣∣∂β+γζ(yj)− T |α|−|γ|−1x∗ ∂β+γζ(yj)∣∣∣ ≤ C[ζ ]|α|+|β|d(x)|α|−|γ| = C[ζ ]ld(x)|α|−|γ| .
since by assumption |α|+ |β| = l. Therefore, it holds∣∣∣∑
j
∂αχj(x)
∑
|γ|<|α|
(x− yj)
γ
γ!
(
∂β+γζ(yj)− T
|α|−|γ|−1
x∗ ∂
β+γζ(yj)
) ∣∣∣ ≤ C[ζ ]l . (A.8)
To conclude it suffices to observe∑
|γ|≤|α|−1
(x− yj)
γ
γ!
T
|α|−|γ|−1
x∗ ∂
β+γζ(yj)
=
∑
|γ|≤|α|−1
 ∑
|ν|≤|α|−|γ|−1
∂ν+β+γζ(x∗)
ν!γ!
(x− yj)
γ(yj − x
∗)ν

=
∑
|γ|≤|α|−1
∂β+γζ(x∗)
γ!
(∑
ν≤γ
γ!
ν!(γ − ν)!
(x− yj)
γ(yj − x
∗)γ−ν
)
=
∑
|γ|≤|α|−1
∂β+γζ(x∗)
γ!
(x− x∗)γ = T |α|−1x∗ ∂
βζ(x) . (A.9)
Since
∑
j ∂
αχj(x) = 0 we can simply subtract T
|α|−1
x∗ ∂
βζ(x) to find
|I(x)| =
∣∣∣∑
j
∂αχj(x)
 ∑
|γ|≤|α|−1
∂β+γζ(yj)
γ!
(x− yj)
γ − T
|α|−1
x∗ ∂
βζ(x)
∣∣∣ ≤ C[ζ ]l
in view of (A.9) and (A.8), which, thanks to (A.4), finishes the proof.
RIGIDITY AND FLEXIBILITY 35
References
[1] Yu. F. Borisov, The parallel translation on a smooth surface. I-IV. Vestnik Leningrad. Univ.
13,14, (1958,1959).
[2] Yu. F. Borisov, On the connection between the spatial form of smooth surfaces and their
intrinsic geometry. Vestnik Leningrad. Univ. 14, 13 (1959), 20–26.
[3] Y.F. Borisov, C1,θ-isometric immersions of Riemannian spaces. (Russian) Dokl. Akad. Nauk
SSSR 163 (1965), 11 C-3.
[4] Y.F. Borisov, Irregular surfaces of the class C1,β with an analytic metric. (Russian) Sibirsk.
Mat. Zh. 45 (2004), no. 1, 25-61; translation in Siberian Math. J. 45 (2004), no. 1, 19-52
[5] T. Buckmaster, , C. De Lellis, P. Isett, and L. Sze´kelyhidi, Jr., Anomalous dissipation for
1/5-Ho¨lder Euler flows. Ann. of Math. (2) 182 (2015), no.1, 127-172.
[6] T. Buckmaster, , C. De Lellis, P. Isett, and L. Sze´kelyhidi, Jr., Dissipative Euler flows with
Onsager-critical spatial regularity. Comm. Pure Appl. Math. 69 (2016), no.9, 1613-1670.
[7] T. Buckmaster, C. De Lellis, L. Sze´kelyhidi Jr., and V. Vicol, Onsager’s conjecture for
admissible weak solutions Comm. Pure Appl. Math. 72 (2019), no. 2, 229-274.
[8] T. Buckmaster and V. Vicol, Nonuniqueness of weak solutions to the Navier-Stokes equation,
Ann. of Math. (2) 189 (2019), no. 1, 101–144.
[9] W. Cao, The semi-global isometric embedding of surfaces with curvature changing signs
stably. Proc. Amer. Math. Soc. 147 (2019), no. 10, 4343-4353.
[10] W. Cao, L. Sze´kelyhidi Jr., C1,α isometric extension, Comm. Partial Differential Equations,
(2019), no. 7, 613-636.
[11] W. Cao, L. Sze´kelyhidi Jr., Global Nash-Kuiper theorem for compact manifolds. To appear
in J. Diff. Gerometry. ArXiv preprint:1906.08608v2 (2019).
[12] S. Conti, C. De Lellis, and L. Sze´kelyhidi Jr. h-principle and rigidity for C1,α isometric
embeddings. In Nonlinear paritial differential eqautions. The Abel aymmposium 2010. Pro-
ceedings of the Abel symposium, Oslo, Norway, September 28-October 2, 2010, 83-116, Berlin
Springer, 2012.
[13] S. Cohn-Vossen, Zwei Sa¨tze u¨ber die Starrheit der Eifla¨chen. Nachrichten Ges. d. Wiss zu
Go¨ttingen (1927), 125-134.
[14] S. Daneri; L. Sze´kelyhidi, Jr. Non-uniqueness and h-principle for Ho¨lder-continuous weak
solutions of the Euler equations. Arch. Ration. Mech. Anal. 224 (2017), no. 2, 471-514.
[15] C. De Lellis, D. Inauen, and L. Sze´kelyhidi Jr. A Nash-Kuiper theorem for C1,1/5−δ immer-
sions on surfacesin 3 dimensions, Rev. Mat. Iberoamericana 34 (2018), 1119-1152.
[16] C. De Lellis and D. Inauen, C1,α Isometric embeddings of polar caps, Adv. Math. 363 (2020),
106996.
[17] C. De Lellis, L. Sze´kelyhidi Jr., The Euler equations as a differential inclusion. Ann. of Math.
(2), 170 (2009), no. 3, 1417-1436.
[18] C. De Lellis,; L. Sze´kelyhidi, Jr. Dissipative continuous Euler flows. Invent. Math. 193(2013),
no. 2, 377-407.
[19] C. De Lellis, L. Sze´kelyhidi Jr., Dissipative Euler flows and Onsager’s conjecture. J. Eur.
Math. Soc. (JEMS), 16 (2014), no. 7, 1467-1505.
[20] C. De Lellis and L. Sze´kelyhidi Jr, High dimensionality and h-principle in PDE. Bull. Amer.
Math. Soc. (N.S.) 54, 2 (2017), 247–282.
[21] G.-C. Dong, The semi-global isometric embedding in R3 of two-dimensional Riemannian
manifolds with Gaussian curvature changing sign cleanly. J. Partial Differential Equations,
6(1993),62-79.
[22] M. Gromov, Geometric, algebraic, and analytic descendants of Nash isometric embedding
theorems, Bull. Amer. Math. Soc. (N.S.) 54, 2 (2017) 173–245.
36 W. CAO AND D. INAUEN
[23] Q. Han, On isometric embedding of surfaces with Gauss curvature changing sign cleanly.
Comm. Pure Appl. Math. 58 (2005), 285-295.
[24] Q. Han, Local isometric embedding of surfaces with Gauss curvature changing sign stably
across a curve. Calc. Var. Partial Differential Equations 25 (2006), no. 1, 79 C103
[25] A. Hatcher, Algebraic topology, Cambridge University Press, Cambridge, UK (2002).
[26] G. Herglotz, U¨ber die Starrheit der Eifla¨chen Abhandlungen aus dem Mathematischen Sem-
inar der Universita¨t Hamburg, vol. 15, no. 1, pp. 127–129, (1943)
[27] L. Ho¨rmander, The analysis of linear partial differential operators. I. Distribution theory and
Fourier analysis, Springer-Verlag, (1990)
[28] N. Hungerbu¨hler and M. Wasem. The one-sided isometric extension problem. Results Math.
71(2017), no. 3-4, 749-781.
[29] P. Isett, A Proof of Onsager’s conjecture. Ann. of Math. (2) 188 (2018), no. 3, 871-963.
[30] H. Jacobowitz. Extending isometric embeddings. J. Differential Geometry, 9: 291-307, 1974.
[31] A. Ka¨lle´n, Isometric embedding of a smooth compact manifold with a metric of low regularity.
Ark. Mat. 16 (1978), no. 1, 29-50.
[32] M. Khuri, The local isometric embedding in R3 of two-dimensional Riemannian manifolds
with Gaussian curvature changing sign to finite order on a curve. J. Differential Geom. 76
(2007),
[33] N.H. Kuiper. On C1 isometric embeddings. I, II. Nederl. Akad. Wetensch. Proc. Ser. A. 58=
Indag. Math. 17: 545-556, 683-689, 1955.
[34] C.S. Lin, The local isometric embedding in R3 of 2-dimensional Riemannian manifolds with
Gaussian curvature changing sign cleanly. Comm. Pure Appl. Math. 39 (1986), 867-887.
[35] J. Nash. C1 isometric embeddings. Ann. of Math. (2), 60: 383-396, 1954.
[36] A. Pogorelov, The rigidity of general convex surfaces. Doklady Acad. Nauk SSSR 79 (1951),
739–742.
[37] L. Sze´kelyhidi, Jr. From isometric embeddings to turbulence. HCDTE lecture notes. Part
II. Nonlinear hyperbolic PDEs, dispersive and transport equations, 63 pp., AIMS Ser. Appl.
Math., 7, Am. Inst. Math. Sci. (AIMS), Springfield, MO, 2013.
[38] H. Whitney, Analytic extensions of functions defined in closed sets, Transactions of the
American Mathematical Society 36 (1), 63–89, (1934)
Institut fu¨r mathematik, Universita¨t Leipzig, D-04109, Leipzig, Germany
Email address : wentao.cao@math.uni-leipzig.de
Institut fu¨r mathematik, Universita¨t Leipzig, D-04109, Leipzig, Germany
Email address : dominik.inauen@math.uni-leipzig.de
