Learning reservoir flow dynamics is of primary importance in creating robust predictive models for reservoir management including hydraulic fracturing processes. Physics-based models are to a certain extent exact, but they entail heavy computational infrastructure for simulating a wide variety of parameters and production scenarios. Reduced-order models offer computational advantages without compromising solution accuracy, especially if they can assimilate large volumes of production data without having to reconstruct the original model (data-driven models). Dynamic mode decomposition (DMD) entails the extraction of relevant spatial structure (modes) based on data (snapshots) that can be used to predict the behavior of reservoir fluid flow in porous media. In this paper, we will further enhance the application of the DMD, by introducing sparse DMD and local DMD. The former is particularly useful when there is a limited number of sparse measurements as in the case of reservoir simulation, and the latter can improve the accuracy of developed DMD models when the process dynamics show a moving boundary behavior like hydraulic fracturing. For demonstration purposes, we first show the methodology applied to (flow only) single-and two-phase reservoir models using the SPE10 benchmark. Both online and offline processes will be used for evaluation. We observe that we only require a few DMD modes, which are determined by the sparse DMD structure, to capture the behavior of the reservoir models. Then, we applied the local DMDc for creating a proxy for application in a hydraulic fracturing process. We also assessed the trade-offs between problem size and computational time for each reservoir model. The novelty of our method is the application of sparse DMD and local DMDc, which is a data-driven technique for fast and accurate simulations.
Introduction
Discovering the dynamics of the fluid flow through a reservoir based on production data is paramount to the development of fast predictive models for reservoir management. A data-driven surrogate model with less computational effort is needed to simulate the underlying physics of the reservoir and perform accurate future prediction. Reservoir management workflows usually require repeated simulations for production optimization, enhancing oil recovery, history matching and uncertainty quantification processes [1] [2] [3] [4] . Especially, when solving the production optimization with nonlinear constraints [5, 6] , even with an advanced algorithm it takes thousands of forward simulations to achieve an optimal solution. Those scenarios can benefit tremendously from the rapid turnarounds that data-driven surrogate models can deliver. However, the complex physics of the multiphase fluid flow in porous media and the multiscale nature of the fluid and rock properties pose challenges in obtaining good predictive surrogate models. DMD with control (DMDc) [34, 35] for including the effect of control and disambiguate the underlying dynamics and the effect of actuation.
Both the POD and DMD methods are snapshot-based approaches, which means they rely on a two-step process called off-and online. In the offline step, one deals with gathering snapshots and computing the projection basis or modes, which are computed through an SVD decomposition. In the online step, one performs dimensionality-reduction of the states of the system, based on the highly ranked modes, and implement different boundary conditions as used in the offline step. However, unlike the POD method, it is hard for the standard DMD method to choose an optimal subset of the modes since the modes are not ranked by energy and it is even harder considering the modes are non-orthogonal. We cannot simply select modes with the largest amplitude or largest singular value. Several methods including optimal DMD [29] and sparse DMD [27] have been proposed to overcome this issue.
In this paper, we focus on the development of reduced-order models based on the DMD family of methods. In particular, we investigate two fixes for the selection of proper modes. We start with the sparsity-promoting DMD method, which was first proposed by Jovanovic et al. [27] for choosing appropriate DMD modes. Sparsity-promoting DMD uses a least square deviation norm plus an extra l 1 norm that penalizes the number of non-zero basis vectors as a convex optimization function, to which the solution consists of the sparse structures of DMD modes. Note that l 1 regularization is widely used and proved efficient in other fields of study such as statistics and geophysical inversion [36] . The purpose is to seek a trade-off between the number of non-zero DMD basis and the accuracy of the approximation. l 1 norm instead of l 0 norm (cardinality function) is used in order to keep the objective function convex [36] .
Next, we investigate the use of DMDc. In many dynamical systems, the data often comes with associated interventions or exogenous inputs. In such cases, the developed reduced-order models must be able to extract the underlying dynamics by decoupling it from the effect of applied inputs. This is particularly important in the case when we are controlling a system. DMDc addresses this problem by providing a reduced-order description of the input-to-output behavior of the original high-dimensional system. At its heart, DMDc is a regression method that solves a least-squares problem to determine the associated system matrices that represent a discrete-time linear system. However, in the case of complex moving boundary problems since different portions of the solution trajectory can be associated with distinct regimes, a global linear model may fail to capture the dominant dynamics effectively. In this context, recently the concept of local model reduction was proposed to better capture the local dynamics of the system by integrating model reduction with temporal clustering of time-series data [37] . This idea has been extended to develop the local DMDc method [34] , resulting in reduced-order models that are tailored to accurately approximate the system dynamics within specific regimes (clusters) [38, 39] . There has also been related work where the authors propose a systematic method to make the local DMDc models valid on a larger domain [40] .
In what follows, we assess the benefits of the reduced-order models derived from the DMD family of methods using two distinct applications. First, we apply the sparsity promoting DMD method to reservoir simulation using single-and two-phase models. We compare the relative errors and efficiency of the sparse DMD with two other reduced-order modeling methods, namely POD and standard DMD. In the second application, we assess the benefit of local DMDc to approximate the process dynamics in hydraulic fracturing, i.e., the evolution of proppant concentration at different positions with time. We start by stating the PDE equations used in this paper, both for the reservoir and the simplified hydraulic fracturing process. We, then provide the four algorithms considered here for constructing the projection basis, namely, POD, standard DMD, sparse DMD, and local DMDc. Finally, we demonstrate the benefits of the DMD family by applying the methods to a 3D reservoir simulation based on the SPE10 benchmark and with a hydraulic fracturing process. We follow the discussions by concluding our work. We should point out that although we use different reservoir model types (simplified and fully discretized) in both applications, the simulation of coupled flow and geomechanics can be implemented in a fully coupled manner. As this is out of the scope of this paper, we will generalize these results in a forthcoming paper.
Although many of the tools used in this paper have been developed in different settings, the novelty of this work is threefold: (1) the application of sparsity-promoting DMD to multiphase flow in porous media and its comparison to POD-based methods; (2) the application of Local DMDc to coupled flow and geomechanics (PKN) with added complexities accounting for hydraulic fracturing dynamics, and to the author's knowledge, this is the first publication in this area; (3) in addition, in this paper, we proposed a new GOS clustering algorithm which facilitates optimal clustering (both the number of clusters and the cluster configuration) of the data based on their dynamical behavior.
Problem Formulation and Methodology

Multi-Phase Flow Problem
Flow and transport models in porous media can be described by a set of partial differential equations representing conservation of mass, momentum and energy as functions of pressure, saturation and temperature, and reconciled by the equation of state. In what follows, we describe briefly the single and two-phase flows models used in this paper.
As discussed in References [13, 15] , to simplify the problem we neglect the inertial effects and assume the flow to be isothermal. Hence, one can assume the black-oil formulation, where there are two components (oil-water) and there are two phases of the hydrocarbon substance (oil and gas) present in the reservoir.
For the case of a two-phase oil-water system in a reservoir domain (denoted by Ω), the mass balance equation for each phase is
where ρ χ is the fluid phase density, u χ is the fluid phase superficial velocity, t is time, ∇ denotes the divergence operator, ϕ is the porosity of the rock, s χ denotes fluid phase saturation, q χ is the volumetric source/sink term and subscript χ ∈ {o, w} indicates the oil and water phases, respectively. We apply Darcy's law:
where ∇ is the gradient operator, K denotes the permeability tensor, η χ is the fluid phase viscosity, k rχ denotes the relative permeability of each phase (which is a function of water saturation), P χ is the phase pressure, g is the constant of gravity acceleration and h denotes depth. Combining Equations (1) and (2) yields
The general oil-water model is completed by enforcing the saturation constraint s o + s w = 1 and by specifying a capillary pressure relationship P c (s w ) = P o − P w . As can be seen, Equation (3) is nonlinear. We take P o and s w to be the primary unknown variables, from which P w and s o can be easily computed. Equation (3) can be solved numerically using a fully-implicit finite volume procedure. More details can be found in Reference [13] .
With the fully-implicit procedure, each grid block is characterized by two primary state variables, oil pressure p o and water saturation S w . Defining x = [P o , s w ] as the state vector for all reservoir cells and ν as the well control parameters, one can write Equation (3) in the fully implicit form as where R is the residual vector, superscripts n and n + 1 indicate time levels, F(x) = T(x)x represents the transmissibility term, with T(x) being the transmissibility matrix, A(x, x n ) = −D(x)(x − x n ) is the accumulation term, and Q x, ν n+1 is the source/sink term. The source/sink term corresponding to injection/production from a well is modeled by using a well equation as described in Reference [41] :
where q χ is the well flow rate of phase χ, λ χ = ρ χ k rχ /η χ is the mobility of phase χ, P χ is the computed pressure of phase χ in the reservoir cell, P wb is the wellbore pressure, and WI is the well index which in this paper is based on the Peaceman model [41] . In this paper, bottom hole pressure (BHP) is chosen as the well control parameter ν. The solution of Equation (4) is to find the spatio-temporal evolution of the state x n+1 such that R x n+1 , x n , ν n+1 = 0.
Equation (6) is nonlinear. Typically, the Newton-Raphson iteration method is used to solve Equation (6), where x n+1 is obtained iteratively as follows:
In Equation (7), J is the Jacobian matrix and is defined as J(x) = ∂R/∂x. Iteration for solving Equation (7) will be stopped when the relative norm of the residual is close to zero. Given the size of the Jacobian matrix and the computational cost associated with solving the linear system in the Newton-Raphson algorithm, model order-reduction described in the next sections can alleviate some of these bottlenecks by reducing the size of these matrices. Before we describe the POD and DMD methods and their application to reservoir simulation, it is worth noting two relevant aspects of our particular implementation.
Single-phase flow case. In the case of single-phase flow, the equations simplify and the mass balance equation can be given by a single equation in the only unknown pressure.
Mixed formulation for the two-phase flow. In this paper, we use for the two-phase flow system a mixed formulation of the equation [26] . Previous works have demonstrated that it gives more stable computations, especially after applying the projection matrices. To this end, the system of discretized equations is of the form
where B, C and D are matrices and vectors defined using the flux and pressure equations. The reader can refer to [14] for more details of the formulation.
Hydraulic Fracturing Process
In this work, we consider a nonlinear hydraulic fracturing process characterized by simultaneous fracture propagation and fluid transport. A brief description of the equations governing the fracture dynamics is presented below.
Fracture propagation. The fracture propagation is modeled using the Perkins-Kern-Nordgren (PKN) model [42, 43] . It is the most common 2D hydraulic fracturing model which assumes that the fracture length (x-axis shown in Figure 1 ) is much greater than the fracture height (y-axis), as is the case in low permeability formations. Additionally, the following assumptions are also considered: (1) the fractures are confined vertically (constant height), (2) the rock properties remain constant with respect to time and space and (3) because the fracture length is much greater than its width (z-axis), the fracture propagation and proppant advection are neglected along the z-axis. In the PKN model, the fracture cross-sectional area is considered to be elliptical and the fracture shape is rectangular [44] .
By taking into account the fracture volume changes and fluid leak-off into the surrounding reservoir, the local mass conservation of an incompressible fluid inside the fracture is given by the following form ∂A ∂t
where A = πWH/4 is the cross-sectional area of the elliptic fracture, t is the elapsed time, H is the fracture height, U is the fluid-leak off into the formation and q x is the local flow rate along the x-axis which can be obtained using lubrication theory and the elasticity equation as follows
where E is the Young's modulus of the formation, µ is the fracturing fluid viscosity, ν is the Poisson ratio of the formation, and W is the fracture width. The rate of fluid leak-off into the surrounding rock formation per unit height normal to the elliptic fracture plane is given by
where C leak is the overall fluid leak-off coefficient, and τ(x) is the time at which the fracture propagation has arrived at the location x for the first time. By substituting Equation (10) into Equation (9) we get the following parabolic PDE model with a moving boundary that describes fracture propagation in a hydraulic fracturing process.
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where is the injection rate of fracturing fluid at the wellbore and ( ) is the fracture length. Proppant transport. In this model, the proppant transport is modeled assuming simultaneous advection and settling at the fracture bottom, at the velocity equal to the carrier fluid. Moreover, it is assumed that the proppant particles are large enough to neglect the diffusivity of the solid phase. Therefore, the convective flux can be computed as follows: The above PDE is associated with the following boundary and initial conditions. q x (0, t) = q 0 and W(L(t), t) = 0,
where q 0 is the injection rate of fracturing fluid at the wellbore and L(t) is the fracture length.
Proppant transport. In this model, the proppant transport is modeled assuming simultaneous advection and settling at the fracture bottom, at the velocity equal to the carrier fluid. Moreover, it is assumed that the proppant particles are large enough to neglect the diffusivity of the solid phase. Therefore, the convective flux can be computed as follows:
where C(x, t) is the proppant concentration inside the fracture, C 0 (t) is the injected concentration at the wellbore (manipulated input), V p is the velocity of individual proppant particles which is related to the velocity of the fluid, and V, and the gravitational settling velocity, V s , as follows [45] :
The gravitational settling velocity in the above equation can be computed as follows [46] :
where ρ sd is the proppant particle density, ρ f is the pure fluid density, g is the gravitational acceleration constant, and d is the proppant diameter. The fracturing fluid viscosity is related to the suspended proppant concentration by the following empirical model
with µ 0 being the pure fluid viscosity at C = 0, α is an exponent usually in the range of 1.2 − 1.8, and C max is the maximum theoretical concentration determined as C max = (1 − φ)ρ sd where φ is the proppant bank porosity.
Model Reduction by Projection
We introduced the Galerkin projection theory, as in previous works, to reduce the dimensionality of the system. By using P(t) = ΦP r (t), for instance for single-phase [12] , where Φ * Φ = I k and Φ = φ i r i=1 ∈ R nc×r is the matrix that contains basis vectors. Note that for the POD method, the column vectors are orthogonal to each other. Thus the reduced system is of the form
In the case of the mixed formulation, we can assume we have basis Φ u,P ∈ C (nu+nc)×r for velocity and pressures, and thus, the Galerkin projection on to the subspace spanned by the basis Φ u,P is given by
The POD Method
The POD method is derived from constructing a lower-dimensional approximation in Hilbert space [47] . Basically, it can be viewed as an application of singular value decomposition in a finite-dimensional space (usually Euclidean space). We will briefly review the method here. Consider given a set of pressure snapshots at different time steps P = P 1 , . . . , P ns T ∈ R nc×ns , P j = P t j , d = dim span P 1 , . . . , P ns , where ns is the number of time steps and nc is the number
denotes the orthonormal basis, then each of the snapshot columns can be expressed as
The goal is to find the corresponding basis φ i l i=1 with l d to describe the snapshot data by solving the minimization problem
are positive coefficients, H denotes a proper Hilbert space. The solution of the above minimization problem is obtained from singular value decomposition of the snapshot matrix [47] .
For simplification purposes, we perform economy-sized SVD in Euclidean space as
where
This error formula indicates a factor called energy fraction Equation (26) that can be used to improve the performance of POD basis by choosing the truncation parameter l so that EF, defined below, is close to one.
Dynamic Mode Decomposition (DMD)
Dynamic mode decomposition (DMD) has been proposed as a non-intrusive method for discovering system dynamics [30] . It can be a non-intrusive method from the simulator-run point of view. In this case, we call it an offline process. The major assumption of the method is that there exists a linear mapping matrix A that connects the temporal evolution of the state of the system. Without elaborating further on the theory of DMD, we provide the steps used in the DMD algorithm. The reader can refer to Schmid [30] for more details.
1. Suppose we have two snapshot matrices comprised of the states of the system. They can be pressures for the single-phase flow case, or pressures, velocities and saturations for the two-phase flow. The columns of the matrix data are captured equal-spaced in time, with a time step ∆t. 
Each P i = P(i∆t) is a vector with nc components (nc gridlocks), and thus P 1 , P 2 ∈ R nc×(ns−1) . Ideally, we assume there is a time-independent matrix A that satisfies
and thus
In addition, notice that this assumption potentially gives us a Krylov subsequence since
Next, to get an approximation of the matrix A, we perform economy-sized SVD (singular value decomposition) on snapshot matrix P 1 .
Here
Perform eigenvalue decomposition of matrix
where X = [x 1 . . . x r ] ∈ R r×r is eigenvector matrix and Λ = diag{λ 1 . . . λ r } ∈ R r×r is eigenvalue diagonal matrix. 4. The dynamic mode can be calculated as
It is usually preferred to normalize the DMD mode φ j as φ j according to the first snapshot so that it preserves the correct scale [48] .
5. Finally, the pressure value at a particular time step k can be approximated as
Local DMDc
Local DMDc was proposed as an extension to DMDc to tackle complex dynamics such as moving boundary problems [34] . For the most part, the formulation of local DMDc follows that of DMDc except it has an additional post-processing step of clustering time-series data. Local DMDc uses a novel clustering technique called Global optimum search (GOS) [49] that has proven to outperform heuristic algorithms like k-means. It partitions data based on their similarity in dynamic behavior and has an added advantage of auto-computing the optimal number of clusters. Once the clustering step is performed, the local DMDc algorithm then proceeds by applying DMDc to determine local reduced-order models within each cluster. Below are the steps to implement the local DMDc algorithm. For more details please refer to the article [34] .
1.
Similar to DMD, we first collect the snapshot data for the states of the system at ns time steps. With regards to the hydraulic fracturing process, these can be the time-series proppant concentration or width profiles at different positions. We also collect the input data and construct the state and input snapshot matrices as below:
where each C i is a vector of proppant concentrations with nc spatial nodes obtained from discretizing the PDEs, so that C 1 , C 2 ∈ R nc×(ns−1) and the manipulated input for the system is the injected proppant concentration at the wellbore C 0 ∈ R 1×(ns−1) .
2.
Apply the GOS algorithm to cluster the entire snapshot data, i.e., C = C 1 ∪ C 2 = [C 1 , C 2 , · · · , C ns ] into m optimal clusters such that
where C k denotes the k-th cluster configuration and n k denotes the number of snapshots in the k-th cluster. Please note that the following relations will be satisfied.
3.
For every cluster, form the augmented state matrix, Ω k ∈ R (nc+1)×(ns−1) by stacking the state and input matrices as shown below and compute the reduced SVD of Ω k along with the shifted snapshot matrix C k
where U k ∈ R (nc+1)×r , V k ∈ R n k ×r , Σ k ∈ R r×r are the matrices comprising the left singular vectors, right singular vectors and singular values of Ω k and similarly W k ∈ R nc×r , R k ∈ R n k ×r and Γ k ∈ R r×r are the matrices comprising the left singular vectors, right singular vectors and singular values of C k 2 . 4.
Using the above matrices, compute the local reduced-order models as follows
are the reduced-order representations of the system matrices.
Sparsity Promoting Dynamic Mode Decomposition
Unlike the POD method that selects the subset of the mode according to the rank of the energy level from singular values, there are no natural ways for the DMD method to select modes. Furthermore, the DMD modes are not orthogonal, which makes the projection behave in a different way as the POD modes. One of the approaches proposed is the sparsity-promoting DMD method that includes the sparsity structure by augmenting an objective function, I as in the Equation (44), with an additional term that penalizes the cardinality of non-zero elements. For detailed proof and procedure, we direct to the paper [30] .
We return to the classical DMD method and introduce a vector of amplitude α to Equation (33),
where α = [α 1 . . . α r ].
In the matrix form:
The object is to determine the initial value of α and furthermore seek a sparsity structure with an optimal value of α. The initial value of α is determined through the following optimization problem
To determine the sparsity structure of α, an extra penalty term of l 1 norm instead of the l 0 norm (cardinality function) is used to preserve the convex structure of the optimization problem.
The process could be illustrated with Figure 2 . After the sparsity structure is fixed for α, the problem reduces to determining only the nonzero amplitude element from the optimization problem in Equation (46), with the constraint E T α = 0, where the matrix E contains the sparsity structure of α. For example, if we prefer a structure of alpha as α = [0 α 2 0 α 4 ] T , the matrix E could be E = 1 0 0 0 0 0 1 0 T . Finally, polish the results to get the optimal amplitude by using the method of Lagrange multiplier again:
where τ is the vector of Lagrange multiplier. Step of solving for sparsity structure (Bao and Gildin, 2017).
Results
In this section, we apply the sparse DMD and local DMDc techniques discussed above to compare them with the standard DMD and POD approaches. We formulate the model reduction workflow by using single and two-phase flow examples. Step of solving for sparsity structure (Bao and Gildin, 2017).
Single Phase Flow Example
Results
In this section, we apply the sparse DMD and local DMDc techniques discussed above to compare them with the standard DMD and POD approaches. We formulate the model reduction workflow by using single and two-phase flow examples.
Single Phase Flow Example
In this example, we will demonstrate how sparsity DMD modes are applied to the single-phase flow model. Consider a reservoir discretized into 15 × 15 × 3 Cartesian grids of size 30 ft × 30 ft × 30 ft, the field is equipped with one producer at the center of the reservoir with constant bottom-hole pressure of 2900 psia. We assume the well is only perforated at the bottom layer (layer1). The permeability and porosity of the three layers are shown in Figure 3 . The initial pressure is set to be 3100 psia. where ℙ is the snapshot matrix from the simulator, ℙ is approximated solution from model reduction. (a) (b) (c) Figure 5 . Eigenvalues of (the matrix that contains coherent structure for the DMD method as in Equation (20)). The crosses are from for sparsity promoting DMD algorithm with Nz number of DMD We simulate the reservoir for 365 days to get the pressure snapshot matrix of dimension 675 × 365. Through the sparsity DMD algorithm, we obtain the basis with the sparsity structure. The level of the sparsity of structure will depend on the value of the penalty factor gamma (γ) in Equation (45) . The larger the gamma value, the higher the sparsity level will be ( Figure 4 ). The sparsity pattern can be seen further from Figure 5 . Out of a total 26 DMD modes (the rank of the singular value matrix is 26), the sparsity DMD is able to select several of the important modes with low level frequency (smaller value for the imaginary part of the eigenvalue). where ℙ is the snapshot matrix from the simulator, ℙ is approximated solution from model reduction. The basis can be used either in the offline process or the online process. Note that the offline process does not require the use of a simulator; instead, it only involves a superposition on the basis of Equation (43) . Thus, with affordable effort to compute the sparse DMD modes (see Figure 6 ), we could obtain a computationally more efficient prediction, especially with the offline process. The online process utilizes Galerkin projection to project the system onto subspaces spanned by the basis. The final results shown in Figure 7 implies good agreement between fine-scale model and reduced model (with sparse DMD). In all examples, the overall relative error is computed with the Frobenius norm:
where P re f is the snapshot matrix from the simulator, P app is approximated solution from model reduction.
The relative error in terms of days is computed with l 2 norm:
where P re f (t i ) is a vector of pressure results from simulator at time t i , while P app (t i ) is the approximated solution from model reduction.
As we already noticed before [50] , the overall error of sparse DMD compared with the POD method suggests unstable behavior of POD, the error is not always decreasing as the number of modes decreased. When the number of modes reduced to a certain amount (in this case five) for the POD method, as seen in Figure 6 , the pressure map shows incorrect, non-physical behavior: lower-left corner of layer one has pressure even lower than the actual production well. We further investigate the computation efficiency of sparsity DMD by showing the reduced solver time with fewer basis used, as seen in Table 1 . The relative error in terms of days is computed with l2 norm:
where P ( ) is a vector of pressure results from simulator at time , while P ( ) is the approximated solution from model reduction.
As we already noticed before [50] , the overall error of sparse DMD compared with the POD method suggests unstable behavior of POD, the error is not always decreasing as the number of modes decreased. When the number of modes reduced to a certain amount (in this case five) for the POD method, as seen in Figure 6 , the pressure map shows incorrect, non-physical behavior: lowerleft corner of layer one has pressure even lower than the actual production well. We further investigate the computation efficiency of sparsity DMD by showing the reduced solver time with fewer basis used, as seen in Table 1 . 
Two-Phase Flow Example
In this section, we will present the results of sparse DMD method when it's applied to 2D and 3D heterogeneous reservoir with two-phase flow, five-spot pattern: four producers at the corner and one injector at the center. For 3D reservoir, the production well is only perforated in the bottom layer and the injection well is only perforated in the top layer. We use the SPE10 benchmark [38] with one layer and three layers cases to show our method is capable to apply to both 2D and 3D reservoir. The absolute permeability for each of the three layers is shown in Figure 8 . The relative permeability is approximated with the Corey correlation, which is essentially a power-law function of saturation. The 2D case (60 × 220 × 1 grid blocks) results have been discussed in a previous paper [50] and we will briefly show here (Figure 9 ). For the 3D case, the detail of the reservoir is shown in the following Table 2 . absolute permeability for each of the three layers is shown in Figure 8 . The relative permeability is approximated with the Corey correlation, which is essentially a power-law function of saturation. The 2D case (60 × 220 × 1 grid blocks) results have been discussed in a previous paper [50] and we will briefly show here (Figure 9 ). For the 3D case, the detail of the reservoir is shown in the following Table 2 . absolute permeability for each of the three layers is shown in Figure 8 . The relative permeability is approximated with the Corey correlation, which is essentially a power-law function of saturation. The 2D case (60 × 220 × 1 grid blocks) results have been discussed in a previous paper [50] and we will briefly show here (Figure 9 ). For the 3D case, the detail of the reservoir is shown in the following Table 2 .
(a) (b) (c) To use the sparse DMD method, first, we collect 1000 days of simulation results of pressure and velocity to build the snapshot matrix with dimensions of 1,444,360 × 4000 (time interval is 0.25 days, velocity with dimension 104,760 and pressure with dimension 39,600). We then apply the sparsity-promoting DMD algorithm to obtain an optimal set of DMD basis. The basis could be used to reproduce pressure and velocity using offline possess as in Equation (43) . Total time for this offline process is often several seconds (for example the 3D with 178 basis takes 40 s) since it only involves with one step matrix multiplication, which is more efficient compared with the high-fidelity simulator run time. In Table 3 , we present the overall relative error between the results from the offline model and fine-scale-model. The error is rather small, with a magnitude of 10 −3 . Table 3 . Relative error of pressure and velocity between high fidelity and reduced model.
Model Solver Time (sec) Relative Online Error%
Relative Offline Error%
Energy Factor for POD The online process using sparse DMD modes produces more accurate results than the POD method when using less number of modes as seen in the water cut comparison (Figure 9 ). With as few as 78 modes, sparse DMD method keeps high consistency with the reference solution, while POD modes lose some accuracy especially after the water breakthrough of the third well at around 480 days. Compared with the POD method, in general, the sparse DMD method could result in a smaller relative error (Table 2 ). Furthermore, the online case gives a better match than the offline process ( Figures 10  and 11 ) in terms of relative error, however, the offline process is highly efficient in computation. few as 78 modes, sparse DMD method keeps high consistency with the reference solution, while POD modes lose some accuracy especially after the water breakthrough of the third well at around 480 days. Compared with the POD method, in general, the sparse DMD method could result in a smaller relative error (Table 2 ). Furthermore, the online case gives a better match than the offline process ( Figures 10 and 11 ) in terms of relative error, however, the offline process is highly efficient in computation. 
Hydraulic Fracturing Example
In this section, we show the results of local DMDc as applied to the hydraulic fracturing process. To solve the high-fidelity model, Equations (9)- (18) , an adaptive finite-discretization method originally developed in Reference [44] and further improved in Reference [51] is used. The values of process parameters used in the calculations are obtained from Reference [52] . The injection flow rate of q 0 = 0.03 m 3 /s is used throughout the process. A sinusoidal profile shown in Figure 12 was used for the injected proppant concentration at the wellbore C 0 (t). The process was terminated when the fracture length reached 150 m. The full-order discretization resulted in a total of 501 spatial nodes and 12,201 snapshots. 
In this section, we show the results of local DMDc as applied to the hydraulic fracturing process. To solve the high-fidelity model, Equations (9)- (18) , an adaptive finite-discretization method originally developed in Reference [44] and further improved in Reference [51] is used. The values of process parameters used in the calculations are obtained from Reference [52] . The injection flow rate of = 0.03 m /s is used throughout the process. A sinusoidal profile shown in Figure 12 was used for the injected proppant concentration at the wellbore ( ). The process was terminated when the fracture length reached 150 m. The full-order discretization resulted in a total of 501 spatial nodes and 12,201 snapshots. We collect this data and construct the concentration matrices ℂ , ℂ of size 501 × 12200 along with the input matrix ℂ which is of size 1 × 12200. We then apply the GOS algorithm to partition the snapshots based on the similarity in their dynamical behavior. The GOS algorithm was implemented using GAMS which was interfaced with the CPLEX solver to cluster the data into = 100 optimal clusters. Within each cluster, we then apply the DMDc algorithm to compute the system matrices as in Equations (30) and (31) which could be used to approximate the high-fidelity proppant concentration data. The results of the model approximation are illustrated in Figure 13 which shows a comparison between the high-fidelity solution and the local DMDc solution computed using only 10 modes in each cluster. As we already noticed earlier [34] , the local DMDc produces very accurate results in approximating the concentration dynamics in the hydraulic fracturing example; both the solution profiles almost overlap as can be seen in Figure 13 . To quantify this approximation performance we use relative error with time ( ) which can be computed in a similar manner as that of ( ) shown in the preceding section. The relative error plot is shown in Figure 14 which further illustrates the superior performance of local DMDc in producing accurate reduced-order representations of the hydraulic fracturing process. We collect this data and construct the concentration matrices C 1 , C 2 of size 501 × 12, 200 along with the input matrix C 0 which is of size 1 × 12, 200. We then apply the GOS algorithm to partition the snapshots based on the similarity in their dynamical behavior. The GOS algorithm was implemented using GAMS which was interfaced with the CPLEX solver to cluster the data into m = 100 optimal clusters. Within each cluster, we then apply the DMDc algorithm to compute the system matrices as in Equations (30) and (31) which could be used to approximate the high-fidelity proppant concentration data. The results of the model approximation are illustrated in Figure 13 which shows a comparison between the high-fidelity solution and the local DMDc solution computed using only 10 modes in each cluster. As we already noticed earlier [34] , the local DMDc produces very accurate results in approximating the concentration dynamics in the hydraulic fracturing example; both the solution profiles almost overlap as can be seen in Figure 13 . To quantify this approximation performance we use relative error with time C err (t i ) which can be computed in a similar manner as that of P err (t i ) shown in the preceding section. The relative error plot is shown in Figure 14 which further illustrates the superior performance of local DMDc in producing accurate reduced-order representations of the hydraulic fracturing process. matrices as in Equations (30) and (31) which could be used to approximate the high-fidelity proppant concentration data. The results of the model approximation are illustrated in Figure 13 which shows a comparison between the high-fidelity solution and the local DMDc solution computed using only 10 modes in each cluster. As we already noticed earlier [34] , the local DMDc produces very accurate results in approximating the concentration dynamics in the hydraulic fracturing example; both the solution profiles almost overlap as can be seen in Figure 13 . To quantify this approximation performance we use relative error with time ( ) which can be computed in a similar manner as that of ( ) shown in the preceding section. The relative error plot is shown in Figure 14 which further illustrates the superior performance of local DMDc in producing accurate reduced-order representations of the hydraulic fracturing process. 
Discussion on Data-Driven DMD
As presented before, the DMD method is a data-driven approach that post-processes the global snapshot matrix to identify the coherent structure associated with the flow behavior and approximates solution with the obtained modes. The overall relative error, as we can see in the tables, is less than 5% for as few as 78 DMD modes. The online process bears smaller error, however, it is thousands of times slower than the offline process (hours vs. seconds), which only involves one step of matrix multiplication Equation (43) . Overall, the challenge of this data-driven approach mostly lies in the snapshot selection and the complex number involved in DMD algorithm Equation (31). The 
As presented before, the DMD method is a data-driven approach that post-processes the global snapshot matrix to identify the coherent structure associated with the flow behavior and approximates solution with the obtained modes. The overall relative error, as we can see in the tables, is less than 5% for as few as 78 DMD modes. The online process bears smaller error, however, it is thousands of times slower than the offline process (hours vs. seconds), which only involves one step of matrix multiplication Equation (43) . Overall, the challenge of this data-driven approach mostly lies in the snapshot selection and the complex number involved in DMD algorithm Equation (31) . The complex number involved in the DMD modes and eigenvalue indicates the frequency or decay of the modes, usually the imaginary part and real part of the eigenvalue needs to stay in the unit circle for stability purpose [27] . The imaginary part in DMD modes is not an issue for the offline process. In online DMD, when it comes to an upwinding strategy that involves the comparison of values, we need to make sure only the real part is utilized. In terms of a snapshot, one of the observations is that the column number of the snapshot, which is also the time step number, should be smaller than the number of the grid for the purpose of preserving the spatial information as much as possible. After the SVD of snapshot matrix Equation (29), we need to truncate the three matrix components Y, S µ , Z according to the rank of snapshot matrix. If the number of rows is less than the number of columns, part of the columns of Y that contains spatial information will be lost. However, this is usually not a problem if we deal with large systems. Another observation is that data in snapshot matrix should be on the same scale, otherwise the algorithm has a hard time converging. For instance, if one put velocity (10 −8 ) and pressure (10 8 ) in the same snapshot, they have to be properly scaled to be used in the algorithm. Other minor issue includes choosing a proper rank number that is relatively small but keeps enough dynamic information, avoid choosing too many snapshots after the system is at steady-state (e.g., after breakthrough).
With regards to local DMDc, although the reduced-order models obtained can be used for very fast online computations, the temporal clustering step, which is performed offline, usually requires a high computational cost. In the example presented, the total time taken by the GOS algorithm is almost the same as that of solving the high-fidelity model. However, this offline computation is performed only once and the resulting reduced-order models are in general more accurate; so there is a trade-off. Unlike in the sparsity DMD example, the online computation in local DMDc does not consider a Galerkin projection but rather use a discrete-time linear controlled type system which is described by the system matrices in Equations (40) and (41) . This type of equation is more suitable for control applications for which the local DMDc was initially developed.
Conclusions
In this work, we presented applications of the sparsity-promoting DMD method to single and two-phase fluid flow modeling. Compared with standard DMD, the sparsity-promoting DMD can further reduce the number of modes required with a sparse structure solved by augmented Lagrange optimization with the objective of minimizing the difference between the actual snapshot and formulated results. The relative error is steadily reduced corresponding to more modes used. Within a reasonable range of time period, the offline stage with DMD or sparse DMD is faster than full-order or reduced order online modeling without compromise on the accuracy. In the online process, the most time-consuming solver part will speed up with the aid of Galerkin projection and calculated basis from model reduction algorithms. Furthermore, from the example, sparse DMD mode preserves more accuracy than POD modes especially when the number of modes is small. In the future, we will investigate the snapshot selection and complex number involved in the DMD method as well as seek the possibility of applying the methodology on a fully implicit framework. 
