Abstract: with the rapid development of information technology, cloud computing has become one of the most important trends of future development of information technology and gained considerable attention and applications. In order to accelerate the pace of the commercialization process of cloud computing, this paper studies the factors affecting the commercialization of cloud computing and Decision tree C5.0 is adopted to study the classification model for analyzing enterprise usage on cloud computing. Contrasted with the other three typical classification model, Decision tree C5.0 model is verified as the most suitable and stable model to predict whether an enterprise will use cloud computing.
INTRODUCTION
Along with the rapid development of IT technology, cloud computing as the future direction of the development of computer technology, is receiving considerable attention. Cloud computing [1] is a model for enabling omnipresent, convenient, on-demand network access to the pool of shared resources. Cloud computing obtains the required hardware, software and platform resources services through the network by on-demand and scalable way. For users, resources in the cloud appear to expand at any time infinitely scalable pay-per-use and available all the time if needed, like the use of water and electricity. Now the world's leading IT companies are implementing and promoting cloud computing, the superiority of cloud computing services are being recognized gradually by the enterprises.
Accordance with the type of cloud computing services, cloud computing has the following characteristics [2, 3] :
• Flexible service. The scale of the service can quickly expand or contract to adapt to the dynamic changes of the traffic load automatically.
• On-demand service. Provide users with applications, data storage, infrastructure and other resources as a service, allocate resources automatically according to users' needs.
• Service can be billed. It can monitor user's resource usage and services billings are based on the use of resources.
• Extremely cheap. A large number of enterprises have no burden of increasingly high cost of data center management with automation and centralized management and the versatility can make resource utilization increasingly significantly, etc,.
Cloud computing has developed rapidly in recent years, but its application is not as widely accepted as expected, because cloud computing is still in its early stage of development. Cloud computing is facing many security threats such as the lack of legal norms, which make cloud computing hard to promote to enterprises. This paper studies the factors affecting the application of cloud computing to find what impedes enterprises' deployment of cloud computing and give the corresponding solutions.
SELECTION OF THE EVALUATION INDEX SYSTEM
When selecting indicators for the evaluation index system, general principles should not only be followed such as scientific, operability and so on, but also take the specific circumstances of cloud computing technology into account. Therefore, this paper summarizes some factors which may affect the acceptance of cloud computing by an enterprise and a set of study variables are gained [4] [5] [6] [7] [8] [9] [10] [11] [12] According to the Table 1 , the index system is established by the following analytical framework:
Due to the acceptance differences of cloud computing, the nature of the enterprise is considered on cloud computing deployment as a factor. For example, IT enterprise always pays attention to the development of new technologies, their awareness and acceptance of cloud computing is relatively high; while the enterprise of manufacturing is limited to the nature of their enterprise, their awareness and acceptance of cloud computing are relatively low.
• The awareness of enterprise for cloud computing will affect the application and popularity of cloud computing.
• The cloud computing services take on diversified development, which makes the enterprise concern about compatibility and interoperability of the cloud computing services.
• Cloud computing is faced with many challenges, such as the security issues [13] , the qualifications of the service provider and network security. The existence of these challenges undoubtedly hampers the commercialization of cloud computing in enterprises.
Therefore, an evaluation index system is constructed for enterprise applications of cloud computing, based on the above analysis of influencing factors. The valuation index system is composed of three major sectors [14] : "the internal type of factors in enterprise", the external type of factors of enterprise" and "the status of deployment of cloud computing in enterprise" constitute the level index; "the type of property of enterprise", "the type of consciousness about cloud computing", the type of cloud construction" and "the type of risk of the platform of cloud computing" form the secondary index and twelve indicators are selected to constitute the tertiary index [15] ,which are shown as Table 2 .
QUANTITATIVE METHODS FOR THE EVALUATION INDEX SYSTEM
In the process of establishing analytical model, some quantitative methods are commonly used to quantify the non-numerical data, such as: Comprehensive Index, numerical methods, the dummy variable method, Likert scale method, fuzzy mathematics method. Taking the actual situation of the research object into account, dummy variables, comprehensive Index and Likert scale method are used to quantify the specific indicators, as shown in Table 3 .
The Dependent Variable
The status of deployment of cloud computing in enterprise: According to The status of deployment of cloud computing in enterprise, Likert scale method is used to quantify the dependent variable, as shown in Table 4 .
The Type of Property of Enterprise
According to whether there is an association to the information technology industry or not, dummy variable method is used to quantify variable industry: If the enterprise belongs to the industry of transmission of information, software and information technology, the value of 1 is assigned 1 to it or else it is assigned the 0 value
The Type of Consciousness About Cloud Computing
The awareness on cloud computing: According to the cognitive level of enterprise on cloud computing, Likert scale method is used to quantify this variable, as shown in Table 5 .
The attitude toward self-built cloud: According to whether the enterprise is in favor of the self-built cloud, Likert scale method is used to quantify this variable: If the enterprise approves self-built cloud, it is assigned a value of 1 or else it is assigned 0. The standards of cloud computing platform The migration of data between different cloud platforms, standards of different cloud platforms are inconsistent
Armbrust M et al. 2010 [12] The capability of cloud computing service The stability and reliability of the platforms to meet the needs of enterprises 
The Type of Cloud Construction
The kind of cloud computing services: According to the mix of service types of enterprises in adopting cloud computing, Likert scale method is used to quantify this variable, as shown in Table 6 .
Comprehensive Index method is used to quantify two variables: The profit of deploying cloud computing and the cost of self-built cloud. Every specific indicator accounts for one point. According to the specific content selection of variable, if a specific indicator has been chosen then the index will add one point.
The Type of Risk of the Platform of Cloud Computing
Employee's attitude toward cloud computing: according to the varying degrees of status of employees' cloud identity, Likert scale method is used to quantify this variable, as shown in Table 7 .
Finally, comprehensive Index method is used to quantify three variables: the security issues of cloud computing, the standards issues of different platforms and the technical performance of the cloud platform. Similarly, every specific indicator accounts for one point. If a specific indicator has been chosen, the index will add one point.
DECISION TREE C5.0
Decision Tree is the learning from class labeled training sample, a decision tree is a flow chart like structure. Essentially, decision tree is generated by utilizing Information theory to induct and analyze the attributes of a large number of samples. Decision Tree consists of three major components: root node, internal node and leaf node. The root node is the topmost node in tree, includes all the information of the samples; each internal (non-leaf) node denotes a test on an attribute, each branch represents an outcome of the test and each leaf (or terminal) node holds a class label [16] .
Decision tree is a form of knowledge representation and a high-level overview of all sample data. The goal of generating a decision tree is to create a model that predicts the value of a target variable based on several input variables. When constructing decision tree, the algorithms usually works topdown by choosing a variable at each step that is the next best variable to use in splitting the set of items. "Best" is defined by how well the variable splits the set into homogeneous subsets that have the same value as the target variable. Different algorithms use different formulae for measuring "best". C5.0 algorithm takes advantage of the principle of maximizing gain ratio to chose characteristic attributes. C5.0 algorithm makes improvements on two main defects of ID3 algorithm: (1) Overcoming the inadequacies of ID3 algorithm, which tends to select the attribute of multi-value prop-erty using information gained by GAIN (D, S). (2) Being able to complete the process of discretization of continuous attributes, overcoming the inadequacies of ID3 algorithm, which can only deal with discrete variables. The formulae of C5.0 algorithm is described below [17] :
Assuming S as a data set, category sets as {C 1 , C 2 ,…,C c }, select an attribute A to make data set S divided into a plurality of subsets and then assuming attribute A including k nonoverlap value A 1 A 2 …A k ,and then:
As it can be seen from the above formula, C5.0 algorithm will calculate the amount of information generated by the branch in each step of selecting the split node and then selects the optimal partition node to maximize gain ratio, which enhances the readability of the results and greatly enhances the accuracy of predictions of the model at the same time.
EXPERIMENT

Data Sources
The data was from questionnaires. The data of the survey indicators is obtained by mail invitation, mutual-filling questionnaires and publishing questionnaires on the professional cloud computing forums. 111 questionnaires are received of which 100 questionnaires were valid
Experiment
The data obtained by the questionnaire were preprocessed in accordance with the quantitative methods as described above. In the experimental part, in order to verify the robustness of the model, the classification test on the data set were carried out several times. The data is divided into 80 training data and 20 test data sets. As shown in the Fig. (1) , the horizontal axis represents the number of the test sets, and the vertical axis is the accuracy of the test data.
In order to verify the test results of the decision tree model in this paper, four classification models are selected: Neural network model, Logistic regression model, Bayes net model and Bayesian network model. The same training data is used to generate the four models and the same test data for the model evaluation. The effect trend of the prediction accuracy of each model is shown in Fig. (1 
):
Gain Chart is used to further assess the stability of the four models. Specifically, the chart summarizes the utility that one can expect by using the respective predictive models, as compared to using baseline information only, The formulae of Gain Chart is described as below [18] : 100% number matching All quantile in the matches of number The ×
In the assessment of different model, the core idea of Gains Chart is to compare the predictive model with the baseline (the random probability model) to calculate the corresponding gain of predictive model in each percentile data. In general, the steeper the curve, the higher gain predictive model will get, compared with stochastic model, which indicates the more effective predictive model will be in practice. The result of Gain Chart to assess the sound effects of four predictive models is shown as Fig. (2):   Fig. (1) . Four classification models' forecast accuracy comparisons with the reduction of the number of test data. Fig. (2) . Four classification models' comparison of gain chart.
