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FURTHER PROPERTIES OF OSLER’S GENERALIZED
FRACTIONAL INTEGRALS AND DERIVATIVES
WITH RESPECT TO ANOTHER FUNCTION
RICARDO ALMEIDA
ABSTRACT. In this paper we discuss fractional integrals
and fractional derivatives of a function with respect to an-
other function. We present some fundamental properties for
both types of fractional operators, such as Taylor’s theorem,
Leibniz and semigroup rules. We also provide a numerical
tool to deal with these operators, by approximating them
with a sum involving integer-order derivatives.
1. Introduction. Fractional calculus is an important research field,
not only in pure mathematics, but in applied mathematics, physics,
biology, engineering, economics, etc., as well. In fact, by considering
derivatives and integrals of arbitrary real or complex order, we may
model more efficiently certain real phenomena. Applications have
been found, e.g., in human body modeling [9, 19], heat conduction
[8], viscoelasticity [12, 30], time series analysis [3, 29], circuits [21],
material sciences [28], shear waves [7], etc.
The subject is as old as calculus itself, and goes back to Leibniz
and L’Hoˆpital, when the meaning of the derivative of order 1/2 was
discussed. Since then, many definitions of fractional integrals and
fractional derivatives have appeared, each one with its own advantages
[1, 16, 31]. However, fractional operators do not share the same
properties and because of this we find a large number of works for
similar problems. One way to overcome this issue is to define general
forms of fractional integrals and fractional derivatives, by considering
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the derivative and integral with respect to another function ψ. For
some choices of ψ, we obtain some well known definitions, like the
Riemann–Liouville [10, 15, 18, 20, 35], the Hadamard [4, 5, 13] and
the Erde´lyi–Kober fractional operators [14, 32]. This approach is not
very common yet, and much work remains to be done. We mention the
papers [22, 23, 26], where a similar concept of fractional derivative was
studied, and a Leibniz and chain formulas were proven. In [6], a Taylor’s
formula is extended to the same type of derivative operator, and in [11],
summation formulas are obtained by using the generalized chain rule.
In [17, 34], that concept of fractional derivative is generalized by means
of a representation based on the Pochhammer’s contour of integration.
Throughout this paper, except otherwise stated, α denotes a positive
real number, and n := [α] + 1 is an integer number. Also, f ∈ L1[a, b] is
a function and ψ ∈ C1[a, b] is another function satisfying the condition
ψ′(x) > 0, for every x ∈ [a, b]. We start by reviewing the definitions
needed in the sequel, which can be found, e.g., in [16, 31].
Definition 1. [16] The left and right Riemann–Liouville fractional
integrals of f of order α > 0, with respect to function ψ, are given by
Iα,ψa+ f(x) :=
1
Γ(α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))α−1f(t) dt,
for x≥ a, and
Iα,ψb− f(x) :=
1
Γ(α)
∫ b
x
ψ′(t)(ψ(t)−ψ(x))α−1f(t) dt,
for x≤ b, respectively.
For example, for β > 0, we have the two following formulas (see [16,
Property 2.18]):
(1) Iα,ψa+ (ψ(x)−ψ(a))β−1 =
Γ(β)
Γ(β+α)
(ψ(x)−ψ(a))β+α−1
and
(2) Iα,ψb− (ψ(b)−ψ(x))β−1 =
Γ(β)
Γ(β+α)
(ψ(b)−ψ(x))β+α−1.
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The semigroup property is valid for fractional integrals. Given β > 0,
and a continuous function f , the following relations hold (see [16,
Lemma 2.26]):
Iα,ψa+ I
β,ψ
a+ f(x) = I
α+β,ψ
a+ f(x) and I
α,ψ
b− I
β,ψ
b− f(x) = I
α+β,ψ
b− f(x).
For what concerns fractional derivatives, we also have the left and
right fractional operators.
Definition 2. [16] The left and right Riemann–Liouville fractional
derivatives of f of order α > 0, with respect to function ψ, are given by
Dα,ψa+ f(x) :=
(
1
ψ′(x)
d
dx
)n
In−α,ψa+ f(x)
=
1
Γ(n−α)
(
1
ψ′(x)
d
dx
)n ∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1f(t) dt,
for x≥ a, and
Dα,ψb− f(x) :=
(
− 1
ψ′(x)
d
dx
)n
In−α,ψb− f(x)
=
1
Γ(n−α)
(
− 1
ψ′(x)
d
dx
)n∫ b
x
ψ′(t)(ψ(t)−ψ(x))n−α−1f(t) dt,
for x≤ b, respectively.
Here, function ψ is assumed to be of class Cn. In order to simplify
notation, we shall write
f
[n]
ψ (x) :=
(
1
ψ′(x)
d
dx
)n
f(x).
It is clear that, when α is a positive integer number, then
Dm,ψa+ f(x) = f
[m]
ψ (x) and D
m,ψ
b− f(x) = (−1)mf [m]ψ (x).
This subject was extensively studied by Osler in the seventies. In par-
ticular, Osler considered various generalizations of important formulae
like the Leibniz or the chain rules. Also, Osler gave generalizations of
many results of the classical differential calculus like the Taylor and
Laurent series. For a more detailed discussion we refer the papers
[22, 23, 24, 25, 26, 27].
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As it was proven in [2], if f is a function on class Cn, then for every
α > 0,
(3)
Dα,ψa+ f(x) =
1
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1f [n]ψ (t) dt
+
n−1∑
k=0
f
[k]
ψ (a)
Γ(k+ 1−α) (ψ(x)−ψ(a))
k−α
and
(4)
Dα,ψb− f(x) =
1
Γ(n−α)
∫ b
x
(−1)nψ′(t)(ψ(t)−ψ(x))n−α−1f [n]ψ (t) dt
+
n−1∑
k=0
(−1)kf [k]ψ (b)
Γ(k+ 1−α) (ψ(b)−ψ(x))
k−α.
These new fractional operators are called left and right Caputo fractional
derivatives of f of order α, with respect to function ψ, and are denoted
by the symbols CDα,ψa+ and
CDα,ψb− respectively:
CDα,ψa+ f(x) =
1
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1f [n]ψ (t) dt
and
CDα,ψb− f(x) =
1
Γ(n−α)
∫ b
x
(−1)nψ′(t)(ψ(t)−ψ(x))n−α−1f [n]ψ (t) dt.
Since we are interested in studying the fractional case, we assume from
now on that α /∈ N.
The remainder of this paper is organized as follows. In Section 2,
some properties of fractional integrals are studied, and in Section 3, some
properties of fractional derivatives are also studied. In the following
Section 4, a relation between these fractional operators is given. In
Section 5, we present an approximation formula for each fractional
operator, involving integer order derivatives only.
2. Properties of the fractional integrals. In this section, we
deduce some properties for fractional integrals, like the Leibniz rule and
the Taylor’s theorem, and also determine the fractional integrals of some
fundamental functions. Since there are two types of fractional integrals
(left and right), and the proofs are similar, we will state without proof
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the results for the right fractional integrals. From now on, given a real
α > 0, we assume that function ψ is at least of class Cn.
Lemma 1. For every λ 6= 0 and α > 0,
Iα,ψa+ Eα(λ(ψ(x)−ψ(a))α) = 1λ (Eα(λ(ψ(x)−ψ(a))
α)− 1)
and
Iα,ψb− Eα(λ(ψ(b)−ψ(x))α) = 1λ (Eα(λ(ψ(b)−ψ(x))
α)− 1).
Proof. Using formula (1), we deduce the following
Iα,ψa+ Eα(λ(ψ(x)−ψ(a))α) = Iα,ψa+
∞∑
k=0
λk(ψ(x)−ψ(a))kα
Γ(kα+ 1)
=
∞∑
k=0
λk(ψ(x)−ψ(a))kα+α
Γ(kα+α+ 1)
=
1
λ
(Eα(λ(ψ(x)−ψ(a))α)− 1). 
For our next example, we recall the lower incomplete gamma function
γ:
γ(v, z) :=
∫ z
0
tv−1 exp(−t) dt, v > 0.
Lemma 2. For every λ 6= 0 and α > 0,
Iα,ψa+ exp(λ(ψ(x)−ψ(a))) =
exp(λ(ψ(x)−ψ(a)))
λαΓ(α)
γ(α, λ(ψ(x)−ψ(a)))
and
Iα,ψb− exp(λ(ψ(b)−ψ(x))) =
exp(λ(ψ(b)−ψ(x)))
λαΓ(α)
γ(α, λ(ψ(b)−ψ(x))).
Proof. By definition,
Iα,ψa+ exp(λ(ψ(x)−ψ(a)))
=
1
Γ(α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))α−1 exp(λ(ψ(t)−ψ(a))) dt.
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Making the changing of variables λ(ψ(x)− ψ(t)) = u, we obtain the
desired formula. 
Theorem 3. Assume that f has continuous derivative for t ∈ [a, b].
Then, given two differentiable functions f and ψ,
lim
α→0+
Iα,ψa+ f(x) = f(x) and lim
α→0+
Iα,ψb− f(x) = f(x).
Proof. Using integration by parts, we obtain
Iα,ψa+ f(x) =
1
Γ(α+1)
[
(ψ(x)−ψ(a))αf(a) +
∫ x
a
(ψ(x)−ψ(t))αf ′(t) dt
]
,
and making α→ 0+, the proof ends. 
Theorem 4. Let (fk) be a sequence of continuous functions on [a, b].
If (fk) converges uniformly to a function f , then, for all x ∈ [a, b], we
have the following:
Iα,ψa+ f(x) = lim
k→∞
Iα,ψa+ fk(x) and I
α,ψ
b− f(x) = lim
k→∞
Iα,ψb− fk(x).
Proof. Observe that f is a continuous function on [a, b]. Then,
|Iα,ψa+ f(x)−Iα,ψa+ fk(x)| ≤
1
Γ(α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))α−1|f(t)−fk(t)| dt
≤ (ψ(x)−ψ(a))
α
Γ(α+1)
‖f−fk‖,
which converges to zero as k goes to infinity. 
Theorem 5. If f is a continuous function on [a, b], then Iα,ψa+ f(x) and
Iα,ψb− f(x) are well defined for every x ∈ [a, b]. Moreover,
‖Iα,ψa+ f‖ ≤K‖f‖ and ‖Iα,ψb− f‖ ≤K‖f‖,
where K = (ψ(b)−ψ(a))α/Γ(α+ 1).
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Proof. Given any x ∈ [a, b], we have that
|Iα,ψa+ f(x)| ≤
‖f‖
Γ(α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))α−1 dt
≤ (ψ(x)−ψ(a))
α
Γ(α+ 1)
‖f‖ ≤ (ψ(b)−ψ(a))
α
Γ(α+ 1)
‖f‖. 
From the proof of Theorem 5, we see that if f is a continuous function,
then
(5) Iα,ψa+ f(a) = I
α,ψ
b− f(b) = 0.
If f is not continuous, then (5) may fail. In fact, using formula (1), we
see that
lim
x→a+
Iα,ψa+ (ψ(x)−ψ(a))β−1 =

∞ if β+α− 1< 0,
Γ(1−α) if β+α− 1 = 0,
0 if β+α− 1> 0.
Theorem 6. If f is continuous, then, for every positive integer m, we
have (
1
ψ′(x)
d
dx
)m
Im,ψa+ f(x) =
(
− 1
ψ′(x)
d
dx
)m
Im,ψb− f(x) = f(x).
Proof. Differentiating the fractional integral, we obtain(
1
ψ′(x)
d
dx
)m
Im,ψa+ f(x)
=
(
1
ψ′(x)
d
dx
)m−1
1
(m− 2)!
∫ x
a
ψ′(t)(ψ(x)−ψ(t))m−2f(t) dt
=
(
1
ψ′(x)
d
dx
)m−2
1
(m− 3)!
∫ x
a
ψ′(t)(ψ(x)−ψ(t))m−3f(t) dt
= · · ·= 1
ψ′(x)
d
dx
∫ x
a
ψ′(t)f(t) dt= f(x). 
Corollary 7. If f is continuous, then, for every positive integer m and
every real α >m, we have(
1
ψ′(x)
d
dx
)m
Iα,ψa+ f(x) = I
α−m,ψ
a+ f(x)
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and (
− 1
ψ′(x)
d
dx
)m
Iα,ψb− f(x) = I
α−m,ψ
b− f(x).
Theorem 8. If f is a function of class Cm, with m ∈ N, then
Im,ψa+
(
1
ψ′(x)
d
dx
)m
f(x) = f(x)−
m−1∑
k=0
f [k](a)
k!
(ψ(x)−ψ(a))k
and
Im,ψb−
(
− 1
ψ′(x)
d
dx
)m
f(x) = f(x)−
m−1∑
k=0
(−1)kf [k](b)
k!
(ψ(b)−ψ(x))k.
Proof. Integrating by parts, we get
Im,ψa+
(
1
ψ′(x)
d
dx
)m
f(x)
=
1
(m− 1)!
∫ x
a
(ψ(x)−ψ(t))m−1 d
dt
[(
1
ψ′(t)
d
dt
)m−1
f(t)
]
dt
=
1
(m− 2)!
∫ x
a
(ψ(x)−ψ(t))m−2 d
dt
[(
1
ψ′(t)
d
dt
)m−2
f(t)
]
dt
− f
[m−1](a)
(m− 1)! (ψ(x)−ψ(a))
m−1
=
1
(m− 3)!
∫ x
a
(ψ(x)−ψ(t))m−3 d
dt
[(
1
ψ′(t)
d
dt
)m−3
f(t)
]
dt
−
m−1∑
k=m−2
f [k](a)
k!
(ψ(x)−ψ(a))k
= · · ·=
∫ x
a
d
dt
f(t) dt−
m−1∑
k=1
f [k](a)
k!
(ψ(x)−ψ(a))k
= f(x)−
m−1∑
k=0
f [k](a)
k!
(ψ(x)−ψ(a))k. 
Corollary 9. If f is a function of class Cm, with m ∈ N, then
Iα+m,ψa+
(
1
ψ′(x)
d
dx
)m
f(x)=Iα,ψa+ f(x)−
m−1∑
k=0
f [k](a)
Γ(α+k+1)
(ψ(x)−ψ(a))α+k
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and
Iα+m,ψb−
(
− 1
ψ′(x)
d
dx
)m
f(x)
= Iα,ψb− f(x)−
m−1∑
k=0
(−1)kf [k](b)
Γ(α+ k+ 1)
(ψ(b)−ψ(x))α+k.
Proof. By the semigroup law and Theorem 8, we obtain
Iα+m,ψa+
(
1
ψ′(x)
d
dx
)m
f(x)
= Iα,ψa+
(
Im,ψa+
(
1
ψ′(x)
d
dx
)m
f(x)
)
= Iα,ψa+
(
f(x)−
m−1∑
k=0
f [k](a)
k!
(ψ(x)−ψ(a))k
)
= Iα,ψa+ f(x)−
m−1∑
k=0
f [k](a)
Γ(α+ k+ 1)
(ψ(x)−ψ(a))α+k. 
Theorem 10. Let f and g be two continuous functions on [a, b]. Then,∫ b
a
f(x)Iα,ψa+ g(x) dx=
∫ b
a
Iα,ψb−
(
f(x)
ψ′(x)
)
g(x)ψ′(x) dx
and ∫ b
a
f(x)Iα,ψb− g(x) dx=
∫ b
a
Iα,ψa+
(
f(x)
ψ′(x)
)
g(x)ψ′(x) dx.
Proof. Using the Dirichlet’s formula, we deduce∫ b
a
f(x)Iα,ψa+ g(x) dx
=
1
Γ(α)
∫ b
a
∫ x
a
f(x)ψ′(t)(ψ(x)−ψ(t))α−1g(t) dt dx
=
1
Γ(α)
∫ b
a
∫ b
x
f(t)ψ′(x)(ψ(t)−ψ(x))α−1g(x) dt dx
=
∫ b
a
Iα,ψb−
(
f(x)
ψ′(x)
)
g(x)ψ′(x) dx. 
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Theorem 11. Suppose that function f ◦ψ−1 is analytic on [ψ(a), ψ(b)].
Then, for all x ∈ [a, b],
Iα,ψa+ f(x) =
∞∑
k=0
Dk(f ◦ψ−1)ψ(a)
Γ(k+α+ 1)
(ψ(x)−ψ(a))k+α
and
Iα,ψb− f(x) =
∞∑
k=0
(−1)kDk(f ◦ψ−1)ψ(b)
Γ(k+α+ 1)
(ψ(b)−ψ(x))k+α.
Proof. Once f ◦ψ−1 is analytic, we can consider the series
f(x) = (f ◦ψ−1)(ψ(x)) =
∞∑
k=0
Dk(f ◦ψ−1)ψ(a)
k!
(ψ(x)−ψ(a))k.
Applying formula (1), we deduce the desired result. 
Theorem 12. Suppose that function f ◦ψ−1 is analytic on [ψ(a), ψ(b)].
Then, for all x ∈ [a, b],
Iα,ψa+ f(x) =
∞∑
k=0
(−α
k
)Dk(f ◦ψ−1)ψ(x)
Γ(k+α+ 1)
(ψ(x)−ψ(a))k+α
and
Iα,ψb− f(x) =
∞∑
k=0
(−1)k
(−α
k
)Dk(f ◦ψ−1)ψ(x)
Γ(k+α+ 1)
(ψ(b)−ψ(x))k+α,
where (−α
k
)
=
(−1)kΓ(k+α)
Γ(α)k!
.
Proof. By the definition of fractional integral,
Iα,ψa+ f(x) =
1
Γ(α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))α−1(f ◦ψ−1)ψ(t) dt
=
1
Γ(α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))α−1
×
∞∑
k=0
(−1)kDk(f ◦ψ−1)ψ(x)
k!
(ψ(x)−ψ(t))k dt
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=
∞∑
k=0
(−1)kDk(f ◦ψ−1)ψ(x)
Γ(α)k!
×
∫ x
a
ψ′(t)(ψ(x)−ψ(t))k+α−1 dt
=
∞∑
k=0
(−α
k
)Dk(f ◦ψ−1)ψ(x)
Γ(k+α+ 1)
(ψ(x)−ψ(a))k+α. 
Theorem 13. Let f, g : [a, b]→ R be two functions with
(1) f ◦ψ−1 is analytic at y for all y ∈ [ψ(a), ψ(b)], and
(2) g is continuous on [a, b].
Then, for x ∈ [a, b],
Iα,ψa+ (f · g)(x) =
∞∑
k=0
(−α
k
)
Dk(f ◦ψ−1)ψ(x) · Iα+k,ψa+ g(x)
and
Iα,ψb− (f · g)(x) =
∞∑
k=0
(−1)k
(−α
k
)
Dk(f ◦ψ−1)ψ(x) · Iα+k,ψb− g(x).
Proof. Once f ◦ψ−1 is analytic,
f(t) =
∞∑
k=0
(−1)kDk(f ◦ψ−1)ψ(x)
k!
(ψ(x)−ψ(t))k.
Therefore,
Iα,ψa+ (f · g)(x) =
∞∑
k=0
(−1)kDk(f ◦ψ−1)ψ(x)
k!Γ(α)
×
∫ x
a
ψ′(t)(ψ(x)−ψ(t))α+k−1g(t) dt
=
∞∑
k=0
(−1)kΓ(α+ k)Dk(f ◦ψ−1)ψ(x)
k!Γ(α)
· Iα+k,ψa+ g(x)
=
∞∑
k=0
(−α
k
)
Dk(f ◦ψ−1)ψ(x) · Iα+k,ψa+ g(x). 
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Figure 1. Fractional derivative of f(x) = (ψ(x)−ψ(0))3.
3. Properties of the fractional derivatives. We proceed our
study by considering now the fractional derivative operator. First,
we evaluate the fractional derivative of some important functions. Then,
we study in which cases we can use the semigroup law for fractional
derivatives. Other properties are also considered, like an integration by
parts formula involving these fractional operators.
Lemma 14. (See [16, Property 2.20]) For any β > 0, the two following
formulas hold:
Dα,ψa+ (ψ(x)−ψ(a))β−1 =
Γ(β)
Γ(β−α) (ψ(x)−ψ(a))
β−α−1
and
Dα,ψb− (ψ(b)−ψ(x))β−1 =
Γ(β)
Γ(β−α) (ψ(b)−ψ(x))
β−α−1.
For example, in Figure 1, we plot the graphs of the fractional
derivative of order α of function f(x) = (ψ(x)−ψ(0))3, with x ∈ [0, 10].
The kernel is the function ψ(x) = 3
√
x+ 1. As it can be observed, as α
goes to 1, the graph of the fractional derivative Dα,ψ0+ f(x) approaches
the graph of f
[1]
ψ = 3(ψ(x)−ψ(0))2.
Lemma 15. For every λ ∈ R and α > 0 (α /∈ N),
Dα,ψa+ Eα(λ(ψ(x)−ψ(a))α) = λEα(λ(ψ(x)−ψ(a))α) +
(ψ(x)−ψ(a))−α
Γ(1−α)
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and
Dα,ψb− Eα(λ(ψ(b)−ψ(x))α) = λEα(λ(ψ(b)−ψ(x))α) +
(ψ(b)−ψ(x))−α
Γ(1−α) .
Proof. Using Lemma 14, we obtain
Dα,ψa+ Eα(λ(ψ(x)−ψ(a))α)
=
∞∑
k=0
λk
Γ(kα+ 1)
Dα,ψa+ (ψ(x)−ψ(a))kα
=
∞∑
k=0
λk(ψ(x)−ψ(a))kα−α
Γ(kα−α+ 1)
= λ
∞∑
k=0
λk(ψ(x)−ψ(a))kα
Γ(kα+ 1)
+
(ψ(x)−ψ(a))−α
Γ(1−α)
= λEα(λ(ψ(x)−ψ(a))α) + (ψ(x)−ψ(a))
−α
Γ(1−α) . 
Lemma 16. For every λ 6= 0 and α > 0 (α /∈ N),
Dα,ψa+ exp(λ(ψ(x)−ψ(a))) =
exp(λ(ψ(x)−ψ(a)))
λ−αΓ(−α) γ(−α, λ(ψ(x)−ψ(a)))
and
Dα,ψb− exp(λ(ψ(b)−ψ(x))) =
exp(λ(ψ(b)−ψ(x)))
λ−αΓ(−α) γ(−α, λ(ψ(b)−ψ(x))).
Proof. Integrating by parts and differentiating the result, we obtain
Dα,ψa+ exp(λ(ψ(x)−ψ(a)))
=
(
1
ψ′(x)
d
dx
)n(
1
Γ(n−α)
[
(ψ(x)−ψ(a))n−α
n−α
+
∫ x
a
λψ′(t)
(ψ(x)−ψ(t))n−α
n−α
× exp(λ(ψ(t)−ψ(a))) dt
])
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=
(
1
ψ′(x)
d
dx
)n−1(
(ψ(x)−ψ(a))n−α−1
Γ(n−α)
+
λ
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1
× exp(λ(ψ(t)−ψ(a))) dt
)
= ?
Integrating again by parts,
?=
(
1
ψ′(x)
d
dx
)n−1
(
(ψ(x)−ψ(a))n−α−1
Γ(n−α) +
λ
Γ(n−α)
[
(ψ(x)−ψ(a))n−α
n−α
+
∫ x
a
λψ′(t)
(ψ(x)−ψ(t))n−α
n−α exp(λ(ψ(t)−ψ(a))) dt
])
=
(
1
ψ′(x)
d
dx
)n−2
(
(ψ(x)−ψ(a))n−α−2
Γ(n−α−1) +λ
(ψ(x)−ψ(a))n−α−1
Γ(n−α)
+
λ2
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1 exp(λ(ψ(t)−ψ(a))) dt
)
.
Repeating this procedure, we conclude that
?=
n−1∑
k=0
λk
(ψ(x)−ψ(a))k−α
Γ(k−α+ 1)
+
λn
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1 exp(λ(ψ(t)−ψ(a))) dt.
In a similar way as was done in the proof of Lemma 2, we can prove
λn
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1 exp(λ(ψ(t)−ψ(a))) dt
=
exp(λ(ψ(x)−ψ(a)))
λ−αΓ(n−α) γ(n−α, λ(ψ(x)−ψ(a))).
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Figure 2. Fractional derivative of f(x) = exp(ψ(x)−ψ(0)).
Using the recurrence relation for the lower incomplete gamma function
(see [33, Equation (1.4)])
γ(s+ 1, z) = sγ(s, z)− zs exp(−z),
we deduce that
exp(λ(ψ(x)−ψ(a)))
λ−αΓ(n−α) γ(n−α, λ(ψ(x)−ψ(a)))
=
exp(λ(ψ(x)−ψ(a)))
λ−αΓ(−α) γ(−α, λ(ψ(x)−ψ(a)))
−
n−1∑
k=0
λk
(ψ(x)−ψ(a))k−α
Γ(k−α+ 1) .
Therefore, we conclude that
Dα,ψa+ exp(λ(ψ(x)−ψ(a)))
=
exp(λ(ψ(x)−ψ(a)))
λ−αΓ(−α) γ(−α, λ(ψ(x)−ψ(a))). 
In Figure 2 we show the graphs of the fractional derivatives of the
function f(x) = exp(ψ(x)−ψ(0)), with x ∈ [0, 10], with respect to the
kernel ψ(x) = 3
√
x+ 1, for different values of α.
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Theorem 17. Assume that f ∈ Cn[a, b]. Then,
lim
α→(n−1)+
Dα,ψa+ f(x) = f
[n−1]
ψ (x)
and
lim
α→(n−1)+
Dα,ψb− f(x) = (−1)n−1f [n−1]ψ (x).
In addition, if f (n) is continuously differentiable, then
lim
α→n−
Dα,ψa+ f(x) = f
[n]
ψ (x)
and
lim
α→n−
Dα,ψb− f(x) = (−1)nf [n]ψ (x).
Proof. Using formula (3), we deduce that
lim
α→(n−1)+
Dα,ψa+ f(x)
= lim
α→(n−1)+
(
1
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1f [n]ψ (t) dt
+
n−1∑
k=0
f
[k]
ψ (a)
Γ(k+ 1−α) (ψ(x)−ψ(a))
k−α
)
=
∫ x
a
ψ′(t)f [n]ψ (t) dt+ f
[n−1]
ψ (a) = f
[n−1]
ψ (x),
since Γ(k) =∞, for k ∈ Z− ∪ {0}. Suppose now that f ∈ Cn+1[a, b].
Integrating by parts, we get
1
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1f [n]ψ (t) dt
=
f
[n]
ψ (a)
Γ(n−α+ 1)(ψ(x)−ψ(a))
n−α
+
1
Γ(n−α+ 1)
∫ x
a
(ψ(x)−ψ(t))n−α d
dt
f
[n]
ψ (t) dt,
and so
lim
α→n−
Dα,ψa+ f(x) = f
[n]
ψ (a) +
∫ x
a
d
dt
f
[n]
ψ (t) dt= f
[n]
ψ (x). 
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Theorem 18. Suppose that function f ◦ψ−1 is analytic in a neighbor-
hood of ψ(a) (resp. ψ(b)). Then,
(1) limx→a+ D
α,ψ
a+ f(x)=∞ unless f(a)=0 and Dk(f◦ψ−1)ψ(a)=0,
for every k = 1, . . . , n− 1.
(2) limx→b− D
α,ψ
b− f(x) =∞ unless f(b) = 0 and Dk(f ◦ψ−1)ψ(b) = 0,
for every k = 1, . . . , n− 1.
Proof. Since f ◦ψ−1 is analytic,
f(x) =
∞∑
k=0
Dk(f ◦ψ−1)ψ(a)
k!
(ψ(x)−ψ(a))k,
and so
Dα,ψa+ f(x) =
∞∑
k=0
Dk(f ◦ψ−1)ψ(a)
Γ(k+ 1−α) (ψ(x)−ψ(a))
k−α,
proving the desired result. 
Theorem 19. Let (fk) be a sequence of continuous functions on [a, b]
such that Dα,ψa+ fk exists for all k ∈ N. If (fk) converges uniformly to
a function f and (Dα,ψa+ fk) converges uniformly on [a+ , b], for all
0<  < b− a, then
Dα,ψa+ f(x) = lim
k→∞
Dα,ψa+ fk(x), x > a.
Also, if Dα,ψb− fk exists for all k ∈ N and (Dα,ψb− fk) converges uniformly
on [a, b− ], for all 0<  < b− a, then
Dα,ψb− f(x) = lim
k→∞
Dα,ψb− fk(x), x < b.
Proof. By Theorem 4,
In−α,ψa+ f(x) = lim
k→∞
In−α,ψa+ fk(x).
On the other hand, since
Dα,ψa+ fk(x) =
(
1
ψ′(x)
d
dx
)n
In−α,ψa+ fk(x)
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and (Dα,ψa+ fk) converges uniformly on every compact subinterval of (a, b],
we may interchange the limit operator and the differential operator,
concluding the desired formula. 
Theorem 20. Suppose that f ∈ Cn[a, b] and let
K =
(ψ(b)−ψ(a))n−α
Γ(n−α+ 1) .
If f (k)(a) = 0, for every k= 0, 1, . . . , n−1, then Dα,ψa+ f(x) is well defined
for every x ∈ [a, b] and ‖Dα,ψa+ f‖ ≤ K‖f [n]ψ ‖. If f (k)(b) = 0, for every
k=0, 1, . . . , n−1, then Dα,ψb− f(x) is well defined and ‖Dα,ψb− f‖≤K‖f [n]ψ ‖.
Proof. Using formula (3), we deduce the result. 
Observe that the condition
f (k)(a) = 0 for every k = 0, 1, . . . , n− 1
is essential. For example, if we consider f(x) = Eα(λ(ψ(x)−ψ(a))α),
then f ∈ Cn[a, b] but
lim
x→a+
Dα,ψa+ f(x) =∞.
Theorem 21. Let f ∈ C1[a, b] and α ∈ (0, 1).
(1) If f ′ is nonnegative and f(a)≥ 0, then Dα,ψa+ f is nonnegative.
(2) If f ′ is nonpositive and f(b)≥ 0, then Dα,ψb− f is nonnegative.
Proof. The result follows using the following formula:
Dα,ψa+ f(x)
=
1
Γ(1−α)
∫ x
a
(ψ(x)−ψ(t))−αf ′(t) dt+ f(a)
Γ(1−α) (ψ(x)−ψ(a))
−α. 
Theorem 22. Let f ∈ C[a, b] and g ∈ Cn[a, b] such that Dα,ψa+ g and
Dα,ψb− g exist on [a, b]. Then,∫ b
a
f(x)Dα,ψa+ g(x) dx=
∫ b
a
Dα,ψb−
(
f(x)
ψ′(x)
)
g(x)ψ′(x) dx
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and ∫ b
a
f(x)Dα,ψb− g(x) dx=
∫ b
a
Dα,ψa+
(
f(x)
ψ′(x)
)
g(x)ψ′(x) dx.
Proof. Since g is of class Cn, then CDα,ψa+ g and
CDα,ψb− g are continu-
ous functions on [a, b] (see [2, Theorem 2]). Also, by (3) and (4), we
conclude that g
[k]
ψ (a) = g
[k]
ψ (b) = 0, for all k = 0, 1, . . . , n− 1. Therefore,
by [2, Theorem 12]∫ b
a
f(x)Dα,ψa+ g(x) dx=
∫ b
a
f(x)CDα,ψa+ g(x) dx
=
∫ b
a
Dα,ψb−
(
f(x)
ψ′(x)
)
g(x)ψ′(x) dx. 
Theorem 23. Suppose that function f ◦ψ−1 is analytic on [ψ(a), ψ(b)].
Then, for all x ∈ [a, b],
(6) Dα,ψa+ f(x) =
∞∑
k=0
Dk(f ◦ψ−1)ψ(a)
Γ(k−α+ 1) (ψ(x)−ψ(a))
k−α
and
Dα,ψb− f(x) =
∞∑
k=0
(−1)kDk(f ◦ψ−1)ψ(b)
Γ(k−α+ 1) (ψ(b)−ψ(x))
k−α.
Proof. Considering the series
f(x) = (f ◦ψ−1)(ψ(x)) =
∞∑
k=0
Dk(f ◦ψ−1)ψ(a)
k!
(ψ(x)−ψ(a))k
and Lemma 14, we obtain formula (6). 
Theorem 24. Suppose that function f ◦ψ−1 is analytic on [ψ(a), ψ(b)].
Then, for all x ∈ [a, b],
Dα,ψa+ f(x) =
∞∑
k=0
(α
k
)Dk(f ◦ψ−1)ψ(x)
Γ(k−α+ 1) (ψ(x)−ψ(a))
k−α
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and
Dα,ψb− f(x) =
∞∑
k=0
(−1)k
(α
k
)Dk(f ◦ψ−1)ψ(x)
Γ(k−α+ 1) (ψ(b)−ψ(x))
k−α.
Proof. By definition of fractional derivative,
Dα,ψa+ f(x)
=
(
1
ψ′(x)
d
dx
)n
In−α,ψa+ f(x)
=
(
1
ψ′(x)
d
dx
)n ∞∑
k=0
(α−n
k
)Dk(f ◦ψ−1)ψ(x)
Γ(k+n−α+1) (ψ(x)−ψ(a))
k+n−α
=
∞∑
k=0
(α−n
k
) 1
Γ(k+n−α+1)
(
1
ψ′(x)
d
dx
)n
(
Dk(f ◦ψ−1)ψ(x)(ψ(x)−ψ(a))k+n−α)
=
∞∑
k=0
(α−n
k
) n∑
j=0
(n
j
)Dk+j(f ◦ψ−1)ψ(x)
Γ(k+j−α+1) (ψ(x)−ψ(a))
k+j−α
=
∞∑
k=0
∞∑
j=0
(α−n
k
)(n
j
)Dk+j(f ◦ψ−1)ψ(x)
Γ(k+j−α+1) (ψ(x)−ψ(a))
k+j−α,
since (n
j
)
= 0, j > n.
Letting k′ = k+ j and using the identity [31, Equation (1.53)]
p∑
l=0
(a
l
)( b
p−l
)
=
(a+b
p
)
,
we obtain
Dα,ψa+ f(x)
=
∞∑
k′=0
k′∑
k=0
(α−n
k
)( n
k′−k
)Dk′(f ◦ψ−1)ψ(x)
Γ(k′−α+ 1) (ψ(x)−ψ(a))
k′−α
=
∞∑
k′=0
( α
k′
)Dk′(f ◦ψ−1)ψ(x)
Γ(k′−α+ 1) (ψ(x)−ψ(a))
k′−α. 
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Theorem 25. Let β > 0 and m= [β] + 1 be two reals.
(1) If f(x) = Iα+β,ψa+ g(x), for some continuous function g : [a, b]→R,
then
(7) Dα,ψa+ D
β,ψ
a+ f(x) =D
α+β,ψ
a+ f(x).
(2) If f(x) = Iα+β,ψb− g(x), for some continuous function g : [a, b]→R,
then
Dα,ψb− D
β,ψ
b− f(x) =D
α+β,ψ
b− f(x).
Proof. Evaluating the left-hand side of equation (7):
Dα,ψa+ D
β,ψ
a+ f(x) =
(
1
ψ′(x)
d
dx
)n
In−α,ψa+
(
1
ψ′(x)
d
dx
)m
Im−β,ψa+ I
α+β,ψ
a+ g(x)
=
(
1
ψ′(x)
d
dx
)n
In−α,ψa+
(
1
ψ′(x)
d
dx
)m
Im,ψa+ I
α,ψ
a+ g(x)
=
(
1
ψ′(x)
d
dx
)n
In−α,ψa+ I
α,ψ
a+ g(x)
=
(
1
ψ′(x)
d
dx
)n
In,ψa+ g(x) = g(x).
On the other hand,
Dα+β,ψa+ f(x) =
(
1
ψ′(x)
d
dx
)[α+β]+1
I
[α+β]+1−α−β,ψ
a+ I
α+β,ψ
a+ g(x) = g(x).
Therefore,
Dα,ψa+ D
β,ψ
a+ f(x) =D
α+β,ψ
a+ f(x). 
Theorem 26. Let λ >−1 and β ∈ R with β < λ+ 1.
(1) If f(x) = (ψ(x)−ψ(a))λg(ψ(x)−ψ(a)), for some function g of
form g(x) =
∑∞
k=0 anx
k, then
Dα,ψa+ D
β,ψ
a+ f(x) =D
α+β,ψ
a+ f(x).
(2) If f(x) = (ψ(b)−ψ(x))λg(ψ(b)−ψ(x)), for some function g of
form g(x) =
∑∞
k=0 anx
k, then
Dα,ψb− D
β,ψ
b− f(x) =D
α+β,ψ
b− f(x).
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Proof. Since
f(x) =
∞∑
k=0
an(ψ(x)−ψ(a))k+λ,
we get that
Dβ,ψa+ f(x) =
∞∑
k=0
an
Γ(k+λ+ 1)
Γ(k+λ+ 1−β) (ψ(x)−ψ(a))
k+λ−β .
Since k+λ−β >−1, for all k ∈ N∪{0},
Dα,ψa+ D
β,ψ
a+ f(x) =
∞∑
k=0
an
Γ(k+λ+1)
Γ(k+λ+1−β−α) (ψ(x)−ψ(a))
k+λ−β−α
=Dα+β,ψa+ f(x). 
Theorem 27. Given a positive integer m, we have(
1
ψ′(x)
d
dx
)m
Dα,ψa+ f(x) =D
m+α,ψ
a+ f(x)
and (
− 1
ψ′(x)
d
dx
)m
Dα,ψb− f(x) =D
m+α,ψ
b− f(x).
Proof. It is straightforward. 
Theorem 28. Let f be a function of class Cm, with m ∈ N. Then,
Dα,ψa+
(
1
ψ′(x)
d
dx
)m
f(x)
=Dα+m,ψa+ f(x)−
m−1∑
k=0
f [k](a)
Γ(k+ 1−α−m) (ψ(x)−ψ(a))
k−α−m
and
Dα,ψb−
(
− 1
ψ′(x)
d
dx
)m
f(x)
=Dm+α,ψb− f(x)−
m−1∑
k=0
(−1)kf [k](b)
Γ(k+ 1−α−m) (ψ(b)−ψ(x))
k−α−m.
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Proof. Using Theorems 6 and 8, together with Lemma 14, we deduce
the following:
Dα,ψa+
(
1
ψ′(x)
d
dx
)m
f(x)
=
(
1
ψ′(x)
d
dx
)n
In−α,ψa+
(
1
ψ′(x)
d
dx
)m
f(x)
=
(
1
ψ′(x)
d
dx
)n+m
Im,ψa+ I
n−α,ψ
a+
(
1
ψ′(x)
d
dx
)m
f(x)
=Dα+m,ψa+ I
m,ψ
a+
(
1
ψ′(x)
d
dx
)m
f(x)
=Dα+m,ψa+
(
f(x)−
m−1∑
k=0
f [k](a)
k!
(ψ(x)−ψ(a))k
)
=Dα+m,ψa+ f(x)−
m−1∑
k=0
f [k](a)
Γ(k+ 1−α−m) (ψ(x)−ψ(a))
k−α−m 
Therefore, we verify that fractional operator Dα,ψa+ commutes with
(1/ψ′(x) d/dx)m only if f [k](a) = 0, for every k = 0, . . . ,m− 1.
4. Fractional integrals and fractional derivatives. Similarly to
ordinary integrals and ordinary derivatives, fractional integration and
fractional differentiation are inverse operations, as we shall see below.
Theorem 29. If f is continuous, then, for every x,
Dα,ψa+ I
α,ψ
a+ f(x) =D
α,ψ
b− I
α,ψ
b− f(x) = f(x).
Proof. By definition and using Theorem 6, we have
Dα,ψa+ I
α,ψ
a+ f(x) =
(
1
ψ′(x)
d
dx
)n
In−α,ψa+ I
α,ψ
a+ f(x)
=
(
1
ψ′(x)
d
dx
)n
In,ψa+ f(x) = f(x). 
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Theorem 30. Let f ∈ Cn[a, b] be a function such that Dα,ψa+ f and
Dα,ψb− f exist on [a, b]. Then,
Iα,ψa+ D
α,ψ
a+ f(x) = I
α,ψ
b− D
α,ψ
b− f(x) = f(x).
Proof. Since f is of class Cn, by (3), we have that
Dα,ψa+ f(x) =
CDα,ψa+ f(x) and f
[k]
ψ (a) = 0 for all k = 0, 1, . . . , n− 1.
Therefore, by [2, Theorem 4]
Iα,ψa+ D
α,ψ
a+ f(x) = I
α,ψ
a+
CDα,ψa+ f(x) = f(x). 
Theorem 31. If f is continuous, then given m ∈ N with m ≥ n, we
have
Dα,ψa+ f(x) =
(
1
ψ′(x)
d
dx
)m
Im−α,ψa+ f(x)
and
Dα,ψb− f(x) =
(
− 1
ψ′(x)
d
dx
)m
Im−α,ψb− f(x).
Proof. Using the semigroup law for fractional integrals and Theorem
6, we deduce the following:(
1
ψ′(x)
d
dx
)m
Im−α,ψa+ f(x)
=
(
1
ψ′(x)
d
dx
)n(
1
ψ′(x)
d
dx
)m−n
Im−n,ψa+ f(x)I
n−α,ψ
a+ f(x)
=
(
1
ψ′(x)
d
dx
)n
In−α,ψa+ f(x) =D
α,ψ
a+ f(x). 
Theorem 32. Let f be a continuous function, β>0 a real with α+β<n,
and m= [β] + 1.
(1) If Dβ,ψa+ f is a continuous function, then
Dα,ψa+ D
β,ψ
a+ f(x) =D
α+β,ψ
a+ f(x)−
m∑
k=1
Dβ−k,ψa+ f(a)
Γ(1−α− k) (ψ(x)−ψ(a))
−α−k.
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(2) If Dβ,ψb− f is a continuous function, then
Dα,ψb− D
β,ψ
b− f(x) =D
α+β,ψ
b− f(x)−
m∑
k=1
Dβ−k,ψb− f(b)
Γ(1−α− k) (ψ(b)−ψ(x))
−α−k.
Proof. Using Theorem 30, we get
Dα,ψa+ D
β,ψ
a+ f(x)
=
(
1
ψ′(x)
d
dx
)n
In−α,ψa+ D
β,ψ
a+ f(x)
=
(
1
ψ′(x)
d
dx
)n
In−α−β,ψa+ I
β,ψ
a+ D
β,ψ
a+ f(x)
=
(
1
ψ′(x)
d
dx
)n
In−α−β,ψa+
[
f(x)−
m∑
k=1
Dβ−k,ψa+ f(a)
(ψ(x)−ψ(a))β−k
Γ(β−k+1)
]
=
(
1
ψ′(x)
d
dx
)n
In−α−β,ψa+ f(x)
−
m∑
k=1
Dβ−k,ψa+ f(a)
(
1
ψ′(x)
d
dx
)n
(ψ(x)−ψ(a))n−α−k
Γ(n−α−k+1)
=Dα+β,ψa+ f(x)−
m∑
k=1
Dβ−k,ψa+ f(a)
Γ(1−α−k) (ψ(x)−ψ(a))
−α−k.
We remark that, by Theorem 6, and using the fact that n= [α+β] +m,
for some m ∈ N,(
1
ψ′(x)
d
dx
)n
In−α−β,ψa+ f(x)
=
(
1
ψ′(x)
d
dx
)[α+β]+1(
1
ψ′(x)
d
dx
)m−1
Im−1,ψa+ I
[α+β]+1−α−β,ψ
a+ f(x)
=
(
1
ψ′(x)
d
dx
)[α+β]+1
I
[α+β]+1−α−β,ψ
a+ f(x)
=Dα+β,ψa+ f(x). 
5. Expansion formulas for fractional integrals and deriva-
tives. In this section, we present a decomposition formula for the
fractional operators, involving integer order derivatives only. This way,
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we can rewrite any given fractional problem depending on a fractional
integral or a fractional derivative by replacing the fractional operator
with our formula. The result then is an ordinary problem that we can
solve by any known standard technique.
Theorem 33. Let f be a function of class C1 and N a positive integer.
Then,
Iα,ψa+ f(x)=AN (ψ(x)−ψ(a))αf(x)−
N∑
k=1
Bk(ψ(x)−ψ(a))α−kVk(t)+EN (t)
and
Iα,ψb− f(x)=AN (ψ(b)−ψ(x))αf(x)−
N∑
k=1
Bk(ψ(b)−ψ(x))α−kWk(t)+EN (t),
where
AN :=
1
Γ(α+ 1)
[
1 +
N∑
k=1
(−1)k
(α
k
)]
,
Bk :=
(−1)k
Γ(α+ 1)
(α
k
)
, k = 1, . . . , N,
Vk(t) :=
∫ x
a
kψ′(t)(ψ(t)−ψ(a))k−1f(t) dt, k = 1, . . . , N,
Wk(t) :=
∫ b
x
kψ′(t)(ψ(b)−ψ(t))k−1f(t) dt, k = 1, . . . , N,
and
lim
N→∞
EN (t) = lim
N→∞
EN (t) = 0 for all t ∈ [a, b].
Proof. Integrating by parts, we obtain the formula
Iα,ψa+ f(x)=
f(a)
Γ(α+ 1)
(ψ(x)−ψ(a))α+ 1
Γ(α+ 1)
∫ x
a
(ψ(x)−ψ(t))αf ′(t) dt.
Using the binomial theorem, we get that
(ψ(x)−ψ(t))α = (ψ(x)−ψ(a))α
(
1− ψ(t)−ψ(a)
ψ(x)−ψ(a)
)α
=
∞∑
k=0
(ψ(x)−ψ(a))α−k(−1)k
(α
k
)
(ψ(t)−ψ(a))k.
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If we define the error function EN by the expression
EN (t)
:=
(ψ(x)−ψ(a))α
Γ(α+1)
∞∑
k=N+1
(−1)k
(ψ(x)−ψ(a))k
(α
k
)∫ x
a
(ψ(t)−ψ(a))kf ′(t) dt,
then we obtain
Iα,ψa+ f(x) =
f(a)
Γ(α+ 1)
(ψ(x)−ψ(a))α + (ψ(x)−ψ(a))
α
Γ(α+ 1)
×
N∑
k=0
(−1)k
(ψ(x)−ψ(a))k
(α
k
)∫ x
a
(ψ(t)−ψ(a))kf ′(t) dt+EN (t).
Decomposing the infinite sum, integrating, and doing another integration
by parts allows us to write
Iα,ψa+ f(x)
=
f(a)
Γ(α+1)
(ψ(x)−ψ(a))α
+
(ψ(x)−ψ(a))α
Γ(α+1)
∫ x
a
f ′(t) dt+
N∑
k=1
(−1)k(ψ(x)−ψ(a))α−k
Γ(α+1)
(α
k
)
×
[
(ψ(x)−ψ(a))kf(x)−
∫ x
a
kψ′(t)(ψ(t)−ψ(a))k−1f(t) dt
]
+EN (t)
=AN (ψ(x)−ψ(a))αf(x)−
N∑
k=1
Bk(ψ(x)−ψ(a))α−kVk(t)+EN (t).
To end the proof, let us see that
lim
N→∞
EN (t) = 0 for all t ∈ [a, b].
For that purpose, let
M := max
t∈[a,b]
|f ′(t)|.
Attending that, for all t ∈ [a, x],∣∣∣∣ ψ(t)−ψ(a)ψ(x)−ψ(a)
∣∣∣∣≤ 1,
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and that (see [31, Equation (1.51)],∣∣∣(α
k
)∣∣∣≤ c
k1+α
as k→∞, we deduce that
∞∑
k=N+1
∣∣∣(α
k
)∣∣∣≤ ∫ ∞
N
c
kα+1
dk =
c
αNα
,
for k sufficiently large. So, in conclusion, we have the following upper-
bound:
|EN (t)| ≤Mc (ψ(x)−ψ(a))
α(x− a)
αΓ(α+ 1)Nα
,
which converges to zero, as N goes to infinity. 
We now show the accuracy of the given method. Fix the kernel
ψ(x) = 3
√
x+ 1, with x∈ [0, 10], and the functions f(x) = (ψ(x)−ψ(0))3
and g(x) = (ψ(10)−ψ(x))3. We present the obtained results for the
fractional order α= 0.5 (Figure 3). The continuous curves are the plots
of I0.5,ψ0+ f(x) and I
0.5,ψ
10− g(x), given by (1), (2), and the dashed lines are
the numerical results from Theorem 33 for different values of N . We also
display the error of the approximation as the absolute value of the dif-
ference between the exact expression and the numerical approximation.
Next, we obtain the expansion formulas for the left and right fractional
derivatives.
Theorem 34. Let f be a function of class Cn+1 and N ∈ N with
N ≥ n+ 1. Then,
Dα,ψa+ f(x) =
n∑
k=0
Ak,N (ψ(x)−ψ(a))k−αf [k]ψ (x)
−
N∑
k=n+1
Bk(ψ(x)−ψ(a))n−α−kVk(t) +EN (t)
and
Dα,ψb− f(x) =
n∑
k=0
(−1)kAk,N (ψ(b)−ψ(x))k−αf [k]ψ (x)
−
N∑
k=n+1
Bk(ψ(b)−ψ(x))n−α−kWk(t) +EN (t),
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I0.5,ψ0+ f(x) error for I
0.5,ψ
0+ f(x)
I0.5,ψ10− g(x) error for I
0.5,ψ
10− g(x)
Figure 3. Left and right fractional integrals of order α= 0.5.
where
Ak,N :=
1
Γ(k−α+1)
[
1 +
N∑
j=n−k+1
(−1)j+k−n
( k−α
j+k−n
)]
,
Bk :=
(−1)k−n
Γ(1−α)
( −α
k−n
)
,
Vk(t) :=
∫ x
a
(k−n)ψ′(t)(ψ(t)−ψ(a))k−n−1f(t) dt,
Wk(t) :=
∫ b
x
(k−n)ψ′(t)(ψ(b)−ψ(t))k−n−1f(t) dt,
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and
lim
N→∞
EN (t) = lim
N→∞
EN (t) = 0 for all t ∈ [a, b].
Proof. Starting with (3), and integrating by parts, we arrive at
Dα,ψa+ f(x) =
n−1∑
k=0
f
[k]
ψ (a)
Γ(k+1−α) (ψ(x)−ψ(a))
k−α
+
1
Γ(n−α)
∫ x
a
ψ′(t)(ψ(x)−ψ(t))n−α−1f [n]ψ (t) dt
=
n∑
k=0
f
[k]
ψ (a)
Γ(k+1−α) (ψ(x)−ψ(a))
k−α
+
(ψ(x)−ψ(a))n−α
Γ(n+1−α)
∫ x
a
(
1− ψ(t)−ψ(a)
ψ(x)−ψ(a)
)n−α
d
dt
f
[n]
ψ (t) dt.
By the binomial theorem, and splitting the sum and performing an
integration by parts, we get
Dα,ψa+ f(x)
=
n∑
k=0
f
[k]
ψ (a)
Γ(k+1−α) (ψ(x)−ψ(a))
k−α
+
N∑
k=0
(−1)k(ψ(x)−ψ(a))n−α−k
Γ(n+1−α)
(n−α
k
)
×
∫ x
a
(ψ(t)−ψ(a))k d
dt
f
[n]
ψ (t) dt+EN (t)
=
n∑
k=0
f
[k]
ψ (a)
Γ(k+1−α) (ψ(x)−ψ(a))
k−α+
(ψ(x)−ψ(a))n−α
Γ(n+1−α)
∫ x
a
d
dt
f
[n]
ψ (t) dt
+
N∑
k=1
(−1)k(ψ(x)−ψ(a))n−α−k
Γ(n+1−α)
(n−α
k
)
×
[
(ψ(x)−ψ(a))kf [n]ψ (x)
−
∫ x
a
kψ′(t)(ψ(t)−ψ(a))k−1f [n]ψ (t)
]
dt+EN (t)
PROPERTIES OF OSLER’S INTEGRALS AND DERIVATIVES 2489
=
n−1∑
k=0
f
[k]
ψ (a)
Γ(k+1−α) (ψ(x)−ψ(a))
k−α+An,N (ψ(x)−ψ(a))n−αf [n]ψ (x)
−
N∑
k=1
(−1)k(ψ(x)−ψ(a))n−α−k
Γ(n−α)
(n−α−1
k−1
)
×
∫ x
a
(ψ(t)−ψ(a))k−1 d
dt
f
[n−1]
ψ (t) dt+EN (t),
where
EN (t) :=
(ψ(x)−ψ(a))n−α
Γ(n+ 1−α)
×
∞∑
k=N+1
(−1)k
(n−α
k
)∫ x
a
(
ψ(t)−ψ(a)
ψ(x)−ψ(a)
)k
d
dt
f
[n]
ψ (t) dt.
Observe that
k
Γ(n+ 1−α)
(n−α
k
)
=
k
Γ(n+ 1−α)
Γ(n+ 1−α)
Γ(n−α− k+ 1)k!
=
1
Γ(n−α)
(n−α−1
k−1
)
.
Splitting the sum again into the first term k = 1 and the remaining
terms k = 2, . . . , N , and then using integration by parts, we get
Dα,ψa+ f(x) =
n−1∑
k=0
f
[k]
ψ (a)
Γ(k+1−α) (ψ(x)−ψ(a))
k−α
+An,N (ψ(x)−ψ(a))n−αf [n]ψ (x)
+
(ψ(x)−ψ(a))n−α−1
Γ(n−α)
∫ x
a
d
dt
f
[n−1]
ψ (t) dt
−
N∑
k=2
(−1)k(ψ(x)−ψ(a))n−α−k
Γ(n−α)
(n−α−1
k−1
)
×
[
(ψ(x)−ψ(a))k−1f [n−1]ψ (x)
−
∫ x
a
(k−1)ψ′(t)(ψ(t)−ψ(a))k−2f [n−1]ψ (t)
]
dt+EN (t)
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=
n−2∑
k=0
f
[k]
ψ (a)
Γ(k+1−α) (ψ(x)−ψ(a))
k−α
+
n∑
k=n−1
Ak,N (ψ(x)−ψ(a))k−αf [k]ψ (x)
−
N∑
k=2
(−1)k−1(ψ(x)−ψ(a))n−α−k
Γ(n−α−1)
(n−α−2
k−2
)
×
∫ x
a
(ψ(t)−ψ(a))k−2 d
dt
f
[n−2]
ψ (t) dt+EN (t).
Repeating this procedure, we arrive at the desired formula. For the
error, let M := max
t∈[a,b]
∣∣ d
dtf
[n]
ψ (t)
∣∣. Then,
|EN (t)| ≤Mc (ψ(x)−ψ(a))
n−α(x− a)
(n−α)Γ(n−α+ 1)Nn−α ,
and so lim
N→∞
EN (t) = 0. 
To test the result, we again consider ψ(x) = 3
√
x+ 1, with x ∈ [0, 10],
and the function f(x) = (ψ(x)− ψ(0))3. In Figure 4, we exhibit the
graphs of the left fractional derivatives for order α = 0.5 with three
different values of N . We do the same in Figure 5 for α= 1.5.
D0.5,ψ0+ f(x) error for D
0.5,ψ
0+ f(x)
Figure 4. Left fractional derivatives of order α= 0.5.
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D1.5,ψ0+ f(x) error for D
1.5,ψ
0+ f(x)
Figure 5. Left fractional derivatives of order α= 1.5.
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