Abstract A frequent concern in making statistical inference for causal effects of a policy or treatment based on observational studies is that there are unmeasured confounding variables. The instrumental variable method is an approach to estimating a causal relationship in the presence of unmeasured confounding variables. A valid instrumental variable needs to be independent of the unmeasured confounding variables. It is important to control for the confounding variable if it is correlated with the instrument. In health services research, socioeconomic status variables are often considered as confounding variables. In recent studies, distance to a specialty care center has been used as an instrument for the effect of specialty care vs. general care. Because the instrument may be correlated with socioeconomic status variables, it is important that socioeconomic status variables are controlled for in the instrumental variables regression. However, health data sets often lack individual socioeconomic information but contain area average socioeconomic information from the US Census, e.g., average income or education level in a county. We study the effects on the bias of the two stage least squares estimates in instrumental variables regression when using an area-level variable as a controlled confounding variable that may be correlated with the instrument. We propose the aggregated instrumental variables regression using the concept of Wald's method of grouping, 
Introduction
In health science, researchers and policy makers are often interested in the causal effects of a treatment or a policy on a health outcome. In a randomized trial-coin flipping decides whether the next subject is assigned to treatment or not, the causal effects of a treatment can be correctly estimated from a simple comparison between the treated group and control group. However, a randomized trial is not always feasible or ethical to conduct in most circumstances. Instead, researchers can only obtain data from an observational study; i.e., treatment assignment is not decided by experimental control. In an observational study, the causal relationship between treatment and outcome is usually confounded by a set of covariates called confounding variables. Controlling for all the confounding variables in a conventional analysis such as ordinary least squares regression would provide a valid estimation for the causal effect of treatment. With the presence of unmeasured confounding variables, the ordinary least squares regression of the outcome on the treatment controlling for measured confounding variables cannot provide correct estimation for the causal effects of the treatment. To obtain the correct estimation from an observational study with the presence of unmeasured confounding variables, an alternative method is needed; e.g. instrumental variables regression.
Instrumental variables and confounding
The instrumental variables (IV) regression is an approach to overcoming the problem of unmeasured confounding variables in observational studies. A valid IV is a variable that (1) is associated with the received treatment; (2) has no direct effect on the outcome of interest other than through its effect on the received treatment; and (3) is independent of unmeasured confounding variables given measured confounding variables. The idea of the IV method is to extract variation in the treatment that is independent of the unmeasured confounding variables and use this bias-free variation to estimate the effect of the treatment on the outcome. As compared to the conventional analysis that requires researchers to control for all confounding variables, the IV method allows researchers to obtain consistent estimates for the causal parameters after only controlling for the confounding variables that are correlated with the instrumental variable. In the presence of unmeasured confounding variables that are not correlated with IV, the IV method provides consistent estimation for the causal parameters. For more discussions of IV, see Angrist et al. (1996) , Angrist and Krueger (2001) , Abadie (2003) , and Hernán and Robins (2006) .
Suppose we have an IV regression that would meet all the assumptions; specifically, we have controlled for all variables that are correlated with both the IV and the outcome, i.e., confounding variables for the IV-outcome relationship. There may be confounding variables for the treatment-outcome relationship that we have not controlled for. The question we consider in this paper is the following. Suppose that an individual measurement of a confounding variable that is supposed to be controlled for in the IV regression is not available but an aggregated form of the variable is available, can we use its aggregate form in the IV regression and still obtain consistent estimates for the causal parameters? We will show that using the aggregated confounding variable in the usual IV regression would violate the IV criteria (3) that the IV must be independent of unmeasured confounding variables. On the contrary, we will show that a consistent estimate of the causal parameters can be obtained by using an aggregated IV regression with aggregate variables completely replacing all individual level variables. More importantly, the estimate of the causal parameters obtained from the aggregated IV regression will have the same interpretation as in the individual IV regression (without aggregation), provided the aggregation/grouping does not depend on errors.
A regionalization of perinatal care study
In studies of perinatal health and outcomes, hospitals vary in their ability to care for premature infants. 'Regionalization of perinatal care' is the concept of transferring a mother or infant within a geographic area or region based on an infant's potential illness, the need for resuscitation immediately after delivery, and the capabilities of the hospital to manage the expected needs of the mother and infant. The system tends to transfer higherrisk mothers and babies to specialized perinatal centers to optimize the outcome of these infants. Because these infants have a higher baseline risk of poor outcomes, there are differences in the casemix between hosepitals with greater capabilities to manage sick mothers and infants and those hospitals with fewer capabilities. The difference in outcomes between delivering in a facility with greater capabilities compared to one with lesser capabilities determines the value of perinatal care for a given geographic area . A crude comparison of health outcomes by levels of hospital does not provide clear evidence whether regionalization is effective or not, because populations, or casemix, are not comparable among hospitals with different levels of capability (Pearl 2000) . A recent study suggested that the protective effect of delivering at a high-level hospital on rates of mortality were under-reported in studies that failed to control for unmeasured differences in casemix (Lorch et al. 2012) . Controlling for this difference in casemix is important to obtain accurate estimates of the value of perinatal care in a given area.
Our motivating neonatology study contains the data that describe all premature births in the State of Missouri in the years [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] . The data combine information from birth and death certificates, which include information on the mother's sociodemographic factors such as education and age and the infant's birth weight and gestational age, and the UB-92 form, which hospitals provide when submitting bills to Medicare or third-party payers for reimbursement for health services provided. The UB-92 form contains information on the diagnoses and procedures experienced by the infant or mother during the hospital stay and are used to define many of the complications of pregnancy used as confounding variables in this study, as well as the neonatal diagnoses used as outcomes in this study. According to the American Academy of Pediatrics (American Academy of Pediatrics and Committee on Fetus and Newborn 2004), hospitals are classified by six levels of neonatal intensive care units (NICUs) of increasing technical expertise and capability: 1, 2, 3A, 3B, 3C, and 3D. For example, level 1 hospitals can only provide basic neonatal care and level 3D hospitals can provide all surgeries without restrictions. Following Rogowski et al. (2004) , we define a NICU as high-level if it delivers an average of at least 50 preterm babies per year and if the NICU has a level of 3A-3D, while a low-level NICU is any unit that fails to meet both criteria. The outcomes of infants were assigned to their delivery hospital, regardless of future transfer of care to other hospitals as in other previous research (Phibbs et al. 2007; Cifuentes et al. 2002) . While data exist on the effect of delivering at a high-level NICU on lowering the risk of mortality for premature infants, we are particularly interested in studying the causal effect on the number of complications of a premature baby being delivered at a high-level NICU compared to a low-level NICU. A major difficulty in studying the effect of being delivered at a high-level NICU on infants' health outcome is that infants with higher risk of poor outcomes are most likely to be sent to high-level NICUs; i.e., being delivered at a high-level NICU is not a random assignment. There are variables that physicians use to determine where mothers deliver their babies, and these variables are likely to affect infants' health outcome as well. These variables that occur before birth or at the time of birth include sociodemographic factors, such as mothers age, race, insurance status, and educational status; complications of pregnancy, including diabetes and hypertension; congenital anomalies diagnosed prior to birth; and the infants birth weight and gestational age. Although some variables describing the infants' health prior to being delivered are measured in the data, we are still missing other important variables that are known to the physicians caring for the expectant mother such as fetal heart tracing results, the severity of specific comorbidities such as mother's hypertension, the compliance of the mother to medical treatment and mother's medical history with the physicians. Because we are unable to adjust for these variables and physicians likely use these variables in determining whether to suggest to a mother that she delivers at a high-level NICU (i.e., there exists unmeasured confounding variables), even if high-level NICUs are saving lives, the number of infant complications at these hospitals might be higher (not lower) than that at low-level NICUs because their patient populations are sicker.
Instrumental variable regression with a valid IV provides consistent estimation for the causal effects of being delivered at a high-level NICU on the number of infant complications. In IV regression, controlling for individual level confounding variables that are correlated with the IV is important to ensure that the extracted variation in the treatment is independent of unmeasured confounding variables. We believe that a mother's socioeconomic status (SES) variables are confounding variables for the effects of being delivered at a high-level NICU on an infant's health outcome, and we also believe that a mother's SES variables are correlated with the infant's risk of a complication. For example, lower educational status may be associated with how well a complication of pregnancy such as diabetes is controlled, which may result in a sicker infant at higher risk of a complication after delivery. Meanwhile, SES variables are often considered as confounding variables that are correlated with the IV when the IV is based on where the person lives or obtains medical services (Brookhart and Schneeweiss 2007) . Therefore, it is necessary to control for SES variables in using IV regression. Often, SES variables, such as family income, education, occupation, etc., at individual level are not available in hospital records or medical charts, or it is difficult to collect these variables from individuals. One commonly used strategy is to replace individual SES variables with aggregate census-based SES variables using a person's residential zip code or county. Using aggregate proxies to replace unavailable individual data is frequently adapted by economists and education researchers (Card and Krueger 1992) . There is a growing tendency of health researchers to use this approach (Geronimus and Bound 1998; Krieger et al. 2003a; Krieger et al. 2003b ).
For our neonatology example, we used excess travel time that the difference in travel times from a mother's residential zip code to the nearest high-level NICU and the mother's residence to the nearest low-level NICU as an IV (Phibbs and Robinson 1993; McClellan et al. 1994; Baiocchi et al. 2010) . Excess travel time is negative if the closest hospital has a high-level NICU. For excess travel time to be a valid IV conditional on the measured confounding variables, it must (1) be correlated with whether a mother delivers at a highlevel NICU, which because a mother typically obtains prenatal care from and would prefer to deliver at a close by hospital ; (2) not have a direct effect on the outcome through ways other than the pathway between level of the NICU and the outcome, which is reasonable because a nearby high-level NICU presumably only affects a baby's outcome if the baby receives the care and is delivered at that hospital; and (3) be independent of unmeasured confounding variables, which is plausible after controlling for measured characteristics that predict where people live.
Perils and prospects
In this paper, we raise the concern of aggregating a measured confounding variable that is also correlated with IV in making inference about the causal effect of a treatment in an observational study using IV regression. Suppose there are two kinds of confounding variables: one is associated with IV; the other is not. It is important to control for all those confounding variables that are correlated with IV. For example, in our motivating neonatology study, a mother's SES variable is an example of a confounding variable that is correlated with IV (e.g., X in Fig. 1 ). The SES variable needs to be controlled in IV regression because of its correlation with IV. When the SES variable is aggregated or its aggregate form is used, it creates an error term-aggregation error (not observed). If the individual SES variable is correlated with IV, most likely, both the aggregate SES variable and the aggregation error would be correlated with the IV. When we use the aggregate variable in IV regression, we leave the aggregation error unobserved. This aggregation error is unmeasured and is correlated with the IV. Thus, we may fail to control for all confounding variables that are correlated with the IV. Therefore, the use of aggregate confounding variables violates the IV assumption that the IV must be uncorrelated with unmeasured confounding variables. The IV method will result in inconsistent estimation for the causal parameters in the presence of such aggregation error; specifically, a violation of the IV assumption that an IV must be independent of unmeasured confounding variables given measured confounding variables.
We propose the use of Wald's method of grouping (Wald 1940 ) to obtain consistent estimates for the causal parameters in IV regression when a confounding variable is only available in aggregate form. Wald's method involves dividing the observations into groups, averaging the outcomes and covariates within the groups, and conducting the analysis on the group averages. In the regionalization of perinatal care study, for example, zip code or county could be used for grouping. When only the aggregate confounding variable is available (note that we specifically focus on the confounding variable that is correlated with the IV), we can replace both those variables where individual patient level data are available and those variables where only aggregate data are available with mean values from geographic group, and fit an IV regression using these mean values. The grouped-data estimators are consistent in the presence of aggregation errors (Angrist 1991) . The variance of the grouped estimators are greater than (or equal to) the variance of the estimators obtained from ungrouped data, because grouping will not gain any information about parameters (Prais and Aitchison 1954) . This paper is organized as follows. In Sect. 2, using potential outcomes, we introduce a model framework for IV and its inference. We closely examine the problem of aggregation in IV regression in Sect. 3, when the aggregate variable is a confounding variable in an observational study. In Sect. 4, we present our idea of using Wald's method of grouping to solve the problem of aggregation in IV regression in observational studies. We investigate the effect of aggregation in IV regression using simulations in Sect. 5, and illustrate our method using a study of regionalization of perinatal care in Sect. 6. Section 7 concludes with the discussion of our findings.
Framework
In this section we introduce notation and assumptions used in this paper and describe how a valid IV enables identification of the model.
Notation
To define the causal effect of a policy/treatment, we use the potential outcomes approach (Neyman 1990; Rubin 1974) . A potential outcome is the outcome that would have been observed had a subject been assigned to a treatment action; e.g., for a binary treatment, treated or not treated, a subject has two potential outcomes even though only one would be observed. Let Y denote an outcome of interest and D denote a policy/treatment variable. For instance in the regionalization of perinatal care study, Y is the infant's number of complications and D a binary variable for whether (1) or not (0) the baby was delivered at a high-level NICU. Let y ðd Ã Þ ij denote the outcome that would be observed for unit i in area j if such unit's level of D was set to d*. This notation explicitly assumes the restriction that will be described in Sect. is not a consistent estimator for b 1 . One strategy to overcome this is to collect data on all confounding variables X and regress y ij on d ij controlling for all confounding variables. However, it is not guaranteed that all confounding variables will be available in hospital records or medical charts; i.e., there exists unmeasured confounding variables U that are associated with both D and Y. Another strategy is to use IV regression. Let Z denote the IV and z ij be the observed IV for unit i in area j. The idea of IV regression is to use instrument Z to extract variation in treatment D that is independent of unmeasured confounding U and to use only this part of the variation in D to estimate the causal relationship between D and Y. In the next section, we provide assumptions that enable a valid IV to provide a consistent estimator of b 1 .
Assumptions
In this paper, we use some of the assumptions in Angrist et al. (1996) and Holland (1988) . To describe the assumptions, we introduce the following additional potential variables: y ij (d,z) which is the outcome unit i in area j would experience if she were assigned level d for the treatment and level z for the instrument, and d ij (z) is the level of d that unit i in area j would have if he/she were assigned level z of the instrument.
Assumption 1 (Stable Unit Treatment Value Assumption (SUTVA) by Rubin (1986) ) The SUTVA assumption states that the potential outcomes for unit i in area j depend only on the level of D for unit i in area j and not on the levels of D for other units.
Assumption 2 (Ignorability of the Instrument) Conditional on the measured confounding variables x ij , the observed value of the instrument Z is independent of the set of all potential variables fy ð1;zÞ ij ; y ð0;zÞ ij ; d ðzÞ ij g; z 2 Z where Z denotes the set of all possible values of the instrument Z. This assumption means that the instrument is ''as good as randomly assigned'' once we condition on the measured confounding variables X and will be satisfied if the instrument is independent of all unmeasured confounding variables given the measured confounding variables X. . In words the exclusion restriction assumes that any effect of Z on Y must be through an effect of Z on D; i.e., no direct effect on the outcome of interest other than through its effect on the received treatment.
Assumption 4 (Nonzero Average Causal Effect of Z on D) This assumption requires Z to have some effect on the average probability of treatment. In other words, the instrument Z is associated with the treatment D.
Assumption 5 (An Additive, Linear Constant-Effect Causal Model for Potential Outcomes (Holland 1988) ) This model assumption we make implies that y
Therefore, the causal effect of the treatment D-our parameter of interest-is
In Sect. 3, we will examine the effect of violation of Assumption 2 due to aggregation, provided Assumptions 1, 3, 4 and 5 hold.
Instrumental variables regression models
In an observational study of the regionalization of perinatal care, let X denote an observed confounding variable; e.g., mother's family income, and U denote an unmeasured confounding variable that a physician used to determine if a mother would deliver her baby at a high-level NICU but is not available in the hospital records; e.g., a variable describing a baby's health prior to being delivered such as fetal heart tracing results. Let Z be a valid IV; e.g., the excess travel time given by the difference in travel times from a mother's residential zip code to the nearest high-level NICU and the mother's residence to the nearest low-level NICU. Figure 1 depicts the idea of causal diagram in the context of regionalization of perinatal care study. We consider a linear model as follows
where i indexes subjects and j indexes areas. The error term e ij can be considered as a composite of random disturbance and unmeasured confounding U. The model for the observed data is
where Eðe ij j x ij ; z ij Þ ¼ 0 and Varðe ij j x ij ; z ij Þ ¼ r 2 e . Random variable e ij is independently and identically distributed (i.i.d.) for ith subject in jth area. As we mentioned earlier, an OLS estimatorb OLS 1 obtained from (2) will not be consistent in the presence of unmeasured confounding U in an observational study. In other words, the treatment d ij is endogenous in (2), or d ij is correlated with e ij (i.e., Eðd ij e ij Þ 6 ¼ 0). One solution for the problem of unmeasured confounding variables is to use the IV method.
In our motivating neonatology study in Sect. 1.2, a mother's choice of delivering her baby at a high-level or low-level NICU is not randomly assigned. Researchers are aware of missing important variables that describe the risk of the baby; these are major confounding variables. To overcome the problem of unmeasured sickness of the baby, we could use IV regression with excess travel time as an IV. To assure that excess travel time is a valid IV, we assume that (1) excess travel time is correlated with whether a mother delivers at a high-level NICU (i.e., a mother who lives closer to a high-level NICU will have higher chance to deliver her baby there); (2) excess travel time does not have direct effect on outcome (i.e., no effect other than through the pathway between the level of the NICU and the outcome); and (3) excess travel time is independent of unmeasured confounding variables.
A valid IV Z provides a way to extract exogeneity in treatment D when unmeasured confounding U exists. The two stage least squares (TSLS) method (Theil 1971 ) is a common approach to making inference about the treatment effect b 1 in (2) using IV. In TSLS, we first regress d ij on (z ij , x ij ) using OLS to obtainÊðd ij j z ij ; x ij Þ ¼d ij , and then regress y ij on ðd ij ; x ij Þ using OLS to estimate b 1 . From (2), we can write
Thus, by regressing d ij on z ij and x ij first, we can create a regressord ij that is exogenous to e Ã ij in (3), or
We can also obtain an equivalent estimator for the causal effect b 1 through the estimating equation based on Eðz ij e ij Þ ¼ 0 that is implied by z ij being a valid IV. 
The estimatorb ¼ ðA T WÞ À1 A T Y from (4) will be a consistent estimator as long as Z is a valid instrument, andb
The consistency ofb follows the fact that the term A T e in (5) converges in probability to zero, since A is uncorrelated (exogenous) with unmeasured error e. The asymptotic variance ofb is r 2 e ðA T WÞ À1 A T AðW T AÞ À1 .
Problem with aggregation
In observational studies, it is important that the confounding variable is measured and controlled for. Often, SES variables (e.g., family income, education, occupation, etc.) play an important role as measured confounding variables in public health research, such as X in Fig. 1 . However, one of the biggest challenges is that most health related databases lack individual level SES data. The census-based SES data from the US census are suggested to overcome this difficulty (Krieger 1992; Krieger et al. 2003a; Krieger et al. 2003b ). The validity of using census-based SES data to proxy individual SES data has been discussed in literature (Geronimus et al. 1996; Geronimus and Bound 1998) . In this section, we discuss the bias that arises from using aggregate SES variables as controlled confounding variables in IV regression when the interest is on estimating the causal effect of a treatment. In Sect. 4, we propose a analytical method that could reduce the bias due to aggregation and provide consistent estimation for the causal effect of a treatment. Following the notation used in Sect. 2, let x j agg be an aggregate measurement of the observed confounding variable x ij in the jth area; e.g., average family income within a county. Let h ij be the aggregation error, where h ij = x j agg -x ij ; i.e., the difference between subject ij's income and aggregated income in the jth county. To illustrate the problem of aggregating measured confounding variable X into X agg , we can rewrite model (2) as
When the aggregated confounding variable x j agg is used,b 0 1 , the TSLS estimator for the causal effect b 1 , is obtained by (6), whered 0 ij is obtained by regressing d ij on z ij and x j agg using OLS. This TSLS estimator could give misleading inferences when the aggregated variable is a confounding variable of the IV-outcome relationship. The TSLS method uses part of the variability in treatment that is uncorrelated with unmeasured confounding to consistently estimate the treatment effect. When X is aggregated into X agg , the part that we use in the second stage of the TSLS method is no longer uncorrelated with unmeasured confounding U because of the existence of aggregation error H. Figure 2 shows the problem of aggregation graphically. The correlation between instrument Z and aggregation error H violates the assumption that an instrument has to be uncorrelated with unmeasured confounding. The problem of aggregation can also be shown through estimating equations. 
We will refer to the method of obtaining estimators from (7) as the naïve method in the rest of the paper. The exogeneity between A and e implies that A agg T e will converge in probability to zero. The other term A agg T H, however, will not be zero or converge in probability to zero, because
where Z T (X -X agg ) will not converge in probability to zero unless Z and X are uncorrelated in each area. In other words, aggregation of measured confounding variable X makes IV invalid.
In this section, we have shown that if a confounding variable is correlated with the IV, it is necessary to control for this confounding variable when estimating the causal effect of a treatment in IV regression using the TSLS method. In the next section, we provide an analytical method based on Wald's method of grouping and its corresponding assumptions that allows us to obtain consistent estimates for the causal parameters from IV regression using the TSLS method when the confounding variable is correlated with the IV and is only available in aggregate form. 
Proposed method
We introduce Wald's method of grouping (Wald 1940) to overcome the problem of aggregation discussed in Sect. 3 We first explain Wald's original method of grouping.
Wald's method of grouping
The problem Wald originally addressed is that we would like to fit a simple linear regression but there is measurement error in the explanatory variable X. Suppose we have two variables, Y and X, and they are connected by a linear model, Y ¼ a þ bX þ e, where EðeÞ ¼ 0. Among n i.i.d. observation pairs (y i , x i ), we divide them into two groups such that one group will have larger x-values than the other. Then, we compute the means of the two groups, which are ð" y 1 ; " x 1 Þ and ð" y 2 ; "
Þ. This is equivalent to calculating the slope of the straight line from the means of these two groups. Wald has shown that the estimator b is a consistent estimator for b, even there exists an unmeasured error that may deteriorate the estimation of b, provided the method of grouping is not affected by the error. One advantage of Wald's method is simplicity. The only thing we have to do is to make sure the method of grouping does not depend on errors. Next, we introduce the concept of Wald's method of grouping to solve the problem of aggregation to obtain a consistent estimator for the causal effect of a treatment in IV regression using the TSLS method.
Grouped two-stage least squares
In Sect. 3, we have pointed out that aggregating a confounding variable that is correlated with the instrument in IV regression will result in creating an unmeasured error that makes IV invalid. In the regionalization of perinatal care study, we use excess travel time to a high-level NICU (Z) as an IV to estimate the effect of being delivered at a high-level NICU to a low-level NICU (D) in the infant's number of complications (Y), controlling for measured confounding variables (X); e.g., mother's family income. Because we assume that mother's family income (X) is correlated with excess travel time (Z), it is necessary to control for mother's family income in IV regression using the TSLS method. For each mother i in county j, the ideal observed data are (y ij , d ij , z ij , x ij ) that all variables are measured at individual level. In hospital records, however, mother's family income is not available to us. The only data available are the aggregate family income in counties linked from the US census database; therefore, we only have x j agg , not x ij . We use the concept of Wald's method of grouping to overcome the problem of unmeasured error due to aggregation, provided the assumption that the grouping is independent of the errors e. Suppose we have P j=1 J n j mothers from J counties. We divide mothers into J groups based on their residential address (e.g., county), and calculate means of all variables-aggregate all variables-within each county. Each mother's observed data are then (y j agg , d j agg , z j agg , x j agg ). For mothers from the same county, they share the same values of the observed data. These aggregated values are used in IV regression. Note that our proposed method-fitting at individual level with aggregate values replacing all individual values-is different from the ecological regression model, which is fitted at the aggregate level (e.g., the county level with one observation per county). The estimatorŝ b agg will be a consistent estimator for b. The derivation of the consistent estimator for b and its variance estimate is provided in ''Appendix'' section.
Simulation studies
In this section, we conducted Monte Carlo simulations to investigate the problem of aggregation in observational studies. We simulated 2 K groups based on a simple exponential growth hierarchical structure inspired by the U.S. Census Bureau geographic hierarchy (see Fig. 3 ). We randomly drew n j subjects from the jth group for a total of n ¼ P 2 K j¼1 n j subjects. We followed the casual diagram we defined in Sect. 2 (see Fig. 1 ) to create the observed confounding variable x ij , the unmeasured confounding variable u ij , the IV z ij , and the binary treatment assignment d ij as follows. For the ith subject in the jth group, we defined
where e ij = (e 1,ij , e 2,ij , e 3,ij , e 4,ij ) T * MVN 4 (0,I 4 ) and IðÁÞ is an indicator function, such that IðÁÞ ¼ 1 if the expression is true; IðÁÞ ¼ 0 if otherwise. The parameter p Z was used to determine q Z,X ; that is the correlation between z ij and x ij . The choices of p Z = (0.02, 0.03, 0.06, 0.1, 0.5) created approximate values of correlation q Z,X = (0.34, 0.5, 0.75, 0.87, 0.99). A constant D was chosen, such that the treatment allocation was 50/50; i.e., the value of D depended on the choice of p Z . For each subject, we generated two potential outcomes y
e ij * N(0,1). The observed outcome was y ij = d ij y ij (1) ? (1 -d ij )y ij (0) . Two thousand Monte Carlo samples were generated from the above population for each scenario. We considered ten scenarios with two sizes of samples (n = 128,000 for K = 7 and n j = 1,000, and n = 102,400 for K = 10 and n j = 100) and five different values of correlation q Z,X . In the presence of unmeasured confounding variable u ij , we used IV regression using the TSLS method to estimate parameters of interest b = (b 1 , b 2 ) T = (-2, -0.5) T , especially b 1 , the causal effect of the treatment. We first obtained estimated d ij ¼ĉ 0 þĉ 1 z ij þĉ 2 x ij using OLS, and then regressed y ij ond ij and x ij to obtain estimators for b. Table 1 shows the results of IV regression using the TSLS method when the confounding variable x ij is available for each observation. The estimators are consistent and the coverage probabilities for 95 % Wald confidence intervals are close to 95 %, regardless of the sizes of samples and q Z,X .
In Table 2 (n = 128,000), we compare results of estimating b 1 -the causal effect of the treatment-controlling for the aggregate confounding variable x j agg by using the naïve and the proposed methods. In general, the estimators obtained by the naïve method,b 0 1 , are biased in all scenarios. The bias increases as q Z,X increases given the number of aggregate groups. The bias increases as the number of aggregate groups decreases given q Z,X . For our proposed method, the estimators,b agg 1 , are consistent, regardless of the number of aggregate groups and q Z,X . In terms of estimating the standard deviation of our proposed estimator, the mean sandwich estimator based on (11) is similar to the Monte Carlo standard deviation when the number of aggregate groups is 128. When the numbers of aggregate groups are 32 and 64, the mean sandwich estimator based on (11) still provides reasonable estimated standard error for the estimator. However, when the number of aggregate groups is 2, 4, 8, or 16, the standard error based on (11) underestimates the standard deviation substantially. This is not surprising because the standard error base on (11) is a sandwich variance estimator, and sandwich variance estimator can perform poorly from a small number of groups (Lipsitz and Fitzmaurice 2009) ; i.e., the robustness property of the sandwich variance estimator is an asymptotic property as the number of groups goes to infinity. The 95% Wald confidence intervals are close to nominal level of 95% for 32, 64, and 128 aggregate groups. The intervals drop below 95% when the number of aggregate groups is less than 32. For scenarios with n = 102,400 for K = 10 and n j = 100, we have found the similar results as scenarios with n = 128,000 for K = 7 and n j = 1,000 (data not shown). As an illustrative example, we consider an IV regression model for modeling the causal effect of being delivered at a high-level NICU compared to a low-level NICU on the infant health outcome controlling for measured confounding variables in a study of regionalization of perinatal care.
Data
The data describe all premature infants born within 23-37 weeks gestational age in the State of Missouri in the years [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] ; that is 150,532 births, excluding fetal and infant deaths. The health outcome of interest is the infant's number of complications during the premature delivery. Nine complications of prematurity collected from birth to the time of discharge are pneumothorax, bronchopulmonary dysplasis (BPD), intraventricular hemorrhage (IVH), neonatal seizures, necrotizing enterocolitis (NEC), fungal sepsis, bacterial sepsis, urinary tract infection, and surgery retinopathy of prematurity (ROP). None of these complications are expected to occur after discharge from the neonatal intensive care.
Complications were derived from ICD-9CM codes contained in the UB-92 forms of infants submitted to the state. Table 3 depicts the raw comparison of outcome (the infant's number of complications) and covariates (mother's age, mother's education, months when prenatal care began, number of prenatal visits and infant's birth weight and gestational age) between high-level and low-level NICUs in the sample. High-level NICUs have higher number of complications per infant than low-level NICUs (standardized difference = 0.19). However, this does not necessarily mean high-level NICUs cause more complications as babies delivered at high-level NICUs may be at higher risk for complications: their mothers are less educated and started prenatal care later, and the babies have lighter birth weight and shorter gestational age.
We next examined the association between excess travel time and the measured confounding variables. Travel time was determined using ArcView software (ESRI) as the time from the centroid of mother's zip code to the closest low-and high-level NICUs. Excess travel time is the additional travel time that a mother needs to the nearest high-level NICU compared to the travel time to the nearest low-level NICU. Excess travel time is negative if the closest hospital has a high-level NICU, and is positive if otherwise. Excess travel time is used as an IV to account for unmeasured confounding variables in IV regression using the TSLS method. Measured confounding variables used in this example are mother's education; month prenatal care began; and mother's age. Table 4 provides the evidence that excess travel time is correlated with measured confounding variables. Mothers whose travel time is less to a high-level NICU (e.g., those women whose excess travel time to a high-level NICU was less than 30 minutes) are elder, less educated, having more prenatal care visits, begin prenatal care later and deliver lighter babies with shorter gestational ages. A mother's education is part of a mother's SES. The mother's education is highly correlated with her excess travel time at individual and aggregate levels (i.e., the absolute standardized difference is greater than 0.2 standard deviations in Table 4 ).
Results
Recall that we defined a naïve method in Sect. 3 as using an aggregate area-level confounding variable to replace individual confounding variable in an IV regression. The aggregate confounding variable is calculated from each county; there are 116 counties in the data. We compare estimators for the causal effect of being delivered at a high-level NICU obtained from the naïve method to those obtained from the proposed method. Additionally, estimators obtained from a model with all individual level variables are referenced in comparisons.
For the purpose of illustration, we consider a linear model:
where {y ij (0) , y ij (1) } is a vector of potential infant's numbers of complications that would be observed whether an infant i in county j is delivered at a high-level NICU, x 1,ij is a SES variable-mother's education, x 2,ij is the month prenatal care began, x 3,ij is mother's age, and u ij can be viewed as a composite of unmeasured confounding variables such as fetal heart tracing and the severity of mother's comorbidities. The model for observed data is where d ij is indicator for observed treatment-being delivered at a high-level NICU and z ij is excess travel time.
To illustrate the problem of aggregation and our proposed method, we fit three different settings of models based on (9) as follows: (i) reference model: using individual mother's education, x 1,ij ; (ii) naïve method: assuming individual mother's education, x 1,ij , is not available, and replacing it with aggregate mean value of mother's education from each county, x 1,j agg ; (iii) proposed method: replacing all variables (y ij , d ij , x 1,ij , x 2,ij , x 3,ij , z ij ) with aggregate mean values from each county, (y j agg , d j agg , x 1,j agg , x 2,j agg , x 3,j agg , z j agg ). Table 5 depicts the results of comparisons from three IV regressions using TSLS described previously. In the first-stage regression, the significant partial correlation coefficient between being delivered at a high-level NICU and excess travel time controlling for mother's education, month prenatal care began and mother's age confirms that the IV is correlated with the treatment after controlling for confounding variables. In addition, a large first-stage partial F statistic for excess travel time indicates that excess travel time is a strong enough instrument that TSLS method will produce reliable inferences. The partial F statistics in three models are 6633, 4699 and 22915, respectively, which are relatively larger than a usual critical value of F exceeding 10 for a reliable result from IV regression using the TSLS method (Stock et al. 2002) . In the second-stage regression, we focus on comparing estimators for b 1 , the causal effect of being delivered at a high-level NICU, controlling for mother's education, month prenatal care began and mother's age. Estimated from reference model, the causal effect is approximately 0.0213 reduction in infant's number of complications. Assuming that individual mother's education is not available and replacing it with aggregate mean value at the county level, the estimated causal effect from the naïve method model is approximately 0.0276 reduction-a 30% difference from the reference model. For the proposed method model, the estimated causal effect is about 0.0212 reduction which is similar to the results from the reference model.
Discussion
In this paper, we have developed a method of IV regression for estimating the causal effect of a treatment in observational studies when the individual level confounding variablethe one that is also correlated with the IV-is not available in the data. Our proposed method can provide consistent causal estimators compared to the commonly used analytical strategy in practice that replaces the unavailable confounding variable with its aggregate form in the model. Instead of analyzing data with the aggregate confounding variable, we propose an analytical strategy that is to aggregate all variables involved in the analysis at the level of the aggregate confounding variable. In simulation studies, we have shown that the proposed method can provide good estimation for the parameters of the causal effect in IV regression. Our proposed method can also provide consistent estimators for the variance of estimators as long as the numbers of aggregate groups is large. We not only can estimate the causal effect consistently, but also can calculate confidence intervals and perform statistical inference for the causal effect as long as the number of aggregate groups is large.
An observational study of the regionalization of perinatal care is used as a motivating example to raise the concern of aggregating measured confounding variables in IV regression, when the confounding variable may be correlated with the IV. We have found that the estimated causal effects of the treatment from the reference model (no aggregation) and the naïve method model (aggregating confounding variable that is correlated with the IV) are different whereas results from our proposed method (aggregating all variables) are close to that from the reference model. The standard errors for the aggregate variables are higher than those for the individual variables, because aggregation makes the standard errors larger; i.e., a trade-off between consistency and efficiency. Figure 4 shows the mean squared error (MSE) for both the individual model with aggregate confounding variable and the aggregate model using one scenario from Sect. 5 (K = 7, b 1 = 2, q Z,X = 0.5) Fig. 4 Plot of the mean squared errors on number of samples in each group for a total of 128 groups for different number of samples per group (n j ). As number of samples increases, the MSE from the individual model with aggregate confounding variable converges to 0.1, and the MSE from the aggregate model converges to 0. When number of samples per group is greater than 50, most of the MSE of the individual model with aggregate confounding variable is contributed by bias, because the variance of the estimator has asymptotic property such that it goes toward zero when sample size goes toward infinity. However, the bias of the estimator does not have such asymptotic property.
For the purpose of illustration in this paper, we assume that the aggregate confounding variable is calculated from the individual confounding variable in the samples. In practice, the individual confounding variable is not available and the US census database could be a source for the aggregate variable as long as the population of interest is the general population. Even though the population of interest is not the general population, our proposed method still provides consistent estimates if the samples in each group can be assumed to be random samples from the general population of that group and the number of groups becomes large. In the cases that random samples assumption is not plausible, there is 'inconsistent aggregation', meaning that the aggregate variable is obtained from the population that is different from the population of interest (Rosenbaum and Rubin 1985) . In Rosenbaum and Rubin (1985) , they raised the problems that consistent estimates of regression coefficients may not be obtained from inconsistently aggregated data in linear regression models. In our motivating neonatology study, the population of interest is mothers. Mothers in a county may differ in their socioeconomic characteristics from the general population in the same county. We are currently developing a method of sensitivity analysis for IV regression when there is inconsistent aggregation.
In this paper, we have maintained the exclusion restriction assumption (Assumption 3 in Sect. 2.2) that the IV has no direct effect on the outcome except through treatment. One way in which the exclusion restriction could be violated is that there is a neighborhood effect, meaning for example that one's neighborhood SES directly influence one's outcomes even after controlling for one's own SES because of within-neighborhood social interactions (Mayer and Jencks 1989) . If the exclusion restriction is violated because of a neighborhood effect, then the aggregation IV method presented in this paper would produce biased estimates. It would be of future research interest to examine whether the aggregation IV method in this paper could be combined with the extended IV method discussed in Joffe et al. (2008) to address the problem of neighborhood effects. This paper warns of the possibility of aggregation error in observational studies using IV regression and provides a solution to the problem. Note that the proposed solution requires sufficient size of samples and certain assumptions such as SUTVA, ignorability of the instrument, the exclusion restriction, nonzero average causal effect of the instrument on the treatment, independence of grouping and errors.
