space with respect to the Chabauty-Bourbaki topology and the product is separately continuous. Polyhomomorphisms act in spaces L 2 on groups by operators, which are partial isometries up to scalar factors. As an example, we consider locally compact infinite-dimensional linear spaces over finite fields and examine closures of groups of linear operators in semigroups of polyendomorphisms.
Polyhomomorphisms
We consider only second-countable locally compact groups G, i. e., locally group having countable base of open subsets. Such groups admit left invariant metrics (see, e.g. [7] , Theorem 8.3), so they are separable as metric spaces. They are complete in the sense of Weil-Bourbaki ( [3] , Corollary III.3.1). Such a group admits a unique up to a scalar factor left-invariant measure dγ(g) (the Haar measure), see [4] , Theorem VII.1.1, [7] , Theorem 8.3.
Since G has a structure of complete metric space, the Borel structure on G is standard (see, e. g., [9] , Sect 12) . As a space with measure the group G is a Lebesgue space (see, e. g., [2] , Chapter 10), G can be isomorphic to an interval, a line, a countable or finite set .
Since we have a measure, we also have standard spaces of measurable functions on G as L 2 (G). By C 0 (G) we denote the space of continuous functions on G with compact support.
A locally compact group is unimodular if the Haar measure is two-side invariant (see [4] , Subsect. VII.1. [3] [4] .
Let K ⊃ L be groups. Denote by [K : L] the index, i.e., the number of elements in K/L. For a set X and subset A ⊂ X we denote by I A (x) the indicator function of A, i.e., I A (x) = 1 if x ∈ A and 0 otherwise.
For two relations R : X ⇒ Y , S : Y ⇒ Z we define their product SR : X ⇒ Z as the set of all (x, y) ∈ X × Z, for which there exists y ∈ Y such that (x, y) ∈ R, (y, z) ∈ S. Clearly, this product is associative.
For a relation R : X ⇒ Y we define:
-the image im R is the projection of R to Y ;
1 Supported by the grant FWF, P31591.
-the domain dom R is the projection of R to X.
Define the pseudoinverse relation R : Y ⇒ X as the same subset R ⊂ X ×Y considered as a relation from Y to X. Obviously,
For a subset A ⊂ X we define its image RA as the set of all b ∈ Y such that there exists a ∈ A satisfying (a, b) ∈ R.
Remark. If f : X → Y is a map, then its graph Γ(f ) ⊂ X × Y is a relation, dom Γ(f ) = X and the projection map Γ(f ) → X is injective.
⊠ A partial bijection X → Y is a bijective map of a subset A ⊂ X to a subset B ⊂ Y . A relation R : X ⇒ Y is a partial bijection if the projection maps from R to X and Y are injective.
Let G, H be groups. A multiplicative relation R : G ⇒ H is a subgroup in G × H. Clearly, a product of multiplicative relations is a multiplicative relation. For a multiplicative relation R : G ⇒ H we define -the kernel as the intersection of R with G ⊂ G × H;
-the indefinity as the intersection of R with H ⊂ G × H.
The following statement is obvious. We define a partial isomorphism G → H as a partial bijection between two subgroups A ⊂ G, B ⊂ H sending products to products.
If groups G, H are additive, then it is reasonable to say 'additive relation'. If they are linear spaces and R is a subspace, we say 'linear relation' (linear relations and additive relation are usual mathematical objects, multiplicative relations appear not too often, see, e.g. [31] , Sect. 1.2).
1.2. The category of polyhomomorphisms. Let X be a space with measure ξ, let Y be a set and f be a map X → Y . Recall that the image υ of the measure ξ under the map f is defined by the condition υ(B) := ξ f −1 (B) .
Denote by G • (resp. H • ) a unimodular group G (resp. H) with a fixed Haar measure dγ(g) (resp. dη(h)). Denote by ← π the natural projection map G× H → G, by → π the projection map G × H → H We say that a polyhomomorphism R • : G • H • is an object of one of the following types:
1. a closed subgroup R ⊂ G × H with a fixed Haar measure dρ(r) such that the image of dρ under ← π (respectively, → π ) is dominated by dγ(g) (resp. by dη(h));
Denote by Polh(G • , H • ) the set of all polyhomomorphisms G • H • . Elements of this set automatically satisfy the following properties (so they can be included to the definition of polyhomomorphisms).
The proof is contained in Subsect. 2.1.
1) a multiplicative relation S is S := T R; 2) we normalize the Haar measure on S in the terms of its images under the projections to G and K:
.
A product of a zero polyhomomorphism and any polyhomomorphism is zero,
3 This product is well defined and associative, i. e., for any G • , H • , K • , L • and any
Remark. In fact the definition of a product becomes a theorem if we consider polyhomomorphisms as special cases of polymorphisms, see Subsect. 1.4-1.5.
⊠ Thus we get a category of polyhomomorphisms. Objects G • of this category are unimodular locally compact groups equipped with fixed Haar measures. The set of morphisms from
1.3. The convergence of polyhomomorphisms. We define a convergence in Polh(G • , H • ) as the weak convergence of measures (see, e. g., [2] ,
(respectively converges to 0).
Equivalently, for any θ ∈ C c (G × H) we have the convergence
(respectively converges to zero).
Proposition 1.4 a) This convergence is metrizable and sets
The product of polyhomomorphisms is separately continuous.
This convergence is a rephrasing the Chabauty-Bourbaki convergence of subgroups in locally compact groups, see Bourbaki [4] , Sect VIII.5, Bourbaki normalizes Haar measures on each subgroup, we allow to vary scalar factors. The compactness is Theorem VIII.5.1 of Bourbaki.
Remark. Convergence R • j → R • implies a convergence of sets R j → R. There are many non-equivalent definitions of convergences on sets of closed subsets of topological or metric spaces, see, e. g., [13] . Our space G × H is locally compact and reasonable topologies coincide. For instance (see Bourbaki [3] , Subsect. VIII.5.6) we can take a left invariant metric on G × H compatible with the topology and say that a sequence R j of closed subgroups converges to R if for each ε > 0 for any compact set K ⊂ G × H for sufficiently large j the set K ∩ R is contained in the ε-neighborhood of R j and K ∩ R j is contained in the ε-neighborhood of of R.
, etc. However, we have some semicontinuities. If ker R j contain some subgroup L ⊂ G starting some j, then ker R contains L. If dom R j are contained in a certain subgroup M ⊂ G starting some j, then dom R is contained in the same subgroup. If α(R • j ) s starting some j, then α(R • ) s. ⊠ 1.4. Polymorphisms. Preliminaries. See [16] , [17] , Sect VIII.4. A. Category of polymorphisms. Let (X, ξ) and (Y, υ) be Lebesgue measure spaces with finite or σ-finite measures, i. e., they are equivalent to a union of a finite or infinite interval of the line R and of a finite or countable collection of points having positive measures.
Remark. A locally compact group G equipped with the Haar measure as a measure space is equivalent to -a collection of points having equal positive measures if a group is discrete;
is a measure α on X × Y such that projection of µ to X is dominated by ξ (i.e., for any subset A ⊂ X of finite measure we have ξ(A) µ(A × Y )) and the projection of µ to Y is dominated by υ. We admit zero measures. Denote the set of all polymorphisms X Y by Pol(X, Y ).
We regard a polymorphism as a 'multivalued maps' X → Y . Namely, for any polymorphism µ : X Y there is a canonical map (defined a. s.) sending points x ∈ X to conditional measures (see, e.g., [2] , Sect. 10.4) µ x (y) on Y such that for any subsets A ⊂ X, B ⊂ Y of finite measure we have
Let µ : X Y , ν : Y Z be polymorphisms. We define their product κ = νµ : X Z in the terms of conditional measures:
Thus we get a category whose objects are Lebesgue measure spaces and morphisms are polymorphisms.
For a polymorphism µ : X Y we define the adjoint polymorphism µ : Y → X that is the same measure considered as a measure on Y × X.
B. Linear operators determined by polymorphisms. For a polymorphism µ : X Y we consider the sesquilinear form
Applying the Cauchy-Bunyakovsky inequality and the definition of polymorphisms we get
Therefore there exists a bounded operator
By (1.3), operators Π(µ) are contractive, i. e.,
The explicit expression for this operators is
Remark. The last expression shows that Π(µ) sends nonnegative functions to nonnegative functions. Conversely, say that an operator T :
It is easy to show that any Markov operator T = Π(µ) for some polymorphism µ. The measure µ is determined by the condition
We also can describe the operator Π(µ) in the following way. Consider a bounded nonnegative function ψ on Y and the measure ψ(y) µ(x, y) (1.5) on X × Y . Taking its projection to X we get a measure, say Φ, on X. For each measurable subset A ⊂ X we have Φ(A) = S µ (I A , ψ), where I A is the indicator function. Clearly for a set C ⊂ X of zero measure we have Ψ(C) = 0. Therefore, the measure Φ is absolutely continuous with respect to ξ, and we can define Π(µ)ψ as the Radon-Nikodym derivative dΦ/dξ, for formulas for Radon-Nikodym derivatives, see, e.g., [30] , Sect. 10. ⊠ Formula (1.4) easily implies that
So we get a functor from the category of polymorphisms to the category of Hilbert spaces and bounded operators.
C. Topology on sets Pol(X, Y ). Next, let µ j , µ be polymorphisms X Y . We say that µ j converges to µ if for any subsets A ⊂ X, B ⊂ Y of finite measure the sequence µ j (A × B) converges to µ(A × B). It is easy to show that this convergence is equivalent to the weak operator convergence of the corresponding Markov operators Π(µ j ) → Π(µ), i. e.,
Let H, K be Hilbert spaces. Denote by C(H, K) the set of all contractive operators H → K, equip it with the weak operator topology. This set is compact metrizable and the multiplications
are separately continuous. This easily implies that sets Pol(X, Y ) are compact metrizable and the product is separately continuous.
D. Measure preserving transformations and polymorphisms. Let (X, ξ) be a space with a σ-finite non-atomic measure (i.e., let X be equivalent to R). Denote by Ams(X) the group of measure preserving transformations of X. Let g ∈ Aut(X). Consider the map X → X × X given by x → (x, g(x)), consider the image κ g of the measure ξ under this map. It is clear that κ g is a polymorphism X X and products of measure preserving transformations correspond to products polymorphisms. Also it is easy to show that the group Ams(X) is dense in the semigroup Pol(X, X).
So the notion of a polymorphisms extends the notion of measure preserving transformation.
E. References on polymorphisms. Polymorphisms are the standard object of ergodic theory, see old references Vershik [34] , Krengel [11] . There are several natural groups of transformation of measure spaces (measure preserving transformations of spaces with finite measures or with σ-finite measures, groups of regular transformations, etc.). For this reasons there are several kinds of 'polymorphisims', see [16] , [17] , Sect. VIII.4 and Chapter X. The version discussed above corresponds to the group of measure preserving transformations of a space with infinite continuous measure, apparently it appeared in [16] .
Schmidt and Vershik [29] considered polyhomomorphisms ('algebraic polymorphisms') of compact groups K under stronger conditions. In our terminology they consider polyhomomorphisms R • : K • → K • such that dom R = K, im R = K (also α(R • ) = β(R • ) = 1, but the last condition in this case is not essential).
Polymorphisms and polyhomomorphisms.
So any polyhomomorphism is a polymorphism. 
Explicit description of operators Π(R • ) is contained in Subsect. 1.6. So operators Π(R • ) are 'partial homotheties'. By Theorem 1.5, a product Π(T • )Π(R • ) of two 'partial homotheties' is a 'partial homothety' again. Below in this section we explain how this happen (but from formal point of view this is not necessary).
Let L, M be two closed subspaces in a Hilbert space H. Consider the operators P L and P M of orthogonal projections H → L, H → M . Consider the self-adjoint operators
It is easy to see that their spectral types coincide upto multiplicities of zeros, and these spectral types are invariants of a pair of subspaces under unitary transformations (this is an analog of angles in elementary geometry, see, e.g., [19] , Sect. 2.5). 
consists of two points, namely, 0 and
Therefore the operator
The proof is contained in 2.5. 
The proof is contained in Subsect. 2.6. 1.9. Example: the group of infinite matrices over a finite field. Let p be prime, F p be the field with p elements, . Consider the linear space V p over F p consisting of two-side sequences
such that v j = 0 for sufficiently large j. For each m ∈ Z consider the subspace The subgroups W m are compact and are isomorphic to the countable direct product of cyclic groups Z p , quotients V p /W m are discrete and are isomorphic to the countable direct sum of of cyclic groups Z p . We normalize the Haar measure dv on V p assuming that the measure of W 0 is 1.
The topology in
Remark. There are 3 infinite-dimensional locally compact linear spaces over 3 F p (with countable base of open subsets). The first space V + p is the 2 It seems that the definition of polyhomomorphisms is interesting mainly under this restriction. 3 Proof of this statement. Let V be a locally compact linear space over Fp, equivalently V is an Abelian locally compact group satisfying the identity p · v = 0 for all v ∈ V . We have 3 cases. First, let V be discrete (and therefore countable or finite). Any countable linear space over Fp is isomorphic to V + p . Let V be compact and infinite. The Pontryagin dual V • of a compact group V is a discrete group. Therefore V is dual to V + p , i. e., V ≃ V − p . Let V be noncompact and nondiscrete. For any character χ from V to the multiplicative group of the complex numbers, we have χ(v) p = 1, i.e., values of χ have the form e 2πi/p . By the Pontryagin duality, characters separate points of V . Therefore V is totally disconnected and hence it contains an open compact subgroup W . If W is finite, then V is countable, if V /W is finite, then V is compact. So we can omit these cases. Thus W ≃ V − p , V /W ≃ V + p . Next, we take a basis e j in V /W and choose its representatives e j ∈ V . Then the linear span of e j is a discrete subspace in V complementary to W . direct sum of countable number of copies of the field F p , it is equipped with the discrete topology. The second space V − p is the direct product of countable number of copies of the field F p , it is equipped with the Tikhonov topology.
, GL(V p ) of all continuous linear operators in these spaces. The representation theory of GL(V + p ) is relatively simple (see [33] ), the group GL(V − p ) is isomorphic to GL(V + p ). The group GL(V p ) was introduced in [21] , the representation theory of this group is non-trivial, see [21] , [24] , [25] , it has many relationships with the representation theory of infinite-dimensional real classical groups in the sense of Olshanski [26] .
⊠ Denote by GL(V p ) the group of all continuous linear operators in V p , we can also say that it is the group Aut(V p ) of continuous automorphisms of the Abelian group V p .
Denote by J the operator of left shift of sequences (1.6). Clearly, this transformation sends the Haar measure dv to the measure p · dv. Denote by GL 0 (V p ) the subgroup of GL(V p ) consisting of transformations preserving the Haar measure on V p . Clearly, the group GL(V p ) is a semidirect product of the subgroup generated by J and the normal subgroup GL 0 (V p ).
We have a measure preserving action of GL 0 (V p ) on the locally compact group V p , i.e., we are in the situation discussed in Subsect. 1 
The proof is contained in Subsect. 2.7. Theorem 1.10 Any unitary representation of the group GL 0 (V p ) admits a continuous extension to a representation of the semigroup Polh Λ (V p , V p ) compatible with the involution.
The proof is contained in Subsect. 2.8.
1.10. Problem of closure. Consider a unitary representation ρ of a topological group G in a Hilbert space H. Consider the set ρ(G) of unitary operators and close it in the space of all bounded operators with respect to the weak operator topology. It can be readily checked that this closure ρ(G) is a compact semigroup. Olshanski, see, e.g. [27] , showed that such semigroups can be interesting algebraic objects and an effective tool for investigation of unitary representations of infinite-dimensional groups G, see more in [17] . Now let a group G acts by transformations of a measure space X. Then it acts in L 2 (X) and we have the same question about weak closure. On the other hand such questions can be reformulated in the terms of closures of groups in semigroups of polymorphisms, apparently, the first problem of this type (closure of an infinite-dimensional orthogonal group acting on a space of Gaussian measures) was solved by Nelson [15] (see, also [22] , Sect. 12), for several actions of infinite-dimensional groups closures were described in [18] , [20] , [23] . Theorem 1.9 gives an additional example of this kind.
The problem of weak closure is not interesting for semisimple real or p-adic groups (usually, we get the one-point compactification, see [8] ).
On the other hand there are lot of interesting results about closures of ergodic measure preserving actions of Abelian groups as Z, R, Z n . For a generic (in the sense of Baire category) transformations such closures are huge and is related to the centralizer of a transformation in the semigroup of Markov operators, see [10] , [6] , [32] . For non-mixing actions the problem of weak closure usually is a difficult problems, see [5] , some relatively simple cases for spaces of infinite measures were examined in [12] , [28] .
Example. a) Equip the countable space V + p (see the previous subsection) with the counting measure. It can be readily checked that the closure of GL(V + p ) in Polh(V + p , V + p ) consists of partial linear bijections V + p → V + p equipped with counting measures. By [33] , the semigroup of partial linear bijections acts in all unitary representations of GL(V + p ). b) Equip the space V − p with the probabilistic Haar measure. It is easy to show that the closure GL Statement a. Let we have a locally compact group G, its closed subgroup K, and the quotient group M . Denote left invariant Haar measures on these groups by dγ(g), dκ(k), dµ(m) respectively. For g ∈ G denote byġ its image in M . According [4] , Proposition VII.2.10, we have the following integration formula
Suppose that K is not compact. Consider the image of the measure dγ(g) under the homomorphism G → M . We wish to show that compact subsets U in M with nonempty interiors have infinite measures. Indeed, let U ⊂ be the preimage of U . Applying the integration formula to the indicator function I U we get ∞.
We apply this remark to the group R, its subgroup indef R, and the quotient dom R. Again we consider shifts Lq, where q ranges in Q. Since they have non-zero measure, the space Q/L is at most countable. On the other it is locally compact. A locally compact countable set has isolated points. By invariance all points of Q/L are isolated. Therefore the topology on Q/L is discrete and L is open.
Statement b.
Let us return to a proof of Proposition 1.2. The subgroup dom R ⊂ G is a Borel set. Indeed, R is a union of a countable family of compact sets, therefore its image dom R also is a countable union of compact sets. By Lemma dom R is closed and open in G.
Statement c.
Since dom R is an open subgroup in a unimodular group G, it is unimodular. The subgroup indef R is compact, therefore it is unimodular.
The Haar measure in R is invariant with respect to the left shift by (g, h). Therefore its projection ν to G is invariant with respect to shift by g. Therefore ν is a Haar measure on dom R. Proof. a) Let (x 0 , z 0 ) / ∈ T R. We must show that for functions ϕ ∈ C c (X) supported by a sufficiently small neighborhood A of x 0 and θ ∈ C c (Z) supported by a sufficiently small neighborhood B of z we have X×Z ϕ(x) θ(z) dµ(x, z) = 0.
Denote by C (resp. D) the set of all points y ∈ Y such that (x 0 , y) ∈ R (resp. (y, z 0 ) ∈ T ). By the definition of (x 0 , z 0 ), the sets C, D do not intersect. Since the projections are proper, the sets C, D are compact. Take non-intersecting
Let us evaluate T (µ )ϕ applying Remark in Subsect. 1.4.B. We see that the support of T (µ )ϕ is contained in the set RA. Since the projection R → X is proper for sufficiently small neighborhood A we have RA ⊂ U . Applying the same argument for θ, we get that T (µ )ϕ and T (ν)θ have disjoint supports. So
Then there are y j ∈ Y such that (x j , y j ) ∈ R, (y j , z j ) ∈ T . Without lost of generality we can assume that x j are contained in a compact neighborhood A of x and z j are contained in a compact neighborhood of z. Since the projection R → X is proper, the set RA is compact, on the other hand the sequence y j is contained in RA. Without loss of generality we can assume that y j converges to some y, otherwise we pass to a subsequence. So (x j , y j ) converges to (x, y) and (y j , z j ) converges to (y, z). Therefore (y, z) ∈ T R. Thus the relation T R is closed. Next, we must evaluate product of R • and T • as a product of polymorphisms. By Lemma 2.2 the product is supported by the closed subgroup RT . We must show that the measure on RT is a Haar measure.
Denote by L G (u) the transformation g → ug on a group G. For the polyhomomorphism R • we have the following identity for polymorphisms:
If also (h, k) ∈ T , then we have T • L H (h) = L K (k)T • and therefore
Therefore the polymorphism R • T • is determined by a Haar measure on RT . It remains to find normalization constants α(T • R • ), β(T • R • ). 
and this gives the normalization constant. On the other hand the map Φ → Φ/∆ induces the map
It is an isometric embedding L 2 (Φ/∆) → L 2 (G) whose image is L 2 (Φ|Ψ) ∆ . The adjoint operator Π(µ • G [Φ|∆] ) : L 2 (G) → L 2 (Φ|∆) can be described in the following way: we restrict a function f ∈ L 2 (G) to the open subgroup Φ, take its average over the action of the compact group ∆, and consider this average as a function on Φ/∆.
Its image is a graph of an isomorphism Σ : (dom R/ ker R) → (im R/ indef R). The Haar measure on this graph is the image of the measure dρ(r).
The operators Π(Q • ), Π(T • ) were described above in this subsection.
We wish to show that the self-adjoint operator P Q V : V → V splits into a direct sum of a zero operator and a scalar operator. We can pass to the subspaces
not contained in the image of Q. Thus, it is sufficient to show that P Q V ∩W ⊥ is a scalar operator.
Next, let a function f ∈ V be supported by Φ \ Ψ. Obviously, Qf = 0. But f ∈ V is ∆-invariant, therefore actually f is supported by
Therefore, without loss of generality we can assume that
Notice that f ∈ V is determined by its values on Φ∩Ψ and extends to the whole Φ by the ∆-invariance.
Proof. Let ϕ be a (Γ ∩ Φ)-invariant function on Φ ∩ Ψ. Then we can extend it to a Γ-invariant function on Ψ. Therefore ϕ ∈ W ⊥ if and only if it is orthogonal in L 2 (Φ∩Ψ) to all (Γ∩Φ)-invariant functions. Therefore restrictions
The (∆ ∩ Ψ)-invariance holds for all Φ ∈ V .
Proof of Proposition 1.7. For f ∈ V , denote by f its restriction to Φ ∩ Ψ. To obtain Qf we must take average of f over Γ. We get
To obtain P Qf we must take average of the last function over ∆. We get
Extending this function to the whole Φ, we get the desired statement.
Proof of Theorem
Without loss of generality we can assume that the sequence α(R • j ) converges (otherwise we pass to a subsequence). If it converges to 0, then R • j converges to the zero polymorphism. Otherwise, α(R • j ) is eventually constant, without loss of generality we can assume that it is constant. Also, we can assume that a sequence β(R M ) ) is an open subgroup in L of a certain index p j . Without loss of generality we can assume that p j does not depend on j or p k → ∞. In the second case we have
and R • j converges to zero. So we consider the first case. Groups R j ∩(L×M ) are open subgroups in R j ∩(L×H) of indices q j . Again, without loss of generality, we can assume that the sequence q j is constant. Now we have γ ← π ρ j L×M = α pq γ(L).
Therefore, ρ j (L×M ) = α pq γ(L). Passing to the limit, we get ρ(L×M ) = α pq γ(L) and α(R • ) = 1 pq α. 2.7. The closure of GL 0 (V p ). Here we prove Theorem 1.9. It suffices to show that each element of Polh Λ (V p , V p ) is contained in the closure GL of GL 0 (V p ).
For m > 0 denote by θ m : V p V p the linear relation consisting of (
The sequence θ • m converges to the identical polyhomomorphism as m → ∞.
Proof. Decompose the space V p as a product of 3 measure spaces Next, consider the sequence
Let us regard S + j (resp. S − j ) as polymorphisms of the whole V p . Then
b) Consider the compact subgroup W l with l > 0, a vector v ∈ W −k , and the characteristic function I v+W l . Then for m > max(l, k) we have Π(θ • m )I v+W l = I v+W l .
By the separate continuity of the product the statement a) implies the following corollary.
Lemma 2.6 For any g ∈ GL 0 we have θ • m gθ • m ∈ GL.
Lemma 2.7 Let R • ∈ Polh Λ (V p , V p ). Then there exists g ∈ GL 0 such that
Moreover, we can choose a finitary g, i.e., g such that g − 1 has only finite number of nonzero matrix elements.
Proof. Notice that for Q
i.e, F 2m−1 F 2m−1 , measures on both copies of F 2m−1 are uniform, a measure of a point is p −m . In particular, we can apply this reasoning to θ • m gθ • m , where g is finitary matrix. This polyhomomorphism determines a polyhomomorphism χ • (g) : This means that χ(g) is the characteristic linear relation of g in the sense [25] , Subsect. 1.5. Next, we must find the normalization of the Haar measure θ • m gθ • m . Evaluating α(θ • m · gθ • m ) by formula (1.1) we get α(χ • (g)) = p − rk g13 .
In notation of [25] , Subsect. 1.5, rk g 13 is the invariant η(g). So we get a polyhomomorphism χ • (g) : F 2p−1 F 2p−1 such that measure of each point of χ(g) is p −m−rk g13−dim indef χ(g) and β(χ • (g)) = p − rk g13−dim indef χ(g)+dim ker(g) . We have β 1. By [25] , Proposition 1.8, any such polyhomomorphism can arise as χ • (g) for a finitary g. Proof. Fix W k and two vectors v, w ∈ W l . Clearly the sequence
became constant after m = max(k, l). Theorem 1.9 follows from Lemmas 2.6-2.8.
Semigroup extensions of unitary representations.
Below we give the proof of Theorem 1.10, it is based on [17] , Theorem VIII.1.10.
We define the category K, whose objects are spaces F 2m−1 p with Haar measure normalized as above and V p . Morphisms are polyhomomorphisms. We define the subcategory K, whose objects are the spaces F 2m−1 p with the same morphisms.
For any m < n < ∞ we define the linear relation λ mn : F 2m−1 ⇒ F 2n−1 as the subspace consisting of vectors (v −m+1 , . . . , v m−1 ) ⊕ (v −n+1 , . . . , v −m , v −m+1 , . . . , v m−1 , 0, . . . , 0).
We also define linear relations λ m∞ : F 2m−1 ⇒ V p consisting of vectors
Define corresponding polyhomomorphisms λ • mn , λ • m∞ assuming that all α(·), β(·) are 1. Define adjoint polyhommorphisms µ • mn := (λ • mn ) , µ • m∞ = (λ • m∞ ) . It can be readily checked that we get a structure of an ordered category in the sense of [17] , Sect. III.4.
By [25] any unitary representation of GL(V p ) generates a representation of the category K. Our Lemma 2.8 allows to apply Approximation theorem VIII.1.10 from [17] , this implies that any * -representation of the category K extends to a representation of K. In particular the representation of the group GL 0 (V p ) extends to a representation of Polh(V p , V p ).
