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摘 要 : 目前关于进化算法 ( EA)的研究主要局限于静态优化问题 ,然而很多现实世界中的问题是动态的 ,对于这类
时变的优化问题通常并不是要求 EA发现极值点 ,而是需要 EA能够尽可能紧密地跟踪极值点在搜索空间内的运行
轨迹.为此 ,综述了使 EA适用于动态优化问题的各种方法 ,如增加种群多样性、保持种群多样性、引入某种记忆策略
和采用多种群策略等 .
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Abstract : Evolutionary algorithms ( EAs) are widely and often used for solving stationary optimization problems where
the fitness landscape or objective function does not change during the course of computation. However , the
environments of real world optimization problems may fluctuate or change sharply. If the optimization problem is
dynamic , the goal is no longer to find the extrema , but to track their progression through the search space as closely
as possible. All kinds of approaches that have been proposed to make EAs suitable for the dynamic environment s are
surveyed , such as increasing diversity , maintaining diversity , memory based approaches , multi population approaches
and so on.
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1 引 言
近几十年来 ,进化算法 ( EA)得到了众多学者的
广泛关注已成为优化算法研究的一个热点 ,但大多
关于 EA 的研究主要局限于静态优化问题.然而现
实世界中很多优化问题是动态、时变的 ,它们会因为
目标函数、环境参数或者约束条件的变化而随时产
生变化.对于这类时变的优化问题通常并不仅仅要
求 EA发现极值点 ,而更需要 EA 能够尽可能紧密
地跟踪极值点在搜索空间内的运行轨迹 ,这就需要
算法能够持续地适应非静态环境中解的变化 .
实际上 ,将进化算法应用于动态环境的研究可
以追朔到 1966年[ 1 ] ,但是直到 20世纪 80年代中期
才成为众多学者的研究热点
[ 2 ] .近年来许多国际会
议 (如 GECCO2002 ,WCCI2002 和 CEC2003 等)都
有进化算法在动态环境中应用方面的论文发表 ,特
别是在 CEC2004会议上为动态进化优化方法开辟
了相关的专题讨论 .国内学者康立山等[3 ]在动态系
统方面也曾作过一些研究工作.
传统进化算法的目标是使种群逐渐收敛 ,最终
获得一个满意解.这样会使种群失去多样性 ,而种群
的多样性恰恰是有效探索整个可行空间的必要条
件.因此传统进化算法在进化后期会失去对环境变
化的适应能力 ,这是进化算法在动态环境中所面临
的主要挑战.近些年来 ,许多学者使用了各种方法来
解决这个问题 ,这些方法大体上可以分成下面 4种 :
1) 采取修改某些 EA 算子的策略 ,使 EA 能够
适应环境的变化.
2) 始终避免种群收敛 ,保持种群的多样性 ,这
是因为一个发散的种群能够更容易适应环境中的变
化.
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3) EA中引入某种记忆策略 ,使之能够重用以
前的进化信息 ,这类方法适用于周期变化的环境 .
4) 采用多种群策略 ,将整个种群分成若干个小
种群 ,其中一部分用于追踪当前的极值点 ,另一部分
继续搜索整个空间 ,以发现新的极值点 .
2 环境变化后修改 EA算子
当环境中的某个变化被探测到之后 , EA 采用
简单的重启是处理动态的一种最直接的方式 .然而
如果环境的变化相对较小 ,那么新的极值点与旧的
极值点之间可能具有一定的联系 .因此通常在 EA
重启时将旧种群 (变化前)中的某些信息通过某种方
式传递给新种群 (变化后) ,例如将旧种群的某些个
体传递给新的初始种群作为其中的一部分 .
Cartwright 等[ 4 ]证明了当 EA 重启时 ,旧种群
中的部分个体应该保存下来 ,因为它们也能够在新
的环境中被重用 . Reeves等[ 5 ]提出了利用前一阶段
EA搜索到的解而得到的新初始种群会使重新开始
的 EA更快地搜索到新问题的最优解 ,但并没有给
出算法的具体实现过程 . Bierwirt h等[ 6 ]建议校正种
群中所有个体 ,使之满足新问题的要求 ,并把它们作
为求解新问题的 GA 的初始种群.在与随机初始化
的方法相比较
[ 7 ]
时会发现 ,虽然解的质量稍有不同 ,
但是速度却大为提高 . Lin等[ 8 ]针对一个 J SSP问题
也提出了一种直接校正的方法 ,他们利用 Giffler
Thompson算法把新工件加入到旧调度中 ,结果发
现这种方法显示出十分明显的效果 . Pico 等[ 9 ]在考
虑最小化拖期的处理器调度问题时采用了一种固定
编码长度的置换方法 . Krishnakumar [10 ]提出了一种
Micro Genetic Algorit hm ,该算法种群很小 ,一旦发
现收敛 ,则保留最好的个体 ,其余个体随机初始化 .
然而采用重启策略也会给 EA 带来一定的挑
战 ,它需要 EA能够在开发和探索之间达到一种平
衡 :如果过多的信息被保留 ,那么由于种群中个体的
相似性会使种群过早地收敛 ;反之 ,如果过多的信息
被丢弃 ,那么会花费更多的时间去寻找新的极值点 .
为了保持这种平衡 ,Cobb[11 ]在传统 GA 中采用
了一种过度变异的策略.当探测到环境的变化后立
刻猛烈增大变异率 ,使得趋于收敛的种群发散.在后
来的研究中 , Hypermutation 被进一步检验[ 12 ] ,结
果发现环境变化的频率会对变异率的增大幅度有一
定的影响 ,频率越大 , Hypermutation越强烈. Vavak
等
[13 ]
提出一种称为可变局部搜索的变异算子 :最
初 ,只是采用较小的变异 (如仅仅允许二进制编码最
后几位发生变异) ,当种群的性能在一定时期内没有
得到改善时 ,逐步增大局部搜索的范围 (变异范围越
来越大) . Gerrat t 等[ 14 ]将爬坡算法与 EA 结合在一
起提出了进化随机搜索算法 ,实验表明该算法比一
般 GA 和爬坡算法更能适用于动态优化问题.
Simoes等[ 15 ]将细胞转化机制引入到 GA 中 ,提出了
TGA和 ETGA 算法 ,在 0 1时变背包问题中 , TGA
和 ETGA表现出比采用过度变异策略的 GA 更好
的性能. Renato 等[16 ]提出了一种基因独立变异的
GA算法 ,即染色体的每一位基因具有独立的变异
率 ,实验表明这种策略在非静态优化问题中表现出
良好的性能.
3 始终保持种群的多样性
Grefenstet te[ 17 ]提出一种称为随机移民的方
法 ,即在每一代 ,种群中的部分个体都会被随机产生
的个体所替代. Cobb 等[ 18 ]比较了 3 种不同变异方
案在动态环境中应用 :固定变异率、过度变异和随机
移民的方法.结果发现 ,采用过度变异的 GA 在缓慢
变化的环境中 (低强度)表现最好 ,如果环境变化较
大 ,则随机移民的方法表现会更好一些 . Eriksson
等
[ 19 ]
提出了一种采用“life time adaptation”策略的
EA算法 ,即在 EA运算的整个过程中 ,对个体估值
之前首先要采用某种适应性调节的策略对个体进行
调节 ,以此来保证种群的多样性 .
一些研究者发现在遗传运算时通过修改选择过
程也能够保证种群的多样性 .在静态优化问题中有
一种常用的方法是使用共享策略 ,共享最初设计用
于在并行计算过程中研究 multi model 函数中的若
干个局部最优点 ,其基本思想是处于环境中相同区
域的个体将共享其适值 ,利用这种策略会使居住于
低人口密度区域的个体获得比高人口密度区域的个
体更多的重视 ,进而使得所有个体分散到适值曲线
的各个峰上.
Andersen[ 20 ]检验了共享策略对 GA 追踪运动
极值点能力的影响 ,结果发现在缓慢变化环境中采
用共享策略能够显著地增强 GA 对极值点的追踪能
力 ,同时也发现 GA 采用表现型共享策略会比采用
基因型共享策略稍好一些 . 文献 [ 21 ]将一种称为
Minimal Representation Size Clustering 的共享策
略应用于自动机器人路径识别问题中 ,通过对各条
路径的并行调查使得机器人能够快速地适应环境中
的变化.
Mori 等[ 22 ]提出的 Thermodynamical Genetic
Algorit hm ( TDGA)的核心思想是通过一个称作“自
由能量”的变量 F来直接控制种群的多样性 ,并给
出了 F的计算方法 .
此外在一些文献中介绍了使用特殊的染色体表
现型来保持种群的多样性方法 ,对偶 GA [ 23 ] (DGA)
就是一类这样的方法 ,它在染色体位串中引入了一
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个元基因 (通常是第一位基因) ,当元基因的位值为
0时 ,没有什么影响 ,如果位值为 1 ,则后面所有的位
值将取反 . Yang[ 24 ]采纳了 DGA 的思想 ,提出一种
原对偶遗传算法 ( PDGA) ,与 DGA 不同的是 PDGA
染色体中没有引入元基因 ,而是在进行交叉变异等
遗传运算之前首先对种群中的部分染色体进行对偶
运算 ,文献[ 25 ]给出了对偶运算的染色体选择方法 ,
并且发现在某些动态函数中 PDGA 取得了比 DGA
更好的性能.
4 基于记忆的方法
所谓记忆就是允许 EA能够存储曾经获得的好
解 ,并在需要的时候重用这些解 ,利用记忆能够使得
环境变化时 EA 迅速地作出反应 .通常记忆可以分
为两种 :利用冗余表示的隐式记忆和显式记忆 ,直接
引入某种记忆机制 ,给出某种存储策略和重用策略 .
一般而言 ,记忆策略较适用于类似周期变化的环境 ,
此外利用冗余表示还能够使种群收敛速度放慢 ,丰
富基因池中染色体的种类 .
最具代表性的隐式记忆策略是二倍体的表示方
法. Goldberg等[ 2 ]提出了基于二倍体和基因显性机
制的遗传算法 ,在动态背包问题的应用中 ,该方法比
简单 GA 表现出更好的性能 . Ng 等[ 26 ]提出了一种
四等位基因的二倍体方案 ,为了更快地适应环境的
变化 ,采用一种基因显性变化机制 ,当一个个体的适
值减少超过 20 %时所有的等位基因位值都发生转
换 (即从显性转化成隐性 ,反之亦然) ,并在实验中发
现这种二倍体方法要优于单倍体和三等位基因的二
倍体方法 .文献[27 ]介绍了另一种二倍体的 GA 算
子 ,为了保持种群的多样性 ,在这种 GA 中采用了 3
种策略 :适应性的基因显性机制、减数分裂的繁殖策
略和考虑个体年龄的替代方法.在对一种动态背包
问题的实验中 ,这种二倍体的 GA 取得了较好的效
果.
Hadad等[ 28 ]提出了多倍体的方法 ,将一个统治
变量作为个体的一部分 ,在动态背包问题中 ,该方法
能够获得与二倍体方法一样好的性能 ,而且发现多
倍体的方法更适用于变化频率较高的环境 . Ryan[ 29 ]
使用了一种附加多倍体方法 ,附加的基因用于决定
个体表现型的某个特性 ,在某些动态问题中 ,这种方
法取得了优于 Ng和 Wong方法的结果.
从目前的研究来看 ,多倍体的方法在周期性变
化环境中能够比较有效地适应环境的变化 ,但是在
非周期性变化环境或者变化周期的状态数较多的环
境中是否能够有效应用值得研究 .
此外 ,Dasgupta等[ 30 ]提出了一种基因分级结构
的方法.在这种表示方法中 ,上层基因能够对下层基
因进行动员或者解除动员 ,其复杂的分级结构基因
会比多倍体的方案具有更多的冗余信息 .在时变背
包问题中 ,使用了相对简单的两层基因结构 ,取得了
比简单 GA 更好的效果 .
尽管上述各种隐式记忆的方法能够使 EA 间接
地存储一些有效信息 ,但并不确定算法能够有效地
使用这些信息 .而显式记忆则能够直接存储某些特
殊信息 ,并在后期的进化中将有用的信息重新引入
到种群中 .
Louis等[31 ]对一个 open shop 动态调度问题采
用了以下方法 :每迭代一段时间 ,当前种群的最好解
都会被保存下来 ,当环境发生变化后 , GA 重新初始
化时将记忆中的部分个体 (5 %～10 %)传递给种群 ,
其余个体随机产生 .结果发现 ,采用这种策略的 GA
比完全随机初始化的 GA能够更快地获得更好的结
果 ,但是当传递过多的个体 (50 %～100 %)时 ,这种
方法是失败的 .
Branke [32 ]将整个种群分成两个部分 :记忆种群
和搜索种群.一个种群从记忆获取信息 ,不断对记忆
进行更新 ;另一个种群负责搜索整个空间 ,并把搜索
的结果按照一定的策略存储到记忆中 ,但不从记忆
中获取任何信息.而且为了保证探索能力 ,当环境每
次变化后搜索种群都进行重新初始化 .这种基于策
略的 GA 在移动峰函数中能够获得比无记忆的 GA
更好的性能.
Trojanowski等[ 33 ]通过引入额外记忆对每个个
体进行扩展 ,使其能够获得双亲的信息 .在进一步的
研究
[ 34 ]
中 ,采用了一种多样性策略 (每次变化后种
群中 85 %的个体被随机产生的个体替代) ,实验表
明引入多样性策略后算法获得了较好的改善 .
Ramsey 等[35 ] 采用了另外一种记忆策略 ,将
CBR的思想引入 EA 中 ,使用一种知识库存储“成
功”的个体 ,当种群重新初始化时将知识库中部分个
体重新引入. Claus等提出了一种动态的记忆模型 ,
文献[ 36 ,37 ]表明这种记忆模型在温室控制和电话
网最优路径选择问题中取得了较好的应用 .
5 多种群的方法
基于记忆的方法中存在的最大问题就是所存储
的信息 ,比如搜索到的峰的位置 ,会随着环境的变化
而变得过时无用.解决这类问题的一种方法是在搜
索空间中几个可行区域上安排一些小的子种群 ,并
且让这些子种群追随各自区域上峰的变化 ,从某种
程度上说 ,这类多种群方法扮演的是一种自适应的
记忆 .
自组织侦察群
[38 ]
方法的基本思想是当一个峰
被发现之后 ,种群就会分离出一个“子种群”来“监
921
控 制 与 决 策 第 22 卷
视”这个峰 ,而种群中的其余个体 (称为“主种群”)展
开 ,继续搜索新的峰 . Oppacher 等[ 39 ] 提出一种
Shifting Balance GA ,整个种群分成核心种群和许
多小的殖民地种群 ,核心种群的任务是探索极值点 ,
小殖民地种群负责在适值曲线上几个孤立的区域进
行搜索 ,即能够保证探索性 .当适值曲线变化频繁而
变化幅度较小时 ,这种算法明显优于常规 GA.文献
[ 40 ]还讨论了一种更为有效的计算个体与核心种群
之间距离的方法. Ursem[ 41 ]提出一种多种族遗传算
法 ,在该算法中 ,子种群的分组利用一种“峰谷探测
过程”来确定 .
文献 [ 42 ]介绍的 Hierarchical Dist ributed
Evolutionary Algorit hm 也是一种多种群方法 ,在
HDEA 中包含宏观和微观两个进化过程 .前者实际
上是各个子种群对整个空间的探索过程 ,通过一个
共享适值函数来保证整个种群的多样性 ;后者体现
在个体对其所在的局部区域进行有效开发 .通过对
3种不同类型的动态函数的测试 ,能够证明该算法
在动态环境中表现出良好的性能 .
6 结 语
动态优化问题正逐渐成为进化算法的一个新的
研究领域 ,本文对各种适用于动态环境的进化算法
进行了分类综述.与传统算子相比 ,各种动态 EA 算
子更注重保持种群的多样性 ,这是因为种群多样性
是算法能够适应环境变化的必要条件 .虽然越来越
多的专家学者开始关注动态进化算法的研究 ,但目
前这方面工作还处于初始阶段 ,许多问题值得研究 :
1)目前文献中关于各种动态进化算法的应用研究大
多局限于一些简单的测试函数 ,而实际应用方面的
研究较少 .因此 ,把各种动态 EA算子应用到复杂的
现实问题中会成为研究热点之一 . 2)关于算法比较
的研究还较少 ,比较各种 EA 算子的性能及其各自
的优势也将成为引人关注的问题 . 3)关于动态进化
计算方法的相关理论分析 ,如收敛性分析、计算复杂
性分析、构造合适的动态测试函数、算法动态性能评
价指标等问题也将成为值得研究的方向 .
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图 7 噪声方差为 0. 5回归的实际效果图
OS LSSVMR相对 SOG SVR效果较好 .
6 结 语
最小二乘支持向量机回归将传统支持向量机回
归的不等式约束变成等式约束 ,使传统支持向量机
的二次规划优化方法变成了解线性方程的优化方
法 ,然而这种方法不具有稀疏性 .在线稀疏最小二乘
支持向量机回归方法采用样本字典的方法大大减少
了支持向量数目 ,使最小二乘支持向量机具有较好
的稀疏性 .与 SOG SVR相比 ,在线稀疏最小二乘支
持向量机回归在收敛速度上具有稍好的效果 ,但需
调整的参数较少 ,使用起来相对简单 ,因而可进一步
应用于在线实时建模与控制等方面的研究 .
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