An important potential outcome of anthropogenic climate change is a possible collapse of the Atlantic meridional overturning circulation (AMOC). Assessing the risk of an AMOC collapse is of considerable interest since it may result in major temperature and precipitation changes and a shift in terrestrial ecosystems. One key source of uncertainty in AMOC predictions is uncertainty about background ocean vertical diffusivity (Kv), a key model parameter. Kv cannot be directly observed but can be inferred by combining climate model output with observations on the oceans (so called "tracers"). In this work, we combine information from multiple tracers, each observed on a spatial grid. Our two stage approach emulates the computationally expensive climate model using a flexible hierarchical model to connect the tracers. We then infer Kv using our emulator and the observations via a Bayesian approach, accounting for observation error and model discrepancy. We utilize kernel mixing and matrix identities in our Gaussian process model to considerably reduce the computational burdens imposed by the large data sets. We find that our approach is flexible, reduces identifiability issues, and enables inference about Kv based on large data sets. We use the resulting inference about Kv to improve probabilistic projections of the AMOC.
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An important potential outcome of anthropogenic climate change is a possible collapse of the Atlantic meridional overturning circulation (AMOC). Assessing the risk of an AMOC collapse is of considerable interest since it may result in major temperature and precipitation changes and a shift in terrestrial ecosystems. One key source of uncertainty in AMOC predictions is uncertainty about background ocean vertical diffusivity (Kv), a key model parameter. Kv cannot be directly observed but can be inferred by combining climate model output with observations on the oceans (so called "tracers"). In this work, we combine information from multiple tracers, each observed on a spatial grid. Our two stage approach emulates the computationally expensive climate model using a flexible hierarchical model to connect the tracers. We then infer Kv using our emulator and the observations via a Bayesian approach, accounting for observation error and model discrepancy. We utilize kernel mixing and matrix identities in our Gaussian process model to considerably reduce the computational burdens imposed by the large data sets. We find that our approach is flexible, reduces identifiability issues, and enables inference about Kv based on large data sets. We use the resulting inference about Kv to improve probabilistic projections of the AMOC.
1. Introduction. Anthropogenic greenhouse gas emissions are changing the climate (Alley et al., 2007) . Assessing the risks of future climate change requires estimates of the probability of specific outcomes (Schneider, 2001) . Consider, for example, the potential collapse of the North Atlantic meridional overturning circulation (AMOC), which is part of the global 'ocean conveyor belt' circulation. This circulation system transfers heat from low to high latitudes in the Atlantic basin as cold, salty, and dense water sinks leaving warm water at the ocean surface. Both observations (Bryden et al., 2005) as well as climate model simulations (Cubasch et al., 2001; Meehl et al., 2007) indicate that the AMOC may weaken in response to anthropogenic forcings. The collapse of the AMOC could, for example, result in abrupt climate change, in particular major temperature and precipitation changes, and a shift in terrestrial ecosystems (Schneider et al., 2007; Vellinga and Wood, 2008) . Delivering an early and accurate prediction of an approaching AMOC collapse may improve the design of strategies for climate change mitigation and can carry considerable expected economic value of information (Keller et al., 2004) . One key source of uncertainty in AMOC predictions is uncertainty about background ocean vertical diffusivity (K v ) (Dijkstra, 2008; Schmittner et al., 2009 ).
K v is a model parameter which quantifies the intensity of vertical mixing in the ocean. K v parameterizes a range of processes occurring below the model resolution. K v is hence model dependent and cannot be directly observed in the ocean (Schmittner et al., 2009) . Reducing the uncertainty of K v may also result in better predictions of AMOC strength (Dijkstra, 2008) as well as other climate predictions (Schmittner et al., 2009) . Our main objective is to characterize and (if possible reduce) uncertainty about K v . While K v cannot be measured directly, there is often a large amount of information about K v in the form of oceanic tracers, which are observations that provide information about ocean transport processes. In the climate model, these tracers are strongly affected by the value of K v . We can therefore use observations of these tracers to infer K v . For example, larger observed values of ∆ 14 C in the deep oceans suggest a higher intensity of vertical mixing of the ocean. In this work, we use the tracers trichlorofluoromethane (CFC11) and ∆ 14 C, for which observations are available at many longitudes, latitudes, and ocean depths (Key et al., 2004) . A detailed description of the data is provided in Section 4. These observations are subject to measurement error and may be sparse and irregularly observed over space. Often the total number of observations is on the order of thousands to millions (Key et al., 2004; Levitus, 1998) .
To perform statistical inference on climate system parameters, we need to establish a relationship between the observations and the climate parameters. We accomplish this by using an Earth system model of intermediate complexity (EMIC) . EMICs simulate the complex phenomenon of the atmosphere and the oceans to derive hindcasts and projections of quantities such as temperature, precipitation, or concentrations of carbon dioxide, carbon isotopes, or chlorofluorocarbons under specific forcings and parameter values. The climate models are complex computer codes representing the solution to a large set of differential equations that approximate physical, chemical, and biological processes . Depending on the resolution of the locations, the output may be on the order of thousands to tens of thousands of data points on a spatial field at each climate parameter setting. Here we analyze a previously published ensemble of runs from an Earth System Model of Intermediate Complexity (EMIC) . Specifically, we analyze an ensemble of the University of Victoria (UVic) Earth System Climate Model as described in Schmittner et al. (2009) . EMICs often take weeks to months to execute for any given climate parameter setting. Hence, obtaining the output at a large number of parameter setting is computationally costly. Computer model emulation is a powerful approach pioneered by Sacks et al. (1989) to approximate the computer model by a stochastic process. Emulation provides the advantage of obtaining an approximate output at any parameter setting at a small fraction of the computational burden compared to the full model.
We are interested in determining the climate parameters for which the model is most likely to reproduce the observations (∆ 14 C, CFC11 data). Previous efforts to approach this problem, including Sansò et al. (2008) , Drignei et al. (2008) , Han et al. (2009), and Forest et al. (2008) , require either heavy spatial aggregation or a restrictive covariance structure to allow analysis to be computationally feasible. Building on the framework in O'Hagan (2001), Sansò et al. (2008) describes a fully Bayesian approach for the calibration of computationally intensive climate models. Their approach is elegant and provides a joint model for both climate model output and observations. However, extending their approach to allow for a flexible model for multivariate tracers and large data sets may be challenging. Higdon et al. (2008) uses a principal components approach, while Bayarri et al. (2007a) uses wavelets to obtain computationally tractable approach.
However, it is difficult to utilize this framework when jointly modeling multiple tracers in a flexible, direct, and easily interpretable manner.
Here we develop a two stage approach to the calibration problem that provides a potentially useful avenue to mitigate these problems. Specifically we first emulate the climate model output and then perform inference for the climate parameter K v using the emulator and the observations while accounting for model discrepancy and observation error. We use kernel mixing (Higdon, 1998) and matrix identities (cf. Cressie and Johannesson, 2008; Stein, 2008) to enable tractable computation for Gaussian process models of large spatial data sets compared to previous approaches. We connect the two tracers using a flexible piecewise linear relationship in a hierarchical modeling approach (Royle and Berliner, 1999) . We reduce the number of parameters estimated simultaneously using the two stage model by estimating some of the parameters in the first stage, and the remaining parameters in the second stage, thereby reducing parameter identifiability issues and enabling us to obtain useful inference for K v . Our approach improves on previous work by (i) enabling computer model calibration with larger spatial data sets and (ii) allowing for a flexible model to combine information from multiple spatial fields for computer model calibration.
The remainder of the paper is organized as follows. In Section 2 we discuss the features of our two stage approach for combining model output and observations. In Section 3, we describe our approach for multiple tracers and for handling the computational challenges posed by the size of data. In Section 4, we describe implementation details and in Section 5 we summarize our results.
Finally, we conclude with a discussion, caveats, and avenues for future research in Section 6.
2. Model Description. In this section, we describe our model for inferring climate characteristics from the observations and model output of ∆ 14 C and CFC11. We use the following two stage approach to analyze the data. In the first stage we emulate the climate model by fitting a Gaussian process to the computer model output. We combine the information from the model output for two tracers using a hierarchical modeling approach. In the second stage, we use the emulator to connect the climate parameter to the observations, while allowing for additional sources of uncertainty, such as model discrepancy and observation error. This approach has much in common with Bayarri et al. (2007b) in that we split the inference into two stages. Our computer model emulation step is an approach to inferring a probability model connecting the parameters to the observations. Our approach of splitting inference into two stages can be seen as a way of 'cutting feedback' (suggested by Nicky Best, see Rougier, 2008a) or modularization (see Liu et al., 2009 ). In particular, we model the emulator based only on the model output, and not the observations. Modularization and cutting feedback has the advantage of disassociating the portion of the statistical model that are known to be accurate from the parts of the model that are less accurate (Rougier, 2008a) . By modeling the emulator separately, we also easily obtain diagnostics regarding the accuracy of the emulator. We note that, in a sense, we are inferring a likelihood for the climate parameter by using the output from the computer climate model at different values of the climate parameter (see also Rappold et al., 2007 , for another scenario where the likelihood is derived). For ease of exposition, we first describe our model for a single tracer below.
We begin with some notation. Let Z(s) be the observation of a single tracer at location s, where s=(latitude, depth). Let θ be a climate parameter. In this paper, we consider only one climate parameter, but this framework can be easily expanded for multiple climate parameters, where θ may be a vector. Y (s, θ) denotes the climate model output at the location s, and at the climate parameter setting θ. The spatial data from the climate model grid may or may not coincide with the locations of the observations. The objective here is to infer a posterior distribution of θ given the observed data and climate model output. Y ik corresponds to the model output for location s i and climate parameter setting θ k , and n is the number of model output locations and p is the number of climate parameter settings. Since a location consists of two dimensions, let s i1 and s i2 be the latitude and depth respectively for location s i . Similarly, Z = (Z 1 , · · · , Z N ) T are the observations for the tracer, where N is the total number of observations. 2.1. Climate Model Emulation. We model the climate model output Y using a Gaussian process:
where we assume a linear mean function, µ β (θ) = Xβ, with X is a covariate matrix of dimension np × b, where there are (b − 1) covariates. The covariates we use are latitude, depth, and the climate parameter. Note that the covariates consist of all the coordinates used in constructing the covariance of the Gaussian process, including the the climate parameter θ. ξ y is a vector of covariance parameters that specify the covariance matrix Σ Y (ξ y ) (a specific example is described later in Section 3.3.1), and β is a vector of regression coefficients. Let the maximum likelihood estimate of (ξ y , β) be (ξ y ,β). Let S be the set of locations where the observations were collected.
Following the standard kriging framework (Cressie, 1993; Stein, 1999) , the multinormal predictive distribution for the computer model output at a new θ at S is obtained by substituting (ξ y ,β) in place of (ξ y , β) and conditioning on Y. We denote the random variable with this predictive distribution by η(Y, θ) in the second stage.
2.2. Inference for Climate Parameters. In order to infer θ based on the observations Z, we need a probability model connecting θ and Z. The predictive distribution from Section 2.1 provides a model for climate model output at any θ and any set of new locations. We now model the observations Z as realizations from a stochastic process obtained by adding additional error to the climate model emulator from Section 2.1. Our model for the observations Z is therefore
where η(Y, θ) is as described in Section 2.1, ∼ N (0, ψI N ), where = ( 1 , · · · , N ) T is the observation error with ψ > 0 as the observation error variance. δ(S), the model discrepancy (or model error), is modeled as a zero-mean Gaussian process. While the zero-mean assumption appears to be a strong assumption, our experience when including a non-zero mean term resulted in identifiability issues. Further, the zero-mean Gaussian process appears to be flexible enough to account for the
, where ξ D is a vector of covariance parameters that specify the covariance matrix Σ D (ξ D ). We have in essence 'inferred a likelihood' for use in our Bayesian framework, since for any fixed Z, we can obtain a value of the likelihood for any θ.
We allow the emulator spatial variance parameter from the first stage, κ, to be re-estimated, rather than using the MLEκ y . We can now perform inference on θ, ψ, κ y , and ξ D by specifying a prior for these parameters. Using Markov Chain Monte Carlo (MCMC), we can estimate a posterior distribution for θ, 'integrating out' the other parameters ψ, κ y , and ξ D . We will discuss prior selection for θ, ψ, κ y , and ξ D in Section 4. Note that the computational complexity of the second stage of our approach is solely dependent on N , the size of Z, and not M = np, where M is the size of the ensemble of model output Y.
3. Multivariate Tracer Model. In this section, we discuss how our approach can be used to combine information from multiple tracers. We use a hierarchical approach following Royle and Berliner (1999) to model the relationship of the climate model output from the two tracers. We extend our notation to allow for two tracers. Let
denote the climate model output for the two tracers ∆ 14 C and CFC11 respectively. Similarly,
T are the observations for ∆ 14 C and CFC11. We will often refer to Y = (Y 1 Y 2 ) and Z = (Z 1 Z 2 ) when both tracers are used.
We build a joint model for Y 1 and Y 2 hierarchically, first modeling Y 2 as a Gaussian process, then modeling Y 1 | Y 2 also as a Gaussian process. We include a mean function that provides additional flexibility when modeling the relationship between Y 1 and Y 2 . Modeling the relationship between the tracers in the mean term allows us to include a richer relationship between the tracers, avoid estimating complex covariance relationships and reducing the complexity and nonstationarity of the covariance (Royle and Berliner, 1999 
where µ β i is a function of the climate parameters, and β 1 , β 2 are the coefficient vectors for Y 1 , Y 2 respectively. We assume µ β i (θ) = Xβ i (for i=1,2) where X is the covariate matrix of dimension M × b, with covariates (latitude, depth, and climate parameters) as specified in Section 2.1. B(γ)
is an M × M matrix that specifies the relationship between Y 1 and Y 2 , and γ = (γ 1 , γ 2 , · · · , γ 5 ).
Since a simple linear relationship between the two tracers is not sufficient, our hierarchical approach using the B matrix below, allows for a more flexible model in describing the relationship between the two tracers, while resulting in a model that is still computationally tractable. Our model, which is informed by a combination of a scientific understanding of the relationship between the two tracers and exploratory data analysis (see Figure 1 ) of the model output, is described below:
Note that the mean for the ith value of ∆ 14 C (Y i1 ) (and B ii ) depends on the depth at which it is obtained (s i2 ) and the CFC11 value at the same location (Y i2 ). The depth and CFC11 breakpoints were obtained by careful use of exploratory data analysis including the consideration of several alternative breakpoints.
Σ y 1.2 (ξ y 1 ) is the conditional covariance matrix of Y 1 |Y 2 , and Σ y 2 (ξ y 2 ) is the marginal covariance matrix of Y 2 , both have dimensions M × M . ξ y 1 , ξ y 2 are vectors of covariance parameters for Y 1 | Y 2 and Y 2 respectively. As in Section 2.1, we find MLEs for ξ y 1 , β 1 , γ, ξ y 2 , β 2 and obtain a predictive distribution at S by plugging in the MLEs and conditioning on Y 1 and bY 2 . We note that the log-likelihood for (
can be broken up into the sum of two functions,
, which reduces computations (see Appendix B).
We follow the same approach as in Section 2.1 to obtain η(Y, θ), which has a multinormal pre-
We first obtain the multinormal prediction for the second tracer (CFC11), η 2 (Y 2 , θ), by following the standard kriging framework as in Section 2.1. We then obtain the prediction for tracer 1 given tracer 2, η 1 (Y 1 , Y 2 , θ), using the kriging framework and the model for
is also a multivariate normal distribution. We can easily compute the distribution of Y in equation (1) for Y 1 |Y 2 and Y 2 using the MLE for ξ y 1 and ξ y 2 respectively. We can in a similar manner derive the predictive distribution η(Y, θ) from the conditional and marginal distributions described in the previous paragraph.
(
Stage 2: Inference for Multiple Tracers. We model the observed data Z = (Z 1 Z 2 ) as follows:
where η(Y, θ) is as described earlier in Section 3.1, and
where ψ 1 , ψ 2 > 0 are the observation error variances for the two tracers. The model discrepancy δ(S) is modeled as a vector of two independent zero mean Gaussian processes below:
We allow the emulator spatial variance parameters from the first stage, κ y 1 and κ y 2 , to be reestimated instead of using MLEs. We perform inference on θ, ψ 1 , ψ 2 , κ y 1 , κ y 2 , ξ D 1 , and ξ D 2 as discussed in Section 2.2 by writing the log-likelihood (θ,
as the sum of two multivariate normal functions by using a standard result for partitioned matrices (see Appendix B for details, Anderson, 2003) . This reduces the matrix computations from dimension 2N × 2N to N × N . Using the observations Z and a prior specification on the parameters (details are discussed in Section 4), we estimate the posterior distributions of θ, ψ 1 , ψ 2 , κ y 1 , κ y 2 , ξ D 1 , and ξ D 2 given Z using MCMC.
Computationally Tractable Models for Large Data Sets. When the number of observations
is small, we can apply the methods in Section 2 and 3.1-3.2 with relative computational ease.
However, for larger data sets such as the ocean tracer data set considered here, computing becomes practically infeasible even for a high performance computational cluster. In this section, we describe an approach that provides significant computational gains. Our methods take advantage of matrix rank reduction methods and identities for matrices with special structure, such as the ShermanMorrison-Woodbury Theorem (cf. Golub and Van Loan, 1996) , used in spatial modeling contexts by Cressie and Johannesson (2008) , Stein (2008), and Rougier (2008b) .
3.3.1. Kernel Mixing. We briefly describe the kernel mixing approach, following Higdon (1998) .
This approach is useful both for computer model emulation as well as for modeling spatial dependence. Kernel mixing uses the observation that a continuous process can be created by convolving a continuous white noise process w with a convolution kernel k, thereby creating a continuous spatial process over the region D defined at any location s by
We replace the continuous white noise process w by a finite sum approximation w defined on a lattice u 1 , . . . , u J that covers the relevant region, and refer to each (u j ) as a 'knot location'. In addition to the finite sum approximation, we can also include a non-zero mean µ(s):
where w(u j ) is the value of the white noise process at location u j . We assume the following kernel:
This kernel corresponds to a Gaussian covariance function. While Stein (1999) cautions against the use of this kernel due to its smoothness, this seems to be a tenable assumption for modeling output from the climate model.
3.3.2.
Applying Kernel Mixing to Our Approach. In this section, we describe how we apply kernel mixing in order to obtain large computational gains by reducing the dimension of the matrices to be
is the latitude, depth, and climate parameter value of the jth knot location. These knots define a lattice over the entire region of interest. Let w(u j , v j , l j ) be the process at the jth knot, and is normally distributed with zero mean and variance 1. We write the random process for the model output Y (s i , θ i ) at location s i =(s i1 , s i2 ) and climate parameter θ i as follows:
the nugget, β are regression coefficients and φ s , φ o , φ c > 0 are parameters that describe dependence across latitude, depth, and climate parameter space respectively. X i (θ i ) = (1, s 1i , s 2i , θ i ) is the ith row of the covariate matrix as we assume a first order mean trend in the locations, depth, and the climate parameters. We describe the kernel function below: The kernel used to obtain the model discrepancy is defined below:
where φ D = (φ Ds , φ Do ), and κ D , φ Ds , φ Do > 0.
Stage 1: Computer Model Emulation. For the model output of a single tracer, Y i , we model the knot process w i ∼ N (0, I), and the kernel function K y i (φ y i , κ y i ) is defined in equation (2). Hence, the model is as described below, where X Y is a covariate matrix of dimension M × b for the model output:
where K y i is a M ×J dimensional kernel matrix. We estimate MLEs of the regression and covariance parameters β i , ξ y i respectively. To do so, we must invert an M ×M matrix, which is computationally expensive since M = 5926 in our dataset. However, by using kernel mixing to obtain a covariance matrix with a specific structure,
, where ζ i > 0, and rewriting the inverse of this matrix by using the Sherman-Woodbury-Morrison identity (see Appendix A), the matrix inversions can be reduced to a J × J matrix. We include the nugget term ζ i since it allows us to write the matrix in the desired form. Also it can be seen as accounting for microscale variation (cf. Cressie, 1993, p. 59 ). When we have multiple tracers, we use two knot processes, w 1 and w 2 , and follow the approach in Section 3.1 by splitting the log-likelihood into two functions and maximizing each separately. Note that unlike Higdon (1998), we do not work with the latent knot processes (w 1 , w 2 ). Instead, we use the kernel mixing approach to obtain a covariance matrix with a specific structure. We estimate MLEs for the following parameters using the computer model
If the number of observations, N , is small enough to invert an N × N covariance matrix directly, we follow the approach described in Sections 3.1 and 3.2 to obtain the predictive distribution η(Y, θ) and infer θ based on the observations, Z. We use the equations in (4) for the covariance matrices in equation (1). The inverses of these matrices can be rewritten in a manner that requires inversions only of J by J matrices (see Appendix A).
When N is large, computation in the second stage becomes intractable, and we need to develop a computationally tractable approach to computing the predictive distribution and modeling Z.
As in Section 3.2, we compute in closed form the distributions of the predictions, η 2 (Y 2 , θ) and
We write the distribution of η 2 (Y 2 , θ) as follows:
where the mean vector µ * z 2 and covariance matrix Σ * z 2 are written below in (5) and (6) using kriging equations and matrix simplification:
We write the distribution of η 1 (Y 1 , Y 2 , θ), in a similar manner in equation (7) with mean vector and covariance matrix in equations (8) and (9):
where K z 1 and K z 2 are the kernel matrices for the locations of the observations S and parameters β 1 , ξ y 1 and β 2 , ξ y 2 substituted respectively. X z (θ) is a covariate matrix of dimension N × b with S and climate parameter θ as covariates. In addition, the covariance matrices Σ * z 1.2 and Σ * z 2 can be rewritten in a manner that requires matrix inversions only of J by J matrices (see Appendix A).
We derive the distribution of η(Y, θ) from the conditional and marginal distributions above.
Stage 2: Inference for Climate Parameters. We model the observed data Z = (Z 1 Z 2 ) as follows:
where η(Y, θ) is as described earlier in this section, and = ( 11 , · · · , N 1 , 12 , · · · , N 2 ) T is the observation error. ∼ N (0, Σ ), with
where ψ 1 , ψ 2 > 0 are the observation error variances for the two tracers.
The model discrepancy (or model error) δ(S) is modeled as a vector of two independent zero mean Gaussian processes below:
Using the kernel mixing approach in this section, we can write the covariance matrices as
and the kernel function K D i , a N × J dimensional kernel matrix, is defined in equation (3). We allow the emulator spatial variance parameters from the first stage, κ y 1 and κ y 2 , to be re-estimated, rather than using MLEs. We perform inference on θ, ψ 1 , ψ 2 , κ y 1 , κ y 2 , ξ D 1 , and ξ D 2 as discussed in Section 3.2 by writing the log-likelihood as the sum of two functions that are of the form of multivariate normal distributions with means and covariance matrices below (see Appendix B):
Matrix inversions can be reduced to dimension J × J (see Appendix A). The full details of the computation of matrix inverses and determinant are provided in Appendix C. Using the observations Z, we estimate the posterior distributions of θ, ψ 1 , ψ 2 , κ y 1 , κ y 2 , ξ D 1 , and ξ D 2 given Z using MCMC.
4. Application to Ocean Tracer Data. We apply our method to a data set of two ocean tracers, CFC11 (Chlorofluorocarbon-11) and ∆ 14 C ('Delta C-14' Carbon isotope). 14 C (radiocarbon) is a radioactive isotope of carbon, which is both produced naturally and by detonation of thermonuclear devices. 14 C enters the oceans from the atmosphere by air-sea gas exchange and is transported from the ocean by advection, diffusion, and to a lesser degree by biological processes (Key et al., 2004) . Change in oceanic radiocarbon is reported as ∆ 14 C [per mil], which is the activity ratio relative to a set standard with a correction applied for fractionation. CFCs are chemical compounds produced starting in the 1930s. Similar to ∆ 14 C, CFC11 enters the oceans by air-sea gas exchange and are transported within the ocean by advection and diffusion (McCarthy et al., 1977) . Oceanic CFC11 distributions are largely a function of oceanic currents and mixing as well as historical atmospheric concentration patterns. Oceanic CFC11 observations have been used previously to compare and constrain climate models (England, 1995) , and K v in particular (Schmittner et al., 2009 ).
∆ 14 C and CFC11 measurements were collected for all oceanic basins in the 1990s, with locations denoted by a latitude, longitude, and depth. The data have been controlled for quality and gridded by Key et al. (2004) . We use the observations from the data synthesis project by Key et al. (2004) .
We then average the observations zonally (i.e. aggregated over longitudes), resulting in a data set with N = 3, 706 locations of latitude and depth. Zonal averaging is a standard procedure in atmospheric and oceanic sciences, which allows for better learning/visualization of certain features of the system. In addition, the observations are highly anisotropic with the length scale as well as the magnitude of zonal variability being larger than the range scale and magnitude of meridional variability. Hence, zonal averaging is typically a reasonable approach in such contexts. m are excluded to minimize problems due to sparse sampling (Key et al., 2004) and model artifacts (Schmittner et al., 2009 ). Observations and model output are on different spatial resolutions and the locations do not coincide. Often, this is corrected by regridding the data and model output to the same spatial resolution (e.g. Schmittner et al., 2009 ). However, our approach does not require this regridding step. Using approaches where only the difference between the observations and model output are modeled, without using an emulator, typically involve using methods that ignore the uncertainties involved when interpolating information in order to have the data and model output coincide. Hence, we believe using computer model emulation using Gaussian processes, as we have here, provides a very significant advantage over other approaches.
The model runs are set up in a manner such that 14 C model output can be compared to the observations of ∆ 14 C (Meissner, 2007; Schmittner et al., 2009 Bryden (1973) and Fofonoff (1977) and the seawater density using 1980 UNESCO
International Equation of State (IES80) (UNESCO, 1981
). In addition, for density and temperature calculations, the model ocean pressure field was obtained from depth and latitude using simplified equations (Lovett, 1978) .
The difference between the observations and the model output at each value of K v is shown Next we discuss some of the details of the application of our approach to the ocean tracer data.
Due to the large amount of data, we use the approach described in Section 3.3. We account for the curvature of the earth by using a geodesic distance formula to determine the distance between locations (see Banerjee, 2005) . There is a non-directional anisotropy between latitude and depth, for which Roemmich (1983) suggests a correction ratio of 100 km distance to 1000 m depth. Our approach accounts for the anisotropy is to estimate different range parameters for the two dimensions rather than combining them into a single distance metric. We implement our approach for the tracers in two ways, as two separate univariate data sets, and as bivariate data by combining the information of the two tracers. To select the knots, we chose 7 equally spaced latitude locations, 7 depths, and 4 different climate parameter values. We selected each combination of these values as a knot, for a total of J=196 knots. These knots were found to produce a reasonable model based on cross-validation.
Also in preliminary analyses using more knots (say 360), we found virtually no difference in results.
We verify the emulator using a cross-validation approach, where we held out the model output for one climate parameter (Rougier, 2008b ) and predicted at all locations for that climate parameter setting. We also used a spatial cross-validation approach, where we held out approximately oneninth of the locations for all climate parameter settings, and used the emulator to predict at those locations. Plots for the model output and predictions using both cross-validation approaches for
.2 are shown in Figure 4 . In both cross-validation studies, we find that predictions at the hold out climate parameter values and hold out locations are visually similar to the actual model output.
The results of cross-validation show that we have enough information to learn about the computer model based on the relatively small number of runs we have.
In addition, we compared the emulator we use in the first stage with several alternative possibilities and found that our approach does, in fact, provide a better fit to the model output than the less flexible approaches. In fact, our ability to easily study this highlights one of the advantages of using a two-stage approach to computer model calibration. Our results are not surprising given the fact that our model (for e.g. deriving an appropriate mean function relating the two tracers)
is influenced by our extensive exploratory data analysis. For example, we found that our flexible conditional hierarchical emulator results in a higher maximized log likelihood than does the model where the two tracers are assumed to be independent. In addition, our model results in a higher maximized likelihood than an alternative model using a separable cross-covariance for the tracers.
Similarly, our model results in a substantially higher maximized likelihood than the alternative model which assumes a simple linear function as the relationship between the two tracers in the mean function.
In the second stage, we use Markov Chain Monte Carlo (MCMC) methods to obtain the posterior distributions of θ. We use two different priors on θ, a Lognormal (-1.55, 0.59) and a Uniform (0, 0.60). The lognormal prior reflects the geoscientists' (KK and RT) prior. We use a wide inverse gamma prior for the observation error and model discrepancy variances, specifically ψ 1 ∼ IG(2, 100) and κ D1 ∼ IG(2, 100) for ∆ 14 C and ψ 2 ∼ IG(2, 5) and κ D2 ∼ IG(2, 5) for CFC11. We use wide uniform priors for the range parameters for model discrepancy. We use narrow priors for the emulator spatial variance parameters from the first stage that are centered around their MLEs. These priors were obtained after an exploratory analysis of the data suggested the approximate scale of these parameters. Our priors are fairly wide with infinite variance (except for the emulator spatial variances, κ y 1 and κ y 2 ), and are not informative given the available data, as also verified by prior sensitivity analysis. The only sensitivity was for the priors selected for κ y 1 and κ y 2 ; we found that we needed tight priors on these parameters to obtain reasonable inferential results.
Since the study in Schmittner et al. (2009) also makes inferences about the parameter K v using both one-dimensional and three-dimensional observations, we note briefly some significant advantages of our approach over their methods. Both approaches in Schmittner et al. (2009) (for the 3D and 1D cases) are based on several simplifying assumptions. The 3D method assumes that modeldata misfit terms are uncorrelated in space. It also assumes that errors for the different tracers are uncorrelated, which is generally not the case, and certainly not the case in our study. Our approach incorporates various sources of dependence and uncertainty when performing inference for K v . In addition, the formulation used in Schmittner et al. (2009) presumes that the residual error (combined model discrepancy and observational error) is known, but it can be difficult to estimate a priori. Schmittner et al. (2009) acknowledge these limitation and as a remedy use a method which relaxes some of these assumptions. Unfortunately, computational difficulties preclude them from using this new method on a 3D grid. Instead, they apply it to 1D globally averaged profiles. They state that applying this method to a 2D field is in general feasible but is beyond the scope of their proof-of-concept study. Note that applying the Schmittner et al. (2009) method to even a 2D field does introduce nontrivial computational requirements. Our work therefore introduces a method that uses an emulator (some advantages of which have already been discussed earlier in this section) and accounts for spatial dependence and associated uncertainties appropriately, while still considerably reducing computational expenses, thereby making it much more widely applicable.
Results.
In this section we present the results from our analyses using the tracers ∆ 14 C and CFC11. While there is substantial overlap among the posterior distributions of K v obtained by using ∆ 14 C and CFC11, separately and then jointly, there are also clear differences ( Figure 5 ). We calculated credible regions using the Highest Posterior Density (HPD) method (Chen et al., 2000) .
The 90% credible region for K v using the single tracer CFC11 is between 0.17 and 0.40 cm 2 /s, the 90% credible region for K v using the single tracer ∆ 14 C is between 0.16 and 0.35 cm 2 /s, and the 90% credible region for K v using the tracers jointly is between 0.13 and 0.30 cm 2 /s. We also use the estimates of the parameters from the sample-based inference in the second stage to obtain posterior predictions of observations of ∆ 14 C and CFC11. The posterior predictions for the ∆ 14 C and CFC11 observations using the both the bivariate approach and the univariate approach appear to be similar to the observations ( Figure 6 ). Posterior predictions of ∆ 14 C appear to differ slightly from the observations in shallow waters in the Southern Ocean, and differ both in moderate and deep tropical waters for CFC11.
A reduction in the uncertainty in the value of K v reduces uncertainty for other climate characteristics (cf. Forest et al., 2002) , including AMOC strength projections (Dijkstra, 2008) . The results
shown in Figure 7 demonstrate that the hindcasts and predictions of AMOC strength are strongly affected by the K v parameter; the latter is obtained from a climate model for six K v values between 0.05 and 0.50 cm 2 /s. This finding is consistent with results in previous studies (e.g. Dalan et al., 2005a,b; Schmittner and Weaver, 2001 ). Our results, as well as the previous studies discussed above, suggest a smooth relationship between the K v value and the AMOC intensity (Figure 8 ). We can now map every value of K v from our sample based posterior distribution to a value of AMOC strength in 2100 and thus obtain a distribution of AMOC strength in 2100. This can be done for the prior and the three posteriors of K v . We note that this approach potentially ignores the uncertainty in the relationship between K v and the AMOC intensity; however, assuming a smooth relationship between them appears to be reasonable and it may be difficult to capture additional uncertainties given the information at hand.
As is apparent from our results, there is a substantial reduction in the uncertainty of AMOC strength when the posterior distribution of K v from tracers ∆ 14 C and CFC11 combined is used for prediction compared to using the Lognormal prior-the range of the 90 % credible interval is reduced by a factor of 2 (Figure 8(b) ).
To ensure convergence of our MCMC based estimates in the second stage of our calibration approach, we obtained Monte Carlo standard errors for the posterior mean estimates of θ and other parameters computed by consistent batch means (Flegal et al., 2008; Jones et al., 2006) . The posterior mean estimates of θ had MCMC standard errors below 10 −4 for both the univariate and bivariate approaches. The MCMC standard errors for the other parameters were less than 10 −3 for both the univariate and bivariate approaches. Computing the MLEs of covariance and regression parameters in the first stage required approximately 4.5 hours. The computer programs were implemented in R (Ihaka and Gentleman, 1996) using a 3.0 GHz Intel Xeon on a Dell PowerEdge server with 32GB of RAM. We computed MLEs in the first stage using a differential evolution algorithm (Ardia, 2007; Storn and Price, 1997) . Obtaining the 200,000 samples using MCMC in the second stage required approximately half a day (15 hours) and about 3 days (80 hours) for the univariate and the bivariate approaches, respectively. To obtain the posterior density of K v using the Uniform prior, we used importance resampling (cf. Gelman et al., 2004, p. 450 ) from 1000 thinned, approximately independent, samples already obtained for the posterior distribution using the Log Normal prior. The distribution for K v using the Uniform prior and the Log Normal prior were very similar for both the univariate and bivariate approaches.
6. Discussion. We develop and apply a novel approach for inferring climate parameters by combining information from observations and climate model output, while accounting for observation error and model discrepancy. We use our approach to learn about the climate model parameter K v and are able to use the posterior distribution of K v to make predictions about the strength of the AMOC. Our methodology allows for a flexible model for relating multiple ocean tracers and accounts for spatial dependence among the observations. For a computationally tractable approach for large data sets, we model dependence using special covariance structures and take advantage of matrix identities that allow for fast computations. Our approach can, in principle, be easily extended to both larger spatial datasets and to spatiotemporal data. Our hierarchical approach allows us to model the relationship between tracers utilizing domain expertise and exploratory data analysis, while still remaining computationally efficient. We can, in principle, extend our approach to modeling hierarchies of three or more tracers, but this may prove challenging as the number of tracers gets large, especially if there is relatively little expertise to guide the development of the hierarchy. We note that our bivariate spatial model may be affected by the specific ordering chosen for the hierarchical specification. As the number of spatial fields increases, this becomes more problematic. In fact, this is a criticism of the hierarchical approach to modeling of multivariate spatial fields (following Royle and Berliner, 1999) in general. However, we strongly believe that a very important advantage of our approach is that it allows us to model relationships that are not easily captured otherwise. In particular, we are able to use exploratory data analysis and knowledge of changing relationships between the spatial fields (our 'tracers') at different depths to determine a mean function that directly captures this non-linear relationship between them.
Note that the kernel mixing approach we use to model covariances allows for additional flexibility, for example the ability to model non-stationarity (Higdon et al., 1999; Paciorek and Schervish, 2006) or to allow the covariance to be nonseparable (Calder et al., 2002) . This additional flexibility may be useful in developing more realistic models for a spatial process when different regions in the ocean have very different climate properties or when the interactions between the (multiple) climate parameters and spatial dimensions need to be included in the model. It may also be of interest to investigate other approaches for constructing computable nonstationary models for large data sets (cf. Cressie and Johannesson, 2008; Fuentes, 2007; Gramacy and Lee, 2008; Jun and Stein, 2008) in this context as well.
A possible issue with calibration in general is the known confounding between the calibration parameters and the model discrepancy parameters (cf. Bayarri et al., 2007b; Liu et al., 2009 ). Since
we have included a model discrepancy term in our model, caution is required in interpreting the inferential results of both the climate parameter as well as any other parameters. We offer, in addition, several caveats concerning our scientific conclusions. First, our analysis neglects the model uncertainty when we use the simple emulator connecting AMOC strength to K v . Second, the sparse sampling of K v may result in designing an inaccurate emulator, and having more samples of K v would reduce these errors. However, cross-validation results suggests that this is not a major issue in our study. Third, we only use a single observational data set rather than comparing several data sets. While we believe the data set we use (Key et al., 2004) are the best available, there are likely considerable biases and uncertainties from any single data set based on relatively sparse observations. Fourth, the UVic climate model has a simplified representation of internal climate variability.
However the current state-of-the-art climate models all have considerable shortcomings in representing important modes of internal climate variability (Meehl et al., 2007) . We hope that accounting for structural model errors in our approach through the model discrepancy term mitigates this issue to some degree.
APPENDIX A: MATRIX IDENTITIES
The Sherman-Woodbury-Morrison identity states that the inverse of a matrix of the form A + U CV , where A is of dimension N × N , U is dimension N × J, V is dimension J × N , and C is dimension J × J can be written as
In addition the determinant of a matrix A + U CV can be written as
using the matrix determinant lemma (Harville, 2008) . This identity reduces matrix inversions and determinant computations to dimension J rather than N (cf. p. 50 Golub and Van Loan, 1996) .
The matrix form (ψI N + KK T ) comes up regularly in our computations, for which we obtain the inverse and determinant (using Sylvester's Theorem, see Golub and Van Loan (1996) ) below in equation (10), which only require computations of matrices of dimension J × J.
To compute the likelihoods in this paper, we compute the Cholesky decomposition of the matrix
rather than the inverse directly, which also reduces the computation time of the determinant (Golub and Van Loan, 1996) .
APPENDIX B: LIKELIHOOD COMPUTATION USING PARTITIONED MATRICES:
In this section, we describe the simplification of the computation of the likelihood using the decomposition of a partitioned matrix, which reduces the dimensionality of matrix inversions. The distribution of Z is as follows:
Then denoting the mean vector and covariance matrix of Z 1 | Z 2 by µ 11.2 = µ z 1 + Σ 12 Σ −1 22 (Z 2 − µ z 2 ) and Σ 11.2 = Σ 11 − Σ 12 Σ −1 22 Σ 21 respectively, the log-likelihood of Z can be written as follows:
All computations here involve matrices of dimension N × N . By using the matrix structure in Appendix A, these computations are reduced to dimension J × J.
APPENDIX C: DETAILS ABOUT COMPUTATION OF INVERSE AND DETERMINANT:
The matrices in Section 3.3.2 are expressed as
Using the matrix form for the Sherman-Woodbury-Morrison Theorem from Appendix A, we let
We can clearly compute the inverse and determinant of the matrix in (11) using matrix computations with dimension J × J (see Appendix A) if we can perform the computations of the matrices A and C. We use the identities in (10) to rewrite the A into a form that requires matrix computations of dimension J × J. For C, which is of dimension J × J, we need only compute Σ y i = ζ i I + K y i K T y i , which can also be computed using (10). Relationship between projected AMOC in 2100 and Kv (part a), and the resulting AMOC projection in 2100 (part b) using prior, univariate and bivariate posteriors for Kv.
