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KADISON–KASTLER STABLE FACTORS
JAN CAMERON, ERIK CHRISTENSEN, ALLAN M. SINCLAIR, ROGER R. SMITH,
STUART WHITE, AND ALAN D. WIGGINS
Abstract. A conjecture of Kadison and Kastler from 1972 asks whether sufficiently close
operator algebras in a natural uniform sense must be small unitary perturbations of one
another. For n ≥ 3 and a free ergodic probability measure preserving action of SLn(Z) on a
standard nonatomic probability space (X,µ), write M = ((L∞(X,µ)⋊SLn(Z))⊗R, where
R is the hyperfinite II1 factor. We show that whenever M is represented as a von Neumann
algebra on some Hilbert space H and N ⊆ B(H) is sufficiently close to M , then there is
a unitary u on H close to the identity operator with uMu∗ = N . This provides the first
nonamenable class of von Neumann algebras satisfying Kadison and Kastler’s conjecture.
We also obtain stability results for crossed products L∞(X,µ)⋊Γ whenever the compar-
ison map from the bounded to usual group cohomology vanishes in degree 2 for the module
L2(X,µ). In this case, any von Neumann algebra sufficiently close to such a crossed product
is necessarily isomorphic to it. In particular, this result applies when Γ is a free group.
This paper provides a complete account of the results announced in [6].
1. Introduction
In [34], Kadison and Kastler introduced a metric d on the collection of all closed subalge-
bras of the bounded operators on a Hilbert space in terms of the Hausdorff distance between
the unit balls of two algebras M and N , and conjectured that sufficiently close operator
algebras should be isomorphic. Qualitatively, M and N are close in the Kadison-Kastler
metric if each operator in the unit ball of M is close to an operator in the unit ball of N
and vice versa. Canonical examples of close operator algebras are obtained by small unitary
perturbations: given an operator algebra M on a Hilbert space H and a unitary operator
u on H close to the identity operator, then uMu∗ is close to M . The strongest form of the
Kadison-Kastler conjecture states that every algebra sufficiently close to a von Neumann
algebra M arises in this fashion. This has been established when M is an injective von
Neumann algebra [10, 62, 30, 13] (building on the earlier special cases in [9, 51]) but remains
open for general von Neumann algebras.
We now present the central result of the paper: Theorem A. This has been announced
in our short survey article [6] which contains a heuristic discussion of our methods but no
formal proofs.
Theorem A. Let n ≥ 3 and let α : SLn(Z) y (X, µ) be a free, ergodic and measure
preserving action of SLn(Z) on a standard nonatomic probability space (X, µ). Write M =
(L∞(X, µ) ⋊α SLn(Z))⊗R, where R is the hyperfinite II1 factor. For ε > 0, there exists
δ > 0 with the following property: given a normal unital representation M ⊆ B(H) and
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another von Neumann algebra N on H with d(M,N) < δ, there exists a unitary u ∈ H with
‖u− IH‖ < ε and uMu∗ = N .
Theorem A provides the first nonamenable II1 factors which satisfy the strongest form
of the Kadison-Kastler conjecture. A key ingredient in this result is the vanishing of the
bounded cohomology groups H2b (SLn(Z), L
∞
R (X, µ)) for n ≥ 3 from [42, 4, 44] and in Theo-
rem A, which is then an immediate consequence of Theorem 6.10, SLn(Z) can be replaced
with any other group with this property. Via the work of [2, 59, 60, 61], there are uncount-
ably many pairwise nonisomorphic II1 factors to which this theorem applies (see Remark
6.12).
The Kadison-Kastler conjecture is known to be false in full generality. In [8], examples
of arbitrarily close nonseparable and nonisomorphic C∗-algebras were found, while in [31]
Johnson presented examples of arbitrarily close unitarily conjugate pairs of separable nuclear
C∗-algebras where the implementing unitaries could not be chosen to be close to the identity
operator. Thus the appropriate form of the conjecture for C∗-algebras is that sufficiently close
separable C∗-algebras should be isomorphic or spatially isomorphic. In this last form, the
conjecture has been settled affirmatively for close separable nuclear C∗-algebras on separable
Hilbert spaces [19] (see also [18]) with earlier special cases established in [13, 52, 53, 38]. Our
methods also give examples of nonamenable von Neumann algebras satisfying these weaker
forms of the conjecture, as we now state. The hypotheses on the action in the following
theorem ensure that M is a II1 factor with separable predual satisfying P
′ ∩M ⊆ P . The
three parts of Theorem B are proved in Section 6 as Corollary 6.2, Corollary 6.4 and Theorem
6.8 respectively.
Theorem B. Let α : Γ y P be a centrally ergodic, properly outer and trace-preserving
action of a countable discrete group Γ on a finite amenable von Neumann algebra P with
separable predual and write M = P ⋊α Γ.
(1) Suppose that the comparison map
(1.1) H2b (Γ, L
2(Z(P )sa))→ H2(Γ, L2(Z(P )sa))
from bounded cohomology to usual cohomology vanishes, where Z(P ) denotes the cen-
ter of P . Then, given a normal unital representation M ⊆ B(H), each von Neumann
algebra N on B(H) sufficiently close to M is isomorphic to M .
(2) Suppose that the comparison map (1.1) vanishes and that M has property Γ. Then,
given a normal unital representation M ⊆ B(H), each von Neumann algebra N on
B(H) sufficiently close to M is spatially isomorphic to M .
(3) Suppose that the bounded cohomology group H2b (Γ,Z(P )sa) vanishes. Then, given
ε > 0, there exists δ > 0 such that for a normal unital representation ι : M → B(H)
and a von Neumann subalgebra N ⊆ B(H) with d(ι(M), N) < ε, there exists a
surjective ∗-isomorphism θ : M → N with ‖ι− θ‖ < δ.
In order to distinguish the slightly different external rigidity properties arising in Theorem
A and the different parts of Theorem B above, we call algebras satisfying the conclusion of
Theorem A strongly Kadison-Kastler stable, algebras satisfying the conclusion of Theorem
B part (1) weakly Kadison-Kastler stable and algebras satisfying the conclusion of Theorem
B part (2) Kadison-Kastler stable. With this terminology, the appropriate forms of the
Kadison-Kastler conjecture are that von Neumann algebras are strongly Kadison-Kastler
stable and separable C∗-algebras are Kadison-Kastler stable.
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Part (1) of Theorem B applies when Γ is a free group Fr, 2 ≤ r ≤ ∞, as these groups
have cohomological dimension one, so H2(Γ, L2(Z(P )sa)) = 0. In particular the approximate
free group factors, introduced in [49] as the first class of factors containing a unique Cartan
masa up to unitary conjugacy, have the form L∞(X) ⋊α Fr for some free ergodic measure
preserving profinite action α. Consequently, these factors are weakly Kadison-Kastler stable
by Part (1) of Theorem B. As shown in [49, Section 5], there are uncountably many pair-
wise nonisomorphic factors in this class, including examples with property Γ. These latter
examples are Kadison Kastler stable by Part 2 of Theorem B.
The key strategy used to prove Theorem A is to replicate the crossed product structure
of L∞(X) ⋊α SLn(Z) inside a nearby factor N . One can transfer the copy of L∞(X) into
N using an embedding theorem of EC from [13] (Theorem 3.3 (i) below), and transfer
normalizers of L∞(X) from L∞(X) ⋊α SLn(Z) to N (see Section 3). To show that N is
generated by the copy of L∞(X) and its normalizers we work at the level of Hilbert space
by transferring the problem to the situation where both factors are in standard form. We
do this in Section 4, which provides a general reduction procedure for weak-Kadison Kastler
stability and should be of more general use (forthcoming work will show how this method
can be used to transfer a number of structural properties between close II1 factors). The
resulting factor N will then be a twisted crossed product L∞(X)⋊α,ωSLn(Z) arising from the
original action and with a unitary valued 2-cocycle which is uniformly close to the identity
operator; the cohomology assumptions of Theorems A and B are used to ensure that this
2-cocycle vanishes, so N ∼= L∞(X)⋊α SLn(Z).
The tensor factor R in Theorem A ensures that (L∞(X) ⋊α SLn(Z))⊗R has Kadison’s
similarity property (a consequence of strong Kadison-Kastler stability for II1 factors, see [5])
and ensures that our resulting isomorphism is spatial. To be able to work with the subfactor
L∞(X)⋊αSLn(Z) ⊆ (L∞(X)⋊αSLn(Z))⊗R we examine McDuff factors (those absorbing a
copy of R tensorially) in Section 5, where we show that a factor sufficiently close to a McDuff
factor is itself McDuff. Moreover, after making a small unitary perturbation, it is possible
to identify a common tensor factor of R in both algebras, whose tensorial complements are
close. Thus we can “remove” the copy of R from (L∞(X) ⋊α SLn(Z))⊗R and apply our
early work on normalizers to an identified algebra close to L∞(X)⋊α SLn(Z). In Section 6
we assemble the proofs of Theorem A and B, and obtain the additional information needed
for strong Kadison-Kastler stability when the bounded group cohomology vanishes. An
extended outline of the methods used to prove Theorems A and B can be found in the
expository article [6].
2. Preliminaries
We begin by recalling the definition of the Kadison-Kastler metric from [34] and near
inclusions from [13], and the “complete” versions of these concepts, which are implicit in
[13], and explicitly appear in [17, 63].
Definition 2.1. (i) Let M and N be von Neumann subalgebras of B(H). The Kadison-
Kastler distance d(M,N) between M and N is the infimum of those γ > 0 with the
property (T)hat, given an operator x in one of the unit balls of M or N , there exists y
in the other unit ball with ‖x− y‖ < γ. The complete version of the metric is defined
by dcb(M,N) = supn≥1 d(M ⊗Mn, N ⊗Mn).
(ii) For γ > 0, write M ⊆γ N if each x ∈ M can be approximated by some y ∈ N with
‖x − y‖ ≤ γ‖x‖. Write M ⊂γ N when there exists γ′ < γ with M ⊆γ′ N . Similarly,
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we write M ⊆cb,γ N if M ⊗Mn ⊆γ N ⊗Mn for all n ∈ N and M ⊂cb,γ N if there exists
γ′ < γ with M ⊆cb,γ′ N .
The following easy estimate will be used repeatedly in the sequel.
(2.1) M ⊆γ N, u ∈ U(B(H)) =⇒ M ⊆γ+2‖u−I‖ uNu∗.
This is obtained as follows. For x in the unit ball of M , choose y ∈ N with ‖x − y‖ ≤ γ.
Then ‖x− uyu∗‖ ≤ ‖x− uxu∗‖+ ‖u(x− y)u∗‖ ≤ 2‖u− I‖+ γ.
Note that if two von Neumann algebras M and N act degenerately on a Hilbert space H,
and have d(M,N) small, it is easy to modify the situation so that M and N share the same
unit. Henceforth we assume all close von Neumann algebras contain the identity operator
on the underlying Hilbert space. We incorporate this assumption into the definitions below.
Definition 2.2. Let M be a von Neumann algebra.
(i) Say that M is strongly Kadison-Kastler stable if for all ε > 0, there exists δ > 0 such
that given any faithful unital normal representation M ⊆ B(H) and a von Neumann
algebra N ⊆ B(H) containing IH with d(M,N) < δ, then there exists a unitary
operator u on H with uMu∗ = N and ‖u− IH‖ < ε.
(ii) Say that M is Kadison-Kastler stable if there exists δ > 0 such that given a faithful
unital normal representation M ⊆ B(H) and a von Neumann algebra N ⊆ B(H) with
IH ∈ N such that d(M,N) < δ, then there exists a unitary operator u on H with
uMu∗ = N .
(iii) Say that M is weakly Kadison-Kastler stable if there exists δ > 0 such that given a
faithful unital normal representation M ⊆ B(H) and a von Neumann algebra N ⊆
B(H) with IH ∈ N such that d(M,N) < δ, then M and N are ∗-isomorphic.
In [13] it is observed that near inclusions behave better than the metric d with respect to
matrix amplifications and commutants (see Proposition 2.8 below). For this reason, we state
technical results using hypotheses of the form M ⊂γ N and N ⊂γ M , but formulate the
main results of the paper using the Kadison-Kastler metric d. Spatial derivations provide
a key ingredient in working with commutants of near inclusions: an operator T ∈ B(H)
induces a derivation S 7→ TS − ST on B(H) denoted ad(T ). Arveson’s distance formula
from [1] (see [11, Proposition 2.1] for the formulation we use) shows that for a von Neumann
algebra M ⊆ B(H) and T ∈ B(H),
(2.2) d(T,M ′) =
1
2
‖ad(T )|M‖cb .
This enables one to take commutants of complete near inclusions.
Proposition 2.3. Let M,N ⊆ B(H) be von Neumann algebras acting nondegenerately
on a Hilbert space H with M ⊆cb,γ N . Then N ′ ⊆cb,γ M ′ and for any Hilbert space K,
M ⊗B(K) ⊆cb,γ N ⊗B(K). In particular, if dcb(M,N) ≤ γ, then dcb(M ′, N ′) ≤ 2γ.
Proof. Given n ∈ N and T ∈ B(H⊗Cn), (2.2) shows that d(T,M ′⊗Mn) = ‖ad(T )|M⊗CIn‖cb/2.
Let T ∈ N ′⊗Mn. Given x ∈M ⊗Mn⊗Ms, choose y ∈ N ⊗Mn⊗Ms with ‖x− y‖ ≤ γ‖x‖.
Then
(2.3) ‖(ad(T )|M⊗Mn ⊗ idMs)(x)‖ = ‖ad(T ⊗ Is)(x)‖ ≤ 2‖T ⊗ Is‖‖x− y‖ ≤ 2‖T‖γ‖x‖.
This holds for x ∈ M ⊗ CIn ⊗Ms, so d(T,M ′ ⊗Mn) ≤ ‖T‖γ. Hence N ′ ⊆cb,γ M ′. For the
second claim, take commutants of the near inclusion N ′ ⊗ CIK ⊆cb,γ M ′ ⊗ CIK. The final
statement is immediate. 
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The similarity property for M is characterized by the ability to take commutants of near
inclusions M ⊆γ N with constants independent of the underlying Hilbert space, (see [5]).
The most convenient form of the similarity problem for this purpose is property Dk: a
C∗-algebra A has property Dk for some k > 0 if, for every faithful unital representation
π : A → B(H), we have d(T, π(A)′) ≤ k‖ad(T )|π(A)‖ for T ∈ B(H). The existence of some
k > 0 such that A has property Dk is equivalent to the similarity property by [40]. The
proposition below records a strengthening of the commutation result from [13, Theorem 3.1].
Proposition 2.4. Let M and N be von Neumann algebras acting nondegenerately on H and
suppose that M ⊆γ N for some γ > 0.
(i) If k > 0 and M has property Dk, then N
′ ⊆cb,2kγ M ′ and M ⊆cb,2kγ N .
(ii) If M is a II1 factor with property Γ, then N
′ ⊆cb,5γ M ′ and M ⊆cb,5γ N .
Proof. (i). Fix n ∈ N and T ∈ N ′ ⊗ Mn ⊆ B(H ⊗ Cn). Applying property Dk to the
amplification M ⊗ In acting on H ⊗ Cn, we see that d(T,M ′ ⊗Mn) ≤ k‖ad(T )|M⊗In‖ ≤
2kγ‖T‖ (where the last estimate arises from M ⊆γ N just as in [13, Theorem 3.1]). Thus
N ′ ⊆cb,2kγ M ′ and so M ⊆cb,2kγ N by Proposition 2.3.
(ii). This now follows immediately as II1 factors with property Γ have property D5/2 by
combining [55, Theorem 13] and [54, Remark 4.7].1 
Property Dk can also be used to show that isomorphisms close to the identity are necessar-
ily spatially implemented. The first part of the lemma below is obtained by making minor
changes to the proof of [11, Proposition 3.2] (which handles the case of properly infinite
von Neumann algebras using property D3/2, and McDuff factors using property D5/2). As
property Γ factors have property D5/2, (ii) is an immediate consequence of (i).
Lemma 2.5 ([11]). LetM be von Neumann algebra acting nondegenerately onH and suppose
that θ : M → B(H) is a ∗-homomorphism with ‖θ(x)− x‖ ≤ γ‖x‖ for x ∈M .
(i) Suppose that M has property Dk for some k ≥ 1 and that γ < 1/k. Then there exists
a unitary u on H such that θ = Ad(u) and
(2.4) ‖IH − u‖ ≤ 21/2kγ
(
1 + (1− (kγ)2)1/2)−1/2 ≤ 21/2kγ.
(ii) Suppose that M has property Γ and that γ < 2/5. Then there exists a unitary u on H
such that θ = Ad(u) and ‖IH − u‖ ≤ 2−1/25γ.
Without the similarity property, one can also take commutants when M acts on a given
Hilbert space H with a finite set of m cyclic vectors for H; the resulting estimates depend
on m ([14]). We give an alternative proof of this fact below, which significantly improves the
constants involved. We start by isolating a technical lemma.
Lemma 2.6. Let M ⊆ B(H) be a von Neumann algebra such that H has a cyclic vector
for M . Then, for every derivation δ : M → B(H), we have ‖δ‖cb ≤ 2‖δ‖row, where ‖δ‖row
denotes the row norm of δ, given by ‖δ‖row = supn,r ‖δ1×n(r)‖, where the supremum is taken
over contractions r ∈M1×n(M).
Proof. Let n ∈ N and x ∈Mn(M). Since M has a cyclic vector for B(H), we have
(2.5) ‖δn(x)‖ = sup {‖rδn(x)‖ : r ∈M1×n(M), ‖r‖ ≤ 1},
1One can obtain a smaller value of k such that property Γ factors have property Dk by modifying the
methods in [15], but since this is not available in the literature we use property D5/2 here.
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by [56, Lemma 2.4 (i) =⇒ (iv) and Theorem 2.7]. For an r ∈ M1×n(M) with ‖r‖ = 1,
the relation rδn(x) = δ1×n(rx) − δ1×n(r)x gives ‖rδn(x)‖ ≤ 2‖δ‖row‖x‖ and so ‖δ‖cb ≤
2‖δ‖row. 
In the proof below we use [65, Proposition 4.2]. We take this opportunity to correct an
oversight in the statement of this result, which omitted the hypothesis thatM is finite (which
is required in order to appeal to [16, Theorem 2.3]).
Lemma 2.7. Let M ⊆ B(H) be a von Neumann algebra with a cyclic set of m vectors (i.e.
there exist ξ1, . . . , ξm ∈ H with span{xiξi : xi ∈ M 1 ≤ i ≤ m} = H). If δ : M → B(H) is
a bounded derivation, then δ is completely bounded and ‖δ‖cb ≤ 2(1 +
√
2)m‖δ‖.
Proof. The key case is when m = 1 and M has a separable predual. By [14, Corollary 3.2]
and (2.2) it suffices to prove the result for δ of the form ad(T )|M for a fixed T ∈ B(H).
Let p be the central projection in M such that M0 = Mp is finite and M1 = M(1 − p)
is properly infinite. From [57], choose an amenable von Neumann algebra P0 ⊆ M0 with
P ′0∩M0 = Z(M0) (whenM0 is a II1 factor this is [57, Corollary 4.1], the extension to the case
when M0 is II1 can be found in [66, Theorem 8], and the general case is obtained by splitting
M0 as a direct sum of its II1 part and its finite type I part, which is already amenable). Let
P1 be a properly infinite amenable von Neumann subalgebra of M1 and let P = (P0 ∪ P1)′′,
which is an amenable subalgebra of B(H) containing p.
Since P is amenable, we can find S ∈ cow∗{uTu∗ : u ∈ U(P )} ∩ P ′. By construction (see
[11, Section 2]) ‖ad(S)|M‖ ≤ ‖ad(T )|M‖ and ‖S − T‖ ≤ ‖ad(T )|M‖. Further, just as in [11,
Theorem 2.4], {S(1−p), (1−p)S∗}′∩M1 is properly infinite so ‖ad(S(1−p))|M1‖ = 2d(S(1−
p),M ′1) = ‖ad(S(1−p))|M1‖cb by [11, Corollary 2.2]. The map ad(Sp)|M0 is a P0-module map
M0 → B(p(H)) and so by [65, Theorem 4.2], ‖ad(Sp)|M0‖row ≤
√
2‖ad(Sp)|M0‖. It follows
that ‖ad(S)|M‖row ≤
√
2‖ad(S)|M‖. Then ‖ad(S)|M‖cb ≤ 2
√
2‖ad(S)|M‖ ≤ 2
√
2‖ad(T )|M‖,
by Lemma 2.6. Since ‖T − S‖ ≤ ‖ad(T )|M‖ and ad(T )|M = ad(S)|M + ad(T − S)|M , we
have
(2.6) ‖ad(T )|M‖cb ≤ 2
√
2‖ad(T )|M‖+ 2‖T − S‖ ≤ 2(1 +
√
2)‖ad(T )|M‖,
proving the result in the case when m = 1 and M has separable predual. A standard
argument can be used to extend this estimate to the situation when M∗ is nonseparable
(this can be found in the preprint version of this paper on the arXiv). A cyclic set of m
vectors can be reduced to the case of a single cyclic vector by tensoring by Mm, see [17,
Proposition 2.6]. 
In the context of near inclusions, the previous lemma has the following form.
Proposition 2.8. Let M be a von Neumann algebra acting on a Hilbert space H and suppose
that M has a finite cyclic set of m vectors for H. Then:
(i) For T ∈ B(H), we have inf{‖T − S‖ : S ∈ M ′} ≤ (1 +√2)m‖ad(T )|M‖.
(ii) Given another von Neumann algebra N onH withM ⊆γ N , we have N ′ ⊆2(1+√2)mγ M ′.
Proof. Part (i) follows from Lemma 2.7 and Arveson’s distance formula in (2.2) above. For
(ii), note that if N is another von Neumann algebra onH withM ⊆γ N , then for T ∈ N ′ the
near inclusion M ⊂γ N gives the estimate ‖ad(T )|M‖ ≤ 2‖T‖γ (see [13, Theorem 3.1]). 
A II1 factor M is said to be in standard position on a Hilbert space H, when M
′ is finite
and there is a vector ξ ∈ H which is tracial for M and M ′, i.e. the vector state 〈·ξ, ξ〉
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gives the traces τM and τM ′ on M and M
′ respectively. Such a vector ξ is cyclic for both
M and M ′, and defines a conjugate linear isometry J (or JM when necessary) by extending
J(mξ) = m∗ξ to H. This is called the conjugation operator, and has the property (T)hat
JMJ =M ′. WhenM is in standard position onH, any trace vector ξ forM is automatically
tracial for M ′.
If M is in standard position on H with a specified tracial vector ξ and P ⊆M is any von
Neumann subalgebra, then eP denotes the projection onto Pξ. The basic construction is
then defined to be (M ∪ {eP})′′ and is denoted by 〈M, eP 〉. This algebra dates back to [68]
and [12], and was first used systematically in the work of Jones [32]. We list a few standard
properties of the basic construction below (see [32] or [33]) and record a technical lemma.
Properties 2.9. With the notation above:
(i) eP = JePJ ;
(ii) eP commutes with P and P = M ∩ {eP}′;
(iii) 〈M, eP 〉′ = JMPJM ;
(iv) The map p 7→ peP , p ∈ P , is an algebraic isomorphism, and consequently isometric;
(v) For each x ∈ M , ePxeP = EMP (x)eP , where EMP denotes the unique trace preserving
conditional expectation from M onto P , and eP 〈M, eP 〉eP = PeP .
Lemma 2.10. Let M be a II1 factor with separable predual, in standard position on H with
tracial vector ξ. Let P be a von Neumann subalgebra of M satisfying P ′ ∩M ⊆ P . Given a
unitary v ∈ P ′ ∩ 〈M, eP 〉, there exists a unitary u ∈ P ′ ∩M = Z(P ) such that vξ = uξ.
Proof. By [24, Lemma 3.2], eP ∈ Z(P ′ ∩ 〈M, eP 〉), so veP = eP veP ∈ PeP . Write veP = ueP
for some u ∈ P . Thus vξ = uξ. Then ‖u‖ ≤ 1 and 〈(IH − u∗u)ξ, ξ〉 = 0 so u ∈ U(P ). Since
v, eP ∈ P ′,
(2.7) (uy − yu)eP = (ueP y − yveP ) = vePy − yveP = 0, y ∈ P.
By Properties 2.9 (iv), u ∈ P ′ ∩ P = Z(P ). 
Given a nonzero vector η ∈ H, write eMη for the projection in M ′ onto the subspace
Mη and eM
′
η for the projection in M onto M
′η. If M ′ is also a finite factor, with faithful
normalized trace τM ′ , then the quantity dimM(H) = τM (e
M ′
η )/τM ′(e
M
η ) is independent of the
choice of nonzero η ∈ H (see [23, Part III Chapter 6] for example). When M ′ is a II∞ factor,
set dimM(H) =∞. We recall some properties of dimM(H) from [23, Part III Chapter 6].
Properties 2.11. Let M be a II1 factor acting nondegenerately on H.
(i) If p′ is a projection in M ′, then dimMp′(p′H) = τM ′(p′) dimM(H).
(ii) If p is a projection in M , then dimpMp(pH) = dimM(H)/τM(p).
(iii) M acts in standard position on H if and only if dimM(H) = 1.
(iv) If dimM(H) ≥ 1, then there is a tracial vector ξ ∈ H for M .
(v) If dimM(H) ≤ m ∈ N, then there is a set of m-cyclic vectors for M on H.
We need some standard results for approximating unitaries and projections in the sequel.
Lemma 2.12 is a consequence of [39, Lemma 1.10] (it follows by noting that the function α(t)
used there satisfies α(t) ≤ √2t for 0 ≤ t < 1), and Lemma 2.13 is the usual estimate in the
Murray-von Neumann equivalence of close projections (see [45, Lemma 6.2.1] for example).
Lemma 2.12. Suppose that γ < 1 and let M ⊂γ N be a near inclusion of von Neumann
algebras sharing the same unit.
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(i) Given a unitary u ∈M , there exists a unitary v ∈ N with ‖u− v‖ < √2γ.
(ii) Given a projection p ∈M , there exists a projection q ∈ N with ‖p− q‖ < 2−1/2γ.
Lemma 2.13. Let p and q be projections in a von Neumann algebra M with ‖p − q‖ < 1.
Then there exists a unitary u ∈M with upu∗ = q and ‖u− IM‖ ≤
√
2‖p− q‖.
Lemma 3.6 of [17] examined the center-valued traces on close finite von Neumann algebras.
The next lemma gives improved estimates in the special case of close II1 factors.
Lemma 2.14. Let M and N be II1 factors acting nondegenerately on a Hilbert space H
and satisfying M ⊂γ N ⊂γ M for a constant γ < 2−3/2. Let P ⊆ M ∩ N be a diffuse von
Neumann algebra containing IH. Then τM |P = τN |P .
Proof. The result will follow if we can show that τM (pn) = τN(pn) for all projections pn ∈ P
with τM(pn) = 2
−n, n ≥ 0. The case n = 0 is clear, so inductively take a projection pn+1 ∈ P
with τM(pn+1) = 2
−(n+1) and choose a projection pn ∈ P so that pn+1 ≤ pn and τM(pn) = 2−n.
Choose v ∈ U(M) so that vpn+1v∗ = pn − pn+1. By Lemma 2.12 (i), take u ∈ U(N) so that
‖v − u‖ ≤ √2γ < 2−1. Then ‖vpn+1v∗ − upn+1u∗‖ ≤ 2‖v − u‖ < 1. Thus upn+1u∗ and
pn − pn+1 are equivalent in N . Since the inductive hypothesis gives τN(pn) = 2−n, it follows
that τN (pn+1) = 2
−(n+1) = τM(pn+1). 
Lemma 2.15. Let M and N be II1 factors acting nondegenerately on a Hilbert space H with
M ⊂γ N for some γ < 1. Let Φ be a state on B(H) extending τN . Then
(2.8) |τM(x)− Φ(x)| ≤ (2 + 2
√
2)γ‖x‖ ≤ 5γ‖x‖, x ∈M.
Proof. Fix x in the unit ball of M and a unitary u ∈ M . Choose y ∈ N with ‖x − y‖ ≤ γ
and, by Lemma 2.12 (i), a unitary v ∈ N with ‖u− v‖ < √2γ. Then
‖uxu∗ − vyv∗‖ = ‖uxu∗ − vxv∗ + v(x− y)v∗‖ ≤ ‖v∗ux− xv∗u‖+ ‖x− y‖
≤ 2‖v∗u− IH‖+ ‖x− y‖ = 2‖u− v‖+ ‖x− y‖ ≤ (2
√
2 + 1)γ,(2.9)
and so, since Φ(vyv∗) = τN (vyv∗) = τN(y) = Φ(y),
(2.10) |Φ(uxu∗−x)| ≤ |Φ(uxu∗−vyv∗)|+ |Φ(vyv∗−y)|+ |Φ(y−x)| < (1+2
√
2)γ+γ < 5γ.
By [36, Theorem 8.3.5], τM (x)IH ∈ co‖·‖{uxu∗ : u ∈ U(M)}, so (2.8) follows. 
Close subalgebras of II1 factors have close relative commutants (see [11, Proposition 2.7]
which states Lemma 2.16 whenM = N). Recall that if P is a unital von Neumann subalgebra
of a II1 factorM , then the unique τM -preserving conditional expectation E
M
P ′∩M fromM onto
P ′∩M satisfies the condition that EP ′∩M(x) is the unique element of minimal ‖ · ‖2-norm in
co‖·‖2{uxu∗ : u ∈ U(P )} ⊆ L2(M) for each x ∈M (see [67, Lemma 3.6.5 (i)], for example).
Lemma 2.16. Let M and N be II1 factors acting nondegenerately on a Hilbert space H and
suppose that P ⊆M and Q ⊆ N are unital von Neumann subalgebras.
(i) Suppose that M ⊆γ N and Q ⊆δ P . Then P ′ ∩M ⊆2√2δ+γ Q′ ∩N .
(ii) Suppose that M ⊆cb,γ N and Q ⊆δ P . Then P ′ ∩M ⊆cb,2√2δ+γ Q′ ∩N .
Proof. (i). Given x ∈ P ′ ∩M with ‖x‖ ≤ 1 choose y ∈ N with ‖x− y‖ ≤ γ. For a unitary
v ∈ Q use Lemma 2.12 (i) to find a unitary u ∈ P with ‖u−v‖ ≤ √2δ. Noting that uxu∗ = x
and that ‖vxv∗ − uxu∗‖ ≤ 2‖u∗v − IH‖ ≤ 2
√
2δ, we obtain the estimate
(2.11) ‖vyv∗ − x‖ ≤ ‖vyv∗ − vxv∗‖+ ‖vxv∗ − uxu∗‖ ≤ γ + 2
√
2δ.
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Since EQ′∩N(y) is a strong operator limit of convex combinations of elements vyv∗ for uni-
taries v ∈ Q, it follows that ‖EQ′∩N(y)− x‖ ≤ 2
√
2δ + γ, as required.
(ii). Fix n ∈ N. We have P ⊗ CIn ⊆ M ⊗Mn and Q ⊗ CIn ⊆ N ⊗Mn and the near
inclusions M ⊗Mn ⊆γ N ⊗Mn , Q⊗ CIn ⊆δ P ⊗ CIn. By part (i) we have
(2.12) (P ′∩M)⊗Mn = (P⊗CIn)′∩(M⊗Mn) ⊆2√2δ+γ (Q⊗CIn)′∩(N⊗Mn) = (Q′∩N)⊗Mn.
Since n was arbitrary, the near inclusion P ′ ∩M ⊆
cb,2
√
2δ+γ Q
′ ∩N holds. 
The following immediate consequence of Lemma 2.16 will be used repeatedly in the sequel.
Lemma 2.17. Let M and N be II1 factors acting nondegenerately on a Hilbert space H and
suppose that M ⊂γ N ⊂γ M where γ > 0. Let P ⊆ M ∩ N be a von Neumann subalgebra.
Provided γ < 1, we have P ′ ∩M ⊆ P if and only if P ′ ∩N ⊆ P . In particular P is a masa
in M if and only if it is a masa in N .
Proof. We have P ′ ∩ N ⊆γ P ′ ∩M by Lemma 2.16 (i), so when P ′ ∩M = Z(P ) ⊆ P , we
have P ′ ∩N ⊆γ Z(P ) ⊆ P ′ ∩N . As γ < 1, P ′ ∩N = Z(P ) (see [19, Proposition 2.4]). 
Next, we set out our notation for twisted crossed products. Every action α : Γ y P of a
countable discrete group Γ on a von Neumann algebra P with a separable predual restricts
to an action of Γ on the abelian group U(Z(P )) of unitaries in the center of P . Concretely,
a 2-cocycle is a function ω : Γ× Γ→ U(Z(P )) satisfying
(2.13) αg(ω(h, k))ω(gh, k)
∗ω(g, hk)ω(g, h)∗ = IP , g, h, k ∈ Γ.
Two 2-cocycles ω and ω′ are cohomologous if they differ by a coboundary, in the sense that
there exists ν : Γ→ U(Z(P )) with
(2.14) ω′(g, h) = αg(ν(h))ν(gh)∗ν(g)ω(g, h), g, h ∈ Γ.
The second cohomology group H2(Γ,U(Z(P ))) consists of the equivalence classes of the
group Z2(Γ,U(Z(P ))) of 2-cocycles under the relation of being cohomologous. A 2-cocycle ω
is normalized if ω(g, h) is trivial when either g = e or h = e. Every 2-cocycle is cohomologous
to a normalized 2-cocycle, so there is no loss of generality in restricting to normalized cocycles.
Given a 2-cocycle ω ∈ Z2(Γ,U(Z(P ))), the twisted crossed product von Neumann algebra
P ⋊α,ω Γ is a von Neumann algebra generated by a unital copy of P and unitaries (ug)g∈Γ
for which there is a faithful normal conditional expectation E : P ⋊α,ω Γ→ P and for which
the following conditions hold:
(2.15) ugxu
∗
g = αg(x), E(ug) = 0 (g 6= e), uguh = ω(g, h)ugh, x ∈ P, g, h ∈ Γ.
If, in addition, ω is normalized, then ue is the identity operator. The crossed product
is usually constructed concretely starting from a faithful representation of P , but for our
purposes all that matters is that these algebras are characterized by the first two conditions
in (2.15) and the cocycle is given by the third condition (see [7, 69] for example). The
isomorphism class of the crossed product only depends on the cohomology class of the cocycle
ω. We record these facts in the next proposition.
Proposition 2.18. Let α : Γy P be a trace-preserving action of a countable discrete group
on a finite von Neumann algebra P with a separable predual and let ω ∈ Z2(Γ,U(Z(P ))).
(i) Suppose that a finite von Neumann algebra M is generated by a unital copy of P and
unitaries (ug)g∈Γ with ue = IP and there is a faithful normal trace-preserving expectation
EMP : M → P so that the first two conditions in (2.15) hold and uguh ∈ Z(P )ugh for
10 CAMERON ET. AL.
g, h ∈ Γ (this last condition is automatic if P ′ ∩M ⊆ P ). Then M is ∗-isomorphic
to P ⋊α,ω Γ where ω is a normalized 2-cocycle given by the third condition in (2.15).
Further, an isomorphism can be found which identifies the two copies of P and maps
the unitaries ug in M to the canonical unitaries in the crossed product P ⋊α,ω Γ.
(ii) If ω, ω′ ∈ Z2(Γ,U(Z(P ))) are cohomologous, then P ⋊α,ω Γ ∼= P ⋊α,ω′ Γ.
Our focus is on crossed products M = P ⋊ Γ which are II1 factors with P
′ ∩M ⊆ P .
There are two well known sets of conditions which lead to this situation.
(1) The twisted version of Murray and von Neumann’s classical group-measure space
construction from [46]. Take P = L∞(X, µ) to be an abelian von Neumann algebra
and a free ergodic, probability measure preserving action Γ y (X, µ) inducing the
action α : Γy P . The conditions on the action ensure that P ⋊α,ω Γ is a II1 factor
and P is a maximal abelian subalgebra of the crossed product for any 2-cocycle ω.
(2) When P is a II1 factor and α : Γy P is an outer action (in the sense that αg is not
inner for g 6= e), then the crossed product P ⋊α Γ is again a II1 factor and P is an
irreducible subfactor of the crossed product, [48], for any 2-cocycle ω.
To unify these situations, say that an action α : Γ y P is properly outer if, for g ∈ Γ with
g 6= e and a nonzero projection z ∈ Z(P ) with αg(z) = z, the automorphism of Pz induced
by αg is not inner. If the fixed point algebra of the restriction of α to Z(P ) is trivial, then
we say that the action is centrally ergodic. When P is abelian, these conditions reduce to
freeness and ergodicity, while if Z(P ) = C1 they reduce to outerness. Further, it is folklore
that the resulting crossed product factors M have P ′ ∩M ⊆ P .
Proposition 2.19. Let P be a finite von Neumann algebra with a fixed faithful normal
normalized trace τP and suppose that α : Γy P is a trace preserving, centrally ergodic, and
properly outer action of a discrete group Γ. Then, for any ω ∈ Z2(Γ,U(Z(P ))), the twisted
crossed product M = P ⋊α,ω Γ is a II1 factor with P
′ ∩M ⊆ P .
We end the section by examining some aspects of bounded group cohomology. Let α : Γy
P be a properly outer, centrally ergodic, trace preserving action of a countable discrete group
on a finite von Neumann algebra with separable predual. Then α naturally induces actions
of Γ on Z(P )sa and its real Hilbert space completion L
2(Z(P ))sa. These are coefficient Γ-
modules in the language of [41], giving rise to the bounded cohomology groups H2b (Γ,Z(P )sa)
and H2b (Γ, L
2(Z(P ))sa) respectively.
When a unitary-valued 2-cocycle ω has a uniform spectral gap, then we can take a log-
arithm to obtain a bounded 2-cocycle taking values in (the additive module) Z(P )sa. The
easy lemma below collects this fact for later use.
Lemma 2.20. Suppose that α : Γ y P is a trace preserving action of a discrete group on
a finite von Neumann algebra P with a separable predual. Let ω ∈ Z2(Γ,U(Z(P ))) satisfy
supg,h∈Γ ‖ω(g, h)− IP‖ <
√
2.
(i) The expression ψ = −i log ω defines a bounded cocycle in Z2b (Γ,Z(P )sa), i.e.
(2.16) sup
g,h∈Γ
‖ψ(g, h)‖ <∞, αg(ψ(h, k))−ψ(gh, k)+ψ(g, hk)−ψ(g, h) = 0, g, h, k ∈ Γ.
(ii) If ψ = ∂φ for some φ ∈ C1(Γ,Z(P )sa), then ω = ∂ν, where ν(g) = eiφ(g) is a 1-cochain
in C1(Γ,U(Z(P ))).
(iii) Regarding ψ as a cocycle taking values in L2(Z(P ))sa, if ψ = ∂φ for some φ ∈
C1(Γ, L2(Z(P ))sa), then ω = ∂ν for ν(g) = e
iφ(g).
KADISON–KASTLER STABLE FACTORS 11
We are grateful to Nicholas Monod for explaining to us how the results of [4, 44, 42]
can be combined to show that H2b (Γ,Z(P )sa) = 0 for suitable higher rank lattices Γ. The
presentation below is based on [43].
While the module Z(P )sa is not necessarily separable as a Banach space, it is a semisep-
arable coefficient module in the sense of [42, Definition 3.11], as the canonical embedding
Z(P )sa →֒ L2(Z(P ))sa is the contragredient of L2(Z(P )sa)→ L1(Z(P )sa). We have a direct
sum decomposition of Z(P )sa = RIP ⊕ Z(P )0sa as semi-separable coefficient modules (where
Z(P )0sa = {z ∈ Z(P )sa : τP (z) = 0} and Γ acts trivially on RIP ). Thus H2b (Γ,Z(P )sa) = 0 if
and only if H2b (Γ,Z(P )
0
sa) = 0 and H
2
b (Γ,R) = 0.
Let k be a local field (for example R or a nonarchimedian local field such as a finite
extension of the p-adic numbers). Let G be a connected, almost k-simple algebraic group
over k with rank at least 2 and let Γ be a lattice in G. Burger and Monod show in [3, 4]
(see the proof of [4, Corollary 24]) that H2b (Γ,R) is isomorphic to H
2
c (G,R), the continuous
cohomology of the underlying group G (in which the cochain complex consists of jointly
continuous maps). This last group is known, and vanishes unless k = R and π1(G) is infinite.
In particular, H2b (Γ,R) = 0 when Γ = SLn(Z) with n ≥ 3. This vanishing result can be
found explicitly as [44, Theorem 1.4] which shows further that, under the same hypotheses
on Γ, H2b (Γ, E) = 0 for all separable coefficient modules E. In particular, this shows that
when α : Γ y P is a properly outer, centrally ergodic, trace preserving action of such a
group Γ on a finite von Neumann algebra P with separable predual and finite dimensional
center, then H2b (Γ,Z(P )sa) = 0.
In order to obtain vanishing results when Z(P )sa is infinite dimensional, and so nonsep-
arable as a Banach space, we need to use the results of [42] which handle semiseparable
modules. Let G =
∏
Gi(ki) be a finite product of connected, simply connected semisimple
ki-groups for local fields ki. Then, given a lattice Γ in G and a semiseparable coefficient
module V for Γ with no invariant vectors, the bounded cohomology groups H2b (Γ, V ) vanish
provided the minimal rank of each ki-almost simple factor of Gi is at least 2 for every i (see
[42, Corollary 1.8], and [42, Corollary 1.6] for the special case of a lattice in a connected,
simply connected, almost simple group). In particular, we can take V = Z(P )0sa in this result
for any centrally ergodic, properly outer trace preserving action α : Γ y P on a finite von
Neumann algebra with separable predual.
In the case of SLn(Z), the previous two paragraphs give the following result.
Theorem 2.21 (Monod). Let Γ = SLn(Z) for n ≥ 3. Then, for any properly outer centrally
ergodic trace preserving action of Γ on a finite von Neumann algebra P with separable predual,
the cohomology group H2b (Γ,Z(P )sa) vanishes.
In the case of irreducible lattices Γ in finite products G =
∏
Gi(ki) of at least 2 factors
as above, [4, Corollary 24] shows that H2b (Γ,R) = 0 when G has no hermitian factors.
Just as above, this can be combined with the results of [42] to show that the required
bounded cohomology groups vanish. For example, for n ≥ 3 and a prime p, SLn(Z[1/p])
is an irreducible lattice in SL3(R) × SL3(Qp), and so H2b (SLn(Z[1/p]),Z(P )sa) = 0 for all
properly outer, centrally ergodic, trace preserving actions SLn(Z[1/p])y P on a finite von
Neumann algebra with separable predual.
Finally, we are grateful to one of the referees for bringing the following proposition to our
attention, which enables us to achieve explicit constants in Theorem A. The proof below
uses the homogeneous complex · · · → ℓ∞(Γn, X)Γ ∂n→ ℓ∞(Γn+1, X)Γ → · · · of Γ-invariant
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functions to define H•b (Γ, X); this is isometrically isomorphic to the inhomogeous complex
used elsewhere in the paper.
Proposition 2.22. Let Γ be a countable discrete group and X a semiseparable coefficient
module. Given ψ ∈ Z2b (Γ, X), which represents the trivial class in H2b (Γ, X), there exists
φ ∈ C1b (Γ, X) with ∂φ = ψ and ‖φ‖ ≤ 6‖ψ‖.
Proof. The bounded cohomology groupsH•b (Γ, X) can be computed using the Poisson bound-
ary corresponding to a probability measure on Γ from [27]. This is a strong boundary in
the sense of [44, Definition 2.3] (this is [37] for the double ergodicity condition and [70] for
the amenability). In particular, double ergodicity ensures that the module L∞w∗,alt(B
2, X)Γ
of Γ-invariant alternating essentially bounded weak∗-measurable functions from B2 into X
vanishes (see [42, Lemma 5.5] for the easy extension to semi-separable modules).
Using the results in [41, Section 7], there exist contractive Γ-equivariant maps θn :
ℓ∞(Γn+1, X) → ℓ∞(Γn+1, X) which factor through the module L∞w∗,alt(Bn, X) such that the
diagram
(2.17) 0 // X
ε
//
idX

ℓ∞(Γ, X)
θ0

∂1
// ℓ∞(Γ2, X) ∂
2
//
θ1

ℓ∞(Γ3, X)
θ2

∂3
// · · ·
0 // X ε
// ℓ∞(Γ, X)
∂1
// ℓ∞(Γ2, X)
∂2
// ℓ∞(Γ3, X)
∂3
// · · ·
commutes (ε denotes the map including X as constant sequences). First extend idX to a
Γ-morphism using [41, Lemma 7.5.6] from the first row of (2.17) to the augmented resolution
(2.18) 0→ X ε→ L∞w∗(B,X)→ L∞w∗(B2, X)→ · · ·
(the second paragraph of the proof of [41, Theorem 7.5.3], shows how the amenability of the
boundary provides the necessary hypothesis to use [41, Lemma 7.5.6]). One obtains θ• by
following this morphism by the canonical projection L∞w∗(B
•, X)→ L∞w∗,alt(Bm, X), and the
inclusion L∞w∗,alt(B
•, X) ⊆ L∞w∗(B•, X) ⊆ ℓ∞(Γ•, X) arising from the Poisson transform.
The maps id• and θ• are homotopic by [41, Lemma 7.2.6], so there exist Γ-equivariant
bounded linear maps σn : ℓ∞(Γn+1, X)→ ℓ∞(Γn, X) such that
(2.19) idℓ∞(Γn+1,X) − θn = ∂nσn + σn+1∂n+1, n ≥ 0.
The proof of [41, Lemma 7.2.6] is inductive and can be used to obtain estimates on ‖σn‖.
One takes σ0 = 0 and then has ‖σn+1‖ ≤ ‖idℓ∞(Γ2,X) − θn − ∂nσn‖ for all n ≥ 1 so that
‖σ1‖ ≤ 2 and ‖σ2‖ ≤ ‖idℓ∞(Γn+1,X)‖+ ‖θ1‖+ 2‖σ1‖ ≤ 6.
Then, given ψ ∈ ℓ∞(Γ3, X)Γ representing a trivial class in H2b (Γ, X), write ψ = ∂2(φ˜) for
some φ˜ ∈ ℓ∞(Γ2, X)Γ. As θ1(φ˜) = 0, so θ2(ψ) = 0 as the third square in (2.17) commutes.
Then (2.19) gives ψ = ∂2σ2(ψ), and so we can take φ = σ2(ψ). 
3. Normalizers of amenable subalgebras
Normalizers were introduced by Dixmier [22] in order to distinguish maximal abelian
subalgebras (masas) up to automorphisms of the larger algebra. We will use them to study
the structure of twisted crossed products.
Definition 3.1. For an inclusion P ⊆ M of von Neumann algebras, the group N(P ⊆ M)
of normalizers of P in M consists of those unitaries u ∈M with uPu∗ = P . The subalgebra
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P is called singular if N(P ⊆ M) = U(P ) and regular if N(P ⊆ M)′′ = M . When P is a
regular maximal abelian subalgebra of a II1 factor, it is called Cartan.
Twisted crossed products provide the prototype of regular inclusions (the algebra P is
always regular in P ⋊α,ω Γ). Given a II1 factor M and a regular von Neumann subalgebra P
containing IM , a bounded homogenous orthonormal basis of normalizers (see [29, Definition
4.1]) for P ⊆ M is a family (un)n≥0 in N(P ⊆ M) such that u0 = IM , EMP (u∗iuj) = δi,jIM
for all i, j ≥ 0 and ∑∞n=0 unP is dense in L2(M). Note that the condition EMP (u∗iuj) = 0 for
i 6= j is equivalent to uiP ⊥ ujP in L2(M). Again, the prototypical behavior is found in the
twisted crossed product construction — the canonical unitaries (ug)g∈G provide a bounded
homogeneous orthornormal basis of normalizers. More generally, such a basis can always be
found when P is a Cartan masa in M [29, Lemma 4.2].
We record the following proposition regarding close normalizers from [35] in a form suitable
for later use.
Proposition 3.2. Let P ⊆ B(H) be a von Neumann algebra and suppose that u1, u2 ∈
N(P ⊆ B(H)) satisfy ‖u1 − u2‖ < 1. Then there exist unitaries v ∈ P and v′ ∈ P ′ with
u2 = u1vv
′, ‖v − IH‖ ≤
√
2‖u1 − u2‖, and ‖v′ − IH‖ ≤ (
√
2 + 1)‖u1 − u2‖.
Proof. The automorphism θ = Ad(u∗1u2) of P has ‖θ − idP‖ ≤ 2‖u1 − u2‖ < 2. By [35,
Lemma 5], there is a unitary v ∈ P with Ad(v) = θ whose spectrum is contained in the
half plane {z ∈ C : ℜ(z) ≥ 2−1 (4− ‖θ − idP‖2)1/2}. A routine computation via the spectral
radius gives ‖v − IP‖ ≤
√
2‖u1 − u2‖. Since v∗u∗1u2 ∈ P ′, we can write u2 = u1vv′ for a
unitary v′ ∈ P ′ with ‖v′ − IP ′‖ ≤ ‖v − IP‖+ ‖u1 − u2‖ ≤ (1 +
√
2)‖u1 − u2‖. 
Our main objective in this section (Lemma 3.4) is to exploit existing pertubation results
from [13, 11] to examine the normalizer structure of pairs of inclusions P ⊆ M and Q ⊆ N
with d(P,Q) and d(M,N) small. When P (and hence Q) is amenable or M (and hence N)
is finite we will transfer normalizers of P in M to normalizers of Q in N . We first record
the original embedding and perturbation results for amenable von Neumann algebras below;
they will be used both here, and also repeatedly henceforth. In part (iii) below, note that
the hypothesis of the original statement in [11, Theorem 4.1] is that d(M,N) < 1/8, but the
proof only needs the hypothesis M ⊂γ N and N ⊂γ M given here.
Theorem 3.3. (i) ([13, Theorem 4.3, Corollary 4.4]) Let P be an amenable von Neumann
subalgebra of B(H) containing IH. Suppose that B is another von Neumann subalgebra
of B(H) and P ⊂γ B for a constant γ < 1/100. Then there exists a unitary u ∈ (P∪B)′′
with uPu∗ ⊆ B, ‖IH−u‖ ≤ 150γ and ‖uxu∗−x‖ ≤ 100γ‖x‖ for x ∈ P . If, in addition,
γ < 1/101 and B ⊂γ P , then uPu∗ = B.
(ii) ([13, Corollary 4.2]) If M,N ⊆ B(H) are amenable von Neumann algebras containing
IH and M ⊂γ N for a constant γ < 1/8 then there is a unitary u ∈ (M ∪ N)′′ such
that ‖IH − u‖ ≤ 12γ and uMu∗ ⊆ N . Additionally, if N ⊂γ M then u may be chosen
to also satisfy uMu∗ = N .
(iii) ([11, Theorem 4.1]) If P and Q are unital von Neumann subalgebras of a finite von
Neumann algebra M satisfying P ⊂γ Q ⊂γ P for a constant γ < 1/8 then there is a
unitary u ∈ (P ∪Q)′′ ⊆M with ‖IM − u‖ ≤ 7γ such that uPu∗ = Q.
Lemma 3.4. Let M and N be von Neumann subalgebras of B(H) containing IH and sat-
isfying M ⊂γ N ⊂γ M for a constant γ > 0. Let P ⊆ M and Q ⊆ N be von Neumann
subalgebras satisfying P ⊂δ Q ⊂δ P for a constant δ ≥ 0.
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(i) Suppose that P and Q are amenable and that 2δ+ δ2+2
√
2γ < 1/8. Given v ∈ N(P ⊆
M), there exists v′ ∈ N(Q ⊆ N) with ‖v − v′‖ < 25δ + 25√2γ.
(ii) Suppose that M and N are finite von Neumann algebras, and that 2δ+δ2+2
√
2γ < 1/8.
Then the conclusion of (i) holds with the improved estimate ‖v − v′‖ < 15δ + 15√2γ.
(iii) Suppose that P is amenable, that γ < 1/(2
√
2) and that Q = P . Given v ∈ N(P ⊆M),
there exists v′ ∈ N(P ⊆ N) such that ‖v − v′‖ ≤ (4 + 2√2)γ.
(iv) Suppose that P and Q are amenable. Given v ∈ N(P ⊆ M) and v′ ∈ N(Q ⊆ N) with
‖v − v′‖ < 1 − 24δ, there exist unitaries u ∈ (P ∪ Q)′′, w ∈ P and w′ ∈ P ′ satisfying
‖u−IH‖ ≤ 12δ, ‖w−IH‖ < 21/2(24δ+‖v−v′‖), ‖w′−IH‖ < (21/2+1)(24δ+‖v−v′‖),
and u∗v′u = vww′.
Proof. (i)-(ii). Let v ∈ N(P ⊆ M) and choose a unitary u ∈ N with ‖u − v‖ < √2γ
by Lemma 2.12 (i). Fix x ∈ Q with ‖x‖ ≤ 1, and choose y ∈ P so that ‖x − y‖ < δ,
in which case ‖y‖ < 1 + δ. Then ‖vxv∗ − vyv∗‖ < δ and ‖uxu∗ − vxv∗‖ < 2√2γ so
‖uxu∗−vyv∗‖ < δ+2√2γ. Since vyv∗ ∈ P , there exists x1 ∈ Q with ‖vyv∗−x1‖ < δ(1+ δ),
and so ‖uxu∗−x1‖ < 2δ+δ2+2
√
2γ. This shows that uQu∗ ⊂2δ+δ2+2√2γ Q ⊂2δ+δ2+2√2γ uQu∗,
where the second near inclusion follows by applying the same argument to v∗ and u∗.
For (i) we are assuming that P and Q are amenable, so from Theorem 3.3 (ii), there
exists a unitary w ∈ N so that wuQu∗w∗ = Q and ‖IH − w‖ ≤ 12(2δ + δ2 + 2
√
2γ). Define
v′ = wu ∈ N(Q ⊆ N). Then, since δ < 1/16,
(3.1) ‖v − v′‖ = ‖v − wu‖ ≤ ‖v − u‖+ ‖IH − w‖ < 25δ + 25
√
2γ.
For (ii) we assume that M and N are finite von Neumann algebras with no restrictions on
P and Q. The counterpart of the unitary w above may now be chosen so that ‖IH − w‖ ≤
14δ+7δ2+ 14
√
2γ using Theorem 3.3 (iii), leading to the estimate ‖v− v′‖ < 15δ+ 15√2γ.
(iii). Now suppose that P is amenable and P = Q. If v ∈ N(P ⊆ M), then Lemma
2.12 (i) allows us to choose a unitary u ∈ N with ‖v − u‖ ≤ √2γ. Thus x 7→ u∗vxv∗u
defines an isomorphism φ of P into N with ‖φ(x)− x‖ ≤ 2‖u− v‖ ≤ 2√2γ < 1 for x ∈ P ,
‖x‖ ≤ 1. From [10, Theorem 4.2], there exists a unitary w ∈ N so that φ(x) = wxw∗ and
‖w − IH‖ ≤ 4γ. Define v′ = uw ∈ N(P ⊆ N). The required estimate follows from
(3.2) ‖v − v′‖ = ‖v − uw‖ = ‖w − u∗v‖ ≤ ‖w − IH‖+ ‖IH − u∗v‖ ≤ (4 +
√
2)γ.
(iv). The hypothesis carries an implicit assumption that δ < 1/24, so Theorem 3.3 (ii) allows
us to choose a unitary u ∈ (P ∪ Q)′′ with ‖u − IH‖ ≤ 12δ and uPu∗ = Q. Let u1 = u∗v′u
and u2 = v which both normalize P . Then, since ‖v − v′‖ < 1− 24δ,
(3.3) ‖u1−u2‖ ≤ ‖u∗v′u−u∗vu‖+ ‖u∗vu− v‖ < 1− 24δ+2‖u− IH‖ ≤ 1− 24δ+24δ < 1.
By Proposition 3.2 there exist unitaries w ∈ P and w′ ∈ P ′ with u1 = u2ww′, ‖w − IH‖ ≤√
2‖u1 − u2‖ and ‖w′ − IH‖ ≤ (
√
2 + 1)‖u1 − u2‖. Thus u∗v′u = vww′ with ‖w − IH‖ ≤√
2(‖v − v′‖+ 24δ) and ‖w′ − IH‖ ≤ (
√
2 + 1)(‖v − v′‖+ 24δ). 
4. Reduction to standard position
Given two close II1 factors M and N on a general Hilbert space H, our main objective in
this section is to show how we can construct close isomorphic copies of these algebras on a
new Hilbert space K so that they both act in standard position on K. Given an amenable
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subalgebra P ⊆M∩N with P ′∩M ⊆ P , by working with both algebras in standard position
we can show that P is regular in M if and only if it is regular in N (see Lemma 4.4).
Difficulties arise because the usual strategy of changing representations by amplification
and compression must be employed in a fashion compatible with both algebras. In particular,
as we do not assume that M ′ and N ′ are close on H, we must take care in compressing by
projections in M ′; these need not be close to projections in N ′. Matters are much simpler
when M ′ and N ′ are assumed to be close.
The first step is the following lemma, which improves (in the factor case for simplicity)
the technical result [17, Lemma 3.7] by removing the restriction that the commutants M ′
and N ′ are close.
Lemma 4.1. Let M and N be II1 factors acting on H with dimM(H) ≤ 1. If M ⊂γ N and
N ⊂γ M for some γ > 0, then the following hold:
(i) N ′ ⊂2(1+√2)γ M ′;
(ii) if γ < 1/22, then N ′ is finite;
(iii) if γ < 1/47, then M ′ ⊂4(1+√2)γ N ′.
Proof. (i). Since M has a cyclic vector on H, this is Proposition 2.8 (ii).
(ii). Suppose that γ < 1/22 and that N ′ is infinite. Take v ∈ N ′ with v∗v = IH and
vv∗ = e for some projection e 6= IH. Then, by part (i), there is an element w ∈ M ′ with
‖w− v‖ ≤ 2(1 +√2)γ, which implies that ‖w‖ ≤ 1+2(1 +√2)γ. Since v∗v = IH, it follows
that
‖w∗w − IH‖ = ‖w∗w − v∗v‖ ≤ ‖w∗w − w∗v‖+ ‖w∗v − v∗v‖
≤ (1 + 2(1 +
√
2)γ)2(1 +
√
2)γ + 2(1 +
√
2)γ = (2 + 2(1 +
√
2)γ)(2(1 +
√
2)γ),(4.1)
and similarly ‖ww∗ − vv∗‖ ≤ (2 + 2(1 +√2)γ)(2(1 +√2)γ). As γ < 1/22, it follows that
‖w∗w−IH‖ < 1/2 < 1 and so w∗w is invertible inM ′. SinceM ′ is II1, we can write w = u|w|,
where u is a unitary. Then ww∗ = uw∗wu∗, so ‖ww∗− IH‖ = ‖u(w∗w− IH)u∗‖ < 1/2. Thus
‖e− IH‖ ≤ ‖vv∗ − ww∗‖+ ‖ww∗ − IH‖ < 12 + 12 = 1, a contradiction.
(iii). Assume now that γ < 1/47. Since dimM ′(H) ≥ 1, there is a tracial vector η ∈ H
for M ′. Now by (i), N ′ ⊂2(1+√2)γ M ′ where 2(1 +
√
2)γ < 1, and N ′ is finite by (ii). Apply
Lemma 2.15 to this pair to obtain |τN ′(y) − 〈yη, η〉| < 4(1 +
√
2)
2
γ‖y‖ for y ∈ N ′. Let
J = {y ∈ N ′ : yη = 0}. Then J is a weakly closed left ideal in N ′ so has the form N ′p for a
projection p ∈ N ′. Since pη = 0, we obtain τN ′(p) < 4(1 +
√
2)2γ < 1/2, as γ < 1/47. Then
τN ′(IH − p) > 1/2, so p ∼ q ≤ IH − p via u ∈ U(N ′) with upu∗ = q. Define ζ = uη.
Now suppose that x ∈ N ′ satisfies xη = xζ = 0. Then x ∈ J so xp = x and x(IH−p) = 0.
Since xζ = 0, we have xuη = 0 so xu ∈ J and xu = xup. Thus, since q ≤ IH − p,
(4.2) x = xupu∗ = xq = x(IH − p)q = 0.
This proves that the pair {η, ζ} is a separating set for N ′, and so {η, ζ} is a cyclic set for N .
From Proposition 2.8 (ii), it follows that M ′ ⊂4(1+√2)γ N ′ as required. 
Our next aim is to show that if a II1 factor M acts in standard position on H, then the
same is true for any close algebra N . We initially work in the context of a distinguished
subalgebra A which is a masa in M and in N and satisfies JMAJM ⊆ N ′. In this case M ,
M ′, N and N ′ can be taken to have exactly the same tracial vector and so we can compare
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the basic construction algebras obtained from subalgebras of M ∩N ; the inclusions A ⊆M
and A ⊆ N have the same basic construction algebra 〈M, eA〉 = 〈N, eA〉.
Lemma 4.2. Let M be a II1 factor acting in standard position on a Hilbert space H with
tracial vector ξ, and let N be another II1 factor on H. Suppose that M ⊂γ N and N ⊂γ M
for some constant γ < 1/47. Suppose further that A is a masa in both M and N and
JMAJM ⊆ N ′. Then the following hold:
(i) ξ is a tracial vector for both N and N ′ so that N is also in standard position on H.
(ii) (M ∪ {eA})′′ = (JMAJM)′ = (JNAJN )′ = (N ∪ {eA})′′, where JN is the modular
conjugation operator induced from the cyclic and separating vector ξ for N and eA is
the projection onto Aξ.
Proof. (i). For each unitary u ∈ A and y ∈ N , we have
(4.3) 〈uyu∗ξ, ξ〉 = 〈yu∗ξ, u∗ξ〉 = 〈yJMuJMξ, JMuJMξ〉 = 〈yξ, ξ〉,
as JMuJM ∈ JMAJM ⊆ N ′. Since A′ ∩ N = A, the unique τN -preserving conditional
expectation ENA : N → A is given by taking ENA (y) to be the unique element of minimal norm
in co‖·‖2,τN {uyu∗ : u ∈ U(A)} [67, Lemma 3.6.5]. Then (4.3) gives 〈yξ, ξ〉 = 〈ENA (y)ξ, ξ〉 =
τM(E
N
A (y)) for y ∈ N . As γ < 2−3/2, applying Lemma 2.14 gives τM |A = τN |A. It follows
that τN (y) = τN (E
N
A (y)) = τM (E
N
A (y)) = 〈yξ, ξ〉 for y ∈ N, so ξ is tracial for N .
As γ < 1/47, Lemma 4.1 shows thatN ′ is finite and thatM ′ ⊂4(1+√2)γ N ′ andN ′ ⊂2(1+√2)γ
M ′. Since 4(1 +
√
2)γ < 1, Lemma 2.17 shows that JMAJM is a masa of N
′ as JMAJM is a
masa ofM ′. Since 4(1 +
√
2)γ < 2−3/2, applying the previous paragraph to the pair (M ′, N ′)
shows that ξ is tracial for N ′, establishing (i).
(ii). Since both M and N are in standard position with respect to the same cyclic and
separating vector ξ (though with possibly different modular conjugation operators JM and
JN), the Hilbert space projection eA from H onto Aξ used to define the basic construction
〈M, eA〉 from the inclusion A ⊆ M is the same projection used to define the basic construction
from the inclusion A ⊆ N . Now
(4.4) JMAJM ⊆ N ′ ∩ {eA}′ = (JNNJN ) ∩ {eA}′ = JNAJN ⊆ JNNJN ,
where we use eA = JNeAJN = JMeAJM and A = N ∩ {eA}′ = M ∩ {eA}′ from Properties
2.9 (i) and (ii). As we noted in the previous paragraph, JMAJM is a maximal abelian
subalgebra of N ′ = JNNJN , giving the equality JMAJM = JNAJN . Taking commutants
gives the middle inclusion (JMAJM)
′ = (JNAJN)′ of (ii). The two outermost equalities
(M ∪{eA})′′ = (JMAJM)′ and (JNAJN)′ = (N ∪{eA})′′ are the characterization of the basic
construction algebra given in [32, Proposition 3.1.5 (i)] (see Properties 2.9 (iii)). 
Next, we replace the masa A in the previous result by an amenable von Neumann subalge-
bra P ⊆M with P ′∩M ⊆ P satisfying JMPJM ⊆ N ′ and show that the basic constructions
〈M, eP 〉 and 〈N, eP 〉 are equal. It follows that P is regular in M if and only if it is regular
in N . To do this we use the following theorem of Popa ([57, Theorem 3.2]), which we quote
from [67, Theorem 12.2.4] since this records additional information which is implicit in [57].
Theorem 4.3 (Popa). Let P be a von Neumann subalgebra of a finite von Neumann algebra
M with separable predual and suppose that P ′∩M ⊆ P . If A0 is a finite dimensional abelian
*-subalgebra of P , then there exists a masa A in M such that A0 ⊆ A ⊆ P .
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Lemma 4.4. Let M be a II1 factor with separable predual acting in standard position on a
Hilbert space H with tracial vector ξ. Let N be a II1 factor on H with M ⊂γ N and N ⊂γ M
for some γ < 1/47. Suppose that P is an amenable subalgebra of M ∩N with P ′ ∩M ⊆ P
and JMPJM ⊆ N ′. Then the following statements hold.
(i) N is also in standard position on H and ξ is a tracial vector for N and N ′.
(ii) 〈M, eP 〉 = (JMPJM)′ = (JNPJN)′ = 〈N, eP 〉, where eP is the projection onto Pξ.
(iii) Suppose that P ⊆ M is a regular inclusion with a bounded homogeneous basis of nor-
malizers (un)n≥0 and (vn)n≥0 is a family of normalizers in N(P ⊆ N) with v0 = IH
and satisfying ‖vn − un‖ < 1 for all n. Then (vn)n≥0 is a bounded homogeneous basis
of normalizers for P ⊆ N and so (P ∪ {vn : n ≥ 0})′′ = N .
(iv) N(P ⊆M) generates M if and only if N(P ⊆ N) generates N .
Proof. (i). Since P is amenable and satisfies P ′∩M ⊆ P , Lemma 2.17 shows that P ′∩N ⊆ P .
By Theorem 4.3 there is a masa A in M with A ⊆ P . Then JMAJM ⊆ JMPJM ⊆ N ′. By
Lemma 2.17, A is also a masa in N . By Lemma 4.2, N is in standard position on H with
tracial vector ξ.
(ii). Arguing just as in equation (4.4) in Lemma 4.2, we have
(4.5) JMPJM ⊆ N ′ ∩ {eP}′ = (JNNJN ) ∩ {eP}′ = JNPJN .
For the reverse inclusion, given a finite dimensional abelian subalgebra A0 of P , use Theorem
4.3 to find a masa A1 in M with A0 ⊆ A1 ⊆ P . By Lemma 2.17, A1 is a masa in N . Since
JMA1JM ⊆ N ′, Lemma 4.2 (ii) gives JMA1JM = JNA1JN . Thus JNA0JN ⊆ JMA1JM ⊆
JMPJM . Fix a self-adjoint operator x ∈ P and choose a sequence (xn)∞n=1 of elements of
P which converge to x in the weak operator topology such that each W ∗(xn) is a finite
dimensional abelian von Neumann algebra. Applying the previous argument with A0 =
W ∗(xn) gives JNxnJN ∈ JMPJM , and so taking weak operator limits, JNxJN ∈ JMPJM .
This gives JNPJN ⊆ JMPJM , and hence JNPJN = JMPJM . The middle equality in (ii)
follows by taking commutants, and the outer two equalities by applying Properties 2.9 (iii).
(iii). For each n, apply Proposition 3.2 to un and vn to obtain unitaries wn ∈ P and
w′n ∈ P ′ with un = vnwnw′n. As N ⊆ 〈N, eP 〉 = 〈M, eP 〉, we have w′n ∈ P ′ ∩ 〈M, eP 〉 and
so, by Lemma 2.10, there exist unitaries zn ∈ Z(P ) with w′nξ = znξ. Thus unξ = vnwnznξ
and so we have unPξ = vnPξ. As noted in Section 3, the condition E
M
P (u
∗
mun) = 0 for
m 6= n is equivalent to umPξ ⊥ unPξ. Thus the sequence (vn)n≥0 inherits this property
and so satisfies ENP (v
∗
mvn) = δm,nI. Further,
∑∞
n=0 vnPξ is dense in H and so (vn)
∞
n=0 is a
bounded homogeneous basis of normalizers for P ⊆ N . Note that this immediately implies
that (P ∪ {vn : n ≥ 0})′′ = N . Indeed, if N0 ⊆ N is the von Neumann algebra generated by
P and (vn)n≥0, consider x ∈ N with ENN0(x) = 0. For each n ≥ 0 and b ∈ P ,
(4.6) 0 = τN (b
∗v∗nE
N
N0
(x)) = τN (E
N
N0
(b∗v∗nx)) = τN (b
∗v∗nx) = 〈xξ, vnbξ〉,
since ξ is a tracial vector for N . Since
∑∞
n=0 vnPξ is dense in H, (4.6) gives xξ = 0, and
hence x = 0 as ξ is separating for N . Thus N = N0 and P ∪ {vn : n ≥ 0} generates N .
(iv). The hypotheses of Lemma 3.4 (iii) are satisfied so given any normalizer v ∈ N(P ⊆
M), there exists u ∈ N(P ⊆ N) with ‖v − u‖ ≤ α, where α = (4 + 2√2)γ. Using 2α < 1
and arguing just as in the first paragraph of (iii), we see that uPξ = vPξ. Suppose that
N(P ⊆ M) generates M , so that H = span {uξ : u ∈ N(P ⊆M)}. Thus H = span {vξ : v ∈
N(P ⊆ N)}. Just as in the second paragraph of (iii), it then follows that N = N(P ⊆ N)′′.
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For the reverse implication, we use parts (i) and (ii) to interchange the roles of M and N .
We have already noted that P ′ ∩N ⊆ P and part (ii) shows that JNPJN = JMPJM ⊆ M ′.
Thus if N(P ⊆ N) generates N , then N(P ⊆M) generates M . 
Remark 4.5. In the special case that P is a masa inM in Lemma 4.4, it follows immediately
that P is Cartan in M if and only if it is Cartan in N . This can also be read off from
Popa’s characterization of Cartan and singular masas in terms of the structure of the basic
construction ([58, Proposition 1.4.3(i)]): a masa B in a II1 factor Q with a separable predual
is Cartan if and only if B′ ∩ 〈Q, eB〉 is generated by finite projections from 〈Q, eB〉. Thus,
once we know that the masa P satisfies 〈M, eP 〉 = 〈N, eP 〉, it follows that it is Cartan in M
if and only if it is Cartan in N .
When M and N are close II1 factors on a Hilbert space H with a cyclic vector for M ,
then the results so far show that dimM(H) = dimN (H). In the statement below, we make a
temporary assumption that M and N have a common masa.
Proposition 4.6. Suppose that M and N are II1 factors acting nondegenerately on H with
M ⊂γ N and N ⊂γ M for γ < 1/136209. Moreover, suppose that M∩N contains an abelian
von Neumann algebra A which is a masa inM . If dimM(H) ≤ 1, then dimN (H) = dimM(H).
Proof. Note that A is also a masa in N by Lemma 2.17. Suppose first that dimM(H) = 1 so
that M is in standard position on H with a tracial vector ξ for M and M ′. Since M is in
standard position, Lemma 4.1 (iii) gives JMAJM ⊆ JMMJM = M ′ ⊂4(1+√2)γ N ′. The bound
on γ ensures that 4(1 +
√
2)γ < 1/100, so we can apply Theorem 3.3 (i) to obtain a unitary
v ∈ (JMAJM ∪N ′)′′ ⊆ (JMMJM ∪N ′)′′ = (M ∩N)′ ⊆ A′ with vJMAJMv∗ ⊆ N ′ and
(4.7) ‖v − IH‖ ≤ 600(1 +
√
2)γ, d(v(JMAJM)v
∗, JMAJM) ≤ 400(1 +
√
2)γ.
Define N1 = v
∗Nv so that JMAJM ⊆ N ′1. Then (2.1) gives M ⊂γ1 N1 and N1 ⊂γ1 M where
γ1 := (1200(1+
√
2)+1)γ. Since A is a masa in N , it is also a masa in N1. The initial bound
on γ ensures that γ1 < 1/47, so we can apply Lemma 4.2 (i) to N1 to conclude that N1 is in
standard position on H. Since N1 and N are unitary conjugates, we also have dimN (H) = 1.
Now suppose that dimM(H) < 1. Choose a projection p ∈ A with τM(p) = dimM(H). We
can cut by p to obtain pMp ⊂γ pNp ⊂γ pMp. Since pMp is in standard position on pH,
the previous paragraph shows that so too is pNp. As τN (p) = τM(p) by Lemma 2.14, we see
that dimN(H) = τN(p) = τM (p) = dimM(H) as required. 
Whether it is possible to drop the cyclic vector assumption in the previous result cuts to
the heart of the (possible) difference between Kadison-Kastler stability and weak Kadison-
Kastler stability for II1 factors.
Question 4.7. Does there exist a universal constant γ0 > 0 such that whenever M,N ⊆
B(H) are II1 factors with d(M,N) < γ0, then dimM(H) = dimN(H)?
In the absence of an answer to the previous question, the next lemma is designed to handle
the situation when dimH(M) is large. It enables us to cut M by a projection e ∈ M ′ which
almost lies in N ′ such that dimMe(eH) ≤ 1, so that the previous results apply.
Lemma 4.8. Let M and N be von Neumann algebras acting nondegenerately on a Hilbert
space H with M ⊂γ N and N ⊂γ M for a constant γ > 0. Given a unit vector ζ ∈ H, there
exists a nonzero subprojection e ∈M ′ of the projection with range Mζ satisfying
(4.8) dist (e,N ′) ≤ 6(1 +
√
2)γ + 2((1 +
√
2)γ)1/2,
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and if M and N are II1 factors then e may be chosen with the additional property (T)hat
dimMe(eH) = 1/n for an integer n. Moreover, if γ satisfies γ < 1/87 then there exists a
projection f ∈ N ′ and a unitary u ∈ (M ′ ∪N ′)′′ so that ueu∗ = f and
(4.9) ‖e− f‖ ≤ 12(1 +
√
2)γ + 4((1 +
√
2)γ)1/2, ‖u− IH‖ ≤
√
2‖e− f‖.
Proof. Choose γ′ < γ which satisfies M ⊆γ′ N and N ⊆γ′ M . Fix a unit vector ζ ∈ H,
let p ∈ M ′ be the projection onto Mζ and let q ∈ N ′ be the projection onto Nζ. Given x
in the unit ball of M , choose y ∈ N with ‖x − y‖ ≤ γ′. Since p commutes with x and q
commutes with y, we have the algebraic identity (px)pqp−pqp(px) = p(x−y)qp+pq(y−x)p,
leading to the estimate ‖(px)pqp − pqp(px)‖ ≤ 2‖x − y‖ ≤ 2γ′, so ‖ad(pqp)|Mp‖ ≤ 2γ′. As
the vector ζ is cyclic for Mp acting on the Hilbert space pH, Proposition 2.8 (i) gives an
element z ∈ (Mp)′ = pM ′p satisfying ‖z − pqp‖ ≤ 2(1 +√2)γ′. Replacing z by (z + z∗)/2,
we may assume that z = z∗. Let e1 ∈ pM ′p be the spectral projection of z for the interval
[1− 2(1 +√2)γ, 1+2(1 +√2)γ′]. Then z(IpH− e1) ≤ (1− 2(1 +
√
2)γ)IpH. If e1ζ = 0 then,
since pqpζ = ζ and 〈pqpζ, ζ〉 = 1, we have a contradiction from
(4.10) 〈pqpζ, ζ〉 = 〈(pqp− z)ζ, ζ〉+ 〈z(IpH− e1)ζ, ζ〉 ≤ 2(1 +
√
2)γ′+(1−2(1 +
√
2)γ) < 1,
as γ′ < γ. Thus e1ζ 6= 0. From the functional calculus, ‖ze1 − e1‖ ≤ 2(1 +
√
2)γ, and so
(4.11) ‖e1−e1qe1‖ ≤ ‖e1−ze1‖+‖ze1−e1qe1‖ = ‖e1−ze1‖+‖e1(z−pqp)e1‖ ≤ 4(1 +
√
2)γ.
There are now two cases to consider. If M is not a II1 factor, then rename e1 as e,
omitting the next step. However, if M is a II1 factor then dimMe1(e1H) ≤ 1 since e1ζ is a
cyclic vector for Me1 on e1H. Choose an integer n so that n dimMe1(e1H) ≥ 1 and choose
a projection e ∈ e1M ′e1 so that τe1M ′e1(e) = (n dimMe1(e1H))−1. By Properties 2.11 (i),
dimMe(eH) = τe1M ′e1(e) dimMe1(e1H) = 1/n, and
(4.12) ‖e− eqe‖ = ‖e(e1 − e1qe1)e‖ ≤ ‖e1 − e1qe1‖ ≤ 4(1 +
√
2)γ
from (4.11). This shows that (4.12) is satisfied in both cases. Thus, from (4.12), ‖e(IH −
q)e‖ ≤ 4(1 +√2)γ so ‖(IH − q)e‖ ≤ (4(1 +
√
2)γ)1/2, implying ‖(IH − q)e(IH − q)‖ ≤
4(1 +
√
2)γ. Writing e = qeq + qe(IH − q) + (IH − q)eq + (IH − q)e(IH − q), we obtain the
estimate
‖e− qeq‖ ≤ ‖qe(IH − q) + (IH − q)eq‖+ 4(1 +
√
2)γ
= max{‖qe(IH − q)‖, ‖(IH − q)eq‖}+ 4(1 +
√
2)γ
≤ (4(1 +
√
2)γ)1/2 + 4(1 +
√
2)γ.(4.13)
If x is in the unit ball of N , choose y ∈ M with ‖x − y‖ ≤ γ. Noting that x commutes
with q and y commutes with both e and p, the algebraic identity
xq(qeq) = qxeq = q(x− y)eq + qyeq = q(x− y)eq + qeyq
= q(x− y)eq + qe(y − x)q + qeqxq(4.14)
gives the inequalities ‖xq(qeq) − (qeq)xq‖ ≤ 2γ and ‖ad(qeq)|Nq‖ ≤ 2γ. Since ζ is a cyclic
vector for Nq on qH, Proposition 2.8 (i) gives t ∈ (Nq)′ = qN ′q with ‖t−qeq‖ ≤ 2(1 +√2)γ,
so (4.8) is established by
(4.15) ‖e− t‖ ≤ ‖e− qeq‖+ ‖t− qeq‖ ≤ 2((1 +
√
2)γ)1/2 + 6(1 +
√
2)γ.
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Define γ1 = 2((1 +
√
2)γ)1/2 + 6(1 +
√
2)γ, and now suppose that the inequality γ < 1/87
holds, which ensures that γ1 < 1/2. Replacing t by (t + t
∗)/2 if necessary, we may assume
that t is self-adjoint. The Hausdorff distance between the spectra Sp(e) and Sp(t) is at
most ‖e − t‖ ≤ γ1 (see for example [21, Proposition 2.1]), and so Sp(t) is contained in
[−γ1, γ1] ∪ [1 − γ1, 1 + γ1]. If f denotes the spectral projection of t for the second of these
intervals, then ‖f − t‖ ≤ γ1, giving the estimate ‖e− f‖ ≤ 2γ1 < 1. Then Lemma 2.13 gives
a unitary u ∈ (M ′ ∪N ′)′′ with ‖u− IH‖ ≤
√
2‖e− f‖ and ueu∗ = f . 
Remark 4.9. Note that even in the II1 case, the methods of Lemma 4.8 do not enable us
to take τM ′(e) close to 1.
We are now in a position to combine the previous results and show that, starting with two
close II1 factors on a Hilbert space, it is possible to produce new close representations of these
factors on another Hilbert space so that both are simultaneously in standard position. This
enables us to transfer regular amenable subalgebras from one factor to its close counterpart.
The lemma below does this in a form designed for immediate use in Section 6.
Lemma 4.10. Let M and N be II1 factors with separable preduals acting nondegenerately on
the Hilbert space H and suppose that there is a positive constant γ < 1.74× 10−13 such that
M ⊂γ N and N ⊂γ M . Suppose further that there is an amenable von Neumann subalgebra
P ⊆M ∩N satisfying P ′ ∩M ⊆ P . Then there exists a Hilbert space K and faithful normal
representations π :M → B(K) and ρ : N → B(K) with the following properties:
(i) π(M), π(M)′, ρ(N) and ρ(N)′ are in standard position with common tracial vector ξ.
(ii) π(M) ⊂β ρ(N) and ρ(N) ⊂β π(M) for a constant β < 50948γ1/2 < 1/47.
(iii) If x ∈ M and y ∈ N satisfy ‖x‖, ‖y‖ ≤ 1, then ‖π(x)− ρ(y)‖ ≤ β + ‖x− y‖.
(iv) π|P = ρ|P .
(v) P ′ ∩N ⊆ P .
(vi) P is regular in M if and only if it is regular in N .
(vii) The basic construction algebras on K given by 〈π(M), eπ(P )〉 = (π(M) ∪ {eπ(P )})′′ and
〈ρ(N), eπ(P )〉 = (ρ(N) ∪ {eπ(P )})′′ are equal, where eπ(P ) is the projection onto π(P )ξ.
(viii) If P ⊆ M has a bounded homogeneous orthonormal basis of normalizers (un)n≥0 in
N(P ⊆M) and (vn)n≥0 is a sequence in N(P ⊆ N) satisfying ‖un − vn‖ < 1− β, then
(vn)n≥0 is a bounded homogeneous orthonormal basis of normalizers for P ⊆ N .
Proof. Use Popa’s Theorem (Theorem 4.3) to choose a masa A ⊆ P such that A is also a
masa in M . Write M1 = M , N1 = N , P1 = P and A1 = A. Since γ < 1/87, we can apply
Lemma 4.8 to M1 and N1 to obtain nonzero projections e ∈ M ′1 and f ∈ N ′1 and a unitary
u1 ∈ (M ′1 ∪N ′1)′′ so that M1e has a cyclic vector on eH,
(4.16) ‖u1 − IH‖ ≤
√
2‖e− f‖ ≤
√
2
(
12(1 +
√
2)γ + 4((1 +
√
2)γ)1/2
)
,
and u1eu
∗
1 = f . Moreover, we can additionally assume that dimM1e(eH) = 1/n for an
integer n. Since e ∈M ′1∩ (u∗1N1u1)′ we can compress these algebras by e. Write H2 = e(H),
M2 = M1e, N2 = (u
∗
1N1u1)e, P2 = P1e and A2 = A1e so that M2 and N2 act on H2,
P2 ⊆ M2 ∩ N2 (as u1 commutes with P1) and the near inclusions M2 ⊂γ2 N2 ⊂γ2 M2
hold, where γ2 = 2
√
2
(
12(1 +
√
2)γ + 4((1 +
√
2)γ)1/2
)
+ γ < (17.58)γ1/2. By construction
dimM2(H2) = 1/n. Now defineH3 = H2⊗Cn,M3 = (M2⊗In), P3 = (P2⊗In), A3 = (A2⊗In),
N3 = (N2 ⊗ In) and γ3 = γ2. Then M3 ⊂γ3 N3 and N3 ⊂γ3 M3, P3 ⊆ M3 ∩ N3 and
dimM3 H3 = 1 (by Properties 2.11 (i)) so that M3 is in standard position on H3.
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Consider the masa A3 ⊆ M3. As γ3 < 1/47, Lemma 4.1 (iii) gives JM3M3JM3 ⊂4(1+√2)γ3
N ′3. As 4(1 +
√
2)γ3 < 1/100, another application of Theorem 3.3 (i) provides a unitary
u3 ∈ (JM3A3JM3∪N ′3)′′ ⊆ P ′3 so that ‖IH3−u3‖ < 600(1 +
√
2)γ3 and u3(JM3A3JM3)u
∗
3 ⊆ N ′3.
Define H4 = H3, M4 =M3, P4 = P3, A4 = A3, N4 = u
∗
3N3u3, and
(4.17) γ4 = (1200(1 +
√
2) + 1)γ3 < (1200(1 +
√
2) + 1)(17.58)γ1/2 < 50948γ1/2 < 1/47.
Then JM4A4JM4 ⊆ N ′4, and P4 ⊆ M4 ∩ N4 since u3 commutes with P3. The estimate (2.1)
gives the near inclusion M4 ⊂γ4 N4 ⊂γ4 M4 and then the bound on γ4 allows us to apply
Lemma 2.17 to conclude that A4 is also a masa in N4. The hypotheses of Lemma 4.2 are
now met, from which we see that M4,M
′
4, N4 and N
′
4 have a common tracial vector.
At each stage of the proof, the various constructions have ensured that the pairs (Mk,Mk+1)
are canonically isomorphic via compressions, amplifications or unitary conjugation, while
the same is true for (Nk, Nk+1), 1 ≤ k ≤ 3. Now let K = H4 and define two isomorphisms
π : M → M4 and ρ : N → N4 as the compositions of the isomorphisms constructed above,
whereupon π(P ) = P4 ⊆ M4 ∩ N4 = π(M) ∩ ρ(N). We take β to be γ4. This establishes
parts (i) and (ii). Since all the unitaries uk used to construct the isomorphisms π and ρ
commute with the corresponding Pk, it follows directly that π|P = ρ|P , giving (iv). The
estimate of part (iii) also follows from repeated applications of the triangle inequality given
the explicit form of the π and ρ as a composition of unitary conjugations, compressions and
amplifications.
Item (v) is Lemma 2.17, while the remaining conditions follow from Lemma 4.4. Indeed
(vii) is part (ii) of Lemma 4.4, while part (iv) of Lemma 4.4 shows that π(P ) is regular
in π(M) if and only if ρ(P ) is regular in ρ(N). Since π and ρ are both faithful, condition
(vi) follows. For (viii), given (un) and (vn) as in this condition, note that the hypothesis
‖un − vn‖ < 1 − β gives ‖π(un)− ρ(vn)‖ < 1 by part (iii). Thus, as (π(un))n is a bounded
homogeneous orthonormal basis of normalizers for π(P ) ⊆ π(M), Lemma 4.4 (iii) shows
that (ρ(vn))n is a bounded homogeneous orthonormal basis of normalizers for ρ(P ) ⊆ ρ(N)
so that (vn)n has the same property for P ⊆ N . 
The procedure above enables us to transfer close II1 factors on a Hilbert space to an-
other space so that they both act in standard position. Thus, for the weakest version of the
Kadison-Kastler stability problem for II1 factors, we can assume that all factors act in stan-
dard position: we record this below. More care is required for the stronger spatial versions
of the problem. Any isomorphism between close II1 factors will be spatially implemented
on the new Hilbert space but, without a positive answer to Question 4.7, we do not know
whether this isomorphism is spatially implemented on the original Hilbert space.
Theorem 4.11. Let M and N be II1 factors with separable preduals nondegenerately rep-
resented on a Hilbert space H with M ⊂γ N and N ⊂γ M for some γ < 5.7 × 10−16.
Then there exists a Hilbert space K and faithful normal representations π : M → B(K) and
ρ : N → B(K) such that π(M), π(M)′, ρ(N) and ρ(N)′ have a common tracial vector on
K and π(M) ⊂β ρ(N) ⊂β π(M) for β = 50948× (301)1/2γ1/2 + 300γ < 8.84 × 105γ1/2. For
x ∈M and y ∈ N with ‖x‖, ‖y‖ ≤ 1, we have ‖π(x)− ρ(y)‖ ≤ β + 300γ + ‖x− y‖.
Proof. Choose a masa A in M . By Theorem 3.3 (i) there is a unitary u ∈ (A ∪ N)′′ with
‖u − IH‖ ≤ 150γ and uAu∗ ⊆ N . Consider N1 = u∗Nu, which has M ⊂γ1 N1 ⊂γ1 M ,
where γ1 = 301γ. As γ1 < 1.74 × 10−13, we can take M and N1 in Lemma 4.10 to obtain
representations π and ρ1 satisfying the properties of that lemma (with the β of that lemma
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being given by 50948× (301)1/2γ1/2). Define ρ(y) = ρ1(u∗yu). It is routine to verify that π
and ρ satisfy the required estimates. 
Since completely close II1 factors, have (completely) close commutants (Proposition 2.3),
the process of changing representations is much easier in this context. We start by noting
that completely close II1 factors always have the same coupling constant.
Proposition 4.12. LetM and N be II1 factors acting nondegenerately on a separable Hilbert
space H. If dcb(M,N) < γ < (301× 136209)−1, then dimM(H) = dimN(H).
Proof. This is obvious if both dimensions are infinite, so suppose that dimM(H) < ∞. We
have M ⊂cb,γ N and N ⊂cb,γ M and can further assume that dimM(H) ≤ 1, as otherwise we
can use Proposition 2.3 to replace M and N with M ′ and N ′ respectively.
Choose a masa A ⊆ M . Since γ < 1/100, Theorem 3.3 (i) gives a unitary u ∈ (A ∪ N)′′
so that ‖u− IH‖ ≤ 150γ, d(A, uAu∗) ≤ 100γ, and uAu∗ ⊆ N . Define N1 = u∗Nu and note
that A ⊆ M ∩N1 while d(M,N1) ≤ d(M,N) + 2‖u− IH‖ ≤ 301γ. Since 301γ < 1, Lemma
2.17 allows us to conclude that A is also a masa in N1. The hypotheses of Proposition 4.6
are now met since 301γ < 1/136209 and so dimN1(H) = dimM(H). The result follows since
dimN1(H) = dimN (H) by the unitary conjugacy of N and N1. 
Proposition 4.13. Let M be a weakly Kadison-Kastler stable II1 factor with property Γ and
separable predual. Then M is Kadison-Kastler stable.
Proof. Suppose that M ⊆ B(H) is a nondegenerate normal representation and that N ⊆
B(H) has d(M,N) small enough so that M ∼= N . Then N also has property Γ, and so
Proposition 2.4 (ii) and standard properties of dcb give dcb(M,N) ≤ 10d(M,N). If addition-
ally d(M,N) < 1/(10×301×136209), then Proposition 4.12 gives dimM(H) = dimN(H) and
so there is a spatial isomorphism between M and N [50] (see also [23, §6.4, Prop. 10]). 
Proposition 4.14. Let M and N be von Neumann algebras acting nondegenerately on a
Hilbert space H with dcb(M,N) < γ for γ < 1. Given any unital normal
∗-representation π
of M on another Hilbert space K, there exists a unital normal ∗-representation ρ of N on
K such that dcb(π(M), ρ(N)) ≤ 3γ and ρ|M∩N = π|M∩N . Further, if x ∈ M and y ∈ N are
contractions, then ‖π(x)− ρ(y)‖ ≤ 2γ + ‖x− y‖.
Proof. The general theory of normal *-representations [23, I §4 Theorem 3] allows us to
choose a set S and a projection p ∈ M ′⊗B(ℓ2(S)) so that π is unitarily equivalent to the
*-representation π1 : x 7→ (x⊗ Iℓ2(S))p of M on K1 = p(K). Identifying M and N with their
amplifications M ⊗ Iℓ2(S) and N ⊗ Iℓ2(S) respectively and, noting that M ′⊗B(ℓ2(S)) ⊂γ
N ′⊗B(ℓ2(S)) by Proposition 2.3, it follows from Lemma 2.12 (ii) that there is a projection
q ∈ N ′⊗B(ℓ2(S)) with ‖p − q‖ < 2−1/2γ. Since p, q ∈ (M ∩ N)′⊗B(ℓ2(S)), Lemma 2.13
gives a unitary u ∈ (M ∩N)′⊗B(ℓ2(S)) such that ‖u− IH⊗ℓ2(S)‖ < γ and upu∗ = q. Define
ρ1 : N → B(K1) by ρ1(x) = u∗(x⊗IH⊗ℓ2(S))u for x ∈ N . By construction ρ1|M∩N = π1|M∩N .
Further dcb(π1(M), ρ1(N)) ≤ dcb(M,N) + 2‖u− IH⊗ℓ2(S)‖ < 3γ. Pick a unitary V : K→ K1
so that π = V ∗π1V , and let ρ = V ∗ρ1V so that dcb(π(M), ρ(N)) < 3γ. For contractions
x ∈M and y ∈ N , we have ‖π(x)− ρ(y)‖ ≤ 2‖u− IH⊗ℓ2(S)‖+ ‖x− y‖. 
In the presence of complete closeness, we also obtain a more direct proof of the key
reduction result Lemma 4.10 with improved constants. Note that the constant β below is
now O(γ) as γ → 0 whereas it was O(γ1/2) in the original (c.f. Remark (1) of [5]).
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Theorem 4.15. Let M and N be II1 factors with separable preduals acting nondegenerately
on a Hilbert space H and suppose that there is a constant γ < 1/(903 × 47) such that
M ⊂cb,γ N and N ⊂cb,γ M . Suppose that P ⊆ M ∩N is an amenable von Neumann algebra
satisfying P ′ ∩M ⊆ P .. Then there exist a separable Hilbert space K and faithful normal
*-representations π : M → B(K) and ρ : N → B(K) such that:
(i) Property (i) from Lemma 4.10 is satisfied.
(ii) π(M) ⊂cb,β ρ(N) and ρ(N) ⊂cb,β π(M) where β = 903γ.
(iii) For contractions x ∈M and y ∈ N , ‖π(x)− ρ(y)‖ ≤ 903γ + ‖x− y‖.
(iv) π|P = ρ|P ;
(v) Properties (v-viii) from Lemma 4.10 are satisfied (with the value of β above).
Proof. By Proposition 4.14, take faithful representations π :M → B(K) and ρ1 : N → B(K)
which agree on P such that M1 = π(M) is in standard position on K, M1 ⊂cb,3γ ρ1(N),
ρ1(N) ⊂cb,3γ M1 and ‖π1(x)−ρ1(y)‖ ≤ 3γ whenever x ∈M and y ∈ N are contractions with
‖x− y‖ < γ. Write P1 = π1(P ) = ρ1(P ) and N1 = ρ1(N) and fix, by Popa’s theorem ([57]),
a masa A1 ⊂M1 with A1 ⊆ P1. Since M ′1 ⊂3γ N ′1 by Proposition 2.3, apply Theorem 3.3 (i)
to obtain a unitary u ∈ (JM1A1JM1 ∪N ′1)′′ so that ‖u− IK‖ < 450γ and uJM1A1JM1u∗ ⊆ N ′1.
Define ρ : N → B(K) by ρ(y) = u∗ρ1(y)u so that conditions (ii) and (iii) hold. Property
(i) from Lemma 4.10 follows from Lemma 4.2, as the estimate on γ ensures that β < 1/47.
Property (v) from Lemma 4.10 is now obtained from Lemma 2.17 while the rest follow from
Lemma 4.4 as in the proof of Lemma 4.10. 
5. McDuff factors
In this short section we show that factors sufficiently close to McDuff factors are also
McDuff, and that, after making a small unitary perturbation, it is possible to simultaneously
factorize both algebras. We use this in the proof of Theorem A, as the factors there are
McDuff. Recall that if S is a matrix subalgebra of a II1 factor N , then N ∼= (S ′ ∩ N)⊗S
and N is algebraically generated by S ′ ∩ N and S. Further, if N is generated as a von
Neumann algebra by two commuting subfactors Q1 and Q2, then N ∼= Q1⊗Q2, [47].
Lemma 5.1. Let M be a McDuff factor with a separable predual acting nondegenerately
on a Hilbert space H and write M = M0⊗R for some II1 factor M0 on H, where R is
the hyperfinite II1 factor. Suppose that N is another II1 factor on H with d(M,N) < γ <
1/602. Given an amenable subalgebra P0 of M0 with P
′
0 ∩M0 ⊆ P0, there exists a unitary
u ∈ (M ∪N)′′ with ‖u− IH‖ ≤ 150γ such that:
(i) writing R1 = uRu
∗, we have R1 ⊆ N ;
(ii) N is generated by R1 and R
′
1 ∩N , so that N ∼= (R′1 ∩N)⊗R1;
(iii) R′1 ∩N ⊆cb,(200√2+5)γ M0 and M0 ⊆cb,(200√2+5)γ R′1 ∩N ;
(iv) uP0u
∗ ⊆ R′1 ∩N .
In particular N is McDuff.
Proof. First suppose that P := (P0∪R)′′ ⊆ N and that γ < 1/2. Let S be a matrix subfactor
of R and decompose R as Q ⊗ S where Q is a subfactor of R. Then M0 ⊗ S = Q′ ∩M
and d(Q′ ∩M,Q′ ∩ N) ≤ γ by Lemma 2.16 (i). Fix y ∈ M0 ⊗ S with ‖y‖ ≤ 1 and choose
z ∈ Q′ ∩N so that ‖z‖ ≤ 1 and ‖y − z‖ ≤ γ. Since S and S ′ ∩N generate N as an algebra,
choose zi ∈ S ′ ∩ N and si ∈ S so that z =
∑k
i=1 zisi. Since y and the si’s commute with
Q, ‖y −∑ki=1 uziu∗si‖ ≤ γ for u ∈ U(Q), and hence ‖y −
∑k
i=1E
N
Q′∩N (zi)si‖ ≤ γ, where
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ENQ′∩N : N → Q′ ∩ N is the trace-preserving conditional expectation. As zi ∈ S ′ ∩ N , we
have ENQ′∩N (zi) ∈ (Q∪S)′∩N = R′∩N . Thus Q′∩M ⊆γ ((R′∩N)∪S)′′ ⊆ ((R′∩N)∪R)′′.
Now consider x ∈ N , ‖x‖ ≤ 1 and choose y ∈ M , ‖y‖ ≤ 1, so that ‖y − x‖ ≤ γ. Letting
(Sn)
∞
n=1 be an increasing sequence of matrix subalgebras which is weak
∗-dense in R, there
is a sequence of contractions (yn)
∞
n=1 with yn ∈ M0 ⊗ Sn, converging weak∗ to y. Choose
elements z˜n ∈ ((R′ ∩N) ∪R)′′ so that ‖yn − z˜n‖ ≤ γ, and let z˜ be a w∗-accumulation point.
Then ‖y− z˜‖ ≤ γ so ‖x− z˜‖ ≤ 2γ. Thus N ⊆2γ ((R′∩N)∪R)′′ ⊆ N , so N = ((R′∩N)∪R)′′
since 2γ < 1 (see [19, Proposition 2.4]). Since N is a factor generated by R′ ∩ N and R, it
follows that R′ ∩N is also a factor, whence N ∼= (R′ ∩N)⊗R, so N is McDuff.
For the general case, Theorem 3.3 (i) gives a unitary u ∈ (P ∪N)′′ with ‖u− IH‖ ≤ 150γ
and ‖uxu∗−x‖ ≤ 100γ‖x‖ for x ∈ P so that uPu∗ ⊆ N . Let N1 = u∗Nu. Then P ⊆M∩N1
and d(M,N1) ≤ 301γ. Since 301γ < 1/2, the first part applies to M and N1, showing that
N1, and hence N , is McDuff. Now Proposition 2.4 (ii) applies to give N ⊂cb,5γ M ⊂cb,5γ N .
As R1 := uRu
∗ ⊆100γ R, Lemma 2.16 (ii) gives M0 = R′ ∩M ⊆cb,200√2γ+5γ (uRu∗)′ ∩ N .
Similarly, R′1 ∩N = (uRu∗)′ ∩N ⊆cb,200√2γ+5γ R′ ∩M , and all parts of the lemma have been
established. 
Corollary 5.2. Suppose that M is a weakly Kadison-Kastler stable II1 factor. Then M ⊗R
is Kadison-Kastler stable, where R is the hyperfinite II1 factor.
Proof. If d(M ⊗R,N) < γ < 1/602, then by Lemma 5.1 we can factorize N = N0⊗R1
for some factor N0 with M ⊆cb,(200√2+5)γ N0 and N0 ⊆cb,(200√2+5)γ M . Thus if γ is small
enough, then M ∼= N0, and hence M ⊗R ∼= N , that is M ⊗R is weakly Kadison-Kastler
stable. Since M ⊗R has property Γ it is Kadison-Kastler stable by Proposition 4.13. 
6. Kadison-Kastler stable factors
We now present the main results of the paper by exhibiting classes of actions giving rise
to Kadison-Kastler stable crossed product factors. The first step is to combine our earlier
work to transfer a twisted crossed product structure from a II1 factor to nearby factors.
Recall that every 2-cocycle is cohomologous to a normalized 2-cocycle so there is no loss of
generality in only considering normalized cocycles below.
Theorem 6.1. Let α be a trace preserving, centrally ergodic, and properly outer action of
a countable discrete group Γ on a finite amenable von Neumann algebra P with separable
predual. Let ω ∈ Z2(Γ,U(Z(P ))) be a normalized 2-cocycle, let M = P ⋊α,ω Γ and take a
unital normal representation M ⊆ B(H). Let N ⊆ B(H) be a von Neumann algebra with
d(M,N) < γ < 5.77 × 10−16. Then N ∼= P ⋊α,ω′ Γ for a normalized ω′ ∈ Z2(Γ,U(Z(P )))
with
(6.1) sup
g,h∈Γ
‖ω(g, h)− ω′(g, h)‖ < 14889γ < 8.6× 10−12.
Proof. By Proposition 2.19, M is a II1 factor and P
′ ∩M ⊆ P . The bound on γ ensures
that Kadison and Kastler’s stability of type classification from [34] applies and so N is also
a II1 factor. Since γ < 1/100, Theorem 3.3 (i) provides a unitary u ∈ (P ∪ N)′′ with
‖IH − u‖ ≤ 150γ such that P ⊆ N1 := u∗Nu. Moreover, we have M ⊂γ1 N1 ⊂γ1 M ,
where γ1 = 301γ. Write (ug)g∈Γ for the canonical bounded homogeneous orthonormal basis
of normalizers for P ⊆ M implementing the action α which satisfy uguh = ω(g, h)ugh for
g, h ∈ Γ. For g ∈ Γ, we can apply Lemma 3.4 (iii) to M and N1 to obtain a normalizer
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wg ∈ N(P ⊆ N1) with ‖wg − ug‖ ≤ (4 + 2
√
2)γ1 < 1. Thus, by Proposition 3.2, wg = ugpgp
′
g
for some unitaries pg ∈ P and p′g ∈ P ′ with ‖pg − IH‖ ≤ 21/2‖wg − ug‖ ≤ 21/2(4 + 2
√
2)γ1.
Write vg = wgp
∗
g = ugp
′
g ∈ N1 so that vgxv∗g = ugxu∗g = αg(x) for all x ∈ P and we have
‖vg − ug‖ ≤ (1 +
√
2)(4 + 2
√
2)γ1 = (8 + 6
√
2)γ1 < 4963γ. Since ue = IH, we may assume
that ve = we = IH. For use in Lemma 6.7, note that if N happens to already contain P then
we can take N = N1 and u = IH, and the estimate above is replaced by
(6.2) ‖vg − ug‖ ≤ (8 + 6
√
2)γ < 16.5γ.
The bound on γ in the statement of the theorem is chosen so that γ1 < 1.74× 10−13 and
so Lemma 4.10 applies as P ′ ∩M ⊆ P . In particular P ′ ∩N1 ⊆ P , while Lemma 4.10 (viii)
and the first estimate show that (wg)g∈Γ is a bounded homogeneous orthonormal basis of
normalizers for P ⊆ N1. Then (vg)g∈Γ also has this property and so N1 is generated by P
and the normalizers (vg)g∈Γ. As we have E
N1
P (vg) = 0 for g ∈ Γ \ {e} and vgxv∗g = αg(x) for
x ∈ P , Proposition 2.18 shows that N ∼= N1 ∼= P⋊α,ω′Γ, where ω′(g, h) = vgvhv∗gh ∈ U(Z(P ))
for g, h ∈ Γ. Since we chose ve = IH, this 2-cocycle is normalized and using the estimate
‖vg − ug‖ < 4963γ three times gives
‖ω(g, h)− ω′(g, h)‖ = ‖uguhu∗gh − vgvhv∗gh‖ ≤ ‖ug − vg‖+ ‖uh − vh‖+ ‖u∗gh − v∗gh‖
< 3× 4963γ = 14889γ < 8.6× 10−12, g, h ∈ Γ,(6.3)
as required. 
We obtain weakly Kadison-Kastler stable factors whenever we can guarantee that the
uniformly close cocycles ω and ω′ in Theorem 6.1 are cohomologous. The next corollary
proves Part (1) of Theorem B, noting that if either of the comparison maps H2b (Γ,Z(P )sa)→
H2(Γ,Z(P )sa) and H
2
b (Γ, L
2(Z(P )sa))→ H2(Γ, L2(Z(P )sa)) vanishes, then the same is true
for the map in (6.4).
Corollary 6.2. Let α be a trace preserving, centrally ergodic, and properly outer action of
a countable discrete group Γ on a finite amenable von Neumann algebra P with separable
predual. Suppose that the comparison map
H2b (Γ,Z(P )sa)→ H2(Γ, L2(Z(P )sa))(6.4)
vanishes. Fix a normalized 2-cocycle ω ∈ Z2(Γ,U(Z(P ))) and letM be the II1 factor P⋊α,ωΓ,
faithfully, normally, and nondegenerately represented on a Hilbert space H. Then M ∼= N
whenever N is a von Neumann algebra on H with d(M,N) < 5.77 × 10−16, and so M is
weakly Kadison-Kastler stable.
Proof. Let M := P ⋊α,ω Γ for a normalized 2-cocycle ω and suppose that M is faithfully
normally and nondegenerately represented on H. Given another von Neumann algebra N
on H with d(M,N) < 5.77 × 10−16, we have N ∼= P ⋊α,ω′ Γ for some normalized ω′ ∈
Z2(Γ,U(Z(P ))) satisfying (6.1) by Theorem 6.1. Define a 2-cocycle ν ∈ Z2(Γ,U(Z(P ))) by
ν(g, h) = ω(g, h)ω′(g, h)∗ so that
(6.5) sup
g,h∈Γ
‖ν(g, h)− IP‖ < 8.6× 10−12 <
√
2.
By Lemma 2.20 (i), ψ := −i log ν is a bounded 2-cocycle in Z2b (Γ,Z(P )sa). As the map of
(6.4) vanishes, ψ = ∂φ for some φ ∈ C1(Γ, L2(Z(P )sa)). Then ν = ∂eiφ by Lemma 2.20 (iii),
hence ω and ω′ are cohomologous. Thus M ∼= N by Proposition 2.18 (ii). 
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In particular the previous result applies when Γ is a free group, as H2(Γ,Z(P )sa) = 0.
Corollary 6.3. Let Fr be a free group of rank r = 2, 3, . . . ,∞ and let α : Fr y P be a
trace preserving, centrally ergodic, properly outer action on a finite amenable von Neumann
algebra P with separable predual. Then P ⋊α Fr is weakly Kadison-Kastler stable.
To obtain Kadison-Kastler stable factors from Corollary 6.2, we need to impose additional
conditions using the similarity property to ensure that the isomorphism is spatially imple-
mented. The corollary below is immediate from Corollary 6.2 and Proposition 4.13 and
proves Part (2) of Theorem B.
Corollary 6.4. Let α : Γy P be a properly outer, centrally ergodic, trace preserving action
of a countable discrete group on a finite amenable von Neumann algebra P with separable
predual. Further, suppose that the comparison map of (6.4) vanishes. If the crossed product
factor P ⋊α Γ has property Γ, then it is Kadison-Kastler stable.
Taking Γ to be a free group, we obtain examples of the previous corollary when the action
additionally is not strongly ergodic (see [20, 64]), as asymptotically invariant subsets of X
([28, Lemma 1]) give rise to central sequences for L∞(X)⋊Γ. As noted in [49, Section 5] one
can construct non-strongly ergodic actions of free groups which are additionally profinite.
Corollary 6.5. Let α : Fr y (X, µ) be a free, ergodic, probability measure preserving action
which is not strongly ergodic. Then L∞(X, µ)⋊α Γ is Kadison-Kastler stable.
When Γ is not inner amenable, failure of strong ergodicity is the only way that the crossed
product factor can have property Γ ([28, Lemma 1]). As property (T) is an obstruction to
the existence of ergodic actions which fail to be strongly ergodic, we cannot obtain examples
using SLn(Z) for n ≥ 3 in this way.
Corollaries 6.2 and 5.2 imply that the tensor product of each weakly Kadison-Kastler
stable factor above with the hyperfinite II1 factor is automatically Kadison-Kastler stable.
Corollary 6.6. Let α : Γ y P be a trace preserving, centrally ergodic, and properly outer
action of a countable discrete group Γ on a finite amenable von Neumann algebra P with
separable predual. Suppose that the comparison map of (6.4) vanishes (as happens when Γ is
a free group), and write M = P ⋊α Γ. Then the II1 factor M ⊗R is Kadison-Kastler stable,
where R is the hyperfinite II1 factor.
We now turn to the situation where the bounded cohomology groupsH2b (Γ,Z(P )sa) vanish,
and we first examine the case when the crossed product factor lies in standard position. We
thank one of the referees for a significant simplification of the proof of the next lemma.
Lemma 6.7. Let α : Γ y P be a trace preserving, centrally ergodic and properly outer
action of a countable discrete group Γ on a finite amenable von Neumann algebra P with
separable predual. Suppose that H2b (Γ,Z(P )sa) = 0. Given a normalized 2-cocycle ω ∈
Z2(Γ,U(Z(P ))), write M = P ⋊α,ω Γ and suppose that M ⊆ B(K) is represented in standard
position with tracial vector ξ used to define the modular conjugation operator JM and the
orthogonal projection eP onto Pξ. Let N ⊆ B(K) be another von Neumann algebra with
M ⊆β N and N ⊆β M for β < 1/47 and such that P ⊆ N and JMPJM ⊆ N ′. Then there
exists a unitary U ∈ B(K) such that UMU∗ = N , and
(6.6) ‖U − IK‖ ≤ (170 + 114
√
2)β < 333β.
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Proof. Write (ug)g∈Γ for the canonical unitaries inM = P⋊α,ωΓ satisfying uguh = ω(g, h)ugh
for g, h ∈ Γ. Just as in the proof of Theorem 6.1 (see equation (6.2)), we can find unitaries
(vg)g∈Γ inN satisfying ‖vg−ug‖ ≤ (8+6
√
2)β such that ve = ue = IK, vgxv
∗
g = ugxu
∗
g = αg(x)
for x ∈ P and (vg)g∈Γ forms a bounded homogeneous orthonormal basis of normalizers for
P ⊆ N . By Proposition 2.18, N ∼= P ⋊α,ω′ Γ where ω′ is the normalized 2-cocycle given by
ω′(g, h) = vgvhv∗gh. Then ν(g, h) = ω(g, h)ω
′(g, h)∗ has supg,h∈Γ ‖ν(g, h)−IP‖ ≤ 3(8+6
√
2)β
following the argument of (6.3). Thus, defining ψ = −i log ν, we obtain a bounded 2-
cocycle in Z2b (Γ,Z(P )sa) by Lemma 2.20 (i) and the estimate ‖ψ‖ ≤ 2 sin−1(3(8 + 6
√
2)β/2)
follows from the relation |1 − eit| = 2| sin(t/2)| ≤ |t|. Note that 3(4 + 3√2)β < 0.53.
For 0 ≤ t ≤ 0.53, the convexity of sin−1(t) yields sin−1(t) ≤ (sin−1(0.53)/0.53))t, from
which sin−1(t) ≤ 3t/(2√2) follows by direct calculation. By hypothesis, ψ = ∂φ for some
φ ∈ C1b (Γ,Z(P )sa) and, from Proposition 2.22, we may take
(6.7) ‖φ‖ ≤ 6‖ψ‖ ≤ 12 sin−1(3(4 + 3
√
2)β) ≤ 54(4 + 3
√
2)β/
√
2 = (162 + 108
√
2)β.
Lemma 2.20 (ii) gives ν(g, h) = ei∂φ(g,h). Then |1 − eit| ≤ |t| implies ‖IP − eiφ(g)‖ ≤ (162 +
108
√
2)β, g ∈ Γ. Defining v′g = eiφ(g)vg, we have, for g ∈ Γ,
(6.8) ‖v′g − ug‖ ≤ ‖vg − ug‖+ ‖eiφ(g) − I‖ ≤ (170 + 114
√
2)β.
The unitaries (v′g)g∈Γ also satisfy v
′
gxv
′
g
∗ = αg(x) for x ∈ P and since v′gv′hv′gh∗ = ω(g, h),
it follows that N is isomorphic to P ⋊α,ω Γ = M . Further, Proposition 2.18 (i) gives an
isomorphism θ :M = P ⋊α,ω Γ→ N with θ(x) = x for x ∈ P and θ(ug) = v′g for g ∈ Γ. Now
M and N are both in standard position on K and β < 1/47 so Lemma 4.4 shows that ξ is
also a tracial vector for N and N ′. Thus we define a unitary U ∈ B(K) by U(mξ) = θ(m)ξ
for m ∈ M and it is routine that θ(m) = UmU∗ for m ∈ M . As in the proof of Lemma 4.4
(iii), ugPξ = v′gPξ for g ∈ Γ, so U leaves these subspaces invariant. Then the result follows
from (6.8) and the estimate
(6.9) ‖U − IK‖ = sup {‖(U − IK)| ugPξ ‖ : g ∈ Γ} ≤ sup {‖ug − v′g‖ : g ∈ Γ}.
The reduction procedure of Section 4 can now be used to prove Part (3) of Theorem B.
Theorem 6.8. Let α be a trace preserving, centrally ergodic and properly outer action of
a countable discrete group Γ on a finite amenable von Neumann algebra P with separable
predual. Suppose that H2b (Γ,Z(P )sa) = 0 and let M = P ⋊α,ω Γ. Then, given a faithful
unital normal representation M ⊆ B(H) and another von Neumann algebra N ⊆ B(H) with
d(M,N) < γ < 5.77× 10−16, there is a ∗-isomorphism θ : M → N with
(6.10) ‖θ(x)− x‖ < 902γ + 664× 50948× (301γ)1/2, x ∈M, ‖x‖ ≤ 1.
Proof. Take such a crossed product M . Suppose that M ⊆ B(H) is a faithful normal
nondegenerate representation and suppose that N ⊆ B(H) is another von Neumann algebra
acting nondegenerately on H with d(M,N) < γ < 5.77× 10−16. By Theorem 3.3 (i), there
is a unitary u ∈ (M ∪ N)′′ with ‖u − IH‖ ≤ 150γ and uPu∗ ⊆ N . Set N1 = u∗Nu so that
P ⊆ M ∩ N1. Then d(M,N1) ≤ 301γ. By Lemma 4.10, we can find a Hilbert space K and
faithful normal ∗-representations π : M → B(K) and ρ : N1 → B(K) so that:
(i) π(M) and ρ(N1) are in standard position on K with common tracial vector ξ for
π(M), π(M)′, ρ(N1), and ρ(N1)′;
(ii) π(M) ⊂β ρ(N1) and ρ(N1) ⊂β π(M) for some β < 50948× (301γ)1/2 < 1/47;
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(iii) Given contractions x ∈M and y ∈ N1, we have ‖π(x)− ρ(y)‖ ≤ β + ‖x− y‖;
(iv) π|P = ρ|P ;
(v) 〈π(M), eπ(P )〉 = 〈ρ(N1), eπ(P )〉, using ξ for these basic constructions.
Condition (v) ensures that, working with the modular conjugation operators induced by ξ,
we have Jπ(M)π(P )Jπ(M) = Jρ(N1)π(P )Jρ(N1) ⊆ ρ(N1)′. Then conditions (i), (ii) and (iv)
allow us to apply Lemma 6.7 to π(M) and ρ(N1) on K. Consequently there is a unitary
U ∈ π(P )′ ∩ 〈π(M), eπ(P )〉 such that Uπ(M)U∗ = ρ(N1) and ‖U − IK‖ ≤ (170 + 114
√
2)β.
Define an isomorphism θ1 : M → N1 by ρ−1 ◦ Ad(U) ◦ π. Given x ∈ M with ‖x‖ ≤ 1, fix
y ∈ N1 with ‖x− y‖ ≤ 301γ. Then ‖π(x)− ρ(y)‖ ≤ 301γ + β so that
‖θ1(x)− y‖ = ‖Uπ(x)U∗ − ρ(y)‖ ≤ 2‖U − IK‖+ ‖π(x)− ρ(y)‖
≤ (340 + 228
√
2)β + 301γ + β < 664β + 301γ.(6.11)
Let θ = Ad(u) ◦ θ1. Then, for x ∈M and y ∈ N1 as above, we have
‖θ(x)− x‖ ≤ 2‖u− IH‖+ ‖θ1(x)− y‖+ ‖y − x‖ < 902γ + 664β
< 902γ + 664× 50948× (301γ)1/2. 
The collection of groups all of whose actions satisfy the hypotheses of Theorem 6.8 contains
SLn(Z) for n ≥ 3.
Corollary 6.9. For n ≥ 3, let α : SLn(Z) y P be a centrally ergodic, properly outer
trace preserving action on a finite amenable von Neumann algebra P with separable predual.
For each ε > 0, there exists δ > 0 with the following property: given a unital normal
representation ι : P ⋊α Γ → B(H) and a II1 factor N ⊆ B(H) with d(ι(P ⋊α Γ), N) < δ,
there exists a surjective ∗-isomorphism θ : P ⋊α Γ→ N with ‖θ − ι‖ < ε.
We now turn to examples of nonamenable II1 factors which satisfy the strongest form of
the Kadison-Kastler conjecture and prove Theorem A. Such factors must inevitably have the
similarity property [5]. Due to the presence of property (T), we cannot construct crossed
product factors P ⋊α SLn(Z) for n ≥ 3 with property Γ, so we tensor these crossed product
factors with the hyperfinite II1 factor to obtain the similarity property.
Theorem 6.10. Let α : Γ y P0 be a trace preserving, centrally ergodic and properly outer
action of a countable discrete group Γ on a finite amenable von Neumann algebra P0 with
separable predual and suppose that H2b (Γ,Z(P0)sa) = 0. Let M = (P0 ⋊α Γ)⊗R, where
R denotes the hyperfinite II1 factor. If M ⊆ B(H) is a unital normal representation of
M and N ⊆ B(H) is another von Neumann algebra acting on H with d(M,N) < γ <
10−9 < (2/5)× (182722121)−1, then there exists a unitary U ∈ B(H) with UMU∗ = N and
‖U − IH‖ ≤ 646020405γ < 109γ.
In particular, M is strongly Kadison-Kastler stable.
Proof. Write M0 = P0 ⋊α Γ so that M = M0⊗R. Now suppose that M is represented as
a unital von Neumann subalgebra of B(H) and N is another von Neumann algebra on H
with d(M,N) < γ. Then γ < 1/602, so Lemma 5.1 can be applied. Thus there exists a
unitary u ∈ (M ∪N)′′ with ‖u− IH‖ ≤ 150γ such that uRu∗ ⊆ N , P0 ⊆ R′∩u∗Nu and N is
generated by the subfactors (uRu∗)′∩N and uRu∗. In particular N ∼= ((uRu∗)′∩N)⊗uRu∗
by [47] and so N is McDuff. Since M and N have property Γ, Proposition 2.4 (ii) gives the
near inclusions M ⊆cb,5γ N and N ⊆cb,5γ M .
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Write N1 = u
∗Nu and P = (P0 ∪ R)′′ so that P ⊆ N1 ∩M and N1 is generated by the
commuting algebras N0 = R
′ ∩ N1 and R on H. Since M ⊆cb,305γ N1 and N1 ⊆cb,305γ M ,
Lemma 2.16 (ii) gives M0 = R
′ ∩M ⊆cb,305γ R′ ∩ N1 and R′ ∩ N1 ⊆cb,305γ M0. Proposition
2.3 induces the near inclusions M ′ ⊆cb,305γ N ′1 and N ′1 ⊆cb,305γ M ′. By construction P0 ⊆
M0 ∩ (R′ ∩N1).
By Theorem 4.15, applied with γ1 = 305γ replacing γ (valid as 305γ < 1/(903 × 47)),
there exist representations π :M → B(K) and ρ : N1 → B(K) which agree on P such that:
(i) there is a tracial vector ξ ∈ K for π(M), π(M)′, ρ(N1) and ρ(N1)′;
(ii) Jπ(M)π(P )Jπ(M) ⊆ ρ(N1)′;
(iii) π(M) ⊆β ρ(N1) and ρ(N1) ⊆β π(M) for β = 903γ1 = 275415γ;
(iv) given contractions x ∈ M and y ∈ N1, we have ‖π(x)− ρ(y)‖ ≤ ‖x− y‖+ 903γ1.
Uniqueness of standard representations (up to spatial isomorphism) allows us to assume
that K factorizes as K1⊗K2, where K1 = π(M0 ⊗ IR)ξ and K2 = π(IM0 ⊗R)ξ and with the
following additional properties. The vector ξ factorizes as ξ1 ⊗ ξ2, π(M0) acts in standard
position on K1 with respect to ξ1 and π(R) acts in standard position onK2 with respect to ξ2.
Consequently, with respect to this factorization, π(R)′∩ (Jπ(M)π(R)Jπ(M))′ = B(K1)⊗CIK2 .
Since Jπ(M)π(R)Jπ(M) ⊆ ρ(N1)′, we have π(R)′∩ρ(N1) ⊆ π(R)′∩ (Jπ(M)RJπ(M))′ = B(K1)⊗
CIK2 and so the factorization of N1 = N0⊗R respects the decomposition of K = K1 ⊗K2.
It follows that π(M0) and ρ(N0) can be regarded as represented on K1 where ξ1 is a
tracial vector for π(M0), π(M0)
′, ρ(N0), and ρ(N0)′. Further, π(P0) ⊆ π(M0) ∩ ρ(N0) and
Jπ(M0)π(P0)Jπ(M0) ⊆ ρ(N0)′, where Jπ(M0) is the modular conjugation operator on K1 defined
with respect to ξ1. Thus Lemma 6.7 gives a unitary u0 ∈ B(K1) with u0π(M0)u∗0 = ρ(N0)
and ‖u0 − IK1‖ ≤ (170 + 114
√
2)β. Define u1 = u0 ⊗ IK2 so that u1 is a unitary on K with
u1π(M)u
∗
1 = ρ(N1) and ‖u1 − IK‖ ≤ (170 + 114
√
2)β.
Define θ = ρ−1 ◦ Ad(u1) ◦ π : M → N1. For a contraction x ∈ M , choose a contraction
y ∈ N1 with ‖x − y‖ ≤ 301γ (possible as d(M,N) < γ and ‖u − IH‖ ≤ 150γ). Estimating
in a very similar fashion to the end of the proof of Theorem 6.8 shows that
‖θ(x)− y‖ = ‖u1π(x)u∗1 − ρ(y)‖ ≤ 2‖u1 − IH‖+ ‖π(x)− ρ(y)‖
< (340 + 228
√
2)β + 301γ + β < 182721820γ.(6.12)
Thus
(6.13) ‖θ(x)− x‖ ≤ ‖θ(x)− y‖+ ‖y − x‖ ≤ 182722121γ.
By hypothesis this last quantity is less than 2/5, so Lemma 2.5 (ii) applies. Therefore, there
exists a unitary u2 on H with θ = Ad(u2) and
(6.14) ‖u2 − IH‖ ≤ 2−1/2 × 5× 182722121γ ≤ 646020255γ.
Write U = uu2 so that UMU
∗ = N . The proof is completed by the estimate
(6.15) ‖U − IH‖ ≤ ‖u2 − IH‖+ ‖u− IH‖ ≤ 646020405γ < 109γ.
Theorem A now follows immediately from Theorem 6.10 and Theorem 2.21.
Corollary 6.11. Let n ≥ 3 and Γ = SLn(Z). Given any free, ergodic, measure preserving
action α : Γy (X, µ) on a standard probability space, the II1 factor (L
∞(X, µ)⋊α Γ)⊗R is
strongly Kadison-Kastler stable.
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Remark 6.12. By combining Popa’s superrigidity results for Bernouli actions Γ y (X, µ)
of ICC groups with property (T) ([60, Theorem 0.1]) with Bowen’s entropy invariant [2]
for measure preserving actions of sofic groups and Popa’s work on uniqueness of McDuff
factorizations ([61, Theorem 5.1]), there is a continuum of pairwise nonisomorphic II1 factors
of the form (L∞(X)⋊α SL3(Z))⊗R to which the previous result applies.
Using the work in [25, 26], it is also possible to prove Kadison-Kastler stability results
for II1 factors M containing a Cartan masa A, which do not arise from the crossed product
construction, when the associated equivalence relation satisfies cohomology conditions anal-
ogous to those in Theorems A and B. Details can be found in the preprint version of this
paper on the arXiv.
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