Many problems in early vision are ill posed 1 . Edge detection is a typical example. This paper applies regularization techniques to the problem of edge detection. We derive an optimal filter for edge detection with a size controlled by the regularization parameter and compare it to the Gaussian filter. A formula relating the signal-to-noise ratio to the parameter is derived from regularization analysis, showing that the scale of the filter is a function of the signal-to-noise ratio. We also discuss the method of Generalized Cross Validation for obtaining the optimal filter scale. Finally, we use our framework to explain two perceptual phenomena: coarsely quantized images becoming recognizable by either blurring or adding noise.
Introduction
If edge detection is considered as a problem of numerical differentiation, the first step is to regularize it. Standard regularization techniques suggest the use of Gaussian-like filters before differentiation 2, 4 . In this paper, we address the important issue of how to estimate the optimal scale of the filter, that is, the amount of smoothing required by the given image data.
Framework for Edge Detection

Regularization Techniques for Ill-Posed Problems
A problem (2.1) for which the class 5 of solutions z, given A and u, is not compact (changes on the right-hand side of the equation can take u outside the set AS) is called ill-posed. 
5.
To estimate the noise we use a technique .developed by Voorhees 10 . First, the gradient of the image is computed.
A Rayleigh distribution is then fitted to the histogram of the norm of the gradient and the noise parameters are es- Coarse quantized images can be better recognized when noise is added We first discuss the perceptual phenomena of improved recognizability of coarse quantized images when noise is added 5 . Consider the image of figure 4a with 320 by 384 pixels. A coarsely quantized version of it is shown in figure  4c . The optimal filter for figure 4c, estimated as explained above, turns out to have a small scale of pixels corresponding to very low noise
The sign of the zero-crossings (figure 4d) do not easily reveal a face. Gaussian white noise with standard deviation 70 is the added to figure 4c (see figure 4e) , making recognition easier. Estimation of the optimal scale gives now a width of pixels. The corresponding zero-crossing contours reveal the face in a much better way. These results may shed some light on what the visual system may be doing. Harmon and Julesz 6 claim that for the quantized image "high frequencies introduced by quantized blocking mask the lower spatial frequencies which convey information about the face, preventing recognition".
In our framework two process determine recognizability of the face. The first process consists of the estimation of the signal-to-noise ratio The second step is to use to set the optimal for then computing an appropriate derivative and corresponding "edges". In the case of the quantized image the ratio is large. is then small, which implies that a large bandwidth channel (in the spatial-frequency domain) is selected. The zero crossings for this channels do not easily allow face recognition because they mostly capture the box outlines. For noisy quantized images the ratio is small and correspondingly is large. This imply a filter with small bandwidth. In this case the small bandwidth filter suppresses the noise and, as a side effect, also the high frequency outlines of the boxes. This explanation is not in contrast with the one given by Canny 7 or by Morrone, Burr and Ross when they claim "that added noise (more high frequencies) destroys the propensity to organize the image according to its spurious high-frequency structure, ...", but is more precise.
6.2.
Improved recognizability of coarse quantized images by blurring Blurring coarsely quantized images also improve recognition 6 .
The explanation for this second perceptual phenomena is natural in our model. Blurring is equivalent to using an effectively larger filter for edge detection. This has the effect of suppressing the spurious high frequency edges introduced by coarse quantization.*
The Method of Generalized Cross Validation and Regularization
When So/N 0 cannot be directly estimated, it is natural to consider the method of Generalized Cross Validation The GCV method states that the optimal value of A, can be obtained by minimizing the functional (here in one dimension) (7.3) where Assuming the filter to be Gaussian-like, using the optimalfilter would be computationally more expensive, equation
reduces to
The method is computationally expensive but intrinsically parallel. We have implemented it on Connection Machine. We tested this method on different images including the ones in figure 4 with various amounts of noise. The important result was the consistence of the GCV with the results obtained by a method described earlier. Slices of the image 80 pixels require 20 miliseconds for computing Using Newton's method to find the minimun, the algorithm converges after 10 intensions of Therefore the GCV method takes in this case 0.2 seconds to find the optimal a.
Conclusion
We have derived rigorously the optimal way of filtering images prior to numerical differentiation. We also obtained the precise relation between the scale of the filter and the signal-to-noise ratio of the image. Some biological implications were also considered. In particular we suggested that humans can estimate the signal-to-noise ratio in the image from which the scale is computed. Only channels channels with the appropriate spatial-frequency band are then used, the others being inhibited. In this framework it is possible to understand the perceptual phenomena of improved recognizability of coarsely quantized image when noise is added. When the signal-to-noise ratio is large, the estimated is small and the associated zerocrossings do not provide good information for recognition. When is smaller, the estimated A is larger: the zerocrossings provide then a better information for recognizing the face in the image. When the signal-to-noise ratio cannot be estimated,it is possible to use the method of Cross Validation for estimating the optimal
