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CENTRAL AFFINE CURVE FLOW ON THE PLANE
CHUU-LIAN TERNG† AND ZHIWEI WU
Dedicated to Prof. Choquet-Bruhat
Abstract. We give the following results for Pinkall’s central affine
curve flow on the plane: (i) a systematic and simple way to construct
the known higher commuting curve flows, conservation laws, and a bi-
Hamiltonian structure, (ii) Ba¨cklund transformations and a permutabil-
ity formula, (iii) infinitely many families of explicit solutions. We also
solve the Cauchy problem for periodic initial data.
1. Introduction
The group SL(2,R) acts transitively on R2\{0} by A ·y = Ay. It is noted
in [15] that given a smooth curve γ on R2 \ {0}, if det(γ, γs) never vanishes,
then there is a unique parameter x such that
det(γ, γx) = 1.
(In fact, dsdx = det(γ, γs)
−1). Taking x-derivative of det(γ, γx) = 1 gives
det(γ, γxx) = 0. Hence there is a unique smooth function q such that
γxx = qγ.
This parameter x is called the central affine arc-length parameter and q is
called the central affine curvature of γ. Note that q = det(γxx, γx).
Let
M2(I) = {γ : I → R
2 \ {0} | γ smooth curve, det(γ, γx) = 1}, (1.1)
where I is R or S1.
Note that X lies in the tangent space T (M2(I))γ of M2(I) at γ if and
only if det(X, γx) + det(γ,Xx) = 0. So X = y1γ+ y2γx lies in T (M2(I))γ if
and only if
y1 = −
(y2)x
2
.
This identifies T (M2(I))γ as C
∞(I,R). Henceforth we will use the following
notation: given ξ ∈ C∞(I,R), let ξ˜ denote the tangent vector field onM2(I)
defined by
ξ˜(γ) = −
ξx
2
γ + ξγx. (1.2)
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We call the flow onM2(I) defined by a tangent vector field ξ˜(γ) onM2(I),
γt = ξ˜(γ) = −
ξx
2
γ + ξγx,
a central affine curve flow on R2 \ {0} if ξ is a differential polynomial of
the central affine curvature q for γ (i.e., ξ is a polynomial of q and the x-
derivatives of q). Note that a central affine curve flow is invariant under
the action of SL(2,R) and translations, i.e., if γ is a solution of (1.3), c ∈
SL(2,R), and x0, t0 are real constants, then cγ and γ1(x, t) = γ(x+x0, t+t0)
are again solutions of (1.3).
Pinkall considered the following in [15] third oder central affine curve flow
on M2(I):
γt =
1
4
qxγ −
1
2
qγx, (1.3)
i.e., the flow defined by the vector field ξ˜ with ξ = − q2 . He proved in [15]
that if γ is a solution of the curve flow (1.3), then the central affine curvature
q(·, t) of γ(·, t) satisfies the KdV equation:
qt =
1
4
(qxxx − 6qqx). (1.4)
He also proved in [15] that
wγ(ξ˜, η˜) =
∮
det(ξ˜, η˜) =
1
2
∮
(ηxξ − ξxη) dx = −
∮
ξxη dx, (1.5)
is a symplectic form on the orbit space M2(S
1)/S1 and (1.3) is the Hamil-
tonian flow for
H(q) =
∮
1
2
q dx.
Here S1 acts on M2(S
1) by
(eiθ · γ)(x) = γ(x+ θ).
Chou and Qu wrote down the traveling wave solutions for the central
affine curve flow (1.3) in [5]. Calini, Ivey and Mari-Beffa studied periodic
(in x) solutions of the curve flow (1.3) whose central affine curvatures are
finite-gap solutions of the KdV equation in [3]. Higher order central affine
curve flows and conservation laws for (1.3) were given in [5], [3], [8]. A
bi-Hamiltonian structure for (1.3) was discussed in [9].
In this paper,
(1) We explain how to use soliton theory of the KdV hierarchy to give
a systematic and simple way to obtain higher commuting Hamilton-
ian flows, conservation laws, and a bi-Hamiltonian structure for the
central affine curve flow (1.3).
(2) We construct Ba¨cklund transformations and a Permutability for-
mula for the central affine curve flow (1.3). Then we use these to
construct recursively, infinitely many families of explicit solutions of
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(1.3) whose central affine curvatures are pure n-soliton solutions or
rational solutions of the KdV equation.
(3) We solve the Cauchy problem for (1.3) with initial data γ0 with
rapidly decaying central affine curvature. We also solve the periodic
Cauchy problem for (1.3).
A natural generalization of the KdV hierarchy to (n − 1) component
functions is the A
(1)
n−1-KdV hierarchy , a KdV type hierarchy constructed
by Drinfel’d and Sokolov from the affine Kac-Moody algebra A
(1)
n−1 in [7].
This inspired the study of n-dimensional central affine curve flows: It follows
from the change of variable formula that if γ is a smooth curve in Rn \ {0}
such that
det(γ, γs, . . . , γ
(n−1)
s ) > 0,
then there is a unique orientation preserving parameter x such that
det(γ, γx, . . . , γ
(n−1)
x ) ≡ 1.
Taking the x-derivative of the above equation gives
det(γ, γx, . . . , γ
(n−2)
x , γ
(n)
x ) ≡ 0.
So there exist unique smooth functions u1, . . . , un−1 such that
γ(n)x = u1γ + u2γx + · · ·+ un−1γ
(n−1)
x .
This parameter x is called the central affine arc-length parameter and ui is
called the i-th central affine curvature of γ for 1 ≤ i ≤ n − 1. It follows
from the existence and uniqueness for ordinary differential equations that
these ui form a complete set of local invariants for curves in R
n \ {0} under
the group SL(n,R). In a forthcoming paper [19], we consider the following
central affine curve flow
γt = −
2
n
un−1γ + γxx, (1.6)
on
Mn(I) = {γ : I → R
n \ {0} | det(γ, γx, . . . , γ
(n−1)
x ) = 1},
where un−1(·, t) is the (n − 1)-th central affine curvature for γ(·, t). When
n = 3, this central affine curvature flow was studied in [12] and [4]. In
the forthcoming paper [19], we (i) prove that if γ(x, t) is a solution of (1.6)
on Mn(I) then its central affine curvatures u1(·, t), . . . , un−1(·, t) satisfy the
second flow in the A
(1)
n−1-KdV hierarchy, (ii) construct for the curve flow
(1.6) higher order commuting central affine curve flows, conservation laws,
a bi-Hamiltonian structure, Ba¨cklund transformations, and (iii) obtain re-
cursively, infinitely many families of explicit solutions of (1.6).
This paper is organized as follow: In section 2, we construct a sequence
of commuting higher order central affine curve flows on R2 \ {0} and solve
the Cauchy problem. In section 3, we construct Ba¨cklund transformations
and a Permutability formula for the central affine curve flow (1.3) and then
apply these to the stationary solution of (1.3) to obtain infinitely many
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families of explicit solutions of (1.3) whose affine curvatures are pure n-
soliton solutions or rational solutions of the KdV equation. We discuss the
Hamiltonian aspsect of (1.3) in the final section.
2. Higher order commuting curve flows and Cauchy problem
The outline of this section is as follows:
(1) We review the construction of the KdV hierarchy and its Lax pair
(for detail see [1], [6], [18]).
(2) We use the Lax pairs of the KdV hierarchy to write down the known
sequence of commuting higher order central affine curve flows on
M2(I) constructed in [5], [3], [8], whose central affine curvatures
satisfy the higher flows in the KdV hierarchy.
(3) We use the solution of the Cauchy problem for the KdV equation
to solve the Cauchy problem for (1.3) with initial data γ0 ∈M2(R)
having rapidly decaying central affine curvatures. We also solve the
Cauchy problem for (1.3) with periodic initial data γ0 ∈ M2(S
1).
Let B : sl(2,R)→ Re12 denote the linear map defined by
B
((
a b
c −a
))
=
(
0 c
0 0
)
. (2.1)
Given a smooth function q : R → R, it is known (cf. [18]) that there
exists a unique
Q(q, λ) = e12λ+
∑
i≥0
Q−i(q)λ
−i
satisfying 
[
dx +
(
0 λ+ q
1 0
)
, Q(q, λ)
]
= 0,
Q(q, λ)2 = λI2.
(2.2)
Compare coefficients of λ−j of the above equation to get the following re-
cursive formulas:{
(Q−j(q))x + [e21 + qe12, Q−j(q)] = [Q−(j+1)(q), e12],
e12Q−(j+1)(q) +Q−(j+1)(q)e12 +
∑j
i=0Q−i(q)Q−(j−i)(q) = 0,
(2.3)
for all j ≥ 0. Write
Q−j(q) =
(
Aj(q) Bj(q)
Cj(q) −Aj(q)
)
.
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Compare entries of (2.3) to get
Cj+1(q) = −((Aj(q))x + qCj(q)−Bj(q)), (2.4)
Aj+1(q) =
1
2
((Bj(q))x − qAj(q), (2.5)
Aj(q) = −
1
2
(Cj(q))x. (2.6)
It follows that these Qi(q)’s can be obtained recursively and they are differ-
ential polynomials of q in x-variable. For example,
Q0(q) =
(
0 q2
1 0
)
, Q−1(q) =
1
4
(
qx qxx − 2q
2
−2q −qx
)
,
Q−2(q) =
1
8
(
1
2qxxx − 3qqx
1
4(q
(4) − 6qqxx − 7q
2
x + 2q
3)
3q2 − qxx −
1
2qxxx + 3qqx
)
,
Q−3(q) =
(
∗ ∗
− 132(q
(4) + 10q3 − 5q2x − 10qqxx) ∗
)
.
The (2j + 1)-th flow in the KdV hierarchy is
qt2j+1 = (Bj(q)− Cj+1(q))x − 2qAj(q), (2.7)
In particular, the first, third, and fifth flows are:
qt1 = qx, (2.8)
qt3 =
1
4
(qxxx − 6qqx), (2.9)
qt5 =
1
16
(∂5xq − 10 q∂
3
xq − 20(∂xq)∂xxq + 30 q
2∂xq). (2.10)
Note that the third flow (2.9) is the KdV equation.
The following two Theorems are well-known and the proofs can be found
in many places (cf. [20], [1], [18]).
Theorem 2.1. The flows in the KdV hierarchy commute.
Theorem 2.2. [Lax pair for the KdV hierarchy]
The following statements are equivalent for q ∈ C∞(R2,R):
(i) q is a solution of the (2j + 1)-th flow (2.7).
(ii) The following family of connections on the (x, t2j+1)-plane defined
by q is flat for all parameter λ ∈ C,[
∂x +
(
0 q + λ
1 0
)
, ∂t2j+1 + (Q(q, λ)λ
j)+ −B(Q−(j+1)(q))
]
= 0, (2.11)
where B is linear map defined by (2.1). We call (2.11) the Lax pair
of the solution q of the (2j + 1)-th flow in the KdV hierarchy.
(iii) Equation (2.11) holds for λ = 0, i.e.,[
∂x +
(
0 q
1 0
)
, ∂t2j+1 +Q−j(q)−B(Q−(j+1)(q))
]
= 0. (2.12)
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For example, (2.11) for the third flow (KdV) is[
∂x +
(
0 λ+ q
1 0
)
, ∂t3 +
(
1
4qx λ
2 + 12qλ+
1
4(qxx − 2q
2)
λ− q2 −
1
4qx
)]
= 0. (2.13)
Let q be a solution of (2.7), and c(λ) ∈ SL(2,C) holomorphic for λ ∈ C
satisfying c(λ¯) = c(λ). Then there exists a unique E(x, t, λ) ∈ SL(2,C)
satisfying E(x, t, λ¯) = E(x, t, λ) and
Ex = E
(
0 λ+ q
1 0
)
,
Et = E((Q(q, λ)λ
j)+ −B(Q−(j+1)(q))),
E(0, 0, λ) = c(λ).
Moreover, the solution E(x, t, λ) is holomorphic for λ ∈ C. We call E an
extended frame of the solution q of the (2j + 1)-th flow (2.7).
Next we discuss Pinkall’s result that the central affine curvature q(·, t) of
a solution of (1.3) is a solution of the KdV equation. Let γ be a solution of
(1.3) onM2(I), and g = (γ, γx). Then we have γxx = qγ and gx = g
(
0 q
1 0
)
.
Use γt =
1
4qxγ −
1
2qγx to get
(γx)t = (γt)x =
(
1
4
qxγ −
1
2
qγx
)
x
= (
1
4
qxx −
1
2
q2)γ −
1
4
qxγx.
So g = (γ, γx) ∈ SL(2,R) satisfies
gx = g
(
0 q
1 0
)
,
gt = g
(
1
4qx
1
4(qxx − 2q
2)
− q2 −
1
4qx
)
.
(2.14)
This implies that[
∂x +
(
0 q
1 0
)
, ∂t +
(
1
4qx
1
4(qxx − 2q
2)
− q2 −
1
4qx
)]
= 0.
By Theorem 2.2, q is a solution of the KdV equation. This gives Pinkall’s
result:
Proposition 2.3. ( [15]) If γ is a solution of (1.3) on M2(I), then its
central affine curvature q(·, t) of γ(·, t) is a solution of the KdV equation
(1.4).
The converse is also true when I = R:
Proposition 2.4. If q : R2 → R is a solution of the KdV equation and
c0 ∈ SL(2,R), then
(i) there is a unique g : R2 → SL(2,R) satisfies (2.14) with g(0, 0) = c0,
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(ii) γ(x, t) = g(x, t)p0 is a solution of the curve flow (1.3) with central
affine curvature q, where p0 = (1, 0)
t.
Proof. Statement (i) follows from properties of the Lax pair. Let γ and v
denote the first and the second column of g respectively. Then the first
equation of (2.14) implies that γx = v and vx = qγ. So γxx = qγ. Since
g = (γ, γx) ∈ SL(2,R), x is the central affine arc-length for the curve γ(·, t)
and q is its central affine curvature. The second equation of (2.14) implies
that γt =
1
4qxγ −
1
2qγx. 
If g0 is the solution of (2.14) with g0(0, 0) = I2, then given c ∈ SL(2,R)
the solution g of (2.14) with g(0, 0) = c is cg0. So it follows from Proposition
2.4 that we have
Corollary 2.5. Let Ψ : M2(I) → C
∞(I,R) be the map defined by Ψ(γ) =
the central affine curvature of γ. Then Ψ(γ1) = Ψ(γ2) if and only if there is
a constant c ∈ SL(2,R) such that γ2 = cγ1.
We define the holonomy map next:
Definition 2.6. Given q ∈ C∞(S1,R), The holonomy map Π is the map
from C∞(S1,R) to SL(2,R) defined by Π(q) = the holonomy of the connec-
tion ddx +
(
0 q
1 0
)
, i.e., Π(q) = g(2pi), where g is the solution ofg
−1gx =
(
0 q
1 0
)
,
g(0) = I2.
Corollary 2.7. Let Ψ :M2(S
1)→ C∞(S1,R) be as in Corollary 2.5 and Π
the holonomy map defined above. Then Ψ induces a bijection from the orbit
space M2(S
1)/SL(2,R) onto
C∞I (S
1,R) = {q ∈ C∞(S1,R) | Π(q) = I2}.
Next we write down Commuting higher order central affine curve flows
for (1.3). Recall that Y (γ) = y1γ + y2γx is a tangent vector field on M2(I)
if and only if y1 = −
1
2(y2)x, and we use y˜1 to denote this vector field. So it
follows from (2.6) that Aj(q)γ + Cj(q)γx is tangent to M2(I) at γ and
γt2j+1 = Aj(q)γ +Cj(q)γx = −
1
2
(Cj(q))xγ + Cj(q)γx (2.15)
is a central affine curve flow on M2(I) of order 2j + 1, where Q−j(q) =(
Aj(q) Bj(q)
Cj(q) −Aj(q)
)
is the coefficient of λ−j of the solution Q(q, λ) of (2.2).
We call this the (2j+1)-th central affine curve flow onM2(I). For example,
the first, third, and fifth (i.e., j = 0, 1, 2) central affine curve flow on M2(I)
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is
γt1 = γx,
γt3 =
1
4
qxγ −
1
2
qγx,
γt5 =
1
16
(qxxx − 6qqx)γ +
1
8
(3q2 − qxx)γx
Note that the third central affine curve flow is the curve flow (1.3).
The same proof of Proposition 2.3 implies that if γ is a solution of the
central affine curve flow (2.15) then its affine curvature q(·, t) is a solution of
(2j + 1)-th flow (2.7). Analogous result as Proposition 2.4 for these higher
order central affine curve flow can be proved in a similar manner. Since
the flows in the KdV hierarchy commute, these central affine curve flows
commute. Hence we get the following result proved in [5], [3], and [8]:
Proposition 2.8. Let Ψ denote the map defined in Corollary 2.5. Then Ψ
maps the central affine curve flow (2.15) to the (2j +1)-th flow (2.7) in the
KdV hierarchy for all j ≥ 0. Moreover,
(1) if q is a solution of the (2j + 1)-th flow of the KdV equation and
g : R2 → SL(2,R) a solution of g−1gx =
(
0 q
1 0
)
, then γ = g
(
1
0
)
is a solution of (2.15),
(2) these flows (2.15) for all j ≥ 0 commute.
We will discuss Cauchy problems for the central affine curve flow (1.3) in
the rest of this section. First recall that the Cauchy problem for the KdV
equation is solved for two classes of initial data q0 ([11], [13]):
(1) q0 ∈ S(R,R), i.e., q0 is smooth and rapidly decaying,
(2) q0 ∈ C
∞(S1,R).
Use Proposition 2.4 and the solutions to the Cauchy problem for the KdV
equation with initial data q0 ∈ S(R,R) to get
Theorem 2.9. [Cauchy problem on the line]
Suppose γ0 ∈ M2(R) has rapidly decaying central affine curvature q0, and
q(x, t) the solution of the KdV equation with initial data q(x, 0) = q0(x). Let
g : R2 → SL(2,R) denote the solution of (2.14) with g(0, 0) = (γ0(0), (γ0)x(0)).
Then γ(x, t) = g(x, t)(1, 0)t is the solution of (1.3) with γ(x, 0) = γ0(x).
Moreover, the central affine curvatures of γ(·, t) are also rapidly decaying.
If q(x, t) is a solution of the KdV equation such that q is periodic in x
with period 2pi and g is a solution of (2.14), then by Proposition 2.4, g(1, 0)t
is a solution of (1.3). Although q is periodic in x, the solution g of the linear
system (2.14) may not be periodic in x. We prove below that if g(·, 0) is
periodic then g(·, t) is periodic.
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Theorem 2.10. [Cauchy Problem with periodic initial data]
Suppose q0 is the central affine curvature of γ0 ∈ M2(S
1) and q(x, t) is
the solution of the KdV equation periodic in x such that q(x, 0) = q0(x).
Let g : R2 → SL(2,R) be the solution of (2.14) with initial data g(0, 0) =
(γ0(0), (γ0)x(0)). Then γ(x, t) = g(x, t)(1, 0)
t is a solution of (1.3) with
initial data γ(x, 0) = γ0(x) and γ(x, t) is periodic in x with period 2pi.
Proof. Both g(x, 0) and (γ0, (γ0)x) satisfy gx = g
(
0 q
1 0
)
with the same
initial data. So by the uniqueness for ordinary differential equations we
have g(·, 0) = (γ0, (γ0)x). It follows from Proposition 2.4 that γ(x, t) =
g(x, t)(1, 0)t is a solution of the curve flow (1.3) with initial data γ(x, 0) =
γ0(x). It remains to prove that γ is periodic in x.
Since γ0 is periodic with period 2pi, g(x, 0) = (γ0(x), (γ0)x(x)) is periodic
in x. Hence g(2pi, 0) − g(0, 0) = 0. We claim that
y(t) = g(2pi, t) − g(0, t)
is identically zero. To see this, first recall that
Q−1(q) =
1
4
(
qx qxx − 2q
2
−2q −qx
)
.
Since q is periodic in x, so is Q−1(q). Compute directly to get
yt = gt(2pi, t)− gt(0, t)
= (gQ−1(q))(2pi, t) − (gQ−1(q)))(0, t) = (g(2pi, t) − g(0, t))Q−1(q)((0, t)
= yQ−1(q)(0, t).
Since y ≡ 0 is a solution of yt = yQ−1(q)(0, t) with y(0) = 0. But
y(0) = g(2pi, 0)− g(0, 0) = 0. So it follows from the uniqueness for ordinary
differential equations that y is identically zero. 
3. Ba¨cklund transformations
We construct Ba¨cklund transformations and a Permutability formula for
the central affine curve flow (1.3). Then we apply these transformations
to the stationary solutions of (1.3) to construct recursively, infinitely many
families of explicit solutions of (1.3).
Ba¨cklund transformations for the KdV equation were given in several
places (cf. [2], [16], [17]). The one we will use to construct Ba¨cklund trans-
formations for the central affine curve flow (1.3) is given in [17]. These
transformations were constructed using the Lax pair for the KdV equation
constructed in [1]:[
∂x +
(
z q
1 −z
)
, ∂t3 +
(
z3 − qz2 +
qx
4 qz
2 − qx2 +
qxxx−2q2
4
z2 − q2 −z
3 + qz2 −
qx
4
)]
= 0. (3.1)
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This Lax pair is gauge equivalent to the Lax pair (2.13) with λ = z2 by
φ(z) =
(
1 z
0 1
)
,
i.e.,
φ(z)
[
∂x +
(
0 z2 + q
1 0
)
, ∂t3 +
(
qx
4 z
4 + qz
2
2 +
qxx−2q2
4
z2 − q2 −
qx
4
)]
φ(z)−1
is equal to the left hand side of (3.1). Hence E(x, t, λ) is an extended frame
for the Lax pair (2.13) if and only if
F (x, t, z) = φ(z)E(x, t, z2)φ(z)−1
is an extended frame for the Lax pair (3.1) in z-parameter.
Next we use this conjugation to state results for Ba¨cklund transformations
in [17]. Given real constants k, ξ, we call
rξ,k(λ) =
(
ξ ξ2 − k2 + λ
1 ξ
)
(3.2)
a simple factor. A direct computation implies that
r−1ξ,k(λ) =
r−ξ,k(λ)
λ− k2
.
Note that det(rξ,k(λ)) = k
2 − λ, hence rξ,k(λ) has a zero at λ = k
2.
Theorem 3.1. ([17]) Let q be a solution of the KdV equation, E(x, t, λ) an
extended frame of the Lax pair (2.13), and k, ξ real constants. Set(
y1(x, t)
y2(x, t)
)
= E(x, t, k2)−1
(
−ξ
1
)
,
ξ˜(x, t) = −
y1(x, t)
y2(x, t)
.
If y2 does not vanish in an open subset O ⊂ R
2, then
rξ,k ∗ q := −q + 2(ξ˜
2(x, t) − k2)
is a solution of the KdV equation defined on O. Moreover,
E˜(x, t, λ) =
rξ,k(λ)E(x, t, λ)r−ξ˜(x,t),k(λ)
λ− k2
(3.3)
is holomorphic for z ∈ C and is an extended frame of rξ,k ∗ q.
Remark 3.2. For k 6= 0, to prove E˜(x, t, z) defined by (3.3) is holomorphic
for all λ ∈ C, it suffices to show that the residues of E˜ at λ = k2 are zero.
For k = 0, we check that the constant coefficient of rξ,0(λ)E(x, t, λ)r−ξ˜,0(λ)
as a power series in λ is zero. Hence
E˜(x, t, λ) = λ−1rξ,0(λ)E(x, t, λ)r−ξ˜,0(λ)
is holomorphic for z ∈ C.
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Let E be an extended frame of a solution q of the KdV equation. Assume
that E˜ is of the form (3.3) and require that E˜−1 dE˜ equals to the Lax pair
of some solution q˜. This gives a system of compatible non-linear ODEs for
ξ˜:
Theorem 3.3. ([17]) Let k ∈ R be a constant, and q : R2 → R a smooth
function. Then the following first order system for A is solvable if and only
if q is a solution of the KdV equation:
(BT )q,k
{
Ax = q −A
2 + k2,
At =
qxx−2q2
4 −
qx
2 A+
q(A2+k2)
2 − k
2(A2 − k2).
Moreover, if q is a solution of the KdV equation and A the solution of
(BT )q,k with A(0, 0) = ξ, then A = ξ˜ and
rξ,k ∗ q := −q + 2(ξ˜
2 − k2)
is a solution of the KdV equation, where ξ˜ is defined in Theorem 3.1.
Remark 3.4. To construct Ba¨cklund transformations for a given solution q
of the KdV equation, we can either solve E from the following linear system
Ex = E
(
0 k2 + q
1 0
)
,
Et = E
(
1
4qx k
4 + 12k
2q + 14(qxx − 2q
2)
k2 − 12q −
1
4qx
)
,
for constant parameter k2 or solve the non-linear system (BT )q,k.
Permutability Theorem for the KdV hierarchy follows from a relation
among simple factors pξ,k’s:
Proposition 3.5. ([17]) Let ξ1 6= ξ2, k1 6= k2 be real constants, η1 = −ξ2 +
k21−k
2
2
ξ1−ξ2
, η2 = −ξ1+
k21−k
2
2
ξ1−ξ2
, and rξ,k be defined as in (3.2). Then rη2,k2rξ1,k1 =
rη1,k1rξ2,k2.
Theorem 3.6. [Permutability] ([17])
Let ξ1, ξ2, k1, k2, η1, η2 be real constants as in Proposition 3.5. Let E be an ex-
tended frame of the solution q of the KdV equation, (y1i, y2i)
t = E(x, t, k2i )
−1(−ξi, 1)
t,
ξ˜i = −(y1i/y2i), and
qi = rξi,ki ∗ q = −q + 2(ξ˜
2
i − k
2
i ),
for i = 1, 2. Set
ξ˜12 = −ξ˜1 +
k21 − k
2
2
ξ˜1 − ξ˜2
, (3.4)
E12(x, t, λ) =
rη2,k2(λ)rξ1,k1(λ)E(x, t, λ)r−ξ˜1 ,k1(λ)r−ξ˜12,k2(λ)
(λ− k21)(λ− k
2
2)
, (3.5)
q12 = −q1 + 2(ξ˜
2
12 − k
2
2). (3.6)
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Then
(1) q12 = rη2,k2 ∗ (rξ1,k1 ∗ q) = rη1,k1 ∗ (rξ2,k2 ∗ q) is a solution of the KdV
equation,
(2) E12 is an extended frame for q12,
(3) ξ˜12 is the solution of (BT)q1,k2 with initial data η2 and is also the
solution of (BT)q2,k1 with initial data η1.
As a consequence of Proposition 2.3, Proposition 2.4, and Theorem 3.1
we obtain:
Theorem 3.7. [BT for central affine curve flow (1.3) with k 6= 0]
Let γ be a solution for (1.3) with central affine curvature q, and E(x, t, λ)
the extended frame for q for the Lax pair (2.13) with E(0, 0, 0) = (γ, γx) at
(0, 0). Given k, ξ ∈ R with k 6= 0, let(
y1(x, t)
y2(x, t)
)
:= E(x, t, k2)−1
(
−ξ
1
)
.
Suppose y2(x, t) 6= 0. Set ξ˜ = −
y1
y2
. Then
γ˜ =
1
k
(ξ˜γ − γx)
is a solution of (1.3) with central affine curvature q˜ = rξ,k ∗ q = −q+2(ξ˜
2−
k2). Moreover,
E˜(x, t, λ) =
rξ,k(λ)E(x, t, λ)r−ξ˜(x,t),k(λ)
λ− k2
is an extended frame for q˜, where rk,ξ(λ) =
(
ξ ξ2 − k2 + λ
1 ξ
)
.
Proof. Since both E(x, t, 0) and (γ, γx) are solutions of (2.14) with the same
initial data at (0, 0), we have E(·, ·, 0) = (γ, γx). By Theorem 3.1,
E˜(x, t, λ) =
rξ,k(λ)E(x, t, λ)r−ξ˜(x,t),k(λ)
λ− k2
is an extended frame for the new solution q˜. By Proposition 2.4, the first
column of E˜(x, t, 0) is a solution of the curve flow (1.3) with q˜ as its central
affine curvature. Hence
E˜(x, t, 0)
(
1
0
)
= −
1
k2
rξ,k(0)E(x, t, 0)r−ξ˜ ,k(0)
(
1
0
)
is a solution of (1.3). But 1
k
rξ,k(0) =
1
k
(
ξ ξ2 − k2
1 ξ
)
is a constant in
SL(2,R). So
γ˜ = −
1
k
E(x, t, 0)r
−ξ˜,k
(0)
(
1
0
)
= −
1
k
(γ, γx)
(
−ξ˜
1
)
is a solution of (1.3). 
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Theorem 3.8. [BT for (1.3) with k = 0]
Let γ be a solution of the flow (1.3), q its central affine curvature, and E
an extended frame for q such that E(0, 0, 0) = (γ, γx) at (0, 0). Write
E(x, t, λ) = E0(x, t) + E1(x, t)λ+ E2(x, t)λ
2 + · · · .
Let ξ ∈ R be a constant, and
ξ˜ :=
(1, ξ)γx
(1, ξ)γ
. (3.7)
Here γ, γx are column vectors. Then E0(x, t) = E(x, t, 0) = (γ, γx) and
γ˜ = e12(−ξ˜γ + γx) +
(
−ξ˜ ξ˜2 − k2
1 −ξ˜
)
E1(x, t)
(
−ξ˜
1
)
(3.8)
is a solution of (1.3) with central affine curvature q˜ = rξ,0 ∗ q = −q + 2ξ˜
2.
Moreover,
E˜(x, t, λ) = λ−1rξ,0(λ)E(x, t, λ)r−ξ˜(x,t),0(λ)
is an extended frame for q˜.
Proof. Since E(·, ·, 0) and g = (γ, γx) are solutions of the linear system
(2.14) with the same initial condition, we have E(x, t, 0) = (γ, γx). A simple
computation implies that(
y1
y2
)
= E(x, t, 0)−1
(
−ξ
1
)
= (γ, γx)
−1
(
−ξ
1
)
=
(
−(1, ξ)γx
(1, ξ)γ
)
.
Hence ξ˜ defined in Theorem 3.1 is given by (3.7).
By Theorem 3.1, E˜(x, t, λ) is an extended frame for the new solution
q˜. To compute E˜(x, t, 0) we only need to compute the coefficient of λ of
rξ,k(λ)E(x, t, λ)r−ξ˜(x,t),k(λ). So we get
E˜(x, t, 0) = e12E0r−ξ˜,0(0) + rξ,0(0)E0e12 + rξ,0(0)E1r−ξ˜,0(0). (3.9)
By Proposition 2.4, the first column of E˜(x, t, 0) is a solution of (1.3) with
q˜ as its central affine curvature. 
As a consequence of Permutability Theorem 3.6, we have
Theorem 3.9. [Permutability for (1.3)]
Let γ be a solution of (1.3) with central affine curvature q, and E the ex-
tended frame for q with E(x, t, 0) = (γ, γx). Let ki, ξi, ξ˜i be as in Theorem
3.6, k1k2 6= 0, and γi =
1
ki
(ξ˜iγ − γx) for i = 1, 2. Then
γ12 =
1
k2
(ξ˜12γ1 − (γ1)x) (3.10)
is a solution of (1.3) with central affine curvature q12 = q − 2(ξ˜
2
1 − k
2
1) +
2(ξ˜212 − k
2
2), where ξ˜12 = −ξ˜1 + (k
2
1 − k
2
2)(ξ˜1 − ξ˜2)
−1.
14 CHUU-LIAN TERNG† AND ZHIWEI WU
Example 3.10. Explicit solutions
We apply Ba¨cklund transformation (BT) ( Theorem 3.7) to the stationary
solution γ(x, t) = (1, x)t to get explicit solutions of (1.3), whose central affine
curvatures are pure 1-soliton solutions. Then we apply BT again to obtain
explicit solutions of (1.3) whose central affine curvature are pure 2-soliton
solutions of the KdV equation.
First note that
E(x, t, λ) =
(
cosh(zx+ z3t) z sinh(zx+ z3t)
z−1 sinh(zx+ z3t) cosh(zx+ z3t)
)
(3.11)
is an extended frame for the trivial solution q = 0 of the KdV equation with
λ = z2 and
γ(x, t) = E(x, t, 0)
(
1
0
)
=
(
1
x
)
.
We apply BT to the stationary solution with k 6= 0 and ξ = 0 to γ. Then
we get
γ˜ =
(
tanh(kx+ k3t)
x tanh(kx+ k3t)− 1
k
)
is a solution of (1.3) with central affine curvature
q˜ = −2k2sech2(kx+ k3t).
First we use Permutability formula to write down more explicit solutions
of (1.3). Apply BT to the stationary solution with ξ = 0 and real k1, k2 to
get two 1-soliton solutions:
ξ˜i = ki tanh(kix+ k
3
i t),
γi =
(
tanh(kix+ k
3
i t)
x tanh(kix+ k
3
i t)−
1
ki
)
,
with central affine curvature
qi = −2k
2
i sech
2(kix+ kit)
for i = 1, 2. Then we apply the Permutability formula (3.10) to get the
solution
γ12 =
1
k2
(ξ˜12γ1 − (γ1)x)
of (1.3) with central affine curvature
q12 = 2k
2
1sech
2(k1x+ k
3
1t) + 2(ξ˜
2
12 − k
2
2),
where
ξ˜12 = −k1 tanh(m1) +
(k21 − k
2
2)(cosh(m1 +m1) + cosh(m1 −m2))
(k1 − k2) sinh(m1 +m2) + (k1 + k2) sinh(m1 −m2)
.
Note that in general, q12 and γ12 have singularities.
Next we apply BT to γ1 to get new smooth solutions. Note that
E1(x, t, λ) =
1
λ2 − k21
(
0 λ− k21
1 0
)
E(x, t, λ)
(
−ξ˜ λ− k21 + ξ˜
2
1 −ξ˜
)
(3.12)
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is an extended frame for q1. Apply BT to γ1 with k2 6= 0 and ξ2 = 0 to get(
y11
y12
)
= E(x, t, k2)
−1
(
0
1
)
=
(
ξ˜1 cosh(k2x+ k
3
2t)− k
−1
2 (ξ˜
2
1 + k
2
2 − k
2
1) sinh(k2x+ k
3
2t)
cosh(k2x+ k
3
2t)− k
−1
2 ξ˜1 sinh(k2x+ k
3
2t)
)
,
where ξ˜1 = k1 tanh(k1x+ k
3
1t). Let
m1 = k1x+ k
3
1t, m2 = k2x+ k
3
2t.
Then we have
γ˜12 = −
 ξ˜1ξ˜12+ξ˜21−k21k21
x(ξ˜1ξ˜12+ξ˜21−k
2
1)−ξ˜12−ξ˜1
k2
2
 .
is a solution of (1.3) with central affine curvature
q12 = −q1 + 2(ξ˜
2
12 − k
2
2),
where
ξ˜12 = −2
k1k2 sinhm1 coshm1 coshm2 − k
2
2 sinhm2 cosh
2m1 + k
2
1 sinhm2
coshm1((k2 − k1) cosh(m1 +m2) + (k1 + k2) cosh(m1 −m2))
.
Note that if k2 > k1 > 0, then ξ˜12 is smooth on R
2. Hence γ12 is smooth on
R2 with smooth 2-soliton soluiton q12 as central affine curvature.
4. Bi-Hamiltonian structure
In this section, we first give a brief review of the bi-Hamiltonian structure
of the KdV hierarchy (cf. [14], [10], and [6]) including the sequence of
Poisson structures { , }2j+1 of order 2j + 1. Then we use the pull back of
{ , }2j+1 to get a sequence of compatible Poisson brackets of order 2j − 5 on
M(S1) via the map Ψ :M2(S
1)→ C∞(S1,R) defined in Corollary 2.5. We
note that the pull back of { , }5 and { , }3 on M(S
1) give rise to the pre-
symplectic forms wˆ5 and wˆ3 given by Pinkall in [15] and Fujioka and Kurose
in [9] respectively. Moreover, wˆ3 is a symplectic form on M(S
1)/SL(2,R),
and wˆ5 is a symplectic form on M(S
1)/S1.
The gradient of a functional H : C∞(S1,R) → R with repect to the L2
inner product is defined by
dHq(v) = 〈∇H(q), v〉 =
∮
(∇H(q))v dx.
A Poisson operator on C∞(S1,R) is a collection of linear skew-adjoint op-
erators Lq on C
∞(S1,R) for q ∈ C∞(S1,R) such that
{F1, F2}(q) = −
∮
Lq(∇F1(q))F2(q) dx
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defines a Poisson structure on C∞(S1,R). The Hamiltonian equation for
H : C∞(S1,R)→ R with respect to { , } is
qt = Lq(∇H(q)).
The following results concerning the bi-Hamiltonian structure of the KdV
hierarchy are known:
(i) For q ∈ C∞(S1,R), let
(L1)q(v) = vx, (4.1)
(L3)q(v) =
1
4
(vxxx − 4qvx − 2qxv). (4.2)
Then L1, L3 are Poisson operators on C
∞(S1,R). We let { , }1 and { , }3
denote the Poisson structures defined by L1 and L3 respectively.
(ii) Let H2j+1 : C
∞(S1,R)→ R denote the functional defined by
H2j+1(q) =
4
2j + 1
∮
C−(j+1)(q) dx, (4.3)
where Qi(q) =
(
Ai(q) Bi(q)
Ci(q) −Ai(q)
)
is defined in section 2. For example,
H1(q) = −2
∮
q dx,
H3(q) =
1
2
∮
q2 dx,
H5(q) = −
1
8
∮
(qx)
2 + 2q3 dx.
Then the (2j + 1)-th flow (2.7) is the Hamiltonian flow for H2j+1 (H2j+3
resp.) with respect to { , }3 ({ , }1 resp.). Let
P = L−11 L3,
where (L1)
−1
q is defined on {v ∈ C
∞(S1,R) |
∮
v dx = 0} and
(L1)
−1
q (p(q)x) = p(q),
where p(q) is a polynomial differential of q without constant term. We have
∇H2j+1(q) = −2P
j
q (1) = P
j−1
q (q), (4.4)
and the (2j + 1)-th flow in the KdV hierarchy is
qt2j+1 = (L3)q(∇H2j+1(q)) = (L1)q(∇H2j+3(q)).
Since the flows in the KdV-hierarchy commute, we have
{H2i+1,H2k+1}1 = {H2i+1,H2k+1}3 = 0, [X2i+1,X2k+1] = 0
for all i, k ≥ 0, where
X2i+1(q) = −2(L3P
i)q(1) = (L3P
i−1)q(q). (4.5)
CENTRAL AFFINE CURVE FLOW ON THE PLANE 17
(iii) The Poisson structures { , }1 and { , }3 are compatible, i.e., c1{ , }1 +
c3{ , }3 is a Poisson structure for all real constants c1, c3. This implies that
L2j+1 = L3(L
−1
1 L3)
j−1, j ≥ 0, (4.6)
is a Poisson operator. We give a heuristic argument how this sequence
{L2j+1} arises. Since L1 − µL3 is a Poisson structure for all µ ∈ R, the
2-form defined by
w(µ)q(v1, v2) = 〈(L3 − µL1)
−1
q (v1), v2〉
is closed. But
(L3 − µL1)
−1 = (L3(I− µL
−1
3 L1))
−1 = (1− µL−13 L1)
−1L−13
=
∑
i≥0
µi(L−13 L1)
iL−13 .
So we can write w(µ) =
∑
i≥0 µ
iw2i+3, where
(w2i+3)q(v1, v2) =
∮
((L−13 L1)
i−1L−13 )q(v1))v2 dx
for i ≥ 0. Since w(µ) is a closed 2-form for all parameter µ, w2i+3 is closed
for all i ≥ 0. Therefore L2j+3 = L3P
j is an order (2j + 3) Poisson operator
on the domain of P j for j ≥ 0. Note that we can use induction to see that
given v ∈ C∞(S1R), if v is perpendicular to X1(q), . . . ,X2j+1(q) then P
j
q (v)
is defined (i.e., it is periodic).
The (2j + 1)-th flow in the KdV hierarchy is Hamiltonian flow for H2i+1
with respect to { , }2(j−i)+1, i.e.,
qt2j+1 = L2(j−i)+1(∇H2i+3) = (L3P
j−1)q(q).
Since L2j+1 = L3(L
−1
1 L3)
j−1 = (L3L
−1
1 )
jL1, the flows in the KdV hierarchy
can be obtained by applying the recursive operator L3L
−1
1 as follows:
qt2j+1 = (L3L
−1
1 )
j
q(qx).
In the rest of the section, we discuss properties of the pull back of the
Poisson structure { , }2j+1 on the subring
Ψ∗(C∞(S1,R)) = {F ◦Ψ | F : C∞(S1,R)→ R}
defined by
{F1 ◦Ψ, F2 ◦Ψ}2j+1 = {F1, F2}2j+1 ◦Ψ.
In order to write down the corresponding Poisson operator, we need the
following Propositions:
Proposition 4.1. Let Ψ : M2(S
1) → C∞(S1,R) be the map defined in
Corollary 2.5. Then
dΨγ(ξ˜) = −2(L3)q(ξ),
where q = Ψ(γ), ξ ∈ C∞(S1,R), ξ˜ = −12ξxγ+ ξγx, and (L3)q is the Poisson
operator defined by (4.2).
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Proof. Recall that we identify C∞(S1,R) as T (M2(S
1))γ via
ξ 7→ ξ˜ = −
1
2
ξxγ + ξγx.
Write δγ = ξ˜. Take variation of the equation γxx = qγ to get
(δγ)xx = (δq)γ+qδγ = (δq)γ+q(−
1
2
ξxγ+ξγx) = (δq−
1
2
ξxq)γ+ξγx. (4.7)
Let g = (γ, γx). Then we have
gx = g
(
0 q
1 0
)
. (4.8)
Take x-derivative of
δγ = −
1
2
ξxγ + ξγx = g
(
− ξx2
ξ
)
and use (4.8) to get
(δγ)xx = (−
1
2
ξxxx +
3
2
qξx + qxξ)γ + (ξq)γx. (4.9)
Compare coefficients of γ of (4.7) and (4.9) to get δq = −12ξxxx+2qξx+ qxξ,
which is equal to −2(L3)q(ξ). 
Proposition 4.2. Let C∞I (S
1,R) and Ψ be as in Corollary 2.7, γ ∈ M2(S
1),
and q = Ψ(γ).
(1) Let A ∈ sl(2,R), and Aˆ(γ) = Aγ the infinitesimal vector field for the
action of SL(2,R) on M2(S
1). Then there exists ξ(γ) ∈ C∞(S1,R)
such that Aˆ(γ) = ξ˜(γ). In fact, ξ can be computed from g−1Aγ =
(−12ξ(γ)x, ξ(γ))
t, where g = (γ, γx).
(2) Ker((L3)q) is the space of all ξ ∈ C
∞(S1,R) such that ξ˜(γ) = Aγ
for some A ∈ sl(2,R).
(3) The tangent space T (C∞I (S
1,R))q at q is equal to Im((L3)q), and
Ker( dΨγ) = {ξ˜ | ξ ∈ Ker((L3)q)} = T (SL(2,R) · γ)γ .
Proof. It follows from Proposition 4.1 and Corollary 2.5 that the space of
infinitesimal vector fields at γ generated by the SL(2,R)-action on M2(I)
is equal to Ker((L3)q). This proves (3). Since Aˆ(γ) is tangent to M2(S
1)
at γ, there exists ξ ∈ C∞(S1,R) such that Aˆ(γ) = ξ˜(γ). But
Aˆ(γ) = Aγ = −
ξx
2
γ + ξγx = (γ, γx)
(
− ξ22
ξ
)
= g
(
− ξ22
ξ
)
implies statements (1) and (2). 
Proposition 4.3. Let H : C∞(S1,R)→ R be a functional, and Hˆ = H ◦Ψ.
Then (∇Hˆ)(γ) = y˜(γ), where y(γ) = 2(L3)q(∇H(q)) and q = Ψ(γ)
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Proof. Use Proposition 4.1 to get
δHˆ =
∮
(∇H(q))δq dx =
∮
−2∇H(q)(L3)q(ξ) dx =
∮
2(L3)q(∇H(q))ξ dx,
where δγ = ξ˜. 
Next we write down the formula for the Poisson operators induced from
L2j+1 via the map Ψ:
Proposition 4.4. The Poisson operator induced from L2j+1 via the map Ψ
is
(Lˆ2j+1)γ(ξ˜) = ˜(J2j+1)q(ξ), J2j+1 = −
1
4
(L−11 L3)
j−1L−13 ,
where q = Ψ(γ).
Proof. Let H be a functional on C∞(S1,R), Hˆ = H ◦Ψ, and ∇Hˆ(γ) = y˜(γ).
The Hamiltonian vector field of H with respect to { , }2j+1 is L2j+1(∇H).
By Proposition 4.3, y(γ) = 2(L3)q(∇H(q)). Suppose ξ˜ is the Hamiltonian
vector field of Hˆ with respect to the Poisson structure induced from L2j+1
via Ψ. Then dΨ(ξ˜(γ)) = L2j+1(∇H). By Proposition 4.1, we have
ξ(γ) = −
1
4
L−13 L2j+1L
−1
3 (y(γ)) = −
1
4
J2j+1(y(γ)).

Remark 4.5.
(a) The Poisson operator Lˆ2j+1 has order (2j − 5). So the induced
Poisson structure loses six derivatives.
(b) J3 = −
1
4L
−1
3 and J5 = −
1
4L
−1
1 .
(c) Since Lˆ3, Lˆ5 define Poisson brackets, the two forms wˆ3, wˆ5 defined
as below are closed:
(wˆ3)γ(ξ˜, η˜) =
∮
((J3)
−1
q (ξ))η dx = −4
∮
((L3)q(ξ))η dx,
(wˆ5)γ(ξ˜, η˜) =
∮
((J−11 )q(ξ))η dx = −4
∮
((L1)q(ξ))η dx,
where q = Ψ(γ). They are degenerate because Ker(L1)q = R and
Ker(L3)q is of dimension 3. The infinitesimal vector field defined
by the S1-action on M2(S
1) is 1˜(γ) = γx. So wˆ5 is a symplectic
form on M(S1)/S1. It follows from Proposition 4.2 that wˆ3 defines
a symplectic form on M(S1)/SL(2,R).
(d) Given X = ξ˜ = − ξx2 γ+ ξγx and Y = η˜ = −
ηx
2 γ+ ηγx in TM2(S
1)γ ,
we use γxx = qγ to get
Xx = (−
ξxx
2
+ qξ)γ +
ξx
2
γx, Yx = (−
ηxx
2
+ qη)γ +
ηx
2
γx.
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A direct computation implies that
(wˆ3)γ(X,Y ) = −2
∮
det(Xx, Yx) + qdet(X,Y ) dx, (4.10)
(wˆ5)γ(X,Y ) = −4
∮
det(X,Y ) dx. (4.11)
Note that 14wˆ5 is the symplectic form (1.5) defined by Pinkall in [15],
and wˆ3 is the symplectic form defined by Fujioka and Kurose in [9].
(e) The order (2j+1) central affine curve flow (2.15) is the Hamiltonian
flow for Hˆ2(j−i)+1 with respect to the Poisson structure Jˆ2i+1 for all
0 ≤ i ≤ j. In fact, (2.15) is
γt2j+1 = −
1
2
˜
P j−1q (q) = Lˆ2i+1(∇Hˆ2(j−i)+3), 0 ≤ i ≤ j,
where P = L−11 L3.
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