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LIMITS OF MAPPINGS
LUCAS HOSSEINI, JAROSLAV NESˇETRˇIL, AND PATRICE OSSONA DE MENDEZ
Abstract. In this paper we consider a simple algebraic structure —
sets with a single endofunction. We shall see that from the point of
view of structural limits, even this simplest case is both interesting and
difficult. Nevertheless we obtain the shape of limit objects in the full
generality, and we prove the inverse theorem in the case of quantifier-free
limits.
1. Introduction
The aim of this paper is to construct analytic limit objects for convergent
sequences of finite mappings fn : Fn → Fn (“finite” meaning that the sets Fn
are finite) and, conversely, to approximate a limit object by a finite mapping.
This work originated within the scope of the recent studies of graph limits
[18], and more precisely within the framework of structural limits [22]. As
this framework is closely related to finite model theory, instead of describing
mappings as f : F → F we shall define mappings as structures F (boldface)
with signature {f}, where f is a unary function symbol, with domain F
(same symbol as F but not boldface) and with interpretation of f denoted
by fF. Hence fF : F → F and, for u, v ∈ F we have the two following
possible writings for the property that v is the image of u: either fF(u) = v
or F |= (f(u) = v).
In the general framework introduced in [22], the notion of convergence of
structures is conceptualized by means of the convergence of the satisfaction
probability of formulas in a fixed fragment of first-order logic: A sequence
(An)n∈N of finite structures is X-convergent (where X is a given fragment
of first-order logic) if, for every formula φ ∈ X the probability 〈φ,An〉 of
satisfaction of φ in An for a random (independent uniform) assignment of
elements of the domain An of An to the free variables of φ converges as n
grows to infinity. Three fragments of first-order logic, defining a gradation
of three notions of convergence, will be of special interest: the fragment QF
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of quantifier-free formulas, the fragment FOlocal of local formulas (that is
of formulas whose satisfaction only depends on a fixed neighborhood of the
free variables) and the full FO fragment of all first-order formulas.
This framework allows one to consider limits of general combinatorial
structures, and was applied to the study of limits of sparse graphs [11, 24,
25, 26], matroids [17], and tree semi-lattices [8]. It is sometimes possible
(although this is not the case in general [26]) to represent the limit by a
particularly nice analytic object, called modeling, which is a structure whose
domain is a standard Borel space endowed with a Borel probability measure,
with the property that every (first-order) definable set is Borel measurable.
In order to make the motivation of this paper clear, we take time in
Section 3 for a quick review of some of the fundamental notions and problems
encountered in the domain of graph limits, and how they are related to
the study of limits and approximations of algebras (that is of functional
structures).
The first main result of this paper is the construction, for every FO-
convergent sequence of finite mappings, of a modeling representing the FO-
limit of the sequence (Theorem 1). As every sequence of finite structures
contains an FO-convergent subsequence [22], this modeling can be used to
represent the limits for the (weaker notions of) FOlocal-convergence and
QF-convergence. Theorem 1 is proved as a combination of general results
about limit distributions (stated below as Theorem 3, see [22]) and methods
developed in [25] for the construction of modeling limits of trees. As a
consequence we are able to deduce the form of limits of mappings.
We shall also be interested in the inverse problems, which aim to deter-
mine which objects are X-limits of finite mappings (for a given fragment X
of first-order logic). It should be noticed that although the inverse problem
for QF-limits of graphs or hypergraphs has been completely solved, the in-
verse problem for FOlocal-limits of graphs with uniformly bounded degrees
(or equivalently for QF-limits of algebras with d involutions, see Section 3),
which is known as Aldous–Lyons conjecture [4] is wide open.
In our (restricted) setting of algebras with a single function symbol, we
solve the inverse problem for QF-limits. (Note that solving the inverse
problem for QF-limits of algebras with 2 function symbols would imply
solving the Aldous–Lyons conjecture.) The solution of the inverse problems
for FOlocal-limits and FO-limits of mappings, stated as Theorems 5 and 6 in
Section 6 will be proved in a forthcoming paper.
2. Definitions and Notations
Recall that a σ-structure A is defined by its domain A, its signature σ
(which is a set of symbols of relations and functions together with their ari-
ties), and the interpretation all the relations and functions in σ as relations
and functions on A.
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The structures we consider here are structures with signature σ con-
sisting of a single functional symbol f and (possibly) some unary symbols
M1, . . . ,Mc (interpreted as a coloring). We call such structures colored map-
pings (or simply mappings).
Let F be such a mapping (with domain F ). Then fF is the interpretation
of the symbol f in F (thus fF : F → F ). For a first-order formula φ with p
free variables and a mapping F we define
φ(F) = {(v1, . . . , vp) ∈ F p : F |= φ(v1, . . . , vp)}.
If F is finite (meaning that F is finite) we further define
〈φ,F〉 = |φ(F)||F |p .
If the domain F of F is a standard Borel space equipped with a (Borel)
probability measure1 νF and if φ(F) is a Borel subset of F we define
〈φ,F〉 = ν⊗pF (φ(F)),
where ν⊗pF stands for the product measure
p times︷ ︸︸ ︷
νF ⊗ · · · ⊗ νF on the power space
F p.
Recall that a measurable space (F,Σ) is said to be standard Borel [20] if
there exists a metric on F which makes it a complete separable metric space
in such a way that Σ coincides with the Borel σ-algebra (that is the small-
est σ-algebra containing the open sets). Several very useful results hold for
standard Borel spaces (but do not hold in general). For instance, any bijec-
tive measurable mapping between standard Borel spaces is an isomorphism.
In this paper, we only consider standard Borel spaces, and measurable will
mean Borel measurable, unless otherwise stated. For instance, the terms
measurable function and probability measure will refer to Borel measurable
function and Borel probability measure.
The mapping F is Borel if the function fF : F → F is Borel (that is Borel
measurable); it is a modeling mapping if every first-order definable subset
φ(F) of a power of F is Borel. Note that every modeling mapping is Borel,
as the graph of fF is first-order definable.
Given two elements u, v of F , we define the distance dist(x, y) as the
minimum value a + b such that a, b ≥ 0 and faF(u) = f bF(v). Note that
dist(u, v) is exactly the graph distance between u and v in the Gaifman
graph of F (that is in the graph with vertex set F where two vertices x, y
are adjacent if either x = fF(y) or y = fF(x)). For u ∈ F and r ∈ N we
denote by Br(F, u) the r-ball of u in F, that is the set of all elements of F
at distance at most r from u.
Let F be a modeling mapping and let X be a Borel subset of F with
positive measure. We denote by F X the restriction of F, which is the
1Strictly speaking, this is not the same as a standard probability space (for which the
probability measure is required to be complete).
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modeling mapping with domain X, probability measure νFX =
1
νF(X)
νF
and
fFX (v) =
{
fF(v) if fF(v) ∈ X
v otherwise
A formula φ (with p free variables) is local if its satisfaction only depends
on a fixed r-neighborhood of its free variables.
We define the following fragments of the set of all first-order formulas:
• QF, the set of all quantifier free formulas;
• FO0, the set of all sentences (that is of all formulas without free
variables);
• FO1, the set of all formulas with a single free variable;
• FOlocal1 , the set of all local formulas with a single free variable;
• FOlocal, the set of all local formulas;
• FO, the set of all first-order formulas.
The idea to conceptualize limits of structures by means of convergence of
the satisfaction probability of formulas in a fixed fragment of first-order logic
has been introduced by two of the authors in [22]. Given a fragment X of
first-order formulas among the above ones, a sequence (An)n∈N of structures
is X-convergent (or convergent when X is clear from the context) if, for
every first-order formula φ ∈ X the probability 〈φ,An〉 that φ is satisfied
in An for a random assignment of elements of An to the free variables of φ
converges as n grows to infinity. In the particular case where X = FOlocal
we shall indiscriminately use the terms of FOlocal-convergence and of local
convergence.
This framework allows to consider limits of general combinatorial struc-
tures, and was applied to limits of sparse graphs with unbounded degrees
[26, 25, 11], matroids [17], and tree semi lattices [8]. Moreover, if L is a Borel
structure such that every X-definable subset of a power of L is Borel we say
that L is a X-limit of the sequence (An)n∈N and we denote by An
X−→ L the
property that for every first-order formula φ ∈ X it holds
〈φ,L〉 = lim
n→∞〈φ,An〉.
Given a mapping F and a non-negative integer k, an element x ∈ F is
a k-cyclic element of F if fkF(x) = x but f
i
F(x) 6= x for every 0 < i < k;
the element x is a cyclic element of F if it is k-cyclic for some non-negative
integer k. We denote by Zk(F) (resp. Z(F)) the set of the k-cyclic elements
(resp. cyclic elements) of F:
Zk(L) = {v ∈ L : fkL(v) = v}
Z(F) =
⋃
k≥0
Zk(F).
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We consider a mapping modeling F with no atoms. Its domain F is
partitioned into the countably many subsets
Fi = {x ∈ F : |f−1F (x)| = i}
for i = 0, 1, . . . , and
F∞ = {x ∈ F : |f−1F (x)| =∞}.
Definition 1. The Finitary Mass Transport Principle (FMTP) for F con-
sists of the following two conditions:
• νF(F∞) = 0;
• for every measurable subsets A,B of F \ F∞ it holds
νF(A ∩ f−1F (B)) =
∫
B
|f−1F (y) ∩A|dνF(y) (1)
Note that a direct consequence of the FMTP is that for every measurable
subset A of F it holds νF(A) ≥ νF(fF(A)).
3. Particular Types of Convergence
The notion of left convergence of Lova´sz and Szegedy [19] is strongly re-
lated to important tools of extremal graph (and hypergraph) theory, like the
Szemere´di regularity lemma and its extensions, or Razborov’s flag algebra
[27]. It is also strongly related to probability theory, and in particular to gen-
eralizations of de Finetti’s theorem by Hoover [13] and Aldous [1, 2, 3] (see
also [6]). In this setting, a convergent sequence of graphs admit as a limit
a simple object, called graphon, which is a Lebesgue measurable function
W : [0, 1] × [0, 1] → [0, 1] (defined up to measure preserving transforma-
tions). For k-regular hypergraphs, the limit object, called hypergraphon [10]
is a bit more complex (it is a measurable function from [0, 1]2
k−2 to [0, 1]).
Although this last case extends to left limits of relational structures [5],
the case of structures with functional symbols remains open. In the graph
(or hypergraph) setting, a sequence is left-convergent if the probability that
k random elements induce a specific substructure converges. In our inter-
pretation (which we introduce in detail below), a sequence of structures is
left-convergent (or QF-convergent) if the probability of satisfaction of any
fixed quantifier-free first-order formula by a random assignment of the free
variables (drawn uniformly and independently at random) converges. (Here
QF stands for Quantifier-Free.)
In this paper we consider limits of algebras (that is structures with func-
tions but no relations), in the simplest case of a single unary operation. Note
that algebras appear to be an unexpected bridge between the theory of left
convergence and the theory of local convergence of bounded degree graphs of
Benjamini and Schramm [7], as we shall see now (see also [8]). In the setting
of local convergence of bounded degree graphs introduced by Benjamini and
Schramm, a sequence of (colored) graphs with maximum degree at most d
converges if, for every integer r, the distribution of the isomorphism type of
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the ball of radius r rooted at a random vertex (drawn uniformly at random)
converges. It is easily checked that in the context of (colored) graphs with
bounded degrees, this is equivalent to FOlocal-convergence [22], which justi-
fies using the name of “local convergence” for both notions. The limit object
of a local convergent sequence of graphs is a graphing, that is a graph on
a standard Borel space, which satisfies a Mass Transport Principle, which
amounts to say that for every Borel subsets A,B it holds∫
A
degB(v) dv =
∫
B
degA(v) dv.
This Mass Transport Principle is similar to the Finitary Mass Transport
Principle introduced in Definition 1, in that it expresses that the edges
between two sets A and B can be equally measured from A and from B.
An alternative description of a graphing is as follows: a graphing is de-
fined by a finite number of measure preserving involutions f1, . . . , fD on a
standard Borel space, which define the edges of the graphing as the union
of the orbits of size two of f1, . . . , fD. Using a proper edge coloring, ev-
ery finite graph with maximum degree d can be represented by means of
d + 1 involutions f1, . . . , fd+1. It is easily seen that a sequence of properly
d-edge colored graphs is local convergent if and only if the corresponding se-
quence of finite algebras with function symbols f1, . . . , fd is QF-convergent.
In this sense, QF-convergence of algebraic structures is more general than
local-convergence of relational structures with bounded degrees. (However,
when considering the same type of structures for both modes of convergence,
FOlocal-convergence is stronger than QF-convergence.)
As we have seen above, the fragments QF (of quantifier-free formulas)
and FOlocal (of local formulas) have a specific interest, which is also the case
of the fragment FO of all first-order formulas. The first main result of this
paper, which we prove in Section 4, is the construction of a limit object for
FO-convergent sequence of mappings.
Theorem 1. Every FO-convergent sequence (Fn)n∈N of finite mappings
(with limn→∞ |Fn| =∞) has a modeling FO-limit L, such that
(1) the probability measure νL is atomless;
(2) L satisfies the finitary mass transport principle;
(3) the complete theory of L has the finite model property.
Three conditions appear in this theorem:
(1) The measure νL is atomless if for every v ∈ L it holds νL({v}) = 0.
The necessity of this condition is witnessed by the formula x1 = x2,
as 〈x1 = x2,F〉 = 1/|F | holds for every finite mapping F. This
conditions is thus required as soon as we consider QF-convergence.
(2) The finitary mass transport principle (see Definition 1), which can
be rewritten as follows: for every Borel subsets X,Y of L and every
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positive integer k it holds
(∀v ∈ Y ) |f−1(v) ∩X| = k ⇒ νL(f−1(Y ) ∩X) = kνL(Y ),
(∀v ∈ Y ) |f−1(v) ∩X| > k ⇒ νL(f−1(Y ) ∩X) > kνL(Y ).
This condition is thus required (for definable subsets X and Y ) as
soon as we consider local-convergence.
(3) The complete theory Th(L) of L is the set of all (first-order) sentences
satisfied by L. This complete theory has the finite model property
(FMP) if for every sentence θ ∈ Th(L) (i.e. for every sentence θ
satisfied by L) there exists a finite mapping F that satisfies θ. This is
indeed a necessary condition for L to be an elementary limit of finite
mappings hence necessary as soon as we consider FO-convergence.
As a corollary of Theorem 1 we deduce (by compactness) the following
corollaries.
Corollary 1. Every FOlocal-convergent sequence (Fn)n∈N of finite mappings
(with limn→∞ |Fn| =∞) has a modeling FOlocal-limit L, such that
(1) the probability measure νL is atomless;
(2) L satisfies the finitary mass transport principle.
Corollary 2. Every QF-convergent sequence (Fn)n∈N of finite mappings
(with limn→∞ |Fn| =∞) has a Borel mapping limit L such that
(1) the probability measure νL is atomless;
(2) for every Borel subset X of Z(L) it holds νL(fL(X)) = νL(X).
Theorem 1 is be proved as a combination of general results about limit
distributions (stated below as Theorem 3, see [22]) and methods developed
in [25] for the purpose of graph-trees. As a consequence, in the case of
mappings we are able to deduce the form of limits. We shall also be in-
terested in the inverse problem, which aim to determine which objects are
limits of finite mappings (for a given type of convergence). It should be
noticed that although the inverse problem for left limits of graphs or hy-
pergraphs has been completely solved, the inverse problem for local limits
of graphs with uniformly bounded degrees (or equivalently for QF-limits of
algebras with d involutions), which is known as the Aldous–Lyons conjec-
ture [4] is wide open. Note that a positive solution to this inverse problem
would have far-reaching consequences, by proving that all finitely generated
groups are sofic (settling a question by Weiss [28]), the direct finiteness con-
jecture of Kaplansky [16] on group algebras, a conjecture of Gottschalk [12]
on surjunctive groups in topological dynamics, the Determinant Conjecture
on Fuglede-Kadison determinants, and Connes’ Embedding Conjecture for
group von Neumann algebras [9].
In our (restricted) setting of algebras with a single function symbol, we
solve the inverse problem for QF-limits (Theorem 2). The solution of the
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inverse problems for local-limits and FO-limits, stated as Theorems 5 and 6
in Section 6 will be proved in a forthcoming paper [14].
Theorem 2. Let L be an atomless Borel mapping.
If every measurable subset X of the set Z(L) of all the cyclic elements
of L is such that νL(fL(X)) = νL(X) holds, then L is the QF-limit of a
QF-convergent sequence (Fn)n∈N of finite mappings.
Theorem 2 is proved in Section 5 by a mix of three techniques:
(1) sampling,
−→
1/5
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1/5
1/5 1/5
0
0
0
0
0
0
0
0
0
0 0
0
0
0
0
0
(2) uniformization,
1/5
1/5
1/5
1/5 1/5
0
0
0
0
0
0
0
0
0
0 0
0
0
0
0
0
−→ 1/5
1/5
1/5 1/5
0
0
0
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0
0
0
0
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1/5 1/5
0
0
0
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0
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0
1/35
1/35
1/35
1/35
1/35
1/35
1/35
−→
4. Limits of Mappings
For general structures, we have the following general analytic represen-
tation theorem, which can be seen as an extension of the representation of
left limits of dense graphs by infinite exchangeable graphs [3, 13, 15] and of
local limits of graphs with bounded degrees by unimodular distributions [7]:
Theorem 3 ([22]). Let S be the Stone dual of the Lindenbaum-Tarski alge-
bra B defined by a fragment X of first-order formulas, and let Γ be the group
of automorphisms of B generated by the permutations of the free variables
(which naturally acts on S). For each formula φ ∈ X, we denote by Iφ the
indicator function of the clopen subset of S dual to φ.
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To each finite σ-structure A corresponds (injectively) a Γ-invariant prob-
ability measure µA on S such that for every formula φ ∈ X it holds
〈φ,A〉 =
∫
S
Iφ(T ) dµA(T ),
For every sequence (An)n∈N of σ-structures the sequence (An)n∈N is X-
convergent if and only if the measures µAn converge weakly. Moreover, if the
sequence (An)n∈N is X-convergent then the measures µAn converge to some
Γ-invariant probability measure µ with the property that for every formula
φ ∈ X it holds
lim
n→∞〈φ,An〉 =
∫
S
Iφ(T ) dµ(T ).
We take time to comment on Theorem 3. Given a fixed finite (or countably
infinite) signature σ, the Stone dual S of the Lindenbaum-Tarski Boolean
algebra defined by a fragment X of first-order formulas in the language of
σ is a Polish space (that is a separable completely metrizable topological
space) S, such that
• a point t of S is a maximal consistent sets of formulas in X;
• a basis of the topology of S is given by the family of all clopen sets
K(φ) (for φ ∈ X), where K(φ) is the set of all points t containing
the formula φ (that is K(φ) is the clopen subset of S dual to φ).
The Stone duals associated to specific fragments of first-order logic can
be given a simple description (see [22]):
• If X = QF then S is the space of all σ-structures with (same) domain
N. In this case, Γ is the permutation group Sω, whose action on S
follows from its action on N, and Γ-invariant probability measures
on S are called exchangeable random σ-structures.
• if X = FOlocal1 then S is the space of all (elementary equivalence
classes of) connected countable rooted σ-structures. In this case, Γ
is trivial.
It is not known in general which (full) FO-limits can be represented by
measurable structures built on a standard probability space, in a similar
way that the local limit of graphs with bounded degrees can be represented
by means of a graphing. Some partial results are known and it has been
conjectured by the authors that such a representation exists for every con-
vergent sequence of graphs within a nowhere dense class [26]. (See also [17]
for such a representation for limits of matroids.)
We shall make use of results of [25], which we state as Theorem 4,
Lemma 1, and Lemma 2, after introducing some preliminary definitions.
Given a finite signature σ, let σ+ = σ ∪ {R}, where R is a unary symbol.
Following [25], a rooted σ-structure is a σ+-structure with exactly one ele-
ment, called the root, marked by R (that is: with exactly one element in the
relation R). A rooted σ-structure is thus defined by a σ-structure A and
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the unique element ρ ∈ A marked by R, justifying the notation (A, ρ) for
the σ-structure A rooted at ρ.
Definition 2. A sequence (An)n∈N of structures is residual if
∀r ∈ N, lim sup
n→∞
sup
v∈An
νAn(Br(An, v)) = 0.
A sequence (An, ρn)n∈N of rooted structures is ρ-non-dispersive if
∀ > 0 ∃d ∈ N, lim inf
n→∞ νAn(Bd(An, ρn)) > 1− .
Remark 1. Rooted σ-structures could alternatively be defined by adding
a constant (defining the root) to the signature. The assumption of a root
marked by a unary relation is weaker in the sense that a fragment of first-
order logic like FOlocal does not allow, in general, to locate the root (it can
be far from the free variables). However, in the case of ρ-non-dispersive
sequences, the root is asymptotically almost surely close to the free variables
and the two notions are (almost) equivalent.
In order to prove Theorem 1 we make use of the following reduction
theorem.
Theorem 4 ([25]). Let C be a hereditary class of relational structures, that
is a class of relational structures closed under taking induced substructures.
Assume that for every An ∈ C and every ρn ∈ An (n ∈ N) the following
properties hold:
(1) if (An)n∈N is FOlocal1 -convergent and residual, then it has a modeling
FOlocal1 -limit;
(2) if (An, ρn)n∈N is FOlocal-convergent and ρ-non-dispersive then it has
a modeling FOlocal-limit.
Then C admits FO-modeling limits. Moreover, if in cases (1) and (2) the
modeling limits satisfy the Strong Finitary Mass Transport Principle2, then
C admits FO-modeling limits that satisfy the Strong Finitary Mass Transport
Principle.
Using this theorem we will be able either to use directly or to mimic the
proof of the construction of modeling FO-limits for FO-convergent sequences
of forests, and more specifically to the following two lemmas.
Lemma 1 ([25, Lemma 40]). Every FOlocal1 -convergent residual sequence
of forests (Yn)n∈N has a modeling FOlocal1 -limit (that satisfies the Strong
Finitary Mass Transport Principle).
Lemma 2 ([25, Lemma 41]). Every FO-convergent ρ-non-dispersive se-
quence of rooted trees (Yn)n∈N has a modeling FO-limit (that satisfies the
Strong Finitary Mass Transport Principle).
2In the context of (rooted) forest modelings, the notion of Strong Finitary Mass Trans-
port Principle used in [25] is the graph analog of the Finitary Mass Transport Principle
we introduced for mappings in Definition 1.
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In order to transport constructions from a type of structures (trees, rooted
trees) to another one (mapping, rooted mapping), we shall make use of a
powerful technique (see for instance [26]), which draw strength from the
model theoretic notion of interpretation. We shall make use here of the
simplest instance of it. Let κ, σ be signatures, where σ has q relational
symbols R1, . . . , Rq with respective arities r1, . . . , rq. A simple interpretation
scheme I of σ-structures in κ-structures is defined by a first-order formula
θi with ri free variables (in the language of κ-structures) for each symbol
Ri ∈ σ. Each simple interpretation scheme I defines two mappings, which
we also denote by I by standard abuse of notations:
• A mapping from κ-structures to σ-structures, defined as follows: for
a κ-structure A, the σ-structure I(A) has same domain as A, and is
such that for every Ri ∈ σ with arity ri and every (v1, . . . , vri ∈ A it
holds
I(A) |= R(v1, . . . , vri) ⇐⇒ A |= θi(v1, . . . , vri).
• A mapping from first-order formulas with p free variables in the
language of σ-structures to first-order formulas with p free variables
in the language of κ-structures, obtained by replacing each occurence
of symbol Ri by the corresponding formula θi. As a consequence,
for every κ-structure A, every formula ϕ with p free variables in the
language of σ-structures, and every v1, . . . , vp ∈ A it holds
I(A) |= ϕ(v1, . . . , vri) ⇐⇒ A |= I(ϕ)(v1, . . . , vri).
It is immediate that if a sequence (An)n∈N of κ-structures is FO-convergent
then so is the sequence (I(An))n∈N. Moreover, if L is a modeling FO-limit
of the sequence (An)n∈N then I(L) (with associated probability measure
νI(L) = νL is a modeling FO-limit of the sequence (I(An))n∈N [26].
Proof of Theorem 1. We encode our mapping as a directed graph and
remove directed loops. This way, mappings are bijectively mapped to loop-
less directed graphs such that every vertex has outdegree at most one. This
class of directed graphs is hereditary, i.e. closed under taking induced di-
rected subgraphs. According to Theorem 4, we can reduce the problem
of existence of modeling limits to two particular cases, namely the case of
ρ-non-dispersive sequences and the case of residual sequences.
Let (Gn, ρn)n∈N be an FOlocal-convergent ρ-non-dispersive sequence of
directed graphs such that the maximum outdegree is at most 1. As the se-
quence is ρ-non-dispersive, we can assume that the graphs Gn are connected.
If there exists a vertex without an outgoing edge (note that this vertex has
to be unique) or if the vertices in the directed cycle are at a distance from ρn
that grows to infinity then the result follows from the existence of a modeling
limit for FO-convergent ρ-non-dispersive sequences rooted trees (Lemma 2).
Otherwise, all (but finitely many) Gn’s contain a unique directed cycle of
length k at bounded distance from ρn (this length has to stabilize because
of local convergence). For each n we remove an edge in the directed cycle
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and mark the two vertices to which the removed arc was incident. We ex-
tract an FO-convergent subsequence and construct an FO-modeling limit of
this subsequence (by Lemma 2). Then we add the edge back using a simple
interpretation scheme. This settles the ρ-non-dispersive case.
Let (Gn)n∈N be an FOlocal1 residual sequence of directed graphs such that
the maximum outdegree is at most 1. By Theorem 3, the limit is represented
by a probability measure µ on the Stone dual of FOlocal1 . Note that each
point t in the support of µ is a maximal consistent set of local formulas
with a single free variable (see comments after Theorem 3). We transform
each such point t into the complete theory of a rooted connected directed
graphs (~G, ρ) with maximum outdegree 1 (that is into the set of all sentences
satisfied by (~G, ρ)) as follows: a formula φ(x1) ∈ t and transform it into the
sentence (∃z) (R(z)∧φ(z)) (where R is the unary relation marking the root).
Because of the locality of the formulas in t, the constructed sentences exactly
describe the first-order properties of the connected component of the root.
Hence we can reinterpret µ as a probability measure on complete theories of
rooted connected directed graphs with maximum outdegree 1. We partition
the support of µ according to existence (and length) of a directed cycle and
existence of a sink. If there is a fixed point, then the result follows from the
study of limits of rooted forests (Lemma 1). For directed cycles of length k
this follows also after easy interpretation. It remains the case where every
vertex has outdegree 1 and where the connected component contains no
directed cycle, which is an easy extension of Lemma 1. The construction of
FO-limits of rooted forests in the proof of Lemma 1 [25, Section 8] only uses
the assumption that the limit is acyclic and has a “parent” mapping (that
is a function mapping a vertex to its neighbour closer to the root). Thus,
it follows that we can apply it directly to residual limits of asymptotically
acyclic mappings. For the connected components of the limit with a circuit
of length k, the limit is obtained by using a simple interpretation scheme.
Note that the probability measure associated to the constructed mod-
eling FO-limit is atomless (because the limit probability of satisfaction of
the formula x1 = x2 is 0), it satisfies the finitary mass transport principle
(because the directed graph modeling we constructed satisfies the analog
strong finitary mass transport principle, and its complete theory has the
finite model property (as every sentence satisfied by the limit is satisfied by
all mappings in the sequence from a sufficient large index, by the definition
of FO-convergence). 
Remark 2. Note that the condition that a father mapping can be defined
is essential. The construction in [25] does not extend to the general case of
convergent sequences of high-girth graphs, although all the connected compo-
nents of the limit are trees.
If a sequence (Fn)n∈N is only FOlocal-convergent (resp. QF-convergent),
one can consider an FO-convergent subsequence of (Fn)n∈N, and a modeling
FO-limit L of this subsequence (which exists, according to Theorem 1). This
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Figure 1. Example of a sequence of mappings such that in
the limit a random vertex belongs with high probability to a
connected components with 3 ends. (Gray triangles represent
many elements mapping to a single element.)
modeling L is then obviously a modeling FOlocal-limit (resp. a modeling QF-
limit of (Fn)n∈N. Thus the next two corollaries follow.
Corollary (Corollary 1). Every FOlocal-convergent sequence (Fn)n∈N of fi-
nite mappings (with limn→∞ |Fn| = ∞) has a modeling mapping limit L,
such that
(1) the probability measure νL is atomless;
(2) L satisfies the finitary mass transport principle.
If F is a Borel mapping then all the sets Zk(F) (thus also Z(F)) are Borel
subsets of F . Thus for every subset X of Z(F) it holds
fF(X) =
⋃
k∈N
fF(X ∩ Zk(F)) =
⋃
k∈N
f
−(k−1)
F (X ∩ Zk(F)) ∩ Zk(F).
Hence if F is Borel, the image fF(X) of a Borel subset X of Z(F) is Borel.
Moreover, if F is a modeling mapping that satisfies the finitary mass trans-
port principle, then it follows immediately that for every measurable subset
X of Z(F) it holds νF(fF(X)) = νF(X). Hence the following corollary.
Corollary (Corollary 2). Every QF-convergent sequence (Fn)n∈N of finite
mappings (with limn→∞ |Fn| =∞) has a Borel mapping limit L such that
(1) the probability measure νL is atomless;
(2) for every Borel subset X of Z(L) it holds νL(fL(X)) = νL(X).
5. Quantifier-free Approximation
The aim of this section is to prove Theorem 2, which states that every
atomless Borel mapping L such that for every measurable subset X of Z(L)
it holds νL(fL(X)) = νL(X) is the QF-limit of a QF-convergent sequence of
finite mappings. (Note that in our proofs we only need that νL(fL(X)) =
νL(X) holds for Borel subsets X of the form φ(L), where φ is quantifier-free.)
The proof follows three steps:
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Figure 2. Example of a sequence of mappings such that
in the limit a random vertex belongs with high probability
to a connected components with ω ends. (Gray triangles
represent many elements mapping to a single element.)
(1) Using Lemma 3 below (which was derived in [8] from a concentration
result of McDiarmid [21]) we construct an approximation that is a
finite mapping on a weighted set.
(2) Then we prove that the weighting can be made constant on cycles,
by using a new uniformization technique; this technique relies on the
notion of QF-definable group.
(3) Then we show how to blow the elements of the finite weighted model
to obtain an unweighted finite approximation.
Lemma 3 (Corollary 1 of [8]). For every signature σ, every Borel σ-structure
A, every  > 0 and every p, q ∈ N there exists a finite weighted σ-structure
B such that for every quantifier-free formula φ with at most p free variables
and q functional symbols it holds
|〈φ,A〉 − 〈φ,B〉| < .
We define the ternary operator ‘ ? : ’, which is usual in computer science,
as follows: for every formula φ and every terms t1, t2
φ ? t1 : t2 =
{
t1 if φ holds,
t2 otherwise.
Definition 3. The notion of QF-definable function is defined inductively:
• every function in the signature is QF-definable;
• the identity is QF-definable;
• every composition of QF-definable functions is QF-definable;
• for every QF-formula φ and every QF-definable functions f, g, the
function h := φ ? f : g is QF-definable.
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For instance, if we consider the signature formed by a single unary func-
tion symbol f , an example of QF-definable function is
g(x) =
{
f(x) if f2(x) = x
x otherwise
(as g(x) = (f(f(x)) = x) ? f(x) : x).
Note that (by easy induction) for every quantifier-free formula φ (with p
free variables) and every p-tuple g = (g1, . . . , gp) of QF-definable functions
there exists a quantifier-free formula φg such that φ(g1(x1), . . . , gp(xp)) is
logically equivalent to φg(x1, . . . , xp).
Definition 4. A QF-definable group is a set Γ of QF-definable unary func-
tions, which contains the identity, is closed under compositions, and such
that every function in Γ has an inverse in Γ.
Note that a QF-definable group naturally acts on every σ-structure.
Lemma 4. Let L be a Borel σ-structure, and let Γ be a finite QF-definable
group acting on σ-structures.
If νL is Γ-invariant, then for every  > 0, and every p, q ∈ N there exists
a finite weighted σ-structure F with Γ-invariant νF such that
|〈φ,F〉 − 〈φ,L〉| < 
holds for every QF-formula with at most p free variables and q functional
symbols.
Proof. Let φ be a quantifier free formula with k ≤ p free variables and at
most ` ≤ q functional symbols. As Γ is QF-definable, for every g ∈ Γk there
exists a QF formula φg such that φg(x1, . . . , xk) = φ(g1(x1), . . . , gk(xk)).
Moreover, there is a constant C (independent of φ, but dependent of Γ)
such that φg can be required to use at most Ck` functional symbols.
According to Lemma 3 there exists a finite weighted structure F0 such
that for every QF formula ψ with at most p free variables and Cpq functional
symbols it holds
|〈ψ,F0〉 − 〈ψ,L〉| < |Γ|p .
Let F be the structure F0 with new probability measure
νF({v}) = 1|Γ|
∑
g∈Γ
νF0(g(v)).
As νL is Γ-invariant, it follows that
〈φ,L〉 = 1|Γ|k
∑
g∈Γk
〈φg,L〉.
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As each φg has at most p free variables and Cpq functional symbols, by
union bound it holds ∣∣∣〈φ,L〉 − 1|Γ|k ∑
g∈Γk
〈φg,F0〉
∣∣∣ < .
By construction, it holds∑
g∈Γk
〈φg,F0〉 =
∑
g∈Γk
〈φg,F〉.
As νF is Γ-invariant, it follows that
〈φ,F〉 = 1|Γ|k
∑
g∈Γk
〈φg,F〉.
Altogether we get
|〈φ,F〉 − 〈φ,L〉| < 

We obtain Theorem 2 if we apply this lemma to Borel mappings.
Proof of Theorem 2. We shall prove here that for every  > 0 and every
positive integers p, q there exists a finite mapping F̂ (with uniform proba-
bility measure ν
F̂
) such that for every QF-formula φ with at most p free
variables and q function symbols it holds
|〈φ, F̂〉 − 〈φ,L〉| < .
For 1 ≤ k ≤ q, let ζk be the QF-definable function
ζk(v) =
(
(fk(v) = v) ∧
∧
1≤i<k
(f i(v) 6= v)
)
? f(v) : v.
Note that ζ−1k = ζ
k−1 hence the group Γ generated by ζ1, . . . , ζq is a (finite
Abelian) QF-definable group. By Lemma 4 there exists a finite weighted
mapping F such that νF is Γ-invariant, and for every QF-formula φ with at
most p free variables and q functional symbols it holds |〈φ,F〉−〈φ,L〉| < /3.
Let N be an integer such that N > 3
(
p2(q+1)
|F | + 2p
)
.
Let v1, . . . , vn be the elements of F , and let ν(v1), . . . , ν(vn) be their
weights. We define F̂ ⊆ F × {0, 1 . . . , N |F |} by
F̂ = {(v, j) : v ∈ F, j ∈ {0, 1, . . . , bNνF({v})|F |c}}
and the mapping F̂ with domain F̂ and uniform probability measure ν
F̂
by
f
F̂
(v, j) =
{
(fF(v), j) if v ∈
⋃q
i=0 Zi(F),
(fF(v), 0) otherwise.
Note that N |F | ≤ |F̂ | < (N + 1)|F |.
Let φ be a quantifier-free formula with p free variables and q function
symbols, and let X1, . . . , Xp be random elements of F̂ drawn uniformly and
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independently at random (that is with respect to the uniform probability
measure ν
F̂
). Let pi : F̂ → F be the projection (v, j) 7→ v, and let ν˜ be
the push-forward of the measure ν
F̂
by pi. Then pi(X1), . . . , pi(Xp) are i.i.d.
elements of F distributed with respect to the probability measure ν˜. So
let F˜ be the mapping F with probability measure ν˜ instead of νF (that is:
ν
F˜
= ν˜).
Note that for every v ∈ F it holds
νF({v})− 1|F̂ | < ν˜({v}) ≤ νF({v}).
Thus
|〈φ, F˜〉 − 〈φ,F〉| ≤ ν⊗pF (φ(F))− ν˜⊗p(φ(F))
≤ p sup
X⊆F
|νF(X)− ν˜(X)|
≤ p|F |/|F̂ | ≤ p/N.
Let ξ be the formula
ξ(x1, . . . , xp) :=
∧
1≤i 6=j≤p
0≤a≤q
fa(xi) 6= xj ,
where f0 is the identity function.
As L is atomless, it holds 〈ξ,L〉 = 0. Also, it is easily checked that
〈ξ, F̂〉 ≥ 1− (p2)(q + 1)/|F̂ |.
Let ψ = φ ∧ ξ. Then ψ can be written as
ψ = ξ ∧
∨
α
∧
β
φα,β,
where ∨ denotes an exclusive disjunction, and where the literals φα,β’s are
of the form fa(xi) = f
b(xj) or f
a(xi) 6= f b(xj) (with no (i, j, a, b) of the
form (i, j, a, 0) for some i 6= j).
There are two cases:
• (i, j, a, b) is such that i 6= j and a, b > 0.
For every (u, k), (v, `) ∈ F̂ and u 6= v it holds
fa
F̂
(u, k) = f b
F̂
(v, `) ⇐⇒ faF(u) = f bF(v).
Thus 〈fa(xi) = f b(xj), F̂〉 = 〈fa(xi) = f b(xj), F˜〉.
• (i, j, a, b) has form (i, i, a, a+ b) with b > 0.
For every (u, k) ∈ F̂ it holds
fa
F̂
(u, k) = fa+b
F̂
(u, k) ⇐⇒ faF(u) = fa+bF (u).
Thus 〈fa(xi) = fa+b(xi), F̂〉 = 〈fa(xi) = fa+b(xi), F˜〉.
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Altogether, we get that
|〈φ, F̂〉 − 〈φ, F˜〉| ≤ 〈¬ξ, F̂〉+ 〈¬ξ, F˜〉
≤
(
p
2
)
(q + 1)/|F̂ |+ p/N + 〈¬ξ,F〉
≤ 1
N
(
p2(q + 1)
|F | + p
)
+ /3.
Thus
|〈φ, F̂〉 − 〈φ,L〉| ≤ |〈φ, F̂〉 − 〈φ, F˜〉|+ |〈φ, F˜〉 − 〈φ,F〉|+ |〈φ,F〉 − 〈φ,L〉|
≤ 1
N
(
p2(q + 1)
|F | + 2p
)
+ 2/3.
Hence, according to the definition of N it holds
|〈φ, F̂〉 − 〈φ,L〉| < .

Remark 3. Note that in the above construction, we construct approxima-
tions of order Cn(1 + o(1)) for some constant C and sufficiently large (but
arbitrary) n.
6. Concluding Remarks
Theorem 2 can be generalized to other fragments of first-order formulas.
This is reflected for example by the following two results.
Theorem 5. Every atomless modeling mapping L that satisfies the fini-
tary mass transport principle is the FOlocal-limit of an FOlocal-convergent
sequence of finite mappings.
Theorem 6. Every atomless modeling mapping L with finite model property
that satisfies the finitary mass transport principle is the FO-limit of an FO-
convergent sequence of finite mappings.
We do not include the proofs of these results as they are lengthy and
increasingly more model theory related. This will appear elsewhere and the
interested reader may consult the companion paper [14].
So we see that the question of limits is not easy, even for the simplest
case of one mapping. It is an interesting question to try to extend (some of)
these results for several mappings, say f1, . . . , fd (on a same set).
For the construction of a limit object there is some hope that our approach
could extend to the construction (or at least to a proof of existence) of a
Borel limit structure in the case of QF-convergent sequences.
However, the existence of a modeling limit for FO-convergent sequences of
algebras with d ≥ 2 mappings is ruled out by [25, Theorem 27], as it would
allow to construct modeling limits for monotone somewhere dense classes of
graphs (see [23] for more about nowhere dense classes and related notions).
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Also, although Borel QF-limits may exist for d = 2, the inverse theorem
(which we established for d = 1 as Theorem 2) is a hard problem as it
involves Aldous-Lyons conjecture [4]. In this respect the above may shed
more light on this difficult problem.
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