This paper extends in a simple way the classical absolute stability Popov criterion to multivariable systems with delays and with time-varying memoryless non-linearities subject to sector conditions. The proposed su cient conditions are expressed in the frequency domain, a form well-suited for robustness issues, and lead to simple graphical interpretations for scalar systems. Apart from the usual conditions, the results assume basically a generalized sector condition on the derivative of the non-linearities with respect to time. Results for local and global stability are given, the latter concerning in particular the linear time-varying ones. For rational transfers, the frequency conditions are equivalent to some easy-tocheck linear matrix inequalities : this leads to a tractable method of numerical resolution by rational approximation of the transfer. As an illustration, a numerical example is provided.
Introduction
This paper deals with an extension of Popov absolute stability criterion to non-stationar y delay systems. We consider the multivariable control system given in ® gure 1, where H is a strictly proper transfer function matrix of size p £ p, p 2 N n f0g, and Á : R ‡ £ R p ! R p a time-dependent non-linearity.
Here, the transfer function matrix H is supposed to be represented by the delay di erential system 
…1 †
where n 2 N n f0g; L 2 N ; x 2 R n ; y 2 R p ;
A l 2 R n£n ; B 2 R n£p ; C l 2 R p£n ; 
B
Assume that Á is not perfectly known, but rather that it belongs to a certain class of non-linearities, de® ned by the following properties: Á is decentralized (Khalil 1992) (that is, 8i 2 f1;. . . ;pg, Á i …t;y †ˆÁ i …t;y i †) and veri® es moreover the sector condition 8…t;y † 2 R ‡ £ R p ; Á…t;y † T …Á…t; y † ¡ Ky † µ 0 …2 † for a certain non-negative diagonal matrix K. The asymptotic stability of all the systems obtained by coupling (1) with a non-linearity ful® lling (2) is called absolute stability of the class of systems (1).
In order for the class of systems (1) to be absolutely stable, asymptotic stability should hold for all linear time-invariant choice of Á compatible with (2), that is for the maps Á…t;y †ˆdiag fk i gy; 0 µ k i µ K i Aizerman (1947) was the ® rst to formulate (for ® nite sectors and rational systems) the question of the suciency of this condition. As is well-known, the answer is negative, even if one restricts oneself to time-invariant non-linearities, as proved by Pliss (1958) (see also a counterexample in Aizerman and Gantmacher 1964, pp. 86± 88) . Popov gave in 1959 an elegant su cient condition for absolute stability of the class of systems (1) with time-invariant non-linearities (Popov 1961) , known as Popov criterion (see, e.g. Willems 1970 , Khalil 1992 , Leonov et al. 1996 : absolute stability holds, provided that the poles of H have negative real part and that there exists a diagonal matrix ² such that I ‡ …I ‡ ²s †KH…s † is strictly positive real (SPR)
…3 †
The latter result was initially given for rational systems, and it was extended shortly after by Popov et al. (1962) to delay systems (and seemingly independently by Li (1963) ). For rational systems, the result may be proved using a Lyapunov function with a Lur'e term of the form
and applying Kalman± Yakubovich± Popov lemma. Since the late ® fties, a lot of contributions have been published, giving generalizations of Popov criterion to various classes of time-invariant non-linearities (see Leonov et al. (1996) and Barabanov et al. (1997) for an overview and references, Liao (1993) for Chinese contributions) . As an example, the result has been extended by Yakubovich to some hysteresis non-linearities (Yakubovich 1965) . Results have been obtained with stronger conditions on the non-linearity, especially incremental sector conditions, see references in Narendra and Taylor (1973) and Leonov et al. (1996) . Also, attempts have been made to adapt Popov criterion to time-varying rational systems (see Liberzon (1979) for a review of the period 1968± 1977, surveying an important number of contributions , especially from Eastern Europe). Recall ® rst that for time-varying nonlinearities ful® lling sector condition (2), circle criterion provides a su cient condition of absolute stability, namely that the poles of H have negative real part, and that
Also, for such a class of time-varying non-linearities, Pyatnitskii (1970) has shown that absolute stability is equivalent to the asymptotic stability of all the timevarying linear systems of this class, that is for the maps Á…t;y †ˆdiag fk i …t †gy;
This result gives rise to a class of su cient conditions of absolute stability, see e.g. Liberzon (1989) . See also Leonov (1981) and Barabanov (1989) for some frequential conditions of absolute stability without restrictions on the rate of variation of the non-linearity. On the other hand, it is possible to obtain conditions of absolute stability for smaller classes of time-varying non-linearities, especially by making restrictions on @Á=@t. This limitation may be acceptable, e.g. when studying the stability of limit cycles. Narendra et al. (1973) devoted Chapter VI of their monograph to this question. They obtained conditions for global stability involving two parts: the Popov condition plus a di erential (in the case of a so-called separate non-linearity Á…t;y †ˆk…t † f …y †) or integrodi erential inequality, linking @Á=@t and Á. These conditions may be not so easy to handle, see examples in Narendra and Taylor (1973, Chapter VIII) . Walker (1968) provided conditions for global stability. The assumptions given therein imply that (3) holds and, e.g. when ² ¶ 0
Á…t;z † dz instead of (2). As the a priori knowledge on the righthand side does not usually permit to consider it as nonnegative, this expresses a restriction of the rate of variation of the non-linearity, but K does not de® ne anymore the width of the sector, and it is not clear how to check systematically the conditions, especially for multivariable systems. Rekasius et al. (1965) , Hul' chuk et al. (1972) and Bertoni et al. (1969 Bertoni et al. ( /1970 published contributions providing frequency criteria for absolute stability of non-stationar y systems. In Rekasius and Rowland (1965) and Hul' chuk and Lychak (1972) , the authors require for the terms of the form " y i 0 …@Á i =@t †…t;z † dz appearing in the derivative of the Lyapunov function (4) to be bounded by a quadratic form in y i and Á i …t;y i †. This condition, see (7) below, may be interpreted as a generalized sector condition; it is ful® lled, e.g. when a sector condition on @Á=@t…t;y † holds. In Bertoni et al. (1969 Bertoni et al. ( /1970 , only this simpler condition is used, and graphical interpretation is given.
See also Grujic Â et al. (1979) for related approach.
To the best of our knowledge, very few papers have been published on the topic of absolute stability of timevarying delay systems. Some non-frequential criteria are cited in Liao (1993, }} 6.1 and 6.5) . A paper by Ra AE svan (1972) provides an extension of Popov criterion to systems with separate non-linearities. Achieving an analysis close to the one presented here, it has to assume the monotonicity (w.r.t. time) of the time varying gains, a quite limiting assumption. Also, Walker (1967) provides results generalizing the approach of Walker (1968) to delay systems.
In the present paper, one proposes an extension of Popov criterion to non-autonomou s systems with delays, generalizing the work done in Rekasius and Rowland (1965) , Bertoni et al. (1969 Bertoni et al. ( /1970 and Hul'chuk and Lychak (1972) . More precisely, one provides simple conditions ensuring uniform asymptotic stability of the origin. These conditions are expressed in terms of a frequency condition in Theorems 1 and 2. The results provide uniform local asymptotic stability, a generalization of the property of absolute stability with ® nite domain (Khalil 1992) , or global stability. The latter results may be applied in particular to linear timevarying operators Á. The proposed criteria just add some supplementary terms to Popov criterion, depending on …@Á=@t †…t;y † as in Rekasius and Rowland (1965) and Hul' chuk and Lychak (1972) . They permit to link circle and Popov criteria: when no variation w.r.t. time of Á is permitted, the non-linearity is time-invariant, and Popov criterion applies; when any variation is permitted, circle criterion applies. The results herein ful® l the gap: they give su cient conditions of stability adapted to the magnitude of @Á=@t.
The results, being expressed in the frequency domain, are well ® tted to robustness issues, especially in presence of unstructured perturbations. Some graphical interpretation s are provided for scalar systems, partly as in Bertoni et al. (1969 Bertoni et al. ( /1970 . Concerning checkability of the conditions, an attractive feature is the possibility to approximate the transfer function matrix H by rational transfers: classical application of Kalman± Yakubovich± Popov (KYP) lemma shows that for these systems, the proposed frequency conditions are equivalent to some linear matrix inequalities, a now standard class of problems for which sound numerical methods have been developed (Boyd et al. 1994 ).
An example of application of the results given here comes from the control of chaos (Fradkov and Pogromsky 1998) : in order to stabilize an unstable periodic orbit of a strange attractor, Pyragas (1992 Pyragas ( , 1995 proposed to use a feedback control law built on the di erence between the actual value and the delayed value of the output, with delay equal to the period of the cycle. The analysis of the corresponding closed loop system requires stability results for non-stationar y nonlinear delay systems.
Finally, we want to emphasize the fact that the results could be applied to more general systems (e.g. systems with distributed delays, integral systems), as it is indeed the case for Popov criterion, see Halanay (1966, § 4.6.) and Corduneanu (1972) . Using the same assumptions on the variations of the non-linearity, some delay-independent criteria are given in Bliman (1999 a, b) .
The paper is organized as follows. The criteria are stated in } 2. Computation issues are studied in } 3. An example is presented in } 4. Finally, proof of the main result (Theorem 1) is exposed in } 5. In all the sequel, we assume that there exist global solutions of (1), that is, by de® nition: for all ¿ 2 C …‰¡h;0Š; R n †, there exists a continuous function x de® ned on ‰¡h; ‡1 †, absolutely continuous (Rudin 1987) on ‰0; ‡1 †, such that xj ‰¡h;0Šˆ¿ and (1) is ful® lled almost everywhere on ‰0; ‡1 †. The stability results given below concern the asymptotic behaviour of these global solutions.
Notations
In all the paper, k ¢ k denotes the euclidian norm or the induced matrix norm, I r denotes the r £ r identity matrix (simply I when the context is clear), the asterisk 
Assume that there exist diagonal matrices ²ˆdiag f² i g, D jˆd iag fD j ;i g, j 2 f1;2;3g, such that the following hypothesis is ful® lled
If the transfer function matrix
Extension of Popov absolute stability criterion A proof of Theorem 1 is presented in } 5. It essentially follows the approach of Popov and Halanay (1962) and Halanay (1966) , with adequate improvements.
Circle criterion is found as a particular case when @Á=@t is unconstrained (in this case, one has to take ²ˆ0, and (8) reduces to (5) fD …t †g ¶ 0
The additional, quadratic, term in (10) is then nonpositive, indicating clearly that the criterion is more restrictive than Popov conditions (compare with (3)) for the systems with non-autonomous non-linearities.
Condition (7) is a generalization of (9), whose idea is borrowed from Rekasius and Rowland (1965) and Hul'chuk and Lychak (1972) . Condition (H3 0 ) is in general a`local' sector condition. It is ful® lled in two important cases. When ® ² 0, (9) 
This hence de® nes a sector condition on the map y 7 ! …@Á=@t †…t;y †. Also, when the inequality in (9) Remark that Á does not have to be continuous w.r.t. y, except in 0, and the same is true for @Á=@t. In the conditions of application of Theorem 1, there exist functions k i …t;y i † such that Á i …t;y i †ˆk i …t;y i †y i , iˆ1; . . . ;p, and it may be fruitful to express the results in terms of the k i . As an example, (H1) requires that 0 µ k i …t;y i † µ K i . Also, (9) expresses that 8i 2 f1;. . . ;pg;
and …@ 2 Á i =@y i @t †…t;0 †ˆ…@k i =@t †…t;0 † when the 2nd derivative exists.
When the solutions of (1) are continuous w.r.t. the initial conditions, one may consider the essential suprema (Rudin 1987) of ²D …t † on ‰t 0 ; ‡1 † for any t 0 ¶ 0, instead of ‰0; ‡1 †. Indeed, due to the strict inequality involved, one may even use the upper limit (Rudin 1987) of these expressions when t 0 ! ‡1.
For a scalar system, pˆ1, and condition (8) is equivalent to
This may be interpreted graphically, as in (Bertoni et al. (1969 (Bertoni et al. ( /1970 An interesting problem is, given K, to determinate the largest incertitude on @Á=@t allowed by Theorem 1, for example under condition (H3 0 ). In this case, the previous graphical criterion can hardly be used, as the ordinate changes with the D j . To overcome this drawback, condition (8) should rather be seen as a geometrical condition in the three-dimensional space …Re H… j! †; Im H… j! †; ! Im H… j! † † obtained as the product of Nyquist and Popov planes, a condition not easy to interpret. We present in the sequel a weaker but simpler condition, located in the Popov plane.
Denoting As an example let us examine the case of a scalar system ful® lling (H3 0 ), the general case (H3) is similar.
Formula (12) is equivalent to (13a) (resp. (13b)) for ² ¶ 0 (resp. ² µ 0), where 
… †
In the con® gurations shown in ® gure 2, the quantity d involved is indeed the least z > 0 such that one of the points …¡1=K; §z † belongs to the convex hull of the Popov locus P. To show this, remark that, e.g. for the right diagram
seen as the value of the support function of the set P ‡ 1=K applied to the vector …²; ¡1 † (Rockafellar 1970). One may hence replace the set P by its convex hull conv P, and then reverse the order of inf and sup. One gets dˆ¡ sup inf ²2R ²…z 1 ‡ 1=K † ¡ z 2 : …z 1 ;z 2 † 2 conv P inf z 2 : …¡1=K;z 2 † 2 conv P f g
Computation issues
It turns out that for rational systems, frequency condition (8) may be checked easily.
Proposition 1 (LMI condition for rational systems) : L et H…s †ˆC…sI ¡ A † ¡1 B be a rational strictly proper
Hurwitz transfer function matrix, let ²d ef diag f² i g ¶ 0.
Condition (8) holds if and only if the following L MI is feasible: (see (15) below)
Proposition 1 is a direct consequence of Kalman± Yakubovich± Popov (KYP) Lemma (Leonov et al. 1996 , Rantzer 1996 .
In order to apply Theorem 1, it then su ces to achieve approximation by rational transfers, see e.g. Halanay and Ra AE svan (1981) and Partington et al. (1988) for the techniques of approximation. The following result states this properly.
Proposition 2 (Transfer approximation) : L et H ;H m be strictly proper Hurwitz transfer function matrices. L et ² be a diagonal matrix.
Suppose that there exists " 2 …0;1 † such that Figure 2 . Graphical stability criterion in the Popov plane.
Conversely, suppose that there exists " > 0 such that
The proof is left to the reader. Assumption (16 a) (resp. assumption (17 a)) is slightly stronger than the assumption needed to apply Theorem 1 to H m (resp. slightly weaker than the negation of this assumption) . Application of circle criterion provides stability if
On the other hand, Popov criterion guarantees stability if Á…t;y †ˆÁ…y † and
In the remainder of the section, one studies the stability of (18) D …t † µĀ ll computations to be presented have been achieved using the Scilab package LMITOOL (Scilab is a free software developed by INRIA, which is distributed with all its source code. For the distribution and details, see Scilab's homepage on the web at the address http:// www-rocq.inria.fr/scilab/).
Using the ideas of } 3, one approximates the delay following Partington et al. (1988) , and considers the sequence of approximants
Figure 3. Popov locus of system (18).
For each value of m, one computes the largest value of ess sup t ¶0 D …t † for which the analog of LMI (15) with the transfer H m and D 1ˆ1 2 ess sup t ¶0 fD …t †g, D 2ˆD3ˆ0 is feasible. This process provides a lower estimate of¯, denoted¯1. The results are presented in 
The optimal value of ² is ² opt ' 1:473. In conclusion, condition (10) Let us give a sample of the results that may be obtained. Let O be a convex open neighbourhood of 0 in R , such that :
. for all t 2 R ‡ , for all y 2 O n f0g, 0 µ Á…t; y †=y µ 2:5, and Á…t;0 † ² 0 (condition (H1) ).
Assume that there exist global solutions to system (18). The origin of system (18) The origin of system (18) is uniformly globally stable if OˆR and 8y 2 R n f0g; 1 y @Á @t …t;y † µ¯1 t ¡ a:e:
Proof of Theorem 1
One assumes, without loss of generality, that ® is non-negative, non-decreasing.
(1) Let us ® rst suppose that ² ¶ 0. The demonstration begins as in Popov and Halanay (1962) and Halanay (1966) . 
…20 †
By linearity, we have
for t 2 ‰0;T Š; …x ¡ x T †j ‰¡h;0Šˆ¿ …21 †
We shall denote in the sequel by c j , jˆ1;2;. . . ; various positive constants, independent of ¿ and T .
One may deduce from Hypothesis (H2), that there exist c 1 > 0, ¬ > 0, independent of ¿ and T , such that 
where ¶ is the Lipschitz constant of Á, de® ned by Hypothesis (H1). One may hence write
Now, if y…t † 2 O for any t 2 ‰0;T Š, one has, using (H3)
because ® is non-negative and non-decreasing, and O is convex. One hence deduces from (23)± (25)
and because y 2
T ;i is summable over R ‡ , due to (22 b). In the previous integral over R ‡ , the terms with Á T …t † vanish on ‰T ; ‡1 †, and one has bounded D 1 by jD 1 j ‡ . Denotingỹ T ;Á T the Fourier transform of y T ;Á T , the ® rst integral term of the previous expression is proved to be equal to 1 2º
Independently, Hypothesis (H3) implies that there exist positive numbers " and » y , both independent from T and ¿, such that the open ball in R p with centre 0 and radius » y is contained in O and such that, if 8t 2 ‰0;T Š; ky…t †k < » y …26 † then the following holds 1 2º
Putting together the two inequalities yields (via summation over i)
Due to (6), (21) and (22) The estimate on y T in (29) is obtained directly from (27), and the estimate on _ y T is then deduced, with the help of sector estimate (6) and the fact that H is strictly proper, as
One infers, using Cauchy± Schwarz inequality and y T …0 †ˆ0; that (26) and (28) imply, for any t 2 ‰0;T Š: Now, let » x > 0 be such that (recall that ® …z † ! 0 when z ! 0)
For ¿ 2 C…‰¡h;0Š; R n † with k¿k C…‰¡h;0Š † < » x , the previous computations show that, as long as (26) and (28) (2) We now remove the assumption that ² ¶ 0. This part of the proof is similar to the analogue enlargement of Popov criterion to non-positive slopes ², see Aizerman and Gantmacher (1964) .
By hypothesis, (8) Indeed, the ® rst part of the proof may then be applied to the transformed system (as2 ¶ 0), and this concludes the proof of Theorem 1. It hence remains to prove (31). This is done with the help of the following lemma. 
