Abstract: An approach for the identification of a class of hybrid systems is presented. The identification problem for hybrid systems is formulated as an optimization problem and two possible ways for an approximative solution of the problem are discussed. As a result of this discussion a top-down algorithm for the approximative solution is developed. The proposed algorithm enables the user to incorporate a priori knowledge in very different scales. The feasibility and performance of the procedure is demonstrated at a two tank laboratory system.
INTRODUCTION
The nature of hybrid systems is characterized by a strong coupling of their time driven and their discrete event driven subsystems. Hence, when identification of hybrid systems is considered, those two parts cannot be identified separately. As proposed in (Ferrari-Trecate et al., 2001; Hoffmann, 1999 ), a bottom-up identification may be executed in the following steps: detection of domains where the same model can be used, identification of the time driven dynamics within these domains, and finally, identification of the discrete event model. In most applications, this procedure is of high computational complexity due to the extensive number of affine estimates needed for the detection of possible switching points. Moreover, this local view of the identification problem does not enable the incorporation of particular a priori knowledge for example of the level of abstraction, the structure, and the desired accuracy of the model. However, in many practical situations the user does have this knowledge. Therefore, this paper presents a top-down oriented approach where the level of abstraction of the hybrid system, represented by a net-state-model (NSM) (Nenninger and Krebs, 1997) , can be chosen arbitrarily according to the specific needs. In addition, it takes into account a priori knowledge and applies suitable clustering techniques which allows sensible classification of the measured data. As a consequence, the computational complexity decreases. In many technical hybrid systems the Petri-net of the discrete event part can be split up into two subnets: one net which represents the dynamics of discrete input signals and the corresponding discrete actuators and a second net representing the influences of the time driven dynamics on the discrete event dynamics and vice versa. The identification of the first net is a discrete event identification which can be done by application of methods given in (Meda et al., 1998) . In practical applications, much of the dynamics of the discrete actuators is usually known a priori. The second net is identified along with the identification of the time driven dynamics, since this net merely reflects the switching between different time driven dynamics. Thus, the main problem in the identification of hybrid systems is the identification of the time driven dynamics. The identification algorithm presented here consists of the following three consecutive main tasks: Analysis of the a priori knowledge clustering of the measured data, and optimization of the cluster shapes. First, the a priori knowledge about the switching hypersurfaces and the time driven dynamics is analyzed; in particular the shape and the number of the switching hypersurfaces and regions with known models of the time driven dynamics are of interest. Very often, the time driven dynamics can be approximated by piecewise affine models. Thus, in the second step, the state space of the hybrid system is divided into sections applying an appropriate clustering technique with a suitable measure for the clusters distance. Thereby, the a priori knowledge is incorporated. The clustering algorithm classifies the data such that within one cluster an affine model yields a good approximation of the measured data. The user can influence the accuracy of the identification by modifying the number of clusters; thus, this structuring of the data takes into account both, the a priori knowledge and the desired model precision. Since a clustering technique with low computational complexity is used, the resulting clusters do not reflect the optimal positions of the affine models. Therefore, in the last step the positions of the affine models are optimized to achieve a higher precision of the identified model. A local optimization keeps the computational complexity low. The result of this identification process is a model optimized for the desired level of abstraction. The paper is organized as follows: In section 2 the hybrid identification problem is formalized and some assumptions for the identification are made. Section 3 mainly outlines the clustering technique and the optimization method used in the identification process. The procedure is demonstrated identifying a two-tank laboratory experiment in section 4. Finally, the results are discussed in section 5 and some conclusions are drawn.
PROBLEM STATEMENT
As mentioned above, the main problem of the identification procedure is the identification of piecewise affine models in each discrete state of the first Petri net representing the discrete input signals A usual approach for identifying parameters in dynamic systems is to choose the parameters such that they minimize the sum of a norm of the prediction error (Isermann, 1992) ; as a generalization of this approach the piecewise affine identification is interpreted as an optimization problem: Considering a set of measured data, y(1), . . . y(N ), u(1), . . . u(N − 1), the objective is to find a model M which maps the subset Z of the space R n ×R m to a subset of the space R n where R n is the state space and R m is the space of the inputs. The piecewise affine model M consists of M affine models
and the measurements y(k) are obtained from
where ε is a noise signal. Each of these models is valid on one subset Z I of Z only and the Z I form a complete and disjoint partition of Z; i.e.
M I=1
Z I = Z and
This is necessary since the state space representation is considered to determine the systems behavior completely. Overlapping domains of some Z I representing hysteresis effects would be possible only if at least one state variable had been neglected. The separation of overlapping areas and the resolution of hysteresis effects is then possible by taking into account the neglected state variables. The identification problem can now be formulated as the minimization of a performance index
where y(j) are the measured data, thex(j) are the predicted values of the identified model, and · denotes an arbitrary norm. In general, this performance index has to be minimized with respect to the parameter matrices A I , B I , c I , to all possible disjoint partitions of Z, and to all possible numbers of submodels M . The parameter α > 0 weights the number of submodels. As α increases, the number of submodels in the optimum decreases and vice versa. Hence 1/α can be interpreted as a weighting parameter for the effort the user wants to spend on the identification of the system. This optimization problem features two major difficulties:
• The number of submodels M ∈ N is integer;
hence a mixed-integer optimization problem has to be solved.
• For every number of submodels all possible disjoint partitions have to be known which form in general an infinite and not enumerable set. Although discrete data are considered and therefore only a finite subset is of interest, the number of partitions increases combinatorially with the number of data.
To obtain the global optimum the performance index for every possible combination of the number of submodels and all corresponding disjoint partitions has to be evaluated. There are two approaches to determine the parameter M :
The first approach is bottom-up oriented. The optimization starts with M = N submodels and decreases the number of submodels step by step (Ferrari-Trecate et al., 2001; Hoffmann, 1999) . The second approach is top-down oriented and will be developed in our contribution. It starts with one submodel and then increases the number of submodels. If the number of data N is large compared to the number of submodels M , a bottom-up oriented approach has to investigate many different disjoint partitions and has to calculate lots of affine estimates before the optimal number of partitions is reached. Additionally, the initial number of submodels is very large which may result in problems of manageability. In contrast, the topdown optimization reaches the optimal number of partitions faster. Considering an undisturbed piecewise affine process, two other important items become obvious:
As long an insufficient number of submodels is considered, an increasing number of submodels yields a decrease of the squared error sum of the optimal partition. If the adequate number of submodels is reached, the squared error sum of the optimal partition becomes zero for the first time.
An additional increase in the number of submodels results as well in a zero for the squared error sum. However identical models in some neighboring areas are obtained. Consequently, for the approximative solution it is not necessary to know the exact number of submodels; only an upper bound is required. Furthermore, it is evident that a usable approximative solution can be found if the number of partitions is larger than the number of different models in the real system. These considerations lead to the following assumption that reduces the complexity of the optimization problem.
Assumption:
The system under consideration is piecewise affine according to (1). The measured data y(k) are obtained according to (2) by the disturbed measurements of the ideal states x(k).
Consequently, the order of the submodels is known from the dimension of the state vector. Based on this assumption it is possible to develop the identification algorithm.
IDENTIFICATION ALGORITHM
The identification problem was generally stated in section 2. As previously discussed, this problem is not solvable exactly with reasonable effort. Hence an algorithm which yields a good approximation of the optimal solution has to be developed. In the following the norm in the performance index is defined as the Euclidean norm. The resulting performance index reads
For the approximative minimization of this performance index the following steps are proceeded: First, the data have to be normalized and the a priori knowledge has to be analyzed. The normalization is done by an affine mapping of the set Z to the n + m dimensional unit interval. Information about the switching hypersurfaces and about the time driven dynamics is collected from a priori knowledge; in particular the shape and the number of the switching hypersurfaces and regions with known models of the time driven dynamics are of interest. This a priori knowledge is incorporated as it is shown later. The identification algorithm itself starts with the clustering of the normalized data. As a result of the clustering a lattice in the normalized set Z norm is obtained. Thus, the normalized set Z norm is divided into several hypercuboids. The combination of several affine models in adjacent hypercuboids yields a piecewise affine global model that cannot be continuous. Therefore the hypercuboids are partitioned into suitable subdomains. Finally the positions and the sizes of these subdomains are optimized.
Clustering Technique
For every dimension of the n + m dimensional set Z norm the user specifies how many hyperplanes are to divide this dimension. The user fixes this number by a priori knowledge and/or by the desired level of accuracy. If there are subsets of Z with a priori known models, these domains can be approximated by hyperplanes and excluded from the clustering process by fixing the corresponding hyperplanes for the clustering process. The clustering algorithm initializes the hyperplanes to a randomly chosen location. The boundary hyperplanes of the set Z norm are treated as fixed hyperplanes during the clustering algorithm. For each hyperplane h 1 , . . . , h O the algorithm searches the optimal location between its left and right neighboring hyperplanes: For the Kth hyperplane with its neighbors h K−1 and h K+1 the algorithm divides the interval between h K−1 and h K+1 once at every data point within this interval with a hyperplaneĥ K,p and evaluates the performance index of the current division. The performance index is calculated as follows: For each hypercuboid bordering the hyperplanê h K,p , an affine model is estimated and the according sum of squared errors within each hypercuboid is calculated. The performance index for the partition p is the sum over the sums of squared errors of the hypercuboids bordering the hyperplaneĥ K,p . After the evaluation of each division, the new hyperplane h K,new is determined from the different h K,p as the one which results in the smallest performance index. This procedure is repeated until no more changes in the location of the hyperplanes occur.
Considering the computational complexity of this technique, its efficiency becomes obvious: for the calculation of the performance index corresponding toĥ K,p , recursive methods can be used. This can be seen if the calculation of the performance index for two hyperplanesĥ K,p andĥ K,p+1 is considered. The difference in the performance index results from one data point. This means that the new performance index forĥ K,p+1 can be calculated using the performance index forĥ K,p and adding the correction value for the data point that changed from one side ofĥ K,p to the other side ofĥ K,p+1 . The result of this clustering is a hypercuboidal lattice in the set Z norm . As a first approximative minimization of (4) an affine model can be estimated in each hypercuboid. The main problem with this very simple procedure is that it cannot produce continuous transitions to all neighboring models; however it is required that a continuous transitions to every neighboring model is at least possible, since the original system may be continuous. Thus, the hypercuboids are divided into simplices; a simplex is the convex hull of n + 1 points in a n-dimensional space (Ullrich and Tolle, 1996) . With simplices it is possible to produce continuous transitions to all adjacent simplices if affine models are used.
To avoid long and narrow simplices the Delaunay triangulation is applied for this division. After clustering and Delaunay triangulation, an affine model estimation can be realized by least squares methods in each simplex. The result will be an approximation of the system to identify. This model can be used as starting point for the next step of the proposed identification technique, the optimization of the model.
Optimization
In this step the vertices of the simplices are shifted such that the quality of the model improves in the sense of the performance index (4). The flowcharts of the optimization technique are given in In the outer loop of the algorithm the simplex S µ which contains the model with the largest variance among the non-blocked simplices is chosen while the second largest variance is memorized. With the simplex S µ the inner loop starts. The outer loop is terminated if all simplices are blocked by the inner loop. The inner loop minimizes locally the sum of the squared errors. To achieve this goal, one vertex of the simplex S µ has to be chosen and has to be shifted. The choice of the vertex to shift is done among the non-blocked vertices of S µ in the following way:
• Calculation of the center of gravity G µ of the simplex S µ • Assignment of the data in the simplex S µ to the vertices of the simplex such that one point P is assigned to a vertex U ν if the Euclidean distance from P to U ν is smaller or equal to the distance from U ν to G µ , • Estimation of the variance in the assigned data for each vertex.
• Choose the vertex U * ν that has the largest variance in its assigned data.
The objective of this procedure is to find the vertex which has the largest influence on the per- (4) by a shift of its location. Then all simplices containing the vertex U * ν are merged and a better triangulation of the resulting polyhedron is searched. Hence, the vertex U * ν is replaced by using a suitable data point in the polyhedron as new vertex. These data points are tried consecutively as replacement in ascending order considering their distance to the former vertex U * ν . For each resulting triangulation new affine models are determined. The variances in the new simplices are evaluated. The inner loop is stopped if the largest variance of the new simplices is smaller than the memorized second largest variance and all vertices of the involved simplices are deblocked. If this stop-criterion is not satisfied for any of the data points within the polyhedron under investigation, that partition of the polyhedron is taken which results in the smallest sum of squared errors in the polyhedron and the new vertex is blocked. After that a new iteration of the outer loop starts choosing the simplex with the largest variance among the non-blocked simplices. The algorithm for the identification of piecewise affine systems presented above enables to incorporate a priori knowledge of various kind. The user can apply this method for subsets of the state equations. For instance, if only q of the n state equations need to be identified, the user can do this very easily by canceling the corresponding rows in the parameter matrices. The incorporation of a priori knowledge about submodels and the corresponding domain in the set Z norm can be done very easily as well. For example, if the subdomain of a submodel is known, the area can be approximated by a polyhedron and is not considered in the optimization routine. To ensure that the polyhedron is not influenced by the optimization, its vertices have to be blocked during the optimization procedure.
APPLICATION: HYBRID TWO-TANK SYSTEM
The identification procedure is applied to the simulation data of a two-tank system shown in figure 2. The valve V 1 can be continuously manipulated whereas the valve V 2 adopts the positions opened or closed, only. The hybrid state of the system consists of two continuous states h 1 and h 2 corresponding to the liquid levels of each tank and one discrete state x d of the valve V 2 . The system's hybrid nature results from the interaction of the continuous dynamics and the discrete event dynamics and vice versa: The continuous dynamics depends on the liquid levels in T 1 and T 2 ; the dynamics switches if the levels rise above or fall beneath the height h of the connecting pipe. These switchings happen autonomously in the system. Alternatively, the dynamics is switched by an external change of the discrete state of valve V 2 . For generating the data, the system's model was excited during 1500 seconds. Via the continuous input a random signal was fed into the system that caused the valve V 1 to change the position every 10 seconds; thereby one of the positions 0%, 10%, . . . , 100% opened were taken. For the discrete input another random signal was generated that caused the valve V 2 to open and close every 100 seconds. The random input signals are shown in figure 3 and the resulting simulation is given in figure 4 by the dashed lines.
The goal of this sample application is the identification of a model which predicts the height in the tank T 1 . This means that a piecewise affine model of the form h 1,I (k +1) = a 1,I h 1,I (k)+a 2,I h 2,I (k)+b I u(k)+c I is estimated; the index I = 1, . . . , M numbers the affine submodels. The identification procedure starts with the normalization and separation of the sampled data; the data is assigned to the two possible states of the discrete event system. Then, the clustering technique and the triangulation are applied to each of the data sets with respect to h 1 as described in section 3. The results of the identification process after clustering and triangulation already meet the accuracy needs and hence the optimization routine is left out. A priori knowledge about the connecting pipe allows to define two switching hyperplanes in the state space: one hyperplane divides the set Z norm in h 1 direction, the other in h 2 direction. Consequently, the clustering algorithm is initialized with one hyperplane in every state coordinate of the set Z norm . The simulation of the identified model for the prediction of the level in tank T 1 is done in parallel to the original system. Since the height h 2 of the tank T 2 is needed as an input for the simulation the signal is sampled with the sample time T A . The excitation signals of the original system were used as input signals. The resulting normalized simulation is given in figure 4 as the solid line. The solid line of the identified model follows the dashed line of the original system nearly exactly. The external switchings of the dynamics can be seen at t = 1000s and t = 1400s where the valve V 2 changes its discrete state from closed to opened. In spite of these sudden external switchings, the accuracy of the identified model is not influenced.
DISCUSSION AND CONCLUSIONS
The presented identification method proceeds in five steps: analysis of the a priori knowledge, identification of the input net, scaling and clustering of measured data, triangulation of the obtained lattice, and optimization. Since the procedure is top-down, it is possible to incorporate a priori knowledge of very different scale. The algorithm can be used if there is only a rough idea about the number of different submodels. However, very detailed information about the switching hypersurfaces facilitates the identification of a precise model and the presented algorithm is able to incorporate this a priori knowledge. The proposed clustering technique works directly in the data space and its results are therefore easy to interpret. Further on it is very efficient since recursive methods for the different affine estimates can be used. However, often a suboptimal solution is found only. To overcome this problem, the clustering algorithm can be started several times with different random initial hyperplanes and the best lattice could be chosen. If the clustering algorithm is trapped in a local minimum the resulting lattice normally leads to a good approximation after triangulation and optimization. The optimization procedure improves locally a feasible solution and can be aborted and restarted at any step in the procedure. The proposed algorithm tries to decrease the maximum variance in the current model underneath the second largest variance. If this is not possible, the squared error sum is minimized locally and the concerned vertex is no longer investigated until some change in the neighborhood takes place. As stated for the clustering technique, this optimization strategy often converges to a suboptimal solution; however this local search is of very low computational complexity. Before a vertex is blocked, the best triangulation is chosen in a polyhedron; consequently, the final solution is better than the start solution.
As the simulation results demonstrate, the identification of hybrid systems with non-affine nonlinearities is also possible with the proposed algorithm since the hybrid two-tank system is an example where the continuous nonlinear dynamics is approximated with affine estimates. The determination of the exact number of submodels is of minor importance. To obtain good identification results, a number of submodels is necessary which is larger or equal to the number of submodels in the original system and which is manageable with reasonable effort. Often, such a number is known from a priori knowledge and thus the importance of clustering techniques which guess the number of submodels from measured data exactly decreases in the field of hybrid identification. The presented identification algorithm thus allows to determine the continuous dynamics and switching hypersurfaces with sufficient accuracy and low computational effort. Available a priori knowledge may be used to support the different steps.
