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Abstract
This paper complements the results of Tong (Ann. Statist. 17 (1989) 429), Shaked and Tong
(Ann. Statist. 20 (1992) 614) and Eaton (in: Stochastic Inequalities, IMS Lecture Notes
Monograph Series, Vol. 22, 1993, 76) by deriving some monotonicity results associated with
intra–inter-class correlation matrices. In Section 2, we consider the problem of comparing
these matrices in terms of the orderings induced by several subgroups of the orthogonal group.
Section 3 is devoted to deriving some probability inequalities for normal random variables
whose correlation matrix is of the intra–inter-class correlation structure.
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1. Introduction
Let Y ¼ ðY1;y; YnÞ0 be an n  1 random vector such that each Yi has common
mean bAR1 and common variance s240:
EðYÞ ¼ b1n and CovðY Þ ¼ s2R; ð1:1Þ
where 1n ¼ ð1;y; 1Þ0 : n  1 and R is the correlation matrix of Y : This paper treats
the case where R belongs to a set of intra–inter-class correlation matrices, and
establishes some inequalities which complement the results of Tong [11,13], Shaked
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and Tong [8], St-epniak [10] and Eaton [4]. To state the problem more precisely, let a
partition k of the integer n be an n  1 vector of nonnegative integers such that
k ¼ ðk1;y; kr; 0;y; 0Þ0; k1X?XkrX1 and
Xr
i¼1
ki ¼ n; ð1:2Þ
where r is called the length of k: Let PðnÞ denote the set of all partitions of n of form
(1.2). For each kAPðnÞ and for arbitrary but ﬁxed 0plpyo1; the intra–inter-class
correlation matrix RðkÞ ¼ Rðk : y; lÞ is deﬁned by
RðkÞ ¼ ð1 yÞIn þ ðy lÞJðkÞ þ l1n1n0 with
JðkÞ ¼ diagf1k11k1 0;y; 1kr1kr 0g; ð1:3Þ
where diag denotes the block diagonal matrix. (The term ‘‘intra–inter-class
correlation’’ is due to Eaton [4].) Clearly, when we partition RðkÞ into r2 blocks
according to k; the ði; iÞth block RiiðkÞ and ði; jÞth block RijðkÞ ðiajÞ are of the form
RiiðkÞ ¼ ð1 yÞIki þ y1ki1ki 0 : ki  ki and RijðkÞ ¼ l1ki1kj 0 : ki  kj;
respectively. In particular, when k ¼ kmax or kmin; where
kmax ¼ ðn; 0;y; 0Þ0APðnÞ and kmin ¼ ð1;y; 1Þ0APðnÞ; ð1:4Þ
the matrices RðkmaxÞ and RðkminÞ take the form
RðkmaxÞ ¼ ð1 yÞIn þ y1n1n0 and RðkminÞ ¼ ð1 lÞIn þ l1n1n0;
respectively. Note that the two partitions kmax and kmin are the extreme ones in PðnÞ
in terms of the majorization ordering g; that is,
kmaxgkgkmin for any kAPðnÞ; ð1:5Þ
where kgk
 means that k majorizes k
 (see [7] for deﬁnition).
Inequality (1.5) raises the question of how RðkÞ’s are ordered by the strength of
correlation. Intuitively, RðkmaxÞ can be regarded as a ‘‘larger’’ correlation matrix
than RðkminÞ in the sense that RðkmaxÞ has more correlation than RðkminÞ; since the
off-diagonal elements of RðkmaxÞ are uniformly larger than those of RðkminÞ:
However, such an elementwise inequality does not generally hold for RðkÞ and Rðk
Þ
such that kgk
: Hence it is not clear whether kgk
 implies that RðkÞ has more
correlation than Rðk
Þ has. The following monotonicity result obtained by Tong [11]
gives an answer to this question.
Proposition 1.1 (Tong [11]). Let kgk
 and suppose that
Y ¼ ðY1;y; YnÞ0BNnðb1n; s2RðkÞÞ and
Y 
 ¼ ðY 
1 ;y; Y 
n Þ0BNnðb1n; s2Rðk
ÞÞ: ð1:6Þ
Then Y is more positively dependent than Y 
 in the sense that EfQni¼1 f ðYiÞg
XEfQni¼1 f ðY 
i Þg holds for all Borel-measurable functions f : R1-½0;NÞ such that
the expectations exist.
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Although Proposition 1.1 clariﬁes the relation between RðkÞ and the strength of
positive dependence of Y ; it strongly depends on the normality assumption.
On the other hand, by using the notion of group-induced ordering, Eaton [4]
introduced an ordering for the covariance matrices of random vectors in the context
of comparison of experiments. By applying his result to the set of RðkÞ’s, it can be
shown that if kgk
; then RðkÞ is smaller than Rðk
Þ with respect to the ordering
induced by a subgroup of Gcn; where Gcn denotes the group of n  n nonsingular
matrices. To see this more exactly, we begin with providing a brief review on the
notion of group-induced ordering: Suppose that
EðYÞ ¼ b1n and CovðY Þ ¼ S with SASðnÞ; ð1:7Þ
where SðnÞ denotes the set of n  n positive deﬁnite matrices. For a group
G ðCGcnÞ acting onSðnÞ via the group action S-GSG0; let C½S :G be the convex
hull of the G-orbit of S; that is, the convex hull of the set fGSG0 j GAGg: For two
matrices S;S
ASðnÞ; we write
SpGS
 if SAC½S
 : G:
The pre-ordering pG thus deﬁned is called the group-induced ordering, or the
ordering induced by G: The result of Eaton [4] (modiﬁed to the setup (1.7)) is the
following: Let Gcnð1nÞ be the group of n  n nonsingular matrices G satisfying
G1n ¼ 1n; that is,
Gcnð1nÞ ¼ fGAGcn j G1n ¼ 1ng:
Then Gcnð1nÞ acts on the spaces of Y and S via Y-GY and S-GSG0; respectively.
He showed that for S;S
ASðnÞ; the inequality fðSÞXfðS
Þ with fðSÞ ¼
ð1n0S11nÞ1 is equivalent to SpGcnð1nÞS
: Here the above inequality for f has been
fully investigated by many authors in the context of comparison of experiments.
Among others, Shaked and Tong [8], Eaton [4], St-epniak [10] and Tong [13] showed
from various points of view that kgk
 implies fðRðkÞÞXfðRðk
ÞÞ: Thus under
condition (1.7), it is obtained that
RðkÞpGcnð1nÞRðk
Þ whenever kgk
; ð1:8Þ
where RðkÞ’s are viewed as the elements of SðnÞ:
In Section 2, we complement result (1.8) by dealing with the ordering induced by
some appropriate subgroups of the group On of n  n orthogonal matrices. While the
orderingpGcnð1nÞ is natural for positive deﬁnite matrices, it is not necessarily suitable
for comparison of correlation matrices. In fact, for a correlation matrix R; the action
of Gcnð1nÞ does not necessarily satisfy trðRÞ ¼ trðGRG0Þ: Furthermore, the identity
matrix In; which is an extreme correlation matrix, is not necessarily an extreme
element with respect to the ordering pGcnð1nÞ: On the contrary, trðRÞ ¼ trðGRG0Þ is
clearly satisﬁed for any GAOn; and, as will be seen in the next section, the matrix In
is minimal with respect to the ordering induced by any subgroup of On: Section 3
is devoted to deriving several probability inequalities for the quantities jYi  bj’s
which complement the results of Section 2 and Proposition 1.1.
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2. Orderings induced by subgroups of On
Let Y ¼ ðY1;y; YnÞ0 be an n  1 random vector such that
EðYÞ ¼ b1n and CovðY Þ ¼ s2S with SATðnÞ; ð2:1Þ
where TðnÞ is a subset of SðnÞ deﬁned as
TðnÞ ¼ fSASðnÞ j trðSÞ ¼ ng:
Then clearly the intra–inter-correlation matrices RðkÞ’s are contained in TðnÞ: This
section is concerned with comparing the matrices RðkÞ’s in terms of the ordering
induced by several subgroups of On: Note here that if two groups G1 and G2
satisfying G1CG2 act on TðnÞ and if SpG1S
; then SpG2S
 holds since
C½S
 :G1CC½S
 :G2: This fact will be often used in this section.
For any n  r matrix X such that X 0X ¼ Ir; let OnðXÞ be the group of n  n
orthogonal matrices G satisfying GX ¼ X ; that is,
OnðXÞ ¼ fGAOn j GX ¼ Xg: ð2:2Þ
Note here that the assumption X 0X ¼ Ir does not lose any generality, since the
condition GX ¼ X is equivalent to GXG ¼ XG for any GAGcn: In other words,
OnðXÞ depends on X only through the linear subspace LðXÞ spanned by the column
vectors of X : Therefore, when X ¼ e with
e ¼ 1n=
ﬃﬃﬃ
n
p
;
the group OnðeÞ is the group of orthogonal matrices G satisfying G1n ¼ 1n:
The ﬁrst problem considered in this section is to ﬁnd an expression of RðkÞ which
clariﬁes that RðkÞ is a minimal element with respect to the ordering pOnðXÞ induced
by OnðX Þ for appropriately chosen X : More speciﬁcally, for each k ¼ ðk1;y;
kr; 0;y; 0Þ0APðnÞ; we show that there exists an n  r matrix X ¼ X ðkÞ such that
(C1) any GAOnðXÞ satisﬁes G1n ¼ 1n; (which guarantees that OnðX Þ acts on the
space TðnÞ via S-GSG0),
(C2) RðkÞ is a minimal element of TðnÞ with respect to the ordering pOnðXÞ:
Here, RðkÞ is said to be minimal with respect to the ordering pOnðXÞ; if no matrix
RATðnÞ satisﬁes
RpOnðXÞRðkÞ: ð2:3Þ
In order to show that RðkÞ is minimal, it is sufﬁcient to prove that RðkÞ satisﬁes
GRðkÞG0 ¼ RðkÞ for any GAOnðX Þ; ð2:4Þ
since the above equality implies that C½RðkÞ : OnðXÞ ¼ fRðkÞg: To this end, we need
the following two lemmas.
Lemma 2.1. For given X : n  r such that X 0X ¼ Ir; let Z be an n  ðn  rÞ matrix
satisfying
X 0Z ¼ 0 and Z0Z ¼ Inr:
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Then the group OnðXÞ is described as
OnðXÞ ¼ G  ðX ; ZÞ
Ir 0
0 C
 !
X 0
Z0
 ! CAOnr
( )
: ð2:5Þ
Proof. It is clear that the right-hand side of (2.5) is contained in OnðXÞ: We show the
converse. Since the matrix W  ðX ; ZÞ is in On; any GAOðXÞ can be rewritten as
G ¼ WW 0GWW 0 ¼ W *GW 0 ¼ ðX ; ZÞ
*G11 *G12
*G21 *G22
 !
X 0
Z0
 !
with *G  W 0GW  ð *GijÞ; where the matrices *Gij ’s are determined uniquely for given
X and Z: Here the condition GX ¼ X implies
*G11 ¼ Ik and *G21 ¼ 0:
Furthermore, we have *G12 ¼ 0 and *G22AOnr; since *G is in On: &
Lemma 2.2. Let SASðnÞ: For given X : n  r such that X 0X ¼ Ir; the matrix S
satisfies
GSG0 ¼ S for any GAOnðXÞ; ð2:6Þ
if and only if S is of the form
S ¼ ðX ; ZÞ U 0
0 gInr
 !
X 0
Z0
 !
for some UASðrÞ and g40;
where the definition of the matrix Z is same as that in Lemma 2.1.
Proof. As is done in the proof of Lemma 2.1, let W ¼ ðX ; ZÞ and rewrite SASðnÞ as
S ¼ WW 0SWW 0 ¼ ðX ; ZÞ
*S11 *S12
*S21 *S22
 !
X 0
Z0
 !
ðsayÞ:
Since any GAOnðXÞ is written as
G ¼ ðX ; ZÞ Ir 0
0 C
 !
X 0
Z0
 !
with CAOnr;
condition (2.6) is equivalent to
C *S21 ¼ *S21 and C *S22C0 ¼ *S22 for any CAOnr;
which is in turn equivalent to
*S21 ¼ 0 ¼ *S012 and *S22 ¼ gInr for some g40;
since *SASðnÞ: This completes the proof. &
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Now for each k ¼ ðk1;y; kr; 0;y; 0Þ0APðnÞ; let
X ¼ XðkÞ ¼ diagf1k1=
ﬃﬃﬃﬃﬃ
k1
p
;y; 1kr=
ﬃﬃﬃﬃ
kr
p
g : n  r ð2:7Þ
and let Z ¼ ZðkÞ be any n  ðn  rÞ matrix such that
X 0Z ¼ 0 and Z0Z ¼ Inr:
Then the matrix ðX ; ZÞ ¼ ðX ðkÞ; ZðkÞÞ is an n  n orthogonal matrix. Note here that
any GAOnðX Þ satisﬁes G1n ¼ 1n; since
1n ¼ Xs with s ¼ sðkÞ ¼ ð
ﬃﬃﬃﬃﬃ
k1
p
;y;
ﬃﬃﬃﬃ
kr
p
Þ0 : r  1: ð2:8Þ
This shows that OnðX Þ satisﬁes condition (C1). Condition (C2) is proved by the
following theorem.
Theorem 2.3. For any kAPðnÞ; the matrix RðkÞ is expressed as
RðkÞ ¼ ðX ; ZÞ U 0
0 ð1 yÞInr
 !
X 0
Z0
 !
ð2:9Þ
with X ¼ XðkÞ; Z ¼ ZðkÞ and
U ¼ UðkÞ ¼ ð1 yÞIr þ ðy lÞN þ lss0;
where s ¼ sðkÞ is given in (2.8) and
N ¼ NðkÞ ¼ diagfk1;y; krg : r  r:
Hence RðkÞ is a minimal element with respect to the ordering induced by OnðXðkÞÞ:
Proof. Rewriting the right-hand side of RðkÞ ¼ ð1 yÞIn þ ðy lÞJðkÞ þ l1n1n0 by
using the following three equalities
In ¼ XX 0 þ ZZ0; JðkÞ ¼ XNX 0 and 1n ¼ Xs
yields
RðkÞ ¼ ð1 yÞ½XX 0 þ ZZ0 þ ðy lÞXNX 0 þ lXss0X 0
¼X ½ð1 yÞIr þ ðy lÞN þ lss0X 0 þ Z½ð1 yÞInrZ0;
from which (2.9) follows. By Lemma 2.2, (2.9) is equivalent to (2.4). Hence we see
that RðkÞ is minimal with respect to the ordering induced by OnðX Þ: &
Two extreme cases are examined here. When k ¼ kmax; then XðkmaxÞ ¼ e and the
matrix RðkmaxÞ ¼ ð1 yÞIn þ y1n1n0 is minimal with respect to the ordering induced
by OnðeÞ: The expression (2.9) for RðkmaxÞ is
RðkmaxÞ ¼ ðe; ZÞ
U 0
0 ð1 yÞIn1
 !
e0
Z0
 !
with
U ¼ UðkmaxÞ ¼ ð1 yÞ þ ðy lÞn þ ln ¼ ð1 yÞ þ yn:
ARTICLE IN PRESS
H. Kurata / Journal of Multivariate Analysis 88 (2004) 207–221212
On the other hand, when k ¼ kmin; we have XðkminÞ ¼ In; NðkminÞ ¼ In; sðkminÞ ¼ 1n
and OnðX ðkminÞÞ ¼ fIng: While the two matrices RðkmaxÞ and RðkminÞ have the same
structure, Theorem 2.3 distinguishes them by the two different matrices X ðkmaxÞ
and XðkminÞ:
It follows from (2.8) that for any kAPðnÞ;
LðeÞ ¼ LðXðkmaxÞÞCLðX ðkÞÞCLðX ðkminÞÞ ¼ Rn;
which in turn implies that for any kAPðnÞ;
OnðeÞ ¼ OnðXðkmaxÞÞ*OnðXðkÞÞ*OnðXðkminÞÞ ¼ fIng: ð2:10Þ
By combining (2.10) with Theorem 2.3, we can classify RðkÞ’s according to the
minimality with respect to the orderings induced by OnðXðkÞÞ’s.
Relation (2.10) suggests the problem of comparing RðkÞ’s in terms of the ordering
induced by OnðeÞ: To this end, for each kAPðnÞ; we derive the smallest element, say
R˜ðkÞ; of the convex set C½RðkÞ :OnðeÞ in the sense that R˜ðkÞ satisﬁes
R˜ðkÞpOnðeÞR for any RAC½RðkÞ : OnðeÞ:
Since OnðeÞ is a compact group, there exists the unique OnðeÞ-invariant probability
measure n (the uniform distribution on OnðeÞ), and the matrix R˜ðkÞ is given by
R˜ðkÞ ¼
Z
OnðeÞ
GRðkÞG0nðdGÞ:
(See Eaton ([3, p. 5]) for general theory.)
Theorem 2.4. For each kAPðnÞ; the smallest element R˜ðkÞ of C½RðkÞ : OnðeÞ is
given by
R˜ðkÞ ¼ ð1 *yÞIn þ *y1n1n0; ð2:11Þ
where *y ¼ *yðkÞ is defined as
*yðkÞ ¼ 1
nðn  1Þ f1n
0RðkÞ1n  ng
¼ aðkÞyþ ð1 aðkÞÞl ð2:12Þ
with
aðkÞ ¼ 1
n  1
1
n
Xr
i¼1
k2i  1
( )
: ð2:13Þ
The functions aðkÞ and *yðkÞ are strictly Schur-convex, and hence aðkÞA½0; 1 and
*yðkÞA½l; y:
Here aðkÞ deﬁned on PðnÞ is called Schur-convex if kgk
 implies aðkÞXaðk
Þ: If
aðkÞ4aðk
Þ whenever kgk
 and kak
; then aðkÞ is said to be strictly Schur-convex.
(See [7, p. 54]).
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Proof. Since, by Lemma 2.1, any GAOnðeÞ is of the form
G ¼ ðe; ZÞ 1 0
0 C
 !
e0
Z0
 !
with CAOn1;
where Z : n  ðn  1Þ satisﬁes e0Z ¼ 0 and Z0Z ¼ In1; the matrix GRG0 with
R ¼ RðkÞ is expressed as
GRG0 ¼ ðe; ZÞ e
0Re e0RZC0
CZ0Re CZ0RZC0
 !
e0
Z0
 !
¼ðe0ReÞee0 þ ee0RZC0Z0 þ ZCZ0Ree0 þ ZCZ0RZC0Z0:
That G is distributed as the uniform distribution n is equivalent to that C is
distributed as the uniform distribution on On1: Therefore,Z
OnðeÞ
GRG0nðdGÞ ¼ ðe0ReÞee0 þ ee0RZEfCg0Z0 þ ZEfCgZ0Ree0
þ ZEfCZ0RZC0gZ0
¼ ðe0ReÞee0 þ trðZ
0RZÞ
n  1 ZZ
0
¼ trðZ
0RZÞ
n  1 In þ
1
n
1
n
1n
0R1n  trðZ
0RZÞ
n  1
 
1n1n
0;
where E in the ﬁrst line denotes the expectation with respect to the distribution of C;
the second line follows from the following two equalities:
EfCg ¼ 0 and EfCAC0g ¼ trðAÞ
n  1 In1 for any A : ðn  1Þ  ðn  1Þ;
and the third from the matrix identity ee0 þ ZZ0 ¼ ð1=nÞ1n1n0 þ ZZ0 ¼ In: Noting
that
trðZ0RZÞ ¼ tr R In  1
n
1n1n
0
  
¼ trðRÞ  1
n
1n
0R1n ¼ n  1
n
1n
0R1n;
1n
0R1n ¼ ð1 yÞn þ ðy lÞ
Xr
i¼1
k2i þ ln2 ðobtained directly from ð1:3ÞÞ
yields results (2.11)–(2.13). The strict Schur-convexity of
Pr
i¼1 k
2
i is well-known (see,
for example, [7, p. 64]), which implies that both aðkÞ and *yðkÞ are also strictly Schur-
convex. &
Thus for each RðkÞ; we obtain the correlation matrix R˜ðkÞATðnÞ such that
R˜ðkÞpOnðeÞRðkÞ: Here R˜ðkÞ is minimal with respect to the ordering pOnðeÞ:
Corollary 2.5. Let kgk
 and kak
: Then neither RðkÞpOnðeÞRðk
Þ nor
RðkÞXOnðeÞRðk
Þ holds.
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Proof. Suppose ﬁrst that RðkÞpOnðeÞRðk
Þ: Then RðkÞ is expressed as RðkÞ ¼Pm
i¼1 ciGiRðk
ÞGi 0 for some integer m and GiAOnðeÞ ði ¼ 1;y; mÞ; since
RðkÞAC½Rðk
Þ : OnðeÞ: This implies that
R˜ðkÞ ¼
Z
OnðeÞ
GRðkÞG0nðdGÞ ¼
Xm
i¼1
ci
Z
OnðeÞ
GGiRðk
ÞGi 0G0nðdGÞ
¼
Xm
i¼1
ci
Z
OnðeÞ
GRðk
ÞG0nðdGÞ ¼ R˜ðk
Þ;
where the third equality follows since n is invariant under OnðeÞ: Thus we obtain
*yðkÞ ¼ *yðk
Þ; which contradicts the strict Schur-convexity of *yðkÞ: By interchanging
the role of RðkÞ and Rðk
Þ; it is also shown that RðkÞXOnðeÞRðk
Þ does not hold. &
This fact leads to the problem of comparing the matrices in terms of the ordering
pOn induced by On which is larger than OnðeÞ: As is proved in Eaton [2], for two
matrices S;S
ATðnÞ; the condition SXOnS
 is equivalent to
rðSÞgrðS
Þ;
where rðSÞ ¼ ðr1ðSÞ;y; rnðSÞÞ0 : n  1 is the vector of the latent roots of S such
that r1ðSÞX?XrnðSÞ: (Although GAOn does not necessarily satisfy Gb1n ¼ b1n in
(2.1) unless b ¼ 0; the ordering pOn for SATðnÞ; or equivalently, the majorization
ordering for rðSÞ is of independent interest.)
Proposition 2.6. If kgk
; then rðR˜ðkÞÞgrðR˜ðk
ÞÞ:
Proof. In general, the latent roots of the correlation matrix Cy ¼ ð1 yÞIn þ y1n1n0
such that yX0 is given by
rðCyÞ ¼ ðð1 yÞ þ ny; 1 y;y; 1 yÞ0; ð2:14Þ
and it is easy to see that yXy
 is equivalent to rðCyÞgrðCy
 Þ: By applying this fact
to R˜ðkÞ’s and using the Schur-convexity of *yðkÞ; the result follows. &
Thus for any 0plpyo1 and for any k; k
APðnÞ such that kgk
; we have
rðRðkmaxÞÞ ¼ rðR˜ðkmaxÞÞgrðR˜ðkÞÞgrðR˜ðk
ÞÞgrðR˜ðkminÞÞ
¼ rðRðkminÞÞ: ð2:15Þ
Next we consider the ordering for RðkÞ’s. For RðkmaxÞ and RðkÞ; we have
Proposition 2.7. rðRðkmaxÞÞgrðRðkÞÞ holds for any kAPðnÞ:
Proof. An equivalent statement RðkmaxÞXOn RðkÞ is proved here. Let eðiÞ : n  1 be
the ith column vector of X ¼ XðkÞ: Then RðkmaxÞ and RðkÞ are expressed as
RðkmaxÞ ¼ ð1 yÞIn þ ynee0;
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RðkÞ ¼ ð1 yÞIn þ ðy lÞXNX 0 þ lnee0 with N ¼ NðkÞ
¼ ð1 yÞIn þ ðy lÞ
Xr
i¼1
kieðiÞeðiÞ0 þ lnee0; ð2:16Þ
respectively. Here, let GiAOn ði ¼ 1;y; r þ 1Þ be orthogonal matrices such that
G1e ¼ eð1Þ;y;Gre ¼ eðrÞ and Grþ1e ¼ e;
and let
c1 ¼ k1ðy lÞ
ny
;y; cr ¼ krðy lÞ
ny
and crþ1 ¼ ly:
Then 0pcip1 ði ¼ 1;y; r þ 1Þ;
Prþ1
i¼1 ci ¼ 1 andXrþ1
i¼1
ciGiRðkmaxÞGi 0 ¼ ð1 yÞIn þ yn
Xrþ1
i¼1
ciGiee0G0i
¼ð1 yÞIn þ yn
Xr
i¼1
cieðiÞeðiÞ0 þ crþ1ee0
( )
¼ the right-hand side of ð2:16Þ;
which shows that RðkÞAC½RðkmaxÞ : On: &
In this paper, the question of whether kgk
 implies rðRðkÞÞgrðRðk
ÞÞ is left
unsolved. However, in the following theorem, upper and lower bounds for RðkÞ are
obtained:
Theorem 2.8. For any kAPðnÞ; the vector rðRðkÞÞ is bounded from above and below by
uðkÞgrðRðkÞÞglðkÞ; ð2:17Þ
where uðkÞ and lðkÞ are defined by
uðkÞ ¼ ð1 yÞ
1
^
1
0
B@
1
CAþ ðy lÞ
k1
^
kr
0
^
0
0
BBBBBBBBB@
1
CCCCCCCCCA
þ l
n
0
^
0
0
BBB@
1
CCCA
¼ð1 yÞkmin þ ðy lÞkþ lkmax; ð2:18Þ
lðkÞ ¼ ð1 *yðkÞÞ
1
^
1
0
B@
1
CAþ *yðkÞ
n
0
^
0
0
BBB@
1
CCCA ¼ ð1 *yðkÞÞkmin þ *yðkÞkmax; ð2:19Þ
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respectively. Furthermore, both uðkÞ and lðkÞ are monotone in the majorization
ordering in the sense that kgk
 implies uðkÞguðk
Þ and lðkÞglðk
Þ:
Proof. Applying Theorem G.1.c. of Marshall and Olkin ([7, p. 243]) to RðkÞ ¼
ð1 yÞIn þ ðy lÞJðkÞ þ l1n1n0 yields
rðRðkÞÞ!rðð1 yÞIn þ ðy lÞJðkÞÞ þ rðl1n1n0Þ;
where the right-hand side is equal to uðkÞ: The lower bound lðkÞ is obtained from
Theorem 2.4. That is, Theorem 2.4 implies that RðkÞXOn R˜ðkÞ; or equivalently
rðRðkÞÞgrðR˜ðkÞÞ; the right-hand side of which is equal to lðkÞ: The monotonicity of
uðkÞ and lðkÞ is clear. &
Corollary 2.9. rðRðkÞÞgrðRðkminÞÞ holds for any kAPðnÞ:
Proof. Combining (2.15) with Theorem 2.8 yields
rðRðkÞÞgrðR˜ðkÞÞgrðR˜ðkminÞÞ ¼ rðRðkminÞÞ: &
Finally, two complementary facts related to the results of St-epniak [10]
and Giovagnolli and Romanazzi [5] are given. In [10], it is proved that
fðRðkÞÞXfðRðk
ÞÞ with RðkÞ ¼ Rðk : y; lÞ is equivalent to the one with l ¼ 0;
that is,
fðRðk : y; lÞÞXfðRðk
 : y; lÞÞ if and only if fðRðk : y; 0ÞÞXfðRðk
 : y; 0ÞÞ;
where Rðk : y; 0Þ ¼ ð1 yÞIn þ yJðkÞ: Since
rðRðk : y; 0ÞÞ ¼ ðð1 yÞ þ yk1;y; ð1 yÞ þ ykr; 1 y;y; 1 yÞ;
we obtain
rðRðk : y; 0ÞÞgrðRðk
 : y; 0ÞÞ whenever kgk
:
On the other hand, Giovagnolli and Romanazzi [5] deﬁned a group-induced ordering
for correlation matrices based on the group Gn generated by Dn,Pn; where Dn
denotes the group of n  n sign-change matrices and Pn the group of n  n
permutation matrices. The group Gn is clearly a subgroup of On: In Proposition 1(a)
of their paper, a necessary and sufﬁcient condition for a correlation matrix R to
satisfy ð1 yÞIn þ y1n1n0pGR is obtained as
1
nðn  1Þ minuAUfu
0Ru  ngpyp 1
nðn  1Þ maxuAU fu
0Ru  ng;
where U ¼ fuARn j u ¼ ð71;y;71Þ0g: Since all the elements of RðkÞ are
nonnegative, we have
1
nðn  1Þ maxuAU fu
0RðkÞu  ng ¼ 1
nðn  1Þ f1n
0RðkÞ1n  ng ¼ *yðkÞ;
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which in turn implies that
R˜ðkÞ ¼ ð1 *yðkÞÞIn þ *yðkÞ1n1n0pGRðkÞ;
where R˜ðkÞ is the correlation matrix obtained in Theorem 2.4.
3. Probability inequalities derived under normality assumption
This section complements Proposition 1.1 by deriving some monotonicity results
on the quantities jYi  bj’s under normality assumption. Suppose that
Y ¼ ðY1;y; YnÞ0BNnðb1n; s2RðkÞÞ with RðkÞ ¼ Rðk : y; lÞ: ð3:1Þ
Tong [13] stated that how to ﬁnd the inverse matrix RðkÞ1 is not yet known.
However it is easily obtained from Theorem 2.3 as
Lemma 3.1. For any kAPðnÞ; the matrix RðkÞ1 is expressed as
RðkÞ1 ¼ X ; Zð Þ U
1 0
0 1
1y Inr
 !
X 0
Z0
 !
ð3:2Þ
with X ¼ XðkÞ; Z ¼ ZðkÞ and
U1 ¼ UðkÞ1 ¼ 1
1 y Ir 
y l
1 y N˜ 
l
1þ lGðkÞ s˜s˜
0;
where
N˜ ¼ N˜ðkÞ ¼ diag k1ð1 yÞ þ ðy lÞk1;y;
kr
ð1 yÞ þ ðy lÞkr
 
: r  r;
s˜ ¼ s˜ðkÞ ¼
ﬃﬃﬃﬃﬃ
k1
p
ð1 yÞ þ ðy lÞk1;y;
ﬃﬃﬃﬃ
kr
p
ð1 yÞ þ ðy lÞkr
 
: r  1;
GðkÞ ¼ trðN˜Þ ¼
Xr
i¼1
ki
ð1 yÞ þ ðy lÞki:
Proof. Since ðX ; ZÞAOn; it sufﬁces to derive the inverse matrix of UðkÞ in (2.9),
which is easily obtained by using the following well-known matrix formula for a
nonsingular matrix A and a vector x;
ðA þ xx0Þ1 ¼ A1  1ð1þ x0A1xÞ A
1xx0A1:
(See, for example, [9, p. 592]). &
The matrix RðkÞ1 is an M-matrix. Here, in general, an n  n matrix A is called an
M-matrix if it is of the form A ¼ aIn  C; where C has nonnegative elements and
a40 exceeds the absolute value of every latent root of C (see [12, p. 78]). By using
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the matrix identity XX 0 þ ZZ0 ¼ In; rewrite RðkÞ1 as
RðkÞ1 ¼ 1
1 y In  X
y l
1 y N˜ þ
l
1þ lGðkÞ s˜s˜
0
 
X 0
¼ 1
1 y In  C ðsayÞ:
Since the elements of C are nonnegative and RðkÞ is positive deﬁnite, RðkÞ1 is an
M-matrix. More speciﬁcally, the ði; jÞth block Rij of RðkÞ1 is given by
Rii ¼ 1
1 y Iki 
y l
ð1 yÞpðkiÞ þ
l
½1þ lGðkÞpðkiÞ2
( )
1ki1ki
0;
Rij ¼  l½1þ lGðkÞpðkiÞpðkjÞ 1ki1kj ðiajÞ;
where pðkiÞ ¼ ð1 yÞ þ ðy lÞki:
As is well known (see Theorem 4:3:20 of Tong [12]), when the normality condition
(3.1) holds, the matrix RðkÞ1 is an M-matrix if and only if the density function of Y
is MTP2 (multivariate totally positive of order 2). Hence we obtain
Theorem 3.2. For each kAPðnÞ; the matrix RðkÞ1 is an M-matrix. Hence the density
function of Y in (3.1) is MTP2:
The following result is a common property shared by the normal distribu-
tions whose covariance matrices are the inverse of M-matrices (see [6] or [12,
Section 4.3.3]).
Corollary 3.3. All simple, multiple and partial correlation coefficients and all linear
regression coefficients calculated from Y in (3.1) are nonnegative.
Next we consider the problem of comparing positive dependence.
Lemma 3.4 (A special case of [1], Theorem 5.1.6 of [12]). Let
Y ¼ ðY1;y; YnÞ0BNnð0;SÞ and Y 
 ¼ ðY 
1 ;y; Y 
n Þ0BNnð0;S
Þ
be such that S ¼ ðsijÞ;S
 ¼ ðs
ijÞASðnÞ and sii ¼ s
ii ði ¼ 1;y; nÞ: If sijXs
ij for any
iaj; and if both S1 and S
1 are M-matrices, then Y is more positively upper and
lower orthant dependent than Y 
 in absolute value, that is, both
P
\n
i¼1
fjYij4aig
 !
XP
\n
i¼1
fjY 
i j4aig
 !
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and
P
\n
i¼1
fjYijpaig
 !
XP
\n
i¼1
fjY 
i jpaig
 !
hold for any a ¼ ða1;y; anÞ0ARn:
For each kAPðnÞ; let
Rðk : y; lÞ ¼ ðrijðk : y; lÞÞ ¼ ðrijðkÞÞ:
Then clearly rijðk : y; lÞ (iaj) is increasing in y (l) for ﬁxed l ðyÞ: Therefore by using
Theorem 3.2 and Lemma 3.4, we obtain the following monotonicity result.
Theorem 3.5. For given a ¼ ða1;y; anÞ0; the following two functions:
pUðy; lÞ ¼ P
\n
i¼1
fjYi  bj4aig
 !
and pLðy; lÞ ¼ P
\n
i¼1
fjYi  bjpaig
 !
are increasing in y ðlÞ for fixed l ðyÞ:
On the other hand, if the two partitions k ¼ ðk1;y; kr; 0;y; 0Þ0; m ¼
ðm1;y; mp; 0;y; 0Þ0APðnÞ satisfy the following relation:
kgm;
k1 ¼ m1 þ?þ mp1 ;
k2 ¼ mp1þ1 þ?þ mp2 ;
^
kr ¼ mpq1þ1 þ?þ mpq
ð3:3Þ
for some integers p1; p2;y; pq such that p1op2o?opq1opq ¼ p; (in other
words, m is a ‘‘ﬁner’’ partition than k), then the two matrices RðkÞ and RðmÞ
satisfy
rijðkÞXrijðmÞ ðiajÞ:
This yields
Theorem 3.6. Let
fUðkÞ ¼ P
\n
i¼1
fjYi  bj4aig
 !
and fLðkÞ ¼ P
\n
i¼1
fjYi  bjpaig
 !
;
and suppose that k and m satisfies condition (3.3). Then the following two inequalities
hold:
fUðkÞXfUðmÞ and fLðkÞXfLðmÞ:
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