The ability to accurately and fully characterize subsurface oil and gas reservoirs remains an elusive target for the energy industry. By accurately we mean with less uncertainty and at a higher spatial resolution than today's state-of-the-art, and by fully we mean in continuous, threedimensional space. The benefits of achieving this objective are obvious; field development plans and enhanced recovery operations can be optimized, and bypassed hydrocarbon pools can be identified and targeted for production. Ultimately, this should translate into an improvement in ultimate recovery factors from existing fields from the current (U.S.) average of only about 35%.
A research project funded by the U.S. Department of Energy has recently been completed to demonstrate the feasibility of a new approach to achieve the above objective. In summary, a series of relationships, founded on artificial intelligence technology, have been established (both in this project and by others), between data of different scales and type, including conventional logs, reservoir imaging logs, cross-well seismic, and surface seismic. Specifically, relationships between conventional logs and imaging logs have been demonstrated, as have relationships between conventional logs and cross-well seismic, and finally between cross-well and surface seismic. Through their integration, a fully 3D reservoir image should be possible, directly in the engineering terms required for reservoir flow simulation (i.e., porosity, fluid saturations, and permeability), at an improved resolution over surface seismic alone, and with less uncertainty than geostatistical methods alone. The specific advantages of the new approach include:
• Improved vertical resolution • Eliminates need for seismic attribute inversion • Inclusion of intermediate scale data (e.g., cross-well tomography) increases constraints and reduces uncertainty of reservoir description • Final product presented in terms of reservoir engineering parameters needed for flow simulation
While the work performed to date has demonstrated the technical feasibility of achieving a next generation of highresolution reservoir characterization -using today's data collection capabilities -it has yet to be validated in an integrated manner at a single field, and reconciled with field performance via reservoir simulation. Further research along these lines, aimed at both improving and demonstrating the technology, and also funded by the U.S. Department of Energy, is currently underway. This paper presents the work performed to demonstrate the technical feasibility of the new approach for high-resolution reservoir characterization.
Introduction
Industry's current standard practice for reservoir characterization is to collect all available geologic and reservoir information for the field of interest, integrate it within the framework of geologic and reservoir models, and solve the inverse problem via numerical simulation (i.e., achieve a history match of production, the result of which becomes the "de-facto" reservoir characterization upon which future development plans and production forecasts are based). Typically, the data includes "micro" scale data (e.g., core and fluid samples) and wellbore scale data (e.g., geophysical well logs, well tests, production). Surface seismic, if available, is also utilized to define geologic structure. This information is then used to constrain a reservoir (flow) model during the production history-matching process. However, this procedure can and frequently does yield non-unique and potentially misleading solutions. As a consequence, development plans and ultimate hydrocarbon recoveries can be less than optimum. The growth in 3D surface seismic over the past decade has provided a valuable source of new information. While historically these data have been utilized for improving structural definition, today there is rapidly growing interest in extracting other useful information from them, such as reservoir properties. Surface seismic is advantageous in that the information is obtained on a full 3D reservoir volume, and at a relatively low cost (in terms of cost per unit of reservoir volume surveyed). The trade-off for the low-cost is twofold however. First, the resolution of 3D seismic is relatively coarse (tens of feet) and second, the reservoir property information, as required by a numerical flow simulator, must be inferred from seismic attributes.
Until recently the first issue was not considered a problem. The grid block sizes usually utilized in reservoir models are larger than the 3D seismic resolution (primarily for computational efficiency purposes). Hence, rather than being faced with a seismic "downscaling problem", geologists and reservoir engineers have instead been faced with the challenge of how to properly "upscale" the various pieces of micro-and wellbore-scale data for use in a reservoir model 1 .
Historically, interest in improving the resolution of 3D reservoir characterization has been limited, mostly being associated with a relatively few number of enhanced recovery applications where knowledge of injected fluid movements (in all three dimensions) has a large impact on project planning and economics. However, the need to lower development costs in capital intensive new discoveries (e.g., deepwater), to extract more oil/gas from existing fields (i.e., for enhanced recovery and field redevelopment applications), and with the exponential growth in computing power and utility of megacell simulation 2 , the demand for next-generation technology to provide high-resolution reservoir characterization is becoming an increasingly important industry capability.
Addressing the second issue, a variety of geostatistical correlations between physically related seismic attribute and reservoir property information are typically employed. For example, one approach relates seismic impedence to reservoir porosity, and then applies that relationship across a field impedence map to generate a porosity distribution. If a core-derived porosity-permeability relationship exists, a field permeability map can be created. Alternatively, some researchers are trying to explicitly solve the underlying rock physics problem by directly relating reservoir properties to measured seismic attributes, and hence derive reservoir properties by inversion. However this is a highly complex problem which (at least today) does not yield consistent or reliable results, even when calibrated to synthetic seismograms generated from well logs. With either approach, the spatial resolution of the resulting reservoir characterization remains limited to that of the 3D dataset. This is most noticeable in the vertical (depth) dimension; the most common outcomes from such studies are two-dimensional reservoir property maps, absent the depth perspective.
Technical Approach
To achieve the next-generation of technology for improved reservoir characterization, at least in the short term, the capability must be developed to take a 3D surface seismic dataset, with a vertical resolution of many tens of feet, and improve its' resolution such that subtleties that can make a difference to, for example, enhanced recovery performance forecasting and/or reservoir development decisions, can be identified. We refer to the short term because in the long term, entirely new, high-frequency surface seismic acquisition technology may be developed to achieve the desired outcome. Until then, however, new and improved methods to interpret data acquired with today's technology is the most practical option, and hence is the focus of this effort.
It should also be noted (if it is not obvious) that the most critical dimension for improved resolution is the vertical one; due to the high horizontal-to-vertical ratios of most oilfields, the current resolution of surface seismic is believed sufficient in the horizontal dimension. It is the resolution in the vertical dimension that requires improvement, and that holds the greatest benefit potential. Hence, it is in this dimension that this work is also focused.
In short, then, the problem is how to deconvolve 3D seismic traces to a higher vertical frequency. This problem can be addressed in a number of ways. One might use highfrequency inversion, essentially a rock physics "history matching" process whereby reservoir properties are assumed on a pre-selected resolution (e.g., in 5 foot intervals), a synthetic seismogram computed, which is then upscaled and compared to the actual 3D response. The process is iterated until a satisfactory match between actual and predicted 3D seismic response is achieved. However, as one can imagine, this approach is even less certain than the low-frequency inversion mentioned earlier (i.e., by increasing the number of possible outcomes that result in a "match"). Another approach along these lines is to use sonic logs at existing wells to develop synthetic seismograms. This has the advantage of having a direct linkage to actual reservoir properties based on other logs from the same wells. While adequate at the well locations, extending this approach into the interwell frontier not only introduces both the aforementioned inversion uncertainties, but adds those associated with extrapolating results from a limited dataset (a few wells) to a much wider body of data (the full 3D data cube).
The objective of this work was to develop and test the feasibility of a new approach to estimate reservoir properties, at a high vertical resolution, directly from the 3D seismogram (e.g., via deconvolution), without inversion. There are many challenges to developing such an approach, not the least of which is the fact that the measurement frequencies of surface seismic and that of wellbore scale data do not overlap, resulting in frequency gap that is difficult to bridge with confidence 3 . Figure 1 illustrates that frequency gap. The approach taken to address this challenge is described below.
1. The first issue is how to relate data of different scales to one another. Rather than inversion, the proposed approach utilizes pattern recognition technology, specifically artificial neural networks (ANN's). ANN's have a unique and powerful capability to correlate data of different types with a high degree of accuracy. However, because the technology is indifferent to the types of data being correlated, strict discipline must be exercised to ensure the data being correlated does in fact have an underlying and meaningful relationship. In this case, it is reasonable to assume that elastic wave data on the same rock (i.e., at a particular point in 3D space), but on different scales, must in some way be related. Hence, the utility of ANN's for this purpose appears to meet the criteria for its application.
2. While data from the wellbore scale can (in theory) be correlated to that from a surface seismic dataset (in the vertical dimension), the aforementioned resolution gap will introduce considerable uncertainty in the outcome. To reduce this uncertainty, and hence improve accuracy of the deconvolution, intermediate scale data, such as cross-well seismic data, should be incorporated into the analysis. The introduction of such data provides a useful constraint on the analysis, hence improving accuracy and reducing uncertainty. An illustration of how cross-well seismic fills the resolution gap between 3D surface seismic and log-scale data is provided in Figure 2 4 . 3. Finally, to relate the seismic attributes to specific reservoir engineering parameters required for flow simulation, a further relationship is needed. In this work, it has been proposed to utilize reservoir imaging logs (via companion correlations of both seismic attributes and these logs to conventional well logs). While not proposed as a universal solution (other methods to relate seismic attributes to reservoir properties may be more appropriate depending upon the specific setting), this approach is suitable for feasibility assessment purposes.
The overall approach to meet the stated objectives, then, consists of three critical elements ( Figure 3 ). The first element requires establishing a relationship between conventional well logs and reservoir characteristics such as effective porosity, permeability and fluid saturation, as determined by reservoir imaging logs. For the purpose of this study, reservoir imaging logs are presumed to be magnetic resonance image (MRI) logs. The second element involves the development of a correlation between high-resolution seismic and conventional well logs such as gamma ray, density, resistivity, neutron, acoustic and/or other logs. The third element involves developing an algorithm to deconvolve "low" resolution 3D seismic data to a "high" resolution (i.e., at the cross-well seismic or well log scale). If each of these relationships can be demonstrated to be feasible, then it follows that if integrated, a high-resolution 3D characterization of the reservoir should be possible, directly in the units generated by the reservoir image logs. 
Prior Work
Of the three critical relationships needed, two have been demonstrated (in at least a limited fashion) previously: conventional logs to reservoir imaging logs, and conventional logs to cross-well seismic. That prior work is described below.
Conventional to Reservoir Imaging Logs. The first relationship, conventional to reservoir imaging logs, was originally published by Mohaghegh et al in 1996 5 . In that paper, the authors used ANN's to predict MRI responses in four oil wells, one each in Utah, New Mexico, East Texas, and the Gulf of Mexico. Conventional logs, including gamma ray, spontaneous potential, caliper and resistivity (medium and deep), in addition to depth, were used as inputs to the model. The ANN model consisted of five fully-connected layers, including one input layer, three hidden layers, and one output layer (Figure 4) . The model was trained on 30% of the data for each wellbore, and validated on the remaining 70%. The results, presented in terms of correlation coefficients ("R", not "R-squared") between the actual MRI response and that predicted by the neural model based on the conventional well logs, are presented in Table 1 . Note that a neural model to predict the MRI parameter MPERM (defined below) could not be developed for the New Mexico well due to insufficient data resolution. For all MRI parameters combined, including MPHI (effective porosity), MBVI (non-bound irreducible water saturation) and MPERM (effective permeability -computed based on the previous two parameters), the correlation coefficients ranged from 0.80 to 0.97, and indicate that a high degree of predictability exists. Due to the limited amount of data available for each well, model training was performed on only 30% of the data. With more data for training, it is believed that the results would have been even more favorable.
To follow up this initial work, a more comprehensive study of the relationship between conventional and MRI logs was performed by Mohaghegh et al on a larger dataset in 2000 6 . In that work, the authors collected data on 26 gas wells in the Cotton Valley sandstone of East Texas. Of these, only six wells had MRI logs. Interestingly, those same six wells did not have porosity indicator logs (neutron and density). A summary of the log data available for each well is presented in Table 2 . In the initial (1996) work it was found that porosity indicator logs were important for successful MRI response prediction. Therefore, in this study it was decided to generate a virtual version of these logs for those wells in the dataset with MRI logs (but without porosity indicator logs). As such, a two-step analysis approach was taken:
• First, an ANN model was constructed to predict porosity indicator logs from other conventional well logs, using data where such coincidence existed (the wells in Table  2 with names beginning "W"). Using that model, virtual porosity indicator logs were generated for the wells in Table 2 beginning with "MR".
• Using the predicted porosity indicator logs, together with the other conventional logs, an ANN model was built to predict MRI response. The model was trained and validated on the "MR" wells, and then applied to the "W" wells.
This procedure is graphically represented in Figure 5 . Figure 6 illustrates the predicted porosity indicator logs for well W-10, and indicates an excellent correlation. Specific values for correlation coefficients were not reported. Prediction of MRI log responses (MPHI, MBVI and MPERM) for well MR-1 are shown in Figure 7 . Again, the correlation appears very good, but actual values for correlation coefficients were not provided. Conventional Logs to Cross-well Seismic. The second critical relationship for the methodology is that between conventional well logs and cross-well seismic. Again, such work has been previously performed. Specifically, we refer to the work of Chawathe et al in 1997 7 . In that study, the investigators correlated gamma ray logs from two oil wells in the Seven Rivers interval of the Sulimar Queen field in West Texas to a cross-well seismic survey between them.
The cross-well data between the two wells, which were 280 feet apart, was not of great quality. The data was influenced by extensive tube waves resulting from poor bonding between the cement and casing in both the source and receiver wells, and overall the data had a low signal-to-low ratio. Therefore, despite extensive processing, considerable noise existed in the data. As such, to minimize the potential for the network to train on the noise, as opposed to the true seismic signals, a relatively "loose" network was intentionally built.
The ANN model used as inputs the seismic attributes of quadrature, reflection strength, instantaneous phase, instantaneous frequency, and amplitude, all of which were determined via independent "offline" analysis to be of equal importance for predicting log response. The output was the gamma ray log, which was known to be a useful indicator of porosity for the field. The ANN was trained on the data from the source well, using a five-layer model (Figure 8) . The model was then tested on the receiver well, and achieved a correlation coefficient (R) of 0.65. While not exceptional, this outcome is largely a consequence of the model "looseness". It does, however, demonstrate the feasibility of predicting well log responses from cross-well seismic data. The model was then applied to all 123 (vertical) seismic traces across the 246 feet (lateral) by 100 feet (vertical) interval between the wells (the area where data quality was believed high enough to apply the model). The pseudo gamma ray logs predicted by the ANN model in the inter-well area are shown in Figure 9 . Note that only 12 of the 123 traces are shown, each of which are approximately 20 feet apart (the lateral resolution of all 123 traces is 2 feet). Using an emperical relationship between core porosity and gamma ray for the Queen formation in the field (Figure 10) , and assuming it is also valid for the Seven Rivers formation, a map of inter-well porosity was then generated (Figure 11 ) at a lateral resolution of two feet. This work demonstrates the feasibility of correlating well logs with cross-well seismic data, and hence the second critical relationship of the overall methodology.
Cross-well Seismic to Surface Seismic
The third and final element of the overall methodology is to relate 3D surface seismic to cross-well data. No such information or prior analysis was found in the literature, so an entirely new and independent study was performed to determine whether such a relationship was feasible using ANN's. This section describes that work.
Test Site. The first step in performing this analysis was to acquire a suitable dataset, not many of which exist (i.e., overlapping 3D and cross-well seismic surveys). However, after considerable investigation, a suitable dataset was acquired for the shallow Steepbank tar sand in Alberta, located about 40 miles northeast of Fort McMurray, and operated (at the time) by Chevron Canada. The site was the commercial pilot for the HASDrive process (acronym for Heated Annulus Steam Drive), whereby steam in circulated in a horizontal well to preheat the tar sand prior to conventional steam injection in vertical wells. Cross-well seismic surveys were performed both prior to and after steam injection to track steam progress. In addition, a pre-injection 3D surface survey was performed.
A site plan and cross-section are shown in Figure 12 . There are five vertical wells arranged in a five-spot pattern, the center well being the steam injector and the corner wells being producers. The distance between producers is about 250 feet, and the distance between a producer and injector is about 175 feet. The wells prefixed by the letter "T" are temperature observation wells. Data Acquisition. Figure 13 shows a map view of the surface seismic survey. The small and midsize numbers represent the 231 geophone and 119 shot locations respectively. Each shot was recorded by all the receivers, which remained fixed during the entire survey. The source for the surface survey was 0.5 kg. of dynamite planted in a single 10-meter hole. The receiver stations consisted of a single geophone planted in a 1-3 meter hole. Both the shot and receiver intervals were 8 meters. These survey parameters were selected in order to record the broadest possible range of frequencies. The cross-well tomography was acquired by permanently cementing 80-element linear arrays of three component geophones at 2 meter spacing into CH2 and CH3, at a depth interval of 160 -318 meters. The seismic sources were vertical, borehole-clamped, hydraulic vibrators developed by Chevron. They are analogous to surface vibroseis; the clamp acts as the baseplate and "drive" comes from a vertically vibrating reaction mass suspended below the clamp. The depth range and vibrator point intervals were also 160-318 and 2 meters respectively, and were installed in wells CH1 and CH4. Two sweeps per depth position were sufficient for good signal-to-noise ratio.
The 80-level arrays provided two important benefits. They increased the rate of data acquisition since, in principle, an entire shot fan could be recorded in one shot. Almost as important was the improvement in data quality. The cement provided perfect coupling to the formation. Tube wavenoise, a universal problem for liquid-filled borehole measurements, was nonexistent; the response of the vertical and horizontal components, usually quite different with mechanically clamped geophones, was nearly identical. Recording each shot into both receiver wells resulted in four tomography sections, two intersecting IN1 along the diagonals of the square, and two along its northwest and southeast edges.
In addition to the seismic data, geophysical logs were available as part of the dataset. The intervals for which log data were present are shown in Table 3 . Data Processing and Preparation. Processing of the surface data consisted of pre-stack Kirchhoff depth migration followed by a 20-40 -250-500 band pass filter. These numbers mean:
full attenuation for frequencies below 20 hz and above 500 hz.
3 db attenuation at 40 hz and 250 hz. no attenuation between frequencies of 40 and 250 hz.
Data adaptive filters, such as deconvolution, were not performed in order to keep the surface data consistent with the cross-well data. Also, a visual inspection of the surface data did not reveal any statics problems. The ground was frozen at the time of the surveys, and the water table was right at the surface.
The cross-well data processing comprised of separation of the up-and down-going reflections via an F-K filter and two separate Kirchhoff depth migrations, one for the up-going reflections and one for the down-going reflections. The polarity of the up-going reflections was reversed, and the two migration products were combined. The velocity model used for migration was determined by linearly interpolating across the sonic logs for the five wells -the four used in the cross-well survey plus the injection well. A constant velocity of 1700 meters/second (based on the first breaks in the surface data) was chosen for the interval between the surface and 80 meters, the top of the sonic logs. Finally, two lines were extracted from the migrated surface data that coincide with the cross-well lines between CH4-CH2 and CH1-CH3. The reflection point spacing for both the cross-well and surface data is 2 meters, and the vertical sample interval is 0.5 meters.
Various trace attributes were computed from both the surface and cross-well seismograms. These include:
1. Acoustic impedance, a running sum of the reflection coefficient traces 2. Conventional amplitudes, a relative measure of reflection coefficients 3. Synthetic seismic traces were computed from the sonic log in IN1, which is located close to the intersection of the cross-well lines. The log top for IN1 is 204 meters, so the sonic log from CH4 was appended to the top of IN1 in order to extend the log coverage up to 80 meters. Figure 14 presents the acoustic impedence for the synthetic seismogram, the cross-well seismic, and the surface seismic, for the CH2-CH4 line. The first 10 traces on the left panel of the figure are repeat copies of the synthetic trace computed from the log. Ten traces are shown, rather than a single trace, in order to provide the lateral coherence that helps to see the dominant reflectors. The next 56 traces (in the middle panel) are the migrated cross-well reflections. On the CH2-CH4 plots, sequential trace number 2 corresponds to the location of CH2, and sequential trace 55 corresponds to the location of CH4. Several traces (and portions of traces) with zero amplitude represent the area between the two wells that received no reflections. This is a consequence of the crosswell survey's limited shot and geophone depth range. The third panel contains the 56 traces from the migrated surface data that correspond to the same subsurface reflection points as the cross-well traces. Similar plots were developed for all the other seismic attributes, and for the other lines, and are available in the Appendix. Figure 15 shows the data spectra for the cross-well and surface seismic data, based on the CH1-CH3 line. The spectra represent the average of the 10 traces shown on the left side of each plot. The vertical scale is linear, and it appears that the spectral bandwidth of the cross-well data is about twice that of the surface data. The spectra are a measure of the resolving capacity of the two datasets, and by resolving capacity we mean the ability of the data to distinguish between closely spaced reflectors. In a sense one can think of the reflection waveforms representing some averaging process on the reflecting interfaces, and the wavelengths are a measure of the averaging interval. The averaging interval for the cross-well data is about one-half that of the surface data.
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Figure 15: Comparison of Cross-well and Surface Seismic Spectra
Significant signal frequencies in the cross-well data extend out to about 200 Hz., or 5 meters. The dominant frequency and wavelength in the data are about 120 Hz. and 8 meters respectively. The dominant frequency and wavelength on the surface data are about 60 Hz. and 16 meters respectively, meaning that the minimum discernible reflector spacing is 4 meters, twice that of the cross-well data. Thus one can say that the reflection properties seen in the cross-well data represent some average over a depth interval of 2-4 meters while on the surface data the average is over 4-8 meters; hence the cross-well data provides about twice the vertical resolution as the surface data in this instance.
Data Correlation.
To accomplish the project objective, it was necessary to select the "area" of data where both crosswell and surface seismic were available (e.g., from Figure 14) . Both the depth range and the number of traces available for analysis were considered, and mainly for the cross-well because the surface seismic provided full data coverage between the wells. Ultimately, for both the CH1-CH3 and the CH2-CH4 lines, the following data area was selected:
Traces 16 to 41 Depth from 110 m to 300 m
Syntheticfrom log
Crosswell Surface
For each of the two lines there are 26 coincident cross-well and surface seismic traces available for analysis, for a total of 52 traces. Each trace contains information from 110 meters to 300 meters. Since each trace is sampled at 0.5-meter intervals, each trace contains 380 individual measurements. In total, about 20,000 data points were available for analysis.
For reference purposes, the numbering of the traces is explained below:
For the CH1-CH3 line, trace 16 is closer to CH1 For the CH2-CH4 line, trace 16 is closer to CH2
Using these data, twenty separate ANN models were developed to demonstrate that the cross-well data could be reasonably predicted from the surface data in a repeatable manner. In all the networks (except those identified in Table 4 , where the additional input parameters are identified) location (x,y,z) and surface seismic attributes are used as inputs, and cross-well seismic attributes were the predicted outputs. Table  4 summarizes the choice of the training, calibration (testing) and verification traces for each model. In each analysis entire traces were used for training and calibration (testing), and entire traces (not portions of traces), from 110 to 300 meters, were predicted (verification). As shown in Table 4 , network one used traces closest to the wells for training and those midway between the wells for calibration (testing) and verification. In the subsequent networks, up to network 11, this trend is reversed (i.e., the training and calibration (testing) traces are toward the middle and the verification traces get closer to the wells). In networks number 12 to 20 the selection is more random. From Table 5 it can be concluded that the most difficult cross-well seismic attribute to predict seems to be the instantaneous phase. Examination of the shape of this attribute, and its sharp slope changes, explains why it is more difficult to predict than the other attributes. For the other attributes, reasonable predictions of the cross-well response based on the surface data were possible. It can also be concluded from Table 5 that training the network using data at either end of the line, and predicting the "middle" region, provides the best overall result.
To provide a more practical representation of the results, Figure 16 illustrates the predicted versus actual crosswell acoustic impedence for traces 19 and 30, and for lines CH2-CH4 (left two panels) and CH1-CH3 (right two panels). On the leftmost panel, the red curve represents the surface seismic response; in all panels, the blue line represents actual cross-well response, and the dashed black line the predictions based on the surface data. This figure further supports the goodness of fit for the ANN models for predicting cross-well responses, based only on the surface trace. Finally, a cross-plot between the actual cross-well acoustic impedence and the predicted values is presented in Figure 17 , and show excellent agreement. The correlation coefficient for this plot is provided in Table 5 . Similar plots for the other seismic attributes are available in the Appendix. In summary, it appears, based on the preceding analysis that the feasibility exists for predicting cross-well seismic attributes form surface seismic data. This being the final element of the overall three-component methodology, each of which have now been proven feasible, we can conclude that the overall methodology is, therefore, also technically feasible.
Benefits and Limitations of Technology
If ultimately proven successful -both technically and As an example of the potential benefits, if the new approach leads to a modest 1% increase in domestic oil reserves (estimated at 22 billion barrels) 9 , this translates into an incremental recovery benefit of 220 million barrels. At a nominal industry finding and development cost of US$5/barrel, this yields an industry benefit of US $1.1 billion. If one adds the benefits to the natural gas sector, plus the cost savings due to lower development costs and R&D spending, the benefit is considerably larger. Clearly, given the broadbased nature of the technology, the potential benefits are significant.
However, that said, there are also limitations to the technology. Specifically, the new approach:
• Requires more data, albeit with existing technology. Specifically, intermediate scale elastic waveform data, such as cross-well seismic, are required.
•
The relationships needed are based purely on pattern recognition approaches, and do not explicitly account for rock physics. This requires knowledgeable and experienced application of the approach such that the relationships established do, in fact, have some technical basis related to the underlying rock physics.
The approach cannot be extrapolated too far beyond the range of the data used to build the models. In the extreme case, one cannot build a model on one field and then apply it to another. To a lesser extreme, developing the model in one part of a field and applying it to a distant part elsewhere carries risk, more significant the greater the difference in geologic setting.
Conclusions and Future Work
While the work performed to date appears to have demonstrated the technical feasibility of achieving a next generation of high-resolution reservoir characterization using industry's existing data collection capabilities, it has yet to be tested and proven in an integrated manner in a single field setting, and reconciled with field production via reservoir simulation. Further research along these very lines, aimed at both improving and demonstrating the technology, and also funded by the U.S. Department of Energy, is currently underway. Specifically, this future work will:
• Investigate the option of utilizing vertical seismic profile data either as a supplement or substitute for cross-well seismic. While maintaining the objective of utilizing intermediate scale elastic data, this approach may be more cost-effective and therefore more readily applicable by industry (than cross-well seismic).
•
Relaxing the requirement for reservoir imaging logs. The overall objective is to create a reservoir description in reservoir engineering terms (i.e., porosity, fluid saturations, permeability, etc.). If such information can be derived more accurately from other data sources (e.g., conventional well logs), such alternatives should be adopted. Further, the incorporation of core data would be beneficial.
Performing an actual, fully integrated field study at a single site, and validate the results via reservoir simulation.
