Abstract
Introduction
End-to-end available bandwidth has been one of the most studied Quality-of-Service (QoS) metrics during the past decade [11, 15, 17, 18, 20, 21, 24, 25, [34] [35] [36] . This is due to the increasing popularity of bandwidth-sensitive applications such as video streaming, video conferencing, distance learning, network gaming, just to name a few.
Knowing the available bandwidth of an end-to-end path in advance is beneficial for bandwidth-sensitive applications in several aspects. For instance, a video streaming server can stream a requested video via an end-to-end path having transmission bandwidth at least equal to the video playback rate. On the other hand, the server can choose to stream a low quality version of the requested video when knowing that the maximum available bandwidth of all endto-end paths to the client is less than the original playback rate.
In this paper, we investigate a good stochastic process for the available bandwidth over time of an end-to-end path. The stochastic process acting as a model reveals the probabilistic trend of the available bandwidth of the path without any explicit support from network routers. To obtain the model, we consider the available bandwidth of the path at time t as one possible value of a random variable X(t). The available bandwidth over time of the path can therefore be expressed as a model {X(t), t ≥ 0}. Then, we determine a class of known stochastic processes whose properties can be satisfied by the available bandwidth process {X(t), t ≥ 0}. Afterwards, the statistics of the chosen stochastic process can be used as the estimates of the statistics of the available bandwidth over time of the path. For instance, given the current time t, the future value of the stochastic process at time t + 1, X(t + 1), can be considered as an estimate of the available bandwidth of the path at the time t + 1. The accuracy of the estimates depends on how fit the selected stochastic process is for the available bandwidth process.
Our hypotheses for the model of the available bandwidth over time of an end-to-end path are as follows. First, the available bandwidth over time of a path can be modeled as an auto-regressive integrated moving-average process (ARIMA). The ARIMA(p, d, q), p, d, q ≥ 0 model is a combination of p th order auto-regressive and q th order moving-average models. Estimating all parameters in the auto-regressive and moving-average models requires that an empirical time series is stationary [7] . That is, data in the time series vary about a fixed mean. The parameter d represents the number of differences applied to the empirical time series to create a new stationary time series. The resulting stationary time series will contain d numbers of data points less than the original time series. Our first hypothesis is motivated by the major consequence of the related work [3] . They found that most of the traffic traces considered in their analysis could be modeled as ARIMA(p, 0, q) processes. Second, the available bandwidth over time of a path can be modeled as a self-similar process {X H (t), t ≥ 0}, where H ∈ (0, 1) [1] . The Hurst parameter H is the exponent of self-similarity of the process [12] . Our second hypothesis is motivated by the related work reporting that the notion of self-similarity applies to a variety of network traffic. This includes aggregated Ethernet local are network (LAN) traffic collected at several Ethernet LANs at the Bellcore Morristown Research and Engineering Center (MRE) [22] , WWW traffic collected at a local area network of department of Computer Science, Boston University [9] , and VBR video traffic [2, 14] .
We verify both hypotheses using available bandwidth data published by Stanford Linear Accelerator Center (SLAC) [33] . Using their own bandwidth measurement tool [25] from June to September 2004, they collected available bandwidth of 34 different end-to-end paths at every one-minute length intervals on average. The available bandwidth data of each end-to-end path are considered as an empirical time series. Then, we conducted statistical analysis to fit the stochastic processes of interest to the time series using R statistical software [31] . Our results show that the available bandwidth of an end-to-end path over time is a self-similar process. In particular, our analysis indicate that a suitable model for the available bandwidth of any end-toend path over time is a fractional Gaussian noise (FGN) or seasonal fractional ARIMA (SFARIMA) process. On the other hand, our results show that an ARIMA(p, d, q) process is not a good model for the available bandwidth of an end-to-end path over time.
Our study in this paper is different from related work as follows. Firstly, the related work [16, 18, 24, 25, 32, 34] studied tools for estimating available bandwidth of an endto-end path at a time. These tools discovered only available bandwidth of the path at the measurement time. On the other hand, our model for available bandwidth over time of a path can reveal the trend of the available bandwidth of the path. Secondly, the related work [17] studied modeling of the aggregate available bandwidth across several paths. The result of this recent work implies nothing about the behavior of the available bandwidth of a single path over time, which is the focus of our study. Lastly, the related work [2, 3, 5, 6, 9, 14, [26] [27] [28] [29] studied modeling and characteristics of the amount of transmission bandwidth consumed by both overall network traffic and some major network traffic types, for example FTP, TELNET, HTTP, and variable-bit-rate (VBR) videos. This existing work and ours are different since we focus on modeling of the available bandwidth of a path, not a particular type of traffic or the overall network traffic. In addition, our analysis provide more particular results compare to those of the previous work. That is, our analysis suggest two possible processes in the self-similarity family (FGN and SFARIMA) as appropriate models for the available bandwidth over time of a path. Obtaining this information is helpful in predicting the future available bandwidth based on the statistics of suitable processes in the self-similarity family.
The results of the related work [3, 5, 6, 9] could be used to imply the model of available bandwidth over time of a path. However, they are controversial. The related work [3] reported that most of the traffic traces considered in their analysis can be modeled as ARIMA processes. On the other hand, the results of the related work [5, 6, 9] indicated that it was possible to model the transmission bandwidth consumed by a variety of network traffic as self-similar processes. Therefore, we believe that it is still crucial to particulary conduct a study of modeling of the available bandwidth of an end-to-end path over time.
The rest of this chapter is organized as follows. We summarize some existing work relating to our study in Section 2. Then, we discuss our available bandwidth data preparation in Section 3. We verify both hypotheses for the model of available bandwidth data of an end-to-end path and provide the results of our verification in Section 4 and 5. Finally, we give a conclusion and description of our future work in Section 6.
Related Work
Bandwidth estimation has received considerable research attention in recent years [3, 5, 6, 8-11, 14-19, 21, 24-29, 32, 34] . Related work in the literature can be divided into three main categories: (i) the studies of tools for estimating available bandwidth of an end-to-end path at a particular point in time [16, 18, 24, 25, 32, 34] , (ii) the studies of a suitable model for aggregate available bandwidth across sufficiently large numbers of paths [17] , and (iii) the studies of suitable models for network traffic [3, 5, 6, 9, 14, [26] [27] [28] [29] .
Tools for Estimating Current Available Bandwidth
The existing work in the first category studied tools for estimating available bandwidth of an end-to-end path at the measurement time. They shared a common idea of injecting trains of probing packets into a path of interest. The receiving side then determines the available bandwidth of the path according to the gaps between arriving packets and the original packet gaps. These tools yield only the available bandwidth of the path at the measurement time.
Available Bandwidth Estimator (ABwE) [25] is an example of existing work in this category. ABwE sends a train of several (typically 20) packet pairs to the destination. These packets have the same size and the delay between packets in each packet pair is equal. The current version of ABwE used the mean of the time separation within every packet pair (T d) to compute the available bandwidth (C) of the path.
Navratil and Cottrell ran the current version of ABwE to monitor the available bandwidth of end-to-end paths from Stanford to 12 remote hosts in US, Europe, and Asia for about 3 months. For each path, the available bandwidth estimated by ABwE was compared with Iperf TCP throughputs. The relationship between these two sets of results can be explained by the linear equation Y = 1.13X, where Y represents the available bandwidth estimated by ABwE and X represents the Iperf TCP throughputs.
Modeling of Aggregated Available Bandwidth
The existing work in the second category studied modeling of aggregate available bandwidth across several paths. The behavior of the aggregate available bandwidth across several paths does not imply anything about the behavior of the available bandwidth of an individual path over time which is the aim of this paper.
The reference [17] found that the aggregate available bandwidth across a sufficiently large number of paths is normally distributed. This work also illustrated the application of the results through a hybrid download-streaming algorithm for video delivery with probabilistic performance guarantees.
The performance of the hybrid download-streaming algorithm was evaluated using traffic traces collected from PlanetLab [30] . For each traffic trace, the performance of the hybrid download-streaming algorithm was compared with the pure-download algorithm where the entire video was downloaded before the playback and the lower-bound algorithm specifying the ideal earliest playback time 1 . The results showed that the playback time determined by the hybrid download-streaming algorithm was significantly lower than the one determined by the pure-download algorithm and very close to the one determined by the lower-bound algorithm.
Modeling of Network Traffic
The work in this category focused on analyzing important characteristics of particular network traffic types or the overall network traffic. For example, the inter-arrival time of FTP and TELNET sessions, the inter-arrival time of FTP and TELNET packets, the distribution of TELNET packet sizes, and modeling of the amount of transmission bandwidth consumed by all traffic types or only a particular type of traffic, e.g. variable-bit-rate (VBR) video flows, worldwide-web (WWW) sessions, just to name a few. The refer-ences [3, 5, 29] are three examples of the work in this category.
Reference [29] is one of the classic studies in the area. The work analyzed main characteristics of FTP and TEL-NET traffic from traffic traces collected at a Lawrence Berkeley Laboratory's wide-area Internet gateway and a primary Internet access point for the Digital Equipment Corporation. Some important findings are as follows. A Poisson process is not always a good model for the connection arrivals of every traffic type. In particular, while the arrivals of user-initiated TCP sessions such as TELNET and FTP sessions can be well modeled as Poisson processes, the arrivals of machine-generated traffic sessions, for example, HTTP (WWW), SMTP, and NNTP, cannot be modeled as Poisson processes. For TELNET, this work found that the distributions of the inter-arrival time of TELNET packets and the TELNET connection sizes follow Pareto distribution (with the shape parameter b between 0.9 and 0.95) and log-normal distribution, respectively. For FTP, the work found that FTP data usually come in bursts. In addition, the burst sizes of FTP data follow Pareto distribution with the shape parameter 0.9 ≤ b ≤ 1.4. The authors also studied the possibility of self-similarity in overall wide-area traffic. They found the evidence inconclusive even though the traffic clearly exhibits large-scale correlations inconsistent with Poisson processes.
Beran et al. studied the characteristics of variable-bitrate (VBR) video traffic from 20 different video sequences of different lengths (15 seconds or a few hundreds frames to 2 hours or about 171,000 frames). One important finding is that the frame sizes (in bytes) from a very long sequence of VBR video frames exhibits long-range dependence 2 [5] . Another related work in this category is the reference [3] . The related work studied modeling of the amount of transmission bandwidth consumed by data flows of interest using actual traffic traces with durations varied from 15 minutes to about 1.5 hours and proposed a traffic forecasting algorithm to predict traffic volume in the future. The actual traffic traces considered in this study consisted of the amount of transmission bandwidth consumed by (i) all types of data flows (overall data traffic) at a Bellcore Ethernet, two campus FDDI rings, and two entry/exit points of the NSFNET and (ii) TCP data flows (TCP data traffic) belonging to popular TCP-based applications 3 on one of the two campus FDDI rings. The major finding of this related work indicated that auto-regressive integrated moving-average processes (ARIMA) were appropriate models for most of the data traffic traces considered in the analysis [3] . This ARIMA model expresses the traffic volume at a future time t as a weighted sum of the amount of network traffic mea-sured at p previous time points and q corresponding white noise values. They also showed that the traffic forecasting algorithm proposed in this related work has a potential application on dynamic resource allocations [3] . The forecasting algorithm predicts the traffic volume at a future time t (X(t)) as a sum of the future traffic volume yielded by the corresponding ARIMA model (X ′ (t)) and the u th percentile of the residuals (ξ u ). That is, X(t) = X ′ (t) + ξ u . The tuning parameter u determines how conservative the predicted traffic volume is. In particular, the forecasting algorithm tends to over-forecast the future traffic volume as the parameter u getting closer to 100. The conservative prediction of the future traffic volume in turn results in an under-use of the transmission capacity.
Available Bandwidth Data Preparation
Stanford Linear Accelerator Center (SLAC) published available bandwidth data of 34 different end-to-end paths from the center at Stanford University to 34 remote hosts in 12 countries in North America, Europe, and Asia. The data were collected for about 101 days from June to September 2004. The available bandwidth on every path was measured at 1 minute intervals on average using their own available bandwidth estimating tool -ABwE -discussed in Section 2.
Ideally, we should be able to use the data right away. However, the data from SLAC have some characteristics that may affect the accuracy of the results. In the following, we discuss these characteristics and the corresponding modifications we made to the data sets.
First, the data corresponding to a path may contain some outlier periods. These are time periods in which the available bandwidth is significantly low. SLAC identified these outlier periods using a modified "plateau" algorithm [23] . To increase reliability of our results, we removed outlier periods reported for every path. By removing outlier periods, one data set corresponding to each path is divided into several data sets, each containing available bandwidth data of the path measured consecutively in time.
Second, the available bandwidth of an end-to-end path was measured at non-equispaced intervals with an average of one minute. In particular, the time differences between pairs of consecutive measurements inside a set of data corresponding to an end-to-end path may not be exactly the same. These non-equispaced intervals in a data set, especially significantly large intervals, may be an obstacle for obtaining reliable results when fitting stochastic models to the empirical data. Figure 1 (a-b) shows two examples of variations in interval lengths between pairs of consecutive measurements. We can notice in both figures some intervals with lengths significantly longer than the others. To obtain reliable results, we remove significantly large intervals from the data set with outliers periods previously removed. Consequently, we obtain a number of new available bandwidth data sets for each end-to-end path. Each new data set is smaller than the original data set but more equidistant. We considered these newly created sets of available bandwidth data as different empirical time series and verified our hypotheses using one set at a time.
(a) node1.dl.ac.uk (b) node1.cacr.caltech.edu 
Verifying ARIMA Model Hypothesis and Discussion
To verify our ARIMA model hypothesis, we perform the iterative approach for fitting ARIMA models to empirical time series [7] . For each empirical time series, we fit one ARIMA(p,d,q) model at a time to the series using statistical functions provided by R statistical software. Next, we examine the randomness and normality of the residuals resulting from fitting the model to the series. Then, if any lack of fit is indicated, the process is repeated with another
Our results show whether the residuals resulting from fitting the best ARIMA model to each available bandwidth data set are normally distributed and independent. In turn, our results will indicate whether the available bandwidth of end-to-end paths can be modeled as ARIMA processes.
We ascertain the randomness and normality of the residuals using the auto-correlation and the normal QuantileQuantile plots, respectively. The auto-correlation plot exhibits the correlations of values of the time series at varying time lags (k). In particular, the auto-correlation plot denotes the correlations between x(t i ) and x(t i+k ), where k ≥ 0 and i = 0 . . . (n − 1 − k). If x(t), t = t 0 . . . t n−1 , are independent, the auto-correlations should be near zero for all lag values. In turn, the residuals resulting from fitting an ARIMA(p, d, q) model to our data set are random if there is no significant auto-correlation shown in the auto-correlation plot. The normal Quantile-Quantile plot (normal Q-Q plot) is a graphical method for checking the Since the available bandwidth of every path considered in our hypothesis verifications exhibits similar behavior, we present only the results of some paths in this section. that might lead to the conclusion that the resultant residuals are related [13] . Therefore, there is no significant autocorrelation among the residuals resulting from fitting the best ARIMA model to an available bandwidth data set of each path. This indicates that resultant residuals are random.
In contrast, the residuals resulting from fitting the best ARIMA model to one available bandwidth data set of an end-to-end path are not normally distributed. This is indicated by the fact that the normal Q-Q plots of the resultant 4 One possible pattern that the auto-correlations among nonindependent data can exhibit is that the auto-correlations gradually decrease as the lag value increases. Therefore, we conclude from the results that an ARIMA process is not a good model for the available bandwidth over time of an end-to-end path. This is indicated by the nonnormality of the residuals resulting from fitting the model to the available bandwidth data of an end-to-end path.
Verifying Self-Similar Model Hypothesis and Discussion
In this section, we discuss our verification of the selfsimilar process hypothesis. To achieve reliable results, we estimate the Hurst parameter or Hurst exponent of each data set according to four estimating techniques, i.e. the R/S plot [4] , periodogram [4] , standard Whittle's MLE-FGN [4, 37] , and standard Whittle's MLE-SFARIMA [4, 37] 0, 1) ) for an empirical data set indicates whether the data set can be modeled as a self-similar process. In turn, the number of data sets that can be modeled as selfsimilar processes indicates whether our self-similar process hypothesis can be accepted. We use statistical functions provided by R statistical software in our verifications.
The valid Hurst parameter estimateĤ of a data set can fall into one of the two categories as follows. In the first category, Hurst parameter estimates satisfy the condition that 0 <Ĥ ≤ 0.5. The Hurst parameter estimates in this category indicate that data sets can be well modeled as selfsimilar processes exhibiting short-range dependence. In the second category, Hurst parameter estimates satisfy another condition that 0.5 <Ĥ < 1. These Hurst parameter estimates imply that data sets can be well modeled as selfsimilar processes exhibiting long-range dependence. Figure 6 (a-b) display the auto-correlation plots of a long-range dependent process and a short-range dependent process. The y-axes of the plots represent the auto-correlation values whereas the x-axes represent the time differences (lag) between any pair of data considered when computing autocorrelation.
We present in Table 1 the Hurst exponent estimates of 34 available bandwidth data sets in our experiments. These data sets represent available bandwidth over time of 34 different end-to-end paths. These end-to-end paths originate from SLAC and destine at remote hosts specified in the first column of the table. Each row in Table 1 shows four Hurst parameter estimates of one available bandwidth data set. For each data set, the four Hurst parameter estimates were evaluated using the R/S plot, periodogram, standard Whittle's MLE-FGN, and standard Whittle's MLE-SFARIMA methods, respectively. Table 1 demonstrates that about 97% of the data sets have 3-4 valid Hurst parameter estimates and the rest 3% have 2 valid estimates. In addition, out of all valid Hurst parameter estimates, only that yielded by the periodogram technique for the available bandwidth data set from SLAC to node1.jp.apan.net satisfies the condition 0 <Ĥ ≤ 0.5. The table also shows that at least one of the two standard Whittle's MLE techniques always provided a valid Hurst parameter estimate which is greater than 0.5 for each data set.
Consequently, we conclude that the available bandwidth over time of an end-to-end path can be modeled as a selfsimilar process with long-range dependence. In particular, fractional Guaussian noise (FGN) and seasonal fractional ARIMA (SFARIMA) are two processes in the selfsimilarity family that could be used to model the available bandwidth over time of an end-to-end path. This is since at least two estimating techniques indicate that every available bandwidth data set in our experiment can be modeled as self-similar processes with Hurst parameter estimates greater than 0.5. And at least one of the two standard Whittle's MLE techniques always yielded a Hurst exponent estimate which is greater than 0.5 for each data set. Our finding on the long-range dependence property supports the idea of predicting future available bandwidth of a path based on the previous data. This is because the long-range dependence property of a process indicates the high dependency among available bandwidth data of a path.
We can now estimate the future available bandwidth over time of a path using the statistics of the fractional Gaussian noise or the seasonal fractional ARIMA process. For instance, if an available bandwidth over time of the path can be modeled as an SFARIMA((p=2, d=0, q=0)×(P =0, D=0, Q=0)) process, the future available bandwidth at time t can be estimated from a finite weighted sum of the available bandwidth measured at two previous times. Assume that X(t) denotes the available bandwidth of the path at the future time t. Assume also that X(t−1) and X(t−2) represent the available bandwidth of the path measured at two previous times t − 1 and t−2. The estimated available bandwidth at the future time t can be expressed as X(t) = φ 1 X(t − 1) + φ 2 X(t − 2).
Conclusion and Future Work
In this paper, we have shown that a self-similar process is a suitable model for the available bandwidth measured over time of an end-to-end path. In particular, our results indicate that the available bandwidth over time of an end-to-end path can be modeled as a fractional Gaussian noise (FGN) or a seasonal fractional ARIMA (SFARIMA) process. We have also demonstrated that it is unlikely to model the available bandwidth collected over time of an end-to-end path as an ARIMA(p, d, q) process. Our analysis was based on the available bandwidth data published by Stanford Linear Accelerator Center (SLAC) and R statistical software.
To achieve more reliable results in modeling of the available bandwidth of an end-to-end path measured over time, we should apply our methodology of verifying the two hypotheses to equidistant empirical time series. Each empirical series corresponds to the available bandwidth of an endto-end path measured at equidistant times. We are collecting our own available bandwidth data measured at equidistant measuring intervals. Verifying our hypotheses using the new data sets will also ensure that our findings on the model of the available bandwidth over time of an end-to-end path do not depend on SLAC's available bandwidth data. 
