The Retinex theory is used to deal with the removal of unfavorable illumination effects from images. In this paper, we present the Retinex theory for bleeding detection in wireless capsule endoscopy (WCE). This processing is quite appropriate to refresh old bleeding region and bleeding region in shadow. A novel total variation model (TV-Retinex) is proposed to solve the Retinex problem quickly; also a support vector machine is employed for classification. Experimental results demonstrate the efficacy of the proposed method.
INTRODUCTION
Wireless Capsule Endoscopy (WCE) is a novel tool for visualizing abnormalities in the gastrointestinal tract, widely used to replace traditional endoscopy diagnosis, with advantages of the capability for reaching even the duodenum and small intestine. About 50,000 images are obtained during an exam. Usually, these images are reviewed in a form of a video at speeds between 5 to 40 frames per second, and the time spent reading the video varies between 45 to 180 minutes. This long review time was usually reported as the major weakness of capsule video endoscopy.
To reduce the assessment time, many methods have been developed for automatic or semi-automatic detection of certain type of abnormal images in WCE video. The bleeding region is one of the most widely used features for its simple and association with many diseases. The first software tool to detect bleeding images is provided by the manufacturer; however, sensitivity and specificity of this system are reported to be only 21.5% and 41.8%, respectively [1] . Recently, Li and Meng [2] proposed a method using Tchebichef polynomials and hue/saturation/intensity (HSI) color space, combined with uniform local binary pattern (LBP) to classify a dataset contain 3600 bleeding patches and 3600 non-bleeding patches. The reported specificity and sensitivity are 93.2% and 91.6%. However, some shadow patches are removed in their experiments.
TV-RETINEX
In recent years, with the development of color constancy theory, enhancement algorithms based on the Retinex theory have become a hot spot of research. The most applied algorithms of them are single-scale Retinex algorithm (SSR) [3] and multi-scale Retinex algorithm (MSR) [4] . Recently, Kimmel [5] introduces a variational model for the Retinex problem.
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where  is the support of the image, its boundary, and  n  is the normal to the boundary.  and  are free non-negative real parameters. A Projected Normalized Steepest Descent (PNSD) algorithm is developed to solve this problem. For image of size 250*250 pixels, it is usually needs 3-5 seconds to process. Although the above model produces good results, the slow computation makes it unsuitable to deal with large number of images. To speed up computation, we modify the model and adopt a more efficient algorithm for computing. The proposed model is defined as follow:
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where .To solve this constrained problem, we convert it to an unconstrained problem by introducing a quadratic penalty function:
Although this problem can be solved using an alternating minimization process, it suffers from slowly convergence rate for large  , which is needed to enforce the constraint exactly. To avoid this difficulty, the Split Bregman approach enforces the constraint using a Bregman iteration technique [7] .
Hence, in this work we added a Bregman vector inside of the quadratic penalty function. Then it become a sequence of unconstrained problems defined by,
Now, the unconstrained problem (5) can be solved using a simple alternating minimization scheme as follow:
The first step is to minimize with respect to . This is a differentiable optimization problem and the solution is obtained by solving
The system is strictly diagonally dominant, so we can use a fast iterative algorithm to get approximate solutions to it, such as Gauss-Seidel method. We next minimize (5) with respect to d . This optimization problem is element-wise decoupled. We can explicitly compute it using shrinkage operators.
where
When we put all of these pieces together, and the constraint , we get the following very simple, yet efficient algorithm: 
