Abstract. In this paper, we study the notions related to the tree property 1 (=TP 1 ) or equivalently, SOP 2 . Among others, we supply a type-counting criterion for TP 1 and show the equivalence of TP 1 and k-TP 1 . Then we introduce the notions of weak k-TP 1 for k ≥ 2, and also supply type-counting criteria for those. We do not know whether weak k-TP 1 implies TP 1 , but at least we prove that each weak k-TP 1 implies SOP 1 . Our generalization of tree-indiscernibility results in [5] is crucially used throughout the paper.
As is well-known, a complete theory T is simple if and only if it does not have the tree property. A theory being simple is characterized by having an (automorphism-invariant) independence relation satisfying symmetry, transitivity, extension (i.e. for any c and A ⊆ B, there is c (≡ A c) such that c is independent with B over A), local character, finite character, anti-reflexivity (a tuple c is always dependent with itself over any set B unless c ∈ acl(B)), and type-amalgamation over a model [10] . But still, it is natural to ask whether there is a suitable class of theories (possibly properly containing that of simple theories) having an independence relation satisfying fewer number of independence axioms aforementioned. Indeed the class of rosy theories is characterized by having an independence relation for M eq satisfying all the axioms except for type-amalgamation over a model. Thus all simple and o-minimal theories are rosy [6] , [1] .
On the other hand, there are natural examples (which need not be rosy but) having an independence relation for M eq satisfying all the mentioned axioms including stationarity over a model (which implies type-amalgamation over a model), except for local character. In [2] , such theories are called mock stable or mock simple, respectively.
Example 0.1. (1) (The random parameterized equivalence relations) Let T 0 be a theory with two sorts (P, E) and a ternary relation ∼ on P × P × E saying that, for each e ∈ E, x ∼ e y forms an equivalence relation on P . Let T be a Fraïssé limit theory of the class of finite models of T 0 . For sets A, B, C ⊆ M eq (|= T eq ), we put A | C B iff acl(ACE) ∩ acl(BCE) = acl(CE) in M eq where E indeed means E(M). One can easily check that | witnesses mock stability of T , but T is not rosy and, in particular, not simple (cf. [1, 1.7, 1.15, 1.55]). The failure of local character for | is witnessed by {e i ∈ E| i ∈ κ} and p ∈ P with c i = p/e i as we have p | {c j e j | j<i} c i e i for each i < κ.
(2) (A vector space with a bilinear form) In [7] , N. Granger supplied model theory of bilinear forms. Especially he studied two sorted structure (V, K) where V is a vector space over an algebraically closed field K (of some fixed characteristic) with a non-degenerate reflexive bilinear form. Any two such structures (V 1 , K 1 ) and (V 2 , K 2 ) are elementarily equivalent iff V 1 and V 2 have the same dimension d, and their forms have the same type (symmetric or alternating). The complete theory T d (d = 1, 2, ..., ∞) has quantifier elimination up to universal formulas detecting linear independence of vectors. For finite d, T d is stable. On the other hand, T ∞ is not simple although it is approximated by T d 's. In particular, a sentence σ is true in T ∞ iff it is true in all but finitely many T d 's [7, 9.3.3] . One can also show that T ∞ is not rosy, using an argument similar to one in [1, 1.15] . But T ∞ is mock stable. An independence relation, given as an approximation of nonforkings happening in the d-dimensional substructures, satisfies all the independence axioms together with stationarity, except for local character [7, 12.2] . In fact, the relation | defined in Example (1) above can also be viewed as an approximation of nonforkings occurring in stable substructures M (3) (An ω-free PAC field) A field K is said to be pseudo-algebraically closed (PAC) if any absolutely irreducible variety over K has a K-rational point. Any known infinite field having simple theory is PAC, and such a field must be bounded (i.e. it has only finitely many Galois extensions of degree n for each positive n). It is conjectured that every infinite supersimple field is (bounded) PAC and in that case the PAC field must be perfect. A PAC field is called ω-free if its absolute Galois group is the free profinite group on ω-many generators (so unbounded). In [3] , [4] , Z. Chatzidakis showed that ω-free PAC fields are not rosy, but mock stable witnessed by the following independence: For subsets A, B, C of the field K, put A | C B if tp(A/BC) does not fork over C in the theory of K sep and,
Rather surprisingly, all the examples in Example 0.1 share a common property. Namely, all of them do not have the tree property 1 (=TP 1 ). (One can verify this using quantifier elimination for the cases of Example (1) and (2) .) So at least the class of theories not having the tree property 1 is worth classifying and studying. In this paper, we do not attempt to suggest a common independence notion to such a class but we supply basic combinatorial analysis. In particular, we produce a type-counting criterion for TP 1 and show the equivalence of TP 1 and k-TP 1 for each k ≥ 2 by combining results in [5] and [14] . We then introduce the notions of weak k-TP 1 , weaker than k-TP 1 , and also supply type-counting criteria for those. It is well-known that a theory has TP 1 if and only if it has the 2-strong order property(=SOP 2 ). We do not know whether weak k-TP 1 implies TP 1 , but at least we prove that each weak k-TP 1 implies SOP 1 . Therefore, if SOP 1 implies SOP 2 (which is still not known to be true or false although the converse holds), then all the mentioned notions are equivalent.
We spend a considerable portion of this paper to establish Proposition 2.9 (also 2.3 and 3.5) which is critical in showing the mentioned main results of the paper. The propositions roughly say that, in a certain context, we may assume a given tree to be indiscernible. These are some generalization and clarification of the binary tree cases originally suggested and proved by M. Džamonja and S. Shelah [5] , though the statements there are not quite correct. Even the revision of those by Lynn Scow in [11] contains some errors. But of course we do not claim full credit for the propositions as the main ideas of proofs are still from [5] and [11] .
We use standard notations. T is a complete theory in L. We work in a model M = M eq of T , and x, y, a, b, ... are finite tuples. When there is little chance of confusion, we may also use T to refer to a tree. For α, β ∈ κ> λ, where λ, κ are ordinals, the domain of α is denoted by |α|, also called the level of α (in the tree κ> λ). We give a partial order to κ> λ by letting α β when α = β |α|, i.e. α is an initial segment of β. Note that any α, β ∈ κ> λ have the greatest common lower bound, which we denote by α ∩ β. Also, α β denotes the concatenation of β after α. Recall that η 0 , ..., η k−1 ∈ κ> λ are called siblings if they are distinct elements sharing the same immediate predecessor. (i.e. there exist ν ∈ κ> λ and distinct t 0 , ..., t k−1 < λ such that ν t i = η i for each i < k.) We call η 0 , ..., η k−1 ∈ κ> λ distant siblings if there exist ν ∈ κ> λ and distinct t 0 , ..., t k−1 < λ such that ν t i η i for each i < k.
For a finite tupleη = η 0 , · · · , η n−1 from κ> λ, we may simply writeη
κ> λ, we shall often abbreviate the finite sequence a η 0 , · · · , a η n−1 asāη. As usual, a ≡ b (a ≡ ∆ b, resp.) means tp(a) = tp(b) (tp ∆ (a) = tp ∆ (b), resp.).
The tree property 1 and the strong order property
Recall that an L-formula ψ(x, y) has the k-tree property (k-TP) where k ≥ 2, if there is the set of tuples {c β | β ∈ ω> ω} (from M) such that for each β ∈ ω ω, {ψ(x, c β n ) | n ∈ ω} is consistent, and for any siblings β 0 , ..., β k−1 ∈ ω> ω, {ψ(x, c β i ) | i < k} is inconsistent. Shelah proved that T is not simple iff T has TP, i.e. there is a formula having the k-tree property for some k iff there is a formula having 2-TP. Indeed, he showed that if ϕ(x, y) has k-TP then, for some n, ϕ(x, y 1 ) ∧ ... ∧ ϕ(x, y n ) has 2-TP [12] .
As Shelah defined in [12] , T has the tree property 1 (TP 1 ) if there are formulas ϕ(x, a α ) (α ∈ ω> ω) witnessing 2-TP 1 , i.e. {ϕ(x, a β n )|n ∈ ω} is consistent for each β ∈ ω ω, while ϕ(x, a α ) ∧ ϕ(x, a γ ) is inconsistent whenever α, γ ∈ ω> ω are incomparable. We say T has the tree property 2 (TP 2 ) if there are formulas ϕ(x, a i j ) (i, j < ω) such that for each i, {ϕ(x, a i j ) | j < ω} is 2-inconsistent, whereas for any f ∈ ω ω, {ϕ(x, a i f (i) ) | i < ω} is consistent. Shelah pointed out that T has TP iff either T has TP 1 or TP 2 (so all the examples in Example 0.1 have TP 2 ). Also it is proved in [9] that, if T has TP 1 then nonforking does not satisfy type-amalgamation over a model. Now we suggest several notions whose relationship with TP 1 is analogous to that between k-TP and 2-TP. Definition 1.1.
(1) We say a formula ψ(x, y) has weak k-TP 1 (k ≥ 2), if there are tuples c β (β ∈ ω> ω) such that (a) {ψ(x, c β m )| m ∈ ω} is consistent, for each β ∈ ω ω; and (b) {ψ(x, c β i )| i < k} is inconsistent for any distant siblings β 0 , ..., β k−1 ∈ ω> ω.
(2) We say a formula ψ(x, y) has k-TP 1 if there are tuples c β (β ∈ ω> ω) satisfying (1)(a) and, for any pairwise incomparable elements β 0 , ..., β k−1 ∈ ω> ω, {ψ(x, c β i )| i < k} is inconsistent; We say T has (weak) k-TP 1 if some formula has it.
By the definitions, we have, for T , 2-TP 1 =TP 1 =weak 2-TP 1 and
Shelah also introduced the notions of n-strong order property(=SOP n ). Namely, T has SOP n (n ≥ 3) if there is a formula ϕ(x, y) (|x| = |y|) defining a directed graph that has an infinite chain but no cycle of length ≤ n. Similarly, T has SOP if there is a partial type p(x,ȳ) (|x| = |ȳ| possibly infinite) defining a directed graph that has an infinite chain but no cycle. The implication relations among the notions for T are:
The strict order property
None of the implications are reversible, only that T has SOP iff T has SOP n for all n ≥ 3. For more details, see [13] or [2] .
Note that, if we extend the definition of SOP n to the cases n = 1, 2 then SOP 1 and SOP 2 are equivalent just to having an infinite model and the order property, respectively. Hence, in [5] , they propose alternative definitions for SOP 1 and SOP 2 : Definition 1.2.
(1) We say T has SOP 2 if there are a formula ϕ(x, y) and tuples c α (α ∈ ω> 2) such that, for each β ∈ ω 2, {ϕ(x, c β m )| m ∈ ω} is consistent; and for any incomparable α, γ ∈ ω> 2, {ϕ(x, c α ), ϕ(x, c γ )} is inconsistent. (2) We say T has SOP 1 if there are a formula ϕ(x, y) and tuples c α (α ∈ ω> 2) such that, for each β ∈ ω 2, {ϕ(x, c β m )| m ∈ ω} is consistent; and {ϕ(x, c α 1 ), ϕ(x, c γ )} is inconsistent whenever α 0 γ ∈ ω> 2.
An easy fact is that T has TP 1 iff it has SOP 2 . (Suppose SOP 2 is witnessed by a formula ϕ(x, y) and tuples c α (α ∈ ω> 2). Then TP 1 is witnessed by the same formula ϕ(x, y) and the sequence c h(β) | β ∈ ω> ω where h : ω> ω → ω> 2 is a map defined recursively by:
Moreover it is shown in [5] that, for a theory,
But it is still unknown whether the implications (except for SOP 1 ⇒ TP) are proper. At least in this paper we will show that, for T , each k-TP 1 is equivalent to TP 1 , so to SOP 2 (Theorem 4.1), and that weak k-TP 1 implies SOP 1 (Theorem 5.1).
Lastly we point out that, each of the properties introduced in this section holds in M iff it holds in M eq , as once a tree of formulas witness the property in M eq , their fibers also witness the same property in M.
Tree indiscernibility
In this section, we define the notion 1-fully-tree-indiscernible (1-f ti for short) for a sequence b η | η ∈ ω> q of tuples (2 ≤ q < ω). And we will show that, given any sequence a η | η ∈ ω> q , there exists a 1-f ti sequence b η | η ∈ ω> q that 'locally' realizes the same type as a η | η ∈ ω> q (Proposition 2.3). The idea of the proof is essentially due to Shelah and Džamonja [5] who introduced the notion 1-f bti, a similar but weaker notion originally for sequences indexed by the binary tree ω> 2. Lynn Scow recently gave a detailed exposition on their proof in her PhD thesis [11] , by which we are influenced too. In revising (and correcting) their proofs, we have modified and introduced several notions and terminologies. Also, our result extends the original result by allowing q in a η | η ∈ ω> q to be any integer ≥ 2. Then compactness argument can extend the result to the context of sequences indexed by trees of arbitrary infinite height (Proposition 3.5).
Let us say a tupleη
ω> q with 2 ≤ q < ω shall denote a sequence of tuples of some fixed arity from our model M. Definition 2.1.
(1) For tuplesη,ν ∈ ω> q, we sayη ≈ 1ν if (a)η andν are ∩-closed tuples of the same arity, (b) ∀ i, j < |η| and ∀ t < q,
We say a sequence a η | η ∈ ω> q is 1-modeled by a sequence b η | η ∈ ω> q if, for any d < ω and any finite set ∆(
(1) The terminology modeling is due to Scow [11] .
Our goal is to prove the following proposition.
To prove this proposition, we need a number of technical, auxiliary notions of indiscernibility. In particular, we shall introduce the notions 0-f ti and 0-modeling, and aim to show an intermediate stage result with respect to these notions (Proposition 2.9). Then we shall return to Proposition 2.3 and prove it in section 3.
Definition 2.4.
(1) For m < ω and a tupleη :
(2) For tuplesη,ν ∈ ω> q, we sayη ≈ 0ν if, (a)η andν are closed tuples of the same arity, (b) ∀ i, j < |η| and ∀ t < q,
(Length relation) (6) For m, n < ω and a finite set ∆(
(Fixing up to m-th level)
Remark 2.5.
We will use the convention that every sequence a η | η ∈ ω> q is (−1, n, ∆)-indiscernible, for any n and ∆. Now we are ready to state and prove our key lemmas.
Proof. Let ∆ be in free variables x 0 , · · · , x d−1 and let Γ be the set of all closed tuplesη of arity d such that m ∈ L(η) and |u m (η)| ≤ n + 1. Then Γ is partitioned into finitely many equivalence classes under ≈ (m,n+1) .
Define an equivalence relation
Let {µ i | i < q m+1 } be an enumeration of the set m+1 q.
) preserves directionality, we must have η i m t η i and ν i m t ν i for some t < q.
Let H denote the Cartesian product of q m+1 many copies of ω> q. We shall call an element e 0 , · · · , e q m+1 −1 ∈ H a level tuple if all the e j 's occur in the same level in ω> q.
Since tuples in Y are ∩-closed, we have σ(Y, i) = σ(Y, j) for i = j ∈ J Y . Then, due to the nature of ≈ 0 or ≈ (m,n+1) , given any level tuple e 0 , · · · , e q m+1 −1 ∈ H, there clearly existsη ∈ Y such that
Moreover, ifν ∈ Y is another tuple satisfying such a property then η i = ν i for every i ∈ J Y , and thereforeāη ≡ ∆āν as pointed out in (*). Hence, for each level tupleē ∈ H, we can define
, a finite sequence of ∆-types. For any non-level tupleē ∈ H, define F (ē) to be any arbitrary ∆-type. Note that, since ∆ is a finite set of formulas, there are only finitely many ∆-types. Hence we can apply the Halpern-Läuchli theorem (Theorem 2.11) to obtain a sequence S i | i < q m+1 of strong subtrees of ω> q, all witnessed by the same subset of ω, such that F is constant on the set of all level tuplesē ∈ i<q m+1 S i .
We can naturally identify each S i with ω> q. Let g i : ω> q → S i be the natural identifying map. Define S := T • h, where h : ω> q → ω> q is a map defined by:
Then S is (m, n + 1, ∆)-indiscernible and S ≤ m T .
For convenience, we shall call a sequence of the form a η | η ∈ ω> q (with fixed q) a parameterized tree.
Claim There exists a sequence
Proof of Claim. We build such a sequence of T i 's by induction. First, by Lemma 2.6, we can find T 0 ≤ 0 T such that T 0 is (0, n+1, ∆)-indiscernible. For the induction step, let m < ω and assume that we have found
This completes the induction step and the proof of Claim. Now, the T i ≤ i T i−1 condition ensures that, ∀ η ∈ ω> q, ∃ N < ω such that T i (η) stays fixed for all i ≥ N . (Recall that we view parameterized trees as functions ω> q → M.) Hence, it makes sense to define a parameterized tree S := lim i→∞ T i . Then clearly S ≤ 0 T and S is (< ω, n+1, ∆)-indiscernible.
Recall that every sequence a η | η ∈ ω> q is trivially (< ω, 0, ∆)-indiscernible. We immediately obtain the following corollary.
Corollary 2.8. Given any sequence T := a η | η ∈ ω> q and any finite set ∆ of L-formulas, there exists a sequence S ∆ 1 , S ∆ 2 , · · · of parameterized trees such that, ∀ i < ω,
Proposition 2.9. Any sequence T := a η | η ∈ ω> q can be 0-modeled
Proof. We shall use the following notations:
(1) Σ(z γ | γ ∈ ω> q) := the set of all formulas of the form
(2) A := the set of all closed tuplesη ∈ ω> q of all arities.
Ωη is consistent.
Proof of Claim 1. By compactness, it suffices to show that every finite subset of Γ is consistent. Let Γ ⊆ Γ be any finite subset. Clearly we may assume that there exists some finite set ∆(x 0 , · · · , x d ) of Lformulas such that every formula in Γ is in one of the following forms:
Then, by Corollary 2.8, there exists some parameterized tree S
ω> q is 0-f ti and it 0-models a η | η ∈ ω> q .
Proof of Claim 2. The 0-f ti-ness of b η | η ∈ ω> q is clear. As for the second part of the claim, suppose that b η | η ∈ ω> q does not 0-model a η | η ∈ ω> q . Then there exist a finite set ∆(x 0 , · · · , x d−1 ) of Lformulas and a closed tupleη = η 0 , · · · , η d−1 ∈ ω> q such that, wheneverν ≈ 0η ,āν andbη realize different ∆-types. Write ∆ as a disjoint
We end this section by recalling the Halpern-Läuchli theorem that was used in the proof of Lemma 2.6. Recall that a partially ordered set (T, ) is called a tree if, ∀ x ∈ T, Pred(x) := {y ∈ T | y x} is linearly ordered. And |Pred(x)| is also called the level of x. A tree T is called finitistic if (1) T has a least element, (2) every element of T has a finite level, and (3) for each n < ω, |T [n]| < ω, where T [n] := {x ∈ T | x has the level n }.
Definition 2.10. Let T be a finitistic tree. A subset S ⊆ T is called a strong subtree of T witnessed by a subset A ⊆ ω if (1) A is an infinite set, (2) S has a least element, Observe that ω> n (1 ≤ n < ω) is a finitistic tree having no maximal element, and its strong subtree can also be viewed as ω> n, or as the image of a 1-1 map g : ω> n → ω> n preserving partial order, directionality, and length relation (but not necessarily the root ).
Theorem 2.11. Halpern-Läuchli, the strong subtree version [15] . Let i<d T i be the finite Cartesian product of finitistic trees without maximal elements. Then, for every finite partition of i<d T i , there exists a piece P of the partition and a sequence S i ⊆ T i | i < d of strong subtrees, all witnessed by the same infinite subset of ω, such that n∈ω i<d S i [n] ⊆ P .
Our definition of strong subtree is slightly stronger than the one given in [15] . But this doesn't affect the validity of the Halpern-Läuchli theorem. There are several versions of the Halpern-Läuchli theorem. The original version by Halpern and Läuchli can be found in [8] .
The proof of Proposition 2.3
In this section, we return to Proposition 2.3 and prove it using the results of the last section.
For technical reasons, we define an auxiliary notion ∩ * -closedness as follows: A tupleη ∈ ω> q is said to be ∩ * -closed ifη is ∩-closed and contains the root . By replacing '∩-closed' by '∩ * -closed' in the definitions of ≈ 1 , 1-f ti, and 'is 1-modeled by,' we can define analogous notions ≈ * 1 , 1 * -f ti, and 'is 1 * -modeled by.'
Note that, to prove Proposition 2.3, it suffices to prove that any sequence a η | η ∈ ω> q can be 1 * -modeled by some 1
To begin our proof, we recursively define a sequence h m : m≥ q → ω> q | m < ω of functions as follows: Define h 0 ( ) = . For the recursion step, define h m+1 ( ) := and
for all t < q and η ∈ m≥ q, where k m := max{ |h m (η)| | η ∈ m≥ q }.
Also, let us define a linear order < lex in ω> q as follows: η < lex ν iff either η ν, or η and ν are incomparable such that (η ∩ ν) t 1 η and (η ∩ ν) t 2 ν where t 1 < t 2 < q.
The following lemma follows readily from the definition of h m .
Lemma 3.1.
Note that, ifη ≈ * 1ν ∈ m≥ q then the only thing that prevents us from saying h m (η) ≈ 0 h m (ν), is that h m (η) and h m (ν) may not be closed under the level-restriction operation, i.e. there may exist some i, j < |η| such that h m (η i ) |hm(η j )| = h m (η k ) for all k < |η|. Hence we need to consider the level-closures of h m (η) and h m (ν) (to be defined precisely shortly.) The following lemma shows that, ifη ≈ * 1ν ∈ m≥ q then the level closures of h m (η) and h m (ν) are indeed ≈ 0 -equivalent. Lemma 3.2. Supposeη ≈ * 1ν ∈ m≥ q. Letγ := h m (η) andμ := h m (ν). Then, for all i, j, k, l < |γ| and t < q,
Proof. The proofs for (1) and (2) 
, it is enough to check that, ∀ i, j, k < |γ|, ∀ t < q,
Assuming the left-hand side, we will derive the right-hand side. If γ i |γ j | = γ s for some s, then the right-hand side follows easily. (Why: If γ i |γ j | = γ s , then µ i |µ j | = µ s , by (1) . Moreover, γ s t γ k implies µ s t µ k .) So assume γ i |γ j | = γ s for all s. Then γ i and γ j must be incomparable and |γ j | < |γ i |. Hence γ k and γ j must also be incomparable and |γ j | < |γ k |. Also note that γ k |γ j | t γ k . Now we apply the following observation which is a consequence of the way h m was defined:
Observation: If η, ν ∈ Im(h m ) are incomparable elements such that |η| < |ν|, then ∀ t < q, ν |η| t ν iff (η ∩ ν) t ν.
Applying the observation to γ k and γ j , we obtain (γ k ∩ γ j ) t γ k , and hence (µ k ∩ µ j ) t µ k . Applying the observation again, we
Corollary 3.3. Suppose a η | η ∈ ω> q is a 0-f ti sequence. Then, for every m < ω, the sequence a hm(η) | η ∈ m≥ q is 1 * -f ti.
Proof. Supposeη ≈ * 1ν ∈ m≥ q. We need to showā hm(η) ≡ā hm(ν) . Letγ := h m (η) andμ := h m (ν). Define the level-closure cl l (γ) of γ as cl l (γ) := γ 0 , γ 1 , γ 1 |γ 0 | , γ 2 , γ 2 |γ 0 | , γ 2 |γ 1 | , γ 3 , · · · . Similarly define cl l (μ). Note that, sinceγ andμ are already ∩ * -closed tuples, cl l (γ) and cl l (μ) are closed tuples. And, by Lemma 3.2, cl l (γ) ≈ 0 cl l (μ). Since a η | η ∈ ω> q is 0-f ti, we concludeāγ ≡āμ.
Proof. The proof is the same as that for Proposition 2.9, except that we use ≈ * 1 , 1 * -f ti and 1 * -modeling property in place of ≈ 0 , 0-f ti and 0-modeling property, respectively. Also, we use Corollary 3.3 in place of Corollary 2.8. Now we can prove our main proposition.
Proof of Proposition 2.3. Let a sequence a η | η ∈ ω> q be given. By Proposition 2.9, a η | η ∈ ω> q is 0-modeled by some 0-f ti sequence
ω> q . And S clearly 1-models a η | η ∈ ω> q as well.
The notions of ≈ 0 , ≈ 1 and 0-modeling and 1-modeling clearly make sense in the context of sequences a α | α ∈ κ> λ where κ ≥ ω, λ ≥ 2 are ordinals. Then, by exactly the same compactness argument as in the proof of Proposition 2.9, one can extend Propositions 2.3 and 2.9 to the context of the tree κ> λ.
Corollary 3.5. Any sequence a α | α ∈ κ> λ (for ordinals λ ≥ 2, κ ≥ ω) can be 0(1, resp.)-modeled by some 0(1, resp.)-f ti sequence b α | α ∈ κ> λ .
k-TP
In this section we apply Proposition 2.3 to prove that, if a theory T has k-TP 1 for some k ≥ 2, then T has TP 1 . For this, we use an idea similar to one used by Shelah We shall indeed show that, if ϕ(x, y) and a sequence a η | η ∈ ω> 2 witness k-TP 1 with respect to ω> 2 then, for some d < ω, ϕ(x, y 0 ) ∧ · · · ∧ ϕ(x, y d ) witnesses 2-TP 1 w.r.t. ω> 2, i.e. SOP 2 . Before starting the proof, let us define a terminology.
where, for some ν ∈ ω> 2, σ := ν 1 and η i = ν 0 · · · 0 ( i many 0 's). We call d the degree of the V-path.
Proof of Theorem 4.1. We prove it by induction on k. It is trivial when k = 2. So let k ≥ 3 and assume the induction hypothesis.
We may assume that the sequence a η | η ∈ ω> 2 is 1-f ti. (Since, by Proposition 2.3, a η | η ∈ ω> 2 is 1-modeled by some 1-f ti sequence b η | η ∈ ω> 2 . And it is easy to check that the formula ϕ(x, y) and b η | η ∈ ω> 2 also witness k-TP 1 w.r.t. ω> 2.) Now, there are two possible cases:
Case 1) For every V-pathη ∈ ω> 2, the formula i<|η| ϕ(x, a η i ) is consistent, whereη = η i | i < |η| .
Define a map h : ω> 2 → ω> 2 recursively by letting h( ) := and h(η t ) := h(η) 0 t , for t = 0, 1.
For each η ∈ ω> 2, define a tuple b η := a h( 0 η) a h ( 1 ) . We claim that the sequence b η | η ∈ ω> 2 and the formula ψ(x, y 0 y 1 ) := ϕ(x, y 0 ) ∧ ϕ(x, y 1 ) witness (k−1)-TP 1 w.r.t. ω> 2.
(1) (Path consistency.) Given any path
is consistent. Then, by the assumption that a η | η ∈ ω> 2 is 1-f ti, the formula ϕ(x, a h( 1 ) ) ∧ ϕ(x, a h( 0 ν 1 ) ) ∧ · · · ∧ ϕ(x, a h( 0 ν d ) ) must be consistent as well. We conclude that the formula ψ(
(2) (Inconsistency of k−1 pairwise incomparable elements.) Suppose that ν 1 , · · · , ν k−1 ∈ ω> 2 are pairwise incomparable elements. Observe that the elements h( 1 ), h( 0 ν 1 ), · · · , h( 0 ν k−1 ) are still pairwise incomparable. Hence, by the assumption that ϕ(x, y) and a η | η ∈ ω> 2 witness k-TP 1 , the formula
We have shown that the formula ψ(x, y 0 y 1 ) indeed witness (k−1)-TP 1 w.r.t. ω> 2. Now, by the induction hypothesis, there exists some d < ω such that the formula ψ(x,ȳ 0 ) ∧ · · · ∧ ψ(x,ȳ d ) witnesses SOP 2 . Hence, the formula ϕ(x, y 0 ) ∧ · · · ∧ ϕ(x, y p ), for some p < ω, witnesses SOP 2 . This completes the induction step for Case 1.
Case 2) There exists a V-pathη ∈ ω> 2 such that the formula i<|η| ϕ(x, a η i ) is inconsistent, whereη = η i | i < |η| .
Let d be the degree of such a V-path. (Note that, by the 1-f ti-ness of a η | η ∈ ω> 2 , every V-path of degree d must have such a property.)
Define a map h : ω> 2 → ω> 2 recursively by letting h( ) := and
(1) (Path consistency.) We observe that, given any path ν 0 · · · ν m−1 ∈ ω> 2, the tupleμ :=ḡ(ν 0 ) · · ·ḡ(ν m−1 ) is still a path (i.e. linearly ordered in .) Hence, the formula i<|μ| ϕ(x, a µ i ) must be consistent, whereμ = µ i | i < |μ| . We conclude that the formula i<m ψ(x,āḡ (ν i ) ) is consistent. (2) (Inconsistency of incomparable pair of elements.) Suppose ν 1 , ν 2 ∈ ω> 2 are incomparable elements. Without loss of generality, assume
where
is inconsistent. Then, by the 1-f ti-ness of a η | η ∈ ω> 2 , the formula ϕ(x, a h(ν 2 ) ) ∧ ψ(x,āḡ (ν 1 ) ) must be inconsistent as well. In particular, the formula ψ(x,āḡ (ν 2 ) ) ∧ ψ(x,āḡ (ν 1 ) ) is inconsistent.
This completes the induction step for Case 2, and the proof of Theorem 4.1 is complete.
Weak k-TP
In this section we apply Proposition 2.3 to prove that, if a theory T has weak k-TP 1 (k ≥ 2) then T has SOP 1 .
Theorem 5.1. Suppose an L-formula ϕ(x, y) and a sequence a η | η ∈ ω> ω witness weak k-
Before starting the proof, we need to define some terminologies.
Definition 5.2.
(1) η ∈ ω> q is called a bottom element if η = ν 0 for some ν ∈ ω> q.
(2) A tupleη ∈ ω> q is called a thorn path if it is of the form
satisfying the following properties: (a) For each i < k, eitherη i = ν for some bottom element ν,
(3) Given a thorn pathη =η 0η1 · · ·η k−1 , the cardinality of the set {i < k |η i has length > 1 } is called the degree of that thorn path.
Proof of Theorem 5.1. We will prove this by induction on k. When k = 2, it is obvious. So let k ≥ 3 and assume the induction hypothesis. Note that the L-formula ϕ(x, y) and the subsequence a η | η ∈ ω> k witness weak k-TP 1 w.r.t.
ω> k. Then we may assume a η | η ∈ ω> k is 1-f ti, due to Proposition 2.3, or by the same reason as in the beginning of the proof of Theorem 4.1. Now, there are two possible cases:
Then, define a map h : ω> 2 → ω> k recursively by letting h( ) := and h(η t ) := h(η) t 0 , for t = 0, 1.
And define a sequence b η | η ∈ ω> 2 − { } of tuples bȳ
where ν := h(η) 0
Then it easily follows that the formula ψ(x, y 1 · · · y k−1 ) := k−1 i=1 ϕ(x, y i ) and the sequence b 0 η | η ∈ ω> 2 witness SOP 1 . This completes the induction step for Case 1.
Case 2) There exists a thorn pathη ∈ ω> k such that the L-formula
Choose such a thorn pathη with a minimal degree.
Writeη =η 0η1 · · ·η N −1 as in the definition of thorn path. Let s be the largest i < N such thatη i has length > 1. Let α ∈ ω> k be the immediate predecessor of every η inη s (α is well-defined sinceη s is a tuple of siblings).
Define a map h :
We claim that the sequence āḡ (ν) | ν ∈ ω> (k−1) and the L-formula
where M := |ḡ(ν)|, witness weak (k − 1)-TP 1 w.r.t. ω> (k − 1).
(1) (Path consistency.) Let ν 0 · · · ν d−1 ∈ ω> (k − 1) be any path. We observe that the ∩-closure of tupleμ :=ḡ(ν 0 ) · · ·ḡ(ν d−1 ) is ≈ 1 -equivalent to the ∩-closure of a tupleβ ∈ ω> k, whereβ is a suitable re-enumeration (likely with repetition) of a thorn path whose degree is strictly smaller than that ofη. Then, by the minimality of the degree ofη, the formula i<|β| ϕ(x, a β i ) must be consistent, wherē β = β i | i < |β| . Hence, by the 1-f ti-ness of a η | η ∈ ω> k , the formula i<d ψ(x,āḡ (ν i ) ) must be consistent as well.
(2) (Inconsistency of distant siblings.) Suppose ν 0 , · · · , ν k−2 ∈ ω> (k− 1) are distant siblings, in increasing < lex order. We observe that the ∩-closure of tupleν :=ḡ(ν 0 )h(ν 1 ) · · · h(ν k−2 ) is ≈ 1 -equivalent to the ∩-closure of a suitably re-indexedη. Since i<|η| ϕ(x, a η i ) is inconsistent by assumption and a η | η ∈ ω> k is 1-f ti, the formula i<|ν| ϕ(x, a ν i ) must also be inconsistent, whereν = ν i | i < |ν| . In particular, if we letξ :=ḡ(ν 0 )ḡ(ν 1 ) · · ·ḡ(ν k−2 ) then the formula i<|ξ| ϕ(x, a ξ i ) is inconsistent. We conclude that i<k−1 ψ(x,āḡ (ν i ) ) is inconsistent.
We have shown that the formula ψ(x,ȳ) indeed witnesses weak (k−1)-TP 1 w.r.t.
ω> (k − 1). Now, by the induction hypothesis, the formula ψ(x,ȳ 0 ) ∧ · · · ∧ ψ(x,ȳ d ), for some d < ω, witnesses SOP 1 . Hence, the formula ϕ(x, y 0 ) ∧ · · · ∧ ϕ(x, y p ), for some p < ω, witnesses SOP 1 . This completes the induction step for Case 2, and the proof of Theorem 5.1 is complete.
6. Type-counting criteria for TP 1 and weak k-TP 1
In this last section, as promised, we supply type-counting criteria for a theory to have TP 1 or weak k-TP 1 .
Given sets Γ i (x) (i ∈ I) of formulas, we say they are disjunctively k-inconsistent if, for any distinct i 1 , ..., i k ∈ I and any ψ j (x) ∈ Γ i j (j = 1, ..., k), we have {ψ 1 (x), ..., ψ k (x)} is inconsistent. If I = {0, 1} then we simply say Γ 0 , Γ 1 are disjunctively inconsistent when they are disjunctively 2-inconsistent. (1) T has TP 1 .
(2) T has k-TP 1 for some k ≥ 2. 
Proof. (1)⇒(4) Let κ = |T | + , and let λ (> |T | κ = 2 κ ) be a strong limit cardinal having cofinality κ, e.g. κ (κ). Since T has TP 1 , by compactness, there is a tree of formulas {ψ(x, a σ )| σ ∈ κ> λ} witnessing TP 1 w.r.t.
κ> λ (i.e. for any path ν 0 · · · ν d−1 ∈ κ> λ, {ψ(x, a ν i ) | i < d} is consistent while {ψ(x, a α ), ψ(x, a β )} is inconsistent for any incomparable α, β ∈ κ> λ). Let A be the set of parameters in the tree. For each
Note |H| = κ λ > λ = κ> λ = |A| and |A| |T | + |T | κ = λ, too. Let F (⊆ H) be any subfamily of size λ + . Thus (4)(a),(b) hold. To show (4)(c), assume now a subfamily G ⊆ F of size λ + is given. For σ ∈ κ> λ, let us put G σ := {p ∈ G| ψ(x, a σ ) ∈ p}.
Claim There are σ 0 ∈ λ <κ and s = t < λ such that |G σ 0 s | = |G σ 0 t | = λ + : Suppose not. Then for each σ there is at most one s < λ such that |G σ s | = λ + . Then eventually, a set of only one path contains λ + -many paths, which is absurd. Hence the claim follows. Hence |A| |T | < |F| ≤ |A| κ , implying |T | < κ. Since κ is regular, there must exist a subset µ ⊆ κ of size κ such that ϕ α (x, y α ) stays the same for all α ∈ µ. Let ϕ(x, y) denote such a fixed formula. Let
Reindex the parameters and rewrite each q i as {ϕ(x, a i α )| α < κ}. Now let F 1 = q i | i < λ + , a sequence of types. Then F 1 , as a sequence, satisfies 4(c). Indeed, suppose we are given any subsequence G = q i | i ∈ τ of F 1 , where τ ⊆ λ + is a subset of size λ + . Since F satisfies (4)(c), there exist disjoint subsets τ 0 , τ 1 ⊆ τ of size λ + and p i ⊆ p i for each i ∈ τ 0 ∪ τ 1 , such that |p i p i | < κ and G 0 and G 1 are disjunctively inconsistent, where G i = {p i | i ∈ τ i }. Now define q i := p i ∩ q i for each i ∈ τ 0 ∩ τ 1 . Then we have |q i q i | < κ, and clearly τ 0 , τ 1 and q i 's satisfy the condition (4)(c) for G and F 1 .
For the remainder of the proof, we keep working with
Proof of Claim. We construct such a function and sets by induction on the length of σ. When σ = ∅, since |A| < λ + , we can choose a subset
Now assume the induction hypothesis for σ. We will find sets and function values corresponding to σ 0 and σ 1 .
Since F 1 satisfies (4)(c), there exist disjoint subsets τ σ j ⊆ τ σ of size λ + (j = 0, 1) and a subset q i ⊆ q i with |q i − q i | < κ for each i ∈ τ σ 0 ∪ τ σ 1 , such that H 0 , H 1 , where H j = {q i | i ∈ τ j }, are disjunctively inconsistent.
For each i ∈ τ σ 0 ∪ τ σ 1 , since |q i − q i | < κ and κ is regular, there must exist an ordinal β i < κ such that {ϕ(x, a i α ) | β i ≤ α < κ} ⊆ q i . Let j ∈ {0, 1}. Since κ < λ + and λ + is regular, there exists a subset τ σ j ⊆ τ σ j of size λ + such that β i stays the same (say, as η j ) for all i ∈ τ σ j . Choose any ordinal β j < κ that is greater than both f (σ) and η j . Then, for all i ∈ τ σ j , we have {ϕ(x, a i α ) | β j ≤ α < κ} ⊆ q i .
Since |A| < λ + , we can sort further to obtain a subset τ σ j ⊆ τ σ j of size λ + such that a i β j are equal (say, to a σ j ) for all i ∈ τ σ j . Define f (σ j ) := β j and G σ j := {{ϕ(x, a i α )| β j ≤ α < κ} | i ∈ τ σ j }. Then τ σ j , f (σ j ) and G σ j , for j = 0, 1, satisfy all the required conditions for the induction step, and the proof for Claim is complete. Now, using the notations defined in Claim, we see that { ϕ(x, a σ )| σ ∈ ω> 2 } witnesses SOP 2 . Indeed given any σ, γ j ∈ ω> 2 (j = 0, 1), the formula ϕ(x, a σ j γ j ) is in G σ j . Hence {ϕ(x, a σ j γ j ) | j = 0, 1} is inconsistent. (1) T has weak k-TP 1 .
(2) There are a regular cardinal κ and a family F of types of finite variable x over a set A such that (a) |p(x)| = κ for each p(x) ∈ F, (b) |F| = λ + where λ = |A| |T | + |T | κ , and (c) given any subfamily G = { p i | i < λ + } of F, there are a family {τ j | j < ω} of pairwise disjoint subsets of λ + with each |τ j | = λ + , and p i ⊆ p i with |p i p i | < κ (i ∈ {τ j | j ∈ ω}), such that G j (j < ω) are disjunctively k-inconsistent, where G j = {p i | i ∈ τ j }.
Proof. The proof will be similar to that of Proposition 6.1.
(1)⇒(2) Let κ = |T | + , and let λ (> |T | κ = 2 κ ) be a strong limit cardinal having cofinality κ. By compactness, there is Λ = {ψ(x, a σ )| σ ∈ κ> λ} witnessing weak k-TP 1 w.r.t.
κ> λ. Let A = {a σ | σ ∈ κ> λ} and let H := {r β (x) | β ∈ κ λ}, where r β (x) := {ψ(x, a β i ) | i < κ} for each β ∈ κ λ. Note |H| = λ κ > λ = κ> λ = |A| and |A| |T | + |T | κ = λ. Let F (⊆ H) be any subfamily of size λ + . Thus (2)(a),(b) hold. To show (2)(c), assume now a subfamily G ⊆ F of size λ + is given. For σ ∈ λ <κ , let G σ := {r β ∈ G | σ β ∈ κ λ}.
Claim There are τ ⊆ λ with |τ | = ω, and α ∈ κ> λ such that, for each i ∈ τ , we have |G α i | = λ + : Suppose not. Then for each σ ∈ λ <κ there are only finitely many i (< λ) such that |G σ i | = λ + . Hence there is a subclass (of G) of size at most ω κ having still λ + -many paths (as, at each level, only at most λ-many paths are thrown out from G). But that is impossible since ω κ = 2 κ < λ + . Hence Claim follows.
Let τ ⊆ λ and α ∈ κ> λ be as in Claim. For each i ∈ τ , define G i := { p − p α | p ∈ G α i }, where p α := {ψ(x, a σ ) | σ α}. Then (2)(c) clearly follows, completing the proof of (1)⇒(2).
(2)⇒(1) Again, the proof is similar to that of Proposition 6.1 (4)⇒(3). Let us sketch the proof. Assume (2) . Write each p i ∈ F as p i = {ϕ i α (x, b i α ) | α < κ} (i < λ + ). We may assume that F consists of types p i = {ϕ α (x, b i α ) | α < κ} for i < λ + . Also, there is ϕ(x, y) such that each p i ∈ F has a subset of the form q i = {ϕ(x, a i α ) | α < κ}. We let F 1 = q i | i < λ + . It easily follows that we can replace F by F 1 in (2)(c). Then using (2)(c) for F 1 iteratively, one similarly obtains the following: There exist a 1-1 function f :
ω> ω → κ, a family { G σ | σ ∈ ω> ω } of types and a family { τ σ ⊆ λ + | σ ∈ ω> ω } such that, ∀ σ ∈ ω> ω,
(1) f (σ) < f (σ j ), ∀ j < ω; (2) |τ σ | = λ + ; For i = j < ω, τ σ i and τ σ j are disjoint subsets of τ σ ; (3) For all i ∈ τ σ , a i f (σ) are equal, say, to a σ ; (4) G σ = {{ϕ(x, a i α )| f (σ) ≤ α < κ} | i ∈ τ σ }; (5) G σ j (j ∈ ω) are disjunctively k-inconsistent.
Then it follows that {ϕ(x, a σ ) | σ ∈ ω> ω} witnesses weak k-TP 1 .
In summary, for a theory, we have SOP 2 ⇔k-TP 1 ⇔TP 1 =weak 2-TP 1 ⇒ weak 3-TP 1 ⇒ · · · ⇒ SOP 1 .
