We consider an inference on the eigenvalues of the covariance matrix of a multivariate normal distribution. The family of multivariate normal distributions with a fixed mean is seen as a Riemannian manifold with Fisher information metric. Two submanifolds naturally arises; one is the submanifold given by fixed eigenvectors of the covariance matrix, the other is the one given by fixed eigenvalues. We analyze the geometrical structures of these manifolds such as metric, embedding curvature under e-connection or m-connection. Based on these results, we study 1) the bias of the sample eigenvalues, 2)the information loss caused by neglecting the sample eigenvectors, 3)new estimators that are naturally derived from the geometrical view.
Introduction
Consider a normal distribution with zero mean and an unknown covariance matrix, N (0, Σ). Let denote the eigenvalues of Σ by λ = (λ 1 , . . . , λ p ), λ 1 > . . . > λ p * Faculty of Economics, Shinshu University and eigenvectors matrix by Γ , hence we have the spectral decomposition
where diag(λ) means the diagonal matrix with the ith diagonal element λ i . It is needless to say that inference on Σ is an important task in many practical situations in such a diversity of fields as engineering, biology, chemistry, finance, psychology etc. Especially we often encounter the cases where the property of interest depends on Σ only through its eigenvalues λ. We treat an inference problem on the eigenvalues in this paper. Geometrically viewed, the family of normal distributions N (0, Σ) is taken as a manifold (say S) with a single coordinate system Σ. Hence, S is identified with the space of symmetric positive definite matrices. Geometrically analyzing the space of symmetric positive definite matrices is an interesting topic in a mathematical or engineering point of view. For example, see Smith [22] , Fletcher and Joshi, [10] , Lenglet et. al. [16] . From a statistical point of view, it could give us some new insights for the inference on Σ.
In this paper, we analyze S from the standpoint of information geometry while focusing on the inference on the eigenvalues of Σ. The two kinds of submanifolds play an important role, that is, a submanifold given by fixed eigenvectors of the covariance matrix and the one given by fixed eigenvalues.
Based on independent n samples x i = (x i1 , . . . , x ip ) , i = 1, . . . , n from this distribution, we want to make inference on the unknown λ. It is wellknown that the product-sum matrix
is sufficient statistic for both unknown λ and Γ . The spectrum decomposition of S is given by
where l = (l 1 , . . . , l p ), l 1 > . . . > l p > 0 a.e.
are the eigenvalues of S, and H is the corresponding eigenvectors matrix. This decomposition gives us two statistics available, i.e. the sample eigenvalues l and the sample eigenvectors H. However it is almost customary that we only use the sample eigenvalues, discarding the information contained in H.
In the past literature on the inference for the population eigenvalues, every notable estimator is based simply on the sample eigenvalues. Here we just mention the literature in the statistical field that deals with the estimation of λ under the situation p ≤ n; Stein [23] , Takemura [24] , Dey and Srinivasan [7] , Haff [11] , Yang and Berger [25] for orthogonally invariant estimators of Σ; Dey [6] , Hydorn and Muirhead [12] , Jin [13] , Sheena and Takemura [20] for a direct estimator of λ.
In a sense it is natural to implicitly associate the sample eigenvalues to the population eigenvalues, and the sample eigenvectors to the population counterpart. However the sample eigenvalues is not sufficient for the unknown population eigenvalues. Therefore it is important to evaluate how much information is lost by neglecting the sample eigenvectors. Following Amari [1] , we gain an understanding of the asymptotic information loss with geometric terms such as Fisher information metric and embedding curvatures.
Another statistically interesting topic is the bias of l. It is well known that l is largely biased and the estimators mentioned above are all modification of l to correct the bias, that is, "shrinkage estimators." We show that the bias is closely related to the embedding curvatures. Moreover the geometric structure of S naturally leads us to new estimators, which are also shrinkage estimators.
We briefly introduce the order of the contents in this paper. In Section 2 and 3, we treat respectively Fisher information metrics and embedding curvatures, and present their specific forms related to the eigenvalues inference. In Section 3, we refer to the bias of l in relation to the curvatures. In Section 4, we get the explicit form of the asymptotic information loss caused by discarding the sample eigenvectors in the first and second orders w.r.t. the sample size. In the final section, we propose the new estimators which is naturally derived in a geometrical view. All the proofs of the propositions are collected in Appendix.
For geometrical concepts used in this paper, refer to Amari [2] , Amari and Nagaoka [3] .
Riemannian Manifold and Metric
The density of the normal distribution N (0, Σ) is given by
If we let σ ij and σ ij denote the (i, j) element of respectively Σ and Σ −1 , then the log likelihood equals
where Θ = (θ ij ) i≤j and y = (y ij ) i≤j are given by
and
The summations in the equation (2) is an abbreviation for p i=1 and 1≤i<j≤p , and we will use these kinds of notations hereafter without mention.
The expression (2) gives natural coordinate system Θ of the manifold S as an full exponential family. Another coordinate system, so called expectation parameters, are also useful, which are defined as;
For the analysis of the information carried by l and H, we need to prepare another coordinate system. The matrix exponential expression of an orthogonal matrix O is given by
where I p is the p-dimensional unit matrix, U is a skew-symmetric matrix and parametrized by u = (u ij ) 1≤i<j≤p as
The function exp U is diffeomorphic, and u gives "normal coordinate" for the group of orthogonal matrices. We can use this coordinate as local system around I p and construct an atlas for the entire space of p-dimensional orthogonal matrices (note this space is compact); for each Γ , there exists an open neighborhood and some open ball B in R p(p−1)/2 around the origin such that these spaces are diffeomorphic by the function Γ exp U (u) on B.
We will use (λ, u) as the third coordinate system of S and call it "spectral coordinate (system)". Notice that this coordinate system is associated with the following submanifolds in S. If we fix Γ in (1), then we get a submanifold M(Γ ) embedded in S with a coordinate system λ. This is a subfamily in N (0, Σ) and called curved exponential family. Its log-likelihood is expressed, as we emphasize it as a function of λ, to be
On the contrary, if we fix λ in (1), we get another submanifold A(λ) in S, whose coordinate system is given by u in a neighborhood of each point of A(λ). Its log-likelihood expression is given by
First we consider a metric, that is, a field of symmetric, positive definite, bilinear form on S. The statistically most natural metric is Fisher information metric. Suppose {f (x; θ} is a parametric family of probability density functions, whose coordinate as a manifold is given by θ = (θ 1 , . . . , θ p ). Then the (i, j) component of Fisher information metric with respect to θ is given by
For the multivariate normal distribution family, N (µ, Σ) (µ, the mean parameter is also included), Skovgaard [21] gives a clear form of Fisher information metric. The tangent vector space at a fixed point Σ w.r.t. (σ ij ) i≤j coordinate can be identified with the space of symmetric matrices. For any symmetric matrix A, B, the metric with respect to the Σ = (σ ij ) coordinate system is given by 1 2 tr
We are interested in Fisher information metric with respect to the spectral coordinate (λ, u). Let ∂ a , ∂ b , · · · denote the tangent vectors w.r.t. the λ coordinate, ∂ (s,t) , ∂ (u,v) , · · · denote the tangent vectors w.r.t. the u coordinate. Namely
These tangent vectors (exactly speaking, vector fields) are invariant with respect to the orthogonal transformation of Σ; For some orthogonal matrix O, the orthogonal transformation F of S is defined as
For any O,
Proposition 1 Let , denote Fisher information metric based on x ∼ N (0, Σ), then the components of the metric with respect to (λ, u) is given as follows;
δ(·) equals one if the logic inside the parenthesis is correct, otherwise zero.
There are two remarkable properties of the metric for the spectral coordinate. First since the metric components matrix is diagonal, (∂ a , · · · , ∂ (s,t) , · · · ) is an orthogonal coordinate system, especially that the submanifolds M(Γ ) and A(λ) are orthogonal to each other for any λ and Γ . Second it is independent of Γ , hence the metric is invariant with respect to the orthogonal transformation F in (10) for any orthogonal matrix O. (Second property is instantly derived from the expression (9) .)
The fundamental structure of S is determined by an affine connection, and it gives birth to curvature, geodesics, etc. As it is seen in Amari [1] , [2] , Amari and Nagaoka [3] , e-connection and m-connection is important for the analysis of statistical exponential family, but we don't make further reference here. All results related to Levi-Civita connection for S can be found in Skovgaard [21] . For α-connection for the multivariate normal family with zero mean, refer to Eguchi [9] . A family of multivariate normal distributions as a Riemannian manifold is studied by several authors. Refer to Fletcher and Joshi [10] , Lenglet et. al. [16] and Lovrić et. al. [17] .
We just mention the fact that S is e-flat and m-flat, and corresponding affine coordinations are given respectively by (σ ij ) and (σ ij ).
Embedding Curvature
For the analysis of the asymptotic distribution (l, H), it is important to observe the embedding curvatures of M and A. (See Amari and Kumon [4] , Kumon and Amari [14] .) Especially, asymptotic information loss can be explained in view of these curvatures. Embedding curvature shows how the submanifold M or A is placed in the manifold S; We consider the following embedding curvatures;
1. Embedding curvature of M with respect to e-connection or m-connection. Hab(s,t)
where e ∇∂ a ∂ b is the covariant derivative of ∂ b in the direction of ∂ a with respect to e-connection.
where
On these curvatures at the point (λ, Γ ), we have the following results.
Another expression of the embedding curvature of A is given by
With this notation, the orthogonal projection of the covariant derivative
onto the tangent space of M is given by
An embedding curvature has full information about the "extrinsic curvature" of the embedded submanifold in any direction. Sometimes it is convenient to compress it into a scalar measure of the curvature. "Statistical curvature" by Efron (see Efron [8] , Murray and Rice [19] ) is such a measure; For A, it is defined by (see p159 of Amari [2] )
which attains the following value at the point (λ, Γ ).
From these results, we notice that if S is endowed with m-connection, then 1) the embedding curvatures and the statistical curvatures of A are independent of Γ , 2) any one-parameter curve (λ, Γ (u)) given by the parameter u (s,t) , s < t, while λ and the other elements of u are fixed, is curved in the direction of ∂ t −∂ s and contained in a two-dimensional plane composed by ∂ (s,t) and ∂ t − ∂ s , 3) the statistical curvature of A could be quite large when λ are close to each other, while M is flat everywhere.
Here we introduce another submanifoldÃ which is contrasting to A in the sense thatÃ is flat with respect to m-connection. For a point (λ, Γ ), let
We easily notice thatÃ is the minimum distance points with respect to Kullback-Leibler divergence. That is,
where KL(Σ,Σ) is the Kullback-Leibler divergence between N (0, Σ) and N (0,Σ), which is specifically given by
The minimum distance points with respect to the Kullback-Leibler distance consists of all the points on the m-geodesics which pass through the point (λ, Γ ) and are orthogonal to M(Γ ) at that point. (See Theorem in A2 of Amari [1] ). We can visualize the structure of S endowed with m-connection for the two dimensional case. See Figure 1 , where
M is a two-dimensional autoparallel submanifold with the affine coordinate (λ 1 , λ 2 ), while A is a one-dimensional submanifold with an coordinate u (1, 2) . As it is seen in Proposition 1, all the tangent vectors ∂ 1 ( (1, 2) ) are orthogonal to each other.Ã is a "straight" line which is also orthogonal to M. The arrow on M is the line {λ|λ 1 + λ 2 is constant}, and We can analyze the bias ofl i n −1 l i , i = 1, . . . , n from the geometrical structure of S. It is well known that
The bias E[l i ] is quite large when n is small and λ i 's are close to each other (see Lawley [15] , Anderson [5] ). For the case p = 2, 
, thenÂ(λ, Γ ) connects s and s 2 . The three points s, s 1 and s 2 are on the same plane, and if we move from s 1 in the direction to s 2 , then the statistical curvature of A increases (see Figure 2) . If we estimate (λ 1 , λ 2 ) = (σ 11 , σ 22 ) byl, then the estimand is the point s 1 , while for the unbiased estimatorλ, the estimand is the point s 2 . Since the c-coordinate of s 1 is always smaller than that of s 2 , the estimator (l 1 ,l 2 ) is likely to estimate λ 1 and λ 2 too apart, which causes the bias (19) . It is also seen that the bias gets larger when c approaches to one, that is, λ 1 and λ 2 get closer to each other.
Information Loss
Now we consider the information loss caused by ignoring H for the inference on λ. Information loss matrix (∆g ab (l)), 1 ≤ a, b ≤ p at a fixed point Σ = (λ, Γ ) is given by
where g ab (S), g ab (l), g ab (S|l) are the components of the metrics w.r.t. ∂ a and ∂ b based on respectively the distributions S, l and the conditional distribution of S given l, all of which are measured at the point Σ = (λ, Γ ).
Amari [1] found that the asymptotic information loss can be expressed in terms of the metric and the embedding curvatures;
B ab at the point (λ, Γ ) depends only on λ. When the information loss of a statistic has the order O(n −q+1 ), we call the statistic is the qth order sufficient. Consequently the statistic l is the first order sufficient, but not the second order sufficient. B ab , the information loss in the first order term (O(1)) is negligible when the eigenvalues are separated to some extent. On the contrary, it is quite large when the population eigenvalues are close to each other. Note that the information carried by l is given by the formula;
Since (g ab (l)) is positive definite, ∆g ab (l) must be bounded in the neighborhood of a point where λ 1 = · · · = λ p . This indicates that the term of order O(n −1 ) in B ab is also unbounded in such a neighborhood. Hence the expansion of the information loss with respect to n is not useful when the population eigenvalues are close to each other. In order to check the information loss numerically, we carried out a simple simulation. Consider the null hypothesis
The ordinary likelihood ratio test based on S (say the first test) is given by the rejection region
where a α is chosen so that the size of the test is α. See e.g. Theorem 8.4.2 of Muirhead [18] . On the other hand, the likelihood ratio test based on the distribution of l (say the second test ) is given by
since the density function of l is given by
where dµ(H) is the uniform probability on the group of p-dimensional orthogonal matrices, O(p), and K 0 is the normalizing constant (see Theorem 3. 2. 18 of Muirhead [18] ). Figure 3 shows the simulation result on the powers of the two tests for the case p = 2, n = 10. The alternative hypotheses are taken in various directions from the null point (λ 1 , λ 2 ) = (1, 1);
where θ = π/4−(j−1)π/50, j = 1, . . . , 51. (Note that the alternatives are not at the same distance from the null w.r.t. the metric of Proposition 1. )The powers for each alternative are the mean values from 10 5 times repetition. For the integral calculation in (23), we picked up 100 points from O(2) in an equidistant manner. The graph shows that the second test performs as well as the first test, hence it indicates the information loss is not serious at least around the point (λ 1 , λ 2 ) = (1, 1).
A New Estimator Based on Geometrical Insight
In this section, we apply the geometrical analysis in the previous sections to the estimation of λ. We consider two cases where the population eigenvectors, Γ , is respectively known and unknown.
Case where Γ is known
First let's consider the case where Γ is known. In this case, statistics (Γ tS Γ ) ii , i = 1, . . . , p is the second order sufficient, sinceÃ(λ, Γ ) is orthogonal to M(Γ ), and the m-embedding curvature ofÃ(λ, Γ ) vanishes (see the equation (20) ). Therefore the estimator
Figure 4: Risks ofΣ (1) andΣ (2) as λ changes is superior to the ordinary estimatorl (n −1 l 1 , . . . , n −1 l p ) in view of the asymptotic information loss. Especially consider the case where we know that Γ = I p , that is, each variate is independent. Then the estimatorλ i becomes the ordinary sample variance for the ith variate. The lesson is that if each variate is independent, then we should tackle with each variate separately, don't treat them as a multivariate set.
We made a numerical evaluation of the superiority ofλ tol. We used Kullback-Leibler divergence as a loss function (say KL-loss). Namely for the true parameter Σ = diag(λ 1 , . . . , λ p ) and the estimatorŝ
we evaluate the loss of the estimator as Figure 4 shows the result. We repeated 10 5 times risk evaluation for each c and took the average. Theoretically the risk ofΣ (2) is constant. The perturbation of the dotted line is due to the simulation error. We observe that the risk ofλ is reduced by nearly 30 % compared tol in the neighborhood of λ = (1, 1) , where the second order term of the information loss ofl is maximized.
In a practical situation, it is rare to know the exact population eigenvectors beforehand. It is more likely that we only have a vague knowledge about the eigenvectors. For example, we sometimes have a prior knowledge that each variate is almost uncorrelated to each other although they are not perfectly independent. In this situation, which is better to useλ = (S ii ) 1≤i≤p orl ? The following simulation suggest that the superiority ofλ tol could hold good in a relatively large neighborhood of M(I p ). Figure 5 shows the change of the risks of the two estimators w.r.t. K-L loss under the condition λ = (1, 0.8), n = 10 as Γ varies with θ (0 ≤ θ ≤ π/2) as Γ = cos θ − sin θ sin θ cos θ .
For each Γ , the repetition was done 10 5 times and we took the average as the risks.Σ
(1) has a constant risk, though the risk line forΣ (1) is perturbed by the simulation error. The graph shows thatΣ (2) still performs better than Σ (1) in spite of the situation Γ = I 2 .
Case where Γ is unknown
As we saw in the previous subsection, if we have information about Γ , the estimatorλ works well. If we do not have information about Γ beforehand, a naive idea is to estimate it by the sample eigenvectors matrix H and substitute it intoλ. However this only reproducesl.
H is a point estimator (m.l.e.) of Γ , while we could construct a distribution of Γ based on the sample S. If we take the expectation of (Γ tS Γ ) ii (i = 1, . . . , p) with this distribution, it could produce a reasonable estimator. First consider the conditional distribution of H when l is given. Since S = HLH t is distributed as Wishart matrix W p (n, Σ), its density w.r.t. the uniform probability dµ(H) on the group of p-dimensional orthogonal matrices O(p) equals f (H|l ; Σ) = K(l ; Σ)
where normalizing constant K(l ; Σ) is given by
This conditional distribution depends on Σ. If we substitute Σ with the estimatorS, a density of Γ on O(p) with respect to dµ(Γ ) is given by
Take the expectation of (Γ tS Γ ) ii w.r.t. the density (28),
(29) LetL denote diag(l). Because of the invariance of dµ, it turns out that
We proposeλ * (λ * 1 , . . . ,λ * p ) as a new estimator of λ. It is easily proved thatλ * i →l i , i = 1, . . . , p, as n → ∞, andλ * is a "shrinkage" estimator. The analytic evaluation of this estimator's performance seems difficult even for the large sample case. Instead we show the numerical result comparinḡ l andλ * . We simulated the risks of both estimators w.r.t. K-L loss for the case p = 2. Since they are functions of l and scale invariant, it is enough to measure the risks for Σ = diag(1, c), 0 < c ≤ 1. We varied c from 0.04 to 1.00 by the increment 0.04, and for each c we repeated the risk evaluation 10 4 times and took the average. For the integral calculation of (30) and (31), we picked up 50 points from O(2) in an equidistant manner. Figure 6 shows the result. It seems that the new estimator performs better compared tol, especially λ are close to each other.
Appendix

Proof of Proposition 1
As a base for the vector space of real symmetric matrices, we consider E ij (1 ≤ i ≤ j ≤ p) which is a p × p matrix defined by where
is the p × p matrix whose (i, j) element equals one, and all the other elements are zero. The one to one correspondence
gives the component expression of (9)
we have the following relations
For the first order derivative at u = 0, we only have to consider Σ up to the term to the first power w.r.t. u, hence we put Σ(λ, u) as
Therefore we have
From (38) and (39), we have the following results on tangent vectors;
where γ a is the ath column of Γ , and
If we substitute (40) and (41) into (34), (35) and (36), we get the results as follows;
Proof of Proposition 2
Note that
This means M is an affine subspace of S w.r.t. an Θ, which is an affine coordinate system of S with e-connection. Consequently M is e-flat, i.e. 
where p × p matrices A, B are given by
In order to calculate A, we only have to consider Σ up to the terms powered by two w.r.t. u;
Therefore σ ij is expressed as
truns out to be
From this we have
where 
From (45) and (46) 
Proof of Corollary 1
As we will see in the next subsection, 
Proof of Proposition 3
The term of the order n in (20) vanishes since g a(s,t) equals zero for 1 ≤ a ≤ p, 1 ≤ s < t ≤ p. We consider the term of order O(1). Since 
