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Computer programming is an art, because it applies accumulated
knowledge to the world, because it requires skill and ingenuity, and
especially because it produces objects of beauty. A programmer who
subconsciously views himself as an artist will enjoy what he does and will
do it better.
Donald Knuth
Introduction générale
De nos jours, les simulations sont devenues incontournables pour la modélisation
des systèmes naturels dans divers domaines comme : physique [14], aéronautique
[219], biologie [80], physique nucléaire [62], sciences sociales [30], etc. Les simulations
numériques diminuent les risques et les dangers provenant d’une simulation réelle.
Elles sont de plus en plus utilisées pour simuler des phénomènes physiques réels et
croissent en nombre et en complexité. Cette complexité croissante est accentuée par le
développement et l’utilisation de nouvelles technologies. Une simulation scientifique
offre des gains de temps et de production très importants pour les scientifiques.
Les bénéfices fournis par une simulation informatique sont dus à l’évolution des
ordinateurs et aux nouvelles générations de processeurs. Les processeurs d’aujour-
d’hui ont connu un grand progrès spécialement au niveau de la haute performance
grâce à une fréquence de fonctionnement élevée et à l’exécution d’opérations parallèles
(parallélisme).
Pour augmenter la puissance de calcul pour les simulations scientifiques, les scien-
tifiques peuvent utiliser une grappe de serveurs qui est une ferme de calcul qui se
compose de plusieurs ordinateurs regroupés pour les gérer comme une seule ressource
informatique. Cette grappe est utilisée pour dépasser les capacités d’un ordinateur et
est composée dans la plupart des cas d’environnements répartis sur plusieurs sites et
reliés par le réseau, avec une puissance et une capacité de stockage importantes.
De plus, avec l’essor du rendu graphique, le rôle de l’image est devenu primor-
dial. Grâce au développement des cartes graphiques, les capacités de visualisation se
sont développées prodigieusement. Ce progrès a donné naissance à une nouvelle disci-
pline scientifique appelée visualisation scientifique. Associée à la simulation scientifique,
la visualisation et particulièrement la visualisation interactive devient un outil essentiel
pour bien observer, analyser et comprendre les phénomènes complexes étudiés dans
plusieurs disciplines scientifiques comme les nano-sciences où le projet ExaviZ 1 (Exa-
1. http://exaviz.simlab.ibpc.fr/
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scalable visual analysis for life & materials sciences) s’inscrit. Ce projet vise à étudier
la matière à l’échelle nanoscopique particulièrement au niveau des simulations de dy-
namique moléculaire haute performance ayant comme objectif l’étude des complexes
moléculaires. Cette nouvelle étude vise à concevoir des applications de simulations
afin d’effectuer le post-traitement, l’analyse, la visualisation, l’exploration et l’inter-
prétation des données générées.
Néanmoins, avec la croissance du besoin d’utilisation des applications de simula-
tions et visualisation scientifique, la compréhension des phénomènes étudiés néces-
sitent souvent d’avoir des connaissances de ces disciplines scientifiques. La conception
de ces applications devient très difficile pour les scientifiques, particulièrement les non
informaticiens.
Pour faciliter le couplage des différents codes de calculs, de visualisation et d’ex-
ploration souvent hétérogènes et difficiles à faire coopérer, les scientifiques doivent
être capables d’utiliser et de réutiliser les différentes parties de l’application déjà
construites afin de pouvoir interchanger certaines parties. Ainsi, une nouvelle méthode
de conception, d’intégration et d’interopérabilité qui a de bonne propriétés basée sur
le paradigme de programmation par composants est utilisée.
Les architectures par composants visent à fournir des méthodes pour l’abstraction
des différentes parties des applications à développer par des composants. Ces derniers
communiquent entre eux grâce à un couplage et devraient être faciles à recomposer,
pour répondre aux nouveaux besoins des développeurs en mettant en œuvre des abs-
tractions relatives à une classe de problèmes particulière. D’autre part, la complexité
des techniques mises en jeu fait apparaître la nécessité de factoriser les efforts de dé-
veloppement, donc l’approche modulaire des architectures basées sur la notion de
composants tente d’y répondre.
La programmation par composants a pour vocation d’offrir plusieurs avantages
par rapport aux autres méthodes comme la programmation par objets. L’un de ces
avantages est la réutilisation et l’exploitation des composants pré-construits. Ce sont
des éléments constitutifs d’un logiciel destinés à être incorporés en tant que blocs ou
modules composables pour interagir en échangeant des messages. Les composants
sont des éléments architecturaux qui encapsulent la partie métier de l’architecture et
possèdent une partie externe représentant un composant qui contient des interfaces.
Elles décrivent la spécification des fonctionnalités, les services fournis et les services
requis par le composant. De plus, les composants favorisent l’autonomie, l’incorpora-
tion dans les applications tierces et quelquefois l’indépendance des langages de pro-
grammations utilisés dans le but de faciliter l’intégration d’applications en passant par
l’échange des données. Un administrateur système, un intégrateur de système ou un
développeur d’applications peut avoir besoin de construire un système ou un service
à partir de composants existants, soit pour répondre à des défaillances, dans le cadre
de l’évolution d’un système, ou pour introduire de nouvelles applications dans un
système en fonctionnement. Dans ce cas, nous parlons de la composition des composants
de l’application.
La composition des composants de l’application est l’opération qui consiste à as-
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sembler des composants pré-développés et pré-testés pour produire ou enrichir des
applications. Le résultat de la composition est une application complexe au niveau
architectural répondant aux besoins de l’utilisateur.
Dans cette thèse, nous nous intéressons à la formalisation et la dynamique des ap-
plications de visualisation scientifique interactives, notamment dans le cadre du projet
ExaviZ. Ce dernier a pour but l’exploration interactive de très gros volumes de données
issus de simulations numériques et de l’analyse conjointe de résultats expérimentaux
dans les sciences du vivant ou des matériaux. Le type d’applications étudié s’inscrit
dans le domaine de l’analyse visuelle [214] qui se concentre sur le raisonnement analy-
tique facilité par des interfaces visuelles interactives. Ce domaine combine le dévelop-
pement des technologies informatiques et l’intelligence humaine pour mieux analyser
et comprendre les problèmes complexes provenant de la production rapide en masse
de données.
Ces applications nécessitent une contrainte essentielle telle que la performance,
par exemple le taux d’images par seconde, alors que les différents éléments de ces
applications peuvent fonctionner à des fréquences très différentes.
La performance dans les modèles par composants décrits dans la littérature, sur-
tout les propriétés de synchronisation, n’est pas fournie pour les applications de visua-
lisation scientifique interactive [26, 104]. D’autres modèles existants se heurtent aussi
au problème de synchronisation entre les composants au sein d’une application à
savoir favoriser la désynchronisation des composants qui ont des fréquences d’exécu-
tion très différentes [50,105]. La considération et la garantie de la désynchronisation de
composants, qui ont des fréquences d’exécution très différentes, permettent d’obtenir
des performances intéressantes dans le cadre d’une application interactive.
Il est donc nécessaire de définir un modèle d’assemblage répondant spécifique-
ment aux caractéristiques de visualisation scientifique. Là encore, les approches par
composants jouent un rôle important dans la séparation des codes fonctionnels et
des codes non fonctionnels permettant de spécifier plus facilement des schémas de
communications pour gérer et gouverner les interactions entre les composants. Par
exemple, les applications de visualisation scientifique interactives peuvent impliquer
des contraintes sur la cohérence de données face à des schémas de communications
basés sur la perte de données pour assurer la performance de l’application. Il est donc
nécessaire de maîtriser ses pertes de données pour assurer la cohérence, par exemple,
de deux composants de simulations qui coopèrent pour un troisième composant de
calcul ou pour l’affichage des résultats dans un composant de rendu graphique.
Dans ce contexte, une approche par composants prenant en compte les caractéris-
tiques précises des applications de visualisation scientifique interactives est proposée.
Dans cette thèse, nous nous intéressons précisément à la définition d’une approche
basée sur une coordination exogène afin de représenter le cas général des applications
visées. La composition des composants pour construire une application pose plusieurs
problèmes. Parmi ceux-ci, il y a deux aspects : (1) garantir une composition bien défi-
nie afin d’assurer le démarrage d’une application, prévenir les problèmes de blocage
4 Introduction générale
durant l’exécution et (2) fournir une reconfiguration performante en modifiant dyna-
miquement l’architecture d’une application sans l’arrêter complètement.
L’étude du démarrage d’une application interactive basée sur une architecture par
composants revient à étudier sous quelle condition l’application en question peut
se lancer et s’exécuter proprement. Également, cette étude permet de prévenir les
éventuels blocages qui peuvent se produire lors de l’exécution. Ceci implique de ré-
soudre le problème de détection des blocages qui a été étudié par plusieurs travaux
récents [42, 136, 146, 221].
L’émergence rapide des architectures par composants a fait apparaître certaines
difficultés limitant leur évolution. En effet, la reconfiguration est abordée afin d’inté-
grer les aspects dynamiques comme le lancement ou l’arrêt à la volée de composants
pour faire face à des évolutions de leur contexte de fonctionnement et de leur utili-
sation. La gestion de la reconfiguration dynamique des applications de visualisation
scientifique interactives doit tenir en compte des spécificités de ce type d’applications
haute performance. Cette gestion permet de modifier la structure d’une application
en remplaçant, ajoutant ou supprimant un ou plusieurs de ses éléments. L’objectif
est de reconfigurer dynamiquement et à n’importe quel moment une application pen-
dant son exécution sans l’arrêter complètement pour garantir le maximum des services
fournis. Le principe de la reconfiguration dynamique proposée évite la reconfiguration
classique arrêtant toute l’application avant de réaliser une opération de reconfigura-
tion.
Par conséquent, les problèmes et les aspects qu’il faut traiter sont divers. Dans
un premier temps il faut définir un modèle par composants pour satisfaire les
contraintes et modéliser des applications de visualisation scientifique interactives pre-
nant en considération leurs caractéristiques par exemple la perte de données. Dans un
deuxième temps, proposer et définir une formalisation pour le modèle présenté. Cette
formalisation, basée sur les réseaux de Petri, est principalement une sous classe des
réseaux FIFO. Par ailleurs, la formalisation sémantique offre une modélisation claire
et puissante des comportements d’applications de visualisation scientifique interac-
tives haute performance. Cette classe est utilisée pour simuler et tester, par exemple,
la construction et le comportement global d’une application. Une telle modélisation
sert également à préciser certaines propriétés structurales de l’application dans le but
de garantir son démarrage et son bon fonctionnement sans blocage. Enfin, le dernier
problème auquel nous nous intéressons est celui de la reconfiguration dynamique de
l’architecture d’une application. Elle permet d’offrir la possibilité de modifier la struc-
ture tout en garantissant la disponibilité de l’application et en gardant le maximum de
services offerts par les composants.
Des mécanismes et des algorithmes ont été développés afin de réaliser et mettre en
œuvre ces objectifs et les solutions apportées pour les problématiques abordées.
En résumé, l’objectif de la thèse est de proposer un modèle par composants per-
mettant de modéliser et analyser les comportements dynamiques des applications
de visualisation scientifique interactive. La thèse va donc répondre aux trois ques-
tions majeures concernant la définition d’une approche par composants spécifique qui
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permettra de bien concevoir les applications interactives contenant des phases dyna-
miques d’analyse :
— Comment définir une formalisation et une extension de l’approche par com-
posants [140] permettant de prendre en compte l’impératif de performance
des applications parallèles distribuées, l’hétérogénéité des codes et des plate-
formes de déploiement ?
— Comment garantir une composition correcte pour assurer un démarrage
propre d’une application et prévenir les problèmes de blocage durant son exé-
cution ?
— Comment réaliser une reconfiguration dynamique dédiée aux applications de
visualisation scientifique interactive sans les arrêter complètement ?
L’objectif de cette thèse est d’identifier et de proposer une approche par compo-
sants intégrant des aspects dynamiques comme le lancement ou l’arrêt à la volée de
composants. Pour cela nous nous sommes intéressés à tous les aspects énumérés ci-
dessus.

Apport de la thèse
Les apports de cette thèse sont essentiellement la proposition d’une approche for-
melle pour la spécification, la vérification et la reconfiguration des applications de
visualisation scientifique interactives à base de composants. Les principales contribu-
tions de nos travaux sont les suivantes :
— La première contribution consiste à définir et proposer une sémantique formelle
basée sur les réseaux de Petri. Le modèle formel proposé permet de modéliser
les différents objets composant l’architecture de nos applications à savoir les
composants, les connecteurs et les liens. En même temps, le formalisme proposé
offre une modélisation claire des différents comportements dynamiques des
composants hétérogènes mettant en œuvre la simulation ou les traitements de
données, la visualisation et l’interaction.
— La deuxième contribution consiste à trouver des solutions aux problèmes de
blocages de ces applications. La sémantique déjà proposée a été utilisée pour
étudier la vivacité dans le but d’aider les utilisateurs à concevoir des applica-
tions pouvant démarrer correctement et qui ne contiennent pas de blocages.
— La troisième contribution vise à définir et décrire une méthode de reconfigura-
tion dynamique pour les applications interactives dynamiques à base de com-
posants qui ne sont pas persistants et qui ont besoin d’un démarrage ou d’un
arrêt à la volée. Nous avons mis en place plusieurs opérations pour modéliser et
réaliser la reconfiguration proposée et nous avons utilisé notre formalisme pour
vérifier la correction des différentes étapes pour insérer, supprimer ou modifier
un composant ou connecteur dans une application.
Pour valider notre démarche, nous présentons un outil qui permet d’aider les uti-
lisateurs et surtout les non informaticiens à créer leurs applications qui sont repré-
sentées par des graphes d’applications. L’outil fournit aux utilisateurs plusieurs inter-
faces graphiques pour modéliser, vérifier la vivacité et reconfigurer les applications
construites.
Organisation du mémoire
Ce mémoire est découpé en deux grandes parties.
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Partie I : État de l’art et préliminaires Le chapitre 1 présente l’historique, les
concepts et les techniques de visualisation scientifique avec le positionnement de cette
dernière par rapport la réalité virtuelle. Le chapitre 2 introduit en détail les définitions
à la compréhension des architectures par composants en termes de concepts utilisés,
les différents modèles à composition et leur reconfiguration. Le chapitre 3 est consacré
aux méthodes formelles afin de justifier notre choix de la méthode formelle utilisée
dans le travail présenté. Ces trois chapitres servent de base à l’ensemble du manuscrit
et traitent les préliminaires et l’état de l’art.
Partie II : Contributions Le chapitre 4 présente le cadre général de notre travail en
termes du modèle par composants dédié aux applications de visualisation scientifique
interactive, la méthode formelle pour le modéliser et la reconfiguration dynamique des
applications construites et en cours d’exécution. Le chapitre 5 présente en détail notre
modèle par composants, la sémantique de ses différents éléments et comment les as-
sembler pour construire des applications interactives hautes performance. Le chapitre
6 présente notre formalisme basé sur les réseaux de Petri sur lequel est basé nos tra-
vaux. Le formalisme proposé permet de modéliser les applications interactives basées
sur des composants et comment vérifier leur vivacité en définissant une configuration
de leur démarrage. Le chapitre 7 détaille les principales techniques de reconfigura-
tion dynamique des applications de visualisation scientifique interactives et montre
comment vérifier la correction de la reconfiguration dynamique étudiée en utilisant la
méthode formelle présentée dans le chapitre 6. Finalement, le chapitre 8 détaille l’im-
plémentation et la mise en œuvre de notre modèle en proposant un outil qui permet de
modéliser, vérifier et reconfigurer les applications de visualisation scientifique interac-
tives. D’abord, ce chapitre présente l’architecture global de l’outil. Puis, il présente les
détails d’implantation des différentes parties de cet outil.
Après la partie I et la partie II, nous concluons ce manuscrit en présentant les
apports de notre travail de la thèse, ainsi que les perspectives de recherches ouvertes
et envisagées.
Première partie
État de l’art et préliminaires
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1.1 Introduction
La visualisation scientifique est une approche contemporaine et éprouvée basée
sur la combinaison de l’art de l’intuition humaine et la science de la déduction ma-
thématique pour percevoir directement des représentations visuelles et d’en tirer des
connaissances et la perspicacité.
La visualisation scientifique est aussi la formation de métaphores visuelles abs-
traites. En combinant cette dernière avec la capacité de l’œil humain à discerner des
relations en représentant des données complexes sous forme graphique, par exemple,
de résultats scientifiques. Ces représentations rendent les données spatio-temporelles
compréhensibles et permettent d’en extraire de la connaissance.
Dans ce chapitre nous précisons les termes techniques et les concepts liés à la
visualisation scientifique. Ce chapitre est divisé en trois sections. La première sec-
tion présente le cadre historique, les définitions et les concepts liés à la visualisation
scientifique. La deuxième section introduit la relation entre la Réalité Virtuelle et la
visualisation scientifique et présente les avantages de l’interaction pour la visualisa-
tion scientifique. En plus, la définition de la visualisation scientifique interactive est
introduite. Enfin la troisième section conclut le chapitre.
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1.2 Origines, les définitions et les concepts
1.2.1 Origines
La visualisation scientifique, telle qu’elle est actuellement étudiée et pratiquée, est
encore une discipline relativement nouvelle. Cette discipline s’est développée pour
illustrer graphiquement des données scientifiques pour permettre aux scientifiques de
comprendre, d’illustrer et de construire un aperçu de leurs données.
Historiquement, la visualisation est apparue avant l’écriture, aux temps immémo-
riaux, sous forme d’art graphique, figure 1.1, à savoir les dessins, la typographie,
les peintures, la calligraphie, etc. Le dessin fût donc, durant des générations et des
siècles, un moyen important de communication et de transmission de l’information
à l’exemple des égyptiens en 2500 avant J.-C. En effet, ils utilisaient des rouleaux de
papyrus pour écrire et partager leurs pensées avec autrui notamment avec les hié-
roglyphes. En 1440, grâce à l’invention de l’imprimerie par Johannes Gutenberg, la
production de masse de textes et d’art graphique a été simplifiée et est rapidement
devenue un substitut aux transcriptions manuelles.
Figure 1.1 – Aurochs représentés dans la grotte de Lascaux.
Avec les ordinateurs d’aujourd’hui, les outils classiques de dessin ont nettement
évolué, à l’exemple du pinceau qui a été remplacé par de nouveaux outils comme
l’écran tactile. Ce développement a favorisé l’utilisation de logiciels permettant la pro-
duction de visualisation avec un traitement des grandes masses de données. Le vo-
lume de données généré donne lieu à l’apparition de nombreux outils impliquant une
visualisation d’une nouvelle génération (2D ou 3D) pour effectuer des analyses.
La visualisation scientifique permet non seulement une meilleure représentation
du monde, mais elle permet aussi l’émergence de nouvelles informations difficilement
observables autrement.
Parallèlement à l’évolution de la visualisation scientifique, plusieurs définitions et
utilisations ont été proposées. Par la suite, nous allons présenter une définition et les
concepts liés à la visualisation scientifique.
1.2.2 Définitions
La visualisation scientifique est l’un des domaines de l’informatique qui a le plus
évolué ces dernières années. La visualisation scientifique est devenue un axe de re-
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cherche important [148] et un nouveau domaine passionnant de la science informa-
tique. Elle est stimulée en grande partie par l’augmentation de la puissance des or-
dinateurs ainsi qu’au progrès de la technologie des périphériques notamment par la
croissance rapide des processeurs CPU (Central Processing Unit) mais également des
processeurs graphiques GPU (Graphics Processing Unit).
Dans la littérature, nous trouvons plusieurs définitions de la visualisation scienti-
fique comme dans [24, 97, 173], voici celle proposée par B. McCormick, T. Defanti et M.
Brown dans [148] :
« La visualisation est une méthode de calcul. Elle transforme le symbolique dans
le géométrique, permettant aux chercheurs d’observer leurs simulations et leurs
calculs. La visualisation offre une méthode pour voir l’invisible. Elle enrichit le
processus de découverte scientifique et favorise des idées profondes et inattendues.
Dans de nombreux domaines, elle est déjà en train de révolutionner la façon dont
les scientifiques font de la science. »
La visualisation permet à un scientifique de convertir des données complexes en
une représentation visuelle et d’appréhender de manière synthétique et pertinente un
ensemble de données sous forme d’images. Ces images sont créées par des ordinateurs
dans le but de comprendre les simulations de phénomènes précis où chaque image
représente un vecteur d’informations très important. Il faut savoir que la visualisation
scientifique a trois objectifs :
— La création d’images expressives et stylisées pour la compréhension et la com-
munication : la visualisation scientifique est utilisée pour désigner toute tech-
nique impliquant la transformation de données spatio-temporelles en informa-
tion visuelle, en utilisant un processus reproductible. Elle caractérise la tech-
nologie de l’utilisation de techniques d’infographie pour explorer les résultats
de l’analyse numérique, principalement multi-dimensionnelles. Traditionnelle-
ment, le processus de visualisation consiste à filtrer les données brutes pour
sélectionner une résolution et la région d’intérêt, de la cartographie souhaitée
qui résultent en une forme graphique, et de produire une image, animation, ou
autre produit visuel ;
— L’analyse et la connaissance de résultats : après la transformation de données
complexes en produit visuel, les scientifiques ont la possibilité d’étudier et d’ex-
pliquer les phénomènes étudiés. En effet, la représentation visuelle de ces don-
nées est souvent indispensable pour acquérir une compréhension du processus
impliqué grâce à des raisonnements spatiaux et l’œil humain ;
— L’intégration de la visualisation au système fournissant de données : la visuali-
sation peut être utilisée comme un moyen pour faciliter la compréhension des
résultats de simulations pouvant être complexes. Elle est utilisée soit comme
une étape intermédiaire ou soit comme une étape finale au niveau des systèmes
générant un grand volume de données pour leur compréhension, leur interpré-
tation et leur exploration. Cependant, la visualisation n’est qu’un moyen, et
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non une finalité et la réflexion humaine reste indispensable pour comprendre
la nature profonde de ces données.
1.3 La visualisation scientifique et la Réalité Virtuelle
1.3.1 La Réalité Virtuelle
1.3.1.1 Définitions
La Réalité Virtuelle est une simulation informatique interactive immersive, visuelle,
sonore et/ou haptique d’environnements réels ou imaginaires. C’est un environne-
ment permettant de simuler la présence physique dans un monde réel ou imaginaire.
Son objectif est de faire concevoir à l’utilisateur un monde artificiel ressemblant à
un monde réel afin de lui donner la possibilité d’y interagir intuitivement et natu-
rellement. L’intérêt est de mettre l’être humain dans un environnement contrôlé, par
exemple, dans un environnement qui serait impossible à reproduire dans le monde
réel ou qui serait trop onéreux ou trop risqué.
Dans la littérature, nous trouvons plusieurs définitions différentes mais qui se re-
joignent sur un nombre important de mots ou de notions clés. En 1992, les auteurs
de [29] ont suggéré une définition de la Réalité Virtuelle et l’ont présenté comme étant
une technique de visualisation et d’interaction en exploitant des appareils informa-
tiques et des données diversifiées, complexes et hétérogènes.
Une autre définition considère que la Réalité Virtuelle est une extension des inter-
faces Homme-Machine [132]. Cette définition est aussi adoptée dans un autre travail
qui a démontré que les interfaces simulent des environnements réels et permettent
d’effectuer des interactions. Ainsi, Stephen Ellis [86] définit la Réalité Virtuelle comme :
« VR is an advanced human-computer interface that simulates a realistic environ-
ment and allows participants to interact with it »
Durant des années, plusieurs définitions fonctionnelles, techniques, pratiques et
philosophiques de la Réalité Virtuelle ont été proposées. Malgré cette diversité, son
utilité et sa finalité restent les mêmes. En effet, nous adoptons la définition de [91]
« La Réalité Virtuelle est un domaine scientifique et technique exploitant l’informa-
tique et les interfaces comportementales en vue de simuler dans un monde virtuel
le comportement d’entités 3D, qui sont en interaction en temps réel entre elles et
avec un ou des utilisateurs en immersion pseudo-naturelle par l’intermédiaire de
canaux sensori-moteurs »
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1.3.1.2 Les composantes de la Réalité Virtuelle
Historiquement, les premières recherches concernant la Réalité Virtuelle ont été
concentrées sur le développement et l’implémentation d’interfaces favorisant l’immer-
sion des utilisateurs et l’interaction au niveau des environnements virtuels [91]. L’au-
teur de l’article [220] a montré que la Réalité Virtuelle se constitue de trois compo-
santes basiques, qui se retrouvent dans la plupart des travaux de ce domaine, qui sont
l’autonomie, l’interaction et l’immersion.
Jacques Tisseau a défini une application de la Réalité Virtuelle comme étant une
composante contenant deux sous-composantes à savoir la présence et l’autonomie. La
composante présence regroupe et intègre les deux composantes interaction et immer-
sion. Ainsi, Tisseau représente ces composantes principales sous forme de points dans
un repère à trois dimensions où chaque dimension reflète l’autonomie, l’interaction ou
l’immersion (voir figure 1.2) :
— Autonomie : est une façon de rendre les environnements plus réactifs. Elle
représente une mesure qualitative de la capacité d’un modèle d’agir et de réagir
à des événements simulés. L’utilisateur représente une entité principale et il
peut fixer les entrées et les paramètres de sa simulation pour étudier et analyser
les résultats avec ou sans interactions au cours de l’exécution de sa simulation.
En effet, il est représenté au sein de son environnement virtuel, par un avatar,
pour entrer en interaction comportementale adaptée et mieux coordonner ses
actions et ses comportements [194] ;
— Interaction : dans un environnement virtuel, les images et les capacités d’inter-
action sont améliorées grâce à un traitement spécial des modalités d’affichage
non visuelles, notamment auditives et haptiques, afin de convaincre les utilisa-
teurs de leur immersion dans un espace de synthèse. Dans ces environnements,
les utilisateurs ont la possibilité d’utiliser leurs yeux, oreilles et mains comme
ils le feraient normalement dans le monde réel pour effectuer des interactions
virtuelles [86, 93, 172]. L’interaction est la composante qui permet aux utilisa-
teurs d’interagir avec leur environnement, c’est donc une composante motrice.
Les différents types d’interaction sont :
• Navigation ;
• Interaction avec les objets du monde virtuel ;
• Contrôle d’application.
— Immersion : permet de plonger l’utilisateur dans un environnement réel. Il a
l’impression d’être véritablement dans un monde réel et ne fait plus la diffé-
rence avec la vie réelle, ceci à l’aide de mécanismes occultant tout ou partie du
monde réel [52, 59]. L’immersion est toujours liée à la présence d’un utilisateur
dans son monde virtuel. La présence joue un rôle très important pour avoir une
meilleure immersion. En effet, la présence permet à l’utilisateur de satisfaire un
sentiment d’être à l’intérieur de l’environnement virtuel.
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1.3.2 La visualisation scientifique interactive
La visualisation est un axe très important de la Réalité Virtuelle. L’interaction a
rendu la visualisation, précisément la visualisation scientifique, plus expressive. Par
conséquent, l’utilisateur peut rester en interaction avec ses calculs scientifiques et peut
diriger la simulation dans le but de gagner un nouvel aperçu. Selon le psychologue
Gibson [99], l’interaction est liée à deux concepts qui sont l’affordance, c-à-d la poten-
tialité, et la perception. Le premier désigne les propriétés actionnables entre le monde
et un individu. Le deuxième est inséparable de l’action car il faut agir pour perce-
voir et inversement. Ce couplage entre l’action et la perception aide les scientifiques à
mieux comprendre et analyser les données résultantes de la visualisation.
Figure 1.2 – L’interaction, l’immersion et l’autonomie en Réalité Virtuelle et la visualisation scienti-
fique interactive ( [194]).
La visualisation scientifique interactive, est tout d’abord un moyen pour mieux
comprendre un phénomène et de modifier ou améliorer chaque simulation avec moins
d’immersion et d’autonomie que la Réalité Virtuelle (voir figure 1.2). Avant de décrire
plus en détail les propriétés de la visualisation scientifique interactive, nous donnons
sa définition telle qu’elle est énoncée par S. K. Card, J. D. Mackinlay et B. Shneiderman
dans [60] :
« The use of computer-supported, interactive, visual representations of abstract
data to amplify cognition »
Cette définition reste valable pour les deux sous-catégories de la visualisation. La
première est la visualisation d’informations et la deuxième est la visualisation scien-
tifique. Principalement, les deux sous-catégories ont été différenciées à l’aide de l’axe
d’application s’il est scientifique alors nous parlons de la visualisation scientifique,
sinon nous parlons de la visualisation d’informations.
La très grande variété et richesse des définitions existantes de la visualisation scien-
tifique et particulièrement la visualisation scientifique interactive montre son intérêt
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et son utilisation dans plusieurs disciplines. Dans le cadre des travaux effectués dans
cette thèse, nous proposons et nous adoptons la définition suivante :
Définition 1 (Visualisation scientifique interactive) La visualisation scientifique interactive
est une représentation visuelle de données scientifiques complexes couplée à un système inter-
actif pour interagir avec et comprendre leur signification.
La visualisation scientifique interactive s’intéresse aux techniques permettant aux
scientifiques d’extraire des connaissances à partir des résultats des simulations et des
calculs. Elle permet de traduire par une approximation proche à la réalité la possibilité
d’acquérir de nouvelles connaissances et de la compréhension de la complexité de cal-
cul scientifique. Les données générées sont transmises aux scientifiques de telle sorte
que leur utilisation efficace peut être faite en fonction des capacités analytiques hu-
maines. La manipulation de la représentation visuelle des données générées se réalise,
soit au cours de la simulation soit en phase de post-traitement avec une interaction,
par la vision humaine et les principes psychologiques de la perception.
Les avantages attendus de la visualisation scientifique interactive sont une ana-
lyse plus rapide et plus large, une meilleure compréhension spatiale et de nouveaux
moyens d’exploration, de manipulation et d’analyse [133]. En résumé il y a :
— exploration et/ou exploitation des données scientifiques ;
— acquisition de nouvelles connaissances ;
— contrôle de la qualité des simulations et des mesures ;
— modification des valeurs des paramètres et avoir la visualisation de données
résultantes en temps réel.
Les applications de visualisation scientifique interactives [127, 138, 211] nécessitent
des compétences afin de les concevoir et les développer. La plupart des applications
interactives sont basées sur des simulations en plusieurs domaines comme la dyna-
mique des fluides numérique, la biologie, la biochimie ou les géosciences. Dans la
science de la vie, les applications interactives sont basées sur les simulations de dyna-
mique moléculaire pour étudier des complexes moléculaires. Ces applications étudiées
contiennent trois parties fonctionnelles, notamment l’interaction, la simulation et la vi-
sualisation, qui sont très hétérogènes. La partie interaction comporte des périphériques,
par exemple un Omni Phantom R©, envoyant des actions vers la partie simulation. Cette
dernière permet de faire tourner des calculs pour générer des données pouvant être
affichées par la partie visualisation.
1.4 Conclusion
Dans ce chapitre, Nous avons introduit le contexte de notre travail en présentant,
dans un premier temps, la définition de la visualisation scientifique, de la Réalité
Virtuelle ainsi que ses principales composantes. Également la différence entre la Réalité
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Virtuelle et la visualisation de données scientifiques avec le positionnement de cette
dernière par rapport à la composante interaction.
Étant donné qu’une application de visualisation scientifique interactive contient
les trois parties fonctionnelles citées auparavant, la conception d’une telle application
reste inaccessible pour les non spécialistes et les scientifiques. Pour la rendre acces-
sible, il faut donc proposer une approche formelle afin de favoriser la séparation des
préoccupations et raisonner rigoureusement pour démontrer la validité de ces appli-
cations. Il est nécessaire d’introduire un nouveau modèle de composants spécifique
prenant en compte les caractéristiques de la visualisation scientifique interactive et
de l’analyse visuelle (Visual Analytics). Le modèle présenté est basé sur de nouveaux
moyens efficaces pour la construction et le déploiement d’applications dédiées à la
visualisation scientifique interactive sur des architectures distribuées/parallèles.
Walking on water and developing software from a specification are easy if
both are frozen.
Edward V BERARD
2Architecture par composants
Sommaire
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Historique de la programmation par composants . . . . . . . . . . . . 20
2.3 Concepts de la programmation par composants . . . . . . . . . . . . . 21
2.3.1 Composant logiciel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Connecteurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.4 Langage de description des architectures par composants . . . . . . . . 25
2.4 Modèles à composition spatiale . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.1 Modèles généraux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4.2 Modèles spécifiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.3 Analyse & Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Modèles à composition temporelle . . . . . . . . . . . . . . . . . . . . . . 35
2.5.1 Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.5.2 Systèmes de workflow scientifique . . . . . . . . . . . . . . . . . . . . . . 37
2.5.3 Analyse & Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6 Modèles à composition spatio-temporelle . . . . . . . . . . . . . . . . . 45
2.6.1 Systèmes de composant logiciel & workflow scientifique . . . . . . . . 45
2.6.2 Analyse & Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.7 La reconfiguration des architectures par composants . . . . . . . . 48
2.7.1 La reconfiguration centralisée . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.7.2 La reconfiguration auto-adaptative . . . . . . . . . . . . . . . . . . . . . . 50
2.7.3 Analyse & Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.1 Introduction
Le but de ce chapitre est d’introduire les concepts fondamentaux, utilisés dans le
cadre des architectures par composants. Généralement, la composition est un moyen
de décrire la structure des applications et une telle structure reflète le raisonnement de
la dimension de la programmation. Chaque modèle repose sur une dimension parmi
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les deux dimensions orthogonales suivantes : l’espace et le temps. Le premier est dédié
aux systèmes de composants logiciels et le deuxième est dédié pour les systèmes de
workflow scientifique. L’intérêt de la composition spatiale est la définition de la struc-
ture des applications scientifiques indépendamment des aspects temporels explicites.
La composition temporelle a comme intérêt la définition des relations entre les com-
posants c-à-d elle exprime un ordre d’exécution des composants. Pour bénéficier des
avantages des deux approches de composition, la composition spatio-temporelle com-
bine, à tous les niveaux d’une structure d’application, les deux types de composition
présentés.
Ce chapitre est divisé en six sections. La première introduit le cadre historique
de l’architecture par composants. La deuxième présente les concepts liés à la com-
position spatiale avec des modèles exemples basés sur des composants. La troisième
introduit, dans un premier temps, les concepts et les définitions utilisées permettant
de construire une application basée sur un workflow. Et dans un deuxième temps,
elle introduit des systèmes parmi les plus significatifs basés sur la composition tempo-
relle. Dans la quatrième section nous présentons des modèles de composition spatio-
temporelle. La sixième section présente quelques exemples représentatifs de reconfi-
guration des architectures par composants. Enfin nous concluons ce chapitre.
2.2 Historique de la programmation par composants
La programmation par composants a émergé comme méthodologie de program-
mation pour des systèmes complexes et distribués. D’une manière générale, ce type
d’architecture logicielle a été développé en se basant sur des composants représentant
des entités autonomes qui interagissent avec leur environnement à travers des inter-
faces bien spécifiées et bien définies. Ces composants ne révèlent pas leur structure
interne en particulier leur implémentation. Ce type de programmation favorise des
caractéristiques comme la réutilisation, l’interchangeabilité, la séparation des préoccu-
pations et la facilité de mise à jour.
Depuis les années 1990 et face à l’évolution rapide des exigences des systèmes et
programmes informatiques, il était primordial de revoir et de réétudier les architec-
tures logicielles existantes car elles ne répondaient pas aux besoins des chercheurs et
des utilisateurs. Ces architectures logicielles décrivent d’une manière symbolique et
schématique les différents éléments d’un ou de plusieurs systèmes, leurs intégrations
et leurs interactions. Le terme d’architecture logicielle est utilisé depuis les années
1960 [156], mais il s’est vraiment imposé qu’à partir des années 1990 [128]. La figure
2.1 montre son évolution depuis 1960. Chronologiquement l’architecture basée sur la
programmation structurée [210] est apparue en premier, ensuite l’architecture basée
sur la décomposition fonctionnelle et puis celle basée sur le mode de communication
client-serveur [72, 178]. Pendant la décennie 1980-1990, l’architecture 3-tiers, qui est
une extension de l’architecture client-serveur [85], a vu le jour. Au fil des années, les
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recherches académiques ont fait apparaître des architectures distribuées orientées ob-
jets [66, 157]. Enfin, la technologie des architectures logicielles à base de composants
devient progressivement puissante et facilite le développement des systèmes [113]. Au-
jourd’hui, les approches par composants sont en pleine phase d’accroissement, elles
sont reconnues comme étant des approches puissantes permettant d’améliorer signi-
ficativement la manière de développer. Elles consistent à utiliser une approche modu-
laire de l’architecture d’une application. Cette dernière est construite en assemblant
les composants compatibles entre eux.
Ces approches peuvent être classifiées en trois familles en fonction de la définition
de la structure des applications et de l’ordonnancement des éléments construisant ces
dernières :
— composition spatiale décrivant la connexion entre les composants lors de leur
programmation en occupant des ressources matérielles qui peuvent être mé-
moires vives et virtuelles, réseaux, processeurs, etc. Ce type de composition
permet d’exprimer l’architecture d’une application en se basant sur une repré-
sentation spatiale et en décrivant les composants qui doivent exister simultané-
ment et peuvent communiquer indépendamment des contraintes temporelles
explicites. La direction des communications est également orientée et elle est
basée, dans la plupart des modèles, sur un utilisateur invoquant un service sur
un fournisseur ;
— composition temporelle exprimant un raisonnement temporel avec une rela-
tion d’ordre entre les composants pour fournir une planification (control flow).
La relation d’ordre est donnée par certaines structures de contrôle telles que
des séquences, des branches ou des boucles essentiellement pour le passage de
données d’un composant à l’autre ;
— composition spatio-temporelle intégrant les données qui traversent les com-
posants (data flow) avec des fonctionnalités control flow pour une coordination
précise. Elle permet de prendre en compte à la fois le couplage et l’optimisation
de l’utilisation des ressources d’un système.
Plusieurs concepts sont utilisés dans ces approches. Ils sont présentés ainsi que
leurs relations dans les sections suivantes.
2.3 Concepts de la programmation par composants
Nous présentons ici le rôle et le fonctionnement des différents éléments d’une
approche par composants.
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Figure 2.1 – L’historique des architectures logicielles.
2.3.1 Composant logiciel
Un composant logiciel est un élément architectural qui encapsule la partie métier de
l’application. Il existe plusieurs définitions dans la littérature d’un composant mais la
plupart sont intuitives car elles se concentrent sur les aspects généraux d’un compo-
sant comme la définition donnée par Microsoft [68] :
« . . . a piece of compiled software, which is offering a service . . . »
D’autres détaillent la caractérisation d’un composant comme celle donnée par Sa-
metinger dans [176] :
« Reusable software components are self-contained, clearly identifiable pieces that
describe and/or perform specific functions, have clear interfaces, appropriate docu-
mentation, and a defined reuse status. »
par D’Souza et Wills dans [84] :
« A coherent package of software artifacts that can be independently developed and
delivered as a unit and that can be composed, unchanged, with other components
to build something larger. »
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par UML 1.3 specification (OMG 1999) dans [48] :
« A physical, replaceable part of a system that packages implementation and pro-
vides the realization of a set of interfaces. A component represents a physical piece
of implementation of a system, including software code (source, binary or execu-
table) or equivalents such as scripts or command files. »
et la définition la plus utilisée est celle de Szyperski dans [186] :
« A software component is a unit of composition with contractually specified inter-
faces and explicit context dependencies only. A software component can be deployed
independently and is subject to composition by third party. »
La majorité des définitions d’un composant se rejoignent sur le fait qu’un compo-
sant est une unité de calcul ou de stockage autonome, contenant du code applicatif
ou métier afin de fournir un (des) service(s) bien déterminé(s) pouvant être appelé(s)
depuis l’extérieur à l’aide d’interfaces. Il existe une séparation entre l’implémentation
et l’appel d’un composant. Cette séparation permet de construire des applications par
assemblage de composants qui peuvent être ainsi utilisés dans différents contextes.
Cette définition d’un composant logiciel est dédiée aux modèles basés sur la compo-
sition spatiale et reste valable aussi pour les autres modèles basés sur la composition
temporelle. Mais, un composant logiciel dans la composition temporelle est nommé
une tâche. Cette dernière est une unité de travail logique dans un processus.
2.3.2 Interfaces
Une interface d’un composant est sa partie visible. Elle peut être définie comme son
point d’accès c-à-d que cette dernière décrit les propriétés fonctionnelles ou les services
du composant [43]. Un point d’accès est un élément d’architecture important qui four-
nit les descriptions et les protocoles des opérations. Ces interfaces sont des éléments
d’application représentées par des ports. Chaque interface est associée à un compo-
sant unique c-à-d qu’une interface ne peut pas appartenir à plusieurs composants à
la fois. Le rôle de ces interfaces est l’acheminement des données et la définition de
données échangées entre les composants à savoir que ces interfaces sont typées. C’est
à travers ces interfaces que les composants vont être connectés. On peut donc avoir
des interfaces d’entrée ou des interfaces de sortie. Les interfaces d’entrée sont utilisées
pour obtenir des données. Les interfaces de sortie au contraire fournissent les données
résultantes produites par l’exécution d’un composant. Les interfaces d’un composant
sont particulièrement importantes pour la composition et la personnalisation des com-
posants par les utilisateurs. Elles lui permettent de trouver des composants adaptés
et comprendre leurs usages, fonctionnalités, utilisations et restrictions. Une interface
d’un composant comprend :
— une partie de la signature décrivant les opérations fournies par un composant ;
— une autre partie décrivant le comportement du composant.
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2.3.3 Connecteurs
Certains modèles ont émergé pour donner une représentation explicites aux
échanges des données entre les composants en proposant la notion de connecteurs.
Un connecteur est un élément architectural au même niveau qu’un composant logi-
ciel. Il modélise explicitement les interactions entre un ou plusieurs composants avec
des règles qui les gouvernent [179]. Il agit comme médiateur et réalise une coordina-
tion entre les composants. Il garantit un certain protocole ou mode de communication.
Un connecteur peut être implicite ou explicite. Une liaison réalisée par un connec-
teur implicite n’est qu’une liaison directe entre les interfaces des composants comme
dans [142]. D’autre part, une liaison réalisée par un connecteur explicite permet d’offrir
un assemblage de composants pour construire une telle application. Dans la plupart
des travaux comme [149, 150], un connecteur comprend deux parties :
— la partie visible du connecteur qui correspond à son interface et qui permet la
description des rôles des participants à une interaction ;
— la partie correspondante à la description de son implantation.
Selon [147] un connecteur peut être :
— connecteur direct : fournit une connexion directe simplement en formant des
acheminements entre les ports. Par exemple, il transmet des appels de méthode
à partir d’un port à l’autre, sans fournir de services d’interaction supplémen-
taires ;
— connecteur indirect : composition d’une ou plusieurs connexions en enrichis-
sant les acheminements par une combinaison de données et de contrôle pour
fournir des services d’interaction plus riches.
D’après ces deux catégories mentionnées ci-dessus, les connecteurs sont destinés
à encapsuler les interactions ou les communications tandis que les composants sont
destinés à encapsuler les calculs. En effet, ces deux catégories sont utilisées dans de
nombreux modèles à base de composants avec deux type de variations [21, 82] :
— connecteur endogène : gère les interactions entre un port client d’un composant
avec un autre port serveur du même ou d’un autre composant. Il peut être
direct ou indirect, dans les deux cas, le connecteur ne contient pas une méthode
interne. Ce connecteur intervient seulement pour transmettre une donnée vers
un port client d’un composant ;
— connecteur exogène : cette variation détermine que le connecteur est respon-
sable du contrôle (le composant est responsable de calculs), et est nécessaire-
ment un connecteur indirecte. Il relie plusieurs ports et établit une séquence de
méthodes dans ces ports. Ces méthodes sont internes au niveau du connecteur
(contrairement aux connecteurs endogènes, où les invocations de méthode de
port sont externes).
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2.3.4 Langage de description des architectures par composants
Un langage de description des architectures (Architecture Description Language, ADL)
est un langage formel ou semi-formel qui fournit des dispositifs pour modéliser l’ar-
chitecture d’une application que l’on distingue de son implémentation. Ce langage
offre une vision claire et détaillée de l’architecture d’une application concernant les
dépendances existantes entre ses composants, leurs modes de communication et la
politique de répartition des composants.
Il existe trois grandes catégories :
— langage académique comme ArchJava [15] ;
— langages de description d’architecture (ADLs) comme Wright [17] ;
— les standards comme AADL [89] et UML 2.0 [170].
Un ADL représente une modélisation des architectures comme le typage des in-
terfaces, l’évolution et la configuration des composants et des connecteurs. Il peut être
utilisé également pour décrire l’aspect structural des architectures des applications,
par exemple, l’assemblage des composants et des connecteurs. Certains ADL peuvent
offrir des informations supplémentaires comme le comportement d’un composant, les
protocoles d’interactions et les propriétés fonctionnelles. De plus, ils peuvent être plus
au moins extensibles comme dans l’ADL ACME [94] qui fournit la possibilité de défi-
nir des nouveaux types de composants, des connecteurs et des types de ports.
2.4 Modèles à composition spatiale
Cette section est consacrée à la description de plusieurs modèles basés sur la com-
position spatiale, classés en deux catégories modèles généraux et modèles spécifiques.
Chaque modèle sera présenté avec une description de ses différents éléments, de son
langage de description d’architecture, de l’assemblage de ses éléments, du parallélisme
de ses composants et des exemples de son utilisation.
2.4.1 Modèles généraux
2.4.1.1 CCM
Le CORBA Component Model (CCM) [6] a été développé pour fournir un mo-
dèle de composants distribués avec des composants hétérogènes. Cette hétérogénéité
est gérée à l’aide d’une utilisation de plusieurs langages de programmation. De plus,
le protocole standard IIOP (Internet Inter-ORB Protocol) assure l’interopérabilité des
composants [103]. CCM supporte des applications distribuées orientées objet et déve-
loppées selon le modèle client-serveur en se basant sur l’appel de méthodes distantes
RPC. Ce modèle fournit une transparence pour le client quand il envoie des requêtes.
Aussi, il offre une portabilité des applications afin qu’elles s’exécutent sur différentes
architectures. Un composant CCM possède quatre types de ports de base, une fabrique
et des attributs (voir figure 2.2) :
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— Facette : interface fournie par un composant et qui sert de point de vue sur ce
dernier c-à-d qui expose une fonctionnalité ;
— Réceptacle : interface de connexion et de déconnexion entre composants ;
— Source d’événement : point d’émission d’événements asynchrones ;
— Puits d’événement : point de réception de données asynchrones à partir d’un
autre composant ;
— Fabrique(s) : home(s) est une nouvelle notion introduite dans CCM. Elle fournit
des opérations pour gérer le cycle de vie des composants et les associations
entre instances de composants ;
— Attribut(s) : principalement destiné(s) à être utilisé(s) pour la configuration des
composants.
Figure 2.2 – Un composant CORBA et ses ports.
CORBA IDL (Interface Definition Language) décrit les interfaces qui supportent
les fonctionnalités définies dans le corps d’un composant.
L’assemblage des composants CORBA [180] se réalise grâce à un descripteur XML
en montrant comment les composants interagissent. Ce langage permet aussi de four-
nir une présentation détaillée de l’assemblage concernant les propriétés des compo-
sants, la génération de configurations par défaut pour les composants CCM et l’éta-
blissement des interconnexions nécessaires entre ces derniers.
Les composants du modèle CCM peuvent être utilisés pour concevoir des appli-
cations parallèles. Quelques travaux [130, 166] utilisent CCM dans les calculs scienti-
fiques.
2.4.1.2 Le modèle FRACTAL
FRACTAL est un modèle qui appartient à un projet open source, pour la construc-
tion des systèmes à base de composants, développé par le consortium OW2 1. FRAC-
TAL est un modèle de composants logiciels destiné à construire, déployer et gérer des
1. http ://fractal.ow2.org/
2.4. Modèles à composition spatiale 27
systèmes complexes en utilisant différentes formes de composition et de connexion
entre des composants, avec un langage de programmation indépendant. Les caracté-
ristiques du modèle sont :
— hiérarchie des composants ;
— composants partagés ;
— capacités d’introspection ;
— reconfiguration.
Un composant FRACTAL [57, 69] est une entité d’exécution encapsulée suppor-
tant une ou plusieurs interfaces. Ces interfaces sont des points d’échanges (port dans
d’autres modèles à base de composants) entre les composants exprimant leurs liaisons
en termes d’interfaces client (représentant les services requis par le composant) et d’in-
terfaces serveur (représentant les services fournis par le composant). Les interactions
entre les composants s’acheminent grâce à des connecteurs nommés liaisons qui sont
des canaux de communication entre les interfaces. Un composant est soit un composant
client demandant l’exécution d’un service à un autre composant par envoi de requête
contenant le descriptif du service à exécuter et attendant la réponse de ce service par
un message en retour, ou soit un composant serveur réalisant un service sur demande
d’un client, et lui transmettant le résultat. Un composant comporte généralement deux
éléments :
— une membrane qui fournit ou utilise deux types d’interfaces internes ou externes
et qui contient un ensemble de contrôleurs. Les interfaces internes permettent
de composer les sous-composants à partir de leurs interfaces externes afin de
constituer le composant composite alors que les interfaces externes sont acces-
sibles depuis l’extérieur du composant. La membrane fournit le contrôle du
comportement d’un composant à l’aide de contrôleurs pour, par exemple, gérer
le cycle de vie d’un composant c-à-d sa création, son démarrage et son arrêt ;
— un conteneur qui est un ensemble fini de sous-composants et de liaisons.
Les liaisons sont construites d’une manière explicite lors de la composition et
peuvent représenter des voies de communication à distance entre les interfaces. Ceci
permet la construction d’une configuration ou architecture répartie de composants
FRACTAL. Il existe deux méthodes de liaison : primitive ou composite. La liaison pri-
mitive permet de relier une interface d’un composant client avec une interface d’un
composant serveur. La liaison composite est constituée d’un ensemble de composants
de liaison associés par des liaisons primitives. Le modèle FRACTAL possède un lan-
gage de description d’architecture FRACTAL ADL qui définit les configurations c-à-d
l’assemblage et la composition des composants. FRACTAL ADL est basé sur XML et
il est modulaire et extensible pour décrire les composants, les interfaces et les liaisons
en particulier les constructions des membranes. En outre, ce langage peut décrire les
informations concernant le déploiement, les comportements et toute autre préoccupa-
tion architecturale.
Le parallélisme sous FRACTAL est supporté pour que les utilisateurs puissent
construire des applications parallèles. Ce modèle est utilisé pour concevoir les logiciels
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distribués comme [109]. De plus, il est utilisé au niveau d’une méthodologie pour
construire des modèles comportementaux de composants hiérarchiques, y compris les
opérations de reconfiguration non structurelles [34].
2.4.1.3 Services Web
L’architecture orientée service (Service Oriented Architecture, SOA) [162] exploite
le concept de service comme une unité principale pour développer et construire des
applications complexes et distribuées. Cette architecture se base sur des technologies
Web afin d’établir et gérer les communications entre ses composants. Dans ce contexte,
ces composants sont appelés services Web. Un service Web est un module dont les in-
terfaces décrivent les opérations et les structures de données utilisées pour mettre en
œuvre sa fonctionnalité. Ainsi, ce module est exploité comme une boîte noire qu’on
peut réutiliser et déployer. Un service Web peut être aussi utilisé comme programme
de communication et d’échange de données entre applications hétérogènes non basées
sur des services Web, ceci en se basant sur des technologies standards et des proto-
coles. Pour décrire leurs caractéristiques fonctionnelles et non fonctionnelles, les ser-
vices Web se basent sur plusieurs standards comme WSDL (Web Services Description
Language) [204], BPEL (Business Process Execution Language) [159] et WSCL (Web
Services Conversation Language) [205]. Le protocole de communication qui permet
de définir les formats des messages échangés entre les services est le SOAP (Simple
Object Access Protocol) [206]. SOAP est un protocole RPC orienté objet basé sur XML.
Il permet la transmission de messages entre les services et autorise l’invocation à dis-
tance des méthodes en mode requête-réponse. De plus, UDDI (Universal Description
Discovery and Integration) [160] est une technologie utilisée pour enregistrer, publier
et localiser les services Web. Cet annuaire est un intermédiaire entre les clients et les
fournisseurs sur Internet.
La construction des applications autonomes et hétérogènes, en utilisant des ser-
vices Web, se base sur la composition de ces derniers. La construction d’une composi-
tion peut se réaliser selon deux modes : Orchestration et Chorégraphie [165].
L’orchestration permet de décrire l’enchaînement, l’organisation et la coordina-
tion des services à l’aide du standard BPEL. Elle est centralisée par des définitions
d’opérations explicites et par l’ordre d’invocation des services Web. Les services Web
concernés sont sous le contrôle d’un processus central unique qui peut être un autre
service Web qui est le coordinateur de l’orchestration (figure 2.3).
Ce processus coordonne l’exécution des différentes opérations de services Web
participant au processus. Les services Web invoqués n’ont pas besoin de savoir qu’ils
sont impliqués dans un processus de composition et qu’ils participent à la définition
des processus métiers.
La chorégraphie ne dépend pas d’un coordinateur central (figure 2.4). Elle per-
met de concevoir une coordination décentralisée en utilisant le langage WS-CDL (Web
Services Choreography Description Language) [207]. Ce type de composition est colla-
boratif où chaque service Web participant décrit son rôle dans son(ses) interaction(s),
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en sachant exactement quand est ce qu’il va devenir actif et avec qui il va inter-opérer.
Tous les services Web impliqués dans une chorégraphie doivent connaître les opéra-
tions à exécuter et leur déroulement. La chorégraphie est utilisée principalement pour
échanger des messages dans les processus métiers publics.
Figure 2.3 – L’orchestration des services Web.
Figure 2.4 – La chorégraphie des services Web.
Dans l’orchestration, les services Web invoqués ne savent pas qu’ils appartiennent
à un processus métier, par contre, dans la chorégraphie les services Web participants
doivent savoir quand ils vont être actifs et avec qui ils vont interférer. De plus, la
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chorégraphie pose plusieurs problèmes notamment la gestion d’erreurs et l’évolution
dynamique.
Mais, elle permet aux services Web de s’administrer eux-mêmes, ce qui n’est pas le
cas pour l’orchestration où les services Web sont dirigés par un seul maître. Le passage
à l’échelle est difficile pour les processus complexes en utilisant l’orchestration, par
contre, il est plus facile avec la chorégraphie.
Les architectures parallèles, traitant des données de manière simultanée, basées
sur les services Web sont devenues dominantes. Il existe de nombreux applications
distribuées des services Web pour différents domaines, parmi ces applications nous
citons [145, 188].
2.4.2 Modèles spécifiques
2.4.2.1 La norme IEC 61499
La norme IEC 61499 décrit un modèle de programmation des systèmes automa-
tisés, proposée par International Electrotechnical Commission [202] et normalisée en
Janvier 2005. Elle définit un modèle distribué pour diviser les différentes parties d’un
processus d’automatisation industrielle et le contrôle de machines complexes en mo-
dules fonctionnels, appelés blocs fonctionnels. Chaque bloc fonctionnel représente une
unité fonctionnelle de logiciel, qui est le plus petit élément d’un système de com-
mande distribué. Il se compose de deux parties, la première est la partie ECC (Exe-
cution Control Chart) qui contient que des événements et des interfaces d’entrée et
de sortie. Par contre, la deuxième partie est dédiée aux données et aux algorithmes à
exécuter, qui se compose d’interfaces d’entrée et de sortie des données. Un bloc uti-
lise et exploite une machine d’état ECC pour contrôler l’exécution de ses algorithmes
(voir figure 2.5). Dans ce modèle, il n’existe pas de schémas de communication prédé-
finis autrement dit il n’existe pas de connecteurs pour réaliser l’assemblage des blocs
fonctionnels. Les événements et les données envoyés sont délivrés selon le principe
First-In-First-Out (FIFO).
Figure 2.5 – Un bloc fonctionnel IEC 61499.
Chaque bloc fonctionnel a un comportement interne et est coordonné par un plani-
ficateur nommé planificateur des ressources. Ce planificateur permet de gérer la synchro-
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nisation entre les événements et les données. D’abord, le bloc fonctionnel réceptionne
les données et les événements, ensuite, le planificateur prévoit l’exécution de l’algo-
rithme correspondant à l’événement reçu. Ainsi, l’algorithme concerné s’exécute et
envoie un signal de sortie de données. Le planificateur est donc notifié pour que la
partie ECC prenne le relais afin d’envoyer l’événement de sortie.
Un composant IEC 61499 est décrit avec le langage IEC 61131-3 [3]. Ce langage est
utilisé par les environnements d’exécution comme ISaGRAF [2], FBDK [5] ou FORTE
[4] pour construire et assembler les différents composants d’IEC 61499 afin de produire
des applications embarquées non parallèles comme [45, 203].
2.4.2.2 Le modèle BIP
BIP (Behavior Interaction Priority) [36] est un modèle destiné au développement
des systèmes embarqués en temps réel, en supportant la correction par construction et
la vérification des applications construites. Ce modèle fournit une description et une
composition des composants ainsi que des outils connexes pour analyser les modèles
et la génération de code sur une plateforme dédiée. BIP construit ses composants à
l’aide de la superposition de trois couches soient :
— Comportement (Behavior) : représente la couche inférieure spécifiant l’en-
semble des transitions ;
— Interaction : est la couche intermédiaire qui contient l’ensemble des connecteurs
décrivant les transitions qui représentent les comportements ;
— Priorité (Priority) : représente l’ensemble des règles de priorité décrivant les
politiques d’ordonnancement des interactions.
Un composant BIP est constitué de :
— un ensemble de ports ;
— un ensemble de variable pour stocker les données locales ;
— un ensemble de transitions qui modélisent les étapes de calculs.
Pour assembler les composants, BIP utilise des connecteurs et des interactions. Un
connecteur BIP est un ensemble de ports pouvant être impliqué dans une interaction.
Chaque port contient un attribut trigger ou synchron pour modéliser les interactions.
Les priorités sont utilisées pour filtrer les interactions qui sont réalisables. Une priorité
est utilisée pour gérer les politiques d’ordonnancement et gérer, par exemple, l’absence
de blocages.
BIP n’a pas un langage de description d’architecture mais il possède des outils
pour réaliser l’assemblage des ses composants comme IF-toolset [54], Aldebaran [53]
et DFinder [41]. Ces outils sont utilisés pour éditer la description d’un système BIP,
pouvant être parallèle, l’analyser et générer le code C++ exécutable. BIP est utilisé dans
plusieurs travaux comme [37, 181] et dans plusieurs projets comme ITEA/Spices 2 et
OpenEMBeDD 3
2. www.spices-itea.org/
3. www.openembedd.org/
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2.4.2.3 Le modèle L2C
L2C (Low Level Component) est un modèle bas niveau proche de l’abstraction
matérielle. Il permet de diminuer au minimum les pénalités de performances d’un
modèle de composants primitif en C++.
Les composants de modèle L2C spécifient des points d’entrée et des points de sor-
tie. Les points d’entrée sont utilisés pour créer et détruire une instance d’un composant
c-à-d le configurer. Les points de sortie sont utilisés pour retourner et modifier les va-
leurs obtenues à partir d’autres composants. Les composants C++ de L2C supportent
les deux types de ports de CORBA uses et provides.
L2C a un langage de description d’architecture basé sur l’XML et une API (Appli-
cation Programming Interface). En effet, une application peut soit être décrite avec ce
langage soit avec l’API, en connectant les composants.
La composition des objets L2C se réalise en utilisant le fichier de configuration
LAD (L2C Assembly Descriptor). Ce fichier définit le nombre de composants à créer
sur quels processeurs, leur connexion et leur configuration. Il existe deux types d’as-
semblage : C++/Fortran et CHARM++. L2C prend en charge la manipulation de l’en-
semble de la structure de l’application à travers son assemblage [44] et les interactions
entre composants pour les scénarios typiques de calcul de haute performance : tels
que la mémoire du processus local partagé et l’invocation de fonction (C++ et For-
tran), MPI et CORBA.
L2C peut être vu comme une extension de la compilation modulaire ou comme un
modèle de composants distribués et/ou parallèles de bas niveau qui ne cache pas les
problèmes du système. Il fournit une correspondance entre les langages C++, Fortran
et CHARM++. Cette correspondance est basée sur des directives pré-processeurs et
des exécutions courtes.
Ce modèle est utilisé pour concevoir les applications destinées au calcul haute
performance dans le projet HLCM 4.
2.4.2.4 Le modèle CCA
Le modèle CCA 5 (Common Component Architecture) a été conçu pour le calcul
haute performance, supporter le couplage de calculs parallèles et distribués et faciliter
l’intégration de différents codes dans son environnement.
Le modèle CCA se compose des éléments suivants : composants qui sont des unités
représentant des fonctionnalités. Ils sont utilisés comme boîtes noires avec des inter-
faces exposées afin de communiquer avec l’extérieur. Ces interfaces sont représentées
de manière abstraite à l’aide de ports qu’un composant utilise pour interagir. Spécifi-
quement, le modèle CCA fournit des ports provides qui permettent aux composants de
présenter des fonctionnalités et des ports uses pour faire appel à des composants sur
un port provide à l’aide du protocole RPC.
4. http ://hlcm.gforge.inria.fr/
5. http ://www.cca-forum.org
2.4. Modèles à composition spatiale 33
L’assemblage des composants ne se réalise pas avec un langage ADL spécifique mais
est géré par un framework qui assure la composition des composants et l’exécution des
applications construites. Le framework connecte, par exemple, un port provide avec
un port uses sans connaître les détails de l’implémentation des composants.
CCA exploite l’outil d’interopérabilité de haute performance Babel 6 afin d’utiliser
et mélanger plusieurs composants écrits en différents langages (C, C++, FORTRAN 77,
Fortran 90/95, Fortran 2003/2008, Python, et Java) [26]. Babel fournit un environne-
ment dans lequel tous les langages supportés sont traités. Cet outil supporte le calcul
haute performance et le calcul distribué via les appels de méthodes distantes RMI
(Remote Method Invocation) [129].
CCA a été conçu en mettant l’accent sur le calcul scientifique et ne force pas les
scientifiques à utiliser un langage particulier de programmation. Les spécifications
CCA sont écrites avec le langage SIDL (Scientific Interface Definition Language) [87],
qui est semblable à CORBA IDL. Plus précisément, SIDL intègre les tableaux multidi-
mensionnels dynamiques et intègre les nombres complexes. SIDL décrit les interfaces
puis Babel passe à l’étape de compilation pour générer le glue code. Ce code sert uni-
quement à relier les différentes parties du code non compatibles et sert de proxy entre
deux parties incompatibles de logiciels.
CCA permet de construire des applications contenant des composants s’exécutant
en parallèle et il joue un rôle central au sein de plusieurs travaux tels que [25, 55]
2.4.3 Analyse & Synthèse
Généralement, les modèles de composants présentés appartiennent à la composi-
tion spatiale car ils utilisent une composition basée sur une connexion spatiale des
composants sans prendre en considération tout aspect temporel explicite.
Certains modèles de composants logiciels à savoir CCM, CCA, L2C et services
Web se basent sur l’appel de méthode distante comme RPC pour CCM et CCA ou bien
XML-RPC, JSON-RPC, SOAP et REST pour les services Web en mode requête-réponse.
Cela facilite la mise au point et la portabilité des composants avec une coordination
endogène mais au prix de l’indépendance et l’autonomie des entités des architectures
distribuées. Par contre, FRACTAL, IEC 61499 et BIP reposent sur une communication
exogène en se basant sur des connecteurs indépendants et autonomes, ce qui valorise
l’intégration des applications hétérogènes dans des environnements distribués.
Chaque modèle a son propre langage d’assemblage qui permet de décrire, à l’aide
d’une syntaxe définie, des assemblages de composants. Ce langage permet aussi d’ex-
pliciter la structure d’une application à construire afin de faciliter son développement.
L’assemblage de composants définit les instances de composants d’une application et
les connexions entre ces instances permettant une communication entre un port d’en-
trée (ou client) et un port de sortie (ou serveur). CCM a un langage d’assemblage spéci-
fique à l’aide d’une syntaxe XML et FRACTAL possède son propre langage FRACTAL
ADL définissant les différentes connexions entre ses composants. Le modèle IEC 61499
6. http ://www.llnl.gov/CASC/components/
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Mode de com-
munication
Langage de
spécification
Langage d’as-
semblage
Parallélisme
M
od
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gé
né
ra
u
x
CCM Endogène
avec RPC
CIDL XML (format
spécifique)
√
FRACTAL Exogène - FRACTAL
IDL
√
Services
Web
Endogène
Requête-
Réponse
WSDL BPEL/WS-
CDL
√
M
od
èl
es
sp
éc
ifi
qu
es IEC 61499 Exogène - ECC ∅
BIP Exogène Langage BIP Langage BIP
√
L2C Endogène
avec MPI
- LAD
√
CCA Endogène
avec RPC
SIDL -
√
Table 2.1 – Comparaison des modèles CCM, FRACTAL, services Web, IEC 61499, BIP, L2C et CCA.
exploite ECC pour définir l’architecture de l’application, ce qui implique une détermi-
nation des séquences d’opérations de ses blocs fonctionnels. Les modèles L2C, services
Web et BIP supportent l’assemblage en utilisant LAD, BPEL/WS-CDL et langage BIP
respectivement. Par contre, CCA n’utilise aucun langage pour décrire la structure de
ses applications ce qui rend la compréhension des structures construites difficile.
FRACTAL, IEC 61499 et L2C n’ont pas de langage de spécification de l’architecture
de l’application que l’on souhaite développer. Cette spécification représente une des-
cription formelle utilisée pour vérifier formellement que la réalisation finale respecte
bien les attentes initiales. Elle existe pour CCM, CCA, service Web et BIP avec respec-
tivement CIDL pour CCM, SIDL pour CCA, WSDL pour services Web et un langage
spécifique dédié au modèle BIP.
La table 2.1 représente une comparaison entre les différents modèles représentés
auparavant en se basant sur le mode de communication utilisé, le langage de spé-
cification, le langage d’assemblage et est ce que le parallélisme est supporté par le
modèle.
Après avoir présenté des modèles à base de composants logiciels utilisant la com-
position spatiale, dans ce qui suit, nous présentons des modèles de workflow basés
sur la composition temporelle.
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2.5 Modèles à composition temporelle
Les approches à composition temporelle sont essentiellement des approches basées
sur le workflow qui est une modélisation et une gestion de l’ensemble des tâches à
accomplir et des différents acteurs impliqués dans la réalisation d’un processus métier.
2.5.1 Workflow
Le workflow a été standardisé par l’organisme WfMC (The Workflow Management
Coalition) qui lui a donné une définition largement acceptée [118] :
« Workflow is the computerized facilitation or automation of a business process, in
whole or part. . . »
Les travaux de recherche existants sur les workflows couvrent plusieurs domaines
à savoir la météorologie, la bio-informatique , la physique et la chimie [102, 115].
Grâce à cet élargissement de l’utilisation des workflows, les chercheurs peuvent fa-
cilement intégrer et accéder à divers outils ou données distribuées pour développer
leurs propres protocoles de recherche afin de réaliser des analyses scientifiques. Ces
processus sont réalisés à l’aide de la notion workflow scientifique. Ce dernier combine
les données et les processus en un environnement configurable et structuré mettant en
œuvre des solutions semi-automatiques de calcul pour un problème scientifique. Sou-
vent les résultats des calculs sont envoyés vers des interfaces graphiques en combinant
différentes technologies.
Un workflow scientifique permet de réaliser les trois tâches basiques suivantes :
(1) gérer les procédures, (2) coordonner un ensemble de tâches c-à-d les charges et
les ressources et (3) superviser le déroulement et l’exécution des opérations [118].
Un workflow scientifique peut se reformuler sous forme de réseau avec des nœuds
représentant des tâches c-à-d des activités et les flux représentés par des transitions.
Un workflow scientifique est une description abstraite d’étapes requises pour exé-
cuter un processus particulier et un flux d’informations, un exemple est représenté par
la figure 2.6. Chaque étape est définie par un ensemble d’activités qui doivent être réa-
lisées. Dans un workflow scientifique, un travail passe à travers différentes étapes dans
l’ordre indiqué, du début jusqu’à la fin, et les activités de chaque étape sont exécutées
soit manuellement soit automatiquement.
Les workflows scientifiques peuvent se définir, se gérer et s’exécuter par les sys-
tèmes de gestion de workflow scientifique (workflow management system). Ces sys-
tèmes fournissent un environnement de configuration et de surveillance des work-
flows scientifiques donnés afin de garantir leur coordination. La WfMC [118] a fixé le
rôle de ces systèmes par cette définition :
« A Workflow Management System consists of software components to store and
interpret process definitions, create and manage workflow instances as they are
executed, and control their interaction with workflow participants and applica-
tions. . . »
36 Chapitre 2. Architecture par composants
Figure 2.6 – Exemple d’un workflow scientifique.
Van Der Aalst [200] montre comment les systèmes de gestion de workflow scienti-
fique se sont développés :
— 1965 - 1975 : décomposition d’applications. Les applications tournent directe-
ment sur des systèmes d’exploitation et ne possèdent pas d’interface utilisateur.
Il n’y avait pas d’échanges de données entre les différentes applications. Ainsi,
il fut impossible de combiner différentes sources de données ;
— 1975 - 1985 : gestion des bases de données. Après la naissance des systèmes
de gestion de base de données (database management system), la combinaison
des données gérées par plusieurs applications, la définition de la structure des
données, le stockage de données pouvant se réaliser en une seule fois à l’aide
d’une base de données ;
— 1985 - 1995 : gestion de l’interface utilisateur. Durant cette période, le déve-
loppement des applications interactives a connu une croissance grâce à la réali-
sation des interfaces dédiées aux utilisateurs. Ces interfaces sont des dispositifs
permettant à un utilisateur de manipuler son application ;
— 1995 - 2005 : gestion de workflow. Il est devenu attrayant d’isoler les procé-
dures et le traitement de ces derniers afin de trouver une solution pour les
séparer. Cette isolation offre des avantages intéressants car la maintenance, le
changement ou la modification d’une procédure deviennent plus faciles à gérer.
Durant ces années, l’idée principale de ce changement se base sur la séparation des
applications. Cette séparation offre une visibilité et une compréhension plus claires
aux applications qui peuvent être plus facilement maintenues. Une application est un
enchaînement ordonné de composants répondant à un certain schéma et aboutissant
à un résultat déterminé. Cet enchaînement est obtenu grâce à une composition, c-à-d
l’assemblage des composants, en utilisant des patrons de composition.
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2.5.1.1 Composition des composants
La composition des composants est l’acte de regrouper les données élémentaires
des étapes de traitement dans les activités de workflow [198]. Elle définit l’ordre d’exé-
cution des composants à l’aide de flux de contrôle qui s’appuient sur des structures
séquentielles permettant d’exécuter des composants, l’un après l’autre, ou sur des
structures conditionnelles qui permettent de tester la satisfaction des conditions sur
les valeurs des données. Ces données traitées par chaque composant sont spécifiées à
l’aide de flux de données.
Nous allons présenter et analyser des exemples de grands systèmes de workflow
scientifique qui intègrent l’automatisation de l’exécution de différents composants
(tâches) en prenant en compte explicitement les dépendances temporelles. Tradition-
nellement, ces systèmes sont répartis en deux grandes familles, l’une pour l’orchestra-
tion de contrôle des processus et l’autre pour le calcul des données [70], selon trois
aspects :
— workflow : peut prendre un certain nombre de formes, telle qu’une série d’uni-
tés fonctionnelles ou un ensemble des composants. Elle expose aussi les dépen-
dances entre ces éléments en définissant l’ordre dans lequel les unités doivent
être exécutées ;
— data flow : ils sont conçus pour supporter des applications pilotées et dirigées
par les données. Le Data flow qui circulent entre les activités du workflow
expriment les dépendances entre les différents composants des applications ;
— control flow : dans un workflow dirigé par le contrôle, les connexions entre
les tâches (composants) dans un flux représentent un transfert (passage) du
contrôle de l’activité précédente vers la suivante. Ce mécanisme s’effectue à
l’aide de structures de contrôle telles que les conditions, les itérations, les
boucles ou les séquences.
2.5.2 Systèmes de workflow scientifique
2.5.2.1 Discovery Net
Le système Discovery Net a été conçu principalement pour soutenir l’analyse des
données scientifiques fondées sur des services Web distribués [18, 175]. Il a été mis en
œuvre par l’Imperial College de Londres et a été développé dans le cadre du projet
Discovery Net pilote (2001-2005). Les objectifs de Discovery Net sont : d’étudier et de
résoudre les principaux problèmes dans le développement d’une plateforme e-science
qui importe des données générées par une grande variété de capteurs à haut débit. Il
est utilisé dans plusieurs domaines comme les sciences de la vie [98], la surveillance
géo-risques [174], la modélisation de l’environnement et les énergies renouvelables
[108].
Il est basé sur une architecture multi-niveaux, avec un serveur de workflow four-
nissant un certain nombre de fonctions nécessaires pour la création et l’exécution d’un
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flux tels que l’intégration et l’accès aux outils de visualisation. Discovery Net se com-
pose de plusieurs services qui peuvent être exécutés à partir de sites distants et qui
peuvent être considérés comme des boîtes noires avec des interfaces d’entrée et de sor-
tie bien connues. Ces services sont reliés entre eux sous forme de graphes acycliques
en définissant des séquences d’opérations.
Workflow Les workflows dans Discovery Net sont représentés et stockés à l’aide
du DPML (Discovery Process Markup Language) [185] qui est un langage de repré-
sentation de workflow basé sur XML en supportant à la fois le workflow d’analyse
et l’orchestration de plusieurs workflows. Dans DPML, chaque processus est réutili-
sable et peut être encapsulé et partagé comme un nouveau composant (service) sur
des grilles pour d’autres utilisations. Chaque composant contient un nombre donné
de paramètres, de ports d’entrée et de ports de sorties, figure 2.7. Les services sont
connectés entre eux via des ports et ces connexions sont représentées par des arcs
dans le graphe dont les nœuds sont les composants exécutables.
Figure 2.7 – Exemple d’un composant dans Discovery Net .
Discovery Net réalise une séparation entre le flux de données et le flux de contrôle
au sein d’un flux de travail scientifique dans le but de mieux contrôler et coordonner
le flux de données.
Data flow Discovery Net représente son workflow comme graphe de dépendance
acyclique. Dans un graphe, l’exécution d’un des nœuds de l’extrémité permet de dé-
clencher l’exécution de tous les nœuds précédents. Les nœuds sont décrits par des
méta-données en définissant les types des données. Le type par défaut des données
dans ce système est une table relationnelle. Donc au niveau de Discovery Net, le work-
flow est typé ce qui permet de réaliser et assurer une classification des composants par
rapport à leurs entrées et sorties.
Control flow Le flux de contrôle se base sur des composants particuliers comme
les composants de synchronisation, les composants conditionnels et les composants
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boucles. Le rôle de ces composants de flux de contrôle est la réalisation de l’orches-
tration des flux de données, en précisant l’ordre de chaque flux de données. Parmi les
opérations de flux de contrôle nous trouvons Test, WaitForAll, While, etc.
2.5.2.2 Taverna
Taverna est un outil open source pour la conception et l’exécution des workflows
basés sur les services Web pour les bio-informaticiens et il est destiné à soutenir l’au-
tomatisation des processus complexes. Il est créé dans le cadre du projet myGrid et
financé par l’OMII Royaume-Uni [184,213]. Dans Taverna, un flux de travail est consi-
déré comme un graphe de composants appelés processeurs, chacun d’entre eux trans-
forme un ensemble de données d’entrée en un ensemble de données de sortie [70].
Ces flux sont représentés à l’aide du langage SCUFL (Simple Conceptual Unified Flow
Language) en utilisant la syntaxe XML [161]. Taverna permet aux utilisateurs d’inté-
grer d’autres composants logiciels tels que ceux basés sur SOAP/WSDL, des services
Web REST [151, 169] et il peut aussi invoquer des composants basés sur R [137].
Workflow Le flux de Taverna est représenté par le langage SCUFL. Il exploite le web
pour construire son flux en prenant les URIs de la description WSDL des interfaces.
Dans SCUFL un workflow est un réseau de composants et de liens et est représenté
sous forme d’un DAG (Directed Acyclic Graphs), la figure 2.8 montre un exemple de
ce type de graphe. Un workflow sous SCUFL contient plusieurs paramètres d’entrée
nommés sources. Ces sources ont un nom unique dans un document SCUFL, de même
les sorties d’un workflow sont nommées des puits. Les puits sont associés à des méta-
données (avec le type MIME 7). Dans un graphe de workflow sous Taverna, il existe
deux sortes de liens. Les liens de données qui relient les ports pour acheminer des don-
nées, les ports étant typés et les liens de coordination qui contiennent des contraintes
de dépendance pour contrôler le flux d’exécution.
Data flow Dans Taverna le modèle de flux de données se compose de flux d’entrée
et de flux de sortie [191]. Le flux d’entrée est décrit comme un graphe avec des nœuds
composants qui peuvent l’exécuter sur l’entrée prévue, ce flux est représenté par des
arcs entrants. Le flux de sortie est transmis à d’autres composants et est représenté par
des arcs sortants. Dans ce modèle, l’ordre dans lequel les composants sont exécutés
est principalement déterminé par l’ordre dans lequel les données apparaissent sur
les différentes entrées. Dans le cadre du traitement normal, un port d’entrée peut
recevoir une valeur d’un type qui ne correspond pas exactement à son type déclaré, par
exemple, un composant A qui produit une valeur de type list of strings peut légalement
être connecté à un composant B avec un port de type d’entrée string. Le résultat de
cette connexion est représenté sous SCUFL par une fonction fB( fA). Un port de sortie
peut être connecté à plusieurs ports d’entrée. Dans ce cas, les éléments de données
7. Actuellement appelé Internet media type et c’est un identifiant de format de données sur internet en
deux parties : un type et un sous-type et d’un ou plusieurs autres champs au besoin.
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Figure 2.8 – Exemple d’un DAG avec des nœuds de données et des nœuds de contrôle.
sont diffusés sur tous les ports d’entrée connectés. De même, plusieurs ports de sortie
peuvent être reliés à un port d’entrée unique. Dans ce cas, les éléments de données
sont mis en tampon dans le port d’entrée en fonction de leur ordre d’arrivée.
Control flow Les liens de coordination et la structure conditionnelle sont les seules
structures de contrôle disponibles dans Taverna. La structure loop, par exemple while
et for, n’est pas présente, cependant une forme limitée d’itération est disponible en
enveloppant des objets de type date dans la liste et en spécifiant la stratégie d’itération.
Mis à part les liens de coordination, le workflow est complètement lié à la présence
ou à l’absence de données dans les ports d’entrée d’un processeur : un processeur se
déclenche si et seulement si l’ensemble de ses ports d’entrée contiennent des données
adéquates.
2.5.2.3 Triana
Triana [144, 192] a été initialement développé comme un environnement de réso-
lution des problèmes basés sur le flux de travail visuel. Il est développé à Cardiff
University sous le projet GEO600 [31] et est utilisé comme outil open source d’ana-
lyse rapide de données d’onde. Il propose une interface graphique pour la conception
de flux de travail avec des outils d’analyse de données. Le workflow sous Triana a
été d’abord construit à partir des outils Java et exécuté sur des machines locales ou
à distance à l’aide de Java RMI (Remote method invocation). Il a connu une grande
évolution et peut supporter le calcul distribué.
2.5. Modèles à composition temporelle 41
Workflow Triana peut connecter plusieurs outils hétérogènes par exemple les ser-
vices Web, Java, unités et services JXTA 8, dans un workflow. Il utilise son propre lan-
gage de workflow personnalisé, basé sur une syntaxe XML simple, pour la construc-
tion des applications. Chaque représentation a une structure non-DAG et définit la
liste des composants participants, les connexions entre elles et les composants hiérar-
chiques.
Triana peut utiliser d’autres représentations externes telle que le langage BPEL.
Ce dernier est, en particulier, utilisé dans les architectures distribuées avec la création
d’interfaces graphiques intuitives et des mécanismes correspondants pour distribuer
ses composants sur le P2P (peer-to-peer) et les environnements de grilles de calcul.
Un composant fonctionnel sous Triana est appelé une unité (unit) avec une interface
définie (port). Les unités sont connectées entre elles grâce à des connexions qui se
nomment câbles (cables, en anglais) pour construire des workflows. Une unité dispose
de plusieurs propriétés comme un identifiant, des ports d’entrée, des ports de sortie,
un certain nombre de paramètres facultatifs, etc. La spécification d’une unité est codée
en XML avec un format similaire à WSDL (Web Services Description Language) [13].
Data flow Un flux de données sous Triana se déplace à partir d’une unité source vers
une unité destination. Ce mécanisme n’est pas le seul supporté par cet outil, mais,
d’autres mécanismes comme la fusion, sont aussi utilisés. À l’aide des mécanismes
existants sous Triana, il est possible de réaliser des exécutions en parallèle sur plusieurs
ensembles de données. Une composition supporte la réalisation de la hiérarchie des
unités sous forme d’un regroupement d’unités connectées à l’intérieur d’un niveau
supérieur à l’aide d’une seule unité.
Control flow Les dépendances Triana entre les composants sont principalement des
dépendances de données. Cependant, Triana prend également en charge la représen-
tation des dépendances de flux de contrôle grâce à des messages spéciaux contrôlant
les déclenchements entre les composants.
Les deux structures utilisées sous Triana sont : If et Switch. Avant n’importe quelle
exécution, un composant attend initialement des données sur un port d’entrée (étape
pre-loop). Ensuite, il itère l’exécution d’une tâche ou une séquence de tâches. Après la
réception d’une donnée sur le port d’entrée, la condition de sortie définie est évaluée.
Si cette condition est satisfaite, la valeur de donnée de sortie est envoyée vers le port de
sortie. Si une donnée reçue sur un port d’entrée donné ne satisfait pas la condition de
sortie, alors elle va être ré-envoyée vers son port d’entrée. En général, ce comportement
expliqué d’un composant Triana est basé sur une boucle (Loop), une condition (If) et
la sélection (Switch). Ce composant se nomme composant loop.
8. JXTA est un projet Open Source lancé par Sun Microsystems. Les protocoles JXTA sont définis
comme un ensemble de messages XML qui permettent n’importe quel appareil connecté à un réseau
d’échanger des messages et de collaborer indépendamment de la topologie du réseau sous-jacent.
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2.5.2.4 Pegasus
Le système Pegasus [77, 78] (Predicated Explicit GAted Simple Uniform Ssa) a été
développé à l’Université du Sud de la Californie depuis 2001. C’est un système qui
permet d’exécuter, gérer et déboguer des workflows complexes sur une large variété
d’environnements : machine locale (Local desktop), Condor local [193], Cluster cam-
pus local, Grid ou bien des nuages commerciaux ou académiques. Pegasus est utilisé
par un certain nombre d’applications dans des domaines variés comme l’astronomie,
la bio-informatique, la science de tremblement de terre, la physique des ondes gravi-
tationnelles, sciences de la mer, la limnologie et d’autres.
Le système de gestion de workflow Pegasus peut gérer l’exécution d’une appli-
cation formalisée comme un workflow en mettant en correspondance sur des res-
sources disponibles des composants du workflow à exécuter dans l’ordre de leurs
dépendances [189].
Workflow Les workflows abstraits conçus par un scientifique sont indépendants des
ressources où ils seront exécutés. Cela permet à un scientifique de se concentrer sur la
conception de workflow plutôt que sur la décision des ressources physiques à utiliser.
Pour cela, Pegasus cherche à trouver une cartographie des composants à exécuter avec
les ressources disponibles en utilisant des techniques de planification de l’Intelligence
Artificielle. Le workflow abstrait sous Pegasus est défini comme un graphe acyclique
orienté (DAG), composé des composants et des dépendances de données. Les compo-
sants échangent les données entre eux sous forme de fichiers.
La description de workflow dans ce système est réalisée à l’aide du langage haut
niveau DAX (Directed Acyclic graph in XML). Ce langage fournit une description d’un
workflow abstrait au format XML qui est utilisé comme entrée principale dans Pega-
sus. DAX est un langage dépourvu de description de ressources et des emplacements
de données. Il se réfère aux codes de transformations logiques et à des données sous
forme de fichiers logiques.
Chaque description DAX contient tous les composants qui vont effectuer le calcul,
leur ordre d’exécution et pour chacun d’entre eux les entrées nécessaires, les résultats
attendus, et les arguments avec lesquels le composant doit être invoqué. Le workflow
Pegasus peut être défini de manière hiérarchique où le nœud d’un DAX représente
un autre nœud DAX. La possibilité de définir des workflows permet à l’utilisateur de
construire des structures plus complexes.
Data flow Les nœuds du graphe de la représentation sous Pegasus représentent des
opérations, les arêtes contiennent la valeur du flux et contrôlent les dépendances entre
les composants. Un nœud peut envoyer une valeur produite vers plusieurs autres
nœuds, cela est représenté par plusieurs arêtes sortantes avec une arête pour chaque
envoi. Les arêtes entrantes d’un nœud se nomment Inputs et les arêtes sortantes s’ap-
pellent Outputs. Les données sont produites par la source d’une arête, elles sont trans-
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portées par l’arête et elles vont être consommées par la destination. En général, tous
les nœuds ont besoin de toutes les données d’entrée pour calculer un résultat.
Control flow Le workflow est envoyé à un système de gestion et de contrôle de
workflow qui est hébergé dans une autre machine appelée l’hôte de soumission (sub-
mit host). Cette machine peut être l’ordinateur portable d’un utilisateur ou un serveur.
Dans le modèle de Pegasus, c’est le système de gestion de workflow qui est respon-
sable de la traduction des composants, c-à-d la traduction d’une description de work-
flow abstrait vers une description de workflow exécutable du calcul, de l’exécution
de ces composants, de la gestion des données (c-à-d le repérage, l’organisation, l’in-
terprétation des fichiers échangés entre les composants dans le workflow), du suivi
des exécutions et de la gestion des échecs. Ce système de gestion se compose de cinq
principaux composants particuliers [78] : mapper Pegasus, moteur d’exécution local
(Local execution engine), planificateur d’emploi (Job scheduler), moteur d’exécution à
distance (Remote execution engine) et le composant du suivi (Monitoring component).
2.5.2.5 Kepler
Kepler [19] est un moteur open-source de construction, composition et orchestration
des workflows scientifiques. Il est construit en se basant sur le système Ptolemy II
[58]. Il est développé par une équipe basée à l’Université de Californie à Berkeley et
est utilisé pour concevoir et exécuter différents workflows dans plusieurs domaines
comme la biologie, l’écologie, la géologie, la chimie, l’astrophysique, etc.
Kepler utilise un directeur qui contrôle les séquencements et les communications
d’un workflow. La conception dans Kepler est centrée sur des composants nommés ac-
teurs. Ces derniers sont des blocs de calcul réutilisables et indépendants, par exemple,
le modèle d’exécution, ou le modèle de calcul (Model of Computation, MoC) tels que :
les services Web, les appels de base de données, transformateurs de données, ou des
étapes analytiques, etc. Les acteurs représentent des opérations ou des sources de don-
nées avec un ensemble de ports d’entrée, de sortie ou mixtes qui agissent comme des
interfaces d’extrémité pour des connexions acheminant des données. Ils consomment
des données à partir d’un ensemble de ports d’entrée et écrivent ou produisent des
données dans un ensemble de ports de sortie.
Workflow Les utilisateurs scientifiques peuvent utiliser Kepler facilement en échan-
geant, archivant et exécutant les workflows sous un format simple basé sur XML grâce
à l’utilisation du langage MoML (Modeling Markup Language) [135]. Ce langage est
utilisé pour préciser les interconnexions des composants hiérarchiques et paramétrés.
Le langage MoML décrit l’organisation des données comme les attributs nom et classe,
la définition des entités avec toutes leurs propriétés telles que les ports d’entrée, les
ports de sortie, les relations et les liens.
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Data flow Les données sous Kepler sont définies sous forme de jetons. L’exécution
de chaque nœud, c-à-d composant, se réalise à l’aide de la consommation de jetons
qui sont en entrée, ce qui implique la production des résultats sous forme de jetons en
sortie. Par défaut, les données sous les acteurs Kepler se traitent localement comme
un thread Java (local Java threads). Mais le système permet également de réaliser des
exécutions distribuées à l’aide des services Web et des services Grid. Les acteurs dé-
diés aux services Web et les services Grid permettent aux utilisateurs d’utiliser les
ressources de calcul distribuées pour un seul workflow. Ces acteurs de services Web
fournissent à l’utilisateur de Kepler un moyen ou une interface pour exécuter facile-
ment n’importe quel service Web défini par WSDL.
Control flow Kepler fournit une caractéristique intéressante qui est la séparation de
data flow et du control flow représentant une coordination de workflow. Cette sépa-
ration est réalisée par plusieurs modèles de calcul que Kepler hérite du système Pto-
lemy et est représentée par plusieurs directeurs ou composants particuliers de même
niveau qui peuvent être utilisés séparément ou conjointement pour contrôler le flux,
par exemple :
— Data flow Synchrone (Synchronous Data Flow) [134] : qui est un réseau de
flux de données synchrone nommé réseau de Kahn [124]. Au niveau de chaque
activation un composant produit et consomme, respectivement, un nombre fixe
de jetons de données sur chacun de ses canaux entrants et sortants. Pour activer
chaque composant, il faut avoir le nombre de jetons nécessaires sur ses canaux
d’entrée pour les consommer. Ce type de réseau est adapté pour la modélisation
des autres data flow comme les calculs mathématiques ou la manipulation de
tableau ;
— Réseau de Processus (Process Network) : ce directeur, contrairement au direc-
teur Data flow Synchrone, ne calcule pas statiquement le temps d’activation.
Mais dans un workflow du réseau de composants, chaque composant a un
thread Java indépendant et le workflow s’active avec la disponibilité des don-
nées. Le directeur du Réseau de Processus autorise l’exécution de composants
en parallèle ;
— Data flow Dynamique (Dynamic Data Flow) : il exécute un workflow dans un
thread d’exécution unique, ce qui signifie que les tâches ne peuvent être ef-
fectuées en parallèle. Ce directeur ne fait aucune tentative pour prévoir une
exécution du workflow. Il est exploité juste pour les flux utilisant des structures
de type Boolean, précisément les structures BooleanSwitch et if-then-else ;
— Événement Discrets (Discrete Event, en anglais) : c’est un directeur qui joue le
rôle de superviseur des workflows quand les événements se produisent à des
instants discrets tout au long d’une durée. Donc, il est bien adapté et destiné à la
modélisation de systèmes orientés-temps tels que les systèmes de files d’attente,
les réseaux de communication, les temps d’attente, etc.
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2.5.3 Analyse & Synthèse
Les modèles de workflow présentés ci-dessus sont basés sur une composition dans
le temps car elle évoque un raisonnement ou une représentation temporelle explicite.
Dans ces systèmes à composition temporelle, l’expression du workflow, du data
flow et du control flow diffère d’un système à l’autre. Tous ces systèmes sont data
flow et control flow. Discovery Net est principalement un système de data flow, avec
un modèle de contrôle ajouté comme une couche de coordination de haut niveau. Par
contre, Taverna, Triana, Pegasus et Kepler sont des systèmes de data flow et control
flow.
Dans Discovery Net, Taverna et Pegasus le flux est représenté sous forme de graphe
acyclique DAG avec un data flow typé pour Discovery Net et Taverna et un flux décrit
par le langage de haut niveau DAX dans Pegasus. La structure du workflow de Tri-
ana et Kepler est sous forme de graphe non-DAG, avec une représentation XML des
données dans Triana et une représentation WSDL pour Kepler.
En outre, le control flow s’exprime d’une façon variée soit explicitement ou impli-
citement. Dans Discovrey Net et Pegasus, le contrôle est intégré comme des modules
spécifiques. De même, Taverna contient des structures conditionnelles mais sans la
structure Loop. Alors que dans Triana, le control flow est basé sur une dépendance
entre les données grâce aux deux instructions If et Switch. Dans Kepler, le control
flow est assuré par des composants nommés des directeurs ce qui le rend explicite.
La séparation entre le control flow et le data flow aide les scientifiques à continuer de
développer et améliorer facilement les systèmes de workflow scientifique en se basant
sur leurs besoins. Cela rend ces systèmes plus expressifs au niveau de leur intégration
et de leur exécution.
2.6 Modèles à composition spatio-temporelle
Les modèles à composition spatio-temporelle sont représentés par trois systèmes
exemples de calculs scientifiques : ICENI, STCM et FlowVR. Ces environements sont
établis en utilisant une composition spatiale et temporelle permettant de bénéficier
pleinement des apports couplés des deux types de composition.
2.6.1 Systèmes de composant logiciel & workflow scientifique
2.6.1.1 ICENI
ICENI (Imperial College e-Science Networked Infrastructure) [92] est un système
à base de composants pour les grilles de calcul qui prend en charge les activités e-
science. Son rôle est de fournir des applications avec l’accès aux ressources matérielles
et logicielles sous-jacentes d’une manière intelligente, en masquant la nature hétéro-
gène des ressources. L’objectif d’ICENI est l’ordonnancement efficace des composants
46 Chapitre 2. Architecture par composants
d’une application de manière à optimiser leur placement sur des ressources d’exécu-
tion. Un composant ICENI possède un nom, des ports d’entrée, des ports de sortie et
des propriétés.
La composition sous ICENI de réalise soit textuellement soit graphiquement. Une
application se construit à partir de composants connectés par leurs ports sous la forme
d’un graphe non-DAG. ICENI se compose d’un certain nombre d’outils et de sys-
tèmes qui utilisent le langage CXML (Component eXtensible Markup Language) qui
est basé sur le langage XML. Ce langage est utilisé pour décrire les méta-données des
composants abstraits, les implémentations de composants, des ressources et applica-
tions. Chaque méta-donnée d’un composant contient une description sous forme de
workflow de son comportement interne décrit par les développeurs. En effet, chaque
modification d’une application a besoin d’une connaissance approfondie des compor-
tements des composants avant leur déploiement et leur implémentation.
ICENI calcule un plan de déploiement spatial optimisé pour le comportement glo-
bal d’une application construite à partir des différentes connexions entre les compo-
sants. L’optimisation spatiale d’ICENI est relatif car les workflows sont générés à partir
des descriptions des comportements des composants. Ce raisonnement spatial prend
en compte un raisonnement temporel qui est déduit par ICENI et non par l’utilisateur.
2.6.1.2 STCM
STCM (Spatio-Temporal Component Model) [50] est un modèle basé sur des com-
posants avec une composition du workflow.
Ce modèle exploite le concept composant-tâche comme unité de base de composi-
tion spatio-temporelle. Cette unité est basée sur deux concepts : composant et tâche. Le
premier est lié à la composition spatiale et le deuxième représente la notion de compo-
sant au niveau de la composition temporelle. STCM est une extension des composants
GCM (Grid Component Model) [38] avec des tâches et des ports temporels. Principa-
lement, un composant-tâche encapsule un code et supporte deux types de ports : ports
spatiaux et ports temporels. Comme dans les autres modèles de composants classiques,
STCM utilise les ports spatiaux reposant sur le passage de données. De plus, les ports
temporels représentent les ports d’entrée et de sortie d’une tâche jouant le rôle d’une
fonctionnalité fournie. Ils permettent de définir le type de données acheminées et de
déclencher l’exécution d’une tâche avec l’arrivée de données.
Le modèle de composition de STCM est inspiré du langage AGWL [88]. L’idée est
de garder la même logique de composition mais introduire le concept de composant-
tâche à la place du concept activité. Après la construction d’une application STCM, un
composant-tâche a un cycle de vie de son instance contrôlé par ses ports temporels :
une instance est créée quand les ports d’entrée sont alimentés par des données et
quand ses ports de sortie ne contiennent plus de données cette instance est détruite.
Une instance d’un composant-tâche peut avoir plusieurs états comme : inactif, actif,
s’exécutant ou détruit.
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2.6.1.3 FlowVR
Le modèle FlowVR [16] est développé par l’équipe MOAIS INRIA Rhône-Alpes à
Grenoble et l’équipe PAMDA du LIFO à Orléans. Ce modèle est utilisé et exploité
pour produire des applications de simulations parallèles avec un pilotage en temps
réel. Il est destiné aux applications distribuées de Réalité Virtuelle sur des clusters ou
des environnements de grille.
L’entité de base, appelée un module ou un composant, est un processus autonome
qui peut être parallèle, s’exécutant sur une machine donnée. Il se compose de ports
spatiaux permettant de transmettre les données et de ports temporels permettant de
transférer les événements sous forme de signaux. Un composant traite les données
provenant de ports d’entrée et écrit les données résultats sur les ports de sortie. Un
composant n’a pas de vision globale sur la source et la destination des données. Les
composants sont itératifs et sont basés sur trois opérations : (1) attendre les données
en entrée, (2) récupérer toutes les données en entrée et (3) écrire les données résultats
sur les ports de sortie.
L’assemblage des composants se réalise en connectant leurs ports d’entrée avec des
ports de sortie en utilisant des connecteurs classés selon trois catégories : connexions
directes, connexions anti-saturation et connexions antiblocage [139]. Chaque compo-
sant envoie les données résultat dans ces ports de sortie s’il reçoit les données de tous
ces ports spatiaux d’entrée avec/sans un signal de déclenchement sur son port tempo-
rel d’entrée. Quand il produit des données dans ces ports spatiaux de sortie il envoie
un signal sur son port temporel de sortie notifiant la fin d’une itération. La composi-
tion forme le graphe de data flow de l’application. Ce graphe se construit grâce à des
modules, des liens et des connecteurs élémentaires qui respectent l’ordre d’émission.
Dans FlowVR, la composition se réalise à l’aide des instanciations et la liaison des
différents éléments tels que les composants et les connecteurs. Chaque application
construite contient deux types de messages. Le premier type représente les données et
le deuxième représente les signaux.
Ce modèle peut être utilisé totalement comme (1) un modèle à composition spa-
tiale, (2) un modèle à composition temporelle ou (3) un modèle à composition spatio-
temporelle. Dans le premier cas, la structure d’une application se définit en se basant
sur des composants indépendamment de tout aspect temporel. Cependant dans le
deuxième cas, il est possible de construire des applications avec des liens et des dé-
pendances entre composants. Dans le troisième cas, on combine les deux types de
composition en se basant sur les composants (pour la composition spatiale) et des
signaux (pour la composition temporelle). Ces signaux permettent d’offrir plusieurs
échelles de synchronisation entre composants et la technique pipeling qui est utilisée
pour optimiser le temps d’exécution d’un processus répétitif.
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2.6.2 Analyse & Synthèse
Les systèmes à composition spatio-temporelle permettent d’exploiter les avantages
et la complémentarité des deux familles de composition : la composition spatiale et la
composition temporelle.
La combinaison de deux compositions spatiale et temporelle diffère d’un modèle
à l’autre. ICENI décrit le comportement interne d’un composant avec un formalisme
de workflow et il permet de combiner les concepts spatiaux et temporels en exploi-
tant les méta-données. Cela permet d’offrir un plan d’exécution optimal. Cependant,
ICENI considère des relations temporelles mais pas d’une façon très explicite et claire
entre les composants car ces relations temporelles sont gérées par ICENI mais pas par
l’utilisateur.
STCM et FlowVR sont, fondamentalement, des systèmes à base de composants et
ils sont basés sur la composition spatio-temporelle. Les composants des deux systèmes
contiennent deux types de ports : les ports spatiaux et les ports temporels. Dans STCM
et FlowVR, les ports spatiaux permettent de fournir ou utiliser une interface. De plus,
les ports temporels permettent d’acheminer le control flow. Dans ces deux systèmes,
les paradigmes de la composition sont bien représentés et bien exprimés tels que l’as-
semblage efficace des différentes parties hétérogènes développés pour produire une
application modulaire. Aussi, une réutilisation des composants est bien représentée
avec une meilleure lisibilité et une meilleure maintenance.
2.7 La reconfiguration des architectures par composants
Cette section présente la reconfiguration dynamique des systèmes basés sur des
composants. La reconfiguration dynamique est une exigence importante pour les sys-
tèmes modernes et permet de modifier l’architecture des systèmes durant leur exécu-
tion afin d’appliquer, par exemple, des corrections et des mises à jour où des compo-
sants et des connecteurs d’un système peuvent être insérés, supprimés ou remplacés.
La reconfiguration dynamique présentée est classée selon deux catégories qui vont être
décrites par la suite : la reconfiguration centralisée et la reconfiguration auto-adaptative.
2.7.1 La reconfiguration centralisée
La reconfiguration centralisée des approches par composants se base sur une entité
qui se charge de réaliser une reconfiguration donnée. Cette entité peut être un compo-
sant spécial ou un agent permettant de gérer la reconfiguration d’une façon centrale.
Ce type de reconfiguration a été largement étudiée et il représente un élément im-
portant dans de nombreux contextes où l’application ne devrait pas s’arrêter. Dans le
contexte des services Web, il existe plusieurs approches pour effectuer une reconfigu-
ration dynamique centralisée. Par exemple dans [96], un framework est présenté qui
permet la conception de processus WS-BPEL de façon modulaire basée sur des mo-
dèles réutilisables. Ce framework utilise un contrôleur pour sélectionner les définitions
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des services Web à partir une bibliothèque et les intégrer dans un processus maître. Ce
dernier contient tous les détails spécifiques de tous les scénarios possibles des services
Web utilisés, il est destiné aux concepteurs pour pouvoir modéliser les fonctionnalités
dynamiquement et indépendamment des implémentations concrètes. Dans un autre
travail [196], la reconfiguration a été traitée en utilisant plusieurs agents répartis pour
reconfigurer les parties participantes pour fournir une application fiable, sécurisée et
interopérable. Ces agents distribués effectuent les diverses vérifications d’exécution,
d’audit et de reconfiguration. Une des propriétés intéressantes de l’approche propo-
sée est qu’elle est conçue pour réaliser les modifications facilement et ces changements
sont vérifiés et appliqués à l’exécution.
Dans un autre contexte, concernant les applications industrielles basées sur le mo-
dèle FRACTAL, une approche a été proposée dans [95] permettant de gérer la reconfi-
guration de ces applications en utilisant la solution HyperManager. Cette solution n’est
qu’une autre application qui est capable de surveiller une application distribuée et
d’effectuer une telle reconfiguration qui est basée sur les deux événements suivants :
pull et push. Une autre approche basée sur le travail présenté dans [126] intègre un
gestionnaire de reconfiguration qui est le responsable de l’exécution des reconfigura-
tions. Ce gestionnaire a la connaissance de différents changements à venir et sa tâche
principale est de les exécuter. Il contrôle aussi l’état du composant afin d’assurer une
reconfiguration sûre. Cette approche effectue une reconfiguration structurelle pour
modifier la configuration des applications distribuées en cours d’exécution. Une confi-
guration se compose de nœuds de traitement interconnectés en utilisant des liens de
communication bidirectionnels. Lors d’une modification, le gestionnaire de reconfigu-
ration traite les nœuds de traitement directement impactés par le changement et les
nœuds directement adjacent à eux pour les mettre dans un état de repos (quiescent
state). Dans cet état, il est prévu qu’un nœud ne va jamais recevoir des données au
cours de la reconfiguration. En outre, pour les applications basées sur la norme IEC
61499 présentée dans la section 2.4.2, le travail de [125] met l’accent sur le problème
de la reconfiguration des systèmes de contrôle multi-agents embarqués distribués. Au
niveau de l’approche proposée, une architecture de multi-agents est proposée dans la-
quelle un agent de reconfiguration est affecté à chaque dispositif de l’environnement
d’exécution pour appliquer la reconfiguration locale, et un agent de coordination pour
coordonner entre les dispositifs afin de garantir une reconfiguration distribuée co-
hérente. Dans le même contexte, une reconfiguration en temps réel des composants
est présentée dans [114]. Elle est gérée centralement à l’aide d’un (1) composant ges-
tionnaire qui est chargé de contrôler le processus de reconfiguration. Il choisit quelle
reconfiguration doit être exécutée selon la situation. (2) Un composant exécuteur qui
encapsule les règles de reconfiguration et est responsable de leur exécution. Dans [83],
une logique de schéma temporel linéaire a été définie pour exprimer des propriétés de
reconfiguration dynamique dans un modèle à base de composants. Puis, un moniteur
repose sur cette formalisation pour procéder et pour contrôler la reconfiguration et si
nécessaire pour revenir à un état de sécurité.
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2.7.2 La reconfiguration auto-adaptative
Les applications basées sur la reconfiguration auto-adaptative sont capables de
gérer leur changement dynamiquement et d’une façon autonome. Ce type de reconfi-
guration est utilisée au niveau du modèle Fractal [73], présenté dans la section 2.4.1,
en proposant son extension nommée SAFRAN pour le développement de l’aspect
d’adaptation comme politiques d’adaptation réactives. Ces politiques détectent les
évolutions du contexte d’exécution et adaptent l’application en la reconfigurant. De
cette façon, SAFRAN permet le développement modulaire de politiques d’adaptation
et leur tissage dynamique dans les applications en cours d’exécution. En effet, SA-
FRAN permet de développer des applications auto-adaptatives basées sur le modèle
de composants Fractal et est conçu autour de trois grands principes : (1) l’utilisation
d’un modèle de composant dynamique, c-à-d Fractal, pour construire des applications
qui peuvent être adaptées à l’exécution. (2) L’utilisation de concepts et de techniques
AOP (Aspect-Oriented Programming) pour développer la logique de l’adaptation sé-
parément à partir du code métier et de les tisser dynamiquement pour produire des
applications auto-adaptatives. (3) Enfin, l’utilisation d’un langage dédié (Domain Spe-
cific Language [199]) pour exprimer cette logique d’adaptation.
Dans une architecture orientée services (service oriented architecture, SOA), une
approche nommée MoDAR (Model-Driven Development of DASS with Aspects and
Rules) est proposée [217] pour le développement des systèmes basés sur les services
adaptatifs dynamiquement (dynamically adaptive service-based systems, DASS) en
utilisant des règles et des aspects. De plus, cette approche est adoptée pour faciliter
leur développement dans la mesure d’adapter dynamiquement leurs comportements
en fonction des changements d’exigences fonctionnelles. Dans cette approche, une
fonctionnalité d’un système se modélise en deux parties : (1) une partie stable appelée
le modèle de base décrite en utilisant des processus métiers. (2) Une partie volatile
appelée le modèle à variable décrite à l’aide de règles métier. La méthodologie de
cette approche se base sur une séparation de la partie variable et de la partie processus
stable et sur une modélisation de la partie variable comme des règles métiers avec un
tissage de ces règles dans un processus de base. En effet, le système cible est adaptatif
dynamiquement dans le sens que les règles de la partie variable d’un système peuvent
changer à l’exécution sans affecter le processus de base.
Le modèle CompAA (Auto-Adaptable Components) permet de faire face à l’adap-
tation dynamique qui traite l’évolution constante des systèmes c-à-d l’évolution en
termes de disponibilité des services, des mises à jour, les erreurs ou l’évolution des
besoins à l’exécution [131]. Ce modèle produit des systèmes avec des propriétés les
plus dynamiques et les plus autonomes par rapport la découverte des services dispo-
nibles et leur composition. L’idée est de combiner des composants et des agents dans
une approche mixte. L’utilisation des composants est motivée par les résultats obte-
nus, d’une part dans le domaine de la réutilisation, et d’autre part dans le domaine
de la modélisation et du déploiement d’applications distribuées. Puisque les compo-
sants sont limités en termes de flexibilité et d’autonomie, les agents sont utilisés pour
automatiser les applications.
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2.7.3 Analyse & Synthèse
La différence entre une reconfiguration centralisée et une reconfiguration auto-
adaptative c’est que la première s’effectue en se basant sur une entité centrale pas
forcément automatique pour réaliser une modification dans la structure d’une appli-
cation. Mais, la deuxième s’effectue d’une façon autonome pour la gestion des appli-
cations étudiées. Ce type de reconfiguration permet aux applications de s’organiser,
pendant son exécution, sans aucune intervention externe et de gérer leur configuration
c-à-d être conformes à ses besoins, être sûrs d’atteindre un état stable, la détection des
erreurs avec leur réparation et l’adaptation autonome des paramètres. Les deux types
de reconfiguration présentées se diffèrent par rapport la complexité de changement de
la structure d’applications, les types des communications utilisées et la façon de gérer
les informations.
2.8 Conclusion
Nous avons étudié des modèles, parmi les plus connus, à base de composants
logiciels et leurs différents éléments architecturaux pour construire des applications
basées sur la composition spatiale. À la fin, nous avons réalisé une comparaison entre
les modèles présentés. Cette comparaison a montré que la composition spatiale se
base sur le paradigme client-serveur entre les composants [51]. Nous parlons dans ce
cas, de l’invocation des opérations d’un composant serveur à partir d’un composant
client. Puisque la composition spatiale est seulement une relation entre composants au
niveau de leurs ports, qui sont compatibles, elle n’apporte pas d’informations concer-
nant l’ordre d’exécution des composants. En effet, l’absence de la temporalité explicite
rend la composition spatiale limitée. Cela implique une difficulté pour maîtriser le
comportement d’une application. Cette composition ne permet pas d’optimiser le dé-
ploiement d’une application, par exemple, dans le sens de l’ordre d’exécution de ses
composants contrairement à la composition temporelle. Cette dernière vise à définir
une relation explicite de dépendances entre les composants. La composition tempo-
relle possède trois formalismes pour décrire une telle relation workflow, data flow et
control flow. Le premier décrit les différentes formes des flux, le deuxième présente
une dépendance par rapport à la disponibilité des données. Par contre, le troisième
formalisme définit l’ordre d’exécution par des structures de contrôle telles que les
séquences, les boucles, les sauts inconditionnels, les sauts conditionnels, etc. D’autre
part, la composition spatio-temporelle repose sur les deux points forts suivants : (1)
le couplage fort de la composition spatiale et (2) l’optimisation d’utilisation des res-
sources et le déploiement de la composition temporelle.
À cause de la nature hétérogène des applications de la visualisation scientifique
interactive présentées dans la section 1.3.2, la conception de ces applications a besoin
d’une séparation des préoccupations pour les spécialistes et les non spécialistes. De
plus, la performance est un critère majeur pour les scientifiques lors de la production
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de leurs applications. Ces applications alors peuvent contenir des éléments fonction-
nant à des fréquences très différentes, par exemple, un composant de simulation émet
des données à une fréquence vraiment très élevée par rapport à un composant de
visualisation. En outre, la synchronisation entre composants des applications de la
visualisation scientifique interactive joue un rôle important pour avoir une meilleure
performance.
Afin de garantir ces besoins, la composition spatio-temporelle est capable de four-
nir une séparation entre les différentes parties des applications visées comme l’interac-
tion, la simulation et la visualisation. En plus, ce type de composition exploite bien les
avantages de la programmation par composants tels que le control flow, le data flow,
l’acheminement de données, le passage des événements, la gestion déterministe du
cycle de vie des composants, l’abstraction, la flexibilité, la réutilisation, etc. En outre,
il est habilité à externaliser et représenter explicitement le control flow par rapport au
data flow :
— pour bien représenter les schémas de coordination et la séparation entre les
codes fonctionnels et non fonctionnels ;
— pour gérer la communication et la redistribution de données entre les compo-
sants.
Une fois l’application de la visualisation scientifique interactive est construite, il
est intéressant de la reconfigurer dynamiquement durant son exécution pour faire
face à des évolutions, par exemple, de leur contexte de fonctionnement ou des besoins
des utilisateurs comme l’ajout des étapes d’analyse visuelle. La gestion de la recon-
figuration dynamique doit tenir compte de toutes les spécificités d’une application
interactive haute performance composée de codes très hétérogènes.
Un tel modèle proposé basé sur la composition spatio-temporelle et appliqué à la
visualisation scientifique interactive doit être bien formé et spécifié pour construire et
reconfigurer dynamiquement les applications de simulation scientifique et d’analyse
visuelle. Le chapitre suivant présente une étude de différentes méthodes formelles
qui ont comme but l’utilisation d’un raisonnement mathématique pour concevoir et
réaliser des applications valides.
Programming today is a race between software engineers striving to build
bigger and better idiot-proof programs, and the universe trying to build
bigger and better idiots. So far, the universe is winning.
Rick COOK
3La formalisation des modèles
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 L’Ingénierie Dirigée par les Modèles . . . . . . . . . . . . . . . . . . . . . 54
3.2.1 UML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2.2 Méthode B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3 La simulation et le test pour la vérification . . . . . . . . . . . . . . . 57
3.3.1 Vérification par la simulation . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.2 Vérification par le test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4 Les méthodes formelles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4.1 Définitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4.2 Model Checking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.3 SAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4.4 Les algèbres de processus . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4.5 Les réseaux de Petri . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.1 Introduction
L’évolution exponentielle des nouvelles technologies matérielles ou logicielles, joue
un rôle moteur primordial dans la communication, l’accès aux sources d’information,
le stockage, la manipulation, la production et la transmission d’informations. En ef-
fet, la demande de logiciels perfectionnés a augmenté et est devenue importante en
imposant des contraintes comme l’alourdissement du développement. La productivité
des informaticiens et le temps de développement deviennent critiques. Ces derniers
rencontrent plusieurs problèmes face à la nature des applications, à leur taille ou à
leurs environnements distribués/hétérogènes.
Pour surmonter ces difficultés, les informaticiens ont besoin d’utiliser des mé-
thodes formelles d’analyse et de conception. Ces méthodes permettent de décrire les
propriétés d’une application en fournissant des représentations :
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— apportant des sémantiques claires et non ambiguës basées sur des principes
mathématiques ;
— proposant une abstraction de haut niveau ;
— conduisant à des descriptions précises ;
— permettant de démontrer des propriétés.
Pour mieux concevoir un système et assurer sa fiabilité, il est nécessaire d’utiliser
des techniques de vérification. Ces techniques sont donc devenues incontournables
dans le développement pour repérer des erreurs sans accorder plus de temps à la vé-
rification qu’à la conception des systèmes. Une telle vérification garantit le bon fonc-
tionnement et les mesures de performances en apportant des preuves sur l’absence ou
la présence de comportements spécifiques pour valider ou refuser un modèle.
Des travaux de recherches ont été menés afin de construire correctement ces sys-
tèmes par des méthodes telles que les méthodes de l’ingénierie dirigée par les modèles.
Ces méthodes contribuent à l’amélioration de modèles, concepts, langages et à la fois
le problème posé c-à-d le besoin et sa solution. Dans d’autres travaux, la vérification
est utilisée comme méthode pour étudier et vérifier les systèmes en exploitant des
techniques telles que la simulation ou le test. De plus, autres travaux de recherches
présentent et étudient des méthodes formelles telles que le Model Checking, SAT, les
algèbres de processus et les réseaux de Petri.
Dans ce chapitre, nous présentons l’ingénierie dirigée par les modèles qui traite
la conception des systèmes correctes par construction avec une vérification pour évi-
ter la présence d’erreurs logiques. À cet égard, la vérification de modèle contribue à
améliorer la fiabilité et la robustesse des systèmes. Le but est d’étudier l’absence de
comportements indésirables avec une modélisation des comportements attendus des
systèmes et particulièrement des applications distribuées. En outre, l’intégration aux
systèmes des méthodes formelles facilite la preuve des propriétés, et par conséquent
la validation des applications produites.
Nous commençons par présenter la définition du domaine de l’ingénierie dirigée
par les modèles avec une présentation de quelques méthodes de modélisation utilisées.
Ensuite, la vérification par la simulation et la vérification par le test seront présentées.
Enfin, des méthodes formelles seront introduites et nous allons présenter intuitive-
ment dans la conclusion le modèle formel que nous allons utiliser pour modéliser et
formaliser la sémantique de notre approche par composants.
3.2 L’Ingénierie Dirigée par les Modèles
L’Ingénierie Dirigée par les Modèles (IDM) est un domaine basé sur des approches
formelles de la vérification et de la validation [183]. Dans ces approches la vérifica-
tion concerne les phases de création et la validation concerne les phases de recette ou
de test d’acceptation. L’IDM consiste à manipuler différents modèles de l’application
à produire, depuis une description très abstraite jusqu’à une représentation qui cor-
respond à l’implantation effective du système. En effet, l’IDM conçoit l’intégralité du
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cycle de l’application et permet de la produire correctement par construction en se ba-
sant sur un raffinement itératif d’une spécification abstraite. L’IDM consiste à décrire
séparément les modèles au niveau des différentes phases du cycle de développement
d’une application (figure 3.1). Précisément IDM préconise la constitution des modèles :
— de besoins fonctionnels et techniques ;
— d’analyse et de conception ;
— de déploiement et de code.
Figure 3.1 – Le processus Y dirigé par les modèles.
La modélisation dans l’IDM se base souvent sur les standards de l’OMG (Object
Management Group) et en particulier le langage de modélisation UML (Unified Mo-
deling Language).
3.2.1 UML
UML est une notation graphique conçue pour représenter, spécifier, construire et
documenter les systèmes logiciels. En 1997, UML est devenu une norme OMG. Ses
deux principaux objectifs sont la modélisation des systèmes utilisant les techniques
orientées objets, depuis la conception jusqu’à la maintenance, et la création d’un lan-
gage abstrait compréhensible par l’homme et interprétable par les machines [63]. Il est
basé sur un langage expressif en utilisant plusieurs notations permettant de représen-
ter le même système selon différentes vues.
UML représente un vrai support de communication entre les différents interve-
nants d’un système facilitant la représentation et la compréhension de plusieurs élé-
ments à savoir les activités des acteurs, des processus, des schémas de base de données
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et des composants logiciels. Le langage UML est simple à comprendre et fournit un
bon moyen de communication entre différentes entités au sein d’un projet. En effet, il
fixe des règles de mise en œuvre décrivant la jonction entre les différents points de vue
statique, dynamique et fonctionnel, l’enchaînement des actions, l’ordonnancement des
tâches et la répartition des responsabilités. UML apporte une modélisation graphique
à base de diagrammes, classés selon trois catégories : structurel, comportemental et
interaction. UML a été largement mis en pratique, dans plusieurs domaines, pour mo-
déliser les services Web et leur composition [106, 182]. De plus, il est utilisé pour la
modélisation des systèmes embarqués [64] et pour la vérification de ces derniers en
temps réel [119].
Actuellement un grand intérêt est porté à l’enrichissement de la modélisation à
base d’UML. Cet intérêt est motivé principalement par l’apport d’analyse formelle
aux systèmes modélisés par UML. Il est à noter qu’il existe des efforts de recherche fo-
calisant sur l’utilisation des méthodes formelles avec UML comme la méthode B. Cette
méthode couvre toutes les phases d’un cycle de développement formel, partant d’une
spécification abstraite de haut niveau et qui par raffinement aboutit à un code exécu-
table. Cette approche est basée sur la preuve de théorèmes et propose des méthodes
de vérification de propriétés.
3.2.2 Méthode B
La méthode B 1 est une méthode de spécification formelle et une approche par mo-
dèle abstrait définissant un modèle mathématique du comportement d’un système.
Cette approche est constructive permettant de définir une structure de données et un
ensemble d’opérations. Elle est basée sur la logique du premier ordre et la théorie
des ensembles. Cette méthode effectue une analyse rigoureuse et prouve automati-
quement si des propriétés sont cohérentes et non contradictoires à l’aide des preuves
mathématiques.
L’objectif de la méthode B est de fournir une technique et des outils capables d’ai-
der la construction de logiciels d’une manière plus sûre. C’est une méthode transfor-
mationnelle c-à-d le modèle abstrait (une machine abstraite) se transforme étape par
étape (par des raffinements), jusqu’à l’obtention d’un modèle concret, proche du code
source (l’implémentation).
La méthode B a été conçue pour modéliser les systèmes distribués et plus générale-
ment des systèmes à événements discrets en utilisant son extension qui est la méthode
Event-B 2. Cette dernière fournit aussi une description de systèmes à base d’événe-
ments et de transitions avec une preuve de propriétés temporelles. Event-B simplifie
la notation de la méthode B, ce qui la rend plus facile à apprendre et à utiliser. En
effet, elle est constituée d’une description d’états avec des constantes, des variables,
des invariants et des événements remplaçant les opérations de la méthode B. Cette
1. http://www.methode-b.com/
2. http://www.event-b.org/
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méthode permet de décrire, par exemple, une évolution indéterministe d’un système
pour déterminer plusieurs propriétés comme la détection de blocages.
La méthode B est utilisée dans des projets industriels. Par exemple, en France, les
exigences fonctionnelles du système SACEM présent dans ligne A du RER à Paris ont
été formellement construites avec la méthode B [107]. De plus, elle est adoptée dans
le système de métro automatique de la ligne 14, qui représente la première ligne de
métro automatique à Paris [39].
3.3 La simulation et le test pour la vérification
La vérification est le processus consistant à vérifier si une conception satisfait cer-
taines spécifications (propriétés). La vérification peut traiter :
1. la vérification de la correction : aucune erreur de conception ;
2. la fiabilité : le système fonctionne tout le temps ;
3. la sécurité : pas d’utilisation non-autorisée.
La vérification est utilisée pour éviter la présence d’erreurs logiques. À cet égard, la
vérification de modèle contribue à améliorer la performance des systèmes distribués
et aussi à améliorer le niveau de confiance que nous pouvons mettre en eux. Les
méthodes de vérification peuvent se classer en vérification par la simulation et vérification
par le test.
3.3.1 Vérification par la simulation
Les modèles de simulation sont de plus en plus utilisés pour résoudre des pro-
blèmes, pour aider à la prise de décision et pour savoir si un modèle et ses résultats
sont corrects. Dans le cadre de la vérification, la simulation d’un modèle est le pro-
cessus de confirmation qu’il est correctement mis en œuvre par rapport au modèle
conceptuel [32].
Lors de la vérification par la simulation, le système est testé pour détecter et corri-
ger les erreurs dans la mise en œuvre du système. Divers procédés et techniques sont
utilisés pour assurer que le système correspond à des spécifications et à des hypo-
thèses à l’égard du modèle. L’objectif de la vérification par la simulation du modèle
est d’assurer que sa mise en œuvre est correcte.
Pratiquement, étant donné un modèle de système et une spécification désirée, les
concepteurs de systèmes reposent sur l’analyse et la simulation pour étudier le com-
portement de ce système. Les approches fondées sur la simulation assurent qu’un
nombre fini de traces d’exécution ou de scénarios du système établi par l’utilisateur
répond à la spécification désirée. La vérification en utilisant la simulation ne se base
pas sur un seul cas d’exécution mais sur tous les cas d’exécution possibles pour mon-
trer le bon fonctionnement du système. Cependant, il est difficile de générer tous les
cas d’exécution possibles ce qui peut empêche de détecter les erreurs cachées au ni-
veau des scénarios non déroulés [100]. Aussi, la vérification par la simulation implique
une lenteur du processus de vérification.
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3.3.2 Vérification par le test
La vérification par le test est une technique qui nécessite une préparation de tests
à l’avance avec une description de ses principales phases des spécifications précises
du système. Cette vérification est effectuée dans le cas où c’est difficile d’établir un
modèle du système [155]. Elle se base sur une construction des scénarios puis leur
exécution afin de valider ou vérifier le bon ou mauvais fonctionnement du système.
Deux types de tests existent, tests de défauts et tests de validation. Le premier
peut être effectué pour détecter les défauts et les erreurs dans un système. Un test de
défauts valide implique la découverte d’un défaut dans le système. Tandis que dans
le test de validation, la détection des défauts s’effectue pour montrer que le système
construit n’est pas correct et n’est pas utilisable en pratique. De plus, un test valide
montre que le scénario exécuté est bien implémenté. Avec le test, la vérification pour
découvrir des erreurs ou/et prouver sa correction peut s’exécuter manuellement ou
automatiquement.
Les tests peuvent être effectués sur le système en tant que test à boîte noire pour
tester une application en vérifiant que les sorties obtenues sont bien celles prévues
pour les données d’entrée [1]. Dans ce cas le système testé n’est pas visible. Par contre
dans le test à boîte blanche, l’accès total à la structure interne de l’implémentation
du système est autorisé et le test est effectué avec des techniques exhaustives [101]. La
vérification basée sur le test ne fournit pas une vraie garantie pour vérifier les systèmes
par rapport à une certaine spécification ou une propriété formelle, en utilisant par
exemple des méthodes formelles qui seront présentées dans la section suivante.
3.4 Les méthodes formelles
3.4.1 Définitions
Une méthode formelle permet de spécifier et modéliser les comportements désirés
et les propriétés structurelles d’un système afin de répondre à des objectifs définis,
comme décrit par Hoare dans [116] :
« A scientific theory is formalised as a mathematical model of reality, from which
can be deduced or calculated the observable properties and behaviour of a well-
defined class of processes in the physical world. »
De plus, une méthode formelle est une technique permettant de raisonner rigou-
reusement sur des logiciels informatiques pour démontrer leur validité par rapport à
des spécifications. La définition proposée par Wing dans [212] décrit plus clairement
l’utilité d’une méthode formelle :
« Applied to computer systems development, formal methods provide mathema-
tically based techniques that describe system properties. As such, they present a
framework for systematically specifying, developing, and verifying systems. »
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L’analyse formelle, donc, est une méthode pour prouver la logique d’un système
complexe, pour l’analyser et pour le vérifier.
Son utilisation a de nombreux avantages [110]. En voici un bref aperçu :
— les méthodes formelles sont puissantes pour détecter les erreurs et éliminer
certaines classes d’erreurs ;
— elles fonctionnent, en grande partie, en forçant les développeurs à réfléchir pro-
fondément aux systèmes à concevoir ;
— elles sont basées sur des notations mathématiques qui sont faciles à comprendre
par rapport aux programmes ;
— elles peuvent diminuer le coût de développement.
Au sens large, les méthodes formelles sont des outils puissants qui ne diffèrent pas
uniquement au niveau des notations mais aussi au niveau du choix du domaine de
la sémantique et le niveau d’analyse des propriétés des systèmes. L’intégration de ces
méthodes dans le processus de développement des applications complexes s’effectue
notamment dans le Model Checking, SAT, les algèbres de processus et les réseaux de
Petri.
3.4.2 Model Checking
Le Model Checking a émergé comme une approche prometteuse pour automatiser
la vérification si un modèle de système répond à ses spécifications [65]. Ce modèle a le
même impact que l’exécution d’un test exhaustif, en utilisant des évaluations symbo-
liques où chaque scénario possible est vérifié pour la correction. Le Model Checking
utilise plusieurs techniques de vérification automatiques pour des systèmes à états
finis et des systèmes complexes tels que les applications de conceptions de circuits
séquentiels et les applications des protocoles de communication. Ce type de vérifica-
tion est utilisé dans plusieurs travaux et particulièrement au niveau des modèles à
base de composants [120, 163, 201]. Par exemple dans [28], le Model Checking est in-
troduit dans la plateforme Vercors pour vérifier l’exactitude du modèle par rapport à
un ensemble de propriétés qui représentent des exigences de l’utilisateur.
Le Model Checking peut être caractérisé comme une procédure d’inférence qui
décide si une structure M satisfait une spécification donnée φ, formulée comme suit :
M  φ. Pratiquement, un algorithme de Model Checking prend en entrée une abs-
traction du comportement d’un système de transitions et une formule d’une certaine
logique, et retourne si l’abstraction satisfait ou non la formule.
Le Model Checking est une méthode de vérification efficace et complètement au-
tomatique par rapport aux méthodes basées sur la simulation et le test. Il est basé sur
des techniques d’abstractions permettant de remédier aux problèmes de temps et de
disponibilité des ressources tout en fournissant une vérification complète et efficace.
Ce modèle peut être basé sur la description à base de structure de kripke [56] de tous
les états possibles du système, et les transitions entre les états et les propriétés vérifiant
chaque état. La figure 3.2 montre le principe du Model Checking. D’abord, le modèle
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est décrit et ses états sont représentés, par exemple, par une structure de graphe. En-
suite, la propriété désirée est vérifiée pour la correction dans la structure de graphe.
Cette propriété désirée attendue peut être exprimée dans le temps à l’aide de la logique
temporelle linéaire (Linear Temporal Logic, LTL). Cette dernière est une logique propo-
sitionnelle avec des opérateurs supplémentaires pour le temps. En effet, elle est une
logique temporelle modale avec des modalités qui se référent au temps [171].
Figure 3.2 – Le Principe du Model Checking.
Finalement, si la propriété, par exemple exprimée par LTL, n’est pas vérifiée, un
contre-exemple peut être fourni pour identifier un cas d’exécution non conforme et
ainsi pour reproduire un chemin menant à l’erreur donnée. Ce principe se répète
jusqu’à ce que toutes les propriétés soient vérifiées par le modèle.
Cependant, l’énumération de tous les états conduit à une explosion combinatoire
pouvant compliquer la vérification en utilisant des méthodes formelles classiques. Il
s’agit donc de mettre en place des techniques spécifiques de réduction de l’espace
des états de ce problème pour fournir une vérification garantie et efficace. Une telle
réduction est proposée en utilisant par exemple des approches formelles spécifiques
comme SAT, les algèbres de processus et les réseaux de Petri.
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3.4.3 SAT
Le problème SAT est un problème se basant sur la logique propositionnelle. Il
consiste à décider si une formule mise sous forme normal conjonctive (Conjunctive
Normal Form, CNF) admet un modèle ou non. Cette forme de représentation consi-
dère la donnée d’une conjonction de clauses où une clause est une disjonction de
littéraux. Toutefois il existe des transformations permettant de mettre une formule
propositionnelle quelconque en CNF. Le problème SAT occupe une place particulière
en théorie de la complexité puisqu’il est le premier à être montré NP-Complet par
Cook [67].
Depuis les années soixante, de nombreux algorithmes de résolution de SAT ont
vu le jour [75, 76]. La recherche dans ce domaine a permis l’avènement de solveurs
appelés solveurs SAT modernes ou CDCL [154, 222] capables de résoudre des pro-
blèmes contenant des millions de variables et de clauses. Cette efficacité de résolution
a permis à cette technologie d’être exportée vers d’autres domaines d’applications.
En effet, plusieurs problèmes issues de la planification classique, la cryptographie, la
configuration de produits, etc. ont été encodés vers SAT.
Le champ d’application de SAT a été également élargi à d’autres domaines de re-
cherche comme le problème des formules booléennes quantifiées (Quantified Boolean
Formula, QBF), la satisfiabilité maximale (MaxSAT) ou encore dans le comptage et
l’énumération de tous les modèles d’une formule CNF.
3.4.4 Les algèbres de processus
Les algèbres de processus sont une famille de langages formels permettant de
modéliser les systèmes concurrents ou distribués. Ces algèbres fournissent un for-
malisme théorique sur lequel s’appuient divers outils de spécification et de vérifi-
cation [23, 46, 49]. Ils traitent des expressions formées de constantes, de variables et
d’opérateurs qui représentent des processus. Dans les algèbres de processus les sys-
tèmes sont décrits par les équations qui expriment leur comportement et/ou leurs
états. En plus, les systèmes de processus communicants sont représentés par des ex-
pressions algébriques, nommées des expressions de comportement. Plusieurs algèbres
ont été étudiées dans la littérature comme :
— CSP (Communicating Sequential Processes) [117] : est un langage formel pour
décrire les modes d’interaction dans les systèmes concurrents. Il permet la des-
cription des systèmes en termes de processus de composants qui fonctionnent
et évoluent indépendamment du reste de l’univers et interagissent avec d’autres
processus en se basant sur le passage de messages via des canaux. Ce langage
est appliqué au niveau des systèmes critiques, par exemple, les systèmes de
commandes des avions et au niveau des protocoles de réseau local [74] ;
— CCS (Calculus of Communicating Systems) [152] : fournit un outil pour une
description de haut niveau des interactions, communications et synchronisa-
tions entre un ensemble d’agents ou des processus indépendants. Ce langage
modélise les communications indivisibles entre deux participants en exploitant
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des primitives pour décrire la composition parallèle et le choix entre les actions.
Dans ce langage, les expressions sont interprétées comme un système de transi-
tion étiqueté. Il est utile pour évaluer la vérification de la correction qualitative
des propriétés d’un système tel que les blocages ;
— LOTOS (Language Of Temporal Ordering Specification) [121,197] : est un stan-
dard FDT (Formal Description Technique) qui a pour objectif la spécification
des communications des systèmes distribués. Il se base sur un langage d’abs-
traction de haut niveau et une base mathématique, adaptés à la spécification et
l’analyse des systèmes complexes. LOTOS se compose de deux sous-langages
intégrés pour spécifier les types de données ADT (Abstract Data Types) et les
comportements (Process Algebra). Il est utilisé pour analyser et spécifier une
variété de systèmes et il est supporté par des outils pour la spécification, la si-
mulation, la compilation, la génération de test et la vérification formelle. LOTOS
est utilisé pour la spécification de protocole dans les normes ISO OSI [47] ;
— pi-calcul [153,177] : est un langage destiné à modéliser les échanges de messages
entre des programmes parallèles et raisonner sur des systèmes distribués com-
municants. Ce langage se focalise sur la migration de processus entre pairs,
l’interaction des processus via des canaux dynamiques et la communication
des canaux privés. De plus, il décrit des systèmes de calculs concurrents dont
la configuration réseau peut varier au cours du temps. Il apporte la mobilité
qui est un concept important qui n’est pas modélisé par le langage CCS. Cette
mobilité signifie que les processus peuvent se déplacer dans l’espace physique
des sites de calcul, ils peuvent se déplacer dans l’espace virtuel des processus
liés et les liens peuvent se déplacer dans l’espace virtuel des processus liés. Le
pi-calcul est utilisé, par exemple, pour la description et l’analyse des protocoles
de sécurité [7] et dans la biologie moléculaire pour modéliser, analyser et si-
muler les systèmes biologiques [168]. En outre, ce langage est appliqué pour
modéliser et vérifier la composition des services Web [8, 215].
Classiquement, les algèbres de processus fournissent une analyse par bisimula-
tion (resp. simulation), à savoir, nous pouvons déterminer si deux processus ont des
comportements équivalents. Deux processus sont considérés comme équivalents s’ils
présentent les mêmes traces d’exécution. Un processus est contenu dans un autre si
l’ensemble de ses traces d’exécution sont inclus dans l’ensemble des traces d’exécution
de l’autre. De plus, deux processus sont équivalents s’ils ont des arbres d’exécution
équivalents c-à-d ils se simulent. Un processus est simulé par un autre si tous ses
comportements sont contenus dans les comportements de l’autre.
Par exemple, ce type d’analyse est utilisé dans [33] pour vérifier une application
à base de composants FRACTAL en utilisant la plateforme VerCors. Dans ce cas, cet
analyse est utilisé pour vérifier la spécification du modèle par rapport à un ensemble
de propriétés de logique temporelle et de fournir des diagnostics pour le concepteur.
La détection de blocages est une propriété parmi les propriétés vérifiées.
L’analyse par bisimulation est aussi utile, par exemple, pour montrer si un proces-
sus peut substituer un autre processus d’un système. D’autres exemples d’utilisation
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de la bisimulation sont la vérification de la redondance de processus dans un système
et l’étude des propriétés de sûreté.
3.4.5 Les réseaux de Petri
Un réseau de Petri est un modèle mathématique servant à représenter divers sys-
tèmes et applications informatiques et a été conçu en 1962 par Carl Adam Petri dans sa
thèse intitulée « Communication avec Automates » [167]. Un réseau de Petri constitue
un langage de modélisation orienté états pour simuler et vérifier certains ensembles de
propriétés comportementales des systèmes. Un réseau de Petri permet de représenter
différents états possibles au sein d’un système et de représenter les événements qui
déclenchent le changement d’un état [123]. Un réseau de Petri est un graphe bipar-
tie et s’appuie sur des places, des transitions et des arcs. Un arc relie alternativement
une place à une transition et une transition à une place. Les places jouent le rôle de
variables d’états. Elles prennent des valeurs représentées par des marques appelées
jetons et qui permettent de représenter les ressources disponibles. Les transitions re-
présentent les actions pouvant exécuter et effectuer des échanges de jetons entre les
places. En effet, ces transitions représentent des événements dont l’occurrence pro-
voque des changements d’états. Les arcs représentent l’orientation des échanges de
jetons.
Les réseaux de Petri sont souvent utilisés pour modéliser formellement et graphi-
quement les systèmes dynamiques échangeant les ressources. Ils ont fait l’objet de
nombreux travaux, par exemple, dans les systèmes de santé pour modéliser, à l’aide
d’une nouvelle classe, les protocoles médicaux et les ressources dont ces systèmes
ont besoin pour progresser [143]. De plus, dans les systèmes de fabrication flexibles
pour étudier la prévention de blocages en utilisant une modélisation de ces systèmes
concurrents à l’aide des réseaux de Petri [195].
Particulièrement, les réseaux de Petri sont aussi utilisés pour modéliser et étu-
dier des systèmes à base des architectures par composants [35, 71, 141, 218]. Par
exemple, dans [112] ils sont utilisés pour spécifier la contrôlabilité et la substituabi-
lité des protocoles de services qui interagissent de manière asynchrone et également
dans [20, 61, 79, 190, 216], ils sont utilisés pour modéliser la composition des services
Web. Il existe de nombreuses extensions de réseaux de Petri représentant des modèles
comme le montre la figure 3.3.
La modélisation des systèmes complexes a prouvé que tous les types de réseaux
de Petri ne possèdent pas la même importance concernant :
— la définition et la modélisation des systèmes parallèles, distribués et syn-
chrones ;
— la compréhension et l’étude des concepts qualitatifs et quantitatives, pour ef-
fectuer, par exemple, une telle simulation ;
— le processus d’analyse des comportements dans le but de réaliser, par exemple,
le Model Checking.
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Figure 3.3 – Les modèles principaux de réseaux de Petri [81].
3.5 Conclusion
Nous avons souligné dans ce chapitre la définition fondamentale d’une méthode
formelle et sa différence par rapport les méthodes de l’ingénierie dirigée par les mo-
dèles. Nous pouvons déduire que si nous choisissons soigneusement une telle mé-
thode formelle, le raisonnement logique et l’analyse formelle resteront par conséquent
les techniques et des facteurs prédominants qui influenceront et garantiront la perfor-
mance des systèmes en terme, par exemple, de l’absence de défauts ou de dysfonc-
tionnements.
Dans un premier temps nous avons expliqué la différence entre l’ingénierie dirigée
par les modèles, la vérification par la simulation et la vérification par le test. Dans
le premier cas, on considère la modélisation comme élément central d’une applica-
tion et consiste à concevoir des applications en s’abstrayant des technologies cibles.
Il propose de modéliser des applications à haut niveau d’abstraction, positionner les
modèles dans les processus de conception et générer le code des applications à par-
tir de leurs modèles. La spécification et la description des systèmes se réalisent en
amont et l’implémentation se génère correctement par construction. La modélisation
dans l’ingénierie dirigée par les modèles utilise dans la plupart de temps UML qui
n’apporte pas de preuves formelles car c’est un langage non formel et ne permet pas
d’effectuer des analyses formelles des systèmes. La méthode B est une approche basée
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sur un modèle permettant le développement correct avec raffinement à partir de spé-
cifications abstraites vers des codes exécutables, cette approche est basée sur la preuve
de théorèmes et propose des méthodes de vérification de propriétés pour les systèmes
produisent à partir l’ingénierie dirigée par les modèles.
Dans le deuxième et le troisième cas, on utilise ces deux techniques qui exigent
plus de temps pour découvrir les bugs. Une lacune importante, dans le processus
d’utilisation de la simulation et/ou de test pour la vérification et la validation, est
qu’il n’y a aucun moyen de dire quand ces techniques sont terminées (lorsque tous
les bugs dans le système ont été trouvés). En d’autres termes, le test et la simulation
peuvent être utilisés pour démontrer la présence de bugs, mais pas leur absence.
Nous avons exposé ensuite quelques exemples de méthodes formelles servant à
exprimer très rigoureusement les propriétés exigées pour un système complexe. Ces
méthodes servent à prouver de manière automatisée que les propriétés souhaitées sont
correctes ou non. le Model Checking est l’une de ces méthodes. Il est un processus for-
mel par lequel une propriété d’un comportement désiré (une spécification) est vérifiée
pour un système donné (un modèle). Cette vérification se réalise en étudiant les états
du système avec des techniques exhaustives. De plus, les algèbres de processus sont
un formalisme mathématique pour la description et l’étude des systèmes concurrents
permettant, par exemple, de vérifier les comportements indéterministes et les compor-
tements parallèles.
Puisque nous avons besoin de modéliser en détail des applications de visualisation
scientifique interactive, les réseaux de Petri semblent alors être une méthode efficace
notamment grâce à leur sémantique formelle de modélisation, d’analyse et de véri-
fication pour ces applications distribuées. Un modèle formel basé sur les réseaux de
Petri se prête bien aux applications interactives si il sait vérifier leur structure en se
basant sur la structure du réseau de Petri modélisant leur sémantique. La sémantique
formelle souhaitée ne se base pas sur l’ingénierie dirigée par les modèles, les algèbres
de processus ou le Model Checking, mais elle doit permettre à la fois d’aider l’utilisa-
teur à construire correctement son application et vérifier sa structure en localisant des
erreurs si elles existent.
Ce choix repose sur le fait que les réseaux de Petri sont à la fois une représentation
mathématique et une représentation graphique explicite qui possèdent une représen-
tation formelle avec une syntaxe et une sémantique bien définie pour fournir des
preuves formelles de plusieurs propriétés, par exemple, des propriétés structurelles.
En effet, ils représentent une bonne approche pour (1) modéliser des systèmes dy-
namiques échangeant des ressources, (2) étudier la décidabilité des propriétés et (3)
intégrer des algorithmes pour les vérifier tout en gardant la classe de comportements
du système étudié. Comme un outil mathématique, il est possible de mettre en place
des équations d’état, des équations algébriques et d’autres modèles mathématiques
dirigeant généralement le comportement de tout type de systèmes et particulièrement
les différents comportement de systèmes tels que la simultanéité, la concurrence, le
choix, la synchronisation, le parallélisme et le partage des ressources.
Le chapitre suivant décrit le cadre général de nos travaux concernant le modèle par
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composants dédié aux applications de visualisation scientifique interactives et concer-
nant la méthode formelle pour modéliser ces applications. Cette méthode sera utilisée
pour vérifier des propriétés structurelles et pour étudier la correction de la reconfigu-
ration dynamique des applications construites.
Deuxième partie
Contributions
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Everyone who has never made a mistake has never tried anything new.
Albert EINSTEIN
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4.1 Introduction
Depuis plusieurs décennies, les approches à base de composants ont attiré beau-
coup d’attention en génie logiciel. Plusieurs domaines typiques ont connu une réussite
en exploitant cette approche comme les services Web, les systèmes critiques ou les sys-
tèmes distribués. Les modèles par composants existants sont destinés à factoriser les
efforts de développement face à la complexité de construction des applications. Dans
tous les modèles par composants, il existe une base commune, mais il existe aussi
quelques particularités du domaine d’application visé. Cela est appliqué aux applica-
tions de visualisation scientifique interactive nécessitant une performance.
L’objectif de ce chapitre est de présenter le cadre général de nos contributions, pour
le projet ANR Modèles Numériques ExaviZ c-à-d un modèle par composants dédié
aux applications de visualisation scientifique interactives. De plus, nous présentons
le cadre général de la formalisation du modèle que nous proposons en utilisant une
méthode formelle à savoir les réseaux de Petri. En outre, nous présentons le principe
de notre reconfiguration dynamique.
4.2 Modèle de composants
Les scientifiques sont très intéressés à utiliser de nouveaux outils de visualisation
et de rendu graphique dans le but d’améliorer la compréhension des phénomènes étu-
diés. En effet, les applications de visualisation scientifique interactives se basent sur
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la coopération de codes d’exploration interactive des données, de codes de simula-
tion et de supports de visualisation. Cette coopération s’appuie sur l’assemblage des
différentes parties très hétérogènes de ces applications. Les modèles existants dans la
littérature n’intègrent pas les contraintes de ce type d’applications comme la perfor-
mance de l’application et sa reconfiguration dynamique.
Le modèle destiné à la visualisation scientifique présenté dans [138–140] se base
sur des composants bloquants c-à-d ils n’itèrent que quand tous les ports d’entrée
reçoivent des données. De plus, ce modèle n’a jamais été formalisé à l’aide d’une
méthode précise. Notre projet de doctorat se base sur la proposition du modèle ComSA
qui est une extension de ce modèle en enrichissant l’architecture et le comportement
des composants par l’ajout de Relations d’incidence. Ce modèle permet de rendre un
composant non bloquant au niveau de ses ports d’entrée et de ses ports de sortie c-
à-d le composant n’attend pas que tous ses ports d’entrée soient alimentés pour qu’il
puisse faire des traitements.
Le modèle de composants ComSA est basé sur une coordination exogène. S’il ne
comprend pas les caractéristiques générales comme la tolérance de panne ou la dé-
couverte de services qu’on retrouve dans l’approche générale CCM présentée, section
2.4.1, il est spécifiquement conçu pour répondre aux contraintes des applications in-
teractives à base de composants dont les fréquences sont très différentes.
Pour une telle modélisation, nous avons proposé une sémantique détaillée de
chaque élément appartenant à notre modèle ComSA soit un composant ou un connec-
teur. La sémantique définie sert à vérifier qu’une modélisation est bien valide et
respecte bien le comportement des composants, des connecteurs et des applications
construites.
4.3 Formalisation du modèle de composants
Après la proposition du modèle de composants ComSA servant à construire des
applications de visualisation scientifique interactives, l’objectif suivant est de proposer
une méthode pour modéliser les applications interactives développées. La méthode
présentée est basée sur les réseaux de Petri et spécialement sur une classe nommée ré-
seaux FIFO colorés stricts. Cette méthode sert à formaliser notre modèle par composants
et décrire le comportement dynamique de nos applications. Les réseaux FIFO colorés
stricts sont une sous classe des réseaux de Petri colorés comme le montre la figure 4.1.
La méthode proposée aide les utilisateurs à concevoir, construire et modifier une
application à partir d’une description des composants qui la constituent, de leur as-
semblage et des contraintes associées. La formalisation de notre modèle permet de vé-
rifier que les propriétés d’une application comme le démarrage, la vivacité ou l’absence
d’interblocage sont bien respectées. L’étude de la vivacité des applications ComSa se
réalise en les transformant en réseaux FIFO colorés stricts. Cette transformation aide
à étudier des propriétés sur les réseaux FIFO colorés stricts comme la détection des si-
phons et la détection des siphons contenant des trappes. Ainsi, nous avons utilisé une
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Figure 4.1 – Les modèles principaux de réseaux de Petri avec les réseaux FIFO colorés stricts représentés
avec la couleur rouge.
traduction vers un problème de décision SAT pour l’implémentation afin d’analyser
la modélisation pour détecter les éventuels blocages. L’énumération des blocages per-
met de définir une condition de démarrage garantissant la vivacité des applications
ComSA. À titre d’exemple, la figure 4.2 montre les différentes étapes du processus
d’étude de la vivacité des applications ComSA.
4.4 Reconfiguration dynamique du modèle de composants
Les applications à base de composants doivent faire face à des utilisateurs. La
reconfiguration dynamique est devenue un besoin des utilisateurs qui souhaitent faire
évoluer leur application au cours de son exécution.
Les applications visées par ExaviZ sont définies et composées de codes très hété-
rogènes qui contiennent des composants (1) de simulation pour analyser les résultats,
(2) de visualisation en temps réel et (3) d’interaction avec les composants de calculs ou
d’analyses. Dans les applications ComSA, nous avons étudié la reconfiguration dyna-
mique permettant d’ajouter, d’enlever ou de remplacer un composant ou un groupe
de composants. Ainsi, l’utilisateur peut, par exemple, ajouter une phase intermédiaire
d’analyses.
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Figure 4.2 – Le processus d’étude de la vivacité des applications ComSA.
Figure 4.3 – Le processus de reconfiguration des applications ComSA.
Notre approche garantit une reconfiguration correcte avec le plus grand nombre
possible de composants qui continueront à fonctionner au cours de la reconfigura-
tion. Ainsi, la reconfiguration des applications ComSA permet d’arrêter juste la partie
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qu’elle impacte pour minimiser les services indisponibles. Ce processus de reconfigu-
ration est illustré par la figure 4.3.
Dans la suite de ce mémoire, Nous allons présenter un modèle par composants des
applications de visualisation scientifique interactives sur lequel se base notre thèse à
savoir ComSA. Nous allons introduire aussi les résultats de nos recherches concernant
la formalisation de notre modèle par composants en utilisant notre classe des réseaux
Petri appelé réseaux FIFO colorés stricts ainsi que l’exploitation de cette classe pour
vérifier la vivacité des applications ComSA. De plus, nous allons introduire un autre
résultat qui a comme objectif la reconfiguration dynamique des applications basées
sur le modèle ComSA.

There are two ways of constructing a software design. One way is to make
it so simple that there are obviously no deficiencies. And the other way is
to make it so complicated that there are no obvious deficiencies.
C. A. R. HOARE
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5.1 Introduction
La construction et l’analyse des applications de visualisation scientifique interac-
tive est basée sur un modèle par composants destiné à la visualisation scientifique
interactive telle qu’elle est définie dans le chapitre 1. Ce modèle est basé sur une com-
position spatio-temporelle car il est équipé par des fonctionnalités control flow pour
représenter les schémas de coordination. De plus, il est équipé par un schéma data
flow pour la représentation des données. Le modèle présenté fait référence aux diffé-
rents éléments constituant les applications construites et a comme objectif de coupler
les différents codes de calculs, de visualisation et d’interaction.
Les applications visées sont construites à partir de composants très différents, cha-
cun d’eux ayant ses propres comportements. Certains peuvent être lents, comme la
simulation, d’autres peuvent être rapides. L’interaction introduit des contraintes de
performance. En effet, le résultat doit être rapidement visible à l’utilisateur pour com-
prendre ce qu’il fait.
Nous présentons dans ce chapitre une approche par composants ComSA
(Component-based approach for Scientific Applications) qui prend en compte les
caractéristiques précises des applications de visualisation scientifique interactives.
D’abord, ce modèle est présenté en détail avec ses différents éléments. Nous détaillons
ensuite la construction des applications de visualisation scientifique interactives en
se basant sur l’assemblage des éléments présentés. Finalement, ces applications vont
être décrites par des graphes représentant la composition de l’application avec une
formalisation de leur sémantique.
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5.2 Le modèle ComSA
Notre approche ComSA est basée sur des composants, des connecteurs et des liens.
Les composants réalisent les différents traitements comme la simulation, le rendu
graphique, l’interaction, etc. Les connecteurs et les liens permettent l’acheminement
des données et l’interconnexion des composants. Les applications construites sont ba-
sées sur l’intergiciel FlowVR 1 que le modèle ComSA modélise et notamment la dé-
finition du comportement itératif des composants. De plus, les applications ComSA
prennent en compte des contraintes de performance de la visualisation scientifique.
Ces contraintes doivent être respectées lors de l’assemblage des composants, réalisé
par des non spécialistes ou des thématiciens, pour obtenir une application fonction-
nelle et performante.
5.2.1 Les composants
Un composant est une boîte noire formée de ports d’entrée et de ports de sortie
qui jouent le rôle d’interfaces entre le composant et l’extérieur. Dans [140] les ports
d’un tel composant sont bloquants c-à-d le composant reste en attente s’il n’a pas reçu
un nouveau message sur chacun de ses ports d’entrée connectés.
Nous allons étendre la définition du composant afin de décrire les différents com-
portements du composant sous forme de relations d’incidence permettant de définir
comment un composant consomme des données sur ses ports d’entrée et produit des
résultats sur ses ports de sortie. En effet, la définition proposée ne garde plus la notion
de port bloquant pour un composant mais cette notion reste valable pour une relation
d’incidence donnée.
Définition 2 Un composant est un quadruplet :
C = (IdC, pInC ∪ {s}, pOutC ∪ {e}, IRC).
— IdC son identifiant unique ;
— pInC l’ensemble de ses ports d’entrée données ;
— s un port d’entrée de déclenchement ;
— pOutC l’ensemble de ses ports de sortie données avec pInC et pOutC disjoints ;
— e un port de sortie de signalement ;
— IRC un ensemble de relations d’incidence ;
Un composant C possède ainsi deux types de ports : des ports d’entrée et des
ports de sortie. Les ports d’entrée contiennent des ports d’entrée pInC qui utilisent les
données produites par d’autres composants. De plus, il contient le port s de déclenche-
ment qui mentionne à un composant qu’il peut commencer l’exécution d’une nouvelle
itération. Les ports de sortie contiennent des ports de sortie pOutC qui fournissent des
données aux autres composants et le port e de signalement qui indique que le com-
posant a fini l’exécution de son itération. Les données qui circulent dans l’application
1. http://flowvr.sourceforge.net/
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sont appelées des messages. Par contre, un composant ne connaît pas l’origine des
messages qu’il reçoit ni la destination des messages qu’il produit.
in1 in2 in3 in4
r1 r2 r3
out1 out2 out3
s
e
Figure 5.1 – Exemple d’un composant avec ses relations d’incidence.
Le comportement du composant est donc décrit par des relations d’incidence.
Comme l’illustre la définition 3 elles expriment des dépendances entre les ports d’en-
trée et de sortie.
5.2.1.1 Relation d’incidence
Définition 3 Une relation d’incidence d’un composant C est définie par :
r = IRin → IRout
où IRin ⊆ pInC est l’ensemble des ports d’entrée de r qui s’ils contiennent des données
assurent que le composant produit des données sur les ports IRout ⊆ pOutC de r.
Ainsi une relation d’incidence correspond à un mode opérationnel du composant
qui peut être assimilé à un service précis rendu par le composant. Finalement le com-
portement d’un composant se définit par l’ensemble des relations d’incidence qui sont
vérifiées.
Définition 4 Une relation d’incidence r ∈ IRC d’un composant C est vérifiée, si ses ports
d’entrées contiennent des données pour qu’elle puisse produire des résultats au niveau de ses
ports de sortie.
Par exemple, comme illustré par la figure 5.1, si les ports d’entrée in3 et in4
contiennent des données et le port s contient un signal s’il est connecté, alors la re-
lation d’incidence r3 est vérifiée et elle peut produire des données résultats au niveau
de son port de sortie out2 et au niveau du port e.
Pour un composant donné C, nous introduisons les notations suivantes :
— PortC désigne l’ensemble des ports d’entrée et de sortie d’un composant C,
PortC = pInC ∪ pOutC ;
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— IRin(r) et IRout(r) désignent respectivement, l’ensemble des ports d’entrée et
de sortie de la relation d’incidence r ;
— Pour un port d’entrée p ∈ pInC, IRout(p) désigne l’ensemble des relations d’in-
cidence r tel que p ∈ IRin(r). Symétriquement, pour un port de sortie p de C,
IRin(p) désigne l’ensemble des relations d’incidence de C tel que p ∈ IRout(r) ;
— Pour un ensemble de relations d’incidence E , IRin(E) et IRout(E) désignent res-
pectivement, l’ensemble des ports d’entrée et de sortie des relations d’incidence
appartenant à E , IRin(E) =
⋃
r∈E IRin(r) et IRout(E) =
⋃
r∈E IRout(r) ;
— IRout(pInC) désigne l’ensemble des ports de sortie des relations d’incidence vé-
rifiées par l’ensemble pInC c-à-d IRout(pInC) = {o ∈ IRout(r)|IRin(r) ⊆ pInC}.
5.2.1.2 Comportement d’un composant
Dans le cadre des applications visées, les composants sont itératifs et ne
connaissent pas la source des données reçues et la destination des données envoyées.
La seule connaissance de chaque composant est la liste de ses ports d’entrée, de ses
ports de sortie et de ses relations d’incidence. Pour notre modèle, le processus itératif
d’un composant est une boucle appelée « wait-get-put » illustrée figure 5.2 et définie
par :
Définition 5 L’itération d’un composant appelé « wait-get-put » consiste à :
wait : Attendre
— des données sur tous les ports d’au moins une relation d’incidence du composant ;
— un signal de déclenchement sur son port s s’il est connecté.
get : Consommer une donnée sur tous les ports d’entrée des relations d’incidence vérifiées
pour exécuter la tâche correspondante à chacune des relations vérifiées.
put : Envoyer
— les résultats produits sur les ports de sortie de toutes les relations d’incidence véri-
fiées ;
— sur le port e un signal notifiant la fin d’une itération.
Chaque composant gère en interne un numéro d’itération qui permet de suivre
ce processus « wait-get-put ». Ce numéro d’itération est également indiqué en entête
de chaque message produit par le composant sur les ports de sortie des relations
d’incidence vérifiées.
5.2.2 Les connecteurs
Assembler des composants, pour réaliser une application, consiste à définir un
schéma de communications permettant les échanges de données sur les interfaces des
composants soient leurs ports d’entrée et de sortie. Ce schéma de communications se
base sur des connecteurs et des liens. Les connecteurs réalisent l’acheminement des
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Récupérer les données des relations d’incidence vérifiées
Exécuter tâche(s)
Envoyer les résultats des relations d’incidence vérifiées
Envoyer un signal
Attendre les données
Attendre un signal
out1 out2 out3 outn
s
e
Figure 5.2 – Le comportement du composant du modèle ComSA.
messages selon une politique adaptée à la communication entre des composants itéra-
tifs ayant des fréquences différentes. Les liens formalisent les liaisons entre composants
et connecteurs. Dans la littérature, il existe trois classes de connecteurs chacune avec
son comportement bien défini [22, 164] :
— communication synchrone permettant d’échanger les données directement.
Dans cette communication le composant émetteur et le composant récepteur
sont cadencés à la même horloge. Le composant récepteur reçoit de façon conti-
nue les informations au rythme où le composant émetteur les envoie ;
— communication asynchrone peut avoir un buffer limité. Ce buffer est utilisé
pour stocker les données envoyées par le composant émetteur, mais pas encore
distribuées vers le composant récepteur ;
— communication avec perte livre seulement certaines données reçues et perd le
reste.
Dans notre modèle ComSA, nous avons choisi des connecteurs qui appartiennent
aux classes des communications définies ci-dessus.
Définition 6 Un connecteur est un quadruplet
con = (Id, {i, s}, {o}, t)
où i est un port d’entrée, o un port de sortie et t son type. Les paramètres Id et s sont similaires
à leurs homonymes dans un composant.
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Dans le cadre des applications de visualisation scientifique interactives, certains
composants, par exemple, de la partie visualisation, ont besoin de fonctionner à leur
propre fréquence. Dans ce cas, il faut offrir des schémas de communication qui per-
mettent de fournir des messages vides, par exemple, quand un composant récepteur
est prêt et que le composant émetteur n’a pas encore envoyé une nouvelle donnée.
Dans ComSA, nous avons défini trois types de connecteurs [140] qui couvrent les
cas d’utilisations les plus connus. Ces connecteurs sont illustrés figure 5.3 et sont les
suivants :
— sFIFO est une liaison simple de type file FIFO où, pour éviter les déborde-
ments, l’émetteur attend un signal de déclenchement sur son port s en général
envoyé par le récepteur. Les composants récepteurs peuvent ralentir les com-
posants émetteurs et réciproquement. Cela influence sur la fréquence globale
d’une application ce qui peut impliquer un impact négatif sur son interactivité ;
— bBuffer et nbBuffer conservent les messages et n’en délivrent un que s’ils ont
reçu un signal de déclenchement sur leur port s. Le nbBuffer est la variante
non bloquante du bBuffer c-à-d il génère un message vide pour le récepteur
lorsqu’il est déclenché alors qu’il n’a aucun message en attente ;
— bGreedy et nbGreedy ne stockent que le dernier message reçu et le délivrent à
la réception d’un signal de déclenchement sur leur port s. Le nbGreedy est la
variante non bloquante du bGreedy.
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Figure 5.3 – Les connecteurs : (a) sFIFO, (b) bBuffer, (c) nbBuffer, (d) bGreedy et (e) nbGreedy.
5.2.3 Les liens
Les liens permettent de relier les composants et les connecteurs via leurs ports.
Définition 7 Un lien est un couple 〈xp, yq〉 où x, y sont des composants ou des connecteurs,
p ∈ pOutx ∪ {e} et q ∈ pIny ∪ {s}. Lorsque p 
= e, q 
= s et que x ou y est un connecteur
le lien est dit lien de données. Lorsque p = e, q = s et que x est un composant alors le lien est
dit lien déclencheur.
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Définition 8 Soient 〈xp11 , yq11 〉 et〈xp22 , yq22 〉 deux liens de données. 〈xp11 , yq11 〉 et〈xp22 , yq22 〉 sont
dit compatibles si yq11 
= yq22 .
Il existe deux types de liens :
— les liens de données : ces liens transmettent les données des ports de données
entre les connecteurs et les composants. Un connecteur est toujours positionné
entre deux composants pour définir la politique de communication entre les
composants. Un lien de données n’est connecté qu’avec un seul port d’entrée
ou de sortie d’un connecteur ou d’un composant ;
— les liens de déclenchement : les signaux déclencheurs sont transmis à l’aide des
liens de déclenchement. Ces liens représentent le control flow dans le modèle
ComSA. D’autre part, si un port s d’un composant est connecté avec plusieurs
liens de déclenchement, le composant ne commence pas son itération s’il n’a
pas reçu un signal de chacun de ces liens connectés.
5.3 Graphe d’application
Finalement, l’application va être décrite par un graphe qui connecte les ports de
sortie aux ports d’entrée des composants et des connecteurs. De plus, un port d’entrée
de données ne peut être alimenté que par un seul lien.
Pour la suite nous considérons les définitions suivantes :
Définition 9 Une application App est définie par le graphe (Comp
⋃
Conn, Dl
⋃
Tl) où
Comp est l’ensemble des composants, Conn l’ensemble des connecteurs, Dl l’ensemble des
liens de données deux à deux compatibles et Tl les liens déclencheurs.
Définition 10 Dans une application (Comp
⋃
Conn, Dl
⋃
Tl), le port p d’un composant x
est dit connecté s’il est le sommet d’un des arcs de Dl
⋃
Tl.
Définition 11 Dans une application (Comp
⋃
Conn, Dl
⋃
Tl), un canal de communication
entre un port de sortie o d’un composant C1 et un port d’entrée i d’un composant C2 passe
toujours à travers un connecteur c et est décrit par les deux liaisons de données 〈o, ci〉, 〈co, i〉.
Ce canal est défini par Co1
c→ Ci2.
Dans une application, les composants doivent être connectés de façon à assurer
que les données arrivant sur un port d’entrée pourront être consommées par au moins
une relation d’incidence d’une part et qu’un port de sortie connecté fournira bien des
données d’autre part. La définition suivante formalise ces notions.
Définition 12 Notons pIncC (resp. pOut
c
C) l’ensemble des ports d’entrée (resp. de sortie)
connectés pour un composant C dans une application App. On dit alors qu’une relation d’in-
cidence r est déclenchable si IRin(r) ⊆ pIncC. Notons IRcC ⊆ IRC l’ensemble des relations
d’incidence qui peuvent être déclenchées à partir de pIncC alors :
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— un composant est bien connecté en entrée si IRin(IRcC) = pIn
c
C ;
— un composant est bien connecté en sortie si IRout(IRcC) ⊆ pOutcC ;
— une application App est bien formée si tous ses composants sont bien connectés en
entrée et en sortie.
Une application bien formée permet de prévenir les cas de saturation des ports
d’entrée de relations d’incidence qui ne sont jamais déclenchées et les cas de blocage
dus à la connexion d’un port de sortie de ces mêmes relations d’incidence.
L’application illustrée par la figure 5.4, s’inspire du projet ExaviZ et est basée sur
une simulation de dynamique moléculaire. Dans cette application, le composant Si-
mulation génère des positions d’atomes affichés en temps réel par le composant Visua-
lisation. De plus, un composant Interaction (par exemple gérant un Omni Phantom R©)
permet de contrôler la position 3D d’un avatar évoluant parmi les atomes. Il permet
aussi d’activer une force calculée par un composant ForceGenerator à partir d’une dis-
tance entre l’avatar et l’atome qui a été sélectionné, force renvoyée à la simulation
pour influencer la dynamique moléculaire. Lorsque la force est appliquée, le compo-
sant Simulation génère également l’énergie du système d’atomes, énergie qui peut être
affichée par Visualisation.
G1
Simulation
F
Pos En
s
e
Interaction
Evt
s
e
G2 B1
ForceGenerator
Pos Evt
F Av
s
e
G3 G4 G5 G6
Visualisation
F Av Pos En s
e
Figure 5.4 – Exemple de graphe d’application (seuls deux liens déclencheurs ont été représentés pour
ne pas charger le graphe).
D’après les définitions 2 et 3, les composants sont définis comme suit :
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— CS = {”Simulation”, F, s}, {Pos, En, e}, IRS}
avec IRS = {∅ → {Pos}, {F}→ {Pos, En}} ;
— CI = {”Interaction”, {s}, {Evt, e}, IRI}
avec IRI = {∅ → {Evt}} ;
— CF = {”ForceGenerator”, {Pos, Evt, s}, {Av, F, e}, IRF}
avec IRF = {{Pos, Evt}→ {Av, F}, {Evt}→ {Av}} ;
— CV = {”Visualisation”, {F, Av, Pos, En, s}, {e}, IRV}
avec IRV = {{F}→ ∅, {Av}→ ∅, {Pos}→ ∅, {En}→ ∅}.
Afin de garantir la performance, le schéma de communications est basé sur des
connecteurs de type Greedy afin de perdre les données qui pourraient saturer les com-
posants les plus lents. Cependant, les événements émis par Interaction qui déclenchent
le calcul de la force influençant le cours de la simulation sont de type clic souris et ne
peuvent donc pas être perdus. D’où un connecteur de type Buffer entre Interaction et
ForceGenerator. Le choix entre des connecteurs de type bloquant ou non est fortement
lié aux relations d’incidence des composants. Par exemple, les relations d’incidence de
ForceGenerator montrent que le port Evt peut être qualifié de bloquant car le composant
ne procède à une itération que si ce port est alimenté. Donc, en fonction de la capacité
de ForceGenerator à traiter des messages vides, nous choisirons un bBuffer ou un nbBuf-
fer, le second permettant de préserver la performance du module. En revanche, le port
Pos n’étant pas dans les deux relations d’incidence, est dit non bloquant et le connec-
teur G2 peut être un bGreedy sans que cela influence la fréquence de ForceGenerator. Il
en est de même pour les composants Simulation et Visualisation qui n’ont aucun port
bloquant. Les connecteurs en amont peuvent être simplement des connecteurs bGreedy
qui ont l’avantage d’être moins coûteux en ne générant pas de messages vides.
Le port s, même si ce n’est pas utilisé sur cet exemple, est toujours un port bloquant
et permet de contrôler, s’il est connecté, les itérations du composant quel que soit ses
relations d’incidence.
5.4 La sémantique du modèle ComSA
Pour une modélisation des comportements de notre modèle ComSA, il est donc
nécessaire de formaliser la sémantique des composants, des connecteurs et d’une ap-
plication afin ensuite de démontrer qu’une modélisation est bien conforme à cette
sémantique.
Pour un composant et un connecteur il s’agit de formaliser l’opération effectuée
lorsqu’ils sont déclenchés. Pour cela nous devons introduire des définitions supplé-
mentaires, en particulier pour exprimer la consommation et la production des mes-
sages. Dans ces définitions, les composants et les connecteurs se déclenchent unique-
ment en fonction de l’état de leurs ports d’entrée, leur comportement indique donc
comment le composant ou connecteur met à jour son état quand ils sont déclenchés.
L’application, par l’intermédiaire des liens, va elle aussi mettre à jour l’état de ces
objets en vidant les ports de sortie des uns pour remplir les ports d’entrée des autres.
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Nous aurons besoin de la notion de file d’attente (FIFO) avec les opérations clas-
siques suivantes : si f est une file FIFO et e un élément, on note f +e l’ajout de e dans
la file FIFO, f ↑ le prochain élément à sortir de la file FIFO, c-à-d le plus ancien, cette
fonction est définie uniquement si f est non vide. f -- est la suppression de l’élément
le plus ancien de la file. Enfin ∅ représente la file FIFO vide.
Définition 13 Soit
−→
P = (pi)1≤i≤n un vecteur de ports distincts et
−→
M= (mi)1≤i≤m un vec-
teur de messages. On dit que
−→
M et
−→
P sont compatibles s’ils ont la même longueur et s’ils sont
ordonnés de telle manière que le message mi est destiné au port pi. Le message mi peut être
noté vide mi = ∅ pour signifier l’absence de message.
Pour un vecteur de messages
−→
M compatible avec
−→
P , la notation mpi (où pi ∈
−→
P )
désigne le message mi de
−→
M.
Définition 14 Soit
−−→
pInC le vecteur des ports d’entrée d’un composant C et
−→
M un vecteur de
messages compatible, on dit que
−→
M vérifie r ∈ IRC si et seulement si ∀p ∈ IRin(r) mp 
= ∅.
On note VC(
−→
M) l’ensemble des relations d’incidence de C vérifiées par
−→
M.
Un composant, selon notre modèle ComSA, procède à une itération dès que ses
ports sont alimentés pour au moins une de ses relations d’incidence. Les messages
correspondants sont alors consommés et les autres messages qui peuvent ne pas être
vides attendent la prochaine itération. Enfin les résultats produits sont portés sur les
ports de sortie des relations d’incidence ayant déclenchées l’itération. Soient ΦC et
ΨC les deux fonctions ci-dessous qui permettent de définir la consommation et la
production des messages lorsqu’un composant procède à son itération.
Définition 15 Soit ΦC la fonction qui, à partir d’un vecteur de messages en entrée d’un
composant compatible avec les ports d’entrée, construit le vecteur de messages restant en entrée
à la fin de l’itération.
ΦC(
−→
M) =
−→
M′ tel que m′p =
∣∣∣∣∣
∅ ∀p ∈ IRin(VC(−→M))
mp sinon
Définition 16 Soit ΨC la fonction qui, à partir d’un vecteur de messages
−→
M en entrée d’un
composant et compatible avec les ports d’entrée, construit le vecteur de messages
−→
M′ portés sur
les ports de sortie.
ΨC(
−→
M) =
−→
M′ tel que
−→
M′ est compatible avec
−−−→
pOutC et
m′p =
∣∣∣∣∣
ωp si p ∈ ∪r∈VC(−→M) IR
out(r)
∅ sinon
où ωp est le résultat produit par C à destination du port p.
Soient
−−→
MIn un vecteur de messages compatible avec
−−→
pInC,
−−→
MOut un vecteur de
messages compatible avec
−−−→
pOutC, it le numéro d’itération du processus itératif du
5.4. La sémantique du modèle ComSA 85
composant et me, ms les messages associés aux ports de signalement et de déclenche-
ment, l’état d’un composant est défini par le tuple (
−−→
MIn,
−−→
MOut, it, me, ms). L’itération
d’un composant est alors formalisée par le passage de l’état (
−−→
MIn,
−→
M∅, it, ∅, 1) à l’état
(Φ(
−−→
MIn), Ψ(
−−→
MIn), it + 1, 1, ∅) lorsque VC(
−−→
MIn) 
= ∅ (−→M∅ désigne un vecteur de mes-
sages vides).
Si le port s d’un composant n’est pas connecté dans l’application, on considère que
ms est remis à 1 après chaque itération. Le déclenchement du composant ne dépend
alors que de la vérification d’au moins une relation d’incidence.
La sémantique des connecteurs est plus simple à définir. Le connecteur sFIFO peut
s’assimiler à un simple fil qui laisse transiter les messages sachant qu’il ne peut rece-
voir qu’un seul message à la fois. Ainsi si l’état du connecteur est décrit par (min, mout)
où min est le message sur son port i et mout est le message porté sur son port o, ce
connecteur passe de l’état (min, ∅) à l’état (∅, min).
Pour les deux autres familles de connecteurs, il faut définir leur manière de gérer
les messages qu’ils reçoivent avec stockage pour les connecteurs de type Buffer ou avec
perte pour les connecteurs de type Greedy.
L’état d’un connecteur de type Greedy est décrit par un tuple (min, mout, mstore, ms)
où min est le message sur son port i, mout le message porté sur o, mstore le message
conservé par le connecteur et ms le message associé au port s du connecteur. Le dé-
clenchement sera différent suivant que le connecteur est bloquant ou non. Le message
vide (qui est différent de l’absence de message) est noté m∅. Les comportements sont
résumés par la table 5.1. Dans cette table les messages en gras indiquent la présence
obligatoire d’une donnée.
bGreedy
État de déclenche-
ment
État final
(min, ∅, mstore, 1) (min, mstore, ∅, ∅)
(min, ∅, mout, ∅) (∅, ∅, min, ∅)
nbGreedy
État de déclenche-
ment
État final
(min, ∅, mstore, 1) (min, mstore, ∅, ∅)
(min, ∅, ∅, 1) (∅, m∅, ∅, ∅)
(min, ∅, mstore, ∅) (∅, ∅, min, ∅)
Table 5.1 – Les états des connecteurs de type Greedy.
Pour les connecteurs de type Buffer ce n’est plus le dernier message qui est sto-
cké mais tous les messages qui arrivent sur le port i. Ainsi l’état du connecteur est
représenté par le tuple (min, mout, Lstore, ms) où min est le message sur son port i, mout
le message porté sur o, Lstore la file FIFO des messages contenus dans le buffer de ces
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connecteurs et ms le message porté sur le port s. Alors, la table 5.2 synthétise le nouvel
état du connecteur lorsqu’il est déclenché. Ces connecteurs sont déclenchés soit à l’ar-
rivée d’un signal ms = 1 sur le port s soit à l’arrivée d’un message sur i. Comme dans
la table 5.2, les messages écrits en gras indiquent la présence effective d’une donnée.
Cette convention est étendue pour la file FIFO Lstore.
bBuffer
État de déclenche-
ment
État final
(min, ∅, Lstore, 1) (min, Lstore↑, Lstore--, ∅)
(min, ∅, Lstore, ∅) (∅, ∅, Lstore+min, ∅)
nbBuffer
État de déclenche-
ment
État final
(min, ∅, Lstore, 1) (min, Lstore↑, Lstore--, ∅)
(min, ∅, ∅, 1) (min, m∅, ∅, ∅)
(min, ∅, Lstore, ∅) (∅, ∅, Lstore+min, ∅)
Table 5.2 – Les états des connecteurs de type Buffer.
La sémantique d’une application peut être définie de proche en proche grâce à
la sémantique des composants et des connecteurs. La construction d’une application
consiste à assembler les composants et les connecteurs par des liens. Ces liens repré-
sentent de simples arêtes dans le graphe et peuvent être considérés comme des fils
laissant passer les messages les uns après les autres. Ils agissent donc comme des files
FIFO.
Pour définir l’état global d’une application App dont le graphe est
(Comp
⋃
Conn, Dl
⋃
Tl), on associe à chaque lien l ∈ Dl ⋃ Tl la file d’attente l.
L’état de App est donc l’union des états de chaque connecteur, de chaque composant
et des états de chaque file d’attente associée aux liens.
Ainsi, lorsque l’application est dans un état donné, elle va passer dans l’état sui-
vant en appliquant une des règles de déclenchement d’un des objets de notre modèle,
connecteur, composant ou lien. Ces règles de déclenchement modifient l’état courant
de l’objet déclenché mais également l’état d’autres objets de la manière suivante :
— A la fin d’une étape d’un connecteur c, un message porté sur un port de sortie
va alimenter les files d’attente de tous les liens 〈co, Ci〉 avec o le port de sortie
du c, C ∈ Comp et i ∈ pInC ;
— A la fin d’une étape d’un composant C, un message porté sur un port de sortie
va alimenter les files d’attente de tous les liens 〈Co, ci〉 avec o ∈ pOutC, c ∈ Conn
et i ∈ pInc ;
— Suite à la mise à jour de la file d’attente d’un lien de données 〈Co, ci〉 C ∈
5.4. La sémantique du modèle ComSA 87
C1
a b
r1 r2 r3
s
e
C2
s
e
c
i
o
i i′ i′′
o o′
i
i
o
(a) L’illustration de la fonc-
tion ΦC1 .
C1
c
r1 r2 r3
s
e
C2
s
e
c
i
o
i i′ i′′
o o′
i
i
o
(b) L’illustration de la fonc-
tion ΨC1 .
C1
r1 r2 r3
s
e
C2
s
e
c
c
o
i i′ i′′
o o′
i
i
o
(c) L’illustration de la
consommation du connec-
teur c.
C1
r1 r2 r3
s
e
C2
s
e
c
i
c
i i′ i′′
o o′
i
i
o
(d) L’illustration de la pro-
duction du connecteur c.
C1
r1 r2 r3
s
e
C2 c s
e
c
i
o
i i′ i′′
o o′
i
i
o
(e) L’illustration de la fonc-
tion ΦC2 .
Figure 5.5 – L’illustration de la sémantique des composants et des connecteurs ComSA.
Comp, o ∈ pOutC, c ∈ Conn et i ∈ pInc. C va être mis à jour puisque
−−→
MIn est
modifié ;
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— Suite à la mise à jour de la file d’attente d’un lien de données 〈co, Ci〉 c ∈ Conn, o
est le port de sortie du connecteur c c-à-d o ∈ pOutc, C ∈ Comp et i ∈ pInC. c
va être mis à jour puisque min est modifié ;
— Le message ms = 1 est porté sur un port de déclenchement s d’un connecteur ou
d’un composant C, l’état de C est alors modifié, lorsque tous les liens 〈ce, Cs〉 ∈
Tl avec C ∈ Comp ont des files d’attente qui contiennent au moins un signal ;
— A la fin du déclenchement d’un connecteur c, l’état de tous les liens 〈co, Ci〉 où
o est le port de sortie du connecteur c et C ∈ Comp avec i ∈ pInC est mis à jour ;
— A la fin du déclenchement d’un composant C, l’état de tous les liens 〈Co, ci〉 où
o ∈ pOutC et c ∈ Conn avec i ∈ pInc est mis à jour ;
— A la fin du déclenchement d’un composant C, l’état de tous les liens 〈Ce, cs〉 où
c ∈ Conn sont mis à jour.
La figure 5.5 illustre les différentes fonctions de la consommation et la production
des messages de deux composants C1 et C2 connectés à l’aide d’un connecteur c du
type bBuffer. La figure 5.5(a) montre qu’au niveau du composant C1, le port i contient
le message a et le port i′ contient le message b. En effet, l’état actuel du composant C1
est (
−−→
MIn,
−−→
MOut, it, me, ms) avec :
−−→
MIn = (a, b, ∅),
−−→
MOut =
−→
M∅, it = x, me = 1 et ms = 0.
Puisque VC(
−−→
MIn) 
= ∅ avec VC(
−−→
MIn) = (r1, r2), alors les fonctions Φ(
−−→
MIn) et Ψ(
−−→
MIn)
peuvent être appliquées. Nous obtenons l’état suivant, illustré figure 5.5(b), formalisé
par (Φ(
−−→
MIn), Ψ(
−−→
MIn), it, me, ms) avec Φ(
−−→
MIn) =
−→
M∅, Ψ(
−−→
MIn) = (c, ∅), it = x + 1,
me = 0 et ms = 1. Cet état permet de produire le message c sur le port de sortie o et
un signal de fin d’itération sur le port e du composant C1.
Par la suite, le composant C1 va alimenter les files d’attente de tous les liens
connectés avec le port o. En effet, C1 va être mis à jour et son état est le suivant :
(
−→
M∅,
−→
M∅, it, 1, 0). De plus, l’état (min, mout, Lstore, ms) du connecteur c est modifié avec
min = c, mout = ∅, Lstore = ∅ et ms = 0, illustré figure 5.5(c). Le connecteur c va
modifier son état tout seul puisqu’il a reçu une donnée sur son port d’entrée i, alors
son état est : (∅, ∅, Lstore+c, 0).
Quand le composant C2 envoie un signal vers le connecteur c pour le déclencher,
l’état du connecteur c modifié est (∅, ∅, Lstore, 1) avec Lstore contient juste le message c.
De plus, le connecteur va produire une donnée sur son port de sortie o, donc son état
est : (∅, c, Lstore--, 0), illustré figure 5.5(d). Après cela, le composant C2 change son état
(
−−→
MIn,
−−→
MOut, it, me, ms) avec :
−−→
MIn = (c),
−−→
MOut =
−→
M∅, it = x, me = 1 et ms = 0, illustré
figure 5.5(e).
5.5 Conclusion
Dans ce chapitre, nous avons introduit le modèle de composant itératif ComSA per-
mettant de modéliser des applications de visualisation scientifique interactives. Nous
avons présenté les différents concepts relatifs à ComSA. Ensuite, nous avons exposé la
sémantique de notre modèle sur laquelle se base cette thèse.
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Le modèle de composant ComSA peut être mis en œuvre dans des intergiciels
comme FlowVR [16] qui est spécifiquement conçu pour assurer la coordination exo-
gène qui répond aux contraintes et aux besoins des applications de visualisation scien-
tifiques interactive. Construire une application ComSA peut être une tâche difficile,
surtout pour les utilisateurs qui ne sont pas des experts en informatique. En outre, la
construction de ces applications peut contenir des blocages qui empêchent l’exécution
de l’application. En particulier, la composition doit être bien définie afin d’assurer que
l’application puisse commencer et aussi pour éviter les problèmes à l’exécution. La ré-
solution de ces problèmes est souvent basée sur l’analyse de blocages de l’application.
Pour les approches à base de composants, les blocages sont largement étudiés comme
illustré par ce travail récent [27]. Dans ce contexte, notre objectif est de fournir un
ensemble d’outils qui permettent de construire l’application et de l’analyser. En parti-
culier, des outils d’analyse visant à corriger l’application par la détection de blocages.
Ils visent également à démarrer correctement l’application ce qui peut être non trivial.
Les réseaux de Petri sont largement utilisés comme modèles formels pour les
systèmes concurrents. Pour les approches à base de composants, ils sont aussi fré-
quemment utilisés en raison de leur capacité d’analyse et de vérification comme
dans [35, 111, 218] où l’analyse du comportement de l’application et le raffinement
sont basés sur les réseaux de Petri. En outre, ils offrent une représentation graphique
simple qui peut être utilisée à des fins de simulation.
Fournir une sémantique formelle qui tienne compte des contraintes des applica-
tions ComSA comme la fiabilité et la performance permettrait de fournir une vérifi-
cation efficace de certaines propriétés des applications telles que la vivacité. Dans le
chapitre suivant, nous présentons cette sémantique formelle basée sur le formalisme
des réseaux de Petri. De plus, l’analyse et la détection de blocages dans les applications
ComSA vont être étudiés.

Management by objective works - if you know the objectives. Ninety
percent of the time you don’t.
Peter F. DRUCKER
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6.1 Introduction
Le modèle ComSA vise à faciliter la spécification et la construction des applications
de visualisation scientifique interactive. Ces applications sont composées de codes très
hétérogènes comportant des composants : (1) de simulation dont on souhaite analyser
les résultats, (2) d’analyse qui peuvent être lancés ponctuellement, (3) de visualisation
temps réel et (4) d’interaction pour interagir avec la simulation ou les étapes d’analyse.
Dans le cadre de notre travail, la description de la sémantique est insuffisante, par
exemple, pour s’assurer de bon fonctionnement en terme de vivacité. En plus de la
sémantique décrivant les différents éléments construisant nos applications, nous avons
besoin de connaître comment les composants se comportent pour pouvoir analyser
si notre application est correcte. En particulier, on cherche à vérifier et valider les
propriétés de vivacité et de blocage. Pour cet objectif, le travail proposé dans cette
thèse s’appuie sur les réseaux de Petri.
Dans ce chapitre, nous présentons le modèle formel que nous utilisons et qui re-
pose sur le formalisme des réseaux de Petri. Le but est de pouvoir spécifier et modé-
liser formellement le comportement des applications ComSA. En particulier, dans le
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contexte de cette thèse, les applications ComSA sont décrites par une classe des ré-
seaux de Petri appelée réseaux FIFO colorés stricts (strict Colored FIFO Nets, sCFN).
Cette classe peut capturer précisément la sémantique du comportement de notre mo-
dèle et est utilisée pour vérifier nos propriétés.
Nous commençons ce chapitre par introduire intuitivement le modèle formel que
nous proposons pour modéliser les différents comportements des composants et les
différentes politiques de communication au sein d’une application ComSA. Puis, nous
utilisons notre modèle formel pour modéliser les applications ComSA construites.
Nous présentons ensuite l’étude de démarrage et de vivacité des applications ComSA.
6.2 Modélisation en Réseaux FIFO Colorés
Dans cette section nous allons montrer comment modéliser notre modèle de com-
posants en réseaux FIFO colorés. Les réseaux que nous allons définir sont un peu
différents des réseaux de Petri colorés introduits dans la littérature car dans notre dé-
finition toutes les places sont des files FIFO ce qui permet d’uniformiser le modèle.
Nous verrons que nos réseaux, appelés réseaux FIFO colorés stricts (strict Colored
FIFO Nets), abrégé en sCFN, sont à la fois une sous classe des réseaux FIFO (FIFO
nets) et des réseaux de Petri colorés standard (Colored Petri Nets).
6.2.1 Réseaux FIFO Colorés stricts
Les réseaux FIFO ont été introduits par [90]. Dans ce type de réseaux de Petri les
places sont des files d’attente. Une version hybride pour le réseau de Petri coloré a
été introduit par [40,122]. Dans cette version particulière, certaines places peuvent être
des files d’attente de type FIFO d’autres non. Pour notre approche par composants
ComSA, l’ordre des messages doit être préservé. Par conséquent, toutes les places de
nos réseaux sont des files FIFO et nous imposons qu’un seul jeton soit consommé ou
produit sur chaque arc. Il s’agit d’une restriction des réseaux FIFO colorés que nous
appelons réseaux FIFO colorés stricts.
Un réseau FIFO coloré strict (sCFN) est un graphe dirigé biparti connecté. Il
contient des places représentées par un cercle qui sont des files d’attente de type FIFO
et des transitions représentées par un rectangle. Les places et les transitions sont reliées
par des arcs. Les places décrivent les états du système et les transitions décrivent les
actions. Chaque place est une file FIFO de marqueurs appelés jetons. Contrairement
aux réseaux de Petri ordinaires où les jetons sont banalisés, ils constituent pour les
réseaux de Petri colorés des entités distinctes. Cela permet, entre autres de :
— suivre leurs déplacements dans le réseau ;
— leur attribuer des propriétés qui peuvent varier en cours de simulation ;
— valider la même transition à partir de plusieurs jetons différents.
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Un réseau FIFO coloré strict évolue lorsqu’on exécute une transition. Un jeton est
alors retiré dans chacune des places en entrée de la transition et selon l’ordre de la file
FIFO de la place. Des jetons sont déposés en fin des files d’attente des places en sortie
de la transition. L’exécution d’une transition pour un réseau FIFO coloré strict est une
opération indivisible.
Dans les sCFN, nous allons nous restreindre à des transitions qui consomment et
produisent un seul jeton par arc. Un jeton est couvert par une valeur de données, qui
appartient à un type donné. Un arc joignant une place et une transition est étiqueté
par une expression qui est une fonction de couleur déterminant comment un jeton est
consommé par une place ou produit dans une place lors du franchissement d’une tran-
sition. Ainsi les expressions arc décrivent comment l’état du sCFN change lorsque les
transitions se déclenchent. La figure 6.1 représente les différents éléments composant
un réseau sCFN.
( )Place de type FIFO vide
transition
(a,b)Place de type FIFO contenant deux jetons
arc-expression
Figure 6.1 – Les différents éléments des réseaux sCFN.
Définition 17 Formellement, un réseau FIFO coloré strict est un tuple sCFN = (P, T, A, I)
où :
— P un ensemble non vide et fini de places qui sont des files d’attente de type FIFO ;
— T un ensemble non vide et fini de transitions, avec P ∩ T = ∅ et nous affectons pour
chaque t ∈ T un poids W ;
— A un ensemble non vide et fini d’arcs, avec une fonction E qui associe à chaque arc a
une expression, appelée arc-expression, du type de la place de l’arc a ;
— I est une fonction d’initialisation qui associe à certaines places un jeton du type de la
place.
6.2.1.1 Le fonctionnement des réseaux FIFO colorés stricts
Dans le but d’illustrer un réseau sCFN, une file FIFO est une liste d’éléments
(a1, . . . , an) où a1 est le dernier élément et an est le premier élément de la même liste.
La liste vide est notée ∅. Un arc sortant d’une place p vers une transition t est ex-
primé par 〈p, t〉 et si son arc-expression e est défini, cet arc peut être exprimé par
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〈p, t, e〉. Un arc sortant d’une transition t vers une place p est exprimé par 〈t, p〉 et si
son arc-expression e est défini, cet arc peut être exprimé par 〈t, p, e〉.
Pour chaque place p nous pouvons affecter des jetons représentant des données à
l’aide de la fonction d’initialisation I en utilisant le symbole →, par exemple, pour la
place p qui contient les jetons a et b, nous écrivons p → (a, b).
Pour une transition t, nous appelons places d’entrée de t l’ensemble des places de
telle sorte qu’il existe un arc 〈p, t, e〉 de A. Cet ensemble est défini comme suit :
•t = {p ∈ P tel que : 〈p, t, e〉 ∈ A}
Symétriquement, nous appelons places de sortie de t l’ensemble des places de telle sorte
qu’il existe un arc 〈t, p, e〉 de A. Cet ensemble est défini comme suit :
t• = {p ∈ P tel que : 〈t, p, e〉 ∈ A}.
Systématiquement, l’ensemble des transitions d’entrée d’une place p est défini
comme suit :
•p = {t ∈ T tel que : 〈t, p, e〉 ∈ A}.
Et l’ensemble des transitions de sortie d’une place p est défini par :
p• = {t ∈ T tel que : 〈p, t, e〉 ∈ A}.
La figure 6.2(a) représente le sCFN 〈P, T, A, I〉 où :
— P = {P1, P2, P3} ;
— T = {t1, t2} avec W(t1) = 2 et W(t2) = 1 ;
— A = {〈P1, t1, x1〉, 〈P3, t1, x2〉, 〈t1, P2, max(x1, x1)〉, 〈P2, t2, x1〉, 〈P3, t2, x2〉,
〈t2, P3, x1 + x2〉} ;
— I = {P1 → (1), P2 → (5), P3 → (2, 4)}.
Dans cette figure, par exemple, les jetons sont des nombres de telle sorte que les
arc-expressions max(x1, x2) et x1 + x2 sont valides.
Dans cet exemple les places d’entrée de t2 sont P2 et P3, la place de sortie de t2 est
P3.
Un sCFN évolue lors de l’exécution d’une transition. Cela peut être réalisé que si
les places d’entrée de toutes les transitions ne sont pas vides. Ensuite, le plus ancien
jeton est retiré de chaque place d’entrée, et un jeton est placé dans les places de sortie
de chaque transition.
Chaque jeton doit correspondre à l’expression qui marque l’arc reliant la place vers
la transition. Un jeton est ensuite ajouté à chaque place de sortie de la transition.
La valeur de ce jeton est le résultat de l’évaluation de l’arc-expression de la tran-
sition et la place de sortie. Si deux transitions avec une place commune peuvent être
appliquées, celle avec le plus grand poids est déclenchée. Si elles ont le même poids,
une seule sera déclenchée aléatoirement.
Dans le sCFN de la figure 6.2(a), les deux transitions ont des places d’entrée et
W(t1) > W(t2), donc, la transition t1 peut être appliquée. Cette transition prend le
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jeton 1 de la place P1 et le jeton 2 de la place P3. En effet, nous avons x1 → 1 et x2 → 2
la transition envoie max(x1, x2), c-à-d 2, vers la place P2 et l’état suivant de ce réseau
est illustré à l’aide de la figure 6.2(b). Par contre, maintenant la transition t1 ne peut
pas s’exécuter car la place P1 est vide. Le franchissement de la transition t2 prend le
jeton 4 de la place P3 et le jeton 5 de la place P2 et produit la somme au niveau de la
place P3. Le réseau sCFN résultat est représenté figure 6.2(c). La dernière étape génère
le réseau sCFN illustré figure 6.2(d).
(1)P1 (2,4)
P3
W=2t1 W=1
t2
(5)P2
x1
max(x1, x2)
x1
x1 + x2
x2x2
(a) L’état initial
∅P1 (4)
P3
W=2t1 W=1
t2
(5,2)P2
x1
max(x1, x2)
x1
x1 + x2x2
x2
(b) Étape 1
∅P1 (9)
P3
W=2t1 W=1
t2
(2)P2
x1
max(x1, x2)
x1
x1 + x2x2
x2
(c) Étape 2
∅P1 (11)
P3
W=2t1 W=1
t2
∅P2
x1
max(x1, x2) x1
x1 + x2
x2x2
(d) Étape 3
Figure 6.2 – Exemple d’un réseau sCFN et son évolution.
6.2.1.2 La sémantique des réseaux FIFO colorés stricts
Pour formaliser l’évolution d’un sCFN, une substitution σ de domaine V est définie
où V est un ensemble fini de variables typées. Cette substitution est une application
qui associe à chaque élément x de V une expression du type de x.
L’état d’un sCFN cfn est défini par une fonction qui indique le contenu de chacune
des places du sCFN. Une telle fonction est appelée un marquage.
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Définition 18 Chaque place d’un réseau sCFN peut contenir un ou plusieurs jetons. La confi-
guration complète du réseau forme un marquage en se basant sur tous les jetons positionnés
dans ces places. Un marquage d’un réseau sCFN peut être un ensemble vide ∅.
Une transition t ∈ T est activée pour un marquage M avec la substitution σ si pour
tout arc de la forme 〈p, t〉 de A on a M(p) 
= ∅ et M(p)↑ = σ(E(〈p, t〉)). En d’autres
termes une transition est activée si toutes ses places d’entrée p ne sont pas vides et
que le prochain élément de leur file d’attente est compatible avec l’arc-expression de
l’arc 〈p, t〉. Le franchissement de la transition va consister à consommer le jeton le plus
ancien de chacune des places d’entrée de la transition et à ajouter un nouveau jeton
dans chacune des places de sortie de la transition. Plus formellement, pour un sCFN
cfn, soit t ∈ T, M un marquage et σ une substitution tels que t est activée pour M avec
σ, on note Eatc f nt,σ (M) le marquage M
′ tel que :
M′(p) =
∣∣∣∣
M(p)-- ∀p ∈ P t.q. 〈p, t〉 ∈ A
M(p) sinon
et l’application de la transition t est notée Nextc f nt,σ (M), c’est le marquage M
′′ tel que :
M′′(p) =
∣∣∣∣∣
Eatc f nt,σ (M) + σ(e) ∀p ∈ P t.q. 〈t, p, e〉 ∈ A et E(〈t, p〉) = e
Eatc f nt,σ (M) sinon
Le marquage initial d’un sCFN est le marquage M calculé à partir de la fonction
d’initialisation, tel que :
M(p) =
∣∣∣∣
I(p) si ∃p → e ∈ I
∅ sinon
Une transition t ∈ T du sCFN cfn est activable pour un marquage M s’il existe
une substitution σ telle que t est activée pour M avec σ. L’évolution d’un sCFN
consiste à appliquer successivement des transitions activables à partir d’un marquage
M. Lorsque plusieurs transitions ayant des places d’entrée communes sont activables
pour un marquage M, la transition avec le plus grand poids est appliquée.
Les sCFN que nous venons de définir sont en fait une sous classe des réseaux de
Petri colorés (Colored Petri Nets, CPN) comme l’illustre la figure 6.3. La transforma-
tion d’un sCFN en réseau de Petri coloré standard consiste simplement à considérer
des places simples (qui ne sont pas des files FIFO) et à remplacer la couleur c de
chaque jeton du sCFN par la couleur c de la liste L c-à-d d’explicitement indiquer que
les places contiennent des listes de jetons. Une variable de type liste est ajoutée à l’en-
semble des variables. Les expressions e des arcs allant d’une place vers une transition
sont remplacées par l’expression e :: L qui indique que pour effectuer une transition il
faut prendre le premier élément de la liste stockée dans la place. Cette transformation
peut se voir entre la place P3 et la transition t1 sur la figure 6.3. Les expressions e
des arcs allant d’une transition à une place sont remplacées par l’expression Lˆˆ [e] qui
indique que le jeton produit par la transition doit être stocké en fin de liste de la place
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destination. Cela est illustré sur la figure 6.3 par la transition t1 et la place P3. Enfin,
lorsqu’il y a un arc aller entre une place et une transition mais pas d’arc retour, cet
arc est ajouté avec l’étiquette L afin de permettre à la transition de mettre à jour ou de
consulter la liste de la place. Sur l’exemple de la figure 6.3(b), on voit l’ajout d’un arc
entre t1 et P1 et entre P2 et t1.
P1
t1
ei
P2
ej P3ey
ez
(a)
P1
t1
ei :: L1 L1
P2
L2^^[ej] L2
P3
L3^^[ey]
ez :: L3
(b)
Figure 6.3 – (a) représente un sCFN et (b) son CPN équivalent.
La formalisation de notre approche par composants en sCFN consiste à définir sé-
parément le sCFN des composants, des connecteurs puis enfin à combiner ces sCFN
pour construire celui de l’application. Pour automatiser ces constructions nous avons
besoin de trois structures supplémentaires qui apparaîtront soit lors de la construc-
tion de l’application soit dans la traduction d’un composant ou d’un connecteur en
sCFN. Les sCFN de ces trois structures sont illustrés figure 6.4. Il s’agit d’exprimer les
opérations suivantes :
— la duplication de données ou de signaux permettant de reproduire un signal
ou un message vers plusieurs destinations. Comme illustré au niveau de la
figure 6.4(a), la transition t1 est activable si la place P1 contient un jeton qui
représente le message ou le signal à dupliquer. La transition t1 consomme alors
ce jeton et l’envoie dupliqué vers toutes ses places de sortie ;
— La synchronisation sert à produire un seul signal à partir de plusieurs signaux.
Comme illustré par la figure 6.4(b) lorsque toutes les places P1, P2 et P3 sont
marquées, la transition t1 est activée. Elle consomme alors ces jetons et envoie
un seul jeton de même type vers la seule place de sortie ;
— L’incrémentation du compteur de l’itération du composant est exprimée par le
sCFN illustré par la figure 6.4(c). Ainsi si la place P1 est marquée par un jeton
de type entier, la transition t1 est activable. Elle reçoit alors l’entier, l’incrémente
et envoie la dernière valeur calculée sous forme d’un jeton vers la place P1.
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P1
t1
e
P3
e
P4
e
P2
e
(a)
P1 P2 P3
t1
1 1
1
P4
1
(b)
P1 t1
it+1
it
(c)
Figure 6.4 – Structures sCFN de : (a) la duplication, (b) la synchronisation et (c) l’itération.
6.2.2 Modèle des composants en sCFN
L’idée générale de la transformation est la suivante : les ports d’entrée et de sortie
du composant seront représentés par des places, et chaque comportement du compo-
sant sera modélisé par une transition. Comme déjà vu dans la section 5.2, un com-
posant effectue une itération dès que tous les ports d’entrée d’une de ses relations
d’incidence contiennent des messages et toutes les relations d’incidence applicables
sont déclenchées lors d’une itération. Pour traduire ce comportement en sCFN, nous
allons considérer toutes les combinaisons de déclenchements possibles du composant
et créer une transition pour chacune de ces combinaisons. Ces transitions auront pour
poids le nombre de places en entrée afin d’être sûr de déclencher toutes les relations
d’incidence applicables. Pour représenter le numéro d’itération associé à chaque mes-
sage, nous allons avoir besoin de définir un compteur permettant de simuler ces nu-
méros d’itération. Ce compteur sera implémenté par une place particulière et utilisera
la structure définie par la figure 6.4(c).
Définition 19 L’ensemble des comportements possibles d’un composant C se défi-
nit à partir de l’ensemble des parties non vides de IRC, appelé P(IRC), par BinC =
{IRin(E)|E ∈ P(IRC)}.
Remarque 1 On peut noter que deux parties différentes de IRC peuvent avoir le même
ensemble de ports d’entrée, par exemple si IRC = {r1, r2} avec r1 = 〈{i1, i2}, {o2}〉 et
r2 = 〈{i2}, {o1}〉, les ensembles {r1} et {r1, r2} ont les mêmes ports d’entrée. Cela signi-
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fie simplement que lorsque r1 est déclenchable alors r2 l’est aussi et donc nous allons produire
une seule transition avec comme entrées i1 et i2 dans le réseau de Petri associé au composant.
Cette transition aura en sortie o1 et o2.
i1 i2
r1 r2
o1 o2
s
e
Figure 6.5 – Représentation du composant de la remarque 1.
Dans les algorithmes suivants la notation AddArc(a, e, A, E) où a est un arc, e une
expression d’arc, A un ensemble d’arcs et E un ensemble d’arc-expressions, sera un
raccourci pour A := A ∪ {a}; E := E ∪ {a → e};
La fonction de transformation d’un composant C est définie par l’algorithme 1.
L’application de cet algorithme au composant de la remarque 1 est illustrée dans la
figure 6.6.
Définition 20 Soient App = (Comp
⋃
Conn, Dl
⋃
Tl) une application et C ∈ Comp un
composant de l’application. Soit sCFNC la fonction de transformation du composant C en
sCFN, alors sCFNC(C) = 〈PC, TC, AC, IC〉 où PC est l’ensemble des places, TC l’ensemble des
transitions, AC l’ensemble des arcs et IC la fonction d’initialisation de l’ensemble PC.
Dans l’algorithme 1, la place Pp est associée pour chaque port p du composant
C. D’autres places Pit et Pes sont utilisées pour mémoriser respectivement le numéro
d’itération du composant et gérer le passage d’une itération à l’autre (ligne 1). Par
conséquent :
PC = PIRC ∪ PSigC
où PIRC = {Pp|p ∈ pInC ∪ pOutC} et PSigC = {Pe, Ps}
⋃
{Pit, Pes}.
Un composant itère uniquement lorsque tous les ports d’au moins une de ses
relations d’incidence d’entrée contiennent des messages. Ensuite, toutes les relations
d’incidence satisfaites sont déclenchées. Pour traduire ce comportement en sCFN, une
transition t est créé pour toutes les combinaisons possibles de relations d’incidence
satisfaites avec son poids (ligne 6). Dans l’exemple 6.6, les deux transitions ti1i2 et ti2
modélisent les deux comportements du composant de la figure 6.5.
Les deux transitions te et ts sont ajoutées à la transformation du composant
(ligne 15). La transition te permet la duplication du signal de la fin de l’itération vers le
reste de l’application et la transition ts permet la synchronisation avec les signaux en
provenance du reste de l’application. Dans tous les cas, le signal de la fin d’itération
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se redirige de Pe vers Pes et de Pes vers Ps pour se préparer à une nouvelle itération.
Donc :
TC = T IRC
⋃
TSigC
où T IRC = {ti|i ∈ BinC } et TSigC = {te, ts}.
Le déclenchement d’une transition ti ∈ T IRC avec i ∈ BinC consomme un message
dans toutes les places d’entrée et produit un message dans toutes les places de sortie
(lignes 9 et 11). Les arcs correspondants sont définis comme suit :
APC = {〈Pp, ti, 〈xp, mp〉〉|Pp ∈ PIRC , p ∈ i} et
ATC =
⋃
E∈P(IRC ){〈ti, Pp, 〈xit, mp〉〉|i = IRin(E), p ∈ IRout(E)}.
où l’expression sur les jetons est un couple avec une variable pour le numéro d’ité-
ration du composant et le message du composant.
Dans une application, les synchronisations des composants sont gérées à l’aide des
ports s et e de chaque composant. Pour modéliser ces contrôles, la place Ps doit être
marquée pour déclencher une transition ti ∈ T IRC avec i ∈ BinC qui doit alors envoyer
un signal notifiant la fin d’une itération vers la place Pe (lignes 7 et 14). Si la transition
ti est déclenchée, elle doit également mettre à jour le numéro d’itération. D’abord,
elle envoie le numéro d’itération actuel vers la place Pit, ensuite elle reçoit le numéro
d’itération incrémenté (ligne 12). De plus, pour représenter la boucle « wait-get-put »,
il faut envoyer le signal de la place Pe vers la place Ps (lignes 16, 17, 18 et 19). Par
conséquent, les arcs supplémentaires sont définis par :
APeC = {〈ti, Pe, 1〉|ti ∈ T IRC },
APsC = {〈Ps, ti, 1〉|ti ∈ T IRC },
AitC = {〈Pit, ti, xit〉, 〈ti, Pit, xit + 1〉|ti ∈ T IRC } et
ASigC = {〈Pe, te, 1〉, 〈te, Pes, 1〉, 〈Pes, ts, 1〉, 〈ts, Ps, 1〉}.
Donc, l’ensemble AC est l’union des ensembles précédents :
AC = APC
⋃
ATC
⋃
APeC
⋃
AitC
⋃
ASigC
Nous allons montrer que le réseau sCFNC(C) simule bien le comportement du
composant C tel que défini dans la section 5.4.
Pour un marquage M, nous allons noter Pin(M(C)) le vecteur de messages compa-
tible avec pInC tel que :
Pin(M(C))|p =
∣∣∣∣
M(p) ↑ si M(p) 
= ∅
∅ sinon
Et de la même manière, on définit Pout(M(C)) le vecteur de messages compatible
avec pOutC.
Soit M un marquage tel que M(Ps) = 1, M(Pit) = n, M(Pe) = M(Pes) = ∅. On
ne fait pas d’hypothèse sur les places qui représentent les ports de sortie car étant
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Algorithme 1 : La fonction sCFNC pour un composant
Entrées : C un composant.
Sorties : (P, T, A, I) sCFN et E ensemble d’arc-expressions.
// Une place par port, une place pour le numéro d’itération et une
place pour le changement d’itération
1 P := {Pp|p ∈ PortC} ∪ {Pit, Pe, Ps, Pes};
2 T := ∅;
3 A := ∅;
4 E := ∅;
// Ajout d’une transition pour chaque comportement
5 Pour chaque B ∈ BinC Faire
6 T := T ∪ {tB};
// Ps doit contenir le signal pour activer la transition
7 AddArc(〈Ps, tB〉, 1, A, E);
// Consommation d’un message sur chaque port d’entrée de B
8 Pour chaque i ∈ B Faire
9 AddArc(〈Pi, tB〉, 〈xi, mi〉, A, E);
// Production d’un message sur chaque port de sortie de IRout(B)
10 Pour chaque o ∈ IRout(B) Faire
11 AddArc(〈tB, Po〉, 〈xit, mo〉, A, E);
// Incrémentation du numéro d’itération
12 AddArc(〈Pit, tB〉, xit, A, E);
13 AddArc(〈tB, Pit〉, xit + 1, A, E);
// Envoi du signal de fin d’itération
14 AddArc(〈tB, Pe〉, 1, A, E);
// Ajout des transitions de changement d’itération
15 T := T ∪ {te, ts};
16 AddArc(〈pe, te〉, 1, A, E);
17 AddArc(〈te, pes〉, 1, A, E);
18 AddArc(〈pes, ts〉, 1, A, E);
19 AddArc(〈ts, ps〉, 1, A, E);
// On initialise toutes les places des ports de données par la liste
vide, la place gérant le numéro d’itération à 0 et enfin la place
d’activation à 1.
20 I := {P → []|P 
∈ {Pit, Pe, Ps}} ∪ {Pit → 0, Ps → 1};
// Le poids de chaque transition est le nombre de place d’entrée de
la transition
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i1
ti1i2
W=2
〈xi1 , mi1〉
i2
〈xi2 , mi2〉
ti2
W=1
〈xi2 , mi2〉
o1
〈xit, mo1〉 〈xit, mo2〉
o2
〈xit, mo2〉
Pit
xit + 1
xit xit + 1
xit
Ps
1 1
Pe
1 1
ts
1
Pes
1
te
1
1
t′i1
〈xi1 , mi1〉
t′i2
〈xi2 , mi2〉
t′o1
〈xo1 , mo1〉
t′o2
〈xo2 , mo2〉
l1
〈xi1 , mi1〉
l2
〈xi2 , mi2〉
l3
〈xo1 , mo1〉
l4
〈xo2 , mo2〉
Figure 6.6 – sCFNC(C) pour le composant de la remarque 1. Les places l1, l2, l3, l4 ainsi que les
transitions t′i1 , t
′
i2
, t′o1 et t
′
o2 ne font pas partie de sCFNC(C) mais représentent comment les ports du
composant sont reliés à l’extérieur.
des files FIFO, les messages qui y seront stockés seront tous restitués dans leur ordre
d’arrivée dans le réseau, nous n’avons donc pas besoin de nous assurer que ces places
soient vides pour commencer une itération. Par contre on peut constater que, par
construction, aucune transition de sCFNC(C) ne sera activable si Pin(M(C)) ne valide
aucune relation d’incidence de C. Par contre, si Pin(M(C)) valide au moins une relation
d’incidence alors, d’après la sémantique des sCFN, la transition activable ayant le
plus fort poids sera appliquée c-à-d celle qui simule toutes les relations validées par
Pin(M(C)).
L’application de cette transition va enlever un message dans chacune des places qui
représentent des ports d’entrée des relations validées et placera un nouveau message
estampillé du numéro d’itération courant dans toutes les places qui représentent les
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ports de sortie des relations validées. L’application de la transition va aussi ajouter 1 à
la place Pit et placer le signal 1 dans le port Pe. Après l’application de cette transition,
aucune transition représentant les comportements ne pourra être appliquée car la place
Ps est vide. La seule transition activable est te qui va placer le signal dans la place Pes.
Cette transition permet aussi de dupliquer ce message si le port e est connecté dans
l’application où est utilisé le composant. Puis la transition ts va replacer le signal dans
la place Ps. Cette transition permettra de synchroniser la place Ps avec l’arrivée de
signaux venant d’autres éléments de l’application si le port s est connecté. Ce cycle est
bien conforme au comportement du composant défini dans la section 5.4.
6.2.3 Modèle des connecteurs en sCFN
La transformation du connecteur se réalise, comme pour un composant, en repré-
sentant les ports par des places et les comportements internes du connecteur par des
transitions. Les connecteurs ont un port de données entrée, un port de données sortie
et un port de déclenchement s nécessaires pour communiquer avec les autres éléments
de l’application, sauf le connecteur sFIFO qui a juste deux ports de données.
La modélisation en sCFN d’un connecteur c est définie par la fonction sCFNc(c)
Définition 21 Soient App = (Comp
⋃
Conn, Dl
⋃
Tl) une application et c ∈ Conn un
connecteur de l’application. Soit sCFNc qui désigne la fonction de transformation de c en
sCFN, alors sCFNc(c) = 〈Pc, Tc, Ac, Ic〉 où Pc est l’ensemble des places, Tc est l’ensemble des
transitions, Ac l’ensemble des arcs et Ic la fonction d’initialisation de l’ensemble Pc.
La modélisation en sCFN de chaque connecteur est représentée dans les figures
6.7, 6.8 et 6.9.
La fonction de transformation sCFNc(c) = 〈Pc, Tc, Ac, Ic〉 de nos connecteurs en
sCFN peut facilement être déduite de cette représentation graphique.
Le connecteur sFIFO permet d’acheminer une donnée sans la stocker. Si un com-
posant Cy est connecté en aval avec un connecteur sFIFO alors il envoie un signal à
partir de son port e vers le port s du composant Cx connecté en amont du connecteur
sFIFO lorsque son itération est terminée. Alors lorsque Cx fournit une donnée au port
d’entrée du connecteur sFIFO, cette donnée est modélisée par un jeton placé sur Fin du
réseau FIFO coloré strict du sFIFO, sachant que par définition de sFIFO la place Fin est
vide. La présence du jeton dans cette place va rendre la transition tF activable. Cette
transition va consommer ce jeton et le déposer dans la place Fout. Le comportement,
fixé au niveau de la définition du sFIFO, est représenté par une seule transition, figure
6.7, et elle correspond juste à l’acheminement des données.
Pour les connecteurs de type Buffer le sCFNc doit modéliser la bufferisation des
messages. Ainsi ils sont modélisés à partir de deux transitions pour respectivement
consommer les données qui arrivent et extraire le message à envoyer en sortie. Ainsi
la disponibilité d’une donnée sur le port d’entrée d’un connecteur est modélisé par
l’existence d’un jeton dans la place Bin. Ce jeton va être transporté par la transition tB1
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Fin
tF
e
Fout
e
Figure 6.7 – sCFN du connecteur sFIFO.
vers la place BL qui va stocker le nouveau jeton et le restituer plus tard dans le bon
ordre.
La délivrance d’une donnée au niveau du port de sortie Bout se réalise s’il existe un
jeton dans la place Psig. Cette place correspond au port s des connecteurs de type Buffer.
Les jetons qui existent dans la place Psig sont de type entier. Cette place représente le
port s des connecteurs et la présence d’un jeton dans Psig ainsi que la présence d’un
jeton dans la place BL déclenchent la transmission d’un jeton vers la place Bout.
Bin
tB1
e
BL
e
tB2
e
Psig
1
Bout
e
(a)
Bin
tB1
e
BL
e
W=2tB2
e
Psig
1
W=1
tBs
1
Bout
e m∅
(b)
Figure 6.8 – Réseau FIFO coloré strict du connecteur bBuffer (a) et le connecteur nbBuffer (b).
Pour le connecteur en mode bloquant c-à-d le connecteur bBuffer, l’absence de jetons
dans la place BL ou dans la place Psig rend la transition tB2 non activable comme illustré
par la figure 6.8(a).
Pour le connecteur en mode non bloquant c-à-d le connecteur nbBuffer, la place Psig
est également liée à la place Bout pour permettre au connecteur de générer des mes-
sages vides m∅ grâce à la transition tBs , comme illustré par la figure 6.8(b). Mais si les
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deux places BL et Psig sont marquées, les deux transitions tB2 et tBs sont alors activables.
La sémantique de sCFNc va déterminer que seule la transition tB2 est déclenchée car
son poids est 2 ce qui la rend prioritaire par rapport à tBs .
Le sCFNc des connecteurs de type Greedy, quant à lui, doit modéliser la perte des
messages.
Ainsi la disponibilité d’une donnée sur le port d’entrée d’un connecteur est mo-
délisé par l’existence d’un jeton dans la place Gin. Ce jeton va être transporté par la
transition tG1 vers la place GL qui contient un jeton de type liste, ne stocke que le
dernier jeton reçu en écrasant l’ancien.
La place Psig fonctionne de la même façon que dans les connecteurs de type Buffer
et elle correspond au port s des connecteurs de type Greedy. Si cette place contient un
jeton et si la place GL contient un jeton différent de la liste vide, alors une donnée est
délivrée au niveau de la place de sortie Gout.
Pour le connecteur en mode bloquant bGreedy, l’absence de jetons c-à-d la liste est
vide dans la place GL ou dans la place Psig, rend la transition tG2 non activable comme
illustré par la figure 6.9(a).
Gin
tG1
e
GL
[e] L
tG2
[e] [ ]
Psig
1
Gout
e
(a)
Gin
tG1
e
GL
[e] L
W=2tG2
[e] [ ]
Psig
1
W=1
tGs
1
Gout
e m∅
(b)
Figure 6.9 – Réseau FIFO coloré strict du connecteur bGreedy (a) et le connecteur nbGreedy (b).
Pour le connecteur en mode non bloquant nbGreedy, la place Psig est également liée
à la place Gout pour permettre au connecteur de générer des messages vides m∅ grâce
à la transition tGs , comme illustré par la figure 6.9(b). Mais si les deux places GL et Psig
sont marquées, les deux transitions tG2 et tGs sont alors activables. La sémantique de
sCFNc va déterminer que seule la transition tG2 est déclenchée car son poids est 2 ce
qui la rend prioritaire par rapport à tGs .
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6.2.4 Modèle d’une application en sCFN
Il s’agit maintenant de décrire comment se modélise un graphe d’application en
sCFN. Pour cela nous allons définir la fonction sCFNG, représentée par l’algorithme
2, pour transformer un graphe d’application G défini par (Comp
⋃
Conn, Dl
⋃
Tl). Il
s’agit principalement de modéliser les liens de Dl
⋃
Tl. Cette opération s’effectue en
trois étapes :
1. la transformation des composants et des connecteurs en sCFN ;
2. l’ajout aux composants des transitions permettant la duplication des messages
en sortie et l’ajout de messages en entrée pour la synchronisation ;
3. la connexion proprement dite des liens de Dl
⋃
Tl sur ces transitions.
Avant toute chose, nous allons considérer que tous les composants et tous les
connecteurs ont des noms de port différents, pour cela il suffit de considérer par
exemple que chaque composant et chaque connecteur a un identifiant unique et que
le nom de chacun des ports de ces objets est préfixé par cet identifiant.
Définition 22 Soit App = (Comp
⋃
Conn, Dl
⋃
Tl) une application. Soit sCFNG la fonc-
tion de transformation de App en sCFN, alors sCFNG(App) = 〈P, T, A, I〉 où P est l’en-
semble des places, T est l’ensemble des transitions, A est l’ensemble des arcs et I la fonction
appliquée pour associer une liste FIFO à chaque place.
La première étape de la transformation consiste à appliquer respectivement
sCFNC(C) et sCFNc(c) sur les composants de Comp et les connecteurs de Conn. En-
suite, l’union de ces sCFN se fait selon la définition 23. En effet, l’algorithme 2 définit
la transformation d’un graphe d’application en sCFN. Cet algorithme permet d’auto-
matiser la modélisation des applications ComSA.
Définition 23 Soit sCFN1 = 〈P1, T1, A1, I1〉 et sCFN2 = 〈P2, T2, A2, I2〉 deux sCFN avec
P1, T1, P2 et T2 des ensembles finis disjoints de places et de transitions. L’union de sCFN1 et
sCFN2 notée sCFN1 ∪ sCFN2 est le tuple 〈P1 ∪ P2, T1 ∪ T2, A1 ∪ A2, I1 ∪ I2〉.
Donc, la première transformation (ligne 1) définit les ensembles de places, de tran-
sitions et d’arcs comme de l’union des sCFN des composants et des connecteurs :
〈P∪, T∪, A∪, I∪〉 = (
⋃
C∈Comp
sCFNC(C))
⋃
(
⋃
c∈Conn
sCFNc(c)).
La deuxième étape (ligne 9) définit l’ensemble de transitions TI pour réaliser les
connexions entre les composants et les connecteurs et l’ensemble d’arcs AI pour mo-
déliser leurs communications (ligne 10). Ainsi, pour chaque port d’entrée connecté p
d’un composant C, une transition t est ajoutée afin de placer un message dans la place
Pp correspondante.
TI =
⋃
C∈Comp
{tp|p ∈ pInC s.t. ∃〈x, Cp〉 ∈ Dl}.
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AI =
⋃
C∈Comp
{〈tp, Pp, 〈xp, mp〉〉|p ∈ pInC s.t. ∃〈x, Cp〉 ∈ Dl}.
Réciproquement, la deuxième étape (lignes 12 et 13) définit également les en-
sembles TO et AO pour créer la transition tp (et un arc) pour chaque port de sortie
p d’un composant C. Cette transition tp permet de recevoir et de diffuser, si néces-
saire, un message produit et placé dans la place Pp.
TO =
⋃
C∈Comp
{tp|p ∈ pOutC}.
AO =
⋃
C∈Comp
{〈Pp, tp, 〈xp, mp〉〉|p ∈ pOutC}.
Ces ensembles sont illustrés par la figure 6.6 respectivement par les transitions t′i1
et t′i2 et les transitions t
′
o1 et t
′
o2 .
Afin de déclencher un connecteur à partir de plusieurs signaux de fin d’itération,
une transition ts est ajoutée pour chaque place Ps du connecteur. Il mène aux deux
ensembles Ts (ligne 4) et As (ligne 5) suivants :
Ts =
⋃
c∈Conn
{ts}, As =
⋃
c∈Conn
{〈ts, Ps, 1〉}.
Le signal de la fin d’itération d’un composant peut être utilisé par plusieurs syn-
chronisations. En effet, la transition te est utilisée pour dupliquer le signal reçu à partir
de la place Pe du sCFN d’un composant. Mais, il faut ajouter une place (ligne 15) pour
chaque lien l ∈ Tl impliquant un port e pour compléter ce signal de duplication. Le si-
gnal du port e est envoyé vers le port s d’un composant ou d’un connecteur (ligne 16).
Notons P〈e,s〉 la place supplémentaire liée au lien 〈Ce, xs〉 où x est un composant ou
un connecteur. Cela ramène aux deux ensembles Tsig et Asig où a désigne soit un
composant soit un connecteur :
Psig =
⋃
l=〈Ce ,as〉∈Tl
{P〈e,s〉}, Asig =
⋃
l=〈Ce ,as〉∈Tl
{〈te, P〈e,s〉, 1〉}.
La dernière étape de la transformation consiste à connecter les liens de Dl ∪ Tl avec
les transitions. Cela est représenté par deux ensembles ADl et ATl . Les arcs définis par
l’ensemble ADl (lignes 19 et 21) complètent les communications des données entre les
composants et les connecteurs. L’ensemble ATl (ligne 17) définit les arcs dédiés aux
communications des signaux :
ADl = (
⋃
l=〈Cp ,ci〉∈Dl
{〈tp, Pi, 〈xp, mp〉〉})
⋃
(
⋃
l=〈co ,Cp〉∈Dl
{〈Po, tp, 〈xp, mp〉〉}).
ATl = (
⋃
l=〈Ce1 ,Cs2〉∈Tl
{〈P〈e,s〉, ts, 1〉})
⋃
(
⋃
l=〈Ce ,cs〉∈Tl
{〈P〈e,s〉, ts, 1〉}).
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Algorithme 2 : La fonction sCFNG d’un graphe d’application
Entrées : Un graphe d’application (Comp
⋃
Conn, Dl
⋃
Tl)
Sorties : sCFN (P, T, A, I)
// Étape 1
1 Soit sCFN∪(Comp
⋃
Conn) = (P, T, A, I);
// Étape 2
2 Pour chaque c ∈ Conn Faire
3 si Type(c) 
= sFIFO alors
4 T := T ∪ {ts, to};
5 AddArc(〈ts, ps〉, 1, A, E);
6 AddArc(〈po, to〉, 1, A, E);
// où s est le port de déclenchement de c
7 Pour chaque C ∈ Comp Faire
// Pour chaque port d’entrée connecté de C on ajoute la transition
permettant d’ajouter un message dans la place
8 Pour chaque p ∈ pInC Faire
9 T := T ∪ {tp};
10 AddArc(〈Pp, tp〉, 〈xp, mp〉, A, E);
// Pour chaque port de sortie de C on ajoute la transition
permettant de diffuser le message produit dans le réseau
11 Pour chaque p ∈ pOutC Faire
12 T := T ∪ {tp};
13 AddArc(〈tp, Pp〉, 〈xp, mp〉, A, E);
// Étape 3
14 Pour chaque 〈e, s〉 ∈ Tl Faire
// Création d’une place pour accueillir le signal émis par e
15 P := P ∪ {Pes};
// Duplication du signal émis par e vers l’extérieur
16 AddArc(〈te, P〈e,s〉〉, 1, A, E);
// Transmission du signal vers la transition de synchronisation du
destinataire
17 AddArc(〈P〈e,s〉, ts〉, 1, A, E);
// Transmission des messages vers les ports d’entrée des composants
18 Pour chaque 〈s, d〉 ∈ InComp(Dl) Faire
19 AddArc(〈ps, td〉, 〈xd, md〉, A, E);
// Transmission des messages vers les ports d’entrée des connecteurs
20 Pour chaque 〈s, d〉 ∈ InConn(Dl) Faire
21 AddArc(〈ts, Pd〉, 〈xs, ms〉, A, E);
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Finalement, sCFNG(App) = 〈P, T, A, I〉 est défini par P = P∪ ∪ Psig, T = T∪ ∪ TI ∪
TO ∪ Ts, A = A∪ ∪ AI ∪ AO ∪ As ∪ Asig ∪ ADl ∪ ATl et I = I∪.
Pour comprendre facilement l’algorithme 2, nous allons définir des ensembles qui
vont être utiles afin de transformer un graphe d’application en sCFN et distinguer les
différents types de liens.
Pour un ensemble de composants et de connecteurs C, le réseau sCFN∪(C) dénote
le sCFN défini par
⋃
C∈C sCFN(C). La première étape de l’algorithme consiste donc
simplement à calculer sCFN∪(Comp
⋃
Conn).
Considérons un composant C de Comp, on note :
— pInC l’ensemble des ports de données d’entrée connectés de C dans G, c-à-d
pInC = {pin ∈ pInC|∃pout, 〈pout, pin〉 ∈ Dl} ;
— pIn(G) l’ensemble de tous les ports d’entrée connectés de l’application et se
définit par pIn(G) =
⋃
c∈Comp pInC.
Les liens de données vont être partitionnés pour séparer les liens aboutissant au
port i d’un connecteur et les liens aboutissant à un port d’entrée d’un composant de
la manière suivante :
— InConn(Dl) = {〈p1, p2〉 ∈ Dl | ∃c ∈ Conn, p2 ∈ pIn(c)} ;
— InComp(Dl) = {〈p1, p2〉 ∈ Dl | ∃C ∈ Comp, p2 ∈ pIn(C)}.
De même, nous allons distinguer les liens déclencheurs aboutissant sur le port s
d’un composant et les liens déclencheurs aboutissant sur le port s d’un connecteur.
Nous noterons ces deux ensembles InConn(Tl) et InComp(Tl).
Pour montrer que sCFNG(App) modélise bien la sémantique définie dans la sec-
tion 5.4, il suffit d’observer le comportement des réseaux représentant les liens entre les
éléments de l’application. Lorsqu’un message est disponible sur un port p de données
en sortie d’un composant ou d’un connecteur, alors la transition tp correspondante est
activable, donc le message pourra franchir la transition et aller se placer dans toutes
les places de sortie de tp. Lorsqu’un composant émet un signal sur son port e, ce signal
sera dupliqué dans toutes les places Pes par la transition ts du composant, puis ce si-
gnal sera acheminé dans la place Ps du composant ou dans la place Psig du connecteur
grâce à la transition ts correspondante. Cette dernière transition ne sera activable que
si un signal se trouve dans chacune de ses places d’entrée ce qui effectuera la synchro-
nisation. Par conséquent, étant donné que sCFNC(C) modélise la sémantique de C
pour tout C ∈ Comp et sCFNc(c) modélise la sémantique de c pour tout c ∈ Conn. De
plus, tous les sCFN modélisant les liens sCFNG(App) sont conformes à la sémantique
des liens dans App, alors, le réseau FIFO coloré strict sCFNG(App) modélise bien le
comportement de l’application App.
6.3 L’analyse des blocages des applications ComSA
L’analyse des blocages de nos applications est basée sur la propriété de vivacité des
places de sCFN. Cette propriété exprime qu’à partir de chaque marquage accessible
M et chaque place p, il existe un marquage M′ qui marque p et accessible depuis M.
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Cette section présente une condition suffisante pour assurer la vivacité des places
des sCFN. Ensuite, elle montre comment ce résultat peut être utilisé pour aider les
utilisateurs à construire une application sans blocages.
6.3.1 La vivacité des sCFN
Le concept de vivacité des sCFN est étudié par l’absence totale de blocages dans les
applications représentées par les réseaux FIFO colorés stricts. Une application bien for-
mée n’implique pas qu’elle est vivante. L’absence de blocages est basée sur la vivacité
des places des sCFN. Cette propriété exprime que tous les ports des composants dans
un graphe d’application reçoivent des données durant l’exécution de l’application.
L’idée générale de l’étude de la vivacité des sCFN consiste à simuler les sCFN par
les réseaux de Petri ordinaires (Ordinary Petri Nets, OPN) et par les réseaux à choix
asymétrique (Asymmetric Choice Nets, ACN). La propriété de la vivacité des places
des sCFN utilise une condition suffisante de la vivacité des places des réseaux OPN.
Définition 24 Un réseau de Petri ordinaire OPN est un tuple 〈P, T, A, M〉 où P est un
ensemble fini de places, T est un ensemble fini de transitions avec P ∩ T = ∅, A un ensemble
d’arcs sous la forme 〈p, t〉 ou sous la forme 〈t, p〉 où p ∈ P, t ∈ T. Finalement, M est une
fonction d’assignement d’un nombre positif de jetons pour chaque place. La notation 〈P, T, A〉
se réfère à la structure du réseau 〈P, T, A, M〉.
Les notations suivantes sont utilisées au niveau de l’évolution des réseaux de Petri
ordinaire OPN. Dans un OPN 〈P, T, A, M〉 :
— L’ensemble des places E est marqué si ∃p ∈ E tel que M(p) > 0 ;
— Une place p est appelée place source si •p = ∅.
Dans un OPN 〈P, T, A, M〉, une transition t ∈ T est active si ∀p ∈ •t M(p) > 0.
Franchir une transition active consiste à consommer un jeton de chaque place d’entrée
et produire un jeton dans chaque place de sortie. L’OPN 〈P, T, A, M〉 peut évoluer vers
〈P, T, A, M′〉 lors du franchissement de la transition t noté :
〈P, T, A, M〉 →t 〈P, T, A, M′〉
si t est une transition active de 〈P, T, A, M〉 et M′ est le marquage défini comme suit :
MR(p) =
∣∣∣∣
M(p)− 1 si p ∈ •t
M(p) sinon
M′(p) =
∣∣∣∣
MR(p) + 1 si p ∈ t•
MR(p) sinon
MR représente un marquage auxiliaire qui aide à définir M′ notamment pour les
places t •∩ • t. Pour un OPN 〈P, T, A, M〉, le marquage M′ est dit accessible en une seule
étape à partir du marquage M si 〈P, T, A, M〉 →t 〈P, T, A, M′〉 pour tout t ∈ T, il est
noté :
M →〈P,T,A〉 M′ ou M → M′
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La fermeture réflexive et transitive de → est notée →∗. Le marquage M′ est accessible
à partir du marquage M si M →∗ M′.
Un OPN 〈P, T, A, M〉 est vivant si pour tout marquage M′ accessible depuis M et
pour toute transition t ∈ T, il existe un marquage M” accessible à partir de M′ tel que
t est activée dans 〈P, T, A, M”〉. De plus, il est place-vivant si pour chaque marquage
M′ accessible depuis M et pour chaque place p ∈ P, il existe un marquage M′′ qui
marque p.
Dans la suite, tous les réseaux OPN contiennent au moins une place et une tran-
sition qui sont connectés afin de ne pas tenir compte de plusieurs sous-réseaux non
connectés dans les démonstrations c-à-d qu’ils ne contiennent pas de place isolée.
Nous présentons quelques définitions et les propriétés liées à la structure d’un
OPN.
Définition 25 Soit 〈P, T, A, M〉 un OPN. Un ensemble de places E ⊆ P est appelé siphon si
ses prédécesseurs sont aussi des successeurs, c-à-d :
•E ⊆ E•
Définition 26 Soit 〈P, T, A, M〉 un OPN. Un ensemble de places E ⊆ P est appelé trappe si
ses successeurs sont aussi des prédécesseurs, c-à-d :
E• ⊆ •E
Définition 27 Un OPN 〈P, T, A, M〉 est un ACN si :
∀p1, p2 ∈ P p1 • ∩p2• 
= ∅ =⇒ p1• ⊆ p2• ou p2• ⊆ p1•.
Ces définitions sont très importantes pour prouver la vivacité d’un ACN. Si un
siphon ne contient pas de jeton pour un marquage M, alors il reste non marqué pour
chaque marquage M′ accessible à partir de M. Symétriquement, si une trappe est
marquée pour un marquage M alors elle reste marquée pour chaque marquage M′
accessible à partir de M.
Si tout siphon contient une trappe initialement marquée, on dit que le réseau de
Petri vérifie le théorème de Commoner. Cette propriété est une condition suffisante de
vivacité pour certaines classes de réseau de Petri à savoir les réseaux ACN. La figure
6.10 illustre un exemple d’un siphon E contenant une trappe Q.
Théorème 1 (théorème de Commoner) Si tous les siphons d’un ACN contiennent une trappe
marquée, alors ce réseau est vivant.
En utilisant le théorème 1, nous allons garantir une condition suffisante pour la
vivacité des réseaux ACN. Pour cela, nous allons réaliser une simulation des sCFN
par les OPN de telle manière que les places des sCFN contenant des jetons sont les
mêmes places des OPN.
D’abord, un OPN peut avoir deux marquages M et M′ qui peuvent être équiva-
lents. À ce stade, l’OPN en question a le même ensemble des transitions activées. Dans
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(a) Exemple d’un siphon E = {p1, p2, p3, p4}, •E = {t1, t2, t3, t4},
E• = {t1, t2, t3, t4, t5}.
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(b) Exemple d’une trappe Q = {p1, p2}, Q• = {t1, t2}, •Q =
{t1, t2, t4}.
Figure 6.10 – Exemple d’un siphon E contenant une trappe Q.
ce cas, nous considérons deux OPN N et N′, avec N′ un sous-réseau de N, M mar-
quage de N et M′ marquage de N′. Il s’agit, ensuite, de prouver que si l’OPN N′ est
vivant alors l’OPN N est place-vivant.
Définition 28 Soit N = 〈P, T, A〉 un OPN, M et M′ sont deux marquages de N tels que
M(p) > 0 ⇔ M′(p) > 0, alors M et M′ sont appelés marquage-équivalent. Cette équivalence
est notée M ↔ M′ et si M ↔ M′ alors 〈P, T, A, M〉 et 〈P, T, A, M′〉 ont les mêmes transitions
activées.
Définition 29 Soit N = 〈P, T, A〉 et N′ = 〈P′, T′, A′〉 deux OPN tels que N, N′ ne
contiennent pas de place isolée. N′ est un sous-réseau de N si P′ ⊆ P, T′ ⊆ T et A′ ⊆ A avec
∀〈x, y〉 ∈ A′ x, y ∈ P′ ∪ T′. N′ est appelé sous-jacent de N s’il est un sous-réseau de N tel
que P′ = P et A′ = {〈x, y〉 ∈ A|x ∈ T′ ou y ∈ T′}.
Lemme 1 Soit N = 〈P, T, A〉 un OPN et N′ = 〈P, T′, A′〉 un OPN sous-jacent de N.
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Soit M1 un marquage tel que 〈P, T′, A′, M1〉 est vivant, si ∀M2 tel que 〈P, T, A, M1〉 →t
〈P, T, A, M2〉 nous avons 〈P, T′, A′, M2〉 vivant alors 〈P, T, A, M1〉 est place-vivant.
Démonstration. Prouver que 〈P, T, A, M1〉 est place-vivant ramène à prouver que ∀M2
tel que M1 →∗N M2, ∀p ∈ P, ∃M3 tel que M2 →∗N M3 et M3(p) > 0.
Premièrement, nous remarquons que si 〈P, T, A, M1〉 où M1 est tel que
〈P, T′, A′, M1〉 est vivant alors ∀p ∈ P ∃M2 tel que M2(p) > 0 et M1 →N M2.
En effet, étant donné que 〈P, T′, A′, M1〉 est vivant, alors, il est place-vivant, i.e.
∀p ∈ P ∃M2 tel que M1 →N′ M2 et M2(p) > 0. Puisque N′ est sous-jacent de N toutes
les transitions utilisées dans M1 →N′ M2 sont des transitions de N, donc, M1 →N M2.
Par hypothèse si 〈P, T′, A′, M1〉 est vivant alors ∀M2 tel que 〈P, T, A, M1〉 →t
〈P, T, A, M2〉, M2 vérifie 〈P, T′, A′, M2〉 est vivant. Ainsi, par induction, il est évident
que tout marquage M3 accessible à partir du marquage M1 rend N′ vivant. En effet,
〈P, T′, A′, M3〉 est vivant. Ainsi, ∀p ∈ P ∃M4 accessible depuis M3 qui marque p, donc
〈P, T, A, M1〉 est place-vivant.
Nous allons définir une classe de réseaux OPN qui préserve la vivacité des ré-
seaux sous-jacent ACN. Pour cela certaines définitions supplémentaires doivent être
introduites.
Définition 30 Soit 〈P, T, A〉 un OPN. La transition t ∈ T est nommée couvrante si ∃T′ ⊂ T
tel que t 
∈ T′, •t = •T′ et t• = T′•. Dans ce cas, nous disons que t couvre T′
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(a) La transition t = t1 couvre T′ =
{t2, t3}.
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(b) La transition t = t1 ne couvre pas
T′ = {t2, t3}.
Figure 6.11 – L’illustration d’une transition couvrante et d’une transition non couvrante.
La figure 6.11 montre une illustration d’une transition couvrante et d’une transition
non couvrante. Prenons t = t1 et T′ = {t2, t3} avec t 
∈ T′, la figure 6.11(a) montre que
•t = •T′ car •t = {P1, P2, P3} et •T′ = {P1, P2, P3}. De plus t• = T′• car t• = {P4, P5}
et T′• = {P4, P5}. En effet, la transition t = t1 couvre T′ = {t2, t3}. Par contre, la figure
6.11(b) montre que t = t1 ne couvre pas T′ = {t2, t3} car •t 
= •T′.
114 Chapitre 6. La modélisation du modèle ComSA
Lemme 2 Soit 〈P, T, A, M〉 un OPN où t couvre T′ ⊂ T et M′ tel que 〈P, T, A, M〉 →t
〈P, T, A, M′〉 alors ∃M ↔ M et M′ ↔ M′ tel que 〈P, T, A, M〉 →∗ 〈P, T, A, M′〉 où chaque
transition de T′ est franchie une fois dans la dérivation.
Démonstration. Soit 〈P, T, A, M〉 →t 〈P, T, A, M′〉, M′ fait en sorte que M′(p) > 0 ∀p ∈
t• et M′(p) = M(p)− 1 ∀p ∈ •t \ t•.
Soit Mt un marquage tel que Mt(p) =
∣∣∣∣
M(p)− 1 + |p • ∩T′| si p ∈ •t
M(p) sinon
Le franchissement de t depuis M (∀p ∈ •t, M(p) > 0) et Mt ajoute seulement des
jetons dans •t, alors M ↔ Mt. De plus, pour chaque place p ∈ •t nous avons Mt(p)
est plus grand que le nombre de transitions de T′ dont p est une place d’entrée. En
conséquence, il est possible de franchir une fois chaque transition de T′ à partir de Mt.
Le marquage résultat M′t fait en sorte que M′t(p) > 0 pour toute place p ∈ T′• avec
t couvre T′, en effet, T′• = t•. Et M′t(p) = Mt(p)− |p • ∩T′| = M(p)− 1 pour toute
place p ∈ •T′ \ T′•. Ainsi, M′t(p)↔ M′.
Pour simuler la communication avec perte des connecteurs bGreedy et nbGreedy
présentés dans la section 5.2. Un réseau spécifique est nécessaire nommé réseau Lossy
et est défini par la définition suivante :
Définition 31 Un réseau Lossy est un OPN permettant de perdre des jetons tel que Lossy =
〈PL, TL, AL〉 comme l’indique la figure 6.12(a). La transition tl est nommée transition de
perte.
La figure 6.12 montre que la place pb est un buffer qui accepte juste un seul jeton.
Ce mécanisme est contrôlé par la place po indiquant que le buffer est vide et par la
place pi indiquant que le buffer est plein. La transition tl est utilisée pour ignorer les
jetons arrivant dans pe quand la place pb contient un jeton. Plus précisément, commen-
çons avec un marquage où la place po contient un jeton et les autres places sont vides,
quand un jeton arrive dans la place pe la transition te est activée, comme illustré par la
figure 6.12(a). Une fois la transition te est franchie, un jeton est placé dans la place pi et
dans la place pb par contre la place pe est vide, comme illustré par la figure 6.12(b). En
conséquence, la transition te n’est pas activée, mais dès qu’un jeton arrive à la place pe,
la transition tl est activée, comme illustré par la figure 6.12(c). Tant que la transition to
n’est pas franchie, les jetons arrivant dans la place pe peuvent être ignorés en utilisant
la transition tl , comme illustré par la figure 6.12(d). Quand la transition to est activée,
les places pi et pb deviennent vides et la place po contient un jeton qui indique que le
prochain jeton qui arrivera dans la place pe sera mis dans le buffer.
Un réseau Lossy OPN n’est pas un ACN puisque :
1. pe• et pi• contiennent tl ;
2. pe• 
⊂ pi• et pi• 
⊂ pe•.
Cependant, un réseau Lossy OPN préserve la vivacité du réseau ACN couvrant.
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tl te
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tl te
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3pe
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to
0po
(d)
Figure 6.12 – (a) Le réseau Lossy (état initial), (b) étape 2 du réseau Lossy de la figure (a), (c) étape 3
du réseau Lossy de la figure (a) et (d) étape 4 du réseau Lossy de la figure (a).
Définition 32 Soit N = 〈P, T, A〉 un OPN, on dit que N contient le réseau Lossy N′ =
〈PL, TL, AL〉 qui est connecté par {pe, to}, si les seuls arcs entre N′ et N \ N′ sont les suivants
{〈t, pe〉|t ∈ T \ TL}, {〈to, p〉|p ∈ P \ PL} et {〈p, to〉|p ∈ P \ PL}.
Lemme 3 Soit N un OPN contenant un sous-réseau N′ qui est un réseau Lossy connecté
par {pe, to}. Soit M un marquage tel que M(po) = 1 et M(pi) = M(pb) = 0. Pour chaque
marquage M′ accessible depuis M alors M′(pb) = 1 si la transition tl est franchie.
Démonstration. Puisque pi ∈ •tl , la transition tl est activée signifie que la place pi
n’est pas vide. De plus, puisque •pi = {te}, pi est marquée quand la transition te est
franchie, aussi la place pb est marquée puisque pb ∈ te•. La transition te ne peut pas
être franchie si la place po est vide. Ainsi, les deux places pi et pb ne peuvent pas
contenir plus d’un jeton. Quand la transition to est franchie, pi et pb sont vidées et
116 Chapitre 6. La modélisation du modèle ComSA
(1,2,3)Pi
tin
e
([])Pm
[e] L
tout
[e] [ ]
(1)Ps
1
∅Po
e
tback
e
e
1
(a)
(2,3)Pi
tin
e
([1])Pm
[e] L
tout
[e]
[ ]
(1)Ps
1
∅Po
e
tback
e
e
1
(b)
tl te
3pe
0pi 0pb
to
1po
tback
1ps
0pout
(c)
tl te
2pe
1pi 1pb
to
0po
tback
1ps
0pout
(d)
Figure 6.13 – (a) Exemple d’un sCFN (état initial), (b) étape 2 du sCFN de la figure (a), (c) Simulation
du sCFN de la figure (a) et (d) Simulation du sCFN de la figure (b).
la place po reçoit un jeton. Ce qui implique que si M(pi) = M(pb) = 0 nous avons
M(po) = 1 et si M(pi) = M(pb) = 1 nous avons M(po) = 0.
Définition 33 Un réseau étendu à choix asymétrique (extended asymmetric choice net,
EACN) est un OPN N = 〈P, T, A〉 tel que le réseau sous-jacent 〈P, T′, A′〉 est un ACN où
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T′ = T \ ({t ∈ T|t est couvrante}⋃∪L∈L(N ){tl}) avec L(N) l’ensemble de tous les réseaux
Lossy connectés par un ensemble {pe, to} de N.
Théorème 2 Soit N = 〈P, T, A〉 un EACN dont l’ACN sous-jacent est N′ = 〈P, T′, A′〉 et
M1 un marquage tel que 〈P, T′, A′, M1〉 marque une trappe dans chaque siphon de N′. Tout
marquage M2 tel que 〈P, T, A, M1〉 →t 〈P, T, A, M2〉, marque une trappe dans chaque siphon
de N′.
Démonstration. D’abord, notons que si N′ est un ACN et M marque une trappe dans
chaque siphon de N et en se basant sur la propriété de la vivacité d’un ACN, alors tout
marquage accessible depuis M marque également une trappe appartenant à un siphon
de N′. Ensuite, nous allons prouver le théorème 2. Trois cas doivent être distingués
selon le type de la transition t :
— Si t ∈ T′, la propriété est vérifiée si N′ est un ACN ;
— Si t est couvrante, alors en se basant sur le lemme 2 nous savons que
〈P, T, A, M1〉 →t 〈P, T, A, M2〉 correspond à la dérivation 〈P, T, A, M1〉 →∗N′
〈P, T, A, M2〉 tel que M1 ↔ M1 et M2 ↔ M2. Si M2 marque chaque trappe
appartenant à un siphon de N′, alors M2 vérifie aussi cette propriété ;
— Si t est une transition de perte, la seule place qui peut être vide après le franchis-
sement de t est la place pe associée à la transition t. Nous pouvons remarquer
que chaque trappe de N′ qui contient cette place pe contient aussi la place pi et
la place pb associées à t. Si la transition t est activée dans M1, d’après le lemme 3
les deux places pi et pb sont marquées dans M et elles sont aussi marquées dans
M2. Ainsi, chaque trappe de N′ marquée dans M1 reste marquée dans M2.
Définition 34 Soit N = 〈P, T, A〉 un sCFN, N = 〈P, T, A〉 un OPN et les trois fonctions
ΦP : P → P, ΦT : T → T et ΦM : FIFO → N où les deux dernières sont des applications.
N′ simule N par ΦP, ΦT et ΦM si pour chaque marquage M1 et M2 〈P, T, A, M1〉 →t
〈P, T, A, M2〉 si et seulement si 〈P, T, A, ΦM(M1)〉 →ΦT(t) 〈P, T, A, ΦM(M2)〉.
L’OPN de la figure 6.13(c) simule le sCFN de la figure 6.13(a) avec ΦP =
{pe → pi, pb → pm, ps → ps, pout → po}, ΦT = {tl → tin, te → tin, to → tout, tback →
tback} et ΦM(x) est le nombre d’éléments de x pour chaque FIFO x sauf ([ ]) où
ΦM(([ ])) = 0. La figure 6.13(d) montre le résultat du franchissement de la transi-
tion tl qui correspond au réseau sCFN de la figure 6.13(b).
Théorème 3 Soit S un sCFN et N un OPN qui simule S par ΦP, ΦT et ΦM, si N est
place-vivant alors S est aussi place-vivant.
Démonstration. La démonstration du théorème 3 est évidente à partir de la défini-
tion 34 et du théorème 2.
Il n’est pas toujours possible de trouver un OPN simulant un sCFN. Par contre, les
sCFN décrivant la sémantique de notre modèle par composants ComSA, peuvent être
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simulés par les OPN en utilisant la généralisation des fonctions ΦT, ΦP et ΦM décrites
ci-dessus. Le réseau OPN obtenu appartient à la classe EACN quand les relations
d’incidence des composants ComSA respectent la condition de choix asymétrique c-
à-d IRin(r1) ∩ IRin(r2) 
= ∅ ⇒ IRout(r1) ⊆ IRout(r2) ∨ IRout(r2) ⊆ IRout(r1). En effet,
il existe deux types de places ne vérifiant pas la condition ACN, à savoir les places
modélisant les ports d’entrée des connecteurs et les places pe des sous-réseaux Lossy.
Dans les deux cas, les transitions appartenant à l’ensemble des transitions de sortie de
la place sont couvrantes ou respectent la condition ACN.
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(a) Un réseau non ACN.
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(b) Un réseau ACN.
Figure 6.14 – Un exemple d’un réseau ACN et d’un réseau non ACN.
La figure 6.14 montre un exemple d’un réseau ACN et un autre exemple d’un
réseau non ACN. Prenons par exemple les deux ensembles E1 = {P1, P2} et E2 =
{P2, P3}, comme illustré par la figure 6.14(a). Ces deux ensembles ne vérifient pas la
condition de choix asymétrique, présentée par la définition 27, car E1•  E2•. Par
contre, comme illustré par la figure 6.14(b), les deux ensemble E1 et E2 vérifient bien
cette condition.
Si un sCFN est place-vivant, il peut ne pas être vivant. Cependant, les seules tran-
sitions qui ne sont pas vivantes sont celles représentant les compositions des compor-
tements élémentaires des composants. Ceci ne pose aucun problème étant donné que
chaque comportement élémentaire est vivant. D’autre part, le poids défini sur les tran-
sitions peut empêcher le franchissement de certaines transitions. Cela ne représente
pas un vrai problème puisque dans le sCFN construit d’une application, si la transi-
tion t est en conflit avec une autre transition t′ et W(t) > W(t′) alors t est couvrante.
Cela signifie que le comportement modélisé par t contient le comportement modélisé
par t′.
Cette analyse d’un EACN simulant un sCFN d’une application ComSA détecte si
l’application peut être lancée et qu’elle est vivante c-à-d ne contient pas de blocages.
Elle permet aussi d’indiquer les erreurs en vu d’être corrigées.
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6.3.2 La configuration de démarrage des applications ComSA
Nous nous sommes particulièrement intéressés à garantir que les applications
ComSA ne contiennent pas de blocages. Cela peut être fait en étudiant la place-vivacité
des sCFN. Les résultats que nous obtenons nous permettent de définir une condition
de démarrage qui assure la vivacité d’une application ComSA.
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Figure 6.15 – Graphe d’une application de dynamique moléculaire.
Le processus de démarrage d’une application ComSA se compose de trois étapes
principales et va être appliqué sur l’application représentée par la figure 6.15 :
1. La condition ACN : la première étape consiste à vérifier que l’ensemble des
relations d’incidence actives d’une application respectent la condition ACN. Si-
non, nous proposons à l’utilisateur de verrouiller les comportements de compo-
sants concernés. Cela est équivalent, par exemple, à remplacer les deux relations
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〈I1, O1〉 et 〈I2, O2〉 par la relation 〈I1 ∪ I2, O1 ∪O2〉. En effet, les relations d’in-
cidence non asymétriques sont éliminées. La conséquence de cette élimination
est que l’application n’exploite pas toutes les synchronisations autorisées par le
composant, mais nous pouvons éviter les blocages.
2. La condition siphon-trappe : la deuxième étape permet de vérifier que tous les
siphons d’un sCFN d’une application contiennent une trappe. Si un siphon ne
contient pas de trappe, le cycle formant ce siphon est identifié explicitement
pour que l’utilisateur puisse modifier la structure de l’application pour la rendre
vivante. Cette étape est NP-difficile et pour détecter les siphons contenant une
trappe, nous avons utilisé la méthode décrit dans [158]. Cette méthode permet
de traduire le problème original vers un problème SAT en se basant sur trois
contraintes :
(a) L’ensemble P des places est un siphon :
∨
p∈P
p(0) ∧ ∧
t∈T
∧
p∈t•
(p(0) =⇒ ∨
p′∈•t
p′
(0)
)
(b) Max-trappe ⊆ siphon :
n∧
i=0
∧
p∈P
(pi+1 ⇐⇒ (p(i) ∧ ∧
t∈T
∧
p∈•t
∨
p∈t•
p(i)))
(c) Max-trappe est non marquée :
∨
p∈P:m0(p)>0
¬p(n+1)
La première contrainte permet de chercher tous les ensembles de places com-
posant un siphon. La première partie de cette contrainte indique la non vacuité,
par contre la deuxième partie représente la condition d’un siphon •P ⊆ P• avec
P un ensemble de places du sCFN.
La deuxième contrainte consiste à identifier tous les siphons contenant une
trappe maximale. Pour un siphon P, nous pouvons calculer sa trappe maximale
en supprimant toutes les places dont les transitions de sortie n’ont pas de places
de sortie en P. Cette procédure ajoute (n + 1) places p(0), . . . , p(n) pour chaque
place p avec n le nombre de places dans un sCFN. Les variables p(0) représentent
les siphons non vides comme mentionné par la première contrainte. Les variables
p(i) représentent les étapes intermédiaires Pi de la procédure de la génération de
la trappe maximale. Pi+1 est obtenu à partir de Pi en supprimant toutes les places
dont les transitions de sortie n’ont pas de places de sortie en Pi. Puisqu’il y a n
places, la procédure converge après n itérations, ainsi Pn est soit vide soit la
trappe maximale incluse dans P.
De plus, la troisième contrainte cherche les trappes qui contiennent le plus grand
nombre de places, c-à-d Max-trappe, non marquées.
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3. La condition de démarrage : Finalement, tous les siphons qui contiennent des
trappes non marquées sont détectés. Puis, chaque trappe détectée contient un
connecteur qui va être choisi aléatoirement pour envoyer un message vide. Ce
choix aléatoire peut être remplacé par un choix manuel de l’utilisateur. Alors,
un marquage initial Minit est défini pour rendre le sCFN vivant. En effet, Minit
consiste à initialiser avec (1) les places Ps des composants tel que •Ps = {ts}.
Aussi, Minit initialise les places Pit de chaque composant avec (0). Enfin, Minit
initialise avec un jeton chaque trappe détectée appartenant à un siphon.
Figure 6.16 – Les différentes étapes du processus de démarrage d’une application ComSA.
La figure 6.16 représente les trois étapes du processus de démarrage d’une appli-
cation ComSA. La première étape la condition ACN est représentée par 1© contenant
les différentes sous-étapes qui servent à vérifier si les relations d’incidence de tous les
composants d’une application sont des ACN. La deuxième étape la condition siphon-
trappe est représentée par 2©. Cette étape aide à transformer le graphe d’application
en sCFN et à détecter les siphons contenant ou non des trappes. La troisième étape la
condition de démarrage est représentée par 3© et marque toutes les trappes appartenant
à des siphons. Cette dernière étape est réalisable si l’application étudiée ne contient
pas de siphons qui ne contiennent pas de trappes.
La table 6.1 montre le résultat après l’application du processus défini par la figure
6.16 sur le graphe d’application de la figure 6.15.
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Siphon conte-
nant Trappe
Contenu
1 [bB1 : o, s][nbG2 : o, s][nbG7 : o, s][S1 : e, p3d, an, c1]
2 [bB4 : o, s][bB1 : o, s][nbG2 : o, s][S1 : e, p3d, c1, c2]
3 [nbG1 : o, s][I1 : e, f ]
4 [sF1 : i, o][sF2 : i, o][S2 : f , en][S3 : en, f ′]
5 [nbG8 : o, s][S3 : e, pos]
6 [nbG6 : o, s][S3 : e, av]
7 [nbB3 : o, s][sF1 : i, o][S3 : e, act, en]
8 [sF2 : i, o][S2 : e, f ]
9 [nbG3 : o, s][nbB2 : o, s][nbG5 : o, s][nbG4 : o, s][V : e, av, act, en, pos]
Table 6.1 – Les siphons contenant une trappe détectés de l’exemple illustré par la figure 6.15
Chaque siphon contenant une trappe obtenu dans notre exemple contient au moins
un connecteur. Par exemple, le siphon contenant la trappe numéro 4 se compose de
deux connecteurs sF1 et sF2 et de deux composants S2 et S3. L’écriture [sF1 : i, o][sF2 :
i, o][S2 : f , en][S3 : en, f ′] signifie que le siphon contenant la trappe détectée se compose
des ports (i, o) du connecteur sF1, des ports (i, o) du connecteur sF2, des ports ( f , en)
du composant S2 et des ports (en, f ′) du composant S3. En effet, un connecteur est
choisi aléatoirement pour envoyer un message vide dans le but de garder toujours les
siphons détectés marqués et donc l’application est vivante.
6.4 Conclusion
Dans ce chapitre, nous avons présenté une approche formelle pour modéliser les
applications ComSA. Cette approche est basée sur une classe des réseaux FIFO colorés
et des réseaux de Petri colorés nommés les réseaux FIFO colorés stricts. Afin d’analyser
le comportement et la structure de ces applications, nous modélisons en sCFN les
différents éléments des applications ComSA.
La construction des applications ComSA en assemblant des composants et des
connecteurs peut créer des blocages et ces applications peuvent ne pas être vivantes.
Dans le but de détecter ces blocages pendant la composition, nous avons proposé un
processus d’analyse et de démarrage d’une application ComSA afin de la démarrer
correctement et de garantir sa vivacité.
Puisque les applications ComSA sont destinées à la visualisation scientifique in-
teractive et dans le cadre de l’analyse visuelle certaines applications ont besoin d’être
reconfigurées dynamiquement. Une telle reconfiguration s’applique soit pour ajouter
de nouveaux composants soit pour en retirer. Ainsi, certains composants comme les
composants de l’analyse des données ne sont pas persistants et ont besoin d’être lan-
cés ou arrêtés en cours d’exécution. Pour essayer de résoudre ce problème, le chapitre
suivant présente un processus de reconfiguration des applications ComSA basé sur la
coordination exogène. Cette reconfiguration permet de minimiser le nombre de com-
posants ou de relations d’incidence arrêtés et évite l’arrêt complet de l’application.
Computer system analysis is like child-rearing ; you can do grievous
damage, but you cannot ensure success.
Tom DEMARCO
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7.1 Introduction
Les applications de visualisation scientifique interactives doivent faire face à des
évolutions des besoins des utilisateurs. En effet, la modification de la configuration
d’une application ComSA est nécessaire pour enrichir ou mettre à jour une applica-
tion. Par conséquent, la reconfiguration dynamique est nécessaire pour modifier cer-
tains composants de l’architecture tandis que l’application est opérationnelle. Dans le
contexte de l’analyse visuelle, certaines applications doivent être reconfigurées dyna-
miquement puisque certains composants, par exemple des étapes d’analyse, ne sont
pas persistants et doivent être redémarrés ou arrêtés à la volée.
Dans ce chapitre, nous adressons le problème de la reconfiguration dynamique des
applications de visualisation scientifique interactives. Cette reconfiguration consiste à
arrêter un ensemble de composants de l’application avant d’interrompre des liens
entre certains composants afin de supprimer ou insérer des composants. Nous expo-
sons un algorithme appliqué sur les graphes d’applications pour définir l’ensemble
des composants à arrêter. Puis, nous utilisons la sémantique sCFN des applications
pour prouver la correction du résultat.
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7.2 La reconfiguration dynamique des applications ComSA
Notre objectif est de reconfigurer dynamiquement une application en cours d’exé-
cution sans l’arrêter complètement. Dans notre contexte, l’utilisateur peut souhaiter :
— l’insertion de nouveaux composants dans le graphe d’application afin d’ajouter,
par exemple, de nouvelles étapes de l’analyse sur la simulation en cours ;
— la suppression de composants s’ils ne sont plus utilisés ;
— le remplacement de composants par d’autres.
Notons que ces opérations peuvent être effectuées avec un ensemble de compo-
sants qui peuvent également être reliés entre eux. Dans tous les cas, la reconfiguration
nécessite de modifier le graphe d’application et de supprimer temporairement des ca-
naux de communication. Le but est alors d’anticiper les conséquences de la suppres-
sion d’une communication entre deux ports et de prendre des mesures pour éviter
l’arrêt de l’application en cours d’exécution en évitant, par exemple, les débordements
(overflows).
7.2.1 Vue générale du processus de la reconfiguration
Le problème de la reconfiguration peut être réduit au problème d’insertion d’un
composant entre deux autres. Lors de l’interruption d’un lien entre deux composants,
certains ports ne vont plus recevoir de données. Cela peut conduire à des overflows si
un composant ne cesse de recevoir de données sur d’autres ports sans être en mesure
de commencer une nouvelle itération (aucune relation d’incidence n’est vérifiée).
L’insertion ou le suppression d’un composant signifie changer la coordination exo-
gène de l’application. Par exemple, pour procéder à une insertion d’un composant,
certains connecteurs sont retirés afin de supprimer les liens à l’endroit de l’insertion.
Ensuite, le nouveau composant est inséré avec de nouveaux connecteurs qui expriment
la façon dont il reçoit les données de l’application et la manière dont les résultats sont
utilisés. Par conséquent, le processus de reconfiguration doit faire face à la vérification
de la correction de la nouvelle application d’une part et la mise en œuvre de l’insertion
d’autre part.
La figure 7.1 illustre les différentes étapes de notre processus de reconfiguration et
les différents états de l’application au cours de ce processus. Dans cette figure, les états
blancs signifient que l’application a toujours son architecture initiale c-à-d sa structure
avant la reconfiguration et l’état gris désigne la nouvelle application chargée à savoir la
nouvelle architecture de l’application après la reconfiguration. Les états présentés avec
une bordure pointillée indiquent que seule la partie non impactée par la reconfiguration
est en exécution tandis que les états ayant une bordure continue signifient que toute
l’application est en exécution.
L’état initial représente l’application en exécution (État 1) qui va être reconfigurée
par l’utilisateur. Quand l’utilisateur exprime la requête de la reconfiguration, le nou-
veau graphe de l’application est construit mais il n’est pas chargé (État 2). Ce nouveau
graphe d’application est analysé pour vérifier sa correction. Dans ce contexte, nous
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faisons appel aux techniques définies dans le chapitre 6 afin de détecter les blocages et
définir la condition de démarrage pour garantir la vivacité de l’application. Si la nou-
velle application n’est pas valide, la reconfiguration est refusée et l’application reste
non modifiée. De plus, ces techniques peuvent fournir des suggestions pour corriger
l’application, par exemple, verrouiller certains comportements de composants comme
défini dans la section 6.3.
Si la nouvelle application est valide (État 3), le graphe d’application en question est
analysé afin de définir l’implémentation de la reconfiguration. Cette implémentation
consiste à définir un moyen sûr pour enlever les connecteurs liés à l’insertion ou à la
suppression de composants, car ces suppressions peuvent générer des overflows.
Figure 7.1 – Les différents états de la reconfiguration.
En effet, certains composants peuvent ensuite être bloqués par un manque de don-
nées sur un port d’entrée alors que les autres ports continuent à recevoir des données.
Pour éviter ces problèmes lors d’une reconfiguration, une partie de l’application doit
être mise en pause avant la suppression d’un connecteur. C’est l’objectif de l’algo-
rithme 3.
La région de sécurité délimitée obtenue en (État 4) est illustrée par la figure 7.3.
Le rectangle avec une bordure pointillée est la région de sécurité. Les composants qui
sont à l’extérieur de ce rectangle sont toujours en exécution alors que les composants
qui sont à l’intérieur sont en pause. Certains composants peuvent être en pause par-
tiellement, par exemple les composants A et B. En se basant sur cette description, la
mise en pause est implémentée (État 5). Le résultat de l’algorithme 3 indique comment
réaliser cette mise en pause. Jusqu’à cette étape, l’application initiale est toujours en
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Algorithme 3 : Algorithme de la mise en pause d’une application ComSA
Entrées : App = (Comp
⋃
Conn, Dl
⋃
Tl) et c le connecteur supprimé tel que
Co1
c→ Ci2
Sorties : UConn l’ensemble de connecteurs à neutraliser,
PComp l’ensemble de composants à mettre en pause,
RDl un ensemble de liaisons de données à supprimer
// L’étape initiale illustrée par la figure 7.2(a)
1 UConn := ∅ ; PComp := ∅ ;
2 SIR := {r ∈ IRC2 s.t. Ci2 ∈ IRin(r)} ;
// l’ensemble des relations d’incidence arrêtées
3 SPorts := IRin(SIR) \ IRin(IRC2 \ SIR) ;
// l’ensemble de ports qui doivent être affamés
4 Done := ∅ ;
5 Tant que SPorts 
= ∅ faire
// L’étape montante illustrée par la figure 7.2(b)
6 Soit Cin ∈ SPorts ;
7 Done := Done ∪ {Cin} ;
8 Soit Con−1
c→ Cin ⊆ Dl ;
9 Si tc ∈ {bBu f f er, nbBu f f er, sFi f o} Alors
10 Si ∃r ∈ IRin(Con−1) s.t. IRin(r) = ∅ Alors
11 PComp := PComp
⋃
{Cn−1} ;
12 SIR := SIR
⋃
IRCn−1 ;
13 Sinon
14 SIR := SIR
⋃
{IRin(Con−1)} ;
15 SPorts := SPorts
⋃ (
IRin(SIR
⋂
IRCn−1) \ IR
in(IRCn−1 \ SIR)
)
;
16 Sinon
17 UConn := UConn
⋃
{c} ;
// L’étape descendante illustrée par la figure 7.2(c)
18 SOut :=
(
IRout(IRout(Cin))
)
\
(
IRout(IRCn \ IR
out(Cin))
)
;
19 SPorts := SPorts
⋃
po∈SOut{pi|∃po
c→ pi ⊆ Dl s.t. tc blocking} ;
20 SPorts := SPorts \ Done ;
21 RDl :=resolvesFIFOCycle(App, SIR) ;
exécution (les états blancs). Après, seule la partie de l’application non impactée par la
reconfiguration reste en exécution (les états avec une bordure pointillée). La reconfi-
guration est ensuite effectuée pour implémenter le nouveau graphe d’application (État
6). Les composants à changer sont supprimés et les nouveaux sont ajoutés. Enfin, le
démarrage de l’application reconfigurée est effectué pour revenir à un état de fonc-
tionnement normal (État 1).
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7.2.2 La délimitation de la région de sécurité
Le point de départ de la délimitation de la région de sécurité est un ensemble de
connecteurs qui vont être retirés pour effectuer une telle reconfiguration.
L’algorithme 3 prend en entrée un graphe d’application et renvoie un ensemble
de connecteurs à neutraliser c-à-d les empêcher livrer des messages, un ensemble de
composants qu’il faudra pour réaliser explicitement une pause ainsi qu’un ensemble
de liens de données afin d’isoler la région de la sécurité par rapport au reste de l’appli-
cation. Cet algorithme est présenté et exécuté avec un seul connecteur à enlever, mais
il peut facilement être généralisé pour un ensemble de connecteurs.
Intuitivement, quand un canal de communication Co1
c→ Ci2 doit être coupé entre
deux composants C1 et C2, une ou plusieurs relations d’incidence du composant C2
peuvent être affamées à cause du manque de données. Cela peut provoquer des over-
flows sur les ports d’entrée liés à ces relations d’incidence quand ils reçoivent encore
de nouvelles données. Pour éviter ce problème, toutes les relations d’incidence sus-
ceptibles de fournir des données aux ports de relations d’incidence affamées doivent
être arrêtées. Il existe deux façons d’arrêter une relation d’incidence. Si elle a des ports
d’entrée, il suffit de les affamer. Sinon, si elle n’a pas de ports d’entrée, un composant
spécial appelé pauseC va être relié au port s pour que toutes les relations d’incidence
du composant en question sont arrêtées.
La façon d’affamer un port d’entrée p dépend du type du connecteur c relié à ce
port. Si le connecteur est de type Greedy, il suffit d’enlever le lien de déclenchement
relié au port s de ce connecteur afin de l’empêcher d’envoyer des nouvelles données. Si
ce connecteur est de type sFIFO ou Buffer, les relations d’incidence du port de sortie qui
lui fournit des données, doivent être arrêtées. Finalement, si le graphe d’application
contient des cycles sFIFO, certaines liaisons de données dans ces cycles doivent être
supprimées.
Plus précisément, l’algorithme 3 détecte d’abord les relations d’incidence qui vont
être arrêtées dans le composant C2 (ligne 2) et déduit l’ensemble des ports d’entrée du
composant C2 à affamer pour éviter l’overflow (ligne 3). Cet ensemble contient juste
les ports d’entrée des relations d’incidence arrêtées.
Ensuite, la boucle générale de l’algorithme 3 traite chaque port à affamer (l’en-
semble SPorts). Durant l’itération de la boucle, de nouveaux ports peuvent être ajoutés
à l’ensemble SPorts. L’ensemble Done aide à éviter de traiter plusieurs fois le même
port. Un port p de l’ensemble SPorts est traité en deux étapes : une étape montante et
une étape descendante.
— L’étape montante dépend d’abord du connecteur c lié au port p, ensuite, elle
dépend de la relation d’incidence fournissant les données au connecteur c.
• Si le connecteur est sans perte, c-à-d de type Buffer ou sFIFO, il existe deux
cas :
1. Si au moins une des relations d’incidence qui fournit des données au
connecteur c qui n’a pas de ports d’entrée, pour éviter les overflows il
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Algorithme 4 : L’algorithme pour résoudre les cycles sFIFO
Entrées : App = (Comp
⋃
Conn, Dl
⋃
Tl) un graphe d’application et SIR un
ensemble des relations d’incidence
Sorties : RemovedsFi f o un ensemble des liens
1 RemovedsFi f o := ∅ ;
2 Pour chaque c ∈ Conn s.t. typec 
= sFi f o Faire
3 Remove(c) ;
4 Pour chaque C ∈ Comp s.t. 
 ∃r ∈ SIR ∩ IRC Faire
5 Remove(C) ;
6 Tant que App 
= ∅ faire
7 Continue := true ;
8 Tant que Continue faire
9 Continue := f alse ;
10 Pour chaque C ∈ Comp Faire
11 Tin := ∀Ci ∈ PinC 
 ∃〈x, Ci〉 ∈ Dl ;
12 Tout := ∀Co ∈ PoutC 
 ∃〈Co, y〉 ∈ Dl ;
13 Si Tin ∨ Tout Alors
14 Remove(C) ;
15 Continue := true ;
16 Pour chaque c ∈ Conn Faire
17 Si 
 ∃ 〈ci, x〉 ∈ Dl∨ 
 ∃ 〈y, ci〉 ∈ Dl Alors
18 Remove(c) ;
19 Continue := true ;
20 Si App 
= ∅ Alors
21 Soit 〈x, yi〉 ∈ Dl où y est un connecteur ;
22 Dl := Dl \ {〈x, y〉} ;
23 RemovedsFi f o := RemovedsFi f o ∪ {〈x, y〉} ;
suffit d’arrêter le composant producteur en reliant son port de déclen-
chement s au composant pauseC. Ce composant est ajouté à l’ensemble
PComp et ses relations d’incidence sont ajoutées à l’ensemble SIR des
relations d’incidence qui vont être arrêtées (ligne 11 et ligne 12).
2. Sinon, l’ensemble des relations d’incidence fournissant des données au
connecteur c sont ajoutées à l’ensemble SIR (ligne 14).
Dans les deux cas, l’ensemble des ports d’entrée du composant producteur
qui doivent être affamés, sont ajoutés à l’ensemble SPorts. Cet ensemble se
compose de l’ensemble des ports d’entrée du composant qui ont juste les
ports d’entrée des relations d’incidence qui vont être arrêtées (ligne 15).
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• Si le connecteur c est de type Greedy, il est facile d’enlever son lien de dé-
clenchement. En effet, si un composant en cours d’exécution fournit à ce
connecteur des données, le connecteur les ignore pour éviter les overflows.
Donc, ce connecteur est ajouté à UConn (ligne 17).
— L’étape descendante recherche les ports qui ne délivrent plus de données. Ces
ports sont les ports de sortie des relations d’incidence arrêtées (ligne 18) repré-
sentés par l’ensemble SOut. L’ensemble des ports d’entrée qui sont connectés
à l’un de ces ports avec un canal de communication géré par un connecteur
bloquant, ne vont plus recevoir de données. Par conséquent, ils doivent être
ajoutés à l’ensemble SPorts des ports affamés (ligne 19).
La ligne 20 de l’algorithme 3 évite tout simplement de traiter plusieurs fois le
même port et garantit la fin de l’algorithme.
Une fois que tous les ports affamés sont traités, l’algorithme 3 identifie l’ensemble
des connecteurs à neutraliser et l’ensemble des composants à mettre en pause à l’aide
du composant pauseC.
Dans le cas où le graphe d’application contient un cycle ne contenant que des
connecteurs de type sFIFO et si ce cycle intersecte la partie de l’application à arrêter, il
faut enlever un lien de données appartenant à ce cycle afin d’arrêter complètement la
partie de l’application en question. Cette gestion de cycles est l’objectif de la fonction
resolvesFIFOCycle (ligne 21) définie par l’algorithme 4.
La figure 7.2 illustre les différentes étapes de la mise en pause d’une application
ComSA réalisées par l’algorithme 3.
La figure 7.2(a) montre l’étape initiale du processus de cet algorithme. Dans cette
figure, les ports i et i′ du composant C2 sont ajoutés à l’ensemble SPorts tandis que
le port i′′ ne va pas être ajouté car c’est un port d’entrée de la relation d’incidence r3
c-à-d i′′ ∈ RIin(r3) et cette relation d’incidence n’est pas arrêtée.
La figure 7.2(b) illustre l’étape montante permettant d’explorer les chemins conte-
nants que des connecteurs sans perte. Dans cet exemple, le port o du composant Cn−1
fournit des données au connecteur c. Il est alimenté par deux relations d’incidence r1
et r2 qui doivent être arrêtées, ce qui n’est pas le cas pour la relation d’incidence r3. Les
deux ports i et i′ doivent être affamés et sont ajoutés à l’ensemble SPorts, par contre le
port i′′ ne va pas être affamé. En effet, i′′ est un port d’entrée pour les deux relations
d’incidence r2 et r3. Cette dernière n’a pas besoin d’être arrêtée, de telle sorte que le
composant sera en mesure de traiter des données reçues via le port i′′.
La figure 7.2(c) schématise l’étape descendante inspectant les chemins ne contenant
que des connecteurs bloquants. Dans cette figure, le port o du composant Cn est un
port de sortie de la relation d’incidence arrêtée r2, mais aussi de r1 qui reste toujours
en exécution et fournit des données à ce port qui ne s’ajoute pas à SOut. Le port
o′ est uniquement alimenté par les relations d’incidence arrêtées de telle sorte qu’il
appartient à SOut. Dans notre exemple, le port i du composant Cn+1 sera affamé si le
port o du composant Cn ne produit plus de données.
À partir d’une application App = (Comp
⋃
Conn, Dl
⋃
Tl) et d’un connecteur c à
enlever, l’algorithme 3 retourne les ensembles UConn, PComp et RDl pour procéder
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Figure 7.2 – L’illustration des différentes étapes de l’algorithme 3
à la reconfiguration. Ces ensembles sont utilisés pour implémenter les actions pour
mettre en pause la partie impactée par cette reconfiguration. Le résultat est un graphe
d’application défini comme suit :
˜Appc = (Comp
⋃
{pauseC}
⋃
Conn, D˜l
⋃
T˜l),
avec D˜l = Dl \ RDl et T˜l = Tl \ {〈xe, cs〉|c ∈ UConn}.
Dans le graphe ˜Appc, la partie arrêtée As de l’application est isolée par rapport à la
partie Ar représentant le reste de l’application qui reste opérationnel, cela est illustré
par la figure 7.3. Dans l’étape descendante de l’algorithme, les relations d’incidence
des composants de la partie Ar envoient des données vers As à l’aide des connec-
teurs du type Greedy où les liens de déclenchement sont enlevés (la bordure 1©). Par
conséquent, ces données sont simplement ignorées par ces connecteurs. L’ignorance
de ces données est garantie, au niveau de l’étape descendante, à l’aide des relations
d’incidence des composants de la partie Ar qui peuvent recevoir des données émises
par la partie As qui contient des connecteurs non bloquants (la bordure 2©). Ainsi, les
relations d’incidence de cette bordure reçoivent des données vides tant que la mise
en pause est maintenue. À l’intérieur de la partie As, tous les composants avec au
moins une relation d’incidence sans ports d’entrée sont mis en pause à l’aide du com-
posant pauseC, les autres ne peuvent pas recevoir de données depuis Ar et As qui
ne contiennent pas de cycles sFIFO. Cela signifie que le nombre de données circulant
dans cette partie diminue et toutes les relations d’incidence vont s’arrêter à cause de
7.3. La correction de la reconfiguration dynamique du modèle comSA 131
Figure 7.3 – La région de sécurité impactée par la reconfiguration.
l’absence de données. Quand cela arrive, la reconfiguration peut être effectivement
appliquée pour construire la nouvelle application.
7.3 La correction de la reconfiguration dynamique du mo-
dèle comSA
7.3.1 Les invariants de la reconfiguration dynamique du modèle ComSA
Le modèle ComSA a un ensemble d’invariants pour assurer la correction (sound-
ness) des architectures des applications de visualisation scientifique interactives. Ces
invariants sont des détails structurels de l’architecture d’une application qui restent
stables avant et après une reconfiguration dynamique. Les invariants ComSA sont
utilisés pour évaluer les architectures des applications de visualisation scientifique in-
teractive. Les invariants ComSA sont :
— la connectivité des composants ou/et des connecteurs : cet invariant vérifie
que tous les composants ou/et les connecteurs ComSA ne sont pas isolés c-à-d
le graphe d’application construit est bien un graphe connexe ;
— l’unicité de la connexion des ports de données : cet invariant assure que
chaque port d’entrée de données ne peut être alimenté que par un seul lien ;
— l’existence des relations d’incidence correctes : cet invariant vérifie qu’au
moins une relation d’incidence d’un composant doit avoir soit tous ses ports
connectés à au moins un lien chacun, soit aucun de ses ports connectés ;
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— la satisfaction de contrainte du composant : cet invariant contrôle que chaque
composant est un ACN c-à-d ses relations d’incidence sont sous forme d’un
réseau ACN (définition 27) ;
— la vérification de la structure de l’application : cet invariant garantit qu’une
application ComSA est bien formée c-à-d tous ses composants sont bien connec-
tés en entrée et en sortie (définition 12).
Une architecture d’une application ComSA est structurellement cohérente si les
cinq invariants précédemment définis sont satisfaits. Nous garantissons que chaque
architecture construite et modifiée par une reconfiguration dynamique du modèle
ComSA est cohérente.
L’application illustrée par la figure 6.15 vérifie bien les cinq invariants de l’ap-
proche ComSA. Supposons que l’utilisateur souhaite la reconfiguration de cette appli-
cation suite à la suppression du connecteur nbG8 reliant le port pos du composant S2 et
le port pos du composant S3. Cette suppression va être effectuée pour insérer un nou-
veau composant effectuant des calculs supplémentaires sur les positions des atomes.
Le résultat est d’arrêter tous les composants impliqués dans les calculs de force. En
appliquant l’algorithme 3 de la mise en pause sur cette application ComSA, nous
obtenons la région de sécurité définie et illustrée par la figure 7.4 où les connecteurs
neutralisés et les relations d’incidence arrêtées sont représentés par des couleurs trans-
parentes. Le composant I1 est le seul composant appartenant à l’ensemble PComp des
composants à arrêter explicitement. Dans ce cas, nous utilisons le composant PauseC
en le connectant avec le composant I1 au niveau du port de déclenchement s.
En effet, les relations d’incidence arrêtées sont :
— r1, r2 et r3 du composant I1 ;
— r2 du composant S1 ;
— r2 du composant S2 ;
— r1 et r2 du composant S3 ;
— r1 du composant S4.
Et les connecteurs neutralisés sont :
— bB1, nbB3, sF1, bB2 et sF2.
7.3.2 La vérification de la correction de la reconfiguration dynamique du
modèle ComSA
Dans le graphe obtenu ˜Appc = (Comp ∪ {pauseC}
⋃
Conn, D˜l
⋃
T˜l) où D˜l et T˜l
sont les ensembles des liens obtenus en appliquant l’algorithme 3 sur le graphe d’ap-
plication App = (Comp
⋃
Conn, Dl
⋃
Tl) et où le connecteur c est enlevé. Les autres
résultats de l’algorithme 3 sont notés UConn ˜Appc , PComp ˜Appc and RDl ˜Appc . De plus,
un port appartenant à ˜Appc est appelé port affamé s’il est un port d’une relation d’in-
cidence appartenant à RDl ˜Appc ou s’il est un port d’un connecteur connecté à une
relation d’incidence de RDl ˜Appc .
7.3. La correction de la reconfiguration dynamique du modèle comSA 133
PauseC
f
p3d c1
r1 r2 r3I1
s
c2 an
r1 r2I2
f
pos en
r1 r2S2
av act pos en
f ′
r1 r2
S3
p3d c1 c2 an
r1 r2 r3
av act1 act2
S1
av act pos en
r1 r2 r3 r4 V f
′
r1
f
S4
i
o
nbG2
i
o
bB1 i
o
bB4
i
o
nbG7
i
o
nbG3
i
o
nbB2 i
o
nbG4
i
o
nbG5 i
o
nbB3
i
o
nbG6
i
o
nbG8
i
o
sF1
i
o
sF2
i
o
nbG1
i
o
bB2
Figure 7.4 – La région de sécurité impactée par la suppression du connecteur nbG8 de la figure 6.15.
Maintenant, nous allons prouver que toutes les relations d’incidence de l’ensemble
RDl ˜Appc sont arrêtées dans le graphe
˜Appc et que cet arrêt ne causera pas d’overflow
et n’empêchera pas d’autres relations d’incidence de s’exécuter.
Lemme 4 Soient App = (Comp
⋃
Conn, Dl
⋃
Tl) et c le connecteur à enlever en modifiant
App. Soit xp un port d’une relation d’incidence de RDl ˜Appc et y
q un port d’une relation
d’incidence n’appartenant pas à RDl ˜Appc . Tout chemin de données dans
˜Appc à partir de
yq jusqu’à xp passe par zo où z ∈ UConn ˜Appc et typez ∈ {nbGreedy, bGreedy} et tout
chemin de données dans ˜Appc à partir de x
p jusqu’à yq passe par zi où z 
∈ UConn ˜Appc et
typez ∈ {nbGreedy, nbBu f f er}.
Démonstration. Les deux parties du lemme 4 sont des conséquences directes de l’algo-
rithme 3. En effet, tout port x′p′ tel qu’il existe un chemin de données, à partir de x′p′
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jusqu’à xp, qui ne passe pas par un connecteur Greedy est donc un port affamé et toutes
les relations d’incidence sont impliquées dans RDl ˜Appc . Symétriquement, tout port x
′p′
tel qu’il existe un chemin de données, à partir de xp jusqu’à x′p′ , qui ne passe pas par
un connecteur non bloquant est un port affamé, cela conduit à la même conclusion.
En conséquence, les relations d’incidence arrêtées de RDl ˜Appc ne produisent pas
d’overflow. En effet, puisque toutes les données entrantes de la partie en cours d’exécu-
tion de l’application entrent par un connecteur Greedy pour arrêter cette partie, tous les
messages non utilisés seront simplement jetés. De même, les relations d’incidence arrê-
tées de RDl ˜Appc ne provoquent pas la famine des autres relations d’incidence puisque
les données venant de RDl ˜Appc passent par un connecteur non bloquant ce qui signi-
fie que les consommateurs de ces données recevront des messages vides lorsque le
producteur est arrêté. Enfin, nous devons prouver que tous les éléments de RDl ˜Appc
seront effectivement arrêtés au niveau de ˜Appc.
Lemme 5 Soient App = (Comp
⋃
Conn, Dl
⋃
Tl) et c le connecteur à enlever en modifiant
App. Alors, toutes les relations d’incidence de RDl ˜Appc seront arrêtées.
Avant de prouver le lemme 5, nous allons donner une condition suffisante pour
montrer qu’un réseau sCFN n’est pas vivant. Cette condition est présentée sous forme
de la définition 35 et du théorème 4.
Définition 35 Soit S un sCFN. Une place p de S est appelée place décroissante si elle est une
place source ou une place de sortie d’une seule transition décroissante. Une transition t de S est
appelée transition décroissante si au moins une de ses places d’entrée est une place décroissante.
Dans le sCFN de la figure 6.2, P1 est une place source donc une place décroissante.
t1 est une transition décroissante puisque la place P1 est une place source. Ainsi, P2 est
une place décroissante car c’est une place de sortie de t1. La transition t2 est donc une
transition décroissante et P3 est une place décroissante selon la définition 35.
Le théorème 4 affirme que les transitions décroissantes peuvent ne pas être toujours
vivantes. Par conséquent, toutes ces transitions vont mourir.
Théorème 4 Soient S un sCFN et M un marquage de S. Alors, toutes les transitions dé-
croissantes peuvent être appliquées qu’un nombre limité de fois.
Pour démontrer ce théorème, nous allons construire un ordre sur les places dé-
croissantes basé sur leurs dépendances comme suit :
— L0 = {p|p est une place source}
— Li+1 = {p|p est une place décroissante, p 
∈ L0 ∪ · · · ∪ Li et ∃t ∈ T et p′ ∈ Li tel
que 〈p′, t〉 ∈ A et 〈t, p〉 ∈ A}
Dans le sCFN de la figure 6.2(a), L0 = {P1}, L1 = {P2} et L3 = {P3} et Li = ∅
quand i > 3.
Pour le sCFN S, nous définissons depth(S) un nombre entier représentant le pro-
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fondeur tel que Ldepth(S) = ∅ et Ldepth(S)−1 
= ∅. Si L0 = ∅, depth(S) est 0. La profon-
deur de sCFN de la figure 6.2(a) est 4.
Avant de prouver le théorème 4, nous allons présenter les remarques suivantes :
1. Par définition, des nouveaux jetons peuvent arriver dans une place décroissante
seulement en appliquant une transition décroissante ;
2. L’ensemble
⋃
i≥0 Li est exactement l’ensemble des places décroissantes par
construction ;
3. Par construction aussi, pour chaque transition décroissante t, au moins une de
ses places décroissantes d’entrée a un rang strictement inférieur à toutes les
places décroissantes de sortie de t.
Finalement, la démonstration du théorème 4 utilise la notion de rang pour définir
un ordre lexicographique sur un tuple de nombres entiers naturels. Ainsi, nous dé-
finissons d’abord le tuple FM(S) = 〈k0, . . . , kn〉 pour un marquage M du sCFN S où
ki = Σp∈Li |p|M. Alors, si nous considérons l’ordre < dans les tuples, nous prouvons
que pour chaque marquage M, le franchissement de la transition décroissante t donne
un marquage M′ tel que FM(S) < FM′(S).
Démonstration. (du théorème 4) Soient S un sCFN et M un marquage tel que la tran-
sition t est franchie. Nous considérons le marquage obtenu M′ à l’aide du franchisse-
ment de la transition t.
— Si t n’est pas une transition décroissante, nous avons FM(S) ≤ FM′(S) puisque,
depuis la première remarque ci-dessus, une telle transition n’ajoute pas de nou-
veaux jetons dans les places décroissantes ;
— Si t est une transition décroissante, nous avons FM(S) < FM′(S). En effet, à
partir de la troisième remarque ci-dessus, comme t est une transition décrois-
sante et au moins une de ses places d’entrée a un rang i strictement inférieur
au rang d’une place de sortie de t. Cela signifie que FM(S) = 〈k0, . . . , kn〉 et
FM′(S)〈k′0, . . . , k′n〉 tel que k j = k′j pour j < i et ki > k′i, donc, FM(S) > FM′(S).
Puisqu’il n’y a pas une séquence infinie décroissante de tuples de nombres natu-
rels, les transitions décroissantes ne peuvent être appliquées qu’un nombre fini de fois,
donc ces transitions ne sont pas vivantes.
Démonstration. (du lemme 5) Soit r ∈ RDl ˜Appc , soit C le composant possédant la rela-
tion d’incidence r.
Si RIin(r) = ∅, alors le port s de C est connecté avec le composant pauseC. Le
sCFNC(pauseC), c-à-d la modélisation du composant pauseC en sCFN, est réduit à une
seule place nommée Ppause. Dans le sCFN( ˜Appc) la place Ppause représentant pauseC
est une place source, ainsi la transition ts de C est une transition décroissante car Ppause
appartient à l’ensemble de ses places d’entrée. Alors, la place Ps de C est une place
décroissante. Toutes les transitions de sCFNC(C) ont Ps comme place d’entrée, elles
sont toutes des transitions décroissantes ainsi que les places représentant les ports de
sortie.
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Nous allons traiter le cas où la relation d’incidence r n’a pas de ports d’entrée. Si
∃Ci ∈ RIin(r) qui n’est pas connecté, alors la place représentant Ci dans sCFNG( ˜Appc)
est une place source et toutes les transitions qui ont cette place comme place d’entrée
sont des transitions décroissantes.
Si ∃Ci ∈ RIin(r) et c′ ∈ Conn tel que 〈c′o, Ci〉 ∈ D˜l et typec′ 
= sFIFO, en se basant
sur l’algorithme 3 nous savons que c′ ∈ UConn ˜Appc ce qui signifie que le port s de c′
est non connecté, ainsi, la place Ps qui représente s dans sCFNG( ˜Appc) est une place
source. Donc, la transition tout (et ts si elle existe) est une transition décroissante, voir
les figures 6.7, 6.8 et 6.9 qui montrent que la place Po est une place décroissante. La
transition tCi est alors une transition décroissante aussi bien que la place PCi .
Si tous les ports d’entrée de r sont connectés avec des connecteurs sFIFO, nous ne
pouvons pas conclure directement. Cependant nous remarquons que si ∃Ci ∈ RIin(r)
tel que PCi est une place décroissante, alors, nous pouvons tirer la même conclusion
que dans les deux cas précédents. En appliquant les deux algorithmes 3 et 4, nous
savons qu’il n’existe pas de cycle dans ˜Appc qui utilise uniquement des composants
et connecteurs sFIFO, ce qui signifie que pour chaque port d’entrée Ci de C il existe
un chemin qui commence par un composant qui correspond à l’un des quatre cas
précédents. Donc, la place correspondante au port d’entrée Ci de ce composant est
une place décroissante.
Nous avons prouvé que toutes les transitions qui représentent les éléments de
RDl ˜Appc dans sCFNG(
˜Appc) sont décroissantes. En effet et en se basant sur le théorème
4, ces transitions peuvent être appliquées seulement un nombre fini de fois ce qui
signifie qu’elles vont être arrêtées.
L’absence d’overflow est prouvé par le lemme 4. Par conséquent, l’algorithme 3
permet de réaliser une reconfiguration dynamique basée sur les comportements, re-
présentés par les relations d’incidence , guidés par les données et la coordination exo-
gène d’une application ComSA. Cet algorithme met en pause la partie impactée par la
modification de l’architecture de l’application pour minimiser le nombre des services
arrêtés fournis par les différents composants et évite l’arrêt complet de l’application.
7.4 conclusion
Dans ce chapitre, nous avons proposé une technique de reconfiguration pour
les applications ComSA basée sur la coordination exogène favorisée par le modèle
ComSA. Cette technique isole la partie de l’application impactée par la reconfiguration
par rapport aux autres parties non impactées. Étant donné que des schémas de com-
munication du modèle ComSA contiennent des buffers, des débordements peuvent
apparaître lors d’une reconfiguration si les composants récepteurs consommant les
données de ces buffers ne sont pas opérationnels. Dans le but de détecter ces dé-
bordements, nous avons proposé une reconfiguration persistante et préventive de ce
problème de buffers.
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La reconfiguration des applications de visualisation scientifique interactives pro-
posée est appliquée quand par exemple un utilisateur souhaite ajouter ou supprimer
un composant selon ses besoins. Alors, notre approche garantit une reconfiguration
correcte et sécurisée, c-à-d l’application ne s’arrête pas complètement pendant la re-
configuration et fonctionnera correctement après l’application des résultats de notre
travail concernant la détection de blocages et la vivacité présentées dans le chapitre 6.
Nous avons présenté des algorithmes pour mettre en œuvre les différents aspects du
fonctionnement de la reconfiguration des applications ComSA.
Tout les aspects concernant le modèle ComSA notamment (1) la présentation de ses
différents éléments présentés dans le chapitre 5, (2) la modélisation des applications
ComSA basée sur les réseaux FIFO colorés stricts et la détection de blocages présentées
dans le chapitre 6, (3) la reconfiguration dynamique présentée dans ce chapitre, seront
illustrés et expérimentés dans le chapitre suivant.

No amount of experimentation can ever prove me right ; a single
experiment can prove me wrong.
Albert EINSTEIN
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8.1 introduction
Dans ce chapitre, nous nous intéressons aux expérimentations pour valider notre
travail. Pour ce faire, nous avons implanté les algorithmes décrits dans les chapitres
précédents. Ce chapitre illustre les différents aspects de la mise en œuvre. La section
8.2 détaille les fonctionnalités de la plateforme développée. Dans la section 8.3, nous
présentons les éléments conceptuels de l’architecture proposée. La section 8.4 expose
les détails techniques de sa mise en œuvre.
8.2 La plateforme ComSATool
La plateforme ComSATool est une implémentation de nos algorithmes de construc-
tion des applications de visualisation scientifique interactives basées sur l’approche
ComSA. Ces algorithmes permettent de modéliser les applications ComSA, vérifier
leur vivacité, comme décrit dans le chapitre 6, et les reconfigurer dynamiquement,
comme décrit dans le chapitre 7. La plateforme ComSATool peut être utilisée par des
utilisateurs informaticiens ou non informaticiens. Il existe deux modes d’utilisation de
ComSATool concernant l’affichage des applications à construire. Le premier mode uti-
lise les graphes d’applications pour la modélisation. Le second mode permet d’afficher
le réseau FIFO coloré strict. Les différentes fonctionnalités de ComSATool sont :
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— la construction des applications ComSA basées sur des composants et des
connecteurs, en les ajoutant ou en les supprimant ;
— la vérification que les applications ComSA sont bien formées, comme décrit
dans la section 5.3 ;
— la génération du réseau FIFO coloré strict de l’application ComSA créée ;
— la vérification de la vivacité des applications ComSA, avec une vérification que
les relations d’incidences respectent la condition ACN, comme défini dans la
section 6.3 ;
— la détection des siphons, pour aider l’utilisateur à modifier son application ;
— la détection des siphons contenant des trappes ;
— la possibilité de définir le marquage initial ;
— la simulation du réseau sCFN généré, soit en utilisant le marquage initial, soit
en ajoutant ou en supprimant des jetons ;
— la reconfiguration des applications ComSA en supprimant ou en ajoutant des
composants.
La fenêtre principale du ComSATool est illustrée par la figure 8.1. Cette fenêtre ne
traite que les graphes d’applications ComSA.
Figure 8.1 – L’interface graphique principale de la plateforme ComSATool.
Pour pouvoir construire une application ComSA, l’utilisateur a besoin de créer une
nouvelle application via le menu File → New et utiliser les trois boutons : Component,
Connector et Link qui se trouvent en haut à gauche. Le bouton Component permet de
créer les composants en créant leurs ports d’entrée et de sortie et leurs relations d’inci-
dences. Le bouton Connector permet de créer les connecteurs et choisir leurs types. Le
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bouton Link permet d’avoir les liens de donnée et de déclenchement afin d’assembler
les composants en les connectant avec les connecteurs. L’utilisateur peut enregistrer le
schéma de son application créée via le menu File → Save et l’importer ultérieurement
via le menu File → Open.
Dans la même fenêtre, l’utilisateur peut reconfigurer dynamiquement son applica-
tion ComSA en utilisant le bouton Reconfiguration. Cette reconfiguration permet à l’uti-
lisateur de supprimer un composant. Après une telle suppression ComSATool modifie
la couleur, en rouge, des relations d’incidence qui sont en pause.
Dans la même fenêtre, l’utilisateur peut afficher les siphons, à l’aide du bouton Si-
phons, pour qu’il puisse verouiller certaines relations d’incidence des composants qui
ne respectent pas la condition ACN. Ces siphons sont affichés dans le panneau droit.
De plus et en utilisant le bouton Siphons With Traps, nous pouvons visualiser dans le
panneau droit les siphons contenant une trappe pour définir la condition de démar-
rage en insérant automatiquement des messages vides qui vont garantir la vivacité de
l’application ComSA construite. Ces messages vides représentent le marquage initial.
La plateforme ComSATool permet d’interagir avec les réseaux FIFO colorés stricts.
Ce mode de fonctionnement s’effectue en utilisant le bouton sCFN de la fenêtre prin-
cipale. La figure 8.2 illustre le sCFN généré de l’application ComSA de la figure 8.1.
Figure 8.2 – L’interface graphique des sCFN de la plateforme ComSATool.
Au niveau de cette fenêtre, l’utilisateur a la possibilité d’afficher le sCFN de l’ap-
plication ComSA construite. Lorsque le sCFN est généré, l’utilisateur peut afficher les
siphons et les siphons contenant des trappes. Par contre dans ce mode, ces derniers
sont affichés en utilisant la notion de place du sCFN. De plus, pour chaque sCFN
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généré un marquage initial peut se définir et s’afficher à l’aide du bouton Initial Mar-
king. Dans le même mode, l’utilisateur peut réaliser une simulation du sCFN avec une
animation en temps réel des jetons au niveau des places. L’interface permet d’ajouter
et de supprimer des jetons manuellement avec la possibilité de générer le sCFN sous
format PDF.
Notre plateforme ComSATool se compose de deux éléments principaux :
1. le module Vérificateur ;
2. le module Reconfigurateur.
8.3 architecture de ComSATool
L’architecture globale du ComSATool est illustrée par la figure 8.3.
Figure 8.3 – L’architecture de la plateforme ComSATool.
Cette architecture est basée sur le module Vérificateur et le module Reconfigurateur
qui représentent le cœur de notre plateforme. Ces deux modules s’appuient essentiel-
lement sur les travaux abordés dans cette thèse dans le cadre du projet ExaviZ. Le
module Vérificateur implante les algorithmes pour modéliser et transformer le graphe
d’une application ComSA en sCFN. De plus, ce module intègre la définition de la
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configuration de démarrage des applications ComSA impliquant la garantie de leur
vivacité présentée dans le chapitre 6. En ce qui concerne le deuxième module, c-à-d
le Reconfigurateur, il implante les algorithmes de la reconfiguration dynamique des
applications ComSA présentés dans le chapitre 7.
8.3.1 Le vérificateur de la vivacité en sCFN
La figure 8.4 illustre l’architecture globale du module Vérificateur que nous propo-
sons. Ce module se base sur trois sous-modules :
1. ComSA2sCFN ;
2. sCFN2SAT ;
3. Solveur SAT.
Le sous-module ComSA2sCFN implémente les étapes et les algorithmes décrits
dans la section 6.2. Il a comme entrée le graphe d’une application de visualisation
scientifique interactive et comme sortie le sCFN correspondant. En effet, son but est
de transformer le graphe d’application en réseau FIFO coloré strict représentant une
modélisation formelle qui préserve la sémantique et le comportement des applications
ComSA.
La modélisation en sCFN fournie par ComSA2sCFN représente l’entrée du sous-
module sCFN2SAT. Ce dernier produit une traduction vers un modèle booléen SAT en
utilisant une procédure SAT itérée à l’aide des formules de contraintes décrites dans la
section 6.3. Ce sous-module contient deux sous-modules, le premier SiphonTrapSAT est
chargé de réaliser la traduction SAT pour identifier les siphons contenant des trappes.
Par contre, le deuxième sous-module SiphonSAT sert à effectuer la traduction
pour chercher les siphons sans trappe. Ces traductions générées par le sous-module
sCFN2SAT sont interprétées en utilisant le sous-module Solveur SAT pour vérifier
l’existence des siphons contenant des trappes et des siphons sans trappe. Ce dernier
est basé sur le solveur open-source MINISAT [187] qui a été modifié pour qu’il puisse
générer toutes les solutions possibles.
Si ce module produit des solutions qui représentent les siphons ne contenant pas
de trappe, alors le système est incorrect. En effet, le module Simulateur prend en en-
trée ces solutions pour produire des propositions de corrections à l’utilisateur. Ces
propositions sont fournies dans le but de changer la structure de l’application pour
qu’elle ne contienne plus de siphons représentant les blocages, comme expliqué dans
la section 6.3. De plus, le sous-module Solveur SAT est utilisé pour chercher les siphons
contenant des trappes afin de définir un marquage initial.
8.3.2 Le reconfigurateur dynamique des applications ComSA
Le deuxième module de notre plateforme est illustré par la figure 8.5. Ce module
dispose de quatre sous-modules :
144 Chapitre 8. Validation et mise en œuvre
Figure 8.4 – L’architecture du vérificateur de la plateforme ComSA.
1. ComSAUPReconfig (ComSA up step reconfiguration) ;
2. ComSADOWNReconfig (ComSA down step reconfiguration) ;
3. ComSAResolveCycle (ComSA resolve cycles) ;
4. ComSA2sCFN.
Avant que le module Reconfigurateur intervienne, ce module fait appel au module
Vérificateur pour vérifier que la nouvelle architecture souhaitée ne va pas contenir de
blocages et que la nouvelle application est bien formée.
le module Reconfigurateur est une implantation de l’algorithme 3 représentée par
trois étapes implantées par les sous-modules : ComSAUPReconfig, ComSADOWNRecon-
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Figure 8.5 – L’architecture du reconfigurateur de la plateforme ComSA.
fig et ComSAResolveCycle. En effet, le point d’entrée du Reconfigurateur est le schéma
d’une application en exécution ainsi qu’une requête d’utilisateur d’une reconfiguration
souhaitée. Le sous-module ComSAUPReconfig implante la procédure illustrée par la fi-
gure 7.2(b) pour effectuer l’étape montante de la délimitation de la région de sécurité
pour reconfigurer une telle application. Quand ce sous-module finit ses traitements, le
sous-module ComSADOWNReconfig prend le relais dans le but de finir en descendant
la délimitation de la région de sécurité. Ce sous-module implante la procédure repré-
sentée par la figure 7.2(c). De plus, quand ce dernier sous-module génère ses résultats,
le sous-module ComSAResolveCycle intervient pour résoudre les cycles sFIFO dans le
graphe d’application en implantant l’algorithme 4.
Après la délimitation finale de la région de la sécurité pour une reconfiguration
donnée, le sous-module ComSA2sCFN peut être utilisé pour modéliser la partie de
l’application qui est mise en pause.
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Dans la suite, nous présentons les détails techniques de la mise en œuvre des
différents modules de notre plateforme ComSATool.
8.4 les détails d’implantation de ComSATool
Cette section décrit d’abord la spécification d’entrées de la plateforme ComSA-
Tool concernant la description d’un graphe d’application. Ensuite, le module Vérifi-
cateur est présenté en détails. Finalement, le module Reconfigurateur qui se charge de
la reconfiguration dynamique est exposé dont le but de réaliser une reconfiguration
correcte et sécurisée. L’entrée principale du ComSATool est un graphe d’application.
Nous avons utilisé le langage de description XML pour la représentation de la des-
cription de l’architecture et de comportements. Un graphe d’application est un fichier
XML qui a comme racine l’élément <application>. Cet élément regroupe un ensemble
d’éléments définis par l’annexe A.
8.4.1 Implantation du Vérificateur
Le Vérificateur de notre plateforme ComSATool a été implémenté en JAVA sous
forme d’un module qui peut être utilisé comme une boîte noire. Ce module prend en
entrée un fichier XML décrivant le graphe d’application ComSA. Ce fichier représente
le fichier d’entrée du sous-module ComSA2sCFN qui a été implémenté sous forme d’un
parseur XML et développé en utilisant l’API JDOM (Java Document Object Model). Ce
sous-module a comme sortie deux fichiers. Le premier a comme extension .scfn et
décrit le réseau FIFO coloré strict qui modélise le graphe d’application d’entrée. Le
deuxième fichier a comme extension .pdf contenant le sCFN de l’application. La figure
8.6 montre le sCFN généré par le sous-module ComSA2sCFN de l’exemple illustré par
la figure 6.15.
Chaque ligne du fichier .scfn décrivant le sCFN correspond aux places d’entrée ou
de sortie d’une transition. Si une transition a des places d’entrée et des places de sortie,
elle sera définie par deux lignes. La structure d’une ligne est :
— Si la transition a des places d’entrée, alors elle est représentée par la structure :
T_nom de la transition_nom de l’objet contenant cette transition :pre :P_nom du
port_nom de l’objet contenant cette place ;
— Si la transition a des places de sortie, alors elle est représentée par la structure :
T_nom de la transition_nom de l’objet contenant cette transition :post :P_nom du
port_nom de l’objet contenant cette place.
Dans les deux structures, T symbolise une transition et P symbolise une place. De plus,
le nom de l’objet peut être le nom d’un composant ou d’un connecteur. La figure 8.7
montre un exemple d’un fichier généré par le sous-module ComSA2sCFN.
Le fichier généré par le sous-module ComSA2sCFN est utilisé comme entrée pour
les deux sous-modules SiphonTrapSAT ou SiphonSAT. Le premier est implémenté pour
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fichier est une liste de variables séparées par des espaces et terminée par un 0. Cette
liste représente une clause qui est une disjonction de littéraux et un littéral est soit une
variable x positive, soit sa négation ¬x.
T_t′i1_C : pre : Pl1_c1
T_t′i1_C : post : P_i1_C
T_t′i2_C : pre : P_l2_c2
T_t′i2_C : post : P_i2_C
T_ti1i2_C : pre : P_i1_C : P_i2_C
T_ti1i2_C : post : P_o1_C
T_ti2_C : pre : P_i2_C
T_ti2_C : post : P_o1_C
T_ts_C : pre : P_Ps_C
T_ts_C : post : P_Pes_C
T_te_C : pre : P_Pes_C
T_te_C : post : P_Pe_C
T_t′o1_C : pre : P_o1_C
T_t′o1_C : post : P_l3_c3
T_t′o2_C : pre : P_o2_C
T_t′o2_C : post : P_l4_C4
Figure 8.7 – Le fichier .scfn définissant le sCFN de la figure 6.6.
Dans un fichier .dimacs, une variable est représentée par un entier compris entre
1 et n et sa négation ¬ est représentée par le signe -. En effet, les lignes d’un fichier
.dimacs représentent la conjonction des clauses du problème. La première ligne d’un
fichier .dimacs s’écrit sous le format suivant :
p cn f n c
avec n le nombre de variables qui représentent les places et c le nombre de clauses du
problème. La figure 8.8 contient un exemple d’un fichier .dimacs
p cn f 4 3
1 − 3 0
2 3 − 1 0
2 1 − 4 0
Figure 8.8 – Un fichier .dimacs exemple avec 4 variables et 3 clauses.
Le fichier .dimacs généré par le sous-module SiphonTrapSAT ou le sous-module
SiphonSAT est ensuite introduit dans le sous-module Solveur SAT qui va vérifier l’exis-
tence d’un siphon ou d’un siphon contenant une trappe. Si ce sous-module prend en
entrée le fichier .dimacs généré par le sous-module SiphonSAT, alors il va générer toutes
les solutions représentant les siphons de l’application étudiée. Ces modèles vont être
les entrées du module Simulateur qui va donner la correspondance entre les siphons
générés et les éléments du graphe d’application de l’entrée initiale du module Véri-
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ficateur. Sinon, le sous-module génère UNSAT et donc le système est correct c-à-d le
système ne contient pas de siphons.
Si ce sous-module prend en entrée le fichier .dimacs généré par le sous-module Si-
phonTrapSAT, alors il va générer toutes les solutions représentant les siphons contenant
des trappes. Dans ce cas, le module Vérificateur définit un marquage initial.
Afin d’évaluer notre approche et particulièrement le module Vérificateur, nous
avons mené des tests sur plusieurs exemples d’applications ComSA. Ces expérimenta-
tions ont été effectuées sur une machine de 2,10 GHz CPU et 16 Go de mémoire. Notre
objectif est d’étudier la vérification des applications ComSA en variant le nombre de
composants ce qui implique de varier le nombre de transitions, de places et d’arcs.
La table 8.1 représente les statistiques obtenues pour la recherche des siphons et celle
qui consiste à rechercher les siphons contenant des trappes. Dans cette table la co-
lonne propriétés permet de mentionner quelle propriété est étudiée à savoir : siphons
contenant des trappes (Trappes ∈ Siphons) ou siphons. Les colonnes |P|, |T| et |A|
permettent de donner respectivement le nombre des places, des transitions et des arcs
générés au niveau du sCFN. La colonne |Composants| représente le nombre de com-
posants appartenant à l’application étudiée. La colonne Temps d’exécution représente le
temps de traitement des propriétés.
propriétés |P| |T| |A| |Composants| Temps
d’exécution
App_A Trappes ∈ Siphons 240 12 32 2 0.63 sec
Siphons 15 12 32 0.04 sec
App_B Trappes ∈ Siphons 1332 45 121 4 12.6 sec
Siphons 36 45 121 0.13 sec
App_C Trappes ∈ Siphons 2070 53 141 5 29.9 sec
Siphons 45 53 141 0.19 sec
App_D Trappes ∈ Siphons 2970 62 162 7 58.23 sec
Siphons 54 62 162 0.25 sec
App_E Trappes ∈ Siphons 3540 67 173 8 82.49 sec
Siphons 59 67 173 0.3 sec
App_F Trappes ∈ Siphons 6642 85 217 11 290.29 sec
Siphons 81 85 217 0.32 sec
App_G Trappes ∈ Siphons 16002 138 359 16 1629.62 sec
Siphons 126 138 359 0.39 sec
Table 8.1 – L’évaluation de la performance du module Vérificateur de l’approche ComSA.
Afin de calculer les propriétés recherchées, nous avons utilisé un solveur SAT pour
énumérer les solutions des formules propositionnelles issues de l’encodage de la sous-
section 6.3.2 et qui ont été transformées au format CNF afin de permettre l’utilisation
de tels solveurs. La figure 8.9 représente l’évolution du temps nécessaire pour énumé-
rer toutes les solutions en fonction du nombre de places de départ. Comme on peut
l’observer, plus le nombre de places augmente plus le temps nécessaire au calcul des
siphons contenant des trappes augmente. Ceci s’explique par la taille de l’encodage
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puisque le nombre de places n générées pour chercher cette propriété est quadra-
tique par rapport au nombre de places n′ générées pour chercher les siphons c-à-d
n = n′(n′ + 1).
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Figure 8.9 – L’évaluation de la performance de l’étude de la propriété ”Trappes ∈ Siphons” par rapport
au nombre de places.
8.4.2 Implantation du Reconfigurateur
Les sous-modules du module Reconfigurateur ont également été implémentés en
JAVA. Ce module prend en entrée le fichier XML décrivant le graphe d’application en
exécution et la requête de la reconfiguration définie par l’utilisateur. Avant l’interven-
tion de ce module, le module Vérificateur vérifie que le nouveau graphe d’application
est correct. S’il est correct, le module Reconfigurateur dirige les données d’entrée qui
sont le graphe d’application existant et la requête d’utilisateur vers le sous-module
ComSAUPReconfig qui se charge de définir la région de sécurité impactée par la re-
configuration la partie 1© de la figure 7.3. Ce sous-module met en pause les relations
d’incidence impactées en positionnant l’attribut ispaused du fichier de description du
graphe d’application à true, comme illustré par exemple par le listing A.1 de l’annexe
A. De plus, le sous-module ComSADOWNReconfig permet d’identifier la partie 2© de
la même figure, en modifiant également l’attribut ispaused des relations d’incidence
impactées par le reconfiguration dynamique à true. Le sous-module ComSAResolve-
Cycle prend en entrée les résultats des deux derniers sous-modules et résout les cycles
sFIFO. En effet, le module Reconfigurateur retourne le nouveau schéma du nouveau
système.
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8.5 Conclusion
Dans ce chapitre, nous avons mis en pratique notre approche ComSA proposée
dans ce manuscrit. Ceci a montré la faisabilité de notre plateforme avec différentes
applications ComSA.
Nous avons présenté les différents éléments de la plateforme ComSATool sous
forme de deux modules principaux :
— Le Vérificateur effectue l’analyse des entrées concernant la structure d’architec-
ture d’application et les propriétés désirées. Il vérifie la cohérence des appli-
cations par rapport aux invariants ComSA, la vivacité de ces applications en
les transformant en réseaux FIFO colorés stricts et en utilisant des traductions
vers le problème de décision SAT. Ces traductions permettent de détecter les
siphons et les siphons contenant des trappes ;
— Le Reconfigurateur permet d’effectuer une reconfiguration dynamique sécurisée
sans arrêter toute l’application c-à-d arrêter juste les éléments impactés par
une telle opération de la reconfiguration ComSA. Ce module contient plusieurs
sous-modules permettant la réalisation d’une reconfiguration souhaitée.
Actuellement, les efforts de développement se focalisent sur la modélisation des
applications ComSA en sCFN et exactement sur la réduction des réseaux sCFN géné-
rés. Cette réduction permet d’obtenir un sCFN réduit avec un nombre réduit de places
et un nombre réduit de transitions en préservant la vivacité. Cela nous permettra
d’améliorer la performance du module Vérificateur et du module Reconfigurateur.

Success is not the key to happiness. Happiness is the key to success. If you
love what you are doing, you will be successful.
Albert SCHWEITZER
Conclusion générale et
perspectives
Synthèse des travaux
Les approches par composants sont un paradigme de programmation bien adapté
pour concevoir des applications complexes. En particulier, en raison de la séparation
des préoccupations qu’elles favorisent, elles permettent la construction d’applications
basées sur des codes très hétérogènes. Avec ce paradigme, le développement d’une
application consiste à assembler de nombreux différents composants et représente une
tâche difficile pour les utilisateurs et spécialement les non informaticiens. Ainsi, il est
important de concevoir des outils efficaces pour aider l’utilisateur à concevoir son
application et à vérifier certaines propriétés comme la vivacité.
Dans le cadre de cette thèse, nous nous sommes intéressés à la construction, la
vérification et la reconfiguration des applications de visualisation scientifique inter-
actives. Étant donnés des composants hétérogènes, l’assemblage et la composition de
ces derniers, peut créer des blocages durant l’exécution de l’application construite. De
ce fait, il est nécessaire de se baser sur des mécanismes formels automatiques pour
vérifier la composition de ces composants et garantir une application sans blocage.
C’est dans cette optique, que nous avons mené l’étude rapportée dans cette thèse qui
s’est donc attaquée à la mise en place d’une approche formelle de modélisation, d’ana-
lyse, de vérification et de reconfiguration des applications de visualisation scientifique
interactives à base de composants. Cette approche formelle augmente le degré de rai-
sonnement rigoureux de certaines propriétés structurelles de nos applications.
Les contributions de cette thèse peuvent se présenter selon les points suivants :
1. La proposition d’une approche formelle des applications de visualisation scien-
tifique interactives ;
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2. La proposition d’une méthode pour étudier et garantir la vivacité des applica-
tions à base de composants étudiées ;
3. La proposition de la reconfiguration à la volée des applications de visualisation
scientifique interactives.
Nous avons proposé, dans un premier temps, un modèle par composants itéra-
tifs ComSA (Component-based approach for Scientific Applications) basé sur un sys-
tème de coordination exogène permettant de spécifier des applications de visualisation
scientifique interactives. Nous avons aussi défini une classe particulière des réseaux de
Petri appelée sCFN (strict Colored FIFO Nets). Nous avons donné un algorithme per-
mettant de décrire la sémantique opérationnelle d’une application définie dans notre
modèle par un sCFN. Cette modélisation représente une étape importante qui nous
permet d’obtenir une description formelle des applications de visualisation scienti-
fique interactives qui repose sur des outils solides dans le domaine de la vérifica-
tion [9, 208].
La modélisation proposée permet de modéliser les différents éléments du modèle
ComSA comme les composants avec leur comportement dynamique fourni grâce au
relations d’incidence et les connecteurs qui assemblent les composants pour obtenir
une application. Notre modélisation permet de décrire le comportement dynamique
de nos applications à l’aide de la sémantique formelle apportée par les sCFN. Ces
derniers représentent la base pour analyser et vérifier la composition et l’exécution
des applications ComSA et pour corriger leur reconfiguration.
En utilisant les sCFN, nous avons abordé le problème de la vivacité des applications
ComSA. En général, les applications à base de composants peuvent rencontrer des
blocages lors de leur construction, de leur exécution ou de leur démarrage. Pour cela,
nous avons proposé une méthode basée sur les sCFN pour étudier la vivacité des
applications ComSA dans le but de garantir qu’elles peuvent démarrer correctement
sans contenir de blocages. La détection de blocages que nous avons proposée est basée
sur une condition suffisante pour qu’un sCFN soit vivant. Les étapes suivies pour
mettre en œuvre cette étude de vivacité sont : (1) Vérifier si les composants satisfont
la condition ACN en se basant sur les graphes d’applications, (2) transformer le sCFN
obtenu vers un problème SAT afin de détecter les blocages et (3) définir la condition
de démarrage pour permettre aux applications de se lancer sans contenir des blocages
pendant l’exécution [10, 11, 209].
Parallèlement à l’étude de la vivacité des applications ComSA, nous nous sommes
également intéressés au problème de la reconfiguration. L’objectif est de reconfigu-
rer dynamiquement une application sans l’arrêter complètement. Le challenge est de
pouvoir identifier la partie influencée par l’insertion, la suppression ou le remplace-
ment d’un composant pour assurer la disponibilité des services non impactés par le
reconfiguration. Pour ce faire, nous avons proposé une approche pour appliquer une
reconfiguration à la volée. Cette approche permet de minimiser le nombre des services
indisponibles d’une application en cours d’exécution en exploitant les communications
dirigées par les données et la coordination exogène que le modèle ComSA favorisent.
Une telle reconfiguration repose sur les étapes suivantes : (1) la création de la requête
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de l’utilisateur pour une reconfiguration souhaitable, (2) la vérification que la nou-
velle architecture de l’application à reconfigurer ne va pas contenir de blocages, (3)
la délimitation de la région de sécurité, c-à-d la partie impactée par l’opération de la
reconfiguration, afin de la mettre en pause et (4) l’application de la reconfiguration et
le démarrage de la nouvelle partie reconfigurée [12].
Pour valider nos travaux, nous avons présenté une plateforme appelée ComSATool
(Tool Component-based approach for Scientific Applications). Cette dernière est desti-
née aux applications issues d’ExaviZ et permet de modéliser les applications ComSA à
l’aide des graphes d’application et les transformer vers les sCFN. De plus, ComSA per-
met de vérifier la vivacité des applications construites et définir une configuration de
démarrage pour les démarrer avec la possibilité de réaliser une simulation des jetons
en temps réel des sCFN. Notre outil permet également d’effectuer une reconfiguration
dynamique correcte des applications ComSA.
Nos travaux ont conduit à 1 publication dans une revue internationale [209], 1 pu-
blication dans une revue nationale [208], 3 publications dans des conférences interna-
tionales [10–12] et 1 publications dans une conférence nationale [9]. Nous avons aussi
développé un logiciel regroupant ces différentes contributions associées à l’approche
ComSA avec des outils de modélisation, de vérification et de reconfiguration.
Perspectives
Les travaux de recherches présentés dans ce manuscrit ont pu donner des réponses
à nos questions que nous nous sommes posées, mais ont également tracé plusieurs
perspectives pour poursuivre nos travaux.
Pour enrichir le modèle ComSA, nous envisageons d’introduire la notion du com-
posant composite pour faciliter la description des applications ComSA et de remplacer
un ensemble de composants avec un seul composant hiérarchique. Cet hiérarchie dé-
crit qu’un ensemble de composants doit être traité de la même manière comme un seul
composant. L’intention d’un composant composite est d’assembler des composants en
graphe d’application réduit afin de faciliter la vérification de plusieurs propriétés telles
que la vivacité. Ces résultats des composants composites sont génériques, composables
et réutilisables. En effet, la mise en œuvre des composants composites permet aux utili-
sateurs de traiter des composants individuels et des compositions uniformément dans
des applications optimales au niveau de nombre de composants.
Un autre défi très important serait de pouvoir étudier la cohérence de données
pour améliorer la performance puisque le modèle ComSA dispose des schémas de
communication permettant la perte de données. Cette analyse pourrait compter sur le
travail [140] qui définit des moyens pour contrôler la perte de données en se basant sur
une méthode définissant automatiquement des connecteurs spéciaux nommés régula-
teurs pour remplir les contraintes de cohérence de données. Ces régulateurs peuvent
se modéliser avec les réseaux colorés FIFO stricts afin d’analyser cette cohérence en se
basant sur : (1) le numéro d’itération affecté à chaque donnée à l’aide de la place Pit
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de chaque composant et (2) la désynchronisation de ce numéro à cause de la perte de
données.
Par ailleurs, concernant les réseaux FIFO colorés stricts, il serait intéressant de vé-
rifier des propriétés temporelles sur les applications ComSA et particulièrement au
niveau des transitions des sCFN. En effet, nous pourrions étendre les sCFN en atta-
chant une contrainte temporelle de type intervalle à chaque transition ce qui pourrait
introduire les réseaux FIFO colorés stricts temporels (Temporal strict Colored FIFO
Nets, TsCFN). Dans les TsCFN, les transitions contiennent une contrainte de temps
qui pourrait représenter, par exemple, la fréquence des composants. Cette contrainte
a été implémentée dans ComSATool au niveau de l’animation des sCFN dont l’utili-
sateur peut définir une durée t représentée en secondes, c-à-d la transition peut être
activée après t secondes s’elle est activable. En effet, on peut étendre la notion de
vivacité en prenant en considération explicitement cette contrainte temporelle.
D’autre part, il serait intéressant de pouvoir aborder la réduction des sCFN en pré-
sentant des règles permettant d’obtenir des sCFN réduits. Ces sCFN réduits devront
être équivalents au sCFN de départ pour simplifier l’analyse des applications ComSA.
La réduction des sCFN doit permettre de réaliser d’une manière facile les calculs afin
de détecter les siphons et les siphons contenant des trappes.
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AReprésentation de la descriptionde l’architecture et de
comportements des applications
ComSA.
L’entrée principale du ComSATool est un graphe d’application. Nous avons uti-
lisé le langage de description XML pour la représentation de la description de l’ar-
chitecture et de comportements. Un graphe d’application est un fichier XML qui a
comme racine l’élément <application>. Cet élément regroupe un ensemble d’élé-
ments <component>, <connector> et <link>.
L’élément <component> représente un composant de l’application et est défini par
les éléments suivants :
— <inputports> représente les ports d’entrée. Cet élément spécifie un ensemble
d’élément <port>.
— L’élément <port> définit le nom du port d’entrée.
— <outputports> représente les ports de sortie. Cet élément contient un ensemble
d’élément <port>
— L’élément <port> définit le nom du port de sortie.
— <relationship> spécifie l’ensemble des relations d’incidence du composant.
Cet élément contient deux éléments <RIin> et <RIout>.
— L’élément <RIin> définit les ports d’entrée de la relation d’incidence
et contient un ensemble d’éléments <port> appartenant à l’élément
<inputports>.
— L’élément <RIout> définit les ports de sortie de la relation d’incidence
et contient un ensemble d’éléments <port> appartenant à l’élément
<inputports>.
Au niveau de l’élément <component>, il existe des attributs associés aux plu-
sieurs éléments à savoir :
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— L’attribut name est associé à l’élément <component> pour définir son nom.
— L’attribut id est affecté à l’élément <relationship> dont la valeur est un iden-
tifiant unique.
— L’attribut ispaused appartient à l’élément <relationship> dont la valeur est
un booléan pour indiquer est ce que la relation d’incidence est en pause.
L’élément <connector> spécifie un connecteur et est défini par les éléments sui-
vants :
— <inputports> représente les ports d’entrée. Cet élément spécifie un ensemble
d’élément <port>.
— L’élément <port> définit le nom du port d’entrée.
— <outputports> représente les ports de sortie. Cet élément contient un ensemble
d’élément <port>.
— L’élément <port> définit le nom du port de sortie.
Au niveau de l’élément <connector>, des attributs sont associés à ce dernier à
savoir :
— L’attribut name pour définir le nom du connecteur.
— L’attribut type symbolise le type du connecteur dont la valeur peut être soit
sfifo, soit bbuffer, soit nbbuffer, soit greedy ou soit nbgreedy.
L’élément <link> spécifie un lien connectant un connecteur avec un composant et
est défini par les éléments suivants :
— <src> identifie le point de départ du lien. Cet élément contient deux éléments
<objet> et <port>.
— L’élément <objet> spécifie le nom de l’objet source qui peut être un compo-
sant ou un connecteur.
— L’élément <port> identifie le nom du port utilisé de l’élément <objet>
source.
— <dest> identifie le point de départ du lien. Cet élément contient deux éléments
<objet> et <port>.
— L’élément <objet> spécifie le nom de l’objet destination qui peut être un
composant ou un connecteur.
— L’élément <port> identifie le nom du port utilisé de l’élément <objet> des-
tination.
Pour l’élément <link> deux attributs sont utilisés :
— L’attribut id mentionne l’identifiant unique du lien.
— L’attribut type indique le type du lien qui peut être un lien de données ou un
lien de déclenchement. Dans le premier cas l’attribut prend la valeur DL et dans
le deuxième cas l’attribut prend la valeur TL.
Le listing A.1 montre un extrait d’un graphe d’application contenant deux compo-
sant I1 et S1 connectés à l’aide d’un connecteur nbG2 du type nbGreedy.
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< a p p l i c a t i o n >
<component name=" I1 ">
<inputpor ts>
<port>s</port>
<port> f </port>
</inputpor ts>
<outputports>
<port>e</port>
<port>P3d</port>
<port>c1</port>
</outputports>
< r e l a t i o n s h i p id=" r1 " ispaused=" f a l s e ">
<RIout>
<port>P3d</port>
</RIout>
</ r e l a t i o n s h i p >
< r e l a t i o n s h i p id=" r2 " ispaused=" f a l s e ">
<RIout>
<port>c1</port>
</RIout>
</ r e l a t i o n s h i p >
< r e l a t i o n s h i p id=" r3 " ispaused=" f a l s e ">
<RIin>
<port> f </port>
</RIin>
</ r e l a t i o n s h i p >
</component>
<component name=" s1 ">
<inputpor ts>
<port>s</port>
<port>P3d</port>
<port>c1</port>
<port>c2</port>
<port>an</port>
</inputpor ts>
<outputports>
<port>e</port>
<port>av</port>
<port>a c t 1</port>
<port>a c t 2</port>
</outputports>
< r e l a t i o n s h i p id=" r1 " ispaused=" f a l s e ">
<RIin>
<port>P3d</port>
</RIin>
<RIout>
<port>av</port>
</RIout>
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</ r e l a t i o n s h i p >
< r e l a t i o n s h i p id=" r2 " ispaused=" f a l s e ">
<RIin>
<port>c1</port>
</RIin>
<RIout>
<port>a c t 2</port>
</RIout>
</ r e l a t i o n s h i p >
< r e l a t i o n s h i p id=" r3 " ispaused=" f a l s e ">
<RIin>
<port>c2</port>
<port>an</port>
</RIin>
<RIout>
<port>a c t 1</port>
</RIout>
</ r e l a t i o n s h i p >
</component>
<connector name="nbG2 " type=" nbgreedy ">
<inputpor ts>
<port> i </port>
<port>s</port>
</inputpor ts>
<outputports>
<port>o</port>
</outputports>
</connector>
< l i n k id=" L47436 " type="DL">
< s r c >
< o b j e t >I1</ o b j e t >
<port>P3d</port>
</ s r c >
<dest>
< o b j e t >nbG2</ o b j e t >
<port> i </port>
</dest>
</ l i n k >
< l i n k id=" L25366 " type="TL">
< s r c >
< o b j e t >s1</ o b j e t >
<port>e</port>
</ s r c >
<dest>
< o b j e t >nbG2</ o b j e t >
<port>s</port>
</dest>
</ l i n k >
< l i n k id=" L76238 " type="DL">
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< s r c >
< o b j e t >nbG2</ o b j e t >
<port>o</port>
</ s r c >
<dest>
< o b j e t >s1</ o b j e t >
<port>P3d</port>
</dest>
</ l i n k >
</ a p p l i c a t i o n >
Listing A.1 – Extrait de l’architecture de l’application de la figure 6.15.

BExemple d’un fichier .dimacs
p cnf 11235 54436
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48
49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70
71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92
93 94 95 96 97 98 99 100 101 102 103 104 105 0
−1 3 0
−1 3 0
−1 6 3 0
−2 1 0
−3 2 0
−4 3 0
−4 6 3 0
−5 3 0
−5 6 3 0
−6 66 0
−7 9 0
−7 9 0
−8 7 0
−9 8 0
−10 9 0
−11 9 0
−12 15 14 0
−12 16 14 0
−12 15 16 14 0
−12 17 18 14 0
−12 15 17 18 14 0
−12 16 17 18 14 0
−12 15 16 17 18 14 0
−13 12 0
−14 13 0
−15 50 0
−16 54 0
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−17 58 0
−18 62 0
−19 15 14 0
−19 15 16 14 0
−19 15 17 18 14 0
−19 15 16 17 18 14 0
−20 16 14 0
−20 15 16 14 0
−20 16 17 18 14 0
−20 15 16 17 18 14 0
−21 17 18 14 0
−21 15 17 18 14 0
−21 16 17 18 14 0
−21 15 16 17 18 14 0
−22 24 0
−22 26 24 0
−23 22 0
−24 23 104 0
−25 24 0
−25 26 24 0
−26 103 0
−27 26 24 0
−28 31 32 33 30 0
−28 31 33 34 30 0
−28 31 32 33 34 30 0
−29 28 0
−30 29 105 0
−31 90 0
−32 86 0
−33 94 0
−34 97 0
−35 31 32 33 30 0
−35 31 33 34 30 0
−35 31 32 33 34 30 0
−36 39 38 0
−37 36 0
−38 37 0
−39 100 0
Listing B.1 – Extrait du fichier .dimacs de l’application de la figure 6.15.
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Une approche par composants pour l’analyse visuelle interactive de résultats issus
de simulations numériques
Résumé. Les architectures par composants sont de plus en plus étudiées et utili-
sées pour le développement efficace des applications en génie logiciel. Elles offrent,
d’un coté, une architecture claire aux développeurs, et de l’autre, une séparation des
différentes parties fonctionnelles et en particulier dans les applications de visualisa-
tion scientifique interactives. La modélisation de ces applications doit permettre la
description des comportements de chaque composant et les actions globales du sys-
tème. De plus, les interactions entre composants s’expriment par des schémas de
communication qui peuvent être très complexes avec, par exemple, la possibilité de
perdre des messages pour gagner en performance. Cette thèse décrit le modèle ComSA
(Component-based approach for Scientific Applications) qui est basé sur une approche
par composants dédiée aux applications de visualisation scientifique interactive et dy-
namique formalisée par les réseaux FIFO colorés stricts (sCFN). Les principales contri-
butions de cette thèse sont dans un premier temps, un ensemble d’outils pour modéli-
ser les différents comportements des composants ainsi que les différentes politiques de
communication au sein de l’application. Dans un second temps, la définition de pro-
priétés garantissant un démarrage propre de l’application en analysant et détectant les
blocages. Cela permet de garantir la vivacité tout au long de l’exécution de l’applica-
tion. Finalement l’étude de la reconfiguration dynamique des applications d’analyse
visuelle par ajout ou suppression à la volée d’un composant sans arrêter toute l’appli-
cation. Cette reconfiguration permet de minimiser le nombre de services non dispo-
nibles.
Mots clés. Architectures par composants, Visualisation Scientifique, Vérification, Re-
configuration Dynamique, Analyse Visuelle, Réseaux FIFO Colorés stricts, Vivacité,
Applications Interactives Distribuées/Parallèles.
A component-based approach for interactive visual analysis of numerical
simulation results
Abstract. Component-based approaches are increasingly studied and used for the ef-
fective development of the applications in software engineering. They offer, on the
one hand, safe architecture to developers, and on the other one, a separation of the
various functional parts and particularly in the interactive scientific visualization ap-
plications. Modeling such applications enables the behavior description of each com-
ponent and the global system’s actions. Moreover, the interactions between compo-
nents are expressed through a communication schemes sometimes very complex with,
for example, the possibility to lose messages to enhance performance. This thesis des-
cribes ComSA model (Component-based approach for Scientific Applications) that re-
lies on a component-based approach dedicated to interactive and dynamic scientific
visualization applications and its formalization in strict Colored FIFO Nets (sCFN).
The main contributions of this thesis are, first, the definition of a set of tools to model
the component’s behaviors and the various application communication policies. Se-
cond, providing some properties on the application to guarantee it starts properly. It is
done by analyzing and detecting deadlocks. This ensures the liveness throughout the
application execution. Finally, we present dynamic reconfiguration of visual analytics
applications by adding or removing on the fly of a component without stopping the
whole application. This reconfiguration minimizes the number of unavailable services.
Keywords. Component-based approaches, Scientific Visualization, Verification, Dyna-
mic Reconfiguration, Visual Analytics, strict Colored FIFO Nets, Liveness, Distribu-
ted/Parallel Interactive Applications.
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