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DUALITY OF HOLOMORPHIC FUNCTION SPACES AND
SMOOTHING PROPERTIES OF THE BERGMAN PROJECTION
A.-K. HERBIG, J. D. MCNEAL, & E. J. STRAUBE
Abstract. Let Ω ⊂⊂ Cn be a domain with smooth boundary, whose Bergman projec-
tion B maps the Sobolev space Hk1(Ω) (continuously) into Hk2(Ω). We establish two
smoothing results: (i) the full Sobolev norm ‖Bf‖k2 is controlled by L
2 derivatives of f
taken along a single, distinguished direction (of order ≤ k1), and (ii) the projection of a
conjugate holomorphic function in L2(Ω) is automatically in Hk2(Ω). There are obvious
corollaries for when B is globally regular.
1. Introduction
In this paper, we consider the range of the Bergman projection, B, associated to a
smoothly bounded domain Ω ⊂⊂ Cn through the following question: what functions defined
on Ω does B map to elements of C∞(Ω)? Our particular interest is in finding families of
functions F , F 6⊂ C∞(Ω), such that B (F) ⊂ C∞(Ω).
We present two partial answers to this general question, both under the hypothesis that
B satisfies Condition R of Bell–Ligocka [3], which says that B
(
C∞(Ω)
)
⊆ C∞(Ω). In the
first, we show that an L2 function f which has square-integrable derivatives of all orders
only in a single, distinguished direction is necessarily mapped by B to a function in C∞(Ω).
The direction is distinguished by being both tangential to bΩ, the boundary of Ω, and not
contained in the complex tangent space to bΩ (the last property is called complex transversal,
for short). Note that no smoothness about f is assumed except in this one direction, yet Bf
is smooth up to the boundary in all directions. This ‘partial smoothing’ property of B has
a different character than traditionally studied mapping properties of B, which concentrate
on whether B preserves various Banach space structures, and was discovered recently by
the first two authors [13]. Our first result here generalizes the main theorem in [13], which
established partial smoothing of B under the hypothesis that the ∂¯-Neumann operator on Ω
is compact. The second result in this paper says that all conjugate holomorphic functions in
L2(Ω) are mapped to C∞(Ω) by B. This result differs from the first as functions in A0(Ω),
where A0(Ω) denotes the space of square-integrable holomorphic functions on Ω, need have
no derivatives in L2(Ω).
We now state our results more precisely. Hk(Ω) denotes the standard L2 Sobolev space
of order k, and HkT (Ω) denotes the Sobolev space of order k involving only derivatives in
direction T , see Definition 2.11.
Theorem 1.1. Let Ω ⊂⊂ Cn be a smoothly bounded domain and let T be a smooth vector
field on Ω that is tangential and complex transversal at the boundary. Suppose that there
exist a pair (k1, k2) ∈ N× N and a constant C1 > 0 such that
‖Bf‖k2 ≤ C1 ‖f‖k1 ∀ f ∈ H
k1(Ω).(1.2)
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Then there exists a constant C2 > 0, such that
‖Bf‖k2 ≤ C2‖f‖k1,T ∀ f ∈ H
k1
T (Ω).(1.3)
Note that in (1.2), automatically k1 ≥ k2. We emphasize that (1.3) is a genuine estimate:
if the right hand side is finite, i.e., f has T derivatives up to order k1 in L
2(Ω), then
Bf ∈ Hk2(Ω), and the estimate holds.
Condition R is equivalent to the statement that for each k2 ∈ N, there exists k1 ∈ N
such that B : Hk1(Ω) → Hk2(Ω). Combined with the Sobolev Lemma to the effect that
∩∞k=0H
k(Ω) = C∞(Ω), Theorem 1.1 implies in particular the C∞(Ω) result described in the
second paragraph above:
Corollary 1.4. Assume Ω and T are as in Theorem 1.1, and that Condition R holds for
Ω. Then B maps H∞T := ∩
∞
k=0H
k
T (Ω) (continuously) to C
∞(Ω).
The method we use to prove Theorem 1.1 is rather general and applicable in other situa-
tions, i.e., to other operators connected to elliptic PDEs and to other spaces of holomorphic
functions.
The proof consists of two distinct steps. The first step is to show that when B satisfies the
regularity condition (1.2), theHk2(Ω) norm of a holomorphic function g can be estimated by
pairing g, in the ordinary L2 inner product, against holomorphic functions contained in the
unit ball of H−k1(Ω) (see Proposition 2.3 below). This is a special fact about holomorphic
functions (but it can also be established for solutions to other homogeneous elliptic systems,
see [5, 20, 16] and Appendix B in [8]). This special type of duality for holomorphic functions
originates in the work of Bell [4, 6], and was subsequently extended and refined in [5, 7,
15, 20, 2]. For our purposes, duality is used to reduce the problem of estimating ‖Bf‖k2
significantly. In order to illustrate how this works, assume for simplicity that k1 = k2 = 1.
Then, for some constant c > 0,
‖Bf‖1 ≤ c sup
{
|(Bf, h)| : h ∈ A1(Ω), ‖h‖−1 ≤ 1
}
= c sup
{
|(f, h)| : h ∈ A1(Ω), ‖h‖−1 ≤ 1
}
.(1.5)
The key point is that the self-adjointness of B in the ordinary L2 inner product, which yields
the last equality, ‘eliminates’ B from the right-hand side of (1.5). This obviates the need
to study the commutator of B with differential operators in order to bound the left-hand
side of (1.5); estimating such commutators is a difficult problem in general since B is an
abstractly given integral operator. (This effect also occurs when one can use vector fields
with holomorphic coefficients to control Sobolev norms of Bf , see [1].) A similar use of
duality seems applicable to other self-adjoint operators, and also to B itself in other scales
of Banach spaces besides Hk(Ω).
Let T be the vector field from Theorem 1.1. Once (1.5) is in hand, the second step (still
assuming k1 = k2 = 1) consists of replacing h, on the right-hand side of (1.5), by the sum
of the T derivative of a function, H1, and of another function, H2, both of whose L
2 norms
are uniformly bounded (when ‖h‖−1 ≤ 1). Since T is tangential, it follows that
(f, h) = (f, TH1 +H2) = (T
∗
f,H1) + (f,H2)
≤ C (‖Tf‖+ ‖f‖) ,
where the last inequality follows after noticing that the L2 adjoint T
∗
differs from −T by
a term bounded in L2. In this very simple way, the full Sobolev norm of Bf of order 1 is
controlled by the L2 norm of the derivative of f in the special direction T , provided H1,H2
exist.
Proving the existence of H1 and H2, and similar functions for higher powers of T , is
conceptually simple, but, for higher powers, somewhat technical. This fact accounts for
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much of the length of this paper. To simplify matters temporarily suppose that T is of the
form T = T1+L, where both T1 and L are tangential at the boundary, T1 is real, and L is of
type (1, 0). Note that T1 is complex transversal because T is; consequently, if J denotes the
complex structure map on Cn, JT1 is transversal to the boundary of Ω. Let now h ∈ A
1(Ω)
with ‖h‖−1 ≤ 1 be given. The goal is to write h = TH1 + H2 where ‖H1‖L2 , ‖H2‖L2 are
bounded by constants depending only on Ω and T . To this end, consider first A ◦ (JT1h),
where A is the operator of ‘anti-differentiation along the direction JT1’. Then
(1.6) h(z) = A ◦ JT1h(z) + h(q),
where q = q(z) varies in a fixed compact subset of Ω. Because h is holomorphic, the
contributions given by h(q) are easily shown to be bounded in L2 and are folded into the
function H2. Furthermore, the Cauchy–Riemann equations show that JT1(h) = −i T1(h).
Thus
A ◦ JT1(h) = A ◦ (−i)T1h
= −i
(
A ◦ T (h) −A
(
Lh
))
.(1.7)
But Lh vanishes since h is holomorphic. As a last step, we commute T with A in (1.7):
(1.8) A ◦ T (h) = T ◦ A(h) +
[
A, T
]
(h).
The commutator in (1.8) is straightforward to analyze since both A and T are explicit
operators; this term forms the final component of the function H2. The term −iA(h) is
the function H1. The needed inequality ‖A(h)‖ ≤ C‖h‖−1 is a consequence of Hardy’s
inequality, which says that A gains a factor of the boundary distance d(z), together with
the fact that such a factor gains a derivative in the case of holomorphic functions:
‖A(h)‖ ≤ c1‖d(z)h‖ ≤ c2‖h‖−1 .(1.9)
Coming to our second result, we start with an observation about the Bergman projection
on the unit disk. Modulo constants, conjugate holomorphic functions on the unit disc are
orthogonal to the Bergman space. Equivalently: their Bergman projections are constant
functions. Of course, this fails on general (even planar) domains. Our second result says
that nevertheless, if the Bergman projection satisfies a regularity estimate such as (1.2),
projections of conjugate holomorphic functions are still as good as projections of functions
smooth up to the boundary: they belong to Hk2(Ω). In particular, if Condition R holds,
these projections are themselves smooth up to the boundary.
Theorem 1.10. Let Ω ⊂⊂ Cn be a smoothly bounded domain. Suppose that the Bergman
projection B on Ω satisfies the regularity condition (1.2). Then there is a constant C > 0
such that
‖Bf‖k2 ≤ C‖f‖(1.11)
for all conjugate holomorphic functions f in L2(Ω).
In contrast to Theorem 1.1, smoothing here takes place in all directions. But just as with
Theorem 1.1, there is an immediate corollary for when Condition R holds.
Corollary 1.12. Let Ω be as in Theorem 1.10 and assume that Condition R holds. Then
for every k ∈ N there is a constant Ck > 0 such that
‖Bf‖k ≤ Ck‖f‖(1.13)
for f conjugate holomorphic in L2(Ω). In particular, Bf is smooth up to the boundary.
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The proof of Theorem 1.10, say again for k1 = k2 = 1, also starts with (1.5). But
now, estimating |(f, h)| means we are estimating the (absolute value of) the integral of a
holomorphic function (namely fh) over Ω. Such an integral can be dominated by ‖fh‖−m,
for any m ∈ N ([5, 7, 15, 20]). Finally, the equivalence, for holomorphic functions, of
membership in a negative Sobolev space and polynomial boundedness in the reciprocal of
the boundary distance ([5, 20]) gives the estimate ‖fh‖−m ≤ Cm,k‖f‖ ‖h‖−k for m big
enough (relative to k). We remark that the last two steps are valid for functions in the
kernel of more general elliptic operators (systems), see [17] and [18], respectively, for the
relevant results. However, the first step after invoking (1.5) may fail: for example, the
product of two harmonic functions need not be harmonic.
Regularity properties like (1.2) are known to hold on a large class of domains. When
the domain Ω is pseudoconvex, these properties are essentially equivalent to corresponding
regularity properties of the ∂-Neumann operator. For example when the domain is of finite
type, or when it admits a defining function that is plurisubharmonic at boundary points
(in particular, when the domain is convex), (1.2) holds for the pair (k, k) for all k ∈ N.
Nonpseudoconvex domains on which regularity estimates for the Bergman projection hold
include Reinhardt domains, complete Hartogs domains in C2, and domains with ‘approxi-
mate symmetries’. For these results and for further information on the L2 Sobolev regularity
theory of the Bergman projection and of the ∂-Neumann operator, we refer the reader to
[10, 9, 21] and their references. [9] also contains a discussion of the connection between the
regularity theory of the Bergman projection and duality of holomorphic function spaces.
The paper is laid out as follows. In Section 2 we define the notions needed for Theorem
1.1, collect some standard definitions, and give a new proof of (a portion of) Bell’s duality
theorem on holomorphic functions in Sobolev spaces. In Section 3, we state the anti-
differentiation result, Proposition 3.1, then give a proof of Theorem 1.1 modulo a proof of
Proposition 3.1. Section 4 is devoted to a proof of the anti-differentiation result, broken
down into several subsections. We develop the algebra of operators associated to anti-
differentiation along integral curves to transverse vector fields in these subsections in some
detail, as we need these results for our proof of Proposition 3.1; we also mention that the
results in Section 4 can be applied elsewhere. In Section 5 we prove Theorem 1.10.
2. Function spaces, duality, and complex transversality
Throughout the paper, Ω will denote a domain with smooth boundary bΩ, contained in
Cn. The standard L2 inner product and norm on functions defined on Ω will be denoted
(f, g) =
∫
Ω
f g¯ and ‖f‖ =
(∫
Ω
|f |2
)1/2
,
where the integrals are taken with respect to the Euclidean volume element. If k is a positive
integer, we let Hk(Ω) denote the usual Sobolev space of complex-valued functions whose
norm ‖.‖k is induced by the inner product
(f, g)k =
∑
|α|≤k
(Dαf,Dαg) ,
for α a multi-index and Dα denoting differentiation of order α. Let C∞0 (Ω) denote the set
of smooth functions with compact support in Ω and C∞(Ω) the set of functions smooth up
to bΩ. As is well-known, C∞(Ω) is dense in Hk(Ω). We let Hk0 (Ω) be the closure of C
∞
0 (Ω)
in Hk(Ω).
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The dual space of Hk0 (Ω) will be denoted H
−k(Ω). Because C∞0 (Ω) is dense in H
k
0 (Ω),
H−k(Ω) imbeds naturally into the space of distributions D′(Ω) = (C∞0 (Ω))
∗ on Ω, and
L ∈ D′(Ω) belongs to H−k(Ω) precisely when
(2.1) ‖L‖−k = sup {|〈L, φ〉| : φ ∈ C
∞
0 (Ω), ‖φ‖k ≤ 1}
is finite. Here 〈L, φ〉 denotes the action of the distribution L on the test function φ. We
shall only need to compute (2.1) on certain L ∈ L2(Ω), in which case 〈L, φ〉 = (L, φ¯).
The subspace of Hk(Ω) consisting of holomorphic functions will be denoted Ak(Ω). For
consistency of notation, we let A0(Ω) denote the Bergman space: A0(Ω) = L2(Ω) ∩ O(Ω),
where O(Ω) denotes the space of holomorphic functions on Ω. For functions f in A−k(Ω),
the norm ‖f‖−k is comparable to a weighted L
2 norms of f , with weight equal to the
corresponding positive power of the distance to bΩ ([16, 8]). If r is a smooth defining
function for Ω – i.e., Ω = {r < 0} and dr 6= 0 when r = 0 – we shall use the following
version of (half of) this fact: for k ∈ N there exists a constant βk > 0 such that
(2.2) ‖(−r)kh‖ ≤ βk‖h‖−k ∀ h ∈ A
0(Ω).
The Bergman projection is the orthogonal projection of L2(Ω) onto A0(Ω). We say that
B satisfies Condition R (see [3]) if it maps C∞(Ω) to itself (by continuity in L2(Ω) and the
closed graph theorem for Fre´chet spaces, this map is then automatically continuous). This
property is often also referred to as global regularity. An equivalent formulation is: for each
k2 ∈ N there exists k1 ∈ N such that B maps H
k1(Ω) (continuously) into Hk2(Ω). The
special case where (1.2) holds with k1 = k2 is usually referred to as exact regularity at level
k = k1 = k2. We remark that, rather intriguingly, no instance is known where B satisfies
Condition R, but is not exactly regular at all levels.
As mentioned in the introduction, a crucial fact for our proof of Theorem 1.1 is that
regularity of the Bergman projection as in (1.2) implies that the Sobolev norm of a function
f ∈ Ak2(Ω) is controlled by pairing f with a family of holomorphic functions in the ordinary
L2 inner product. Duality results of this kind are known, [4, 6, 5, 20, 7, 15, 2], but they
are formulated for exact regularity, rather than (1.2), or for Condition R (i.e., assuming
(1.2) holds for all k2 ∈ N). In these situations, a clean cut formulation is possible: for
example, Ak(Ω) and A−kcl (Ω), the closure of A
0(Ω) in A−k(Ω), are mutually dual, under a
natural extension of the L2 pairing, when B is exactly regular at level k. When there is a
loss of derivatives, that is when k2 < k1 in (1.2), this duality has a somewhat less striking
formulation. For this reason, we only state below what we need and give, for the reader’s
convenience, a straightforward proof (which seems to be new even for the case k1 = k2).
Proposition 2.3. Let Ω ⊂ Cn be a domain with smooth boundary. Suppose that (1.2)
holds. Then there exists a constant c > 0 such that
‖f‖k2 ≤ c sup
{
|(f, h)| : h ∈ Ak2(Ω), ‖h‖−k1 ≤ 1
}
(2.4)
holds for all f ∈ A0(Ω). The constant c depends on C1 from (1.2), n and k2.
Remark 2.5. It is part of (2.4) that if the right hand side is finite, then so is the left hand
side. That is, (2.4) is a genuine estimate, as opposed to an a priori estimate.
Proof. Let f ∈ A0(Ω) ⊂ C∞(Ω) and let α be a fixed multi-index with |α| ≤ k2. Then
Dαf ∈ L2(Ω) if and only if
sup {|(Dαf, g)| : g ∈ C∞0 (Ω), ‖g‖ ≤ 1} <∞ .
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Moreover, in this case, ‖Dαf‖ is given by this supremum. Because g ∈ C∞0 (Ω) and f ∈
C∞(Ω), integration by parts yields
|(Dαf, g)| =
∣∣∣(−1)|α| (f,Dαg)∣∣∣ = |(Bf,Dαg)| = |(f,BDαg)| .
Thus,
‖Dαf‖ = sup {|(f,BDαg)| : g ∈ C∞0 (Ω), ‖g‖ ≤ 1} .(2.6)
Note that (1.2) implies that BDαg ∈ Ak2(Ω). The aim now is to see that (1.2) forces BDαg
to be uniformly bounded in H−k1(Ω). For that, let ϕ ∈ C∞0 (Ω) with ‖ϕ‖k1 ≤ 1. Integration
by parts and Cauchy–Schwarz give
|(ϕ,BDαg)| = |(DαBϕ, g)| ≤ ‖Bϕ‖k2‖g‖ ≤ C1‖ϕ‖k1‖g‖ ≤ C1 ,(2.7)
where (1.2) was used again. Thus, (2.1) shows ‖BDαg‖−k1 ≤ C1. Returning to (2.6), we
now obtain that
‖Dαf‖ = C1 sup
{∣∣∣∣
(
f,BDα
g
C1
)∣∣∣∣ : g ∈ C∞0 (Ω), ‖g‖ ≤ 1
}
≤ C1 sup
{
|(f, h)| : h ∈ Ak2(Ω), ‖h‖−k1 ≤ 1
}
.
Summing over |α| ≤ k2 gives (2.4) with c =
∑k2
j=0
(2n
j
)
C1. 
Remark 2.8. Proposition 2.3 implies that when (1.2) holds, then
‖Bf‖k2 ≤ c sup
{
|(Bf, h)| : h ∈ Ak2(Ω), ‖h‖−k1 ≤ 1
}
= c sup
{
|(f, h)| : h ∈ Ak2(Ω), ‖h‖−k1 ≤ 1
}
(2.9)
for all f ∈ Hk1(Ω). It is (2.9) that will be used in the proof of Theorem 1.1 (compare (1.5)
above).
Let Ω ⊂⊂ Cn = {ρ < 0} be a smoothly bounded domain and denote by Ln :=∑n
j=1(∂ρ/∂zj)(∂/∂zj) the complex normal field of type (1, 0). Set T0 = i(Ln − Ln).
Then T0 is real and tangential to bΩ, and it spans (over C) the orthogonal complement
of T 1,0(bΩ) ⊕ T 0,1(bΩ) in T (bΩ) ⊗ C. In particular, a vector field T , with coefficients in
C∞(Ω), that is tangential to bΩ can be written as
T = aT0 + Y1 + Y2,
where a is a smooth complex-valued function, and Y1, Y2 are of type (1, 0) and tangential to
bΩ. The vector field T is called complex transversal if it is transversal to T 1,0(bΩ)⊕T 0,1(bΩ),
i.e., if a is nowhere vanishing on bΩ. Writing Y2 as a
(
(1/a)Y2 + (1/a)Y2
)
− (a/a)Y2, shows
that near bΩ, T can be written in the form
(2.10) T = a (T1 + L) ,
where T1 is real and complex transversal, L is of type (1, 0), and both T1 and L are tangential
to bΩ.
The Hilbert spaces HkT (Ω) that occur in Theorem 1.1 are the usual Sobolev spaces with
respect to differentiation in the direction T k, where the latter is the k-fold differentiation
with respect to T : T k(f) = T (T (. . . (Tf) . . . )).
Definition 2.11. For k ∈ N, set
HkT (Ω) =
{
f ∈ L2(Ω) : T jf ∈ L2(Ω), j ∈ {1, . . . , k}
}
,
where T jf is taken in the sense of distributions.
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For fixed k, HkT (Ω) is a Hilbert space with respect to the inner product
(f, g)k,T :=
k∑
j=0
(
T jf, T jg
)
∀ f, g ∈ HkT (Ω),
and C∞(Ω) is dense in HkT (Ω) with respect to the norm
‖f‖2k,T =
k∑
j=0
‖T jf‖2
induced by this inner product. The completeness of HkT (Ω) is proved in the same way as for
ordinary Sobolev spaces; density of C∞(Ω) is a standard application of Friedrichs’ Lemma
(see for example [10], Lemma D.1 and Corollary D.2). The spaces HkT (Ω), k ≥ 1, depend
on the choice of the tangential, complex transversal vector field T ; cf. Section 5 in [13].
However, if b is a smooth, non-vanishing, complex-valued function, then HkT (Ω) and H
k
bT (Ω)
are equal, and an inductive argument gives, e.g., the somewhat rough estimate∥∥∥(bT )kf∥∥∥ ≤ bk‖f‖k,T for bk = max
Ω,0≤ℓ≤k
{∣∣∣T ℓb∣∣∣k , 1} .(2.12)
This implies in particular that Theorem 1.2 holds for T if and only if it holds for bT .
Moreover, (2.12) indicates how the constant in (1.3) changes (although there are other
quantities that determine the constant in (1.3)).
The Fre´chet space H∞T (Ω) = ∩
∞
k=0H
k
T (Ω) is equipped with the (metrizable) topology
induced by the family of norms {‖.‖k,T : k ∈ N} (see e.g. [19]). It inherits completeness
from the HkT (Ω). For a class of examples of the fact that C
∞(Ω) ( H∞T (Ω), see Section 5
in [13].
3. Proof of Theorem 1.1
As indicated in the introduction, the second step in proving Theorem 1.1 relies on a
representation of a holomorphic function h in terms of T
j
-derivatives, j ≤ k, of functions
whose L2 norms are controlled by ‖h‖−k for k ∈ N.
Proposition 3.1. Let Ω ⊂⊂ Cn be a smoothly bounded domain and let T be a vector field
which is tangential to bΩ and complex transversal. Let k ∈ N.
There exists an open neighborhood U of bΩ, a function ζ ∈ C∞0 (Ω ∩ U) which equals 1
near bΩ, and constants Cj,k > 0 for j ∈ {0, . . . , k}, such that for all h ∈ A
0(Ω) there exist
functions Hkj ∈ H
k(Ω) ∩ C∞(Ω), j ∈ {0, . . . , k}, on Ω satisfying
(i) ζh =
∑k
j=0 T
j
Hkj on Ω,
(ii) ‖Hkj ‖ ≤ Cj,k‖h‖−k for all j ∈ {0, . . . , k}.
Remark 3.2. For simplicity, we have only stated what we need in Proposition 3.1. As usual
in such situations, membership in Hk(Ω) actually comes with a norm estimate that can be
worked out with a little additional care. In fact, the arguments in §4.4 can be refined to
show that for some constant Cs,k > 0, ‖H
k
j (h)‖s ≤ Cs,k‖h‖s−k, for s ∈ R.
The proof of Proposition 3.1 will be given in Section 4. Assuming it is true, we now give
the proof of Theorem 1.1. We will use the notation A . B to denote the existence of a
constant C independent of f , but allowed to depend on Ω and T , such that A ≤ C ·B.
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Proof of Theorem 1.1. Assume first f ∈ C∞
(
Ω
)
. Then Bf ∈ Ak2(Ω), by (1.2). Inequality
(2.9) states that
‖Bf‖k2 ≤ c sup
{
|(f, h)| : h ∈ Ak2(Ω), ‖h‖−k1 ≤ 1
}
(3.3)
holds for some constant c > 0 independent of f .
We use Proposition 3.1 for k = k1 to estimate the right-hand side of (3.3) as follows. For
T as in Theorem 1.2, choose the neighborhood U of bΩ and the cut-off function ζ described
in Proposition 3.1. Using the partition of unity {ζ, 1− ζ} yields
|(f, h)| ≤ |(f, ζh)|+ |(f, (1− ζ)h)|(3.4)
=
∣∣∣(f, k1∑
j=0
T
j
Hk1j
)∣∣∣+ |(f, (1− ζ)h)| .
As (1− ζ) is identically zero near bΩ, it follows from the Cauchy–Schwarz inequality, (2.2),
and ‖h‖−k1 ≤ 1 that
|(f, (1− ζ)h)| ≤ β˜k‖f‖ · ‖h‖−k1 ≤ β˜k‖f‖,(3.5)
where the constant β˜k > 0 depends on βk (see (2.2)) and ζ . Since T is tangential, integration
by parts (justified since Hk1j ∈ H
k1(Ω)) gives∣∣∣(f, T jHk1j )∣∣∣ = ∣∣∣(Tf, T j−1Hk1j )+ (g0f, T j−1Hk1j )∣∣∣ ,
where g0, depending on the first order derivatives of the coefficients of T , is a smooth
function on Ω. Continuing this procedure yields∣∣∣(f, T jHk1j )∣∣∣ ≤
j∑
ℓ=0
∥∥∥gℓT ℓf∥∥∥ · ‖Hk1j ‖
for functions gℓ ∈ C
∞(Ω), ℓ ∈ {0, . . . , j − 1} and gj = 1. By part (ii) of Proposition 3.1 it
now follows that ∣∣∣(f, T jHk1j )∣∣∣ ≤ Cj,k
j∑
ℓ=0
∥∥∥gℓT ℓf∥∥∥ .
Summing over j ≤ k1 gives, in view of (3.3), (3.4), and (3.5) that
‖Bf‖k2 ≤ C‖f‖k1,T ∀ f ∈ C
∞(Ω).(3.6)
To remove the smoothness assumption on f , approximate f with respect to ‖.‖k1,T by
functions in C∞(Ω). Then invoke (3.6) and the continuity of B in L2(Ω) to obtain (1.3);
for more details see Lemma 4.2 in [13]. 
4. Anti-differentiation along a transverse direction
4.1. General set-up. In this and the next two sections we work in the real setting of
Rn. Let Ω be a bounded domain with smooth boundary. Denote by N =
∑n
j=1Nj
∂
∂xj
a
vector field with smooth coefficients in a neighborhood of Ω. Suppose that N is transversal
to bΩ. Then there exists an open, bounded neighborhood V ⊂ Rn of bΩ on which N is
non-vanishing. Moreover, for each x ∈ V there exist a scalar τx > 0 and a smooth integral
curve ϕx : (−τx, τx) −→ R
n satisfying ϕx(0) = x and
∂ϕx
∂t
(t) =
〈
N1 (ϕx(t)) , . . . ,Nn (ϕx(t))
〉
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for all t ∈ (−τx, τx). Because the curve ϕx intersects bΩ transversally, there exists a scalar
τ0 > 0 such that ϕp is defined on (−τ0, τ0) for all p ∈ bΩ. After possibly rescaling N , it
may be assumed that τ = 2.
For each x ∈ V define tx to be the (unique) scalar for which ϕ(tx, x) ∈ bΩ, and note that
|tx| = O(dbΩ(x)). It may be assumed that tx > 0 for all x ∈ V ∩Ω. Set U := {x : |tx| < 1}.
Then U is an open neighborhood of bΩ. Moreover, the flow map, ϕ(t, x) := ϕx(t), is a
smooth map on (−1, 1) × U satisfying ϕ(0, x) = x as well as
∂ϕℓ
∂t
(t, x) = Nℓ (ϕ(t, x)) ∀ ℓ ∈ {1, . . . , n}.(4.1)
We can now make precise the anti-differentiation operator A from Section 1. Denote by
C∞
U
(Ω) := {f ∈ C∞(Ω) | f ≡ 0 on Ω \U}. Then we define A as an operator from C∞
U
(Ω) to
itself:
A[g](x) =
{ ∫ 0
−1(g ◦ ϕ)(s, x) ds if x ∈ Ω ∩ U,
0 if x ∈ Ω \ U.
A belongs to a class of operators denoted by A10,0 below; see Definition 4.4, where the
mapping properties are also discussed. A inverts N in the following sense.
Lemma 4.2. Let g ∈ C∞
U
(Ω). Then
g(x) = A[N g](x) , x ∈ Ω.(4.3)
Proof. When x ∈ Ω\U , both sides of (4.3) equal zero. When x ∈ Ω∩U , then g (ϕ(−1, x)) =
0 because ϕ(−1, x) ∈ Ω \ U . Note that (4.1) implies
((N g) ◦ ϕ) (s, x) =
∂
∂s
((g ◦ ϕ) (s, x)) ,
hence an application of the Fundamental Theorem of Calculus completes the proof of (4.3).

4.2. The spaces A∗∗,∗ and their L
2 mapping properties. In order to organize the proof
of Proposition 3.1, we now define several spaces of operators related to, but more general
than A. We group the operators both according to their form as well as according to their
mapping properties.
Definition 4.4. (1) Denote by A1µ,0, µ ∈ N0 the space of operators acting on C
∞
U
which
are of the form
A[g](x) =


∫ 0
−1 s
µγA(s, x) · (g ◦ ϕ)(s, x) ds if x ∈ Ω ∩ U,
0 if x ∈ Ω \ U
(4.5)
for some γA ∈ C
∞([−1, 0] × U). Then A[g] ∈ C∞
U
(Ω).
(2) Denote by A1µ,ν, µ ∈ N0, ν ∈ N, the space of operators on C
∞
U
(Ω) spanned by operators
of the form Aµ ◦D
β for Aµ ∈ A
1
µ,0 and |β| ≤ ν.
These operators have mapping properties in weighted L2 spaces that will be very useful
for our purposes. We introduce the following definition:
Definition 4.6. An operator A on C∞
U
(Ω) is said to belong to Skν if there exists a constant
C > 0 such that∥∥∥tℓx · A[g]∥∥∥ ≤ C ∑
|β|≤ν
∥∥∥tℓ+kx ·Dβg∥∥∥ ∀ ℓ ∈ N0, g ∈ C∞U (Ω).(4.7)
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Here, C does not depend on g or ℓ. Note that because tx is defined on Ω ∩ U and both g
and A[g] vanish on Ω \ U , both sides of (4.7) are well-defined.
The following lemma is the key to the mapping properties of the anti-derivative operator
A and its generalizations; in particular, it makes precise the notion of ‘gaining’ a factor of
the boundary distance. As mentioned in Section 1, it is a consequence of one of a group of
inequalities due to Hardy ([12], sections 9.8, 9.9).
Lemma 4.8. For given µ ∈ N0, define the operator Bµ on C
∞
U
(Ω) by
Bµ[g](x) =
{ ∫ 0
−1(tϕ(s,x))
µ · |g(ϕ(s, x)| ds if x ∈ Ω ∩ U
0 if x ∈ Ω \ U.
(4.9)
Then Bµ ∈ S
µ+1
0 .
Proof. It is convenient in this proof (but not later on) to rewrite Bµ using coordinates
(τ, p) ∈ [0, 2]× bΩ on Ω∩V given by (τ, p)→ ϕ(−τ, p). Expressing Bµ in these coordinates
and changing variables gives
Bµ[g](τ, p) =
∫ τ+1
τ
σµ |g(σ, p)| dσ , (τ, p) ∼ x = ϕ(−τ, p) ∈ Ω ∩ U.(4.10)
Estimate (4.7) now follows from the following inequality of Hardy’s (see [12], Theorem 330,
section 9.9) for f ≥ 0:∫ ∞
0
(
xr
∫ ∞
x
f(t) dt
)2
dx ≤
4
(2r + 1)2
∫ ∞
0
(
tr+1f(t)
)2
dt , r > −
1
2
.(4.11)
Indeed, to verify (4.7) for Bµ, it suffices to observe that for x ∼ (τ, p) ∈ Ω ∩ U∣∣∣τ ℓB[g](τ, p)∣∣∣ ≤ τ ℓ ∫ 2
τ
σµ |g(σ, p)| dσ,(4.12)
then to apply (4.11) with f(t) = tµ |g(t, p)| , 0 ≤ t ≤ 2, and f(t) = 0 , t > 2, r = ℓ, for
p ∈ bΩ fixed, and lastly, to integrate over bΩ. We also use the equivalence, with a constant
that depends only on Ω and N , of the volume elements dV and dτ × dbΩ on Ω ∩ V , where
dV and dbΩ denote the Euclidean volume elements on R
n and bΩ, respectively. Also note
that for r = ℓ ≥ 0, the constant on the right hand side of (4.11) is less than or equal to 4.
Replacing it by 4 yields a constant in (4.7) that does not depend on ℓ. 
If A is of the form A = Aµ ◦ D
β, then the inequality |s| ≤ |s| + tx = tϕ(s,x) and the
boundedness of |γA| on [−1, 0] × U imply
‖tℓxA[g]‖ = ‖t
ℓ
xAµ[D
βg]‖ . ‖tℓxBµ[D
βg]‖ . ‖tℓ+µ+1x D
βg‖,(4.13)
where the last inequality in (4.13) follows from Lemma 4.8. This proves:
Lemma 4.14. A1µ,ν ⊂ S
µ+1
ν , µ , ν ∈ N0.
We will also need notation for compositions of operators:
Definition 4.15. (1) For a multi-index α = (α1, . . . , αℓ) ∈ N
ℓ
0, ℓ ∈ N; define
Aℓα,0 =
〈
A1 ◦ · · · ◦Aℓ : Aj ∈ A
1
αj ,0
〉
.
(2) Denote by Aℓα,ν, α ∈ N
ℓ
0, ν ∈ N and ℓ ∈ N, the space of operators on C
∞
U
(Ω) spanned
by operators of the form Aℓα ◦D
β for Aℓα ∈ A
ℓ
α,0 and |β| ≤ ν.
With Lemma 4.14 above, we have the following weighted mapping properties of these
operators:
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Lemma 4.16. Aℓα,ν ⊂ S
ℓ+|α|
ν , where |α| =
∑ℓ
j=1 αj .
4.3. On the algebra of commutators of A∗∗,∗ and differential operators. Throughout
this subsection, X =
∑n
j=1Xj
∂
∂xj
denotes a vector field with smooth coefficients on (a
neighborhood of) Ω. We collect a series of elementary lemmas that give control over various
commutators involving the operators introduced in the previous subsection and X or Dβ.
The notation +, or
∑
, will be used to indicate sums of operators in the indicated spaces.
Lemma 4.17. Let A ∈ A1µ,0 for some µ ∈ N0. Then
[A,X] ∈ A1µ,0 +A
1
µ+1,1.(4.18)
Proof. Let g ∈ C∞
U
(Ω). Then
(X ◦A)[g](x) =
∫ 0
−1
sµ
(
(Xx(γA)) · (g ◦ ϕ)
)
(s, x) ds(4.19)
+
∫ 0
−1
sµγA(s, x) ·Xx (g ◦ ϕ)(s, x)) ds.
Let A0 be the operator in A
1
µ,0 such that the first term on the right hand side of (4.19)
equals −A0[g](x). Then it follows that
[A,X][g](x) = A0[g](x) +
∫ 0
−1
sµγA(s, x)
(
(Xg) ◦ ϕ−Xx(g ◦ ϕ)
)
(s, x) ds.(4.20)
A0 belongs to A
1
µ,0. That the term on the right hand side of (4.20) given by the integral
belongs to A1µ+1,1 can be seen as follows. Because ϕ(0, x) ≡ x, ∂ϕj/∂xk = δj,k + O(s).
Therefore, the chain rule shows that
(
(Xg) ◦ϕ−Xx(g ◦ϕ)
)
(s, x) is a sum of terms each of
which is of the form sγβ(s, x)D
βg(ϕ(s, x)), where γβ is smooth (depending on first deriva-
tives of X ◦ ϕ and second derivatives of ϕ) and |β| = 1. 
Lemma 4.21. Let Aµ,ν ∈ A
1
µ,ν for some µ ∈ N0, ν ∈ N. Then
[Aµ,ν ,X] ∈ A
1
µ,ν +A
1
µ+1,ν+1.(4.22)
Proof. By definition of A1µ,ν , Aµ,ν can be written as a linear combination of operators of
the form Aµ ◦ D
β, where Aµ ∈ A
1
µ,0 and |β| ≤ ν. It suffices to show (4.22) for the latter
operators. For that, note that
[Aµ ◦D
β,X] = Aµ ◦D
β ◦X −X ◦ Aµ ◦D
β
= Aµ ◦ [D
β,X] +Aµ ◦X ◦D
β −X ◦ Aµ ◦D
β
= Aµ ◦ [D
β,X] + [Aµ,X] ◦D
β.
Since [Dβ ,X] is a differential operator of order |β| − 1, Aµ ◦ [D
β,X] belongs to A1µ,|β|−1.
Furthermore, (4.18) yields that [Aµ,X] ◦D
β ∈ A1µ,|β| +A
1
µ+1,|β|+1. 
Lemma 4.17 extends to iterated commutators as follows. Set CνX(A) =
[
Cν−1X (A),X
]
with
C1X(A) = [A,X]. That is, C
ν
X(A) equals the ν-fold iterated commutator [· · · [A,X],X], · · ·X].
Lemma 4.23. Let A be given as in Lemma 4.17. Then CνX(A) ∈
∑ν
j=0A
1
µ+j,j.
Proof. The proof is done via induction on ν. Note first that the case ν = 1 is Lemma
4.17. Next suppose that Cν−1X (A) ∈
∑ν−1
j=0 A
1
µ+j,j holds for some ν ∈ N. It follows from
Lemma 4.21 that [Aµ+j,j ,X] ∈ A
1
µ+j,j + A
1
µ+j+1,j+1 for Aµ+j,j ∈ A
1
µ+j,j, which completes
the proof. 
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We next consider commutators with higher order derivatives.
Lemma 4.24. If A ∈ A1µ,0 for some µ ∈ N0, then
[
A,Dβ
]
∈ A1µ,|β|−1 +A
1
µ+1,|β|.
Proof. The proof is done via induction on |β|. The case |β| = 1 follows from Lemma 4.17.
Suppose now that [A,Dσ] ∈ A1κ,ν−2 ∪ A
1
κ+1,ν−1 holds for any multi-index σ of length ν − 1
for some ν ∈ N and for all κ ∈ N0. Let β be a multi-index of length ν. Then D
β may be
written as Dβ−σ ◦Dσ for some multi-index σ of length ν − 1. It then follows that
[A,Dβ] = [A,Dβ−σ] ◦Dσ +Dβ−σ ◦ A ◦Dσ −Dβ−σ ◦Dσ ◦A
= [A,Dβ−σ] ◦Dσ +Dβ−σ ◦ [A,Dσ] .
It follows from Lemma 4.17 and the fact that |β − σ| = 1 that
[
A,Dβ−σ
]
◦Dσ ∈ A1µ,|β|−1+
A1µ+1,|β|. The induction hypothesis furnishes two operators A1 ∈ A
1
µ,ν−2 and A2 ∈ A
1
µ+1,ν−1
so that [A,Dσ ] = A1 +A2. Then
Dβ−σ ◦ [A,Dσ] = Dβ−σ ◦ (A1 +A2)
= A1 ◦D
β−σ +A2 ◦D
β−σ + [Dβ−σ, A1] + [D
β−σ, A2] .
The four terms on the right hand side are in, respectively, A1µ,ν−1, A
1
µ+1,ν , A
1
µ,ν−2+A
1
µ+1,ν−1,
and A1µ+1,ν−1 + A
1
µ+2,ν . We have used Lemma 4.21 for the last two terms (|β − σ| = 1!).
Taking into account the (trivial) inclusions A1µ,ν−2 ⊂ A
1
µ,ν−1, A
1
µ+1,ν−1 ⊂ A
1
µ,ν−1, and
A1µ+2,ν ⊂ A
1
µ+1,ν , shows that D
β−σ ◦ [A,Dσ] ∈ A1µ,ν−1 + A
1
µ+1,ν . This completes the
induction. 
For compositions of operators, Lemma 4.24 takes on the following form.
Lemma 4.25. If Aα,ν ∈ A
ℓ
α,ν for some multi-index α ∈ N
ℓ
0, ν , ℓ ∈ N, then
[Aα,ν ,D
β] ∈ Aℓα,ν+|β|−1 +
ℓ∑
j=1
Aℓα+ej ,ν+|β|,(4.26)
where ej is the standard j-th unit vector.
Proof. We first consider the case ν = 0; in this case, the proof is by induction on ℓ. The
case ℓ = 1 is Lemma 4.24. The induction step is analogous to that in the proof of Lemma
4.24, with the multi-index α now playing the role of β there. We leave the details to the
reader.
When ν > 0, Aα,ν is a linear combination of operators of the form Aα,0 ◦Dγ with |γ| ≤ ν.
Thus [Aα,ν ,D
β ] is a linear combination of terms of the form
[Aα,0 ◦D
γ ,Dβ] = Aα,0 ◦D
γ ◦Dβ −Dβ ◦ Aα,0 ◦D
γ = [Aα,0,D
β] ◦Dγ
because Dγ ◦Dβ = Dβ ◦Dγ . (4.26) now follows from the case ν = 0 (already shown) applied
to [Aα,0,D
β]. 
4.4. Proof of Proposition 3.1. Let Ω and T be as in Proposition 3.1. Near bΩ, T =
a(T1+L), with both T1 and L tangential, T1 real, L of type (1, 0), and a a smooth function
that does not vanish near bΩ (see (2.10)). It is easy to see that the conclusion of Proposition
3.1 holds for T if and only if it holds for T1 + L (however, the H
k
j ’s in (i) change and so
do the constants Cj,k in (ii), see also the short discussion surrounding (2.12)). Therefore,
it may be assume that T = T1 + L, with T1 and L as above. Set N := JT1. Because T1 is
complex transversal, N is transversal to bΩ, and so the general set-up of §4.1 applies.
The proof of Proposition 3.1 will be achieved in two steps. The first step consists in
replacing N in Lemma 4.2 by iT , adding the necessary correction, and then iterating the
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result. The key for the proof of Proposition 3.1 is that when applied to a holomorphic
function, the correction term is benign, as a result of the Cauchy–Riemann equations, see
(4.39) below.
Lemma 4.27. Let h ∈ C∞(Ω) for some k ∈ N. Let ζ ∈ C∞0 (Ω∩U) a non-negative function
which is identically 1 in a neighborhood of bΩ contained in U . Then
(ζh) (x) = ik
(
A ◦ T
)k
[ζh] +
k−1∑
j=0
ij
(
A ◦ T
)j
◦A ◦ (N − iT )[ζh].(4.28)
Proof. The proof is done by induction on k. Suppose first that k = 1. Then Lemma 4.2
yields
ζh = A[N (ζh)] = A[iT (ζh)] + A[(N − iT )(ζh)]
= i
(
A ◦ T
)
[ζh] + A ◦ (N − iT )[ζh] .(4.29)
For the induction step suppose that
ζh = ik−1
(
A ◦ T
)k−1
[ζh] +
k−2∑
j=0
ij
(
A ◦ T
)j
◦ A ◦ (N − iT )[ζh](4.30)
holds. Using identity (4.29) to replace ζh in the first term of the right hand side of (4.30)
gives the result. 
In the second step, we will write the powers
(
A ◦ T
)ℓ
in terms of compositions of the
form
(
T
)m
◦ A˜ with good control of A˜. This is accomplished in the following lemma; its
proof relies heavily on the machinery of §4.2 and §4.3.
Lemma 4.31. Let A ∈ A10, and X a vector field with smooth coefficients on Ω. Then, for
any ℓ ∈ N, there exist operators Gℓm, m ∈ {0, . . . , ℓ}, which belong to
∑
{ν≤ℓ−m,|α|−ν≥0}A
ℓ
α,ν
such that
(A ◦X)ℓ =
ℓ∑
m=0
Xm ◦Gℓm.
Proof. The proof is again by induction on ℓ. For ℓ = 1, commuting A by X yields
A ◦X = X ◦ A+ [A,X] =: X ◦G11 +G
1
0.
It follows from the definition of A that G11 = A ∈ A
1
0,0. Furthermore, Lemma 4.17 gives
that G10 belongs to A
1
0,0 +A
1
1,1.
For the induction step suppose that
(A ◦X)ℓ−1 =
ℓ−1∑
m=0
Xm ◦Gℓ−1m
holds for some Gℓ−1m ∈
∑
{ν≤ℓ−1−m,|α|−ν≥0}A
ℓ−1
α,ν . Then
(A ◦X)ℓ =
ℓ−1∑
m=0
A ◦Xm+1 ◦Gℓ−1m =
ℓ∑
m=1
A ◦Xm ◦Gℓ−1m−1
=
ℓ∑
m=1
(
Xm ◦A ◦Gℓ−1m−1 + [A,X
m] ◦Gℓ−1m−1
)
.(4.32)
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Since A ∈ A10,0, it follows that
A ◦Gℓ−1m−1 ∈
∑
{ν≤ℓ−m,|α|−ν≥0}
Aℓα,ν .
To deal with the second term on the right-hand side of (4.32), we use the formula
[A,Xm] =
m−1∑
j=0
(
m
j
)
Xj ◦ Cm−jX (A),(4.33)
where the iterated commutators C∗∗ are defined just before Lemma 4.23. ((4.33) is purely
algebraic and is easily proved by induction on m; alternatively, see [11], Lemma 2 or [21],
formula (3.54).) What must be shown then, is that
Cm−jX (A) ◦G
ℓ−1
m−1 ∈
∑
{ν≤ℓ−j,|α|−ν≥0}
Aℓα,ν .
For that, recall first that Lemma 4.23 says that Cm−jX (A) ∈
∑m−j
k=0 A
1
k,k. Furthermore, it
follows from Lemma 4.25 that for |β| ≤ k
Dβ ◦Gℓ−1m−1 = G
ℓ−1
m−1 ◦D
β +
[
Dβ, Gℓ−1m−1
]
∈
∑
{ν≤ℓ−m,|α|−ν≥0}
Aℓ−1α,ν+k .
It then follows that Cm−jX (A) ◦G
ℓ−1
m−1 is contained in∑
{ν≤ℓ−m,|α|−ν≥0 , 0≤k≤m−j}
Aℓ(k,α),ν+k .
Set ν˜ = ν + k, then ν ≤ ℓ −m implies that ν˜ ≤ ℓ − j, since k ≤ m− j. Moreover, setting
α˜ = (k, α) yields |α˜| − ν˜ = |α| − ν ≥ 0. Hence
Cm−jX (A) ◦G
ℓ−1
m−1 ∈
∑
{ν˜≤ℓ−j,|α˜|−ν˜≥0}
Aℓα˜,ν˜ ,
which completes the proof. 
We are now ready to prove Proposition 3.1. This amounts to combining Lemmas 4.27
and 4.31, to obtain a representation (i) with Hkj ∈ C
∞(Ω); this works for h ∈ C∞(Ω). The
final step then consists in obtaining the required estimates (ii) and membership in Hk(Ω)
when h is holomorphic.
Proof of Proposition 3.1. For h and ζ given as in Lemma 4.27, use Lemmas 4.27 and 4.31
(with A and T in place of A and X, respectively) in (4.28) to obtain that
ζh =
k∑
m=0
T
m
Hkm,
where
Hkk := G
k
k[i
kζh],(4.34)
and
Hkm :=

ikGkm + k−1∑
j=m
ijGjm ◦ A ◦ (N − iT )

 [ζh] , 0 ≤ m ≤ k − 1.(4.35)
Because h ∈ C∞(Ω), so are the Hkm, 0 ≤ m ≤ k. This establishes the representation (i) in
Proposition 3.1, except for membership in Hk(Ω).
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We now prove the estimates (ii). By Lemmas 4.31 and 4.16, it follows that∥∥∥Hkk∥∥∥ . ∥∥∥tkx · ζh∥∥∥ . ‖h‖−k,
where the second step follows from (2.2); we use here that h in Proposition 3.1 is holomor-
phic. By analogous reasoning, we have
‖Gkm[ζh]‖ .
∑
|β|≤|α|
‖tk+|α|x D
βh‖ . ‖Dβh‖−k−|α| . ‖h‖−k,(4.36)
where α is such that Gkm ∈ A
k
α,ν for some ν ≤ |α|. Note that D
βh is also holomorphic, so
that (2.2) applies. The last inequality holds because |β| ≤ |α|.
To obtain the claimed estimates for the remaining terms in Hkm, first note that because
Gjm ∈
∑
ν≤j−m,|α|−ν≥0A
j
α,ν , G
j
m ◦ A is a sum of terms of the form
A1α1 ◦ A
2
α2 ◦ · · · ◦ A
1
αj ◦D
γ ◦ A = A1α1 ◦ · · · ◦A
1
αj ◦A ◦D
γ +A1α1 ◦ · · · ◦ A
1
αj ◦ [D
γ ,A] ,
where |γ| ≤ |α| ≤ ν ≤ j−m ≤ j ≤ k− 1. Because [Dγ ,A] ∈ A10,|γ|−1+A
1
1,|γ| (Lemma 4.24),
it follows, in view of Lemma 4.14, that∥∥Gjm ◦A (N − iT ) [ζh]∥∥ . ∥∥(N − iT ) [ζh]∥∥k−1 .(4.37)
The Cauchy–Riemann equations for h yield
Nh = iT1h = iT1h = iTh(4.38)
since T1 = T1 and Lh = 0. Consequently,
(N − iT )[ζh] =
(
(N − iT )[ζ]
)
h.(4.39)
Since
(
(N − iT )[ζ]
)
has compact support in Ω∩U that does not depend on h, it follows (for
example from (2.2) by using that factors of r are bounded away from zero on this support,
so that introducing them will at most ‘increase’ the norm) that there exists a constant Ck
such that ∥∥(N − iT )[ζh]∥∥
k−1
=
∥∥((N − iT )[ζ])h∥∥
k−1
≤ Ck‖h‖−k .(4.40)
Combining (4.36), (4.37), and (4.40) gives that∥∥∥Hkm∥∥∥ . ‖h‖−k
for all m ∈ {0, . . . , k − 1}. This concludes the proof of (ii).
It remains to see that Hkm ∈ H
k(Ω). First note that because (N − iT )[ζh] ∈ C∞0 (Ω), it
follows easily from the form of the operators Gjm that G
j
m ◦ A ◦ (N − iT )[ζh] ∈ C∞(Ω) ⊂
Hk(Ω), j ≤ m ≤ (k − 1). The remaining contributions in (4.34) and (4.35) that need to be
checked are of the form Gkm[ζh], 0 ≤ m ≤ k. That is, we need to show that D
βGkm[ζh] ∈
L2(Ω) for |β| ≤ k. But DβGkm = G
k
mD
β−
[
GKm,D
β
]
. The argument is now analogous to the
discussion above. For example, in view of Lemmas 4.31, 4.25, and 4.16, the commutator[
Gkm,D
β
]
is a sum of terms in S
k+|α|
ν+|β|−1 + S
k+|α|+1
ν+|β| ⊆ S
k+|α|
ν+|β| , with ν ≤ k −m and |α| ≥ ν.
Therefore, arguing as in (4.36), we see that the contribution of each of these terms to∥∥[Gkm,Dβ] (ζh)∥∥ is dominated by ∑|γ|≤ν+|β| ‖Dγh‖−k−|α|. Because |γ| ≤ ν + |β| ≤ |α| +
|β| ≤ |α|+ k, all these terms are indeed dominated by ‖h‖.
The argument for GkmD
β is similar. This concludes the proof of Proposition 3.1. 
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5. Proof of Theorem 1.10
Proof of Theorem 1.10. As in the proof of Theorem 1.1, we invoke duality via Proposition
2.3 and Remark 2.8: it suffices to show that∣∣∣∣
∫
Ω
fg
∣∣∣∣ ≤ C‖f‖ · ‖g‖−k1(5.1)
for f ∈ A0 and g ∈ A0(Ω). We now use that for holomorphic functions, membership in
A−m(Ω) for some m is equivalent to having a blow up rate near the boundary of at most a
power of 1/dbΩ(z), where dbΩ(z) is the boundary distance function. We have the estimates
C1m‖h‖−m−2n−2 ≤ sup
z∈Ω
|h(z)| · dbΩ(z)
m+2n ≤ C2m‖h‖−m;(5.2)
in both estimates, if the right-hand side is finite, then so is the left hand side (and the
estimate holds; that is, the estimates are genuine estimates as opposed to a priori estimates).
The inequalities (5.2) are essentially Lemma 2 in [5], except that the norm in the left most
term there is the (−m− 4n)-norm. The stronger version given here is in [20], Theorems 1.1
and 1.3; see in particular the proof of the implication (iii) ⇒ (iv) in Theorem 1.1.
Applying the second inequality in (5.2) to f (for m = 0) and to g (for m = k1) yields
sup
z∈Ω
|f(z)| · dbΩ(z)
2n ≤ C20 ‖f‖ and sup
z∈Ω
|g(z)| · dbΩ(z)
k1+2n ≤ C2k1 ‖g‖−k1 .
Multiply these inequalities, then apply the first inequality in (5.2) to fg (which is holomor-
phic). The conclusion is that fg, hence fg, belongs to H−k1−4n−2(Ω), and
∥∥fg∥∥
−k1−4n−2
≤ Ck1‖f‖ · ‖g‖−k1 .(5.3)
On the other hand, the following estimate also holds:
∣∣∣∣
∫
Ω
fg
∣∣∣∣ =
∣∣∣∣
∫
Ω
fg
∣∣∣∣ ≤ C˜k1 ∥∥fg∥∥−k1−4n−2 ‖1‖k1+4n+2.(5.4)
The inequality in (5.4) is Proposition 1.9 in [20] which gives this estimate for the pairing
of a harmonic function in some H−m(Ω) with an arbitrary function in C∞(Ω). Note that
since both f and g are in L2(Ω), fg is integrable, and the integral denoted by
∫˜
in [20]
coincides with the ordinary integral over Ω. Combining (5.3) and (5.4) completes the proof
of Theorem 1.10. 
Remark 5.5. When Condition R holds, one can extend B by duality to a projection B˜ from
the dual
(
C∞(Ω)
)∗
into ∪∞k=1A
−k(Ω). This was observed in [14], in a note added in proof
(where the idea is attributed to Nirenberg and Tre`ves). The conclusion of Theorem 1.10
remains true for this extended projection: when f is in ∪∞k=1A
−k(Ω), then B˜f is smooth
up to the boundary (see [20], Theorem 3.4, for the ‘canonical’ inclusion ∪∞k=1A
−k(Ω) →֒(
C∞(Ω)
)∗
). A similar discussion applies when (1.2) holds.
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