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Abstract
In order to model the complex hydrodynamic phenomena prevailing in industrial scale gas–solid bubbling fluidised bed reactors and especially
the macro-scale emulsion phase circulation patterns induced by bubble–bubble interactions and bubble coalescence, a discrete bubble model
(DBM) has been developed. In the DBM, the (larger) bubbles are modelled as discrete elements and are tracked individually during their rise
through the emulsion phase, which is considered as a continuum. The DBM, originally developed for the description of gas–liquid flows, has
been adapted to cope with bubbles with a diameter larger than the size of an Eulerian cell, which is required in view of the large bubble size
distribution at higher gas flow rates. Moreover, a new drag model for a single bubble rising in a fluidised bed derived from empirical correlations
has been implemented, as well as a simple model to account for bubble coalescence and break-up. The strong advantage of the DBM compared
to other models previously reported in the literature for the description of large-scale fluidised beds is that it fully accounts for the two-way
coupling between the bubbles and the emulsion phase, which enables direct computation of the emulsion phase velocity profiles. Comparison
of the results of simulations ignoring bubble coalescence and simulations taking bubble coalescence properly into account demonstrated the
significant effect of bubble coalescence on the large-scale circulation patterns prevailing in bubbling fluidised beds. The simulation results
for the lateral profiles of the visible bubble flow rate have been compared qualitatively with experimental results reported by Werther [1974.
Influence of the bed diameter on the hydrodynamics of gas fluidized beds. A.I.Ch.E. Symposium Series 70(141), 53–62]. The effect of the
superficial gas velocity on the velocity and porosity profiles has been studied. In general, it can be concluded that the DBM is able to capture
the salient features of the hydrodynamics of bubbling fluidised beds. However, further research is required to improve the closure equations
for the bubble behaviour, bubble–bubble interactions and bubble coalescence and break-up to enable a complete quantitative description.
 2006 Elsevier Ltd. All rights reserved.
Keywords: Discrete bubble model; Fluidisation; Hydrodynamics; Multiphase flow; Bubble coalescence; Computational fluid dynamics; Euler–Lagrange model
1. Introduction
Gas phase polymerisation processes are widely employed
nowadays for the polymerisation of ethylene (HDPE and
LLDPE) and propylene (Choi and Ray, 1985). In this process
highly active and highly selective catalysts are used, which
results in an enormous heat production in the reactor. In order
to remove the liberated reaction energy to avoid sticking of the
produced polymer particles, this process employs a fluidised
bed reactor, which is known for its excellent heat transfer char-
acteristics. Because the production capacity of this process is
limited by the rate of heat removal, this is a major point of
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attention in the operation and optimisation of this type of reac-
tors. In today’s olefin polymerisation processes there exist two
main ways to remove the heat of reaction. One operation mode
is the injection of liquid monomer in the bottom of the reac-
tor (condensed mode). Due to the fast evaporation of the liquid
monomer part of the produced reaction heat is consumed. The
second way of removing the reaction energy is via convection
of the emulsion phase in the fluidised bed. It is known that large
circulation patterns prevail in industrial scale fluidised bed re-
actors and the higher the circulation rate, the more heat can be
removed from the bottom part of the reactor and the higher the
production capacity.
To study these large-scale convection patterns detailed hy-
drodynamic models are required. Earlier work on large-scale
fluidised bed modelling has been performed by Krishna and
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van Baten (2001), who modelled large-scale air-FCC fluid beds
with diameters ranging from 0.1 to 6.0 m in diameter. They de-
veloped an Euler–Euler two-fluid model, where the emulsion
phase was considered as a pseudo liquid and the drag between
the bubbles and the dense phase was calculated via the devel-
oped Davies–Taylor–Collins relations. In order to account for
the influence of the bed diameter and the effect of neighbouring
bubbles on the rise velocity of the bubbles, a scale factor and an
acceleration factor were implemented in the drag correlation.
Moreover, bubble coalescence and break-up was only implic-
itly accounted for in their model by using an effective average
bubble diameter as a function of the superficial gas velocity
and the height in the bed, obtained from experimental data.
Another approach to study the global dynamics in gas-
fluidised beds was presented by Pannala et al. (2003, 2004),
who employed an agent-based bubble model, which allows a
direct implementation of bubble coalescence. In their model
the bubble trajectory of each individual bubble was computed
by integrating the bubble velocity in time, where the bubble
velocity was made dependent on the distance to its closest
leading neighbour, while taking bubble coalescence into ac-
count when two bubbles collide. Although, this model has
only been used to model fluidised beds with heights smaller
than 80 cm, this model should in principle be able to handle
large-scale fluidised beds. However, in the presented model the
dynamics of the emulsion phase were completely ignored, so
that their model is incapable of accounting for and computing
the important large-scale circulation patterns in the emulsion
phase. The bubbles rising in a fluidised bed will affect the
dynamics of the emulsion phase and, vice versa, the emulsion
phase velocity patterns will be dominated by the drag exerted
by the bubbles (two-way coupling).
A discrete bubble model (DBM) has been developed to study
the hydrodynamics in large-scale fluidised beds that fully ac-
counts for the two-way coupling. The emulsion phase is mod-
elled as a continuum and the bubbles are regarded as discrete
elements. The bubble trajectories are computed by integrating
the equations of motion (Newton’s second law), accounting for
bubble coalescence when two bubbles collide, using closures
for the forces acting on the individual bubbles. More detailed
and fundamental models could be used in addition to experi-
ments to derive the required closures for the bubble behaviour
and the emulsion phase rheology. With continuum models
(Euler–Euler) using closures from the kinetic theory of granu-
lar flow for the solids phase rheology, or discrete particle mod-
els (Euler–Lagrange), where all the individual particles in the
fluidised bed are tracked, the bubbles can in principle be com-
pletely resolved and the bubble behaviour could be computed.
However, for the simulation of the macro-scale circulation
patterns prevailing in large, industrial scale fluidised beds with
these fundamental models, the required number of grid cells or
the required number of particles and hence the corresponding
calculation times would definitely become prohibitive. There-
fore, models that are developed to describe the hydrodynamics
of very large systems will have to rely on closures for the
bubble behaviour. Although, the DBM idealises the bubbles
as perfect spheres, its strong advantage is that no a priori
assumption is required on the bubble encounter frequency, an
important factor determining the bubble coalescence rate.
The DBM, which has been widely used in the field
of gas–liquid bubble columns (Lapin and Lübbert, 1994;
Sokolichin et al., 1997; Delnoij et al., 1997, 1999), has been
somewhat modified to model the hydrodynamics of fluidised
beds. Firstly, the DBM together with the closure relations de-
scribing the behaviour of bubbles in fluidised beds, including
bubble coalescence and splitting, is described. Subsequently,
its numerical implementation is shortly presented. After the
model verification, simulation results are discussed, focussing
on the effect of bubble coalescence and the influence of the
gas velocity on the macro-scale flow structures prevailing in
large-scale olefin polymerisation reactors.
2. Discrete bubble model
2.1. Model assumptions
The DBM is an Euler–Lagrange type of model, where the
dynamics of the continuous emulsion phase is modelled with
the continuity and volume-averaged Navier–Stokes equations
and solved on an Eulerian grid, while the bubbles are tracked
individually by integrating the equations of motion. A detailed
collision model accounts for the bubble–bubble and bubble-
wall interactions, including coalescence between bubbles. Con-
stitutive relations are required for the drag force exerted on the
bubbles, which are derived from empirical correlations for the
terminal rise velocity of a single bubble in fluidised beds, and
for the virtual mass force. The emulsion phase density and vis-
cosity are assumed constant (and known from experiments).
2.2. Emulsion phase hydrodynamics
The emulsion phase, representing a mixture of particles and
gas, is described with the continuity equation and the incom-
pressible volume-averaged Navier–Stokes equations
(ee)
t
+∇ · eeu¯ = 0, (1)
(eeu¯)
t
+∇ · eeu¯u¯=−e∇P−∇ · ee+eeg¯+S¯, (2)
where S¯ is the source term that accounts for the momentum
transfer between the bubbles and the emulsion phase. For the
viscous stress tensor, the closure for a Newtonian fluid has
been adopted, although the dense fluidised suspensions exhibit
features of Bingham fluids (see van den Langenberg-Schenk,
1982).
2.3. Bubble dynamics
The bubbles in the DBM are considered as discrete spherical
elements which are tracked individually according to Newton’s
second law of motion:
mb
dv¯b
dt
=
∑
F¯ = F¯g + F¯p + F¯d + F¯vm, (3)
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where F¯g is the gravity force, F¯p the pressure force, F¯d is the
drag force which is the flow resistance of the moving bubble
with the emulsion and F¯vm is the virtual mass force which
accounts for the acceleration of the emulsion phase directly
surrounding the bubble if a bubble is accelerated. Here, the force
resulting from bubble–bubble interactions (wake acceleration
force) has been ignored. Its effect will be studied in future work.
Furthermore, it has been assumed that the bubbles have no net
gas exchange with the emulsion phase so that the bubbles only
grow due to coalescence. Mass transfer between the bubbles and
the emulsion phase could in principle be included in the DBM
(see Darmana et al., 2005a), but has not been implemented yet.
Moreover, in case chemical reactions take place in the bulk of
the emulsion phase the DBM should be extended to describe
the gas flow through the emulsion phase, e.g. via a multifluid
continuum description of the emulsion phase.
The sum of the pressure and the gravity force, is given by
F¯g + F¯p = (e − g)Vbg¯. (4)
The drag force on a sphere is computed with the equation by
Odar and Hamilton (1964):
F¯d = − 12CDeR2b |u¯ − v¯|(u¯ − v¯), (5)
where Rb is the radius of the bubble, CD is the drag coeffi-
cient and u¯ and v¯ are the emulsion and bubble velocity, respec-
tively. A correlation for the drag coefficient will be proposed in
Section 2.6.
The last force incorporated in the force balance is the virtual
mass force, for which the relation derived by Auton (1983) is
used
F¯vm = −
(
DI¯
Dt
+ I¯ · ∇u¯
)
, (6)
I¯ = CvmlVb(v¯ − u¯), (7)
where Cvm is assumed to be equal to 0.5.
2.4. Visible bubble flow rate
In the DBM the initial bubble formation and bubble growth
close to the distribution plate is not modelled. Instead, bubbles
with a specified initial bubble diameter are injected via nozzles
into the emulsion phase, where the number of bubbles that enter
the fluidised bed per unit time in the DBM corresponds with
the visible bubble flow rate in the fluidised bed. According to
the two-phase theory all the gas in excess to that required for
minimum fluidisation is assumed to flow through the bed as
bubbles. However, it was found experimentally that only part of
the excess gas flows through the bed as visible bubbles. Werther
(1992) has measured the fraction of the excess gas visible as
bubbles for different particles belonging to different classes
according to the Geldart classification (Geldart, 1973; Kunii and
Levenspiel, 1991). Using this experimental information (see
Table 1) and specifying an initial bubble diameter the number
of bubbles that enter the bed per unit time can be computed.
Table 1
Parameters for the correlation for the bubble rise velocity by Werther (1992)
(Eq. (10))
A B D
 0.80 0.65 0.26
 (DT < 1)m 3.2D
1/3
T
2.0D1/2
T
0.87
 (DT > 1)m 3.2 2.0 0.87
A correlation for the initial bubble diameter for a bubble re-
leased from a multihole distributor was given by Chiba and
Kobayashi (1972)
db0 = 1.71g−0.2P 0.8t (u − umf )0.4, (8)
where Pt is the orifice pitch.
2.5. Bubble coalescence/break-up
Besides the motion of the bubbles calculated with the force
balance as described before, the bubbles can meet each other
and the system walls. A detailed collision model, originally im-
plemented in the discrete particle model by Hoomans (1999),
is employed in the DBM which computes every collision one
by one (the so-called hard-sphere approach). To avoid that all
the bubbles in the bed have to be scanned as a possible col-
lision partner, the model uses small neighbourlists of possible
collision partners. From all the neighbourlists the smallest time
to a collision is determined, whereafter this collision is carried
out. Of course, bubbles in fluidised beds do not bounce, but
will coalesce till a maximum size where the largest bubbles
start to break-up, at least for Geldart A/B type particles as en-
countered in polymerisation reactors. In the DBM this process
is simplified in such a way that all the bubbles that meet each
other will coalesce until a pre-defined maximum bubble size is
reached, whereafter these large bubbles will only collide with
other bubbles, approximating a dynamic equilibrium between
bubble coalescence and break-up. When the new bubble has
accidentally overlap with a third bubble, it has been assumed
that this bubble also coalesces with the new bubble. This might
result in the formation of a bubble diameter slightly larger than
the pre-defined ‘maximum’ bubble diameter. In the DBM, coa-
lescence is carried out with conservation of mass and momen-
tum. The mass of the new bubble equals the sum of the masses
of the two colliding bubbles, the new velocity of the bubble is
computed from the total momentum balance and the position
of the new bubble is the mass averaged position of the bubbles
prior to the collision. A more detailed coalescence model could
in principle be easily implemented in the DBM, provided that
reliable correlations for bubble coalescence and break-up are
available.
2.6. Constitutive equation for the drag coefficient
To close the governing equations, the DBM requires a con-
stitutive equation for the drag coefficient of the bubbles, which
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is derived from an empirical correlation for the steady rise ve-
locity of a single bubble in a fluidised bed.
2.6.1. Bubble rise velocity
Many experimental relations have been derived for the rise
velocity of bubbles in a fluidised bed. Main factors influencing
the bubble rise velocity are the average diameter of the bubble
swarm (db), the bed diameter (DT ) and the height of the fluid
bed (Krishna and van Baten, 2001). For a single, isolated, bub-
ble with a diameter of db the rise velocity v0b in a quiescent
bed of powder is given by the correlation of Davies and Taylor
(1950):
v0b = 0.711
√
gdb. (9)
In a freely bubbling fluidised bed many bubbles rise together
in a swarm and the presence of many neighbouring bubbles
affects their rise velocity. Moreover, wall effects may become
important in small beds (DT < 1). Werther (1992) formulated
a general correlation for the bubble rise velocity in A, B and
D powders, where the effect of the bed diameter and swarm
effects are incorporated:
vb = (u − umf ) + v0b , (10)
where  is a scale factor accounting for the fraction of visible
bubbles and  is a power-law function that incorporates the
effect of the bed diameter. The different values measured for
 and  have been listed in Table 1. More recently, Krishna
and van Baten (2001) adapted the Davies–Taylor relation for
GeldartA powders by adding two multiplication factors. Firstly,
they added a size factor (SF) accounting for the influence of
the bed diameter on the rise velocity of a single bubble, which
was measured by Collins (1967) for gas–liquid systems:
SF =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1,
db
DT
< 0.125,
1.13e−(db/DT ), 0.125< db
DT
< 0.6,
0.496
√
DT
db
,
db
DT
> 0.6.
(11)
The second factor they added is the wake acceleration factor
(AF), since a bubble gets accelerated when it comes into the
path of a preceding bubble. The acceleration factor and the
averaged bubble diameter were fitted from experimental data,
which yielded:
AF = 1.64 + 2.7722(u − umf ), (12)
db = 0.204(u − umf )0.412. (13)
In these modified correlations by Werther (1992) and Krishna
and van Baten (2001) the effect of the emulsion phase velocity
patterns is indirectly lumped. In our work the two-way coupling
is explicitly accounted for via the momentum transfer rate S.
Hence, a drag correlation is derived from the Davies–Taylor cor-
relation for the rise velocity of a single bubble, where the wake
acceleration force has been ignored as a first approximation.
2.6.2. Drag coefficient
The drag coefficient for a single bubble rising in a quiescent
fluid can easily be computed from the steady state force balance
and the Davies–Taylor relation (Eq. 9), yielding:
mb
dv¯
dt
= 0 = F¯p + F¯g + F¯d , (14)
(e − g) 16d3b g¯ = 12CD 14d2be · (0.711)2g¯db. (15)
This simplifies to the following constant value for the drag
coefficient CD in the usual case that the emulsion phase density
largely exceeds the gas density
CD =
4(e − g)
3e(0.711)2
= 2.64 ≈ 8
3
. (16)
This value resembles the drag coefficient given by Darton and
Harrison (1974) for high Reb (i.e., Reb > 1000), who derived the
following relation for spherical cap bubbles in fluidised beds:
CD = 16Reb +
8
3
. (17)
2.7. Boundary conditions
To distinguish internal flow cells from the boundaries, a flag
matrix (Kuipers et al., 1993) is used as is schematically de-
picted in Fig. 1. The internal cells indicated with number 1
are completely filled with the continuous emulsion phase. That
means that no free surface is modelled here, but the emulsion
phase can expand through the free in/outflow cells indicated
with number 5 when bubbles enter the computational domain.
The other cell flags are explained in Table 2. The bubbles enter
the fluidised bed via nozzles that are equally distributed over
the entire area of the bottom plate, as can be seen in Fig. 2,
to mimic a multihole distributor. Each bubble can be displaced
randomly in the x and y direction around a nozzle as is depicted
7
7 7
3
2
3
1
5
3
7
5
Fig. 1. Flag matrix used in the flow solver.
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Table 2
Cell flags and their corresponding boundary conditions
Flag Boundary conditions
1 Interior cell, no boundary condition
2 Impermeable wall, free slip boundary
3 Impermeable wall, no slip boundary
5 Prescribed pressure cell, free slip boundary
7 Corner cell, no boundary condition
x
y
vz,plate
1.5 Rb
Fig. 2. Bubble inlet procedure; left: configuration of the nozzles and random
variation of the x and y positions of the nozzles; right: initial vertical bubble
positions.
in the upperleft corner of Fig. 2 by the dashed nozzles. Initially,
the vertical z-coordinate of the bubbles is randomly determined
to avoid that the bubbles enter the bed simultaneously generat-
ing an unwanted pressure wave in the fluidised bed. Thereafter,
the bubbles rise at the plate with a constant velocity indicated
as vz,plate, corresponding with the specified visible bubble flow
rate. As soon as the bubble has been released from the plate the
movement of the bubble is computed by the force balance as
was described before. Bubbles that meet the system walls will
bounce fully elastically (no energy dissipation), except colli-
sions with the top of the bed; those bubbles will be removed
from the bed.
2.8. Solution method
The emulsion phase, described by the incompressible
Navier–Stokes equations, are discretised on a staggered grid
and the SIMPLE algorithm (Patankar, 1980) is employed to ob-
tain the pressure and velocity fields. The incomplete Cholesky
conjugate gradient (ICCG) method is used to solve the pres-
sure Poisson equation. The convective terms in the continuity
and momentum equations are computed with the second order
accurate Barton scheme (Centrella and Wilson, 1984; Gold-
schmidt, 2001), while the diffusive terms are calculated with
standard second order central discretisations.
The force balances for each bubble are integrated with first
order explicit time integration, which is sufficient in view of
the small time steps used here to move the bubbles. For further
details, the interested reader is referred to Delnoij et al. (1997,
1999), van den Hengel (2004) and Darmana et al. (2005a).
The issue that needs to be addressed here is the mapping
of Lagrangian properties to the Eulerian grid and vice versa,
f3
A3
A1
A4
A2
f2 f1
f4
Fig. 3. Mapping of Lagrangian quantities to the Eulerian grid and vice versa.
Left: volume-averaging of bubble properties to the surrounding grid points
as applied in the original DBM by Delnoij et al. (1997); right: distribution
via a polynomial distribution function (see Darmana et al., 2005b).
since the bubbles will grow to sizes larger than the Eulerian
grid.
2.8.1. Bubble-emulsion interaction
The interaction between the bubbles and the emulsion phase
is a two-way coupling mechanism. The bubble phase affects the
continuous phase via the void fraction and the source term in
the Navier–Stokes equation. On the other hand, the velocity of
the continuous phase influences the force balance of the bubbles
via the slip velocity in the drag equation and via the virtual
mass force. The source term S in the Navier–Stokes equation is
the momentum transfer rate from the bubbles to the emulsion
phase per unit volume and is given by
S¯ = − 1
Vcell
∑
∀i∈cell
(F¯d,i + F¯vm,i). (18)
In the conventional DBM developed for gas–liquid flows
(Delnoij, 1999), the bubbles were much smaller than the Eu-
lerian grid, which allowed mapping of the bubble quantities
to the eight surrounding Eulerian cells via a volume-averaging
technique, as is demonstrated in 2D in Fig. 3. In the DBM
for gas–solid fluidised beds, the bubbles coalesce and grow to
a size much larger than the grid size required to resolve the
emulsion velocity patterns accurately. In this case the volume
averaging technique cannot be applied. To map the momen-
tum of bubbles that are larger than a grid cell, a normalised
polynomial distribution function (D) is used to distribute the
momentum over the surrounding cells (in both the x, y and z
direction) and the same function is used to translate Eulerian
information (i.e. emulsion velocities) to the position of the
bubble (Deen et al., 2004)
D(xi − xi,b) = 1516
[
(xi − xi,b)4
n5
− 2 (xi − xi,b)
2
n3
+ 1
n
]
− n(xi − xi,b) + n, (19)
where n= 3db was used in this work. The use of a distribution
function to map the bubble quantities over the neighbouring
Eulerian cells is justified, because the averaged larger scale
effects of the bubbles on the emulsion phase velocity profiles
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0.0 0.1 0.2 0.3 0.4 0.5
0.0
0.5
x [m]
u
z 
[m
/s]
n=9, db0=0.08
n=16, db0=0.08
n=16, db0=0.06
Fig. 4. Effect of the initial bubble size (db0) and the number of nozzles (n)
on the time-averaged lateral emulsion velocity profile while the superficial
gas velocity was kept constant.
Table 3
Base case settings used in the DBM
Variable Value
Emulsion density 400 kg/m3
Emulsion viscosity 0.1 Pa s
Gas density 25 kg/m3
Initial bubble diameter 0.08m
Superficial gas velocity 0.25m/s
Number of nozzles 49
NX 20
NY 20
NZ 60
Width 1.0m
Depth 1.0m
Height 3.0m
Time step flowsolver 5.0 × 10−3 s
Time step bubbles 5.0 × 10−4 s
Cvm 0.5
CD 2.67
are of interest and not the detailed velocity profile in the vicinity
of a single bubble.
3. Model verification
To investigate the effect of the number of nozzles and the ini-
tial bubble diameter, simulations have been carried out where
only these parameters have been varied while keeping the su-
perficial gas velocity constant (see Fig. 4). The simulation set-
tings for the base case have been summarised in Table 3. In
view of the required calculation times the dimensions of the
bed were 0.5× 0.5× 1.5m for these test simulations. It can be
concluded that the simulations with these different inlet con-
ditions produce very similar time-averaged (over 160 s) lateral
emulsion velocity profiles, indicating that the initial bubble size
and number of bubbles do not affect the emulsion phase circu-
lation patterns much.
0.0 0.2 0.4 0.6 0.8 1.0
−0.5
0.0
0.5
1.0
x [m]
u
z 
[m
/s]
t=120s, h=0.50 m
t=120s, h=1.50 m
t=120s, h=2.50 m
t=160s, h=0.50 m
t=160s, h=1.50 m
t=160s, h=2.50 m
t=200s, h=0.50 m
t=200s, h=1.50 m
t=200s, h=2.50 m
Fig. 5. Effect of averaging period on the time-averaged lateral emulsion
velocity profile at different heights in the bed and a depth of 0.5m.
In order to check whether the time-averaging was carried
out over a sufficiently long period, the time-averaged emulsion
velocity for the base case is depicted in Fig. 5 averaging over
120, 160 and 200 s for different heights in the fluidised bed.
From this figure it can be concluded that an averaging period
of 160 s is adequate.
4. DBM simulation results
In the base case simulation, the rectangular fluidised bed has
a width and depth of 1m and a height of 3m. Although, a flu-
idised bed in industry is even larger than the dimensions used
here in the simulations, it has been indicated in the literature
that a fluidised bed diameter D> 0.50m should already cap-
ture qualitatively the main characteristic flow patterns in the
fluidised bed (Werther, 1974). The physical properties of the
emulsion phase and the bubbles used in the simulations resem-
ble the values that prevail in an industrial scale olefin poly-
merisation reactor at elevated pressure and are summarised in
Table 3. The emulsion phase shear viscosity is roughly esti-
mated to be 0.1 Pa · s. Other values used in literature for the
emulsion phase viscosity are in the same order of magnitude
(Krishna and van Baten, 2001; Kobayashi et al., 2000). The ini-
tial bubble diameter is chosen to be 8 cm (estimated with Eq.
(8)) and the bubbles are allowed to coalesce until a maximum
bubble diameter of 20 cm.
Firstly, the effect of bubble coalescence on the time-averaged
emulsion phase velocity profile is studied. Thereafter, the lat-
eral profiles of the visible bubble flow computed with the DBM
is compared with an experiment carried out by Werther (1974).
Subsequently, the effect of superficial gas velocity on the emul-
sion velocity patterns is studied and finally a DBM calculation
for a real industrial scale fluidised bed is presented to demon-
strate the capabilities of the model. An overview of the simu-
lations is given in Table 4.
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Table 4
Overview of the different simulation cases
Coalescence u0 (m/s)
Base case Yes 0.25
Case 1 No 0.25
Case 2 Yes 0.32
4.1. Effect of coalescence
In Figs. 6 and 7 different snapshots and the corresponding
emulsion phase velocity fields of the base case simulation are
shown. In Kunii and Levenspiel (1991) it is stated that the emul-
sion flow reflects the rise pattern of the bubbles. The upflow
emulsion region should be rich in bubbles and the downflow re-
gions should have few rising bubbles. In Fig. 6 this pattern can
be clearly observed. Time-averaging of the instantaneous emul-
sion velocity profiles results in a symmetric velocity profile as
is shown in Fig. 8(a). The simulation was time-averaged over
190 s, starting after 10 s of simulation to avoid start-up effects.
The upwards emulsion velocity in the centre of the bed is low in
the bottom part of the bed and increases with height, which can
be ascribed to bubble coalescence. Since, larger bubbles have
Fig. 6. Snapshots of the bubbles for the base case simulation at different moments in time.
t=40 [s]
1 [m/s]
t=80 [s]
1 [m/s]
t=120 [s]
1 [m/s]
t=160 [s]
1 [m/s]
t=200 [s]
1 [m/s]
Fig. 7. Corresponding instantaneous vector plots for the base case simulation.
higher rise velocities, the emulsion phase velocity will also be
higher in the top of the bed due to the bubble-emulsion phase
momentum transfer.
In Fig. 9 the time-averaged lateral profiles of the bubble
velocity are shown as a function of the height in the fluidised
bed and in Fig. 10 the corresponding averaged bubble diameter
as a function of the height above the distributor is depicted.
Both figures demonstrate that bubble coalescence occurs till
the top of the bed and explains the emulsion velocity profile
shown in Fig. 8(a).
To demonstrate the effect of coalescence on the dynamic
behaviour of the fluidised bed, a DBM simulation has been car-
ried out, with the same settings as in the base case simulation,
where the bubbles were not allowed to coalesce. In Fig. 11 a
snapshot of the fluidised bed without coalescence is depicted
together with the corresponding instantaneous emulsion phase
velocity field and in Fig. 8(b) the time-averaged emulsion ve-
locity field is shown. When accounting for bubble coalescence,
most of the bubbles rise through the central core of the bed.
However, without bubble coalescence the bed is almost com-
pletely filled with bubbles. In Fig. 12 where the time averaged
emulsion phase velocities are given at different heights in the
fluidised bed. The main difference between the two cases is that
when accounting for bubble coalescence, the emulsion phase
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Fig. 8. Time-averaged velocity profile of the emulsion phase; (a) with coa-
lescence; (b) without coalescence.
velocity keeps increasing till the top of the bed, contrary to
the case without coalescence, where the rise velocity reaches a
constant value. It can be concluded that bubble coalescence in-
fluences the magnitude of the emulsion velocity in the core of
the bed and the extent of downflow along the walls, especially
at higher bed heights, but has no direct influence on the shape
of the macroscopic circulation patterns. In future work the ad-
ditional effect of the wake acceleration force will be studied.
4.2. Visible bubble flow rate
The visible bubble flow rate is defined as the fraction of the
total fluidising gas flow that is observable as bubbles. Werther
(1974) measured the local bubble gas flow rate with a minia-
turised capacitive probe in a cylindrical fluidised bed with a
diameter of 20 cm and a height of 50 cm. The bed was filled
with quartz sand (= 2640 kg/m3) and the minimum fluidisa-
tion velocity was 1.8 cm/s. The bed was fluidised with air with
a superficial gas velocity of 9.0 cm/s. The results of these mea-
surements are shown in Fig. 13, showing the lateral profile of
the visible bubble flow rate at different heights in the bed. The
zone where most of the bubbles are present is close to the wall
for small heights above the distributor and moves towards the
centre of the fluidised bed at higher heights above the distrib-
utor. The explanation given by Werther (1974) for the fact that
the annular zone of increased bubble development moves to-
wards the centre of the bed is the rapid increase of the bubble
size due to coalescence. It was concluded that this bubble flow
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Fig. 9. Time-averaged lateral bubble velocity profile at different heights in
the bed at a depth of 0.5m for the base case.
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Fig. 10. Laterally and time-averaged bubble diameter as a function of the
height above the distributor for the base case.
pattern is a characteristic property of gas/solid fluidised beds,
independent of their diameter.
The same case has been simulated with the DBM, but for
a squared fluidised bed instead of the cylindrical configuration
used by Werther (1974). The emulsion phase density is set to
1300 kg/m3 and the emulsion phase viscosity to 0.1 Pa · s. The
bubbles enter the bed via 100 nozzles with an initial bubble di-
ameter of 8mm and the bubbles can coalesce till a maximum
diameter of 4 cm. The computed lateral profile of the visible
bubble flow rate with the DBM is depicted in Fig. 14. During
a period of 90 s all the bubbles were counted that passed a cell
with their centre of mass in the cross-sectional area of the bed
at a certain height. Thereafter, the total volume of bubbles in
that cell was divided by the cross-sectional area of that cell and
by the averaging time. Here, the visible bubble flow pattern
is plotted from the bed wall to the centre. All the data points
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Fig. 11. Snapshot of the bubbles together with the corresponding instantaneous
vector plot of the emulsion phase at 200 s for the base case settings without
bubble coalescence (case 1).
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Fig. 12. Time-averaged velocity profile of the emulsion phase at different
heights above the gas distributor at a depth of 0.5m for the base case settings
with and without coalescence (case 1).
in this figure represent the average of eight values around the
centre of the bed as is indicated in Fig. 15. The visible bubble
flow rate as a function of the bed height predicted by DBM re-
sembles the experimental values by Werther (1974) rather well
(within a range of 10%). The maximum in the visible bubble
flow rate profile indeed shifts towards the bed centre, although
Fig. 13. The radial profile of the visible bubble flow rate in a fluidised bed
of 200mm diameter (from Werther, 1974).
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Fig. 14. Visible bubble flow rate at different heights and a depth of 0.1m.
the maxima computed by the DBM are less pronounced pos-
sibly related to the difference in shape of the bed (squared vs.
cylindrical). From this figure, it can however be concluded that
the DBM is able to predict the characteristic bubble flow pat-
terns in a gas–solid fluidised bed.
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Fig. 15. Averaging method for constructing visible bubble flow rate picture.
The cells marked with an ‘a’ are averaged to construct one data point, cells
‘b’ to make the second point and so forth.
Fig. 16. Snapshots of the base case (left) and case 2 (right).
4.3. Effect of superficial gas velocity
To study the effect of the superficial gas velocity on the
hydrodynamics of the fluidised bed a simulation has been car-
ried out with increased superficial gas velocity (u0=0.32m/s,
case 2). In Figs. 16 and 17 snapshots of the bubbles and the
time-averaged emulsion phase velocity profiles of the base
case and case 2 are depicted. From the snapshots it can be
seen that a higher superficial gas velocity results in larger bub-
bles in the fluidised bed and also fewer bubbles are observed.
Compared to the base case, a higher superficial gas velocity
results in a somewhat higher upflow velocity of the emulsion
phase, especially in the central part of the bed. In Fig. 18 the
lateral profiles of the emulsion phase velocity are shown for
the base case and case 2 at different heights in the bed.
At higher superficial gas velocities a larger percentage of the
bubbles reaches the maximum diameter, and thus the number
1 [m/s] 1 [m/s]
Fig. 17. Time-averaged vector plots of the base case (left) and case 2 (right).
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Fig. 18. Time-averaged lateral emulsion velocity profile at different heights
in the bed at a depth of 0.5m: effect of superficial gas velocity.
averaged bubble diameter increases, however, the maximum
bubble rise velocity is fixed (because of the maximum bubble
diameter). The emulsion phase velocity profile is mainly deter-
mined by momentum exchange with the larger bubbles. Hence,
the emulsion phase velocity profile will no longer increase at
higher bed heights when operating at higher superficial gas ve-
locities, as is shown in Fig. 19.
The influence of the height above the distributor on the
bubble diameter can be fitted using a generalised Darton’s
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Fig. 19. Laterally and time-averaged bubble diameter as a function of the
height above the distributor: effect of superficial gas velocity.
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Fig. 20. Effect of superficial gas velocity on the lateral profiles of the visible
bubble flow rate.
equation
db = c
(
u − umf
)A(
h + 4√A0)Bg−0.2. (20)
The value for exponent B fitted from Fig. 19 is approximately
0.2, which is much lower than the exponent proposed by Darton
et al. (1977), 0.8. This difference can be explained by the fact
that in the DBM the bubbles grow until a pre-defined maxi-
mum bubble size, which is probably smaller than the maximum
bubble size encountered in the experiments by Darton et al.
(1977). In Fig. 20 the effect of the superficial gas velocity on
the visible bubble flow profile is depicted. The visible bubble
flow is higher for the case with a higher superficial gas veloc-
ity, since larger bubbles are formed that rise with a higher rise
velocity.
Fig. 21. Snapshot of the bubbles and the time-averaged emulsion phase
velocity field for a DBM simulation for an industrial scale fluidised bed
(4m × 4m × 8m).
4.4. Industrial scale fluidised bed
In the previous paragraphs, the hydrodynamics have been
studied of fluidised beds at an intermediate scale (1m × 1m ×
3m). However, an industrial scale fluidised bed reactor used for
gas phase olefin polymerisations is even larger. In this paragraph
it is demonstrated that the DBM is also capable of modelling
the hydrodynamics of an industrial scale fluidised bed reactor.
In Fig. 21 a snapshot of the bubbles and the time-averaged
emulsion phase velocity field are depicted, for a fluidised bed
with a dimension of 4m×4m×8m (40×40×40 computational
cells). The bubbles entered the fluidised bed via 196 nozzles
with an initial bubble diameter of 8 cm and the maximum bubble
diameter was set to 80 cm. The other simulation settings were
kept the same as for the base case simulation.
Imagine to model a fluidised bed with this size with a two
fluid model approach. To capture the bubble dynamics using
a continuum model a minimum grid size of typically about
5mm is required for sufficient accuracy. This will result in a
simulation with 800×800×1600 (∼ 109!) computational cells
to model a fluidised bed of industrial scale. With the computer
power currently available this will be an impossible job and will
remain impossible in the foreseeable future. However, with the
DBM the large-scale circulation patterns prevailing in industrial
scale fluidised bed reactors can be simulated, provided that an
accurate and detailed description of the bubble dynamics and
bubble coalescence and splitting is implemented.
5. Conclusions
A discrete bubble model (DBM), an Euler–Lagrange model,
has been developed to model the large-scale circulation patterns
prevailing in industrial scale fluidised bed reactors. The DBM,
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originally developed to describe gas–liquid bubble columns, has
been modified to simulate gas–solid freely bubbling fluidised
beds. The mapping of Lagrangian information to the Eulerian
grid and vice versa has been adapted to cope with bubbles larger
than an Eulerian grid cell. Moreover, a drag model for a single
bubble rising in a fluidised bed was implemented according to
the Davies–Taylor relation.
Comparison of a DBM simulation that accounted for bubble
coalesce with a simulation without bubble coalescence showed
the significant influence of coalescence on the large-scale cir-
culation patterns in the emulsion phase, especially the magni-
tude of the emulsion phase velocity in the core of the bed and
the extent of downflow along the walls. Since, the DBM tracks
the bubbles explicitly, bubble coalescence can be accounted for
in a direct way.
The DBM results were compared qualitatively with experi-
mental results carried out by Werther (1974) for the character-
istic visible bubble flow patterns in freely bubbling fluidised
beds. In these experiments a zone of increased bubble develop-
ment was observed that shifted towards the centre of the bed.
The DBM results showed a similar characteristic visible bubble
flow pattern, although the zone of preferred bubble flow was
somewhat less pronounced.
A higher superficial gas velocity did not change the large
emulsion circulation patterns much. A slightly higher time-
averaged emulsion velocity was found in the middle of the bed,
as a result of the bubble coalescence.
Finally, it was demonstrated that the DBM is able to model
the hydrodynamics of industrial scale fluidised bed reactors
(4m × 4m × 8m) within acceptable calculation times.
Generally, it can be stated that the DBM is able to capture
the characteristic hydrodynamic behaviour of freely bubbling
fluidised beds. Future work will be focused on improving the
closures for the bubble behaviour (e.g. wake effects on bubble
rise velocity) and studying the effects of different aspect ratios
on the large-scale circulation patterns in a fluidised bed.
Notation
AF acceleration factor, dimensionless
CD drag coefficient, dimensionless
Cn explicit term in the z-momentum equation, kg/(m2 s)
Cvm virtual mass coefficient, dimensionless
d diameter, m
db0 initial bubble diameter, m
D distribution function to map the momentum of bub-
bles, 1/m
DT fluidised bed diameter, m
F force, N
Fd drag force, N
Fg gravity force, N
Fp pressure force, N
Fvm virtual mass force, N
g gravitational acceleration, m/s2
m mass, kg
P pressure, Pa
Pt orifice pitch, m
R radius, m
Re Reynolds number, dimensionless
S drag source term, Pa
SF size factor, dimensionless
t time, s
u continuum velocity, m/s
v velocity, m/s
v0b terminal rise velocity of bubble, m/s
V volume, m3
Vb visible bubble flow, m3/(m2 s)
xi spatial co-ordinate direction, m
Greek letters
 power-law function
 volume fraction, dimensionless
 density, kg/m3
 stress tensor, Pa
 scale factor
Subscripts
b bubble
cell computational cell
e emulsion
mf minimum fluidisation
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