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CHARACTERISTIC BOUNDARY LAYERS FOR MIXED
HYPERBOLIC-PARABOLIC SYSTEMS IN ONE SPACE DIMENSION, AND
APPLICATIONS TO THE NAVIER-STOKES AND MHD EQUATIONS
STEFANO BIANCHINI AND LAURA V. SPINOLO
Abstract. We provide a detailed analysis of the boundary layers for mixed hyperbolic-parabolic systems
in one space dimension and small amplitude regimes. As an application of our results, we describe the
solution of the so-called boundary Riemann problem recovered as the zero viscosity limit of the physical
viscous approximation. In particular, we tackle the so called doubly characteristic case, which is considerably
more demanding from the technical viewpoint and occurs when the boundary is characteristic for both the
mixed hyperbolic-parabolic system and for the hyperbolic system obtained by neglecting the second order
terms. Our analysis applies in particular to the compressible Navier-Stokes and MHD equations in Eulerian
coordinates, with both positive and null conductivity. In these cases, the doubly characteristic case occurs
when the velocity is close to 0. The analysis extends to non-conservative systems.
Keywords: boundary layers, traveling waves, characteristic boundary, physical viscosity, mixed hyperbolic-
parabolic systems, Riemann problem, boundary Riemann problem, Navier-Stokes equations, MHD equations,
Euler equations.
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1. Introduction and main results
We deal with boundary layers for mixed hyperbolic-parabolic systems in the form
(1.1) wεt + f(w
ε)x = ε[D(w
ε)wεx]x.
In the previous expression, the unknown w attains values in RN , f : RN → RN is a regular function,
the viscosity matrix D attains values in MN×N and is positive semi-definite, ε is a positive parameter
and the subscripts t and x denote the partial derivatives with respect to the time and space variable,
respectively. We later discuss the precise hypotheses we impose on f and D, here we only refer to the
fundamental work by Kawashima and Shizuta [21] and we point out that in the present work we handle
the case when D is singular and the boundary x = 0 is doubly characteristic, i.e. is characteristic for
both (1.1) and the conservation law
(1.2) wt + [f(w)]x = 0,
which is formally recovered in the limit ε→ 0+. We specify in the following the notion of characteristic
boundary. Our analysis applies to the Navier-Stokes and MHD equations and in these cases the doubly
characteristic case occurs when the fluid velocity is close to 0 at the boudary. As an application of our
results, we provide a precise description of the solution of (1.2) that is recovered in the limit ε → 0+
of (1.1) in the case of small amplitude, Riemann-type data.
There is an extremely large number of works devoted to the analysis of the boundary layers for
parabolic and mixed hyperbolic-parabolic systems. Here we only quote the works [3, 14, 16, 17, 18,
19, 28, 29, 31, 33, 34, 36, 39] and we refer to the review paper by Grenier [15] for a more extended
discussion and list of references. We also point out that the analysis in the case where the viscosity
matrix D in (1.1) is singular involves severe technical challenges, but it is the most interesting from
the physical viewpoint because it is the case of the compressible Navier-Stokes and MHD equations.
The characteristic and doubly characteristic case involve further technical challenges that we outline
in the following. Note that the analysis in previous works like [7, 34] applies to the compressible
Navier-Stokes and MHD equations written in Lagrangian coordinates, but does not directly apply to
the same equations written in Eulerian coordinates. To the best of our knowledge, the present work is
the first to provide a complete boundary layers analysis for mixed hyperbolic-parabolic systems that
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directly applies to the compressible Navier-Stokes and MHD equations in Eulerian coordinates with
fluid velocity close to 0. Our analysis applies to small amplitude, one-dimensional boundary layers.
Concerning the applications to (1.2), we refer to the classical books by Dafermos and Serre [13, 35]
for a comprehensive introduction to systems of conservation laws. Existence and uniqueness results
for admissible solutions of (1.2) are presently only available under the assumptions that the data have
sufficiently small total variation, or in the case of special system, see [9, 13, 35]. In the present paper we
focus on the so-called boundary Riemann problem, i.e. we assume that the initial and boundary data
are constant. The Riemann problem and boundary Riemann problem play a key role in the analysis
of conservation laws from both the theoretical and numerical viepoint, see [9, 24].
The analysis of the viscous approximation (1.1) is extremely relevant for (1.2) and it is particularly
interesting in the case of boundary problems because it turns out that the limit depends on the choice of
the viscosity matrix D, i.e. in general it changes when we change D, see Gisclon [14]. Remarkably, this
can happen even in the simplest possible case where f is a linear function and D is a constant matrix,
provided N ≥ 2. Note that fact that the solution of an initial-boundary value problem depends on the
underlying viscous mechanism has also numerical implications, see [30]. On the other hand, note that,
in the case of the Riemann problem (with no boundary), the analysis in [4] strongly suggests that the
limit of (1.1) does not depend on D. Finally, we point out that establishing the convergence ε → 0+
of (1.1) is presently a challenging open problem for both the initial value (Cauchy) problem and the
initial-boundary value problem. There are, however, partial results, see in particular [1, 14, 33, 34, 37]
for the initial-boundary value problem.
In a previous work [7] the authors provided a detailed description of the solution of the boundary
Riemann problem obtained by taking the limit ε → 0+ in (1.1). The analysis in [7] applies to the
Navier-Stokes and MHD equation written in Lagrangian coordinates, but does not apply to the same
equations written in Eulerian coordinates1 owing to severe technical obstructions. In the present paper
we overcome these obstructions by relying on a very careful study of the structure of boundary layers
and traveling waves profiles. Note that in the following we will often use the Euler equations written
in Eulerian coordinates as a guiding example, but our goal is to develop an analysis that applies
to general systems (as general as possible). Note furthermore that, besides the applications to the
boundary Riemann problem, the boundary layers analysis is of independent interest as it provides very
precise information on the transient behavior ε→ 0+ and on the limit.
We now highlight the main technical challenges we have to tackle in our analysis. First, we rely on
the analysis by Kawashima and Shizuta [21] and we realize that, under physically sounded assumptions
(see Theorem 2.1 in § 2.1 here), there is a change of variables wε ←→ uε such that in the new dependent
variables (1.1) rewrites as
(1.3) E(uε)uεt +A(u
ε)uεx = εB(u
ε)uεxx +G(u
ε, εuεx)u
ε
x
for suitable matrices E, A, B and G satisfing the properties described in § 2.1. In particular, the
matrix A is symmetric, the matrix B is positive semi-definite and block diagonal and the matrix E is
positive definite. Next, by using the change of variables (x, t) 7→ (εx, εt) we reduce to the case where
ε = 1 and we arrive at
(1.4) E(u)ut +A(u)ux = B(u)uxx +G(u,ux)ux.
To highlight the heart of the matter and avoid some technicalities, we now focus on the case where (1.4)
are the Navier-Stokes equations for a polytropic gas written in Eulerian coordinates, but our consid-
erations apply in much greater generality. In the case of the Navier-Stokes equations (1.4) is a system
of 3 equations and the components of the unknown u are the fluid density ρ > 0, the fluid velocity u
and the temperature θ > 0. It turns out (see § 2.3 for the explicit computations) that the matrices
1This was first pointed out to us by Fre´de´ric Rousset
3in (1.4) are
(1.5)
E(u)=
(
Rθ/ρ2 0t2
02 E22
)
, A(u)=
(
Rθu/ρ2 at21
a21 A22
)
, B(u)=
(
0 0t2
0t2 B22
)
, G(u,ux)=
(
0 0t2
g1 G22
)
.
In the previous expression, R is the universal gas constant, 02 denotes the column vector (0, 0)
t and
the symbol t denotes the transpose. The explicit expression of the vectors a21,g1 ∈ R2 and of the
matrices E22,A22,B22,G22 ∈M2×2 is not important here, but one should keep in mind that E22 and
B22 are both positive definite, and that g1 and G22 represent higher order terms that vanish when
ux = 0. We set z2 := (ux, θx)
t and we conclude that the equation at the first line of (1.4) reads
(1.6)
Rθ
ρ2
(
ρt + uρx) + a
t
21z2 = 0.
In other words, since the matrix B is singular, then (1.4) is a mixed hyperbolic-parabolic system and
contains the “hyperbolic part” given by equation (1.6). Note that (1.6) implies that we cannot assign a
boundary condition on the component ρ in the case where u ≤ 0. When u = 0, the number of boundary
conditions we can impose on (1.4) changes and this is the reason why we say that the boundary is
characteristic for the mixed hyperbolic-parabolic system (1.4).
From the technical viewpoint, the main challenge in the case where u can attain the value 0 is the
following. Let us focus on the boundary layers, i.e. on the steady solutions of (1.4): in the case of the
Navier-Stokes equations, by plugging ut = 0 in (1.4), using (1.5) and recalling that z2 := (ux, θx)
t we
arrive at 

Rθ
ρ2
uρx + a
t
21z2 = 0,
a21ρx +A22z2 = B22z2x + g1ρx +G2z2.
If u 6= 0, we can solve for ρx the first line and arrive at
(1.7)


ρx = − ρ
2
Rθ
at21z2
u
,
z2x = B
−1
22
[
− ρ
2
Rθ
a21a
t
21z2
u
+A22z2 +
ρ2
Rθ
g1a
t
21z2
u
−G2z2
]
.
Note, however, that the above equations are singular at u = 0. As a matter of fact, the boundary
layers of the MHD equations are also singular at u = 0. This is the reason why the analysis in [7]
does not apply the Navier-Stokes and MHD equations written in Eulerian coordinates. To tackle this
challenge we rely on invariant manifold techniques introduced in [8]. We refer to § 1.1 for an overview
of the main ideas involved in the analysis.
Before stating our main results we make a further observation. Let us consider the hyperbolic
equations obtained by setting ε = 0 in (1.3), i.e.
(1.8) E(u)ut +A(u)ux = 0.
In the case where (1.3) are the Navier-Stokes equations, we obtain the Euler equations. The number
of boundary conditions we impose on u is then equal to the number of strictly positive eigenvalues
of the matrix A. In the case where (1.8) are the Euler equations, one eigenvalue of A vanishes when
u vanishes. This implies that when u = 0 the boundary is characteristic not only for (1.4), but also
for (1.8) and this is the reason why we term this case doubly characteristic2. Note that an analogous (but
more complicated) situation occurs in the case of the MHD equations. From the technical viewpoint,
the fact that the boundary is characteristic also at the hyperbolic level implies severe complications.
In particular, one has to take into account the possibility of contact discontinuities with 0 or slightly
positive speed. In other words, one cannot separate the analysis of boundary layers from the analysis
of traveling waves, but has to consider possible interactions among them.
2We owe this name to Denis Serre
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We now informally discuss the hypotheses we impose on (1.1) and we refer to § 2.1 for the precise
statement, which requires some heavy notation. As a matter of fact, our hypotheses are all satisfied by
the Navier-Stokes and MHD equations (with both positive and null conductivity), see § 2.3 and § 2.4.
First, we require that the hypotheses of a theorem due to Kawashima and Shizuta [21], which is The-
orem 2.1 in § 2.1, are satisfied. Theorem 2.1 states that, under physically sounded assumptions, (1.1)
can be re-written as (1.3) and (1.3) is in the normal form, in the Kawashima-Shizuta sense [21], i.e.
the coefficients E, A, B and G satisfy a set of properties that in § 2.1 we collect as Hypothesis 1. In
particular, Hypothesis 1 says that the matrix A is symmetric, the matrix B is positive semi-definite
and block diagonal and the matrix E is positive definite.
Hypothesis 2 is the so-called Kawashima-Shizuta condition. Very loosely speaking, it is a coupling
condition that rules out the possibility of decomposing (1.3) into a purely hyperbolic and a viscous
part. Hypothesis 3 states that system (1.8) is strictly hyperbolic, i.e. E−1A has N real and distinct
eigenvalues. Hypothesis 4 states that the number of boundary conditions we have to impose on the
mixed hyperbolic-parabolic equation (1.3) depends on the sign of a scalar function α(u). In the case of
the Navier-Stokes equations, α(u) = u, but Hypothesis 4 is actually trivial in the case where the kernel
of B is one dimensional, which is the case of the Navier-Stokes equations and the MHD equations with
positive conductivity. Hypothesis 4 is only meaningful in the case where the kernel of B has larger
dimension, as in the case of the MHD equations with null conductivity. Hypothesis 5 is a technical
assumption that pops out when we construct the invariant manifolds containing the traveling waves
and boundary layers of (1.3). Remarkably, Hypothesis 5 is the very condition that allows us to assign
in a consistent and fairly natural way the boundary condition on (1.3). We refer to § 2.2 for the
technical details concerning the boundary condition, but loosely speaking we can construct a function
β : RN × RN → RN , depending on system (1.3) and satisfying the following. Given ub ∈ RN , by
imposing the condition β(uε(x = 0),ub) = 0 we are imposing the correct boundary conditions: for
instance, if (1.3) are the Navier-Stokes equations we are imposing
ρ(x = 0)− ρb = 0, u(x = 0)− ub = 0, θ(x = 0)− θb = 0 if ub > 0,
u(x = 0)− ub = 0, θ(x = 0)− θb = 0 if ub ≤ 0.
We can now state our main result. We first provide the statement in the conservative case and hence
we use the dependent variable w. A remark about notation: since the map w ←→ u is invertible,
by assigning a boundary condition on w through the function β we assign a boundary condition
on u, and viceversa. By a slight abuse of notation, to simplify the exposition in the following we
write β(w(x = 0),wb) instead of β(u(w(x = 0)),u(wb)). Also, we recall that shocks and contact
discontinuities are termed Liu admissible if they satisfy the admissibility criterion introduced in [25].
Theorem 1.1. Assume that the hypotheses of Theorem 2.1 in § 2.1 are satisfied. Assume furthermore
that Hypotheses 2,. . . , 5 in § 2.1 hold true. Then there are constants C > 0 and δ > 0 such that the
following holds. For every wi, wb ∈ RN such that |β(wi,wb)| < δ, there is a self-similar function w
such that
a) TotVarw(t, ·) ≤ Cδ for a.e. t ∈ [0,+∞[.
b) w is a distributional solution of (1.2) and satisfies the initial condition w(0, ·) = wi.
c) w contains at most countably many shocks and contact discontinuities, each of them admissible
in the sense of Liu.
d) Let w¯ be the trace of w at x = 0. Then there is w ∈ RN such that
d1) f(w¯) = f(w) and the shock or contact discontinuity between w¯ (on the right) and w (on
the left) is admissible in the sense of Liu;
d2) there is a so-called “boundary layer” ϕ : R+ → R such that
(1.9)
{
f(ϕ)′ = [D(ϕ)ϕ′]′,
β(ϕ(0),wb) = 0N , limx→+∞ϕ(x) = w
Some remarks are in order:
5• assume that the boundary is not characteristic at the hyperbolic level, i.e. all the eigenvalues
of the Jacobian matrix Df are bounded away from 0. Then from condition d1) we get w¯ = w.
Conversely, in the characteristic case it may happen that w¯ 6= w and that there is a 0 speed
shock or contact discontinuity at the boundary.
• Condition (1.9) means that ϕ is a steady solution of the mixed-hyperbolic system (1.1), and
satisfies the boundary condition.
• In the proof of Theorem 1.1 we provide an explicit construction of w, and this construction
has a unique outcome once the Cauchy and boundary data are fixed. Loosely speaking this
is basically the same situation as in the paper by Lax [23], where one explicitly constructs a
solution of the Riemann problem and the construction has a unique outcome once the left and
right state are fixed.
• We are actually confident that one could apply the same techniques as in [11] and show that
there is a unique function satisfying conditions a), . . . , d) above. Note that this would not
contradict the fact that the limit of (1.1) depends on D because condition d2) involves the
viscosity matrix D.
• The proof of Theorem 1.1 was established in [7] (see also [37, §6.3]) under more restrictive
assumptions. In particular, in [7] we introduced a condition of so-called block linear degeneracy
which rules out the possibility that the boundary layers and the traveling wave satisfy a singular
ODE like (1.7). The condition of block linear degeneracy is violated by the Navier-Stokes and
MHD equations written in Eulerian coordinates when the fluid velocity is close to 0.
• The only reason why we have to assume that the hypotheses of Theorem 2.1 are satisfied
is because Theorem 2.1 implies that the properties collected as Hypothesis 1 in § 2.1 are
satisfied. What we actually need in the analysis is Hypothesis 1. The reason why we assume
the hypotheses of Theorem 2.1 is because we want to provide a statement in the conservative
case and hence we need to pass from (1.1) to (1.3). In Proposition 1.2 we state our main results
in the general non-conservative case and hence we replace the hypotheses of Theorem 2.1 with
Hypothesis 1.
• Our analysis does not require that the vector fields are either linearly degenerate or genuinely
nonlinear, which is a common assumption in the analysis of conservation laws, see [9, 13, 35].
As a matter of fact, we do not impose any assumption on the number of inflection points of
the i-th eigenvalue along the i-th characteristic vector field.
• As we mentioned before, the proof of Theorem 1.1 is based on a careful analysis of the boundary
layer structure, which we feel is of independent interest and allows to establish several corol-
laries. As an example, in § 2.2 we state Corollary 2.6, which concerns the sign of α evaluated
at the hyperbolic trace w¯. We recall that the sign of α determines the number of boundary
conditions we can impose on the mixed hyperbolic-parabolic system (1.4) and α = u in the case
of the Navier-Stokes equations. The precise statement of Corollary 2.6 requires some technical
preliminary consideration and this is why we postpone it to § 2.2.
In the proof of Theorem 1.1 we always use formulation (1.3) and hence our analysis directly applies
to the non conservative case. We now discuss how to modify the statement of Theorem 1.1 in the
non conservative case. First, we point out that condition b) does not make sense, since in general
we cannot provide a distributional formulation of the quasilinear system (1.8). Loosely speaking, our
analysis provides a characterization of the limit ε → 0+ of (1.3), provided the limit exists. Note that
convergence results for viscous approximation of non conservative systems have been established in
some special case, see for instance [5, 37]. The main issue in extending the statement of Theorem 1.1
to the non conservative case is that we cannot use the Rankine-Hugoniot conditions. However, the
analysis in [4] implies that one can still define a notion of shock curve and extend the definition of
Liu admissible discontinuity. The main difference with respect to the conservative case is that now in
general the shock curve depends on the approximation, i.e. on the viscosity matrix B. We can now
provide the statement of Theorem 1.1 in the non-conservative case.
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Proposition 1.2. Assume that Hypotheses 1,. . . , 5 in § 2.1 hold true. Then there are constants C > 0
and δ > 0 such that the following holds. For every ui, ub ∈ RN such that |β(ui,ub)| < δ, there is a
self-similar function u such that
i) TotVar u(t, ·) ≤ Cδ for a.e. t ∈ [0,+∞[ and u(0, ·) ≡ ui.
ii) u contains at most countably many shocks and contact discontinuities, each of them admissible
in the sense of Liu.
iii) Let u¯ be the trace of u at x = 0. Then there is u ∈ RN such that
iii)1 either u = u¯ or there is a 0-speed Liu admissible discontinuity joining u (on the left) and
u¯ (on the right) ;
iii)2 there is a so-called “boundary layer” ϕ : R+ → R such that
(1.10)
{
A(ϕ)ϕ′ = B(ϕ)ϕ′′ +G(ϕ,ϕ′)ϕ′,
β(ϕ(0),ub) = 0N , limx→+∞ϕ(x) = u.
The exposition is organized as follows. In § 1.1 we provide an overview of the proof of Theorem 1.1
and Proposition 1.2. In § 2.1 we rigorously state Hypotheses 1,. . . , 5 and we show that they are satisfied
by the Navier-Stokes and MHD equations. We also provide the rigorous formulation of the boundary
condition. To simplify the exposition, in § 3,. . . ,§ 7 we focus on the case where the dimension of the
kernel of the matrix B in (1.4) is 1 and we provide the the proof of Theorem 1.1 and Proposition 1.2
in this case. More precisely, in § 3,. . . , § 6 we discuss the analysis of the equations satisfied by the
traveling waves and the boundary layers of (1.4) and in § 7 we complete the proof. For the reader’s
convenience, at the end of each of § 3,. . . , § 6 we explicitly discuss how the analysis in the section
applies to the Navier-Stokes equations and to the MHD equations with positive conductivity. In § 8
we discuss the extension of the analysis at the previous sections to the case where the dimension of the
kernel of the matrix B is bigger than 1 and we discuss the applications to the MHD equations with
null conductivity. Finally, in § 9, § 10 and § 11 we provide the proof of some technical results we need
in the previous sections. For the reader’s convenience, we conclude the introduction by collecting the
main notation used in the paper.
1.1. Proof outline. We can now discuss the basic ideas underpinning the proof of Theorem 1.1 and
Proposition 1.2. The most important point is the analysis of the equations satisfied by the traveling
waves and the boundary layers. Boundary layers are steady solutions of (1.4) satisfying (1.10). A
traveling wave with speed σ is a solution of
(1.11) − σE(u)ϕ′ +A(ϕ)ϕ′ = B(ϕ)ϕ′′ +G(ϕ,ϕ′)ϕ′
that converges at both −∞ and +∞. As we mentioned before, the main novelty of the present paper is
that we tackle the case where the boundary layers and traveling waves equations are singular, as in the
case of the Navier-Stokes equations, see equation (1.7). In § 3.1 we derive the precise expression of the
equations satisfied by the boundary layers and the traveling waves. For simplicity, in this introduction
we only consider boundary layers, but the equation satisfied by the traveling waves is analogous. It
turns out that the equation satisfied by the boundary layers has the form
(1.12) v′ = h(v)/α(v),
where v is the unknown and α is a function that can attain the value 0. In the case of the Navier-Stokes
equations, α is the fluid velocity. In the general case, α is defined in § 2.1 by (2.9) and the sign of α
is what determines the number of boundary conditions we can impose on (1.4).
To tackle the challenges coming from the fact that (1.12) is a singular equation when α = 0, we rely
on dynamical systems techniques. In particular, our analysis uses the idea of slaving manifold. We
refer to the book [20] for an extended introduction to dynamical systems. We also refer to the lecture
notes [10] by Bressan on the center manifold and to the book by Perko [32] for a discussion about the
stable manifold.
The first remark we make about (1.12) is that we do not need to study all solutions, but only
those satisfying suitable conditions. Indeed, we are interested in either traveling waves or boundary
7layers. Traveling waves satisfy (1.11) and, since we focus on small total variation regimes, we can
study solutions that are confined in a neighborhood of some fixed state and hence lie on a so-called
center manifold. Boundary layers satisfy (1.10) and hence we have to study solutions that decay to
some limit as x → +∞. Note that this does not imply that the boundary layers lie on the stable
manifold, because in the boundary characteristic case there might be boundary layers that are very
slowly decaying. However, for the time being we neglect this technical problem and we come back to
it in the following.
To illustrate our argument to handle (1.12) we introduce a toy model, and we refer to [8, § 1.1] for
a discussion of the general linear case. Consider system (1.12) in the case where
(1.13) v := (v1, v2, v3, v4, v5)
t, α(v) = v5, h(v) = (−v1,−v2v5, v3v5, 0, 0)t.
Note that α = v5 is actually constant in this case. We are interested in solutions with v5 close, but
different from, 0. For simplicity, we also assume that v5 > 0. By explicitly computing the solutions,
we see that v1 and v2 are two exponentially decaying solutions and hence can be regarded as “stable
components”. Note however, that there is an important difference between v1 and v2: v1 decays to
0 like exp(−x/v5), whereas v2 decays to 0 like exp(−x). For this reason, we term v1 the “fast stable
component” and v2 the “slow stable component”. Finally, v4 and v5 are globally bounded (they are
constant) and hence can be regarded as “center components”. Note furthermore that to single out the
“fast stable component”, the “slow stable component” and the “center component” we could proceed
as follows.
Step 1: we consider the equation
(1.14) v˙ = h(v),
which is obtained from (1.12) thought the change of variables x = αy. We linearize at (0, 0, 0, 0, 0)
and we consider the stable space Mf := {v ∈ R5 : v2 = v3 = v4 = v5 = 0} and the center space
M0 := {v ∈ R5 : v1 = 0}. Note that the stable space provides the “fast stable component” v1.
Step 2: we point out that the original system (1.12) restricted on M0 is not singular as it reads
(1.15) v′2 = −v2, v′3 = v3, v′4 = 0, v′5 = 0.
Note that this is due to the particular structure of the system. We study (1.15), i.e. (1.12) restricted
on M0. We linearize at (0, 0, 0, 0) and we consider the stable space M s := {v ∈ R4 : v3 = v4 = v5 = 0}
and the center space M00 := {v ∈ R4 : v2 = v3 = 0}. Note that M00 provides the center component
of the original system (1.12) and that M s provides the “slow stable component”.
Step 3: to construct the stable component we “sum” the fast stable component and the slow stable
component, i.e. in this case we take Mf ⊕M s.
Very loosely speaking, the basic idea underpinning the analysis in § 3, § 4, § 5, § 6 is that we want
to proceed according to Step 1, . . . , Step 3 above in the case where (1.12) is the equation for the
boundary layers of (1.4). We now briefly discuss the extension of each of the above steps.
Step 1: we consider the equation (1.14), which is now formally obtained from (1.12) thought the
change of variables dx/dy = α(v). The derivation at this stage is only formal because we are not yet
able to show that dx/dy = α is actually a change of variables (for instance, it may in principle happen
that α ≡ 0 on some interval). Recall that α is not constant now: for instance, in the case of the
Navier-Stokes equations α is the fluid velocity.
Next, we linearize (1.12) at an equilibrium point where α(v) = 0 and we construct the stable
manifold and the center manifold (the center manifold is actually not unique, but we can arbitrarily
fix one). The stable manifold will loosely speaking provide the “fast stable component”. We term the
center manifold M0. Note that M0 is a center manifold for (1.14), not for (1.12).
Step 2: by using Hypothesis 5, in § 3 we show that the original system (1.12) restricted onM0 is not
singular. Next, we study system (1.12) restricted on M0 and we construct the center manifold M00
and the stable manifoldMs. The stable manifoldMs will provide the “slow stable component”. From
the technical viewpoint the analysis of system (1.12) restricted on M0 is actually quite demanding.
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Step 3: we construct the “complete stable component” by combining the “fast stable component” and
the “slow stable component”. In the case of the toy model (1.13) we could simply add them. Owing to
the nonlinearities, in the general case we have to take into account possible interactions. As a matter
of fact, the argument is completed by using the notion of slaving manifold, which is recalled in § 11.
There is actually one issue that we are left to tackle: we have constructed the “fast stable component”
by using equation (1.14), and the change of variables from (1.12) to (1.14) has to be rigorously justified.
We do so in § 6.2 by relying on Hypothesis 5. In particular, we show that, if the solution lies on the
manifolds we have constructed and α > 0 at x = 0, then α > 0 for every x > 0.
To complete the overview of the proof of Theorem 1.1 and Proposition 1.2 we have to tackle one
last issue we have so far neglected: the boundary is characteristic for the hyperbolic system (1.8) and
hence we have to take into account the possibility that there are boundary layers that do not lie on
the stable manifold because they very slowly decay to their asymptotic state. Also, we have to take
into account that there might be traveling waves (1.11) having speed σ positive but very close to 0,
and that by slightly perturbing them we may obtain traveling waves with negative speed, which are
not admissible since the domain is x ∈ [0,+∞[. We address these challenges in § 4 by using the same
approach as in [1, 7]. As a matter of fact, the analysis greatly simplifies if the characteristic field is
linearly degenerate, which is the case of the Navier-Stokes and MHD equations. For this reason we
first provide the analysis in the linearly degenerate case and next we consider the general case.
1.2. Notation. We use standard characters to denote real numbers, bold characters to denote vectors
and capital bold letters to denote matrices. In other words c ∈ R, c ∈ Rd,C ∈ Md×d. In general, we
regard vectors as column vectors: c is a column vector, ct is a row vector.
1.2.1. General mathematical symbols.
• ct,Ct: the transpose of the vector c, of the matrix C.
• 0d: the zero vector in Rd.
• Ma×b: the space of a× b matrices
• 0a×b : the matrix in Ma×b having all entries equal to 0.
• Id: the identity matrix in Md×d.
• Bdr(x0): the ball of radius r and center x0 in Rd.
• monconc[0,sk] f : the monotone concave envelope of the function f on the interval [0, sk], which
is defined as in (4.23).
1.2.2. Symbols introduced in the present paper.
• f : the flux function in (1.2).
• N : the number of unknowns in (1.2) and (1.4).
• E,A,B,G: the matrices in (1.4).
• h: the dimension of the kernel of B, see (2.1).
• B22,E11,E22: see (2.1) and (2.2).
• g1,G2: see (2.3).
• λ1(u), . . . , λN (u): the eigenvalues of the matrix E−1A(u).
• k: λk is the characteristic eigenvalue, i.e. λk(u) ∼ 0.
• u∗: a fixed state satisfying (2.11).
• β: see (2.17).
• v′: the derivative of v with respect to the slow variable x, see (3.2).
• v˙: the derivative of v with respect to the fast variable y, see (1.14).
• R0: see Lemma 3.1.
• d: see (3.8)
• Θ0: see Lemma 3.4 and equation (3.15).
• r00 : see Lemma 4.1.
• θ00: see Lemma 4.2 and equation (4.5).
• f : the function in (4.22).
9• c˜: the same constant as in (4.21).
• ψsl: see Theorem 5.2.
• ψb: the projection onto RN of the map ψ˜b, which attains values in RN ×RN−1 ×R. The map
ψ˜b is defined in the statement of Lemma 6.1.
2. Hypotheses and formulation of the boundary condition
In this section we state our assumptions and we provide the rigorous formulation of the boundary
condition we impose on (1.4). We also state Corollary 2.6. To conclude, in § 2.3 and § 2.4 we show
that our assumptions are satisfied by the Navier-Stokes and the MHD equations, respectively.
2.1. Hypotheses. In this paragraph we state the assumptions we impose on system (1.4), and we
comment on them. We first make a preliminary remark: to simplify the notation in the statement of
Hypothesis 1,. . . , 5 we write that the various assumptions on the coefficients E, A, B and G must
hold “for every u”. However, in the whole paper we actually perform a local analysis, and hence as a
matter of fact it suffices that our assumptions hold in some ball of RN .
Hypothesis 1. System (1.4) is of the normal form, in the Kawashima Shizuta sense, see [21]. More
precisely, the coefficients in (1.4) are smooth and satisfy the following assumptions:
i) The matrix B satisfies the block decomposition
(2.1) B(u) =
(
0h×h 0
t
N−h
0N−h B22(u)
)
for some symmetric and positive definite matrix B22 ∈M(N−h)×(N−h).
ii) For every u, the matrix A(u) is symmetric.
iii) For every u, the matrix E(u) is symmetric, positive definite and block diagonal, namely
(2.2) E(u) =
(
E11(u) 0
t
N−h
0N−h E22(u)
)
,
where E11 ∈Mh×h and E22 ∈M(N−h)×(N−h).
iv) The second order term can be written in the form G(u,ux)ux, with G satisfying
(2.3) G(u,ux) =
(
0h×h 0
t
N−h
G1 G2
)
,
for suitable functions G1 ∈Mh×(N−h), G2 ∈M(N−h)×(N−h) such that for every i, j the compo-
nent (G1)ij satisfies
(2.4) (G1)ij(u,ux) = g
t
ij(u)ux
for some function gij : RN → RN (note that gij only depends on u). An analogous property
holds for the coefficients of G2.
Two remarks are in order. First, Hypothesis 1 comes from the works by Kawashima and Shizuta,
see in particular [21, § 3]. The condition on the second order term G is written in a slightly more
precise form than in [21, § 3], but property iv) straightforwardly follows from the conditions in [21,
§ 3]. Second, Hypothesis 1 is satisfied under fairly reasonable assumptions, as the next theorem states.
Theorem 2.1 (Kawashima and Shizuta [21]). Assume that system (1.1) has an entropy function, in
the sense of [21, Definition 2.1]. Assume furthermore that the kernel of the matrix D(w) in (1.1) does
not depend on w. Then there is a diffeomorphism w ←→ u such that by rewriting (1.1) with u as a
dependent variable we arrive at (1.4) for some matrices E,A,B,G satisfying Hypothesis 1.
We now introduce the celebrated Kawashima-Shizuta condition, which in our case reads as follows
Hypothesis 2 (Kawashima-Shizuta condition). For every u the matrices E, A and B satisfy
(2.5)
{
eigenvectors of E−1(u)A(u)
}
∩ kernel B(u) = ∅.
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Since the matrix A is symmetric by Hypothesis 1, owing to Lemma 10.2 in § 10 we can conclude
that the matrix E−1(u)A(u) has N real eigenvalues, provided each eigenvalue is counted according to
its multiplicity. We now introduce the standard hypothesis that the system is strictly hyperbolic.
Hypothesis 3. For every u the matrix E−1(u)A(u) has N distinct eigenvalues.
We term λ1(u), . . . , λN (u) the eigenvalues of E
−1(u)A(u). In the following, we mostly focus on the
boundary characteristic case. More precisely, we assume that
(2.6) λ1(u) < · · · < λk−1(u) < 0 < λk+1(u) < · · · < λN (u), for every u
for some k = 1, . . . , N , and that eigenvalue λk(u) can attain the value 0. We now introduce the block
decomposition of A corresponding to the block decomposition (2.1), i.e.
(2.7) A(u) =
(
A11(u) A
t
21(u)
A21(u) A22(u)
)
.
In the following we focus on the case where there is u∗ ∈ RN such that
(2.8) λk(u
∗) = 0, A11(u
∗) = 0h×h ∈Mh×h.
We term this case doubly characteristic because the first condition in (2.8) means that the boundary
is characteristic at the hyperbolic level, while the second condition implies (as we will see in § 2.2) that
the boundary is characteristic at the viscous level. In the following we mostly focus on the doubly
characteristic case because it is the most challenging from the technical viewpoint and the fact that we
handle it is the main contribution of the present paper. If (2.8) does not hold, loosely speaking we can
either apply a simplified version of the analysis of the present paper, or the analysis in [7], see § 7.7
for a related discussion. We now introduce two new hypotheses: we need them to tackle the doubly
characteristic case (2.8).
Hypothesis 4. We have
(2.9) A11(u) = α(u)E11(u)
for some scalar function α.
Note that Hypothesis 4 is only needed in the case h > 1. Indeed, if h = 1 the block decomposi-
tions (2.2) and (2.7) boil down to
(2.10) A(u) =
(
a11(u) a
t
21(u)
a21(u) A22(u)
)
, E(u) =
(
e11(u) 0
0 E22(u)
)
,
where a11 and e11 are scalar functions and e11 is strictly positive because E is positive definite by
Hypothesis 1. Equation (2.9) is then satisfied provided α = a11/e11. Also, note that in general E11 is
positive definite by Hypothesis 1 and hence by using Hypothesis 4 we get that (2.8) is satisfied if and
only if
(2.11) λk(u
∗) = 0, α(u∗) = 0.
We now state two useful consequences of Hypothesis 4.
Lemma 2.2. Under Hypotheses 1, 2 and 4, the columns of A21(u) are linearly independent vectors.
Proof. We argue by contradiction: assume that there is u ∈ RN such that the columns of A21(u)
are not linearly independent, so that there is z ∈ Rh such that z 6= 0h, A21z = 0N−h. We now
introduce the vector ζ := (zt,0tN−h)
t and we point out that [A − αE]ζ = 0N = Bζ. Since ζ 6= 0N ,
this contradicts the Kawashima-Shizuta condition (2.5). 
By recalling that A21 ∈M(N−h)×h we get
Lemma 2.3. Under Hypotheses 1, 2 and 4 we have h ≤ N/2.
We now introduce our last hypothesis.
11
Hypothesis 5. For every u such that α(u) = 0, we have ∇α(u) 6= 0N and furthermore
(2.12) ∇α(u) = (0th, ξt)
for some ξ ∈ RN−h which can be written as a linear combination of the columns of A21(u).
Note that we impose (2.12) only at points where α(u) = 0. Owing to Hypothesis 5 we are able
to assign in a very natural way the boundary conditions for the solution of the hyperbolic-parabolic
system (1.4), see § 2.2. Note furthermore that Hypothesis 5 is violated by the Navier-Stokes equations
written in Lagrangian coordinates. However, in that case we can apply the analysis in [7].
Remark 2.3.1. In the case when h = 1, we have a21 ∈ RN−1 and a21 6= 0N−1 owing to Lemma 2.2.
The block decomposition (2.3) boils down to
(2.13) G(u,ux) =
(
0 0
g1 G2
)
where g1 ∈ RN−1 and G2 ∈ M(N−1)×(N−1). Hypothesis 4 is trivially satisfied and Hypothesis 5 means
that ∇α is as in (2.12) for some nonzero vector ξ parallel to a21(u).
Since we need it in the following sections, we state here a result concerning the signature of the
matrix B−122 A21E
−1
11 A
t
21.
Lemma 2.4. The the signature of the square matrix −B−122 A21E−111 At21(u) is as follows:
• the eigenvalue 0 has multiplicity N − 2h;
• there are h strictly negative eigenvalues (each of them is counted according to its multiplicity).
Proof. In the proof we assume that all matrices are evaluated at the same point u. First, we point
out that the matrices A21E
−1
11 A
t
21 and B22 are both symmetric owing to Hypothesis 1. We apply
Lemma 10.1 in § 10 and we conclude that to establish Lemma 2.4 it suffices to show that A21E−111 At21
has h strictly positive eigenvalues (each of them counted according to its multiplicity) and the eigenvalue
0 with multiplicity N − 2h. Next, we recall that E−111 is symmetric and positive definite. This implies
that we can decompose it as E−111 = P
2 for some symmetric and positive definite matrix P ∈ Mh×h.
This implies that A21E
−1
11 A
t
21 =MM
t provided M := A21P ∈M(N−h)×h.
We now establish the following implication: given b ∈ RN−h,
(2.14) MMtb = 0N−h ⇐⇒Mtb = 0h
The implication Mtb = 0h =⇒ MMtb = 0N−h is trivial. To establish the opposite implication, we
point out that the equality MMtb = 0N−h implies that |Mtb|2 = btMMtb = 0, i.e. that Mtb = 0h.
Next, we point out that the columns ofM are linearly independent. Indeed, assume by contradiction
there is a ∈ Rh, a 6= 0h such that Ma = A21Pa = 0N−h. Owing to Lemma 2.2, this implies that
Pa = 0h and since P is positive definite this implies a = 0h, which contradicts our assumption.
We termm1, . . . ,mh the columns ofM. Since they are linearly independent, then the subspace V :={
b ∈ RN−h : btmi = 0 for every i = 1, . . . , h
}
has dimensionN−2h. Owing to (2.14),MMtb = 0N−h
if and only if btM = 0th, which in turn is equivalent to b ∈ V . This implies that V is the kernel of
MMt, and hence that the multiplicity of 0 as an eigenvalue of MMt is exactly N − 2h.
To conclude, we are left to show that, if λ is a nonzero eigenvalue of MMt, then λ > 0. We point
out thatMMt is symmetric and hence has N −h linearly independent eigenvectors. We fix λ 6= 0 such
that MMtc = λc for some c ∈ RN−h, c 6= 0N−h. By left multiplying the previous inequality times ct
we get |Mtc|2 = λ|c|2, which implies λ ≥ 0 and hence concludes the proof. 
2.2. Boundary conditions for the mixed hyperbolic-parabolic system. In this paragraph we
precisely define the boundary conditions for (1.4). We first decompose u as
(2.15) u :=
(
u1
u2
)
, u1 ∈ Rh,u2 ∈ RN−h,
and we introduce a preliminary result. We recall that α is the same function as in Hypothesis 4.
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Lemma 2.5. The sign of α(u1,u2) does not depend on u1 and only depends on u2.
Proof. We fix u1,u1 ∈ Rh, u2 ∈ RN−h. We want to show that α(u1,u2) has the same sign as α(u1,u2).
We consider the function a : R→ R defined by setting a(t) := α((1− t)u1 + tu1,u2) and note that a
satisfies
(2.16)
d
dt
a(t)
(2.12)
= 0 if a(t) = 0.
In other words, a = 0 is an equilibrium for the ODE satisfied by a. By the uniqueness part of the
Cauchy Lipschitz Picard Lindelo¨f Theorem on the Cauchy problem, either a is identically 0, or it is
always different from 0. This concludes the proof. 
Owing to the above lemma, the following function is well defined.
ζ(u2) =
{
1 if α(u1,u2) > 0 for some u1,
0 if α(u1,u2) ≤ 0 for some u1.
We can eventually define the function β : RN × RN → RN by setting
(2.17) β(u,ub) =
(
(u1 − u1b)ζ(u2b)
u2 − u2b
)
.
We then assign the boundary condition on (1.4) by imposing β(u(x = 0),ub) = 0N . The rationale
underpinning the above formula is the following. By using Hypotheses 1 and 4, we write (1.4) as
(2.18)
{
E11u1t + αE11u1x = −At21u2x,
E22u2t +A22u2x = B22u2xx −A21u1x +G1u1x +G2u2x.
Loosely speaking, the components u1 represent the hyperbolic part, and u2 represent the parabolic
part. As a matter of fact, by imposing β(u(x = 0),ub) = 0N we always assign a boundary condition
on the parabolic components u2 ∈ RN−h. Next, we consider the sign of α(ub), which only depends on
u2b owing to Lemma 2.5. We recall that E11 is a positive definite matrix. If α > 0 at the boundary,
then the characteristic lines of the hyperbolic part are entering the domain x > 0 and hence we also
assign the boundary condition on the hyperbolic components u1. If α ≤ 0 then we do not assign any
boundary condition on u1.
We can now state the following corollary of the analysis done to establish Theorem 1.1 and Propo-
sition 1.2, and we refer to § 7 for the proof.
Corollary 2.6. The function we exhibit in the proof of Proposition 1.2 satisfies, besides properties
properties i), ii) and iii), also the following property: let u¯ denotes its trace at x = 0. If α(ub) > 0,
then α(u¯) ≥ 0. If α(ub) < 0, then α(u¯) ≤ 0.
2.3. Application to the Navier-Stokes equations. We consider the compressible Navier-Stokes
equations in Eulerian coordinates, i.e.
(2.19)


ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + p)x = (νux)x,(
ρ
(
e+
u2
2
))
t
+
(
ρu
(
e+
u2
2
)
+ pu
)
x
= (κθx + νuux)x.
Here ρ represents the fluid density, u the fluid velocity and θ the absolute temperature. The internal
energy e depends on θ and eθ > 0. Also, ν(ρ) > 0 and κ(ρ) > 0 are the viscosity and heat conductivity
coefficients, respectively. We consider the case of polytropic gases, where the pressure p satisfies
p(ρ, θ) = Rρθ. We want to write (2.19) in the form (1.4). First, we set u := (ρ, u, θ)t and we
write (2.19) in the quasilinear form
(2.20) E˜(u)ut + A˜(u)ux = B˜(u)uxx + G˜(u,ux)ux.
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In the previous expression,
E˜(u)=

 1 0 0u ρ 0
ψ(θ, u) ρu ρeθ

, A˜(u) =

 u ρ 0u2 + pρ 2ρu pθ
uψ + pρu ρψ + ρu
2 + p ρueθ + upθ

 ,
where we have used the shorthand notation ψ(θ, u) = e + u2/2. The expressions of B˜ and G˜ can be
also explicitly computed. By left multiplying (2.20) times
S(u)=

 pρ/ρ
2 0 0
−u/ρ 1/ρ 0
(u2 − ψ)/ρθ −u/ρθ 1/ρθ


and recalling that p(ρ, θ) = Rρθ, we arrive at (1.4) provided
E(u)=

 Rθ/ρ
2 0 0
0 1 0
0 0 eθ/θ

, A(u)=

 Rθu/ρ
2 Rθ/ρ 0
Rθ/ρ u R
0 R eθu/θ

, B(u)=

 0 0 00 ν/ρ 0
0 0 κ/ρθ


and
G(u,ux)=

 0 0 00 ν ′ρx/ρ 0
0 νux/ρθ κ
′ρx/ρθ

 .
The eigenvalues of E−1A are λ1 = u− c, λ2 = u and λ3 = u+ c, where c =
√
θR+ θR2/eθ. By direct
check one can verify that Hypotheses 1,. . . ,5 are all satisfied provided that N = 3, h = 1, u1 = ρ,
u2 = (u, θ)
t, k = 2, α(u) = u and u∗ = (ρ∗, 0, θ∗) for some ρ∗, θ∗ > 0. The boundary condition
β(u(x = 0),ub) = 0N translates as follows: given ub = (ρb, ub, θb) with ρb, θb > 0 we first assign the
boundary conditions u2 = (ub, θb)
t at x = 0. If ub > 0, then we also assign the boundary condition
u1 = ρb at x = 0, if ub ≤ 0 we do not.
2.4. Application to the MHD equations. We consider the equations describing the propagation
of plane waves in magnetohydrodynamics, i.e.
(2.21)


ρt + (ρu)x = 0,
bt + (ub− βw)x = (ηbx)x,
(ρu)t +
(
ρu2 + p+
1
2
|b|2
)
x
= (νux)x,
(ρw)t + (ρuw − βb)x = (νwx)x,(
ρ
(1
2
u2 +
1
2
|w|2 + e
)
+
1
2
|b|2
)
t
+
(
ρu
(1
2
u2 +
1
2
|w|2 + e
)
+ u
(
p+ |b|2
)
− βbtw
)
x
=
(
ν(uux +w
twx) + κθx + ηb
tbx
)
x
.
The quantities ρ, θ, e, p, ν, k have the same physical meaning as at the previous paragraph. The fluid
velocity is (u,w)t, with u ∈ R and w ∈ R2 (we assume that waves are propagating in the direction
(1, 0, 0)) and the magnetic field is (β,b) with β ∈ R, β 6= 0 constant, and b ∈ R2. Finally, η ≥ 0 is the
conductivity and in the following we separately consider the cases η > 0 and η = 0.
We now want to to write (2.21) in the form (1.4). First, we set u = (ρ,b, u,w, θ) and we write (2.21)
in the form (2.20) for suitable matrices E˜, A˜, B˜ and G˜. Next, we left multiply (2.20) times
S(u) =


Rθ/ρ2 0t2 0 0
t
2 0
02 I2/ρ 02 02×2 02
−u/ρ 0t2 1/ρ 0t2 0
−w/ρ 02×2 02 I2/ρ 02
(u2 + |w|2 − ψ)/ρθ −bt/ρθ −u/ρθ −wt/ρθ 1/ρθ

,
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and we arrive at (1.4) provided
E(u) =


Rθ/ρ2 0t2 0 0
t
2 0
02 I2/ρ 02 02×2 02
0 0t2 1 0
t
2 0
02 02×2 02 I2 02
0 0t2 0 0
t
2 eθ/θ

, A(u) =


Rθu/ρ2 0t2 Rθ/ρ 0
t
2 0
02 uI2/ρ b/ρ −βI2 02
Rθ/ρ bt/ρ u 0t2 R
02 −βI2 02 uI2 02
0 0t2 R 0
t
2 ueθ/θ


and
B(u) =


0 0t2 0 0
t
2 0
02 ηI2/ρ 02 02×2 02
0 0t2 ν/ρ 0
t
2 0
02 02×2 02 νI2/ρ 02
0 0t2 0 0
t
2 κ/ρθ

, G(u,ux) =


0 0t2 0 0
t
2 0
02 02×2 02 02×2 02
0 0t2 ν
′ρx/ρ 0
t
2 0
02 02×2 02 ν
′ρxI2/ρ 02
0 ηbtx/ρθ νux/ρθ νw
t
x/ρθ κ
′ρx/ρθ

.
If b 6= 02, then the matrix E−1A has 7 real distinct eigenvalues that in a neighborhood of u = 0
satisfy λ1(u) < λ2(u), λ3(u) < 0, λ4(u) = u, 0 < λ5(u) < λ6(u) < λ7(u), see [35, Volume 1, p.16] for
a related discussion. This implies that Hypothesis 3 is satisfied and N = 7, k = 4 in (2.6). To verify
the other hypotheses, we separately consider two distinct cases.
2.4.1. Case η > 0. In this case h = 1 and Hypotheses 1 and 2 are satisfied. Note that
(2.22) a21 =
(
0t2, Rθ/ρ,0
t
2, 0
)t
.
We set α(u) = u and we obtain (2.9) and that Hypothesis 5 is satisfied. Note that any point u∗ =
(ρ∗,b∗, 0,w∗, θ∗), ρ∗, θ∗ > 0, b∗ 6= 02 satisfies (2.11). Note that the boundary condition β(u(x =
0),ub) = 0N translates as follows: given ub = (ρb,bb, ub,wb, θb)
t with ρb, θb > 0, bb 6= 0 we first assign
the boundary conditions u2 = (bb, ub,wb, θb)
t at x = 0. If ub > 0, then we also assign the boundary
condition u1 = ρb at x = 0, if ub ≤ 0 we do not.
2.4.2. Case η = 0. In this case h = 3 and Hypotheses 1 and 2 are satisfied. Note that
(2.23) E11 =
(
Rθ/ρ2 0t2
02 I2/ρ
)
, A21 =

 Rθ/ρ b
t/ρ
02 −βI2
0 0t2

, A22 =

 u 0
t
2 R
02 uI2 02
R 0t2 ueθ/θ


and that Hypothesis 4 is satisfied with α(u) = u. This implies that Hypothesis 5 holds and that any
point u∗ = (ρ∗,b∗, 0,w∗, θ∗), with ρ∗, θ∗ > 0, b∗ 6= 02 satisfies (2.11). Finally, the boundary condition
β(u(x = 0),ub) = 0N translates as follows: given ub = (ρb,bb, ub,wb, θb)
t with ρb, θb > 0, bb 6= 0 we
first assign the boundary conditions u2 = (ub,wb, θb)
t at x = 0. If ub > 0, then we also assign the
boundary condition u1 = (ρb,bb) at x = 0, if ub ≤ 0 we do not.
3. The nonsingular manifold M0
In this section we first derive the ODE satisfied by the boundary layers and the traveling waves
of system (1.4), which in general is singular. This is done in § 3.1. Next, in § 3.2 we construct the
manifold M0 and we show that by restricting the traveling waves and boundary layers equations on
this manifold we obtain a nonsingular system. Finally, in § 3.3 we explicitly discuss how the analysis
in this section applies to the Navier-Stokes and MHD equations. Note that in this section we focus on
the case where h = 1, i.e. we assume that the kernel of B is one-dimensional, and we refer to § 8 for
the extension to the case h > 1.
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3.1. Traveling waves and boundary layers of (1.4). Given σ ∈ R, we consider a traveling wave
solution of (1.4), which is a function of one variable only and satisfies u(t, x) = u(x − σt). If σ = 0,
u is actually a steady solution of (1.4) and we term it boundary layer. Note that traveling waves and
boundary layers satisfy the ODE
(3.1) − σE(u)u′ +A(u)u′ = B(u)u′′ +G(u,u′)u′.
We now recall Remark 2.3.1 and we point out that if h = 1 the hyperbolic component u1 in (2.15) is
actually scalar. In the following we denote it by u1, in such a way that that the ODE (3.1) can be
rewritten as { [
α− σ]e11u′1 + at21u′2 = 0,
a21u
′
1 +
[
A22 − σE22
]
u′2 − g1u′1 −G2u′2 = B22u′′2 .
We couple the above equation with the condition σ′ = 0, we recall that e11 > 0, we assume α− σ 6= 0
and by solving the first equation for u′1 and setting u
′
2 := z2 we arrive at
(3.2) v′ =
1
α(u) − σh(v),
provided that
(3.3) v :=


u1
u2
z2
σ


and
(3.4) h(v) :=


−e−111 at21z2[
α− σ]z2
B−122
(
[α− σ][A22 − σE22 −G2]− e−111 [a21at21 − g1at21]
)
z2
0


Note that the above equation is singular when α(u) = σ, in particular the equation of the boundary
layers is singular when α(u) = 0. This happens at u∗ owing to (2.11).
3.2. The manifold M0. We fix u∗ satisfying (2.11). We consider the ODE (1.14), which is formally
obtained from (3.2) through the change of variable x = (α(u) − σ)y, and we linearize it at the
equilibrium point v∗ = (u∗,0N−1, 0)
t. We apply Lemma 2.4 in the case h = 1 and we conclude that
the center space (i.e., the eigenspace associated to the eigenvalues with 0 real part) of the Jacobian
matrix Dh(v∗) is given by
M0 :=
{
(u1,u2, z2, σ) ∈ R2N : at21(u∗)z2 = 0
}
.
Owing to (2.2), a21(u
∗) 6= 0N−1 and hence the dimension of M0 is 2N − 1. We now apply the Center
Manifold Theorem and we refer to [10] for the statement and the proof. We recall that the center
manifold is not unique in general: we arbitrarily fix one and we term it M0. We recall that M0 is
defined in a neighbourhood of v∗. The following result describes the structure of M0.
Lemma 3.1. There are a sufficiently small constant δ > 0 and a smooth function
R0 : R
N × RN−2 × R→M(N−1)×(N−2)
such that
(3.5) (u1,u2, z2, σ) ∈M0 ∩ B2Nδ (v∗) ⇐⇒ z2 = R0(u, z0, σ)z0 for some z0 ∈ RN−2,
the columns of R0 are linearly independent vectors and
(3.6) Rt0B22R0(u
∗,0N−2, 0) = IN−2.
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Proof. The proof extends the argument in [5, pp. 240-241] and is based on the statement of the Center
Manifold Theorem given in [10]. First, we term M˜0 the subspace of R
N−1 containing all the vectors
orthogonal to a21(u
∗): this means that M0 = R
N × M˜0×R. We recall that the center manifold M0 is
parametrized by a suitable map m0 : M
0 →M0. Also, we can construct the map m0 in such a way
that the composition of m0 with the orthogonal projection onto M
0 is the identity. This implies that
m0(u, z˜0, σ) = (u, m˜0(u, z˜0, σ), σ)
for some suitable function m˜0 : R
N×M˜0×R→ RN−1. Next, by applying the Gram-Schmidt orthonor-
malization we choose a basis of M˜0 that is orthonormal with respect to the scalar product defined by
the symmetric and positive definite matrix B22. By a slight abuse of notation, in the following we
identify a vector z˜0 ∈ M˜0 ⊆ RN−1 with the vector z0 ∈ RN−2 of its coordinates with respect to the
orthonormal basis and hence we regard m˜0 as a map depending on (u, z0, σ) ∈ RN × RN−2 × R.
We now recall the explicit expression (3.4) of h and we conclude that every point (u,0N−1, σ)
is an equilibrium for (1.14). By definition of center manifold, this implies that (u,0N−1, σ) ∈ M0
provided that it is sufficiently close to v∗. This implies that m˜0(u,0N−2, σ) = 0N−1 for every (u, σ)
sufficiently close to (u∗, 0). By applying Corollary 9.2 with f := m˜0 and y := z0 we conclude that
m˜0 = R0(u, z0, σ)z0 for a suitable function R0 attaining values in the space M
(N−1)×(N−2). We recall
that the manifold M0 is tangent to M0 at M0 and we conclude that the columns of R0(u∗,0N−2, 0)
are N − 2 linearly independent vectors. To conclude the proof, we are left to show that the columns
of R0(u, z0, σ) are linearly independent vectors: since this it true at (u
∗,0N−2, 0), then it is also true
in a sufficiently small neighborhood. 
We now investigate the solution of (1.14) lying on M0. We first establish two preliminary lemmas.
Lemma 3.2. If α(u) = σ, then
(3.7) at12(u)R0(u, z0, σ) = 0N−2 for every z0.
Proof. Assume that α(u) = σ and consider the subsets of RN−1 defined by setting
Z :=
{
z2 : a
t
12(u)z2 = 0
}
and Z˜ :=
{
z2 : z2 = R0(u, z0, σ)z0 for some z0
}
.
We first show that Z ⊆ Z˜. Fix z2 ∈ Z, then v := (u, z2, σ) satisfies h(v) = 02N provided h is the
same as in (3.4). In other words, v is an equilibrium for the ODE (1.14), which implies that v ∈ M0,
provided that v is sufficiently close to (u∗,0N−2, 0). This implies that z2 = R0(u, z0, σ)z0 for some
z0 ∈ RN−2, namely that z2 ∈ Z˜.
Owing to Lemma 2.2, a12(u) 6= 0N−1 and hence the subspace Z has dimension N − 2. On the other
hand, the columns of R0(u, z0, σ) are also linearly independent vectors by Lemma 3.1 and hence the
dimension of Z˜ is also (N − 2) . Since Z ⊆ Z˜, we conclude that Z = Z˜. This yields (3.7). 
Corollary 3.3. There is a smooth function d attaining values in RN−2 such that
(3.8) at12R0(u, z0, σ)z0 =
[
α(u)− σ]dt(u, z0, σ) z0, for every u, z0, σ.
Proof. Owing to Hypothesis 5, Lemma 2.2 and Lemma 3.2, the functions f := at12R0z0 and a := α−σ
satisfy the hypotheses of Lemma 9.1. This implies that
at12(u)R0z0 =
[
α(u) − σ]h(u, z0, σ)
for a suitable scalar function h. Since h(u,0, σ) = 0, then owing again to Lemma 9.1 we get
h(u, z0, σ) = d
t(u, z0, σ)z0 for a suitable function d. 
We are eventually able to provide the equation satisfied by the solutions of (1.14) lying onM0. We
recall that (1.14) is formally obtained from (3.2) through the change of variable x = (α(u)−σ)y, that
v′ denotes the derivative with respect to x and that v˙ denotes the derivative with respect to y.
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Lemma 3.4. There is a sufficiently small constant δ > 0 such that by restricting system (1.14) to
M0 ∩ B2Nδ (v∗) we get
(3.9)


u˙1 = −e−111 (u)[α(u) − σ]dt(u, z0, σ)z0,
u˙2 = [α(u)− σ]R0(u, z0, σ)z0,
z˙0 = [α(u) − σ]Θ0(u, z0, σ)z0,
σ˙ = 0,
for a suitable smooth function Θ0 that attains values in M
(N−2)×(N−2) and satisfies
(3.10) Θ0(u
∗,0N−2, 0) = R
t
0A22R0(u
∗,0N−2, 0).
Proof. By plugging the relation z2 = R0z0 into the first two lines of (1.14) and using (3.4) and (3.8)
we arrive at the first two lines of (3.9). To get the third line, we plug the relation z2 = R0z0 into the
last line of (1.14), we use (3.8) and we arrive at
B22z˙2 = B22
(
R˙0z0 +R0z˙0
)
= [α− σ]
(
[A22 − σE22 −G2]R0 − e−111 a21dt + e−111 g1dt
)
z0(3.11)
Next, we recall that R0 depends on u, z0 and σ, that u˙ is given by the first two lines of (3.9) (i.e. it
is proportional to both α− σ and z0) and that σ˙ = 0. We conclude that
(3.12) Rt0B22R˙0z0 = [α− σ]H1(u, z0, σ)z0 +H2(u, z0, σ)z˙0
for some functions H1, H2 attaining values in M
(N−2)×(N−2) and satisfying
(3.13) H1(u,0N−2, σ) = 0(N−2)×(N−2), H2(u,0N−2, σ) = 0(N−2)×(N−2) for every u and σ.
By left multiplying (3.11) times Rt0 and using (3.8) and (3.12) we arrive at(
Rt0B22R0 +H2
)
z˙0
= [α− σ](Rt0[A22 − σE22 −G2]R0 − e−111 [α− σ]ddt + e−111 Rt0g1dt −H1)z0(3.14)
Next, we point out that, owing to (3.6) and (3.13), we have
(
Rt0B22R0+H2
)
(u∗,0N−2, 0) = IN−2. By
continuity, the matrix-valued function Rt0B22R0+H2 is nonsingular in a sufficiently small neighbour-
hood of (u∗,0N−2, 0). This implies that we can solve (3.14) for z˙0 and arrive at the third line of (3.9)
provided that
(3.15) Θ0(u, z0, σ) :=
(
Rt0B22R0+H2
)−1(
Rt0[A22−σE22−G2]R0−[α−σ]e−111 ddt+e−111 Rt0g1dt−H1
)
To establish (3.10) we recall the expression of g1 and G2 (see property iv) in Hypothesis 1) and we
use (2.11), (3.6) and (3.13). 
Lemma 3.4 implies that if we restrict the singular system to M0 we obtain a nonsingular system.
Lemma 3.5. The manifold M0 is locally invariant for (3.2) and by restricting (3.2) to M0 we get
(3.16)


u1
′ = −e−111 dt(u, z0, σ)z0
u′2 = R0(u, z0, σ)z0
z′0 = Θ0(u, z0, σ)z0
σ′ = 0.
Also, if (u, z0, σ) is a solution of (3.16) and α(u) 6= σ at x = 0, then α(u) 6= σ for every x.
Proof. Consider a solution (u, z0, σ) of system (3.16). We introduce the function a by setting a(x) :=
α(u(x)). By combing Hypothesis 5 with (3.8) we conclude that a′(x) = 0 if a(x) = σ. This implies
that a(x) = σ is an equilibrium for the ODE satisfied by a. By the uniqueness part of the Cauchy
Lipschitz Picard Lindelo¨f Theorem, either a is identically σ, or it is always different from σ. This
establishes the last statement of the lemma.
Next, we fix an initial datum for (3.2) lying on M0, we recall (3.5) and conclude that the initial
datum must be of the form (u˜,R0z˜0, σ˜). Consider the solution of (u, z0, σ) of system (3.16) with initial
datum (u˜, z˜0, σ˜). By the proof of Lemma 3.4, the function (u,R0z0, σ) is a solution of (3.2). This
establishes the first part of the lemma. 
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To conclude this section, we state a result concerning the signature ofRt0A22R0. Note thatR
t
0A22R0
is a symmetric matrix and therefore has N − 2 real (non necessarily distinct) eigenvalues.
Lemma 3.6. Assume that u∗ satisfies (2.11). Then 2 ≤ k ≤ N − 1 and the signature of the matrix
Rt0A22R0(u
∗,0N−2, 0) is as follows:
• 1 eigenvalue is 0;
• k − 2 eigenvalues are strictly negative;
• N − k − 1 eigenvalues are strictly positive,
provided each eigenvalue is counted according to its multiplicity.
The proof of Lemma 3.6 is quite long and technical and is given in § 10.
3.3. Application to Navier-Stokes and MHD equations. We now discuss the application of the
analysis in § 3 to the Navier-Stokes and MHD equations with η > 0. For the applications to the MHD
equations with η = 0 we refer to § 8.
3.3.1. Navier-Stokes equations. We recall the discussion in § 2.3 and we point out that u = (ρ, u, θ),
u1 = ρ and u2 = (u, θ)
t. Since N = 3, the dimension of the manifold M0 is 5, z0 is a real valued func-
tion, R0 attains value in R
2 and it is perpendicular to a21 at (u
∗, 0, 0) owing to (3.8). By recalling (3.6)
we conclude that R0(u
∗, 0, 0) = (0,
√
ρ∗θ∗/k(ρ∗))t. The function Θ0 is real valued and attains the
value 0 at (u∗, 0, 0), which is consistent with Lemma 3.6 since in this case k−2 = 0 and N −k−1 = 0.
3.3.2. MHD equations with η > 0. We recall the discussion in § 2.4. Note that u = (ρ,b, u,w, θ),
u1 = ρ and u2 = (b, u,w, θ)
t. Since N = 7, the dimension of the manifold M0 is 13, z0 attains values
in R5 and R0 attains value in M
6×5 and its columns are all perpendicular to a21 at (u
∗, 0, 0) owing
to (3.8). By recalling (3.6) we conclude that
R0(u
∗, 0, 0) =


√
ρ∗/ηI2 02×2 02
0t2 0
t
2 0
02
√
ρ∗/νI2 02
0t2 0
t
2
√
ρ∗θ∗/κ)


The function Θ0 attains the value in M
5×5 and by using (3.10) we get
(3.17) Θ0(u
∗, 0, 0) =

 02×2 −βρ
∗I2/
√
ην 02
−βρ∗I2/√ην 02×2 02
0t2 0
t
2 0


Note that the eigenvalues of Θ0(u
∗, 0, 0) are: 0 (with multiplicity 1), −βρ∗/√ην (with multiplicity 2)
and βρ∗/
√
ην (with multiplicity 2). This is consistent with Lemma 3.6 since in this case k = 4.
4. Characteristic boundary layers
In this section, we study the characteristic boundary layers, i.e. the boundary layers that decay
very slowly to their limit. Note that we have to take them into account because the boundary is
characteristic for the hyperbolic system (1.8), i.e. one eigenvalue of E−1A can attain the value 0,
see (2.11). Note that when we handle characteristic boundary layers we have to simultaneously handle
travelling waves. We proceed as follows: in § 4.1 we construct the center manifold of system (3.2)
restricted on M0. As we point out in § 4.4.1, this construction is trivial in the case of the Navier-
Stokes equations, but it is in general non trivial. For instance, it is not trivial in the case of the MHD
equations, see § 4.4.2. In § 4.2 we discuss the characteristic boundary layers analysis by assuming
that the characteristic vector field is linearly degenerate. This assumption considerably simplifies the
analysis and it is satisfied by the Navier-Stokes and MHD equations. In § 4.3 we discuss the general
case and in § 4.4 we describe the applications of the analysis to the Navier-Stokes and MHD equations.
As in the previous section, here we focus on the case h = 1 and we refer to § 8 for the case h > 1.
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4.1. Center manifold analysis. In this paragraph we construct a manifold containing the boundary
layers with characteristic speed. We linearize system (3.16) at the point (u∗,0N−2, 0). Owing to
Lemma 3.6, the center space has dimension N+2. We arbitrarily select a center manifold and we term
itM00. Note the difference between the manifoldM0 and the manifoldM00: M0 is a center manifold
for system (1.14), M00 is a center manifold for system (3.16) and henceforth for system (3.2). The
proof of the following result is similar to, but easier than, the proof of Lemma 3.1 and it is therefore
omitted. See also [5, §4].
Lemma 4.1. There are a sufficiently small constant δ > 0 and a smooth function r00 : R
N ×R×R→
R
N−2 such that
(4.1) (u, z0, σ) ∈M00 ∩ B2N−1δ (u∗,0N−1, 0) ⇐⇒ z0 = r00(u, z00, σ)z00, for a suitable z00 ∈ R.
Also,
(4.2) Rt0A22R0(u
∗,0, 0)r00(u
∗, 0, 0) = 0N−2 and |r00(u∗, 0, 0)| = 1.
We now restrict system (3.16) to M00.
Lemma 4.2. By restricting system (3.16) (and henceforth system (3.2)) to the manifold M00 we get
(4.3)


u1
′ = −e−111 dtr00(u, z00, σ)z00,
u′2 = R0r00(u, z00, σ)z00,
z′00 = θ00(u, z00, σ)z00,
σ′ = 0.
In the previous expression, θ00 : R
N × R× R→ R is a suitable smooth function satisfying
(4.4) θ00(u
∗, 0, 0) = 0.
Proof. We can argue as in the proof of Lemma 3.4 and therefore we omit most of the details. By
plugging the relation z0 = r00z00 into the third line of (3.16) and using (3.15) we arrive at (4.3)
provided that
θ00(u, z00, σ) :=
[
rt00{r00 + z00∂z00r00}
]−1
rt00
[
Θ0r00 + e
−1
11 z00d
tr00∂u1r00 − z00
(
Du2r00
)
R0r00
]
.
(4.5)
To establish (4.4), it suffices to combine (3.10) and (4.2). 
We now collect some properties of the functions r00 and θ00 that we need in the following.
Lemma 4.3. We have
(4.6)
∂θ00
∂σ
(u∗, 0, 0) < 0.
Proof. We proceed according to the following steps.
Step 1: we establish the equality
(4.7) − e−111 a21dtr00 +A22R0r00 = 0N−1 at (u∗,0N−2, 0).
To establish (4.7) we recall that any solution of (3.9) is a solution of (3.2) and hence we plug the
relation z2 = R0r00z00 into the third line of (3.4) and we divide by (α − σ). By using (3.8) and
dividing by z00 we arrive at
(4.8) B22
[
(R0r00)
′ +R0r00θ00
]
= [A22 − σE22 −G2]R0r00 − e−111 a21dtr00 + e−111 g1dtr00.
By evaluating the above expression at the point (u∗,0N−2, 0) and using (4.4) we eventually arrive
at (4.7).
Step 2: by using the explicit expressions (3.15) and (4.5) of Θ0 and θ00, respectively, and by recall-
ing (4.2) we arrive at
(4.9)
∂θ00
∂σ
(u∗, 0, 0) = rt00
∂Θ0
∂σ
r00 = 2r
t
00
∂Rt0
∂σ
A22R0r00 − rt00Rt0E22R0rt00 + rt00ddtr00e−111 .
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By using (4.7) and (3.8) we get
rt00
∂Rt0
∂σ
A22R0r00 = r
t
00
∂(Rt0a21e
−1
11 )
∂σ
dtr00 = −e−111 rt00ddtr00.
By plugging the above relation into (4.9) we conclude that
∂θ00
∂σ
(u∗, 0, 0) = −rt00Rt0E22R0rt00 − rt00ddtr00e−111 ,
and this implies (4.6) because e11 > 0, E22 is positive definite, r00 6= 0N−2 owing to (4.2) and R0 has
rank N − 2. 
We now recall that λk is the k-th eigenvalue of E
−1A and can attain the value 0.
Lemma 4.4. There is a constant δ > 0 such that, if u ∈ BNδ (u∗), then we have
(4.10) θ00(u,0N−2, λk(u)) = 0.
Proof. Owing to (4.6), we can apply the Implicit Function Theorem and conclude that there is a
function σ(u) such that θ00(u,0N−2, σ(u)) ≡ 0. By applying (4.8) at the point (u,0N−2, σ(u)) we
arrive at
(4.11) [A22 − σE22]R0r00 − e−111 a21dtr00 = 0N−1 at (u,0N−2, σ(u)).
Next, we introduce the vector v :=
(
− e−111 dtr00,R0r00
)t
and by using the previous formula and (3.8)
we get that (A − σ(u)E)v = 0N . Since v 6= 0N (because r00 6= 0N−2 and R0 has rank N − 2), this
implies that σ(u) is an eigenvalue of E−1A(u). This in turn implies that σ(u) = λk(u) because σ is
close to 0 and all the other eigenvalues of E−1A(u) are bounded away from 0 by strict hyperbolicity.
This concludes the proof of the lemma. 
By using (4.11), recalling that σ(u) = λk(u) and using the block decompositions (2.10) we establish
the following property.
Lemma 4.5. The vector (−e−111 dtr00,R0r00)t evaluated at the point (u, 0, λk(u)) is an eigenvector of
E−1A(u) corresponding to the eigenvalue λk(u).
4.2. The linearly degenerate case (Navier-Stokes and MHD equations). In this paragraph
we focus on the linearly degenerate case, which is considerably simpler than the general case and it is
the case of the Navier-Stokes and MHD equations. More precisely, we make the following assumptions:
I) Let rk(u) be an eigenvalue of E
−1A(u) corresponding to λk(u). Then ∇λk · rk ≡ 0.
II) There is a smooth, invertible diffeomorphism w : RN → RN such that u is a smooth solution
of (1.4) if and only if w satisfies (1.1) for some suitable functions f and D.
Note that the Navier-Stokes and MHD equations satisfy both I) and II). This paragraph aims at
establishing the following result.
Lemma 4.6. Under assumptions I) and II) above, there is a sufficiently small constant δ > 0 such that
the following holds. There is a function ζk : B
N
δ (u
∗)×]− δ, δ[→ RN satisfying the following properties:
A) For every (u˜, sk) ∈ BNδ (u∗)×]− δ, δ[, one (and only one) of the following cases holds true.
i) there is a contact discontinuity connecting u˜ and ζk(u˜, sk). The speed of the contact
discontinuity is nonnegative and close to 0.
ii) there is a steady solution of (1.4) (i.e., a boundary layer) such that
(4.12) u(0) = ζk(u˜, sk), limx→+∞
u(x) = u˜.
The boundary layer lies on M00, i.e. it is a solution of (4.3).
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B) The map ζk is Lipschitz continuous with respect to both u˜ and sk. It also is differentiable with
respect to sk at any point (u˜, 0) and furthermore
(4.13)
∂ζk
∂sk
(u˜, 0) =
( −e−111 dtr00
R0r00
)
applied at the point
{
(u˜, 0, λk(u˜)) if λk(u˜) ≥ 0,
(u˜, 0, 0) if λk(u˜) < 0.
C) If α(u˜) > 0, then α(ζk(u˜, sk)) > 0 for every sk.
Note that, owing to Lemma 4.5, if λk(u˜) ≥ 0 then ∂ζk/∂sk evaluated at sk is an eigenvector of
E−1A. The proof of Lemma 4.6 is given in the next paragraph.
4.2.1. Proof of Lemma 4.6. We fix δ > 0 (the exact value will be determined in the following) and
u˜ ∈ BNδ (u∗). We provide the construction of ζk(u˜, ·) by separately considering two cases.
CASE 1: λk(u˜) ≥ 0. In this case we can use the classical construction, which was originally provided
by Lax in [23]. More precisely, in this case ζk(u˜, ·) is the integral curve of the vector field rk, i.e. it is
the solution of the Cauchy problem
∂ζk/∂sk = rk(ζk), ζk(u˜, 0) = u˜.
Owing to the analysis in [23], ζk satisfies properties Ai) and B) in the statement of the lemma. To
establish property C), we recall Hypothesis 5 and Lemma 4.5 and we conclude that ∂(α ◦ ζk)/∂sk = 0
if α ◦ ζk = 0. This implies that 0 is an equilibrium for the ODE satisfied by α ◦ ζk. By the uniqueness
part of the Cauchy Lipschitz Picard Lindelo¨f Theorem, either α ◦ ζk is identically 0, or it is always
different from 0. This in particular establishes property C).
Case 2: λk(u˜) < 0. If we used the classical solution in this case, we would end up with contact
discontinuities with negative speed, which do not belong to the domain x > 0. Instead, we study
system (3.16) and we set σ = 0. In this way, we study the boundary layers of (1.4) that lie on the
manifold M00. More precisely, we consider the ODEs
(4.14)
du1
dτ
= −dtr00(u, z00, 0), du2
dτ
= R0r00(u, z00, 0),
dz00
dτ
= θ00(u, z00, 0).
Note that the above equations are obtained from (3.16) by taking σ = 0 and dividing by z00. We
consider the Cauchy problem obtained by coupling (4.14) with the initial datum (u, z00)(0) = (u˜, 0)
and we fix δ > 0 sufficiently small in such way that the solution is defined on ]−δ, δ[. We now establish
Lemma 4.7. There is a sufficiently small constant δ > 0 such that, if |u˜− u∗| < δ, then the solution
of the Cauchy problem obtained by coupling (4.14) with the initial datum (u, z00)(0) = (u˜, 0) satisfies
z00(s) < 0 if 0 < s < δ and z00(s) > 0 if −δ < s < 0.
Proof. We fix s > 0 and we show that z00(z) < 0. The proof of the other implication is analogous.
First, we recall that λk(u˜) < 0 and we infer that
(4.15)
dz00
dτ
(0) = θ00(u˜, 0, 0)
(4.10)
=
ˆ 0
λk(u˜)
∂θ00
∂σ
(u˜, 0, σ)dσ < 0.
To establish the last inequality, we have used (4.6) and the fact that the constant δ is small. Since
the derivative at τ = 0 is negative by (4.15), then z00(τ) < 0 for τ > 0 sufficiently small. Assume by
contradiction that z00(s) > 0 for some s > 0. We introduce the value t by setting t := min{τ : z00(τ) =
0} and we point out that and dz00/dτ ≥ 0 at τ = t. This means that θ00(u(t), 0, 0) ≥ 0 and by arguing
as in (4.15) we conclude that λk(u(t)) ≥ 0 (because otherwise θ00(u(t), 0, 0) < 0). Next, we recall that
z00 < 0 on ]0, t[ and we introduce the function y by setting
(4.16) y(τ) =
ˆ τ
t/2
1
z00(ξ)
dξ.
Note that y is an invertible map from ]0, t[ onto R. We term y−1 its inverse and we point out that
(4.17)
d(u1 ◦ y−1)
dx
=
du1
dτ
(
dy
dτ
)−1
= −dtr00z00, d(u2 ◦ y
−1)
dx
= R0r00z00,
d(z00 ◦ y−1)
dx
= θ00z00.
22 S. BIANCHINI AND L. V. SPINOLO
Also, limx→+∞ u ◦ y−1(x) = u˜, limx→−∞ u ◦ y−1(x) = u(t). Owing to (4.3), this implies that there is
solution of (3.1) (i.e., a traveling wave) with σ = 0 which connects u˜ and u(t). This implies that u(t)
lies on the k-th admissible wave fan curve starting at u˜, which is unique owing to assumption II) at
the beginning of this paragraph (see also [4, Corollary 3.3]). Owing to assumption I), the value of λk
along this curve is constant, which contradicts the fact that λk(u˜)) < 0, λk(u(t)) ≥ 0. This implies
that z00(s) < 0 for s > 0 and concludes the proof. 
We are now ready to define ζk(u˜, ·) in the case where λk(u˜) < 0: we consider the Cauchy problem
obtained by coupling (4.14) with the initial datum (u, z00)(0) = (u˜, 0) and we set ζk(u˜, sk) := u(sk).
To establish property C) in the statement of Lemma 4.6 we set a(t) := α(u(t)) and we point out that,
owing to Hypothesis 5 and to (3.8), da/dt = 0 when a = 0. By the uniqueness part of the Cauchy
Lipschitz Picard Lindelo¨f Theorem, a cannot change sign, which yields property C). Property B) in
the statement of Lemma 4.6 is satisfied owing to classical results on ODEs. To establish property Aii),
we set
(4.18) y(τ) =
ˆ τ
sk
1
z00(ξ)
dξ.
Owing to Lemma 4.7, y is an invertible map from ]0, sk] onto [0,+∞[. We term y−1 its inverse and we
point out that (4.17) holds. Because of the way we have constructed the manifold M00, this means
that u ◦ y−1 is a steady solution of (1.4) satisfying (4.12). This concludes the proof of Lemma 4.6.
4.3. The general case. In this paragraph we extend the analysis in § 4.2 to the general case, i.e. we
remove the assumptions I) and II) at the beginning of § 4.2.
Lemma 4.8. There is a sufficiently small constant δ > 0 such that the following holds. There is a
function ζk : B
N
δ (u
∗)×]− δ, δ[→ RN satisfying the following properties:
A) For every (u˜, sk) ∈ BNδ (u∗)×]− δ, δ[, there is u ∈ RN such that
A1) the value u˜ is connected to u by rarefaction waves an at most countable number of Liu
admissible shocks or contact discontinuities. Also, the speed of the shocks, the contact
discontinuities and the rarefaction waves is nonnegative and close to 0.
A2) there is a steady solution (i.e., a boundary layer) of (1.4) such that
(4.19) u(0) = ζk(u˜, sk), limx→+∞
u(x) = u.
The boundary layer lies on the manifold M00, i.e. it satisfies (4.3).
B) The map ζk is Lipschitz continuous with respect to both u˜ and sk. It also is differentiable with
respect to sk at any point (u˜, 0) and furthermore (4.13) holds true.
To establish the previous lemma we rely on a construction introduced in [1, 7]. The proof is
provided in § 4.3.1,§ 4.3.2 and § 4.3.3. We discuss the basic idea underpinning the construction of ζk
in Remark 4.11.1.
4.3.1. Construction of the function ζk. We fix δ > 0 (the exact value of δ will be determined in the
following), u˜ ∈ BNδ (u∗) and sk ∈]− δ, δ[, sk > 0. We consider the fixed point problem
(4.20)


u1(τ) = u˜1 −
ˆ τ
0
e−111 d
tr00(u(s), z00(s), σ(s))ds,
u2(τ) = u˜2 +
ˆ τ
0
R0r00(u(s), z00(s), σ(s))ds,
z00(τ) = c˜
[
f(τ)−monconc
[0,sk]
f(τ)
]
,
σ(τ) =
d
dτ
monconc
[0,sk]
f.
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Figure 1. The function f (black) and its monotone concave envelope (red)
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ττ¯
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In the previous expression, r00 and θ00 are the same as in (4.3) and the constant c˜ is defined by setting
(4.21) c˜ := −∂θ00
∂σ
(u˜, 0, λk(u˜)) > 0.
To establish the last inequality, we have used Lemma 4.3, which implies that ∂θ00/∂σ < 0 in a small
enough neighbourhood of (u∗, 0, 0). Also, the function f is defined by setting
(4.22) f(τ) :=
ˆ τ
0
[
θ00(u(s), z00(s), σ(s))
c˜
+ σ(s)
]
ds,
and the monotone concave envelope is given by
(4.23)
monconc
[0,sk]
f(τ) := inf
{
h(τ) : h : [0, sk]→ R is concave, non decreasing and h(s) ≥ f(s)∀ s ∈ [0, sk]
}
,
see Figure 1 for a representation. If sk < 0, one should consider the same fixed problem as in (4.20),
where the monotone concave envelope is replace by the monotone convex envelope, i.e.
(4.24)
monconv
[sk,0]
f(τ) = sup
{
h(τ) : h : [0, sk]→ R is convex, non decreasing and h(s) ≤ f(s)∀ s ∈ [sk, 0]
}
.
We have the following result.
Lemma 4.9. There is a sufficiently small constant δ > 0 such that, for every u˜ ∈ BNδ (u∗), sk ∈ [0, δ[,
there is a unique triplet of continuous functions (u, z00, σ) satisfying (4.20) which is confined in a
sufficiently small neighbourhood of (u˜, 0, 0). The same holds if sk ∈] − δ, 0], provided in (4.20) we
replace (4.23) with (4.24).
The proof of the above lemma is based on the same fixed point argument as in [7, Lemma 3.4] (see
also [4, § 3]) and is therefore omitted. We can now define ζk by setting
(4.25) ζk(u˜, sk) = u(sk), (u, z00, σ) satisfying
{
(4.20) if sk ≥ 0,
(4.20) with (4.23) replaced by (4.24) if sk < 0.
4.3.2. Proof of Lemma 4.8, property A). We only consider the case sk ≥ 0, the case sk < 0 is entirely
analogous. First, we discuss an elementary result on the monotone concave envelope. Given sk > 0
and f ∈ C0([0, sk]) we introduce the values m and τ by setting
(4.26) m := max
{
f(τ) : τ ∈ [0, sk]
}
, τ := max
{
τ ∈ [0, sk] : f(τ) = m
}
,
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see also Figure 1. Note that the constant function h(τ) = m is a concave, non decreasing function
satisfying h ≥ f , hence by definition (4.23) we have
(4.27) m ≥ monconc
[0,sk]
f(τ) ≥ conc[0,sk]f(τ) ≥ f(τ), for every τ ∈ [0, sk].
In the previous expressions, conc[0,sk]f denotes the concave envelope of the function f on [0, sk]. Note
that the above chain of inequalities implies that m is also the maximum of the function monconc[0,sk] f .
We have the following elementary result. The proof is standard and therefore omitted.
Lemma 4.10. If f ∈ C0([0, sk]), then
(4.28) monconc
[0,sk]
f(τ) =
{
conc[0,s]f(τ) τ ≤ τ ,
m τ ≥ τ .
We now recall (4.25) and we complete the proof of Lemma 4.8, property A). First, we point out that
z00(τ) ≤ 0 for every τ . Next, we recall the definition (4.26) of τ and we separately consider two cases.
Case 1: τ = sk. In this case we set u := u(sk). Property A2) is trivially satisfied, it suffices to take
u(t) ≡ u. We now establish property A1). Owing to Lemma 4.10, we can apply [4, Theorem 3.2] and
conclude that u˜ is connected to u = u(sk) by rarefaction waves and a sequence of contact discontinuities
and shocks satisfying Liu admissibility condition. Since the shocks and contact discontinuities speed
is σ, then the speed is nonnegative.
Case 2: τ < sk. In this case we set u := u(τ ). Owing to Lemma 4.10 and to [4, Theorem 3.2], u
satisfies property A1). We now establish property A2). Note that, by the definition of τ , if τ < sk
then z00(τ) < 0 on ]τ , sk]. Also, owing to (4.27), z00(τ) = 0 and, owing to Lemma 4.10, σ(τ) ≡ 0
on ]τ , sk]. We now consider the same function y as in (4.18) and we point out that y is an invertible
function from ]τ , sk] onto [0,+∞[. We term y−1 its inverse and we point out that (4.17) holds. This
implies that (u ◦ y−1, z00 ◦ y−1, 0) is a solution of (3.16) and hence a boundary layer for (1.4). Also, it
satisfies (4.19) and this concludes the proof of A2).
4.3.3. Proof of Lemma 4.8, property B). The proof of the Lipschitz continuity property follows from
an argument analogous to the argument in the proof of [5, Lemma 14.3] and it is therefore omitted.
We now focus on the proof of property (4.13). We first establish a preliminary result.
Lemma 4.11. Fix a sequence snk → 0+ and term (un(0), zn00(0), σn(0)) the value attained at τ = 0 by
the solution of the fixed point problem (4.20), which is defined on the interval [0, snk ]. Then
(4.29) lim
n→+∞
un(0) = u˜, lim
n→+∞
zn00(0) = 0, limn→+∞
σn(0) =
{
λk(u˜) if λk(u˜) ≥ 0,
0 if λk(u˜) < 0.
Proof. First, we point out that the first equality in (4.29) is trivial since un(0) = u˜ for every n. We
are left to establish the other two equalities. We point out that it suffices to show that, for every
subsequence, there is a further subsequence (which for simplicity we do not re-label) satisfying (4.29).
Also, since {zn00(0)}n∈N and {σn(0)}n∈N are both bounded, then we can assume (up to subsequences,
that we do not re-label) that the limits in (4.29) exist. In particular, we term ℓ the limit of σn(0).
Also, we term fn the function defined as in (4.22) and defined on [0, snk ]. Note that f
n(0) = 0 for every
n. Up to subsequences (that we do not re-label), we can also assume that one of the following cases
holds true.
Case 1: max[0,sn
k
] f
n > 0 for every n. Since fn(0) = 0, owing to Lemma 4.10, this implies that
monconc[0,sn
k
] f ≡ conc[0,sn
k
]f in a right neighbourhood of 0 for every n. We now apply estimate (5.8)
in [2, p. 314] with g = 0 and we conclude that limn↑+∞ z
n
00(0) = 0. Next, we apply estimate (5.7) in [2,
p. 314] with g(τ) := (fn)′(0)τ and we conclude that limn↑+∞ σ
n(0) = limn↑+∞(f
n)′(0). Recall that
this limit is termed ℓ. Owing to (4.22), this implies that θ00(u˜, 0, ℓ)/c˜+ ℓ = ℓ, i.e. that θ00(u˜, 0, ℓ) = 0.
By recalling (4.10) and that ∂θ00/∂σ < 0, we conclude that ℓ = λk(u˜). Since σ
n(τ) ≥ 0 for every τ ,
then ℓ ≥ 0 and hence λk(u˜) ≥ 0.
Case 2: max[0,sn
k
] f
n = 0 for every n. Owing to (4.27), this implies that monconc[0,sn
k
] f(0) = 0
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and hence that zn00(0) = 0, which gives the second limit in (4.29). Also, since monconc[0,sn
k
] f is a
nondecreasing function, then in this case we have monconc[0,sn
k
] f ≡ 0, which implies σn(0) = 0 and
hence ℓ = 0.
To conclude the proof of (4.29), we are left to show that, if λk(u˜) > 0, then we are necessarily in Case
1. Assume by contradiction that λk(u˜) > 0 and that we are in Case 2, which implies σ
n(0) ≡ 0.
Owing to (4.22) we have
(fn)′(0)
(4.22)
=
θ00(u˜, 0, 0))
c˜
(4.10)
=
1
c˜
ˆ 0
λk(u˜)
∂θ00
∂σ
(u˜, 0, ξ)dξ
(4.21)
= λk(u˜) +O(1)|λk(u˜)|2.
Since λk(u˜) > 0 is close to 0, the above chain of equalities implies that (f
n)′(0) > 0, which contradicts
the assumption that the maximum of fn is attained at τ = 0. This concludes the proof of (4.29). 
We can now establish (4.13): we only show that (4.13) is the right derivative, to show that it also
the left derivative the argument is analogous. Owing to (4.20),
u1(sk) = u˜1−skdtr00(u(0), z00(0), σ(0))+O(1)s2k , u2(sk) = u˜2+skR0r00(u(0), z00(0), σ(0))+O(1)s2k .
We now pass to the limit sk → 0+ and by using (4.29) we arrive at (4.13).
Remark 4.11.1. The basic idea underpinning the construction of ζk is the following. We recall the
construction of the i-th admissible wave fan curve given in [5, § 14] and [4]: one considers the same
fixed point problem as in (4.20), the only difference is that one takes the concave envelope instead of
the monotone concave envelope. Very loosely speaking, the basic idea in [5, 4] is that the intervals
where z00 < 0 correspond to shocks or contact discontinuities with speed σ, the sets where z00 = 0
and σ is strictly increasing correspond to rarefactions (see the proof of [5, Lemma 14.1] for a more
detailed explanation) and finally the sets where z00 = 0 and σ is constant correspond again to contact
discontinuities. To understand why in the case of the initial-boundary value problem we replace the
concave envelope with the monotone concave envelope we first of all recall Lemma 4.10. The basic idea
underpinning the construction of ζk is that we use the same construction as in the Cauchy problem
“as long as possible”, i.e. as long as derivative of the concave envelope, i.e. σ, is non-negative. After
that, instead of using waves with negative speed, which are not admissible, we use boundary layers, i.e.
we take σ = 0.
4.4. Application to the Navier-Stokes and MHD equations.
4.4.1. Navier-Stokes equations. We recall the discussion in § 2.3 and § 3.3.1 and we point out that the
analysis in § 4.1 is actually redundant in this case because the manifold M00 is the whole manifold
M0. Indeed, by linearizing (3.9) at (u∗, 0, 0) we obtain a nilpotent matrix and hence the center space
is the whole R5. Since an eigenvector of E−1A(u) associated to λ2(u) = u is r2(u) = (ρ, 0,−θ)t, then
the second vector field is linearly degenerate and hence we can apply the analysis in § 4.2 and we do
not need the analysis in § 4.3.
4.4.2. MHD equations with η > 0. We recall the discussion in § 2.4 and § 3.3.2 and, in particular, that
the dimension ofM0 is 13. In this case we need the analysis § 4.1 since the manifoldM00 has dimension
9 and it is strictly contained in M0. We recall (3.17) and (4.2) and we conclude that r00(u∗, 0, 0) =
(0t2,0
t
2, 1)
t. Since an eigenvector of E−1A(u) associated to λ4(u) = u is r4(u) = (ρ,0
t
2, 0,0
t
2,−θ)t,
then the fourth vector field is linearly degenerate and hence we can apply the analysis in § 4.2 and we
do not need the analysis in § 4.3.
5. Boundary layers lying on M0
In this section we complete the analysis of the boundary layers lying on M0. Note that in § 4 we
have considered the characteristic boundary layers, which lie onM0. As we point out in § 5.3.1, in the
case of the Navier-Stokes the manifoldM0 only contains the characteristic boundary layers and hence
the analysis in this section is basically useless. However, in general there might be non characteristic
boundary layers lying onM0, for instance this happens in the case of the MHD equations, see § 5.3.2.
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The main result of this section is Theorem 5.2. In § 5.1 we provide its proof in the linearly degenerate
case, in § 5.2 we deal with the general case. In § 5.3 we describe how the analysis applies to the
Navier-Stokes and MHD equations. As in the previous sections, we only consider the case h = 1 and
we refer to § 8 for the case h > 1. We first establish a corollary of Lemma 3.6.
Lemma 5.1. There is a sufficiently small constant δ > 0 such that the following holds. If |u−u∗| < δ,
then all the eigenvalues of the matrix Θ0(u,0N−2, 0) are real numbers. Also, the signature is as follows:
k− 2 eigenvalues are strictly negative, N − k− 1 are strictly positive and one eigenvalue is θ00(u, 0, 0)
and has exactly the same sign as λk(u).
Proof. First, we recall (3.15) and by applying Lemma 10.1 we conclude that all the eigenvalues of
Θ0(u,0N−2, 0) are real numbers. We recall Lemma 3.6 and by the continuity of the eigenvalues we
infer that, if u belongs to a sufficiently small neighbourhood of u∗, there are k − 2 strictly negative
eigenvalues, N−k−1 strictly positive eigenvalues, and one eigenvalue close to 0. We now show that the
eigenvalue close to 0 is θ00(u,0N−2, 0): it suffices to recall (4.8), evaluate it at the point (u,0N−2, 0),
recall that G2 and g1 vanish, left multiply (4.8) times R
t
0 and use (3.8). To show that θ00 has exactly
the same sign as λk(u), we recall (4.6), (4.10) and argue as in (4.15). 
We fix the eigenvectors p2(u), . . . ,pk−1(u) ∈ RN−2 corresponding to the k − 2 strictly negative
eigenvalues of Θ0(u,0N−2, 0) (the ones different from θ00(u, 0, 0), if λk(u) < 0). We can choose them
in such a way that pti(u
∗)pj(u
∗) = 0 if i 6= j and |pi(u∗)| = 1 for every i. We also define the vectors
q2, . . . ,qk−1 ∈ RN by setting
(5.1) q(u) :=
( −e−111 dt(u,0N−2, 0)pi(u)
R0(u,0N−2, 0)pi(u)
)
, i = 2, . . . , k − 1.
Theorem 5.2. There is a sufficiently small constant δ > 0 such that the following holds. There is a
function ψsl : B
N
δ (u
∗)× Bk−1δ (0k−1)→ RN satisfying the following properties:
A) For every (u˜, s2, . . . , sk) ∈ BNδ (u∗) × Bk−1δ (0k−1), there is u ∈ RN such that property A1) in
the statement of Lemma 4.8 holds true and furthermore
A2) there is a steady solution (i.e., a boundary layer) of (1.4) such that
(5.2) u(0) = ψsl(u˜, s2, . . . , sk), limx→+∞
u(x) = u.
The boundary layer lies on the manifold M0, i.e. it satisfies (3.16).
B) The map ψsl is Lipschitz continuous with respect to both u˜ and s2, . . . , sk. It also is differen-
tiable with respect to s2, . . . , sk at any point (u˜,0k−1) and the columns of the Jacobian matrix
are the vector in (4.13) and the vectors q2, . . . ,qk−1 in (5.1).
The proof of Theorem 5.2 relies on the construction in § 4. For this reason, we first provide the
proof in the linearly degenerate case (see conditions I) and II) at the beginning of § 4.2). Next, we
consider the general case.
5.1. Proof of Theorem 5.2 in the linearly degenerate case. We assume conditions I) and II) at
the beginning of 4.2, we fix (u˜, s2, . . . , sk) as in the statement of the theorem and we recall case i) and
ii) in the statement of Lemma 4.6. Next, we proceed according to the following steps.
Step 1: we assume λk(u˜) ≥ 0 and define the value ψsl(u˜, s2, . . . , sk). First, we recall that u = ζk(u˜, sk)
satisfies property A1) in the statement of Lemma 4.6. Next, we linearize system (3.16) at the point
(u,0N−2, 0), we recall that λk(u) = λk(u˜) ≥ 0 by linear degeneracy and owing to Lemma 5.1 we con-
clude that the stable space (i.e., the space generated by the eigenvalues corresponding to eigenvectors
with strictly negative real part) is
M− :=
{
u, z0, 0) : z0 ∈ span < p2(u), . . . ,pk−1(u) >
}
.
We apply the Stable Manifold Theorem and we determine a map ψ˜sl, attaining values in R
N×RN−2×R,
which parameterizes the stable manifold. We term ψsl the projection of ψ˜sl onto R
N (i.e. ψsl are
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the first N components of ψ˜sl). By construction, property A2) in the statement of the theorem is
satisfied. Note that ψsl depends on s2, . . . , sk−1 and on u = ζk(u˜, sk), so as a matter of fact it depends
on s2, . . . , sk, u˜. By relying on property B) in the statement of Lemma 4.6 and on the Stable Manifold
Theorem we can establish property B) in the statement of Theorem 5.2.
Step 2: we assume λk(u˜) < 0 and define the value ψsl(u˜, s2, . . . , sk). We set u := u˜ and point out that
property A1) in the statement of Lemma 4.6 is trivially satisfied. Next, we linearize system (3.16) at
the point (u˜,0N−2, 0) and owing to Lemma 5.1 we conclude that, since λk(u˜) < 0, then the stable space
has dimension k − 1. We apply the Stable Manifold Theorem, we determine a map ψ˜sl parametrizing
the stable manifold and we term ψsl its projection onto R
N (i.e. ψsl are the first N components of
ψ˜sl). This implies that properties A2) and B) in the statement of the theorem are satisfied.
5.2. Proof of Theorem 5.2 in the general case. We fix (u˜, s2, . . . , sk) as in the statement of the
theorem and we proceed according to the following steps.
Step 1: we recall the statement of Lemma 4.8 and we conclude that there is u satisfying A1) and
A2) in there. In particular, there is a boundary layer lying on M00 and satisfying (4.19). Since the
boundary layer lies on M00, then it has the form (u, z00, 0). By the analysis in § 4.1, this implies that
(u, z00r00, 0) is an orbit lying onM0. We term it v0 and we point out that v0(0) = (ζk(u˜, sk), z00r00, 0).
Step 2: we apply Lemma 11.1 in the case where system (11.1) is given by (3.16), v∗ := (u∗,0N−2, 0)
and vˇ : = (ζk(u˜, sk),0N−2, 0). Owing to Lemma 3.6, n− = k − 2. By applying Lemma 11.1 we define
a map m−, which depends on ζk(u˜, sk), s2, . . . , sk−1 and hence on u˜ and s1, . . . , sk.
Step 3: we apply Lemma 11.2 with (11.1), v∗ and vˇ as in Step 2 and v0(0) as in Step 1. We define
a map mp which depends on v0(0) and s2, . . . , sk−1, and hence on u˜ and s1, . . . , sk. Note that m− and
mp both attain values in R
N × RN−2 × R. We set
(5.3) ψ˜sl(u˜, s2, . . . , sk) = v0(0) +m−(u˜, s2, . . . , sk)− vˇ +mp(u˜, s2, . . . , sk).
We term ψsl the first N components of ψ˜sl, i.e. the projection of ψ˜sl onto R
N . Note that owing
to (11.4) the solution of (3.16) with initial datum ψ˜sl approaches the boundary layer v0 at exponential
rate as x → +∞. In particular, the u component converges to u and hence (5.2) is satisfied. We
remark in passing that, since the last component of v0 is identically 0, so is the last component of ψ˜sl
because σ is constant on the orbits of (3.16).
Step 4: to establish property B) in the statement of Theorem 5.2 we combine property B) in Lemma 4.8
with the regularity part of Lemma 11.1, with (11.6) and with Lemma 11.3.
To conclude this paragraph we make some heuristic comment on the proof of Theorem 5.2. In
particular, we recall Case 1 and Case 2 at the end of § 4.3.2 and we describe the structure of the
boundary layer satisfying (5.2) in these cases.
Case 1: τ = sk. In this case u = ζk(u˜, sk) and the boundary layer lying onM00 is trivial, i.e. u(x) ≡
u. Also, z00(sk) = 0 and hence v0(0) = vˇ, which owing to (11.6) implies that mp(u˜, s2, . . . , sk) =
02N−1. This implies that ψ˜sl(u˜, s2, . . . , sk) = m−(u˜, s2, . . . , sk). Hence, in this case the boundary
layer satisfying (5.2) does not have any component lying onM00 and the u component decays to u at
exponential rate.
Case 2: τ < sk. In this case there is a nontrivial boundary layer lying on M00, which satisfies (4.19).
By applying Lemma 11.2 we construct a slaving manifold of solutions of (3.16) that approaches the
boundary layer lying on M00 at exponential rate. In this case the boundary layer satisfying (5.2) will
in general converge to u at a slower rate than in Case 1.
5.3. Application to the Navier-Stokes and MHD equations.
5.3.1. Navier-Stokes equation. We recall the discussion in § 4.4.1, that the manifoldM0 coincides with
the manifold M00 and that k − 2 = 0. This implies that the analysis in § 5 is actually redundant in
this case.
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5.3.2. MHD equations with η > 0. We recall the discussion in § 3.3.2 and that k− 2 = 2. This implies
that we need the analysis in § 5 and the function ψsl depends on u˜ and on 3 other variables s2, s3, s4.
6. Complete boundary layers analysis
Very loosely speaking, in this section we combine the “slow” boundary layers lying on M0 with the
“fast” boundary layers lying on a stable manifold for (1.14). See § 1.1 for a more detailed discussion.
Owing to the nonlinearity, we cannot simply add the “slow” and the “fast” boundary layers, but we
have to take into account possible interactions. From the technical viewpoint, this issue is tackled by
relying on the notion of slaving manifold, which is overviewed in § 11. The exposition is organized as
follows. In § 6.1 we work on system (1.14), where h is given by (3.4). In § 6.2 we show that (in some
cases) we can actually go back to the original system (3.2). This requires a quite careful analysis which
uses Hypothesis 5. As in the previous sections, we focus on the case h = 1 and we refer to § 8 for the
case h > 1.
6.1. Fast variable analysis. First, we have to introduce some notation. We recall the proof of
Theorem 5.2 and the fact that the map ψsl(u˜, s2, . . . , sk) is the projection onto R
N of a map ψ˜sl,
attaining values in RN × RN−2 × R such that i) the last component of ψ˜sl(u˜, s2, . . . , sk) is identically
0; ii) for every (u˜, s2, . . . , sk) the solution of the Cauchy problem obtained by coupling (3.16) with the
initial datum ψ˜sl(u˜, s2, . . . , sk) satisfies limx→+∞ u(x) = u, where u is a certain state depending on u˜
and sk. Next, we recall that system (3.16) is obtained from (3.9) through the change of variables x = αy,
and that (3.9) is system (1.14) restricted onM0, which is a center manifold for system (1.14). We now
consider the solution of the Cauchy problem obtained by coupling the initial datum ψ˜sl(u˜, s2, . . . , sk)
with system (3.16): this provides a solution of (1.14) lying on the center manifold M0. We term it
v0[u˜, s2, . . . , sk]. Note that this is not the same v0 as in § 5.2 and that, for any given u˜, s2, . . . , sk,
v0[u˜, s2, . . . , sk] is a function of y. The next lemma states that (1.14) has an invariant manifold of
orbits approaching v0[u˜, s2, . . . , sk].
Lemma 6.1. There is a sufficiently small constant δ > 0 such that the following holds. There is a
function ψ˜b : B
N
δ (u
∗)× Bkδ (0k)→ RN × RN−1 × R such that
A1) The last component of ψ˜b is identically 0.
A2) For every (u˜, s1, . . . , sk) the following holds: if v is the solution of the Cauchy problem obtained
by coupling the initial datum v(0) = ψ˜b(u˜, s1, . . . , sk) with system (1.14) (where h is given
by (3.4)), then
(6.1) lim
y→+∞
∣∣∣v(y)− v0[u˜, s2, . . . , sk](y)∣∣∣ = 0.
B) The map ψb is Lipschitz continuous with respect to both u˜ and s1, . . . , sk. It also is differentiable
with respect to s1, . . . , sk at any point (u˜,0k) and the columns of the Jacobian matrix are the
vector in (4.13), the vectors q2, . . . ,qk−1 in (5.1) and the vector (1,0N−1)
t.
Proof. We use the notion of slaving manifold and in particular Lemma 11.2. We fix (u˜, s2, . . . , sk),
we set v∗ := (u∗,0N−1, 0) and vˇ := (ψsl,0N−1, 0). The function ψsl is the same as in the statement
of Theorem 5.2 and it is evaluated at the point (u˜, s2, . . . , sk). We apply Lemma 11.1 with (11.1)
given by (1.14) and v∗ and vˇ as before. Note that by linearizing (1.14), applying Lemma 2.4 and
recalling that in we are considering the case h = 1 we conclude that the number n− in the statement
of Lemma 11.1 is 1. Owing to Lemma 11.1, we can define a function m−, which depends on s1 and
vˇ and hence (recalling the expression of vˇ) on s2, . . . , sk and u˜. Next, we apply Lemma 11.2 with
v0(0) = v0[u˜, s1, . . . , sk](0) and v
∗ and vˇ as before. We set
(6.2) ψ˜b(u˜, s1, . . . , sk) := m−(u˜, s1, . . . , sk)− vˇ +mp(u˜, s1, . . . , sk) + v0[u˜, s1, . . . , sk](0).
Owing to (11.4), property A2) in the statement of Lemma 6.1 holds true. To establish property A1) it
suffices to recall that the last component of ψ˜sl(u˜, s1, . . . , sk) and hence of v0[u˜, s1, . . . , sk] is identically
0, use (6.1) and recall that the last component of every solution of (1.14) is constant.
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To establish property B), we combine property B) in the statement of Theorem 5.2, the regularity
statements in Lemma 11.1, (11.6) and Lemma 11.3. 
6.2. Back to the original variables. We recall that the function v satisfying (6.1) is a solution
of (1.14). We now want to go back to the original system (3.2) and obtain a boundary layer of (1.4).
This is possible owing to Lemma 6.2 below. In the statement of the lemma, ψb is the projection onto
R
N of the map ψ˜b, which attains values in R
N ×RN−1 × R.
Lemma 6.2. If α ◦ ψb(u˜, s1, . . . , sk) > 0 then there is a solution of (3.2) such that α(u(x))) > 0 for
every x > 0 and furthermore
(6.3) σ ≡ 0, u(0) = ψb(u˜, s1, . . . , sk), limx→+∞u(x) = u.
6.3. Proof of Lemma 6.2. The proof of Lemma 6.2 relies on some preliminary results.
Lemma 6.3. Let (u0, z20, 0) be a solution of (1.14) lying on M0. If α(u0) > 0 at y = 0, then
α(u0) > 0 for every y ≥ 0 and furthermore
(6.4)
ˆ +∞
0
α(u0(y))dy = +∞.
Conversely, if α(u0) < 0 at y = 0, then α(u0) < 0 for every y ≥ 0 and the integral at the left hand
side of (6.4) equals −∞.
Proof of Lemma 6.3. We only consider the case where α(u0) > 0 at y = 0, the other case is analogous.
We apply Lemma 9.1 with a := α and f := ∂u1α (the partial derivative of α with respect to the first
component of u) and we point out that, owing to Hypothesis 5, the hypotheses of Lemma 9.1 are
satisfied. By applying Lemma 9.1 we conclude that ∂u1α = αg for some suitable function g.
Next, we set α0 := α(u0) and we recall that by restricting (1.14) on M0 we obtain (3.9). By using
the equality ∂u1α = αg, using again Hypothesis 5 and recalling (3.8) and σ = 0 we conclude that
dα0/dy = α
2
0g˜ for some smooth function g˜ (its precise expression is not important here). We term m a
constant satisfying |g˜| ≤ m (recall that u0 is confined in a neighbourhood of u∗ by definition of center
manifold) and by the comparison principle for ODEs we arrive at
(6.5)
α0(0)
myα0(0) + 1
≤ α0(y),
which implies that, if α0(0) > 0, then α0(y) > 0 for every y > 0 and furthermore (6.4) holds true. 
By relying on Lemma 6.3 we establish the following result.
Lemma 6.4. Let ψ˜b and v be the same as in the statement of Lemma 6.1 and let u denote the first
N components of v. Fix u˜, s1, . . . , sk. If α(ψb(u˜, s1, . . . , sk)) > 0, then α(u(y)) > 0 for every y ≥ 0
and furthermore
(6.6)
ˆ +∞
0
α(u(y))dy = +∞.
Proof of Lemma 6.4. We assume α(ψb) > 0: by construction, this means that α(u) > 0 at y = 0. By
combining Hypothesis 5 and (1.14) and recalling (3.4) and that σ = 0 we conclude that dα(u(y))/dy
is 0 when α(u(y)) = 0. This implies that, if α(u(y)) > 0 at y = 0, then α(u(y)) > 0 for every y. We
are left to establish (6.6).
We recall the definition of v0 given before the statement of Lemma 6.1 and we term u0 the first N
components of v0. We recall that v0 lies on M0, and hence satisfies Lemma 6.3. Owing to (11.3),
(6.7) |α(u(y)) − α(u0(y))| ≤ O(1)e−2γy ,
for every y > 0 and for a suitable constant γ > 0. We separately consider the following cases.
Case 1: α(u0) > 0 at y = 0. We write α(u) = α(u0)+α(u)−α(u0) and by combining (6.4) and (6.7)
we arrive at (6.6).
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Case 2: α(u0) < 0 at y = 0. By combining the decomposition α(u) = α(u0) + α(u)− α(u0) with the
second part of Lemma 6.4 we conclude that the right hand side of (6.6) is −∞, which contradicts the
fact that α(u(y)) > 0 for every y ≥ 0. This means that Case 2 cannot occur.
Case 3: α(u0) = 0 at y = 0. Owing to Lemma 6.4, this implies that α(u0) = 0 for every y ≥ 0 and
hence that α(u) = α(u) − α(u0) for every y. Owing to (6.7) this implies that |α(u(y))| ≤ O(1)e−2γy
for every y ≥ 0 and for some γ > 0. On the other hand, by combining Hypothesis 5, (3.4) and (1.14)
and recalling Lemma 9.1 and that z2 is confined in B
N−1
δ (0N−1) we conclude that dα(u(y))/dy =
O(1)δα(u(y)). By the comparison principle for ODEs, this implies that α(u(y)) ≥ α(u(0)) exp(O(1)δy).
If δ is sufficiently small, this contradicts the estimate |α(u(y))| ≤ O(1)e−2γy , provided that α(u(0)) 6= 0.
Hence, we actually have α(u(0)) = α(ψb) = 0, which contradicts the assumption α(ψb) > 0. This
means that Case 3 cannot occur and concludes the proof of Lemma 6.4. 
We can now provide the
Proof of Lemma 6.2. We fix u˜, s1, . . . , sk and, as in the statement of Lemma 6.1, we term v the solution
of the Cauchy problem obtained by coupling (1.14) with the initial condition v(0) = ψ˜b(u˜, s1, . . . , sk).
We term u the first N components of v. We define the function x : [0,+∞[→ R by setting
(6.8) x(y) :=
ˆ y
0
α(u(z))dz.
Assume that α(ψb(u˜, s1, . . . , sk)) > 0: owing to Lemma 6.4, this implies that x is an invertible change
of variables from [0,+∞[ onto [0,+∞[. We term η its inverse. The function v ◦ η is a solution of (3.2)
and α ◦ u ◦ η(x) > 0 for every x > 0 owing to Lemma 6.4. The see that u ◦ η satisfies (6.3) we
recall (6.1) and we point out that by definition (see the discussion before the statement of Lemma 6.1)
the first N components of the function v0 are a function u satisfying (6.3). This concludes the proof
of Lemma 6.2. 
6.4. Application to the Navier-Stokes and MHD equations.
6.4.1. Navier-Stokes equations. We recall the discussion in § 2.3 and § 4.4.1 and that k = 2 and we
conclude that that ψb depends on (u˜, s1, s2). Concerning the analysis in § 6.2, recall that the function
α is α(ρ, u, θ) = u.
6.4.2. MHD equations with η > 0. We recall the discussion in § 5.3.2, that k = 4 and that α(u) = u.
We conclude that that ψb depends on (u˜, s1, s2, s3, s4).
7. Proof of the main results
In this section we establish the proof of Theorem 1.1, Proposition 1.2 and Corollary 2.6 in the case
where h = 1, and we refer to § 8 for the case h > 1.
7.1. Proof overview. We overview the proof of Proposition 1.2 and Corollary 2.6. Theorem 1.1 is
actually a corollary of Proposition 1.2 and we discuss its proof in § 7.5. Also, note that we mostly focus
on the case where the data ui and ub are close to a state u
∗ satisfying (2.11), which is the case we
termed doubly characteristic. If (2.11) does not hold, the analysis is actually simpler, and we discuss
it in § 7.7.
The very basic idea of the proof of Theorem 1.1 and Proposition 1.2 is the same as in the paper
by Lax [23]. We recall that the key point in [23] is the construction of the i-th admissible wave fan
curve φi(u˜) through a given state u˜. This curve contains all the states that can be connected to u˜
by either a rarefaction wave or an admissible shock or a contact discontinuity with speed close to the
i-th eigenvector of E−1A. One then composes the curves φ1, . . . ,φN , takes the inverse function and
determines a solution of the Cauchy problem obtained by patching together finitely many rarefaction
waves, admissible shocks and contact discontinuities. In the present paper we focus on the initial-
boundary value problem and we work in the domain x ∈ [0,+∞[. We use the admissible wave-fan
curves φk+1, . . . ,φN (a more general version than those in [23]), to connect the initial datum ui
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to some state u˜. Next, we have to describe the states that can be connected to u˜ by rarefaction
waves, admissible shocks and contact discontinuities with speed bigger than, but close to, 0, and by
boundary layers. This is done by using the analysis discussed in the previous section, and in particular
Theorem 5.2 and Lemma 6.1. To conclude we have to show that the composite map is invertible.
The proof is organized as follows. In § 7.2 we recall the construction of the admissible wave fan
curve under more general hypotheses than those in [23]. In § 7.3 we discuss the proof of the main
results in the case where we assign N boundary conditions on (1.4), in § 7.4 we consider the case where
we assign N − 1 boundary conditions. In § 7.5 we provide the proof of Theorem 1.1, which follows
from the proof of Proposition 1.2. In § 7.6 we establish the proof of two technical lemmas. In § 7.7 we
discuss the case where (2.11) is violated.
7.2. The admissible wave fan curve. The admissible wave fan curve φi was first constructed in [23]
under the assumptions that the system is in conservation form and that the i-th characteristic field is
either linearly degenerate or genuinely nonlinear. These hypotheses were later relaxed in a series of
papers by Liu [25, 26], Tzavaras [38] and Bianchini [4]. We now recall a result from [4].
Lemma 7.1. Under Hypotheses 1,. . . , 5, for every i = (k + 1), . . . , N , there is a sufficiently small
constant δ > 0 such that the following holds. There is a function φi : B
N
δ (u
∗)×]− δ, δ[→ RN satisfying
the following properties:
i) For every (u˜, si) ∈ BNδ (u∗)×]− δ, δ[, the value u˜ (on the right) is connected to φsii (u˜) (on the
left) by rarefaction waves and an at most countable number of shocks and contact discontinuities
satisfying Liu admissibility condition.
ii) The map φi is Lipschitz continuous with respect to both u˜ and si. It also is differentiable with
respect to si at any point (u˜, 0) and furthermore
(7.1)
∂φsii (u˜)
∂si
∣∣∣∣
si=0
= ri(u˜),
where ri(u˜) is an eigenvector of E
−1A(u˜) associated to λi(u˜).
Note that, if the system is not in conservation form, the Rankine-Hugoniot conditions are not defined
and hence the fact that two given states u− and u+ ∈ RN can be the left and the right state of a shock
or a contact discontinuity depends on the underlying viscous mechanism. The notion of shock curve
in the nonconservative case is discussed in [4, §3].
7.3. The case where we assign a full boundary condition. In this paragraph we tackle the
case where α > 0 at the boundary, which implies that β(u,ub) = u − ub and hence that we assign
N boundary conditions at x = 0. We first establish the proof of Proposition 1.2, next the proof of
Corollary 2.6.
7.3.1. Proof of Proposition 1.2. First, we fix ui and we consider the map
(7.2) ζtot(s1, . . . , sN ) := ψb(φ
sk+1
k+1 ◦ . . .φsNN (ui), s1, . . . , sk).
The meaning of the above formula is the following: we are evaluating the function ψb (the same as in
the statement of Lemma 6.1) at the point (u˜, s1, . . . , sk), where u˜ is given by φ
sk+1
k+1 ◦ . . .φsNN (ui).
Lemma 7.2. Assume that u∗ satisfies (2.11). There is a sufficiently small constant δ > 0 such that,
if |ui − u∗| < δ, then the map ζtot defined as in (7.2) is locally invertible in a neighborhood of 0N .
The proof of Lemma 7.2 is provided in § 7.6. Owing to Lemma 7.2, the equation ζtot(s1, . . . , sN ) = ub
uniquely determines the values of (s1, . . . , sN ) provided |ui − ub| is sufficiently small. We now exhibit
u satisfying properties i),. . . iii) in the statement of Proposition 1.2. We set u˜ := φ
sk+1
k+1 ◦ . . .φsNN (ui)
and we point out that, owing to Lemma 7.1, u˜ (on the left) and ui (on the right) are joined by
rarefactions waves and Liu admissible shocks and contact discontinuities. In particular, if the system
is in conservation form and every vector field is either genuinely nonlinear or linearly degenerate one
can use Lax’s construction [23]. Assume for a moment that we can indeed use the same construction
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as in [23] and consider the Cauchy problem between ui (on the right) and u˜ (on the left): there is a
value λ˜ > 0 close to λk+1(u˜) such that the solution of the Cauchy problem is identically equal to u˜ for
x < λ˜t. The solution of the Riemann problem with data ui (on the right) and u˜ (on the left) in the
general case is constructed in [4, 5] and it is identically equal to u˜ for x < λ˜t.
We now define the function u satisfying the statement of Proposition 1.2 on the set x > λ˜t: on this
set we define it as the solution of the Riemann problem with data ui (on the right) and u˜ (on the left)
and we refer to [4, 5, 23] for the explicit expression (see in particular [5, formula (14.7)]). Next, we
consider the value sk and we complete the proof of Proposition 1.2.
We first assume that the k-th vector field is linearly degenerate, namely we assume conditions I)
and II) at the beginning of § 4.2. We separately consider the following cases:
• if λk(u˜) > 0, then we recall (see § 5.1) that u = ζk(u˜, sk) and we set u¯ := u = ζk(u˜, sk). We
set
(7.3) u(t, x) =


see [4, 5, 23] x > λ˜t,
u˜ λk(u˜)t < x < λ˜t,
u¯ 0 < x < λk(u˜)t,
and we now show that the above function satisfies properties i), ii) and iii) in the statement
of Proposition 1.2. We recall the proof of Lemma 4.6 and we conclude that property Ai) in
the statement of Lemma 4.6 is satisfied, which in turn implies (recalling the definition of u˜)
that properties i) and ii) in the statement of Proposition 1.2 are satisfied. Property iii)1 is
trivial since u = u¯. To establish property iii)2 we use (6.3) and we recall that we have imposed
ψb(u˜, s1, . . . , sk) = ub.
• if λk(u˜) = 0, then we recall (see § 5.1) that u = ζk(u˜, sk) and in this case we set u¯ := u˜. We
set
(7.4) u(t, x) =
{
see [4, 5, 23] x > λ˜t,
u˜ 0 < x < λ˜t.
Note that property iii)1 in the statement of Theorem 1.1 is satisfied because property Ai) in
the statement of Lemma 4.6 is satisfied, which implies (since λk(u˜) = 0 and the field is linearly
degenerate) that there a Liu admissible contact discontinuity joining u¯ = u˜ (on the right) with
u = ζk(u˜, sk) (on the left). We can establish the other properties of Proposition 1.2 by arguing
as in the previous case.
• if λk(u˜) < 0, then we recall (see § 5.1) that u = u˜ and we set u¯ := u = u˜ and define u as
in (7.4). Recall that property Aii) in the statement of Lemma 4.6 is satisfied. By the definition
of u˜, properties i) and ii) in the statement of Proposition 1.2 are satisfied. Property iii)1 is
trivial since u = u¯. To establish property iii)2 we use (6.3) and we recall that we have imposed
ψb(u˜, s1, . . . , sk) = ub.
We now consider the general case, when assumptions I) and II) at the beginning of § 4.2 are not
necessarily satisfied. We assume for simplicity sk > 0 (the case sk < 0 is analogous) and we recall that
the function f is defined as in (4.22) and that u = uk(τ), where uk satisfies (4.20) and τ is as in (4.26).
We let σ be the same as in (4.20) and we recall that σ is non-negative and non-increasing. We define
the value τ¯ by setting
(7.5) τ¯ :=
{
min{τ ∈ [0, sk] : σ(τ) = 0} σ(sk) = 0,
sk σ(sk) > 0.
See also Figure 1. We now define u by setting
(7.6) u(t, x) =


see [4, 5, 23] x > λ˜t,
u˜ σ(0)t < x < λ˜t,
uk(τ) σ(τ)t = x, 0 ≤ τ ≤ τ¯ ,
where as before uk satisfies (4.20). Note that the trace of the function u in (7.6) on the t axis is
u¯ := uk(τ¯). We now verify that the function u in (7.6) satisfies the properties in the statement of
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Theorem 1.1. We need the following result (where we denote by f the same function as in (4.22) and
by τ the same value as in (4.26))
Lemma 7.3. We have τ¯ ≤ τ and monconc[0,sk] f(τ¯) = f(τ¯) = f(τ) = m, where m is the maximum of
f as in (4.26).
We postpone the proof of Lemma 7.3 and we point out that, owing to the inequality τ¯ ≤ τ and to
Lemma 4.10, monconc[0,sk] f = conc[0,sk]f on [0, τ¯ ]. This implies that we can apply the analysis in [4]
and conclude that u¯ = uk(τ¯) (on the left) is connected to u˜ (on the right) by rarefaction waves and a
sequence of Liu admissible shocks or contact discontinuities with strictly positive speed and that the
function u in (7.6) satisfies properties i) and ii) in the statement of Proposition 1.2.
To establish property iii), we separately consider the the cases τ¯ = sk and τ¯ < sk. Assume τ¯ = sk:
since τ¯ ≤ τ by Lemma 7.3, we can infer from τ¯ = sk that τ¯ = τ and hence u¯ = u, which implies that
property iii)1 is trivially satisfied. To establish property iii)2 we use (6.3).
If τ¯ < sk, we recall that f(τ¯) = f(τ) = m by Lemma 7.3 and that monconc[0,sk] f ≡ conc[0,sk]f on
[0, τ ] by Lemma 4.10: by applying again the analysis in [4] we conclude that u¯ (on the right) and u
(on the left) are connected by a Liu admissible shock or contact discontinuity. To establish property
iii)2 in the statement of Proposition 1.2 we use (6.3). This concludes the proof of Proposition 1.2.
Proof of Lemma 7.3. To establish the inequality τ¯ ≤ τ , we recall that by Lemma 4.10 moncon[0,sk]f ≡
m on [τ , sk], which in turn implies that σ ≡ 0 on [τ , sk] because by definition σ is the derivative of
moncon[0,sk]f ≡ m. By the definition of τ¯ , this implies that τ¯ ≤ τ .
We now establish the equalities monconc[0,sk] f(τ¯) = f(τ¯) = f(τ) = m by separately considering the
following cases.
Case 1: τ¯ = sk. This implies τ¯ = τ . By (4.10) and the definition of τ (see (4.26)) we have
monconc[0,sk] f(τ) = f(τ) = m and hence we conclude that monconc[0,sk] f(τ¯) = f(τ¯) = f(τ) = m,
which concludes the proof of the lemma.
Case 2: τ¯ < sk. Since σ is a non-increasing function, then σ ≡ 0 on [τ¯ , sk] and in particular σ ≡ 0 on
[τ¯ , τ ], which implies that monconc[0,sk] f(τ¯) = monconc[0,sk] f(τ). On the other hand, by (4.10) and
the definition of τ (see (4.26)) we have monconc[0,sk] f(τ) = f(τ) = m. To conclude we are left to
establish the equality f(τ¯) = monconc[0,sk] f(τ¯). We separately consider the cases τ¯ = 0 and τ¯ > 0.
Case 2A: τ¯ > 0. We recall that by Lemma 4.10 and the inequality τ¯ ≤ τ we have monconc[0,sk] f ≡
conc[0,sk]f on [0, τ¯ ]. We claim that there is a strictly increasing sequence {τn} such that τn ↑ τ¯ as
n → ∞ and f(τn) = conc[0,sk]f(τn). If this were not the case, then there would be τ0 < τ¯ such that
f < conc[0,sk]f on ]τ0, τ¯ [. This would imply that σ is constant on ]τ0, τ¯ [. Since σ is a continuous
function and σ(τ¯ ) = 0, then we would have σ ≡ 0 on ]τ0, τ¯ [, and this would contradict the definition
of τ¯ . Hence the sequence {τn} exists and by taking the limit in the equality f(τn) = conc[0,sk]f(τn) =
monconc[0,sk]f(τn) we establish the desired equality.
Case 2B: τ¯ = 0. Since f(0) = 0 by the definition (4.22) of f , then conc[0,sk]f(0) = 0. Since
monconc[0,sk] f ≡ conc[0,sk]f on [0, τ ], then monconc[0,sk] f(0) = f(0) = 0 and this concludes the proof
of the lemma. 
7.3.2. Proof of Corollary 2.6. We recall that in § 7.3 we are focusing on the case where α(ub) > 0.
We first show that α(u) ≥ 0. To see this we recall Lemma 6.2 and that ub = ψb(u˜, s1, . . . , sk). Owing
to (6.3) and to the continuity of α, we conclude that α(u) ≥ 0.
We are left to prove that, if α(u) ≥ 0, then α(u¯) ≥ 0. We first consider the linearly degenerate case.
More precisely, we assume that properties I) and II) at the beginning of § 4.2 are satisfied. We recall
that by the analysis at the previous paragraph if either λk(u˜) > 0 or λk(u˜) < 0, then u = u¯ and hence
the property α(u¯) ≥ 0 is trivial. If λk(u˜) = 0, we recall that u and u¯ both lie on the curve ζk(u˜, sk),
which is defined as in proof of Lemma 4.6, and hence the implication α(u) ≥ 0 =⇒ α(u¯) ≥ 0 follows
from property C) in the statement of Lemma 4.6.
We now establish the implication α(u) ≥ 0 =⇒ α(u¯) ≥ 0 in the general case. We recall that
u = uk(τ ) and that u¯ = uk(τ¯) for suitable values τ and τ¯ and for uk satisfying (4.20). To establish
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the implication it suffices to show that α ◦uk cannot change sign on [0, sk], and to prove this it suffices
to show that, if α ◦ uk = 0, then ∂(α ◦ uk)/∂τ = 0. To see this, we use again (2.12), (3.8) and the
structure of the derivative ∂uk/∂τ , which comes from (4.20).
7.4. The case where we assign N − 1 boundary conditions. In this paragraph we establish the
proof of Proposition 1.2 and Corollary 2.6 in the case where α ≤ 0 at the boundary, which implies that
β(u,ub) = 0N if and only if u2 −u2b = 0N−1 and hence that we assign N − 1 boundary conditions at
x = 0 on (1.4).
First, we fix ui and we term pu2 : R
N → RN−1 the projection pu2(u1,u2) = u2 and we consider the
map
(7.7) ζpar(s2, . . . , sN ) := pu2 ◦ψsl(φsk+1k+1 ◦ . . .φsNN (ui), s2, . . . , sk).
The meaning of the above formula is the following: we are evaluating the function ψsl (the same as in
the statement of Theorem 5.2) at the point (u˜, s2, . . . , sk), where u˜ is given by φ
sk+1
k+1 ◦ . . .φsNN (ui).
Lemma 7.4. Assume that u∗ satisfies (2.11). There is a sufficiently small constant δ > 0 such that,
if |ui − u∗| < δ, then the map ζpar defined as in (7.2) is locally invertible in a neighborhood of 0N−1.
The proof of Lemma 7.4 is established in § 7.6. To establish the proof of Proposition 1.2 we impose
(7.8) pu2(ub) = pu2 ◦ψsl(φsk+1k+1 ◦ . . .φsNN (ui), s2, . . . , sk),
which is equivalent to say that β(ψsl(φ
sk+1
k+1 ◦ . . .φsNN (ui), s2, . . . , sk),ub) = 0N .
The rationale underpinning (7.8) is the following. If α(ub) ≤ 0, then we can only impose a boundary
condition on the last N−1 conditions on the solution of (1.4), i.e. we can impose a boundary condition
on u2. This loss of boundary condition is consistent with the fact that there is no “fast component”
of the boundary layers, i.e. we do not need the analysis in § 6. Indeed, recall that in § 6 we have
constructed the fast component of the boundary layers and a key point in the construction is that, if
α(u(0)) > 0, then (6.8) is an invertible change of variables from [0,+∞[ onto [0,+∞[. If α(u(0)) < 0,
then (6.8) maps [0,+∞[ onto ] − ∞, 0] and if α(u(0)) = 0 then (6.8) does not define a change of
variables. This implies that formula (6.3) does not extend to the case α(ψb) ≤ 0 and explains why
there is no “fast component” of the boundary layers in the case α(ub) ≤ 0.
Owing to Lemma 7.4, equation (7.8) uniquely determines the values of (s2, . . . , sN ) and the rest
of the proof of Proposition 1.2 is basically the same as in the case where we assign a full boundary
condition, see § 7.3. The main difference is that when in § 7.3 we use (6.3) here we have to use (5.2).
The proof of Corollary 2.6 is also the same. We omit the details.
7.5. Proof of Theorem 1.1. The proof of Theorem 1.1 follows from the proof of Proposition 1.2.
Indeed, assume that the hypotheses of Theorem 1.1 are satisfied: in particular, there is an invertible
diffeomorphism u ↔ w such that, if w satisfies (1.1), then u satisfies (1.3), and viceversa. Apply
Proposition 1.2 to u and consider the function w(t, x) := w(u(t, x)). We claim that w satisfies
properties a), b), c) and d) in the statement of Theorem 1.1. Properties a) and d2) are a direct
consequence of properties i) and iii)2 in the statement of Proposition 1.2. To establish the other
properties, we point out that, by the proof of Proposition 1.2, u¯ is connected to ui by rarefaction
waves, shocks and contact discontinuities constructed by relying on the admissible wave fan curves
defined in [4] (see also Lemma 7.1 in here). By the analysis in [4], this implies that the state w¯ = w(u¯)
is connected to w¯ = w(ui) by rarefaction waves, shocks and contact discontinuities and that w(t, x)
is a distributional solution of (1.2). Very loosely speaking, the reason why this is true is because the
admissible wave fan curve φi is constructed by relying on smooth solutions (more precisely, traveling
waves solutions) of (1.3), and smooth solutions of (1.3) are in a one-to-one correspondence with smooth
solutions of (1.1).
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7.6. Proof of Lemmas 7.2 and 7.4. The proof is organized as follows. First, we recall some notation
and we establish a preliminary result, i.e. Lemma 7.5. Next, we establish Lemma 7.2 and Lemma 7.4.
We recall that q2(u), . . . ,qk(u) are the vectors defined as in (5.1) and rk(u), . . . , rN (u) are the
eigenvectors of E−1A(u) associated to λk(u), . . . , λN (u), respectively. Note that, owing to (2.11) and
Lemma 4.5, qk(u
∗) = rk(u
∗).
Lemma 7.5. Let u∗ satisfy (2.11). The vectors
(7.9)
(
1
0N−1
)
,q2(u
∗), . . . ,qk−1(u
∗), rk(u
∗), . . . , rN (u
∗).
are linearly independent.
Proof of Lemma 7.5. In the proof we assume that the vectors q2, . . . ,qk−1, rk, . . . , rN are alway eval-
uated at the point u∗. First, we make the following remarks.
• The vectors rk, . . . , rN are linearly independent because they are eigenvectors associated to
different eigenvalues. We term W+ the space generated by rk, . . . , rN , which has dimension
N + 1− k.
• The vectors q2, . . . ,qk−1 are also linearly independent. To see this, we recall definition (5.1),
the fact that p2, . . .pk−1 are linearly independent and the fact that the matrix R0 has maximal
rank. We term W− the space generated by q2, . . . ,qk−1, which has dimension k − 2.
• We also term Wb the space generated by (1,0N−1)t
We now proceed according to the following steps.
Step 1: we show that Wb ∩W− =
{
0N
}
. It suffices to combine (5.1), the fact that p2, . . .pk−1 are
linearly independent and the fact that the matrix R0 has maximal rank.
Step 2: we show that W+ ∩
(
Wb ⊕W−
)
=
{
0N
}
. We fix ξ in the intersection, namely
(7.10) ξ =
k−1∑
i=2
aiqi + a1
(
1
0N−1
)
=
N∑
j=k
birj
for suitable coordinates a1, . . . , ak−1 and bk, . . . , bN . We want to show that ξ = 0N . We use the second
equality in (7.10), we recall that Arj = λjErj and finally we use (10.1) with T = E. We conclude that
(7.11) ξtAξ =
N∑
j=k
b2jλj |ri|2.
Next, we point out that, owing to the relation at21R0(u
∗,0N−2, 0) = 0
t
N−2 (see (3.8)) ,
qtiAqi =
( −e−111 dtpi
R0pi
)t(
0 at21
a21 A22
)( −e−111 dtpi
R0pi
)
= ςi|pi|2,
where ςi < 0 is the eigenvector of R
t
0A22R0(u
∗,0N−2, 0) associated to pi. By using the first equality
in (7.10) and the relation ptipj = 0 if i 6= j (see the discussion before (5.1)) we arrive at
(7.12) ξtAξ =
k−1∑
i=2
a2i ςi|pi|2.
We now compare (7.11) and (7.12) and we recall that λk(u
∗) = 0, 0 < λk+1(u
∗) < · · · < λN (u∗)
and ς2, . . . , ςk−1 < 0. We conclude that a2 = · · · = ak−1 = 0 = bk+1 = · · · = bN . This implies that
a1(1,0N−1)
t = bkrk, but owing to the Kawashima-Shizuta condition (2.5) this implies that a1 = bk = 0,
namely that ξ = 0N . This concludes the proof of the lemma. 
We can now provide the
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Proof of Lemma 7.2. First, we combine property B) in the statement of Lemma 6.1 with property
B) in the statement of Lemma 7.1 and we conclude that the map under consideration is Lipschitz
continuous and differentiable at (s1, . . . , sN ) = 0N . Next, we recall a version of the Implicit Function
Theorem valid for Lipschitz continuous maps (see [12, p.253]) and we conclude that to show that the
map is invertible it suffices to show that the columns of the Jacobian matrix evaluated at 0N are
linearly independent. By continuity, it suffices to prove that they are linearly independent in the case
where ui = u
∗. This is true by Lemma 7.5. The proof of the lemma is complete. 
Finally, we provide the
Proof of Lemma 7.4. We argue as in the proof of Lemma 7.2 and we conclude that it suffices to show
that the vectors pu2 ◦q2, . . . ,pu2 ◦qk−1(u∗),pu2 ◦rk, . . . ,pu2 ◦rN (u∗) are linearly independent. Assume
that
k−1∑
i=2
aipu2 ◦ qi(u∗) +
N∑
j=k
bjpu2 ◦ rj(u∗) = 0N−1,
for some real numbers a2, . . . , ak−1, bk, . . . , bN . This implies that the vector
∑k−1
i=2 aiqi +
∑N
j=k bjrj
belongs to the space generated by (1,0tN−2). Owing to Lemma 7.5, this implies that a2 = · · · = ak−1 =
bk = · · · = bN = 0 and shows that the vectors pu2 ◦ q2(u∗), . . . ,pu2 ◦ qk−1(u∗),pu2 ◦ rk(u∗), . . . ,pu2 ◦
rN (u
∗) are linearly independent. 
7.7. The case where (2.11) does not hold. We recall that the data ub and ui in the statement
of Theorem 1.1 and Proposition 1.2 are sufficiently close. We can assume that they belong to a
sufficiently small neighborhood of a given state u∗. We have so far discussed considered the case where
u∗ satisfies (2.11). We now discuss the proof of Theorem 1.1, Proposition 1.2 and Corollary 2.6 in the
case where (2.11) does not hold. We separately consider the following cases.
Case 1: if α(u∗) = 0, but all the eigenvalues of E−1A are bounded away from 0, then the boundary
is not characteristic, and the analysis is the same as in the present paper, but simpler. In particular,
Lemma 3.6 modifies as follows: let n be the number of strictly negative eigenvalues of E−1A, then
the matrix Rt0A22R0(u
∗,0N−2, 0) is nonsingular and has n− 1 eigenvalues with strictly negative real
part, and N − n− 1 eigenvalues with strictly positive real part (each eigenvalue is counted according
to its multiplicity). Since the matrix Rt0A22R0(u
∗,0N−2, 0) is nonsingular, then we do not need the
analysis in § 4. The rest of the analysis is basically the same.
Case 2: if α(u∗) 6= 0, then α is bounded away from 0 in a sufficiently small neighborhood of u∗.
Assume that α− λi is also bounded away from 0, for every λi positive eigenvalues of E−1A. Then we
can apply the analysis in [7].
Case 3: assume that α is bounded away from 0, but α(u∗) = λj(u
∗) > 0 for some λj positive
eigenvalue of E−1A. We can then apply the analysis in [7] to study the boundary layers, but we need
some of the analysis of the present paper to construct the j-th admissible wave fan curve. Indeed, to
construct this curve we have to study the equation of the traveling waves with speed σ close to λj.
This means that we have to study (3.2), which is singular at u∗ when σ = λj(u
∗). To tackle this
issue we consider (1.14), we linearize at v∗ = (u∗,0N−2, λj(u
∗) and we construct a center manifold.
By arguing as in § 3, we can show that the restriction of (3.2) is (3.16) for a suitable function Θ0
attaining the value Rt0[A22 − λjE22]R0 at the point (u∗,0N−2, λj(u∗)). By arguing as in the proof of
Lemma 3.6 we get that the matrix Rt0[A22−λjE22]R0 evaluated at (u∗,0N−2, λj(u∗)) is singular. We
can then argue as in § 4.1 and construct a center manifold. To construct the j-th admissible wave fan
curve we rely on the analysis in [4] and argue as in § 4.3, the main difference is that in (4.20) we have
to take the concave envelope instead of the monotone concave envelope.
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8. The case h > 1 (the dimension of the kernel of B is larger than 1)
In this section we discuss how to extend the analysis at the previous section to the case where h > 1.
Note that, owing to the discussion in § 2.4, this is the case of the MHD equations with η = 0, where
h = 3. We now separately discuss the extension of the analysis of each of the previous sections.
8.1. The analysis in § 3. By arguing as in § 3, we can write (3.1) in the form (3.2) provided
(8.1)
h(v) :=


−E−111At21z2[
α− σ]z2
B−122
(
[α− σ][A22 − σE22 −G2]− A21E−111 At21 +G1E−111 At21
)
z2
0

 , v :=


u1
u2
z2
σ

 .
Note that now u1 ∈ Rh, u2, z2 ∈ RN−h. By linearizing the above equation at the point (u∗,0N−h, 0)
we get that the center space is given by
M0 :=
{
(u1,u2, z2, σ) ∈ R2N : At21(u∗)z2 = 0h
}
.
Note that the relation At21(u
∗)z2 = 0h means that z2 is perpendicular to the h columns of A21, which
are linearly independent by Lemma 2.2. This implies that the dimension of (any) center manifold is
2N−2h+1. We can then repeat the analysis in § 3 with no relevant change. Note that now z0 ∈ RN−2h
and R0 ∈M(N−h)×(N−2h) and recall that N ≥ 2h by Lemma 2.3. Also, note that (3.8) becomes
(8.2) At21R0(u, z0, σ)z0 = [α(u)− σ]Dt(u, z0, σ)z0
for a suitable functionD attaining values inM(N−2h)×h. We eventually arrive at Lemma 3.5 with (3.16)
replaced by
(8.3)


u1
′ = −E−111 Dt(u, z0, σ)z0,
u′2 = R0(u, z0, σ)z0,
z′0 =Θ0(u, z0, σ)z0,
σ′ = 0.
Note that the function Θ0 attains values in M
(N−2h)×(N−2h) and satisfies (3.10). By arguing as in the
proof of Lemma 3.6 (see also [7, Lemma 4.7] and apply it with q = h, n11 = 0) one can establish the
following result.
Lemma 8.1. Assume that u∗ satisfies (2.11). Then h+1 ≤ k ≤ N−h and the signature of the matrix
Rt0A22R0(u
∗,0N−2, 0) is as follows:
• 1 eigenvalue is 0;
• k − h− 1 eigenvalues are strictly negative;
• N − k − h eigenvalues are strictly positive.
As usual, each eigenvalue is counted according to its multiplicity.
8.1.1. Applications to the MHD equations with η = 0. We recall the discussion in § 2.4.2 and that
u = (ρ,b, u,w, θ)t. Note that u1 = (ρ,b)
t and u2 = (u,w, θ)
t. Since N = 7 and h = 3, then
the dimension of the manifold M0 is 9, z0 is a real valued function, R0 attains value in R4 and it
is perpendicular to each column of A21 at (u
∗, 0, 0) owing to (8.2). By recalling (3.6) we conclude
that R0(u
∗, 0, 0) = (0,0t2,
√
ρ∗θ∗/k(ρ∗))t. The function Θ0 is real valued and attains the value 0 at
(u∗, 0, 0), which is consistent with Lemma 3.6 since in this case k−h−1 = 0 and N −k−h = 0 (recall
that k = 4).
8.2. The analysis in § 4. The analysis in § 4 extends with only minor changes to the case h > 1.
The dimension of the manifoldM00 is N +2 and one can construct the curve ζk by arguing as in § 4.2
(linearly degenerate case) and § 4.3 (general case). Note that (4.13) is replaced by
(8.4)
∂ζk
∂sk
(u˜, 0) =
( −E−111 Dtr00
R0r00
)
applied at the point
{
(u˜, 0, λk(u˜)) if λk(u˜) ≥ 0
(u˜, 0, 0) if λk(u˜) < 0.
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Note that Lemma 4.5 extends and hence, if λ(u˜) ≥ 0, then ∂ζk/∂sk evaluated at (u˜, 0) is an eigenvector
of E−1A(u˜).
8.2.1. Applications to the MHD equations with η = 0. We recall the discussion in § 2.4 and and we
point out that the analysis in § 4.1 is actually redundant in this case because the manifold M00 is
actually the whole manifoldM0. Indeed, by linearizing (8.3) at (u∗, 0, 0) we obtain a nilpotent matrix
and hence the center space is the whole R9.
Since an eigenvector of E−1A(u) associated to λ4(u) = u is r4(u) = (ρ,0
t
2, 0,0
t
2,−θ)t, then the
fourth vector field is linearly degenerate and hence we can apply the analysis in § 4.2 and we do not
need the analysis in § 4.3.
8.3. The analysis in § 5. The analysis in § 4 extends with only minor changes to the case h > 1.
In particular, we can extend Theorem 5.2 and by applying Lemma 8.1 we get that ψsl depends on u˜,
on sk and on other k− h− 1 scalar variables sh+1, . . . , sk−1. The function ψsl has the same regularity
as in property B) in the statement of Theorem 5.2. The columns of the Jacobian matrix evaluated at
the point (u˜,0k−h) are the vector in (8.4) and the vectors
(8.5) qi(u) :=
( −E−111 Dtpi
R0pi
)
, i = h+ 1, . . . , k − 1,
where ph+1, . . . ,pk−1 ∈ RN−2h are eigenvectors ofRt0A22R0(u,0N−2h, 0) associated to strictly negative
eigenvalues (the ones different from θ00(u, 0, 0) if λk(u) < 0).
8.3.1. Applications to the MHD equations with η = 0. We recall the discussion in § 8.2.1, that the
manifold M0 coincides with the manifold M00 and that k − h− 1 = 0. This implies that the analysis
in § 5 is actually redundant in this case and the function ψsl in Theorem 5.2 is the same as the function
ζk in Lemma 4.6.
8.4. The analysis in § 6. We first focus on Lemma 6.1: part A) in the statement of the lemma
extends with no change to the case h > 1. Part B) should be modified as follows: the regularity
is the same, but the columns of the Jacobian marix at (u∗,0k) are the vector in (8.4), the vectors
qh+1, . . . ,qk (defined as in (8.5)) and the vectors
(8.6) si :=
( −E−111 At21tj
0N−h
)
, j = 1, . . . , h,
where t1, . . . , th are linearly independent eigenvectors of −B22A21E−111 At21(u∗) associated the eigen-
values with negative real part (recall Lemma 2.4).
The main differences in the proof of Lemma 6.1 are: i) ψsl depends on (u˜, sh+1, . . . , sk); ii) when
we use Lemma 11.1 we apply Lemma 2.4 to determine n− and, if h > 1, then n− = h. The rest of the
proof is basically the same. The other results in § 6 extend with no relevant change to the case h > 1.
8.4.1. Applications to the MHD equations with η = 0. Since h = 3 and k = 4, then the function ψb
depends on (s1, s2, s3, s4) and on u˜. The function α(u) in § 6.2 is α(u) = u.
8.5. The analysis in § 7. To establish Theorem 1.1 in the case h > 1 we basically argue as in the case
h = 1. The main difference is that when α ≤ 0 at the boundary we have to define the function ζpar
by using the projection pu2 : R
N → RN−h by setting pu2(u1,u2) = u2. The statement of Lemmas 7.2
and 7.4 extends to the case h > 1. To establish their proof we rely on the following extension of
Lemma 7.5.
Lemma 8.2. Assume that u∗ satisfies (2.11) and let s1, . . . , sh, qh+1, . . .qk−1 be as in (8.6) and (8.5),
respectively. Then the vectors s1(u
∗), . . . , sh(u
∗), qh+1(u
∗), . . . qk−1(u
∗), rk(u
∗), . . . , rN (u
∗) are lin-
early independent.
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Proof of Lemma 7.5. In the proof we always assume that the vectors are evaluated at the point u∗. By
arguing as in the proof of Lemma 7.5 we obtain that the vectors qh+1, . . .qk−1 are linearly independent
and we term W− the generated subspace, which has dimension k−h−1. Also, we term W+ the space
generated by rk, . . . , rN and point out that W
+ has dimension N − k + 1.
We now show that the vectors s1, . . . , sh are linearly independent. Assume that there are a1, . . . , ah ∈ R
such that
h∑
i=1
aisi = 0N ,
then this implies that
h∑
i=1
aiE
−1
11 A
t
21tj = 0h
and hence that
−
h∑
i=1
aiB
−1
22 A21E
−1
11 A
t
21ti = 0h.
On the other hand, since t1, . . . , th are eigenvectors of the matrix −B−122 A21E−111 At21 associated to
strictly negative eigenvalues, this implies that there is a null linear combination of t1, . . . , th. Since by
assumption t1, . . . , th are linearly independent, this implies that all the coefficients of the linear com-
bination are 0. Since the i-th coefficient is the product between ai and a strictly negative eigenvalue
of B−122 A21E
−1
11 A
t
21, this implies that a1 = · · · = ah = 0 and shows that s1, . . . , sh are linearly indepen-
dent. We term W b the subspace generated by s1, . . . , sh, which has dimension h, and by recalling (8.6)
we conclude that W b = {(u1,0N−h) : u1 ∈ Rh}.
By repeating Step 1, 2 and 3 in the proof of Lemma 7.5 we then conclude the proof of Lemma 8.2.

9. Factorization results
The following lemma is elementary, we provide the proof for the sake of completeness.
Lemma 9.1. Fix a natural number m > 2. Assume f : Rd → R and a : Rd → R are two Cm function
that satisfy the following properties:
i. If a(x) = 0, then ∇a(x) 6= 0d.
ii. If a(x) = 0, then f(x) = 0.
Then there is a unique Cm−1 function g : Rd → R such that
(9.1) f(x) = a(x)g(x), for every x ∈ Rd.
Proof. We proceed according to the following steps.
Step 1: we write x ∈ Rd as x = (x1,x2)t, x1 ∈ R, x2 ∈ Rd−1 and we exhibit a function g satisfying (9.1)
in the case where a(x1,x2) = x1. We set
g(x) :=
f(x1,x2)
x1
if x1 6= 0, ∂f
∂x1
(0,x2) if x1 = 0.
By using the representation
g(x1,x2) =
1
x1
ˆ x1
0
∂f
∂x1
(ξ,x2)dξ if x1 6= 0,
we can show that the above function is continuous and by using the Taylor expansion formula we can
find its derivatives, which are continuous up to the order m− 1.
Step 2: we consider the general case. We fix a point x∗ such that a(x∗) = 0. Owing to assumption i),
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∇a(x∗) 6= 0d. Just to fix the ideas, we assume that ∂a/∂x1 6= 0. We consider the map w : Rd → Rd
defined by setting
(9.2) w(x) :=
(
a(x)
x2
)
.
Since by assumption ∂a/∂x1 6= 0 at x∗, then the Jacobian matrixDw(x∗) is non singular. Owing to the
Local Invertibility Theorem, there is a radius r(x∗) > 0 such that w is invertible in Bdr(x∗)(x
∗). We term
w−1 its inverse and we point out that, by construction, a(w−1(y)) = y1. We can then apply Step 1 to
the functions a◦w−1 and f ◦w−1 and infer that there is gx∗ such that f(w−1(y)) = a(w−1(y))gx∗(y).
We can then consider the function gx∗ ◦w, which satisfies (9.1), but is only defined in Bdr(x∗)(x∗). To
obtain a globally defined function and conclude the proof of the lemma, we consider the closed set
A = {x ∈ Rd : a(x) = 0} ⊆
⋃
x
∗∈A
Bdr(x∗)(x
∗).
We can find a countable, locally finite set of points {x∗n}n≥1 such that
A := {x ∈ Rd : a(x) = 0} ⊆
∞⋃
n=1
Bdr(x∗n)/2(x
∗
n).
We can then construct a partition of unity associated to the above covering. In particular, we can fix
a sequence of smooth functions {θn}n≥0 such that 1)
∑∞
n=0 θn(x) ≡ 1; 2) for every x ∈ Rd, there are
at most finitely many n’s such that θn(x) 6= 0; 3) for every n ≥ 1, the support of θn is contained in
Bdr(x∗n)
(x∗n); 4) the support of θ0 is contained in R
d \⋃n≥1 Bdr(x∗n)/2(x∗n). We can now define the function
g by setting
g(x) :=
∞∑
n=1
θn(x)gxn
(
w(x)
)
+
f(x)
a(x)
θ0(x).
Note that the above series pointwise converges owing to property 2) above. Also, the function g is of
class Cm−1 because both the θ-s and the gxn-s are C
m−1. To establish (9.1) it suffices to point out
that
a(x)g(x) =
∞∑
n=1
θn(x)a(x)gxn
(
w(x)
)
+ f(x)θ0(x) =
∞∑
n=0
θn(x)
︸ ︷︷ ︸
=1
f(x) = f(x).
Step 3: we establish uniqueness of the function g. By combining condition i) in the statement of
the lemma with the Implicit Function Theorem we infer that A can be locally represented as an
hypersurface. In particular, A is a closed set with empty interior. Owing to (9.1), we have g = f/a on
R
d \A. Since g is by definition Cm−1, and in particular locally Lipschitz continuous, it can be uniquely
extended to the closure of Rd \ A, that is Rd. 
Corollary 9.2. Assume that f : Rk1 × Rk2 → Rk3 is a Cm function satisfying
(9.3) f(x,0k2) = 0, for every x ∈ Rk1 .
Then there is a Cm−1 function G : Rk1 × Rk1 →Mk3×k2 such that
(9.4) f(x,y) = G(x,y)y.
Proof. First, we point out that we can restrict with no loss of generality to the case when k3 = 1.
Indeed, if k3 > 1 then we apply the result in the case k3 = 1 to each component of f . Also, for
simplicity we assume k2 = 2 and we denote by (y1, y2) the components of y. The case k2 > 2 does not
pose additional challenges. We decompose f as
(9.5) f(x, y1, y2) = f(x, y1, 0) + f(x, y1, y2)− f(x, y1, 0).
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For every fixed x, the term f(x, y1, 0) satisfies the assumptions of Lemma 9.1 provided that a(y1) = y1.
Hence,
f(x, y1, 0) = g1(x, y1)y1
for some Cm−1 function g1 : R
k1 × R → R. We now consider the second term on the right hand
side of (9.5) and we point out that for every fixed x, y1 it satisfies the assumptions of Lemma 9.1
provided that a(y2) = y2. This yields to f(x, y1, y2) − f(x, y1, 0) = g2(x, y1, y2)y2. By plugging the
above equalities into (9.5) we arrive at (9.4) provided that G := (g1, g2). This concludes the proof of
the corollary. 
10. Proof of Lemma 3.6
10.1. Preliminary results. We first quote two linear algebra results.
Lemma 10.1. Let S, T ∈Md×d be two real symmetric matrices and assume that T is positive definite.
Then all the eigenvalues of T−1S are real numbers and the matrix T−1S is diagonalizable through a
real matrix. Also, assume that wi and wj are eigenvectors associated to different eigenvalues. Then
(10.1) wtiTwj = 0.
Proof. The result is known, but we provide the proof for the sake of completeness. Since T is symmetric
and positive definite, then T =MtM for some invertible matrix M. For every r ∈ Rd, λ ∈ R we have
T−1Sr = λr ⇐⇒ Sr = λTr ⇐⇒ S(M)−1Mr = λMtMr ⇐⇒ (Mt)−1S(M)−1Mr = λMr
This implies that (λ, r) is an eigencouple for T−1S if and only if (λ,Mr) is an eigencouple for
(Mt)−1S(M)−1. Since (Mt)−1S(M)−1 is a symmetric matrix, then it has real eigenvalues. Also, it is di-
agonalizable. We term r1, . . . , rd its eigenvectors, which are linearly independent. SinceMr1, . . . ,Mrd
are also linearly independent, we conclude that T−1S is also diagonalizable.
We are left to establish (10.1). We fix two eigenvalues λi 6= λj and we consider the relations Swi =
λiTwi and Swj = λjTwj, which owing to the fact that S is symmetric yields λiw
t
jTwi = λjw
t
iTwj.
Since T is also symmetric, this implies (10.1). 
We now quote a result concerning the signature of T−1S. The proof is based on an homotopy
argument, see [7, Lemma 3.1] and [3, 27].
Lemma 10.2. Under the same assumptions as in Lemma 10.1, the signature of T−1S is the same as
the signature of S. In other words, T−1S has the same number of strictly negative and strictly positive
eigenvalues as S. Also, T−1S admits the eigenvalue 0 if and only if S does, and the multiplicity is the
same.
We now quote a particular case of [7, Lemma 4.7] and for completeness we provide a sketch of the
proof.
Lemma 10.3. Assume that A and B satisfy Hypothesis 2 with h = 1 and evaluate them at a point u∗
satisfying (2.11). Then all the roots of the polynomial
(10.2) P(s) = det(A− sB)
are real numbers. Also, k − 2 are strictly negative, N − k − 1 are strictly positive and the root 0 has
multiplicity one.
Proof. By using the block decomposition of B and of A, recalling that a11(u
∗) = 0 and developing the
determinant from the first row we conclude that P is a polynomial of degree N−2. Next, we introduce
a perturbation argument. We define the function d : R2 → R by setting
(10.3) d(w, s) := det
(
A− s(B+ wIN )
)
.
Owing to Hypothesis 2, the matrices A and B+wIN are both symmetric. Also, the matrix B+wIN
is positive definite provided that w > 0. Owing to Lemma 10.1, for every w > 0 the equation
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d(w, s) = 0 has N real roots: we term them s1(w), . . . , sN (w) (as usual, each root is counted according
to its multiplicity). We now fix i = 1, . . . , N and we investigate the behavior of si(w) for w → 0+.
Owing to classical results on algebraic functions (see for instance [22, Chapter 5]) there are only two
possibilities: either si(w) is continuous at w = 0 and si(0) is a root of the polynomial P defined at (10.2)
or limw→0+ |si(w)| = +∞. Also, every root of P can be obtained as the limit limj→+∞ sj(w) for some
j = 1, . . . , N . If a root s¯ has multiplicity m, then there are exactly m functions sj1(w), . . . , sjm(w)
such that
lim
w→0+
sj1(w) = · · · = lim
w→0+
sjm(w) = s¯.
We draw two conclusions from the previous considerations: i) since the functions s1(w), . . . , sN (w) are
real numbers, then all the roots of P are real numbers; ii) since the polynomial P has degree N − 2,
there are exactly two functions among s1(w), . . . , sN (w) that are unbounded for w → 0+. Up to a
change in the order, we can assume that
(10.4) lim
w→0+
|s1(w)| = lim
w→0+
|sN (w)| = +∞.
Note that, owing to Lemma 10.2 and to the definition (10.3) of d, when w > 0 there are exactly k − 1
functions among s1(w), . . . , sN (w) that attain strictly negative values, exactly N−k that attain strictly
positive values and one function which is identically 0. By recalling (10.4), to conclude the proof of
the lemma we are left to show that (up to a change in the order)
(10.5) lim
w→0+
s1(w) = −∞ and lim
w→0+
sN (w) = +∞.
To this end, we study the behavior for w → 0+ of s1 and sN satisfying (10.4). We set ζ1(w) := 1/s1(w)
and ζN (w) := 1/sN (w) and we point out that they are both well defined since, owing to (10.4), both
s1 and sN are bounded away from 0. Also,
(10.6) lim
w→0+
ζ1(w) = lim
w→0+
ζN (w) = 0.
Since s1 and sN are both roots of (10.3), then we arrive at
(10.7) det
(
ζ1(w)A−B− wIN
)
= 0, det
(
ζN (w)A −B− wIN
)
= 0.
We now study the eigenvalue problem det
(
ζA−B−w(ζ)IN
)
= 0, namely the problem of determining
the eigenvalues of the matrix ζA−B as functions of ζ. Motivated by (10.6), we investigate the limit
ζ → 0. We term w1(ζ), . . . , wN (ζ) the eigenvalues of ζA−B and, by relying again on classical results
on algebraic functions [22, Chapter 5], we conclude that we can order w1(ζ), . . . , wN (ζ) in such a way
that the behavior for ζ → 0+ is as follows: the eigenvalues w1(ζ), . . . , wN−1(ζ) converge to the N − 1
strictly negative eigenvalues of −B (i.e. of −B22); the eigenvalue wN (ζ) converge for ζ → 0 to 0 (the
remaining eigenvalue of −B). By relying on the analysis in [6] one can show (see also [7]) that wN (ζ)
has the following Taylor expansion:
(10.8) wN (ζ) = a
t
21(B22)
−1a21ζ
2 + o(ζ2) as ζ → 0.
Since B22 is positive definite and a21 6= 0N−1 owing to Lemma 2.2, then at21(B22)−1a21 > 0. Hence,
there are exactly two distinct functions such that ζ1(w) < 0 and ζN (w) > 0 for w > 0 and wN (ζ1(w)) =
w, wN (ζN (w)) = w. By recovering s1 and sN as s1(w) = 1/ζ1(w), sN(w) = 1/ζN (w) we eventually
establish (10.5). 
To complete the proof of Lemma 3.6 we need the following
Lemma 10.4. Assume that A and B satisfy Hypotheses 2 and (2.12) with h = 1 and evaluate them
at a point u∗ satisfying (2.11). For a given ς ∈ R, the following statements are equivalent:
i) ς is an eigenvalue of the matrix (R0)
tA22R0(u
∗,0N−2, 0);
ii) ς is a root of the polynomial P defined as in (10.2).
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Proof. Step 1: we establish the implication i) =⇒ ii). First, we recall that by definition the columns
of R0 generate the hyperspace of R
N−1 orthogonal to a21. This implies that a21 and the columns of the
matrixR0 form a basis of R
N−1. We term p ∈ RN−2 an eigenvector of (R0)tA22R0 associated to ς. We
have
[
A22−ςB22
]
R0p = R0c+a21c for some c ∈ RN−2, c ∈ R. By left multiplying the above expression
times (R0)
t and recalling that (ς,p) is an eigencouple for (R0)
tA22R0 and using (3.6) and (3.8) we
arrive at (R0)
tR0c = 0N−2, which implies that c = 0N−2 and that
[
A22 − ςB22
]
R0p = a21c. This in
turn implies that
(
0 at21
a21 A22 − ςB22
)( −c
R0p
)
=
(
0[
A22 − ςB22
]
R0p− a21c
)
=
(
0
0N−1
)
and that ς is a root of the polynomial P defined as in (10.2) because R0p 6= 0N−1 since p 6= 0N−2 and
the columns of R0 are linearly independent vectors.
Step 2: we establish the implication ii) =⇒ i). Since ς is a root of the polynomial P, then there is
b ∈ RN , b 6= 0N , such that [A− ςB]b = 0N . We write b := (b1,b2)t, with b1 ∈ R, b2 ∈ RN−1 and we
point out that the relation [A− ςB]b = 0N implies that
(10.9) at21b2 = 0, a21b1 +
[
A22 − ςB22
]
b2 = 0N−1
From the first equality we infer that b2 = R0b3 for some b3 ∈ RN−2. By plugging this relation into
the second equality in (10.9), left multiplying times (R0)
t and using (3.6) we arrive at
[
(R0)
tA22R0−
ςIN−2
]
b3 = 0N−2. This implies that ς is an eigenvalue provided that we show that b3 6= 0N−2. Assume
by contradiction that b3 = 0N−2, then b2 = 0N−1 and from the second equality in (10.9) and the
inequality a21 6= 0N−1 we infer that b1 = 0, which implies that b = 0N and contradicts our assumption.
This concludes the proof of the lemma. 
10.2. Conclusion of the proof of Lemma 3.6. If all the all the eigenvalues of (R0)
tA22R0 are
distinct then Lemma 3.6 directly follows from Lemma 10.3 and Lemma 10.4. To complete the proof,
we tackle the case of eigenvalues with higher multiplicity by relying on a perturbation argument. We
proceed according to the following steps.
Step 1: we show that the multiplicity of 0 as an eigenvalue of (R0)
tA22R0 is exactly 1. First, we point
out that 0 is an eigenvalue of (R0)
tA22R0 by Lemma 10.4 because it is a root of P by Lemma 10.3. Next,
we assume by contradiction that there are p1 and p2, linearly independent, such that (R0)
tA22R0p1 =
0N−2, (R0)
tA22R0p2 = 0N−2. By arguing as in Step 1 of the proof of Lemma 10.4 we infer that
there are two linearly independent vectors q1 and q2 such that Aq1 = Aq2 = 0N . This implies that
0 has multiplicity 2 as an eigenvector of (E)−1A and hence contradicts the strict hyperbolicity.
Step 2: we point out that, for every ν > 0, there is Aν22 such that
i) Aν22 is symmetric;
ii) (R0)
tAν22R0 has N − 2 distinct eigenvalues, and one of them is 0.
iii) ‖Aν22 −A22‖ < ν. Here ‖ · ‖ denotes the Frobenius norm on the space of (N − 1) × (N − 1)
matrices (any equivalent norm works).
Step 3: we now construct the matrix Aν by replacing in the block decomposition (2.7) the block A22
with the block Aν22. We define the polynomial Pν(s) := det(Aν − sB). By applying Lemma 10.4 and
recalling property ii) in Step 2 we conclude that Pν has N − 2 distinct roots, and one of them is 0.
On the other hand, if the constant ν is sufficiently small, then the coefficients of Pν are close to those
of P and hence by Lemma 10.3 Pν has at least k − 1 strictly negative roots, and N − k − 1 strictly
positive roots. Since one eigenvalue is 0, we conclude that Pν has exactly the k−1 strictly negative and
N − k − 1 strictly positive roots. By Lemma 10.4, the same holds for the eigenvalues of (R0)tAν22R0.
By letting ν → 0+, using Step 1 and recalling the continuity of eigenvalues we eventually conclude
the proof of Lemma 3.6.
44 S. BIANCHINI AND L. V. SPINOLO
11. The Slaving Manifold Lemma
In this section we discuss a slaving manifold lemma that we have used in the previous analysis. We
refer to the classical book by Katok and Hasselblatt [20] for a comprehensive introduction. See also [8].
Assume that g : Rd → Rd is a smooth function and consider the ODE
(11.1) v′ = g(v).
We assume that v∗ ∈ Rd is an equilibrium, i.e. g(v∗) = 0. We consider the Jacobian matrix Dg(v∗)
and we term n−, n+ and n0 the number of eigenvalues with strictly negative, strictly positive and zero
real part, respectively. We assume that n− 6= 0, n0 6= 0. Also, we term 10γ the spectral gap, namely
(11.2) 10γ := max
{
|Reλ| : λ is an eigenvalue of Dg(v∗), Reλ 6= 0
}
.
Note that, by the continuity of the eigenvalues, the number of eigenvalues of Dg(vˇ) satisfying Re(λ) <
−8γ is n−, provided that δ is sufficiently small. We now want to state an elementary extension of the
Stable Manifold Theorem, and we refer to [32, §2] for the classical statement of the Stable Manifold
Theorem. Note furthermore that we say that p ∈ Rd, p 6= 0d is a generalized eigenvector associated
to the eigenvalue λ ∈ R of a given matrix F ∈Md×d if there is m ∈ N such that (F− λId)mp = 0d.
Lemma 11.1. There is a constant δ, which only depends on g and v∗, such that the following holds.
For every vˇ ∈ Rd such that |vˇ−v∗| ≤ δ and g(vˇ) = 0, there is an invariant manifold for (11.1) which
contains all the orbits of (11.1) satisfying
(11.3) lim
t→+∞
|v(t) − vˇ|e4γt = 0.
The manifold is parameterized by a map m−(vˇ, ·) : Rn− → Rd which is continuously differentiable and
satisfies m−(vˇ,0n−) = vˇ. The columns of the Jacobian matrix Dm−(vˇ,0n−) generate the space of
the generalized eigenvectors associated with eigenvalues λ satisfying Re(λ) < −8γ. Also, the map m−
Lipschitz continuously depends on the variable vˇ.
Since n0 6= 0, by linearizing (11.1) at the equilibrium v∗ we can construct a center manifold. We
fix an orbit v0 entirely lying on the center manifold and confined in a sufficiently small neighborhood
of v∗. We also fix an orbit lying on the manifold constructed in Lemma 11.1 and we term it v−. We
now want to construct a function vp : R→ Rd in such a way that by setting v := v0 +v−− vˇ+vp we
obtain a solution of (11.1) satisfying
(11.4) lim
t→+∞
|v(t) − v0(t)|e2γt = 0.
The following results can be established by relying on the same techniques as in [10]. See also [8,
Theorem 3.1].
Lemma 11.2 (Slaving Manifold Lemma). There is a constant δ, which only depends on g and v∗,
such that the following holds. Let vˇ be as in the statement of Lemma 11.1 and assume that the orbit
v0 satisfies |v0(t) − v∗| ≤ 4δ, for every t ∈ R. Then there is a map mp(v0(0), vˇ, ·) : Rn− → Rd such
that for every x ∈ Rn− the solution of the Cauchy problem obtained by coupling (11.1) with the initial
datum
(11.5) v(0) = v0(0) +m−(vˇ,x)− vˇ +mp(v0, vˇ,x)
satisfies (11.4). In the above expression, m− is the same as in Lemma 11.1. Also, mp depends Lipschitz
continuously on both vˇ and x and satisfies
(11.6) |mp(v0, vˇ,x)| ≤ O(1)|v0(0) − vˇ| |x|.
Note that the initial point v0(0) uniquely determines the orbit v0. We are now left to discuss how
the map mp depends on the orbit v0(0).
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Lemma 11.3. Under the same assumptions as in the statement of Lemma 11.2, assume that v01 and
v02 are two orbits satisfying |v01(t)−v∗| ≤ 4δ, |v02(t)−v∗| ≤ 4δ, for every t ∈ R. Assume furthermore
that
(11.7) |v01(t)− v02(t)| ≤ L|v01(0) − v02(0)|eγ|t|, for every t ∈ R.
Then
(11.8) |mp(v01(0), vˇ,x)−mp(v02(0), vˇ,x)| ≤ O(1)L|v01(0)− v02(0)|.
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