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Resumen- La televisión digital busca en los últimos años 
ofrecer imágenes estereoscópicas en tres dimensiones (3D) sin 
embargo el problema principal radica en que se necesita un 
gran número de cámaras para realizar tomas de las imágenes 
desde distintos ángulos y posiciones añadiendo que esta 
información sea procesada por un estándar de televisión 
Digital. Una posible solución es el uso del algoritmo de 
estructura a partir de movimiento (SFM), este algoritmo 
permite generar una imagen en 3D a partir de una imagen de 
televisión digital en dos dimensiones. En este artículo se toma 
la imagen recibida en un receptor ISDB-T y se construye una 
imagen en 3D, se analiza mediante la simulación el grado de 
calidad en la imagen generada en 3D con respecto a la imagen 
trasmitida añadiendo a esto que la imagen depende de los 
puntos de coincidencia para obtener una imagen en 3D de 
calidad aceptable, hay que tomar en cuenta el ruido 
introducido por el canal.  
Abstract--Digital TV searches recent years provide 
stereoscopic images in three dimensions (3D) but the main 
problem in that a large number of cameras needed for shooting 
images from different angles and positions adding that this 
information is processed by a standard of Digital television. A 
possible solution is the use of the structure algorithm from 
motion (SFM), this algorithm allows to generate a 3D image 
from a digital television image in two dimensions. In this 
article, the image received on an ISDB-T receiver is taken and 
a 3D image is constructed, the degree of quality in the image 
generated in 3D with respect to the transmitted image is 
analyzed by simulation adding to this that the image depends 
of the points of coincidence to obtain a 3D image of acceptable 
quality, the noise introduced by the channel must be taken into 
account. 
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I. INTRODUCCIÓN 
El avance de la tecnología a través de los últimos años ha 
desarrollado varias técnicas para resolver el problema de 
obtener el modelo tridimensional de una imagen. Aplicaciones 
considerablemente usadas tales como: recuperación del 
patrimonio [1], topografía [2], medicina [3], emplean la técnica 
SFM para el procesamiento de imágenes. 
La técnica SFM es un conjunto de algoritmos que intenta 
proporcionar información a partir de la identificación de puntos 
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entre dos o más imágenes estimando la posición de las cámaras 
que han tomado las imágenes, este algoritmo pretende obtener 
dicha técnica a partir de una sola cámara, así como la situación 
tridimensional de los puntos tomados como referencia. [4]. 
El estudio de la técnica SFM como se detalla en el párrafo 
anterior, se trata de la más objetiva ya que con el uso de una 
sola cámara se pretende obtener toda la información sin 
necesidad de algún elemento extra para poder realizar la 
conversión [1],  al ser un método en el cual se conoce todas las 
imágenes surge una variante que es la SFM secuencial [5], la 
cual es posible emplear gracias a que se enfatiza más en la 
adición de imágenes en el orden que se tomaron, que a su vez 
han sido procesadas a través del estándar de televisión digital 
ISDB-T. [6] 
Respecto a la variante SFM secuencial en [7] se efectúa una 
estimación de profundidad mediante métodos directos para 
determinar la situación tridimensional. La ventaja destacada de 
este método se enfoca en aprovechar más información de la 
imagen y obtener reconstrucciones eficientes. 
Se implementa [8], el método basado en puntos de interés 
los cuales contribuyen con más información tal como bordes, 
esquinas y sus correspondencias en la imagen próxima, gracias 
a esta información extra se trata de minimizar el error en el 
momento de la reconstrucción 3D. 
Otra implementación [9], tiene algunas observaciones a 
tener en cuenta para que las imágenes devuelvan buenos 
resultados, para la obtención de una reconstrucción favorable se 
debe capturar un mínimo de tres fotografías, pero lo más 
recomendable es tener entre 10 o 20. 
En este artículo se propone el desarrollo de la técnica SFM 
y la obtención de imágenes a procesar con una sola cámara, 
adecuando la imagen que es procesada a partir del estándar 
ISDB-T, con el objetivo de convertirla en tres dimensiones. 
El presente artículo sé constituye de la siguiente forma: en 
la Sección I corresponde a la introducción, en la Sección II se 
describe el algoritmo SFM. En la Sección III se trata acerca del 
desarrollo del algoritmo SFM y finalmente en la Sección V se 
evalúa el algoritmo SFM incluyendo la imagen procesada con 
el estándar de televisión digital ISDB-T. 
 
II. ALGORTIMO SFM 
El algoritmo parte de las coincidencias de puntos obtenidas 
entre las dos imágenes durante el emparejamiento. A partir de 
estas coincidencias, se va a obtener la posición y orientación 
relativa de las cámaras empleando la matriz fundamental (F) y 
la matriz esencial (E). La geometría epipolar [10], recoge la 
geometría proyectiva entre dos vistas, y es encapsulada por la 
matriz fundamental. Se basa en que, dado un punto en el espacio 
del que se conoce su posición en una vista, su posición en la 
otra vista está limitada a una línea epipolar, tal y como se refleja 




Fig. 1. Geometría epipolar: (a) Plano epipolar (b) Línea epipolar. [10]  
 
Para cada punto que se desea proyectar: el plano epipolar es 
el que contiene los centros de las cámaras, el punto en el espacio 
que se desea proyectar y las proyecciones de dicho punto en 
ambas imágenes. Los puntos epipolares (e y e’) son los puntos 
de las imágenes en los que son cortadas por la línea que une los 
centros de las cámaras. La línea epipolar (l’) es la proyección 
en la segunda imagen de la línea que proyecta el punto 
tridimensional en la primera imagen. Por lo tanto, el punto del 
espacio que se está proyectando, se proyectará en la segunda 
imagen en algún punto de la línea epipolar. Se puede ver esta 
restricción como un mapeo, de forma que para cada punto x en 
una imagen, existe una línea epipolar l’ en la otra vista en la que 
se encontrará x’. Este mapeo es el que realiza la matriz 
fundamental, una matriz 3x3 de rango 2 que mapea un punto de 
un espacio bidimensional (a) a uno unidimensional (la línea 
epipolar de b). sí x y x’ son la proyección del punto X en ambas 
imágenes en coordenadas homogéneas, al estar x’ en l’ se 
cumple: [11] 
 





La relación en el recuadro es fundamental, ya que es la que 
nos permite computar la matriz fundamental a partir de 
coincidencias entre puntos de las imágenes. Además, hay que 
destacar que, en dicha relación las coordenadas de los puntos de 
la imagen están expresados en píxeles 
Para iniciar con el análisis del algoritmo SFM es necesario 
la calibración de cámara y la selección del tablero. El tablero 
seleccionado para la calibración debe tener un numero par de 
cuadros en un eje y un número impar de cuadros en el otro a fin 
de poder determinar en qué eje se realiza la medida. En la figura 
2 se muestra los tipos de tableros los cuales son los idóneos para 
la calibración (a, b) y el que no puede ser usado para ser 
calibrado (c). [12] 
 
Figura. 2. a) Tablero correcto b) Tablero correcto c) Tablero incorrecto. 
 
Como dato adicional, se debe medir la longitud de la arista 
de uno de los cuadrados dentro del tablero como se observa en 
la figura 3 la cual enfoca la dimensión del tamaño entre un 
cuadro y otro. 
 






















Esta medida puede encontrarse en milímetros, centímetros 
o pulgadas. Al momento de capturar las imágenes se debe tener 
en cuenta ciertas consideraciones como que el tablero debe 
mantenerse enfocado, pero sin usar el auto enfoque incluido a 
esto el zoom de la cámara tiene que estar estable durante todo 
el proceso de calibración. Además, si las imágenes se 
comprimen estas no deben ser usadas. El tablero debe estar a 
una distancia similar a la distancia que se desea medir en el 
futuro, no debe estar a más de 45 grados respecto del plano de 
la cámara, debe ocupar al menos un 20% de la imagen. 
Finalmente, el algoritmo de calibración requiere por lo menos 
tres fotografías, pero lo más recomendable es tener un rango de 
10 o 20. [12] 
El programa analizará cada imagen en búsqueda del tablero 
en cada una de ellas, el calibrador salta imágenes duplicadas, 
las posibles razones para no detectarse son una imagen borrosa 
o un ángulo extremo del patrón. La detección lleva más tiempo 
con imágenes más grandes y con patrones que contienen una 
gran cantidad de cuadrados. Finalmente, si el proceso fue 
exitoso, se muestra una ventana como se observa en la figura 4 
la cual muestra la imagen del tablero de ajedrez seleccionada 
con círculos verdes para indicar los puntos detectados y el 
cuadrado amarillo indica el origen (0,0). Las flechas X e Y 
indican la orientación de los ejes del tablero de ajedrez. 
 
 
Fig. 4. Imágenes sin tablero. 
 
Para la calibración, dependerá del tipo de cámara que se 
utilice y el uso predeterminado del modelo estándar, que es la 
opción más adecuada. En la figura 5 se observa la distribución 
del siguiente contenido: los errores de reproyección y la 
visualización de parámetros extrínsecos, todo esto calibrado 
con los valores predeterminados, además se observa un error de 
reproyección de 1.73 pixeles el cual deberá ser removido para 
mejorar la estimación. 
 
 
Fig. 5. Calibración con parámetros por defecto. 
 
Para mejorar la estimación en la figura 6 se observa la barra 
de errores de reproyección con 16 imágenes con su respectivo 
error en pixeles, a esto se añade la acción de remover la imagen 
número 14 que es la que contiene el mayor error, por ende, el 
error baja a 1.63 pixeles. 
 
Fig. 6. Error en cada imagen.   
 
En la figura 7 se observa que al remover las imágenes cuyo 
error fue más alto, se obtiene un error de reproyección de 0.88 
pixeles, esto da como resultado un porcentaje de error mejorado 
de 51%. Además, el gráfico de parámetros extrínsecos en 3D 
proporciona una vista centrada en la cámara de los patrones y 




Fig. 7. Resultado final de estimación. 
 
III. DESARROLLO DEL ALGORITMO SFM 
La metodología que se sigue para la inicialización del 
algoritmo SFM es la siguiente [13]: 
En la figura 8 se observa el diagrama de flujo resumen del 
proceso completo que realiza el algoritmo con sus diferentes 
bloques. 
 
Fig. 8. Diagrama de flujo resumen del algoritmo SFM 
 
Partiendo de la figura 8 se puede decir que cada bloque 
cumple cierta función a continuación la explicación pertinente: 
dentro de la carga de parámetros de la cámara, además crea un 
conjunto de vistas. Se utiliza un objeto viewSet para almacenar 
y gestionar los puntos de imagen y la posición de la cámara 
asociada a cada vista., así como coincidencias puntuales entre 
pares de vistas. Una vez que se haya rellenado un objeto 
viewSet, puede usarse para encontrar coincidencias a través de 
múltiples vistas y recuperar las poses de la cámara para ser 
usadas por las funciones triangulateMultiview y 
bundleAdjustment. 
Por cada imagen, se obtendrá un listado de coincidencia de 
puntos llamados así por tener características reconocibles, con 
la información correspondiente a la coincidencia de puntos se 
puede obtener una selección adecuada para la reconstrucción de 
la escena. Por triangulación, si un mismo punto es visto desde 
diferentes perspectivas espaciales, se puede aproximar su 
ubicación en un espacio tridimensional. Con todas las 
coincidencias de puntos adecuadas ubicados en el volumen, se 
construye una nube de puntos que representa al objeto 
fotografiado. Esta nube es, por tanto, la reconstrucción SFM del 
objeto. 
En la figura 9 se observa la información de las fotografías 
tomadas, las cuales representan la secuencia de imágenes de 
entrada que van a ser procesadas mediante el algoritmo SFM. 
Lógicamente, cada imagen dará una perspectiva del objeto 




Fig. 9. Imagen de entrada 
 
En la figura 10 se observa los puntos refinados de la cámara 
además de mostrar las posturas y excluir puntos 3-D ruidosos, 
especificando el volumen de visualización que no es más que 
un conjunto de técnicas usadas para mostrar una proyección 2D 




Fig. 10. Posición refinada de cámara 
Para finalizar en la figura 11 se observa el resultado final de 
la reconstrucción de la imagen, además de mostrar las posturas 
de la cámara y los puntos densos del mundo tridimensional 




Fig. 11. Resultado final de la reconstrucción 
IV. RESULTADOS DE LA EVALUACIÓN DEL 
ALGORITMO   
A continuación, se presentan los resultados de las pruebas 
ejecutadas al algoritmo SFM. Para evaluarlos se hizo uso de dos 
simulaciones, en las cuales se va variando el nivel de filtrado 
para poder diferenciar la intensidad de ruido y la eficiencia en 
cada imagen convertida. 
Las acciones que se llevan a cabo inician con la ejecución 
del bloque de base de datos en el cual se especificará las 
imágenes que van a ser procesadas y que fueron previamente 
tomadas con la cámara, luego de esto pasan por el diagrama de 
bloques para el estándar ISDB-T como se observa en la figura 
12, este diagrama muestra los bloques de transmisión y 
recepción para el estándar ISDB-T con modulación OFDM. Los 
bloques más importantes empleados en la simulación se 
detallan a continuación: el generador de imagen emplea el 
bloque Signal From Workspace que es el encargado de importar 
los datos de la imagen desde el Workspace de Matlab. El 
Codificador Reed Solomon realiza un proceso de corrección de 
errores basado en bloques, permitiendo procesar por bloques 
una cierta cantidad de símbolos de datos. El convertidor de 
enteros a bits establece un valor de 8, para obtener un total 1632 
bits. La modulación de portadora emplea un bloque llamado 
Matriz interleaver que hará el proceso de entrelazado de bits. 
Para posteriormente realizar el proceso de Mapping que consta 
de dos bloques, un Bit to Integer Converter y un Rectangular 
QAM Modulator. [14] 
Finalmente, en el procesamiento de imágenes, se aplica un 
filtro de mediana cuya ventana es de 3x3 como se observa en la 
figura 13, además de la secuencia de imágenes del receptor con 
el estándar ISDB-T ya procesada. 
 
 
Fig. 13. Secuencia de la imagen de entrada 
 
Para observar los resultados de la reconstrucción 3D, como 
se observa en la figura 14 la cual contiene la posición refinada 
de cámaras y en la figura 15 el resultado final de la 
reconstrucción. Además, se puede apreciar que la 
reconstrucción posee ciertas falencias, esto es debido a que la 
imagen al ser procesada bajo el estándar ISDB-T, que para 
simular la transmisión por un canal multicamino se emplea un 
subsistema que posee modelos de canales inalámbricos a una 
línea de 3 caminos (Taps) que altera, distorsiona y retrasa la 
señal, así como también un bloque “AWGN Channel” que 
ingresa Ruido Blanco Gaussiano Aditivo. Esta simulación está 
basada en los tipos de canales SUI (Standford University 
Interim), dicha universidad aplicó estos modelos de canales los 
cuales se basan en 3 tipos de terreno que son los siguientes: 
 
 
                         a                                                            b 
 




Terreno A: medio rural, es el medio más agresivo y 
corresponde a un entorno montañoso con una vegetación 
moderada. Terreno B: medio suburbano, es un medio 
intermedio entre el terreno A y C. Terreno C: medio urbano, es 
el medio menos agresivo y corresponde a un entorno 
prácticamente plano con poca densidad de vegetación. [15] 
Debido a lo mencionado no se puede encontrar mayores 
coincidencias de puntos entre imágenes, por tal motivo la 
reconstrucción no tiene una calidad visibilidad buena. 
 
 








Fig. 15. Resultado final de la reconstrucción 
 
Como se puede observar en la figura 16 la calidad de las 
imágenes tomadas contiene menos puntos de distorsión, esto 
debido a la variación del canal hace que desaparezca el ruido y 
haya más coincidencia de puntos. 
 
 




Fig. 16. Secuencia de la imagen de entrada 
 
En la figura 17 y 18 se puede observar la posición refinada 
de cámaras y el resultado final de la reconstrucción 
respectivamente, con un nivel de ruido menor haciendo que la 
coincidencia de más puntos de anotar un leve cambio en la 
eficiencia al momento de la reconstrucción. Al comparar el 
algoritmo SFM con un cambio de canal de comunicación se 
observa que su conversión mejoró apreciándose casi en su 
totalidad una reconstrucción 3D. 
 
 
Fig. 17. Posición refinada de cámaras 
 
 
Fig. 18. Resultado final de la reconstrucción 
 
Para finalizar se realizó una comparación entre las figuras 
11 y 18 para notar el error medio cuadrado que es una métrica 
de calidad de imagen aplicando algoritmos de referencia los 
cuales comparan la imagen de entrada con una imagen de 
referencia sin distorsión, así se pudo obtener un error de 3,88% 
al convertirla en 3D, haciendo referencia que la imagen sin el 
estándar ISDB-T arrojo un valor de 33,87 pixeles y la imagen 
con el estándar ISDB-T arrojo un valor de 32,58 pixeles. Estos 




De las pruebas realizadas el ruido del canal en el sistema de 
transmisión ISDB-T que en el Ecuador este proyecto está 
previsto que trabaje solamente con un canal de 6 MHz influye 
en que la imagen no pueda ser reconstruida fielmente, la 
afectación que produce el ruido deteriora la función de 
coincidencias de puntos con la cual se va obtener la 
reconstrucción, como solución se puede variar el ruido del canal 
y el error disminuirá en el cual la imagen reconstruida es más 
visible. 
Al evaluar la eficiencia de conversión de imágenes haciendo 
una comparación entre estas, se obtuvo un porcentaje de 
diferencia de 3,88% haciendo menos eficiente la conversión en 
la cual se utiliza el estándar ISDB-T y el algoritmo SFM. 
Para mejorar la reconstrucción 3D de una imagen es 
necesario utilizar e implementar el uso de cámaras de alta 
calidad de esta manera las imágenes proporcionadas para 
procesarse a través del estándar ISDB-T tendrá una mejoría 
notable encontrando mayores puntos de coincidencia y a su vez 
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