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STRICHARTZ ESTIMATES FOR SCHRO¨DINGER EQUATIONS ON
IRRATIONAL TORI
ZIHUA GUO, TADAHIRO OH, AND YUZHAO WANG
Dedicated to the memory of Professor Harold N. Shapiro (1922–2013)
Abstract. In this paper, we prove new Strichartz estimates for linear Schro¨dinger equa-
tions posed on d-dimensional irrational tori. Then, we use these estimates to prove sub-
critical and critical local well-posedness results for nonlinear Schro¨dinger equations (NLS)
on irrational tori.
1. Introduction
1.1. Background. The Cauchy problem of the nonlinear Schro¨dinger equation (NLS):{
i∂tu−∆u = ±|u|p−1u
u
∣∣
t=0
= u0 ∈ Hs(M),
(x, t) ∈M × R (1.1)
has been studied extensively in different settings (for example, M = Rd, Td, and certain
classes of manifolds) over recent years [16, 39, 28, 13, 3, 4, 9, 10, 30, 21, 22, 20, 42]. See
also the following monographs [36, 12, 38] for references therein. In the study of NLS (1.1),
Strichartz estimates of the following type have played a fundamental role
‖e−it∆f‖LqtLrx(R×M) . ‖f‖Hsx(M), (1.2)
where ‖f‖LqtLrx =
∥∥‖f(x, t)‖Lr
x
‖Lqt .1 In particular, when M = Rd, (1.2) is known to hold
with s = 0, namely
‖e−it∆f‖LqtLrx(R×Rd) . ‖f‖L2x(Rd), (1.3)
if and only if (q, r) satisfies 2q +
d
r =
d
2 with 2 ≤ q, r ≤ ∞ and (q, r, d) 6= (2,∞, 2). See
[34, 44, 17, 29]. This was first obtained for the case q = r by Strichartz [34] via the Fourier
restriction method. It was then generalized by a combination of the duality argument and
the following dispersive estimate:
‖e−it∆f‖L∞
x
(Rd) . |t|−
d
2 ‖f‖L1
x
(Rd). (1.4)
The endpoint case (q, r) = (2, 2dd−2 ), d 6= 2, was then proven in [29].
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1 We use A . B to denote an estimate of the form A ≤ CB for some C > 0. Similarly, we use A ∼ B to
denote A . B and B . A.
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Now, consider f ∈ L2(Rd) with supp f̂ ⊂ [−N,N ]d. Then, as an immediate corollary to
(1.3), we have the following Strichartz estimate on Rd:
‖e−it∆f‖Lpt,x(R×Rd) . N
d
2
− d+2
p ‖f‖L2(Rd), (1.5)
for 2(d+2)d ≤ p ≤ ∞ on Rd. Indeed, on the one hand, the Strichartz estimate (1.3) with
q = r = 2(d+2)d gives
‖e−it∆f‖
L
2(d+2)
d
t,x (R×R
d)
. ‖f‖L2(Rd). (1.6)
On the other hand, by Bernstein’s inequality [43, Chapter 5], we have
‖e−it∆f‖L∞t,x(R×Rd) . N
d
2 ‖f‖L2(Rd), (1.7)
for all f ∈ L2(Rd) with supp f̂ ⊂ [−N,N ]d. By interpolating (1.6) and (1.7), we see that
the estimate (1.5) holds for 2(d+2)d ≤ p ≤ ∞ and is sharp in view of sharpness of (1.6) and
(1.7). Note that the estimate (1.5) is scaling-invariant in the following sense. Consider the
linear Schro¨dinger equation: {
i∂tu−∆u = 0
u
∣∣
t=0
= f.
(1.8)
The solution u to (1.8) is given by u(x, t) := e−it∆f(x). Then, the rescaled function
uλ(x, t) := u(λx, λ2t), λ > 0, is also a solution to (1.8) but with the rescaled initial
condition fλ(x) := f(λx). Noting that supp f̂λ = λ · supp f̂ , it is easy to see that the
power of N in (1.5) is the only power that is consistent with this scaling. We point out
that the inequalities (1.3), (1.6), and (1.7) are also scaling-invariant with respect to this
scaling associated to the linear Schro¨dinger equation and that the scaling-invariance shows
sharpness of these estimates.
When M is a compact manifold, the Strichartz estimate (1.2) becomes much more dif-
ficult and much less is known. This is partially due to the fact that we do not have the
dispersive estimate (1.4) on a compact manifold. Moreover, (1.2) requires deep understand-
ing of the eigenvalues and the eigenfunctions of the Laplacian. In the following, we focus on
the case when M is a standard flat torus Td = (R/Z)d, corresponding to the usual periodic
boundary condition. Moreover, we restrict our attention to the diagonal case, i.e. q = r.
Then, one would like to establish the following scaling-invariant2 Strichartz estimate:
‖e−it∆f‖Lpt,x(I×Td) . N
d
2
− d+2
p ‖f‖L2(Td), (1.9)
for all f ∈ L2(Td) with supp f̂ ⊂ [−N,N ]d, where I is a compact interval. Note that, in
the compact setting, an estimate of the form (1.9) does not hold with I = R, unless p =∞.
By drawing an analogy to the Euclidean case M = Rd, one may hope to have (1.9)
for p ≥ 2(d+2)d . By combining the tools from number theory, such as a divisor counting
argument and the Hardy-Littlewood circle method, and the Tomas-Stein restriction method
from harmonic analysis, Bourgain [3] proved (1.9) for certain ranges of p: (i) p > 2(d+2)d
when d = 1, 2, (ii) p > 4 when d = 3, and (iii) p > 2(d+4)d for higher dimensions d ≥ 4. It is
2Obviously, the scaling associated to the linear Schro¨dinger equation discussed above for Rd does not
quite make sense on Td. We nonetheless call the estimate (1.9) scaling-invariant.
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worthwhile to note that, when d = 1, 2, (1.9) is known to fail at the endpoint p = 2(d+2)d .
See [3, 37]. Namely, the situation on Td is strictly worse than the Euclidean setting. Indeed,
Bourgain [3, 6] conjectured that
‖e−it∆f‖Lpt,x(I×Td) ≤ Kp,N‖f‖L2(Td), (1.10)
for all f ∈ L2(Td) with supp f̂ ⊂ [−N,N ]d, where Kp,N satisfies
Kp,N < cp, if p <
2(d+2)
d ,
Kp,N ≪ N ε, if p = 2(d+2)d ,
Kp,N < cpN
d
2
− d+2
p , if p > 2(d+2)d ,
(1.11)
for any small ε > 0. Here, A(N) ≪ B(N) means that limN→∞ A(N)B(N) = 0. More recently,
using multilinear restriction theory after [1, 8], Bourgain [7] improved the result (iii) for
d ≥ 4 and showed that (1.9) holds for p > 2(d+3)d . The general conjecture (1.11), however,
remains open up to date. In [3, 4, 21, 42], these Strichartz estimates were then applied
to prove well-posedness results of NLS (1.1) on Td. See Subsection 1.3 for more on the
well-posedness issue of (1.1).
Let us conclude this subsection by stating the result by Herr [20]. He considered the
quintic NLS on a three-dimensional Zoll manifold M , i.e. a compact Riemannian manifold
such that all geodesics are simple and closed with a common minimal period. One simplest
example is the three dimensional sphere S3. By establishing the Strichartz estimate (1.9)
on M (instead of Td) with p > 4, he proved local well-posedness of the quintic NLS on a
three-dimensional Zoll manifold M in the energy space H1(M). As mentioned above, all
geodesics on a Zoll manifold have a common minimal period. Hence, it is natural to ask
if a Strichartz estimate of the form (1.9) holds on a manifold, where there is no common
minimal period for geodesics. This leads us to the study of Strichartz estimates on an
irrational torus Tdα, since it is one of the simplest examples of manifolds with no common
minimal period for geodesics.
1.2. Strichartz estimate on irrational tori. In the remaining part of this paper, we
focus on the case when M is an irrational torus Tdα:
M = Tdα :=
d∏
j=1
R/(αjZ), αj > 0, j = 1, . . . , d. (1.12)
As the name suggests, we are mainly interested in the case when at least one αj is irrational.
More generally, we are interested in the case when at least one αj is “rationally independent”
of the remaining ones, i.e. there exists αj that can not be written as a linear combination
of the other αk’s with rational coefficients.
First consider the case when all αj ’s are rational. Namely, M = T
d
α is a “rational”
torus. In this case, the problem can be reduced to that on the standard torus Td by
a simple geometric consideration. By writing αj =
kj
mj
for some kj ,mj ∈ N, let k be
the least common multiple of kj ’s. The basic idea is to view the scaled standard torus
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M˜ := kTd =
(
R/(kZ)
)d
as a disjoint union of parallel translates of the original rational
torus M = Tdα with α
−1
j k copies in the xj-direction.
Now, consider the linear Schro¨dinger equation (1.8) on M = Tdα. By periodic extension,
we can view this problem on the scaled standard torus M˜ = kTd. Given an initial condition
f and the solution u(t) = e−it∆f on M , let f˜ and u˜ denote their periodic extensions on
M˜ , respectively. By uniqueness of solutions to the linear Schro¨dinger equation, we see that
u˜(t) = e−it∆f˜ on M˜ . Clearly, the Strichartz estimates on the standard torus Td also hold
on the scaled standard torus M˜ = kTd, where the implicit constants further depend on k.
With α = (α1, . . . , αd), we have
‖f˜‖
L2
x
(M˜)
= C(α)‖f‖L2
x
(M) and ‖u˜(t)‖Lpx(M˜) = C(α, p)‖u(t)‖Lpx(M).
Moreover, letting f̂ and F˜ [f˜ ] denote the Fourier coefficients of f on Tdα and f˜ on kTd,
respectively, we have
f̂(n) =
1
|Tdα|
ˆ
Tdα
f(x)e
−2πi
∑d
j=1 nj
xj
αj dx
=
1
|kTd|
ˆ
kTd
f˜(x)e
−2πi
∑d
j=1
knj
αj
xj
k dx = F˜ [f˜ ]( kα1n1, . . . , kαdnd),
where n = (n1, . . . , nd) ∈ Zd and | · | denotes the Lebesgue measure of a set. Namely, we
have
supp F˜ [f˜ ] = k
α
· supp f̂ :=
{(
k
α1
n1, . . . ,
k
αd
nd
) ∈ Zd : n ∈ supp f̂ }.
Therefore, we see that the Strichartz estimates of the form (1.10) on the standard torus Td
also hold on our rational torus M = Tdα, where the implicit constants further depends on
α = (α1, . . . , αd). When there is no αj that is rationally independent of the remaining ones,
we can use spatial and temporal dilations to reduce the situation to the case of a rational
torus above. Therefore, in the following, we assume that at least one αj is rationally
independent of the remaining αk’s.
Before proceeding further, let us change the spatial domainM = Tdα to the standard torus
T
d at the expense of modifying the Laplacian. By a change of spatial variables (xj 7→ αjxj),
we see that (1.1) is equivalent to the following NLS on the usual torus Td = (R/Z)d:{
i∂tu−∆u = ±|u|p−1u
u
∣∣
t=0
= u0 ∈ Hs(Td),
(x, t) ∈ Td × R, (1.13)
where the Laplace operator ∆ is now defined by
∆̂f(n) = −4π2Q(n)f̂(n), (1.14)
with n = (n1, . . . , nd) ∈ Zd and
Q(n) = θ1n
2
1 + · · · + θdn2d, 1C ≤ θj := 1α2j ≤ C, j = 1, · · · , d. (1.15)
We point out that some estimates in the following depend on C in (1.15) but not on the
specific arithmetic nature of θj’s.
Our main interest is to discuss well-posedness of the Cauchy problem (1.13) by first
studying relevant Strichartz estimates in this setting. As compared to the problem on the
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standard torus Td, i.e. with Q(n) = |n|2 = ∑dj=1 n2j , it is a lot harder to study Strichartz
estimates on irrational tori. The main reason for this difficulty is that the number theoretic
tools such as a divisor counting argument and the Hardy-Littlewood circle method do not
work well in this setting.
Previously, Bourgain [6] and Catoire-Wang [11] studied the Cauchy problem (1.13) on
irrational tori and proved some local well-posedness results in subcritical Sobolev spaces.
See Theorem 1.4 below. In the following, we investigate new Strichartz estimates on irra-
tional tori and use them to prove well-posedness results of the Cauchy problem (1.13) in
both subcritical and critical Sobolev spaces. In the rest of the paper, we assume that the
Laplacian ∆ is defined by (1.14), unless stated otherwise, and define the linear Schro¨dinger
evolution by3
e−it∆f(x) =
∑
n∈Zd
f̂(n)e2πi(n·x+Q(n)t), (1.16)
where Q(n) is as in (1.15). We first summarize the known Strichartz estimates. In the
following, I denotes a compact interval in R.
Theorem 1.1. The Strichartz estimate on a irrational torus is known to hold
‖e−it∆f‖Lpt,x(I×Td) . Kp,N‖f‖L2(Td), (1.17)
for all f ∈ L2(Td) with supp f̂ ⊂ [−N,N ]d in the following cases:
(i) d = 2 [11]4 : K4,N = N
1
6 ,
(ii) d = 3 [6]: K4,N = N
1
3
+ε,
(iii) d ≥ 3 [11]: K4,N = N
d
4
− d
2(d+1)
+ε
when d is odd, and K4,N = N
d
4
− 1
2
+ε when d is
even,
(iv) d ≥ 2 [7]: Kp,N = N ε for p = 2(d+1)d ,
for any small ε > 0.
Note that the implicit constants in (1.17) depend on C in (1.15) and the length of the
local-in-time interval I. The same comment applies to all the estimates in the remaining
of the paper and we do not mention this dependence explicitly in the following. In [6],
Bourgain also proved
‖e−it∆f‖LptL4x(I×T3) . N
3
4
− 2
p ‖f‖L2(T3) (1.18)
for p > 163 .
In this paper, we partially improve the known results in Theorem 1.1, and obtain some
critical Strichartz estimates when p is large. We state our main result on the Strichartz
estimates on irrational tori.
3Strictly speaking, there is an extra factor of 2pi in front of Q(n) in (1.15). However, such a factor can
be eliminated by time dilation and thus, for simplicity of notations, we drop it in the following.
4 After the completion of this manuscript, we learned that this result in [11] was recently improved to
K4,N = N
131
832
+ by Demirbas [15]. While the proof in [11] is based on Jarn´ık’s argument [27], the proof in [15]
is based on Huxley’s counting estimate [24]. More recently, this result in [15] was improved to K4,N = N
1
8
+
by Demeter [14]. See the footnote in Theorem 1.2 (ii).
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Theorem 1.2. (i) The following scaling-invariant Strichartz estimate holds on an irrational
torus:
‖e−it∆f‖Lpt,x(I×Td) . N
d
2
− d+2
p ‖f‖L2(Td), (1.19)
for all f ∈ L2(Td) with supp f̂ ⊂ [−N,N ]d, provided that d and p are in the following
ranges:
(i.a) d = 2: p > 203 ,
(i.b) d = 3 : p > 163 ,
(i.c) d = 4: p > 4,
(i.d) d ≥ 5: p ≥ 4.
(ii) Let ε > 0. Then, the Strichartz estimate with an ε-loss of regularity holds on an
irrational torus:5
‖e−it∆f‖Lpt,x(I×Td) . N
d
2
− d+2
p
+ε‖f‖L2(Td), (1.20)
for all f ∈ L2(Td) with supp f̂ ⊂ [−N,N ]d, provided that d and p are in the following
ranges:
(ii.a) d = 2: p ≥ 203 ,
(ii.b) d = 3: p = 163 ,
(ii.c) d = 4: p = 4.
When d ≥ 3, we follow a relatively simple argument after Bourgain [6] and prove Theorem
1.2 in Subsection 2.1. When d = 2, this argument proves (1.20) only for p ≥ 8. In
Subsection 2.2, we present a duality argument to prove (1.19) (when d = 2) for p > 12. In
Section 3, we establish certain level set estimates and provide a full proof of Theorem 1.2
when d = 2.
By interpolating with Theorems 1.1 and 1.2, we can obtain Strichartz estimates for other
values of p. The following corollary shows a summary of known Strichartz estimates on
irrational tori at this point.
Corollary 1.3. Let ε > 0. Then, the following Strichartz estimates hold for all f ∈ L2(Td)
with supp f̂ ⊂ [−N,N ]d:
5In a very recent preprint, Demeter [14] proved the Strichartz estimates (1.20) with an ε-loss on the
standard torus Td for p ≥ 2(d+3)
d
. His argument is based on incidence geometry, without any number
theory. As a result, the same result holds for irrational tori and hence improves our result in Theorem 1.2
(ii) in a significant manner. This also improves the values of s0 in some subcritical local well-posedness
results below (Theorem 1.4 (i.a), (i.b), (ii.a), and (ii.b)). Note that the result in [14] comes with an ε-loss
and thus it does not improve the scaling-invariant Strichartz estimate (1.19) in Theorem 1.2 (i) and critical
local well-posedness results in Theorems 1.5 and 1.6.
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(i) d = 2:
‖e−it∆f‖Lpt,x(I×T2) .

N ε‖f‖L2(T2), for 2 < p ≤ 3,
N
2
3
− 2
p
+ε‖f‖L2(T2), for 3 < p < 4,
N
1
6‖f‖L2(T2), for p = 4,
N
3
4
− 7
3p
+ε‖f‖L2(T2), for 4 < p ≤ 203 ,
N1−
4
p ‖f‖L2(T2), for p > 203 .
(1.21)
(ii) d = 3:
‖e−it∆f‖Lpt,x(I×T3) .

N ε‖f‖L2(T3), for 2 < p ≤ 83 ,
N1−
8
3p
+ε‖f‖L2(T3), for 83 < p ≤ 4,
N
5
4
− 11
3p
+ε‖f‖L2(T3), for 4 < p ≤ 163 ,
N
3
2
− 5
p ‖f‖L2(T3), for p > 163 .
(1.22)
(iii) d = 4:
‖e−it∆f‖Lpt,x(I×T4) .

N ε‖f‖L2(T4), for 2 < p ≤ 52 ,
N
4
3
− 10
3p
+ε‖f‖L2(T4), for 52 < p ≤ 4,
N2−
6
p ‖f‖L2(T4), for p > 4.
(1.23)
(iv) d ≥ 5:
‖e−it∆f‖Lpt,x(I×Td) .

N ε‖f‖L2(Td), for 2 < p ≤ 2(d+1)d ,
N
(d
4
− 1
2
)( 2d
d−1
− 4(d+1)
p(d−1)
)+ε‖f‖L2(Td), for 2(d+1)d < p < 4,
N
d
2
− d+2
p ‖f‖L2(Td), for p ≥ 4.
(1.24)
1.3. Local well-posedness results of NLS on irrational tori. In the following, we
apply these Strichartz estimates in Corollary 1.3 to the Cauchy problem of NLS on an
irrational torus: {
i∂tu−∆u = ±|u|2ku
u
∣∣
t=0
= u0 ∈ Hs(Td),
(x, t) ∈ Td ×R, (1.25)
where k ∈ N is a positive integer and the Laplacian ∆ is defined by (1.14). First, recall
the following notion. When M = Rd, the Cauchy problem (1.1) enjoys the dilation sym-
metry. Namely, if u is a solution to (1.1) with respect to an initial condition u0, then the
rescaled function uλ(x, t) := λ
2
p−1u(λx, λ2t) is also a solution to (1.1) with the rescaled
initial condition u0,λ(x) := λ
2
p−1u0(λx). We say that the Sobolev index sc is critical if
the homogeneous Sobolev norm ‖ · ‖H˙sc (Rd) is invariant under this dilation symmetry. In
particular, the critical Sobolev index is given by sc =
d
2 − 2p−1 . When M 6= Rd, we may
not have this natural dilation symmetry. Nonetheless, the notion of the critical Sobolev
index provides us important heuristics. In terms of the Cauchy problem (1.25), the critical
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Sobolev index sc is given by
sc =
d
2
− 1
k
. (1.26)
First, we state local well-posedness in subcritical Sobolev spaces Hs(Td) with s > sc.
Theorem 1.4 (Local well-posedness in subcritical spaces). Let d ≥ 2 and k ∈ N. Then,
there exists s0 = s0(k, d) such that the Cauchy problem (1.25) on a d-dimensional irrational
torus Td is locally well-posed in Hs(Td) for s > s0 in the following cases:
(i) d = 2:
(i.a) k = 1, s0 =
1
3 [11],
(i.b) k = 2, 3, 4, 5, s0 =
7k−3
7k+5 ,
(i.c) k ≥ 5, s0 = sc = 1− 1k ,
Note that the values of s0 in (i.b) and (i.c) coincide when k = 5.
(ii) d = 3:
(ii.a) k = 1, s0 =
2
3 [6],
(ii.b) k = 2, s0 =
53
52 ,
(ii.c) k ≥ 3, s0 = sc = 32 − 1k ,
(iii) d ≥ 4: k ≥ 1, s0 = sc = d2 − 1k .
After Bourgain’s seminal paper [3], the Fourier restriction norm method, involving the
Xs,b-space, has been applied to study well-posedness of a wide class of equations. In our
proof, we also employ the Xs,b-spaces and by the standard argument, the proof is reduced
to establishing certain multilinear Strichartz estimates.
Furthermore, by applying the well-posedness theory involving the Up- and V p-spaces
developed by Tataru, Koch, and their collaborators [30, 18, 21, 22], we prove some critical
local well-posedness.6
Theorem 1.5 (Local well-posedness in critical spaces). Given d ≥ 2 and k ∈ N, let sc
be the critical Sobolev index given by (1.26). Then, the Cauchy problem (1.25) on a d-
dimensional irrational torus Td is locally well-posed in the critical Sobolev space Hsc(Td)
in the following cases:
(i) d = 2: k ≥ 6,
(ii) d = 3: k ≥ 3,
(iii) d ≥ 4: k ≥ 2.
Once again, the proof is reduced to establishing certain multilinear Strichartz estimates.
See Propositions 5.6 and 5.7.
Lastly, we briefly discuss the case of a partially irrational torus. Namely, we consider
Strichartz estimates on an irrational torus Tdα, when some of αj ’s in (1.12) are rationally
6In a very recent paper, Strunk [35] extended Theorem 1.5 to (i) k ≥ 3 when d = 2 and (ii) k = 2 when
d = 3. The main idea in [35] is based on considering Strichartz estimates in mixed Lebesgue spaces LqtL
r
x
to
improve the multilinear Strichartz estimate (Proposition 5.7 below). This clever argument avoids the need
of improving the scaling-invariant Strichartz estimate (1.19).
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dependent. In this case, we may obtain improvements over Theorem 1.2, yielding better
local well-posedness results than those presented in Theorems 1.4 and 1.5. For simplicity
of presentation, we only consider an example of the three-dimensional torus of the form
T
2 × Tα3 , where two periods are the same. By a change of spatial variables as before, we
consider the Cauchy problem (1.25), where the multiplier Q(n) in (1.15) is given by
Q(n) = n21 + n
2
2 + θ3n
2
3, θ3 > 0, (1.27)
i.e. we set θ1 = θ2 = 1. Then, we have the following local well-posedness result for the
energy-critical quintic NLS on a three-dimensional partially irrational torus.
Theorem 1.6. Suppose that Q(n) is given by (1.27). Then, the energy-critical quintic
NLS, (1.25) with k = 2, on T3 is locally well-posed in the critical Sobolev space H1(T3).
Previously, Herr-Tataru-Tzvetkov [21] proved local well-posedness in the energy space
H1(T3) of the energy-critical quintic NLS on the three-dimensional standard torus T3.
By combining the results in [7] and [22], we also see that the energy-critical cubic NLS on
the four-dimensional standard torus T4 is local well-posedness in the energy space H1(T4).
See also the work by the third author [42] for some other critical local well-posedness results.
The result in [42], however, does not cover an energy-critical setting. As mentioned earlier,
Herr [20] proved local well-posedness in the energy space of the energy-critical quintic NLS
on three-dimensional Zoll manifolds. We point out that Theorem 1.6 seems to be the first
local well-posedness result of the energy-critical NLS in its energy space H1(T3), where
there is no common minimal period for geodesics.
We present a sketch of the proof in Appendix B. More precisely, we revisit the argument
in Section 3 and prove the sharp Strichartz estimate (1.19) on T3 for p > 143 under the
assumption (1.27). The rest follows from a slight modification of the argument in Section
5. Lastly, note that Theorem 1.6 combined with the conservation of mass and Hamiltonian
yields small data global well-posedness of the quintic NLS, (1.25) with k = 2, inH1(T3), just
as in [21, 20]. Recently, global well-posedness (for large data) of the energy-critical quintic
NLS on the three-dimensional standard torus T3 and on the three-dimensional sphere S3
was obtained by Ionescu-Pausader [26] and Pausader-Tzvetkov-Wang [32], respectively. It
would be of interest to investigate if global well-posedness of the energy-critical quintic NLS
holds in the setting of Theorem 1.6.7
This paper is organized as follows. In Section 2, we prove Theorem 1.2 when d ≥ 3
and partially when d = 2, via multilinear estimates and a duality argument. In Section
3, we establish certain level set estimates and prove Theorem 1.2 when d = 2. In Section
4, we prove local well-posedness results in subcritical Sobolev spaces (Theorem 1.4). In
Section 5, we prove local well-posedness results in critical Sobolev spaces (Theorem 1.5).
In Appendix A, we present a proof of (2.1) below, using the Hardy-Littlewood circle method.
In Appendix B, we sketch a proof of Theorem 1.6.
7After Strunk’s result [35], it is now of interest to study global well-posedness of the energy-critical quintic
NLS on a general three-dimensional irrational torus in its energy space H1(T3).
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2. Strichartz estimates: Part 1
In this section, we prove our main result (Theorem 1.2) for d ≥ 3 and present a partial
proof for d = 2. In [6], Bourgain treated the three-dimensional case. His argument is based
on the following estimate: ˆ
T
∣∣∣ ∑
0≤n≤N
e2πin
2t
∣∣∣r dt ∼ N r−2, (2.1)
for r > 4. We first apply this argument and generalize the result in [6] to a general
dimension d ≥ 3. When r = 4, (2.1) holds with a logarithmic loss (Hua’s inequality). This
yields the endpoint case for d = 3, 4. When d = 2, this also proves Theorem 1.2 (ii) but
only for p ≥ 8. In Subsection 2.2, we present a simple duality argument when d = 2. This
proves Theorem 1.2 (i) for p > 12. The full proof of Theorem 1.2 for d = 2, i.e. (1.19) for
p > 203 and (1.20) for p ≥ 203 , is presented in Section 3.
2.1. Higher dimensional case: d ≥ 3. In this subsection, we prove Theorem 1.2 when
d ≥ 3. First, we prove the following lemma, which can be viewed as a version of Hausdorff-
Young’s inequality.
Lemma 2.1 (Hausdorff-Young’s inequality). Let d ≥ 2 and a ∈ Zd. Given a sequence
{cn}n∈Zd , define Fa(t) by
Fa(t) =
∑
n∈Zd
cnca−ne
2πi[Q(n)+Q(a−n)]t, (2.2)
where Q(n) is as in (1.15). Then, for p ≥ 2, we have
‖Fa(t)‖Lpt ([−1,1]) .
[∑
k∈Z
( ∑
|Q(n)+Q(a−n)−k|≤ 1
2
|cnca−n|
)p′] 1p′
, (2.3)
where 1p +
1
p′ = 1.
Lemma 2.1 was used in [6] for the three-dimensional case. See also Lemma 2 in [11]. A
proof for general dimensions in [11] relies on Schur’s lemma. In the following, we give a
direct proof for reader’s convenience.
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Proof. When p =∞, (2.3) follows immediately. Hence, by interpolation, it suffices to prove
(2.3) for p = 2. Let η(t) be a cutoff function supported on [−2, 2] such that η ≡ 1 on [−1, 1].
By Plancherel identity, we have
‖Fa(t)‖L2t ([−1,1]) ≤ ‖Fa(t)η(t)‖L2t (R)
=
∥∥∥∥∑
n
cnca−nη̂
(
τ − [Q(n) +Q(a− n)])∥∥∥∥
L2τ
=
∥∥∥∥∑
k∈Z
∑
n∈Ik,a
cnca−nη̂
(
τ − [Q(n) +Q(a− n)])∥∥∥∥
L2τ
=
∥∥∥∥∑
k∈Z
Bk(τ)
∥∥∥∥
L2τ
,
where Ik,a =
{
n ∈ Zd : Q(n) +Q(a− n)− k ∈ (−12 , 12 ]
}
and
Bk(τ) =
∑
n∈Ik,a
cnca−nη̂
(
τ − [Q(n) +Q(a− n)]).
Noting that |Bk(τ)| .
∑
n∈Ik,a
|cnca−n|〈τ − k〉−2, we have∥∥∥∑
k∈Z
Bk(τ)
∥∥∥2
L2τ
=
∥∥∥(∑
k∈Z
Bk(τ)
)2∥∥∥
L1τ
.
∑
k,k′
‖Bk(τ)B′k(τ)‖L1τ
.
∑
k,k′
∑
n∈Ik,a
∑
n′∈Ik′,a
|cnca−n||cn′ca−n′ |
ˆ
R
〈τ − k〉−2〈τ − k′〉−2dτ
.
∑
k,k′
1
〈k − k′〉2
∑
n∈Ik,a
∑
n′∈Ik′,a
|cnca−n||cn′ca−n′ |
By Cauchy-Schwarz inequality (in k) followed by Young inequality, we have
≤
[∑
k
( ∑
n∈Ik,a
|cnca−n|
)2] 12 [∑
k
(∑
k′
∑
n′∈Ik′,a
|cn′ca−n′ |
〈k − k′〉2
)2] 12
.
∑
k
( ∑
n∈Ik,a
|cnca−n|
)2
.
This completes the proof of Lemma 2.1. 
Next, we state the main proposition. Theorem 1.2 then follows this proposition and
Bernstein’s inequality when d ≥ 3.
Proposition 2.2. Let f be a function on Td with supp f̂ ⊂ [−N,N ]d.
(i) Let d ≥ 3. Then, for p ≥ max (16d +, 4), we have
‖e−it∆f‖Lp
t,locL
4
x
. N
d
4
− 2
p ‖f‖L2 , (2.4)
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(ii) Suppose that d and p satisfy (ii.a) d = 2, p ≥ 8, (ii.b) (d, p) = (3, 163 ), or (ii.c)
(d, p) = (4, 4). Then, we have
‖e−it∆f‖Lp
t,locL
4
x
. N
d
4
− 2
p (logN)
2
q ‖f‖L2 , (2.5)
where q = p when d = 3, 4 and q = 8 when d = 2.
Bourgain proved (2.4) for d = 3. See Proposition 1.1 in [6]. Our proof follows the ideas
developed in [6]. By setting p = 4 when d ≥ 5 and p = 16d + when d = 3, 4, Proposition 2.2
yields the L4-Strichartz estimate, which improves the result in [11] for d ≥ 3. Note that
the Strichartz estimate (2.4) is essentially sharp in higher dimensions (d ≥ 4). Indeed, on
R
d with d ≥ 2, by Sobolev inequality and interpolation of (1.6) and (1.7)
‖e−it∆f‖LptL4x(R×Rd) . N
2( 1
4
− 1
p
)‖e−it∆f‖L4t,x(R×Rd) . N
d
4
− 2
p ‖f‖L2(Rd),
for p ≥ 4.
We first use Proposition 2.2 to prove Theorem 1.2 when d ≥ 3.
Proof of Theorem 1.2 for d ≥ 3. Suppose that p ≥ max(16d +, 4), satisfying the hypothesis
of Theorem 1.2 (i). By Bernstein’s inequality and Proposition 2.2 (i), we have
‖e−it∆f‖Lpt,x . N
d
4
− d
p ‖e−it∆f‖LptL4x . N
d
2
− d+2
p ‖f‖L2 .
By repeating the same argument with Proposition 2.2 (ii), we obtain Theorem 1.2 (ii) when
d = 3, 4. When d = 2, this yields Theorem 1.2 (ii) only for p ≥ 8. 
We now present the proof of Proposition 2.2.
Proof of Proposition 2.2. (i) Let Q(n) be as in (1.15). Then, we have
(e−it∆f)(x) =
∑
n∈Zd
f̂(n)e2πi(n·x+Q(n)t). (2.6)
With cn = f̂(n), let Fa(t) be as in (2.2). Then, by Minkowski’s integral inequality with
p ≥ 4, we have
‖e−it∆f‖2LptL4x = ‖(e
−it∆f)2‖
L
p
2
t L
2
x
=
∥∥∥∥( ∑
a∈Zd
|Fa(t)|2
) 1
2
∥∥∥∥
L
p
2
t
≤
( ∑
a∈Zd
‖Fa(t)‖2
L
p
2
t
)1/2
. (2.7)
For ℓ ∈ Z, let Aℓ = {n ∈ Zd : |Q(n)−ℓ| ≤ 1}∩ [−N,N ]d. Noting that Q(n)+Q(a−n) =
1
2
(
Q(2n− a)+Q(a)), the condition |Q(n)+Q(a−n)− k| ≤ 12 is equivalent to 2n ∈ a+Aℓ
with ℓ = 2k − Q(a). Note that, ∣∣{ℓ ∈ Z : 2n ∈ a + Aℓ}∣∣ . 1 for all n ∈ Zd. Then, by
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Lemma 2.1 and Cauchy-Schwarz and Ho¨lder’s inequalities, we have
‖Fa‖
L
p
2
t
≤
[∑
ℓ∈Z
( ∑
2n∈a+Aℓ
|cnca−n|
) p
p−2
] p−2
p
.
[∑
ℓ
|Aℓ|
p
2(p−2)
( ∑
2n∈a+Aℓ
|cnca−n|2
) p
2(p−2)
] p−2
p
≤
(∑
ℓ
|Aℓ|
p
p−4
) p−4
2p
(∑
ℓ
∑
2n∈a+Aℓ
|cnca−n|2
) 1
2
∼
(∑
ℓ
|Aℓ|
p
p−4
) p−4
2p
( ∑
n∈Zd
|cnca−n|2
)1
2
. (2.8)
From (2.7) and (2.8), we have
‖e−it∆f‖LptL4x ≤ C
(∑
ℓ
|Aℓ|
p
p−4
) p−4
4p
‖f‖L2 . (2.9)
Now, let η(t) be a smooth function with a compact support I ⊂ R such that η̂ ≥ 0 and
η̂ ≥ 1 on [−1, 1]. Now we estimate
(∑
ℓ |Aℓ|
p
p−4
) p−4
4p
, using
|Aℓ| ≤
ˆ [ ∑
n∈Zd
|nj |≤N
e2πiQ(n)t
]
η(t)e−2πiℓtdt.
If p ≤ 8, then we have pp−4 ≥ 2. Then, by Hausdorff-Young’s inequality, we have(∑
ℓ
|Aℓ|
p
p−4
) p−4
4p
.
[ˆ
I
d∏
j=1
∣∣∣ ∑
|nj|≤N
e2πiθjn
2
j t
∣∣∣ p4 dt] 1p
.
d∏
j=1
[ˆ
I
∣∣∣ ∑
|nj |≤N
e2πiθjn
2
j t
∣∣∣ dp4 dt] 1dp . [ˆ
I
∣∣∣ ∑
0≤n≤N
e2πin
2t
∣∣∣ dp4 dt] 1p . (2.10)
Note that r = dp4 > 4, since p >
16
d . Then, by an application of the Hardy-Littlewood circle
method (see Appendix A), we have
ˆ
I
∣∣∣ ∑
0≤n≤N
e2πin
2t
∣∣∣r dt ∼ N r−2, (2.11)
yielding (2.10) . N
d
4
− 2
p . Hence, (2.4) follows from (2.9) in this case.
If p > 8, then by Bernstein’s inequality (in t), we have
‖e−it∆f‖LptL4x ≤ CN
1
4
− 2
p ‖e−it∆f‖L8tL4x . (2.12)
Then, (2.4) follows from (2.12) and (2.4) for p = 8.
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(ii) When (d, p) = (2, 8), (3, 163 ), or (4, 4), we have r =
dp
4 = 4. In this case, (2.11) does not
hold. Nonetheless, by Hua’s inequality [40], we haveˆ
I
∣∣∣ ∑
0≤n≤N
e2πin
2t
∣∣∣4 dt . N2(logN)2. (2.13)
See also [25, (8.13)]. Then, (2.5) follows from (2.13) and repeating the computation in (i).
This completes the proof of Proposition 2.2. 
2.2. Two dimensional case. For d = 2, the sharp estimate (1.19) is not covered by
Proposition 2.2. In the following, we use a simple duality argument and prove the sharp
Strichartz estimate (1.19) for p > 12. Without loss of generality, we assume that
Q(n) = n21 + θn
2
2,
1
C ≤ θ ≤ C. (2.14)
Then, the local-in-time Strichartz estimate can be expressed as∥∥∥∥ ∑
n∈SN
ane
2πi(n·x+Q(n)t)
∥∥∥∥
Lpt,x(I×T
2)
≤ Kp,N
( ∑
n∈SN
|an|2
)1/2
, (2.15)
where SN denotes the following set:
SN :=
{
(n1, n2) ∈ Z2 : |nj| ≤ N, j = 1, 2
}
. (2.16)
Our task is to seek for an optimal constant Kp,N . By duality, (2.15) is equivalent to( ∑
n∈SN
∣∣f̂(n, Q(n))∣∣2)12 ≤ Kp,N‖f‖Lp′t,x(I×T2), (2.17)
for any f ∈ Lp′(I × T2), where 1p + 1p′ = 1. Here, the Fourier transform f̂ is defined by
f̂(n, τ) =
ˆ
R
ˆ
T2
e−2πin·xe−2πiτt1I(t)f(x, t) dx dt.
Then, (1.19) for p > 12 follows once we prove the next proposition.
Proposition 2.3. For p > 12, we have Kp,N . N
1− 4
p . Namely, we have( ∑
n∈SN
∣∣f̂(n, Q(n))∣∣2) 12 . N1− 4p ‖f‖2
Lp
′
t,x(I×T
2)
. (2.18)
Remark 2.4. Recall that, on the standard torus T2, i.e. with Q(n) = n21 + n
2
2, Bourgain
[3] proved Kp,N . N
1− 4
p for p > 4. Hence, Proposition 2.3 states that, on an irrational
torus, the same estimate for Kp,N holds, but only for p > 12.
Proof. Without loss of generality, assume that I is centered at 0. Let R be a kernel defined
by
R(x, t) =
∑
n∈SN
e2πi(n·x+Q(n)t). (2.19)
Then, defining Rθ by
Rθ(x, t) =
∑
|n|≤N
e2πi(nx+θn
2t), (2.20)
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we have R(x, t) = R1(x1, t)Rθ(x2, t). From Proposition 3.114 in [3], we have
‖R1(x, t)‖Lpt,x(I×T) ≤ Cp,IN
1− 3
p , (2.21)
for p > 6. Bourgain’s argument is based on an application of the Hardy-Littlewood circle
method. See also Lemma 2.4 in [23] for a simpler proof based on the Poisson summation
formula. Note that (2.21) does not hold for p = 6. See Rogovskaya [33] and [3].
By Ho¨lder’s inequality, (2.21), and Sobolev inequality, we have
‖R‖Lpt,x(I×T2) =
(ˆ
I
‖R1(x1, t)‖pLpx1‖Rθ(x2, t)‖
p
Lpx2
dt
) 1
p
≤ ‖R1(x1, t)‖Lpt,x1‖Rθ(x2, t)‖L∞t (I;Lpx2)
. N
1− 3
p ‖Rθ(x2, t)‖
L∞t (I;H
1
2−
1
p
x2
)
. N
2− 4
p . (2.22)
By (2.19), Young’s inequality, and (2.22), we have∑
n∈SN
∣∣f̂(n , Q(n))∣∣2 = 〈R ∗ 1If,1If〉 ≤ ‖R‖
L
p
2
t,x(2I×T
2)
‖f‖2
Lp
′
t,x(I×T
2)
. N
2− 8
p ‖f‖2
Lp
′
t,x(I×T
2)
as long as p > 12. 
3. Strichartz estimates: Part 2
3.1. Level set estimates. In this section, we prove Theorem 1.2 when d = 2. The main
ingredient is the level set estimates on irrational tori in Proposition 3.1 below. For level
sets estimates on the usual torus Td, see [3, 23]. It turns out that these level set estimates
are useful only when d = 2, 3 (see Remark 3.3), but we state and prove the results for a
general dimension. In the following, we assume that θ1 = 1 in (1.15) for simplicity. Namely,
we consider
Q(n) = n21 + θ2n
2
2 + · · ·+ θdn2d. (3.1)
Also, let SN = {n ∈ Zd : |nj| ≤ N, j = 1, . . . , d}.
Proposition 3.1. Let I be a compact interval in R. Given
f(x) =
∑
n∈SN
cne
2πin·x (3.2)
such that ‖cn‖ℓ2
n
= 1, define the distribution function Aλ by
Aλ =
{
(x, t) ∈ T2 × I : ∣∣(e−it∆f)(x, t)∣∣ > λ}. (3.3)
(i) For any ε > 0, we have
|Aλ| . N2(d−1)
1
1+6ελ−6+
24
1+6ε
ε (3.4)
for λ & N
d
2
− 1
4
+ε.
(ii) Let q > 6. Then, there exists small ε > 0 such that
|Aλ| . N
d
2
q−(d+2)λ−q (3.5)
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for λ & N
d
2
−ε.
In (3.4) and (3.5), the implicit constants depend on ε > 0, q > 6, and |I|, but are
independent of f .
We present the proof of Proposition 3.1 in Subsections 3.2 and 3.3. In the following,
we use Proposition 3.1 to prove Theorem 1.2 when d = 2. First, we present the proof of
Theorem 1.2 (ii.a), i.e. we prove (1.20) for p ≥ 203 when d = 2. Recall that Catoire-Wang
[11] proved
‖e−it∆f‖L4t,x(I×Td) . N
1
6 ‖f‖L2(Td) (3.6)
for f ∈ T2 with supp f̂ ⊂ [−N,N ]2. Given f as in (3.2), let F (x, t) = e−it∆f(x, t). By
Cauchy-Schwarz inequality, we have ‖F‖L∞t,x . N. Then, with Proposition 3.1 (i) and (3.6),
we haveˆ
I×T2
|F (x, t)|pdxdt ≤
ˆ
N
3
4+ε.|F |.N
|F (x, t)|pdxdt+N ( 34+ε)(p−4)
ˆ
|F (x, t)|4dxdt
. N2−
12
1+6ε
ε
ˆ N
N
3
4+
λp−7+
24
1+6ε
εdλ+N (
3
4
+ε)(p−4)+ 2
3
. Np−4+,
where the last inequality holds as long as p ≥ 203 . This proves Theorem 1.2 (ii.a). By
Proposition 3.1 (i) and (ii), Theorem 1.2 (i.a) follows in a similar manner. We omit details.
Remark 3.2. When d = 2, Proposition 3.1 (i) and (ii) basically says that the level set
estimates (3.4) and (3.5) are sufficient in proving the Strichartz estimates (1.19) and (1.20)
for p > 6 as long as λ is large: λ ≥ N 14+. Hence, an improvement on Theorem 1.2 when
d = 2 may be obtained if we can improve the lower bound on λ in Proposition 3.1 (i) or
the L4-Strichartz estimate (3.6).
Remark 3.3. In [7], Bourgain proved
‖e−it∆f‖Lpt,x(I×Td) . N
ε‖f‖L2(Td) (3.7)
for p = 2(d+1)d . See Proposition 8 and the comment afterward in [7]. Combining Proposition
3.1 (i) and (3.7), we obtain (1.20) only for p ≥ 2(3d+1)d . When d = 2, the combination of
Proposition 3.1 (i) and (3.6) yields a better result. When d ≥ 3, Proposition 2.2 yields
better results. We point out that, when d = 3, combining Proposition 3.1 (i) with Theorem
1.1 (ii) yields another proof of Theorem 1.2 (ii.b).
3.2. Proof of Proposition 3.1 (i). Let η be a smooth cutoff function supported on
[ 1200 ,
1
100 ]. Given q ∈ N, define Jq by
Jq = {a ∈ N : 1 ≤ a ≤ q, (a, q) = 1}. (3.8)
Then, for given M ∈ N with M ≥ N , we define
Φ(t) =
∑
M≤q<2M
∑
a∈Jq
η
(
q2
∥∥t− aq∥∥),
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where ‖x‖ = minn∈Z |x−n| denotes the distance of x to the closest integer. Note that Φ is
periodic with period 1. By taking a Fourier transform, we have
Φ̂(k) =
∑
M≤q<2M
1
q2
cq(k) η̂(q
−2k), (3.9)
where cq(k) denotes Ramanujan’s sum: cq(k) :=
∑
a∈Jq
e
−2πia
q
k
. Let φ(q) be the Euler’s
totient function defined by φ(q) =
∑
a∈Jq
1. Then, by Theorem 330 in [19], we have
Φ̂(0) ∼ 1
M2
∑
M≤q<2M
φ(q) ∼ 1.
Namely, Φ̂(0) is independent of M .
Without loss of generality, assume that I is centered at 0. With Q(n) in (3.1), define
R as in (2.19), where SN = {n ∈ Zd : |nj | ≤ N, j = 1, . . . , d}. Then, we have R(x, t) =
R1(x1, t)
∏d
j=2Rθj (xj , t), where Rθ is defined in (2.20). Now, letting χ be a smooth cutoff
function support on 3I such that χ(t) ≡ 1 on 2I, define R1 and R2 by
R1(x, t) =
Φ(t)
Φ̂(0)
R(x, t)χ(t) and R2(x, t) = R(x, t)χ(t) −R1(x, t). (3.10)
Noting that the intervals Iℓ,q,a :=
[
ℓ+ aq +
1
200q2
, ℓ+ aq +
1
100q2
]
are disjoint for distinct values
of ℓ, a, and q ∼M ≫ 1, it follows from Weyl’s inequality [31, Theorem 1 on p. 41] that
|R1(x1, t)| . N
q
1
2
+N
1
2 (log q)
1
2 + q
1
2 (log q)
1
2 .M
1
2 (logM)
1
2 (3.11)
for t ∈ Iℓ,q,a since q ∼ M ≥ N . Then, along with a trivial bound |Rθj (xj , t)| . N , we
obtain
‖R1‖L∞t,x . min
(
Nd−1M
1
2 (logM)
1
2 , Nd
)
. (3.12)
Next, we consider R2. By expanding Φ(t) in the Fourier series, we have
R2(x, t) = − 1
Φ̂(0)
R(x, t)χ(t)
∑
k 6=0
Φ̂(k)e2πikt. (3.13)
First, recall the following lemma (Lemma 3.33 in [3]). Given M ∈ N and k ∈ Z, we have
∑
M≤q<2M
|cq(k)| . d(k,M)M1+, (3.14)
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where d(k,M) denotes the number of divisors of k less than M . Then, by taking a Fourier
transform of (3.13) with (3.9), (3.14), and d(k,M) . k0+, we have
|R̂2(n, τ)| =
∣∣∣∣1SN (n)∑
k 6=0
Φ̂(k)
Φ̂(0)
χ̂(τ −Q(n)− k)
∣∣∣∣
.
1
M2
∑
k 6=0
∑
M≤q<2M
|cq(k)|
∣∣η̂(q−2k)χ̂(τ −Q(n)− k)∣∣
.
1
M2
∑
k 6=0
k0+M1+
(M2
k
)0+ 1
〈τ −Q(n)− k〉10
.M−1+. (3.15)
Define Θλ(x, t) by
Θλ(x, t) = exp
(
i arg(e−it∆f(x))
) · 1Aλ(x, t). (3.16)
Note that suppΘλ(x, ·) ⊂ I for each x ∈ Td. Then, by Cauchy-Schwarz inequality with
(3.2), we have
λ2|Aλ|2 ≤
(ˆ
I×T2
(
e−it∆f
)
(x, t)Θλ(x, t)dxdt
)2
=
( ∑
n∈SN
cnΘ̂λ(n, Q(n))
)2
≤
∑
n∈SN
∣∣Θ̂λ(n, Q(n))∣∣2 = 〈R ∗Θλ,Θλ〉 = 〈(Rχ) ∗Θλ,Θλ〉 (3.17)
By (3.10), (3.12), and (3.15), we have
=
〈
R1 ∗Θλ,Θλ
〉
+
〈
R2 ∗Θλ,Θλ
〉
≤ ‖R1‖L∞t,x‖Θλ‖2L1t,x + ‖R̂2‖L∞τ ℓ∞n ‖Θλ‖
2
L2t,x
≤ C1Nd−1M 12+ε1 |Aλ|2 +M−1+ε2 |Aλ| (3.18)
for small ε1, ε2 > 0.
Now, choose M ≥ N such that
Nd−1M
1
2
+ε1 ∼ λ2. (3.19)
The condition (3.19) with M ≥ N implies that λ & N d2− 14+ ε12 . Then, (3.18) yields
|Aλ| .
(N2(d−1)
λ4
) 1−ε2
1+2ε1 λ−2 . N
2(d−1) 1
1+3ε1 λ
−6+ 12
1+3ε1
ε1
by setting ε2 = ε2(ε1) such that
1−ε2
1+2ε1
= 11+3ε1 . This proves (3.4) with ε =
ε1
2 .
3.3. Proof of Proposition 3.1 (ii). In this subsection, we prove the level set estimate
(3.5), which is sharp for q > 6. The following argument is inspired by Bourgain’s paper [3].
We first go over some basic setups, restricting our attention to t ∈ T.
Let {σn}n∈Z be the multiplier defined by σn = 1 on [−N,N ], σn = N−jN for n = N + j
and n = −N − j, j = 1, . . . , N , and σn = 0 for |n| ≥ 2N . Consider
K(x, t) :=
∑
n∈Z
σne
2πi(nx+n2t). (3.20)
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Then, we have the following lemma. Here, ‖x‖ = minn∈Z |x− n| denotes the distance of x
to the closest integer as before.
Lemma 3.4 (Lemma 3.18 in [3]). Let 1 ≤ a ≤ q ≤ N and (a, q) = 1 such that∥∥∥∥t− aq
∥∥∥∥ ≤ 1qN . (3.21)
Then, we have
|K(x, t)| . N
q
1
2
(
1 +N
∥∥t− aq∥∥ 12) . (3.22)
Note that the multiplier σn in (3.20) avoids the logarithmic loss (when q ∼ N) in Weyl’s
inequality (3.11) on the Weyl sum WN (x, t) =
∑
|n|≤N e
2πi(nx+n2t). Indeed, by writing
K = 1N
∑2N−1
k=N Wk, we see that this regularizing effect in (3.22) is analogous to that of the
Fe´je´r kernel over the Dirichlet kernel.
In the following, we fix N ≫ 1, dyadic. For dyadic M ≤ N , let RM by
RM =
{a
q
: a ∈ Jq, M ≤ q < 2M
}
,
where Jq is as in (3.8). Let ψ(t) be a smooth cutoff function supported on
1
2 +
1
10 ≤
|t| ≤ 2 − 110 such that
∑
j∈Z ψ(2
−jt) = 1 for t 6= 0. For s ∈ N with M ≤ 2s < N let
ωN,2s(t) = ψ(2
sNt) and define ωN,N by
ωN,N (t) =
{∑
j≥log2N
ψ(2jNt), t 6= 0,
1, t = 0.
Note that we have supp(ωN,2s) ⊂
{|t| . 12sN } and
|ω̂N,2s(k)| . 1
2sN
〈 k
2sN
〉−100
. (3.23)
Now, let
ΩM,N =
∑
M≤2s≤N
ωN,2s . (3.24)
Then, it follows that ΩM,N ≡ 1 on [− 1MN , 1MN ] and suppΩM,N ⊂ [− 2MN , 2MN ].
Let N1 =
1
100N . Note that, for M1 < M2 ≤ N1, we have(
RM1 +
[
− 2
M1N
,
2
M1N
])
∩
(
RM2 +
[
− 2
M2N
,
2
M2N
])
= ∅.
Recall that by Dirichlet’s theorem [40, Lemma 2.1], (3.21) is satisfied for all t ∈ T = [0, 1].
Then, by letting δT denote the Dirac delta measure at T , we have
1 =
∑
M≤N1
M, dyadic
∑
T∈RM
δT ∗ΩM,N + ρ, (3.25)
such that ρ(t) 6= 0 for some t ∈ T implies that t satisfies (3.21) for some q > N1. In
particular, by Lemma 3.4, we have
|ρ(t)K(x, t)| . N 12 . (3.26)
20 Z. GUO, T. OH, AND Y. WANG
From (3.25) with (3.14), (3.23), and (3.24), we have
|ρ̂(k)| ≤
∣∣∣∣ ∑
M≤N1
M, dyadic
∑
M≤2s≤N
F
[ ∑
T∈RM
δT
]
(k) · ω̂N,2s(k)
∣∣∣∣
.
∑
M≤N1
M, dyadic
∑
M≤2s≤N
d(k,M)M1+
2sN
〈 k
2sN
〉−100
. N−1+ (3.27)
for k 6= 0. Here, we used the fact that d(k,M) . k0+ and M ≤ 2s ≤ N .
Now, for each M and s, we choose a coefficient αM,s such that
F
[ ∑
T∈RM
δT ∗ ωN,2s
]
(0) = αM,sρ̂(0). (3.28)
Then, from [3, (3.56)], we have
|αM,s| . M
2
2sN
. (3.29)
Now, we focus on our problem. Namely, we do not assume t ∈ T any longer. Given an
interval I ⊂ R, assume that I is centered at 0 and let χ be a smooth cutoff function support
on 3I such that χ(t) ≡ 1 on 2I as before. We define
K(x, t) = χ(t)
∑
n∈S˜N
σn1e
2πi(n·x+Q(n)t)
= χ(t)K(x1, t)
d∏
j=2
∑
|nj |≤N
e2πi(njxj+θjn
2
j t), (3.30)
where S˜N = {n ∈ Zd : |nj| ≤ N, j = 2, . . . , N} and K(x1, t) is as in (3.20).
Define ΛM,s by
ΛM,s(x, t) = K(x, t)
[ ∑
T∈RM
δT ∗ ωN,2s(t)− αM,sρ(t)
]
. (3.31)
Then, from Lemma 3.4, (3.26), and (3.29) with M ≤ 2s ≤ N , we have
|ΛM,s(x, t)| . Nd−1 N
M
1
2
(
1 + (2−sN)
1
2
) + M2
2sN
Nd−
1
2 . Nd−1
(2sN
M
) 1
2
. (3.32)
Hence, from (3.32), we have
‖f ∗ ΛM,s‖L∞(I×Td) . Nd−1
(2sN
M
) 1
2 ‖f‖L1(I×Td). (3.33)
Next, we estimate |Λ̂M,s|. Denote the second factor in (3.31) by ΦM,s, i.e. let
ΦM,s(t) =
∑
T∈RM
δT ∗ ωN,2s(t)− αM,sρ(t). (3.34)
Note that ΦM,s is periodic. Moreover, by (3.28), we have Φ̂M,s(0) = 0. Hence, we have
Λ̂M,s(n, τ) = σn1
( d∏
j=2
1|nj |≤N
)∑
k 6=0
Φ̂M,s(k)χ̂(τ −Q(n)− k). (3.35)
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By (3.14), (3.23), (3.27), and (3.29) with d(k,M) . k0+ and M ≤ 2s ≤ N , we have
|Φ̂M,s(k)| . d(k,M)M
1+
2sN
〈 k
2sN
〉−100
+
M2
2sN2−
.
M
2sN1−
(3.36)
for k 6= 0. By summing |χ̂(τ −Q(n)− k)| . 〈τ −Q(n)− k〉−100 over k 6= 0, it follows from
(3.35) and (3.36) that
|Λ̂M,s(n, τ)| . M
2sN1−
. (3.37)
Hence, from (3.37), we have
‖f ∗ ΛM,s‖L2(I×Td) .
M
2sN
N0+‖f‖L2(I×Td). (3.38)
Also, with the trivial bound d(k,M) ≤M in (3.36), we have
‖f ∗ ΛM,s‖L2(I×Td) .
M2+
2sN
‖f‖L2(I×Td). (3.39)
The second estimate (3.39) is useful when M ≪ N ε.
In the following, we establish another estimate on ‖f ∗ΛM,s‖L2(I×Td), using the following
lemma from Bourgain [3].
Lemma 3.5 (Lemma 3.47 in [3]). Let d(k,M) denote the number of divisors of k less than
M . Then, for any β,B,D > 0, we have
#{0 ≤ k ≤ N : d(k,M) > D} < cβ,B(D−BMβN +MB). (3.40)
Note that the constant in (3.40) is independent of D > 0, M,N ∈ N.
From (3.35) and (3.36), we have
‖f ∗ ΛM,s‖L2(I×Td) .
M1+
2sN
(ˆ ∑
S˜N
σ2n1 |f̂(n, τ)|2
[∑
k 6=0
d(k,M)
〈 k2sN 〉100〈τ −Q(n)− k〉100
]2
dτ
) 1
2
+
M2
2sN2−
‖f‖L2(I×Td), (3.41)
where S˜N is as in (3.30). Given D > 0 (to be chosen later), separate the first term,
depending on d(k,M) ≤ D or > D. The contribution from d(k,M) ≤ D can be estimated
by
.
DM1+
2sN
‖f‖L2(I×Td). (3.42)
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Next, we estimate the contribution from d(k,M) > D. By Cauchy-Schwarz inequality, we
have [∑
k 6=0
d(k,M)
〈 k2sN 〉100〈τ −Q(n)− k〉100
]2
≤
(∑
k 6=0
d(k,M)2
〈 k2sN 〉200〈τ −Q(n)− k〉100
)(∑
k˜ 6=0
1
〈τ −Q(n)− k˜〉100
)
.
(∑
k 6=0
d(k,M)2
〈 k2sN 〉200〈τ −Q(n)− k〉100
)
. (3.43)
Now, we estimate the first term on the right-hand side of (3.41) after applying (3.43). By
first integrating in τ , then summing over |nj | . N for j = 1, . . . , d, applying Lemma 3.5
(with 2B and 2β instead of B and β), the trivial bound d(k,M) ≤ M , and Hausdorff-
Young’s inequality, we have
.
M1+N
d
2
2sN
( ∑
|k|.2sN
d(k,M)2 +
∞∑
j=1
∑
|k|∼2s+jN
d(k,M)2
〈 k
2sN
〉−200) 12‖f̂‖L∞τ ℓ∞n
.
M2+N
d
2
2sN
( ∞∑
j=0
2−200j(D−2BM2β2s+jN +M2B)
) 1
2
‖f‖L1(I×Td)
. N
d
2
(
D−BM2+β+
2
s
2N
1
2
+
M2+B+
2sN
)
‖f‖L1(I×Td). (3.44)
Hence, from (3.41), (3.42), and (3.44) with M ≤ N , we have
‖f ∗ ΛM,s‖L2(I×Td) .
DM1+
2sN
‖f‖L2(I×Td)
+N
d
2
(
D−BM2+β+
2
s
2N
1
2
+
M2+B+
2sN
)
‖f‖L1(I×Td). (3.45)
Define Λ by
Λ(x, t) =
∑
M≤N1
M, dyadic
∑
M≤2s≤N
ΛM,s(x, t), (3.46)
where ΛM,s is as in (3.31). By (3.25), we have(
K− Λ)(x, t) = [1 + ∑
M≤N1
M, dyadic
∑
M≤2s≤N
αM,s
]
K(x, t)ρ(t). (3.47)
Then, by (3.26), (3.29), and (3.30) with N1 =
1
100N , we have
‖K− Λ‖L∞(I×Td) . Nd−
1
2 . (3.48)
Hence, we have
|〈f, f ∗ (K− Λ)〉| . Nd− 12 ‖f‖2L1 . (3.49)
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Let p ∈ (1, 2) such that
1
p
=
1− θ
1
+
θ
2
(3.50)
for some θ ∈ (0, 1). Note that p′θ = 2.
Case (i): θ < 15 .
By interpolating (3.33) and (3.39), we have
‖f ∗ ΛM,s‖Lp′ (I×Td) . N (d−1)(1−θ)(2sN)
1
2
− 3
2
θM−
1
2
+( 5
2
+)θ‖f‖Lp(I×Td). (3.51)
Then, summing over dyadic M ≥ 1 and s with 2s ≤ N , we have
‖f ∗ Λ‖Lp′ (I×Td) . Nd−(d+2)θ‖f‖Lp(I×Td), (3.52)
as long as θ > 0 satisfies −12 + (52+)θ ≤ 0, i.e.
θ <
1
5
. (3.53)
In the following, we prove the level set estimate (3.5) for q > 10. Given f as in (3.2),
let F (x, t) = e−it∆f(x, t). Let Θλ(x, t) be as in (3.16), where Aλ = {(x, t) ∈ Td × I :
|F (x, t)| > λ}. Then, proceeding as in (3.17) with (3.49) and (3.52), we have
λ2|Aλ|2 ≤
∑
n∈SN
∣∣Θ̂λ(n, Q(n))∣∣2 ≤ 〈K ∗Θλ,Θλ〉
≤ |〈(K− Λ) ∗Θλ,Θλ〉|+ |〈Λ ∗Θλ,Θλ〉|
. Nd−
1
2 |Aλ|2 +Nd−(d+2)θ |Aλ|
2
p . (3.54)
For λ≫ N d2− 14 , (3.54) reduces to
λ2|Aλ|2 . Nd−(d+2)θ |Aλ|
2
p . (3.55)
Noting that p′θ = 2 by (3.50), it follows from (3.55) that
|Aλ| . N
d
2
q−(d+2)λ−q,
where q := p′ = 2θ > 10. Note that we only needed to assume λ≫ N
d
2
− 1
4 and did not need
the condition λ & N
d
2
−ε in this case.
Case (ii): 15 ≤ θ < 13 .
Let Mj , j = 1, 2 be dyadic numbers such that
M1 ∼
(
N
d
2
λ
)δ1
. N εδ1 and M2 ∼ N δ2 . (3.56)
Here, we choose δ1, δ2 > 0 such that M1 ≪ M2. We divide Λ into three pieces: Λ =
Λ1 + Λ2 + Λ3 by setting
Λj =
∑
M∈Ij
M, dyadic
∑
M≤2s≤N
ΛM,s, (3.57)
where I1 = [1,M1], I2 = (M1,M2], and I3 = (M2, N1] with N1 =
1
100N as before.
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Then, summing (3.51) over dyadic M ≤M1 and 2s ≤ N , we have
‖f ∗ Λ1‖Lp′ (I×Td) .M
− 1
2
+( 5
2
+)θ
1 N
d−(d+2)θ‖f‖Lp(I×Td), (3.58)
since θ ∈ [15 , 13 ).
Similarly, by interpolating (3.33) and (3.45), we have
‖f∗ΛM,s‖Lp′ (I×Td) . N (d−1)(1−θ)(2sN)
1
2
− 3
2
θM−
1
2
+( 3
2
+)θDθ‖f‖Lp(I×Td)
+N (d−1)(1−θ)
(
2sN
M
) 1
2
(1−θ)
N
d
2
θ
(
D−BM2+β+
2
s
2N
1
2
+
M2+B+
2sN
)θ
‖f‖L1(I×Td). (3.59)
Now, choose D ∼Mα for some small α > 0. Then, set β ≪ 1 and B ≫ 1 such that
σ := −5
2
− β + αB− > 0. (3.60)
Then, summing (3.59) over dyadic M ∈ (M1,M2] and s with 2s ≤ N , we have
‖f ∗ Λ2‖Lp′ (I×Td) . Nd−(d+2)θ‖f‖Lp(I×Td)
+
(
M
− 1
2
−σθ
1 N
d−(d
2
+1)θ +M
− 1
2
+( 5
2
+B+)θ
2 N
d−(d
2
+2)θ
)
‖f‖L1(I×Td), (3.61)
as long as −12 + (32 + α+)θ ≤ 0, i.e.
θ <
1
3 + 2α+
. (3.62)
Note that (3.62) can be satisfied as long as θ < 13 by choosing α sufficiently small.
Lastly, from (3.33) and (3.38), we have
‖f ∗ ΛM,s‖Lp′ (I×Td) . N (d−1)(1−θ)
(
2sN
M
) 1
2
− 3
2
θ
N (0+)θ‖f‖Lp(I×Td). (3.63)
Then, summing over M ≥M2 ∼ N δ2 and s with 2s ≤ N , we have
‖f ∗ Λ3‖Lp′ (I×Td) . N (d−1)(1−θ)
(
N2
M2
) 1
2
− 3
2
θ
N (0+)θ‖f‖Lp(I×Td)
. Nd−(d+2)θ‖f‖Lp(I×Td), (3.64)
as long as θ < 13 .
Putting (3.58), (3.61), and (3.64) together with (3.53), we obtain
‖f ∗ Λ‖Lp′ (I×Td) .M
− 1
2
+( 5
2
+)θ
1 N
d−(d+2)θ‖f‖Lp(I×Td)
+
(
M
− 1
2
−σθ
1 N
d−(d
2
+1)θ +M
− 1
2
+( 5
2
+B+)θ
2 N
d−(d
2
+2)θ
)
‖f‖L1(I×Td). (3.65)
Now, we are ready to prove the level set estimate (3.5) for q > 6. Then, proceeding as
in Case (i) with (3.49) and (3.65), we have
λ2|Aλ|2 ≤ |〈(K − Λ) ∗Θλ,Θλ〉|+ |〈Λ ∗Θλ,Θλ〉|
. Nd−
1
2 |Aλ|2 +M−
1
2
+( 5
2
+)θ
1 N
d−(d+2)θ |Aλ|
2
p
+M
− 1
2
−σθ
1 N
d−(d
2
+1)θ|Aλ|1+
1
p +M
− 1
2
+( 5
2
+B+)θ
2 N
d−(d
2
+2)θ|Aλ|1+
1
p . (3.66)
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Since λ≫ N d2− 14 , (3.66) reduces to
λ2|Aλ|2 .M−
1
2
+( 5
2
+)θ
1 N
d−(d+2)θ|Aλ|
2
p +M
− 1
2
−σθ
1 N
d−(d
2
+1)θ|Aλ|1+
1
p
+M
− 1
2
+( 5
2
+B+)θ
2 N
d−(d
2
+2)θ|Aλ|1+
1
p
=: I + II + III. (3.67)
First, suppose that λ2|Aλ|2 . I holds. Recall from (3.50) that p′θ = 2. Then, with
(3.56), we have
|Aλ| .
(
N
d
2
λ
)(− p′
4
+ 5
2
+)δ1
N
d
2
p′−(d+2)λ−p
′
. N
d
2
q−(d+2)λ−q (3.68)
for q > p′ by choosing δ1 = δ1(q, p
′) sufficiently small.
Next, suppose that λ2|Aλ|2 . II holds. Then, from (3.56), we have
|Aλ| . N
d
2
p′−(d+2)λ−p
′
(
N
d
2
p′λ−p
′
M
− p
′
2
−2σ
1
)
. N
d
2
p′−(d+2)λ−p
′
, (3.69)
by making σ = σ(p′, δ1) in (3.60) (and hence B = B(p
′, δ1)) sufficiently large.
Lastly, suppose that λ2|Aλ|2 . III holds. By λ & N d2−ε and (3.56), we have
|Aλ| . N
d
2
p′−(d+2)λ−p
′
N−2+εp
′+(− p
′
2
+5+2B+)δ2 . N
d
2
p′−(d+2)λ−p
′
(3.70)
as long as we have εp′ ≤ 1 and δ2 = δ2(p′, B) is sufficiently small such that (−p
′
2 + 5 +
2B+)δ2 ≤ 1.
Finally, given q > 6, we choose θ < 13 such that q > p
′ = 2θ > 6. Then, from (3.67),
(3.68), (3.69), and (3.70) with λ ≤ N d2 , we obtain
|Aλ| . N
d
2
q−(d+2)λ−q.
This completes the proof of Proposition 3.1 (ii).
4. Well-posedness in subcritical spaces
In this section, we prove local well-posedness of NLS (1.25) on irrational tori in subcritical
Sobolev spaces (Theorem 1.4). It turns out that the well-posed theory of (1.25) is very
similar to that on the standard tours [3, 4, 5, 6].
In the seminal paper [3], Bourgain introduced the Xs,b-space whose norm is given by
‖u‖Xs,b(R×Td) = ‖〈n〉s〈τ − |n|2〉bû(n, τ)‖L2τ ℓ2n(R×Zd), (4.1)
where 〈 · 〉 = (1 + | · |2) 12 . After establishing Strichartz estimates, he proved several well-
posedness results of NLS on the standard torus Td. In our case, i.e. on an irrational torus,
we need to replace the weight 〈τ − |n|2〉b in (4.1) by 〈τ −Q(n)〉b, where Q(n) is defined in
(1.15). Then, by the standard Xs,b-theory, it is known that certain multilinear Strichartz
estimates imply well-posedness. More precisely, we have the following lemma.
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Lemma 4.1. Let s0 > max(0, sc) and I ⊂ R be a bounded interval. Suppose that the
following multilinear Strichartz estimate holds for s > s0:∥∥∥∥ k+1∏
j=1
e−it∆φj
∥∥∥∥
L2t,x(I×T
d)
. N−smax
k+1∏
j=1
N sj ‖φi‖L2
x
(Td), (4.2)
for all φj ∈ L2(Td) with supp φ̂j ⊂ [−Nj , Nj ]d, j = 1, . . . , k + 1, and Nmax :=
max(N1, · · · , Nk+1). Then, the Cauchy problem (1.25) is locally well-posed in Hs(Td) for
s > s0.
The proof of Lemma 4.1 is standard and we refer the readers to [3, 4, 6, 11] for details.
Proof of Theorem 1.4. In view of Lemma 4.1, it suffices to prove the (k+1)-linear estimate
(4.2) for s > s0. Without loss of generality, assume that N1 ≥ N2 ≥ · · · ≥ Nk+1.
Case (i): d = 2. When k = 1, the well-posedness result was already obtain in [11]. In the
following, we first consider the case k = 2, 3, 4, 5. First, assume that supp φ̂1 ⊂ [−N2, N2]2.
Then, by Ho¨lder’s inequality and (1.21) with 4(7k+5)3(k+3) ∈ (4, 203 ], we have∥∥∥∥ k+1∏
j=1
e−it∆φj
∥∥∥∥
L2t,x
≤ ‖e−it∆φ1‖
L
4(7k+5)
3(k+3)
‖e−it∆φ2‖
L
4(7k+5)
3(k+3)
k+1∏
j=3
‖e−it∆φj‖
L
7k+5
2
. N
7k−3
7k+5
+2ε
2 ‖φ1‖L2‖φ2‖L2
k+1∏
j=3
N
7k−3
7k+5
+ε
j ‖φj‖L2
≤ N−smax
k+1∏
j=1
N sj ‖φi‖L2
x
, (4.3)
for s > s0 =
7k−3
7k+5 . In general, if supp φ̂1 ⊂ [−N1, N1]2, then we can write φ1 =
∑
|j|.
N1
N2
φ1j,
where supp φ̂1j ⊂ N2 j+ [−N2, N2]2. Letting ψ1j(x) = e−2πiN2j·xφ1j(x), we have supp ψ̂1j ⊂
[−N2, N2]2. Then, by a change of variables and (1.21) (see [5]), we obtain
‖e−it∆φ1j‖
L
4(7k+5)
3(k+3)
t,x
= ‖e−it∆ψ1j‖
L
4(7k+5)
3(k+3)
. N
7k−3
2(7k+5)
+ε
2 ‖φ1j‖L2x . (4.4)
Then, by almost orthogonality with (4.3) and (4.4), we have∥∥∥∥ k+1∏
j=1
e−it∆φj
∥∥∥∥2
L2t,x
.
∑
|j|.
N1
N2
∥∥∥∥e−it∆φ1j k+1∏
j=2
eit∆φj
∥∥∥∥2
L2t,x
. N−2smax
k+1∏
j=1
N2sj ‖φj‖2L2
x
.
Remark 4.2. In view of the reduction above, we only prove (4.2), assuming supp φ̂1 ⊂
[−N2, N2]d in the following.
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Next, we consider the case k ≥ 5. By Ho¨lder’s inequality and (1.21) with 8kk+1 ∈ [203 , 10),
we have ∥∥∥∥ k+1∏
j=1
e−it∆φj
∥∥∥∥
L2t,x
≤ ‖e−it∆φ1‖
L
8k
k+1
‖e−it∆φ2‖
L
8k
k+1
k+1∏
j=3
‖e−it∆φj‖L4k
. N
1− 1
k
+2ε
2 ‖φ1‖L2‖φ2‖L2
k+1∏
j=3
N
1− 1
k
j ‖φj‖L2x .
Hence, (4.2) holds for s > s0 = 1− 1k .
Case (ii): d = 3. When k = 1, the well-posedness result was obtained in [6]. When k = 2,
by Ho¨lder’s inequality and (1.22), we have∥∥∥∥ 3∏
j=1
e−it∆φj
∥∥∥∥
L2t,x
≤ ‖e−it∆φ1‖
L
104
21
‖e−it∆φ2‖
L
104
21
‖e−it∆φ3‖
L
52
5
. N
53
52
+2ε
2 N
53
52
3
3∏
j=1
‖φj‖L2
x
.
Hence, (4.2) holds for s > s0 =
53
52 . When k ≥ 3, by Ho¨lder’s inequality and (1.22), we have∥∥∥∥ k+1∏
j=1
e−it∆φj
∥∥∥∥
L2t,x
≤ ‖e−it∆φ1‖
L
20k
3k+2
‖e−it∆φ2‖
L
20k
3k+2
k+1∏
j=3
‖e−it∆φj‖L5k
. N
3
2
− 1
k
2 ‖φ1‖L2‖φ2‖L2
k+1∏
j=3
N
3
2
− 1
k
j ‖φj‖L2x .
Hence, (4.2) holds s ≥ s0 = 32 − 1k .
Case (iii): d ≥ 4 and k ≥ 1. By Ho¨lder’s inequality with (1.23) or (1.24), we have∥∥∥∥ k+1∏
j=1
e−it∆φj
∥∥∥∥
L2t,x
≤ ‖e−it∆φ1‖
L
4(d+2)k
dk+2
‖e−it∆φ2‖
L
4(d+2)k
dk+2
k+1∏
j=3
‖e−it∆φj‖L(d+2)k
. N
d
2
− 1
k
+ε
2 ‖φ1‖L2‖φ2‖L2
k+1∏
j=3
N
d
2
− 1
k
j ‖φj‖L2x .
Hence, (4.2) holds for s > s0 =
d
2 − 1k . 
5. Well-posedness in critical spaces
5.1. Function spaces. In this section, we prove local well-posedness of NLS (1.25) on
irrational tori in critical Sobolev spaces Hsc(Td) (Theorem 1.5). In the following, we use
the Up- and V p-spaces, developed by Tataru, Koch, and their collaborators [30, 18, 21, 22].
These spaces have been very effective in establishing well-posedness of various dispersive
PDEs in critical spaces. We briefly go over the basic definitions of function spaces and their
properties. See Hadac-Herr-Koch [18] and Herr-Tataru-Tzvetkov [21] for detailed proofs.
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Let H be a separable Hilbert space over C. In particular, it will be either Hs(Td) or
C. Let Z be the collection of finite partitions {tk}Kk=0 of R: −∞ < t0 < · · · < tK ≤ ∞.
If tK = ∞, we use the convention u(tK) := 0 for all functions u : R → H. We use 1I to
denote the sharp characteristic function of a set I ⊂ R.
Definition 5.1. Let 1 ≤ p <∞.
(i) A Up-atom is defined by a step function a : R→ H of the form
a =
K∑
k=1
1[tk−1,tk)φk−1,
where {tk}Kk=0 ∈ Z and {φk}K−1k=0 ⊂ H with
∑K−1
k=0 ‖φk‖pH = 1. Then, we define the atomic
space Up(R;H) to be the collection of functions u : R→ H of the form
u =
∞∑
j=1
λjaj , where aj’s are U
p-atoms and {λj}j∈N ∈ ℓ1(N;C), (5.1)
with the norm
‖u‖Up(R;H) := inf
{
‖λ‖ℓ1 : (5.1) holds with λ = {λj}j∈N and some Up-atoms aj
}
.
(ii) We define V p(R;H) by the collection of functions u : R → H with ‖u‖V p(R;H) < ∞,
where the V p-norm is defined by
‖u‖V p(R;H) := sup
{tk}
K
k=0∈Z
( K∑
k=1
‖u(tk)− u(tk−1)‖pH
) 1
p
.
We also define V prc(R;H) to be the closed subspace of all right-continuous functions in
V p(R;H) such that limt→−∞ u(t) = 0.
(iii) Let s ∈ R. We define Up∆Hs (and V p∆Hs, respectively) to be the spaces of all functions
u : R → Hs(Td) such that the following Up∆Hs-norm (and V p∆Hs-norm, respectively) is
finite:
‖u‖Up∆Hs := ‖e
it∆u‖Up(R;Hs) and ‖u‖V p∆Hs := ‖e
it∆u‖V p(R;Hs).
Here, the Laplacian ∆ is defined in terms of Q(n) as in (1.14).
Remark 5.2. Note that the spaces Up(R;H), V p(R;H), and V prc(R;H) are Banach spaces.
Moreover, we have the following embeddings:
Up(R;H) →֒ V prc(R;H) →֒ U q(R;H) →֒ L∞(R;H)
for 1 ≤ p < q <∞. Similar embeddings hold for Up∆Hs and V p∆Hs.
Next, we state a transference principle and an interpolation result.
Lemma 5.3. (i) (transference principle) Suppose that we have
∥∥T (e−it∆φ1, . . . , e−it∆φk)∥∥LptLqx(R×Td) . k∏
j=1
‖φj‖L2
x
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for some 1 ≤ p, q ≤ ∞. Then, we have∥∥T (u1, . . . , uk)∥∥LptLqx(R×Td) . k∏
j=1
‖uj‖Up∆L2x .
(ii) (interpolation) Let E be a Banach space. Suppose that T : Up1 × · · · × Upk → E is a
bounded k-linear operator such that
‖T (u1, . . . , uk)‖E ≤ C1
k∏
j=1
‖uj‖Upj
for some p1, . . . , pk > 2. Moreover, assume that there exists C2 ∈ (0, C1] such that
‖T (u1, . . . , uk)‖E ≤ C2
k∏
j=1
‖uj‖U2 .
Then, we have
‖T (u1, . . . , uk)‖E ≤ C2
(
ln
C1
C2
+ 1
)k k∏
j=1
‖uj‖V 2
for uj ∈ V 2rc, j = 1, . . . , k.
A transference principle as above has been commonly used in the Fourier restriction norm
method. See [18, Proposition 2.19] for the proof of Lemma 5.3 (i). The proof of the
interpolation result follows from extending the trilinear result in [21] to a general k-linear
case. See also [18, Proposition 2.20].
Let η : R → [0, 1] be an even smooth cutoff function supported on [−85 , 85 ] such that
η ≡ 1 on [−54 , 54 ]. Given a dyadic number N ≥ 1, we set η1(ξ) = η(|ξ|) and
ηN (ξ) = η
( |ξ|
N
)
− η
(2|ξ|
N
)
for N ≥ 2. Then, we define the Littlewood-Paley projection operator PN as the Fourier
multiplier operator with symbol ηN . Moreover, we define P≤N by P≤N =
∑
1≤M≤N PM .
More generally, given a set R ⊂ Zd, we define PR to be the Fourier multiplier operator with
symbol 1R.
Definition 5.4. (i) Let s ∈ R. We define Xs to be the space of all functions u : R→ Hs(Td)
such that ‖u‖Xs <∞, where the Xs-norm is defined by
‖u‖Xs :=
( ∑
n∈Zd
〈n〉2s∥∥e−itQ(n)û(n, t)∥∥2
U2(Rt;C)
) 1
2
.
(ii) Let s ∈ R. We define Y s to be the space of all functions u : R → Hs(Td) such that
for every n ∈ Zd, the map t 7→ e−itQ(n)û(n, t) is in V 2rc(Rt;C) and ‖u‖Y s < ∞, where the
Y s-norm is defined by
‖u‖Y s :=
( ∑
n∈Zd
〈n〉2s∥∥e−itQ(n)û(n, t)∥∥2
V 2(Rt;C)
)1
2
.
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Recall the following embeddings:
U2∆H
s →֒ Xs →֒ Y s →֒ V 2∆Hs. (5.2)
Given a time interval I ⊂ R, we define the restrictions Xs(I) and Y s(I) of these spaces in
the usual manner.
We now state the linear estimates. Given f ∈ L1loc([0,∞);L2(Td)), define I(f) by
I(f)(t) :=
ˆ t
0
e−i(t−t
′)∆f(t′)dt′.
Lemma 5.5 (Linear estimates). Let s ≥ 0 and T > 0. Then, the following linear estimates
hold:
‖e−it∆φ‖Xs([0,T )) ≤ ‖φ‖Hs ,
‖I(f)‖Xs([0,T )) ≤ sup
v∈Y −s([0,T ))
‖v‖
Y −s=1
∣∣∣∣ˆ T
0
ˆ
Td
f(x, t)v(x, t)dxdt
∣∣∣∣,
for all φ ∈ Hs(Td) and f ∈ L1([0, T );Hs(Td)).
Next, we present the crucial multilinear estimate.
Proposition 5.6. Let d and k satisfy
(i) d = 2, k ≥ 6, (ii) d = 3, k ≥ 3, or (iii) d ≥ 4, k ≥ 2. (5.3)
Then, the following multilinear estimate holds for all T ∈ (0, 1]:∥∥∥∥I( 2k+1∏
j=1
u∗j
)∥∥∥∥
Xsc ([0,T ))
.
2k+1∑
j=1
(
‖uj‖Xs([0,T ))
2k+1∏
ℓ=1
ℓ 6=j
‖uℓ‖Xsc ([0,T ))
)
, (5.4)
for s ≥ sc = d2 − 1k > 0, where u∗j denotes either uj or uj.
Once we prove Proposition 5.6, one can prove Theorem 1.5 by the fixed point argument
as in [21, 42]. We omit details. The remainder of this section is devoted to the proof of
Proposition 5.6. Indeed, the multilinear estimate (5.4) follows once we prove the following
multilinear Strichartz estimate.
Proposition 5.7. Let d and k satisfy (5.3). Then, there exists δ > 0 such that the following
multilinear Strichartz estimate holds:∥∥∥∥ k+1∏
j=1
PNje
−it∆φj
∥∥∥∥
L2t,x(I×T
d)
.
(
Nk+1
N1
+
1
N2
)δ
‖PN1φ1‖L2
x
(Td)
k+1∏
j=2
N scj ‖PNjφj‖L2
x
(Td), (5.5)
for any interval I ⊂ [0, 1] and for all φj ∈ L2(Td), j = 1, . . . , k + 1, and N1 ≥ N2 ≥ · · · ≥
Nk+1 ≥ 1.
In Subsection 5.2, we first present the proof of Proposition 5.7. In Subsection 5.3, we
then use the multilinear Strichartz estimate (5.5) to prove Proposition 5.6, thus yielding
Theorem 1.5.
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5.2. Multilinear Strichartz estimate. In this subsection, we use the sharp Lp-Strichartz
estimates (1.19) in Theorem 1.2 to prove the multilinear Strichartz estimate (5.5). The
main idea is to refine the Strichartz estimate by considering frequency scales finer than the
standard dyadic Littlewood-Paley localizations as in [21]. See Lemma 5.10.
Definition 5.8. We say that (d, p) ∈ N×R is an admissible pair if
(i) d = 2, p >
20
3
, (ii) d = 3, p >
16
3
, or (iii) d ≥ 4, p > 4. (5.6)
Note that, by Theorem 1.2, the Strichartz estimates with (d, p) in this range are sharp.
Given dyadic N ≥ 1, let CN denote the collection of cubes C ⊂ Zd of side length ∼ N
with arbitrary center and orientation. Then, we can rewrite Theorem 1.2 in the following
form.
Lemma 5.9. Let (d, p) be admissible and I ⊂ R be a bounded interval. Then, for all dyadic
N ≥ 1, we have
‖PNe−it∆φ‖Lpt,x(I×Td) . N
d
2
− d+2
p ‖PNφ‖L2
x
(Td). (5.7)
More generally, for all C ∈ CN , we have
‖PCe−it∆φ‖Lpt,x(I×Td) . N
d
2
− d+2
p ‖PCφ‖L2
x
(Td). (5.8)
The Strichartz estimate (5.8) shows that the loss in (5.8) depends only on the size of the
frequency support, not the position. See [5, 21].
In order to exploit further orthogonality between different frequency pieces under the
linear Schro¨dinger evolution, we need to decompose the frequency cubes CN . Let RM (N)
be the collection of all sets in Zd which are given as the intersection of a cube of side length
2N with a strip of “width” 2M , i.e. the collection of all sets of the form(
n0 + [−N,N ]d
) ∩ {n ∈ Zd : |a ·θ n−A| ≤M} (5.9)
with some n0 ∈ Zd, a ∈ Rd, |a| = 1, A ∈ R. Here, the dot product a ·θ n is given by
a ·θ n =
d∑
j=1
θjajnj, (5.10)
where θ = (θ1, . . . , θd) is as in (1.15). Then, we have the following refinement of the
Strichartz estimate.
Lemma 5.10. Let (d, p) be admissible and I ⊂ R be a bounded interval. Then, for all
1 ≤M ≤ N and R ∈ RM (N), we have
‖PRe−it∆φ‖Lpt,x(I×Td) . N
d
2
− d+2
p
(
M
N
)δ
‖PRφ‖L2
x
(Td), (5.11)
where 0 < δ < 12 − 103p when d = 2, 0 < δ < 12 − 83p when d = 3, and 0 < δ < 12 − 2p when
d ≥ 4.
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Proof. By Bernstein’s inequality, we have
‖PRe−it∆φ‖L∞t,x(I×Td) .M
1
2N
d−1
2 ‖PRφ‖L2
x
(Td). (5.12)
Given admissible (d, p), write 1p =
θ
q +
1−θ
∞ for some θ ∈ [0, 1), where q < p is given by
q = 203 + when d = 2, q =
16
3 + when d = 3, and q = 4+ when d ≥ 4. Then, (5.11) follows
from interpolating (5.8) (with p = q) and (5.12). 
Now, we are ready to prove the main multilinear Strichartz estimates (5.5).
Proof of Proposition 5.7. Let uj = e
−it∆φj . Then, by almost orthogonality in spatial fre-
quencies, it suffices to prove that there exists δ > 0 such that∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥
L2t,x
.
(
Nk+1
N1
+
1
N2
)δ
‖PCPN1φ1‖L2
x
k+1∏
j=2
N scj ‖PNjφj‖L2x , (5.13)
for all cubes C ∈ CN2 . Fix a cube C ∈ CN2 and let n0 be the center of C. Partition
C =
⋃
Rℓ into disjoint strips Rℓ with width M = max(N
2
2 /N1, 1), which are all orthogonal
to n0 with respect to the dot product ·θ in (5.10), i.e. Rℓ is given by
Rℓ =
{
n ∈ C : n ·θ n0 ∈
[|n0|Mℓ, |n0|M(ℓ+ 1))}, |ℓ| ∼ N1
M
.
Note that we have Rℓ ∈ RM (N2). By writing
PCPN1u1
k+1∏
j=2
PNjuj =
∑
ℓ
PRℓPN1u1
k+1∏
j=2
PNjuj , (5.14)
we show that the sum is almost orthogonal in L2t,x. Since N
2
2 .M
2ℓ, we have
Q(n1) =
1
Q(n0)
|n1 ·θ n0|2 +Q(n1 − n0)− 1
Q(n0)
|(n1 − n0) ·θ n0|2 =M2ℓ2 +O(M2ℓ),
for n1 ∈ Rℓ. Note that the multiplication by the factor
∏k+1
j=2 PNjuj in (5.14) changes the
time frequency at most by O(N22 ). Hence, PRℓPN1u1
∏k+1
j=2 PNjuj in (5.14) is localized at
time frequency M2ℓ2 + O(M2ℓ) = O(M2ℓ2) for each ℓ. Therefore, the sum in (5.14) is
almost orthogonal and we have∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥2
L2t,x
∼
∑
ℓ
∥∥∥∥PRℓPN1u1 k+1∏
j=2
PNjuj
∥∥∥∥2
L2t,x
. (5.15)
With d and k as in (5.3), let pd,k = (d+ 2)k. Then, by Lemma 5.9, we have
‖PNe−it∆φ‖Lpd,kt,x . N
sc‖PNφ‖L2
x
. (5.16)
Now, choose p such that
(i)
20
3
< p <
8k
k + 1
when d = 2,
(ii)
16
3
< p <
20k
3k + 2
when d = 3,
(iii) 4 < p <
4k(d + 2)
dk + 2
when d ≥ 4.
(5.17)
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The existence of such p is implied by (5.3). Moreover, the lower bound on p guarantees
that each (d, p) is admissible, while the upper bound on p guarantees that
d− 2(d+ 2)
p
− sc < 0. (5.18)
Let q such that
2
p
+
k − 2
pd,k
+
1
q
=
1
2
. (5.19)
Then, it follows from (5.17) that (d, q) is also admissible. By Ho¨lder’s inequality and
Lemmata 5.9 and 5.10, we have∥∥∥∥PRℓPN1u1 k∏
j=2
PNjuj
∥∥∥∥
L2t,x
. ‖PRℓPN1u1‖Lp‖PN2u2‖Lp
k∏
j=3
‖PNjuj‖Lpd,k ‖PNk+1uk+1‖Lq
. N
d−
2(d+2)
p
−sc
2 N
d
2
− d+2
q
−sc
k+1
(
M
N2
)δ
‖PRℓPN1φ1‖L2x
k+1∏
j=2
N scj ‖PNjφj‖L2x , (5.20)
for some δ > 0. In view of (5.17) and (5.18), choose p such that
−d+ 2(d + 2)
p
+ sc = δ.
Moreover, from (5.18) and (5.19), we have
d
2
− d+ 2
q
− sc = −d+ 2(d + 2)
p
+ sc = δ > 0. (5.21)
Then, noting MN2 ∼ N2N1 + 1N2 , it follows from (5.20) that∥∥∥∥PRℓPN1u1 k+1∏
j=2
PNjuj
∥∥∥∥
L2t,x
.
(
Nk+1
N1
+
1
N2
)δ
‖PRℓPN1φ1‖L2x
k+1∏
j=2
N scj ‖PNjφj‖L2x .
Finally, by summing up the squares in (5.15) with respect to ℓ, we obtain (5.13) and hence
(5.5). This completes the proof of Proposition 5.7. 
5.3. Proof of Proposition 5.6. First, we state and prove an auxiliary lemma (Lemma
5.11), using Proposition 5.7. Let CN , N ≥ 1, be the collection of cubes C ⊂ Zd of side
length ∼ N as before. Let (d, p) be admissible in the sense of Definition 5.8. Then, it
follows from Lemma 5.9 with Lemma 5.3 (i) that
‖PCeit∆φ‖Lpt,x(I×Td) . N
d
2
− d+2
p ‖PCφ‖Up∆L2x (5.22)
for all C ∈ CN .
Lemma 5.11. Let d and k satisfy (5.3). Then, there exists δ′ > 0 such that∥∥∥∥ k+1∏
j=1
PNjuj
∥∥∥∥
L2t,x(I×T
d)
.
(
Nk+1
N1
+
1
N2
)δ′
‖PN1u1‖Y 0
k+1∏
j=2
‖PNjuj‖Y sc , (5.23)
for any interval I ⊂ [0, 1] and for all N1 ≥ N2 ≥ · · · ≥ Nk+1 ≥ 1.
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Proof. By almost orthogonality in spatial frequencies, it suffices to prove that there exists
δ′ > 0 such that∥∥∥∥PCPN1u1 k+1∏
j=2
PNjuj
∥∥∥∥
L2t,x
.
(
Nk+1
N1
+
1
N2
)δ′
‖PCPN1u1‖Y 0
k+1∏
j=2
N scj ‖PNjuj‖Y 0 , (5.24)
for all cubes C ∈ CN2 . Moreover, by the embedding (5.2), it suffices to prove (5.24), where
the Y 0-norm is replaced by the V 2∆L
2-norm. Furthermore, it suffices to prove that there
exists λ > 0 such that the following two estimates hold:
LHS of (5.24) .
(
Nk+1
N1
+
1
N2
)δ
‖PCPN1u1‖U2∆L2
k+1∏
j=2
N scj ‖PNjuj‖U2∆L2 , (5.25)
and
LHS of (5.24) .
(
Nk+1
N2
)δ
‖PCPN1u1‖Up∆L2
k+1∏
j=2
N scj ‖PNjuj‖Up∆L2 , (5.26)
for some p > 2. Indeed, if (5.25) and (5.26) hold, then it follows from Lemma 5.3 (ii) that
(5.24) holds with δ′ < δ.
The first estimate (5.25) directly follows from Proposition 5.7 and Lemma 5.3 (i). Hence,
it remains to prove the second estimate (5.26). Let p, pd,k, and q be as in the proof of
Proposition 5.7. Then, by Ho¨lder’s inequality with (5.22), we have∥∥∥∥PCPN1u1 k∏
j=2
PNjuj
∥∥∥∥
L2t,x
. ‖PCPN1u1‖Lp‖PN2u2‖Lp
k∏
j=3
‖PNjuj‖Lpd,k ‖PNk+1uk+1‖Lq
. N
d− 2(d+2)
p
−sc
2 N
d
2
− d+2
q
−sc
k+1 ‖PCPN1u1‖Up∆L2
k+1∏
j=2
N scj ‖PNjuj‖Uqj∆ L2 , (5.27)
where q2 = p, qj = pd,k for j = 3, . . . , k, and qk+1 = q. From (5.17) and (5.19) with
pd,k = (d + 2)k, we have q > pd,k > p > 2. Therefore, (5.26) follows from (5.27) with
Remark 5.2 and (5.21). 
We conclude this section by presenting the proof of Proposition 5.6.
Proof of Proposition 5.6. Let I = [0, T ). In the following, we prove∥∥∥∥∥I
(
P≤N
( 2k+1∏
j=1
u∗j
))∥∥∥∥∥
Xsc (I)
.
2k+1∑
j=1
(
‖uj‖Xs(I)
2k+1∏
ℓ=1
ℓ 6=j
‖uℓ‖Xsc (I)
)
for all N ≥ 1, where the implicit constant is independent of N . By Lemma 5.5, we have∥∥∥∥∥I
(
P≤N
( 2k+1∏
j=1
u∗j
))∥∥∥∥∥
Xsc (I)
≤ sup
v∈Y −s([0,T ))
‖v‖
Y−s=1
∣∣∣∣ ˆ
I×Td
2k+1∏
j=1
u∗j(x, t)P≤Nv(x, t)dxdt
∣∣∣∣. (5.28)
STRICHARTZ ESTIMATES ON IRRATIONAL TORI 35
Hence, with u0 = P≤Nv, it suffices to show that∣∣∣∣ˆ
I×Td
2k+1∏
j=0
u∗j (x, t)dxdt
∣∣∣∣ . ‖u0‖Y −s(I) 2k+1∑
j=1
(
‖uj‖Xs
2k+1∏
ℓ=1
ℓ 6=j
‖uℓ‖Xsc
)
. (5.29)
Now, dyadically decompose u∗j =
∑
Nj≥1
PNju
∗
j . Without loss of generality, assume
N1 ≥ N2 ≥ · · · ≥ N2k+1. Then, in order to have a non-trivial contribution on the left-hand
side of (5.29), we must have N1 ∼ max(N0, N2).
Case (i): N0 ∼ N1.
By Lemma 5.11, we have∣∣∣∣ˆ
I×Td
2k+1∏
j=0
PNju
∗
j (x, t)dxdt
∣∣∣∣ ≤ ∥∥∥∥ k∏
j=0
PN2ju
∗
2j
∥∥∥∥
L2t,x
∥∥∥∥ k∏
j=0
PN2j+1u
∗
2j+1
∥∥∥∥
L2t,x
.
(
N2k
N0
+
1
N2
)δ′(N2k+1
N1
+
1
N3
)δ′
‖PN0u0‖Y −s‖PN1u1‖Y s
2k+1∏
j=2
‖PNjuj‖Y sc . (5.30)
Summing (5.30) over dyadic blocks N0 ∼ N1 ≥ N2 ≥ · · · ≥ N2k+1 and by Cauchy-Schwarz
inequality, we have
LHS of (5.29) .
∑
N0∼N1
‖PN0u0‖Y −s‖PN1u1‖Y s
2k+1∏
j=2
‖uj‖Y sc
. ‖u0‖Y −s‖u1‖Y s
2k+1∏
j=2
‖uj‖Y sc ,
yielding (5.29) in view of (5.2).
Case (ii): N2 ∼ N1 ≫ N0.
By Lemma 5.11 with N1 ∼ N2, we have∣∣∣∣ ˆ
I×Td
2k+1∏
j=0
PNju
∗
j(x, t)dxdt
∣∣∣∣
.
(
N0
N1
)s+sc(N2k+1
N1
+
1
N3
)δ′
‖PN0u0‖Y 0‖PN1u1‖Y s
2k+1∏
j=2
‖PNjuj‖Y sc (5.31)
Summing (5.31) over dyadic blocks N0(≪ N1) and N1 ∼ N2 ≥ N3 ≥ · · · ≥ N2k+1 and by
Cauchy-Schwarz inequality, we have
LHS of (5.29) . ‖u0‖Y −s
∑
N1∼N2
‖PN1u1‖Y s‖PN2u2‖Y sc
2k+1∏
j=3
‖uj‖Y sc
. ‖u0‖Y −s‖u1‖Y s
2k+1∏
j=2
‖uj‖Y sc .
This completes the proof of Proposition 5.6. 
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Appendix A. On the Weyl sum estimate (2.11)
In this appendix, we present a proof of (2.11). We decided to include the proof for the
convenience of readers, in particular for those in PDEs. Since I = I(η) is a compact interval
and the integrand is periodic with period 1, it suffices to showˆ 1
0
|F (t)|rdt ∼ N r−2, (A.1)
for r > 4, where F (t) is the Weyl sum defined by
F (t) =
∑
0≤n≤N
e2πin
2t.
For a, q ∈ N with 1 ≤ a ≤ q ≤ N and (a, q) = 1, define a major arc M(q, a) by
M(q, a) =
{
t ∈ [0, 1] :
∥∥∥t− a
q
∥∥∥ ≤ 1
100N2
}
, (A.2)
where ‖x‖ = minn∈Z |x− n| denotes the distance of x to the closest integer as before. Let
M =
⋃
a,qM(q, a). Note that we have
∥∥t− aq∥∥ ≤ 1q2 for t ∈M. Then, by Weyl’s inequality
we have
|F (t)| . N
q
1
2
+N
1
2 (log q)
1
2 + q
1
2 (log q)
1
2 . (A.3)
Hence, the contribution from the major arc M is estimated by
ˆ
M
|F (t)|rdt .
N∑
q=1
q∑
a=1
(a,q)=1
N r
q
r
2
(log q)
r
2
1
N2
≤ N r−2
N∑
q=1
q1−
r
2
+ . N r−2,
since r > 4.
Remark A.1. Indeed, the contribution from the major arc M provides the lower bound
in (A.1). We only need to consider the contribution from M(q, a) for odd q ≤ N 12 . Let
S(q, a) be the Gauss sum given by S(q, a) =
∑q
n=1 e
2πin2 a
q . We have S(q, a) =
√
q for odd
q. Now, suppose that q is odd such that 1 ≤ q ≤ N 12 . Then, by Van der Corput’s method
[41] with S(q, a) =
√
q, one can show that |F (t)| & N
q
1
2
for t ∈M(q, a). Noting that M(q, a)
are disjoint, we have
ˆ
M
|F (t)|rdt &
N
1
2∑
q=1
q,odd
q∑
a=1
(a,q)=1
N r
q
r
2
1
N2
= N r−2
N
1
2∑
q=1
q,odd
φ(q)q−
r
2 ∼ N r−2,
where φ(q) denotes Euler’s function. This shows the lower bound in (A.1).
Next, we estimate the contribution from the minor arc m := [0, 1] \M. Fix small ε > 0.
Then, Dirichlet’s theorem [40, Lemma 2.1] states that given t ∈ [0, 1], there exist integers
a, q with 1 ≤ a ≤ q ≤ N2−ε and (a, q) = 1 such that ∥∥t− aq∥∥ ≤ 1qN2−ε . Define I(q) by
I(q) =
q⋃
a=1
(a,q)=1
I(q, a),
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where I(q, a) =
{
t ∈ [0, 1] : ∥∥t− aq∥∥ ≤ 1qN2−ε}. Now, in view of (A.2), divide the minor arc
m into two pieces: m = m1 ∪m2, where
m1 = m ∩
⋃
1≤q≪Nε
I(q) and m2 = m ∩
⋃
N<q≤N2−ε
I(q).
Let t ∈ m2. From (A.3), we have |F (t)| . N1− 12 ε(logN) 12 . Then, by Hua’s inequality
[40, Lemma 2.5], we haveˆ
m2
|F (t)|rdt ≤
(
sup
t∈m2
|F (t)|
)r−4 ˆ 1
0
|F (t)|4dt . [N1− 12ε(logN) 12 ]r−4N2+
≤ N r−2.
Let t ∈ m1, i.e. we have
∥∥t− aq∥∥ ≤ 1qN2−ε for some q ≪ N ε. Then, by Lemmata 2.7 and
2.8 in [40] with |S(q, a)| . q 12 , we have
|F (t)| = q−1S(q, a)v(t− aq )+O(N 2200 ) . N1− ε2 ,
where v is defined in [40, (2.9)]. Applying Hua’s inequality as before, we haveˆ
m1
|F (t)|rdt ≤
(
sup
t∈m1
|F (t)|
)r−4 ˆ 1
0
|F (t)|4dt . [N1− ε2 ]r−4N2+ ≤ N r−2.
This completes the proof of (A.1).
Appendix B. On a partially irrational torus T2 × Tα3
In this appendix, we present a sketch of the proof of Theorem 1.6. Thus, we set d = 3
and assume that (1.27) holds in the following. The main ingredient is an improvement of
the Strichartz estimate on a partially irrational torus.
Proposition B.1. Let d = 3 and I be a compact interval in R. Suppose that (1.27) holds.
Then, the scaling-invariant Strichartz estimate (1.19) holds for p > 143 .
The proof of Proposition B.1 is based on the following level set estimates under the as-
sumption (1.27).
Lemma B.2. Suppose that (1.27) holds. Given a compact interval I ⊂ R and f as in
(3.2), let Aλ = Aλ(f) be the distribution function defined by (3.3).
(i) For any ε > 0, we have
|Aλ| . N
1
1+4ελ−4+
8
1+4ε
ε (B.1)
for λ & N1+ε.
(ii) Let q > 4. Then, there exists small ε > 0 such that
|Aλ| . N
3
2
q−5λ−q (B.2)
for λ & N
3
2
−ε.
In (B.1) and (B.2), the implicit constants depend on ε > 0, q > 4, and |I|, but are
independent of f .
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We first prove Proposition B.1 assuming Lemma B.2. Then, we sketch the proof of
Theorem 1.6. We present the proof of Lemma B.2 at the end of this appendix.
Given f as in (3.2), let F (x, t) = e−it∆f(x, t). By Cauchy-Schwarz inequality, we have
‖F‖L∞t,x . N
3
2 . Given p > 143 , let q ∈ (4, p). Then, by Lemma B.2 and Theorem 1.1 (ii), we
haveˆ
I×T3
|F (x, t)|pdxdt
≤
(ˆ
N1+ε1.|F |.N
3
2−ε2
+
ˆ
N
3
2−ε2.|F |.N
3
2
)
|F (x, t)|pdxdt+N (1+ε1)(p−4)
ˆ
|F (x, t)|4dxdt
. N
1− 4
1+4ε1
ε1
ˆ N 32−ε2
N1+ε1
λ
p−4+ 8
1+4ε1
ε1dλ+N
3
2
q−5
ˆ N 32
N
3
2−ε2
λp−1−qdλ+N (1+ε1)(p−4)+
4
3
+
. N
3
2
p−5,
for sufficiently small ε1, ε2 > 0. Here, the condition p >
14
3 is needed in the last inequality.
This proves Proposition B.1.
Next, we briefly discuss how Theorem 1.6 follows from Proposition B.1. As in Section
5, the goal is to prove the multilinear estimate (5.4) in Proposition 5.6 for d = 3 and
k = 2 (with sc = 1) under the assumption (1.27). In view of the argument in Subsection
5.3 (which holds without any change even in this case), it suffices to prove the multilinear
Strichartz estimate (5.5) in Proposition 5.7 for d = 3 and k = 2 (with sc = 1). By repeating
the proof of Lemma 5.10 with Proposition B.1, we see that (5.11) holds for p > 143 with
δ ∈ (0, 12 − 73p). In the proof of Proposition 5.7, the only change appears in (5.17) and we
can choose p such that
14
3
< p <
20k
3k + 2
in this case. In particular, we can set k = 2 by choosing p ∈ (143 , 5). The rest of the
argument follows exactly as in Section 5.
In the remaining part of the paper, we present the proof of Lemma B.2.
Proof of Lemma B.2. The proof follows the proof of Proposition 3.1 with small modifica-
tions. In the following, we only point out these modifications. Given an interval I ⊂ R,
assume that I is centered at 0.
(i) With Q(n) in (1.27), define R as in (2.19). Then, we have R(x, t) =
∏2
j=1R1(xj , t) ·
Rθ3(x3, t), where Rθ is defined in (2.20). We also define R1 and R2 as in (3.10). Then, by
(3.11), we have
‖R1‖L∞t,x . min
(
NM logM,N3
)
. (B.3)
Proceeding as in (3.18) with (B.3) and (3.15), we have
λ2|Aλ|2 ≤ ‖R1‖L∞t,x‖Θλ‖2L1t,x + ‖R̂2‖L∞τ ℓ∞n ‖Θλ‖
2
L2t,x
≤ C1NM1+ε1 |Aλ|2 +M−1+ε2 |Aλ| (B.4)
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for small ε1, ε2 > 0. Choose M ≥ N such that NM1+ε1 ∼ λ2. This condition with M ≥ N
implies that λ & N1+
ε1
2 . Then, (B.4) yields
|Aλ| .
(N
λ2
) 1−ε2
1+ε1 λ−2 . N
1
1+2ε1 λ
−4+ 4
1+2ε1
ε1
by setting ε2 = ε2(ε1) such that
1−ε2
1+ε1
= 11+2ε1 . This proves (B.1) with ε =
ε1
2 .
(ii) Define K by
K(x, t) = χ(t)K(x1, t)K(x2, t)
∑
|n3|≤N
e2πi(n3x3+θ3n
2
3t), (B.5)
where K(x, t) is as in (3.20). Let ΛM,s be as in (3.31). Then, from Lemma 3.4, (3.26), and
(3.29) with M ≤ 2s ≤ N , we have
|ΛM,s(x, t)| . N
(
N
M
1
2
(
1 + (2−sN)
1
2
))2 + M2
2sN
N2 .
2sN2
M
. (B.6)
Hence, from (B.6), we have
‖f ∗ ΛM,s‖L∞(I×Td) .
2sN2
M
‖f‖L1(I×Td). (B.7)
Also, with Λ as in (3.46) andK as in (B.5), it follows from (3.26) and (3.29) with N1 =
1
100N
that
‖K− Λ‖L∞(I×Td) . N2. (B.8)
Let p be as in (3.50). In the following, we consider the case θ ≥ 13 . With M1 and M2 as
in (3.56), write Λ = Λ1 + Λ2 + Λ3 as before. See (3.57).
By interpolating (B.7) and (3.39) and summing over dyadic M ≤ M1 and 2s ≤ N , we
have
‖f ∗ Λ1‖Lp′ (I×Td) .M−1+(3+)θ1 N3−5θ‖f‖Lp(I×Td), (B.9)
since θ ∈ [13 , 12 ).
Next, choose D ∼Mα for some small α = α(θ) > 0, and set β ≪ 1 and B ≫ 1 such that
σ := −3− β + αB− > 0.
Then, by interpolating (B.7) and (3.45) and summing over dyadic M ∈ (M1,M2] and
2s ≤ N , we have
‖f ∗ Λ2‖Lp′ (I×Td) . N3−5θ‖f‖Lp(I×Td)
+
(
M−1−σθ1 N
3− 5
2
θ +M
−1+(3+B+)θ
2 N
3− 7
2
θ
)
‖f‖L1(I×Td), (B.10)
as long as θ < 12+α+ . This can be guaranteed by choosing α = α(θ) > 0 sufficiently small
for given θ < 12 .
Lastly, by interpolating (B.7) and (3.38) and summing over M ≥M2 ∼ N δ2 and s with
2s ≤ N , we have
‖f ∗ Λ3‖Lp′ (I×Td) . N3−5θ‖f‖Lp(I×Td), (B.11)
as long as θ < 12 .
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Now, we are ready to prove the level set estimate (B.2) for q > 4. Then, proceeding as
before with (B.8), (B.9), (B.10), and (B.11), we have
λ2|Aλ|2 ≤ |〈(K− Λ) ∗Θλ,Θλ〉|+ |〈Λ ∗Θλ,Θλ〉|
. N2|Aλ|2 +M−1+(3+)θ1 N3−5θ|Aλ|
2
p
+M−1−σθ1 N
3− 5
2
θ|Aλ|1+
1
p +M
−1+(3+B+)θ
2 N
3− 7
2
θ|Aλ|1+
1
p . (B.12)
Since λ≫ N , (B.12) reduces to
λ2|Aλ|2 .M−1+(3+)θ1 N3−5θ|Aλ|
2
p +M−1−σθ1 N
3− 5
2
θ|Aλ|1+
1
p
+M
−1+(3+B+)θ
2 N
3− 7
2
θ|Aλ|1+
1
p
=: I + II + III. (B.13)
First, suppose that λ2|Aλ|2 . I holds. With p′θ = 2 and (3.56), we have
|Aλ| .
(
N
3
2
λ
)(− p′
2
+3+)δ1
N
3
2
p′−5λ−p
′
. N
3
2
q−5λ−q (B.14)
for q > p′ by choosing δ1 = δ1(q, p
′) sufficiently small. Next, suppose that λ2|Aλ|2 . II
holds. Then, from (3.56), we have
|Aλ| . N
3
2
p′−5λ−p
′
(
N
3
2
p′λ−p
′
M−p
′−2σ
1
)
. N
3
2
p′−5λ−p
′
, (B.15)
by making σ = σ(p′, δ1) in (3.60) (and hence B = B(p
′, δ1)) sufficiently large. Lastly,
suppose that λ2|Aλ|2 . III holds. By λ & N 32−ε and (3.56), we have
|Aλ| . N
3
2
p′−5λ−p
′
N−2+εp
′+(−p′+6+2B+)δ2 . N
3
2
p′−5λ−p
′
(B.16)
as long as we have εp′ ≤ 1 and δ2 = δ2(p′, B) is sufficiently small.
Finally, given q > 4, we choose θ < 12 such that q > p
′ = 2θ > 4. Then, (B.2) follows
from (B.13), (B.14), (B.15), and (B.16) with λ ≤ N 32 . 
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