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El modelo de Espacios Me´tricos permite formalizar el concepto de bu´squeda por similitud en
bases de datos no tradicionales. El objetivo es construir estructuras de datos o ı´ndices que per-
mitan reducir el tiempo necesario para resolver una bu´squeda por similitud. Uno de los enfoques
para la construccio´n de ı´ndices es el usado por los algoritmos basados en pivotes. En este trabajo
abordamos el estudio de este grupo de algoritmos, enfoca´ndonos en el disen˜o de heurı´sticas para
la seleccio´n dina´mica de un buen grupo de pivotes, y por lo tanto de un buen ı´ndice. Para ello, en
lugar de construir un u´nico ı´ndice para resolver todas las bu´squedas, construimos varios ı´ndices
sobre el espacio con distintos grupos de pivotes y elegimos durante la bu´squeda aquel ı´ndice que
sea ma´s adecuado.
Hemos desarrollado y evaluado varias heurı´sticas que permiten realizar esta seleccio´n, las que
han mostrado experimentalmente ser competitivas. La aplicacio´n mas importante de esta te´cnica
es la paralelizacio´n de las consultas, si mantenemos cada uno de los ı´ndices creados en distintas
ma´quinas de una red.
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1. Introduccio´n
Nos interesa estudiar el problema de buscar con tolerancia en conjuntos de objetos. Dicho de
otra manera, las bu´squedas en donde se puedan recuperar objetos similares a uno dado. Este tipo de
bu´squeda se conoce con el nombre de bu´squeda por proximidad o bu´squeda por similitud, y surge en
diversas a´reas tales como reconocimiento de voz, reconocimiento de ima´genes, compresio´n de texto,
biologı´a computacional, inteligencia artificial, minerı´a de datos, entre otras.
Para lo anterior abstraemos el problema a un universo de objetos X y una funcio´n de distancia
d que modela la similitud entre los objetos del universo. Esta funcio´n d cumple con las propiedades
caracterı´sticas de una funcio´n de distancia: positividad ( d(x, y) ≥ 0), simetrı´a ( d(x, y) = d(y, x)) y
desigualdad triangular ( d(x, y) ≤ d(x, z) + d(z, y) ).
El par (X , d) se denomina espacio me´trico. La base de datos sera´ un subconjunto finito U ⊆ X .
En este nuevo modelo de bases de datos, una de las consultas tı´picas que implica recuperar objetos
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similares es la bu´squeda por rango, que denotaremos con (q, r)d. Dado un elemento q ∈ X , al que
llamaremos query y un radio de tolerancia r, una bu´squeda por rango consiste en recuperar los objetos
de la base de datos cuya distancia a q no sea mayor que r, es decir, (q, r)d = {u ∈ U : d(q, u) ≤ r}.
El tiempo total de resolucio´n de una bu´squeda contiene tres te´rminos, a saber: T= #evaluaciones
de d× complejidad(d) + tiempo extra de CPU + tiempo de I/O En muchas aplicaciones la evaluacio´n
de la funcio´n d es tan costosa que las dema´s componentes de la fo´rmula anterior pueden ser despreci-
adas. ´Este es el modelo usado en este trabajo; por consiguiente, nuestra medida de complejidad sera´ la
cantidad de evaluaciones de la funcio´n de distancia d.
Una forma trivial de resolver una bu´squeda por rango es examinando exhaustivamente la base
de datos. Para evitar esta situacio´n, se preprocesa la base de datos por medio de un algoritmo de in-
dizacio´n con el objetivo de construir una estructura de datos o ı´ndice, disen˜ada para ahorrar ca´lculos
en el momento de resolver una bu´squeda. En [4] se presenta un desarrollo unificador de las solu-
ciones existentes en la tema´tica. En dicho trabajo se muestra que existen dos grupos de algoritmos de
indizacio´n: algoritmos basados en pivotes y algoritmos basados en particiones compactas.
Uno de los principales obsta´culos en el disen˜o de buenas te´cnicas de indizacio´n es lo que se conoce
con el nombre de maldicio´n de la dimensionalidad. El concepto de dimensionalidad esta´ relacionado
a la dificultad o facilidad de buscar en un determinado espacio me´trico. La dimensio´n intrı´nseca de un
espacio me´trico se define en [4] como ρ = µ2
2σ2
, siendo µ y σ2 la media y la varianza respectivamente
de su histograma de distancias. Es decir que, a medida que la dimensionalidad intrı´nseca crece, la
media crece y su varianza se reduce. Esto significa que el histograma de distancia se concentra ma´s
alrededor de su media, lo que influye negativamente en los algoritmos de indizacio´n.
En este trabajo abordamos el estudio de algoritmos de indizacio´n basados en pivotes, enfoca´ndo-
nos en el estudio de te´cnicas para la seleccio´n dina´mica de un buen grupo de pivotes, y por lo tanto
de un buen ı´ndice. Para ello, en lugar de construir un u´nico ı´ndice para resolver todas las bu´squedas,
construimos varios ı´ndices sobre el espacio con distintos grupos de pivotes y elegimos durante la
bu´squeda aquel ı´ndice que sea ma´s adecuado. Hemos desarrollado y evaluado varias te´cnicas que
permiten realizar esta seleccio´n. La aplicacio´n mas importante de esta te´cnica es la paralelizacio´n de
las consultas, si mantenemos cada uno de los ı´ndices creados en distintas ma´quinas de una red.
Comenzamos dando una breve explicacio´n sobre algoritmos basados en pivotes, para luego pre-
sentar las heirı´sticas de seleccio´n dina´mica de ı´ndices. Luego mostramos la evaluacio´n experimental
de nuestra propuesta, que nos permitio´ adema´s encontrar caracterizaciones de buenos grupos de piv-
otes. Finalizamos dando las conclusiones y el trabajo futuro.
2. Algoritmos Basados en Pivotes
Este grupo de algoritmos construyen el ı´ndice basa´ndose en la distancia de los objetos de la base
de datos a un conjunto de elementos preseleccionados que llamaremos pivotes.
Para ello, se seleccionan k pivotes {p1, p2, . . . , pk}, y se le asigna a cada elemento a de la base
de datos, el vector o firma Φ(a) = (d(a, p1), d(a, p2), . . . , d(a, pk)). Durante la bu´squeda se usa la
desigualdad triangular junto con la firma de cada elemento para filtrar objetos de la base de datos
sin medir su distancia a la query q. Dada una bu´squeda (q, r)d, se computa la firma de la query q,
Φ(q) = (d(q, p1), d(q, p2), . . . , d(q, pk)), y luego se descartan todos aquellos elementos a, tales que
para algu´n pivote pi se cumple que | d(q, pi)−d(a, pi) |> r, es decir: max1≤i≤k{| d(a, pi)−d(q, pi) |
} = L∞(Φ(a),Φ(q)) ≤ r
Tal como lo menciona´ramos en la seccio´n anterior, uno de los principales obsta´culos en el disen˜o






Figura 1: Histogramas de distancias de baja dimensionalidad (izquierda), y de alta dimensionalidad (derecha)
dad. La figura 1 da una idea intuitiva de por que´ el problema de bu´squeda se torna ma´s difı´cil cuando
el histograma del espacio es ma´s concentrado. Consideremos una bu´squeda (q, r)d y un ı´ndice basado
en pivotes elegidos aleatoriamente. En la figura se ejemplifican dos posibles casos para el histograma
local respecto del punto p. Si p es un pivote, estas gra´ficas representan dos posibles distribuciones para
los valores de d(q, p). La regla de eliminacio´n dice que podemos descartar aquellos puntos y tales que
y /∈ [d(p, q)− r, d(p, q) + r]. Las a´reas sombreadas muestran los puntos que no podra´n descartarse.
Esto significa que a medida que el histograma se concentra ma´s alrededor de su media disminuye la
cantidad de puntos que pueden descartarse usando como dato d(p, q).
3. Heurı´sticas para la Seleccio´n Dina´mica de ´Indices
Se sabe que la polı´tica usada en la seleccio´n de pivotes afecta notablemente la performance de la
bu´squeda [1, 4, 5, 6]. Esto significa que si tenemos dos conjuntos de pivotes del mismo taman˜o elegir
el mejor de los dos puede reducir el tiempo de bu´squeda. Por otro lado, un grupo pequen˜o de pivotes
bien elegidos puede resultar tan eficiente como un grupo de mayor cantidad de pivotes pero elegidos
aleatoriamente. En consecuencia, el tema de seleccio´n de un buen grupo de pivotes para indizar un
determinado espacio me´trico esta´ siendo ampliamente estudiado.
Nuestra propuesta aquı´ es una seleccio´n dina´mica del conjunto de pivotes, y por consiguiente del
ı´ndice, sobre el que se resolvera´ la consulta. Para ello, en lugar de seleccionar durante la construccio´n
del ı´ndice un grupo de pivotes que sea efectivo para todo el espacio me´trico, seleccionamos durante
la bu´squeda un grupo de pivotes que sea efectivo para la query q. Para ello, construimos varios
ı´ndices sobre el espacio con distintos grupos de pivotes (elegidos aleatoriamente); luego, durante
una bu´squeda (q, r)d seleccionamos aquel ı´ndice que sea ma´s adecuado a q de acuerdo al conjunto
de pivotes con el que fue construido. Esta seleccio´n dina´mica de ı´ndices permite adema´s realizar
consultas en paralelo, si cada uno de los ı´ndices creados se mantiene en distintas ma´quinas de una
red.
Supongamos que hemos generado M ı´ndices de k pivotes cada uno. Durante una bu´squeda se-
leccionamos uno de ellos para trabajar. Si so´lo tomamos en cuenta la cantidad de evaluaciones de
distancia, esta idea perdera´ al compararla con la opcio´n de tener un so´lo ı´ndice de Mk pivotes. Pero si
tomamos en cuenta tiempo extra de CPU y tiempo de I/O, la idea de varios ı´ndices pequen˜os aventaja
a la opcio´n de un so´lo ı´ndice con mayor cantidad de pivotes.
Presentamos a continuacio´n las heurı´sticas que hemos disen˜ado para seleccionar el ı´ndice ma´s
adecuado a una bu´squeda (q, r)d. En el desarrollo de la explicacio´n supondremos que hemos generado
M ı´ndices de k pivotes cada uno. Denotaremos con Ij al ı´ndice j, y con pji al pivote i del ı´ndice Ij.
3.1. Seleccio´n por votos
Tal como se muestra en [2], la efectividad de un pivote depende de su distancia a la query q. Los
pivotes ma´s efectivos son los ma´s cercanos o los ma´s alejados a q. En nuestro caso el problema no
es seleccionar un pivote sino seleccionar un conjunto de pivotes que sea el ma´s efectivo para una
bu´squeda (q, r)d. Entonces, basa´ndonos en el criterio anterior, podemos extender esas ideas de la
siguiente manera:
Calcular la distancia de q a todos los pivotes: (∀j)1≤j≤M (∀i)1≤i≤k calcular d(q, pji )
Ordenar los pivotes de acuerdo a su distancia a q. Sea S = 〈p1, p2, . . . , pM∗k〉 esta secuencia
ordenada de pivotes; luego cada elemento ps de S sera´ de la forma ps = pji .
Seleccionar aquel ı´ndice que tiene mayor cantidad de pivotes cercanos y lejanos a q. Esto sig-
nifica que por cada pivote que se encuentra en los extremos de S se agrega un voto al ı´ndice al
que pertenece ese pivote. El ı´ndice con mayor cantidad de votos es el que resulta seleccionado.
Un punto no definido en el proceso anterior es que´ tomar como “extremo” de S. Para manejar esta
situacio´n utilizaremos un para´metro (e) que delimitara´ los extremos de S; es decir, de la secuencia S
so´lo votara´n los siguientes pivotes: p1, p2, . . . , pe, pM∗k−e, . . . , pM∗k−1, pM∗k
3.2. El pivote ma´s cercano
Bajo el mismo criterio de la polı´tica anterior, otra posibilidad es seleccionar aquel ı´ndice que tenga
el pivote ma´s cercano a la query q:
(∀j)1≤j≤M (∀i)1≤i≤k : calcular d(q, pji)
Obtener S = 〈p1, p2, . . . , pM∗k〉 la secuencia ordenada de pivotes segu´n su distancia a q.
Si p1 = pji , seleccionar el ı´ndice Ij .
3.3. El pivote ma´s lejano
Otra alternativa es seleccionar aquel ı´ndice que tenga el pivote ma´s lejano a la query q; para esto,
procedemos como en el caso anterior para obtener la secuencia S y luego, si pM∗k = pji , selec-
cionamos el ı´ndice Ij .
3.4. Menor masa total
Dado un pivote p y una bu´squeda (q, r)d sabemos que los elementos que no pueden ser eliminados
por p son aquellos x tales que d(x, p) ∈ [d(p, q)−r, d(p, q)+r]. En la figura 1 la cantidad de elementos
que no podra´n eliminarse ante una bu´squeda (q, r)d, corresponde al a´rea sombreada del histograma.
Llamaremos a esta zona la masa de p para la query q, y la denotaremos con m(p, q).
Utilizando este hecho, una de las polı´ticas experimentadas fue la de seleccionar aquel ı´ndice que
tenga la menor masa total, siendo la masa total de un ı´ndice la suma de las masas de todos sus pivotes.
Podemos resumir esto en los siguiente pasos:





Seleccionar aquel ı´ndice Ij tal que: (∀l)1≤l≤M m(Ij , q) ≤ m(Il, q).
Dado que durante la construccio´n de un ı´ndice se calculan las distancia de todos los elementos de
la base de datos a todos los pivotes, en ese momento es posible obtener el histograma de los pivotes
sin costo adicional.
3.5. Pivote de menor masa
Siguiendo con el planteamiento del punto anterior tambie´n se experimento´ seleccionar aquel
ı´ndice que tuviera el pivote con menor masa:
(∀j)1≤j≤M (∀i)1≤i≤k : calcular m(pji , q)
Seleccionar aquel ı´ndice Ij tal que m(pji , q) sea mı´nima para algu´n i, con 1 ≤ i ≤ k.
3.6. Una combinacio´n de todas las te´cnicas: votacio´n global
Las te´cnicas descriptas en los puntos anteriores se basan en visiones diferentes del espacio me´trico
en base a las cuales toman sus decisiones. Cada una de las ellas puede no so´lo seleccionar un ı´ndice
sino ordenar todos los ı´ndices segu´n la conveniencia para una bu´squeda (q, r)d. Obviamente cada una
de las polı´ticas establecidas puede cometer errores; en estos casos el ı´ndice o´ptimo para la query q
queda desplazado del primer lugar.
Una forma de combinar las te´cnicas con el objetivo de disminuir los errores que pueden ocurrir en
la eleccio´n es asignando votos a los ı´ndices segu´n la te´cnica que lo selecciono´. Sea 〈Ij1, Ij2, . . . , IjM 〉
la secuencia de ı´ndices ordenados por alguna te´cnica de acuerdo a su conveniencia para la query q.
Luego, Ijs recibe una cantidad de votos que depende de la probabilidad de que la te´cnica considerada
desplace a la posicio´n s el ı´ndice o´ptimo para q. Estos valores se establecieron experimentalmente, y
se explican en la siguiente seccio´n.
4. Evaluacio´n Experimental de las Polı´ticas de Seleccio´n
4.1. Descripcio´n de los experimentos
Los experimentos fueron realizados usando como espacio me´trico un diccionario espan˜ol de
86.061 palabras y usando como funcio´n de distancia la distancia de edicio´n. Esta funcio´n es discreta y
calcula la mı´nima cantidad de palabras que hay que agregar, cambiar y/o eliminar a una palabra para
obtener otra. Este modelo es comu´nmente usado en recuperacio´n de texto, procesamiento de sen˜ales
y aplicaciones de biologı´a computacional. En cuanto al algoritmo de indizacio´n se utilizo´ el Fixed
Queries Trie (FQTrie) [3] para indizar el diccionario espan˜ol.
Cada una de las te´cnicas descriptas anteriormente fue probada con ı´ndices de 8 pivotes, tomando
grupos de 10, 20 y 30 ı´ndices sobre el diccionario espan˜ol; es decir k = 8 y M = 10, 20, 30. Cabe
sen˜alar que el grupo de 20 ı´ndices se armo´ usando los mismos 10 ı´ndices generados para M = 10 ma´s
10 ı´ndices nuevos; y el grupo de 30 ı´ndices se armo´ utilizando los 20 ı´ndices anteriores ma´s 10 ı´ndices
nuevos. Esto permitio´ evaluar que´ efecto tiene, sobre las distintas te´cnicas, aumentar la cantidad de
ı´ndices sobre las que trabajan.
Se eligieron al azar 500 palabras del diccionario y para cada una de ellas se realizaron bu´squedas
por rango (q, r)d usando como radio de bu´squeda r los valores 1, 2, 3 y 4. Cada una de estas
bu´squedas fue realizada en cada uno de los ı´ndices. Esto nos permitio´ obtener para cada (q, r)d cua´l
era el ı´ndice o´ptimo (es decir el que realiza la menor cantidad de evaluaciones de distancia). A partir de























































 Pivote de menor masa, r=1
Figura 2: Desplazamiento del ı´ndice o´ptimo para seleccio´n por votos y pivote de menor masa, parar = 1 y M = 10.
En el caso de la seleccio´n por votos para el para´metro e se usaron los valores k/2, k, 2k y 3k,
observa´ndose el mejor desempen˜o para e = k/2. En consecuencia, ese fue el valor utilizado en todos
los experimentos.
Para cada una de las te´cnicas se analizaron los siguientes aspectos:
Cada una de las te´cnicas implementadas, excepto la votacio´n global, retorna no so´lo el ı´ndice
seleccionado, sino todos los ı´ndices ordenados por conveniencia de acuerdo a su polı´tica. De
esta manera, podemos analizar cua´nto se desplaza el ı´ndice que deberı´a haber sido seleccionado
respecto del que resulta electo.
Porcentaje de fallas, es decir, la cantidad de veces que se equivoca en la eleccio´n del mejor
ı´ndice para una bu´squeda (q, r)d.
Para cada una de las bu´squedas se calculo´ la proporcio´n cmpe/cmpm, siendo cmpe la cantidad
de comparaciones hechas para buscar en el ı´ndice que resulta elegido y cmpm la cantidad de
comparaciones realizadas si se busca en el mejor ı´ndice para la query q. Esto permite evaluar
cua´nto empeora la te´cnica respecto del ideal (no fallar nunca en la eleccio´n).
Para cada una de las bu´squedas tambie´n se calculo´ la proporcio´n cmpe/cmpa, siendo cmpe el
definido anteriormente, y cmpa la cantidad de comparaciones hechas si se busca en un ı´ndice
elegido aleatoriamente. Esto permite evaluar si la te´cnica mejora respecto de una seleccio´n
totalmente aleatoria.
Por cuestiones de espacio, en la pro´xima seccio´n so´lo mostramos las gra´ficas de los resultados
que consideramos ma´s significativos.
4.2. Ana´lisis de Resultados
Comenzamos los experimentos realizando el ana´lisis del desplazamiento del o´ptimo para cada
una de las te´cnicas propuestas. La figura 2 ilustra este comportamiento para algunas de las te´cnicas
de seleccio´n, usando como radio de bu´squeda r = 1. Se pudo observar que las te´cnicas basadas en
ca´lculos de masa son las que tienen mayor porcentaje de e´xito y un menor desplazamiento del o´ptimo;
en alrededor del 50 % de los casos el o´ptimo se encuentra con un desplazamiento de 0 o 1. En general,
aumentar el radio de bu´squeda mejora la prediccio´n del mejor ı´ndice en todas las te´cnicas, pero esta





















Figura 3: Porcentaje de fallas, para un lote de prueba de 500 palabras, y M = 10.
En base a estos resultados, para la te´cnica de votacio´n global solamente se utilizaron los ı´ndices
que se encuentran con desplazamientos 0 o 1. La cantidad de votos que cada te´cnica asigna se es-
tablecio´ en funcio´n de la probabilidad de e´xito. Por ejemplo, la te´cnica de seleccio´n por el pivote ma´s
lejano encuentra el mejor ı´ndice (desplazamiento 0) en el 35 % de los casos; y en el 19 % de los casos
el o´ptimo se desplaza un lugar. En consecuencia, esta te´cnica asigna 3 votos al ı´ndice que selecciona
con desplazamiento 0 y 2 votos al que selecciona con desplazamiento 1.
La figura 3, muestra el porcentaje de fallas de cada una de las te´cnicas. En este sentido, la de
mejor desempen˜o es la votacio´n global seleccionando el ı´ndice o´ptimo en el 55 % de los casos o ma´s
dependiendo del radio de bu´squeda; le siguen la te´cnica de menor masa y luego menor masa total.
Nuestra intuicio´n respecto de esta observacio´n es que la votacio´n global logra una visio´n ma´s amplia
del espacio a partir de la informacio´n provista por las restantes te´cnicas. En base a los resultados de
los experimentos, pudimos observar que generalmente donde alguna te´cnica falla otras aciertan en la
eleccio´n. Esta informacio´n es captada por la votacio´n global posibilitando ası´ la correccio´n de errores.
La figura 4 (izquierda) muestra el promedio de las proporciones cmpe/cmpm sobre las 500
bu´squedas realizadas. Nuevamente, las de mejor desempen˜o son votacio´n global, menor masa y menor
masa total. Sin embargo, en este caso la diferencia entre menor masa y votacio´n global es pequen˜a.
Esto significa que si bien menor masa se equivoca en la eleccio´n un 10 % ma´s que votacio´n global
(ver figura 3) el ı´ndice que resulta electo no es mucho peor que el elegido por votacio´n global. No
sucede lo mismo con menor masa total. En este caso el error es un 15 % ma´s que votacio´n global pero,






































Figura 4: Promedio de las proporciones cmpe/cmpm (izquierda) y cmpe/cmpa (derecha), para M = 10.
elegido por votacio´n global.
La figura 4 (derecha) muestra el promedio de las proporciones cmpe/cmpa sobre las 500 bu´squedas
realizadas. Nuevamente las de mejor desempen˜o son votacio´n global y menor masa. Estas te´cnicas
realizan un 30 % menos de evaluaciones de distancia que una eleccio´n completamente al azar. Notar
que seleccio´n por votos y ma´s cercano realizan en promedio ma´s evaluaciones de distancia que una
seleccio´n aleatoria. Estas te´cnicas, si bie´n comenten menos errores en la prediccio´n que una eleccio´n
aleatoria, cuando se equivocan eligen un ı´ndice marcadamente inferior que una seleccio´n al azar.
El pro´ximo paso en nuestros experimentos fue aumentar la cantidad de ı´ndices. Con respecto a
los porcentajes de fallas, aumentar la cantidad de ı´ndices produjo un incremento en los errores que
comenten las te´cnicas (ver fig. 5); se mantiene que las de mejor desempen˜o son pivote de menor masa
y votacio´n global.
Las figuras 6 y 7 muestran el promedio de las proporciones cmpe/cmpm y cmpe/cmpa, para
M = 20 y M = 30 respectivamente. Nuevamente, pivote de menor masa y votacio´n global son las de
mejor desempen˜o y las que muestran un comportamiento ma´s estable ante el aumento de la cantidad
de ı´ndices sobre los que trabajan. Esto no sucede con las restantes te´cnicas: incrementar la cantidad
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Figura 7: Promedio de las proporciones cmpe/cmpm (izquierda) y cmpe/cmpa (derecha), para M = 30.
5. Propiedades que caracterizan a un buen grupo de pivotes
Los experimentos que expusimos en la seccio´n anterior nos permitieron no so´lo evaluar el com-
portamiento de las distintas polı´ticas de seleccio´n propuestas sino tambie´n analizar las caracterı´sticas
que presentaba cada uno de los grupos de pivotes utilizados en la construccio´n de los ı´ndices.
El cuadro 1 muestra, para el caso de M = 10, la cantidad de veces que cada uno de los ı´ndices
resulta ser el o´ptimo para una query q, en funcio´n de los distintos radios de bu´squeda. Dentro de
cada columna, se han ordenado los ı´ndices por orden creciente de cantidad. Como puede observase
el ı´ndice 3 es el que mayor cantidad de veces resulta ser el o´ptimo, independientemente del radio de
bu´squeda; y el ı´ndice 0 es el que menor cantidad de veces es el o´ptimo, tambie´n independientemente
del radio de bu´squeda. Para los restantes ı´ndices las cantidades varı´an dependiendo de r. Los que
presentan mayor variacio´n son los ı´ndices 2 y 4. En el caso del ı´ndice 2, para r = 1 es el mejor en 48
casos, y para r = 4 esta cantidad disminuye a 17. En el caso del ı´ndice 4, para r = 1 es el o´ptimo en
44 casos, y para r = 4 esta cantidad aumenta a 100.
La figura 8 muestra los histogramas de distancias de los pivotes usados en los ı´ndices 3, 0, 4 y 2,
del grupo de 10 ı´ndices. En el caso del ı´ndice 3 es donde se puede observar una mayor variacio´n de
histogramas. En el caso del ı´ndice 0 los histogramas de los primeros pivotes son muy similares y esto
es lo que puede provocar el bajo desempen˜o del mismo.
Este comportamiento se repite para el grupo de 20 ı´ndices. El cuadro 2 muestra la cantidad de
veces que cada ı´ndice resulta ser el o´ptimo para una bu´squeda; por cuestiones de espacio so´lo se dan
los peores y mejores casos para cada radio de bu´squeda. Notar que nuevamente aparece el ı´ndice 3
entre los mejores y el ı´ndice 0 entre los peores. Los histogramas de estos ı´ndices se muestran en la
figura 9. Notar la similitud entre los histogramas de los pivotes del ı´ndice 17. Esto significa que todos
r = 1 r = 2 r = 3 r = 4
ı´ndice 0 = 32 ı´ndice 0 = 25 ı´ndice 0 = 17 ı´ndice 0 = 12
ı´ndice 7 = 34 ı´ndice 9 = 28 ı´ndice 5 = 24 ı´ndice 2 = 17
ı´ndice 1 = 35 ı´ndice 7 = 29 ı´ndice 2 = 27 ı´ndice 5 = 17
ı´ndice 9 = 37 ı´ndice 1 = 30 ı´ndice 7 = 27 ı´ndice 7 = 31
ı´ndice 5 = 40 ı´ndice 5 = 36 ı´ndice 1 = 34 ı´ndice 9 = 34
ı´ndice 6 = 43 ı´ndice 2 = 40 ı´ndice 9 = 38 ı´ndice 1 = 35
ı´ndice 4 = 44 ı´ndice 6 = 41 ı´ndice 6 = 43 ı´ndice 6 = 40
ı´ndice 2 = 48 ı´ndice 4 = 64 ı´ndice 8 = 75 ı´ndice 8 = 78
ı´ndice 8 = 71 ı´ndice 8 = 70 ı´ndice 4 = 82 ı´ndice 4 = 100
ı´ndice 3 = 116 ı´ndice 3 = 137 ı´ndice 3 = 133 ı´ndice 3 = 136




















































































































































Figura 8: Histograma de distancia de los pivotes usados en la creacio´n de los ı´ndices 3, 0, 4 y 2, del grupo M = 10.
r = 1 r = 2 r = 3 r = 4
indice 7 = 11 indice 0 = 7 indice 0 = 8 indice 17 = 2













indice 3 = 46 indice 19 = 50 indice 8 = 60 indice 4 = 66
indice 19 = 62 indice 3 = 65 indice 3 = 69 indice 3 = 79
Cuadro 2: Cantidad de veces que cada ı´ndice resulta ser el o´ptimo sobre un total de 500 bu´squedas, para M = 20.
los pivotes de ese ı´ndice tienen la misma perspectiva del espacio y, en consecuencia, los grupos de
elementos que cada uno de ellos descarta son muy similares.
El cuadro 3 muestra para cada ı´ndice la cantidad de veces que es el o´ptimo en bu´squedas de radio
r = 1, y la media y varianza de las distancias del conjunto de pivotes. Se han ordenado los ı´ndices
por orden creciente de cantidad. Los ı´ndices ma´s competitivos son, en general, los de mayor varianza;
notar que el histograma del pivote 1 del ı´ndice 3 es justamente el que ma´s alejado se encuentra del
resto (es un outlier). En el caso del ı´ndice 13, si bie´n su varianza no es una de las mayores, figura
entre los ma´s elegidos; y el ı´ndice 5, a pesar de tener una varianza de 4.17, no esta´ dentro del grupo
de los ma´s competitivos. La razo´n de estos comportamientos pueden encontrarse en los histogramas
de distancias de los pivotes de estos ı´ndices (ver figura 10). Se puede observar que el ı´ndice 13 tiene
un pivote cuyo histograma se corresponde con un espacio de baja dimensionalidad. Esto significa
que buenos grupos de pivotes, adema´s de contener un punto que sea outlier, tambie´n deben tener un




















































































































































Figura 9: Histograma de distancia de los pivotes usados en la creacio´n de los ı´ndices 7, 17, 19 y 3 del grupo M = 20.
elecciones media varianza
indice 7 = 11 7.32 3.43
indice 9 = 14 7.14 3.10
indice 16 = 14 9.04 3.35
indice 0 = 15 7.68 3.28
indice 1 = 15 8.39 4.19
indice 10 = 15 8.07 3.39
indice 12 = 17 8.57 3.66
indice 2 = 18 8.64 3.94
indice 17 = 18 8.71 3.36
indice 5 = 19 8.07 4.17
elecciones media varianza
indice 6 = 21 7.71 3.60
indice 4 = 22 7.75 3.41
indice 8 = 27 8.36 4.39
indice 15 = 28 8.68 4.25
indice 18 = 28 8.54 3.80
indice 11 = 31 9.25 4.57
indice 13 = 38 8.32 3.79
indice 14 = 41 9.79 5.85
indice 3 = 46 9.29 5.05
indice 19 = 62 9.86 4.35











































































Figura 10: Histogramas de distancias de los ı´ndices 13 y 5
6. Conclusiones y Trabajo Futuro
En este trabajo hemos presentado heurı´sticas para la seleccio´n dina´mica de un buen grupo de
pivotes, y por consiguiente de un buen ı´ndice. Para ello, construimos varios ı´ndices sobre el espacio
con distintos grupos de pivotes y, durante una bu´squeda (q, r)d, elegimos aquel ı´ndice que sea ma´s
adecuado para q. La aplicacio´n ma´s importante de esta te´cnica es la paralelizacio´n de las consultas
cuando se replica el ı´ndice con para´metros distintos (distintos grupos de pivotes) en cada nodo.
Hemos propuesto varias polı´ticas para realizar la seleccio´n de un ı´ndice adecuado. De todas las
polı´ticas presentadas las de mejor desempen˜o fueron pivote de menor masa y votacio´n global. Los
porcentajes de falla de estas te´cnicas oscilan entre 30 % y el 60 %, dependiendo del radio de bu´squeda
(r) y la cantidad de ı´ndices (M ).
Dos polı´ticas demostraron ser peor que una seleccio´n aleatoria: seleccio´n por votos y pivote ma´s
cercano. Estas te´cnicas, si bie´n cometen menos errores que una eleccio´n aleatoria, cuando se equivo-
can eligen un ı´ndice de desempen˜o inferior que una seleccio´n al azar.
Al analizar las caracterı´ticas que presentan los pivotes de los ı´ndices ma´s competitivos, pudimos
concluir que los histogramas de buenos grupos de pivotes presentan una mayor variacio´n. Tal como
espera´bamos, los ı´ndices de mejor desempen˜o contienen entre sus pivotes un outlier. Pudimos obser-
var adema´s que los mejores ı´ndices son aquellos cuyo grupo de pivotes tienen una mayor varianza.
Esta caracterı´stica por sı´ sola no son suficiente; para obtener un buen desempen˜o es necesario adema´s
que el grupo de pivotes contenga un elemento cuyo histograma sea de baja dimensionalidad.
Algunos puntos interesantes para abordar en futuras investigaciones son los siguientes. Una primera
posibilidad es usar las polı´ticas para seleccio´n de un ı´ndice adecuado a una query q con el objetivo
de particionar el espacio. La idea es, en lugar de mantener todos los elementos de la base de datos en
todos los ı´ndices, insertar cada elemento so´lo en el ı´ndice ma´s adecuado.
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