This paper extends the LSDV bias-corrected estimator in [Bun, M., Carree, M.A. 2005. Bias-corrected estimation in dynamic panel data models, Journal of Business and Economic Statistics, 23(2): 200-10] to unbalanced panels and discusses the analytic method of obtaining the solution. Using a Monte Carlo approach the paper compares the performance of this estimator with three other available techniques for dynamic panel data models. Simulation reveals that LSDV-bc estimator is a good choice except for samples with small T, where it may be unpractical. The methodology is applied to examine the impact of internal and external R&D on labor productivity in an unbalanced panel of innovating firms.
Introduction
As is well-known, the within estimator (LSDV) is not consistent for large N and finite T in dynamic panel data models. Bun and Kiviet (2003) and Bruno (2005) derive the infeasible bias approximations of this estimator. The bias approximations can be estimated using an initial consistent estimator such as Anderson-Hsiao or GMM estimator. This proposed correction thus depends on initial consistent estimates. In a recent contribution, Bun and Carree (2005) proposed an alternative correction to the bias that directly uses LSDV estimator, obviating the need to resort to initial consistent estimates.
The purpose of this paper is to extend the method to implement the Bun and Carree (2005) estimator for unbalanced panels. An analytic solution is derived which allows to avoid the iterative methods. In the second part of the paper, Monte Carlo experiments are carried out to assess the performance of the LSDV-bias corrected estimator in the designs with various degrees of unbalancedness. The performance of LSDV-bias corrected is also compared to difference and system GMM estimators (Blundell and Bond, 1998) and to the additive biascorrected estimator (Bruno, 2005; Bun and Kiviet, 2003) .
The rest of the paper is organized as follows. Section 2 presents the model and discusses the analytic method of obtaining the solution. Section 3 reviews the results of the Monte Carlo experiments that assess the performance of the estimator. The methodology is applied to examine the impact of internal and external R&D on labor productivity in an empirical illustration in Section 4, finally, Section 5 concludes.
The model
We consider the dynamic fixed effects model . We assume that it x is not correlated with the general disturbance term, but could be correlated with the individual-specific term, i η . Bun and Carree (2005) formulate the expressions for the case of a balanced panel to correct the bias of the inconsistent LSDV estimator, reproduced for convenience here: , where c 0 , c 1, and c 2 are known constants. These constants have the following expressions: 
where
. It can be shown that the last expression can be also written as )
A wipes out the individual means and selects usable observations and is defined
the (p x 1) vector of unity elements), matrix
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is solved for as explained in (2)- (4). To increase the precision of the estimates, this system and the polynomial of power T with respect to γ in (5) 
Monte Carlo experiments
In our Monte-Carlo experiments we follow Bun and Kiviet (2003) and Bruno (2005 
Initial observations 0 i y and 0 i x are generated using a procedure that allows to avoid small sample non-stationary problems 1 (Kiviet, 1995) . The individual effects i η are generated by In Kiviet (1995) it is argued that the relative bias of the estimators is significantly influenced To investigate how the bias-corrected estimator performs for unbalanced data, we select for the Monte Carlo experiments T-patterns ranging from slightly to badly unbalanced. Following 9 Baltagi and Chang (1995) we control for the extent of unbalancedness as measured by the Ahrens and Pincus (1981) index:
where 
Empirical Application
In this section we apply the estimators discussed in this paper to a dynamic model of firm productivity and R&D investment. The empirical illustration makes use of the data from the annual R&D surveys in the Netherlands in combination with the data from the Netherlands census of manufacturers, both provided by Statistics Netherlands. The R&D surveys contain information on type and amount of R&D expenditures, and the census data contain information on value added, labor, and fixed capital investments. These merged establishment level databases provided us with an unbalanced panel of firms covering the years 1996-2001.
Our empirical model of firm productivity is derived from an augmented Cobb-Douglas production function that allows estimating labor productivity as a function of internal and external R&D. A semi-translog approximation of the production function with a second-order polynomial in R&D investment is used. Such a specification allows for decreasing returns to scale in internal and external R&D with a non-linear approximation of changes in the knowledge stock. There are a priori strong reasons to allow for (dis)economies of scale at the same time as (dis)economies of scope in R&D investment if the process of augmentation of the knowledge capital stock is characterized by declining returns to scale and if high R&D intensive firms engage in both internal and external R&D. Cohen and Klepper (1996) among others argued that R&D productivity is to decline with firm size.
The dependent variable, firm labor productivity, is net value added per employee at constant prices. Internal R&D is defined as a firm's expenditure on intramural R&D while external R&D is the expenditure on contracted R&D. Investment growth is the percentage growth in gross fixed capital investments between t-1 and t, and employment growth is the percentage growth in employment. Table 3 provides descriptive statistics on the variables used in estimation. The results of the dynamic panel estimation using difference and system GMM as well as two bias-corrected estimators are reported in Table 4 . The four consistent estimators agree on the signs and magnitudes of most of the coefficients, while the system GMM estimator generates a higher F-value than difference GMM.
2 The Hansen test of over-identifying restrictions does not reject at 1% the validity of the instruments for the GMM models, with the exception of the system GMM model in column (2). Arellano-Bond AR tests also indicate that there are no problems relating to serial correlation of the error terms.
Overall the results clearly suggest that there are diseconomies of scale in both internal and external R&D with the squares term of both internal and external R&D negative and significant. Allowing for diseconomies of scale leads to a positive, although insignificant estimate for the coefficient of the interaction term between internal and external R&D.
Conclusion
In this paper we enlarged on the results obtained in Bun and Carree (2005) on the bias of LSDV-corrected estimator for dynamic panel data models. We considered the analytical formulas to derive the bias, which obviate the need to resort to the iterative methods of obtaining the solution. We have extended the formulas to include the unbalanced panels and assessed the performance of the estimator using a Monte Carlo approach. Simulation reveals that LSDV-bc estimator is a good choice compared to difference and system GMM as well as the additive bias-corrected estimator except for samples with small T, where it may be unpractical.
Our main conclusion is that for samples with T>5 the LSDV-bias corrected estimator performs well in terms of bias relative to all other estimators, including the LSDV additive bias-corrected technique. This finding effectively updates an earlier recommendation by Judson and Owen (1999) in favor of the new bias-corrected estimator. For samples with T<5 the LSDV-bias corrected estimator relatively often does not have a solution, especially around the unity circle (cf. Hahn, Hausman and Kuersteiner, 2001) .
It is useful to note a number of caveats in the proposed results. The LSDV inconsistency derived in the paper is not robust to the presence of gaps in the data because of the function h which is derived on the assumption of balanced sub-panels. This is, however, immaterial for the Monte Carlo designs considered in the paper, but may be of importance in the applications with real-life data sets. The exogeneity of the selection rule S is a required assumption in the proposed results. Situations when the unbalanced nature of the data is caused by self-selection or attrition are not considered in this extension and are left for future work.
When applying the estimator to the dynamic model of firm productivity and R&D investment we find a convergence parameter of -0.27, implying that about a fourth of the productivity 12 lead is neutralized by the next period. The implied by LDVC-bias corrected estimator convergence in productivity in Dutch firms is much faster than that implied by the additive bias-corrected or difference GMM estimators. 
