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Résumé :
Cette thèse est consacrée à l’étude du modèle de Hubbard unidimensionnel et à ses généralisa-
tions. Le modèle de Hubbard est un modèle fondamental de la physique de la matière condensée,
décrivant des électrons en interaction sur un réseau. Il a une très riche structure physique. Malgré
la simplicité de sa construction, le modèle a été appliqué dans différents problèmes comme la supra-
conductivité à haute température, le magnétisme et la transition métal-isolant. A une dimension, le
modèle de Hubbard est un modèle intégrable très étudié qui a servi de ’laboratoire’ pour la physique
de la matière condensée. Récemment, les systèmes intégrables quantiques d’une facon générale, et
le modèle de Hubbard en particulier, sont apparus d’une manière surprenante dans le contexte de la
correspondance AdS/CFT. Le point de contact entre ces domaines est les équations de Bethe : celles
de nouveaux modèles intégrables et de modèles existants généralisés sont à priori significatifs dans
l’application en dualité AdS/CFT.
Dans la premiere partie de la thèse, les notions de base sur l’intégrabilité quantique sont présen-
tées : formalisme de la matrice R, équation de Yang-Baxter, chaînes de spin intégrables. Dans la
deuxième partie, certaines résultats fondamentaux concernant le modèle de Hubbard sont passés en
revue : la solution par l’Ansatz de Bethe coordonnée, les solutions réelles des équations de Lieb-Wu
etc. De plus, l’application dans la correspondance AdS/CFT est considérée. Cependant, on trouve
que certaines modifications du modèle de Hubbard sont nécessaires pour reproduire les résultats
de cette correspondance. Cela est une des motivations principales d’étude de modèles de Hubbard
généralisés. La quatrième partie est consacrée aux généralisations du modèle de Hubbard, en se con-
centrant sur les cas supersymétriques. La chapitre cinq expose les résultats obtenus dans le cadre
de cette thèse sur les modèles de Hubbard généralisés, en particulier, l’Ansatz de Bethe coordonnée
ainsi que les solutions réelles des équations de Bethe obtenues dans la limite thermodynamique. Les
équations de Bethe obtenues sont différentes de celle de Lieb et Wu par des phases dont la manifesta-
tion est un signe encourageant pour l’application en AdS/CFT contexte. Les applications possibles,
notamment dans le domaine de la physique de la matière condensée, sont également considérées.
Abstract :
This thesis is devoted to the one-dimensional integrable Hubbard model and its generalizations.
The Hubbard model is one of the fundamental models in condensed matter physics which describes
interacting electrons on the lattice. It has very rich physical structure. Inspite of its construction
simplicity it has been applied to diverse problems as high-Tc superconductivity, band magnetism
and the metal-insulator transition. In one dimension the Hubbard model is an integrable model
which has been intensively studied and served as a theoretical laboratory for the condensed matter
physics. Recently, the integrable systems and in particular the Hubbard model, have surprisingly
appeared in the AdS/CFT correspondence context. The intersection point between the fields is the
Bethe equations: the ones of new integrable models and the generalizations of existing ones are
relevant in the application in AdS/CFT duality.
In the first part of the thesis, we present basis notions of the quantum integrability: the R-matrix
formalism, the Yang–Baxter equation, integrable spin chains etc. In the second part we review several
fundamental results of the one-dimensional Hubbard model: the Coordinate Bethe Ansatz solution,
real solutions of the Lieb-Wu equations etc. Moreover, applications in the AdS/CFT duality are
considered. However, it turns out that certain modifications of the integrable Hubbard model are
necessary to reproduce the correct results of the AdS/CFT context. This is one of the main motiva-
tions of the studies of generalized Hubbard models. The fourth chapter is devoted to generalizations
of the Hubbard model and we focus our attention on supersymmetric ones. The fifth chapter con-
tains the results obtained in the framework of this thesis on the supersymmetric generalizations of
the Hubbard models. Namely, the Coordinate Bethe Ansatz solution and real solutions of the Bethe
equations in the thermodynamic limit are exposed. We point out that the obtained Bethe equations
differs from the Lieb-Wu ones by phases which appearance is encouraging sign for the application
in the AdS/CFT context. We also discuss possible applications in the AdS/CFT duality and in con-
densed matter physics.
Keyswords : Integrable systems, Hubbard model, Coordinate Bethe ansatz
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Chapter 1
Introduction
The one-dimensional Hubbard model and its generalizations as the subject of this thesis are some ex-
amples of solvable models in the field of integrable systems which is a part of mathematical physics.
What are the integrable systems. One knows that the classical N body problem in three dimensions
is solvable only in the case N = 2 and is not solvable for interacting systems with N ≥ 3. However,
certain one-dimensional systems appears to be solvable for any N, i.e. one can integrate the equations
of motions for classical systems or find the spectrum and the eigenfunctions for quantum systems.
The integrable systems are bi-dimensional models which can be solvable. The origin of the term
"integrable systems" is related to the studies of dynamical systems in the classical mechanics. In
the work of J.Liouville [6], the notions of integrable Hamiltonian systems were formulated. The
consequence of the integrability for classical systems is that there is a canonical transformation which
allows easily to solve the model.
The integrable systems started their development about eighty years ago (depending on the
counting manner) and nowadays it is a highly investigated field of mathematical physics. This part
of physics is reputed by words of B.Sutherland to be very mathematical to be physics and not enough
rigorous to be ’real’ mathematics. However, the integrable systems serve as not only a ’playground’
for real physical models, they provide the non-perturbative information about systems, but also they
can be used as methods applicable in other physical fields, e.g. the AdS/CFT duality. There exists a
huge amount of literature on different aspects of integrable systems starting from the classical inte-
grability of nonlinear equations, different statistical models, up to various quantum models, etc. We
provide a modest list of references on the subject: [1], [2], [3], [10], [12], [13],[14], [15] etc.
The Yang–Baxter equation. The solvable models have a similar property that being low-dimensional
systems their inner structure is related to the so-called Yang–Baxter equation, classical or quantum.
Speaking about the classical integrable systems, one always considers a theory of classical com-
pletely integrable differential equations. The latter one admits the Hamiltonian interpretation. In
other words any Hamiltonian system is related to a system of equations of motion in the case of
models with a finite number of degrees of freedom, e.g. Toda model on the lattice. Similarly, a
Hamiltonian system is related to one equation of motion in the case of field theories, e.g. KdV equa-
tion, Sine-Gordon equation, nonlinear Schrodinger equation etc. The integrability in the Liouville
sense implies the existence of independent conserverved quantities by its definition. The number
of such quantities is finite for the lattice models and countably infinite for the field theories. The
theorem formulated by J.Liouville says that there is a canonical transformation of variables which
leads to the solvability of the model. However, the explicit construction of such transformation is not
trivial. Different approaches exist in the literature in order to solve the classical models, the classical
inverse scattering method is one of the techniques which allows to calculate the conserved charges
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and find the solutions of the equations of motion. The Lax pair, two operators L and M, is primary in
the method. Moreover, the involution property of the conserved charges is insured by an objet called
classical r-matrix r which satisfies the classical Yang–Baxter equation:
[r12, r13] + [r12, r23] + [r13, r23] = 0 (1.0.1)
More details on the classical integrability can be found in [10].
Quantum integrable systems with a finite number of degrees of freedom, namely, the spin chains
Hamiltonians, are systems with one spatial dimension and one internal degree of freedom. These
models are given by the Hamiltonian, such that we can construct the sufficient number of inde-
pendent quantities commuting with the Hamiltonian. It was found that the Hamiltonian and its
conserved charges can be deriven from an object called, the R-matrix R. The R-matrix obeys the
Yang–Baxter equation:
R12(u1, u2)R13(u1, u3)R23(u2, u3) = R23(u2, u3)R13(u1, u3)R12(u1, u2) (1.0.2)
The spin chains as isotropic or anisotropic Heisenberg model, the Hubbard model and their general-
izations are examples of such integrable systems. We will consider several spin chains more in details
in the next chapter.
In 1+1 dimensional quantum field theories, the integrablility, similarly to the systems with a finite
number of degrees of freedom, should be provided by a countably infinite number of charges. The
conserved charges are related to the symmetry of the model and thus, integrable field theories have
inifinite dimensional algebras behind. In the field theory, the key object is the so-called S-matrix
which incodes the interaction between asymptotic incoming and outcoming states. The integrable
quantum field theories, e.g. Affine Toda Field Theories etc, have a multiparticle S-matrix factorisable
into two-particle S-matrix, i.e. any process can be considered as consecutive interaction between two
particles. Two-particle S-matrix satisfies the braided version of the Yang–Baxter equation, e.g. [4].
The two-particle S-matrix gives the mapping of an incoming asymptotic two-particle state into an
outgoing asymptotic state: Sab(θ − θ′) : Va(θ)⊗Vb(θ′)→ Vb(θ′)⊗Va(θ) and it satisfies
S23(θ1 − θ2)S12(θ1 − θ3)S23(θ2 − θ3) = S12(θ2 − θ3)S23(θ1 − θ3)S12(θ1 − θ2) (1.0.3)
In addition, these models have an infinite quantum group symmetry which determines the corre-
sponding two-particle S-matrix up to a factor.
The statistical models are systems on a two-dimensional lattice in equilibrium (no time dimen-
sion), such as vertex models: 6-vertex model (equiv. to XXZ spin chain), 8-vertex model (equiv. to
XYZ spin chain). They are totally described by the partition function Z whereas the latter consists
of all possible configurations of the so-called Boltzmann weights WV of a vertex V: Z = ∑C ∏V WV .
The Boltzmann weights in their turn satisfy again the Yang–Baxter equation, e.g. [2], [13].
Integrable systems with boundaries. The above mentioned models are considered under periodic
conditions for spin chains and statistical models and on the infinite line for field theories. Further-
more, there exist integrable systems with boundary conditions. In addition to the Yang–Baxter equa-
tion there is the so-called Reflection equation which asserts the integrability, e.g. [5]. The Reflection
equation relates the boundary matrices K± (one matrix at one boundary) and the R-matrix R, or in
other words it singles out the boundary matrices such that the system remains integrable:
R12(u1 − u2)K−1 (u1)R21(u1 + u2)K−2 (u2) = K−2 (u2)R12(u1 + u2)K−1 (u1)R21(u1 − u2) (1.0.4)
In this thesis we deal with periodic spin chains.
Methods in quantum integrable systems. The Yang–Baxter equation and the Reflection equation
are mathematical "restrictions" imposed on the system to be integrable, but they do not provide the
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methods how to solve the system. There are many different techniques proposed from the very be-
gining in order to obtain the solution of the systems. The pioneering paper of H.Bethe [11] in 1931 on
the resolution of the anisotropic Heisenberg spin chain on the one-dimensional periodic lattice gave
rise to the method - Coordinate Bethe ansatz. This method was highly expoited for other ’toy’ mod-
els as one-dimensional system of bosons with repulsive delta-function interaction by E.H.Lieb and
W.Liniger [34], similar model of particles with spin by C.N.Yang [35] and same system for fermions
by M.Gaudin [37] etc. The one-dimensional Hubbard model was firstly solved using this method
by E.H.Lieb and F.Y.Wu [48]. Another technique proposed later in 80s by L.D.Faddeev and collabo-
rators generalizes the previous method and gives more obvious relations with the R-matrix and the
Yang–Baxter equation, it is called the Algebraic Bethe Ansatz or Quantum Inverse Scattering Method
(QISM), e.g. [68]. This powerful method allows to solve a large number of spin chains, i.e. find
the spectrum and derive the so-called Bethe equations. Moreover in the frame of this method the cor-
relation functions can be calculated what is, by the way, one of the most challenging topics in the
integrable systems. Some other methods which allows to derive the Bethe equations are, for exam-
ple, Analytic Bethe ansatz (see [32]) and Separation of variables method or Functional Bethe ansatz [31].
In the thesis we will discuss in details the Coordinate Bethe ansatz and the Algebraic Bethe ansatz.
As we previously said the field of integrable systems is widely developing and it contacts with
other physical fields. The recent experimental progress in the realization of one-dimensional systems
highly stimulates the interest in Bethe ansatz integrable models of interacting bosons and multi-
component fermion. From mathematical point of view these models are solved through Bethe Ansatz
technique long ago, but this opens up an oportunity to experimental studies of such models which
exhibit new quantum effects peculiar to one-dimensional systems. Another interesting application
of integrable systems has recently found in the context of the super Yang-Mills theories and the
AdS/CFT correspondence. In this thesis we will review how the one-dimensional Hubbard model is
related to the N = 4 super Yang-Mills theory.
Hubbard model and generalizations. The Hubbard model is known in the condensed matter physics
as a model describing the electrons’ behaviour in the transition and rare-earth metals. The model,
on the lattice, it consists of a electron’s hopping term on the nearest-neighbour sites and the on-
site Coulomb interaction. Despite of its simplicity of the definition, the Hubbard model exhibits
different effects relevant in condensed matter physics: metal-insulator transition, ferromagnetism,
superconductivity etc. In one dimension, the Hubbard model is integrable and, hence, theoretical
studies of non-perturbative effects are available. Due to refinement of experimental techniques, it is
not only a ’toy’ model, but a framework of experimental relevance for strongly correlated electron
systems.
The one-dimensional Hubbard model was solved by E.H.Lieb and F.Y.Wu using the Coordinate
Bethe ansatz in 1968. The Bethe equations (Lieb-Wu equations) were obtained and solved in a certain
limit allowing to calculate the ground state energy. In further developments, all solutions of the
Lieb-Wu equations in the thermodynamic limit, infinite lattice, were proposed by M.Takahashi and
some thermodynamic properties of the Hubbard model were obtained. The proof of the integrability,
the R-matrix corresponding to the Hubbard model was found much later by B.S.Shastry in 1986 and
the proof of the Yang–Baxter equation in 1995 by M.Shiroishi and M.Wadati. The Hubbard model,
therefore, entered in the paradigm of the integrable models, however being a rather special model in
comparing with basic examples as the XXX or XXZ models.
The Hubbard model as a model of strongly correlated electrons is relevant to condensed matter
physics. Its generalizations: t-J, EKS, supersymmetric U, etc were widely studied in the literature.
Multiparticle generalizations of the Hubbard model, similarly as the extensions of gl(2) XXX model
to gl(n) one, were proposed by Z.Maassarani. These generalizations are important in the construc-
tion of the supersymmetric extentions of Shastry’s R-matrix which are considered in this thesis.
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Another aspect of applications of the Hubbard model is its connection with the AdS/CFT duality.
The latter is a new highly investigating topic on the conjecture of the duality between Conformal
Field Theories and String theories. The integrability methods are succesfully used in the tests of the
duality and integrable models are recognized in its studies. The Hubbard model was also obtained in
certain limit: the half-filled band limit of the Hubbard model reproduces the dilatation operator of the
N = 4 super Yang-Mills theory up to three-loop order. Several modifications in the Bethe equations
of the dilation operator appear at four-loop order. Thus, certain modifications of the Hubbard model
are needed in order to recognize the integrable model behind the N = 4 super Yang-Mills theory in
the considered sector.
In this thesis we considered the supersymmetric extentions of Shastry’s R-matrix and associated
spin chains. We obtained the corresponding Bethe equations and found real solutions, similarly to
the Lieb-Wu approach to the Hubbard model. We compare our Bethe equations with the AdS/CFT
duality results, and we conclude that further investigations on the modifications of the Hubbard
model are needed.
Thesis plan
The work is divided into three parts:
◦ The second chapter (2) is devoted to the quantum integrable systems. We give an introduction
to quantum integrable systems, discussing the R-matrix formalism from "physical" and "math-
ematical" points of view. In the end of the first chapter the basic examples of integrable spin
chains are considered.
◦ In the third chapter (3) the one-dimensional Hubbard model is considered. The main goal of the
part is a pedagogical introduction to the Hubbard model. We review its origin in condensed
matter physics and integrability aspects. In more details we describe the Coordinate Bethe
Ansatz for the Hubbard model and real solutions of the Lieb-Wu equations. In the end of the
chapter we review certain impacts of the one-dimensional Hubbard with N = 4 super Yang-
Mills Theory. We discuss also the importance to include a phase in the Lieb-Wu equations.
◦ The fourth chapter (4) deals with one-dimensional Hubbard-like models. At first we review
several important models existing in the literature related to the Hubbard model and then we
consider more in details supersymmetric extensions of the Hubbard model [123],[124].
◦ In the fifth chapter the solution via the Coordinate Bethe Ansatz of the supersymmetric Hubbard-
like models are considered, [126],[127]. Then, the obtained Bethe equations are then considered
in the thermodynamic limit. This chapter consists of the personal contribution to the subject.
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Chapter 2
Quantum Integrable systems and spin
chains
In this chapter an introduction to quantum integrable systems and spin chains will be given. In
the following sections we will discuss the R-matrix formalism (R matrix, the Yang–Baxter equation,
transfer matrix, associated Hamiltonian, Hopf algebra) and give some examples of integrable spin
chains.
Quantum integrable systems are basically 1 + 1 or 2 + 0 dimensional systems, field theories or
spin chains. They share common features which single out them as whole class of models. We speak
about the integrability. The latter was firstly formulated for the classical systems with a finite num-
ber of degrees of freedom. The notion of the classical integrability was introduced in the works of
J.Liouville [6] where its definition and the theorem of integrability were formulated. The theorem
of integrability states ’roughly’ that any integrable system is solvable via the so-called "action-angle"
transformation. In other words, the model is called integrable if there exists a sufficient finite number
of independent conserved charges. The "action-angle" transformation is a canonical transformation
which allows one to construct these conserved charges. Later, the notion of the classical integrability
was extended on the 1 + 1 field theories demanding the existence of a countably infinite number of
independent conserved charges. The construction of these charges is, however, a nontrivial question.
Historically, several methods were used in order to obtain the ’soliton’ solutions of such nonlinear
equations as Korteweg-de Vries, Sine-Gordon, Toda, nonlinear Schrodinger etc, [8], [7]. They gave
rise to the so-called classical inverse scattering method (CISM) which became, nowadays, a well
developed branch of mathematical physics. It allows to solve a wide class of nonlinear differen-
tial equations. The Hamiltonian interpretation of the nonlinear equations in the framework of the
CISM provides an opportunity for quasiclassical quantization. The quantum theory of solitons was
constructed and it was shown that after quantization, the classical solutions - solitons appear as ele-
mentary particles in the spectrum of the Hamiltonian. More information about classical integrability
can be found, for example, in [10].
The history of the exactly solvable (integrable) quantum systems goes back to H. Bethe’s 1931 ar-
ticle [11] on the spin-1/2 Heisenberg chain in the early days of quantum theory. H.Bethe constructed
the many-body wavefunctions (Coordinate Bethe Ansatz) and reduced the problem of calculating the
spectrum of the Hamiltonian to the problem of solving a set of coupled algebraic equations (Bethe
ansatz equations). However, the integrability was not yet proven at that time. The generalization of
Bethe’s ansatz to models with spin degrees of freedom proved to be very hard, because the scattering
involves certain changes of the internal states of the scatterers. This problem was eventually solved
by C.N.Yang and M.Gaudin by means of what is nowadays called ’nested Bethe ansatz’. The con-
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dition for the applicability of the nested Bethe ansatz is the consistent factorization of multi-particle
scattering processes into two-particle ones. The consistency requires the two-particle scattering ma-
trix to fulfill certain algebraic equations, the ’Yang–Baxter Equation’.
The role of the Yang–Baxter equation as a defining structure of the integrable models was em-
phasized by L. D. Faddeev, E. K. Sklyanin and L. Takhtajan and other members of the St. Peters-
burg branch of the Steklov Mathematical Institute. They established a relation between quantum
many-body models solved by Bethe’s ansatz and classical integrable evolution equations. Building
on this connection, they initiated a systematic search for solutions of the Yang–Baxter equation and
developed a program for the solution of integrable models, called the ’Quantum Inverse Scattering
Method’ (Algebraic Bethe Ansatz). An important element of this method is the algebraization of
the construction of eigenstates of the transfer matrix. For the references, we cite several books and
lectures on the subject [12],[68].
The role of the Yang–Baxter equation goes beyond the theory of dynamical systems. It is very
important in the theory of knots and quantum groups. For an introduction to the mathematical
aspects of the Yang–Baxter equation see e.g. [15], [13].
2.1 R-matrix formalism in general
In this section we speak about the role of R-matrix in the integrable systems. At first we consider it
in the physical point of view as a tool which lies in the base of the integrability of models. Next, we
review its connection with algebras. Originally formulated as a condition for the integrability of the
model, the Yang–Baxter equation consists a hidden symmetry. This symmetry is the new concept in
mathematics, the quantum group, which unifies the framework of two-dimensional exact models.
I The Hamiltonian H of a certain quantum model with the number of degrees of freedom n is inte-
grable if there exists n independent conserved charges Qi such that they commute with the Hamilto-
nian: [H, Qi] = 0 with i = 1, 2, ..., n.
The construction of these independent conserved charges and the diagonalization of the one-
dimensional Hamiltonian were proposed by L.D.Faddeev and collaborators, as we mentioned before,
in the Algebraic Bethe Ansatz approach. In this method the crucial role is played by the R-matrix. The
R-matrix allows one to derive the Hamiltonian H and the conserved charges Qi. Below we consider
it in details.
The notations we use here are following: Eij is a n× n matrix with 1 at the intersection of line i and
column j and 0 elsewhere. They acts on a vector space V. Similarly, Eija is a matrix Eij which acts non-
trivially on the vector space Va of the tensor product of spaces V1 ⊗ V2 ⊗ ...⊗ VN . The permutation
matrix Pab acts non-trivially on the tensor product of two vector spaces Va ⊗Vb as
Pab : Va ⊗Vb → Vb ⊗Va
v⊗ u→ u⊗ v
If dim Va = dim Vb = n, then it can be represented in the matrix form as
Pab =
n
∑
i,j=1
Eija E
ji
b (2.1.1)
Now we introduce the R-matrix. It is a matrix (in more pragmatic point of view) which acts on
the tensor product of two spaces, Va ⊗ Vb, and which depends on some complex parameter u. We
will denote it by Rab(u). In the ’matrix form’ it can be written as:
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Rab(u) =
n
∑
i,j,k,l=1
Rklij (u)E
ij
a Eklb (2.1.2)
It satisfies generally the following conditions:
1. Unitarity: Rab(u)Rba(−u) = ρ(u) Ia ⊗ Ib
2. Regularity: Rab(0) = Pab
The most important property which it has to satisfy is the so-called Yang–Baxter equation:
Rab(u− v)Rac(u)Rbc(v) = Rbc(v)Rac(u)Rab(u− v) (2.1.3)
As the most simple example, one can verify that the permutation matrix Pab satisfies the Yang–
Baxter equation. Another example one can consider is the R-matrix of the XXX spin chain:
Rab(u) = uIa ⊗ Ib + Pab (2.1.4)
This matrix is unitary, satisfies the regularity condition and the Yang–Baxter equation.
The Yang–Baxter equation (2.1.3) can be considered as an intertwining relation for matrices Rac(u),
Rbc(v). It can be generalized introducing a new object called monodromy matrix T0(u), which acts on
the tensor product of spaces V0 ⊗ V1 ⊗ ...⊗ VN . The space V0 is called the auxiliary space and the
remaining Va are "physical" spaces (these notions will become clear later). Thus, we define T0(u) as
T0(u) = R01(u)...R0N(u) (2.1.5)
It can be easily verified using (2.1.3) that T0(u) also satisfies the equation similar to (2.1.3):
R00′(u− v)T0(u)T0′(v) = T0′(v)T0(v)R00′(u− v) (2.1.6)
which is also called the RTT relations.
If one considers T0(u) at u = 0, and using the regularity property of the R-matrix, one can see
that T0(0) is a cyclic permutation matrix: T0(0) = P01...P0N such that
T0(0)Aa =
{
a = 0, ANT0(0)
a 6= 0, Aa−1T0(0)
(2.1.7)
If now one takes the partial trace of T0(u) (i.e. in the space 0) denoted as τ(u) = tr0(T0(u)), using
the Yang–Baxter equation for T0(u) one can show that
[τ(u), τ(v)] = 0, (2.1.8)
where we used τ(u)τ(v) = tr0,0′(T0(u)T0′(v)) = tr0,0′(R−100′ (u − v)R00′(u − v)T0(u)T0′(v)) and the
cyclicity of the trace tr0,0′(A00′B00′) = tr0,0′(B00′A00′).
Therefore, we see that τ(u), called the transfer matrix, provides mutually commuting quantities:
τ(u) = ∑Ni=0 u
i Hi such that [Hi, Hj] = 0. We can associate the coefficient H1 with the physical Hamil-
tonian and due to (2.1.8), H1 has the common basis of eigenvectors with τ(u) and all remaining Hi.
Thus, the Hamiltonian H1 can be written as
H1 =
d
du
(
log(τ(u))
)
u→0
= τ−1(0) · dτ(u)
du
∣∣∣∣
u→0
(2.1.9)
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In the case when the R-matrix satisfies the regularity property (2), the Hamiltonian can be showed
to be local. More explicitly, one has
H1 =
N
∑
a=1
(
Paa+1R′aa+1(0)
)
, N + 1 ≡ 1 (2.1.10)
where R′aa+1(0) =
d
du [Raa+1(u)]u→0. The Hamiltonian here acts on the "physical" spaces V1⊗ ...⊗VN .
The notation N + 1 ≡ 1 means that we have the periodic boundary conditions: for a = N we have
Paa+1R′aa+1(0) = PN,1R
′
N,1(0).
II From the mathematical point of view, the R-matrix of the system has a more deep connections
with its algebraic structure. It was shown independently by V.G.Drinfeld and M.Jimbo [16] that
the Yang–Baxter equation (2.1.3) and the RTT relations (2.1.6) are related to the Hopf algebra struc-
tures and to the deformations of universal enveloping Lie algebras. The R-matrix R12(u) and the
monodromy matrix T0(u) appear to be certain representations of some universal object called the
universal R-matrix, which verifies the Yang–Baxter equation. Below we will write some statements
of the Hopf algebra to make a more clear connection1.
At the first step we should introduce the notions of associative algebras. Thus, the associative
algebra A over a complex field C is a vector space with the multiplication operation m and the unit
operation i. The multiplication m such that m : A ⊗ A → A is linear and associative: for any
X, Y, Z, U ∈ A and a, b, c, d ∈ C
m ◦ (id⊗m)(X⊗Y⊗ Z) = m(X,m(Y, Z)) = m(m(X, Y), Z) = m ◦ (m⊗ id)(X⊗Y⊗ Z)
m(aX + bY, cZ + dU) = acm(X, Z) + bcm(Y, Z) + adm(X, U) + bdm(Y, U)
here ◦means the consecutive action of operations and id means id(A) = A.
The unit operation i : C→ A has properties: for any X ∈ A
m ◦ (id⊗ i)(X⊗ c) = m(X⊗ cI) = cm(X, I) = cX = m(cI ⊗ X) = m ◦ (i⊗ id)(c⊗ X)
where I is the unit element of A and c ∈ C.
The commutative algebra is such that m(X, Y) = m(Y, X). If we also introduce the permutation
operator σ such that σ(X ⊗ Y) = Y ⊗ X, the commutativity condition can be rewritten as m ◦ σ ≡
mo = m.
Then one can define ’dual’ operations: the comultiplication (or coproduct) operation ∆ on the
algebra A such that ∆ : A → A⊗A and the counit e such that e : A → C. The comultiplication is
"coassociative" and with the counit they satisfy similar relations as m and i:
(id⊗∆) ◦∆A = (∆⊗ id) ◦∆A
and
(id ◦ e) ◦∆(A) = (id⊗ e)A⊗A = A⊗C ∼= A
∼= C⊗A = (e⊗ id)A⊗A = (e⊗ id) ◦∆(A)
1 For more details on Hopf algebras reader is referred to [17] or [13]
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For example, let ∆(X) = X⊗ I + I ⊗ X and then the associativity means that
(id⊗∆) ◦∆(X) = (id⊗∆)(X⊗ I + I ⊗ X) = X⊗ I ⊗ I + I ⊗ (X⊗ I + I ⊗ X) =
= (X⊗ I ⊗ I + I ⊗ X⊗ I) + I ⊗ I ⊗ X = (∆⊗ id)(X⊗ I + I ⊗ X) = (∆⊗ id) ◦∆(X)
The algebra with a coassociative comultiplication ∆ and a counit e satisfying previous relations is
called a coalgebra. Similarly, the cocommutative coalgebra (as commutative algebras) is a coalgebra
with the comultiplication which satisfies σ ◦∆ ≡ ∆o = ∆.
Now returning to the Hopf algebra, the latter has algebra and coalgebra structures, therefore we
can write the definition of the Hopf algebra:
The Hopf algebra A over C is a vector space such that A is an algebra and a coalgebra over C
with the operations: multiplication m, unit i, comultiplication ∆ and counit e. The comultiplication
∆ and the counit e are homomorphisms of algebras (i.e. preserves the algebraic structure). Similarly,
the multiplication m and the unit i are homomorphisms of coalgebras. The Hopf algebra has also a
bijective antimorphism, called antipod, S : A → A such that
m ◦ (id⊗ S) ◦∆(A) = m ◦ (S⊗ id) ◦∆(A) = i ◦ e(A)
Futhermore one can define the almost cocommutative Hopf algebra: if there exists an invertible ele-
mentR ∈ A⊗A such that for any X ∈ A
R∆(X) = ∆o(X)R (2.1.11)
and the almost cocommutative quasitriangular Hopf algebra: ifR satisfies
(id⊗∆)R = R13R12 (2.1.12)
(∆⊗ id)R = R13R23 (2.1.13)
It follows from the above equations thatR satisfies the Yang–Baxter equation:
R12R13R23 = R23R13R12 (2.1.14)
The object R is called the universal R-matrix and it has an immmediate connection with the R-
matrix considered above. Once one can find the universal R-matrix as the solution of the intertwining
equation (2.1.11), hence this universal R-matrix in a certain representation gives the matrix R:
R12(u1 − u2) = pˆi1 ⊗ pˆi2(R) (2.1.15)
the parameters u1, u2 associated with evaluation representations: pˆii = ρ ◦ evi, where ρ is a represen-
tation of algebra A, mapping from A to End(V) (V is a vector space), and evi is an algebra homo-
morphism, called the evaluation map, usually from the infinite A to a finite algebra. We remark that
pˆi1, pˆi2 in general can be different evaluation representations.
As simple examples of the Hopf algebra we can consider the universal enveloping algebra U(sl(2))
of the Lie algebra sl(2) and the quantum deformation of the universal enveloping algebra Uq(sl(2)):
A Lie algebra sl(2) in the Serre-Chevalley basis consists of the generators {e, h, f } subject to the
following commutation relations:
[h, e] = 2e, [h, f ] = −2 f and [e, f ] = h (2.1.16)
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The universal enveloping algebra U(sl(2)) can be viewed as a set of generators t being powers of
the generators e, f , h: t = ∑i,j,k ci,j,keihj f k. The multiplication m is such that for any t′, t′′ ∈ U(sl(2)),
it can be defined as
m(t′, t′′) = m
(
∑
i,j,k
c′i,j,ke
ihj f k,∑
i,j,k
c′′i,j,ke
ihj f k
)
= ∑
i,j,k
c′′′i,j,ke
ihj f k
with c′′′i,j,k is defined by c
′
i,j,k and c
′′
i,j,k.
This algebra has the following Hopf structure: for any x, y ∈ U(sl(2))
∆(x) = x⊗ I + I ⊗ x, S(x) = −x, e(x) = 0
∆(xy) = ∆(x)∆(y), S(xy) = S(y)S(x), e(xy) = e(x)e(y)
Thus one can verify that for example ∆ is a homomorphism of the algebra such that
[∆(h),∆(e)] = 2∆(e), [∆(h),∆( f )] = −2∆( f ) and [∆(e),∆( f )] = ∆(h)
It is obvious that ∆o = ∆, hence the universal R-matrix R is trivial, i.e. it reduces to the identity
operator.
B Quantum deformation of the universal enveloping algebra Uq(sl(2)) is an associative algebra
with a unit generated by {e, f , k, k−1}, subject to the following relations:
kk−1 = k−1k = I, (2.1.17)
kek−1 = q2e, k f k−1 = q−2 f , [e, f ] =
k− k−1
q− q−1 (2.1.18)
The Uq(sl(2)) algebra in the limit q → 1 reduces to the universal enveloping algebra U(sl(2)) if
we represent k = qh. We understand that qh = I + log(q)h + 12! log(q)
2h2 + ... with q ∈ C (not being
the root of unity). Then, the commutation relations rewrite as
[h, e] = 2e, [h, f ] = −2 f and [e, f ] = q
h − q−h
q− q−1 (2.1.19)
The Hopf structure of Uq(sl(2)) is following:
∆(e) = e⊗ q−h/2 + qh/2 ⊗ e, ∆( f ) = f ⊗ q−h/2 + qh/2 ⊗ f , ∆(qh) = qh ⊗ qh
(2.1.20)
S(h) = −h, S(e) = −q−he, S( f ) = − f qh and e(x) = 0
(2.1.21)
∆(xy) = ∆(x)∆(y), S(xy) = S(y)S(x), e(xy) = e(x)e(y)
for any x, y ∈ Uq(sl(2)).
It is possible to verify that ∆,S and e are homomorphisms of algebra. In this case ∆o 6= ∆ and this
provides a non-trivial universal R-matrix. Its simplest representation will be considered in the next
section.
The solutions of the Yang–Baxter equation plays a central role in the theory of quantum integrable
models. These solutions arise as the intertwiners of the quantum affine algebras Uq(gˆ), deformations
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of affine Kac-Moody algebras, e.g. see [16]. The R-matrices in the fundamental representation as
well as the universal R-matrices are found almost for all (super)algebras e.g. see [20]-[23] and [24]
(or see [25] for basic examples) and the references therein. The higher spin representations of the
R-matrix can be constructed using the fusion procedure [26]. In the next section we consider few
basic examples of the R-matrices.
2.2 Few examples of R-matrices and associated spin chain
models
In this section we will consider several examples of the R-matrices and associated with them Hamil-
tonians. Especially, we will write the explicit form of the R-matrices corresponding to the XXX spin
1/2 model, XXZ model and XX model. The latter model will be used in the construction of the
R-matrix of the Hubbard model.
XXX model. We consider the R-matrix of the XXX spin chain, already mentioned in (2.1.4). It is
a 4× 4 matrix acting on V1 ⊗ V2 which satisfies the Yang–Baxter equation, unitarity and regularity
conditions:
Rab(u) = uIa ⊗ Ib + Pab (2.2.1)
and
Rab(u− v)Rac(u)Rbc(v) = Rbc(v)Rac(u)Rab(u− v) (2.2.2)
Rab(u)Rba(−u) = (1− u2)Ia ⊗ Ib (2.2.3)
Rab(0) = Pab (2.2.4)
Using the technique described in the previous section one can derive the Hamiltonian H1 (2.1.10)
corresponding to this R-matrix:
H1 =
N
∑
a=1
(Paa+1) , N + 1 ≡ 1 (2.2.5)
The Hamiltonian can be rewritten in a different form using the Pauli matrices: σ1 = E12 + E21,
σ2 = −iE12 + iE21 and σ3 = E11 − E22 and introducing the spin operators Si = σi/2. Thus, the
Hamiltonian takes a more familiar physical form:
H1 = 2
N
∑
a=1
(
SaSa+1 − 14
)
, N + 1 ≡ 1 (2.2.6)
Indeed, H1 is equivalent to the Hamiltonian of the Heisenberg spin chain with the nearest neigh-
bours interaction in one dimension with the coupling constants Jx = Jy = Jz equal 2: H = ∑<i,j>(JxSxi S
x
j +
JyS
y
i S
y
j + JzS
z
i S
z
j ).
The R-matrix of the XXX model provides the integrability for this one-dimensional isotropic
Heisenberg model. Furthermore one can construct the eigenvectors and the eigenvalues of the trans-
fer matrix τ(u) via the Algebraic Bethe Ansatz. Hence, one finds the spectrum and the eigenfunctions
of the Hamiltonian H1. This method will be explained in one of the next chapters.
One of the properties of the R-matrix is that it has the gl(2) algebra symmetry: Rab(u)∆ab(g) =
∆ab(g)Rab(u) with g ∈ gl(2) and ∆ab(g) = pia(g)⊗ Ib + Ia ⊗ pib(g) where pi(g) is the fundamental
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matrix representation of gl(2). From this point of view, one can generalize the R-matrix on the gl(n)
algebra demanding accordingly the gl(n) symmetry of the R-matrix.
Therefore, the gl(n) R-matrix has the similar form as in (2.2.1) but it is now a n2 × n2 matrix.
Rgl(n)ab (u) = uIa ⊗ Ib +
n
∑
i,j=1
Eija E
ji
b
The Hamiltonian derived from this R-matrix has also the same form. It is the permutation opera-
tor as the previous one but its physical interpretation should be somehow different.
Hgl(n)1 =
N
∑
a=1
(
n
∑
i,j=1
Eija E
ji
a+1
)
, N + 1 ≡ 1 (2.2.7)
Before considering another examples of R-matrices, we say few words about the diagonalization
of above models. The spectrum and the eigenvector of these gl(2) and gl(n) spin chain Hamilto-
nians can be found using different techniques, such as Coordinate Bethe Ansatz, Algebraic Bethe
Ansatz. The gl(2) Hamiltonian was firstly diagonalized by H.Bethe using the so-called Coordinate
Bethe ansatz method as we already mentioned. The algebraic approach developed by L.D.Faddeev
and collaborators is applicable for any gl(n) spin chains, e.g. see [27], and for any simple Lie algebra
[28]. We will present the Algebraic Bethe Ansatz for the gl(2) spin chain in one of the next sections
on the Hubbard model 3.3.2. We remark also that the above R-matrices are constructed using the fun-
damental representation of the gl(2) and gl(n) algebras respectively. The R-matrices for higher spin
representations and thus corresponding spin chains can be constructed using other representations
of their universal R-matrices, or the fusion procedure [26]. For gl(2) case, see [29], the Hamiltonian
for any spin s is written as
Hs = J
N
∑
a=1
Q2s(SaSa+1), N + 1 ≡ 1 (2.2.8)
where S is a spin s matrix and Q2s(x) is a polynomial function. For example, for spin s = 1 we have
Q2(x) = 12
(
x− x2
)
.
XXZ model. This example is also one of the basic solutions of the Yang–Baxter equation. As it can
be seen from the title of the paragraph we will write the R-matrix which provides integrability for
the one-dimensional anisotropic Heisenberg model (Jx = Jy 6= Jz).
In this case the R-matrix is the solution of the intertwining equation (2.1.11) for the q-deformed
affine algebra Uq(sˆl(2)). It has two parameters: q is connected with the algebraic symmetry and
u ∈ C is a spectral parameter. It is also a 4× 4 matrix acting on V1 ⊗ V2 which satisfies the Yang–
Baxter equation, unitarity and the regularity conditions:
Rab(u) = (qu− 1qu )
2
∑
i=1
(Eiia E
ii
b ) + (u−
1
u
) ∑
1≤i 6=j≤2
(Eiia E
jj
b ) + (q−
1
q
) ∑
1≤i 6=j≤2
(usign(i−j)Eija E
ji
b ) (2.2.9)
and
Rab(u/v)Rac(u)Rbc(v) = Rbc(v)Rac(u)Rab(u/v) (2.2.10)
Rab(u)Rba(
1
u
) =
(
qu− 1
qu
)(
q
u
− u
q
)
Ia ⊗ Ib (2.2.11)
Rab(1) =
(
q− 1
q
)
Pab (2.2.12)
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Here the R-matrix is written in the rational form which explains the appearance of u/v in the
Yang–Baxter equation and the limit u → 1 in the regularity condition. One can pass to the trigono-
metric form using the transformation u = exp(iλ) and q = exp(iγ). In addition one can find the sym-
metric R-matrix performing the gauge transformation: Rsab(u) = Ua(φa)Ub(φb)Rab(u)U
−1
b (φb)U
−1
a (φa)
with U(φ) = E11 + exp(iφ)E22 and φa−φb = i log(u). Therefore, explicitly we have the trigonometric
symmetric R-matrix (we renormalize the expression of Rsab(u) by 2i):
Rs12(λ) =

sin(λ+ γ) 0 0 0
0 sin(λ) sin(γ) 0
0 sin(γ) sin(λ) 0
0 0 0 sin(λ+ γ)
 (2.2.13)
The XXZ Hamiltonian is derived from this symmetric trigonometric R-matrix using (2.1.10):
H1 =
1
2
N
∑
a=1
(
σ1aσ
1
a+1 + σ
2
aσ
2
a+1 + cos(γ)σ
3
aσ
3
a+1
)
+
N
2
cos(γ), N + 1 ≡ 1 (2.2.14)
The origin of this R-matrix can be viewed as a direct solution of (2.1.11) for the fundamental rep-
resentation of the q-deformed affine algebra Uq(sˆl(2)). Moreover, one can generalize the expression
(2.2.9) of the R-matrix to the Uq(sˆl(n)) algebra. Thus, the gl(n) XXZ R-matrix is
Rgl(n)ab (u) = (qu−
1
qu
)
n
∑
i=1
(Eiia E
ii
b ) + (u−
1
u
) ∑
1≤i 6=j≤n
(Eiia E
jj
b ) + (q−
1
q
) ∑
1≤i 6=j≤n
(usign(i−j)Eija E
ji
b )
(2.2.15)
Corresponding XXZ-like gl(n) Hamiltonian is derived from the gl(n) R-matrix using (2.1.10):
Hgl(n)1 =
N
∑
a=1
(
(q + 1/q)
n
∑
i=1
Eiia E
ii
a+1 + 2 ∑
1≤i 6=j≤n
Eija E
ji
a+1 + (q− 1/q) ∑
1≤i 6=j≤n
(−1)sign(i−j)Eiia Ejja+1
)
, (2.2.16)
N + 1 ≡ 1
The diagonalization of above models can be performed by the Algebraic Bethe Ansatz [30] which
is a powerful method for solving the spin chains in fundamental and any spin representation. In
general, the XXX and XXZ spin chains based on gl(n) and gl(n|m) algebras can be all treated in the
same schema of Algebraic Bethe Ansatz, e.g. see [33].
XX model. The last example of the R-matrix in this section is closely connected with the construc-
tion of Shastry’s R-matrix (the R-matrix of the Hubbard model). Here we consider only the gl(2) case,
other XX models will be treated in the next sections related to the Hubbard model and its generaliza-
tions. The model which we will obtain from the R-matrix in this example also enters in the class of
the one-dimensional anisotropic Heisenberg models, more precisely Jx = Jy, Jz = 0. The R-matrix of
the XX model satisfying the Yang–Baxter equation, unitarity and the regularity conditions is
Rab(u) = ΣabPab + Σab sin u + (Pab − ΣabPab) cos u (2.2.17)
where Pab is the permutation matrix and Σab = E11a E22b + E
22
a E11b .
Rab(u− v)Rac(u)Rbc(v) = Rbc(v)Rac(u)Rab(u− v) (2.2.18)
Rab(u)Rba(−u) = cos2(u)Ia ⊗ Ib (2.2.19)
Rab(0) = Pab (2.2.20)
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The Hamiltonian corresponding to this R-matrix is:
H1 =
N
∑
a=1
(Σaa+1Paa+1) , N + 1 ≡ 1 (2.2.21)
In terms of the Pauli matrices the Hamiltonian can be rewritten as
H1 =
1
2
N
∑
a=1
(
σ1aσ
1
a+1 + σ
2
aσ
2
a+1
)
, N + 1 ≡ 1 (2.2.22)
This Hamiltonian represent a spin chain without z-direction interaction, the XX spin chain, but on
the other hand it can be transformed to the Hamiltonian of free electrons using the so-called Jordan-
Wigner transformation (see below). Thus, the Hamiltonian H1 can be written as
H1 =
N−1
∑
a=1
(
c†aca+1 + c
†
a+1ca
)
+ "twist", (2.2.23)
where c, c† are the fermionic operators, {c†a , cb} = δab. The term marked as "twist" is related to the
periodic boundary conditions of the initial Hamiltonian and the non-locality property of the Jordan-
Wigner transformation of bosons to fermions.
The Jordan-Wigner transformation is a map between the n× n matrices Eij and anticommuting
operators. The matrices Eij can have bosonic or fermionic gradation. In our case we want to map 2× 2
Pauli matrices into the fermionic operators. It is a non-local mapping due to the bosonic structure of
the Pauli matrices:
c†a = σ
−
a
N
∏
k=a+1
σ3k , ca = σ
+
a
N
∏
k=a+1
σ3k (2.2.24)
σ+a = ca
N
∏
k=a+1
(1− 2nk), σ−a = c†a
N
∏
k=a+1
(1− 2nk) (2.2.25)
with σ± = 12 (σ
1 ± iσ2) and nk = c†k ck.
At the same time, the Jordan-Wigner transformation preserves the gradation in the sense that the
matrices Eij with the fermionic gradation are locally mapped on the anticommuting operators.
In general case, the Jordan-Wigner transformation is very important and is highly exploited in
the construction of the Hubbard model. We will give more details on it in the following chapters.
Another property one can remark is that the XX model and its R-matrix can be derived from the
XXZ model and its symmetric trigonometric R-matrix taking the limit q→ i (or γ→ pi/2 in (2.2.13)).
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Chapter 3
Hubbard model
This chapter is devoted to the one-dimensional Hubbard model - integrable model. In the begining
we review its origin in condensed matter physics as a model of interacting electrons on the lattice
in three dimensions and then we restrict our consideration on the one-dimensional model. The one-
dimensional integrable Hubbard model and its R-matrix being a particular object in the hierarchy
of R-matrices are considered in the section 3.2. The Coordinate Bethe Ansatz and real solutions of
the Lieb-Wu equations are presented in the sections 3.3 and 3.4. In the end of the chapter we review
several applications of the one-dimensional Hubbard model in the AdS/CFT duality.
3.1 Origin of the Hubbard model
In condensed matter physics, at its early development much attention has been given to the theory
of correlation effects in the free electron gas which served as a model for conduction bands of metals
and alloys. However, transition and rare-earth metals have in addition to their conduction bands
also partly filled d- or f-bands. The latter gives rise to the characteristic properties of these metals.
Therefore the correlation effects of these metals are highly influenced by these d- and f- bands and it
appeared that the free gas approximation did not provide a good model for them. Thus, one required
another theory which could take into account the atomistic nature of solid. Moreover, it was found
experimentally that d-electrons exhibit behaviours characteristic of both the ordinary band model
and the atomic model.
Starting from 1963 J.Hubbard in a series of papers [39] introduced an approximate model for the
interaction of electrons in the narrow energy bands. This model is the simplest generalization beyond
the free electrons theory. It contains a minimum of necessary properties in order to get the band and
the atomic descriptions at the same time. The introduced model allows to capture many physical
features of solids.
In the following we will show how to derive the Hubbard Hamiltonian 1. The starting point in
order to derive the Hubbard model Hamiltonian is to consider the electrons on the lattice of ions with
the Coulomb repulsion between the electrons. We assume a static three-dimensional lattice, static is
due to the fact that the ions are much heavier than the electrons. Thus, we consider N electrons in the
periodic lattice potential V0(x) with the Coulomb interaction VC(x) = e2/x2. Therefore, the dynamics
can be described by the Hamiltonian:
1The description is based mostly on [55]
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H =
N
∑
i=1
(
p 2i
2m
+V0(xi)
)
+ ∑
1≤i<j≤N
VC(xi − xj) (3.1.1)
This Hamiltonian as a many-body system with interactions is very difficult to solve exactly. Thus,
one needs to use some approximations in order to achieve some results. Mean field theory approach
gives the first step in the deriving of the Hubbard Hamiltonian. The main idea is to replace all
interactions to one-body average or effective interactions. More precisely the approximation is based
on adding an one-particle auxiliary potential Va(x) such that it modifies the one-particle Hamiltonian
and reduces the multi-particle interaction:
H =
N
∑
i=1
h(xi, pi) + ∑
1≤i<j≤N
U(xi, xj) (3.1.2)
with h(x, p) = p
2
2m +V0(x) +Va(x) and U(xi, xj) = VC(xi − xj)− 1N−1 (Va(xi) +Va(xj)) 2.
Mean field approximation means to choose appropriately Va(x) such that matrix elements of
U(xi, xj) on the eigenstates of h(x, p) become ’small’. The expression (3.1.2) for the moment contains
no approximations.
Now using the "second-quantification" formalism one can derive the Hamiltonian in terms of the
creation/annihilation operators c†αi,σ and cαi,σ. These operators create and destroy the electron in the
Wannier state3 with the spin σ on the lattice site i and in the band α. Therefore, we can rewrite (3.1.2)
as
H = ∑
α,i,j,σ
tαijc
†
αi,σcαj,σ +
1
2 ∑
α,β,γ,δ
∑
i,j,k,l
σ,τ
Uαβγδijkl c
†
αi,σc
†
βj,τcγk,τcδl,σ (3.1.3)
where hopping matrix elements tαij and interaction parameters U
αβγδ
ijkl are written as some integrals
of the operators h(x, p) and U(xi, xj) respectively on the Wannier states. Their expressions are not
important in the following and we do not write them.
We point out again that the Hamiltonian (3.1.3) is completely equivalent to (3.1.2). We can obtain
the Hubbard model taking into account several approximations:
1. small range of Coulomb interaction⇔ Uαβγδijkl =⇒ Uαβγδiiii = U
2. one band interation⇔ α = 1
3. isotropic nearest neighbours approximation⇔ tα<i,j> = −t, the rest is zero
Finally, the Hamiltonian (3.1.3) reduces to
H = −t ∑
<i,j>
∑
σ=↑,↓
c†i,σcj,σ +U∑
i
ni,↑ni,↓ (3.1.4)
with ni,σ = c†i,σci,σ and here the symbol < i, j > means the ordered summation over the nearest
neighbours particles.
2It can be easily seen that ∑1≤i<j≤N(vi + vj) = (N − 1)∑Ni=1 vi
3Wannier states are a complete set of orthogonal functions used in solid-state physics. Its most common
definition is as follows: let ψk(r) be the Bloch state of a single band in a crystal, then the Wannier state is
defined by φR(r) = 1√N ∑k e
−ik·Rψk(r). Here R is any lattice vector (e.g. Bravais lattice vector), N is a number
of primitive cells in the crystal, the sum on k is for all k in the Brillouin zone.
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The Hamiltonian (3.1.4) is known as the Hubbard model Hamiltonian. As one can see there are
four possible electronic configurations on the site:
• |0 > - vacuum state (no electrons),
• | ↑> - electron with spin up,
• | ↓> - electron with spin down and
• | l> - double occupied site.
The potential term of the Hamiltonian in this base can be represented as a diagonal matrix, it
counts how many double occupied sites are in the eigenfunction. Similarly, the kinetic term move
the electrons from one site to a nearest one on the lattice without changing the spin.
In the limit U → 0 the Hamiltonian corresponds to the free electrons model. Whereas at the half-
filling (the number of electrons N equals the number of sites in the lattice) if U → ∞ one can get the
Heisenberg spin chain.
The Hubbard model plays an essential role in several topics of condensed matter physics. In
spite of its more or less simple definition, the Hubbard model exhibit various phenomena including
the metal-insulator transition, ferrimagnetism, ferromagnetism, Tomonaga-Luttinger liquid, and the
superconductivity (see [38, 40, 41, 42, 47, 56, 57]). It also plays a role in the chemistry of aromatic
compounds e.g. benzene [45, 46].
There exists also a more global point of view4 such that the importance of the Hubbard model
may be understood from the philosophy of "universality". It is believed that a non-trivial physical
phenomena found in a suitable idealized model can also be found in other systems in the same
"universality class" as the idealized model. A similar situation is for the Ising model for classical spin
systems which is too simple to be a realistic model of magnetic materials, for example. But it has
turned out to be extremely important and useful in developing various notions and techniques in
statistical physics of many degrees of freedom. It is expected that the universality class is often large
and rich enough to contain various realistic systems with complicated details which are ignored in
the idealized model. As for strongly interacting electron systems, the Hubbard model is regarded
as one of the most promising candidates for an idealized model to be used in the search of possible
universality classes.
However, in spite of all fascinating results discovered in the Hubbard model, few exact results
are known for the two or three-dimensional Hubbard model. Nevertheless, these models are still
actively investigated. In contrast, the one-dimensional Hubbard model has a distinctive feature: it
is integrable. In the next section we will treat the one-dimensional Hubbard model and discuss in
details its integrability.
3.2 1D Hubbard model as an integrable system
Over the years the one-dimensional Hubbard model has become very important in several topics of
condensed matter physics including the one-dimensional conductors, the high-Tc superconductivity,
but also in mathematical physics. Despite of its appealing conceptual simplicity, rigorous results
for the Hubbard model are rare. The dimension of the underlying lattice is a crucial parameter.
However, there are two important theorems which are valid for an arbitrary lattice dimension, due
to Y.Nagaoka [43] and to E.H.Lieb [47]. Some simplifications occur in the limit of the infinite lattice
4mostly based on [57]
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dimension [44]. Nevertheless, exact results have been obtained only for the one-dimensional lattice.
The complete set of eigenfunctions of the Hubbard Hamiltonian is known only for this case. The
one-dimensional Hubbard model was solved by E.H.Lieb and F.Y.Wu [48].
The Hubbard Hamiltonian in one dimension under the periodic conditions is written as
HHub = −
L
∑
i=1
∑
σ=↑,↓
(
c†i,σci+1,σ + c
†
i+1,σci,σ
)
+
U
4
L
∑
i=1
(1− 2ni,↑)(1− 2ni,↓), L + 1 ≡ 1 (3.2.1)
We remark that in the literature the Hubbard Hamiltonian sometimes appears in a slightly modi-
fied form: H = −∑Li=1∑σ=↑,↓
(
c†i,σci+1,σ + c
†
i+1,σci,σ
)
+U∑Li=1 ni,↑ni,↓. These Hamiltonians mutually
commute and thus have the same eigenvectors. Here we will consider the Hubbard Hamiltonian in
the form (3.2.1).
In the next subsections we present the integrability structure of the Hubbard model and its sym-
metries.
3.2.1 Shastry’s R-matrix
Shastry’s R-matrix (the R-matrix of the Hubbard model) was firstly introduced by B.S.Shastry [58]
and E.Olmedilla et al. [60] (by coupling two R-matrices of the XX model with U-interaction term).
The proof of the Yang–Baxter relation was given later by M.Shiroishi and M.Wadati [61].
Notations we use here are following: Eija are gl(1|1) elementary matrices acting non-trivially on
the graded vector space Va in the tensor space V1⊗ ...⊗VN . The gradation is given by [Eij] = [i] + [j]
[j] =
{
0 for j = 1
1 for j = 2.
(3.2.2)
The matrices Eija satisfy the commutation relations:[
Eija , Eklb
]
g
= δab
(
δjkEila − (−1)([i]+[j])([k]+[l])δilEkja
)
(3.2.3)
with the graded commutator defined as [A, B]g = AB− (−1)[A][B]BA
One should also define the multiplication for the tensor product by (a⊗ b)(c⊗ d) = (−1)[b][c](ac⊗
bd). For example, introducing the graded permutation operator
Pab = ∑
i,j=1,2
(−1)[j]Eija Ejib ,
one can verify that PabPab = Ia ⊗ Ib. Thus, hereafter the multiplication is considered with the grada-
tion factor.
gl(1|1) XX model. Before speaking about Shastry’s R-matrix it is useful to introduce the R-matrix
of gl(1|1) XX model. We have already considered gl(2) XX model and its R-matrix in previous chap-
ter (2.2.17), but in this case we should add the gradation to matrices. Hence, the R-matrix of gl(1|1)
XX model acting on the tensor product V1 ⊗V2 is given by
R12(λ) = Σ12 P12 + Σ12 sinλ+ (P12 − Σ12P12) cosλ (3.2.4)
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where P12 is the graded permutation operator, Σab = E11a E22b + E
22
a E11b and λ ∈ C is the spectral
parameter.
This R-matrix obeys the graded Yang–Baxter equation, is unitary and regular :
Rab(u− v)Rac(u)Rbc(v) = Rbc(v)Rac(u)Rab(u− v) (3.2.5)
Rab(u)Rba(−u) = cos2(u)Ia ⊗ Ib (3.2.6)
Rab(0) = Pab (3.2.7)
Furthermore one can introduce a matrix C
C = E11 − E22 (3.2.8)
There are several connections between C and Σ matrices which will be exploited in generaliza-
tions of the XX model’s R-matrix:
Σab =
1
2
(Iab − CaCb) . (3.2.9)
There are some intertwining properties with Rab(u):
Rab(−u)Cb = CaRab(u) (3.2.10)
Rab(u)CaCb = CaCbRab(u) (3.2.11)
In addition to the graded Yang–Baxter equation we have also the so-called decorated Yang–Baxter
equation:
Rab(u + v)CaRac(u)Rbc(v) = Rbc(v)Rac(u)CaRab(u + v) (3.2.12)
The Hamiltonian which corresponds to this R-matrix is similar to the one in (2.2.21) and in terms
of Eij super-matrices it is written as
HXX =
N
∑
a=1
(
−E12a E21a+1 + E21a E12a+1
)
, N + 1 ≡ 1 (3.2.13)
Due to the anticommuting properties of Eij super-matrices we get the free electrons model Hamil-
tonian: E21a = c†a and E12a = ca
HXX =
N
∑
a=1
(
c†aca+1 + c
†
a+1ca
)
, N + 1 ≡ 1 (3.2.14)
where c, c† are the fermionic operators, {c†a , cb} = δab.
This finishes the preliminary part and we are ready to consider the Hubbard model.
Hubbard model. The R-matrix of the Hubbard model is obtained by coupling the R-matrices
R↑12(λ) and R
↓
12(λ) of two independent XX models, the coupling function is related to the constant
U of the Hubbard model under consideration. More details on this construction can be found in
[58],[55]. The R-matrix of the Hubbard model acts on the tensor product of four graded vector spaces:
V1↑ ⊗V1↓ ⊗V2↑ ⊗V2↓ and it can be written in the following form
R↑↓12 (λ1, λ2) = R
↑
12(λ12) R
↓
12(λ12) +
sin(λ12)
sin(λ′12)
tanh(h′12) R
↑
12(λ
′
12)C↑1 R
↓
12(λ
′
12)C↓1 (3.2.15)
23
where λ12 = λ1 − λ2 and λ′12 = λ1 + λ2. In the same way, h′12 = h(λ1) + h(λ2) and the function h(λ)
is such that
sinh(2h) = −U
4
sin(2λ) . (3.2.16)
we point out here that our definition of the function h(λ) is slightly different from the standard one:
sinh(2h) = U sin(2λ).
The definition of the R-matrix (3.2.15) as a coupling of two fermionic XX models is similar to the
R-matrix of bosonic Hubbard model introduced by B.S.Shastry in [58], [59]. However, the fermionic
Hubbard model R-matrix also appears in a different form introduced in [60] or see the appendix of
[69]. These R-matrices are related by gauge transformations. Hereafter we use only the definition of
the R-matrix given in (3.2.15).
Note that the site 1 for R↑↓12 is composed from the tensor product of the site ”1 ↑ ” appearing in
the matrix R↑12 by the site ”1 ↓ ” which is in the matrix R↓12. This is obviously the same for any site we
will consider in the following. It means explicitly that the spin chain is composed as 1 ↑, 1 ↓, 2 ↑, 2 ↓
...L ↑, L ↓.
The R-matrix (3.2.15) is symmetric, regular and satisfies the unitary relation:
R↑↓12 (λ1, λ2)P
↑↓
12 R
↑↓
12 (λ2, λ1)P
↑↓
12 =
(
cos4 λ12 − sin
2 λ12
sin2 λ′12
tanh2 h′12
)
I↑↓12 (3.2.17)
where P↑↓12 = P
↑
12P
↓
12 ∈ V1↑ ⊗V1↓ ⊗V2↑ ⊗V2↓ is the permutation operator.
Moreover, when the relation (3.2.16) holds, the R-matrix (3.2.15) satisfies the graded Yang–Baxter
equation:
R↑↓12 (λ1, λ2) R
↑↓
13 (λ1, λ3) R
↑↓
23 (λ2, λ3) = R
↑↓
23 (λ2, λ3) R
↑↓
13 (λ1, λ3) R
↑↓
12 (λ1, λ2) . (3.2.18)
Being equipped with an R-matrix with all required properties, we can proceed to define the corre-
sponding quantum integrable system, by performing the following steps: monodromy matrix, trans-
fer matrix and the Hamiltonian.
The L-site monodromy matrix is given
Ta<b1...bL>(λ) = R
↑↓
ab1
(λ, 0) . . . R↑↓abL(λ, 0) (3.2.19)
and its transfer matrix is the (super)trace in the auxiliary space:
t(λ) = traTa<b1 ...bL>(λ) . (3.2.20)
Then the Hubbard Hamiltonian reads
H = − d
dλ
ln t(λ)
∣∣∣∣
λ=0
= −
L
∑
x=1
Hx,x+1, L + 1 ≡ 1 (3.2.21)
with
Hx,x+1 = −(ΣP)↑ x,x+1 − (ΣP)↓ x,x+1 + U4 C↑x C↓x , (3.2.22)
The notation O↑ x,x+1 means that the operator O acts non-trivially in the parts x ↑ and (x + 1) ↑ only.
It acts as identity on all the sites different from x and x + 1 and also on the parts x ↓ and (x + 1) ↓ of
sites x and x + 1. Explicitly, one has
(ΣP)α x,x+1 = E12α xE
21
α x+1 + E
21
α xE
12
α x+1 (3.2.23)
with α = ↑ or ↓.
Due to the fermionic structure of E12α x and E21α x matrices, we can replace them directly by the
fermionic operators c†α x and cα x, therefore we get (3.2.1).
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3.2.2 Symmetries of the Hubbard Hamiltonian
The Hamiltonian (3.2.1) preserves the number of involved particles and therefore has a symmetry:
[HHub,∑Li=1 nα i] = 0. In addition it was found also that Hubbard model for even L has so(4) algebra
symmetry realized in terms of the fermionic operators c†,c: first su(2) Lie algebra is written as
ζ =
L
∑
i=1
c†↑ic↓i, ζ
† =
L
∑
i=1
c†↓ic↑i, ζz =
1
2
L
∑
i=1
(n↓i − n↑i), (3.2.24)
[ζ , ζ†] = −2ζz, [ζz, ζ] = −ζ , [ζz, ζ†] = ζ†. (3.2.25)
and so-called η-pairing symmetry:
η =
L
∑
i=1
(−1)ic↑ic↓i, η† =
L
∑
i=1
(−1)ic†↓ic†↑i, ηz =
1
2
L
∑
i=1
(n↓i + n↑i)− L2 , (3.2.26)
[η, η†] = −2ηz, [ηz, η] = −η, [ηz, η†] = η†. (3.2.27)
For the odd number of sites L the η-pairing symmetry disappears and the Hamiltonian has only
su(2) symmetry. The so(4) symmetry plays an important role in the proof of the completeness of the
Bethe ansatz solution for the Hubbard model.
Moreover in [66]5 it was found that the Hamiltonian in the limit of the infinite chain L → ∞ has
the infinite extra symmetry Y(su(2)) ⊕ Y(su(2)). It was verified that Yangian generators (in Drin-
feld’s second realization) written in terms of the creation and annihilation operators c†,c commute
with the infinite chain Hamiltonian. The Yangian algebra 6 can be presented by generators Qm0 and
Qm1 where the generators Q
m
0 form the finite Lie algebra and Q
m
1 generates the extention to the Yan-
gian algebra. These generators should satisfy the commutation relations:
[Qn0 , Q
m
0 ] = f
nmkQk0, [Q
n
0 , Q
m
1 ] = f
nmkQk1 (3.2.28)
where f nmk - structure constants of the finite algebra. Moreover, the generators also should satisfy
certain additional closing relations. We will not write them (one can find them in [17] for example)
For the Hubbard model, the role of Qk0 of Y(su(2)) ⊕ Y(su(2)) plays two su(2) symmetry gen-
erators ζ†,ζ and ζz and η†,η and ηz. In notation of [66] the Yangian generators Y(su(2)): level zero
generators are
E0 =∑
i
E0i , F0 =∑
i
F 0i , H0 =∑
i
H0i , (3.2.29)
here the sums ∑i are infinite and the notations are Eni = c†↑ic↓i+n, F ni = c†↓ic↑i+n and Hni = c†↑ic↑i+n −
c†↓ic↓i+n.
Then, the level one generators are:
E1 = ∑
i
(
E1i − E−1i
)
− U
2 ∑i<j
(
E0i H0j − E0j H0i
)
F1 = ∑
i
(
F 1i −F−1i
)
+
U
2 ∑i<j
(
F 0i H0j −F 0j H0i
)
(3.2.30)
H1 = ∑
i
(
H1i −H−1i
)
+U∑
i<j
(
E0i F 0j − E0j F 0i
)
5On the Yangian symmetry of the Hubbard model R-matrix see [67] and [80]
6for more details on Yangians see [17], [64] or [65] and the references therein.
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The second Yangian generators Y(su(2)) E′i ,F
′
i ,H
′
i with i = 0, 1 can be obtained from the previous
ones by transformation:
c↓i → c↓i, c↑i → c†↑i, U → −U
c†↓i → c†↓i, c†↑i → c↑i
they commute with the first Yangian generators Y(su(2)).
The generators (3.2.29) and (3.2.30) satisfy the commutation relations (3.2.28) with the constants
f nmk7 such as
f EFH = − f FEH = 1, f HEE = − f EHE = − f HFF = f FHF = 2 and the rest is zero (3.2.31)
and they are constrained by deformed Serre relations which can be found in [66].
Thus, it can be verified that the generators Ei, Fi, Hi and E′i , H
′
i , F
′
i with i = 0, 1 form the Y(su(2))⊕
Y(su(2)) symmetry and commutes with the Hubbard Hamiltonian (3.2.1) when both boundaries are
sent to infinity, denoted byH(∞)Hub. The sums ∑Li=1 in (3.2.1) should be replaced by ∑Li=−L with L→ ∞.
[H(∞)Hub,Ji] = 0 for Ji = Ei, Fi, Hi, E′i , H′i , F′i (3.2.32)
3.3 Coordinate Bethe Ansatz (CBA) solution
In 1968 the exact solution of the one-dimensional Hubbard model by the Coordinate Bethe ansatz
was presented in the work of E.H.Lieb and F.Y.Wu [48]. The origin of the method goes back to the
work of H.Bethe [11], the seminal articles of C.N.Yang [35] and M.Gaudin [37]. In the work [48],
E.H.Lieb and F.Y.Wu derived a system of non-linear equations (Bethe equations) which are often
called in the literature the Lieb-Wu equations and calculated the ground state energy of the system.
They showed also that the model at the half-filling limit is an insulator for an arbitrary positive
value of the coupling U. In other words, the half-filled model undergoes a Mott transition at the
critical coupling U = 0. The solutions of the Lieb-Wu equations parametrize the spectrum and the
eigenvectors of the Hubbard model, encoding the complete information about the model. However,
in the general case on the finite lattice they are not explicitly known.
In this section we reproduce in details some results of E.H.Lieb and F.Y.Wu using the Coordinate
Bethe ansatz method. We divide the "nested" Bethe ansatz in two parts - "levels", in the first part (level
1) we look for the eigenfunctions and the eigenvalues of the Hubbard Hamiltonian and in the second
part (level 2) we, contralily to E.H.Lieb and F.Y.Wu, use the Algebraic Bethe Ansatz approach for the
auxiliary problem and we diagonalize the transfer matrix which generates the level 2 Hamiltonians.
The Algebraic Bethe Ansatz was developed by the Leningrad school in 80-s by L.D.Faddeev and
collaborators. Lectures on the Algebraic Bethe Ansatz [68] can be a good support in its studies.
Once again, we start considering the Hubbard Hamiltonian written as
HHub = −
L
∑
i=1
∑
σ=↑,↓
(
c†i,σci+1,σ + c
†
i+1,σci,σ
)
+
U
4
L
∑
i=1
(1− 2ni,↑)(1− 2ni,↓), L + 1 ≡ 1 (3.3.1)
we obtain this Hamiltonian directly from the R-matrix formalism (3.2.21).
7Here the structure constants f nmk are different from the ones corresponding to the orthogonal generators
Qn0 . It implies several changes in the deformed Serre relations.
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Before we start the description of the Coordinate Bethe Ansatz, we give some general analysis for
the Hubbard model. We are interested in the solutions of the equation:
HHubφN(σ) = EN(σ)φN(σ) (3.3.2)
where N denotes the total number of particles spin up and down, σ denotes the configuration of
particles’ spins (σ1, σ2, ..., σN). Moreover, we assume that there are M spin down particles.
Due to the form of the Hamiltonian there is a symmetry between particles and holes, thus using
the appropriate transformation (ci,σ → c†i,σ) we get the identity:
EN(σ) = E2L−N(σ′) (3.3.3)
with σ′ denotes a new configuration such that N′ = 2L− N and M′ = L−M. Therefore, if N > L
we have the results for N′ < L and thus we can restrict the consideration to
N ≤ L (3.3.4)
In addition, due to the spin up and spin down symmetry, we can consider only
M ≤ N
2
(3.3.5)
3.3.1 CBA. Level 1
We use the Coordinate Bethe ansatz to find the eigenvalues and the eigenvectors of the Hubbard
Hamiltonian (3.3.1). The content of the model as we already know consists of the electrons spin up
and spin down: for example if wi,σ denotes an empty site of spin σ then c†i,σwi,σ represent an electron
on the site i with spin σ. Evidently, the Hubbard Hamiltonian preserves the number of particles
involved in dynamics, thus the number of electrons spin up and down are the "good" quantum
numbers to characterize the eigenfunctions.
First of all we define the reference state (pseudo-vacuum) φ0 as the empty chain: φ0 = ∏Li=1 wi,↑wi,↓
and
ci,σφ0 = 0, ∀i, σ (3.3.6)
and the corresponding eigenvalue is given by:
HHubφ0 = UL4 φ0 . (3.3.7)
One excitation. Next we consider one electron excitation with any spin σ over the vacuum:
φ1[σ] = ∑
x∈[1,L]
Ψ[x, σ] c†x,σφ0 (3.3.8)
here the coefficients Ψ[x, σ] are to be determined.
We apply the Hamiltonian on this one-excitation function HHubφ1[σ] = Eφ1[σ] and it transforms
to the Schrodinger equation on the coefficients Ψ[x, σ] when we project it on the c†x,σφ0 vector:
φ∗0 cx,σHHubφ1[σ] = Eφ1[σ] (3.3.9)
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with φ∗0 defined as φ∗0φ0 = 1. After some simplifications we arrive to
−(Ψ[x + 1, σ] +Ψ[x− 1, σ]) +
(U
4
(L− 2)− E
)
Ψ[x, σ] = 0, for x 6= 1, L (3.3.10)
−(Ψ[2, σ] +Ψ[L, σ]) +
(U
4
(L− 2)− E
)
Ψ[1, σ] = 0, for x = 1 (3.3.11)
−(Ψ[1, σ] +Ψ[L− 1, σ]) +
(U
4
(L− 2)− E
)
Ψ[L, σ] = 0, for x = L (3.3.12)
The first equation gives the dynamics of one-excitation function on the chain (without boundary
conditions) whereas the second and the third ones express the periodic boundary conditions of the
model. The solution of the first equation can be given by Ψ[x, σ] = eikx,8 where k is à priori a complex
parameter to be determined. Indeed, k play the role of the particle’s momentum but it is often called
a Bethe root in the CBA context. Inserting this solution Ψ[x, σ] = eikx into the first equation we get the
energy E = −2 cos(k) +U(L− 2)/4. From the second and the third equations, using the expressions
for Ψ[x, σ] and energy E, one gets the ordinary for condensed matter physics periodic boundary
conditions:
eikL = 1 (3.3.13)
The real parameter k can be defined between −pi and pi and thus k = 2pin/L with n = −L/2,...,
L/2− 1. We see that the boundary conditions give the "quantification" of the Bethe root. The obtained
equation on k is the simplest version of the so-called Bethe equations.
Two excitations. Now we treat the case of two electrons excitation with any spin σ1 and σ2 over
the reference state. The eigenfunction writes in the form:
φ2[σ] = ∑
x∈[1,L]
Ψ[x, σ]
2
∏
i=1
c†xi ,σiφ0, (3.3.14)
with some coefficients Ψ[x, σ] to be determined. We noted σ = (σ1, σ2), x = (x1, x2) and by ∏2i=1 c
†
xi ,σi
is considered the ordered product c†x1 ,σ1 c
†
x2 ,σ2 .
Once again we apply the Hamiltonian (3.3.1) on this two-excitations function, Hφ2[σ] = Eφ2[σ],
and project the result on the vector ∏2i=1 c
†
xi ,σiφ0. Thus, we get the Schrodinger equation on the coef-
ficients Ψ[x, σ]: for x 6= 1, L
−
2
∑
m=1
(Ψ[x + em, σ]∆+m +Ψ[x− em, σ]∆−m) +
+∆3
(U
4
(L− 4) +U
2
∑
l,m=1
l<m
δ(xl − xm)δ(σl 6= σm)− E
)
Ψ[x, σ] = 0, (3.3.15)
where em is an elementary vector inCN (here N = 2) with entry 1 on the mth position and 0 elsewhere:
8The fact that there is no reversed mode e−ikx is connected with the fact that we have periodic boundary
conditions and somehow there is no reflections. It is not the case for the open spin chains.
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ek = (0, ...0,
k↓
1, 0, ...0). Also we denoted
∆±m =
2
∏
l=1
l 6=m
2
∏
n=l+1
n 6=m
δl(xl 6= xn)
2
∏
l=1
l 6=m
δl(xl 6= xm)δl(xl 6= xm ± 1), (3.3.16)
∆3 =
2
∏
l=1
2
∏
n=l+1
δl(xl 6= xn), (3.3.17)
δl(xl 6= xn) = 1− δ(xl − xn)δ(σl − σn) . (3.3.18)
These symbols mean that there is no particles with the same spin on the same and neighbour-
ing sites with some conditions corresponding to each symbol (exclusion principle). Otherwise, the
Schrodinger equation (3.3.15) is identically zero.
There are also the equations due to the periodic boundary conditions, which are almost similar
to (3.3.15). Let us take xk = L (or respectively xk = 1) for any k = 1, 2, then we understand by
xk + 1 = L + 1 ≡ 1 (or respectively xk − 1 = 0 ≡ L). Thus, the Schrodinger equations with the
periodic boundary conditions are written as: for k = 1, 2
−
2
∑
m=1
m 6=k
(Ψ[x + em, σ]∆+m +Ψ[x− em, σ]∆−m)− (Ψ[x + ek, σ]∆+k +Ψ[x− ek, σ]∆−k )
+∆3
(U
4
(L− 4) +U
2
∑
l,m=1
l<m
δ(xl − xm)δ(σl 6= σm)− E
)
Ψ[x, σ] = 0, for xk = 1, L (3.3.19)
In order to solve all these equations we use the so-called Bethe ansatz which originally was pro-
posed by H.Bethe in one of his works. The idea is that we look for the solution as a product of free
particles multiplied by certain coefficients. More precisely, let us divide the coordinate space (x1, x2)
into 2 sectors: x1 ≤ x2 and x1 > x2. For sector Q: xQ(1) < xQ(2) we define Ψ[x, σ] as
ΨQ[x, σ] = ∑
P∈S2
(−1)[P]Φσ(PQ, P−1)eiPk·x (3.3.20)
here Q and P are elements of the permutation group S2. Also it is noted Pˆkx = ∑2i=1 kPˆ(i)xi, k1,k2 are
unequal complex numbers, Bethe roots. Symbol [P] stands for the signature of the P-permutation:
for example let Πii+1 be the permutation of the elements i,i + 1 then we have: [PΠii+1] = [P] + 1.
One should remark that when we introduce the Bethe root k1,k2 two electron’s eigenfunction φ2
and the coefficients ΨQ become indirectly dependent of these Bethe roots. Thus, we have φ2[σ] =
φ2[σ, k] and ΨQ[x, σ] = ΨQ[x, σ, k].
The last property for any σ we can derive is the energy E. We consider the Schrodinger equation
(3.3.15) for x 6= 1, L and in the sector xQ(1) << xQ(2) such that all symbols ∆±m,∆3 equal 1 and there is
also no potential term. Thus we have
−
2
∑
m=1
(ΨQ[x + em, σ] +ΨQ[x− em, σ]) +
(U
4
(L− 4)− E
)
ΨQ[x, σ] = 0, (3.3.21)
and inserting the ansatz (3.3.20) in this equation we get the energy:
E = −2
2
∑
m=1
cos(km) +U(L− 4)/4 (3.3.22)
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Now we start to treat separately different cases of σ. Indeed, physics depend on the spin variable
and the wavefunctions differ drastically. There are two different cases: two particles are identical
or non-identical. In both cases we will manage to find the relations between unknown coefficients
Φσ(PQ, P−1).
Explicitly, the functions ΨQ[x, σ] are given by
Ψid[(x1, x2), σ] = Φσ(id, id)ei(k1x1+k2x2) −Φσ(Π12,Π12)ei(k2x1+k1x2),
for identical particles: σ1 = σ2 and there is only 1 sector x1 < x2, and
ΨQ[(x1, x2), σ] =
{
Q = id, Φσ(id, id)ei(k1x1+k2x2) −Φσ(Π12,Π12)ei(k2x1+k1x2)
Q = Π12, Φσ(Π12, id)ei(k1x1+k2x2) −Φσ(id,Π12)ei(k2x1+k1x2),
for non-identical particles: σ1 6= σ2, there are 2 sectors: Q = id, x1 < x2 and Q = Π12, x2 < x1.
1. Let us firstly consider two electrons with the same spin. In this case one can not distinguish
the particles and we have σQ(1) = σQ(2). It is also evident that the wavefunction in this case should
be antisymmetric due to the anticommutation properties of c† operators. Therefore we can consider
only one sector and only one function ΨQ[x, σ] such that ΨΠQ(1)Q(2)Q[ΠQ(1)Q(2)x, σ] = −ΨQ[x, σ], (we
denoted Πijx = (...,
i↓
xj, ...,
j
↓
xi , ...)). It implies that :
Φσ(PQ, P−1) = Φσ(PQ, (PΠQ(1)Q(2))−1) (3.3.23)
where Πab is the permutation of objects a and b.
Let us now consider the sector xQ(1) < xQ(2) with xQ(1) = xQ(2) − 1. In this case ∆−Q(2) = 0 and
∆+Q(1) = 0, all other symbols in (3.3.18) are equal to 1. Thus, equation (3.3.15) becomes
−
(
ΨQ[x− eQ(1), σ] +ΨQ[x + eQ(2), σ]
)
=
(
E− U
4
(L + 4)
)
ΨQ[x, σ] (3.3.24)
Using the expression for the energy E we find that ΨQ[(x, x), σ] = 0 and inserting the ansatz
(3.3.20) we get
Φσ(PQ, P−1) = Φσ(PQΠ12, (PΠQ(1)Q(2))−1) (3.3.25)
Combining (3.3.23) and (3.3.23) one gets
Φσ(ΠabPQ, P−1) = Φσ(PQ, P−1) (3.3.26)
with a = PQ(1), b = PQ(2).
Moreover one can verify that the total eigenfunction of the Hubbard Hamiltonian is antisymmet-
ric, φ2[(σ2, σ1), (k2, k1)] = −φ2[(σ1, σ2), (k1, k2)]:
φ2[(σ2, σ1), (k2, k1)] = 2 ∑
x1<x2∈[1,L]
Ψid[x, σ, (k2, k1)]
2
∏
i=1
c†xi ,σiφ0 =
= 2 ∑
x1<x2∈[1,L]
Φσ(id, id)(eik·x − eik′·x)
2
∏
i=1
c†xi ,σiφ0 = −φ2[(σ1, σ2), (k1, k2)]
where defined k′ · x = k2x1 + k1x2 and we used (3.3.20) and (3.3.25) passing from the first line to the
second one.
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2. Now let us consider two electrons with different spins, σQ(1) 6= σQ(2). We have the continuity
condition for ΨQ[x, σ]: ΨQ[x, σ] = ΨQΠ12 [x, σ] with xQ(1) = xQ(2), what leads to the following
relation between Φσ(PQ, P−1):
Φσ(PQ, P−1)−Φσ(PQΠ12, (PΠQ(1)Q(2))−1) = Φσ(PQΠ12, P−1)−Φσ(PQ, (PΠQ(1)Q(2))−1)
(3.3.27)
Next we consider the Schrodinger equation (3.3.15) when two electrons are on the same site:
xQ(1) = xQ(2). In this case all ∆±m,∆3 equal 1 and hence the equation (3.3.15) becomes
−
(
ΨQ[x− eq1 , σ] +ΨQΠ12 [x + eq1 , σ] +ΨQΠ12 [x− eq2 , σ] +
+ΨQ[x + eq2 , σ]
)
+
(
U
4
(L− 4) +U − E
)
ΨQ[x, σ] = 0
and again using the expression for the energy E we get an intermediate result:
ΨQΠ12 [x + eq1 , σ] +ΨQΠ12 [x− eq2 , σ]−
(
ΨQ[x + eq1 , σ] +ΨQ[x− eq2 , σ] +UΨQ[x, σ]
)
= 0 .
and finally
(eikPQ(1) + e−ikPQ(2) +U)Φσ(PQ, P−1) + (e−ikPQ(1) + eikPQ(2))Φσ(PQ, (PΠQ(1)Q(2))−1 =
= (eikPQ(1) + e−ikPQ(2))Φσ(PQΠ12, P−1) + (e−ikPQ(1) + eikPQ(2) +U)Φσ(PQΠ12, (PΠQ(1)Q(2))−1)
(3.3.28)
The above equation combining with (3.3.27) allows to express Φσ(PQΠ12, (PΠQ(1)Q(2))−1) and
Φσ(PQΠ12, P−1) as the functions of Φσ(PQ, P−1) and Φσ(PQ, (PΠQ(1)Q(2))−1). We write it in the
matrix form: (
Φσ(ΠabPQ, P−1)
Φσ(ΠabPQ, (ΠabP)−1)
)
=
(
tab rab
rab tab
)(
Φσ(PQ, P−1)
Φσ(PQ, (ΠabP)−1)
)
(3.3.29)
with a = PQ(1), b = PQ(2) and
tab = − 2i(λa − λb)U − 2i(λa − λb) , rab =
U
U − 2i(λa − λb) , λa = sin ka (3.3.30)
Thus, we obtained the relations between different coefficients Φσ(PQ, P−1) for any case of the
spin configuration σ. These relations can be gathered in a compact matrix form. Let us define a
vector, for P′ ≡ PQ ∈ S2 and Q′ ≡ P−1 ∈ S2,
Φˆ(P′) ≡ ∑
Q′ ,σ
Φσ(P′, Q′)
2
∏
i=1
e
σQ′(i)
i (3.3.31)
where the summation is a direct sum over all types of excitations and all corresponding sectors. The
vector ∏2i=1 e
2
i,σQ′(i)
belongs to V1 ⊗ V2, where V is spanned by {e↑, e↓}9 and represents one type of 2
9One can see e↑ = e1 and e↓ = e2, where ei is an elementary vector with 1 on i place and 0 the rest.
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excitations.To clarify the notation we write it explicitly:
Φˆ(P′) = Φ(↑,↑)(P′, id) e
↑
1e
↑
2 +Φ(↓,↓)(P
′, id) e↓1e
↓
2
+
(
Φ(↑,↓)(P′, id) e
↑
1e
↓
2 +Φ(↑,↓)(P
′,Π12) e↓1e
↑
2
)
=
=
(
Φ(↑,↑)(P′, id),Φ(↑,↓)(P′, id),Φ(↑,↓)(P′,Π12),Φ(↓,↓)(P′, id)
)T
(3.3.32)
Then, all relations between the coefficients Φσ(PQ, P−1) can be expressed in a compact form:
Φˆ(Π12P) = S
(1)
12 (k1, k2)Φˆ(P) (3.3.33)
where S(1)12 (k1, k2) (simply denoted by S
(1)
12 in the following) acts on elementary vectors e
σ1
1 e
σ2
2 . In the
matrix form it means:
Φ(↑,↑)(Π12P, Q)
Φ(↑,↓)(Π12P, Q)
Φ(↑,↓)(Π12P, QΠ12)
Φ(↓,↓)(Π12P, Q)
 =

1
t12 r12
r12 t12
1


Φ(↑,↑)(P, Q)
Φ(↑,↓)(P, Q)
Φ(↑,↓)(P, QΠ12)
Φ(↓,↓)(P, Q)
 (3.3.34)
we omitted zeros in the S(1)12 (k1, k2) matrix for a more clear vision.
In the case of N-particles we will see that S(1)12 (k1, k2) matrix can be factorized and it satisfies the
Yang–Baxter equation, what is a good sign for the integrability.
We have almost finished the case of two electrons excitation, however we did not used the pe-
riodic boundary conditions in order to determine the Bethe roots k1, k2. It is not hard to verify that
from the Schrodinger equation (3.3.19) the periodic boundary conditions are equivalent to
ΨQC2 [x− eQ(2)L, σ] = ΨQ[x, σ] . (3.3.35)
with C2 = Π21 being a cyclic permutation in S2.
In terms of Φˆ(P) this yields the condition
Φˆ(PC2) = eikP(2)LΦˆ(P) . (3.3.36)
If we choose P = C2−j2 with j = 1, 2, we can derive a system of equations on the coefficients Φˆ(id)
which is called the "auxiliary problem":
S(1)12 Φˆ(id) = e
−ik1LΦˆ(id), j = 1 (3.3.37)
S(1)12 Φˆ(id) = e
ik2LΦˆ(id), j = 2 (3.3.38)
(3.3.39)
where we omitted the arguments of the S-matrices, S(1)ab ≡ S(1)ab (ka, kb).
The solution of this simple matrix equation can be found by taking the determinant. Thus we
have different solutions: for identical particles
ei(k1+k2)L = 1, (3.3.40)
ei(k1L) = 1 (3.3.41)
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and for particles with different spins
ei(k1+k2)L = 1, (3.3.42)
e−i(k1L) = t12 − r12 = sin(k1)− sin(k2)− iU/2sin(k1)− sin(k2) + iU/2 , or (3.3.43)
ei(k1L) = t12 + r12 = 1, (3.3.44)
we remind that the Bethe roots can not be equal: k1 6= k2.
Physical interpretation of the obtained results is following: in the first case we have two electrons
with the same spin, therefore the wavefunction φ2 is antisymmetric and their momenta ki are "quan-
tized" as for one excitation case. In the second case two electrons with different spins form also an
antisymetric wavefunction φ2. The wavefunction is composed of the spin part in Φσ[PQ, P−1] and
the coordinate part in Ψ[x, σ] which could be or (symmetric, antisymmetric) or (antisymmetric, sym-
metric). If the spin part is symmetric then the coordinate part will be antisymmetric and it implies
however two electrons can not be at the same site and effectively they looks like free electrons. That is
why one of the Bethe equations in this case is similar to the free electrons "quantification". Whereas,
when the coordinate part is symmetric we see that the "quantification" is more involved comparing
to other cases.
Now we generalize the obtained results to the case of the N electrons excitation. Indeed, the
periodic boundary conditions become more complicated and it gives rise to the second level of CBA.
N excitations. Let we have the N electrons excitation with the spin configuration σ = (σ1, ..., σN)
over the pseudo-vacuum:
φN [σ] = ∑
x∈[1,L]
Ψ[x, σ]
N
∏
i=1
c†xi ,σiφ0, (3.3.45)
the coefficients Ψ[x, σ] are to be determined. We noted x = (x1, ..., xN) and by ∏Ni=1 c
†
xi ,σi it is consid-
ered the ordered product c†x1 ,σ1 ...c
†
xN ,σN .
The Schrodinger equation on the coefficients Ψ[x, σ] is for x 6= 1, L
−
N
∑
m=1
(Ψ[x + em, σ]∆+m +Ψ[x− em, σ]∆−m) +
+∆3
(U
4
(L− 2N) +U
N
∑
l,m=1
l<m
δ(xl − xm)δ(σl 6= σm)− E
)
Ψ[x, σ] = 0, (3.3.46)
the notations are the same as in the case N = 2.
In addition, there are the equations due to the periodicity. For any k = 1, ..., N we suppose that
xk = L or xk = 1, then we understand by xk + 1 = L + 1 ≡ 1 or xk − 1 = 0 ≡ L, respectively.
Therefore, we can write the Schrodinger equations with the periodic boundary conditions in the
following form: for k = 1, ..., N
−
N
∑
m=1
m 6=k
(Ψ[x + em, σ]∆+m +Ψ[x− em, σ]∆−m)− (Ψ[x + ek, σ]∆+k +Ψ[x− ek, σ]∆−k )
+∆3
(U
4
(L− 2N) +U
N
∑
l,m=1
l<m
δ(xl − xm)δ(σl 6= σm)− E
)
Ψ[x, σ] = 0, for xk = 1, L (3.3.47)
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The Bethe ansatz can be written similarly: introducing Q and P from SN we divide the coordinate
space (x1, ..., xN) into N! sectors: for the sector Q: xQ(1) < ... < xQ(N) we define Ψ[x, σ] as
ΨQ[x, σ] = ∑
P∈SN
(−1)[P]Φσ(PQ, P−1)eiPk·x (3.3.48)
where k1,...,kN are unequal complex numbers, the Bethe roots, and Pˆkx = ∑Ni=1 kPˆ(i)xi. The symbol
[P] stands for the signature of the P-permutation: for example [PΠii+1] = [P] + 1.
In the non-interacting case: xQ(1) << ... << xQ(N) we get immediately the energy:
E = −2
N
∑
m=1
cos(km) +U(L− 2N)/4 (3.3.49)
Next we consider different cases in order to find the relations between Φσ(PQ, P−1): 1) two iden-
tical particles on the neighbouring sites, 2) two electrons with different spins on the same site.
1. Let among the electrons, for certain integers 1 ≤ i, j ≤ N, we have σQ(i) = σQ(j). The wave-
function in this case should be antisymmetric with respect to this particles. It implies that :
Φσ(PQ, P−1) = Φσ(PQ, (PΠQ(i)Q(j))−1) (3.3.50)
where Πab is the permutation of objects a and b.
Let us now consider the sector xQ(1) << ... << xQ(i) < xQ(i+1) << ... << xQ(N) with xQ(i) =
xQ(i+1) − 1, similarly we get
Φσ(PQ, P−1) = Φσ(PQΠii+1, (PΠQ(i)Q(i+1))−1) (3.3.51)
The combination of these two relations leads to
Φσ(ΠabPQ, P−1) = Φσ(PQ, P−1) (3.3.52)
with a = PQ(i), b = PQ(i + 1).
2. The case of two electrons with different spins, σQ(i) 6= σQ(i+1). We have the continuity condition
for ΨQ[x, σ]: ΨQ[x, σ] = ΨQΠii+1 [x, σ] with xQ(i) = xQ(i+1), what leads to the following relation
between the cooeficients Φσ(PQ, P−1):
Φσ(PQ, P−1)−Φσ(PQΠii+1, (PΠQ(i)Q(i+1))−1) = Φσ(PQΠii+1, P−1)−Φσ(PQ, (PΠQ(i)Q(i+1))−1)
(3.3.53)
There is also a relation coming from the Schrodinger equation with xQ(i) = xQ(i+1):
(eikPQ(i) + e−ikPQ(i+1) +U)Φσ(PQ, P−1) + (e−ikPQ(i) + eikPQ(i+1))Φσ(PQ, (PΠQ(i)Q(i+1))−1 =
= (eikPQ(i) + e−ikPQ(i+1))Φσ(PQΠii+1, P−1) + (e−ikPQ(i) + eikPQ(i+1) +U)Φσ(PQΠii+1, (PΠQ(i)Q(i+1))−1)
(3.3.54)
We can combine it with (3.3.27) and we have the relations between the coefficients Φσ(PQ, P−1).
In the matrix form it is(
Φσ(ΠabPQ, P−1)
Φσ(ΠabPQ, (ΠabP)−1)
)
=
(
tab rab
rab tab
)(
Φσ(PQ, P−1)
Φσ(PQ, (ΠabP)−1)
)
(3.3.55)
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with a = PQ(i), b = PQ(i + 1) and
tab = − 2i(λa − λb)U − 2i(λa − λb) , rab =
U
U − 2i(λa − λb) , λa = sin ka (3.3.56)
All these relations can be collected in a compact matrix form if we define a vector, for P′ ≡ PQ ∈
SN and Q′ ≡ P−1 ∈ SN ,
Φˆ(P′) ≡ ∑
Q′ ,σ
Φσ(P′, Q′)
N
∏
i=1
e
σQ′(i)
i , (3.3.57)
here the summation is also a direct sum over all types of excitations and all corresponding sectors.
The vector ∏Ni=1 e
σQ′(i)
i belongs to the tensor product V1 ⊗ ...⊗ VN , where the space V is spanned by
{e↑, e↓} (see footnote 8) and represents one type of the N excitations. The ordering of the particles is
chosen such that, for Q′ = id, the vector ∏Ni=1 e
σQ′(i)
i is taken as
N
∏
i=1
eσii =
N↑︷ ︸︸ ︷
e↑ ⊗ ...⊗ e↑⊗
N↓︷ ︸︸ ︷
e↓ ⊗ ...⊗ e↓ (3.3.58)
with Nσ is the number of spin σ particles.
Thus, the relations between the coefficients Φσ(PQ, P−1) can be expressed in a compact form:
Φˆ(ΠabP) = S
(1)
ab (ka, kb)Φˆ(P) (3.3.59)
where S(1)ab (ka, kb) ∈ End(V1)⊗End(V2)⊗ ...⊗End(VN) (simply denoted by S(1)ab in the following) acts
non-trivially on the elementary vectors e
σQ′(a)
a e
σQ′(b)
b under the conditions (P
′)−1(a)− (P′)−1(b) = −1.
In the matrix form S(1)ab (ka, kb) is given by:
Φ(↑,↑)(ΠabP, Q)
Φ(↑,↓)(ΠabP, Q)
Φ(↑,↓)(ΠabP, QΠab)
Φ(↓,↓)(ΠabP, Q)
 =

1
tab rab
rab tab
1


Φ(↑,↑)(P, Q)
Φ(↑,↓)(P, Q)
Φ(↑,↓)(P, QΠab)
Φ(↓,↓)(P, Q)
 (3.3.60)
hence if σQ′(a) = σQ′(b) one has relations between Φ’s given by the 1st and the 4th lines, whereas if
σQ′(a) 6= σQ′(b) - the relations come from the 2nd and the 3rd lines.
If we take ka equal kb we have the regularity property of the matrix S
(1)
ab (ka, kb):
S(1)ab (ka, ka) = Pab (3.3.61)
where Pab is the permutation matrix acting non-trivially on the spaces Va and Vb.
More generally using the definitions of tab and rab (3.3.56) and their property tab + rab = 1 one can
write the matrix S(1)ab (ka, kb) as
S(1)ab (ka, kb) = tab(ka, kb)Iab + rab(ka, kb)Pab (3.3.62)
here we explicitly noted the dependence on spectral parameters.
Thus, the action of this S-matrix can be presented also as
S(1)ab (ka, kb)e
σ
a e
σ
b = e
σ
a e
σ
b , for any σ, (3.3.63)
S(1)ab (ka, kb)e
σ
a e
τ
b = tab(ka, kb)e
σ
a e
τ
b + rab(ka, kb)e
τ
a e
σ
b , for σ 6= τ (3.3.64)
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This matrix is unitary:
S(1)ab (ka, kb)S
(1)
ba (kb, ka) = Iab (3.3.65)
One of the important properties of S(1)ab (ka, kb) that it satisfies the Yang–Baxter equation:
S(1)12 (k1, k2)S
(1)
13 (k1, k3)S
(1)
23 (k2, k3) = S
(1)
23 (k2, k3)S
(1)
13 (k1, k3)S
(1)
12 (k1, k2) . (3.3.66)
The last condition which ΨQ[x, σ] should satisfy is the periodicity condition (3.3.47). One can
show that they are similar to the case N = 2 (3.3.35) and for any N are written in the form:
ΨQCN [x− eQ(N)L, σ] = ΨQ[x, σ] . (3.3.67)
where CN = ΠN1...ΠNN−1 is the cyclic permutation in SN .
In terms of Φˆ(P) one gets
Φˆ(PCN) = eikP(N)LΦˆ(P) . (3.3.68)
On the one hand we have PCN = ΠP(1)P(N)ΠP(2)P(N)...ΠP(N−1)P(N)P and we want to use the S-
matrix relations (3.3.59). It is easy to prove that a = P(1) and b = P(N) satisfy P˜−1(a)− P˜−1(b) = −1
with P˜ = ΠP(2)P(N)...ΠP(N−1)P(N)P. Hence, this allows to use (3.3.59) and we obtain:
Φˆ(ΠP(1)P(N)ΠP(2)P(N)...ΠP(N−1)P(N)P) = S
(1)
P(1)P(N)Φˆ(ΠP(2)P(N)...ΠP(N−1)P(N)P) (3.3.69)
Similarly, one can find that for a = P(i) and b = P(N) the relation P˜−1(a)− P˜−1(b) = −1 is also
satisfied with now P˜ = ΠP(i+1)P(N)...ΠP(N−1)P(N)P for any i = 1...N − 1. Therefore, we get
Φˆ(ΠP(1)P(N)ΠP(2)P(N)...ΠP(N−1)P(N)P) = S
(1)
P(1)P(N)S
(1)
P(2)P(N)...S
(1)
P(N−1)P(N)Φˆ(P) (3.3.70)
On the other hand, when we choose P = CN−jN with j = 1, 2, ...N and use the recurrence coming
from (3.3.68) we obtain:
Φˆ(CN−j+1N ) = e
ik j LΦˆ(CN−jN ) = e
ik j Leik j+1LΦˆ(CN−j−1N ) = ... = e
ik j L
N−j
∏
m=1
eik j+m LΦˆ(id) . (3.3.71)
indeed, we conclude that Φˆ(CN−jN ) = ∏
N−j
m=1 e
ik j+m LΦˆ(id). Moreover, the following relations could be
useful later CN−jN (m) = mod (m + j− N, N) for any m, j = 1, ..., N.
Thus, combining two results we obtain again a system of equations on the coefficients Φˆ(id)
which is called the "auxiliary problem":
H(1)j Φˆ(id) = e
ik j LΦˆ(id), j = 1, ..., N
with H(1)j = S
(1)
j+1,jS
(1)
j+2,j...S
(1)
N,jS
(1)
1,j ...S
(1)
j−1,j (3.3.72)
where we omitted the arguments of the S-matrices, S(1)ab ≡ S(1)ab (ka, kb).
The auxiliary problem is a set of equations which represent a new eigenvalue and eigenvector
problem. These new Hamiltonians H(1)j can be interpreted as the particle j scatters with all the rest
particles on the ring. The spectra Λj of these new Hamiltonians H
(1)
j will give the Bethe equations
Λj = eik j L. The eigenvector will give new relations between the coefficients Φˆ(id) which allows in
the end to find the eigenvector of the Hubbard model. In the next subsection we will see that these
new Hamiltonians commute and, thus, one can diagonalize only one of them. We will review also
the Algebraic Bethe Ansatz method to perform this diagonalization.
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Example of N = 3 excitations
In this subsection we give explicit details on the construction of Φˆ(P). At first reading this description
can be skipped, reader can go directly to the next subsection.
In the case when N = 3, the Bethe ansatz is given by
ΨQ[x, σ] = ∑
P∈S3
(−1)[P]Φσ(PQ, P−1)
3
∏
m=1
eikP(i)xi (3.3.73)
with σ = (σ1, σ2, σ3).
For any σ =↑, ↓ there are 4 possible cases {(↑, ↑, ↑); (↑, ↑, ↓); (↑, ↓, ↓); (↓, ↓, ↓)} and only 2 basic
cases exists: {(↑, ↑, ↑); (↑, ↑, ↓)}. The rest is connected by the symmetry between the spin up and spin
down.
Case σ = (↑, ↑, ↑): we want to find how many independent coefficients Φσ(PQ, P−1) exist in the
Bethe ansatz. At first we remark that there is only one sector Q = id: x1 < x2 < x3, thus we have
only Φσ(P, P−1) coefficients. Secondly, one should use the relations (3.3.50):
Φσ(P, P−1) = Φσ(P, P−1ΠP(i),P(j)) (3.3.74)
It is possible to show using the fact that any permutation element P can be written as a product
of permutations Πij, hence one can find using the above expression that all coefficients Φσ(P, P−1) =
Φσ(P, id). For N = 3, it is not hard to verify this statement.
Thus, the Bethe ansatz can be written intermediately as
ΨQ[x, σ] = ∑
P∈S3
(−1)[P]Φσ(P, id)
3
∏
m=1
eikP(i)xi
In the next step we will use the relations (3.3.51):
Φσ(ΠabP, P−1Πab) = Φσ(P, P−1) (3.3.75)
with a = P(i), b = P(i + 1) to constrain more the coefficients Φσ(P, id)
By similar arguments on the structure of P one can prove that for any P using two previous
relation we get Φσ(P, id) = Φσ(id, id). For N = 3 we can give an example: for P = Π23Π12
Φσ(Π23Π12, id) = Φσ(Π13Π23, id) = Φσ(Π23, id) = Φσ(id, id) (3.3.76)
where we used 1) Π23Π12 = Π13Π23 then 2) supposing that P = Π23 and P(1) = 1, P(2) = 3 we use
(3.3.51): Φσ(ΠP(1),P(2)P, id) = Φσ(P, id). And 3) similarly, let P = id and P(2) = 2, P(3) = 3 we use
again (3.3.51): Φσ(ΠP(2),P(3)P, id) = Φσ(P, id).
Finally, we find the Bethe ansatz in this case:
Ψid[x, σ] = Φσ(id, id)
(
eik.x − eiΠ12k.x − eiΠ23k.x + eiΠ12Π23k.x + eiΠ23Π12k.x − eiΠ13k.x
)
(3.3.77)
with σ = (↑, ↑, ↑) and Πijk = (...,
i↓
k j, ...,
j
↓
ki, ...).
Case σ = (↑, ↑, ↓): again we want to find how many independent coefficients Φσ(PQ, P−1) exist in
the Bethe ansatz. There are 36 coefficients related to 6 sectors Q and 6 permutations P. For identical
particles one should use again the relations (3.3.50):
Φσ(PQ, P−1) = Φσ(PQ, P−1ΠPQ(i),PQ(j)) (3.3.78)
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when σQ(i) = σQ(j).
Using this relation one can prove that for σ = (↑, ↑, ↓):
Φσ(Q,Π12) = Φσ(Q, id), Φσ(Π23Q,Π12Π23) = Φσ(Π23Q,Π23) (3.3.79)
and
Φσ(Π13Q,Π23Π12) = Φσ(Π13Q,Π13) (3.3.80)
thus we have for the moment 18 independant coefficients. A similar situation appears in general
case.
Moreover, we should use also the relations (3.3.52) and (3.3.55): for σQ(i) = σQ(i+1)
Φσ(ΠabPQ, P−1) = Φσ(PQ, P−1) (3.3.81)
and for σQ(i) 6= σQ(i+1)
Φσ(ΠabPQ, P−1) = tabΦσ(PQ, P−1) + rabΦσ(PQ, P−1Πab), (3.3.82)
Φσ(ΠabPQ, P−1Πab) = rabΦσ(PQ, P−1) + tabΦσ(PQ, P−1Πab). (3.3.83)
with a = PQ(i), b = PQ(i + 1).
It can be shown that all coefficients Φσ(PQ, P−1) can be generated by Φσ(id, id), Φσ(id,Π23) and
Φσ(id,Π13). For example:
Φσ(Π23Π12,Π13) = t13Φσ(Π23, id) + r13Φσ(Π23,Π13) (3.3.84)
it can be seen if supposing PQ = Π23, P−1 = Π13 then ΠPQ(1),PQ(2) = Π13 and σQ(1) 6= σQ(2) we
use one of the above relations and get the result.The coefficients Φσ(Π23, id) and Φσ(Π23,Π13) can be
decomposed:
Φσ(Π23, id) = t23Φσ(id, id) + r23Φσ(id,Π23) (3.3.85)
with PQ = id, P−1 = id, ΠPQ(2),PQ(3) = Π23 and σQ(2) 6= σQ(3) and
Φσ(Π23,Π13) = Φσ(id,Π13) (3.3.86)
with PQ = id, P−1 = Π13, ΠPQ(2),PQ(3) = Π23 and σQ(2) = σQ(3).
Vector Φˆ(P) and S-matrix. Here we will write explicitly the vector Φˆ(P) and the matrix S(1)ab (ka, kb)
for N = 3. Following the definition of Φˆ(P) given by:
Φˆ(P′) ≡ ∑
Q′ ,σ
Φσ(P′, Q′)
N
∏
i=1
e
σQ′(i)
i (3.3.87)
here the summation is a direct sum is over all types of excitations and all corresponding sectors. The
vector ∏Ni=1 e
σQ′(i)
i belongs to V1 ⊗ ...⊗VN , where V is spanned by {e↑, e↓} and represents one type of
N excitations. One can represent e↑ = e1 and e↓ = e2 with ei - elementary vector, thus ∏3i=1 e
σQ′(i)
i is
vector of size 8 with 1 on some place determined by σQ′(i) and 0 on the rest. For example, e
↑
1e
↓
2e
↑
3 is a
vector (0, 0|1, 0|0, 0|0, 0)T and e↓1e↓2e↑3 is a vector (0, 0|0, 0|0, 0|1, 0)T.
Therefore, the vector Φˆ(P) is
Φˆ(P) = e↑1e
↑
2e
↑
3Φ(↑,↑,↑)(P, id) + e
↑
1e
↑
2e
↓
3Φ(↑,↑,↓)(P, id) + e
↑
1e
↓
2e
↑
3Φ(↑,↑,↓)(P,Π23) +
+e↑1e
↓
2e
↓
3Φ(↑,↓,↓)(P, id) + e
↓
1e
↑
2e
↑
3Φ(↑,↑,↓)(P,Π13) + e
↓
1e
↑
2e
↓
3Φ(↑,↓,↓)(P,Π12)
+e↓1e
↓
2e
↑
3Φ(↑,↓,↓)(P,Π13) + e
↓
1e
↓
2e
↓
3Φ(↓,↓,↓)(P, id) =
38
=
(
Φ(↑,↑,↑)(P, id),Φ(↑,↑,↓)(P, id) | Φ(↑,↑,↓)(P,Π23),Φ(↑,↓,↓)(P, id) |
Φ(↑,↑,↓)(P,Π13),Φ(↑,↓,↓)(P,Π12) | Φ(↑,↓,↓)(P,Π13),Φ(↓,↓,↓)(P, id)
)T
Now we will show in the case of N = 3 how to derive the relation (3.3.59):
Φˆ(ΠabP) = S
(1)
ab (ka, kb)Φˆ(P) (3.3.88)
where S(1)ab (ka, kb) ∈ End(V1)⊗End(V2)⊗ ...⊗End(VN) (simply denoted by S(1)ab in the following) acts
non-trivially on the elementary vectors e
σQ′(a)
a e
σQ′(b)
b with the conditions (P
′)−1(a)− (P′)−1(b) = −1.
Here P′ and Q′ are the elements of the permutation group and prime denotes that there are relations
with P and Q introduced in the Bethe ansatz: Q′ = P−1 and P′ = PQ. Later we will denote by P and
Q any permutation.
Firstly, we can write the relations (3.3.52) and (3.3.55) in general:
Φσ(ΠabP, Q) = tˆabΦσ(P, Q) + rˆabΦσ(P, QΠab), (3.3.89)
with
tˆab(Q, σ) =
{
1, if σQ(a) = σQ(a)
tab, if σQ(a) 6= σQ(a)
and rˆab(Q, σ) =
{
0, if σQ(a) = σQ(a)
rab, if σQ(a) 6= σQ(a)
(3.3.90)
Then we can rewrite Φˆ(ΠabP) as
Φˆ(ΠabP) = ∑
σ,Q
Φσ(ΠabP, Q)
3
∏
m=1
e
σQ(m)
m = ∑
σ,Q
Φσ(ΠabP, Q)(...e
σQ(a)
a ...e
σQ(b)
b ...) =
= ∑
σ,Q
(tˆabΦσ(P, Q) + rˆabΦσ(P, QΠab))(...e
σQ(a)
a ...e
σQ(b)
b ...)
then we separate the sums into two and shift the summation variable Q by QΠab in the second term.
Indeed, the parameters tˆab and rˆab are invariant by this shift and we can write then
Φˆ(ΠabP) = ∑
σ,Q
Φσ(P, Q)
(
tˆab(...e
σQ(a)
a ...e
σQ(b)
b ...) + rˆab(...e
σQ(b)
a ...e
σQ(a)
b ...)
)
≡ S(1)ab (ka, kb)Φˆ(P).
where the S-matrix acts on e
σQ(b)
a , e
σQ(a)
b as
S(1)ab (ka, kb)(...e
σQ(a)
a ...e
σQ(b)
b ...) = tˆab(...e
σQ(a)
a ...e
σQ(b)
b ...) + rˆab(...e
σQ(b)
a ...e
σQ(a)
b ...) (3.3.91)
and it shows that S(1)ab (ka, kb) ∈ End(V1) ⊗ End(V2) ⊗ End(V3) acts non-trivially only on a and b
particles. This result can be similarly done for any N.
We will give an example: Φˆ(Π12) = S
(1)
12 (k1, k2)Φˆ(id). Hence, in the matrix form it can be written
as 
Φ(↑,↑,↑)(Π12, id)
Φ(↑,↑,↓)(Π12, id)
Φ(↑,↑,↓)(Π12,Π23)
Φ(↑,↓,↓)(Π12, id)
Φ(↑,↑,↓)(Π12,Π13)
Φ(↑,↓,↓)(Π12,Π12)
Φ(↑,↓,↓)(Π12,Π13)
Φ(↓,↓,↓)(Π12, id)

=

1
1
t12 r12
t12 r12
r12 t12
r12 t12
1
1


Φ(↑,↑,↑)(id, id)
Φ(↑,↑,↓)(id, id)
Φ(↑,↑,↓)(id,Π23)
Φ(↑,↓,↓)(id, id)
Φ(↑,↑,↓)(id,Π13)
Φ(↑,↓,↓)(id,Π12)
Φ(↑,↓,↓)(id,Π13)
Φ(↓,↓,↓)(id, id)

(3.3.92)
and we see that S(1)12 acts on non-trivially on the 1st and the 2nd spaces.
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3.3.2 Level 2. Algebraic Bethe ansatz method
In this section we describe a method how to diagonalize the auxiliary problem’s Hamiltonian. We
briefly recall that considering the Hubbard Hamiltonian, the periodic boundary conditions lead to
the system of equations (3.3.72). The solution of this system provide the Bethe equations for the
Hubbard model.
The idea is that, at first, one can connect H(1)j to a more general object τ(u) and using that it is
easy to show that all H(1)j mutually commute for any j. Then, using a technique one can diagonalize
τ(u) and find its eigenvalues and eigenvectors. This method is called Algebraic Bethe Ansatz.
The new Hamiltonians H(1)j are given by the expression (3.3.72):
H(1)j = S
(1)
j+1,jS
(1)
j+2,j...S
(1)
N,jS
(1)
1,j ...S
(1)
j−1,j (3.3.93)
At first, we recall one of the properties of S(1)i,j (ki, k j): S
(1)
i,j (ki, ki) = Pab is the permutation operator.
Now we consider the transfer matrix τ(u) defined by
τ(u) = Tr0
(
S(1)j,0 (k j, u)S
(1)
j+1,0(k j+1, u)...S
(1)
N,0(kN , u)S
(1)
1,0 (k1, u)...S
(1)
j−1,0(k j−1, u)
)
(3.3.94)
where the trace is taken over some "auxiliary" space 0.
Indeed, one can see that τ(k j) is related to H
(1)
j : using Tr0(P0,j) = Ij
τ(k j) = Tr0
(
P0,jS
(1)
j+1,0(k j+1, k j)...S
(1)
N,0(kN , k j)S
(1)
1,0 (k1, k j)...S
(1)
j−1,0(k j−1, k j)
)
=
= Tr0
(
S(1)j+1,j(k j+1, k j)...S
(1)
N,j(kN , k j)S
(1)
1,j (k1, k j)...S
(1)
j−1,j(k j−1, k j)P0,j
)
= H(1)j
Next, one can show that τ(u) commute with τ(v) for any u and v. One should use the property
that S(1)ij (ki, k j, U) = S
(1)
ji (k j, ki,−U), where we noted also the dependence on the Hubbard coupling
constant U. Hence, we can see that the Hamiltonians H(1)j commute.
Algebraic Bethe ansatz. As we have just seen the Hamiltonians of the auxiliary problem are re-
lated to the transfer matrix τ(u) which represent the XXX spin chain with inhomogeneities. Indeed,
the matrix S(1)0,a (u, kb) plays the role of the R-matrix and the parameters ki with i = 1, .., N are in-
homogeneity parameters and u is the spectral parameter. Contrarily to the homogeneous case, the
Hamiltonian can not be obtained taking the derivation on the spectral parameter of the logarithm of
the transfer matrix in the special point. The object T0(u, {k}) = S˜(1)0,j (u, k j)S˜(1)0,j+1(u, k j+1)...S˜(1)0,N(u, kN)
S˜(1)0,1 (u, k1)...S˜
(1)
0,j−1(u, k j−1) with
S˜(1)0,i (u, ki) = S
(1)
0,i (u, ki)|U→−U
corresponds to the monodromy matrix. Sometimes it can be presented in the matrix form as
T0(u, {k}) =
(
A(u) B(u)
C(u) D(u)
)
(3.3.95)
The entries A, B, C and D are huge 2N × 2N matrices which represent the spin chain structure. How-
ever, in general, A, B, C and D consist of some algebra generators.
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As in the R-matrix formalism it can be easily proven that the monodromy matrix T0(u, {k}) sat-
isfies the RTT relation:
S˜(1)0,0′(u, v)T0(u, {k})T0′(v, {k}) = T0′(v, {k})T0(u, {k})S˜(1)0,0′(u, v) (3.3.96)
In the following we review the Algebraic Bethe Ansatz method how to diagonalize the transfer
matrix. This method is a general approach in solving the integrable models and it is applicable for a
lot of spin chains. That is why we prefer to use it in this case. At first step as in the Coordinate Bethe
ansatz we choose the reference state as the tensor product of local pseudo-vacuums:
Ω =
N
∏
i=1
ωi (3.3.97)
with ωi = e
↑
i and defined as
S˜(1)0,i (u, ki)ωi =
(
1ωi ?
0 t˜0iωi
)
(3.3.98)
where by ? we denote the action of corresponding part of matrix S(1)i,0 on "vacuum" ωi. Here also
noted t˜0i = ti0(ki, u).
The monodromy matrix acting on the reference state gives the following
T0(u, {k})Ω =
(
Ω ?
0 d(u)Ω
)
(3.3.99)
where again we denoted B(u)Ω = ? and d(u) here is the eigenvalue of D(u) acting on the reference
state, d(u) = ∏Ni=1 t˜0i(u, ki). Hence, we see that the reference state is the eigenvector of the transfer
matrix τ(u) = A(u) + D(u) and its eigenvalue equals to
τ(u)Ω = (1+
N
∏
i=1
t˜0i)Ω (3.3.100)
and therefore H(1)j Ω = Ω. Indeed, that ∏
N
i=1 t˜0i = 0 due to tjj(k j, k j) = 0.
We can remark that B(u) and C(u) play the role of the excitation creation and annihilation oper-
ators. Thus, the M-excitations function is given by
ΦM({ui}) = B(u1)...B(uM)Ω (3.3.101)
When the transfer matrix τ(u) acts on ΦM({ui}) one should use the commutation relations be-
tween A(u) and B(v) (similarly between D(u) and B(v)) in order to let A(u) and D(u) pass through
the creation operators B(ui). Now we stop for the moment our discussion and find these commu-
tation relations. Apparently, they comes from the RTT relation for the monodromy matrix (3.3.96).
For a moment we will denote the entries of T0(u, {k}), the elements A(u), B(u), C(u) and D(u) by
T11(u), T22(u), T33(u) and T44(u) correspondingly, therefore from the RTT relation one gets
(t˜00′E
ii
0 E
jj
0′ + r˜00′E
ij
0 E
ji
0′)(T
mn(u)Emn0 )(T
kl(v)Ekl0 ) = (T
kl(v)Ekl0 )(T
mn(u)Emn0 )(t˜00′E
ii
0 E
jj
0′ + r˜00′E
ij
0 E
ji
0′)
where Eija is an elementary matrix on the site a.
Expanding the terms and projecting the results on the Eij0 E
kl
0′ one can get:
[Tij(u), Tkl(v)] = − r˜00′(u, v)
t˜00′(u, v)
(
Tkj(u)Til(v)− Tkj(v)Til(u)
)
(3.3.102)
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what is the Yangian commutation relations.
Thus, the relations we are interested in can be deduced from above:
A(u)B(v) =
1
t˜0′0(v, u)
B(v)A(u) +
r˜00′(u, v)
t˜00′(u, v)
B(u)A(v) (3.3.103)
and
D(u)B(v) =
1
t˜00′(u, v)
B(v)D(u)− r˜00′(u, v)
t˜00′(u, v)
B(u)D(v) (3.3.104)
We use these commutation relations to calculate the result of τ(u) on ΦM({ui}). Indeed, when
A(u) and D(u) pass throught B(ui), each of them produce 2 terms. We will have one so-called
"wanted" term proportional to ΦM({ui}) and plenty of other terms. The latter is called "unwanted"
terms and they should vanish due to the corresponding Bethe equations. Thus, we have
τ(u)ΦM({ui}) = Λ(u, {ui})B(u1)...B(uM)Ω+
M
∑
m=1
Km(u, {ui}) B(u1)...B(um = u)...B(uM)Ω
(3.3.105)
We want to determine more precisely the eigenvalue of τ(u) with u = k j and this implies that
d(k j) = 0. It means that the contribution to wanted term coming from the D(k j) operator is equal to
zero. Thus, in this case due to (3.3.103) we have the eigenvalue Λ(u, {ui}) equals
Λ(k j, {ui}) =
M
∏
i=1
t˜−1i0 (ui, k j) =
M
∏
i=1
ai − sin(k j)− iU/4
ai − sin(k j) + iU/4 (3.3.106)
where we changed the notations for the new Bethe roots ui: sin(ui) = ai + iU/4.
The coefficients Km(k j, {ui}) can be calculated using the original arguments of the paper on the
Quantum Inverse Scattering Method by L.Faddeev and L.Takhtajan [68] or see the book of V.E. Ko-
repin, N.M. Bogoliubov, A.G. Izergin, [12]. The property that the operators B(u) and B(v) com-
mute yields the ’symmetry’ between the coefficients Km(u, {ui}). Let us rewrite the eigenfunction
ΦM({ui}) in the form:
ΦM({ui}) = B(um)
M
∏
k=1
k 6=m
B(uk)Ω (3.3.107)
When the operator A(k j) (or D(k j)) passes B(um) in ΦM({ui}) we get the unwanted term in the
form:
A(k j)ΦM({ui}) =
(
r˜0m(k j, um)
t˜0m(k j, um)
)
B(k j)A(um)
M
∏
k=1
k 6=m
B(uk)Ω (3.3.108)
D(k j)ΦM({ui}) = −
(
r˜0m(k j, um)
t˜0m(k j, um)
)
B(k j)A(um)
M
∏
k=1
k 6=m
B(uk)Ω (3.3.109)
In order to obtain the coefficient Km(k j, {ui}) the operator A(um) should pass through ∏ B(uk)Ω
without producing the unwanted terms, otherwise the unwanted term would not correspond to
Km(k j, {ui}). Thus, we obtain
A(k j)ΦM({ui}) =
(
r˜0m(k j, um)
t˜0m(k j, um)
)
M
∏
l=1
l 6=m
(
1
t˜lm(ul , um)
)
B(k j)
M
∏
k=1
k 6=m
B(uk)Ω (3.3.110)
D(k j)ΦM({ui}) = −d(um)
(
r˜0m(k j, um)
t˜0m(k j, um)
)
M
∏
l=1
l 6=m
(
1
t˜ml(um, ul)
)
B(k j)
M
∏
k=1
k 6=m
B(uk)Ω (3.3.111)
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and therefore the coefficients Km(k j, {ui}) for any m = 1, ...M
Km(k j, {ui}) =
(
r˜0m(k j, um)
t˜0m(k j, um)
)( M
∏
l=1
l 6=m
(
1
t˜lm(ul , um)
)
− d(um)
M
∏
l=1
l 6=m
(
1
t˜ml(um, ul)
))
(3.3.112)
Finally, we obtain the Bethe equations for i = 1, ..., M
N
∏
j=1
ai − sin(k j) + iU/4
ai − sin(k j)− iU/4 =
M
∏
l 6=i
ai − al + iU/2
ai − al − iU/2 (3.3.113)
One should mention that number of excitations M is restricted by condition M ≤ N/2 due to
"highest weight" properties of vectors ΦM({ui}). Namely, at first one can easily see that S(1)ij has su(2)
symmetry, e.g commute with the represented coproduct ∆ ij(g) where g ∈ su(2): [S(1)ij , gi + gj] = 0.
Then, one can find that [T0(u, {k}), g0 + g1...+ gN ] = 0. The generators of su(2) algebra can be written
as s+ = ∑Ni=1 E
12
i , s
− = ∑Ni=1 E21i and s
3 = ∑Ni=1(E
11
i − E22i ), they acts on the tensor product of N vector
spaces. Due to the highest weight properties of the vacuum Ω, one finds that s+Ω = 0. Moreover, it
can be proven that s+ΦM({ui}) = 0 using the commutation relations from [B(u), s+] = D(u)− A(u)
and the Bethe equations (3.3.113). The latter result means that ΦM({ui}) are the highest weight
vectors with non-negative values of s3: s3ΦM({ui}) = (N − 2M)ΦM({ui}). All eigenvectors can be
obtained by acting on ΦM({ui}) with s−.
These results conclude the resolution of the level 2 auxiliary problem. Thus, we have found the
eigenvalues Λj and the eigenfunctions ΦM({ui}) of the matrix τ(k j) which is directly related to the
auxiliary Hamiltonians H(1)j = τ(k j):
H(1)j ΦM({ui}) = Λ(k j, {ui})ΦM({ui}) with (3.3.114)
ΦM({ui}) = B(u1)...B(uM)Ω (3.3.115)
under conditions (3.3.113).
The connection between Φˆ(id) given in (3.3.72) and ΦM({ui}) can be established writing explic-
itly the operator B(u) as a matrix and associating Ω with Φ(↑,...,↑)(id, id) ∏Ni=1 e
↑
i . For more details on
the construction of the eigenvectors see [51, 55].
Results for the Hubbard model. In this paragraph we summarize the obtained results for the
Hubbard model: the Bethe equations and the energy. The Hubbard Hamiltonian is
HHub = −
L
∑
i=1
∑
σ=↑,↓
(
c†i,σci+1,σ + c
†
i+1,σci,σ
)
+
U
4
L
∑
i=1
(1− 2ni,↑)(1− 2ni,↓), L + 1 ≡ 1 (3.3.116)
Its eigenvectors φN [σ] are parametrized by the Bethe roots ki for i = 1, ..., N and al for l = 1, ..., M,
however the energy depends only on one type of the Bethe roots and is given by
E = −2
N
∑
m=1
cos(km) +U(L− 2N)/4 (3.3.117)
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The quantifications of the Bethe roots is given by the following system of equations (the Lieb-Wu
equations):
eik j L =
M
∏
i=1
ai − sin(k j)− iU/4
ai − sin(k j) + iU/4 , (3.3.118)
N
∏
j=1
ai − sin(k j) + iU/4
ai − sin(k j)− iU/4 =
M
∏
l 6=i
ai − al + iU/2
ai − al − iU/2 (3.3.119)
for j = 1, ..., N and i = 1, ..., M.
Indeed, the obtained results in this point do not end the resolution of the Hubbard model, but we
stop here for a moment to discuss different approaches to get the same results.
On algebraic methods for Hubbard model
As it was said in very begining, the Bethe equations for the Hubbard model were firstly derived by
E.H.Lieb and F.Y.Wu in 1968 using the Coordinate Bethe ansatz technique. However at that time it
was not possible to say whether the Hubbard model is integrable or not, the R-matrix formalism and
Shasty’s R-matrix have appeared later. The Algebraic Bethe ansatz was developed in 80s and it allows
to find the spectrum and the eigenfunctions of a more general object which consists the Hamiltonian.
Regardless its complexity this approach is considered to be more general than the Coordinate Bethe
ansatz due to the "algebraic foundation" behind the R-matrix. Indeed, in general RTT relations define
the commutation relations for the generators T of an Hopf algebra, then choosing the representation
of the generators T, one can construct a matrix object which consists of the Hamiltonian. Indeed, the
choice of the representation defines different models of the same "class" of models. Comparing with
the level 2 of the nested Bethe ansatz approach we used in the previous subsection, the RTT relations
in that case define the Yangian algebra. Then, we used the fundamental representation of the Yangian
algebra and constructed the generators T as a product of the R-matrices with additional parameters.
Inspite of the progress made in the resolution of various models via the Algebraic Bethe ansatz,
the Hubbard model has stayed aside until the work of M.J.Martins and P.B.Ramos [69]. Almost at
the same time a similar method using analytical ansatz was proposed by T.Deguchi and R.Yue in
[70]. In [69], the Algebraic method was used to derive the Bethe equations. Due to complexity of the
commutation relations the main difficulty is to write properly all "wanted" and "unwanted" terms in
the general case of N excitations.
3.4 Solutions of Lieb-Wu equations
The Lieb-Wu equations arise in the resolution via the Coordinate Bethe ansatz of the one-dimensional
Hubbard model. The solutions of these equations allows to calculate the eigenvectors and the values
of the spectrum. One can also give the answer on the completeness of the ansatz. However, com-
monly in the treatment of the Bethe equations, the thermodynamic limit and the string hypothesis
are used to find the solutions. In 1972 the classification of the solutions of the Lieb-Wu equations
was proposed by M.Takahashi [49], which is referred as "Takahashi’s string hypothesis". Using this
hypothesis it is possible to obtain a set of nonlinear integral equations that determines the thermo-
dynamics of the Hubbard model. Solving these equations in some limiting cases, M.Takahashi was
able to calculate the low temperature specific heat in [50].
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Further analysis of the Lieb-Wu equations was done by F.Woynarovich in 80’s in [51]. He resumed
the study of the excitation spectrum of the Hubbard model, gave a detailed analysis of the charge
excitations at half-filling and he presented the explicit form of the Bethe ansatz wavefunction.
The proof of completeness of the Bethe ansatz was given in [52] and it is based on Takahashi’s
string hypothesis and the so(4) symmetry. More precisely, it was found that the eigenfunction
in the Bethe ansatz Ψ(Ne↑, Ne↑) is the lowest weight state of the so(4) symmetry (3.2.24),(3.2.24):
ζΨ(Ne↑, Ne↑) = 0, ηΨ(Ne↑, Ne↑) = 0. The action of the raising operators ζ† and η† on Ψ(Ne↑, Ne↑)
leads to new states which are not predicted by the Lieb-Wu equations. Therefore, the combinatorics
due to the Lieb-Wu equations with Takahashi’s string hypothesis and the so(4) symmetry gives the
necessary result 4L. We remark that in the case when L is odd one can introduce some operators
which allows together with the remaining su(2) symmetry to obtain all states from those predicted
by the Bethe ansatz, see i.g. [71].
In the following sections we consider Lieb and Wu original approach to solve the Lieb-Wu equa-
tions. We suppose all Bethe roots to be real and take the thermodynamic limit L→ ∞, infinite lattice
with constant particle densities. In that limit the Lieb-Wu equations can be rewritten in form of in-
tegrals. At the half-filing limit when number of spin up particles equals the number of spin down
particles and is a half of the lenght of the lattice, we will write the ground state energy and the root
densities.
3.4.1 Real solutions of the Lieb-Wu equations
The Lieb-Wu equations obtained in (3.3.119) are written as
eik j L =
M
∏
i=1
ai − sin(k j)− iU/4
ai − sin(k j) + iU/4 ,
N
∏
j=1
ai − sin(k j) + iU/4
ai − sin(k j)− iU/4 = −
M
∏
l=1
ai − al + iU/2
ai − al − iU/2 (3.4.1)
for j = 1, ..., N and i = 1, ..., M.
We suppose that the Bethe roots ki and aj are reals and ordered: k1 < k2 < ... < kN and a1 <
a2... < aM. In addition, ki are defined in the sector between −pi and pi whereas aj are not restricted.
Firstly, we define a new function θ(x) such that
θ(x) ≡ −2 arctan(2x
U
) (3.4.2)
here arctan is considered to be bounded by −pi/2 ≤ arctan(x) ≤ pi/2.
This function θ(x) can be related to the log of a complex function.
1
i
log(
x + ic
x− ic ) = pi − 2 arctan(
x
c
) (3.4.3)
with x, c > 0.
Now we can analyze the Lieb-Wu equations. We take the logarithm and use (3.4.3) with the
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introduced function θ(x):
1. k jL = 2pi I′j +
M
∑
i=1
1
i
log(
ai − sin k j − iU/4
ai − sin k j + iU/4 ) = 2pi
(
I′j +
M
2
)
+
M
∑
i=1
θ(2 sin k j − 2ai)
2.
N
∑
j=1
1
i
log(
ai − sin k j − iU/4
ai − sin k j + iU/4 ) = 2pi J
′
i + pi +
M
∑
l=1
1
i
log(
ai − al − iU/2
ai − al + iU/2 )→
N
∑
j=1
θ(2 sin k j − 2ai) = 2pi
(
J′i −
N
2
+
M + 1
2
)
−
M
∑
l=1
θ(ai − al)
where I′j , J
′
i are integers.
Thus, finally we get
k jL = 2pi Ij +
M
∑
i=1
θ(2 sin k j − 2ai) (3.4.4)
N
∑
j=1
θ(2 sin k j − 2ai) = 2pi Ji −
M
∑
l=1
θ(ai − al) (3.4.5)
where we introduced variables Ij, Ji. After redefinition we see that: i) Ij is integer if M is even and
half-integer if M is odd; ii) Ji is integer if N −M + 1 is even and half-integer if N −M + 1 is odd.
The integers Ij, Ji count different solutions for k j, ai of the logarithmic Lieb-Wu equations (3.4.4),
(3.4.5)10 and their permitted values can be determined by the procedure introduced by C.N.Yang and
C.P.Yang in [36]. Introducing the counting functions I(k) and J(a) defined by
I(k) = k− 1
L
M
∑
i=1
θ(2 sin k− 2ai), (3.4.6)
J(a) =
1
L
N
∑
j=1
θ(2 sin k j − 2a) + 1L
M
∑
l=1
θ(a− al) (3.4.7)
and evaluated in the points I(k j) = 2pi Ij/L and J(ai) = 2pi Ji/L. The crucial property of I(k) and J(a)
is that they are monotonically increasing functions of their arguments11.
The range of Ij can be found using the property that the logarithmic Lieb-Wu equations are ’in-
variant’ shifting k j → k j + 2pi, which implies I(k+ 2pi)− I(k) = 2pi. For k defined in −pi to pi we get
I(pi)− I(−pi) = 2pi and finally, one gets
− L
2
≤ Ij < L2 (3.4.8)
A similar analysis can be performed for the second equation: namely Ji < L2pi lima→∞(J(a)) and
Ji > L2pi lima→−∞(J(a)):
J(a)|a→∞ = 1L
(
2piN − 2pi(M− 1)
)
J(a)|a→−∞ = 1L
(
− 2piN + 2pi(M− 1)
)
10For detailed analysis of the Lieb-Wu equations and correspondence with the logarithmic ones reader is
refered to [54] or [55].
11We assume here that LU > 8.
46
Figure 3.1: Left. Plot of the first logarithmic Lieb-Wu equation: y = kL and y = 2pi I +
θ(2 sin(k) − 2a) for L = 5, N = 2 and M = 1, the root a = 0.7 and U = 4. The 5 curves
correspond to the values I = −52 ,−32 ,−12 , 12 , 32 of y = 2pi I + θ(2 sin(k)− 2a).
Figure 3.2: Right. Plot of y = sin k j − a and y = U4 cot(
kjL
2 ) for L = 5, the root a = 0.7 and
U = 4.
and thus we get
− N −M + 1
2
< Ji <
N −M + 1
2
(3.4.9)
The fact that Ij, Ji count different solutions for k j, ai one can see from taking the most simplest
example: M = 0 which implies k jL = 2pi Ij and the solutions are k j = 2pi Ij/L with the condition pi ≤
k j < pi, thus one value of Ij corresponds one value of k j. Similarly, one can consider the situation M =
1 and N = 2. There is only one possible value of J1 = 0, hence there is only one real solution for ai.
Considering roots k1 and k2, they are distributed between −pi and pi such that k1 6= k2. The integers
Ij take half-integer values in between −L/2 and L/2, what leads to L!/(2!(L− 2)!) solutions for all
different roots k1 and k2. One can justify that ploting the first equation of the logarithmic Lieb-Wu
equations (3.4.4) and taking ai as a parameter. For example, L = 5 we have Ij ∈ {− 52 ,− 32 ,− 12 , 12 , 32}
and comparing with figure 3.1 there 5 graphical solutions for k j. Using this example we can remark
a property of the counting functions I(k) and J(a). We have 5 solutions {q1, q2, ..., q5} of equation
kL = 2pi I + θ(2 sin(k)− 2a), thus the quantity 2pi(I(qi)− I(qj))/L with qi > qj gives the number of
possible solutions k in the interval [qj, qi[.
A similar analysis of the logarithmic Lieb-Wu equations (3.4.4),(3.4.5) can be done for M = 1 and
any number N. We can rewrite the Lieb-Wu equations (3.4.1) in the form: i) we take the product on
all j = 1, ..., N of the first equation and use the second equation, then ii) we solve directly the first
equation for sin k j − a1, and finally we get
N
∑
j=1
k j = 2pi
m
L
, m = 0, ..., L− 1 (3.4.10)
sin k j − a1 = U4 cot(
k jL
2
), j = 1, ..., N (3.4.11)
The last equation can be easily solved graphically for the variable k j as a function of a1, see figure
3.2. Considering carefully the behavior of the curves depending on paramaters U and L, there is a
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condition, namely LU > 8, should be satisfied. This condition comes from the requirement to have
the unique intersection with each branch of the cotangent.
The total momentum P = ∑Nj=1 k j can be determined by the integers Ij and Ji using the logarithmic
Lieb-Wu equations (3.4.4), (3.4.5) and the antisymmetric property θ(−x) = −θ(x), thus:
P =
2pi
L
N
∑
j=1
Ij +
1
L
N
∑
j=1
M
∑
i=1
θ(2 sin k j − 2ai) = 2piL
N
∑
j=1
Ij +
2pi
L
M
∑
i=1
Ji (3.4.12)
Due to the complexity in solving the logarithmic equations in general case, next step will be to
take the thermodynamic limit.
Thermodynamic limit. We consider the thermodynamic limit L, N, M → ∞ such that the densi-
ties NL ,
M
L are constant. In this limit the real roots k j and ai become close to each other: k j − k j−1 → 0
and ai − ai−1 → 0 with L → ∞. It can be seen from the following: considering (3.4.4) for k j and k j−1,
one can subtract these two equations, then the absolute value is
|k j − k j−1| =
2pi|Ij − Ij−1|
L
+
1
L
M
∑
i=1
|θ(2 sin k j − ai)− θ(2 sin k j−1 − ai)| → 0, with L→ ∞ (3.4.13)
where the second term 1L ∑
M
i=1 |θ(2 sin k j − ai)− θ(2 sin k j−1 − ai)| can be bounded by 2piL which goes
to zero in the limit L→ ∞. The first term similarly vanishes in the limit.
Considering (3.4.5), one can develop all terms consisting ai in series on U >> 1: for example
θ(2 sin k j − 2ai) ≈ − 2 sin k j−2aiU then we get
|ai − ai−1| = 2pi|Ji − Ji−1|L
U
2(N/L)− (M/L) + 1/L → 0, with L→ ∞ (3.4.14)
Therefore, the roots k j and ai become continious parameters k and a, distributed in the sectors
between −Q,Q and respectively between −B,B. Here Q is the maximal value of k such that Q ≤ pi
and B is the maximal value of a with B < ∞.
Now, we can define the root densities ρ(k) and σ(a) such that they give the number of roots k j
and ai in a small interval dk and da.
Lρ(k)dk = number of solutions k in dk
Lσ(a)da = number of solutions a in da
and they are normalized as ∫ Q
−Q
ρ(k)dk =
N
L
and
∫ B
−B
σ(a)da =
M
L
(3.4.15)
On the other hand, we can relate these densities to the counting functions I(k) and J(a). More
precisely, for a given set of solutions of the logarithmic Lieb-Wu equations (3.4.4), (3.4.5) to each set
{k j}j=1,...,N ({ai}i=1,...,M) corresponds a set of values {Ij}j=1,...,N (respectively {Ji}i=1,...,M). Whereas
{Ij}j=1,...,N are particular points in the interval where all interegers Ij’s are defined. In the literature,
speaking about particular values {Ij}j=1,...,N one often mentions the notion of "particles". The "non-
occupied" values in the interval where all Ij’s are defined are refered as "holes". Thus, the particle’s
distribution ρ(k) is for k between −Q and Q. Now, using the counting functions, by their definitions:
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i) I(k + dk) − I(k) gives the number of all possible solutions k of (3.4.4) in the interval dk and ii)
J(a + da)− J(a) gives the number of possible solutions a of (3.4.5) in the interval da, it implies that
dI(k)
dk
= 2piρ(k) and
dJ(a)
da
= 2piσ(a) (3.4.16)
All these introductions are necessary to transform the logarithmic Lieb-Wu equations (3.4.4),
(3.4.5) into the integral equations on the densities ρ(k) and σ(a), which now play the role of the
Bethe roots k and a. Therefore, in the continuum limit the sums can be replaced by integrals:
1
L
N
∑
j=1
f (k j)→
∫ Q
−Q
f (k)ρ(k)dk and
1
L
M
∑
i=1
f (ai)→
∫ B
−B
f (a)σ(a)da
The equations (3.4.4), (3.4.5) in the continuum limit become
k = I(k) +
∫ B
−B
θ(2 sin k− 2a)σ(a)da (3.4.17)∫ Q
−Q
θ(2 sin k− 2a)ρ(k)dk = J(a)−
∫ B
−B
θ(a− a′)σ(a′)da′ (3.4.18)
then one can take the derivatives with respect to the variables k and a and obtain
1 = 2piρ(k)− 2 cos k
∫ B
−B
θ′(2 sin k− 2a)σ(a)da (3.4.19)
−2
∫ Q
−Q
θ′(2 sin k− 2a)ρ(k)dk = 2piσ(a)−
∫ B
−B
θ′(a− a′)σ(a′)da′ (3.4.20)
where θ′(x) = dθ(x)dx = − 4/U1+(2x/U)2 .
The energy in the thermodynamic limit writes as
E = −2L
∫ Q
−Q
cos(k) ρ(k)dk +U(L− 2N)/4 (3.4.21)
Thus, we have the integral equations on the densities ρ(k) and σ(a) to be determined with their
normalizations (3.4.15). The latter means that the normalization conditions determine values of Q
and B. However, even in this case one should use some special configurations of the model in order
to get solutions. Namely, it is possible to solve these equations in the half-filled limit.
Half-filled limit and the ground state. The "half-filled band" limit is the case when particles
spin up and down fill the whole lattice and the number of spin up particles equals the number of
spin down particles:
N = L and 2M = N (3.4.22)
Moreover, there is a theorem given by E.H.Lieb in [47] which states that the ground state is unique
for the half-filled band limit and L is even. In thermodynamic limit the last condition is not important.
In the half-filled band limit it is possible to get the exact values of Q and B. We will not rigorously
prove certain statements referring to [48], however we show how to get the values. Firstly, we obtain
Q = pi. Considering the normalization relations for the densities (3.4.15) and inserting the relation
(3.4.16) one finds:
1 =
∫ Q
−Q
ρ(k)dk =
1
2pi
(
I(Q)− I(−Q)
)
(3.4.23)
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Next, we take (3.4.18) with the values k = Q, k = −Q and perform the subtraction using the
previous results for I(Q)− I(−Q):
2Q = 2pi +
∫ B
−B
daσ(a)
(
θ(2 sin Q− 2a) + θ(2 sin Q + 2a)
)
Assuming that σ(a) is positive and decreasing for the all values of a, the unique solution of the
above equation is Q = pi.
Now we consider the equation (3.4.20) and we integrate it over a from−∞ to+∞ using ∫ ∞−∞ θ′(x)dx =−2pi: ∫ Q
−Q
ρ(k)dk =
( ∫ ∞
−∞
+
∫ B
−B
)
σ(a)da (3.4.24)
Next using the normalization equation (3.4.15) we obtain:
N − 2M
L
=
( ∫ −B
−∞
+
∫ ∞
B
)
σ(a)da (3.4.25)
The RHS is positive due to properties of σ(a) and equal zero when B → ∞. Thus, if B < ∞ then
N > 2M what contradicts to the half-filled band limit and thus the only solution we have is B = ∞.
Hence, in the half-filled band limit Q = pi and B = ∞ then the equations (3.4.19), (3.4.20) become:
1 = 2piρ(k)− 2 cos k
∫ ∞
−∞
θ′(2 sin k− 2a)σ(a)da (3.4.26)
−2
∫ pi
−pi
θ′(2 sin k− 2a)ρ(k)dk = 2piσ(a)−
∫ ∞
−∞
θ′(a− a′)σ(a′)da′ (3.4.27)
Inserting ρ(k) of the first equation into the second we get the equation on the density σ(a):
− 2
∫ pi
−pi
θ′(2 sin k− 2a) 1
2pi
dk = 2piσ(a)−
∫ ∞
−∞
θ′(a− a′)σ(a′)da′ (3.4.28)
the second term in RHS of (3.4.26) produce the integral of type
∫ pi
−pi f (sin k) cos kdk which is equal
zero.
The above equation can be solved by the Fourier transform:
σˆ(ω) =
∫ ∞
−∞
eiωaσ(s)da (3.4.29)
hence the equation becomes
− 2
∫ ∞
−∞
daeiωa
∫ pi
−pi
θ′(2 sin k− 2a) 1
2pi
dk = 2piσˆ(ω)−
∫ ∞
−∞
daeiωa
∫ ∞
−∞
θ′(a− a′)σ(a′)da′ →∫ pi
−pi
dke−|ω|U/4+iω sin k = 2piσˆ(ω)
(
1+ e−|ω|U/2
)
where
∫ ∞
−∞ dx
eiωx
x2+1 = pie
−|ω|.
The LHS of the above equation can be identified with the Bessel function J0(ω) = 1pi
∫ pi
0 cos(ω sin x)dx
therefore we obtain
σˆ(ω) =
J0(ω)
2 cosh(|ω|U/4) (3.4.30)
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and the inverse Fourier transformation gives:
σ(a) =
1
2pi
∫ ∞
0
dω
cos(ω a)J0(ω)
2 cosh(ωU/4)
(3.4.31)
and respectively ρ(k) can be calculated from (3.4.26):
ρ(k) =
1
2pi
+ 2 cos k
∫ ∞
−∞
θ′(2 sin k− 2a)σ(a)da = 1
2pi
+
cos k
pi
∫ ∞
0
dω
J0(ω) cos(ω sin k)
eωU/2 + 1
(3.4.32)
We substitute these results into the expression of the energy (3.4.21) and it yields the ground state
energy:
E = −2L
∫ Q
−Q
cos(k) ρ(k)dk +U(L− 2N)/4 = −4L
∫ ∞
0
dω
J0(ω)J1(ω)
ω
(
1+ eωU/2
) +U(L− 2N)/4 (3.4.33)
where J1(ω) = ωpi
∫ ∞
0 dx cos(ω sin x) cos
2 x is the Bessel function of order one.
One can simplify the expressions of the densities ρ(k) and σ(a) considering some limits: i) no
interaction U = 0: ρ(k) = 1/pi, σ(a) = (1/2pi)(1− a2)−1/2 for a < 1 and zero otherwise. The ground
state energy is equal to E = −4L/pi. ii) limit U = ∞: ρ(k) = 12pi , σ(a) = 0 and the ground state
energy is E = 0.
Among the solutions of the Lieb-Wu equations, however there are not only real solutions, there
exist also complex solutions which can be arranged in the so-called "string" solutions in the thermo-
dynamic limit.
3.5 Applications in the AdS/CFT duality
In this section we give a brief review of applications of the one-dimensional Hubbard model in the
AdS/CFT duality12. Namely, the Hubbard Hamiltonian in the half-filled band limit was identified
with the dilatation operator of the N = 4 super Yang-Mills theory in a certain approximation, [75],
[77], and Shastry’s R-matrix plays the role of the S-matrix in a subsector of the N = 4 super Yang-
Mills theory, [79]. However, certain discrepancies of the Hubbard model and more complete results
on the dilatation operator in the field theory have appeared,[77], what partly motivates the studies
of generalized Hubbard models. The latter will be considered in the next chapters.
Recent developments in quantum field theories has opened new unexpected directions for the
integrable systems. Starting from the paper of J.Minahan and K.Zarembo [73], in the test of the
AdS/CFT duality the integrability has made its appearance in the N = 4 super Yang-Mills theory.
This observation appeared to be a first hint at a very deep connection between the intergrability and
the gauge/string correspondence. We should also mention that integrable spin chains have arised
earlier in the perturbative analysis of Regge scattering in the large-N QCD where the Bethe ansatz
techniques were extensively applied, [74].
12The AdS/CFT duality - the conjecture of the correspondence between the four-dimensional conformal
field theory N = 4 super Yang-Mills and the string theory on the AdS5 × S5 geometry (the abbreviation AdS5
refers to an anti-de Sitter space in five dimensions, S5 refers to a five-dimensional sphere). This conjectured
duality is the prime example of a more general assumption which states that certain four-dimensional quantum
gauge theories can be alternatively described in terms of closed strings moving in a ten-dimensional curved
spacetime. The latter one was proposed by J.Maldacena in 1997 [72] and since then it became an important
subject of research in gauge and string theories.
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There is a huge amount of literature on the AdS/CFT duality which can be used as reviews on the
subject [90] - [96]. In the following we will make a brief introduction to the AdS/CFT duality and we
speak about the N = 4 super Yang-Mills theory. The connection between the integrability and the
N = 4 super Yang-Mills theory is established through the so-called dilatation operator. The latter is
mapped to integrable spin chains in some subsectors and approxiamations. Below we review some
details on the N = 4 super Yang-Mills theory and the dilatation operator.
N = 4 super Yang-Mills theory. This is a maximally supersymmetric non-abelian gauge theory
like the quantum chromodynamics theory (QCD) in 3+1 dimensions with SU(N) gauge group.
The matter content of the theory includes
i) six scalar fields Φa, a = 1, ..., 6.
ii) four fermionic fields ΨAα and Ψ¯A¯α˙ with A, A¯ = 1, ..., 4 and the spinor indices α, α˙ = 1, 2.
iii) gauge fields Aµ with the Lorentz vector index µ = 0, 1, 2, 3.
The matter content is connected with the global symmetry group which is PSU(2, 2|4). The
bosonic part of this symmetry group consists of SO(4, 2)× SO(6) group: conformal group in four-
dimensions which includes Lorentz group SO(3, 1) as a subgroup multiplied by so-called R-symmetry
group 13. In addition, all fields are in the adjoint representation of SU(N) group. The fields transform
under the local transformations U(x) ∈ SU(N) as W → U†WU where W denotes Φa, ΨAα , Ψ¯A¯α˙ and
the covariant derivative Dµ = ∂µ − igAµ.
The Lagrangian of the N = 4 super Yang-Mills theory has two free parameters: gauge group
parameter N and the coupling constant g. It writes as
L = TrN
(1
4
FµνFµν + 12DµΦ
aDµΦa − 14 g
2[Φa,Φb][Φa,Φb] + fermions
)
(3.5.1)
where we do not specify the fermionic terms and we denoted the field strength tensor as Fµν =
ig−1[Dµ,Dν].
Conformal symmetry. In the global symmetry of the N = 4 super Yang-Mills theory there is a
conformal group. The conformal group14 consists of the all transformations which leave the met-
ric tensor gµν invariant up to a factor: g′µν(x′) = Λ(x)g(x)µν. In the case when the dimension of
spacetime equal two, the conformal group is an infinite group, but in this case it is composed of the
translation and rotation transformations (Lorentz subgroup) and in addition of the dilation and the
so-called special conformal transformations:
translations : x′µ = xµ + aµ
rotations : x′µ = Mµν xν
dilation : x′µ = αxν
SCF :
x′µ
x′2
=
xµ
x2
− bµ
There are generators associated with these transformations which form the conformal algebra
so(4, 2). Together with the bosonic generators of the R-symmetry and the fermionic generators the
conformal algebra is enlarged to the psu(2, 2|4) algebra.
13R-symmetry is the symmetry transforming different supercharges in the theory into each other.
14For more details on conformal group and conformal field theories the reader is refered to [97] and the
references therein.
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Figure 3.3: Common in the literature pictures for a planar diagram (left) and a non-planar
diagram (right)
Classical fields of the theory transform under the dilation operator as D : W(xµ)→ α∆0W(αxµ),
where∆0 is the mass dimension of the field: i) ∆0 = 1 for the scalars Φa; ii) ∆0 = 3/2 for the fermions
Ψ, Ψ¯ and ∆0 = 2 for the field strength tensor Fµν.
The super Yang-Mills theory as ordinary Yang-Mills or QCD with massless quarks is conformally
invariant on the classical level. However, the QCD and the Yang-Mills theories are no more confor-
mally invariant on the quantum level, the invariance under the dilatation transformation is broken.
The main consequence of this breaking is the non-vanishing β-function: β(g) < 0 which leads to a
running coupling constant g as in the QCD. The super Yang-Mills, nevertheless, preserve the con-
formal invariance on the quantum level and has β(g) = 0, therefore the coupling constant does not
renormalize.
The conformal invariance on the quantum level implies huge constraints on the correlation func-
tions of the local operators Oˆ(x). The Lorentz invariance requires that the two-point correlation
function should be 〈OˆN(x1)OˆM(x1)〉 = fNM(x1 − x2) (3.5.2)
where fNM is an arbitrary function. However, the conformal invariance constrains more:〈OˆrenN (x1)OˆrenM (x1)〉 = CNM(g)(x1 − x2)∆N(g)+∆M(g) (3.5.3)
Inspite of β(g) = 0, there is a renormalization due to the wavefunctions of fields and it implies
that the scaling dimensions of the operators obtain quantum corrections: ∆(g) = ∆0 + γ(g) where
γ(g) is an anomalous part. One should remark that the dilatation operator is the generator whose
eigenvalues corresponds to the scaling dimensions:
DOˆren(x) = ∆(g)Oˆren(x) (3.5.4)
The renormalized operator Oˆren(x) can mix under the renormalization: OˆrenM (x) = ZMNOˆbareN (x),
where ZMN depends on the cutoff logΛ. Equivalently, the dilatation generator D can be represented
as D = D0 + δD. The diagonal part D0 which gives the classical mass dimension and the non-
diagonal matrix δD is such that its eigenvalues correspond to the anomalous dimensions γ(g).
Planar limit. There is a limit proposed by G.’t Hooft as an alternative expansion scheme which
leads to important simplifications. Comparing with the QCD, the low energy physics such as the
quark confinement is non-perturbative with respect to the coupling constant g. However, the limit
when SU(3), the gauge group of the QCD, is replaced by SU(N) and N → ∞ with λ = g2N fixed,
this limit makes sense. The quantity λ is known as the ’t Hooft coupling. The same limit can be taken
in the N = 4 super Yang-Mills which drastically simplifies the "topology" of Feynman diagrams.
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Any Feynman diagram in theN = 4 super Yang-Mills can be thought roughly speaking as a two-
dimensional surfaces. There are diagrams which can be put on the plane and the others can be put
only on some curved surface, see figure 3.3. Hence, in the planar limit there are only planar diagrams
which contribute and, thus, it reduces the number of diagrams to consider in the perturbation theory.
Integrability in the N = 4 super Yang-Mill theory. As we already mentioned in the begining of the
section the integrability has made its first appearance in the N = 4 super Yang-Mills theory in the
paper of J.Minahan and K.Zarembo [73]. They computed the one-loop anomalous dimensions of an
infinite set of single traces for all scalar operators. Thus, the so(6) spin chain Hamiltonian arised in
their calculations. Here we will consider only the su(2) sector for simplicity, what means that we
have only two complex scalar fields X and Y. They are related to previously introduced scalar fields
Φa: X = Φ5 + iΦ6 and Y = Φ3 + iΦ4. Thus, the Heisenberg spin chain will appear.
We are interested in the anomalous dimensions δD of all operators of type: Oˆ ∝ TrN [X J1Y J2 ] as for
example TrN [X X X X Y] or TrN [X X X Y X] etc. The correspondence with the spin chain is following:
1. Number of sites of the spin chain L is equal J1 + J2.
2. Spin up (down) on the site i corresponds to the field X(Y) on the place i in the trace.
3. Periodicity of the spin chain is due to the cyclicity of the trace.
The matrix elements of the anomalous dimension δD are determined by the renormalization
structure ZMN(logΛ): δDMN =
d log ZMN
d logΛ .
The calculation of all ZMN corresponding to different diagrams in the one-loop approximation
and in the planar limit lead to the following result:
δD ∝
L
∑
i=1
(Iii+1 − Pii+1) (3.5.5)
where Pii+1 is the permutation operator which exchanges two spins.
Thus, the diagonalization of the anomalous part of the dilatation operator is transformed into the
diagonalization of the spin chain Hamiltonian. The latter one is the prime subject of the integrable
systems. As the result, one gets the spectrum of the Hamiltonian, the eigenfunctions and the Bethe
equations on the parameters introduced by the diagonalization procedure.
In [98] further development was done on the integrability for the psu(2, 2|4) algebra with the
construction of the R-matrix corresponding to the one-loop dilatation operator. For higher loops the
dilatation operator and the corresponding spin chain Hamiltonian are still unknown. The all-loop
conjecture of the Bethe equations (assymtotic all-loop Bethe equations) was given in [99]. The basic
ingredient for these equations is the two-body scattering S-matrix, which can be constrained by the
supersymmetry up to a scalar phase.
3.5.1 Hubbard model and super Yang-Mills theory
In this subsection we speak about the correspondence between the one-dimensional Hubbard model
and the dilatation operator in the su(2) sector of theN = 4 super Yang-Mills theory. This observation
was firstly reported in [75] and here we briefly review the result.
After the works [73] and [98] where the Hamiltonians in the sector su(2) and for the whole algebra
psu(2, 2|4) were derived in the one-loop approximation, the higher loop Bethe equations for the
dilatation operator were conjectured. Namely, in the su(2) sector the so-called BDS-conjecture of the
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Bethe equations for the dilatation operator up to four-loop order [76] has a very compact form:
eipk L =
M
∏
j=1
j 6=k
uk − uj + i
uk − uj − i , k = 1, ..., M (3.5.6)
where the rapidities uk = u(pk) are given by
u(p) =
1
2
cot(p/2)
√
1+ 8g2 sin2(p/2) (3.5.7)
and the energy of the spin chain Hamiltonian is
E(g) = −M
g2
+
1
g2
M
∑
k=1
√
1+ 8g2 sin2(pk/2) (3.5.8)
This is related to the anomalous dimensions∆(g) = L+ g2E(g) of the operators type TrN(XL−MYM)
and all possible dispositions of X and Y. At one-loop order the above conjecture reduces to the Bethe
equations and the energy of the Heisenberg spin chains.
In [75] it was found that the BDS long-range spin chain is the strong coupling limit of the Hubbard
model. Several methods were proposed to show the correspondence. The solution for the ground
state density of the real Bethe roots and the energy in the thermodynamic limit matches the results
of Lieb-Wu. Secondly, the perturbative solutions of the Lieb-Wu equations at half filling in expan-
sion on the coulpling constant U reproduce the spectrum of the BDS spin chain and the Hubbard
Hamiltonian corresponds to BDS Hamiltonian. Here we review the first correspondence.
Considering the BDS Bethe equations (3.5.6), we assume that the Bethe roots ui are all real and
we take the logarithm:
pkL = 2pi Ik − 2
M
∑
l=1
arctan(uk − ul) (3.5.9)
In the thermodynamic limit when L → ∞, the Bethe roots become closer uk+1 − uk → 0 and
one can introduce the density of the root ρ(u): 2piρ(u) = dI(u)du where I(u) is a counting function
(I(uk) = (2pi/L)Ik). Therefore, the above equation in the thermodynamic limit rewrites as
p(u) = I(u)− 2
∫ ∞
−∞
du′ρ(u′) arctan(u′ − u) (3.5.10)
and taking the derivative on u we obtain the equation on root density ρ(u):
dp(u)
du
= 2piρ(u) + 2
∫ ∞
−∞
ρ(u′)
1+ (u− u′)2 (3.5.11)
The term dp(u)du can be calculated using the notations common in the super Yang-Mills theory:
x(u) such that ip(u) = log(x+(u)/x−(u)) with x± = x(u± i/2) and x(u) = u2
(
1 +
√
1− 2g2/u2
)
.
Hence,
dp(u)
du
= i
(
(u− i/2)2 − 2g2
)−1/2
− i
(
(u + i/2)2 − 2g2
)−1/2
(3.5.12)
The solution for the density ρ(u) can be found by the Fourier transformation. In the limit g = 0,
one get the result for the Heisenberg spin chain: ρ0(u) = 12 cosh(piu) and for any g one gets:
ρ(u) =
1
2pi
∫ ∞
0
dω
cos(ωu)J0(
√
2gω)
cosh(ω/2)
(3.5.13)
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and the energy
E(g) =
4L√
2g
∫ ∞
0
dω
J0(
√
2gω)J1(
√
2gω)
ω
(
1+ eω
) (3.5.14)
These result coincides up to a constant with the Lieb-Wu results (3.4.31) and (3.4.33).
The mapping between the Lieb-Wu equations and BDS equations is realized considering the k−
Λ-string solutions15 of the Lieb-Wu equations at the half-filling band limit. It should be, however,
noted that the Hubbard model may not be a candidate for the higher loops spin chain because of the
so-called "dressing" factor appeared in [77]:
eipk L =
M
∏
j=1
j 6=k
uk − uj + i
uk − uj − i e
2iθ(uk ,uj), k = 1, ..., M (3.5.15)
where θ(uk, uj) is some transcendental function.
The Hubbard model gives a trivial factor θ = 1 what contradicts also the explicit perturbation
calculation. This dressing phase starts to appear from the fourth order only. It is likely that a some
suitable deformation of the Hubbard model would lead to new "dressed" BDS equations.
3.5.2 Shastry’s R-matrix and the centrally extended psu(2|2) algebra
In the previous subsection we discussed the correpondence between the Hubbard Hamiltonian and
the dilatation operator in the context of the AdS/CFT duality and it was shown that it predicts the
correct result up to the fourth order in the perturbation theory. However, it is not the only correspon-
dence, Shastry’s R-matrix was found in the N = 4 super Yang-Mills theory and later in the string
theory as a scattering matrix, [79],[83].
By the S-matrix in the N = 4 super Yang-Mills theory [78] it is considered the two-body in-
teraction S-matrix which appears in the first level of the Coordinate Bethe Ansatz16. One of its
important properties is their symmetry which often helps to construct the S-matrix. The full sym-
metry algebra of the N = 4 super Yang-Mills theory is psu(2, 2|4) algebra, however, it was found
that the S-matrix is decomposed into the tensor product of two centrally extended psu(2|2) algebras:
Spsu(2,2|4) = S0 · Spsu(2|2) ⊗ Spsu(2|2) where S0 is a scalar function. The form of the Spsu(2|2) was derived
in [79] and it can be mapped on Shastry’s R-matrix. Further developments were done in this direc-
tion and the q-deformed R-matrix with the q-deformed Hubbard model were proposed in [82]. In
addition, the Yangian symmetry of Spsu(2|2) was discovered in [80].
In this section we will review the main steps in the derivation of the S-matrix Spsu(2|2) and discuss
its relation with the Hubbard model. The key point is the Hopf algebra of the centrally extended
algebra psu(2|2). One considers the fundamental representation and, thus, it allows to find the S-
matrix which commutes with the coproduct of the algebra, constrained up to a scalar function. The
obtained S-matrix satisfies the Yang–Baxter equation. A similar approach to find the solutions of the
Yang–Baxter equation was highly investigated by G.Delius, M.Gould, Y.-Z.Zhang and collaborators,
see [21],[22] and the references therein. In other words, the importance of [79] is that the centrally
extended psu(2|2) algebra reproduces Shastry’s R-matrix.
15k −Λ-string solution is a type of solutions of the Lieb-Wu equations proposed by Takahashi’s string hy-
pothesis, [49].
16An example of such S-matrix is appeared in the CBA of the Hubbard model, (3.3.62)
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Centrally extended psu(2|2) algebra. This algebra is the unique finite superalgebra17 which
admits 3 central extensions, [63]. It consists of ’ordinary’ psu(2|2) algebra and 3 central charges.
However, the Hopf structure of the centrally extended algebra is different from the psu(2|2) algebra.
The complete Hopf stucture of this algebra is discussed in [81], but here we are interested only in the
coproduct of the generators. We remark that centrally extended psu(2|2) algebra is not a quantum
algebra and it would be naturally assume the trivial coproduct for the generators as for the ’ordinary’
psu(2|2) algebra: ∆(g) = g⊗ I+ I⊗ g. But the central charges play an important role in the appear-
ance of the so-called "braiding" factor which modifies the coproduct. Thus, denoting any generator
of the centrally extended psu(2|2) algebra by J , the coproduct is given by
∆(J ) = J ⊗ I+ U [J ] ⊗J (3.5.16)
where U is an abelian generator. The coefficients [J ] are non-zero for fermionic part of the algebra
and the central charges.
Due to the Hopf structure there are certain conditions between the braiding factor and central
charges such that U is zero if central charges are removed.
S-matrix and Shastry’s R-matrix. In general, the derivation of the S-matrix is closely related to
the symmetry of the system. Two-particle scatering S-matrix acts on the tensor product of two mul-
tiplets, thus the symmetry of the S-matrix is related to the Hopf structure of the symmetry algebra.
Namely, the ’represented’ coproduct ∆12(g) ≡ (pi1 ⊗ pi2)∆(g) similarly acts on the tensor product of
two vector spaces. If the commutator [S12,∆12(g)] = 0, the S-matrix has the symmetry and in addi-
tion it satisfies the Yang–Baxter equation. Thus, one can find a S-matrix based on the algebra. One
should remark that the spectral dependence of such S-matrix usually appears when one considers
an evaluation representation of the affine algebras (see [21],[22]). Moreover, the spectral parameter
dependence of the S-matrix S12(u, v) with affine algebra symmetry is S12(u, v) = S12(u − v). That
is why, in the case of centrally extended algebra, introduced "braiding" generator U plays a crucial
role in the Hopf structure of the considered algebra. We remark that it disappears (U = 0) when the
central extensions are removed and the S-matrix is a trivial one. But when the braiding generator
U is not zero, the symmetry leads to the S-matrix with two spectral without difference depedence:
S12(u, v) 6= S12(u− v).
Hence, the S-matrix symmetry implies
[S12,∆12(J )] = 0, for all J (3.5.17)
where ∆12(J ) is a ’represented’ coproduct ∆12(J ) ≡ (pi1 ⊗ pi2)∆(J ) and pi is a four-dimensional
representation of the centrally extended psu(2|2) algebra.
The invariance with su(2)⊕ su(2) subalgebra (bosonic part of the algebra) leads to 10 non-zero
17More details on superalgebras and particularly on gl(2|2) and its representation theory, reader is refered
to see [62],[23] and the references therein
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coefficients in the 16× 16 matrix S12:
S12 =

A 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 A+B2 0 0
A−B
2 0 0 0 0 0 0
F
2 0 0 − F2 0
0 0 H 0 0 0 0 0 −L 0 0 0 0 0 0 0
0 0 0 H 0 0 0 0 0 0 0 0 −L 0 0 0
0 A−B2 0 0
A+B
2 0 0 0 0 0 0 − F2 0 0 F2 0
0 0 0 0 0 A 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 H 0 0 −L 0 0 0 0 0 0
0 0 0 0 0 0 0 H 0 0 0 0 0 −L 0 0
0 0 G 0 0 0 0 0 −K 0 0 0 0 0 0 0
0 0 0 0 0 0 G 0 0 −K 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −D 0 0 0 0 0
0 C2 0 0 −C2 0 0 0 0 0 0 E+D2 0 0 12 (D− E) 0
0 0 0 G 0 0 0 0 0 0 0 0 −K 0 0 0
0 0 0 0 0 0 0 G 0 0 0 0 0 −K 0 0
0 −C2 0 0 C2 0 0 0 0 0 0 12 (D− E) 0 0 E+D2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −D

(3.5.18)
These coefficients can be fixed up to a scalar function using the commutator with the fermionic
generators. Therefore, the coefficients A, B, C, ... become functions of the spectral parameters x±1,2
and constants g, γ1,2. The latter ones are usual notations in gauge/string duality literature and they
parametrize the central charges, the braiding factor and fermionic generators of the centrally ex-
tended algebra. The table of these coefficients A, B, C, ... can be found in [79].
Relations with the Hubbard model. The S-matrix S12(x±1 , x
±
2 ) satisfying [S12,∆12(J )] = 0, for all
J , is a solution of the braided version of the graded Yang–Baxter equation. It can be, thus, called
the Rˇ-matrix using the R-matrix formalism language. It is related to the R-matrix by R12(x±1 , x
±
2 ) =
Pg12S12(x
±
1 , x
±
2 ), where P
g
12 is the graded permutation. This R-matrix R12 satisfies the graded Yang–
Baxter equation:
R12R13R23 = R23R13R12 with Rij = Rij(x±i , x
±
j ) (3.5.19)
An interesting feature of this R-matrix is that it can be mapped on Shastry’s R-matrix. The map-
ping is following: the coefficients g, γi, x±i are related to trigonometric functions of Shastry’s R-matrix
depending on two spectral parameters λ1,2
g =
1
U
, x±i =
( i sinλi
cosλi
)±1
e2h(λi), γi =
√
α
eh(λi)
cosλi
(3.5.20)
There is a constraint between x±i which transforms into the condition on the coupling function of
Shastry’s R-matrix h(λ):
4 sinh(2h(λi)) = U sin(2λi) (3.5.21)
Here we will not write explicitly the passage between the R-matrices. We mentioned that the
R-matrix R12(λ1, λ2), e.g. [79], [82], can be related to Shastry’s R-matrix given in [69] via the transfor-
mation given in [87]. In [87] a similar observation is investigated from the string theory side.
Moreover, the Yangian symmetry was discovered for the AdS/CFT S-matrix in [80] and inves-
tigated in [88], see also [85]. In [88] an additional "hidden" symmetry was found. This fact could
possibly enlarge the Yangian symmetry of the centrally extended psu(2|2) algebra to a larger alge-
bra.
The connection between the AdS/CFT S-matrix of the centrally extended algebra and the Hub-
bard model opens new directions as well as for integrable systems and for the AdS/CFT duality
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itself. The works on the R-matrix in other atypical representations and mixing with the typical repre-
sentation have been already done in the string theory side. Indeed, these new R-matrices would be
fundamental for the integrability of new Hubbard-like models family based on these R-matrices. On
the other hand, the integrable generalizations of the Hubbard model could find a priori applications
in the AdS/CFT duality.
3.5.3 On the dressing phase in the AdS/CFT duality
As we discussed in the begining of the previous subsection, the S-matrix of the N = 4 super Yang-
Mills theory exhibits the centrally extended psu(2|2)⊕ psu(2|2) symmetry: Spsu(2,2|4) = S0 · Spsu(2|2)⊗
Spsu(2|2). Remarkably, the symmetry determines the S-matrix up to a scalar factor S0. The latter
is a function of the momenta and the coupling. This factor, the dressing phase, was constructed
in [77] using different approaches. However, despite of the success in its determination, the clear
understanding of the scalar factor is still mising. The procedures in [77] do not explain why the
scalar factor should exhibit its particular structure:
S0(uk, uj) =
x−k − x+j
x+k − x−j
1− g2(x−j /x+k )
1− g2(x+j /x−k )
e2iθ(uk ,uj) (3.5.22)
where 2θ(uk, uj) is called the dressing phase. We will write it in the integral form:
2θ(uk, uj) = 2ig2
∫ ∞
−∞
dteituk−|t|/2
∫ ∞
−∞
dt′eit
′uj−|t′|/2 (Kˆd(2gt, 2gt′)− Kˆd(2gt′, 2gt)) , (3.5.23)
where Kˆd(t, t′) = 8g2
∫ ∞
0 dt
′′Kˆ1(t, 2gt′′) t
′′
et′′−1 Kˆ0(2gt
′′, t′) and the constituent kernels are given by the
Bessel functions.
In integrable field theories, the construction of the S-matrix can be performed by the so-called
factorized bootstrap program proposed by Al.Zamolodchikov and A.Zamolodchikov in [4]. The two-
particle S-matrix satisfies the unitarity condition, the braided Yang–Baxter equation and the crossing
symmetry. These conditions constrain the form of the S-matrix up to the CDD (Castillejo-Dalitz-
Dyson) ambiguity which can be removed imposing some additional requirements. It was shown
that the scalar factor S0 is compatible with the crossing symmetry constraint. There exists another
approach to determine the phase considering the R-matrix of the model and writing the explicit S-
matrix between physical excitations on the physical vacuum, e.g. [89].
For the AdS/CFT correspondence, the determination of the scalar factor is important in two as-
pects, [89]: firstly, it is the last missing element for the systematic construction of the spectrum of the
scaling dimension/energy on the Yang-Mills/string side. Secondly, the identification of the scalar
factors on both sides serves as a strong quantitative check of the AdS/CFT duality.
Furthermore, the dressing phase can be implemented in the all-loops Bethe equations, [77]. In
particular, it appears in the su(2) sector as it was discussed in 3.5.1. From the integrability side, the
Hubbard model describing the dilatation operator until three-loops, apparently, does not predict the
Bethe equations with the dressing phase. Thus, a suitable modification of the Hubbard model is
needed for this purpose.
In the next chapter we review several generalized Hubbard models which exist in the literature.
Most of them are related to the Hubbard model but do not include it in the limit. However, it is
desirable that the generalized model includes the Hubbard model in some limit case.
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Chapter 4
Generalized Hubbard models
The Hubbard model is a basic example of the models describing strongly correlated electrons. The
study of strongly correlated electrons on a lattice is an important tool in theoretical condensed matter
physics in general, and in the study of high-Tc superconductivity in particular. On the other hand,
the integrable generalizations of the Hubbard model can be important not only for such applications,
but they form classes of integrable models sharing similar universal features.
Recent applications of the integrability, in particular of the Hubbard model, in the AdS/CFT
duality also suggest the studies of generalized integrable Hubbard models. The phase which appears
in the Bethe equations in the su(2) sector ofN = 4 super Yang-Mills leads to the discrepancy with the
Hubbard model. Several modifications of the Hubbard model are necessary in order to predict the
form of the dilation operator. Moreover, it is needless to say, that the integrability in the application
in AdS/CFT could also bring interesting results from both sides, e.g. the relations between Shastry’s
R-matrix and centrally extended psu(2|2) algebra. Thus, for that purposes it motivates our studies
of Hubbard-like models.
In the first section of this chapter we review several ’famous’ generalized Hubbard models and re-
lated models. In the second section (4.2), we present superalgebraic extensions of Shastry’s R-matrix
and associated Hubbard-like models, [123],[124]. The last section is devoted to physical applications
of certain superalgebra extended Hubbard-like models.
4.1 On generalised Hubbard models and related models
In this section we aim to present several important models of strongly correlated electrons from
an inexhaustible list of solvable one-dimensional electronic models existing in the literature. All
models we present here are related to the Hubbard model or its strong coupling limit so-called t-J
model. Several of them share mostly the same properties or a similar integrability structure. The
main interest in these models of strongly correlated electrons is motivated by the understanding of
fundamental aspects of statistical mechanics. They are relevant to many realistic physical systems
such as high-Tc superconductors. Moreover, an important feature of these models is that they are
integrable and therefore they provide a non-perturbative information concerning physical properties.
In the following, we briefly review the models:
• i) t-J model and its variants. [101],[102]
• ii) EKS model. [103],[104]
• iii) supersymmetric U models and its quantum deformation. [106],[108],[111],[110]
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• iv) Extended Hubbard models. [112]
t-J model. The t-J model is a lattice model where the occurrence of two electrons on the same
site is forbidden. This restriction corresponds to an implicitly infinite on-site Coulomb repulsion
U → ∞ of the Hubbard model. Similarly to the Hubbard model, there are two types of interactions
between electrons on nearest-neighbours sites: a charge interaction of strength V and a spin-exchange
interaction J. The Hamiltonian of the extended version of the t-J model has the form:
Ht−J = −∑
j,σ
PS
(
c†j,σcj+1,σ + c
†
j+1,σcj,σ
)
PS + J ∑
j,σ,σ′
σ 6=σ′
c†j,σcj,σ′ c
†
j+1,σ′cj+1,σ + ∑
j,σ,σ′
Vσ,σ′c
†
j,σcj,σ c
†
j+1,σ′cj+1,σ′ (4.1.1)
where j runs from 1 to L, σ = 1, ..., 2S + 1 - spin component of the particles and PS is a projector on
the subspace of non-double occupied states. The matrix Vσ,σ′ reproduces the anisotropy in the charge
interactions.
In the isotropic case Vσ,σ′ = V the Hamiltonian Ht−J corresponds to the traditional t-J model
which was exactly solved by the Bethe-ansatz method at the supersymmetric point (V = −J = 1)
for the case S = 1/2, [101]. The anisotropic generalization of the t - J model has been constructed in
[102] and it was shown that the model is solvable for the arbitrary spin S and special values of the
coupling J and Vσ,σ′ : Vσ,σ′ = J
(
(1+ eσ) coshγ δσσ′ + esign(σ−σ
′)γ(1− δσσ′)
)
with γ > 0 - parameter of
anisotropy.
On the other hand, the perturbative approach to the Hubbard model in the strong limit U >> 1
leads in the second order to the t-J isotropic Hamiltonian , see for details [55]:
H′t−J = −
L
∑
j=1
∑
σ=↑,↓
P1/2
(
c†j,σcj+1,σ + c
†
j+1,σcj,σ
)
P1/2 +
1
U
L
∑
j=1
(
Sαj S
α
j+1 −
njnj+1
4
)
P1/2 (4.1.2)
with the projector P1/2 = ∏Li=1(1− nj,↑nj,↓), spin operators Sαj : S+j = c†j,↑cj,↓, S−j = c†j,↓cj,↑ and Szj =(
nj,↑ − nj,↓
)
/2 and nj = nj,↑ + nj,↓.
This Hamiltonian is equivalent to the isotropic Ht−J with V = −J = 1/U. At the half-filled band
limit: njφh. f .b = φh. f .b, the first term of the t-J Hamiltonian P1/2
(
c†j,σcj+1,σ+ c
†
j+1,σcj,σ
)
P1/2 = 0 and the
Hamiltonian becomes the Heisenberg spin chain:
H′xxx =
1
U
L
∑
j=1
(
Sαj S
α
j+1 −
1
4
)
(4.1.3)
EKS model. This lattice model as an extended Hubbard model was firstly proposed by F.H.L.Essler,
V.E.Korepin and K.Schoutens in [103] with the main motivation to study the high-Tc superconduc-
tivity. It is a solvable model in one dimension which combines and extends interesting features of the
Hubbard model and the t-J model.
Similarly to the Hubbard model, there are electrons of spin up and down, created on the site j by
the fermionic operator c†j,σ. The EKS Hamiltonian is
HEKS = −
L
∑
j=1
Tj,j+1 +U
L
∑
j=1
(2nj,↑ − 1)(2nj,↓ − 1), L + 1 ≡ L (4.1.4)
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with the kinetic term Tj,k
Tj,k = ∑
σ=↑,↓
(
c†j,σck,↑ − c†k,σcj,σ
)
(1− nj,σ¯ − nk,σ¯) + 12 (nj − 1)(nk − 1)−
1
2
(nj,↑ − nj,↓)(nk,↑ − nk,↓) +
c†j,↑c
†
j,↓ck,↓ck,↑ + cj,↓cj,↑c
†
k,↑c
†
k,↓ − c†j,↓cj,↑c†k,↑ck,↓ − c†j,↑cj,↓c†k,↓ck,↑ + ∑
a=j,k
(na,↑ − 12 )(na,↓ −
1
2
)
(4.1.5)
where nj = nj,↑ + nj,↓ and σ¯ is the opposite spin value of σ, such that if σ =↑ then σ¯ =↓ and vice
versa.
This Hamiltonian contains the Hubbard model Coulomb interaction and t-J model interaction
terms. Moreover, the Hamiltonian HEKS have u(2|2) symmetry realized as spin su(2) algebra with
η-paring su(2) symmetry and 8 fermionic generators and central elements:
su(2) : S+ =
L
∑
j=1
c†j,↓cj,↑, S
− =
L
∑
j=1
c†j,↑cj,↓, S
z =
L
∑
j=1
1
2
(nj,↑ − nj,↓)
su(2) : η+ =
L
∑
j=1
c†j,↓c
†
j,↑, η
− =
L
∑
j=1
cj,↑cj,↓, ηz = −
L
∑
j=1
1
2
(nj − 1)
and the fermions
Qσ =
L
∑
j=1
cj,σ(1− nj,σ¯), Q†σ =
L
∑
j=1
c†j,σ(1− nj,σ¯),
Q˜σ =
L
∑
j=1
cj,σnj,σ¯ , Q˜†σ =
L
∑
j=1
c†j,σnj,σ¯ ,
with central elements: ∑Lj=1 1 and X = ∑
L
j=1(nj,↑ − 12 )(nj,↓ − 12 ). Note that unlike for the case of the
Hubbard model treated in previous section there is no factor of (−1)j in the definition of η generators.
In addition, it can be shown that the EKS Hamiltonian is related to a graded permutation Pij of
gl(2|2) which permutes tensor product of 4 possible states (v - vacuum, c†↑v, c†↓v and c†↑c†↓v):
HEKS = −
L
∑
j=1
Pj,j+1 +U
L
∑
j=1
(2nj,↑ − 1)(2nj,↓ − 1) (4.1.6)
The solution of the EKS model by the algebraic Bethe ansatz and thermodynamic analysis with
study of the spectrum of low-lying excitations have been obtained in [104]. Concerning the integra-
bility of the model, the R-matrix for the permutation part of the Hamiltonian is given by the Yangian
gl(2|2) R-matrix.
We remark also that the integrability paradigm go beyond and in the work of M.Gould, Y.-
Z.Zhang and collaborators [105] the R-matrices and new integrable electronic models with twisted
affine q-deformed superalgebra Uq(sl(2|2)(2)) and Uq(osp(2|2)) symmetry are proposed. The work
[105] is a continuation of derivation Uq(gˆ) invariant represented R-matrices proposed in [21],[22] us-
ing the so-called tensor product graph (TPG) method. In the limit q → 1 the Uq(osp(2|2)) model
reduces to EKS model which has a larger, u(2|2), symmetry.
Supersymmetric U model and its extensions. A new direction for new lattice models of cor-
related electrons was proposed by [106]. The main features of these models that they have the same
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4L-dimensional Hilbert space as the Hubbard model and a free parameter as a coupling constant.
However, the symmetry of the Hamiltonian is different from the Hubbard model one. The origin
for the construction of this model is the one-parameter family of inequivalent typical 4-dimensional
irreducible representations of gl(2|1) algebra. At first, we review the model and then we will speak
about the integrability and the R-matrix formalism.
Similarly to the Hubbard model, there are electrons of spin up and down, created on the site j by
the fermionic operator c†j,σ. The supersymmetric U model Hamiltonian is
HU ss = HHub(u) +
u
2
L
∑
j=1
∑
σ=↑,↓
(c†j,σc
†
j,σ¯cj+1,σ¯cj+1,σ + h.c.) + (u + 2)
L
∑
j=1
nj +
+
(
1+
u
|u|
√
u + 1
) L
∑
j=1
∑
σ=↑,↓
(c†j,σcj+1,σ + c
†
j+1,σcj,σ)(nj,σ¯ + nj+1,σ¯)−
−
(
1+
u
|u|
√
u + 1
)2 L
∑
j=1
∑
σ=↑,↓
(c†j,σcj+1,σ + c
†
j+1,σcj,σ)nj,σ¯nj+1,σ¯ (4.1.7)
where HHub(u) = HHub(U → 2u) with HHub(U) defined in (3.3.1), nj = nj,↑ + nj,↓ and σ¯ is the
opposite spin value of σ, e.g if σ =↑ then σ¯ =↓.
This Hamiltonian HU ss has gl(2|1) symmetry which is closely related to the integrability of the
model. The R-matrix corresponding to this Hamiltonian can be considered as a "classical" limit
(q → 1) of the Uq(gl(2|1)) invariant R-matrix in the four-dimensional representation with one free
parameter.
The solution of the supersymmetric U model using the Algebraic Bethe Ansatz and the Coordi-
nate Bethe Ansatz are presented in [108] and in [109].
An extension of the supersymmetric U model, a q-deformed version with the quantum super-
algebra Uq(gl(2|1)) supersymmetry, was also proposed in [110]. Futhermore, the eight-state super-
symmetric U model of strongly correlated electrons with the Lie superalgebra gl(3|1) symmetry, and
the two-parameter (q-deformed) eight-state supersymmetric fermion model with the quantum su-
peralgebra Uq(gl(3|1)) symmetry, were introduced [111].
Extended Hubbard models. We also mention [112] where a wide class of model (extended Hub-
bard models) was proposed. In this class the symmetries are adjustable and extended models in
several limits can be mapped on the EKS model or the gl(2|1) supersymmetric U model. Moreover,
so-called Polynomial R-matrix Technique (PRT) is proposed to find solutions of the Yang–Baxter
equation.
An extended electron’s model invariant under the spin-flip and which conserves the total number
of electrons and the magnetization is considered and it is written as
HEHM = − ∑
<j,k>,σ
(
t− X(nj,σ¯ + nk,σ¯) + X˜nj,σ¯nk,σ¯
)
c†j,σck,σ +U∑
j
nj,↑nj,↓ +
V
2 ∑
<j,k>
njnk +
+
W
2 ∑<j,k>
σ,σ′
c†j,σc
†
k,σ′cj,σ′cj,σ +Y ∑
<j,k>
c†j,↑c
†
j,↓ck,↓ck,↑ + P ∑
<j,k>
nj,↑nj,↓nk +
+
Q
2 ∑
<j,k>
nj,↑nj,↓nk,↑nk,↓ + µ∑
j,σ
nj,σ
where the spin variable σ =↑, ↓, the sums over < j, k > - nearest neighbours on the lattice of L sites
and similarly to previous notations: nj = nj,↑ + nj,↓ and σ¯ is the opposite spin value of σ, e.g if σ =↑
then σ¯ =↓.
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This Extended Hubbard Hamiltonian contains 10 coefficients t, X, X˜, U, V, W, Y, P, Q, µ such
that t is a hopping constant, U - on-site Coulomb interaction as in the ordinary Hubbard model, V is
the neighboring site charge interaction, X - the bond-charge interaction, W the exchange term, and Y
the pair-hopping term. X correlates hopping with on-site occupation number, and P and Q describe
three and four-electron interactions. Finally µ is the chemical potential. Similar terms as ones with
V, W, Y are in EKS model Hamiltonian (4.1.5) and supersymmetric U model (4.1.7).
The choice of these parameters t, X, X˜ etc implies the Hamiltonian symmetry. We will not con-
sider all the cases of the parameters, we just mention that there are i) su(2)⊕ u(1)⊕ u(1) symmetry,
ii) 2 different so(4) symmetries, iii) gl(2|1) supersymmetry, iv) so(5) symmetry and v) u(2|2) symme-
try. In the cases iii) and v) the Hamiltonian HEHM is mapped on the EKS model and supersymmetric
U model. The case ii) for some values of parameters can be related to a model proposed by Bariev
and Alcaraz in [113].
The integrability of this model is related to so-called Polynomial R-matrix Technique (PRT) and
to the so-called generalized permutator introduced in [112]. Once for a given model the R-matrix is
known, its spectrum is obtained within the Algebraic Bethe Ansatz approach by diagonalizing the
corresponding transfer matrix. The Coordinate Bethe ansatz for the so(4) symmetric EHM Hamilto-
nian was done in the frame of the model proposed by R.Z.Bariev and F.C.Alcaraz in [113]. Due to the
form of the Hamiltonian acting as a permutator, the investigations become simplier and such kind
of similar models were already treated in [114]. The ground state and thermodynamics for certian
limits are derived in the third reference of [112].
There are certainly a lot of other models which can be related to the one-dimensional Hubbard
model that we did not mentioned above. First of all, we point out that the above mentioned integrable
models do not contain the Hubbard model as a limiting case, what can be probably explained by the
non-trivial spectral parameter dependence of Shastry’s R-matrix. However, several extensions of
Shastry’s R-matrix to the su(n) case were proposed by Z.Maassarani in [115], [116]. We will review
a slightly more general construction in the next section. Another extension of the Hubbard model
was recently appeared from the AdS/CFT context. Due to the centrally extended psu(2|2) symmetry
of the Hubbard model’s R-matrix, a q-deformation of this R-matrix was done in [82] and, thus, a q-
deformed version of the Hubbard model was obtained, which contains certain case of Alcaraz-Bariev
model, [113], and the Hubbard model in the limit q = 1. There are also the so-called variable range
hopping models and the one related to the Hubbard model was invetigated in [120].
4.2 R-matrix formalism for generalized Hubbard models
In this section we present in details another type of generalized Hubbard models proposed in [123],
[124]. These new models are superalgebraic extensions of the su(N) Hubbard models proposed in
[115], [116] and in the limiting case include the ordinary Hubbard model.
The idea of the construction of Hubbard-like models is to generalize Shastry’s R-matrix based on
gl(1|1) algebra on larger algerbras. It appears that the principal ingredient of this construction is the
C-matrix which was defined for the Hubbard model in (3.2.8). Generalizations of this C-matrix lead
to new XX spin chains and Hubbard-like R-matrices similar to [116]. Below we review the R-matrix
construction of generalized XX and Hubbard-like models.
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Generalized XX models. Considering the XX model based on the algebra gl(n|m) we firstly de-
fine the projectors: pi and p¯i such that
pi : V →W ⊂ V and pi + p¯i = I (4.2.1)
pi =
p
∑
i=1
Eii and p¯i =
n+m
∑
i=p+1
Eii (4.2.2)
where V is a graded vector space, number p is such that 1 ≤ p ≤ n+m and Eija denotes the elementary
super-matrices acting in the ath copy of End(Cn|m). These matrices form a representation of the
gl(n|m) algebra and satisfy the following commutation relations:[
Eija , Eklb
]
g
= δab
(
δjkEila − (−1)([i]+[j])([k]+[l])δilEkja
)
with the graded commutator defined as [A, B]g = AB− (−1)[A][B]BA. The gradation is defined as
usually: [1] = ... = [n] = 0 and [n+ 1] = ... = [n+m] = 1. One should also define the multiplication
for the tensor products by (a⊗ b)(c⊗ d) = (−1)[b][c](ac⊗ bd). We also recall the definition of graded
permutation:
P12 =
n+m
∑
i,j=1
(−1)[j]Eij1 Eji2 (4.2.3)
Let us introduce for simplicity the sets of integers:
N = {1, 2, ..., p} , N = {p+ 1, ..., n+m} (4.2.4)
Let us then define the C-matrix as
Ca = ∑
j∈N
Ejja − ∑
¯∈N
E ¯ ¯a ∈ End(Cn|m) (4.2.5)
comparing with the one for the ordinary Hubbard model (3.2.8).
The R-matrix of the generalized XX model writes as:
R12(u) = Σ12 P12 + Σ12 sin u + (I⊗ I− Σ12) P12 cos u (4.2.6)
where u ∈ C is the spectral parameter, matrix Σ12 is defined by the C-matrix as Σ12 = 12
(
1− C1C2
)
:
Σ12 = ∑
j∈N
∑
¯∈N
(
Ejj1 E
¯ ¯
2 + E
¯ ¯
1 E
jj
2
)
, (4.2.7)
The generalized XX-model R-matrix (4.2.6) obeys the Yang–Baxter equation, is unitary and regu-
lar:
Rab(u− v)Rac(u)Rbc(v) = Rbc(v)Rac(u)Rab(u− v) (4.2.8)
Rab(u)Rba(−u) = cos2(u)Ia ⊗ Ib (4.2.9)
Rab(0) = Pab (4.2.10)
The Hamiltonian which corresponds to this R-matrix is similar to the ordinary XX model in
(2.2.21) and in terms of Eij super-matrices it is written as
Hgen XX =
N
∑
a=1
Haa+1, N + 1 ≡ 1 (4.2.11)
Haa+1 = ∑
j∈N
∑
¯∈N
(
(−1)[ ¯]Ej ¯a E ¯ja+1 + (−1)[j]E ¯ja Ej ¯a+1
)
, (4.2.12)
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We recall that for gl(1|1) and p 6= 2, the above Hamiltonian describes the model of free electrons:
E21a = c†a . Similarly, considering the "particle" content of this model, for gl(2|1) and p = 2 as example,
the Hamiltonian is Haa+1 = E31a E13a+1 + E
32
a E23a+1 + h.c.. We see that E
31 plays a similar role of the
fermion creation operator and the vector e3 = E31e1 corresponds to the electron particle, whereas the
particle e2 = E21e1 resembles more to the vacuum state e1. We note that e3 particle is related to p¯i
projector: p¯ie3 = e3 and pie3 = 0. Similarly, e1, e2 correspond to pi projector: piei = ei and p¯iei = 0
for i = 1, 2. In general case, we have several particles corresponding to pi projector, in the following
we will call them pi-particles or "heavy" particles, and the particles which correspond to p¯i projector,
we will call them p¯i-particles or electron-like particles. Thus, in general case, we have p pi-particles
and n+m− p p¯i-particles. However, If p < n then among p¯i-particles there are n− p particles with
bosonic gradation (called hard core bosons) and m particle with fermionic gradation.
The Hamiltonian has gl(p) ⊕ gl(n− p|m) for p ≤ n and gl(n|p− n) ⊕ gl(m− p+ n) for p > n
symmetry. It can be seen from the symmetry with R-matrix:
[Rˇ12(u), E
jj′
1 + E
jj′
2 ] = 0 and [Rˇ12(u), E
¯ ¯′
1 + E
¯ ¯′
2 ] = 0 (4.2.13)
for j, j′ = 1, ..., p and ¯, ¯′ = p+ 1, ..., n+m.
Before speaking about the Hubbard-like models, we remark that the parameter p lead to n+m− 1
different non-trivial models. However, it is possible to introduce one more parameter p′ such that we
split the graded vector space V = V0 ⊕V1 in four parts:
pi = ∑pi=1 E
ii , p¯i =
n
∑
i=p+1
Eii and (pi + p¯i)V0 = V0 (4.2.14)
pi′ = ∑n+p
′
i=n+1 E
ii , p¯i′ =
n+m
∑
i=n+p′+1
Eii and (pi′ + p¯i′)V1 = V1 (4.2.15)
with p < n and p′ < m. This construction adds more different non-trivial models but we will restrict
ourself only to one parameter models.
Generalized Hubbard models. The definition of the (generalized) Hubbard R-matrix uses as
basic ingredient the R-matrix of the XX model (or its generalization), which are coupled à la Shastry,
the coupling constant being related to the potential U of the Hubbard model. The two underlying
XX models may be based on two different superalgebras gl(n|m′)↑ and gl(n′|m′)↓ and depend on two
different integers p and q, [124]. Let us introduce similarly sets of integers
N↑ = {1, 2, ..., p} , N ↑ = {p+ 1, ..., n+m} and N↓ = {1, 2, ..., q} , N ↓ = {q+ 1, ..., n′ +m′} .
(4.2.16)
The projectors are defined for the spin up and spin down vector spaces V↑, V↓ in the same way as
for the generalized XX model:
piσ = ∑
j∈Nσ
Ejjσ and p¯i = ∑
¯∈N σ
E ¯ ¯σ , σ =↑, ↓ (4.2.17)
and they determine the basic ingredient of the construction - the matrices Cσ:
Cσ = ∑
j∈Nσ
Ejjσ − ∑
¯∈N σ
E ¯ ¯σ (4.2.18)
The R-matrix of the Hubbard-like model is based on the pair (gl(n|m) , p ; gl(n′|m′) , q) or noted
by
(
n|m
p ;
n′|m′
q
)
and it acts on the tensor product V1↑ ⊗V1↓ ⊗V2↑ ⊗V2↓:
R↑↓12 (λ1, λ2) = R
↑
12(λ12) R
↓
12(λ12) +
sin(λ12)
sin(λ′12)
tanh(h′12) R
↑
12(λ
′
12)C↑1 R
↓
12(λ
′
12)C↓1 (4.2.19)
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where λ12 = λ1 − λ2, λ′12 = λ1 + λ2. The coupling h′12 = h(λ1) + h(λ2) is based on the function h(λ)
such that
sinh(2h) =
U
4
sin(2λ) , (4.2.20)
we note that this definition of the coupling fuction h(λ) is slightly different from the (3.2.16).
We remark that the structure of the above R-matrix is almost similar to Shastry’s R-matrix one
(3.2.15), but here Rσ12(λ12) are the generalized XX model R-matrices (4.2.6).
The R-matrix (4.2.19) is symmetric, regular and satisfies the unitary relation. Moreover, when the
relation (4.2.20) holds, the R-matrix (4.2.19) satisfies the Yang–Baxter equation:
R↑↓12 (λ1, λ2) R
↑↓
13 (λ1, λ3) R
↑↓
23 (λ2, λ3) = R
↑↓
23 (λ2, λ3) R
↑↓
13 (λ1, λ3) R
↑↓
12 (λ1, λ2) . (4.2.21)
Using the R-matrix formalism, one can define the corresponding quantum integrable system, by
performing the following steps: monodromy matrix, transfer matrix and Hamiltonian. The L-site
monodromy matrix is given
Ta<b1...bL>(λ) = R
↑↓
ab1
(λ, 0) . . . R↑↓abL(λ, 0) (4.2.22)
and its transfer matrix is the (super)trace in the auxiliary space:
t(λ) = tra(Ta<b1 ...bL>(λ)) . (4.2.23)
Then the generalized Hubbard Hamiltonian reads
Hgen Hub = ddλ ln t(λ)
∣∣∣∣
λ=0
=
L
∑
x=1
(
(ΣP)↑ x,x+1 + (ΣP)↓ x,x+1 +
U
4
C↑x C↓x
)
, L + 1 ≡ 1 (4.2.24)
with
(ΣP)σ x,x+1 = ∑
i∈Nσ
∑
j∈N σ
(
(−1)[j]Eijσ xEjiσ x+1 + (−1)[i]Ejiσ xEijσ x+1
)
, (4.2.25)
Cσ x = ∑
i∈Nσ
Eiiσ x − ∑
j∈N σ
Ejjσ x, σ =↑, ↓ . (4.2.26)
In the Hamiltonian (4.2.24) we recognise two generalized XX model Hamiltonians (4.2.12) for
spin up and spin down particles. The generalized Hubbard-like model (gl(n|m), p; gl(n′|m′), q) or a(
n|m
p ;
n′|m′
q
)
-model contains four different types of particles pi ↑, p¯i ↑, pi ↓ and p¯i ↓, each type being
’colored’: the pi ↑-particles have ’colors’ 1 ↑, 2 ↑, ..., p ↑; the p¯i ↑-particles have ’colors’ (p + 1) ↑
, ..., n+ m ↑, while the ’colors’ for pi ↓ and p¯i ↓-particles are 1 ↓, ..., q ↓ and (q+ 1) ↓, ..., n′ + m′ ↓
respectively.
The usual Hubbard model is the
(
1|1
1 ;
1|1
1
)
-model and the bosonic Hubbard model corresponds
to
(
2
1 ;
2
1
)
-model. Generalizations to the superalgebra case with additional two parameters as done in
[124] will be noted
(
m|n
p|q ;
m′|n′
p′|q′
)
-models with obvious notation. Hereafter, we will consider the case of(
n
p ;
m
q
)
-models. Note that the
(
n
n−p ;
m
m−q
)
-model is equivalent to the
(
n
p ;
m
q
)
-model. The symmetry
algebra of the
(
n
p ;
m
q
)
-model is a gl(p)⊕ gl(n− p)⊕ gl(q)⊕ gl(m− q) algebra.
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4.3 Applications
In this section we consider several examples of models presented in the previous section. Con-
sidering the cases of small superalgebras, the Hamiltonians have ’multi-particle’ forms similar to
Hubbard-like models as EKS or supersymmetric U models. We suppose that they can exhibit inter-
esting properties for condensed matter physics. At first we review the Jordan-Wigner transformation
which will be useful for writting the Hubbard-like Hamiltonians in terms of fermionic generators. We
also give the eigenfunction and the spectrum for several Hamiltonian, although the solution via the
Coordinate Bethe Ansatz is provided in the next chapter. In the last part of this section we compare
our results with the ones of the AdS/CFT duality.
4.3.1 Jordan-Wigner transformation
The Jordan–Wigner transformation [125] or [55],[123] essentially consists of the construction of a
mapping
Eij ∈ gl(2K−1|2K−1)↔ {c†, c ; d†, d ; e†, e ; ...}, (4.3.1)
where c, d, e, ... are fermionic operators.
To present this construction, let us consider K sets of fermionic operators: c(a)†i,σ ,c
(a)
i,σ with i =
1, ..., L, a = 1, ..., K and σ =↑, ↓ such that they satisfy the usual anticommutation relations:
{c(a)†i,σ , c(b)j,σ′} = δijδabδσ,σ′ , {c(a)i,σ , c(b)j,σ′} = 0 (4.3.2)
Then, let us define a matrix X(a)i (without spin for instance):
X(a)i =
(
1− n(a)i c(a)i
c(a)†i n
(a)
i
)
(4.3.3)
with n(a)i = c
(a)†
i c
(a)
i . The components of the matrix will be denoted by X
(a)
i;αβ where α, β = 1, 2. Indeed,
the components X(a)i;11, X
(a)
i;22 have bosonic gradation and X
(a)
i;12, X
(a)
i;21 - fermionic.
This matrix can be easily mapped on gl(1|1) or gl(2) algebra:
gl(1|1) : Ei =
(
Ekli
)
k,l=1,2
=
(
X(1)i;11 X
(1)
i;12
X(1)i;21 X
(1)
i;22
)
, (4.3.4)
gl(2) : Ei =
(
X(1)i;11 X
(1)
i;12Z
(1)
i+1,L
X(1)i;21Z
(1)
i+1,L X
(1)
i;22
)
(4.3.5)
for i = 1, ..., L and where Z(a)i,L = ∏
L
k=i(X
(a)
k;11 − X(a)k;22) is introduced in order to E12i commute with E21k
for k 6= i.
We see that the Jordan-Wigner transformation preserves the gradation for the superalgebra case.
It is a local transformation and comparing with the ordinary algebra case. The Jordan-Wigner trans-
formation for Lie algebra is non-local transformation. The last point is crucial when one considers a
"bosonic" model with the periodic boundary conditions. The Jordan-Wigner transformation is non
compatible with the periodic boundary conditions and it induces a twisting term on the boundaries,
see for example gl(2) XX model in (2.2).
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Moreover, if we consider the Jordan-Wigner transformation for Eijp,↑ ∈ gl(1|1) and Eijq,↓ ∈ gl(2)
and these matrices commutes: [Eijp,↑, E
kl
q,↓] = 0, then the transformation is
gl(1|1)↑ : Ei,↑ =
(
X(1)i,↑;11 X
(1)
i,↑;12Z
(1)
1,L;↓
X(1)i,↑;21Z
(1)
1,L;↓ X
(1)
i,↑;22
)
(4.3.6)
gl(2)↓ : Ei,↓ =
(
X(1)i,↓;11 X
(1)
i,↓;12Z
(1)
i+1,L;↓
X(1)i,↓;21Z
(1)
i+1,L;↓ X
(1)
i,↓;22
)
(4.3.7)
with similarly Z(a)i,L;σ = ∏
L
k=i(X
(a)
k,σ;11 − X(a)k,σ;22) is introduced in order to generators Eijp,↑ and Eklq,↓ com-
mute.
For larger algebras as gl(2K−1|2K−1) the mapping is following:
Eij ↔ (−1)sX(1)α1β1 ⊗ X
(2)
α2β2
⊗ ...⊗ X(K)αKβK (4.3.8)
where to every value i and j ∈ [1, 2K] the LHS is associated with an element {α1, α2, ... , αK} and
{β1, β2, ... , βK} respectively with αi, βi = 1 or 2. Total grading is given by
s =
K
∑
i=2
[αi]
(
i−1
∑
j=1
([αj] + [β j])
)
(4.3.9)
For example, let Eijp ∈ gl(2|2), then we associate for i = 1 the pair (α1, α2) = 11, i = 2 →
(α1, α2) = 22, i = 3 → (α1, α2) = 12 and i = 4 → (α1, α2) = 21. It means for instance that
E12 = (−1)sX(1)12 ⊗ X(2)12 etc. Thus, the transformation is
Ea ≡

(1− nca)(1− nda) −cada (1− nca)da −ca(1− nda)
c†ad†a ncanda c†anda ncad†a
(1− nca)d†a ndaca (1− nca)nda cad†a
−c†a(1− nda) ncada dac†a nca(1− nda)
 , (4.3.10)
for E = (Eij)i,j=1,...,4 ∈ gl(2|2). The operators c, d are fermionic generators associated with X(1) and
X(2).
Similarly, for the matrices Eijp,σ with spin σ =↑, ↓ which commutes: [Eijp,↑, Eklq,↓] = 0, the Jordan-
Wigner transformation is such that the fermionic generator Eijp,↑ should be multiplied by Z1,L;↓:
Ea,↑ =

B↑ B↑ F↑Z1,L;↓ F↑Z1,L;↓
B↑ B↑ F↑Z1,L;↓ F↑Z1,L;↓
F↑Z1,L;↓ F↑Z1,L;↓ B↑ B↑
F↑Z1,L;↓ F↑Z1,L;↓ B↑ B↑
 and Ea,↓ =

B↓ B↓ F↓ F↓
B↓ B↓ F↓ F↓
F↓ F↓ B↓ B↓
F↓ F↓ B↓ B↓
 (4.3.11)
We also remark that the mapping is not unique and it is always possible to perform the transfor-
mations as c(a)i,σ → ±c(a)†i,σ .
If we consider the algebras gl(n|m) with n 6= m then the Jordan-Wigner transformation of the
elements Eij ∈ gl(n|m) is embedded in gl(2p−1|2p−1) transformation without certain row and lines.
The parameter p defined such that 2p−2 < max(n,m) < 2p−1.
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For example, we take gl(2|1) and gl(1|2) algebras. The Jordan-Wigner transformation is obvi-
ously embedded in gl(2|2) algebra one. Therefore, the transformation for Eijp ∈ gl(2|1) is (4.3.10)
without 3rd row and 3rd line and similarly, the transformation for Eijp ∈ gl(1|2) is (4.3.10) without
2nd row and 2nd line:
gl(2|1) : Ea =
(1− nca)(1− nda) −cada −ca(1− nda)c†ad†a ncanda ncad†a
−c†a(1− nda) ncada nca(1− nda)
 , (4.3.12)
gl(1|2) : Ea =
(1− nca)(1− nda) (1− nca)da −ca(1− nda)(1− nca)d†a (1− nca)nda cad†a
−c†a(1− nda) dac†a nca(1− nda)
 , (4.3.13)
4.3.2 Examples of Hubbard-like Hamiltonians
In this subsection we consider certain examples of the Hubbard-like models based on small algebras.
Namely, we consider the models based on the gl(2|2)⊕ gl(2) and gl(2|1)⊕ gl(2) algebras. Then we
consider the model based on the gl(1|2)⊕ gl(1|2) algebra, we consider different projectors pi and p¯i.
In the final part we discuss the applications in the AdS/CFT context. These Hamiltonians also seem
to be interesting to condensed matter physics. The following results are taken from [126], [127].(
2|2
1 ;
2|0
1
)
model. The following model is based on the gl(2|2)⊕ gl(2) algebra. The projectors piσ
and p¯iσ are chosen to be trivial: pi↑ = E11↑ , pi↓ = E
11
↓ and p¯i↑ = E
22
↑ + E
33
↑ + E
44
↑ , p¯i↓ = E
22
↓ . Hence,
the particle content of the model is such that we have only p¯i-particles on the reference state. The
Hamiltonian (4.2.24) in terms of matrix Eijp,σ is written as
Hgl(2|2)⊕gl(2) =
L
∑
x=1
( 4
∑¯
=2
{
(−1)[ ¯]E1 ¯↑ xE ¯1↑ x+1 + E ¯1↑ xE1 ¯↑ x+1
}
+
{
E12↓ xE
21
↓ x+1 + E
21
↓ xE
12
↓ x+1
}
+
+
U
4
(E11↑x −
4
∑¯
=2
E ¯ ¯↑ x)(E
11
↓x − E22↓ x)
)
, L + 1 ≡ 1 (4.3.14)
where the grading is [1] = [2] = 0 and [3] = [4] = 1.
Using the Jordan-Wigner transformation, the Hamiltonian of the model can be rewritten as
Hgl(2|2)⊕gl(2) = −HHub(c, c†,−U) +
L
∑
x=1
(c†↑ x+1c↑ x + c
†
↑ xc↑ x+1)(n
d
x↑n
d
x+1↑ − ndx↑ − ndx+1↑)
+
L
∑
x=1
(d†↑ x+1d↑ x + d
†
↑ xd↑ x+1)(n
c
x↑n
c
x+1↑ − ncx↑ − ncx+1↑)
+
L
∑
x=1
(
c†↑ x+1c↑ xd
†
↑ x+1d↑ x + c
†
↑ xc↑ x+1d
†
↑ xd↑ x+1
)
−U
4
L
∑
x=1
(1− 2ncx ↓)(1− ncx ↑)2ndx ↑, L + 1 ≡ 1 (4.3.15)
with
HHub(c, c†, U) = −
L
∑
x=1
α=↑,↓
[c†α x+1cα x + c
†
α xcα x+1] +
U
4
L
∑
x=1
(1− 2ncx ↓)(1− 2ncx ↑) . L + 1 ≡ 1 (4.3.16)
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The eigenfunctions for this Hamiltonian are made of the creator operators c†↑, d
†
↑ and c
†
↓. They
can be written in the following form and correspond to the solutions which can be found in the next
section:
Φ
(n)
N1,N2 ,N3 = ∑
~z
zk 6=zl
∑
~y
yk 6=yl
∑
~x
xi 6=xj ,yk
Ψ′(~x,~y,~z)
N1−n
∏
j=1
c†xj↑
N1+N2−n
∏
j=N1+1
d†xj↑
n
∏
k=1
c†yk↑d
†
yk↑
N3
∏
j=1
c†zj↓|0 >
= (−1)N1+N3φ[A¯] , with n = 0, ..., min(N1, N2) (4.3.17)
and A¯ = (
N1−n︷ ︸︸ ︷
4 ↑, ..., 4 ↑,
N2−n︷ ︸︸ ︷
3 ↑, ..., 3 ↑,
n︷ ︸︸ ︷
2 ↑, ..., 2 ↑,
N3︷ ︸︸ ︷
2 ↓, ..., 2 ↓) . (4.3.18)
φ[A¯] is the eigenfunction given in (5.1.10). Remark that, in addition to the particles c†↑, d
†
↑ and c
†
↓
(corresponding to 4 ↑, 3 ↑ and 2 ↓ resp.), we have a doublet c†↑d†↑ corresponding to 2 ↑. The particles
c†↑ and c
†
↓ can be identified with a (spin up and down) electron, while d
†
↑ can be viewed as a spin 0
fermion that can form bound state with the spin up electron.
The energy of the excited state Φ(n)N1,N2,N3 reads
E(n) =
U
4
(L− 2(N1 + N2 + N3 − n)) + 2
N1+N2+N3−n
∑
l=1
cos kl ,
where the parameters kl are Bethe roots defined by equations given in the next section 5.1.1 with
n = m = 2.
gl(2|1)⊕ gl(2) model. This model is based on the gl(2|1)⊕ gl(2) algebra with the trivial choice
of the projectors piσ and p¯iσ: pi↑ = E11↑ , pi↓ = E
11
↓ and p¯i↑ = E
22
↑ + E
33
↑ , p¯i↓ = E
22
↓ . Again we have only
p¯i-particles on the reference state. The Hamiltonian (4.2.24) in terms of matrices Eijp,σ is written as
Hgl(2|1)⊕gl(2) =
L
∑
x=1
(
∑
¯=2,3
{
(−1)[ ¯]E1 ¯↑ xE ¯1↑ x+1 + E ¯1↑ xE1 ¯↑ x+1
}
+
{
E12↓ xE
21
↓ x+1 + E
21
↓ xE
12
↓ x+1
}
+
+
U
4
(E11↑x − ∑
¯=2,3
E ¯ ¯↑ x)(E
11
↓x − E22↓ x)
)
, L + 1 ≡ 1 (4.3.19)
where the grading is defined by [1] = [2] = 0 and [3] = 1.
In terms of the fermionic operators the Hamiltonian of the model becomes
Hgl(2|1)⊕gl(2) = −HHub(c, c†,−U) +
L
∑
x=1
(c†↑ x+1c↑ x + c
†
↑ xc↑ x+1)(n
d
↑ xn
d
x+1↑ − nd↑ x − nd↑ x+1)
+
L
∑
x=1
(
c†↑ x+1c↑ xd
†
↑ x+1d↑ x + c
†
↑ xc↑ x+1d
†
↑ xd↑ x+1
)
−U
4
L
∑
x=1
(1− 2ncx ↓)(1− ncx ↑)nd↑ x, L + 1 ≡ 1 (4.3.20)
where HHub(c, c†, U) has been given in (4.3.16). Again, the eigenfunctions for this Hamiltonian cor-
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respond to the solutions from the next sections. They have the form
ΦN1,N2,N3 = ∑
~z
zk 6=zl
∑
~y
yk 6=yl
∑
~x
xi 6=xj ,yk
Ψ(~x,~y,~z)
N1
∏
l=1
c†xl↑
N2
∏
l=1
c†yl↑d
†
yl↑
N3
∏
l=1
c†zl↓|0 >
= (−1)N1+N3φ[A¯] , with A¯ = (
N1︷ ︸︸ ︷
3 ↑, ..., 3 ↑,
N2︷ ︸︸ ︷
2 ↑, ..., 2 ↑,
N3︷ ︸︸ ︷
2 ↓, ..., 2 ↓) (4.3.21)
φ[A¯] has been defined in (5.1.10) and the corresponding eigenvalue reads
E =
U
4
(L− 2(N1 + N2 + N3)) + 2
N1+N2+N3
∑
l=1
cos kl
with Bethe roots kl obeying the equations given in the next section 5.1.1 with n = 2, m = 1.(
1|2
1 ;
1|2
1
)
-model. The next example we consider here is
(
1|2
1 ;
1|2
1
)
-model which is based on gl(1|2)⊕
gl(1|2) superalgebra. The projectors piσ and p¯iσ are chosen such that piσ = E11σ and p¯iσ = E22σ + E33σ .
Therefore, there are only two p¯i↑ and two p¯i↓ particles. The Hamiltonian (4.2.24) in terms of matrix
Eijσ p ∈ gl(1|2) is written as
Hgl(1|2)⊕gl(1|2) =
L
∑
x=1
(
∑
¯=2,3
{
− E1 ¯↑ xE ¯1↑ x+1 + E ¯1↑ xE1 ¯↑ x+1
}
+ ∑
¯=2,3
{
− E1 ¯↓ xE ¯1↓ x+1 + E ¯1↓ xE1 ¯↓ x+1
}
+
+
U
4
(E11↑x − ∑
¯=2,3
E ¯ ¯↑ x)(E
11
↓x − ∑
¯=2,3
E ¯ ¯↓ x)
)
, L + 1 ≡ 1 (4.3.22)
Using the Jordan-Wigner transformation (4.3.13) for Eij↑ x and E
ij
↓ x matrices we obtain the Hamil-
tonian in terms of fermionic operators cx,σ and dx,σ with σ =↑, ↓:
Hgl(1|2)⊕gl(1|2) = −HHub(c, c†,−U)−HHub(d, d†,−U)−Vint(c, c†, d, d†,−U) (4.3.23)
HHub(c, c†, U) = −
L
∑
k=1
∑
σ=↑,↓
(c†kσck+1σ + c
†
k+1σckσ) +
U
4
L
∑
k=1
(1− 2nck↑)(1− 2nck↓)
(4.3.24)
under the periodicity conditions L + 1 ≡ 1. The potential term Vint(c, c†, d, d†, U) is
Vint(c, c†, d, d†, U) = −
L
∑
x=1
∑
σ=↑,↓
(
(c†xσcx+1σ + c
†
x+1σcxσ)(n
d
x,σn
d
x+1,σ − ndx,σ − ndx+1,σ)
+ (d†xσdx+1σ + d
†
x+1σdxσ)(n
c
x,σn
c
x+1,σ − ncx,σ − ncx+1,σ)
)
+
U
4
L
∑
x=1
(
(1− 2ncx↑)(1− 2ndx↑) + (1− 2ndx↑)(1− 2ncx↑)
− 2(1− ncx↑ − ndx↑)(1+ 2ncx↓ndx↓)− 2(1+ 2ncx↑ndx↑)(1− ncx↓ − ndx↓)
+ (1+ 2ncx↑n
d
x↑)(1+ 2n
c
x↓n
d
x↓)
)
(4.3.25)
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The Hamiltonian (4.3.23) can be interpreted as two periodic lines on which the electrons (de-
scribed by c, c† for the first line, and by d, d† for the second one) interact via the usual Hubbard Hami-
tonian (4.3.24), plus a term of interaction Vint between the two lines. Thus, one gets a ‘double-row’
Hubbard Hamiltonian, and considering more involved
(
n
p ;
m
q
)
-models, one can construct multileg-
Hubbards models. In this way, we construct an almost two-dimensional Hubbard model that is still
integrable. See [121] and the references therein for the information about ladder models.
The eigenfunctions for this Hamiltonian are made of creator operators c†↑,c
†
↓,d
†
↑ and d
†
↓. They can
be written in the following form and correspond to the solutions constructed in the section 5.2.2:
ΦN1,N2 ,N3 ,N4 = ∑
~x(1)
x(1)k 6=x
(1)
l
∑
~x(2)
x(2)k 6=x
(2)
l ,x
(1)
l
∑
~x(3)
x(3)i 6=x
(3)
j
∑
~x(4)
x(4)i 6=x
(4)
j ,x
(3)
l
Ψ′(~x(1),~x(2),~x(3),~x(4))
N1
∏
j=1
c†
x(1)j ↑
N2
∏
j=1
c†
x(2)j ↓
N3
∏
j=1
d†
x(3)j ↑
N4
∏
j=1
d†
x(4)j ↓
|0 >= (−1)N1+N2φ[A¯] (4.3.26)
and A¯ = (
N1︷ ︸︸ ︷
3 ↑, ..., 3 ↑,
N2︷ ︸︸ ︷
3 ↓, ..., 3 ↓,
N3︷ ︸︸ ︷
2 ↑, ..., 2 ↑
N4︷ ︸︸ ︷
2 ↓, ..., 2 ↓) . (4.3.27)
where φ[A¯] is the eigenfunction given in (5.2.15). The particles c†↑,c
†
↓, d
†
↑ and d
†
↓ correspond to 3 ↑,
3 ↓, 2 ↑ and 2 ↓ respectively. The particles c†σ and d†σ can be identified with a (spin up and down)
electrons.
The energy of the excited state ΦN1,N2,N3,N4 reads
E =
U
4
(
L− 2N
)
+ 2
N
∑
l=1
cos kl with N = N1 + N2 + N3 + N4
where the parameters kl are Bethe roots defined by the Bethe equations (5.2.1):
eik j L =
N1+N3
∏
l=1
λl + sin k j − iU/4
λl + sin k j + iU/4
N4
∏
i=1
bi , for j ∈ [1, N] (4.3.28)
bN2+N4i = 1, arg(bi) < arg(bi+1), with i ∈ [1, N4], (4.3.29)
N
∏
j=1
λl + sin k j − iU/4
λl + sin k j + iU/4
= e
2pii
N1+N3
∑
N3
i=1 n¯i
N4
∏
i=1
bi
N1+N3
∏
m=1
m 6=l
λl − λm − iU/2
λl − λm + iU/2 , (4.3.30)
with 1 ≤ n¯1 < ... < n¯N3 ≤ N1 + N3, for l ∈ [1, N1 + N3]
Another example which is based also on the gl(1|2) superalgebra is
(
1|2
2 ;
1|2
1
)
-model. Now the
projectors piσ and p¯iσ are chosen such that pi↑ = E11↑ + E
22
↑ , pi↓ = E
11
↓ and p¯i↑ = E
33
↑ , p¯i↓ = E
22
↓ + E
33
↓ .
The particle content is different from the previous case: one pi↑, one p¯i↑ particles and two p¯i↓ particles.
The Hamiltonian (4.2.24) in terms of matrix Eijp,σ ∈ gl(2|2) is written as
H′gl(1|2)⊕gl(1|2) =
L
∑
x=1
(
− ∑
=1,2
{
E3↑ xE
3
↑ x+1 + (−1)[]E
3
↑ xE
3
↑ x+1
}
+ ∑
¯=2,3
{
− E1 ¯↓ xE
¯1
↓ x+1 + E
¯1
↓ xE
1 ¯
↓ x+1
}
+
+
U
4
( ∑
=1,2
E↑ x − E33↑x)(E11↓x − ∑
¯=2,3
E ¯ ¯↓ x)
)
, L + 1 ≡ 1 (4.3.31)
73
We use the Jordan-Wigner transformation (4.3.13) for Eij↑ x and E
ij
↓ x matrices we obtain the Hamil-
tonian in terms of fermionic operators cx,σ and dx,σ with σ =↑, ↓:
H′gl(1|2)⊕gl(1|2) = −HHub(c, c†,−U) +
L
∑
x=1
(
d†x↓dx+1↓ + d
†
x+1↓dx↓
)
−V ′int(c, c†, d, d†,−U) (4.3.32)
with
V′int(c, c
†, d, d†, U) = −
L
∑
x=1
∑
σ=↑,↓
(
(c†xσcx+1σ + c
†
x+1σcxσ)(n
d
x,σn
d
x+1,σ − ndx,σ − ndx+1,σ)
)
+
L
∑
x=1
(
(d†x↓dx+1↓ + d
†
x+1↓dx↓)(n
c
x,↓n
c
x+1,↓ − ncx,↓ − ncx+1,↓)
)
+
L
∑
x=1
(
c†x↑cx+1↑d
†
x+1↑dx↑ + c
†
x+1↑cx↑d
†
x↑dx+1↑
)
+
U
4
L
∑
x=1
(
2ncx↑n
d
x↑(1− 2ncx↓)− 2ndx↓(1− 2ncx↑)(1− 2ncx↓)− 4ncx↑ndx↑ndx↓(1− 2ncx↓)
)
(4.3.33)
We will not write the Bethe equations and the form of the eigenvectors in this case.
Comparison with AdS/CFT
The (energy) spectrum of the (usual) Hubbard model has been shown [75] to reproduce correctly the
spectrum of the dilation operator in the su(2) subsector up to three loops. The perturbation theory
is done at g → 0 on the SYM-side, while it is done at U → ∞ on the Hubbard’s side. Starting at
fourth loop, the corrections [77] differ with the Hubbard model. The Bethe equations (for the su(2)
subsector) read(
x(uk + i2 )
x(uk − i2 )
)L
=
M
∏
j=1
j 6=k
uk − uj + i
uk − uj − i e
iθ(uk ,uj) with
uj =
1
2 cotan(
1
2 pj)
x(u) = u2
(
1+
√
1− 2g2u2
)
(4.3.34)
where θ(uk, uj) is the so-called dressing phase mention in (3.5.1).
In the Bethe equations of
(
n
p ;
m
q
)
-models as we will see in the next section (5.2.13), a phase occurs,
that depends on some Bethe parameters. Unfortunately, for the present models, the Bethe parameters
involved in the phase seem not to be of the type uj. However, we believe that the present construction
could be a first step for the construction of an integrable model possessing such a dependence. In
the context of super Yang-Mills theories, one should stick to the single circle interpretation, with
electrons possessing some internal degrees of freedom. Then, to get a true su(2) model, one would
have to integrate over the internal degrees of freedom, to get an effective model.
To be more appealing, we reformulate the Bethe equations (4.3.28)-(4.3.30) with the notation and
half-filling constraints:
U = −
√
2
g
; λ` = − u`√
2g
; N = N1 + N2 + N3 + N4 = L ; N1 + N3 = M (4.3.35)
74
Forgetting for a while the state multiplicity, eq. (4.3.29), we also set
N4
∏
i=1
bi = e
2ipi
L−M θ24 and e
2pii
N1+N3
∑
N3
i=1 n¯i = e
2ipi
M θ13 (4.3.36)
Then, we get:
eik j L = e
2ipi
L−M θ24
M
∏
`=1
u` − g
√
2 sin k j − i2
u` − g
√
2 sin k j + i2
for j = 1, . . . , L (4.3.37)
L
∏
j=1
ul − g
√
2 sin k j − i2
ul − g
√
2 sin k j + i2
= e
2ipi
M θ13+
2ipi
L−M θ24
M
∏
m=1
m 6=l
ul − um − i
ul − um + i for l = 1, .., M (4.3.38)
The first equation can be used to determine the the Bethe roots k j, while the second one has to be
compared with (4.3.34).
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Chapter 5
Coordinate Bethe ansatz solution of
Hubbard-like models
In this chapter we discuss the Coordinate Bethe Ansatz solution of the generalized Hubbard models
introduced in (4.2). In the section (5.1) we present the solution of gl(n|m)⊕ gl(2) model, [126]. We
review, then, several examples of these models based on the gl(2|2)⊕ gl(2) and gl(2|1)⊕ gl(2) alge-
bras. We write the Hamiltonians in terms of the fermionic operators. The section (5.2) is devoted to
the solution of gl(n)⊕ gl(m) models. The thermodynamic limit of the Bethe equations and examples
of physical Hamiltonians are considered in next subsections. The results of these sections are taken
from [127]. This chapter consists of the personal contribution.
The generalizations of the Hubbard model based on the su(N) algebras, [115], [116], or model
introduced in (4.2) based on the superalgebras, were introduced several time ago. The solution of the
Hubbard model was done firstly by E.H.Lieb and F.Y.Wu by the Coordinate Bethe Ansatz, then by
M.Martins and P.B.Ramos using the Algebraic Bethe Ansatz. However, the solution of these general-
ized Hubbard models, supersymmetric or not supersymmetric, was not done since the introduction1.
One of the obstacles is that the spin chain appearing in the auxiliary problem contains the permuta-
tion between particles with the same spin. Thus, the Algebraic Bethe Ansatz seems not to work in
this case. In the Coordinate Bethe Ansatz, however, it is possible to deal with this obstacle.
In the construction of the generalized Hubbard models (4.2), it was shown that one can use dif-
ferent algebras for the spin up chain and the spin down chain. Therefore, at the first step one can
consider the models based on the gl(n|m)↑ ⊕ gl(2)↓ algebras. Here we explicitly show that the spin
up chain contains n+m− 1 particles and the reference state. The spin down chain is similar to the
Hubbard model, there is only one spin down particle. In this model, the auxiliary problem is simplier
than the general case due to the fact that the permutation arises only in the next level of the auxiliary
problem. Hence, we firstly consider this kind of models and we show how to use the Coordinate
Bethe Ansatz for the auxiliary problem. Next we deal with the general case of the gl(n) ⊕ gl(m)
Hubbard models with pi-particles.
5.1 gl(n|m)⊕ gl(2) model
In this section we show how to generalize the Coordinate Bethe Ansatz for the gl(n|m)⊕ gl(2) Hub-
bard model from (4.2). This model is an example before considering more general cases, however the
1There are papers on the solution of the su(N) generalized Hubbard models, [117], but the obtained results
seem not to be correct.
76
technique we use in this case can be borrowed for subcases of the general gl(n)⊕ gl(n) model. We
point out that here we do not have the pi-particles introduced in (4.2).
We briefy outline the strategy of the Coordinate Bethe Ansatz for the generalized gl(n|m)⊕ gl(2)
Hubbard model. The model consists of n + m − 1 spin up and one spin down excitations on the
reference state. The first level of the Coordinate Bethe Ansatz is almost similar to the one used in
the solution of the Hubbard model (3.3.1). Apparently, the modifications arise in the structure of the
S-matrix. The auxiliary problem is presented by the Hamiltonians composed of the product of the
S-matrices. We proceed to solve the auxiliary problem using again the Coordinate Bethe Ansatz. This
method in application to the auxiliary problem of the Hubbard model is described in the lectures on
the Hubbard model by B.Sutherland in [122]. We show that it can be generalized to the auxiliary
problem of the gl(n|m)⊕ gl(2) Hubbard model and finally we arrive to the third level of the nested
Coordinate Bethe Ansatz which is represented by the auxiliary problem, level 3. The Hamiltonian of
the latter appears to be a product of permutation operators, what can be solved easily.
In the next subsection we present the model and write the Bethe equations with the spectrum of
the Hamiltonian. Then, we present the Coordinate Bethe Ansatz in the following subsection.
5.1.1 Results for gl(n|m)⊕ gl(2) model
The Hamiltonian of the gl(n|m)↑ ⊕ gl(2)↓ or
(
n|m
1 ;
2
1
)
Hubbard model is given by the expression
Hgl(n|m)⊕gl(2) =
L
∑
x=1
[
(ΣP)↑ x,x+1 + (ΣP)↓ x,x+1
]
+
U
4
L
∑
x=1
(
C↑ xC↓ x
)
, L + 1 ≡ 1 (5.1.1)
with the notation:
(ΣP)↑ x,x+1 =
n+m
∑
a=2
(
Ea1↑ xE
1a
↑ x+1 + (−1)[a]E1a↑ xEa1↑ x+1
)
(5.1.2)
(ΣP)↓ x,x+1 = E12↓ xE
21
↓ x+1 + E
21
↓ xE
12
↓ x+1 (5.1.3)
C↑ x = E11↑ x −
n+m
∑
a=2
Eaa↑ x ; C↓ x = E
11
↓ x − E22↓ x (5.1.4)
and we use the grading given by [1] = ...[n] = 0 and [n+ 1] = ...[n+m] = 1.
The Bethe equations of the model gl(n|m)⊕ gl(2) can be written down as
eik j L = (−1)K+N+1
K
∏
m=1
i sin k j + iam + U4
i sin k j + iam − U4
, j = 1, . . . , N (5.1.5)
(−1)N
N
∏
j=1
i sin k j + iam + U4
i sin k j + iam − U4
= Λ(~n(3))
K
∏
l=1
l 6=m
iam − ial + U2
iam − ial − U2
, m = 1, . . . , K (5.1.6)
Λ(~n(3)) = exp
(
2ipi
K
|~n(3)|
)
, |~n(3)| =
M
∑
i=1
n(3)i
0 ≤ M ≤ K and 1 ≤ n(3)1 < n(3)2 < ... < n(3)M ≤ K (5.1.7)
where L is the number of sites considered in the Hubbard-like model, N is the total number of e2↓,e2↑,
e3↑,...,e(n+m)↑ "particles". K counts the total number of excitations from e2↑ to e(n+m)↑ and finaly M
numbers the e3↑,...,e(n+m)↑ particles.
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There are Bethe parameters n(k)i , 3 < k ≤ m+ n, for each particle ek↑, but they do not show up
in the Bethe equations. In the section (5.2.4), it is shown more precisely how all these remaining
parameters (that are quantized) appear in the Bethe ansatz construction.
The energies associated to these states are given by
E =
U
4
(L− 2N) + 2
N
∑
j=1
cos k j (5.1.8)
and their momentum reads
p =
N
∑
j=1
k j . (5.1.9)
Let us note that the Bethe equations for gl(n|m)⊕ gl(2) are very close to the ones obtained for the
Hubbard model (3.3.119).
5.1.2 CBA for gl(n|m)⊕ gl(2) models
We solve this model via the Coordinate Bethe Ansatz. In this model we have n + m + 2 types of
different ’particles’ denoted by e1↑, e2↑, ..., e(n+m)↑ and e1↓, e2↓. We choose the vacuum as
φ0 =
L
∏
x=1
e1↑x e
1↓
x .
The excitations above the vacuum state are given by
φ[A] = ∑
x∈[1,L]
Ψ[x, A]eA1x1 ...e
AN
xN φ0 (5.1.10)
with indices Aj ∈ {2 ↑, 3 ↑, ..., (n+ m) ↑, 2 ↓} corresponding to vectors e2↑, e3↑,...,e(n+m)↑, e2↓. We
assume that we have the numbers N↑2, N↑3, ...,N↑n+m, N↓2 of e2↑, e3↑, ..., e(n+m)↑, e2↓ particles respec-
tively. The sum over x is again considered without points where two "particles" with the same spin
are on the same site. N describes the number of all excitations and goes from 1 to L. In (5.1.10), the
sites carrying vectors e1↑j e
1↓
j , not associated to any excitation, have been omitted.
Now we assume the Bethe ansatz for Ψ(x) and follow the steps detailed in section (3.3). We divide
the coordinate space (x1, x2, .., xN) into N! sectors. For xQ(1) < xQ(2) < .. < xQ(N), we have
ΨQ(x) =∑
P
(−1)[sg(Q)]Φ(P, QP−1)eiPk·Qx (5.1.11)
where P = [P(1), P(2), .., P(N)] and Q = [Q(1), Q(2), .., Q(N)] are two permutations of the inte-
gers 1, 2, .., N and Pk · Qx = ∑i kP(i)xQ(i). The symbol (−1)[sg(Q)] stands for the signature of the Q-
permutation when restricted to fermionic particles e(n+1)↑,...,e(n+m)↑. For instance, we have the prop-
erty (valid for any permutation Q and any permutation Πii+1): (−1)[sg(QΠii+1)] = (−1)[sg(Q)]+[Ai ][Ai+1].
We recall that Ψ(x) and accordingly Φ(P, QP−1) both depend on the type of excitations A.
The first level of the Coordinate Bethe Ansatz almost repeats all basic steps of the one of the Hub-
bard model, (3.3.1). The difference between both models is in the S-matrix. However, the procedure
of the derivation of the S-matrix is practically the same. We will not repeat it here. One should also
take into account that only the fermionic particles of spin up and spin down are considered in the
Hubbard model. Whereas in this case we have bosons and fermions with spin up and only bosons
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with spin down. The difference of these cases arises in the coefficients r12 and t12 of the S-matrix. For
more details we suggest to see (3.3.1).
We gather all the coefficients Φ[P, QP−1, A] in a vector
Φˆ(P) ≡ ∑
Q,A
Φ[P, QP−1, A]
N
∏
i=1
e
AQ(i)
i
where the sum is done over all possible types A and all corresponding sectors Q. A vector ∏Ni=1 e
AQ(i)
i
represents one state of N possible excitations and belongs to V1 ⊗ ...⊗VN (where V = span{2 ↓; 2 ↑
; 3 ↑; 4 ↑; ...; (n+m) ↑}). The order in the vector is chosen such that, for Q = id, the vector ∏Ni=1 eAii is
N
∏
i=1
eAii ≡
N↑2︷ ︸︸ ︷
e2↑ ⊗ ...⊗ e2↑⊗...⊗
N↑n+m︷ ︸︸ ︷
en+m↑ ⊗ ...⊗ en+m↑⊗
N↓2︷ ︸︸ ︷
e2↓ ⊗ ...⊗ e2↓ (5.1.12)
In the case of two particles (N = 2) we can introduce the S-matrix:
Φˆ(Π12P) = S
(1)
12 (λ1 − λ2)Φˆ(P) .
Here, S(1)12 (λ1 − λ2) ≡ S(1)12 acts on elementary vectors eA1 ⊗ eA2 as
S(1)12 e
A1 ⊗ eA2 = −eA2 ⊗ eA1 , for A1, A2 = 2 ↑, ..., (n+m) ↑ or both 2 ↓ (5.1.13)
S(1)12 e
A1 ⊗ eA2 = t12 eA1 ⊗ eA2 + r12 eA2 ⊗ eA1 , (5.1.14)
for A1(2) = 2 ↑, ..., (n+m) ↑, A2(1) = 2 ↓
where
t12 =
2i(λ1 − λ2)
U + 2i(λ1 − λ2) , r12 =
−U
U + 2i(λ1 − λ2) , λi = sin ki (5.1.15)
For an arbitrary number of excitation N we have
Φˆ(ΠabP) = S
(1)
ab (λa − λb) Φˆ(P),
where the matrix S(1)ab acts non-trivially only on Va ⊗ Vb vector spaces. It can be shown that the
S-matrix S(1)ab satisfies the Yang-Baxter equation. In the special point λa = λb, the S-matrix is propor-
tional to the permutation operator: S(1)ab (0) = −Pab.
The periodic boundary condition on the function Ψ(x) writes as
ΨQC(x + eQ(1)L) = ΨQ(x) with C = ΠN1...ΠNN−1
and it leads to the auxiliary problem:
hjΦˆ(id) = eik j LΦˆ(id), with hj = S
(1)
j+1j...S
(1)
Nj S
(1)
1j ...S
(1)
j−1j j = 1, . . . , N . (5.1.16)
We already mentioned that the S-matrix satisfies the Yang-Baxter equation. Due to this, it is
possible to show that the auxiliary Hamiltonians hj mutually commute.
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Auxiliary problem, level 2
In the section (3.3) devoted to the solution of the Hubbard model we used the Algebraic Bethe Ansatz
in order to solve the auxiliary problem (3.3.72). In this case we will use the Coordinate Bethe Ansatz
to diagonalize the auxiliary Hamiltonian hj:
hj = S
(1)
j+1j...S
(1)
Nj S
(1)
1j ...S
(1)
j−1j (5.1.17)
Firstly, we transform slightly the S-matrix S(1)12 → −S(1)12 ≡ S12 to simplify the calculations. At
this step we have n+ m types of different excitations: e2↓, e2↑, e3↑, . . . , e(n+m)↑. Choosing the "new"
vacuum as
φ
(1)
0 =
N
∏
k=1
e2↓k , (5.1.18)
the state of K excitations of any type is written as
φ(1)[A¯] = ∑
x∈[1,N]
Ψ(1)(x, A¯)
K
∏
i=1
eAixi φ
(1)
0 (5.1.19)
where the sum is done over all coordinates xi without coinciding points xi = xk for any i, k (exclu-
sion principle). A¯ is a vector (A1, .., AK) with Ai = 2 ↑, 3 ↑, ..., (n+m) ↑ (corresponding to e2↑, e3↑
...e(n+m)↑). Again, sites carrying e2↓ (no excitation) have been omitted in (5.1.19).
The Bethe ansatz for the coefficients Ψ(x, A¯), in the sector xQ(1) < xQ(2) < ... < xQ(K) where
Q = [Q(1), ..., Q(K)] is the permutation of the integers 1, 2, ..., K, is given by
ΨQ(x, A¯) =∑
P
ΦA¯(P, QP
−1)
K
∏
i=1
fxQ(i)(aP(i)) . (5.1.20)
where fx(a) is the one-particle solution (for any type of excitation A) with rapidity a:
fx(a) =
x−1
∏
m=1
(
− iλm + ia +
U
4
iλm+1 + ia− U4
)
. (5.1.21)
The eigenvalue corresponding to this state φ(A¯) takes the form
Λj = σj(a1)...σj(aK) (5.1.22)
where σj(a) is the eigenvalue of the one-particle solution
σj(a) = −
iλj + ia + U4
iλj + ia− U4
. (5.1.23)
How to obtain the one-particle function fx(a). The idea is similar as in the first level of the Coordinate
Bethe Ansatz. One should take the case K = 1 and apply the auxiliary Hamiltonian hj on the function
(5.1.19). The application of the whole Hamiltonian hj on the one-particle function can be calculated
recursively. We can define a recursive Hamiltonian as
Sj−k,j . . . Sj−1,jφ(1)[A¯] ≡ ∑
x∈[1,N]
Hˆ(k)j ΨQ[x, A¯]
K
∏
n=1
eAnxn φ
(1)
0 (5.1.24)
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There are the recursive relations between the coefficients Hˆ(k)j ΨQ[x, A¯] and Hˆ
(k−1)
j ΨQ[x, A¯] which
can be found easily using the S-matrix relations (5.1.13),(5.1.14):
Hˆ(k)j ΨQ[x; A¯] = Hˆ
(k−1)
j ΨQ[x; A¯], for x 6= j, j− k (5.1.25)
Hˆ(k)j ΨQ[x
′,
xn↓
j ; A¯] = −tj−k,jHˆ(k−1)j ΨQ[x′,
xn↓
j ; A¯]− rj−k,jHˆ(k−1)j ΨQ[x′,
xn↓
j− k; A¯],
(5.1.26)
Hˆ(k)j ΨQ[x
′,
xn↓
j− k; A¯] = −tj−k,jHˆ(k−1)j ΨQ[x′,
xn↓
j− k; A¯]− rj−k,jHˆ(k−1)j ΨQ[x′,
xn↓
j ; A¯]
(5.1.27)
Hˆ(k)j ΨQ[x
′,
xn↓
j ,
xm↓
j− k; A¯] = Hˆ(k−1)j ΨQ[x′,
xn↓
j− k,
xm↓
j ; A¯]
(5.1.28)
where the notation x′,
xn↓
j means that among all x = (x1, ..., xK) there is xn = j and the rest is not equal
to j nor j− k. Similarly, the notation x′,
xn↓
j ,
xm↓
j− k means that among all x = (x1, ..., xK) there are xn = j
and xm = j− k. The rest is not equal to j nor j− k.
In the case K = 1, ΨQ[x; A¯] = fx(a), one can solve these relations and find the function fx(a). The
parameter a is a Bethe parameter. We point out that for all Ai = 2 ↑, ..., n+m ↑ there is one commun
eigenfunction. We will see in the next section that it is not the case for the gl(n)⊕ gl(m) Hubbard-like
models. Thus, the recursive relations for K = 1 are
Hˆ(k)j f j(a) = −tj−k,jHˆ(k−1)j f j(a)− rj−k,jHˆ(k−1)j f j−k(a) (5.1.29)
Hˆ(k)j f j−k(a) = −tj−k,jHˆ(k−1)j f j−k(a)− rj−k,jHˆ(k−1)j f j(a) = σj f j−k(a) (5.1.30)
by the last equality we impose that for any k the function fx(λ) have the eigenvalue σj.
The second equation can be solved expressing Hˆ(k−1)j f j(a) and using the fact that Hˆ
(k−1)
j f j−k(λ) =
f j−k(λ):
Hˆ(k−1)j f j(a) = −
(σj + tj−k,j) f j−k(a)
rj−k,j
(5.1.31)
and k→ k + 1 we obtain
Hˆ(k)j f j(a) = −
(σj + tj−k−1,j) f j−k−1(a)
rj−k−1,j
(5.1.32)
Then we can insert these results in (5.1.29) and we find
− (σj + tj−k−1,j) f j−k−1(a)
rj−k−1,j
= tj−k,j
(σj + tj−k,j) f j−k(a)
rj−k,j
− rj−k,j f j−k(a)
what can be solved using (5.1.15) as
f j−k−1
f j−k
= −
(
(σj + tj−k,j)tj−k,j − r2j−k,j
)
rj−k−1,j
(σj + tj−k−1,j)rj−k,j
= − i sin k j−k + ia−
U
4
i sin k j−k−1 + ia + U4
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where we introduce a Bethe root a as
σj(a) = −
i sin(k j) + ia + U4
i sin(k j) + ia− U4
Thus, finally, we obtain the solution for one-excitation function fx(a):
fx(a) =
x−1
∏
m=1
(
− i sin km + ia +
U
4
i sin km+1 + ia− U4
)
with the eigenvalue σj(a) defined above.
We write several convinient formulae which are useful in the following description:
Hˆ(N−1)j fx(a) = σj(a) fx(a), for x 6= j (5.1.33)
Hˆ(N−1)j f j(a) =
N
∏
l=1,l 6=j
σ−1l (a) f j(a) (5.1.34)
Two-particle and K-particle eigenfunction and eigenvalue. In the case K = 2 the eigenfunction is given
by the Bethe ansatz (5.1.20). The coefficients ΦA¯(P, QP−1) gives the information about the scattering
of the particles.
Firstly, we impose the relation for the indentical particles: let Ai = Aj, thenΨQ[x; A¯] = ΨQΠij [Πijx; A¯]
and it implies
ΦA¯(PΠij, QP−1)
ΦA¯(P, QP−1)
= 1 (5.1.35)
for any i, j = 1, ..., K. Furthermore, the action of the recursive Hamiltonian Hˆ(k)j allows to determine
additional ratios between the coefficients ΦA¯(P, QP−1).
Let us consider two non-identical particles and we want to calculate the coefficient Hˆ(k)j ΨQ[x1, x2; A¯]
for any x = (x1, x2). If x1 is ’out of reach’ of the recursive Hamiltonian, i.e. x1 < j− k and x2 is such
that j− k ≤ x2 ≤ j then two-particle function is effectively like one-particle function. Hence we have
Hˆ(k)j ΨQ[x1, x2; A¯] =∑
P
ΦA¯(P, QP
−1) ∏
i=1,2
Hˆ(k)j fxQ(i)(aP(i)) (5.1.36)
The functions Hˆ(k)j fxi(aP(i)) are such that: Hˆ
(k)
j fx1(aP(1)) = fx1(aP(1)) and
Hˆ(k)j fx2(aP(2)) = σj(aP(2)) fx2(aP(2)) (5.1.37)
for x2 6= j and
Hˆ(k)j fx2(aP(2)) = σ
−1
j−1(aP(2))...σ
−1
j−k(aP(2)) fx2(aP(2)) (5.1.38)
for x2 = j.
When the recursive Hamiltonian Hˆ(k)j acts on two particles, we use the relations (5.1.28):
Hˆ(k)j ΨQ[
x1↓
j ,
x2↓
j− k; A¯] = Hˆ(k−1)j ΨQ′ [j− k, j; A¯] =∑
P
ΦA¯(P, Q
′P−1) ∏
i=1,2
Hˆ(k−1)j fxQ′(i)(aP(i)),
where Q′ = QΠ12.
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We assume that (5.1.36) is valable for j− k ≤ x1, x2 < j:
Hˆ(k)j ΨQ[x1, x2; A¯] ≡∑
P
ΦA¯(P, QP
−1) ∏
i=1,2
Hˆ(k)j fxQ(i)(aP(i)) (5.1.39)
This hypothesis seems natural if we want to have the eigenvalue to be the product of the one-
particle eigenvalues, i.e. (5.1.22). We point out that the point xi = j is not included in the hypothesis
and we need to determine it separately. On the one hand, we make an assumption of the form of the
coefficient Hˆ(k)j ΨQ[x1, x2; A¯], on the other hand, we can calculate it recursively. Therefore, it leads to
the relations between the coefficients ΦA¯(P, QP−1).
Let us continue to work with the coefficient Hˆ(k)j ΨQ[
x1↓
j ,
x2↓
j− k; A¯]. We can see from the above re-
lation that it can not be reduced to the form depending on Hˆ(k)j fxQ(i)(aP(i)). Indeed, the relations on
the functions fx(a) (5.1.29) are not sufficient to write the coefficient Hˆ
(k)
j ΨQ[j, j − k; A¯] proportional
to ∑P < ... > ∏i=1,2 Hˆ
(k)
j fxQ(i)(aP(i)). Nevertheless, we can determine this coefficient from another
point. The coefficient Hˆ(k+1)j ΨQ′ [j− k− 1, j− k; A¯] with Q′ = QΠ12 can be expanded due to (5.1.26)
as
Hˆ(k+1)j ΨQ′ [j− k− 1, j− k; A¯] = −tj−k−1,jHˆ(k)j ΨQ′ [j− k− 1, j− k; A¯]− rj−k−1,jHˆ(k+1)j ΨQ[j, j− k; A¯]
(5.1.40)
The coefficient Hˆ(k)j ΨQ′ [j− k− 1, j− k; A¯] is determined by (5.1.36) with the terms ΦA¯(P, Q′P−1) and
the initial coefficient Hˆ(k+1)j ΨQ′ [j− k − 1, j− k; A¯] is determined by the hypothesis (5.1.39) with the
terms ΦA¯(P, Q′P−1), thus we see that it is possible to satisfy the relation if we impose Hˆ
(k+1)
j ΨQ[j, j−
k; A¯] to be
Hˆ(k)j ΨQ[
x1↓
j ,
x2↓
j− k; A¯] ≡∑
P
ΦA¯(P, QΠ12P
−1) ∏
i=1,2
Hˆ(k)j fxQΠ12(i)(aP(i))
This relation can be compared with (5.1.39). It leads to the relations between ΦA¯(P, QP−1):
∑
P
ΦA¯(P, QΠ12P
−1)(Hˆ(k)j f j(aP(1))Hˆ
(k)
j f j−k(aP(2))− Hˆ(k−1)j f j−k(aP(1))Hˆ(k−1)j f j(aP(2)) = 0 (5.1.41)
which can be solved expressing the ratio ΦA¯(P, QP−1)/ΦA¯(PΠ12, Q(PΠ12)−1):
ΦA¯(P, QP−1)
ΦA¯(PΠ12, Q(PΠ12)−1)
=
iaP(1) − iaP(2) +U/2
iaP(1) − iaP(2) −U/2
(5.1.42)
The same result can be found for any K number of excitation: for i = 1, ..., K
ΦA¯(P, QP−1)
ΦA¯(PΠii+1, Q(PΠii+1)−1)
=
iaP(i) − iaP(i+1) +U/2
iaP(i) − iaP(i+1) −U/2
(5.1.43)
The coefficient Hˆ(k)j ΨQ[x
′, j; A¯] is defined by similar expression. Let us suppose that xQ(1) up to a
certain xQ(K−n−1) are strictly less than j − k, i.e they are ’spectators’ and are ’out of reach’ of the
recursive Hamiltonian, and xQ(K−n) up to xQ(K) = j are, thus, in the sector between j− k and j. Then,
we have
Hˆ(k)j ΨQ[x
′, j; A¯] ≡∑
P
ΦA¯(P, Q
′P−1)
K
∏
i=1
Hˆ(k)j fxQ′(i)(aP(i)) (5.1.44)
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where Q′ is such that: Q′ = QΠK−nK...ΠK−1K. The product is ordered as following:
K
∏
i=1
Hˆ(k)j fxQ′(i)(aP(i)) =
spectators︷ ︸︸ ︷
fxQ(1)(aP(1))... fxQ(K−n−1)(aP(K−n−1)) f j(aP(K−n)) fxQ(K−n)(aP(K−n+1))... fxQ(K−1)(aP(K))
(5.1.45)
The eigenvalue can be calculated considering the coefficient Hˆ(N−1)j ΨQ[x; A¯] for x 6= j and the
hypothesis (5.1.39). Hence, we obtain
Hˆ(N−1)j ΨQ[x; A¯] = ΛjΨQ[x; A¯] =
K
∏
i=1
σj(ai)ΨQ[x; A¯] (5.1.46)
The periodic boundary conditions are already satisfied if we consider the coefficient Hˆ(N−1)j
ΨQ[x′, j; A¯] = ΛjΨQ[x′, j; A¯]. Using the expressions (5.1.44) and (5.1.45) for k = N − 1 (recursive
Hamiltonian acts on the whole chain, hence there are no ’spectators’) and skipping the calculations
we obtain
ΦA¯(PCK , QP
−1) =
N
∏
i=1
σi(aP(1))ΦA¯(P, QP
−1) (5.1.47)
where CK is a cyclic permutation given by CK = ΠK1...ΠKK−1
The S-matrix. Next we gather all the coefficients Φ(P, QP−1, A¯) in a vector
Φˆ(P) ≡ ∑
Q,A
Φ(P, QP−1, A)
K
∏
i=1
e
AQ(i)
i (5.1.48)
where the sum is over all types of excitations and all corresponding sectors. The vector ∏Ki=1 e
AQ(i)
i
belongs to V1 ⊗ ...⊗ VK (where V = span{e2↑; e3↑; ...; e(n+m)↑}) and represents one combination of K
excitations.
When we apply the Hamiltonian (5.1.16) on the excited state φ(A¯), there are two types of condi-
tions imposed on the coefficients Φˆ(P): (5.1.43) and (5.1.47). From the first condition, in the case of
two "particles" (K = 2), we can introduce a S-matrix corresponding to this auxiliary problem. The
second type of conditions implies the periodicity condition. The S-matrix is defined by
Φˆ(Π12P) = S
(2)
12 (a1 − a2)Φˆ(P) (5.1.49)
with
S(2)12 (a1 − a2) = α12P12, and α12 =
ia1 − ia2 + u2
ia1 − ia2 − u2
. (5.1.50)
For an arbitrary number K of excitations we have
Φˆ(ΠijP) = S
(2)
ij (ai − aj)Φˆ(P), (5.1.51)
where p−1(j) − p−1(i) = 1 and the permutation S(2)ij (ai − aj) acts non-trivially only on the tensor
product Vi⊗Vj. The matrix S(2)ij (ai− aj) satisfies the Yang–Baxter equation since it is the permutation
matrix.
The periodic boundary conditions on Φˆ(P) can be written in the following form:
S(2)m+1m...S
(2)
KmS
(2)
1m ...S
(2)
m−1mΦˆ(id) =
N
∏
k=1
σk(am)Φˆ(id) for m = 1, ..., K , (5.1.52)
where the S-matrix arguments were omitted for simplicity.
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Permutation problem, level 3
Thus, we arrive to the third step of nested coordinate Bethe ansatz. We briefly recall the procedure:
i) The eigenvector of the gl(n|m)⊕ gl(2) Hubbard-like Hamiltonian is given by the ansatz (5.1.10).
The periodicity conditions lead to the auxiliary problem, (5.1.2). ii) We diagonalize the auxiliary
Hamiltonian. The periodic boundary conditions, similarly, lead us to another auxiliary problem,
level 3.
Here, we have the auxiliary problem with the particle content: e2↑, e3↑, ... ,e(n+m)↑. The Hamilto-
nian Γ is represented by a cyclic permutation, thus is independent from j.
Γ φ = Pj+1j...PKjP1j...Pj−1j φ = Λφ . (5.1.53)
The eigenvalues of the cyclic permutation is set of phases depending on the size of the chain
K: exp(2ipin/K). However, one variable n is not enough to characterize completely the eigenvector
φ. In the section (5.2.4) we show how to solve such auxiliary problem in general case and get the
complete set of the eigenfunctions.
On this point we finish the description of the Coordinate Bethe Ansatz. The results: the Bethe
equations, the spectrum are presented in the begining of the section, (5.1.1).
5.2 gl(n)⊕ gl(m) model
In the chapter (4.2) the generalized Hubbard Hamiltonians (4.2.24) based on gl(n|m)↑ ⊕ gl(n′|m′)↓
superalgebra or
(
n|m
p ;
n′|m′
q
)
-model were obtained using the R-matrix formalism. There are two pa-
rameters p and q which give the number of types of piσ particles involved in the model.
In this section we present the solution of the subcase of such models:
(
n
p ;
m
q
)
-model. At first we
write the results for the model: the Bethe equations, the energy of the Hamiltonian. Then, in the
following subsections, we describe the Coordinate Bethe ansatz method. This description is more
general than we presented in the previous section (5.1). We finish this section by considering the
thermodynamic limit of the obtained Bethe equations.
As for the supersymmetric
(
n|m
p ;
n′|m′
q
)
-models. We remark that the ansatz solution for the wave-
function can be suggested from the ansatz of
(
n
p ;
m
q
)
-models with a factor correponding to the
fermions as in (5.1.11) for the
(
n|m
1 ;
2
1
)
-models.
5.2.1 Results for gl(n)⊕ gl(m) model
The Hamiltonian of
(
n
p ;
m
q
)
-model writes as
H =
L
∑
x=1
∑
σ=↑,↓
∑
i∈Nσ
j∈N σ
(
Eijσ xE
ji
σ x+1 + E
ji
σ xE
ij
σ x+1
)
+
U
4
L
∑
x=1
(1− 2 ∑
j∈N ↑
Ejj↑ x)(1− 2 ∑
j∈N ↓
Ejj↓ x), L + 1 ≡ 1 (5.2.1)
with the sets Nσ, N σ are defined as
N↑ = {1, 2, ..., p} , N ↑ = {p+ 1, ..., n} and N↓ = {1, 2, ..., q} , N ↓ = {q+ 1, ...,m} . (5.2.2)
The derivation of the Bethe Ansatz equations of the model is based on the use of the Coordi-
nate Bethe Ansatz. The diagonalization of the Hamiltonian (5.2.1), which involves n+ m types of
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particles, is done in two main steps. The Hamiltonian eigenfunctions are written as linear combina-
tions of plane waves, whose coefficients are found to be solutions of a new eigenvalue problem, the
Hamiltonian of which shows up as a chain of S-matrices. This is the first auxiliary problem.
In order to diagonalize this auxiliary Hamiltonian, the corresponding wavefunction is decom-
posed as excitations above a suitably chosen pseudo-vacuum with some coefficients. Using a recur-
sive representation of the auxiliary Hamiltonian, recursive relations between these coefficients can be
found. The resolution of these relations depend on the effective structure of the Bethe roots, since the
choice of the pseudo-vacuum breaks the symmetry between spin up and spin down particles. The
different cases are then considered.
Bethe equations. We write immediately the main result for these models (5.2.1), namely the Bethe
Ansatz Equations. The details of the computation are presented in the following.
The spectrum of the generalized
(
n
p ;
m
q
)
-Hubbard model is
E =
U
4
(L− 2Np¯i) + 2 ∑
l∈Mp¯i↑∪Mp¯i↓
cos(kl) (5.2.3)
where the Bethe roots ki are parameters solution of the Bethe Ansatz equations (see below) and L is
the number of sites. To present them, we introduce integers 0 ≤ K ≤ N ≤ L, N↑pi , N↑p¯i , N↓pi , N↓p¯i ≥ 0
such that K = N↑pi + N↑p¯i + N↓pi + N↓p¯i, and sets of integers
Mpi↑ = {1, . . . , N↑pi} , Mp¯i↑ = {N↑pi + 1, . . . , N↑pi + N↑p¯i} , (5.2.4)
Mpi↓ = {N↑pi + N↑p¯i + 1, . . . , N↑pi + N↑p¯i + N↓pi} , (5.2.5)
Mp¯i↓ = {N↑pi + N↑p¯i + N↓pi + 1, . . . , K}, (5.2.6)
A = Api↑ ∪Api↓ = {a1, a2, . . . , aN↑pi} ∪ {aN↑pi+N↑p¯i+1, aN↑pi+N↑p¯i+2, . . . , aN↑pi+N↑p¯i+N↓pi} (5.2.7)
The integers aj are such that ai 6= aj for i ∈ Mpi↑, j ∈ Mpi↓ and
1 ≤ a1 < a2 < ... < aN↑pi ≤ N , 1 ≤ aN↑pi+N↑p¯i+1 < ... < aN↑pi+N↑p¯i+N↓pi ≤ N (5.2.8)
Then, Bethe Ansatz equations are
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eik j(L−N↑p¯i) = (−1)N↑pi−1e2pii
m↑pi
N↑pi , m↑pi = 1, ..., N↑pi for j ∈ Api↑, (5.2.9)
eik j(L−N↓p¯i−N↓m) = (−1)N↓pi−1e2pii
m↓pi
N↓pi , m↓pi = 1, ..., N↓pi for j ∈ Api↓, (5.2.10)
eik j L = (−1)N↓p¯i+N↓m−1 ∏
m∈Mpi↓
e−ikam ∏
l∈Mp¯i↑
i sin k j + iλl + U4
i sin k j + iλl − U4
∏
m′∈Mp¯i↓
bm′ , (5.2.11)
for j ∈ [1, N] \A
bN↓p¯i+N↓ml = e
2pii
N↓p¯i ∑
N↓p¯i−N↓(m−1)
j=1 nj , l ∈ Mp¯i↓, arg(bl) < arg(bl+1) (5.2.12)
with 1 ≤ n1 < ... < nN↓p¯i−N↓(m−1) ≤ N↓p¯i ,
Λ ∏
l∈Mp¯i↑
l 6=m
iλm − iλl + U2
iλm − iλl − U2
=
N
∏
l=1
l 6∈A
i sin kl + iλm + U4
i sin kl + iλm − U4
, for m ∈ M↑p¯i (5.2.13)
Λ = (−1)N−Npi↑−Npi↓ ∏
m∈Mpi↓
eikam ∏
l∈Mp¯i↓
b−1l ∏
m′∈Mpi↑
e−ikam′ e
2pii
N↑p¯i ∑
N↑p¯i−N↑n
l′=1 n¯l′ , (5.2.14)
with 1 ≤ n¯1 < ... < n¯N↑p¯i−N↑n ≤ N↑p¯i
We have chosen e1↑ ⊗ e1↓ as the reference state at the first level of the Bethe ansatz (see next
subsection), so that all states with e2↑,...,en↑ and e2↓,...,em↓ appear as excitations ("particles") above the
reference state. N is total number of such particles.
The parameter N↑i is the number of i ↑ particles for i = 2, ..., n and N↓j is the number of j ↓
particles for j = 2, ...,m. N↑pi = ∑
p
i=2 N↑i and N↓pi = ∑
q
i=2 N↓i count the number of pi-particles with
spin up and spin down respectively. N↑p¯i = ∑ni=p+1 N↑i counts the number of spin up p¯i-particles,
while N↓p¯i = ∑m−1i=q+1 N↓i counts the number of spin down p¯i-particles that are not of type m ↓. The
reason for this latter choice will become clear in the following. In the same way, K = N↑pi + N↑p¯i +
N↓pi + N↓p¯i is the total number of particles that are not of type m ↓.
For given integers N↑pi, N↑p¯i, N↓pi and N↓p¯i, the phases bj and the integers nj and n¯j correspond to
the different "colors" that can have particles of a given type (↑ pi, ↑ p¯i, ↓ pi or ↓ p¯i types).
The integers aj (entering in the sets Api↑ and Api↓) define the order between momenta of the ↑ pi
and ↓ pi particles. This order is preserved (up to a cyclic permutation) by the action of the Hamilto-
nian on the wavefunction.
5.2.2 CBA for gl(n)⊕ gl(m) models
The states corresponding to N excitations are written as
φ[A] = ∑
x∈[1,L]
Ψ[x, A]
N
∏
i=1
eAixi φ0 , (5.2.15)
with A¯ = (
N↑2︷ ︸︸ ︷
2 ↑, ..., 2 ↑, , ...,
N↑n︷ ︸︸ ︷
n ↑, ..., n ↑,
N↓2︷ ︸︸ ︷
2 ↓, ..., 2 ↓, ...,
N↓m︷ ︸︸ ︷
m ↓, ...,m ↓). The sum is done on x = (x1, x2, ..., xN)
without points where two particles with the same spin coincide.
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We point out that the coordinate xi is associated with the type of particle in the sens that if i ∈
Mpiσ orMp¯iσ then xi is a coordinate of a piσ-particle or p¯iσ-particle, respectively.
The vacuum is chosen as
φ0 =
L
∏
k=1
e1↑k e
1↓
k . (5.2.16)
Acting with the Hamiltonian (5.2.1) on the excited state, we get the eigenvalue equation for the
Ψ function:
∑
l∈Mp¯i↑∪Mp¯i↓
(
Ψ[x− el + δ−1 epi , A]∆−l +Ψ[x + el − δ+1 epi , A]∆+l
)
+
(U
4
(L− 2Np¯i) +U ∑
l∈Mp¯i↑
∑
n∈Mp¯i↓
δ(xl = xn)− E
)
Ψ[x, A]∆3 = 0 (5.2.17)
where em is an elementary vector in CN with 1 on the m position and 0 elsewhere. The notation
Ψ[x− el + δ±1 epi] means that, if under the Hamiltonian’s action some p¯i-particle (at position xl with
some spin αl) is moved to a place already occupied by some other pi-particle with same spin, then
they exchange their places. The symbols∆±l ,∆
3 represent the exclusion principle for p¯i-particles: they
are equal to zero if two such particles with the same spin coincide on the same site. Explicitly, they
read:
∆±m = ∏
l∈Mp¯i↑∪Mp¯i↓
l 6=m
∏
n∈Mp¯i↑∪Mp¯i↓
n>l,n 6=m
δl(xl 6= xn) ∏
l∈Mp¯i↑∪Mp¯i↓
l 6=m
δl(xl 6= xm)δl(xl 6= xm ± 1), (5.2.18)
∆3 = ∏
l∈Mp¯i↑∪Mp¯i↓
∏
n∈Mp¯i↑∪Mp¯i↓
n>l
δl(xl 6= xn), (5.2.19)
where
δl(xl 6= xn) = 1− δ(xl − xn). (5.2.20)
We assume the Bethe hypothesis for the general solution of Ψ[x, A]. Dividing the coordinate space
(x1, x2, .., xN) into N! sectors, we write for xQ(1) < xQ(2) < .. < xQ(N),
ΨPpip¯iQ [x, A] = ∑
P′=PpiPp¯i
ΦA(PˆQ, Pˆ
−1)eiPˆkx , Pˆ = Ppip¯iP′ (5.2.21)
where k1, k2, .., kN are unequal numbers (the Bethe roots), Q = [Q(1), Q(2), .., Q(N)] is an element of
the permutation group SN and Pˆkx = ∑i kPˆ(i)xi. We consider the permutation Pˆ in its factorized
form Pˆ = Ppip¯iPpiPp¯i, where Ppip¯i is a global and fixed permutation of pi and p¯i particles, while the
terms Ppi and Pp¯i permute pi and p¯i particles separately.
The energy depends on the "global" Ppip¯i permutation:
EPpip¯i = 2 ∑
l∈Mp¯i↑∪Mp¯i↓
cos(kPpip¯i(l)) +
U
4
(L− 2Np¯i) . (5.2.22)
The coefficients ΦA(PˆQ, Pˆ
−1) in (5.2.21) are not all independent. Indeed, using the symmetry of the
wavefunction and the application of the Hamiltonian represented in (5.2.17), it is possible to reduce
their number in several cases:
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1. For identical particles of any kind (pi or p¯i), the wavefunction satisfies the following symmetry
property
ΨPpip¯iQ [x, A] = Ψ
Ppip¯i
QΠii+1
[ΠQ(i)Q(i+1)x,ΠQ(i)Q(i+1)A] (5.2.23)
that leads to the relation
ΦA(PˆQ, Pˆ
−1) = ΦA(PˆQ, (PˆΠQ(i)Q(i+1))
−1) (5.2.24)
where Πab is the permutation of objects a and b, the indices Q(i), Q(i + 1) correspond to identical
particles.
2. For particles with the same spin we also impose some kind of weak "exclusion principle" such
that the wavefunction vanishes if two particles with the same spin coincide (but the particles can differ
by their pi or p¯i type). This principle is verified for pi-particles if we use (5.2.17) with two particles at
positions xQ(i) = xQ(i+1) − 1 (in the sector xQ(1)  ..  xQ(i) < xQ(i+1)  xQ(N), the notation 
means that the particles are far enough from each other). We generalize this condition to any kind of
particles. It leads to:
ΨPpip¯iQ [x, A]xQ(i)=xQ(i+1) = 0 , AQ(i), AQ(i+1) ∈ N↑ ∪N↓ or N ↑ ∪N ↓ (5.2.25)
that is to say
ΦA(PˆQ, Pˆ
−1) = −ΦA(PˆQΠii+1, (PˆΠQ(i)Q(i+1))−1) (5.2.26)
for any i such that AQ(i), AQ(i+1) ∈ N↑ ∪N↓ or N ↑ ∪N ↓.
3. For particles with different spins, there is no exclusion principle and they can be at the same
site. Thus, let us consider the case: xQ(1)  .... xQ(i) = xQ(i+1)  xQ(N) and ask for the continuity
of the wavefunction on the boundary of the two sectors Q and QΠii+1:
ΨPpip¯iQ [x, A]xQ(i)=xQ(i+1) = Ψ
Ppip¯i
QΠii+1
[x, A]xQ(i)=xQ(i+1) . (5.2.27)
For two p¯i-particles, it implies the relation, for AQ(i) ∈ N ↑(↓) and AQ(i+1) ∈ N ↓(↑),
ΦA(PˆQ, Pˆ
−1) +ΦA(PˆQΠii+1, (PˆΠQ(i)Q(i+1))
−1) =
ΦA(PˆQ, (PˆΠQ(i)Q(i+1))
−1) +ΦA(PˆQΠii+1, Pˆ
−1) (5.2.28)
while for two pi-particles it leads, for AQ(i) ∈ N↑(↓) and AQ(i+1) ∈ N↓(↑), to
ΦA(PˆQΠii+1, Pˆ
−1) = ΦA(PˆQ, Pˆ
−1) . (5.2.29)
When one particle is of type pi and the other one of type p¯i, we find, for AQ(i) ∈ N↑(↓) and AQ(i+1) ∈
N ↓(↑),
ΦA(PˆQΠii+1, Pˆ
−1) = ΦA(PˆQ, Pˆ
−1) . (5.2.30)
There is another condition for p¯i-particles when using (5.2.17). It is a relation on the coefficient
ΦA(PˆQ, Pˆ
−1) which one obtains in the
(
2
1 ;
2
1
)
Hubbard model for spin up and spin down interacting
electrons:
∑
m 6=Qi ,Qi+1
(
ΨPpip¯iQ [x− em, A] +ΨPpip¯iQ [x + em, A]
)
+
(U
4
(L− 2Np¯i) +U − E
)
ΨPpip¯iQ [x, A] +
ΨPpip¯iQ [x− eQi , A] +ΨPpip¯iQΠii+1 [x + eQi , A] +Ψ
Ppip¯i
QΠii+1
[x− eQi+1 , A] +ΨPpip¯iQ [x + eQi+1 , A] = 0
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Skipping the intermediate calculations and combining the results with (5.2.28), we can write the
conditions on Φ(PˆQ, Pˆ−1) in a matrix form:(
Φ(ΠabPˆQ, Pˆ−1)
Φ(ΠabPˆQ, (ΠabPˆ)−1)
)
=
(
tab rab
rab tab
)(
Φ(PˆQ, Pˆ−1)
Φ(PˆQ, (ΠabPˆ)−1)
)
(5.2.31)
with a = PˆQ(i), b = PˆQ(i + 1) and
tab =
2i(λa − λb)
U + 2i(λa − λb) , rab =
−U
U + 2i(λa − λb) , λa = sin ka (5.2.32)
These equations hold for any type of p¯i-excitations (any value of AQi ,AQi+1 being p¯i-particles).
4. Finally we consider the interaction between pi and p¯i particles with the same spin. Let AQ(i) be
a p¯i-particle, AQ(i+1) be a pi-particle, with coordinates xQ(i) = xQ(i+1) − 1, thus δ+1 = 1 and δ−1 = 0.
Using the equation (5.2.17) we derive the relation:
ΨPpip¯iQΠii+1 [x + eQ(i) − eQ(i+1), A]−Ψ
Ppip¯i
Q [x + eQ(i), A] = 0 (5.2.33)
that implies the following condition on ΦA(PˆQ, Pˆ
−1):
ΦA(ΠPˆQ(i)PˆQ(i+1)PˆQ, Pˆ
−1) = eikPˆQ(i+1)ΦA(PˆQ, Pˆ
−1) . (5.2.34)
We rewrite now all obtained conditions (5.2.24), (5.2.26)-(5.2.31) and (5.2.34) in a more compact
form. Let us introduce, for P′ ≡ PˆQ ∈ SN and Q′ ≡ Pˆ−1 ∈ SN ,
Φˆ(P′) ≡ ∑
Q′ ,A
ΦA(P
′, Q′)
N
∏
i=1
e
AQ′(i)
i (5.2.35)
where the summation is over all types of excitations and all corresponding sectors. The vector
∏Ni=1 e
AQ′(i)
i belongs to V1 ⊗ ...⊗ VN , where V is spanned by {e2↑, e3↑, ..., en↑, e2↓, e3↓, ..., em↓} and rep-
resents one type of N excitations. The ordering of the particles is chosen such that, for Q′ = id, the
vector ∏Ni=1 e
Ai
i is taken as in (5.2.15):
N
∏
i=1
eAii =
N↑2︷ ︸︸ ︷
e2↑ ⊗ ...⊗ e2↑⊗...⊗
N↑n︷ ︸︸ ︷
en↑ ⊗ ...⊗ en↑⊗
N↓2︷ ︸︸ ︷
e2↓ ⊗ ...⊗ e2↓⊗...⊗
N↓m︷ ︸︸ ︷
em↓ ⊗ ...⊗ em↓ (5.2.36)
To clarify the notation for Φˆ(P′), we write an example for the case N = 2:
Φˆ(P′) =
n
∑
j=2
Φ(j↑,j↑)(P′, id) e
j↑
1 e
j↑
2 +
m
∑
j=2
Φ(j↓,j↓)(P′, id) e
j↓
1 e
j↓
2
+ ∑
2≤j<k≤n
(
Φ(j↑,k↑)(P′, id) e
j↑
1 e
k↑
2 +Φ(j↑,k↑)(P
′,Π12) ek↑1 e
j↑
2
)
+ ∑
2≤j<k≤m
(
Φ(j↓,k↓)(P′, id) e
j↓
1 e
k↓
2 +Φ(j↓,k↓)(P
′,Π12) ek↓1 e
j↓
2
)
+
n
∑
j=2
m
∑
k=2
(
Φ(j↑,k↓)(P′, id) e
j↑
1 e
k↓
2 +Φ(j↑,k↓)(P
′,Π12) ek↓1 e
j↑
2
)
(5.2.37)
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Then, all the relations can be expressed in a matrix form. For N = 2, it reads
Φˆ(Π12P) = S
(1)
12 (k1, k2)Φˆ(P) (5.2.38)
where S(1)12 (k1, k2) (simply denoted by S
(1)
12 in the following) acts on elementary vectors e
A1
1 e
A2
2 as
1) for pi-particles:
S(1)12 e
A1
1 e
A2
2 = −eA21 eA12 , for A1, A2 ∈ N↑(↓)
S(1)12 e
A1
1 e
A2
2 = e
A1
1 e
A2
2 , for A1 ∈ N↑(↓), A2 ∈ N↓(↑) (5.2.39)
2) for p¯i-particles:
S(1)12 e
A¯1
1 e
A¯2
2 = −eA¯21 eA¯12 , for A¯1, A¯2 ∈ N ↑(↓)
S(1)12 e
A¯1
1 e
A¯2
2 = t12 e
A¯1
1 e
A¯2
2 + r12 e
A¯2
1 e
A¯1
2 , for A¯1 ∈ N ↑(↓), A¯2 ∈ N ↓(↑) (5.2.40)
3) for mixed pi and p¯i-particles:
S(1)12 e
A1
1 e
A¯2
2 = e
−ik1 eA11 e
A¯2
2 and S
(1)
12 e
A¯2
1 e
A1
2 = e
ik2 eA¯21 e
A1
2 , for A1 ∈ N↑(↓), A¯2 ∈ N ↑(↓)
S(1)12 e
A1
1 e
A¯2
2 = e
A1
1 e
A¯2
2 and S
(1)
12 e
A¯2
1 e
A1
2 = e
A¯2
1 e
A1
2 , for A1 ∈ N↑(↓), A¯2 ∈ N ↓(↑) (5.2.41)
The parameters t12, r12 are defined in (5.2.32) and N↑(↓), N ↑(↓) are given in (5.2.2).
The notation A ∈ N↑(↓) means that the excitation A can be equal to any value in N↑(↓) except the
value 1 ↑ (↓) since it was chosen as the vacuum at first level.
We illustrate the explicit form of the S-matrix in the case of the
(
3
2 ;
3
2
)
model. One gets
S(1)12 (k1, k2)e
A1
1 e
A2
2 =

−1
e−ik1
1
1
eik2
−1
1
t12 r12
1
1
−1
e−ik1
1
r12 t12
eik2
−1


e2↑1 e
2↑
2
e2↑1 e
3↑
2
e2↑1 e
2↓
2
e2↑1 e
3↓
2
e3↑1 e
2↑
2
e3↑1 e
3↑
2
e3↑1 e
2↓
2
e3↑1 e
3↓
2
e2↓1 e
2↑
2
e2↓1 e
3↑
2
e2↓1 e
2↓
2
e2↓1 e
3↓
2
e3↓1 e
2↑
2
e3↓1 e
3↑
2
e3↓1 e
2↓
2
e3↓1 e
3↓
2

For an arbitrary N excitations number, we write
Φˆ(ΠabP) = S
(1)
ab (ka, kb)Φˆ(P), (5.2.42)
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where the matrix S(1)ab (ka, kb) acts non-trivially only on the Va ⊗ Vb vector space. It can be written
using permutations and projectors:
S(1)ab (ka, kb) = − ∑
σ=↑,↓
(
PNσ ,Nσab + P
N σ ,N σ
ab
)
+ ∑
σ=↑,↓
(
e−ika IdNσ ,N σab + e
ikb IdN σ ,Nσab
)
+
+ ∑
σ=↑,↓
(
IdNσ ,Nσ¯ab + Id
Nσ ,N σ¯
ab + Id
N σ ,Nσ¯
ab
)
+ ∑
σ=↑,↓
(
tab Id
N σ ,N σ¯
ab + rabP
N σ ,N σ¯
ab
)
(5.2.43)
where σ¯ denote the opposite value of σ and
IdL,L
′
ab = ∑
i∈L
∑
j∈L′
Eiia E
jj
b and P
L,L′
ab = ∑
i∈L
∑
j∈L′
Eija E
ji
b , L,L′ = N↑,N↓,N ↑,N ↓. (5.2.44)
The matrix S(1)ab (ka, kb) satisfies the Yang–Baxter equation (4.2.21).
S(1)12 (k1, k2)S
(1)
13 (k1, k3)S
(1)
23 (k2, k3) = S
(1)
23 (k2, k3)S
(1)
13 (k1, k3)S
(1)
12 (k1, k2) (5.2.45)
Now we can write the periodic boundary conditions. Let CN = ΠN1...ΠNN−1 be a cyclic permu-
tation. The sites L + 1 and 1 being identified, we have the periodicity conditions:
ΨPpip¯iQCN [x− eQ(N)L, A] = Ψ
Ppip¯i
Q [x, A] . (5.2.46)
In terms of Φˆ(P) this yields the condition
Φˆ(PCN) = eikP(N)LΦˆ(P) . (5.2.47)
If we choose P = CN−jN with j = 1, . . . , N, we can derive a system of equations on the coefficients
Φˆ(id) which is called the "auxiliary problem":
hj Φˆ(id) = eik j LΦˆ(id) with hj = S
(1)
j+1,j...S
(1)
Nj S
(1)
1j ...S
(1)
j−1,j , j = 1, ..., N (5.2.48)
where we omitted the arguments of the S-matrices, S(1)ab ≡ S(1)ab (ka, kb).
The Yang–Baxter equation for the S matrix implies that [hj , hk] = 0 for all j, k, so that the new Hamil-
tonians hj can be simultaneously diagonalized: we do it in the folowing section.
Auxiliary problem. Level 2
In order to simplify the calculations, we change the sign of the S-matrix: S(1)12 → −S(1)12 ≡ S12. The
auxiliary problem, thus, reads
Sj+1,j...SNjS1j...Sj−1,jφ = Λjφ . (5.2.49)
We use again the Coordinate Bethe ansatz. At this level we have n+m− 2 types of different excita-
tions: e2↑, ..., en↑, e2↓, ..., em↓. We choose as the reference state (pseudovacuum):
φ
(1)
0 =
N
∏
k=1
em↓k (5.2.50)
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The eigenvectors for this auxiliary problem are given by
φ(1)[A¯] = ∑
x∈[1,N]
Ψ(1)[x, A¯]
K
∏
n=1
eAnxn φ
(1)
0 (5.2.51)
K =
p
∑
i=2
N↑i +
q
∑
i=2
N↓i +
n
∑
i=p+1
N↑i +
m−1
∑
i=q+1
N↓i ,
A¯ = (2 ↑, ..., 2 ↑︸ ︷︷ ︸
N↑2
, ..., n ↑, ..., n ↑︸ ︷︷ ︸
N↑n
, 2 ↓, ..., 2 ↓︸ ︷︷ ︸
N↓2
, ..., (m− 1) ↓, ..., (m− 1) ↓︸ ︷︷ ︸
N↓(m−1)
) .
The ansatz for Ψ(1)[x, A¯] ≡ ΨQ[x, A¯] can be written as, for xQ(1) < xQ(2) < ... < xQ(K) and Q ∈ SK,
ΨQ[x, A¯] =∑
P
ΦA¯(PQ, P
−1) ∏
i∈Mpi↑
hxi(aP(i)) ∏
i∈Mp¯i↑
fxi(λP(i)) ∏
i∈Mpi↓
h¯xi(aP(i)) ∏
i∈Mp¯i↓
gxi(bP(i)), (5.2.52)
where P = Ppi↑Pp¯i↑Ppi↓Pp¯i↓ is a factorized permutation such that Ppi↑, Pp¯i↑, Ppi↓ and Pp¯i↓ are the sets of
permutations in SK permuting only particles of type pi ↑, p¯i ↑, pi ↓ and p¯i ↓ respectively, e.g. PA(i) = i
for i /∈ MA and PA(j) ∈ MA for j ∈ MA with A = pi ↑, p¯i ↑, pi ↓, p¯i ↓. We recall that the setsMpi↑ ,
Mp¯i↑ , Mpi↓ and Mp¯i↓ are defined in section 5.2.1. The eigenfunctions fx(λ), gx(b), hx(a) and h¯x(a)
correspond to one-particle solutions. Below we will show how to derive them.
The action of the auxiliary Hamiltonian (5.2.48) on the wavefunction can be calculated using the
relations given in the previous section. We define a recursive representation of the Hamiltonian:
Sj−k,j . . . Sj−1,jφ(1)[A¯] ≡ ∑
Q,x∈Q
Hˆ(k)j ΨQ[x, A¯]
K
∏
n=1
eAnxn φ
(1)
0 (5.2.53)
Using this definition one can write the following recursive relations between the coefficients Hˆ(k)j ΨQ[x, A¯]
for decreasing k. Non-trivial relations occur when Hˆ(k)j acts on ΨQ[x, A¯] with some coordinate xp is
equal to j and/or j− k. One gets two sets of relations: the first one reads
Hˆ(k)j ΨQ[x
′,
xp
↓
j ; A¯] =

−tj−k,jHˆ(k−1)j ΨQ[x′,
xp
↓
j ; A¯]− rj−k,jHˆ(k−1)j ΨQ′ [x′,
xp
↓
j− k; A¯] for p ∈ Mp¯i↑
Hˆ(k−1)j ΨQ′ [x
′,
xp
↓
j− k; A¯] for p ∈ Mp¯i↓
−Hˆ(k−1)j ΨQ[x′,
xp
↓
j ; A¯] for p ∈ Mpi↑
−eik j Hˆ(k−1)j ΨQ[x′,
xp
↓
j ; A¯] for p ∈ Mpi↓
(5.2.54)
The above relations are invariant if we exchange j with j− k except the last relation which becomes:
Hˆ(k)j ΨQ[x
′,
xp
↓
j− k; A¯] = −e−ik j−k Hˆ(k−1)j ΨQ[x′,
xp
↓
j− k; A¯] for p ∈ Mpi↓
(5.2.55)
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The second set of relations is
Hˆ(k)j ΨQ[x
′,
xp1↓
j ,
xp2↓
j− k; A¯] =

Hˆ(k−1)j ΨQ′ [x
′, j− k, j; A¯], for Ap1 , Ap2 ∈ Mpiσ,Mp¯iσ
−tj−k,jHˆ(k−1)j ΨQ[x′, j, j− k; A¯]− rj−k,jHˆ(k−1)j ΨQ′ [x′, j− k, j; A¯],
for p1 ∈ Mp¯i↑(↓), p2 ∈ Mp¯i↓(↑)
−e−ik j−k Hˆ(k−1)j ΨQ[x′, j, j− k; A¯], for p1 ∈ Mp¯i↑(↓), p2 ∈ Mpi↑(↓)
−eik j Hˆ(k−1)j ΨQ[x′, j, j− k; A¯], for p1 ∈ Mpi↑(↓), p2 ∈ Mp¯i↑(↓)
−Hˆ(k−1)j ΨQ[x′, j, j− k; A¯], for p1 ∈ Mp¯i↑(↓), p2 ∈ Mpi↓(↑)
−Hˆ(k−1)j ΨQ[x′, j, j− k; A¯], for p1 ∈ Mpi↑(↓), p2 ∈ Mp¯i↓(↑)
−Hˆ(k−1)j ΨQ[x′, j, j− k; A¯], for p1 ∈ Mpi↓(↑), p2 ∈ Mpi↑(↓)
(5.2.56)
In eqs. (5.2.54)–(5.2.56), the vector x′ corresponds to the vector x without the components xp or
xp1 , xp2 and does not contain any position xq = j or j− k. The notation Q′ means that the coefficient
ΨQ′ is not in the same sector as ΨQ. We will write later the explicit relation between Q′ and Q.
The eigenfunctions fx(λ), gx(b), hx(a) and h¯x(a) and are
fx(λ) =
x−1
∏
m=1
(
− i sin km + iλ+
U
4
i sin km+1 + iλ− U4
)
; gx(b) = bx ; h¯x(a) = hx(a) = δ(x− a). (5.2.57)
we show how to obtain it in the following paragraphs.
p¯i↑ particle case. We consider that K = 1 and eA1 is a p¯i↑ particle (A1 = p+ 1 ↑, ..., n ↑), it yields
Ψ[x; A1] = fx(λ). Then the recursive relations become:
Hˆ(k)j f j(λ) = −tj−k,jHˆ(k−1)j f j(λ)− rj−k,jHˆ(k−1)j f j−k(λ) (5.2.58)
Hˆ(k)j f j−k(λ) = −tj−k,jHˆ(k−1)j f j−k(λ)− rj−k,jHˆ(k−1)j f j(λ) = σj f j−k(λ) (5.2.59)
the last equality means that for any k the function fx(λ) has an eigenvalue σj.
We can solve the second equation expressing Hˆ(k−1)j f j(λ) and using the fact that Hˆ
(k−1)
j f j−k(λ) =
f j−k(λ):
Hˆ(k−1)j f j(λ) = −
(σj + tj−k,j) f j−k(λ)
rj−k,j
(5.2.60)
we shift k→ k + 1 and we obtain
Hˆ(k)j f j(λ) = −
(σj + tj−k−1,j) f j−k−1(λ)
rj−k−1,j
(5.2.61)
Inserting these results in (5.2.58) we find
− (σj + tj−k−1,j) f j−k−1(λ)
rj−k−1,j
= tj−k,j
(σj + tj−k,j) f j−k(λ)
rj−k,j
− rj−k,j f j−k(λ) (5.2.62)
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what can be solved using (5.2.32) as
f j−k−1
f j−k
= −
(
(σj + tj−k,j)tj−k,j − r2j−k,j
)
rj−k−1,j
(σj + tj−k−1,j)rj−k,j
= − i sin k j−k + iλ−
U
4
i sin k j−k−1 + iλ+ U4
(5.2.63)
where we introduced a Bethe root λ such that
σj(λ) = −
i sin(k j) + iλ+ U4
i sin(k j) + iλ− U4
(5.2.64)
Finally, we get the solution for one-excitation function fx(λ):
fx(λ) =
x−1
∏
m=1
(
− i sin km + iλ+
U
4
i sin km+1 + iλ− U4
)
(5.2.65)
with the eigenvalue σj(λ) defined above.
p¯i↓ particle case. Similarly we consider K = 1 and eA1 is a p¯i↓ particle (A1 = q+ 1 ↓, ...,m− 1 ↓),
it yields Ψ[x; A1] = gx(b). Again from the recursive relations we obtain:
Hˆ(k)j gj(b) = Hˆ
(k−1)
j gj−k(b) (5.2.66)
Hˆ(k)j gj−k(b) = Hˆ
(k−1)
j gj(b) = σ¯jgj−k(b) (5.2.67)
In this case we can similarly solve the second equation on Hˆ(k−1)j gj(b) and rescale k → k + 1 and
using the fact that Hˆ(k−1)j gj−k(b) = gj−k(b) we obtain:
σ¯jgj−k−1(b) = gj−k(b) (5.2.68)
We see that σ¯j here play the role of the Bethe root, hence we identify σ¯j = b and finally, we get the
solution for one excitation function gx(b):
gx(b) = bx (5.2.69)
with the eigenvalue σ¯j(b) = b.
piσ particle case. These two cases can be treated in the same manner. Let K = 1 and eA1 is a piσ
particle (A1 = 1σ, ..., p↑q↓ ). The wavefunctions are Ψ[x; A1] = hx(a) for σ =↑ and Ψ[x; A1] = h¯x(a) for
σ =↓. The recursive relations are trivial:
Hˆ(k)j hj(a) = −Hˆ(k−1)j hj(a) = Λjhj(a) (5.2.70)
Hˆ(k)j hj−k(a) = −Hˆ(k−1)j hj−k(a) = Λj−khj−k(a) (5.2.71)
and
Hˆ(k)j h¯j(a) = −eik j Hˆ(k−1)j h¯j(a) = Λ¯jh¯j(a) (5.2.72)
Hˆ(k)j h¯j−k(a) = −e−ik j−k Hˆ(k−1)j h¯j−k(a) = Λ¯j−k h¯j−k(a) (5.2.73)
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We remark that the equations are not coupled and can be solved easily. In both cases eigenfunc-
tions on site j and on the site j− k lead to different eigenvalues. For whole chain when k = N− 1 we
have
Λj = (−1)N−1 and Λj−k = −1 (5.2.74)
Λ¯j = (−1)N−1eik j(N−1), and Λ¯j=k = −eik j−k (5.2.75)
Moreover, the fact that the initial Hamiltonians Sj+1,j...SNjS1j...Sj−1,j commute and thus have the
common base of eigenfunctions, it implies that the one-particle solutions for piσ particles should be
independent of the index j:
h¯x(a) = hx(a) = δ(x− a). (5.2.76)
Although the functions h and h¯ are identical, they will be associated to different kinds of particles
(pi ↑ and pi ↓ respectively). Since they will lead to different Hamiltonian eigenvalues (see below
(5.2.78)), we have to distinguish them in (5.2.52).
We can remark that the Bethe roots ai for i ∈ Mpi↓ orMpi↑ corresponding to pi↓ and pi↑ particles
are already quantized on the small chain. In order to have a number of independent eigenvectors
(5.2.51), one should take the following conditions into account:
ai < ai+1 for i ∈ Mpi↑(↓) (5.2.77)
that leads to the fact that in (5.2.52), Ppi↑ and Ppi↓ are fixed: Ppi↑(↓)Q(j) = const (see below).
Using the relations (5.2.54)–(5.2.56), we can then apply the whole product of S-matrices (5.2.49)
on the one-excitation functions. We get for x 6= j
Hˆ(N−1)j fx(λ) = σj(λ) fx(λ) and Hˆ
(N−1)
j gx(b) = bgx(b)
Hˆ(N−1)j hx(a) = −hx(a) and Hˆ(N−1)j h¯x(a) = −e−ikx h¯x(a) (5.2.78)
and for x = j
Hˆ(N−1)j f j(λ) =
N
∏
l=1,l 6=j
σ−1l (λ) f j(λ) and Hˆ
(N−1)
j gj(b) = b
1−N gj(b)
Hˆ(N−1)j hj(a) = (−1)N−1hj(a) and Hˆ(N−1)j h¯j(a) = (−1)N−1eik j(N−1)h¯j(a) (5.2.79)
where
σj(λ) = −
i sin(k j) + iλ+ U4
i sin(k j) + iλ− U4
(5.2.80)
Now we will consider the K-excitations eigenvector (5.2.51) with the ansatz (5.2.52). There are
three different possible cases:
I) there exists a Bethe root al = j for some l ∈ Mpi↑, with j being the index in (5.2.48),
II) there exists another Bethe root am = j for some m ∈ Mpi↓,
III) there is no such Bethe roots.
We detail the calculations for each of these cases.
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I) There exists a Bethe root al = j for some l ∈ Mpi↑. In this first case, let us introduce a set
of integers {αi ∈ [1, K]}i∈Mpi↑ such that we have Q(αi) ∈ Mpi↑. The set is ordered: αi < αi+1. We also
define αl such that xQ(αl) = j.
The Hamiltonian acting on the wavefunction gives the following result:
Hˆ(N−1)j ΨQ(x; xQ(α1), ..., xQ(αl−1),
xQ(αl )↓
j , xQ(αl+1), ..., xQ(αN↑pi ))
= (−1)N−1−N↑pi eik j N↑p¯i ΨQCpi↑(x; xQ(α2), ...,
xQ(αl )↓
j , xQ(αl+1), xQ(αl+2), ..., xQ(α1))
= ΛjΨQ(x; xQ(α1), ..., xQ(αl−1), j, xQ(αl+1), ..., xQ(αN↑pi )) (5.2.81)
and finally we get the condition on ΦA¯(PQ, P−1):
ΦA¯(P′QCpi↑, P′−1)
ΦA¯(PQ, P−1)
= Λj(−1)N−1−N↑pi e−ik j N↑p¯i . (5.2.82)
In equality (5.2.82), we have introduced Cpi↑ = Π
α1
αN↑pi
...Π
αN↑pi−1
αN↑pi
and for P = Ppi↑Ppi↓Pp¯i↑Pp¯i↓, P′ =
P′pi↑Ppi↓Pp¯i↑Pp¯i↓ where P
′
pi↑ = Π
N↑pi−1
N↑pi ...Π
1
N↑pi Ppi↑.
If we change the sector Q→ QΠab, which means that we interchange two identical particles xQ(a)
and xQ(b), the coefficient ΦA¯(PQΠab, P−1) should remain invariant:
ΦA¯(P
′QΠab, P′−1) = ΦA¯(PQ, P
−1) with Q(a), Q(b) ∈ Mpi↑ (5.2.83)
where P′ = P′pi↑Ppi↓Pp¯i↑Pp¯i↓ and P
′
pi↑ is such that P
′
pi↑ = Ppi↑ΠQ(a)Q(b).
The relation (5.2.82) can be simplified to:
ΦA¯(PQ, P−1C˜pi↑)
ΦA¯(PQ, P−1)
= Λj(−1)N−N↑pi e−ik j N↑p¯i (5.2.84)
with C˜pi↑ = Π1N↑pi ...Π
N↑pi−1
N↑pi . Now, taking the product of this equation by itself N↑pi times and changing
P→ C˜pi↑P→ C˜2pi↑P→ . . .→ C˜
N↑pi
pi↑ P, we obtain
Λj(−1)N−N↑pi e−ik j N↑p¯i = e2pii
m↑pi
N↑pi (m↑pi = 1, ..., N↑pi) (5.2.85)
It determines the eigenvalue of the auxiliary problem for spin up pi-particles. We also recall that the
result has to be multiplied by (−1)N−1 in order to come back to the initial problem due to the sign
change done at the beginning of the section, see (5.2.49).
II) There exists another Bethe root am = j for some m ∈ Mpi↓. Following the same steps as
in the first case, we obtain
ΦA¯(PQ, P−1C˜pi↓)
ΦA¯(PQ, P−1)
= Λj(−1)N−N↓pi e−ik j(N↓p¯i+N↓m) (5.2.86)
where P = Ppi↑Ppi↓Pp¯i↑Pp¯i↓, P′ = Ppi↑P′pi↓Pp¯i↑Pp¯i↓ and C˜pi↓ = Π
1
N↓pi ...Π
N↓pi−1
N↓pi .
Finally using the same trick for the product of equations, we obtain
Λj(−1)N−N↓pi e−ik j(N↓p¯i+N↓m) = e2pii
m↓pi
N↓pi , m↓pi = 1, ..., N↓pi (5.2.87)
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It allows to determine the eigenvalue of the auxiliary problem for pi ↓ particles. Again, this result
should be multiplied by a factor (−1)N−1 to come back to the initial problem.
For identical particles we have the relation:
ΦA¯(P
′QΠab, P′−1) = ΦA¯(PQ, P
−1), with Q(a), Q(b) ∈ Mpi↑ (5.2.88)
where P′ = Ppi↑P′pi↓Pp¯i↑Pp¯i↓ and P
′
pi↓ is such that P
′
pi↓ = Ppi↓ΠQ(a)Q(b).
III) There is no such Bethe root. In this last case, we have pi-particles with spin up or down
distributed anywhere on the chain excluding the site j. We act with the Hamiltonian (5.2.48) on the
wavefunction (5.2.52) and we get
Hˆ(N−1)j ΨQ[x, A¯] = (−1)Npi↑+Npi↓ ∏
l∈Mpi↓
e−ikal ∏
i∈Mp¯i↑
σj(λi) ∏
i∈Mp¯i↓
bi ΨQ[x, A¯], if x 6= j (5.2.89)
with the following conditions on the coefficients ΦA¯(PQ, P−1):
1) for all PQ(i),PQ(i + 1) inMp¯i↑
ΦA¯(PQΠii+1, (PΠQ(i)Q(i+1))−1)
ΦA¯(PQ, P−1)
=
iλPQ(i) − iλPQ(i+1) − U2
iλPQ(i) − iλPQ(i+1) + U2
≡ α−1PQ(i)PQ(i+1) (5.2.90)
2) for all PQ(i),PQ(i + 1) inMp¯i↓ we impose
ΦA¯(PQΠii+1, (PΠQ(i)Q(i+1))−1)
ΦA¯(PQ, P−1)
= 1 (5.2.91)
3) for all PQ(i) ∈ Mp¯i↓ and PQ(i + 1) ∈ Mp¯i↑
ΦA¯(PQΠii+1, P−1)
ΦA¯(PQ, P−1)
= b−1PQ(i) (5.2.92)
the same relation holds for all PQ(i) ∈ Mp¯i↑, PQ(i + 1) ∈ Mp¯i↓ and changing Q→ QΠii+1.
4) for all PQ(i) ∈ Mpi↑ and PQ(i + 1) ∈ Mp¯i↑
ΦA¯(PQΠii+1, P−1)
ΦA¯(PQ, P−1)
= e−ikaPQ(i)σaPQ(i)(λPQ(i+1)) (5.2.93)
5) for all PQ(i) ∈ Mpi↓ and PQ(i + 1) ∈ Mp¯i↑
ΦA¯(PQΠii+1, P−1)
ΦA¯(PQ, P−1)
= eikaPQ(i)σaPQ(i)(λPQ(i+1)) (5.2.94)
6) for all PQ(i) ∈ Mpi↑ and PQ(i + 1) ∈ Mp¯i↓
ΦA¯(PQΠii+1, P−1)
ΦA¯(PQ, P−1)
= bPQ(i+1) (5.2.95)
7) for all PQ(i) ∈ Mpi↓ and PQ(i + 1) ∈ Mp¯i↓
ΦA¯(PQΠii+1, P−1)
ΦA¯(PQ, P−1)
= bPQ(i+1) (5.2.96)
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In addition, for all PQ(i),PQ(i + 1) inMp¯i↑ orMp¯i↓ we impose the condition for identical parti-
cles:
ΦA¯(PQ, (PΠQ(i)Q(i+1))−1)
ΦA¯(PQ, P−1)
= 1 (5.2.97)
The ratios (5.2.90),(5.2.92)-(5.2.96) can be calculated applying the recursive Hamiltonian Hˆ(k)j on
the wavefunction.
Scattering between particles. Two p¯i ↑-particles. The scattering between p¯i ↑-particles, relation
(5.2.90), can be obtained in the same way as it was done in the section on the auxiliary problem of
the gl(n|m)⊕ gl(2) Hubbard model (5.1.2). We will not repeat the derivation, but we recall briefly
the method. We assume that the coefficient Hˆ(k)j ΨQ[x; A¯] can be written as a product of one-particle
solutions for any x 6= j:
Hˆ(k)j ΨQ[x; A¯] =∑
P
ΦA¯(PQ, P
−1)... ∏
i∈Mp¯i↑
Hˆ(k)j fxi(λP(i))... (5.2.98)
where we omitted the other particles except p¯i ↑-particles. This hypothesis yields the form of the
coefficients Hˆ(k)j ΨQ[x
′, j; A¯] ’after’ the interaction where a certain p¯i ↑-particle is on the site x = j.
However, the relation (5.2.56) allows to calculate the later one ’before’ the interaction. The compati-
bility of both results leads to the relation (5.2.90).
Two p¯i ↓-particles. In the case of p¯i ↓-particles the similar method does not allow to obtain the ratio
between the coefficients ΦA¯(PQ, P−1). When one applies the similar reasoning the ratio is unde-
termined, the coefficients Hˆ(k)j ΨQ[x
′, j; A¯] ’before’ the interaction and ’after’ are the same. However,
if one imposes the condition (5.2.91) one obtains the necessary multiplicity of the wavefunction in
p¯i ↓-particles sector.
p¯i ↑-particle and p¯i ↓-particle. We assume similarly that the coefficient Hˆ(k)j ΨQ[x′, j− k, j− k + 1; A¯]
with xQ(i) = j− k and xQ(i+1) = j− k + 1 being p¯i ↑-particle and p¯i ↓-particle can be written as
Hˆ(k)j ΨQ[x
′, j− k, j− k + 1; A¯] =∑
P
ΦA¯(PQ, P
−1)...Hˆ(k)j f j−k(λPQ(i))Hˆ
(k)
j gj−k+1(bPQ(i+1))... (5.2.99)
we neglect other particles.
The relation (5.2.56) gives a rule how to expand this coefficient Hˆ(k)j ΨQ[x
′, j − k, j − k + 1; A¯] in
terms of Hˆ(k−1)j ΨQ[x
′, j− k, j− k + 1; A¯] and Hˆ(k−1)j ΨQ′ [x′, j, j− k + 1; A¯] with Q′ = QΠii+1. The first
coefficient can be calculated as a p¯i ↓ one-particle function, the p¯i ↑-particle become a ’spectator’ or
Hˆ(k−1)j f j−k(λPQ(i)) = f j−k(λPQ(i)):
Hˆ(k−1)j ΨQ[x
′, j− k, j− k + 1; A¯] =∑
P
ΦA¯(PQ, P
−1)... Hˆ(k−1)j f j−k(λPQ(i))︸ ︷︷ ︸
spectator
Hˆ(k−1)j gj−k+1(bPQ(i+1))...
(5.2.100)
Thus, in order to get Hˆ(k)j ΨQ[x
′, j− k, j− k+ 1; A¯] in the written above form, it imposes the second
coefficient ’after’ the interaction to be:
Hˆ(k−1)j ΨQ′ [x
′, j, j− k + 1; A¯] ≡∑
P
ΦA¯(PQ, P
−1)...Hˆ(k−1)j f j(λPQ(i))Hˆ
(k−1)
j gj−k+1(bPQ(i+1))... (5.2.101)
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On the other hand we can calculate this coefficient ’before’ the interaction using (5.2.56):
Hˆ(k−1)j ΨQ′ [x
′, j, j− k+ 1; A¯] = −tj−k+1,jHˆ(k−2)j ΨQ′ [x′, j, j− k+ 1; A¯]− rj−k+1,jHˆ(k−2)j ΨQ′ [x′, j− k+ 1, j; A¯]
(5.2.102)
We see that the particle on the site j− k + 1 become a spectator and thus both coefficient can be
calculated as one-particle functions:
Hˆ(k−2)j ΨQ′ [x
′, j, j− k + 1; A¯] =∑
P
ΦA¯(PQ
′, P−1)...Hˆ(k−2)j f j(λPQ(i))Hˆ
(k−2)
j gj−k+1(bPQ(i+1))...
Hˆ(k−2)j ΨQ′ [x
′, j− k + 1, j; A¯] =∑
P
ΦA¯(PQ, P
−1)...Hˆ(k−2)j f j−k+1(λPQ(i))Hˆ
(k−2)
j gj(bPQ(i+1))...
The coefficient ’before’ the interaction should be compatible with the one ’after’ the interaction,
hence we impose that
ΦA¯(PQΠii+1, P
−1)Hˆ(k−2)j gj−k+1(bPQ(i+1)) ≡ ΦA¯(PQ, P−1)Hˆ(k−1)j gj−k+1(bPQ(i+1)) (5.2.103)
The coefficients Hˆ(k−2)j gj−k+1(bPQ(i+1)) and Hˆ
(k−1)
j gj−k+1(bPQ(i+1)) can be calculated using (5.2.78)
and (5.2.79). Finally, it yields the relation (5.2.92) if one changes Q→ QΠii+1.
One can repeat the same method in order to obtain the other ratios (5.2.93)-(5.2.96) but we will
skip the derivation.
Auxiliary problem. Level 3
For the perodicity conditions, there are again two different subcases:
III-A) a p¯i ↓-particle is on the j site,
III-B) a p¯i ↑-particle is on the j site.
Each case leading to slightly different conditions, we treat them separately.
III-A) A p¯i ↓-particle is on the j site. The periodic boundary condition on the coefficients
ΦA¯(PQ, P−1) comes from the relations
Hˆ(N−1)j ΨQ[x,
p¯i↓
↓
j ; A¯] = (−1)Npi↑+Npi↓ ∏
l∈Mpi↓
e−ikal ∏
i∈Mp¯i↑
σj(λi) ∏
i∈Mp¯i↓
bi ΨQ[x,
p¯i↓
↓
j ; A¯], and x 6= j
Using the relations (5.2.90)-(5.2.97) we can calculate the coefficient Hˆ(N−1)j ΨQ[x, j; A¯] and we get the
condition
ΦA¯(PQCK , P−1)
ΦA¯(PQ, P−1)
= [bPQ(K)]
N with CK = Π1K...Π
K−1
K . (5.2.104)
We start with Q = Qp¯i↓ such that
Qp¯i↓(i) =
{
i, for i /∈ Mp¯i↓
j ∈ Mp¯i↓, for i ∈ Mg
⇒ PQ(i) =
{
m ≡ Pˆ(i) ∈ [1, K] ∩Mp¯i↓, i /∈ Mp¯i↓
Pp¯i↓Qp¯i↓(i) ≡ P˜(i) ∈ Mp¯i↓, i ∈ Mp¯i↓
(5.2.105)
and
PQCK = Π
Pˆ(1)
P˜(K)Π
Pˆ(2)
P˜(K)...Π
Pˆ(K−N↓p¯i)
P˜(K) Π
P˜(K−N↓p¯i+1)
P˜(K) ...Π
P˜(K−1)
P˜(K) PQ . (5.2.106)
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We use the relations (5.2.95), (5.2.96) and "conjugated" (5.2.92) when Q → QΠii+1 and the coefficient
ΦA¯(PQCK , P−1) simplifies to:
ΦA¯(PQCK , P
−1) = ΦA¯(Π
Pˆ(1)
P˜(K)Π
Pˆ(2)
P˜(K)...Π
Pˆ(K−N↓p¯i)
P˜(K) Π
P˜(K−N↓p¯i+1)
P˜(K) ....Π
P˜(K−1)
P˜(K) PQ, P
−1)
=
(
bP˜(K)
)N↑pi+N↑p¯i+N↓piΦA¯(ΠP˜(K−N↓p¯i+1)P˜(K) ...ΠP˜(K−1)P˜(K) PQ, P−1) . (5.2.107)
Finally we have the equation
ΦA¯(Π
P˜(K−N↓p¯i+1)
P˜(K) ...Π
P˜(K−1)
P˜(K) PQ, P
−1) =
(
bP˜(K)
)N−(N↑pi+N↑p¯i+N↓pi)ΦA¯(PQ, P−1) (5.2.108)
In the next step of the procedure, we introduce the vector Φˆp¯i↓(P):
Φˆp¯i↓(P) ≡ ∑¯
A∈G
∑
Q′∈SN↓p¯i
ΦA¯(P, Q
′) ∏
i∈Mp¯i↓
e
A¯Q′(i)
i (5.2.109)
where G = span{(q+ 1) ↓, ..., (m− 1) ↓}. The summation on A¯ ∈ G is done on A¯i (defined in (5.2.51))
for i ∈ Mp¯i↓ equal to all possible values in G. The particle order is chosen such that for Q′ = id, the
vector ∏i∈Mp¯i↓ e
A¯i
i is equal to
N↓(q+1)︷ ︸︸ ︷
e(q+1)↓ ⊗ ...⊗ e(q+1)↓⊗...⊗
N↓(m−1)︷ ︸︸ ︷
e(m−1)↓ ⊗ ...⊗ e(m−1)↓. The permutation Q′ is
the image of Qp¯i↓ when one shifts by K− N↓p¯i the space of integers on which the permutation group
SN↓p¯i acts.
For example if pi ↓ particle is only 2 ↓ particle (q = 2) and number of p¯i ↓ particles types m− q = 3
thus we have G = span{3 ↓, 4 ↓, 5 ↓} than we have
Φˆp¯i↓(P) = e
3↓
X+1e
3↓
X+2e
3↓
X+3Φ3↓,3↓,3↓(P, Id) + e
3↓
X+1e
3↓
X+2e
4↓
X+3Φ3↓,3↓,4↓(P, Id) +
e3↓X+1e
3↓
X+2e
5↓
X+3Φ3↓,3↓,5↓(P, Id) + e
3↓
X+1e
4↓
X+2e
3↓
X+3Φ3↓,3↓,4↓(P,Π
X+2
X+3) + ...
e4↓X+1e
3↓
X+2e
3↓
X+3Φ3↓,3↓,4↓(P,Π
X+3
X+1) + e
4↓
X+1e
3↓
X+2e
4↓
X+3Φ3↓,4↓,4↓(P,Π
X+1
X+2) + ...
(5.2.110)
where X = K− N↓p¯i.
The relations (5.2.91) and (5.2.97) can be gathered in Φˆp¯i↓(P):
Φˆp¯i↓(ΠabP) = PabΦˆp¯i↓(P) (5.2.111)
where Pab is the permutation acting on the particles located at the a and b positions in Φˆp¯i↓(P). The
periodicity problem can then be rewritten in the following form
Φˆp¯i↓
(
Π
P(K−N↓p¯i+1)
P(K) ...Π
P(K−1)
P(K) P
)
=
(
bP(K)
)N−K+N↓p¯i Φˆp¯i↓(P) (5.2.112)
which can be simplified to
PP(K−N↓p¯i+1)P(K)...PP(K−1)P(K)Φˆp¯i↓(P) =
(
bP(K)
)N−K+N↓p¯i Φˆp¯i↓(P) (5.2.113)
Choosing P = C−mp¯i↓ with Cp¯i↓ = Π
K−N↓p¯i+1
K ...Π
K−1
K , we get the following Bethe equation
(
bm
)N−K+N↓p¯i = exp
 2pii
N↓p¯i
N↓p¯i−N↓(m−1)
∑
j=1
nj
 , m ∈ Mp¯i↓ (5.2.114)
with 1 ≤ n1 < ... < nN↓p¯i−N↓(m−1) ≤ N↓p¯i (5.2.115)
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In order to get all quantum numbers which characterize the eigenfunction and obtain the right
number of states, one should solve the permutation problem. We will take the result from the section
(5.2.4) on the solution of the permutation problem and we obtain additional sets of integers
1 ≤ n(k)1 < n(k)2 < ... < n(k)N↓(q+1)+...+N↓(k−1) ≤ N↓(q+1) + ...+ N↓k , k = q+ 2, ...,m− 2 . (5.2.116)
One can remark that if we set k = m− 1 in the above condition, we recover the relation (5.2.115). This
result ends the first subcase.
III-B) A p¯i ↑-particle is on the j site. The periodic boundary conditions on the coefficients
ΦA¯(PQ, P−1) can be written similarly to the previous case
ΦA¯(PQCK , P−1)
ΦA¯(PQ, P−1)
=
N
∏
l=1
σl(λPQ(K)) for Q such that Q(K) ∈ Mp¯i↑ . (5.2.117)
We proceed as in the case III-A, but instead we choose Q = Qp¯i↑C
K−N↑pi−N↑p¯i
K . Here Qp¯i↑ defined
similarly to Qp¯i↓: Qp¯i↑(i) ∈ Mp¯i↑ if i ∈ Mp¯i↑ and Qp¯i↑(i) = i for the remaining indices. The cyclic
permutation is chosen such that all pi and p¯i down particles are moved to the begining from their
original ordering for Q = id, that is CK−N↑pi−N↑p¯iK (i) = (i + N↑pi + N↑p¯i) mod K for any i. This choice
implies in particular the following relation:
PQCK =
( −→
∏
i∈Mpi↓
ΠiP˜(N↑pi+N↑p¯i)
)( −→
∏
i∈Mp¯i↓
Π
Pp¯i↓(i)
P˜(N↑pi+N↑p¯i)
)( −→
∏
i∈Mpi↑
ΠiP˜(N↑pi+N↑p¯i)
)
×
×
(
Π
P˜(N↑pi+1)
P˜(N↑pi+N↑p¯i)
...ΠP˜(N↑pi+N↑p¯i−1)P˜(N↑pi+N↑p¯i)
)
PQ (5.2.118)
where P˜ = Pp¯i↑Qp¯i↑ and PQ = Pp¯i↓P˜C
K−N↑pi−N↑p¯i
K . Here, due to the choice of Q, Ppi↓ and Ppi↑ are equal to
identity. The symbol
−→
∏
i∈MA
ΠiP˜(N↑pi+N↑p¯i)
denotes the ordered product of permutation: ...ΠiP˜(N↑pi+N↑p¯i)Π
i+1
P˜(N↑pi+N↑p¯i)
...
Next, we use the relations (5.2.92), (5.2.93) and (5.2.94) to simplify the coefficient ΦPQCKP−1 :
ΦA¯(PQCK , P
−1) = ∏
i∈Mpi↓
eikaiσai(λP˜(N↑pi+N↑p¯i)) ∏
i∈Mp¯i↓
b−1i ∏
i∈Mpi↑
e−ikaiσai(λP˜(N↑pi+N↑p¯i))×
×ΦA¯
(
Π
P˜(N↑pi+1)
P˜(N↑pi+N↑p¯i)
...ΠP˜(N↑pi+N↑p¯i−1)P˜(N↑pi+N↑p¯i) PQ, P
−1
)
(5.2.119)
and finally we get
∏
i∈Mpi↓
eikaiσai(λP˜(N↑pi+N↑p¯i)) ∏
i∈Mp¯i↓
b−1i ∏
i∈Mpi↑
e−ikaiσai(λP˜(N↑pi+N↑p¯i))×
ΦA¯
(
Π
P˜(N↑pi+1)
P˜(N↑pi+N↑p¯i)
...ΠP˜(N↑pi+N↑p¯i−1)P˜(N↑pi+N↑p¯i) PQ, P
−1
)
=
N
∏
l=1
σl(λP˜(N↑pi+N↑p¯i))ΦA¯(PQ, P
−1) (5.2.120)
Now we introduce similarly as in previous case the vector Φˆp¯i↑(P):
Φˆp¯i↑(P) ≡ ∑¯
A∈F
∑
Q′∈SNp¯i↑
ΦA¯(P, Q
′) ∏
i∈Mp¯i↑
e
A¯Q′(i)
i (5.2.121)
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where F = span{(p+ 1) ↑, ..., n ↑}.
The relations (5.2.90) and (5.2.97) can be gathered in Φˆp¯i↑(P):
Φˆ(ΠabP) = α−1ab PabΦˆ(P), with P−1(a)− P−1(b) = −1 (5.2.122)
where Pab is the permutation acting on the particles situated on a and b positions in Φˆp¯i↑(P).
Therefore, the periodicity problem can be rewritten as follows:
XmPP˜(N↑pi+1)m...PP˜(N↑pi+N↑p¯i−1)mΦˆp¯i↑(P˜) =
N
∏
l=1
σl(λm)Φˆp¯i↑(P˜), (5.2.123)
with m = P˜(N↑pi + N↑p¯i) and
Xm = ∏
l∈Mp¯i↑ ,l 6=m
αml ∏
i∈Mpi↓
eikaiσai(λm) ∏
i∈Mp¯i↓
b−1i ∏
i∈Mpi↑
e−ikaiσai(λm) (5.2.124)
Choosing P˜ = C−mp¯i↑ with Cp¯i↑ = Π
N↑pi+1
N↑pi+N↑p¯i ...Π
N↑pi+N↑p¯i−1
N↑pi+N↑p¯i , we find the Bethe equations:
∏
l∈Mp¯i↑ ,l 6=m
αml ∏
i∈Mpi↓
eikaiσai(λm) ∏
i∈Mp¯i↓
b−1i ∏
i∈Mpi↑
e−ikaiσai(λm) e
2pii
N↑p¯i ∑
N↑p¯i−N↑n
i=1 n¯i =
N
∏
l=1
σl(λm)
with m ∈ M↑p¯i and 1 ≤ n¯1 < ... < n¯N↑p¯i−N↑n ≤ N↑p¯i (5.2.125)
The problem of the complete characterization of the eigenfunction and of state counting arises in
a similar way as in case III-A. We get additional sets of integers, taking the results from the section
(5.2.4) on the solution of the permutation problem:
1 ≤ n(k)1 < n(k)2 < ... < n(k)N↑(p+1)+...+N↑(k−1) ≤ N↑(p+1) + ...+ N↑k , k = p+ 2, ..., n− 1 . (5.2.126)
Again, we recover relation (5.2.125) if we take k = n in the above condition.
5.2.3 Thermodynamic limit
The Bethe equations given in the section 5.2.1 differ from the (usual) Hubbard model’s ones by some
phases. In this section, we study our Bethe equations in more detail and find real solutions in the
thermodynamic limit L→ ∞ and at the half-filled band limit, similarly to (3.4).
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Simplification of Bethe equations The Bethe equations (5.2.9)-(5.2.13) can be partly solved for
the Bethe roots k j with j ∈ Api↑ ∪Api↓ and bl with l ∈ Mp¯i↓:
k j =
2pi
L− N↑p¯i
(
N↑pi − 1
2
+
m↑pi
N↑pi
+ I↑pij
)
, for j ∈ Api↑, (5.2.127)
m↑pi = 1, ..., N↑pi and 1 ≤ I↑pi1 < ... < I↑piN↑pi ≤ L− N↑p¯i
k j =
2pi
L− N↓p¯i − N↓m
(
N↓pi − 1
2
+
m↓pi
N↓pi
+ I↓pij
)
, for j ∈ Api↓, (5.2.128)
m↓pi = 1, ..., N↓pi and 1 ≤ I↓pi1 < ... < I↓piN↓pi ≤ L− N↓p¯i − N↓m
ln bl =
2pii
N↓p¯i + N↓m
(
N↓p¯i−N↓m−1
∑
j=1
nj
N↓p¯i
+ I↓p¯il
)
, l ∈ Mp¯i↓, (5.2.129)
1 ≤ n1 < ... < nN↓p¯i−N↓(m−1) ≤ N↓p¯i ; 1 ≤ I↓p¯i1 < ... < I↓p¯iN↓p¯i ≤ N↓p¯i + N↓m
eik j L = e2piiΦ ∏
l∈Mp¯i↑
i sin k j + iλl + U4
i sin k j + iλl − U4
, for j ∈ [1, N] \A (5.2.130)
N
∏
l=1
l 6∈A
i sin kl + iλm + U4
i sin kl + iλm − U4
= e2piiΨ ∏
l∈Mp¯i↑
l 6=m
iλm − iλl + U2
iλm − iλl − U2
, for m ∈ Mp¯i↑ (5.2.131)
where the phases Φ and Ψ are defined by
Φ ≡ N↓p¯i + N↓m − 1
2
−
(
N↓pi − 1
2
+
m↓pi
N↓pi
)
N↓pi
L− N↓p¯i − N↓m
−
N↓pi
∑
j=1
I↓pij
L− N↓p¯i − N↓m +
N↓p¯i−N↓(m−1)
∑
j=1
nj
N↓p¯i + N↓m
+
N↓p¯i
∑
j=1
I↓p¯ij
N↓p¯i + N↓m
(5.2.132)
and
Ψ ≡ ∑
σ=↑,↓
(
(−1)δσ,↓
(
Nσpi − 1
2
+
mσpi
Nσpi
)
Nσpi
L− Nσp¯i − δσ,↓N↓m +
Nσpi
∑
j=1
Iσpij
L− Nσp¯i − δσ,↓N↓m
)
+
+
N↑p¯i + N↓p¯i + N↓m
2
−
N↓p¯i−N↓m−1
∑
j=1
nj
N↓p¯i + N↓m
+
N↓p¯i
∑
j=1
I↓p¯ij
N↓p¯i + N↓m
+
N↑p¯i−N↑n
∑
j=1
n¯j
N↑p¯i
(5.2.133)
with 1 ≤ n¯1 < ... < n¯N↑p¯i−N↑n ≤ N↑p¯i.
We recall that
A = Api↑ ∪Api↓ = {a1, a2, . . . , aN↑pi} ∪ {aN↑pi+N↑p¯i+1, aN↑pi+N↑p¯i+2, . . . , aN↑pi+N↑p¯i+N↓pi} (5.2.134)
where the integers ai are ordered according to the inequalities
1 ≤ a1 < a2 < ... < aN↑pi ≤ N and 1 ≤ aN↑pi+N↑p¯i+1 < aN↑pi+N↑p¯i+2 < ... < aN↑pi+N↑p¯i+N↓pi ≤ N (5.2.135)
and ai 6= aj for i ∈ Mpi↑, j ∈ Mpi↓.
The ground state of the model is given by real values of the Bethe roots k j and λi.
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Following E.H.Lieb and F.Y.Wu [48] or (3.4.1), we take the logarithm of the Bethe equations
(5.2.130) and (5.2.131):
k jL = 2pi(Φ+ Ij) +
N↑p¯i
∑
i=1
ϑ
(λi + sin k j
U/4
)
, j ∈ [1, N] \A (5.2.136)
N
∑
j=1
j 6∈A
ϑ
(λi + sin k j
U/4
)
= 2pi(Ji +Ψ) +
N↑p¯i
∑
k=1
ϑ
(λi − λk
U/2
)
, i ∈ Mp¯i↑ (5.2.137)
where ϑ(x) = 2 arctan(x) ∈] − pi,pi] and we take the cut off for the logarithm as 1
i
log
( x + i
x− i
)
=
pi − ϑ(x) ∈ [0, 2pi[.
The quantum number Ij is integer or half-integer depending whether N↑p¯i + N↓p¯i + N↓m − 1 is
even or odd, similarly Ji is integer (half-integer) for N↑p¯i + 1 even (odd).
Thermodynamic limit We consider the thermodynamic limit L→ ∞where the particle densities
Nσp¯i
L
,
Nσpi
L
are kept fixed (σ =↑, ↓). Considering the phases Φ and Ψ in the thermodynamic limit the
ratios
Φ
L
and
Ψ
L
do not vanish and depend on the particle densities.
In this limit, the real numbers k j and λi become continous variables: k j+1 − k j → 0, λi+1 − λi → 0
with L → ∞. They are distributed between −Q(Φ) and Q(Φ) ≤ pi and −B(Ψ) and B(Ψ) < ∞
for some Q(Φ) and B(Ψ). In the small intervals dk and dλ, the numbers of k j and λi are Lρ(k)dk
and Lσ(λ)dλ respectively, where ρ(k) and σ(λ) are density functions to be determined. They are
normalized as follows:∫ Q(Φ)
−Q(Φ)
ρ(k)dk =
N − N↑pi − N↓pi
L
and
∫ B(Ψ)
−B(Ψ)
σ(λ)dλ =
N↑p¯i
L
(5.2.138)
The counting functions I(k) and J(λ) are defined in the continuum limit as following:
I(k) = k− 2piΦ
L
−
∫ B(Ψ)
−B(Ψ)
dλσ(λ)ϑ
(λ+ sin k
U/4
)
, (5.2.139)
J(λ) =
∫ Q(Φ)
−Q(Φ)
dkρ(k)ϑ
(λ+ sin k
U/4
)
− 2piΨ
L
−
∫ B(Ψ)
−B(Ψ)
dλ′σ(λ′)ϑ
(λ− λ′
U/2
)
(5.2.140)
These functions are such that I(k j) = 2pi Ij/L and J(λi) = 2pi Ji/L.
Since I(k + dk) − I(k) counts the number of k values between k and k + dk, we have dI(k)
dk
=
2piρ(k), and similarly,
dJ(λ)
dλ
= 2piσ(λ).
Now taking the derivatives of (5.2.137), and considering the fact that the phases Φ and Ψ do not
depend on the Bethe roots k or λ, we get the equations on densities, which are the same as Lieb-Wu
ones in [48]:
1 = 2piρ(k) +
cos k
U/4
∫ B(Ψ)
−B(Ψ)
dλσ(λ)ϑ′
(λ+ sin k
U/4
)
(5.2.141)∫ Q(Φ)
−Q(Φ)
dk
ρ(k)
U/4
ϑ′
(λ+ sin k
U/4
)
= 2piσ(λ) +
∫ B(Ψ)
−B(Ψ)
dλ′
σ(λ)
U/2
ϑ′
(λ− λ′
U/2
)
(5.2.142)
where k ∈ [−Q(Φ), Q(Φ)], λ ∈ [−B(Ψ), B(Ψ)] and ϑ′(x) = dϑ(x)/dx = 2/(1+ x2).
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Ground state. We consider the "half-filled band" limit, defined as
N − N↑pi − N↓pi = L and 2N↑p¯i = N − N↑pi − N↓pi . (5.2.143)
Using the same arguments as in 3.4.1, we obtain Q(Φ) = pi and B(Ψ) = ∞. This can be seen as
follows. Taking the normalization relations for ρ(k) and σ(λ) (5.2.138) and inserting the relations
between the counting functions and the densities, we get:
I(Q)− I(−Q) = N − N↑pi − N↓pi , J(B)− J(−B) = N↑p¯i (5.2.144)
Inserting the definitions of the counting functions (5.2.140) in these equations, the following condi-
tions arise: if Q→ pi then N − N↑pi − N↓pi = L and if B→ ∞ then 2N↑p¯i = N − N↑pi − N↓pi.
This limit allows us to find the solution for the densities ρ(k) and σ(λ) by Fourier transform:
σ0(λ) =
1
2pi
∫ ∞
0
dw
cos(wλ)
cos(wU/4)
J0(w) , λ ∈ [−∞,∞] (5.2.145)
ρ0(k) =
1
2pi
+
cos k
pi
∫ ∞
0
dw
cos(w sin k)
eUw/2 + 1
J0(w) , k ∈ [−pi,pi] (5.2.146)
with zeroth order Bessel function J0(x) =
1
pi
∫ ∞
0
dw cos(x sin w).
The ground state energy is then equal:
E =
U
4
(L− 2Np¯i) + 2 ∑
l∈Mp¯i↑∪Mp¯i↓
cos(kl) =
U
4
(L− 2Np¯i) + 4L
∫ ∞
0
dw
J1(w)J0(w)
w(eUw/2 + 1)
(5.2.147)
with order one Bessel function J1(x) =
x
pi
∫ ∞
0
dw cos(x sin w) cos2 w.
On this point we finish the discussion of the generalized Hubbard models. We point out that the
treatment of the obtained Bethe equations (5.2.9)-(5.2.13) is not accomplished and a string hypothesis
incluiding Takahashi’s one, due to new appeared phases, is needed. From the AdS/CFT duality side,
the phases in our Bethe equations are trivial to be compared with the "dressing" factor of [77], (3.5.15).
Further modifications of the R-matrix are needed, such as the introduction of free parameters using
the twist of the underlying Hopf algebra e.g Reshetikhin twist or higher spin generalizations etc.
Finally, we think that our models can be used in condensed matter physics to define multi-leg
Hubbard models.
5.2.4 Permutation problem
In this section we review the solution of permutation problem. This solution allows to obtain all
necessary quantum number (inner level Bethe roots) in order to fully characterize the coefficients
ΦA¯(PQ, P−1) in the ansatz (5.2.52) or the coefficients ΦA¯(P, QP−1) in the ansatz (5.1.2). Due to the
fact that such kind of problem arises two times for different sectors of "Auxiliary problem. Level 3"
(5.2.2) and in (5.1.2), therefore we will show the solution in general case.
Let we have e2σ, e3σ, ... ,ehσ "particles" with any spin σ that move ‘freely’, the Hamiltonian Γ being
constructed on permutations only:
Γ φ = Pj+1j...PKjP1j...Pj−1j φ = Λφ . (5.2.148)
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Note that Γ is a cyclic permutation, and is independent from j.
We choose the "particle" e2σ as the vacuum state:
φM=0 =
K
∏
i=1
e2σi , Λ = 1 , (5.2.149)
and introduce the function
φ
(3)
M (A¯) =∑
~x
Ψ(~x)
M
∏
i=1
eAixi , Ai = 3σ, 4σ, ..., hσ . (5.2.150)
It describes a state with M excitations above the vacuum state φM=0.
The coefficients Ψ(~x) are defined in the sector 1 ≤ xQ(1) < xQ(2) < ... < xQ(M) ≤ K, with Q ∈ SM,
by
ΨQ(~x) = ∑
P∈SM
Φ(3)(P, QP−1)
M
∏
i=1
gxQ(i)(a
(3)
P(i)) , gx(a) = a
x . (5.2.151)
One can verify that φ(3)M (~A) is an eigenfunction with the following eigenvalue
Λ =
M
∏
i=1
a(3)i (5.2.152)
if some conditions, which we precise below, are satisfied.
Application of the Hamiltonian gives only the periodicity condition on the coefficientsΦ(3)(P, QP−1):
Φ(3)(PC, QP−1)
Φ(3)(P, QP−1)
= [a(3)P(M)]
K , C = Π1M...ΠM−1M . (5.2.153)
We assume some relations on the coefficients Φ(3)(P, QP−1), but, now, the form of these relations
depend on whether the particles are identical or not. If, for a given i, xi and xi+1 correspond to
identical particles we impose
Φ(3)(ΠP(i)P(i+1)P, QP
−1) = Φ(3)(P, QP−1), (5.2.154)
while, otherwise, we set
Φ(3)(ΠP(i)P(i+1)P, QP
−1ΠP(i)P(i+1)) = Φ(3)(P, QP−1) . (5.2.155)
As we can see, there is a sector changing in the relations above, and we proceed recursively using
the same methods as above. We introduce
Φˆ(3)(P) ≡ ∑
Q,A¯
Φ(3)[P, Q, A¯]|Aq1 , .., AqM > (5.2.156)
where the sum is over possible types A¯ and all corresponding sectors Q ∈ SM. The vector |Aq1 , ..., AqN >
represents one state with M excitations and belongs to V1⊗ ...⊗VN (where V = span{e3σ, e4σ, ..., eh σ}).
Then, relations (5.2.154) and (5.2.155) can be rewritten in the following form
Φˆ(3)(ΠabP) = S
(3)
ab Φˆ
(3)(P) , S(3)ab = Pab . (5.2.157)
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Therefore, the periodic boundary conditions on Φˆ(P) implied by the action of the chain of per-
mutations is written as
Pm+1m...PMmP1m...Pm−1mΦˆ(3)(id) = [a
(3)
m ]
KΦˆ(3)(id) , m = 1, ..., M (5.2.158)
but here we have already only e3σ, ... ,ehσ "particles" involved in the calculations. Thus, we arrive to
the next level of nested Coordinate Bethe ansatz, with, again, an Hamiltonian built on permutations
only, and a new chain of length M.
Using the previous considerations, we repeat the same method and we "eliminate" one by one
the "particles" e3σ, ... up to eh−1 σ, choosing it as the vacuum state at each nested level.
We suppose that we have M3 "particles" of type e3σ, M4 of type e4σ,..., Mh of type ehσ, so that
M3 + M4 + ... + Mh = M. At each level k = 3, ..., h− 1, we have particles e(k+1)σ, ..., ehσ as different
types of excitations above the vacuum state built on ekσ. The eigenvector Φˆ(k)(id) can be written in
the same form as in (5.2.150) and (5.2.151), with the set of Bethe roots {a(k+1)i }
Mk+1+...+Mh
i=1 and the
coefficients Φ(k+1)(P, QP−1) with P, Q ∈ SMk+1+...+Mh . These coefficients are used to write the vector
Φˆ(k+1)(id) that obeys the periodicity condition:
Pm+1,m...PMk+1+...+Mh,mP1m...Pm−1,mΦˆ
(k+1)(id) =
[
a(k+1)m
]Mk+...+Mh
Φˆ(k+1)(id), (5.2.159)
for m = 1, ..., (Mk+1 + ...+ Mh).
Also, we find the periodicity condition of the previous level (when we pass from level k − 1 to
level k) [
a(k)m
]Mk−1+...+Mh
=
Mk+1+...+Mh
∏
i=1
a(k+1)i (5.2.160)
for m = 1, ..., (Mk+1 + ...+ Mh) and k = 3, ..., h− 1 with M2 = K− (M3 + ...+ Mh).
At last level, we have only one type of excitations ehσ on the vacuum state eh−1 σ. Thus, using the
relation (5.2.160) for k = h− 1, we find the following Bethe equations which link the case of one type
excitation ehσ and the previous level with two types of excitations {eh−1 σ, eh σ}:
[a(h−1)i ]
Mh−2+Mh−1+Mh =
Mh
∏
j=1
a(h)j , i = 1, . . . , Mh−1 + Mh , (5.2.161)
together with the result for one type excitation on the vacuum
a(h)j = e
2pii
n(h)j
Mh−1+Mh , j = 1, . . . , Mh (5.2.162)
1 ≤ n(h)1 < n(h)2 < ... < n(h)Mh ≤ Mh−1 + Mh . (5.2.163)
In the same way, we can write the Bethe equations corresponding to the transition between level
with {eh−1 σ, eh σ} and the previous one
[a(h−2)i ]
Mh−3+...+Mh =
Mh−1+Mh
∏
j=1
a(h−1)j , i = 1, . . . , Mh−2 + ...+ Mh (5.2.164)
and we can continue this recurrence up to a(3).
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Solutions for every set of Bethe roots a(k) can be computed as following. For k = 3, ..., h with
M2 = K− (M3 + ...+ Mh) we have
a(k)j = e
2pii
Mk−1+...+Mh
n(k)j +∑hm=k+1 ∑Mm+...+Mhi=1 n(m)iMk+...+Mh

, j = 1, . . . , (Mk + ...+ Mh)
1 ≤ n(k)1 < n(k)2 < ... < n(k)Mk+...+Mh ≤ Mk−1 + ...+ Mh . (5.2.165)
Therefore, the function is the eigenvector of the initial permutation problem (5.2.148)
φ
(3)
M (A¯) = ∑
Q∈SM
∑
~x∈Q
∑
P∈SM
Φ(3)(P, QP−1)
M
∏
i=1
[a(3)P(i)]
xQ(i)eAixi φ0(2σ) (5.2.166)
where we denoted explicitely the ‘empty sites’ (with no excitation) as φ0(2σ).
The coefficients Φ(3)(id, Q) gathered in Φˆ(3)(id) are connected with the next level coefficients
Φ(4)(id, Q). To see it, we fix the value of M3 and consider vectors B¯ which characterizes excitations
of the form
B¯ = (
M−M3︷ ︸︸ ︷
hσ, ..., hσ, ..., 4σ, ..., 4σ,
M3︷ ︸︸ ︷
3σ, ..., 3σ) . (5.2.167)
Then, we consider the restriction of the relation (5.2.156) to
Φˆ(3)(id)
∣∣∣
restric.
= ∑
Q,B¯
Φ(3)[id, Q, B¯]|Bq1 , .., BqM > . (5.2.168)
One can recognize in this term the φ(4)M−M3(B¯) coefficient (here we take only first M−M3 values B¯):
∑
Q
Φ(3)[id, Q, B¯]eB1q−1(1)...e
BM−M3
q−1(M−M3)φ0(3σ) = ∑
~y∈[1,M]
Ψ(~y)
M−M3
∏
i=1
eBiyi φ0(3σ) ≡ φ
(4)
M−M3(B¯), (5.2.169)
with yi = q−1(i) for i = 1, ..., M−M3. In the left hand side of the equation eBiq−1(i) are the operators
which create the corresponding excitations Bi on the site q−1(i) of the chain of particles e3σ.
Therefore, using the same ansatz as in (5.2.151) for Ψ(~y) in φ(4)M−M3(B¯) we can identify the coeffi-
cients Φ(3)(id, Q) as
Φ(3)(id, Q, B¯) = ∑
P∈SM−M3
Φ(4)(P, Q′P−1, B¯)
M−M3
∏
i=1
[a(4)P(i)]
i, (5.2.170)
with Q′ ∈ SM−M3 defined by Q′(i) = Q(i) for i = 1, ..., M−M3 and
Bi = 4σ, ..., h σ, i = 1, ..., M−M3 . (5.2.171)
In the general case, the coefficients Φ(k)(P, Q) are defined by the same relations: for k = 3, ..., h− 2,
we have
Φ(k)(id, Q, B¯) = ∑
P∈SMk+1+...+Mh
Φ(k+1)(P, Q′P−1, B¯)
Mk+1+...+Mh
∏
i=1
[a(k+1)P(i) ]
i, (5.2.172)
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where Q′ ∈ SMk+1+...+Mh is defined by Q′(i) = Q(i) for i = 1, ..., Mk+1 + ...+ Mh,
Bi = (k + 1)σ, ..., h σ, i = 1, ..., Mk+1 + ...+ Mh
and there are relations similar to (5.2.154) and (5.2.155).
At last, when k = h− 1 we get
Φ(h−1)(id, Q, B¯) = ∑
P∈SMh−1+Mh
Mh−1+Mh
∏
i=1
[a(h)P(i)]
i. (5.2.173)
Equations of the type (5.2.170) and (5.2.172) together with relations (5.2.154) and (5.2.155) allow us to
derive all the coefficients Φ(3)(P, Q). The eigenvalue reads
Λ(~n(3), ...,~n(h)) ≡ Λ(~n(3)) =
M
∏
i=1
a(3)i = exp
(2pii
K
M
∑
i=1
n(3)i
)
= exp
(2pii
K
|~n(3)|
)
. (5.2.174)
The Bethe parameters ~n(k), k > 3, ensure the correct multiplicity of eigenfunctions. Indeed, the total
number of states φM(~n(3),~n(4), ...,~n(h)) is
∑
~n(3) ,~n(4) ,...,~n(h)
1≤n(k)i <n
(k)
i+1≤Jk
1 =
K!
M3!...Mh!(K−M)! , where Jk =
m+n
∑
`=k−1
M`, (5.2.175)
which shows that the ansatz is complete.
Therefore, we apply these results in "Auxiliary problem. Level 3" (5.2.2).
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Chapter 6
Conclusion and outlook
The one-dimensional Hubbard model is an example of integrable spin chains. It is a less ’trivial’
example than basic spin chains as XXX or XXZ and there is a lot of important results have been
obtained for this model.
In this thesis we considered the Hubbard model and its supersymmetric extensions. In details
we described the Coordinate Bethe Ansatz method in order to derive the Bethe equations for con-
sidered models. The Bethe equations in the case of our supersymmetric extended Hubbard models
are similar to the Lieb-Wu equations up to certain phases depending on inner level Bethe roots. We
reviewed the solution of the Bethe equations for the Hubbard model (Lieb-Wu equations) and for
our supersymmetric extended models in the case of real roots in the thermodynamic limit. We repro-
duced the results for the ground state energy in the half-filled band limit for these models. We found
that our phases do not contribute to the ground state energy in the half-filled band limit. The string
hypothesis for our supersymmetric extended Hubbard models can be based on the Takahashi’s one
but, however, it is needed to be enlarged due to the phases appeared in the Bethe equations.
The studies of the Hubbard model and its generalizations, were motivated by its applications in
the N = 4 super Yang-Mills theory (SYM). Although it appeared that the one-dimensional Hubbard
model is not a proper answer due to the transcendental contributions to the anomalous dimensions
(in the su(2) subsector of the theory), one may find new directions in this field by studying integrable
extensions of the one-dimensional Hubbard model.
Unfortunately, the phases appeared in the Bethe equations of our supersymmetric extended Hub-
bard models do not depend on the 1st and 2nd level Bethe roots as in the AdS/CFT context, but we
believe that our construction can be used as a first step in the construction of the integrable model
that would reproduce the expected phase. An open problem is thus to look for an amendment of the
construction to provide k-dependent phases for the AdS/CFT.
Another aspect lies in the possibility of applications to condensed matter physics, particularly
when dealing with small rank algebras. Our models can be used in condensed matter physics prob-
ably to define multi-leg Hubbard models. However, this direction still need to be exploited.
Further researches on generalized Hubbard model can be based on the introduction of free pa-
rameters in Shastry’s R-matrix. An example of this is related to the so-called Reshetikhin twist. Such
construction were already used for basic spin chains and certain generalizations of the Hubbard
model as U model. For the Hubbard model, a kind of twist is necessary to consider in order to obtain
free parameters appearing in the Bethe equations.
Another interesting question is to generalize the spin degree of freedom. The Hubbard model
and its generalizations contains particles of spin 1/2. It was also argued by Z.Maassarani that the
R-matrix corresponding to higher spins can be constructed by the fusion procedure. However, even
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in the simplest case it become difficult to operate with the R-matrix. The generalization of the spin
degree of freedom to sl(3) or sl(n) algebra seems still an open question. Probably, the construction
of the R-matrix is similar to the one of the Bariev spin chain.
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