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Abstract
Following the symplectic approach we show how to embed the Abelian
Proca model into a first-class system by extending the configuration space to
include an additional pair of scalar fields, and compare it with the improved
Dirac scheme. We obtain in this way the desired Wess-Zumino and gauge
fixing terms of BRST invariant Lagrangian. Furthermore, the integrability
properties of the second-class system described by the Abelian Proca model
are investigated using the Hamilton-Jacobi formalism, where we construct the
closed Lie algebra by introducing operators associated with the generalized
Poisson brackets.
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I. INTRODUCTION
The standard Dirac quantization method (DQM) [1] has been widely used in order to
quantize Hamiltonian systems involving first- and second-class constraints. However, the re-
sulting Dirac brackets may be field-dependent and nonlocal, and thus pose serious ordering
problems for the quantization of the theory. On the other hand, the Becci-Rouet-Stora-
Tyutin (BRST) [2,3] quantization of constrained systems along the lines originally estab-
lished by Batalin, Fradkin, and Vilkovisky [4,5], and then reformulated in a more tractable
and elegant version by Batalin, Fradkin, and Tytin [6], does not suffer from these difficulties,
as it relies on a simple Poisson bracket structure. As a result, the embedding of second-
class systems into first-class ones (gauge theories) has received much attention in the past
years and the DQM improved in this way, has been applied to a number of models [7–13]
in order to obtain the corresponding Wess-Zumino (WZ) actions [14,15]. In fact, the earlier
work on this subject is based on the traditional Dirac’s pioneering work [1], which has been
criticized for introducing “superfluous” primary constraints, and has been avoided in more
recent treatments, based on the symplectic structure of phase space. That this approach is
of particular advantage in the case of first-order Lagrangians such as Chern-Simons theories
has been emphasized by Faddeev and Jackiw [16]. This symplectic scheme has been applied
to a number of models [17,18] and has recently been used to implement the improved DQM
embedding program in the context of the symplectic formalism [19,20].
Based on the Carathe´odory equivalent Lagrangians method [21], an alternative Hamilton-
Jacobi (HJ) scheme for constrained systems was also proposed [22] and exploited to quantize
singular systems [23–25]. One of the most interesting applications of the HJ scheme is
system with second-class constraints [1,26], since the set of differential equations derived
from the corresponding HJ equation is not integrable [26], being incomplete. They become
complete with the addition of suitable “integrability conditions,” which turn out to be Dirac
“consistency conditions” requiring time independence of the constraints [25].
In this paper, we wish to illustrate the above quantization schemes in the case of the
2
Abelian Proca model. The material is organized as follows. In section 2, we briefly recapitu-
late the Proca model in the framework of the standard and the improved DQMs. In section
3, after briefly reviewing the gauge non-invariant symplectic formalism for this model [16],
we then show how the improved DQM program for embedding this second-class system
into a first-class one is realized in the framework of the symplectic formalism, and obtain
in this way the corresponding Wess-Zumino and gauge fixing terms of the BRST invariant
Lagrangian. In section 4, we finally apply the HJ quantization scheme to the Proca model
and comment on the integrability conditions and the closed Lie algebra obtained by intro-
ducing operators associated with the generalized Poisson brackets. Our conclusion is given
in section 5.
II. DIRAC QUANTIZATION METHOD
Standard Dirac quantization method
In this section, we briefly recapitulate the massive Proca model described by the La-
grangian
L0 = −
1
4
FµνF
µν +
1
2
m2AµA
µ, (2.1)
where Fµν = ∂µAν − ∂νAµ and gµν = diag(+,−,−,−). The canonical momenta conjugate
to the fields Aµ are given by π0 = 0 and πi = Fi0 with the Poisson algebra {A
µ(x), πν(y)} =
δµν δ(x− y). The canonical Hamiltonian then reads
H0 =
1
2
π2i +
1
4
FijF
ij +
1
2
m2(A0)2 +
1
2
m2(Ai)2 −A0(∂iπi +m
2A0). (2.2)
Since we have one primary constraint
Ω1 = π0 ≈ 0, (2.3)
the total Hamiltonian is given by
HT = H0 + uΩ1 (2.4)
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with u a Lagrange multiplier. The requirement Ω˙1 ≈ 0 leads to the secondary, Gauss’ law
constraint
Ω2 = ∂
iπi +m
2A0 ≈ 0. (2.5)
Note that the time evolution of this constraint with HT generates no further constraint,
but only fixes the multiplier u to be u = −∂iA
i, so that HT no longer involves arbitrary
parameters:
HT = H0 − Ω1∂iA
i. (2.6)
As a result, the full set of constraints of this model is Ωi (i, j = 1, 2). They satisfy the
second-class constraint algebra
∆ij(x, y) = {Ωi(x),Ωj(y)} = −m
2ǫijδ(x− y) (2.7)
with ǫ12 = −ǫ21 = 1. The consistent quantization of the Proca model is then obtained in
terms of the Dirac brackets [28]
{A0(x), Aj(y)}D =
1
m2
∂jxδ(x− y), {A
0(x), A0(y)}D = 0,
{Aj(x), Ak(y)}D = 0, {πµ(x), πν(y)}D = 0,
{Ai(x), πj(y)}D = δ
i
jδ(x− y), {A
0(x), πν(y)}D = 0,
{Ai(x), π0(y)}D = 0.
(2.8)
For later comparison we also list the equations of motion following from the time evolution
of the fields Aµ and πµ with HT :
A˙0 = −∂iA
i, A˙i = πi + ∂
iA0,
π˙0 = ∂
iπi +m
2A0, π˙i = ∂jF
ij −m2Ai,
(2.9)
which, together with the constraints Ωi , reproduce the well-known equations
(∂ν∂
ν +m2)Aµ = 0. (2.10)
Improved Dirac Quantization Method
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For late comparison we now briefly review the improved DQM [7–10], which implements
the conversion of the second-class constraints of a system [6] to the first-class constraints,
for the case of the Abelian Proca model [27,28]. To this end we extend phase space by
introducing a pair of auxiliary fields (θ, πθ) satisfying the canonical Poisson brackets
{θ(x), πθ(y)} = δ(x− y). (2.11)
Following the improved DQM, we obtain for the Abelian conversion of the second-class
constraints, Eqs. (2.3) and (2.5), to the first-class constraints
Ω˜1 = π0 +m
2θ, Ω˜2 = ∂
iπi +m
2A0 + πθ (2.12)
satisfying the rank-zero algebra
{Ω˜i, Ω˜j} = 0. (2.13)
Similarly, we obtain for the first-class physical fields in the extended phase space
A˜µ = (A0 +
1
m2
πθ, A
i + ∂iθ), π˜µ = (π0 +m
2θ, πi). (2.14)
Since an arbitrary functional of the first-class physical fields is also first-class [7], we can
directly obtain the desired first-class Hamiltonian H˜ corresponding to the Hamiltonian HT
in Eq. (2.6) via the substitution Aµ → A˜µ, πµ → π˜µ:
H˜ = HT +
1
2
m2(∂iθ)
2 +
1
2m2
π2θ + ∂
2
i θΩ˜1 −
1
m2
πθΩ˜2. (2.15)
On the other hand, one easily recognizes that the Poisson brackets between the first-
class fields in the extended phase space are formally identical with the Dirac brackets of the
corresponding second-class fields [29]. Note that the symplectic formalism [16,17] also gives
the same result. (See next section for more details.)
Next, one can consider the partition function of the model in order to present the La-
grangian corresponding to H˜ in the canonical Hamiltonian formalism as follows
Z =
∫
DAµDπµDθDπθ
2∏
i,j=1
δ(Ω˜i)δ(Γj)det | {Ω˜i,Γj} | e
iS, (2.16)
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where
S =
∫
d4x
(
πµA˙
µ + πθθ˙ − H˜
)
, (2.17)
with the Hamiltonian H˜ in Eq. (2.15). Then, after performing tedious integrations over all
momenta, one obtains the Lagrangian
L = −
1
4
FµνF
µν +
1
2
m2(Aµ + ∂µθ)(A
µ + ∂µθ). (2.18)
Up to a total divergence term this is just the manifestly gauge invariant Stu¨ckelberg La-
grangian, with θ the Stu¨ckelberg scalar, which is invariant under the gauge transformations
as δAµ = ∂µΛ and δθ = −Λ.
III. SYMPLECTIC EMBEDDING FORMALISM
Gauge noninvariant symplectic scheme
In order to set the stage for the symplectic embedding of the Proca model into a gauge
theory, we briefly review [16,28] the gauge noninvariant symplectic formalism for this model.
Following ref. [16], we rewrite the second-order Lagrangian (2.1) as the first-order Lagrangian
L0 = π0A˙
0 + πiA˙
i −H0, (3.1)
where the Lagrangian L0 is to be regarded as a function of the configuration–space variables
Ai and πi, and H0 is the canonical Hamiltonian density in Eq. (2.2). Since H0 depends on
πi and A
i, but not on their time derivatives, it can be regarded as the (level zero) symplectic
potential H(0).
In order to find the symplectic brackets we introduce the sets of the symplectic variables
ξ(0)α = ( ~A, ~π, A0) and their conjugate momenta a(0)α = (~0, ~π, 0), which are directly read off
from the canonical sector of the first-order Lagrangian (3.1), written in the form
L = a(0)α ξ
(0)α −H(0). (3.2)
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The dynamics of the model is then governed by the symplectic two-form matrix:
f
(0)
αβ (x, y) =
∂a
(0)
β (y)
∂ξ(0)α(x)
−
∂a(0)α (x)
∂ξ(0)β(y)
, (3.3)
via the equations of motion
∫
d3yf
(0)
αβ (x, y)ξ˙
β(y) =
δ
δξ(0)α(x)
∫
d3yH0(y). (3.4)
In the Proca model the symplectic two-form matrix is given by
f
(0)
αβ (x, y) =


O −I ~0
I O ~0
~0T ~0T 0


δ(x− y), (3.5)
where O(I), ~b and ~bT stand for a 3 × 3 null (identity) matrix, a column vector and its
transpose, respectively, showing the matrix f
(0)
αβ (x, y) is singular. Here the symplectic two-
form matrix has a zero mode 1: ν(0)Tα,y (1, x) = (~0,~0, 1)δ(x−y), which generates the constraint
Ω2 in the context of the symplectic formalism [16] as follows
∫
d3y δ(x− y)
δ
δA0(y)
∫
d3zH0(z) = −Ω2(x) = 0, (3.6)
where Ω2 is given by Eq. (2.5). Following the symplectic algorithm, we add the constraint
Ω2 to the canonical sector of the Lagrangian (3.1), by enlarging the symplectic phase space
with the addition of a Lagrange multiplier ρ. The once iterated first-label Lagrangian is
then given as
L(1) = π0A˙
0 + πiA˙
i + Ω2ρ˙−H
(1), (3.7)
where the first-iterated Hamiltonian H(1) = H(0)|Ω2=0 is given by
1We label the zero modes as follows: ν
(l)
α,y(σ, x), (σ = 1, ..., N), where “l” refers to the “level”, α,
y stand for the component, while σ, x label the N-fold infinity of zero modes in R3. For simplicity
we refer to the zero modes only according to their discrete labelling σ.
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H(1) =
1
2
π2i +
1
4
FijF
ij +
1
2
m2(A0)2 +
1
2
m2(Ai)2. (3.8)
The situation at this stage is exactly the same as before except for the replacement,
L0 → L
(1) and H0 → H
(1). In other words, we now have for the symplectic variables and
their conjugate momenta
ξ(1)α = ( ~A, ~π, A0, ρ), a(1)α = (~π,~0, 0,Ω2). (3.9)
The first iterated symplectic nonsingular two-form matrix is now given by
f
(1)
αβ (x, y) =


O −I ~0 ~0
I O ~0 −~∇x
~0T ~0T 0 m2
~0T ~∇Tx −m
2 0


δ(x− y). (3.10)
Its inverse matrix is easily obtained
(f
(1)
αβ )
−1(x, y) =


O I 1
m2
~∇x ~0
−I O ~0 ~0
− 1
m2
~∇Tx ~0
T 0 − 1
m2
~0T ~0T 1
m2
0


δ(x− y). (3.11)
Now, this inverse symplectic two-form matrix gives the symplectic brackets of the Proca
model
{ξ(1)α(x), ξ(1)β(y)}symp = (f
(1))−1αβ(x, y), (3.12)
which are recognized to be identical with the Dirac brackets in Eq. (2.8).
Gauge invariant symplectic embedding
Embedding a second-class system into a first-class one is, on Lagrangian level, equivalent
to finding the Wess-Zumino(WZ) action for the Lagrangian in question. This is what we
propose to do next in the context of the symplectic formalism, taking the Proca model as
an illustration. The starting point is provided by the Lagrangian
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L = −
1
4
FµνF
µν +
1
2
m2AµA
µ + LWZ . (3.13)
The symplectic procedure is greatly simplified, if we make the following “educated guess”
for the WZ Lagrangian, respecting Lorentz symmetry,
LWZ =
1
2
c1∂µθ∂
µθ + c2A
µ∂µθ + c3f, (3.14)
with f an arbitrary polynomial of θ. As an Ansatz we shall take ci (i = 1, 2, 3) to be
constants to be fixed by the symplectic embedding procedure. After partial integration of
the second term in Eq. (3.14) in order to coincide with the constraint Ω˜1, in terms of the
canonical momenta conjugate to A0, Ai and θ
π0 = −c2θ, πi = Fi0, πθ = c1θ˙, (3.15)
the canonical Hamiltonian reads
H(0) =
1
2
π2i +
1
4
FijF
ij +
1
2
m2(A0)2 +
1
2
m2(Ai)2 − A0(∂iπi +m
2A0)
+
1
2c1
π2θ +
1
2
c1(∂iθ)
2 − c2A
i∂iθ − c3f. (3.16)
Here note that the equation for the canonical momentum π0 in Eq. (3.15) yields the con-
straint Ω˜1, which will be shown to be equivalent to the corresponding first-class constraint
in Eq. (2.12).
Following the canonical procedure for obtaining the equivalent symplectic first-order
Lagrangian with the WZ term, we have
L(0) = π0A˙
0 + πiA˙
i + πθθ˙ −H
(0), (3.17)
where the initial set of symplectic variables ξ(0)α and their conjugate momenta a(0)α are now
given by
ξ(0)α = ( ~A, ~π, θ, πθ, A
0), a(0)α = (~π,~0, πθ, 0,−c2θ). (3.18)
From Eq. (3.18) we read off the symplectic singular two-form matrix to be
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f
(0)
αβ (x, y) =


O −I ~0 ~0 ~0
I O ~0 ~0 ~0
~0T ~0T 0 −1 −c2
~0T ~0T 1 0 0
~0T ~0T c2 0 0


δ(x− y) (3.19)
having a non-trivial zero mode given by
ν(0)Tα,y (1, x) = (~0,~0, 0,−c2, 1)δ(x− y). (3.20)
Applying this zero mode from the left to the equation of motion, we are led to a constraint
Ω˜2
∫
d3y ν(0)Tα,y (1, x)
δ
δξ(0)α(y)
∫
d3zH(0)(z) = −Ω˜2(x) = 0, (3.21)
where Ω˜2 is given by
Ω˜2 = ∂
iπi +m
2A0 +
c2
c1
πθ, (3.22)
which will be shown to be equal to the corresponding constraint in Eq. (2.12) with the fixed
values of c1 and c2.
Next, following the symplectic algorithm outlined before, we obtain the first-iterated
Lagrangian by enlarging the canonical sector with the constraint Ω˜2 and its associated
Lagrangian multiplier ρ as follows
L(1) = π0A˙
0 + πiA˙
i + πθ θ˙ + Ω˜2ρ˙−H
(1) (3.23)
where H(1) = H(0)|Ω˜2=0 is the first-iterated Hamiltonian. We have now for the first-level
symplectic variables ξ(1)α and their conjugate momenta a(1)α
ξ(1)α = ( ~A, ~π, θ, πθ, A
0, ρ), a(1) = (~π,~0, πθ, 0,−c2θ, Ω˜2), (3.24)
and the first-iterated symplectic two-form matrix now reads
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f
(1)
αβ (x, y) =


O −I ~0 ~0 ~0 ~0
I O ~0 ~0 ~0 −~∇x
~0T ~0T 0 −1 −c2 0
~0T ~0T 1 0 0 c2
c1
~0T ~0T c2 0 0 m
2
~0T ~∇Tx 0 −
c2
c1
−m2 0


δ(x− y). (3.25)
In order to realize a gauge symmetry, this matrix must have at least one zero-mode which
does not imply a new constraint. To start out with, we introduce two zero-modes for the
first-iterated symplectic two-form matrix
ν(1)Tα,y (1, x) = (~0,~0, 0,−c2, 1, 0)δ(x− y),
ν(1)Tα,y (2, x) = (~∇x,~0,−
c2
c1
, 0, 0, 1)δ(x− y). (3.26)
We require that these zero-modes should not generate any new constraint upon applying it
from the left to the equation of motion
∫
d3y ν(1)Tα,y (1, x)
δ
δξ(1)α(y)
∫
d3z H(1)(z) = (m2 −
c22
c1
)A0,
∫
d3y ν(1)Tα,y (2, x)
δ
δξ(1)α(y)
∫
d3z H(1)(z) = (m2 −
c22
c1
)∂iA
i +
c2c3
c1
df
dθ
. (3.27)
Hence no new constraint is generated provided we choose for the free adjustable coefficients:
c1 = c2 = m
2, c3 = 0. (3.28)
As a result, we arrived at the final result in the form of the Stu¨ckelberg Lagrangian (2.18),
which manifestly displays the gauge invariance under δAµ = ∂µΛ and δθ = −Λ. Note that
with the above fixed ci, Ω˜2 in Eq. (3.22) is isomorphic to Ω˜2 given in Eq. (2.12).
Now, in order to discuss gauge transformation, we consider the skew symmetric matrix
(3.25) of the form,
f
(1)
αβ (x, y) =

 fαˆβˆ Mαˆσ
−MTαˆσ O

 δ(x− y), (3.29)
11
where the submatrix fαˆ,βˆ refers to the ξαˆ = (
~A, ~π, θ, πθ) sector, and Mαˆσ is a 2 × 8 matrix
defined as Mαˆσδ(x − y) =
∂Ωσ(y)
∂ξαˆ(x)
. Following ref. [17], the zero-modes ν(1)α,y(σ, x) of f
(1)(x, y)
are of the general form
ν(1)α,y(1, x) =


−f−1
αˆβˆ
Mβˆ1
1
0


δ(x− y), ν(1)α,y(2, x) =


−f−1
αˆβˆ
Mβˆ2
0
1


δ(x− y). (3.30)
From Eq. (3.25) we have
f−1
αˆβˆ
=


O I ~0 ~0
−I O ~0 ~0
~0T ~0T 0 1
~0T ~0T −1 0


, (3.31)
so that the zero-modes are (we have now c2/c1 = 1)
ν(1)Tα,y (1, x) = (~0,~0, 0,−1, 1, 0)δ(x− y),
ν(1)Tα,y (2, x) = (~∇x,~0,−1, 0, 0, 1)δ(x− y) (3.32)
in agreement with Eq. (3.26).
As has been shown in ref. [17], the “trivial” zero modes generate gauge transformation
on ξ(1)α in the sense
2
δξα(x) = Σσ
∫
d3y ν(1)Tα,y (σ, x)ǫσ(y). (3.33)
we thus conclude from Eq. (3.32),
2The Dirac algorithm as applied to the symplectic Lagrangian shows that the gauge transformation
on ξαˆ are generated by the first-class constraints Ωσ(x) (σ = 1, 2) with respect to the symplectic
Poisson bracket: δξαˆ(x) = {ξαˆ(x), G}symp =
∫
d3y ∂ξαˆ(x)
∂ξ
βˆ
(y)f
−1
βˆγˆ
δG
δξγˆ (y)
where G = Σσ
∫
d3y ǫσ(y)Ωσ(y).
Hence, we have δξαˆ(x) = Σσ
∫
d3yf−1αˆγˆ
∂Ωσ(y)
∂ξγˆ(x)
ǫσ(y) or the αˆ-components of the zero-modes (3.32)
are seen to generate the gauge transformation on ξαˆ.
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δA0 = ǫ1, δA
i = ∂iǫ2, δθ = −ǫ2,
δπi = 0, δπθ = −m
2ǫ1, δρ = ǫ2. (3.34)
As one readily checks, these only represent a symmetry transformation of the symplectic
first level Lagrangian L(1) if ǫ1 = ǫ˙2. In that case it is also a symmetry of the Stu¨ckelberg
Lagrangian (2.18). As was shown in ref. [30], this condition also follows from the requirement
that the gauge transformation commutes with the time-derivative operation in Hamilton’s
equations of motion.
BRST invariant symplectic embedding
Following the Batalin-Fradkin-Vilkovisky formalism [4,5] in the extended phase space,
we introduce a minimal set of the ghost and antighost fields together with auxiliary fields
as follows
(C, P¯), (P, C¯), (N,B). (3.35)
Similar to the previous WZ action case, we now construct the BRST invariant gauge-fixed
Lagrangian in the symplectic scheme by including the above auxiliary fields with ghost terms
in the Lagrangian,
L = L0 + LWZ + LGF ,
L0 + LWZ = −
1
4
FµνF
µν +
1
2
m2(Aµ + ∂µθ)(A
µ + ∂µθ), (3.36)
where we take an Ansatz for the gauge-fixing (GF) Lagrangian respecting Lorentz symmetry
LGF = d1A
µ∂µB + d2∂µC¯∂
µC + d3B
2 + d4g. (3.37)
with the θ-dependent function g. Here note that we have used the canonical momentum
field B instead of the multiplier field N in this Ansatz to construct the desired well-known
ghost Lagrangian in the Proca model. Through the Legendre transformation we can obtain
the canonical Hamiltonian of the form
13
H(0) =
1
2
π2i +
1
4
FijF
ij +
1
2
m2(A0)2 +
1
2
m2(Ai)2 −A0(∂iπi +m
2A0)
+
1
2m2
π2θ +
1
2
m2(∂iθ)
2 −m2Ai∂iθ − (d1 − 1)A
µ∂µB −
1
d2
P¯P
+d2∂iC¯∂iC − d3B
2 − d4g (3.38)
where the canonical momenta conjugate to A0, Ai, θ, C and C¯ are given as
π0 = −m
2θ, πi = Fi0, πθ = m
2θ˙, P¯ = d2
˙¯C, P = −d2C˙, (3.39)
and satisfy the super-Poisson algebra 3
{C(x), P¯(y)} = {P(x), C¯(y)} = {N(x), B(y)} = δ(x− y).
Here note that since in the GF Lagrangian (3.37) we have already introduced the momenta
field B, we do not have any specific relation between B and N in Eq. (3.39), and thus we
still have the covariant term proportional to Aµ∂µB in Eq. (3.38), where we have also used
the identification4
N˙ = −∂µA
µ, (3.40)
which plays a crucial role in construction of the BRST symmetry and is also related to the
integrability contidion in Eqs. (4.8) and (4.9) in the next section.
Following the canonical procedure for obtaining the symplectic first-order Lagrangian,
we have
L(0) = π0A˙
0 + πiA˙
i + πθθ˙ +BN˙ + P¯C˙ + C¯P˙ − H
(0), (3.41)
where the initial set of symplectic variables ξ(0)α and their conjugate momenta a(0)α are now
given by
3Here the super-Poisson bracket is defined as {A,B} = δA
δq
|r
δB
δp
|l− (−1)
ηAηB δB
δq
|r
δA
δp
|l where ηA de-
notes the ghost number in A and the subscript r and l imply right and left derivatives, respectively.
4 Note that, differently from the identification N = −A0 in the literature [28], here we have used
a highly nontrivial relation.
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ξ(0)α = ( ~A, ~π, θ, πθ, A
0, N,B, C, P¯, C¯,P),
a(0)α = (~π,~0, πθ, 0,−m
2θ, B, 0, P¯, 0,P, 0). (3.42)
From Eq. (3.42) we read off the symplectic singular two-form matrix to be
f
(0)
αβ (x, y) =

 fαˆβˆ O
O fGFµν

 δ(x− y), (3.43)
where fαˆβˆ is a 9 × 9 submatrix, which can be read off from Eq. (3.19), and f
GF
µν is a 6 × 6
submatrix defined as
fGFµν =


−ǫ O O
O −ǫ O
O O −ǫ


, (3.44)
with ǫ being the Levi-Civita tensor with ǫ12 = 1 and O being the 2 × 2 null matrix. As in
Eq. (3.21), using a non-trivial zero mode
ν(0)Tα,y (1, x) = (~0,~0, 0,−m
2, 1, 0, 0, 0, 0, 0, 0)δ(x− y). (3.45)
we obtain a constraint Ω˜2
Ω˜2 = ∂
iπi +m
2A0 + πθ + (d1 − 1)B˙, (3.46)
which will be shown to be equal to the corresponding constraint in Eq. (2.12) with the fixed
values of d1.
Next, as in the gauge invariant symplectic embedding case, we obtain the first-iterated
Lagrangian by enlarging the canonical sector with the constraint Ω˜2 and its associated
Lagrangian multiplier ρ
L(1) = π0A˙
0 + πiA˙
i + πθθ˙ +BN˙ + P¯C˙ + C¯P˙ + Ω˜2ρ˙−H
(1) (3.47)
where H(1) = H(0)|Ω˜2=0 is the first-iterated Hamiltonian. We now obtain the first-level
symplectic variables ξ(1)α and their conjugate momenta a(1)α
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ξ(0)α = ( ~A, ~π, θ, πθ, A
0, N,B, C, P¯, C¯,P, ρ),
a(0)α = (~π,~0, πθ, 0,−m
2θ, B, 0, P¯, 0,P, 0, Ω˜2). (3.48)
and the first-iterated symplectic two-form matrix
f
(1)
αβ (x, y) =


fαˆβˆ O ~m
O fGFµν ~mGF
−~mT −~mTGF 0


δ(x− y), (3.49)
with ~mT = (~0,−~∇x, 0, 1, m
2) and ~mTGF = (0,−(d2 − 1)∂t, 0, 0, 0, 0).
In order to realize the BRST symmetry, we introduce two zero-modes
ν(1)Tα,y (1, x) = (~0,~0, 0,−m
2, 1, 0, 0, 0, 0, 0, 0, 0)δ(x− y),
ν(1)Tα,y (2, x) = (
~∇x,~0,−1, 0, 0,−(d2 − 1)∂t, 0, 0, 0, 0, 0, 1)δ(x− y). (3.50)
We require that these zero-modes should not generate any new constraint upon applying it
from the left to the equation of motion
∫
d3y ν(1)Tα,y (2, x)
δ
δξ(1)α(y)
∫
d3z H(1)(z) = (d1 − 1)∂i∂
iB + d4
∂g
∂θ
, (3.51)
and the equation corresponding to the zero-mode ν(1)Tα,y (1, x) yields trivial identity. In order
to guarantee no new constraint, we choose for the free adjustable coefficients:
d1 = 1, d3 = −
1
2
α, d4 = 0, (3.52)
where we have used the conventional form for d3 to be consistent with the BRST gauge
fixing term. As a result, we have arrived at the Lorentz invariant Lagrangian of the form
L = −
1
4
FµνF
µν +
1
2
m2(Aµ + ∂µθ)
2 + Aµ∂µB + d2∂µC¯∂
µC −
1
2
αB2. (3.53)
Exploiting the transformation rules (3.33), with the generalized zero-modes ν(1)Tα,y (σ, x) in
Eq. (3.50), the replacement of ǫ2 = −λC and an additional BRST transformation rule for
the C¯, we obtain the BRST transformation rules having nilpotent property δ2B = 0 as follows,
δBA
µ = −λ∂µC, δBθ = λC, δBC¯ = −λB, δBC = δBB = 0, (3.54)
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under which we obtain
δBL = −(d2 + 1)λ∂µC∂
µB. (3.55)
With the fixed value of d2:
d2 = −1 (3.56)
we have finally obtained the desired BRST invariant Lagrangian
L = −
1
4
FµνF
µν +
1
2
m2(Aµ + ∂µθ)(A
µ + ∂µθ) + Aµ∂µB − ∂µC¯∂
µC −
1
2
αB2. (3.57)
Note that in this symplectic formalism, one can avoid algebra of complicated structure
having fermionic gauge fixing function and minimal Hamiltonian needed in the standard
BRST formalism [28].
IV. HAMILTON-JACOBI ANALYSIS
In this section we apply the HJ method [22,23,25] to the Proca model where the gener-
alized HJ PDEs are given as
H′0 = p0 +H0 = 0, H
′
1 = π0 +H1 = 0, (4.1)
where H0 is a canonical Hamiltonian density (2.2) and H1 is actually zero for the Proca
case. Note that H′1 is the primary constraint in the Dirac terminology [1]. From Eq. (4.1)
one obtains after some calculation,
dqµ =
∂H′α
∂pµ
dtα, dpµ = −
∂H′α
∂qµ
dtα, (4.2)
where qµ = (t, A
0, Ai), pµ = (p0, π0, πi) and tα = (t, A
0).
Exploiting the Hamilton equations (4.2), we obtain the set of equations of motion
dA0 = dA0, dA
i = (πi + ∂
iA0)dt,
dπ0 = (∂
iπi +m
2A0)dt, dπi = (∂jF
ij −m2Ai)dt. (4.3)
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Note that, since the equation for A0 is trivial, one cannot obtain any information about the
variable A0 at this level, and the set of equation is not integrable.
In order to remedy these unfavorable problems, we have to investigate the integrability
conditions,5
H˙′α¯ = {H
′
α¯,H
′
0}+ {H
′
α¯,H
′
β}q˙β = 0, (4.4)
where, unlike in the usual case, the Poisson bracket is defined as
{A,B} =
∂A
∂qµ
∂B
∂pµ
−
∂B
∂qµ
∂A
∂pµ
, (4.5)
with the extended index µ corresponding to qµ = (t, A
0, Ai). Eq. (4.4) then imply that
H˙′0 = −H
′
2, H˙
′
1 = H
′
2, (4.6)
where H′2 is a secondary constraint in Dirac terminology given as
H′2 = ∂
iπi +m
2A0 = 0. (4.7)
This H′2 then yields an additional integrability condition as
H˙′2 = m
2H′3, (4.8)
where
H′3 = ∂iA
i + A˙0 = 0, (4.9)
which provides the missing information for the Hamilton equations for A0. As a result,
one can easily get the desired equations of motion (2.10). Moreover, in Eqs. (4.8) and
(4.9), time evolution of H′2 can be rewritten in the nontrivial covariant form: H˙
′
2 = m
2∂µA
µ
and such somehow unusual structure has been already seen in Eq. (3.40) in the symplectic
5Note that even though H′α¯ carry the extended index α¯ (α¯ = 0, 1, 2, 3) with the additional con-
straints, the coordinates tα carry only the index α since one cannot generate coordinates themselves.
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embedding. Note that H′3 yields the value of A˙
0 which is exactly the same as the above
fixed value of u, and also the Poisson brackets in the HJ scheme are the same as those in
the DQM since Ωi do not depend on time explicitly. Moreover, if the generalized HJ PDEs
in Eqs. (4.1) and (4.7) are rewritten in terms of Ω1(= H
′
1) and Ω2(= H
′
2) and u(= A˙0),
one can easily reproduce the integrability conditions in Eqs. (4.6) and (4.8), thus showing
that the integrability conditions in HJ scheme are equivalent to the consistency conditions
in DQM.
Now we consider the closeness of the Lie algebra involved in the HJ scheme by introducing
operators Xα (α = 0, 1) corresponding to H
′
α, formally defined by
Xαf =
∂f
∂tα
+
∂f
∂qi
∂H′α
∂pi
−
∂f
∂pi
∂H′α
∂qi
. (4.10)
Using Eq. (4.10) we then obtain
X0f =
∂f
∂t
+ (πi + ∂
iA0)
δf
δAi
+ (∂jF
ij −m2Ai)
δf
δπi
,
X1f =
δf
δA0
, (4.11)
to yield the commutator relation among the operators Xα
[X0, X1]f = −
(
∂i
δf
δAi
)
δ(x− y). (4.12)
Since the above commutator relation is not closed, we need to extend the set {Xα} to a set
of operators {Xα¯} (α¯ = 0, 1, 2, 3) by introducing new operators. In fact, after some algebra,
we can construct two new operators X2 and X3:
X2f = ∂i
δf
δAi
,
X3f = ∂i
δf
δπi
, (4.13)
to yield a closed Lie algebra
[X0, X1]f = −X2fδ(x− y), [X0, X2]f = −m
2X3fδ(x− y),
[X0, X3]f = [X1, X2]f = [X1, X3]f = [X2, X3]f = 0, (4.14)
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which automatically guarantee the integrability conditions discussed above.
Finally, we discuss the integrability conditions in terms of action. In fact, Eq. (4.2)
yields
dS = dtα
∫
d3x
(
−Hα + πi
δH′α
δπi
)
, (4.15)
from which we have obtained the action of the form
S =
∫
d3x
(
−H0dt+ π0dA
0 + πidA
i
)
. (4.16)
Since we can now have full equations of motion for Ai and A0 from Eqs. (4.3) and (4.7),
respectively, dAµ can be integrable to yield the desired expression dAµ = A˙µdt. We can thus
arrive at the desired standard action
S =
∫
d4x L0 (4.17)
where L0 is exactly the same as the first-order Lagrangian (3.1) in the symplectic formalism.
Note that it was through the introduction of the secondary constraint obtained by the
integrability condition (4.4) that one could construct the action (4.17) even in the second-
class system.
V. CONCLUSION
It has been the primary objective of this paper to demonstrate in form of a simple model
how the improved Dirac quantization method (DQM) program of embedding second-class
Hamiltonian systems into first-class ones in the context of Dirac’s quantization procedure
can be realized in the framework of the symplectic approach to constrained systems. Rather
than proceeding iteratively as in the improved DQM approach, we have greatly simplified
the calculation by making use of manifest Lorentz invariance in our Ansatz for the Wess-
Zumino (WZ) term. Just as in the case of the improved DQM procedure, this Ansatz
clearly shows, that the embedding procedure requires the introduction of an even number
of additional fields, which, following the Faddeev-Jackiw prescription [16] can be chosen
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to be canonically conjugate pairs. Indeed, the number of second-class constraints is always
even, and we know from the improved DQM embedding procedure that phase space must be
augmented by one degree of freedom for each secondary constraint. This fact has not been
recognized in a recent paper on this subject [20] where in our notation πθ has been taken to
be a function of Ai, πi and θ. Correspondingly they did not obtain the desired Wess-Zumino
Lagrangian. On the other hand, our procedure treating πθ as an independent field, led in a
natural way to the Stu¨ckelberg Lagrangian, in agreement with earlier calculations using the
improved DQM [19]. Similar to the WZ term case, we introduced the additional ghost and
antighost fields together with the auxiliary fields in the symplectic scheme to construct the
BRST invariant gauge-fixed Lagrangian and its nilpotent BRST transformation rules. In this
approach we could avoid complicated calculations of the minimal Hamiltonian associated
with the fermionic gauge fixing function.
Finally, we have also demonstrated explicitly for the model in question that the “integra-
bility conditions” of the Hamilton-Jacobi (HJ) scheme are just the “consistency conditions”
of the standard Dirac quantization procedure. Next, we have constructed operators in terms
of the generalized Poisson brackets, to obtain the closed Lie algebra associated with the com-
mutator relations among these operators, and to guarantee the integrability conditions using
the closed Lie algebra. Moreover, using the integrability conditions in the HJ formalism, we
have reconstructed the desired standard action, equivalent to the first-order Lagrangian in
the symplectic scheme.
ACKNOWLEDGMENTS
One of us (KDR) would like to thank the Sogang High Energy Physics Group for their
warm hospitality and acknowledges financial support from DFG-KOSEF Exchange Pro-
gram. Two of us (STH and YJP) acknowledge financial support from the Korea Research
Foundation, Grant No. KRF-2001-DP0083.
21
REFERENCES
[1] P. A. M. Dirac, Lectures on quantum mechanics (Belfer graduate School, Yeshiba Uni-
versity Press, New York, 1964 ).
[2] C. Becci, A. Rouet and R. Stora, Ann. Phys. (N.Y.) 98, 287 (1976); I. V. Tyutin,
Lebedev Preprint 39 (1975).
[3] T. Kugo and I. Ojima, Prog. Theor. Phys. Suppl. 66, 1 (1979).
[4] E. S. Fradkin and G. A. Vilkovisky, Phys. Lett. B55, 224 (1975).
[5] M. Henneaux, Phys. Rept. 126, 1 (1985).
[6] I. A. Batalin and E. S. Fradkin, Nucl. Phys. B279, 514 (1987); Phys. Lett. B180, 157
(1986); I.A. Batalin and I.V. Tyutin, Int. J. Mod. Phys. A6, 3255 (1991); E.S. Fradkin,
Lecture of the Dirac Medal of ICTP 1988 (Miramare-Trieste, 1988)
[7] R. Banerjee, Phys. Rev. D48, R5467 (1993); W.T. Kim and Y.J. Park, Phys. Lett.
B336, 376 (1994); Y.W. Kim, Y.J. Park, and K.D. Rothe, J. Phys. G24, 953 (1998);
Y.W. Kim and K.D. Rothe, Nucl. Phys. B510, 511 (1998); S.T. Hong, W.T. Kim and
Y.J. Park, Mod. Phys. Lett. A15, 1915 (2000); S.T. Hong, Y.J. Park, K. Kubodera,
and F. Myhrer, Mod. Phys. Lett. A16, 1361 (2001).
[8] R. Banerjee and J. Barcelos-Neto, Nucl. Phys. B499, 453 (1997); M.I. Park and Y.J.
Park, Int. J. Mod. Phys. A13, 2179 (1998).
[9] S. Ghosh, Phys. Rev. D49, 2990 (1994); J.G. Zhou, Y.G. Miao, and Y.Y. Liu, Mod.
Phys. Lett. A9, 1273 (1994); R. Amorim and J. Barcelos-Neto, Phys. Rev. D53, 7129
(1996); M. Fleck and H.O. Girotti, Int. J. Mod. Phys. A14, 4287 (1999); C.P. Nativiade
and H. Boschi-Filho, Phys. Rev. D62, 025016 (2000); E. Harikumar and M. Sivakumar,
Nucl. Phys. B565, 385 (2000).
[10] T. Fujiwara, Y. Igarashi and J. Kubo, Nucl. Phys. B341, 695 (1990); Phys. Lett. B251,
22
427 (1990); J. Feinberg and M. Moshe, Ann. Phys. 206, 272 (1991); S. Hamamoto, Prog.
Theor. Phys. 96, 639 (1996).
[11] Y.W. Kim, S.K. Kim, W. T. Kim, Y.J. Park, K.Y. Kim, and Y. Kim, Phys. Rev. D46,
4574 (1992).
[12] R. Banerjee, H. J. Rothe and K. D. Rothe, Phys. Rev. D49, 5438 (1994); Nucl. Phys.
B426, 129 (1994); Phys. Rev. D55, 6339 (1999).
[13] S.T. Hong and Y.J. Park, hep-ph/0105255, Phys. Rept. (2002), in press, and references
therein.
[14] L. D. Faddeev and S. L. Shatashivili, Phys. Lett. B167, 225 (1986); O. Babelon, F. A.
Shaposnik and C. M. Vialett, Phys. Lett. B177, 385 (1986); K. Harada and I. Tsutsui,
Phys. Lett. B183, 311 (1987).
[15] J. Wess and B. Zumino, Phys. Lett. B37, 95 (1971).
[16] L. Faddeev and R. Jackiw, Phys. Rev. Lett. 60, 1692; R. Jackiw, Topological Investi-
gations of Quantized Gauge Theories, Eds. S. Treiman, R. Jackiw, B. Zumino and E.
Witten (World Scientific, Singapore, 1985).
[17] J. Barcelos-Neto and C. Wotzasek, Mod. Phys. Lett.A7, 1172 (1992); Int. J. Mod. Phys.
A7, 4981 (1992); H. Montani and C. Wotzasek, Mod. Phys. Lett. A8, 3387 (1993); H.
Montani, Int. J. Mod. Phys. A8, 3419 (1993).
[18] Y.W. Kim, Y.J. Park, K.Y. Kim, Y. Kim, and C.H. Kim, J. Korean Phys. Soc. 26, 243
(1993); Y.W. Kim, Y.J. Park, K.Y. Kim, and Y. Kim, J. Korean Phys. Soc. 27, 610
(1994).
[19] S.K. Kim, Y.W. Kim, Y.J. Park, Y. Kim, C.H. Kim and W.T. Kim, J. Korean Phys.
Soc. 28, 128 (1995)
[20] A.C.R. Mendes, J. Ananias Neto, W. Oliveira, C. Neves, and D.C. Rodrigues, hep-
23
th/0109089.
[21] C. Carathe´odory, Calculus of Variations and Partial Differential Equations of First
Order, Part II (Holden-Day, 1967); H.A. Kastrup, Phys. Rep. 101, 1 (1983).
[22] Y. Gu¨ler, J. Math. Phys. 30, 785 (1989).
[23] B.M. Pimentel, R.G. Teixeira and J.L. Tomazelli, Ann. Phys. B267, 75 (1998); D.
Baleanu and Y. Gu¨ler, J. Phys. A34, 73 (2001).
[24] D. Baleanu and Y. Gu¨ler, Mod. Phy. Lett. A16, 873 (2001).
[25] S.T. Hong, W.T. Kim, Y.W. Kim and Y.J. Park, quant-ph/0109032.
[26] D. Dominici, J. Gomis, G. Longhi and J.M. Pons, J. Math. Phys. 25, 2439 (1984).
[27] N. Banerjee, R. Banerjee and S. Ghosh, Ann. Phys. 241, 237 (1995).
[28] Y.W. Kim, M.I. Park, Y.J. Park and S. J. Yoon, Int. J. Mod. Phys. A12, 4217 (1997).
[29] H. O. Girotti and K. D. Rothe, Int. J. Mod. Phys. A4, 3041 (1989).
[30] R. Banerjee, H. J. Rothe and K. D. Rothe, Phys. Lett. B463, 248 (1999); ibid., B479,
429 (2000).
24
