Introduction
Repeated measures experiments are used in a wide variety of applications, including animal health and most agricultural disciplines. Data analysts use several methods to analyze repeated measures data, also known as longitudinal data. Before the advent ofPROC MIXED, two of the most common methods used were univariate analysis of variance (ANOVA) and multivariate analysis of variance (MANOV A). Univariate ANOV A is often called "split-plot in time" analysis because of its similarity to the analysis of split-plot experiments. Split-plot-in-time ANOVA assumes independent errors, an unrealistic assumption in most longitudinal data. Pre-PROC MIXED statistical computing packages for ANOV A, e.g. SAS PROC GLM, have limited corrections, such as adjustments to p-values, but lack systematic facilities to handle correlated errors. MANOV A allows for correlated errors among repeated measures, but is beyond the statistical training level of most biological researchers. More importantly, MANOVA's assumed correlated error structure leads to inefficient estimates and low power, and its ability to handle missing data is limited and draconian. Beginning the 1990's, comprehensive mixed model software, notably SAS PROC MIXED, became available. PROC MIXED allows one to use a comprehensive array of correlated error models. For this reason, it has become a standard tool for Section 6 summarizes the main conclusions and topics for future work.
Background: Repeated Measures Design and Analysis using Mixed Models
Repeated measures designs have the following general structure, illustrated in Figure 1 : ~ There are 2 or more treatments. Let I (~2) denote the number of treatments.
~
Experimental units (subjects) are randomly assigned to each treatment. The number of subjects per treatment, denoted.1;, i=l, 2, ... , I, need not be equal. Subjects may be assigned to treatments using any reasonable design -completely randomized, complete or incomplete block, row-column, etc. For simplicity, the simulation study in this paper uses a completely randomized design.
Each subject is observed at each of K times. The times need not be equally spaced, but are typically regularly spaced. Often, their timing reflects the biology of the subjects under study, e.g. growth stage. The following graph suggests the typical focus of repeated measures experiments. In this example, 2 treatments,"test" and "placebo" are compared. 
Treatment effects
How do the mean responses to treatments differ? Again, this may be averaged over all times (treatment main effects) assuming negligible treatment x time interaction, or specific to each time (simple effects of treatment given time), otherwise. Assuming experimental units are assigned to treatments using a completely randomized design, the model equation is: where Yijk denotes the observation for the jth subject, or experimental unit, on the ith treatment at the kth time, ~, ai' 1: k , and Yik are the intercept, treatment main effect, time main effect, and treatment x time interaction, respectively, Sij is the ijth subject effect, assumed i.i.d. N (O,os2) , and e ijk is within subjects error, i.e. random variation among repeated measurements on each subject. Within subjects errors are potentially correlated. That is, the vector e;j' defined as e;/= (eij] , eij2' ... , e ijK ) is assumed to be distributed MVN (O, ~) , where ~ is the covariance matrix among the e ijk within the ifh subject. The ve'ctors e ij are assumed to be mutually independent. Also, e ij and Sij are assumed to be independent. If a more complex design is used to assign subjects to treatments, it is reflected in the model, e.g. by adding a block effect if a randomized block design is used.
Alternatively , 1 P p2 pk-l
AR(l) assumes correlation between errors (e ijk ) w time periods apart is pW.
, where a ii = at Note that the unstructured covariance model is conceptually similar to the correlation structure assumed when one uses MANOY A to analyze longitudinal data, the distinction being that in MANOY A, the covariance matrix among the observations, Yijk, is unstructured, whereas with ~=[ aij] the covariance among the errors is unstructured.
Note that ANTE(l) and UN allow for heterogeneous variances at each time of observation. There are modifications of CS, AR(1), and TOEP that also allow for heterogeneity at each time. Equally spaced times of observation are implicitly assumed for AR( 1) and TOEP, whereas CS, ANTE(l), and UN allow for unequal spacing. 
For unknown G and R, PROC MIXED substitutes restricted maximum likelihood (REML) estimates of the variance and covariance components, e.g. REML estimates of OS2 and the components of:1: in repeated measures models, directly into the mixed model equations and the formula for prediction error variance. Inference proceeds as follows.
Note that v may be "obvious" by inspection or require approximation.
~
Test Ho : K'P = 0: use the Wald statistic divided by its degrees of freedom,
rank(K)
Kacker and Harville (1984) showed that, except for balanced, variance component~ only models, these procedures are biased. Specifically, standard errors obtained from K'(X'VIX)-K underestimate the true standard errors based on known K'(X'V-1X)-K. Therefore, except for balanced, independent errors (and hence compound symmetry) models, PROC MIXED computes standard errors that are biased downward and test statistics that are biased upward for repeated measures experiments. The bias can be exacerbated by misspecifying :1:.
Kenward and Roger (1997) obtained a bias correction for standard errors and test statistics that is implemented in SAS Version 8. Also, Version 8 computes two approximations for the denominator degrees of freedom, v, in addition to the default containment method: the Satterthwaite procedure and the more general procedure of Kenward and Roger. A major focus of the simulation study was to assess the severity of the bias caused by using estimated variance components for various :1: and for various misspecifications of:1:, and the Kenward-Roger procedure's effectiveness in correcting bias.
Because results can be affected by choice of covariance model, :1:, an important aspect of mixed model analysis of repeated measures data involves choosing a suitable :1:. Selection is based on evaluating the restricted likelihood. One can either compare covariance structures that constitute nested subsets using likelihood ratio tests (see Littell, et. al. (1996) for details) or compare model fitting criteria. Model fitting criteria are obtained by applying a penalty function to the restricted likelihood to account for differences in the number of parameters for competing A final issue concerns the estimation of the variance-covariance components of G and R.
As noted above, the repeated measures, the general form ofV(y) = ZGZ' + R is block diagonal (Jo/ + ~). For some structures of~, notably CS and UN, the components of~ contain the between subj ect variance 0 t In these cases, model (3.1) reduces to
where the e ijk are correlated normal random variables as described above. In other covariance structures, including all those described above except CS and UN, the components of ~ are at least in theory identifiable from Os 2 so that the covariance components of ~ and the between subjects variance component 0/ can be estimated separately. That is, in PROC MIXED terms, separate REPEATED statement and RANDOM statement for subjects can coexist in the same MIXED program. In practice, identifiability problems often prevent the REML algorithm from converging when this is done. Some covariance models are more prone to this than others. A typical strategy for dealing with this is to drop Sij from model (3.1) and use (3.2) instead. However, this strategy risks undesirable impact on the estimate ofK'(X'V-1X)-K and hence on statistical inference. This study examined cases where non-convergence was a problem. In most cases, non-convergence was a result of MIXED defaults and could be circumvented. We were thus able to assess the impact of dropping Sij from the model when it is, in theory, not necessary to do so.
Materials and Methods: The Simulation Study
A simulation study ofPROC MIXED's mixed model analysis of repeated measures data was conducted to address the questions listed above at the end of Section 2. The study used a simulated experiment consisting of2 treatments, 6 subjects per treatment, and all subjects observed at each of 6 time periods. The treatments were arranged in a completely randomized design (CRD) with repeated measures, depicted in Figure 1 . For each ofthe 72 observations, correlated multivariate normal data were generated according to model (3.1). The data were generated using 13 scenarios involving three covariance structures with various covariance parameter values as follows: a. First-Order Autoregressive [AR(l)]. Without loss of generality, the error variance was set to 0 2 =1. There were six scenarios, representing a factorial combination of two autocorrelations (p=0.25 and p=0.75) and three subject variances (0/=0.25, 1.00 and 4.00). Figure 2 gives a summary of the 13 scenarios. A total of 500 simulated data sets were generated for each scenario.
SAS (Version 8) PROC IML code was written to generate the data. The covariance matrix ~, was defined according to the above scenarios. A 72x 1 vector of standard normal random deviates were generated using SAS's RANNOR function. Denote the vector eij'=(ejj ], ejj2, ejj3, eij4' ejjS' ejj6)~MVN(0,1), and e'=(e'll' e']2' ... , e'26)' A 12xl vector of subject effects s, was generated as s=osw, where the elements ofw were generated using the RANNOR function. Then, the vector of observations was calculated as y=s+ ~ l12e, where ~ 1/2 is the Cholevsky decomposition of~.
Each simulated data set was analyzed with each of eight different covariance structures, CS, CSH, AR(l), ARH(l), TOEP, TOEPH, ANTE(l) and UN, using PROC MIXED. Three denominator degree of freedom calculations, containment (SAS default), Satterthwaite's approximation and the Kenward & Roger adjustment, were calculated for each ofthe eight covariance structure analyses. Thus, there were 24 analyses per data set.
Analyses using PROC MIXED were compared using the following criteria: 1.
Type I error rates of overall F-tests for Ho: no Trt main effect, Ho: no Time main effect, and Ho: no Trt x Time. 2.
Tests of simple effects, Time 1 vs. Time k for k=(2,4,6) on Treatment 1, and Treatment 1 vs. Treatment 2 for time k= (l,3,4,6) . 3.
Standard errors for each of the simple effects. (not discussed here -to appear in a future paper) 4.
Estimates of the covariance parameters. (also not discussed here) 5.
Information Criteria: AIC, BIC, HQIC and CAlC.
Of particular interest is the observed Type I error rates using each of the denominator degree of freedom calculations, and how often each of the four information criteria choose the "true" covariance structure.
Simulation Results and Discussion
The discussion of the results is divided into three subsections. Subsection 5a addresses convergence for the ARH(l) model; 5b compares the performance of the model selection criteria; 5c discusses the Type I error rates for the various analyses. For purposes of this paper, not all 13 scenarios will be discussed. We have chosen representative scenarios that best illustrate our main findings for discussion here.
Sa. Convergence
As noted in section 3, in theory the parameters ofVar(e)=~ and 0/ are identifiable for covariance structures other than CS and UN. The repeated measures analyses for simultaneous estimation of ~ and OS2 in this study can be implemented by the following example SAS code: proc mixed; class trt subj time; model y=trt time trt*time/ddfm=kr; /* or satterthwaite ddfm, containment ddfm, etc. as desired */ random subj(trt); repeated time/type=ARH(1) subject=subj(trt); (5a.I) For covariance types ANTE(1), ARH(1), and TOEPH, we encountered convergence problems when using this approach. For these types, computational identifiability can sometimes be a problem, despite the existence of theoretical identifiability. We focused on the ARH(1) model, although the approaches shown here can be adapted for use with the other types. Figure 3 shows a typical example. Note that convergence has failed because of an "infinite likelihood" and one or more estimates of 0/ are effectively zero.
This problem can be avoided one of two ways. First, one can drop 0/ from the model, i.e.
drop the "random subj(trt)" from the PROC MIXED statements. This has been a typical approach for PROC MIXED users, as it results in IOO% convergence. How~ver, results in Section 5c
suggest that one should avoid dropping 0/ except as a last resort. Alternatively, one can use a lower bound to prevent estimates of the Ok 2 from approaching zero too closely. We thank Russ Wolfinger (SAS Institute, Inc.) for this suggestion. Add the following SAS statement to the above code: -4, 1e-4, 1e-4, 1e-4, 1e-4, 1e-4; (5a.2) Note that the starting values shown here are comparable to the OLS parms suggested by SAS documentation as a possible way to avoid non-convergence. Figure 4 shows the output for this method. Note here that convergence was met, but the test statistics, standard errors and degrees of freedom are nonsensicaL The problem here is that the estimates of 0/ are still too close to the lower bound, resulting in certain matrices used by the Kenward-Roger adjustment being illconditioned. Moving the lower bound further from zero avoids this problem. For example, Figure  5 shows output when using a lower bound of le-3. The test statistics, standard errors and degrees of freedom are much more reasonable. In practice, data analysts would find the optimal lower bound --i.e. the closest to zero that avoids ill-conditioning problems like those in Figure 4 --through trial and error. However, for this simulation study, in the interest of time we used a lower bound of I e-3 throughout. Also to save time, the P ARMs starting values were set to the actual variance components used in generating the data. Note, however, that parameter estimates, test statistics, standard errors etc. were robust to starting values; convergence mainly depended on the lower bound, and not on starting values. Several data sets were examined more closely: alternative starting values resulted in at most a few more iterations, but never in failure to converge as long as the lower bound was used. Final REML estimates were unaffected by starting values. Table 1 shows percent convergence rates for ARH (1) analyses. The first three columns depict the 13 scenarios which were generated. The fourth column shows the percent convergence rates for the PROC MIXED default estimation procedure when including the 'random subj(trt)' (example code 5a.l). The default uses MIVQUE(O) starting values. The fifth column gives percent convergence rates when the Parms/OLS starting values are used instead of the default. The last column gives percent convergence rates when including the "random subj(trt)" and the statement "parms/lowerb=le-3, ..... ,le-3;" where the parms starting values were set to the values originally generated. The default and OLS starting values do not attain near 100% convergence, even as the subject variation decreases. However, when the parms/lowerb statement is added with a reasonable lower bound, all 13 ARH(l) analyses yielded lOO% convergence.
5b.
Model Selection Criteria
Each of the four model selection criteria calculated in SAS (AIC, BIC, HQIC, and CAlC) were analyzed for all data sets generated to determine which of the eight covariance structure analyses the criteria chose most often. Table 2 gives the percent of data sets chosen by each criteria for the AR(1) generated data sets. In the interest of space, only the Os 2=0.25 and os2=4 scenarios are given. Note that in this table the "random subj(trt)" and "parms/lowerb=le-3, .... ,le-3" statements were used for each of the ARH(l) analyses. When the autocorrelation coefficient is p=0.25, the four criteria tend to choose CS most often (33.6% to 67.0% of data sets chosen), and AR(1), the true model, second most often. When p=0.75 the criteria choose AR(l), the true model, most often (55.8% to 91.8% of data sets chosen). For this scenario, the AIC and HQIC choose ARH(1) second most often while the BIC chooses TOEP second most often. The CAlC is noticeably more conservative throughout, with its stronger penalty. The CAlC chooses CS second most often when p=0.75. Table 3 gives the percent of data sets for which correlation models were chosen when the data were generated as ARH(1). Again, in the interest of space, only the scenarios Os 2=0.25 and os2=4 are given. In this comparison, the "random subj(trt)" was dropped from the PROC MIXED statements for the ARH(1) analyses. When the generated subject variance to error variance ratio is four (i.e. 0/10/=4), the criteria behave sporadically. The AIC and HQIC choose UN most often and CS second, whereas the BIC and CAlC choose CS most often and AR(l) second. When 0/IO k 2 =0.25, ARH(l) is chosen most often for all four criteria. For true ARH(l) data, one should at least choose a model allowing for heterogeneous variances (i.e. CSH, ARH(l), TOEPH, ANTE(l), or UN). When the ARH(l) analyses fail to account for 0/ and 0/ is relatively large, the criteria do not consistently choose the same model (or even close to the same model). Problems develop when models which do not account for heterogeneous variances are chosen to analyze true ARH(l) data. These problems are discussed in Section 5c. Table 4 gives the percent of data sets for the various correlation models chosen for the same four ARH(1) scenarios. However, now the ARH(l) analyses include the "random subj(trt)" and "parms/lowerb=le-3, ... ,le-3" statements. When os2/0/=4, all four criteria consistently choose ARH(l), the true model, most often. One exception is the CAlC, once again it tends to choose a simpler model; in this case when p=0.75 and 0/IO k 2 =4 it chooses the AR(1) most. Table 4 shows the importance of retaining 0/ in the model for ARR( 1) analyses when the errors are truly ARR(1), especially when 0/10/ is large. Table 5 shows the percent of ANTE(1) data sets for which a given correlation model was chosen by the information criteria. The first table shows the ARR(I) analyses without the "random subj(trt)". The second table shows the ARR(I) analyses with the adequate parmsllowerb statements (5a.2). In both tables, the ARR(I) is chosen most often and ANTE(I) second most often, with the exception again of the CAlC, which chose the AR(1) second most often. We would not expect much change among the criteria when comparing the two ways to model the ARR(I) since no subject variance was generated for the ANTE(I) data.
Sc.
Type I Error Rates Table 6 gives the empirical rejection rates, hereafter denoted Ct e , of the F-tests ofHo: no Time x Trt interaction at nominal Ct=0.05, for four AR(I) scenarios. Each of the AR(I) scenarios were analyzed with eight different covariance structures in conjunction with the three denominator degree of freedom calculations listed in Section 3. Note that the ARR(I) analyses were modeled two different ways. The first ARR(1) analysis was modeled omitting 0/ (i.e. the "random subj(trt)" statement in PROC MIXED). The second was modeled including "random subj(trt)" and the "parms/lowerb=le-3, ... ,le-3" statements. Since time only allowed us to run 500 simulated data sets for each scenario, empirical rejection rates within the 0.03 to 0.07 range form a 95% confidence interval about 0.05,and are hence" acceptable" at the nominal 5% level. Unless otherwise noted in the tables, 100% convergence for a given scenario and analysis was obtained.
When the correlation among errors is large (i.e. p=0.75), the CS analyses produce excessive empirical Type I errors: Ct e =0.10 versus the nominal Ct=0.05. This is expected since the large autocorrelation is not modeled in the CS. As the covariance model of analysis becomes more complex, the Kenward-Roger adjustment becomes more important for controlling Type I errors. For example, when the fourth AR(1) scenario (i.e. p=0.75, os2 =4) is analyzed as UN, the SAS default ddfm and Satterthwaite ddfm both give empirical rejection rates of Ct e = 0.22 at the nominal 5% level. The KR ddfm gives an empirical rejection rate of Ct e =0.06. Table 7 gives time x trt empirical rejection rates at the nominal 5% level for four ARR(I) scenarios and the ANTE(1) scenario. This table underlines the importance of the KR adjustment. However, the KR adjustment is not a "cure all." For example, when the ARR(1) scenarios are modeled with CS, which does not model correlation or heterogeneous variances, the empirical Type I errors for the KR are still excessive (Ct e = 0.07 to Ct e = 0.10), and are in fact act similar to those observed for the default and Satterthwaite ddfm.
Empirical rejection rates for time comparisons on treatment 1 for two AR(1) scenarios (p=0.25, 0/=0.25 and p=0.75, 0/=0.25) are given in Table 8 . The tests are, Ho: no Time 1 vs. Time k (k=2,4,6) effect on trt. 1 at Ct=0.05. Again, the AR(I) scenarios were analyzed the same covariance structure-ddfm combinations noted previously. The Type I errors throughout Again, CS and CSH do not model the high autocorrelation of the data in this scenario .. Table 9 shows empirical rejection rates for treatment 1 vs. treatment 2 contrasts for a given time for the same AR(l) scenarios as in Table 8 . The tests are, Ho: no trt 1 vs. trt2 effect at time k (k=I,3,4,6) at the nominal a=0.05. This table illustrates the fact that treatment simple effects within each time period are not affected by the KR adjustment.
Time contrasts on treatment 1 empirical rejection rates for two ARH(I) scenarios (p=0.25, 0/10/=4 and p=0.75, 0/10/=4) are given in Table 10 . Type I errors are severely out of control when the ARH(l) data are modeled by covariance structures which do not account for heterogeneous variance, i.e. CS, AR(l) and TOEP. The KR adjustment provides little if any "damage control" when analyzing the ARH(l) data as CS, CSH, AR(I), TOEP, TOEPH and ANTE(I). The KR adjustment also provides no damage control when analyzing the ARH(l) data as ARH(l) without subj(trt) in the model. However, the KR adjustment significantly improves Type I errors for the ARH(l) analyses with the "random subj(trt)" and "parms/lowerb=le-3, ... ,le-3" statements. The observed Type I error rates for the UN analyses are quite good at the nominal 5% level fairly consistently throughout the entire simulation study. Table 11 gives empirical rejection rates for treatment comparisons across time for two ARH(I) scenarios (p=0.25, 0/10/=0.25 and p=0.75, os2/0k 2 =0.25). This table shows the importance of modeling ARH(I) data with a covariance structure that accounts for heterogeneous variances. All three ddfm calculations yield unreasonable Type I error rates for covariance model analyses which do not account for heterogeneous variances, i.e. CS, AR(l) and TOEP. Once again, the Type I errors for the UN analyses are fairly consistent at the nominal 5% level.
An example of the variance component estimates for an ARH(I) scenario analyzed as ARH(l) with and without 0/ are given in Table 12 . For the ARH(l) analysis without 0/, it can be seen that the estimates of the variances of the observations at each of the time periods as well as the estimate ofthe correlation are severely inflated. For example, in generating the data, the variance for the first time period was set equal to 0/=1.50. The ARH(I) analysis with the "random subj(trt)" and the "parms/lowerb=le-3, ... ,le-3" statements yields a mean estimate of 0/=1.50, whereas the ARH(I) analysis dropping the "random subj(trt)" statement yields means estimates of 0 1 2 =10.15. Similar results are obtained for the remaining estimates of the variance components. The critical importance of retaining 0/ in the model can clearly be seen here.
Time comparisons on treatment 1 empirical rejection rates for the ANTE(I) scenario are given in Table 13 , for the tests ofHo: No time 1 vs. time k (k=2,4,6) effect on trt 1 at nominal a=0.05. The Type I errors are out of control for all covariance models of analyses other than the ANTE(l) and UN, emphasizing the importance of modeling for the heterogeneous correlations and variances which were generated by the ANTE(l) scenario. Table 14 gives treatment 1 vs. treatment 2 comparisons across time. Results similar to those from Table 13 are obtained for these contrasts.
Summary and Conclusions
Four main questions about PROC MIXED's analysis of repeated measures data were posed in section 2. We return to these questions with a summary of the answers this simulation study provides.
1.
How do the four model selection criteria computed by Version 8 of SAS PROC MIXED compare in terms of their ability to "choose the right" correlated error model?
The four criteria vary in their ability to "choose the right" model. In general, the BIC and even more strongly, the CAlC, tend to choose simpler models, whereas AIC and, especially, HQIC tend to choose more complex models. In terms of type I error control, assuming the Kenward-Roger adjustment is used, it is better to err in the direction of a somewhat more complex model. More complex models tend to have inflated type I error rates only if one fails to use the KR adjustment, whereas excessively simple models have inflated type I error rates that ddfm adjustments cannot correct. However, because complex models reduce power, erring too far in the direction of complex models is also bad. In this sense, the AIC appears to be the most desirable compromise in practice.
2.
How do Version 8 options to approximate degrees of freedom --default, Satterthwaite, and Kenward-Roger --compare in terms of their ability to control Type I error?
In all scenarios studied, the Kenward-Roger adjustment was either superior to, or at worst equal to, the Satterthwaite and default ddfm options. For the more complex covariance models, e.g. ARR(1), ANTE(1), and UN, type I error rate inflation was extremely severe unless the KR option was used. These results confirm those obtained by Kenward and Roger (1997) and extend them to a larger class of applications. Based on these results, we recommend using the KenwardRoger option as standard operating procedure and recommend strongly against the use of either the default or Satterthwaite alternatives. Note that for balanced variance component-only moaels, the Satterthwaite procedure is a special case of Kenward-Roger and hence the two options produce identical results.
3.
The Kenward-Roger option also adjusts standard errors and test-statistics. How does this procedure perform? Consistent with our conclusions for (2), the Kenward-Roger adjustment is essential for the more complex covariance structures. In general, we found that the impact is greatest on the overall test for Trt x Time interaction and for the simple effects of Time at given treatment levels. For simpler covariance structures, e.g. AR(1), the observed bias was trivial, but using the KR adjustment certainly did no harm.
4.
How robust is mixed model analysis to misspecification of the correlated error model? There is a conventional wisdom or "oral tradition" among those who work with mixed models and repeated measures that most of the gain from modeling the covariance comes from "getting close." That is, if the data are AR(1), one pays dearly for failing to model autocorrelation (i.e. using CS) or for grossly over modeling it (i.e. UN) but similar models (e.g. TOEP) have trivial impact on the analysis. However, this "oral tradition" has never been systematically studied to our knowledge prior to this simulation study. In general, our results tend to support conventional wisdom. This study focused on type I error rates, so the effects of under modeling tend to be more obvious. Weare currently extending this work by studying the impact of model misspecification on power, where the undesirability of overmodelling should be more obvious.
One aspect of model misspecification needs to be stressed. This concerns the question of modeling the between subject effects (Sij in model 3.1) separately from the covariance among repeated measures. For many practitioners, it is common practice not to model Sij separately, but rather to absorb them into the correlated error structure. One practical reason for doing this is to avoid convergence problems such as those described in detail for the ARH(1) case. However, our results should make it clear that absorbing the variance by dropping the between subjects random effect is a form of model misspecification that can have a severe impact on accurate control of type I error. For this reason, except for obvious models such as CS, CSH, and UN, where the variance and covariance terms are mathematically confounded, we recommend that Sij be modeled separately -i.e. separate random and repeated statements as shown in SAS code (5a.1) -if at all possible unless one can show that OS2 '" 0, independently of the components of~. Judicious use of lower and upper bound options in PROC MIXED makes this possible in all the cases we observed.
This misspecification issue has implications for repeated measure analysis of generalized linear models, e.g. the GEE option in PROC GENMOD. This option compels one to absorb the between subjects random effects into the covariance structure, much like dropping the "random subj(trt);" statement in the ARH(1) analysis. We are currently investigating whether doing this has a similar affect on GEE type I error control as we observed in this study.
Other topics for further investigation include the following. The first is a more careful examination of the type I error rate for each model selection criterion by tracing the observed rejection rates for the models actually selected for each simulated data set by each criterion. The second is documenting the observed standard errors with and without Kenward-Roger adjustments and comparing them to theory. Finally, we are following up our study of type I error control with a similar study addressing power.
In summary, this study has clearly demonstrated PROC MIXED's ability to analyze repeated measures data, subject to a few caveats. First, use the Kenward-Roger option -always. Second, when in doubt, err toward the more complex model --but not too far! Third, retain the separate random between subjects term -do not absorb it into the repeated statement (covariance structure) unless theory dictates (as in CS) or there is compelling evidence that OS2 '" O. _._--------------_._--------_ . _ ------_ . _ -------'--. 
