The goal of this special issue is to bring together researchers and technologists engaged in the development of immersive audio/visual systems. We received about 30 high-quality submissions and each paper was strictly peer-reviewed. After the first and second rounds of review, 17 manuscripts were finally selected to be included in this special issue.
Recognizing humans and understanding their behaviors
Recognizing humans and understanding their behaviors are indispensable stages in creating immersive user experiences. In this special issue, Zheng et al. [16] focus on recognizing human faces with low dimensional feature representation. They implant the traditional neural network, multi-layer perceptrons (MLP), in a siamese architecture to realize flexible dimensionality reduction but maintain good recognition performance. Another important task in advanced large-scale immersive AR environments is the long-term object tracking to feel the changes among the synthetic stereoscopic image sequences. To achieve this purpose, Zhang et al. [15] propose a novel Bayesian tracking fusion framework with online classifier ensemble strategy. The tracking formulates a fusion framework for online learning of multiple trackers by modeling a cumulative loss minimization process. With an optimal pair-wise sampling scheme for the SVM classifier, the proposed fusion framework can achieve more accurate tracking performance for more applicable immersive AR systems.
As we know, speech recognition has been providing an immersive communication means. However, in a voice-activated immersive scenario like smart-home, we desire to talk from distance to the smart device. 1 Recognizing human speech from distance, known as distant or far-field speech recognition, is a challenge task because of complicated environmental noises and undesirable room reverberations. In this special issue, Ren et al. [10] propose three integration schemes for robust distant-talking speech recognition which combine bottleneck feature extraction with dereverberation technique. As an accompanying paper by the same institution, Phapatanaburi et al. [9] propose a combination of Gaussian Mixture Models (GMM) and Deep Neural Networks (DNNs) to identify the speaker accent in reverberant environments.
When talking, we often move heads and exhibit various facial expressions. Non-verbal cues, e.g., hand gestures and head motions, are used to express feelings, give feedbacks and engage immersive human-human communication. In [14] , Yang et al. study the relations between speech and head motion and learn a bimodal mapping from speech to head motions. Specifically, they give an interesting investigation to discover what kinds of prosodic and linguistic features have the most significant influence on emotional head motions.
Immersive sound and visual display
Immersive sound and visual display is another popular topic. In this special issue, Fang and Wang [3] address the problem of reproducing a scene with high contrast ratios when using projection-based immersive visual systems [2] . A lack of sufficient dynamic range deteriorates the user experience, which has provided the motivation for a novel system where the projector is coupled with a spot light that generates much higher illuminance to the screen than the surrounding saturated area. A galvanometer is used to deflect the beam which enables tracking the movement of the bright light sources displayed on the screen.
There are three papers focusing on immersive audio and speech rendering. Virtual acoustic space (VAS), also known as virtual auditory space, is a technique in which sounds presented over headphones appear to originate from any desired direction in space. Kang et al. [7] propose a method to synthesize virtual sound sources near the listener position due to the differences between sound fields of real and virtual sound sources. Using a rigid sphere as a model of humans head within 1 m, the authors demonstrate how the Interaural Level Difference (ILD) is influenced by the reproduction artifacts of a line array. There are regions of virtual source locations near the listener within which correct ILDs can be provided. Zheng et al. [17] describe a system for encoding and communicating navigable speech soundfields. A low-delay Direction of Arrival (DOA)-based frequency domain sound source separation approach is proposed that requires only 250 ms of speech signal. Joint compression is achieved through a previously proposed perceptual analysis-bysynthesis spatial audio coding scheme that encodes sources into a mixture signal that can be compressed by a standard speech codec at 32 kbps.
Room impulse response (RIR) is widely used in immersive audio communication, which contributes to the illusion of a virtual sound source outside the listener's head. However, due to the underlying complexity of sound propagation, the acoustic model of RIR is very computation-intensive. To solve this problem, Fu et al. [4] propose an approach that uses graphics processing units (GPU) to greatly speed-up the calculation.
The importance of speech
The speech science is the theoretical foundation for immersive audio and speech systems. In this special issue, there are two papers focusing on articulatory phonetics and speech production. Wei et al. [11] propose a novel deep learning framework for the creation of a bidirectional mapping between articulatory information and synchronized speech recorded using an ultrasound system. Constructing a mapping between articulatory movements and corresponding speech could significantly facilitate speech training and the development of speech aids for voice disorder patients. In another paper [12] , an ultrasound system is used in combination with the electromagnetic articulography (EMA) system to record the multi-modality movement of the tongue. The EMA and ultrasound data were registered and matched to the same audio signal, after which these two sets of data were fused for each time point. In addition, a method for vocal tract shape reconstruction and modeling is proposed for the ultrasound dataset by using an active shape model.
The unique speech production system of each individual creates personalized voice. In an immersive application, we expect to generate an arbitrary speaker's voice with a small size of data, creating personal voices for all. Voice conversion, modifying the recorded speech of a source speaker toward a given target speaker, is a popular way to achieve such voice personalization. In this special issue, Nguyen et al. [8] provide a comprehensive voice conversion framework using deep neural networks to convert both timbre and prosodic features. Experiments show that the use of prosodic and high-resolution spectral features leads to high-quality converted speech.
Visual speech, i.e., speech-evoked facial movements, plays an indispensable role in speech communication. Therefore, human-machine speech commutation will become more immersive if a vivid talking head is present. In [2] , Fan et al. propose a deep bidirectional long short-term memory (DBLSTM) approach in modeling the long contextual, nonlinear mapping between audio and visual streams for video-realistic talking head. Their study shows that the proposed DBLSTM approach outperforms the hidden Markov model (HMM) approach in both objective and subjective evaluations.
Security of immersive audio/visual systems
Besides the audio/visual techniques widely used in various types of immersive systems, which have been discussed in this special issue, some researchers have pointed out the importance of security of such systems. Wu et al. [13] conduct a systematic analysis of text-dependent speaker verification systems to speech replay and voice conversion attacks. Specifically, using the same protocol and database, they analyze the interplay of voice conversion and speaker verification by linking the voice conversion objective evaluation measures with the speaker verification error rates to investigate the vulnerabilities from the perspective of voice conversion.
Multimodal information is usually used to improve the system robustness. For example, audiovisual systems equipped with a microphone and a front-facing video camera enable biometric person verification based on face and voice. However, such systems are often vulnerable to spoofing attacks where an unauthorized user tries to access the system by falsifying the audiovisual biometric data. To deal with this problem Boutellaa et al. [1] present a new spatiotemporal method for talking face verification by employing speech synchrony detection to ensure the liveness of a subject.
Immersive audio/visual systems often employ wireless communication techniques for data transmission. When private data is transmitted wirelessly between legitimate users it creates a potential risk for malicious attacks such as passive eavesdropping. In order to improve the security of video transmission, Hussain et al. [6] propose a new a physical layer security method, termed noise aggregation, for limiting the amount of information that can be eavesdropped by an unauthorized user.
Immersive tools
Multimedia-based immersive tools also play increasingly important roles in many multidisciplinary applications, such as clinical diagnosis, at the current stage. Huang et al. [5] propose a novel medical imaging-based immersive diagnosis tool for the dementia disease, which is a serious non-communicable disease in many aging societies. Technically, a new surrogate pair-wise ranking evaluation measure is proposed based on the conventional Kendall-Tau correlation coefficient, and a parameterized similarity measure is determined automatically based on the new evaluation measure via a learning strategy. This new immersive tool is statistically proved to be promising based on a large number of real-life database composed of 350 demented patients.
Summary
The special issue covers a wide range of methods and technologies towards immersive audio/visual systems, namely recognizing humans and understanding their behaviors, immersive sound and visual display, the importance of speech, Security of immersive audio/visual systems and immersive tools. We hope that the readers will find these papers informative and interesting. We would like to thank the authors of all submitted papers. We also wish to offer our sincere thanks to the Editor-in-Chief, Professor Borko Furht and to all editorial staffs for their valuable supports throughout the preparation and publication of this special issue. We also thank to the reviewers for their help in reviewing the papers. We believe that, with the fast development of virtual/augmented reality and internet of things, immersive audio/visual systems will play a decisive role in the near future. He is now an associate professor in School of Computer Science, Northwestern Polytechnical University, China. His current research interests include signal processing, multimedia security and pattern recognition. He acts as the technical committee and the reviewer in several important international conferences and journals including ICIP, ICME, IEEE T-IP, IEEE T-CSVT, MTAP and Neurocomputing. He is a member of ACM.
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