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1. Introduction
Let k denote a ﬁnite ﬁeld of characteristic p. It is well known that any function k → k can be
represented by a mapping y → f (y) with a polynomial f ∈ k[X]. In the special case when f induces
a bijection on k we call f a permutation polynomial (or PP for short) over k.
Permutation polynomials are of particular interest because they occur in various contexts; they
are useful in cryptography (cf. [12]), can be used to classify ovals in the projective plane PG(2,2n)
(cf. [1]) or to construct aﬃne planes (cf. [4]). An exhaustive survey about permutation polynomials
can be found in Lidl/Niederreiter [13, Ch. 7].
Unfortunately, if K denotes a ﬁnite extension of k and f a PP over k, then f need not be a
PP over K . In fact, it is easy to see that if f is a PP over every ﬁnite extension of k, then it is a
composition of a linear polynomial over k and polynomials X p . Another easy consequence is that if f
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This motivates the following deﬁnition.
Let k denote a ﬁnite ﬁeld. A polynomial f ∈ k[X] is called exceptional over k if f is a PP over inﬁnitely
many ﬁnite extensions of k.
Galois theory has proved successful in dealing with the issue of exceptionality. For instance, using
the concepts, which we deﬁne below, Fried [5] proved a conjecture of Schur [18] which is closely
connected to exceptional polynomials. The same techniques eventually led Fried, Guralnick, and Saxl
to their seminal classiﬁcation that we state in Theorem 2.
Let t denote a transcendental over k, K an algebraic closure of k, and f ∈ k[X] a polynomial with
coeﬃcients in k. Suppose f (X) − t is separable. Then the Galois groups
A := Gal( f (X) − t|k(t)) and G := Gal( f (X) − t|K (t))
are deﬁned. A is called the arithmetic monodromy group of f , G is called the geometric monodromy
group of f . Throughout, we consider both groups as permutation groups in their natural action on
the roots of f (X) − t . Then G is a normal subgroup of A with cyclic quotient and both groups are
transitive as f (X) − t is irreducible over K (t).
The separability restriction imposed on f (X) − t is merely technical because if f (X) − t is in-
separable, then f is a composition f = g ◦ X p with g ∈ k[X], and the exceptionality of f yields the
exceptionality of g , too. Thus, one can inspect g instead of f .
The ﬁrst consequence of the above deﬁnitions is a purely Galois theoretical characterization of
exceptionality. A sketch of the proof can be found in [6, p. 7].
Proposition 1. Let f ∈ k[X]  k[X p]. Let U resp. H denote the stabilizer of some point x in A resp. G. Then f
is exceptional if and only if {x} is the only orbit that U and H have in common.
Proposition 1 shows how a classiﬁcation of exceptional polynomials in terms of group theory can
be achieved: one simply has to consider all pairs (A,G) satisfying the proposition. This was done
in [6, 13.6 and 14.1] in 1993 and yields the following result.
Theorem 2. Let k be a ﬁnite ﬁeld of characteristic p and f ∈ k[X] an exceptional polynomial of degree n with
primitive arithmetic monodromy group A. Let G denote the geometric monodromy group of f . Then one of the
following cases holds.
(1) G is cyclic or dihedral of degree n where n is prime and n = p.
(2) p ∈ {2,3} and there exists an odd integer a  3 such that PSL(2, pa)  G. Here, PSL(2, pa) acts in its
representation on n = 12 pa(pa − 1) points.
(3) G contains an elementary abelian regular normal subgroup N of order n = pr . If H is a point stabilizer
of G, then G = N  H, and H acts naturally as a subgroup of GL(N).
Consider the three cases of the classiﬁcation.
Case (1) is classical and well understood. Up to linear changes only monomials or Chebyshev poly-
nomials occur here, cf. Müller [17, Thm. 4]. This is the direct analogue to Fried’s result.
It was open for some time whether there exist exceptional polynomials in case (2) at all. Even-
tually, in 1994 ﬁrst examples were given by Müller [16]. These were generalized by Cohen and
Matthews [3] into an inﬁnite series in characteristic 2. Later Lenstra and Zieve [11] found a series
for p = 3. In 2010 Guralnick, Zieve, and Rosenberg [8,10] completely classiﬁed the case.
Case (3) is still open — mainly because hardly any group theoretical constrains are known. Denote
the ﬁxed ﬁeld of N over K (t) with E . In every example of case (3) we know up to now E is a rational
function ﬁeld. Guralnick and Zieve [10, p. 1318] suspect that there exist no further examples.
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In this paper we classify all exceptional polynomials having a doubly transitive aﬃne arithmetic
monodromy group. Clearly, such a polynomial realizes case (3) of Theorem 2.
We ﬁrst give the notation that we use throughout the paper. k, K , p, and t are deﬁned as above,
i.e. k is a ﬁnite ﬁeld of characteristic p, K is an algebraic closure of k, and t is a transcendental over K .
f is an exceptional polynomial of degree n := pr with doubly transitive aﬃne arithmetic monodromy
group A. We call such a polynomial a DTEA-polynomial for short. The geometric monodromy group of
f is always denoted by G . It is the Galois group of the extension L|K (t) where L denotes a splitting
ﬁeld of f (X) − t over K (t). Throughout, x ∈ L is a ﬁxed root of f (X) − t .
A and G will always be regarded as permutation groups in their natural action on the roots of
f (X) − t . We write o(U ) for the number of orbits of a subgroup U  A.
Note that A contains a unique minimal normal subgroup N . It is regular and elementary abelian.
Since G is normal in A, N is also a subgroup of G . Let H denote the stabilizer of x in G . Then
G = N  H .
The ﬁxed ﬁeld of N in L|K (t) is always denoted with E . The group H is identiﬁed with the Galois
group of E|K (t).
With these deﬁnitions we can state the main result of the paper.
Theorem 3. Let f be an exceptional polynomial with doubly transitive aﬃne arithmetic monodromy group.
Then E is a rational function ﬁeld and f satisﬁes the conclusion of Proposition 14. In particular, f belongs to a
well-known class of exceptional polynomials.
Outline of the paper
In the following section we summarize known results about monodromy groups and ramiﬁcation
theory. This section provides the means for the proofs later on.
In Section 3 we assume that E has genus  1. We prove that this assumption is contradictory by
showing that there exists no suitable pair (A,G) of monodromy groups. We use the Hering–Liebeck
classiﬁcation of ﬁnite doubly transitive aﬃne groups to produce a list of candidates for A. For every
such group A we examine the ramiﬁcation in E|K (t). This yields results about the ramiﬁcation of
L|K (t) which contradict the genus-0 condition stated below.
In Section 4 we make some remarks about exceptional polynomials with aﬃne arithmetic mon-
odromy group and rational function ﬁeld E . We also explicitly construct DTEA-polynomials.
2. Preliminaries
The purpose of this section is to summarize results about monodromy groups and ramiﬁcation
theory. Note that some of the following results are only valid as A is an aﬃne group. We refer to [15,
Part I] for the proofs and additional information.
Let x denote a place of K (t) and X a place of L that lies over x. We denote the inertia group of
X|x with IX|x and the i-th ramiﬁcation group (in the usual “lower numbering”, cf. [19, Ch. IV]) with
IX|x(i). Clearly, IX|x = IX|x(0). We write Ix resp. Ix(i) instead of IX|x resp. IX|x(i) if we only want to
specify ramiﬁcation groups up to conjugacy.
We employ the same notation for ramiﬁcation groups of the extension E|K (t), except that we use
the letter “F” instead of “I”, e.g. Fx or Fx(i).
Deﬁne
ind(x) :=
∞∑ n − o(Ix(i))
[Ix : Ix(i)] .i=0
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one has
ind(x) =
∑
q|x
d(q|x) ∈ N0,
where the sum runs over all places q of K (x) lying over x and d(q|x) denotes the degree of the
different of q|x. By Riemann–Hurwitz
−2 = 2 · 0− 2 = −2[K (x) : K (t)]+ ∑
x is a place of K (t)
ind(x).
This yields the useful
Genus-0 condition. 2n − 2 =∑x ind(x).
If x = ∞ denotes the inﬁnite place of K (t), then I∞ is transitive due to the total ramiﬁcation of ∞
in K (x)|K (t). As I∞(1) is the normal p-Sylow subgroup of I∞ , it is transitive, too. Hence,
ind(∞) (n − 1) + n − 1[I∞ : I∞(1)] > n.
A better lower bound for ind(∞) results from a combination of the theorems of Hasse–Arf and Her-
brand; Serre [19, §3, IV] is a ﬁrst reference for both theorems. We only sketch the main idea how
to obtain this lower bound; details can be found in [15, Ch. 3.2]. Deﬁne J∞(i) := I∞(i) ∩ N . Note
that the group J∞(0) is abelian. Hence, the theorem of Hasse–Arf yields restrictions on the rami-
ﬁcation jumps of the series
(
J∞(i)
)
. By Herbrand’s theorem there exists a function u(i) such that
F∞(i) ∼= I∞(u(i))/ J∞(u(i)). Thus, it is possible to transfer information about the inﬁnite ramiﬁcation
in E|K (t) to the groups I∞(i). More precisely, we have
Proposition 4. (Cf. [15, Cor. 3.17].) There exists a strictly monotonic function u : N0 → N0 with u(0) = 0 and
u(1) = 1 such that I∞
(
u(i)
)
N/N ∼= F∞(i) and
ind(∞) =
∞∑
i=0
n − o(I∞(u(i)))
[F∞ : F∞(i)] .
In particular, if F∞(i) > 1, then I∞
(
u(i)
)
> 1 and o
(
I∞(u(i))
)
 n/p. Hence, if F∞(a) > F∞(a + 1) = 1,
then
ind(∞) (n − 1)(1+ [F∞ : F∞(1)]−1)+ (n − n/p) a∑
i=2
[
F∞ : F∞(i)
]−1
.
If x is a ﬁnite place of K (t), then Ix ∩ N = 1, cf. [15, Cor. 3.19]. Hence, Ix embeds into H . By a
theorem of Herbrand Fx(i) ∼= Ix(i) for all i  0; in particular, x is a branch point of L|K (t) if and only
if it is a branch point of E|K (t), too.
The next result imposes severe restrictions on the ramiﬁcation in L|K (t).
Proposition 5. (See [7, Lem. 2.1].) Let x1, . . . , xs denote the ﬁnite branch points of L|K (t). If s 2, then s = 2,
p > 2, and Ix1 ∼= Ix2 ∼= C2 .
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of L, i.e. kˆ is the subﬁeld of L containing all elements of L algebraic over k. It is a ﬁnite extension
of k.
G is normal in A and the quotient A/G is isomorphic to the Galois group of kˆ|k. Hence, A/G is
cyclic and, thus, G contains the commutator subgroup A′ of A. If U denotes the stabilizer of x in A,
then U ′  H  U .
3. The non-rational case
Throughout this section we assume that E is not a rational function ﬁeld. We prove that under
this premise there does not exist a DTEA-polynomial f ∈ k[X]. This proves Theorem 3.
We start with an easy application of the genus formula of Riemann–Hurwitz.
Lemma 6. If E is not a rational function ﬁeld, then the extension E|K (t) is wild and, hence, p | |H|.
Proof. Suppose E|K (t) is tame.
If K (t) contains at most one ﬁnite branch point, then the claim follows directly from the Riemann–
Hurwitz genus formula.
Now assume that the extension E|K (t) has more than one ﬁnite branch point. Then by Proposi-
tion 5 E|K (t) has exactly two ﬁnite branch points, p is odd, and the ﬁnite branch points are both
tamely ramiﬁed with index 2. The assertion now follows again via Riemann–Hurwitz. 
The above lemma is the basis for the following classiﬁcation of possible monodromy groups of f .
Proposition 7. Suppose E is not a rational function ﬁeld. Then one of the following two cases holds.
AL(1,n)-case A is a subgroup of AL(1,n).
AL(2,9)-case A is a subgroup of AL(2,9). A point stabilizer of A contains a normal subgroup isomorphic
to SL(2,5).
Proof. The proof is based on the Hering–Liebeck classiﬁcation of doubly transitive aﬃne groups,
cf. Liebeck [14, Appendix 1]. Denote a point stabilizer of A with U .
We start with the cases that Liebeck lists in “Table 10” and “Table 11”.
Guralnick and Saxl [9, p. 148] show that if n = p2 with p /∈ {2,3}, then p  |H|. But this contradicts
Lemma 6. So the Q 8-cases as well as the SL(2,5)-cases are excluded — except for the one with n = 92
which leads to the AL(2,9)-case of the proposition.
The cases with U ∈ {A6, A7,SL(2,13)} are also impossible since H = U ′ = U would be transitive
on the nonzero vectors in contradiction to the exceptionality of f .
At last we deal with the (D8 ◦ Q 8)-case. A direct computation gives 5 possible candidates for A. In
three cases U is 3-regular in contradiction to Lemma 6. In the remaining two cases the commutator
subgroup A′ of A is doubly transitive, too. This implies the double transitivity of G and contradicts
the exceptionality of f .
Now we investigate Liebeck’s “inﬁnite classes”.
Here either A  AL(1,n) (which yields the AL(1,n)-case of the proposition) or U contains a dis-
tinct normal subgroup. We only discuss the case where SL(a,q)U with qa = n because the following
argument can be used to exclude the remaining cases, too.
If n /∈ {4,9}, then the special linear group SL(a,q) coincides with its commutator subgroup. This
shows that SL(a,q) U ′  H . Since SL(a,q) is transitive on the nonzero vectors, G is doubly transitive
which is impossible. An explicit calculation shows that in the remaining cases SL(a,q)′ is transitive
on the nonzero vectors, too. 
We proceed by discussing the two cases of Proposition 7 in detail.
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In this case A and, hence, G are subgroups of AL(1,n). Write
n = pr = pspa with gcd(s, p) = 1.
Then L(1,n) ∼= Cn−1  Cspa . Since the extension E|K (t) is wild, a 1. Moreover, (p,a, s) = (2,1,1) is
impossible because a direct computation shows that H then would be of odd order. Thus, n 16.
We ﬁrst provide some results about the group L(1,n) which we need later on.
Since L(1,n) acts in its natural representation on the roots of f (X) − t , it can be identiﬁed with
the set of semi-linear maps of the ﬁeld Fn with n elements, i.e.
L(1,n) = {Fn → Fn, y → c · ypα ∣∣ c ∈ F×n and 1 α  spa}.
We start with a statement describing the number of ﬁxed points of elements of L(1,n).
Lemma 8. Let g be an element of L(1,n) of prime order . Then g ﬁxes at most 
√
n elements.
Proof. In view of the assertion we may assume that g ﬁxes at least two elements. Since L(1,n) is
transitive on F×n , we can moreover assume that both 0 and 1 are ﬁxed. Then g is represented by a
mapping
Fn → Fn, y → ypα with spa  α.
The map associated with g is y → ypα . Hence, α =m · spa

∈ N with 1m < . Thus,  | spa and g
ﬁxes exactly those elements that lie in the subﬁeld of Fn with order psp
a/ = √n. 
Next, we need some results about p-subgroups of L(1,n).
Lemma 9. Let P denote a p-Sylow subgroup of L(1,n) and Q  P a subgroup of P . Then:
(1) Q is cyclic.
(2) If Q has order pz, then the normalizer NL(1,n)(Q ) of Q in L(1,n) has order spa · (n1/pz − 1) and is
conjugate to the group of Fn-maps
{
Fn → Fn, y → cypα
∣∣ c ∈ F×
n1/pz
and α ∈ {1, . . . , spa}}.
(3) Normalizer and centralizer of Q in L(1,n) coincide.
(4) If p = 2, Q = 1, and g is a p-regular element of NL(1,n)(Q ), then the order |g| of g fulﬁlls |g|√n.
Proof. ad (1). Consider the element π ∈ L(1,n) represented by the map
Fn → Fn, y → yps .
This element fulﬁlls π p
a = 1, and elementary theory of ﬁnite ﬁelds shows that π indeed has order pa .
Hence, the cyclic group 〈π〉 is a p-Sylow subgroup of L(1,n). This yields the claim.
Since the remaining assertions are invariant under conjugation, we assume P = 〈π〉 from now
on.
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a−z
. Let g denote an element of L(1,n) that is represented by
the map y → cypα . Then the map belonging to gπ pa−z g−1 is given by
y → c
((
c−p−α yp−α
)pspa−z )pα = c1−pspa−z ypspa−z .
Thus, gπ p
a−z
g−1 is an element of Q if and only if c1−psp
a−z = c, i.e. if c ∈ F×
pspa−z
. It follows in par-
ticular, that in this case Q is centralized by g . Hence, NL(1,n)(Q ) equals the centralizer of Q in
L(1,n).
ad (4). We may assume |Q | = p because in this case the order of the normalizer is ( p√n − 1)spa
which is maximal. Hence, |g| is bounded by s( p√n − 1). If we can prove s p√n √n, then the claim
follows.
The deﬁnition of n yields
s p
√
n
√
n ⇐⇒ spspa−1  pspa/2 ⇐⇒ s pspa−1(p/2−1) = (ppa−1(p/2−1))s.
Deﬁne ξ := ppa−1(p/2−1) . If we can prove s ξ s for the least possible value of ξ and all s, then we are
done. Since p  3 and a 1, we have ξ 
√
3. It follows by induction that s
√
3
s
for all s ∈ N. 
We need another number theoretic lemma.
Lemma 10. Let q be any power of p. If j is a natural number, then qp
j − 1 is a multiple of q − 1, and q − 1
and (qp
j − 1)/(q − 1) are relatively prime.
In particular, C
qp j −1 ∼= Cq−1 × C(qp j −1)/(q−1) .
Proof. Note that q
p j−1
q−1 =
∑p j−1
i=0 q
i ≡∑p j−1i=0 1 = p j (mod q − 1). Hence,
gcd
(
q − 1, q
p j − 1
q − 1
)
= gcd(q − 1, p j)= 1.
The remaining assertions follow easily. 
These results have some nice consequences for the extension E|K (t).
Corollary 11.
(1) Every inertia group F of E|K (t) is cyclic.
(2) There exists a place x of K (t) that ramiﬁes in E|K (t) with full p-part, i.e. for every place X of E lying over
x the group FX|x(1) is a p-Sylow subgroup of H.
(3) Let P denote a p-Sylow subgroup of H and Z the characteristic subgroup of H generated by all conjugates
of P . Then [Z : P ] | (n − 1)/(n1/|P | − 1).
If x is a place of K (t) that ramiﬁes in E|K (t) with full p-part, then for every place X of E lying over x we
have FX|x ∩ Z = FX|x(1).
Proof. ad (1). In case F (1) = 1 the assertion is due to general ramiﬁcation theory. Thus, assume
F (1) > 1. Then by Lemma 9(1) F (1) is cyclic. F is generated by F (1) and a p-regular element g of
NH (F (1)). By Lemma 9(3) g centralizes F (1). Hence, F is cyclic.
ad (2). Let E ′ denote the ﬁxed ﬁeld of H ∩ GL(1,n). Then E|E ′ is tame, and E ′|K (t) is Galois and
cyclic as H/
(
H ∩ GL(1,n)) embeds into the cyclic group L(1,n)/GL(1,n) ∼= Cspa .
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Let px denote the order of a p-Sylow subgroup of H . Suppose z < x. Write Q for the unique normal
subgroup of Gal(E ′|K (t)) of index px−z . Then, by construction, Fix(Q )|K (t) is an unramiﬁed extension
of degree px−z > 1, a contradiction.
ad (3). Deﬁne R := 〈P g | g ∈ L(1,n)〉. Clearly, R is a characteristic subgroup of L(1,n) that con-
tains Z . We prove the claim for the group R . This yields the assertion for Z , too.
GL(1,n) acts transitively on the set {P g | g ∈ L(1,n)} via conjugation. Since GL(1,n) is cyclic,
the kernel of this action coincides with the stabilizer of any point which by Lemma 9(2) equals
the subgroup of GL(1,n) of order n1/|P | − 1. This group has a unique complement S in GL(1,n) by
Lemma 10. S then acts regularly, hence, R = S  P and P is self-normalizing in R . 
We are now in a position to show that the AL(1,n)-case does not occur. In doing so, we discuss
the possible ramiﬁcation behavior of E|K (t) described in Proposition 5.
3.1.1. Two ﬁnite branch points
Suppose E|K (t) contains two ﬁnite branch points p and q. Then these are tamely ramiﬁed with
Ip ∼= Iq ∼= C2. Since involutions in H ﬁx at most √n points, the orbit-counting theorem yields
ind(p) + ind(q) 2 ·
(
n − 1
2
(n + √n )
)
= n − √n.
The inﬁnite place ∞ of K (t) ramiﬁes in the extension E|K (t) will full p-part; therefore [F∞ :
F∞(1)]√n by Lemma 9(4). It follows ind(∞) (n − 1)(1+ 1/√n ) and
ind(∞) + ind(p) + ind(q) 2n − 2+ 1− 1√
n
which is impossible.
3.1.2. No ﬁnite ramiﬁcation
Suppose there is no ﬁnite ramiﬁcation in E|K (t). Then the inﬁnite place ∞ is the unique branch
point of K (t). Let Z denote the subgroup of H that is generated by all p-Sylow subgroups of H . As Z
is normal in H with H/Z being p-regular, the genus formula of Riemann–Hurwitz immediately gives
H = Z . Corollary 11 shows that F∞ and, thus, I∞ are p-groups.
Since E has genus  1, it follows F∞(2) > 1. But then ind(∞) > 2n− 2 by Proposition 4, a contra-
diction.
3.1.3. Exactly one ﬁnite branch point
Suppose E|K (t) contains exactly two branch points, the inﬁnite place ∞ and a ﬁnite place p.
Write px , x 1, for the order of a p-Sylow subgroup of H and deﬁne the group Z as in the previous
section.
First, assume that ∞ does not ramify with full p-part in E|K (t). Then Corollary 11(2) gives
|Ip(1)| = px . Since ind(∞) n, the genus-0 condition is violated if ind(p) n − 1.
Denote the subgroup of Ip of order pi (0  i  x) with Ip[pi]. Then by Hasse–Arf (cf. Serre [19,
p. 76]) there are at least
[
Ip : Ip[pi]
]
groups of order pi in the series
(
Ip(i)
)
i . Hence,
ind(p) − n + 1 1− o(Ip) +
x∑
i=1
[
Ip : Ip
[
pi
]]n − o(Ip[pi])[
Ip : Ip[pi]
]
= 1− o(Ip) +
x∑(
n − o(Ip[pi])).
i=1
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ind(p) − n + 1  1− o(Ip[p])+ (n − o(Ip[p]))= n + 1− 2o(Ip[p])
(A)
 n + 1− 2
p
(
n + (p − 1) 3√n ) (B) 1
2
(2+ n − 3n/p) > 0.
In step (A) we used the orbit-counting theorem and Lemma 8, in step (B) the estimate 3
√
n n/4. So
this case is impossible.
Now we consider the case p = 2. If x 2, a contradiction follows in a similar way as above. Thus,
assume x = 1.
If Fp ∼= C2 × Ct with an odd integer t > 1, then by Lemma 8 every element of Fp  Fp(1) ﬁxes at
most 3
√
n n/4 points. Hence,
ind(p) − n + 1 1− 1
2t
(
n + √n + (2t − 2)n
4
)
+ n − 1
2
(n + √n )
= 1+
√
n
4t
(
(t − 1)√n − 2(t + 1)).
It follows ind(p) − n + 1 > 0 as n 16 and t  3.
If Fp = C2, then H = Z by Riemann–Hurwitz. This yields |F∞|√n + 1 by Corollary 11, hence
ind(∞) (n − 1)(1+ 1/(√n + 1))= n + √n − 2.
Since ∞ ramiﬁes tamely in E|K (t), Riemann–Hurwitz shows that Fp(2) > 1. This gives
ind(p) 3
(
n − o(Ip)
)
 3
(
n − 1
2
(n + √n )
)
= 3
2
(n − √n ).
It follows ind(∞) + ind(p) > 2n − 2, a contradiction.
Now, assume that ∞ ramiﬁes with full p-part in E|K (t). Then |F∞| = tpx with some t ∈ N,
gcd(t, p) = 1. The case t = 1 is impossible since ind(p) > 0. Hence, t > 1 and by Hasse–Arf |F∞(1)| =
· · · = |F∞(t)| = px . As both I∞ and I∞(1) are transitive, it follows
ind(∞) (n − 1) + 1
t
(n − 1) + t − 1
t
(n − n/p).
Since H/Z is a p′-group, p ramiﬁes with index a multiple of t . Because non-trivial elements of Ip ﬁx
at most
√
n points, ind(p) n − 1t (n + (t − 1)
√
n ). This violates the genus-0 condition, too.
3.2. The AL(2,9)-case
We ﬁrst describe three subgroups of L(2,9) that are of particular interest to us.
L(2,9) contains exactly one conjugacy class of subgroups isomorphic to SL(2,5). Denote a repre-
sentative of this class with H1.
L(2,9) also contains exactly one conjugacy class of subgroups that embed into GL(2,5) with
index 2. A representative H2 of this class can be chosen such that H1  H2. Then H ′2 = H1.
The third unique conjugacy class of L(2,9) consists of groups of order 480 that have exactly three
orbits. A representative H3 of this class can be chosen such that H2  H3. Then H ′3 = H1.
Due to the next lemma these groups play a central role in this section.
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Proof. The proof is purely computational.
Denote the stabilizer of x in A with U . Then U is a subgroup of the normalizer of SL(2,5) in
L(2,9) that contains SL(2,5). H is an intermediate group between U ′ and U that has at least 3 orbits
and contains a non-trivial 3-Sylow subgroup.
A group fulﬁlling all these requirements is conjugate to one of the groups Hi . 
Next, we state some results about the action and the structure of the groups Hi . The proof is a
direct veriﬁcation.
Lemma 13.
(1) Let P denote a 3-Sylow subgroup of Hi , i ∈ {1,2,3}. Then P ∼= C3 and cyclic 3′-groups of NHi (P ) have
order 1, 2, or 4.
If P  F  NH3 (P ) with F/P being cyclic, then o(F ) is bounded according to the following table.
|F | 3 6 12
o(F ) is less or equal to 33 21 9
(2) Let 1 = C be a cyclic 3′-subgroup of H3 . Then |C | ∈ {2,4,5,8,10,20} and o(C) is bounded according to
the following table.
|C | 2 4 5 8 10 20
o(C) is less or equal to 45 21 17 11 9 5
In the following we discuss the cases from Proposition 5 in detail.
3.2.1. Two ﬁnite branch points
Suppose two ﬁnite places p and q of K (t) ramify. Then Ip ∼= Iq ∼= C2. Therefore by Lemma 13
ind(p) + ind(q) + ind(∞) 2 · (n − 45) + (n − 1)
(
1+ 1
4
)
= 2n − 2+ 12.
Hence, this case is impossible.
3.2.2. No ﬁnite ramiﬁcation
Suppose the inﬁnite place ∞ is the unique place ramifying in E|K (t). We only disprove the case
|F∞| = 12. The same argument shows that the remaining cases do not occur, too.
Suppose |F∞| = 12. Since E is not rational, Riemann–Hurwitz shows F∞(7) > 1. This yields
ind(∞) 5
4
(n − 1) +
(
n − n
p
) 7∑
k=2
|F∞(i)|
|F∞| =
5
4
(n − 1) + 6
4
(
n − n
p
)
= 2n − 2+ 21.
Thus, the genus-0 condition is violated.
3.2.3. Exactly one ﬁnite branch point
Suppose p is the only ﬁnite branch point of K (t).
If p ramiﬁes wildly, then ind(∞) n and ind(p) n − o(Ip) + n−o(Ip(1))[Ip:Ip(1)] . Together with Lemma 13
a contradiction to the genus-0 condition arises in every case.
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remaining cases can be disproved similarly. Assume |F∞| = 12. Then
ind(∞) 5
4
(n − 1) = 100.
This shows ind(p)  60. Lemma 13 then gives t ∈ {2,4}. In case t = 2 the assumption of the non-
rationality of E yields F∞(4) > 1, in the other case F∞(2) > 1. But in both cases a contradiction to
the genus-0 condition follows.
4. Some remarks on the rational case
Up to now, under the premise of the non-rationality of E , we only disproved the existence of
DTEA-polynomials. Throughout this section, however, we assume that E is a rational function ﬁeld.
We show that under this hypothesis DTEA-polynomials actually exist. The proof is by construction.
We start with a classiﬁcation result.
Proposition 14. (Cf. [15, Thm. 4.2].) Let f be a polynomial with primitive aﬃne monodromy group of degree
n = pr . Assume that E is a rational function ﬁeld. Then there exist linear polynomials g1, g2 ∈ K [X] such that
F := g1 ◦ f ◦ g2 ∈ k[X] and one of the following is true.
(1) F is an additive polynomial, i.e. F (X) =∑ri=0 ai X pi . Then H = 1, and F is exceptional if and only if F has
no nonzero root in k.
(2) F is a sublinearized polynomial, i.e. there exists 1 <m ∈ N such that
F (X) = X ·
( ∑
m|pi−1
pi |n
ai X
pi−1
m
)m
.
Then H ∼= Cm, and F is exceptional if and only if m√F (X)/X has no zero in k (cf. Cohen [2]).
(3) H is dihedral. Examples for exceptional polynomials F with p  |H| can be found, for instance, in [7,
Thm. 1.4].
We only deal with the cases (1) and (2) of the proposition. Note that (1) is merely a special case
of (2). But in view of the following propositions it makes sense to separate both cases.
The following statement describes a special class of additive polynomials.
Lemma 15. Let Fq denote the ﬁeld with q elements. For r ∈ N deﬁne μ(X) = ∑ri=0mi Xi ∈ Fq[X] as the
minimal polynomial of a primitive (qr − 1)-th root of unity over Fq. Set M(X) :=∑ri=0mi Xqi .
Then M(X)/X is irreducible over Fq.
Proof. The multiplicative order of any root of μ is qr − 1. By Lidl/Niederreiter [13, Thms. 3.3 and
3.63] the degree of every irreducible factor of M(X)/X has degree qr − 1. But M(X)/X has degree
qr − 1. 
We can now construct DTEA-polynomials.
Proposition 16. For every prime power pr = 2 there exists a DTEA-polynomial f ∈ Fp[X] of degree pr realiz-
ing case (1) of Proposition 14.
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unity over Fp . Deﬁne f (X) :=∑ri=0mi X pi . Then f is an additive polynomial that has no nonzero root
in Fp by Lemma 15. Hence, f is exceptional and belongs to case (1) of Proposition 14.
Moreover, the arithmetic monodromy group of f contains a (pr − 1)-cycle since by Dedekind’s
theorem Cpr−1 ∼= Gal
(
f (X)|k) Gal( f (X) − t|k(t)). 
Proposition 17. For every odd prime power pr = 3 there exists a DTEA-polynomial f ∈ Fp[X] of degree pr
realizing case (2) of Proposition 14.
Proof. Deﬁne μ as in the proof above and set M(X) := ∑ri=0mi X pi . Since p = 2 and pr = 3 by
assumption, there exists 1 =m < pr −1 such that m | pi −1 for all 0 i  r with mi = 0; for instance,
one can choose m = p − 1 if r > 1 and m = 12 (p − 1) otherwise. Write
f (X) := X ·
(
r∑
i=0
mi X
pi−1
m
)m
and deﬁne F (X) :=∑ri=0mi X pi−1m . Then obviously f is of sublinearized shape. Note the fundamental
equality
f
(
Xm
)= (M(X))m. (1)
First, we prove the exceptionality of f over Fp by showing that Fp does not contain any zero of F ,
cf. Proposition 14(2). Since F (Xm) = M(X)/X , both F (Xm) and F (X) are irreducible over Fp . As F has
degree > 1, the exceptionality of f follows.
Now, we show the double transitivity of the arithmetic monodromy group of f . To this end denote
with 0 = s1, s2, . . . , spr the zeros of M in some extension ﬁeld of Fp . Fix a zero z of f (Xm) − t . Then
xa := (z − sa)m with a ∈ {1, . . . , pr} is a zero of f (X) − t because
f (xa) = f
(
(z − sa)m
) (1)= (M(z − sa))m = (M(z) − M(sa))m = (M(z))m = t.
A simple calculation shows that the xa are pairwise distinct. Hence, we have found all roots of
f (X) − t . The arithmetic monodromy group of f is doubly transitive if and only if every xi with
2  i  pr is a zero of the minimal polynomial of x2 over k(x1). But this condition is obviously ful-
ﬁlled as M(X)/X is irreducible over k(x1) and, thus, the orbit of the absolute Galois group of k(x1)
through x2 is {x2, . . . , xpr }. 
A slight change of the above proofs also gives exceptional polynomials with doubly transitive aﬃne
monodromy group over ﬁnite ﬁelds of non-prime order.
Note that the restriction “pr = 3 and p = 2” in Proposition 17 arises naturally. In case pr = 3 the
group G is a subgroup of AGL(1,3) = S3. Hence, either |H| =m = 1 which contradicts Proposition 14,
or H ∼= C2 which yields the double transitivity of G in contradiction to the exceptionality of f . A sim-
ilar problem occurs in case p = 2 if, for instance, 2r − 1 is a prime.
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