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Abstract
Depth sensors have become increasingly popular in in-
teractive computer vision applications. Currently, most of
these applications are limited to indoor use. Popular IR-
based depth sensors cannot provide depth data when ex-
posed to sunlight. In these cases, one can still obtain depth
information using a stereo camera set up or a special out-
door Time-of-Flight camera, at the cost of a reduced qual-
ity of the depth image. The resulting depth images are often
incomplete and suffer from low resolution, noise and miss-
ing information. The aim of this paper is to recover the
missing depth information based on an extension of SEEDS
superpixels [11]. The superpixel segmentation algorithm
is extended to take depth information into account where
available. The approach takes advantage of the boundary-
updating property of SEEDS. The result is a clean segmen-
tation that recovers the missing depth information in a low-
quality depth image. We test the approach outdoors on an
interactive urban robot. The system is used to segment a
person in front of the robot, and to detect body parts for
interaction with the robot using pointing gestures.
1. Introduction
The use of depth sensors for interaction has known a
jump in popularity after the recent introduction of consumer
depth cameras (e.g., Kinect). However, the applications
usually stay limited to indoor use as these infrared (IR)-
based sensors cannot function in the presence of sunlight.
They fail because the IR light from the sun overpowers the
IR light or pulse emitted from the sensor. Yet many natural
gesture-based interactions occur outdoors, e.g., pointing at
landmarks, streets, objects and persons during interaction.
It is still possible to obtain a depth image outdoors us-
ing a special outdoors Time-of-Flight camera or a real-time
stereo reconstruction. This comes at the cost of reduced im-
age quality: the resulting depth images usually suffer from
noise and missing depth information (holes), which limit
the ability to segment persons and objects accurately.
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Figure 1. The goal of this paper: taking a noisy, incomplete depth
image (e.g., from real-time stereo) and recovering the missing
depth detail using superpixels. The improved depth image can
then be used for the segmentation of objects or persons, e.g., for
human-computer interaction.
The aim of this paper is to clean up these incomplete
depth images based on an extension of the SEEDS [11] su-
perpixel algorithm, and at the same time to facilitate the seg-
mentation of objects or persons based on depth. We present
a new pixel-level updating algorithm for SEEDS that takes
depth into account and handles unknown depth values ef-
ficiently. During the iterations of the algorithm, each su-
perpixel not only maintains a statistic of its color, but also
a mean depth based on the known depth values inside the
superpixel. The approach takes advantage of the boundary-
updating property of SEEDS, for which the optimal updat-
ing strategy can be selected based on what information is
available for each pixel. The boundaries are updated in or-
der to group together pixels based on color and depth simi-
larity. Pixels without depth information are assigned based
on color and based on the labeling of the surrounding pix-
els. The result is a clean superpixel segmentation, without
noise and holes, that tightly follows object boundaries, as
shown in Fig. 1. Segmenting objects and persons is then as
simple as connecting the superpixels with matching depth
at their connecting boundaries.
We test this approach on a real-world application. We
installed two cameras on the head of an interactive urban
robot, from which we extract a real-time stereo reconstruc-
tion. Depth SEEDS are then used to segment a person in
front of the robot and detect body parts. The user can then
interact with the robot using pointing gestures.
2. Background
For this paper, we make use of depth images obtained
from sensors which function outdoors. The two solutions to
our knowledge are an outdoor Time-of-Flight camera (e.g.,
Optex ZC-1000), or a real-time stereo system. Bleyer et
al. [2] present a real-time stereo algorithm based on GPU-
trees. This approach is fast, but the output is not ideal
for segmentation as lots of oscillations appear in the dis-
parity image. Geiger et al. [8] present a CPU-based real-
time stereo algorithm (libELAS) that provides disparity im-
ages that are more useful to our application. The approach
first looks for a selection of good feature points in both the
left and right camera images, and creates a triangular mesh
based on those feature points. The other pixels are expected
to lie close to this triangular mesh, requiring only to look for
a match in a local region, reducing the computation time.
This also results in smooth surfaces which are beneficial for
our object segmentation. The resulting depth maps are im-
pressive, but nevertheless contain a lot of holes (parts of the
depth image that are incomplete).
There are a number of typical approaches for dealing
with this noise and holes. In [8], they are filled up based on
a minimum hole size. Any hole smaller than a threshold is
filled up with the depth values from surrounding pixels. An-
other typical solution to deal with noise is smoothing based
on an MRF [9]. The problem with these approaches is that
they clean up the noise without knowledge of the underly-
ing image. Considering that the color image of the same
scene is available, recovering the depth data can be done by
incorporating this data.
In the field of object segmentation, many approaches
make use of superpixel-based low-level partitioning of the
image [5, 7, 4, 6, 10, 3]. This allows for groups of pixels
(superpixels) to be classified and thus to achieve an accurate
segmentation of the whole image. This partitioning is usu-
ally based on clustering pixels based on colors or local tex-
ture features. Achanta et al. [1] present a fast approach for
color-based clustering of the image into superpixels, based
on simple linear iterative clustering (SLIC). Van den Bergh
et al. [12] extend SLIC to take into account depth and op-
tical flow data. However, this method does not deal with
missing depth values and incomplete depth images. In fact,
it is unable to deal with incomplete depth images because in
SLIC, pixels are assigned to superpixels regardless of strict
spatial constraints. This results in a lot of stray labels which
need to be cleaned up after the iterations of the algorithm
(which can be seen as a form of hole-filling itself). Further-
more, SLIC is not real-time, and it is not state-of-the-art in
terms of accuracy and boundary recall.
Recently, Van den Bergh et al. [11] presented a new su-
perpixel algorithm (SEEDS), which is significantly faster
than SLIC and achieves state-of-the-art accuracy. Further-
more, the boundary-updating property of SEEDS lends it-
self well to the use with incomplete depth images. It al-
lows us to adapt the updating strategy based on the available
depth information.
The remainder of this paper is structured as follows: in
Section 3 we introduce Depth SEEDS, our adaptation of the
SEEDS algorithm. Then, we present a person segmentation
application, which uses the Depth SEEDS in order to seg-
ment a person and detect body parts for interaction. In the
experiments section (Section 4) we evaluate the recovery
of depth information and present a real-world experiment
where the algorithm is run on a robot for interaction with
humans.
3. Depth SEEDS
Recently, SEEDS [11] was proposed as an efficient su-
perpixel segmentation algorithm. We have chosen to use
SEEDS in this paper for its real-time properties and because
it offers state-of-the-art performance. Furthermore, SEEDS
has an interesting boundary updating property, which lends
itself very well to our purpose.
Figure 2. The SEEDS algorithm works in three steps (from left
to right): first, the superpixels are initialized as a grid. Then, the
superpixel boundaries are moved with coarse block-level updates.
Finally, the boundaries are refined using pixel-level updates.
SEEDS first initializes the superpixels as a rectangular
grid, and then iteratively moves the boundaries of the super-
pixels in order to maximize an energy function and thus to
refine the segmentation. First, the boundaries are updated
by moving large blocks of pixels at once (which will be
called block-level updates), followed by a number of iter-
ations where the boundaries are updated by moving single
pixels (which will be called pixel-level updates). This is il-
lustrated in Fig. 2. Here, we introduce a slight variation to
the original SEEDS, because rather than alternating block
and pixel-level updates, we start with a fixed number of
block-level updates, followed by only pixel-level updates.
3.1. Block-level updates
As we only do block-level updates at the beginning of the
algorithm, the order of iterations differs slightly from [11].
The block-level updates are only performed at the begin-
ning as a coarse initialization before performing pixel-level
updates. The algorithm iterates through all the blocks in the
image, and if such a block lies on a superpixel boundary,
an update is proposed, as shown in Fig. 3. The update is
evaluated based on a statistic of both candidate superpixels.
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Figure 3. Block-level updates of the superpixel boundaries.
In our case, this statistic is a color histogram of each can-
didate superpixel. Note that such histograms can be updated
very fast (with one increment and one decrement) as ex-
plained in [11]. The block of pixels is then moved to the
superpixel with the histogram the block most likely belongs
to.
3.2. Pixel-level updates
After we have obtained a coarse initialization of the su-
perpixels using block-level updates, the algorithm switches
to pixel-level updates in order to refine the superpixel
boundaries, as shown in Fig. 4. In this step, the algorithm
will make use of color information and depth information.
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Figure 4. Pixel-level updates of the superpixel boundaries.
Instead of using the histogram as a statistic, a simpler
mean-based statistic is used. For each superpixel, the mean
color and mean depth are maintained. This can still be im-
plemented efficiently: the algorithm keeps total L, a, b and
depth counters (assuming Lab color space), which can be
increased/decreased with each pixel-level update. The mean
color or depth is then obtained by dividing these counters by
the number of elements (pixels) inside the superpixel.
In [11], it is pointed out that a mean-based metric con-
verges to the same result as a histogram-based metric, al-
beit slower (with more iterations). However, by using the
histogram-based metric in the block-level updates, we al-
ready come to a very good initialization with few iterations.
Thus, using the mean-based metric only in the refinement
step will yield an equally good result without too many ad-
ditional iterations. The use of a mean-based color metric
simplifies the incorporation of depth into the metric, con-
sidering depth is a one-dimensional, linear metric.
The algorithm iterates through all the pixels in the image,
and if a pixel is found to lie on a superpixel boundary, an
update is proposed, as shown in Fig. 4. The pixel is then
assigned to a superpixel based on a distance metric between
the pixel color and depth, and the mean color and depth of
the candidate superpixels. This is similar to the approach
used in [12], however, we extend the metric in order to deal
with missing depth values.
Indeed, if depth information is present in the pixel being
evaluated, the following Euclidian distance metric is used:
D =
√
(L− Ls)2 + (a− as)2 + (b− bs)2 + (d− ds)2,
(1)
where L, a and b are the luminance, a and b color values of
the pixel, Ls, as and bs the mean luminance, a and b color
values of the candidate superpixel, d the depth of the pixel,
and ds the mean depth of the candidate superpixel.
However, if no depth information is present in the pixel
being evaluated, the algorithm automatically selects an al-
ternative metric, for which no depth information is required:
D =
√
(L− Ls)2 + (a− as)2 + (b− bs)2. (2)
Furthermore, if the pixel has no depth value, it does not
count towards the computation of the mean depth of the su-
perpixel which it belongs to.
The pixel-level updating uses the same boundary term as
in [11]. This boundary term prefers smooth boundaries, and
thus ensures that the decision for assigning each pixel also
depends on the labeling of the surrounding pixels.
Once a clean superpixel segmentation is obtained, ob-
jects can simply be segmented using a modified connected
components analysis. One merely needs to link together the
connected superpixels (based on a depth threshold) in order
to obtain a segmentation of the different objects or persons
in the scene. This will be demonstrated in the next section.
4. Person Segmentation on an Interactive Ur-
ban Robot
In order to demonstrate the practical application of re-
covering missing depth information using Depth SEEDS,
we demonstrate the system on a real-world application. In
this application, a stereo pair of cameras is installed on an
interactive urban robot, as shown in Fig. 5. The robot is
taken outside in order to communicate with humans, ask-
ing them to indicate directions and landmarks, as illustrated
in Fig.6. This type of interaction usually involves pointing
gestures. In order to recognize these gestures, we want to
detect the head and arms of the interacting persons.
stereo camera pair
Kinect (indoor use)
laser scanner
face with expression control
touch sensitive bumper
laser scanners
Figure 5. Overview of the sensor devices on the urban robot. A
stereo camera pair is installed in the head (above the eye brows)
for outdoor segmentation.
To this end, the nearest ‘body’ is segmented based on
a modified connected component analysis. Depth SEEDS
superpixels are connected together based on the difference
in depth between connecting superpixels. This allows for
an efficient segmentation of the different objects or persons
present in the image.
For our purpose, we select the object closest to the cam-
era. A basic verification is performed to check if it is hu-
man, i.e., it is not taller than a reasonable person, and there
is a narrower section at the top which represents the head,
which is confirmed using a face detector. Subsequently, a
simple body part detection is performed by computing the
median horizontal position of the body and the head, and
then labeling the extremities of the segmentation, as illus-
trated in Fig. 7.
More precisely, the labeling works as follows: First, the
closest connected depth component is selected. Then, the
median horizontal position of this component is calculated.
In order to estimate an initial labeling of the head, the algo-
Figure 6. Top: detail of the robot head with the stereo camera pair
above the eye brows; Bottom: example of the robot interacting
with people.
rithm evaluates all the pixels and on this median position,
starting from the top of the image downwards. Once this
line crosses the segmentation, the head is labeled, until the
shoulders are detected as an increase in width of the seg-
mentation.
Once the head is labeled, a new, refined median position
is computed based on only the head pixels. Then, the head
labeling is repeated based on this new median. If hands are
present to the left or the right of the head, they are temporar-
ily marked as stray labels. At this point, the head labeling
is confirmed with a face detection.
After the head is labeled, we continue down the median
to detect arms. Based on a threshold distance from the me-
dian, pointing arms can be labeled. If these arm labels are
connected to stray labels, those stray labels are marked as
arm as well.
In our case, where we only want to detect pointing ges-
tures, this simple approach has proven more reliable than
skeleton fitting or more complex segmentation methods.
Based on the arm labeling, we can extract the 3D pointing
direction of the arm of the person. This interaction system
is demonstrated in the experiments section.
nearest component
median body position
median head position
labeled as head
labeled as arm
Figure 7. Overview of the head and arm labeling algorithm.
5. Experiments
We first evaluate the ability of our algorithm to recover
missing depth values. Then, we demonstrate the function-
ality of the algorithm on the real-world scenario of an inter-
active urban robot.
5.1. Evaluation of the Depth Recovery
We evaluate Depth SEEDS by measuring the average
depth error after recovering depth values in an image. To
this end, we take relatively clean depth images from a
Kinect sensor, and introduce synthesized noise at different
scales. Two types of noise are introduced. First, where a
gap in depth is detected, a black boundary is introduces of
thicknessW . Secondly, random square holes are introduced
throughout the image. These holes have a width and height
W , similar to the thickness of the introduced borders. This
is illustrated in Fig. 8 and 9.
Depth SEEDS is run on the noisy version of the depth
image in order to recover the missing depth data, and the re-
sult is then compared to the original clean image. For evalu-
ation, we compute the average depth error (in mm). This ex-
periment is repeated for different values of W , varying the
size of the introduced holes. The results of this experiment
are shown in Fig. 10. This plot shows that the synthesized
noise introduces a large depth error in the depth image, and
it shows that Depth SEEDS is able to recover most of this
error very efficiently.
Figure 8. Experiment with noise of size W = 5 pixels. Left:
clean input image. Middle: image with synthesized noise. Right:
recovered depth image using Depth SEEDS.
Figure 9. Experiment with noise of size W = 10 pixels. Left:
clean input image. Middle: image with synthesized noise. Right:
recovered depth image using Depth SEEDS.
noise size  before depth SEEDS  after depth SEEDS
1 3 1
2 6.3 2.1
3 7.1 2.8
4 11.1 4.1
5 17.1 4.5
7 21.9 5.3
10 39.8 6.3
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Figure 10. Average depth error after cleaning up noise using Depth
SEEDS shows a significant reduction in noise/error in the depth
image.
5.2. Real-world Experiment
As explained in Section 4, a real-world experiment was
performed with a stereo camera set up mounted on an in-
teractive urban robot. The result of this experiment is
shown in a video in supplementary material, and also in
Fig. 11 and 12. Usually, using real-time stereo in real-
world scenarios proves to be problematic. However, Depth
SEEDS is able to recover clean segmentations with lots of
detail. This segmentation can then be used to efficiently and
robustly label the head and arms of the interacting person.
6. Conclusion
In this paper we have presented an adaptation of the
SEEDS algorithm, which not only takes depth information
into account on top of color information, but also deals with
unknown depth values in an elegant way. The resulting
Depth SEEDS algorithm is able to generate clean segmen-
tations based on noisy and incomplete depth images, e.g.,
from real-time stereo, and to recover the missing depth data
fairly accurately.
We have evaluated the accuracy of the recovered depth
values, and we have also demonstrated the functionality of
Figure 11. Extract from the experiment video, showing our method
is able to recover large portions of missing depth data, and also to
recovered significant detail in the finger of the person. Top left:
input stereo disparity image. Top right: input color image. Bottom
left: segmented output of Depth SEEDS. Bottom right: segmented
person with head and left arm labeled.
Figure 12. Extract from the experiment video: the arm of the per-
son is cut off in the disparity image, but still recovered in the final
segmentation. Top left: input stereo disparity image. Top right: in-
put color image. Bottom left: segmented output of Depth SEEDS.
Bottom right: segmented person with head and left arm labeled.
the algorithm in a real-world application. The resulting sys-
tem is able to achieve real-time pointing interaction with
humans in an outdoor scenario, something that is not possi-
ble with typical consumer depth cameras.
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