Introduction
Sets of concurrent traces containing permutations of events from a given concurrent trace are useful for predictive analysis (e.g., [24, 34, 35, 41] ) and synchronization synthesis (e.g., [8, 9] ) of sharedmemory concurrent programs. Most approaches using such trace sets are restricted to specific aspects of reasoning about concurrent programs such as data race detection [24, 34] , detection of safety violations [35, 41] and fixing assertion failures [8, 9] . Moreover, the representations of trace sets and exploration strategies used in some of these approaches [8, 9, 35] ) underapproximate the target trace sets. In this paper, we present a succinct, complete representation of such concurrent trace sets, which can drive diverse verification, fault localization, repair, and synthesis techniques for concurrent programs. The representation is complete in the sense that it encodes every trace in the trace set of interest. Concurrent trace sets. First, we fix some terminology. An execution π of a concurrent program P is an alternating sequence of variable valuations and events corresponding to a feasible interleaving of instructions from the threads of P. An execution is good if it satisfies a given specification, and bad otherwise. A trace is a sequence of events corresponding to an interleaving of instructions from the threads of P. The trace of an execution π is the sequence of events within π. The language L(τ ) of a trace τ is the set of all executions with trace τ . A trace τ is feasible if L(τ ) is non-empty, and infeasible otherwise. A feasible trace τ is good if all executions in L(τ ) are good, and bad otherwise.
We group traces into neighbourhoods. The neighbourhood Nτ of a trace τ contains all permutations of τ that preserve τ 's intrathread event order. The good neighbourhood N Representation of concurrent trace sets. There are multiple ways to represent trace sets. Some representations may be more expressive or useful for reasoning about concurrent programs than others. A candidate representation that has been used for certain trace sets is a partial order over events [8, 9, 41] . The neighbourhood of a trace, as defined above, can also be represented as a partial order. However, the good neighbourhood or the bad neighbourhood of a trace is, in general, not a partial order. For instance, for the * This research was supported in part by the European Research Council (ERC) under grant agreement 267989 (QUAREM), by the Austrian Science Fund (FWF) NFN project S11402-N23 (RiSE), and the NSF Expeditions award CCF 1138996. Figure 1 Online banking: This trace is drawn from a program consisting of three threads, one for withdrawing money, one for depositing money, and one for checking consistency of the bank account after completion of a withdrawal and a deposit. a globalvars: int x, withdrawal, deposit, balance, deposited, withdrawn; init: x = balance; deposited = 0; withdrawn = 0; withdrawal > 0; deposit > 0; thread withdraw: localvars: int temp; TW [1] : temp := balance; TW [2] : balance := temp -withdrawal; TW [3] : withdrawn := 1;
thread deposit: localvars: int temp; TD [1] : temp := balance; TD [2] : balance := temp + deposit; TD [3] : deposited := 1;
thread checkresult: TC [1] : assume (deposited = 1 and withdrawn = 1); TC [2] : assert (balance = x + deposit -withdrawal);
Exact representation of N b τ : hb(TW [1] , TD [2] )∧hb(TD [1] , TW [2] )∧hb(TW [3] , TC [1] )∧hb(TD [3] , TC [1] ) Exact representation of N g τ : (hb(TD [2] , TW [1] ) ∨ hb(TW [2] , TD [1] )) ∧ hb(TW [3] , TC [1] ) ∧ hb(TD [3] , TC [1] ) Representation of sound overapproximation of N b τ : hb(TW [1] , TD [2] ) ∧ hb(TD [1] , TW [2] ) Representation of sound overapproximation of N g τ : hb(TD [2] , TW [1] ) ∨ hb(TW [2] , TD [1] )
a In all the examples in this paper, we represent traces using typed global variable declarations/initializations, followed by each thread's typed local variable declarations and instructions. Note that this representation depicts a trace and not a program.
trace τ in Fig. 1 , N g τ is not a partial order, but is a disjunction (i.e., union) of partial orders. In our work, we represent trace sets as HBformulas. An HB-formula is a Boolean combination of happensbefore causality constraints between events. HB-formulas can represent arbitrary finite sets of finite traces, and in particular, good and bad neighbourhoods (see Fig. 1 ). As we will see later, HBformulas are not only expressive, but also versatile enough to be usable for diverse objectives.
Given a trace τ and a correctness specification, we present a method to generate an HB-formula ϕB representing the bad neighbourhood of τ . To generate ϕB, we first encode all the bad executions in L(Nτ ) in a quantifier-free first-order formula Φ such that an execution π is a model of Φ iff π is a bad execution in L(N b τ ). We then incrementally construct ϕB. Initially, ϕB is set to false. In each step: (1) we invoke an SMT solver to obtain a model for Φ that does not belong to the language of the subset of N b τ represented by the current ϕB, (2) generalize the trace of the model into an HB-formula ϕ, and (3) update ϕB by adding ϕ as a disjunct. We iterate until there is no new model of Φ. The trace generalization used in each iteration has the following properties: (a) the model obtained in the iteration satisfies ϕ, and (b) any trace in Nτ that satisfies ϕ is bad. The final HB-formula obtained is an exact representation of N b τ . While an exact representation is a worthy goal, the corresponding ϕB may not be succinct. To gain succinctness and utility, we trade in exactness. In particular, we permit the inclusion of infeasible traces to obtain a succinct HB-formula representing a sound overapproximation of N b τ . The overapproximation of N b τ is sound in the sense that it is guaranteed to not include any good traces. To generate such a succinct HB-formula, we enhance the above procedure. We use data-flow analysis and minimal unsatisfiability core (unsat core) computation for generalizing the trace of the model into an HB-formula ϕ in step (2) of each iteration. This new trace generalization step has the following properties: (a) the model obtained in the iteration satisfies ϕ, and (b) any trace in Nτ satisfying ϕ is either bad or infeasible.
Complementing ϕB, the succinct representation of a sound overapproximation of N τ obtained by our method for the example trace shown. We implemented the above procedure as a tool TARA and used it to generate (succinct) representations of trace sets of programs drawn from the software verification competition (SV-Comp) [3] and the regression suites of ESBMC [31] and CONREPAIR [9] .
We demonstrate the applicability of our representations of good and bad neighbourhoods of a trace to three case studies involving synchronization synthesis, bug summarization and verification based on counterexample-guided abstraction refinement (CEGAR). Case Study: Synchronization synthesis. Shared-memory concurrent programs are excellent targets for automated program completion, in particular, for synthesis of missing synchronization [8, 9, 13, 30, 39] . We present a novel algorithm that uses ϕG to synthesize synchronization for eliminating the bad neighbourhood of τ . The algorithm proceeds by applying rewrite rules to derive synchronization primitives such as mutex locks, barriers, shared exclusive locks and wait-notify statements from easilyidentifiable patterns in ϕG. For example, a missing mutex lock in the example in Fig. 1 that ensures the instructions at TW [1] and TW [2] in thread withdraw do not interfere with the instructions TD [1] and TD [2] in thread deposit is identified by the pattern hb(TD [2] , TW [1] ) ∨ hb(TW [2] , TD [1] ) in ϕG. We emphasize that most other synchronization synthesis techniques generate atomic sections rather than locks, wait-notify statements etc. Atomic sections are not directly implementable. Moreover, our synchronization primitives can potentially permit more correct concurrent behaviours than atomic sections. We have implemented this algorithm as an extension of our tool TARA and used it to successfully synthesize synchronization for our benchmarks. Case Study: Bug summarization. Error detection tools based on model checking and static analyses typically provide counterexample traces to help with program debugging. However, these traces can be long and encumbered with unnecessary data, providing little insight about the actual bug. In our second case study, we use ϕB, the representation for a sound overapproximation of a trace's bad neighbourhood, for counterexample and bug summarization. The HB-formula ϕB encodes relevant ordering information about all counterexamples in the neighbourhood of τ and can be viewed as a stand-alone counterexample summary. While this can already be useful feedback for a human debugger, we present a set of rules to infer specific bugs such as data races, atomicity violations, twostage access bugs and define-use order violations. These rules work by identifying particular patterns in ϕB and combining them with some lightweight data-flow information. We have extended TARA for bug summarization and evaluated it on our benchmarks. Case Study: Accelerating CEGAR. We also recognize an application of our representation of bad neighbourhoods of abstract counterexamples in accelerating CEGAR for concurrent programs. CEGAR often takes many iterations to find the right predicates for proving correctness of a program. The choice of refinement procedure usually determines the number of iterations necessary. Many heuristics have been proposed to find relevant predicates quickly, e.g., [4] . This problem is compounded in concurrent program verification, where the existence of a large number of interleavings can delay the discovery of interesting spurious counterexamples that lead to relevant predicates. We present a new predicate learning procedure that uses the HB-formula ϕB representing the bad neighbourhood of a spurious counterexample of an abstract concurrent program. In each iteration of the CEGAR loop, our procedure refines the abstraction to eliminate multiple spurious abstract counterexamples drawn from ϕB, using a method similar to beautiful interpolants [1] . We have integrated our TARA-based refinement procedure within SATABS [12] and have been able to reduce the number of iterations needed to verify various example programs. Highlights. We introduce a novel representation for concurrent trace sets based on HB-formulas (Sec. 2). HB-formulas have several useful properties. They can express arbitrary finite trace sets. They enable efficient computation and concise expression of unions over trace sets. This is exploited by our tool TARA to compute succinct representations of sound overapproximations of good and bad neighbourhoods of a trace. HB-formulas are an intuitively appealing representation for trace sets. They can reveal specific patterns of causality relations between events that can drive diverse verification, fault localization, repair, and synthesis techniques for concurrent programs. We demonstrate the use of our tool in three applications -synchronization synthesis (Sec. 3), bug summarization (Sec. 4), and CEGAR acceleration (Sec. 5).
Trace Neighbourhoods and Representations
In this section, we formalize concurrent executions, traces and trace neighbourhoods. We also present algorithms and experimental results for computing good and bad neighbourhoods. The case studies in Sections 3, 4, and 5 are based on the techniques presented here.
Concurrent Programs and Traces
We consider shared-memory concurrent programs composed of a fixed number of sequential threads. In further discussion, we fix a concurrent program P = V, {T1, . . . , T k }, SV, LV1, . . . , LV k where {T1, . . . , T k } are a set of threads, SV is a set of shared variables, each LVi is the set of local variables of thread Ti, and V = SV ∪ i LVi is the set of all variables. Let Vi = SV ∪ LVi denote the set of variables that can be read from and written by thread Ti. As the main objects of study in this paper are traces, we keep the exposition simple by not specifying syntactic and control flow details of threads at this stage. In this paper, we assume that variables range over integers and program instructions perform standard linear arithmetic operations. However, our techniques apply to a much wider variety of variable domains and operations. Concurrent executions. A concurrent execution π = Γ0e1Γ1 . . . Γn−1enΓn is an alternating sequence of valuations Γi of variables V and events ei corresponding to some interleaving of instructions from the threads in P-for each i, execution of ei from valuation Γi−1 leads to valuation Γi. Each event e is a labelled statement of the form T[ ] : stmt, where T is a thread identifier, is a location identifier * , and stmt is an atomic instruction. We write pid(e) for the thread identifier T. Without loss of generality, we assume that the location identifiers of events from each thread are sequential natural numbers, i.e., the first event from a thread gets location identifier 1, the next gets 2, and so on. Further, we abuse notation by often writing T[ ] instead of the event with label T[ ].
We represent the sequence of events from thread T with location * We assume that all location identifiers from one thread are unique. Thus, multiple occurrences of the same instruction (for example, in the body of a loop) are relabelled with unique identifiers. identifiers between and (inclusive) by T [ : ] . We also use the symbol L to denote location identifier ranges such as : .
We use two different formalisms to express atomic instructions.
• Guarded actions. Here, an instruction from thread Ti is either a guarded action assume(G) → assign or an assertion assert(G), where G is a Boolean expression over Vi and assign is a parallel assignment v1, . . . , vm := expr 1 , . . . , expr m of expressions over Vi to variables in Vi.
• Transition predicates. Here, an instruction from thread Ti is a predicate over variables from Vi ∪V i where V i contains primed versions of variables in Vi. Intuitively, variables from Vi and V i represent the values of program variables before and after the execution of the instruction, respectively. For example, the assignment x := x + y is represented as x = x + y. The advantage of this formalism is that it can express non-deterministic statements which we need to model abstract programs in Sec. 5. Assertions are represented as before, i.e., as assert(G), where G is a Boolean expression over Vi. An execution π = Γ0e1Γ1 . . . enΓn is good if for each assertion ei = T[ ] : assert(G), the Boolean expression G evaluates to true under valuation Γi−1; the execution is bad otherwise. Concurrent traces. A concurrent trace τ = e1 . . . en is a sequence of events that corresponds to some interleaving of instructions from threads in P. The language L(τ ) of a trace τ = e1 . . . en is the set of all executions Γ0e 1 Γ1 . . . e n Γn+1 where ei = e i for i ∈ [1, n]. For a set of traces N, we abuse notation and write L(N) instead of σ∈N L(σ). We denote by events(τ ) the set {e1, . . . , en} of events in τ . For any two events ei, ej ∈ events(τ ), we say ei <τ ej if ei occurs before ej in τ .
A trace τ is feasible if its language has at least one execution (i.e., L(τ ) = ∅), and is infeasible otherwise. A feasible trace τ is good if all executions in L(τ ) are good, and is bad otherwise.
Representing Trace Neighbourhoods
We reason about traces that differ only in the scheduling choices using trace neighbourhoods. The neighbourhood Nτ of a trace τ is a set of traces Nτ = {σ | events(σ) = events(τ ) ∧ ∀ei, ej ∈ events(τ ) : pid(ei) = pid(ej) ∧ ei<τ ej ⇒ ei<σej}. Intuitively, Nτ contains all traces having the same events as τ and having the same order of events within each thread. A trace in Nτ may be infeasible, good, or bad. We denote the subsets of good and bad traces in Nτ by N Note that Nτ corresponds to a partial order (events(τ ), ), with ei ej iff ei<τ ej and pid(ei) = pid(ej). However, N Representing subsets of trace neighbourhoods. We represent subsets of trace neighbourhoods using happens-before formulas, or, HB-formulas. An HB-formula ϕ for a trace τ is either a: (a) basic constraint of the form hb(ei, ej) where ei, ej ∈ events(τ ); or (b) a Boolean combination of HB-formulas, i.e., one of ϕ1 ∧ ϕ2, ϕ1 ∨ ϕ2, or ¬ϕ1 where ϕ1 and ϕ2 are HB-formulas.
The semantics [[ϕ] ] of an HB-formula ϕ for a trace τ is subset of Nτ , defined as follows: (a) for a basic constraint hb(ei, ej), we have that [[hb(ei, ej)]] = {σ ∈ Nτ | ei <σ ej}; and (b) for Boolean combinations, we have that
Remark 2.1. Our HB-formulas only represent constraints on scheduling. One could define more expressive constraints which include constraints not just on scheduling, but also on variable valuations in individual executions. However, our hypothesis is that happens-before constraints on scheduling are sufficient to express many interesting properties of traces and executions. This is also supported by empirical data that shows that most concurrency bugs are due to bad ordering of instructions in a trace rather than the interaction between schedules and variable valuations [29] .
Computing Good and Bad Neighbourhoods
In this section, we present an algorithm for computing an exact representation for the bad neighbourhood of a trace. However, as this representation may be unwieldy and complex, we further provide an algorithm to produce sound overapproximations of N b τ and N g τ , i.e., to find succinct HB-formulas ϕG and ϕB such that
Encoding bad executions. Given a trace τ , our algorithm is based on constructing a quantifier free first-order formula that represents all bad executions in L(Nτ ). We use the concurrent trace program encoding [41] which is based on a concurrent single static assignment (CSSA) form of traces. We recall the encoding below to make the presentation self-contained. We present the encoding for the case where instructions are expressed as guarded actions; the case where instructions are expressed as transition predicates is similar. Given a trace τ , we first rewrite it into the CSSA form.
• For each variable v, we introduce a unique name vw,e for each event e that may change the value of v (here, w stands for "write"). Further, for each variable v, we introduce a unique name vι to represent the value of v at the start of an execution.
• For each event e that reads a variable v, we replace v as follows:
If v is a local variable, we replace v by v w,e where e is the most recent event from the thread that writes to v; and If v is a shared variable, we replace v by vr,e (where r stands for "read") and we store an additional constraint, where vr,e = π(vι, vw,e 1 , vw,e 2 ,, . . . , vw,e ) where ei ranges over all events from other threads that write to v and the most recent event from the same thread that writes to v. The π-functions above are analogous to the φ-functions used to express joins in sequential single static assignment encodings, i.e., vr,e = π(vι, vw,e 1 , . . . , vw,e ) expresses that e reads either the initial value of v, or the value written by one of e1, . . . , e .
• Further, for each event e, we define the condition that e is feasibly reached. If e is the first event in a thread, we set cond(e) = true. Otherwise, cond(e) depends on the previous event from the same thread in τ (say e ). If e is an assertion, we let cond(e) = cond(e ). Otherwise, e is a guarded action assume(G) → assign, and we let cond(e) = cond(e ) ∧ G.
Example 2.2. In the running example from Fig. 1 , the statement TW [1] : temp := balance; would be encoded as temp w,TW [1] = balance r,TW [1] ∧ balance r,TW [1] = π(balanceι, balance w,TD [2] ).
Given a trace τ rewritten in the CSSA form, the following constraints encode executions in the neighbourhood Nτ of τ :
• Thread orders. In any execution in the neighbourhood of τ , the order of events in each thread is the same as in the trace τ . We define ΦPO = {hb(ei, ej) | pid(ei) = pid(ej) ∧ ei <τ ej}. • π-constraints. Each π-constraint chooses a value for a read of a shared variable from possible writes. Formally, each condition vr,e = π(vι, vw,e 1 , . . . , vw,e ) is rewritten as [vr,e = vι ∧ i hb(e, ei)]∨ i=1 [vr,e = vw,e i ∧cond(ei)∧hb(ei, e)∧ j =i (hb(ej, ei) ∨ hb(e, ej))]. Intuitively, the above formula states that: (a) the value of v read by e is either the initial value of v or written by one of e1, . . . , e ; (b) if the value is the initial value, all ei happen after e; and (c) if the value is written by ei, then ei is feasibly reached and all conflicting writes either happen before ei or after e. We denote by ΦPI the conjunction of all such π-constraints. For example, for the π-function from Example 2.2, the corresponding constraint is (balance r,TW [1] = balanceι ∧ hb(TW [1] , TD [2] )) ∨ (balance r,TW [1] = balance w,TD [2] ∧ hb(TD [2] , TW[1])).
• Correctness condition. For correctness, if an assertion event e = T[ ] : assert(Ge) is feasibly reached, then Ge must hold. Hence, the correctness condition is ΦCOR = e (cond(e) ⇒ Ge) where e ranges over assertion events. The final encoding for bad executions is given by ΦCTP (τ ) = ΦPO ∧ ΦVD ∧ ΦPI ∧ ¬ΦCOR. We also encode the complementary correctness condition as Φ CTP (τ ) = ΦPO ∧ ΦVD ∧ ΦPI ∧ ΦCOR.
For convenience, we use an auxilliary formula ΦFEA to represent the condition that each assumption must hold. We have ΦFEA = e cond(e) where e ranges over all events.
An execution π corresponds to a model V of ΦCTP if: (a) the value of each vι in V is the initial value of v in π; (b) the value of each vr,e in V is the value of v read by e in π; (c) the value of each vw,e in V is the value of v written by e in π; and (d) the value of hb(ei, ej) in V is true if and only if ei occurs before ej in π.
Bad neighbourhood computation. Armed with ΦCTP -an SMT encoding of bad executions in the neighbourhood of a trace τ -we now present an algorithm to compute a representation of N b τ . Algo. 1 proceeds by repeatedly computing satisfying assignments to ΦCTP using an SMT solver (lines 2 and 3), and accumulating the HB-formulas in the models (lines 4 and 5). We conjoin ΦCTP with additional constraints to ensure that the same satisfying assignments are not returned each time. • Data-flow analysis. From the model V of ΦCTP (τ ), the dataflow analysis retains those happens-before constraints (ϕ B ) that are necessary to preserve the data-flow into the failing assertion in the corresponding execution. We use the function DF V (e) (line 5) to compute constraints that ensure e can be feasibly reached and can read the same variable values as in V. Given the execution corresponding to V, let reads(e), readsG(e), and srcEvent(v, e) represent the variables read by e, the variables read by e in the guard (if e is not a guarded assignment, readsG(e) = ∅), and the event that writes the value of v read by e. We have DF V (e) = DF
V (e) where:
where event e ranges over E = {e | pid(e) = pid(e ) ∧ V |= hb(e , e)}. Intuitively, DF 1 V ensures that e can read the same values as in V and DF 2 V ensures that e is feasibly reached. We then get additional constraints ADF necessary to ensure conflicting writes do not affect the data-flow into the assertion (line 6).
• Unsatisfiable core computation. Next, we perform two rounds of generalization on ϕ B through unsatisfiable core computation. In the first round, we construct a formula ϕ B ∧ Choices(V) ∧ Φ CTP (τ ) where Choices(V) fixes the initial variable values to the ones from V (line 9). A satisfying assignment to this formula models executions where no failing assertion is feasibly reached. Therefore, if the formula is unsatisfiable, the happens-before constraints from the unsatisfiable core (line 11) ensure that all executions satisfying Choices(V) are bad. Note that if all instructions are deterministic, the above formula is always unsatisfiable. In the second round (line 13), we follow a similar procedure, but with the formula ϕ B ∧ ΦFEA ∧ Φ CTP . Here, a model is a good execution and hence, the constraints from the unsatisfiable core (line 13) ensure that any feasible execution is necessarily bad. Roughly, the first round allows us to generalize the HBformula in the case of data-dependent bugs. The second round lets us generalize further in the case of data-independent bugs. The sound overapproximation, ϕG, of N DF ← DF V (e * ) where e * is the failing assertion in V 6:
ϕ B ← (v,e i ,e j )∈DF ∪ADF hb(ei, ej)
{Unsat-core computation} 9:
ϕB ← ϕB ∨ ϕ B 15: ϕG ← ¬ϕB; return (ϕB, ϕG) 
Implementation and Evaluation
We have implemented Algorithms 1 and 2 in a tool TARA (accessible at https://github.com/thorstent/TARA). TARA consists of 4000 lines of C++ code and uses Z3 [15] to discharge SMT queries. We use a new input format, CTRC, for specifying traces. The CTRC format consists of global and thread-local variables along with types and any initial valuations, and the instructions (in SMT-LIB format) in each thread. This makes TARA independent and easy to use with any front-end that can translate instructions to the SMT-LIB syntax. We use a modified version of CONREPAIR [9] to generate CTRC files for bad traces. CONREPAIR, in turn, uses CBMC [11] to find bad traces in programs and CPACHECKER [5] to translate C statements into the SMT-LIB format.
TARA has a number of different output options. Algo. 1 generates an HB-formula in DNF, which is often large. Algo. 2 generates a succinct HB-formula in DNF, the sizes of whose disjuncts are locally minimized. In our experience, the unsat core provided by Z3 is often far from minimal. Hence, we first use Z3 to compute an unsat core and then use a custom minimization technique-we use Z3 incrementally with triggers to activate and deactivate expressions for unsat core minimization. TARA can also generate an HB-formula in CNF representing bad neighbourhoods. However, this is computationally more expensive. Experiments. Our benchmarks are from a diverse set of sources, namely, the concurrency track of the 2014 software verification competition SV-COMP [3] (suite sv) and the regression-test suites of CONREPAIR [9] (suite cr) and ESBMC [31] (suite es). We also use a set of small handmade examples with common bug patterns (suite hm). The cr suite contains simplifed versions of real buggy code from the linux kernel. To test the limits of TARA, we use the loop-x examples that have two threads each executing a loop of x iterations. For correct behaviour, each iteration should execute atomically with respect to iterations of the other thread. However, the locks required to ensure this are missing.
We ran our experiments on a laptop with a 4-core Core i5 CPU and 8GB of RAM running Linux. Our results are presented in Table 1. The time reported only includes the time taken by TARA, and not the time needed to find a bad trace in the benchmark program. The #Threads/#Instrs column in Table 1 indicates the complexity of the benchmarks in terms of the number of threads and instructions. The performance of SMT queries involving ΦCTP is mostly influenced by the number and size of π-functions. The #π-functions/#Disjuncts column indicates the number of π-functions and average number of arguments per π-function.
The performance of TARA using Algo. 1 and Algo. 2 are in columns marked Algo.1 and Algo.2, respectively. For each algorithm, we report the number of iterations, the total time taken and the size of the generated ϕB (as the number of disjuncts and the average number of terms in each disjunct). Algo. 1 times out after 10 minutes in many cases-in such cases, we report the number of loop iterations completed before the timeout. With Algo. 2, TARA terminates within 5 seconds for each benchmark. This time is negligible compared to the time taken to find the initial counterexample trace. For example, CBMC took 2 minutes to find the trace usb-serial-1, while our analysis completed exploration of its bad neighbourhood in 2 seconds. We tested the limits of our tool in the loop-x examples. With 32 iterations per thread, we exceeded the timeout and hit the limit of our current implementation.
Case Study: Synchronization Synthesis
In our first case study, we use the representation of a sound overapproximation of the good neighbourhood of a trace τ (returned as ϕG by Algo. 2) to synthesize synchronization that eliminates the bad neighbourhood of τ . Missing synchronization primitives such as locks, barriers, and wait-notify statements present themselves as easily identifiable HB-formula patterns in ϕG. Our procedure derives the required synchronization using rules that rewrite such patterns into the corresponding primitives. . The premise of the MERGE.LOCKS.DEADLOCKS rule looks for two already derived locks, acquired by two threads in different orders (which may lead to a deadlock), and merges these locks into one.
Note that the rewriting process always terminates. However, depending on the order of rules applied, we may obtain different formulae. Upon termination, we get a CNF formula over synchronization primitives. We pick a set S of synchronization primitives, consisting of one primitive from each conjunct. Let P S be the program obtained by inserting each synchronization primitive in S into the corresponding position in the original concurrent program P.
Theorem 3.1 (Soundness of rewrite rules). Given a trace τ , let P S be obtained as described above. Let π ∈ L(Nτ ) be a deadlock-free execution of P S . Then π ∈ L(N b τ ), i.e., π is not bad.
While P S is not guaranteed deadlock-free, we perform simple consistency checks when choosing S to prevent obvious deadlocks. For example, we ensure that WaitNotify primitives in S do not introduce ordering cycles over events(τ ).
Note that our rewrite rules are by no means complete. It may be possible to derive the above synchronization primitives using different rules that represent other scenarios. Further, our rewrite Figure 2 Rewrite rules for synchronization synthesis Example 3.4. For the example trace shown in Fig. 3(b) , ϕG is as shown. The disjuncts ψ1 and ψ2 are not relevant for this example except for the fact that ψ1 is common to the 3 rd and 4 th conjuncts, ψ2 is common to the 5 th and 6 th conjuncts and ψ1 = ψ2.
• Applying ADD.LOCK yields: hb(TI [2] , TF [2] ) ∧ hb(TI [2] , 
Experiments
We implemented the above procedure as an extension to TARA. Given a trace τ , TARA supports synchronization synthesis as an optional step after generating succinct representations of N g τ and N b τ . The implementation first attempts to apply the rules ADD.BARRIER, ADD.LOCK and ADD.WAITNOTIFY (in that order). Then, the merging rules are applied, first merging locks across thread pairs, and then merging barriers and locks spanning multiple threads. We report the results of synchronization synthesis experiments in Table 2 . In each case, we report the numbers of locks (#L), barriers (#B) and wait-notify (#WN) primitives synthesized. The synthesized synchronization matched our (human) intuition about the repairs needed. Since TARA generates fairly small ϕG formulae, the synthesis takes less than 50 microseconds in every case. 
Case Study: Bug Summarization
In our second case study, we use the representation for a sound overapproximation of the bad neighbourhood of a trace τ (returned as ϕB by Algo. 2) for counterexample summarization and bug summarization. The HB-formula ϕB encapsulates relevant ordering information about all counterexamples in the neighbourhood of τ and can be viewed as a stand-alone counterexample summary. For instance, in Fig. 3(c) , one may view ϕB = hb(TN [2] , TP [2] ) as a counterexample summary that indicates a possible order violation. While such a bug report can already be useful to a human debugger, a cursory examination of the data-flow through the events in ϕB can enable formulation of a more precise bug summary. To this end, we present a set of rules to help infer specific bugs such as data races, define-use order violations and two-stage access bugs.
Inferring Bug Summaries from ϕB
We assume ϕB is in DNF. Our inference rules are presented in Fig. 4 . For a thread T , a location , and a global program vari- thread firsthalf: locals: float temp, localsum; init: localsum = 0; TF [1] : localsum := localsum + value1; TF [2] : localsum := localsum + value2; TF [3] : temp := sum; TF [4] : sum := temp + localsum; TF [5] : value1 := value1/sum; TF [6] : value2 := value2/sum; TF [7] : flag1 := 1; thread secondhalf: locals: temp, localsum; init: localsum = 0; TS [1] : localsum := localsum + value3; TS [2] : localsum := localsum + value4; TS [3] : temp := sum; TS [4] : sum := temp + localsum; TS [5] : value3 := value3/sum; TS [6] : value4 := value4/sum; TS [7] : flag2 := 1;
thread checkresult: TC [1] : assume (flag1 = 1 and flag2 = 1); TC [2] : assert (value1 + value2 + value3 + value4 = 1);
(a) Normalization. The goal of the program this trace is drawn from is to normalize a set of values such that their sum computes to 1. The program consists of three threads. The first and second thread process one half each of the set of values. Once the first and second thread run to completion, the third thread checks if the sum of the normalized values is 1. thread checkworkqueue: TC [1] : assert (workqueueitems ≥ interrupts);
(b) Interrupt handler (simplified snippet of the Linux RealTek 8169 network driver). Once the intrmask variable is set by the interruptmaskset thread, the hardware starts producing interrupts. The handling of these interrupts, by the two irqhandler threads, is correct only if the driver initialization is complete (captured by the initdone variable). The irqhandlers add items to a workqueue; the addition of items is modeled using a counter workqueueitems. The variable interrupts counts the total number of interrupts handled by the irqhandler threads and the thread checkworkqueue uses interrupts to check for inconsistencies in the workqueue. (d) Page-table. The pagetableaccess thread reads a memory location loc from pagetable and reads data from that memory location. The datamove thread reads the current memory location loc from pagetable, updates pagetable with a new memory location newloc and copies the data from the old memory location to the new memory location. Recall that in our framework, every instruction is assumed to execute atomically. This includes statements of the form v := v + 1, which may execute non-atomically at a low-level. Hence, to infer data races corresponding to concurrent accesses of a shared variable v, we need to model statements at a lower level, i.e., by separating events into several low-level atomic events. In most cases, these low-level atomic events either read or write variables, but not both. For instance, a decomposition of an event e1 with instruction v := v + 1 is given by e 1 ; e 1 , where event e 1 has instruction r := v + 1, event e 1 has instruction v := r, and r is a local variable modelling a register. In this case, a data race between event e1 and some other event e2 accessing v in another thread manifests itself in a trace σ as the ordering pattern e 1 <σ e2 <σ e 1 . Hence, the DATARACE.1 rule infers a possible data race between events labelled Two stage access. The TWOSTAGEACCESSBUG rules capture two classic scenarios of two-stage access bugs, indicating violations of some consistency requirement of accesses to v and w. In particular, the values of v and w read by a thread could be inconsistent if either of the following patterns manifest in ϕB:
Define-use ordering. The DEFINEUSE rule infers a specific type of order violation indicating the use of a variable before it is defined. Given ϕB in DNF, if the ordering read(T1 [ 1] , v) → write(T2 [ 2] , v) manifests in a disjunct δ, the rule infers a defineuse order violation if there exists a trace σ ∈ Nτ such that σ satisfies δ and T1 [ 1] precedes all events that write to v in σ.
Starting from ϕB given in DNF, we repeatedly apply the inference rules from Fig. 4 until no more rules are applicable. We report all inferred bugs as possible violations. Note that our goal here is only to assist the user in program debugging. Our inference rules are not complete. We do not claim that our inferred bugs will manifest in the program's executions, or that they will match a human debugger's intuition. We now present examples illustrating the application of some of our bug inference rules.
Example 4.1. For the example trace shown in Fig. 1 Fig. 3(c) . In our encoding, the pointer hw start is modelled as an integer variable hw that is initially 0 (since hw start is uninitialized). The pointer dereference in TN [2] is modelled as assert(hw > 0). For this example, ϕB is given by hb(TN [2] , TP [2] ). Since read(TN [2] , hw) and write(TP [2] , hw) hold, and trace TP [1] , TN [1] , TN [2] , TP [2] satisfies the last premise of the DEFINEUSE rule, we can apply the rule to infer a define-use order violation between TN [2] and TP [2] . Example 4.3. For the example trace shown in Fig. 3(d 
Experiments
Given a trace τ , TARA supports bug summarization as an optional step after generating ϕB. Starting from ϕB in DNF, the implementation attempts to apply the DATARACE, ATOMICITYVIOLATION, TWOSTAGEACCESSBUG and DEFINEUSE inference rules (in that order). Identical bug reports are merged to avoid duplicates.
The experimental results of using our TARA-based bug summarization on our test-suite are presented in Table 3 . We report the numbers of data races (#DR), atomicity violations (#AV), two-stage access bugs (#2S) and define-use bugs (#DU) inferred. The Human column in the table presents a classification of the bugs present in the benchmarks, as reported by an expert user (OV stands for order violation). The last column indicates if TARA's bug summary matched the human classification. For the majority of benchmarks, TARA summarized the bug correctly (Yes). In some cases, TARA did not infer a bug summary (-). For the usb serial-1 benchmark, TARA's bug summary contradicted the human classification. For each example, the implementation takes at most 12 milliseconds. 
Case Study: Accelerating CEGAR
In the final case study, we present a procedure for learning predicates for refinement in a CEGAR loop [14] , with the help of TARA.
An abstraction-refinement loop proceeds by building an abstract model of an input program and applying a model-checker on the abstract model. If the abstract model satisfies the correctness specification, then the input program is correct. Otherwise, the modelchecker finds an abstract counterexample, i.e., an execution in the abstract model. The abstraction counterexample is spurious if there is no concrete execution that corresponds to the abstract counterexample. Given a spurious counterexample, the refinement procedure refines the abstract model. This is done by finding predicates that inform the abstraction procedure to construct the next abstract model by adding the relevant details to the current abstract model such that the spurious counterexample is absent from next abstract model. The process starts over with the newly refined abstraction. After a number of iterations, the abstract model may have no more counterexamples, which proves the correctness of the input program. For simpler presentation, we assume that the input program is correct and all the abstract counterexamples are spurious.
An abstraction-refinement loop often takes many iterations to find the right set of predicates to prove correctness of the input program. This usually depends on the design of the refinement procedure. Many heuristics have been proposed to find the relevant predicates in fewer iterations (see, for example, [4] ). We aim to use TARA to accelerate the search for the right predicates, i.e., reduce the number of iterations of a CEGAR loop.
Our refinement procedure takes a concurrent abstract counterexample as input and returns refinement predicates. First, we analyse the counterexample using TARA and obtain an HB-formula ϕB that encodes a set of incorrect interleavings. We sample a number of interleavings from ϕB and attempt to compute refinement predicates that simultaneously remove all the sampled spurious inter-leavings using a method similar to beautiful interpolants [1] .
Abstraction and Refinement
An abstract model of a concurrent program P = V, {T1, . . . , T k }, SV, LV1, . . . , LV k is another concurrent programP = V, {T1, . . . ,T k }, SV, LV1, . . . , LV k such that, for each i ∈ [1, k] and event e in Ti, there is an eventê inTi such that if Γ0eΓ1 is feasible then Γ0êΓ1 is feasible.
In predicate abstraction, the abstract eventê corresponding to an event e is defined using a set of predicates as follows. Let us suppose predicates ρ1, . . . , ρm are used for abstraction. Let i ∈ [1, m]. Let βi be the weakest precondition of e over ρi, and γi be the weakest precondition of e over ¬ρi. Letβi andγi be the weakest formulas that are Boolean combinations of ρ1, . . . , ρm, and imply βi and γi, respectively. Γ0êΓ1 is feasible iff ∀i ∈ [1, m] : (Γ0 |=βi → Γ1 |= ρi) ∧ (Γ0 |=γi → Γ1 |= ¬ρi).
Let Γ0ê1Γ1 . . .ênΓn be a spurious counterexample, i.e., a trace in the abstract model that violates the specification. A refinement procedure computes additional predicates α0, α1, . . . , αn−1, αn over program variables that satisfy the following constraint.
Note that the primed formula α i is the formula αi where each variable v is replaced by its primed version v . Recall that v represents the value of v the execution of an instruction. An abstract model computed using predicates α1, . . . , αn−1 is guaranteed to not exhibit the spurious counterexample [23] .
Sampling an HB-formula
We pass traceê1 . . .ên to TARA and obtain an HB-formula ϕB in DNF to represent bad abstract traces. ϕB is a formula over eventŝ e1 . . .ên. With slight abuse of notation, we assume that ϕB is a formula over events e1 . . . en, which can be obtained by replacing abstract events by their corresponding concrete events in ϕB.
We sample a few concrete infeasible traces that satisfy ϕB and try to compute the simultaneous refinement predicates, i.e., predicates that eliminate all the sampled traces from the abstract program. Intuitively, learning predicates simultaneously using multiple spurious counterexamples may allow us to find more general predicates. Both sampling and simultaneous refinement are heuristics choices.
Here, we present one possible choice for the sampling. However, one can imagine a wide array of heuristics for these choices. In our sampling heuristic, we search for two disjuncts in ϕB of the form ϕ1 ∧ ea < e b and ϕ2 ∧ e b < ea such that negation of any HB-formula in ϕ1 is not in ϕ2. We generate traces τ1 and τ2 such that (a) they satisfy ϕ1 ∧ ϕ2 ∧ ea < e b and ϕ1 ∧ ϕ2 ∧ e b < ea respectively; and (b) they are of the following form with e If ϕ1 ∧ ϕ2 ∧ ea < e b and ϕ1 ∧ ϕ2 ∧ e b < ea are satisfiable, such traces always exist. Both the traces have a common prefix and suffix, and two middle segments e are swapped. From the traces, we obtain refinement predicates α1 . . . α k 0 , β1 . . . β k 1 +k 2 , γ1 . . . γ k 1 +k 2 , and δ1 . . . δ k 3 by solving the following constraints.
(βi−1 ∧ e 2 i−k 1 → β i ) (mid trace 1)
(suffix) In the above equations, the first and last constraints correspond to the prefix and suffix respectively. The second and third constraints correspond to the middle segments of the two traces.
Constraint Solving for Simultaneous Refinement
We discuss how to solve the above constraints for refinement. The above constraints are a set of non-recursive Horn clauses. Many techniques exist to solve such constraints (e.g. [7, 22] ). Since we are aiming for simultaneous refinement, we prefer the solutions for the unknown predicates to be simple atomic formulas. If an unknown predicate appears as consequent of multiple implications (for example, α k 0 +1 ), then the solver may naturally give a solution that is a disjunction of two atomic formulas. We use the method that is presented in Sec. 4 of [1] for the theory of linear arithmetic that forces a solver to return solutions for the above constraints with single atomic formulas if such a solution exists. 
Experimental Results
We have implemented the above refinement procedure in SA-TABS [16] and refer to the modified version as SATABS [TARA] .
In Table 4 we present the result of running SATABS and SATABS[TARA] on three hand crafted examples. Each of these examples contain two threads and 15-20 lines of code. Our method reduces the number of iterations in all the examples. However, the total time of verification increases for two examples due to the fact that our refinement procedure is not well optimized.
Concluding Remarks
We propose a representation for concurrent trace sets based on HBformulas. We present a method and a tool TARA for generating succinct representations of sound overapproximations of good and bad neighbourhoods of a trace. We use TARA to successfully drive three applications in concurrent program reasoning -synchronization synthesis, bug summarization and CEGAR. We believe that our representation and algorithms can significantly boost the applicability and utility of trace-based techniques for concurrency. While the initial experiments using TARA have been promising, there are several avenues for future work. We plan to extend TARA to infer synchronization from traces over different set of events. In the bug summarization domain, we plan to add a larger class of bug inference rules. For accelerating CEGAR based verification, we plan to implement a more efficient refinement procedure and explore other sampling rules for picking abstract counterexamples.
