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Characterization of Infinitely Divisible 
Multivariate Gamma Distributions 
R. C. GRIFFITHS 
Department of Mathematics, Monash University 
Communicated by M. M. Rao 
A particular class of p-dimensional exponential distributions have Laplace 
transforms 1 I + VT/ - ‘, V positive definite or positive semi-definite and 
T= diagonal (tl ,..., tJ A characterization is given of when these Laplace 
transforms are infinitely divisible. 
1. INTRODUCTION 
The p-dimensional multivariate exponential distribution studied in this 
paper has a Laplace transform 
v(t) = II + VT-‘, 
where V is a positive definite or positive semi-definite matrix and 
T = diagonal (t , ,..., t,,). A construction of this distribution is to take the 
diagonal elements of a Wishart matrix with two degrees of freedom and scale 
by dividing by 2. Krishnamoorthy and Parthasarty [5] discuss the 
distribution and Krishnaiah and Rao [4] raise the problem of infinite 
divisibility. Vere-Jones [8] proved that v was infinitely divisible when p = 2. 
Moran and Vere-Jones [6] prove that w  is infinitely divisible when V is a 
matrix with diagonal elements unity and off-diagonal elements p > 0. Griffths 
[2] derived necessary and sufficient conditions for the dimension p = 3, and 
in particular showed that not all such w  are infinitely divisible. There it is 
also shown that all distributions with an underlying Markovian-type 
covariance matrix V such that 
vik = Vijvjk/vkk~ 1 <.i<k<p, 
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are infinitely divisible. Kent [3] shows that these Markovian distributions 
coincide with the sojourn times in (0, l,...,p - 1) for a birth and death 
process started at 0, and stopped at p. Paranjape [7] shows that a sufficient 
condition for w  to be infinitely divisible is the existence of a set of positive 
constants c, ,..., cp so that the principal minors of V-l - diag(c, ,..., cp) are 
non-positive. 
2. MAIN THEOREM 
The proof uses an idea borrowed from Feller [ 1, p. 4391. If 4(t) is a one- 
dimensional Laplace transform of a non-negative random variable, then 
#(a(1 - s)), a > 0 is a probability generating function of a random variable 
on 0, l,.... Conversely if a function #(a(1 - s)) is a probability generating 
function for every a > 0, then by the continuity theorem for Laplace 
transforms 
- em -t/a}) 
is a Laplace transform. 
THEOREM 1. Let V be a p x p (p > 3) symmetric positive definite, or 
positive semi-definite matrix and T = diagonal (tl ,..., tp). The Laplace 
transform 
y(t; V)=lZ+ VTI-’ (2.1) 
is infinitely divisible if and only iffor every product of k cofactors 
(2.2) 
for (i, ,..., ik} any subset of { I,..., p}, k = 3 ,..., p. 
Proox Necessity. If the Laplace transform (2.1) is infinitely divisible, then 
P(s)=lZ+ Vu(Z-s>i-‘, (2.3) 
where S = diagonal (s, ,..., sp) is an infinitely divisible probability generating 
function for all a > 0. This is so because if Y, ,..., Y, are random variables 
with a Laplace transform w”, a > 0, then 
P(s)” = Z[exp{aY,(s, - 1) + ... + aY,(s, - I)}], 
which, being a mixture of Poisson probability generating functions, is again 
a probability generating function. 
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Clearly P(s) has no zeroes for si E [0, 11, i = 1, 2 ,..., p. 
log P(s) = ;;y+ (P”(s) - 1)/o, 
so if log P(s) has a power series expansion, then all the coeff’cients must be 
non-negative except the constant term. Denote Q = Z - (I + aV)-‘, then 
P(s)=IZ+aV-uasl-’ 
= /(I- Q)-' - {(Z-Q)-' -I) S/-l 
= IZ- QI II- QSI-'. 
An expansion is 
logP(s)=logIZ-Ql-logIZ-QSI 
=logIZ-Qi+ t trace{ (QS)” I/n, (2.4) 
n=I 
Let 1 ,,..., ,$, be the eigenvalues of S’/‘QS’/‘. The expansion is found by 
noting that 
IZ-QSI=IZ-S”2QS”21 
= (1 -1,) a*. (1 4,) 
and using a series expansion for the logarithms. All the eigenvalues of Q are 
in [O, 1); this implies that the eigenvalues of S”‘QS”’ are also in 10, 1) if 
si E 10, 1 I, i = I,..., p. Then 
trace{(QS)“} = trace{ (S”2QS”2)n) 
and the expansion clearly converges. 
An induction proof is now given that 
(2.5) 
for {i, ,..., ik) any subset of { 1 ,..., p}, k = 2 ,..., p. If k = 2, the product in (2.5) 
is qf,i, > 0. Assume (2.5) true for k = 3 ,..., m - 1. Consider first a product of 
m elements where qi.i = 0 if (ii, i,) # (ij, ii+ ,) or (i,, i’). Then the coeff’cient 
of si, . . . sim in m-‘i;{(QS)m} is the product in (2.5) and so is necessarily 
non-negat’ve. 
683/15/l-2 
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If qiji, # 0 for i, # ij+ 1, then the product is equal to 
Clilil ‘** 4ijm,ij4iji,4i,i,+, “* qi,i, 
X qijij+, *** qin_,i,qi,ij x qlTL* 
P-6) 
The products in (2.6) are constructed from subsets of indices with less than 
m elements and so (2.6) is non-negative by the induction hypothesis. This 
completes the induction, 
Condition (2.5) implies (2.2) since if i#j, 
lim II+ UVI U-‘P-l’qij 
a-m 
= - lim II+ aV( a-‘P-‘)(I + aV)‘j 
a-cc 
=- ,IiII (a-‘z+ V)‘jl a-‘z+ VI 
= -vij. 
A pair of superscripts in the above equations denotes an element of an 
inverse matrix. 
Suflciency. A proof will first be given assuming that V is positive 
definite. Consider the expansion (2.4) where 
Q=Z-(uv>-‘, 
and a is large enough to make Q positive definite. If the coefficients of 
powers of the elements of s in (2.4) are non-negative, then w  is infinitely 
divisible since then w  is a limit as a + a3 of the sequence of infinitely 
divisible Laplace transforms 
ewbx Wt))l, 
where si = e-‘@, i = l,..., p. By the continuity theorem this implies infinite 
divisibility of v. Checking the term n = 1 in (2.4), 
trace(QS)= c qiiSi> 
,c, 
and Q being positive definite implies qii > 0. 
An induction proof is now given that (2.2) implies (2.5) is true, but with 
the indices i, ,..., i, not necessarily distinct. This then implies that the coef- 
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ficients in trace ( (QS)k} are all nonnegative, k = 1, 2 ,...,. If k = 2, (2.5) is 
clearly true. 
Assume (2.5) true for k = 3,..., m - 1. For distinct indices (2.5) is true 
directly from (2.2) as the off-diagonal elements of Q are 
qij=-(U 1 VI)-‘Vij. 
Suppose an index is repeated, ij = i, (# ij+ ,). Then a product of m elements 
is equal to 
qili2 *‘* qiim,iiqi,j,+, *‘* ~i,il~iiijiI *‘* 4inm,ii 
and is non-negative by the induction hypothesis. If ii = ii+, , a similar 
argument shows that the product is non-negative. 
Suppose V is positive semi-definite and (2.2) holds, then y(t; VJ is 
infinitely divisible where V, = V + &I, E > 0, since V, is positive definite and 
has the same off-diagonal elements as V. Letting E -+ 0 and using the 
continuity theorem shows that (2.2) is sufficient also for a positive semi- 
definite V. 
Remark 1. It is always possible to find a positive definite matrix V with 
given off-diagonal elements by choosing the diagonal elements large enough 
to make V positive definite. 
Remark 2. If p = 3, there is only one condition in (2.2) to be satisfied. 
Suppose without loss of generality the diagonal elements of V are unity, then 
(2.2) is equivalent to 
vnv23 v3, = -(u,* - u13Mu23 - ~,3~**)(U,3 - u,*d 
< 0. 
This agrees with the conditions in Griffiths 121. 
Remark 3. If V is the covariance matrix of a Markovian random vector, 
then the only non-zero off-diagonal elements of (V,) are 
Viqi+,, i= l,..., p - 1, and so the products in (2.2) are always zero and w  is 
infinitely divisible. 
Remark 4. If ty(t; V) is infinitely divisible and 
where V,, is a r X r matrix, V,, is non-singular and 
V 11.2= v,,- v12vzz1v21~ 
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a conditional covariance matrix, then tg(t, ; V1,.2) is infinitely divisible. This 
follows from considering the restriction of (2.2) to indices {i, ,..., ik} c 
{L..., r) and the form of the inverse of a partitioned matrix. 
COROLLARV 1. A suflcient condition for w to be infinitely divisible is 
that the ofl-diagonal elements of the matrix of cofactors (V,) be non-positive. 
Remark 5. If V has diagonal elements unity and off-diagonal elements 
equal to p (> 0), then the off-diagonal elements of V-’ are negative. 
COROLLARY 2. Zf the matrix of cofactors (Vii) has no zero elements, 
then w is inftnitely divisible tf and only tf for distinct i, j, 1, 
vij vi, vri < 0. (2.7) 
Proof The product in (2.2) is equal to 
An induction proof on k now gives the sufficiency. The necessity is clear 
from (2.2). 
If (Vii) contains zero elements, then the sign of the product in (2.2) cannot 
in general be determined by the sign of products of three elements. 
Remark 6. Surprisingly the infinite divisibility condition is more related 
to graph theory than matrix theory. Given the matrix of cofactors (Vi,i), 
define a graph G whose vertices are { l,..., p} and edges { zj; i, j E { 1, 2 ,..., p }, 
Vij # 0). Color the edges green if Vii > 0 or red if V, < 0. An induced 
subgraph of G is a subgraph with given vertices and all the edges in G with 
these vertices. A cycle in G is a subgraph with (distinct) vertices i, , i, ,..., i, 
and edges i, i, , i, i, ,..., i,- , i,, i, i, . A circuit of a subgraph is a cycle in the 
subgraph containing all the points of the subgraph. If a subgraph in G 
induced by the vertices of a cycle contains only the original cycle edges, the 
cycle is indecomposable. 
COROLLARY 3. w is infinitely divisible tf and only tf every cycle in G has 
an even number of green edges. 
A deeper characterization of infinite divisibility is given in the next 
theorem. 
THEOREM 2. w is infinitely divisible tf and only if every induced 
subgraph of G with an indecomposable circuit has an even number of green 
edges. 
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ProoJ: The necessity is clear from (2.2). An induction proof is given for 
the sufftciency. If a cycle has three vertices, it is indecomposable and the 
condition in Corollary 3 satisfied. Assume that any cycle of less than k 
vertices has an even number of green edges. Form an induced subgraph from 
a given cycle with k vertices. If the subgraph has an indecomposable circuit, 
then it has an even number of gieen edges by assumption. If not, there is an 
edge in the subgraph different from the original cycle edges. The dotted edge 
in Fig. 1 illustrates the additional edge. 
If the additional edge is green, by the induction hypothesis the two 
subcycles formed both have an odd number of green edges, excluding the 
edge in common, and so the original cycle has an even number of green 
edges. A similar argument holds when the additional edge is red. Thus any 
cycle with k vertices has an even number of green edges and the induction is 
completed. 
Remark 7. It is possible to have all marginal distributions of I+U infinitely 
divisible, but w  not infinitely divisible. One graph having this property is an 
indecomposable circuit of p vertices with an odd number of green edges. 
Remark 8. A subgraph with an indecomposable circuit implies a 
Markovian type covariance structure. Consider such a subgraph consisting 
of vertices l,..., k with Vi,i+, # 0, i = l,..., k-l, V,,,#O.LetXbeanormal 
random vector with covariance matrix V. Then X is Markovian in a circle in 
the sense that the conditional distribution of Xi, given the other variables in 
the vector, only depends on Xi-, , Xi+, (with indices read around the circle). 
Suppose that V is non-singular. Then to see the result consider the 
conditional distribution of X, ,..., X,-, given X,. The covariance matrix in 
this conditional distribution, V, 1 ,*, satisfies 
(“I1.Z)jj”’ = vij/l vl, i, j = I,..., k - I 
FIG. 1. Cycle with an additional edge. 
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which is tridiagonal. This implies the conditional distribution is Markovian. 
Thus the conditional distribution of X, given X, ,..., X,- 1 (in the conditional 
distribution given X,) only depends on X, and X,. This is also the 
conditional distribution of X, given X2,..., X, and so shows the result. 
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