We present a theoretical study of the quantum states of muonium and atomic hydrogen in crystalline silicon using the generalized gradient approximation to density-functional theory combined with the path-integral molecular-dynamics method. Normal muonium, one of the two stable states, is distributed around the tetrahedral site. The potential-energy surface is considerably modified in the presence of muonium by distorting silicon cage and stabilizes the state. The other state of muonium, anomalous muonium, is located around the bond center site with significant quantum vibration in a steep potential well. The relative stabilities and dynamics of the two sites are discussed, and the essential roles of quantum effects are emphasized.
I. INTRODUCTION
Hydrogen impurities in silicon is a fundamental problem in semiconductor physics and has been studied for decades. 1 During the 1980s, hydrogen was found to passivate shallow acceptor/donor levels and reduce the electronic activity of semiconductor devices. 2, 3 This unexpected technological problem has stimulated great interest in this light impurity.
Unfortunately, hydrogen in silicon is difficult to study experimentally because few techniques are available to detect it directly. Hydrogen includes no inner-core electrons, and so spectroscopic techniques are of little use. Only one group using electron paramagnetic resonance ͑EPR͒ techniques has reported direct observation of atomic hydrogen in silicon thus far. 4 Alternatively, we can utilize muonium instead of hydrogen. 5, 6 Muonium ͑Mu͒ is a bound state comprised of an electron and a positive muon. The muon, a kind of elementary particle, decays into a positron, a neutrino, and an antineutrino after an average lifetime of 2.2 s. By detecting the ejected positron by means of the muon spin resonance (SR) technique, we can observe muonium. Due, in part, to the muon's short lifetime, the density of muonium in a solid is low, and so it can be treated as an isolated impurity. Because the muon interacts with electrons in much the same way as the proton does, muonium is regarded as a light isotope of hydrogen. Thus, by using the muon as a probe, we can investigate the behavior of atomic hydrogen in solids. One important difference between muonium and hydrogen, however, is the relative mass. Because muonium's mass is 1/9 that of hydrogen, we should consider the quantum effects of the impurity. This is the central issue of the present paper.
When muons are implanted into crystalline silicon at low temperature, a large fraction captures an electron and forms muonium. Muonium is then classified into two states according to the hyperfine interaction that is obtained from experiment. One state has both a highly anisotropic and small hyperfine interaction. This center, anomalous muonium, has been confirmed 7 to be at the bond center ͑BC͒ of two neighboring Si atoms. 8 The other state is called normal muonium, and it is characterized by an isotropic hyperfine interaction, with a hyperfine constant about half that of free muonium. Normal muonium's large and isotropic hyperfine constant can be explained in several ways. 6 For example, rapid diffusion among sites of lower symmetries could average out any anisotropy. More plausibly, Mu could be trapped at the tetrahedral site ͑T site͒. The T site, which is located at the center of the silicon cage, possesses very high symmetry, and so there would be no anisotropy in the hyperfine interaction. Also, due to large Si-Mu distances at the T site, interaction with surrounding silicon atoms would be weak, thus explaining the large hyperfine constant.
Since we cannot determine muonium's stable positions and diffusion paths from experiment alone, theoretical calculations have proved to be useful tools. One of the most reliable methods has been density-functional theory ͑DFT͒ using either the local-density approximation 9,10 ͑LDA͒ or the generalized gradient approximation 11 ͑GGA͒ to describe the exchange-correlation energy between electrons. According to such calculations, the BC site is a potential minimum, 9,11 and the hyperfine parameters at the BC are close to the experimental values for anomalous muonium. 10, 11 These results thus support the choice of the BC model for anomalous muonium. On the other hand, when muonium is placed at the T site, the hyperfine parameters are in reasonable agreement with the values for normal muonium; 10, 11 there are, however, serious problems with the potential-energy surface ͑PES͒. Seemingly in contradiction with predictions from experi-ment, the T site is an unstable position of the PES. This result is obtained from both LDA ͑Ref. 9͒ and GGA ͑Ref. 11͒ calculations. Moreover, the PES obtained from LDA ͑Ref. 9͒ calculations shows no barrier between the BC site and the T site. ͑At present, there are no GGA calculations to confirm this.͒ Therefore, not only the location of normal muonium but also its stability is to be clarified theoretically.
How can we explain the apparent discrepancy between theory and experiment? One probable reason is that previous calculations have neglected the quantum effects of the muon. In many cases, the zero-point energy is insensitive to structure and works only to shift the total energy by a small constant. Hence, quantum effects usually do not affect the structure of a solid. The zero-point energy of a light particle, however, is too large to neglect. In fact, the zero-point energy of hydrogen at the BC site is 0.18 eV ͑LDA͒. 9 This value is as large as the energy difference ͑in the PES͒ between the BC site and the T site. 9 Quantum effects are thus not negligible in this system. In the case of muonium, we can expect the quantum effects to be enhanced because of its smaller mass.
To estimate the zero-point motion of an impurity, we need to know the potential that it feels during quantum motion. One problem with this occurs because this potential is not identical to the conventional PES. The latter is obtained by relaxing the lattice completely for each position of the impurity and is unrealistic for the quick motion of a light impurity. A valid approximation would be to fix the lattice during the quantum vibration of the impurity; however, this is impractical unless we know how to fix the lattice in advance. Consequently, we must solve for the wave function of a quantum system that includes the lattice variables of the ions. Because this kind of task is so computationally intensive, we must use an efficient method developed by Marx and Parrinello 12 that combines the path-integral moleculardynamics method with the density-functional method. The computational cost is reduced by making use of molecular dynamics to treat a wide configuration space. 12 In the present work, we apply the method to muonium/ hydrogen in c-Si using the GGA of DFT to calculate the interatomic potential. Before carrying out this quantum simulation in Sec. II, we first study the PES with the conventional DFT scheme. We mainly focus on the potential barrier between the BC site and the T site, because previous LDA calculations could not explain the stability of normal muonium. Using the GGA, we find a potential barrier different from that of the LDA. In Sec. III, we perform firstprinciples path-integral molecular-dynamics simulations for both the BC state and the T state. Zero-point motion plays a crucial role in determining the distribution of the impurities. The results for the T state were briefly reported elsewhere. 13 In this paper, we add a little more discussion in connection with the PES. Results and discussion are summarized in Sec. IV.
II. POTENTIAL-ENERGY SURFACE

A. Density-functional method
The electronic structure is calculated in the framework of density-functional theory.
14 The exchange-correlation energy is approximated by the generalized gradient approximation with the Perdew-Burke-Ernzerhof ͑PBE͒ formula. 15 Troullier-Martins pseudopotentials are used for both Si and H/Mu, and the wave functions are expanded by plane waves with an energy cutoff of 18 Ry. One H impurity is placed in a supercell containing either 16 or 32 Si atoms. The size of the cell is fixed to the theoretical value of pure c-Si, where the lattice constant of the conventional unit cell is equal to 5.45 Å. Brillouin-zone integration is replaced by summation over either 4 or 27 k points.
Spin-polarization effects are neglected throughout the present work, because they are considered to be of minor importance. 9 We shall discuss this later.
B. Potential barrier
The PES is calculated by allowing the Si atoms to fully relax at each H atom position. It should be noted that this scheme results in a common PES for both H and Mu. The coordinates of the PES are defined by the position of hydrogen. The three variables are ͑i͒ the distance from the Si-Si bond r, ͑ii͒ the distance in the bond direction z, and ͑iii͒ the angle around the bond ͑Fig. 1͒.
We first look at the PES in the zϭ0 plane as a function of r. In this plane, the independent part of is reduced to ͓0°-30°͔ because of symmetry, and we search along the three lines ϭ0°, 15°, and 30°. The result is shown in Fig.  2͑a͒ . As hydrogen is separated from the BC site, it feels a potential barrier at rϭ1.0 Å along all three lines. This is in contrast with the results of previous LDA calculations. 9 This hydrogen migration accompanies a great change in the geometry, in which both the nearest-neighbor Si-H and Si-Si bond lengths change rapidly around rϭ1.0 Å ͓Fig. 2͑b͔͒. In this process, the Si-Si bond is broken, and an Si-H bond is formed instead. At this position the potential barrier appears, indicating that the barrier is connected with bond rearrangement. The difference from the LDA result could be attributed to the general trend for which the LDA underestimates the potential barrier associated with the rearrangement of chemical bonds. [16] [17] [18] [19] We then examine the energy variation in the z direction. The PES at ͑a͒ rϭ0 Å ͑BC site͒, ͑b͒ rϭ1.0 Å ͑barrier top͒, and ͑c͒ rϭ1.4 Å is shown in Fig. 3 . When hydrogen is near the BC site, it feels a strong repulsion from the neighboring silicon atoms, and its motion is strongly restricted near the zϭ0 plane. As r increases, the PES becomes more smooth along z, though zϭ0 is still a minimum at the barrier top (rϭ1.4 Å͒. This position is thus a saddle point of the PES.
Once hydrogen goes over this point, it falls into the interstitial region, where the PES is flat. Hydrogen could then move freely in this wide space.
The above calculations are carried out with an energy cutoff of 18 Ry and 4 k-point sampling for the ͑32 Siϩ1 H͒ cell. Either a higher cutoff energy ͑23 Ry͒ or a denser k-point mesh ͑27 k points͒ result in only minor energy differences. Although spin polarization is not included in our calculations, we note that it has been shown to have a larger effect in the interstitial region than in the BC region; 9 thus, spin polarization would not serve to destabilize the interstitial state.
So now we see that the PES has a minimum at the BC site, confirming the results of both previous calculations and SR measurements. Next, we must determine the location of the impurity in the interstitial region. In order to examine this problem, we calculate the PES around the T site.
C. Instability at the T site
Since we are interested in the local shape of the PES, we reduce the unit cell to the ͑16 Siϩ1 H͒ cell. We use an energy cutoff of 18 Ry with 27 k-point sampling. By looking at the energy difference at the T site and a minimum in the ͗111͘ direction, we estimate the convergency error included in the PES to be 10 meV.
We calculate the PES in the ͗111͘ direction starting from the T site. We expect that the anisotropy of the PES is weak because the distances from the neighboring silicon atoms are large at the T site.
In Fig. 4 , the PES is represented by triangles. To our disappointment, the T site is a shallow maximum, and so normal muonium seems to be unstable at this position. ͑This is in agreement with previous LDA calculations. 9 ͒
FIG. 2. ͑a͒
The potential-energy surface, and ͑b͒ the optimized geometry in the zϭ0 plane. The angle is set to ϭ0 in ͑b͒ .   FIG. 3 . The potential-energy surface in the z direction. ͑a͒ rϭ0.0 Å, ͑b͒ rϭ1.0 Å, and ͑c͒ rϭ1.4 Å. In the case of the ''frozen'' line, the lattice is optimized in advance with H placed at zϭ0.
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Next, we look into the influence of lattice relaxation. If we wish to discuss the fluctuation of the impurity, it is more realistic to fix the lattice configuration during the quick motion of the impurity. The problem, then, is how to determine this configuration. Assuming that the impurity is at the T site for reasons that will be clarified later, we optimize the lattice geometry. The closest silicon atoms are attracted to the hydrogen, and the Si-H distance decreases by 0.025 Å, which is about 1%. The PES for this lattice configuration is represented by open circles ͑Fig. 4͒. The T site is again unstable. ͑This ''frozen'' line has been calculated before under stricter conditions including spin polarization. 11 The present result agrees quite well with the previous one, and so we do not expect that spin polarization modifies the PES around the T site.͒ We also calculate the PES using the lattice configuration of pure crystalline silicon. The result is represented by solid circles in Fig. 4 . Looking at the differences between the three lines with different treatments of lattice relaxation, it is clear that the lattice variables are very important in correctly describing the shape of the PES.
In the previous paper, we have clarified that the quantum effects do have a crucial role in the distribution of normal muonium. 13 In the following section, we shall perform pathintegral simulations and discuss the quantum effects based the PES obtained above.
III. FIRST-PRINCIPLES PATH-INTEGRAL MOLECULAR-DYNAMICS SIMULATIONS
A. First-principles PIMD method
The first-principles path-integral molecular-dynamics ͑PIMD͒ method is a combination of three well-known techniques: ͑i͒ the first-principles method to calculate a reliable interatomic potential, ͑ii͒ the path-integral formulation to determine the quantum state of many particles ͑atoms͒, and ͑iii͒ the molecular-dynamics method to simulate many classical particles. Each technique has been long used, though the combination was not realized until 1994 when Marx and Parrinello simulated a charged hydrogen cluster. 12 The advantages of this method are ͑i͒ all atoms are treated on the same footing, and so we can go beyond the static treatment of lattice relaxation, and ͑ii͒ the interatomic potential is calculated by the first-principles method without resorting to empirical potentials whose reliability for wide configuration space are, by construction, unclear.
The quantum and thermal fluctuations of atoms are represented by a multi-integral in the imaginary-time path-integral formulation with each Feynman path discretized into P points. The partition function Z is expressed as
where ␤ is the inverse temperature, m i is the mass of the ith atom, and r i ( j) is the spatial coordinate of the ith atom at the jth imaginary-time slice. The interatomic interaction V is the total energy of the conventional DFT calculation, which is calculated independently at each imaginary time and MD step. This formulation reduces an N-particle quantum system to an artificial classical system including NP particles. As a result, the fluctuations are replaced by a thermal fluctuation that can be evaluated by the molecular-dynamics method. For rapid convergence of MD sampling, we couple thermostat chains with a length of 4 to each degree of freedom. We also apply the normal-mode method to determine the MD masses. 20 The underlying electronic structures are calculated from the DFT-GGA. The CPU time of each MD run is, typically, one month using 128 processors of the Hitachi SR2201.
The quantum state is reproduced for large P so that the error from discretization is negligible. Conversely, if we set Pϭ1, the formulation reduces to the standard first-principles molecular-dynamics method, where the quantum effects of the nuclei are neglected.
B. Anomalous muonium
We begin with the quantum state of anomalous muonium at the BC site. If the lattice configuration for anomalous muonium is close to that obtained by placing Mu at the BC site, the problem reduces to simply solving the one-particle Schrödinger equation for muonium in a fixed lattice. This is exactly what Luchsinger, Zhou, and Meier 11 have done to obtain the zero-point delocalization of the impurity. Alternatively, it is also possible to construct an empirical potential by fitting the PES from the DFT calculations. If we are able to obtain a good empirical potential, it will be easy to calculate the quantum distribution by means of the path-integral MD/MC method using this potential, as Ramirez and Herrero 21 have tried for a positive impurity in silicon. Here we compute the quantum distribution of a neutral impurity without fixing the silicon atoms or resorting to an empirical potential.
Simulations are performed with a unit cell including 16 plus 1 atoms, 4 k-point sampling, and a plane-wave cutoff energy of 18 Ry for the DFT calculations. The temperature is set to 100 K, and the inverse temperature is discretized into 64 slices. An additional simulation with Pϭ1 is performed for comparison. In both cases, 6000 MD steps are sampled after thermalization.
In Fig. 5 , we show the quantum distribution of muonium. We can see that muonium is distributed around the BC site.
The distribution functions of the distance from the BC site along ͓ P 1 (r)͔ and perpendicular to ͓ P 2 (r)͔ the Si-Si bond are defined as
where r ʈ (r Ќ ) is the distance between muonium and the BC site along ͑perpendicular to͒ the bond. The result is shown in Fig. 6 . The distribution has the highest density at the BC site with remarkable fluctuation around the site. The average value of r ʈ is 0.13 Å, and that of r Ќ reaches 0.48 Å. This distribution is close to that obtained from the harmonic approximation for the frozen lattice, which is
where ʈ ϭ740 meV and Ќ ϭ153 meV. Comparing the quantum distribution with the classical one, we can confirm the importance of quantum effects. This is especially pronounced in the bond direction where the potential is steep and quantum fluctuations are dominant over thermal fluctuations. According to static total-energy calculations, the BC site is highly unstable ͑by more than 4 eV͒ if lattice relaxation is not allowed. Lattice relaxation is thus essential to stabilize this site. Muonium displaces the two closest silicon atoms by 35% of the Si-Si bond length and enters into the BC site. In Fig. 7 , we show the distribution function of silicon atoms,
where r 1 and r 2 are the positions of the silicon atoms closest to the BC site. We can see that quantum broadening is not prominent in the distribution of silicon atoms.
C. Normal muonium
Some of the results for normal muonium were published before. 13 We reported that muonium has the highest density at the T site, while both hydrogen and a classical particle have little density at T. The difference between muonium and the classical particle, as well as strong isotope effect, clearly shows the importance of quantum effects in determining the distribution. Based on these results, we have proposed a microscopic picture of normal muonium, which is consistent with experiments: muonium is pushed up to the spacious T site to reduce the zero-point energy.
Instability at the T site in the sense of classical mechanics is confirmed from the PES ͑Fig. 4͒. Apart from the instability at T, however, the shape of the PES will be modified by lattice distortion. Which potential does normal muonium feel then? In order to look into this point, we measure size of distorted silicon cages. In Fig. 8 , we compare the radius of the silicon cage including muonium ͑cage 1͒ with that of the neighboring cage ͑cage 2͒. ͑The radius of a cage is defined by the distance between the T site and its four nearest silicon neighbors.͒ Cage 1 shrinks in the presence of the impurity by 0.023 Å, which is about 1%. The value is close to that of the frozen case in Fig. 4 . Normal muonium would thus effectively feel a PES similar to the frozen one. The lattice distortion is actually large enough to change the shape of the PES. The distortion stabilizes Mu to one cage and would suppress muonium hopping among Si cages.
D. Discussion and open questions
Path-integral simulations have given us microscopic pictures of two stable states: anomalous muonium at the BC site and normal muonium at the T site. Can we determine which is more stable?
According to previous LDA and GGA calculations, the potential-energy difference between the two states is less than 0.2 eV in the PES. 9, 11 Additionally, from LDA calculations using the harmonic approximation for the frozen lattice, the zero-point energy of hydrogen is 0.18 eV at the BC site. 9 If the harmonic approximation is valid, this value is three times larger for muonium. Although it is not easy to estimate the zero-point energy at the T site, we can expect that the zero-point energy is smaller at T because the PES is flatter. Thus, the zero-point energy works to stabilize normal muonium relative to anomalous muonium. The gain in the zeropoint energy might be as large as the difference in the potential energy between the two sites. If this is the case, normal muonium is more stable than anomalous muonium. According to the analysis for the positive muon using an empirical potential, 21 quantum effects are so large that the relative stability is reversed. In the case of the neutral impurity in which we are interested, the PES is modified such that the BC site is destabilized further: the difference in the PES between the BC site and the T site is 1.2 eV for the positive impurity, while it is Ͻ0.2 eV for the neutral one. 9 This strongly suggests that the zero-point energy is essential in discussing the stability between the two states.
Unfortunately, it is difficult to accurately calculate the total energy of a quantum system from a path-integral MD simulation. The error of MD sampling includes contributions not only from the impurity but also from the silicon atoms, and so the error is too large to compare an energy difference of tens of meV. Electronic structure calculations would also require more severe conditions if we wish to compare the BC state with the T state, since the two have quite different electronic structures. More careful calculations are needed if we are to discuss the relative stabilities at the two sites. This remains an open question.
Another remaining problem involves the activation barrier between the two states. Although the static GGA PES shows a potential barrier, we can expect the barrier height to be affected by quantum effects. In principle, we can define the PES including the zero-point motion of the impurity as follows. The key point is to define the PES as a function of the lattice configuration and not as a function of the location of the impurity. For each lattice configuration, we can evaluate the zero-point energy of the impurity by solving the oneparticle Schrödinger equation for muonium. The quantum PES is then obtained by adding the zero-point energy as a quantum correction to the PES. Practically speaking, though, it is not easy to extract a proper reaction coordinate because the lattice contains many variables.
Ienaga and Tsuneyuki 22 obtained the quantum PES for the positive system using the following two simplifications. ͑i͒ They made use of the empirical potential from Ramirez and Herrero 21 to reduce the computational cost. ͑ii͒ They selected the nearest-neighbor Si-Si bond length as the reaction coordinate, because the two silicon atoms move the farthest during the migration of muonium from the T site to the BC site. For each bond length, the other silicon atoms were relaxed with muonium placed at the BC site. To our surprise, they found a potential barrier in the quantum PES even though the empirical potential has no potential barrier. Quantum effects could thus be crucial for the positive impurity, and we can expect them to be important for the neutral impurity as well. Further calculations using a more reliable interatomic potential are required in the future.
IV. CONCLUDING REMARKS
We have investigated the quantum states of hydrogen and muonium in c-Si theoretically within the framework of the DFT-GGA for the determination of the interatomic potential. Path-integral simulations for the quantum distribution of nuclei have given us microscopic pictures of both normal muonium and anomalous muonium that are consistent with experiment. Anomalous muonium is located at the BC site. Quantum vibration is significant there, since strong repulsion from silicon atoms forms a steep potential-energy surface. On the other hand, normal muonium is distributed in the silicon cage. Compared to the classical case, the quantum distribution is pushed to the center of the cage ͑the T site͒ in order to reduce its zero-point energy. Muonium distorts surrounding silicon cage inward. This changes the shape of the PES and would suppress muonium hopping among cages.
The stability between the two stable states of muonium could be affected by zero-point energy corrections, although a quantitative discussion requires more accurate calculations than have been presented here. At this point, we can say that there is a potential barrier between the BC site and the T site, and, if we include zero-point energy corrections to the potential-energy surface, the activation barrier would change considerably. The actual values are to be calculated in the future.
The dynamics of muonium in silicon shows great variety depending on temperature and doping concentration. Firstprinciples calculations, combined with the quantum treatment of nuclei, are now becoming effective tools to study these kinds of problems. Further analysis is desirable.
