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STABILITY OF EQUILIBRIA FOR A HARTREE EQUATION
FOR RANDOM FIELDS
CHARLES COLLOT AND ANNE-SOPHIE DE SUZZONI
Abstract. We consider a Hartree equation for a random variable, which describes the temporal
evolution of infinitely many Fermions. On the Euclidean space, this equation possesses equilibria
which are not localised. We show their stability through a scattering result, with respect to localised
perturbations in the defocusing case in high dimensions d ≥ 4. This provides an analogue of the
results of Lewin and Sabin [21], and of Chen, Hong and Pavlovic´ [9] for the Hartree equation
on operators. The proof relies on dispersive techniques used for the study of scattering for the
nonlinear Schro¨dinger and Gross-Pitaevskii equations.
1. Introduction
1.1. Mean-field dynamics of an infinite number of Fermions. The present work concerns the
following Hartree equation for a random variable:
i∂tX = −∆X +
(
w ∗ E(|X|2)
)
X. (1)
Here X : I × Rd × Ω → C is a time-dependent random field over the Euclidean space Rd, and
(Ω,A, dω) is the underlying probability space. The expectation is with respect to this probabil-
ity space: E(|X|2)(t, x) :=
∫
Ω
|X|2(t, x, ω)dω. The convolution product is denoted by ∗ and w is a
real-valued pair interaction potential. By this, we mean that we only consider interactions between
two particles (and no more), and that this interaction is characterized by w. Equation (1) has been
introduced in [10] as an effective dynamics for a large, possibly infinite, number of Fermions in a
mean field regime.
Indeed, consider the evolution of a finite number of Fermions interacting through the potential
w. Under some mean-field hypothesis, as the number of particles tend to infinity, the system is
approximated to leading order by a system of N coupled Hartree equations on R × Rd:
i∂tu j = −∆u j +
w ∗ (
N∑
k=1
|uk |2)
 u j, j = 1, ...,N, (2)
where the family (u j)1≤ j≤N is required to be orthonormal to be compliant with the Pauli principle
(which is preserved by the dynamics). Let us associate to this orthonormal family the operator
γ =
∑N
1 |u j〉〈u j|, which is the orthogonal projection onto Span{(u j)1≤ j≤N}. There exists a large
literature about the derivation of this system of equations and about other related approximation
results. In particular, it has been showed that, if the wave function of the original fermionic system
is close to a Slater determinant, then, in the mean-field limit and under sufficient conditions for w,
the associated one-particle density matrix converges to the above operator γ. For the derivation
of Equation 2 from many body quantum mechanics we refer to [14, 11, 4, 2, 1, 3]. Note that
the so-called exchange term appearing in the Hartree-Fock equation is not present in (2), which is
motivated by the fact that it is of lower order in certain regimes, see the aforementioned references.
To deal with infinitely many particles, it is customary to use the density matrices framework,
which is an operator formalism. Namely, the family (u j)1≤ j≤N solves Equation (2) if and only if
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the operator γ defined above solves the corresponding Hartree equation:
i∂tγ = [−∆ + w ∗ ργ, γ]. (3)
Above, [, ] denotes the commutator, and ργ(x) = γ˜(x, x) is the density of particles, that is the di-
agonal of the integral kernel γ˜(x, y) of the operator γ. An infinite number of particles can then
be modelled by a solution of (3) which is not of finite rank (the rank of the operator being, by
the derivation of the model, the number of particles). Solutions of (3) with an infinite number of
particles were studied previously in [5, 6, 7, 24] for exemple, and more recently in [20, 21, 8, 9].
In [10], the second author proposed (1) as an alternative equation to (3). It generalises Equation
(2) for a finite number of particles in the following sense. To an orthonormal family (u j)1≤ j≤N ,
one can associate the random variable X(x, ω) = N−1/2
∑N
1 u j(x)g j(ω), where (g j)1≤ j≤N is an or-
thonormal family in L2ω. The family (u j)1≤ j≤N then solves (2) if and only if the random variable
X solves (1). Equation (1) is also in close correspondance with the Hartree equation for density
matrices (3). We refer to [10] for how to relate the solutions of the two Equations (1) and (3) and
their corresponding equilibria. One reason behind the study of (1) is that this equation shares more
direct resemblances with the commonly studied nonlinear Schro¨dinger equation.
The existence of solutions of Equation (1) in L2ωH
s
x is investigated in [10]. The local well-
posedness is established in the case of localised initial data, as well as in the case of localised
perturbations of the equilibria described below. In particular, almost everywhere in the probability
space, the random variable solves the corresponding Schro¨dinger equation in integrated formula-
tion. Though the results are stated and proved in the case of a Dirac potential w = δ{x=0}, their
adaptation to the present case of regular interaction potentials is straightforward. Moreover, as
for the defocusing nonlinear Schro¨dinger equation, scattering for large but localised solutions is
expected for Equation (1), at least in energy critical and subcritical regimes. This has been showed
in dimension 3 in the case of a Dirac potential in [10]. Nontrivial equilibria are thus non-localised,
which corresponds to being not of trace-class in the framework of density matrices.
1.2. Statement of the result. The equilibria at stake in the present paper are the following. For
Equation (3), any non-negative Fourier multiplier γ : u 7→ F −1(| f (ξ)|2F u) with symbol | f |2 is a
stationary solution, where F denotes the Fourier transform. Note that density operators are non-
negative, we write the symbol in the form | f |2 to be able to give an analogous equilibrium in the
random framework. The analogous equilibrium for Equation (1) are given by Wiener integrals
Y f (t, x, ω) :=
∫
ξ∈Rd
f (ξ)eiξ.x−it(m+|ξ|
2 )dW(ξ), (4)
for a distribution function f : Rd → C (note that this equilibrium has the same law if we replace
f by | f | so that we can assume f : Rd → [0,+∞)). Above dW(ξ) denotes infinitesimal complex
Gaussians characterised by
E
(
dW(η)dW(ξ)
)
= δη−ξdηdξ,
and the scalar m is given by m :=
∫
Rd
w(x)dx
∫
Rd
f (ξ)dξ. We refer to [23] for more information
an random Gaussian fields. The function Y f is a solution of Equation (1). It is not stationary but
almost, since its law is invariant by time and space translations (and in particular is not localised).
In the seminal work [21], the authors show the stability of the above equilibria for the Equation
(3) for density matrices in dimension 2. Important tools are dispersion estimates for orthonormal
systems [12, 13]. This work has been extended to higher dimension in [9]. Note that in higher
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dimension, some structural hypothesis is made on the interaction potential w, to solve some techni-
cal difficulties about a singularity in low frequencies of the equation that we will identify precisely
in the sequel. The stability result corresponds to a scattering property in the vicinity of these
equilibria: any small and localised perturbation evolves asymptotically into a linear wave which
disperses. We mention equally [20, 8] about problems of global well-posedness for the equation
on density matrices.
The problem of the stability of the equilibria (4) for Equation (1) shares similarities with the sta-
bility of the trivial solution for the Gross-Pitaevskii equation i∂tψ = −∆ψ + (|ψ|2 − 1)ψ. In both
problems the linearised dynamics has distinct dispersive properties at low and high frequencies,
making the nonlinear stability problem harder, especially in low dimensions. The proof of scat-
tering for small data for the Gross Pitaevskii equation was done in [18, 17, 16, 19]. We here use
spaces with different regularities at low and high frequencies, inspired by [18].
The result of the present work is the stability of the equilibria (4) for Equation (1), via the proof of
scattering of perturbations to linear waves in their vicinity. Our techniques however differs from
those used in [21, 9], see the strategy of the proof after Theorem 1.1. We hope that the present
proof provides different insights than the ones in the framework of operators, as well as relaxing
some of the hypotheses on the potential w.
In what follows, 〈ξ〉 = (1+ |ξ|2)1/2 denotes the usual Japanese bracket, and we write with an abuse
of notation f (ξ) = f (r) with r = |ξ|, if f has spherical symmetry. The space L2ωHs is the set of
measurable functions Z : Rd ×Ω→ C such that Z(·, ω) ∈ Hs almost surely and∫
Rd×Ω
〈ξ〉2s|Zˆ(ξ, ω)|2dξdω < +∞.
Theorem 1.1 (Stability of equilibria for Equation (1)). Let d ≥ 4. Let s = d
2
− 1. Let f be a
spherically symmetric function in L2 ∩ L∞(Rd). Assume :
• 〈ξ〉⌈s⌉ f ∈ L2(Rd),
•
∫
Rd
|ξ|1−d | f ▽ f | < ∞,
• ∂r| f |2 < 0 for r > 0,
• writing h the inverse Fourier transform of | f |2, 〈ξ〉2∂αh ∈ L∞(Rd) for all α ∈ Nd with
|α| ≤ 2⌈s⌉,
• |ξ|1−d(h + ▽h) ∈ L1(Rd).
There exists C( f ) such that for all w ∈ W s,1 that satisfies
〈ξ〉wˆ ∈ L2(d+2)/(d−2) and ‖(wˆ)−‖L∞ + wˆ(0)+ ≤ C( f ),
there exists ǫ = ǫ( f ,w) such that for any Z0 ∈ L2ωHd/2−1 ∩ L2d/(d+2)x L2ω with
‖Z0‖L2ωHd/2−1 + ‖Z0‖L2d/(d+2)x L2ω ≤ ǫ,
the solution of (1) with initial datum X0 = Y f (t = 0) + Z0 is global. Moreover, it scatters to a
linear solution in the sense that there exists Z−, Z+ ∈ L2ωHd/2−1 such that
X(t) = Y f (t) + e
i(∆−m)tZ± + oL2ωHd/2−1(1) as t → ±∞.
Remark 1.1. The conditions on f are satisfied by thermodynamical equilibria for bosonic or
fermionic gases at a positive temperature T :
| f (ξ)|2 = 1
e
|ξ|2−µ
T − 1
, µ < 0 and | f (ξ)|2 = 1
e
|ξ|2−µ
T + 1
, µ ∈ R,
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respectively, but it is not the case of the fermionic gases of zero temperature :
| f (ξ)|2 = 1|ξ|2≤µ, µ > 0.
Remark 1.2. The smallness assumption on ‖(wˆ)−‖L∞ , corresponds to the fact that the equation
is not too focusing. The one on (wˆ(0))+ enables the equation (1) linearized around Y f to have
enough dispersion. Note that these assumptions appear both in [21] and [9].
Remark 1.3. The stability is not a consequence of a strong convergence to 0 of the perturbation
in Hd/2−1 almost everywhere in probability, but of the dispersion for the linear dynamics implying
in particular local convergence. The solution converges back to the same equilibrium Y f . In
particular, it does not trigger modulationnal instabilities.
Remark 1.4. In dimension 2 and 3, the treatment of the problem has to be somewhat modified
compared to the proof we present. The reason for this is some singularity in the low frequencies
that can be dealt with thanks to dispersion estimates on dimension higher than 4, but which are
more problematic in dimension 2 and 3. Nevertheless, this singularity is more an artefact of the
proof than a property of the equation. It can be dealt with by iterating the wave operator twice,
computing exactly different terms of the equation to cancel out the singularity. This is related to
the fact that in the context of operators, the wave operator has to be iterated more than once to be
able to apply dispersion estimates (we refer to [21]). In dimension 3 and in our context, the result
would be a bit weaker than in dimension higher than 4 : we would have to start form an initial
datum of typical Sobolev regularity 1
2
and get the scattering in L2.
Remark 1.5. Even in the defocusing case, some other equilibria can have instabilities. Two
plane waves, which are orthogonal in probability, propagating in opposite directions, are linearly
instable, which is showed In Section 9. Note that the equilibria of Theorem 1.1 can be seen as a
superposition of infinitely many plane waves propagating in different directions, hence this shows
the importance of regularity of the underlying function f .
The strategy of the proof is the following. First note that the dynamics of Equation (1) near the
above equilibria is somewhat similar to that of the Gross-Pitaevskii equation. We use a more di-
rect fixed point argument which does not involve iterations of the wave operator as in [21, 9], and
dispersion properties at low and high frequencies which are inspired from [18].
We start by reducing the proof to finding a correct functionnal framework for our contraction ar-
gument. Namely, instead of solving an equation for the perturbation Z = X − Y f , we solve a fix
point for the perturbation and the induced potential Z,V where V = E(|Z|2) + 2ReE(Y¯ fZ)), at the
same time. The idea behind this is that even if V contains a linear term in Z, it behaves more like
a quadratic term in Z (in the sense of the Lebesgue spaces to which they belong) and thus, we can
put it in better spaces regarding dispersion.
The fixed point is solved in a classical way by finding the right Banach space Θ for Z,V and prov-
ing suitable estimates on the linear and nonlinear terms. The Lipschitz-continuity of the quadratic
part is treated in a classical fashion, in the sense that it requires that Θ is included in classical
Lebesgue, Besov, or Sobolev spaces.
The difficulty comes from the linear term. It can be written
L =
(
0 L2
0 L1
)
,
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see (10), where L1 corresponds to the analogue of the linear term in [21, 9]. The invertibility and
continuity of 1 − L1 had been dealt with in both papers and their treatment is more or less suffi-
cient for our argument. Note that this term is the linear response of the equilibrium, related to the
so-called Lindhard function [22, 15].
But L2 is where singularities in low frequencies occurs. To get the continuity of L2, V needs to be
in a space that compensates this singularity, namely inhomogeneous Besov spaces, with two levels
of regularity, one for the low frequencies and one for the high frequencies. But V contains E(|Z|2)
and we cannot close the fix point argument for Z in a space that compensates singularities in low
frequencies. This is where we use bilinear estimates on inhomogeneous Besov spaces coming
from the scattering for Gross-Pitaevskii literature, [18].
The paper is organised as follows. In Section 2, we state a few definitions and known results
that we use in the rest of the paper. In Section 3 we set up the fixed point argument. In Section 4
estimates related to some direct embeddings are given. The linear terms are studied in Section 5
where explicit formulas, continuity estimates and invertibility conditions are obtained. Estimates
for the quadratic terms are proven in Section 6, and estimates for the source terms are showed in
Section 7. Theorem 1.1 is then proved in Section 8. The last Section 9 is devoted to an instability
result in a defocusing case when the partition function is not smooth.
Notations.
Notation 1.2 (Fourier transform). We define the Fourier transform with the following constants :
for g ∈ S,
gˆ(ξ) = F (g)(ξ) =
∫
Rd
g(x)e−ixξdx,
and the inverse Fourier tranform by
F −1(g)(x) = (2π)−d
∫
Rd
g(ξ)eixξdξ.
Notation 1.3 (Time-space norms). For p, q ∈ [1,∞], we denote by Lpt , Lqx = Lp, Lq the space
Lp(R, Lq(Rd)).
For p, q ∈ [1,∞], s ∈ R, we denote by Lpt ,W s,qx = Lp,W s,q the space
Lp(R,W s,q(Rd)).
In the case q = 2 we also write it Lp,Hs or L
p
t ,H
s
x.
When p = q, we may write L
p
t,x for L
p
t , L
p
x .
For p, q ∈ [1,∞], s, t ∈ R, we denote by Lpt , (Bs,tq )x = Lp, Bs,tq the space
Lp(R, Bs,tq (R
d)).
The proper definition of inhomogeneous Besov spaces is given in Section 2, Definition 2.3.
Notation 1.4 (Probability-time-space norms). For p, q ∈ [1,∞], we denote by L2ω, Lpt , Lqx =
L2ω, L
p, Lq the space
L2(Ω, Lp(R, Lq(Rd))).
For p, q ∈ [1,∞], s ∈ R, we denote by L2ω, Lpt ,W s,qx = L2ω, Lp,W s,q the space
L2(Ω, Lp(R,W s,q(Rd))).
In the case q = 2 we also write it L2ω, L
p,Hs or L2ω, L
p
t ,H
s
x.
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For p, q ∈ [1,∞], s, t ∈ R, we denote by L2ω, Lpt , (Bs,tq )x = L2ω, Lp, Bs,tq the space
L2(Ω, Lp(R, Bs,tq (R
d))).
Notation 1.5 (Time-space-probability norms). For p, q ∈ [1,∞], s ∈ R, we denote by Lpt ,W s,qx , L2ω =
Lp,W s,q, L2ω the space
(1 − △x)s/2Lp(R, Lq(Rd, L2(Ω))).
In the case q = 2 we also write it Lp,Hs, L2ω, and note that L
p,Hs, L2ω = L
pL2ωH
s. In the case
s = 0, we also write it Lp, Lq, L2ω.
For p, q ∈ [1,∞], s, t ∈ R, we denote by Lpt , (Bs,tq )x, L2ω = Lp, Bs,tq , L2ω the space induced by the
norm
‖g‖Lp ,Bs,tq ,L2ω =
∥∥∥(∑
j<0
22 js‖g j‖2Lqx,L2ω +
∑
j≥0
22 jt‖g j‖2Lqx,L2ω
)1/2∥∥∥
Lp(R)
.
Acknowledgements. C. Collot is supported by the ERC-2014-CoG 646650 SingWave. A-S de
Suzzoni is supported by ANR 2018 ESSED. Part of this work was done when C. Collot was
visiting IHE´S and he thanks the institute.
2. Toolbox
In this section, we present existing results in the literature, either classical or more recent ones
such as dispersion estimates and matters related to Littlewood-Paley decomposition.
Take η a smooth function with support included in the annulus {ξ ∈ Rd| |ξ| ∈ (1/2, 2)}, and
define for j ∈ Z, η j(ξ) = η(2− jξ). We assume that on Rd r {0},
∑
j η j = 1. For any tempered
distribution f ∈ S′(R), we write f j = ∆ j f where ∆ j is the Fourier multiplier by η j i.e. fˆ j = η j fˆ .
Notation 2.1. We have f =
∑
j f j and we call this the Littlewood-Paley decomposition of f .
Lemma 2.2. [Bernstein’s lemma] Let a ≥ b ≥ 1, there exists C such that for all j ∈ Z and all
f ∈ S′ such that f j ∈ Lb(Rd), we have
‖ f j‖La ≤ C2 jd(
1
b
− 1
a
)‖ f j‖Lb .
We now introduce inhomogeneous Besov spaces where the inhomogeneity comes from a dif-
ferent treatment of high and low frequencies.
Definition 2.3. [[18]] Let s, t ∈ R and p ≥ 1, we define Bs,tp by the space induced by the norm
‖ f ‖Bs,tp =
(∑
j<0
22 js‖ f j‖2Lp +
∑
j≥0
22 jt‖ f j‖2Lp
)1/2
.
Remark 2.1. This corresponds to taking the homogeneous Besov norm B˙s
p,2
for the low frequen-
cies and B˙t
p,2
for the high frequencies.
We state a few properties of these spaces.
Proposition 2.4. Let s1 ≤ s2 and t1 ≥ t2 and p ≥ 1. We have that for all f ∈ Bs1,t1p , f also belongs
to B
s2,t2
p and we have
‖ f ‖
B
s2 ,t2
p
≤ ‖ f ‖
B
s1 ,t1
p
.
Theorem 2.5. [Littlewood-Paley theorem] Let s ≥ 0 and p ≥ 1. If p ≥ 2, there exists C such that
for all f ∈ B0,sp we have
‖ f ‖W s,p ≤ C‖ f ‖B0,sp .
If p ≤ 2 then there exists C such that for all f ∈ W s,p, we have
‖ f ‖0,s
Bp
≤ ‖ f ‖W s,p .
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We cite here bilinear estimates from [18].
Proposition 2.6. [Lemma 4.1 [18]] Let (s j)1≤ j≤3 ∈ R3, (t j)1≤ j≤3 ∈ R3, (p j)1≤ j≤3 ∈ [2,∞[3 such
that for all j ∈ {1, 2, 3},
max(0, s j, s1 + s2 + s3) ≤ d
( 1
p1
+
1
p2
+
1
p3
− 1
)
≤ t1 + t2 + t3 ≥ t j and s jp j < d.
There exists C such that for all ( f j)1≤ j≤3 such that f j ∈ Bs j,t jp j for all j ∈ {1, 2, 3},
∣∣∣∣
∫
Rd
f1 f2 f3
∣∣∣∣ ≤ C
3∏
j=1
‖ f j‖
B
s j ,t j
p j
.
We now state some dispersion estimates for the linear flow. Define S (t) = e−it(m−△) .
Proposition 2.7. Take p, q ∈ [2,∞] (note that d ≥ 3 so that we are excluding the endpoint) such
that
2
p
+
d
q
=
d
2
.
There exists C such that for all u ∈ L2,
‖S (t)u‖Lpt ,Lqx ≤ C‖u‖L2 .
Exploiting Bernstein’s lemma and Littlewood-Paley theorem, we get the following.
Corollary 2.8. Take p, q ∈ [2,∞[ and σ,σ1 ≥ 0 such that
2
p
+
d
q
=
d
2
− σ1,
there exists C,C′ such that for all u ∈ Bσ1,σ1+σ
2
,
‖S (t)u‖Lpt ,Wσ,q ≤ C
′‖S (t)u‖
L
p
t ,B
0,σ
q
≤ C‖u‖
B
σ1 ,σ1+σ
2
≤ C‖u‖Hσ1+σ .
3. Principle
In this section, we reduce the problem to finding a correct functional setting for our fixed point
problem.
Writing X = Y + Z, the perturbation Z satisfies
i∂tZ = (m − △)Z + w ∗ (2ReE(YZ) + |Z|2)(Y + Z).
Let an initial perturbation Z0 ∈ Hs, we have that Z solves the Cauchy problem{
i∂tZ = (m − △)Z + w ∗ (2ReE(YZ) + |Z|2)(Y + Z)
Z|t=0 = Z0
(5)
if and only if the couple perturbation/induced potential (Z,V) solves the Cauchy problem
i∂tZ = (m − △)Z + w ∗ V(Y + Z),
V = 2Re(E(Y¯Z)) + E(|Z|2),
Z|t=0 = Z0.
The idea is to set up spaces for Z and V , ΘZ and ΘV such that ΘZ × ΘZ is embedded in ΘV in the
sense that there exists a constant C such that for all u, v ∈ ΘZ ,
‖E(uv)‖ΘV ≤ C‖u‖ΘZ ‖v‖ΘZ .
Indeed, one key idea behind the proof is that even if V contains a linear term in Z, it behaves like a
quadratic term on Z in terms of functional spaces, which is better regarding the use of dispersion
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estimates, and this because of cancellations due to the randomness of the equation.
Using the Duhamel formulation of the equation on Z, we get that the Cauchy problem is equivalent
to
Z(t) = S (t)Z0 − i
∫ t
0
S (t − s)(w ∗ V(s))Z(s)ds − i
∫ t
0
S (t − s)(w ∗ V(s))Y(s)ds (6)
and
V(t) = E(|Z|2) + 2ReE(Y¯(t)S (t)Z0) − 2ReE(iY¯(t)
∫ t
0
S (t − s)(w ∗ V(s))Z(s)ds
− 2ReE(iY¯(t)
∫ t
0
S (t − s)(w ∗ V(s))Y(s)ds)
with the Schro¨dinger group S (t) = e−it(m−△).
We set for all V , and all Z,
WV(Z) = −i
∫ t
0
S (t − s)(w ∗ V(s))Z(s)ds.
In other terms, to solve the Cauchy problem, we have to solve the fix point
(
Z
V
)
= AZ0
(
Z
V
)
=

A1
Z0
(
Z
V
)
A2
Z0
(
Z
V
)
 (7)
with
A1Z0
(
Z
V
)
= S (t)Z0 +WV(Y) +WV(Z)
and
A2Z0
(
Z
V
)
= E(|Z|2) + 2ReE(Y¯S (t)Z0) + 2ReE(Y¯WV (Y)) + 2ReE(Y¯(t)WV (Z)).
The map AZ0 has a constant part (or source term) CZ0 a linear part L and a quadratic part Q given
by
AZ0
(
Z
V
)
= CZ0 + L
(
Z
V
)
+ Q
(
Z
V
)
(8)
where
CZ0 =
(
S (t)Z0
2ReE(Y¯S (t)Z0)
)
, (9)
L
(
Z
V
)
=
(
WV (Y)
2ReE(Y¯WV (Y))
)
, (10)
and
Q
(
Z
V
)
=
(
WV (Z)
E(|Z|2) + 2ReE(Y¯WV (Z))
)
. (11)
The linear term can be written under the form
L =
(
0 L2
0 L1
)
with L2(V) = WV (Y) and L1(V) = 2ReE(Y¯WV (Y)).
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Solving the fixed point equation is now a problem of finding the right functional spaces and show-
ing suitable continuity estimates. The properties we are going to show are summarised in the
following proposition.
Proposition 3.1. Let Θ = ΘZ × ΘV and Θ0 be two Banach spaces such that
(1) ΘZ × ΘZ is embedded in ΘV in the sense that for all u, v ∈ ΘZ , ‖E(uv)‖ΘV . ‖u‖ΘZ ‖v‖ΘZ ,
(2) there exists C such that for all Z0 ∈ Θ0, ‖CZ0‖Θ ≤ C‖Z0‖Θ0 ,
(3) 1 − L is continuous, invertible with continuous inverse as a linear operator of Θ,
(4) there exists C1 such that for all (Z,V) ∈ Θ, ‖WV (Z)‖ΘZ ≤ C1‖V‖ΘV ‖Z‖ΘZ ,
(5) there exists C2 such that for all (Z,V) ∈ Θ, ‖2ReE(Y¯WV(Z))‖ΘV ≤ C2‖V‖ΘV ‖Z‖ΘZ ,
then there exists ε > 0 such that for all Z0 ∈ Θid with ‖Z0‖Θid ≤ ε, the Cauchy problem (5) has a
unique solution in ΘZ such that 2ReE(Y¯Z) + E(|Z|2) ∈ ΘV and the flow thus defined is continuous
in the initial datum.
The proof of this proposition and of the fact that finding such spaces implies the theorem is
exposed in Section 8. One important feature is that the termsWV (Z), 2Re(E(Y¯WV(Z))) and E(|Z|2)
are both bilinear and thus we can do a contraction argument directly from this setting.
We end this section by defining the solution spaces ΘZ and ΘV .
Definition 3.2. Let for d ≥ 3,
ΘZ = C(R,Hs(Rd, L2ω)) ∩ Lp(R,W s,p(Rd, L2ω))
∩ Ld+2(R, Ld+2(Rd, L2ω)) ∩ L4(R, B
0, 1
4
q (R
d, L2ω))
where s = d
2
− 1 is the critical regularity for the cubic Schro¨dinger equation, p = 2d+2
d
, q = 4d
d+1
.
Let
ΘV = L
d+2
2
t , L
d+2
2
x + L
2
t , B
−1/2,0
2
. (12)
In the next sections, we check that Θ = ΘZ ×ΘV satisfies assumptions 1,3,4, in Proposition 3.1
for d ≥ 3 and assumption 5 only for d ≥ 4.
4. Embeddings and Strichartz estimates
In this section, we check assumption 1 in Proposition 3.1, and dispersion estimates for the linear
flow which induce assumption 4. In the whole section, d ≥ 3.
Proposition 4.1. The space ΘZ × ΘZ is embedded in ΘV as in for all u, v ∈ ΘZ ,
‖E(uv)‖ΘV . ‖u‖ΘZ ‖v‖ΘZ .
Proof. We have that Ld+2t , L
d+2
x × Ld+2t , Ld+2x is embedded in L(d+2)/2t , L(d+2)/2x .
It remains to prove that L4, B
0, 1
4
q × L4, B0,
1
4
q is embedded in L
2, B−1/2,0
2
. The temporal part of the
norm works by Ho¨lder inequality. We are left with proving the embedding B
0, 1
4
q × B0,
1
4
q in B
−1/2,0
2
.
We use Lemma 4.1 in [16], that we mentionned in the toolbox, Proposition 2.6 with s1 = s2 = 0,
s3 =
1
2
, t1 = t2 =
1
4
, t3 = 0, and p1 = p2 = q, p3 = 2. We have for all j = 1, 2, 3, p j ≥ 2, s j < dp j ,
t j ≤ t1 + t2 + t3. We also have
max(0, s1, s2, s3, s1 + s2 + s3) =
1
2
= d(
1
p1
+
1
p2
+
1
p3
− 1) = t1 + t2 + t3.
Indeed,
d(
1
p1
+
1
p2
+
1
p3
− 1) = d(2
q
− 1
2
) = d(
d + 1
2d
− 1
2
) =
1
2
.

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Proposition 4.2. There exists C such that for all u ∈ L2ω,Hs,
‖S (t)u‖ΘZ ≤ C‖u‖L2ω,Hs . (13)
Proof. First of all, let us mention that since p, d+2 and q are bigger than 2, we have, by Minkowski
inequality for all f ∈ L2ω,C(R,Hs) ∩ Lp,W s,p ∩ Ld+2, Ld+2 ∩ L4, B
0, 14
q ),
‖ f ‖ΘZ ≤ ‖ f ‖
L2ω,C(R,Hs)∩L2ω,Lp,W s,p∩L2ω,Ld+2,Ld+2∩L2ω,L4,B
0, 1
4
q
.
For Lp,W s,p, we have
2
p
+
d
p
=
d + 2
p
=
d
2
hence Strichartz estimates, 2.7, apply.
For Ld+2, Ld+2, we have that
2
d + 2
+
d
d + 2
= 1 =
d
2
− s
hence Strichartz inequalities, 2.8 ,apply.
For L4, B
0, 1
4
q , we have
‖S (t)u‖
L4t ,B
0, 1
4
q
=
∥∥∥(∑
j<0
‖S (t)u j‖2Lq +
∑
j≥0
2 j/2‖S (t)u j‖2Lq
)1/2∥∥∥
L4t
.
Since 4 ≥ 2, by convexity we have,
‖S (t)u‖
L4t ,B
0, 1
4
q
≤
(∑
j<0
‖S (t)u j‖2L4 ,Lq +
∑
j≥0
2 j/2‖S (t)u j‖2L4,Lq
)1/2
.
Let q1 =
2d
d−1 and s1 =
d−3
4
. Since d ≥ 3 and s1 = dq1 −
d
q
(we recall q = 4d
d+1
) , we have by Bernstein
lemma,
‖S (t)u j‖Lq ≤ C2 js1‖S (t)u j‖Lq1
and since
1
2
+
d
q1
=
d
2
we get by Strichartz estimates, 2.7,
‖S (t)u j‖L4t ,Lq1x ≤ C‖u j‖L2 .
We deduce
‖S (t)u‖
L4t B
0, 1
4
q
≤ C‖u‖
B
s1 ,s1+1/4
2
.
We have s1 ≥ 0 and s1 + 14 = d−14 ≤ d−22 = s, by 2.4, we get
‖S (t)u‖
L4t ,B
0, 1
4
q
≤ C‖u‖
B
0,s
2
≤ C‖u‖Hs .

Proposition 4.3. Let d ≥ 3. There exists C1 such that for all Z ∈ ΘZ and V ∈ ΘV ,
‖WV (Z)‖ΘZ ≤ C1‖Z‖ΘZ‖V‖L(d+2)/2t,x ≤ C1‖Z‖ΘZ‖V‖ΘV .
Proof. Thanks to the previous proposition, Christ-Kiselev lemma and dual Strichartz estimates,
we have
‖WV (Z)‖ΘZ . ‖(w ∗ V)u‖Lp′ ,W s,p′ ,L2ω
with p′ the conjugate of p that is p′ = 2d+2
d+4
. We have 1
p′ =
1
p
+ 2
d+2
hence, thanks to Ho¨lder’s
inequality,
‖WV (u)‖ΘZ . ‖w ∗ V‖W s,(d+2)/2‖Z‖Lp,W s,p ,L2ω .
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The potential w allows us to lose s derivatives, that is,
‖w ∗ V‖W s,(d+2)/2 ≤ ‖w‖W s,1‖V‖L(d+2)/2t,x ,
and we get
‖WV (u)‖ΘZ . ‖V‖ΘV ‖Z‖ΘZ .

5. Linear term
We study in this section the linearised operator L defined in (10). We prove that 1 − L is
continuous, invertible with continuous inverse on ΘZ × ΘV . We recall that
1 − L =
(
1 −L2
0 1 − L1
)
, (14)
hence it is sufficient to prove that 1− L1 is continuous, invertible with continuous inverse from ΘV
to ΘV and that L2 is continuous from ΘV to ΘZ . We start with the continuity of L2.
Proposition 5.1. The operator
L2 : V 7→ WV (Y) = −i
∫ t
0
S (t − s) [(w ∗ V(s))Y(s)] ds.
is continuous from ΘV to ΘZ .
Proposition 5.1 is a corollary of the following estimates.
Proposition 5.2. Let σ,σ1, p1, q1 be such that σ,σ1 ≥ 0, σ ≤ ⌈s⌉, p1 > 2 and
2
p1
+
d
q1
=
d
2
− σ1.
Assume moreover, that for all α ∈ Nd with |α| ≤ 2⌈σ⌉, |∂αh| . 〈ξ〉−2. There exists C > 0 such that
for all U ∈ L2t , B
− 1
2
,σ1+σ
2
,
sup
A∈R
∥∥∥
∫ A
0
S (t − s)Y(s)U(s)ds
∥∥∥
L
p1
t ,B
0,σ
q1
,L2ω
≤ C‖U‖
L2t ,B
− 1
2
,σ1+σ
2
and if σ + σ1 ≤ ⌈s⌉, there exists C > 0 such that for all U ∈ L2t , B
σ1− 12 ,σ1+σ
2
,
sup
A∈R
∥∥∥
∫ A
0
S (t − s)Y(s)U(s)ds
∥∥∥
L
p1
t ,W
σ,q1 ,L2ω
≤ C‖U‖
L2t ,B
σ1− 12 ,σ1+σ
2
.
Proof of Proposition 5.1. Take p1 > 2, σ1 ≥ 0 and q1 ≥ 2 such that
2
p1
+
d
q1
=
d
2
− σ1.
Assuming Proposition 5.2, we get by Christ-Kiselev lemma, since p1 > 2,∥∥∥
∫ t
0
S (t − s)Y(s)U(s)ds
∥∥∥
L
p1
t ,B
0,σ
q1
,L2ω
≤ C‖U‖
L2t ,B
− 1
2
,σ1+σ
2
.
We use it with p1 = 4, q1 = q, σ =
1
4
and σ1 =
d−3
4
≤ s − σ, to get
∥∥∥
∫ t
0
S (t − s)Y(s)U(s)ds
∥∥∥
L4t ,B
0,1/4
q ,L
2
ω
≤ C‖U‖
L2t ,B
− 1
2
,s
2
.
We also have ∥∥∥
∫ t
0
S (t − s)Y(s)U(s)ds
∥∥∥
L
p1
t ,W
q1 ,σ,L2ω
≤ C‖U‖
L2t ,B
σ1− 12 ,σ1+σ
2
.
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We apply it to (p1, q1, σ1, σ) equal to either
(p, p, 0, s), (d + 2, d + 2, s, 0) or (∞, 2, 0, s)
to get
‖WV (Y)‖ΘZ ≤ C‖w ∗ V‖L2t ,B−1/2,s2
and thus, by putting the derivatives on high frequency on w and on low frequency on V ,
‖WV(Y)‖ΘZ ≤ C‖w‖W s,1‖V‖L2t ,B−1/2,02 .

It remains to prove Proposition 5.2. To do so, we first establish preliminary lemmas.
Lemma 5.3. Let U ∈ L∞t L2x and define LA3 (U) =
∫ A
0
S (t − s)Y(s)U(s)ds. We have
E(|LA3 (U)|2) =
∫
dη| f (η)|2
∣∣∣∣
∫ A
0
S η(t − s)U(s)ds
∣∣∣∣2, (15)
where
S η(t) = e
−it(−△−2iη·▽) . (16)
Proof. Let U ∈ L∞t L2x. We write U(s)Y(s) as a Wiener integral:
U(s)Y(s) =
∫
η∈Rd
f (η)eiη.x−is(m+|η|
2 )U(s)dW(η).
Above, we remark that thanks to Fubini and to the Wiener integration
‖U(s)Y(s)‖2
L2ω,L
2
x
=
∫
E
(∣∣∣∣∣∣
∫
η∈Rd
f (η)eiη.x−is(m+|η|
2 )U(s, x)dW(η)
∣∣∣∣∣∣
)
dx
=
∫
|U(s, x)|2
∫
η∈Rd
| f (η)|2dηdx = ‖U(s)‖2
L2x
‖ f ‖2
L2
.
Therefore, almost everywhere U(s)Y(s, ω) ∈ L2x, making S (t − s)(U(s)Y(s)) well defined. From
the commutator relation S (t)(eiη.xU) = eiη.x−it(m+|η|
2 )S η(t)U we infer that:
S (t − s)(U(s)Y(s)) =
∫
η∈Rd
f (η)eiη.x−is(m+|η|
2 )−i(t−s)(m+|η|2 )S η(t − s)(U(s))dW(η)
=
∫
η∈Rd
f (η)eiη.x−it(m+|η|
2 )S η(t − s)(U(s))dW(η). (17)
From the definition of the Wiener integral, taking the expectation one obtains:
E

∣∣∣∣∣∣
∫ A
0
S (t − s)(U(s)Y(s))ds
∣∣∣∣∣∣
2 = E(
∫
η∈Rd
∫ A
0
f (η)eiη.x−it(m+|η|
2 )S η(t − s)(U(s))dW(η)ds
×
∫
η′∈Rd
∫ A
0
f¯ (η′)e−iη
′.x+it(m+|η′ |2)S η′(t − s′)(U(s′))dW(η′)ds′
)
=
∫
η∈Rd
∫ A
0
∫ A
0
| f (η)|2S η(t − s)(U(s))S η(t − s′)(U(s′))dsds′dη
=
∫
η∈Rd
| f (η)|2
∣∣∣∣
∫ A
0
S η(t − s)U(s)ds
∣∣∣∣2dη.
which ends the proof of the identity (15).

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We start the proof of Proposition 5.2 with the case σ = 0 for Ho¨lder spaces and σ = σ1 = 0 for
Besov spaces.
Lemma 5.4. Let σ1, p1, q1 be such that σ1 ≥ 0, p1 > 2 and
2
p1
+
d
q1
=
d
2
− σ1.
There exists C > 0 such that for all U ∈ L2t , B
σ1− 12 ,σ1+σ
2
,
sup
A∈R
‖LA3 (U)‖Lp1t ,Lq1x ,L2ω ≤ C‖U‖L2t ,Bσ1−
1
2
,σ1
2
. (18)
Proof. We start by taking U in the Schwartz class to allow the following computations and we
conclude by density. We have from (15) and Minkowski’s inequality:
‖LA3 (U)‖2Lp1t ,Lq1x ,L2ω =
∥∥∥
∫
Rd
dη| f (η)|2
∣∣∣∣
∫ A
0
S η(t − s)U(s)ds
∣∣∣∣2∥∥∥Lp1/2t ,Lq1/2x
≤
∫
Rd
dη| f (η)|2
∥∥∥
∫ A
0
S η(t − s)U(s)ds
∥∥∥2
L
p1
t ,L
q1
x
.
By Strichartz inequality and Bernstein lemma, Corollary 2.8, we get
‖LA3 (U)‖2Lp1t ,Lq1x ,L2ω ≤
∫
Rd
dη| f (η)|2
∥∥∥
∫ A
0
S η(−s)U(s)ds
∥∥∥2
B
σ1,σ1
2
.
We introduce U1 defined by Uˆ1(ξ) = |ξ|σ1Uˆ(ξ), we have
∥∥∥
∫ A
0
S η(−s)U(s)ds
∥∥∥2
B
σ1,σ1
2
=
∫
Rd
dξ
∫ A
0
dt1
∫ A
0
dt2e
i(t1−t2)(ξ2−2ξ·η)Uˆ1(ξ, t1)Uˆ1(ξ, t2).
We do the change of variables t = t2 − t1, we get
∥∥∥
∫ A
0
S η(−s)U(s)ds
∥∥∥2
B
σ1,σ1
2
=
∫
Rd
dξ
∫
R
dt
∫
t1∈Dt
dt1e
−it(ξ2−2ξ·η)Uˆ1(ξ, t1)Uˆ1(ξ, t + t1),
where Dt = [−t, A−t]∪[0, A]. We integrate over η reminding that h is the inverse Fourier transform
of | f |2, we get
‖LA3 (U)‖2Lp1t ,Lq1x ,L2ω .
∫
Rd
dξ
∫
R
dt
∫
t1∈Dt
dt1e
−itξ2h(−2tξ)Uˆ1(ξ, t1)Uˆ1(ξ, t + t1).
We use Cauchy-Schwarz inequality over t1 to get
‖LA3 (U)‖2Lp1t ,Lq1x ,L2ω .
∫
Rd
dξ
∫
R
dt|h(−2tξ)|‖Uˆ1(ξ, t1)‖2L2t1
We have |h(−2tξ)| ≤ 〈t|ξ|〉−2 from the hypotheses of Theorem 1.1. We then do the change of
variable τ = t|ξ| and get
‖LA3 (U)‖2Lp1t ,Lq1x ,L2ω .
∫
Rd
dξ
∫
R
dτ〈τ〉−2 |ξ|−1‖Uˆ1(ξ, t1)‖2L2t1
and since 〈τ〉−2 is integrable, we have
‖LA3 (U)‖2Lp1t ,Lq1x ,L2ω .
∫
Rd
‖|ξ|−1/2Uˆ1(ξ, ·)‖2L2t dξ = ‖U‖
2
L2t ,B
σ1−1/2,σ1−1/2
2
which is the desired result.

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Lemma 5.5. Let p1, q1 be such that p1 > 2 and
2
p1
+
d
q1
=
d
2
.
There exists C > 0 such that for all U ∈ L2t , B
− 1
2
,0
2
,
sup
A∈R
‖LA3 (U)‖Lp1t ,B0,0q1 ,L2ω ≤ C‖U‖L2t ,B−
1
2
,0
2
. (19)
Proof. By Minskowski’s inequality, we have
‖LA3 (U)‖Lp1t ,B0,0q1 ,L2ω ≤ ‖L
A
3 (U)‖L2ωLp1t ,B0,0q1 .
By Strichartz inequality we get
‖LA3 (U)‖Lp1t ,B0,0q1 ,L2ω .
∥∥∥
∫ A
0
S (−s)Y(s)U(s)ds‖L2ω ,L2x .
We use the formula (15) for LA
3
(U) when t = 0 and obtain
‖LA3 (U)‖2Lp1 ,B0,0q1 ,L2ω
.
∫
| f (η)|2
∥∥∥
∫ A
0
S η(−s)U(s)ds‖L2ω ,L2 .
Following exactly the same steps as in the proof of Lemma 5.4, we obtain:
‖LA3 (U)‖2Lp1 ,B0,0q1 ,L2ω
. ‖U‖
B
− 1
2
,− 1
2
2
. ‖U‖
B
− 1
2
,0
2
,
which ends the proof of the lemma.

We can now end the proof of Proposition 5.2 thanks to the three lemmas above.
Proof of proposition 5.2. For vectors α = (α1, . . . , αd) ∈ Nd and η = (η1, . . . , ηd) ∈ Rd we write
|α| = ∑dj=1 α j, ∂α =∏dj=1 ∂α jj and
C
β
α =
d∏
j=1
C
β j
α j and η
α =
∏
j
η
α j
j
where C
β j
α j is a binomial coefficient. We have for all α ∈ Nd,
∂αLA3 (U) =
∑
β+γ=α
C
β
α
∫ A
0
S (t − s)∂βY(s)∂γU(s)ds.
Indeed, Y is almost everywhere differentiable and there holds, for |β| ≤ ⌈s⌉ :
∂βY(s) =
∫
Rd
i|β|ηβ f (η)eiη.x−is(m+|η|
2 )dW(η),
meaning that replacing Y by ∂βY consists in replacing f (η) by i|β|ηβ f (η). Therefore, we have for
σ1 ≥ 0, p1, q1 > 2 such that 2p1 +
d
q1
= d
2
− σ1, and σ ∈ N ∩ [0, ⌈s⌉], for any A ∈ R:
‖LA3 (U)‖Lp1t ,Wσ,q1 ,L2ω ≤ C‖U‖L2t ,Bσ1−1/2,σ1+σ2 ,
thanks to Lemma 18. Above, the constant C depends on supα∈Nd , |α|≤2σ ‖〈ξ〉2∂αh‖L∞ , because the
Fourier transform of |ηα|2| f |2 is ∂2αh up to multiplication by a constant. By interpolation,
‖LA3 (U)‖Lp1t ,Wσ,q1 ,L2ω ≤ C‖U‖L2t ,Bσ1−1/2,σ1+σ2
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for all σ ≥ 0. And for σ + σ1 ∈ N and 2p1 +
d
q1
= d
2
− σ1, we have by Bernstein lemma
‖LA3 (U)‖Lp1 ,B0,σq1 ,L2ω . ‖L
A
3 (U)‖Lp1 ,B0,σ+σ1q2 ,L2ω
with 2
p1
+ d
q2
= d
2
. Therefore, applying Lemma 19 with σ + σ1 ≤ ⌈s⌉:
‖LA3 (U)‖Lp1t ,B0,σq1 ,L2ω ≤ C‖U‖L2t ,B−1/2,σ1+σ2 .
We get the result for σ ≥ 0, σ1 ≥ 0, σ + σ1 ≤ ⌈s⌉ by interpolation. 
Having established the desired estimates for L2, we now deal with the other part of the linear
term, which involves L1. We start by computing an explicit formula for this operator, and then
show some continuity properties.
Lemma 5.6. The operator L1 is a Fourier multiplier of symbol wˆm f (in both space and time) given
by for all t ∈ R and all ξ ∈ Rd,
Fx (L1(V)) (t, ξ) = −2wˆ(ξ)
∫ t
0
sin(|ξ|2(t − s))h(2ξ(t − s))FxV(s, ξ)ds,
where h is the inverse Fourier transform of | f |2, or, put another way:
Ft,x (L1(V)) (τ, ξ) = wˆ(ξ)m f (τ, ξ)Ft,xV(τ, ξ),
where
m f (τ, ξ) = −2Ft
(
sin(|ξ|2t)h(2ξt)1t≥0
)
(τ) = −2
∫ +∞
0
e−iτt sin(|ξ|2t)h(2ξt)dt. (20)
Proof of Lemma 5.6. Let V ∈ L∞t L2x so that one can perform the computations below. Using the
formula (17) we writeWV (Y) as a Wiener integral:
WV(Y) = −i
∫
Rd
∫ t
0
f (η)eiη.x−it(m+|η|
2 )S η(t − s)(w ∗ V(s))dsdW(η).
By the property of Wiener integration:
E
(
WV(Y)Y¯
)
= −iE
(∫
Rd
∫ t
0
f (η)eiη.x−it(m+|η|
2 )S η(t − s)(w ∗ V(s))dsdW(η)
×
∫
Rd
f¯ (η′)e−iη
′.x+it(m+|η′ |2)dW¯(η′)
)
= −i
∫
Rd
∫ t
0
| f (η)|2S η(t − s)(w ∗ V(s))dsdη.
Set T (t, ξ) the Fourier transform in space of E
(
WV (Y)Y
)
. From (16) and Fubini we infer:
T (t, ξ) = −i
∫
Rd
∫ t
0
| f (η)|2e−i(t−s)(|ξ|2+2ξ.η)wˆ(ξ)Vˆ(s, ξ)dsdη
= −i
∫ t
0
h(2ξ(t − s))e−i(t−s)|ξ|2 wˆ(ξ)Vˆ(s, ξ)dsdη.
The space Fourier transform of 2ReE(W1
V
(Y)Y) is T (t, ξ) + T (t,−ξ). Given that w ∗ V is real and
| f |2 is even and real, and thus h is real and even, we have
T (t, ξ) + T (t,−ξ) = −2
∫ t
0
sin(ξ2(t − s))h(2ξ(t − s))wˆ(ξ)Vˆ(s, ξ)ds
which gives the result.

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Since L1 is a Fourier multiplier with symbol wˆm f given by (20), the continuity and the invert-
ibility of 1− L1 on L2 based space-time functional spaces is equivalent to the boundedness and the
non-vanishing of 1 − wˆm f . This issue was studied in [21] where the author showed the following:
Proposition 5.7 (Lewin Sabin,[21]). Let d ≥ 1, Let d ≥ 4. Let s = d
2
− 1. Let f be a radial map in
L2 ∩ L∞(Rd). Consider the Fourier multiplier m f defined by (20). Assume :
•
∫
Rd
|ξ|1−d | f ▽ f | < ∞,
• writing r = |ξ| the radial variable, ∂r | f |2 < 0 for r > 0,
• |ξ|2−dh ∈ L1(Rd).
If w ∈ L1(Rd) is an even function such that
‖(wˆ)−‖L∞
(∫
Rd
|h|
|x|d−2 dx
)
< 2|Sd−1|,
and such that
ǫgwˆ(0)+ < 2|Sd−1|, where ǫg := − lim inf
(τ,ξ)→(0,0)
Rem f (τ, ξ)
2|Sd−1| ,
then there holds
min
(ω,ξ)∈R×Rd
|wˆ(k)||m f (τ, k) − 1| > 0 (21)
and the operator 1 − L1 is invertible on L2t,x and L2t B
− 1
2
,0
2
.
Remark 5.1. The f in the paper by Lewin and Sabin corresponds to g(r) = | f (√r~e)|2 for any
unitary vector of Rd, ~e. The assumptions they make on g are implied by the ones we make on f .
Proof. For the proof, we refer to [21]. There the authors show that under the assumptions of the
proposition, (τ, ξ) 7→ wˆ(ξ)m f (τ, ξ) is uniformly bounded on R×Rd, and that (21) holds. Therefore,
(1 − wˆ(k)m f (τ, k))−1 is a bounded function. This implies the continuity of 1 − L1 both on L2t,x and
L2t B
− 1
2
,0
2
.

The continuity of 1 − L1 on ΘV is a consequence of the above continuity on L2t,x and of other
mild assumptions on f and w.
Proposition 5.8 (Lewin-Sabin, [21]). Assume that the hypothesis of Proposition 5.7 hold and that
moreover
∫
(|h| + |∇h|)dr < +∞ (that is h and ▽h in |ξ|d−1L1(Rd)) and (1 + |ξ|)wˆ ∈ L2(d+2)/(d−2),
then 1 − L1 and (1 − L1)−1 are continuous from ΘV into L
d+2
2
t,x .
Proof. A first direction to prove Proposition 5.8 is to show that the Fourier multiplier w(ξ)m f (τ, ξ)
and its inverse are continuous operators on Lebesgue spaces using standard harmonic analysis
tools. This is done in [21] where the authors show that this multiplier satisfies suitable conditions
ensuring the application of Stein’s and Marcinkiewicz’s theorems. One can check using the com-
putations there that its inverse also satisfies the same suitable conditions. We give here another
proof avoiding the use of advanced harmonic analysis. We claim that
wˆ(ξ)m f (τ, ξ) ∈ L2
d+2
d−2 (R1+d). (22)
Assuming the above bound, then one computes the following, using the continuity of the Fourier
transform from Lp into Lp
′
for 1 ≤ p < +∞ and Ho¨lder inequality. We have by definition
‖L1V‖
L
d+2
2
t,x
. ‖wˆ(ξ)m f (τ, ξ)Ft,xV‖
L
d+2
d (R1+d)
.
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We use Ho¨lder inequality to get
‖L1V‖
L
d+2
2
t,x
. ‖wˆ(ξ)m f (τ, ξ)‖
L
2 d+2
d−2 (R1+d)
‖Ft,xV‖L2(R1+d)
Because of the bound (22), and that ‖Ft,xV‖L2(R1+d) ≤ ‖V‖
L2t ,B
− 1
2
,0 , we have
‖L1V‖
L
d+2
2
t,x
. ‖V‖
L2t ,B
− 1
2
,0
which is in turn less than ‖V‖ΘV . This shows the continuity of L1 from ΘV into L
d+2
2
t,x . Similarly,
using the fact that (1− wˆ(ξ)m f (τ, ξ))−1 is uniformly bounded from Proposition 5.7, we get through
algebraic considerations
‖(1 − L1)−1V‖
L
d+2
2
t,x
. ‖V‖
L
d+2
2
t,x
+ ‖(1 − (1 − L1)−1)V‖
L
d+2
2
t,x
.
By definition, and using that for p ≥ 2, and χ ∈ Lp′ , ‖χˆ‖Lp ≤ ‖χ‖Lp′ , we have
‖(1 − (1 − L1)−1)V‖
L
d+2
2
t,x
≤ ‖ wˆ(ξ)m f (τ, ξ)
1 − wˆ(ξ)m f (τ, ξ)
Ft,xV‖
L
d+2
d (R1+d)
.
Using that 1 − wˆ(ξ)m f (τ, ξ) is bounded from bellow we get
‖(1 − (1 − L1)−1)V‖
L
d+2
2
t,x
. ‖wˆ(ξ)m f (τ, ξ)‖
L
2 d+2
d−2 (R1+d)
‖Ft,xV‖L2(R1+d)
and we conclude as previously. This shows the continuity of (1 − L1)−1 from ΘV into L
d+2
2
t,x . Hence
it remains to prove (22). We compute for |ξ| > 1 and τ , 0, doing the change of variables t ← t|ξ| :
m f (τ, ξ) = −2
∫ +∞
0
e−iτt sin(|ξ|2t)h(2ξt)dt = − 2|ξ|
∫ +∞
0
e
−i τ|ξ| t sin(|ξ|t)h
(
2
ξ
|ξ| t
)
dt.
We write 1|ξ|e
−i τ|ξ| t = iτ−1∂te
−i τ|ξ| t to get
m f (τ, ξ) = −2i
τ
∫ +∞
0
∂t
(
e
−i τ|ξ| t
)
sin(|ξ|t)h
(
2
ξ
|ξ| t
)
dt
and we integrate by parts to get
m f (τ, ξ) =
2i
τ
(
|ξ|
∫ +∞
0
e
−i τ|ξ| t cos(|ξ|t)h
(
2
ξ
|ξ| t
)
dt + 2
∫ +∞
0
e
−i τ|ξ| t sin(|ξ|t) ξ|ξ| .∇h
(
2
ξ
|ξ| t
)
dt
)
Finally, we use the fact that h is radially symmetric and the integrability assumptions to get
m f (τ, ξ) .
1 + |ξ|
|τ|
Since m f is uniformly bounded from Proposition 5.7, one deduces that |m f (τ, ξ)| . (1 + |ξ|)(1 +
|τ|)−1. Therefore one concludes that:∫
R1+d
|wˆ(ξ)m f (τ, ξ)|2
d+2
d−2 dτdξ .
∫
R1+d
(1 + |ξ|)2 d+2d−2 |wˆ|2 d+2d−2 (ξ) 1
(1 + |τ|)2 d+2d−2
dξdτ
and since 1
(1+|τ|)2 d+2d−2
is integrable, we have
∫
R1+d
|wˆ(ξ)m f (τ, ξ)|2
d+2
d−2 . ‖(1 + |ξ|)wˆ‖
L
2 d+2
d−2 (Rd)
< +∞.

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6. The remaining quadratic term
We have already dealt with the quadratic terms E(|Z|2) and WV(Z) in Propositions 4.1 and 4.3
respectively, it remains to prove assumption 5 in Proposition 3.1. In what follows, we assume
d ≥ 4, it is the only part of the paper that does not work in dimension 3.
Proposition 6.1. There exists C > 0 such that for all (Z,V) ∈ Θ,
‖2ReE(Y¯WV (Z))‖ΘV ≤ C‖V‖ΘV ‖Z‖ΘZ .
Proof. The proof relies on a duality argument. We first prove the L2B
−1/2,0
2
estimate. Let U ∈
L2, B1/2,0
2
. We write U = U1 + U2 with
U1 =
∑
j<0
U j and U2 =
∑
j≥0
U j
where we use the Littlewood-Paley decomposition of U. We have, integrating by parts:
〈U1,E(Y¯WV (Z))〉 = E
(
〈
∫ ∞
s
S (s − t)U1(t)Y(t)dt, (w ∗ V)Z〉
)
.
This yields
〈U1,E(Y¯WV (Z))〉 ≤
∥∥∥
∫ ∞
s
S η(s − t)U1(t)Y(t)dt
∥∥∥
L
q1
t,x ,L
2
ω
‖(w ∗ V)Z‖
L
q′
1
t,x ,L
2
ω
.
with q1 = d + 2. We apply Lemma 5.4 with σ1 = s =
d
2
− 1:
∥∥∥
∫ ∞
s
S (s − t)U1(t)Y(t)dt
∥∥∥
L
q1
t,x ,L
2
ω
≤ ‖U1‖
L2t ,B
σ1− 12 ,σ1
2
and since U1 contains only the low frequencies and s1 − 12 ≥ 12 , we get∥∥∥
∫ ∞
s
S (s − t)U1(t)Y(t)dt
∥∥∥
L
q1
t,x ,L
2
ω
≤ ‖U‖
L2t ,B
1
2
,0
2
.
By Ho¨lder inequality, since q1 = d + 2, we get
‖(w ∗ V)Z‖
L
q′
1
t,x ,L
2
ω
≤ ‖w ∗ V‖L2t ,L2x‖Z‖Lpt ,Lpx ,L2ω .
The estimates above imply for the low frequency part:∣∣∣〈U1,E(Y¯WV (Z))〉∣∣∣ . ‖U‖B1/2,0
2
‖V‖ΘV ‖Z‖ΘZ . (23)
We now deal with high frequencies. We have
∣∣∣〈U2,E(Y¯WV (Z))〉∣∣∣ = E(〈
∫ ∞
s
S (s − t)U2(t)Y(t)dt, (w ∗ V)Z〉
)
.
We get by Ho¨lder inequality
∣∣∣〈U2,E(Y¯WV(Z))〉∣∣∣ ≤ ∥∥∥
∫ ∞
s
S (s − t)U2(t)Y(t)dt
∥∥∥
L
p
t ,L
p
x ,L
2
ω
‖V‖
L
(d+2)/2
t ,L
(d+2)/2
x
‖Z‖Lpt ,Lpx ,L2ω .
From the above estimate we get the control for the high frequency part, by applying lemma 5.4
with σ1 = 0,∣∣∣〈U2,E(Y¯WV(Z))〉∣∣∣ . ‖U2‖B−1/2,0
2
‖V‖ΘV ‖Z‖Lpt ,Lpx ,L2ω . ‖U‖B1/2,02 ‖V‖ΘV ‖Z‖Lpt ,Lpx ,L2ω (24)
where we used the fact that U2 contains only high frequencies. Combining (23) and (24) gives
‖E(Y¯WV(Z))‖L2t ,B−1/2,02 ≤ C( f ,w)‖V‖ΘV ‖Z‖ΘZ . (25)
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It remains to prove that E(Y¯WV (Z)) belongs to L
(d+2)/2
t , L
(d+2)/2
x . Note that E(Y¯WV (Z)) belongs to
L
p2
t , L
q2
x if p2 > 2, q2 ≥ 2 and
d
2
− s2 :=
2
p2
+
d
q2
∈ [d
2
− s, d
2
].
This is due to the fact that Y ∈ L∞x , L2ω and by Strichartz inequalities
‖WV (Z)‖Lp2t ,Lq2x ,L2ω . ‖V‖L(d+2)/2t,x ‖Z‖Lpt ,W s2 ,p ,L2ω . ‖V‖ΘV ‖Z‖ΘZ
and that s2 ∈ [0, s]. We recall that by definition d2 − s = 1. We have
4
d + 2
+
2d
d + 2
= 2 ∈ [1, d
2
],
thus E(Y¯WV(Z)) belongs to L
(d+2)/2
t , L
(d+2)/2
x with:
‖E(Y¯WV (Z))‖
L
d+2
2
t,x
. ‖V‖ΘV ‖Z‖ΘZ . (26)
Gathering (25) and (26) one obtains the desired continuity estimate
‖E(Y¯WV(Z))‖ΘV ≤ C( f ,w)‖V‖ΘV ‖Z‖ΘZ .

7. A space for the initial datum
One has the following compatibility result between the space for the perturbation at initial time,
and the leading order term for the solution and the potential as given in (9). Here, we prove
assumption 2 in Proposition 3.1 for dimension higher than 4 but the proof can be adapted to
dimension 3.
Lemma 7.1. There exists a universal constant C > 0 such that for all Z0 ∈ L2ω,Hd/2−1 ∩
L
2d/(d+2)
x , L
2
ω, one has CZ0 ∈ ΘZ × ΘV with
‖CZ0‖ΘZ×ΘV ≤ C
(
‖Z0‖
L2ω,H
d
2
−1 + ‖Z0‖
L
2d
d+2
x ,L
2
ω
)
. (27)
Proof. We have that S (t)Z0 belongs to ΘZ because of Strichartz estimates and that Z0 ∈ L2ω,Hs.
Recall the definition ofΘV , (12). The control of the space-time Lebesgue norm of 2ReE(Y¯S (t)Z0)
uses standard Strichartz estimates, while the control on its Besov-type norm involves some extra
dispersion in the interaction with Y .
We start with the space-time Lebesgue norm. Since Y belongs to L∞x , L2ω we get by Cauchy-
Schwarz:
‖E(Y¯S (t)Z0)‖
L
d+2
2
t,x
. ‖S (t)Z0‖
L
d+2
2
t,x ,L
2
ω
.
We recall that
4
d + 2
+
2d
d + 2
= 2 ∈ [1, d
2
],
hence by Strichartz estimates, we obtain the first continuity estimate:
‖E(Y¯S (t)Z0)‖
L
d+2
2
t,x
. ‖Z0‖L2ω,Hsx . (28)
For the Besov norm, by duality one has:
‖E(Y¯S (t)Z0)‖
L2t ,B
− 1
2
,0
2
= sup
1=‖U‖
L2t ,B
1/2,0
2
∣∣∣∣∣∣
∫
t,x,ω
S (−t)(Y¯U)Z0
∣∣∣∣∣∣ .
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We write U = U1 +U2 where U1 = P|ξ|≤1U. For the low frequency part we apply Lemma 5.4 with
p1 = +∞, q1 = 2d/(d − 2) and σ1 = 1:
‖
∫
t
S (−t)(Y¯U1)‖
L
2d
d−2
x ,L
2
ω
. ‖U1‖
L2t ,B
1
2
,1
2
. ‖U‖
L2t ,B
1
2
,0
2
.
For the high frequency part, we apply Lemma 5.4 with p1 = +∞, q1 = 2 and σ1 = 0:
‖
∫
t
S (−t)(Y¯U2)‖L2x ,L2ω . ‖U2‖
L2t ,B
− 1
2
,0
2
. ‖U‖
L2t ,B
1
2
,0
2
.
Therefore, one has that
∫
t
S (−t)(Y¯U) ∈ L2d/(d−2)x , L2ω + L2x, L2ω (endowed with the canonical norm
for sums of Banach spaces) with:
‖
∫
t
S (−t)(Y¯U)‖
L
2d/(d−2)
x ,L
2
ω+L
2
x ,L
2
ω
. ‖U‖
L2t ,B
1
2
,0
2
.
Hence, by duality: ∣∣∣∣∣∣
∫
t,x,ω
S (−t)(Y¯U)Z0
∣∣∣∣∣∣ . ‖U‖L2t ,B 12 ,02
(
‖Z0‖
L
2d
d+2
x ,L
2
ω
+ ‖Z0‖L2x,L2ω
)
Therefore, by duality one obtains the second estimate:
‖E(Y¯S (t)Z0)‖
L2t ,B
− 1
2
,0
2
. ‖Z0‖
L
2d
d+2
x ,L
2
ω
+ ‖Z0‖L2x,L2ω . (29)
The bounds (28) and (29) then imply the continuity estimate:
‖E(Y¯S (t)Z0)‖ΘV . ‖Z0‖
H
d
2
−1
,L2ω
+ ‖Z0‖
L
2d
d+2
x ,L
2
ω
.
The identity (9), the above bound and (13) yield the desired result (27).

8. Proof of Theorem 1.1
We recall that the proof of Theorem 1.1 relies on finding a solution to the fixed point equation
(7) for the perturbation Z and the induced potential V . According to (8), the fixed point equation
can be written in the form: (
Z
V
)
= (Id − L)−1
(
CZ0 + Q
(
Z
V
))
.
This is now a standard routine to solve the above equation thanks to the various estimates derived
previously. To solve the above equation, one defines Φ[Z0](Z,V) as the mapping
Φ[Z0] : ΘZ × ΘV → ΘZ × ΘV(
Z
V
)
7→ (Id − L)−1
(
CZ0 + Q
(
Z
V
))
.
Let us denote by Θ0 = L
2
ωH
d/2−1∩L2d/(d+2)x L2ω the space for the initial datum with associated norm
‖ · ‖Θ0 . We claim that for Z0 small enough, the mapping Φ[Z0] is a contraction on B(0,C‖Z0‖Θ0 ).
Indeed, the identity (14) and the continuity results of Propositions 5.1, 5.8 and 5.7 give that:
(Id − L)−1 =
(
1 L2(1 − L1)−1
0 (1 − L1)−1
)
∈ L(ΘZ × ΘV ).
Hence, for the leading order part, from this and the bound (27) for CZ0 one obtains:
‖ (Id − L)−1 (CZ0) ‖ΘZ×ΘV . ‖Z0‖Θ0 .
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For the quadratic part, recall (11). In particular, one has
Q(Z,V) =
(
0
E(|Z|2)
)
+ Q1(Z,V)
where Q1 is bilinear. From Propositions 4.1, 4.3 and 6.1, if (Z,V) ∈ B(0,C‖Z0‖Θ0) then:
‖Q(Z,V)‖ΘZ×ΘV ≤ C‖(Z,V)‖2ΘZ×ΘV ≤ C‖Z0‖2Θ0
and, due to bilinearity:
‖Q(Z,V) − Q(Z′,V ′)‖ΘZ×ΘV ≤ C
(
‖(Z,V)‖ΘZ×ΘV + ‖(Z′,V ′)‖ΘZ×ΘV
)
‖(Z − Z′,V − V ′)‖ΘZ×ΘV
≤ C‖Z0‖Θ0‖(Z − Z′,V − V ′)‖ΘZ×ΘV .
From the above estimates, on gets that Φ[Z0] is indeed a contraction on B(0,C‖Z0‖Θ0 ) for some
universal C if ‖Z0‖Θ0 is small enough. Applying Banach’s fixed point theorem yields the existence
and uniqueness of a solution to (7) in B(0,C‖Z0‖Θ0 ). To prove the scattering result, one rewrites
(6) as:
Z(t) = S (t)
(
Z0 − i
∫ +∞
0
S (−s)(w ∗ V(s))Z(s)ds − i
∫ +∞
0
S (−s)(w ∗ V(s))Y(s)ds
)
+i
∫ +∞
t
S (t − s)(w ∗ V(s))Z(s)ds + i
∫ +∞
t
S (−s)(w ∗ V(s))Y(s)ds.
Applying Proposition 4.3, one obtains that
∫ +∞
0
S (−s)(w ∗ V(s))Z(s)ds ∈ L2ωHd/2−1 and that:
‖
∫ +∞
t
S (t − s)(w ∗ V(s))Z(s)ds‖L2ωHd/2−1 . ‖Z(s)1s≥t‖ΘZ ‖V(s)1s≥t‖ΘV → 0
as t → +∞. Similarly, from Proposition 5.1 one has that
∫ +∞
0
S (−s)(w ∗V(s))Y(s)ds ∈ Hd/2−1 and
that
‖
∫ +∞
t
S (−s)(w ∗ V(s))Y(s)ds‖L2ωHd/2−1 . ‖ΘZ ‖V(s)1s≥t‖ΘV → 0
as t → +∞. Therefore, on has indeed that there exists Z∞ ∈ Hd/2−1L2ω such that, as t → +∞:
Z(t) = S (t)Z+∞ + oHd/2−1L2ω(1).
This ends the proof of Theorem 1.1.
9. Example of instability for a rough partition function
We study here the linearisation of the dynamics near the superposition of two waves which are
orthogonal in probability and propagate in opposite directions. This corresponds to an equilibrium
of the form (4) with a rough partition function f . Even in the defocusing case, the form of f is
involved to ensure linear stability. Indeed, we will prove linear instability for the present example.
Consider a potential w satisfying, without loss of generality if the equation is defocusing,
∫
Rd
w =
1, a mass m ≥ 0 and a frequency ξ ∈ Rd. Let two functions in probability gi : Ω → C for i = 1, 2,
with
∫
Ω
|gi|2(ω)dω = 1/2 and
∫
Ω
g¯1(ω)g2(ω)dω = 0. The following function is a solution of (1):
Y[m, k](ω, t, x) :=
√
me−i(|ξ|
2+m)t
(
g1(ω)e
iξ.x + g2(ω)e
−iξ.x) ,
which is not stationary, but is at equilibrium. We study a perturbation under the form X = Y + Z
and decompose:
Z(ω, t, x) := g1(ω)e
i(ξ.x−(|ξ|2+m)t)ε1(x, t) + g2(ω)ei(−ξ.x−(|ξ
2 |+m)t)ε2(x, t) + ε3(ω, t, x),
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where for almost all t, x ∈ I×Rd, one has
∫
Ω
ε3(ω, t, x)gi(ω)dω = 0 for i = 1, 2. At the linear level,
ε1 and ε2 do not interact with ε3 and their evolution equation is:
(
∂tε1
∂tε2
)
=
(
i∆ε1 − 2ξ.∇ε1 − im (w ∗ Re(ε1) + w ∗ Re(ε2))
i∆ε2 + 2ξ.∇ε2 − im (w ∗ Re(ε1) + w ∗ Re(ε2))
)
+
−ie−i(ξ.x−(|ξ|
2+m)t)
E (g¯1NL)
−ie(ξ.x+(|ξ|2+m)t)E (g¯2NL)
 ,
where the nonlinear term is NL := 2(w ∗ Re(E(Y¯Z)))Z + (w ∗ E(|Z|2))(Y + Z). We now focus
on the linearised operator for (ε1, ε2). We decompose between real and imaginary parts, writing
u1 = Reε1, u2 = Im ε1, u3 = Reε2 and u2 = Im ε2. One has the identity
(
i∆ε1 − 2ξ.∇ε1 − im (w ∗ Re(ε1) + w ∗ Re(ε2))
i∆ε2 + 2ξ.∇ε2 − im (w ∗ Re(ε1) + w ∗ Re(ε2))
)
=
(−∆u2 − 2ξ.∇u1 + i(∆u1 − 2ξ.∇u2 − mw ∗ u1 − mw ∗ u3)
−∆u4 + 2ξ.∇u3 + i(∆u3 + 2ξ.∇u4 − mw ∗ u1 − mw ∗ u3)
)
.
Consequently the linear coupled dynamics for ε1 and ε2 can be written as the following system:
∂t

u1
u2
u3
u4
 = A

u1
u2
u3
u4
 , A :=

−2ξ.∇ −∆ 0 0
∆ − mw∗ −2ξ.∇ −mw∗ 0
0 0 2ξ.∇ −∆
−mw∗ 0 ∆ − mw∗ 2ξ.∇
 . (30)
Note that A is a matrix of Fourier multipliers. We now study its spectrum. In the particular case
m = 0, we retrieve for A the block diagonal form
A :=

−2ξ.∇ −∆ 0 0
∆ −2ξ.∇ 0 0
0 0 2ξ.∇ −∆
0 0 ∆ 2ξ.∇
 .
Each of the two matrix operators only have imaginary spectrum, and correspond to a linear
Schro¨dinger equation in a moving frame. In the particular case ξ = 0, A and its symbol are
given by:
A :=

0 −∆ 0 0
∆ − mw∗ 0 −mw∗ 0
0 0 0 −∆
−mw∗ 0 ∆ − mw∗ 0
 , mA(k) =

0 |k|2 0 0
−|k|2 − mwˆ(k) 0 −mwˆ(k) 0
0 0 0 |k|2
−mwˆ(k) 0 −|k|2 − mwˆ(k) 0
 .
The eigenvalues of mA are by a direct check λ±,± = ±
√
−|k|4 − (1 ± 1)m|k|2wˆ(k) ∈ iR in the
defocusing case wˆ ≥ 0. This linear operator is similar to the one arising in the linearisation of the
Gross-Pitaevskii equation near the trivial state, and has thus in the defocusing case only imaginary
spectrum. The situation is more involved when ξ , 0 and m , 0. In the case of a Dirac potential
one has the following instability result, whose proof can be extended to include other additional
potentials.
Lemma 9.1. Let wˆ = 1, m > 0 and ξ , 0. Then the Fourier multiplier of the differential matrix
A given by (30) possesses positive and negative eigenvalues in the vicinity of the frequency k =
ξ
√
4 −min(2,m/|ξ|2).
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Proof. We compute the characteristic polynomial of A, using the notations a = 2ξ.∇, b = −∆ and
c = mw∗ to ease computations:
PA(X) := det(XId − A) = det


X + 2ξ.∇ ∆ 0 0
−∆ + mw∗ X + 2ξ.∇ mw∗ 0
0 0 X − 2ξ.∇ ∆
mw∗ 0 −∆ + mw∗ X − 2ξ.∇


= X4 + 2((b + c)b − a2)X2 + ((b + c)b + a2)2 − b2c2.
We set Y = X2 and compute the discriminant:
4D2 = (2(b + c)b − a2)2 − 4
(
((b + c)b + a2)2 − b2c2
)
= 4b
(
bc2 − 4(b + c)a2
)
.
Therefore the roots in Y of the above polynomial are:
Y± := a2 − (b + c)b ± D = 4(ξ.∇)2 + (−∆ + mw∗)∆ ±
√
−∆ (−∆(mw∗)2 − 16(−∆ + mw∗)(ξ.∇)2)
and the roots in X are:
X±,± = ±
√
Y±.
If Y+ or Y− has some positive spectrum, then at least one of the X±,± has some positive and
negative spectrum which signals a linear instability. For r > 0, the symbol associated to Y+
evaluated at rξ is:
−4r2|ξ|4 − r4|ξ|4 − m|ξ|2r2 +
√
r2|ξ|2 (r2|ξ|2m2 + 16(r2|ξ|2 + m)|ξ|4r2)
= |ξ|2r2
(
−4|ξ|2 − r2|ξ|2 − m +
√
m2 + 16r2 |ξ|4 + 16m|ξ|2
)
.
The above quantity is positive when the following polynomial
(
4|ξ|2 + r2|ξ|2 + m
)
−
(
m2 + 16r2|ξ|4 + 16m|ξ|2
)
= |ξ|4(r2 − 4)
(
r2 − 4 + 2 m|ξ|2
)
is negative. Therefore, at the frequency k = ξ
√
4 −min(2,m/|ξ|2), the Fourier multiplier of A has
a positive and a negative eigenvalue.

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