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Abstract. In this article we address some issues related to the initial value problems for a
rotating shallow water hyperbolic system of equations and the diffusive regularization of this system.
For initial data close to the solution at rest, we establish the local existence and the uniqueness of
a solution to the hyperbolic system, as well as the global existence of a solution to the regularized
system. In order to prove this, we use suitable variables that symmetrize the system.
1. Introduction. The present work is devoted to the study of the initial value
problem for one-dimensional shallow water equations with Coriolis force, also called
rotating shallow water (RSW) equations. The RSW equations are used in oceanogra-
phy and meteorology to model geophysical motions at large scale where the Coriolis
force due to the Earth rotation plays a fundamental role. These equations are given
in conservative form by
(1.1)








+ (huv)y = fhv,








In this article we are interested in the one-directional reduction of these equations
that reads,
(1.2)









(hv)t + (huv)x = −fhu,
where h denotes the fluid height, u the horizontal velocity, and v the transverse one.
The fluid at rest solution of these equations reads h = h̄ and u = v = 0. The Coriolis
force f which depends on x is such that f, f ′ and f ′′ are in L∞(R). The gravity g is
constant. These equations are supplemented with initial data h0, u0, v0.
A large literature is devoted to the numerical aspects of shallow water equations.
We can mention the important work [1] that introduces well-balanced schemes based
on hydrostatic reconstruction for shallow water equations with topography. For works
specifically dedicated to RSW equations, we refer to [2] which describes numerical
schemes for the 1D system, or more recently to [7] for the 2D system. Furthermore,
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model derivation and physical aspects can be found in [10]. However, not so much
has been done about the theoretical study of RSW equation. Then, we address in the
present article the initial value problem.
In the following we assume that h0−h̄, u0, v0 belong to (H2(R))3 and that h0(x) ≥
h > 0 where h is a constant. Our main result reads as follows
Theorem 1.1. Assume h0− h̄, u0, v0 are in H2(R) and h0 ≥ h > 0. There exists
a unique classical solution (h − h̄, u, v)T in C([0, T0];H2(R)3) of the system (1.2),
where T0 depends on the initial data as T0 ≃ ‖(h0 − h̄, u0, v0)T ‖−1H2(R)3 ; moreover h
remains positive.
The proof relies on a suitable change of unknowns in the equations and on a suitable
diffusive approximation (depending on a small parameter ε) of the new system of
equations.
We can easily adapt this proof for RSW equations with non constant topography
z in H3(R). These equations read
(1.3)








= fhv − ghzx,
(hv)t + (huv)x = −fhu.
We do not detail it here for the sake of conciseness.
The second main result of this article states that the solution of the regularized
diffusive approximation are global in time if the initial data is close enough to the
fluid at rest solution.
The paper is organized as follows. Section 2 is devoted to the proof of the main
theorem. We first introduce the change of variable and the diffusive approximation.
We then prove the local well-posedeness for this regularized system, and then pass to
the limit when ε goes to 0. In the following section, we prove for ε > 0 fixed a global
existence result. The last section validates the change of variable since the condition
h > 0 holds true.
We complete this introduction with some notations. If Hm(R) is the classical
Sobolev space whose scalar elements and their first m derivatives are in L2, then
H
m(R) = Hm(R)3. For m = 0 we write respectively L2(R) and L2(R). We also
denote L∞(R)3 by L∞(R).
2. Proof of Theorem 1.1.
2.1. Introducing new variables and diffusive approximation. As long as
h > 0, instead of the unknowns (h, hu, hv) in (1.2), we rather use the unknowns
λ := 2
√
gh, u, v. We set λ̄ = 2
√
gh̄. Then system (1.2) yields
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This change of variable turns the nonlinear part of the equations into a sym-
metrizable non-linearity, that is more suitable for the computations with an hyper-
bolic system (see [5] and the references therein). The price to pay is to check that h
remains positive along the process. This will be addressed in Section 4. There are
other possible methods to symmetrize the system. For example we can multiply the
system (1.2) by the entropy derivative, see [5].
We now introduce a regularized version of (2.1) adding a diffusive term in the
right hand side as follows
(2.2) (V − E)t + S(V )(V − E)x + F × (V − E) = ε(V − E)xx.
with ε > 0. We now address the initial value problem for this regularized system.
2.2. Solving the regularized equation. In this section, we prove existence
and uniqueness of a solution to (2.2).
Proposition 2.1. For ε > 0 fixed, there exists T0 h C||V (0) − E||−2H2 such that
equation (2.2) has a unique solution V in C([0, T0];E +H
2(R)).
Proof. We first solve the equation applying a fixed point theorem on a short
interval of time Tε(0) h Cεmin(1, ||V (0) − E||−2H2 ). We then iterate this process to










that is a norm on E +H2(R).
2.2.1. A fixed point theorem. Consider first the linear evolution equation
(2.3) Wt = εWxx,
supplemented with initial data in L2(R). Set W (t) = W(t)W (0) for this heat flow.
We recall the following standard result.







Proof. For a L2 scalar function ϕ we have
∫
R









Then the result follows.
We now seek a mild solution to (2.2). We perform a fixed point argument in
C([0, T ];H2(R)) to the operator T that maps V − E to
(2.4) W(t)(V (0)− E)−
∫ t
0
W(t− s) (S(V )(V − E)x + F × (V − E)) ds.
4
Using Lemma 2.2, we have






2eε(t− s) (||S(V )(V − E)x||H1 + ||F × (V − E)||H1 ) ds.
Since H1(R) is a Banach algebra we have








||F × (V − E)||H1 ≤ c(||f ||L∞ , ||f ′||L∞)||V − E||H1 .
Therefore for ||V (0)− E||H2 ≤ R2 we have that
(2.6) ||T (V − E)(t)||H2 ≤
R
2













+ ||V − E||H2
)
.
Therefore for T small enough depending on R, f , f ′ and ε, T maps the ball of radius
R in C([0, T ];H2) into itself. Since the map (V,W ) 7→ S(V )W is bilinear, to prove
that T is a contraction if T is small enough is similar and then omitted for the sake
of conciseness. Thus we can apply a fix point theorem.
2.2.2. A priori estimate. We prove a priori bound for the solution of Proposi-
tion 2.1.
Consider the scalar product of (2.2) with V − E. This leads to, with |V | being the
R












(V − E).S(V − E)xdx.




(V − E).S(V − E)xdx =
∫
R
(V − E).Sx(V − E)dx.












Then, setting |||Sx||| = sup
x∈R
||Sx||L(R3) we have
(2.9) |||Sx||| ≤ ||Vx||L∞(R).
This comes from the fact that


















































Introduce now the stopping time
τ = inf{t > 0; ||V (t)− E||H2 > 2||V (0)− E||H2 = 2M0}.
For T ≤ τ we set σ(T, Vx) = sup[0,T ] ||Vx||L∞(R). Then we have, integrating (2.12),
that for t ≤ T
(2.13) ||V (t)− E||2
L2
≤ ||V (0)− E||2
L2

























To begin with, we handle the last two terms in the right hand side of (2.14). Using
the following interpolation inequality



















Then by Young’s inequality, these last two terms are bounded by
(||f ′′||L∞ + 3
√
3||f ′||L∞)(||V − E||2L2 + ||Vxx||2L2).


























































(||f ′′||L∞ + 3
√
3||f ′||L∞)(||V − E||2L2 + ||Vxx||2L2).
Combining this inequality with (2.13), we have that for t ≤ T this leads to
(2.17) N(t)2 ≤ N(0)2 + T
(
6σ(T, Vx) + 3
√





Therefore for t ≤ T , assuming 2T
(
6σ(T, Vx) + 3
√
3||f ′||L∞ + ||f ′′||L∞
)
≤ 1 we have
||V (t) − E||H2 ≤ 2||V (0) − E||H2 . Therefore τ such that 24τ ||Vx||L∞(R) ≤ 1 and
4τ(3
√
3||f ′||L∞ + ||f ′′||L∞) ≤ 1 provides a lower bound for the maximum time of
existence. This completes the proof of Proposition 2.1.
2.3. Passing to the limit ε → 0. Here we denote by V ε the solution of the
regularized problem. We have proved local existence until a time T independent of
ε for any ε > 0 fixed. We first prove the sequence (V ε)ε>0 is a Cauchy sequence in
L
2(R), and then establish the H2-regularity for the limit V of V ε.
Proposition 2.3. The sequence V ε − E converges towards V − E that is the
unique solution in C([0, T0];H
2(R)) of (2.1).
Proof. We first prove
Lemma 2.4. Consider T0 the existence time of the solution that depends on the
initial data but that is independent of ε. Then V ε − E converges in C([0, T0];L2(R))
to a limit V − E.
Proof. Consider for 0 < η < ε two solution V ε and V η. Then the difference
W = V ε − V η is solution to
(2.18) Wt + S(V
ε)Wx + (S(V
ε)− S(V η))V ηx + F ×W = (ε− η)V ηxx + εWxx.















W.(S(V ε)− S(V η))V ηx dx.
On the one hand since the map V 7→ S(V ) is Lipschitzian from R3 into L(R3) we have






W.(S(V ε)− S(V η))V ηx dx
∣
∣
∣ ≤ C||W ||2L2 .(2.20)
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On the other hand using that the matrix S is symmetric and that V ε is bounded




















∣ ≤ C||W ||2L2 .(2.21)




||W ||L2 ≤ Cε+ C||W ||L2 .
Therefore by the Gronwall lemma ||W (t)||L2(R) ≤ C(T0, V0)ε and V ε is a Cauchy
sequence in C([0, T0];L
2(R)).
We now use the classical lemma
Lemma 2.5. Consider a sequence wε that is bounded in C([0, T0];H
2(R)) and
that converges towards w in C([0, T0];L
2(R)). Then wε converges towards w in
C([0, T0];H
s(R)) for s < 2, in L∞([0, T0];H2(R)) weakly star, and the limit w is
weakly continuous with values in H2(R).
Proof. Since the sequence wε is bounded in L
∞([0, T0];H2(R)) then by Banach-
Alaoglu-Bourbaki theorem [3] wε converges in L
∞([0, T0];H2(R)) weakly star to a
function that is necessarily w. Then by interpolation
||w − wε||Hs ≤ ||w − wε||2−sL2 ||w − wε||sH2 ,
and we have the convergence in Hs(R). Since w belongs to C([0, T0];L
2(R)) ∩
L∞([0, T0];H2(R)) then by Strauss Lemma [9] w is weakly continuous with values
in H2(R).
By interpolation estimate we deduce that V ε converge towards V in space
E+C([0, T0];H
s(R)) for any s < 2. Therefore we can pass to the limit in the equation
and V is solution to (2.1). Moreover the solution to this equation is unique. Indeed,
we consider two solutions of (2.1) V 1 and V 2. With similar arguments, the difference
W = V 1 − V 2 satisfies
d
dt
||W ||L2 ≤ C||W ||L2 ,
which leads to
||W ||L2 ≤ 0,
i.e uniqueness of the solution in E + C([0, T0];H
s(R)) for any s < 2.
It remains to prove that V belongs to E+C(0, T0;H
2(R)). We just have to prove
that the function t 7→ ||Vxx(t)||2L2 is continuous. Since Vxx is weakly continuous with
values in L2(R) then the final result comes promptly. Using that (2.16) is valid for















This completes the proof of the Theorem.
3. Global existence for small initial data. The following statement asserts
that if the initial data is close enough to the fluid at rest solution, then the solution
of the regularized system (2.2) exists forever.
8
Theorem 3.1. Fix ε > 0. Assume V (0)−E be in H2(R). Assume that ||f ′||L∞ <
+∞. There exists δ small enough (depending on ε and on ||f ′||L∞) such that if
‖V (0)− E‖H1 ≤ δ then the solution lasts forever.
Remark 3.2. We do not expect the result to be true in the case ε = 0 since the
solution of this hyperbolic system may develop shocks [8].
The rest of the section is devoted to the proof of this theorem. To begin with,
we observe that it is enough to prove an H1 bound for the solution, since the H2
regularity propagates along the flow of the solutions. The first step in the proof is
then a entropy-flux pair argument.
3.1. Introducing an entropy-flux pair. We claim that the functions
(3.1) η(V ) =
λ2
8








(3.2) G(V ) =
λ2u
8







defines an entropy-flux pair for the solution of the hyperbolic system. Actually if V
is a smooth solution of equation (2.1) then
∂tη(V ) + ∂xG(V ) = 0.
For the solution of the regularized equation, the dissipation plays an important











′′(V )Vxdx = 0,


























and satisfies η′′(E) = λ̄
2
4 I3, i.e. a constant times the identity matrix.
Lemma 3.3. Assume ||V (0)− E||H1 ≤ δ. Introduce
Tδ = inf{t > 0;max(||V (t)− E||L2 , ||Vx(t)||L2 >
√
δ}.
For δ small enough and satisfying
√
δ ≤ λ̄2 , and t ∈ [0, Tδ] we have that by continuity
• η′′(V ) ≥ λ̄28 I3.
• ||λ− λ̄||L∞ <
√
δ ( and then λ̄2 ≤ λ ≤ 32 λ̄ ).
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We summarize this as






We infer from this inequality that for δ small enough, we have ||V (t) − E||L2(R) ≤
3δ ≤
√
δ forever, at least as long as ||Vx(t)||L2(R) satisfies the same inequality.
3.2. Seeking an estimate for Vx. In the first step we use that the solution
remains close to the rest solution in L∞(R). To prove that this is true requires an L2
estimate on Vx.












+ 6δ ‖f ′‖∞‖Vx(t)‖L2 .





||Vx||2L2 + ε||Vxx||2L2 =
∫
R




On the one hand since S(V ) is symmetric
∫
R


































On the other hand,
∫
R
Vxx.F × (V − E) = −
∫
R




Vxx.F × (V − E) ≤ ||f ′||∞||V − E||L2 ||Vx||L2 ≤ 3δ||f ′||∞||Vx||L2 ,
and the proof of lemma 3.4 is achieved.
10























3 + 9δ ‖f ′‖∞
)
‖Vx(t)‖2L2 .
















Choosing δ small enough depending on ε such that the right hand side of this inequality
is bounded by above by (
√
δ)3 provides that the L2 bound on Vx is valid forever.
Therefore the solution exists for any time.
4. Link between solutions of (1.2) and (2.1). To complete the proof of the-




Proposition 4.1. Consider the solution to the limit problem (1.2) defined on
[0, T0]. Then there exists a constant α that depends on the initial data such that
0 < α ≤ h(t, x) ≤ 1
α
.
Proof. From the single equation
(4.1) ht + (hu)x = 0,
multiplying by sgnh we infer that




(|h(t, x)| − h(t, x))dx =
∫
R
(|h0(x)| − h0(x))dx = 0. Introduce now
T = inf{t ∈ (0,+∞); ∃ x;h(t, x) ≤ 0}.
We prove below that T ≥ T0. Since h0 > 0, then for t ∈ (0, T ) the function h is
positive. Introduce then lnh. If T < T0 then lnh blows up in L
∞. We infer from
(4.1) that for t < min(T, T0) then
(4.3) [ln(h)]t + u[ln(h)]x + ux = 0.




















|| ln(h)||H1 ≤ ||ux||L∞ || ln(h)||H1 + 2||ux||H1 .
Integrating in time leads to a H1-bound on lnh, and then lnh remains bounded in
L∞. Then T ≥ T0.
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Indeed, the following proposition ensures the H2(R) regularity is shared by both
variables since we assumed that h ≥ h > 0.
Proposition 4.2. If 0 < α ≤ h ≤ 1α . Then h− h̄ belongs to L2(R) if and only if√
h−
√
h̄ belongs to L2(R). If 0 < α ≤ h, then h− h̄ belongs to Hm(R) if and only if√
h−
√
h̄ belongs to Hm(R) for m = 1, 2.














h̄| ≤ |h− h̄|√
h̄
,
and in an other hand









which proves the equivalence.











h belongs to H1(R) ⊂ L∞(R) we have that h is bounded in L∞(R). The
the case m = 0 applies. Then
√
h is bounded from below and from above and we infer


















Since h is bounded from below and from above we have that (
√
h)xx belongs to
L2(R) if and only if hxx − (hx)
2
2h belongs to L
2(R). Due to the embedding H1(R) ⊂
L4(R) we then have that h ∈ H2(R) implies that hxx − (hx)
2
2h belongs to L
2(R).





































































and the proof is completed.
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5. Conclusion. In this work, we have studied the initial value problem for RSW
equations. To simplify the computations, we have started by symmetrizing the system.
We have used a non classical change of variable instead of the standard symmetrization
methods. We had to check that h remains positive in return. The link between initial
and symmetric systems has been established in the last section. Then we have proved
two main results.
On the first hand, we have obtained local existence and uniqueness of a solution
for the symmetric system. First step was to use a fix-point theorem to prove this
result for the regularized system. Then we established a priori estimates using the
symmetric structure of matrix S, before passing to the limit.
On an other hand we have also detailed a result of global existence for the reg-
ularized system with initial data close to the rest solution. As we said before, such
result can not pass to the limit because shocks can appear in finite time.
Weak solutions can take into account shocks, and possibly exist for any time. This
question is well understood for scalar conservation laws (see [4]), but less is known
about non linear hyperbolic systems.
A possible development to this work is to adapt the results we present here to
prove local existence and uniqueness of a solution for the 2D RSW system.
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Applications, Ellipses Paris, 1991.
[5] E. Godlewski, P-A. Raviart Numerical approximation of hyperbolic system of conservation
laws. Applied Mathematical Sciences, 118. Springer-Verlag, New-York.
[6] H-O. Kreiss and J. Lorentz, Initial Boundary Value Problems and the Navier-Stokes Equations
Pure and Applied Mathematics; 136; 1989
[7] X. Liu, A. Chertock, A. Kurganov An asymptotic preserving scheme for the two-dimensional
shallow water equations with Coriolis forces. Journal of Computational Physics; 391, 2019.
[8] A. Majda, Compressible fluid flow and systems of conservation laws in several space variables,
Applied Mathematical Sciences, 53. Springer-Verlag, New York, 1984.
[9] W. Strauss, On the continuity of functions with values in various Banach spaces, Pacific J.
Math, 19, 3, 543-555, 1966.
[10] V. Zeitlin Geophysical Fluid Dynamics. Understanding (almost) everything with Rotating
Shallow Water models. Oxford University Press, 2018.
