Abstract We performed a suite of numerical simulations based on the 1811-1812
Introduction
The bicentennial of the New Madrid seismic zone (NMSZ) earthquakes in the central United States (CUS) took place in [2011] [2012] . This milestone motivated a joint effort that used earthquake simulations to analyze different aspects of the 1811-1812 sequence with recent information and state of the art computational tools. The collaboration targeted three important aspects of these historic events (e.g., Johnston and Schweig, 1996; Hough, 2004; Calais et al., 2010; Hough and Page, 2011) : (1) the influence of 3D structures on the ground motion, (2) the potential impacts on today's population in terms of modified Mercalli intensity (MMI) estimates, and (3) the magnitude uncertainty. This collaboration was built on the experience of similar efforts performed primarily in California (e.g., Aagaard et al., 2008a,b; Bielak et al., 2010) but is unique in its approach, because it explores greater variability in the source characterizations to generate broadband synthetic calculations of the ground motion.
According to several authors (e.g., Nuttli, 1973a,b; Johnston, 1996; Hough et al., 2000; Bakun and Hopper, 2004; Hough and Page, 2011) , the three main 1811-1812 earthquakes are among the largest events that have occurred in any of the stable continental regions (SCRs) around the world, as defined by Kanter (1994) . The sequence occurred 200 years ago in a sparsely populated region that today is home to several million people. Thus, the importance of the 1811-1812 earthquake sequence bears on the scientific knowledge of intraplate seismicity that these events can provide, its large contribution to the seismic hazard in the CUS (Petersen et al., 2008) , and the need to better understand the potentially severe impacts on the built environment that a repeat of this sequence would cause today.
In this study, we examine the ground motion and its macroseismic effects using simulated earthquakes thought to be similar to those of the 1811-1812 sequence on a portion of the CUS centered on the NMSZ (Fig. 1 ). To perform this task, we employ a recently developed velocity model of the region and several approaches to generate broadband synthetic seismograms. This 3D velocity model represents a substantial enhancement of the detail and the area covered in previous velocity models of the CUS (Saikia et al., 2006; Macpherson et al., 2010) . Three independent methodologies of generating hybrid broadband synthetics are considered. The difference between approaches was encouraged to reveal the variability of the ground motion and provide mean ground motions due to different source characterization and broadband methods. This article is divided into several sections. We discuss the historic large earthquakes and ground motions from present-day earthquakes in the CUS together with historical accounts and estimated magnitudes of the 1811-1812 sequence. We then present the methodology used to define the source geometry and magnitudes of the three mainshocks of the sequence and the rupture parameters we adopted, as well as a brief description of the approaches employed to generate ground motions for two of the mainshocks. We proceed to analyze the results of the scenarios, focusing on the ground-motion variability and macroseismic effects. Finally, we discuss a preliminary estimate of the magnitude of the events based on our simulations, historical intensity reports, and two ground-motion intensity correlations.
Large Earthquakes in the CUS
Sequences of major earthquakes from the late Holocene provide a compelling reason to study the NMSZ. Geological evidence shows that several earthquake sequences with estimated magnitudes ranging from 7 to 8 took place in the region, with an average recurrence rate of about 500 years (Tuttle et al., 2002) . Direct geological evidence of large earthquakes and geophysical images of faulting exist for the NMSZ in the late Pleistocene to early Holocene, but the record is incomplete and poorly constrained earlier than approximately 4000 years ago.
Several models have been proposed to explain the occurrence of earthquakes in the CUS, but there is no scientific consensus regarding the fundamental mechanism responsible for producing them. Liu and Zoback (1997) advocated a thermal weakening of the lower crust and upper mantle, and Pollitz et al. (2001) propounded the sinking of a highly mafic body under the NMSZ within a weak lower crust. However, the presence of a weak zone is not supported by the analysis of McKenna et al. (2007) , which indicates low thermal variations in the CUS. The inferred slip rates during the Holocene on the Reelfoot fault, which are orders of magnitude higher than the average Pleistocene slip rates (Van Arsdale, 2000) , led Grollimund and Zoback (2001) to propose a substantial stress field change in and around the NMSZ due to the Laurentide ice sheet melting and thereby inducing higher strain rates. However, Calais and Stein (2009) and Calais et al. (2010) concluded that negligible regional strain around the NMSZ is observed from the analysis of Global Positioning System (GPS) data. They argue that the three, possibly four, M 7-8 New Madrid earthquake sequences prior to 1811-1812 that occurred in about A.D. 1450, A.D. 900, and A.D. 300 (Tuttle et al., 2002) were transient in nature, and thus conflict with the model used in standard hazard calculations. Frankel et al. (2012) found that, after reprocessing the GPS data used by Calais and Stein (2009) , the motions recorded in the area are consistent with a finite dislocation slipping at about 4 mm=yr on the Reelfoot fault at 12-20 km depths. A more general treatment by Kenner and Segall (2000) suggests that repeated large-magnitude earthquakes could persist for thousands of years despite the low geodetic surficial motions observed around the NMSZ today.
Although debate about the long-term behavior of the NMSZ exists, there is scientific consensus and concern about a potential repeat of the 1811-1812 sequence, given the earthquake activity over the last few thousand years and the need to understand the damaging ground motions from large earthquakes. Despite the lack of agreement on a model to explain the seismicity, it is important to note that earthquakes are taking place in the region and are not confined to the main seismicity trend of the NMSZ. There are a number of studies that show evidence of Quaternary earthquakes occurring at about a dozen localities around the perimeter of the present-day New Madrid seismicity trends (e.g., Stephenson et al., 1999; Baldwin et al., 2005) . However, recurrence times and magnitude estimates have not been extensively studied for most of these localities.
The scientific debate about the meaning of the small observed surface deformation, which has implications for both scientific research and hazard mitigation, is beyond the scope of our present research. We limit the focus of our study to the 1811-1812 earthquake sequence and consider a range of plausible magnitudes and the potential earthquake ground motions of the two largest earthquakes from this sequence.
Ground Motion in the CUS
Even though recorded ground motions of medium-tolarge magnitude earthquakes are scarce in the central and eastern United States (CEUS), several observations about the ground motions, ground-motion parameters, and macroseismic MMIs have been documented. Henceforth, we will use the terms "intensity" and "MMI" interchangeably. These observations are crucial to evaluate our simulations as plausible realizations of earthquakes taking place in the NMSZ. Evernden (1967) and Nuttli (1973a) developed attenuation relations for the region and were most likely the first to show that ground-motion attenuation in the CEUS is substantially lower than it is in the western United States. The felt areas for the same magnitude event are larger in the CEUS than in the west. Several authors derived intensity prediction equations (IPEs) for the CEUS that equate MMI to a function of epicentral distance and moment (Bakun et al., 2003; Bakun and Hopper, 2004; Atkinson and Wald, 2007; Boyd and Cramer, 2014) , many of which were used in the latest magnitude estimations of historic earthquakes in the area (Bakun and Hopper, 2004; Hough and Page, 2011; Boyd and Cramer, 2014) . The reported median distance for M w < 5:5 earthquakes and felt intensities of IV would not be expected to exceed ∼100 km in California (Bakun and Wentworth, 1997) , whereas in the CEUS the reported median distance is expected to be closer to ∼400 km (Fig. 2) .
Predictive relationships between MMI and ground-motion parameters or ground-motion intensity correlation equations (GMICEs) for the CEUS have been proposed (e.g., Kaka and Atkinson, 2004; Atkinson and Kaka, 2007; Dangkua and Cramer, 2011) . In most cases, it is clear that earthquakes are perceived differently in the west and east, which may be due to the prevalence of medium and large magnitude earthquakes in the west, high-Q crustal structure in the east, or different structural vulnerabilities and building practices. Current risk analysis at regional and local level uses more assertive instrument-based intensity metrics than MMI (see e.g., Riddell, 2007; Campbell and Borzorgnia, 2012) . Nevertheless, MMI is a good first-order estimate of the earthquake effects when they are computed using numerical simulations and appropriate GMICEs, as presented in this research, and provides one of the few parameters to study pre-instrumental seismicity. Boore (1995, 2006) developed groundmotion prediction equations (GMPEs) using synthetic ground motions based on point-source and stochastic finite-fault methodologies (e.g., Boore, 1983; Motazedian and Atkinson, 2005) for eastern North America. The GMPEs have three distinct distance regions: a steep near-source attenuation region, a transition zone with a subtle attenuation, and a region that exhibits high fall-off at longer distances. Pezeshk et al. (2011) used a hybrid empirical method to produce comparable results with those proposed by Atkinson and Boore (2011) for distances greater than 10 km at all magnitudes but with lower attenuation at distances close to the source. Several researchers note that in regions where 3D structures are important, such as the Mississippi embayment, the GMPEs only offer a reference level (e.g., Dorman and Smalley, 1994; Bodin and Horton, 1999; Street et al., 2001; Langston et al., 2006; Macpherson et al., 2010; Hartzell and Mendoza, 2011; Ramirez-Guzman et al., 2012) .
GMPEs cannot accurately account for basin or directivity effects. As a result, we chose to generate hybrid broadband ground motions and made use of full 3D simulations in the CUS for frequencies lower than 1 Hz. These better constrain the ground-motion variability and provide insights into the wave propagation. When used together with ground motions, they are suitable for higher frequencies as well. In our simulations, basin and directivity effects appear to provide potentially important insights into the ground motions of the 1811-1812 earthquakes. A comparison of a GMPE and the ground-motion simulations is presented in this study.
Some previous work on 3D numerical earthquake simulations has been done in the NMSZ. For instance, Saikia et al. (2006) presented an analysis of simulations using 1D, 2D, and simple 3D structures of the Mississippi embayment. The minimum S-wave velocity (V S ) was 600 m=s, and the results suggested that the effects of the deep structure below the sediments had little impact on the long-period ground-motion amplitudes (T ≥ 2 s) for earthquakes taking place in the central part of the embayment. Macpherson et al. (2010) , using a model with improved geologic structural constraints and minimum V S 600 m=s, concluded that not only do finite-fault effects such as directivity, slip distribution, and fault proximity exert the most control on ground motions, but so too does the 3D geologic structure of the upper Mississippi embayment. In addition, there are indications that ground-motion amplification can be caused by the sharp seismic velocity contrast at the basin edge. Our simulations build on this work by incorporating well-constrained structural features in a broader region of the CUS, refinements such as lower minimum V S (360 m=s in some scenarios), robust source models, and higher-frequency resolution than any previous study.
The 1811-1812 New Madrid Sequence and Magnitude Estimates Three principal events and a large aftershock dominated the winter of 1811-1812 New Madrid earthquake sequence. The series of earthquakes started on the morning of 16 December 1811 (∼2∶15 a.m. local time) when the inhabitants of the New Madrid area and over most of the United States-at the time of the earthquakes the New Madrid area was a sparsely inhabited region and the United States consisted of states east of the epicenters-were abruptly awakened by the cracking, groaning, and rattling of furniture and timber in their homes and other structures (Fuller, 1912; Johnston, 1996) . Contemporary accounts document a severe aftershock early on the morning (∼2∶15 a.m. local time) of 16 December 1811, and two additional mainshocks on 23 January and 7 February 1812 (∼9∶15 a.m. and ∼3∶45 a.m. local time, respectively), followed by a year of smaller but noticeable shocks (Fuller, 1912; Hough, 2004) . Each of the three mainshocks was followed by an energetic aftershock sequence, including several in the M 6.0-6.3 range (Hough, 2009) . Henceforth, we will refer to the three principal events in December, January, and February as NM1, NM2, and NM3, respectively, following Johnston (1996) and Hough (2004) .
The dramatic historical accounts of the impact of the earthquakes on the settlements near the epicentral area and Figure 2. Central and eastern United States (CEUS) and California attenuation. Intensity-magnitude-distance curves for California are displayed as a continuous red line for M 5.5, 6.5, 7.5, and 8.5. Models 1 and 3 for CEUS, following the Bakun and Hopper (2004) convention, are plotted with blue continuous and black discontinuous lines for M 5.5, 6.5, and 8.5. The median distances for felt intensities of IV would not be expected beyond ∼100 km for M w < 5:5 earthquakes in California, whereas, in the CEUS, median distances are expected to be ∼400 km.
the Mississippi River-especially those about geysers of sand and mud (sand blows) as tall as trees, the river flowing backward, and the creation of temporary waterfalls on the Mississippi River (Fuller, 1912) -test the credibility of the eyewitness testimonies. However, the consistency and number of these accounts, as well as the extent of the large 1811-1812 sand blow field still visible today, with individual sand blows observed to be large compared with sand blows worldwide (Tuttle et al., 2002) , supports a plausible scenario of very strong and prolonged shaking occurring in the area that is difficult to diminish. Felt reports of these earthquakes exist as far north as Canada and were documented extensively by the population of the east coast of the United States (distances up to 1700 km). These reports, together with the extensive area of liquefaction, landslides, and changes in the geomorphology of the region, provide some constraints on the size and possible consequences of a similar sequence.
Several researchers studied the magnitude of these earthquakes (Table 1) . Nuttli (1973b) made the first assessment of the mainshocks by giving magnitude and ground-motion estimates. These early assessments, m Lg 7.1, 7.2, and 7.4 for NM1, NM2 and NM3, respectively, were based on the recorded ground motion of the 9 November 1968 Illinois earthquake and other earthquakes in eastern North America, together with the interpretation of MMI values from newspaper reports of the severity of the earthquakes throughout the CEUS. Gomberg (1992) suggested M w ∼ 7:3 for the NM1 event by analyzing the seismicity and tectonic deformation. Later, Johnston (1996) obtained M w values ranging from 7.8 to 8.1 based on an isoseismal approach of interpreted MMI. Following the method described in Johnston (1996) , Hough et al. (2000) reexamined the felt reports and reduced several MMI assignments because of suspected site amplification. The analysis indicated lower-magnitude values, from 7.0 to 7.5, for the sequence of mainshocks. Bakun and Hopper (2004) , using the method of Bakun and Wentworth (1997) with MMI-distance relationships derived from data collected by Bakun et al. (2002) and Bakun et al. (2003) MMI assignments, computed magnitudes from 7.5 to 7.8, higher than those reported by Hough et al. (2000) . In contrast to the isoseismal approach, the method used by Bakun and Wentworth (1997) is based on individual intensity reports, which reduce the uncertainty of the estimation. More recently, Hough and Page (2011) reevaluated the Bakun and Hopper (2004) work using MMI values interpreted by four different experts and using the same attenuation models derived with the original Bakun et al. (2003) MMI data. The magnitude estimates were substantially lower than any previous assessment, ranging from 6.5 to 7.3, which added to the debate about the seismic hazard on the NMSZ. Bakun and Hopper (2004) assumed that the Bakun et al. (2003) MMI data, used to obtain the attenuation relationships employed in their magnitude assignments, followed Wood and Neumann (1931) . The latter is an assumption that is hard to guarantee due to the subjectivity involved in the MMI assignments. Thus, there is a fundamental source of uncertainty in both estimations (Bakun and Hopper, 2004; Hough and Page, 2011) , because the MMI interpretation is not unique.
More recently, considering additional "Did You Feel It?" intensity data and historical distributions of population, Boyd and Cramer (2014) developed a new IPE and used multiple intensity datasets to infer moment magnitudes between 6.9 and 7.6 for the three New Madrid mainshocks. Cramer and Boyd (2014) used far-field intensity comparisons with two recent large-magnitude intraplate earthquakes to estimate magnitudes between 7.3 and 7.7. In this research, we take advantage of our simulated ground motions and examine the magnitude range of NM1 and NM3, assuming that our mean ground motions are plausible representations of the 1811-1812 sequence effects.
This study models the NM1 and NM3 events. To focus our discussion on the two largest events, the analysis of the NM2 event is not included in this article. (Ⓔ Some results for NM2 can be found in the electronic supplement to this article.)
Methodology
Our ground-motion simulations use the Central United States Velocity Model (CUSVM) v.1.2 , three different source generators, three different seismic wave propagation codes, and three broadband generation approaches. Earlier versions of the wave propagation codes were verified in previous exercises (e.g., Bielak et al., 2010) . We performed a new verification, summarized in the Appendix, to guarantee that the code's versions give similar results. Once the three solving platforms were verified, the geometry of the faults and magnitudes for NM1 and NM3 were defined using appropriate scaling relationships. We modeled two fault planes and four magnitudes. A total of 20 kinematic and dynamic rupture models were generated and simulated. We analyzed the ground-motion variation between scenarios, the influence of 3D structures, the population exposed to various MMI levels around the NMSZ, and the mag- Nuttli (1973a) 7.7* 7.5* 7.9* 8.1 † 7.9 † - † Gomberg (1992) 7.3 -- Johnston (1996) 8.1 7.8 8.0 Hough et al. (2000) 7.2-7.3 7.0 7.4-7.5 Bakun and Hopper (2004) 7.6 7.5 7.8 Hough and Page (2011) 6.7-6.9 6.5-7.0 7.1-7.3 *The value was computed using the original Nuttli (1973a) m b =m Lg using Johnston (1996) 
Velocity Model
We used the CUSVM v.1.2 in the collaboration. It is very similar to v.1.3, described in Ramirez-Guzman et al. (2012) . The model represents a compilation of decades of crustal research consisting of seismic, aeromagnetic and gravity profiles, geologic mapping, geophysical and geological borehole logs, and inversions of the region's seismic properties. The density, P-and S-wave velocities are synthesized in a stand-alone spatial database that can be queried to generate the required input for numerical seismic-wave propagation simulations. 
Wave Propagation Codes and Verification
Three groups simulated the wave propagation: (1) Olsen and Zhong or San Diego State University (SDSU), (2) Ramirez-Guzman, Hartzell, Boyd, and Williams or U.S. Geological Survey Golden (USGSG), and (3) Graves, Ni, and Somerville or URS Corporation and U.S. Geological Survey Pasadena (URSUSGSP). The codes used were developed over the course of several years (Graves, 1996; Olsen and Archuleta, 1996; Tu et al., 2006) and are able to solve the elastodynamic equations in large 3D heterogeneous media. All codes have second-order accurate temporal schemes. The two staggered-grid finite-difference codes used by SDSU and URSUSGSP have fourth-order spatial convergence. In contrast, the unstructured octree-based finite-element toolchain used by USGSG has second-order spatial convergence. Bielak et al. (2010) present a verification among the codes for one of the California ShakeOut scenarios. The codes are able to reproduce practically the same ground motion when the earthquake source, frequency content, mesh, and exact comparison location are clearly specified and implemented. In this collaboration, we decided to test the codes again, because they have been modified and the velocity model used was recently developed. The Appendix summarizes a suc- 
Broadband Synthetics Generation
To extend the frequency range of the synthetic ground motion, three hybrid methods are used to combine the 3D lowfrequency finite-difference/finite-element and high-frequency synthetics. In two of them, USGSG and URSUSGSP, the low-and high-frequency synthetics were combined using a matched filter method with a crossover frequency of 1 Hz. A 1D layered velocity model (see Ⓔ electronic supplement) was used by USGSG to generate synthetics using the method of Zhu and Rivera (2002) , which were summed to simulate rupture on a finite fault following the method of Liu et al. (2006) . The URSUSGSP used the hybrid broadband method of Graves and Pitarka (2010) . The high-frequency synthetics were generated using a semistochastic approach, where simplified Green's functions were calculated for two 1D velocity models-one for Mississippi embayment sites and the other for the rest of the simulated domain (see Ⓔ electronic supplement). The third hybrid approach, used by SDSU, generates broadband ground motions using the hybrid approach by Mai et al. (2010) and Mena et al. (2010) , which is based on a multiple shear-to-shear (S-to-S) backscattering theory (Zeng et al., 1991) and a simultaneous amplitude and phase-matching algorithm (Mai and Beroza, 2003) .
NMSZ Source Constraints
The geometry of the three major New Madrid faults (Cottonwood Grove or Axial, Reelfoot, and Northern; Fig. 1 ), thought to have been responsible for earthquake sequences in the past, have been delineated on the basis of seismicity recorded since the mid-1970s (Stauder et al., 1976; Andrews et al., 1985; Chiu et al., 1992; Csontos and Van Arsdale, 2008; Dunn et al., 2010) .
As described earlier, there is no agreement on the exact location and magnitudes of the mainshocks in the 1811-1812 sequence. The epicenters proposed by Bakun and Hopper (2004) and Hough and Page (2011) for the 1811-1812 mainshock earthquakes are shown in Figure 5 , together with a set of recent relocated earthquakes with the three characteristic central, southern, and northern seismicity trends or segments (Chen et al., 2006) . The southern and central segments are also known as the Cottonwood Grove (or Axial) and Reelfoot faults, respectively. We will use these names interchangeably throughout the document. The seismicity and magnitude range proposed by different authors provide some constraints on the minimum lengths and areas that the earthquake source could have, assuming that a moment and area relationship is available. Several sourcescaling relationships have been published (e.g., Wells and Coppersmith, 1994; Somerville et al., 1999; Hanks and Bakun, 2008; Leonard, 2010; Yen and Ma, 2011) for global datasets or tectonically differentiated regions. The most widely used source-scaling relationships to define geometric characteristics, especially the moment-area relationship, of probable earthquake scenarios are those given by Wells and Coppersmith (1994) , which are based on a large set of faulting parameters for continental earthquakes. However, studies have found that these relationships underestimate the moment, given the area for earthquakes larger than M 7 (Hanks and Bakun, 2008; Shaw, 2009) or in SCR earthquakes (Somerville et al., 2009; Leonard, 2010) . In Figure 6 , we display the moment-area relationships by Wells and Coppersmith (1994) , Somerville et al. (2009) , and Leonard (2010) . The last two were specifically developed for SCR such as CUS and give similar values. In contrast, the Wells and Coppersmith (1994) equation predicts, for the same magnitude, rupture areas ∼1:5 times larger than the SCR relationships.
We use the SCR relationships and fault geometries that honor the observed seismicity. The resulting fault planes, including the rupture dimensions, are displayed in Table 2 and Figure 7 . We assume that modern seismicity trends are a good indicator of the 1811-1812 seismogenic zone and that NM1 and NM3 occurred in the southern and central segments, respectively, and NM2 in the northern segment. The fault area was defined based on the Leonard (2010) SCR moment to area relationship, and fault width and length were fixed to encompass the observed seismicity, and considering hypocentral locations. In accordance with Csontos and Van Arsdale (2008), we assumed that the Cottonwood Grove and northern faults have right-lateral strike-slip motion on nearly vertical fault planes, whereas the Reelfoot fault is characterized by a thrust motion. These fault planes and the three upper and two lower magnitudes associated within each of the seismicity trends are intended to explore the potential range of ground motions using, at the low end, the magnitudes proposed by Hough and Page (2011) and, at the high end, those used for New Madrid in the 2008 USGS probabilistic National Seismic Hazard Maps (Petersen et al., 2008 (Petersen et al., , 2014 . Here, we focus our attention only on NM1 and NM3, and leave NM2 for future studies.
Except for Johnston (1996) , the NM3 event is considered the largest event, which, as noted by Hough and Page (2011) , is contradictory to the number of reported felt intensities (NM3 has half the number of those for NM1). In agreement with Johnston (1996) , the largest magnitude in this , and NM3 (7 February 1812) according to Bakun and Hopper (2004) and Hough and Page (2011) , indicated by stars and pentagons, respectively. Relocated seismicity is shown in blue circles and proposed planes for the M w 7.7, 7.4, and 7.6 earthquakes for NM1, NM2, and NM3, respectively. . M w -area relationships. Wells and Coppersmith (1994) relationship, displayed in red, is compared against two stable continental region relationships, Leonard (2010; black dashed line) and Somerville et al. (2009; green) . Wells and Coppersmith (1994) require larger areas for a given M w compared with the other two relationships. The blue discontinuous lines exemplify the case of an M w 7 earthquake, in which an area of ∼900 km 2 is predicted with Wells and Coppersmith (1994) and ∼600 km 2 with the other two, a 1.5 ratio. study (M w 7.7) is assigned to the southern segment (NM1), and our minimum magnitudes are M w 7.0.
Earthquake Source Generation
The SDSU group generated earthquake-source representations using a fully dynamic approach (Dalguer et al., 2008) . The resulting slip rate at each node was projected onto the fault and then simulated as a kinematic source. The rupture generation was established under heterogeneous initial conditions for thrust and strike-slip faults for a given M w considering a depth-dependent stress and initial shear stress following fractal distributions. A linear slip-weakening friction law was used.
In the URSUSGSP case, the source was generated using the procedure described in Graves and Pitarka (2010) . The slip distribution was based on Mai and Beroza (2002) , with an average rupture velocity V r 80% of the local V S and timing perturbations that scale with local slip; higher slip implies faster rupture. The rise time used in the model considers the empirical analysis of Somerville et al. (1999) , in which average rise times are 1.85 longer than the active tectonic regions, with subfault values scaling with the square root of local slip. Rupture velocity was decreased by a factor of 0.7 and rise time was increased by a factor of 2 within 5 km of the ground surface.
The USGSG group used a modified version of the approach described by Liu et al. (2006) . This method uses the notion of correlated random source parameters; slip, rupture velocity, and rise time are represented as random correlated variables. The slip distribution was defined considering correlation lengths within one standard deviation of the mean values proposed by Mai and Beroza (2002) . A correlation V r−Slip −0:05 with average rupture velocity of 0:8V S was used. To remove unrealistically large ground-motion values of velocity near the source, the rupture time was lengthened using a 1D velocity model that accounts for very low S-wave velocities near the surface. Further reduction in surficial ground-motion velocities was achieved by linearly tapering the rupture velocity (V r ), rise time (T r ), and slip starting from a zero value at the fault's top to the value obtained at 5 km depth down dip with the procedure outlined above.
Examples of the source rupture models generated for the southern segment (NM1) are shown in Figure 8 (see Ⓔ electronic supplement for the entire set). Some differences are clear in the two unilateral kinematic ruptures for the large magnitude case M w 7.7. In the case of the USGSG model, the rupture progressed with a subtly slower rupture velocity than in the case of the URSUSGSP rupture, which in contrast had larger rise times. In both cases, the rake had a fairly large varia- Figure 7 depicts the proposed fault geometry of the different segments; depth is in kilometers.
tion. On the other hand, the source constrained by a fully dynamic rupture procedure did not show as much incoherency in the slip distribution as in the kinematic cases, but had similar rupture time variation. The maximum slip rate for the SDSU source was concentrated in the bottom middle of the fault, which was consistent with the kinematic rupture approaches. The URSUSGSP case had slightly more asperities than in the USGSG model, which had little variation in the rise time and most of the slip located on the bottom half of the fault. A total of 20 scenarios were simulated in this collaboration, with an emphasis on earthquakes occurring in the central and southern segments (see Ⓔ electronic supplement for the entire set and additional simulations including the northern segment).
Ground-Motion Simulations
The three simulation groups chose a regional crustal volume considered to be sufficiently large and constrained the minimum shear-wave velocity such that 625 m=s were used by URSUSGSP, 500 m=s by SDSU, and 360 m=s by USGSG. The simulated regions for each group are summarized in Table 3 , together with the characteristics of the simulation parameters (see Ⓔ electronic supplement for the entire set). The number of simulations per group is listed in Table 4 .
Results

Ground-Motion Variability
Southern Segment Rupture Simulations: Cottonwood Grove Fault (NM1). To explore the differences between the broadband ground motions generated by each group, which in the cases of SDSU and USGSG were only at selected stations, in Figure 9 we display the synthetic velocity and smoothed Fourier amplitude spectra for three bilateral M w 7.7 earthquakes in the southern segment generated by each group. The highest frequency bands are 5, 10, and 40 Hz for USGSG, SDSU, and URSUSGSP, respectively. All stations are located in the Mississippi embayment (Fig. 10a) . In general, the ground motions predicted in low frequency (< 1 Hz) by USGSG and SDSU are higher than those computed by URSUSGSP, which is expected due to the lower velocities employed by the first two groups in that frequency range. Even though the shape of all synthetics is very similar at each station, ground-motion parameters such as duration and response spectral accelerations would be different. The differences among modelers-all due to sources and broadband synthetics methods with reasonable but different assumptions-were encouraged in the collaboration. A thorough study of the methods is not an objective of the present research, but efforts to document and analyze source and broadband generation methods are a very active area of research today (e.g., Goulet et al., 2015, and references therein) .
A regional perspective on the ground-motion variability due to earthquakes in the southern or Axial segment is illustrated in Figure 10 , where we present the horizontal root mean square peak ground velocity (PGV) for three M w 7.7 (Fig. 10a-c) and two M w 7.0 (Fig. 10d,e) earthquakes on the segment, with different epicenters. Except for URSUSGSP (maximum frequency 40 Hz), the ground motions are valid up to 1 Hz (see Ⓔ electronic supplement for the entire set). In the same figure, we include peak ground acceleration (PGA), PGV, and response spectral acceleration (SA) at T 2 s attenuation curves.
Generally, SDSU and USGSG estimate larger values of PGV and SA (T 2 s) than the URSUSGSP team. UR-SUSGSP, with broad frequency content, estimates higher PGA values than the other two groups. For reference, in Figure 10 we also plot the ground-motion parameters as a function of distance for the simulations against the Pezeshk et al. (2011) GMPE for PGA and SA (T 2 s) without any additional site correction for lower velocities than those considered (National Earthquake Hazards Reduction Program site class A, V S30 ≥ 2000 m=s) by Pezeshk et al. (2011) . Including higher frequencies in the synthetics (URSUSGSP) produces PGA values compatible with the GMPE shown. Nevertheless, near the source (< 10 km) PGA attenuation is similar to or more gradual than in the GMPE. The ratio between the median value for URSUSGSP simulations and the prediction equation is approximately 0.67. The lower PGA values (with respect to the GMPE) predicted by SDSU and USGSG are due to limited frequency content. For distances < 100 km, the GMPE-to-median-ground-motion ratio in the aforementioned cases is approximately 2; beyond 100 km, the ratio can reach values close to 3.5. The latter highlights the importance of the high-frequency (> 1 Hz) energy in the PGA.
Regarding the median response SA for T 2 s (5% damping), the values obtained in the simulations are higher than the corresponding GMPE values, mainly due to amplification caused by S-wave velocities included in the lowfrequency simulations. Taking the GMPE as reference, amplification factors of 2-3 and 4-7, are observed for URSUSGSP and the other two groups, respectively, which are in agreement with the minimum S-wave velocities modeled.
In all simulations with M w 7.7, the trend of the PGA and PGV does not show any drastic change within 100 km. A 1=R α (with α slightly larger than 1) geometric spreading factor for distances < 100 km can be used to model our calculations, and beyond 100 km α can have values < 1. In contrast, the tendency of the SA (T 2 s) attenuation in several simulations changes at distances larger than 60 km, which is approximately the distance of the fault to the edge of the Reelfoot rift (RFR).
For the M w 7.0 scenarios, the behavior between the simulated PGA and the GMPE is similar to the scenarios discussed above. In addition, the PGV and SA attenuation predicted by URSUSGSP and USGSG has different characteristics within 20 km. The latter predicts higher values for PGV and SA (T 2 s) near the fault, but the amplitude decays faster with distance than the former. Again, the discrepancy could be due to the difference between the minimum velocities used in the simulations and frequency content of the source. The changes in attenuation slope are nearly consistent with the beginning of the transition zone (70-140 km) used in the GMPEs of the region for both magnitudes discussed (e.g., Atkinson and Boore, 2006; Pezeshk et al., 2011) . Notably, simulations reveal that the distances where the geometrical spreading factor exponent changes in GMPEs may be uncertain and/or variable.
In general, even though modelers used different techniques to generate the source rupture and minimum velocities, the ground motion in all cases is affected by the presence of the RFR, the boundary of which is displayed with a thick line in Figure 10 , and rupture directivity. The effect of the RFR structure is seen in the synthetic ground-motion velocities and their Fourier amplitude spectra (Fig. 11) , normalized by the maximum Fourier amplitude in the 0.0-1.0 Hz band, for the USGSG southern segment simulation (unilateral rupture M w 7.7) along cross-section A-A ′ (Fig. 10c ). Data along cross-section A-A ′ sample the ground-motion velocities crossing the fault near the epicenter and the boundaries of the RFR, thereby avoiding strong directivity effects and revealing the influence of the rift. Most of the energy trapped and propagating within the RFR is distributed in the ∼0:1-0:4 Hz frequency band. In addition to the amplification and energy trapping by the RFR, strong rupture directivity is present (e.g., Somerville et al., 1997) , focusing energy to the southwest and northeast within the model. The di- rectivity is illustrated in Figure 12 for the URSUSGSP M w 7.7 rupture that nucleated at the northwestern end of the southern segment; station locations are displayed in Figure 10a . Station LPAR, located in the forward (southwest) direction, shows the characteristic long-period (5 s) pulse due to the cumulative effect of the radiation from the fault. In contrast, station HICK in the backward (northeast) directivity region has very low amplitude and no clear dominant frequency. The variability of the ground-motion velocity histories in the region is fairly large among all scenarios and stations. For instance, the 3-4 s surface waves in the Memphis (MPH, MCAR, and TUMT) region contrast with the almost imperceptible ground-motion velocities outside of the embayment (SIUC and CGMO). In our simulations, the ground motion in the St. Louis region is lower by factors from 5 to 10 than computed values in the forward (northeast or southwest, depending on the epicenter) direction of the rupture, where Paducah, Kentucky, Evansville, Indiana, and Little Rock, Arkansas, are located. Memphis, Tennessee, situated about 100 km southeast of the fault trace, exhibits PGV values between ∼10 and ∼50 cm=s, depending on the scenario, which are comparable to those seen in the regions subjected to directivity effects. Therefore, low ground motion in St. Louis does not mean lower-magnitude earthquakes in 1811-1812. Moreover, the strong ground motion phase (computed as the time to reach from 5% to 75% of the cumulative energy) around the Memphis metropolitan area could last from 30 to more than 60 s, which could potentially induce nonlinear incursions of the built structures.
Central Segment Rupture Simulations: Reelfoot Fault (NM3). Horizontal-velocity peak value maps, attenuation, and time histories for selected stations from four simulations in the central segment are displayed in Figures 13 and 14 , in a similar fashion to Figures 10 and 12 for the southern segment (see Ⓔ electronic supplement for the entire set). The groundmotion parameters are displayed for earthquakes with magnitudes 7.6 and 7.0. When compared with Pezeshk et al. (2011) , the PGA trends share the same features discussed earlier; that is, the ratios between simulations and the GMPE remain within the same range, and PGA attenuation in the simulations declines more gradually than the values computed using the GMPE. In these simulations, the RFR does not act-or at least is not recognized-as a clear waveguide, as was observed in the southern segment simulations. In the M w 7.6 and 7.0 simulations, large PGV (> 50 cm=s) are mostly confined to distances within 40 and 20 km from the fault, respectively. Nevertheless, directivity effects prevail, especially for the M w 7.6 earthquakes. Figure 14 illustrates the velocities at LNXT with a clear directivity pulse and the low ground motions at PARM, which is located in the backward (northwest) directivity region. For the low-magnitude cases (M w 7.0), we observe that the initial ground-motion decreasing trend changes, with few exceptions, from ∼70 to ∼100 km. These similarities with the proposed GMPEs for the region, together with the observations made, indicate consistency and potential validation of ground-motion characterization between our simulations and previous work but also reveal a strong dependency of the source location with the resulting ground motion.
Mean Intensities and Population Exposure
In terms of emergency manager planning and qualitative risk assessment, it is more important to have estimates of macroseismic intensity (such as the MMI) than predictions of groundmotion parameters like the ones computed in previous sections. By taking advantage of our simulations and previously developed correlations between ground-motion parameters and MMI, we estimated the size of the population exposed to various levels of intensity. Moreover, we used MMI and a distance-intensity attenuation model to show that, at least in the intermediate/far field, our simulation exercise is consistent with previous research.
The GMICEs of Atkinson and Kaka (2007) and Dangkua and Cramer (2011) provide a way to estimate the intensity when given a ground-motion parameter (PGA, PGV, or SA). As mentioned earlier, the bandwidth of the simulations was not uniform, except below 1.0 Hz. Only URSUSGSP generated full sets with 0-40 Hz bandwidth in a dense grid on the surface of the domain computed. Thus, the correlations between MMI and peak values of velocity (the ideal candidate for converting to MMI) and acceleration are inadequate for all simulations. Therefore, we used the correlations for the geometric mean of the SA (T 2 s), which appropriately covers the bandwidth of all simulated records in the low-frequency range. We computed the intensities per simulation for the two magnitudes in the case of the southern and central segments. Figure 15 displays the mean intensity (plus one-half the standard deviation calculated using 30 bins in 590 km) as a function of distance compared against the Bakun and Hopper (2004) model 3 IPE (henceforth BH3) for M 7.0 and 7.7. This is the preferred intensity attenuation relation among the ones proposed by Bakun and Hopper (2004 Figure 12 . Broadband ground-motion velocities at selected stations for the M w 7.7 simulation displayed in Figure 10a . Station LPAR, located in the forward (southwest) direction, shows the characteristic long-period pulse due to the cumulative effect of the radiation from the fault. Peak values are displayed for each signal. (S-N, south-north; W-E, west-east; D-U, vertical component.) reveals that the mean intensities in the near-source field predicted by the simulations are one to two units below the BH3 model. In the intermediate/far field, the same model is similar to the mean of the intensities for M 7.7 using Dangkua and Cramer (2011) . In most cases, Atkinson and Kaka (2007) predict lower values than Dangkua and Cramer (2011) and are well under the BH3 model. We chose to use Dangkua and Cramer (2011) for the rest of this investigation because it is more consistent with our simulations. Figure 15b displays the same calculation for the NM3 scenarios. In that case, the intermediate/far field shows a better correlation than in the previous case, reinforcing our choice. We calculated the population exposure relative to MMI for both magnitudes in the NM1 (M w 7.0 and 7.7) and NM3 (M w 7.0 and 7.6) scenarios using the mean intensity of all simulations at a cell size of ∼1 km 2 (Fig. 16) . We noted that practically the entire population (∼16 million people) living within the limits of the largest region modeled (see Fig. 10c ) would feel the earthquakes, whether M w 7.0, 7.6, or 7.7. But more importantly, about 4 million and 2.5 million more people would be exposed to high intensities (damaging ground motions; VII and VIII) in the case of the high-magnitude earthquakes for NM1 and NM3 type scenarios, respectively. Thus, this exercise shows the importance of having a good estimate of the upper magnitude range of those earthquakes. Accordingly, in the following section and based on intensity estimates from our simulations, we explore the magnitudes of the December 1811 and February 1812 earthquakes. This preliminary 
exercise can lead us to some of the bounds and reveal some of the uncertainties involved in magnitude estimation procedures.
M w Estimation
Establishing likely magnitudes for the historic events covered here is beyond the scope of this research. Nevertheless, we can evaluate the consistency of the obtained intensities for each of the simulated magnitudes with the historic MMI reports and suggest M w estimates. Thus, we propose the following methodology:
1. Compute the mean of the MMI over the entire model area from the realizations-our set of simulations for each M (7.0, 7.7 and 7.0, 7.6)-using Dangkua and Cramer (2011) GMICE for the geometric mean of the SA (T 2 s). 2. Compute the relative difference between the mean of the simulated MMIs with the reported MMI values. We use the reported MMI of Bakun et al. (2003) and the mean of the intensity assignments from Hough and Page (2011) within the modeled area. 3. Based on the mean and standard deviation of the relative difference between observed and computed intensities for each magnitude, we provide a preliminary magnitude.
These steps provide a crude estimate of the magnitude using only two sets of simulations with different magnitudes by comparing the means plus/minus standard deviations. A more robust approach would require an extensive database of probable scenarios with a full range of magnitudes, which could be analyzed to determine the most probable magnitude. We use two sets of MMI reports, from Bakun et al. (2003) and Hough and Page (2011) , to highlight the different results related to the probable subjectivity involved in the interpretation Time ( of historical accounts. As we mentioned earlier, Bakun and Hopper (2004) intended to use a consistent procedure to determine magnitude, using the same MMI interpretation subjectivity for the calibration events to derive the distance-intensity attenuation relationship and the historic events. Hough and Page (2011) used attenuation relations derived independently from the intensity assignments developed by four experts. In any case, the subjectivity involved is not ideal for magnitude calculations. The normalized difference between predicted and observed intensity estimates for scenarios NM1 and NM3 is shown in Figure 17 . When using Bakun et al. (2003) , the simulations tend to underestimate the intensities for both the M 7.0 and 7.7 cases (see Fig. 17b and 17d) , especially for the central segment rupture. This could in part be due to unmodeled low S-wave velocities (∼180-300 m=s in the upper 30 m) known to exist in the region considered, which could induce either nonlinear effects and damping of ground-motion amplitudes and intensity or greater amplification of ground motions and intensity. In fact, widespread liquefaction was reported along with other ground failure (i.e., nonlinear effects) in the near-field historical accounts. The large magnitude scenarios, M w 7.7 and 7.6 for NM1 and NM3, respectively, have a smaller mean relative difference between predicted and observed intensity, which in the absence of any other criteria would favor the large magnitudes. In contrast, when using Hough and Page (2011) intensity reports, we see an entirely different picture. In NM1 and NM3, the simulated intensities are much higher than Hough and Page (2011) , and the low magnitudes have a lower mean difference between predicted and observed intensity. The lower magnitudes are consistent with their magnitude estimation. Thus, a key element in using ground-motion simulations to determine the size of the 1811-1812 sequence requires careful and consistent evaluation of the IPEs, GMICEs, and the intensity reports themselves.
Conclusions
A set of numerical simulations of NMSZ earthquakes (M 7.0-7.7) was performed to explore the variability and level of ground motion for possible large earthquakes in the CUS. Our simulations reveal strong basin and rupture directivity effects and long-duration shaking in the Mississippi embayment, especially for strike-slip earthquakes taking place along the Cottonwood Grove fault. These effects have not been widely considered in previous studies of the 1811-1812 events, and they add an additional level of uncertainty to attempt to constrain the magnitudes of these earthquakes.
Our simulated magnitude estimates for the NM1 and NM3 earthquakes at 7.7 and 7.6, respectively, produce calculated intensities similar to those used by Bakun and Hopper (2004) . However, the uncertainty in constraining various aspects of the simulations and the subjectivity involved in assigning intensities to historical reports of shaking (which is not discussed here) does not rule out magnitudes as low as 7.0 for these events, such as proposed by Hough and Page (2011) . For example, our simulations for an M 7.0 rupture starting at the western end of the Cottonwood Grove fault can produce stronger intensities toward the northeast (where most of the historical intensity observations are located) compared with that simulated for an M 7.7 rupture that starts at the eastern end of this fault. Thus, the ambiguity associated with epicentral location can translate directly into uncertainty in magnitude estimates, given the limited set of intensity observations. Nonetheless, even at the lower-magnitude threshold considered in our simulations (M 7.0), strong shaking is predicted over a very large region, with several million people likely experiencing MMI Vor higher intensities in each scenario. In addition, for the higher-magnitude scenarios (M 7.6 and 7.7), up to 4 million people could be exposed to intensity MMI VII or higher. Thus, it is important to have a good estimate of the upper magnitude range of potential earthquakes available and to determine the likelihood of a sequence similar to the one described in this research.
Data and Resources
The Central United States Velocity Model v. Figure A1 . Simulation domains and stations considered in the verification. Red, blue, and green dashed quadrilaterals depict the UR-SUSGSP, USGSG, and SDSU domains, respectively. The red triangles illustrate the stations for which the velocity is displayed in Figure A3 The domains used by each group, the location of the earthquake, and the stations used in the comparison are depicted in Figure A1 . Specifications of each code are summarized in Table A1 . The Central United States Velocity Model v.1.2 was used for the verification. The source time function used (Fig. A2) is a smoothed version of the inverted source in Hartzell and Mendoza (2011) for the Mount Carmel earthquake. The slip-rate function was filtered before running the simulation with a low-pass Butterworth filter with six poles, corner 0.5 Hz, and two passes (using the SAC command lp butter npoles 6 corner 0.5 p 2). Because the objective of the simulations was to verify that all platforms reproduced similar values, we constrained the resolution to a maximum of 0.5 Hz and minimum V S 600 m=s. All modelers produced 200 s of ground motion.
A visual comparison of selected stations of the signals obtained by the groups is displayed in Figure A3 . The velocity waveforms of the two horizontal and the vertical components display qualitative agreement in shape, amplitude, and phase but reveal discrepancies as distance increases. All codes reproduce the early phases equally well, even at long distance, but differ in the surface waves, most likely due to differences in the discretization of the material properties and damping mechanism implementation as well as the expected numerical dispersion due to the properties of the finitedifference and finite-element methods. In addition, we performed a GOF between pairs of simulation groups (i.e., San Diego State University [SDSU] 
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in which erfc is the complementary error function and p Sa and p Sb are the synthetic parameters for the simulation groups a and b (either USGSG, SDSU, or URSUSGSP), respectively. The quality of the fit among synthetic signals follows the scale proposed by the same authors: 80 ≤ GOF ≤ 100 as excellent, 65 ≤ GOF < 80 as very good, 45 ≤ GOF < 65 as fair, 35 ≤ GOF < 45 as poor but acceptable, and less than 35 as not acceptable.
We considered eight parameters from those recommended by Olsen and Mayhew (2010) to characterize the fit:
1. peak ground displacement (PGD); 2. peak ground velocity (PGV); 3. peak ground acceleration (PGA); 4. cumulative energy, defined as 
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in which t d is 200 s and v i is particle velocity in the direction i; 5. duration of the intense phase, defined as the time to reach from 5% to 75% E i ; 6. response spectral accelerations (SA) with a damping ratio of 5% and T centered at the frequency band under consideration; 7. mean velocity Fourier spectral (FS) amplitudes in the frequency band under consideration; and 8. cross correlation, defined as Figure A4 . Goodness-of-fit (GOF) comparison following Olsen and Mayhew (2010) . Each GOF comparison uses the grading scheme indicated in the figure, using as reference URSUSGSP, SDSU, and USGSG against USGSG, URSUSGSP, and SDSU, respectively. The lower panels show the same information as a function of epicentral distance.
combinations of the three simulation groups, that is, SDSU versus USGSG, SDSU versus URSUSGSP, and URSUSGSP versus USGSG. Then a station GOF per pair, henceforth GOFs, is found by computing the mean of all GOF parameters per station analyzed. Figure A4 displays the GOFs at each station, which reveals that the GOFs are within the very good-to-excellent range and is excellent in all combinations for stations outside the Mississippi embayment. On average, the poorest fits are found at the greatest source-station distances (e.g., > 250 km), where differences in the elastic attenuation and implementation of media averaging cause larger variation in the GOF values. The smallest GOF values at these distances are mainly controlled by the cross-correlation metric, as determined by disaggregating the contributions from the GOF components. Differences in PGA, PGV, and SAs are much smaller, providing confidence in the NMSZ simulation results presented in this article.
In addition, and only as a reference, we include in the Ⓔ electronic supplement a comparison of the synthetic seismograms generated by the three groups and the observed records (see Data and Resources) at the same stations displayed in Figure A3 . Note that such a comparison can only be taken as a reference because the verification does not include low-velocity materials that would have an impact on the results. A detailed comparison using a slightly modified model of the central United States is presented in Ramirez-Guzman et al. (2012) , in which low velocities and higher frequencies were considered.
