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ABSTRACT
This paper compares two paradigms for Distributed Shared Memory on loosely
coupled computing systems: the shared data-object model as used in Orca, a pro-
gramming language specially designed for loosely coupled computing systems and
the Shared Virtual Memory model. For both paradigms two systems are described,
one using only point-to-point messages, the other using broadcasting as well.
The two paradigms and their implementations are described briefly. Their per-
formances on four applications are compared: the travelling-salesman problem,
alpha-beta search, matrix multiplication and the all-pairs shortest paths problem. The
relevant measurements were obtained on a system consisting of 10 MC68020 proces-
sors connected by an Ethernet. For comparison purposes, the applications have also
been run on a system with physical shared memory. In addition, the paper gives
measurements for the first two applications above when Remote Procedure Call is
used as the communication mechanism.
The measurements show that both paradigms can be used efficiently for pro-
gramming large-grain parallel applications, with significant speed-ups. The struc-
tured shared data-object model achieves the highest speed-ups and is easiest to pro-
gram and to debug.
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1. INTRODUCTION
As computers become cheaper, there is an increasing interest in using multiple CPUs to speed up indi-
vidual applications. There are basically two design approaches to achieve this goal of high perfor-
mance at low cost: multiprocessors and multicomputers. Multiprocessors contain physical shared
memory; processors in a multiprocessor can communicate by reading and writing words in this
memory. Multicomputers, on the other hand, do not contain physical shared memory; processors
communicate by exchanging messages. In this paper, we compare two hybrid approaches that allow
processors in a multicomputer to communicate through Distributed Shared Memory. We shall discuss
the implementation of these two hybrid approaches, describe some applications we have written on
both, and present measurements of the performance.
The key property of a multiprocessor is that each processor has a consistent view of the physical
shared memory. When any processor writes a value to memory, any other processor that subse-
quently reads the word will retrieve the value just written. To achieve these semantics special and
complicated hardware (such as snoopy caches or fast switching networks) is needed to build a mul-
tiprocessor. The software for multiprocessors, however, is straightforward. All processes run within
a single shared address space, so they can easily share data structures and variables. When one pro-
cess updates a variable, other processes will immediately see this change. The methods to allow
processes to synchronize their activities are well understood. Multiprocessors are hard to build but are
relatively easy to program.
In a multicomputer each processor has its own private memory which it alone can write and
read. These processors can be connected using standard networking technology. The software for
multicomputers, on the other hand, is much more complicated. Processors in multicomputer must
communicate using message-passing. Although much effort is put into hiding the message-passing
from the programmer it is difficult to make it entirely transparent. A very popular approach to hide
the communication is remote procedur call. The idea is to make the communication look like an ordi-
nary procedure call. The programmer, however, still has to be aware that the semantics of remote
procedure calls is different from a local procedure call. For example, passing pointers as parameters
in an RPC is difficult, and passing arrays is costly. This makes programming on a multicomputer dif-
ficult.
To combine the advantages of multiprocessors (easy to program) and multicomputers (easy to
build), communication paradigms that simulate shared data on a multicomputer have become popular.
These mechanisms are implemented with message-passing, but they provide the illusion of shared
data. They provide a Distributed Shared Memory (DSM). Processes on different processors run in
the same address space. All processes can access the variables in the shared address space directly.
They communicate through these variables.
In this paper we compare two approaches to Distributed Shared Memory: The Shared Virtual
Memory model (SVM)1, 2 and the shared data-object model.3 Both models provide logical shared
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memory, but use different abstraction techniques. Shared Virtual Memory provides the illusion of
true physical shared memory. The shared data-object model encapsulates shared data in user-defined
objects.
Shared Virtual Memory
The Shared Virtual Memory model simulates true physical shared memory on a loosely-coupled sys-
tem. A number of processes share a single address space. This address space is divided into pages,
which are distributed among the processes. Processes either have no, read or write access to a page.
Read-pages can be replicated on multiple processors to reduce access times. The system provides a
coherent address space: a read operation always returns the value of the most recent write to the same
address. Mutual exclusion synchronization can be implemented by locking pages.
The SVM paradigm can be viewed as a low-level unstructured DSM approach. The address
space is divided into fixed sized pages with no relation to the structure of the stored data. The SVM
system is completely transparent to the processes that use it. There is no distinction between shared
and non-shared data. Even the operating system itself can use it for communication between proces-
sors.
A disadvantage of this low-level approach is the lack of support for the application programmer.
The SVM can only be accessed with primitive operations, such as load, store and lock. When two
independent and heavily used variables reside on the same page, this will lead to contention. To avoid
unacceptable performance penalties, such variables have to be placed on different pages. This has to
be done by the programmer, because a compiler has not enough knowledge to decide this. The com-
piler does not know how variables are mapped onto pages and it can not decide at compile time if two
objects that are possibly accessed through pointers are independent. For popular languages, like C,
this problem becomes even harder for memory that is allocated during run-time. The compiler has no
way of knowing how this memory is going to be used and whether two blocks of dynamically allo-
cated memory will be used independently of each other. Therefore the application programmer must
be constantly aware of how the data-structures are accessed and where they are placed in the SVM
address space, or suffer an unacceptable performance penalty. Thus in practice the Shared Virtual
Memory is not really transparent to the user, unless the user does not care about performance. Furth-
ermore the SVM is just one global flat address space; no access protection or type-security is enforced
by the system. This makes distributed programming difficult.
Shared data-object model
The shared data-object model is a high-level, structured, approach to Distributed Shared Memory. In
contrast to the SVM model, which is implemented by the kernel using hardware support, the shared
data-object model is implemented outside the kernel completely in software. A Run Time System
(RTS), using information generated by the compiler, keeps the DSM coherent.
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In a shared data-object language, shared data are encapsulated in objects. A shared data-object is
an instance of a user-defined abstract data type and can only be accessed through operations defined
in the object’s specification. These operations are executed indivisibly and the RTS ensures that all
processes that share the object see the result. Partitioning of the DSM address space is not defined by
the system, as in the SVM approach, but implicitly by the application programmer. The unit of
programmer-defined sharing is the shared object, not the page. As an object is an instance of an
abstract data type, variables that are independent of each other will typically reside in different
objects. False sharing as in SVM will be less of a problem in the shared data-object model.
One way to share objects in a shared data-object language is by dynamic creation of processes.
The parent process can pass any of its objects as a shared object to its children, which communicate
through these shared data-objects. The RTS may replicate these objects on more than one processor,
to reduce the access time. Other sharing mechanisms are also possible.
Also in contrast to the SVM approach, the Distributed Shared Memory is not treated as a flat
address space that can be accessed in an arbitrary way. The semantics of the language restrict the
scope of shared variables, similar to scope rules in a sequential language. The processes can only
access those shared data-objects they are supposed to access. Furthermore, the shared data can only
be accessed with high-level operations, which the programmer defines in the abstract data type.
Because the execution of these operations is indivisible, mutual exclusive access is provided impli-
citly. Figure 1 summarizes the differences between these two paradigms.
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Fig 1: Differences between the SVM and shared data-object paradigm
Related work
Several systems that provide shared data on distributed computing systems have been designed. Most
of them do not provide a structured address space, but just a flat one. Examples of these are page-
based systems like IVY,4 Shiva,5 Mirage,6 Mether,7, 8 and Munin.9 Each one has its own coherency
technique, but they are all based on the ideas Li put forward in his thesis1. For example, Mirage uses
a technique similar to Li’s fixed distributed management algorithm, but as an extra feature it
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maintains timers to prohibit pages to be paged out too soon after paging in. Other unstructured Distri-
buted Shared Memory systems include the Agora shared memory,10 where the shared data consists of
immutable data elements, which can be accessed through mutable maps. Data are changed by adding
new data elements and changing the map. In Agora, however, read operations can return stale data.
An example of a structured DSM system is the Tuple Space used in Linda.11, 12 The Tuple Space
contains tuples, which are similar to records. A tuple can only be changed by taking it out of the
Tuple Space, modify it locally, and reinsert it. Another example of a structured DSM system is
Sloop, which supports a shared object space.13 A discussion of these and other Distributed Shared
Memory paradigms is provided by Bal and Tanenbaum.14
Outline for this paper
The purpose of this paper is to compare two paradigms for Distributed Shared Memory: a structured
and an unstructured one. Does it pay off to implement an application oriented DSM system, like the
shared data-object model, or is the general approach of the Shared Virtual Memory equally good? To
make a direct comparison possible, we have implemented these two DSM paradigms on the same dis-
tributed computing system, each in two different ways. Using these systems, we have measured the
performance of four applications: the travelling-salesman problem, alpha-beta search, matrix multipli-
cation and the all-pairs shortest paths problem. To place these measurements in perspective, we also
give the measurements obtained by running these applications on a physical shared memory system
and we supply measurements for TSP and alpha-beta using pure message-passing as communication
mechanism. As a side-effect of this research we can present real-time performance figures of two
SVM implementations. To the best of our knowledge, nobody (including Li) has ever published such
figures. We will, furthermore, discuss some programmability aspects of these two paradigms.
The remainder of this paper is structured as follows: the next section describes the hardware and
the operating system (Amoeba) we have used for our experiments. Then we discuss the two SVM
systems we have implemented. The following section describes the shared data-object model imple-
mentations. Then we describe the applications we have implemented, after which we discuss the
measurements and other aspects of the two paradigms. In the last section we present our conclusions.
2. THE AMOEBA DISTRIBUTED OPERATING SYSTEM
Amoeba is an operating system specially designed for loosely-coupled computing systems.15 The
Amoeba architecture consists of four principal components.
First are the workstations, one per user, on which users can carry out editing and other tasks that
require fast interactive response. We are currently using SUN-3s as workstations. Second are the
pool processors, a group of CPUs that can be allocated dynamically as needed, used, and then
returned to the pool.
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Third are the specialized servers, such as directory servers, file servers, data base servers, bank
servers, boot servers, and various other servers with specialized functions.
Fourth are the gateways, which are used to link Amoeba systems at different sites and different
countries into a single, uniform system. The main function of the gateways is to isolate users from the
peculiarities of the protocols that must be used over the wide-area networks.
Amoeba is an object-based system. The system can be viewed as a collection of objects, on each
of which there is a set of operations that can be performed. The list of allowed operations is defined
by the person who designs the object and who writes the code to implement it. Both hardware and
software objects exist.
Associated with each object is a capability , a kind of ticket or key that allows the holder of the
capability to perform some (not necessarily all) operations on that object. Capabilities are protected
cryptographically to prevent users from tampering with them.
The Amoeba kernel runs on each processor. It provides communication service and little else.
Communication between processes is done with Remote Procedure Calls (RPC). An RPC consists of
the following steps: A client process sends a request to a server process, and blocks. The server
accepts the request, processes it, and sends a reply message back. At the arrival of this reply an ack-
nowledgement packet is sent, the client is unblocked again and the RPC has succeeded. A message
consists of a header of 32 bytes and a buffer of up to 30,000 bytes.
In addition to RPC, the Amoeba kernel provides reliable, order preserving, broadcast communi-
cation.16, 17 Even in the presence of communication failures, the kernel guarantees that if two
processes broadcast a message simultaneously, one of them goes first and its message will be pro-
cessed at all processors before the other one. In normal operation, this protocol needs two messages
per broadcast.
A process consists of a collection of threads that run on the same processor. These threads share
a single address space, but they all use a dedicated portion of this address space for their private stack.
In this version of Amoeba (3.0) threads are not preempted; conceptually they run until they block.
3. UNSTRUCTURED DSM: THE SHARED VIRTUAL MEMORY PARADIGM
The Shared Virtual Memory model simulates true physical shared memory on loosely-coupled sys-
tems. This simulation is accomplished by dividing the SVM address space into fixed-size pages,
which are distributed among the processes forming an application. The SVM system coordinates the
movement and validity of the pages. Pages with read-only access can be replicated at multiple pro-
cessors to reduce access times. An invalidation scheme is used to keep the address space coherent.
For example, when a process tries to write on a page, all other copies of that page are first invalidated,
then the write is permitted.
To synchronize multiple requests for the same page, each page is owned by a specific process
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(which may change in time). This owner process has a valid copy of the page, and all requests for
that page are sent to it. To be able to keep the address space coherent, the SVM system must, for each
page, keep track of the owner process and of all the processes containing a valid copy.
Li has proposed several methods for organizing and maintaining this ownership and copy-list
data.1 He first made a distinction between centralized and distributed management of ownership data:
d With Centralized Management, one process, the Central Manager, keeps track of all pages. All
requests for a page are first sent to the central manager, which in turn sends it to the current
owner of the page. In the regular Central Manager method, the Central Manager keeps track of
the copy-list data too. In the Improved Central Manager method, the copy-list information is
decentralized; it is stored at the process that owns the page.
d With distributed management, the ownership data is distributed among the processes. This can
be done in a fixed or dynamic way.
Fixed Distributed Management means that each process manages the ownership data of a
predetermined subset of the pages, which remains fixed throughout the whole lifetime of an
application. Copy-list data can either be stored at the manager or at the owner.
In the Dynamic Distributed Manager approach, ownership (and copy-list) data is transferred
together with the page itself. Only the owner process knows for sure who the owner is.
An important design choice is the page size. The page size is a tradeoff between the cost of
sending a message and memory contention. Because of set-up costs, the time to send a message is not
proportional to the size of the message. This favors large page sizes. On the other hand, the bigger
the page, the greater the chance that two or more key variables used by different processors will
accidentally reside there, leading to contention.
Which page size is optimal is an open question, it will probably vary from system to system and
from application to application. IVY uses 1K, Shiva uses 4K, Mirage uses 512 bytes and in Mether
the application can choose between two page sizes: 32 bytes or 8K. The Amoeba operating system
internally uses a page size of 4K for the partitioning of memory space. We therefore decided to use
4K as the page size too.
We have implemented two SVM systems: the first using Centralized Management, the second
using Dynamic Distributed Management. The first system uses RPC for interprocess communication.
The second uses broadcasting as well as RPC. We now describe each system in turn.
Central Manager System
In our implementation, every application runs in its own private SVM address space, managed by its
own Central Manager. The system consists of two parts: one Central Manager process and a collec-
tion of SVM handler threads, one associated with each process in the application. The Central
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Manager is an ordinary user program that handles the bulk of the protocol. All requests for pages are
sent to the Central Manager, which keeps track of page-ownership and copy-list data. Each SVM
handler manages the page-access rights for its associated process in the application. The SVM
handler threads run in kernel space, because they have to access kernel data structures (e.g., the page
table). This is shown in Figure 2.
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Fig 2: processor outline in the Central Manager system
The Central Manager maintains a table with copies of pages to which no process has write
access. Requests for such a page can be handled without contacting the owner. The Central Manager
can reply immediately with the copy it stored earlier.
On receiving a write request, the Central Manager has to invalidate all other copies of that page.
If this were handled by a single thread, the copies would be invalidated one by one, which is slow.
Therefore, the Central Manager has a thread for each SVM handler in the application. These threads
are used to send the invalidation messages in (pseudo) parallel. In this way, the next invalidation RPC
can be started before the previous one has been completed.
When the Central Manager receives a write-page request from a process that still has a valid
read-copy, the Central Manager does not send a copy of the page. Thus a read fault, followed
immediately by a write fault on the same processor, causes only one page transfer.
A typical communication pattern caused by a write fault in one process, followed by a read fault
in a different process (on the same page), is shown in Figure 3. At first (top of the figure), processes
2 and 3 have a read-copy of the page. Process 1 tries to write to the page, which causes a write fault.
The SVM handler of process 1 sends a write request to the Central Manager. The Central Manager
has a valid copy available, so it only has to invalidate the other copies. When both copies are
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invalidated, it can send the page to process 1.
Shortly after the read-copy at process 3 is invalidated, a read fault occurs, and a read-page
request is sent to the Central Manager. Because the Central Manager is still handling the request from
process 1, this second request is blocked. When the acknowledgement from process 1 arrives, the
Central Manager can handle the blocked request. It requests a read-copy from process 1, stores it
locally, and sends it to process 3.
PROCESS 1
No access
Central Manager
PROCESS 2
Read access
Owner
PROCESS 3
Read access
write page
request
invalidate
Ack .........................................................................
invalidate
Ack .............................................
page reply
Ack.............................................
read page
request
page req
page reply
page reply
.
.
.
.
.
.
.
.
.
.
Write-
fault
Write-
access
Owner
No-
access
No-
access
Read-
access
Read access
Read fault
Fig 3: A write fault in process 1, followed by a read fault in process 3 in the Central Manager system
For mutual exclusion synchronization a page-locking mechanism is provided. A process can
lock a page for reading or for writing. A read-locked page will not be invalidated until it is unlocked
again. Write locking is more powerful: It provides a process with the sole copy of a page. Upgrading
of a read-lock to a write-lock is not possible.
When a page is not locked, a page fault takes two RPCs to complete: the first from the requester
to the Central Manger, the second from the Central Manager to the owner. When the Central
Manager has a valid copy, just one RPC is needed. In addition, on a write fault, an extra RPC is
necessary for each copy of the page.
There are two important differences between this Central Manager system and the system pro-
posed by Li. First, in Li’s Central Manager system, one of the processes in the application also works
as the Central Manager. In our system, the Central Manager is a distinct process, which does not
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work on the application.
Our approach has the advantage that the Central Manager can run entirely in user-space. The
kernel is therefore not enlarged by this code. This fits the Amoeba principle of keeping the kernel
small. However, implementing the Central Manager as a distinct process in user-space has a disad-
vantage too, which is caused by the non-preemptive scheduling of processes in Amoeba 3.0.
In Amoeba, user-processes are rescheduled twice a second, or when they execute a system call.
When the Central Manager has to service a request, it is unacceptable that it has to wait for reschedul-
ing. Therefore, the Central Manager must be the only process running on a processor, so no other
user-processes can delay it.
The second difference is that Amoeba uses Remote Procedure Call as communication mechan-
ism, whereas Li uses straight message-passing. The communication pattern in Li’s (improved) Cen-
tral Manager system, in case of a page fault, is as follows:
1. A message from the faulting process to the Central Manager.
2. A message from the Central Manager to the owner process.
3. A message from the owner to the faulting process.
This is not appropriate for RPC, where a process always waits for a reply. The faulting process con-
tacts the Central Manager with an RPC, and it will block until the Central Manager sends a reply.
The process cannot accept a reply from another process. The communication pattern therefore is as
follows:
1. A request from the faulting process to the Central Manager.
2. A request from the Central Manager to the owner process.
3. A reply from the owner to the Central Manager.
4. A reply from the Central Manager to the faulting process.
RPCMessage-Passing
4
3 2
1
3
2
1
OWNERREQUESTER
MANAGER
CENTRAL CENTRAL
MANAGER
REQUESTER OWNER
Fig 4: Communication patterns in IVY and our Amoeba implementation
These communication patterns are depicted in Figure 4. Here, the RPC uses four messages while Li’s
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scheme uses three. An Amoeba RPC uses three packets, a request, a reply and an acknowledgement.
If the messages in Li’s scheme use two packets (one for the message and one for the acknowledge-
ment), both approaches use the same number of physical packets. When a copy of a page has to be
transferred (needing a large message), Li’s scheme only transmits the page once, while the RPC
approach has to transmit it twice. Thus, our implementation of the Central Manager performs worse
(due to the RPC) than Li’s implementation in this respect.
Dynamic Distributed Management System
In our Distributed Management method each process has its own SVM handler, like the processes in
the Central Manager method. But in contrast to the Central Manager method, there is no Central
Manager. In the event of a page fault, the SVM handler associated with the faulting process broad-
casts a request for the page. All other SVM handlers receive this broadcast. One of them is the
owner and it will send the page to the requester using an RPC. From this point on, the requesting pro-
cess is the new owner, and it will respond to the next request for this page. Thus in contrast to the
Central Manager method, where ownership only changes on a write fault, in the Distributed Manage-
ment method ownership also changes on a read fault.
A write-request broadcast causes all SVM handlers to invalidate their copy of the page, so no
copy-lists are needed. This scheme only works because each process gets the broadcasts in the same
order, and no broadcasts are lost. All SVM handlers have the same view of the system and there can
be no confusion over which process is the owner and which processes have a valid copy.
In this system, pages can be locked too. The SVM handlers try to handle a broadcast affecting a
locked page as soon as possible. For instance: on receiving a write-request for a read-locked page, the
SVM handler will send the page right away. The invalidation is done as soon as the page is unlocked
again.
A page fault (read and write) takes one broadcast and one RPC to complete. When a read-copy
is upgraded to a write-copy, no RPC is used. A typical communication pattern in case of a write fault
is shown in Figure 5.
4. STRUCTURED DSM: THE SHARED DATA-OBJECT MODEL
The shared data-object model was proposed by Bal and Tanenbaum14 to ease the programming of
parallel applications. They and Kaashoek designed and implemented a new parallel programming
language Orca18, 3, 19, 20 which uses the shared data-object model as communication paradigm.
In the shared data-object model, shared data are encapsulated in data-objects*, which are vari-
ables of user-defined abstract data types. An abstract data type has two parts:

* We shall sometimes use the term “object” as a shorthand notation for data-objects. Note, however, that unlike the situation in
most parallel object-based systems, objects in this model are purely passive.
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PROCESS 1
No access
PROCESS 2
Read access
owner
PROCESS 3
Read access
Write req broadcast
Send page
Ack
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Write
fault
Write
access
Owner
No
access
No
access
Fig 5: A write fault in the Distributed Management method
d A specification of the operations that can be applied to objects of this type.
d The implementation, consisting of declarations for the local variables of the object
and code implementing the operations.
Instances (objects) of an abstract data type can be created dynamically. Each object contains the vari-
ables defined in the implementation part. These objects can be shared among multiple processes, typ-
ically running on different machines. Each process can apply operations to the object, according to
their listing in the specification part of the abstract type. In this way, the object becomes a communi-
cation channel between the processes that share it.
The shared data-object model uses two important principles related to operations on objects:
1. All operations on a given object are executed atomically (i.e., indivisibly). To be pre-
cise, the model guarantees serializability21 of operation invocations: if two operations
are applied simultaneously to the same data-object, then the result is as if one of them
is executed before the other; the order of invocation, however, is nondeterministic.
2. All operations apply to single objects, so an operation invocation can modify at most
one object. Making sequences of operations on different objects indivisible is the
responsibility of the programmer.
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Linguistic support for the shared data-object model
The new programming language Orca gives linguistic support for the shared data-object model. Orca
is a simple, procedural, type-secure language. It supports abstract data types, processes, a variety of
data structures, modules, and generics. It does not support global variables and pointers, but provides
a new type−constructor graph that allows the programmer to build any datastructure that can be con-
structed with pointers. Parallelism in Orca is based on explicit creation of sequential processes.
Processes are similar to procedures, except that procedure invocations are serial but newly created
processes run in parallel with their creator.
The parent can pass any of its data-objects as a shared parameter to its children. The parent and
child can communicate through this shared object, by executing the operations defined by the object’s
type. The children can pass the objects to their children, and so on. This mechanism can be used for
sharing objects among any number of processes. If any of these processes performs an operation on
the object, they all observe the same effect, as if the object were in shared memory, protected by a
lock variable.
Processes in a parallel program sometimes have to synchronize their actions. This is expressed
in Orca by allowing operations to block until a specified predicate evaluates to true. A process that
invokes a blocking operation is suspended for as long as the operation blocks. The data-structuring
mechanism in Orca is type-secure.
Implementations of the run time system
A run time system for Orca is, among other tasks, responsible for managing processes, shared data-
objects, and (un)marshalling of data structures. The RTS works closely together with the compiler to
perform its task. The compiler generates descriptors to allow the RTS to marshal complex objects,
like graphs, and to perform extensive run-time type checking. These descriptors describe the layout
of an object and the sizes of the components of the object. For example, for a graph, such a descriptor
contains a table with pointers to the actual nodes in the graph. The nodes in a graph are represented as
offsets in this table, rather than as pointers, to make marshalling of a graph easy. Using the descrip-
tors the RTS can marshal any object and check all array and graph references. If a node is deleted
from a graph and subsequently referenced, a run-time error will be given.
Another important task that the compiler performs and that is used by the RTS, is the classifica-
tion of operations. The compiler tells the RTS which operations change the internal data of an object
(a write-operation) and which operations do not change the internal data (a read-operation). Using this
information the RTS can implement efficient replication schemes. Bal et. al. have experimented with
two implementations of the RTS on a distributed computing system using different replication
schemes.22 We shall describe these two implementations briefly below.
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Structure of the multicast RTS
The first implementation replicates all objects on all processors and uses a distributed update protocol
based on reliable multicast messages for keeping all copies up to date. The RTS contains the same
protocols as used above (for distributed management) for implementing reliable multicast on top of an
unreliable network.
The multicast RTS is best thought of as a new kind of operating system kernel designed specifi-
cally for parallel applications. Shared data-objects are created and updated by the kernel. User
processes can read local copies of objects directly, without using the kernel. If a user process applies
a write operation to a shared object, the user process traps into the kernel; the local kernel multicasts
the operation and its parameters to the kernels of all processors; each kernel then applies the operation
to its local copy of the object. As the multicast primitive is reliable and indivisible, write operations
are executed by all kernels in the same order.
Structure of the remote procedure call RTS
The second RTS is implemented on top of the Amoeba distributed operating system. It replicates and
migrates objects selectively based on statistical information gathered during run time. It updates the
replicas by using a 2-phase primary-copy protocol, using point-to-point communication only. For
each object, one processor contains the primary copy of the object and zero or more other processors
contain secondary copies. Read operations are applied to the local copy, if available, and write opera-
tions are forwarded to the processor with the primary copy.
Updating replicas through point-to-point messages is more expensive than through multicast
messages. Furthermore, the communication overhead with point-to-point messages grows linearly
with the number of replicas. The RPC RTS therefore replicates objects selectively. A given proces-
sor only keeps a copy of an object if it reads the object frequently. Run-time statistics are maintained
for deciding where to store the primary and secondary copies of each object. Application program-
mers are not aware of this; it is completely automatic.
There is one incarnation of the RTS on each processor. Each incarnation of the RTS starts a
number of listener tasks that wait for requests from remote machines. A request can either be:
1. An update of a replicated object.
2. An operation to be performed on an object whose primary copy resides on this machine,
on behalf of a remote machine.
3. A request to create a new Orca process.
When a message needs to be sent to another machine, the task wishing to send the message
deposits it in a per-machine queue. For each queue—and thus for each remote machine—there is a
talker task that handles the messages in the queue. A talker repeatedly waits for a message, sends it to
the remote machine (using Amoeba RPC), and optionally returns a reply to the task that requested the
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message to be sent.
With this approach, the replicas of an object can be updated in parallel by depositing update
messages in multiple queues. This programming model is similar to the promises model.23 If each
Orca process performed the RPC calls itself, parallel updating would not be possible, since RPC calls
are blocking. As another advantage of our approach, multiple objects residing on the same machine
can be updated in parallel.
5. EXPERIMENTS AND RESULTS
The most important properties of a Distributed Shared Memory system are its performance and its
ease of programming. In order to judge DSM-systems these properties must be compared. The way
of comparing programmability aspects is easy: just program a few applications. However, the
interpretation is subjective. In contrast, performance comparison can be done objectively (using the
system clock). But the question of what to compare is not straightforward.
Because the Shared Virtual Memory system and our shared data-object system use different
methods for replication and updating, it is not possible to compare low level operations. We therefore
decided to compare them by running four parallel applications: the travelling-salesman problem,
alpha-beta search, matrix multiplication and the all-pairs shortest paths problem. To make a direct
comparison possible, for all applications both systems used the same input, the same division of work
and the same algorithm.
We do not include the time to start the processes. Time is measured from the moment all
processes have been started, to the moment that they all have finished their computations. The SVM
programs are written in C, using two extra systems calls to lock and unlock the page(s) containing a
shared variable.
d lock(variable, sizeof(variable), lock_type)
d unlock(variable, sizeof(variable), lock_type).
In the shared data-object model different shared variables are handled independently. In the
Shared Virtual Memory model, variables residing on the same page are always handled together.
When the variables are independent, this can lead to unnecessary contention. To get good perfor-
mance, it is necessary to place independent variables on different pages and variables that are mostly
referenced together on the same page.
To emphasise the importance of good placement, we ran each test in the SVM system twice,
once with all variables optimally distributed, and once with the shared variables packed together on as
few pages as possible. We shall give performance measurements of both cases.
As described earlier, the Central Manager has to run on a separate processor. We counted this
processor when calculating the speed-ups. The Central Manager measurements therefore start at 2
processors.
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We ran all measurements of the SVM model at least four times. The variances of the measure-
ments were all below 1.0 and mostly around 0.25. The measurements of the shared data-object model
were run three times. For comparison purposes we also ran all applications on a multiprocessor with
physical shared memory. In addition, we supply measurements for TSP and alpha-beta, programmed
using Remote Procedure Call as communication mechanism. How these were programmed is
described by Bal et al.24
Appendix A lists all these timings. To keep the tables compact, we supply the mean values only.
In addition to these tables there are a few graphs. They depict the speed-ups achieved by each of the
six systems. For the SVM systems, we used the measurements achieved with good placement.
Hardware environment
All measurements were obtained on a distributed system consisting of up to 10 MC68020 CPUs,
interconnected through Lance chips to a 10Mbit/s Ethernet. Each processor has 2 MB of private
memory. For the physical shared memory system we used the same type of processors but now con-
nected by a VME-bus to 8 MB of shared memory. Unfortunately, we only had 9 working processors,
so no measurements for 10 processors can be supplied. This system does not have snoopy caches, so
every access to shared memory goes through the VME-bus.
In our Amoeba version, a 4-byte and a 4K RPC take respectively 1.4, and 6.7 msec to com-
plete.15 A 20 byte broadcast to 10 processors, using hardware multicast, takes 1.5 msec to complete.16
Basic Operations in the Shared Virtual Memory System
In addition to taking measurements of applications, we also measured the timing of some basic opera-
tions in our two SVM systems. They are shown in Figure 6. The time to get a page is the time as
seen by the user process on a page fault. Hence, it includes the time spent in the kernel and the time
to enter and leave the kernel. These measurements were taken on an otherwise almost idle system.
Travelling Salesman Problem
In the travelling-salesman problem (TSP), a set of cities and the distances between these cities are
supplied. Given an initial city, the problem is to find the shortest route that visits every other city
exactly once. This can be solved with a branch-and-bound algorithm in which a tree of possible solu-
tions is built. Each node of the tree depicts a city, and a path in the tree describes a route through
these cities that are depicted by the nodes on the path. A path from the root-node to a leaf-node
describes a route that visits every city exactly once.
The bounding rule uses the length of the shortest route found so far. If the length of a path to a
node exceeds this minimum length, all paths through this node will be longer than the shortest route,
so they do not have to be searched.
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Fig 6: Basic operations in the Shared Virtual Memory systems
The sequential branch-and-bound algorithm applies Depth First Search on the tree, using the
nearest-city-first heuristic. This can easily be parallelised. The search tree is static and subtrees can
be searched independently by multiple processes. The only dynamic quantity is the length of the
shortest route found so far. This variable (the minimum) is not updated very often, perhaps 10 times
during the whole search. It will be read very frequently, but that causes no overhead, because reading
is a local operation.
We used as input an 12 × 12 distance matrix, and a starting city. The work is divided by a distri-
bution process, which constructs the top two levels of the search tree, i.e. generating 11×10 = 110
partial paths. These partial paths are searched further (with sequential DFS) by worker processes (and
the distribution process) until all paths have been inspected.
We used three randomly generated distance matrices. The measurements we supply are the
mean values for these three graphs. Figure 7 depicts the speed-ups. Both systems achieve close to
linear speed-ups. This is explained by the fact that, as soon as one of the workers discovers a new
minimum, it updates the shared variable and all workers can use this minimum to prune their subtree
earlier. Because in parallel search a low minimum is sometimes found earlier than in sequential
search, it can happen that fewer nodes are searched. For an input matrix where a good minimum is
found quickly, the speed-ups in some cases superlinear. The RPC implementation performs worse,
because each worker process can only accept a new value for the minimum when it has finished its
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previous job.
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Fig 7: Travelling-salesman problem
 Orca multicast RTS
c Orca RPC RTS
− SVM Distributed Management
Fig 8: Alpha-beta
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Alpha-beta search
Alpha-beta search is typically used for two-player, zero-sum, board games like chess and checkers. It
decides on the next move by evaluating the current board-position.25 To evaluate a board-position, a
tree is built with the current board-position as the root-node and for every possible move, a child with
the board-position after that move. The child with the worst possible board-position (which is a posi-
tion for the opponent) indicates the best possible move. Before a value can be assigned to the root-
node, all its children have to be evaluated. This is done by first evaluating their children, etc. This
process must stop somewhere, so at a certain level (ply) a static evaluation is done on a position. This
assigns a value (weight) to a position.
The whole procedure can be programmed compactly by using positive values at odd levels, and
negative values at even levels. The value of a node is expressed as follows: assign to a node the value
of the child with the lowest value, negated.
To reduce the search space, the search tree is pruned using an upper and lower bound, alpha and
beta.
In the parallel implementation that we have used, the work is divided in a way similar to the TSP
approach: Each process searches a part of the search tree. In contrast to TSP, where reaching a leaf-
node and finding a shortest route is enough to improve the solution, in alpha-beta search the value of a
node can only be changed by combining the values of its children. To be able to combine the values
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of children that are evaluated by distinct processes, these values are stored in shared memory: the top
part of the tree down to, and including, the nodes that are evaluated by worker-processes, is built
explicitly in shared memory.
The ‘leaf’ nodes of this explicit tree are evaluated by worker-processes using sequential alpha-
beta search without building the sub-trees explicitly. When one of the workers has evaluated its
board-position (sub-tree), it will propagate this new value in the explicitly constructed tree, so that the
next worker to start evaluating a new position will have better alpha and beta bounds.
Both implementations use a fanout of 38 and a search-depth of 6. Only the top two levels of the
search tree are built explicitly in shared memory, so that there are 38 subtrees to search.
The measurements were obtained using three different static evaluation functions. We supply
the mean values of the measurements for these three functions. The speed-ups for alpha-beta, which
are depicted in Figure 8, are clearly less than those for the travelling-salesman problem. This is
because, in contrast to the TSP algorithm, a parallel implementation of alpha-beta always searches
more nodes than the sequential implementation. This is caused by the fact that at the start of the
search, there are no good alpha and beta values available to prune the search tree. In sequential
alpha-beta, only the first subtree suffers from this weak alpha and beta value. The next subtree can be
pruned with a much stronger alpha and beta value (produced by the first subtree), so it can be pruned
earlier. In the parallel implementation, each process evaluating a subtree starts with the weak alpha
and beta value. On top of that, updating the top of the tree is only useful for jobs that still have to be
started. Processes that are already working on a subtree cannot use these new values of their top-node
to reduce the search space. Thus the more processes are used, the more nodes are searched relative to
sequential alpha-beta.
Matrix multiplication
We parallelised matrix multiplication by dividing the rows of the matrix among the available
processes. When the two input matrices are known to each process, each process can compute the
results for its rows independently. In the Orca program, each process generates the same (pseudo ran-
dom) input matrices locally: they are not shared. The output is produced by printing the result rows in
turn. Therefore the result is not shared either. In the SVM-system program, we used the same
approach. Thus both systems only use shared memory for synchronization and work division, not for
sharing of input and output.
The algorithm has a constant factor: the generation of the matrices. The speed-ups the number
of processes increases, lag more and more behind. The measurements were obtained by multiplying
two 250 × 250 integer matrices. The speed-ups are shown in figure 9.
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Fig 10: All pairs shortests paths
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All pairs shortest paths problem
The all-pairs shortest-paths (ASP) algorithm computes the shortest distance from every node to every
other node in a graph. A sequential algorithm is due to Floyd.26 For an N × N matrix representing the
graph, it uses N iterations to compute the distance matrix. In iteration k, for every node combination
1 ≤ i,j ≤ N :
δk(i,j) = Min { δk −1(i,j), δk −1(i,k) + δk −1(k,j) }
For all k, δk(i,j) is the length of the shortest path between node i and node j that passes through node
1,...,k only. Matrix δN contains the desired result.
This algorithm can also be parallelised by dividing the rows to compute among the processes.
But for a process to compute a row in iteration k, it needs δk −1(k,j) 1≤j≤N, that is row k of iteration
k−1. These rows are shared and their availability synchronizes the processes. Speedups for a 200 ×
200 matrix are shown in figure 10.
The computation of iteration k can only proceed when row k of iteration k−1 is available. Dur-
ing the computations, all processes are waiting for the same data. If these data, when they become
available, are distributed over the processes one by one, each row becomes a sequential bottleneck.
So, the only system (besides physical shared memory) that performs well is the multicast shared
data-object system. In this system, the new value is broadcast to all processes in one message.
- 21 -
6. DISCUSSION
Both the structured and the unstructured systems achieve good speed-ups for most applications.
Overall, the speed-ups for Orca programs are better. This can be attributed to three facts.
d In Orca programs, the granularity of the shared data is inherently tailored to the application. A
message only has to be as large as the data it contains. The Run Time System can even choose
between sending the new value or sending the operation, depending on the costs. In the SVM
system, shared data are always transferred in chunks of 1 page. Pages of 4K, as we use, are
mostly too big: just a small portion of the page is of interest, the remainder wastes time and
bandwidth. Although this does not occur in our applications, 4K could be too small and multiple
requests have to be sent to get the whole data-structure. What does occasionally happen is that a
data-structure (e.g. a row of a matrix) spans a page boundary. To access it, two pages have to be
referenced, instead of one.
This effect of wasted time and bandwidth is reflected in the results for the travelling-salesman
problem (TSP) and alpha-beta search. Getting a new job requires a small message in the shared
data-object systems, while in the SVM systems a message of 4K must be sent. In the TSP prob-
lem, updating the minimum leads to the same situation.
d The structured paradigm uses updating whereas the unstructured paradigm uses invalidation to
keep the address space coherent. When a process changes some shared data, and these data will
be referenced by most other processes before further changes, the update approach performs
better. This is the case in all applications except alpha-beta.
d Because of the overhead of the Orca Run Time System, which still is a prototype, sequential
Orca programs (except alpha-beta) are 3 to 4 times slower than the sequential C programs.
Therefore, the communication channel is relatively 3 to 4 times faster for the Orca programs
than for the C programs; it will not become a bottleneck as quickly as in the unstructured sys-
tems. When a better Orca compiler is available, we shall be able to make more realistic meas-
urements.
Multicast RTS versus RPC RTS
For the most communication intensive application, ASP, the broadcast protocol performs very well.
As explained earlier, the distribution of the newly generated data is no sequential bottleneck. The
positive effect of broadcasting a new value versus updating through a 2-phase primary copy protocol
can also be seen in the TSP measurements. Because the shared variable minimum is read very fre-
quently by all processes, they all have a local copy. Hence the RPC RTS has no advantage of partial
replication. A multicast update is more efficient in this situation.
In the alpha-beta algorithm the shared top-part of the tree is only referenced when a job is
- 22 -
completed. Before the next reference, this shared variable is updated a few times by other processes.
The RPC RTS therefore does not replicate it at every processor, but just maintains a primary copy at
one processor. In contrast to the full replication multicast RTS, where updating the tree involves all
processors, in the RPC RTS only two processors are involved. This effect can be seen in the results of
alpha-beta which is the only application where the RPC RTS is equally fast as the multicast RTS.
Which approach performs better depends on the access patterns a specific application exhibits.
Distributed versus Centralized management
For all applications the speed-ups in the Central Manager system keep in step with the speed-ups in
the Distributed Management system. Clearly, for 10 processors, the Central Manager is not a
bottleneck. The measurements for TSP even show better speed-ups for the Central Manager system
than for the Distributed Management system. This can be explained as follows: When the shared
variable minimum is updated, all copies are invalidated. In the Central Manager system, every pro-
cess contacts the Central Manager to get a read-copy again. For the first of these requests, the Central
Manager has to contact the new owner with an RPC. But all other requests can be handled without an
RPC to the owner, because the Central Manager has a valid copy available. Therefore these requests
need one RPC only.
In the Distributed Management system, each process broadcasts a request and waits for the page
to arrive, so a broadcast and an RPC are needed. Furthermore, the owner process, which could other-
wise work on the application, is interrupted to send the page. In this way not only the requester, but
also the current owner of the page, lose computation time. Lastly, each broadcast is received by all
processors, which means that each processor is interrupted at every broadcast, even though a given
processor can ignore most broadcasts. The main properties that affect performance are summarized in
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Fig 11: The four most important properties that affect performance
Good versus bad placement in the SVM systems
The difference in performance between SVM programs where the shared variables are cleverly distri-
buted over the pages, and programs where they are not, can only be seen in the TSP program. The
other applications do not suffer from poor placement for the following reasons. Matrix multiplication
does not do much communication at all. The ASP program communicates through a shared matrix
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occupying 40 pages, where only the first 5 rows of the matrix are positioned on a page containing
other shared data. In alpha-beta, once a process gets a job, it will not reference shared memory
further until it has finished that job completely. References to shared memory are therefore infre-
quent, and pages being paged out do not delay the computation.
Only with the TSP problem do the speed-ups lag when the data are poorly distributed. This is
explained by the fact that every time a process takes a new job, a counter in shared memory must be
updated and the shared-variable minimum, which lies on the same page, is inaccessible for all other
processes. These processes cannot continue their computation until the page is paged in again. The
effect on the speed-ups can be seen in Figure 12.
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Fig 12: Travelling Salesman Problem with good and bad placement
Programmability aspects
In general, the programming of the structured DSM model is much easier, for the following reasons:
d Orca provides type security. This means that incorrect use of variables is detected, either by the
compiler or by the RTS. For instance: assigning an integer value to a boolean variable, or sup-
plying an out of range index to an array. Because parallel programs mostly are non-deterministic
they are difficult to debug. The extra support type security provides is very useful. The type
security offered by Orca is very helpful with debugging.
d The implicit mutual exclusion synchronization, supplied with operations on shared data-objects,
makes the model easy to understand and less burdensome to program than the SVM system,
where most accesses to shared memory must be protected by locks explicitly. Another
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advantage of implicit mutual exclusion synchronization is that programs are more compact and
easier to read.
d In the SVM system, the programmer can only use the shared memory efficiently when he or she
understands (at least part) of the working of the system. The placement of variables is especially
important. Another consideration is what lock to use: a read or a write-lock, or possibly no lock
at all. Because the shared data-object model provides a structured approach to DSM, the pro-
grammer is shielded from the low-level functionality of the system. The system itself takes care
of efficient replication of objects.
Scalability
To achieve the goal of high performance at low cost one needs to know if the applications will scale
to a larger number of processors than 10. There are a number of factors that influence the scalability
of both DSM models: the access patterns of the applications to DSM, the granularity of the opera-
tions, and the size of the messages that are sent to keep DSM consistent. Although we can not make
any hard statements about these factors, we shall discuss the influence on scalability of each of them.
Our assumption is that if network traffic can be avoided, applications will scale well.
The access patterns that an application exhibits determine how well the underlying DSM model
will scale. Applications that perform a few write operations but perform many read operations will
scale to a large number of processors, because they will not generate any network traffic due to the
replication schemes that DSM systems use. This can already be seen at 10 CPUs. For TSP, the physi-
cal shared memory system performs much worse than any of the DSM implementations, because it
does not have any hardware scheme to replicate shared memory.
The second important factor is the granularity of the operations. If operations of the DSM are
low-level operations, such as "move a word from a register to main memory", these operations can
lead to a large amount of network traffic. Consider the case that a shared record is updated continu-
ously by two processors. In an unstructured DSM implementation this will generate many messages,
if the programmer does not lock the record explicitly. It might happen that for each write on a word
of the record, a message has to be sent. In a structured DSM implementation the operation on the
record is packed in one user-defined procedure call. In this case, only one message has to be sent.
The third important factor is the size of the messages that are sent. In an unstructured DSM,
each time a write operation on a page that is not located on the local processor has to be performed,
the DSM system has to get the complete page across the network, even if the write required only four
bytes of the page to be changed. Furthermore, if such a 4 byte object crosses page boundaries, two
complete pages have to be sent over. In a structured DSM, the RTS only sends over the operation
code or moves the object. In both cases, typically only a limited number of bytes has to be transferred.
Both unstructured and structured DSM rely on replication schemes and dynamic placing of
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shared memory to scale to a large number of processors. However, the unstructured DSM will in gen-
eral need more messages of a larger size than a structured DSM to keep shared memory consistent. In
general, one might expect that structured DSM would scale better than unstructured DSM. Ulti-
mately, however, scaling will be determined by the application.
7. CONCLUSIONS
In this paper we have compared two Distributed Shared Memory paradigms, a structured and an
unstructured one. This comparison was mainly done on the basis of measured execution times for
four parallel applications. The unstructured Shared Virtual Memory paradigm showed better absolute
execution times, whereas the structured shared data-object paradigm showed better speed-ups. A
more efficient implementation for the Orca RTS than the current prototype could make this difference
in absolute times smaller. It remains to be seen if the speed-ups for such a faster RTS will stay at
their current high level. However, it is our expectation that they will be better than the speed-ups for
the SVM system, because of the structured application-dependent division of shared memory.
In terms of programmability and readability, programming applications for the shared data-
object model is clearly superior to programming applications for the Shared Virtual Memory model;
the clean semantics of the shared data make it easy to write and debug programs. In addition, the pro-
grams execute efficiently, even for users who do not understand the underlying system.
An advantage of the SVM system is that every programming language supporting global data
could be extended with a few system calls to make use of distributed shared memory. Implementing
the shared data-object model within an existing language is less easy.
In conclusion, both paradigms are useful for distributed programming and can be implemented
efficiently. Although the SVM paradigm currently has the faster implementation, the shared data-
object paradigm is easier to understand, to program and to debug. On top of that, it is more promising
in terms of performance, as soon as a better Orca compiler is available.
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APPENDIX A
This appendix lists the execution times for our four applications. The tables contain the mean values
over a number of runs. All times are in seconds. The measurements for the SVM Central Manager
system start at two processors because there is always one processor occupied by the Central
Manager. We have no measurements with 10 processors for the physical shared memory system
because we only had 9 working processors.
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Nr. processors 1 2 3 4 5 6 7 8 9 10ulululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululul
SVM, Centralized, bad placement 68.8 37.1 26.0 20.8 17.2 16.1 14.6 14.7 13.0
SVM, Distributed, bad placement 68.6 37.0 26.0 20.6 17.6 15.6 15.0 13.5 12.6 12.7
SVM, Centralized, good placement 68.6 37.1 26.1 20.4 17.3 15.4 14.8 14.6 13.6
SVM, Distributed, good placement 68.7 37.0 26.0 20.7 17.5 16.0 14.6 13.6 12.8 12.5
Orca Multicast 432.1 218.9 148.0 111.4 90.0 77.1 66.3 58.2 53.6 47.1
Orca RPC 400.0 204.7 140.0 114.1 95.9 85.1 78.2 73.2 70.5 71.2
Shared Memory 68.6 34.4 23.1 17.3 13.8 11.8 10.1 8.8 8.0ulululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululululul




















































































































































