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Resumen—The aim of the novel experimental measures pre-
sented in this paper is to show the improvement achieved in
the computation time for a 2D self-adaptive hp finite element
method (FEM) software accelerated through the Adaptive Cross
Approximation (ACA) method. This algebraic method (ACA)
was presented in an previous paper in the hp context for the
analysis of open region problems, where the robust behaviour,
good accuracy and high compression levels of ACA were demons-
trated. The truncation of the infinite domain is settled through
an iterative computation of the Integral Equation (IE) over a
ficticious boundary, which, regardless its accuracy and efficiency,
turns out to be the bottelneck of the code. It will be shown that
in this context ACA reduces drastically the computational effort
of the problem.
I. INTRODUCCIO´N
Un modo o´ptimo de truncar el dominio en un problema de
radiacio´n o dispersio´n analizado mediante el me´todo de los
elementos finitos (MEF), es el empleo de un me´todo iterativo
eficiente [1] que hace uso de la Ecuacio´n Integral (EI) para
representar el campo del dominio exterior. Sobre un contorno
ficticio S se impone una condicio´n de frontera exacta (de tipo
Cauchy) que permite situar S muy cerca de las fuentes, redu-
ciendo de esta forma el nu´mero de inco´gnitas del problema.
La condicio´n de frontera se actualiza a trave´s de una serie
de iteraciones, I , sobre los segundos miembros del sistema
de ecuaciones MEF hasta alcanzar el grado de precisio´n
deseado. A costa de realizar estas iteraciones y gracias a la
implementacio´n de dos fronteras (S y S′) que descomponen el
dominio del problema abierto en dos subdominios solapados
(el dominio exterior a S′ representado mediante la funcio´n de
Green, y el dominio interior a S que sera´ resuelto mediante
MEF), este procedimiento conserva la naturaleza dispersa
de las matrices de rigidez del MEF, a diferencia de otros
me´todos basados en la representacio´n integral del campo.
Esta caracterı´stica permite el uso de resolvedores eficientes,
lo cual, junto con la ra´pida convergencia de las iteraciones
necesarias, traslada el cuello de botella del procedimiento al
ca´lculo convolucional de la EI sobre la frontera S.
Este me´todo iterativo para problemas abiertos se ha hi-
bridado con un sofisticado co´digo hp auto-adaptativo [2],
[3], donde se varı´a de forma completamente automa´tica y
simulta´nea el taman˜o de los elementos del mallado, h, y el
orden p empleado en la aproximacio´n polinomial de la solu-
cio´n. La auto-adaptabilidad hp utilizada [4] adapta la malla a
la solucio´n del problema sin intervencio´n externa, permitiendo
refinamientos aniso´tropos que dan lugar a mallas de tipo 1-
irregular con presencia de nodos colgantes, y presenta tasas
de convergencia exponenciales incluso con singularidades de
campo.
Para resolver el cuello de botella del me´todo MEF iterativo
en este contexto hp, y extender ası´ las elevadas prestaciones
del co´digo auto-adaptativo al ana´lisis electromagne´tico de
problemas abiertos, se propuso en un trabajo anterior [5] el
empleo de la Aproximacio´n Cruzada Adaptativa (ACA) [6],
[7] para el ca´lculo de la EI. ACA es un me´todo puramente
algebraico que acelera el ca´lculo de la matriz de la EI
independiente de las inco´gnitas del sistema mediante una
descomposicio´n matricial de tipo LU .
En el trabajo citado [5] se explicaba brevemente la metodo-
logı´a utilizada, se validaba la implementacio´n de ACA dentro
del software hp para problemas abiertos, cuyo diagrama de
bloques puede verse en la Fig. 1, se analizaba el buen com-
portamiento del umbral ǫ empleado para determinar el grado
de precisio´n y compresio´n, que podı´an fijarse de antemano
de manera sencilla y flexible, y se demostraba la robustez
del procedimiento. En el presente trabajo se extienden los
resultados presentados en [5] con las medidas experimentales
de los tiempos de CPU consumidos por el ca´lculo de la
Ecuacio´n Integral (EI) acelerada con ACA en un contexto
hp para problemas abiertos, en comparacio´n con los tiempos
de la integral sin acelerar.
II. RESULTADOS
Se analiza un problema de dispersio´n en 2D sobre un
conductor perfecto con geometrı´a circular, lo cual permite
obtener el error respecto al campo analı´tico sobre S. En todos
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Figura 1. Diagrama de bloques del mı´todo auto-adaptativo hp combinado con el MEF iterativo para problemas abiertos acelerado con ACA
los casos considerados se ha adaptado el umbral del me´todo
iterativo para problemas abiertos, U , y de ACA, ǫ, de acuerdo
a lo que se ha llamado estrategia de umbrales subo´ptimos:
se eligen ambos umbrales de forma independiente entre sı´ y
de forma independiente para cada valor de N (nu´mero de
inco´gnitas sobre S), de manera que ninguno de los dos
procedimientos influya apenas en el error de campo sobre S
respecto a la solucio´n exacta, pero permitiendo una muy ligera
relajacio´n respecto a dicho error. Esta ligera relajacio´n supone
un importante ahorro de recursos computacionales en algunos
casos especialmente exigentes, sin perder apenas precisio´n.
El primer caso considerado, a taman˜o ele´ctrico constante,
es el de un PEC de radio R = 5λ y una distancia entre las
fronteras auxiliares S y S′ de 0,5λ. El nu´mero de inco´gnitas
N se aumenta reduciendo el taman˜o de los elementos de
forma que la distancia entre inco´gnitas varı´a de h∗/λ = 0,098
a h∗/λ = 0,0048. Se ha distinguido entre N y Nfar, que
es la media de inco´gnitas consideradas lejanas por un grupo
ACA. Una de las caracterı´sticas del me´todo hp es que e´ste
permite el empleo de o´rdenes elevados (hasta p = 9 en la
implementacio´n utilizada). Por eso se han medido los tiempos
de ca´lculo para tres o´rdenes diferentes, p = 2, p = 4 y
p = 8. Los resultados se presentan en la Fig. 2, donde se
observa como la complejidad cuadra´tica de la EI se reduce
a una complejidad lineal en todos los casos gracias a la
compresio´n de ACA. tINT representa los tiempos de ca´lculo
de la EI sin aceleracio´n, considerando todas las iteraciones I
del me´todo para problemas abiertos. El valor tUV representa
solo los tiempos de co´mputo de las matrices U y V resultantes
de la descomposicio´n matricial ACA. tUV es independiente
de I: la matriz ACA Z = U × V es independiente de las
inco´gnitas del problema, por lo que el procedimiento ACA
so´lo se aplica una vez por mallado. Sin embargo, la matriz
Z debe ser multiplicada por las inco´gnitas sobre S, ui, que
se actualizan en cada iteracio´n I , para obtener el vector
columna correspondiente a la actualizacio´n de la condicio´n
de contorno sobre S mediante la evaluacio´n de la EI, o
los segundos miembros del sistema de ecuaciones MEF: los
tiempos tACA suman al valor de tUV el tiempo consumido
en dicha multiplicacio´n U × V × ui.
A continuacio´n se varı´a el taman˜o ele´ctrico del objeto dis-
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TAMANIO ELECTRICO CTE (R = 5 λ), ORDEN CTE (p = 2, p = 4, p = 8)
tACA y tUV para p = 2
Complejidad N0.9
tACA y tUV para p = 4
Complejidad N0.9
tACA y tUV para p = 8
Complejidad N
p = 2
I = 4 iter (cte)
r = 2 (cte)
r
max
 = 2 (cte)
G = 40 (cte)
err = 1.88%
p = 4
I = 9 iter (cte)
r = 3 (cte)
r
max
 = 4 (cte)
G = 40 (cte)
err = 0.02%
p = 8
I = 24 iter (∼ cte)
r = 5.6 (∼ cte)
r
max
 = 7 − 25 (NO cte)
G = 40 (cte)
err = 9*10−7%
tINT para p = 2
Complejidad N2
tINT para p = 4
Complejidad N2.05
tINT para p = 8
Complejidad N2.1
Figura 2. R/λ constante, orden constante p = 2, 4, 8.
persor, desde R = λ hasta R = 25λ, manteniendo constante
la distancia entre inco´gnitas h∗/λ = 0,10. Los resultados
pueden verse en la Fig. 3 para tres o´rdenes diferentes p = 2, 4
y 8. Las elevadas complejidades computacionales alcanzadas
cuando se calcula la integral sin aceleracio´n, se explican
por el aumento del nu´mero de iteraciones necesarias I al
aumentar el taman˜o ele´ctrico del objeto. Esta circunstancia
no influye en tUV y lo hace de forma muy sutil en los
tiempos totales de ACA, tACA, ya que los tiempos de la
multiplicacio´n U×V ×ui son muy pequen˜os en comparacio´n
con el ca´lculo de U y V . De ahı´ que en los u´ltimos tramos, o
para los taman˜os ele´ctricos mayores, donde la complejidad es
en general ma´s elevada, se observe por ejemplo una reduccio´n
de la complejidad de O(N4,6) para tINT con p = 8, a O(N2)
para tACA y el mismo orden. En todo caso los tiempos de
ca´lculo de ACA son menores en valor absoluto a los de la
integral sin me´todo ra´pido, excepto para taman˜os ele´ctricos
muy pequen˜os y o´rdenes elevados (R/λ < 5λ, p = 8), donde
los tiempos consumidos son del orden de segundos y puede
ser indiferente el empleo de un me´todo ra´pido de integracio´n.
Para comprobar el comportamiento de ACA en un refi-
namiento de tipo hp, se considera la variacio´n del taman˜o
ele´ctrico del objeto al mismo tiempo que el orden polinomial,
p, que en este caso implica una reduccio´n efectiva del error
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1.45
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2
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p = 2,    h* ∼ 0.1
I = 2 − 33 iter (NO cte)
r = 2 − 2.7 − 2 (∼ cte)
r
max
 = 2 − 4 − 2 (∼ cte)
G = 16 − 88 (cte)
err ∼ 0.7%
p = 4,     h* ∼ 0.1
I = 3 − 45 iter (NO cte)
r ∼ 2.8 (∼ cte)
r
max
 = 3 − 4 (∼ cte)
G = 15 − 80 (NO cte)
err ∼ 0.07%
p = 8,     h* ∼ 0.1
I = 5 − 68 iter (NO cte)
r = 3.3 (∼ cte)
r
max
 = 6 − 4 (∼ cte)
G = 8 − 72 (NO cte)
err ∼ 0.005%
Figura 3. R/λ aumenta, orden constante p = 2, 4, 8.
Figura 4. Mallado de partida para el cilindro R = 5λ.
al aumentar N . En la Fig. 2 (taman˜o ele´ctrico constante) el
error apenas varı´a, y tampoco lo hace por tanto el rango r
de las submatrices ACA, U y V , lo cual explica la linealidad
alcanzada en la complejidad, O(N). En la Fig. 3 (aumento del
taman˜o ele´ctrico, con p constante), el error mejora levemente
al aumentar N , con lo que el rango r se incrementa en
la misma medida: esto aumenta la complejidad de tUV por
encima de O(N). Adema´s, como se ha visto, el nu´mero de
iteraciones del me´todo iterativo para problemas abiertos se
incrementa de forma notable, lo cual incide drama´ticamente
en tINT y aumenta la complejidad de tACA por encima de
tUV . Sin embargo, en un contexto hp el error mejora de
forma apreciable en cada malla: en el caso de un conductor
circular con solucio´n de campo suave, esta mejora se logra
mediante refinamientos en p, como se muestra en la Fig. 5,
donde se observa el refinamiento obtenido tras 11 iteraciones
hp. Los colores oscuros se corresponden con o´rdenes p = 8
y p = 9. El mallado inicial se puede ver en la Fig. 4. De
ahı´ la conveniencia de medir la evolucio´n de la complejidad
computacional en un experimento con orden p variable.
Los resultados del experimento con aumento del taman˜o
ele´ctrico (de R = λ a R = 30λ) y aumento simulta´neo del
orden p (de p = 2 a p = 8) se muestran en la Fig. 6. La
distancia ele´ctrica entre inco´gnitas se ha mantenido constante,
h∗ = 0,05. En el u´ltimo tramo, correspondiente a R = 30λ,
los tiempos de ca´lculo decaen debido a que para taman˜os
ele´ctricos tan elevados el error no disminuye de 1,66 %,
lo cual implica una reduccio´n del nu´mero de iteraciones
Figura 5. Mallado automa´tico R = 5λ, tras 11 iter hp, ǫ = 10−3.
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Rojo: tint
Azul, 2o tramo: N4.2
Azul, 1er tramo: N3.1
Azul, 1er tramo: N2
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Azul discontinuo: N2.65
(tUV)
Azul, 2o tramo: N2.8
(tACA)
Negro continuo: tACA
Negro discontinuo: tUV
r = 2 (λ), 2.95 (5λ), 3.26 (10λ), 3.66 (15λ), 4.14 (20λ), 4.0 (25λ), 2 (30λ)
I = 2 (λ), 8 (5λ), 16 (10λ), 35 (15λ), 54 (20λ), 88 (25λ), 85 (30λ)
G = 16 (λ), 35 (5λ), 50 (10λ), 67 (15λ), 73 (20λ), 86 (25λ), 94 (30λ)
− el num. de grupos aumenta al aumentar tamanio elect.; el tamanio de los grupos es cte−
h* ∼ 0.05, CTE.
C(%) = 85 (λ), 86 (5λ), 88 (10λ), 87 (15λ), 88 (20λ), 89 (25λ), 95 (30λ)
err(%)= 0.4 (λ), 3.8 10−2 (5λ), 7.5 10−3 (10λ), 8.6 10−4 (15λ), 9.4 10−5 (20λ), 6.5 10−5 (25λ), 1.66 (30λ)
ε
subopt   =   0.5 (λ), 2 10
−2
 (5λ), 5 10−3 (10λ), 5 10−4 (15λ), 5 10−5 (20λ), 5 10−5 (25λ), 0.5 (30λ)
U
subopt (%) = 5 (λ), 5 10
−2
 (5λ), 5 10−3 (10λ),   10−4 (15λ), 5 10−5 (20λ), 5 10−5 (25λ),  1 (30λ)
λ
p = 2
30λ
p = 8
Figura 6. Varı´a R/λ, varı´a p. h∗
e
= 0,05 constante.
I necesarias, ası´ como del rango r de las matrices ACA.
Dejando a un lado este u´ltimo punto, se observa en la tabla
adjunta a la figura la evolucio´n de r, que se dobla desde
r = 2 hasta r = 4 al disminuir el error del campo sobre
S desde 0,4 % para p = 2 hasta 6,5 10−5 % para p = 7.
Tambie´n se muestra el nu´mero de grupos ACA, G, que influye
en la complejidad computacional de tUV y que aumenta,
para un taman˜o ele´ctrico de grupos proporcional al taman˜o
ele´ctrico del problema, desde G = 16 para Nmin a G = 94
para Nmax. El nu´mero de iteraciones del me´todo iterativo
empleado para cerrar el dominio crece desde I = 2 hasta
I = 85 para el taman˜o ele´ctrico ma´ximo, lo cual explica la
complejidad computacional observada para tINT , que es del
orden de O(N4,2) en los u´ltimos tramos. ACA reduce esta
complejidad a O(N2,8) (sin tener en cuenta la disminucio´n
de tiempos para R = 30λ), con un ahorro en el tiempo de
ca´lculo absoluto de ma´s de dos o´rdenes de magnitud.
En las simulaciones presentadas el nu´mero de los grupos
ACA, G, se ha considerado proporcional al taman˜o ele´ctrico
del problema, Le segu´n la relacio´n G =
√
10Le. Si se reduce
el taman˜o de los grupos considerando un nu´mero mayor de
agrupaciones ACA, G =
√
20Le, acorde con la distancia entre
inco´gnitas h∗/λ = 1/20 = 0,05, el tiempo de ca´lculo y la
complejidad tienden a incrementarse, excepto que la reduccio´n
del valor del rango r, al considerar grupos ma´s pequen˜os,
compense dicho aumento. Esto es lo que se observa en la
Fig. 7, donde se ha incluido en color verde los resultados de
la Fig. 6 a efectos de comparacio´n. El nu´mero de grupos G
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Azul discontinuo: N2.57
(tUV)
Azul, 1er tramo: N1.85
(tACA y tUV)
Verde: tACA y tUV para DG (tamanio grupos ACA) constante ppnal. a 0.1
Complejidad tACA ultimo tramo = O(N
2.8)
Complejidad tUV ultimo tramo = O(N
2.65)
λ
p = 2
30λ
p = 8
r = 2 (λ), 2.73 (5λ), 2.96 (10λ), 3.38 (15λ), 3.82 (20λ), 3.82 (25λ), 2 (30λ)
I = 2 (λ), 8 (5λ), 16 (10λ), 35 (15λ), 54 (20λ), 88 (25λ), 85 (30λ)
G = 28 (λ), 56 (5λ), 75 (10λ), 92 (15λ), 102 (20λ), 124 (25λ), 134 (30λ)
− el num. de grupos aumenta al aumentar tamanio elect.; el tamanio de los grupos es cte, pero ahora
es más pequeño al ser proporcional a h*
real = 0.05 < 0.1−
h* ∼ 0.05, CTE.
C(%) = 75 (λ), 79 (5λ), 84 (10λ), 84 (15λ), 85 (20λ), 85 (25λ), 93 (30λ)
err(%)= 0.4 (λ), 3.6 10−2 (5λ), 5.5 10−3 (10λ), 8.7 10−4 (15λ), 9.3 10−5 (20λ), 6.3 10−5 (25λ), 1.66 (30λ)
ε
subopt   =   0.5 (λ), 2 10
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 (5λ), 5 10−3 (10λ), 5 10−4 (15λ), 5 10−5 (20λ), 5 10−5 (25λ), 0.5 (30λ)
U
subopt (%) = 5 (λ), 5 10
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 (5λ), 5 10−3 (10λ),   10−4 (15λ), 5 10−5 (20λ), 5 10−5 (25λ),  1 (30λ)
Negro discontinuo: tUV
Negro continuo: tACA
Figura 7. Taman˜o grupos ACA ma´s pequen˜o.
se ha incrementado en un factor de
√
2, pero la complejidad
computacional apenas varı´a, incluso se reduce muy levemente,
pasando a valer O(N2,7) en los u´ltimos tramos, en lugar
de O(N2,8). Los tiempos de CPU, sin embargo, se han
incrementado ligeramente de acuerdo a lo esperado.
Si se aumenta el taman˜o de los grupos ACA segu´n G =√
Le, es decir, en un factor de
√
10 respecto al experimento
de la Fig. 6, los tiempos de ca´lculo tienden a reducirse,
ası´ como la complejidad computacional; excepto que el incre-
mento de rango r sea lo suficientemente pronunciado como
para compensar la disminucio´n del tiempo consumido en las
interacciones entre los diferentes grupos ACA. Los resultados
se observan en la Fig. 8. Efectivamente, los tiempos de tUV
y tACA se reducen ligeramente respecto a los tiempos de la
Fig. 6, que se repiten en color verde en esta figura para facilitar
la comparacio´n. La complejidad computacional apenas es
distinguible, no observa´ndose ninguna mejorı´a en los u´ltimos
tramos. A pesar de la ligera reduccio´n en los tiempos de
co´mputo, hay que hacer la advertencia de que a medida que
los grupos ACA se hacen ma´s grandes, el nu´mero medio de
inco´gnitas consideradas lejanas, y por tanto, susceptibles de
ser procesadas mediante el algoritmo ACA, disminuye. Esto
implica, por un lado, una menor reduccio´n del tiempo total
de ca´lculo. Y, por otro, que en problemas muy pequen˜os con
grupos ACA muy grandes, como sucede en la Fig. 8 para
R = λ, ACA no pueda aplicarse.
III. CONCLUSIONES
Se ha calculado experimentalmente la complejidad compu-
tacional del me´todo ACA en el contexto de un sofisticado
software hp auto-adaptativo para problemas abiertos en 2D,
cuya implementacio´n fue validada en un trabajo anterior.
Se ha analizado el problema esta´tico y con variacio´n del
taman˜o ele´ctrico, obteniendo en todos los casos una mejora
significativa, tanto en los tiempos de ca´lculo en valor absoluto
como en la evolucio´n de dichos tiempos al aumentar el
nu´mero de inco´gnitas; excepto posiblemente en problemas
muy pequen˜os, que son de escasa relevancia pra´ctica por los
pocos recursos que consumen. Se ha considerado el caso,
propio de hp, del aumento del orden p, observando una
reduccio´n de la complejidad desde O(N4,2) en la pendiente
de los tiempos consumidos cuando no se emplea me´todo
ra´pido de integracio´n, hasta O(N2,8) cuando la integral en la
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Azul, 1er tramo: N1.75
(tACA y tUV)
Azul, 2o tramo: N2.8
(tACA)
Azul discontinuo: N2.65
(tUV)
Negro discontinuo: tUV
Negro continuo: tACA
Rojo: tint
Azul, 2o tramo: N4.2
Azul, 1er tramo: N3.1
30λ
p = 8
5λ
p = 3
Verde: tACA y tUV para DG (tamanio grupos ACA) constante ppnal. a 0.1
Complejidad tACA ultimo tramo = O(N
2.8)
Complejidad tUV ultimo tramo = O(N
2.65)
r = 5.72 (5λ), 5.43 (10λ), 5.56 (15λ), 7.50 (20λ), 7.28 (25λ), 2.57 (30λ)
I = 8 (5λ), 19 (10λ), 35 (15λ), 64 (20λ), 105 (25λ), 87 (30λ)
G = 8 (5λ), 16 (10λ), 20 (15λ), 20 (20λ), 24 (25λ), 18 (30λ)
− el num. de grupos aumenta al aumentar tamanio elect.; el tamanio de los grupos es cte, pero ahora
es más grande al ser proporcional a h*FIJO = 1.0 > 0.1
h* ∼ 0.05, CTE.
C(%) = 94 (5λ), 94 (10λ), 94 (15λ), 94 (20λ), 94 (25λ), 98 (30λ)
err(%)= 4.2 10−2 (5λ), 2.6 10−3 (10λ), 7.8 10−4 (15λ), 7.8 10−5 (20λ), 1.6 10−5 (25λ), 2.4 (30λ)
ε
subopt   =  2 10
−2
 (5λ), 10−3 (10λ), 5 10−4 (15λ), 5 10−6 (20λ), 5 10−6 (25λ), 0.5 (30λ)
U
subopt (%) = 5 10
−2
 (5λ), 10−3 (10λ),   10−4 (15λ), 5 10−6 (20λ), 5 10−6 (25λ),  1 (30λ)
Figura 8. Taman˜o grupos ACA mayor.
frontera se calcula mediante ACA, ası´ como una reduccio´n
de dos o´rdenes de magnitud en los valores absolutos de
t. Las compresiones alcanzadas gracias a ACA superan en
todos los casos el 70 %, llegando a estar por encima del
90 % para o´rdenes y taman˜os ele´ctricos elevados. Se ha
probado el me´todo ACA con diferentes taman˜os de grupos, G,
comproba´ndose que el criterio para el nu´mero de grupos ACA
G =
√
10Le es una buena eleccio´n de compromiso, siempre
que la distancia entre inco´gnitas no este´ muy por encima o
por debajo de h∗/λ = 0,10. Queda demostrado el ahorro de
recursos computacionales y el buen comportamiento de ACA
para el ca´lculo ra´pido de la EI en un contexto de o´rdenes
elevados como es hp.
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