Abstract-The paradigm shift from an exclusive to a shared use of frequencies comes along with the necessity of new concepts since interference will be ubiquitous. Resulting channels may vary in an arbitrary and unknown manner from channel use to channel use. This is the arbitrarily varying channel (AVC). Here, coordination resources such as common randomness or correlated sources have been shown to be important for reliable communication; especially for symmetrizable AVCs where deterministic approaches with pre-specified encoder and decoder fail. Here, we study the arbitrarily varying bidirectional broadcast channel (AVBBC), which is motivated by the broadcast phase of bidirectional relaying. Here, a relay establishes a bidirectional communication between two nodes while sharing resources with other coexisting networks. The question is asked how much coordination is needed for reliable communication. The capacity region of the AVBBC is established and it is shown that for a transmission of block length n no more than O(log n) outputs of the correlated source suffices to achieve the same as with the much stronger resource of common randomness. Such weak coordination resources of correlated sources can easily be realized by broadcasting a signal (e.g. via satellite) observed by all users only as correlated versions.
I. INTRODUCTION
Recent research developments reveal a paradigm shift from exclusively allocating certain frequency bands to sharing them with others. Most of current systems such as cellular systems usually operate on exclusive frequency bands. In contrast to this, there are future systems such as ad-hoc or sensor networks which will operate on shared resources in an uncoordinated and self-organizing way. The main issue of this development is that interference will be ubiquitous making it to one of the major impairments in future wireless networks. Since such induced interference can no longer be coordinated between coexisting networks, there is the need of new concepts especially for the frequency usage.
In wireless networks with several uncoordinated transmitters, each receiver receives the signal he is interested in but also interfering signals from other transmitters. If there is no a priori knowledge about applied transmit strategies of all other transmitters such as modulation or coding schemes, there is no knowledge about the induced interference. Hence, all users must be prepared for the worst, which is a channel that may vary in an unknown and arbitrary manner from channel use to channel use. The concept of arbitrarily varying channels (AVC) [1] [2] [3] provides a suitable and robust model for such communication scenarios.
It has been shown that the capacity of an AVC highly depends on how encoder and decoder are coordinated within one transmitter-receiver link. In particular, the traditional deterministic approach with pre-specified encoder and decoder fails in the case of symmetrizable channels resulting in zero capacity [3] . Roughly speaking, such channels can emulate a valid input, which makes it impossible for the decoder to decide on the correct codeword. Unfortunately, many channels of practical importance fall in the category of symmetrizable channels [3] . This makes coordination resources such as common randomness (CR) [1, 2] or correlated sources (CS) [4] even more important and often necessary for reliable communication. They allow transmitter and receiver to coordinate their choice of encoder and decoder. Such more sophisticated strategies outperform deterministic approaches as they yield a positive capacity even in the case of symmetrizable channels.
In this paper, we study bidirectional relaying, or twoway relaying, for arbitrarily varying channels. This concept advantageously exploits the bidirectional information flow of communication which allows to reduce the inherent loss in spectral efficiency induced by half-duplex relays [5, 6] . Not surprisingly, it is a promising candidate to improve the overall performance and coverage in wireless networks such as adhoc, sensor, and even cellular systems.
The concept of bidirectional relaying can perfectly be applied to three-node networks, where a relay node establishes a bidirectional communication between two other nodes using a two-phase decode-and-forward protocol as shown in Fig. 1 . In the first phase, the multiple access phase, both nodes transmit their messages to the relay node which is assumed to decode both messages. Thus, the first phase is the classical and wellknown multiple access channel (MAC). In the second phase, Fig. 1 . Bidirectional relaying in a three-node network, where nodes 1 and 2 exchange their messages m 1 and m 2 with the help of the relay node using a decode-and-forward protocol [27] .
the bidirectional broadcast phase, the relay re-encodes and transmits both messages in such a way that both receiving nodes can decode their intended message using their own message from the previous phase as side information. Note that this scenario is different to the classical broadcast channel insofar that the receiving nodes have complementary side information. Therefore this broadcast scenario is known as bidirectional broadcast channel (BBC).
Capacity results for the BBC can be found in [7, 8] for discrete memoryless channels and in [9] for MIMO Gaussian channels. Subsequently, optimal transmit strategies for the multi-antenna case are then analyzed in [10] [11] [12] . Besides the decode-and-forward protocol [7] [8] [9] [10] [11] [12] [13] , there are also approaches based on amplify-and-forward [13, 14] , compress-and-forward [15, 16] , compute-and-forward [17, 18] , or noisy network coding [19] .
The initial MAC phase for arbitrarily varying channels is specified by the arbitrarily varying multiple access channel (AVMAC), which is well understood [20] [21] [22] [23] [24] . Therefore we concentrate in this paper on the succeeding BBC phase for arbitrarily varying channels. This is specified by the arbitrarily varying bidirectional broadcast channel (AVBBC) and first results can be found in [25, 26] .
The rest of the paper is organized as follows. In Section II we introduce the system model for the AVBBC. Coordination resources and different code concepts are then presented in Section III. Section IV discusses the deterministic capacity and the common-randomness-assisted capacity. Then the case of correlated sources is presented in Section V. Finally, the paper ends with a conclusion in Section VI. 1 
II. CHANNEL MODEL
For the bidirectional broadcast (BBC) phase we assume that the relay has successfully decoded both messages the nodes have sent in the previous multiple access (MAC) phase. It remains for the relay to re-encode and broadcast both messages in such a way that both receiving nodes can decode their intended messages with the help of their own message from the previous phase.
The communication is affected by a channel which may vary in an unknown and arbitrary manner from channel use to channel use throughout the whole transmission of a codeword.
1 Notation: Discrete random variables are denoted by capital letters and their realizations and ranges by lower case and script letters; N and R + are the sets of positive integers and non-negative real numbers; I(·; ·) is the traditional mutual information; P(·) is the set of all probability distributions; interior(·) denotes the interior of a set; O(·) is the big-O notation; lhs := rhs means the value of the right hand side (rhs) is assigned to the left hand side (lhs); lhs =: rhs is defined accordingly.
To model such a behavior, we introduce a finite state set S. Further, let X and Y i , i = 1, 2, be finite input and output sets. Then for a fixed state sequence s n ∈ S n of length n and input and output sequences x n ∈ X n and y
The discrete memoryless arbitrarily varying broadcast channel is the family
We further define the "marginal" arbitrarily varying channels (AVCs) to nodes 1 and 2 by
Further, for any probability distribution ρ ∈ P(S) we denote the averaged broadcast channel by
and the corresponding averaged marginal channels by
III. COORDINATION RESOURCES AND CODE CONCEPTS
It has been shown that coordination resources are important and often necessary to establish reliable communication over AVCs [1] [2] [3] [4] and so it is for the arbitrarily varying bidirectional broadcast channel (AVBBC). Accordingly, we introduce different forms of coordination resources and their corresponding code concepts. For this purpose, let M i := {1, ..., M i,n } be the set of messages at node i, i = 1, 2, which is also known at the relay node. We further use the abbreviation
A. Deterministic Codes
If no resources for coordination are available, a deterministic code design with pre-specified encoder and decoders has to be used.
one for each message m = (m 1 , m 2 ) ∈ M 1 × M 2 = M, and decoding sets at nodes 1 and 2
For given m 1 ∈ M 1 at node 1 the decoding sets must be disjoint, i.e., D m2|m1 ∩ D m 2 |m1 = ∅ for m 2 = m 2 , and, similarly, for given m 2 ∈ M 2 at node 2 the decoding sets must satisfy
Then for the deterministic code C det , the average probability of decoding error for state sequence s n ∈ S n is given bȳ
Further, we defineē n = max s n ∈S nē n (s n ). Definition 3: A rate pair (R 1 , R 2 ) ∈ R 2 + is said to be deterministically achievable for the AVBBC W if for any δ > 0 there exists an n(δ) ∈ N and a sequence of (n, M 1,n , M 2,n )-codes C det such that for all n ≥ n(δ) we have
with λ n → 0 as n → ∞. The deterministic capacity region R det (W) of the AVBBC W is the set of all achievable rate pairs.
B. Common-Randomness-Assisted Codes
If common randomness (CR) is available at the relay and nodes 1 and 2, then they can use this resource to coordinate their choice of encoder and decoders. This is modeled by a random variable Γ on G n . Then, codewords (2) and decoding sets (3) depend on the particular realization γ ∈ G n .
Here, G n is a finite set of deterministic (n, M 1,n , M 2,n )-codes, cf. Definition 2. Thus, the number of deterministic codes contained in the CR-assisted code C CR is given by |G n |. Each realization γ ∈ G n corresponds to a particular code and determines which one is selected out of the whole ensemble.
Then for the CR-assisted code C CR , the average probability of decoding error for s n ∈ S n becomes e CR,n (s
and furtherē CR,n = max s n ∈S nē CR,n (s n ). The definitions of a CR-assisted achievable rate pair and the CR-assisted capacity region R CR (W, Γ ) of the AVBBC W follow accordingly. 
C. Correlation-Assisted Codes
Transmission over an arbitrarily varying bidirectional broadcast channel (AVBBC). A source signal is broadcasted as coordination resource, which is received by the relay and nodes 1 and 2 as correlated versions
Remark 1: Note that correlated sources are in fact a weaker resource than common randomness. It has been shown that in general it is impossible to extract common randomness from correlated sources. More precisely, it is not robust in the sense that the set of all probability distributions, which would allow common randomness extraction, is closed, nowhere dense, and has zero Lebesgue measure, cf. [28, Theorem 1 and Remark 2].
Definition 5:
. Then for the CS-assisted code C CS , the average probability of decoding error for s n ∈ S n becomes e CS,n (s
and furtherē CS,n = max s n ∈S nē CS,n (s n ). The definitions of a CS-assisted achievable rate pair and the CS-assisted capacity region R CS (W, (U, V 1 , V 2 )) of the AVBBC W follow accordingly.
In Definition 5 the relay is required to observe the whole sequence u n ∈ U n prior to encoding as each symbol of the codeword depends on the whole observation, i.e., x
The coordination resource can further be weakened by considering causal encoding, where the relay uses only its current observation u i , i = 1, ..., n for encoding, i.e.,
Note that the decoding remains the same, since both receiving nodes use block decoding which starts after having received the whole sequences y Then, the definitions of a causally CS-assisted achievable rate pair and the causally CS-assisted capacity region R CS (W, (U, V 1 , V 2 ) causal ) of the AVBBC W follow accordingly.
IV. DETERMINISTIC AND CR-ASSISTED CAPACITIES
Based on the capabilities of the coordination resources, it is easy to see that the capacity regions can be ordered in the following way
Next we briefly discuss the two extreme cases in (5) . These are the cases where either no coordination resources or the strongest form, i.e., common randomness, are available. For this purpose we define the region
where Y i,ρ is the random variable associated with the output of the averaged channel W i,ρ , ρ ∈ P(S), cf. (1).
To state the capacity region R det (W) for the deterministic approach with no coordination resources, we further need the concept of symmetrizability.
holds for all x, x ∈ X and y i ∈ Y i . This means, the channel
for all x, x ∈ X and y i ∈ Y i , i = 1, 2.
With this concept, we are able to completely characterize the deterministic capacity region R det (W) of the AVBBC W.
Theorem 1 ( [25, 26] ): If and only if the AVBBC W is non-Y 1 -symmetrizable and non-Y 2 -symmetrizable, then the deterministic capacity region R det (W) is
The case interior(R det (W)) = ∅ for a symmetrizable AVBBC becomes intuitively reasonable, if one realizes the following. Roughly speaking, a symmetrizable channel can emulate the input of a valid codeword so that the interfering sequence may look like another valid codeword. Then, the receiver receives a superimposed version of two valid codewords making it impossible for him to decide on the correct one. Thus, reliable communication can no longer be guaranteed which results in interior(R det (W)) = ∅.
Since such a deterministic approach with predetermined encoder and decoders fails in this case, one is interested in more sophisticated strategies that work well also for symmetrizable channels. This is where the coordination resources enter the picture.
Theorem 2 ([25]):
The CR-assisted capacity region
Thus, CR-assisted strategies achieve the same rates as deterministic strategies but also in the case of symmetrizable channels. Theorems 1 and 2 then yields the following characterization.
Remark 2: The deterministic capacity region R det (W) displays the following dichotomy behavior:
Thus, the deterministic approach with no coordination resources either equals the CR-assisted approach with the "strongest" type of coordination resources or else yields an empty capacity region. A crucial observation for the analysis of the CS-assisted strategies is the following.
Remark 3: From [25, Section V-A and Lemma 1] we know that the amount of common randomness needed to achieve the CR-assisted capacity region R CR (W, Γ ) of the AVBBC W is quadratic in block length. In more detail, for a transmission of block length n, it suffices to use a CR-assisted code which consists of n 2 deterministic codes, i.e., |G n | = n 2 , cf. also Section III-B and Definition 4.
V. CS-ASSISTED CAPACITY REGION
The previous discussion showed that deterministic strategies have the drawback that they do not work for symmetrizable channels. On the other hand, coordination based on common randomness allowed to overcome such channel conditions to transmit reliably also for symmetrizable channels. However, common randomness is a very "strong" type of coordination resource as all users, i.e., the relay and both receiving nodes, have to observe the same realization of a common random experiment. Such a coordination resource might be hard to realize in practice and the question is whether CR-assisted strategies are necessary to achieve R(W), cf. Theorem 2, or whether "less" coordination resources are sufficient and if so how far they can be reduced.
In the following we study the "weaker" form of coordination resources given by correlated sources as introduced in III-C. Here, all users observe correlated outputs of a common random source. The relay observes the output u n ∈ U n and the receiving nodes 1 and 2 the outputs v
respectively which are drawn according to P n UV1V2 . To ensure that these outputs are correlated, we require I(U ; V 1 ) > 0 and I(U ; V 2 ) > 0. Such a coordination resource is immediately given if all users observe, for example, a synchronization signal from a satellite, cf. Fig. 2 .
The next result shows that this "weaker" form of coordination resources already suffices to achieve the same performance as the "stronger" resource of common randomness.
Theorem 3:
Proof: We will restrict ourselves to prove the desired result only for causally CS-assisted strategies, i.e., Fig. 3 . Three-phase protocol that achieves the causally CS-assisted capacity region R CS (W, (U, V 1 , V 2 ) causal ) of the AVBBC W. In the first two phases, the relay uses a causally CS-assisted code for the classical point-to-point AVC to inform both receiving nodes which CR-assisted code is used in the following third phase.
for (non-causally) CSassisted strategies follows immediately from the ordering of the corresponding regions (5).
In the following we present a causally CS-assisted strategy that achieves all rate pairs (R 1 , R 2 ) ∈ R(W). The main idea is to prove this result by concatenating a causally CSassisted code with a CR-assisted code. The optimality or converse follows then from the fact that R CR (W, Γ ) = R(W), cf. Theorem 2, and the ordering R CS (W, (U,
We assume R CR (W, Γ ) = {(0, 0)}, since otherwise there is nothing to prove, cf. (5) . From Theorem 2 we know that there exists a CR-assisted (n, M 1,n , M 2,n , Γ )-code C CR that achieves the desired rate pairs (R 1 , R 2 ) ∈ R(W). Moreover, we know that such a code requires only polynomial amount of common randomness, i.e., |G n | = n 2 , cf. Remark 3 and [25] . Unfortunately, such a code requires common randomness at all nodes which is not the case in our scenario. The main idea is now based on Ahlswede's elimination technique [2] . This means, we aim for converting this CR-assisted code to a causally CS-assisted code which has effectively the same rates and probabilities of error. This is done by concatenating the original codewords of the CR-assisted code by prefixes of negligible length which inform the receiving nodes which code out of the n 2 deterministic codes is actually used. We propose a three-phase protocol as depicted in Fig. 3 . Prior to any transmission, the relay node chooses an element γ ∈ G n uniformly at random for the CR-assisted code. In the first two phases of the protocol, the relay uses causally CSassisted codes to inform both receiving nodes which γ ∈ G n was chosen. This indicates which out of the n 2 deterministic codes will be used. After the two phases, the relay and both receiving nodes have established common randomness. Thus, in the third phase, the users can use a CR-assisted code C CR where encoder and decoders are chosen according to γ ∈ G n . We have to ensure that the resources spent in the first two phases to inform the receiving nodes are negligible so that there is no loss in overall rates.
Let us analyze the three phases in more detail. For the first phase, we know from [4] that for the point-to-point AVC the causally CS-assisted capacity equals the CR-assisted capacity, i.e., R(
Thus, there exists a causally CS-assisted code for the AVC W 1 given by the system [4] it is not explicitly stated that the outputs of the correlated sources are available only causally, but a careful inspection of the corresponding proof, cf. [4, Equation (2.2)] reveals that the encoding is restricted to be causal meeting our definition in (4) . The average probability of error is
for all s kn ∈ S kn with λ
> 0 so that this code achieves positive rates and is therefore suitable for informing the receiving node which γ ∈ G n was chosen by the relay.
The same argumentation holds for the second phase as well, where we also find a suitable causally CS-assisted code for the AVC W 2
with average probability of error
for all s ln ∈ S ln with λ
CS,ln → 0 as l n → ∞. Thus, after the first two phases, the relay has successfully informed nodes 1 and 2 about the chosen γ ∈ G n so that they can use a CR-assisted code C CR given by
with probability of errorē
CR,n cf. Definition 4. Concatenating these codes, we obtain a causally CSassisted code of block lengthñ = k n + l n + n with code- 
CR,n =: λñ with λñ → 0 asñ → ∞. Thus, the new concatenated code satisfies the average error criterion.
It remains to check that there is no loss in rates due to the prefixes in the two first phases. As the CR-assisted code used in the third phase of the protocol requires only polynomial amount of common randomness, i.e., |G n | = n 2 , the resources spent for the first two phases for informing the receivers is of the order k n = O(log n) and l n = O(log n) so that k n /n → 0 and l n /n → 0. Thus, the rate of the final code from the relay to node 1 is 1 k n + l n + n log(n 2 M 2,n ) = 1 k n + l n + n log(n 2 ) + log M kn+ln+n log(n 2 M 1,n ) → R 2 as n → ∞ for the rate from the relay to node 2. Thus, the overall rates of the final causally CS-assisted code are only negligible affected by the addition of the prefixes.
Remark 4: Due to the concatenated structure, the code constructed above is a very special causally CS-assisted code; especially as it uses only negligible small amount of the coordination resources. Anyhow, as this code achieves all rate pairs in R(W), it is sufficient to achieve the causally CSassisted capacity region R CS (W, (U, V 1 , V 2 ) causal ).
VI. CONCLUSION
In this paper we studied the arbitrarily varying bidirectional broadcast channel (AVBBC), which is motivated by the broadcast phase of decode-and-forward bidirectional relaying in the presence of other coexisting wireless networks which use the same (wireless) resources. The corresponding capacity regions for different forms of coordination were characterized. In particular, we derived the capacity region for the case where all nodes observe correlated outputs of a random source. It turned out that the CS-assisted capacity region equals the CR-assisted capacity region. Thus, such "weak" coordination resources as correlated sources suffice to achieve the same performance as for much "stronger" approaches based on common randomness. Moreover, sophisticated strategies based on coordination resources achieve in general higher rates than deterministic approaches with pre-specified encoder and decoders; especially for symmetrizable channels.
