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Abstract
Herein, we consider the nonlinear filtering problem for general right continuous Markov processes,
which are assumed to be associated with semi-Dirichlet forms. First, we derive the filtering equations in the
semi-Dirichlet form setting. Then, we study the uniqueness of solutions of the filtering equations via the
Wiener chaos expansions. Our results on the Wiener chaos expansions for nonlinear filters with possibly
unbounded observation functions are novel and have their own interests. Furthermore, we investigate the
absolute continuity of the filtering processes with respect to the reference measures and derive the density
equations for the filtering processes.
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1. Introduction
Let the signal (X t )t≥0 be a time-homogeneous Markov process living in a general state space
E , which can be either finite- or infinite-dimensional. The optimal filtering problem consists of
computing the conditional distributions of (X t )t≥0 based on the collection (Yt )t≥0 of partial and
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noisy observations
Yt =
∫ t
0
h(Xs)ds +Wt , (1.1)
where h : E → Rd is measurable and W is the standard d-dimensional Brownian motion
independent of X . Under the assumption that X is the solution of a classical martingale problem
or satisfies an SDE (stochastic differential equation), the well-known FKK (Fujisaki–Kallianpur–
Kunita) (also known as Kushner–Stratonovich) and DMZ (Duncan–Mortensen–Zakai) equations
and the related results have been established for the normalized and unnormalized filtering
processes, respectively. However, these fundamental results cannot be applied directly to the
Markov processes that are not characterized by solutions of classical martingale problems or
SDEs, which arise naturally in many applications.
To motivate this paper, let us consider two concrete examples. The first one is concerned with
Markov processes associated with singular differential operators. Let U be an open subset of Rd
and C a space of smooth functions on U , e.g. C = C∞0 (U ), the set of all smooth functions on U
with compact supports. Suppose that the infinitesimal generator of the signal process X is given
by a second order differential operator
L f (x) =
d∑
i, j=1
ai j (x)
∂2 f (x)
∂xi∂x j
+
d∑
i=1
bi (x)
∂ f (x)
∂xi
+ V (x) f (x), f ∈ C,
with measurable coefficients ai j , bi , V : U → R, 1 ≤ i, j ≤ d . Such operators as well
as operators of a similar type on more general (in particular infinite-dimensional) state spaces
occur in many applications, including in particular stochastic mechanics, classical and quantum
statistical mechanics, Euclidean quantum field theory, etc. Here, we are mainly interested in
singular and degenerate L , for example, the schro¨dinger operator L = 12∆ − V with non-
regular potential V . Although the solutions of the classical martingale problems for singular
and/or infinite-dimensional differential operators can be shown, the problem of uniqueness is
intractable. Note that the well-posedness of the martingale problem for L plays an important role
in proving the uniqueness of solutions of the classical filtering equations (cf. [15,3,14] and the
references therein).
The second example is concerned with a particle system X t = (X it )t≥0 that interact via a
potential function φ. The “heuristic” SDE satisfied by X is given by
dX it =
∑
j : j 6=i
∇φ(X it − X jt )dt + dW it , i ∈ N, (1.2)
where (W it )t≥0, i ∈ N, are independent Brownian motions on Rd and φ is the pair potential. A
concrete example of φ which is especially important in atomic and molecular physics is given
for d = 3 by the so-called Lennard-Jones potential
φa,b(x) := a|x |12 −
b
|x |6 , x ∈ R
d \ {0}, where a, b > 0. (1.3)
The solution X of (1.2) is interpreted as an infinite particle system undergoing interactions given
by the drift determined by ∇φ and can be defined rigorously using the theory of Dirichlet forms.
The optimal filtering problem arises if we want to estimate the signal X based on the observations
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Y . Considering that (1.2) is heuristic, this problem is not solved in the classical framework of
nonlinear filtering.
The aim of this paper is to study the nonlinear filtering problem for a general right (continuous
strong Markov) process, which is assumed to be associated with a Dirichlet form, or more
generally, a semi-Dirichlet form. A main advantage of using the theory of Dirichlet forms is
that it provides a powerful tool to analyze Markov processes associated with singular generators
living possibly in infinite-dimensional state spaces. We refer the interested readers to the
monographs [17,10] for a wide variety of examples of Dirichlet forms and their nice one-to-one
correspondence with Markov processes.
Let ((X t )t≥0, (Px )x∈E ) be a right process taking values in a metrizable Lusin space E , i.e. a
space topologically isomorphic to a Borel subset of a complete separable metric space, B(E) the
Borel σ -algebra of E and m a σ -finite measure on (E,B(E)). Suppose that the signal (X t )t≥0
is associated with a semi-Dirichlet form (E, D(E)) on L2(E;m) in the sense that for any t ≥ 0
and f ∈ Bb(E)∩ L2(E;m), Pt f = Tt f m-a.e., where Bb(E) and L2(E;m) are respectively the
families of bounded Borel measurable and L2-integrable functions on E , (Pt )t≥0 is the transition
semigroup of (X t )t≥0 and (Tt )t≥0 is the L2-semigroup corresponding to (E, D(E)). Assume that
the initial distribution ν of X charges no E-exceptional sets (cf. Section 2 for the definition). We
denote
P(·) =
∫
E
Px (·)ν(dx) (1.4)
and Yt := σ({Ys, 0 ≤ s ≤ t},N ), where N is the collection of P-null sets. Then our goal is to
estimate the conditional distributions
pit (·) := P(X t ∈ ·|Yt ), t ≥ 0. (1.5)
A difficulty in deriving the filtering equations for a semi-Dirichlet process X is that in general
the functions {L f | f ∈ D(L)} are only m-a.e. defined on E , while a priori we do not know
if the conditional distributions pit charge no m-zero sets, where (L , D(L)) is the L2-generator
associated with X . To overcome this difficulty, we consider
D˜(L) := {G1 f | f ∈ Qb(E) ∩ L2(E;m)}, (1.6)
where (Gα)α>0 denotes the resolvents corresponding to (E, D(E)) (cf. [17, Page 8]) and Qb(E)
denotes the family of bounded measurable functions on E that have E-quasi-continuous m-
versions (cf. Section 2 for the definition). Denote by f˜ and G˜1 f the E-quasi-continuous m-
versions of f and G1 f , respectively. Since each pit charges no E-exceptional sets, pit (L˜(G1 f )) =
pit (G˜1 f − f˜ ), which is well defined if f ∈ Qb(E) ∩ L2(E;m).
In the first part of this paper, we derive the filtering equations for D˜(L), the test function
space (cf. Theorem 2.2), and show the uniqueness of solutions of the filtering equations (cf.
Theorems 3.4 and 3.6). These results are improvements of many of the previous results in
our semi-Dirichlet form setting. In particular, our results on the Wiener chaos expansions for
nonlinear filters with possibly unbounded observation functions are novel and might be useful
elsewhere in the future study of nonlinear filtering.
It is of great interest to formulate the conditions under which pit is absolutely continuous w.r.t.
(with respect to) the reference measure m on E and to find an SPDE (stochastic partial differential
equation) to characterize the density process dpit/dm, t ≥ 0. The first result in this context was
obtained by Zakai [28], where the unnormalized filtering process (σt )t≥0 was introduced and it
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was shown that (σt )t≥0 satisfies the later called DMZ equation. The connection between (pit )t≥0
and (σt )t≥0 is given as follows:
pit ( f ) = σt ( f )
σt (1)
, f ∈ Bb(E).
The filtering model considered by Zakai [28] is{
dX t = a(X t )dt + b(X t )dW˜t ,
dYt = h(X t )dt + dWt , (1.7)
where W˜t and Wt are independent d1- and one-dimensional Brownian motions, respectively.
Pardoux [20] obtained the SPDE for the unnormalized conditional densities in the case of
“correlated noise” by virtue of a backward SPDE. He also established results on the existence
and uniqueness of solutions of the SPDE. The filtering model considered by Pardoux [20] is{
dX t = b(t, X t )dt + σ(t, X t )dWt ,
dYt = h(t, X t )dt + g(t)dWt + g˜(t)dW˜t , (1.8)
where Wt and W˜t are independent d1- and d-dimensional Brownian motions, respectively.
Ahmed et al. [1] discussed the existence of conditional densities and the corresponding SPDE
for a signal process (X t )t≥0 in an infinite-dimensional Hilbert space with a finite-dimensional
observation process (Yt )t≥0. The filtering model considered by them is{
dX = (AX + F(X))dt + R1/21 dW1(t)+ B1dW2(t),
dY = G(X)dt + R1/22 dW2(t),
(1.9)
where W1 and W2 are independent cylindrical Wiener processes on a Hilbert space H and Rd ,
respectively, and the operators A, F, R1, B1,G and R2 satisfy some assumptions.
In the second part of this paper, we study the absolute continuity of pit w.r.t. m and the
equations satisfied by the conditional densities (cf. Theorem 4.4). Note that, in general, the semi-
Dirichlet process (X t )t≥0 does not satisfy the SDEs as in the models (1.7)–(1.9).
The rest of this paper is organized as follows. In Section 2, we derive the FKK and DMZ
equations for general semi-Dirichlet processes. In Section 3, we study the uniqueness of solutions
of the filtering equations via the Wiener chaos expansions. In Section 4, we investigate the
absolute continuity of the filtering processes and derive the SPDEs for the conditional densities.
In Section 5, we give some examples.
2. Filtering equations in semi-Dirichlet form setting
Throughout this paper, we let (X t )t≥0 be a right process taking values in a metrizable Lusin
space E , B(E) the Borel σ -algebra of E , and m a σ -finite measure on (E,B(E)). Suppose that
(X t )t≥0 is associated with a semi-Dirichlet form (E, D(E)) on L2(E;m). We refer the readers
to [16] for more details about the correspondence between Markov processes and semi-Dirichlet
forms. Also, we refer the readers to [17,10] for a thorough introduction to Dirichlet forms and
Markov processes and the corresponding notations and terminologies used in this paper.
Denote by ∆ and ζ the cemetery and lifetime of X , respectively. We use (·, ·)m and ‖ · ‖L2(m)
to denote the inner product and norm of L2(E;m), respectively, and use ‖ · ‖∞ to denote
the essential supremum norm of a function in Bb(E). Let U ⊂ E be an open set. Define
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D(E)E\U = {u ∈ D(E)|u = 0 m-a.e. on U }. An increasing sequence {Fn}n≥1 of closed
subsets of E is called an E-nest if ⋃n≥1 D(E)Fn is dense in D(E) w.r.t. the E1/21 -norm, whereEα( f, f ) := E( f, f )+ α( f, f )m for f ∈ D(E) and α > 0. Equivalently,
{Fn}n≥1 is an E-nest if and only if Px
(
lim
n→∞ σ(E \ Fn) < ζ
)
= 0, m-a.e. x .
Hereafter σ(B) := inf{t > 0|X t ∈ B} is the first hitting time of B for any B ∈ B(E). Let
F be a subset of E . Then, F is called E-exceptional if there exists an E-nest {Fn}n≥1 such that
F ⊂ ⋂n≥1 E \ Fn . A property about X or (E, D(E)) is said to hold E-quasi-everywhere (E-
q.e. for abbreviation) if it holds for any point in E except for an E-exceptional set. An E-q.e.
defined function f on E is said to be E-quasi-continuous if there exists an E-nest {Fn}n≥1 such
that u|Fn is continuous on Fn for each n. Given two functions u and u˜ on E , u˜ is said to be an
E-quasi-continuous m-version of u if u˜ is E-quasi-continuous and u = u˜ m-a.e.
By Fitzsimmons [8], (E, D(E)) must be quasi-regular. Then, every element u ∈ D(E) admits
an E-quasi-continuous m-version, which we denote by u˜. Note that u˜ is uniquely determined
except for an E-exceptional set. We use D˜(E) to denote the family of E-quasi-continuous versions
of elements in D(E). Without loss of generality, we assume that every element u ∈ D˜(E) is Borel
measurable. We use the same notation for a function f (m-a.e. defined) on E and for the m-
equivalence class of functions represented by f , if there is no risk of confusion. Similar to Chen
et al. [5], it can be shown that any quasi-regular semi-Dirichlet form is quasi-homeomorphic
to a regular semi-Dirichlet form (see [11]). Recall that (E, D(E)) is called a regular semi-
Dirichlet form if E is a locally compact separable metric space, m is a positive Radon measure
on (E,B(E)) with the support Supp[m] = E , and C0(E) ∩ D(E) is dense in C0(E) w.r.t. the
‖ · ‖∞-norm and is dense in D(E) w.r.t. the E1/21 -norm, where C0(E) is the family of continuous
functions on E with compact supports.
Let L be the infinitesimal generator of (E, D(E)) with domain D(L) ⊂ L2(E;m). We
introduce the subset D˜(L) of D(L) by (1.6). Denote Db(E) := Bb(E) ∩ D(E). Note that
LGα f = αGα f − f for f ∈ L2(E;m) and α > 0. Then Gα(Db(E)) ⊂ D˜(L) and thus D˜(L)
is dense in D(L) w.r.t. the norm on D(L). By Ma et al. [16, Proposition 2.19], any E-quasi-
continuous function in Bb(E) ∩ L2(E;m) is bounded E-q.e. Hence any function f ∈ D˜(L) is
bounded E-q.e. Moreover, since X is a right process, (s, ω)→ L˜ f (Xs)(ω) is jointly measurable.
We define the probability measure P by (1.4) and denote the expectation w.r.t. P by E . Let
the observation process (Yt )t≥0 and the filtering process (pit )t≥0 be defined by (1.1) and (1.5),
respectively. Denote by P(E) the family of probability measures on (E,B(E)). We fix a T > 0.
Since X is a right process, there exists a version of (pit )0≤t≤T which belongs to D([0, T ],P(E))
(see [27]). In what follows, we will use this version without further comment. Now we derive
the filtering equations in the semi-Dirichlet form setting. Here, the derivation of the filtering
equations follows the recent paper of Kouritzin and Long [13], which does not assume the
standard finite energy condition∫ T
0
E[|h(X t )|2]dt <∞, (2.1)
with | · | denoting the Euclidean distance. Instead, the least restrictive conditions on h:
P
(∫ T
0
|h(X t )|2dt <∞
)
= 1 (2.2)
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and ∫ T
0
E[|h(X t )|]dt <∞ (2.3)
are used. Note that conditions (2.2) and (2.3) assume weaker moment conditions on X than the
standard finite energy condition (2.1). We refer the interested readers to [13] for applications of
these weaker conditions to filtering of some financial models.
Set Xt := σ {{Xs, 0 ≤ s ≤ t},N }. For f ∈ D˜(L) and t ≥ 0, define
Mt ( f ) := f˜ (X t )− f˜ (X0)−
∫ t
0
L˜ f (Xs)ds.
By Fukushima et al. [10, Theorem 4.2.1] and Ma et al. [16, Theorem 2.14], we know that a set
N ⊂ E is an E-exceptional set if and only if it is an exceptional set w.r.t. (X t )t≥0. Therefore,
different choices of E-quasi-continuous m-versions of f and L f give indistinguishable versions
of the process (Mt )t≥0. Note that Pt f˜ −
∫ t
0 Ps L˜ f ds = f˜ E-q.e. for f ∈ D˜(L) and t ≥ 0, it
follows from Ethier and Kurtz [7, Page 162] that (Mt ( f ),Xt , P) is a martingale.
We define the innovation process It = Yt −
∫ t
0 pis(h)ds. Then, by Fujisaki et al. [9, Lemma
2.2 and Remark 2.1], we know that (It ,Yt , P) is a d-dimensional continuous martingale under
condition (2.3). Hereafter, we use 〈·〉 to denote the standard inner product of Rd . Now we define
At = exp
{∫ t
0
〈h(Xs), dYs〉 − 12
∫ t
0
|h(Xs)|2ds
}
(2.4)
and
XY t := σ {{X t , 0 ≤ t <∞},Yt ,N }.
Note that by (1.1) and (2.4), we get
A−1t = exp
{∫ t
0
〈−h(Xs), dWs〉 − 12
∫ t
0
|h(Xs)|2ds
}
.
By the independence of X and W , one finds that (A−1t ,XY t , P) is a martingale and
(Wt ,XY t , P) is a d-dimensional Brownian motion (cf. [12, Lemma 11.3.1]). Here we would
like to point out that if X and W are not assumed to be independent, then stronger conditions
than (2.2) and (2.3) are required to ensure that (A−1t ,XY t , P) is a martingale. Define a new
probability measure P via the Girsanov transformation
dP
dP
∣∣∣∣∣XY t = A−1t = E[A−1T |XY t ], 0 ≤ t ≤ T .
Then, P ◦ (X, Y )−1 = P ◦ (X,W )−1, (At ,XY t )0≤t≤T is a martingale under P , and one has the
Kallianpur–Striebel formula
pit ( f ) = E[ f˜ (X t )|Yt ] = E[ f˜ (X t )At |Yt ]
E[At |Yt ]
:= σt ( f˜ )
σt (1)
, f ∈ D˜(L). (2.5)
Similar to Kouritzin and Long [13, Theorem 2.1], we can prove the following result.
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Lemma 2.1. Suppose that h satisfies (2.2). Then {σt ( f˜ )− σ0( f˜ )−
∫ t
0 σs(L˜ f )ds, 0 ≤ t ≤ T } is
a (Yt )0≤t≤T -martingale under P for f ∈ D˜(L). 
Further, we obtain the filtering equations in the semi-Dirichlet form setting following
Kouritzin and Long [13, Theorem 2.2].
Theorem 2.2. Suppose that h satisfies (2.2) and (2.3). Then, the DMZ and FKK equations
σt ( f˜ ) = σ0( f˜ )+
∫ t
0
σs(L˜ f )ds +
∫ t
0
〈σs(h f˜ ), dYs〉, P-a.s., (2.6)
pit ( f˜ ) = pi0( f˜ )+
∫ t
0
pis(L˜ f )ds +
∫ t
0
〈pis(h f˜ )− pis(h)pis( f˜ ), dIs〉, P-a.s.,
hold for all f ∈ D˜(L) and t ∈ [0, T ]. 
3. Uniqueness of solutions of the filtering equations via Wiener chaos expansions
3.1. A key lemma
We prepare in this subsection a key lemma for the use of further study. To simplify notation,
we consider only the one-dimensional case, i.e. d = 1, throughout this section. But the similar
results hold for general d. We denote by M+(E) and Mb(E) the families of finite and finite
signed measures on (E,B(E)), respectively. In what follows, we set T˜t f (x) = Pt f (x) =
Ex [ f (X t )] whenever the latter is well defined.
Lemma 3.1. Let (vt )0≤t≤T be an Mb(E)-valued ca`dla`g process. Suppose that
P
{∫ T
0
|vs |2(|h|)ds <∞
}
= 1. (3.1)
Then the following two assertions are equivalent.
(i) For any f ∈ D˜(L),
vt ( f˜ ) = v0( f˜ )+
∫ t
0
vs(L˜ f )ds +
∫ t
0
vs(h f˜ )dYs, P-a.s. (3.2)
(ii) For any f ∈ Bb(E),
vt ( f ) = v0(T˜t f )+
∫ t
0
vs(hT˜t−s f )dYs, P-a.s. (3.3)
Remark 3.2. A subset A of Bb(E) is said to be E-bp-dense in Bb(E) if for any f ∈ Bb(E) there
exists a sequence { fn}n≥1 ⊂ A such that supn≥1 ‖ fn‖∞ < ∞ and limn→∞ fn = f E-q.e. A
subset A of Bb(E) is said to be E-measure determining if for any µ1, µ2 ∈ P(E) charging no
E-exceptional sets, ∫E f dµ1 = ∫E f dµ2 for all f ∈ A implies that µ1 = µ2. One can prove the
following two facts. (i) Any E-bp-dense subset A of Bb(E) is E-measure determining. (ii) D˜(L)
is E-bp-dense in Bb(E).
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Proof of Lemma 3.1. To simplify notation, we use f to denote f˜ whenever f has an E-quasi-
continuous m-version. For f ∈ D˜(L), define
v(t, f ) = v0(Tt f )+
∫ t
0
vs(hTt−s f )dYs −
{
v0( f )+
∫ t
0
vs(L f )ds +
∫ t
0
vs(h f )dYs
}
.
(3.4)
Then by the fact that Tt f − f =
∫ t
0 Ts L f ds and Fubini’s Theorem, we get
v(t, f ) =
∫ t
0
v0(Ts L f )ds −
∫ t
0
vs(L f )ds + I (t, L f ), (3.5)
where
I (t, f ) :=
∫ t
0
∫ t−s
0
vs(hTr f )drdYs .
For n ∈ N, define
Tn = inf
{
0 6 t 6 T :
∫ t
0
|vs |2(|h|)ds > n
}
. (3.6)
By (3.1), one finds that
P{Tn ≤ T } ↓ 0 as n→∞. (3.7)
We now define
I (t, f, n) =
∫ t∧Tn
0
∫ t−s
0
vs(hTr f )drdYs,
v(t, f, n) =
∫ t
0
v0(Ts L f )ds −
∫ t
0
vs(L f )ds + I (t, L f, n). (3.8)
Part I. First, suppose that (3.2) holds. Let f ∈ D˜(L). By the stochastic Fubini’s theorem (cf. [26,
Lemma III.2] and [21, Theorem IV. 46]), (3.2) and (3.6), we get
I (t, f, n) =
∫ t
0
∫ t−r
0
I{s6Tn}vs(hTr f )dYsdr
=
∫ t
0
[
v(t−r)∧Tn (Tr f )− v0(Tr f )−
∫ (t−r)∧Tn
0
vs(LTr f )ds
]
dr. (3.9)
The last term of (3.9) is equal to∫ t
0
∫ t
0
I{s6t−r} I{s6Tn}vs(LTr f )dsdr =
∫ t
0
∫ t
0
I{s6Tn} I{r6t−s}vs(LTr f )drds
=
∫ t∧Tn
0
vs
(∫ t−s
0
LTr ( f )dr
)
ds
=
∫ t∧Tn
0
vs(Tt−s f )ds −
∫ t∧Tn
0
vs( f )ds.
Consequently,
I (t, f, n) =
∫ t
0
vs∧Tn (Tt−s f )ds −
∫ t
0
v0(Ts f )ds
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−
∫ t∧Tn
0
vs(Tt−s f )ds +
∫ t∧Tn
0
vs( f )ds. (3.10)
We complete the proof through the following three steps.
(a) Let f = Gαϕ for some α > 0 and ϕ ∈ D˜(L). By (1.6), ϕ = G1g for some g ∈ Qb(E)
∩ L2(E;m). Then L f = LGαϕ = αGαϕ−ϕ = αGαG1g−G1g = G1(αGαg− g). Hence
L f ∈ D˜(L). By (3.10), we get
I (t, L f, n) =
∫ t
0
vs∧Tn (Tt−s L f )ds −
∫ t
0
v0(Ts L f )ds
−
∫ t∧Tn
0
vs(Tt−s L f )ds +
∫ t∧Tn
0
vs(L f )ds. (3.11)
By (3.8) and (3.11), we obtain that
v(t, f, n) =
∫ t
0
I{s>Tn}vTn (Tt−s L f )ds −
∫ t
0
I{s>Tn}vs(L f )ds.
Letting n→∞, we get v(t, f ) = 0.
(b) Let f ∈ D˜(L). Define fk := kGk f , k ∈ N. Note that fk → f E-q.e. as k → ∞
and ‖ fk‖∞ ≤ ‖ f ‖∞. By the bounded convergence theorem, v0(Tt fk) → v0(Tt f ) and
vt ( fk)→ vt ( f ) as k →∞. Moreover, by (3.6) we have
E
[∣∣∣∣∫ t∧Tn
0
vs(hTt−s fk)dYs −
∫ t∧Tn
0
vs(hTt−s f )dYs
∣∣∣∣2
]
→ 0
as k → ∞ for each n. Then v(t, f ) = 0, P-a.s., on {t ≤ Tn}. Thus, by (3.7), we get
v(t, f ) = 0, P-a.s. Therefore (3.3) holds for any f ∈ D˜(L) by (3.4) and (3.2).
(c) Let f ∈ Bb(E). By Remark 3.2, D˜(L) is E-bp-dense in Bb(E). Then there exists a sequence
{ fn}n≥1 ⊂ D˜(L) such that supn≥1 ‖ fn‖∞ < ∞ and limn→∞ fn = f E-q.e. Therefore (3.3)
holds for f by (b), the dominated convergence theorem and the stopping time argument (cf.
(b)).
Part II. Conversely, suppose that (3.3) holds for any f ∈ Bb(E). Let f ∈ D˜(L). Then, we obtain
by (3.3) that∫ t
0
vs(L f )ds =
∫ t
0
v0(Ts L f )ds +
∫ t
0
∫ u
0
vs(hTu−s L f )dYsdu. (3.12)
By (3.5) and (3.12), we get
v(t, f ) = I (t, L f )−
∫ t
0
∫ u
0
vs(hTu−s L f )dYsdu
=
∫ t
0
∫ t
s
vs(hTu−s L f )dudYs −
∫ t
0
∫ u
0
vs(hTu−s L f )dYsdu.
By (3.8) and (3.12), we get
v(t, f, n) =
∫ t
0
∫ t
s
I{s6Tn}vs(hTu−s L f )dudYs −
∫ t
0
∫ u
0
vs(hTu−s L f )dYsdu
=
∫ t
0
∫ u∧Tn
0
vs(hTu−s L f )dYsdu
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−
∫ t
0
∫ u
0
vs(hTu−s L f )dYsdu → 0 as n→∞, P-a.s.
Thus by (3.7), we obtain that v(t, f ) = 0, P¯-a.s. Therefore (3.2) holds by (3.4) and (3.3). 
3.2. Uniqueness of solutions
We consider first nonnegative observation function h. Recall that ν denotes the initial
distribution of X .
Lemma 3.3. Let (vt )0≤t≤T be anM+(E)-valued ca`dla`g process. Suppose that h ≥ 0 on E and
the following conditions hold.
(i) For t ∈ [0, T ], vt is Yt -measurable and charges no E-exceptional sets.
(ii)
∫ T
0 v
2
t (h)dt <∞, P-a.s.
(iii) For any f ∈ D˜(L), {vt ( f˜ )}0≤t≤T is a {Yt }0≤t≤T semi-martingale with
vt ( f˜ ) = v0( f˜ )+
∫ t
0
vs(L˜ f )ds +
∫ t
0
vs(h f˜ )dYs, P-a.s.
Let f be a function on E satisfying E[v2t (| f |)] <∞ for some t ∈ [0, T ]. Then
vt ( f ) = v0(T˜t f )+
∫ t
0
vs(hT˜t−s f )dYs, P-a.s. (3.13)
Proof. For n ∈ N, define fn := ((−n) ∨ f ) ∧ n. Then, by Lemma 3.1, we have
vt ( fn) = v0(T˜t fn)+
∫ t
0
vs(hT˜t−s fn)dYs, P-a.s. (3.14)
and
vt (| fn|) = v0(T˜t | fn|)+
∫ t
0
vs(h ˜Tt−s | fn|)dYs, P-a.s. (3.15)
By (3.15), Fatou’s lemma and the dominated convergence theorem, we get
v20(T˜t | f |)+
∫ t
0
E[v2s (hT˜t−s | f |)]ds ≤ lim
n→∞
[
v20(T˜t | fn|)+
∫ t
0
E[v2s (h ˜Tt−s | fn|)]ds
]
= lim
n→∞
E[v2t (| fn|)]
= E[v2t (| f |)]
< ∞. (3.16)
Therefore (3.13) holds by (3.14), (3.16) and the dominated convergence theorem. 
Theorem 3.4. Let (vit )0≤t≤T , i = 1, 2, be two M+(E)-valued ca`dla`g processes. Suppose that
h ≥ 0 on E and the following conditions hold for i = 1, 2.
(i) vi0 = ν.
(ii) For t ∈ [0, T ], vit is Yt -measurable and charges no E-exceptional sets.
(iii)
∫ T
0 {vit (h)}2dt <∞, P-a.s.
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(iv) For any f ∈ D˜(L), {vit ( f˜ )}0≤t≤T is a {Yt }0≤t≤T semi-martingale with
vit ( f˜ ) = vi0( f˜ )+
∫ t
0
vis(L˜ f )ds +
∫ t
0
vis(h f˜ )dYs, P-a.s.
(v) There is an E-measure determining subset D of Bb(E) such that for any f ∈ D,
E[{vit (| f |)}2] <∞ for all t ∈ [0, T ].
Then v1t = v2t for all t ∈ [0, T ]. Moreover, we have the unique Wiener chaos expansion
vit ( f ) = ν(T˜t f )+
∫ t
0
ν( ˜Tt1(hTt−t1 f ))dYt1
+
∫ t
0
∫ t1
0
ν( ˜Tt2(hTt1−t2(hTt−t1 f )))dYt2dYt1 + · · · , P-a.s., ∀ f ∈ D. (3.17)
Proof. Let f ∈ D and set vt = v1t or vt = v2t for t ∈ [0, T ]. Then, by Lemma 3.3, we get
vt ( f ) = v0(T˜t f )+
∫ t
0
vt1(hT˜t−t1 f )dYt1 , P-a.s. (3.18)
By (3.18) we get
∫ T
0 E[v2t1(hT˜t−t1 | f |)]dt1 ≤ E[v2T (| f |)] < ∞, hence E[v2t1(hT˜t−t1 | f |)] <∞ dx-a.e. t1. By Lemma 3.3, for dx-a.e. t1, we have
vt1(hT˜t−t1 f ) = v0( ˜Tt1(hTt−t1 f ))+
∫ t1
0
vt2(h ˜Tt1−t2(hTt−t1 f ))dYt2 , P-a.s. (3.19)
Since E[v2t1(hT˜t−t1 | f |)] < ∞, similar to the proof of Lemma 3.3, we obtain by considering
((−n) ∨ (hT˜t−t1 f )) ∧ n and Fatou’s lemma that
v20(
˜Tt1(hTt−t1 | f |))+
∫ t1
0
E[v2t2(h ˜Tt1−t2(hTt−t1 | f |))]dt2 ≤ E[v2t1(hT˜t−t1 | f |)] <∞.
Then, by (3.18) and (3.19), we get
vt ( f ) = v0(T˜t f )+
∫ t
0
v0( ˜Tt1(hTt−t1 f ))dYt1 +
∫ t
0
∫ t1
0
vt2(h ˜Tt1−t2(hTt−t1 f ))dYt2dYt1 ,
P-a.s.
Furthermore, we obtain by induction that for each n ≥ 2,
vt ( f ) = v0(T˜t f )+
∫ t
0
v0( ˜Tt1(hTt−t1 f ))dYt1 + · · ·
+
∫ t
0
∫ t1
0
· · ·
∫ tn−2
0
v0( ˜Ttn−1(· · ·))dYtn−1 · · · dYt2dYt1
+
∫ t
0
∫ t1
0
· · ·
∫ tn−1
0
vtn (h ˜Ttn−1−tn (· · ·))dYtn · · · dYt2dYt1 , P-a.s. (3.20)
Note that vt ( f ) ∈ L2(Ω ,Yt , P). By the theory of Wiener chaos expansion we have
L2(Ω ,Yt , P) =
∞∑
n=0
⊕
H(t)n, (3.21)
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where H(t)n is the space of n-fold multiple Wiener integrals on the interval [0, t]. We obtain by
the orthogonality of H(t)n , n ∈ N, that
E
[∣∣v0(T˜t f )∣∣2]+ E [∣∣∣∣∫ t
0
v0( ˜Tt1(hTt−t1 f ))dYt1
∣∣∣∣2
]
+ · · ·
+ E
[∣∣∣∣∫ t
0
∫ t1
0
· · ·
∫ tn−2
0
v0( ˜Ttn−1(· · ·))dYtn−1 · · · dYt2dYt1
∣∣∣∣2
]
≤ E[|vt ( f )|2] <∞.
Since n is arbitrary, the right-hand side of (3.17) converges in L2(Ω ,Yt , P) and is thus well
defined. By (3.20), one finds that for each n ∈ N the first n terms of the Wiener chaos expansion
of vt ( f ) must be equal to the first n terms of the right-hand side of (3.17). Hence by (3.21) we
get the unique Wiener chaos expansion (3.17) of vt ( f ). Therefore, v1t = v2t for all t ∈ [0, T ]
since D is an E-measure determining subset of Bb(E). 
Corollary 3.5. Suppose that 0 ≤ h1 ≤ h2 on E. Let (vh1t )0≤t≤T and (vh2t )0≤t≤T be two
M+(E)-valued ca`dla`g processes satisfying the conditions of Theorem 3.4 w.r.t. h1 and h2
correspondingly. Then for any 0 ≤ t ≤ T , we have
E
h1 [{vh1t ( f )}2] ≤ Eh2 [{vh2t ( f )}2], ∀ f ∈ D with f ≥ 0,
where we use E
hi to denote E w.r.t. hi , i = 1, 2. 
Now we consider general h.
Theorem 3.6. Let (vit )0≤t≤T , i = 1, 2, be two Mb(E)-valued ca`dla`g processes. Suppose that∫ T
0
∫ t1
0
· · ·
∫ tn
0
ν2( ˜Ttn (|h|Ttn−1−tn (|h| · · · Tt1 |h|)))dtn−1 · · · dt2dt1 <∞, ∀n ∈ N (3.22)
and the following conditions hold for i = 1, 2.
(i) vi0 = ν.
(ii) For t ∈ [0, T ], vit is Yt -measurable and charges no E-exceptional sets.
(iii)
∫ T
0 E[|vit |2(|h|)]dt <∞.
(iv) For any f ∈ D˜(L), {vit ( f˜ )}0≤t≤T is a {Yt }0≤t≤T semi-martingale with
vit ( f˜ ) = vi0( f˜ )+
∫ t
0
vis(L˜ f )ds +
∫ t
0
vis(h f˜ )dYs, P-a.s.
Then v1t = v2t for all t ∈ [0, T ]. Moreover, we have the unique Wiener chaos expansion
vit ( f ) = ν(T˜t f )+
∫ t
0
ν( ˜Tt1(hTt−t1 f ))dYt1
+
∫ t
0
∫ t1
0
ν( ˜Tt2(hTt1−t2(hTt−t1 f )))dYt2dYt1 + · · · , P-a.s., ∀ f ∈ Bb(E). (3.23)
Proof. Set vt = v1t or vt = v2t for t ∈ [0, T ]. Then
∫ T
0 E[|vt |2(|h|)]dt < ∞ by condition (iii).
Let f ∈ Bb(E). By Lemma 3.1, vt ( f ) ∈ L2(Ω ,Yt , P) for t ∈ [0, T ] and
vt ( f ) = v0(T˜t f )+
∫ t
0
vt1(hT˜t−t1 f )dYt1 , P-a.s.
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Denote hn := ((−n) ∨ h) ∧ n, n ∈ N. Then, by the dominated convergence theorem, we get
vt ( f ) = v0(T˜t f )+ lim
n→∞
∫ t
0
vt1(hn T˜t−t1 f )dYt1 , P-a.s.
Hereafter the limit is taken in the L2-sense.
Apply the above argument to hn T˜t−t1 f . We obtain by
∫ T
0 E[|vt |2(|h|)]dt <∞, the dominated
convergence theorem and (3.22) that
vt ( f ) = v0(T˜t f )+ lim
n→∞
∫ t
0
v0(Tt1(hn T˜t−t1 f ))dYt1
+ lim
n→∞ limn1→∞
∫ t
0
∫ t1
0
vt2(hn1 Tt1−t2(hn T˜t−t1 f ))dYt2dYt1
= v0(T˜t f )+
∫ t
0
v0(Tt1(hT˜t−t1 f ))dYt1
+ lim
n→∞ limn1→∞
∫ t
0
∫ t1
0
vt2(hn1 Tt1−t2(hn T˜t−t1 f ))dYt2dYt1 , P-a.s.
Then, by orthogonality, the first two terms of the above summation must be the first two terms of
the unique Wiener chaos expansion of vt ( f ). Repeat this procedure, by induction, we obtain the
unique Wiener chaos expansion (3.23) of vt ( f ). Therefore, v1t = v2t for all t ∈ [0, T ]. 
Corollary 3.7. Suppose that h satisfies (2.2), (2.3) and
∞∑
n=1
∫ T
0
∫ t1
0
· · ·
∫ tn
0
ν2( ˜Ttn (|h|Ttn−1−tn (|h| · · · Tt1 |h|)))dtn−1 · · · dt2dt1 <∞.
Then {σt }0≤t≤T , the unnormalized filtering process, is the unique Mb(E)-valued solution of the
DMZ equation (2.6). Moreover, we have the unique Wiener chaos expansion
σt ( f ) = ν(T˜t f )+
∫ t
0
ν( ˜Tt1(hTt−t1 f ))dYt1
+
∫ t
0
∫ t1
0
ν( ˜Tt2(hTt1−t2(hTt−t1 f )))dYt2dYt1 + · · · , P-a.s., ∀ f ∈ Bb(E). (3.24)
Proof. By Theorems 2.2 and 3.6, we only need to show that E[∫ T0 {σt (|h|)}2dt] < ∞. Denote
hn := ((−n) ∨ h) ∧ n for n ∈ N. Let {σ hnt }0≤t≤T be the unnormalized filtering process w.r.t. hn ,
i.e.
σ
hn
t ( f ) := Ehn [ f (X t )Ahnt |Yhnt ], f ∈ Bb(E),
where
Ahnt := exp
{∫ t
0
hn(Xs)dY hns −
1
2
∫ t
0
|hn(Xs)|2ds
}
.
Hereafter, we use Y hnt , Yhnt , Phn and Ehn to denote respectively Yt , Yt , P and E corresponding
to the observation function hn .
By the definition of σt (·) (see (2.5)), the independence of X and Y ∗ under P∗, Fatou’s lemma,
the fact that P
∗ ◦ (X, Y )−1 = P ◦ (X,W )−1, Theorems 2.2, 3.6 and the dominated convergence
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theorem, we get
E
[∫ T
0
{σt (|h|)}2dt
]
=
∫ T
0
∫ (∫
|h|(X t ) exp
{∫ t
0
h(Xs)dYs − 12
∫ t
0
|h(Xs)|2ds
}
dP
X
)2
dP
Y
dt
≤ lim
n→∞
∫ T
0
∫ (∫
|h|(X t ) exp
{∫ t
0
hn(Xs)dYs − 12
∫ t
0
|hn(Xs)|2ds
}
dP
X
)2
dP
Y
dt
= lim
n→∞
∫ T
0
∫ (∫
|h|(X t ) exp
{∫ t
0
hn(Xs)dY hns
− 1
2
∫ t
0
|hn(Xs)|2ds
}
dP
hn ,X
)2
dP
hn ,Y dt
= lim
n→∞
E
hn
[∫ T
0
{σ hnt (|h|)}2dt
]
≤ lim
n→∞
lim
n1→∞
E
hn
[∫ T
0
{σ hnt (|hn1 |)}2dt
]
≤
∞∑
n=1
∫ T
0
∫ t1
0
· · ·
∫ tn
0
ν2( ˜Ttn (|h|Ttn−1−tn (|h| · · · Tt1 |h|)))dtn−1 · · · dt2dt1
<∞,
where P
∗X
and P
∗Y
denote the marginal probabilities of X and Y w.r.t. P
∗
, respectively. The
proof is completed. 
Remark 3.8. Note that the Wiener chaos expansion (3.24) for nonlinear filters has been known
for a long time (cf. e.g. [19]). However, the assumptions of our results are much weaker and can
be verified for a large class of unbounded observation functions h (see Remark 3.10).
3.3. Some remarks
Remark 3.9. Although Theorem 3.4 is stated for nonnegative observation function h, it can
be used to study the uniqueness of solutions of filtering equations with semi-bounded h. For
example, suppose h is upper semi-bounded with bound c. Define
Y ′t :=
∫ t
0
(c − h)(Xs)ds + (−Wt ) = ct − Yt .
Note that Yt = Y ′t := σ({Y ′s , 0 ≤ s ≤ t},N ). Hence pit (·) = P(X t ∈ ·|Y ′t ). Without loss of
generality, we may replace Y with Y ′ and then apply Theorem 3.4 to Y ′.
Remark 3.10. The key assumption (3.22) of Theorem 3.6 is satisfied in various situations as
follows.
(i) h is a bounded function on E .
(ii) Suppose that dν = u0dm with u0 ∈ L2(E;m) and h ∈ L2n (E;m) for any n ∈ N.
Then (3.22) holds. In fact, noting that (Tt )t≥0 is a contraction semigroup on L2(E;m) and
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(Pt f (x))n = (Ex [ f (X t )])n ≤ Ex [ f n(X t )] = Pt f n(x) for any f ≥ 0 on E and n ∈ N, we
get
ν(Ttn+1(|h|Ttn−tn+1(|h|Ttn−1−tn · · ·))) =
∫
E
u0Ttn+1(|h|Ttn−tn+1(|h|Ttn−1−tn · · ·))dm
≤
(∫
E
u20dm
)1/2 (∫
E
[Ttn+1(|h|Ttn−tn+1(|h|Ttn−1−tn · · ·))]2dm
)1/2
≤
(∫
E
u20dm
)1/2 (∫
E
|h|2(Ttn−tn+1(|h|Ttn−1−tn · · ·))2dm
)1/2
≤
(∫
E
u20dm
)1/2 (∫
E
|h|4dm
)1/4 (∫
E
(Ttn−tn+1(|h|Ttn−1−tn · · ·))4dm
)1/4
≤
(∫
E
u20dm
)1/2 (∫
E
|h|4dm
)1/4 (∫
E
(Ttn−tn+1(|h|2(Ttn−1−tn · · ·)2))2dm
)1/4
≤
(∫
E
u20dm
)1/2 (∫
E
|h|4dm
)1/4 (∫
E
|h|4(Ttn−1−tn · · ·)4dm
)1/4
≤
(∫
E
u20dm
)1/2 (∫
E
|h|4dm
)1/4 (∫
E
|h|8dm
)1/8 (∫
E
(Ttn−1−tn · · ·)8dm
)1/8
· · ·
<∞.
(iii) Slightly modifying the argument of (ii), we find that if dν = u0dm with u0 ∈ L2(E;m),
h ∈ L2(E;m) and
‖ f ‖L4(m) ≤ c‖ f ‖L2(m), ∀ f ∈ L2(E;m)
for constant c > 0, then we have
∞∑
n=1
∫ t
0
∫ t1
0
· · ·
∫ tn
0
ν2( ˜Ttn (|h|Ttn−1−tn (|h| · · · Tt1 |h|)))dtn−1 · · · dt2dt1 <∞.
(iv) Let {σ |h|t }0≤t≤T be the unnormalized filtering process w.r.t. |h|, i.e.
σ
|h|
t ( f ) := E |h|[ f (X t )A|h|t |Y |h|t ], f ∈ Bb(E),
where
A|h|t := exp
{∫ t
0
|h|(Xs)dY |h|s −
1
2
∫ t
0
|h(Xs)|2ds
}
.
Hereafter, we use Y |h|t , Y |h|t , P |h| and E |h| to denote respectively Yt , Yt , P and E corresponding
to the observation function |h|. By Theorem 2.2, conditions (2.2) and (2.3) imply that
σ
|h|
t ( f˜ ) = σ0( f˜ )+
∫ t
0
σ |h|s (L˜ f )ds +
∫ t
0
σ |h|s (|h| f˜ )dY |h|s , P |h|-a.s., ∀ f ∈ D˜(L).
Moreover, {σ |h|t (1)}0≤t≤T is a continuous {Y |h|t }0≤t≤T martingale under P |h|.
If X is a conservative Markov process, then
σ
|h|
t (1) = 1+
∫ t
0
σ |h|s (|h|)dY |h|s , P |h|-a.s.
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Furthermore, we assume that {σ |h|t (1)}0≤t≤T is square-integrable, which is satisfied, e.g. if
E
(
exp
{∫ t
0
|h|2(Xs)ds
})
<∞.
Then ∫ t
0
E
|h|[{σ |h|s (|h|)}2]ds = E |h|[{σ |h|t (1)}2] − 1 <∞.
Thus, {σ |h|t }0≤t≤T satisfies all the conditions of Theorem 3.4. By Theorem 3.4, we get the Wiener
chaos expansion of σ |h|t (1)
σ
|h|
t (1) = 1+
∫ t
0
ν(T˜t1 |h|)dY |h|t1 +
∫ t
0
∫ t1
0
ν( ˜Tt2(|h|Tt1−t2 |h|))dY |h|t2 dY |h|t1 + · · · , P
|h|
-a.s.
Therefore
∞∑
n=1
∫ t
0
∫ t1
0
· · ·
∫ tn
0
ν2( ˜Ttn (|h|Ttn−1−tn (|h| · · · Tt1 |h|)))dtn−1 · · · dt2dt1 <∞.
Remark 3.11. With minor changes, the main results of Section 3.2 can be proved for general
homogeneous Markov processes correspondingly without using semi-Dirichlet forms.
4. Density equations of the filtering processes
Suppose that ν is absolutely continuous w.r.t. m and denote u0 := dν/dm. Note that
σt ( f ) = E[ f (X t )At |Yt ] = E{E[At |(σ (X t ) ∨ Yt )] f (X t )|Yt }.
Since E[At |(σ (X t ) ∨ Yt )] = g(X t , Y[0,t]) for some positive measurable function g on
E × (Rd)[0,t],
σt ( f ) =
∫
E
Pt {g(·, Y[0,t]) f }dσ0
by the independence of X and Y under P . Since X is associated with a semi-Dirichlet form,
f = 0 m-a.e. implies that Pt {g(·, Y[0,t]) f } = 0 m-a.e., hence {σt }0≤t≤T is absolutely continuous
w.r.t. m.
By Theorem 3.6 and Corollary 3.7, we obtain the following result. (Without loss of generality
here we consider only the one-dimensional case, i.e. d = 1).
Theorem 4.1. Suppose that h satisfies (2.2), (2.3) and
∞∑
n=1
∫ T
0
∫ t1
0
· · ·
∫ tn
0
ν2( ˜Ttn (|h|Ttn−1−tn (|h| · · · Tt1 |h|)))dtn−1 · · · dt2dt1 <∞. (4.1)
Let (vt )0≤t≤T be an L1(E;m)-valued ca`dla`g process satisfying the following conditions.
(i) v0 = u0.
(ii)
∫ T
0 E[(
∫
E |vt h|dm)2]dt <∞.
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(iii) For any f ∈ D˜(L), {(vt , f )m}0≤t≤T is a {Yt }0≤t≤T semi-martingale with
(vt , f )m = (v0, f )m +
∫ t
0
(vs, L f )mds +
∫ t
0
(vs, h f )mdYs, P-a.s., (4.2)
where (vt , f )m :=
∫
E vt f dm.
Denote ut = dσt/dm for t ∈ [0, T ]. Then vt = ut for all t ∈ [0, T ]. 
Notice that if vt ∈ L2(E;m) and h is bounded, then we may expect that (4.2) holds not only
for f ∈ D˜(L), but also for all f ∈ D(L). This observation leads us to consider the L2-solution of
the DMZ equation, which is in turn related to some infinite-dimensional SPDE. To this end, from
now on till the end of this section we assume that h = (h1, . . . , hd) satisfying hi ∈ Bb(E) for
i = 1, 2, . . . , d. Then condition (4.1) holds for any ν, the initial distribution of X . We denote by
(Lˆ, D(Lˆ)) the co-generator of (E, D(E)). To simplify notation, denote H := L2(E;m). Consider
the SPDE{
dvt = Lˆvt dt + 〈hvt , dYt 〉, 0 ≤ t ≤ T,
v0 = ξ, (4.3)
where ξ is an H -valued Y0-measurable random variable.
Definition 4.2. An H -valued (Yt )0≤t≤T -predictable process (vt )0≤t≤T is said to be a weak
solution of (4.3) if (vt )0≤t≤T take values in H , P-a.s.,
sup
0≤t≤T
E[‖vt‖2L2(m)] <∞,
and for any f ∈ D(L),
(vt , f )m = (ξ, f )m +
∫ t
0
(vs, L f )mds +
∫ t
0
〈(hvs, f )m, dYs〉, 0 ≤ t ≤ T, P-a.s.
Since h is assumed to be bounded, we get (cf. [6, Theorem 6.7])
Theorem 4.3. If E[‖ξ‖2
L2(m)
] <∞, then (4.3) has a unique weak solution (v(·, ξ))0≤t≤T . 
Theorem 4.4. Suppose that m is a σ -finite measure on (E,B(E)) and ν is absolutely continuous
w.r.t. m with u0 := dν/dm ∈ L2(E;m). Let (v(t, u0))0≤t≤T be the unique weak solution of (4.3)
with v0 = u0. Then σt (dx) = v(t, u0)(x)m(dx) for t ∈ [0, T ], P-a.s.
Proof. Part I. We first consider the special case that m is a finite measure on (E,B(E)). Note
that ∫
E
|v(t, u0)(x)|m(dx) ≤ (m(E))1/2‖v(t, u0)‖L2(m).
Hence v(t, u0) ∈ L1(E;m) for t ∈ [0, T ]. Moreover, since (v(t, u0))0≤t≤T is the weak solution
of (4.3), we have
sup
0≤t≤T
E[‖v(t, u0)‖2L2(m)] <∞.
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Then ∫ T
0
E
[(∫
E
|u(t, u0)(x)|m(dx)
)2]
dt ≤ m(E)
∫ T
0
E[‖u(t, u0)‖2L2(m)]dt <∞.
Therefore σt (dx) = v(t, u0)(x)m(dx) for t ∈ [0, T ], P-a.s., by Theorem 4.1.
Part II. Now we consider the general case that m is a σ -finite measure on (E,B(E)). In what
follows, we will use the h-transform of Doob (unfortunately, the usage of h here is also standard
although it has nothing to do with the observation function appearing in (1.1)) as the basis to
derive the L2-solution of the DMZ equation.
We fix an α > 0 and a finely continuous function ϕ ∈ L2(E;m) with 0 < ϕ ≤ 1 on E . Define
g(x) := Uαϕ(x) = Ex
(∫ ∞
0
e−αtϕ(X t )dt
)
,
where (Uα)α>0 is the resolvents of X . Then 0 < g ≤ 1α on E and g is α-excessive w.r.t. the
semigroup (Pt )t≥0, i.e. e−αt Pt f (x) ↑ f (x) as t ↓ 0, for all x ∈ E . Note that g is also an
α-excessive function of the semi-Dirichlet form (E, D(E)).
Define{
D(Eg) = {u ∈ L2(E; g2 · m)|ug ∈ D(E)},
Eg(u, v) = E(ug, vg) for u, v ∈ D(Eg).
By Ma and Ro¨ckner [18, Sections 3 and 4], (Egα , D(Eg)) is a quasi-regular semi-Dirichlet form on
L2(E; g2 ·m). For u, v ∈ D(Eg), we define Egα (u, v) := Eg(u, v)+α(u, v)g2·m and use (·, ·)g2·m
to denote the inner product of the Hilbert space L2(E; g2 · m). It is easy to see that g2 · m is a
finite measure on (E,B(E)). Denote by (Lgα, D(Lgα)) the generator of the semi-Dirichlet form
(Egα , D(Eg)). Then, we have (cf. [18, Remark 3.2]){
D(Lgα) = { f/g| f ∈ D(L)},
Lgαu = g−1L(ug)− αu, ∀u ∈ D(Lgα). (4.4)
Define
Bt := e−αt g(X t )g(X0) , 0 ≤ t ≤ T .
Then (Bt )0≤t≤T is a positive supermartingale multiplicative functional of the process X with
B0 ≡ 1 (see [25, (54.14)]). Set Wt := σ {{Ws, 0 ≤ s ≤ t},N } for t ∈ [0, T ]. Define a family of
probability measures {Pgx }x∈E on XT ∨WT by
dPgx (·1{t<ζ })
dPx (·1{t<ζ })
∣∣∣∣Xt∨Wt = Bt , 0 ≤ t ≤ T .
Then, by Sharpe [25, Section 62], one finds that ((X t )t≥0, (Pgx )x∈E ) is a right process, which
is associated with (Egα , D(Eg)). Define a family of new probability measures {Pgx }x∈E via the
Girsanov transformation
dP
g
x
dPgx
∣∣∣∣∣XYt = A−1t , 0 ≤ t ≤ T .
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Denote β := ∫E gdν (noting that β = ∫E gu0dm <∞) and
Pg(·) :=
∫
E
Pgx (·)ν(dx), Pg(·) :=
∫
E
P
g
x (·)ν(dx),
P
g
gν/β(·) :=
∫
E
P
g
x (·)g(x)ν(dx)/β.
Then, one finds that
dP
g
dPg
∣∣∣∣∣XYt = A−1t , 0 ≤ t ≤ T .
We use Eg and E
g
gν/β to denote the expectations w.r.t. P
g and P
g
gν/β , respectively.
Denote by (Lˆgα, D(Lˆ
g
α)) the co-generator of (Egα , D(Egα )). We consider the SPDE{
dvgt = Lˆgαvgt dt + 〈hvgt , dYt 〉, 0 ≤ t ≤ T,
v
g
0 = u0/(βg).
(4.5)
Since g2 ·m is a finite measure, by Part I, the unique solution vg(t, vg0 ) of (4.5) w.r.t. L2(E; g2 ·m)
is nonnegative and satisfies
E
g
gν/β
[
1
g
(X t )At |Yt
]
=
∫
E
1
g
vg(t, vg0 ) · g2dm =
∫
E
vg(t, vg0 )gdm. (4.6)
Hereafter we make the convention that 1g (∆) := 0. Define
vt (x) = βeαtvg(t, vg0 )(x)g(x). (4.7)
Let w ∈ D(L). Then w/g ∈ D(Lˆgα) by (4.4). By (4.5) and Ito’s formula, we get
(vt , w)m = (u0, w)m +
∫ t
0
(vs, Lw)mds +
∫ t
0
〈(hvs, w)m, dYs〉, 0 ≤ t ≤ T, P-a.s.
Then (vt )0≤t≤T is a weak solution of (4.3). Thus, by Theorem 4.3, we get
vt = v(t, u0), 0 ≤ t ≤ T, P-a.s. (4.8)
By (4.6)–(4.8) and Minkowski’s integral inequality, we get
E
1/2
[(∫
E
|v(t, u0)|dm
)2]
= βeαt E1/2
[(
E
g
gν/β
[
1
g
(X t )At |Yt
])2]
= eαt E1/2
[(∫
E
1
g
(X t )g(X0)At dP
g,X
)2]
= eαt
{∫
E
(∫
E
1
g
(X t )g(X0)At dP
g,X
)2
dP
Y
}1/2
≤ eαt
∫
E
(∫
E
1
g2
(X t )g
2(X0)A
2
t dP
Y
)1/2
dP
g,X
= eαt
∫
E
(∫
E
A2t dP
Y
)1/2 1
g
(X t )g(X0)dP
g,X
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≤ e(α+‖hTh‖∞/2)t
∫
E
1
g
(X t )g(X0)dP
g,X
= e(α+‖hTh‖∞/2)t Eg
[
g(X0)
g(X t )
]
= e(α+‖hTh‖∞/2)t E
[
e−αt g(X t )
g(X0)
· g(X0)
g(X t )
]
≤ e‖hTh‖∞t/2,
where P
g,X
denotes the restriction of P
g
to XT and PY denotes the restriction of P to YT .
Therefore σt (dx) = v(t, u0)(x)m(dx) for t ∈ [0, T ], P-a.s., by Theorem 4.1. 
5. Examples
In this section, we apply the general results obtained in Sections 2–4 to study the nonlinear
filtering problem for the two concrete semi-Dirichlet processes considered in Section 1.
Example 5.1. Let E = U be an open subset of Rd (d ≥ 3) and m = dx , the Lebesgue measure
on U . For p > 0, denote
L p(U ; dx) :=
{
f
∣∣∣∣∫
U
| f (x)|pdx <∞
}
and
L ploc(U ; dx) := { f | for any compact subset K ⊂ U, f 1K ∈ L p(U ; dx)}.
Let ai j , bi , c ∈ L1loc(U ; dx), 1 ≤ i, j ≤ d . Define
L ′u :=
d∑
i, j=1
∂
∂x j
(
ai j
∂
∂xi
)
u −
d∑
i=1
bi
∂u
∂xi
− cu, u ∈ L2(U ; dx),
where the derivatives are taken in the sense of Schwartz distributions. For u, v ∈ C∞0 (U ), define
E(u, v) := (−L ′u, v)dx
=
d∑
i, j=1
∫
U
∂u
∂xi
∂v
∂x j
ai j dx +
d∑
i=1
∫
U
∂u
∂xi
vbi dx +
∫
U
uvcdx .
Then (E,C∞0 (U )) is a densely defined bilinear form on L2(U ; dx). Set a˜i j := 12 (ai j+a j i ), aˇi j :=
1
2 (ai j − a j i ), b := (b1, . . . , bd).
Assumption 5.2. (i) (strict ellipticity) There exists λ ∈ (0,∞) such that
d∑
i, j=1
a˜i jξiξ j ≥ λ|ξ |2 dx-a.e. for all ξ = (ξ1, . . . , ξd) ∈ Rd .
(ii) aˇi j ∈ L∞(U ; dx), 1 ≤ i, j ≤ d.
(iii) |b| ∈ L∞(U ; dx)⋃ Ld(U ; dx) and c ∈ Ld/2loc (U ; dx).
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(iv) There exists α0 ∈ (0,∞) such that
(c(x)+ α0)dx and (c(x)+ α0)dx −
d∑
i=1
∂γi
∂xi
are positive measures on B(U ), where β := (β1, . . . , βd), γ := (γ1, . . . , γd), βi , γi ∈
L1loc(U ; dx), 1 ≤ i ≤ d, such that b = β + γ with |β| ∈ L∞(U ; dx)
⋃
L p(U ; dx) for some
p ≥ d .
Under Assumption 5.2, there exists α ∈ [α0,∞) such that (Eα,C∞0 (U )) is closable on
L2(U ; dx) and its closure (Eα, D(Eα)) is a regular semi-Dirichlet form on L2(U ; dx) (see [16,
3.4. Examples (i)], [23, Theorem 1.2]). We use (L , D(L)) to denote the generator of (Eα, D(Eα)).
Then 
D(L) =
{
f ∈ L2(U ; dx)
∣∣∣∣∣ d∑
i, j=1
∂
∂x j
(
ai j
∂
∂xi
)
u −
d∑
i=1
bi
∂u
∂xi
− (c + α)u ∈ L2(U ; dx)
}
,
Lu =
d∑
i, j=1
∂
∂x j
(
ai j
∂
∂xi
)
u −
d∑
i=1
bi
∂u
∂xi
− (c + α)u, u ∈ D(L).
Let (X t )t≥0 be the right process associated with (Eα, D(Eα)) and (Yt )t≥0 the observation
process defined by (1.1). Then, all the results obtained in Sections 2–4 hold correspondingly. In
particular, these results hold if the generator of the signal process X is given by the Schro¨dinger
operator L = 12∆ − V , where ∆ is the Laplace operator on Rd (d ≥ 3) and V is a lower
semi-bounded function in Ld/2loc (U ; dx).
Example 5.3. Define E := ΓRd = {γ ⊂ Rd : |γ ∩K | <∞ for every compact subset K ⊂ Rd},
d ≥ 2. We identify a configuration γ with the Radon measure ∑x∈γ εx and give ΓRd the
topology of vague convergence of measures. For f ∈ C0(Rd), let 〈 f, γ 〉 be the integral of f
w.r.t the measure γ , that is, 〈 f, γ 〉 = ∑x∈γ f (x). A pair potential is any measurable function
φ : Rd → R ∪ {+∞} such that φ(−x) = φ(x). Suppose that the pair potential φ is superstable,
lower regular, and integrable, and let m be a tempered grand canonical Gibbs measure with the
pair potential φ (cf. [24,2,22]).
Define
FC∞b := {F : F(γ ) = g(〈 f1, γ 〉, . . . , 〈 fn, γ 〉) for some fi ∈ C∞0 (Rd) and g ∈ C∞b (Rn)}.
For F ∈ FC∞b , define the gradient ∇Γ F at the point γ ∈ ΓRd as an element of the “tangent
space” TγΓRd := L2(Rd → Rd; γ ) by the formula
(∇Γ F)(γ ) :=
n∑
i=1
∂i g (〈 f1, γ 〉, . . . , 〈 fn, γ 〉)∇ f.
Here ∇ refers to the usual gradient on Rd .
Suppose that the pair potential φ satisfies the following condition:
(D) e−βφ is weakly differentiable on Rd , φ is weakly differentiable on Rd \ {0} and the weak
gradient∇φ (which is a locally dx-integrable function onRd\{0}) considered as a dx-a.e. defined
function on Rd satisfies
∇φ ∈ L1(Rd; e−βφ(x)dx) ∩ L2(Rd; e−βφ(x)dx),
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where β > 0 is a constant and dx denotes the Lebesgue measure. Note that many typical
potentials in statistical physics (e.g. the Lennard-Jones Potential defined by (1.3)) satisfy (D).
For F,G ∈ FC∞b define the intrinsic pre-Dirichlet form by
E(F,G) :=
∫
ΓRd
〈∇Γ F,∇ΓG〉Tγ (ΓRd )m(dγ )
=
∫
ΓRd
∫
Rd
〈(∇Γ F)(γ ; x), (∇ΓG)(γ ; x)〉Rdγ (dx)m(dγ ).
Then (E,FC∞b ) is closable and its closure (E,D(E)) is a quasi-regular, symmetric Dirichlet form
on L2(E;m), which is associated with the infinite particle system X satisfying (1.2) (cf. [22]).
Let (L , D(L)) be the generator of (E,D(E)). Then FC∞b ⊂ D(L) and
L F(γ ) = ∆Γ F(γ )− 2
∑
y∈γ
〈∇φ(· − y),∇Γ F(γ )〉Tγ (ΓRd ), γ ∈ ΓRd ,
with
(∆Γ F)(γ ) :=
n∑
i, j=1
∂i∂ j g (〈 f1, γ 〉, . . . , 〈 fn, γ 〉) 〈〈∇ fi ,∇ f j 〉, γ 〉
+
n∑
i=1
∂i g (〈 f1, γ 〉, . . . , 〈 fn, γ 〉) 〈1 fi , γ 〉
for F(γ ) = g(〈 f1, γ 〉, . . . , 〈 fn, γ 〉) ∈ FC∞b . Here ∆ is the Laplace operator on Rd .
Let the observation process (Yt )t≥0 be defined by (1.1). Then, all the results obtained in
Sections 2–4 hold correspondingly. In particular, let h(γ ) := 1|γ∩A|≤n for some A ∈ B(Rd) and
n ∈ N, i.e. ∫ t0 h(Xs)ds measures the amount of time that the number of particles contained in A
is less than or equal to n. Suppose that σ0 is absolutely continuous w.r.t. m with u0 = dσ0/dm ∈
L2(E;m). Then, the unnormalized filtering process (σt )t≥0 of X is absolutely continuous w.r.t.
m. Denote σt (dx) = vt (x)m(dx). Then (vt )0≤t≤T is the unique (Yt )0≤t≤T -predictable process
taking values in L2(E;m) such that
sup
0≤t≤T
E[‖vt‖2L2(m)] <∞,
and for any f ∈ D(L),
(vt , f )m = (u0, f )m +
∫ t
0
(vs, L f )mds +
∫ t
0
〈(hvs, f )m, dYs〉, 0 ≤ t ≤ T, P-a.s.
Concluding remarks
In this paper, we use semi-Dirichlet form as a tool to study the nonlinear filtering problem for
general right continuous Markov processes. Our main contributions are two-fold:
(i) We investigate the existence and uniqueness of solutions of the filtering equations when the
signal processes are not characterized by solutions of the classical martingale problems or
SDEs. In particular, the uniqueness of solutions of the filtering equations is proved for very
general observation functions h via the Wiener chaos expansions. The results on the Wiener
chaos expansions for nonlinear filters with possibly unbounded observation functions are
novel and might be useful elsewhere in the future study of nonlinear filtering.
3912 Z.-C. Hu et al. / Stochastic Processes and their Applications 119 (2009) 3890–3913
(ii) We investigate the absolute continuity of the filtering processes w.r.t. the reference measures
and derive the equations for the conditional densities.
The strategy used to obtain the above results extends also to cases involving correlation
between signal and observation noise. However, one must be specific about the signal process in
order to handle the correlation efficiently. The results obtained in this paper can be regarded as
the starting point for many other important problems for filtering of singular signal processes.
These problems include particle filters, Markov approximations to solutions of the conditional
density equations, exponential stability of the nonlinear filters, etc. We hope that the techniques
developed in this paper will be applied to the further study of nonlinear filtering with infinite-
dimensional signal processes and even to the study of the quantum filtering (cf. [4]).
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