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We consider time-dependent relaxation of observables in quantum systems of chaotic and regular
type. We show that the spread of the wave function in the Hilbert space is determined by the
survival probability which is known to have pre-exponential, exponential, and long-term power-
law limiting behaviors. This result relies on complexity of the wave functions and thus is generic to
many systems. In the chaotic limit modeled by the Gaussian Orthogonal Ensemble we show that the
survival probability obtained analytically also fully defines the relaxation timescale of observables.
This is not the case in general, using realistic nuclear shell model and the quadrupole moment
as an observable we demonstrate that the relaxation time is significantly longer than defined by
the survival probability of the initial state. An example of the non-chaotic limit of coherent and
squeezed states provides an additional illustration.
I. INTRODUCTION
The subject of thermalization in a closed quantum
system of many interacting constituents, being on a
crossroad of statistical physics, quantum mechanics, con-
densed matter and nuclear physics, attracts currently a
great interest, both theoretical and experimental, see re-
cent review papers [1–3]. There are several deep reasons
for this interest. First of all, such systems are currently
on the frontiers of experimental research. Cold atoms and
molecules in traps, nanodevices, interacting spin systems
etc. are studied worldwide and being applied to diverse
purposes, including broad technical applications. Future
quantum computers by necessity will belong to this class
as their elements should interact on a microscopic scale
in order to be able to produce practical results. Com-
plex atoms, molecules (including biological), and atomic
nuclei by their nature are systems of interacting quan-
tum constituents. In many cases, such as an isolated
atom, nucleus, or molecule, the system is self-bound and
lives in its intrinsic stationary state without any external
heat bath prior to its use in an experiment. An impor-
tant theoretical and practical question is if such a sys-
tem, in spite of a relatively small number of degrees of
freedom, can be described by the standard application
of statistical ideas not referring to the thermodynamic
limit of macroscopic volume and large number of parti-
cles. If the answer could be positive, the treatment of the
system and of many applications would be significantly
simplified. This question is closely tied to the fundamen-
tal issues of quantum mechanics such as linearity, deco-
herence, and hidden degrees of freedom [4]. Formally,
it is known that the dynamics of wave function compo-
nents in a closed system with a finite Hilbert space is
subject to classical equations of motion and is quasiperi-
odic. It has been shown that ergodicity and canonical
ensemble resembling thermodynamics can be introduced
with non-linear terms [5–7] making Hilbert space dynam-
ics chaotic. Effectively, a system with high level density
and sufficiently complicated Hamiltonian develops intrin-
sic chaoticity that eliminates the need in an external heat
bath. A serious argument in favor of a statistical ap-
proach is related to the understanding of the phenomena
of quantum chaos [8, 9]. There is no need to directly
require that the behavior of a realistic quantum system
coincide with that of random matrix ensembles. At a
sufficiently high density of stationary states, their wave
functions should be universally mixed in each class with
the fixed values of exact constants of motion. It was
qualitatively understood long ago [10] and formulated as
a qualitative statement that all typical wave functions in
the same energy region of such a complex system “look
the same”. Moreover, as it was indicated even much ear-
lier in Statistical Physics by Landau and Lifshitz [11],
the observables found for such quantum states are es-
sentially the same as for the equilibrium statistical en-
semble, just expressed in terms of energy rather than
of temperature. Nowadays, such statements are widely
accepted being named the eigenfunction thermalization
hypothesis (ETH [12]). Reliable illustrations to those
statements come from realistic atomic [13] and nuclear
[14] calculations. In both cases we deal with a self-bound
system of interacting particles, while the interaction ma-
trix elements can be conveniently expressed in the mean
field basis that supposedly incorporates the regular (non-
chaotic) features of the dynamics. The exact solution
of the many-body quantum problem in the finite orbital
space reveals the internally developed chaotic behavior
of stationary states and observables starting already at a
moderately high excitation energy. This behavior, with a
smooth energy dependence, can be naturally translated
into thermodynamic language with effective temperature
and entropy. It is important that the Hamiltonian of a
system does not contain any random elements − the sys-
tem is effectively thermalized by intrinsic interactions. A
special interest leads us to the non-stationary develop-
ment in isolated quantum systems. We will not review
here an enormous literature devoted to the comparison
of non-equilibrium classical and quantum dynamics. We
appraise the statement from [3] that “In physical terms,
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2one may say that quantum thermalization occurs in the
Hilbert space rather than phase space.” There are re-
cent conjectures [15] of a universal bound for the speed
of chaotization of the system generalizing the classical
Lyapunov exponent. Our instruments below will be the
limiting case of mathematical quantum chaos and the nu-
clear shell model as a realistic description of the set of sta-
tionary states in an isolated interacting many-body quan-
tum system. Similarly to the approach used in classical
Hamiltonian dynamics we will directly study the time
evolution of the quantum wave packets in the ideal situ-
ation and in a realistic case. This work pursues a broad
goal of understanding how non-stationary states and per-
turbations in a complex many-body systems evolve in
time, what are the mechanisms for thermalization and
decoherence, what role complex interactions and mean
field play in this dynamics. Finally we seek a connection
to the physics of quantum decay, both exponential and
non-exponential [16]. To explore these questions we con-
sider a series of models. We include a summary of well
known results describing the behavior of coherent and
squeezed states of a quantum harmonic oscillator which
we put forward as an example of the non-chaotic (regu-
lar) limit. Then we formulate questions and present a de-
tailed analytical and numerical study of time evolution of
states and perturbations in the Gaussian Orthogonal En-
semble (GOE) considered as an opposite extreme, a com-
pletely random quantum system. As intermediate exam-
ples we consider a bosonic system with two-body random
interactions and the realistic description of the 24Mg nu-
cleus with the abundant history of the shell-model stud-
ies in the limited but still sufficiently rich orbital space
of twelve valence particles (six protons and six neutrons
above the inert core of the doubly-magic 16O). The spe-
cific choice of the target and nuclear quadrupole moment
Q as an observable is related to its clear classical ana-
log with well known empirical manifestations of trends
to deformation in this nucleus [17]. The eigenstates of
such an operator serving as an analog of a coordinate-
localized classical state are not stationary and evolve as
quantum superpositions. In some respect, this evolution
is the road from a simple to compound state mixing many
degrees of freedom in a quantum system.
II. QUANTUM EVOLUTION
A. Starting point
We consider a closed quantum system with complete
(in our case finite but practically quite large) set of
stationary states |n〉 normalized according to 〈n|n′〉 =
δnn′ and their energies En, eigenvalues of the time-
independent Hermitian Hamiltonian Hˆ
Hˆ|n〉 = En|n〉. (1)
At the initial time t = 0 we form a normalized wave
packet,
|Ψa〉 =
∑
n
an|n〉, (2)
In particular, the initial state might be an eigenstate of
some operator Qˆ describing a generalized coordinate of
the system after this variable has been measured by some
device. Another choice could be an eigenstate of a non-
interacting many-body system with the Hamiltonian Hˆ0
so that the evolution would describe the behavior after
the interaction is suddenly turned on, Hˆ = Hˆ0+λVˆ . The
time evolution of the initial state, expressed in terms of
eigenstates, is just a phase dynamics given by (h¯ = 1)
an(t) = ane
−iEnt. (3)
Obviously, the overlaps of two initial packets
〈Ψa(t)|Ψb(t)〉 = 〈Ψa(0)|Ψb(0)〉 do not depend on
time although both packets evolve and spread. In order
to see the physical evolution, there are many choices
(one particularly interesting case is the Loschmidt echo
[18]). The expectation value of a simple physical variable
Qˆ changes according to
Qa(t) = 〈Ψa(t)|Qˆ|Ψa(t)〉. (4)
It can be effective to discuss the same physics using the
Heisenberg picture of time-dependent operators where
Qa(t) = 〈Ψa(0)|Qˆ(t)|Ψa(0)〉 and
Qˆ(t) = eiHˆtQˆe−iHˆt =
∞∑
n=0
(it)n
n!
[Hˆ, [Hˆ, . . . , [Hˆ, Qˆ ]] . . . ]︸ ︷︷ ︸
n
.
(5)
To associate the width of quantum packets with classical
phase space dynamics the uncertainty
〈∆Qˆ〉2a ≡ 〈Ψa|Qˆ2|Ψa〉 − (〈Ψa|Qˆ|Ψa〉)2 (6)
is introduced. In order to see the dynamics of conjugate
variables, an analog of the classical phase space and sym-
plectic structure of Hamiltonian dynamics, we consider
the time derivative of the “coordinate” Q, an operator
Pˆ (t) = ˆ˙Q(t),
Pˆ = −i[Hˆ, Qˆ]. (7)
B. Coherent state
To introduce a point of reference, we briefly show the
case opposite to chaos, namely an example of special co-
herence where the dynamics is obviously absolutely reg-
ular. A similar case of squeezed states was discussed in
[19]. For a simple harmonic oscillator of mass m = 1
and frequency ω, we take the variable as a coordinate
3expressed in terms of creation, cˆ†, and annihilation, cˆ,
operators,
Qˆ =
1√
2ω
(cˆ+ cˆ†). (8)
The Hamiltonian here is
Hˆ = ω
(
cˆ†cˆ† +
1
2
)
. (9)
The eigenstates are those with a certain number of
quanta,
|n〉 = (cˆ
†)n√
n!
|0〉, (10)
Considering the evolution of a coherent state |Ψα〉 whose
expansion coefficients in the eigenbasis are
an = e
−|α|2/2 α
n
√
n!
, (11)
we note that time dependence of an(t) amounts to a
phase dependence of α(t) = αe−iωt. As coherent states
are eigenstates of the annihilation operator, cˆ|Ψα〉 =
α|Ψα〉, we come to
Q(t) =
√
2
ω
Re
(
αe−iωt
)
, P (t) =
√
2ω Im
(
αe−iωt
)
.
(12)
By the original design, being eigenstates of the annihi-
lation operator, the coherent states minimize the uncer-
tainty relation and give equal uncertainty to both mo-
mentum and coordinate
〈∆Qˆ〉2α = 〈∆Pˆ 〉2α =
1
2
. (13)
Eq. (13) remains valid in the course of time evolution
while the state remains a coherent state. The dynamics
of Q and P in coherent states representing Gaussian wave
packets is fully equivalent to classical oscillatory motion.
While for different initial states the uncertainties can be
different the result in eq. (12) is general as the commuta-
tion relations allow one to solve the Heisenberg equations
of motion in a closed form; the same result follows also
from (5). The standard normalization and orthogonal-
ity relations for coherent states determine the oscillating
survival probability
〈Ψα(t)|Ψα(0)〉 = exp
(−4α2 sin2(ωt/2)) . (14)
Another specific example worth mentioning is the evo-
lution of the state |a〉 prepared as an eigenstate of the
coordinate operator, Qˆ|a〉 = a|a〉. This state belongs
to the group of squeezed states with the infinitely large
squeezing parameter that gives the infinite uncertainty
to momentum and zero to coordinate,
|a〉 =
(ω
pi
)1/4
exp
(
−ω
2
a2
)
exp
(√
2ωacˆ† − 1
2
cˆ†cˆ†
)
|0〉.
(15)
The expansion of these states in the stationary basis of
the harmonic oscillator is obvious in terms of Hermite
polynomials. The time evolution of coordinate and mo-
mentum in the squeezed state still follow the same clas-
sical equations. The uncertainty in coordinate and mo-
mentum can be represented by the phase-space ellipse
(here infinitely squeezed in coordinate) that rotates as a
function of time along with the oscillation of the center.
The initial wave function sharply localized in coordinate
has infinitely small width and in the course of time evolu-
tion its survival probability instantaneously goes to zero.
III. CHAOTIC DYNAMICS
A. Universal limit
Here we assume that the amplitudes an in eq. (2) are
uncorrelated Gaussian variables for the majority of possi-
ble choices of the states |Ψa〉 (an arbitrary orientation of
the state vector in the multidimensional Hilbert space).
This rather weak condition is almost always satisfied in
realistic many-body systems of interacting particles, at
least starting from some excitation energy. This results
in the Porter-Thomas distribution for spectroscopic fac-
tors (squares of amplitudes). Without any preference for
a particular orientation in the Hilbert space it is appro-
priate to view the set of stationary states |n〉 as just one
of many choices of basis states providing a coordinate
system in the multidimensional space. Apart from be-
ing eigenstates of the Hamiltonian with the trivial time
dependence, the set of stationary states is not any differ-
ent by its statistics from a system of states |a〉 built as
eigenstates of some other Hermitian operator Qˆ that is
not a constant of motion. Then it makes sense to per-
form averaging over the ensemble of components which
are uncorrelated and have normal distribution so that
〈a|n〉 = 0 (16)
and
〈a|n〉〈n′|a′〉 = 1N δaa′δnn′ . (17)
Under the assumption of orthogonal invariance, the char-
acteristic number of components, N , should be approx-
imately the same for the majority of choices of Qˆ so we
can view N as being a constant and representing the
effective dimension of the Hilbert space. In this consid-
eration the operator Hˆ is special only by its role as a
generator of time development. The matrix elements of
the propagator,
fa′a(t) = 〈a′|e−iHˆt|a〉 , (18)
subject to the self-evident conditions
faa′(0) = δaa′ , faa′(t) = fa′a(−t), (19)
4play a special role in the following discussion. Similarly
to the studies of fidelity [18, 26], the squares of these am-
plitudes represent the density matrix. From eq. (17) it
immediately follows that, in average, only diagonal ma-
trix elements of the propagator are not vanishing,
faa′(t) =
∑
n
e−iEnt〈a|n〉〈n|a′〉 = δaa′f(t), (20)
where we define f(t) ≡ faa(t). The additional averaging
over all states a leads to the trace of the Hamiltonian
matrix,
F (t) =
1
N
∑
n
e−iEnt =
1
N Tr(e
−iHˆt). (21)
Under the above assumptions of full randomness, the
function f(t) is universal; it is the same for any com-
plex state |a〉 and f(t) = F (t). The diagonal survival
amplitude faa(t) is a macroscopic function so its vari-
ance is of the order of 1/N allowing us to assume that
|faa(t)|2 = |f(t)|2, and similarly replace averages of prod-
ucts with products of averages elsewhere. The set ofN−1
complex numbers fa(t) ≡ faa0(t), where a 6= a0, for any
initial state a0 is statistically equivalent which allows us
to suppress the subscript. The amplitudes fa(t) are ran-
dom, normally distributed components of an evolved vec-
tor e−iHˆt|a0〉 projected onto the space orthogonal to the
original vector |a0〉. From the normalization
|f(t)|2 +
∑
|fa(t)|2 = 1 (22)
we obtain the variance of the distribution
|fa(t)|2 = 1− |f(t)|
2
N − 1 . (23)
The matrix elements fa(t) are complex and both real
and imaginary parts are subject to normal distribution,
although the widths of real and imaginary parts are not
generally equal. Suppose that an initial state is prepared
by a measurement of a Hermitian operator Qˆ that sets
its value to Qa. We assume that the states |a〉 form a
complete orthonormal set of the eigenstates of Qˆ. Sep-
arating the diagonal and off-diagonal components, the
introduced statistics lead to the time evolution
Qa(t) =
∑
a′
Qa′ |fa′a(t)|2 = Qa|f(t)|2+1− |f(t)|
2
N − 1
∑
a′ 6=a
Qa′ .
(24)
Without loss of generality, we can define Tr Qˆ =∑
a′ Qa′ = 0 and, in the same way, TrHˆ =
∑
nEn = 0.
With N  1. the contribution of a single term a′ = a is
not significant and we can view the sum as representing
the average over all possible values of Q. The following
discussion of this section is carried out under these as-
sumptions along with the condition N  1. Further in
this work we address limitations of this approach. Thus,
for any initial eigenstate of the coordinate Qˆ, the time
evolution is universal
Q(t) = Q(0)|f(t)|2. (25)
Following similar steps, the mean square fluctuation (13)
can be evaluated as
〈∆Qˆ〉2a(t) = Q2a(|f |2 − |f |4) + (1− |f |2)
1
N
∑
a′
Q2a′ . (26)
As |a〉 is an eigenstate of Qˆ, at the initial moment
〈∆Qˆ〉2a = 0. If the energy spectrum is symmetric, the
function f(t) is real as f∗(t) = f(−t). For the time deriva-
tive in eq. (7) it is convenient to introduce the energy
scale λ and consider the dimensional time τ = λt thus
having the same units for Q and P. Then the average
diagonal component of the time derivative of the propa-
gator is
d
dτ
〈a|e−iHˆt|a〉 = −i〈a|(Hˆ/λ)e−i(Hˆ/λ)τ |a〉 = f ′(τ). (27)
The off-diagonal components have a random distribution
with the mean value
1
λ2
|〈a′|Hˆe−iHˆτ/λ|a〉|2 = 1− |f
′(τ)|2
N . (28)
We select the normalization of the scaling variable λ so
that it represents the spectral width
λ2 =
1
N TrHˆ
2 −
(
1
N TrHˆ
)2
. (29)
For the momentum operator, eq. (7), only the diagonal
part of the evolution operator contributes,
P (τ) =
d
dτ
Q(τ) = Q(0) (f∗f ′ + f ′∗f). (30)
Similarly to the coordinate, the momentum time-
dependence for individual eigenstates a of the operator
Qˆ is also universal. Initially, P (0) = 0 because the ini-
tial decay rate of unstable states is always zero [16]. The
average square of the momentum operator involves off-
diagonal terms,
〈a(τ)|P 2|a(τ)〉 = Q2a
(
|f |2 + |f ′|2
)
+(2−|f |2−|f ′|2) 1N TrQˆ
2.
(31)
B. GOE case
As a limiting case of chaotic dynamics we take the
Hamiltonian modeled by the GOE; in numerical exam-
ples the matrix dimension is 104. The ensemble level
density is given by a semicircle of radius R = 2λ, while
the parameter λ = 1. The energy scale is determined by
the variance λ = R/2. Due to the orthogonal invariance,
5we use an eigenbasis of the generalized coordinate Q. The
results are expressed in terms of the Bessel functions,
f(τ) =
1
2pi
∫ 2
−2
d
√
4− 2 e−iτ = 1
τ
J1(2τ), (32)
f ′(τ) = −2
τ
J2(2τ). (33)
Figures 1, 2 and 3 show the evolution Q(τ), 〈∆Qˆ〉2(τ),
and 〈∆Pˆ 〉2(τ), respectively, for several initial eigenstates
of the operator Qˆ with different values Q(0). The dashed
lines in figures show analytical results from the previous
section, which, being nearly indistinguishable from the
numerics, confirm those arguments. The evolution con-
sists of the prethermalization dependent on the choice
of the initial state and universal thermaized stage with
almost identical small fluctuations. In all numerical stud-
ies we use a single realization of the GOE without any
averaging, and the quality of agreement shows that the
statistical assumptions are valid for each individual re-
alization. The agreement improves for higher space di-
mensions. The number of principal components, Npc, is
-2
-1.5
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-0.5
0
0.5
1 2 3 4 5 6
Q
(τ
)
τ
Q(0) = −2
Q(0) = −0.8
Q(0) = 0
FIG. 1. Time evolution of of the variable Q(τ). Numeri-
cal (solid lines) and nearly indistinguishable analytical results
(dashed lines) are shown.
a commonly discussed quantity characterizing the com-
plexity of the wave function and its spreading degree with
respect to a certain basis. In realistic many-body sys-
tems, this can be a mean-field basis (for example, a Slater
determinant) or a lattice basis in periodic arrangements,
assuming that it does not contain chaotic perturbations.
In our problem, various definitions may define Npc rela-
tive to the eigenstates |n〉,
N {n}pc (Ψa) =
(∑
n
|〈n|a〉|4
)−1
, (34)
0
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1 2 3 4 5 6
〈∆
Qˆ
〉2 (
τ)
τ
Q(0) = −2
Q(0) = −0.8
Q(0) = 0
FIG. 2. Time evolution of 〈∆Qˆ〉2(τ). Numerical and analyt-
ical results are shown.
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〈∆
Pˆ
〉2 (
τ)
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Q(0) = −2
Q(0) = −0.8
Q(0) = 0
FIG. 3. Time evolution of 〈∆Pˆ 〉2(τ). Numerical and analyt-
ical results are shown.
or relative to the basis of a certain observable,
N {a}pc (Ψn) =
(∑
a
|〈a|n〉|4
)−1
. (35)
Both expressions are time independent. Npc of a state
with a certain symmetry can be grossly exaggerated in a
basis constructed without regard to this symmetry (for
example, in the case of a simple Slater determinant in the
nuclear shell model without correct angular momentum
coupling). The time-reversal symmetry is another rele-
vant example. The GOE discussed here assumes time-
reversal symmetry which at a given time allows us to se-
lect basis states so that all matrix elements are real. The
orthogonal invariance implies that, for any state Ψa, the
matrix elements an = 〈n|a〉 are real normally distributed
random numbers with a variance given by the inverse
dimensionality 1/N . Then, with either of the above def-
initions, Npc is universally N/3. However, if the basis is
6chosen as complex, which is still perfectly good for prob-
lems with time-reversal invariance, the amplitudes an are
complex numbers where both real and imaginary parts
have normal distribution. This leads to the universal
value for Npc being N/2. Aiming at the time evolution,
we discuss Npc relative to basis |a〉 for an evolving state
as a function of time,
Npc(t) =
(∑
a
|〈a|Ψa0(t)〉|4
)−1
. (36)
With this definition, Npc(0) = 1 as the state at the
start has only one component a0. As time proceeds,
the state spreads out in Hilbert space, and the corre-
sponding complex amplitudes are fa(t). For short times,
exp(−iHˆt) ≈ 1 − iHˆt, and, as in nonstationary pertur-
bation theory, the off-diagonal amplitudes are imaginary,
fa(t) ∝ iHaa0 . Then fa = f (r)a + if (i)a are complex quan-
tities whose real and imaginary parts are subject to the
normal distributions with different widths. In fig. 4 we
show the time dependence of the three terms comprising
overall normalization
|f(t)|2 +
∑
a
f (r)a
2
+
∑
a
f (i)a
2
= 1. (37)
The first term shown by the curve (a) is a single diago-
nal term that represents the survival probability of the
initial state. The numerically obtained curve agrees with
the analytical form of eq. (32). The second curve (b)
represents the sum of squared real parts of amplitudes
fa related to the width of the distribution of real parts
N f (r)2a . The curve (c) shows the sum of imaginary parts
squared. At any time all three quantities add up to unity.
The actual distribution of real and imaginary parts of fa
is shown for τ = 1 in inset. This time is labeled on the
main plot with a vertical grid line. Analytical evaluation
0
0.2
0.4
0.6
0.8
1
1.2
1 2 3 4 5 6
-2 -1 0 1 2f
τ
a
b
c
fa
FIG. 4. (a) Components of the sum (37), |f(t)|2; (b) Nf (r)2a ;
(c) Nf (i)2a .
of distribution widths for real and imaginary parts gives
(here f(t) is real due to the symmetry of GOE spectrum)
f
(r)2
a =
1
N
(
1
2
+
f(2t)
2
− f(t)2
)
, (38)
f
(i)2
a =
1
N
(
1
2
− f(2t)
2
)
. (39)
These expressions reproduce the behavior shown in fig.
4. The time-dependent number of principal components
is
Npc(t) =
[
|f(t)|4 +N
(
f
(r)2
a + f
(i)2
a
)2]−1
, (40)
or, using the variances in eqs. (38) and (39),
Npc(t) =
[
|f(t)|4 + 1N (2 + 3f
4(t)+ (41)
f2(2t)− 4f2(t)− 2f2(t)f(2t))
]−1
. (42)
This analytical expression reproduces the numerical re-
sults, and the accuracy improves for larger N . In this
“ergodic” limit a single realization becomes a reliable
representation of the ensemble average. Figures 5 and
6 show the time dependence of Npc for three cases, N =
103, 5× 103, and 106. In the first plot (the macroscopic
limit), using a linear scale, we show the ratio Npc/N
as a function of time. In asymptotics of large time, all
curves approach Npc/N = 0.5 that, as discussed above,
differs from the GOE limit of 1/3. However, this limit
is smoothly reached for relatively small systems. In the
macroscopic limit, as clear from the curve corresponding
to N = 106, for the most part Npc/N → 0 except for a
set of peaks. The reason for this behavior is a macroscop-
ically large survival probability |f(t)|2 that in the limit of
an infinite system remains macroscopic even at very large
times. Only at specific points when f(t) = 0 (the roots of
the Bessel function, τ = 1.91585, 3.50779, 5.08673, . . . ),
Npc/N = 1/2. These discrete points have zero measure
and for that reason Npc cannot be considered an exten-
sive quantity. It is possible that this result is connected
with dimensional loss discussed for nonequilibrium quan-
tum systems in Ref. [5]. The following approximate form
for eq. (42) describes well the trend of NPC and shows
interplay between the N →∞ and τ →∞ limits
Npc(t) =
[
|f(t)|4 + 2N
]−1
. (43)
As long as f(t) 6= 0
lim
N→∞
Npc(t) = |f(t)|−4. (44)
Considering the asymptotic behavior of the Bessel func-
tion for τ  1 at a series of the minima points of Npc,
we find
|f(τ)|2 ' 1/(piτ3). (45)
7Thus, for large systems and for times τ6  N we observe
a power law Npc(τ) ' pi2τ6 that reflects the power-law
decay of the survival probability in eq. (45). For ex-
tremely long times, those that on the energy scale are
commensurate with the level spacing ts ∼ N/λ the N/2
result is recovered. This is an analog of the known Weis-
skopf time of the wave packet feeling the quantized grid
of discrete levels [20]. The nearly universal behavior for
short times is illustrated by Figure 6, where the Npc is
shown with the use of a log scale. In this limit the sur-
vival probability is large, and the Npc is again given by
|f(t)|−4. This universal behavior is valid for times τ less
than about 1.5 and while Npc is less than about 1000
or N/2 for smaller dimensions. Although the exact an-
alytic form is known, a simple approximate expression
here is Npc(τ) ≈ exp(2τ2). To summarize, this study of
0
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N p
c/
N
τ
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103
FIG. 5. The Npc/N as a function of time, eq. (42).
100
101
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103
104
105
106
0 0.5 1 1.5 2 2.5 3 3.5 4
N p
c
τ
5000
106
103
FIG. 6. The Npc as a function of time. eq. (42) is used for
all dashed lines, the numerical result for N = 5000 is shown
with a solid line to highlight agreement.
a fully chaotic limit shows that in a large system the
relaxation behavior and the spread of the wave func-
tion in Hilbert space are fully determined by the survival
probability |f(t)|2 which is the only macroscopic quantity
unambiguously defined. Similarly to the radioactive de-
cay of an unstable state, the survival probability has the
power-law behavior at large times. At short times, the
most interesting for the processes of the time evolution
of observables, the time-dependent behavior, being deter-
mined by the survival probability depends on the density
of states at the most remote ends of the spectrum.
IV. TOWARDS REALISTIC SYSTEMS
A. Random two-body interactions
The discussed above chaotic limit implies an extreme
assumption that the matrix elements of the interaction
between any two many-body states are statistically iden-
tical; the system is invariant under orthogonal basis
transformations. The realistic many-body systems usu-
ally have the mean-field basis that is special and thus
violates orthogonal invariance. There is commonly a hi-
erarchy of dynamics: mean-field, two-body interactions,
and interactions of higher order which are often ignored
or partly included in average into lower order terms. The
practical Hamiltonian matrices are very sparse. With
the standard two-body interaction, the same elements
are repeated in the matrix being identical on different
backgrounds of other spectator particles. The two-body
random ensembles have been extensively studied in the
literature. For sufficiently strong interactions, and/or
higher in the excitation spectrum, the components of
wave functions in the original basis approach the normal
distribution. This leads to the Porter-Thomas distribu-
tion of reduced widths which is a robust result reflecting
complexity of many-body states. Therefore, many of our
results discussed above remain valid (with some limita-
tions). The survival probability for each individual state
can be different, especially for the states at the edges of
the spectrum or in the case of weak interaction. We can
no longer assume f(t) = F (t). The survival probability is
a Fourier transform of the strength function widely dis-
cussed in the literature [2]. In Fig. 7 we show |F (τ)|2 and
several representative examples of the survival probabil-
ity |f(τ)|2 as a function of the scaled time τ for a model of
six spinless bosons that can occupy eleven single-particle
levels with equidistant level spacings taken as a unit of
energy. The two-body interactions are selected at ran-
dom in a GOE-like way with the strength parameter v.
Results for a single realization are shown with no av-
eraging over an ensemble of such systems. The under-
lying mechanism is universal resulting from the effec-
tively strong mixing of simple states at their high density
emerging by combinatorial reasons. For short times τ < 1
(the most physically relevant region for decay |F (τ)|2)
the result is universal, |F (τ)|2 = exp(−τ2), reflecting
Gaussian tails in the energy spectrum. For a sufficiently
strong two-body interaction, |F (τ)|2, being expressed in
scaled time τ = λt, is independent of v and falls off faster
8at large times. This curve is shown in fig. 7 with the solid
line. The remaining curves show the survival probability
for different initial states a that are eigenstates of the
non-interacting system. There are total of N = 8008
many-body states numbered in such a way that configu-
rations with lower a have more particles in lower orbits,
While survival probabilities look differently on the log
scale, the differences only emerge at remote time when
probabilities themselves are small, while at short times
f(τ) ≈ F (τ). This agreement extends further for complex
states in the middle of the spectrum, such as the a = 4000
state shown with a black dashed line. States at the edges
of the spectrum are strongly influenced by the energy
cutoff and, as in realistic decay problems, their evolution
slows down at times of the order of the inverse distance
to thresholds in the energy domain. Figure 8 shows Npc
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FIG. 7. The dependence of the survival probability for sev-
eral states in the interacting boson model compared to the
averaged function |F (τ)|2.
for the two most distinct states. The results with high
accuracy are explained by the discussion in the previous
section. The results from the simplified equation (43) are
already in a good agreement with numerical data. The
reason behind this agreement is the normal distribution
of components in complex wave functions which is true
for states regardless of their position in the spectrum
(essentially the central limit theorem). This makes the
survival probability nearly an exclusive characteristic of
the time evolution.
B. Shell model dynamics
Here we look at the time evolution described by a full
quantum machinery of the nuclear shell model (configura-
tion interaction). Various shell-model versions are widely
used by nuclear practitioners as the most reliable detailed
framework for description of low-lying nuclear states and
reactions. For our purpose it is not important if the
model contains a fixed inert core of occupied orbitals that
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FIG. 8. The Npc as a function of time for two representative
states in the interacting boson model, compared to |F (τ)|−2.
The thin solid lines show approximations given by eq. (43).
is not destroyed by low-lying dynamics, or starts “ab ini-
tio” from the vacuum state. The effective Hamiltonian is
usually found in a combination of bare nucleon-nucleon
interaction and phenomenological corrections reflecting
the renormalization of this interaction by the medium ef-
fects, as well as by the fact of the space truncation. Suc-
cessful Hamiltonians describe quite reliably (below exci-
tation energy limited by space truncation) the properties
of the excited nuclear states, electromagnetic and weak
transitions, level density, and reaction probabilities. The
nuclear stationary states in the vicinity of the ground
state typically can be understood in terms of occupan-
cies of low-lying single-particle orbits according to the
Fermi statistics of nucleons. The most coherent parts
of the interaction create effects of superfluid pairing and
collective branches of the excitation spectrum. With in-
crease of excitation energy and combinatorial level den-
sity, the wave functions of stationary states become more
and more complicated combinations of simple fermionic
configurations. This leads to the fast growth of the num-
ber of principal components in the expansion of a sta-
tionary wave function in terms of basis partitions. Both
the energy spectrum in a class of states with given val-
ues of exact constant of motion (total nuclear spin and,
in a good approximation, parity and isospin) and prop-
erties of the stationary states, including the level spac-
ing statistics and the so-called ∆3 statistics of level se-
quences, approach the main GOE predictions [8, 9, 21].
Such properties are smoothly changing along the energy
spectrum revealing thermodynamic behavior [14]. Here
one can expect a characteristic time dynamics of non-
stationary states initially selected as a result of various
“prehistoric” processes. The stage of nuclear dynamics
we try to describe is essentially thermalization with no
external heat bath. This is similar to what is historically
called the compound-nucleus formation [20]. The real-
istic process starts with a simple excitation, usually of
9only few degrees of freedom. For a complex nucleus it
can be absorption of a neutron in an astronomic process,
preceding nuclear reaction, or electromagnetic excitation.
This non-stationary doorway state [22] located in the re-
gion of sufficiently high level density is the wave packet of
many stationary functions with certain initial phases cor-
responding to a simple mode of excitation. In this sense
it reminds an initial state of a classically chaotic system
with many degrees of freedom. Then a natural question
is the evolution of such initial excitations, the prototype
of which in classical chaotic dynamics typically reveals
exponential divergence in the process of evolution. Here
we are looking at time intervals of statistical equilibration
which are still smaller than the life time with respect to
the irreversible decay into continuum. Attempts to theo-
retically describe the time evolution of a quantum many-
body system are frequently based on the sequence of pro-
cesses involving transitions between different classes of
excited states characterized by a number of particle-hole
excitations [23] counted from the non-interacting ground
state, see also [2] and references therein. Such processes
traditionally can be described by a tree-branching pop-
ulation dynamics [24] as in a real chain of radioactive
transformations. Below we give an example of the exact
solution of time-dependent quantum dynamics avoiding
assumptions of the tree dynamics where the motion is
essentially assumed to proceed only in the forward di-
rection due to the higher dimension of every next class
of states. We will see that, in a realistic chaotic many-
body dynamics already started from the non-stationary
state with all interactions present, this assumption does
not work (except maybe for special models like spin sys-
tems with interaction of close neighbors). After an ini-
tial stage, the system enters the region where the states
have a similar population and the thermalized motion
does not have a certain direction. Our example will be
the shell-model description of the nucleus 2412Mg12 well
studied experimentally and theoretically. In the simplest
sd shell-model we have four neutrons and four protons
occupying 1d5/2, 2s1/2 and 1d3/2 single-particle orbitals
on top of the inert core of 16O. This system is sensi-
tive to the quadrupole deformation, and our variable Qˆ
will be the nuclear quadrupole moment Qˆ20, the tensor
component with angular momentum L = 2 and its pro-
jection M = 0. Under the assumption of equal effective
charges for neutrons and protons which would make the
operator Qˆ represent the nuclear density, the Hamilto-
nian dynamics is confined to the subspace of spin J = 2
and zero isospin, conserved by the Hamiltonian. The
model space contains N = 1206 such states; if isospin
is allowed to be broken with angular momentum being
strictly conserved, the number of states involved grows
to N = 4514, which are all states with spin-parity quan-
tum numbers 2+. The harmonic oscillator single-particle
wave functions and the USDB effective interaction [25]
are used to evaluate the quadrupole moment expressed
in the units of the oscillator length squared. The op-
erator Qˆ is defined in spherical basis so it is different
from the Cartesian operator by a factor of
√
16pi/5. The
lowest stationary states in 24Mg are known to have a
pronounced trend to deformation and the corresponding
rotational band. The quadrupole moment of the actual
first 2+ stationary state is Q0 = −1.853 indicating signif-
icant collectivity. In Figure 9, the quadrupole moments
of all stationary 2+ states in 24Mg are shown. The aver-
age and the variance for the quadrupole moment operator
are
Q =
1
N TrQˆ = −0.021,
1
N Tr(Qˆ−Q)
2 = 1.082 (46)
The developing state is initialized as an eigenstate
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FIG. 9. Quadrupole moment of all states 2+ in the sd-model
of 24Mg as a function of excitation energy.
|Ψa0(0)〉 = |a0〉 of the quadrupole operator,
Qˆ|a0〉 = Qa0 |a0〉. (47)
In this model space the eigenvalues Qa of the operator
Qˆ vary between the lowest Q0 = −2.209 and the highest
one Qmax = +2.209 which we order with the increasing
subscript assuming Qa < Qa′ if a < a
′. Starting with
this initial state at t = 0, we look at its dynamics for
t > 0,
|Ψa0(t)〉 = e−iHˆt|a0〉, (48)
where the expectation value changes as in Eq. (4). The
state |Ψa0(t > 0)〉 is not an eigenstate of the quadrupole
operator anymore. The survival probability for different
states |a〉 is shown in Fig. 10. Apart from long-time tails,
the curves show remarkable identity reflecting similarity
in the strength functions of the starting states. The time
scale can be examined from the average spectral width,
λ2 =
1
N Tr(Hˆ − E)
2, where E =
1
N TrHˆ. (49)
For the 2+ states generated by the USDB Hamiltonian,
this second moment is λ = 12.17 MeV. The energy spread
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of different initial states |a〉,
λ2a = 〈a|Hˆ2|a〉 − 〈a|Hˆ|a〉2, (50)
is generally smaller but of the same order, λa = 9.0, 11.3,
6.9, 8.7, 9.3, and 8.7 MeV for a = 0, 1, 20, 100,400, and
500, respectively. Here the mean field plays an important
role lowering the average value of λa compared to λ,
λ2a = λ
2 −Var[Haa]. (51)
where
Var[Haa] =
1
N
∑
a
H2aa −
(
1
N
∑
a
Haa
)2
. (52)
For the high-dimensional GOE, the diagonal matrix el-
ements have variance 2λ/N , and this difference can be
ignored. Correspondingly, the diagonal matrix elements
are negligible in the GOE case. For shell model matri-
ces and few-body operators, the diagonal matrix element
squared can be comparable to the sum of all off-diagonal
matrix elements squared, and thus the difference is signif-
icant. For the quadrupole operator in 24Mg,
√
λ2a = 9.83
MeV. The fluctuations around average are small and lead
to small variations in the width of the survival probabil-
ity curve. These variations completely disappear if the
adjusted timescale τa = λat is used for each of the curves
as shown in Fig. 10. The Npc is addressed in Figure
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FIG. 10. Survival probability for several states a.
11. For most of the states, this characteristic is univer-
sal and agrees well with the approximation of eq. (43).
We also show state a = 20 to illustrate the extreme de-
viation from typical. Despite this deviation, it is still
well described by eq. (43). Overall, the survival prob-
ability and Npc demonstrate chaotic properties consis-
tent with the previously discussed chaotic models. The
lower levels may exhibit fluctuations and deviations in
dynamics at remote times but some of those aspects may
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FIG. 11. Npc as a function of time for several states. Dashed
lines show the approximate result obtained using the survival
probability, eq. (43).
be of no particular physical significance. For example,
Npc, in addition to previously discussed issues, is also
sensitive to symmetry conservation and its weak viola-
tion. In fig. 12 for the state a = 100, Npc for the origi-
nal isospin conserving quadrupole operator with effective
charges en = ep = 1 is compared with the ones where en
is slightly lowered. This causes sharp discontinuity at
around τ = 2.5 as the number of available states grows
from 1206 to 4514. Thus similar to our examination of
the GOE limit, the Npc result is universal and well de-
fined only in the limit where it is fully determined by
the survival probability (44) shown with the dashed line.
Figure 13 shows the time evolution of the quadrupole
100
101
102
103
0 2 4 6 8 10
N p
c
τ
e = 1
e = 0.95
e = 0.9
FIG. 12. Npc as a function of time for a state a = 100. Lines
correspond to a different quadrupole operator used with a
slight variation of the neutron effective charge. Dashed line
shows |f(τ)|−4.
moment for several initial states |a〉. With increasing
time, the expectation values Q(t) quickly shrink towards
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the Q = Q ≈ 0 value, with the exception of the most
extreme cases at the edges, a = 0, 1, 2, and at the op-
posite end around a = amax. For the majority of states,
the mean values Q(τ) for τ > 10 fluctuate around zero.
The survival of non-zero mean values for the lowest and
highest Ψa(t) is related to quadrupole collectivity in the
USDB Hamiltonian that allows this coherence to survive
in the evolution. The remaining states for τ > 10 are sta-
tistically indistinguishable from the random state shown
with the dashed line. The few lowest states, especially
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FIG. 13. Time evolution of Qa(t) for states a =
0, 1, 2, 20, 600, amax − 1, amax. The case a = 0 represents the
most negative value of Q that can be measured in this sys-
tem and amax corresponds to the biggest Q. Dashed line on
the plot corresponds to a time-evolved randomly picked ini-
tial vector where all components have Gaussian distribution
with the same mean.
a = 0 and a = 1, retain a noticeable mean quadrupole
moment even after a long evolution. This is a typical
behavior of collective modes, like giant resonances in nu-
clei, which are not stationary states but doorways to mix-
ing (damping) with numerous compound states [22, 27].
Nevertheless, the collective strength being spread over
many underlying stationary states still is observable be-
ing concentrated in a certain spectral region. This is an
analog of scars known in classical chaotic systems [28].
It is remarkable that even the higher a-states reach sta-
tistical values on a significantly longer time scale than
for the survival probability. In Fig. 14 we study the
short-time evolution of the variable Q. With the excep-
tion of low-lying collective states, the time evolution of
the quadrupole moment expressed relative to its value
at t = 0 is universal. However, while its behavior is
similar to that of the survival probability, the life time
is significantly (about a factor of three) longer and eq.
(25) is not valid. The dashed line shows representative
|f(τ)|2, that, as concluded from Fig. 10, is nearly the
same for all these states. An extended lifetime of per-
turbations appears to be typical for many-body systems
where single-particle degrees of freedom and mean field
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FIG. 14. Time evolution of Q(t)/Q(0) for several initial
states, a0 = 20, 100, and 400. The typical form of the survival
probability |f(τ)|2 is shown by the dashed line.
lead to correlations between the Hamiltonian and oper-
ator Qˆ dominated by diagonal matrix elements. These
correlations exhibit themselves in two aspects where the
discussion that led to equation (25) needs to be mod-
ified. It is appropriate to draw attention here to the
non-chaotic limit of the squeezed state of the harmonic
oscillator mentioned in Section 2.2. In that case the ex-
tremely fast decay of the survival probability is also de-
coupled from the time evolution of the coordinate. First,
the distribution of the off-diagonal matrix elements faa′
depends on the Hamiltonian in the basis of operator Qˆ.
Consider for example the short-time limit for a 6= a′:
|faa′(t)|2 = t2
(
〈a|Hˆ|a′〉2 − 〈a|Hˆ2|a′〉
)
(53)
In the limit of ensemble average, the second term does
not contribute and we are left with the square of the
off-diagonal matrix element Haa′ = 〈a|Hˆ|a′〉. In contrast
to the uncorrelated limit, the matrix Haa′ is a diagonal-
dominated banded matrix. In fig. 15 we show the dis-
tribution of imaginary parts f
(i)
a for two times, τ = 1
and τ = 5, and compare them with the Gaussian shown
with a dashed line. Given our interest in the form of the
distribution, we scale the curves making their peaks co-
incide and normalize f
(i)
a so that the curvatures at the
peak coincide. The probabilities in a logarithmic scale
show that for short times the distribution is more of the
Lorentzian-type with exponentially long tails. The devi-
ations from the normal distribution appear at short-time
scales within about the same time interval where the sur-
vival probability is large. The effect of long tails on Npc
is minimal although, with more in-depth examination of
fig. 11, one could notice that for times τ between about
1 and 6 the predicted Npc is systematically higher. The
second circumstance needed to explain the extended sur-
vival of quadrupole deformation seen in fig. 14 is the cor-
relation between large off-diagonal amplitudes faa′ and
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FIG. 15. Distribution of f
(i)
a which are the imaginary parts of
off-diagonal matrix elements of the propagator for two times
τ = 1 and τ = 5. Axis are normalized so that all curves have
the same position of the peak and the same curvature at the
peak. The dashed line shows a normal distribution.
similar values of the quadrupole moments Qa and Qa′ .
At short times, we find from eq. (5)
Qa(t) = Qa(0)− t
2
2
〈a|[Hˆ, [Hˆ, Qˆ]]|a〉. (54)
For a more general picture we can examine the sum
Qa(t) = Qa|faa(t)|2 +
∑
a′ 6=a
Qa′ |fa′a(t)|2. (55)
Without any particular correlation, as in the GOE limit,
the summation over all off-diagonal terms weighted by
random amplitudes averages out to the time-independent
value Q which is nearly zero in this model. The situation
in 24Mg at short times is different as shown in Fig. 16
where the distribution of amplitudes |faa0 |2 with fixed
a0 = 100 is shown as a function of Qa at two different
times. The plot represents the time-dependent strength
function
Ga0(t, Q) = 〈a0|eiHˆtδ(Q− Qˆ)e−iHˆt|a0〉 (56)
which is shown at two instances, τ = 1 and τ = 6. For τ =
1, black impulse lines show the actual distribution that
includes the diagonal survival probability as the highest
peak nearly two orders of magnitude higher than any
off-diagonal amplitude. The solid continuous line shows
the smoothed average of off-diagonal |fa|2. The non-
uniform distribution clearly puts more weight to values of
the quadrupole moment close to Qa0 which explains why
the Q(t) remains significant for much longer time than
the survival probability, while the distribution becomes
nearly uniform as seen at τ = 6 where only the smoothed
average is shown.
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FIG. 16. Distribution of amplitudes squared |faa0 |2 for ini-
tial state a0 = 100 as a function of Qa for two times τ = 1
and τ = 6.
V. CONCLUSIONS
In this work we studied the time evolution of observ-
ables and other characteristics of the wave functions, such
as the number of principal components, in closed quan-
tum systems that range from chaotic to regular. Here
one can recall a popular quote from Atkins [29], We are
the children of chaos, and the deep structure of change
is decay. The decay of initial perturbations is an impor-
tant element of the quantum many-body dynamics which
is closely tied to questions of thermalization in meso-
scopic systems, connections between classical and quan-
tum complexity as well as to the general physics of time-
dependence and decay. In the chaotic limit represented
by the Gaussian Orthogonal Ensemble we put forward an
asymptotically exact analytic expressions that describe
the universal time evolution of a generic initial state, its
spread in the Hilbert space and the corresponding num-
ber of principal components which can be considered as
a quantum counterpart for the classical propagation in
the phase space. We show that, in this special limit of
orthogonal invariance, the time evolution is defined ex-
clusively by the survival probability of the initial wave
function. The chaotic limit of GOE sets the stage for the
analysis of more realistic quantum many-body systems,
where it is shown that the survival probability remains
an important basis-independent generic characteristic of
complex wave functions. As known from multiple studies
of quantum-mechanical decay [16], such processes reveal
certain typical characteristics reflected in the time de-
pendence of the survival probability. The early stage of
the evolution, given by the t2 dependence is determined
by the quantum unitarity. It is generally followed by the
exponential decay that in the long time limit switches to
a power-law ∼ 1/tβ where the exact value of β depends
on the asymptotics of the level density at the edges of the
spectrum. Above, see Fig. 10, one can roughly identify
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these limits, but, for the states we considered, the inter-
val of exponential decay is narrow while it is typically
the main observable stage of radioactive decay. We have
found that more realistic systems with the skeleton of the
regular mean-field show an extended decay of perturba-
tions, much longer than the time scale given by the sur-
vival probability. We have shown also that the dynamics
typically cannot be described by the tree branching with
several intermediate stages involving every time a new
class of states (although such models are certainly possi-
ble). The end of the characteristic time evolution allows,
instead of the irreversible decay to continuum, as in the
radioactive decay, just thermal-type fluctuations on the
level determined by the mean energy stored in the ini-
tial non-equilibrium state. We did not find any quantum
manifestation of the classical Lyapunov exponent. One
can argue that classical sensitivity to initial conditions is
diminished and smeared by the quantum-mechanical un-
certainty. In the language of the Feynman path integral
formulation, in a realistic many-body system, the slightly
modified classical paths that exponentially diverge clas-
sically have nearly identical action and become smoothly
averaged in quantum mechanics. This claim refers to
finite systems where, in contrast to their macroscopic
limit, the interaction does not immediately induce phase
transformations as in the case of Fermi-gas instability
with respect to Cooper pairing. One supporting example
for such arguments is a class of problems where Heisen-
berg operators satisfy classical equations of motion. The
chaotic nature of those equations would not manifest it-
self for different initial conditions that simply correspond
to different wave functions chosen to evaluate expecta-
tion values of the Heisenberg operators. Finally, wave
function components of the isolated quantum systems in
the finite Hilbert space that we considered have classical
quasi-periodic dynamics [4, 30]. It was stressed long ago
[31] by Chirikov that The quantum chaos is finite-time
statistical relaxation in discrete spectrum. At the same
time Wikipedia gives the following definition: Quantum
chaos is a branch of physics which studies how chaotic
classical dynamical systems can be described in terms
of quantum theory. The primary question that quan-
tum chaos seeks to answer is: “What is the relationship
between quantum mechanics and classical chaos?”. This
statement is extremely restrictive - currently we are inter-
ested in physics of realistic systems, mainly many-body,
which do not have a clear classical limit but reveal clear
and practically important quantum chaotic phenomena,
such as thermalization, decoherence, stability and phase
transitions, which still require a lot of work for their un-
derstanding.
ACKNOWLEDGMENTS
This material is based upon work supported by the
U.S. Department of Energy Office of Science, Office of
Nuclear Physics under Award Number DE-SC-0009883.
We thank N. Auerbach for useful discussions at the ini-
tial stage of the work. We are also grateful to Pierre
Nzabahimana for his participation in numerical simula-
tions.
[1] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore, Rev. Mod. Phys. 83, 863 (2011).
[2] F. Borgonovi, F.M. Izrailev, L.F. Santos, and V.G.
Zelevinsky, Phys. Rep. 626, 1 (2016).
[3] T. Mori, T.N. Ikeda, E. Kaminishi, and M. Ueda, J. Phys.
B 51, 112001 (2018).
[4] S. Weinberg, Ann of Phys. 194, 336 (1989).
[5] D. Kusnezov, Phys. Rev. Lett. 74, 246 (1995).
[6] D. Kusnezov, Phys. Lett. A184, 50 (1993).
[7] A. Bulgac and D. Kusnezov, Phys. Rev. A 42, 5045
(1990).
[8] C.E. Porter, Statistical Theories of Spectra: Fluctua-
tions, Acad. Press, New York, 1965.
[9] T.A. Brody, J. Flores, J.B. French, P.A. Mello, A.
Pandey, and S.S.M. Wong, Rev. Mod. Phys. 53, 385
(1981) .
[10] I. Percival, J. Phys. B 6, L229 (1973).
[11] L.D. Landau and E.M. Lifshitz, Statistical Physics, Perg-
amon Press, Oxford, 1958.
[12] J.M. Deutsch, Phys. Rev. A 43, 2046 (1991).
[13] V.V. Flambaum, A.A. Gribakina, G.F. Gribakin, and
M.G. Kozlov, Phys. Rev. A 50, 267 (1994).
[14] V. Zelevinsky, B.A. Brown, N. Frazier, and M. Horoi,
Phys. Rep. 276, 85 (1996).
[15] J. Maldacena, S.H. Shenker, and D. Stanford, arXiv:
1503.01409.
[16] M. Peshkin, A. Volya and V. Zelevinsky, EPL 107, 40001
(2014).
[17] B. Pritychenko, M. Birch, B. Singh, and M. Horoi,
Atomic Data and Nuclear Data Tables 107, 1 (2016);
114, 371 (2017).
[18] T. Gorin, T. Prosen, T.H. Seligman, and M. Zˇnidaric,
Phys. Rep. 435, 33 (2006).
[19] M. Moeckel and S. Kehrein, Ann. Phys. 324, 2146 (2009).
[20] F.L. Friedman and V.F. Weisskopf, in Niels Bohr and the
Development of Physics, eds. W. Pauli, L. Rosenfeld, and
V.F. Weisskopf, p. 134, New York, McGraw-Hill, 1955.
[21] V. Zelevinsky, Annu. Rev. Nucl. Part. Sci. 46, 237 (1996).
[22] N. Auerbach and V. Zelevinsky, Nucl. Phys. A781 (2007)
67.
[23] D. Agassi, H.A. Weidenmu¨ller and G. Mantzouranis,
Phys. Rep. 22, 145 (1975).
[24] F. Borgonovi, F.M. Izrailev, and L.F. Santos, Phys. Rev.
E 99, 010101 (2019).
[25] B. A. Brown and W. A. Richter, Phys. Rev. C 74, 034315
(2006).
[26] K. Bergmann, H. Theuer, and B.W. Shore, Rev. Mod.
Phys. 70, 1003 (1998).
14
[27] V.V. Sokolov and V. Zelevinsky, Phys. Rev. C 56, 311
(1997).
[28] L. Kaplan and E. Heller, Ann. Phys. 264, 171 (1998).
[29] P.W. Atkins, The 2nd Law: Energy, Chaos and Form,
W.H. Freeman & Co, New York, 1994.
[30] F.M. Izrailev, Phys. Rep. 196, 299 (1990).
[31] B.V. Chirikov, The Problem of Quantum Chaos, Lec-
ture Notes Phys. (Springer, Berlin) 411 (1992) (DOI:
10.1007/3-540-56253-2)
