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Complementary media (CM) interacting with arbitrarily situated obstacles are usually less dis-
cussed. In this paper, an analytical framework based on multiple scattering theory is established
for analyzing such a mismatched case. As examples, CM-based devices, i.e., a superlens and su-
perscatterer, are discussed. From an analysis, the cancellation mechanism of the mismatched CM
is studied. In addition, numerical results are provided for illustration. Moreover, further study
shows that such cancellation effects might rely on specific conditions. Actually, the conclusions are
not restricted to any specific frequencies; they could be extended to many other areas including
applications to active cloaking, antennas, and wireless power transfer.
PACS numbers: 42.25.Fx, 81.05.Xj, 42.79.-e, 41.20.Jb
I. INTRODUCTION
The concepts of complementary media [1] (CM) have
been applied in many studies[2–6], and they provide a
simple and clear geometric interpretation for the propa-
gation of metamaterial [7, 8] controlled electromagnetic
(EM) waves. More prosaically, the CM possess the ability
of optical “cancellation,” e.g., a well-designed negative
index material (NIM) could “cancel” a matched medium
(or vacuum space), and sometimes such a cancellation
could produce an image for an interacted object or hide
a certain part of an object [2, 3, 9, 10]. Well-known de-
vices such as a superlens and superscatterer [2, 11] can
be easily understood with the concept of CM. Usually,
in studies on CM-based optical devices, the situated ob-
jects should not have an impact on the cancellation, or
the CM should be properly arranged in advance to cancel
any placed obstacles [9, 10]. On the other hand, very few
studies have been carried out for the mismatched case,
where objects occupy the space or medium that used to
be canceled by the prearranged CM. It is commonly be-
lieved that when the condition of CM is not satisfied ow-
ing to the misplacement of obstacles, the aforementioned
optical cancellation ability might be lost [3]. However,
our rigorous analysis in this paper gives different results.
Actually, even for the detection of weak incident EM
waves, a relatively strong field could be detected near
the surface of the NIM in the scattering field [2]. When
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obstacles are situated near the surface of the NIM, the
interpretations that are related to geometrical optics in
the long-wavelength limit cannot give an accurate expla-
nation for this situation. Hence, transformation optics
and the ordinary concept of CM [1], which is derived in
the long-wavelength limit, might not be well applicable
for revealing the properties of the mismatched case. To
obtain an accurate physical picture for such cases, a rig-
orous analytical analysis is necessary. However, the dis-
cussion for such a case is usually avoided in many studies
owing to the lack of precise explanation. In fact, it can
be encountered in many research areas. For instance,
in research on CM-based wireless power transfer [12, 13],
obstacles that are located in the nearby area might inter-
fere with the cancellation of the CM and have an impact
on the production of an image.
In this study, to deal with the mismatched CM, an an-
alytical framework based on rigorous multiple scattering
theory has been developed. On the basis of the analytical
analysis, more physical properties are expected to be re-
vealed. Indeed, our analysis shows that the cancellation
ability will still be available for the mismatched CM un-
der certain conditions. The paper is organized as follows.
First, to simplify the approach to our analysis, the inter-
pretation of the cancellation properties in mismatched
CM is presented with a simple heuristic model based on
a superlens [11]. Then, a more applicable model based
on a superscatterer [2] is provided. In addition to the
rigorous analytical analysis, simulations from COMSOL
are also provided to illustrate the results.
2FIG. 1. Schematic of the cancellation strategy in a super-
lens. (a) The grey domain has not been penetrated by any
obstacles; according to the concept of CM, the NIM (domain
in black) will cancel the grey domain. (b) If object B is sit-
uated near the NIM (i.e., dB < ds) and the minimum dis-
tance between object B and the NIM (dB) is greater than the
distance between the image of object A and the NIM (i.e.,
dB > ds − dA), the shape of the grey domain canceled by
the black domain is changed according to the position of ob-
ject A. (c) When object B is located closer to the NIM, i.e.,
ds − dA > dB, the strategy will be changed again, and the
shape of the grey domain is determined by the positions of
objects A and B.
II. SUPERLENS WITH OBSTACLES
To discuss the mismatched CM, a superlens [11] de-
rived from a one-dimensional (1D) transformation could
be introduced as a sketchy model at first. Consider the
classical superlens shown in Fig. 1(a), in which the NIM
(domain in black) with a relative permeability and per-
mittivity ε = µ = −1 will cancel the grey domain (vac-
uum with ε = µ = 1). According to the interpretation
of folded geometry [14, 15], for an observer on the right
side of the grey domain, an image of object A (object
situated on the left side of the NIM) can be detected us-
ing EM wave detection. When the thickness of the NIM
is ds, the distance between object A and its image will
be 2ds, as the black domain cancels the grey one. The
electric field distributions are provided by simulation in
COMSOL and shown in Fig. 1(a) and (b).
When the grey domain is penetrated by another ob-
ject (object B), the cancellation strategy in Fig. 1(a)
is invalid; however, the simulation shows that the can-
cellation ability is still available, as shown in Fig. 2(c)
and (d). In fact, in order to be canceled by the NIM
(black domain), the shape of the grey domain should be
changed according to the positions of the obstacles. The
new cancellation strategy in Fig. 1(b) shows that when
ds − dA < dB (where dA < ds), the range of the grey
domain will rely on the position of object A (dA). More-
over, when ds−dA > dB , as shown in Fig. 1(c), the grey
domain will be restricted to the positions of both objects
A and B (dA and dB). In other words, when penetrated
by object B, the observer will still be able to detect the
EM fields scattered by object B and the image of ob-
ject A, which could not be directly explained from the
ordinary cancellation strategy in Fig. 1(a).
Numerical results obtained from the finite element
method (FEM) by COMSOL are presented in Fig. 2. It
should be noted that in the numerical simulation, both
objects A and B have perfect electrical conductor (PEC)
boundaries, and the results might be different for other
types of boundary conditions [13], which will be discussed
later in this paper. Moreover, it should be emphasized
that both transformation optics and the ordinary con-
cept of CM are related to the geometrical optics in the
long-wavelength limit; this intuitive explanation works
well for the ordinary case, e.g., well-organized CM with-
out the placement of obstacles. However, considering the
strong field near the surface of the NIM (shown in Fig.
2) in the scattering field [2], the scattering properties
of obstacles located near it might not be explained very
well by these intuitive theories. Indeed, when obstacles
occupy the canceled space near the NIM, multiple scat-
tering theory is necessary for investigating their physical
properties.
III. SUPERSCATTERER WITH OBSTACLES
To give a clear explanation and to provide a better
understanding of the properties of mismatched CM, an
analytical framework based on multiple scattering the-
ory should be established. In fact, rather than the su-
perlens discussed above, a two-dimensional (2D) super-
scatterer [2] is more appropriate to show the analytical
framework. Since it is a finite circular cylindrical device,
it is much easier to give a rigorous analytical analysis
here, and transverse electric (TE) or transverse magnetic
(TM) wave could be discussed separately in the 2D case.
Although the model is relatively simple, the heuristic ap-
proach could still provide useful information for three-
dimensional (3D) and more practical models. Moreover,
the 2D superscatterer has many practical applications in
many research areas [3, 13].
The analytical analysis for the 2D superscatterer is
based on the schematic shown in Fig. 3. Similar to the
analysis in the last section, the black domain is the super-
scatterer shell (ss-shell) and it is complementary to the
grey domain. Further, all obstacles have PEC bound-
aries. The parameter distributions are derived in cylin-
drical coordinates, and the relative permeability and per-
mittivity can be deduced as follows:


εr = µr =
f(r)
r
1
f ′(r) ,
εθ = µθ =
r
f(r)f
′(r),
εz = µz =
f(r)
r
f ′(r),
(1)
with the coordinate transformation
f(r) =


f1(r) = ηr, 0 < r < r1,
f2(r) = r3 + T (r), r1 ≤ r ≤ r2,
f3(r) = r, r2 < r < r3,
(2)
where η = r3/r1, and T (r) could be chosen as any con-
tinuous and piecewise differentiable function that makes
3FIG. 2. Simulation results provided by COMSOL for a su-
perlens (with PEC obstacles): When the domain canceled by
the slab of the superlens is not penetrated by object B (object
B is on the right side of the dashed line), an image of object
A can be produced (the distance between object A and its
image is 2ds), which is explained by the strategy presented
in Fig. 1(a). As a result, for an observer on the right side of
the canceled domain, the electric field distributions (domain
on the right side of the dashed line) in (a) will be identical to
those in (b). If object B penetrates the canceled domain, an
image of object A can still be detected according to the expla-
nation in Fig. 1(b); as a result, the electric field distributions
on the right side of the dashed line in (c) are still identical to
those in (d). A similar equivalence also exists when object B
moves even closer to the NIM slab, as shown in (e) and (f),
and can be explained by the strategy in Fig. 1(c).
the domain r1 < r < r2 complementary [1] to the domain
r2 < r < r3 (i.e., T (r1) = 0, T (r2) = r2 − r3). For pur-
pose of illustration, we choose T (r) = (r−r1)(r3−r2)
r1−r2
in this
study, as shown in Fig. 3(b). Thus, the schematic could
be divided into three parts; the domain r2 < r < r3 (and
r ≥ r3) is vacuum, the domain r1 < r < r2 (the shell
painted black) is filled with the NIM, and the domain
r < r1 is filled with a homogeneous material. From the
concepts of CM, as shown in Fig. 3(a), the domain in
black (ss-shell) will cancel the grey domain, and the do-
main r < r1 (as well as the obstacles inside it) will be
amplified in the domain r < r3 (for EM wave detection)
with the amplification factor η = r3/r1. As a matter of
fact, when the system contains no obstacles, the whole
domain 0 < r < r3 will act as a vacuum observed by the
viewer outside.
FIG. 3. Schematic of mismatched CM using a superscatterer.
The NIM in black (the ss-shell, r1 < r < r2) will cancel the
domain painted in grey. Object B and the image of object A
do not overlap. (a) Cancellation strategy when no obstacles
penetrate the domain r2 < r < r3. (b) and (c) Strategy when
the obstacle (denoted as object B with the PEC boundary)
penetrates the domain r2 < r < r3, where r3 > rB > ηrA.
(d) Strategy when rB < ηrA. If the cancellation strategy
described in (c) is achieved, the scenario in (e) will be the
same as the scenario in (c) observed by the viewer in the
domain r > r3 for EM wave detection, i.e., an amplified image
of object A can be detected. The relationship between (f) and
(d) is similar.
It should be noted that if the radius of the ss-shell
(r1) becomes infinite and the thickness of the shell and
the canceled space are maintained at finite values of
r3 − r2 = ds and r2 − r1 = ds, the superscatterer can
be reduced to a slab of the superlens discussed above.
Considering T (r) = (r−r1)(r3−r2)
r1−r2
in Eq. 2, it is easy to
deduce limr1→∞(f2(r)/r) = 1 for the ss-shell domain,
which indicates that the ss-shell becomes a homogeneous
slab of a superlens (with a thickness of ds). Moreover,
the amplification factor becomes η = r3/r1 → 1. Hence,
the parameter distributions derived from Eq. (1) will be
εr = µr = −1, εθ = µθ = −1, and εz = µz = −1 when
r1 →∞.
Similar to the analysis for the superlens, the obstacles
inside and outside the ss-shell are termed as objects A
and B, respectively. In addition, rA is the maximum dis-
tance between a point in object A and the center of the
ss-shell, rB is the minimum distance between object B
and the center of the ss-shell. As shown in Fig. 3(a), if
no obstacles penetrate the domain r2 < r < r3, a well-
matched CM with the black domain that will be comple-
mentary to the grey one (domain r2 < r < r3) can be
easily satisfied as described by Eq. (2). As a result, an
amplified image of object A with an amplification factor
η = r3/r1 could be detected in the domain r < r3. If
another object penetrates into the domain r < r3, with
ηrA < rB < r3, the aforementioned grey domain in Fig.
43(a) will be partially occupied, and the ordinary cancel-
lation strategy in Fig. 3(a) could not be applied. Similar
to the discussion of the analysis of the superlens, another
strategy could be utilized, as shown in Fig. 3(c). This
strategy seems to be self-adaptive for rA, as the black do-
main will be complementary to the domains rA < r < r1
and r2 < r < ηrA. It should be noted that such a strat-
egy could also explain the amplification effects in Fig.
3(a) as described in Eqs. (2) shown in Fig. 3(b).
Moreover, when all obstacles have PEC boundaries,
object B is situated at rB < ηrA, and the third strategy
shown in Fig. 3(d) is more appropriate. It should be re-
marked that the strategy here is related to both rA and
rB , which implies that the cancellation strategy should
rely on the placement of the obstacles, although the pa-
rameter distributions in the ss-shell are still the same
as above. In fact, the geometric cancellation strategies
are just simplified intuitive explanations for the EM wave
scattering results; such explanations might not be unique,
e.g., the strategy in Fig. 3(c) (or Fig. 1(b)) can also work
well in explaining the effects shown in Fig. 3(a) (or Fig.
1(a)). Thus, a rigorous analytical analysis is necessary to
understand the physical mechanism of mismatched CM.
IV. ANALYTICAL ANALYSIS
To validate the heuristic analysis given in the previ-
ous sections, a detailed analytical analysis is presented
in this section. Specifically, the obstacles are simplified
to circular cylindrical objects, and all obstacles have PEC
boundaries. r01 (or r03) is the distance between the cen-
ter of object A (or B) and the center of the ss-shell with
the angle φ1 = φ−→r01 (or φ3 = φ−→r03). R1 (or R3) is the
radius of object A (or B); thus, we have rA = r01 + R1
and rB = r03 −R3. We consider TE-polarized EM wave
detection with the harmonic time dependence exp(−iωt).
The analytical analysis will be presented as a comparison
of the scattering properties of scenario (c) with scenario
(e) (or scenario (d) with scenario (f)) in Fig. 3. More pro-
saically, our analytical deduction demonstrates that, for
detection by the same EM waves (same incident field),
scenarios (c) and (e) will give the same scattering EM
fields. Such an equivalence can also be found in the com-
parison between scenarios (d) and (f). The analysis is
given for the following four scenarios.
For scenarios (c) and (d): The general series expan-
sion (analytically deduced from the wave equation [2, 13])
for the electric field can be expressed as
Ez(r, φ) =


∞∑
n=−∞
[a
(1)
n Jn(k0f1(|
−→r |))einφ + b
(1)
n H
(2)
n (k0f1(|
−→r −−→r01|))e
inφ(−→r −−−→r01) ], r < r1,
∞∑
n=−∞
[a
(2)
n Jn(k0f2(|
−→r |))einφ + b
(2)
n H
(2)
n (k0f2(|
−→r |))einφ], r1 < r < r2,
∞∑
n=−∞
[a
(3)
n H
(2)
n (k0f3(|
−→r |))einφ + a
(i)
n Jn(k0|
−→r |)einφ + b
(3)
n H
(2)
n (k0f3(|
−→r −−→r03))e
inφ(−→r−−−→r03) ], r > r2,
(3)
where k0 is the wave vector in vacuum, and Jn and H
(2)
n
are the nth-order Bessel function and the nth-order Han-
kel function of the second kind, respectively. α = 1, 2, 3
denotes the domains r < r1, r1 < r < r2, and r > r2,
respectively, a
(α)
n and b
(α)
n are the series expansion co-
efficients, and
∑
n a
(i)
n Jn(k0|
−→r |)einφ is the incident field,
which is chosen to be the same in the following scenarios.
Actually, it is sufficient to discuss only the electric field
(z component); the corresponding Hθ components can
be derived using the Maxwell equation Hθ = −
1
iωµ
∂Ez
∂r
.
Considering the boundary conditions while imposing Eq.
(2), the coefficients above can be solved from the follow-
ing equations (where n = 0,±1,±2, . . . ):


Jn(k0ηR1)
∞∑
m=−∞
[a
(1)
m Jm−n(k0ηr01)e−i(n−m)φ1 ] + b
(1)
n H
(2)
n (k0ηR1) = 0,
Jn(k0R3)
∞∑
m=−∞
[a
(3)
m H
(2)
m−n(k0r03)e
−i(n−m)φ3 + a
(i)
m Jm−n(k0r03)e
−i(n−m)φ3 ] + b
(3)
n H
(2)
n (k0R3) = 0,
where a
(1)
m =
∞∑
l=−∞
[b
(3)
l
H
(2)
m−l
(k0r03)e−i(m−l)φ3 ] + a
(i)
m , a
(3)
m =
∞∑
l=−∞
[b
(1)
l
Jm−l(k0ηr01)e
−i(m−l)φ1 ].
(4)
Here, the first and second equations originate from the
PEC boundary conditions at the surfaces of the obstacles
(objects A and B). The other two are derived from the
continuity at the boundaries between the ss-shell and the
domains of r < r1 and r > r2. In addition, the trans-
lation [16] that expresses the wave functions in one co-
5ordinate system in terms of those in another coordinate
system is applied. The equations can be rewritten in a
matrix form as
0 =[J(ηR1)].[J(ηr01,−φ1)].[A(1)] + [H(ηR1)].[B(1)],
0 =[J(R3)].([H(r03,−φ3)].[A(3)] + [J(r03,−φ3)].[A(i)]) +
[H(R3)].[B(3)],
[A(1)] =[H(r03, φ3)].[B(3)] + [A(i)],
[A(3)] =[J(ηr01, φ1)].[B(1)], (5)
where the matrices [J(ηR1)] and [J(ηr01,−φ1)] and the
vector [A(1)] are defined as follows (and similarly for the
others):
[J(r)] = Diag[ · · · , J−n(k0r), · · · , J0(k0r), · · · , Jn(k0r), · · · ],
[J(r, φ)]m,n = Jm−n(k0r)e
i(n−m)φ,
[A(1)] = [ · · · , a
(1)
−m, · · · , a
(1)
0 , · · · , a
(1)
m , · · · ]
T .
Once the scattering coefficients ([A3], [B3]) are solved,
the EM fields for each scenario can be obtained. However,
to discuss the equivalence between scenarios (c) and (e)
(or (d) and (f)) for detection of the same EM wave, it
is unnecessary to solve for the scattering coefficients; a
comparison of the equations that describe the scattering
properties of each scenario is sufficient.
On the basis of multiple scattering theory, for scenarios
(e) and (f) in Fig. 3, where r′01 = ηr01, r
′
03 = r03, R
′
1 =
ηR1, and R
′
3 = R3, Ez(r, φ) should be expressed as
∞∑
n=−∞
[b′
(1)
n H
(2)
n (k0(|
−→r −
−→
r′01|))e
inφ
(−→r −
−−→
r
′
01) + (6)
b′
(3)
n H
(2)
n (k0(|
−→r −
−→
r′03|))e
inφ
(−→r −
−−→
r
′
03) ] + a
(i)
n Jn(k0|
−→r |)einφ.
To compare with scenario (c) (or (d)), we also di-
vide the domain in scenario (e) (or (f)) into two parts:
the domains r < rmin and r > rmin, where rmin =
Min(rB, ηrA). Moreover, we will rewrite Eq. (6) for
these different cases.
For scenario (e): For rB > ηrA and rmin = ηrA,
similar to the above, we can rewrite the electric field as
Ez(r, φ) =


∞∑
n=−∞
[a′(1)n Jn(k0(|
−→r |))einφ + b′(1)n H
(2)
n (k0(|
−→r −
−−→
r′01|))e
inφ
(−→r −
−−→
r
′
01) ], r < rmin,
∞∑
n=−∞
[a′(3)n H
(2)
n (k0(|
−→r |))einφ + a
(i)
n Jn(k0|
−→r |)einφ + b′(3)n H
(2)
n (k0(|
−→r −
−→
r′03|))e
inφ
(−→r −
−−→
r
′
03) ], r > rmin.
(7)
Because rB > ηrA, object B is in the domain r > ηrA.
Similar to scenarios (c) and (d), the boundary conditions
mean that
0 =[J(R′1)].[J(r
′
01,−φ1)].[A
′
(1)] + [H(R
′
1)].[B
′
(1)],
0 =[J(R′3)].([H(r
′
03,−φ3)].[A
′
(3)] + [J(r
′
03,−φ3)].[A(i)]) +
[H(R′3)].[B
′
(3)],
[A′(1)] =[H(r03, φ3)].[B
′
(3)] + [A(i)],
[A′(3)] =[J(r
′
01, φ1)].[B
′
(1)]. (8)
We see that the scattering coefficients satisfy exactly
the same equations as those in Eq. (5). This means that
a
(3)
n = a′
(3)
n and b
(3)
n = b′
(3)
n for n = 0,±1,±2, . . . . Thus,
the detected electric fields derived from Eqs. (3) and (7)
for the domain r > ηrA will be the same. In other words,
scenario (c) is equivalent to scenario (e) for viewers in the
domain r > Max(ηrA, r2).
For scenario (f): For rB < ηrA and rmin = rB, the
series expansion for the electric field is different from that
in scenario (e), which could be rewritten as follows:
Ez(r, φ) =


∞∑
n=−∞
[a′(3)n Jn(k0(|
−→r |))einφ + b′(3)n H
(2)
n (k0(|
−→r −−→r03|))e
inφ(−→r−−−→r03) ], r < rmin,
∞∑
n=−∞
[a′(1)n H
(2)
n (k0(|
−→r |))einφ + a
(i)
n Jn(k0|
−→r |)einφ + b′(1)n H
(2)
n (k0(|
−→r −
−−→
r′01|))e
inφ
(−→r −
−−→
r
′
01) ], r > rmin,
(9)
By choosing the virtual interface r = rmin, the electric
field in scenario (f) can be manually divided into two
parts, as denoted in Eq. (9). However, it should be
remarked that Ez in the neighborhood of object B (or
A) can always be expressed in the form of the first (or
second) equation; thus, its boundary conditions are
0 =[J(R′1)].([H(r
′
01,−φ1)].[A
′
(1)] + [J(r
′
01,−φ1)].[A(i)]) +
[H(R′1)].[B
′
(1)],
0 =[J(R′3)].[J(r
′
03,−φ3)].[A
′
(3)] + [H(R
′
3)].[B
′
(3)],
[A′(1)] =[J(r
′
03, φ3)].[B
′
(3)],
[A′(3)] =[H(r
′
01, φ1)].[B
′
(1)] + [A(i)]. (10)
It seems that the equations in Eq. (10) are different from
those in Eq. (5) and might not give the same solutions.
However, we consider the translation relation that ex-
presses wave functions in one coordinate system in terms
of the wave functions in another coordinate system [16]
and remember that the EM wave will remain the same
when translated along
−→
r′0α and −
−→
r′0α (α = 1, 3). Thus,
we have the following relationships:
[H(R′α)] =[J(R
′
α)].[H(r
′
0α,−φα)].[J(r
′
0α, φα)]
=[J(R′α)].[J(r
′
0α,−φα)].[H(r
′
0α, φα]. (11)
Similarly, a translation along −
−→
r′01 then −
−→
r′03 will be
6equal to that along −
−→
r′03 then −
−→
r′01, which means that
[J(r′03,−φ3)].[H(r
′
01,−φ1)] = [J(r
′
01,−φ1)].[H(r
′
03,−φ3)],
[J(r′03,−φ3)].[J, (r
′
01 − φ1)] = [J(r
′
01,−φ1)].[J(r
′
03,−φ3)],
and [V ] :=[H(r′03,−φ3)]
−1.[J(r′03,−φ3)]
=[H(r′01,−φ1)]
−1.[J(r′01,−φ1)]. (12)
By substituting the related components, Eqs. (5) and
(10) can be respectively expressed as
{
[H(r03, φ3)].[B(3)] + [A(i)] + [H(ηr01, φ1)].[B(1)] = 0,
[J(ηr01, φ1)].[B(1)] + [V ].[A(i)] + [J(r03, φ3)].[B(3)] = 0,
(13a)
{
[J(r′03, φ3)].[B
′
(3)
] + [V ].[A(i)] + [J(r
′
01, φ1)].[B
′
(1)
] = 0,
[H(r′01, φ1)].[B
′
(1)
] + [A(i)] + [H(r
′
03, φ3)].[B
′
(3)
] = 0,
(13b)
Evidently, Eqs. (13a) and (13b) have the same form;
for scenarios (d) and (f) in Fig. 3, the above equa-
tions produce the same solutions as [B(1)] = [B
′
(1)] and
[B(3)] = [B
′
(3)]. It should be noted that this deduction is
established under the assumption that the obstacles have
PEC boundaries, which makes the right sides of these
equations remain zero during the deduction. For other
types of boundary conditions, the analysis becomes more
complicated, and more research should be performed.
To show the equivalence between scenarios (d) and (f),
the following translation relation [16] should be applied
to Eq. (6)
b
(1)
n H
(2)
n (k0f3(|
−→r −
−→
r′01|))e
inφ
(−→r −
−−→
r
′
01) =
∞∑
m=−∞
b
(1)
n Jm−n(k0f3(|
−→
r′01|))H
(2)
m (k0f3(|
−→r |))e−i(m−n)φ1eimφ, r > rB. (14)
When [A(3)] = [J(ηr01, φ1)].[B(1)] in Eq. (5), Eq. (6)
will be exactly the same as Eq. (3). In other words, for
scenarios (d) and (f), the electric fields in the domain
r > rB (rB > r2) are equivalent.
To summarize, we have discussed the scattering
properties of mismatched CM considering penetrated
cylindrical PEC obstacles and found that scenarios (c)
and (e) (or (d) and (f)) in Fig. 3 will be indistinguishable
for the viewer in the domain r > Max(rmin, r2) (where
rmin = Min(rB, ηrA)). In fact, the multiple scatter-
ing method can also be applied to the analysis of other
shapes of obstacles through a multipole expansion, where
similar conclusions like those mentioned above can also
be drawn. In addition, it should be noted that when
rB > ηrA (scenarios (c) and (e)), the equivalence does
not rely on the type of boundary for the obstacles; how-
ever, when rB < ηrA (scenarios (d) and (f)), the equiv-
alence is derived under the PEC approximation (for ob-
stacles). Other conditions with a different boundary for
the obstacles might make the equivalence invalid [13].
V. NUMERICAL VERIFICATION
In addition to the analytical analysis given above, the
numerical results from COMSOL shown in Fig. 4 are
also provided to verify our conclusion. To distinguish two
obstacles, object B is a rectangular cylinder, object A is a
circular cylinder, and both have PEC boundaries. From
an investigation of the EM field in the domain r > rmin
(here, rmin = rB < ηrA), an amplified image of object
A can be detected in Fig. 4(a) and (c). Scenarios (a)
and (b) (or (c) and (d)) have the same scattering field
for the same EM wave detection (both a plane wave and
point source are presented), and further study finds that
loss tangents in the NIM up to 0.001 will not have a
significant impact on the results.
FIG. 4. Numerical verification from COMSOL, for the z com-
ponent of the electric field. All obstacles have PEC bound-
aries. Object B (the rectangular object) is located within
rB < ηrA. (a) For the detection of a TE-polarized plane
wave, an amplified image of object A (the circular one inside
the ss-shell) could still be detected, as the domain r > rB in
both (a) and (b) possess the same EM fields. Moreover, a
point source is applied in (c) and (d).
VI. DISCUSSION AND CONCLUSION
In conclusion, when arbitrarily situated obstacles oc-
cupy the space that used to be canceled by the NIM,
mismatched CM are formed. A discussion of such cases
is usually ignored or avoided. From our analytical anal-
ysis, a clear understanding of the scattering properties
of mismatched CM was presented, and numerical results
verified the expected effects. More prosaically, we stud-
ied a superlens and superscatterer considering penetrated
PEC obstacles and found the cancellation ability that ex-
ists in ordinary CM was still available in the mismatched
case, whereas the ordinary cancellation strategy cannot
7be applied. Moreover, when obstacles become too close to
the NIM, a rigorous analysis showed that the cancellation
ability might be established only when a PEC boundary
is applied to the obstacles, e.g., for scenario (d) [Fig. 3],
where rB < ηrA. The equivalence between scenarios (d)
and (f) [Fig. 3] will rely on the PEC boundary of the
obstacles; if other types of boundary conditions are ap-
plied, the equivalence might not be valid [13]. Although
most optical devices could be discussed under the PEC
approximation, the extension of the scope of the conclu-
sion derived from the PEC-penetrated mismatched CM
should be carefully analyzed under the analytical frame-
work provided in this paper.
On the other hand, the concept of mismatched CM
can be applied to the study of the interaction between
CM and the penetrated obstacles, which can be en-
countered in many applications, e.g., CM-based wireless
power transfer [12, 13], where the CM could help en-
hance the transfer efficiency. In fact, the interaction be-
tween the emitter, CM, receiver, and even the obstacles
in the environment (that may have an impact on the sys-
tem) can be discussed according to the concept of the
mismatched CM. It should be noted, when obstacles are
located relatively far away from the NIM, e.g., rB > ηrA,
the conclusion and equivalence derived above can still be
applied for other types of boundary conditions.
Furthermore, the analytical analysis is not restricted
to any specific frequencies, and the conclusion could be
applied to studies utilizing a broad range of wavelengths,
including applications to CM-modified active cloaking,
waveguides, antennas etc. Although the results are ob-
tained for the heuristic 2D case, it is expected to be ap-
plicable for more general cases, even for 3D models. Al-
though the numerical results from the FEM (COMSOL)
could help illustrate our conclusion, owing to the non-
monotonic transformation, the FEM results might not be
reliable and contain large errors in some cases [13, 17].
On the other hand, a strong field exists near the surface
of the NIM [2], even for weak EM wave detection; there-
fore, the transformation optics and the ordinary concept
of CM deduced from the long-wavelength limit might not
be valid for the mismatched CM. Thus, the analytical
framework established in this paper provides an essential
tool for future research on mismatched CM.
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