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Preface
2004 was the semi-centenary year of the foundation of this Institu te . The Prefaces to  our 
Annual Reports do usually mention various celebrations, but now the  impression of the  reader 
will be th a t the staff was doing absolutely nothing throughout the year bu t celebrating them ­
selves. T hat is actually not quite correct; what explains my enlarging so much upon celebrations 
and suchlike is th a t th is is the only medium in which we summarise these events for the  public 
and record them  for posterity.
We prepared five publications on this occasion. We put together a  special number of Fizikai 
Szemle (edited by Zs. Fülöp), a brochure of the Institu te  (both in H ungarian and in English, 
edited by Z. M áté) and a folded album on the ‘Radiations from Atom ki’ in Hungarian (Z. M áté). 
Finally, we compiled a booklet of stories and anecdotes from the past of the  Institu te (edited 
by B. Gyarmati). The really original stuff is of course the last one. The level of the stories is 
uneven, but most are enjoyable for outsiders as well. The equilibrium between piquancy and 
modesty is reasonable, and there are a number of stories very characteristic of the tim es pasc. 
Some may be used even as source materials for history in a view-ffom-the-bottom approach.
We started  the celebrations with a scientific meeting on 14th January, which reviewed the  re ­
search activity of Prof. Dénes Berényi (Director of the Insitute 1976-1989) from /3-spectroscopy 
along surface physics to  atomic collisions, on the occasion of his 75th birthday. The three review 
talks were given by D. Varga, L. Kövér and L. Sarkadi.
The next occasion was the Physics Days in March, the local ‘public feast’ of physics. The 
unifying subject was, surpisingly, scientific research in Atomki. This tim e, exceptionally, the 
public lectures were given solely by members of Atomki. The titles were the  following: Gigami- 
croscopes on giant accelerators by Z. Trócsányi, Ping-pong Games in Nature on atomic collisions 
by B. Sulik, Buried for Eternity?  on radioactive wastes by E. Svingor and Creation of Elements 
on astrophysical nucleosynthesis by Zs. Fülöp and Empty, cold, complicated but what for? 
on the indirect im pacts of physics research by S. Mészáros. Fülöp’s ta lk  was an introduction 
to  the debut of the  Hungarian version of the Japanese scientific film ‘Element Genesis: Solving 
the M ystery’. The Hungarian adaptation was made here by Fülöp and his colleagues.
The summit of the celebrations was a picnic in May, with the participation of many active 
and retired members of the Institute. At the Bem tér entrance of the  Institute, we set up the 
skeleton of our old cascade accelerator, which had been dissembled one and a half decade ago. 
It was inaugurated on this May morning as a public monument or a sculpture of our science. To 
mark the occasion, we also planted a tree, and w hat a tree it is! We were presented a Japanese 
cherry tree (Sakura tree ‘Yoko ’) on this occasion by our sister institution, the  Faculty of Science, 
Niigata University.
The memorial stone erected near the^tiny tree bears the following Hungarian and English 
inscriptions w ritten in the form of haiku:'
i
Japán cseresznye: 
nígat а-debreceni 
közös kísérlet
Japanese cherry: 
a Niigata-Debrecen 
joint experiment
As is shown by the  photos at h ttp ://w w w .atom ki.hu/atom ki/K epek/fo to .h tm l, the experiment 
seems successful.
There were two international scientific workshops held in Debrecen during the silver jubilee 
year: the IUVSTA Workshop on Electron Scattering in Solids -  From Fundamental Concepts
to Practical Applications (E S S ’Of), 4-8 June, 2004, and 8th Workshop on Fast Ion-A tom  Col­
lisions, 1-3 September. P a rtly  coinciding with the la tte r meeting, we had an exhibition of 
paintings by Kazuko M ukoyama in the Ceremonial Hall of the University of Debrecen. Mrs. 
Mukoyama is the wife of our old friend and partner scientist, Professor Takeshi Mukoyama. At 
the opening of the exhibition the artist and her work—traditional Japanese brush painting as 
well as European style painting—were introduced by myself. To give a feeling for her art, let 
me put my haiku on her dem onstration here:
M u k o y am a  K a z u k o ’s A r t
Wind-blown flower-shadows 
come to life as th e  brush is 
flitting in the void.
M u k o y a m a  K a zu k o  m ű v é sz e te
Repdeső ecset 
lengő virágárnyakat 
kelt a semmiből.
In November we comm em orated the  deceased members of the  Institute, and laid a flower 
wreath on the  grave of th e  founder, Professor Szalay. A few days later, the Mayor of Debrecen 
gave a reception in Atomki to  the public of the  Institute. On this occasion I gave a comprehensive 
lecture entitled Life and Science in Atom ki. The commemorative events were concluded by 
a  meeting of the Section of Physical Sciences of the Academy of Sciences, which was held 
in Atomki. The participants were entertained by talks by members of Atomki: В. Sulik, К. 
Tőkési, Gy. Gyíirky, A. Krasznahorkay, M. Molnár and Z. Berényi, and by guided tours to 
some laboratories.
Not only Atomki bu t also CERN celebrated its silver jubilee last year. Atomki contributed 
to  the commemorative event held in B udapest in September by a talk by Z. Trócsányi. The fifth 
anniversary of the death of Ede Hertelendi, head of the Section of Environmental and Earth  
Sciences, was marked by a  one-day symposium in September, entitled From the Stone Age to 
Nuclear Power Stations. T he  PET Centre of the University of Debrecen, situated in Atomki, also 
had a jubilee: it celebrated th e  10 year’s anniversary of its foundation in November. Members 
of Atomki contributed to  th e  scientific program  of the yearly General Assembly of the Academy 
by two talks, those by S. Ricz and B. Sulik.
The ‘Honours List’ was especially long in 2004. Dr. L. Sarkadi won the Academy Award. 
Young scientists’ awards were granted to  Dr. Gy. Gyiirky and Dr. D. Novák, Jr., by the Academy 
and by the  Institute, respectively. The Szalay Prize of the Institu te  was received by Dr. S. Ricz, 
and the Szalay Prize and Selényi Prize of the  Roland Eötvös Physical Society were given to Dr. 
L. Gulyás and Dr. Zs. Fülöp, respectively. Dr. T. Vertse acquired a ‘habilitation’ title at the 
University of Debrecen, while Dr. A. Krasznahorkay was decorated with a titu lar professorship 
a t the University of Szeged. Prof J. Pálinkás was elected an ordinary member of the Academy 
of Sciences, and I was elected a corresponding member.
The instrum entation of our laboratories has been improved by the installation of two mass 
spectrom eters: a secondary-ion mass spectrom eter (SIMS), which is also operated so as to 
produce secondary neutral atoms (SNMS mode of operation), and a mass spectrometer for 
measuring isotope ratios of stable isotopes in gas samples. The former is used in th in  layer 
physics, while the latter is used in environmental analyses. Both are owned jointly: the former 
w ith the Departm ent of Solid State Physics, University of Debrecen, and the la tter with Iso- 
toptech Co.. The laboratory for radiochemistry has been refurbished so as to  satisfy the criteria 
of ‘good manufacturing p rac tice’ for pharmaceuticals. A m ajor technical improvement is made 
possible by a  grant received last year for the  technical updating  of the beam lines of the 5-MeV 
electrostatic accelerator. T h a t project is in the phase of commissioning now.
To show th a t we did w ork thoughout th e  jubilee year as well, I mention a few recent results.
n
We published our comprehensive study of the nucleus 16C, which is based on our experiments 
performed at RIKEN (Japan). This nucleus is very interesting since its neutron excess is built 
upon an oblate 12C core and it populates partly  the sd-shell, which usually gives rise to  prolate 
deformation. The first excited state, which is usually a collective 2+ state, has been studied and 
found to live extremely long. The behaviour of this state  can be explained by assuming th a t it 
involves (almost) purely neutron excitation.
As members of the LUNA collaboration, the nuclear astrophysics group contributed to 
making the age of the Universe more precise. This was done by measurement of the cross section 
of the reaction 14N(p,7 )150  a t extremely low energies. From the results it was concluded th a t 
the oldest globular clusters known are slightly older th an  believed earlier.
The Fermi shuttle mechanism of ionization has been studied for some tim e by the Debrecen 
physicists. This mechanism can be visualized as a ping-pong-like multiple scattering of electrons 
between the nuclei of the colliding atoms, and has been dem onstrated to  exist by a surplus of 
high-energy (10-200 eV) electrons. Recent experiments have shown th a t this mechanism is 
dom inant in the process of ionization induced by slow heavy ions. This mechanism bears on the 
maimer in which biological tissues are being damaged when subjected to  irradiation. Since in 
heavy-ion therapy the cancerous cells are killed mostly by the slowed-down ions, it m ust be this 
kind of ionization th a t is responsible for the major damage, and th a t calls for further studies 
of the process.
The radiocarbon group has examined the recently found remains of the first (wooden) bridge 
over river Tisza, the  major river in Eastern Hungary. They found th a t it had been built in the 
16th century. By dating replacement beams, they also established th a t the bridge m ust have 
been in use at least up to the second half of the 18th century.
For the sake of completeness, I mention th a t my appointm ent as Director has been prolonged 
until the end of 2009.
The financial and personnel conditions in 2004 are given in the pie charts to  follow this 
Preface.
This Report, prepared in DT^K, is available on the web a t www.atomki.hu in PD F format.
Debrecen, 11 July 2005
Rezső G. Lovas 
Director
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D ata on ATOM KI
At present the Institute employs 205 persons. The affiliation of personnel to units of organization 
and the composition of personnel are given below.
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Figure 1. Affiliation of personnel to units of organization
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Figure 2. Composition of personnel
V
Finance
The total budget of the Institute for the year 2004 was 1232 million Hungarian Forints. The 
composition of the budget and the share of personnel expenditure within the budget are shown below.
Basic 
(from MTA) 
69%
Project
(from Contract Research) 
21%
Project
(from OTKA, OM, etc.) 
10%
Figure 3. Composition of the budget of the Institute
MTA: Hungarian Academy of Sciences 
OTKA: National Fund for Scientific Research 
OM: Ministry of Education
Figure 4. Breakdown of expenditure into personnel and non-personnel expenditures
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1.1 G e n e ra l c o n d itio n s  fo r th e  V T  s y m m e try  
o f s u p e rsy m m e tr ic  p a r tn e r  p o te n tia ls
G. Lévai
A common feature of symmetries of quan­
tum systems is that they restrict the form of 
the Hamiltonian, and consequently they also 
influence the structure of the energy spec­
trum. This is also the case with two symme­
try concepts that are typically applied in non- 
relativistic quantum mechanics: supersym­
metric quantum mechanics (SUSYQM) and 
V T  symmetry.
SUSYQM connects one-dimensional poten­
tials pairwise via the relation
... „ a w
V ^ ( x )  =  W 2(x) ±  —  +  e , (1)
ax
where e is the factorization energy, V ^ \ x )  
and U(+)(x) are the SUSY partner poten­
tials, while W (X) is the superpotential. In the 
simplest case, when supersymmetry is unbro­
ken, W{x)  is defined in terms of the ground- 
state wavefunction of V ^~ \x )  as W(x)  = 
— ^  lnV’o '*^), and the factorization energy is 
chosen as e =  Eq \  Under these conditions 
the SUSY partner potentials possess the same 
energy levels, except that Eq  ^ is missing from 
the spectrum of U(+)(x), and the degenerate 
levels are connected by the SUSY ladder oper­
ators A — ^  +  W{x)  and A 1 ^  +  W{x).
The V T  symmetry of a Hamiltonian pre­
scribes its invariance under simultaneous space 
and time inversion, which boils down to the 
condition V(x) = U*(—x) in the case of one­
dimensional potentials. The unusual feature 
of this new symmetry concept is that V T - 
symmetric potentials are complex in general, 
nevertheless, they possess real energy eigen­
values, unless V T  symmetry is spontaneously 
broken, in which case the energy spectrum con­
sists of complex conjugate energy pairs.
The interplay of these two symmetry con­
cepts has been analyzed in a number of works 
(see [1] and references), and it has been found 
that when V ^~ \x )  has unbroken V T  symme­
try, then the same applies to (x), while the
spontaneous breakdown of the V T  symmetry 
of V(_)(x) implies the manifest breakdown of 
the V T  symmetry of V^+\ x )  [1]. The factor­
ization energy e was found to be real in the 
former case, and imaginary in the latter one. 
The examples analyzed to date, however, were 
restricted to some well-known exactly solvable 
potentials, which might not reveal some as­
pects of general situation. In order to gain 
a deeper insight, we separated the superpo­
tential functions into real(R)/imaginary(I) and 
even (e)/odd (o) components
W(x)  = H/Re(x)-t-VUR0(x)+ i Wle(x)+i W lo(x)
(2)
and implemented the condition for V T  symme­
try of У(~)(х) [2]. This resulted in an inhomo­
geneous system of linear first-order differential 
equations for HRe(x) and tUi0(x):
W ^c -  2IURoIURe +  2WleWlo =  0
Wi0 -  2WIeIURe -  2WroW i0 = Im(e) , (3)
which has two specific properties: i) the inho­
mogeneity is represented by a constant, Im(s); 
ii) the coefficients in the two equations are the 
same: IURo(x) and W\e(x).
Once IURo(x) and Wje(x) is selected, the 
solution of this system can be given in a 
straightforward way. It is also clear that in the 
presence of a real factorization energy the inho­
mogeneous system reduces to an homogeneous 
one. In [2] the inhomogeneous system was 
solved, while in [3] the general solutions were 
given with illsutrative examples for unbroken 
and spontaneously broken V T  symmetry. It 
was found that in general the SUSY partner 
potential U(+)(x) can be PT-symmetric only 
for the trivial solution VhRe(x) =  W\0(x) =  0.
[1] G. Lévai, M. Znojil, J. Phys. A 35 (2002) 8793.
[2] G. Lévai, J. Phys. A 37 (2004) 10179.
[3] G. Lévai, Czech. J. Phys. 54 (2004) 1121.
1
1.2 S c in tilla tio n  d e te c to r s  as s e lf  o rg a n iz e d  c r it ic a l  sy s te m s?
G. Kalinka, Z. Elekes, Zs. Fülöp, T. Motobayashia\  A. Saitob\  Y. Yanagisawaa'>
Recently we have constructed a 312 ele­
ment scintillation detector (SD) system for nu­
clear physics experiments [1]. Both manufac­
ture and the quality test were carried out under 
well controlled conditions. One of the main is­
sues during manufacture was the uniformity of 
performance of the elements. Performance is 
determined by the signal amplitude delivered 
(a product of light creation, collection and de­
tection) and the resolution (dispersion of am­
plitude). It is the mean and the standard de­
viation of these two parameters, which can be 
used to characterize the quality of the detector 
system [2]. More careful analysis of the ampli­
tude and resolution data, taken with 5.5 MeV 
a  particles, in addition, reveals fundamental 
features of scintillation detectors. Those, fa­
miliar with electrical noises, easily recognize 
from the time order series of data (Fig.a,b) 
the presence of 1 /F , or flicker noise. This can 
be confirmed by Fourier analysis, which pro­
vides the spectral density distribution of the 
fluctuations, resulting in a=1.85±0.05 for am­
plitude and resolution alike (Fig.c). For reso­
lution, however, at higher frequencies there is 
a transition to white noise.
It is well known th a t 1 /F  noise has been 
observed in several systems having temporal, 
spatial or spatiotemporal degrees of freedom. 
Earlier examples are electric current in conduc­
tors, rotation of Earth, flow of rivers, heart­
beat, stock exchange price indices, etc., re­
cent ones are DNA sequence, human cognition, 
prime numbers, dynamic images, etc., and now
scintillation detectors.
Despite extensive research, no universal 
theory for this ubiquitous phenomenon yet ex­
ists. One successful explanation, self organized 
criticality (SOC) [4], seems, however to fit to 
our case. Systems, with SOC are characterised 
by strong interdependence between their con­
stituents. This dynamics results in collec­
tive behavior which cannot be understood by 
studying individual constituents in isolation. 
They exhibit, as a characteristic fingerprint, 
flicker noise, which is in fact not noise but re­
flects the intrinsic dynamics.
Light transport in SDs is, to large extent, 
a random and complicated process [5,6]. SDs 
can be considered as being composed of large 
number of interacting optical units of wave­
length size. Changing the optical properties 
(reflection, transmission, absorption, polarisa­
tion, etc.) of one such unit brings about defini­
tive, but hardly predictable change in the over­
all performance. Although, for the time being, 
strict theoretical or further convincing exper­
imental arguments are still lacking, intuition 
tends to accept analogy with SOC systems.
a) RIKEN, Wako, Saitama, Japan
b) Rikkyo University, Tokyo, Japan
[1] Z. Elekes et al, Nuci. Phys. A719 (2003) 316C
[2] G. Kalinka, ATOMKI Ann. Rep. 2003 (2004) 71
[3] P. Bak et al., Phys. Rev. A38 (1988) 364
[4] E. Breitenberger, Prog. Nucl. Phys. 4 (1955) 56
[5] S.V. Naydenov, J. Appl. Spectr. 69 (2002) 535
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2.1 In te rn a l p a ir s  o b se rv ed  in  a  fo rb id d e n  0 —> 0+ t r a n s i t io n :  
a  sign  fo r a  n e u tra l  b o so n ?
A. Krasznahorkay, F.W.N. de Boera\  J. Gulyás, Z. Gácsi, T.J. Ketela\  M. Csatlós, L. Csige, 
M. Hunyadi, J. van Klinkenb\  A. Krasznahorkay Jr, A. Vitéz
Although various experimental studies 
have provided constraints on the existence of 
elusive light neutral gauge bosons, with the re­
vival of MeV-scale physics, a supersymmetric 
U-boson with lifetime of order 10“ 15 s is still 
a feasible candidate [1,2].
In order to search for the existence of such 
a (JF =  0- ) boson a 0~ —> 0+ transition was 
chosen. Such transitions are strictly forbidden 
for emitting 7-rays or for emitting electron- 
positron pairs via the conventional Internal 
Pair Creation (IPC), but an emission of a light 
neutral particle which in turn decays into an 
e+e~ pair is still a possible form of the deexci­
tation, which can be detected.
The 10.95 MeV 0“ state in 160  was popu­
lated by the 14N(3He,p) reaction at E(3He) =
2.4 MeV, and we measured coincidences with 
the low energy proton group populating the 0~ 
state. For high statistics measurements of the 
e+ - e_ pairs, five ДЕ - E detector telescopes 
from the IKF spectrometer [3] with large solid 
angles were used. The telescope detectors were 
placed outside of a thin wall vacuum chamber 
made of carbon fiber. The 7-rays were also 
measured in coincidence with the protons with 
a highly efficient clover type Ge detector.
Fig. 1. shows a 7-ray and an e+ +  e~ sum 
spectrum measured in coincidence with the 
protons populating the 10.95 MeV 0“ state. 
As it should be, the 7-ray spectrum at the top 
does not show a peak at 10.96 MeV and is in 
fact nearly background-free above 10 MeV. It 
offers the best desirable conditions to search 
for the M0 transition in a simultaneously ob­
served pair spectrum. Indeed we did observe 
for the first time this 0“ —► 0+ transition 
in 160  by observing e+e~ pairs. The energy 
sum of the pairs corresponds to the energy of 
the transition (10.95 MeV) and the observed 
branching ratio, В  =  (20 ±  5) x 10-5 , agrees 
with the expected axion branching ratio.
i  t i
14N(3He,py)160  
10.95 M eV gale
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11.09
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Figure 1. 7-ray and internal pair creation spec­
tra obtained from the 14N(3He,p)160  reaction. See 
text for the details.
a) NIKHEEF, Amsterdam, The Netherlands.
b) KVI, Groningen, The Netherlands.
[1] P. Fayet, Nuci. Phys. B187 (1981) 187.
[2] C. Boehm, et al., Phys. Rev. Lett. 92 (2004)
101301.
[3] K.E. Stiebing et al., J. Phys. G: Nucl. Part. Phys.
30, 165 (2004).
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2.2 B a c k g ro u n d  s tu d ie s  a t  th e  L U N A  u n d e rg ro u n d  a c c e le ra to r  fac ility
Zs.Fülöp, Gy. Gyürky, E. Somorjai for the LUNA Collaboration
The LUNA (Laboratory Underground for 
Nuclear Astrophysics) facility has been de­
signed to study nuclear reactions of astrophys- 
ical interest. It is located deep underground 
in the Gran Sasso National Laboratory, Italy. 
Two electrostatic accelerators, with 50 and 
400 kV maximum voltage, in combination with 
solid and gas target setups allowed to measure 
the total cross sections of the radiative capture 
reactions 2H(p,7)3He and 14N(p,7)150  within 
or close to their relevant Gamow peaks [1,2].
While the laboratory background can be 
reduced by proper shielding, it is difficult and 
in some cases impossible to shield the detector 
against 7 rays arising from parasitic reactions 
induced by the ion beam incident on the ta r­
get system. The proton beam induced back­
ground for a setup with solid state target has 
previously been investigated in the energy re­
gion from Up =  140-400 keV [3]. It was found 
that the principal background reactions were 
11B(p,7)12C, 180 (p,7)19F, and 19F(p,a7)160 . 
They originated from the target itself, and a re­
duction in their yield was achieved by making 
adjustments in target production and prepara­
tion.
Here, we report on the gamma background 
at the gas target system in the Gran Sasso Lab­
oratory measured by HPGe and BGO detec­
tors, with an incident proton beam [4].
A spectrum obtained w ith the HPGe de­
tector at Up =  200 keV proton energy and with 
1 mbar of nitrogen gas is shown at the top of 
Fig. 1. In the spectrum, the  most important 
background lines as well as the lines from the 
14N(p,7)150  reaction are identified.
At the bottom of Fig. 1, two spectra ob­
tained with the BGO detector at Up = 200 keV 
are shown: one denoted as ’nitrogen’ with 
lm bar nitrogen as target gas, the other de­
noted as ’helium’ with 1 m bar helium as target 
gas. It is clear that high resolution germanium 
detector is needed in order to  identify the back­
ground visible in the spectra taken with the 
BGO detector.
The localisation of the background sources
has been done using the Doppler shift of the 
7 lines. For a given transition and beam en­
ergy, the sign and magnitude of the shift de­
pend only on the angle of emission 9, as mea­
sured from the beam direction. This allowed 
to localize in several cases the source of the 7 
rays.
In conclusion, the intensities and the 
sources of the beam induced background lines 
have been determined at the gas target system 
of LUNA. These results help to design further 
underground experiments and reach even lower 
background at LUNA.
EyiMiV]
Figure 1. Spectra for Ep — 200keV with lm bar 
gas in the target. -  Top panel: Germanium detec­
tor, nitrogen gas. -  Bottom panel: BGO detector, 
one run with nitrogen gas and one run with helium 
gas.
[1] C. Casella, LUNA Collaboration, NucL Phys.
A706 (2002) 203.
[2] A. Formicola, LUNA Collaboration, Phys. Lett.
B591, (2004) 61.
[3] F. Strieder, LUNA Collaboration, Nucl. Phys.
A718 (2003) 135c.
[4] D. Bemmerer, LUNA Collaboration, Eur. Phys.
J. A in press.
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2.3 T em perature d ep en d en ce o f e lectron  screen in g  in  th e  d (d ,p ) t  reaction
We continued our systematic study on the 
anomalous enhancement of electron screen­
ing potential (Ue) for the d(d,p)t reaction in 
deuterated metals. The electron screening 
in d(d,p)t was studied previously for deuter­
ated metals, insulators, and semiconductors
[1]. As compared to measurements performed 
with a gaseous D2 target (Ue =  25eV), a large 
screening was observed in the metals (of order 
Ue =  300eV), while a small (gaseous) screening 
was found for the insulators and semiconduc­
tors. An exception was found for the metals of 
groups 3 and 4 of the periodic table and the 
lanthanides, which showed a small screening; 
this is related to their high hydrogen solubil­
ity, of the order of one, that gives the deuter­
ated targets of these metals the properties of 
insulators. Since the hydrogen solubility in 
metals decreases with increasing temperature, 
at higher temperatures the solubility of the 
metals of groups 3 and 4 and the lanthanides 
may be low enough that large Ue values can 
be observed. We report on studies aiming at 
the determination of the Ue(T) dependence 
at the 100 kV accelerator of the Dynamitron- 
Tandem-Laboratorium at the Ruhr University 
Bochum, Germany [2].
All metals of groups 3 and 4 and the lan­
thanides have been studied at T =  200° C. The 
beam current on target was kept below 2pA 
leading to a negligible influence on the target 
temperature. As an example, the astrophys- 
ical S(E) factor obtained at T =  200°C for 
Hf is compared in Fig. 1 with that obtained 
at T =  20°C: at T  =  200°C the solubility is re­
duced to a few percent and a large screening 
became observable. In fact, all metals exhib­
ited a large reduction in solubility and thus 
showed a large screening, as expected.
100
80
.a
a> 60
Щ
CO
40
20
3 5 7 9 11 13 15 17 19
E [keV]
Figure 1. S(E) factor of d(d,p)t for Hf at 
T =  200°C and T = 20°C, with the deduced solu­
bilities y. The curve for T =  20° C represents well 
the bare S(E) factor, while the curve for T =  200° C 
includes the electron screening with the Ue value 
given.
As a consistency test we also studied the 
insulator C at T =  200°C: the solubility de­
creased from 0.35 (T =  20°C) to 0.15, but no 
enhanced screening was observed, as expected 
for an insulator. Finally, we measured the 
screening for the metals Co and P t as a func­
tion of sample temperature between T — 20°C 
and 340°C. The astrophysical S(E) factor ob­
tained shows a decrease of the screening, with 
increasing temperature. The data represent 
the first observation of a temperature depen­
dence of a nuclear cross section [3].
[1] F. Raiola et al, Phys. Lett B547 (2002) 193.
[2] F. Raiola et al, Eur. Phys. J. A19 (2004) 283.
[3] F. Raiola et al, Phys. Lett B, submitted
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2 .4  F irst ob servation  o f bound e x c ite d  sta tes in  th e  A /Z = 3  nu cleus 15B
Structure of strongly neutron rich nuclei, 
especially of those lying close to the neu­
tron drip line came into the focus of inter­
est. Among others, the structure of neutron 
rich Boron isotopes also attracted attention 
in the last decade. The nuclei 15B, 17B and 
19B are particle stable, while the isotopes with 
even mass number are unstable against neu­
tron emission. Even the neutron rich Boron 
isotopes with odd mass number have a low neu­
tron binding energy, which is a sign of their 
weakly bound nature. As a common effect of 
the weak binding and of the large neutron ex­
cess, neutron skin or halo can also develop al­
ready in the isotope 15B with A /Z  = 3.
Structure of the nucleus 15 В has been in­
vestigated by in-beam y-spectroscopic study 
of the 9Be + 36S fragmentation reaction at 
GANIL, France. The emerging fragments were 
identified by use of a standard AE-time-of- 
flight technique with help of the SPEG spec­
trograph. y-ray energies, intensities and yy co­
incidences have been measured in coincidence 
with the projectile like fragments by 74 BaF2 
detectors of the Chateau de crystal. On the ba­
sis of the y-spectroscopic information the level 
scheme presented in Figure 1 was constructed.
The level scheme is shown together with 
the results of different model calculations. The 
common in predictions of these models is that 
all of them suggest a ground state band with 
the spin sequence 3/2“ , 5 /2“ and 7/2“ , as well 
as a 1/ 2“ state, which involves a proton sin­
gle particle excitation. The shell model cal­
culations (SM) predict similar moments of in­
ertia, strongly different from that of the anti­
symmetrized molecular dynamics calculations 
(AMD).
The experimentally observed states can be 
assigned to the members of the rotational band 
on the basis of their decay properties. The ex­
perimental results confirm the predictions of 
the shell model.
in  3950
3480
3/2
2734
9/2 3681
1/2 3577
3/2“ 3170
7/2 2608
3/2-  3900
7/2 3020
5/2 3300 
3/2~ 3070
1/2“ 2470
5/2 1630
7/2 1500
1327 5/2 1251
5/2 630
3/2___0 3/2___0 3/2
Exp. WBT* SM WBT SM AMD
15B
Figure 1. The level scheme of 15B with the results 
of the shell and AMD model calculations. The un­
bound state at 3480 keV is taken from Ref. 1.
a) IPN, IN2P3-CNRS, Orsay, Prance
b) GANIL, Caen, Prance
c) Lab. de Phys. Corpusculaire, Caen, Prance
d) IFIN-HH, Bucarest, Romania
e) Nucl. Phys. Inst., Rez, Czech Republic
f) FLNR, JINR, Dubna, Russia
g) CSNSM, IN2P3-CNRS, Orsay, Prance
[1] R. Kalpakchieva et al, Eur. Phys. J. A 7(2000)451.
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2.5 L ow -lying bou n d  excited  sta tes  o f  b C an d  19C
Theoretical calculations predict two low- 
lying excited states of both 17C and 19C, but 
only one excited state has been found in 17C. 
Recently, indications of two 7 transitions of 
17C have been reported, suggesting that both 
predicted excited states are bound in 17C. In 
addition, a 7 peak in 19C was also observed.
ET (keV)
Figure 1. Doppler-corrected spectra of 7 rays 
emerging from 1H(19C,19C) (a), 1H(19F,17C) (b) 
and 1H(17C,17C) (c) reactions.
To obtain more information on the excited 
states in neutron rich odd carbon nuclei we 
have studied them by the (p,p’7 ) process in in­
verse kinematics. The experiment was carried 
out at the RIKEN radioactive isotope separat 
tor RIPS. A 22Ne primary beam of 100 pnA 
intensity and 110 А-MeV energy hits a 9Be
production target of 0.8 cm thickness. For 
optimizing the 19 C beam, the secondary cock­
tail beam included 20% 19C and 25% J 'B. By 
tuning the 17C beam, practically 100% purity 
could be achieved. On an event-by-event ba­
sis, the identification of the incoming beam 
was performed by energy-loss, time-of-flight 
(TOF) and magnetic rigidity {Bp) measure­
ments. The secondary beam bombarded a 
liquid hydrogen target of 3 cm diameter. A 
Nal(Tl) array surrounded the liquid hydrogen 
target to detect de-excited 7 rays. A silicon 
telescope with layers of 0.5, 2 and 2 mm thick­
nesses was inserted in air atmosphere to iden­
tify scattered particles. To produce 7 ray spec­
tra, one fold events in the Nal(Tl) setup were 
selected (Fig. 1). In the (a) panel, two peaks 
are clearly visible at 72(4) and 197(6) keV 
which can be associated with the prompt de­
cays of excited states of 19C. Fig. 1 (b) shows 
two distinct peaks at 210(4) and 331(6) keV 
confirming two low-lying excited states of 17C. 
In the (c) panel of the 1H(17C,17C) reaction, 
the higher energy peak is clearly visible, while 
the 210 keV peak is very faint, if it exists at all, 
and is situated on the Compton background of 
the 331 keV peak. The counting statistics in 
Fig. 1 (b) allowed us to perform a 7-7 coin­
cidence analysis, which showed that the two 
observed transitions of 17C are not in coinci­
dence. The analyses of the spectra and the 
cross sections are now in progress.
a) RIKEN
b) Rikkyo University
c) Institut de Physique Nucléaire
d) Eötvös Lóránd University
e) University of Tokyo
f) Tohoku University
g) Tokyo Institute of Technology
h) University of Tsukuba
i) Argonne National Laboratory
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2.6 In  beam  7-ray sp ectroscop y  o f  th e  neutron  rich iso top e  19N
Structure of nuclei close shell closures can 
give information on the nature of the shell 
model effective interaction. Recently, it has 
been observed that the USD interaction [1] 
working well in the sd shell does not describe 
the binding energy of the heavy carbon iso­
topes [2]. It has also been observed that the 
magnetic moment of heavy istopes cannot be 
desribed by use of the shell model with the 
USD interaction, only if the neutron binding 
energy is decreased by about 20% [3]. Study 
of the structure of nitroge isotopes lying to the 
single closed shell oxygen nuclei may reveal 
information on wether the enrgy structure of 
shell model nuclei is perurbed relative to the 
USD prediction. In a recent study we have 
shown th a t the experimental level energies are 
in a nice agreement with the USD prediction 
up to the heaviest bound oxygen isotope 24 О .
Structure of the nucleus 19N has been in­
vestigated by in-beam 7-spectroscopic study 
of the 9 Be -f 36 S fragmentation reaction at 
GANIL, France. The emerging fragments were 
identified by use of a standard ДЕ-time-of- 
flight technique with help of the SPEG spec­
trograph. 7-ray energies, intensities and 77  co­
incidences have been measured in coincidence 
with the projectile like fragments by 74 BaF2 
detectors of the Chateau de crystal and four 
hyperpure Ge detectors. On the basis of the 
7-spectroscopic information the level scheme 
presented in Figure 1 was constructed. The 
level scheme is very similar to that of the 17N 
isotope in the sense tha t we have the band like 
structure shown in the middle together with 
proton cross shell excitations decaying to the 
ground and first excited states.
Comparing the experimental energies ob­
served to those calculated by use of the shell 
model with USD interaction, it was observed,
that the band structure is more compressed 
than calculated. A 25% compression of the cal­
culated band corrects for the deviations. This 
defect of the USD interaction is in agreement 
with the previous observation.
Figure 1. The level scheme of 19N obtained from 
in beam  7 -ray spectroscopy of the fragmentation of 
a 36 S beam.
a) IPN, IN2P3-CNRS, Orsay, France
b) GANIL, Caen, France
c) Lab. de Phys. Corpusculaire, Caen, France
d) IFIN-HH, Bucarest, Romania
e) Nucl. Phys. Inst., Rez, Czech Republic
f) FLNR, JINR, Dubna, Russia
g) CSNSM, IN2P3-CNRS, Orsay, France
[1] E. K. Warburton and B. A. Brown, Phys. Rev. C
46, 923 (1992).
[2] D. Bazin et al., Phys. Rev. Lett. 74, 3569 (1995).
[3] H. Ueno et al., Phys. Rev. C 53, 2142 (1996).
[4] M. Stanoiu et al., Phys. Rev. C 69, 034312 (2004).
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2.7 C ore excited  s ta te s  in neutron  rich nuclei 23,25F
Since the discovery of erosion of shell clo­
sures at extreme proton to neutron ratios, a 
renewed interest has been shown in searching 
for emerging new magic numbers and disap­
pearance of old ones in different regions of the 
nuclide chart. Recently signs of a subshell clo­
sure at N=16 have been observed in Oxygen 
isotopes by analyzing mass and total reaction 
cross section data. Recent 7-spectroscopic re­
sults on 22 О show a high E 2+ energy and a 
low B(E2;2^ —* 0^) transition probability in­
dicating a subshell closure also at N=14. The 
situation is similar to the Z=14,16 case of 34Si 
and 36S at N=20. In spite of having a strongly 
bound ground state in 240  its first excited state 
is unbound. On the other hand, excited states 
in 25F arising from the coupling of the d5/2 
proton to the 2^ state of 24 О are expected to 
be bound. Thus, from shell model analyzis of 
the energies of core excited states in 25F con­
clusion can be drawn on the size of the N=16 
subshell gap.
To get information on the structure of the 
neutron rich 23,25F their excited states were 
populated via the fragmentation of a 36S beam 
at GANIL, France. The emerging fragments 
were detected by the SPEG spectrometer. Ion­
ization and drift chambers, as well as a plas­
tic scintillator were placed at its focal plane 
providing information on the energy loss, total 
energy, and time-of-flight of the fragments for 
their identification. Nuclei produced in the re­
action were created in excited states which de- 
excited by emission of 7 rays in flight. These 
7 rays were observed by 74 BaF2 and 4 hyper 
pure Ge detectors surrounding the Be target. 
Using the energies, intensities and coincidence
relations of the 7  transitions level schemes of 
23’25F could be constructed for the first time.
The experimental energies obtained for 25F 
are compared with the results of large-scale 
shell-model calculations in Figure 1. It can 
be seen that several states between 3 and 
4 MeV excitation energy can be assigned to 
the 7гс?5/ 2ф 2+ configuration. They are well de­
scribed by the shell model, giving credit also to 
its prediction on the energy of the 2 f  state in 
240 , which is expected to be at about 4.2 MeV.
Figure 1. Proposed experimental level scheme of 
25F. The results of the large scale shell model cal­
culations are included in the left part of the figure.
a) NSCL, MSU, East Lansing, USA
b) IPN, IN2P3-CNRS, Orsay, France
c) GANIL, Caen, France
d) Lab. de Phys. Corpusculaire, Caen, France
e) IFIN-HH, Bucarest, Romania
f) Nucl. Phys. Inst., Rez, Czech Republic
g) FLNR, JINR, Dubna, Russia
h) CSNSM, IN2P3-CNRS, Orsay, France
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A sudden lowering of the energy of the in­
truder states based on neutron cross shell exci­
tations is expected to play a crucial role in fad­
ing out of the N=20 shell effects around 32Mg. 
Ground states of the nuclei in this region are 
expected to arise from an intruder neutron con­
figuration resulting in formation of an island of 
inversion. Although, this expectation is quite 
old, no traces of shape coexistence have been 
found yet in any of the nuclei of the island of 
inversion nor in lighter nuclei around it.
To search for intruder states, the structure 
of neutron rich 26,28Ne nuclei has been inves­
tigated through in-beam 7 -ray spectroscopy of 
the fragmentation of a 36S beam on a 9Be ta r­
get at GANIL, France. The emerging frag­
ments were identified by the SPEG spectrom­
eter. At the focal plane a plastic scintillator 
was used to determine the total energy and 
the time of flight of the fragments, while ion­
ization and drift chambers provided informa­
tion on their energy loss and position. 7 rays, 
emitted in flight by the excited fragments were 
detected in an array of 74 BaF2 crystals and 
4 hyper pure Ge detectors. 7-ray spectrum of 
28Ne together with a normalized random back­
ground spectrum is shown in Figure 1.
Figure 1. BaF2 7-ray spectrum of 28Ne together 
with a normalized random background spectrum.
The high efficiency of the BaF2 array made 
possible to observe 77-coincidences in coin­
cidence with the emerging fragments. 77- 
coincidence spectra of 28Ne gated by the 916 
and 1767 keV 7-rays are presented in Figure 2. 
Using this information in construction of the 
level schemes 3-3 new states could be estab­
lished both in 26Ne and 28Ne. According to 
shell-model calculations, in 28Ne the 2183 keV 
state connected by the 916 keV transition to 
the 2+ state at 1281 keV is the intruder Oj" 
state providing the first candidate for cross 
shell excited states at the border of the island 
of inversion.
Figure 1. BaF2 coincidence spectra of 28Ne gated 
by the 916 and 1767 keV 7-rays.
a) Univ. of Tokyo, Hongo, Tokyo, Japan
b) IPN, IN2P3-CNRS, Orsay, France
c) GANIL, Caen, France
d) Lab. de Phys. Corpusculaire, Caen, France
e) IFIN-HH, Bucarest, Romania
f) Nucl. Phys. Inst., Rez, Czech Republic
g) FLNR, JINR, Dubna, Russia
h) JAERI, Tokai, Japan
i) CSNSM, IN2P3-CNRS, Orsay, France
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2.9 S tru cture o f th e  neutron-rich  37P and 39P  nuclei
In the last few years, large efforts were 
devoted to the study of the evolution of the 
iV=28 shell gap between the neutron f 7/2 and 
Ps/2 orbitals, as the neutron to proton ra­
tio is increased. Development of collectivity 
around N=28 has already been emphasized by 
several authors. Increase of the collectivity 
could partially be traced back to a gradual 
decrease of the proton single particle energy 
difference ^si/2-n d 3/2 from N=20 to N=28. 
Study of the neutron-rich odd Phosphorus iso­
topes 37,39P22,24 was aimed at clarifying to 
what extent and how this effect takes place in 
the Z=15 isotope chain.
Structure of the 37,39P nuclei was inves­
tigated by in-beam 7-ray spectroscopy using 
the fragmentation of a 48Ca beam. The SPEG 
spectrometer was used to identify the emerg­
ing fragments detected at the focal plane. The 
thin Be target was surrounded by an array 
of 74 BaF2 and 3 segmented Ge clover detec­
tors to measure the energies, intensities and 
anisotropy, as well as the coincidence relation­
ships of the 7-rays emitted in flight by the 
excited fragments. Based on the information 
obtained level schemes with spin assignments 
were proposed for the studied nuclei. In the 7- 
ray spectra of 37P only one 7-line was present 
at 868 keV indicating the existence of a level 
at this energy connected directly to the ground * 
state. In 39P we found four 7-lines at 355, 619, 
963 and 1201 keV. Placing them in the level 
scheme excited states were established at 355, 
963 and tentatively at 2164 keV.
The experimental level schemes compared 
with the results of shell model calculations are 
presented in Figure 1. In both 3'P  and 39P 
calculations underestimate the energy of the 
excited states by 300 to 400 keV. This dis­
crepancy can be traced back to the f y 2 ma­
trix elements since the calculated 2  ^ states in
the N=22 isotones from 38Si to 38S exhibit too 
high energy as compared to experiment. One 
reason could be that the fp  part of the effec­
tive interaction was adjusted from a 40Ca core 
while the effective neutron-neutron interaction 
in our study is applied to an 280  core. The 
results are published in Ref. [3].
2868
2845
7/2+
9/2+
2821 l/2 +
2578 3/2+
2386 3/2+
2479 3/2+
2570
2387 9/2+2460
2164
2000 7/2+
1742 5I2+
1300 1266 5/2*
1203 3I2+
868
640 3/2+
963 (5/2+)
355 (3/2*)
0 l/2+ 0 in* 9 i l /2 +) 0 in* 9 fl/2+)
35 p S M 3 5p e x p 3?p S M 37p e x p 39p S M 3 9p e x p
Figure 1. Comparison of the experimental (exp) 
and calculated level schemes (SM) for the P iso­
topes. The experimental data for 35P are taken 
from Ref. 1 and for the states at 1300, 2460 and 
2570 keV in 37P from Ref. 2.
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e) IAP, Bucharest-Magurele, Romania
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2.10 H ig h  efficiency io n iz a tio n  c h a m b e r  for fission  e x p e r im e n ts
L. Csige, M. Csatlós, J. Gulyás, Z. Gácsi, M. Hunyadi, A. Krasznahorkay
The width of fission fragment mass distri­
bution indicates the number of different frag­
ments which are produced during the fission 
process from a given excited state. Smaller 
width means more limited variety of fission 
fragments which can indicate clusterization ef­
fect in hyperdeformed states before fission and 
also means less amount of nuclear waste.
A new gridded ionization chamber was con­
structed at Atomki to examine the mass dis­
tribution of the fission fragments from neutron 
induced fission of some U and Th isotopes. The 
design is based on a twin ionization chamber 
developed by C. Budtz-Jorgensen et al. [1]. Our 
aim was to increase the efficiency of the mea­
surements by applying multiple detector units.
This compound detector permits simulta­
neous measurement of the to tal kinetic energy 
and fission fragment emission angle with re­
spect to the detector symmetry axis. The 
chamber consists of five twin parallel plate ion­
ization chambers with Frisch grids. Assum­
ing that at low counting rates only one target 
emits fission fragments in one event, the an­
odes and the grids were interconnected form­
ing two groups (Al-Gl, A2-G2). In order to 
identify which target emitted the fission frag­
ments the signals from each cathodes are also 
processed.
The energy of the fission fragments is de­
termined from the anode pulse heights, while 
the sum of the grid and anode signals is used 
to deduce the fragment emission angle в with 
respect to the symmetry axis of the chamber:
Qsum — n0e[l (-.A / D)cos6]
The angle dependent energy losses in the ta r­
get can be determined using this angular in­
formation.
In order to minimize the distance be­
tween the targets and the neutron source, 
smaller distance between the plates and a 
smaller diameter had to be chosen as in Ref. [1]. 
This arrangement required higher gas pressure, 
which is necessary to stop the fission fragments 
before reaching the electrodes. A gas mixture 
of 90% Ar +  10% CH4 at 2 atm pressure was 
used. W ith a test measurement at this pres­
sure using 252 Cf source the optimal cathode 
and anode voltages were found to be at 4 kV 
and 3 kV, respectively.
Five large area (12.6 cm2) and thin 
(100 fig/cm 2) targets were placed into the cen­
ter of each cathode plane of the chamber. Pre­
liminary measurement with thorium targets 
was performed recently in Karlsruhe.
I---------
50 mm
Figure 1. Schematic view of the chamber 
PA: charge sensitive preamplifier
[1] C. Budtz-Jorgensen et al., Nucl. Inst, and Meth. 
in Phys. Res. A258 (1987) 209-220
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2.11 In flu en ce  o f tr ia x ia l i ty  o n  th e  s ig n a tu re  in v e rs io n  in  o d d -o d d  nuclei
R.R. Zhenga\  S.Q. Zhua'b\  X.D. Luoa\  J. Tímár, A. Gizonc\  J. Gizonc\  D. Sohler, B.M. Nyakó, 
L. Zolnai, E.S. Pauld)
Signature inversion in the A & 100 region 
has been reported earlier only in the case of 
the odd-odd 98Rh nucleus [1]. Our studies on 
the 100_103Rh isotopes and a close inspection of 
the known ^59/2^^11/2 bands of the Rh (Z=45) 
and Ag (Z=47) isotopes revealed that the sig­
nature splitting effects, earlier considered as 
quenchings of signature splitting, are not only 
quenchings but signature inversions. Indeed, 
the energetically favored signature at low spins 
in these 7159/2^ 11/2 bands is the a = 1 branch 
(odd spins) instead of the expected a  =  0 
branch (even spins). The systematic occur­
rence of signature inversion in this mass re­
gion is discussed in Refs. [2,3] together with 
attempts to understand its behavior qualita­
tively.
Among many attempts for interpreting the 
mechanism of signature inversion in odd-odd 
nuclei, a model using an axially symmetric ro­
tor plus two quasi-particles has already been 
successfully applied to describe the observed 
signature inversions in the A  «  80 and A  «  160 
mass regions [4,5]. According to this model 
the signature inversion is caused by the com­
petition between the Coriolis and the proton- 
neutron residual interactions in low К  space. 
Such calculations have been also successfully 
applied to the я ^ д /г ^ п /г  bands in the odd- 
odd 98Rh and 102Rh nuclei [6].
Recent observations of chiral band struc­
tures in the nearby Rh nuclei suggest a possi­
bility of triaxiality in these nuclei, too. In the 
present work we examined the possible influ­
ence of triaxiality on the signature inversion 
using a triaxial rotor plus two-quasiparticle 
model and compared the results with the ex­
perimental data of 98Rh and 102Rh. The cal­
culations provided a better agreement with the 
experiment than the axially symmetric calcu­
lations. Compared to the axially symmetric 
case, the triaxiality applied in the Hamiltonian 
enlarges the amplitudes of high-spin signature 
zigzags at small triaxial deformation and might 
push the signature inversion point to higher 
spin at large triaxial deformation. The results 
are published in Ref. [7].
a) Department of Physics, Shanghai Normal Univer­
sity, Shanghai 200234
b) Shanghai Commercial Polytechnic, Shanghai
201400
c) LPSC, IN2P3-CNRS/UJF, F-38026 Grenoble-
Cedex, France
d) Oliver Lodge Laboratory, Department of Physics,
University of Liverpool,Liverpool L69 7ZE, UK
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2.12 S tu d y  of low e n e rg y  а - s c a t te r in g  o n  89Y
G.G. Kiss, Zs. Fülöp, Gy. Gyürky, Z. Máté, E. Somorjai, D. Galaviza\  A. Zilges
The heavy, proton-rich nuclei (p-nuclei) 
are produced by the so-called astrophysical p- 
process. This process involves 7-induced reac­
tions on abundant, neutron-rich s-isotopes. In 
order to derive the abundance distribution of 
the proton-rich nuclei, it is necessary to know 
the reaction rates for the photon-induced reac­
tions at the astrophysical energy of interest, in 
the Gamow-window. The (7 ,0 ) and (7 ,p) reac­
tion rates can be obtained from the measured 
cross section of the inverse (o;,7 )and (p,7 ) reac­
tions. Nevertheless, few of these reaction rates 
have been determined experimentally. There­
fore the astrophysical calculations are based 
on the statistical model theory. Alpha-nucleus 
potentials are important ingredients for the 
calculation of (7 ,0 ) photodisintegration rates. 
It has been shown that there are large uncer­
tainties for the predictions of the (7 ,a) reac­
tion rates because of the limited knowledge of 
the а -nucleus potentials at the astrophysically 
relevant energies [1]. Systematic experimental 
study can help in understanding better the a- 
nucleus potential in mass region relevant to the 
p-process. The а -nucleus potential can be de­
termined from elastic scattering experiments. 
Recently а -nucleus potentials of 144Sm, 92Mo, 
H2,ii4gn isotopes have been determined [2 — 4] 
at the ATOMKI.
Figure 1. Typical spectra of 89Y(a,c*)89Y at 
i9=30° at Ea =16.165MeV beam energy.
The present elastic scattering experiment 
aiming to determine the optical potential of
the 89Y neutron magic nucleus was performed 
at the Cyclotron Laboratory of ATOMKI [5]. 
The angular distributions were measured at 
laboratory energies of 16.165 and 19.519 MeV, 
slightly above the Coulomb barrier. The tar­
get was produced by evaporating metallic Y 
onto thin carbon foil, the target thickness was 
about 200 pg/cm 2. The target was placed in 
the center of a 78 cm scattering chamber, and 
spectra were taken at angles between 20° < 
"&LAB < 170° in 1°-1.5° steps. Two monitor 
detectors were fixed at ±15° respect to the di­
rection of the beam. The experimental data 
normalised to the Rutherford cross section is 
shown in Fig.2. Typical uncertainties remain 
below 3-4% for all measured data points. The 
final analysis and the determination of the op­
tical potential is in progress.
angle [deg]
Figure 2. Elastic scattering cross section of 
89Y (a,a)89Y at EQ=16.165MeV, normalised to 
Rutherford cross section.
a) Technische Univ. of Darmstadt, Inst, für Kern­
physik, Darmstadt, Germany
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2.13 S tu d y  o f n e g a tiv e -p a r ity  h ig h -sp in  b a n d s  in  102R u
D. Sohler, J. Tímár, J. Molnár, A. Algora, Zs. Dombrádi, A. Krasznahorkay, L. Zolnai, G. Rain- 
ovski“h ,  P. Joshib\  K. Starostac,a\  D.B. Fossana)2, R. Wadsworthb\  P. Bednarczykd\  D. Curiene\  
G. Duchenee\  A. G i z o n J .  G izon^, D.G. Jenkinsb\  T. Koike9\  E.S. Paulh\  P.M. Raddonb\  
J.N. Scheurerl\  A.J. Simonsb\  C. Vamana\  A.R. Wilkinsonb^
Several nuclear structure phenomena re­
lated to triaxiality have been pointed out in 
the region of transitional nuclei near A~100 
below the tin isotope chain. The occurrence 
of signature inversion has been reported in 
9 8 ,1 0 0 —1 0 3 isotopes and recently, chiral twin 
bands have been found in 104,105,106Rh nuclei. 
More recently, the rigid or 7-soft type of tri­
axiality in 102Ru has been examined through 
an analysis of the excitation energies in the 
low-spin quasi-7 band. In the present work we 
report on extension of the band structure of 
102R u.
High-spin states in the nucleus 102Ru were 
investigated via the 96Zr(13C,a3n) reaction at 
beam energies of 51 and 58 MeV with the E u ­
r o b a l l  IV 7-ray spectrometer and the D ia ­
m a n t  charged particle array. The already 
known negative parity bands (bands 2 and 3 
in Fig. 1) were extended up to Ex ~11 and 
~9 MeV with I 7r=(23~) and (20~), respec­
tively. In addition, two new negative-parity 
bands were observed shown as bands 4 and 5 
in Fig. 1. The deduced high-spin structure 
has been compared with Woods-Saxon TRS 
calculations. On the basis of the comparison 
of measured and calculated Routhians, aligned 
angular momenta and M1/E2 branching ratios 
^ 11/2(07/2)^5/2) configurations are suggested 
for all the negative-parity bands. The obtained 
results have been presented in Ref. [1].
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Figure 1. The partial level scheme of 102Ru 
obtained in the present work.
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2 .1 4  /З-decay d a ta  for reactor h eat calcu lations: m easurem ent o f th e  decay of
i04,i05-pc iso to p es  using a to ta l ab sorp tion  sp ectro m eter
Safe operational procedures are a major 
pre-requisite of the design and development of 
nuclear power plants. The primary aim of this 
work was to study the decay characteristics of 
specific nuclei that are important contributors 
to the decay heat emitted by the reactor core 
immediately following shutdown.
Requirements for decay-heat calculations 
are: databases that contain all the necessary 
information (nuclide, lifetime, mean 7-, ß-, 
and a- energy released in the decay, n-capture 
cross sections, etc...), and estimates of the un­
certainties in these data.
The decay data of some of the important 
fission products are extremely complex and 
suffer from the inadequacies caused by the so 
called Pandemonium effect [1]. This effect has 
significant consequences in the decay-heat cal­
culations because of levels missed in the exper­
iment at high excitation energy; the result is 
an underestimate of the 7 energy and an over­
estimate of the ß  energy released in the decay.
It is worth mentioning that the only way to 
avoid this problem is the application of total 
absorption techniques to ß  decay studies. For 
th a t reason we have installed a total absorp­
tion setup at the IGISOL facility to measure 
the decay of 104>105Tc isotopes. The incomplete 
ß  decay data on these isotopes were identified 
in [2] as the possible source of a substantial dis­
crepancy which exist between the calculations 
and the experiments in the 7-ray component of 
the decay heat in the cooling range from 300 
to 3000 s after the fission event.
In our experiment separated parent activ­
ity produced by the IGISOL facility was car­
ried to the centre of the Total Absorption Spec­
trometer (TAGS) by the tape transport sys­
tem. The TAGS used was designed at the Nu­
clear Institute of St. Petersburg. It consist 
of two Nal(Tl) cylindrical crystals. The larger 
crystal has dimensions of 0  =  200mm x l — 
200mm and has a longitudinal hole of 0  = 
43mm. The smaller crystal has dimensions: 
0  =  200mm x l = 100mm (see more details 
in [3]). The sources were produced using a 
uranium fission target with proton beams of 
30 MeV. Special care was taken to have clean 
sources by appropriate selection of collection 
and measuring time for the isotopes of inter­
est. Analysis of the data is underway.
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2.15 M on te C arlo sim ulations o f th e  N P I to ta l ab sorp tion  sp ectro m eter  g eo m etry
Optimising the geometry of an experimen­
tal setup can be of interest in particular ex­
perimental situations. In the case of the use of 
a total absorption spectrometer in beta decay 
studies, one of the priorities is to have the high­
est possible total efficiency for gamma rays, 
since it has been shown that the higher the 
efficiency of the setup, less is the dependence 
of the results of the analysis on the knowledge 
of the level scheme of the daughter nucleus [1]. 
The most cost-effective way for optimising a 
setup is by means of Monte Carlo techniques.
The total absorption technique is based on 
the principle of summing the gamma cascades 
that follow the ß  decay instead of detecting the 
individual gamma rays. In this way, we can 
have a device which is sensitive to the ß  popu­
lation of the levels. A total absorption gamma 
spectrometer (TAGS) can be constructed us­
ing a large scintillator crystal which covers 47t 
relative to the source.
We have recently performed an experiment 
at the IGISOL facility in Jyväskylä in order 
to study the ß decay of some isotopes rele­
vant to the decay heat problem [2]. In the 
experiment we use a TAGS, which was de­
signed at the Nuclear Institute of St. Peters­
burg. It consists of two Nal(Tl) cylindrical 
crystals. The larger crystal has dimensions of 
0  =  200m m  X l =  200mm and has a longitu­
dinal hole of 0  =  43mm. The smaller crystal 
has dimensions: 0  =  200mm x l — 100mm 
(see Fig. 1 for an schematic view) [3]. As part 
of the preparation for the experiment we have 
simulated what is the optimal geometry of the 
setup depending on the position of the sources 
inside the larger crystal. The position of the 
sources is measured from one side of the larger 
crystal (x coordinate in Fig. 1). The simu­
lations were performed using the Monte Carlo 
code GEANT4 [4]. Our results showed that 
the total efficiency for gamma rays of differ­
ent energies has two maxima, the first is the 
trivial one, when we place the sources in the 
centre of the larger crystal (x =  — 10cm). The
other maximum, the one with largest total ef­
ficiency, can be obtained when the sources are 
placed at a position of x ~  —5cm. More com­
plex simulations, which are necessary for the 
analysis of our experiment and require the im­
plementation of the geometry in great detail, 
are underway.
^ _______ I
x
Figure 1. Schematic view of the TAGS geometry. 
In the experiments the sources are positioned along 
the longitudinal hole of the larger crystal. In the 
real experiment the sources were positioned in the 
place where the largest total efficiency was obtained 
from the simulations.
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2.16 E v id en c e  fo r c h ira l i ty  in  105R h
J. Tímár, P. Joshia\  K. Starostab’c\  V.I. Dimitrovd\  D.B. Foss an c^ 3 4, J. Molnár, D. Sohler, 
R. Wadswortha\  A. Algora, P. Bednarczyke,f \  D. Curiene\  Zs. Dombrádi, G. Duchenee\
A. Gizon9\  J. Gizon9\  D.G. Jenkinsa\  T. Koikec,h\  A. Krasznahorkay, E.S. Paul'1'1,
P.M. Raddonl\  G. Rainovski0'1^4, J.N. ScheurerJ\  A.J. Simonsa\  C. Vamanc\
A.R. Wilkinsona\  L. Zolnai, S. Frauendorfk)
High-spin states in 105Rh were populated 
by the 96Zr(13C,p3n) reaction at beam ener­
gies of 51 and 58 MeV, and studied using 
the EUROBALL IV 7-ray spectrometer and 
the DIAMANT charged particle array. A pair 
of nearly degenerate AI=1 three-quasiparticle 
bands (bands 4 and 5 in Fig. 1) with the same 
spins and parity have been observed. Com­
parison of the experimental results with tilted 
axis cranking calculations (see Fig. 2) confirms 
the chiral character of the two bands, while ar­
guments based on the excitation of particles 
within the TTgg/2 u(hn/2 )2 configuration of the 
yrast band and comparison with the previously 
observed 7  band (band 2) exclude the other 
possible interpretations. This is the first exper­
imental evidence for three-quasiparticle chiral 
structure in the A~100 region, and the first si­
multaneous observation of a 7 band and chiral 
partner bands in one nucleus. The results are 
published in Ref. [1].
band4
Figure 1. Partial level scheme of 105Rh obtained 
in the present work.
0----- - ---- ■----- •----- '----- >-----
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Figure 2. Comparison of the experimental values 
and TAC predictions for the chiral bands. TAC-1 
and TAC-2 correspond to calculations without and 
with neutron pairing, respectively.
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2 .17  A lpha captu re cross section  o f 106Cd for th e  astrop h ysica l p -process
The modeling of the astrophysical p- 
process - the production mechanism synthe­
sizing the heavy, proton rich isotopes - re­
quires the knowledge of the reaction rates of 
thousands of reactions playing a role in the p- 
process reaction network. The reaction rates 
of the (7 , a) and (7 ,p) reactions important for 
the p-process are calculated from the cross sec­
tion estimates of statistical model calculations 
since experimental data are very scarce in the 
mass and energy region of the p-process. In or­
der to check the calculated cross sections and 
to put the p-process models on a more reli­
able base, the experimental determination of 
(a, 7 ) and (p,7 ) cross sections is very impor­
tant since from the measured cross sections the 
astrophysically important, inverse (7 , a) and 
(7 ,p) cross sections can be determined.
Owing to a big experimental effort of recent 
years, there is an increasing number of (p,7 ) re­
actions measured for the p-process. For (a, 7 ) 
reaction, however, there are still very few in­
vestigated cases (see e.g. [1,2]). Therefore the 
aim of the present work is to extend the ex­
isting database for (a, 7) reactions by measur­
ing the cross section of the 106Cd(a, 7)110Sn 
reaction. As a side result, the cross section of 
the 106Cd(a, n )109Sn and 106C d(a,p)109In re­
actions has also been measured.
The cross section of the above reactions 
has been determined using the activation tech­
nique [3]. Highly enriched 106 Cd targets have 
been irradiated with an а -beam in the energy 
range between 8 and 12.5 MeV (the relevant* 
energy region of the astrophysical p-process). 
The irradiations have been carried out both at 
the cyclotron of the ATOMKI and at the tan­
dem accelerator of the Notre Dame University, 
Indiana, USA. The 7-radiation following the 
ß  decay of the 110Sn, 109Sn and 109In reaction 
products has been measured using calibrated
HPGe detectors.
The obtained cross sections are compared 
with the predictions of Hauser-Feshbach sta­
tistical model calculations using the NON- 
SMOKER code [4]. The influence of the model 
parameters on the goodness of the predictions 
are also examined. The final analysis is still 
in progress, however the first results show that 
the model is able to reproduce the energy de­
pendence of the cross sections and the absolute 
values are reproduced within a factor of 2. As 
an example, Fig. 1 shows the ATOMKI exper­
imental results for the 106Cd(a, 7 )110Sn reac­
tion and the NON-SMOKER predictions using 
the standard input parameters [4].
Figure 1. Measured cross section of the 
106Cd(a, 7)110Sn reaction and the NON-SMOKER 
model prediction.
a) University of Notre Dame, Notre Dame, Indiana
46556, USA
b) Universität Basel, CH-4056 Basel, Switzerland
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2 .18  P recise half-life  m easu rem en t o f 110Sn and 109In iso top es
Gy. Gyürky, Z. Elekes, Zs. Fülöp, G.G.Kiss, E. Somorjai, A. Palumboa\  M. Wies eher a>
Recently, the 106Cd(a, 7 )110Sn and 
106Cd(a,p)109In cross sections have been 
measured in the energy range relevant to 
the astrophysical p-process [1]. The cross 
sections are obtained by the activation 
method where the 7-radiation that results 
from the /3-decay of the reaction products 
U0Sn 1/ 2 ,adopted =  4.11 ±  0.10 h) and 109In 
(T i/2,aáopted =  4.2 ±  0.10 h) is measured. The 
precise knowledge of the half-lives of the re­
action products is crucial for a reliable cross 
section determination with the activation tech­
nique. Since the Sn and In half-lives have rel­
atively large errors, a new determination of 
these half-lives is highly needed.
In the present experiment the half-lives 
of 110Sn and 109In isotopes have been mea­
sured simultaneously. The sources were pro­
duced by bombarding a 106 Cd target with 
an а -beam of the cyclotron of ATOMKI. 
The 110Sn isotope was produced by the 
106Cd(a, 7)110Sn reaction, while 109In is pro­
duced by the 106Cd(a,p)109In reaction or by 
the 106Cd(a,n)109Sn(/3+)109In reaction. In or­
der not to have additional feeding to 109In 
during the half-life measurement, the half- 
life of 109In can be determined precisely 
only after 109 Sn has decayed completely 
(T 1/2 =  18.0 ± 0.2 m); therefore, the gamma­
counting has been started 6 hours after the end 
of the irradiation.
The irradiated sample has been placed in 
front of a HPGe detector in a holder fixed 
rigidly onto the end cap of the detector. Di­
rectly at the back of the sample a 7Be source 
has been put in the holder in order to be able 
to control any possible change in the detection 
geometry or the efficiency of the detector dur­
ing the counting. The decay of the 110Sn and 
109 In isotopes has been followed for 24 hours 
(roughly 6 half-lives) recording the 7-spectra 
in every 15 minutes.
The half-lives of the two isotopes were de­
termined also by normalizing the 7-intensities 
from 110Sn and 109In with the number of counts
from 7Be reference source. The slight change 
of the 7Be activity (Тг/2 =  53.22 ±  0.06 days) 
during the one day 7-counting has been taken 
into account. The half-lives have been deter­
mined from the parameters of the exponen­
tial fit to the measured data. As an example, 
Fig. 1. shows the decay curve of the 110Sn iso­
tope without normalization.
Table 1. Obtained half-lives for the two measured 
isotopes
Half-life [hours]
without normalized weighted
normalization to 7Be average
110Sn 4.179 ±0.023 4.165 ±0.035 4.173 ±0.023
109In 4.168 ±0.018 4.166 ±  0.022 4.167±0.018
Table 1. shows the results for both isotopes 
obtained without and with normalization to 
7Be. The two methods give the same result 
within the error bar for both isotopes. The 
weighted averages are listed in the last column 
of the Table. Our final result for the half-life 
of 110Sn is Tjy2 =  4.173 ±  0.023 h which is in 
good agreement with the adopted value but 
its error is reduced from 2.4 to 0.5%. The 
same holds for 109In where the obtained half- 
life, T j /2 =  4.167 ±  0.006 h is again in agree­
ment with the adopted value.
Figure 1. Decay of 110Sn measured for 24 hours. 
The solid line is the exponential fit to the measure­
ment.
a) University of Notre Dame, Notre Dame, Indiana 
46556, USA
[1] Gy. Gyürky et ah, Nuci. Phys. A in press.
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2.19 Q uadrupole deform ation  and  c lu steriza tion  in  nuclei
J. Cseh, A. Algora, J. Daraia\  P.0. Hessb\
The investigation of exotic nuclear shapes, 
e.g. superdeformed and hyperdeformed states 
(in which the atomic nucleus has a spheroidal 
shape with ratios of main axes of 2:1 and 3:1, 
respectively) is one of the most interesting top­
ics in recent nuclear structure studies. The 
appearance of exotic cluster configurations (or 
exotic cluster decay) is another issue of utmost 
interest. The combination of these two prob­
lems brings us to an exciting question: what 
is the interrelation of these two phenomena,
i.e. what are the possible clusterizations of 
nuclear states with exotic shape. Recently we 
have addressed this question from the angle of 
both the binary [1] and the ternary [2] clus­
terizations. We apply methods which can be 
generalised for more complicated multicluster- 
configurations in a straightforward way.
The basic concept of this work is that when 
we describe the composition of an atomic nu­
cleus from smaller nuclei (clusters) then we 
take into account both of the two complemen­
tary natural laws, which govern this kind of 
phenomenon: the energy-minimum principle 
and the Pauli-exclusion principle. The crucial 
role of these two rules are obvious: energeti­
cally unfavoured systems are not likely to ap­
pear, and when the building blocks are fermi­
ons, like the nucleons of the atomic nuclei, then 
they follow the exclusion principle. However, 
the exact role, or relative importance of these 
two aspects of clusterization among different 
circumstances are not completely understood 
yet; the present work is meant to be a contri­
bution to this task.
Much attention has been paid to the 
energetic preference of various cluster- 
configurations of a nucleus. The methods ap­
plied along this line are partly or completely 
empirical ones, using information of the ex­
perimental data. Furthermore, most of these 
works concentrate on the simplest, i.e. binary 
clusterizations, especially, when the energetic 
calculation involves (in addition to the exper­
imental binding energies) intercluster poten­
tials, like in the dinuclear system model [3], 
or in the local potential approach [4]. On 
the other hand the treatment of the exclusion- 
principle has to be done microscopically, there­
fore, apart from the light, or simplest heavy 
nuclei, it gives rise to very big computational 
difficulties. Due to this fact no systematic 
studies has been done, and many of the exper­
imentally interesting systems are untouched 
from this viewpoint.
The main point of our work is that we 
present a method for the approximative treat­
ment of the exclusion principle, which can be 
applied both to binary [1] and ternary [2] (and 
even to multi) cluster-configurations, and we 
combine this microscopic approach with an 
empirical method of the calculation of the en­
ergetic preference. This latter quantity is ob­
tained in a similar way as in the work [5] with a 
straightforward generalisation for ternary clus­
terization. In this way both aspects of the clus­
terization (i.e. energy-minimum and exclusion 
principles) can be handled, therefore, their in­
terrelation can be studied in specific problems. 
The exclusion-principle is taken into account 
by a selection rule, based on the real [6] or ef­
fective [7] 17(3) symmetry for light and heavy 
nuclei, respectively. This symmetry-based con­
sideration can also be very involved for heavy 
nuclei, nevertheless, it seems to be widely ap­
plicable.
As specific examples we consider bi­
nary and ternary cluster-configurations in the 
ground, superdeformed and hyperdeformed 
states of the light 36Ar and heavy 252Cf nu­
clei. In case of 36Ar the superdeformed state 
has been found experimentally [8], and a the­
oretical prediction is available for its hyperde­
formed state [9]. In case of 252Cf the main 
motivation is provided by the spontaneous fis­
sion experiments from its ground state, which 
indicated several very exotic clusterizations 
[10]. As for superdeformed and hyperdeformed 
states of this nucleus, we consider hypothetical 
states with appropriate deformations (e =  0.6
2 1
and e =  0.86 respectively).
The main conclusions of our studies are as 
follows. Our results clearly indicate that the 
two considerations, based on the microscopic 
structure on the one hand side, and on the 
energetic stability on the other hand side, do 
not necessarily result in the same preference 
of cluster configurations. The most likely clus­
terizations are probably those ones, which are 
in the overlapping regions of the preferences of 
the two complementary selecting procedures.
For the binary clusterization the struc­
tural selection rule has similar tendency for 
the deformation-dependence both in the case 
of the light 36Ar nucleus, and in the heavy 
252Cf nucleus. In the ground-state the strongly 
asymmetric binary cluster-configurations are 
preferred, in the hyperdeformed state the sym­
metric fragmentations are more likely, while in 
the superdeformed state the situation is in be­
tween, i.e. islands of allowed binary configura­
tions appear. Considering the energetic stabil­
ity as well, for the 252Cf the Zught =  2, 20, 
and 48 regions are preferred in the ground, 
superdeformed, and hyperdeformed states, re­
spectively.
Another interesting finding is that the same 
clusterization appears both in the ground- 
state and in the superdeformed and hyper­
deformed states of 36Ar. In this case the 
24M g+ 12C binary and the 24Mg+8Be+4He, 
20N e+4He+12C, and 160 + 8Be+12C, ternary 
clusterizations are allowed in each of the three 
states. Furthermore, they are energetically 
favoured as well. (Please, note the similar­
ity of the binary and ternary configurations 
adding in the first ternary case the last two 
clusters and in the last two cases the first two 
clusters, compared to the binary case!) The 
reason for the appearance of the same cluster- 
configuration in different states is that if the 
deformation of the clusters is taken into ac­
count, and their different orientations are al­
lowed in the description, then different spatial
configurations of the same clusters may result 
in states of the parent nucleus with very differ­
ent quadrupole deformation. This is the same 
observation, which was made for the molecu­
lar states of light nuclei both in the two-center 
shell model [11] and in the cluster models 
[12,13], when unconstrained calculations were 
carried out (without requiring e.g. cylindrical 
symmetry in the calculation).
a) Univ. of Debrecen, Inst, of Exerimental Physics
b) Inst, de Ciencias Nucleares, UNAM, Mexico
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2.20 Q uasiparticle R esonan ces in  th e  BC S A pproach
R. Id Betana,b\  N. Sandulescua,c) and T. Vertse
We use a simple method to evaluate the 
energies and the widths of quasiparticle res­
onant states in the BCS approach. This 
method is based on BCS equations formulated 
in Berggren representation. The formalism is 
derived from the HFB approach in coordinate 
space by neglecting the off-diagonal matrix ele­
ments of the pairing gap matrix. The Berggren 
repesentation is a complete single particle ba­
sis composed of bound states, complex energy 
resonant sates (Gamow states) and a complex 
continuum of scattering states along a contour
[1]. The shape of the contour fixes the complex 
energy Gamow states icluded (from which the 
complex quasi particle energies are calculated). 
Truncated Berggren representations in which 
the effect of the non-resonant continum has 
been neglected were used before in BCS cal­
culations [2]. However this truncation spoiled 
the independence of the results on the choice of 
the complex contour. In the present approach 
we use the full representation where the re­
sults should be independent of the contour. If 
the contour is along the real energy axis then 
we use the standard complet set of the bound 
states and real energy scattering states. Draw­
ing the contour in the third quadrant of the 
complex к plane we can include certain Gamow 
resonances into the basis.
In our calculation the pairing gap of a qua­
siparticle resonance is obtained by integrating 
the pairing field with the Gamow wave func­
tion corresponding to the resonant state. But 
the continuum contribution to the pairing field 
is calculated by solving the BCS equations in?, 
a single-particle basis formed by bound states 
and real energy scattering states.
We apply the model to study the struc­
ture of even-even nuclei with closed proton and 
open neutron shells: 180 , 20O and 220 . The ef­
fects of the 16 О core is simulated by phenom­
enological Woods-Saxon potentials. The single
particle states obtained in the s — d shell agree 
rather well with available experimental data 
for 17О. We get the last bound 2s i/2 orbit 
at —3.262 MeV, a narrow Ы3/2 resonance at 
(0.91 — Ю.05) MeV and a wide I / 7/2 resonance 
at (7.45 — i l .53) MeV. We use a density depen­
dent local pairing interaction as in ref.[3] and 
a high energy cutoff at 10 MeV. Our calcula­
tion with the full real continuum corresponds 
to the continuum shell model type BCS cal­
culation (CBCS). The p parameter of the in­
teraction has been adjusted to reproduce the 
average pairing gap value 1.83 MeV for 20 О . 
The average gaps and the root-mean-square 
radii calculated in CBCS agree with those cal­
culated using scattering states only from the 
vicintity of the resonances. This is a good ap­
proximation. But if we approximate the effect 
of the resonances by a single real energy scat­
tering state (with real wave function renormal­
ized inside a box with size 20 fm) we get con­
siderable different values for both the average 
gap and the root-mean-square radii. Therefore 
the later seems to be a very poor approxima­
tion to the CBCS.
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3.1 H ig h  Precision L a ser  S p ectroscop y  o f A n tip ro to n ic  H eliu m  A tom s
D. Horváth, В. Juhász, and the ASACUSA collaboration
The ASACUSA collaboration has contin­
ued the laser spectroscopy studies of antipro­
tonic helium atoms (p -e _ - H e 2+ = pHe+) at 
the Antiproton Decelerator (AD) of CERN. In 
previous years, we could measure the wave­
lengths of several transitions between differ­
ent energy levels of antiprotonic helium with 
a precision of 100-ppb (10 7) each [1]. Us­
ing our da ta  and the antiprotonic charge/mass 
ratio measured previously to  a  very high preci­
sion by the TRAP collaboration, we could ex­
tract the best baryonic C P T  (Charge-Parity- 
Time invariance) limit of 6 =  (qp +  (fp)/ qp = 
(rnp — m,p)/ Тор =  10 ppb [2], where qp^  and 
mp(p) are the proton (antiproton) charge and 
mass, respectively.
In 2004, we could further increase the ac­
curacy of our measurements, thanks to the fol­
lowing improvements:
• Instead of a pulsed dye laser, we 
used a continuous-wave (CW) titanium- 
sapphire or dye laser with a frequency 
bandwith of < 10~10. The CW light was 
then amplified to a high-energy pulse us­
ing a pulsed Nd:YAG laser.
• The frequency of the CW  laser was mea­
sured with a femtosecond optical comb 
generator with a relative accuracy of 
~10-12. The CW laser was locked to 
the comb generator, and their frequen­
cies were swept across the pHe+ reso­
nance lines.
• Even though the frequency of the CW 
laser is accurately measured using the 
comb generator, the frequency of the 
pulse-amplified light is in general differ­
ent from the input frequency. This fre­
quency shift is called ‘chirp’. To com­
pensate for this, we used an electro-optic 
modulator. In addition, we recorded for 
each laser shot the beat note between 
the pulse-amplified laser light and the 
400-MHz-shifted CW laser. The Fourier
analysis of this beat note reveals the 
chirp, which was usually ±20 MHz in our 
case. After correction with this shift, the 
remaining uncertainty due to the chirp is 
reduced to ~1 MHz, which corresponds 
to a relative precision of ~ 10-9 .
• The pulse length tw of the amplifying 
Nd:YAG laser was increased with an op­
tical delay line by a factor 10, so as to 
improve the Fourier limit 1/(2tttw). .
• One of the twelve transitions we mea­
sured was a metastable-to-metastable 
transition. Such transitions, unlike 
the metastable-to-short-lived transitions 
measured so far, have a much smaller 
linewidth. Besides, the accuracies of the 
three-body QED calculations are higher 
for transitions with smaller widths.
So far, experimental errors [1] and the scat­
ter of the theoretical values [3,4] have been 
all about 100 ppb. With our 2004 results, 
the differences between the two sets of calcula­
tions have become the dominant error source 
when we deduce the proton-antiproton mass 
and charge CPT limits. When we finish an­
alyzing our data and theorists finish updat­
ing their calculations, we hope to be able to 
determine the antiproton mass and charge to 
~1  ppb.
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3.2 KLL resonant A uger tran sition s in m eta llic  C u and  N i
L. K ö v é r , W. D rube a\  Z. B erén yi, I. C se m y , V .R .R . M ed ich erla0,1
KLL Auger spectra of 3d transition metals 
contain important information on the effects of 
the solid environment on deep core Auger tran­
sitions. Following the changes in the spectra 
when fine tuning the exciting photon energy 
across the К-shell ionization threshold with 
high energy resolution is informative concern­
ing the possible resonant processes, expected 
to indicate the single-step nature of thresh­
old Auger emission. The satellite structures 
in these spectra are strongly related to the 
unoccupied local electronic states above the 
Fermi level, as well as to the excitation, relax­
ation and screening processes associated with 
core hole ionization. In spite of the fundamen­
tal significance of the phenomena mentioned 
above, even non resonant high energy resolu­
tion studies of KLL Auger spectra of 3d tran­
sition metals (using laboratory X-ray sources) 
are very scarce due to the demanding experi­
mental conditions requested [1-3].
A very efficient tool for studying these phe­
nomena is the Tunable High Energy XPS de­
veloped at HASYLAB which provides unique 
conditions, photon flux and energy resolution 
for deep core Auger spectroscopy [4-6].
Using the THE-XPS instrument at the 
BW2 beamline the high energy resolution 
(ДЕ =  0.2 eV) KL2,3L2,3 Auger spectra of 
polycryst alline Cu and Ni foils were measured 
with the Scienta SES-200 hemispherical ana­
lyzer. In the high energy range Cu 2p photo­
electron peaks appearing in the Cu KLL Auger 
spectra due to the excitation by internal Cu 
К X-rays and trusted value for the Cu 2p3/2 
binding energy [7] were used for energy cali­
bration. The exciting photon energy range was 
tuned up to about 50 eV above the К absorp­
tion edge and for the resonant energy region 
to 5 eV (Cu KLL) and 4 eV (Ni KLL) below 
threshold ensuring a photon beam with an en­
ergy width of about 1.1 eV.
The evolution of the satellite structure as 
a function of excitation energy above thresh­
old indicates different behaviour for particu­
lar satellites, making possible to separate ini­
tial state and final state effects. For illustra­
tion of the results, Fig. 1 shows the Cu KLL 
Auger spectra measured in the resonant excit­
ing photon energy region. In the spectra the 
linear dispersion of the peak energy positions 
with lowering the photon energy below the ion­
ization threshold, as a signature of the Auger 
resonant Raman process can be clearly seen. 
Similar tendency is observed in the respective 
Ni KLL Auger spectra.
Figure 1. The evolution of the Cu KLL spectra 
photoexcited from polycrystalline metal using pho­
ton energies at and below the ionization threshold 
(relative energy values - in eV - are indicated).
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3 .3  R esonan t KLL A u ger  sp ectra  o f  ferrom agn etic  m eta ls Fe and Co
L. K ö vér , W. D ru b ea\  Z. B e ré n y i, I. C se m y , V .R .R . M ed ich erlaa)
Resonant KLL Auger spectra of 3d transi­
tion metals contain important information on 
the nature of the Auger process including solid 
state  effects due to changes in the electronic 
structure local to the initial state core hole [1].
Tuning the energy of the monochromatic 
exciting photons across the К-absorption edge, 
features characteristic to resonant phenom­
ena can be reflected in the spectra [2]. In 
the case of the resonantly photoexcited KLL 
Auger spectra induced from Cu and Ni met­
als, the spectral shapes have been successfully 
described using the single step model based on 
the resonant scattering theory [3] for describ­
ing the Auger process. The 4P partial den­
sity of unoccupied electronic states was derived 
from a cluster molecular orbital model, while a 
realistic correction of the experimental spectra 
was applied for contributions of electrons scat­
tered inelastically within the samples [4]. As 
a function of exciting photon energy, a linear 
dispersion of the energy position of the peak 
maximum and a significant distortion of the 
peak shape was found, indicating the presence 
of the Auger Resonant Raman effect [4].
For observing resonantly photoexcited 
KLL Auger transitions in 3d metals and study­
ing threshold dynamics of Auger satellites the 
Tunable High Energy XPS (THE XPS) facility 
at the BW2 beamline of HASYLAB provides 
optimum conditions [4-6].
KL2L3 Auger spectra of polycrystalline Fe 
and Co were measured using the THE-XPS in­
strument with the SES-200 analyser with an 
energy resolution of 0.2 eV. For electron en­
ergies exceeding 5 keV, a proper positive bias 
voltage was applied on the sample. Energy 
calibration of the energy scale was performed 
by using reference data [7] for Cu L3W  and 
Au M5N67N67 Auger lines as well as for Cu 2p 
photolines excited by KQ X-rays photoinduced 
internally in the calibrating Cu sample. Using 
Si (220) (Fe) and Si (111) (Co) monochroma­
tors ensuring a photon beam energy width of
1.1 eV, KLL spectra were obtained down to 3 
eV (Fe) and 2 eV (Co) photon energies below 
K-threshold.
Fig. 1 shows the Fe KLL spectra recorded 
at threshold and sub-threshold excitations, in­
dicating the signature of the Auger Resonant 
Raman process. Similar results were obtained 
for the resonant Co KLL spectra.
Figure 1. The evolution of the Fe KLL Auger 
spectra photoexcited from a polycrystalline metal 
sample using photon energies at and below the K- 
shell photoionization threshold.
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3 .4  M n KLL A uger tran sition s in  M nO nanolayers -  a h igh  energy  reso lu tion  
stu d y
L. Kövér, W. Drubea\  I. Cserny, Z. Berényi and S. Egri
Highly resolved KLL Auger spectra provide 
a unique tool for obtaining chemical state in­
formation from deeply buried interfaces even 
in the case of very thin, several nm thickness 
interface layers. The case of the Mn KLL spec­
tra  in MnO is interesting because in our ear­
lier study on polycrystalline MnO showed the 
presence of an intense extra peak in the spec­
tra at the low kinetic energy side of the main 
1 D ‘2 Auger line which cannot be seen in the 
respective spectra of the polycrystalline metal 
[1]. For obtaining more details, necessary to 
determine the origin of this extra peak needs 
a significantly higher energy resolution and in­
tensity, as well as a very thin layer sample in 
order to eliminate most of the contribution to 
the spectra from electrons scattered inelasti- 
cally.
MnO nanolayers of 2 nm thickness were 
prepared in situ by evaporating high purity Mn 
metal onto a thoroughly degassed glassy car­
bon wafer and heating in oxygen atmosphere. 
The partial oxygen pressure was 2 x 10~5 mbar 
and the wafer was kept at a temperature of 
1000 К during oxidation.
The measurements of the Mn KL23L23 
Auger spectra of the MnO nanolayers were per­
formed with the Tunable High Energy XPS in­
strument [2] of the BW2 synchrotron beamline 
(HASYLAB) equipped with a Scienta SES-200 
hemispherical analyser using high electron en­
ergy resolution (0.2 eV). Mn 2p, 3s and VB 
spectra of the sample confirmed that the single 
phase nanolayer on the surface of the support-* 
ing carbon wafer was pure MnO.
Fig. la  shows the Mn K L 23L 23  spectrum 
excited by photons (14 eV above the K-shell 
ionization threshold) from a MnO nanolayer 
in comparison with the spectrum (excited by 
bremssstrahlung) of a polycrystalline MnO 
sample (Fig. lb) [1]. The striking difference be­
tween the two spectra in energy resolution, in­
tensity and regarding the inelastic background 
is obvious.
On the basis of the similarity between its
energy separation from the main Auger 
peak and the multiplet splitting in the 3s pho­
toelectron peak, the ’’extra peak” can be at­
tributed to multiplet splitting. This seems 
to be confirmed by its continuing presence in 
the resonant Auger spectra excited using sub­
threshold photon energies, as shown by the 
preliminary results.
Figure 1. Mn KL23L23 Auger spectra excited by 
monochromatic photons 14 eV above the K-shell 
ionization threshold from a MnO nanolayer (a) and 
by bremsstrahlung from poly crystalline powder [1] 
(b) The kinetic energy is measured relative to the 
1D2 line at 5203.3 eV [1].
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3.5 A n g le  and a to m ic  num ber d ep en d en t en ergy  sh ift in e lastic  sca tter in g  for free 
a to m s and m o le c u le s
/
T. Ricsóka, S. Ricz, A. Kövér, D. Varga and Z. В  erényi
During the past decade the  elastic scatter­
ing of low-, medium- and high energy elec­
trons from solids and liquids has been inves­
tigated experimentally and theoretically. This 
phenomenon is the physical basis of the sur­
face sensitive electron spectroscopy. Laser and 
Seah [1] studied the quasielastic scattering of 
electrons in the electron energy range 250-3000 
eV from Cu, Ag and Au samples. They showed 
that the energy losses were small and agreed 
with the simple model based on the assump­
tion of single elastic scattering on free atoms 
of Boersch et al [2]. Recently Varga et al [3] 
analyzed the energy shifts and energy widths 
of the quasielastic peaks in the 1000-5000 eV 
energy range using different samples (C, Si, Ni 
and Au) and compared the  results with the 
single particle scattering values calculated by 
Boersch et al [2]. Their experimental recoil en­
ergy shifts and broadenings were in good agree­
ment with the formula of Boersch for Ni and 
Au samples, but in the case of Si and C they 
found larger energy broadening than the cal­
culated one.
In order to test the validity of the sim­
ple model of Boersch [2] for free atoms and 
molecules, we measured the  energy shift of 
the elastic peak using different targets (Ar, 
He and CH 4) in the 1000-2500 eV primary 
electron energy range. Since the energy losses 
are small, the scattered electrons were ana­
lyzed with the high energy resolution electron- 
spectrometer (ESA-21). The scattered elec­
trons are detected simultaneously by 13 chan- 
neltrons between 0° and 120° relative to the 
direction of the incident electron beam.
In the present impact energy range the 
electrons scatter from the nuclei of the mole­
cule. Due to the big mass difference of the 
carbon and hydrogen nuclei in the methane we 
could separate the elastic peaks from the car­
bon and hydrogen. Figure 1 shows the position 
of the hydrogen elastic peak relative to the car­
bon one as a function of the scattering angle 
at 1000 eV impact energy. The experimental 
data agree well with the results of the simple 
model calculated by Boersch et al [2].
This is the one of the first experimental 
data for the energy shift of the elastically scat­
tered electron from free atoms and molecules.
Figure 1. Comparison between the theoretical 
and experimental energy shift of the elastic peak 
of hydrogen relative to the carbon one for methane 
target at 1000 eV impact energy. Black full circles 
show the experimental data, whereas black solid 
line represents the results of the model of Boersch
Й.
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3.6 A cceleratin g  m u ltip le  sca tter in g  o f th e e m itted  e lec tro n s  in co llisions o f  ions  
w ith  atom s and  m olecu les
T. Ricsóka, Gy. Víkora\  Sz. Nagya\  K. Tőkési, Z. Berényi, В. Paripásb\  N. Stolterfohtc) 
and B. Sulik
Ionization is one of the fundamental phe­
nomena studied in atomic collision physics. 
Double differential spectra of electrons ejected 
in ion-atom and ion-solid collisions provide de­
tailed information about the ionization dy­
namics. During the past decade special em­
phasis have been laid on the emission of the 
fast electrons in collisions of heavy partners 
[1]. Significantly enhanced emission of fast 
electrons above the binary encounter energy 
was observed in both ion-atom [2] and ion-solid 
collisions [3]. In some cases, the fast electrons 
have been identified as originated from dou­
ble [4] or multiple [2] scattering by the projec­
tile and target cores. Since the moving projec­
tile ion is much heavier than the electron, such 
kind of multiple scattering of the electron also 
accelerates it. The process is often denoted as 
Fermi-shuttle acceleration [1].
In the present work, we measured the dou­
ble differential cross-sections for electron emis­
sion in collisions of 700-1500 keV N + ions with 
N 2 , Ne and Ar targets. We studied the target 
atomic number (Zt ) dependence of the yield 
of the Fermi-shuttle type triple and quadruple 
scattering in these collisions.
We performed classical trajectory Monte- 
Carlo calculations for the target ionization. 
Figure 1 compares the present experimental 
double differential cross sections with the re­
sults of the CTMC calculation for electron 
emission at 30°, 90° and 150° in 0.75 MeV N + 
+  Ar collisions as a function of the ejected elec­
tron energy. The experimental double differen­
tial cross-sections are in good agreement with 
the theoretical values, and all the expected tar­
get ionization structures (P, P-T, P-T-P and 
P-T-P-T) clearly appear in the spectra.
We consider the present work as a starting 
point of a systematic study, a combined exper­
imental and CTMC analysis of a wide range of 
collision systems.
Figure 1. Experimental double differential cross 
section in comparison with theoretical CTMC re­
sults for electron emission at 30°, 90° and 150° in 
0.75 MeV N + + Ar collisions as a function of the 
ejected electron energy.
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3.7 H igher-order e ffec ts  in th e p h o to io n iza tio n  o f 3p shell o f argon
T. Ricsóka, S. Ricz, Á. Kövér, R. Sankaria\  J. Nikkinena\  D. Varga and S. Akselaa)
The angular distribution of electrons 
ejected in atomic photoionization process gives 
detailed information on the structure of atoms, 
the dynamics of the process and the multielec­
tron correlation effects. The 2p~1ns(nd) pho- 
toexcited states in argon were studied by Gor- 
czyca and Robicheaux [1] with the R-matrix 
method considering interference between the 
direct photoionization and the resonant excita­
tion participator autoionization. They found 
that the interference plays important role in 
the accurate description of the angular distri­
bution of Ar 3p photoelectrons.
In the present work, the angular distrib­
ution of 3p  photoelectrons of argon was mea­
sured with linearly polarized synchrotron radi­
ation in the 90-330 eV photon energy range in 
order to determine the dipole and nondipole 
parameters. The experiment was carried out 
at the beamline 1411 on the third generation 
МАХ-II storage ring in Max-Lab, Lund, Swe­
den. The emitted electrons were analyzed with 
ESA-22 electronspectrometer [2]. The photo­
electrons were simultaneously detected at 20 
different angles in the 15°-345° angular region 
relative to the polarization vector in the polar­
ization plane.
Strong interference was observed between 
the direct and indirect channels in the 3p shell 
photoiopization of argon. Figure 1 compares 
the present experimental ß  parameters with 
the results of the R-matrix calculation of Gor- 
czyca and Robicheaux [1] in the 246-253 eV 
photon energy range. The present experi­
mental dipole angular distribution parameters 
agree with theoretical values. The difference 
between the dipole parameters ß of Ar 3рг/2 
and Зрз/2 subshells indicating the importance 
of the spin-orbit interaction in the photoion­
ization.
This is the first experimental data for di­
pole and nondipole parameters to verify the in­
terference between the direct and indirect pho- 
toionization.
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Figure 1. Experimental dipole ß parameter of 
Ar 3pi/2 (a) and 3p3/2 (b) photoelectron lines in 
comparison with the theoretical values. Black full 
circles with black solid line show the experimental 
data, whereas black dashed dotted line represents 
the R-matrix calculation and black dashed line cor­
responds to the photoion yield [3] in both figures.
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3.8 Ion ization  o f heliu m  in p ositron  im pact
K . T őkést, I .F . B a m a a\  and J. B u r g d o r fe r i
We present total (Fig.l) and partial (Fig.2) 
single-ionization cross sections of helium for 
positron impact within the framework of clas­
sical trajectory Monte Carlo (CTMC) method 
and compare with Coulomb distorted-wave 
models and experimental data. The incident 
positron energy was varied between the ion­
ization threshold and 500 eV.
Figure 1. Ionization cross sections of helium by 
positron impact. Experimental data; diamond: [1], 
triangle: [2], solid circle: [3], circle: [4], square: [5]. 
Theory; solid line: present 3B-CTMC data, dash- 
dotted line: present 4B-CTMC data, dashed line: 
present distorted-wave results, dotted line: [6].
Figure 2 shows the partial single-ionization 
cross sections. As we expected the dominant 
contribution to the ionization cross section 
arise from the channel when the bound target 
electron remains in the ground state after the 
collision. For the case of the ionization with 
simultaneous excitation the cross sections are 
about two order of magnitude smaller. Due to 
the favorable dipole transition, ionization with 
excitation into the 2p state is larger than that 
into the 2s state. We hope that our calcula­
tions together with the work of Moores stim­
ulate experimentalists to measure the partial 
ionization cross sections for positron impact.
Figure 2. Partial single-ionization cross sections 
of helium for positron impact. The full symbols 
represents the results of our 4B-CTMC calcula­
tions, triangle:for H e +(ls), square for H e +(2p) 
and circle for H e+(2s). The thick lines repre­
sent our distorted-wave results. The solid line is 
for H e+(ls)  , dashed line for He+(2p) and the 
dash-dot-dashed line is for H e+(2s) . The thin 
line shows the results of Moores [7], dotted line for 
H e+(2s), dashed line for H e+(2p).
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3.9 S in g le - and d o u b le -io n iza tio n  o f  helium  in h ea v y  ion  im p act
I.F. B a m a a\  K . Tőkési, a n d  J. B u r g d o r fe r i
We present single- (Fig.l) and double­
ionization (Fig.2) total cross sections for col­
lisions of helium atoms with multiple charged 
ions. In our study we apply two fundamen­
tally different approaches, namely the ab ini­
tio coupled-channel (CC) [1] and the Classi­
cal Trajectory Monte Carlo (CTMC) method. 
In this work we apply two slightly distinct 
CTMC models. To avoid confusion we call 
them non-equivalent electron (NEE) CTMC
[2] and equivalent electron (EE) CTMC model
[3] , respectively. While for the case of the non­
equivalent electron model the bare Coulomb 
interactions among the particles are used, for 
the case of the equivalent electron approxima­
tion model potentials are considered.
F ig u re  1. Scaled single-ionization cross sections. 
Open circles: experimental results [4],full circles: 
CC, full triangles: EE-CTM C, full squares: NEE- 
CTMC. T he curve through th e  data is drawn to 
guide the eyes.
The comparison between the quantum and 
classical approaches is motivated through the 
investigation of the quantum effects in atomic 
collisions. The difference between the ab ini­
tio and the purely classical results shows us all 
the non-classical or quantum mechanical infor­
mation which are hidden in the classical theo­
ries. We consider bare projectiles with charge
states between 2 and 8 with energies between
0.19 and 2.31 MeV/amu. We find that our 
coupled-channel calculations are very close to 
the experimental data even for the cases when 
the external fields are strong. At the same time 
both CTMC models show somewhat larger dis­
crepancies compared to the experimental cross 
sections.
Figure 2. Scaled double-ionization cross sections. 
Notations are the same as in Fig. 1.
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3.10 D ou b le  e lec tro n  ex c ita tio n  o f  helium
K. Tőkési
A four-body classical trajectory Monte 
Carlo method is applied in the study of double 
electron excitation of helium by charged parti­
cle impact. The calculations are based on the 
independent particle model. As projectiles we 
consider protons and antiprotons with energies 
between 0.25 and 5 MeV. The state selective 
total cross sections as a function of the impact 
energy are calculated and compared with ex­
perimental and theoretical data.
Fig. 1. shows the double excitation cross 
sections of helium to the (2s2)15  (Fig. la), 
(2s2p)1P (Fig. lb) and (2p2)xD (Fig. lc) 
states as a function of the impact energy. The 
errors of our calculated data are smaller or 
comparable with the size of the symbols. Our 
recent cross sections are compared with the 
experimental data of Giese et al. [3] and 
Moretto-Capelle et al. [2] and with the pre­
vious calculations of Bodea et al. [1]. Instead 
of the antiproton impact, the experiments in 
ref. [3] were carried out with electron impact.
These cross sections are shown at the energy 
where the electron velocity is equal that of the 
antiproton velocity. In all cases the cross sec­
tions for antiprotons exceeds the cross section 
for protons. The largest difference is obtained 
for the excitation of the (2s2)x5  state (Fig. 
la). According to our expectation, with in­
creasing projectile energies the cross sections 
for proton and antiproton impact approaching 
each other. This tendency is valid for the pre­
vious calculations of Bodea et al. [1] except for 
the (2p2)1D (Fig. lc). The calculated cross 
sections generally agree with the experimental 
values.
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by charged p a rtic le  im p act
Figure 1. Cross sections for the double excitation 
of the helium to the ^ s 2)1^ ) (a), (2s2p)xP (b), and 
(2p2)xD (c) states as a function of the projectile 
energy, open triangle: present CTMC results for 
antiproton impact, triangle: present CTMC results 
for proton impact, solid line: theoretical results of 
Bodea et al. [1] for antiproton impact, dashed line: 
theoretical results of Bodea et al. [1] for proton im­
pact, circle: experimental data of Moretto-Capelle 
et al. [2] for proton impact, open square: experi­
mental data of Giese et al. [3] for equivelocity elec­
tron impact, square: experimental data of Giese et 
al. [3] for proton impact.
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3.11 D o u b le  Is shell ion iza tio n  o f  Si induced in  co llision s w ith  proton s and heavy  
ions
M. Kavcica\  M. Kobala\  J.-Cl. Dousseb\  and K. Tőkési
The К X-ray spectra of Si induced in col­
lisions with heavy ions and protons were mea­
sured by means of high-resolution X-ray spec­
troscopy, using curved crystal spectrometers 
[1]. The main objective of the study was to de­
termine the double to single Is ionization cross 
section ratios of Si in collision with 2 MeV pro­
tons, 34 MeV C2+ and 50 MeV Ne3+.
Figure 1. Measured Ka (a) and K/3 (b) X-ray 
spectra of Si produced by 34 MeV C ions impact. 
The spectra were fitted with pseudo Voigt curves. 
K a(ls —> 2p) contributions are shown by solid 
lines, and K/3(ls —> 3p) contributions by dotted 
lines.
Thanks to the sub eV energy resolution of the 
employed spectrometers, we were able to ex­
tract properly the yields of the K a hypersatel­
lite which overlaps the K/3L satellite line. From 
the experimentally determined initial hyper­
satellite production yields the double (сгкк) to 
single (crjy) К  shell ionization cross section ra­
tios ( <j k k /&k ) were determined for the three 
collision systems. Relatively high cross section 
ratios were obtained for the collisions with C 
and Ne ions. The cross section ratio was ap­
proximately 100 times smaller for the 2 MeV
proton collision . Fig. 1 shows the measured 
K a and K ß  X-ray spectra of Si produced by 
34 MeV C ions impact.
The experimentally determined values were 
compared to theoretical predictions based on 
the independent electron approximation using 
single electron probabilities calculated within 
the framework of three-body classical trajec­
tory Monte Carlo (CTMC) method and within 
the framework of the first order semiclassi- 
cal approximation (SCA). Whereas for asym­
metric collisions with protons the Is ioniza­
tion is governed by the direct Coulomb ioniza­
tion, the electron capture becomes significant 
for more symmetric collisions involving heavy 
ions. It was shown that for the asymmetric 
proton-silicon collision the measured ratio of 
the double to single Is ionization cross sections 
is somewhat overestimated by the SCA model 
whereas for heavy ion collisions CTMC calcu­
lations incorporating both ionization mecha­
nisms give values that are in relatively good 
agreement with the experimental results.
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3.12 F erm i-sh u ttle  typ e  m u ltip le  e lectron  sca tter in g  in a tom ic  co llisions
K. Tőkési, В. Sulik, and N. Stolterfoht
In ion-atom collisions, higher orders of 
multiple electron scattering can be treated 
practically only in non-perturbative models. 
Especially classical trajectory Monte Carlo 
(CTMC) calculations seem to work success­
fully in many Fermi-shuttle acceleration cases 
[1,3]. A main advantage of the CTMC method 
is that many details of the classical collision 
scenario can be conveniently analyzed in its 
framework. The analysis of the CTMC trajec­
tories, e.g., makes it possible to classify and 
identify multiple electron scattering events. In 
spite of the limitations due to its classical char­
acter, CTMC cross sections agree well with 
experiments for most of the studied collision 
sytems [1,3]
In our present works [4,5], we perform 
CTMC calculations to follow the ionisation 
process in ion-atom collisions for a set of 
projectile-target combination. The incident 
projectile energy is varied from small to inter­
mediate energies (1-50 keV/u). In our present 
approach, we solve Newton’s classical nonrel- 
ativistic equations of motions for a complete 
three-body system. The three particles are 
the projectile, one atomic active electron (e), 
and the remaining target ion. The interaction 
between either pairs of the partners is repre­
sented by a central model potential, which ac­
counts for the screening of the inactive elec­
trons of the ionic cores. The parameters of 
the model potentials has been derived from 
Hartree-Fock calculations.
Fig.l shows a sample CTMC event for* 
a projectile-target-projectile-target (P-T-P- 
T) scattering at intermediate velocity (150 
keV/u) C+ +  Xe collisions. The projectile and 
electron trajectories clearly show two consecu­
tive close P-collisions between the active tar­
get electron and the incoming projectile ion. 
In slower collisions, one may expect higher or­
der collision sequences. Indeed, the analysis 
of many CTMC events at small projectile en­
ergies (1 keV/u) indicates the dominance of
long (6-14-fold) Fermi-shuttle type scattering 
sequences in electron emission above 10 eV ki­
netic energy. The energy gain of the ejected 
electrons can be considered as a result of ping- 
pong games, played by the two colliding ionic 
cores with the electron as a ball.
P Collisions
Figure 1. A sample CTMC event for a P-T-P- 
T scattering in intermediate velocity (150 keV/u) 
C+ + Xe collisions. The projectile and electron 
trajectories clearly show two consecutive close P- 
collisions between the active target electron and the 
incoming projectile ion.
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3.13 A  procedure to  d er iv e  m ore reliab le  K aL 1 sa te llite  en ergy  and in ten sity  values
I. Török, T. Papp
In a certain Z range, where already the KLl 
satellite groups of the Ka  lines are distinctly 
seen for the K ai and Kq2 lines, many times 
the satellites of the K a2 line are superimposed 
on the K ai line and its satellites. In such cases 
it is difficult to evaluate the mixed lines. Prob­
ably therefore in this Z range in the open liter­
ature there are only a very limited number of 
satellite measurements. The main difficulty is: 
where to place the peaks in the model spec­
trum for the evaluation of the spectra. Re­
cently we published a systematics of the KaL* 
satellite line energies [1]. Using the semiem- 
pirical formula given in the paper, one could 
determine quite realistic satellite energies for 
the starting values of the energies of the satel­
lite peaks.
Another help can be for getting better peak 
parameters is to make a systematics of the rel­
ative intensities of the satellite lines, and to 
correct the values got from the evaluating pro­
gram. So by using the combined systematics of 
the satellite energies and that of the intensities 
one can determine more realistic peak parame­
ters for these satellites, after several iteration.
A similar procedure is possible for the 
K ßU  satellite lines, but here one has to take 
into account the much more effective band 
structure of these lines.
[1] I. Török, T. Papp, S. Raman, Nucl. Instrum.
Meth. B150 (1999) 8.
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3.14 A ssessm en t o f  M  X -ray lin e energies o f  237N p  e m itte d  by 241 A m
G. Kalinka, M. Novák
In the course of a systematic investigation
[1] to accurately characterize the photon spec­
trum of 241 Am in the 2-130 keV energy range 
in order to use it for simultaneous energy, res­
olution and efficiency calibration of X-ray de­
tectors, we have observed significant deviation 
of the energy values of certain Np L and prac­
tically all M X-ray lines relative to literature 
data [2,3] on elemental 237Np.
Our experimental data was taken with two 
liquid nitrogen cooled Si(Li) detectors and one 
Peltier cooled Si SDD detector having energy 
resolutions between 145-160 eV, energy linear­
ity within ±  2 eV and each having been care­
fully characterized for their response in the en­
ergy range of interest beforehand. The 241 Am 
source used was a commercial thin a-type 
source, supposedly in the form of 241Am02 , de­
posited on a stainless steel backing. This had 
the advantage of simultaneously acquiring ac­
companying fluorescent X-ray lines from Cr, Fe 
and Ni which could serve as built in energy ref­
erences, but unfortunately Cr К lines masked 
the highest energy Np M -0 transitions.
While Np L X-ray lines from 241 Am are 
somewhat better studied, data on M X-rays 
are rather scarce [4]. Therefore spectra were 
first fitted using transitions identified during a 
high resolution crystal spectrometer measure­
ment of EPMA excited M-lines from 237NpC>2
[2] . Such fits using Lorentzian widths from 
[5,6] resulted in energies and Gaussian widths 
well in excess to [2,3], and our prior calibra­
tion values, respectively. In the next approach, 
therefore, experimental Gaussian width values 
were used, and for the three most intense tran­
sitions allowance was made for the presence of 
high energy satellite lines with parameters - 
for the sake of simplicity - identical to those 
of diagram lines. Results similar to the one in 
the figure, taken with a Si(Li) detector, were 
consistently obtained with other detectors too.
Satellites (distinguished by shading in the 
figure) have intensities ~ l /3  of corresponding
diagram lines and are shifted ~70 eV upwards, 
whereas diagram line energies are still ~9  eV 
up relative to [2], compared with ~24 eV be­
fore, without satellites. Note that contrary to 
intershell transitions, the L1L3 intrashell tran­
sition of Np showed neither energy shift, nor 
extra Gaussian widening larger then ~  ±2 eV 
each, therefore no need was for the inclusion of 
satellites, similar to neighbour Cr, Fe, and Ni 
К lines mentioned above.
2300 2800 3300 3800 4300 4800
Energy (eV)
Although the resolving power of the de­
tectors used, combined with the statistics ac­
quired has made it possible to unambiguously 
identify the presence of high energy satellites 
of the main Np M lines during the o-decay 
of 241 Am, more favourable experimental condi­
tion and theoretical explanation are necessary 
to get details of the physics behind.
[1] M. Novák, Diploma Thesis, Debrecen University,
2004
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4.1 C ontrib ution  o f  th e  IB A  grou p  to  th e  E U 5 M IC R O -X R F  project
Á.Z. K issh\  I. Uzonyih\  A. Simonh\  Z. Szikszaih\  G.Á. Szíkih\  Gy. Szabóh\  I. Gomez-Morilla9\
B. Vekemansa\  L. Vinczea\  G.W. Grime9\  R. Simonc\  J.-N. Audinote\  U. Wätjend\
A. Somogyib) and F. A dam s°)
The overall objective of the EU5 project 
was the development of synchrotron radia­
tion induced micro X-ray fluorescence analysis 
(MICRO-XRF) as an accurate and traceable 
elemental analysis on the microscopic level. 
The Ion Beam Analytical group of ATOMKI 
took part in this project for two years and con­
tributed to  four work packages from the seven. 
The most important results are summarised 
below.
W P3: H eterogeneity characterisa­
tion o f existing Certified Reference M a­
terials (CRMs). This part of the project 
dealt with experimental testing of four candi­
date Reference Materials with the objective to 
determine their micro-homogeneity and mini­
mum representative sample mass (MRSM) for 
the use in the corresponding certification re­
ports of these CRMs. Measurements were car­
ried out on four pelletized samples (BCR-176R 
incineration ash; BCR-277R estuarine sedi­
ment; BCR-280R lake sediment; BCR-320R 
canal sediment) at the scanning nuclear micro­
probe laboratory of ATOMKI. Besides deter­
mining MRSM-s, our measurements enlight­
ened the conceptual differences of the exist­
ing definitions for the minimum representative 
sample mass and urged the development of new 
models.
W P4: Feasibility stu d y  of reference 
m aterials. The goal of this work package was 
to select, produce and characterize standards 
in order to determine the sensitivity and the 
lateral resolution of the micro-XRF technique. 
Within the framework of this work package, 
depth profile and implanted dose of fluorine in 
implanted silicon samples were measured us­
ing the Proton Induced Gamma-ray Emission 
(PIGE) method. Our results show that PIGE 
can compete with Secondary Ion Mass Spec­
trometry (SIMS) in fluorine depth profiling. 
Furthermore, it is a non-destructive technique.
W P5: Intercomparison study of se­
lected materials. In W P5 the acceptability
of MICRO-XRF as a potential primary tool 
for microscopic trace elemental analysis was 
investigated. The ATOMKI IBA group ap­
plied Particle Induced X-ray Emission (PIXE) 
and Rutherford Back-scattering Spectrometry 
(RBS) techniques as independent methods in 
this interlaboratory study. Activities focused 
on determining the concentrations of ZnO de­
posited in the form of thin (1-10 nm) films on 
various substrates.
W P6: D evelopm ent of micro-PIXE  
as a quantitative m ethod. The ATOMKI- 
IBA Group and the University of Surrey took 
part in this work package, where an intercom­
parison study of quantitative PIXE analysis 
with high lateral resolution was implemented. 
Our aim was to investigate the traceability, ac­
curacy and reproducibility of protocols and ref­
erence materials for quantitative elemental mi­
croanalysis using probe beam techniques with 
a micrometer spatial resolution. The results of 
the intercomparison measurement with BCR 
glass demonstrated that, at least under con­
trolled conditions, the reproducibility and ac­
curacy of standardless PIXE analysis could be 
within 5%. We can conclude that this tech­
nique is a valuable tool for MICRO-XRF cali­
bration.
Co-operating institutions:
a) University of Antwerp, Department of Chemistry,
MiTAC, Antwerp-Wilrijk, Belgium;
a) European Synchrotron Radiation Facililty (ESRF),
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c) Forschungszentrum Karlsruhe (FZK), Group ISS,
Karlsruhe, Germany;
d) EC-JRC, Institute for Reference Materials and
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e) Laboratoire d ’Analyse des Matériaux (LAM) CRP-
GL, Luxemburg;
f) University of Southern Denmark, Odense M., Den­
mark;
g) University of Surrey, Dept, of Physics, Surrey, U.K.;
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4.2 C haracterisation  o f rough surfaces o f go ld  n an op artic le  film s 
w ith  R B S m icrobeam
A. Simon, Z. Kántora\  P. Heszlerb'c\  A. Csik, J. Ederthb\  A. Hoelb\  J. Kopniczkyb\
C.-G. Granqvistb)
Au nanoparticles exhibit excellent compat­
ibility with biomolecules and some distinct op­
tical properties. Their two popular features, 
the colour change upon aggregation and sur­
face plasmon resonance (SPR) enhancement, 
have been exploited in analytical chemistry 
and catalysis, biosensing platforms, and im­
munoassays. The preparation of monodisperse 
Au nanoparticles with improved electronic, op­
tical, and chemical properties is still an on­
going and formidable task as there are disad­
vantages of the thin film deposition techniques, 
such as: particulate deposition together with 
the thin film and uneven surface roughness 
even at the particulate-free areas of the thin 
film.
Our aim was to deduce the microstruc- 
tural details of a thin Au nanoparticle films by 
microbeam assisted Rutherford Backscattering 
Spectrometry. For this purpose, a new numer­
ical method has been developed for the de­
terministic calculation of the RBS spectra of 
solid surfaces with arbitrary 3D-structure, ele­
mental and isotopic distribution. An arbitrary 
cross section of a sample can be introduced into 
the RBS simulation software, which comprises 
an ideal tool for the calculation of how the geo­
metrical facts like surface roughness and gran­
ular nanostructure affect the RBS spectra. As 
a complementary technique, Atomic Force Mi­
croscopy (AFM) and Scanning Electron Mi­
croscopy (SEM) were also taken for studying 
the morphology of the nanocrystalline films.?. 
However, none of these two methods are sensi­
tive for the elemental composition.
Films of ultra-fine gold particles were pre­
pared onto Si substrate by advanced gas evapo­
ration and deposition technique. This method 
is designed for creating isolated nanocrystals 
and nanocrystal films with well-defined parti­
cle size distribution. These nanoparticles are of 
high purity, exhibiting very good crystallinity 
and a well-controlled and reproducible mean 
size. Different preparation conditions such as 
evaporation temperature and deposition time 
were applied resulting different film thickness 
and mean size of the Au nanoparticles.
Model structures of a dense gold thin film 
with surface roughness and homogeneously 
distributed contaminant and a nanoparticle 
thin film, with and without contaminants in 
the intergranular volume have been used for 
the simulation of the RBS spectra, by vary­
ing the roughness, lateral scale and particle 
size parameters, as well as the elemental com­
positions and contaminant densities. For the 
simulation of the measured samples the gold 
layer was considered to be 50 nm thick in 
average, the nanoparticle size was 10 nm with 
100 nm surface undulations and 4nm RMS of 
the height profile of the film.
We found that our simulation code could 
approximate the measured RBS spectra bet­
ter than the traditional RBS evaluation codes. 
Our result also showed that the RBS spectra 
of the studied gold nanolayers could be reli­
ably interpreted with the presence of a certain 
amount of water (or may be another material 
consisting of light elements) in the intergranu­
lar pores, in line with other experimental ob­
servations.
a) Department of Physics, University of Veszprém,
P.O. Box 158, H-8201 Veszprém, Hungary
b) Department of Engineering Sciences, The
Lngström Laboratory, Uppsala University, P.O.
Box 534, SE-75121 Uppsala, Sweden
c) Research Group of Laser Physics of the Hungarian
Academy of Sciences, Box 406, H-6701 Szeged,
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4 .3  D ia to m s and th e  n a n o tech n o lo g y
K. Tőkési, R.J. Bereczky, Gy. Lakatosa) and C. Cserháti^
During the last decade studies of interac­
tions between highly charged ions (HCI) and 
solid surfaces are at the center of interest 
which is partly stimulated by potential future 
technical application such as nanofabrication. 
The investigation of the interactions of highly 
charged ions with internal surfaces recently be­
come available due to the advances in the fab­
rication of micro- and nanocapillaries. These 
target materials offer the opportunity to ob­
serve “hollow atom” formation in free space. 
Hollow atoms are an exotic form of matter 
where the atomic charge cloud resides in shells 
with large diameters while the  core is virtually 
empty. In the past there has been an increasing 
amount of indirect evidence for the existence 
of this atomic state. Microcapillary transmis­
sion promises to provide direct evidence for the 
hollow atom formation for the  first time. Our 
earlier theoretical descriptions rely on metal­
lic microcapillaries which have proven to be 
quite successful in comparison with experimen­
tal data [1]. However, since very detailed mea­
surements have recently become available for 
insulator nanocapillaries, critical and precise 
tests of theory are only now being possible [2]. 
We note, th a t the theoretical description of 
the interaction between the HCI and insula­
tor nanocapillaries is far from being well un­
derstood. One of the key point of the experi­
mental investigations is the preparation of the 
nanocapillaries. In this work we propose an 
alternative way to prepare insulator nanocap­
illaries. We take an advantage of the nature 
that during the evolution the  cylindrical shape 
nanostructure was developed as a truss of di­
atoms [3]. The truss of the diatoms contains 
roughly 99 % SÍO2 and in some cases of di­
atoms it form almost ideal cylindrical shape. 
As an example Fig. 1 shows the scanning elec­
tron micrograph of the diatom. The size of the
holes in the truss are in the nanometer range 
(see Fig. la). On the basis of these properties 
the diatoms can be ideal candidate for insula­
tor nanocapillaries in our forthcoming experi­
ments.
Figure 1. Scanning electron micrograph of the 
diatom.
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4.4 D irect ob servation  o f th e  hydrogen peak in th e  en erg y  d istr ib u tio n  o f e lectron s  
backscattered  e la stica lly  from p o lyeth y len e
D. Varga, K. Tőkési, Z. Berényi J. Tóth, and L. Kövér
Observation of the hydrogen peak is ei­
ther challenging or impossible task for the con­
ventional electron spectrosopy. Hydrogen was 
observed earlier in electron scattering experi­
ments using transmission geometry and form- 
var film [1]. In this work we show an alter­
native way for the detection of hydrogen peak 
analyzing the spectra of elastically backscat­
tered electrons from polyethylene ((CH^n)- 
We take advantage of the fact that the elas­
tic peak from polyethylene split into carbon 
and hydrogen components. The energy of the 
elastically scattered electrons is shifted from 
the nominal values due to the energy transfer 
between the primary electron and the target 
atoms (recoil effect). Due to the motion of the 
scattering atoms, a broadering of the energy 
width of the spectra takes place.
Figure 1. Schematic view of the geometric config­
uration of the calculation.
We performed Monte Carlo simulation for 
2 keV electrons penetrated and elastically 
backscattered from polyethylene sample. In 
our calculations both the elastic and inelastic 
scattering events were taken into account. We 
further assume that the thermal motion of the 
target atoms follows the Maxwell-Boltzmann 
energy distribution. After each elastic scatter­
ing the recoil energy was calculated according 
to ref [2]. Fig. 1 shows the geometric con­
figuration used in the calculation. The initial
angle of incident beam (в) was 50°.
Fig. 2 shows the gray scale plot of the 
intensity of electrons backscattered elastically 
from polyethylene. The separation between 
the carbon and hydrogen peaks is clearly seen. 
Our results show that the multiple electron 
scattering causes only minor changes in the en­
ergy shifts and broadenings of elastic peaks. 
Moreover, our simulations are in good agree­
ment with our experimental observations [3].
Scattering angle, a  (deg.)
Figure 2. Gray scale plot (white: minimum in­
tensity, black: maximum intensity) of the elec­
tron intensity backscattered elastically from poly­
ethylene.
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4 .5  Effective en ergy  loss fu n ction  o f  silver derived  from  reflected  e lectron  energy  
loss sp ectra
Z. Zhanga\  Z. Dinga\  H. L ia\  K. Tőkési, D. Varga, and J. Tóth
The inelastic excitations of silver are stud­
ied both experimentally and theoretically. The 
effective energy loss function of silver was de­
rived from reflected electron energy loss spec­
tra  (REELS). The full width at half maximum 
of the elastic peak was in the 0.4-0.6 eV re­
gion using the ESA-31 home built spectrome­
ter based on a 180° hemispherical analyser [1] 
with 0.5 % energy resolution but with different 
retardation. The electron beam was produced 
by LEG 62 VG Microtech electron gun with 
tungsten filament. Prior to electron spectro­
scopic analysis, in-situ cleaning of the sample 
surface was performed Using 2 keV energy Ar+ 
ion sputtering.
Figure 1. Reflected electron energy loss spectra 
of 1 keV energy primary electrons, solid line: inci­
dence angle of the primary electron beam is 0° and 
the observation angle is 50°, dotted line: incidence 
angle of the primary electron beam is 50° and the 
observation angle is 0°.
The incidence angle of the primary elec­
tron beam were 0° and 50° while the angle of 
analysed beam were measured at 50° and 0° 
with respect to the surface normal of the sam­
ple, respectively. During measurements the 
vacuum was better than 2x l0-9 mbar. Fig 1. 
shows the typical measured electron spectra.
The effective energy loss functions (EELF) 
have been derived from these experiments in 
Hefei, China. Inelastic scattering cross sec­
tions obtained by the Tougaard’s deconvolu­
tion method [2] is similar to the extended Lan­
dau approach, but the latter is more sophisti­
cated. Therefore in our numerical simulation 
the extended Landau approach was used. The 
effective energy loss functions (EELF) have 
been derived from differential inverse inelastic 
mean free path as described in ref [3].
It has been revealed that the EELF is 
very close to the theoretical surface energy loss 
function in the lower energy loss region but 
gradually approaches the theoretical bulk en­
ergy loss function in the higher energy loss re­
gion for Ag. The simulated REELS spectra 
by Monte Carlo method based on the EELFs 
reproduced the experimental REELS spectra 
with considerable success.
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4.6 A ngular d istr ib u tion  o f e lectron s b ackscattered  e la stica lly  from  silver
K. Tőkési and D. Varga
The effect of the multiple electron scat­
tering to the spectra of elastically backscat­
tered electrons are studied theoretically for 
polycrystalline silver sample. The simulation 
is based on the Monte Carlo technique where 
both the elastic and inelastic scattering events 
were taken into account. In this work the par­
tial expansion method was used to describe 
differential and total cross sections for elastic 
scattering. Details of the elastic cross section 
calculations can be found in ref. [1].
Electron gun
Figure 1. Schematic view of the geometric config­
uration of the calculation.
Fig. 1 shows the geometric configuration 
used in the calculation. The initial angle of 
incident beam (0) was 68°. The angular dis­
tributions of the elastically scattered electrons 
were calculated at the xz (а-distribution) and 
the yz (/^-distribution) planes. The bin size 
in both angular direction was 4°. The Monte 
Carlo simulation was performed for 1 keV elec­
trons. Fig. 2 shows the angular distributions '  
of electrons backscattered elastically from sil­
ver sample. Fig. 2b shows that, depending 
on the geometrical condition, the partial yield 
(Ji (q)) of the elastically backscatted electrons 
to the total yield (1%(а)) can be very small.
ß (Deg.)
Figure 2. Angular distributions of elec­
trons backscattered elastically from silver sample. 
Dashed line: the electron suffers only one elastic 
scattering and escape from the sample (Д), dot­
ted line: the electron suffers two elastic scatterings 
and escape from the sample (/2), solid line: the ele- 
cron escape from the sample via elastic scatterings 
№ )•
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4 .7  E n ergy  loss o f  charged  p artic les at large d ista n ces  from  m eta l surfaces
K. Tőkési, X-M. Tonga\  C. Lemelli and J. Burgdorferi
We have presented a detailed investigation 
of the asymptotic form of the stopping power 
for charged particles moving parallel to a metal 
surface at large distances [1,2]. A compar­
ative study of the linear response employing 
the specular reflection model (SRM) and time- 
dependent density functional theory (TDDFT) 
shows dramatic differences. In the vicinity of 
the surface the SRM underestimates the stop­
ping power since it underestimates the local 
electron density that provides the drag force. 
At large distances, the roles are reversed. The 
TDDFT calculation for a jellium surface ne­
glecting lattice effects and coupling to phonons 
underestimates the stopping power. The latter 
originates from the vanishing (surface) plas- 
mon line width in the long-wavelength limit. 
Since the SRM contains the experimental line 
width on a phenomenological level, its asymp­
totic stopping power results in the correct 
power law ~  (distance)-3  and dominates over 
the TDDFT result ~  (distance)-4 . We have 
proposed a simple extension of the TDDFT 
description that remedies this deficiency [1]. 
While in the vicinity of the surface this new 
stopping power calculation gives values signif­
icantly larger than obtained by SRM, it con­
verges to the SRM in the asymptotic region 
above the surface.
As an application of our stopping power 
calculations we present the energy loss for a 
protons passing through an A1 microcapillary. 
The reason for this choice is that for small 
z differences between TDDFT and SRM are 
more pronounced. Note however, that inte­
grated energy loss is much larger and more eas­
ily measurable for highly charged ions. For the 
study of the problem of energy loss we have 
performed a classical trajectory Monte Carlo 
simulation with an ensemble of 5 x 106 pri­
mary trajectories. In our simulations a cap­
illary with a radius of 2360 a.u. and length 
L=30000 a.u. was used. F ig.l shows the en­
ergy loss probability for a 2.1 keV/amu H+ 
ions passing through an A1 microcapillary. The 
energy loss exceeding about 0.3 eV correspond­
ing to A E /E —0.014 % should be experimen­
tally observable. We note that with increasing 
projectile charge the maximum reachable en­
ergy loss for TDDFT approach to the value 
obtain with SRM.
Figure 1. Energy loss probability for a 2.1 
keV/amu H+ ions passing through an A1 micro­
capillary.
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4.8 E lectron  d en sity  profile in m u ltilayer sy stem s
K. Tőkési, A. Sulyoka\  and M. Menyhárda)
Electron energy loss spectroscopy (EELS) 
has been used extensively to study the mul­
tilayer systems, where the thickness of layers 
are in the nanometer range. These studies has 
received considerable attention because of its 
technological interest, for example in the nan­
otechnology. On the most fundamental level, 
its importance is derived from the basic physics 
that is involved.
z (a.u.)
Figure 1. Electron density profile in LDA ap­
proximation. The vacuum-solid interface is at 
z = 0. Half-infinite samples; solid line: profile for 
r 3=1.997, dotted line: profile for rs=1.642, dashed 
line: profile for 5 Á coverage of rs =1.642 on the 
substrate described by r s=1.997, dash-dotted line: 
profile for 10 Á coverage of r s=1.642 on the sub­
strate described by r„=1.997, dash-double-dotted 
line: profile for 15 Á coverage of r ,=1.642 on the 
substrate described by r  .,=1.997.
One key quantities of interest is the response 
of a many-body system to an external pertur­
bation: How act and how modify the interface 
between the solid-solid or solid-vacuum the ex­
citations in the solid and in the vicinity of the 
interfaces. In this work, as a starting point of 
such investigations we calculated the electron 
density profile for multilayer systems. Our 
approach employs the time-dependent density 
functional theory (TDDFT), that is, the so­
lution of a time-dependent Schrödinger equa­
tion in which the potential and forces are de­
termined selfconsistently from the dynamics 
governed by the Schrödinger equation. We 
treat the problem in TDDFT at the level of 
the local-density approximation (LDA). Later, 
the comparison of experimentally obtained loss 
functions and the theory, based on our TDDFT 
calculations can provide deeper understanding 
of surface physics. We performed the calcula­
tions for half-infinite samples characterized by 
ту.=1.642 and r s=1.997. We also performed the 
calculations for double layer systems. The sub­
strate was characterized by ту=1.997 and the 
coverage by r , =1.642. Fig. 1. shows the ob­
tained electron density profile in LDA approx­
imation. Because of the sharp cutoff of elec­
tronic wave vectors at the Fermi surface, the 
densities in the interior exhibit slowly decaying 
Friedel oscillations. To highlight the Friedel- 
oscillation we enlarged the electron density 
profile in Fig. la. and Fig. lb.
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4.9 Investigation  o f  charge co llec tio n  in a S ilicon  P IN  p h o to d io d e
A. Simon, G. Kalinka
Ion Beam Induced Charge (IBIC) imag­
ing with a 2 MeV He+ microbeam has been 
used to investigate spectroscopic features and 
charge transport properties of a Hamamatsu 
S1223 silicon PIN photodiode. Pulse height 
spectra were collected with high lateral reso­
lution at different reverse bias values between 
О V and -100 V. Pulse height maps and me­
dian energy maps were generated to observe 
the spatial variations of charge collection prop­
erties. Absolute charge collection efficiency 
(CCE) was calculated along a line including 
the edge structure of the photodiode.
The central sensitive area of the pin diode 
was found to be very homogeneous without any 
incomplete charge collection regions, which is 
of great importance for the applications of pin 
diodes for radiation spectroscopy. The ab­
solute charge collection efficiency profile cal­
culated through a line shows a broad plateau 
close to 94 % CCE and an exponential decrease 
where the electric field is absent. However, low 
energy satellite peaks and other structures in 
the spectra were found. For the identification 
of their origin a narrow, 50 gm  wide boundary 
region was selected which comprised a narrow 
7.5 fim  wide strip of the central region, a 18 
pm wide edge protection region next to it and 
a 24 pm wide strip from the outermost pro­
tection ring. Spectra at different biases taken 
here are shown in the figure.
At zero bias there is only one peak at 
about 2000 keV. These counts originate from 
the central region, where CCE is close to 100 
%. To the left of this peak two “truncated 
shelf’ regions are seen, separated by a valley 
with a tiny peak sitting in it. With increasing 
bias these structures shift to  the right (higher 
amplitudes), their “widths” shrink and begin­
ning from the right (highest energy) side they 
steadily transform into peaks (above 10 V and 
60 V for the right and left shelf regions, re­
spectively) . This behaviour can be understood 
by the particular edge protection structure of 
the device. By increasing the bias the deple­
tion region extends not only in-depth, but lat­
erally, too. First, it reaches a narrower and 
thinner protection layer region, then a wider 
and thicker one. A thinner coverage and the 
existence of a depleted region results in higher 
amplitude, while a thicker coverage and/or an 
undepleted region below it with incomplete 
charge collection gives lower amplitude. For 
further details see [1].
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We can conclude that satellite peaks origi­
nate from volumes beneath the different layers 
of the photodiode at the edge and gold bond­
ing pad due to energy loss in edge protecting 
surface coverages, contact metallisation and in­
complete charge collection in the near surface 
and undepleted regions. The energy shift de­
pends on the thickness and chemical composi­
tion of the layer structure.
In overall we have found that the CCE is 
good over the bulk of the device, but for spec­
troscopic purpose we recommend to use a col­
limator, which uncovers only the region where 
the p-doping is uniform. This way the edge 
effects can be effectively filtered out, thus the 
spectroscopic performance of the photodiode 
will significantly improve.
[1] A. Simon and G. Kalinka, accepted for publication 
in Nuclear Instruments and Methods in Physics 
Research В
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4.10 H igh  sp atia l reso lu tion  m easurem ent o f  d ep th -o f-in teraction  o f a P E T  LSO  
crysta l
A. Simon, L. Balkaya\  G. Kalinka, A. Kerekb\  D. Novák, A. Sipos, J. Végh, L. Tróna\  J. Molnár
A new type of experimental technique to 
investigate the depth-of-interaction (DOI) de­
pendence in small scintillator elements de­
signed for high-resolution animal PET [1] has 
been introduced at our institute, recently. 
A lutetium oxyorthosilicate (LSO) crystal 
(2x 2x 10 mm3) was irradiated with a highly 
focused 2 MeV He+ beam at the ATOMKI 
nuclear microprobe laboratory. Pulse height 
spectra from a photomultiplier (PMT) at­
tached to one end of the LSO crystal were 
collected in list mode. Sequential scans of 
1000x 1000 pm2 areas along the 10 mm long 
crystal were made to get high lateral resolu­
tion images of pulse height spectra at differ­
ent distances from the window of the PMT. 
A mean pulse height algorithm was applied to 
each pixel to generate two dimensional inten­
sity images and the corresponding spectra of 
100 p m x l mm areas.
Representative pulse height spectra are 
shown in Fig. 1 for different distances between 
the position of irradiation and the PMT. The 
mean value of the pulse height spectrum de­
scribing the position of the full energy peak 
is a way to measure DOI effects. It is seen 
that the closer the DOI to the PMT-end of the 
crystal the higher the energy of the peak. The 
centre of the detected peak varies about 30 % 
along the lateral side of the crystal. This effect 
is due to the increasing number of reflections 
with associated loss of light when the distance 
between the DOI position and the light col­
lecting PMT grows. Further these results, no* 
difference in the light intensity was found de­
pending on which position across (perpendicu­
lar to the length of) the crystal was irradiated 
with the microbeam.
The obtained results of the overall DOI de­
pendence confirm previous measurements on 
LSO crystals with similar geometry and wrap­
ping but based on collimated gamma-ray irra­
diation. Since the present experimental setup 
allows obtaining data with several orders of 
magnitude better spatial resolution (from pm 
up to mm) than with collimated gamma-beam, 
the method can be applied for variety of prob­
lems where high spatial resolution is required. 
By varying the beam energy the penetration 
depth of the ions can be changed giving the 
opportunity for the real 3D light collection 
mapping. A further advantage of using an 
ion beam is the absence of Compton-scattering 
contribution to the spectrum.
Figure 1. Pulse height spectra as a function of 
distance from the PMT. This distance corresponds 
to the depth-of-interaction.
This work was presented at the IWORID 
04 conference and accepted for publication in 
Nuclear Instruments and Methods in Physics 
Research A.
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4.11 P h a se  stru ctu re  o f  layered su p ercon d u ctors
I. Nándori, К. Sailer a\  K. Vad, S. Mészáros, J. Hakl
Performing current transport measure­
ments on high transition temperature super­
conductor (HTSC) materials it is possible to 
study experimentally vortex properties and 
critical behaviour of layered systems. Recent 
measurements of the prim ary and secondary 
voltages in B^SV ^CaC^O s (BSCCO) single 
crystals in zero magnetic field using a multi­
contact ’DC flux transformer’ configuration 
show a new qualitative picture of vortex phase 
diagram [1]. The onset of the secondary volt­
age is associated with the critical temperature 
Tci where vortex loops s ta rt to be unbound. 
The first peak of the secondary voltage defines 
the 3D/2D phase transition temperature where 
the primary and secondary voltages start to 
differ from each other.
Figure 1. Primary and secondary voltages mea­
sured on the opposite surfaces of a BSCCO single 
crystal. The dashed line is the result of the RG 
analysis of Ref. [2].
This can be mapped onto the layered sine- 
Gordon model (LSG), which has the following 
Lagrangian in case of two layers where ф\, ф2  
are one-component scalar fields belonging to 
them
L =  \[ {дф1?  +  {дф2)2] +  ^ ( ф 1 - ф 2 ?
+ E
n,m L
+ Vnm
unm cos{nßß\) cos(mßß2 ) 
sin(n/?0i) sin(m/3<^2) • ( 1 )
Here the second term describes the interaction 
of the layers. We propose a theoretical study 
of the critical behaviour of the layered LSG 
model using the Wegner-Houghton renormal­
ization group (WH-RG) method [3] in order to 
treat the length-scale dependence of vortex in­
teractions. The WH-RG equation has been de­
rived in the local potential approximation. For 
2D the well-known evolution equations for the 
coupling constants of the LSG model obtained 
in the dilute gas approximation [2] are recov­
ered by means of the linearised WH-RG equa­
tions. Our approach offers a general scheme 
to go beyond the dilute gas approximation by 
solving the WH-RG for the LSG model numer­
ically which is in progress.
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Above Tc the experimental data disagree 
with the theory as it is shown in Fig. 1. A 
possible reason for the disagreement is the di­
lute gas approximation used in the theoreti­
cal RG analysis. By the modification of the 
RG analysis [2] using other RG approaches
[3] one may go beyond the results of dilute 
gas approximation. One of the commonly ac­
cepted models to describe the phase structure 
of HTSC materials is the layered XY model.
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4.12 S tu d y  o f m agn etoresistan ce  o f Euo.8Sr0.2Co03
J. Hakl, S. Mészáros, К. Vad, P.F. de Chátel, Z. Németha\  Z. Homonnaya\  A. Vértes a\  
Z. Klencsárb\  E. Kuzmannb\  K. Kellnerc\  G. Gritzner0'*
Following the discovery of the effect of 
colossal negative magnetoresistance (CMR) in 
doped manganite perovskites, a search for ma­
terials showing similar anomalous effects was 
started. Various transition metal compounds 
with different composition and crystal struc­
ture were also found to show large magnetore­
sistance effect.
Among these, the perovskite cobalt oxides 
Ьп1_хВхСоОз (Ln: lanthanides B: alkaline- 
earth metal) show a couple of unic properties 
as the spin-state transitions or the ’glassy fer­
romagnetism’ in Lai_xSrxCoC>3 [1]. In essence, 
the system evolves with Sr doping from a spin- 
glass or cluster-glass like phase to a ferromag­
netic like state. In parallel the compounds be­
come metallic. The phase boundary lies in the 
Vicinity of Xcrit ^ 0.2.
Room temperature MR effect was observed 
in few cobalt perovskite compound samples 
close to the critical composition range. How­
ever, neither the experimental nor the theoret­
ical background of the latter phenomenon is 
known in all details.
In order to gain further insight into the 
magnetic and electronic nature of cobaltites at 
the phase boundary, Euo.sSro^CoOs was pre­
pared and investigated by ac magnetic suscep­
tibility, high field dc magnetization and mag­
netotransport measurements.
The results of magnetic measurements re­
vealed ferromagnetic-paramagnetic transition 
at 133 K, and clear traces of glassy magnetic 
freezing at lower temperatures. These phe­
nomena are explained by the formation and 
subsequent freezing of ferromagnetic clusters, 
which effect can be attributed to the sponta­
neous electronic phase segregation. The results 
of magnetotransport measurements are consis­
tent with the magnetic data. The tempera­
ture dependence of the zero field resistivity is
on the borderline of the metal-insulator transi­
tion with inflection points at 200 К and 100 K. 
At 200 К the relative reduction of the resistiv­
ity can be attributed to the reduction of spin- 
disorder scattering, which in turn is ascribed to 
the presence of short-range ferromagnetic fluc­
tuations within the clusters up to 200 K. The 
MR ratio correspondingly starts to increase at 
200 K.
In conclusion, we have strong evidence 
for magnetic cluster formation and cluster 
freezing in Euo.sSro^CoOs. In contrast to 
Lao.8Sro.2Co03  the two effects are well sepa­
rable, but the underlying magnetic behaviour 
shows analogous character.
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4 .13  Form ation  o f n a n ocrysta llin e  stru ctu re  o f  T aSi2 film s on  silicon
S. I. Sidorenko a\  Yu.N.Makogona\  D.L.Bekeb\  A.Csik, S.N.Duba\  E.P.Pavlovaa\  O.V.Zelenina)
An increasing interest in nanocrystalline 
materials has been revealed in the last decade, 
due to their potential, based on the possibil­
ity to control the structure at an atomic level, 
to replace traditional materials in many ap­
plications. Such a fine control allows tailoring 
the material with the optimum desired proper­
ties in magnetic, optical and catalytic applica­
tions. Regarding the mechanical parameters, 
fascinating properties can be reached, such as 
superplastic deformation behavior and super 
high hardness (over 50 GPa). One of the most 
interesting points in the super-hard materials 
is the possibility to simultaneously obtain very 
high fracture toughness values, by producing a 
structure of nanocrystalline grains embedded 
into an amorphous matrix [1]. The purpose of 
this work was to investigate the structure of 
the nanocrystalline TaSi2 film sputtered onto 
the silicon substrate: results on the effect of 
the deposition rate, the annealing conditions 
and the contamination by О and C.
Thin films with thickness of 1000 nm were 
prepared by magnetron sputtering from a 
TaSi2 target. Films were deposited on sili­
con substrate with two deposition rates: 0.2 
nm/sec and 1 nm/sec. Samples were heat- 
treated in vacuum at 2,6-10-3 Pa in the tem­
perature range of 270 to 1270 К for one hour. 
For the identification of phases the X-ray dif­
fraction method was used allowing also to 
receive information integrated over the film 
thickness. The atomic distributions of Та, Si, 
О and C elements in depth after annealing 
were investigated using Auger electron spec­
troscopy (AES) and secondary ion mass spec­
troscopy (SIMS). Changes of the structure of 
the as-received and annealed TaSi2 films were
investigated by cross-sectional transmission 
electron microscopy (XTEM). As revealed, the 
decrease of the deposition rate leads to an in­
crease of the amount of О and C impurities 
and this contamination cause the formation of 
an amorphous phase in deposited films. Upon 
annealing, the amorphous structure crystal­
lizes into a mixture of disilicide and polysilicide 
(i.e., TaSi2 and TasSÍ3, respectively). After an­
nealing at 970 K, in film produced at the 0.2 
nm/sec deposition rate, there is a formation of 
nanocrystalline structure with grain size of 10 
nm. The formation of nanocrystalline struc­
ture drastically changed the mechanical prop­
erties of the film. The nanohardness and elas­
tic modulus increased significantly and the film 
became brittle and overstressed.
In films deposited by 1 nm/sec rate both 
the basic Ta-disilicide and amorphous phase 
were observed. After annealing the amor­
phous phase near Si-substrate coexists with 
column-shape grains of Ta-disilicide of 150x500 
nm size and the annealed thin film became 
nonuniform in thickness. At the same time the 
nanohardness and elastic modulus have been 
increased. With increasing the annealing tem­
perature the resistivity of the film practically 
did not change. This is connected with the in­
significant increase of the amount of the TaSi2 
phase.
a) National Technical University of Ukraine, prospect
Peremogy 37, Kiev, Ukraine
b) Dept, of Solid State Physics, Univ. of Debrecen
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4 .14  S tim u lated  stru ctu ra l transform ations in am orphous sem icon d u ctor  
m ultilayers
A. Csik, D.L. Bekea\  S. Kökényesig, G.A. Langera\  I.A. Szabód
The nano-scale technologies provide new 
possibilities of creating materials and devices 
with peculiar characteristics for micro- and op­
toelectronics. Stability of nanostructured sys­
tems strongly depends on the interdiffusion 
processes, which in turn can be used for solid- 
state synthesis of multicomponent materials, 
optical recording [1]. Amorphous multilayers 
(AML) are attractive for these purposes be­
cause of the rather simple technology and mod­
eling of physical processes, but the explanation 
of some physical effects, for example quantum 
confinement, blue shift of the absorption edge, 
diffusion on nano-scale are rather indefinite up 
today [2]. Stimulated intermixing depends on 
the temperature and the intensity of illumi­
nation, which also can heat up the layer. A 
model of surface relief formation due to the 
interdiffusion and the influence of illumination 
intensity on the amplitude recording process in 
three typical AMLs was discussed in this work.
Amorphous a-Se/As2S3, As6Scq4/ SegoTc2o 
multilayers with total thickness up to 0.8-2.0 
/um and modulation period A=5-8 nm were 
deposited by thermal evaporation in vacuum 
onto sapphire or quartz substrate. Si/Ge AML 
with a total thickness up to 0.1-0.3 /.mi and 
modulation periods A=4-6 nm were prepared 
by DC magnetron deposition onto the same 
type of substrate. Small Angle X-Ray Diffrac­
tion (SAXRD) was used to investigate the pe­
riodicity and the quality of interfaces. SAXRD 
method was also used for the investigations of 
interdiffusion taking place during heat treat-?, 
ments and illumination. In situ monitoring of 
the change of the optical transmission with il­
lumination time was performed.
Blue-shift of optical absorption edge 
ДЕд=0.06-0.08 eV related to the absorption
edge in homogeneous, 0.1-1.0 pm thick lay­
ers (the reference state was a layer, having the 
same composition as the ’’well” layers) was ob­
served in all AMLs. Furthermore it is expected 
that with decreasing thickness of the ’’valley” 
layers, and/or with the appearance and growth 
of transition layers of mixed composition dur­
ing interdiffusion, further AES shift (0.05-f-0.1 
eV) and further bleaching of the AML will 
be observed. Photo-induced changes of opti­
cal transmission r  were not observed in homo­
geneous a-Si, a-Ge, SegoTe2o layers at T>290 
K, but small photo-darkening ( r / r o<10%) was 
observed at 293 К in a-Se, AseSeg4 layers. 
The last fact is in accordance with the known 
photo-induced changes in As-Se system, which 
are due to the peculiar bonding configurations 
of chalcogen bridge atoms in all chalcogenide 
glasses. In а-Si/Ge system the bleaching disap­
pears below 170 К even at the maximum value 
of P used (30 W /cm 3) but photo-darkening 
does not appears. It means that photo-induced 
structural transformations are not essential in 
Si/Ge AML, but the changes of optical pa­
rameters can be stimulated, as well as in all 
AMLs due to the activation of interdiffusion 
processes by heating. Our experiments sup­
port the model of two possible components of 
stimulated structural transformations due to 
the interdiffusion in investigated AMLs: the 
pure photo-stimulated and the thermally stim­
ulated one.
a) Dept, of Solid State Physics, Univ. of Debrecen
b) Dept, of Experimental Physics, Univ. of Debrecen
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4 .15  R am an and X -ra y  d iffraction  s tu d ies  o f  n an om etric
A.V. Gomonnaia\  Yu. M. Azhniuka\  Yu. M. Vysochanskiib\  A.A . Kikineshib,c\  M. Kis-Varga, 
L. Daróczyc\  I.P. Pritsb) and I.M. Voynarovychb)
The last decade of the previous century 
gave rise to a keen interest in the studies 
of semiconductor microcrytals whose specific 
properties, resulting from the spatial confine­
ment of charge carriers, have determined a 
wide variety of promising application possibil­
ities. Semiconductors of the БпгРгЗб family 
have become an object of extensive theoreti­
cal and experimental interest in view of phase 
transitions and polycritical phenomena ob­
served under variations of temperature, pres­
sure and mixed crystal composition. ЭпгРгЗб 
crystals at ambient pressure undergo a second- 
order structural transition from ferroelectric 
(Pn) to paraelectric (P 2 \/n ) phase at 337 К 
which was studied by various methods for good 
quality bulk single crystals. In ЭпгРгЭб ce­
ramics with grain size below 1 pm a decrease 
of the phase transition temperature by 12 К 
with respect to the bulk sample was observed 
by dielectric measurements.
We studied micro- and nanocrystalline 
Sn2P 2Sß samples by Raman spectroscopy. The 
crystals grown by chemical transport were 
milled in a stainless steel ball-mill under vac­
uum for increasing time periods (5, 25, 50 
and 75 h) to obtain crystallite sizes down 
to the nanometer range. The grain size re­
duction was followed by measuring the XRD 
spectra of powders as seen on Fig. 1. The 
curves confirm that the Sn2P 2S6 lattice struc­
ture is preserved for the nanocrystalline sam­
ples. Our Raman scattering studies [1] of the 
nanocrystalline powders and powder-based ce­
ramic samples have shown the general resem­
blance of the spectra to those of similar bulk 
crystals, but with some additional features, 
specific for the Raman spectra of the finest 
powder fractions. Namely, the observed slight 
downward shift and considerable broadening of 
the intense peak at 381 cm-1 , corresponding 
to the P-P bond vibration of the (РгЭб)4- an­
ions, with the average grain size decrease, is 
explained by the increasing role of the surface 
phonons due to the high suface-to-volume ra­
tio in nanocrystals. The contribution of the 
confinement-related selection rules relaxation 
in the observed effect was also discussed. An 
additional band at 406 cm-1 , revealed only for 
the finest powder fractions, is related to the 
partial substitution of sulfur in (P2S6)4- an­
ions by oxygen at the nanocrystal surface.
*
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Figure 1. XRD patterns of ball-milled БпгРгйб 
powders.
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4.16 Surface ex c ita tio n  correction  o f th e  in e la stic  m ean free p a th  (IM F P ) o f  e lec­
tron s d eterm in ed  by E P E S  exp erim en ts
G. Gergelyt, M. Menyhárda\  S. Gurbána\  J. Tóth and D. Varga
The IMFP of electrons [1] was determined 
by EPES [2] on Si, Ag, Ni, Cu and Au sample 
pairs using them also as reference materials. 
The experiements (elastic peak area measure­
ments) were made by a home-built HSA (hemi­
spherical analyser) based electron spectrome­
ter with high energy resolution [3]. For the 
evaluation of experiments Monte Carlo simu­
lation was applied which based on a new soft­
ware package EPES WIN of Jablonski and the 
TPP-2M IMFP data of Tanuma. IMFPs de­
duced from EPES experiments without cor­
rection are different from calculated data of 
Tanuma [1]. The difference was attributed to 
surface excitation (SEP). Parameters of Chen
[4] were applied for correcting the integrated 
elastic peak ratios of the sample pairs. Ex­
periments covered the 0.2—2 keV energy range 
using the ESA 31 HSA (ATOMKI) [3] and 
DESA 100 (Staib) spectrometers [5]. The cor­
rection factors were determined by a trial and 
error procedure. For every sample pair the cor­
rection of IMFPs reduced the deviations from 
Tanuma’s data, but perfect correction was not 
achieved. The same was found on the experi­
mental elastic peak ratios and their MC simu­
lation. Jabloriski’s EPESWIN software [6] re­
sulted in better agreement with experiments 
than previous approach [5].
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4.17  Surface e x c ita t io n  correction  o f  e lectron  IM F P  o f se lec ted  p olym ers
G. Gergelya\  G.T. Orosza\  B. Lesiakb\  A. Jablonskib\  J. Tóth and D. Varga
The IMFP [1] of selected polymers: poly­
thiophenes, polyanilines, polyethylene (PE) [2] 
was determined by EPES [3] experiments, us­
ing Si, Ge and Ag (for PE) reference samples. 
Experiments were evaluated by Monte Carlo 
(MC) simulations [1] applying the NIST 64 
(1996 and 2002) databases and IMFP data of 
Tanuma and Gries [1]. The integrated exper­
imental elastic peak ratios of sample and ref­
erence are different from those calculated by 
Monte Carlo (MC) simulation [1]. The differ­
ence was attributed to the difference of surface 
excitation parameters (SEP) [4] of the sam­
ple and reference. The SEP parameters of the 
reference samples were taken from Chen and 
Werner. A new procedure was developed for 
experimental determination of the SEP para­
meters of polymer samples. It is a trial and 
error method for optimising the SEP correc­
tion of the IMFP and the  correction of ex­
perimental elastic peak ratio  [4]. Experiments 
made with a HSA spectrometer [5] covered the 
E =  0.2—2 keV energy range. The improve­
ments with SEP correction appears in reduc­
ing the difference between the corrected and 
MC calculated IMFPs, assuming Gries and 
Tanuma’s et al IMFPs [1] for polymers and 
standard respectively. The experimental peak 
areas were corrected for the  hydrogen peak. 
For the direct detection of hydrogen see Ref. 
[6] and [7]. Results obtained with the different 
NIST 64 databases and atomic potentials [8] 
are presented.
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4.18 E lectron  IM F P s d eterm in ed  by X P S  u sin g  different en erg y  X -ray ex c ita tio n s
J. Tóth, I. Csemy, L. Kövér, D. Varga
In this study a combination of a home built 
conventional XPS X-ray source with a spe­
cially designed “hard” X-ray source for the ex­
citation of Auger lines of the few keV energy 
range is presented including the main charac­
teristics of the two X-ray tubes.
The home built XPS-XAES-REELS instru­
ment (ESA-31) [1] equipped with different X- 
ray sources [2] (Al, Mg, Cu, Mo) has been used 
for studying different polycrystalline materials: 
Au, Ag and Cu.
Assuming that the photo ionisation cross 
sections and the detecting efficiency correction 
factors are known, the energy dependence of 
the ratios of the respective inelastic mean free 
paths can be determined in the high energy 
range using various energy (e.g. Cu, Mo) X- 
rays for excitation. The energy dependences 
of the IMFP determined by EPES and XPS 
are compared.
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5.1 T h e  T isza-p roject - challenges a n d  p ersp ectiv es
Zs. Szántó, É. Svingor, S.A. Nagya\  I. Futó, L. Palcsu, Á. Eleka\  D. Fürja\  M. Molnár, L. Rinyu
In the recent years, the Tisza river basin 
has come to the forefront of international at­
tention due to a sequence of major flood events 
and environmental disasters with the Baia 
Mare cyanide spill leading the headlines. Al­
though accidental pollution has usually higher 
publicity, the permanent pollution of the River 
Tisza is the main determining factor of the wa­
ter quality in the long run. Permanent pollu­
tion originates on the one hand from indus­
trial activities, where mainly inorganic micro­
contaminants are released to the water. On 
the other hand, it derives from agricultural ac­
tivities and municipal sewage discharges. The 
use of fertilizers and pesticides in agriculture 
may contribute to a significant nutrient and 
chemical load in the Tisza and its tributaries 
while sewage discharges from settlements and 
animal husbandry influence the organic m atter 
content and the bacteriological characteristics 
of the water.
The goal of the running national project 
is to provide scientific foundation of the hy- 
droecological state assessing, monitoring and 
databank organising program of River Tisza 
and Upper Tisza-Region. The main objective 
of the project is to help saving the water re­
sources and ecological values with the help of 
integrated catchment management tools and 
to secure the sustainable use of the resources 
of the Tisza River Basin.
In the second phase of this project the task 
of our laboratory was the investigation of the 
origin and mixing of water in the catchment 
area of upper Tisza and its tributaries. Water 
samples were obtained to capture ’’snapshots” 
of present site-specific hydrological status. The 
sampling sites along the Tisza river show more 
or less the same characteristics with similar an­
ion and cation concentrations. Differences in 
sulphate, chloride, calcium or sodium content 
were typical for the m ajor tributaries which 
have bigger catchment area and originating 
farer from the sampling points.
The ICP measurements show minor heavy 
metal pollution (especially in Szamos tribu­
tary) but all the values were under the accept­
able limits.
Secondly, tritium (3H) and stable isotope 
ratios (ÍD, J180 , £15N, <513C) were measured 
in water samples taken from the catchment 
area. The d180  values of the water samples 
taken along the Tisza river plotted nicely on 
the GMWL and even on the LMWL. The dif­
ferences that we observed were in all cases re­
lated to the Tisza tributaries: the Belfő chan­
nel, the Lónyai channel and Kraszna river. All 
the data value recorded in case of these trib­
utaries plotted below the GMWL because of 
their small catchment area and their faster 
reaction to snowfall or winter rainfall that is 
characterized by a more negative delta value. 
In small drainage systems where surface run­
off from recent precipitation is the main source 
of flow, ő180  of the water is equal to that of the 
local precipitation. The Tisza river transport­
ing water over large distances there is not sen­
sitive to local precipitation or overland runoff 
influences. No difference between summer and 
winter tritium concentration values was found. 
The bigger tributaries with an extended catch­
ment area show a slow transition between sum­
mer and winter tritium data and entering into 
the Tisza river slightly modify (function of 
their debit) the measured tritium concentra­
tion. The lower tritium concentration values of 
the two channels support the conclusion drawn 
from the stable isotope results: the water used 
for communal purposes originates from old, 
deep subsurface water body and fed the Lónyai 
and Belfő channels.
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5.2 R adiocarbon  d a tin g  of th e  first Turkish bridge over th e  R iver  T isza
Zs. Szántó, M. Molnár, R. Kertésza\  A. Morgós b\  I. Futó, É. Svingor, L. Rinyu, L. Palcsu
Situated at the junction of the Tisza and 
Zagyva rivers, the territory of the present- 
day Szolnok town has been nearly continu­
ously inhabited since the beginning of the Ne­
olithic age. Gravures and other written docu­
ments attested the presence of bridge(s) over 
the River Tisza during the centuries. The first 
bridges were mentioned in 1526 as temporary 
pontoon bridges used for the needs of the Turk­
ish army.
The remainings of an old bridge on the 
River Tisza were discovered last summer in ex­
cavations of the river bank at Szolnok. It was 
supposed that the remainings found were prob­
ably part of the bridge built in 1562, the first 
wooden bridge over the River Tisza mentioned 
in the letter of bishop of town Eger [1] but 
could also been parts of a bridge built much 
later.
Although the mineral water and sodium 
silicate have penetrated the wood logs result­
ing in though blackish-brown and hardened 
by petrifaction samples, the original charac­
ter of the pylons was still evident. Six tim­
bers (7 samples) have been radiocarbon dated. 
Samples were physically and chemically pre­
treated to remove contamination before they 
were converted to CO2. In order to avoid the 
’’old wood” effect, in which the inner tree rings 
may be tenths of years older than the outer 
ring of sapwood deposited just before the tree 
died the exterior was removed. Physical treat­
ments consisted of cleaning, sorting, grinding 
and sieving. Chemical treatment included the 
standard A /A /A  method. The pre-treated 
samples were combusted to CO2 in a controlled 
oxygen stream. The purified CO2 was trapped 
and measured by gas proportional counting [2]. 
Correction for fractionation was done by mea­
suring the S13CpDB value. Calibration of 14C 
dates to calendar years was performed using 
the Calib 4.4.2 program [3].
The results showed the wood sample pre­
pared by A /A /A  contained contaminants of 
more recent carbon material which gave it 
a more recent date and spread the results 
over four centuries. In order to avoid humic 
acids, as well as lignin alpha-cellulose was ex­
tracted from the wood samples by bleaching 
with NaC102 solution under acidic condition. 
Alpha-cellulose was separated finally by wash­
ing the residue with NaOH and dried. Us­
ing alpha-cellulose for dating the estimation 
of the extent to which the formation of the 
wood predated the archaeological event of in­
terest became more precise due to the fact that 
exchange with the reservoir ceases at cellulose 
formation.
Dating alpha-cellulose two different time 
periods were obtained: the first period (1505- 
1595 AD and 1612-1673 AD, respectively) 
coincides with the Turkish occupation pe­
riod, while the second interval (1733-1813 AD) 
proved the existence of another bridge from the 
18th century. The dendrochronological data 
(1558-1565 AD) [3] confirmed the assumed cal­
endar time span, the archaeological excavation 
revealing without doubt the proof of the first 
wooden bridge over the River Tisza.
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5.3 A p p lication  o f  S a fety  A ssessm en t M eth od o log ies to  LILW  R ep ository  
in  H ungary
Zs. Szántó, К. Bérczia\  P. Ormaib\  L. Juhászc)
Existing repositories for low and interme­
diate level radioactive waste in many coun­
tries do not fully comply with current regula­
tions and internationally accepted standards, 
raising the questions whether action to up­
grade safety of these facilities is required and, 
if so, which corrective measures are necessary 
to achieve long-term safety. Answering these 
questions requires a systematic safety assess­
ment, for which the IAEA provides guidance 
within the research projects ISAM and its suc­
cessor ASAM, directed a t the practical appli­
cation of the methodology developed within 
ISAM. A typical example of such a facility is 
the Püspökszilágy Radioactive Waste Treat­
ment and Disposal Facility which, therefore, 
has been chosen as a test case for the ongoing 
ASAM project.
From the results of the safety analysis con­
ducted for the Püspökszilágy facility it can be 
concluded that the present operation and the 
safety up to  the end of the passive institutional 
control period is properly guaranteed. The fa­
cility as a whole is suitable for safe disposal of 
low and intermediate level short-lived wastes. 
Beyond the passive institutional control pe­
riod, however, inadvertent human intrusion - 
or any other scenario resulting in surfacing of 
waste after deterioration of concrete barriers - 
could result in exceeding both, the dose con­
straint and the dose limit. This is mainly due 
to the significant amount of long lived radionu­
clides already disposed of (14C, 226Ra, 232Th, 
234U, 235U, 238U, 239Pu and 241 Am) and also 
caused by the high activity of disposed 137Cs 
sealed sources.
According to the iterative nature of 
the ISAM methodology [1], it was assessed 
whether a change of the assessment context 
(e.g. longer institutional control period, ex­
tend the size of the area subject to institutional 
control, modification of WAC, review of dose 
criteria) or an improvement of the databases, 
models and scenarios was likely to change the
conclusion with regard to the long-term assess­
ment. Since this was, within the technical pos­
sibilities and the regulatory permissible bound­
aries, not expected to be the case, the process 
of evaluation and ranking options for correc­
tive actions was started.
The following options were identified as in 
principle viable to upgrade safety of the repos­
itory:
1. Reconstruction of cap system (clay cap);
2. Backfilling of the vaults (reduction of 
cap settlements and water ingress to the 
wastes);
3. Groundwater cut-off wall;
4. Partial/full recovery of spent sources;
5. Compaction and repackaging of other 
waste; and
6. Improvement of record keeping and in­
stallation of markers.
These fundamental options have several 
sub-options. It will also be possible to combine 
some of the options, such as the improvement 
of the cap (Option A) with the backfilling of 
the vaults (Option B). The complexity of avail­
able options and attributes requires a method­
ical approach to the evaluation and ranking 
of the options in order to arrive at a trans­
parent decision which also can be communi­
cated to stakeholders. On this basis, currently 
a multi-attribute utility analysis is being con­
ducted. The work required to define attributes 
and weighting factors and to evaluate the op­
tions using these attributes is ongoing.
a) ETV-ERŐTER., Budapest
b) RHK KHt Budaörs, Hungary
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5.4 P a leoc lim ate  recon stru ction  based on tr itiu m  and rad iocarb on  m easu rem en ts  
at Focul V iu  Ice Cave, B ih or M ts., R om ania
Zs. Szántó, L. Palcsu, M. Molnár, I. Fórizsa\  Z. K em a\  B. Nagya\  É. Svingor, I. Futó, L. Rinyu
For predicting the climate change in the 
near future we have to understand the climate 
change happened in the past. Several methods 
and tools have been developed or are under 
development for palaeoclimate reconstruction 
(palynology, dendrochronology, isotope analy­
sis, etc.) but none of them can reveal perfectly 
the past changes in the climate.
Little research has been devoted to the 
role of cave ice in palaeoclimatology despite 
the fact that a significant number of ice caves 
in temperate climatic region contain ice and 
wood remnants from same site and probably 
same time span. In Romania numerous studies 
dealt with the relation between ice formation, 
external climate and cave climate, respectively 
[1-2] but there is still limited information on 
the process of ice formation, age of ice and 
growth rate of ice.
Perennial ice block of about 14 meter ver­
tical thickness and estimated volume of 12 000 
m3, including subfossil wood, can be found in 
the Focul Viu Ice Cave, Bihor Mountains, Ro­
mania at 1120 m elevation a.s.l. on a karstic 
highland under temperate climate. The an­
nual mean temperature of the highland area is 
about 7 °C. The cave ice forms mainly from 
drip water in springtime, when the tempera­
ture of the ice and the rock wall is below freez­
ing point in the cave and over freezing point 
on surface.
Near-surface samples were taken from the 
upper surface and the side wall of the ice block 
for tritium, <518 О and ŐD measurements [3] and ' 
two wood samples were extracted from differ­
ent depths (6.7 m and 11.1 m, respectively) for 
radiocarbon dating.
The tritium activity-concentration indi­
cates 1.9 cm/yr short-term growth rate for the 
ice, while the long-term growth rate based on 
radiocarbon ages gave 0.85 cm/yr. This big 
difference between the long and short term 
growth rates confirms the theory that on long 
time span (few hundred years) there were pe­
riods when the balance of ice growth was neg­
ative, more ice melt than formed. This conclu­
sion was supported by the dark impurity (hor­
izontal) layers distributed unevenly along the 
vertical profile, which were probably formed 
during the ice-melting periods. Additionally, 
since the ice in the Ghet,arul de Focul Viu ice 
cave usually forms during spring, the isotopic 
feature of ice characterizes the springtime wa­
ter of the cave. The sources of water in the 
Ghetjarul de Focul Viu ice at spring are in­
filtrating melt water and spring precipitation, 
which directly arrives into the cave.
a) Laboratory for Geochemical Research, Hungarian 
Academy of Sciences, Budapest, Hungary
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5.5 M on itorin g  o f g a s  gen eration  d u rin g  th e  ch a rg e/d isch a rg e  regim e o f m in ers’ 
headlam ps
Zs. Szántó, M. Molnár, L. Palcsu, I. Futó, L. Rinyu, É. Svingor
The miners’ headlamp combines a battery 
pack for waistbelt mounting with a detachable 
headlamp/cable unit. The battery that incor­
porates the Ni/Cd “gel-cells” and the KOH 
electrolyte (which acts only as an ion conduc­
tor and does not contribute significantly to the 
cell’s reaction) is the most important piece of 
the lamp.
The total reaction of the NiCd cell is: 
2NÍOOH +  2H20  + Cd 2Ni(OH)2 + Cd(OH)2
The preferred charging regime for 
caplamps is top-up charging with an occasional 
full discharge cycle. Nickel-cadmium cells are 
charged by applying direct current with the 
proper polarity to the cell. That means the 
charger will deliver a constant amount of cur­
rent to the battery regardless of its voltage.
During the first 70% of the charge cycle, 
a NiCd battery absorbs almost all of the en­
ergy and the battery remains cool. After the 
70% charge threshold is reached, less and less 
energy is absorbed. The cells start to gen­
erate excess gases the pressure rises and the 
temperature increases. The charge acceptance 
drops further and once full charge is reached, 
the battery goes into overcharge. The higher 
the overcharge rate the higher the rate of gas 
generation.
The battery made up of three NiCd cells 
has the potential for cell reversal problems 
when the discharge is deep enough to bring one 
or more of the cells in a battery  to zero voltage. 
If discharge continues beyond this point, the 
voltage on the depleted cell will reverse polar­
ity. The problem that occurs is the generation 
of hydrogen gas. As the electrodes change po­
larity they will generate hydrogen. Since the 
hydrogen will not recombine, the internal cell 
pressure will build up to a level that causes 
the cell to vent if the reverse charge current is 
maintained for a significant period of time.
Due to the potential hazard during under­
ground working gas emission generated into
the cells and the amount of vented gas is 
strictly regulated 1 .
The three characteristics of cell chemistry 
which indicate charge completion are temper­
ature, voltage and internal cell pressure. As 
a cell nears full charge, the voltage of the 
cell, its temperature and pressure all will rise. 
Full charge detection followed by discharge was 
achieved under laboratory conditions by mon­
itoring the battery voltage, current and pres­
sure build up terminating the charge when 
a certain signature occurs (the initially set 
voltage was reached). Sampling (1 cm3 of 
headspace gas) was made at regular intervals 
and the qualitative and quantitative analysis 
of gases of the battery was made using a QMS 
(OMNISTAR, Balzers Instruments). Moni­
toring of gas generation was made during 16 
and 72 hours charge periods followed by 12-13 
hours discharge periods.
The results showed a constant increase in 
pressure (up to 2 bars) into the checked cells 
during the charge period, the generated gases 
being the following: СЕЦ, H2 and O2. The 
voltage of the three cells increased to 4.40 V 
while the charge current dropped from 1 A 
to 0.5 A. During discharge a decrease of the 
cell voltage was observed a sharp drop being 
recorded (from 3.0 V to 2.85 V) after 12-13 
hours. The excess oxygen generated during 
the charge period reaching the active sites on 
the negative plate was recombined from the 
gaseous state forming hydroxyl ions, so its con­
centration decreased in the headspace gas.
The study showed an increase of up to 19% 
of H2 into the cells during the 72 hours charge 
period and up to 15% of H2 into the space 
between the battery and its outside polycar­
bonate case, which is not acceptable for un­
derground mining activities.
[1] International Electrotechnical Commission 2002. 
Caplights for use in mines susceptible to 
firedamp, IEC 62013-2, pp. 1-7.
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5.6 Iso top e an a litica l in vestigation  o f  old and fresh w ater m ix in g  in a karstic  
aquifer
M. Molnár, L. Palcsu, Z. Major, I. Futó, E. Svingor, L. Rinyu, Zs. Szántó
The studied area is the part of the Aggtelek 
karst system, Hungary. The Pasnyag spring 
and the Lótusz spring are located one after 
the other nearby the Alsó-hill. The water of 
the Pasnyag spring applied as drinking water. 
From the local hydrogeological conditions it is 
possible that fresh and old ground water com­
ponents are mixed in the springs. This fact is 
also confirmed by the water quality data.
The objective of this work was to deter­
mine the mixing ratio of the water of different 
origin in the springs. Repeated water sampling 
has been carried out around the site from the 
springs and two monitoring wells (FI and F4) 
for two years. The F I monitoring well is near 
at hand the Pasnyag spring, and the F4 well is 
between the two springs. The water quality of 
the Pasnyag spring and the nearby FI well is 
significantly different.
Helium content and isotope ratio, tritium 
concentration (by 3He ingrowth method), ra­
diocarbon content of dissolved inorganic car­
bon (DIC), and ÓD, á13C, <P80  isotope ratios 
were measured from the water samples.
On the basis of isotope measurements the 
water of the springs and the observed monitor­
ing wells are composed of fresh and old com­
ponents in different ratios. The fresh compo­
nent is dominant in the Pasnyag spring. The 
tritium and radiocarbon concentration of this 
water show that it is fresh, young water di­
rectly from the karstic system, with only small 
amount of DIC from the limestone. The he­
lium concentration and isotope ratio in the wa­
ter of this spring also shows that the subther- 
mal water component is not significant. Higher 
ratio of the fresh karstic water also detectable 
in the far F4 monitoring well, but it has slightly 
lower tritium and 14C content. In the Lótusz 
spring and the FI well (nearby the Pasnyag 
spring) higher ratio of the subthermal water 
was observed. The low tritium and radiocar­
bon content show together that these waters 
contain high amount of old water. The higher 
helium content and the higher radiogenic 4 He 
ratio of the water also indicate subthermal ori­
gin in these cases.
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5 .7  T he origin  o f th e  m eth a n e  in deep  aquifers o f  th e  P an n on ian  B asin
I. Futó, I. Vető,a\  É. Svingor, I. Horváth,a\  Zs. Szántó
Bacterial methanogenesis and thermally 
induced generation of gaseous and liquid hy­
drocarbons have long been considered as 
processes strictly separated in space and time 
[1]. As the compositional and isotopic analy­
sis of the hydrocarbon gas (HC) became a 
routinely used technique in petroleum explo­
ration, the beginning of thermal gas genera­
tion in relatively cold and immature strata was 
recognized [2]. The discovery of living bacte­
ria at temperatures as high as 50-55 °C implied 
th a t bacterial methane may be formed at tem­
peratures considerably higher than previously 
supposed.
The great number of water wells penetrat­
ing the deep aquifers of the hot Pannonian 
Basin, which is at the same time a mature 
petroleum province, offers a unique possibil­
ity  for studying the spatial and temporal re­
lationships between bacterial methanogenesis 
and thermal generation of HC gases.
H and О isotope ratios of water and H 
and C isotope ratios of methane as well as the 
abundances of some major and minor dissolved 
components were measured in 26 subsurface 
waters from SE Hungary, produced from late 
Neogene aquifers within the upper two kilome­
ters in depth [3].
The HC gas content of the great major­
ity of the waters is dominated by isotopically 
light bacterial methane. The depth of the 
onset of thermal gas generation varies from 
0.7 to 1.2 km but the amount of thermogenic 
methane leaving the kerogen was not sufficient 
to overprint the light isotopic signature of the 
methane in the waters. About two thirds of the 
waters are characterised by low sulfate content 
(<5 mg/1), high chloride/sulfate ratio (>20) 
and methane 5D values less negative than - 
260%. They also show a direct relationship be­
tween the H isotope ratio of the methane and 
th a t of the water. These waters experienced 
exhaustive bacterial sulfate reduction followed 
by a relatively shallow bacterial methanogen­
esis. The methanogens started to operate im­
mediately after the sulfate content dropped be­
low 0.1 mmol/1 due to bacterial sulfate reduc­
tion.
In about one third of the waters the 
methane £D values are more negative than - 
278%. These samples contain a relatively high 
amount of sulfate (35-45 mg/1) and do not 
show a direct relationship between the H iso­
tope ratio of the methane and that of the wa­
ter. In this waters sulfate reduction was inhib­
ited by some unknown mechanism and, with 
continuing burial, the corresponding aquifers 
became sites of intensive bacterial acetogene- 
sis and subsequent fermentation of the acetate 
to methane in the depth interval of about 600- 
1000 m at temperatures of about 40-60 °C. 
The effectiveness of the acetate fermentation 
was highly variable. During the last glacial pe­
riod meteoric waters invaded some of the cor­
responding aquifers, reducing drastically the 
concentrations of methane.
The minor amounts of ethane and other 
heavy hydrocarbon gases are mostly of early 
thermogenic origin. The contribution of early 
thermogenic methane is too slight to alter sig­
nificantly the very negative, bacterial C iso­
topic signature of the methane present in the 
waters.
Our results show that deep, hot acetate 
fermentation and early thermal gas generation 
can occur closely in space and time and even 
partly overlap.
a) Geological Institute of Hungary, Budapest
[1] Tissot, B.P., Welte, D., 1984. Petroleum For­
mation and Occurrence, 2nd Edition. Springer, 
Berlin.
[2] Faber, E., Stahl, W.J., Whiticar, M.J., 1992. Dis­
tinction of bacterial and thermogenic hydrocar­
bon gases. In: Vially, R. (Ed.), Bacterial Gas. 
Technip, Paris, pp. 63-74.
[3] I. Vető, I. Futó, I. Horváth and Zs. Szántó, 2004.
Late and deep fermentative methanogenesis as 
reflected in the H-C-O-S isotopy of the methane- 
water system in deep aquifers of the Pannon­
ian Basin (SE Hungary) Organic Geochemistry 
35(6) 713-723
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5.8 In terp reta tion  o f tem p ora l changes o f iso top ic  co m p o sitio n  in  p rec ip ita tion  in  
H ungary by m eteoro log ica l d ata  and sa te llite  im ages
L. Palcsu, É. Svingor, Zs. Szántó, I. Futó, M. Molnár, L. Rinyu, R. Rozinái, Z. Dezsőd
Rainfall events are continuously sampled in 
Debrecen, East-Hungary from December 2000. 
In this study we focused on the variation of tri­
tium in the precipitation. The tritium concen­
tration of water samples are measured by the 
3He ingrowth method. The accuracy of the 
measurements is 0.1-0.6 TU depending on the 
tritium content of the samples. Fig. 1 shows 
the tritium data of the precipitation events. 
The tritium curve is quite variable, there can 
be observed sharp peaks and changes which re­
quire explanations.
Figure 1. The tritium content of the precipitation
On the basis of satellite images (©  EU- 
METSAT 2001-2004) we determined trajecto­
ries in order to decide which moisture source 
brought the water vapor. On the one hand the 
isotopic composition of precipitation depends 
on the moisture source, which provides the 
rainfall. On the other hand, the seasonal, con­
tinental and latitude effects have to be taken 
into account to explain the temporal changes.
The samples from rainfall events were sep­
arated into four groups according to the source 
of water vapor determined from the trajec­
tories. The four groups are the following: 
the Mediterranean group contains precipita­
tion samples originated from the Mediter­
ranean Moisture Source, the trajectories of 
these events pass through the Mediterranean
Sea. The tritium curve of this group is plot­
ted in Fig. 2 as dotted line with full circles. 
The Atlantic and the North-Western groups in­
clude water samples from Atlantic and North- 
Western streams from the mid-latitude At­
lantic region and the Arctic region over the 
Northern Sea, respectively. The correspond­
ing tritium curve can be seen in Fig. 2 as thick 
line with full squares and thin line with trian­
gles. The other air mass streams, like streams 
from the Asian continent and local, very slow 
streams called ’static streams’ belong to the 
Continental group. The tritium data of the 
Continental group are represented in Fig. 2 by 
thick solid line with open circles.
The seasonal changing can be seen in each 
curve, which implies tha t the tropospheric and 
stratospheric tritium  has a reliable influence 
to the tritium content of the precipitation in­
dependently on the moisture source. While 
in 2001 and 2002 the tritium curve of the 
Mediterranean group was similar to the At­
lantic and the North-Western, from 2003 its 
tritium values were lower than those in the 
other groups. The precipitation from conti­
nental and static streams had the highest tri­
tium content, which could be explained with 
the continental effect.
Figure. 2. The tritium content of the precipita­
tion samples separated into four groups
a) Univ. of Debrecen, Dept of Environmental Physics
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5.9 C han ges in th e  e lem en ta l co n cen tra tio n  o f P M 1 0  and P M 2 .5  aerosol during  
th e  last seven  years
I. Borbély-Kiss, E. Dobos, Zs. Kertész E. Koltay Gy. Szabó
For the qualification of local air at a given 
region the total particulate mass and its ele­
mental composition are usually used. The aim 
of this work was to follow the variation of the 
elemental concentration in the region, both in 
PM10 (coarse mode) and PM2.5 (fine mode) 
aerosol fractions.
Aerosol samples were collected in Debre­
cen between 1996 and 2003 twice a week 
with a two-stage “GENT” SFU (stacked fil­
ter unit) sampler. Total airborne particulate 
mass (PM10 and PM2.5) was measured using 
a Sartorius microbalance. The black carbon 
content of fine aerosol was determined by a 
Smokestain reflectometer. Samples were an­
alyzed by PIXE and elemental concentrations 
of Al, Si, P, S, Cl, K, Ca, Ti, V, Cr, Mn, Fe, 
Ni, Cu, Zn, As, Br, Pb were calculated.
Monthly average concentrations of the 
above elements were calculated from the data­
base obtained by the analyses. From the varia­
tion of the monthly average concentrations the 
following conclusions were drawn. Concentra­
tions of Si, Ca, Ti and Fe elements both in fine 
and coarse mode have their maximum in sum­
mer, and it seems their values are decreasing 
from 1996 to 2000. From 2000 to 2003 stag­
nation or moderate increase can be observed. 
In the case of Zn and Pb (both in fine and 
coarse mode) winter maximum of concentra­
tion were noticed. In the case of S, К and V 
winter maximum was observed in fine fraction. 
Other elements revealed no definite tenden­
cies. Fig. 1. illustrates the variation of concen­
trations of a few elements originating from an­
thropogenic sources in the coarse mode aerosol 
during the investigated time interval.
In support of the statement that a mod­
erate decrease in concentrations of almost all 
elements can be observed correlation coeffi­
cients between the elemental concentrations 
and elapsed days were calculated for the to­
tal 1996-2003, and also for the 2000-2003 time 
periods. Coefficients indicate definite decrease
in concentration of almost all elements in both 
aerosol fractions for the whole period (1996 
to 2003) and do not show significant decrease 
in concentrations in 2000-2003 time period. 
These results and the fact that in the last 
four/five years the number of cars increased 
with about 20000 in Debrecen indicate that 
trafic as an emission source is increasing in the 
region from 2000.
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Figure 1. Monthly average concentrations of S, 
Pb, Zn,-Cu and К in the coarse mode aerosol from 
1996 to 2000.
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5.10 A tm osp h eric  aerosol sam plin g cam paign  in B u d a p est and К -p u szta: P a r t I.
E lem en tal con cen tration s and size d istr ib u tion s
Atmospheric aerosol samples were collected 
in a sampling campaign from 24 July to 1 Au­
gust, 2003 in Hungary. The sampling were 
performed in two places simultaneously: in 
Budapest (urban site) and К-puszta (remote 
area). Two PIXE International 7-stage cas­
cade impactors were used for aerosol sampling 
with 24 hours duration. These impactors sep­
arate the aerosol into 7 size ranges.
The elemental concentrations of the sam­
ples were obtained by proton-induced X-ray 
Emission (PIXE) analysis. Size distributions 
of S, Si, Ca, W, Zn, Pb and Fe elements were 
investigated in K-puszta and in Budapest. Av­
erage rates (shown in Table 1) of the elemental 
concentrations was calculated for each stage 
(in %) from the obtained distributions. The 
elements can be grouped into two parts on the 
basis of these data.
The majority of the particle containing Fe, 
Si, Ca, (Ti) are in the 2-8 gm size range (first 
group). These soil origin elements were found 
usually in higher concentration in Budapest 
than in К -puszta (Fig.l.). The second group 
consisted of S, Pb and (W), The majority of 
these elements was found in the 0.25-1 /am size 
range and was much higher in Budapest than 
in К-puszta. W was measured only in samples 
collected in Budapest. Zn has uniform distrib­
ution in Budapest and does not belong to the 
above mentioned groups.
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Table 1. Average rate of the elemental concentration for each stage in %.
Stage Size Fe s Si Ca Zn Pb w
[pm] K-p Bp K-p BP K-p Bp K-p BP K-p Bp K-p Bp K-p Bp 1
1 0.25-0.5 4.6 4.4 45.6 62.2 3.7 2.2 0.5 0.9 14.5 19.6 26.2 43.1 - 3 7 3
2 0.5-1.0 12.5 5.6 32.3 20.9 8.3 4.8 2.2 1.8 28.8 14.7 40.8 _ 12.0
3 1.0-2.0 24 J 16.6 12.1 5.4 28.6 12.9 22.3 9.3 25.4 19.4 16.7 14.2 _ П .2 i
4 2.04.0 30.2 35.2 3.7 4.8 24.0 30.5 36.9 32.0 15.8 18.0 7.5 9.2 - 13.9 j
5 4.0-8.0 21.6 31.3 2.8 5.2 19.5 36.1 34.9 43.0 10.1 18.4 4.7 10.5 _ 10.8 1
6 8.0-16 3.3 6.4 1.6 1.4 8.0 11.2 1.7 12,5 _ 30.,. 8.3 0.8 4.4 - 8.4 j
1----n7 >16 3.6 0.5 1.8 0.1 7.9 2.4 1.6 0.6 2.5 1.7 3.3 2.4 - 6.3
Size (цт) Size (am) Size (am)
Figure 1. Comparison of average concentrations of Fe, Si, Ca, S, Pb and Zn in the 
seven size fractions measured in Budapest (CBp) and К-puszta (CK-p) from 24 July to 1 August 2003.
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5.11 A tm osph eric  aeroso l sam pling cam paign  in B u d ap est an d  К -puszta: Part II.
A pp lication  o f  S toch astic  L ung M od el
The Stochastic Lung Model [1] is a new im­
portant tool for the investigation of the health 
impact of atmospheric aerosols. The obtained 
concentrations of urban and rural aerosols (see 
part I.) were applied for lung deposition calcu­
lations with this model.
The health effects of the inhaled particles 
may strongly depend on the location of depo­
sition within the lung. This model was applied 
in order to calculate the deposition efficien­
cies of the measured aerosols in the tracheo­
bronchial and the acinar regions of human res­
piratory system. In the acinar regions takes 
place the gas-exchange. In this model a lot of 
parameters can be adjusted and changed. For 
example: tidal volume, aerosol diameter and 
density, time of breathing cycle, etc. So can be 
calculation some cases among others males, fe­
males or children, sleep, sitting, light or heavy 
exercise, etc.
As example the Figure 1. demonstrates 
that the acinar deposition has a maximum at
1- 3 pm aerosol size and above 10 pm the prac­
tically do not reach the acinar region at sitting 
breathing conditions for male person.
In the part I. the elements have been 
grouped. The first group was composed of Fe, 
Si and Ca. These elements can be found in
2- 8 m size range with the largest rate. The 
deposition of Fe, Si and Ca elements has the 
largest probability in acinar region. The ele­
mental concentrations in Budapest are much 
larger than in К-puszta. Thus, the acinar de­
position of aerosol containing Fe, Si and Ca is 
relatively more significant in Budapest than in 
K-puszta.
The second group was composed of S, Pb 
and W. The majority of these elements was in 
the 0,25-1 pm size range. These elements also 
deposit in acinar region but with less probabil­
ity. Because their particles have large concen­
tration they can also deposit in large amount.
Particle size [pm]
Figure 1. Deposition probabilities of the mea­
sured aerosols in the tracheo-bronchial and acinar 
regions
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6.1 T h e stu d y  o f  m eth an ol transform ation  over C u-m odified  Z SM -5, B e ta  zeo lite  
and M C M -41 m esoporous silica  using 1 ^ -r a d io is o to p e  lab elin g
É. Sarkadi-Pribóczki, N. Kumara\  T. Salmia\  D.Yu. Murzina\  Z. Kovács
The copper-containing zeolites and meso­
porous silica, among other metals, are suit­
able for dehydrogenation of methanol. The 
Cu transition metal determines the route of 
methanol conversion on supports of ZSM-5 and 
Beta zeolite as well as MCM-41 mesoporous sil­
ica. The catalysis mechanism and the catalytic 
property are concluded from the composition 
of methanol derivates over Cu-modified cata­
lysts.
The Cu ion-exchanged ZSM-5 and Beta ze­
olite and MCM-41 mesoporous silica were syn­
thesized and characterized using X-ray power 
diffraction, scanning electron microscope, ni­
trogen and pyridine adsorption, X-ray fluores- 
cency and FTIR spectroscopy.
The 1 ^ -radioactive labeling method (n C 
radioisotope, T 1/2 =  20 min, is a gamma emit­
ter by annihilation of its positron) is suitable 
for following the process of UC-methanol con­
version i.e. adsorption, desorption and cat­
alytic transformation as well as for investiga­
tion of small amounts of molecules over cat­
alysts by very sensitive radioactivity detec­
tors.The n C radioisotope was produced at cy­
clotron and the n C-methanol was synthesized 
by a classical radiochemical method. After 
catalysis the 1 ^ -radioactive and non radioac­
tive volatile products were identified by radio­
gas chromatography hereby radiolabeled com­
pound and -derivates were distinguished from 
other participant natural, nonradioactive car­
bon compounds.
Along radioactive products dimethyl ether
and small hydrocarbons products were formed 
by Brpnsted acid sites of catalysts while 
formaldehyde and small methyl formate were 
formed by Cu metal over bifunctional Cu- 
ZSM-5, Cu-Beta zeolite and mesoporous Cu- 
MCM-41 silica at 240 °C. The detection of 
methoxy methanol and dimethoxy methane 
confirmed the simultaneous presence of acid 
and basic sites of catalysts. At higher temper­
ature (400 °C) the CO and CO2 final products 
were dominated.
In our previous works, methanol conver­
sion to hydrocarbons was observed by dehy­
dration over acid H-formed ZSM-5, Beta and 
MCM-41. The methanol transformation to 
dimethoxymethane and dimethyl ether was re­
sulted by dehydrogenation and dehydration si­
multaneously over Cs-formed ZSM-5, Beta and 
MCM-41 catalysts. The methanol conversion 
over Cu-formed ZSM-5, Beta and MCM-41 
catalysts gives a new information for clearing 
of the roles of H, Cs as alkali metal and Cu as 
transition metal in ZSM-5, Beta and MCM-41 
supports.
The acid-basic properties of the supports 
and the oxidation state and dispersion of cop­
per was investigated effectively by methanol 
conversion using 1 ^ -radioactive labeling.
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6.2 C alciu m  d ep osits  in  th e com m on  carotid  artery
Z. Szikszai, Zs. Kertész, I. Uzonyi, G.Á. Sziki, M.T. Magyara\  S. Molnára\  Y. Idab\  L. Csiba°)
Arterial calcification consists mainly of cal­
cium apatite and takes place at two sites in 
the vessel wall: the intima and the media. 
Intimal calcification occurs exclusively within 
atherosclerotic plaques, while medial calcifica­
tion may develop independently [1]. Ultra­
sound examination of the carotid arteries is 
performed routinely to assess pathological al­
terations. Large calcified plaques in the carotid 
arteries can be detected by В-mode ultrasonog­
raphy easily as high frequency ultrasound does 
not penetrate calcium and have been investi­
gated extensively. In this study our aim was 
to determine the calcium distribution in the 
vessel wall itself, excluding large plaques, and 
to make the first step towards investigating 
the relationship between the calcium distrib­
utional maps and the respective ultrasonic im­
ages.
The carotid arteries of five elderly (age 
71±9 years) and one young (age 27 years) de­
ceased patients were excised at autopsy and 
were investigated with a medical ultrasound 
equipment in a tank containing saline solution. 
Scan sequences were videotaped and images of 
previously marked cross-sections were trans­
ferred to a computer. Small pieces of the ar­
teries were cut and quench frozen. Sections of 
60/iiTi from the middle of the scanned segments 
(30mm proximal to the bifurcation) were cut in 
a cryostat. The cryosections were transferred 
to microprobe target holders. The elemental 
distribution of the samples were determined by 
particle induced X-ray emission (PIXE) at the 
Debrecen microprobe [2]. True elemental maps 
and absolute concentration values were evalu­
ated with a new software (True Pixe Imaging)
И-
The average calcium content of the scanned 
areas varied between 1000 and 9000/jg/g in the 
slices of the common carotid arteries of the el­
derly patients. In contrast, scanned areas in 
the slices from the young subject contained 
only 600-800/rg/g calcium. The concentration 
of calcium could reach even 3.75% along the
wide and long arcs in the medial layer of the 
carotid arteries in the elderly patients. Note, 
that the calcium content of bone varies around 
15%. However, at this stage of the study no 
firm conclusion can be drawn concerning the 
relationship between the elemental maps and 
the ultrasonic images. An improved in vitro 
ultrasound setup and better image quality are 
required to clarify the potential in the ultra­
sound imaging to provide sensitive calcification 
assessment.
Figure 1. S, P and Ca distributional maps of a 
complete cut. The pictures are composed of 21 
scans (1.25x1.25 mm2 each). Sulphur distribu­
tion provides information about the extension of 
the sample and helps to identify atherosclerotic in­
clusions in the intima. Phosphorus is a component 
of calcium apatite. Lipids are also rich in P. This 
sample contains a not-calcified atheroslerotic lesion 
in the intima and a long calcified arc in the media.
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6.3 N uclear m icroprobe stu d y  o f  T i 0 2-p en etra tio n  in th e  ep id erm is o f  hum an skin  
xenografts
Zs. Kertész, Z. Szikszai, E. Gontiera'b\  P. Morettoa\  J.-E. Surléve-Bazeilleb\  B. K issc\  I. Juhászc\  
J. Hunyadic\  and A.Z. Kiss
Titanium-dioxide is a widely used physical 
photoprotective component of various cosmetic 
products. However, very few experiments have 
been carried out on its penetration through the 
human epidermal barrier and its possible bio­
logical effects in vivo and in vitro.
In the frame of the NANODERM EU5 
project, the penetration of T i0 2-nanopar tides 
through the epidermis of human foreskin grafts 
transplanted into SCID (Severe Combined Im­
mune Deficiency) mice was investigated in the 
nuclear microprobe laboratories of Debrecen 
and Bordeaux. Transmission electron micro­
scope studies of the same samples were also 
carried out in the DMPFCS laboratory.
The skin grafts were treated with a hy­
drophobic emulsion (Anthelios XL F60) con­
taining micronised Ti02-nanoparticles in oc­
clusion, for 1, 24 and 48 hours time periods. 
Quantitative elemental concentrations and dis­
tributions have been determined in 14-16 pm 
thick freeze-dried sections obtained from quick 
frozen punch biopsies using PIXE (Parti­
cle Induced X-ray Emission), STIM (Scan­
ning Transmission Ion Microscopy) and RBS 
(Rutherford Backscattering) analytical meth­
ods.
The different layers of the epidermis can be 
well identified on the STIM energy maps and 
on the obtained elemental maps since the dif­
ferent cell layers can be characterized with dif­
ferent elemental composition. The outermost 
layer, the stratum corneum, which consists of 
the remains of dead keratinocytes, is charac­
terised by high amount of S and Cl. The vital 
layers contain phosphorus in high concentra­
tion.
In most cases it was found that the rem­
nant of the liposome creme together with the 
outermost stratum corneum was removed dur­
ing the sample preparation. When the creme 
remained on the skin the Ti was quasi homo­
geneously distributed in the outermost layers, 
and the penetration seemed to be limited to 
the outermost part of the stratum corneum.
However, in two cases, both after 48 h 
exposure, penetration through the stratum  
corneum to the limit of the vital stratum gran­
ulosum was observed, as shown in figure 1. The 
sample originates from the entry of a sweat 
gland.
With both ion microscopy and electron mi­
croscopy we have observed nanoparticles down 
to the innermost corneocyte layers, neverthe­
less no particle was observed in the cytoplasm 
of the granular cells so far.
The further goal is to investigate the 
existence of other routes of penetration, 
e.g. though hair follicles, sebaceous or sweat 
glands.
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Figure 1. Optical image of the sample and its surrounding, STIM image and true elemental maps.
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6.4 Q uality  o f sk in  a s  a barrier to  ultra-fine p artic les
Contribution of the  IBA group to  the NANODERM EU-5 project in 2003-2004
/
Zs. Kertész, Z. Szikszai, and A.Z. Kiss
Micronised titanium-, zinc- or silicon-oxide 
is a widely used physical photoprotective agent 
as a component of various cosmetic products. 
Due to the small particle size (down to 15 
nm) it is supposed, that the particles may pass 
through the uppermost horny skin layer, and 
penetrate into deeper vital skin layers. How­
ever, only a few experiments have been car­
ried out on its penetration through the human 
epidermal barrier and its possible biological ef­
fects in vivo and in vitro, using the tape strip­
ping method which has no lateral and limited 
depth resolution.
A consortium consisting of 12 Euro­
pean universities and scientific institutes has 
been established under the leadership of the 
Fakultät für Physik und Geowissenchaft Uni­
versität Leipzig, whose goal is to get quantita­
tive information on the penetration of ultráimé 
particles in all strata of skin, on their penetra­
tion pathways as well as on their impact on hu­
man health [1]. The IBA group of the Atomki 
takes part in this project as a subcontractor of 
the Department of Dermatology, University of 
Debrecen, Hungary.
Ion microscopy, electron microscopy and 
autoradiography are used to trace the penetra­
tion of the nanoparticles into the skin layers, 
molecular and cell-biological methods are ap­
plied to assess the skin response and activation 
of dermal cells.
The IBA group of the Atomki takes part in 
WP3: Ion Microscopy Work Package together 
with five other nuclear microprobe laborato­
ries. The participants provide quantitative el­
emental composition in all strata of skin with 
detection limits of about 1 fig/g and lateral 
resolution of 1-2 д т  by applying various ion 
beam analytical techniques. Samples investi­
gated by ion microscopy are 14-16 pm thick 
cryo-fixed freeze-dried sections of porcine and 
human skin.
Since the sample preparation requires com­
pletely different treatment for ion microscopy 
than for conventional microscopy, the members 
of the IBA group, who already have experience
in this field, take part in the sample prepara­
tion work of WP2 at the Department of Der­
matology, Univ. Debrecen.
In order to provide quantitative elemental 
concentrations and distributions a new mea­
surement setup and data evaluation system has 
been developed at the Debrecen nuclear micro­
probe facility [2].
All the participating laboratories took part 
in an intercomparison study in order to demon­
strate, that the results obtained using dif­
ferent facilities and different analytical tech­
niques are consistent and reliable. The result 
of the analysis of two gelatin “standard” sam­
ples showed a fairly good agreement between 
the six groups (17% and 20% SD from the 
mean value).
The penetration studies using different for­
mulations were started on domestic pig skin, 
which resembles human skin closest. As a next 
step, human skin xenografts transplanted into 
SCID mice were applied. This murine model 
was developed in the Department of Derma­
tology of the University of Debrecen because 
of the difficulties to obtain human skin biop­
sies from healthy volunteers. Experiments on 
healthy human skin provided by the Lisbon 
group started at the end of 2004.
In 2004 22 pig skin, 11 transplanted human 
skin and 13 human skin samples were investi­
gated in Debrecen.
The results obtained by ion microscopy or 
electron microscopy shows that in the case of 
healthy skin the nanoparticles penetrate into 
the deepest corneocyte layer of the skin, but 
never reach the vital layers.
Further experiments are planned with re­
peated exposure and on atopic skin.
On the bases of the results obtained by 
electron microscopy and ion microscopy, cell 
physiological investigations have been already 
started.
[1] www.uni-leipzig.de/~nanoderm
[2] Zs. Kertész et al. accepted for publ. in NIM В
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7.1 S ta tu s R ep ort on  C yclotron  O peration
P. Kovács, I. Szűcs, I. Ander, T. Lakatos, F. Párkányi
The operation of the cyclotron in 2004 was 
concentrated to the usual 9 months; Janu­
ary, July and August were reserved for main­
tenance and holidays. The overall working 
time of the accelerator was 3554 hours, the 
time used for systematic maintenance was 450 
hours. The breakdown periods amounted to 
70 hours last year, included in it a 50 hours re­
pair of RF control module under garantee. The 
cyclotron was available for users during 3034 
hours. The eifectively used beam-on-target 
time statistics is summarized in Table 1.
Table 1. Statistics of the irradiation time (beam- 
on-target) for different research groups
P ro jec ts H ours %
Nuclear spectroscopy 269 24.8
Nuclear astrophysics 176 16.2
Nuclear reaction data 157 14.4
Medical isotope production 280 25.8
Radiation tolerance tests 79 7.3
This layer activation (TLA) 125 11.5
Total 1086 100
Notes to Table 1:
- The users were the same as in 2003.
- 55.4 % of the accelerator time was used 
for basic science and 44.6 % for applications.
- The weight of medical isotope production 
decreased due to the start of the operation of 
the new cyclotron of the PET Centre of the 
University of Debrecen.
Developments
- A new measuring site with a HPGe detec­
tor based gamma spectrometer is under instal­
lation in the basement of the Cyclotron Labo­
ratory.
- A two channel pneumatic rabbit system 
is also under development to enable fast trans­
port of samples between the new measuring 
site and two irradiation sites (the low intensity 
fast neutron irradiation site and the beam line 
used for Thin Layer Activation).
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7.2 A c tiv itie s  at th e  V an de G raaff A cce lera tor  L aboratory
L. Bartha
During 2004 the beam time of the VdG-1 
machine amounted to 66 hours. The accelera­
tor delivered helium beam used for low energy 
atomic physics experiments. The beam time of 
the hollow cathode ion source - which is also 
operated on the beam transport of VdG-1 ac­
celerator - is excluded.
The 5 MV Van de Graaff machine was oper­
ating for 2247 hours during this period. Proton 
(64.97 %), Щ  (2.50 %), D+ (2.50 %), 3He+ 
(21.91 %) 4He+ (5.58 %) and 14N+ (2.54 %) 
particles were accelerated.
The beam time was distributed among dif­
ferent research subjects as shown in Table 1.
Table 1. Time distribution among different re­
search activities at VdG-5
Field Sign H ours %
Atomic physics AP 278 12.37
Nuclear physics NP 483 21.50
Nuclear astrophysics NAP 211 9.39
Analytical studies IBA 984 43.79
Micromachining MM 248 11.04
Machine tests MT 43 1.91
Total 2247 100
The installation of the 4130A Tandetron 
AMS made by General Ionex Corporation has 
been continued in this year.
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7.3 S N M S /S IM S  -  a new  surface an alytica l d ev ice  in A T O M K I
Z. Berényi, К. Vad, G.L. Katona, Á. Kövér, G.A. Langera\  D.L. Bekea\  A. Hüpfer^
A Secondary Neutral Mass Spectrometer 
(SNMS) was installed in the institute in 2004. 
The aim of the investment was to complement 
the surface analytical methods of the Section of 
Electron Spectroscopy and Materials Sciences 
of ATOMKI (eg. preparation, characterization 
and depth profiling of thin layer and thin mul­
tilayer samples) as well as to establish a new 
surface analytical technique in the institute to 
be offered for other internal and external users. 
This equipment is the first SNMS apparatus in 
Hungary.
The device is capable to measure the el­
emental composition of the surface region 
(i.e. the topmost 1 pm) of conductor, semi­
conductor and insulator surfaces with a unique 
in-depth resolution of some nanometers. As an 
example figure 1. shows a measured depth pro­
file of a Ru-Co multilayer sample, consisting of 
25 bilayers of Co(3nm)-Ru(3nm) sandwiched 
between two Ru(10nm) layers on the top of 
a Si substrate. This SNMS method is based 
on the mass spectrometry of the neutral par­
ticles of the analyzed material removed by ion 
bombardment and ionized in a radio-frequency 
plasma generated above the sample.
In addition to the SNMS method the ap­
paratus is equipped with a Specs IQE 12/38 
scanning ion gun and offers the application 
of elemental mapping of surface layers us­
ing Secondary Ion Mass Spectrometry (SIMS) 
technique with moderate lateral resolution 
(r'Wl 120 pm), as well.
Application for financial support was sub­
mitted to the R&D Programme of the Min­
istry of Education of Hungary together with 
the Department of Solid State Physics of the 
University of Debrecen. Besides the 59.5 MFt 
supported by the programme a significant con­
tribution of 25.5 MFt from the two applying 
institutes had to be made.
The device was purchased in accordance 
with the public procurement procedure. Out 
of the three candidates answering the call for 
the tender the one submitted by Specs GmbH 
offering their Specs-INA device was the most 
appropriate to meet our needs and financial 
potentials. The installation and users training 
started in the beginning of June and the official 
handover was made in November 24, 2004.
During the time of installation all main fea­
tures and capabilities listed in the technical 
specifications of the apparatus were success­
fully demonstrated. Minor electrical and me­
chanical errors were corrected and tested to­
gether with the technical expert of the manu­
facturer. Some requirements of further devel­
opment of the technical features were stated in 
the final report of the installation.
Test measurements introducing various 
multilayer samples and composition calibra­
tion samples have been going on since the in­
stallation and to be continued in the year of 
2005. We are open for competent and fruitful 
applications and partners in order to exploit 
the potentials of the new apparatus as much 
as possible.
Figure 1. Measured SNMS depth profile of 
Ru-Co multilayer sample
a) Dept, of Solid State Physics, Univ. of Debrecen
b) Specs GmbH, Berlin
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7.4 T h e  b io-P IX E  se tu p  on th e  D eb recen  scan ning  p roton  m icroprobe
Zs. Kertész, Z. Szikszai, I. Uzonyi, A. Simon and Á.Z. Kiss
Besides the ongoing applications in 
archeometry, geology, material science and at­
mospheric aerosol study, in recent years the 
IBA Group in Debrecen has joined several 
biological and biomedical research projects. 
Such studies require the knowledge of accu­
rate quantitative elemental concentrations and 
distributions in organic, inhomogeneous thin 
samples on a microscopic scale.
In most cases, to carry out quantitative 
investigations on biomedical samples down 
to the cell level, the combination of pro­
ton induced X-ray emission (PIXE), Ruther­
ford backscattering (RBS) spectrometry and 
scanning transmission ion microscopy (STIM) 
analytical methods are used simultaneously. 
STIM provides information on the density and 
structure of the sample, PIXE measures the 
concentration of the inorganic major and trace 
elements, and finally RBS serves to charac­
terize the organic matrix, to determine the 
beam dose, and sometimes the sample thick­
ness. The drawback of this combined method 
is that to evaluate the RBS data the hydrogen 
to carbon ratio in the sample must be known.
The setup developed at the Debrecen mi­
croprobe facility [1] is based on the combined 
application of on-axis STIM and simultane­
ous PIXE-PIXE analytical techniques. In the 
PIXE-PIXE method the sample matrix is de­
termined directly by measuring X-rays from all 
elements in the sample including the light el­
ements such as carbon and oxygen, using two 
Si(Li) X-ray detectors. In this arrangement 
an ultra thin windowed Si(Li) X-ray detector 
serves to characterize the matrix by measur­
ing low energy X-ray lines (0.2-9 keV) while a 
large area Be-windowed detector is used to de­
tect the medium and high energy X-ray lines 
(>4 keV). In this way elements with atomic 
number higher than 5 can be detected simul­
taneously, reducing both radiation damage of 
the sample and measurement time. In addi­
tion, the knowledge of the hydrogen content 
of the sample is not needed, since it influences 
the concentration values of the inorganic trace
elements in negligible extent.
The beam current is measured by a com­
pact beam chopper.
The morphology and area density of the 
samples are determined by analyzing STIM 
spectra and maps. Different detectors and 
geometries were tested and finally the appli­
cation of a surface barrier detector in on-axis 
geometry was found to be optimal [2].
For cross-checking the validation of the ob­
tained data, in a few cases RBS technique was 
applied simultaneously to determine the thick­
ness of the sample, the concentration of the 
matrix elements, and to control the reliability 
of the beam current measured by the chopper.
Signals from all detectors are recorded 
event by event in list mode. The extraction 
of pixel information and the imaging is done 
with a new software package developed for true 
elemental mapping [3]. The new computer 
code, based on the upgraded PIXEKLM pro­
gram, generates off-line quantitative true ele­
mental maps and calculates absolute concen­
tration values considering the varying thick­
ness of the sample.
The newly developed bio-PIXE setup 
proved to be a powerful tool in the analysis 
of biological samples, and has been successfully 
applied for studying the penetration and clear­
ance of ultra-fine particles containing heavy 
metals of physical bodycare cosmetics in the 
different layers of skin within the frame of the 
NANODERM EU5 project, and for the inves­
tigation of calcium distribution in carotid ar­
teries.
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7.5 O p tim isation  o f p artic le  fluence in  m icrom achin ing o f C R -39
I. Rajta, E. Baradácsa\  A.A. Bettiolb\  I. Csige, K. Tőkési, L. Budai, Á.Z. Kiss
Polyallyl diglycol carbonate (PADC, also 
known as CR-39 etched track detector) mater­
ial was irradiated with various doses of 2 MeV 
protons and alpha-particles in order to opti­
mise the fluence for P-beam writing of CR-39 
[1]. Irradiation were performed at Atomki and 
at the National University of Singapore.
Post irradiation work has been carried out 
in Debrecen. The samples were etched in 
6.25N NaOH solution at 70 °C. Etching was in­
terrupted at every 5 seconds for monitoring the 
process of the 3D structure development by op­
tical microscopy observations. The fluence in 
the irradiated area was sufficiently high that 
the latent tracks overlapped and the region 
could be removed collectively by short etching 
times of the order of less than one minute.
Theoretical calculations based on analyt­
ical and Monte Carlo simulations were per­
formed in order to calculate the probability of 
multiple latent track overlap. Optimal parti­
cle fluence was found by minimising the fluence 
and etching time at which collective removal of 
latent tracks could be observed.
We have found that the optimum etching 
time for proton irradiated PADC samples is 
60 s. At this etching time the damaged re­
gion exposed to the highest fluences were col­
lectively removed, while the ones exposed to 
the lowest fluences were still not removed at 
all. Etching times shorter than about 1 minute 
are difficult manage accurately. In the applied 
range of particle fluences we found the opti­
mum fluence for the given etching conditions 
by analysing the geometrical properties of the 
etched structures by optical microscopic obser­
vations.
Using this method both the Singapore and 
Debrecen samples gave 600 nC/m m 2 charge 
density as the best fluence for 2 MeV pro­
tons. The optimal fluence for alpha particles 
was found at 60 nC/m m 2. The irradiated re­
gion of the samples was collectively removed 
and there was a smooth bottom at the end of 
the latent ion tracks. At lower fluences the re­
moval was not complete, and at higher fluences 
the bottom of the removed pit had an uneven 
surface. At the highest applied fluences we ob­
served sample melting. In some cases not only 
the irradiated but a spherical shape drop-like 
portion on the bottom side of the irradiated re­
gion have been melted, which was removed by 
etching collectively with the irradiated region.
We concluded that the CR-39 etched track 
detector can be also used as a resist material 
for P-beam writing both for proton and alpha 
irradiation. If one needs very shallow micro- 
machined structures in positive resist, alpha- 
particle irradiation of CR-39 is a nice solution: 
it does not need much fluence, and it is more 
resistant to unwanted damage.
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7.6 P M M A  m eltin g  u n d er p roton  b ea m  exp osu re
S.Z. Szilasi, E. Baradácsa\  I. Darukab\  P. Raicsc\  C. Cserhátid\  E. Dobos and I. Rajta
PMMA (polymethylmethacrylate) is one of 
the most commonly used resist material in Pro­
ton Beam Micromachining. The aim of this 
work was the systematic investigation of the 
melting of PMMA, thus one may design the pa­
rameters of an experiment to avoid unwanted 
melting.
Numerical finite difference calculations in­
cluding conductive heat transport, heat radi­
ation and the fluence dependence of the poly­
mer’s melting temperature were implemented 
to model the melting process of thin irradiated 
polymer films.
Various irradiations have been performed 
at different beam fluence rates and different 
fluences. The irradiations have been per­
formed on the PIXE beamline of the home­
made 5 MV Van de Graaff accelerator of 
ATOMKI. The beam current was varied be­
tween 1-50 nA, and the collected charge was 
up to 5500 nC.
Differential Interference Contrast mi­
croscopy showed that the original surface of 
the samples was slightly rough, and the high- 
fluence samples had smooth surface where 
the beam hit them. Low-fluence samples 
did not change, i.e. they still had the original 
rough surface. Twyman-Green interferometry 
showed the same results, i.e. the same samples 
proved to have been melted. Moreover, re­
fraction index change was observed with the 
interferometry method. This way we could
also conclude which samples received sufficient 
charge to consider them micromachined.
Interferometry pictures and a phase di­
agram (i.e. the fluence vs. beam density) are 
shown on Fig. 1. The samples are labelled 
as: X -  underexposed, □ - refractive index 
changed, о - partly melted, • - completely 
melted. The solid curve shows the results of 
our numerical calculations, the critical fluence 
above which the samples melt as a function of 
the beam density. The horizontal dashed line 
at 100 nC/mm2 indicates the typical fluence 
for PMMA micromachining.
It was found experimentally that the sam­
ples melt if the fluence exceeds a beam inten­
sity dependent value. The model calculations 
are in good agreement with the experimental 
results.
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Figure 1. Interferometry pictures and a phase diagram (i.e. the fluence vs. beam density).
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7.7 P ro to n  beam  m icrom achin ing on strip p ab le aqueous b ase  d evelop ab le  
negative  resist
I. Rajta, E. Baradácsa\  M. Chatzichristidib\  E.S. Valamontesc\  I. Uzonyi, I. Raptis^
Proton Beam Micromachining (PBM, also 
known as P-beam writing), a novel direct- 
write process for the production of 3D mi- 
crostructures, can be used to make multilevel 
structures in a single layer of resist by vary­
ing the ion energy. The interaction between 
the bombarding ions and the target material 
is mainly ionization, and very few ions suffer 
high angle nuclear collisions, therefore struc­
tures made with PBM have smooth near ver­
tical side walls.
The most commony applied resists in 
PBM are the positive, conventional, poly­
methyl methacrylate (PMMA); and the nega­
tive, chemically amplified, SU-8 (Micro Chem 
Corp). SU-8 is an epoxy based resist suit­
able also for LIGA and UV-LIGA processes, it 
offers good sensitivity, good process latitude, 
very high aspect ratio and therefore it domi­
nates in the high aspect ratio micromachining 
applications.
SU-8 requires 30 nC/mm2 fluence for PBM 
irradiations at 2 MeV protons. Its crosslink­
ing chemistry is based on the eight epoxy 
rings in the polymer chain, which provide a 
very dense three dimensional network in the 
presence of suitably activated photo acid gen­
erators (PAGs) which is very difficult to be 
stripped away after development. Thus, strip­
ping has to be assisted with plasma processes 
or with special liquid removers. Moreover, 
the SU-8 developer is organic, propylene gly­
col methyl ether acetate (PGMEA), and thus 
environmentally non-friendly.
To overcome the SU-8 stripping limita­
tions, design of a negative resist system where 
solubility change is not based solely on cross- 
linking but also on the differentiation of hy- 
drophilicity between exposed and non-exposed 
areas is desirable. A new resist formulation, 
fulfilling the above specifications has been de­
veloped recently [1]. This formulation is based 
on a specific grade epoxy novolac (EP) poly­
mer, a partially hydrogenated poly-4-hydroxy
styrene (PHS) polymer, and an onium salt as 
photoacid generator (PAG), and has been suc­
cessfully applied for UV-LIGA. This epoxy re­
sist is aqueous base developable (IC standard 
aqueous developers (tetramethyl ammonium 
hydroxide TMAH 0.26N)) and presents limited 
or no swelling and reduced roughness problems 
compared to the pure epoxy novolac resists.
In order to test these novel resist materials 
in the PBM technique, irradiations have been 
performed on the nuclear microprobe facility 
at ATOMKI, Debrecen, Hungary. The proton 
energy was 2 MeV. Beam currents of 5-60 pA 
were focused down to 2-3 pm spotsize. The 
scan size was typically 1 mm.
The tested formulations in the present 
work need about 120-240 nC/mm2 fluence. 
This is higher than that of the SU-8, but these 
new formulations have the advantage of using 
IC industry developer solutions and easy strip­
ping in acetone.
The resist formulation consisted of poly­
mer mix of 78% (w/w) PHS with 12% de­
gree of hydrogenation and 22% (w/w) EP and 
1- (4-hydroxy-3-methylphenyl) tetrahydrothio- 
phenium triflate (o-CS-triflate) 3% (w/w) as 
PAG provided the best patterning results. Us­
ing this formulation 5-8 pm wide lines with 
aspect ratio 4-6 were resolved [2].
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7.8 P IX E K L M -T P I — a  softw are package for q u a n tita tiv e  e lem en ta l im aging w ith  
n u clear  m icrop rob e
I. Uzonyi and Gy. Szabó
Production of true elemental images using 
PIXE and the scanning nuclear microprobe is 
a complex and still challenging problem. Ryan 
and his co-workers were the first who devel­
oped a software package (GeoPIXE) for quan­
titative mapping, which was the only available 
in this field [1]. It is based on a rapid ma­
trix transform method called Dynamic Analy­
sis which directly converts the spectrum vec­
tor (5) into the concentration vector (C) in 
terms of the matrix Г: C  — Q~lTS  (Q is 
the accumulated charge). This linear equa­
tion system allows to produce true elemental 
images M k(x , y) by incrementing each image к 
(at beam position x, у) by Г ki for each event 
at channel i.
Based on our Oxford-type scanning nu­
clear microprobe facility we realized a special 
pPIXE set-up consisting of an ultra thin win­
dowed (UTW) and a Be windowed Si(Li) X-ray 
detectors a few years ago. Then with the modi­
fication of our PIXEKLM program package we 
solved the efficiency calibration of UTW detec­
tors and quantitative analysis down to C-KQ 
line by PIXE.
In this report we present our new method 
and software package (PIXEKLM-TPI) devel­
oped for true elemental imaging [2]. The 
method is based on the above-mentioned ideas 
and measuring system. The software allows 
off-line data  processing from list mode files. 
The Г matrix is calculated by the PIXEKLM 
program package for any sample composition 
and thickness from C to U for K, L and M char­
acteristic X-ray lines. True elemental images 
are produced by a frame program called True 
PIXE Imaging (TPI). It allows advanced image 
processing and multivariate statistical analysis 
in order to help the interpretation and presen­
tation of concentration data.
Figure 1. Application of the PIXEKLM-TPI pro­
gram package in the field of biology. The figure 
shows a STIM image, selected true elemental im­
ages (P, Ti) and a cluster map of a thin skin sec­
tion around a hair follicle (scan size=250x250 pm2, 
high concentration/thick sample is shown black, 
Q=1 pC). The sample was treated by T i02 rich 
physical body care cosmetics [3]. Prom (all) TEI-s 
the sample was decomposed into five clusters: ” 1”: 
stratum corneum (plus thin tissue); ”2”: stratum 
spinosum, enriched in P (and K); ”3”: dermis; ”4” 
and ”5”: hair follicle with medium and high Ti 
content.
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7.9 A  new  m icro-D IG E  set-u p  for th e  analysis o f  light e lem en ts
G.Á. Sziki, I. Uzonyi, E. Dobos, I. Rajta, K.T. Biróa\  S. Nagyb\  Á.Z. Kiss
A relatively simple and inexpensive way of 
converting the sample chamber of a conven­
tional OM type microprobe into an easily use- 
able micro-DIGE set-up was worked out at the 
Debrecen scanning nuclear microprobe facility 
[1]. The basic idea of this new set-up is to 
increase the image distance of the microprobe 
by moving the focus out of the sample chamber 
into an extension tube, which is connected to 
the 0° port of the chamber. This new position 
of the focus and so the sample, enables the 
use of different type of gamma-ray detectors 
in enlarged solid angles increasing the sensi­
tivity of the technique. The increase in detec­
tion efficiency was a factor of nine at 1173 keV 
gamma-ray energy. The degradation of the lat­
eral resolution of the system as a consequence 
of the increased image distance was theoret­
ically and experimentally investigated. The
measured geometric spot size (15 x 17 pm 2) 
was poorer than the one attainable with a con­
ventional experimental arrangement. Consid­
ering the fact that in several cases, a p-DIGE 
measurement is only possible with the new set­
up, this price is often worth paying. Archae­
ological and ecological applications of the new 
set-up was also presented.
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7.10 A  P IN  d e tec to r  array for th e  d eterm in a tio n  o f  boron  u sin g  nuclear reaction  
analysis at a n u clear  m icrop rob e
G.Á. Sziki, E. Dobos, Zs. Kertész, Z. Szikszói, I. Uzonyi, A.Z. Kiss
A new micro-NRA set-up for boron 
analysis via a-particle detection from the 
u B(p,0!)8Be nuclear reaction has been devel­
oped at the Debrecen scanning nuclear micro­
probe facility [1]. The set-up consists of four 
large area PIN silicon photodiodes in an opti­
mised geometrical arrangement providing 1.87 
sr solid angle. This solid angle is slightly larger 
than the ever reported values (1,63 sr) for an­
nular surface barrier detectors, which detec­
tors are conventionally used for charged parti­
cle detection. The new set-up was calibrated 
for boron with NIST type glass standards and 
also with a macusanite glass standard in the 
low concentration region. The calculated MDL
value for boron was 5 yug/g for 1 gC accumu­
lated charge in a glassy matrix. The capability 
of this set-up for precise concentration mea­
surement was demonstrated via the analysis of 
geological obsidian samples with less than 160 
fig/g  boron content.
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7.11 E fficiency calibration  o f e lectron  sp ectrom eters by th e  h elp  o f  
stand ard  sp ectru m
J. Tóth, I. Cserny, D. Varga, L. Kövér and K. Tőkési
For studying thin films and surface nano­
structures quantitative analytical applications 
of electron spectroscopic techniques have a 
great importance. The most frequently used 
techniques are XPS, XAES and AES in quan­
titative surface electron spectroscopy. Ap­
plying these techniques changes in the de­
tection efficiency vs. electron kinetic energy 
change the measured electron peak intensity 
ratios and in this way the neglect of the en­
ergy dependence of the spectrometer efficiency 
can influence surface atomic concentrations de­
rived. The importance of the precise deter­
mination of the atomic concentrations is very 
crucial, especially in the determination of non­
destructive depth profiles by the help of AR- 
XPS in which small changes in the relative con­
centrations can change dramatically the con­
centration depth profiles of a few nanometer 
depth ranges.
In the present study the REELS technique 
was used to determine the relative detection
efficiency by the help of a standard spectrum 
measured on the surface of fine microcrys­
talline Cu specimen.
The experimental relative efficiency curves 
vs. electron kinetic energy were compared to 
the calculated efficiency curve .
The efficiency calibration is discussed from 
the point of view of quantitative XPS, AR- 
XPS, AES and from the point of view of IMFP 
determination by XPS.
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7.12 Iron-fullerene m ix tu re  p lasm a
S. Biri, E. Fekete, A. Kitagawaa\  M. Muramatsu
In many laboratories new materials useful 
for nanotechnology and medical applications 
are searched and studied. In the ECR labo­
ratory one of our future goals is to produce 
endohedral fullerene molecules (e.g FeCsCßo) 
in large quantity. If this comes true, it will 
be possible to make building blocks for nano­
parts, an ultra-contrast medium of MRI, and 
a magnetic nano-particle for treatment of can­
cer.
For this experiment some modifications 
were carried out on the ATOMKI-ECRIS [1]. 
The waveguide of the 14.5 GHz microwave gen­
erator was divided in order to couple very low 
powers (1 watt or less) into the plasma. The 
Cßo component of the plasma was produced 
by using a simple oven. Among known meth­
ods (oven, sputtering, electron bombardment, 
compounds containing Fe), we have chosen the 
evaporation of ferrocene [Fe^sH s^] powder 
to introduce Fe atoms into the plasma. The 
ferrocene chamber was connected to one of the 
two gas feeding lines and the evaporation rate 
was controlled by needle valve. The extraction 
voltage had to be kept as low as 600V, because 
of the low mass-energy product of our bending 
magnet.
First we developed independently the 
rough working conditions for single-charged 
dense iron and fullerene plasmas. Then a clean 
fullerene plasma was made. The temperature 
of the oven was about 450°C. The bending 
magnet was set to the C6o peak (M=720) and 
about 50-100 nA intensity of single-charged 
fullerene peak was obtained. Then the mag­
net was set to the position of the searched 
FefQiCeo or FeCßo peak (M=776) and the fer­
rocene valve was opened. A very difficult and 
long tuning followed. Finally we found a new 
large peak with higher mass than Ceo-
Figure 1. A typical Cgo+Fe beam spectrum (red) 
together with an original (clean) Сбо (grey) spec­
trum
In Figure 1 the centre of the new big peak 
on the right side is located at M=776 which 
corresponds to FeCeo and/or Fe@C6o mole­
cules. The peak is wide and shows some struc­
ture. We think it may contain impurities at­
tached to the Css, C59, Сбо and FeCeo mole­
cules. We can not tell at this moment whether 
the iron atoms are inside or outside the carbon 
cage.
As a conclusion our experiment demon­
strated that the ECR ion source generally can 
be used to produce mixed iron-fullerene plasma 
and FeCeo molecules both in the plasma and 
in the beam.
These results are encouraging, but at lower 
frequencies and with larger plasmas we expect 
to achieve better results. Very recently we re­
placed our 14.5GHz/2000W klystron based mi­
crowave generator by a variable 8-12GHz/20W 
TWT system. So far we studied He and Ar 
plasmas with this device, the investigation of 
fullerene plasmas follows at the beginning of 
2005. Another project in the near future is 
the application of other methods (e.g oven) to 
produce the Fe component of the plasma.
a) Nat. Inst. Rad. Sci. Sci. (NIRS), Chiba, Japan
[1] S. Biri et al., Rev Sei. Instrum. 73 (2002) 881-883.
[2] S. Biri et al., Proc. 16th Int. Workshop on ECR
Ion Sources, Berkeley, USA, 26-30 Sept. 2004.
Will be published by AIP, Feb. 2005.
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7.13 D eterm in ation  o f  charge carrier trapp ing tim es in  S i(L i) X -ray  d etec to rs
G, Kalinka, M. Novák
In high quality Si(Li) X-ray detectors the 
influence of charge trapping is usually negligi­
ble. Recently, however, in order to thoroughly 
characterize two liquid nitrogen cooled Si (Li) 
detectors a sensitive measurement of charge 
carrier trapping times have been performed.
The determination was based on the the 
bias dependence of the charge collection effi­
ciency for a wide energy range of photons inci­
dent on one side, whereby the fractional contri­
bution of the charge carriers in the collection 
process is varied, enabling to determine trap­
ping data for both carriers simultaneously [1].
On the basis of the high degree of Li+- 
compensation as checked by C-V measurents, 
nearly uniform electric fields in the applied 
100-1000 V bias range for both detectors were 
assumed. At the same time the low temper­
ature and the ~  5 mm detector thicknesses 
provide transit times much shorter (30-100 ns) 
than the peaking times applied (40-50 ps), 
therefore the influence of ballistic deficit was 
neglected, and so was the detrapping due to 
the intense cooling, independent of the long 
shaping. Despite the constancy of detec­
tor capacitances, nonnegligible bias dependent 
gain changes were corrected for by a reference 
pulser.
With the above assumptions and for low 
charge collection loss, which was the case here, 
the collection efficiency 77 can be written in the 
following linear approximation
T j ( U d , E x ) « I  - w
Fq{Ex) L'0(Ex) 
Tft ve (Ud) vh(Ud)
where w is the depleted region thickness, 
T+ and T+ are the trapping times sought, ve 
and Vh are the charge collection velocities, Ud 
is the applied bias voltage, Ex the energy of 
the photon detected, Fq and L'0 are first order 
series expansion terms for electrons and holes, 
respectively, characterizing their contribution 
to the total charge carrier collection efficiency.
The positions of 9 major peaks in the 6- 
60 keV region were determined by spectrum 
fitting, using the MEWA interactive spectrum 
evaluation code [2]. Fortuitously, in the par­
ticular temperature and electric field strength 
region ve ~  2.3Vh, so the originally 2D fitting 
problem of Eq. can be reduced to ID, as can 
be seen in the figure. Charge carrier veloci­
ties at the estimated ~90 К temperature were 
taken from [3].
Note that for the better quality detector 
(Jj2) at 1000 V the mean free pathlengths be­
fore trapping r f  Vi are in the order of 1 m 
for electrons and holes alike, while the charge 
losses are 0.12 % and 0.06 % in the low (Ex —> 
0) and high (Ex -* 00) energy limits, re­
spectively. For 60 keV this translates to 36 
eV deficit, or corresponds to 1 channel at the 
1700th one in a MCA spectrum.
The advantage of the method applied is 
that it comes as a spin-off of a “simple” bias 
dependent energy calibration procedure of X- 
ray detectors [4].
[1] G. Kalinka, ATOMKI Bulletin 21 (1979) 291
[2] J. Vegh, EC ASIA '95, Wiley, 1996, p.680
[3] C. Jacoboni et al, Solid-State Electr. 20 (1977) 77
[4] M. Novak, Diploma Thesis, Debrecen University,
2004
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7 .14  E dge effect in  s in g le  floa tin g  field ring term in a ted  silicon  p in  diode
G. Kalinka, M. Novak
In order to ensure uniform and highly effi­
cient charge collection in semiconductor radi­
ation detectors, the vital requirement for high 
performance, they are operated at the high­
est bias they can withstand without significant 
increase of leakage current or without break­
down. An efficient solution to improve high 
voltage behavior and increase the breakdown 
voltage is the application of one or more con­
centric floating guardrings (manufactured usu­
ally in the same technological step as the main 
diode), which are biased by reachthrough con­
duction to the central, main diode [1]. Despite 
extensive research of such structures (see e.g. 
[2], and references therein), their influence on 
the spectral response is overlooked.
Unlike in a recent investigation of edge ef­
fect of a nonguarded pin diode with a scan­
ning nuclear microprobe [3], here a study of a 
guarded diode with noncollimated alpha par­
ticles from 241 Am isotope is described. The 
diode had a 10x 10 mm2 central p+ elec­
trode (the radiation entrance window) sur­
rounded by a 130 /im wide guardring, sepa­
rated with a 200 yum wide gap. Whereas simi­
lar diodes without guardring broke down typ­
ically slightly above 200 V, the particular one 
tested withstood in excess of 500 V.
Uniform irradiation with the 5.5 MeV al­
pha particles at 250 V and using semigaussian 
shaping with 400 ns time constant resulted 
in the spectrum shown in the figure. Below 
reachtrough voltage (~150 V) spectra consist 
of only peak Po, originating from the central, 
uncovered diode part, and P i, from the rim 
of the centre, the metallization (~ 1 p,m Al) 
of which causes the observed energy shift and 
straggling. The intensity of Po and P i slowly 
increases with the increase of the bias applied 
to the central part, as the depleted region ex­
tends not only in depth, but laterally too. At 
reachthrough their intensities drop back a lit­
tle bit, as from now on the guardring and the 
centre share those events being detected be­
tween them. In addition, there appear two
new peaks, P 2 and P3, stemming from the un­
covered and metallized parts of the extended 
depleted zone, belonging to the attraction re­
gion of the guardring. These peaks are further 
downshifted with respect to Po and P i, since 
the ring is only loosely coupled to the centre 
via their interelectrode capacitance C g ,c  and 
an effective reachthrough resistance R r t  [4], 
causing remarkable ballistic deficit at the short 
shaping time used.
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Risetime spectra taken simultaneously by 
measuring CFD signals with TAC clearly show 
slow pulses from the ring region. Surprising 
though at first, with increasing bias the rise­
time, and consequently the separation of P2 
and P3 from Po and P i also increases, in ac­
cord with the above model. In order to elimi­
nate P2 and P3 as artefacts, the guardring has 
to be capacitively grounded.
[1] J. Baliga, Power Semiconductor Devices, PWS
Publishing, Boston, 1995
[2] M. Da Rold, et al., IEEE Trans. Nuci. Sci. NS-46
(1999) 1215
[3] A. Simon, G. Kalinka, this Annual Report (In­
vestigation of charge collection in a Silicon PIN
photodiode)
[4] A. Castoldi et al., Nucl. Instrum, and Methods
A439 (2000) 483
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7.15 A  tim e-of-flight e lectron  sp ectrom eter  for stu d ies  o f  forw ard e lec tro n  em is­
sion in ion -a tom  collisions
L. Sarkadi, A. Orbán
We designed and constructed a new kind 
of time-of-flight electron spectrometer for mea­
surements of the spectra of electrons emitted in 
forward direction in ion-atom collisions. The 
principle of operation of the spectrometer is 
shown in Figure 1. The electrons ejected in a 
small angular range (typically ± 1°) around 0° 
from a gas jet target by a well-collimated ion 
beam (diameter: 0.5 mm) are reflected by an 
electrostatic mirror in backward angles. The 
angle between the normal of the mirror and the 
direction of the ion beam is 10°, so the angle 
of the backscattering is 160°. The backscat- 
tered electrons are detected by an array of 
channel electron multipliers (CEMs) mounted 
at a distance of about 30 cm from the mir­
ror. The detector array consists of four CEMs 
allowing the measurement of the angular dis­
tribution of the electrons. Choosing a pair of 
CEMs, one can also carry out electron-electron 
coincidence measurements. The time of flight 
of the electrons is measured by detecting the 
electrons in coincidence with the charge-state 
analysed outgoing projectiles.
The electrostatic mirror consists of eight 
electrodes. The optimal electrode potentials 
were determined by calculating the electron 
trajectories with help of the SIMION program. 
To avoid the production of secondary elec­
trons, we did not use any grid in the mirror.
The spectrometer was tested by C+ on Ar 
collisions in the impact energy range between 
100 and 300 keV. A typical velocity spectrum 
taken by 200 keV C+ ions is shown in Figure
2. The electrons were detected in coincidence 
with the outgoing C2+ ions. The broad peak 
at V = 0.81 a.u. (electron energy =  9.08 eV) 
is the ” Electron Loss to the Continuum” cusp. 
[1]. The narrower peaks located symmetrically 
on the low- and high-velocity wing of the cusp 
are autoionization lines originating from the 
projectile. The time resolution of the spec­
trometer (determined from the width of the 
autoionization lines) is about 6 ns.
Figure 1. Scheme of the time-of-flight electron 
spectrometer.
Figure 2. Velocity spectrum of the electrons emit­
ted from 200 keV C+ on Ar collisions at 0°.
[1] L. Víkor et al., Nucl. Instr. Meth. В 107, 79 
(1996).
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