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Abstract
Let K ⊂ S3, and let K˜ denote the preimage of K inside its double branched cover, (S3,K). We prove,
for each integer n > 1, the existence of a spectral sequence whose E2 term is Khovanov’s categorification
of the reduced n-colored Jones polynomial of K (mirror of K) and whose E∞ term is the knot Floer
homology of ((S3,K), K˜) (when n odd) and of (S3,K#Kr) (when n even). A corollary of our result is
that Khovanov’s categorification of the reduced n-colored Jones polynomial detects the unknot whenever
n > 1.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Since their introduction less than ten years ago, Khovanov homology [9] and Heegaard Floer
homology [18] have generated a tremendous amount of activity and a stunning array of applica-
tions.
Although they have quite different definitions, the knot invariants associated to the two theo-
ries share many formal properties:
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whose Euler characteristic is a classical knot polynomial (Jones and Alexander, resp.).
(2) Both theories come equipped with a filtration which yields a concordance invariant (s [23]
and τ [17,22], resp.).
(3) Both theories are “uninteresting” (determined by classical invariants) on quasi-alternating
knots [14].
Ozsváth–Szabó provided the first clue about a relationship between the two theories:
Theorem 1.1. (See [20, Theorem 1.1].) Let L ⊂ S3 be a link and L ⊂ S3 its mirror. There is a
spectral sequence whose E2 term is K˜h(L) and which converges to ĤF ((S3,L)).
In the above, K˜h(L) refers to the reduced Khovanov homology of a link L ⊂ S3 [11], ĤF (Y )
refers to the (∧ version of the) Heegaard Floer homology of the closed, connected, oriented
3-manifold Y [18], and ĤFK(Y,K) refers to the (∧ version of the) knot Floer homology of the
nullhomologous knot K ⊂ Y [17,22]. Furthermore, for a codimension 2 pair (B, ∂B) ⊂ (X, ∂X),
we use (X,B) to denote the double-branched cover of X over B and B˜ to denote the preimage
of B inside(X,B). Throughout the paper, all Khovanov and Heegaard Floer homology theories
will be considered with Z2 coefficients.
Our present aim is to position Ozsváth–Szabó’s result in a more general context. In particular,
if K ⊂ S3 is a knot, then Khovanov associates to K a whole sequence of invariants, K˜hn(K),
categorifying the reduced n-colored Jones polynomials [12].
We prove:
Theorem 1.2. Let K ⊂ S3 be an oriented knot, K ⊂ S3 its mirror, and Kr its orientation reverse.
For each n ∈ Z>0, there is a spectral sequence, whose E2 term is K˜hn(K) and whose E∞ term
is
HFn(K) :=
⎧⎪⎨⎪⎩
ĤF ((S3,K)) if n = 1,
ĤFK((S3,K), K˜) if n > 1 and odd,
ĤFK(S3,K#Kr) if n is even.
In the above, HFn(K) is actually a grading-shifted version of the stated homology group,
where the shift depends, in a prescribed way, upon n. We compute this grading shift explicitly in
Section 6. In that section, we also mention a conjectural relationship between the Khovanov and
Floer gradings which would imply a connection, for large n, between the so-called homological
width of K˜hn(K) and the knot genus.
Theorem 1.2 yields the following easy corollary:
Corollary 1.3. K˜hn(K) detects the unknot for all n > 1.
Proof. [16] tells us that if K ⊂ Y is a nullhomologous knot and g(K) > 0, then
rk
(
ĤFK(Y,K)
)
> 1.
Now, suppose that K ⊂ S3 is not the unknot, U . Then:
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The existence of the spectral sequence
K˜hn(K) → HFn(K)
then implies that
rk
(
K˜hn(K)
)
 rk
(
HFn(K)
)
> 1
for all n > 1.
In particular, rk(K˜hn(K)) = 1 when K = U . 
We remark that Andersen [1] has announced a proof of a related result–namely, that the full
collection of colored Jones polynomials is an unknot detector. His result arises from a quite
different perspective, via an argument relating the growth rate of the invariants to the nontriviality
of SU(2) representations of the fundamental group of surgeries on the knot.
We would also like to mention the work of Hedden [6], who, after hearing a talk given by the
second author on a weaker version of Theorem 1.2 (see the Acknowledgments section), was able
to prove via existing Heegaard Floer homology techniques that the Khovanov homology of the
2-cable detects the unknot.
Before proceeding to the proof, we pause to say a few words about our techniques. Through-
out, we make heavy use of sutured Floer homology, a beautiful theory developed by Juhász
which associates to a sutured 3-manifold (in the sense of [3]) Heegaard Floer-type homology
groups [7]. In fact, sutured Floer homology appears, in general, to have a tight connection to
various Khovanov-type constructions associated to tangles. In this direction, we explore the re-
lationship between our work and that of Lawrence Roberts [24] in an upcoming paper, where we
interpret our spectral sequence (for odd n) as a special case of a direct summand of the one he
constructs. More generally, categorifications of Kauffman bracket skein modules of I -bundles
over surfaces [2] certainly merit further attention.
For the present application, we begin with a knot K ⊂ S3, constructing from it a balanced
tangle T n ⊂ D × I (see Definition 5.2 and the discussion preceding it) by removing a neighbor-
hood of a point lying on K and taking the n-cable. There are then two natural chain complexes
one can associate to T n: one obtained using a Khovanov-type functor (Section 5.2) and the other
using a sutured Floer-type functor (Section 5.3).
The key observation is that the generators of these chain complexes agree on admissible,
balanced, resolved tangles, defined in Section 5.1. Furthermore, both theories satisfy certain
skein relations which allow us to build the chain complex associated to a tangle from its cube of
resolutions. More specifically, associated to the ith crossing of a projection P(T ) of a balanced
tangle T , one can form P i0(T ) and P i1(T ), the so-called 0 and 1 resolutions of the crossing (see
Fig. 1). In both the Khovanov and sutured Floer settings, the chain complex for the tangle can
then be defined by iteratively resolving crossings. In Khovanov’s theory, this structure is part of
the definition. In sutured Floer homology, this structure arises because of the existence of a link
surgeries spectral sequence, described in Section 4, which relates the sutured Floer homologies
of sutured 3-manifolds differing by triples of surgeries along an imbedded link.
Our main theorem is, therefore, really an amalgam of two theorems:
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is a spectral sequence, whose E2 term is K˜hn(K) and whose E∞ term is SFH((D × I, T n)).
Theorem 6.1. Let n ∈ Z>0.
SFH
(

(
D × I, T n))∼=
⎧⎪⎨⎪⎩
ĤF ((S3,K)) if n = 1,
ĤFK(S3,K#Kr) if n is even,
ĤFK((S3,K), K˜) if n > 1 and odd,
where, in the above, (D × I, T n) is the sutured double-branched cover (Definition 2.11),
branched over T n, of the product, sutured manifold, D × I (Example 2.7).
Theorem 5.19 will require us to review sutured Floer homology as well as extend some ba-
sic Heegaard Floer-type definitions and results to the sutured Floer setting (definition of sutured
Floer multi-diagrams and the natural maps associated to them, validity of Lipshitz’s Maslov in-
dex formula, finiteness of holomorphic disk counts for admissible sutured multi-diagrams, etc.).
These results are included for completeness and also because they may prove useful for future
applications of sutured Floer homology; however, they may be safely skimmed on a first reading.
Theorem 6.1 is proved using a simple topological observation coupled with some techniques
from sutured Floer homology (in particular, its behavior under surface decompositions).
The paper is organized as follows:
In Section 2, we recall the necessary sutured Floer and Heegaard Floer homology background
and introduce two sutured Floer operations–gluing and branched covering–that we will use re-
peatedly. In this section, we also verify the validity of Lipshitz’s Maslov index formula in the
sutured Floer setting.
Section 3 is a compilation of the technical results necessary for the statement and proof of the
link surgeries spectral sequence in the next section. We define sutured Heegaard multi-diagrams
and discuss how they can be used to define maps between sutured Floer chain complexes by
examining moduli spaces of holomorphic polygons. We also set up the appropriate admissibility
hypotheses ensuring the finiteness of these polygon counts in the setting of interest to us. We
close the section by discussing polygon associativity and the naturality of triangle maps under a
Λ∗(H1) action.
In Section 4, we prove the analogue of the link surgeries spectral sequence in the sutured
Floer homology setting. A corollary will be the identification of SFH((D × I, T )) for any
admissible, balanced tangle T , with the homology of a certain iterated mapping cone.
In Section 5, we prove Theorem 5.19 by demonstrating the equivalence of the Khovanov and
sutured Floer functors on admissible, balanced, resolved tangles T ⊂ D × I and applying the
link surgeries spectral sequence.
In Section 6, we give a proof of Theorem 6.1, followed by an explicit calculation of the grad-
ing shifts between SFH((D × I, T n)) and HFn(K). We conclude with a conjecture relating
gradings in Khovanov homology to gradings in sutured Floer homology.
2. Floer homology background: notation and standard constructions
In this section, we review standard definitions and notations, as well as prove a few simple
results about sutured manifolds and sutured Floer homology. Please see [7] and [18] for more
details.
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tangle T . Then P i0(T ) and P i1(T ) are obtained by replacing a small neighborhood of the ith crossing as specified.
Definition 2.1. (See [3].) A sutured manifold (Y,Γ ) is a compact, oriented 3-manifold with
boundary ∂Y along with a set Γ ⊂ ∂Y of pairwise disjoint annuli A(Γ ) and tori T (Γ ). The
interior of each component of A(Γ ) contains a suture, an oriented simple closed curve which is
homologically nontrivial in A(Γ ). The union of the sutures is denoted s(Γ ).
Every component of R(Γ ) = ∂Y − Int(Γ ) is assigned an orientation compatible with the
oriented sutures. More precisely, if δ is a component of ∂R(Γ ), endowed with the boundary
orientation, then δ must represent the same homology class in H1(Γ ) as some suture. Let R+(Γ )
(resp., R−(Γ )) denote those components of R(Γ ) whose normal vectors point out of (resp.,
into) Y .
Sutured manifolds can be described using sutured Heegaard diagrams. Here (and throughout),
I denotes the interval [−1,4].
Definition 2.2. (See [7, Defns. 2.7, 2.8].) A sutured Heegaard diagram is a tuple (Σ,α,β),
where Σ is a compact, oriented surface with boundary, and α = {α1, . . . , αd}, β = {β1, . . . , βd}
are two sets of pairwise disjoint simple closed curves in Int(Σ). Every sutured Heegaard diagram
uniquely defines the sutured manifold obtained by attaching 3-dimensional 2-handles to Σ × I
along the curves αi ×{−1} and βj ×{4} for i, j ∈ {1, . . . , d}. Γ is ∂Σ×I , and s(Γ ) = ∂Σ×{ 32 }.
To define sutured Floer homology, Juhász restricts to a particular class of sutured manifolds.
Definition 2.3. (See [7, Defn. 2.2].) A sutured manifold (Y,Γ ) is said to be balanced if χ(R+) =
χ(R−), and the maps π0(Γ ) → π0(∂Y ) and π0(∂Y ) → π0(Y ) are surjective.3
There is a corresponding notion for Heegaard diagrams:
Definition 2.4. (See [7, Defn. 2.1].) A sutured Heegaard diagram (Σ,α,β) is called balanced if
|α| = |β|, Σ has no closed components, and {αi} (resp., {βi}) are linearly-independent in H1(Σ).
3 The equivalence of this definition to the original definition in [7] is immediate.
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means of a balanced Heegaard diagram. From the data of a balanced Heegaard diagram
(
Σ,α = {α1, . . . , αd}, β = {β1, . . . , βd}
)
and a generic (family of) complex structures on Σ , Juhász then defines a Floer chain complex in
the standard way using the half-dimensional tori Tα = α1 × · · · × αd and Tβ = β1 × · · · × βd in
Symd(Σ). Specifically, one obtains a chain complex with:
(1) Generators: {x ∈ Tα ∩ Tβ},
(2) Differentials:
∂(x) =
∑
y∈Tα∩Tβ
∑
{φ∈π2(x,y)|μ(φ)=1}
M̂(φ) · y.
As usual, π2(x,y) denotes the homotopy classes of disks connecting x to y, μ(φ) denotes the
Maslov index of a representative of such a homotopy class, and M̂(φ) denotes the moduli space
of holomorphic representatives of φ, modulo the standard R action.
Denote by CFH(Y,Γ ) any chain complex associated to a balanced, sutured manifold (Y,Γ )
arising as above, and by SFH(Y,Γ ) the homology of such a chain complex, which is an invariant
of the sutured manifold, (Y,Γ ), as proved in [7].
We will repeatedly encounter the following examples of sutured manifolds:
Example 2.5. Let Y be a closed, oriented 3-manifold, along with a thickening, D × I ⊂ Y , of
an imbedded, oriented disk D. Then (Y −D,Γ ) will denote the sutured manifold Y − (D × I )
with Γ = ((∂D)× I ) ⊂ ∂(D × I ) and s(Γ ) = ∂D × { 32 }. Note that
SFH(Y −D,Γ ) ∼= ĤF (Y ).
See [7, Ex. 2.3] and the discussion in the proof of Theorem 6.1 in the present paper.
Example 2.6. Let K ⊂ Y be an oriented knot in a closed, oriented 3-manifold. Then (Y −K,Γ )
will denote the sutured manifold Y − N(K), where Γ is defined as follows. Choose μ an
imbedded curve on T 2 = ∂(Y − N(K)) representing an oriented meridian of K , μ′ a parallel,
oppositely-oriented copy of μ. Then Γ = N(μ)∪N(μ′) and s(Γ ) = μ∪μ′. Note that
SFH(Y −K,Γ ) ∼= ĤFK(Y,K).
See [7, Ex. 2.4] and the discussion in the proof of Theorem 6.1 in the present paper.
Example 2.7. Let Fg,b be a compact, oriented surface with genus g and b boundary components.
Then let (Fg,b × I,Γ ) be the sutured manifold with Γ = ∂(Fg,b)× I and s(Γ ) = ∂(Fg,b)×{ 32 }.
A sutured manifold of this type is called a product sutured manifold. We will denote by D the
disk, F0,1.
2120 J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165Fig. 2. Two sutured manifolds (Y1,Γ1) and (Y2,Γ2) being glued along distinguished sutures γi ⊂ Γi for i = 1,2.
For simplicity, whenever we refer to a sutured manifold of the type described in Exam-
ples 2.5–2.7, we will drop any reference to the sutures in the notation. E.g., S3 −K (for K
an oriented knot in S3) will be used to denote the sutured manifold (S3 −K,Γ ).
We will need the following three operations, which allow us to construct new balanced, su-
tured manifolds from old.
Definition 2.8 (Gluing). Let (Y1,Γ1), (Y2,Γ2) be two sutured manifolds, and γi ⊂ Γi a distin-
guished annular component of Γi for i = 1,2. Then:
Y1 ∪γ1∼γ2 Y2
will denote the sutured 3-manifold
Y1 γ1∼−γ2 Y2
illustrated in Fig. 2.
Note that
(1) Y1 ∪γ1∼γ2 Y2 has sutures (Γ1 − γ1)∪ (Γ2 − γ2), and
(2) R±(Y1 ∪γ ∼γ Y2) = R±(Y1)∂γ ∼−∂γ R±(Y2).1 2 1 2
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guished annular components of Γi in connected components Si ⊂ ∂(Yi) for i = 1,2. If at least
one of γi for i = 1,2 satisfies the additional property that (Si − γ i)∩ Γi = ∅, then Y1 ∪γ1∼γ2 Y2
is balanced.
Proof. It is clear that Y1∪γ1∼γ2 Y2 has no closed components if Y1 and Y2 don’t, since we are only
gluing along a proper subset of Si for i = 1,2. Furthermore, the condition that (Si −γ i)∩Γi = ∅
for at least one of i = 1,2 ensures that
π0
(
Γ (Y1 ∪γ1∼γ2 Y2)
)→ π0(∂(Y1 ∪γ1∼γ2 Y2))
is surjective.
The additivity of the Euler characteristic for surfaces glued along boundary components in-
sures that
(
χ
(
R+(Yi)
)= χ(R−(Yi))) ⇒ (χ(R+(Y1 ∪γ1∼γ2 Y2))= χ(R−(Y1 ∪γ1∼γ2 Y2))). 
There is a nice interpretation of the gluing operation in terms of the associated Heegaard
diagrams.
Lemma 2.10. If (Σ,α,β)i for i = 1,2 are balanced sutured Heegaard diagrams representing
the balanced sutured manifolds (Y,Γ )i , and γi ⊂ Γi satisfy the conditions in Proposition 2.9,
then
(Σ1 γ1∼−γ2 Σ2, α1 ∪ α2, β1 ∪ β2)
is a balanced sutured Heegaard diagram representing Y1 ∪γi Y2.
Proof. Immediate from the definitions. 
Definition 2.11 (Branched covering). Let (Y,Γ ) be a sutured manifold and
(B, ∂B) ⊂ (Y, ∂Y )
a smoothly imbedded 1-manifold satisfying
∂B ∩ Γ = ∅.
Let Y˜ be any cyclic branched cover of Y over B with covering map π : Y˜ → Y .
Then we denote by (Y˜ , Γ˜ ) the sutured manifold with sutures s(Γ˜ ) = π−1(s(Γ )).
Of special interest to us is the sutured branched double cover, which we will denote by
((Y,Γ ),B).
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B depends upon a choice of homomorphism
φ : H1(Y −B;Z) → Zk.
If B has m components, then
H1(Y −B;Z) ∼= H1(Y ;Z)⊕ Zm,
with meridians μ1, . . . ,μm giving a basis for the Zm-direct summand. In the present work, we
shall always choose our homomorphism, φ, so that it satisfies φ(μi) = 1 ∈ Zk for all μi .
Proposition 2.13. Let (Y,Γ ) be a balanced, sutured manifold and (B, ∂B) ⊂ (Y, ∂Y ) a smoothly
imbedded codimension 2 submanifold satisfying
∂B ∩ Γ = ∅.
Let Y˜ be any cyclic branched cover of (Y,B) with covering map π : Y˜ → Y . If
|∂B ∩R+| = |∂B ∩R−|,
then (Y˜ , Γ˜ ) is balanced.
Proof. To show that χ(R˜+) = χ(R˜−), note that the branched covering restricts to a branched
covering of the boundary over ∂B ⊂ ∂Y . Let n = |∂B ∩ R±| and k be the order of the covering
Y˜ → Y . By the Riemann–Hurwitz formula,
χ(R˜±) = k
(
χ(R±)
)− (k − 1)n.
Since Y is balanced, χ(R+) = χ(R−), which implies χ(R˜+) = χ(R˜−), as desired.
To prove that the map π0(Γ˜ ) → π0(∂Y˜ ) is surjective, we assume, aiming for a contradiction,
that there is a component, A, of ∂Y˜ satisfying A ∩ Γ˜ = ∅. But this is impossible, since the path
lifting property of covering spaces (cf. [4]) ensures that A maps surjectively onto a connected
component of ∂Y , contradicting the assumption that π0(Γ ) → π0(∂Y ) is surjective.
An analogous argument proves that π0(∂Y˜ ) → π0(Y˜ ) is surjective. 
We will also need to understand the behavior of sutured Floer homology under so-called
surface decompositions:
Definition 2.14. (See [8, Defn. 2.4].) Let (Y,Γ ) be a sutured manifold. A decomposing surface
is a properly imbedded oriented surface S in Y such that for every component λ of S ∩Γ , one of
the following holds:
(1) λ is a properly imbedded non-separating arc in Γ with |λ∩ s(Γ )| = 1.
(2) λ is a simple closed curve in an annular component A of Γ in the same homology class
as s(Γ ).
J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165 2123(3) λ is a homotopically nontrivial curve in a torus component T of Γ , and if δ is another
component of T ∩ S, [λ] = [δ] ∈ H1(T ).
Definition 2.15. If S is a decomposing surface in the sutured manifold (Y,Γ ), then S defines a
sutured manifold decomposition
(Y,Γ )S
(
Y ′,Γ ′
)
,
where Y ′ = Y − Int(N(S)) and
Γ ′ = (Γ ∩ Y ′)∪N(S′+ ∩R−(Γ ))∪N(S′− ∩R+(Γ )),
R+
(
Γ ′
)= ((R+(Γ )∩ Y ′)∪ S′+)− Int(Γ ′),
R−
(
Γ ′
)= ((R−(Γ )∩ Y ′)∪ S′−)− Int(Γ ′).
Here, S′+ (resp., S′−) is the component of ∂N(S)∩Y ′ whose normal vector points out of (resp.,
into) Y ′.
We refer the reader to [8] for the remaining definitions and results about the behavior of su-
tured Floer homology under surface decompositions. In particular, Theorem 1.3, Definition 4.3,
and Lemmas 4.5 and 5.4 of [8] will be indispensable to us in the proof of Theorem 6.1.
We close this section with a proof of the following algebro-topological fact, implicit in
[7, Sec. 3]. Compare also [18, Sec. 2.5].
Proposition 2.16. Let (Σ,α,β) be a balanced sutured Heegaard diagram for (Y,Γ ). Then there
is a natural identification
H2(Y ;Z) ∼= Ker
(
Span
([α,β])→ H1(Σ;Z)).
Proof. Use Mayer–Vietoris on
Y = Uα
⋃
Σ
Uβ,
where Uα := f−1[−1, 32 ], Uβ := f−1[ 32 ,4], and Σ = f−1( 32 ) for f a self-indexing Morse func-
tion as in [7, Prop. 2.13]:
H2(Uα)⊕H2(Uβ) −−−−→ H2(Y ) −−−−→ H1(Σ) f−−−−→ H1(Uα)⊕H1(Uβ).
Since H2(Uα) ∼= H2(Uβ) = 0 (using, e.g., the long exact sequences on the pairs (Uα,Σ) and
(Uβ,Σ), combined with the fact that the boundary maps H2(Uα,Σ) → H1(Σ) and H2(Uβ,Σ)
are injective), H2(Y ) ∼= Ker(f ). But Ker(f ) consists of those elements of H1(Σ) which map
to 0 in both H1(Uα) and H1(Uβ) under the inclusion maps. This is precisely
Ker
(
Span
([α,β])→ H1(Σ)),
as desired. 
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Let (Σ,α,β) be a balanced, sutured Heegaard diagram and x = (x1, . . . , xd), y = (y1, . . . , yd)
two intersection points in Tα ∩ Tβ ⊂ Symd(Σ). The purpose of this section is to review Lip-
shitz’s formula [13] for the Maslov index (formal expected dimension) of the moduli space of
holomorphic representatives of φ ∈ π2(x,y), which Juhász has verified to be valid in the context
of sutured Floer homology. We will need this formula in order to understand the grading shifts
discussed in Section 6.1.
Before stating Lipshitz’s formula, we need a couple of definitions (from [13]). In what follows,
let D be a positive domain in Σ representing φ ∈ π2(x,y). Furthermore, assume that we have
chosen
• a Riemannian metric, gΣ , on Σ with respect to which all α and β curves meet in right angles;
and
• a (possibly different) Riemannian metric, gD , on the immersed surface represented by D,
agreeing with gΣ at x and y, with respect to which the boundary is geodesic.
Definition 2.17. Let e(D) denote the Euler measure of D. The Euler measure is additive under
disjoint union and gluing components along boundaries (cf. [13]). Expressing D as a Z0-linear
combination of the connected components D1, . . . ,Dn of Σ − α − β , e(D) is given by:
e(D) =
∑
i
ki · e(Di ),
where
e(Di ) = χ(Di )− k(Di )4 +
(Di )
4
and k (resp., ) is the number of acute (resp., obtuse) right-angled corners of Di . χ(Di ) is the
Euler characteristic.
Definition 2.18.
nx(D) :=
d∑
i=1
nxi (D),
where nxi (D) is the average of the coefficients of D in the four domains adjacent to xi . In other
words, if one chooses points zI , zII , zIII , zIV in the four domains adjacent to xi , then
nxi (D) =
1
4
(
nzI (D)+ nzII (D)+ nzIII (D)+ nzIV (D)
)
.
Proposition 2.19. (See [13, Cor. 4.3], [8, Prop. 7.3].) Let D be a positive domain in Σ repre-
senting φ ∈ π2(x,y). Then
μ(φ) = e(D)+ nx(D)+ ny(D).
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To describe the differentials in the filtered chain complexes underlying the spectral sequences
involved in the proof of Theorem 5.19, we will need to define sutured Heegaard multi-diagrams,
the natural analogue of traditional Heegaard multi-diagrams, discussed in [18] and [20].
Definition 3.1. A balanced sutured Heegaard multi-diagram is a tuple (Σ,η0,η1, . . . ,ηn) where
(1) Σ is a compact, oriented surface with boundary, having no closed components.
(2) ηi = {ηi1, . . . , ηid} for i = 0, . . . , n and d a fixed non-negative integer, is a collection of pair-
wise disjoint simple closed curves in Int(Σ), which are linearly independent in H1(Σ).
As usual, this definition is closely related to a certain four-dimensional cobordism between
sutured 3-manifolds. As in [7], we associate to each d-tuple, ηi , of linearly-independent curves a
3-manifold Ui , obtained by attaching 2-handles to Σ × [−1, 32 ] along ηi ⊂ Σ × {−1}. Note that
Ui is an (unbalanced) sutured manifold with R+(Ui) := Σ × { 32 }.
As in [18, Sec. 8], we can now construct from the tuple {η0, . . . ,ηn} the following natural
4-dimensional identification space. Let Pn+1 denote a topological (n+ 1)-gon, with vertices
labeled vi for i ∈ Zn+1, labeled in a clockwise fashion. Denote the edge connecting vi to vi+1
by ei . Then let
Xη0,...,ηn :=
(Pn+1 ×Σ)∐ni=0(ei ×Ui)
(ei ×Σ) ∼ (ei ×R+(Ui)) .
We will often denote the four-manifold constructed above by X, for short.
In order to set up the appropriate admissibility hypotheses ensuring the finiteness of holomor-
phic polygon counts, we will need some basic results about the algebraic topology of X and its
relationship with homotopy classes of topological (n+ 1)-gons.
Recall that for each i ∈ Zn+1,
Tηi := ηi1 × · · · × ηid ⊂ Symd(Σ)
denotes the half-dimensional torus in Symd(Σ) corresponding to ηi = {ηi1, . . . , ηid}. Now let
xi+1 ∈ Tηi ∩ Tηi+1 be an intersection point for each i ∈ Zn+1, and let π2(x0, . . . ,xn) denote the
set of homotopy classes of Whitney (n+ 1)-gons in the sense of [18, Sec. 8.1.2]. Proposition 3.3
below implies that any two Whitney (n+ 1)-gons in π2(x0, . . . ,xn) differ by the addition of a
so-called (n+ 1)-periodic domain.
Definition 3.2. An (n + 1)-periodic domain P is a 2-chain on Σ whose boundary is a Z-linear
combination of curves in η0, . . . ,ηn.
Proposition 3.3. Let d > 2 and xi+1 ∈ Tηi ∩ Tηi+1 for i ∈ Zn+1. If π2(x0, . . . ,xn) is non-empty,
then
π2(x0, . . . ,xn) ∼= Ker
(
n⊕
i=0
Span
([
ηij
]d
j=1
)→ H1(Σ;Z)).
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Proof. The proof follows exactly as in the proof of [18, Prop. 8.3], except that in our case
π2
(
Symd(Σ)
)∼= 0,
since Σ has non-empty boundary. To see this, we adapt the argument in the proof of [18,
Prop. 2.7]. Suppose that Σ = Fg,b is a genus g surface with b > 0 boundary components. Then
Σ is homotopy-equivalent to a wedge of 2g + (b − 1) circles, hence, Symd(Σ) is homotopy
equivalent to Symd(C − {z1, . . . , z2g+(b−1)}), which is naturally identified with the space of
monic polynomials p of degree d , satisfying p(zi) = 0. By considering the coefficients of the
polynomials, this space, in turn, is naturally identified with Cd minus 2g + (b − 1) generic hy-
perplanes Hi . [5, Thm. 3] then implies that π2(Cd \ (H1 ∪ · · · ∪H2g+(b−1))) = 0 when d > 2.
Hence, we obtain
π2(x0, . . . ,xn) ∼= Ker
(
n⊕
i=0
Span
([
ηij
]d
j=1
)→ H1(Σ;Z)),
as desired. 
Furthermore, we have:
Proposition 3.4 (Analogue of [18, Prop. 8.2]). There is a natural identification
H2(X;Z) ∼= Ker
(
n⊕
i=0
Span
([
ηij
]d
j=1
)→ H1(Σ;Z))
and
H1(X;Z) ∼= Coker
(
n⊕
i=0
Span
([
ηij
]d
j=1
)→ H1(Σ;Z)).
Proof. Just as in the proof of [18, Prop. 8.2], we examine the long exact sequence of the pair
(X,Pn+1 ×Σ). As in that proof, the boundary homomorphism
∂ : H2(Ui,Σ;Z) → H1(Σ;Z)
is injective, and its image is Span([ηij ]dj=1).
The conclusion then follows by noting that
(1) H2(Pn+1 ×Σ;Z) = 0, since Σ is not closed,
(2) H2(X,Pn+1 ×Σ;Z) ∼=⊕ni=0 H2(Ui,Σ;Z) by excision, and
(3) H1(X,Pn+1 ×Σ;Z) = 0 also by excision. 
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domain P an element of H2(X;Z) as follows. Pick a point p ∈ Int(Pn+1), a point qi ∈ Int(ei),
and straight, imbedded arcs ai ⊂ (Pn+1) from p to qi for each i ∈ Zn+1. For each ηij , let Eij
denote the core disk of the associated 2-handle in Ui , and suppose
∂P =
∑
i,j
eij η
i
j .
Then
H(P) := ({p} × P)+∑
i,j
eij
(
ai × ηij
)+∑
i,j
eij
({qi} ×Eij ) ∈ H2(X;Z).
3.1. Constructing Spinc structures on X
As in [18], we obtain a natural map from homotopy classes of n-gons to Spinc structures
on X. We need to understand Spinc structures on X in order to formulate the correct admissibility
hypotheses for the sutured multi-diagrams of interest to us in the present work.
We begin with some standard definitions and facts about relative Spinc structures on 3- and
4-manifolds (with and without boundary). See [25], [18, Sec. 2.6 & 8.1.3], and [19, Sec. 3.2] for
more details.
Definition 3.5 (3-manifolds). Let (X,Z) be a pair, with X a 3-manifold (possibly with boundary),
and Z ⊂ X a closed, smoothly imbedded submanifold (possibly with boundary). Then a relative
Spinc structure, in Spinc(X,Z), is the homology class of a nowhere-vanishing vector field, ξ ,
(equivalent to an oriented 2-plane field when X is oriented and equipped with a Riemannian
metric) extending a particular fixed nowhere-vanishing vector field on Z. Two nowhere vanishing
vector fields, ξ1 and ξ2, are said to be homologous if there exists an open 3-ball, C ⊂ X −Z,
satisfying ξ1|X−C ∼ ξ2|X−C , where ∼ denotes isotopy rel Z.
Definition 3.6 (4-manifolds). Let (X,Z) be a pair, with X a 4-manifold (possibly with boundary),
and Z ⊂ X a closed, smoothly imbedded submanifold (possibly with boundary). Then a relative
Spinc structure, in Spinc(X,Z), is the homology class of a pair, (J,P ), where
• P ⊂ X −Z is a finite collection of points,
• J is an almost-complex structure (equivalent to an oriented 2-plane field, when X is oriented
and equipped with a Riemannian metric) defined over X − P , extending a particular fixed
almost-complex structure on Z.
Two pairs (J1,P1) and (J2,P2) are said to be homologous if there exists a compact 1-manifold
C ⊂ X −Z with P1,P2 ⊂ ∂C satisfying J1|X−C ∼ J2|X−C , where ∼ denotes isotopy rel Z.
In both cases above, Spinc(X,Z) is an affine set for the action of H 2(X,Z;Z).
Definition 3.7 (Sutured manifolds). If (Y,Γ ) is a connected, balanced, sutured 3-manifold, then
we denote by Spinc(Y,Γ ) the set of relative Spinc structures for the pair (Y, ∂Y ) in the sense of
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(see [7]). Recall that if Y is a sutured manifold, then
∂Y = R+ ∪R− ∪ Γ.
Furthermore, Γ is naturally identified with s(Γ )× I , with ∂(R−) = s(Γ )× {−1}, and ∂(R+) =
s(Γ ) × {4}. Then v0 is defined to point out of Y along R+, into Y along R−, and along the
gradient of the height function s(γ )× I → I along γ .
Now let
• X be the 4-manifold associated to a sutured Heegaard multi-diagram,
• Y = ∂X,
• Y ′ = −Yη0,η1 ∪ · · · ∪ −Yηn−1,ηn ∪ Yη0,ηn ⊂ Y , and
• Z = Y − Y ′.
Note that (Σ,ηi ,ηi+1) is a sutured Heegaard diagram for Yηi,ηi+1 for each i ∈ Zn. Juhász
defines a map [7, Defn. 4.5]:
s : Tηi ∩ Tηi+1 → Spinc(Yηi ,ηi+1 ,Γηi ,ηi+1).
We further have:
Proposition 3.8. There is a well-defined map sX : π2(x0, . . . ,xn) → Spinc(X,Z) satisfying the
property that
sX(Ψ )|Y
ηi ,ηi+1 = s(xi+1) ∀i ∈ Zn+1.
Proof. We will closely follow the construction given in [18, Sec. 8.1.4], making alterations as
necessary.
Let Ui be the compression body constructed by attaching 3-dimensional 2-handles to Σ ×
[−1, 32 ] along ηi × {−1}. Extend the product orientation on Σ × [−1, 32 ] in the standard way to
obtain the orientation on Ui . Note that ∂Ui is the union of three pieces:
• R+(Ui) := Σ × { 32 },
• γ− := ∂Σ × [−1, 32 ],
• R−(Ui) := −(∂Ui −R+(Ui)− γ−), the surgered surface obtained by adding compression
disks to Σ along ηi . The − sign above indicates that we equip R−(Ui) with the orientation
opposite to the boundary orientation on Ui .
Begin by constructing Morse functions fi : Ui → [−1, 32 ] with the following properties:
• f−1i (−1) = R−(Ui),
• f−1i ( 32 ) = R+(Ui),• fi has d index 1 critical points in the interior of Ui ,
• fi |γ− is the projection map to [−1, 3 ] described above.2
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coming from a Spinc structure on Y ′ as follows. Let Z = Z1 ∪Z2 ∪Z3, where
Z1 = Pn+1 × ∂Σ,
Z2 =
n⋃
i=0
(
ei ×R−(Ui)
)
,
and
Z3 =
n⋃
i=0
−(ei × γ−).
Then, along Z1 (resp., Z2), we choose the 2-plane field tangent to Σ (resp., tangent to R−(Ui)),
with orientation matching the orientation of Σ (resp., R−(Ui)). For each x ∈ ei , we choose the
2-plane field ker(dfi) along {x} × γ− ⊂ Z3, with orientation, 〈w1,w2〉, chosen so that
〈v,w1,w2〉 matches the orientation for Ui whenever dfi(v) > 0. By construction, this 2-plane
field on Z agrees with the 2-plane field associated to any Spinc structure on Y .
Given a generic map u : Pn+1 → Symd(Σ) representing φ ∈ π2(x0, . . . ,xn), we proceed to
extend this 2-plane field to the complement of a contractible 1-complex in X, producing an
element of Spinc(X,Z), as desired.
Define F to be the immersed surface whose intersection with ei ×Ui is the d-tuple of gradient
flowlines of fi connecting the d index one critical points of fi with the points (x,u(x)) ∈ ei ×Σ
and whose intersection with Pn+1 ×Σ is the collection of points (x, σ ) such that σ ∈ u(x).
In the complement of F , we let the 2-plane field agree with TΣ inside Pn+1 ×Σ and ker(dfi)
in T Ui ⊂ T (ei × Ui). This 2-plane field is clearly well-defined on (Pn+1 × Σ) − F , and it is
well-defined on (ei × Ui) − F since ei × crit(fi) ⊂ F . Furthermore, these 2-plane fields agree
on ∂Pn+1 ×Σ by the properties imposed on fi .
We extend the 2-plane field to the complement of a contractible 1-complex by choosing a
point x ∈ Pn+1 and n+ 1 straight paths a0, . . . , an to the edges e0, . . . , en. There then exists a
natural foliation of Pn+1 −⋃ni=0 ai by line segments connecting pairs of edges. The extension of
the 2-plane field to the complement in F of
⋃n
i=0(ai × Σ) ∪ D(F), where D(F) is the double
point set of F , now proceeds exactly as in [18, Sec. 8.1.4], yielding an oriented 2-plane field in
the complement of a contractible 1-complex of X which agrees with the standard 2-plane field
on Z. In this way, one produces an element of Spinc(X,Z) associated to a map of an (n+ 1)-gon
u : Pn+1 → Symd(Σ).
Note that when d = 0, X = Pn+1 ×Σ , and there is a unique map u : Dn → (Symd(Σ) ∼ pt).
In this case, the construction described above yields a 2-plane field on X which is everywhere
tangent to Σ .
Now that we have specified an extension,
Spinc
(
Y ′, ∂Y ′
)→ Spinc(X,Z),
associated to a particular (n + 1)-gon representative of π2(x0, . . . ,xn), we will show that this
extension is well-defined. In other words,
2130 J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165Lemma 3.9. Let Ψ,Ψ ′ be two (n + 1)-gons representing the same homotopy class in
π2(x0, . . . ,xn). Then they induce the same Spinc extension
Spinc
(
Y ′, ∂Y ′
)→ Spinc(X,Z).
Proof. Suppose Ψ,Ψ ′ represent the same homotopy class in π2(x0, . . . ,xn). Then their differ-
ence is an (n+ 1)-periodic domain φ satisfying
H(φ) = 0 ∈ H2(X) ∼= π2(x0, . . . ,xn),
where H(φ) ∈ H2(X) is the homology class associated to φ (cf. Proposition 3.4). To prove that
sX(Ψ ) = sX(Ψ ′), it is therefore enough to prove that
π∗
(
PD
(H(φ)))= sX(Ψ )− sX(Ψ ′),
where π∗ denotes the natural map appearing in the exact sequence
H 2(X,Y )
π∗
H 2(X,Z)
i∗
H 2(Y,Z).
Since sX(Ψ ) and sX(Ψ ′) extend the same Spinc structure on (Y ′, ∂Y ′), and since H 2(Y ′, ∂Y ′)
is isomorphic to H 2(Y,Z) by excision, we have sX(Ψ ) − sX(Ψ ′) ∈ ker(i∗) = im(π∗). In fact,
a look at the definition of sX(Ψ ) (resp., sX(Ψ ′)) shows that
sX(Ψ )− sX
(
Ψ ′
)= π∗(PD[F − F ′]),
where F (resp., F ′) denotes the immersed surface that was used to define sX(Ψ ) (resp., sX(Ψ ′))
in the proof of Proposition 3.8.
The lemma now follows by noting that [F − F ′] is homologous to H(φ). To see this, let
p ∈ Int(Pn+1) be a point in the interior of Pn+1, qi ∈ Int(ei) a point in the interior of each edge,
and ai ⊂ Pn+1 a straight arc from p to qi , as in the discussion following Proposition 3.4. Now
define
X0 := (ai ×Σ)
n
i=0 (qi ×Ui)
(qi ×Σ) ∼ (qi ×R+(Ui)) .
Then the natural deformation retract r : X → X0 sends F − F ′ to H(φ); hence, F − F ′ and
H(φ) represent the same homology class, as desired. 
The following lemma tells us that two (n + 1)-gons in the same homotopy class,
π2(x0, . . . ,xn), represent the same element of Spinc(X,Z) iff their difference is a linear combi-
nation of doubly-periodic domains.
Lemma 3.10. Let Ψ,Ψ ′ ∈ π2(x0, . . . ,xn) be two (n+ 1)-gons in the same homotopy class. Then
sX(Ψ ) = sX(Ψ ′) iff the (n+ 1)-periodic domain φ = Ψ −Ψ ′ can be written as a Z-linear com-
bination of doubly-periodic domains.
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Proof. We again use the long exact sequence on the triple (X,Y,Z):
H 1(Y,Z)
δ
H 2(X,Y )
π∗
H 2(X,Z)
i∗
H 2(Y,Z),
noting that H 2(X,Y ) ∼= H2(X) by Poincare duality, and H 1(Y,Z) ∼= H2(Y ′) by excision and
Poincare duality. The long exact sequence implies:
sX(Ψ ) = sX
(
Ψ ′
) ⇐⇒ φ = Ψ −Ψ ′ ∈ ker(π∗)= im(δ).
But, since H2(Y ′;Z) is identified with the space of doubly-periodic domains (Proposition 2.16),
the condition on the right is precisely the condition that φ can be expressed as the sum of doubly-
periodic domains. 
3.2. Admissibility
In order to ensure that the relevant holomorphic (n+ 1)-gon counts are finite, we will need to
prove that our sutured Heegaard multi-diagrams can be made admissible in a suitable sense.
Definition 3.11. A sutured Heegaard multi-diagram is admissible if every non-trivial (n+ 1)-
periodic domain has both positive and negative coefficients.
Remark 3.12. To count holomorphic (n + 1)-gons representing a particular (equivalence class
of) s ∈ Spinc(X,Z), one needs a slightly more involved notion of admissibility. In particular, one
needs to arrange that each (n+ 1)-periodic domain which is a sum of doubly-periodic domains
has some local multiplicity which is sufficiently large.
More precisely, let S denote an equivalence class in Spinc(X,Z), where s ∼ s′ if, for each
complete splitting of Xη0,...,ηn along imbedded Yηi1 ,ηi2 ’s into triangular cobordisms Xηi1 ,ηi2 ,ηi3
(see Fig. 3), we have
s|X
ηi1 ,ηi2 ,ηi3
= s′|X
ηi1 ,ηi2 ,ηi3
.
We then say that a sutured Floer multi-diagram is strongly admissible for the equivalence class
S if for each s ∈ S and each non-trivial (n+ 1)-periodic domain P which can be written as a
sum of doubly-periodic domains:
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∑
{ηi1 ,ηi2 }⊂{η0,...,ηn}
Dηi1 ,ηin
with the property that ∑〈
c1(s|Y
ηi1 ,ηi2
),H(Dηi1 ,ηi2 )
〉= 2n 0,
it follows that some local multiplicity of P is strictly greater than n.
In the situation of interest in the present work, we will only be interested in strong S-admis-
sibility for Spinc equivalence classes whose representatives satisfy〈
c1(s|Y
ηi1 ,ηi2
),H(Dηi1 ,ηi2 )
〉= 0
for all Yηi1 ,ηi2 . This is because each of the 3-manifolds Yηi1 ,ηi2 for which SFH(Yηi1 ,ηi1 ) = 0 in
the application of the link surgeries spectral sequence used to prove Theorem 5.19 is of the form
Y#n
(
S1 × S2),
where Y = Fg,b × I for some surface Fg,b of genus g with b boundary components (see Sec-
tion 5.3). This in particular implies that its sutured Floer homology is supported in the unique
Spinc structure whose c1 evaluates to 0 on every doubly-periodic domain.
This observation allows us to use the less restrictive definition of admissibility defined above.
Lemma 3.13. Every balanced, sutured multi-diagram (Σ,η0, . . . ,ηn) is isotopic to one which is
admissible in the above sense.
Proof. We proceed by induction on n. We follow the procedure and adopt the notation used
in [7, Prop. 3.15], where the base case n= 2 is proved. In particular, we assume that we have
chosen a set of pairwise disjoint, oriented, properly embedded arcs γ1, . . . , γl which are linearly
independent in H1(Σ, ∂Σ) along with nearby oppositely-oriented parallel curves γ ′j .
By the induction hypothesis, we may assume that we have constructed an admissible diagram
for (Σ,η0, . . . ,ηn−1). Now introduce the curves ηn and perform an isotopy of each ηnj in a
regular neighborhood of each of γj , γ ′j (in the orientation direction of γj , γ ′j ) so that there is
a point zj (resp., z′j ) on γj (resp., γ ′j ) which lies after (with respect to the orientation on γj )
every other curve in ηk for k < n and before the given curve of ηn. Note that if there are several
curves of ηn intersecting a single γj , this isotopy can be accomplished without introducing illegal
intersections between them by forcing the finger isotopies to lie in successively smaller regular
neighborhoods of γi . See Fig. 4 for an illustration.
Now let P be an (n+ 1)-periodic domain, with
∂P =
∑
i,j
ei,j η
i
j .
Then if en,j = 0 for some j , then nzj (P) = ei,j and nz′j (P) = −ei,j , by construction, so P has
both positive and negative coefficients. If en,j = 0 for all j , then P is an n-periodic domain for
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(Σ,η0, . . . ,ηn−1), which, by induction, has both positive and negative coefficients when non-
trivial. 
Definition 3.14. Borrowing notation from Section 3 of [7], let D(Σ,η0, . . . ,ηn) denote the set
of domains (2-chains) in Σ with boundary contained in the ηi curves. Note that every such
domain can be written as a Z-linear combination of the closures of the connected components
of
Σ −
(⋃
η0 ∪ · · · ∪
⋃
ηn
)
,
which we call elementary domains.
Let D ∈ D(Σ,η0, . . . ,ηn). We say D is a positive domain, if it is a Z0-linear combination
of the elementary domains.
For
(x0, . . . ,xn) ∈ (Tηn ∩ Tη0)× · · · × (Tηn−1 ∩ Tηn),
let D(x0, . . . ,xn) denote the set of domains representing homotopy classes in π2(x0, . . . ,xn).
Proposition 3.15. If (Σ,η0, . . . ,ηn) is admissible, then for every
(x0, . . . ,xn) ∈ (Tηn ∩ Tη0)× · · · × (Tηn−1 ∩ Tηn),
the set {D ∈ D(x0, . . . ,xn): D is a positive domain} is finite.
Proof. The proof follows exactly as in [18, Lem. 4.13] (see also [7, Lem. 3.14]). 
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(x0, . . . ,xn) ∈ (Tηn ∩ Tη0)× · · · × (Tηn−1 ∩ Tηn),
the set {M(φ) | φ ∈ π2(x0, . . . ,xn), μ(φ) = 0}
is finite.
Proof. By intersection positivity, non-trivial holomorphic (n+ 1)-gons must be represented by
domains with positive coefficients. 
3.3. Moduli spaces of polygons and associativity
As is the case in Heegaard Floer homology (see [18, Sec. 8] and [20, Sec. 4]), counts of
holomorphic maps Pn+1 → Symd(Σ) can be used to define maps between chain complexes
associated to sutured Heegaard multi-diagrams. In particular, let (Σ,η0, . . . ,ηn) be a sutured
Heegaard multi-diagram, where each ηi = {ηi1, . . . , ηid}. Then we define:
fη0,...,ηn :
n⊗
i=1
CFH(Yηi−1,ηi ) → CFH(Yη0,ηn).
As usual, the map involves counting holomorphic maps
φ : Pn+1 → Symd(Σ)
with appropriate boundary conditions.
Specifically, let xi ∈ Tηi−1 ∩ Tηi for i ∈ 1, . . . , n. Then
fη0,...,ηn(x1 ⊗ · · · ⊗ xn) :=
⎧⎨⎩
∑
y∈T
η0∩Tηn
∑
{φ∈π2(y,x1,...,xn)|μ(φ)=0} #M(φ) · y when n > 1,∑
y∈T
η0∩Tηn
∑
{φ∈π2(y,x1,...,xn)|μ(φ)=1} #M̂(φ) · y when n = 1.
Here, π2(y,x1, . . . ,xn) denotes the set of homotopy classes of Whitney (n+ 1)-gons con-
necting (y,x1, . . . ,xn) in the sense of [18, Sec. 8.1.2], M(φ) (resp., M̂(φ)) denotes the moduli
space of holomorphic representatives of φ (resp., the moduli space, quotiented by the natural
R action), and μ(φ) denotes the Maslov index of φ (expected dimension of M(φ)). As in [20,
Sec. 4], these maps can be seen to satisfy a generalized associativity property, by examining the
ends of 1-dimensional moduli spaces of holomorphic (n+ 1)-gons:∑
0i<jn
fηi ,...,ηj
(
fη0,...,ηi ,ηj ,...,ηn(−)⊗ (−)
)= 0.
This polygon associativity property can be used to prove, in the sutured Floer homology con-
text, that the map D arising in the iterated mapping cone described in Section 4 indeed satisfies
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certain ends of 1-dimensional moduli spaces) yield the zero map in our situation.
3.4. Λ∗H1-action
As in [18, Sec. 4.2.5], the sutured Floer chain complex admits an action of Λ∗(H1(Y, ∂Y ;Z)/
Tors). A good understanding of this action will allow us to prove that the Khovanov differential
matches the D1 differential on the iterated mapping cone in Section 4. Throughout Sections 3.4
and 3.5, all (co)homology groups, where unspecified, are taken with Z coefficients. Furthermore,
let H ◦∗ (−) denote H∗(−;Z)/Tors and Hom(−) denote Hom(−,Z).
Proposition 3.17. Let (Σ,α,β) be a balanced sutured Heegaard diagram representing (Y,Γ )
with d = |α| = |β| > 2. There is an action of H 1(Ω(Tα,Tβ)) ∼= H ◦1 (Y, ∂Y ) on SFH(Y ) which
lowers homological degree by 1. Furthermore, this action descends to give a well-defined action
of the exterior algebra, Λ∗(H ◦1 (Y, ∂Y )).
Here, Ω(Tα ∩Tβ) denotes the space of paths in Symd(Σ) which begin on Tα and end on Tβ .
We stabilize Σ , if necessary, to achieve d > 2 for any (Y,Γ ).
Proof. Suppose ζ ∈ Z1(Ω(Tα,Tβ)) is a cocycle in Ω(Tα,Tβ). Then for x ∈ Tα ∩Tβ , the action
is defined by
Aζ (x) =
∑
y∈Tα∩Tβ
∑
{φ∈π2(x,y)|μ(φ)=1}
ζ(φ) · (#M̂(φ))y, (1)
where we are viewing φ as a (homotopy class of) 1-chain in Ω(Tα,Tβ) and, hence, ζ(φ) is
well-defined. The proofs that
(1) Aζ is a chain map, hence induces a well-defined map on homology,
(2) the induced map on homology associated to Aζ depends only upon the cohomology class
of ζ , hence provides a well-defined action of H 1(Ω(Tα,Tβ)),
(3) Aζ ◦ Aζ is the zero map on homology, hence we have a well-defined action of
Λ∗(H 1(Ω(Tα,Tβ))) on SFH(Y ),
follow without change as in the proofs of Lemma 4.18 and 4.19 and Proposition 4.17 of [18] by
examining ends of 1-dimensional moduli spaces.
To understand why H ◦1 (Y, ∂Y ) ∼= H 1(Ω(Tα,Tβ)) when d > 2, we use an adaptation of the
argument used in the proof of [18, Prop. 2.15].
Namely, we arrive at a homotopy long exact sequence
0 ∼= π2
(
Symd(Σ)
)
π1
(
Ω(Tα,Tβ)
)
π1(Tα × Tβ) i π1
(
Symd(Σ)
)
.
Recall that we proved π2(Symd(Σ)) ∼= 0 in the proof of Proposition 3.3.
Under the identification π1(Symd(Σ)) ∼= H1(Σ) (see Lemma 2.6 and Definition 2.11 of [18]),
i(π1(Tα × Tβ)) corresponds to
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([α], [β])⊂ H1(Σ).
The above long exact sequence therefore yields the short exact sequence:
0 π1
(
Ω(Tα,Tβ)
)
Ker
[
Span
([α], [β])→ H1(Σ)] 0.
But Proposition 2.16 tells us that
Ker
[
Span
([α], [β]) i H1(Σ)]∼= H2(Y ).
Thus,
π1
(
Ω(Tα,Tβ)
)∼= H2(Y ) ∼= H 1(Y, ∂Y ).
Applying the Hom(−,Z) functor, we arrive at the desired conclusion:
H 1
(
Ω(Tα,Tβ)
)∼= Hom(H 1(Y, ∂Y ))∼= H ◦1 (Y, ∂Y ). 
Remark 3.18. Since we are considering sutured Floer homology with Z2 coefficients, we will
be most interested in the corresponding Λ∗(H ◦1 (Y, ∂Y )⊗Z Z2) action.
3.5. Naturality of triangle maps
As before, singular (co)homology groups, where unspecified, will be taken with Z coeffi-
cients, and we will use H ◦∗ (−) to denote H∗(−;Z)/Tors and Hom(−) denote Hom(−,Z).
Let X = Xη0,η1,η2 be the 4-manifold associated to a sutured Heegaard triple-diagram
(Σ,η0,η1,η2), with
(1) Y = ∂(X),
(2) Y ′ = Yη0,η1 ∪ Yη1,η2 ∪ −Yη0,η2 ⊂ Y , and
(3) Z = Y − Y ′.
Then (see [21, Lem. 2.6]) the map
fη0,η1,η2 : SFH(Yη0,η1)⊗ SFH(Yη1,η2) → SFH(Yη0,η2)
induced by counting triangles admits an action of H ◦1 (X,Z) as follows. Let h ∈ H ◦1 (X,Z),
and abbreviate the map fη0,η1,η2 by f . Then we claim (and prove during the proof of Propo-
sition 3.19) that ∃
(h01, h12, h02) ∈
⊕
i∈Z3
H ◦1 (Yηi ,ηi+1 , ∂Yηi ,ηi+1) ∼= H ◦1 (Y,Z)
satisfying i(h01, h12, h02) = h under the map
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which allows us to define:
(h ◦ f )(ξ01 ⊗ ξ12) := f
(
(h01 ◦ ξ01)⊗ ξ12
)+ f (ξ01 ⊗ (h12 ◦ ξ12))+ h02 ◦ f (ξ01 ⊗ ξ12). (2)
Proposition 3.19. The H ◦1 (X,Z)-action defined in Eq. (2) yields a well-defined map
f : Λ∗(H ◦1 (X,Z))⊗ SFH(Yη0,η1)⊗ SFH(Yη1,η2) → SFH(Yη0,η2).
Proof. We begin by verifying that the map
i : H ◦1 (Y,Z) → H ◦1 (X,Z)
is surjective, as claimed in the discussion preceding the statement of the proposition. For this, we
use:
(1) H ◦1 (Y,Z) ∼= Hom(H 1(Y,Z)),
(2) H ◦1 (X,Z) ∼= Hom(H 1(X,Z)),
along with a dualized version of the cohomology long exact sequence on the triple (X,Y,Z):
Hom
(
H 2(X,Y )
) ∂
Hom
(
H 1(Y,Z)
) i
Hom
(
H 1(X,Z)
)
Hom
(
H 1(X,Y )
)
.
H 1(X,Y ) ∼= H3(X) = 0, since X is homotopy-equivalent to a 2-complex; hence, i is surjective,
as desired.
To see that the action is well-defined, we need to check that it is trivial on ker(i) = im(∂). For
this, notice first that
H 2(X,Y ) ∼= H2(X),
H 1(Y,Z) ∼= H 1(Y ′, ∂Y ′)∼= H2(Y ′).
We must therefore show that elements in Hom(H2(Y ′)) coming from Hom(H2(X)) act trivially.
This follows exactly as in the proof of [21, Lem. 2.6], once we note that
Hom
(
H2
(
Y ′
))∼=⊕
i∈Z3
[
H 1(Tηi )⊕H 1(Tηi+1)/H 1
(
Symd(Σ)
)]
,
Hom
(
H2(X)
)∼= H 1(Tη0)⊕H 1(Tη1)⊕H 1(Tη2)/H 1(Symd(Σ)).
The fact that the action of H ◦1 (X,Z) extends to a well-defined action of the whole exterior
algebra comes from the corresponding fact for the SFH groups at the three ends. 
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The spectral sequence of Theorem 5.19 is a special case of a more general phenomenon,
which we now describe.
Let (Y,Γ ) be a sutured manifold and let L = K1 ∪ · · · ∪K ⊂ Y be an  component oriented,
framed link in the interior of Y . Recall that a framing for an -component link, L, is a choice of
non-zero section, λ = (λ1, . . . , λ), of its normal disk bundle, where the pushoff, λi , and the zero
section, Ki , are oriented compatibly for each i. I.e., if μi is the oriented meridian of Ki , then
lk(λi,μi) = +1.
Just as in [20, Sec. 4], we can associate to L a link surgeries spectral sequence coming from
an iterated mapping cone construction. We focus on stating the necessary results, adding details
of the proofs only where they differ in some crucial way from the analogous proofs in [20].
Let I = (m1, . . . ,m) be a multi-framing on L, where mi ∈ {0,1,∞} and let Y(I) denote
the 3-manifold obtained from Y by doing surgery on Y along L corresponding to I . As usual,
“∞” denotes the meridional (μ) slope, “0” denotes the specified longitudinal framing (λ) slope,
and “1” denotes the meridian + longitude (γ ) slope. Giving the set {0,1,∞} the dictionary
ordering, we call I ′ ∈ {0,1,∞} = (m1, . . . ,m) an immediate successor of I if there exists
some j such that mi = m′i if i = j and (mj ,m′j ) is either (0,1) or (1,∞).
One can construct a sutured Heegaard multi-diagram for the collection of Y(I) as described
in [20, Sec. 4], by constructing a bouquet for the framed link. A bouquet in the sutured setting
is a choice of arcs a1, . . . , a from a point on each of K1, . . . ,K to a chosen component of
int(R+(γ )) for each connected component of Y . Let L′ denote a neighborhood of L∪ a1 ∪ · · · ∪
a.
Given such a bouquet, we may construct a sutured Heegaard diagram for each of the Y(I)
by first constructing a Morse function for Y −L′, as in [7, Prop. 2.13], with d index 1 criti-
cal points and d −  index 2 critical points. Each associated (non-balanced) sutured Heegaard
multi-diagram can then be completed to a balanced sutured Heegaard diagram for each Y(I) by
extending the Morse function for Y −L′ to one for Y(I) that has d additional index 2 critical
points.
More precisely, let (Σ,α,β) be a (non-balanced) sutured Heegaard diagram for Y −L′ with
α = {α1, . . . , αd} and β = {β+1, . . . , βd}. Now consider the following three -tuples of curves:
(1) μ1, . . . ,μ ⊂ Σ , representing the images in Y −L′ of meridians (∞ slopes) of K1, . . . ,
K ⊂ Y ;
(2) λ1, . . . , λ ⊂ Σ , representing the images of longitudes (0 slopes) of K1, . . . ,K ⊂ Y ;
(3) γ1, . . . , γ ⊂ Σ , representing the images of longitudes + meridians (1 slopes) of K1, . . . ,
K ⊂ Y .
Then, given a Heegaard diagram (Σ,α,β) for Y −L′ and a particular I ∈ {0,1,∞}, we
form a balanced sutured Heegaard diagram (ΣI ,αI ,ηI) for Y(I), where ΣI = Σ , αI = α, and
η(I) = {η1, . . . , ηd} is given by
ηi =
⎧⎪⎪⎨⎪⎪⎩
βi if i > ,
μi if mi = ∞,
λi if mi = 0,
γi if mi = 1.
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ordered set {I0, . . . ,Ik} with each I i ∈ {0,1,∞}. Furthermore, given a sequence I0 < · · · < Ik
of multi-framings, note that
Yη(Ii ),η(Ii+1) = (F × I )# j
(
S1 × S2)
for some surface with boundary, F . Here, j will be the number of η curves upon which I i and
I i+1 agree. In particular, by Propositions 9.4 and 9.15 of [7], we know that SFH(Yη(Ii ),η(Ii+1))
= V⊗j , where V = Z2 ⊕ Z2. In addition, there is a canonical top-degree generator of
ĤF (#j S1 × S2), hence of Yη(Ii ),η(Ii+1), denoted θ . We get an induced map
DI0<···<Ik : CFH
(
Y
(I0))→ CFH (Y (Ik))
defined by
DI0<···<Ik (ξ) = fα,η(I 0),...,η(I k)(ξ ⊗ θ1 ⊗ · · · ⊗ θk), (3)
where θi represents the top-degree generator of SFH(Yη(I i−1),η(I i )) and f∗ is the map defined
by counting holomorphic (k + 2)-gons, defined in the last section. We can then define
X =
⊕
I∈{0,1,∞}
CFH
(
Y(I)),
endowed with a map
D : X → X,
defined by
Dξ =
∑
J
∑
{I=I0<···<Ij=J }
DI 0<···<Ij (ξ),
where ξ ∈ CFH(Y(I)) and the index set of the inner sum is taken over the set of all in-
creasing sequences I to J having the property that I i+1 is an immediate successor of I i . Let
X(0,1) denote the subset of X corresponding to I = {0,1} ⊂ {0,1,∞} and D(0,1) denote the
restriction of D to this subset. Let FiX(0,1) ⊂ X(0,1) be the sum of all CFH(Y(I)), for all
I = (m1, . . . ,m) ∈ {0,1} with m1 + · · · +m  i.
Proposition 4.1. X(0,1) = ⋃i FiX(0,1) is a filtered chain complex, with differential D(0,1) =
D0 +D1 + · · · +D, where
Dk(ξ) =
∑
J
∑
{I=I0<···<Ij=J |j=k}
DI 0<···<Ij (ξ).
Associated to this filtered chain complex is a spectral sequence whose E1 term is
2140 J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165⊕
I∈{0,1}
SFH
(
Y(I))
and whose E∞ term is SFH(Y (I∞)), where I∞ := (∞, . . . ,∞).
Proof. The proof of the proposition follows exactly as in the proof of [20, Thm. 4.1]. In partic-
ular, polygon associativity combined with an analogue of [20, Lem. 4.5] implies that (X,D) is a
chain complex (D2 = 0). An argument analogous to the one in the proof of [20, Thm. 4.7] (which
relies on the algebraic [20, Lem. 4.4]) implies that if I0 = (m01, . . . ,m0), I1 = (m11, . . . ,m1),
I = (m1, . . . ,m) are three multi-framings for which ∃ j such that m0i = m1i = mi for all i = j
and m∗j = ∗ for ∗ ∈ {0,1} and mj = ∞, then CFH(Y(I)) is quasi-isomorphic to the mapping
cone of the map
f : CFH (Y(I0))→ CFH (Y(I1)).
Here, f is the map induced by the restricted differential, D. The proposition then follows by
induction on the number of link components, just as in the proof of [20, Thm. 4.1].
To see that the E1 term is as stated, note that the D0 term in the differential, for each di-
rect summand of the iterated mapping cone, is just the internal differential (defined by counting
holomorphic disks) for that summand.
The E∞ term, quasi-isomorphic to SFH(Y∞), will be the homology of the complex X(0,1)
with differential D(0,1) given by all maps counting polygons, i.e., D(0,1) = D0 + · · · +D. 
5. Spectral sequence from Khovanov to sutured Floer
In this section, we will use the link surgeries spectral sequence and the equivalence of cer-
tain Khovanov and sutured Floer homology functors on a restricted class of tangles to prove
Theorem 5.19.
5.1. Admissible, balanced, resolved tangles
Recall that I := [−1,4] and D × I denotes the product sutured manifold F0,1 × I as in
Example 2.7. Whenever we write D × I , we shall always assume we have fixed an identification
with a standard subset of R3:
D × I := {(x, y, z) ∈ R3 ∣∣ x2 + y2  1, z ∈ [−1,4]}.
Let D+ (resp., D−) denote D×{4} (resp., D×{−1}) and Int(D±) denote the interior of D±.
More generally, let Da denote D × {a} for each a ∈ [−1,4].
Definition 5.1. An admissible tangle in D × I is an equivalence class of smoothly imbedded,
unoriented 1-manifolds T satisfying ∂T ⊂ (Int(D+) ∪ Int(D−)), where T1 ∼ T2 if there is an
ambient isotopy connecting T1 to T2 which acts trivially on (∂D)× I .
Definition 5.2. An admissible tangle is said to be balanced if each equivalence class representa-
tive, T , satisfies |T ∩D+| = |T ∩D−|.
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πy : D × I →
(
A := {(x, y, z) ∈ R3 ∣∣ x ∈ [−1,1], y = 0, z ∈ [−1,4]}),
given by πy(x, y, z) = (x,0, z), be the projection to the xz plane. For any tangle representative T
for which πy(T ) ⊂ A is a smooth imbedding away from finitely many transverse double points,
we denote by P(T ) the enhancement of πy(T ) which records over/undercrossing information.
We call P(T ) the projection of T .
Note that, by transversality, a generic representative, T , of a tangle equivalence class has a
well-defined projection (i.e., satisfies the condition above).
Definition 5.4. A tangle representative, T , is said to be resolved if πy(T ) ⊂ A is a smooth
imbedding.
Definition 5.5. We call an admissible, balanced, resolved tangle representative T ⊂ D × I an
ABR.
Definition 5.6. A saddle cobordism S ⊂ A × [0,1] is a smooth cobordism between two ABR
projections P(T ′) and P(T ′′) with the property that ∃ a unique c ∈ [0,1] such that
(1) S ∩ (A× {c}) is a smooth 1-dimensional imbedding away from a single double-point.
(2) S ∩ (A× {s}) is a smooth 1-dimensional imbedding whenever s = c.
Let |T ′| (resp., |T ′′|) denote the number of connected components of T ′ (resp., T ′′). There are
three cases:
(1) when |T ′| = |T ′′| + 1, we call S a merge saddle cobordism,
(2) when |T ′| = |T ′′| − 1, we call S a split saddle cobordism, and
(3) when |T ′| = |T ′′|, we call S a zero saddle cobordism.
Note that in this case, at least one of T ′ or T ′′ backtracks (see Definition 5.8).
We can associate to each ABR a module and to each saddle cobordism between ABR pro-
jections a map between modules in two ways: via a Khovanov-type procedure (which we call a
Khovanov functor) and via a sutured Floer homology procedure (which we call a sutured Floer
functor). We will show that these two procedures yield the same modules and maps for ABR’s,
a key step in the proof of Theorem 5.19.
We use the language of functors informally, only to organize our arguments.
5.2. Khovanov functor
Let T be an ABR with connected components T1, . . . , Tk+a , where T1, . . . , Tk satisfy
Ti ∩ ∂(D × I ) = ∅ and Tk+1, . . . , Tk+a satisfy Ti ∩ ∂(D × I ) = ∅.
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circle components [T1], . . . , [Tk]. For convenience, we identify Z(T ) with the quotient
Z(T ) = SpanZ2
([T1], . . . , [Tk+a])/[Tk+1] ∼ · · · ∼ [Tk+a] ∼ 0.
Definition 5.8. We say that T = T1 · · ·Tk+a backtracks if there exists a j ∈ {k+1, . . . , k+a}
such that ∂Tj ⊂ D− or ∂Tj ⊂ D+.
Now let V (T ) be the Z2-vector space
V (T ) :=
{
0 if T backtracks,
Λ∗Z(T ) otherwise.
Here, Λ∗Z(T ) denotes the exterior algebra of Z(T ), i.e. the polynomial algebra over Z2 in formal
variables [T1], . . . , [Tk+a], modulo the relations [Ti]2 = 0 for i  k and [Ti] = 0 for i > k.
Remark 5.9. Our notation is related to that of Khovanov (see [10, Sec. 2] and [12, Sec. 5]) as
follows. Given T , an ABR, Khovanov defines a left Hn-module F(T ), for a graded Z-algebra
Hn, which depends on
n = |T ∩D+| = |T ∩D−|.
Note that Khovanov actually takes T ⊂ D × [0,1] to be a tangle with 2n upper endpoints
E = {e1, . . . , e2n} = T ∩D+ and no lower endpoints. To match his notation, we choose a
smoothly imbedded circle, C ⊂ D+, separating ∂(D × I ) into two connected components, R+
and R−, satisfying
R+ ∩E = {e1, . . . , en} and R− ∩E = {en+1, . . . , e2n}.
Orienting C compatibly with R+ ⊂ D, and thinking of C as the suture of D × I , we can now
reparameterize in the obvious way to identify Khovanov’s notation with ours.
There is then an isomorphism
V (T ) ∼= Z2 ⊗Z
(
eZ ⊗Hn F(T )
)
,
where eZ denotes the right Hn-module associated to the Jones–Wenzl projector described in [12,
Sec. 5].
Now consider a merge saddle cobordism Sm ⊂ A×[0,1] between two ABR projections P(T ′)
and P(T ′′), where the saddle merges two components of T ′ labeled T ′i and T ′j . Then there is a
natural identification
Z
(
T ′
)/[
T ′i
]∼ [T ′j ]= Z(T ′′)
and a corresponding isomorphism
α : V (T ′)/[T ′i ]∼ [T ′j ] ∼=−→ V (T ′′).
Associated to Sm is a map V (T ′) → V (T ′′), usually referred to as the multiplication map:
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Vm : V
(
T ′
)→ V (T ′′),
is the composite
V
(
T ′
) π−−−−→ V (T ′)[T ′i ] ∼ [T ′j ] α−−−−→ V (T ′′).
where π denotes the quotient map.
If Sm is a merge cobordism, then running it backwards produces SΔ, a split cobordism from
P(T ′′) to P(T ′). Using the notation from above, we define the comultiplication map:
Definition 5.11. The comultiplication map,
VΔ : V
(
T ′′
)→ V (T ′),
is defined to be the composite
V
(
T ′′
) α−1−−−−→ V (T ′)[T ′i ] ∼ [T ′j ] ϕ−−−−→ V (T ′),
where the map ϕ is defined by ϕ(a) := ([T ′i ] + [T ′j ])∧ a˜, where a˜ is any lift of a in π−1(a).
The preceding definitions are used to define a chain complex associated to an admissible,
balanced tangle projection P(T ) ⊂ A as follows.
Label the crossings of P(T ) by 1, . . . , . For any -tuple I = (m1, . . . ,m) ∈ {0,1,∞}, we
denote by PI(T ) the tangle projection obtained from P(T ) by
• leaving a neighborhood of the ith crossing unchanged, if mi = ∞,
• replacing a neighborhood of the ith crossing with a “0” resolution, if mi = 0, and
• replacing a neighborhood of the ith crossing with a “1” resolution, if mi = 1.
See Fig. 1 for an illustration of the “0” and “1” resolutions.
We have chosen the above notation to coincide with that of Section 4. Incorporating the lan-
guage of that section, we define:
Definition 5.12. Given P(T ) ⊂ A, a projection of an admissible, balanced tangle, T , we have
the chain complex
CV
(P(T ))= ( ⊕
I∈{0,1}
V
(
PI(T )
)
,D
)
,
where D =∑I,I ′ DI,I ′ , with the sum taken over all pairs I,I ′ ∈ {0,1} such that I ′ is an
immediate successor of I , and
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(PI(T ))→ V (PI ′(T ))
is
• the map, 0, if PI(T ) and PI ′(T ) are related by a zero saddle cobordism (and, hence, at least
one of V (PI(T )), V (PI ′(T )) is 0),
• the map, Vm (resp., VΔ) associated to the merge (resp., split) saddle cobordism, PI(T ) to
PI ′(T ), otherwise.
Let V (T ) denote the homology, H∗(CV (P(T ))), of CV (P(T )).
Khovanov proves, in [12], that D2 = 0, and the homology, V (T ), of the resulting chain
complex is an invariant of the tangle equivalence class (i.e., independent of the choice of projec-
tion, P(T )). Furthermore, if T is equipped with an orientation, Khovanov endows the complex
CV (P(T )) with a pair of gradings, called the cohomological and the quantum grading.
Definition 5.13 (Cohomological grading). Let a be an element of CV (P(T )), and suppose that
a is contained in V (PI(T )) ⊂ CV (P(T )), for an -tuple I = (m1, . . . ,m) ∈ {0,1}. Then
i(a) := −n+ +
∑
i
mi,
where n+ denotes the number of positive crossings in P(T ).
Definition 5.14 (Quantum grading). Let a be an element of CV (P(T )), and suppose that a
is contained in Λd(Z(PI(T ))) ⊂ V (PI(T )) ⊂ CV (PT ), for an -tuple I = (m1, . . . ,m) ∈
{0,1} and a non-negative integer d  0. Then
j (a) := dimZ2
(
Z
(PI(T )))− 2d + n− − 2n+ +∑
i
mi,
where n+ (resp. n−) denotes the number of positive (resp. negative) crossings in P(T ).
Corresponding to the two gradings, there is a decomposition of CV (P(T )) into subspaces
CV
(P(T ))= ⊕
i,j∈Z
CV
(P(T ))i,j ,
where CV (P(T ))i,j ⊂ CV (P(T )) denotes the subspace consisting of all elements which have
cohomological degree i and quantum degree j . The differential in CV (P(T )) is bigraded (and
in fact carries CV (P(T ))i,j to CV (P(T ))i+1,j ), and hence there is an induced bigrading on
homology:
V (T ) =
⊕
i,j
V (T )i,j .
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each n ∈ Z>0, here denoted K˜hn(K), whose graded Euler characteristic is the reduced n-colored
Jones polynomial, J˜n(K), of K :
J˜n(K) =
∑
i,j
(−1)iqj dimZ2 K˜hn(K)i,j .
These groups are related to the complexes described in this section as follows:
K˜hn(K) := V
(
T n
)
,
where K is the mirror of K , and T n is the admissible, balanced tangle obtained by removing the
neighborhood of a point p ∈ K and taking the n-cable, T n, of the resulting tangle. K appears
above, as in [20], because Khovanov and Ozsváth–Szabó use opposite conventions for the “0”
and “1” resolutions. To define the absolute (i, j) gradings, we use the orientation convention for
T n specified in [12, Sec. 4].
5.3. Sutured Floer functor
In the previous subsection, we described a Khovanov-type “functor” which assigns to each
ABR, T ⊂ D × I , a free module over Λ∗(Z(T )) which is
• rank 0 if T backtracks,
• rank 1 otherwise,
and which assigns a module homomorphism to each saddle cobordism between ABR projections.
We now describe a sutured Floer-type “functor”. Proposition 5.17 will prove the equivalence
of the two. As before, singular (co)homology groups, where unspecified, will be taken with Z
coefficients. We will use H ◦∗ (−) to denote H∗(−;Z)/Tors and Hom(−) denote Hom(−,Z).
The sutured Floer-type “functor” associates
• to an ABR, T , the sutured Floer homology of Y = (D × I, T ), considered as a module
over Λ∗(H ◦1 (Y, ∂Y )⊗Z Z2) as described in Section 3.4,• to a saddle cobordism S between two ABR projections, P(T ′) and P(T ′′) the induced map
SFH
(

(
D × I, T ′))→ SFH ((D × I, T ′′))
on sutured Floer homology obtained by counting triangles. More precisely, if P(T ′) and
P(T ′′) are related by a saddle cobordism, then (D × I, T ′′) can be obtained from
(D × I, T ′) by means of a single surgery on an imbedded knot. After constructing a su-
tured Heegaard triple-diagram, (Σ,α,η′,η′′), subordinate to this knot as in Section 4, the
map (equipped with an action of H1)
SFH(Yα,η′) → SFH(Yα,η′′)
is given as in Section 3.5.
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saddle cobordism. If S is a zero saddle cobordism, the induced map will be 0, by Lemma 5.16.
Lemma 5.16. Let T be an ABR. Then
SFH
(
(D × I, T ))= {0 if T backtracks,
Λ∗(H ◦1 (Y, ∂Y )⊗Z Z2) otherwise.
Proof. Let T be an ABR tangle representative with connected components T1, . . . , Tk+a , where
T1, . . . , Tk satisfy Ti ∩ ∂(D × I ) = ∅ and Tk+1, . . . , Tk+a satisfy Ti ∩ ∂(D × I ) = ∅.
We may assume without loss of generality (by replacing T by another representative in its
equivalence class if necessary) that Ti and D 3
2
intersect transversely and Ti ∩ D 3
2
= ∅ for all
i ∈ {1, . . . , k + a}. We may further assume that every closed component and every backtrack-
ing arc component of T intersects D 3
2
in exactly two points, and every non-backtracking arc
component of T intersects D 3
2
in exactly one point. Then every closed component and every
backtracking arc components with endpoints on D4 (resp., on D−1) intersects D×[−1, 32 ] (resp.,
D × [ 32 ,4]) in a single arc, henceforth called a cup (resp., a cap).
Let Tα (resp., Tβ ) denote T ∩D×[−1, 32 ] (resp., T ∩D×[ 32 ,4]). Figs. 5 and 6 then illustrate
how to construct a Heegaard diagram for (D × I, T ).
In particular, the sutured Heegaard surface, Σ , for a sutured Heegaard decomposition of
(D × I, T ) is (D 3
2
, p), where p = T ∩D 3
2
. Furthermore, if
π :(D × I, T ) → D × I
is the branched covering projection, and πΣ is its restriction to the { 32 } level, then if ai (resp.,
bi ) is the image of any cup (resp., cap) under an isotopy that fixes Ti ∩ D 3
2
and moves the cup
(resp., cap) into D 3
2
, then π−1Σ (ai) (resp., π−1Σ (bi)) bounds a disk in (D × [−1, 32 ], Tα) (resp.,
(D×[ 32 ,4], Tβ)) and hence is an α (resp., β) curve on Σ . To see this, simply observe that if Ai
(resp., Bi ) is the associated isotopy, then π−1(Ai) (resp., π−1(Bi)) is a disk in (D× I, T ) with
boundary αi (resp., βi ).
If T backtracks, then the above procedure produces an admissible Heegaard diagram which
contains an αi that is disjoint from all β curves, and a βj that is disjoint from all α curves. This
implies that Tα ∩ Tβ = ∅ and, hence, SFH((D × I, T )) = 0, as desired.
If T does not backtrack, then (D × I, T ) is of the form
(F × I )#k(S1 × S2),
where F is an oriented surface with boundary. Juhász’s connected sum formula [7, Prop. 9.15],
coupled with the fact that ĤF (Y ) is a rank one free Λ∗(H ◦1 (Y ) ⊗Z Z2)-module when Y =
#k(S1 × S2) (cf. [20, Prop. 6.1]) completes the proof. 
5.4. Equivalence of Khovanov and sutured Floer functors
We will now prove that the two functors introduced in Sections 5.2 and 5.3 are naturally
isomorphic. As before, singular (co)homology groups, where unspecified, will be taken with Z
coefficients. We will use H ◦(−) to denote H∗(−;Z)/Tors and Hom(−) to denote Hom(−,Z).∗
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an ambient isotopy relative to (∂D)× I , arrange for each connected component of T to intersect D 3
2
. Then the Heegaard
surface for a Heegaard decomposition of (D × I, T ) is (D, p), where p = T ∩ D 3
2
and the α (resp., β) curves
correspond to the preimages of the projections of the cups (resp., caps) to D 3
2
.
Proposition 5.17 (Analogue of [20, Prop. 6.1]). For each ABR tangle T ⊂ D × I there is a
canonical isomorphism:
ψT : V (T )
∼=−→ SFH ((D × I, T )),
which is natural, in the sense that, whenever S : T ′ → T ′′ is a saddle cobordism, the following
diagram commutes:
V
(
T ′
) VS−−−−→ V (T ′′)
ψT ′
⏐⏐" ⏐⏐"ψT ′′
SFH
(
(D × I, T ′)) FS−−−−→ SFH ((D × I, T ′′)).
Here, VS,FS are Vm,Fm (resp., VΔ, FΔ) if S is a merge (resp., split) saddle cobordism, and
VS,FS are both zero if S is a zero saddle cobordism (and, hence, one of T ′ or T ′′ backtracks).
Proof. We begin by exhibiting a canonical isomorphism
ΨT : V (T ) → SFH
(
(D × I, T )).
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gaard diagram is constructed as described in the previous figure. The α (resp., β) curves corresponding to a backtracking
cup/cap are disjoint from all β (resp., α) curves, hence Tα ∩ Tβ = ∅, implying that SFH((D × I, T )) = 0.
If T backtracks, SFH((D× I, T )) = 0 = V (T ) by definition of V (T ) (see Section 5.2) and
Lemma 5.16, so there is nothing to prove.
Now suppose T does not backtrack. The definition of V (T ) (see Section 5.2) and Lemma 5.16
then tell us that
V (T ) = Λ∗Z(T )
and
SFH(Y ) = Λ∗(H ◦1 (Y, ∂Y )⊗Z Z2),
where Y := (D × I, T ). Since V (T ) and SFH(Y ) are both rank one modules over a freely-
generated exterior algebra, it suffices to exhibit an isomorphism between their generating sets.
More precisely, we will construct generators for H ◦1 (Y, ∂Y ) ⊗Z Z2 which are in one to one cor-
respondence with the formal exterior algebra generators of V (T ).
To this end, we describe a procedure analogous to the one given in the proof of [20,
Prop. 6.2], which produces a canonical basis for H ◦1 (Y, ∂Y ) ⊗Z Z2. Begin by picking a base-
point c ∈ {(x, y, z) ∈ (∂D) × I | y > 0} and a path, τi , connecting c to a point, pi , on each
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connected components.
Let
π : (Y =(D × I, T ))→ (D × I )
denote the branched covering projection, and consider Ti := π−1(τi) ⊂ Y .
Lemma 5.18.
H ◦1 (Y, ∂Y )⊗Z Z2 = SpanZ2
([T1], . . . , [Tk+a])/[Tk+1] ∼ · · · ∼ [Tk+a] ∼ 0.
Proof. It is convenient to make the identification H ◦1 (Y, ∂Y ) ⊗Z Z2 ∼= H1(Y, ∂Y ;Z2). This fol-
lows from the universal coefficient theorem, since H1(Y, ∂Y ) has no torsion.
To see this, note that Y = (F × I )#k(S1 ×S2). Therefore, H1(Y, ∂Y ) ∼= H 2(Y ) ∼= H 2(k(S1 ×
S2)) is torsion-free. Furthermore, it is easy to see that {Ti}ki=1 form a basis, as claimed, since
the set of Hom duals, {[S∗1 ], . . . , [S∗k ]}, of the k linearly-independent S2’s forms a basis for
H 2(Y ;Z2). But [S∗i ] = PD([Ti]) for each i, thus {Ti}ki=1 is a basis for H ◦1 (Y, ∂Y )⊗Z Z2. 
Comparing with the definition of Z(T ), it is clear that the assignment [Ti] → [Ti] induces the
desired isomorphism
ΨT : V (T ) → SFH
(
(D × I, T )).
Naturality of this isomorphism under saddle cobordisms follows exactly as in [20, Prop. 6.1
and Prop. 6.2]. In particular:
(1) If Sm is a merge saddle cobordism from the ABR projection, P(T ′), to the ABR projection,
P(T ′′), and Y ′ (resp., Y ′′) denote the sutured manifold (D × I, T ′) (resp., (D × I, T ′′)).
Then Fm is the composition of the maps
H1
(
Y ′, ∂Y ′;Z2
) p−−−−→ H1(Y ′, ∂Y ′;Z2)[T ′i ] ∼ [T ′j ] a−−−−→ H1(Y ′′, ∂Y ′′;Z2).
(2) If SΔ is a split saddle cobordism from P(T ′′) to P(T ′), and Y ′′ (resp., Y ′) denote the sutured
manifold (D × I, T ′′) (resp., (D × I, T ′)). Then FΔ is the composition of the maps
H1
(
Y ′′, ∂Y ′′;Z2
) a−1−−−−→ H1(Y ′, ∂Y ′;Z2)[T ′i ] ∼ [T ′j ] f−−−−→ H1(Y ′, ∂Y ′;Z2).
A direct inspection of the associated Heegaard triple-diagram as in [20, Prop 6.1] tells us
that the map behaves as stated on the canonical top-degree generator. The rest follows from the
naturality of triangle maps under the 4-manifold H ◦1 -action (see Proposition 3.19), once we note
that [T ′m]= [T ′′n ] ∈ H ◦1 (X,Z)
iff T ′m ⊂ T ′ is one of the two components which merges to yield T ′′n ⊂ T ′′. 
2150 J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165Fig. 7. (D × I, T0) and (D × I, T1) are obtained from (D × I, T ) by doing 0 and 1 surgery, resp., on the preimage
of the dotted arc.
5.5. Proof of spectral sequence from Khovanov to sutured Floer
Our aim in the present section is to prove:
Theorem 5.19. Let K ⊂ S3 be an oriented knot and K ⊂ S3 its mirror. For each n ∈ Z>0, there
is a spectral sequence, whose E2 term is K˜hn(K) and whose E∞ term is SFH((D × I, T n)).
Proof. Recall (see Remark 5.15) that K˜hn(K) = V (T n), where T n ⊂ D × I is obtained by
removing a point from K and taking the n-cable. Therefore, Theorem 5.19 can be seen as a
specific instance of the following more general result:
Proposition 5.20. Let T ⊂ D × I be an admissible, balanced tangle. Then there is a spectral
sequence whose E2 term is V (T ) and whose E∞ term is SFH((D × I, T )).
Proof. Choose a projection P(T ) as in Definition 5.3 and assign labels 1, . . . ,  to its crossings.
Letting T i0 (resp., T i1 ) denote the tangle whose projection is obtained from P(T ) by replac-
ing a neighborhood of the crossing by the appropriate resolution as in Fig. 1, we see that
(D × I, T ), (D × I, T i0 ), and (D × I, T i1 ) are sutured manifolds related by a triple (∞,0,
and 1, respectively) of surgeries on the knot in (D × I, T ) which is the preimage of the dotted
arc in Fig. 7.
Now consider the framed link L ⊂(D× I, T ) consisting of the preimages of all such dotted
arcs at all crossings of P(T ). Every sutured manifold obtainable as the double branched cover
of some combination of resolutions on some subset of the crossings 1, . . . ,  can then be de-
scribed as Y(I), where I ∈ {0,1,∞}, in the notation of Section 4. Note that Y(∞, . . . ,∞) =
(D × I, T ).
By the link surgeries spectral sequence (Proposition 4.1), we conclude that there is a spectral
sequence whose E2 term is given by the homology of the complex( ⊕
I∈{0,1}
SFH
(
Y(I)),D1),
where
D1|SFH(Y (I)) : SFH
(
Y(I))→ SFH (Y (I ′))
is the map induced by counting holomorphic triangles (see Eq. (3)) for I ′ an immediate successor
of I .
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is V (T ). The proposition (and, hence, the theorem) follows. 
6. Relationship to knot Floer homology
In this section we prove:
Theorem 6.1. Let n ∈ Z>0,
SFH
(

(
D × I, T n))∼=
⎧⎪⎨⎪⎩
ĤF ((S3,K)) if n = 1,
ĤFK(S3,K#Kr) if n is even,
ĤFK((S3,K), K˜) if n > 1 and odd.
The behavior of the relative Spinc (Alexander) and homological (Maslov) gradings under the
above isomorphisms is explained in detail in Proposition 6.9.
Proof. The proof depends upon the observation that, as a sutured manifold, (D × I, T n) can
be constructed by gluing two sutured pieces in the sense of Definition 2.8:
(1) the appropriate double-cover of S3 −K (trivial if n is even and non-trivial if n is odd), and
(2) (D, p)× I , where p = {p1, . . . , pn} are n distinct points on a standard, oriented disk D.
More precisely, we claim:
Proposition 6.2.

(
D × I, T n)= Y ∪γ1∼γ2 (D × I, p × I ),
where
Y =
{
(S3 −K)1  (S3 −K)2 if n is even,
(S3,K)− K˜ if n is odd,
γ2 = ∂(D, p)× I, and
γ1 =
{
N(μ1)N(μ′2) if n is even,
N(π−1(μ)) if n is odd.
Here, K˜ denotes the preimage of K in (S3,K), μi (resp., μ′i ) for i = 1,2 represents the
meridian (resp., oppositely-oriented meridian) for (S3 −K)i , and π denotes the branched cover-
ing projection π :(S3,K) → S3. In particular, (S3,K)− K˜ is the nontrivial double-cover of
S3 −K . See Examples 2.6 and 2.7 to understand how to identify the above as sutured manifolds.
Proof. By an ambient isotopy in S3, we can view the pair (D × I, T n) as in Fig. 8. By splitting
along the imbedded annulus, A (pictured), we see that(
D × I, T n)= (S3 −K)∪A (D × I, p × I ).
2152 J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165Fig. 8. Two views of the n-cable of K −N(p) for n = 3, where K ⊂ S3 and p is a point on K . In the picture on the left,
N(p) appears as a small ball, whereas in the picture on the right, N(p) has been stretched to include almost all of N(K).
Note that the pair (S3 − N(p),T n) can be obtained by gluing (S3 − N(K),∅) to (D × I, {p1, . . . , pn} × I ) along the
red annulus A.
To understand (D × I, T n) as a sutured manifold, we lift this decomposition to the double-
branched cover. Note that the branch set is contained in the (D × I ) piece downstairs. Therefore,
(D × I, T n) is the union of two pieces:
(1) (D × I, p × I ),
(2) one of the two double-covers of S3 −K .
Let Y denote the appropriate double-cover of S3 −K and
π : Y → S3 −K
the covering map. Note that the 2-fold covers of S3 − K are distinguished by whether or not
π−1(μ) is connected, where μ, as usual, denotes the image of the oriented meridian of K in
∂(S3 −N(K)). But
π−1(μ) = ∂(D 3
2
, p).
Therefore, π−1(μ) is connected if n is odd and disconnected if n is even; hence, Y is the non-
trivial double-cover if n is odd, and the trivial double-cover if n is even.
The result follows. 
We will now address the even and odd cases separately.
Odd Case: Recall [7, Prop. 9.2] that if K ⊂ Y is an oriented knot in a closed, connected, oriented
3-manifold Y , then
SFH(Y −K) ∼= ĤFK(Y,K).
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top row represents a doubly-pointed Heegaard diagram for ((S3,K), K˜). One obtains a sutured Heegaard diagram for
(S3 −K) (middle row) by removing small disks around w and z and a sutured Heegaard diagram for (D × I, T n)
by gluing Fk,1 along the boundary component corresponding to Dz .
This is proved by comparing a sutured Heegaard diagram Σ for Y −K satisfying
∂Σ = μ∪μ′,
where μ represents the meridian of K and μ′ represents the meridian with the opposite ori-
entation, to the doubly-pointed Heegaard diagram Σ̂ obtained by capping off the μ boundary
component with a disk containing a basepoint labeled z and the μ′ boundary component with a
disk containing a basepoint labeled w. One easily checks that the associated chain complexes are
isomorphic.
Let (Σ,α,β)F be the standard balanced sutured Heegaard diagram for (D × I, p × I ):
(1) ΣF =(D, p), and
(2) αF = βF = ∅.
When n = 2k + 1 for k ∈ Z0, ΣF = (D, p) is the surface Fk,1 with boundary γ . If
(Σ,α,β)K is any balanced sutured Heegaard diagram for (S3 −K) as above, then Propo-
sition 6.2 and Lemma 2.10 together imply that
(Σ,α,β)n := (Fk,1 ∪μ∼−γ ΣK,αK,βK) (4)
is a balanced, sutured Heegaard diagram for (D × I, T n). (Note that this sutured Heegaard
diagram is automatically admissible because H2((D × I, T n)) = 0.) See Fig. 9.
When k = 0, ΣF = F0,1 is just a disk. The sutured Floer chain complex associated to
(Σ,α,β)1 is then easily seen to be isomorphic to the Heegaard Floer chain complex which
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obtained from Σ by gluing a disk containing a basepoint, w, to the lone boundary component of
Σ and counting holomorphic disks in the differential that miss w. Hence,
SFH
(

(
D × I, T 1))∼= ĤF ((S3,K)).
Now suppose k  1. Let Y denote the sutured manifold (D × I, T n). Since k is the genus
of Fk,1 = (D, p), there exists some oriented simple closed curve C ⊂ ΣF = Fk,1 for which
[C] = 0 in H1(Fk,1;Z) and, hence, [C × {4}] = 0 in H1(R(Γ ),Z). Recall (see Definition 2.1)
that R(Γ ) is the complement of the suture neighborhoods in ∂Y .
Define S = C × I , endowed with the orientation compatible with ∂S = (−C × {−1})∪ (C ×
{4}). S is now a decomposing surface for the sutured manifold Y =(D× I, T n) which satisfies
the conditions of [8, Thm. 1.3]. We claim:
Lemma 6.3. Let (Y,Γ ) and S be as above, and (Y ′,Γ ′) the sutured manifold obtained by de-
composing along S. Then
SFH
(
Y ′,Γ ′
)∼= SFH(Y,Γ ).
Proof. An application of [8, Thm. 1.3] tells us that if (Y ′,Γ ′) is the sutured 3-manifold obtained
from (Y,Γ ) by decomposing along S, then
SFH
(
Y ′,Γ ′
)= ⊕
s∈OS
SFH(Y,Γ, s),
where OS is the set of Spinc structures in Spinc(Y, ∂Y ) which are outer with respect to S, in the
sense of [8, Defn. 1.1].
Now, define P to be the closed annulus N(C) ⊂ Σ , oriented compatibly with Σ , with ∂P =
A ∪ B , where A and B are each connected. (Σ,α,β,P ) is then a sutured Heegaard diagram
for (Y,Γ ) adapted to S′ = P ∪ (A × [−1, 32 ]) ∪ (B × [ 32 ,4]) in the sense of [8, Defn. 4.3].
Furthermore, S′ is equivalent to S in the sense of [8, Defn. 4.1].
[8, Lem. 5.4] then tells us that s(x) ∈ OS iff x ∩ P = ∅. However, there are no α or β curves
in the region P , so s(x) ∈ OS for all x ∈ Tα ∩ Tβ .
The result follows. 
It now remains to observe (using [8, Defn. 4.3]) that the Heegaard diagram (Σ ′,α′,β ′) repre-
senting the sutured manifold (Y ′,Γ ′) obtained by decomposing along S′ is simply
(
Σ ′,α′,β ′
)= (Σ − Int(P ),α,β).
I.e., Σ ′ is precisely the Heegaard diagram obtained from Σ by cutting out the interior of a
neighborhood of C (which introduces two new boundary components to Σ ′). Let F ′ denote
p−1(Fk,1 − P ) (where p is the local diffeomorphism p : Σ ′ → Σ described in [8, Defn. 4.3])
and choose a point a ∈ F ′. Then if φ represents a differential in the sutured Floer complex for
(Y ′,Γ ′), then na(φ) = 0, since F ′ is adjacent to the boundary.
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with a disk Dz containing a basepoint, z, and only counting holomorphic disks φ in the differen-
tial for which nz(φ) = 0, one obtains a chain complex which computes ĤFK((S3,K), K˜).
Therefore,
CFH
(
Y ′,Γ ′
)∼= ĈFK((S3,K), K˜)
as chain complexes. Hence,
SFH
(

(
D × I, T n))∼= ĤFK((S3,K), K˜)
as desired.
Even Case: Again, denote by (Σ,α,β)F the standard sutured Heegaard diagram for
(D × I, p × I ):
(1) Σ =(D, p), and
(2) α = β = ∅.
When n = 2k for k ∈ Z1, ΣF = (D, p) is the surface Fk−1,2 with boundary components
γ1, γ2. Let
(Σ,α,β)K1  (Σ,α,β)K2
be a balanced sutured Heegaard diagram for (S3 −K)1  (S3 −K)2. Then, again, Proposition 6.2
and Lemma 2.10 together imply that
(Σ,α,β) := ((Fk−1,2)∪(μ1∼−γ1),(μ′2∼−γ2) (ΣK1 ΣK2),α,β)
is a balanced sutured Heegaard diagram for (D × I, T n). See Fig. 10.
As in the odd case, choose an oriented simple closed curve C ⊂ ΣF = Fk−1,2 for which
[C] = 0 ∈ H1(Fk−1,2;Z). Then, once again, we can decompose along the surface S = C × I . An
argument completely analogous to the one in the odd case then implies that
SFH
(

(
D × I, T n))∼= ĤFK(S3,K#Kr),
where Kr is the orientation reverse of K . 
6.1. Gradings
We wish to relate the natural gradings arising in sutured Floer homology with the gradings in
Heegaard knot Floer homology, and compare both with the Khovanov bigrading appearing in the
categorification of the reduced colored Jones polynomial.
We begin by defining relative Z homological (Maslov) and filtration (Alexander) gradings
in the sutured Floer chain complex for the sutured manifolds (D × I, T n) discussed in the
previous subsection.
2156 J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165Fig. 10. Obtaining a balanced sutured Heegaard diagram (Σ,α,β)n for (D × I, T n), n = 2k. Begin with two doubly-
pointed Heegaard diagrams for (S3,K) (top row), and remove neighborhoods of the w and z basepoints to obtain a
sutured Heegaard diagram representing (S3 −K) (S3 −Kr) (middle row). Then glue in Fk−1,2 as shown to obtain a
sutured Heegaard diagram for (D × I, T n) (bottom row).
Definition 6.4 (Maslov grading). Let (Σ,α,β) be a Heegaard diagram representing the sutured
manifold (D × I, T n), and x,y ∈ Tα ∩ Tβ with π2(x,y) non-empty, φ ∈ π2(x,y). Then
MSF (x,y) := μ(φ).
We shall treat the even and odd cases separately when discussing Alexander gradings.
Definition 6.5 (Alexander grading, n odd). Let (Σ,α,β) be a Heegaard diagram represent-
ing (D × I, T n) for n ∈ Z>0 odd, obtained as in the proof of Theorem 4.1, with product
region Fg,1 × I . Choose a point p ∈ Fg,1 ⊂ Σ , x,y ∈ Tα ∩ Tβ satisfying π2(x,y) = ∅, and
φ ∈ π2(x,y). Then
ASF (x,y) := np(φ).
Definition 6.6 (Alexander grading, n even). Let (Σ,α,β) be a Heegaard diagram representing
(D × I, T n) for n ∈ Z>0 even, obtained as in the proof of Theorem 6.1. Then Σ has two
boundary components, μ and μ′, where μ (resp., μ′) is the image in Σ of a meridian (resp.,
oppositely-oriented meridian) of K#Kr . Consider the Heegaard diagram Σ ′ obtained by glu-
ing a disk Dz to μ. Choose a point z ∈ Dz ⊂ Σ ′, x,y ∈ Tα ∩ Tβ satisfying π2(x,y) = ∅, and
φ ∈ π2(x,y). Then
ASF (x,y) = nz(φ).
Lemma 6.7. MSF and ASF are well-defined as relative Z gradings on SFH((D × I, T n)).
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ever π2(x,y) = ∅. This, in turn, follows from Proposition 3.3 combined with the fact that
H2((D × I, T n);Z) = 0.
To see that H2((D × I, T n);Z) = 0 for all n ∈ Z>0, we will use the decomposition of
(D × I, T n) discussed in Proposition 6.2.
First, note that (S3,K) and S3 are both rational homology spheres, which implies (using
Mayer–Vietoris) that H2((S3,K)− K˜;Z) and H2((S3 −K)1  (S3 −K)2;Z) are both ∼= 0.
Another application of Mayer–Vietoris, using the decomposition

(
D × I, T n)= Y ∪(D × I, p × I ),
where
Y =
{
(S3,K)− K˜ when n is odd,
(S3 −K)1  (S3 −K)2 when n is even
tells us that H2((D× I, T n);Z) = 0, as desired. Since π2(x,y) is an affine set for the action of
H2((D × I, T n);Z) when non-empty, if ∃φ ∈ π2(x,y), it is unique. Hence MSF and ASF are
well-defined. 
Definition 6.8. Let (Σ,α,β,w, z) be a doubly-pointed Heegaard diagram representing a nullho-
mologous knot K in a rational homology sphere Y , and suppose that x,y ∈ Tα ∩Tβ with π2(x,y)
non-empty and φ ∈ π2(x,y). Then
MHF (x,y) := μ(φ)− 2nw(φ),
AHF (x,y) := nz(φ)− nw(φ).
The following two propositions explain the correspondence between relative M and A grad-
ings on the two sides of the isomorphisms stated in Theorem 6.1.
Proposition 6.9. Implicit in each isomorphism in Theorem 6.1 is a set bijection
(Tα ∩ Tβ)SF ↔ (Tα ∩ Tβ)HF ,
where (Σ,α,β)HF is a particular doubly-pointed Heegaard diagram computing the Heegaard
Floer homology on the right-hand side of the isomorphism, and (Σ,α,β)SF is the sutured Hee-
gaard diagram obtained from ΣHF by the procedure described in the proof of Theorem 6.1.
Under this correspondence, if
x,y ∈ (Tα ∩ Tβ)SF ∼= (Tα ∩ Tβ)HF
and π2(x,y) = ∅, then
MSF (x,y) = MHF (x,y)− (n− 1)AHF (x,y),
ASF (x,y) = AHF (x,y)
for n ∈ Z>0 odd and
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ASF (x1 ⊗ x2,y1 ⊗ y2) = AHF (x1,y1)+ AHF (x2,y2)
for n ∈ Z>0 even.
In the odd case above, x,y refer to generators of
ĈFK
(

(
S3,K
)
, K˜
)↔ CFH ((D × I, T n)),
while in the even case, xi ,yi refer to generators of ĈFK(S3,K), and, hence, xi ⊗ yi refer to
generators of
ĈFK
(
S3,K#Kr
)↔ CFH ((D × I, T n)).
Proof. We address the odd and even cases separately.
Odd Case: Let n = 2k+ 1 for k ∈ Z0. In the proof of Theorem 6.1, we showed that we can ob-
tain a Heegaard diagram (Σ,α,β)n for (D × I, T n) from a doubly-pointed Heegaard diagram
(Σ,α,β,w, z) for the pair ((S3,K), K˜), by
(1) removing a small disk Dw around w from Σ , and
(2) replacing a small disk Dz around z with Σ(D, p) = Fk,1.
See Fig. 9.
Now, consider x,y ∈ Tα ∩Tβ = (Tα ∩Tβ)n, and let π2(x,y) and π2(x,y)n denote the homo-
topy classes of maps connecting x to y in Symd(Σ) and Symd(Σn), respectively.
First, note that
π2(x,y) = ∅ ⇔ π2(x,y)n = ∅.
Furthermore, if φ ∈ π2(x,y) satisfies nw(φ) = 0 (which we can always assume after splicing φ
with nw(φ) copies of the (negative) generator of π2(Symd(Σ)) if necessary), there is a corre-
sponding φn ∈ π2(x,y)n obtained as follows. Let Dz be the elementary domain in Σ containing
Dz and DF be the elementary domain in Σn containing Fk,1. Then, if we express φ as a sum of
elementary domains:
φ = azDz +
∑
Di =Dz
aiDi ,
φn is given by
φn = azDF +
∑
Di =DF
aiDi .
Less formally, we say that φn is obtained from φ by “replacing Dz with Fk,1.” See Fig. 11. Note
that nz(φ) = np(φn) = az, and, hence,
ASF (x,y) = AHF (x,y).
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Furthermore, we shall see that
μ(φn) = μ(φ)− 2knz(φ).
This follows from Proposition 2.19, Lipshitz’s Maslov index formula for domains. In particular,
μ(DF ) = μ(Dz)− 2k,
since
genus(DF ) = k + genus(Dz),
and hence
e(DF ) = e(Dz)− 2k.
All other terms in Lipshitz’s formula agree for DF and Dz. The additivity of Maslov index for
domains then implies that
MSF (x,y) = MHF (x,y)− (n− 1)AHF (x,y),
as desired.
Even Case: Suppose n = 2k for k ∈ Z0, and let (Σ,α,β)F be the sutured Heegaard diagram
associated to the product sutured manifold
(D × I, p × I ) = (Fk−1,2 × I, ∂Fk−1,2 × I ).
Let (Σ,α,β,w, z)K be a doubly-pointed Heegaard diagram for (S3,K), and (Σ,α,β,w, z)Kr
a doubly-pointed Heegaard diagram for (S3,Kr), where Kr denotes K’s orientation reverse.4
In the proof of Theorem 6.1, we showed that we can obtain a Heegaard diagram (Σ,α,β)n
for (D × I, T n) by:
4 Note that we may obtain ΣKr from ΣK by switching the positions of w and z.
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∂
(ΣKr − (Dw)Kr ).
(1) first removing a small disk (Dz)K around z in ΣK and (Dw)Kr around w in ΣKr ,
(2) gluing Fk−1,2 to (ΣK −Dz) (ΣKr −Dw) along their circular boundary components, and
finally
(3) removing small disks (Dw)K around w in ΣK and (Dz)Kr around z in ΣKr .
See Fig. 10. Note that, to compute ASF in this setting, we will replace the disk (Dz)Kr we
removed in step (3) above, and count intersections, nz, with it, as detailed in Definition 6.6.
Since
(Tα ∩ Tβ)n ∼= (Tα ∩ Tβ)K ⊗ (Tα ∩ Tβ)Kr ,
we will from now on denote each generator of (Tα ∩ Tβ)n as a tensor product of a generator
m1 ∈ (Tα ∩ Tβ)K and m2 ∈ (Tα ∩ Tβ)Kr .
Now, consider x1,y1 ∈ (Tα ∩ Tβ)K and x2,y2 ∈ (Tα ∩ Tβ)Kr . Let π2(x1,y1)K (resp.,
π2(x1,y2)Kr ) denote the homotopy classes of maps connecting x1 to y1 (resp., x2 to y2) in
SymdK (ΣK) (resp., SymdKr (ΣKr )), and let π2(x1 ⊗ x2,y1 ⊗ y2)n denote the homotopy classes
of maps in Symd(Σn). Here, d = dK + dKr .
If φ ∈ π2(x1,y1) satisfies nw(φ) = 0 (which we can always assume after splicing φ with
nw(φ) copies of the (negative) generator of π2(SymdK (ΣK)) if necessary), then there is a cor-
responding φn ∈ π2(x1 ⊗ m,y1 ⊗ m) for any m ∈ (Tα ∩ Tβ)Kr , obtained by “replacing Dz
with [Fk−1,2 ∂ (ΣKr − (Dw)Kr )]” as we did in the odd case. See Fig. 12. It is clear that
nz(φ) = nz(φn), and, hence, that
AHF (x1,y1) = ASF (x1 ⊗ m,y1 ⊗ m)
for any m ∈ (Tα ∩ Tβ)Kr .
To compute the relative Maslov grading associated to φn, we need to analyze the Maslov index
associated to the smallest domain Dn ⊂ Σn containing Fk−1,2  (ΣKr − (Dw)Kr ) and compare
it to the Maslov index associated to the smallest domain D ⊂ ΣK containing (Dz)K . Note that
dKr is the genus of ΣKr and k − 1 is the genus of Fk−1,2.
Lipshitz’s Maslov index formula tells us:
μ(D) = e(D)+
∑
nx (D)+
∑
ny (D)1 1
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μ(Dn) = e(Dn)+
∑
nx1⊗m(Dn)+
∑
ny1⊗m(Dn)
= e(Dn)+
∑
nx1(Dn)+
∑
ny1(Dn)+
∑
2nm(Dn)
= e(Dn)+
∑
nx1(Dn)+
∑
ny1(Dn)+ 2dKr .
Since
∑
nx1(D) =
∑
nx1(Dn) and
∑
ny1(D) =
∑
ny1(Dn), the difference of the two Maslov
indices is:
μ(D)−μ(Dn) =
[
e(D)]− [e(Dn)+ 2dKr ].
But
genus(Dn) = genus(D)+ (k − 1)+ dKr ;
hence,
e(Dn) = e(D)− 2
[
(k − 1)+ dKr
]
,
which implies:
μ(D)−μ(Dn) = 2(k − 1) = n− 2.
Using the additivity of the Maslov index of domains, we therefore conclude that
MSF (x1 ⊗ m,y1 ⊗ m) = MHF (x1,y1)− (n− 2)AHF (x1,y1)
if m ∈ (Tα ∩ Tβ)Kr .
Similarly, if φ ∈ π2(x2,y2)Kr , then there is a corresponding φn ∈ π2(m ⊗ x2,m ⊗ y2)n for
any m ∈ (Tα ∩ Tβ)K which has precisely the same domain, just considered as a subset of Σn,
rather than (Σ)Kr . See Fig. 13. It is therefore clear that:
MSF (m ⊗ x2,m ⊗ y2) = MHF (x2,y2),
ASF (m ⊗ x2,m ⊗ y2) = AHF (x2,y2)
for any m ∈ (Tα ∩ Tβ)K .
Hence, we can use additivity:
MSF (x1 ⊗ x2,y1 ⊗ y2) = MSF (x1 ⊗ x2,y1 ⊗ x2)+ MSF (y1 ⊗ x2,y1 ⊗ y2),
ASF (x1 ⊗ x2,y1 ⊗ y2) = ASF (x1 ⊗ x2,y1 ⊗ x2)+ ASF (y1 ⊗ x2,y1 ⊗ y2),
to conclude that
2162 J. Elisenda Grigsby, S.M. Wehrli / Advances in Mathematics 223 (2010) 2114–2165Fig. 13. A domain D ⊂ ΣKr representing φ ∈ π2(x2,y2)Kr along with the corresponding domain Dn ⊂ Σn represent-
ing φn ∈ π2(m ⊗ x2,m ⊗ y2)n.
MSF (x1 ⊗ x2,y1 ⊗ y2) = MHF (x1,y1)+ MHF (x2,y2)− (n− 2)AHF (x1,y1),
ASF (x1 ⊗ x2,y1 ⊗ y2) = AHF (x1,y1)+ AHF (x2,y2)
as desired. 
7. Relationship with Khovanov’s gradings
In this section, we discuss a conjectural relationship between the two gradings on K˜hn(K)
and the relative Maslov grading on SFH((D × I, T n)).
Recall that the spectral sequence of Proposition 5.20
E1 = CV (P(T ))⇒ E∞ = SFH (Σ(D × I, T ))
was defined in terms of a filtered complex X(0,1), whose differential can be written as a sum
D(0,1) = D0 +D1 +· · ·+D, where Dk counts holomorphic (k − 2)-gons. If D0 vanishes (which
we can presumably achieve by choosing a suitable Heegaard multi-diagram), then the E1 term
of the spectral sequence coincides with the E0 term, and hence there is an identification of vector
spaces
X(0,1) = E0 = E1 = CV (P(T ))
which we can use to define a bigrading on the vector space X(0,1), by setting(
X(0,1)
)i,j := CV (P(T ))i,j .
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raises the i grading by k, and we conjecture:
Conjecture 7.1. For a suitable choice of the Heegaard multi-diagram, Dk raises the j grading
by 2(k − 1), and hence lowers the δ grading by 1, where
δ(a) := j (a)
2
− i(a).
If Conjecture 7.1 is true, then δ is a homological grading for the complex X(0,1), and hence
induces homological gradings on each of the pages of the spectral sequence {Er}r0, as well as
on the E∞ term. Let E∞δ=d be the subspace of E∞ which sits in δ degree d .
Conjecture 7.2. Let (Σ,α,β) be a sutured Heegaard diagram for (D × I, T ). Then there is a
function M : Tα ∩ Tβ → Q which satisfies
M(x)− M(y) = MSF (x,y),
whenever x,y ∈ Tα ∩ Tβ are two intersection points with π2(x,y) = ∅, and such that
E∞δ=d = SFH
(
(D × I, T ))M=d ,
where SFH((D × I, T ))M=d ⊂ SFH((D × I, T )) is the subspace which consists of all
homology classes which can be written as linear combinations of intersection points x ∈ Tα ∩Tβ
with M(x) = d .
The following definition is essentially taken from [11].
Definition 7.3. The homological width of K˜hn(K) is the positive integer
hw
(
K˜hn(K)
) := max
a
δ(a)− min
a
δ(a)+ 1,
where here a is allowed to vary over all nonzero homology classes a ∈ K˜hn(K) which are
homogeneous with respect to the bigrading on K˜hn(K).
Corollary 7.4 (of Conjecture 7.2). Let K be a knot in S3 and let g(K) denote its genus. Then
lim inf
n→∞
hw(K˜hn(K))
4n−12 
 g(K).
Proof (sketch). It suffices to prove that the inequality holds both if the limit is taken over odd
n only, and if the limit is taken over even n only. We will restrict ourselves to the odd case,
the even case being completely analogous. Thus, let n ∈ Z>0 be odd, and let (Σ,α,β)n and
(Σ,α,β,w, z) be admissible Heegaard diagrams for (D × I, T n) and ((S3,K), K˜), respec-
tively, as in the proof of Proposition 6.9. For a Spinc structure s ∈ S := Spinc((S3,K)), define
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Ms(K˜) := max MHF (x,y),
As(K˜) := max AHF (x,y)
where the maxima are taken over all pairs of intersection points x,y ∈ Tα ∩ Tβ which represent
the given Spinc structure s ∈ S. Using Conjecture 7.2 and Proposition 6.9, one can easily check
that
hw
(
K˜hn(K)
)
> max
s∈S
Ms(K,n)max
s∈S
[
(n− 1)As(K˜)−Ms(K˜)
]
and hence
hw(K˜hn(K))
n− 1 > maxs∈S As(K˜)− n,
where n := maxs∈S Ms(K˜)/(n− 1). Since n → 0 as n → ∞, the corollary now follows from
the well-known fact [16] (see also [15,8]) that
max
s∈S
As(K˜) = 2g(K˜) = 2g(K). 
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