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I. INTRODUCTION 
A considerable number of recent publications by U.S. 
Government sponsored laboratories indicates that a great 
economic incentive is provided currently for the development 
of analytical methods and computer programs for computing 
space-time effects in a nuclear reactor. The importance of 
these effects seems to be increasing along with the acceler­
ating trend to very large reactors. 
The importance of a detailed description of space-time 
effects becomes specifically evident; (a) when one measures 
isolated reactor parameters; (b) when it is necessary to 
verify simplified models of space-time phenomena; and (c) 
when during the design of a reactor and its control system, 
it is necessary to predict its transient behavior and to 
assess the results of possible accidents. 
The analysis of a transient problem corresponding to a 
realistic reactor model requires the solution of an equation 
which can be written, in its most simple form, as; 
6 
iV'^V -Sa +(l-3)vSf] + ^ s^x^C^(x,t)+q(x,t) 
= ^ ®(x,t) (la) 
G(x,t) -XiC^(x,t) = "1^ Cj_(x,t) . (lb) 
The notation is explained in Appendix A. Equation 1 together 
with a set of equations that describe heat transfer, coolant 
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flow and pressure behavior, constitute a complex set of 
coupled partial differential equations which at times must be 
solved for complicated geometries. The most practical proce­
dure is to develop approximate versions of these equations 
which in turn can be solved numerically. For the heat 
transfer, coolant flow and pressure behavior equations the 
spatial dependence is accounted for through a "lumped para­
meter" treatment. For Equation 1, however, the simplification 
consists of breaking the space-time equations into separate 
space equations and time equations. 
The methods which have been used for accomplishing this 
breakdown fall into three main categories: (a) Adiabatic or 
Quasistatic approximation; (b) Nodal analysis, and (c) 
Modal analysis. 
In the Adiabatic method the space part consists of 
calculating the spatial flux distribution at a particular 
instant using static criticality calculations based on 
reactor properties at that instant. The time part then 
consists of solving the point kinetics equations. 
In the Nodal approach the reactor is represented by a 
set of distinct points or "nodes" with neutrons leaking from 
one point to another. The space part of the problem here 
consists of determining parameters that link the average 
fluxes on each side of the respective nodes. The time part 
involves the derivation of a set of time dependent equations 
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which involve the space average fluxes in each region. 
The basic idea of the Modal analysis method is to 
approximate the unknown functions of space and time by a 
linear combination of known space functions (modes) with 
unknown time dependent coefficients. The space part of the 
problem is the selection or construction of the modes; the 
time part is the determination of the coefficients. 
The present work concentrates on two of the numerous 
modal analysis approaches in an effort to obtain analytical 
expressions and computer codes for the determination of 
spatially dependent reactor transfer functions.^ 
One of the approaches, which shall be referred to 
throughout this work as the *Helmholtz' method and is 
considered to be the most basic and common version of modal 
In general, a transfer function is thought to be the 
ratio of the Laplace transform of the output to the Laplace 
transform of the input of a system. Since there can be 
various inputs for a system resulting into many corresponding 
outputs, it seems that the 'transfer function' of any 
system is a matrix of transfer functions with each element 
of the mtrix corresponding to a particular input-output 
combination. In a nuclear reactor, for example, a variation 
of the absorption cross-section (change in reactivity) 
could result into a temperature change, neutron flux change, 
etc. The corresponding transfer functions that combine these 
outputs to the reactivity input are referred to as 'reactivity 
transfer functions'. Thus, it is clear that the nature of 
the input specifies the transfer function. Furthermore, when 
one considers a spatially dependent transfer function, he 
automatically excludes space integrated properties from input 
possibilities. Specifically, a transfer function with 
reactivity as input is space independent unless reactivity 
is redefined as a non-space-integrated property. 
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analysis, is to expand each flux and precursor group 
separately in a series of ordinary orthogonal functions (e.g., 
solutions of the Helmholtz equation). This method is pri­
marily suitable for one-dimensional uniform reactor models 
although it has also been applied to non-uniform and two-
dimensional models. 
The other method is using modes which are specific to 
the problem considered so that it can treat more complicated 
and more realistic models. This method shall be referred to 
as the 'omega-d-modes' approach. The omega-d modes are the 
natural modes of the reactor with delayed neutrons included. 
These modes have a flux component, and delayed components, 
C^, and are described by the following equations: 
[V-DV-2a+ (l-e)vZf] + Z XiCj_(x) = 
i=l 
SiVSf^(x) -\j_C^(x) = u,^C^(x) . 
Questions concerning spatial dependence of the eigen­
values w^'s and various properties of the corresponding 
modes shall be considered in the present work. 
It seems necessary to gain some confidence in approxi­
mation methods such as the ones considered in the present 
work. Their application to reactor analysis has left many 
unanswered questions with regard to error bounds. It is 
commonly felt, therefore, that more experience must be built 
by comparing them to some extent with more exact solutions 
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and with experiments. It is hoped that the results of the 
present investigation will contribute to the building of this 
experience, which seems to be of extreme value for the 
improvement of power-reactor control. 
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II. REVIEW OF LITERATURE 
Most approximation schemes that have been developed for 
the solution of space-time kinetics problems can be 
categorized as either 'nodal' or 'modal'. A nodal treatment 
(2, 4o) splits the reactor into regions and ascribes to each 
region a separate kinetic behavior which Is determined 
partly by its own characteristics and partly by a coupling 
through neutron leakage to neighboring regions. Finite 
difference techniques (39) may be considered as a limiting 
form of nodal analysis in which the nodes are small and 
closely spaced. This approach has been used for analog 
studies (31, 33) and digital computer programs (6, l) that 
solve the space-time problems including, in some cases, 
temperature and flow feedback, boiling and Doppler coefficient 
effects (10, 9, 38, ll). However, this approach leads to 
programs with long running times and therefore it has been 
used primarily with simplified reactor models having only one 
spatial variable and only one energy group. For somewhat 
larger nodes a "higher order" difference approximation such 
as that used by Riese (34) is appropriate. Here the flux 
within each region is approximated by a simple function such 
as a polynomial. 
A modal analysis, on the other hand, describes the 
space-time behavior as a linear combination of full-core 
flux shapes; the coefficients of combination are functions 
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of time. The flux shapes combined may be solutions to the 
Helmholtz equation (42, 17), to the period-eigenvalue reactor 
equations(36, 4l), or they may be particular shapes chosen 
to best describe the expected behavior of the reactor 
transient being considered (30). 
Of the many versions of modal analysis perhaps the most 
basic and common is to expand each flux and precursor group 
separately in a series of ordinary orthogonal functions 
(e.g., solutions of the Helmholtz equation). This approach 
is primarily suitable for one-dimensional uniform reactor 
models (16, 30) although it has also been applied to non­
uniform and two-dimensional models (18, 19). For more 
complicated models it is advisable to use modes which are 
more directly related to the specific problem, e.g., the 
lambda or omega modes (8). 
The period-eigen-value problem was first suggested by 
Soodak (36) and utilized extensively by Weinberg (4l). In 
contrast to the Helmholtz method, the eigenvalues are now 
obtained from the vanishing of the determinant of a non-
symmetric, non-self-adjoint matrix (4l). This means that 
the corresponding eigen-functions do not form an orthogonal 
set; rather, they form a bi-orthogonal set with their 
adjoint functions. The adjoint functions are defined 
through the transposing of the characteristic matrix. 
In connection with the period-eigen-value approach it 
8 
is customary to distinguish three types of eigenfunctions 
(15). The first, which are designated "lambda modes", are 
the solutions of 
1 6 
[- +Sa]f(x) =- [(1-3)+ I PilvSf i(x) 
i=l 
This eigenvalue problem is the type solved readily by common 
computer programs. The second type, called "omega-p modes", 
corresponds to the modes of a reactor with no delayed 
neutron source; 
[V-DV-Ea +(1-B)V = 0UpV~^^(x) 
The third type, "omega-d modes", includes both, the 
natural modes of the reactor and the delayed neutrons. That 
is, the new modes have a flux component, and delayed 
components, 
• ^ 1 [\7.DS7-2a+(l-g)vZf]^(x) + S = cu^v ^*(x) 
i=l 
ilf(x) - Xj_C^(x) = w^c^(x) 
Once these modes are identified, one must be concerned in 
answering questions with regard to their existance, com­
pleteness and other properties. Numerous questions of this 
type have been answered in the last few years. Specifically, 
in the most simple case of the finite difference approxima­
tions, Birkhoff and Varga (5) have verified the existance of 
9 
a unique positive eigenvector which corresponds to a real 
eigenvalue. They have shown this for all three types of 
modes mentioned above. In addition, it was shown that this 
particular eigenvalue is the largest in absolute value of 
all other eigenvalues for the case of the ^ modes. For the 
case of u) modes it is larger than the real part of any other 
eigenvalue. The question of completeness of the eigen­
vectors, with regard to the finite difference case, has an 
immediate answer (15) since one deals here only with matrices. 
Habetler and Martino (23) have verified the existence 
and uniqueness of the positive dominant eigenfunction and its 
adjoint for the differential form of the group diffusion 
equations. Specifically, for the uUp case, for homogeneous 
or one dimensional heterogeneous reactors, they have shown 
that the eigenfunctions and generalized eigenfunctions form 
a complete set. 
Although computer programs (13, 20) have been developed 
recently for the determination of higher modes it seems 
that very little is known about the properties of the higher 
eigenfunctions. 
Soodak (37) and Weinberg (43) have shown qualitatively 
certain properties associated with higher modes. It seems 
that the cu^ modes come in clusters of 6+G each (G = number 
of energy groups considered), with all members of a given 
cluster having rightly the same spatial shape. Garabedian 
10 
(l6) has shown that it is possible to approximate very closely 
the G most negative of the eigenvalues by a corresponding 
cluster of G ujp modes. ' For the remaining six it is claimed 
(4, 25) that they have almost identical flux components 
which in turn are very similar to those of a corresponding 
lambda mode. 
One of the main disadvantages of the period-eigen-value 
approach is that when delayed neutrons are introduced into 
the model, the differential equation involving the expansion 
coefficients includes a summation term (27). However, in 
solving a differential equation with such a term, sometimes 
the value obtained for any given expansion coefficient changes 
with the number N; the upper limit of the summation. If the 
coefficients are independent of the number of terms retained, 
the expansion is said to have the property of 'finality'. 
In the usual space-time problem, if the expansion displays 
finality, each expansion coefficient is found separately 
as the solution of a single ordinary differential equation. 
If there is no finality, it is usually necessary to solve N 
equations for the N coefficients simultaneously. Kaplan (27) 
chose an expansion which has-this finality property. 
Generally speaking the more time consumed in obtaining 
the modes the less is required in finding the time dependent 
coefficients. Thus one may cut down on the number of modes 
used and on the complexity of the solution (the corresponding 
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coefficients may be found independently of each other) by 
simply using the natural modes of the system. On the other 
hand if one uses Helmholtz modes for a typical complicated 
reactor configuration many modes are needed and all the 
expansion coefficients must be solved for simultaneously. 
As it was mentioned earlier, the question of completeness 
of the lambda and omega modes has not been fully answered. 
However, completeness does not seem to concern most investiga­
tors of space-time problems with regard to reactors since for 
practical computations they are able to use only a small 
number of modes. Thus, the idea-has grown recently that one 
need not necessarily use eigenfunctions as the basis 
functions. Instead, one is free to use any functions which 
intuition or experience suggest may yield an adequate 
approximation. Thus, Dougherty and Shen (l2) proposed the 
use of Green's function modes obtained by solving the 
diffusion equations with sources fixed in various subregions 
of the reactor. 
Another suggestion (3, 30) is the use of synthesis 
modes which are shapes that in some sense bracket the actual 
shape at all times during the transient. Both of these 
methods, however, utilize trial functions having no built-in 
orthogonality properties and hence their use leads to rather 
complex equations for determining the behavior of the time 
dependent coefficients in situations where feedback is 
12 
Involved. 
In general, finally, several investigations have been 
conducted at Iowa State University with regard to space-time 
kinetics. Hendrickson (24) developed a method to determine 
the ratio of the reactivity coupling coefficient to the mean 
generation time in a two-slab reactor, based on experimental 
measurements of the inherent reactor noise spectrum. He 
showed that the real part of the cross-spectral density 
vanishes at a particular frequency, called the sink frequency. 
He found that frequency to be a function of the ratio of the 
reactivity coupling coefficient to generation time in the 
cores, and the times required for neutron disturbances to 
propagate between the cores and between the cores and the 
detector locations. Carter (7), on the other hand, in a 
more analytical study, extended a modal analysis based upon 
the semi-direct variational method of Dougherty and Shen (12) 
to include coupled core reactors. 
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III. THEORY 
A. The Kinetics Equations 
The purpose of this section is to derive the conven­
tional form of the time dependent reactor kinetics equations 
starting from basic transport theory. This way the appro­
priate meaning of such basic parameters as reactivity, 
neutron lifetime, effective delayed neutron fraction, etc. 
can be readily established with regard to spatial dependence. 
Also, all the assumptions and limitations inherent in the 
conventional form of reactor kinetics can be indicated. The 
presentation of the derivation will follow closely that 
presented by Gyftopoulos (21). 
In considering a reactor having stationary fuel it is 
possible to assume that there is only one species of 
fissionable material without losing generality. This makes 
the task simpler. Then the time dependent neutron balance 
equation, implemented in terms of the neutron density 
N(r, E, Q, t) is, 
^ N(r,E,n,t) = 
^ fo(E)J dQ' r"dE'v(E')(l-e)v'Zf(r,E',t)N(5,E',n',t) + 
n' o 
J- dn'r*dE'v'2g(r,E'w2,n'^n,t)N(5,E',n',t) + 
0 o 
"Çtt ? (E)C^(rit) + S(r,E,Q,t) -
nv-grad N(r,E,n,t) -vs^(r,E,t)N(r,E,n,t) , (2) 
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and the corresponding balance equations for the delayed 
neutron precursor concentrations are: 
-|ç C^(?,t) = ; dn'y"dE'v(E')Biv'Zf(P,E',t) N(f,E',n',t) -
n o 
X^C^(r,t) J i = Ij ....J m (3) 
where 
C^(r,t) = delayed neutron precursor concentration 
(i = 1, 2, ...m) 
E = neutron energy 
,f^(E) = prompt and delayed neutron energy spectrum 
(i = 0, 1, 2, .. .m) 
S(r,E,o,t) = neutron source density in the (r,E,Q,t)-
space 
V = neutron speed 
QV = neutron velocity 
3^,0 = delayed neutron fractions 
= delayed neutron decay constants 
v(E) = number of neutrons per fission due to an impinging 
neutron of energy E 
2^^r,E,t) = fission cross-section 
Zg(r,E'^E,0'^0,t) = scattering cross-section from energy 
E' and solid angle q' to energy E and 
angle q respectively 
%^(r,E,t) = total cross-section 
15 
The generality of Equations 2 and 3 makes them extremely 
unpopular to use in the above form. Thus, it is necessary 
through simplifications and approximations to reduce them 
to a more practical form. Various mathematical manipulations 
together with many simplifying assumptions have been used 
to achieve this reduction and it seems that any choice 
depends on the reactor type and the particular dynamic 
problem considered. One approach to the problem, for example, 
is to expand the neutron density in a series form containing 
reactor period eigenfunctions, reactivity eigenfunctions or 
other sets of eigenfunctions. This procedure reduces 
Equations 2 and 3 to an infinite set of ordinary time-
dependent differential equations which are much easier to 
solve.-
Another approach to the problem of simplifying Equations 
2 and .3 is the following: 
As it can be seen Equations 2 and 3 are implicitly or 
explicitly dependent on neutron energy, direction of motion 
and position. If these energy, direction and position 
dependencies were integrated out of the transport theory 
equations the result would be the conventional form of the 
reactor kinetics equations. 
To perform this integration, however, one must know 
completely the energy and other dependencies (that is, the 
neutron and delayed neutron densities). Since these 
16 
dependencies are not known one must approximate them in some 
way and then integrate. This approach is called linear 
averaging and it implies that the error made in the approxi­
mation is linearly reflected in the ordinary time-dependent 
differential equations resulting from the integration. To 
reduce the error in the integrated equations one must first 
multiply the unknown functions in Equations 2 and 3 by an 
appropriate 'weighting' factor and then perform the integra­
tion. These weighting functions can be derived from 'adjoint' 
equations; with the role of the adjoint equations being the 
following: 
When one is interested in extracting some specific 
information from the general equations by means of computa­
tion, he wants this information to be insensitive to approxi­
mation errors. Therefore, he can estimate it using some 
variational technique which leads to stationary quantities. 
Thus, the role of the adjoint equations becomes evident 
since is well known that stationary quantities require 
both the original and the adjoint solutions. 
With these remarks in mind, one can consider the adjoint 
equation of the source free equation corresponding to some 
critical condition of the reactor. 
r dE'[v'ZgQ(f,E'-E, n'-n) ft(E)v(E')v'Efo(r,E')] X 
' 0 o 
Nj(r,E' , n ' )  + fiv.grad N*(r,E,Q)-v2:^(r,E)Nj(r,E,Q) = 0 
(4) 
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where, 
m 
ft(E) = fo(E)(l-g) + fi(E)gi (5) 
and where the asterisk means adjoint and the subscript zero 
means steady state or critical values. 
Assume that Equation 4 can be solved and that the adjoint 
density N*(r,E,Q) is a known function of (r,E,o). Next, 
write the time dependent neutron density in the form: 
N(f,E,n,t) = P(t) N^(f,E,Q,t) (6) 
with the additional requirement that 
•ip r df r dn;°dSN*(5,E,n)N (r,E,n,t) = 0 . (7) 
" V an ° 
A special case where Equations 6 and 7 can be readily 
satisfied is when the time and all other coordinates in 
N(r,E,Q,t) are separable. 
The procedure next is to replace Equation 6 in Equations 
2 and 3, multiply both sides of these equations by N*(r,S,o), 
multiply both sides of Equation 4 by N(r,E,Q,t) and integrate 
all of the multiplied equations, over the entire volume of 
the reactor, over all energies and over all solid angles to 
obtain, 
~ P(t) =-^7^ P(t) + E + Q(t) (8) 
and 
~ C^(t) =~ P(t) - x^C^ft). (9) 
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If all variables are represented by u, i.e., 
E 
r du — = r df f dE r ... 
u 'V t) 0 
then quantities analogous to reactivity p(t), power P(t), 
reactor lifetime A(t) and to a normalization factor P(t) can 
be defined as, 
P = p(t) = 
1 /- , ft(2) 
F J^du[Ng(r,E,n) J" dn'J'"dE\,(E')v'ôz^N^(r,E',n\t) + 
^ o 
; dn'r"dE'v'6ZgNQ(f,E',n',t) -vôS^N^Cr^E', t) -
n' G 
Nj(r,S,Q)QV.grad N^(r,E,Q,t)-N^(r,E,Q,tj^vgrad N*(r,E,o% 
(10) 
where 5^^ represents the difference between the time 
dependent and time independent cross-sections. 
P 
A 
S 
where. 
Also, 
= P(t) = 
m f. (E) CO 
r duNg(r,E,n) zr dn' r aE'v(E')v'Sf(f,E' , t )  X 
° 1=1 n' o 
%o(r,E',n',t) , (11) 
= A{t) = i J duNj(f,E,n)N^(î,E,n,t), (12) 
= s 6-5 (13) 
1 ^ 
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Si = 6i(t) = 
')v'ZL(r,E',t) X 
No(r,E',n',t) (14) 
FAC^(t) = ^  ; auN;(f,E,n)fi(E)Ci(r,t), (15) 
and 
m(t) = p duN*(2,E,n)s(r,E,n,t) . 
•^u ° 
(16) 
Equations 8 and 9 can be easily recognized as the conventional 
kinetics equations and their form is identical with the more 
familiar sets of equations derived on the basis of the one 
group diffusion model. In this case, however, quantities 
such as P(t), p. A, etc. can be given the usual meaning of 
power, reactivity, prompt neutron mean lifetime, etc. only 
when the time and other independent variables are separable. 
Otherwise these quantities have no direct physical inter­
pretation, as it is with the case where modal approximations 
are used to describe neutron density quantities. 
For a more complete discussion of the limitations as 
well as experimental interpretation of the equations given 
as the conventional kinetics equations, namely Equations 8 
and 9, the reader is referred to references (26, 8, 32, 27, 
22, and 35). 
It was mentioned earlier that the neutron densities 
are not known functions of (f,E,Q). The solution of Equations 
20 
8 and 9 in space and time, however, require complete knowledge 
of the quantity N^(r,E',n'^^a function of (f,E,Q,t). To 
this end, therefore, the common procedure is to pick a _t and 
approximate N^(r,E,Q,t) through some method, solve the 
adjoint Equation 4 for N*(r,E,Q) and then substitute both 
quantities in Equations 10 through l6 to obtain p, P, A, g, 
C and Q. Once these quantities are obtained they can be 
substituted in Equations 8 and 9 which are solved for P(t). 
Using this value of P(t) and Equation 6 a new neutron 
density is obtained, N(r,E,Q,t), which is to serve as the new 
reference density for a new time t, thereby repeating the 
whole process indefinately. 
One way to describe the neutron and precursor densities 
is to use modal approximations. The present work deals with 
two types of modal expansions the formalisms of which are 
described in the sections to follow. 
B. Modal Approximations 
The central idea of the modal analysis approach is to 
approximate the unknown function of space and time by a 
linear combination of known space functions (modes) with 
unknown time dependent coefficients. The space part of the 
problem is the selection or construction of the modes; 
the time part is the determination of the coefficients. 
Modal approximations differ from each other with regard to 
21 
the selection or construction of the modes. The following 
are formalisms of two modal approximations; (l) the Helmholtz 
approach and (2) the Natural-mode approach. Both methods 
are extended to provide expressions for spatially dependent 
reactor transfer functions. 
1. Helmholtz expansion scheme (Harmonic) 
For a homogeneous bare reactor a solution of the 
diffusion equation may be attempted by assuming the spatial 
dependence to be governed by the wave (HelmholtzJ equation 
V^W(r) + B%(r) = 0 . (17) 
The solutions to Equation 17 of interest are those 
which vanish at the boundary of the reactor. The condition 
2 W = 0 on the boundary results in a set of eigenvalues B^. 
The corresponding eigenfunctions form a complete 
orthogonal set. Thus, the spatial dependence of the neutron 
flux can be expanded in terms of an infinite series of 
eigenfunctions W^. 
Using the above line of thought to account for spatial 
dependence one can derive an analytical expression for the 
spatially dependent reactor transfer function corresponding 
to a homogeneous bare reactor. 
In considering the simplified semi-infinite slab 
reactor shown below the governing equations for one energy 
group and one group of delayed neutrons are. 
22 
-J ». X, cm 
+a 
dV^cp - j;g^co + + xC = ^  ^  cp (l8) 
avSf<p - xC ='è_ c, (19) 
where the notation used is explained in Appendix A. 
In order to eliminate the precursor concentration C 
from Equation 1 9  one solves Equation I8 for C ,  differentiates 
dC 
with respect to time and substitutes for C and in 
Equation I9 to obtain 
Y 2cp CP + 2a If - (l-s)vi:f. It } = 
gvZfV - "1^ -(l-p)v2fcp - DV^cp} • (20) 
Next, the linearization of Equation 20 demands the perturba­
tion approximations 
CD = CP (0) +cp3_(t)cD and = Z^(0) + z^^ft) . (21) 
#(0) and r„(0) represent the critical values and^^ft) and 
ci i. 
^aiCt) are very small variations around these values. The 
absorption cross-section has been chosen here arbitrarily to 
vary with time and space while the rest of the nuclear 
-a 
0 
23 
parameters are to remain constant at all times and throughout 
the reactor. 
Upon substituting the expressions 21 in Equation 20, 
one obtains 
Y -"it +|t + 
Scpn (t ) p, . 
~ôt + ^ al(^) at -gt cpi(t)} = 
"I ^cpi ( t ) 
gvZfCp(O) + 3vZf'P3_('t) - - (1-3)v2^cp(0) -
(l-p)v2^cp^{t) + 2g^(0)cp(0) + Sg^(0)cp^(t) + 
- D\72v(0) - b\f2pi(t) }. (22) 
Note that steady state terms sum up to zero, since: 
D^^cp(O) - Sg^(0)cp(0) +(l-3)vl]^cp(0) + pvS^cpCO) = 0. 
One may also neglect products of second order terms, i.e. 
i:ai(t)cpi(t), -|ç %ai(t)Vi(t) etc. 
Including spatial dependence and in view of the above 
remarks. Equation 22 becomes 
X^v It c?3_(x,t)-D-|^V^cpi(x,t) +1^ i:^^(x,t)cp^(x) + 
^a{0) "It - (l-g)v2^ -|ç cp^(x,t)} = 
t) - cp]_(x,t)-(l-3)vS^cp-]_(x, t) + 
Zai(x,t)cpo(x) + r^(0)cp^(x,t)-DV^cp^(x,t)}. . (23) 
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Next in considering an impulse^ type of cross-section change 
inside the reactor assume a variation of the form 
= AZa6(t)6(x-a) , (24) 
where a(cm) is the exact location inside the reactor at 
which the disturbance is introduced. Substituting Equation 
24 in Equation 23 and upon Laplace transforming one obtains 
the relation -
Y C"^  s^ cp3_(x,s) - SDV^ CP^ (X,S) + sE^ (x,sJ q^ fx) + 
S^(0)scpi(x,s) - (l-B)vZfS9^(x,s)} = 
gvZ^g^fx, s) - scp^(x, s )-(l-g ) (x, s) + 
I:^(X,S)CPq(X) + Sa(0)cp^(x,s)-DV%i(x,s)} , (25) 
where l^(x,s) is the Laplace Transform of Zai(x,t) and s is 
a variable introduced by the transformation. 
Next, one may expand the neutron flux into a sum of 
linearly combined terms 
N 
cpi(x,s) = z A^(s) Wj^(x) (26) 
n=l 
where the eigenfunctions W^(x) are solutions to the wave 
equation 
V2w^(x) = -B^W^(x) . (27) 
% 
An impulse variation of cross-section is chosen here 
because a reactor transfer function is defined as the Laplace 
Transform of its response to a unit impulse of reactivity 
input. 
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Substituting Equation 26 in Equation 25 one obtains 
i s2 2 A^{s)¥^(x) - sdV^S A^(s) W^(x) + 
^ n n 
SA2g^ô(x-a)cp^(x) 4- 2^(0) s s A^(s) W^(x) -
(l-6)vSj A^(s)Wjj(x) - {-i S S Aj^(s)Wj^(x)-Cl-p)v2fZn X 
A^(s)W^(x)+ASaS(x-a)cPo(x) + 2^(0) z ^ ^(s) W^(x) -
DV^S A^(8)W^(x)] . (28) 2, 
n 
2 Using the expression 27, then, one can substitute for V' 
This is permissible for the reactor considered here since it 
is a bare homogeneous system. Equation 28 then becomes 
Y A^(s)W^(x)+sD z A^(s) W^(x)+s^Zg_g(x-a)cpQ(x) + 
n n 
Sa_(0) s Z A^(s)¥^(x)-(l-3)vSfs z A^(s)W^(x)} = 
BvZfZ A^(s)¥^(x) -{i s 2 A^(s)¥^(x)-(l-e)v2£.2: A^(s)¥^(x) + 
A2g^6(x-a)cpQ(x) + 2^(0)2 A^(s)¥^(x) +D z 
(29) 
Next Equation 29 is multiplied by some functions ¥^(x) 
such that 
I ^ ^  foi" n 7^ m 
reactor 
= 1 for n = m, 
and each resulting term is integrated over the whole reactor 
width. The result is 
26 
X (i + sâ2^W^(a)tp_^(a) + sï^(0)A^(s) -
(l-B)vSfSAj^(s)} = evEfA^(8) -{^ sA_^(s)-(l-p)vSf\(s) + 
4i:aCPo(a)W„(a) + r^(0)A^(s) +DbX(=)) . (30) 
and upon solving for A^(s) one obtains an expression for the 
coefficients of expansion 26; 
A_(s) = 
m 
2 
+S[DB^ +SjO)  +i - (l-e)vZf]+t[DB2+Za(0)-vEp]] 
Finally, the expression for the spatially dependent transfer 
function of a homogeneous bare reactor, utilizing a Helmholtz 
modal analysis, can be found upon substituting Equation 31 
into the flux expansion 26. Putting s = jw (j = and 
uj is frequency in radians/sec) one gets the final expression 
for the transfer function which is 
Where" 
• + Ea(0) " Sjv(l-e)nA 
= (^4 + ^a(O) -
A = 1/v and C = 1/ ^ a 
2. The natural-mode expansion scheme 
The natural modes are the eigenvectors of a matrix 
operator which describes the neutron balances and all 
27 
feedback mechanisms; consequently, all system variables 
appear as components in the modal vectors. In the present 
work no feedback effects are included. Each eigenvalue, w, 
indicates directly the time behavior of the corresponding 
spatial mode in view of the e"^^ time dependence of the modes. 
The formalism of the natural-mode approach has been 
presented and discussed in detail by Kaplan (27). Therefore, 
the presentation in this section shall be brief and rather 
specific to the problem considered in this work; that is, 
the determination of the spatially dependent reactor transfer 
function. 
The problem is described by the vector equation 
V"^ (p = Lcp + sZcp^e:""^ , (33). 
where is the steady state vector, 
• ^ 01 
^02 
for two energy groups and one group of delayed neutrons, cp 
is the corresponding vector representing the deviation from 
steady state and L is a 3 x 3 matrix and can be written as 
^ ~S|p (l~3 ) ][ (l~ 3 ) ^ A 
L = % [V-DgV 0 
-A 
J 
with the rest of the notation explained in Appendix A. Also, 
28 
6 S  =  
0 
i x^U)  
0 
is a perturbed cross section. One next proceeds by consider­
ing an expansion for cp of the form 
cp (x,t) = S 
n 
J"Jt 
in the eigenvectors of the L operator, 
V^^n = ^ ^n • 
(34) 
(35) 
These, in combination with the eigenfunctions of the adjoint 
operator 
(36) 
satisfy the orthogonality property 
nm ' (37) _ 
the brackets indicating integration over all space. 
Thus, the expansion coefficients in Equation 34 are 
given by 
V'™'' = <(*%' (38) 
and they may be found by taking the inner product of Equation 
33 with \ir*; 
or 
1 
n [joj - (u^] (39) 
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Substituting expression 39 "back in the expansion 34 and 
upon expanding the first few terms, one obtains 
•g(x) 
(40) 
« # # * 
Finally, the spatially dependent transfer function is 
*2(x) 
+ ... (41) 
One way to verify that expression 4l is indeed a proper 
representation for the transfer function of the reactor is 
to consider only the fundamental mode; this should lead 
to the point kinetics results. This verification is 
presented in Appendix B. 
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IV. RESULTS AND DISCUSSIONS 
A. Helmholtz-Modes Approximation 
The relation which defines the spatially dependent 
transfer function of a bare slab reactor in one dimension, 
as given in the theory section (Equation 32), has been 
computed numerically for two types of reactors; (l) a light-
water-moderated reactor and (2), a heavy-water-moderated 
reactor. The computer code complete with subroutines is 
presented in Figure 1 of Appendix C. The program is short 
and relatively simple and its execution time is below a 
minute^. The characteristic parameters of the two reactors 
are given in Table 1. 
Table 1. Characteristic parameters for the reactor models 
used in the Helmholtz-modes approximation 
Type of Reactor cm~^ cm~^ Zg, cm~^ D, cm 
1: Light-water 
moderated 
system 
2: Heavy-water 
moderated 
system 
Due to the great number of curves tabulated results will 
not be displayed in the present work. The reader may use the 
program to reproduce the graphical results in tabular form. 
- 8.07 X 10"'^ 4.13 X 10"^ 4.15 % 10"^ 0.08l 
- 4.36 X 10""^ 2.38 X 10~'^ 4.26 X 10"^ 0.445 
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As can be seen, the characteristics of the two chosen systems 
r e s u l t  i n  a  d i s t i n c t  d i f f e r e n c e  i n  t h e  f a m i l i a r  r a t i o  ( ,  
rad/sec. This difference should appear as a difference in 
the characteristic 'break frequencies' of the transfer 
functions. Figures 1 and 2 display the magnitude and the 
phase, respectively, of the transfer functions of the two 
reactors and verify the above concept. 
Although, in general, for most approximation methods 
the number of modes required for a good approximation^ depends 
largely on the magnitude of the perturbation as well as on 
the degree of localization of the perturbation, an indica­
tion on how the spatially dependent transfer function 
changes with N, the number of terms retained by the expansion, 
can be useful. Figure 3 shows this concept for the Helmholtz-
mode approximation. 
Next, space dependence as distinguished from the point 
kinetics result, is illustrated in Figures 4 and 5. 
Finally, with the perturbation being an impulse change 
in the absorption cross-section and being localized in the 
middle of the reactor (x = O), the spatially dependent 
reactor transfer function has been calculated for the two 
reactor types and the results are presented in Figures 
^Although the goodness of the approximation is of no 
immediate concern in the present work, nevertheless, a good 
approximation in reactor kinetics must satisfy the conditions 
suggested by Foulke (l4). 
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Light-Water' reactor 
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(Helmholtz Approx.) 
4 2 3 - 2  1 0 -1 
Log cu rads/sec 
Figure 1. Magnitude of the space dependent reactor transfer 
for two different reactor types. 
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Figure 2. Phase of the.spatially dependent reactor transfer 
function for two different reactor types. 
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(Helmholtz Approx.) 
10 10 10 
U) rads/sec 
Figure 3. Magnitude of the transfer function of a heavy-water moderated reactor 
with number of expansion terms as a parameter. 
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Magnitude of the transfer function of light-
water moderated reactor illustrating space 
dependence. 
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Figure 5. Magnitude of the transfer function of a heavy-
water moderated reactor with number of expansion 
terms as a parameter. 
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6 through 9. 
B. Natural-Modes Approximation 
The spatially dependent transfer function for a reactor, 
as derived using the Natural-mode approximation technique, 
has been given in the theory section as Equation 4l. This 
expression has been programmed for a computer and the code 
is displayed in Figure 2, Appendix C. Because the code is 
presented complete it can be used to reproduce the results 
in tabular rather than graphical form. 
Three reactor models were used in illustrating this 
approximation method; (i) a reactor very similar to one 
Poulke used in his work (l4), the choice of this reactor 
being specifically for comparison purposes, (ii) a large 
reactor (150 cm) with a small neutron lifetime and (iii) 
a small reactor (31 cm) with a relatively large neutron 
lifetime. The size of the last two models has been chosen 
to be different in order to show the effect of size on the 
eigenvalue spectrum. Since the break frequency of a 
reactor transfer function depends on lifetime the analysis 
of two reactors with different lifetimes permits a useful 
overall test of the model and the computational technique. 
The characteristics of all three reactor models are to be 
found in Table 2. 
The determination of Equation 4l involves the computation 
of all the terms which appear in it, such as the eigen-values 
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X = distance "between detector 
and perturbation 
(Helmholtz Approx.) 
Figure 6. Magnitude of the spatially dependent transfer 
function for a light-water moderated reactor. 
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X = Distance "between detector 
and perturbation 
(Helmholtz Approx.) 
Figure 7. Phase of the spatially dependent transfer function 
of a light-water moderated reactor. 
40 
<D 
2 
•P 
X = 10 cm 
X = 20 cm 
X = 40 cm 
X = 60 cm 
20 db 
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Figure 8. Magnitude of the spatially dependent transfer 
function of a heavy-water moderated reactor. 
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Figure 9. Phase of the spatially dependent transfer function 
of a heavy-water moderated reactor. 
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Table 2. Reactor characteristics for reactor models utilized 
in the Natural Modes Expansion scheme 
Parameter Reactor I Reactor II Reactor III 
width, cm 200 150 31 
^1' 0 0 0 
.02775 0.2491 .00775 
-1 cm 0 0 0 
-1 cm .0282 .2548 .01534 
Zr' cm'l .03776 .0252 .0252 
cm 1.313 1.3 1.3 
Dg, cm 0.804 .215 .215 
cm/sec 4.06 X 10^  4.36 X 10® 4.36 X 10® 
Vg, cm/sec 2.48 X lo5 2.2 X 10^ 2.2 X 10^ 
P 0.0074 0.0064 0.0064 
^ sec ^ 0.0138 0.08 0.08 
the eigenfunctions with their adjoints t*, etc. The 
omegas have been computed from the eigenvalue problem 
Equation 7 (Appendix B) and are displayed for all three 
reactors in Table 3. 
Pour modes are considered and corresponding to each 
mode are three eigenvalues; one delayed, one prompt thermal 
and one prompt epi-thermal. In considering only the first 
mode (n = l), which corresponds to the 'point kinetics' 
Table 3. Characteristic eigenvalues for the three reactors considered, sec~^ 
Spatial 
Harmonic 
Index Delayed 
REACTOR I 
Prompt 
Thermal 
Prompt 
epl-thermal 
Delayed 
REACTOR II 
Prompt 
Thermal 
Prompt 
Epi-thermal 
1 -.3522x10" - 49.119 -161,503 .1765x10"^ -349.25 -11,292,000 
2 -.01194 -355.039 -165,291 -.07308 -3,788 -12,034,500 
3 -.01305 -849.92 -171,618" -.07726 -8,679 -13,272,800 
4 -.01339 -1,514.34 -180,505 -.07852 -14,199 -15,007,800 
Table 3 (Continued) 
Spatial 
Harmonic 
Index Delayed 
REACTOR III 
Prompt 
Thermal 
Prompt 
epl-thermal 
1 .7493 X 10"15 -I4.l4 -16,879,500 
2 
-.07978 -2,6o4 -34,543,800 
3 -.07994 -5,553 -63,985,700 
4 -.07998 -9,218 -105,205,000 
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result, it is interesting to note that the delayed omega is 
practically zero while the prompt thermal and prompt epi-
thermal omegas have values corresponding to (B/-t)thermal 
( eZ-^^epi-thermar respectively. This concept is in agreement 
with the physical situation. Especially with regard to 
delayed neutrons it is well known that a transient cannot 
disrupt a delayed neutron equilibrium instantaneously. 
For the higher modes the delayed eigenvalue seems to 
converge to values equal to the delayed neutron decay 
constant, while the prompt thermal and prompt epi-thermal 
omegas seem to increase without bound. This behavior has 
also been observed in some other works (13, l4). It is 
interesting also to note that the smaller the size of the 
reactor the fewer the modes needed for the delayed eigenvalue 
to converge toward the value of \. This concept is better 
illustrated in Figure 10, which displays a schematic of the 
u)-spectrum for a two-group, one precursor reactor represen­
tation. An observation that can be made here is that the 
convergence of the delayed omega may serve as an additional 
criterion for an accurate approximation, especially in the 
frequency span corresponding to the delayed neutron parameter 
Finally, with regard to the eigenvalues, the thermal 
omegas for the first reactor are compared in value with 
those obtained by Poulke (l4) and are shown in Table 4. 
Prompt thermal i Delayed 
I 
-1.05x10^ sec ^ 
il — 1 
-1.42x10 sec -0.08 sec 
n=2 
Prompt epl-thermal 
n=l 
n 
n=3 
n=4 
O = small reactor (a = 31 cm) 
X = large reactor (a = I50 cm) 
Figure 10. Schematic of uj-spectrum for two-group, one precursor reactor 
representations. 
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Table 4. Thermal eigenvalues at reactor I as compared with 
another work 
Spatial _n 
Harmonic Omegas, sec 
Index, n Foulke (l4) Present work 
1 -49.1 -49.119 
2 -355 -355.039 
3 -850 -849.92 
4 -1,514 -1,514.34 
As it can be seen the computer code used in this work 
predicts results identical to those given in the other inves­
tigation when the method is applied to the same reactor. 
With the omegas known the eigenfunctions and their 
adjoints are known also and thus one can compute expression 
4l, the transfer function of the reactor. The results which 
shall follow are spatially dependent reactor transfer functions 
corresponding to perturbations with magnitudes^ and locali­
zations selected at random. Therefore, neither the magnitude 
of the perturbation nor its localization are used as para­
meters anywhere and when values are given for these quantities 
it is because they are necessary for the reproduction of the 
results. 
The magnitudes have been kept within the 'delayed 
critical' range. 
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Pigure_ll shows how the transfer function varies with-
n, the number of modes used for the approximation. For this 
particular case the perturbation localization is from 0 to 15 
cm. According to Foulke (l4), for an accurate representation 
of a transient^' for a perturbation of width at least 
(n+l) modes must be retained where n is the order of the 
spatial harmonic whose period of oscillation, (twice the 
average distance between zero crossings) is less than 2^x. 
Thus, it appears that the plots of Figure 11 will converge 
to a unique answer for n Z 15. Note that for n = 1 one has 
the space-independent transfer function. 
Figure 12 displays the transfer, function of reactor I 
again, but the parameter this time is the location of the 
detector, x. The oscillating absorber is between 0 and 20 cm. 
Note, that as the detector is moved away from the oscillating 
region the transfer function maintains the same shape. On 
the other hand, close to the oscillating region the transfer 
function seems to be distorted. This distortion represents 
space dependence and appears as an increase in both magnitude 
as well as phase, at frequencies just above the 'break' 
frequency. The results of Figure 12 seem meaningful for it 
is natural for the detector far away from the oscillating 
region not to feel a 'delayed critical' disturbance. 
Figures 13 and l4, next, show the contributions of each 
eigenvalue group to the magnitude and phase of the transfer 
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Figure 11. Spatially dependent transfer function of reactor I. 
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Figure 13. Magnitude of the space-time transfer function of reactor I separated 
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Figure l4. Phase of the space-time transfer function of reactor I separated 
into its three components. 
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function, respectively. Note that the first contribution is 
equivalent to the 1/s (s = j^j) term o^the point kinetics 
transfer function, while the other two contributions corres-
pond to the terms l/(s+BA)themal )epi.thermal ' 
One can also note that spatial dependence is carried only by 
the prompt thermal component. This concept appears to be in 
agreement with the other works. Foulke (l4) on one hand, 
showed that the inclusion of the prompt epi-thermal component 
reduced the error of his results by only 2.%. Carter (7) 
_ T dcpp 
on the other hand, excluded the term Vp completely from 
his calculations with a very small penalty in error. 
The characteristics for reactor II were used to obtain 
the thermal neutron flux distribution for different times 
after the perturbation. Also they were used for the deter­
mination of the magnitude of the transfer function for 
reactor II. 
Figure 15 shows how the thermal flux approaches its 
sine shape asymptotically as the disturbance dies out. The 
disturbance here is a step change in the absorption cross-
section in space as well as in time. 
Figure l6 shows the magnitude of the transfer function 
of reactor II for three detector locations. 
The reactor III transfer function is displayed in Figure 
17. It shows again how the break frequency is shifted to 
the left for a larger neutron lifetime (as compared with 
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reactor II) and displays once again spatial dependence. 
However, another interesting feature is shown by the same 
Figure. Noting that the perturbation occupies the region 
between 0 and 12 cm, there is the following consistency with 
regard to the magnitude of the transfer function. When the 
detector is placed inside this region the magnitude seems 
to break upward. On the other hand, when the detector is 
outside the region the magnitude breaks downward. This 
phenomenon is in good agreement with theory and a rather 
simple,explanation has been given by Kaplan^. When an 
oscillating disturbance involves approximately half the 
dimension of the reactor, only the first two modes of the 
reactor transfer function given by Equation 4l are pri­
marily ' excited . The second spatial mode, however, changes 
sign in the middle of the reactor thus adding or subtracting 
to the first term accordingly on each side of the node. 
Figure l8, finally, displays spatial dependence on the 
phase of reactor III. 
^Kaplan, 8., Bettis Atomic Power Laboratory, Pittsburgh, 
Pennsylvania. Private communication. 1967. 
X is the location of detector Inside the reactor 
'Note: ôE is a unit step from zero to ten cm 
with a magnitude of minus .002 cm~l 
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Figure 18. Phase of spatially dependent transfer function for reactor III. 
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V. CONCLUSIONS 
Primarily, it seems that both approximations, the 
Helmholtz-modes approach and the Natural-modes approach, 
can be easily extended to compute spatially dependent 
reactor transfer functions. Specifically, in considering 
simplified bare-homogeneous reactor models the computer codes 
involved in the computation are simple, short and have very 
small execution times. In view of the fact that large 
reactors, such as the current power reactors, are similar in 
many ways to bare-homogeneous reactors, it is felt that the 
analysis discussed in this work can be applicable. 
A comparison of the formalisms for the two approximations 
suggests that Helmholtz modes have the advantage over the 
Natural modes for reactor models represented by only one 
energy group and one group of precursors. On the other hand, 
when the reactor representation includes a number of energy 
groups as well as a number of precursor groups the Natural 
modes seem to be a better alternative. 
A number of important observations have been made 
throughout this work some of which bring forward certain 
conclusions. Specifically, with regard to the Natural-Mode 
Approximation and the parameters used in this technique, 
the following conclusions seem justifiable: 
1. For a simplified-bare-homogeneous reactor model all 
eigenvalues are real and simple. 
6o 
2. The smaller the size of the reactor the fewer the 
modes needed for the delayed eigenvalue to converge to the 
value of \. 
3. The method can be more suitable for situations where 
the degree of localization of the perturbation is not much 
smaller than one quarter of the reactor width. 
4. Spatial dependence seems to be carried only by the 
prompt thermal component of the spatially dependent transfer 
function. 
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VI. SUGGESTIONS FOR FURTHER INVESTIGATION 
In many occasions the designer of a reactor is willing 
to accept some penalty in error in return for a relatively 
inexpensive and less sophisticated transient analysis 
Therefore, it is suggested that an analysis of transients in 
a large power reactor by both a multi-group-multi-region 
reactor representation and by a simplified representation, 
such as the one used in the present work, can provide 
information on the order of magnitude of the relative error. 
Another suggestion is to extend the presented techniques 
to multi-region reactors in more than one dimension. This 
extension leads to an additional problem which is the 
computation of the eigenvalues. The currently available 
codes written for this purpose are long and complicated 
and, therefore, methods which will reduce the amount of work 
involved should be explored. 
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IX. APPENDIX A: NOMENCLATURE 
. A. English Symbols 
A = Time dependent coefficient of a modal expansion 
a = Reactor width in cm 
B = Bucling 
C = Diffusion coefficient, cm 
J = fl 
L = Natural mode matrix operator 
I = Finite neutron lifetime, sec 
m = Harmonic index 
n = Harmonic index 
r = Space variable in cylindrical or spherical 
coordinates 
s = Laplace operator 
t = time variable, sec 
V = Neutron velocity vector 
V = Neutron velocity, cm/sec 
W = Helmholtz eigenfunction 
X = Space variable for a slab reactor, cm 
B. Greek Symbols 
a, - Perturbation width in cm 
g = Effective delayed neutron constant 
6 = Impulse 
A • = Small change in 
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Operator ~ for a slab reactor 
Delayed neutron decay constant, cm~^ 
Average number of neutrons produced per fission 
-1 Cross-section, cm 
Summation sign 
2 Neutron flux, neutrons/cm -sec 
Natural mode 
-1 
nth harmonic eigenvalue, sec 
Frequency, rads/sec 
C. Subscripts and Superscripts 
Absorption 
Fission 
Epi-thermal 
Removal 
Thermal 
Harmonic index 
Harmonic index 
Steady-state part of a parameter 
Perturbed part of a parameter 
Adjoint (as used in reactor theory) 
Transpose 
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APPENDIX B: DERIVATION OF THE POINT KINETICS TRANSFER 
FUNCTION USING THE FIRST MODE OF THE 
NATURAL-MODE MODAL APPROACH 
The presentation in this section shall follow that 
1 
suggested "by Danofsky . 
In the simple one-energy-group-one-group-of-delayed-
neutrons case the governing equation is 
V — Lcp -f 
where cp is the steady state vector. 
(1) 
for one energy group and one group of delayed neutrons, cp 
is the corresponding vector representing the deviation from 
steady state and L is a 2 x 2 matrix and can be written as 
v(D ^-Za+(l-P)v2f) 
3 
Also, ôS is a vector 
ôZ = 
and represents a perturbed cross section. If one assumes a 
DanoTsky, R. A., Nuclear Engineering Department, Iowa 
State University, Ames, Iowa. Private communication. 1967• 
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solution for Equation 1 of the form 
CP = S a^(t);i,^(x) (2) 
it has been shown (27) that the coefficients a^ are obtained 
from the relation 
^n " %^n = ^n ^3) 
where is a diagonal 2x2 matrix and where the P^'s are 
defined by 
The brackets in Equation 4 represent integration over the 
reactor width, is a 2 x 2 matrix representing a perturba­
tion of L and and are obtained from the eigenvalue 
problem 
Liijn " %^n ' . (5) 
The i!f*'s are obtained from the adjoint equation 
" (G) 
where T stands for transpose. 
The eigenvalues are obtained from the requirement 
|L - uu^II = 0 , (7) 
which results when non-trivial solutions are desired for 
the base vectors 
The method shall be illustrated with the bare slab 
reactor shown below: 
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X, cm 
The 4^ functions must satisfy the wave equation 
P 2 
V i!fn ~ ~^n^n (8) 
where = (n+l) iT/a, n = 0, 1, 2, . ..N, and the solution is 
of the form 
«n = °n V • (9) 
Next consider the fundamental mode and assume a uniform 
step change in inside the reactor. 
A. Calculation of the Eigen-Values 
The eigen-value problem is concerned with the solution 
of the characteristic equation 
= 0 (10) 
where + (l-p)vZf). Equations 10 reduces to 
-xA,o-^OAO+U)O\+ujq-V\ pvSf = 0 . (ll) 
For a critical reactor. 
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*0 = v(-DB^-s:^+vrf) - V 
= -vgvZf • 
Thus J Equation 11 becomes 
= 0, 
or. 
(JUr + (x-Agjwo = 0 • (12) 
Equation 12 yields the two roots 
uuqI — 0 and ujQg = -(x-AQ )  
= -(^+0/-t) 
•where i is the finite neutron lifetime. The two roots 
correspond to the delayed neutron and thermal neutron time-
constants, respectively. 
The coefficients of the eigen-functions then are given 
by, for = 0, 
A, 
1 
'01 
'02 
= 0 (13) 
which yields the solutions 
= 1 and Cg = -A^/^ 
Similarly, for = -(^-Ao), 
^ Ao+X-A XV 
-X+X-Ao 
'01 
'02 
= 0 (14) 
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solves into Cq^ = 1 and = -1/v. 
Thus, the two corresponding vectors are 
f sin B^x \ 
$01 = 
Y# Sin 
and 
if 02 
/ 
\ 
sin B^x 
1 
(15) 
- V 
Following the same exactly procedure, the corresponding 
adjoint vectors are found to be 
. \ 
^01 
A 
and 
'32 = 
7^ V/ 
f sin B X 
o 
(16) 
sin B X 
o \ PvZf 
B. Calculation of the Time Coefficients 
For ("01 = 0, Equation 3 "becomes 
Ao't) = Po- (17) 
Next, to evaluate from Definition 4 consider a uniform 
o 
step change in 2^ such that 
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Li = 
Then, 
and 
= (31n 
0 0 
v^Za Sin B X CL U 
/ 
A sin B^x 
2 
= vày sin B x, and 
<*o' ^ i®o) = - -2 
\ / o 
Similarly, 
r (l+VBvEjAlsln^B^x dx 
Thus. 
= (1+vgvSfA) a/2. 
6S' ^I'^o) 
<»;- to) 
and 
âoi(t) = 
VÔZL 
1+vBvS^/x 
Equation 19 has the solution 
V62 X 
(18) 
(19) 
(20)' 
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Note here that 
vgvEf = vg(DB^ + Za) 
= VS^b(|^ B2 + 1) 
= 1 ' 
Where ^ is the finite neutron lifetime. 
Next, for the eigenvalue, = -(x-A^), similar 
treatment results in the differential equation 
VôZa&/4 
Aogft) + (x-Am)an9(t) = X-"o/*02' p/1 (21) 
Equation 21 yields the solution 
aggft) = + ao2(0)e-(t+*/4)t. 
(e/4+\) (22) 
Next, one may use the initial conditions 
'cp(O) 
(p(x,o) — cp(x) — 
dC 
dt 
p( 
. 0 ( 0 )  
= 0 at t = 0 
(23) 
to establish values for aQ^(O) and aggfo). The governing 
relationship for the initial conditions is 
/ 1 \ / l\ 
+ a02(0) 
to • 
\ XV 
aoi(O) 
1 
V / 
(24) 
^ / 
and its solutions are 
aggfO) = 0 and aQ^(o) = 1 (25) 
77 
One can put everything together, finally, according to 
Equation 2 to obtain 
sin B X \ / sin B^x O \ I o 
'o 
CP p(x,t) - 1—7—77 t 
^ +3/^ \ 
sin B X 
A ' + 
sin B xj 
Xv o J \ xv o 
/sin B^x 
(  p / )  
(26) 
\— — sin B X \ V o y 
A further expansion of expression 26 reveals some 
interesting observations. Thus, 
cp 
=I+i7Z " • 
/ Sin B_x 
V 
o 
^ sin 
Sin BqX 
e-(t+A/t)t . I 1 + 
(  $ / )  \  _  i  s i n  B ^ x ,  
•"V \ 
.^slnB^xj y-i sin 
Note that the last term of Equation 27 corresponds to the 
constant portion of the expansion of the point kinetics 
transfer function. The next to the last term, again in 
Equation 27, corresponds to adding cp^ to jcp to obtain the 
total flux response. In summation, the first, second and 
fourth terms of Equation 27 correspond to the gcp variation 
while the third term is cpq* . 
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C. Contribution of Higher Space Harmonics 
It is also interesting to consider here the higher space 
modes and how do they affect the final result. For the 
particular case considered in this example, where a uniform 
change in is involved, all P^^s for n > 0 are zero; 
^ i c p o ^  = 0 n ^ 0 ,  ( 2 8 )  
since the are orthogonal to for a bare slab reactor. 
Then the v- fferential equation for the time coefficients 
becomes 
àn(t)  -  uban(t)  = 0  (29)  
and the only solutions are of the form 
,  (30)  
where a^^O) = 0 for the case of equilibrium flux distribution 
at time zero. Thus, Equation 27 represents the complete 
solution for the neutron flux variation in space and time, 
due to a uniform change in the absorption cross-section. 
D. Frequency Response 
To obtain the frequency response one must reconsider 
the matrix L^. T'.. new form of is 
^1 = (31) 
0 0 ( 
L J 
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where a Is the position in the reactor where the disturbance 
is introduced, j = and is the frequency in radians/sec. 
The eigenvalues and eigenvectors remain the same. On the 
other hand the ' s and a^'s must be recalculated. The 
corresponding time coefficients are 
and, 
/••s veSa^l"\a gJuit Y6g^sin\a 
^02 gja/Z (J(ju-uUQ) (l+X-i/(Juj-ujq ) 
Note the last term of 33 goes to zero for large times, since. 
uu„ t 
e ° = 0 as t _» large. 
Next, the complete solution of the state vector is formed, 
of which the oscillating part gives the following frequency 
response: . 
f . \ vgZaSlnZBoa ejuf / si" BoX 
-  ll+B/4x;a/2 '  j* '  l_ Aç ^ xj + 
V o 
vsZaSinZBoa eJwt ^ / ^in B^x ^ 
ll+X4/8ja/2 Uurt-e/J I _ 1 sin B^x] * ' 
Finally, Equation 34 reduces to the form 
(33) 
which is easily recognized as the point kinetics reactor 
transfer function. 
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XI. APPENDIX G: COMPUTER CODES 
Note: The computer programs which will follow are written 
in FORTRAN language for an IBM 36O (Model 50) machine. 
\ 
c  S D T F  P R O G R A M  
read (1,1) 
i r - R Q L l , F R Q D l  , F R Q L 2 , F R 0 D 2 , F R Q L 3 , F R Q D 3 , F R Q L ^ , F R G D A , F R Q L 5 , F R Q D 5  
W R I T E ( 3 , 3 )  
2 F R Q L 1 , F R Q D 1 , F R Q L ? , F R Q D 2 , F R Q L 3 , F R Q D 3 , F R Q L 4 , F R G D 4 , F R Q L 5 , F R 0 D 5  
R E A D  ( 1 , 2 )  I  
3 F R Q L 6 , F R Q D 6 , F R Q L 7 , X 1 ,  S I  G O , S  I G S , G U C K O , D I F C , M  
W R I T E  ( 3 , 4 )  
5 F R Q L 6 , F R Q D 6 , F R Q L 7 , X 1 ,  S I  G O , S  I G S , B U C K O , D I F C , M  
1  FORMAT(6F5.2,4F7.0) 
2  F 0 R M A T ( 3 F 7 . 0 , F 3 . 0 , 1 2 X , 3 F 8 . 6 , F 5 . 3 , 1 3 )  
3  F O R M  A T ( 3  2 , 6 F 6 . 2 , 4  F  8 . C )  
4  F O R M A T ! a  3 , 3 F 7 . 0 , F 3 . 0 , 1 2 X , 3 F 8 . 6 , F 6 . 3 , 1  3 )  
X = X 1  
1 0 0  F R Q = F R Q L 1  
'  6  R S U M = 0  
7  S I M A G = 0  
C M A G = S Q R T ( F R Q * * 2 + 0 . 0 8 * * 2 )  
C P H A S = A T A N ( F R Q / 0 . 0 0 )  
D O  8  N = 1 , M  
Z = N  
E N = D I F C * ( 2 . 0 * Z - 1 . 0 ) * * 2 # B U C K 0 * * 2 + S I G 0 - S I G S * 0 . 9 9 3 6 + 0 . 0 0 0 0 0 0 3 6 7  
I F  { Z - 1 . 0 ) 3 2 , 7 0 0 , 8 0 0  
7 0 0  F N = 0 . 0  
G O  T O  9 0 0  
8 0 0  F N = 0 . 0 8 * ( D i r C * ( 2 . 0 * Z - 1 . 0 ) * * 2 * B U C K 0 * * 2 + S I G 0 - S I G S )  
9 0 0  R P T = ( ( C O S { ( 2 . 0 * Z - 1 . 0 ) * B U C K 0 * X ) ) / ( ( E N * F R Q ) * * 2 + ( F N - 0 . 0 0 0 0 0 4 5 5 * ( F R Q )  
A * * 2 ) * * 2 ) ) * ( F N - 0 . 0 0 0 Û 0 4 5 b * ( F R Q ) * * 2 )  
P I M A G = ( ( C O S ( ( 2 i 0 * Z - 1 . 0 ) * B U C K 0 * X ) ) / ( ( E N * F R O ) * * 2 + ( F N - 0 . 0 0 0 0 0 4 5 5 * ( F R O  
B  ) * * 2 ) * * 2 ) ) * ( - ! . 0 * E N * F R Q )  
R S U M = R S U H + R P T  
8  S I M A G = S I M A G + P I M A G  
Figure 1. Codes for the Helmholtz approximation analysis. 
P M A G = S Q 5 < T  (  RSUM** 2  +  5  I K A G * * 2 )  
T M A G = C M A G * P M A G  
G A I N = 2 0 . 0 * A L O G 1 0 ( T M A G )  
P P H A S = A T A N 1 ( S I M A G , R S U M )  
T P H A S = C P H A S + P P H A S  
T P H A S = A M 0 D ( T P H A S , 6 . 2 8 3 1 0 5 3 E 0 )  
5 0 0  W R I T E ( 3 , 5 ) G A I N , T P H A S , X , F R Q  
5  F O R M A T ( a  a , F 8 . 3 , F 8 . 3 , F 5 . 0 , F 8 .  
I F  ( F R Q - F R Q L 7 ) 9 , 2 7 , 2 7  
9  I F  ( F R Q - F R Q L 2 ) 1 0 , 1 2 , 1 2  
1 0  F R Q = F R Q + F R Q D 1  
1 1  G O  T O  6  
1 2  I F  ( F R Q - F R Q L 3 ) 1 3 , 1 5 , 1 5  
13 FRQ=FRQ+FRQD2 
1 4  G O  T O  6  
1 5  I F  ( F R Q - F R Q L 4 ) 1 6 , 1 8 , 1 8  
1 6  F R Q = F R Q + F R Q D 3  
1 7  G O  T O  6  
18 IF (FRQ-FRQL5)19,21,21 
1 9  F R Q = F R Q + F R Q D 4  
2 0  G O  T O  6  
2 1  I F  ( F R Q - F R Q L 6 ) 2 2 , 2 4 , 2 4  
2 2  F R Q = F R Q + F R Q D 5  
2 3  G O  T O  6  
Figure 1 (Continued). 
2 4  I F  ( F R Q - F R Q L 7 ) 2 5 , 2 7  
2 5  F R Q = F R Q + F R Q D 6  
2 6  G O  T O  6  
2 7  I F  ( X - X 2 ) 2 8 , 3 0 , 3 1  
2 8  X = X 2  
G O  T O  1 0 0  
3 0  X = X 3  
G O  T O  1 0 0  
3 1  I F  ( X - X 3 ) 3 2 , 3 3 , 3 4  
3 2  S T O P  8 9  
3 3  X = X 4  
G O  T O  1 0 0  
3 4  I F  ( X - X 4 1 3 2 , 3 5 , 3 2  
3 5  X = X 5  
G O  T O  1 0 0  
E N D  
Figure 1 (Continued). 
D l M F i N S I ' l M  n M ( : G / \ (  2 1 , 1 )  , R ( ? 0 , 1 )  ,  R  M  A G  (  0  ,  « 1  ,  5  )  , F F { 9 , R )  ,  J U N K  (  ^  ) ,  
1  C ( 2 U , 3 ) , 0 ( 2 0 , 3 ) , C n ( 2 C , 3 ) , A D ( ? 0 , 3 ) , % P H A S r ( o , 8 , 5 ) ,  ;  
?  R K E A M ( S , 9 , 5 ) , R I M A X ( 9 , q , 5 )  
... DilENSlON X C 0 r ( 4 ) , C U F ( 4 y ,  R G G T R O  )  ,  R O O T  I  ( 3  )  
DIMtixIS I')\i rt:(9,ni 
DOUOI.Ë P R F C I S I O N  XCni-,CGr,ROnTR,P.OnTI 
D O U i i L E  P R E C I S I O N  S I  G  S B  S  ,  t  ,  f ^ U K L  ,  ^ 5  R  ,  C C  ,  O D  ,  C  A  ,  D  A  ,  C  A n  ,  O A  0  
D O U B L E  P R E C I S I O N  O S U B F  ,  D  S U ' l  S  ,  V S U P . F  ,  V S U B  S  ,  3 U K  0  ,  S  I  G ' l  A R  ,  A  L  A  
1  , 1 E T A , A N U , A L P H A  
DOUBLE PRECISION SGFSBS 
R E A D (  1 , 2 0  1 )  J U N K  
.  2 0 1  F O R M A K  2 0 A 4  )  _  
READ I 1,910 )DSU:^F , DSUB S , VSUBF , VSUT S , S I G R , ALAMR, 
1  B E T A ,  A N U ,  A L P H A  .  
READ (1,905) MU 
,  .  9 0 5  F O R M A T !  1  1 0 )  .  
:  B  U  K  0  =  3  . 1  4  1 5  Q  D  0  0  /  .  2  0  n  0  n  c ? 
;c . S G F S D S = - (  3.8 4000 ) • - ; = ( D S U B F ' K D S U B S ' ; ^ B U K n - ; =  .12 529^:0:: )*nsunF*. g 
C  1  B U K n * t 2 + S I G M A R * ( D S H B S * B U K n * » 2 + 0 . 1 2 5 2 9 g 5 D : ^ ) ) / ( D S U B F O B U v n * * ?  
: c  ,  2  + S I G M A R - 5 I G Y A R * A N U * ( r . P 4 0 v 0 l )  
C  S G F S B S ^ G . 0 2 8 2 0 0 0  
.  C  S I G S B S = ( 5 I G M A R  A  N  U  = : =  S  G  F  S  B  S  -  S I  G  M  A  R  •  0  S  U 3  S  ' X  B  1 . 1  K  Q  = ; =  ? - I l  S 1 1  = <  F  0  S I J  B  S B , l  l Q  
C 1 * * 4 ) / ( D S U B F * B U K U  =:< 2 + SIGMAR) 
SIGSBS = ^ '.O2775D00 
S G F S B S = ( S I G S B S =:- ( D S UB F B U K 0*2 + 51 G A R ) + SI G l-i A R 0 S U S P11K !.1 •-:= ? + 
.  .  1  D S U B F * D $ U B S * B U K 0 * * 4 ) / ( S I G M A R * A N U )  .  . . .  '  
C  
E=$IG.MAR/(n$UB3*^UKn»«2i:$.IG$BS) ..... 
C  
G = 3 .  1 4 1 5 9 2 7 D C 0 / 3 U K 0  
C  
D O  1 0 0 0  N 7 ^ 1 , M U  .  . .  
N=N7-1 
Figure 2. Code for the Natural-Mode approximation analysis. 
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3i 
3  .  
3: 
((;'L[L'XA)V',0,) 0 c 6  ; 
S l . S t V S  '  V 1 U ! 1  V  S ^ i S  : i f J S  ' i i N V '  \ M  4  h  I  
'«v.viv ' So i S ' uV/.:j I S ' Difi'c. ' SvjfiS/v* jinsA ' s c.asG ' ji:ns(i( jgb ' »•; ) ?. 1.1 .-im 
3; 
(  u "  C c ( r /  )  0 X 5  
3 
• liW): 
XCnF(l)-DD I 
XCHF(2)=CC 
xcor(3)=i% 
XC0F(4) = ÏA ... 
c 
C WRITE (3,q?5) xcnp 
C 92 5 FORMAT;'C',Ç(2X,E13.6)) 
:C . . - -
c 
CALL- POLRS( XCi)F,C(:)F,iV,P.rirTR,RnOTI , IFR) 
C 
; C  -  . . .  . . . . .  _  
C 
. 928 WRITE (3,93U) RÙOTR , RGGTI , I E R , N .. 
C 
930 FORMAT{ 'C ' , 'RUOTR=',^13^6, ' , ' , E13.6, ' , ' . F I 3.6/ 
1 ' • , M?/jOTI=' ,E13.6, ' , • ,E13.6, « , ' tE13.6/ 
2 ' ERROR CnOE= ' , I 2, 'K'-' , I 2 ) 
.C 
on 520 NAB-1 , 3 
OMEGA(NZ,NAH)=ROOTR(NAB) 
U M EGAN = O^EGA(NZ,NAB) 
C 
C 
C GENERATION OF PSSU^N 
C 
CA= SIGMAR/(nSUOS«((N+1)*nUKn)t*2 +SIGS%S+r^EGAN/VSU^SI 
C 
C{N7. ,NAB )=CA ' 
Figure 2 (Continued). 
c  
c  
Q A - U b  TA* A U »SGF$aS*CA/(AL A M B + 0 w E G A N ) 
b(NZ,NAn)=DA 
,C 
;C 
C 
:c 
:c 
c  
:C GENERATION OF PSSUBNSTAK 
' c  
I CAn=(VSU%F*DSU%F*( (NH 1 )^=m.lK.O) «*? + VSU%5*S]GM&R + nMEGAN)/ (VSUnS* 
1 SIGHAR) 
CD{NZ,NAB)=CAD 
C . . . 
DA0=ALAMn*V$U8F/(ALAMP+nyEGANl 
. 0? 
AD(NZ,NAfn=nAn 
c  
R( l»NA;i)---(^0.00)*VSU=3F*ALPI!A 
1 /( { 1.0 + C( l,NA%)*Cn( 1,NAP;)+D(1 , NA1)*A%(1 ,|NAR) )*G) 
. . 52.0 CONTINUE ' . 
C 
: lOOC CONTINUE - - . 
•C 
C 
C 
DO 1400 NZ. = ? ,'XU 
«  . . .  i  ^ ,  3 -  • •  ,  -  .  . . .  . . . »  -  -  .  w .  .  .  *  
Figure 2 (Continued). 
DO 1400 NAB=-1,3 
.  1 4 3 0  R (,MZ ,NA'3 ) = ( 90 . 0Û ) * VSUBFf 5i 1 N ( N-»lJKri>:= AL P'lA )/ ( N^ BUKC! ) 
1 -S1N( (N + 2 ) *PUKU*ALPHA) /  (  (  N + 2 1  'MHIKO) ) / ( ( ] .r + C ( N 7 , N A % ) * C D ( N 7 , N A %  )  
2 +0(fMZ,MAR )1<A0(NZ ,NAB ) )-vG) ^ 
C 
r 
X=O.Q 
DO 2000 I  X= 1,1 _ .. -
X = 2 . * X + 2 5 . 0  
r 
C  
DO 1710 1=1,8 
. . . F=3.0 
DEC=DECflO.O 
no 1700 Jp-1,9 . . 
RREAL=0.0 
F=F+DEC 
FF(JF, I )=F 
RREAL =  l(ls( 1 ,  2 ) * 0 M E G A (  1 ,?) )/(F**2 + 0^EGA(l,?)-*2 ))*[(! , ? ) ^=S 1 N I  PUKO 
. 1 * X ) ... 
c 
•  '  R I M A G - (  ( R (  1 ,  2 ) » F  ) / ( F * * 2  +  n M E G A ( l  , 2 )  * * ? )  ) * C (  I  ,  ? ) » S l \ ' ( n U K O * y L _  
C  
DO 1653 NZ=2,MU 
N=NZ-1 
RPEAL=RREAL+(R(NZ,2 )»0PEGA(NZ,2 ))*STN((N+l)*PUKn*X) 
1  * C ( N Z , 2  . . )  . / ( F » * 2  +  n M E G A ( N Z  , 2  .  .  ) * * 2 )  
1 6 5 0  R I M A G = R I M A G + ( R ( N Z , 2  ) * F ) * S I N ( ( N + l ) * % U K 0 t X ) * C ( N Z , 2  )  
1  / ( F * * 2 + 0 M E G A ( M 7 , 2  
Figure 2 (Continued). 
RRBAM( JF, î , IX)=RREAL 
RIMAM(JF,I,IX)=RIMAG 
C 
C . 
•  R M A G (  J F ,  I  ,  I X ) = -  2 n . O » A L O G l  C ' (  S O R T I  R P E A L * * ?  +  R  Î  M A G * * ?  )  I  
'  R P H A S E I  J F ,  I  ,  I X  ) = A T A i \ ! { R I  M A G / R R E A L )  
1 7 0 0  C O N T I N U E  
1 7 1 0  C O N T I N U E  
2 0 0 C  C O N T I N U E  
D O  6 0 0 0  1 = 1 , 8  
DCi .  6000  JF^  1 ,9  
W R I T E ( 3 , 3 0 1 1 ) ( R P H A S E ( J F , I , I X ) , I X = 1 , 1 )  
3 0 1 1  F O R M  A T  ( •  • , 5 ( 5 X , E 1 3 . 6 ) )  •  
6 0 0 0  C O N T I N U E  
D O  5 0 0 0  1 = 1 , 8  .  '  
D O  5 0 0 0  J F  =  1 , 9  •  
W R I T E  (  3 ,  3 3 1 0  ) (  R M A G  ( J F , I , I X ) ,  1 X ^ 1 , 1 )  -  -  O o  
3 0 1 0  F O R M A T ( '  • , 5 ( 5 X , E 1 3 . 6 ) )  
.  5 0 0 0  C O N T I N U E  .  
C  
X S I Z E = - 7 . 0  
D O  8 0 0 0  1 = 1 , 8  
.  8 0 0 0  E F ( J ,  I  ) = A L O G 1 0 { F F { J , I  )  )  
DO 9000 NOX=l,l 
CALL GRAPH(72,EF,RMAG (l,l,N0X),0,4,X$I7F,%.C,.9,r,C,0,JUNK, 
1 JUNK,JUNK,JUNK) 
. .  .  x s i z E = c . c  -  -  :  
9 0 0 0  C O N T I N U E  
XSIZE=-7 .0  
Figure 2 (Continued). 
D O  l O O C O  J = l , 9  
D O  1 0 0 0 0  1  =  1  J  R  _  
10000 EF(J,I ) = ALOG10(FF(J , I)) 
• - - - . -. .. . CJ 1 CJ —  ^  ^ "^ 1 Ifl « — - - —  ^  ^ « ——. - . „ 
C A L L  G P A P H ( 7 2 , E F , R P H A S F (  I  ,  1 , N Q X )  ,  0  ,  A  ,  X  S  I  Z  E  ,  5  . 0  ,  .  9  ,  0  ,  O  ,  0  ,  J U ^ ' K  ,  
1  JUNK,  JUNK,  JUNK)  .  v  - ,  
XSI7.E = 0.0 
. 1 0 5 0 0  C O N T I N U E  
C  
S T O P  • „  ,  
END 
vo 
o 
Figure 2 (Continued). 

