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Abstract
We consider the solvability of the direct scattering problem of an obliquely incident
time-harmonic electromagnetic wave by a piecewise constant inhomogeneous, penetrable
and infinitely long cylinder. We prove the existence and uniqueness of the solution using
properties of the boundary value operators and the integral equation method. For the
numerical solution, we apply a collocation method and we approximate the singular inte-
gral operators using quadrature rules. We show convergence of the numerical scheme for
the interior and the scattered fields both in the near- and far-field regime.
1 Introduction
The scattering problem of a time-harmonic electromagnetic wave by a infinitely long cylinder,
either penetrable or not, has attracted considerable interest from researchers working in different
fields, see [12, 13, 18, 20] for some recent applications. From a mathematical point of view, the
solution of the direct problem, analytical and numerical, needs special treatment even though
it is based on classical techniques. This work adds to a series of papers dealing with direct
scattering problems under similar conditions [6, 14, 15, 21].
The original problem is formulated in three dimensions for an inhomogeneous scatterer, par-
allel to one axis. The inhomogeneity of the scatterer is described by piecewise constant electric
and magnetic material parameters. Here, we deal with a two-layered medium but the proposed
method can be generalized to more layers. This setup generalizes the homogeneous case and it
can be seen as a first step towards dealing with problems for inhomogeneous cylinders.
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Initially, the interactions between the electric and magnetic fields inside the cylinder are
described by a system of Maxwell equations in every homogeneous sub-domain. Then, the
symmetry and the properties of the cylinder reduces the set of equations to a system of two-
dimensional Helmholz equations only for the third components of the fields. The drawback
of this dimension reduction is the complexity appearing at the new transmission boundary
conditions evolving now combinations of the normal and the tangential derivatives of the fields.
To prove uniqueness we consider Green’s theorem and Rellich’s Lemma for the exterior fields
and we formulate an equivalent interior boundary value problem that satisfies the Shapiro-
Lopatinskij condition. In addition, this boundary value problem is normal and self-adjoint
resulting to a boundary value operator with real and discrete spectrum [22]. The existence of
solutions follows from the integral representation of the solution and the Riesz-Fredholm theory.
The boundary integral equation method for solving transmission problems for the Helmholtz
equation has been extensively investigated, see [5, 8] for some early works and [2, 7, 24] for
some recent examples. We search the solution combining the direct (Green’s formula) and the
indirect (single layer ansatz) methods. Then, the fields solve the direct problem if the unknown
densities are solutions of a system of boundary integral equations. The system consists of
integral operators with singular kernels.
For the numerical implementation we first handle the singularity of the integral operators
using standard decompositions and quadrature rules [11]. Then, we collocate the system of
equations at equidistant grid points resulting to a well-conditioned linear system, reflecting the
well-posedness of the direct problem.
This paper is organized as follows. In section 2, we formulate the direct scattering problem,
the governing equations, the transmission boundary conditions and the radiation conditions for
the scattered fields. The well-posedness of the derived problem is investigated in section 3. We
first show uniqueness and then existence using the mapping properties of the boundary value
operator. We use results from [22] to write the boundary value problem as an initial value
problem. Then using Appendix A, we prove that the Shapiro-Lopatinskij condition is satisfied
on the boundaries. In the last section, we present different numerical results. We check the
correctness of the proposed numerical scheme using test examples with analytic solutions and
then we consider examples modeling scattering problems with obliquely incident waves.
2 Formulation of the problem
The cylinder Ωint ⊂ R3 is infinitely long and parallel to the z−axis. It is piecewise constant
inhomogeneous and admits the form Ωint := Ω
1
int ∪ Ω2int, with Ω1int ∩ Ω2int = ∅. The exterior
domain Ωext = R3 \ Ωint is an unbounded homogeneous medium characterized by the electric
permittivity 0 and the magnetic permeability µ0. Each layer Ω
j
int, j = 1, 2 is bounded and
homogeneous with constant material properties j and µj, respectively. The boundary ∂Ω is
sufficiently smooth and consists of two disjoint surfaces ∂Ω0 and ∂Ω1, with ∂Ω1 being in the
interior of ∂Ω0.
Then, the exterior electric and magnetic fields Eext,Hext : Ωext → C3, and the interior fields
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E1,H1 : Ω1int → C3, and E2,H2 : Ω2int → C3, satisfy the system of Maxwell equations
∇×Eext − iωµ0Hext = 0, ∇×Hext + iω0Eext = 0, in Ωext,
∇×E1 − iωµ1H1 = 0, ∇×H1 + iω1E1 = 0, in Ω1int,
∇×E2 − iωµ2H2 = 0, ∇×H2 + iω2E2 = 0, in Ω2int,
(1)
where ω > 0 is the frequency. At the boundary ∂Ω we impose transmission conditions of the
form
nˆ× E1 = nˆ× Eext, nˆ×H1 = nˆ×Hext, on ∂Ω0,
nˆ× E1 = nˆ× E2, nˆ×H1 = nˆ×H2, on ∂Ω1,
(2)
where nˆ is the unit normal vector.
The scatterer is illuminated by a time-harmonic obliquely incident wave, meaning a trans-
verse magnetic polarized electromagnetic plane wave. The cylindrical symmetry of the medium
and its specific structure allows for reduction of the 3D scattering problem (1) – (2) to a 2D
problem only for the z−components of the fields, see for instance [6, 15, 21].
We define by θ ∈ (0, pi) the incident angle with respect to the negative z−axis and φ ∈ [0, 2pi]
the polar angle of the incident direction. We set k0 = ω
√
µ00 the wave number of Ωext and we
define by kj = ω
√
µjj, the wave number of Ω
j
int, j = 1, 2. We assume k1 6= k2. Let β = k0 cos θ,
then we define κ2j = k
2
j − β2, j = 0, 1, 2. The coefficients are chosen such that κ21, κ22 > 0. We
denote by Ω0 the horizontal cross section of the exterior domain and by Ω the horizontal cross
section of the cylinder, given by Ω = Ω1∪Ω2. The simply connected domain Ω2 has a C2 closed
boundary Γ1 and the doubly connected domain Ω1 admits the outer smooth boundary Γ0.
We set x = (x, y) ∈ R2. We define by eext(x), hext(x), x ∈ Ω0 the z−components of
the exterior electric and magnetic fields, respectively. The fields ej(x) and hj(x) describe the
z−components of the electric and magnetic interior fields, for x ∈ Ωj, j = 1, 2, respectively.
Following [21], we know that the fields satisfy the system of Helmholtz equations
∆eext + κ20 e
ext = 0, ∆hext + κ20 h
ext = 0, in Ω0,
∆e1 + κ21 e
1 = 0, ∆h1 + κ21 h
1 = 0, in Ω1,
∆e2 + κ22 e
2 = 0, ∆h2 + κ22 h
2 = 0, in Ω2.
(3)
The boundary conditions (2) can also be rewritten in the two-dimensional setting [6, 21]. Let
n = (n1, n2) and τ = (−n2, n1) be the normal and tangent vector on Γj, j = 0, 1, respectively.
The vector n on Γj points into Ωj, j = 0, 1. We define
∂
∂n
= n · ∇, ∂
∂τ
= τ · ∇, where ∇ is the
two-dimensional gradient and we set
µ˜j =
µj
κ2j
, ˜j =
j
κ2j
, βj =
β
κ2j
, for j = 0, 1, 2.
3
The transmission conditions (2) take the form
e1 = eext, on Γ0,
µ˜1ω
∂h1
∂n
+ β1
∂e1
∂τ
= µ˜0ω
∂hext
∂n
+ β0
∂eext
∂τ
, on Γ0,
h1 = hext, on Γ0,
˜1ω
∂e1
∂n
− β1∂h
1
∂τ
= ˜0ω
∂eext
∂n
− β0∂h
ext
∂τ
, on Γ0,
e1 = e2, on Γ1,
µ˜1ω
∂h1
∂n
+ β1
∂e1
∂τ
= µ˜2ω
∂h2
∂n
+ β2
∂e2
∂τ
, on Γ1,
h1 = h2, on Γ1,
˜1ω
∂e1
∂n
− β1∂h
1
∂τ
= ˜2ω
∂e2
∂n
− β2∂h
2
∂τ
, on Γ1.
(4)
The exterior fields consist of the incident fields einc, hinc and the scattered fields e0, h0,
meaning eext = einc + e0 and hext = hinc + h0. The incident wave reduces to the fields
einc(x) =
1√
0
sin θ eiκ0 x·(cosφ, sinφ), hinc(x) = 0. (5)
The scattered fields must satisfy the Sommerfeld radiation condition
lim
r→∞
√
r
(
∂e0
∂r
− iκ0e0
)
= 0, lim
r→∞
√
r
(
∂h0
∂r
− iκ0h0
)
= 0, (6)
where r = |x|, uniformly over all directions. This radiation condition results to the following
asymptotic behavior [4]
e0(x) =
eiκ0r√
r
e∞(xˆ) +O(r−3/2), h0(x) = e
iκ0r
√
r
h∞(xˆ) +O(r−3/2),
where xˆ = x/r ∈ S, with S being the unit circle. The pair (e∞, h∞) is called the far-field
pattern of the scattered wave.
3 Well-posedness of the problem
In this section we study the well-posedness of the direct scattering problem (3) – (6). We first
address the problem of unique solvability. To do so, we prove the Shapiro-Lopatinskij condition
for the following interior transmission problem. For this, we have to exclude a certain discrete
set of wavenumbers κ1 and κ2 in Ω1,2 := Ω1 ∪ Ω2.
We set the piecewise constant density
p(x) =
{
1, x ∈ Ω1,
κ22/κ
2
1, x ∈ Ω2,
4
and we define the operator A = −(∆ + λp)I2, for λ ∈ R, where I2 is the 2× 2 identity matrix.
We consider the following Dirichlet eigenvalue problem
Auj = 0, in Ωj,
Mu1 = 0, on Γ0,
M1u1 −M2u2 = 0, on Γ1,
(7)
where uj = (ej, hj)>, j = 1, 2. The boundary operators are given by
M = I2, on Γ0, and M
j =

1 0
βj
∂
∂τ
µ˜jω
∂
∂n
0 1
˜jω
∂
∂n
−βj ∂∂τ
 , on Γ1.
The interior eigenvalue problem (7) is a system with a Dirichlet condition on the exterior
boundary Γ0 and a special transmission condition on the interior boundary Γ1. To prove
ellipticity and then discreteness of the eigenvalues for this interior problem it is enough to
show that the operator A is elliptic, properly elliptic and the Shapiro-Lopatinskij condition
is satisfied on both boundaries. First, we prove that the operator A is elliptic and properly
elliptic.
We observe that the principal symbol of the operator A is given by
A0 =
ξ21 + ξ22 0
0 ξ21 + ξ
2
2
 .
The operator A is elliptic since det A0 = (ξ
2
1 + ξ
2
2)
2 6= 0, for all ξ = (ξ1, ξ2) ∈ R2 \ {0} [23,
Definition 9.21]. In addition, the operator A is properly elliptic since the determinant of A0
has the root ξ2 = i|ξ1| of multiplicity two in the upper half plane =m ξ2 > 0, and the root
ξ2 = −i|ξ1| of multiplicity two in the lower half plane =m ξ2 < 0 [23, Definition 9.24]. Next, we
show that the Shapiro-Lopatinskij condition is satisfied on the boundaries Γ0 and Γ1, so that the
boundary value problem (7) is elliptic. The necessary results are summarized in Appendix A.
Proposition 3.1 If µ1 6= µ2, then the eigenvalue problem (7) is elliptic and the set of eigen-
values is discrete.
Proof: We have seen that the operator A is elliptic and properly elliptic for all x ∈ Ω1 ∪ Ω2.
Then, it is enough to show that the Shapiro-Lopatinskij condition is satisfied on Γ0 and Γ1 [23].
Let M0 = I2 be the principal symbol of M and Aco = A0 the cofactor matrix of A0. From
Theorem A.2, we see that the Shapiro-Lopatinskij condition is satisfied on Γ0 since the rows of
the matrix M0Aco are linearly independent.
To show the condition on Γ1, we choose a coordinate system such that x1 = (0, 0) ∈ Γ1
with unit normal and tangent vectors n1 = (0,−1) and τ1 = (1, 0), at x1, respectively. In this
5
coordinate system, the principal symbols of the operators are given by [23]
Mj0 =

1 0
iβjξ1 iµ˜jωξ2
0 1
i˜jωξ2 −iβjξ1
 .
To verify the Shapiro-Lopatinskij condition on Γ1, we have to show that
M10Aco ≡ 0(mod a−), and M20Aco ≡ 0(mod a+),
where α+(ξ1, ξ2) = (ξ2 − i|ξ1|)2 and α−(ξ1, ξ2) = (ξ2 + i|ξ1|)2 [17, 19].
Following [15], we assume that there exist four constants a1, a2, a3 and a4 such that
(ξ21 + ξ
2
2)
a1
1
0
+ a2
−iβ1ξ1
iµ˜1ωξ2
+ a3
0
1
+ a4
i˜1ωξ2
iβ1ξ1
 ≡ 0(mod a−), (8a)
(ξ21 + ξ
2
2)
a1
1
0
+ a2
−iβ2ξ1
iµ˜2ωξ2
+ a3
0
1
+ a4
i˜2ωξ2
iβ2ξ1
 ≡ 0(mod a+). (8b)
where each line of the equations (8a) – (8b) have remainder zero, when they are divided by a−
and a+ , respectively. From (8a), we see that there exist two polynomials p(ξ2) = p1ξ2 + p2,
and q(ξ2) = q1ξ2 + q2 satisfying
(ξ2 + i|ξ1|)(ξ2 − i|ξ1|)
a1
1
0
+ a2
−iβ1ξ1
iµ˜1ωξ2
+ a3
0
1
+ a4
i˜1ωξ2
iβ1ξ1

=
p1ξ2 + p2
q1ξ2 + q2
 (ξ2 + i|ξ1|)2. (9)
Comparing the coefficients in both sides of the first equation, we have
p1 = ia4˜1ω, p2 = −a1 + ia2β1ξ1, and p2 + ip1|ξ1| = a1 − ia2β1ξ1 + a4˜1ω|ξ1|,
resulting to
a1 − ia2β1ξ1 + a4˜1ω|ξ1| = 0.
Similarly, from the second equation in (9) we have
a2µ˜1ω|ξ1|+ a3 + ia4β1ξ1 = 0.
Following the same steps, from the system (8b), we get
a1 − ia2β2ξ1 − a4˜2ω|ξ1| = 0,
a2µ˜2ω|ξ1| − a3 − ia4β2ξ1 = 0.
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The last four equations result to the system
1 −iβ1ξ1 0 ˜1ω|ξ1|
0 µ˜1ω|ξ1| 1 iβ1ξ1
1 −iβ2ξ1 0 −˜2ω|ξ1|
0 µ˜2ω|ξ1| −1 −iβ2ξ1


a1
a2
a3
a4
 =

0
0
0
0
 ,
with determinant
Det = (µ˜2˜2ω
2 − β22 + β21 − µ˜1˜1ω2 + µ˜1˜2ω2 − µ˜2˜1ω2)|ξ1|2
=
ω2|ξ1|2
κ21κ
2
2
(µ1 − µ2)(1 + 2).
Since µ1 6= µ2, the determinant is not identically zero implying that a1 = a2 = a3 = a4 = 0.
Thus, the Shapiro-Lopatinskij condition is satisfied on Γ1. We define L = (A,M,M
1,M2). We
note that the formally adjoint operator A∗ : (H2(Ωj))2 → (L2(Ωj))2, j = 1, 2 is the same as
the operator A : (H2(Ωj))
2 → (L2(Ωj))2, j = 1, 2 [22, Definition 10.1]. In addition, we observe
that the boundary operators M, Mj are real. Then, the interior boundary transmision problem
which is described by the operator L is self-adjoint [22, Definition 14.6] and the index of the
operator L is zero [22, Corollary 15.8]. Therefore, the boundary value problem (7) is elliptic,
the operator L has the Fredholm property and its spectrum exists, is real and discrete [1, 16].
Next, we prove the uniqueness of the solution of the problem (3) – (6) using Green’s theorem
and Rellich’s lemma.
Theorem 3.2 If µ1 6= µ2 and κ21 is not an interior Dirichlet eigenvalue for the domain Ω1,2,
then the problem (3) – (6) admits at most one solution.
Proof: It is sufficient to show that the homogeneous version of (3) – (6) admits only the trivial
solution. We consider a disk Sr with center (0, 0), radius r > 0 and boundary Γr, which contains
Ω. We define Ωr := Sr \ Ω. In the following, with u¯ we denote the complex conjugate of the
field u.
We apply Green’s first theorem for e1, e1 and h1, h1 in Ω1 :∫
Γ0∪Γ1
e1
∂e1
∂n
ds =
∫
Ω1
(|∇e1|2 − κ21|e1|2)dx, (10a)∫
Γ0∪Γ1
h1
∂h1
∂n
ds =
∫
Ω1
(|∇h1|2 − κ21|h1|2)dx, (10b)
and in Ω2 for the fields e
2, e2 and h2, h2 :∫
Γ1
e2
∂e2
∂n
ds =
∫
Ω2
(|∇e2|2 − κ22|e2|2)dx, (11a)∫
Γ1
h2
∂h2
∂n
ds =
∫
Ω2
(|∇h2|2 − κ22|h2|2)dx. (11b)
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The homogeneous boundary conditions take the form
e1 = e0, on Γ0, (12a)
µ˜1ω
∂h1
∂n
+ β1
∂e1
∂τ
= µ˜0ω
∂h0
∂n
+ β0
∂e0
∂τ
, on Γ0, (12b)
h1 = h0, on Γ0, (12c)
˜1ω
∂e1
∂n
− β1∂h
1
∂τ
= ˜0ω
∂e0
∂n
− β0∂h
0
∂τ
, on Γ0, (12d)
e1 = e2, on Γ1, (12e)
µ˜1ω
∂h1
∂n
+ β1
∂e1
∂τ
= µ˜2ω
∂h2
∂n
+ β2
∂e2
∂τ
, on Γ1, (12f)
h1 = h2, on Γ1, (12g)
˜1ω
∂e1
∂n
− β1∂h
1
∂τ
= ˜2ω
∂e2
∂n
− β2∂h
2
∂τ
, on Γ1. (12h)
Using (10a) and (12h) we get
˜1
∫
Γ0
e1
∂e1
∂n
ds = ˜1
∫
Ω1
(|∇e1|2 − κ21|e1|2)dx+ ˜1
∫
Γ1
e1
∂e1
∂n
ds
= ˜1
∫
Ω1
(|∇e1|2 − κ21|e1|2)dx+
∫
Γ1
e1
(
˜2
∂e2
∂n
+
β1
ω
∂h1
∂τ
− β2
ω
∂h2
∂τ
)
ds.
(13)
Similarly, equations (10b) and (12f) result to
µ˜1
∫
Γ0
h1
∂h1
∂n
ds = µ˜1
∫
Ω1
(|∇h1|2 − κ21|h1|2)dx+ µ˜1
∫
Γ1
h1
∂h1
∂n
ds
= µ˜1
∫
Ω1
(|∇h1|2 − κ21|h1|2)dx+
∫
Γ1
h1
(
µ˜2
∂h2
∂n
+
β2
ω
∂e2
∂τ
− β1
ω
∂e1
∂τ
)
ds.
(14)
Applying again Green’s first identity and using the boundary condition (12d) for the exterior
fields e0 and e0 in Ωr, we derive
˜0
∫
Γr
e0
∂e0
∂n
ds = ˜0
∫
Ωr
(|∇e0|2 − κ20|e0|2)dx+ ˜0
∫
Γ0
e0
∂e0
∂n
ds
= ˜0
∫
Ωr
(|∇e0|2 − κ20|e0|2)dx+
∫
Γ0
e0
(
˜1
∂e1
∂n
− β1
ω
∂h
1
∂τ
+
β0
ω
∂h0
∂τ
)
ds.
(15)
The exterior magnetic fields and (12b) gives
µ˜0
∫
Γr
h0
∂h0
∂n
ds = µ˜0
∫
Ω0
(|∇h0|2 − κ20|h0|2)dx+ µ˜0
∫
Γ0
h0
∂h0
∂n
ds
= µ˜0
∫
Ωr
(|∇h0|2 − κ20|h0|2)dx+
∫
Γ0
h0
(
µ˜1
∂h1
∂n
+
β1
ω
∂e1
∂τ
− β0
ω
∂e0
∂τ
)
ds.
(16)
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The imaginary part of (15) using (11a), (12a), (12e) and (13) is given by
=m
(
˜0
∫
Γr
e0
∂e0
∂n
ds
)
= =m
(
−β1
ω
∫
Γ0
e1
∂h1
∂τ
ds+
β0
ω
∫
Γ0
e0
∂h0
∂τ
ds
)
+ =m
(
β1
ω
∫
Γ1
e1
∂h1
∂τ
ds− β2
ω
∫
Γ1
e2
∂h2
∂τ
ds
)
.
Again, the imaginary part of (16) using (11b), (12c), (12g) and (14), takes the form
=m
(
µ˜0
∫
Γr
h0
∂h0
∂n
ds
)
= =m
(
β1
ω
∫
Γ0
h1
∂e1
∂τ
ds− β0
ω
∫
Γ0
h0
∂e0
∂τ
ds
)
+ =m
(
β2
ω
∫
Γ1
h2
∂e2
∂τ
ds− β1
ω
∫
Γ1
h1
∂e1
∂τ
ds
)
.
Using that
−
∫
Γj
ek
∂hk
∂τ
ds =
∫
Γj
hk
∂ek
∂τ
ds k = 0, 1, 2, j = 0, 1,
we obtain from the last two equations
=m
(
˜0
∫
Γr
e0
∂e0
∂n
ds+ µ˜0
∫
Γr
h0
∂h0
∂n
ds
)
= 0.
This equation,together with the radiation condition (6) as r →∞, and Rellich’s Lemma, results
to e0 = h0 = 0, in Ω0 and therefore e
0 = h0 = 0, on Γ0 [6].
Now we have to show that also the interior fields are identical zero. The interior problem
admits the form (7). Thus, from Proposition 3.1 and the assumption that λ = κ21 is not an
interior Dirichlet eigenvalue in Ω1,2, we obtain that u
j = 0, in Ωj, for j = 0, 1, resulting to
e1 = h1 = 0, in Ω1 and e
2 = h2 = 0, in Ω2. This completes the proof. 
For the next theorem, we need the integral representation of the solution. Thus, we present
the fundamental solution of the Helmholtz equation
Φj(x,y) =
i
4
H
(1)
0 (κj|x− y|), x,y ∈ Ωj, x 6= y
where H
(1)
0 is the Hankel function of the first kind and zero order. We introduce the single-
and the double-layer potential for a continuous density f , given by
(Skljf)(x) =
∫
Γj
Φk(x,y)f(y)ds(y), x ∈ Ωl,
(Dkljf)(x) =
∫
Γj
∂Φk
∂n(y)
(x,y)f(y)ds(y), x ∈ Ωl,
for k, l = 0, 1, 2 and j = 0, 1. The single-layer potential S is continuous in R2 and its normal
and tangential derivatives as x → Γj satisfy standard jump relations, see for instance [3]. We
define the operators
(Skljf)(x) =
∫
Γj
Φk(x,y)f(y)ds(y), x ∈ Γl,
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(Dkljf)(x) =
∫
Γj
∂Φk
∂n(y)
(x,y)f(y)ds(y), x ∈ Γl,
(NSkljf)(x) =
∫
Γj
∂Φk
∂n(x)
(x,y)f(y)ds(y), x ∈ Γl,
(NDkljf)(x) =
∫
Γj
∂2Φk
∂n(x)∂n(y)
(x,y)f(y)ds(y), x ∈ Γl,
(TSkljf)(x) =
∫
Γj
∂Φk
∂τ(x)
(x,y)f(y)ds(y), x ∈ Γl,
(TDkljf)(x) =
∫
Γj
∂2Φk
∂τ(x)∂n(y)
(x,y)f(y)ds(y), x ∈ Γl.
Note that if we were using only the direct method, meaning Green’s second identity, the
fields would have the representations
u0(x) = (D000u0)(x)− (S000∂nu0)(x), x ∈ Ω0,
u1(x) = (S110∂nu1)(x)− (D110u1)(x) + (S111∂nu1)(x) + (D111u1)(x), x ∈ Ω1,
u2(x) = (S221∂nu2)(x)− (D221u2)(x), x ∈ Ω2,
for u = e, h. We observe that we have 16 unknown density functions and only 8 equations,
meaning the transmission boundary conditions (4). Thus, we consider a combination of the
direct and the indirect methods, in order to have enough information to solve the derived system
of boundary integral equations.
Theorem 3.3 If µ1 6= µ2 and κ21 is not an interior Dirichlet eigenvalue for Ω1,2, κ22 is not an
interior Dirichlet eigenvalue for Ω2 and κ
2
0 is not a Dirichlet eigenvalue in R2 \ Ω0, then the
problem (3) – (6) has a unique solution.
Proof: We combine Green’s second formula for the fields in the domains Ω0 and Ω2, and a single
layer ansatz for the interior fields in Ω1. We consider the forms
e0(x) = D000φe0(x)− S000ψe0(x), x ∈ Ω0,
h0(x) = D000φh0(x)− S000ψh0 (x), x ∈ Ω0,
e1(x) = S110ψe1(x) + S111ψe2(x), x ∈ Ω1,
h1(x) = S110ψh1 (x) + S111ψh2 (x), x ∈ Ω1,
e2(x) = S221ψe3(x)−D221φe3(x), x ∈ Ω2,
h2(x) = S221ψh3 (x)−D221φh3(x), x ∈ Ω2,
(17)
with ψuj := ∂nu
j|Γk , and φuj := uj|Γk , j = 0, 1, 2, 3, for k = 0, 1, and u = e, h. Using the jump-
relations, we see that the fields solve the direct problem if the densities satisfy the system of
integral equations
S100ψ
e
1 + S101ψ
e
2 −
(
D000 +
1
2
)
φe0 + S000ψ
e
0 = e
inc
µ˜1ω
(
NS100 +
1
2
)
ψh1 + µ˜1ωNS101ψ
h
2 + β1TS100ψ
e
1 + β1TS101ψ
e
2 − µ˜0ωND000φh0
10
+µ˜0ω
(
NS000 − 1
2
)
ψh0 − β0
(
TD000 +
∂τ
2
)
φe0 + β0TS000ψ
e
0 = β0∂τe
inc
S100ψ
h
1 + S101ψ
h
2 −
(
D000 +
1
2
)
φh0 + S000ψ
h
0 = 0
˜1ω
(
NS100 +
1
2
)
ψe1 + ˜1ωNS101ψ
e
2 − β1TS100ψh1 − β1TS101ψh2 − ˜0ωND000φe0
+˜0ω
(
NS000 − 1
2
)
ψe0 + β0
(
TD000 +
∂τ
2
)
φh0 − β0TS000ψh0 = ˜0ω∂neinc
S110ψ
e
1 + S111ψ
e
2 − S211ψe3 +
(
D211 − 1
2
)
φe3 = 0
µ˜1ωNS110ψ
h
1 + µ˜1ω
(
NS111 − 1
2
)
ψh2 + β1TS110ψ
e
1 + β1TS111ψ
e
2
−µ˜2ω
(
NS211 +
1
2
)
ψh3 + µ˜2ωND211φ
h
3 − β2TS211ψe3 + β2
(
TD211 − 1
2
∂τ
)
φe3 = 0
S110ψ
h
1 + S111ψ
h
2 − S211ψh3 +
(
D211 − 1
2
)
φh3 = 0
˜1ωNS110ψ
e
1 + ˜1ω
(
NS111 − 1
2
)
ψe2 − β1TS110ψh1 − β1TS111ψh2
−˜2ω
(
NS211 +
1
2
)
ψe3 + ˜2ωND211φ
e
3 + β2TS211ψ
h
3 − β2
(
TD211 − 1
2
∂τ
)
φh3 = 0.
Still we have an underdetermined system of equations. Thus, we impose the relations
˜1ψ
e
1 = −˜0ψe0, µ˜1ψh1 = −µ˜0ψh0 , µ˜1ψh2 = µ˜2ψh3 , ˜1ψe2 = ˜2ψe3. (18)
Then, the system takes the form
(B + C)φ = f , (19)
with φ =
(
φe0, ψ
h
1 , φ
h
0 , ψ
e
1, φ
e
3, ψ
h
2 , φ
h
3 , ψ
e
2
)> ∈ C8, f = (einc, β0∂τeinc, 0, ˜0ω∂neinc, 0, 0, 0, 0)> ∈ C8,
and
B =

−1
2
0 0 0 0 0 0 0
−β0
2
∂τ µ˜1ω 0 0 0 0 0 0
0 0 −1
2
0 0 0 0 0
0 0 β0
2
∂τ ˜1ω 0 0 0 0
0 0 0 0 −1
2
0 0 0
0 0 0 0 −β2
2
∂τ −µ˜1ω 0 0
0 0 0 0 0 0 −1
2
0
0 0 0 0 0 0 β2
2
∂τ −˜1ω

.
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The matrix-valued operator C = (Ckj)1≤k,j≤8 has entries
C11 = −D000, C14 = S100 − ˜1
˜0
S000, C18 = S101,
C21 = −β0TD000, C22 = µ˜1ω (NS100 −NS000) , C23 = −µ˜0ωND000,
C24 = β1TS100 − ˜1
˜0
β0TS000, C26 = µ˜1ωNS101, C28 = β1TS101,
C32 = S100 − µ˜1
µ˜0
S000, C33 = −D000, C36 = S101,
C41 = −˜0ωND000, C42 = −β1TS100 + β0 µ˜1
µ˜0
TS000, C43 = β0TD000,
C44 = ˜1ω(NS100 −NS000), C46 = −β1TS101, C48 = ˜1ωNS101,
C54 = S110, C55 = D211, C58 = S111 − ˜1
˜2
S211,
C62 = µ˜1ωNS110, C64 = β1TS110, C65 = β2TD211,
C66 = µ˜1ω(NS111 −NS211), C67 = µ˜2ωND211, C68 = β1TS111 − β2 ˜1
˜2
TS211,
C72 = S110, C76 = S111 − µ˜1
µ˜2
S211, C77 = D211,
C82 = −β1TS110, C84 = ˜1ωNS110, C85 = ˜2ωND211,
C86 = −β1TS111 + β2 µ˜1
µ˜2
TS211, C87 = −β2TD211, C88 = ˜1ω(NS111 −NS211),
and the rest are zero.
The special form of B and the boundness of the tangential operator ∂τ : H
1/2 (Γj) →
H−1/2 (Γj), for j = 0, 1, results to a bounded inverse matrix B−1. Then, the system (19) can
be written in the form
(I8 + K)φ = g, (20)
where I8 is the 8× 8 identity operator, K = B−1C and
g = B−1f =
(
−2einc, 0, 0, ˜0
˜1
∂ne
inc, 0, 0, 0, 0
)>
.
We define the product spaces
H1 :=
(
H1/2(Γ0)×H−1/2(Γ0)
)2 × (H1/2(Γ1)×H−1/2(Γ1))2 ,
H2 :=
(
H−1/2(Γ0)×H−3/2(Γ0)
)2 × (H−1/2(Γ1)×H−3/2(Γ1))2 ,
and using the mapping properties of the integral operators [4, 11] we see that the operator
K : H1 → H2 is compact. Now we show that this operator is also injective.
Let φ solve (I8 + K)φ = 0, i.e. the direct problem for e
inc = ∂ne
inc = ∂τe
inc = 0, on Γ0.
From Theorem 3.2, we have that ej = hj = 0, in Ωj, for j = 0, 1, 2.
We construct the fields
e˜(x) = S100ψe1(x) + S101ψe2(x), h˜(x) = S100ψh1 (x) + S101ψh2 (x), x ∈ Ω0,
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which are radiating solutions of the Helmholtz equation in Ω0. Thus, e˜ = h˜ = 0, in Ω0, and
consequently on Γ0. The continuity of the single layer potential gives e1 = e˜ = 0, and h1 = h˜ = 0,
on Γ0. On the other hand, the jump-relation of its normal derivative across Γ0 results to
0 = NS100ψ
u
1 −
1
2
ψu1 +NS101ψ
u
2 = NS100ψ
u
1 +
1
2
ψu1 +NS101ψ
u
2 , for u = e, h.
Then ψe1 = ψ
h
1 = 0, on Γ0. The relation (18), gives also ψ
e
0 = ψ
h
0 = 0.
From the representation (17) and the jump-relations across the boundary Γ1 we obtain(
NS111 − 1
2
)
ψe2 = 0,
(
NS111 − 1
2
)
ψh2 = 0, on Γ1.
Since κ21 is not an interior Dirichlet eigenvalue in Ω1, the unique solvability of the above integral
equations gives ψe2 = ψ
h
2 = 0 on Γ1. Again, using (18), we also get ψ
e
3 = ψ
h
3 = 0, on Γ1.
As the fields e0, h0 tend to Γ0, using (12a) and (12c) we get(
D000 − 1
2
)
φe0 = 0,
(
D000 − 1
2
)
φh0 = 0, on Γ0.
The injectivity here follows from the assumption that κ20 is not an interior Dirichlet eigenvalue
in R2 \ Ω0. Then φe0 = φh0 = 0, on Γ0.
The same procedure for the fields e2, h2, reduce the boundary conditions (12e) and (12g)
to (
D211 − 1
2
)
φe3 = 0,
(
D211 − 1
2
)
φh3 = 0, on Γ1.
The assumption on κ22 leads to the trivial solution φ
e
3 = φ
h
3 = 0, on Γ1. This completes the
proof, since φ = 0. 
4 Numerical implementation
We solve numerically the direct problem (3) – (6) considering the solution of the linear system
(19) or (20). We handle the singularities of the kernels of the integral operators using quadrature
rules and we approximate the smooth kernels with the trapezoidal rule [11]. We do not present
here the forms and the decompositions of the kernels since they can be found in previous works,
see for instance [4, 11]. We address the Maue’s formulas in order to reduce the hyper-singularity
of the normal and tangential derivative of the double layer potential [6]. We obtain a linear
system by collocating the system of integral equations at the nodal points using trigonometric
polynomial approximations [11]. Standard convergence and error analysis applies in this case
[10].
We present results for two examples. In the first one, we consider four arbitrary point
sources and we construct boundary data such that we have analytic fields as solutions. We
compare them with the numerical solution. The expected exponential convergence is clearly
achieved [9]. The second example deals with the initial scattering problem by an obliquely
incident wave. The correctness of the derived solution cannot be checked for this case but the
first example justifies the accuracy of the proposed numerical scheme.
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We assume the following parametric representation for the smooth boundary curves
Γ0 :=
{
x0(t) = (x01(t), x
0
2(t)), t ∈ [0, 2pi]
}
,
Γ1 :=
{
x1(t) = (x11(t), x
1
2(t)), t ∈ [0, 2pi]
}
,
where x0, x1 : R → R2 are C2-smooth, 2pi-periodic, injective and counter-clockwise oriented
parametrizations. We consider 2n equidistant collocation points
tj =
jpi
n
, j = 0, ..., 2n− 1.
Example 1 (analytic solution) We consider four arbitrary points z1, z2 ∈ Ω, and z3, z4 ∈
Ω0 and we define the boundary functions f
k
j (x), k = 0, 1, j = 1, 2, 3, 4, by
f 01 (x) = H
(1)
0 (κ1|r3(x)|)−H(1)0 (κ0|r1(x)|),
f 02 (x) = −κ1µ˜1ω
H
(1)
1 (κ1|r4(x)|) n(x) · r4(x)
|r4(x)| − κ1β1
H
(1)
1 (κ1|r3(x)|) τ (x) · r3(x)
|r3(x)|
+ κ0µ˜0ω
H
(1)
1 (κ0|r2(x)|) n(x) · r2(x)
|r2(x)| + κ0β0
H
(1)
1 (κ0|r1(x)|) τ (x) · r1(x)
|r1(x)| ,
f 03 (x) = H
(1)
0 (κ1|r4(x)|)−H(1)0 (κ0|r2(x)|),
f 04 (x) = −κ1˜1ω
H
(1)
1 (κ1|r3(x)|) n(x) · r3(x)
|r3(x)| + κ1β1
H
(1)
1 (κ1|r4(x)|) τ (x) · r4(x)
|r4(x)|
+ κ0˜0ω
H
(1)
1 (κ0|r1(x)|) n(x) · r1(x)
|r1(x)|) − κ0β0
H
(1)
1 (κ0|r2(x)|) τ (x) · r2(x)
|r2(x)| ,
f 11 (x) = H
(1)
0 (κ1|r3(x)|)−H(1)0 (κ2|r3(x)|),
f 12 (x) = −κ1µ˜1ω
H
(1)
1 (κ1|r4(x)|) n(x) · r4(x)
|r4(x)| − κ1β1
H
(1)
1 (κ1|r3(x)|) τ (x) · r3(x)
|r3(x)|
− κ2µ˜2ωH
(1)
1 (κ2|r4(x)|) n(x) · r4(x)
|r4(x)| − κ2β2
H
(1)
1 (κ2|r3(x)|) τ (x) · r3(x)
|r3(x)| ,
f 13 (x) = H
(1)
0 (κ1|r4(x)|)−H(1)0 (κ2|r4(x)|),
f 14 (x) = −κ1˜1ω
H
(1)
1 (κ1|r3(x)|) n(x) · r3(x)
|r3(x)| + κ1β1
H
(1)
1 (κ1|r4(x)|) τ (x) · r4(x)
|r4(x)|
− κ2˜2ωH
(1)
1 (κ2|r3(x)|) n(x) · r3(x)
|r3(x)| + κ2β2
H
(1)
1 (κ2|r4(x)|) τ (x) · r4(x)
|r4(x)| ,
where rj(x) = x− zj, j = 1, 2, 3, 4.
Then, the fields
e0(x) = H
(1)
0 (κ0|r1(x)|), h0(x) = H(1)0 (κ0|r2(x)|), x ∈ Ω0,
e1(x) = H
(1)
0 (κ1|r3(x)|), h1(x) = H(1)0 (κ1|r4(x)|), x ∈ Ω1,
e2(x) = H
(1)
0 (κ2|r3(x)|), h2(x) = H(1)0 (κ2|r4(x)|), x ∈ Ω2,
(21)
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Figure 1. The geometry of the problem and the position of the point sources
considered in the first (left) and in the second (right) case of the first example.
satisfy the system of Helmholtz equations
∆ej + κ2je
j = 0, ∆hj + κ2jh
j = 0, j = 0, 1, 2,
and the transmission boundary conditions
f 01 = e
1 − e0, on Γ0,
f 02 = µ˜1ω
∂h1
∂n
+ β1
∂e1
∂τ
− µ˜0ω∂h
0
∂n
− β0∂e
0
∂τ
, on Γ0,
f 03 = h
1 − h0, on Γ0,
f 04 = ˜1ω
∂e1
∂n
− β1∂h
1
∂τ
− ˜0ω∂e
0
∂n
+ β0
∂h0
∂τ
, on Γ0,
f 11 = e
1 − e2, on Γ1,
f 12 = µ˜1ω
∂h1
∂n
+ β1
∂e1
∂τ
− µ˜2ω∂h
2
∂n
− β2∂e
2
∂τ
, on Γ1,
f 13 = h
1 − h2, on Γ1,
f 14 = ˜1ω
∂e1
∂n
− β1∂h
1
∂τ
− ˜2ω∂e
2
∂n
+ β2
∂h2
∂τ
, on Γ1.
The exterior fields e0, h0 satisfy in addition the radiation condition (6).
We compare the numerical solutions ujn, for u = e, h, j = 0, 1, 2, with the exact solutions
(21), with respect to the discretization parameter n. Using the asymptotic behavior of the
Hankel function, we can correlate also the exact far-field of the scattered wave, given by
e∞(xˆ) =
−4ieipi/4√
8piκ0
e−iκ0xˆ·z1 , h∞(xˆ) =
−4ieipi/4√
8piκ0
e−iκ0xˆ·z2 , xˆ ∈ S,
15
n e1n(0, −0.3) h1n(0, −0.3)
8 0.358002472423 + i 0.465413341071 0.340975378878 + i 0.470609286666
16 0.371293663181 + i 0.464362535355 0.359126522592 + i 0.469698417374
32 0.371625795959 + i 0.464351276823 0.359231933566 + i 0.469693507804
64 0.371625444291 + i 0.464351267787 0.359232825162 + i 0.469693536105
e1(0, −0.3) h1(0, −0.3)
0.371625444291 + i 0.464351267787 0.359232825161 + i 0.469693536105
Table 1. The computed and the exact interior electric and magnetic fields in Ω1.
n e2n(0.2, 0) h
2
n(0.2, 0)
8 0.095999847542 + i 0.523746820044 0.334044441714 + i 0.476243803875
16 0.110704266109 + i 0.520805574336 0.350976468890 + i 0.473070152121
32 0.111073699187 + i 0.520785772802 0.351044736683 + i 0.473067712107
64 0.111073338024 + i 0.520785762600 0.351045738875 + i 0.473067595167
e2(0.2, 0) h2(0.2, 0)
0.111073338024 + i 0.520785762600 0.351045738874 + i 0.473067595167
Table 2. The computed and the exact interior electric and magnetic fields in Ω2.
with the numerical one which takes the form
e∞n (xˆ(t)) =
eipi/4√
8piκ0
∫ 2pi
0
e−iκ0xˆ·x
0(t)
[−iκ0(xˆ · n(x0(t)))φe0(t)− ψe0(t)] |x0′(t)|dt,
h∞n (xˆ(t)) =
eipi/4√
8piκ0
∫ 2pi
0
e−iκ0xˆ·x
0(t)
[−iκ0(xˆ · n(x0(t)))φh0(t)− ψh0 (t)] |x0′(t)|dt,
considering the representation (17), where now the density functions solve (19) with the right-
hand side replaced by f = (f 01 , ... , f
0
4 , f
1
1 , ... , f
1
4 )
>.
We consider a peanut-shaped interior boundary Γ1 with parametric form
x1(t) =
√
0.1 cos2 t+ 0.02 sin2 t (cos t, sin t), t ∈ [0, 2pi],
and the Γ0 is a circle with center (0, 0) and radius 0.5. The material parameters are (0, µ0) =
(1, 1), (1, µ1) = (2, 2), and (2, µ2) = (3, 3). We set ω = 1 and θ = pi/3. The source points are
located at the positions z1 = (0.1, 0.3), z2 = (−0.1, 0.35) ∈ Ω1, and z3 = (−0.3, 0.55), z4 =
(0.15, 0.6) ∈ Ω0, see the left picture in Figure 1.
In Table 1 and Table 2 we see the numerical and the exact values of the interior fields at the
position (0, −0.3) ∈ Ω1, and (0.2, 0) ∈ Ω2, respectively, for increasing discretization number
n. The comparison between the numerical and the exact scattered fields at the near- and the
far-field is presented in Table 3 and Table 4, respectively. We compute the near-field at the
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n e0n(0.2, 0.7) h
0
n(0.2, 0.7)
8 0.959974539981− i 0.688119559604 0.949222323693− i 0.596002286134
16 0.968181135721− i 0.686366381756 0.960497156194− i 0.607397006008
32 0.968378330983− i 0.686291758194 0.960550801453− i 0.607417933832
64 0.968378106099− i 0.686291722922 0.960551378447− i 0.607418413636
e0(0.2, 0.7) h0(0.2, 0.7)
0.968378106099− i 0.686291722922 0.960551378446− i 0.607418413635
Table 3. The computed and the exact scattered electric and magnetic fields in Ω0.
n e∞n (xˆ(0)) h
∞
n (xˆ(0))
8 0.542584437477− i 0.654900164839 0.648825689486− i 0.546227842661
16 0.551320002791− i 0.656421849521 0.656410781814− i 0.551518614562
32 0.551551141020− i 0.656427307849 0.656426811866− i 0.551550742378
64 0.551550951838− i 0.656427255240 0.656427255241− i 0.551550951838
e∞(xˆ(0)) h∞(xˆ(0))
0.551550951838− i 0.656427255240 0.656427255240− i 0.551550951838
Table 4. The computed and the exact far-field of the electric and magnetic fields.
position (0.2, 0.7) and the far-field at the direction xˆ(0). The exponential convergence is clearly
exhibited, as we see also in Figure 2 where we plot the L2-norm (in semi-logarithmic scale) of
the difference between the exact and the computed near- and far-fields, respectively.
The numerical results are independent of the parametrization of the boundary and of the
material parameters. To support that, we consider also the following case: a kite-shaped interior
boundary Γ1 with parametric form
x1(t) = (0.15 cos t+ 0.1 cos 2t− 0.2, 0.15 sin t+ 0.15), t ∈ [0, 2pi],
and an apple-shaped boundary Γ0 having the parametrization
x0(t) =
0.45 + 0.3 cos t− 0.1 sin 2t
1 + 0.7 cos t
(cos t, sin t), t ∈ [0, 2pi].
We use ω = 2 and θ = pi/6, with material parameters (0, µ0) = (1, 1), (1, µ1) = (3, 2), and
(2, µ2) = (4, 3). The locations of the source points are given in the right picture of Figure 1.
The expected convergence is obtained also for this case, as Figure 3 demonstrates.
Example 2 (oblique incidence) We consider the scattering problem of an obliquely
incident wave of the form (5), for different values of the polar angle φ, which corresponds to
the incident direction in R2. For the setup of the first example, with ω = 2 and φ = pi/6, we
present the distribution of the norms |ejn| and |hjn|, for j = 0, 1, 2, in Figure 4. The values in
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Figure 5, correspond to the second case for ω = 2 and φ = pi/2. The material parameters are
kept the same as in Example 1.
5 Conclusions
In this work we addressed the scattering problem of a time-harmonic electromagnetic wave by an
infinitely long, piecewise constant inhomogeneous and penetrable cylinder. The incident wave
is transverse magnetic polarized. The 3D direct problem can be reduced to a 2D problem and
we examined its well-posedness. The complexity of the problem is reflected in the transmission
boundary conditions where the normal and tangential derivatives of the fields are coupled. We
proved that the direct problem is equivalent to an interior eigenvalue problem for an elliptic
and properly elliptic operator and we showed that the Shapiro-Lopatinskij condition is satisfied
on both boundaries. Thus, we obtained uniqueness and existence followed from the integral
equation method. Using a special integral representation of the fields, we derived a convergent
scheme for the numerical approximation of the solution.
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A The Shapiro-Lopatinskij condition
In this section, we summarize the results from [17, 22, 23] needed for the proof of the Shapiro-
Lopatinskij condition. The notation follows that of the referred works.
Let Ω be an open bounded set in Rd, with boundary Γ0 and let Ω2 be a subdomain of Ω
with boundary Γ1 disjoint from Γ0. Also, we set Ω1 := Ω\Ω2, where Ω2 = Ω2∪Γ1. We consider
the following boundary value problem
A1(x, D)u1(x) = 0, x ∈ Ω1,
A2(x, D)u2(x) = 0, x ∈ Ω2,
B1(y, D)u1(y) = 0, y ∈ Γ0,
B2(y, D)u1(y) + B3(y, D)u2(y) = 0, y ∈ Γ1,
where ur ∈ H2(Ωr) are vectors of size b, for r = 1, 2. The linear partial differential operator
Ar is a b× b matrix-valued operator defined by
Ar(x, D) :=
∑
|s|≤m
ars(x)D
s, x ∈ Ωr,
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where m is the order of the differential operator and ars are smooth coefficients, with D
s =
Ds11 ...D
sd
d , Dj = i
−1∂/∂xj and |s| = s1 + ...+ sd.
The boundary differential operator is a l × b matrix-valued operator given by
Bc(y, D) =
∑
|s|≤m′
bcs(y)T0(D
s), y ∈ Γp, (22)
where T0 is the trace operator, m
′ denotes the order of the differential operator, with bcs are
smooth coefficients for p = 0, 1 and c = 1, 2, 3.
First, we show that the operators A1 and B1 satisfy the Shapiro-Lopatinskij condition on
Γ0. Using Fourier transformation, we may transform the boundary value problem
A1(x, D)u1(x) = 0, x ∈ Ω1,
B1(y, D)u1( y) = 0, y ∈ Γ0,
to an initial value problem.
We consider the case of A = A1 = A2. Let x0 ∈ Γ0, and A0 be the principal part of
the matrix A. We set x0 to be at the origin of the coordinate system and we choose the
coordinate axis xd in the direction of the inward pointing normal and the other coordinates are
perpendicular to xd. Using the Fourier transform
F{f}(q) :=
∫
Rd
e−i(z,q)f(z)dz, f ∈ L1(Rd),
the basic derivatives (1/i)∂/∂x1, ..., (1/i)∂/∂xd−1 (equipped with the factor 1/i) are transformed
to (ξ1, ..., ξd−1) = ξ′ ∈ TΓ0 , where TΓ0 is the tangential hyperplane of Γ0 at the point x0 [22].
Setting xd = t, we have
Fd−1A0(x0, D) = A0
(
x0; ξ
′,
1
i
∂
∂xd
)
= A0
(
x0; ξ
′,
1
i
∂
∂t
)
,
for ξ′ 6= 0. We consider the linear ordinary differential equation with constant coefficients
A0
(
x0; ξ
′,
1
i
∂
∂t
)
u1(t) = 0, t > 0, 0 6= ξ′ ∈ TΓ0 . (23)
The solution space M of (23) decomposes to the direct sum
M =M+ ⊕M0 ⊕M−,
where M+ and M− are the solution spaces for the roots of detP (λ) = detA0(x0, ξ′, λ), which
are in the upper half plane =mλ > 0 and in the lower half plane =mλ < 0, respectively. The
solution space M0 = {0}, since we have assumed that the operator A is elliptic i.e. detP (λ)
has no roots on the real axis [22].
Let Bc0 denote the principal part of the matrix B
c, for c = 1, 2, 3. Similarly, using Fourier
transform, we rewrite the initial value conditions for t = 0, as
B10
(
x0; ξ
′,
1
i
∂
∂t
)
u1(t)
∣∣∣∣
t=0
= 0.
Next, we formulate the Shapiro-Lopatinskij condition for homogeneous boundary conditions
and we describe different ways to prove it.
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Definition A.1 (see [22]) The pair of operators A(y, D), B1(y, D), for y ∈ Γ0 is said to
fulfill the Shapiro-Lopatinskij condition on Γ0, if the following statement holds for all y ∈ Γ0
and 0 6= ξ′ ∈ TΓ0. The homogeneous initial value problem
A0
(
y; ξ′.
1
i
∂
∂t
)
u1(t) = 0, t > 0,
B10
(
y; ξ′,
1
i
∂
∂t
)
u1(t)
∣∣∣∣
t=0
= 0,
(24)
has in M+ the unique solution u1(t) = 0.
Theorem A.2 (see [23]) Let the operator A(x, D) be properly elliptic and B1(y, D) be the
boundary operator as in (22). We fix y ∈ Γ0, and 0 6= ξ′ ∈ TΓ0. Then, the following statements
are equivalent:
1. The initial value problem (24) has a unique solution.
2. Let a+(λ) and a−(λ) denote the polynomial which contains all the roots above and below the
real axis, respectively. Then, det A0(x0, ξ
′, λ) = a+(λ) a−(λ). If Aco denotes the cofactor
matrix of A0, then the rows of the matrix B
1
0Aco are linearly independent modulo a
+(λ).
Following [1], we can apply this theory also to our case with the transmission boundary
condition and show the equivalence to an initial boundary value problem. Then, the Shapiro-
Lopatinskij condition is satisfied if B20Aco ≡ 0(mod a−) and B30Aco ≡ 0(mod a+) [17].
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Figure 2. The L2−norm (in semi-logarithmic scale) of the difference between the
computed and the exact interior (blue line) and the far-field (red line) of the electric
(left) and the magnetic (right) fields. The plots are with respect to n, for the first
case of the first example.
Figure 3. The L2−norm (in semi-logarithmic scale) of the difference between the
computed and the exact scattered (blue line) and the interior (red line) electric (left)
and the magnetic (right) fields. The plots are with respect to n, for the second case
of the first example.
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Figure 4. The norm of the electric (left) and magnetic (right) field, for ω = 2 and
φ = pi/6.
Figure 5. The norm of the electric (left) and magnetic (right) field, for ω = 2 and
φ = pi/2.
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