We present an algorithm-independent theory of statistical accuracy attainable in emission tomography. Let I denote the tracer density as a function of position (i.e., f is the underlying image). We consider the problem of estimating 4(f) f q5(x)f(x) dx, where 4' is a smooth function, given n independent observations distributed according to the Radon transform of f. Assuming only that f is bounded above and below away from 0, we construct minimum-variance unbiased (MVU) estimators for c1(f). By definition, the variance of the MVU estimator is a best-possible lower bound (depending on and 1) on the variance ofunbiased estimators of(f). The analysis gives a geometrical explanation of when and by how much estimators based on the standard filtered-backprojection reconstruction algorithm may be improved.
INTRODUCTION Definition 1.Let d denote d-dimensional Euclidean space. Let C denote the set of lines in 1R2
(G is mnemonic for affine Grassmann manifold). The Radon transform of f: IP2 -pI is defined to be the function Rf: G -p which maps 1 E G to the line integral of f over 1.
Emission computed tomography (ECT) consists of estimating the density, f, of a radioactive tracer in a subject as a function of position by external detection of emitted photons. Since the probability of a photon traveling along a given line through the subject is proportional to the integral of f along that line, the probability density function (p.d.f.) of the observations is given by the (appropriately scaled) Radon transform of f. In this paper, we will quantify the statistical difficulty of estimating quantities of the form cI(f) f di(x)f(x) dx, where 4 is a smooth function. We term these quantities integral functionals of f generated by smooth functions or, more briefly, smooth functionals. For example, if 4 approximates the indicator function of a pixel or region of interest (ROl), then 4(f) approximates the fraction of activity in that pixel or ROl.
Under minimal assumptions about 1 we shall construct minimum-variance unbiased (MVU) estimators for smooth functionals. By definition, the variance of these estimators gives a bestpossible lower bound on the variance attainable by any unbiased estimator. It therefore provides an algorithm-independent measure of how well such functionals can be estimated. Moreover, the analysis reveals a geometrical relationship between the MVU estimator and the estimator based upon the standard filtered-backprojection reconstruction algorithm commonly used in medical imaging. Remark 1.2 The MVU estimator will be seen to depend on f. Since, in practice, 1 is unknown, one cannot attain the bound simply by just applying the MVU estimator. However, as will be discussed in sec. 7, the analysis gives insight into how one might construct practical estimators whose performance approaches that of the MVU estimator. Definition 1.3 We model the locations of radioactive disintegrations as independent random vanables distributed according to a p.d.f., f, on the unit disk D C JR2. Let rc C denote the set of lines in that intersect D. Given that the ith radioactive disintegration occurs at XE D, the line along which the resulting photon(s) travel will be modeled as a random line l r through x2 with uniformly-distributed orientation. We model these onientations as being independent of the xi and each other so that the l are independent random variables. It can then be shown that the ii are distributed according to the probability density ir'Rf on F. For convenience, we define Tf rr'Rf. Definition 1.4 Define P to be the set of p.d.f.s on D that are bounded above and below away from 0. In what follows, we will consider the problem of estimating the functional (f) given n independent, identically distributed (i.i.d.) observations distributed according to Tf. We will assume that f E P and that q5 is smooth. Remark 1.5 The reason we assume 4 is smooth and thereby exclude indicator functions is that, under the minimal assumptions we want to make about f, the problem of estimating integral functionais generated by indicator functions is statistically ill-posed.3 Previous workers have avoided this difficulty by making strong assumptions about the form of f. The approach taken here obviates the need for strong assumptions about f by placing strong conditions on . Definition 1.6 An estimator 4 is said to be an unbiased estimator of (f) if E1 = (f) for all I E 2, where E1 denotes mathematical expectation under the statistical hypothesis f. An estimator is said to be minimum-variance unbiased (MVU) at fo if its variance at fo is minimal with respect to that of all unbiased estimators. An estimator is said to be uniformly MVU if it is MVU at all I El'.
Estimation of Smooth Integral Functionals in ECT

Outline of Paper
In sec. 2, we review concepts related to the Radon transform. In sec. 3, we discuss the representation of smooth functionals on P by functions on r and construct MVU estimators in the class of linear estimators. In sec. 4, we show that the linear estimators constructed in sec. 3 are actually MVU estimators in the class of all estimators. In sec. 5, we discuss concrete representations of the estimators constructed in sec. 3. In sec. 6, we consider the special case where ç5 is a Gaussian p.d.f.. Some concluding remarks are given in sec. 7. Remark 1.7 Due to space limitations, most ofthe proofs in this paper are omitted and the remainder are just briefly sketched. Detailed proofs may be found in a technical report by the author. 4 2 THE RADON TRANSFORM 2.1 The Radon transform and its adjoint Definition 2.1 Define (cos 9, sin 9) J12. We will use the coordinates (9, s) to refer to the line through sO that is perpendicular to 8. We write the integral of a function g on G as fG g(8, s) ds dO Jo f_g(O,s)dsd8. Definition 2.2 We shall be dealing with a number of sets on which there is some fixed notion of differentiation and integration, e.g., a function on G can be differentiated with respect to 9 and s and integrated according to the formula given in def. 2.1 . In order to avoid repetition, we shall generically denote a set equipped with some fixed notion of differentiation and integration by X. This idea can be made precise by taking X to be a volume manifold. The reader who is unfamifiar with manifolds will lose little by using the preceding intuitive definition of X. Definition 2.3 Let X be as in def. 2.2. Define L' (X) to be the set of absolutely-integrable realvalued functions on X. Define L°°(X) to be the set of bounded real-valued functions on X. 
L2 Theory
For our statistical investigations, we need to consider the Radon transform on spaces of squareintegrable functions. Definition 2.7 Let X be as in def. 2.2 and fo E L°°(X). The space of real-valued functions f on X such that If il2(x,fo) Ix f2(x)fo(x) dx < oo will be denoted by L2(X, fo). When fo = 1, we simply write L2(X). L2(X, fo) is a Hilbert space when equipped with the inner product Remark 2.9 In def. 2.8, we were able to obtain the Radon transform on L2(D) essentially by restriction of the Radon transform on L' (1I2). In the case of the adjoint operator, we cannot simply obtain T* by restriction of R* since L2(r) properly contains L°°(r) and R* is only defined on bounded functions. However, functions in L2(r) can be approximated arbitrarily closely by functions in L°°(r) and thus T* can be obtained essentially by a continuous extension of r' R* L°°(G). Intuitively, this means that T* amounts to a scaled backprojection operator. For functions on G, we define I_i to act on the second, or "s" variable.
Inversion of the Radon transform
Remark 2.12 In the context of medical imaging, 1' acting on functions on C is the "ramp filter"
in the "filtered-backprojection" algorithm. Theorem 2.13 Let E S(II2). Then q5 = R*I_lRcb. I Remark 2.14 Thm. 2.13 is just the "filtered backprojection" algorithm in medical imaging. The Radon transform of 4, R, is ramp-filtered (1') and backprojected (R*) to recover ç5.
MVU LINEAR ESTIMATORS
We start by considering a restricted class of estimators, the so-called linear estimators, for smooth functionals. We shall construct estimators that are MVU within this restricted class, which we term MVU linear estimators.
The Planar-Imaging Problem
We start by considering the estimation of (f) given n i.i.d. observations distributed according to f itself, which we term the planar-imaging problem.
Definition 3.1 Let v E L2(D).
We define the linear estimator generated by v to be the function given by (x1,.. ., x,) i-n >v(x). Remark 3.14 The standard approach to quantifying the fraction of activity in a fUJI may be termed the "filtered backprojection and integration" algorithm, i.e., one estimates the image by an estimate f using the filtered backprojection algorithm and computes the integral of f over the ROT. This standard procedure is essentially equivalent to the linear estimator generated by F, where q5 is an smooth approximation to the indicator function of the ROT.'
Prop. 3.13 establishes the existence of an unbiased linear estimator. The next proposition addresses its uniqueness. 
Proposition 3.19 Let fo E P. Then N(T0) = T0L2(D).
Proof This is just the Hubert space analogue of the familiar fact from linear algebra that the range space of a real matrix is orthogonal to the nulispace of its transpose. N Corollary 3.20 N(T) = {O} if and only ifTf0L2(D) is dense in L2(r, TI0). N Intuitively, prop. 3.19 tells us that the generators of unbiased linear estimators differ by functions that are orthogonal to the range ofthe Radon transform. In sec. 5, we shall see that N(T70) is infinite dimensional, implying there is an infinite-dimensional space of unbiased linear estimators. In the remainder of this section, we shall given a somewhat abstract construction of MVU linear estimators for the ECT problem. Concrete construction of these estimators is discussed in sec. 5 Definition 3.21 Let L be a subspace of a Hubert space H. L is said to be closed if L =L. If L is closed and g E H, there is a unique element PL9E L, termed the projection of g onto L, such that II -PLIIH = iflfg'EL 19 -g'IIH, i.e. , pg is the element of L that is closest to g. It has the property g -pg E L-'-. We have the formulas g = pjg + pg and Remark 3.23 Under the assumption that f E P, the above theory extends to any çb e C00(It2).
Indeed, for any 5 E C00(lP2) one can find a (J5' E S(112) that is equal to ç5 on D and thus generates the same functional on P as çt.
MVU ESTIMATORS
In this section, we will show that the MVU linear estimators constructed in sec. 3 are actually MVU estimators in the class of all estimators. Theorem 4.1 Let çb E S(1R2). The estimator generated by ç5 is a uniformly MVU estimator for 4'(f) in the planar-imaging problem.
Proof. Let fo e P and define ft : D -IR by ft {1 + t[ç5 -(fo)J}fo. We consider the onedimensional subproblem of estimating (ft) from n i.i.d. observations distributed according to ft. The Cramér-Rao inequality2 is used to show that the variance of any unbiased estimator of 4(ft) at fo is bounded below by the variance of the linear estimator generated by q5. N Theorem 4.2 Let fo E 2, go = Tf0, and q5 E S(1R2). The estimator generated by b pT1 L2(D)Fc is an MVU estimator for c1(f) at fo in the ECT problem.
Proof. The proof is analogous to that of thm. 4.1 in that the Cramér-Rao inequality is applied to a one-dimensional subproblem to show that the variance of any unbiased estimator cannot be less than that of the MVU linear estimator. U Remark 4.3 Unlike the estimator in thm. 4.1, the MVU estimator in thm. 4.2 depends on fo. It is thus not a uniformly MVU estimator.
CONSTRUCTION OF PROJECTION OPERATORS
By thm. 4.2, the MVU estimator for cI(f) at fo in the ECT problem is generated by T L2(D)F.
Jo
In this section, we will express the projection operator PT10L2(D) in a concrete way. In sec. 5.1, we consider the special case where fo is the uniform distribution on D. The analysis of this special case provides useful building blocks for the analysis of the general case, which is carried out in sec. 5.2.
The Uniform Distribution
Definition 5.1 A subset of a Hilbert space H is said to be orthonormal if each of its elements has norm 1 and distinct elements are orthogonal to each other. An orthonormal subset is said to be an orthonormal basis if its linear span in dense in H. If {x2} is an orthonormal basis for a Hubert space H, then each x H can be expressed as x = E(xjIx)Hxj and I)xIl= E(xIx). We noted in rem. 3.14 that the estimator generated by Fçb roughly corresponds to applying the filtered-backprojection algorithm and taking a weighed integral of the result. We shall therefore refer to it as the standard algorithm. We conclude this section by showing there is an important special case where the standard algorithm coincides with the MVU algorithm. The results are obtained by using the explicit orthonormal bases described above. Definition 5.5 A function : 1R2 ' is said to be radial if it can be written as a function of lxi alone, i.e., if 4(xi) = (x2) for all x1, X2 E R2 such that lxii = x2j. Proposition 5.6 Suppose E S(II2) is radial. Then p. L2(D)F = F4, so the estimator generated by Fq5 is an MVU estimator for (f) at f, in the ECT problem. •
The General Case
Remark 5.7 Given a countable, linearly-independent subset of a Hubert space, there is a standard procedure, the Gram-Schmidt procedure, for constructing an orthonormal subset with the same linear span. We shall refer to this procedure as orthonormalizing. 
GAUSSIAN FUNCTIONALS
In this section, we shall consider the special case where the integral functional is generated by a Gaussian p.d.f.. We shall refer to such functionals as Gaussian functionals. In sec. 6.1, we give an explicit observation-space representation for Gaussian functionals. In sec. 6.2, we specialize to the case of radial Gaussian functionals. fig. 2 . The lower half of fig. 1 is similar to the upper half, except that the Gaussian p.d.f. is centered at a = (1, 0) instead of at the origin. Fig. 3 is identical to fig. 2 except that o = 0.5 instead of c = 0.1. Example 6.3 We consider the estimation of the functional generated by a Gaussian p.d.f. centered at a = (1, 0) with o = 0.5, which was illustrated on the lower left of fig. 3 . The standard estimator is generated by F(i,o),os, which was illustrated in the lower right of fig. 3 . The MVU estimator at f, is generated by T L2 (D)F(1,o) ,o.5 which is illustrated on the left of fig. 4 . The difference Fq5(i ,O), -Tf L2(D)(1 0)0.5, which backprojects to O is illustrated on the right of fig. 4 . In this particular case, the variance of the standard estimator is O.087n', while the variance of the MVU estimator is O.066n'. Thus, in this case, the variance of the standard estimator is more than 30% higher than that of the MVU estimator.
General Gaussian Functionals
Radial Gaussian Functionals
Proposition 6.4 Let çt, be a zeromean Gaussian p.d.f. with covariance matrix o21. Asymptotically as o -+ 0, the variance of the MVU estimator for (f) at f, is given by 1/4ir2o2n in the planar imaging problem and 1/8ir/2on in the ECT problem. R Remark 6.5 For radial Gaussian functionals, the MVU estimator at f coincides with the standard estimator. We now present an example that shows this estimator can be very suboptimal at fo fu. Example 6.6 Let be radial Gaussian with o = 0.5. Then the MVU estimator at f is generated by Fq5 and its variance at f is 0.087n'. Now suppose that fo is highly concentrated about the point (0, 0.63) E D. Then go = Tb is highly concentrated about the curve 9 -(9, 0.63 sin 0) and we can approximate the integral j g(0, s)go(O, s) ds dO by ir' f g(O, 0.63 sin 9) dO. Using this approximation, the variance ofthe estimator generated by Fb at fo is 0.04683n1. From prop. 5.8, the function a2,o/IIa2,olIL2(r,go) is a unit vector ofN(T7). The squared inner product ofthis function with Fç5 in L2(r, go) is 0.04594, which implies that the variance of the MVU estimator at fo is at most 0.00089n'. Thus in this, admittedly extreme, example, the variance of the MVU estimator is less than the variance of the standard estimator by a factor of more than 50.
DISCUSSION
The results in this paper give best-possible lower bounds on the variance of unbiased estimation of smooth functionals in the planar imaging and ECT problems. They can be used as a benchmark in assessing the performance of image reconstruction and quantification aigorithms. Appropriately generalized, they can also be used as a design tool for assessing the performance that is achievable by new imaging devices.
The numerical results show that, in some cases, the MVU estimator for (f) has significantly less variance than the estimator generated by Fq5. Since the latter estimator corresponds roughly to the standard algorithm used in medical imaging practice, the results suggest that improvement of the standard estimator is possible. More extensive evaluation of the bound should help delineate the conditions under which significant improvement over the standard estimator is possible.
It should be emphasized that the MVU estimators for the ECT problem constructed in this paper are only minimum variance at particular points fo E 2. There is no guarantee that they will perform well for all f E 2. Nevertheless, they suggest an heuristic approach to constructing algorithms which will perform well at all I E 2. The idea is that, given a sufficient number of observations, one can construct a good auxiliary estimate f of I and then apply the MVU estimator at f. We are currently investigating such estimators. 
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