We study a parabolic SPDE driven by a white noise and a compensated Poisson measure. We ÿrst deÿne the solutions in a weak sense, and we prove the existence and the uniqueness of a weak solution. Then we use the Malliavin calculus in order to show that under some non-degeneracy assumptions, the law of the weak solution admits a density with respect to the Lebesgue measure. To this aim, we introduce two derivative operators associated with the white noise and the Poisson measure. The one associated with the Poisson measure is studied in detail. c 2000 Elsevier Science B.V. All rights reserved.
Introduction
Let T ¿ 0 be a positive time, let ( ; F; (F t ) t∈[0;T ] ; P) be a probability space, and let L be a positive real number. We consider In this paper, we ÿrst prove the existence and uniqueness of a weak solution {V (x; t)} to (0.1). Then we show, in the case where q(d z) admits a su ciently regular density, and under some non-degeneracy conditions, that the law of V (x; t) is absolutely continuous with respect to the Lebesgue measure as soon as t ¿ 0.
Parabolic SPDEs driven by a white noise, i.e. Eq. (0.1) with h ≡ 0, have been introduced by Walsh (1981 Walsh ( , 1986 . Walsh (1986) deÿnes his weak solutions, then he proves a theorem of existence, uniqueness and regularity. Since then, various properties of Walsh's equation have been investigated. In particular, the Malliavin calculus has been developed by Pardoux and Zhang (1993) , and Bally and Pardoux (1998) .
But Walsh builds his equation in order to model a discontinuous neurophysiological phenomenon. Walsh (1981) explains that the white noise W approximates a Poisson point process. This approximation is realistic because there are many jumps, and the jumps are very small, but in any case, the observed phenomenon is discontinuous. However, SPDEs with jumps are much less known. In the case where f ≡ 0, Saint Loubert BiÃ e (1998) has studied the existence, uniqueness, regularity, and stochastic variational calculus. We prove here a result of existence and uniqueness, because we deÿne in a slighlty di erent way the weak solutions, and also because Saint Loubert BiÃ e does not study exactly the same equation. Furthermore, his result about the absolute continuity does not extend to the present case.
The Malliavin calculus for jump processes we will build extends the work of Bichteler et al. (1987) , who study di usion processes with jumps. We cannot apply directly their methods, essentially because the weak solution of (0.1) is not a semi-martingale. Bichteler et al. (1987) , use a "scalar product of derivation", which does not allow to obtain satisfying results in the present case (see Saint Loubert BiÃ e, 1998). Thus we have to introduce a real "derivative operator", which gives more information.
Our method is also inspired by the paper of Bally and Pardoux (1998) , who prove the existence of a smooth density in the case where h ≡ 0.
The present work is organized as follows. In Section 1, we deÿne the solutions of (0.1) in a weak sense, which is easy in the continuous case but slightly more di cult here, because there are "predictability" problems. Then we state our main results. An existence and uniqueness result is proved in Section 2. We study the existence of a density for the law of the weak solution in Section 3. Finally, an appendix is given at the end of the paper.
Statement of the main results
In the whole work, we assume that ( ; F; {F t } t∈[0;T ] ; P) is the canonical product probability space associated with W and N . In particular, T ] if dP(!) dy ds-a.e., Y(y; s)(!) = X (y; s)(!).
• Of class PV if it is bounded in L 2 and if it is a weak version of a predictable process.
We now deÿne the stochastic integrals we will use. Deÿnition 1.2. Let Y be a process that admits a predictable weak version Y − . Let be a measurable function such that The obtained random variable does not depend on the choice of the predictable version, up to a P(d!)-negligible set. We deÿne in the same way the stochastic integral against the white noise.
Using the classical stochastic integration theory (see Jacod and Shiryaev, 1987, pp. 71-74; Walsh, 1986, pp. 292-298) , we deduce, since Y − = Y dP dy ds-a.e., that (1.6)
We would now like to deÿne the weak solutions of (0.1). First, we suppose the following conditions, which in particular allow all the integrals below to be well deÿned.
Assumption (H). f and g satisfy some global Lipschitz conditions on R, h is measurable on R × R, and there exists a positive function Á ∈ L 2 (R; q) such that for all x; y; z ∈ R, |h(0; z)|6Á(z) and |h(x; z) − h(y; z)|6Á(z)|x − y|:
(1.7) and bounded. Following Walsh (1981 ,1986 , or Saint Loubert BiÃ e (1998), we deÿne the weak solutions of (0.1) by using an evolution equation. Let G t (x; y) be the Green kernel of the deterministic system:
This means that G t (x; y) is the solution of the system with initial condition a Dirac mass at y. It is well known that
All the properties of G that we will use can be found in the appendix. Now we can deÿne the weak solutions of Eq. (0.1).
Deÿnition 1.3. Assume (H) and (D)
. A process V of class PV is said to be a weak solution of (0.1) if for all x in [0; L], all t ¿ 0, a.s.
where we have used Deÿnition 1.2.
Let us ÿnally state our ÿrst result.
Theorem 1.4. Assume (H) and (D). Eq. (0:1) admits a unique solution V ∈ PV in the sense of Deÿnition 1:3. The uniqueness holds in the sense that if V ∈ PV is another weak solution; then V and V are two versions of the same process, i.e. for each x; t; a.s.; V(x; t) = V (x; t).
It is not standard to work with predictable weak versions. In the continuous case, no such problem appears, and the classical di usion processes with jumps are a.s. cÂ adlÂ ag. But here, the paths of a weak solution cannot be cÂ adlÂ ag in time. Indeed, this is even impossible in the much simpler case where V 0 = 1, f = g = 0, h(x; z) = 1, where q(R)¡∞, and where the Poisson measure is not compensated. In such a case, the Poisson measure is ÿnite, thus it can be written as N = i=1 {Ti; Xi; Zi} , and hence the weak solution of (0.1) is given by
In this case, we see that for each ! ∈ satisfying (!)¿1, the map t → V (X 1 (!); t)(!) explodes when t decreases to T 1 (!).
We are now interested in the Malliavin calculus. We thus suppose some more conditions. First, the intensity measure of N has to be su ciently "regular".
Assumption (M) . N has the intensity measure (ds; dy; d z) = '(z)1 O (z) ds dy d z, where O is an open subset of R, and ' is a strictly positive C 1 function on O.
The functions f, g, h also have to be regular enough.
Assumption (H ). f and g are C 1 functions on R, and their derivatives are bounded. The function h(x; z) on R × O admits the continuous partial derivatives h z , h x , and h zx = h xz .There exist a constant K and a function Á ∈ L 2 (O; '(z) dz) such that for all
(1.11)
Note that (H ) is stronger than (H). Let be a strictly positive C 1 function on O such that and are bounded, and such that
This "weight function" can be chosen according to the parameters of (0.1). The next condition is technical.
Assumption (S).
There exists a family of C 1 positive functions K on O, with compact support (in O), bounded by 1, and such that
We ÿnally suppose one of the following non-degeneracy conditions:
(1.14)
Assumption (EP2). We set H = {z ∈ O=∀x ∈ R; h z (x; z) = 0}. There exist some constants C 0 ¿ 0, r 0 ∈ ] 3 4 ; 1[, and 0 ¿0 such that for all ¿ 0 ,
Our second main result is the next theorem.
Theorem 1.5. Assume (M), (D), (H ), and (S). Let V be the unique weak solution of (0:1) in the sense of Deÿnition 1:3; and let (x; t) ∈ [0; L] × ]0; T ]. Then under one of the assumptions (EW), (EP1) or (EP2), the law of V (x; t) admits a density with respect to the Lebesgue measure on R.
We will use two derivative operators. The ÿrst one, associated with the white noise, is classical (see Nualart, 1995) . The second operator, associated with the Poisson measure, is inspired from Bichteler et al. (1987, Chapter IV) . They study the Malliavin calculus for di usion processes with jumps, in the case where the intensity measure of the Poisson measure is 1 O (z) ds d z. Furthermore, they do not use any derivative operator: they work with a "scalar product of derivation", which gives less information. Using this method, we could probably prove Theorem 1.5 only under (EP1).
Our theorem gives in fact two results: the law of V (x; t) admits a density either owing to W or owing to N . It seems to be very di cult to state a "joint" non-degeneracy condition (see Section 3.5).
Assumption (EW) looks reasonable: although Pardoux and Zhang prove this theorem under a really less stringent assumption when h = 0 in Pardoux and Zhang (1993) (it su ces that ∃y ∈ [0; L] such that f(V 0 (y)) = 0), they use the continuity of their solution. The ÿrst condition in (EP1) (f = 0, h x ¿0, h x 6Á) is very stringent, but the second one might be optimal: Bichteler et al. also have to assume this kind of condition. Finally, (EP2) is much more general, but it is a uniform non-degeneracy assumption.
St Loubert BiÃ e proves (1998) the existence of a density under the assumption f = 0, an hypothesis less stringent than (M), an assumption quite similar to (H ), and under (h1) or (h2) below (the notations are adapted to our context):
; h x ¿0, and something like (EP1), but depending on the solution process V.
Condition (h1) is very restrictive, and (h2) is not very tractable: one has to know the behaviour of the weak solution. Saint Loubert BiÃ e uses in both case the positivity of N (as in the proof of Theorem 1.5 under (EP1)). However, since the white noise is signed, this method cannot be extended to the case where f ≡0. That is why in this work, the most interesting assumption is probably (EP2).
Let us ÿnally give examples about assumptions (S) and (EP2).
Remark 1.6. Assume that O = R. Then (S) is satisÿed for any '; Á; and any choice of .
Proof. It su ces to choose a family of C 1 positive functions of the form
such that |K (z)|61 {|z|∈[1= ; 1= +2} . Using the Lebesgue Theorem and the fact that Á 2 ∈ L 1 (R; '(z) dz), (1.13) is immediate.
Example 1. Assume that O = R, and that ' is a C 1 function on R satisfying, for some K ¿ a ¿ 0, K ¿ ' ¿ a. We consider a function h(x; z) = c(x)Á(z), where c is a strictly positive C 1 function on R of which the derivative is bounded. Á has to be C 1 on R, to belong to L 2 (R; '(z) dz), and Á must be bounded. . We consider a function h(x; z)=c(x)Á(z), where c is a strictly positive C 1 function on R the derivative of which is bounded, and where Á(z) = z , for some ¿ 1 ∨ (r − 1)=2 ∨ (7 − r)=6. Then 
An explicit computation shows that (S) is satisÿed if ÿ ¿ r + 1 − 2 and if ¿ 1. Since ¿ (7 − r)=6 and r ¿ Bichteler et al. (1987) assume this kind of condition about .
Existence and uniqueness
In this short section, we sketch the proof of Theorem 1.4. We begin with a fundamental lemma.
Lemma 2.1. Assume (H). Let Y be a process of class PV. Then the processes
Proof. Let us for example prove the lemma for U . First note that U is bounded in L 2 owing to (1.4), (H), the fact that Y is bounded in L 2 , and (A.3). We still have to prove that U admits a predictable weak version. We know from Walsh (1986, p. 323) 
We can thus approximate U (x; t) by
which clearly admits a predictable version since for each k; k (x)e − k t is deterministic and the process
is a cÂ adlÂ ag martingale. Using (1.4), (H), and (2.4), one easily checks that, when N goes to inÿnity,
Since for each N; U N admits a predictable version, and since there exists a subsequence of U N going dP d x dt-a.e. to U , we deduce that U admits a predictable weak version. Let us remark that even if Y is a predictable process, the process U deÿned by (2.1) is not a priori predictable, but only admits a predictable weak version.
Proof of Theorem 1.4. The uniqueness easily follows from Gronwall's lemma applied to the function (t) = sup x E((V (x; t) − V (x; t)) 2 ). Let us prove the existence. To this aim, we ÿrst build the following Picard approximations:
Due to (D) and (A.2), V 0 is deterministic and bounded. We deduce from Lemma 2.1 that for each n, V n is well-deÿned and is of class PV. A simple computation using (1.4) -(1.6), assumption (H), and (A.2), shows that for each n¿1,
We now set n (t) = sup x E((V n+1 (x; t) − V n (x; t)) 2 ). We obtain, iterating once (2.7), and using the fact that
Since 0 is bounded (because of (D)), we deduce from the ÿrst inequality in (2.8) that 1 is also bounded. Thus Picard's lemma allows to conclude that
and hence,
This clearly implies the existence of a process V bounded in L 2 such that, when n tends to inÿnity,
This process belongs to PV: for each n, there exists a predictable process V n − which is a weak version of V n , and it is clear that V n − goes to V dP d x dt-a.e. Finally, making n go to inÿnity in (2.6) (by using (2.11)), we see that V satisÿes (1.10). The proof is completed.
The Malliavin calculus
The aim of this main section is to prove Theorem 1.5. In Section 3.1, we will deÿne some derivative operators. In Section 3.2, we will state the main properties of these operators, and derive a criterion of absolute continuity. We will say how to "di erentiate" stochastic integrals in Section 3.3, and then "di erentiate" the weak solution of (0.1) in Section 3.4. We will conclude in Section 3.5. In the whole section, we will assume at least (M), (D), (H ), and (S).
The derivative operators
We denote by
) the set of C p functions on R d with compact support (resp. of which the derivatives of order 1 to p are bounded). As stated previously, we will deÿne two derivative operators.
We begin with the derivative operator associated with the Poisson measure. We ÿrst denote by CL the set of measurable functions l(s; y; z)
where
We ÿnally deÿne a scalar product. If S ; ; (!) and
Then one gets easily, for all X and Y in S N ,
By adapting Bichteler et al. (1987, Proposition 9(3) , p. 113), we check in the lemma below that L N is well deÿned: if X = F(N (f 1 ); : : : ; N (f d )) = G(N (g 1 ); : : : ; N (g q )), then using one expression or the other will give the same L N X .
Proof. We assume that is the set of the integer valued measures on
Let ! ∈ and (t; x; z) ∈ supp ! be ÿxed. We set ! = ! − (t; x; z) , and for ∈ ; ! = ! + (t; x; z+ ) , where is a neighbourhood of 0 in R such that z + ⊂ O. Then ! and ! are in . We set X t; x; z ( ) = X (! ) = F(! (f 1 ) + f 1 (t; x; z + ); : : : ; ! (f k ) + f k (t; x; z + )):
Then X t; x; z vanishes identically, and is C 2 in . We deduce that
Writing this explicitly, and summing the obtained expression on all the points (t; x; z) ∈ supp !, we get L N X (!) = 0.
We thus see that for each ! ∈ , D N X (!) is well deÿned up to an N (!)-negligible set: we could replace D N ; ; X (!) with anything when N (!; { ; ; }) = 0. In order to understand this notion of derivative, assume that is the canonical space associated with N . Then every ! ∈ is a counting measure on
The following lemma can be proved as Proposition 9(3), (d), p. 113 in Bichteler et al. (1987) .
We deduce from (3.6) the following lemma, which shows that D N is closable.
Lemma 3.3. Let Z n be a sequence of S N which goes to 0 in L 2 . Assume that there exists
Proof. Let X be in S N . The Cauchy-Schwarz inequality yields
But, owing to Lemma 3.2, E( D N Z n ; D N X N ) = −2E(Z n L N X ). Since Z n goes to 0 in L 2 , we deduce that E( S; D N X N ) = 0. Then we apply this with X = Z k , and we let k go to inÿnity. We now deÿne the derivative operator associated with the white noise. First, we deÿne the domain of the "smooth variables":
The following lemma can be found in Nualart (1995, p. 26) .
Lemma 3.4. Let Z n be a sequence of
Now, we can build the operators on the product space. The smooth variables domain is The scalar products are denoted as previously, and we see that if X and Z are in S, then X , Z, and D W X; D W Z leb are bounded; and Remark 3.5. We have extended D W and D N to D 2 ; and the weak solution of (0:1) will belong to this space. But no integration by parts formula (like (3.6)) hold on D 2 ; because L N cannot be extended to this space. Nevertheless, the "di erentiability" of our solution will allow us to prove Theorem 1.5. Notation 3.6. We will denote by {T n } n¿0 a sequence of stopping times, by {(X n ; Z n )} n¿0 a sequence of [0; L] × O-valued random variables, such that for each n, (X n ; Z n ) is F Tn -measurable, and such that
(3.14)
Remark 3.7.
(1) The way we have closed (S N ; D N ) shows that if X ∈ D 2 ; and if Y = X a.s., then Y ∈ D 2 ; and a.s.,
(2) Let S ; ; (!) and
In the whole sequel, the notation "S ; ; = S ; ; " or "S = S " will mean a:s:;
S − S N = 0 (3.16) which is the same as a:s:; ∀ n ∈ N; S Xn; Tn; Zn = S Xn; Tn; Zn : (3.17) (3) Let X be a random variable, eventually deÿned a.s. (X may be a stochastic integral; : : :). In order to prove that X ∈ D 2 and that, for some it su ces to ÿnd a sequence {X n } in S (or in D 2 ) such that, when n goes to inÿnity,
Properties of the derivative operators
We now give the usual properties of our derivative operators. We omit the proofs of the two ÿrst ones, because the results are well known in the Gaussian context (we refer to Nualart, 1995) , and the adaptations are easy.
Proposition 3.8. D 2 ; endowed with the following scalar product; is Hilbert: We carry on with a proposition which deals with the conditional expectations. Proof. 1. Let s ∈ [0; T ] and Z = F(W (f 1 ); : : : ; W (f m ); N (g 1 ); : : : ; N (g d )) ∈ S. We set
Then for each i; W ( f i ) and N ( g i ) are 
Condition (2) is a straightforward consequence of (1): let Z k be a sequence of
Thus Z k s is Cauchy in D 2 , and thus tends to Y in D 2 . One concludes easily by using (1). (3) Let G (resp. A) be the -ÿeld generated by X (resp. Z). Let X k (resp. Z k ) be a sequence of S going to X (resp. Z) in D 2 . Using the same arguments as in (1), one can check that X k = E(X k |G) (resp. X k = E(X k |G), still belongs to D 2 and converges to X (resp. Z) in D 2 . Furthermore, the variables X ,
The same list of random variables, replacing X and X k with Z and Z k are A-measurable. On the other hand, it is easy to check that for each k, X k Z k ∈ D 2 , and that
is easily proved, using repeatedly the same independence argument.
We ÿnally state the absolute continuity criterion that we will use. This is adapted from Nualart (1995, p. 87). 
Derivation and stochastic integrals
In the evolution equation (1.10), one can see three random integrals. In order to apply Theorem 3.11, we have to compute their derivatives. We begin with a remark which might avoid confusion. Let us now deÿne a class of processes the integrals of which will belong to D 2 .
Deÿnition 3.13. Let Y be a process of class PV. We will say that Y is D 2 -PV if the following conditions hold: This is a straightforward consequence of Proposition 3.10(1). The following Remark is a well-known fact about Hilbert spaces, and will allow to "separate" the variables y; s and ! in the stochastic integrals. Proof.
(1) The only problem is to prove that k is measurable, which follows from the properties of a D 2 -PV process, since
The second part can be proved in the same way as Proposition 3.10.
We will also need the following deÿnition.
Deÿnition 3.17. Let S ; ; (!; y; s) be function on
We will say that S belongs to the class DN if sup y; s E( S(y; s) N ) ¡ ∞ and if for each n¿0, the process S Xn; Tn; Zn (y; s) admits a predictable weak version, and vanishes when T n ¿ s.
These conditions, which are satisÿed by the derivative related to N of a D 2 -PV process, will allow to prove the Technical (but fundamental) Lemma 3.18. Let us notice that if S is such a function, then S(y; s) N admits a predictable weak version (this is immediate by using Notation 3:6). The following lemma takes the place of the L 2 -isometry which is constantly used in the Gaussian case. The functions f; g; h are the parameters of (0.1), and satisfy (H ).
Lemma 3.18. Let Y be a process of class PV; and let S be in DN. We set; for 6t : 
×'(z) dz dy ds: (3.34)
Note here again that the integrals in (3.31) are not well deÿned for each ; ; . Once again, we mean here that ; ; have to be replaced by X n ; T n ; Z n .
Proof. We ÿrst notice that if (3.32) -(3.34) hold, the lemma will follow easily, by using an easy adaptation of Lemma 2.1. Let us for example check (3.34). Using Notation 3:6, and applying Fubini's Theorem (everything is positive), we obtain
Xn; Tn; Zn (x; t)]
But we know that (Z n )S Xn; Tn; Zn (y; s) = (Z n )S Xn; Tn; Zn (y; s)1 {Tn6s} belongs to PV. We thus can apply (1.4):
Xn; Tn; Zn (y; s))'(z) dz dy ds: We conclude by using again Fubini's Theorem. Now we can state the main proposition of this section:
Proposition 3.19. Let Y belong to D 2 -PV. Let us consider the following processes: Note that the obtained derivatives do not depend on the choice for the predictable weak version Y − of Y . Indeed, if Y − is another predictable weak version of Y , then it is clear that for each x, t, a.s.,
We will only prove the proposition for U 3 (x; t), because the other cases are simpler and can be proved similarly. We begin with a lemma: 
Proof. This lemma is an easy extension of Proposition 3.9(3). Let {T } be a family of C ∞ functions on R, such that |T |61,
and |T (u)|6|u|:
On the other hand, using assumption (S), we consider a family {K } of C 1 positive functions on O, bounded by (1), with compact support (in O), and satisfying
We set G (s; y; z) = T (G t−s (x; y))T ( (s; y; z))K (z)1 {s6t} :
Then G satisÿes the conditions of Proposition 3.9(3):
Thus,Ñ (G ) ∈ D 2 , and
One easily checks, by using the Lebesgue Theorem and (3.37), thatÑ (G ) goes tõ N (G) in L 2 , and that
tends to 0. This yields the result.
Proof of Proposition 3.19 for U = U 3 .
Step 1: If z is ÿxed, h(:; z) is C 1 b on R. Hence, using Proposition 3.9(1), for every (x; t) ; z) ∈ D 2 , and we have We know that for all k, k is measurable. Furthermore,
Using Lebesgue's Theorem and (H ), we see that
is of class C 1 in z, and that its derivative is bounded. On the other hand, since h z ( : ; z) is of class C 1 b , Proposition 3.9(1) shows that h z (Y (y; s); z) belongs to D 2 , allows to compute its derivatives, and to see that (due to (H )):
We see also that h z (Y (y; s); z) = k¿0 ( k ) z (y; s; z)Z k in D 2 . Because of Remark 3.14, setting Z Step 2: Let us ÿrst show that for each k,
belongs to D 2 , and let us compute its derivatives. It is really useful to use the sequence Z k s , because the processes k (y; s; z)Z k do not a priori admit predictable weak versions. We use a PÃ eano approximation for Z k s : if 06s6T , we set s n = sup{(i=n)T (i=n)T ¡s}∨0. Then we consider
Since Z k (i=n)T belongs to D 2 and is F (i=n)T -measurable, since k satisÿes the assumptions of Lemma 3.20, this lemma and Proposition 3.10 (3) allow us to say thatŨ k n (x; t) ∈ D 2 , and
and, by the same way,
Thus, we set
We still have to check the convergence in D 2 . First, because of (1.4), and since 2 ) goes to 0. This expectation is also bounded, and G 2 t−s (x; y) belongs to L 1 (dy ds): Lebesgue's Theorem (for dy ds) yields the convergence.
On the other hand,
The ÿrst part in this expression tends to 0 as above. Lemma 3.18 allows us to upperbound the second one with 
Finally, one can prove as well that
n (x; t) leb ] tends to 0.
Step 3: We now approximate U (x; t) with
Using the ÿrst step, we know that U N (x; t) belongs to D 2 , and that ( N (y; s; z) is deÿned by Eq. (3.39)):
N (y; s; z)Ñ (ds; dy; d z);
N (y; s; z)Ñ (ds; dy; d z):
We now denote by D W ; U (x; t) and D N ; ; U (x; t) the expressions of the statement, even if we still do not know if these are really the derivatives of U (x; t). First, using (1.4),
This goes to 0 by the Lebesgue Theorem, and owing to (3.40) and (3.41). Furthermore,
The ÿrst term tends to 0 as above (because of (3.42) and (3.43)). We upper-bound the second one, by using Lemma 3.18, with
which goes also to 0 owing to the Lebesgue Theorem. The third convergence can be checked by the same way.
Step 4: We still have to prove that U (x; t) belongs to D 2 -PV. First, U is predictable, as D W ; U (x; t) if ; are ÿxed. The global measurability of D W ; U (x; t)(!) is obvious, as the predictability of D W ; U (x; t) (for ; ÿxed) and of D N Xn; Tn; Zn U (x; t) (for n¿0 ÿxed). U is classically bounded in L 2 , and E( D N U (x; t) N ) is bounded by Lemma 3.18, (H ), and (A.3). Furthermore, using Fubini's Theorem and (H ),
This is clearly bounded, because Y is D 2 -PV, since Á ∈ L 2 (O; '(z) dz), and due to (A.3).
Derivation of the solution
In order to apply Theorem 3.11, we have to prove that V is in D 2 , and to compute its derivatives. In order to prove this theorem, we will denote by A ; (x; t) and B ; ; (x; t) the solutions of (3.48) and (3.49), then we will check that they are really the derivatives of V . Eqs. (3.48) and (3.49) are in fact "systems". In particular, in the case of Eq. (3.49), we do not want to solve the equation for each ; ; ÿxed, but rather for each n, replacing ; ; with X n ; T n ; Z n . The solution B(x; t) will be considered as taking its values in
Lemma 3.22.
(1) Eq. (3:48) admits a unique solution
such that for each ÿxed ; ; the process A ; (x; t) admits a predictable weak version and such that
The uniqueness holds in the sense that; if A is another solution; then
(2) Eq. (3:49) admits a unique solution
belonging to DN. The solution is unique in the sense that if B is another solution; then
Proof. Let us for example prove (2). The uniqueness follows easily from Lemma 3.18 and assumption (H ). We prove the existence by using a Picard iteration: we set
; ; (x; t) = B One can check recursively, by using Lemma 3.18, that for every n, B n belongs to DN. Then Lemma 3.18, assumption (H ), (A.2), and Picard's Lemma allow us to say that the series with general term
does converge. We conclude easily.
Proof of Theorem 3.21. We consider the Picard approximations of V deÿned in Section 2 by (2.6). It is immediate, by using recursively Proposition 3.19, that for each n, V n belongs to D 2 -PV, and we also have an expression of its derivatives. For example, if V n − is a predictable weak version of V n ,
We already know (see (2.11) in the proof of Theorem 1.4), that V n (x; t) goes to V (x; t) uniformly in L 2 . Thus we just have to check that E( A(x; t) − D W V n (x; t) leb ) and E( B(x; t) − D N V n (x; t) N ) go to 0. We set
One can check that G n+1 (x; t)6K(I n 1 (x; t) + · · · + I n 7 (x; t)), where
and where I First, h zx is bounded, hence
Since sup ; E((V n ( ; ) − V ( ; )) 2 ) tends to 0 (see (2.11)), and using (A.3), we see that I n 1 (x; t)6K 1 n → 0. Lemma 3.18 shows that I n 4 (x; t) equals
Applying H older's inequality (for the measure dy ds, with p = 5 4 and q = 5), we upper-bound I n 4 (x; t) with
The ÿrst part in the product is bounded (see (A.3) in the appendix), and the second one does not depend any more on x; t, so we denote it by K 2 n . Then one can show by using three times the Lebesgue Theorem (for the measures P, '(z) dz, then dy ds), by using (H ), that K 2 n goes to 0.
After a simple computation using Lemma 3.18 and (H ), we see that
We ÿnally obtain
where K n → 0. Hence,
Since 0 is easily bounded, it is standard to deduce that sup [0;T ] n (t) goes to 0. One can show in the same way that sup x; t E[ A(x; t) − D W V n (x; t) leb ] tends to 0, and Theorem 3.21 is proved.
Existence of the density
We have now enough information to prove Theorem 1.5. We consider (x; t) ∈ [0; L]× ]0; T ], and we assume that (M), (D), and (H ) hold. Using Theorems 3.11 and 3.21, we just have to show that a.s.,
is strictly positive under one of the assumptions (EW), (EP1), or (EP2). We did not manage to compute explicitly (x; t). That is why we have to write three proofs: we will show that under (EW), W (x; t) ¿ 0 a.s., and that under (EP1) or (EP2), N (x; t) ¿ 0 a.s.
Existence of the density under (EP1)
We begin with the standard remark:
Remark 3.23. It su ces to prove the result when g ¿c; for an arbitrary c ¿ 0.
Proof. let a ∈ R be ÿxed. Note that the Green kernel associated with the system
is given by H t (x; y) = e −at G t (x; y). Since V is a weak solution of Eq. (0.1), it also is a weak solution of
Hence,
Since g is bounded, since a is arbitrary, and since H behaves in the same way as G, in the sense that 0 ¡ H t (x; y)6G t (x; y), the remark is proved.
Then we see that since V is in D 2 -PV, D N ; ; V (x; t) = 0 as soon as ¿ t. Furthermore, we know (by (EP1)) that f = 0, and that |h x |6Á ∈ L 1 (O; '(z) dz). Thus setting
Let S ; (x; t) be the unique solution (in the sense of Lemma 3.22(2) of the following equation: which of course implies that for each x; t, a.s., N (x; t)= h z (V − (: ; :); :)S(x; t) N . Using Remark 3.23, we can assume that G ¿0. Since h x ¿0, it is obvious that for each x; t, and we just have to check that for any t ¿ 0, any
Since ¿ 0, it su ces to show that for every t ¿ 0, a.s.,
To this aim, we consider the stopping time
and we prove that R = 0 a.s.: since V − is predictable, and since N is a counting measure,
which implies that a.s.,
This contradicts (EP1), except if R = 0 a.s., and Theorem 1.5 is proved under (EP1).
Existence of the density under (EP2)
As under (EP1), we write D N ; ; V (x; t) = h z (V − ( ; ); )S ; (x; t), where S ; (x; t) is the unique solution, in the sense of Lemma 3.22(2), of
(3.55)
A uniqueness argument shows that
Using (EP2), we see that N (x; t) ¿ 0 as soon as
We thus split S ; (x; t) = G t− (x; )1 { 6t} + Q ; (x; t), where The following lemma shows that B (x; t) is small.
Lemma 3.24. There exists C 1 ¿ 0 such that for any ¿ 0; E(B (x; t))6C 1 :
Proof. Using Lemma 3.18 then (H ), we easily obtain E(B (x; t))6K The next lemma will allow to prove that E(e − A (x; t) ) is small (when is large). where the last inequality, which holds as soon as C = ¿ 0 , comes from assumption (EP2). Now we can check that (x; t) ¿ 0 a.s. We notice that for all Á ¿ 0, ¿ 0, and ¿ 0, P( (x; t) ¿ 0) ¿ P( We choose = Á −1 = − where ¿ 0. We obtain, for all ¿ 0 small enough: P( (x; t) ¿ 0)¿1 − exp 1 − C 2 1 r0−(3=2)+r0
− 2C 1 1− :
Since r 0 ¿ 3 4 , we can choose ¿ 0 such that r 0 − 3 2 + r 0 ¿ 0 and 1 − ¿ 0. Letting go to 0, we deduce that (x; t) ¿ 0 a.s., and Theorem 1.5 is proved under (EP2). Comparing the proofs of Theorem 1.5 under (EP1) and under (EP2), we see how useful are the local derivatives. Under (EP1), we only need to consider D N V (x; t) N , and we do not really use the expression of D N ; ; V (x; t) for each ; ; . Saint Loubert BiÃ e works in a quite similar way. But under (EP2), we need the local expressions of the derivatives, which allow us to take into account the "explosion" of the Green kernel. Bichteler et al. (1987) do not deÿne the local derivatives, they work directly with D N X t N (where X t is a di usion process): since this scalar product satisÿes a linear SDE, they can use the DolÃ eans-Dade formula in order to study its positivity. Here, we cannot use such a method, because of the Green kernel G t (x; y).
Existence of the density under (EW)
We show here that W (x; t) ¿ 0 a.s. The next proof is inspired by Bally and Pardoux (1998) , although they use the H older regularity of their solution.
The proof is quite similar (but easier) to that of Section 3.5.2. We ÿrst use a uniqueness argument, in order to write
where S ; satisÿes Eq. (3.54) in the sense of Lemma 3.22(1) (this is not the same object as in the previous paragraphs). Using (EW), we just have to prove that (x; t) = We split S ; (x; t) = G t− (x; )1 { 6t} + Q ; (x; t), and we obtain, for all ¿ 0: 
