Multiscale network renormalization: scale-invariance without geometry by Garuccio, Elena et al.
Multiscale network renormalization: scale-invariance without geometry
Elena Garuccio,1 Margherita Lalli,2 and Diego Garlaschelli2, 1
1Instituut-Lorentz for Theoretical Physics, Leiden University, Niels Bohrweg 2, 2333 CA Leiden, Netherlands
2IMT School for Advanced Studies, Piazza S. Francesco 19, 55100 Lucca, Italy
Systems with lattice geometry can be renormalized exploiting their embedding in metric space,
which naturally defines the coarse-grained nodes. By contrast, complex networks defy the usual tech-
niques because of their small-world character and lack of explicit metric embedding. Current network
renormalization approaches require strong assumptions (e.g. community structure, hyperbolicity,
scale-free topology), thus remaining incompatible with generic graphs and ordinary lattices. Here
we introduce a graph renormalization scheme valid for any hierarchy of coarse-grainings, thereby
allowing for the definition of ‘block nodes’ across multiple scales. This approach reveals a necessary
and specific dependence of network topology on an additive hidden variable attached to nodes, plus
optional dyadic factors. Renormalizable networks turn out to be consistent with a unique specifica-
tion of the fitness model, while they are incompatible with preferential attachment, the configuration
model or the stochastic blockmodel. These results highlight a deep conceptual distinction between
scale-free and scale-invariant networks, and provide a geometry-free route to renormalization. If the
hidden variables are annealed, the model spontaneously leads to realistic scale-free networks with
cut-off. If they are quenched, the model can be used to renormalize real-world networks with node
attributes and distance-dependence or communities. As an example we derive an accurate multiscale
model of the International Trade Network applicable across hierarchical geographic partitions.
Introduction. Several societal challenges, including a
safer regulation of financial markets, the containment
of infectious diseases, the optimization of transportation
systems and the preservation of biodiversity, require a
thorough understanding of the network structure con-
necting the underlying units of the system [1–3]. One of
the obstacles systematically encountered in the analysis
and modelling of real-world networks is the simultaneous
presence of structures at multiple interacting scales. For
instance, socioeconomic networks are organized hierar-
chically across several levels, from single individuals up to
groups, firms, countries and whole geographical regions.
Besides the interactions taking place horizontally within
the same hierarchical level (e.g. social ties among indi-
viduals or international trade relationships among coun-
tries), there are important cross-level (e.g. individual-
firm, firm-country, country-region) interactions that re-
quire a multiscale description. Establishing a consistent
representation of a graph at multiple scales is in fact a
long-standing problem whose solution would enable con-
siderable progress in the description, modelling, and con-
trol of real-world complex systems.
In the language of statistical physics, achieving a
proper multiscale description of a network requires the
introduction of a renormalization scheme whereby a net-
work can be coarse-grained iteratively by partitioning
nodes into ‘block-nodes’ either horizontally, i.e. at ho-
mogeneous levels of the hierarchy, or across hierarchical
levels, thus allowing block-nodes to contain possibly very
different numbers of nodes. While the traditional block-
renormalization scheme (whereby equally sized blocks of
neighbouring nodes in a regular lattice are replaced by
identical block-nodes leading to a reduced lattice with
the same geometry) is feasible for geometrically embed-
ded networks where the coordinates of nodes naturally in-
duce a definition of block-nodes of equal size, it becomes
ill-defined in arbitrary graphs and especially in real-world
networks with broad degree distribution and small-world
property. Several renormalization schemes for complex
networks have been proposed [4–13]. For instance, in
analogy with fractal analysis, a box-covering technique
defining block-nodes as certain sets of neighbouring nodes
has been defined [4–6]. Other methods have designed
a coarse-graining scheme based on the preservation of
certain spectral properties of the original network [7, 8].
Another notable approach is the geometrical embedding
of networks in a hidden hyperbolic metric space [9, 10],
followed by the coarse-graining of hyperbolically nearby
nodes [11].
Despite progress has been made, the current ap-
proaches suffer from a number of limitations, includ-
ing lack of generality, assumption of specific topological
properties (e.g. community structure, hyperbolic geom-
etry and/or scale-freeness), irreducibility to the ordinary
renormalization scheme in the special case of lattices,
and limited iterability in small-world networks with short
path lengths. These limitations significantly diminish the
scope of application and theoretical justification of the
available techniques. Moreover, the requirement that the
renormalization can act across hierarchical levels is not
explicitly enforced in any of the available methods.
Here we propose a general renormalization scheme
based on a random network model that remains invariant
across all scales, for any desired partition of nodes into
block-nodes. In a certain ‘quenched’ setting, the model
can guide the renormalization of graphs with arbitrary
topology, including regular lattices or real-world net-
works with node attributes and (optionally, but not
necessarily) dyadic properties such as distances and/or
community structure. In a different ‘annealed’ setting, it
can generate realistic scale-free networks spontaneously,
only as a result of the requirement of scale-invariance,
ar
X
iv
:2
00
9.
11
02
4v
1 
 [p
hy
sic
s.s
oc
-p
h]
  2
3 S
ep
 20
20
2without fine-tuning and without geometry.
The renormalizable network model. Let us consider
a binary undirected graph with N0 ‘fundamental’ nodes
(labeled as i0 = 1, N0) and its N0×N0 adjacency matrix
A(0) with entries a
(0)
i0,j0
= 1 if the nodes i0 and j0 are
connected, and a
(0)
i0,j0
= 0 otherwise. Note that we allow
for self-loops, i.e. each diagonal entry can take values
a
(0)
i0,i0
= 0, 1. We want to aggregate the N0 nodes into
N1 ≤ N0 block-nodes (labeled as i1 = 1, N1) forming
a non-overlapping partition Ω0 of the original N0 nodes,
and connect two block-nodes if at least one link is present
between the nodes across the two blocks, as illustrated in
Fig. 1. Therefore the coarse-grained graph is described by
the N1 ×N1 adjacency matrix A(1) with entries a(1)i1,j1 =
1−∏i0∈i1∏j0∈j1(1− a(0)i0,j0), where i0 ∈ i1 denotes that
the chosen partition Ω0 maps the original node i0 onto
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The renormalizable network model. Let us consider
a binary undirected graph with N0 ‘fundamental’ nodes
(labeled as i0 = 1, N0) and its N0⇥N0 adjacency matrix
A(0) with entries a
(0)
i0,j0
= 1 if the nodes i0 and j0 are
connected, and a
(0)
i0,j0
= 0 otherwise. Note that we allow
for self-loops, i.e. each diagonal entry can take values
a
(0)
i0,i0
= 0, 1. We want to aggregate the N0 nodes into
N1  N0 block-nodes (labeled as i1 = 1, N1) forming
a non-overlapping partition ⌦0 of the original N0 nodes,
and connect two block-nodes if at least one link is present
between the nodes across the two blocks, as illustrated in
Fig. 1. Therefore the coarse-grained graph is described by
the N1 ⇥N1 adjacency matrix A(1) with entries a(1)i1,j1 =
1 Qi02i1 Qj02j1(1  a(0)i0,j0), where i0 2 i1 denotes that
the chosen partition ⌦0 maps the original node i0 onto
the block-node i1, i.e. i1 = ⌦0(i0). Note that we have
not required i1 6= j1, as we keep allowing for self-loops.
In general i0 is not the only node mapped to i1, i.e. ⌦0 is
surjective. We callA(0) the 0-graph andA(1) the 1-graph.
Similarly, we call the N0 nodes the 0-nodes and the N1
block-nodes the 1-nodes. Iterating the coarse-graining
produces a hierarchy of ‘blocks of block-nodes’, whereby
the partition⌦l leads to an (l+1)-graph withNl+1 (l+1)-
nodes and adjacency matrix A(l+1) with entries
a
(l+1)
il+1,jl+1
= 1 
Y
il2il+1
Y
jl2jl+1
⇣
1  a(l)il,jl
⌘
(1)
where il and jl are l-nodes, while il+1 = ⌦l(il) and jl+1 =
⌦l(jl) are (l + 1)-nodes.
The hierarchy of desired partitions {⌦l}l 0 can be
uniquely parametrized in terms of a dendrogram as
shown in Fig. 2. Our first objective is the identifica-
tion of a random graph model that can be renormal-
ized under any partition obtained from {⌦l}l 0 via ei-
ther a ‘horizontal’ (left) or a ‘multi-scale’ (right) cut
of the dendrogram. Note that, since any ‘multi-scale’
coarse-graining is ultimately another partition of the
FIG. 1. Schematic example of the coarse-graining of
a graph. Nodes of the original network (left) are grouped
together to form the block-nodes A, B and C (right). In
general, block-nodes can contain di↵erent numbers of nodes.
same 0-nodes, we can equivalently produce it ‘horizon-
tally’ as well, but on a certain modified hierarchy {⌦0l}l 0
obtained from {⌦l}l 0. Therefore, requiring that the
model is scale-invariant for any specified hierarchy of
partitions automatically allows for multi-scale coarse-
grainings as well. To enforce this requirement, we fix
some {⌦l}l 0 and regard the initial 0-graph A(0) not
as deterministic, but as generated by a random pro-
cess with some probability P0
 
A(0)
  ⇥0  normalized so
that
P
A(0)2GN0 P0
 
A(0)
  ⇥0  = 1, where ⇥0 denotes
all parameters of the model (including N0) and GN de-
notes the set of all binary undirected graphs with N
nodes. A given partition ⌦0 will in general map mul-
tiple 0-graphs {A(0)} onto the same coarse-grained 1-
graph A(1), and the notation {A(0)} ⌦0  ! A(1) will de-
note such surjective mapping. Therefore P0
 
A(0)
  ⇥0 
will induce a random process at the next level, gen-
erating each possible 1-graph A(1) with probabilityP
{A( )} ⌦0  !A(1) P0
 
A(0)
  ⇥0 , where the sum runs over
all -graphs that are projected onto A(1) by ⌦0. Iterat-
ing l times, we induce a process generating the l-graph
A(l) with probability
P
{A(0)}
⌦l 1···⌦0      !A(l) P0
 
A(0)
  ⇥0 ,
where ⌦l 1 · · ·⌦0 is the composition of the l partitions
{⌦k}l 1k=0, which is ul imately a artition of the 0-nodes.
We now enforce a scale-invariant random graph model
that, for any level l, can generate the possible l-graphs in
two equivalent ways: either hierarchically, i.e. by first
generating the 0-graphs with probability P0
 
A(0)
  ⇥0 
and then coarse-graining them l times via the parti-
tions {⌦k}l 1k=0, or directly, i.e with a certain probability
Pl
 
A(l)
  ⇥l  that depends on l only through a set ⇥l of
renormalized parameters that should be obtained from
⇥0 using ⌦l 1 · · ·⌦0. This scale-invariance is equivalent
FIG. 2. Horizontal and multiscale renormalization.
Left: the desired hierarchy of coarse-grainings can be repre-
sented as a dendrogram where the 0-node are the bottom
‘leaves’ and the l-nodes are the ‘branches’ cut out by a hor-
izontal line placed at a suitable height. Right: if the den-
drogram is cut at di↵erent heights, one obtains a multiscale
renormalization scheme with block-nodes defined across mul-
tiple hierarchical levels. This is ultimately another partition
of the 0-nodes and is therefore readily implemented in our
approach, which is designed to work for any partition.
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Left: the desired hierarchy of coarse-grainings can be repre-
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drogram is cut at di↵erent heights, one obtains a multiscale
renormalization scheme with block-nodes defined across mul-
tiple hierarchical levels. This is ultimately another partition
of the 0-nodes and is therefore readily implemented in our
approach, which is designed to work for any partition.
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of the 0-nodes and is therefore readily implemented in our
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FIG. 1. Schematic example of the grap c arse-
graining and induced ensembles. Nodes of an l-graph
A(l) (left) are grouped together, via a given partition Ωl, to
form the bl ck-nodes of the coar e-grained (l+1)-graph A(l+1)
(righ ). Note that, in ge eral, block-nodes c n contain iffer-
numbers of nodes. A link betwe n two block-nodes (or
a self-loop at a single block-node) is drawn whenever a link
is prese t between any p ir of constituents nodes. Different
realizations of the l-graph are mapped onto realizations of the
(l+ 1)-graph via Ωl. Multiple realizations of the l-graph may
end up in the same realization of the (l+1)-graph. The scale-
invariant requirement is obtained by viewing the realizations
of the l-graph as the outcome of a random graph generating
process with probability Pl
(
A(l)
)
, and imposing that the in-
duced probability Pl+1
(
A(l+1)
)
at the next level has the same
functional form as Pl
(
A(l)
)
, with renormalized parameters.
the block-node i1, i.e. i1 = Ω0(i0). Note that we have
not required i1 6= j1, as we keep allowing for self-loops.
In general i0 is not the only node mapped to i1, i.e. Ω0 is
surjective. We call A(0) the 0-graph and A(1) the 1-graph.
Similarly, we call the N0 nodes the 0-nodes and the N1
block-nodes the 1-nodes. Iterating the coarse-graining
produces a hierarchy of ‘blocks of block-nodes’, whereby
the parti ion Ωl leads to an (l+1)-graph withNl+1 (l+1)-
nodes and djacency matrix A(l+1) with en ries
a
(l+1)
il+1,jl+1
= 1−
∏
il∈il+1
∏
jl∈jl+1
(
1− a(l)il,jl
)
(1)
where il and jl are l-nodes, while il+1 = Ωl(il) and jl+1 =
Ωl(jl) are (l + 1)-nod s.
The hierarchy of desired partitions {Ωl}l≥0 can be
uniquely parametrized in terms of a endrogr m as
show in Fig. 2. Our first objective is the identifica-
tion of a random graph model that can be renormal-
ized under any partition obtained from {Ωl}l≥0 via ei-
ther a ‘horizontal’ (left) or a ‘multi-scale’ (right) cut
of the dendrogram. Note that, since any ‘multi-scale’
coarse-graining is ultimately another partition of the
sa e 0-nodes, we can equivalently produce it ‘horizon-
tally’ as well, but on a certain modified hierarchy {Ω′l}l≥0
obtained from {Ωl}l≥0. Therefore, requiring hat the
model is scale-inv riant for any spec fi d hierarchy of
partitions automatically allows for multi-scale coarse-
grainings as well. To enforce this requirement, we fix
so e {Ωl}l≥0 and regard the initial 0-graph A(0) not
as deterministic, but as generated by a random pro-
c ss with some probability P0
(
A(0)
∣∣Θ0) normalized so
that
∑
A(0)∈GN0 P0
(
A(0)
∣∣Θ0) = 1, where Θ0 denotes
all p rameters of the model (including N0) and GN de-
notes the set of all binary undirected graphs with N
nodes. A given partition Ω0 will in general map mul-
FIG. 2. Horizontal vs multiscale renormalization.
Left: the desired hierarchy of coarse-grainings can be rep-
resented as a dendrogram where the 0-nodes are the bottom
‘leaves’ and the l-nodes are the ‘branches’ cut out by a hor-
izontal line placed at a suitable height. Right: if the den-
drogram is cut at different heights, one obtains a multiscale
renormalization schem with block-no es defined ac oss mul-
tiple hi rarchical levels. This is ultimately a other partition
of the 0-nodes and is therefore readily implemented in our
approach, which is designed to work for any partition.
3tiple 0-graphs {A(0)} onto the same coarse-grained 1-
graph A(1), and the notation {A(0)} Ω0−−→ A(1) will de-
note such surjective mapping. Therefore P0
(
A(0)
∣∣Θ0)
will induce a random process at the next level, gen-
erating each possible 1-graph A(1) with probability∑
{A(0)} Ω0−−→A(1) P0
(
A(0)
∣∣Θ0), where the sum runs over
all 0-graphs that are projected onto A(1) by Ω0. Iterat-
ing l times, we induce a process generating the l-graph
A(l) with probability
∑
{A(0)}
Ωl−1···Ω0−−−−−−→A(l) P0
(
A(0)
∣∣Θ0),
where Ωl−1 · · ·Ω0 is the composition of the l partitions
{Ωk}l−1k=0, which is ultimately a partition of the 0-nodes.
We now enforce a scale-invariant random graph model
that, for any level l, can generate the possible l-graphs in
two equivalent ways: either hierarchically, i.e. by first
generating the 0-graphs with probability P0
(
A(0)
∣∣Θ0)
and then coarse-graining them l times via the parti-
tions {Ωk}l−1k=0, or directly, i.e with a certain probability
Pl
(
A(l)
∣∣Θl) that depends on l only through a set Θl of
renormalized parameters that should be obtained from
Θ0 using Ωl−1 · · ·Ω0. This scale-invariance is equivalent
to imposing that, for any pair l,m (with l ≥ m),
Pl
(
A(l)
∣∣Θl) = ∑
{A(m)}
Ωl−1···Ωm−−−−−−−→A(l)
Pm
(
A(m)
∣∣Θm) (2)
where the renormalized parameters Θl are obtained only
from Θm, given Ωl−1 · · ·Ωm. We look for the general
solution in the case of random graphs with independent
links, where Pl
(
A(l)|Θl
)
factorizes as
Nl∏
il=1
il∏
jl=1
[
p
(l)
il,jl
(
Θl
)]a(l)il,jl [1− p(l)il,jl(Θl)]1−a(l)il,jl , (3)
where p
(l)
il,jl
(
Θl
)
is the probability that two l-nodes il and
jl are linked. In this case it is natural to require that
Θl contains (besides Nl) an overall constant δl (which
will set the global link density), a set of additive node-
specific parameters {xil}Nlil=1 (which will distribute the
total number of links heterogeneously among nodes),
and an (optional) set of dyadic (pair-specific) parame-
ters {dil,jl}Nlil,jl=1. We can therefore use the notation
p
(l)
il,jl
(
Θl
)
= p
(l)
il,jl
(δl) where we keep only δl explicit in
the argument of pil,jl , because the dependence on the
other variables xil , xjl , dil,jl is already denoted by the
subscripts il, jl (indeed, pil,jl depends on il and jl only
through xil , xjl , dil,jl).
Now, the scale-invariance requirement constrains p
(l)
il,jl
to be functionally invariant with respect to l, i.e.
p
(l)
il,jl
(δl) = pil,jl(δl). As we show in Supplementary In-
formation (SI), there is a unique solution given by
pil,jl(δ) = 1− e−δ xil xjl f(dil,jl), δ, xil , xjl , f > 0, (4)
where f is an arbitrary positive function and the follow-
ing renormalization rules apply:
δl+1 ≡ δl ≡ δ, (5)
xil+1 ≡
∑
il∈il+1
xil , (6)
f
(
dil+1,jl+1
) ≡ ∑il∈il+1∑jl∈jl+1 xilxjlf(dil,jl)∑
il∈il+1 xil
∑
jl∈jl+1 xjl
(7)
(i.e. δ is scale-invariant, x is node-additive and f renor-
malizes as a specific x-dependent weighted average).
Putting Eq. (4) back into Eq. (3), we finally arrive at
the scale-invariant graph probability
P
(
A(l)|δ)= Nl∏
il=1
il∏
jl=1
[
pil,jl(δ)
]a(l)il,jl [1− p(l)il,jl(δ)]1−a(l)il,jl
=
Nl∏
il=1
il∏
jl=1
[
eδ xil xjl f(dil,jl )−1]a(l)il,jl
eδ xil xjl f(dil,jl )
= Q−δ
Nl∏
il=1
il∏
jl
[
eδ xil xjl f(dil,jl )−1]a(l)il,jl , (8)
where we have defined
Q ≡
Nl∏
il=1
il∏
jl=1
exilxjlf(dil,jl ) =
N0∏
i0=1
i0∏
j0=1
exi0xj0f(di0,j0 ), (9)
which is a constant term that depends neither on the
realized l-graph A(l) nor, owing to Eq. (7), on the hi-
erarchical level l being considered. Note that, as de-
sired, P
(
A(l)|δ) depends on l only through the param-
eters {xil}Nlil=1 and {dil,jl}Nlil,jl=1, which renormalize as
stated in Eqs. (6) and (7).
Equations (4)-(7) are our key result. One of their
remarkable consequences is that, while the dependence of
the connection probability pil,jl(δ) on the dyadic factor
dil,jl can be switched off entirely without destroying
the scale-invariant properties of the model (e.g. by
taking f to be a constant function, whereby Eq. (7) is
automatically fulfilled), the dependence on the node-
specific factors xil xjl cannot be switched off, unless
the model is made deterministic by formally requiring
that f(dil,jl) takes only the two values f = 0 (implying
pil,jl(δ) = 0) or f = +∞ (implying pil,jl(δ) = 1). We
consider examples of both situations below. Therefore,
the dependence on dyadic factors (including geometric
distances) is optional, while that on node-specific factors
is necessary. This is a general result following only
from the enforcement of scale-invariance. More specific
results are discussed below.
Node-specific fitness. The connection probability
pil,jl increases as xil and/or xjl increase. Therefore,
as in the Fitness Model (FM) [14], xil can be viewed
as a hidden variable or ‘fitness’ that characterizes the
intrinsic tendency of the l-node il to form connections.
Here, the fitness is defined across multiple hierarchical
4levels and renormalizability ensures that it is also an
additive quantity summing up to the value in Eq. (6)
when l-nodes are merged onto an (l+1)-node. Therefore
the sum X ≡ ∑Nlil=1 xil = ∑N0i0=1 xi0 is independent of
l, i.e. the total fitness of all nodes is preserved by the
renormalization. For instance, if one starts with xi0 = 1
for all i0, then xil will simply count how many 0-nodes
are found within the l-node il, and X = N0. More in-
teresting outcomes are obtained by using heterogeneous
distributions of the fitness, as we illustrate in detail later.
Dyadic properties. Unlike the fitness, dil,jl is a dyadic
factor (such as distance, similarity, co-membership in
the same community, etc.) associated with the node
pair (il, jl). Although we are free to do otherwise, we
may regard dil,jl as a distance, in which case it may
make sense to assume that f is a decreasing function,
ensuring that more distant nodes are less likely to
be connected. It is easy to realize that, if di0,j0 is
an ultrametric distance (i.e. such that the ‘stronger’
triangle inequality di0,j0 ≤ max {di0,k0 , dj0,k0} holds for
every triple i0, j0, k0 of 0-nodes [15]) that respects the
hierarchy of coarse-grainings (i.e. such that all distances
can be represented as the heights of the branching points
of the dendrogram shown in Fig. 2), then dil,jl = di0,j0
and hence f(dil,jl) = f(di0,j0) whenever the 0-nodes i0
and i0 map onto the l-nodes il and jl respectively, i.e.
whenever il = Ωl−1 · · ·Ω0(i0) and jl = Ωl−1 · · ·Ω0(j0).
In such a case, Eq. (7) reduces to f
(
dil+1,jl+1
)
= f
(
dil,jl
)
with il+1 = Ωl(il) and jl+1 = Ωl(jl), showing that
if the distances among the 0-nodes are ultrametric on
the dendrogram induced by the hierarchy of partitions,
they decouple from the hidden variables and remain
invariant across the entire coarse-graining process, just
like the global parameter δ. Reversing the point of
view, we may equivalently say that, given an ultrametric
distance among the 0-nodes, any hierarchy of partitions
induced by the associated dendrogram keeps the distances
scale-invariant. In weaker form, this also means that one
may use di0,j0 to specify the dendrogram parametrizing
the desired hierarchy of partitions that will keep the
distances scale-invariant. The hierarchy may coincide
with e.g. a nested community structure that one may
want to impose. In any case we stress that, although
ultrametricity is an attractive property (especially in the
annealed scenario that we introduce later), we do not
require it as a necessary condition in general.
Recovering the lattice case. We can now discuss a
simple but important extreme case, where the graph
is constructed only as a function of distance and
our approach reduces to the traditional scheme for
renormalizing regular lattices. For instance, assume
that the 0-nodes have coordinates at the sites of a
2-dimensional grid with lattice spacing τ0 and that di0,j0
is the Euclidean distance between these coordinates. If
we set f ≡ +∞ if dil,jl ≤ 2lτ0 and f ≡ 0 otherwise,
then the 0-graph will be deterministically the grid itself
and the l-graph will be the usual renormalized lattice
with spacing τl = 2
lτ0 obtained through an appropriate
partition Ωl−1 that maps each square block of 4 nearest
(l − 1)-nodes onto a single l-node sitting at the center
of the square. In this case, each vertical line of the
dendrogram of hierarchical partitions branches regularly
into 4 ‘daughter’ lines and τl = 2
lτ0 is the height of the
branching points splitting (l + 1)-nodes into l-nodes.
The renormalized distances dil,jl can be mapped exactly
to this dendrogram, thereby retrieving the standard
lattice renormalization scheme as a special case of our
approach. Importantly, other network renormalization
schemes are incompatible with this key limiting case be-
cause they require specific topologies such as community
structure [7] or scale-free degree distributions [11] that
are obviously absent in regular grids.
Relation to other network models. In the opposite,
more interesting extreme, the dependence on the dyadic
factors can switched off. For instance, if we set f ≡ 1,
Eq. (4) reduces to the following unique form of the FM:
pil,jl(δ) = 1− e−δxilxjl , δ, xil , xjl > 0. (10)
It is important to notice that, in the ‘sparse’ and
‘bounded’ case (i.e. for δ  x−2max and xmax < +∞,
where xmax is the maximum realized value of the fit-
ness), Eq. (10) reduces to pil,jl(δ) ≈ δxilxjl , which
includes the Chung-Lu [16] or ‘sparse’ Configuration
Model (CM) (pi,j ≈ δxixj with xi = ki and δ =
(2L)−1, where ki is the degree of node i and L is the
total number of links). Similarly, in the same limit
Eq. (4) reduces to pil,jl(δ) ≈ δxilxjlf(dil,jl), which
includes the sparse degree-corrected Stochastic Block-
Model (SBM) [17] (pi,j ≈ δxixjBi,j where B is a block
matrix). The CM and SBM are among the most popular
network models and find diverse applications including
community detection [18], pattern recognition [19] and
network reconstruction [20]. However, even if we start
from a sufficiently sparse 0-graph for which these models
are consistent with Eq. (4), successive coarse-grainings
will unavoidably increase xmax and bring the network to
the dense regime where the CM and SBM are described
by their ‘full’ probability pi,j = δxixjBi,j/(1+δxixjBi,j)
that eventually deviates from Eq. (4). This means that
these models are not renormalizable.
Similar considerations apply to the traditional (non-
degree-corrected) SBM [21] (for which pi,j = Bi,j), to
the Erdo˝s-Re´nyi (ER) model [22] (for which pi,j = p
for all i, j) and to growing network models based on
preferential attachment (PA) [23]. In the latter, nodes
enter sequentially into the network and the time at
which a node enters determines its expected topological
properties. There is no straightforward way to coarse-
grain these models by defining block-nodes (possibly
across different hierarchical levels) that respect the
different expected properties of the nodes they contain.
The above considerations show that renormalizable
networks are consistent with a unique specification of
5the FM, possibly enhanced by dyadic factors, while
they are incompatible with the CM, SBM and PA
models. Also, it is important to realize that, since
distance-dependence has been switched off, the model
in Eq. (10) is exactly renormalizable for any possible
choice of coarse-grainings. This shows that network
renormalization does not require any notion of geometry
(whether hyperbolic or not) or spatial embedding.
Scale-free versus scale-invariant networks. The above
discussion sheds new light on the distinction between
scale-free networks (i.e. graphs with power-law tails
in the degree distribution, as usually appearing in the
CM, degree-corrected SBM and PA models) and scale-
invariant networks (i.e. graphs designed to be renormal-
izable as defined here). The early renormalization ap-
proaches reminiscent of fractal analysis [4–6] relied on the
idea that real-world networks can be interpreted as scale-
invariant, precisely because of their scale-free property.
However the degrees, even when power-law distributed,
cannot be renormalized exactly because they are neither
preserved nor additively transformed upon renormaliza-
tion. The non-renormalizability of the CM, SBM, ER
and PA models originates precisely from the fact that
their defining quantities are the node degrees. Unlike
fractals, the self-similarity of scale-free networks applies
to a topological property (the degree), not to a metric one.
The absence of an embedding metric space, which would
provide an ‘ambient’ dimensionality to harbour fractal-
ity in the first place (e.g. to allow for the Hausdorff-
Besicovitch dimension to be strictly larger than the in-
trinsic topological dimension of the fractal), is also the
reason why arbitrary networks cannot be easily renor-
malized using metric coordinates. And even when they
can (as in the cases discussed here), renormalizability is
not due to their scale-free property, but because of their
compatibility with Eq. (4). As metioned above, only if
δ is small enough and the fitness is not too broadly dis-
tributed (so that xmax < +∞) there may be a sparse
regime where Eq. (10) reduces to pil,jl ≈ δxil , xjl with
kil = xil , so that degrees are approximately additive.
However it should be noted that, even in the latter case,
degrees would be rigorously additive only if each (l+ 1)-
node were obtained as a set of l-nodes that have no
connection among themselves. This prescription is com-
pletely opposite to the usual scheme of merging nodes
that are tightly connected, e.g. because they are in
the same community. If mutually connected nodes are
mapped onto the same block-node, the degree of the lat-
ter is strictly smaller than the sum of the degrees of the
original nodes. We may say that the coarse-graining of
a network is usually designed in such a way that the ad-
ditivity of degrees is maximally violated. In fact, this
problem affects by construction all renormalization ap-
proaches based on community structure or dense motifs.
In any case, the sparse regime is destined to vanish
into the dense one through the action of renormalization
itself, eventually breaking the approximate additivity
of degrees and producing an unavoidable upper cut-off
in the degree distribution. Indeed, previous renormal-
ization approaches based on the scale-free property led
to various contradictions, including lack of generality,
irreducibility to the ordinary renormalization scheme
in the special case of lattices, and limited iterability
in small-world networks with short path lengths. By
contrast, the model proposed here is renormalizable
throughout the entire spectrum of network density
because it is designed via a fitness that remains additive
(and globally conserved at any hierarchical level) upon
coarse grainings of nodes.
Bearing in mind the aforementioned important distinc-
tions i) between scale-free and scale-invariant networks
and ii) between geometric and non-geometric renormal-
ization, in what follows we focus first on the ‘quenched’
case where the fitness (and distance if applicable) is fixed
and possibly identified with some empirical quantity
(thereby allowing for the renormalization of real-world
networks irrespective of their scale-free behaviour), and
then on an opposite ‘annealed’ scenario that sponta-
neously leads to scale-invariant and scale-free networks
with a density-dependent cut-off (thereby providing
a generic mechanism for the emergence of scale-free
networks from scale-invariance, without geometry).
Case I: quenched fitness. In the quenched case, the
fitness of each 0-node i0 is assigned a fixed value xi0 . For
instance, when modelling real-world networks, the ob-
served nodes can be identified with the 0-nodes and xi0
can be taken to be the value of some measurable additive
empirical quantity attached to the 0-node i0. Then, after
choosing a hierarchy of partitions and consistently with
Eq. (6), the fitness xil+1 of each (l + 1)-node il+1 (with
l > 0) is calculated iteratively by summing the fitness of
all the l-nodes mapped onto il+1. For each pair (i0, j0) of
0-nodes, a distance di0,j0 may also be specified (and possi-
bly measured from empirical data as well) and used to de-
termine f(di0,j0). Consistently, the quantity f(dil+1,jl+1)
between each pair (il+1, jl+1) of (l + 1)-nodes is calcu-
lated via Eq. (7). Together, fitness and distance deter-
mine the probability (4) of connection between nodes at
all scales. Clearly, once f is specified, the only free pa-
rameter is δ, controlling the overall density of the ran-
dom network. When considering real-world networks for
which fitness and distance can be measured from em-
pirical data separately from the network structure, we
may use the quenched model in order to check whether
Eq. (4) reproduces the observed topological properties of
the 0-graph itself and, if this is the case, to provide a
testable multi-scale model of the renormalized network
at any higher level of aggregation.
To illustrate this procedure, we consider the empiri-
cal International Trade Network (ITN), using the BACI-
Comtrade dataset [24] which reports the international
trade flows (imports and exports) between all pairs of
world countries. We show the results for the year 2011;
6we have obtained similar results for the other years avail-
able in the database. We select this particular network
because previous research has clarified that the topology
of the ITN is strongly dictated by the GDP of coun-
tries [25–28]. Moreover, the economics literature has ex-
tensively shown that both GDP and geographical dis-
tance are key determinants of international trade, lead-
ing to the so-called ‘Gravity Model’ of trade [29, 30].
The additivity of the GDP (i.e. the aggregate GDP of
two countries is the sum of their GDPs) makes the ITN a
perfect candidate for our analysis, and allows us to intro-
duce a novel renormalization scheme for this important
economic network across arbitrary levels of geographical
aggregation.
Our aim is twofold. On the one hand, we want to
introduce a multiscale model of the ITN derived from
first principles, i.e. using the unique combination of GDP
and geographical distances dictated by Eq. (4), rather
than arbitrary or data-driven combinations. On the other
hand, we want to check whether the empirical topology
of the ITN is consistent with the multiscale model not
only at the country level at which it is usually studied
(here, the 0-graph), but also across different hiearchical
levels using the renormalization rules in Eqs. (6) and (7).
First, we define the multiscale model of the ITN. We
identify each 0-node i0 with a specific country for which
there are GDP data available from the World Bank [31]
in the considered year. This results in N0 = 183 0-
nodes (see SI). Then, we set the fitness xi0 of each 0-node
equal to the empirical value of the GDP: xi0 = GDPi0 ,
i0 = 1, N0. For each pair (i0, j0) of countries, we also set
the distance di0,j0 equal to the empirical geographical
distance between the corresponding countries, using the
BACI-CEPII GeoDist [32, 33] database (see SI). Next,
we use these distances to induce a hierarchy of partitions
{Ωl}l≥0 that define the possible coarse-grainings of the
ITN. Technically, this is done by merging geographically
close countries into ‘block-countries’ following a single-
linkage hierarchical clustering algorithm based on the
original distances {di0,j0}N0i0,j0=1. The output of this al-
gorithm is a dendrogram like the one shown in Fig. 2,
where the leaves are the original countries (0-nodes), the
branching points are the block-countries, and the height
of each branching point represents the geographical dis-
tance between pairs of countries across the corresponding
two branches. Cutting the dendrogram at a fixed height
hl defines the hierarchical level l and identifies a unique
partition Ωl of countries into a certain number Nl of
‘l-countries’. This partition can be regarded as a multi-
scale aggregation of countries into groups of varying size,
following from actual geographical closeness rather than
pre-imposed regional or political criteria. Cutting the
dendoram at multiple heights {hl}l≥0 (with h0 = 0) iden-
tifies a set of hierarchical levels {l}, a geography-induced
hierarchy of partitions {Ωl}l≥0, and a corresponding se-
quence of {Nl}l≥0 block-countries. We considered 18 hi-
erarchical levels (from l = 0 to l = 17), such that the
number of block-countries is Nl = 183 for l = 0 and
Nl = 180− 10l for l = 1, 17. For each of these levels, the
additivity of GDP ensures that Eq. (6) holds as a defini-
tion for the empirical aggregate GDP of block-countries:
GDPil+1 ≡
∑
il∈il+1
GDPil . (11)
We then fix the function f in Eq. (4) as f(d) = d−1, so
that the renormalized geographical distances equal
d−1il+1,jl+1 ≡
∑
il∈il+1
∑
jl∈jl+1GDPil GDPjl d
−1
il,jl∑
il∈il+1GDPil
∑
jl∈jl+1GDPjl
, (12)
which is the GDP-averaged equivalent of certain
population-averaged distances commonly used in geog-
raphy, e.g. in the GeoDist database itself [32] (see SI).
In this way, dil+1,jl+1 represents a sort of distance be-
tween the ‘barycenters’ of the block-countries il+1 and
jl+1, where the barycenter of each (l + 1)-country is de-
fined via the internal GDP distribution across the con-
stituent l-countries. Putting all the above ingredients
together, we arrive at the following multiscale model for
the ITN:
pil,jl(δ) = 1− e−δGDPilGDPjl/dil,jl , (13)
where δ is the only free parameter and where the renor-
malization rules are given by Eqs. (11) and (12).
Now that we have defined our multiscale model of the
ITN, we build the corresponding instances of the real
network at the chosen 18 levels of aggregation. To this
end, we construct the empirical 0-graph A˜(0) by drawing
an undirected link between each pair of countries that
have a positive trade relationship in either direction in
the BACI-Comtrade dataset (see SI). Then, we use the
distance-induced partitions {Ωl}l≥0 defined above in or-
der to construct the l-graph according to Eq. (1) for each
level l. This procedure creates a sequence {A˜(l)}l≥0 of
empirical coarse-grained versions of the ITN, each one
representing the existence of trade among l-countries.
We can now test the multiscale model defined by
Eq. (13) against the real data {A˜(l)}l≥0. Preliminarily,
we calibrate the model by setting δ to the unique value δ˜
that produces the same link density as the real ITN, i.e.
such that the expected number of links in the 0-graph
(that is a monotonically increasing function of δ) equals
the empirical value observed in A˜(0) (see SI). After this
single parameter choice, all the probabilities in Eq. (13)
are uniquely determined at all hierarchial levels and
we can test the model by comparing the empirical and
expected value of various topological properties of the
ITN at different coarse-grainings. In particular, for each
level l and for each l-node il, we consider the degree
kil , the average nearest neighbour degree k
nn
il
and the
clustering coefficient cil (see SI for all definitions). We
carry out a first test of the model by considering the
average of these quantities over all l-nodes, thereby
obtaining (using bars to denote node averages) an
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First, we define the multiscale model of the ITN as
follows. We identify each 0-node i0 with a specific coun-
try for which there are GDP data available from the
World Bank [? ] in the considered year. This results
in N0 = 183 0-nodes (see SI). Then, we set the fitness
xi0 of each 0-node equal to the empirical value of the
GDP: xi0 = GDPi0 , i0 = 1, N0. For each pair (i0, j0) of
countries, we also set the distance di0,j0 equal to the em-
pirical geographical distance between the corresponding
countries, using the BACI-CEPII GeoDist [3] database
(see SI). Next, we use these distances to induce a hierar-
chy of partitions {⌦l}l 0 that define the possible coarse-
grainings of the ITN. Technically, this is done by merging
geographically close countries into ‘block-countries’ fol-
lowing a single-linkage hierarchical clu tering lgorithm
based on the original distances {di0,j0}N0i0,j0=1 (see SI).
The output of this algorithm is a dendrogram like the
one shown in Fig. 2, where the leaves are the original
countries (0-nodes), the branching points are the block-
countries, and the height of each branching point repre-
sents the geographical distance between pairs of countries
across the corresponding two branches. Cutting the den-
drogram at a fixed height hl defines the hierarchical level
l and identifies a unique partition ⌦l of countries into
a certain number Nl of ‘l-countries’. This partition can
be regarded as a multiscale aggregation of countries into
groups of varying size, following from actual geographi-
cal closeness rather than pre-imposed regional or polit-
ical criteria. Cutting the dendoram at multiple heights
{hl}l 0 (with h0 = 0) identifies a set of hierarchical levels
{l}, a geography-induced hierarchy of partitions {⌦l}l 0,
and a corresponding sequence f {Nl}l 0 block-countries.
We consider 18 hierarchical levels ranging from N0 = 183
to N17 = 10 (see SI). For each of these levels, the addi-
tivity of GDP ensures that Eq. (6) holds as a definition
for the empirical aggregate GDP of block-countries:
GDPil+1 ⌘
X
il2il+1
GDPil . (11)
We then fix the function f in Eq. (4) as f(d) = d 1, so
that the renormalized geographical distances equal
d 1il+1,jl+1 ⌘
P
il2il+1
P
jl2jl+1GDPil GDPjl d
 1
il,jlP
il2il+1GDPil
P
jl2jl+1GDPjl
, (12)
which is the GDP-averaged equivalent of certain
population-averaged distances commonly used in geog-
raphy, e.g. in the GeoDist database itself [3]. In this
way, dil+1,jl+1 represents a sort of distance between the
‘barycenters’ of the block-countries il+1 and jl+1, where
the barycenter of each (l + 1)-country is located using
the internal GDP distribution across its constituent l-
countries. Putting all the above ingredients together, we
arrive at the following multiscale model for the ITN:
pil,jl( ) = 1  e  GDPilGDPjl/dil,jl , (13)
where   is the only free parameter and where the renor-
malization rules are given by Eqs. (11) and (12).
Now that we have defined our multiscale model of the
ITN, we build the corresponding instances of the real
network at the chosen 18 levels of aggregation. To this
end, we construct the empirical 0-graph A˜(0) by drawing
an undirected link between each pair of countries that
have a positive trade relationship in either direction in
the BACI-Comtrade dataset (see SI). Then, we use the
distance-induced partitions {⌦l}l 0 defined above in or-
der to construct the l-graph according to Eq. (1) for each
level l. This procedure creates a sequence {A˜(l)}l 0 of
empirical coarse-grained versions of the ITN, each one
representing the existence of trade among l-countries.
We can now test the multiscale model defined by
Eq. (13) against the real data {A˜(l)}l 0. Preliminarily,
we calibrate the model by setting   to the unique value  ˜
that produces the same link density as the real ITN, i.e.
such that the expected number of links in the 0-graph
(that is a monotonically increasing function of  ) equals
the empirical value observed in A˜(0) (see SI). After this
single parameter choice, all the probabilities in Eq. (13)
are uniquely determined at all hierarchial levels and we
can test the model by comparing the mpirical and ex-
pected value of various topological properties of the ITN
at di↵erent coarse-grainings. In particular, for ach level
l and for each l-node il, we consider the degree kil , the
average nearest neighbour degree knnil and the clustering
coe cient cil (see SI for all definitions). We carry out a
first test of the model by considering the average of these
quantities over all l-nodes, thereby obtaining (using bars
to denote node averages) an overall node-averaged de-
gree k¯l, an overall average nearest neighbour degree k¯
nn
l
and an overall clustering coe cient c¯l for each level l. To
check whether the model replicates these properties at all
hierarchical levels, we first normalize these quantities to
put th m on the same interval [0, 1] irrespective of l, i.e.
we consider the ratios k¯l/Nl (which coincides with the
link density Dl, see SI) and k¯
nn
l /Nl, while c¯l is already
normalized.
In Fig. 3 we plot, for all our 1 hierarchical levels, the
three normalized quantities as a function of the num
Nl of l-nodes. We see that the model replicates the
empirical values accurately. This is remarkable, given
th t the only model parameter   was calibrated in order
to match uniquely the density D0 of the 0-graph, while
the agreement holds for the other quantities as well, and
across all levels. As expected, the link density increases
as the level increases (i.e. as Nl decreases), nevertheless
the model always reproduces the properties of the real
network (no assumption of sparsity is needed). As an
even more stringent test of the model, we confirm the
prediction that the local topological properties of the
individual (block-)countries, and in particular kil , k
nn
il
and cil , should depend strongly on the empirical value
of GDPil , in a way that is governed by Eq. (13) at
all levels. As shown in Fig. 4, the model predictions
are confirmed by the empirical data. It is remarkable
that the agreement between observations and model
expectations holds locally at the level of individual
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d
in
g
tw
o
b
ra
n
ch
es
.
C
u
tt
in
g
th
e
d
en
-
d
ro
g
ra
m
a
t
a
fi
x
ed
h
ei
g
h
t
h
l
d
efi
n
es
th
e
h
ie
ra
rc
h
ic
a
l
le
v
el
l
a
n
d
id
en
ti
fi
es
a
u
n
iq
u
e
p
a
rt
it
io
n
⌦
l
o
f
co
u
n
tr
ie
s
in
to
a
ce
rt
a
in
n
u
m
b
er
N
l
o
f
‘l
-c
o
u
n
tr
ie
s’
.
T
h
is
p
a
rt
it
io
n
ca
n
b
e
re
g
a
rd
ed
a
s
a
m
u
lt
is
ca
le
a
g
g
re
g
a
ti
o
n
o
f
co
u
n
tr
ie
s
in
to
g
ro
u
p
s
o
f
va
ry
in
g
si
ze
,
fo
ll
ow
in
g
fr
o
m
a
ct
u
a
l
g
eo
g
ra
p
h
i-
ca
l
cl
o
se
n
es
s
ra
th
er
th
a
n
p
re
-i
m
p
o
se
d
re
g
io
n
a
l
o
r
p
o
li
t-
ic
a
l
cr
it
er
ia
.
C
u
tt
in
g
th
e
d
en
d
o
ra
m
a
t
m
u
lt
ip
le
h
ei
g
h
ts
{h
l} l
 
0
(w
it
h
h
0
=
0
)
id
en
ti
fi
es
a
se
t
o
f
h
ie
ra
rc
h
ic
a
l
le
v
el
s
{l}
,
a
g
eo
g
ra
p
h
y
-i
n
d
u
ce
d
h
ie
ra
rc
h
y
o
f
p
a
rt
it
io
n
s
{⌦
l} l
 
0
,
a
n
d
a
co
rr
es
p
o
n
d
in
g
se
q
u
en
ce
o
f
{N
l} l
 
0
b
lo
ck
-c
o
u
n
tr
ie
s.
W
e
co
n
si
d
er
1
8
h
ie
ra
rc
h
ic
a
l
le
v
el
s
ra
n
g
in
g
fr
o
m
N
0
=
1
8
3
to
N
1
7
=
1
0
(s
ee
S
I)
.
F
o
r
ea
ch
o
f
th
es
e
le
v
el
s,
th
e
a
d
d
i-
ti
v
it
y
o
f
G
D
P
en
su
re
s
th
a
t
E
q
.
(6
)
h
o
ld
s
a
s
a
d
efi
n
it
io
n
fo
r
th
e
em
p
ir
ic
a
l
a
g
g
re
g
a
te
G
D
P
o
f
b
lo
ck
-c
o
u
n
tr
ie
s:
G
D
P
i l
+
1
⌘
X
i l
2i
l+
1
G
D
P
i l
.
(1
1
)
W
e
th
en
fi
x
th
e
fu
n
ct
io
n
f
in
E
q
.
(4
)
a
s
f
(d
)
=
d
 
1
,
so
th
a
t
th
e
re
n
o
rm
a
li
ze
d
g
eo
g
ra
p
h
ic
a
l
d
is
ta
n
ce
s
eq
u
a
l
d
 
1
i l
+
1
,j
l+
1
⌘
P i l2
i l
+
1
P j l2
j l
+
1
G
D
P
i l
G
D
P
j l
d
 
1
i l
,j
l
P i l2
i l
+
1
G
D
P
i l
P j l2
j l
+
1
G
D
P
j l
,
(1
2
)
w
h
ic
h
is
th
e
G
D
P
-a
v
er
a
g
ed
eq
u
iv
a
le
n
t
o
f
ce
rt
a
in
p
o
p
u
la
ti
o
n
-a
v
er
a
g
ed
d
is
ta
n
ce
s
co
m
m
o
n
ly
u
se
d
in
g
eo
g
-
ra
p
h
y,
e.
g
.
in
th
e
G
eo
D
is
t
d
a
ta
b
a
se
it
se
lf
[3
].
In
th
is
w
ay
,
d
i l
+
1
,j
l+
1
re
p
re
se
n
ts
a
so
rt
o
f
d
is
ta
n
ce
b
et
w
ee
n
th
e
‘b
a
ry
ce
n
te
rs
’
o
f
th
e
b
lo
ck
-c
o
u
n
tr
ie
s
i l
+
1
a
n
d
j l
+
1
,
w
h
er
e
th
e
b
a
ry
ce
n
te
r
o
f
ea
ch
(l
+
1
)-
co
u
n
tr
y
is
lo
ca
te
d
u
si
n
g
th
e
in
te
rn
a
l
G
D
P
d
is
tr
ib
u
ti
o
n
a
cr
o
ss
it
s
co
n
st
it
u
en
t
l-
co
u
n
tr
ie
s.
P
u
tt
in
g
a
ll
th
e
a
b
ov
e
in
g
re
d
ie
n
ts
to
g
et
h
er
,
w
e
a
rr
iv
e
a
t
th
e
fo
ll
ow
in
g
m
u
lt
is
ca
le
m
o
d
el
fo
r
th
e
IT
N
:
p
i l
,j
l
( 
)
=
1
 
e 
 
G
D
P
i
l
G
D
P
j
l
/
d
i
l
,j
l
,
(1
3
)
w
h
er
e
 
is
th
e
o
n
ly
fr
ee
p
a
ra
m
et
er
a
n
d
w
h
er
e
th
e
re
n
o
r-
m
a
li
za
ti
o
n
ru
le
s
a
re
g
iv
en
b
y
E
q
s.
(1
1
)
a
n
d
(1
2
).
N
ow
th
a
t
w
e
h
av
e
d
efi
n
ed
o
u
r
m
u
lt
is
ca
le
m
o
d
el
o
f
th
e
IT
N
,
w
e
b
u
il
d
th
e
co
rr
es
p
o
n
d
in
g
in
st
a
n
ce
s
o
f
th
e
re
a
l
n
et
w
o
rk
a
t
th
e
ch
o
se
n
1
8
le
v
el
s
o
f
a
g
g
re
g
a
ti
o
n
.
T
o
th
is
en
d
,
w
e
co
n
st
ru
ct
th
e
em
p
ir
ic
a
l
0
-g
ra
p
h
A˜
(0
)
b
y
d
ra
w
in
g
a
n
u
n
d
ir
ec
te
d
li
n
k
b
et
w
ee
n
ea
ch
p
a
ir
o
f
co
u
n
tr
ie
s
th
a
t
h
av
e
a
p
o
si
ti
v
e
tr
a
d
e
re
la
ti
o
n
sh
ip
in
ei
th
er
d
ir
ec
ti
o
n
in
th
e
B
A
C
I-
C
o
m
tr
a
d
e
d
a
ta
se
t
(s
ee
S
I)
.
T
h
en
,
w
e
u
se
th
e
d
is
ta
n
ce
-i
n
d
u
ce
d
p
a
rt
it
io
n
s
{⌦
l} l
 
0
d
efi
n
ed
a
b
ov
e
in
o
r-
d
er
to
co
n
st
ru
ct
th
e
l-
g
ra
p
h
a
cc
o
rd
in
g
to
E
q
.
(1
)
fo
r
ea
ch
le
v
el
l.
T
h
is
p
ro
ce
d
u
re
cr
ea
te
s
a
se
q
u
en
ce
{A˜
(l
)
} l 
0
o
f
em
p
ir
ic
a
l
co
a
rs
e-
g
ra
in
ed
v
er
si
o
n
s
o
f
th
e
IT
N
,
ea
ch
o
n
e
re
p
re
se
n
ti
n
g
th
e
ex
is
te
n
ce
o
f
tr
a
d
e
a
m
o
n
g
l-
co
u
n
tr
ie
s.
W
e
ca
n
n
ow
te
st
th
e
m
u
lt
is
ca
le
m
o
d
el
d
efi
n
ed
b
y
E
q
.
(1
3
)
a
g
a
in
st
th
e
re
a
l
d
a
ta
{A˜
(l
)
} l 
0
.
P
re
li
m
in
a
ri
ly
,
w
e
ca
li
b
ra
te
th
e
m
o
d
el
b
y
se
tt
in
g
 
to
th
e
u
n
iq
u
e
va
lu
e
 ˜
th
a
t
p
ro
d
u
ce
s
th
e
sa
m
e
li
n
k
d
en
si
ty
a
s
th
e
re
a
l
IT
N
,
i.
e.
su
ch
th
a
t
th
e
ex
p
ec
te
d
n
u
m
b
er
o
f
li
n
k
s
in
th
e
0
-g
ra
p
h
(t
h
a
t
is
a
m
o
n
o
to
n
ic
a
ll
y
in
cr
ea
si
n
g
fu
n
ct
io
n
o
f
 )
eq
u
a
ls
th
e
em
p
ir
ic
a
l
va
lu
e
o
b
se
rv
ed
in
A˜
(0
)
(s
ee
S
I)
.
A
ft
er
th
is
si
n
g
le
p
a
ra
m
et
er
ch
o
ic
e,
a
ll
th
e
p
ro
b
a
b
il
it
ie
s
in
E
q
.
(1
3
)
a
re
u
n
iq
u
el
y
d
et
er
m
in
ed
a
t
a
ll
h
ie
ra
rc
h
ia
l
le
v
el
s
a
n
d
w
e
ca
n
te
st
th
e
m
o
d
el
b
y
co
m
p
a
ri
n
g
th
e
em
p
ir
ic
a
l
a
n
d
ex
-
p
ec
te
d
va
lu
e
o
f
va
ri
o
u
s
to
p
o
lo
g
ic
a
l
p
ro
p
er
ti
es
o
f
th
e
IT
N
a
t
d
i↵
er
en
t
co
a
rs
e-
g
ra
in
in
g
s.
In
p
a
rt
ic
u
la
r,
fo
r
ea
ch
le
v
el
l
a
n
d
fo
r
ea
ch
l-
n
o
d
e
i l
,
w
e
co
n
si
d
er
th
e
d
eg
re
e
k
i l
,
th
e
a
ve
ra
ge
n
ea
re
st
n
ei
gh
bo
u
r
d
eg
re
e
k
n
n
i l
a
n
d
th
e
cl
u
st
er
in
g
co
e 
ci
en
t
c i
l
(s
ee
S
I
fo
r
a
ll
d
efi
n
it
io
n
s)
.
W
e
ca
rr
y
o
u
t
a
fi
rs
t
te
st
o
f
th
e
m
o
d
el
b
y
co
n
si
d
er
in
g
th
e
av
er
a
g
e
o
f
th
es
e
q
u
a
n
ti
ti
es
ov
er
a
ll
l-
n
o
d
es
,
th
er
eb
y
o
b
ta
in
in
g
(u
si
n
g
b
a
rs
to
d
en
o
te
n
o
d
e
av
er
a
g
es
)
a
n
ov
er
a
ll
n
o
d
e-
av
er
a
g
ed
d
e-
g
re
e
k¯
l,
a
n
ov
er
a
ll
av
er
a
g
e
n
ea
re
st
n
ei
g
h
b
o
u
r
d
eg
re
e
k¯
n
n
l
a
n
d
a
n
ov
er
a
ll
cl
u
st
er
in
g
co
e 
ci
en
t
c¯ l
fo
r
ea
ch
le
v
el
l.
T
o
ch
ec
k
w
h
et
h
er
th
e
m
o
d
el
re
p
li
ca
te
s
th
es
e
p
ro
p
er
ti
es
a
t
a
ll
h
ie
ra
rc
h
ic
a
l
le
v
el
s,
w
e
fi
rs
t
n
o
rm
a
li
ze
th
es
e
q
u
a
n
ti
ti
es
to
p
u
t
th
em
o
n
th
e
sa
m
e
in
te
rv
a
l
[0
,1
]
ir
re
sp
ec
ti
v
e
o
f
l,
i.
e.
w
e
co
n
si
d
er
th
e
ra
ti
o
s
k¯
l/
N
l
(w
h
ic
h
co
in
ci
d
es
w
it
h
th
e
li
n
k
d
en
si
ty
D
l,
se
e
S
I)
a
n
d
k¯
n
n
l
/N
l,
w
h
il
e
c¯ l
is
a
lr
ea
d
y
n
o
rm
a
li
ze
d
.
In
F
ig
.
3
w
e
p
lo
t,
fo
r
a
ll
o
u
r
1
8
h
ie
ra
rc
h
ic
a
l
le
v
el
s,
th
e
th
re
e
n
o
rm
a
li
ze
d
q
u
a
n
ti
ti
es
a
s
a
fu
n
ct
io
n
o
f
th
e
n
u
m
b
er
N
l
o
f
l-
n
o
d
es
.
W
e
se
e
th
a
t
th
e
m
o
d
el
re
p
li
ca
te
s
th
e
em
p
ir
ic
a
l
va
lu
es
a
cc
u
ra
te
ly
.
T
h
is
is
re
m
a
rk
a
b
le
,
g
iv
en
th
a
t
th
e
o
n
ly
m
o
d
el
p
a
ra
m
et
er
 
w
a
s
ca
li
b
ra
te
d
in
o
rd
er
to
m
a
tc
h
u
n
iq
u
el
y
th
e
d
en
si
ty
D
0
o
f
th
e
0
-g
ra
p
h
,
w
h
il
e
th
e
a
g
re
em
en
t
h
o
ld
s
fo
r
th
e
o
th
er
q
u
a
n
ti
ti
es
a
s
w
el
l,
a
n
d
a
cr
o
ss
a
ll
le
v
el
s.
A
s
ex
p
ec
te
d
,
th
e
li
n
k
d
en
si
ty
in
cr
ea
se
s
a
s
th
e
le
v
el
in
cr
ea
se
s
(i
.e
.
a
s
N
l
d
ec
re
a
se
s)
,
n
ev
er
th
el
es
s
th
e
m
o
d
el
a
lw
ay
s
re
p
ro
d
u
ce
s
th
e
p
ro
p
er
ti
es
o
f
th
e
re
a
l
n
et
w
o
rk
(n
o
a
ss
u
m
p
ti
o
n
o
f
sp
a
rs
it
y
is
n
ee
d
ed
).
A
s
a
n
ev
en
m
o
re
st
ri
n
g
en
t
te
st
o
f
th
e
m
o
d
el
,
w
e
co
n
fi
rm
th
e
p
re
d
ic
ti
o
n
th
a
t
th
e
lo
ca
l
to
p
o
lo
g
ic
a
l
p
ro
p
er
ti
es
o
f
th
e
in
d
iv
id
u
a
l
(b
lo
ck
-)
co
u
n
tr
ie
s,
a
n
d
in
p
a
rt
ic
u
la
r
k
i l
,
k
n
n
i l
a
n
d
c i
l
,
sh
o
u
ld
d
ep
en
d
st
ro
n
g
ly
o
n
th
e
em
p
ir
ic
a
l
va
lu
e
o
f
G
D
P
i l
,
in
a
w
ay
th
a
t
is
g
ov
er
n
ed
b
y
E
q
.
(1
3
)
a
t
a
ll
le
v
el
s.
A
s
sh
ow
n
in
F
ig
.
4
,
th
e
m
o
d
el
p
re
d
ic
ti
o
n
s
a
re
co
n
fi
rm
ed
b
y
th
e
em
p
ir
ic
a
l
d
a
ta
.
It
is
re
m
a
rk
a
b
le
th
a
t
th
e
a
g
re
em
en
t
b
et
w
ee
n
o
b
se
rv
a
ti
o
n
s
a
n
d
m
o
d
el
ex
p
ec
ta
ti
o
n
s
h
o
ld
s
lo
ca
ll
y
a
t
th
e
le
v
el
o
f
in
d
iv
id
u
a
l
6
F
ir
st
,
w
e
d
efi
n
e
th
e
m
u
lt
is
ca
le
m
o
d
el
of
th
e
IT
N
as
fo
ll
ow
s.
W
e
id
en
ti
fy
ea
ch
0-
n
o
d
e
i 0
w
it
h
a
sp
ec
ifi
c
co
u
n
-
tr
y
fo
r
w
h
ic
h
th
er
e
ar
e
G
D
P
d
at
a
av
ai
la
b
le
fr
om
th
e
W
or
ld
B
an
k
[?
]
in
th
e
co
n
si
d
er
ed
ye
ar
.
T
h
is
re
su
lt
s
in
N
0
=
18
3
0-
n
o
d
es
(s
ee
S
I)
.
T
h
en
,
w
e
se
t
th
e
fi
tn
es
s
x
i 0
of
ea
ch
0-
n
o
d
e
eq
u
al
to
th
e
em
p
ir
ic
al
va
lu
e
of
th
e
G
D
P
:
x
i 0
=
G
D
P
i 0
,
i 0
=
1,
N
0
.
F
or
ea
ch
p
ai
r
(i
0
,j
0
)
of
co
u
n
tr
ie
s,
w
e
al
so
se
t
th
e
d
is
ta
n
ce
d
i 0
,j
0
eq
u
al
to
th
e
em
-
p
ir
ic
al
ge
og
ra
p
h
ic
al
d
is
ta
n
ce
b
et
w
ee
n
th
e
co
rr
es
p
on
d
in
g
co
u
n
tr
ie
s,
u
si
n
g
th
e
B
A
C
I-
C
E
P
II
G
eo
D
is
t
[3
]
d
at
ab
as
e
(s
ee
S
I)
.
N
ex
t,
w
e
u
se
th
es
e
d
is
ta
n
ce
s
to
in
d
u
ce
a
h
ie
ra
r-
ch
y
of
p
ar
ti
ti
on
s
{⌦
l} l
 
0
th
at
d
efi
n
e
th
e
p
os
si
b
le
co
ar
se
-
gr
ai
n
in
gs
of
th
e
IT
N
.
T
ec
h
n
ic
al
ly
,
th
is
is
d
on
e
b
y
m
er
gi
n
g
ge
og
ra
p
h
ic
al
ly
cl
os
e
co
u
n
tr
ie
s
in
to
‘b
lo
ck
-c
ou
n
tr
ie
s’
fo
l-
lo
w
in
g
a
si
n
gl
e-
li
n
ka
ge
h
ie
ra
rc
h
ic
al
cl
u
st
er
in
g
al
go
ri
th
m
b
as
ed
on
th
e
or
ig
in
al
d
is
ta
n
ce
s
{d
i 0
,j
0
}N
0
i 0
,j
0
=
1
(s
ee
S
I)
.
T
h
e
ou
tp
u
t
of
th
is
al
go
ri
th
m
is
a
d
en
d
ro
gr
am
li
ke
th
e
on
e
sh
ow
n
in
F
ig
.
2,
w
h
er
e
th
e
le
av
es
ar
e
th
e
or
ig
in
al
co
u
n
tr
ie
s
(0
-n
o
d
es
),
th
e
b
ra
n
ch
in
g
p
oi
n
ts
ar
e
th
e
b
lo
ck
-
co
u
n
tr
ie
s,
an
d
th
e
h
ei
gh
t
of
ea
ch
b
ra
n
ch
in
g
p
oi
n
t
re
p
re
-
se
n
ts
th
e
ge
og
ra
p
h
ic
al
d
is
ta
n
ce
b
et
w
ee
n
p
ai
rs
of
co
u
n
tr
ie
s
ac
ro
ss
th
e
co
rr
es
p
on
d
in
g
tw
o
b
ra
n
ch
es
.
C
u
tt
in
g
th
e
d
en
-
d
ro
gr
am
at
a
fi
x
ed
h
ei
gh
t
h
l
d
efi
n
es
th
e
h
ie
ra
rc
h
ic
al
le
ve
l
l
an
d
id
en
ti
fi
es
a
u
n
iq
u
e
p
ar
ti
ti
on
⌦
l
of
co
u
n
tr
ie
s
in
to
a
ce
rt
ai
n
n
u
m
b
er
N
l
of
‘l
-c
ou
n
tr
ie
s’
.
T
h
is
p
ar
ti
ti
on
ca
n
b
e
re
ga
rd
ed
as
a
m
u
lt
is
ca
le
ag
gr
eg
at
io
n
of
co
u
n
tr
ie
s
in
to
gr
ou
p
s
of
va
ry
in
g
si
ze
,
fo
ll
ow
in
g
fr
om
ac
tu
al
ge
og
ra
p
h
i-
ca
l
cl
os
en
es
s
ra
th
er
th
an
p
re
-i
m
p
os
ed
re
gi
on
al
or
p
ol
it
-
ic
al
cr
it
er
ia
.
C
u
tt
in
g
th
e
d
en
d
or
am
at
m
u
lt
ip
le
h
ei
gh
ts
{h
l} l
 
0
(w
it
h
h
0
=
0)
id
en
ti
fi
es
a
se
t
of
h
ie
ra
rc
h
ic
al
le
ve
ls
{l}
,
a
ge
og
ra
p
h
y
-i
n
d
u
ce
d
h
ie
ra
rc
h
y
of
p
ar
ti
ti
on
s
{⌦
l} l
 
0
,
an
d
a
co
rr
es
p
on
d
in
g
se
q
u
en
ce
of
{N
l} l
 
0
b
lo
ck
-c
ou
n
tr
ie
s.
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ra
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⌘
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=
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e
re
n
or
m
al
iz
ed
ge
og
ra
p
h
ic
al
d
is
ta
n
ce
s
eq
u
al
d
 
1
i l
+
1
,j
l+
1
⌘
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d
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b
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e
n
or
m
al
iz
ed
q
u
an
ti
ti
es
as
a
fu
n
ct
io
n
of
th
e
n
u
m
b
er
N
l
of
l-
n
o
d
es
.
W
e
se
e
th
at
th
e
m
o
d
el
re
p
li
ca
te
s
th
e
em
p
ir
ic
al
va
lu
es
ac
cu
ra
te
ly
.
T
h
is
is
re
m
ar
ka
b
le
,
gi
ve
n
th
at
th
e
on
ly
m
o
d
el
p
ar
am
et
er
 
w
as
ca
li
b
ra
te
d
in
or
d
er
to
m
at
ch
u
n
iq
u
el
y
th
e
d
en
si
ty
D
0
of
th
e
0-
gr
ap
h
,
w
h
il
e
th
e
ag
re
em
en
t
h
ol
d
s
fo
r
th
e
ot
h
er
q
u
an
ti
ti
es
as
w
el
l,
an
d
ac
ro
ss
al
l
le
ve
ls
.
A
s
ex
p
ec
te
d
,
th
e
li
n
k
d
en
si
ty
in
cr
ea
se
s
as
th
e
le
ve
l
in
cr
ea
se
s
(i
.e
.
as
N
l
d
ec
re
as
es
),
n
ev
er
th
el
es
s
th
e
m
o
d
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p
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p
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d
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:
x
i 0
=
G
D
P
i 0
,
i 0
=
1
,N
0
.
F
o
r
ea
ch
p
a
ir
(i
0
,j
0
)
o
f
co
u
n
tr
ie
s,
w
e
a
ls
o
se
t
th
e
d
is
ta
n
ce
d
i 0
,j
0
eq
u
a
l
to
th
e
em
-
p
ir
ic
a
l
g
eo
g
ra
p
h
ic
a
l
d
is
ta
n
ce
b
et
w
ee
n
th
e
co
rr
es
p
o
n
d
in
g
co
u
n
tr
ie
s,
u
si
n
g
th
e
B
A
C
I-
C
E
P
II
G
eo
D
is
t
[3
]
d
a
ta
b
a
se
(s
ee
S
I)
.
N
ex
t,
w
e
u
se
th
es
e
d
is
ta
n
ce
s
to
in
d
u
ce
a
h
ie
ra
r-
ch
y
o
f
p
a
rt
it
io
n
s
{⌦
l} l
 
0
th
a
t
d
efi
n
e
th
e
p
o
ss
ib
le
co
a
rs
e-
g
ra
in
in
g
s
o
f
th
e
IT
N
.
T
ec
h
n
ic
a
ll
y,
th
is
is
d
o
n
e
b
y
m
er
g
in
g
g
eo
g
ra
p
h
ic
a
ll
y
cl
o
se
co
u
n
tr
ie
s
in
to
‘b
lo
ck
-c
o
u
n
tr
ie
s’
fo
l-
lo
w
in
g
a
si
n
g
le
-l
in
ka
g
e
h
ie
ra
rc
h
ic
a
l
cl
u
st
er
in
g
a
lg
o
ri
th
m
b
a
se
d
o
n
th
e
o
ri
g
in
a
l
d
is
ta
n
ce
s
{d
i 0
,j
0
}N
0
i 0
,j
0
=
1
(s
ee
S
I)
.
T
h
e
o
u
tp
u
t
o
f
th
is
a
lg
o
ri
th
m
is
a
d
en
d
ro
g
ra
m
li
k
e
th
e
o
n
e
sh
ow
n
in
F
ig
.
2
,
w
h
er
e
th
e
le
av
es
a
re
th
e
o
ri
g
in
a
l
co
u
n
tr
ie
s
(0
-n
o
d
es
),
th
e
b
ra
n
ch
in
g
p
o
in
ts
a
re
th
e
b
lo
ck
-
co
u
n
tr
ie
s,
a
n
d
th
e
h
ei
g
h
t
o
f
ea
ch
b
ra
n
ch
in
g
p
o
in
t
re
p
re
-
se
n
ts
th
e
g
eo
g
ra
p
h
ic
a
l
d
is
ta
n
ce
b
et
w
ee
n
p
a
ir
s
o
f
co
u
n
tr
ie
s
a
cr
o
ss
th
e
co
rr
es
p
o
n
d
in
g
tw
o
b
ra
n
ch
es
.
C
u
tt
in
g
th
e
d
en
-
d
ro
g
ra
m
a
t
a
fi
x
ed
h
ei
g
h
t
h
l
d
efi
n
es
th
e
h
ie
ra
rc
h
ic
a
l
le
v
el
l
a
n
d
id
en
ti
fi
es
a
u
n
iq
u
e
p
a
rt
it
io
n
⌦
l
o
f
co
u
n
tr
ie
s
in
to
a
ce
rt
a
in
n
u
m
b
er
N
l
o
f
‘l
-c
o
u
n
tr
ie
s’
.
T
h
is
p
a
rt
it
io
n
ca
n
b
e
re
g
a
rd
ed
a
s
a
m
u
lt
is
ca
le
a
g
g
re
g
a
ti
o
n
o
f
co
u
n
tr
ie
s
in
to
g
ro
u
p
s
o
f
va
ry
in
g
si
ze
,
fo
ll
ow
in
g
fr
o
m
a
ct
u
a
l
g
eo
g
ra
p
h
i-
ca
l
cl
o
se
n
es
s
ra
th
er
th
a
n
p
re
-i
m
p
o
se
d
re
g
io
n
a
l
o
r
p
o
li
t-
ic
a
l
cr
it
er
ia
.
C
u
tt
in
g
th
e
d
en
d
o
ra
m
a
t
m
u
lt
ip
le
h
ei
g
h
ts
{h
l} l
 
0
(w
it
h
h
0
=
0
)
id
en
ti
fi
es
a
se
t
o
f
h
ie
ra
rc
h
ic
a
l
le
v
el
s
{l}
,
a
g
eo
g
ra
p
h
y
-i
n
d
u
ce
d
h
ie
ra
rc
h
y
o
f
p
a
rt
it
io
n
s
{⌦
l} l
 
0
,
a
n
d
a
co
rr
es
p
o
n
d
in
g
se
q
u
en
ce
o
f
{N
l} l
 
0
b
lo
ck
-c
o
u
n
tr
ie
s.
W
e
co
n
si
d
er
1
8
h
ie
ra
rc
h
ic
a
l
le
v
el
s
ra
n
g
in
g
fr
o
m
N
0
=
1
8
3
to
N
1
7
=
1
0
(s
ee
S
I)
.
F
o
r
ea
ch
o
f
th
es
e
le
v
el
s,
th
e
a
d
d
i-
ti
v
it
y
o
f
G
D
P
en
su
re
s
th
a
t
E
q
.
(6
)
h
o
ld
s
a
s
a
d
efi
n
it
io
n
fo
r
th
e
em
p
ir
ic
a
l
a
g
g
re
g
a
te
G
D
P
o
f
b
lo
ck
-c
o
u
n
tr
ie
s:
G
D
P
i l
+
1
⌘
X
i l
2i
l+
1
G
D
P
i l
.
(1
1
)
W
e
th
en
fi
x
th
e
fu
n
ct
io
n
f
in
E
q
.
(4
)
a
s
f
(d
)
=
d
 
1
,
so
th
a
t
th
e
re
n
o
rm
a
li
ze
d
g
eo
g
ra
p
h
ic
a
l
d
is
ta
n
ce
s
eq
u
a
l
d
 
1
i l
+
1
,j
l+
1
⌘
P i l2
i l
+
1
P j l2
j l
+
1
G
D
P
i l
G
D
P
j l
d
 
1
i l
,j
l
P i l2
i l
+
1
G
D
P
i l
P j l2
j l
+
1
G
D
P
j l
,
(1
2
)
w
h
ic
h
is
th
e
G
D
P
-a
v
er
a
g
ed
eq
u
iv
a
le
n
t
o
f
ce
rt
a
in
p
o
p
u
la
ti
o
n
-a
v
er
a
g
ed
d
is
ta
n
ce
s
co
m
m
o
n
ly
u
se
d
in
g
eo
g
-
ra
p
h
y,
e.
g
.
in
th
e
G
eo
D
is
t
d
a
ta
b
a
se
it
se
lf
[3
].
In
th
is
w
ay
,
d
i l
+
1
,j
l+
1
re
p
re
se
n
ts
a
so
rt
o
f
d
is
ta
n
ce
b
et
w
ee
n
th
e
‘b
a
ry
ce
n
te
rs
’
o
f
th
e
b
lo
ck
-c
o
u
n
tr
ie
s
i l
+
1
a
n
d
j l
+
1
,
w
h
er
e
th
e
b
a
ry
ce
n
te
r
o
f
ea
ch
(l
+
1
)-
co
u
n
tr
y
is
lo
ca
te
d
u
si
n
g
th
e
in
te
rn
a
l
G
D
P
d
is
tr
ib
u
ti
o
n
a
cr
o
ss
it
s
co
n
st
it
u
en
t
l-
co
u
n
tr
ie
s.
P
u
tt
in
g
a
ll
th
e
a
b
ov
e
in
g
re
d
ie
n
ts
to
g
et
h
er
,
w
e
a
rr
iv
e
a
t
th
e
fo
ll
ow
in
g
m
u
lt
is
ca
le
m
o
d
el
fo
r
th
e
IT
N
:
p
i l
,j
l
( 
)
=
1
 
e 
 
G
D
P
i
l
G
D
P
j
l
/
d
i
l
,j
l
,
(1
3
)
w
h
er
e
 
is
th
e
o
n
ly
fr
ee
p
a
ra
m
et
er
a
n
d
w
h
er
e
th
e
re
n
o
r-
m
a
li
za
ti
o
n
ru
le
s
a
re
g
iv
en
b
y
E
q
s.
(1
1
)
a
n
d
(1
2
).
N
ow
th
a
t
w
e
h
av
e
d
efi
n
ed
o
u
r
m
u
lt
is
ca
le
m
o
d
el
o
f
th
e
IT
N
,
w
e
b
u
il
d
th
e
co
rr
es
p
o
n
d
in
g
in
st
a
n
ce
s
o
f
th
e
re
a
l
n
et
w
o
rk
a
t
th
e
ch
o
se
n
1
8
le
v
el
s
o
f
a
g
g
re
g
a
ti
o
n
.
T
o
th
is
en
d
,
w
e
co
n
st
ru
ct
th
e
em
p
ir
ic
a
l
0
-g
ra
p
h
A˜
(0
)
b
y
d
ra
w
in
g
a
n
u
n
d
ir
ec
te
d
li
n
k
b
et
w
ee
n
ea
ch
p
a
ir
o
f
co
u
n
tr
ie
s
th
a
t
h
av
e
a
p
o
si
ti
v
e
tr
a
d
e
re
la
ti
o
n
sh
ip
in
ei
th
er
d
ir
ec
ti
o
n
in
th
e
B
A
C
I-
C
o
m
tr
a
d
e
d
a
ta
se
t
(s
ee
S
I)
.
T
h
en
,
w
e
u
se
th
e
d
is
ta
n
ce
-i
n
d
u
ce
d
p
a
rt
it
io
n
s
{⌦
l} l
 
0
d
efi
n
ed
a
b
ov
e
in
o
r-
d
er
to
co
n
st
ru
ct
th
e
l-
g
ra
p
h
a
cc
o
rd
in
g
to
E
q
.
(1
)
fo
r
ea
ch
le
v
el
l.
T
h
is
p
ro
ce
d
u
re
cr
ea
te
s
a
se
q
u
en
ce
{A˜
(l
)
} l 
0
o
f
em
p
ir
ic
a
l
co
a
rs
e-
g
ra
in
ed
v
er
si
o
n
s
o
f
th
e
IT
N
,
ea
ch
o
n
e
re
p
re
se
n
ti
n
g
th
e
ex
is
te
n
ce
o
f
tr
a
d
e
a
m
o
n
g
l-
co
u
n
tr
ie
s.
W
e
ca
n
n
ow
te
st
th
e
m
u
lt
is
ca
le
m
o
d
el
d
efi
n
ed
b
y
E
q
.
(1
3
)
a
g
a
in
st
th
e
re
a
l
d
a
ta
{A˜
(l
)
} l 
0
.
P
re
li
m
in
a
ri
ly
,
w
e
ca
li
b
ra
te
th
e
m
o
d
el
b
y
se
tt
in
g
 
to
th
e
u
n
iq
u
e
va
lu
e
 ˜
th
a
t
p
ro
d
u
ce
s
th
e
sa
m
e
li
n
k
d
en
si
ty
a
s
th
e
re
a
l
IT
N
,
i.
e.
su
ch
th
a
t
th
e
ex
p
ec
te
d
n
u
m
b
er
o
f
li
n
k
s
in
th
e
0
-g
ra
p
h
(t
h
a
t
is
a
m
o
n
o
to
n
ic
a
ll
y
in
cr
ea
si
n
g
fu
n
ct
io
n
o
f
 )
eq
u
a
ls
th
e
em
p
ir
ic
a
l
va
lu
e
o
b
se
rv
ed
in
A˜
(0
)
(s
ee
S
I)
.
A
ft
er
th
is
si
n
g
le
p
a
ra
m
et
er
ch
o
ic
e,
a
ll
th
e
p
ro
b
a
b
il
it
ie
s
in
E
q
.
(1
3
)
a
re
u
n
iq
u
el
y
d
et
er
m
in
ed
a
t
a
ll
h
ie
ra
rc
h
ia
l
le
v
el
s
a
n
d
w
e
ca
n
te
st
th
e
m
o
d
el
b
y
co
m
p
a
ri
n
g
th
e
em
p
ir
ic
a
l
a
n
d
ex
-
p
ec
te
d
va
lu
e
o
f
va
ri
o
u
s
to
p
o
lo
g
ic
a
l
p
ro
p
er
ti
es
o
f
th
e
IT
N
a
t
d
i↵
er
en
t
co
a
rs
e-
g
ra
in
in
g
s.
In
p
a
rt
ic
u
la
r,
fo
r
ea
ch
le
v
el
l
a
n
d
fo
r
ea
ch
l-
n
o
d
e
i l
,
w
e
co
n
si
d
er
th
e
d
eg
re
e
k
i l
,
th
e
a
ve
ra
ge
n
ea
re
st
n
ei
gh
bo
u
r
d
eg
re
e
k
n
n
i l
a
n
d
th
e
cl
u
st
er
in
g
co
e 
ci
en
t
c i
l
(s
ee
S
I
fo
r
a
ll
d
efi
n
it
io
n
s)
.
W
e
ca
rr
y
o
u
t
a
fi
rs
t
te
st
o
f
th
e
m
o
d
el
b
y
co
n
si
d
er
in
g
th
e
av
er
a
g
e
o
f
th
es
e
q
u
a
n
ti
ti
es
ov
er
a
ll
l-
n
o
d
es
,
th
er
eb
y
o
b
ta
in
in
g
(u
si
n
g
b
a
rs
to
d
en
o
te
n
o
d
e
av
er
a
g
es
)
a
n
ov
er
a
ll
n
o
d
e-
av
er
a
g
ed
d
e-
g
re
e
k¯
l,
a
n
ov
er
a
ll
av
er
a
g
e
n
ea
re
st
n
ei
g
h
b
o
u
r
d
eg
re
e
k¯
n
n
l
a
n
d
a
n
ov
er
a
ll
cl
u
st
er
in
g
co
e 
ci
en
t
c¯ l
fo
r
ea
ch
le
v
el
l.
T
o
ch
ec
k
w
h
et
h
er
th
e
m
o
d
el
re
p
li
ca
te
s
th
es
e
p
ro
p
er
ti
es
a
t
a
ll
h
ie
ra
rc
h
ic
a
l
le
v
el
s,
w
e
fi
rs
t
n
o
rm
a
li
ze
th
es
e
q
u
a
n
ti
ti
es
to
p
u
t
th
em
o
n
th
e
sa
m
e
in
te
rv
a
l
[0
,1
]
ir
re
sp
ec
ti
v
e
o
f
l,
i.
e.
w
e
co
n
si
d
er
th
e
ra
ti
o
s
k¯
l/
N
l
(w
h
ic
h
co
in
ci
d
es
w
it
h
th
e
li
n
k
d
en
si
ty
D
l,
se
e
S
I)
a
n
d
k¯
n
n
l
/N
l,
w
h
il
e
c¯ l
is
a
lr
ea
d
y
n
o
rm
a
li
ze
d
.
In
F
ig
.
3
w
e
p
lo
t,
fo
r
a
ll
o
u
r
1
8
h
ie
ra
rc
h
ic
a
l
le
v
el
s,
th
e
th
re
e
n
o
rm
a
li
ze
d
q
u
a
n
ti
ti
es
a
s
a
fu
n
ct
io
n
o
f
th
e
n
u
m
b
er
N
l
o
f
l-
n
o
d
es
.
W
e
se
e
th
a
t
th
e
m
o
d
el
re
p
li
ca
te
s
th
e
em
p
ir
ic
a
l
va
lu
es
a
cc
u
ra
te
ly
.
T
h
is
is
re
m
a
rk
a
b
le
,
g
iv
en
th
a
t
th
e
o
n
ly
m
o
d
el
p
a
ra
m
et
er
 
w
a
s
ca
li
b
ra
te
d
in
o
rd
er
to
m
a
tc
h
u
n
iq
u
el
y
th
e
d
en
si
ty
D
0
o
f
th
e
0
-g
ra
p
h
,
w
h
il
e
th
e
a
g
re
em
en
t
h
o
ld
s
fo
r
th
e
o
th
er
q
u
a
n
ti
ti
es
a
s
w
el
l,
a
n
d
a
cr
o
ss
a
ll
le
v
el
s.
A
s
ex
p
ec
te
d
,
th
e
li
n
k
d
en
si
ty
in
cr
ea
se
s
a
s
th
e
le
v
el
in
cr
ea
se
s
(i
.e
.
a
s
N
l
d
ec
re
a
se
s)
,
n
ev
er
th
el
es
s
th
e
m
o
d
el
a
lw
ay
s
re
p
ro
d
u
ce
s
th
e
p
ro
p
er
ti
es
o
f
th
e
re
a
l
n
et
w
o
rk
(n
o
a
ss
u
m
p
ti
o
n
o
f
sp
a
rs
it
y
is
n
ee
d
ed
).
A
s
a
n
ev
en
m
o
re
st
ri
n
g
en
t
te
st
o
f
th
e
m
o
d
el
,
w
e
co
n
fi
rm
th
e
p
re
d
ic
ti
o
n
th
a
t
th
e
lo
ca
l
to
p
o
lo
g
ic
a
l
p
ro
p
er
ti
es
o
f
th
e
in
d
iv
id
u
a
l
(b
lo
ck
-)
co
u
n
tr
ie
s,
a
n
d
in
p
a
rt
ic
u
la
r
k
i l
,
k
n
n
i l
a
n
d
c i
l
,
sh
o
u
ld
d
ep
en
d
st
ro
n
g
ly
o
n
th
e
em
p
ir
ic
a
l
va
lu
e
o
f
G
D
P
i l
,
in
a
w
ay
th
a
t
is
g
ov
er
n
ed
b
y
E
q
.
(1
3
)
a
t
a
ll
le
v
el
s.
A
s
sh
ow
n
in
F
ig
.
4
,
th
e
m
o
d
el
p
re
d
ic
ti
o
n
s
a
re
co
n
fi
rm
ed
b
y
th
e
em
p
ir
ic
a
l
d
a
ta
.
It
is
re
m
a
rk
a
b
le
th
a
t
th
e
a
g
re
em
en
t
b
et
w
ee
n
o
b
se
rv
a
ti
o
n
s
a
n
d
m
o
d
el
ex
p
ec
ta
ti
o
n
s
h
o
ld
s
lo
ca
ll
y
a
t
th
e
le
v
el
o
f
in
d
iv
id
u
a
l
6
First,wedefinethemultiscalemodeloftheITNas
follows.Weidentifyeach0-nodei
0
withaspecificcoun-
tryforwhichthereareGDPdataavailablefromthe
WorldBank[?]intheconsideredyear.Thisresults
inN
0
=1830-nodes(seeSI).Then,wesetthefitness
x
i
0
ofeach0-nodeequaltotheempiricalvalueofthe
GDP:x
i
0
=GDP
i
0
,i
0
=1,N
0
.Foreachpair(i
0
,j
0
)of
countries,wealsosetthedistanced
i
0
,j
0
equaltotheem-
piricalgeographicaldistancebetweenthecorresponding
countries,usingtheBACI-CEPIIGeoDist[3]database
(seeSI).Next,weusethesedistancestoinduceahierar-
chyofpartitions{⌦
l
}
l 0
thatdefinethepossiblecoarse-
grainingsoftheITN.Technically,thisisdonebymerging
geographicallyclosecountriesinto‘block-countries’fol-
lowingasingle-linkagehierarchicalclusteringalgorithm
basedontheoriginaldistances{d
i
0
,j
0
}
N
0
i
0
,j
0
=1
(seeSI).
Theoutputofthisalgorithmisadendrogramlikethe
oneshowninFig.2,wheretheleavesaretheoriginal
countries(0-nodes),thebranchingpointsaretheblock-
countries,andtheheightofeachbranchingpointrepre-
sentsthegographicaldistancebetweenpairsofcountries
acrosstecorrespondingtwobranches.Cuttingtheden-
drogramatafixedheighth
l
definesthehirarchicallevel
landidentifiesauniquepartition⌦
l
ofcountriesinto
acertainnumberN
l
of‘l-countries’.Thispartitioncan
beregaredasamultiscaleaggregationofcountriesinto
groupsofvaryingsize,fllowingfromactualgeographi-
calclosenessratherthanpre-imposedregionalorpolit-
icalcriteria.Cuttingthedendoramatmultipleheights
{h
l
}
l 0
(withh
0
=0)identifiesasetofhierarchicallevels
{l},ageography-inducedhierarchyofpatitions{⌦
l
}
l 0
,
andacorrespondingsequenceof{N
l
}
l 0
block-cunties.
Weconsider18hierrchicallevelsrangingfromN
0
=183
toN
17
=10(seeSI).Foreachofteelevels,thaddi-
tivityofGDPesuresthatEq.(6)holdsasadefinition
forheempiricalaggregateGDPofblock-countries:
DP
i
l+1
⌘
X
i
l
2i
l+1
GDP
i
l
.(11)
WethenfixthefunconfinEq.(4)asf(d)=d
 1
,so
thatthernrmalizedgeograpicaldistacesequal
d
 
i
l+1
,j
l+1
⌘
P
i
l
2i
l+1
P
j
l
2j
l+1
GDP
i
l
GDP
j
l
d
 1
i
l
,j
l
P
i
l
2i
l+1
GDP
i
P
j
l
2j
l+1
GDP
j
l
,(12)
whichisteGDP-vergedequivlentofcertain
population-averageddistancescommonlysedingeog-
raphy,e.g.intheGeoDistdatabaseitslf[3].Inthis
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theBACI-Comtradedataset(seeSI).Then,weusethe
distance-inducedpartitions{⌦
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}
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definedaboveinor-
dertoconstructthel-graphaccordingtoEq.(1)foreach
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l 0
of
empiricalcoarse-grainedversionsoftheITN,eachone
representingtheexistenceoftradeamongl-countries.
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suchthattheexpectednumberoflinksinthe0-graph
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evenmorestringenttesofthemodel,weconfirmthe
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,inawaythatisgovernedbyEq.(13)at
alllevls.AsshowninFig.4,themodelpredictions
areconfirmdbytheempiricaldata.Itisremarkable
thattheagreementbetweenobservationsandmodel
expectationsoldslocallyatthelevelofindividual
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follows.Weidentifyeach0-nodei
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of‘l-countries’.Thispartitioncan
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FIG. 3. Predic ion of the topological prope ties of the renormalized ITN across the full spectrum of geograph-
ical aggregation using the multiscale model. The panels show the agr ement betwee the empirical and expected values
of the link density Dl (top), node-avera e rescaled average nearest neighbour degree k¯
nn
l /(Nl−1) ( iddle) and node-averaged
clustering coefficient c¯l (bottom) as functions of the number Nl of l-countries, for all the 18 hierarchical levels considered
(l = 0, 17).
overall node-averaged degree k¯l, an o erall average
nearest neighbour degree k¯nnl and an overall clustering
co fficient c¯l for eac level l. To check wh ther t model
replic t s these pr per ies at all hierarchical levels, we
first normalize these quantities to put them o the same
interval [0, 1] irrespective of l, i. . we consider the ratios
k¯l/(Nl − 1) (which oincides with the l nk density Dl,
see SI) nd k¯nnl /(Nl − 1), while c¯l is already normalized.
In Fig. 3 we plot, for all our 18 hierarchical levels, the
three normalized quantities Dl, k¯
nn
l /(Nl − 1), c¯l as a
function of the number Nl of l-nodes. We see that the
model replicates the empirical values accurately. This
is r markable, give that the model has only one free
parameter (δ), which was calibrated u iqu ly to m tch
the density D0 of the 0-graph, while the agreement holds
for the other quantities as well, nd across all l vels. As
expected, the link density increases as the level increases
(i.e. as Nl decreases), nevertheless the model always
reproduces the properties of the real network. As an
ev n mor stringent test of the model, we confirm the
prediction that the local t pological properties of the
individual (block-)c untries, and in particula kil , k
nn
il
an cil , should d pe d strongly on the empirical value
of GDPil , in a way that is governed by Eq. (13) at
all levels. As shown in Fig. 4, the model predictions
are co firmed by the empirical data. It is remarkabl
that the agreement between observations and model
expectations holds locally at the level of individual
nodes and across all hierarchical levels, despite the fact
that the s gle par meter δ wa used to match only the
density of the 0-graph, which is a global property defined
at a single hierarchical level. As a final consistency
check, we also confirmed t at results similar to those
s own i Figs. 3 a d 4 are r t ieved if δ is fixed in order
to match the empirical density of A(l) for any other
given l vel l > 0 (not shown).
Case II: annealed fitn ss. In the annealed case we re-
gard not only the graph structure, but also the fitness as
a random variable. At the 0-th level, this means that, for
8FIG. 4. Comparison of empirical and expected node-specific properties across multiple levels. Top panels (a,b,c):
empirical (blue) and expected (red) degree kil vs log(GDPil) for all Nl nodes, for three representative hierarchical levels (l1 = 0,
l2 = 8, l3 = 13) such that Nl1 = 183 (left), Nl2 = 100 (centre) and Nl3 = 50 (right). Middle panels (d,e,f): empirical (blue)
and expected (red) average nearest-neighbour degree knnil vs log(GDPil) for all Nl nodes, for the same three hierarchical levels.
Bottom panels (g,h,i): empirical (blue) and expected (red) clustering coefficient cil vs log(GDPil) for all Nl nodes, for the same
three hierarchical levels.
all i0 = 1, N0, the value xi0 is drawn from from a certain
probability density function (PDF) ρi0(x|Γi0) with pos-
itive support, where Γi0 denotes all parameters of the
PDF. As for the randomness in the topology, we im-
pose that the randomness in the fitness, induced from
{xi0}N0i0=1 to {xil}Nlil=1 at all higher levels l > 0 by the
additivity property in Eq. (6), should be scale-invariant.
This means that we should be able to produce the pos-
sible values of xil with exactly the same probability by
proceeding along two equivalent ways: hierchically by
sampling each value xi0 from its PDF ρi0(x|Γi0) and sum-
ming up these values for all the 0-nodes that are mapped
onto il by the partition Ωl−1 · · ·Ω0, or directly by draw-
ing xil from a certain PDF ρil(x|Γil) that should have
the same functional form of ρi0(x|Γi0) and a set of renor-
malized parameters Γil obtainable from {Γi0}N0i0=1 only
through the kwnoledge of Ωl−1 · · ·Ω0. In other words,
the fitness values can be virtually resampled at each scale
l from a universal distribution with scale-invariant func-
tional form and possibly scale-dependent parameters.
The above requirement is equivalent to imposing that
ρil(x|Γil) belongs to the family of α-stable distribu-
tions [34], which are characterized by the four param-
eters Γil ≡ (αil , βil , γil , µil) where βil ∈ [−1, 1], µil ∈ R
and γil > 0 control the skewness, location and scale
of ρil(x|Γil) respectively, while αil ≡ α ∈ (0, 2] is the
(invariant) stability parameter, equal to the exponent
asymptotically characterizing (if α < 2) the power-law
tails of the distribution, i.e. ρil(x|Γil) ∼ |x|−α−1 for x
large. For α = 2, ρil(x|Γil) is instead Gaussian. The
9Gaussian (α = 2), Cauchy (α = 1, βil = 0) and Le´vy
(α = 1/2, βil = 1) distributions are the only α-stable
distributions known in closed form. Despite this limita-
tion, the characteristic function (CF)
ϕil(t|Γil) ≡
∫
eitx ρil(x|Γil) dx (14)
of a general α-stable distribution is completely known:
ϕil(t|Γil) =
{
eitµil−|γil t|
α
[
1−iβil sign(t) tan piα2
]
if α 6= 1,
eitµil−|γil t|
[
1+iβil
2
pi sign(t) log |t|
]
if α = 1.
A key feature of α-stable distributions is that, under
the additive rule stated in Eq. (6), the parameters renor-
malize as
αil+1 ≡ α, (15)
βil+1 ≡
∑
il∈il+1 βilγ
α
il∑
il∈il+1 γ
α
il
, (16)
γαil+1 ≡
∑
il∈il+1
γαil , (17)
µil+1 ≡
∑
il∈il+1
µil . (18)
When 0 < α < 1 and βil = 1, the support of α-stable dis-
tributions is [µil ,+∞). In order to ensure non-negative
fitness values at all scales l ≥ 0 (as required by the con-
nection probability pil,jl), we therefore start from l = 0
and set 0 < α < 1 and βi0 = 1, µi0 = 0 for all i0 = 1, N0
(note that we might set µi0 > 0 as well, but in that case
Eq. (18) would imply an increase of µil with l, while we
do not want to progressively restrict the possible values
of the fitness as l increases). With this choice, Eqs. (15)-
(18) imply that, at all higher levels,
αil+1≡ α ∈ (0, 1), βil+1≡ 1, γαil+1≡
∑
il∈il+1
γαil , µil+1≡ 0,
showing that α, β and µ are scale-invariant, while γα is
node-additive. The above scaling rules, combined with
the form of ϕil(t|Γil) given above, finally lead to the
scale-invariant CF of the fitness, for all α ∈ (0, 1) and
for all γil > 0:
ϕil(t) = e
−|γil t|α
[
1−i sign(t) tan piα2
]
. (19)
In order to obtain also an explicit scale-invariant PDF of
the fitness, we can use the only stable distribution known
in closed form within the above constraints, i.e. the Le´vy
distribution for which α = 1/2:
ρil(x) =
√
γil
2pi
e−γil/(2x)
x3/2
, x > 0. (20)
(where we have kept µil = 0). In this case, the only re-
maining free parameter is γil and the only relevant renor-
malization rule is given by Eq. (17). Note that, as we did
for P
(
A(l)|δ) previously, we have omitted the dependence
of ϕil(t) and ρil(x) on their parameters.
In summary, in the annealed scenario at any hierarchi-
cal level l the fitness of each l-node is a random variable
described by the CF ϕil(t) in Eq. (19) or (if α = 1/2)
by the PDF ρil(x) in Eq. (20). Given a realization of
these fitness values, the network is generated with prob-
ability P
(
A(l)|δ) given by Eq. (8), i.e. by connecting
pairs of l-nodes with connection probability pil,jl(δ) given
by Eq. (4). This construction is entirely self-consistent
across all hierarchical levels, i.e. the l-graph can be ei-
ther be built bottom-up, starting from level 0 and coarse-
graining the 0-graph up to level l, or directly at the l-th
level, by sampling the fitness at that level and generating
the resulting l-graph immediately. Note that, up to this
point, the connection probability pil,jl can still depend on
the distances dil,jl as long as the latter are ultrametric
on the histogram of desired coarse grainings and there-
fore decoupled from the fitness, as discussed previously
(if the distances between 0-nodes are not ultrametric,
Eq. (7) would make the renormalized distances fitness-
dependent and hence random in the annealed case).
Notably, a unique property of the annealed case is
that the renormalization defines not only a semi-group
proceeding bottom-up from the 0-graph to higher levels
as in usual schemes, but also a group: it can also proceed
top-down by resolving the 0-graph into a graph with
any number of nodes bigger than N0, indefinitely and
in a scale-invariant manner. This possibility is ensured
by the fact that stable distributions are infinitely
divisible, i.e. they can be expressed as the probability
distribution of the sum of an arbitrary number of i.id.
random variables from the same family. This property
implies that we can disaggregate each l-node (including
l = 0) with fitness xil into any desired number of
(l − 1)-nodes, each with its own fitness. This possibility
allows us to perform the upscaling of the network,
in a way that is conceptually similar, but physically
different from the approach in Ref. [35] (which assumes
a geometric embedding of nodes). We can therefore
attach no particular meaning to the level l = 0 and
consider any ‘negative’ level m < 0 as well, provided
that the (ultrametric) distances between all pairs of
m-nodes are given and consistent with the higher-level
ones, i.e. such that f(dil,jl) = f(dim,jm) whenever
il = Ωl−1 · · ·Ωm(im) and jl = Ωl−1 · · ·Ωm(jm) for all
l > m. Clearly, this requirement is always ensured in
two notable cases: i) if distances are ultrametric and the
associated dendrogram is used to define which m-nodes
branch into which (m − 1)-nodes as we go deeper in
the hierarchy of partitions; ii) in the distance-free case
f ≡ 1. We consider the latter an instructive example
and discuss it below.
Scale-free networks from scale-invariance without ge-
ometry. We have clarified that scale-free and scale-
invariant networks are distinct concepts. Here we con-
sider a special case of our annealed scale-invariant model
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that spontaneously leads to scale-free networks, thus
connecting the two concepts and providing a nontrivial
recipe for generating scale-freeness purely from scale in-
variance. To this end, we use Eq. (20) to provide a com-
plete analytical characterization of the annealed model,
although similar results can be obtained through numer-
ical sampling of the fitness for all α ∈ (0, 1) [36–38]. In
general, we may start from l = 0 and assign each 0-node
i0 a different value of γi0 , then specify a hierarchy of
coarse-grainings and calculate the corresponding values
of γil for all l-nodes and the resulting properties of the
network, for all l > 0. This leaves a lot of flexibility, in
principle allowing us to taylor the resulting properties of
the network to any degree of heterogeneity.
However, to avoid making ad hoc assumptions, we put
ourselves in the simplest situation where distances are
switched off (i.e. f ≡ 1, so that the model is governed by
Eq. (10) and is entirely non-geometric), all 0-nodes are
statistically equivalent (i.e. γi0 ≡ γ0 for all i0 = 1, N0),
and the dendrogram of coarse grainings is ml-regular: at
each level l, the Nl l-nodes are merged into
Nl+1 =
Nl
ml
= · · · = N0∏l
n=0mn
(21)
(l + 1)-nodes, each formed by exactly ml l-nodes. Note
that this is the most homogeneous choice, as it preserves
the statistical equivalence of all the Nl l-nodes at every
hierarchical level, i.e. γil ≡ γl for all l where
γl+1 = ml
1/αγl = · · · =
l∏
n=0
m1/αn γ0 =
(
N0
Nl+1
)1/α
γ0 (22)
(with α = 1/2 here), as ensured by Eq. (17). This means
that, for any l, the fitness values {xil}Nll=1 are i.i.d. with
common distribution
ρl(x) =
√
γl
2pi
e−γl/(2x)
x3/2
, x > 0, ρl(x) ∝ x−3/2 (23)
effectively reducing a multivariate problem to a univari-
ate one. This makes the model similar to the FM [14],
with two special prescriptions: i) here the fitness is de-
fined at all hierarchical levels simultaneously and ii) the
connection probability can only take the scale-invariant
form given by Eq. (10). Note that the fitness distri-
bution depends on the hierarchical level l through the
parameter γl, which, as clear from Eq. (22), cannot de-
crease since Nl cannot increase. This is just an overall
shift towards larger values of the fitness as nodes are
coarse-grained. For instance, if we take ml = m (the
branching ratio is level-independent), then Eq. (22) im-
plies γl = m
l/αγ0 = m
2lγ0 and the corresponding be-
haviour of the fitness distribution is illustrated in the top
panel of Fig. 5. Irrespective of the rightward shift, the
tail of the fitness distribution is always a pure power-law
x−1−α, independently of l.
We can now discuss the topological properties of the
resulting network. As we show in SI, the expected degree
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FIG. S2. Representation of the term P2() as a function of
 (blue line) and corresponding Taylor approximation ⇠  2
(red dashed line).
expansion of log(1  y) =  P1n=1( y)n/n for |y| < 1:
Bl() =
p
  l
(1  ) ln2(1  )
⇡
p
  l
(1  )(   22 )2
⇡
p
  l
(1  )(2 +O[3])
⇡
p
  l
(2 +O[3])
⇡  2Cl()
where Cl() is a cut-o↵ function with a peak at values of
 that increase towards 1 as l increases (see Fig. S2).
Putting the pieces together, the right tail of the re-
duced degree distribution behaves as
Ql() ⇡  2Cl() (S36)
where Cl() is the cut-o↵ function. This proves our state-
ment in the main text, and is confirmed by the numerical
simulations in the bottom panel of Fig. 5.
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that spontaneously leads to scale-free networks, thus
connecting the two concepts and providing a nontrivial
recipe for generating scale-freeness purely from scale in-
variance. To this end, we use Eq. (20) to provide a com-
plete analytical characterization of the annealed model,
although similar results can be obtained through numer-
ical sampling of the fitness for all ↵ 2 (0, 1) [? ][? ][?
]. In general, we may start from l = 0 and assign each
0-node i0 a di↵erent value of  i0 , then specify a hierarchy
of coarse-grainings and calculate the corresponding val-
ues of  il for all l-nodes and the resulting properties of
the network, for all l > 0. This leaves a lot of flexibility,
in principle allowing us to taylor the resulting properties
of the network to any degree of heterogeneity.
However, to avoid making ad hoc assumptions, we put
ourselves in the simplest situation where distances are
switched o↵ (i.e. f ⌘ 1, so that the model is governed by
Eq. (10) and is entirely non-geometric), all 0-nodes are
statistically equivalent (i.e.  i0 ⌘  0 for all i0 = 1, N0),
and the dendrogram of coarse grainings is ml-regular: at
each level l, the Nl l-nodes are merged into
Nl+1 =
Nl
ml
= · · · = N0Ql
n=0mn
(21)
(l + 1)-nodes, each formed by exactly ml l-nodes. Note
that this is the most homogeneous choice, as it preserves
the statistical equivalence of all the Nl l-nodes at every
hierarchical level, i.e.  il ⌘  l for all l where
 l+1 = ml
1/↵ l = · · · =
lY
n=0
m1/↵n  0 =
✓
N0
Nl+1
◆1/↵
 0 (22)
(with ↵ = 1/2 here), as ensured by Eq. (17). This means
that, for any l, the fitness values {xil}Nll=1 are i.i.d. with
common distrib tion
⇢l(x) =
r
 l
2⇡
e  l/(2x)
x3/2
, x > 0, ⇢l(x) / x 3/2 (23)
e↵ectively reducing a multivariate problem to a univari-
ate one. This makes the model similar to the FM [? ],
with two special prescriptions: i) here the fitness is de-
fined at all hierarchical levels simultaneously and ii) the
onnection probabili y can only take the scale-invariant
form given by Eq. (10). Note that the fitness distri-
bution depends on the hierarchical level l through the
parameter  l, which, as clear from Eq. (22), cannot de-
crease si ce Nl cannot increase. This is just an overall
sh ft towards larger values of the fitness as nodes are
coarse-grained. For instance, if we take ml = m (the
branching ratio is level-independent), then Eq. (22) im-
plies  l = m
l/↵ 0 = m
2l 0 and the corresponding be-
haviour of the fitness distribution is illustrated in the top
panel of Fig. 5. Irrespective of the rightward shift, the
tail of the fitness distribution is always a pure power-law
x 1 ↵, independently of l.
We can now discuss the topological properties of the
resulting network. As we show in SI, the expected degree
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FIG. 5. Top: cumulative distribution of the node fitness
x across di↵erent hierarchical levels, for the parameter choice
↵ = 1/2, N0 = 10
4 and ml = m = 2 (constant number of
l-nodes coarse grained into (l + 1)-nodes). The dashed line
is a power-law with exponent  1/2, confirming that the non-
cumulative fitness distribution has power-law tails with expo-
nent  3/2. Note that there is no upper cut-o↵ to this tail,
despite the increasing network density for higher hierarchical
levels, because the fitness of a node has no bounds. Bottom:
corresponding cumulative distributions of the reduced degree
, for the same parameter choice. The dashed line is a power-
law with exponent  1, indicating the presence of a power-law
regime in the non-cumulative degree distribution with expo-
nent  2 (confirmed by analytical calculations). In this case,
there is an upper cut-o↵ becoming stronger as the hierarchical
level (and density) increases. This occurs because, unlike the
fitness, the reduced degree of a node cannot exceed one.
distribution induced by Eqs. (10) and (23) is exactly cal-
culated as
Pl(k) =
2
q
  2l
⇡ exp

   2l
ln2
⇣
1  kNl 1
⌘ 
(Nl   1)
⇣
1  kNl 1
⌘
ln2
⇣
1  kNl 1
⌘ (24)
FIG. 5. Fitness and degree distributions in the an-
nealed scale-invariant model. Top: cumulative distribu-
tion of the node fitness x across different hierarchical levels,
for the parameter choice α = 1/2, N0 = 10
4 and ml = m = 2
(constant number of l-nodes coarse grained into (l+1)-nodes).
The dashed line is a power-law with exponent −1/2, confirm-
ing that the non-cumulative fitness distribution has power-
law tails with exponent −3/2. Note that there is no upper
cut-off to this tail, despite the increasing network density for
higher hierarchical levels, because the fitness of a node has
no bounds. Bottom: corresponding cumulative distributions
of the reduced degree κ, for the same parameter choice. The
dashed line is a power-law with exponent −1, indicating a
power-law regime in the non-cumulative degree distribution
with exponent −2 (confirmed by analytical calculations). In
this case, there is an upper cut-off Cl(κ) becoming stronger
as the hierarchical level (and density) increases.
distribution induced by Eqs. (10) and (23) is exactly cal-
culated as
Pl(k) =
2
√
δγ2l
pi exp
[
−δγ2l
ln2
(
1− kNl−1
)]
(Nl − 1)
(
1− kNl−1
)
ln2
(
1− kNl−1
) (24)
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for k ≥ 0, and Pl(k) = 0 otherwise. The degree distribu-
tion above shows a more complicated dependence on the
hierarchical level l. In this case, there are two contrasting
tendencies as l increases. On the one hand, the number
of nodes Nl decreases, hence the possible range of values
[1, Nl − 1] for the degree k shrinks: this implies that the
degree tends to decrease. On the other hand, the ongoing
coarse-graining implies that, on average, l-nodes acquire
more and more links as l increases: this implies that the
degree tends to increase. To single out which of the two
tendencies is the dominant one, we rescale the degree k
by Nl − 1, thereby defining the reduced degree
κ ≡ k
Nl − 1 ∈ [0, 1]. (25)
This rescaling removes the effect of the first tendency, as
the possible range for κ is now independent of l. The
probability distribution Ql(κ) for the reduced degree can
be easily calculated from Pl(k) as
Ql(κ) =
2
√
δγ2l
pi exp
[ −δγ2l
ln2(1−κ)
]
(1− κ) ln2 (1− κ) . (26)
We now see that the distribution still has a residual de-
pendence on the level l through the parameter γl. As a
consequence, the reduced degree distributions obtained
for different hierarchical levels do not collapse upon each
other, as confirmed in the bottom panel in Fig. 5 using
the same parameter choice as above. This is the effect of
the second tendency, which turns out to be the dominant
one. Indeed we see that, as l increases, there is a more
and more pronounced accumulation of values of the re-
duced degree κ close to the maximum value 1. This is
a saturation effect cutting off the tail of the (reduced)
degree distribution. For values of the degree that are
sufficiently lower than the upper cut-off, the distribution
has a power-law trend proportional to κ−2. Indeed, one
can prove analytically (see SI) that the right tail of the
reduced degree distribution behaves as
Ql(κ) ≈ κ−2Cl(κ), (27)
where Cl(κ) is a cut-off function with a peak at values
of κ that increase towards 1 as l increases. The cut-off
function captures stronger and stronger finite-size effects
as the network size shrinks under the effect of coarse-
graining. Indeed, the expected network can be calculated
exactly as
〈Dl〉 = 1−G 3,00,3
( ·
−1/2,0,0
∣∣δγ2l /4) (28)
where Gm,np, q
( a1,...,ap
b1,...,bq
∣∣z) denotes the Meijer-G function
(see SI), which is an increasing function of the combina-
tion δγ2l , and therefore increases with l.
Notably, the fact that the degree distribution has an
inverse square power-law decay (with a cut off) is gener-
ated only from the requirement of scale-invariance, with-
out any other assumption. Moreover, it should be noted
that the cut-off is controlled by the parameter γl, which
in turn is controlled by the particular choice ml = m.
One may in principle make an alternative choice for the
sequence ml, e.g. in order to keep an asymptotically con-
stant density, i.e. an asymptotically constant γl ≡ γ∞, as
l increases. This would be accomplished by requiring that
ml decreases with an appropriate speed as l increases. In
such a way, the fitness and degree distributions, and ul-
timately all the properties of the network, would remain
invariant across coarse-graining.
Conclusions. Our approach relied on the introduction
of a random graph model whose mathematical formaliza-
tion is invariant with respect to the scale of resolution.
This means that the functional form of the probability
for two nodes of the network to be connected is inde-
pendent on the resolution: at each scale, the model can
generate the network either hierarchically, by generating
the finest grained network and then coarse-graining it
via progressive non-overlapping (but otherwise arbitrary)
partitions, or directly, with a given probability that de-
pend on the scale only through a set of specific parame-
ters. These parameters include a set of hidden variables
attached to each (block-)node, a global density param-
eter and, if useful, a set of dyadic factors such as dis-
tances or communities. These parameters transform (or
renormalize) following a rule that can be made explicit in
both directions of the hierarchy: from higher resolutions
to lower (via disaggregation of nodes) and, vice versa,
bottom-up (via merging of nodes). The model can ei-
ther generate scale-free networks spontaneously, without
fine-tuning and without geometry, or guide the renor-
malization of real graphs with arbitrary topology. In
the first (annealed) case, the fitness variables must be
randomly drawn according to a Le´vy-stable distribution,
whose properties of infinitely divisibility and additivity
are strongly used in order to provide a scheme for the
generation, at any hierarchical level, of a scale-free net-
work which is also self-similar in the above mentioned
way. In the latter (quenched) case, the parameters of the
model can be taken from empirical observations, without
any assumption on the scale or on the existence of an
underlying metric space. In our application to the ITN,
we found that a one-parameter fit of the model to the
observed density is enough to accurately replicate many
topological properties of individual nodes, even across
several hierarchical levels of resolution.
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1SUPPLEMENTARY INFORMATION
accompanying the paper
“Multiscale network renormalization: scale-invariance without geometry”
by E. Garuccio, M. Lalli, and D. Garlaschelli
S.I. FINDING THE SCALE-INVARIANT
CONNECTION PROBABILITY
Here we show how the scale-invariance requirement
stated in Eq. (2), for any model with independent links
as formulated in Eq. (3), leads to the unique form of the
connection probability given by Eq. (4).
Let us consider a partition Ωl that maps an l-graph
with Nl l-nodes and adjacency matrix A
(l) to an (l+ 1)-
graph with Nl+1 (l + 1)-nodes and adjacency matrix
A(l+1). The relation between the entries of the matri-
ces A(l) and A(l+1) is given by Eq. (1) in the main text.
Now, for any random graph model with independent links
as stated in Eq. (3), a
(l)
il,jl
is a Bernoulli random variable
equal to 1 with probability p
(l)
il,jl
and equal to 0 with
probability 1 − p(l)il,jl . Similarly, a
(l+1)
il+1,jl+1
is a Bernoulli
random variable equal to 1 with probability p
(l+1)
il+1,jl+1
and equal to 0 with probability 1 − p(l+1)il+1,jl+1 . Now, the
scale-invariance requirement in Eq. (2) demands that we
should create, with equal probability, any of the possi-
ble realizations of the adjacency matrix A(l+1) either
by: i) generating the possible realizations of the ma-
trix A(l) (using the associated probabilities {p(l)il,jl}) and
then aggregating the corresponding l-graphs into (l+ 1)-
graphs, or ii) directly generating all the possible realiza-
tions of the matrix A(l+1) (using the associated proba-
bilities {p(l+1)il+1,jl+1}). Scale-invariance also demands that
p
(l)
il,jl
depends on l only through its parameters. Assum-
ing that these parameters are a combination of global
(δl), node-specific (xil , xjl) and dyadic (dil,jl) factors, we
can write p
(l)
il,jl
(
δl
)
= pil,jl
(
δl
)
(see main text). Enforc-
ing scale-invariance means finding not only the functional
form of pil,jl , but also the renormalization rules con-
necting δl, xil , xjl , dil,jl to their next-level counterparts
δl+1, xil+1 , xjl+1 , dil+1,jl+1 .
To enforce the scale-invariance requirement we note
that, since a link between the pair (il+1, jl+1) of (l + 1)-
nodes is present if and only if there is at least one
link present between any pair (il, jl) of l-nodes such
that il ∈ il+1 and jl ∈ jl+1, the probability that
il+1 and jl+1 are not connected is equal, according
to the procedure ii) described above, to the proba-
bility that none of the pairs of underlying l-nodes is
connected. Since links are independent, this probabil-
ity equals
∏
il∈il+1
∏
jl∈jl+1 [1− pil,jl(δ)]. On the other
hand, according to the procedure i), the same event
occurs with probability 1 − pil+1,jl+1(δ). Enforcing the
equality between the two probabilities leads to the con-
dition
1− pil+1,jl+1(δ) =
∏
il∈il+1
∏
jl∈jl+1
[1− pil,jl(δ)] . (S1)
Taking the logarithm of both sides of Eq. (S1), we obtain
ln
[
1− pil+1,jl+1(δ)
]
=
∑
il∈il+1
∑
jl∈jl+1
ln [1− pil,jl(δ)] ,
(S2)
from which we now derive the scale-invariant form of
the connection probability. Note that Eq. (S1) is con-
sistent with taking the expected values of both sides of
Eq. (1) in the main text. However, it cannot be derived
directly in that way, because the two expected values are
taken with respect to different probability distributions,
i.e. Pl+1
(
A(l+1)
∣∣Θl) and Pl(A(l)∣∣Θl) respectively.
Now, let us first consider the case where the connection
probability pil,jl does not depend on any dyadic factor
dil,jl . In this case, the only functional form of pil+1,jl+1
compatible with Eq. (S2) for every pair of (l + 1)-nodes
is such that
ln
[
1− pil+1,jl+1(δ)
]
= −δ g(xil+1) g(xjl+1) (S3)
where g(x) is a positive function such that
g(xil+1) =
∑
il∈il+1
g(xil) (S4)
and δ is positive and l-independent. Note that the pos-
itivity of δ and g(x) follows from the fact that, since
0 ≤ pil+1,jl+1(δ) ≤ 1, ln
[
1− pil+1,jl+1(δ)
]
has to be non-
positive. On the other hand, g(x) has to have the same
sign for all nodes, otherwise for some pair of nodes the
product g(xil+1) g(xjl+1) will be negative. Interpreting
g(x) as the impact of the fitness x on the connection
probability, it makes sense to choose the positive sign
for g(x) (and, incidentally, that g(x) is monotonically in-
creasing with x). Similarly, δ has to be positive as well.
Now, if the quantity x is node-additive (e.g. because it
is identified with some empirical additive quantity, like
the GDP in our model of the ITN), then the fitness of
each (l + 1)-node xil+1 should be consistently obtained
as a sum
∑
il∈il+1 xil over the underlying l-nodes. This
implies that, after reabsorbing any (positive) proportion-
ality factor into δ, the only possible choice for g(x) in the
additive case is g(x) = x. By constrast, if we do not
require x to be node-additive, we can always invoke the
desired monotonicity of g(x) and redefine x ← g(x) (in-
deed, there is no a priori reason why xil , rather than
2g(xil), should be regarded as the ‘natural’ node-specific
factor affecting the connection probabilities involving il).
This makes the redefined fitness x additive by construc-
tion. In summary, by redefining the node-specific factor
x in a way that makes it node-additive, and reabsorbing
any global constant into δ, the only possible functional
form for pil,jl under the requirement of scale-invariance
(and in absence of dyadic factors) is such that
ln
[
1− pil+1,jl+1(δ)
]
= −δ xil+1xjl+1 , (S5)
or equivalently
pil,jl(δ) = 1− e−δxilxjl , δ, xil , xjl > 0, (S6)
where δ is scale-invariant and xil+1 =
∑
il∈il+1 xil . This
result coincides with what stated in the main text in
Eq. (4) when f ≡ 1, i.e. with Eq. (10), and with Eq. (6).
If we add dyadic factors, i.e. we allow pil,jl to addition-
ally depend on some non-constant positive function f(d)
of the dyadic quantity d, while at the same time preserv-
ing the bilinear dependence of ln
[
1− pil+1,jl+1(δ)
]
on xil
and xjl (i.e. preserving the additivity of the fitness), then
Eq. (S5) has to be generalized to
ln
[
1− pil+1,jl+1(δ)
]
= −δ xil+1 xjl+1 f(dil+1,jl+1), (S7)
where Eq. (S2) demands that f(dil,jl) renormalizes as
xil+1 xjl+1 f(dil+1,jl+1) =
∑
il∈il+1
∑
jl∈jl+1
xilxjlf
(
dil,jl
)
.
(S8)
Equations (S7) and (S8) coincide with Eqs. (4) and (7),
thus completing our proof. Note that in principle the
constant δ may be entirely reabsorbed into the function
f(d), however it is useful to keep it separate as a single
parameter controlling the overall density of the graph.
Also note that if the dyadic factor d is interpreted as a
feature enhancing the connection probability (e.g. be-
cause it represents similarity, correlation, co-affiliation,
etc.), then f(d) has to be an increasing function. By
contrast, if d diminishes the connection probability (e.g.
because it represents distance or dissimilarity), then f(d)
has to be a decreasing function, as in our model of the
ITN.
S.II. GDP, DISTANCE, AND TRADE DATA
GDP data are taken from the World Bank dataset [31]
and are expressed in US Dollars. The results reported in
the main body of the paper use data for year 2011. The
number of countries for which GDP data are available
in that year is 183. Note that, unlike the international
trade data (see below), the World Bank GDP dataset
covers a slightly smaller number of countries as it does
not include very small ones (typically islands).
Geographic distance data are taken from the BACI-
CEPII GeoDist database [32]. It reports bilateral inter-
country distances measured as population-based averages
among the most populated pairs of cities across each pair
of countries. The database uses the general formula
di,j =
(∑
k∈i
∑
l∈j POPkPOPl d
θ
k.l∑
k∈i
∑
l∈j POPkPOPl
)1/θ
(S9)
developed by Head and Mayer [33] for calculating the
distance di,j between country i and country j as a
population-based average of the distances dk,l between
pairs of agglomerations (cities, towns and places) across
i and j. The symbol k ∈ i denotes that k runs over
the agglomerations in country i, and POPk denotes
the demographic population of agglomeration k. In the
GeoDist database, population data were taken from the
World Gazetteer (https://www.world-gazetteer.com)
website. Note that di,i > 0, i.e. the ‘distance’ of a
country to itself is non-zero (therefore it is not a proper
metric distance). This is consistent with the fact that,
at higher hierarchical levels, the distance between a
block-node to itself is necessarily positive as a result
of the renormalization rule. The exponent θ measures
the sensitivity of trade flows to bilateral distance. As
noted in the BACI-CEPII GeoDist documentation,
selecting θ = −1 corresponds to the usual coefficient
estimated from gravity models of bilateral trade flows.
Such a choice results in the calculation of di,j as a
population-based average analogous to the GDP-based
average used later in our own renormalization procedure
when coarse-graining the network. The agreement
between our model and the ITN data actually suggests
that, for the purpose of the analysis of international
trade, a better definition of inter-country distances could
presumably be obtained by replacing POP with GDP
in the above formula, to make inter-country distances
fully consistent with our GDP-averaged renormalized
distances at higher levels. Unfortunately, GDP data
at the agglomeration level are much more difficult to
obtain than the corresponding population data. For this
reason, we had to use population-averaged distances
in our analysis at level l = 0, and their GDP-averaged
renormalized values at higher levels l > 0.
For the construction of the International Trade Net-
work, we used the BACI-Comtrade dataset [24]. The
dataset reports the international trade flows between 207
countries for the years 2008 to 2011. From the full set
of countries, we selected the 183 countries for which
we could find matching GDP data in the World Bank
database (as explained above). In the BACI-Comtrade
dataset, trade is disaggregated into 96 commodity classes
labeled at a 2-digit resolution level and is expressed in
thousands of dollars. The database is the result of an
adjustment procedure [24] which reconciles unbalanced
trade values as reported by importers and exporters. For
the purpose of this study, we first merged the disaggre-
gated data into a unique aggregate undirected network,
where the monetary flows between countries is the total
trade (both import and export) in all the 96 commodities,
3and then considered its binary (i.e. unweighted) projec-
tion. Therefore, a binary link in the ITN (the 0-graph)
is present if the two countries at its endpoints (the 0-
nodes) have a positive trade (either import or export) in
any commodity. This procedure is consistent with simi-
lar analyses of the topology of the ITN constructed from
different datasets [25–28].
S.III. NETWORK PROPERTIES: EMPIRICAL
AND EXPECTED VALUES
Here we define the key topological properties consid-
ered in our analysis and modelling of the ITN. Each such
property is a function Y (A(l)) of the Nl ×Nl adjacency
matrix A(l) (with entries a
(l)
il,jl
= 0, 1) of the generic
l-graph. Note that this matrix is symmetric and can
contain non-zero entries along the diagonal, representing
self-loops. These self-loops may or may not be present in
the 0-graph, but are in any case eventually generated by
the coarse graining procedure if the nodes mapped onto
the same block-node are connected among themselves.
When analysing the ITN, the relevant matrix A(l) is the
empirical matrix A˜(l) obtained from the BACI-Comtrade
data in year 2011 as described above. The corresponding
empirical value of each topological property Y of inter-
est will be denoted as Y˜ ≡ Y (A˜(l)). When considering
the multiscale model, A(l) is instead a random (symmet-
ric) matrix whose entries {a(l)il,jl} are Bernoulli random
variables with expected value
〈a(l)il,jl〉 = pil,jl(δ) = 1− e−δGDPilGDPjl/dil,jl , (S10)
where, consistently with the possible presence of self-
loops, we allow for il = jl. Equation (S10) allows us to
calculate the expected value of several topological prop-
erties. In particular, we use the total number of l-links
(excluding possible self-loops)
Ll(A
(l)) =
Nl∑
il=1
il−1∑
jl=1
a
(l)
il,jl
(S11)
in order to fix the only free parameter δ to the unique
value δ˜ such that the expected number of 0-links (ex-
cluding possible self-loops, which are in any case absent
in our data)
〈L0〉 =
N0∑
i0=1
i0−1∑
j0=1
pi0,j0(δ) (S12)
equals the empirical value
L˜0 =
N0∑
i0=1
i0−1∑
j0=1
a˜
(0)
i0,j0
= 12018 (S13)
observed in the ITN in year 2011. This selects the value
δ˜ = 4.07 · 10−17(USD)−2, where USD stands for US dol-
lars (the unit of measure used in GDP data).
Having fixed δ˜, we can generate unbiased realisations
{A(l)} of the l-graphs from the multiscale model at any
desired hierarchical level l by sampling l-links indepen-
dently with probability p˜il,jl ≡ pil,jl(δ˜). By averaging
the value Y (A(l)) of any topological property of inter-
est over such realizations, we can efficiently estimate the
corresponding expected value
〈Y˜ 〉 ≡
∑
A(l)∈GNl
P
(
A(l)|δ˜)Y (A(l)), (S14)
where P
(
A(l)|δ) is given by Eq. (8), without actually
calculating the above sum explicitly. If Y (A(l)) is linear
in A(l), we can even calculate 〈Y˜ 〉 exactly by directly
replacing a
(l)
il,jl
with p˜il,jl in the definition of Y (A
(l)),
without sampling any graph at all. This is indeed the
case for the number of links in Eq. (S11).
Given any l-graph A(l) (be it the empirical l-graph or
a random realization from the model), the topological
properties of interest to us are: the link density
Dl(A
(l)) ≡ 2Ll(A
(l))
Nl(Nl − 1) =
2
Nl(Nl − 1)
Nl∑
il=1
il−1∑
jl=1
a
(l)
il,jl
(S15)
(representing the ratio of realized to maximum number
of links, excluding self-loops), the degree
kil(A
(l)) ≡
∑
jl 6=il
a
(l)
il,jl
(S16)
(counting the number of links of the l-node il, excluding
self-loops), the average nearest neighbour degree
knnil (A
(l)) ≡
∑
jl 6=il
∑
kl 6=jl a
(l)
il,jl
a
(l)
jl,kl∑
jl 6=il a
(l)
il,jl
(S17)
(representing the average degree of the neighbours of il),
and finally the clustering coefficient
cil(A
(l)) ≡
∑
jl 6=il
∑
kl 6=il,jl a
(l)
il,jl
a
(l)
jl,kl
a
(l)
kl,il∑
jl 6=il
∑
kl 6=il,jl a
(l)
il,jl
a
(l)
kl,il
(S18)
(representing the number of triangles into which il par-
tipates, divided by the maximum realizable number of
triangles, given the value of kil). All the above quanti-
ties can be averaged over nodes to obtain the following
overall properties:
k¯l ≡ 1
Nl
Nl∑
il=1
kil , (S19)
k¯nnl ≡
1
Nl
Nl∑
il=1
knnil , (S20)
c¯l ≡ 1
Nl
Nl∑
il=1
cil . (S21)
4It is important to stress that, of all the quantities de-
fined in Eqs. (S15)-(S21) for each l-node (il = 1, Nl)
and/or all levels (l = 0, 17), only the overall density D0 of
the 0-graph is replicated by construction via the param-
eter choice δ = δ˜: indeed, having enforced 〈L˜0〉 = L˜0 by
equating Eqs. (S12) and (S13) coincides with having re-
quired 〈D˜0〉 = D˜0. For all the other properties, including
Dl for all l > 0, the agreement (shown in the main text)
between the model and the empirical network is highly
nontrivial and hence remarkable.
S.IV. ANALYTICAL FORM OF THE DEGREE
DISTRIBUTION FOR α = 1/2
Here we derive the functional form of the expected
degree distribution in the annealed model with Le´vy-
distributed fitness (i.e. α = 1/2) as specified in Eq. (23)
and distance-independent connection probability (i.e.
f ≡ 1) as given by Eq. (10). To this end, for any
fixed hierarchical level l we adapt the procedure out-
lined in Ref. ?? to compute the distribution Pl(k) of
expected degrees from the PDF of the fitness ρl(x) and
the connection probability pil,jl , written as a function
pil,jl = f(xil , xjl) of the fitness of the nodes involved,
where in our case
f(x, y) = 1− e−δ x y. (S22)
We first notice that, since f(x, y) is an increasing func-
tion of both its arguments, the expected degree 〈kil〉
〈kil〉 =
∑
jl 6=il
pil,jl =
∑
jl 6=il
f(xil , xjl) (S23)
is an increasing function of the fitness xil . Indeed, any
two l-nodes with the same fitness have the same expected
degree, and l-nodes with higher fitness have larger ex-
pected degree. For a large number Nl of l-nodes, the
above discrete sum can be approximated as an integral
over the number (Nl−1)ρl(y) of l-nodes (except il itself)
with fitness in a neighbourhood of y:
k(x) = (Nl − 1)
∫ ∞
0
f(x, y)ρl(y)dy
= (Nl − 1)
∫ ∞
0
(
1− e−δxy)√ γl
2pi
e−γl/(2y)
y3/2
dy
= (Nl − 1)
(
1− e−
√
2δγlx
)
, (S24)
where k(x) denotes the expected degree of a node with
fitness x. Inverting, we find that the fitness of an l-node
with expected degree k is
x(k) =
1
2δγl
ln2
(
Nl − 1
Nl − 1− k
)
, (S25)
which implies
d
dk
x(k) =
ln
(
1− Nl−1Nl−1−k
)
δγl(Nl − 1− k) . (S26)
We can use the above expressions in order to obtain
the distribution Pl(k) of the expected degrees from the
distribution ρl[x(k)] of the corresponding fitness. Indeed,
starting from the fundamental equation
Pl(k)dk = ρl[x(k)]dx(k) (S27)
relating the probability distributions of the two random
variables k and x, and using Eqs. (23), (S25) and (S26),
we arrive at the explicit form of the distribution of ex-
pected degrees:
Pl(k) = ρl[x(k)]
d
dk
x(k)
=
2
√
δγ2l
pi exp
[
−δγ2l
ln2
(
Nl−1
Nl−1−k
)]
(Nl − 1− k) ln2
(
Nl−1
Nl−1−k
)
=
2
√
δγ2l
pi exp
[
−δγ2l
ln2
(
1− kNl−1
)]
(Nl − 1)
(
1− kNl−1
)
ln2
(
1− kNl−1
) (S28)
for k ≥ 0, and Pl(k) = 0 otherwise.
We can obtain the expected link density 〈Dl〉 via the
calculation of the total expected degree, i.e. twice the
expected number of links, as
〈2Ll〉 = Nl
∫ Nl−1
0
Pl(k)k dk
= Nl(Nl − 1)
(
1− 2
pi
∫ ∞
0
et
2−γl
√
δ/tdt
)
(S29)
where we have changed variables by introducing
t =
γl
√
δ
log Nl−1Nl−1−k
. (S30)
The integral in Eq. (S29) can be expressed in terms of
one of the Meijer-G functions Gm,np, q
( a1,...,ap
b1,...,bq
∣∣z). The
resulting expected density can be written as
〈Dl〉 = 〈2Ll〉
Nl(Nl − 1) = 1−G
3,0
0,3
( ·
−1/2,0,0
∣∣δγ2l /4) . (S31)
S.V. THE SCALE-FREE RANGE WITH
INVERSE SQUARE EXPONENT
We rewrite the distribution of the reduced degree κ =
k/Nl (see main text) shown in Eq. (26) as
Ql(κ) = Al(κ)Bl(κ) (S32)
where
Al(κ) ≡ exp
[ −δγ2l
ln2 (1− κ)
]
, (S33)
Bl(κ) ≡ 2
√
δγ2l /pi
(1− κ) ln2 (1− κ) . (S34)
5The term Al(κ) is a lower cut-off that rapidly saturates
to one as κ increases (see Fig. S1). On the other hand,
Bl(κ) has an intermediate power-law regime (for values
of κ not too close to 1) and an upper cut-off (for κ closer
to 1). This behaviour can be understood by using the
expansion of log(1− y) = −∑∞n=1(−y)n/n for |y| < 1:
Bl(κ) =
√
δγl
(1− κ) ln2(1− κ)
≈
√
δγl
(1− κ)(−κ− κ22 )2
≈
√
δγl
(1− κ)(κ2 +O[κ3])
≈
√
δγl
(κ2 +O[κ3])
≈ κ−2Cl(κ)
where Cl(κ) is a cut-off function with a peak at values of
κ that increase towards 1 as l increases (see Fig. S1).
Putting the pieces together, the right tail of the re-
duced degree distribution behaves as
Ql(κ) ≈ κ−2Cl(κ) (S35)
where Cl(κ) is the cut-off function. This proves our state-
ment in the main text, and is confirmed by the numerical
simulations in the bottom panel of Fig. 5.
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FIG. S2. Representation of the term P2() as a function of
 (blue line) and corresponding Taylor approximation ⇠  2
(red dashed line).
Putting he pieces together, the right tail of the re-
duced degree distribution behaves as
Ql() ⇡  2Cl() (S35)
where Cl() is the cut-o↵ function. This proves our state-
ment in the main text, and is confirmed by the n merical
simulations in the bottom panel of Fig. 5.
10-2 10-1 100
a
10-6
10-5
10-4
10-3
10-2
10-1
P2
(a)
,   
 a-
2
P2(a)
a-2
6
10-2 10-1 100
a
10-6
10-5
10-4
10-3
10-2
10-1
P2
(a)
,   
 a-
2
P2(a)
a-2
FIG. S2. Representation of the term P2() as a function of
 (blue line) and corresponding Taylor approximation ⇠  2
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Putting the pieces together, the right tail of the re-
duced degree distribution behaves as
Ql() ⇡  2Cl() (S35)
where Cl() is the cut-o↵ function. This proves our state-
ment in the main text, and is confirmed by the numerical
simulations in the bottom panel of Fig. 5.
FIG. S1. The two factors contributing to the cumulative dis-
tribution of the rescaled degree κ. Top: lower cut-off function
Al(κ) defined in Eq. (S33). The function rapidly saturates to
Al(κ) ≈ 1 as κ increases. Bottom: tail function Bl(κ) de-
fined in Eq. (S34 . T f nction behaves as a ower law
Bl(κ) ≈ κ−2 (red dashed line) for a wide range of values for κ
and has an l-dependent upper cut-off corresponding to nodes
whose rescaled degree saturates to 1.
