All relevant data are available from: <http://dx.doi.org/10.6084/m9.figshare.1512355>.

Introduction {#sec001}
============

Daily, we meet known and unknown people in various situations. If unknown, we very quickly establish a first impression, *e*.*g*. whether we find the person attractive or like this person. Beyond such superficial impression formations, we even judge upon the character of a new person such as her/his leadership abilities or trustworthiness \[[@pone.0136418.ref001],[@pone.0136418.ref002]\]. Most of the time, we take such decisions without having had many opportunities to verify our intuitive impression formations such as having gathered or obtained explicit information on this person's conscientiousness or values. During first interpersonal encounters, we frequently have little to base our decisions on, apart from first impressions based on verbal and non-verbal cues such as voice, body postures, body movements and facial expressions \[[@pone.0136418.ref003],[@pone.0136418.ref004],[@pone.0136418.ref005]\]. Given that these first impressions are so immediate and surprisingly persistent, various scholars suggested that humans might have developed first impression processing strategies that help deciding very quickly on fitness-relevant perils and benefits when interacting with conspecifics \[[@pone.0136418.ref006]\]. This latter argument, favored by evolutionary psychologists, refers to cognitive processes explaining humans' intuitive interpersonal decision making, which can be correct or erroneous, but would have at its ultimate goal an enhanced fitness for survival of both the individual and its group \[[@pone.0136418.ref007],[@pone.0136418.ref008],[@pone.0136418.ref009]\].

A common assumption to such theories in evolutionary psychology is that we have developed survival-enhancing strategies that should benefit mating decisions (*e*.*g*. Is the possible mating partner healthy?) and social investment (*e*.*g*. Does this person follow social norms, can I trust this person, is this person a threat?). Most relevant to the present study is the social investment argument. Evolution might have equipped us with a processing system that quickly signals us whether co-species are likely to be trustworthy or cheaters, the latter better being avoided \[[@pone.0136418.ref008],[@pone.0136418.ref009],[@pone.0136418.ref010]\]. In line with this hypothesis, humans both have an attentional bias for \[[@pone.0136418.ref011]\] and remember particularly well \[[@pone.0136418.ref012]\] non-cooperative individuals. Most importantly, humans seem to make lying decisions instantly without much controlled cognitive effort \[[@pone.0136418.ref006],[@pone.0136418.ref013]\]. Verplaetse et al. \[[@pone.0136418.ref005]\] found that individuals decide whether a presented face is lying or not after an exposure duration of as little as 10 seconds. Todorov et al. \[[@pone.0136418.ref002]\] even suggested that it needs only 33ms exposure duration. Such immediate interpersonal judgments might be based on "modular" processes, *i*.*e*. unconscious, domain specific, fast, automatic, and encapsulated mechanisms \[[@pone.0136418.ref010],[@pone.0136418.ref014]\]. Modular processes would allow the quick perception and processing of deception cues, especially microfacial expressions betraying liars' cheating attempts \[[@pone.0136418.ref005],[@pone.0136418.ref015],[@pone.0136418.ref016]\].

Findings from such studies in evolutionary psychology indicate that individuals are efficient detectors of both trustworthy and cheating cues, potentially due to modular processes. Results from independent studies would, however, contradict these conclusions. For instance, it has been shown that the ability to detect a true deceiver is relatively low \[[@pone.0136418.ref017]\], ranging from 40% and 60% accurate decisions \[[@pone.0136418.ref018]\]. Also, individuals were found to need at least 30 minutes interaction time before being able to predict another person's behavior and cheating in a prisoner's dilemma game \[[@pone.0136418.ref019]\]. In addition, trained as compared to untrained individuals had superior lying detection capacities \[[@pone.0136418.ref020]\]. Given that untrained persons are bad lying detectors (see also, \[[@pone.0136418.ref018]\]), these authors found that both individuals working in the secret service and clinical psychologists attained about 60%-80% accurate lying judgments, whilst untrained controls performed below chance level. Finally, a recent study showed that justified trustworthiness judgements increase from adolescence to early adulthood \[[@pone.0136418.ref021]\]. In sum, these studies indicate that lying detection performance is disappointing, *i*.*e*. detection is low, slow and benefits from training effects contrasting assumptions on a fast and efficient modular lying detection system.

Before rejecting the idea of modular processing systems for survival-relevant lying cues, we note various reasons that might explain why lying detection has been disappointing in some of these previous studies. For instance, the experimental material was uncontrolled concerning the role of various possible lying cues (*e*.*g*. body, voice, and speech) \[[@pone.0136418.ref022]\]. Others argued that deceivers were not really motivated to deceive others \[[@pone.0136418.ref020],[@pone.0136418.ref004],[@pone.0136418.ref018]\] or that deceivers and observers were not interacting with each other \[[@pone.0136418.ref023]\]. Most important to the present study, liars might not have exhibited clear cheating cues \[[@pone.0136418.ref004]\]. Indeed, if cheaters would exhibit clear cheating cues, they would be easily recognized and be eradicated very quickly by those who they cheated at \[[@pone.0136418.ref005],[@pone.0136418.ref023]\]. Following this line of arguing lying detection might not be a monolithic modular process. Rather, lying detection might rest on two distinct systems. A modular system \[[@pone.0136418.ref010],[@pone.0136418.ref015],[@pone.0136418.ref016]\] by which the observer makes quick judgments based on the analysis of discrete cues, and a non-modular, slower system (see for instance, \[[@pone.0136418.ref024]\], that might be activated when cheaters do not express clear facial expressions, for instance when liars exibit faked trustworthy behaviors \[[@pone.0136418.ref025],[@pone.0136418.ref026]\].

We here investigated the proposition that at least two processes are at stake when people make lying judgments and that these processes result from concurrent conflicting information (lying and non-lying cues). In two independent subsequent online studies, we investigated whether faces, to which we had added an increasing number of lying cues (LC) and non-lying cues (NLC), would be increasingly hard to judge as representing a lying or non-lying face. To give a concrete example, we expected that participants would find it harder to judge whether a face is lying or not when a presented face consists of 4 LC and 4 NLC as compared to a face consisting of 2 LC and 2 NLC. Moreover, we expected that the former decision would take longer than the latter. Ideally, as done in the studies reviewed above, we would present real faces to which a lying history is attached or not. Yet, we do not see the possibility to create real lying and non-lying faces to which we could add a controlled number of LC and NLC. The downside to our approach is that we might measure a propensity to lying judgments and not to actual lying detection (see also \[[@pone.0136418.ref027]\], but see \[[@pone.0136418.ref028]\]). Whatever we measure, we consider our results relevant because first impression formation and lying judgements do not necessarily ask for confirmation, but influence behaviour.

In a stimuli selection part, we initially tested lying judgements for previously described LC and NLC \[[@pone.0136418.ref004]\]. To do so, we asked participants to judge whether presented faces represent somebody lying or not. The presented faces consisted of a series of the same neutral face to which we had added single facial features (*e*.*g*. eye gaze deviated, eye brows raised). The features that resulted in the most pronounced lying and non-lying judgments were selected as LC and NLC. For study 1, we added an increasing amount of these LC and NLC to the same face (range 0--4 LC and 0--4 NLC, respectively). Again, participants judged whether a face was lying or not. In the subsequent study 2, we repeated the procedure of study 1, but enabled the assessment of reaction times when participants decided whether a face is lying or not. Thus, we could test whether individuals were most unsure whether a person is lying when an increasing number of conflicting information (*i*.*e*. LC AND NLC) were added to the same face, and whether this uncertainty would be reflected by enhanced reaction times.

Stimuli Selection Part: Lying Judgments for Faces Composed of a Varying Number of LC and NLC {#sec002}
============================================================================================

Materials and Methods {#sec003}
---------------------

### Participants {#sec004}

Participants were recruited through personal contact by distributing the online link of the study to personally known people (*e*.*g*. family, friends acquaintances) asking them to participate themselves, but also to distribute the online link to further potential participants. This invitation was sent in a bulk email. The addresses were blind-copied. We also posted the online link on our Facebook pages. Thus, participation was entirely anonymous. We were unable to trace back who had actually taken part. The online link remained active for about 7 days. The original sample consisted of 68 participants (age range: 18--68 years, 49 women).

### Selection of possible LC and NLC in human faces {#sec005}

DePaulo et al. \[[@pone.0136418.ref004]\] reviewed the lying literature providing a comprehensive list of possible LC (including face and body, animated as well as static). A priori, we only considered facial features that could be displayed individually on a static face. Using the commercially available FaceGen Modeller 3.5 (<http://en.softonic.com/>), we added individual facial features of different intensities (*e*.*g*. weak to strong smile, mouth slightly retracted to strongly retracted) to a standard neutral face. Based on the review by DePaulo et al. \[[@pone.0136418.ref004]\] (see also [Fig 1](#pone.0136418.g001){ref-type="fig"}) and what is possible using FaceGen Modeller, we preselected 19 facial cues of which 10 were likely LC and nine were likely NLC. Individually, we added these facial cues to the neutral model face of FaceGen Modeller (see [Fig 1](#pone.0136418.g001){ref-type="fig"}). Because intensity might influence to what extent a facial cue is a good LC, we added each facial cue with its full as well as half of its possible intensity. The possible intensities differed between facial cues, *i*.*e*., some ranging in intensity from zero to 10 and others from zero to 100 ([Fig 1](#pone.0136418.g001){ref-type="fig"}). Whatever the overall possible range, we always selected the maximum intensity for each facial cue and half of its possible intensity (see [Fig 1](#pone.0136418.g001){ref-type="fig"} for how this applied to the individual facial features).

![Selection of facial cues.\
To a neutral face, one potential LC or NLC was added at medium or full intensity using FaceGen Modeller.](pone.0136418.g001){#pone.0136418.g001}

When adding a facial cue in FaceGen Modeller, this mostly corresponded to one attribute (*e*.*g*. lips thin). In some cases (*e*.*g*. look downwards to the right), however, two attributes had to be added (looking down and looking to the right). Sometimes, we were limited by "shape" properties, *i*.*e*. when we changed one attribute we automatically changed another. Thus, when adding facial cues that were dependent on shape properties, we had to use what the program forced us to do in order to preserve the natural look of the generated face. In practical terms, when we changed the intensity of one facial cue, FaceGen Modeller adjusted another accordingly. All in all, we had 39 pictures including one neutral picture with the remaining 38 pictures consisting of 19 pictures that were presented in two intensities ([Fig 1](#pone.0136418.g001){ref-type="fig"}).

### Procedure {#sec006}

Swiss Law does not require a specific ethic confirmation for these types of study. Yet, studies are required to follow the guidelines of the Helsinki Declaration \[[@pone.0136418.ref029]\]. When participants activated the online link, they were guided through information screens, on which we provided information on the study, and ethical information in line with the guidelines of Helsinki. In particular, participants were informed on their rights as participants, *e*.*g*. that they could withdraw at any time and that their data would be treated anonymously (only demographic information such as sex, age and education would be recorded). We also informed participants that their continued study participation would be taken as written informed consent including their willingness that we can use their anonymous data for scientific purpose. When participants continued, they received instructions on the actual experiment. For each sequentially presented face, they were informed that they should respond to the question: "is this person lying or not". If they considered the person to be lying, they were asked to press the F button, otherwise to press the "J" button. After two training trials, participants saw the next slide on which they were reminded that timing would matter, *i*.*e*. to respond as spontaneously and accurately, to leave the left and right index fingers on the "F" and "J" button respectively, and to expect the task to last about 5 minutes. We also displayed a green progress bar on top of the screen. Overall, we presented each face twice with face sequence being randomized between participants. Each face was presented in the centre of the computer screen (face pictures being 624x519 pixels in size) until participants responded. After a short inter-stimulus interval of 300ms, the next picture was presented. For each participant, we recorded lying and non-lying decisions.

### Data analysis {#sec007}

We screened for participants with potential careless performance, *i*.*e*. unfinished data sets, and participants who might have responded randomly (50% yes responses or 100% responses for the same response key). We accounted for the consistency with which individuals responded for the same pictures (each picture was presented twice). We summed how often individuals responded in the same way for both pictures and divided it by the number of times individuals gave different responses to the picture pairs. Overall, we discarded data from individuals who yielded a consistency value \<60% or \>95% ensuring that participants responded above chance level without using the same button across all pictures (100% consistency). Because 100% consistency is indeed possible, we verified that to-be-excluded participants had a response bias. This procedure resulted in the omission of 4 participants who yielded a very low (3 women) consistency and 5 participants (4 women) who yielded a very high consistency. Four of these latter participants finished less than 50% of the trials (n = 6). Excluding these 11 participants left us with 57 participants for the final analysis.

For our stimuli selection, we needed distinct LC and NLC. We calculated the proportion with which the 57 participants judged a face to be lying. We aimed to select facial cues that resulted in the most pronounced lying or non-lying judgments. In addition, we had to determine facial cues that could be added individually and in combination to the same face.

### Stimuli Selection {#sec008}

The proportion with which the 57 participants (41 women, age range 18--68 years) judged the 39 faces to be lying is provided in [Table 1](#pone.0136418.t001){ref-type="table"}. As can be seen, most facial features resulted in 40% to 60% lying judgments. This range is close to 50% lying judgments indicating that the cue is highly ambiguous, *i*.*e*. individuals were not sure whether the facial cue is representing a LC. We did not consider these facial cues further. In addition, percent lying judgments were below 50% for many facial cues (these faces were not considered to be lying). We inferred that very low percentages indicate that the person is perceived of not lying. Finally, some facial cues could not be combined. For instance, it would be impossible to add the facial cue *Smile Open* and the facial cue *Smile Closed* to the same face. Based on these constraints, we selected as LC *Look Down Left* (half scale), *Look Down Left* (full scale), *Lip Thin* (full scale), *Eyes Blink* (full scale). As NLC we selected *Smile Open* (full scale), *Mouth Retracted* (half scale), *Fear* (half scale), *Brows Up/Down* (half scale) ([Table 1](#pone.0136418.t001){ref-type="table"}). Note that *Look Down Left* with full-scale intensity will be counted as adding two LC to the picture.

10.1371/journal.pone.0136418.t001

###### Lying judgments for facial cues.

Proportion of participants who provided lying judgments for the 38 faces. The facial cue labels are those used in FaceGen Modeller. The final facial cues (used in our subsequent studies) are highlighted in bold for the LC and in italic bold for the NLC.

![](pone.0136418.t001){#pone.0136418.t001g}

  Cue                 Proportion of lying answers   
  ------------------- ----------------------------- -----------
  Anger               33%                           35%
  Brow Ridge (Up)     34%                           48%
  Brow Ridge (Down)   42%                           49%
  Brows Up/Down       ***15%***                     40%
  Disgust             43%                           45%
  Eyes Blink          45%                           **57%**
  Eyes squint         26%                           54%
  Fear                ***23%***                     35%
  Look Down           52%                           53%
  Look Down-Left      **76%**                       **87%**
  Mouth Overbite      38%                           52%
  Mouth Retracted     ***16%***                     28%
  Mouth Sad           26%                           35%
  Mouth Twist         30%                           53%
  Sad                 27%                           27%
  Smile Closed        30%                           42%
  Smile Open          24%                           ***22%***
  Surprise            25%                           35%
  Lips Thin           29%                           **61%**

We here determined facial cues resulting in the highest proportion of lying and non-lying judgments. Based on a previous review on LC \[[@pone.0136418.ref004]\] and what we could do with FaceGen Modeller, we had selected 19 facial cues we individually added to a standard neutral face in full and half intensity. Online, a random sample of participants rated for each sequentially presented face, whether the person is lying or not. Results showed that participants were at odds with each other regarding most facial cues, *i*.*e*. they showed a low proportion of lying judgments, or seemed to guess (half of the participants judged the face to be a lying face). For the actual studies, we selected facial cues that were either strong or very weak lying indicators and could be added individually and in combination to the same face.

These facial cues were used to create faces to which an increasing number of LC and NLC were added. These faces are key to test our main study question, *i*.*e*. whether participants as a group would become increasingly unsure as to whether a person is lying or not when exposed to an increasing amount of conflicting information (LC and NLC combined). We added either only facial cues from one category (non-conflicting faces: only LC or only NLC) or facial cues from both categories (conflicting faces). A priori, we assumed that the faces with the highest amount of conflicting information would result in the highest level of uncertainty as to whether the person is lying, *i*.*e*. a proportion of lying judgments around 50%.

Study 1: Experiment on Lying Judgments for Faces Composed of a Varying Number of LC and NLC {#sec009}
===========================================================================================

Materials and Methods {#sec010}
---------------------

### Participants {#sec011}

We recruited a new sample of 57 participants (age range: 18--65 years, 29 women). The strategy was the same as in the stimuli selection part.

### Face decision task {#sec012}

Face stimuli: Having determined the four LC and the four NLC, we again used the FaceGen Modeller software to generate facial stimuli composed of different combinations of the eight facial cues. For each facial category (LC, NLC), we could add 0, 1, 2, 3, or 4 facial cues resulting in 5 x 5 = 25 basic face combination possibilities (see [Table 2](#pone.0136418.t002){ref-type="table"}). For instance, the face combination possibility consisting of 0 NLC and 0 LC would result in one possible face, the standard face. The face combination consisting of 1 LC and 2 NLC would result in 24 possible faces (4 different possibilities to choose 1 among the 4 LC; and 6 different possibilities to choose 2 among the 4 NLC). In the case of 4 LC and 0 NLC (1 possible face), we would obtain the face that displays all LC, and should result unambiguously in a high proportion of lying judgments. In the case of 4 LC and 4 NLC (1 possible face), we would obtain the face of highest conflict. This procedure would result in 256 possible face combinations. To enhance the probability of task completion (short duration) and because we had no reason to assume that our hypothesis required that all possible face combinations were presented, we selected 70 faces from low to high conflict, and presented each face twice (to assess consistency, see also stimuli selection part). In [Table 2](#pone.0136418.t002){ref-type="table"}, we show the frequency with which the 70 faces fell into the different facial cue combination categories (number in brackets). The task procedure was the same as in the stimuli selection part.

10.1371/journal.pone.0136418.t002

###### Categorization of faces into conflict groups.

We calculated the conflict values for the different facial cue combinations by multiplying the number of LC and NLC. Faces with conflict values of 0 represent the very low conflict group (cells marked with an A), of 1,2, and 3 the low conflict group (cells marked with a B), of 4 and 6 the high conflict group (cells marked with a C) and of 8,9, 12 and 16 the very high conflict group (cells marked with a D). In brackets, we give the distribution of the 70 faces in the different facial cue combination categories (number of faces used in this study / total number of possible faces).

![](pone.0136418.t002){#pone.0136418.t002g}

                 LC                                                     
  ----- -------- ------------ ------------- ------------- ------------- -------------
  NLC   0 cue    0 (1/1)^A^   0 (2/4)^A^    0 (2/6)^A^    0 (2/4)^A^    0 (1/1)^A^
        1 cue    0 (2/4)^A^   1 (6/16)^B^   2 (4/24)^B^   3 (4/16)^B^   4 (2/4)^C^
        2 cues   0 (2/6)^A^   2 (4/24)^B^   4 (6/36)^C^   6 (4/24)^C^   8 (2/6)^D^
        3 cues   0 (2/4)^A^   3 (4/16)^B^   6 (4/24)^C^   9 (6/16)^D^   12 (2/4)^D^
        4 cues   0 (1/1)^A^   4 (2/4)^C^    8 (2/6)^D^    12 (2/4)^D^   16 (1/1)^D^

### Data analysis {#sec013}

We used the same data cleaning procedure as in the stimuli selection part. This procedure resulted in the omission of 6 out of 57 participants among them five participants (two women) who yielded a very low consistency in performance and one woman who yielded a very high consistency in performance.

To statistically assess whether participants showed enhanced guessing responses for faces of enhanced conflict, we first grouped the 25 possible face combinations into 4 different groups, *i*.*e*. those of very low, low, high, very high conflict. We defined conflict as the value resulting when multiplying the number of LC and the number of NLC ([Table 2](#pone.0136418.t002){ref-type="table"}). Thus, values range from zero (not at all conflicting) to 16 (maximum conflict). [Table 2](#pone.0136418.t002){ref-type="table"} shows how these conflict values are distributed across the 25 possible face combinations. Using these values, we now partitioned the 25 possible face combinations into four conflict groups with conflict values of zero belonging to the very low conflict group, values of 1, 2, and 3 belonging to the low conflict group, values 4 and 6 to the high conflict group and finally values of 8, 9, 12, and 16 belonging to the very high conflict group ([Table 2](#pone.0136418.t002){ref-type="table"}).

To test whether faces of increasing conflict resulted in more random responses, we calculated a randomness score per conflict group and participant. This randomness score was obtained by dividing the number of lying answers (LA) by the number of non-lying answers (NLA). If the number of LA was smaller than the number of NLA, we divided the number of NLA by the number of LA. Thus, values ranged from 0 to 1 with higher values indicating more pronounced random answering. These values were used for statistical analysis; we performed a one-factor ANOVA with conflict group as within-subject factor on the randomness values. Post-hoc comparisons were performed using paired t-tests. To account for multiple comparisons, we applied a more conservative significance level to our data; we tested at an alpha level of 1% \[[@pone.0136418.ref030]\]. We applied this 1% criterion, because we were not only interested in reducing the risk of family-wise type I errors, but also in accounting for the increased possibility of committing unwanted family-wise type II errors (e.g. \[[@pone.0136418.ref031],[@pone.0136418.ref032]\]). Beyond this decision, for the current study, a more conservative criterion, such as Bonferroni corrections, would be inappropriate \[[@pone.0136418.ref031],[@pone.0136418.ref032],[@pone.0136418.ref033]\]. As reported several decades ago, out of 10 paired comparisons, there is a 40% chance of having at least one significant result when testing at an alpha level of 5% \[[@pone.0136418.ref034]\]. In our studies, we never performed more than 10 pairwise post-hoc comparisons per ANOVA. Thus, we consider it appropriate to test at an alpha level of 1% \[[@pone.0136418.ref030]\]. In line with recent recommendations \[[@pone.0136418.ref032],[@pone.0136418.ref033]\], we provide effect sizes, here as partial eta-square (PES).

Results and Short Discussion {#sec014}
----------------------------

The repeated measures ANOVA on the randomness scores with conflict groups (very low, low, high, very high) as within-subject measure showed a significant main effect, *F*(3, 150) = 15.101, *p*\<.001, *PES* =. 23. Post-hoc pairwise comparisons showed that 4 out of the 6 comparisons were significant (all p-values \<. 01) apart from the differences between the low conflict group and the high conflict group (p =. 35) and the very low conflict group and the very high conflict group (p = 0.012) ([Fig 2](#pone.0136418.g002){ref-type="fig"}). Thus, the lowest randomness scores were observed in the very low conflict group and the very high conflict group. Yet, randomness was not highest in the very high conflict group, but in the low and high conflict groups ([Fig 2](#pone.0136418.g002){ref-type="fig"}).

![Randomness scores and conflict groups.\
Mean randomness scores as a function of conflict groups. Vertical bars denote 1 standard error of the mean. If not otherwise stated (non-significant, ns), the pairwise comparisons were significant.](pone.0136418.g002){#pone.0136418.g002}

Results from this study showed that faces of very low conflict yielded the lowest amount of random responding, *i*.*e*. as a group, people responded rather consistently across these faces. The remaining results were inconsistent with our prediction, though. Participants were not most strongly guessing about the lying intention in a depicted face when seeing faces of the very high conflict group. We predicted the highest probability of random responding for the very high conflict group, because both modular and non-modular systems might be equally activated (see [introduction](#sec001){ref-type="sec"}). We observed instead that neutral faces to which an intermediate amount of LC and NLC were added triggered the highest amount of random responding, *i*.*e*. guessing about whether a face is lying or not. In fact, faces of the very high conflict group resulted in lower random responding than the intermediate conflict groups. Given that these findings were unexpected, we further inspected the current data. We calculated randomness scores for the 25 possible face categories separately ([Table 3](#pone.0136418.t003){ref-type="table"}). The values in this table suggest that the influence of the number of NLC is negligible. The highest proportion of random responding occurred when one, two or three LC were added to the neutral face, irrespective of the number of NLC added (bold values in [Table 3](#pone.0136418.t003){ref-type="table"}, see also [Fig 3](#pone.0136418.g003){ref-type="fig"}).

![Randomness scores and facial lying cues.\
Mean randomness scores as a function of an increasing number of LC (A) or NLC (B). Vertical bars denote one standard error of the mean. If not otherwise stated (non-significant, ns), the pairwise comparisons were significant in Fig 3A. Regarding Fig 3B, the main effect was not significant, i.e. the pairwise comparisons were not computed.](pone.0136418.g003){#pone.0136418.g003}

10.1371/journal.pone.0136418.t003

###### Randomness scores for the face combinations.

Mean randomness scores computed across participants for the 25 possible face combinations.
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                 LC                                  
  ----- -------- ----- --------- --------- --------- -----
  NLC   0 cue    .09   **.73**   **.84**   **.37**   .27
        1 cue    .09   **.53**   **.90**   **.60**   .42
        2 cues   .13   **.48**   **.69**   **.56**   .46
        3 cues   .17   **.55**   **.85**   **.57**   .39
        4 cues   .18   **.45**   **.90**   **.44**   .45

To further this observation in [Table 3](#pone.0136418.t003){ref-type="table"} statistically, we extracted the individual randomness data for the five categories of the two facial cues (LC, NLC), separately. Thus, we performed two separate repeated measure ANOVAs with category (0, 1, 2, 3, 4 cues) as within-subject measure, one on LC and one on NLC. The main effect of category was significant for the ANOVA on LC, F(4,200) = 14.98, p \<. 001, *PES* =. 23. Post-hoc pairwise comparisons showed that 7 out of the 10 comparisons were significant (all p-values \< 0.01) apart from the differences between faces with 0 LC and 4 LC (p = 0.01), between faces with 1 LC and 2 LC (p =. 17) and between faces with 3 LC and 4 LC (p =. 71) ([Fig 3A](#pone.0136418.g003){ref-type="fig"}). The analogue ANOVA on NLC showed no significant main effect, F(4,200) = 1.43, p =. 23, *PES* =. 03 ([Fig 3B](#pone.0136418.g003){ref-type="fig"}).

Results from study 1 indicate that increasing conflict (LC and NLC added to a standard face) does not enhance the subjective uncertainty whether a person may be lying or not. An intermediate number of LC resulted in the highest amount of random answering (adding 1 or 2 LC). Moreover, the influence of LC and NLC on lying judgements is not symmetric; *i*.*e*. LC seemed more influential to lying decisions than NLC, because faces with 1 LC as well as 2 LC resulted in the most enhanced random responding, irrespective of how many NLC had been added to these faces. In line with our initial proposition, it may be evolutionarily most advantageous to develop strategies that prevent negative outcomes (being cheated at) as compared to attending to potential positive outcomes \[[@pone.0136418.ref010]\]. The conditions that resulted in the highest amount of random answering (when 1--2 LC were added to a face) might thus reflect the situation we should be most interested in, *i*.*e*. a lying detection system that rests on our proposed two distinct systems (modular, non-modular). Probably, some non-modular cognitive evaluation might lead to random lying and non-lying decisions across faces and by inference across people.

In study 2, we tested whether the randomness results of study 1 can be replicated and complemented by reaction times for lying judgements. As already pointed out in the introduction, non-modular processing as compared to modular processing should go along with slower responses \[[@pone.0136418.ref024]\]. Thus, we tested whether random responding, and the inferred uncertainty as to whether a face might be lying or not, is the result of an additional (non-modular) cognitive effort (see again [introduction](#sec001){ref-type="sec"}). This additional effort should be reflected by enhanced reaction times \[[@pone.0136418.ref035],[@pone.0136418.ref036]\]. To test this possibility, we performed this second study. Thus, we would expect highest randomness scores in the intermediate conflict groups. Moreover, enhanced randomness scores should go along with enhanced reaction times.

Study 2: Lying Judgments and Their Respective Reaction Times for Faces Composed of a Varying Number of LC and NLC {#sec015}
=================================================================================================================

Materials and Methods {#sec016}
---------------------

### Participants {#sec017}

We recruited a new sample of 68 participants with an age range of 20--44 years (33 women, one person did not indicate his/her sex). We used the same recruitment strategies used in study 1.

### Face decision task procedure {#sec018}

We used the same faces as the ones used in Study 1 ([Table 2](#pone.0136418.t002){ref-type="table"}). We used the same procedure as the one used in Study 1. New to the current study, we also measured reaction times. In order to assess reaction times in an online study, we preloaded all images into an intermediate memory store before the study begun. This preloading helped us avoiding picture presentation delays due to flaky internet connections. To make sure participants knew the procedure and would be able to respond quickly, we added two practice trials. We also asked participants to give their responses by button press, and not by mouse click. Thus, they were instructed to keep the right and left index finger on the F key and J key, respectively. To enhance timing, we presented a fixation cross for 300 ms before each picture presentation.

### Data analysis {#sec019}

Three participants were excluded because response consistency was \> 95% (2 women, a person who failed to provide the information on sex). These exclusions left us with a sample of 65 participants (31 women, mean age 25.4 years ± 4.11 years).

For statistical analysis, we performed the same analysis on randomness scores as performed in study 1. For reaction times analysis, we first accounted for within and between subject variations in response times. We normalized reaction times for each participant according to the following formula, RT~n~ = (*T---*μ) / σ, where σ is the standard deviation of time, μ is the mean value of response time, and *T* is the absolute response time. Accordingly, larger values represent slower responding. These normalized response times were averaged across faces of the same conflict group. To check for uncommon interruptions in task performance, we individually inspected performance to find particularly long reaction times that could indicate that the participant was interrupted or stopped performing the task for unknown reasons.

The two scores (randomness score, standardized reaction times) were subjected to separate one-factor ANOVAs with conflict groups as repeated measure. Post-hoc comparisons were performed using paired sample t-tests. In line with the previous study, we again tested at a significance level of 1%. Effect sizes are provided by reporting partial eta-square (PES).

Results and Short Discussion {#sec020}
----------------------------

The ANOVA on randomness scores showed a significant main effect of conflict groups, *F*(3, 192) = 32.731, *p*\<.001, *PES* =. 34 ([Fig 4](#pone.0136418.g004){ref-type="fig"}). Post-hoc pairwise comparisons showed that 5 out of 6 comparisons were significant (all p-values \<. 005), apart from a marginal difference between the very low and the very high conflict group (p =. 089). Thus, the intermediate conflict group (in particular the low conflict group) yielded the highest randomness scores ([Fig 4](#pone.0136418.g004){ref-type="fig"}).

![Randomness scores and conflict groups.\
Mean randomness scores as a function of conflict groups. Vertical bars denote 1 standard error of the mean. If not otherwise stated (non-significant, ns), the pairwise comparisons were significant.](pone.0136418.g004){#pone.0136418.g004}

The second ANOVA on the normalized reaction times showed again a significant main effect, *F*(3, 192) = 9.06, *p* \<. 001, *PES* =. 12 ([Fig 5](#pone.0136418.g005){ref-type="fig"}). Post-hoc pairwise comparisons showed that 3 out of 6 comparisons were significant (all p-values \<. 01), apart from a non-significant difference between the very low and the very high conflict group (p =. 23), between the high and very high conflict group (p =. 18), and between the low and high conflict group (p = 0.017). Thus, reaction times were slowest in the low and high conflict groups ([Fig 5](#pone.0136418.g005){ref-type="fig"}).

![Reaction times and conflict groups.\
Mean normalized reaction times as a function of conflict groups. Vertical bars denote 1 standard error of the mean. If not otherwise stated (non-significant, ns), the pairwise comparisons were significant.](pone.0136418.g005){#pone.0136418.g005}

General Discussion and Conclusions {#sec021}
==================================

This study investigated whether humans might rely on an inbuilt capacity to quickly detect potential liars without having to allocate overt high-level cognitive effort to this goal. Various scholars suggested that efficient cheating detection in humans is based on an unconscious modular system \[[@pone.0136418.ref010],[@pone.0136418.ref005],[@pone.0136418.ref015],[@pone.0136418.ref016]\]. Others studies questioned such a modular system, because humans are as such bad cheating detectors who will hardly improve in their performance with training \[[@pone.0136418.ref020]\]. While both sides have supporting data to their views (see also \[[@pone.0136418.ref021]\]), it seems also possible that modular and non-modular systems are at play when individuals try to detect liars. Individuals do not only need to detect liars (potentially based on a modular system), but they do also know that the liar will try to hide the lying. Thus, individuals might only capture what actually leaks from the liar. In real life situations, liars are likely to aim for neutral facial expressions with some cheating cues nevertheless leaking \[[@pone.0136418.ref025]\]. Accordingly, we assumed that highly conflicting faces (showing a maximum number of LC and NLC) represent faces that are processed with the highest uncertainty (resulting in the highest amount of random responding across participants), and by inference being processed in a non-modular mode. We assumed that this uncertainty (and non-modular processing) would be reflected in random decisions as to whether a face is lying or not, and an increased reaction time for these decisions \[[@pone.0136418.ref024], [@pone.0136418.ref026],[@pone.0136418.ref027]\].

We performed two independent studies. In the stimuli selection part, we determined individual LC and NLC. For the actual studies, we created faces with an increasing number of (maximum 4) LC and NLC. Results showed that random decisions were most pronounced for faces to which an intermediate amount of LC had been added. Interestingly, the NLC seemed to contribute little to this effect. In study 2, we replicated this effect. We additionally showed that reaction times were slowest for these intermediate faces. The current results show that our expected behavior (random decisions, slowed responding) was not observed for the most conflicting faces, but for faces to which an intermediate amount of LC had been added.

To discuss the implications of our results we have to account for two major observations. Firstly, random decision taking co-occurring with increased reaction times was not observed for faces of very high conflict. Instead, and secondly, this decision taking occurred for faces to which an intermediate number of LC (*i*.*e*. mainly 1 LC, but also 2 LC) had been added. When we want to consider the first point, we also need to consider the second point. NLC seem to play a minor if not negligible role when making lying decisions on faces. Results showed that random decisions for faces with 1 LC (and partially also for faces with 2 LC) were not further modulated by the presence of 1, 2, 3 or even 4 NLC (study 1). It seems as if the information of the NLC was already filtered out or not attended to. Thus, the increasing amount of LC was not competing with the information conveyed by the NLC. Our very high conflict faces were therefore not ambiguous.

This conjecture brings us to the second point needing explanations, *i*.*e*. why faces with 1 LC and sometimes also with 2 LC would be perceived as the most ambiguous faces and would result in longest response latencies? As proposed in the previous paragraph, NLC seemingly underwent no or only minor treatment. As also noted above, liars are likely to actively disguise their lying resulting in only some few lying indicators leaking \[[@pone.0136418.ref025]\]. From this we can suggest that faces with 1 LC (or 2 LC) are probably those that raise suspicion, *i*.*e*. are those being perceived as most ambiguous. This suspicion may lead from a modular to a higher cognitive processing mode. Such a switch in processing mode may imply that automatic and fast responses are hampered leading to more random unsure responses and higher reaction times for these decisions. Admittedly, our explanations are hypothetical; they raise more questions than having provided answers. Yet, comparable decision taking behavior in both studies is promising in pointing to replicable perception and decision-making processes in our paradigm. To better understand if a modular or controlled cognitive mode contributed to our findings, future studies are essential.

We have argued that reaction times would be a good behavioral parameter to decide whether a process is modular or not, because crucial characteristics of a modular system are its fastness and immediacy \[[@pone.0136418.ref005],[@pone.0136418.ref015],[@pone.0136418.ref016]\]. This assumption would indicate that increased reaction times together with random responding represent a non-modular processing style. This assumption would, however, also imply that we have some knowledge on cut-off scores for reaction times that distinguish between a modular mode and a non-modular mode of processing. Given that such cut-off scores are not available, our interpretation would require evidence from additional studies. For example, one such additional study could add cognitive load to the paradigm used here, *i*.*e*. requiring participants to perform a cognitive task before faces are presented \[[@pone.0136418.ref015],[@pone.0136418.ref016]\]. Using such a paradigm, researchers could compare lying judgments when participants had performed a cognitive task just prior to the presentation of low or high conflicting faces. We would expect that such a cognitive load would be irrelevant to the processing of low conflicting faces \[the modular system is not affected\], but would interfere with the processing of high conflicting faces. In the later case, we could expect that (1) response latencies are even further enhanced if the processing mode is non-modular or (2) response latencies are reduced because the non-modular system is being occupied forcing the overall processing mode into a modular processing style. The answers to these possibilities could be pertinent; for instance when witnesses are interviewed in public or under psychological or physical pressure.

Another example for future studies concerns our suggestion regarding our first discussion point. We conjectured that NLC were not attended to or had already been filtered out. The reason for this irrelevance of NLC could be that they are as such not threatening or important for survival. Attending to lying information and ignoring non-lying information might be the default mode \[[@pone.0136418.ref005],[@pone.0136418.ref011]\]. On the other hand, this processing bias may result from contextual information, *i*.*e*. the instruction. People were asked whether the faces are lying or not. Other interpersonal information was not mentioned. Our participants might have treated our faces differently if they would have had to decide whether the faces are trustworthy or not. Here, filtering and attention mechanisms might favor the processing of trustworthy cues. Also, we might find similar findings on trustworthiness if we would repeat the same studies again, but select faces according to trustworthiness.

Last but not least, we would like to stress the limitations of our studies. From a methodological point of view, we collected data online making it impossible to control for individual testing situations. Yet, previous studies showed that results from online data collection studies are comparable to those collected in a laboratory setting \[[@pone.0136418.ref037],[@pone.0136418.ref038]\]. Also, during the determination of LC and NLC, we did not specify the characteristics of NLC. We only asked whether a face is lying or not. Potentially, more carefully selected NLC \[*e*.*g*. trustworthy, honest, non-lying, etc.\] would have been more relevant to the decision-making processes when being presented with increasingly conflicting faces. Moreover, one could question the face validity of our faces; these were static faces and were unrelated to real lies. Indeed, the literature on lying cues indicates that many different social cues relate to human expressions of lies such as body posture and voice (see, \[[@pone.0136418.ref004]\]). Using stimuli that control for more than facial features in static faces (see also, \[[@pone.0136418.ref018]\]), potentially even animated videos of people actually knowing to lie or not, would add important ecological validity to studies such as ours \[[@pone.0136418.ref005], [@pone.0136418.ref011], [@pone.0136418.ref015]\]. The challenge is to create controlled stimuli of increasing conflict. Indeed, a general problem inherent to the current study and related studies using artificial lying cues is that there is no real lying history attached to these stimuli. It may be that our results only reflect participants' social impressions of others instead of their lying detection ability (see also \[[@pone.0136418.ref021]\]). One would like to know if our findings replicate for faces that were lying at the moment of being recorded. Finally, future studies should a priori account for possible differences in interpersonal judgements as a function of participants' sex and culture \[[@pone.0136418.ref027],[@pone.0136418.ref039],[@pone.0136418.ref040]\].
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