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Abstract: This paper deals with optimal control problems with a regular second-order state constraint and
a scalar control, satisfying the strengthened Legendre-Clebsch condition. We study the stability of structure
of stationary points. It is shown that under a uniform strict complementarity assumption, boundary arcs are
stable under sufficiently smooth perturbations of the data. On the contrary, nonreducible touch points are
not stable under perturbations. We show that under some reasonable conditions, either a boundary arc or a
second touch point may appear. Those results allow us to design an homotopy algorithm which automatically
detects the structure of the trajectory and initializes the shooting parameters associated with boundary arcs
and touch points.
Key-words: Optimal control, second-order state constraint, stability analysis, shooting algorithm, homotopy
method.
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Algorithme d’homotopie pour les problèmes de commande
optimale avec une contrainte sur l’état du second ordre
Résumé : Cet article est consacré aux problèmes de commande optimale avec une contrainte sur l’état
scalaire du second ordre régulière et une commande scalaire, lorsque la condition forte de Legendre-Clebsch
est satisfaite. On montre que sous une hypothèse de complémentarité stricte uniforme, les arcs frontières sont
stables sous des perturbations suffisamment régulières des données. Au contraire, les points de contact isolés
non réductibles ne sont pas stables. Sous des conditions raisonables, on montre que soit un arc frontière soit
un second point de contact isolé peut apparâıtre. Ces résultats nous permettent de concevoir un algorithme
d’homotopie qui détecte automatiquement la structure de la trajectoire et initialise les paramètres de tir
associés aux arcs frontière et points de contact isolés.
Mots-clés : Commande optimale, contrainte sur l’état du second ordre, analyse de stabilité, algorithme de
tir, méthode d’homotopie.
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1 Introduction
This paper deals with optimal control problems with a state constraint of second-order (see [10, 22]). Many
papers devoted to optimal control problems with state constraints deal with state constraints of first-order
(see e.g. [15, 17, 18, 12, 19, 13, 7]), i.e. when the control appears explicitly after one time derivation of the
state constraint along the dynamics. This assumption may not be satisfied in applications. For example, in
the problem of the atmospheric reentry of a space shuttle, if the control is the bank angle (the angle of attack
being fixed), the constraints on the thermal flux, normal acceleration and dynamic pressure are second-order
state constraints, see [9].
When the strengthened Legendre-Clebsch condition holds, the shooting algorithm enables to solve optimal
control problems with a very high accuracy at low cost. This algorithm (see [26]) is based on the parametriza-
tion of the trajectory by a finite-dimensional vector of shooting parameters and the resolution of the resulting
multi-point boundary value problem by a Newton’s method. Shooting methods are very sensitive to the ini-
tial conditions, and require a careful initialization of all parameters. Moreover, in presence of constraints,
the structure of constraints (the number and order of boundary arcs and touch points) has to be known a
priori. This makes the shooting algorithm generally hard to apply. However, when the precision is a strong
requirement, such as e.g. to compute aerospace trajectories, shooting algorithms may be preferred to others
methods, less accurate.
In order to determine the structure of the trajectory, which is generally unknown, and facilitate the
initialization of parameters, homotopy (or continuation) methods can be used. Their well-known principle
(see [1]) is to solve a sequence of problems depending continuously on a parameter, such that the first problem
is “easy” to solve (e.g. the problem without the state constraint) and the last problem is the original problem.
Doing so the structure of solutions may vary in the course of iterations. Homotopy methods have been applied
to control problems with control constraints in e.g. [14, 21] and with state constraints in e.g. [4, 11]. The
difficulty to apply classical continuation methods is connected with the changes of structure of the trajectory.
Moreover, when the structure of the trajectory changes, the dimension of the vector of shooting parameters
changes as well. In [7], an homotopy algorithm has been proposed for first-order state constraints, whose
novelty is to automatically detect the changes in the structure of the trajectory and initialize the associated
shooting parameters. It is well-known that the structure of a trajectory highly depends on the order of the
constraint (see [10]). In this paper, we aim to extend the homotopy algorithm of [7] to second-order state
constraints.
They are two main tools in the analysis of the homotopy method. Firstly, stability results which guarantee
the existence and local uniqueness of a solution for the perturbed problem, and insure that the homotopy
path is locally well-defined. Secondly, an analysis of the structure of solutions of the perturbed problem.
New results concerning the first point (stability analysis) have been obtained recently in [16]. Contrary to
previous stability results known for second- (and higher-)order state constraints ([20, 8]), no assumptions on
the structure of the trajectory are made. This allows us precisely to deal with situations encountered in the
homotopy method, when the structure of solution is not stable and hence, where the stability and sensitivity
results of [20, 8] do not apply.
In this paper, results are obtained on the second point, i.e. we study the evolution of structure of solutions
under small perturbations of the data. We show that when a strict complementarity hypothesis is satisfied
on boundary arcs, then the latter are stable for a class of sufficiently smooth perturbations. Then we study
the case of nonreducible touch points, which are excluded from the analysis based on shooting methods in
[20] and [8]. In that case the structure of the trajectory is not stable. We show that under some rather
general conditions, either a boundary arc or a second touch point may appear. Finally, we follows [7] in
order to describe an homotopy method for second-order state constraints. The analysis is more involved than
for first-order state constraints, since the structure of second-order state constraints is more complex (both
essential touch points and boundary arcs are possible, while first-order state constraints typically do not have
essential touch points).
The paper is organized as follows. Preliminaries (optimality conditions, assumptions) are recalled in section
2. In section 3, the stability of boundary arcs is studied. In section 4, the case of nonreducible touch points
is dealt with. In section 5, the stability result of [16] is recalled. In section 6, lemmas used in the analysis of
the homotopy method are given. In section 7, the homotopy algorithm is presented and analyzed. Finally, in
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section 8, some comments are given. The contributions of the paper are the structural analysis of stationary
points in sections 3 and 4 and the analysis of the homotopy algorithm. The application of this homotopy
algorithm to the atmospheric reentry of a space shuttle will be the subject of a forthcoming paper.
2 Preliminaries
We consider the following optimal control problem with a scalar control and scalar state constraint:
(P) min
(u,y)∈U×Y
∫ T
0
ℓ(u(t), y(t))dt + φ(y(T )) (1)
subject to ẏ(t) = f(u(t), y(t)) for a.a. t ∈ [0, T ], y(0) = y0 (2)
g(y(t)) ≤ 0 for all t ∈ [0, T ] (3)
with the control and state spaces U := L∞(0, T ; R) and Y := W 1,∞(0, T ; Rn). Throughout the paper, it is
assumed that assumptions (A0) and (A1) below hold:
(A0) The data ℓ : R × Rn → R, φ : Rn → R, f : R × Rn → Rn, (resp. g : Rn → R) are C3 (resp.
C4) mappings, with locally Lipschitz continuous third-order (resp. fourth-order) derivatives, and f is
Lipschitz continuous.
(A1) The initial condition y0 ∈ Rn satisfies g(y0) < 0.
The state constraint is assumed to be of second-order. This means that the first-order time derivative g(1) :
R × Rn → R of the constraint, defined by
g(1)(u, y) := gy(y)f(u, y)
does not depend on the control variable u, i.e. g
(1)
u ≡ 0 (and hence, we may write g(1)(y) = g(1)(u, y)), and
the second-order time derivative g(2) : R × Rn → R, defined by
g(2)(u, y) := g(1)y (y)f(u, y)
depends explicitly on the control, i.e. g
(2)
u 6≡ 0.
Notation We denote by subscripts Fréchet derivatives w.r.t. the variables u, y, i.e. fy(u, y) = Dyf(u, y),
fyy(u, y) = D
2
yyf(u, y), etc. The derivative with respect to the time is denoted by a dot, i.e. ẏ =
dy
dt = y
(1).
The set of row vectors of dimension n is denoted by Rn∗. Adjoint or transpose operators are denoted by the
symbol ⊤. The euclidean norm is denoted by | · |. By Lr(0, T ) we denote the Lebesgue space of measurable
functions such that ‖u‖r := (
∫ T
0
|u(t)|rdt)1/r < ∞ for 1 ≤ r < ∞, ‖u‖∞ := supess[0,T ] |u(t)| < ∞. The space
W s,r(0, T ) denotes the Sobolev space of functions in Lr(0, T ) having their s first weak derivatives in Lr(0, T ),
and we denote by Hs the space W s,2. The space of continuous functions over [0, T ] and its dual space, the space
of bounded Borel measures, are denoted respectively by C[0, T ] and M[0, T ]. The cone of continuous functions
with nonpositive values over [0, T ] is denoted by K := C−[0, T ] and its dual space, the set of nonnegative
measures, is denoted by M+[0, T ]. The space of functions of bounded variation over [0, T ] is denoted by
BV [0, T ], and the set of normalized BV functions vanishing at T is denoted by BVT [0, T ]. Functions of
bounded variation are w.l.o.g. assumed to be right-continuous. We identify the elements of M[0, T ] with the
distributional derivatives dη of functions η in BVT [0, T ]. The support and the total variation of the measure
dη ∈ M[0, T ] are denoted respectively by supp(dη) and |dη|M. Left- and right limits of a function of bounded
variation ϕ will be denoted by ϕ(τ±) := limt→τ± ϕ(t), and jumps by [ϕ(τ)] := ϕ(τ
+) − ϕ(τ−). The cardinal
of a finite set T is denoted by |T |.
We call a trajectory an element (u, y) ∈ U × Y satisfying the state equation (2). A trajectory satisfying
the state constraint (3) is said to be feasible. The contact set of a feasible trajectory is defined by
I(g(y)) := {t ∈ [0, T ] : g(y(t)) = 0} (4)
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and for a small ε > 0, a neighborhood of the contact set is denoted by
Iε(g(y)) := {t ∈ [0, T ] : dist{t, I(g(y))} < ε}. (5)
A boundary arc (resp. interior arc) of a feasible trajectory (u, y) is a maximal (open) interval of positive
measure (τ1, τ2) such that g(y(t)) = 0 (resp. g(y(t)) < 0) for all t ∈ (τ1, τ2). The left- and right endpoints of
a boundary arc (τen, τex) are called respectively entry and exit point. A touch point τto is an isolated contact
point, i.e. such that g(y(τto)) = 0 and g(y(t)) < 0 for t 6= τto in a neighborhood of τto. An entry (resp. exit)
point is said to be regular, if it belongs to (0, T ) and if there exists δ > 0 such that g(y(t)) < 0 on (τen − δ, τen)
(resp. on (τex, τex + δ)). A boundary arc is regular, if its entry and exit points are regular. The structure of
a trajectory is the number and order of its boundary arcs and touch points.
Optimality conditions Let us first recall the well-known first-order necessary optimality condition of
problem (P). The Hamiltonian H : R × Rn × Rn∗ → R is defined by
H(u, y, p) := ℓ(u, y) + pf(u, y). (6)
We say that a feasible trajectory (u, y) is a stationary point of (P), if there exists (p, η) ∈ BV ([0, T ]; Rn∗) ×
BVT [0, T ] such that
ẏ = f(u, y), y(0) = y0, (7)
−dp = Hy(u, y, p)dt + gy(y)dη, p(T ) = φy(y(T )) (8)
0 = Hu(u(t), y(t), p(t)) a.e. on [0, T ] (9)
0 ≥ g(y(t)) for all t ∈ [0, T ], dη ∈ M+[0, T ], supp(dη) ⊂ I(g(y)). (10)
Alternative formulation For the stability analysis, it is convenient to write the optimality condition using
alternative multipliers η2 and p2, uniquely related to (p, η) in the following way:
η1(t) :=
∫
(t,T ]
dη(s) = −η(t), η2(t) :=
∫ T
t
η1(s)ds, (11)
p2(t) := p(t) − η1(t)gy(y(t)) − η
2(t)g(1)y (y(t)), t ∈ [0, T ]. (12)
We see that η2 belongs to the set BV 2T [0, T ], defined by
BV 2T [0, T ] := {ξ ∈ W
1,∞(0, T ) : ξ(T ) = 0, ξ̇ ∈ BVT [0, T ]}. (13)
Define the alternative Hamiltonian H̃ : R × Rn × Rn∗ × R → R by
H̃(u, y, p2, η2) := H(u, y, p2) + η2g(2)(u, y), (14)
where H is the classical Hamiltonian (6). Using these alternative multipliers, we obtain easily by a direct
calculation (see e.g. [22] or [6, Lemma 3.4]) that a feasible trajectory (u, y) ∈ U × Y is a stationary point of
(P) iff there exists (p2, η2) ∈ W 1,∞(0, T ; Rn∗) × BV 2T [0, T ] such that
ẏ(t) = f(u(t), y(t)) a.e. on [0, T ], y(0) = y0, (15)
−ṗ2(t) = H̃y(u(t), y(t), p
2(t), η2(t)) a.e. on [0, T ], p2(T ) = φy(y(T )) (16)
0 = H̃u(u(t), y(t), p
2(t), η2(t)) a.e. on [0, T ] (17)
0 ≥ g(y(t)) for all t ∈ [0, T ], dη̇2 ∈ M+[0, T ], supp(dη̇
2) ⊂ I(g(y)). (18)
Assumptions Let (ū, ȳ) be a stationary point of (P), with alternative multipliers (p̄2, η̄2). We make the
following assumptions:
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(A2) The state constraint is a regular second-order state constraint, i.e. g
(1)
u ≡ 0 and
∃ β, σ > 0, |g(2)u (ū(t), ȳ(t))| ≥ β for a.a. t ∈ Iσ(g(ȳ)). (19)
(A3) ū is continuous on [0, T ] and the strengthened Legendre-Clebsch condition holds:
∃ α > 0, H̃uu(ū(t), ȳ(t), p̄
2(t), η̄2(t)) ≥ α for all t ∈ [0, T ]. (20)
Lemma 2.1. Let (ū, ȳ) be a stationary point of (P) with alternative multipliers (p̄2, η̄2) satisfying (A2)–(A3).
Then ū and η̄2 are of class C2 on the interior of the (interior and boundary) arcs of the trajectory, with
Lipschitz continuous second-order time derivatives.
Proof. By the implicit function theorem applied to (17) on interior arcs, using that η̇2 is constant, and to
g(2)(u(t), y(t)) = 0 and (17) on boundary arcs, the control and alternative state constraint multipliers can
be expressed, on the interior of arcs, as C2 functions of the state and alternative costate (y, p2). The result
follows.
Assume now that (ū, ȳ) has a (regular) boundary arc (τ̄en, τ̄ex). We consider the uniform strict comple-
mentarity assumption on boundary arcs below:
∃ β > 0, ¨̄η2(t) ≥ β on (τ̄en, τ̄ex). (21)
Remark 2.2. Using the classical multipliers (p̄, η̄) associated with (ū, ȳ) in (7)–(10), assumption (21) can
equivalently be rewritten as (recall that η̄ = ˙̄η2):
∃ β > 0,
dη̄
dt
(t) ≥ β on (τ̄en, τ̄ex). (22)
Lemma 2.3. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A3) and having a regular boundary arc
(τ̄en, τ̄ex). Then the uniform strict complementarity assumption (21) implies that
d3
dt3
g(ȳ(t))|t=τ̄−en > 0,
d3
dt3
g(ȳ(t))|t=τ̄+ex < 0. (23)
For convenience, Lemma 2.3 will be proved in section 3, after the suitable notation has been introduced.
Perturbed optimal control problem We consider perturbed problems in the following form:
(Pµ) min
(u,y)∈U×Y
∫ T
0
ℓµ(u(t), y(t))dt + φµ(y(T )) (24)
subject to ẏ(t) = fµ(u(t), y(t)) a.e. on [0, T ], y(0) = yµ0 (25)
gµ(y(t)) ≤ 0 for all t ∈ [0, T ]. (26)
Here µ is the perturbation parameter, living in an open subset M0 of a Banach space M . In what follows, we
consider stable extensions (Pµ) of problem (P) in the following sense.
Definition 2.4. We say that (Pµ) is a stable extension of (P) if:
(i) There exists µ̄ ∈ M0 such that (P
µ̄) ≡ (P);
(ii) The mappings R×Rn ×M0 → R, (u, y, µ) 7→ ℓµ(u, y); Rn ×M0 → R, (y, µ) 7→ φµ(y); M0 → Rn, µ 7→ y
µ
0 ;
R × Rn × M0 → Rn, (u, y, µ) 7→ fµ(u, y) (resp. Rn × M0 → R, (y, µ) 7→ gµ(y)) are of class C3 (resp. C4),
with locally Lipschitz continuous third-order (resp. fourth-order) derivatives, uniformly w.r.t. µ ∈ M0;
(iii) The dynamics fµ is uniformly Lipschitz continuous over R × Rn for all µ ∈ M0;
(iv) The state constraint is not of first-order, i.e. (gµ)
(1)
u (u, y) ≡ 0 for all (u, y, µ) ∈ R × Rn × M0.
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Abstract formulation Given a stable extension (Pµ), the mapping U ×M0 → Y, (u, µ) 7→ yµu , where y
µ
u is
the unique solution in Y of the state equation (25), is well-defined, and we may write the following abstract
formulation of (Pµ)
min
u∈U
Jµ(u), Gµ(u) ∈ K, (27)
with the cost function Jµ(u) :=
∫ T
0
ℓµ(u, yµu)dt + φ
µ(yµu(T )), the constraint mapping G
µ(u) := gµ(yµu), and
the constraint cone K = C−[0, T ].
Given a stationary point (ū, ȳ) of (P), we say that the uniform quadratic growth condition holds, if for all
stable extensions (Pµ) of (P), there exists c, ρ > 0 and a neighborhood N of µ̄, such that for any stationary
point (uµ, yµ) of (Pµ) with µ ∈ N and ‖uµ − ū‖∞ < ρ,
Jµ(u) ≥ Jµ(uµ) + c‖u − uµ‖22, for all u ∈ U : G
µ(u) ∈ K, ‖u − ū‖∞ < ρ. (28)
Qualification condition and stability of multipliers Robinson’s constraint qualification for problem
(P) in abstract form (27) is as follows (omitting the perturbation parameter at the reference point µ = µ̄):
∃ ε > 0, εBC[0,T ] ⊂ G(ū) + DG(ū)U − K, (29)
where BC[0,T ] denotes the open unit ball of the space C[0, T ]. It is well-known that a local solution (weak
minimum) of (P) satisfying (29) is a stationary point of (P).
Given v ∈ Lr(0, T ), 1 ≤ r ≤ ∞, denote by zv the unique solution in W
1,r(0, T ; Rn) of the linearized state
equation
żv(t) = fy(ū(t), ȳ(t))zv(t) + fu(ū(t), ȳ(t))v(t) a.e. on [0, T ], zv(0) = 0. (30)
Assumption (A2) implies that Robinson’s constraint qualification (29) holds, and that the multipliers associ-
ated with a stationary point are unique. This is a consequence of the lemma below.
Lemma 2.5 ([5, Prop. 10]). Let (ū, ȳ) be a feasible trajectory of (P) satisfying (A2). Then for all r ∈ [1, +∞]
and all ε ∈ (0, σ), with the σ of (19), so small that Ωε ⊂ [a, T ] for some a > 0, the linear mapping
Lr(0, T ) → W 2,r(Ωε), v 7→ (gy(ȳ(·))zv(·))|Ωε , (31)
where |Ωε denotes the restriction to the set Ωε, is onto, and therefore has a bounded right inverse by the open
mapping theorem.
Let us end this section by recalling two results that will be used in the paper.
Proposition 2.6 ([16, Prop. 4.4]). Let (ū, ȳ) be a stationary point of (P) satisfying (A2). Then for every
stable extension (Pµ) of (P) and for every stationary point (u, y) of (Pµ), with (unique) associated multipliers
(p, η) and alternative multipliers (p2, η2) given by (11)–(12), we have:
(i) If ‖µ − µ̄‖, ‖u − ū‖∞ ,are small enough, then dη is uniformly bounded in M[0, T ];
Moreover, when ‖µ − µ̄‖, ‖u − ū‖∞ → 0:
(ii) dη weakly-* converges to dη̄ in M[0, T ];
(iii) p2 and η2 converge uniformly to p̄2 and η̄2, respectively.
Given A, B ⊂ [0, T ], we denote by exc{A, B} the Hausdorff excess of A over B, defined by
exc{A, B} := sup
t∈A
inf
s∈B
|t − s|, (32)
with the convention exc{∅, B} = 0.
Lemma 2.7 ([16, Lemma 4.6]). Let dη̄ ∈ M[0, T ], and a sequence (dηn) ⊂ M[0, T ] be such that dηn weakly-*
converges to dη̄ in M[0, T ]. Then en := exc{supp(dη̄), supp(dηn)} converges to zero when n → +∞.
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3 Stability of boundary arcs
The aim of this section is to show that boundary arcs are “stable” under perturbations, for sufficiently smooth
perturbations (the stable extensions satisfying Def. 2.4). Here is the main result of this section.
Theorem 3.1. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A3). Assume that (ū, ȳ) has a regular
boundary arc (τ̄en, τ̄ex) and that (21) holds. Then, for every stable extension (Pµ) of (P) and for all small
enough δ > 0, there exist ρ, ̺ > 0 such that if (u, y) is a stationary point of (Pµ) with ‖µ − µ̄‖ < ̺ and
‖u − ū‖∞ < ρ, then (u, y) has on (τ̄en − δ, τ̄ex + δ) a unique boundary arc (τen, τex) (and no touch point).
Moreover, we have that |τen − τ̄en|, |τex − τ̄ex| < δ and (u, y) satisfies the uniform strict complementarity
assumption (21) on (τen, τex).
We derive next some useful relations for the proof of Th. 3.1 and Lemma 2.3, and for other results of
the paper. Let (ū, ȳ) be a stationary point of (P) ≡ (P µ̄) satisfying (A2)–(A3) with alternative multipliers
(p̄2, η̄2), and let (u, y) be a stationary point of (Pµ) with alternative multipliers (p2, η2). If ‖µ − µ̄‖ and
‖u − ū‖∞ are small enough, then by (19), (20), and Prop. 2.6(iii), we have that
|(gµ)(2)u (u, y)| ≥ β/2 > 0, a.e. on Iσ(g(ȳ)) ⊃ I(g
µ(y)), (33)
H̃µuu(u, y, p
2, η2) ≥ α/2 > 0 on [0, T ], (34)
with H̃µ the alternative Hamiltonian (14) for (Pµ). Moreover, by the implicit function theorem applied locally
to (17) under hypothesis (A3), we may write that u(t) = Υ(y(t), p2(t), η2(t)) for some C2 function Υ, and
hence u is continuous over [0, T ]. It follows from Lemma 2.1 that u and η2 are C2 on the interior of arcs of
the trajectory (u, y). So we may consider the time derivatives of the state constraint of order 3 and 4, defined
on the interior of (interior and boundary) arcs by:
(gµ)(3)(u̇, u, y) := (gµ)(2)u (u, y)u̇ + (g
µ)(2)y (u, y)f
µ(u, y) (35)
(gµ)(4)(ü, u̇, u, y) := (gµ)(2)u (u, y)ü + (g
µ)(3)u (u̇, u, y)u̇ + (g
µ)(3)y (u̇, u, y)f
µ(u, y). (36)
Time derivations of (17) shows that, on the interior of arcs, where u and η2 are C2 (arguments (u, y, p2, η2)
and time are omitted as well as the superscript µ to simplify the notation)
0 = H̃uuu̇ + H̃uyf − H̃yfu + η̇
2g(2)u (37)
0 = H̃uuü + η̈
2g(2)u + Φ1(u̇, η̇
2, u, y, p2, η2, µ), (38)
where Φ1 is a locally Lipschitz continuous function w.r.t. its arguments. By (34), multiplying (38) by g
(2)
u /H̃uu
and using (36) we may write that for all t ∈ (0, T ) in the interior of arcs,
0 = g(4) +
(g
(2)
u )2
H̃uu
η̈2 + Φ2(u̇, η̇
2, u, y, p2, η2, µ), (39)
where Φ2 is a locally Lipschitz continuous function w.r.t. its arguments. Moreover, by (33), it follows from
(35) and (37) that we may express u̇ and η̇2 as locally Lipschitz continuous functions of (g(3), u, y, p2, η2, µ),
i.e. more precisely
u̇ = (g(2)u )
−1(g(3) − g(2)y f),
η̇2 = −(g(2)u )
−1(H̃uu(g
(2)
u )
−1(g(3) − g(2)y f) + H̃uyf − H̃yfu).
Therefore, (39) yields, on the interior of arcs,
g(4) +
(g
(2)
u )2
H̃uu
η̈2 + Λ(g(3), u, y, p2, η2, µ) = 0 (40)
where Λ is a locally Lipschitz continuous function w.r.t. its arguments.
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In the sequel, we abbreviate the notation as follows:
g(3)(t) := (gµ)(3)(u̇(t), u(t), y(t)), g(4)(t) := (gµ)(4)(ü(t), u̇(t), u(t), y(t)) (41)
ḡ(3)(t) := (gµ̄)(3)( ˙̄u(t), ū(t), ȳ(t)), ḡ(4)(t) := (gµ̄)(4)(¨̄u(t), ˙̄u(t), ū(t), ȳ(t)), (42)
H̃uu(t) := H̃
µ
uu(u(t), y(t), p
2(t), η2(t)), H̄uu(t) := H̃
µ̄
uu(ū(t), ȳ(t), p̄
2(t), η̄2(t)), (43)
Λ(t) := Λ(g(3)(t), u(t), y(t), p2(t), η2(t), µ),
Λ̄(t) := Λ(ḡ(3)(t), ū(t), ȳ(t), p̄2(t), η̄2(t), µ̄).
We start by the proof of Lemma 2.3 and then give that of Th. 3.1.
Proof of Lemma 2.3. Assume that (21) holds. Assume by contradiction that (23) does not hold, i.e. ḡ(3) is
continuous at entry or exit point τ . Then by continuity of (ū, ȳ, p̄2, η̄2), (40) implies that
[ḡ(4)(τ)] +
(ḡ
(2)
u )2
H̄uu
[¨̄η2(τ)] = 0. (44)
Since ḡ(3) is continuous at τ , in the neighborhood of τ , on the side of the interior arc, we have
g(ȳ(t)) = ḡ(4)(τ±)
(t − τ)4
24
+ o((t − τ)4) ≤ 0,
where τ± denotes τ− if τ = τ̄en and τ
+ if τ = τ̄ex. Since ḡ
(4) = 0 on the interior of the boundary arc, it
follows that
[ḡ(4)(τ̄en)] ≥ 0 and [ḡ
(4)(τ̄ex)] ≤ 0. (45)
Moreover, (21) implies that
[¨̄η2(τ̄en)] ≥ β > 0 and [¨̄η
2(τ̄ex)] ≤ −β < 0. (46)
Since
(ḡ(2)u )
2
H̄uu
> 0 by (A2)–(A3), the above display and (44) yield
[ḡ(4)(τ̄en)] < 0 and [ḡ
(4)(τ̄ex)] > 0,
contradicting (45). Therefore (23) holds, which completes the proof.
Proof of Th. 3.1. Let (u, y) be a stationary point of (Pµ) with u in a L∞-neighborhood of ū and µ in a
neighborhood of µ̄. Assume by contradiction that (u, y) has an interior arc (τ1, τ2) ⊂ (τ̄en − δ, τ̄ex + δ). On the
interior arc (τ1, τ2), u and η
2 are C2, and g(t) := gµ(y(t)) attains its minimum on (τ1, τ2) at a point where the
second-order derivative g(2) is nonnegative. Since g(2)(τi) ≤ 0, i = 1, 2, the continuous function g(2) attains
its maximum over [τ1, τ2] at some point tm ∈ (τ1, τ2), and we have at this point of maximum of g(2)
g(3)(tm) = 0 and g
(4)(tm) ≤ 0. (47)
Assume first that tm ∈ (τ̄en, τ̄ex). By Prop. 2.6(iii), (y, p2, η2) → (ȳ, p̄2, η̄2) uniformly over [0, T ] when
‖µ−µ̄‖ → 0 and ‖u− ū‖∞ → 0, and g(3)(tm) = 0 = ḡ(3)(tm) since tm ∈ (τ̄en, τ̄ex). Therefore, Λ(tm)−Λ̄(tm) →
0, and hence (40) implies that when ‖µ − µ̄‖ → 0 and ‖u − ū‖∞ → 0,
g(4)(tm) +
(g
(2)
u )2
H̃uu
η̈2(tm) − (ḡ
(4)(tm) +
(ḡ
(2)
u )2
H̄uu
¨̄η2(tm)) → 0.
But η̈2(tm) = 0 since we are on an interior arc for (u, y), and ḡ
(4)(tm) = 0 since we are on a boundary arc for
(ū, ȳ). It follows that when ‖µ − µ̄‖ → 0 and ‖u − ū‖∞ → 0,
g(4)(tm) −
(ḡ
(2)
u )2
H̄uu
¨̄η2(tm) → 0.
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Since
(ḡ(2)u )
2
H̄uu
≥ C > 0 by (19) and (20), we obtain by (21) that
(ḡ(2)u )
2
H̄uu
¨̄η2(tm) ≥ Cβ > 0. Therefore, for ‖µ− µ̄‖
and ‖u − ū‖∞ small enough, g(4)(tm) ≥ Cβ/2 > 0, contradicting (47).
Assume now that tm ∈ (τ̄en − δ, τ̄en] (the case when tm ∈ [τ̄ex, τ̄ex + δ) is analogous). For all 0 < ε < δ, if
‖µ− µ̄‖ and ‖u− ū‖∞ are small enough, then g
µ(y(t)) < 0 on the interval [τ̄en − δ, τ̄en − ε]. This implies that
tm ↑ τ̄en when ‖µ − µ̄‖ → 0 and ‖u − ū‖∞ → 0. Therefore, since g(3)(tm) = 0 = ḡ(3)(τ̄+en) and (ū, ȳ, p̄
2, η̄2) is
continuous over [0, T ], we obtain by Prop. 2.6(iii) that Λ(tm) → Λ̄(τ̄+en). It follows then from (40) that
g(4)(tm) +
(g
(2)
u )2
H̃uu
η̈2(tm) → ḡ
(4)(τ̄+en) +
(ḡ
(2)
u )2
H̄uu
¨̄η2(τ̄+en) ≥ 0 + Cβ > 0,
contradicting (47) again since g(4)(tm) ≤ 0 and η̈
2(tm) = 0. This shows that for all small δ > 0, if ‖u − ū‖∞
and ‖µ − µ̄‖ are small enough, then (u, y) has no interior arc contained in (τ̄en − δ, τ̄ex + δ).
It follows that I(gµ(y)) ∩ (τ̄en − δ, τ̄ex + δ) is either empty, or a touch point, or a boundary arc. Let
us refute the two first possibilities. For all small ε > 0, if ‖u − ū‖∞ and ‖µ − µ̄‖ are small enough, then
I(gµ(y)) ⊂ Iε(g(ȳ)). By hypothesis (21), Prop. 2.6(ii) and Lemma 2.7 (recall that dη̇2 = dη), for all t ∈
[τ̄en, τ̄ex] ⊂ supp(dη̄), there exists s ∈ supp(dη̇2) ⊂ I(gµ(y)) such that |t − s| < ε. Therefore, we deduce that
I(gµ(y)) ∩ (τ̄en − δ, τ̄ex + δ) is necessarily a boundary arc (τen, τex), and that |τen − τ̄en|, |τex − τ̄ex| < ε.
It remains to show that uniform strict complementarity holds on that boundary arc. By (40), it holds for
all t in boundary arc (τen, τex) that
η̈2(t) = −
H̃uu(t)
(g
(2)
u (t))2
Λ(0, u(t), y(t), p2(t), η2(t), µ). (48)
The same relation applied to (ū, ȳ), the uniform strict complementarity assumption (21) and (A2)–(A3) imply
that Λ(0, ū(t), ȳ(t), p̄2(t), η̄2(t), µ̄) ≤ −C for some positive constant C, for all t ∈ [τ̄en, τ̄ex]. Therefore, by
continuity Λ(0, ū(t), ȳ(t), p̄2(t), η̄2(t), µ̄) ≤ −C/2 for all t ∈ (τ̄en − δ, τ̄ex + δ) ⊃ (τen, τex) for δ > 0, ‖u − ū‖∞
and ‖µ− µ̄‖ small enough. By Prop. 2.6(iii), for small enough ‖u− ū‖∞ and ‖µ− µ̄‖, (u, y, p2, η2) is arbitrarily
close to (ū, ȳ, p̄2, η̄2) in L∞ and hence Λ(0, u(t), y(t), p2(t), η2(t), µ) ≤ −C/4 on (τen, τex). It follows then from
(33)–(34) and (48) that η̈2 is uniformly positive over (τen, τex). This achieves the proof of the theorem.
Remark 3.2. The regularity of the class of perturbations considered (here, satisfying Def. 2.4) is crucial to
show the stability of boundary arcs, as it is the case for first-order state constraints (see [7, Th. 2.1]). If
the perturbation is not sufficiently smooth, then boundary arcs are not stable, even if the uniform strict
complementarity assumption (21) holds, as it is shown in [18, section 2] for a first-order state constraint and
a perturbation that goes to zero in the L2 norm but not in the W 1,∞ norm.
4 Instability of nonreducible touch points
Definition 4.1. Let τ̄to ∈ (0, T ) be a touch point of a stationary point (ū, ȳ) of (P), with alternative multipliers
(p̄2, η̄2).
(a) We say that τ̄to is reducible, if (i) t 7→ g(2)(ū(t), ȳ(t)) is continuous at point τ̄to (which always holds under
assumption (A3)) and (ii)
g(2)(ū(τ̄to), ȳ(τ̄to)) < 0. (49)
(b) We say that τ̄to is essential, if
[ ˙̄η2(τ̄to)] > 0. (50)
Remark 4.2. Using the classical multipliers (p̄, η̄) associated with (ū, ȳ) in (7)–(10) (recall that η̄ = ˙̄η2), (50)
is equivalent to
[η̄(τ̄to)] > 0, (51)
which is in accordance with the classical definition of essential touch points.
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Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A3). Assume that (ū, ȳ) has a reducible touch
point τ̄to. Then given a stationary point (u, y) of (Pµ) such that ‖µ − µ̄‖ and ‖u − ū‖∞ are small enough,
it is easy to see (see e.g. [5, section 5.1]) that the mapping t 7→ gµ(y(t)) attains its maximum over a
neighborhood (τ̄to − δ, τ̄to + δ) of τ̄to, δ > 0, at a unique point τto. Therefore, if gµ(y(τto)) = 0, (u, y) has a
unique touch point in (τ̄to − δ, τ̄to + δ), and if gµ(y(τto)) < 0, the state constraint is locally not active in a
neighborhood of τ̄to. Moreover, by Prop. 2.6(ii) and relation (11), dη̇
2 weakly-* converges in M[0, T ] to d ˙̄η2
when ‖µ− µ̄‖, ‖u− ū‖∞ → 0. Therefore, if strict complementarity holds at τ̄to, i.e. if τ̄to is an essential touch
point, this implies that for δ > 0, ‖µ − µ̄‖ and ‖u − ū‖∞ small enough, (τ̄to − δ, τ̄to + δ) ∩ supp(dη̇
2) 6= ∅.
Hence by (18) we necessarily have gµ(y(τto)) = 0, i.e. τto is a (essential) touch point of (u, y).
The above discussion shows that touch points that are both reducible and essential are stable. When
strict complementarity does not hold, there are two possibilities for nonessential reducible touch points: either
the state constraint of the perturbed problem is not active on a neighborhood of τ̄to, or it is active in a
neighborhood of τ̄to at a unique touch point, the latter being essential or not.
We see that the reducibility hypothesis (49) excludes other structural changes. In what follows, we release
this reducibility hypothesis and and show that two possible changes in the structure of perturbed stationary
points may happen in the neighborhood of a nonreducible touch point: The apparition of a boundary arc or
the apparition of a second touch point.
Let now τ̄to be a nonreducible touch point of (ū, ȳ), i.e. such that
g(2)(ū(τ̄to), ȳ(τ̄to)) = 0. (52)
We consider the following assumption (compare to (23))
d3
dt3
g(ȳ(t))|t=τ̄−to
= g(3)( ˙̄u(τ̄−to), ū(τ̄to), ȳ(τ̄to)) > 0,
d3
dt3
g(ȳ(t))|t=τ̄+to
= g(3)( ˙̄u(τ̄+to), ū(τ̄to), ȳ(τ̄to)) < 0.
(53)
By (35) and (37), the jumps of g(3) and η̇2 at a touch point τto are related by
[g(3)(u̇, u, y)(τto)] = g
(2)
u (u, y)[u̇(τto)] = −
(g
(2)
u (u, y))2
H̃uu(u, y, p2, η2)
[η̇2(τto)] ≤ 0, (54)
where we have [η̇2(τto)] = [η(τto)] by (11). Therefore, if (53) holds, this implies by (A2)–(A3) that [ ˙̄η
2(τ̄to)] > 0.
We obtain then the following result.
Lemma 4.3. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A3) and having a nonreducible touch
point τ̄to ∈ (0, T ) satisfying (53). Then τ̄to is an essential touch point, i.e. satisfies (50).
Let (u, y) be a stationary point of (Pµ), with ‖µ− µ̄‖ and ‖u− ū‖∞ arbitrarily small. We use the notations
(41)–(43). At a nonreducible touch point τ̄to of (ū, ȳ), we cannot ensure that the state constraint of the
perturbed problem g(t) := gµ(y(t)) will have a unique maximum point in a neighborhood (τ̄to − δ, τ̄to + δ) of
τ̄to, for small δ > 0.
So let us assume that g(t) has either a boundary arc or an interior arc included in (τ̄to − δ, τ̄to + δ). We
deduce in both cases the existence of a time tm ∈ (τ̄to − δ, τ̄to + δ) where g(2) is maximum (similar to the proof
of Th. 3.1) such that
g(3)(tm) = 0.
For all δ > 0, if ‖µ − µ̄‖ and ‖u − ū‖∞ are small enough, then I(gµ(y)) ⊂ Iδ(g(ȳ)). Letting δ ↓ 0, we obtain
that tm → τ̄to when ‖µ − µ̄‖ → 0 and ‖u − ū‖∞ → 0. Hence, (40) implies that when ‖µ − µ̄‖ → 0 and
‖u − ū‖∞ → 0, using Prop. 2.6(iii),
g(4)(tm) +
(g
(2)
u (tm))
2
H̃uu(tm)
η̈2(tm) = −Λ(0, u(tm), y(tm), p
2(tm), η
2(tm), µ)
→ −Λ(0, ū(τ̄to), ȳ(τ̄to), p̄
2(τ̄to), η̄
2(τ̄to), µ̄). (55)
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Therefore, if (u, y) has a boundary arc in (τ̄to − δ, τ̄to + δ), we have that g(4)(tm) = 0 and η̈2(tm) ≥ 0, which
implies that
Λ(0, ū(τ̄to), ȳ(τ̄to), p̄
2(τ̄to), η̄
2(τ̄to), µ̄) ≤ 0. (56)
If (u, y) has an interior arc in (τ̄to − δ, τ̄to + δ), then g(4)(tm) ≤ 0 (this was shown in the proof of Th. 3.1,
recall (47)) and η̈2(tm) = 0. This implies that
Λ(0, ū(τ̄to), ȳ(τ̄to), p̄
2(τ̄to), η̄
2(τ̄to), µ̄) ≥ 0. (57)
Conversely, if (56) holds with a strict inequality, then for ‖µ − µ̄‖ and ‖u − ū‖∞ small enough, g(4)(tm) +
(g(2)u (tm))
2
H̃uu(tm)
η̈2(tm) > 0, excluding the possibility of an interior arc. Similarly, if (57) holds with a strict inequality,
this excludes the possibility of a boundary arc. Using the above arguments, we are able to obtain the following
result.
Theorem 4.4. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A3). Assume that (ū, ȳ) has a nonre-
ducible and essential touch point τ̄to ∈ (0, T ). Set
λ̄(τ̄to) := Λ(0, ū(τ̄to), ȳ(τ̄to), p̄
2(τ̄to), η̄
2(τ̄to), µ̄). (58)
Then, for every stable extension (Pµ) and for all δ > 0 small enough, there exist ρ, ̺ > 0 such that:
(i) If λ̄(τ̄to) < 0 holds, then all stationary points (u, y) of the perturbed problem (Pµ) with ‖µ − µ̄‖ < ̺ and
‖u − ū‖∞ < ρ have either a single touch point τto or a single boundary arc (τen, τex) in (τ̄to − δ, τ̄to + δ).
Moreover, in case of a boundary arc (τen, τex), (u, y) satisfies the uniform strict complementarity assumption
(21) on (τen, τex).
(ii) If λ̄(τ̄to) > 0 holds, then all stationary points (u, y) of the perturbed problem (P
µ) with ‖µ − µ̄‖ < ̺ and
‖u − ū‖∞ < ρ have either one or two touch points in (τ̄to − δ, τ̄to + δ) and no boundary arc.
Remark 4.5. Under the assumptions of the above theorem, if λ̄(τ̄to) = 0 holds, then we cannot conclude and
any structure in the neighborhood of τ̄to is a priori possible for a stationary point (u, y) of the perturbed
problem (Pµ), however small ‖u − ū‖∞ and ‖µ − µ̄‖ are (see Example 4.6 below).
Proof of Th. 4.4. Note first that since τ̄to is essential, it follows from Prop. 2.6(ii) and Lemma 2.7 that for
δ > 0 and ‖u − ū‖∞ and ‖µ − µ̄‖ small enough, I(gµ(y)) ∩ (τ̄to − δ, τ̄to + δ) is not empty. In view of what
precedes, it remains to show in the case (ii) when λ̄(τ̄to) > 0 that (u, y) cannot have more than one interior
arc included in (τ̄to − δ, τ̄to + δ). Since boundary arcs are not possible either, this will show that the only two
possibilities for (u, y) is to have one or two touch points in (τ̄to − δ, τ̄to + δ).
If λ̄(τ̄to) > 0, then we see by (55) that on an interior arc included in (τ̄to − δ, τ̄to + δ), for ‖u − ū‖∞
and ‖µ − µ̄‖ small enough, for t in the interior arc, the functions (of time) (gµ)(4)(ü, u̇, u, y) being Lipschitz
continuous on interior arcs by Lemma 2.1, uniformly w.r.t. µ by Definition 2.4 of a stable extension,
g(4)(t) ≤ − 12 λ̄(τ̄to) < 0,
and hence g(3) is strictly decreasing along an interior arc. In addition, g(3) vanishes at some point tm on
the interior of an interior arc where g(2) is maximum and satisfying (47). Now assume that (u, y) has two
interior arcs in (τ̄to − δ, τ̄to + δ), say (τ1, τ2) and (τ2, τ3). Since g
(3) is strictly decreasing on the interior arcs
and vanishes at an interior point of these arcs, this implies that g(3)(τ−2 ) < 0 and g
(3)(τ+2 ) > 0, and hence,
[g(3)(τ2)] > 0. But at the touch point τ2, [g
(3)(τ2)] ≤ 0 by (54), which gives the desired contradiction and
shows that (u, y) can only have a single interior arc in (τ̄to − δ, τ̄to + δ), for small enough ‖u− ū‖∞ and ‖µ− µ̄‖
and δ > 0.
We end the proof by checking that in the case (i), uniform strict complementarity holds on the boundary
arc (τen, τex). By (40) and (33), for all t in boundary arc (τen, τex) we have that
η̈2(t) = −
H̃uu(t)
(g
(2)
u (t))2
Λ(0, u(t), y(t), p2(t), η2(t), µ). (59)
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Since c := λ̄(τ̄to) < 0, it follows that for δ > 0 small enough, Λ(0, ū(t), ȳ(t), p̄
2(t), η̄2(t)) < c/2 < 0 on
(τ̄to − δ, τ̄to + δ). For ‖u − ū‖∞ and ‖µ − µ̄‖ small enough, (u, y, p2, η2) is arbitrarily close to (ū, ȳ, p̄2, η̄2)
in L∞ by Prop. 2.6(iii), so if (u, y) has a boundary arc (τen, τex) ⊂ (τ̄to − δ, τ̄to + δ), we deduce that
Λ(0, u(t), y(t), p2(t), η2(t), µ) ≤ c/4 < 0 on (τen, τex). With (34)–(33) and (59) this shows that η̈2 is uniformly
positive on (τen, τex). This achieves the proof of the theorem.
Example 4.6. Consider the problem below:
min
(u,y)∈U×Y
∫ 1
0
(
u(t)2
2
+ µ1y1(t)
)
dt
subject to the dynamics and boundary conditions1
ẏ1(t) = y2(t), ẏ2(t) = u(t), (60)
y1(0) = y1(1) = 0, ẏ1(0) = 1 = −ẏ2(1) (61)
and second-order state constraint
y1(t) ≤ µ2.
The perturbation parameter is (µ1, µ2) ∈ R × R∗+. The above problem was studied in [10] for µ1 = 0 and in
[3] for µ1 6= 0. By convexity, the first-order optimality condition is necessary and sufficient and the problem
has a unique optimal solution.
For the unconstrained problem, the optimality condition reduces to y
(4)
1 ≡ −µ1, together with the boundary
conditions (61). Therefore the unconstrained optimal trajectory is given by
yuncons1 (t) = −
µ1
24
t4 +
µ1
12
t3 −
(
1 +
µ1
24
)
t2 + t.
Its derivatives being given by ẏuncons1 (t) =
(
t − 12
) (
−µ16 t
2 + µ16 t − 2
)
and ÿuncons1 (t) =
µ1
2 t(1 − t) − 2 −
µ1
12 ,
this fourth-order polynomial has on [0, 1] a maximum at t = 12 for µ1 ≤ 48, and one local minimum at t =
1
2
and two maxima, one in (0, 12 ) and the other in (
1
2 , 1), for µ > 48. For µ1 ≤ 48 and µ2 = y
uncons
1 (
1
2 ) =
1
4 −
µ1
384 ,
we have therefore a nonessential touch point at τto =
1
2 , which is reducible for µ1 < 48.
In the sequel we shall consider the case when µ1 < 48. When µ2 decreases beyond the value
1
4 −
µ1
384 , the
optimal trajectory has one touch point at τto =
1
2 and is given by
yonetouch1 (t) =
{
−µ124 t
4 + a6 t
3 + b2 t
2 + t on [0, 12 ]
−µ124 (t − 1)
4 − a6 (t − 1)
3 + b2 (t − 1)
2 − (t − 1) on [12 , 1]
with a = 24+ µ14 −96µ2 and b = −8−
µ1
48 +24µ2. This touch point becomes nonreducible when ÿ
onetouch
1 (τto) = 0
i.e. when µ2 =
1
6 −
µ1
1152 , and satisfies (53).
So let us compute the term (58) at the optimal trajectory for a given value of µ̄1 ∈ (−∞, 48) and µ̄2 :=
1
6 −
µ̄1
1152 . We have that
g(y) = y1 − µ2, g
(1)(y) = y2, g
(2)(u, y) = u, g(3)(u̇, u, y) = u̇, g(4)(ü, u̇, u, y) = ü.
The alternative Hamiltonian (14) is given by
H̃µ(u, y, p2, η2) =
u2
2
+ µ1y1 + p
2
1y2 + p
2
2u + η
2u
and the costate and control equations (16) and (17) are given by
−ṗ21 = µ1, −ṗ
2
2 = p
2
1,
0 = u + p22 + η
2.
1Extension of the results of this paper when there are constraints on the final and/or the initial state is possible if a strong
controllability condition is assumed, see [6, Section 8].
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Differentiating twice the last above relation, we obtain
0 = ü + µ1 + η̈
2 = g(4) + µ1 + η̈
2.
Identifying with (40), we simply have that Λ(g(3), u, y, p2, η2, µ) = µ1, and hence, at the nonreducible touch
point τ̄to =
1
2 ,
λ̄(τ̄to) = µ̄1.
Conditions (i) and (ii) of Th. 4.4 are satisfied respectively for µ̄1 < 0 and for µ̄1 > 0 (see figure 1 below).
Therefore, for µ2 <
1
6 −
µ1
1152 , the touch point turns into two touch points if µ1 > 0 and turns into a boundary
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(a) State constraint for µ̄1 = −36 and varying µ2.
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(b) State constraint for µ̄1 = 36 and varying µ2.
Figure 1: Transformation of a nonreducible touch point into a boundary arc or into two touch points for
µ̄1 6= 0 when µ2 decreases.
arc if µ1 < 0, and strict complementarity holds on that boundary arc since η̈
2 ≡ −µ1 > 0.
If µ̄1 = 0, then λ̄(τ̄to) = 0 and we cannot conclude for the structure of the solutions of the perturbed
problem. For µ2 <
1
6 and µ1 = 0, a boundary arc appears but strict complementarity does not hold on that
boundary arc since η̈2 ≡ −µ1 = 0. If we take e.g. µ2 =
1
6 −
µ1
1152 − εµ
2
1, with ε > 0 a fixed parameter, we have
in the neighborhood of the nonreducible touch point τ̄to a boundary arc for µ1 < 0 and two touch points for
µ1 > 0.
5 Stability analysis
Let (ū, ȳ) be a stationary point of (P) with alternative multipliers (p̄2, η̄2). Let V := L2(0, T ). For v ∈ V ,
recall that we denote by zv the unique solution in H
1(0, T ; Rn) of the linearized state equation (30). The
quadratic form involved in the second-order optimality conditions in [16] is as follows: For v ∈ V ,
Q(v) :=
∫ T
0
D2(u,y)(u,y)H̃(ū, ȳ, p̄
2, η̄2)((v, zv), (v, zv))dt + φyy(ȳ(T ))(zv(T ), zv(T )). (62)
The extended critical cone used in the stability analysis is defined as the set of v ∈ V such that
gy(ȳ(t))zv(t) = 0 for all t ∈ supp(d ˙̄η
2). (63)
This set is obtained from the classical critical cone, defined as the set of v ∈ V satisfying (63) and
gy(ȳ(t))zv(t) ≤ 0 for all t ∈ I(g(ȳ)) \ supp(d ˙̄η
2), (64)
by omission of the inequality constraint (64). The strong second-order sufficient condition used in the stability
analysis is:
Q(v) > 0, for all v ∈ V , v 6= 0, satisfying (63). (65)
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This condition is a natural strengthening of the second-order sufficient condition of [5, Th. 18]
Q(v) > 0, for all v ∈ V , v 6= 0, satisfying (63)-(64). (66)
The strengthened Legendre-Clebsch condition (20) implies that the quadratic form Q is a Legendre form, i.e. a
weakly lower semi-continuous quadratic form with the property that if a sequence vn weakly converges to v in
L2 and if Q(vn) → Q(v), then vn converges to v strongly in L2. Consequently, (65) (resp. (66)) is equivalent
to the existence of some c > 0 such that Q(v) ≥ c‖v‖22 for all v ∈ V satisfying (63) (resp. satisfying (63)-(64)).
For first-order state constraints, the stability analysis for the homotopy algorithm in [7] was conducted
using a shooting approach. For second-order state constraints, a shooting approach can be used for the stability
analysis if all the touch points are reducible, see [20, 8], but not in presence of nonreducible touch points,
since in that case the structure is not stable by Th. 4.4. For this reason, a stability result has been obtained
in [16] (Th. 5.1 below) that makes no assumptions on the structure of the trajectory, and hence applies when
the structure of the trajectory is not stable. This result is based on a variant of Robinson’s strong regularity
theory [25] and extends the stability results known for first-order state constraints, see [12, 17].
Theorem 5.1 ([16, Th. 4.3]). Let (ū, ȳ) be a local solution of (P), satisfying (A2)–(A3) and the strong second-
order sufficient condition (65), and let (Pµ) be a stable extension of (P). Then there exist c, ρ, κ, κ̃ > 0 and a
neighborhood N of µ̄, such that for all µ ∈ N , (Pµ) has a unique stationary point (uµ, yµ) with ‖uµ− ū‖∞ < ρ
and unique associated alternative multipliers (p2,µ, η2,µ), and for all µ, µ′ ∈ N ,
‖uµ − uµ
′
‖2, ‖y
µ − yµ
′
‖1,2, ‖p
2,µ − p2,µ
′
‖1,2, ‖η
2,µ − η2,µ
′
‖2 ≤ κ‖µ − µ
′‖, (67)
‖uµ − uµ
′
‖∞, ‖y
µ − yµ
′
‖1,∞, ‖p
2,µ − p2,µ
′
‖1,∞, ‖η
2,µ − η2,µ
′
‖∞ ≤ κ̃‖µ − µ
′‖2/3. (68)
Moreover, (uµ, yµ) is a local solution of (Pµ) satisfying the uniform quadratic growth condition (28) and the
strong second-order sufficient condition (65).
Proof. The theorem follows from [16, Th. 4.3], excepted for the fact that (uµ, yµ) satisfies the strong second-
order sufficient condition (65). The latter can be proved by contradiction, by a slight modification of the proof
of [16, Prop. 4.2], using Prop. 2.6, Lemma 2.7, and the fact that Q is a Legendre form.
6 The shooting algorithm
By Th. 5.1, the perturbed problem (Pµ) has a locally unique local solution. The objective of this section is
to see, under additional assumptions, how we could use the shooting algorithm and the results of Theorems
3.1 and 4.4 to obtain in practice in the homotopy algorithm the solution of the perturbed problem.
Let us first recall the shooting algorithm for a second-order scalar state constraint (see [10, 23, 20, 8]). The
alternative multipliers used in the shooting algorithm are denoted by (p2, η2), with the ‘2’ as subscript, not
to be confused with the multipliers (p2, η2) (with the ‘2’ as superscript) used in the stability analysis. Let us
recall that the multipliers used in the shooting algorithm (p2, η2) are defined, on each boundary arc (τen, τex)
of the trajectory, by
η1(t) :=
∫
(t,τex]
dη(s) = η(τ+ex) − η(t
+), η2(t) :=
∫ τex
t
η1(s)ds, (69)
p2(t) := p(t) − η1(t)gy(y(t)) − η2g
(1)
y (y(t)) (70)
and η1(t), η2(t), p2(t) = 0 outside boundary arcs. Here p and η denote the multipliers associated with a
stationary point (u, y) in the classical optimality condition (7)–(10).
Why do we use so many different multipliers? The multipliers η2, p2 are very useful in the stability analysis
because they are continuous and converge uniformly. The multipliers (p2, η2) used in the shooting algorithm
have jumps, and these jumps are used as additional degrees of freedom in the shooting algorithm, in order to
have as many free parameters as conditions to satisfy. An explicit relation between these multipliers (p2, η2)
and (p2, η2) is made precise later, see (113)–(115).
Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A3) and the assumption below:
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(A4) (ū, ȳ) has finitely many boundary arcs and finitely many touch points and the state constraint is not
active at final time, i.e. g(ȳ(T )) < 0.
Denote by T̄en, T̄ex and T̄to the (finite and possibly empty) sets of respectively entry, exit and touch times
of the trajectory (ū, ȳ), and its set of junction points by T̄ := T̄en ∪ T̄ex ∪ Tto. Let Nba := |T̄en| = |T̄ex|
and Nto := |T̄to|. Moreover let us introduce the following notation. Given a real-valued function ϕ over
[0, T ] and a finite subset S of (0, T ), assuming w.l.o.g. the elements of S in increasing order, we may define
ϕ(S) := (ϕ(τ))τ∈S ∈ R
Card S . We adopt a similar convention for vectors and define νS := (ντ )τ∈S ∈ R
CardS .
The shooting algorithm is as follows. The unknown are the initial value of the costate p0, the (finite) sets
of entry, exit and touch points of the trajectory, respectively Ten, Tex and Tto, and the jump parameters of
the costate. More precisely, there are two jump parameters ν1τen and ν
2
τen for each entry point τen ∈ Ten and
one jump parameter ντto for each touch point τto ∈ Tto. The shooting mapping F in a neighborhood of (ū, ȳ)
is defined by
F : Rn × (RNba)4 × (RNto)2 → Rn × (RNba)4 × (RNto)2,












p0
ν1Ten
ν2Ten
Ten
Tex
νTto
Tto












7→












p2(T ) − φy(y(T ))
g(y(Ten))
g(1)(y(Ten))
g(2)(u(T −en), y(Ten))
g(2)(u(T +ex), y(Tex))
g(y(Tto))
g(1)(y(Tto))












where (u, y, p2, η2) are the solution of:
ẏ = f(u, y) on [0, T ], y(0) = y0 (71)
−ṗ2 = H̃y(u, y, p2, η2) on [0, T ] \ T , p2(0) = p0, (72)
0 = H̃u(u, y, p2, η2) on [0, T ] \ T , (73)
0 = g(2)(u, y) on boundary arcs (74)
0 = η2 on interior arcs (75)
[p2(τen)] = −ν
1
τengy(y(τen)) − ν
2
τeng
(1)
y (y(τen)) at entry times τen ∈ Ten (76)
[p2(τto)] = −ντtogy(y(τto)) at touch points τto ∈ Tto. (77)
A vector of shooting parameters will be denoted by θ. With a stationary point of (P) satisfying (A2)–(A4)
is associated a unique set of shooting parameters, which is a zero of the shooting mapping. The vector of
shooting parameters of (ū, ȳ) will be denoted by θ̄. More generally the ‘bar’ will refer in what follows to
shooting parameters associated with the reference trajectory (ū, ȳ). Let us recall (see [8, Rem. 2.11(ii)]) that
using the multipliers (p̄2, η̄2) uniquely associated with (ū, ȳ) in the shooting algorithm, assumption (A3) is
equivalent to
ū is continuous over [0, T ] and
∃ α > 0, H̃uu(ū(t), ȳ(t), p̄2(t±), η̄2(t±)) ≥ α for all t ∈ [0, T ].
(78)
If (u, y) is a trajectory associated with a zero of the shooting mapping, with alternative shooting multipliers
(p2, η2), then u, p2 and η2 are piecewise continuous on [0, T ] and have their set of discontinuity times included
in the set of junction times T := Ten ∪Tex ∪Tto. Let us recall the additional conditions that are automatically
satisfied by a zero of the shooting mapping and the additional conditions, under which a zero of the shooting
mapping is associated with a stationary point of the optimal control problem. Given a, b ∈ R, set [a, b] :=
{(1 − λ)a + λb ; λ ∈ [0, 1]}.
Lemma 6.1 ([8, Prop. 2.15 and Rem. 2.16]). Let (u, y) be the trajectory associated with a zero of the shooting
mapping, with alternative shooting multipliers (p2, η2). Assume that there exists β, α > 0 such that
β ≤ |g(2)u (û, y(t))| for all û ∈ [u(t
−), u(t+)] and all t ∈ I(g(y)); (79)
α ≤ H̃uu(û, y(t), p2(t
±), η2(t
±)) for all û ∈ [u(t−), u(t+)] and all t ∈ [0, T ]. (80)
INRIA
Homotopy Algorithm for Optimal Control Problems 17
Then: (i) u is continuous over [0, T ].
(ii) For each boundary arc (τen, τex) of (u, y), the following holds:
η2(τ
+
en) = ν
2
τen and η2(τ
−
ex) = 0. (81)
Proposition 6.2 ([8, Corollary 2.17]). A zero of the shooting mapping is associated with a stationary point
(u, y) of (P) satisfying (A2), (78), and (A4), with alternative shooting multipliers (p2, η2), iff:
g(y(t)) ≤ 0 on interior arcs, (82)
0 ≤ η̈2(t) on boundary arcs, (83)
0 ≤ ν1τen + η̇2(τ
+
en) for each entry point τen, (84)
η̇2(τ
−
ex) ≤ 0 for each exit point τex (85)
0 ≤ ντto for each touch point τto. (86)
Lemma 6.3. Let (u, y) be the trajectory associated with a zero of the shooting mapping satisfying (A2), (78),
and (A4). Then the additional conditions (84) and (85) are equivalent, respectively, to
g(3)(u̇(τ−en), u(τen), y(τen)) ≥ 0 and g
(3)(u̇(τ+ex), u(τex), y(τex)) ≤ 0 (87)
where the function g(3) is defined by (35).
Proof. By time differentiation of (73) on the interior of arcs, we have (omitting the arguments (u, y, p2, η2))
0 = H̃uuu̇ + H̃uyf − H̃yfu + η̇2g
(2)
u . (88)
Taking the jumps at entry time τen, we have by (76) and (81) (omitting arguments)
[H̃uu] = [p2]fuu + [η2]g
(2)
uu = −ν
1
τengyfuu − ν
2
τeng
(1)
y fuu + ν
2
τeng
(2)
uu
= −ν1τeng
(1)
uu − ν
2
τeng
(2)
uu + ν
2
τeng
(2)
uu
= 0,
[H̃uy]f − [H̃y]fu = [p2]fuyf + [η2]g
(2)
uy f − [p2]fyfu − [η2]g
(2)
y fu
= −ν1τen(gyfuyf − gyfyfu) − ν
2
τen(g
(1)
y fuyf − g
(2)
uy f − g
(1)
y fyfu + g
(2)
y fu).
Using that g
(j)
uy = g
(j−1)
yy fu + g
(j−1)
y fuy, j = 1, 2, that g
(2)
u = g
(1)
y fu = gyyffu + gyfyfu and that g
(1)
uy ≡ 0, we
obtain
[H̃uy]f − [H̃y]fu = −ν
1
τen(g
(1)
uy f − gyyfuf − g
(2)
u + gyyffu) − ν
2
τen(−g
(1)
yy fuf + g
(1)
yy ffu)
= ν1τeng
(2)
u .
Therefore, taking the jump of (88) at τen, we obtain
0 = H̃uu[u̇(τen)] + (ν
1
τen + [η̇2(τen)])g
(2)
u .
By (35), we have that [g(3)(u̇(τen), u(τen), y(τen))] = g
(2)
u [u̇(τen)] and hence, since g
(3) vanishes on the interior
of the boundary arc,
ν1τen + η̇2(τ
+
en) =
H̃uu
(g
(2)
u )2
g(3)(u̇(τ−en), u(τen), y(τen)). (89)
Since H̃uu/(g
(2)
u )2 is positive by (78) and (A2), the additional condition (84) is equivalent to the first condition
of (87). Using similar arguments at exit points, the result follows.
Remark 6.4. It follows from the above lemma that (82) together with the continuity of u imply that (84)–(85)
are satisfied, since a Taylor expansion of the state constraint near entry/exit of boundary arcs yields
0 ≥ g(y(t)) = g(3)(u̇(τ±), u(τ), y(τ))
(t − τ)3
6
+ o(|t − τ |3),
where τ± stands for τ−en or τ
+
ex, implying (87), and in turn (84)–(85).
In what follows, (Pµ) denotes a stable extension of (P), and to indicate the dependence on µ of the data
g, f, ℓ, φ and H̃ , we will denote in what follows the shooting mapping by F(·, µ).
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6.1 Well-posedness with nonreducible touch points
We assume in addition to (A2)–(A4) that
(A5) The strict complementarity assumption (21) holds on each (regular) boundary arc (τ̄en, τ̄ex) of (ū, ȳ);
(A6) (i) Each nonreducible touch point τ̄to of (ū, ȳ) satisfies (53);
(ii) Each nonreducible touch point τ̄to of (ū, ȳ) satisfies λ̄(τ̄to) < 0, where λ̄(τ̄to) is defined by (58).
Assumption (A6)(i) implies by Lemma 4.3 that all nonreducible touch points of (ū, ȳ) are essential. Therefore,
by (A6)(i) all nonessential touch points of (ū, ȳ) are reducible, i.e. satisfy (49).
We exclude in (A6)(ii) the case when λ̄(τ̄to) = 0, since in that case, by Remark 4.5, we have no information
on the structure of solutions of the perturbed problem, which is not very useful for the homotopy algorithm.
We also exclude the case when λ̄(τ̄to) > 0, though we know by Th. 4.4 that in that case the solutions of the
perturbed problem have either one or two touch points in the neighborhood of τ̄to. The reason to leave aside
this case in the following analysis is that singularities happen in the shooting algorithm when a touch point
turns into two touch points (this is discussed more precisely in Remark 8.4 at the end of the paper).
Definition 6.5. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A6) and let (Pµ) be a stable extension
of (P). We say that a stationary point (u, y) of (Pµ) has a neighboring structure to that of (ū, ȳ) if there exists
a small δ > 0, δ < minτ,τ ′∈T̄ ,τ 6=τ ′ |τ − τ
′|, such that (a)–(e) below hold:
(a) The contact set I(gµ(y)) is included in Iδ(g(ȳ)) = {t ∈ [0, T ] : dist{t, I(g(ȳ))} < δ};
(b) For each boundary arc (τ̄en, τ̄ex) of (ū, ȳ), (u, y) has on (τ̄en − δ, τ̄ex + δ) a unique boundary arc (τen, τex);
(c) For each essential and reducible touch point τ̄to of (ū, ȳ), (u, y) has on (τ̄to − δ, τ̄to + δ) a unique touch
point τto;
(d) For each nonessential touch point τ̄to of (ū, ȳ), either the state constraint g
µ(y) is not active on (τ̄to −
δ, τ̄to + δ) or (u, y) has on (τ̄to − δ, τ̄to + δ) a unique touch point τto;
(e) For each nonreducible touch point τ̄to of (ū, ȳ), (u, y) has on (τ̄to − δ, τ̄to + δ) either a unique touch point
τto or a unique boundary arc (τen, τex).
We denote by T̄ essred , T̄
nes, and T̄nrd the sets of respectively essential and reducible, nonessential, and
nonreducible touch points of the trajectory (ū, ȳ). Set Nnes := |T̄
nes| and Nnrd := |T̄nrd|. By the above
definition, there are Ns := 2
Nnes+Nnrd different neighboring structures to that of (ū, ȳ). For j = 1, . . . , Ns,
denote by Fj the shooting mappings corresponding to each of those different neighboring structures. For each
nonessential touch point τ̄to of (ū, ȳ), the latter is introduced or not in the shooting mapping Fj (with a zero
jump parameter ν̄τto), and for each nonreducible touch point τ̄to of (ū, ȳ), the latter is introduced as a touch
point or as a boundary arc (of zero length) in the shooting mapping Fj . More precisely, similarly to first-order
state constraints (see [7, section 4.2]) since g(2)(ū(τ̄±to), ȳ(τ̄to)) = 0 a nonreducible touch point τ̄to can be seen
as a boundary arc of zero length, by taking
τ̄en := τ̄to =: τ̄ex (90)
and, in view of the jump conditions (76)–(77),
ν̄1τen := ν̄τto and ν̄
2
τen := 0. (91)
For j = 1, . . . , Ns, denote by θ̄j the vector of shooting parameters, of appropriate dimension, associated with
(ū, ȳ) in the shooting mapping Fj .
For v ∈ V in the extended critical cone (i.e. satisfying (63)), we consider the additional constraint below:
g(1)y (y(τ̄to))zv(τ̄to) = 0 for all τ̄to ∈ T̄nrd. (92)
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Recall that zv is the solution of (30). A sufficient condition ensuring the well-posedness of the shooting
algorithm, as we will see, is
Q(v) −
∑
τ∈T̄ ess
red
ν̄τ
(g
(1)
y (ȳ(τ))zv(τ))
2
g(2)(ū(τ), ȳ(τ))
> 0, for all v ∈ V , v 6= 0, satisfying (63) and (92), (93)
where Q is given by (62). Note that the sum in (93) is nonpositive. Therefore, the strong second-order
sufficient condition (65) used in the stability analysis implies that the weaker condition (93) is satisfied.
Lemma 6.6. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A6) and (93). Then there exists a
neighborhood W of µ̄ and, for each j = 1, . . . , Ns, a neighborhood Vj of θ̄j such that for each µ ∈ W , the
equation
Fj(θ, µ) = 0 (94)
has a unique solution θµj in Vj , which is C
1 w.r.t. µ.
Of course, if nonreducible touch points are converted into boundary arcs in the shooting mapping Fj , it
may happen that for µ in the neighborhood of µ̄, the solution θµj of (94) is such that some entry times are
greater than the corresponding exit times. In that case the trajectory associated with θµj by (71)–(77) has
no physical meaning since not single-valued. In Lemma 6.9 we will give necessary and sufficient conditions so
that a solution θµj of (94) is associated with a stationary point of (P
µ).
Proof of Lemma 6.6. We follows the ideas of the proof of [8, Th. 3.3] and include the presence of nonreducible
touch points. Let us show that the Jacobian DθFj(θ̄j , µ̄) is invertible, for all j = 1, . . . , Ns. It will then follow
from the implicit function theorem that (94) has a locally unique solution for µ in a neighborhood of µ̄ which
is C1 w.r.t. µ.
Let Fj be one of these shooting mappings. Let ω :=
(
π0, γ
1
Ten
, γ2Tex , σTen , σTex , γTto , σTto
)⊤
be such that
DθFj(θ̄j , µ̄)ω = 0. Then, by differentiation of the shooting mapping, we have
0 = π2(T ) − φyy(y(T ))z(T ), (95)
0 = gy(ȳ(τ̄en))z(τ̄en) for all entry points τ̄en, (96)
0 = g(1)y (ȳ(τ̄en))z(τ̄en) for all entry points τ̄en, (97)
0 = Dg(2)(ū(τ̄en), ȳ(τ̄en))(v(τ̄
−
en), z(τ̄en)) + στ̄en
d
dt
g(2)(ū(t), ȳ(t))|t=τ̄−en
for all entry points τ̄en, (98)
0 = Dg(2)(ū(τ̄ex), ȳ(τ̄ex))(v(τ̄
+
ex), z(τ̄ex)) + στ̄ex
d
dt
g(2)(ū(t), ȳ(t))|t=τ̄+ex
for all exit points τ̄ex, (99)
0 = gy(ȳ(τ̄to))z(τ̄to) for all touch points τ̄to, (100)
0 = g(1)y (ȳ(τ̄to))z(τ̄to) + στ̄tog
(2)(ū(τ̄to), ȳ(τ̄to)) for all touch points τ̄to, (101)
where (v, z, π2, ζ2) are the solutions of the variational system below (the arguments (ū, ȳ, p̄2, η̄2) are omitted)
ż = fuv + fyz on [0, T ], z(0) = 0, (102)
−π̇2 = H̃yuv + H̃yyz + π2fy + ζ2g
(2)
y on [0, T ] \ T , π2(0) = π0, (103)
0 = H̃uuv + H̃uyz + π2fu + ζ2g
(2)
u on [0, T ] \ T , (104)
0 = g(2)u v + g
(2)
y z on boundary arcs, (105)
0 = ζ2 on interior arcs, (106)
[π2(τ̄en)] = −ν̄
1
τ̄engyy(ȳ(τ̄en))z(τ̄en) − ν̄
2
τ̄eng
(1)
yy (ȳ(τ̄en))z(τ̄en) − γ
1
τ̄engy(ȳ(τ̄en))
− (γ2τ̄en + στ̄en ν̄
1
τ̄en)g
(1)
y (ȳ(τ̄en)) for all entry points τ̄en, (107)
[π2(τ̄to)] = −ν̄τ̄togyy(ȳ(τ̄to))z(τ̄to) − γτ̄togy(ȳ(τ̄to)) − στ̄to ν̄τ̄tog
(1)
y (ȳ(τ̄to))
for all touch points τ̄to. (108)
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The jump condition of the costate (107) follows from [8, Lemma 3.7]. Recall that for nonreducible touch
points τ̄to = τ̄en converted into a boundary arc in Fj , we have ν̄2τ̄en = 0 in (107) by (91). For a nonreducible
touch point τ̄to introduced as a touch point in Fj , (101) becomes
0 = g(1)y (ȳ(τ̄to))z(τ̄to). (109)
The above constraint holds as well for nonreducible touch points converted into boundary arcs by (97). More-
over, we substitute στ̄to using (101) into the jump condition (108) for reducible touch points, and we consider
for nonreducible touch points introduced as touch points the constraint (109) with associated multiplier στ̄to ν̄τ̄to
in (108). In this way we obtain that (95)–(97) and (100)–(108) constitute the first-order optimality condition
of the linear-quadratic problem (PQ) of minimizing
Q2(v) :=
∫ T
0
D2(u,y)(u,y)H̃(ū, ȳ, p̄2, η̄2)((v, zv), (v, zv))dt + φyy(ȳ(T ))(zv(T ), zv(T ))
+
∑
τ̄en∈T̄en
(
ν1τ̄engyy(ȳ(τ̄en))(zv(τ̄en), zv(τ̄en)) + ν
2
τ̄eng
(1)
yy (ȳ(τ̄en))(zv(τ̄en), zv(τ̄en))
)
+
∑
τ̄to∈T̄to
ν̄τ̄togyy(ȳ(τ̄to))(zv(τ̄to), zv(τ̄to)) −
∑
τ̄to∈T̄ essred
ν̄τ̄to
(g
(1)
y (ȳ(τ̄to))zv(τ̄to))
2
g(2)(ū(τ̄to), ȳ(τ̄to))
,
subject to the constraints (96), (97), (100), (105), and (109) at nonreducible touch points. Since ddtgy(ȳ(t))zv(t) =
g
(1)
y (ȳ)zv and
d2
dt2 gy(ȳ(t))zv(t) = g
(2)
y (ū, ȳ)zv + g
(2)
u (ū, ȳ)v, the constraints (96), (97), and (105) are equivalent
to gy(ȳ(t))z(t) = 0 on boundary arcs (of positive length) [τ̄en, τ̄ex]. Consequently, the constraints (96), (97),
(100), (105), and (109) of (PQ) are equivalent to (63), (92), and gy(ȳ(τ̄to))z(τ̄to) = 0 for all nonessential touch
point τ̄to introduced in the shooting mapping Fj .
By straightforward calculation (see [8, Lemma 3.6] and [16, Lemma 3.1]), we can show that the quadratic
form Q2(v) is equal to the left-hand side of (93). Since the latter is a Legendre form by assumption (20), (93)
implies that (PQ) has a weakly lower semi-continuous and strongly convex cost function on its closed and
convex feasible set. Moreover, the constraints of (PQ) are onto by assumption (A2) (see Lemma 2.5) and hence
the unique solution and associated multipliers of the first-order optimality condition of (PQ) are zero. This
implies that (v, z, π2, ζ2) ≡ 0. Therefore, π0 = 0 and the multipliers associated with the constraints (96)–(97),
(100), and (109) for nonreducible touch points introduced as touch points are equal to zero, implying that
γ1τ̄en = 0, γ
2
τ̄en + στ̄en ν̄
1
τ̄en = 0, γτ̄to = 0, (110)
and, for nonreducible touch points τ̄to introduced as touch points,
στ̄to ν̄τ̄to = 0. (111)
By (98)–(99), since ddtg
(2)(ū(t), ȳ(t))|t=τ̄−en,τ̄+ex 6= 0 both for entry/exit points of boundary arcs by Lemma
2.3, and for nonreducible touch points converted into boundary arcs by hypothesis (A6)(i), we have that
στ̄en = 0 = στ̄ex , and by (101), στ̄to = 0 for reducible touch points τ̄to. Finally, with (110)–(111), since
ν̄τ̄to 6= 0 at nonreducible touch points τ̄to by (A6)(i) and Lemma 4.3, it follows that ω = 0, i.e. the Jacobian
of the shooting mapping Fj is one-to-one, and hence invertible.
6.2 Stability of shooting parameters
Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A6) and the strong second-order sufficient condition
(65) and let (Pµ) be a stable extension of (P). For µ in a neighborhood of µ̄, the perturbed problem (Pµ)
has by Th. 5.1 a locally unique stationary point (uµ, yµ), which has by Theorems 3.1 and 4.4 a neighboring
structure to that of (ū, ȳ), in the sense of Def. 6.5. Therefore it makes sense to speak about the shooting
parameters associated with (uµ, yµ). Note that its set of shooting parameters may not necessarily be unique
if (uµ, yµ) has nonessential or nonreducible touch points, since a nonessential touch point may or not be
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introduced in the set of shooting parameters, with an associated zero jump parameter, and a nonreducible
touch point may be considered either as a boundary arc (of zero length) or as a touch point. The next
lemma shows that the stationary point (uµ, yµ) of (Pµ) has its shooting parameters in the neighborhood of
the shooting parameters of (ū, ȳ).
For this it will be useful to make explicit the relation between the multipliers η2 and η
2 used respectively in
the shooting algorithm and in the stability analysis. Recall that the multipliers used in the shooting algorithm
are defined by (69)–(70) while those used in the stability analysis are defined by (11)–(12). Moreover, by [8,
Prop. 2.10], for all boundary arcs (τen, τex) (including the case τen = τex), we have that
ν1τen =
∫
[τen,τex]
dη = [η(τen)] + η1(τ
+
en), (112)
and the condition (81) holds a fortiori for a stationary point. Combining the above relations, we obtain that
η1(t) = η1(t) +
∑
τen∈Ten
ν1τen1[0,τen](t) +
∑
τto∈Tto
ντto1[0,τto](t), (113)
η2(t) =
∫ T
t
η1(s)ds
= η2(t) +
∑
τen∈Ten
1[0,τen](t)(ν
2
τen + ν
1
τen(τen − t)) +
∑
τto∈Tto
ντto1[0,τto](t)(τto − t). (114)
Here 1[a,b](·) denotes the indicator function of the interval [a, b] ⊂ [0, T ] equal to 1 on [a, b] and zero outside.
Then p2 and p
2 defined respectively by (12) and (70) are related by
p2 = p2 − (η
1 − η1)gy(y) − (η
2 − η2)g
(1)
y (y). (115)
Lemma 6.7. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A6) and the strong second-order sufficient
condition (65) and let (Pµ) be a stable extension of (P). Then for each ε > 0, there exist neighborhoods W
of µ̄ and V∞ of ū (in L
∞) such that for each µ ∈ W , the locally unique stationary point (uµ, yµ) of (Pµ)
with uµ ∈ V∞ has a neighboring structure to that of (ū, ȳ). Moreover, any vector of shooting parameters θµ
associated with (uµ, yµ), of appropriate dimension, satisfies
|θµ − θ̄j | < ε
where θ̄j is the vector of shooting parameters associated with (ū, ȳ) matching the structure of θ
µ.
It follows from the above lemma and Lemma 6.6 that for a given neighboring structure Fj of (ū, ȳ), the
vector of shooting parameters θµ associated with the stationary point (uµ, yµ) is locally unique.
Proof. It follows from Theorems 3.1 and 4.4 that the locally unique (by Th. 5.1) stationary point (uµ, yµ) of
(Pµ) has a neighboring structure to that of (ū, ȳ). The convergence of junction times was proved in Theorems
3.1 and 4.4. So let us show the convergence of jump parameters. For this we use the formula (114) that links
the multiplier η2 used in the stability analysis to the shootings parameters and the uniform convergence of
η2,µ towards η̄2 by Prop. 2.6(iii). The proof is by finite induction.
Let N denote the total number of boundary arcs and touch points of the trajectory (ū, ȳ). We may write
that {1, . . . , N} = Nba ∪ Nto, where Nba ∩ Nto = ∅ and Nba and Nto denote the sets of index corresponding
respectively to boundary arcs (possibly of zero length) and to touch points (possibly nonreducible or nonessen-
tial). This partition is not unique since a nonreducible touch point can be considered either as a boundary arc
of zero length or as a touch point. We have then that I(g(ȳ)) = ∪Ni=1Īi, where Īi := [τ̄en,i, τ̄ex,i] for i ∈ Nba
(with possibly τ̄en,i = τ̄ex,i), Īi := {τ̄to,i} for i ∈ Nto, Īi ∩ Īj = ∅ for i 6= j, and Īi < Īi+1 for all i < N
(in the sense that t < t′ for all (t, t′) ∈ Īi × Īi+1). The jump parameters associated with a boundary arc
[τ̄en,i, τ̄ex,i] are denoted by ν̄
1
i and ν̄
2
i and that associated with a touch point τ̄to,i by ν̄i. Since (u
µ, yµ) has a
neighboring structure to that of (ū, ȳ), we can choose the partition (Nba,Nto) such that I(gµ(yµ)) = ∪Ni=1I
µ
i
for a sequence µn →n→∞ µ̄, where I
µ
i = [τ
µ
en,i, τ
µ
ex,i] for i ∈ Nba, with associated jump parameters ν
1,µ
i and
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ν2,µi , and I
µ
i = {τ
µ
to,i} with jump parameter ν
µ
i or possibly I
µ
i = ∅ (if τ̄to,i is a nonessential touch point) for
i ∈ Nto.
Given k ∈ {1, . . . , N}, assume by induction that the jump parameters associated with Iµni converge to
those associated with Īi for all i ∈ {k + 1, . . . , N}. (For k = N we assume nothing.) Let us show that the
jump parameters associated with Iµnk converges to those associated with Īk. There are two cases to consider.
Case 1: k ∈ Nto. If I
µn
k = ∅, there is nothing to prove, so assume that I
µn
k = {τ
µn
to,k}. Recall that by
definition, η1 and η2 vanish on interior arcs. Then for a fixed ε > 0 small enough (ε < minτ,τ ′∈T̄ ∪{0},τ 6=τ ′
1
2 |τ −
τ ′|), for all t ∈ [τ̄to,k − 2ε, τ̄to,k − ε], we have by (114) and Th. 5.1 for n large enough that
η2,µn(t) =
∑
i∈Nba,i>k
(ν2,µni + ν
1,µn
i (τ
µn
en,i − t)) +
∑
i∈Nto,i>k
νµni (τ
µn
to,i − t) + ν
µn
k (τ
µn
to,k − t)
−→
n→∞
η̄2(t) =
∑
i∈Nba,i>k
(ν̄2i + ν̄
1
i (τ̄en,i − t)) +
∑
i∈Nto,i>k
ν̄i(τ̄to,i − t) + ν̄k(τ̄to,k − t).
Since the junction times of (uµn , yµn) converge to those of (ū, ȳ), as well as the jump parameters associated
with Iµni for i > k by the induction hypothesis, we deduce immediately that ν
µn
k converges to ν̄k.
Case 2: k ∈ Nba. Then I
µn
k = [τ
µn
en,k, τ
µn
ex,k] and reasoning similarly, for a fixed ε > 0 small enough, for all
t ∈ [τ̄en,k − 2ε, min{τ̄en,k, τ
µn
en,k}) and n large enough, we have that
η2,µn(t) =
∑
i∈Nba,i>k
(ν2,µni + ν
1,µn
i (τ
µn
en,i − t)) +
∑
i∈Nto,i>k
νµni (τ
µn
to,i − t)
+ ν2,µnk + ν
1,µn
k (τ
µn
en,k − t)
−→
n→∞
η̄2(t) =
∑
i∈Nba,i>k
(ν̄2i + ν̄
1
i (τ̄en,i − t)) +
∑
i∈Nto,i>k
ν̄i(τ̄to,i − t)
+ ν̄2k + ν̄
1
k(τ̄en,k − t).
By letting t ↑ τ̄en,k, t < min{τ̄en,k, τ
µn
en,k}, and n → +∞, using that the convergence of η
2,µn towards η̄2 is
uniform and that ν1,µnk is bounded (since ν
1,µn
k =
∫
[τµn
en,k
,τµn
ex,k
]
dηµn by (112) and dηµn is uniformly bounded
by Prop. 2.6(i)), we deduce as previously that ν2,µnk → ν̄
2
k . Taking then t ∈ [τ̄en,k − 2ε, τ̄en,k − ε], it follows
that ν1,µnk → ν̄
1
k. This completes the induction step and achieves to show the converge of jump parameters of
(uµ, yµ) towards those of (ū, ȳ).
It remains to show the convergence of the initial costate. For a small ε > 0 and ‖µ− µ̄‖ small enough, the
state constraint gµ(yµ) is not active on [0, ε]. Therefore, by (113), η1,µ converges uniformly to η̄1 on [0, ε] and
ηµ1 = η
µ
2 = 0 since we are on an interior arc. It follows that for all t ∈ [0, ε], using (115),
pµ2 (t) = p
2(t) + η1,µ(t)gµy (y
µ(t)) + η2,µ(t)(gµ)(1)y (y
µ(t))
−→
µ→µ̄
p̄2(t) + η̄1(t)gy(ȳ(t)) + η̄
2(t)g(1)y (ȳ(t)) = p̄2(t)
since p2,µ, η2,µ and yµ converges uniformly to p̄2, η̄2 and ȳ, respectively. For t = 0 this gives the convergence
of the initial costate pµ2 (0) → p̄2(0). This achieves the proof of the lemma.
6.3 Additional conditions for a stationary point
By Lemma 6.7, we know that the locally unique stationary point (uµ, yµ) of the perturbed problem (Pµ) has
its shooting parameters in the neighborhood of those of the reference trajectory (ū, ȳ). By Lemma 6.6, the
shooting algorithm is then well-posed to find a vector of shooting parameters associated with (uµ, yµ). Lemma
6.7 ensures that at least one of the solutions θµj obtained in Lemma 6.6 for the neighboring structures to that
of (ū, ȳ) is associated to this (locally unique) stationary point of (Pµ). Of course we do not know a priori
what the structure of (uµ, yµ) is. We only know that it is a neighboring structure to that of (ū, ȳ). In Lemma
6.9 below we give necessary and sufficient conditions in order to recognize a vector of shooting parameters
associated with a stationary point of the perturbed problem, among all the solutions of (94). Let us first note
the following.
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Remark 6.8. The statement of Lemma 6.1 extends without difficulty to the case when there are nonreducible
touch points converted into boundary arcs of zero length (with τen = τex). In that case η2(τ
+
en) = 0 and (81)
yields that ν2τen = 0 automatically holds at nonreducible touch points converted into boundary arcs. The
statement of Prop. 6.2 extend as well. For nonreducible touch points τto converted into boundary arcs of zero
length, since η̇2(τ
+
en) = 0, (84) amounts to the classical condition ντto = ν
1
τen ≥ 0, while (85) is automatically
satisfied (with equality).
Lemma 6.9. Let (ū, ȳ) be a stationary point of (P) satisfying (A2)–(A6) and (93). For j ∈ {1, . . . , Ns}, let
Fj denote one of the shooting mappings associated with a neighboring structure to (ū, ȳ). Then there exist a
neighborhood W of µ̄ and a neighborhood Vj of θ̄j, such that a solution θ in Vj of (94) for µ ∈ W is associated
with a stationary point of (Pµ) iff, denoting by (u, y, p2, η2) the trajectory and multipliers associated with θ,
the following conditions are satisfied:
0 ≥ gµ(y(t)) on [0, T ], (116)
0 ≥ (gµ)(2)(u(τto), y(τto)) for each touch point τto of θ, (117)
0 ≤ ντto for each touch point τto of θ, (118)
τen ≤ τex for each boundary arc of θ. (119)
Proof. By Prop. 6.2, it is obvious that the conditions (116), (118), and (119) are necessary for a stationary
point. The condition (117) is necessary as well, since in the neighborhood of a touch point τ , we have that
gµ(y(t)) = (gµ)(2)(u(τ), y(τ))
(t − τ)2
2
+ o(|t − τ |2) ≤ 0.
Now we show that the conditions (116)–(119) are sufficient to have a stationary point of (Pµ). In order
to show that the trajectory and multipliers (u, y, p2, η2) associated with θ are a stationary point of (Pµ) and
its associated multipliers in the shooting algorithm, we have to show by Prop. 6.2 and Remark 6.8 that the
additional conditions (82)–(86) are satisfied.
The conditions (82) and (86) at touch points follow immediately from (116) and (118). Let us show now
(84)–(85). By (A2) and (A3), implying (78), for µ in the vicinity of µ̄, (u, y, p2, η2) satisfies by continuity
(79)–(80) and hence, it follows from Lemma 6.1 and Remark 6.8 that u is continuous over [0, T ]. Therefore
the conditions (84)–(85) at entry and exit points of boundary arcs of nonzero length (τen, τex) are satisfied by
Rem. 6.4 as a consequence of (116). For possible boundary arcs of zero length τen = τex, (84)–(85) amounts to
check that ν1τen ≥ 0. By the same arguments than in the proof of Lemma 6.3, this last condition is equivalent
to [g(3)(u̇(τen), u(τen), y(τen))] ≤ 0, which holds by continuity for ‖µ− µ̄‖ and |θ− θ̄j| small enough by (A6)(i).
Let us end the proof by showing that (83) is satisfied on boundary arcs (τen, τex) with τen < τex. Define
the multipliers η2 and p2 by respectively (114) and (115). By (81), we have that η2 is continuous over [0, T ].
By (113)–(115) and (76)–(77), we see directly that p2 is continuous over [0, T ] as well. Moreover, (72)–(73)
imply by straightforward calculations that the following hold over [0, T ]
− ṗ2 = H̃µy (u, y, p
2, η2), (120)
0 = H̃µu (u, y, p
2, η2). (121)
On the interior of each arc, (u, η2) can be expressed as a C
1 function of (y, p2) and µ. Therefore, for ‖µ− µ̄‖
and |θ− θ̄j | small enough, we have that |u(t)− ū(t)|, |y(t)− ȳ(t)|, |η2(t)− η̄2(t)|, |p2(t)− p̄2(t)| are arbitrarily
small, uniformly on an interior of each arc. Since u, y, η2, and p2 are continuous, uniformly over [0, T ], we
deduce that ‖u− ū‖∞, ‖y− ȳ‖∞, ‖η2 − η̄2‖∞, ‖p2− p̄2‖∞ are arbitrarily small for µ and θ in the neighborhood
of µ̄ and θ̄j , respectively. Using the relations (120)–(121), we obtain like in section 3 that the relation (40)
holds. From now, the end of the proof is similar to the end of the proof of Th. 3.1 or 4.4 to show that
the uniform strict complementarity assumption holds on boundary arc, depending on whether (τen, τex) is in
the neighborhood of a boundary arc (τ̄en, τ̄ex) or in the neighborhood of a nonreducible touch point τ̄to of
(ū, ȳ).
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7 Application to homotopy methods
In this section, we extend to second-order state constraints the homotopy algorithm of [7] that detects au-
tomatically the structure of the trajectory for first-order state constraints, in the case when assumptions
(A2)–(A6) and the strong second-order sufficient condition (65) are satisfied along the homotopy path.
7.1 Description of the algorithm
We consider the natural homotopy on the state constraint, for µ ∈ [0, 1],
gµ(y) := g(y) − (1 − µ)M and (ℓµ, φµ, fµ, yµ0 ) ≡ (ℓ, φ, f, y0), (122)
where M > 0 is large enough, so that the state constraint of problem (P0) is not active, and we have that
(P1) ≡ (P). More generally, the algorithm below can be extended to any stable extension (Pµ) of (P)
satisfying the assumption (H0) below, if a solution of (P0) can be easily obtained:
(H0) (Pµ) is a stable extension of (P), defined for µ ∈ [0, 1], such that (P1) ≡ (P) and satisfying gµ(yµ0 ) < 0
for all µ ∈ [0, 1].
The homotopy algorithm is as follows. We denote the current structure of the trajectory by S, i.e. the
variable S indicates the number and order of boundary arcs and touch points. The shooting mapping associated
with the structure S is denoted by FS . Given a vector of shooting parameters θ, of dimension appropriate with
S, and a value µ ∈ [0, 1] of the homotopy parameter, we will denote by (uµS,θ, y
µ
S,θ) the trajectory associated
with θ in the shooting algorithm for the structure S and the homotopy parameter µ.
Algorithm 7.1 (Homotopy Algorithm).
Input p0 initial costate candidate for the unconstrained problem (P0) and δ ∈ (0, 1).
Initialization Let S be the empty structure (with no boundary arc and no touch point). Solve by the Newton
algorithm (initialized by the value p0) FS(θ, 0) = 0 and obtain a vector of shooting parameters θ associated
with a solution of the unconstrained problem (P0). Set M := maxt∈[0,T ] g(y
1
S,θ(t)). If M ≤ 0 then µ := 1
else µ := 0. Set ∆µ := δ.
While µ < 1 do
Prediction Step Set µ̄ := min{µ + ∆µ; 1} and compute
θ̄ := θ − DθFS(θ, µ)
−1DµFS(θ, µ)∆µ. (123)
Correction Step Solve, with the Newton algorithm initialized by the value θ̄,
FS(θ̂, µ̄) = 0. (124)
If the Newton algorithm fails, set ∆µ := ∆µ/2 and go to the prediction step;
Else obtain a vector of shooting parameters θ̂ solution of (124).
Update the structure
[to→ba] If there exists a touch point τto of θ̂ such that
(gµ̄)(2)(uµ̄
S,θ̂
(τto), y
µ̄
S,θ̂
(τto)) ≥ 0, (125)
let Ŝ be the structure obtained by replacing in S the touch point τto by a boundary arc, set S := Ŝ,
and let θ̄ be the vector of shooting parameters obtained from θ by replacing the touch point τto and
its jump parameter ντto by a boundary arc, with shooting parameters
τen := τto, τex := τto, ν
1
τen := ντto , ν
2
τen := 0. (126)
Go to the correction step;
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[add to] Else if m := maxt∈[0,T ] g
µ̄(yµ̄
S,θ̂
(t)) > 0, set τto := argmaxt∈[0,T ] g
µ̄(yµ̄
S,θ̂
(t)), let Ŝ be the
structure obtained from S by adding the touch point τto, set S := Ŝ, and let θ̄ be the vector of
shooting parameters obtained from θ by adding the touch point τto with a zero jump parameter ντto .
Go to the correction step;
[rem to] Else if there exists a touch point τto of θ̂ such that its jump parameter ντto is negative, then
let Ŝ be the structure obtained from S by deleting the touch point τto, set S := Ŝ, and let θ̄ be the
vector of shooting parameters obtained from θ by deleting the touch point τto and its jump parameter
ντto . Go to the correction step;
[ba→to] Else if there exists a boundary arc (τen, τex) of θ̂ such that τen > τex, then let Ŝ be the
structure obtained from S by replacing the boundary arc (τen, τex) by a touch point, set S := Ŝ,
and let θ̄ be the vector of shooting parameters obtained from θ by replacing the shooting parameters
associated with the boundary arc (τen, τex) by a touch point and its jump parameter,
τto := τen, ντto := ν
1
τen . (127)
Go to the correction step;
[ok] Else set θ := θ̂, µ := µ̄.
End While
7.2 Construction of the homotopy path
The analysis of the existence of the homotopy path is analogous to that of [7] for first-order state constraints.
Let (Pµ) satisfy (H0) and assume that
(H1) The problem (P0) has a local solution (u0, y0) satisfying (A2)–(A6) and the strong second-order sufficient
condition (65).
By Th. 5.1, there exists δ > 0 such that for all µ ∈ [0, δ), (Pµ) has a stationary point (uµ, yµ), locally unique
in a L∞-neighborhood of (u0, y0), which is Hölder continuous w.r.t. µ in the L∞ norm and is a local solution
of (Pµ). By assumptions (A4)–(A6) and Theorems 3.1 and 4.4, (uµ, yµ) has a neighboring structure to that of
(u0, y0) (in the sense of Def. 6.5), i.e. satisfies (A4). Moreover, reducing δ if necessary, assumptions (A2)–(A3)
are satisfied, as well as (A5) by Theorems 3.1 and 4.4 and (A6) by continuity. Finally, by Th. 5.1, (uµ, yµ)
satisfies the strong second-order sufficient condition (65). So let
µmax := sup{µ ∈ [0, 1] : for all µ′ ∈ [0, µ], the locally unique solution (uµ
′
, yµ
′
) of (Pµ
′
)
satisfy (A2)–(A6) and the strong second-order sufficient condition (65).}
Under assumption (H1), we have that µmax > 0. We obtain the following result.
Lemma 7.2. Assume that (H0)–(H1) are satisfied, and that there exist L, β, σ > 0 such that for all µ ∈
[0, µmax),
‖uµ‖1,1 ≤ L, (128)
|(gµ)(2)u (u
µ(t), yµ(t))| ≥ β for all t ∈ Iσ(g
µ(yµ)). (129)
Then for all sequences µn ↑ µmax, there exists a subsequence, still denoted by (µn), such that (uµn , yµn , p2,µn , η2,µn)
converges uniformly to some (ũ, ỹ, p̃2, η̃2), and (ũ, ỹ, p̃2, η̃2) is a stationary point and its alternative multipliers
of (Pµmax).
Moreover, if (ũ, ỹ, p̃2, η̃2) satisfies assumptions (A2)–(A6) and the strong second-order sufficient condi-
tion (65), then (uµ, yµ, p2,µ, η2,µ) converges uniformly when µ ↑ µmax to a locally unique local solution of
(Pµmax) and its alternative multipliers (ũ, ỹ, p̃2, η̃2) =: (uµmax , yµmax , p2,µmax , η2,µmax), and µmax = 1, i.e. the
homotopy path is well-defined over µ ∈ [0, 1].
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Proof. The proof follows from that of [7, Lemma 8.4]. By the compactness Theorem in BV [2, Th. 3.23], the
weak-* convergence in M[0, T ] of the multiplier dηµn associated with (uµn , yµn) in the optimality conditions
(7)–(10) implies the uniform convergence of the alternative multiplier η2,µn defined by (11). The uniform
convergence of p2,µn follows then from (16).
Given a stable extension (Pµ) satisfying (H0) and (H1), we make the following assumptions that guarantee
the existence (and local uniqueness) of the homotopy path over µ ∈ [0, 1]:
(H2) There exists L, β, σ > 0 such that for all µ ∈ [0, 1], (uµ, yµ) satisfies (128)–(129);
(H3) For all µ ∈ [0, 1], (uµ, yµ) satisfies the assumptions (A3)–(A6);
(H4) For all µ ∈ [0, 1], (uµ, yµ) satisfies the strong second-order sufficient condition (65).
7.3 Proof of convergence
In addition to hypotheses (H0)–(H4), we make the assumptions below in the proof of correctness of Algorithm
7.1. Note that a change in the structure of the trajectories (uµ, yµ), µ ∈ [0, 1], may occur only at some values
µ̃ ∈ [0, 1) having either a nonessential or a nonreducible touch point.
(H5) There exist finitely values of µ, 0 ≤ µ̃1 < . . . < µ̃N < 1 for which the structure of the trajectory changes.
(H6) For each µ̃k, k = 1, . . . , N , (u
µ̃k , yµ̃k) has either one (single) nonessential touch point or one (single)
nonreducible touch point.
When (H6) holds, there are only two different neighboring structures to that of (uµ̃k , yµ̃k), for each µ̃k. The
algorithm 7.1 could be generalized to the case when (H6) does not hold, but in that case the Update the
structure step is more delicate. A possibility is to enumerate all the possible neighboring structures until
the conditions (116)–(119) of Lemma 6.9 are satisfied.
Proposition 7.3. Let (Pµ) be given by (122) and assume that assumptions (H1)–(H6) are satisfied. Then
there exist a neighborhood V0 of p
0
2(0), the initial costate of the unconstrained problem (P
0), and δ̄ > 0 such that
for all p0 ∈ V0 and all δ ∈ (0, δ̄), the homotopy algorithm 7.1 follows the homotopy path and ends with a vector
of shooting parameters θ, of appropriate dimension, associated with a local solution (u1, y1) of (P1) ≡ (P). In
addition, if δ is small enough, then the steps ∆µ are not reduced by the algorithm in the Correction step,
i.e. Newton’s algorithm does not fail.
Remark 7.4. In practice, at the end of the instruction labelled [ok], when the homotopy step has succeeded,
it is possible to increase ∆µ, so that the algorithm adapts itself to the largest possible value of the homotopy
step ∆µ allowing the convergence in the Correction step.
Proof. The proof follows the ideas of [7, Prop. 8.11]. Note that the value of µ is increased only in the
instruction labelled [ok] in the Update the structure step. Therefore, if the algorithm ends with µ = 1,
this means that all the conditions (116)–(119) are satisfied, and hence, by Lemma 6.9, θ is a vector of shooting
parameters associated with a stationary point (u1, y1) of (P1). Note that when there is no change in the
structure of solutions, then Algorithm 7.1 is a classical predictor-corrector algorithm. We therefore have to
show that the algorithm ends with µ = 1, i.e. There is no failure in the Newton’s algorithm in the Correction step if δ is small enough; The algorithm finishes off at the (finitely many by (H5)) changes in the structure of the trajectories along
the homotopy path, i.e. after finitely many iterations in the Update the structure step, succeeds in
finding the new structure S and a vector of shooting parameter θ̂ associated with (uµ̄, yµ̄) that satisfies
the conditions (116)–(119) of Lemma 6.9.
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For the current value of µ ∈ (0, 1), assume by induction that the current value θ is a vector of shooting
parameters associated with the stationary point (uµ, yµ) of (Pµ), and that S denotes the corresponding
structure of (uµ, yµ). Assume that
θ and S are such that nonreducible touch points are introduced as boundary arcs. (130)
(We still do not have the uniqueness of θ and S whenever nonessential touch points are present, that can or
not be introduced in the shooting mapping.) This holds for µ = 0 if p0 is chosen sufficiently close to p
0
2(0) by
(H1).
Let θ̄ and µ̄ be defined as in the Prediction step. Let θ̂ be the solution of (124). By (123), |θ̄ − θ̂| ≤
C|µ̄− µ|2 for some positive constant C. Since |µ̄− µ| ≤ ∆µ ≤ δ, for δ small enough, θ̄ belongs to the domain
of convergence of the Newton algorithm, which converges to θ̂. Note that the constant C and the size of the
domain of convergence of the Newton algorithm are uniform along the homotopy path for µ ∈ [0, 1], see e.g.
[7, Prop. 8.11], so that we do not have δ → 0.
Let us show that if δ is small enough, there is at most one passage in one of the instructions [to→ba],
[add to], [rem to], [ba→to] before the value of µ is increased. Assume by (H5) that
0 < δ < min
1≤k≤N−1
µ̃k+1 − µ̃k. (131)
If one of the tests [to→ba], [add to], [rem to], [ba→to] is satisfied, this means by Lemma 6.9 and (130)
that the current structure S is not correct, and hence by (H5) and (131) there exists k ∈ {1, . . . , N} such that
µ ≤ µ̃k ≤ µ̄,
with at least one of the two above inequalities being strict, and we have µ̄ < µ̃k+1 if k < N and µ̄ ≤ 1 if
k = N and µ̄ > µ̃N .
Let us start by the case [to→ba] when (125) is satisfied. This can occur only in the neighborhood of a
nonreducible touch point τ̄to of (u
µ̃k , yµ̃k). If (gµ̄)(2)(uµ̄
S,θ̂
(τto), y
µ̄
S,θ̂
(τto)) > 0, a second-order Taylor expansion
of gµ̄(yµ̄
S,θ̂
) at the touch point τto shows that g
µ̄(yµ̄
S,θ̂
(t)) > 0 for t in the neighborhood of τto, t 6= τto. If
(gµ̄)(2)(uµ̄
S,θ̂
(τto), y
µ̄
S,θ̂
(τto)) = 0, then τto is a nonreducible touch point. In view of (130), in both cases the
structure S where τto is considered as a touch point is not correct. By (H6), there exist only two different
neighboring structures to that of (uµ̃k , yµ̃k), so having eliminated S, it remains only the other possible structure
Ŝ where τ̄to is introduced as a boundary arc. The associated new vector of shooting parameters θ̄ is obtained
from θ by (126). Since we know that θµ̄, the vector of shooting parameters associated with (uµ̄, yµ̄), is solution
of
FŜ(θ
µ̄, µ̄) = 0, (132)
it remains to show that the Newton algorithm initialized with the value θ̄ converges to θµ̄. Denote by θµ̃kS
and θµ̃k
Ŝ
the vector of shooting parameters associated with µ̃k for the structures S and Ŝ, respectively, and
τ̄en, τ̄ex, ν̄
1
τen , ν̄
2
τen the shooting parameters associated with the nonreducible touch point τ̄to introduced as a
boundary arc in θµ̃k
Ŝ
. Recall that the latter are given by (90)–(91). Therefore, in view of (126),
|θ̄ − θµ̃k
Ŝ
| ≤ |θ − θµ̃kS | + |τen − τ̄en| + |τex − τ̄ex| + |ν
1
τen − ν̄
1
τen | + |ν
2
τen − ν̄
2
τen |
≤ |θ − θµ̃kS | + 2|τto − τ̄to| + |ντto − ν̄τto | ≤ 4|θ − θ
µ̃k
S |.
Since θ is the solution of FS(θ, µ) = 0, it follows from Lemma 6.6 applied with (ū, ȳ) = (u
µ̃k , yµ̃k) that there
exists κ > 0 such that |θ − θµ̃kS | ≤ κ|µ − µ̃k| ≤ κδ. By Lemma 6.6 again, there exists a constant κ
′ such that
|θµ̄ − θµ̃k
Ŝ
| ≤ κ′|µ̄ − µ̃k| ≤ κ′δ. It follows that |θ̄ − θµ̄| ≤ |θ̄ − θ
µ̃k
Ŝ
| + |θµ̄ − θµ̃k
Ŝ
| ≤ (4κ + κ′)δ. Therefore, for
δ small enough, θ̄ belong to the domain of convergence of the Newton algorithm which converges to θ̂ := θµ̄,
and all the conditions (116)–(119) are satisfied, as well as (130), so we may set θ := θ̂, µ := µ̄, and Ŝ = S
and the induction step is completed. (Here again, the constants κ, κ′ can be chosen uniform w.r.t. µ along
the homotopy path so that δ 6→ 0.)
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For the other cases, the discussion is similar so will be less detailed. In the case [add to], the state
constraint is violated. But then (gµ̄)(2)(uµ̄
S,θ̂
(τto), y
µ̄
S,θ̂
(τto)) < 0 for all touch points τto, since otherwise we
would have been in the previous case [to→ba]. Therefore, by a second-order Taylor expansion of gµ̄(yµ̄
S,θ̂
), the
state constraint is not violated in the neighborhood of a touch point. Consequently, it may only be violated
in the neighborhood of a nonessential touch point τ̄to of (u
µ̃k , yµ̃k) which is not introduced in the shooting
mapping. By (H6), the only other possible structure Ŝ is when τ̄to is introduced as a touch point in the
shooting mapping.
In the case [rem to], a jump parameter associated with a touch point is negative. This cannot happen in
the neighborhood of a nonreducible touch point of (uµ̃k , yµ̃k), since nonreducible touch points are assumed to
be essential by (A6)(i) and Lemma 4.3. Therefore, this can only happen in the neighborhood of a nonessential
touch point τ̄to of (u
µ̃k , yµ̃k). By (H6), the only other possible structure Ŝ is to remove this touch point from
the shooting mapping. Finally, in the last case [ba→to], we have a boundary arc whose entry point τen is
greater than the corresponding exit point τex. This can only happen in the neighborhood of a nonreducible
touch point τ̄to of (u
µ̃k , yµ̃k) that was converted in a boundary arc, and therefore by (H6) the only other
possible structure Ŝ is to introduce this nonreducible touch point as a touch point instead. We conclude with
similar arguments as before that for δ small enough, the Newton algorithm initialized by θ̄ converges to the
solution of (132), which is a vector of shooting parameters associated with the stationary point (uµ̄, yµ̄) of
(P µ̄). This completes the induction step.
This shows that if δ is small enough, the algorithm follows the homotopy path, the Newton algorithm does
not fail, and the algorithm ends with µ = 1. By (H4), the second-order sufficient condition (65) holds and
therefore (u1, y1) is a local solution of (P).
8 Remarks
Remark 8.1. It would of course be interesting to test the homotopy algorithm on numerical applications. This
will be the subject of a forthcoming paper. The homotopy algorithm is based on the strong assumptions (A5)
and (A6)(ii), that would have to be checked in practice in order to guarantee the validity of the algorithm,
as well as the second-order sufficient condition (65). Moreover, the same restrictions as for first-order state
constraints hold, see [7, Remarks 8.12 and 8.13]. In particular, a value of δ that guarantee the convergence by
Prop. 7.3 is not known in practice, and may be small if the problem is ill-conditioned.
Remark 8.2. It is expected that the homotopy algorithm can be extended to vector-valued control and several
state constraints of first- and second order if the constraints are linearly independent (see [22, 6]). The
difficulty in the theoretical justification of the algorithm is the extension of Theorems 3.1, 4.4, and [7, Th.
2.1]. For control constraints, the extension of this homotopy algorithm is not immediate (see [7, Remark 6.3])
and is an interesting open question. In contrast, it seems not to be possible to extend this algorithm to state
constraints of order greater than or equal to three, since in that case optimal trajectories typically exhibit
infinitely many touch points near entry/exit of boundary arcs, see [24].
Remark 8.3. The sufficient second-order condition (65) used in Th. 5.1 is not the weakest possible since it
does not take into account the curvature of the constraint. The curvature term of the constraint (see [5]) is
the term with the sum in (93). It would therefore be interesting to see if Th. 5.1 is still true under the weaker
second-order sufficient condition
Q(v) −
∑
τ∈T̄ ess
red
[η̄(τ)]
(g
(1)
y (ȳ(τ))zv(τ))
2
g(2)(ū(τ), ȳ(τ))
> 0, for all v ∈ V , v 6= 0, satisfying (63). (133)
With additional assumptions (A4)–(A5) on the structure of the trajectory and in the absence of nonreducible
touch points, it was shown in [8, Th. 4.3] (see also [7]) that (133) characterizes the uniform quadratic growth
condition (28), and implies L∞-Lipchitz continuity and directional differentiability of solutions in Lr, r < ∞,
(see [20, 8]), improving the Hölder continuity in L∞ only obtained in Th. 5.1. Directional differentiability
of all shooting parameters is also obtained. It would be interesting to extend those results in presence of
nonreducible touch points as well.
INRIA
Homotopy Algorithm for Optimal Control Problems 29
Remark 8.4. Let us discuss the case when the term λ̄(τ̄to) defined by (58) at a nonreducible touch point τ̄to
is positive. In that case, by Th. 4.4, a second touch point may appear for stationary points of the perturbed
problem. The first idea is therefore to introduce a second touch point in the shooting mapping, and at the
reference trajectory (ū, ȳ), the values of both touch points would be equal to the value of the nonreducible
touch point τ̄to. The problem is that doing so, it is easy to see that the Jacobian of the shooting mapping
becomes singular (two rows are equal). Moreover, the jump parameters associated with each touch point at
the reference trajectory are not well-defined, only the sum of the two jumps parameters must be equal to ν̄τ̄to .
There exist indeed several zeros of the perturbed shooting function in the neighborhood of a nonreducible
touch point splitting into two touch points, and one of them is such that the values of both touch points
remain equal to each other (as if we had a single touch point). In that case of course the state constraint may
be violated.
For this reason, it would be necessary to initialize the two touch points with distinct values and it is an
open question how to do so in order to insure to be into the domain of convergence of the Newton algorithm
for the new structure. To solve the academic problem in Fig. 1(b), the nonreducible touch point was first
converted into a boundary arc. We thus obtained a zero of the resulting shooting function with a boundary
arc satisfying τen < τex, but the condition η̈
2 ≥ 0 was of course violated. We used the obtained values of τen
and τex to initialize the two touch points, and the heuristic formula below (recall (54))
ντen :=
H̃uu
(g
(2)
u )2
g(3)(u̇, u, y)(τ−en), ντex := −
H̃uu
(g
(2)
u )2
g(3)(u̇, u, y)(τ+ex)
to initialize the associated jump parameters.
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