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Abstract
We give a 1nite equational axiomatization for +-free identities of (regular) languages which
contain the empty word. The axioms for the whole equational theory of such languages were
given by Yanov.
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We begin by quoting from Bloom and :Esik [3] that “the study of regular languages
and regular algebra is a relatively ancient topic in computer science”. So, here is a
brief summary of some of the most important results in this 1eld. First, there is the
cornerstone paper [7] of Kleene’s, who proved that regular languages coincide with
the languages accepted by 1nite automata. Also, Kleene considered pairs of regular
expressions denoting the same regular language and posed axiomatization for such
identities as an open problem. It seems that it was Redko [10] who 1rst proved that
no 1nite equational axiomatization is possible. Still, Conway conjectured in his mono-
graph [4] that a number of obvious identities (which we call today the axioms of
Conway semirings) along with a sequence of identities, one for each 1nite group (re-
Cecting the structure of that group), would do. Conway’s conjecture had to wait no
less than two decades to be con1rmed by Krob [9]. Around the same time, Bloom
and :Esik [1] provided another equational axiomatization for regular identities obtained
from their investigations on iteration theories—an abstract mathematical tool model-
ing a large number of phenomena in computer science which involve 1xed points [2].
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On the other hand, a handful of 1nite implicational axiomatizations were found in the
meantime, from which we single out the achievement of Kozen [8]: the identities of
regular algebra are precisely the equational consequences of the axioms of additively
idempotent semirings supplemented by 1 + aa∗6a∗ and the implications
ax + b6 x⇒ a∗b6 x;
xa+ b6 x⇒ ba∗ 6 x;
where x6y is a short-hand for x+y=y. Finally, Crvenkovi:c et al. [5] showed that
the main reason of the non1nite axiomatizability of the equational theory of (regular)
languages lies in the interaction between the concatenation and the star operation:
namely, the regular identities containing no occurrences of + are not 1nitely based,
while all other fragments of the considered equational theory obtained by omitting
some of the operation symbols have more or less obvious 1nite systems of axioms.
However, the result which will occupy our interest in the sequel is due to Yanov [12]:
he gave a 1nite axiomatization of (regular) languages containing , the empty word.
These are the axioms of additively idempotent semirings, together with the following
six identities:
x∗x∗ = x∗; (1)
x + (x + y)∗ = (x + y)∗; (2)
(x∗ + y)∗ = (x + y)∗; (3)
(x + y)∗ = (xy)∗; (4)
x + xy = xy; (5)
xy + y = xy: (6)
The original system of Yanov contained also the Eqs. (10) and (11) below, but these
were redundant. Also, Yanov did not use 1 as the constant symbol denoting the lan-
guage {}. Equipped with 1, the latter two equations can be replaced simply by
1 + x= x, and we should add Eq. (12) below. The equational theory generated by
(1)–(6) and (12) we call the Yanov equational theory and denote by YAN.
The proof of Yanov’s theorem is thoroughly presented in Salomaa’s book [11]. This
proof fully suNces to axiomatize some fragments of YAN: for example, the identities
involving only {+; ·; 1} are generated by the axioms of additively idempotent semirings
and 16x (or x + y6xy in the absence of 1)—to see this, one can refer to [11, pp.
132–137]. Also, if we consider the identities of YAN in the signature {+; ∗; 1}, it is not
diNcult to see that they are axiomatized by the semilattice axioms, 1 + x= x, 1∗=1,
(2) and (3)—it suNces to appropriately modify the proof of Lemma 4.4 (of [11]), use
Lemma 4.6 and the very 1rst paragraph of the proof of Lemma 4.7. Thus, it remains
to examine equations built up of operation (and constant) symbols {·; ∗; 1} (they form
the ‘multiplicative fragment’ referred to in the title of the paper). Unfortunately, the
proof in Salomaa’s book cannot be directly applied as above, since it strongly relies
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on the presence of the + symbol, so that some other ways must be found to determine
the required set of axioms.
Let  consist of the following identities: the monoid axioms and
(xy)∗ = (yx)∗; (7)
(x∗y)∗ = (xy)∗; (8)
(x2y)∗ = (xy)∗; (9)
x(xy)∗ = (xy)∗; (10)
(xy)∗x = (xy)∗; (11)
1∗ = 1: (12)
The aim of this note is to prove
Theorem 1. The equations  axiomatize the multiplicative fragment of the equational
theory of languages containing the empty word.
It can be easily veri1ed that all members of  are theorems in YAN. We should
prove that every valid +-free identity of languages containing  can be derived from
. We break up this proof into four lemmas and a proposition. Our plan is 1rst to
1nd some sort of a normal form for terms in the signature {·; ∗; 1} (this is the content
of Lemmas 2 and 3 below), and then to proceed by showing that every two diRerent
normal forms are nonequivalent in YAN.
Following Salomaa [11], by an elementary product (over 	= {a1; a2; : : :}) we mean
a product (concatenation) of regular expressions
P = P1 : : : Pn
such that each of Pi’s, 16i6n, is either a letter, or of the form (ai1 : : : aim)
∗, where
i1¡ · · ·¡im and m¿0. The expressions Pi, 16i6n, are called the factors of P. In
the sequel, we identify an empty product with 1.
Lemma 2. For every +-free regular expression E there exists an elementary product
P such that E=P.
Proof. The lemma is proved by a standard induction on the complexity of E, using
the axioms from . First, if E≡1, or E≡a∈	, there is nothing to prove (throughout
the paper, A=B stands for an identity formed by expressions A; B, while A≡B means
that A and B are sintactically equal). Further, assume that the lemma holds true for all
expressions E1; E2 occurring below, so that we respectively obtain elementary products
P1; P2.
If E≡E1E2, then P≡P1P2 is also an elementary product, which is obviously
-equivalent to E. Thus, let E≡E∗1 . Then E=P∗1 , where P1 =Q1 : : : Qn (each
of Qi being either a letter, or a starred word, as above). If P1≡1 then (12) proves
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E=1. Otherwise, construct a sequence of +-free expressions A1≡P∗1 ; A2; A3; : : : using
the following rule (for each n¿1):
in An≡B∗n , where Bn is an elementary product (B1≡P1), 1nd the 1rst (from the
left) starred factor of Bn, bring it to the 1rst place in Bn, and 1nally, delete
the parentheses and the star around the processed word; in this way, we obtain
the expression An+1≡B∗n+1.
The above process must terminate, because P1 contains 1nitely many stars, and in each
step the number of stars decreases. Also, all expressions A1; A2; : : : are -equivalent,
since all of the above described transformations can be performed using (7) and (8).
So, we have that for some k, Ak is a starred word, namely B∗k , and E=Ak . Finally,
a similar rewriting process can be used to remove all multiple occurrences of letters in
Bk and to sort these letters according to the natural order in 	. This is done using the
axioms (7) and (9). Thus, at the end we obtain E=(am1 : : : amr )∗, m1¡ · · ·¡mr ,
where {am1 ; : : : ; amr} is precisely the set of all letters from 	 occurring in E.
Let ‘(E) denote the set of all letters which occur in a regular expression E. We
call an elementary product P=P1 : : : Pn reduced if for each pair of adjacent factors
(Pi; Pi+1), 16i6n − 1, at least one of which is a starred word, none of the sets
‘(Pi); ‘(Pi+1) is contained in the another.
Lemma 3. For every elementary product P there exists a reduced elementary product
R such that P=R.
Proof. First of all, note that the following identities can be derived from :
x∗(xy)∗ = x∗(x∗y)∗ = (x∗y)∗ = (xy)∗ (13)
(using (8) and (10)) and similarly,
(xy)∗x∗ = y∗(xy)∗ = (xy)∗y∗ = (xy)∗: (14)
Also, it is easy to obtain:
y(xy)∗ = (xy)∗y = (xy)∗; (15)
y(xyz)∗ = (xyz)∗y = (xyz)∗; (16)
y∗(xyz)∗ = (xyz)∗y∗ = (xyz)∗: (17)
Now consider the following rewriting process, starting with Q1≡P:
if Qn is not reduced, 1nd the 1rst (from the left) pair of its adjacent factors which
violates the de1nition of reducedness; if this pair consists of a letter and a starred
word, delete the letter, otherwise (if both of the considered factors are starred),
delete the factor with the smaller set of letters occurring in it, thus obtaining Qn+1.
It takes only a short reCection to see that the axioms x(xy)∗=(xy)∗x=(xy)∗, together
with the identities deduced above, suNce to show that each identity Qn=Qn+1, n¿1,
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is deducible from . So, for each n we have P=Qn. However, since each step of
the above process decreases the length of Qn, this process must stop in 1nitely many
steps, resulting in a reduced product R≡Qk for some k.
Now, the key assertion which ensures that the transformations described in the previ-
ous two lemmas suNce for our purpose is that reduced elementary products are normal
forms in the multiplicative fragment of YAN. In other words, no two (sintactically)
di:erent reduced elementary products are equivalent in YAN. To show this, 1rst we
need some more notation.
It is well known (e.g. from J:onsson [6]) that the algebra of regular languages over
	, Reg	, is the 	-generated free object in the equational class (variety) determined by
the identities of all (or, of all regular) languages (the algebraic systems from that class
are usually called Kleene algebras, see [5,6]). This, in particular, means that every
mapping ’0 :	→Reg	 can be uniquely extended to an endomorphism ’ of Reg	 (in
the sense that if  : a →{a} is the standard assignment of free generators of Reg	 to
the letters from 	, then ’0 =  ◦’). So, this is also the case with the mapping 0 given
by
0(a) = {; a}
and the corresponding endomorphism  yields a mapping which to each regular expres-
sion E assigns a language, which we denote by E. As Salomaa has pointed out, if |E|
denotes the regular language represented by E, then E consists of all abbreviations
of words from |E| (an abbreviation of w is a word obtained from w by deleting some
of the letters), and the equation E1 =E2 belongs to YAN if and only if E1 =E

2 . Also,
it is obvious that we have E= (|E|) for each E.
Before launching into Proposition 6 below, which contains the main argument of this
paper, we recall two auxiliary results from [11]. The following two lemmas constitute
the essence of the proof of Lemma 4.7 in [11].
Lemma 4. Let X; Y be elementary products such that X ⊆Y . If X has a factor of
the form (ai1 : : : air )
∗, then Y has a factor w∗, where w contains all of the letters aij ,
16j6r.
Lemma 5. Let X ≡X ′X ′′ and Y ≡Y1 : : : Yn be two elementary products such that
X ⊆Y . Further, let u¿1 be the least number such that (X ′)⊆ (Y1 : : : Yu), while
v6n is the largest number such that (X ′′)⊆ (Yv : : : Yn). Then u6v, and if u= v,
then Yu is a starred word.
For proofs, see [11, Lemma 4.7, pp. 135–137].
Proposition 6. Let R1; R2 be two reduced elementary products such that the identity
R1 =R2 holds for all languages containing  (that is, YANR1 =R2). Then R1≡R2.
Proof. We begin by proving one special case of the proposition: namely, let R≡
Z1 : : : Zn be a reduced elementary product (Zr , 16r6n, being the factors of R). If
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R=ZiZi+1 : : : Zj holds in YAN, then i=1 and j= n. In other words, no reduced ele-
mentary product is equivalent to any of its proper parts. We prove this by induction
on n. The assertion is clear for n=0 and n=1, so assume that n¿2. Suppose that an
identity of the above form is possible, say for some i¿2. Then
R = (Zi : : : Zj) ⊆ (Z2 : : : Zn) ⊆ (Z1Z2 : : : Zn) = R
and therefore, R=Z2 : : : Zn holds. De1ne X ′≡Z1; X ′′≡Z2 : : : Zn and Y ≡Z2 : : : Zn and
use Lemma 5. We obtain numbers u06v0 as in the formulation of that lemma, so that
(Z2 : : : Zn)⊆ (Zv0 : : : Zn). If v0 = 2, then u0 = 2, meaning that Z2 is a starred word, and
Z1 ⊆Z2 . It takes only a short reCection to see that ‘(Z1)⊆‘(Z2), which is impossible,
as R is reduced. Hence, v0¿3 and
(Z2 : : : Zn) ⊆ (Zv0 : : : Zn) ⊆ (Z3 : : : Zn) ⊆ (Z2 : : : Zn);
implying the identity Z2Z3 : : : Zn=Z3 : : : Zn. Thus, a reduced product with n− 1 factors
is equivalent to its proper part, contradicting the induction hypothesis. Our special case
is therefore proved.
We now turn to the general statement of the proposition. Consider R1; R2 as products
of their factors: R1≡X1 : : : Xm and R2 =Y1 : : : Yn. In the sequel, assume that m6n.
We prove the proposition by induction on m+n. If R1≡1, i.e. if m=0, then R2≡1
and n=0, and we are done. Furthermore, if m=1, we have two options: if R1 is a
letter, then R2 must be that same letter. On the other hand, if R1≡ (a1 : : : ar)∗, then
‘(R2)= {a1; : : : ; ar}, and so by Lemma 4, R2 has a factor coinciding with R1. But since
R2 is reduced, R2 has no other factors. So, in the rest of the proof we may well assume
m¿2.
We apply Lemma 5 two times in order to obtain some suitable decompositions of
products R1 and R2, respectively. For the purpose of further reference, we attach a
special name to this part of the proof.
Decomposition process: First, let X ≡R1, X ′≡X1, X ′′≡X2 : : : Xm and Y ≡R2. In
this way, we obtain numbers u6v such that u is the least number satisfying
(X1) ⊆ (Y1 : : : Yu)
and v is the largest number such that
(X2 : : : Xm) ⊆ (Yv : : : Yn)
holds. In the second turn, set X ≡R2, X ′≡Y1 : : : Yv−1, X ′′≡Yv : : : Yn and Y ≡R1 in
Lemma 5. This yields numbers u′6v′ such that
(Y1 : : : Yv−1) ⊆ (X1 : : : Xu′)
and
(Yv : : : Yn) ⊆ (Xv′ : : : Xm);
where u′ and v′ are, respectively, the least and the largest integer satisfying the above
inclusions.
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The proof proceeds by a case analysis on the form of X1, the 1rst factor of R1.
Case 1: X1 is a letter, X1≡a.
Since X1 is not starred, by Lemma 5 it is impossible that u′= v′=1, so v′¿2. Thus,
(X2 : : : Xm) ⊆ (Yv : : : Yn) ⊆ (Xv′ : : : Xm) ⊆ (X2 : : : Xm);
so X2 : : : Xm=Yv : : : Yn is an identity from YAN containing (m− 1)+ (n− v+1)=m+
n− v¡m+ n factors. By the induction hypothesis,
X2 : : : Xm ≡ Yv : : : Yn
and, in particular, X2≡Yv. Furthermore, from the sequence of inclusions displayed
above we have (X2 : : : Xm)=(Xv′ : : : Xm) so that X2 : : : Xm=Xv′ : : : Xm belongs to YAN.
As we have already proved that a reduced product cannot be equivalent to its proper
part, it follows that v′=2.
Also, we claim that u¡v. Since R1 is reduced, a ∈‘(X2)= ‘(Yv). By the choice of u
and the assumption that X1≡a, a∈‘(Yu) (in fact, Yu is the 1rst factor of R2 containing
a). Therefore, u = v, i.e. u¡v.
Now if u′¡v′, then u′=1, and so (Y1 : : : Yv−1)⊆X 1 = {; a}, yielding Y1 : : : Yv−1≡
a≡X1, that is, R1≡R2, as wanted. However, if u′= v′=2, then X2≡ (b1 : : : bs)∗ such
that a ≡bi for all 16i6s, and
(Y1 : : : Yv−1) ⊆ (a(b1 : : : bs)∗):
Since in any word from (a(b1 : : : bs)∗) the letter a can occur only in the 1rst place, and
since a occurs in Y1 : : : Yv−1 (at least once in Yu), the considered inclusion is possible
only if Y1≡a and u=1 (otherwise, there would be a word of the form ba, b ≡a,
which would spoil that inclusion). Also, a does not occur in Y2 : : : Yv−1 (for there are
no words from (a(b1 : : : bs)∗) containing more than one a). Hence,
(Y2 : : : Yv−1) ⊆ ((b1 : : : bs)∗):
But Yv≡ (b1 : : : bs)∗, and we have a contradiction to the reducedness of R2 (using the
identities (13)–(17)), unless v=2, whence we have R1≡aX2 : : : Xm≡aY2 : : : Yn≡R2.
Case 2: X1 is a starred word.
Subcase 2.1: u¡v and v′¿2.
Analogously to Case 1, we obtain Xv′ : : : Xm≡Yv : : : Yn, v′=2 and X2≡Yv. Moreover,
we claim that Y i ⊆X 1 for all 16i6v− 1 (it is clear that (Y1 : : : Yv−1)⊆ (X1X2)). If
X2 is not starred, the claim follows immediately, so assume that X2 is a starred word
too. Consider Yv−1: since R2 is reduced, ‘(Yv−1)*‘(Yv)= ‘(X2) so Y v−1*X 2 , imply-
ing Y v−1⊆X 1 . Now choose a∈X 1 \X 2 and b∈X 2 \X 1 . We have ba ∈(X1X2)=(Y1 : : :
Yv−1), thus it is impossible that Y j ⊆X 2 for some j¡v−1. Therefore, (Y1 : : : Yv−1)⊆
X 1 . Since u6v− 1 and R2 is reduced, we have v=2 and Y1≡X1, i.e. R1≡R2.
Subcase 2.2: u¡v and v′=1.
The given conditions imply that
X 1 ⊆ (Y1 : : : Yu) ⊆ (Y1 : : : Yv−1) ⊆ X 1 ;
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turning all the above inclusions into equalities. The induction hypothesis gives u=1,
v=2 and Y1≡X1. Now, by the choice of v′, (Y2 : : : Yn)*(X2 : : : Xm). So, choose a
word w∈(Y2 : : : Yn)\(X2 : : : Xm). Then w=w1w2, where w1 is some nonempty word
consisting of letters from ‘(X1), while w2∈(X2 : : : Xm). Let c∈‘(Y2)\‘(Y1) be ar-
bitrary. We claim that cw∈(Y2 : : : Yn). If Y2 is starred, this follows immediately.
Otherwise, Y2≡c. But w does not begin with c, so w∈(Y3 : : : Yn), hence our claim
holds. Consequently, cw=w′1w
′
2 such that w
′
1∈X 1 and w′2∈(X2 : : : Xm). Thus, w′1≡,
for otherwise w′1 begins with c, which is impossible (remember that X1≡Y1). So,
cw∈(X2 : : : Xm). However, any language of the form E is closed under taking abbre-
viations of words. Therefore w∈(X2 : : : Xm), and a contradiction just obtained makes
v′=1 impossible.
Subcase 2.3: u= v, so that Yu is a starred word.
By the choice of u, X 1 *(Y1 : : : Yu−1), so by Lemma 4, Yu is the 1rst starred factor
of R2 (from the left) such that ‘(X1)⊆‘(Yu). In addition, we must have v′=1, for
if v′¿2, then the inductive argument (already seen twice) suNces to show that v′=2
and X2 : : : Xm≡Yv : : : Yn. But then X2≡Yv≡Yu, whence ‘(X1)⊆‘(X2), contradicting the
fact that R1 is reduced. As already seen, v′=1 immediately gives (Y1 : : : Yv−1)⊆X 1 ,
which, bearing in mind the information collected on Yv≡Yu (and the fact that R2 is
reduced), means that u= v=1. In that case, X 1 ⊆Y 1 .
Finally, repeat the Decomposition process, with roles of R1 and R2 interchanged.
From this process, we obtain numbers p; q; p′; q′ instead of u; v; u′; v′, respectively
(where p6q and p′6q′). If p¡q, then R1≡R2 is proved just as in Subcases 2.1
and 2.2 (remember that Y1 is a starred word, so Case 1 is not involved). Hence, we
may well assume that p= q. Analogously to the previous paragraph (i.e. Subcase 2.3
in the ‘interchanged’ situation), we arrive at p= q=1 and Y 1 ⊆X 1 , whence X 1 =Y 1
and by Lemma 4, X1≡Y1. Moreover, by the choice of q, (Y2 : : : Ym)⊆ (X1X2 : : : Xn),
but (Y2 : : : Ym)*(X2 : : : Xn). Thus, it remains to note that we have on hand all the
prerequisites which led to a contradiction in Subcase 2.2, so that by repeating the
corresponding argument, we complete the proof of the entire proposition.
The proof of our Theorem 1 is now straightforward. Let E1; E2 be two +-free regular
expressions such that E1 =E

2 . Then there are reduced elementary products R1; R2 such
that both E1 =R1 and E2 =R2 are deducible from . However, then R1 =R

2 , and thus,
by the above Proposition 6, R1≡R2. Therefore, E1 =E2.
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