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Abstract
Using Information Processing Techniques to Forecast, Schedule, and
Deliver Sustainable Energy to Electric Vehicles
Praneeth R Pulusani
Supervising Professor: Dr. Andres Kwasinski
As the number of electric vehicles on the road increases, current power
grid infrastructure will not be able to handle the additional load. Some
approaches in the area of Smart Grid research attempt to mitigate this, but
those approaches alone will not be sufficient. Those approaches and tradi-
tional solution of increased power production can result in an insufficient
and imbalanced power grid. It can lead to transformer blowouts, blackouts
and blown fuses, etc. The proposed solution will supplement the “Smart
Grid” to create a more sustainable power grid. To solve or mitigate the
magnitude of the problem, measures can be taken that depend on weather
forecast models. For instance, wind and solar forecasts can be used to cre-
ate first order Markov chain models that will help predict the availability of
additional power at certain times. These models will be used in conjunction
with the information processing layer and bidirectional signal processing
components of electric vehicle charging systems, to schedule the amount of
energy transferred per time interval at various times.
The research was divided into three distinct components: (1) Renewable En-
ergy Supply Forecast Model, (2) Energy Demand Forecast from PEVs, and
(3) Renewable Energy Resource Estimation. For the first component, power
data from a local wind turbine, and weather forecast data from NOAA were
used to develop a wind energy forecast model, using a first order Markov
chain model as the foundation. In the second component, additional macro
energy demand from PEVs in the Greater Rochester Area was forecasted
by simulating concurrent driving routes. In the third component, historical
v
data from renewable energy sources was analyzed to estimate the renewable
resources needed to offset the energy demand from PEVs. The results from
these models and components can be used in the smart grid applications for
scheduling and delivering energy. Several solutions are discussed to mit-
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Day after day, increasing number of electric vehicles enter into our neigh-
borhoods and into our power grid. The power grid we currently have is
outdated and may not be able to fulfill the additional energy energy needs
of electric vehicles, especially at peak times. Previous research shows that
having an electric car doubles the average power consumption of a home [7].
Furthermore, the local grid and the transformers will not be able to handle
multiple additional electric vehicles effectively [8]. If more PEVs are added
to the grid than it can handle, the grid will become unstable, and further
problems such as premature transformer aging, voltage drop and tripping
in the low voltage distribution can arise [9]. Additional issues are present
when charging time is considered. For instance, a ten minute quick charge is
equivalent to the instantaneous energy demand of 140 average small homes.
An energy demand of this scale cannot be satisfied by the current distribu-
tion grids in the U.S. [8].
Meeting the peak demand is one of the biggest concerns that electric
companies have. If they can take 10 percent demand off the peak hours,
significant benefits can be reaped in terms of consumer utility prices and
the need to invest in building new expensive assets [10]. Using smart grid
technologies effectively can solve the problem at a fraction of the cost and
resources. We envision a convenient charging model in the future, where
consumers will be able to charge quickly, wherever and whenever, similar
to our present gas refueling model. For a convenient charging infrastructure
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to work, the charging stations will need to have batteries at the local site, to
store reserve energy, and provide it at high power, or in large volume at a
later time. In addition, another significant reason to have local energy stor-
age systems is to decouple critical infrastructure [11]. For instance, if there
is a large scale power outage, it is extremely important for the transporta-
tion infrastructure, which will contain many PEVs in the future, to continue
working. This research aims at providing a solution using existing models
to forecast energy supply and demand and to provide that information to the
smart grid applications. This energy forecast model and signal processing
techniques will be able to keep the electrical grid more balanced, sustainable
and functioning, and will help maintain the optimal charge in the charging
stations’ batteries.
One of the many advocates for pushing sustainable transportation is the
U.S. Department of Energy. The “EV Everywhere Grand Challenge”, spon-
sored by USDOE, is striving to help the U.S. produce Plug-in electric vehi-
cles that are as affordable as conventional vehicles with internal combustion
engines, by the year 2022. It is very reasonable to assume the demand is
growing as shown by sales charts [12], and the immense amount of progress
can be realized as PEVs are making through having won many competitions.
For instance, the Chevy Volt has topped Consumer Reports owner satisfac-
tion survey twice, Nissan Leaf has earned the 2011 World Car of the Year,
Tesla Model S acclaimed the 2013 Motor Trend Car of the Year, and Ford
C-MAX achieved the 2012 Green Car Vision award. While PEVs are get-
ting high ratings and sales are increasing, a problem that is not addressed
is the need to improve the charging infrastructure. Nonetheless, grid in-
tegration for the charging infrastructure is identified as necessary and the
U.S. Department of Energy hopes to make it happen. Some of the changes
include the following [13]. Utility rates will be dynamic and consumers
will be able to charge PEVs based on best utility rates. Groundwork will
be laid for bi-directional power flow through Vehicle-to-Grid technologies,
which will improve the grid stability. Lastly, wind and solar systems will
be installed for variable distributed generation, and PEVs can be controlled
to overlap charging time with renewable electricity generation for favorable
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utility rates [13].
Plug-in Electric Vehicles come in two main varieties - Plug-in Hybrid
Electric Vehicles and Battery Electric Vehicles. PHEVs have an internal
combustion engine as well as an electric motor. The well known Chevy Volt
has a 16.5 kWh battery, with an estimated range of 38 miles. Its charging
time is up to 16 hours on a standard 120 V electric outlet, and approximately
4 hours on a 240 V charging dock [14]. Similarly, the Toyota Prius Plug-in
has a 4.4 kWh battery, with an estimated range of 11 miles. It charges in
3 hours from a standard 120 V outlet, and half of that from a 240 V outlet
[15]. To compare BEVs with PHEVs, two of the eight passenger BEVs rec-
ognized by the U.S. Department of Energy, Nissan Leaf and Tesla Model S,
were chosen [16]. Nissan Leaf has a 24kWh battery and its charging times
are approximately 30 minutes (0-80%) with a DC50kW Quick charger, and
less than 8 hours (0-100%) with a Home-use AC240V charging dock [17].
Similarly, the Tesla Model S comes with two sizes of battery packs - 60 kWh
and 85 kWh, with estimated ranges of 232 mi and 301 mi, respectively. For
the 85 kWh battery to charge to full capacity, it takes approximately 52.5
hours with a 120 V - 12 A charger, 9.5 hours with a 240 V - 20 A charger,
5 hours with a 240 V - 80 A charger, and 30 minutes (0-50% only) with a
Tesla 90 kW Supercharger [18].
In this research, to meet the needs of PEVs in the future, we focus on
renewable energy. Renewable sources are preferred over fossil fuel-based
conventional sources for many reasons. Some of the well known reasons
include energy security and independence, sustainability, lower long term
energy costs and mitigation of climate change. Energy security and inde-
pendence are important for the functioning of a modern economy. Sustain-
ability, reduced environmental impact and prevention of climate change are
important to ensure the survival of future generations. Long term energy
cost savings are simply added benefits.
While renewable energy appear free, apart from the initial investment
and maintenance, it comes with various challenges and issues. A few of
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the hurdles with wind and solar power are variability, large footprint, noise,
perceived aesthetics and upfront investment. For instance, at present, an av-
erage solar panel (GE - GEPV200) with an efficiency of 14% takes 5 m2 of
solar panels for a maximum output of 2 kW [19]. The variability of renew-
able sources are illustrated in Figure 1.1. The data is from two specific days;
however, it illustrates the general trends. Wind energy generation does not
have a specific shape but solar energy generation has a bell shaped trend,
with the smoothness and amplitude varying across the days and seasons.
Figure 1.1: Variability in renewable electricity generation
Wind energy is generally more unpredictable than solar energy. The amplitude of the solar
energy generation varies but the coarse bell shape is persistent.
The volatility or the variability in wind and solar energy sources, can be
addressed by Pumped-Storage Hydroelectric systems, large and distributed
installations of battery banks, and compressed air energy systems. Of the
large scale storage systems, Pumped-Storage Hydroelectricity is the most
efficient, at the moment. The efficiency is known to be in the range of
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70-85% [20]. At present, in the U.S., the total power generation capacity of
Pumped Storage systems is about 25 GW [20], with average facility capacity
of 1 GW [20]. In this pumped-storage system, two reservoirs are naturally
or artificially built in close proximity but at different elevations. During off
peak hours, excess energy generated is used to pump water from the reser-
voir at lower level into the reservoir at the higher level. During peak demand
or when there isn’t enough supply of wind or solar energy, the water from
the upper reservoir is let through the turbines, into the lower reservoir at
varying volumes, generating the needed electricity. It may not be feasible in
locations without access to a large water resource. In areas without access
to the needed natural resources, a large distributed energy storage system
comprising of batteries can be used. For instance, a trailer load of batteries
will be necessary to store about 1 MWh of energy [20], which may be suffi-
cient for a charging station. Nonetheless, there is significant research taking
place in the domain of batteries. Compressed Air Energy Systems are not as
feasible because they require natural cave formations underground and they
have a low efficiency of about 66% [20].
As of January 2013, the installed capacity of Wind and Solar systems in
the U.S. are 98.56 GW and 4.44 GW [21]. In addition, they are 5.17% and
0.38% of the total energy generation capacity respectively [21]. Globally,
as of 2011, the installed energy generating capacities for wind and solar
were 239 GW and 73 GW. On a more local scale, New York is known to
have 1-4% of its electricity come from non-hydroelectric renewable energy.
Nonetheless, the number of installations and amount of generation are pro-
jected to grow significantly and rapidly [22].
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1.2 Historical Review
1.2.1 Impact of EVs on the grid
Figure 1.2: Typical residential home load profile in Southern California with superimposed
PHEV charging load [1]
During a PEV’s charging time with a 1.4 kW charger, an average household electric load
is doubled. It was also noted that, fast chargers, at 6.6 kW or higher, will significantly alter
the load pattern of the consumer.
Since EVs have a high energy capacity, their mass deployment will have a
significant impact on the power grid. As previously mentioned in Chapter
1.1, charging an EV overnight requires the same amount of power as that of
an average small home and charging an EV with a 10 minute quick charge
creates an equivalent impact of 140 homes [8]. In addition, EV penetration
in the distribution power system was simulated with German conditions. It
is estimated that electric vehicles will account for 4% of annual electricity
consumption in 2020, and also that they will account for 8% of peak power
demand [23]. Also, charging of PEVs with AC Level 2 charging stations
were observed in simulation to significantly wear out transformers, com-
pared to a AC Level 1 charging stations [9]. Nonetheless, there are many
studies [24, 25, 1, 9, 26, 27, 28, 29] proposing various opportunistic charg-
ing schemes, but those methods are not self-sufficient. Some of the proposed
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methods include utilization of off-peak and idle-generation for EV charging,
demand response or retail ratemaking, and demand-side management. De-
mand response was explained as influencing the moment of charging in re-
sponse to pricing signals [27]. Retail ratemaking, explained by [25], seems
to be synonymous with demand response. In both policies, the pricing of
electricity was suggested to be used, to encourage charging of the EVs when
the grid is not constrained. Demand-side management was explained as an
active management of electricity demand, to prevent overloading of the grid
[27]. An example implementation of demand side management was sim-
ulated, assuming a small scale PHEV penetration [30]. It indicated that
even a small scale PHEV penetration into a residential distribution network
will create new significant peaks in the distribution transformer, resulting in
decrease in transformer operating efficiency and overloading of the trans-
formers. Simulating demand side management using automated metering
interface and predetermined load information, it was observed that the elec-
tricity demand peaks can be removed. In this small scale penetration sim-
ulation, PHEVs’ charging supply was controlled to charge only when the
measured load is less than predetermined peak load. One caveat was that
large scale demand was not simulated. Similarly, it was mentioned that uti-
lizing off peak and idle generation charging scheme works with the current
demand and low number of EVs [29]. However, as EV adoption rates in-
crease, managing the charging patterns may become increasingly difficult
and there could be significant increase in utility requirements and costs.
With smart grid applications, energy cost savings could be delivered to con-
sumers, along with the benefits of reduced green house gas emissions and
less environmental impact [29].
On the other hand, having additional EVs on the grid along with Vehicle-
to-grid can provide utility and cost benefits to both consumers and utilities.
EVs can act as a distributed energy storage source supporting the grid dur-
ing electricity demand swings [29]. In addition, consumer behavior could
be altered by providing incentives to encouraged dynamic charging [29].
Also, the effects on the grid depend on many factors such as power level,
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timing and duration of the EV’s connection to the grid, and the user behav-
ior, etc. For instance, [25] mentioned that a joint study by Electric Power
Research Institute and Natural Resources Defense Council assumed 74%
of PEV charging will take place off peak and the resulting estimated net
increase in peak power demand for state of New York was 900 MW. Adop-
tion of EVs is believed to create a transformative impact on the electric grid
and each individual EV is estimated to create additional load on an electric
grid of the same order of magnitude as that of an average home [7]. The
problems anticipated through addition of these EV loads to the grid include
power quality problems such as momentary voltage drops. Uncoordinated
charging of EVs on large scale may result in poor electric energy distribu-
tion. Thus, integrating charging of PEVs into the smart grid via data and
signal processing is deemed necessary [7].
1.2.2 Markov chain model
The two main processes that determine the electric power that can be ob-
tained from a wind turbine are the wind speed and the conversion at the tur-
bine of the kinetic energy in the wind speed into electric energy. Because of
its importance in weather and climate prediction, there exists a large body of
research aimed at modeling wind. The work in [31] statistically confirmed
the use of the first order Markov chain model to characterize the wind speed
into different states (0 - 2 mph, 2 - 4 mph, etc) and, further, applied the
model to the accurate synthetic generation of wind speed. Another recent
work addressing the modeling of wind speed is [32], where a method to
forecast wind speed on an hourly basis is presented that uses a two-step
methodology based on a Bayesian combination algorithm, and three neural
network models.
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Figure 1.3: Fuhrlander FL-250 Wind Turbine Power Profile [2]
Our work is concerned with the prediction of electric power output as op-
posed to the forecasted wind output state. It was discussed in [33] that the
electric power output can also be represented with a first order Markov chain
model. This is because the electric power output is related to wind speed
through a non-linear function characterizing the wind turbine (e.g. Figure
1.3). The work in [33] studied this function and modeled the conversion
of wind speed to electric power for different types of wind turbines. These
results had been applied in the literature to generate synthetic time series of
electric power from wind turbines. In particular, the work in [34] combined
the first order Markov chain model for wind speed and wind turbines mod-
els to generate synthetic data of wind power generation. A similar approach,
based on the first order Markov chain model was used in [35] to generate
the synthetic electric power data with the intermittent characteristic typical
of using renewable sources (wind and others). The utilization of a basic first
order discrete Markov chain model results in fixed state transition proba-
bility matrices. However, if the wind speed data is generated synthetically
or randomly, the Bayesian Inference of Transition Matrix methodology de-
scribed in [36] produces better results, when verified using a 95% credible
interval. A 95% credible interval was described as the interval between the
2.5% and 97.5% percentiles of the posterior distribution of a random vari-
able. The basic Markov model only considers the aleatory uncertainty (also
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known as statistical uncertainty), whereas the Bayesian method considers
the aleatory uncertainty from the random number generation as well as the
epistemic uncertainty (also known as systematic uncertainty) of estimated
transition probabilities. This method is intended for applications of wind
farm reliability analysis, but some of its principles may be applied to wind
energy forecasts and smart grid applications.
1.3 Thesis Contribution
Figure 1.4: Envisioned System Integration of Energy Supply and Demand Forecast
As previously mentioned in Section 1.1 (Background), we envision a con-
venient charging model in the future, in which consumers will be able to
charge quickly, wherever and whenever, similar to out present gas refueling
model. As discussed in Section 1.2.1 (Impact of EVs on the grid), there
are many proposed opportunistic schemes for a smart grid; However, we
believe that these schemes are not sufficient. Our primary motivation is to
contribute components to smart grid applications, so that we are one step
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closer to having an ideal smart grid that can handle the influx of electric
vehicles as well as support the convenient charging model. The specific
components that we contribute are the next three chapters of this thesis. The
way that these components fit into the smart grid realm is loosely illustrated
by the envisioned system integration shown in Figure 1.4. Their purposes
are concisely explained in this section.
The first component, the Energy Supply Forecast Model can be visual-
ized as a continually updated data provider for the energy delivery network
that supplies renewable energy forecast data. It is based off of a first order
Markov Chain model and NOAA weather forecast, and the model is further
explained in detail, in its own chapter (Chapter 2). An example scenario
is in which this model is useful is as follows. The “Control center” can
mandate prices such that the utility prices are inversely proportional to the
availability of renewable energy supply. This will incentivize PEV own-
ers to charge at least peak times, improving overall grid stability. Equally
as important is that the off grid local charging stations based on renewable
sources of energy [7] can use the forecast, to determine the amount of charge
needed to maintain the batteries at a charging station. If the forecast is not
very favorable, the charging stations can charge their battery bank from the
conventional grid during non peak times. This process will help with pre-
vent sudden voltage drops on the conventional grid, as the charging stations
will be able to provide electricity to PEVs at high power, during peak times,
without affecting the conventional grid. This model is shown as the top
left block labeled “Continually updated Energy Supply Forecast Model”.
To note, only the wind forecast model was developed. The solar forecast
model could not be developed due to delays in installation of the resources,
at the Golisano Institute for Sustainability.
The second component is an offline model to forecast energy demand
caused by PEVs in the future. At some point in the future, the model can be
further developed so that it provides live demand forecast to the grid oper-
ators and the operators can plan routing dynamics of the energy flow, but it
will require some form of information sharing from the PEVs. At that time,
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this component will represent the “Energy Demand Forecast” and “Charge
Depletion Reporting” in Figure 1.4. At present, the model reports charge
depletion with offline information, and also provides a way to visually ob-
serve the energy demand from different regions of an area, at different times
of the day, in the year 2020. The model estimates the number of PEVs and
hourly traffic on the road, and the energy a PEV consumes in different route
profiles, to forecast the energy demand from PEVs, in different regions of
the chosen area. Utility companies can use the data to improve the trans-
formers in the regions with higher anticipated demand prior to improving
regions with lesser anticipated demand. The energy demand forecast is also
useful to the smart grid operators, who can dynamically route energy to the
regions in high demand. Lastly, it will help determine how many charging
stations to put in various regions, and at what capacity, in terms of power
output and energy storage.
The third component loosely falls into both, the “Control Center” in Fig-
ure 1.4, and outside of the whole system integration. It suggests a way to
use minimal number of renewable resources and also proposes to store en-
ergy during non peak hours, and release it during peak hours, proportional
to the anticipated demand at that hour. The control center can perform the
anticipated demand calculations for various regions of the grid and pro-
vide optimal hourly energy release timing information to the corresponding
charging stations. This will help reduce peak demand, which the current
grid may not be able to support, if it is beyond additional 8% [23].
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Chapter 2
Renewable Energy Supply Forecast Model
2.1 Overview
Smart Grid-related techniques address the issues arising from climate change
and the dependence on the use of unsustainable energy sources and other
resources. One of these techniques is the increased use of electric energy
obtained from renewable sources, such as solar radiation or wind. Yet, the
effective use of renewable source of energy presents the challenge that they
are typically intermittent with varied degrees of randomness.
The intermittent and random characteristics of renewable sources limit
their applicability. For applications where the renewable generation is inte-
grated into regional or national grids, the variability in power generation can
be absorbed with power generation from traditional non-renewable sources.
Also, the availability of power over a large region from many sources tends
to absorb some of the intermittency and randomness into values close to an
average. In addition, to manage this type of application it suffices to have
estimates of the power generation with resolutions ranging from weeks to
days. At the same time, there is a significant push for other electric grid ar-
chitectures and applications that will require estimates of power output with
an hourly resolution for their better management. One example of a new
architecture is the paradigm of a “microgrid”, [37], which is based on the
use of distributed power generation systems placed close to their loads (e.g.
a neighborhood, an industrial park, etc.). One example of an application,
that shares our motivation, is the deployment of fast charging stations for
electric vehicles, which are primarily powered from renewable sources, [7].
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Due to the presence of a large variability factor in renewable energy,
we have a need to forecast the energy output to effectively make use of
fast charging stations powered from renewable sources. In this Chapter, we
present a novel method for the prediction of electric power that can be ob-
tained on an hourly basis from a wind turbine. The method is based on mod-
eling the time evolution of the wind electric power output as a Markov chain
and uses as input parameter the wind speed forecasted a day in advance.
The novelty of the method is based on producing estimates of wind electric
power output with a much finer resolution, on an hourly basis, than other
prediction methods. The proposed method provides also finer resolution
in the estimate of power output, as other works have focused on obtaining
predictions in the order of Mega Watts, applicable for large wind power gen-
eration and regional distribution systems. The method is also novel in using
short-term weather forecast instead of long-term climate forecast. Also, the
method goes beyond the prediction of wind speed, as it also incorporates the
dynamics of the turbine that converts wind speed into electric power. The
method was implemented and evaluated using forecast data from the US
National Oceanic and Atmospheric Administration (NOAA) and generation
data from a 250 kW wind turbine operated in Harbec, a plastic molding fac-
tory in the vicinity of Rochester, New York. NOAA was chosen for weather
forecasts as it provided wind forecasts at the desired hourly resolution. The
wind power output data was used from Harbec, as they provided open ac-
cess to their wind turbine data with a resolution of 10 minutes.
Absence of Solar Energy Forecast Model
Initially, forecast models for both solar and wind sources energy were
planned to be developed. The data for a Solar Panel installation was an-
ticipated to be acquired from Golisano Institute for Sustainability at RIT.
However, due to the delay in installation and setup of the solar panel equip-
ment at the institute, a solar energy forecast model could not be incorporated
or developed in time.
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2.2 Wind energy forecast model based on first order Markov
chain
Following [33] and [34], it was assumed that the wind power stochastic pro-
cess follows a first order Markov chain model. In this model, the electric
power from wind is partitioned into equal length intervals. Each of these
intervals corresponds to a state of the Markov chain. When considering the
weather-related variability of wind speed over time intervals in the order of
one hour or less, the state transition probabilities and the state probabilities
in the Markov chain change based on the wind conditions. For example, for
intervals when the wind speed is small, it is to expect that the probability of
states corresponding to low generated electric power will be large, the prob-
ability of states corresponding to high generated electric power will be small
and the state transition probabilities to high wind power states will be small.
Conversely, for intervals when the wind speed is large, it is to expect that
the probability of states corresponding to low generated electric power will
be small, the probability of states corresponding to high generated electric
power will be large and the state transition probabilities to high wind power
states will be large. In the proposed prediction method, the forecasted wind
speed is divided into a discrete number of intervals, each covering a range
of wind speeds. It is assumed that for each interval of forecasted wind speed
there is a different set of statistics, i.e. state transition and state probabilities,
characterizing the Markov chain.
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Figure 2.1: Wind Energy Forecast Methodology
With these considerations in mind, the prediction method is outlined in
Figure 2.1. The method utilizes training data measuring the electric power
output from a wind turbine measured at ten minutes intervals. The data is
separated and classified into groups. The data in each group corresponds to
time periods for which the forecasted wind speed is the same. For example,
if it is decided on a forecasted wind speed resolution of 2 mph, one group
of data will contain all the wind turbine output data for measuring times
with forecasted wind speed between 0 and 1.99 mph, a second group will
contain all the wind turbine output data for times with forecasted wind speed
between 2 and 3.99 mph, etc. The data in each group is used to estimate the
state transition probabilities for the Markov chain associated with the group
and, by extension, the forecasted wind speed that defined the data group. As
customary with Markov chains, the state transition probabilities are jointly
represented in a state transition matrix, which we denote as P(g), and where
g is the index to the group corresponding with a range of forecasted wind















where n(g)ij is the count of transitions from wind power state i to state j
encountered in the data for the group g, and N is the number of states in the
Markov chain. A visualization of this technique is shown in Figure 2.2.
Figure 2.2: Mathematical view of the Energy Forecast Model
2.3 Steady state probabilities
After the state transition matrices are computed, it is necessary to compute
the steady state probabilities, as the collection of steady state vectors for
different wind groups provides a lookup mechanism to forecast energy out-
put. From each of the state transition matrices, it is possible to compute the
steady state probabilities for the states in the wind power Markov chain by
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i = 1, (2.2)
where π(g) is the vector of steady state probabilities (stationary state pmf)
for the wind power Markov chain associated with forecasted wind speed in
the gth. range of values and with elements π(g)i , i = 0, 1, . . . , N − 1.
2.4 Forecasting electric power from steady state probabil-
ities
Once the collection of steady state vectors for various wind speed ranges
are established, the prediction of electric power output is calculated by us-
ing as input, the forecasted wind speed at an hour of interest for the next
day. The forecasted wind speed is used to select the corresponding wind
power Markov chain statistics or the corresponding steady state vector. The







where Ŵ is the forecasted power output, Wk is the mid-point value of the
range of wind power values associated with state k, g is the index of the
wind speed range the input wind speed falls in.
2.5 Results
The proposed prediction method was evaluated using electric power genera-
tion data from a Fuhrlander FL 250 wind turbine located in a plastic molding
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factory in the vicinity of Rochester, New York, and with a maximum gen-
eration capacity of 250 kW. The time resolution of this data is 10 minutes.
The turbine is used in a microgrid application to power the plastic molding
factory. The forecast data was obtained daily from the standard information
provided by the USA National Oceanic and Atmospheric Administration
(NOAA) [39]. The time resolution of the forecast data is 1 hour. Wind
forecast data for the city of Rochester, NY was recorded for the months of
April and May 2012. Similarly, the wind turbine power output data was also
captured for the same timeframe. Part of the data, the first 75%, or April
14 to May 15, was used as training data to build the model. Then, the rest
of the data, 25%, or May 16 to May 21, was used to test the validity of the
technique. The discrete algorithm can be seen in Figure 2.1. The process
of the algorithm illustrates this procedure in a sample run of the algorithm
shown in Figure 2.3. The configuration or results from each individual steps
of the technique are further explained in the following subsections.
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Figure 2.3: Wind Energy Forecast - Sample Algorithm Run
A sample run of the algorithm as described in Figure 2.1, is shown here. In the sample, the
extremely low resolutions (Power state resolution: 60 kW and wind group Resolution: 25
mph) were chosen only for ease of illustration, as they produce a smaller output,
displayable here.
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2.5.1 Markov chain model configuration
The theoretical maximum output of the FL-250 Wind Turbine is 250 kW,
but 300 kW has more factors and lets us divide it evenly with more integers
for experimentation. So, the power range was selected to be 0 - 300 kW.
For wind speed range, the maximum wind speed observed in the data set
was 30 mph. However, on the possibility that a new data set might have a
wind speed higher than 30 mph, a reasonable assumption was made that the
wind speeds in a new data set may not be above 50 mph. Therefore, the
wind speed range was selected to be 0 - 50 mph. Following the first order
Markov chain technique explained in section 2.2, the power states for the
Markov state transition matrix were made to have a resolution or intervals
of 1kW and the forecastable wind speeds were divided into groups with the
resolution of 2 mph. Various combinations of power state resolution and
wind group resolution were experimented with, but resolutions 1 kW and
2 mph yielded the best results and therefore selected for reporting. These
resolutions were considered most favorable as determined by the CDF anal-
ysis. The CDF analysis at different resolutions can be seen in Figure 2.4.
The analysis is further explained in Section 2.5.3.
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Figure 2.4: CDF of results at different resolutions
With 1 kW resolution for power states, there were 300 power states in
the Markov chain; since the resolution was picked to be 2 mph, there were
25 groups or first order Markov transition matrices matrices. From these
transition-count matrices, the probability matrices for each wind group were







). Once the probability
matrices were calculated, steady state vectors for each wind group were
computed.
2.5.2 Numerical computation of steady state vectors
Algorithmically, π(g) is the state probability vector after a number of tran-
sitions approaching infinity: π(g) = [P(g)]kπ(g)0 for k → ∞ and π
(g)
0 being
a vector of initial stationary state pmf. The computation can be solved by
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raising P(g) to a power k sufficiently large [40]. It was computed numeri-
cally instead of solving system of equations as the computation time with
a current CPU was very insignificant, and k = 1000 was used to achieve a
minimum 4 decimal precision. The precision of 4 decimals was desired as
we did not want to risk zeroing of the low frequency transitions. The preci-
sion was verified by using the values k = 1000 and k = 1001 and verifying
that the results were same upto 4 decimal places. Once a steady state vector
was generated for each wind group, the collection of them together repre-
sents the steady state state lookup matrix, each row representing the steady
state probabilities for the corresponding wind group. In essence, there were
25 rows, representing 25 wind groups of 2 mph, and there were 300 columns
representing 300 power states of 1kW each and this set of lookup vectors
was used to predict the electric power.
2.5.3 Evaluating the accuracy of the Energy Forecast Model
Weather or wind forecast data from May 16, 2012 to May 21, 2012 was
used in the energy forecast model to get power forecast for each hour of the
next day. Given an input wind speed, the power forecast was obtained by
looking up the corresponding steady state vector in the steady state vector




k ) to get an estimated
power in kW. The accuracy of the prediction was evaluated using the Cu-
mulative Distribution Function to measure prediction error; prediction error
was defined as the difference between average measured power output of
the turbine for the hour and the predicted power output for the same time
frame. The error analysis for some of the resolution choices are shown in
Figure 2.4. The power state and wind speed resolutions of 1 kW and 2
mph yielded the best results, as that combination had least amount of error.
The resolution combination was analyzed individually, and the result can be
observed more clearly in Figure 2.5. It shows that 80% of the predictions
were within±5 kW of error and 40% of the predictions were within±1 kW
of error. The error was considered reasonable as the charging stations will
need to maintain charge in the order of several hundred kWh to support fast
charging of multiple PEVs.
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80 % of prediction error 
between ± 5 kW
40 % of
prediction error
between ± 1 kW
Figure 2.5: Cumulative Distribution Function for the prediction error
For errors larger in magnitude than 1 kW, we observe that there is an ap-
proximately 20 % probability for over-prediction and 40 % probability for
under-prediction. The difference is due to the inaccuracies in the complete
estimation system, such as those from NOAA’s wind speed forecast. Never-
theless, a case of under-prediction is preferable to over-prediction, since this




Energy Demand Forecast from PEVs
3.1 Overview
Figure 3.1: Area of Interest: Greater Rochester
The area considered for this research is bounded within latitudes of 42.885021
and 43.337165, and longitudes of -77.976837 and -77.277832, as shown in
Figure 3.1. At present, the market share of electric vehicles is very low (less
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than 0.1% [12]), especially when car sales from last 20+ years are consid-
ered; such low number of PEVs do not pose a significant load on the grid.
However, their market share is growing rapidly and we need to understand
the scale of demand they will put on the grid in the future, so that the nec-
essary steps can be taken to ensure that our grid will be ready to handle
the load. This component of the research aims at providing the methodol-
ogy to anticipate energy demand that will be created by PEVs in 2020, at
various times of the day, in different regions of an area of interest. This
information is envisioned to be useful to the local renewable charging sta-
tions can use Energy Demand forecast along with information from Energy
Supply Forecast model to anticipate net energy supply, and use the conven-
tional grid to charge their battery banks from the conventional grid to the
needed capacity. Also, they can plan their day ahead, to release the stored
energy, proportionally to the anticipated electricity demand, so that the peak
demand on conventional grid is mitigated. The energy demand forecast is
also useful to the smart grid operators, who can dynamically route energy to
the regions in high demand. It can be used along side some of the proposed
solutions from Historical Review, such as demand-side management (active
management of electricity demand) [27] and ratemaking [25]. To achieve
a reasonable estimation of the anticipated demand, we need to estimate the
number of PEVs in service, how much traffic there will be at different times
of the day, how much energy a PEV consumes in different route profiles, etc.
Each of the estimations are discussed in the following sections individually.
The area of interest considered in this case study is the Greater Rochester
Area of New York.
3.2 Estimating number of PEVs on the road in 2020
In the area considered, the data from census tracts was used to estimate the
population of 858,844 [41]. The number of cars per 1000 in New York state
is estimated to be around 570 [42]. Using this information and the popula-
tion, the number of cars in the area of interest is estimated to be 500,000.
Within those cars, the cars of age 9 years or younger is approximately 61%
[3], as shown in Figure 3.2, equaling about 300,000 cars.
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Figure 3.2: Household Vehicle Age Distribution [3]
According to Goldman Sachs, PEVs sales contribute about 4% of all
vehicle sales in 2020 and it is estimated to be 3.7 million vehicles [43].
In addition, Pike research suggests that US will occupy about 26% of the
global PEV market [44]. Inferring from the two sources, 26% of the 4%
global PEV sales equals 0.95 million PEVs. The annual US PEV market-
share in 2020 is estimated to be around 7% considering an average of 13
million vehicles sold in a year. Table 3.1 displays actual PEV sales for last
3 few years and the projected estimated sales upto 2020. The sales data was
acquired from Electric Drive Transportation Association [12]. The growth
in PEV sales could follow a linear, exponential or logarithmic model and
it would mainly depend on the technological advances, policy changes etc.
For simplicity, linear growth was assumed, to estimate the market share of
PEVs in the year 2020. The assumed growth model seemed reasonable, as
the growth of PHEVs, similar class of vehicles, was also modeled linearly
[45]. The assumed model for PEVs can be seen in Figure 3.3.
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Table 3.1: Electric vehicle sales projection
Year PEVs Total Vehicles % Market share Notes
2010 345 965731 0.036 Dec only
2011 17735 12734356 0.139
2012 52835 14439684 0.366
2013 17413 3674935 0.474 Jan - Mar
2014 191700 13500000 1.420 Estimated
2015 319950 13500000 2.370 Estimated
2016 448200 13500000 3.320 Estimated
2017 575100 13500000 4.260 Estimated
2018 703350 13500000 5.210 Estimated
2019 831600 13500000 6.160 Estimated
2020 959850 13500000 7.110 Estimated
Avg % market share 2012-2020 3.41
Figure 3.3: Plug-in EV Sales Growth Assumption
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Using this estimation, the sales percentages from 2012 to 2020 were av-
eraged and the percentage of PEVs is estimated to be about 3.4% of the cars
9 years or younger in 2020. Using the information from car age distribution
chart [3], the number of PEVs in the Greater Rochester Area is estimated
to be around 10,000 cars. With almost every car manufacturer introducing
a PEV in the coming years, this seems to be a very reasonable assumption
[46].
3.3 Estimating hourly traffic profile for Greater Rochester
Area
Figure 3.4: Rochester Urban Area [4]
To estimate the number of vehicles on the road by the hour of a day,
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statistics from Illinois traffic profile were considered [47]. As the area of in-
terest, shown in Fig 3.1 significantly overlaps the urban area, shown in Fig
3.4 as considered by the Census bureau [4], the traffic patterns of a Illinois
Downstate urban area were used.
Figure 3.5: Estimated hourly traffic profiles for Greater Rochester Area
The Illinois DOT provided percent daily traffic statistics for interstate and
non-interstate. However, the percent of daily traffic, or in common words,
the busyness of the roads at different hours, on both interstate and non-
interstate was perceived to be approximately the same. Since the Greater
Rochester Area contains both interstate and non-interstate roads, the statis-
tics at each hour were averaged as shown in Table 3.2, to get a single set
of statistics for the entire area. However, no data or methodology could
be found, to correlate the percent of daily traffic with the percentage of all
cars in the area being on the road during the corresponding hour. Due to
the lack of statistics, a reasonable assumption had to be made. Considering
that a significant workforce leaves work at between 4PM - 5PM, and along
with the residual traffic on the road, a peak traffic of 7.95% between 4PM -
5PM was correlated to be 40% of the driving population, a significant mi-
nority. The estimated percent daily traffic profile based on ILDOT statistics
and correlated percent of driving population at each hour are displayed in
Figure 3.5. The percent of driving population on the road at each hour was
estimated using this relationship N̂h =
P̂dp
100 ∗ M̂ , where N̂h is the estimated
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number of PEVs on the road at hour index h, P̂dp is the percent of driving
population at hour index h, and M̂ is the estimated total number of PEVs in
the area (10,000 in this case study).


















0 0.8 1.2 1 5 500
1 0.6 1 0.8 4 400
2 0.4 0.9 0.65 3.25 325
3 0.5 1 0.75 3.75 375
4 0.8 1.3 1.05 5.25 525
5 1.8 2.8 2.3 11.5 1150
6 3.7 4.5 4.1 20.5 2050
7 5.4 5.9 5.65 28.25 2825
8 5.3 5.3 5.3 26.5 2650
9 5.3 5 5.15 25.75 2575
10 5.7 5.3 5.5 27.5 2750
11 6.6 5.5 6.05 30.25 3025
12 7 5.9 6.45 32.25 3225
13 6.8 6.1 6.45 32.25 3225
14 7.1 6.4 6.75 33.75 3375
15 7.8 7.3 7.55 37.75 3775
16 8.1 7.8 7.95 39.75 3975
17 7.3 7.3 7.3 36.5 3650
18 5.5 5.4 5.45 27.25 2725
19 4.1 4 4.05 20.25 2025
20 3.4 3.3 3.35 16.75 1675
21 2.8 2.8 2.8 14 1400
22 2 2.2 2.1 10.5 1050
23 1.2 1.8 1.5 7.5 750
Total 100 100 100
*Assuming peak 7.95% of daily traffic at 4-5pm = 40% of driving population
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3.4 Energy profile of a Plug-in Electric Vehicle
















- M is the mass of the vehicle in kg
- V is the speed of the vehicle in m/s
- g = 9,81 m/s2 is the gravity constant
- ρa = 1,205 Kg/m3 is the air density
- CD is the aerodynamic drag coefficient
- Af is the front area of the vehicle in m2
- δ is the rotational inertia factor
- dVdt the acceleration in m/s
2
- i is the spatial gradient of the road, equal to 0 for the standard city cycle.
Another source [49] expressed the energy required by a vehicle to travel
certain distance as follows:








- Cd is the aerodynamic drag coefficient
- ρair is the air density
- Acar is the front area of the vehicle
- v is the velocity of the vehicle
- Ee is the engine efficiency
- d is the distance traveled
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While an analytical method can be used, both relationships provided re-
sults, in magnitudes different than the range estimates provided by a manu-
facturer (Chevrolet), possibly due to our inaccurate assumptions of unavail-
able parameter information. However, since we had access to a 2013 Chevy
Volt and it is the most popular PEV in United States at present, we con-
sidered the use of experimental data obtained from it. Kilowatt usage was
recorded while the vehicle was traveling different speeds and the experi-
ment provided more reasonable results. For example, it can be observed
from Figure 3.6, that at 50 mph, the vehicle uses close to 16 kWh of charge
to travel 50 mi. This data seemed reasonably close to the official range of 38
mi, by USDOE [16] and was chosen to model the charge depletion profile
of a PEV. In addition, the energy lost in acceleration was approximated to
equal to energy gained through regenerative braking. Therefore, the energy
transfers were ignored and the power model obtained through experimental
data along with the relationship
Energy = Power × Time
were used to calculate the energy required by a PEV to travel a certain dis-
tance, at a certain speed, in a certain time.
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Figure 3.6: Chevy Volt Power Profile
The power profile of the 2013 Chevy Volt used is shown in Figure 3.6,
and the corresponding data is presented in table 3.3. From this data, the
relationship between speed of the vehicle and the power consumed by the
vehicle is modeled by this relationship
p(s) =
{
0.1s+ 0.5, s < 25
0.45s− 8.22, s ≥ 25
(3.1)
where p(s) is the instantaneous Power consumption in kW and s is the speed
of the vehicle in mph.
3.4.1 Estimating energy consumption of a PEV in a route
When a route is considered, there are many sections in it, and each section
has a varying speed limit. Considering the speed in each section while cal-
culating energy consumption was deemed to be more accurate, as it accounts
for different power consumption and different speeds. If the average speed
based on total route distance and route time is considered, the variability in
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Table 3.3: Chevy Volt Power Profile
Speed (mph) Power consumption (kW) Measurement location
0 0.5 RIT campus
25 3 RIT campus
30 5 RIT campus
35 7 Scottsville Road
40 10 Scottsville Road
45 12 Scottsville Road
50 14 Scottsville Road
60 18 390N
65 21 390N
power consumption rate along the route is lost. Therefore, the energy con-
sumed was calculated for each section and summed to get the total energy
depletion for the route. It is expressed by the following relationship:






Er is energy consumed during the route
El is energy consumed during a leg of the route
P (sl) is the average power consumption during the route, given by equation
(3.1)
Dl is the time duration of the section
3.5 Forecasting the macro energy demand from Plug-in
Electric Vehicles
A number of routes take place in the greater Rochester area, at each hour, by
the plug-in electric vehicles. The specific number at each hour is estimated
as described in Section 3.3 (Estimating hourly traffic profile for Greater
Rochester Area).
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Figure 3.7: A sample route
The dots indicate waypoints of the route, and the colors indicate the cumulative amount of
energy depleted at that waypoint.
The energy consumption for each of the routes is modeled as described in
Section 3.4.1 (Estimating energy consumption of a PEV in a route). For vi-
sualization, a sample route is shown in Figure 3.7. The color of the waypoint
represents the kWh depletion/energy consumption as time and distance in-
crease. Figure 3.8 shows 2000 routes that were analyzed.
To see the macro energy demand visually, we need to divide the area
of interest into smaller regions. Therefore, Greater Rochester Area was di-
vided into smaller “tracts.” In this thesis, a tract refers to a census tract or a
geographic area, and not a path as one may commonly interpret. The area
of interest was divided into tracts, instead of any other form of division,
due to the availability of shape and population information. A key decision
made here was that the depletion of the PEV’s energy is imposed on the
grid within the hour, when the route ends. This assumption reflects our vi-
sion that consumers will want a convenient charging model similar to our
present gas refueling model. To estimate the macro energy demand caused
by PEVs, we simulate driving routes across the Greater Rochester Area, at
each hour of the day. Each route has a origin, some way points and a des-
tination, as shown in Figure 3.7. After the routes are simulated, the energy
consumption or “kWh depletion” of each tract is calculated by summing the
“kWh depletion” from all the routes that end in that tract. This calculation
is represented in Equation 3.3 as Et =
∑
Ert. The kWh depletion in the
all tracts considered together lets us estimate the PEV energy demand in the
Greater Rochester Area. The energy demand of each tract and the Greater
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Figure 3.8: 2000 Sample Routes
The dots indicate waypoints of various routes, and the colors indicate the cumulative
amount of energy depleted at that waypoint.








where Ert is the energy consumption of a route in a tract, in a particular
hour, Et is the energy depletion/consumption in that tract, in that particular
hour, and Egr is the total energy demand in Greater Rochester Area in the
same hour.
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3.5.1 Generating Origins and Destinations
As previously described in Section 3.5, the Greater Rochester Area was
divided into census tracts, using New York State census tract shape infor-
mation [41]. At the same time, 20,000 uniformly distributed geographic
coordinates within the bounds of the area of interest (Figure 3.1) were gen-
erated using a random distribution function, reasonably hoping to have at
least one location fall under each census tract. Once a set of coordinates
that belong to each tract was established, a weighted random function with
the weight being population density was used to generate the origins and
destinations. In this population density distributed function, the probability
of a tract being selected is proportional to the 2010 Census population of
the tract. Once a tract is selected, uniform random distribution function was
used to select one of the geographic coordinates belonging to the tract. The








RTk+1 = RTk +
PTk
PGROC
kT = UR[0, 1.00]
lkT = UR[1, NlKT ]
(3.4)
where
NT is the number of tracts in Greater Rochester Area
RTk is the population percent of tract k in Greater Rochester Area
PTk is the population of tract k
PGROC is the population of Greater Rochester Area
UR is a uniform distribution random function
kT is the selected tract from Greater Rochester Area
NlKT is the number of available locations in tract k
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lkT is the selected location in tract K
3.5.2 Generating Routes
Google Directions API was used to get the route info between origins and
destinations. The route profile includes, sections of the trip, each section
representing the road between two turns, including the start and end of the
route. Each section information includes the distance covered by the section
and the estimated time it takes to complete the section. Information from
the individual sections was used to better estimate the energy consumption
in a route, as explained in detail in Section 3.4.1 (Estimating energy con-
sumption of a PEV in a route).
3.5.3 Simulating Macro Energy demand
Using the number of the routes at each hour estimated in Section 3.3 (Esti-
mating hourly traffic profile for Greater Rochester Area), power demand
was estimated for each tract for each hour of the day. For each origin
and destination combination, while the routes are generated, the cumulative
charge depletion was calculated. The charge depletion for each leg of the
route was computed by using Equation 3.1. Similarly, the cumulative charge
depletion was computed by using Equation 3.2. For every tract in the area of
interest, all the cumulative charge depletions were summed (Equation 3.3)
to represent the tract’s energy demand from PEVs at that hour. Similarly, the
demand from all the tracts summed together gives us an anticipated Energy
Demand caused by PEVs in the greater Rochester Area, in the year 2020.
3.6 Results
Anticipated macro energy demand at various hours of the day in 2020, of
the Greater Rochester Area, is visualized in Figure 3.9. Only a few sam-
ples were selected from the simulation procedure described in 3.5.3. The
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Figure 3.9: Energy Demand from PEVs at various times of the day
visualizations for the rest of the results are located in appendix B. The en-
ergy demand was categorized into 5 intervals, 0-25 kWh, 25-50 kWh, 50-75
kWh, 75-100 kWh and 100 kWh+. It shows the variation in energy demand
during a day at varying levels in different tracts of the area. Finer resolutions
for energy demand intervals can be chosen, but considering the uncertainty
in PEV sales and traffic on a particular day, the granularity of the legend
was believed to be sufficient. The raw data is available on the CD-ROM for
reclassification.
While observing the macro energy demand results, it hints the possibil-
ity that the larger tracts have larger energy demand simply because there
could be more number of people in that tract compared to a much smaller
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tract; however, there is another reasonable possibility. The people with ei-
ther origin or destination or both in larger tracts generally have to drive
farther distances than the people with both origin and destination in smaller
tracts based on the technique presented in Section 3.5. For instance, an ex-
ample to clarify this plausibility is that, considering a workplace to be the
origin and corresponding home to be the destination there is higher proba-
bility that the distance between home and work place in two small tracts is
smaller (because most of the small tracts are in center of the city) than the
distance between a home in a large tract and the corresponding workplace in
a small tract (because most of the large tracts are away from the center, away
from the small tracts), than the converse. The demand forecast can be nor-
malized to eliminate the population factor, but it was deemed unnecessary
because the energy demand per capita is not of importance to the charging
stations. The absolute energy demand is the parameter of importance to the
local charging stations, as it lets them anticipate demand and schedule the
charging of their battery banks. In addition, these results are also useful to
the smart grid operators, who can dynamically route energy to the regions
in high demand, as well as alleviate some demand by utilizing the demand
forecast to set ratemaking prices [25].
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Chapter 4
Renewable Energy Resource Estimation
4.1 Overview
Renewable energy is deemed necessary for many reasons. As previously
mentioned, some of the well known ones include energy security and in-
dependence, sustainability, lower long term energy costs and prevention
or mitigation of climate change. As the energy demand from PEVs was
forecasted for 2020, in the previous Chapter, it was desired to estimate the
amount and type of renewable sources that would be needed to offset or
mitigate the demand caused by PEVs. In this research, wind and solar re-
newable sources of energy were considered as they are widely available and
commonly deployed, and experimental data for an installation of each was
available.
4.2 Offshore Wind Energy in Greater Rochester Area
One of the factors to consider for wind energy is the wind speeds in the
area. As shown in Figure 4.1, the shores of Greater Rochester Area seem
to have access to average wind speeds of 7-9 m/s [5]. With these speeds, a
GE 1.6-82.5 Wind Turbine theoretically generates between 1.2-1.4MW and
a GE 1.5-77 Wind Turbine generates between 1-1.2MW of power [50]. In
addition, there are a wide range of wind turbines available ranging up to
7.5MW. However, in this research, only wind speeds over the land was con-
sidered due to the availability of experimental data.
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Figure 4.1: Average Wind Speed near Rochester [5]
4.3 Wind and Solar complementarity
An intuitive thought to consider is that stormy days are windy and cloudy
while days with clear skies are calmer. Therefore, having both solar and
wind power generation systems can complement each other to provide a
more consistent amount of supplemental renewable energy to the grid. In
addition, the characteristic can be applied through out the year. On average,
days in winter are more windy than the days in summer, and days in summer
have more sun due to the earth’s angle towards the sun. Using these princi-
ples, a practical implementation was developed by Southewst Windpower.
One of their products, the Skystream Hybrid 6 wind and solar system, aims
to supply consistent renewable energy throughout the year [51].
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Figure 4.2: Rochester,NY wind speeds
Using information from National Climate Data Center, NOAA [52], the
average wind speeds in Rochester, NY across the year were plotted as shown
in Figure 4.2, to realize the lower wind speeds during the summer months.
Figure 4.3: Rochester,NY Daylight hours and Solar flux [6]
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Similarly, the average daylight and the solar flux graphs were obtained
from [6], shown in Figure 4.3 to observe the inverse relationship to the wind
speeds. It essentially shows that, since there is higher solar energy in sum-
mer months when the wind speeds are lower on average, both renewable
sources of energy can potentially be used to complement each other to de-
liver electricity more consistently throughout the year.
4.4 Assumptions
The 2020 anticipated or assumed PEV energy demand, estimated from anal-
ysis in Chapter 3, that is desired to be met or mitigated, is illustrated by Fig-
ure 4.4. In Figure 4.4a, each tract’s energy profile of the day is displayed in
a stacked layout. The peak energy demand of all the 217 tracts considered
in this research, amounts to more than 10 MWh at the peak hours of 4 PM
and 5 PM. In Figure 4.4b, the same data is displayed as an accumulation
over the day.
(a) Hourly (b) Hourly Cumulative
Figure 4.4: Energy Demand at Each Hour
Each colored line in the above filmstrip represents a tract’s anticipated energy demand, in
the year 2020. The energy demand values of the tracts are stacked on each other, to
observe the energy demand of the entire Greater Rochester Area.
A 250 kW Wind Turbine and a 60kW Photovoltaic Array with efficiency
of 14% were considered as the base units for estimation of renewable re-
sources, as historical data was available for this equipment. The Wind Tur-
bine data, as previously mentioned in Chapter 2, was from a local plastic
molding factory. The Solar Energy data was obtained from an experiment
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at Baylor University [53]. The experimental solar data contained annual
maximum instantaneous power output of 153 watts per photovoltaic cell.
To approximate and envision a future solar panel installation, the roof area
(3630 sq ft ,W: 33 ft, L: 110 ft) of a nearby gas station (Hess at 222 Jef-
ferson Road, Rochester, NY) was considered. Using a solar panel power
estimator[19], it was estimated that 3000 sq ft or 375 panels of a generic
Polycrystalline solar panel model will generate approximately a maximum
of 62.6 kW. Therefore, we scaled the 153 watts maximum from the experi-
mental data, approximately by a factor of 392, to a 60 kW maximum output
of an envisioned future solar panel installation. In addition, underpredicting
the energy supply was favored over overpredicting it. For instance, larger,
taller and newer wind turbines than the one considered may provide more
energy with better reliability. Similarly, the solar panels will probably be-
come more efficient over the next few years as the current public policy
favors grants towards renewable energy research especially solar [54].
Wind and solar energy data from three overlapping days were used to
get a coarse estimation of the available renewable energy supply. The wind
power data from April 13, 14 and 15 of year 2012, from Rochester, NY and
the solar power data from April 13, 14 and 15 of year 2012 from Waco, TX
were used as they were the only available experimental data. The combined
power output is shown in Figure 4.5.
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Figure 4.5: Three day wind+solar energy output
The volatility of these resources can be seen, as the average hourly energy generated for
the three days were 20.4kWh, 15.9kWh and 7.1kWh.
4.5 Results
4.5.1 Configurations for resource evaluation
A few configurations of renewable resources were tested for three consecu-
tive days - Fixed number of wind and solar installations per tract, variable
number of wind and solar installations per tract based on the area of the
tract, and time delayed release of energy from the battery banks.
Fixed number of installations per tract
In the first method, fixed number of two and three wind and solar hybrid
installations per tract were evaluated. The results are shown in Figures 4.6a
and 4.6b. It was observed that two of each installations per tract is insuffi-
cient, while three of each installations per tract may be excessive, and excess
energy may be lost if excess supply accrued is magnitudes larger, as it is un-
reasonable to expect extremely large energy storage systems. However, in
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many cases, excess demand may also be be sold or credited to the conven-
tional grid in a policy commonly referred as net metering. As of 2010, net
metering was offered in 43 states in the U.S. [55]. In addition, the results
can be vastly different with wind and solar data from other days.
(a) 2 installations per tract (b) 3 installations per tract
Figure 4.6: Energy Supply - Depletion, cumulative 3 day tracking
Two installations of Wind and Solar energy sources seems to fall short of the demand on
low wind and sun days. Three installations per tract will require massive storage in terms
of battery banks. However, if net metering [55] is available and a renewable charging
station is connected to the conventional power grid, excess energy can be sold to the
convention grid.
Variable number of installations per tract
An alternate approach to increase grid stability and efficiency is to try to
mitigate the demand, instead of trying to meet the demand. In this approach,
the number of installations in a tract was chosen based on the area of the
tract. For tracts less than 10 sq mi, a single installation of wind turbine and
a solar installation was chosen for evaluation and for tracts greater than 10
sq mi, two installations of wind and solar were assumed. The results for this
approach are shown in Figure 4.7a.
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(a) Instantaneous Release of Energy (b) Time Delayed Release of Energy
Figure 4.7: Energy Supply - Depletion, variable number of installations
In this configuration, 1 or 2 installations were considered based on the area of the tract.
Figure 4.7a shows the cumulative net energy depletion that needs to be fullfilled by the
conventional grid. The demand is observed to be non-linear, with surges at peak times.
The net energy depletion shown in Figure 4.7b is same as the net energy depletion shown
in Figure 4.7a. However, releasing the energy in varying amounts at different times of the
day shows linear accumulation of the energy needed to be fulfilled by the conventional
grid.
Figure 4.8: Time Delayed Release of Energy Supply
The net energy depletion shown here is same as the net energy depletion shown in 4.7b.
However, it is shown at energy depletion at each hour, rather than a cumulative accumula-
tion of net energy depletion.
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Time delayed release of energy
An improvement to the method previously described is to store the renew-
able or supplemental energy in battery banks or pumped-storage systems
and release the energy during particular periods of time to linearize the
power demand over the course of the day. This ensures that the utilities
see a flatter power demand throughout the day, which helps them generate
conventional power more efficiently and avoid overloading of the distribu-
tion grid. The time delay release was modeled such the percent of renewable
energy released in an hour is directly proportional to the percent of antici-
pated demand at the corresponding hour. The results can be seen in Figure
4.7b. The graph is intended to simply give an illustration of how a time
delay release can mitigate peak power demand. The data representation is
not completely accurate, as we distributed energy from the future. It was
represented this way because, to estimate how much energy to release at the
first hour, we don’t have information of how much renewable energy was
generated and stored during the previous 23 hours. The energy released at
each hour of a day, in Illustration 4.7b, is expressed by this relationship:
Rk =






n=1 Sn, 6 ≤ k ≤ 22
Undefined, 1 > k > 24
where k is the hour index of the day, Rk is the proposed energy release
during hour k, Dk is the anticipated energy demand during hour k, Dm is
the anticipated energy demand during hour m, Sn is the renewable energy
generated during hour n. The range for m was chosen by observing the
high energy demand times in Figure 4.4a (Energy Demand at each hour).
The duration between 12AM to 7AM and 10PM to 12AM were selected to
have no renewable energy release, as those times had relatively low energy
demand. The chosen energy release percentages are shown in Table 4.1.
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Table 4.1: Time delayed release of energy from battery banks


























Renewable energy resource estimation was performed based on the order of
number of wind and solar hybrid installations per census tract of the Greater
Rochester Area. To verify the effectiveness of the estimation, the net energy
supply was tracked cumulatively for a set of random three consecutive days,
for which solar and wind data was available.
Considering the anticipated demand is approximately 200 MWh per day,
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as shown in Figure 4.4, the number of required wind and solar energy sys-
tems varied from two per tract on a optimal day to five systems per tract on
a non-optimal day. The variation will be much higher when results across
more days are considered. In a worst case scenario, on a day without any
wind and complete cloud coverage, the renewable energy generated will be
very insignificant. Consequently, the energy storage systems may not be
able to supply the needed energy for long duration, without being replen-
ished. Since such uncertainty seems unreasonable to completely depend on
renewable resources (to meet energy from PEVs), an alternate and a more
reasonable approach is evaluated. It is to simply use renewable resources
to reduce the peak demand by offloading it onto non-peak times, instead of
trying to meet the demand. For instance, as shown in Figure 4.7b, fewer
renewable resources can be used to make the demand more constant or have
linear cumulative growth across the day. Essentially, renewable energy gen-
erated during off peak hours will be stored and released during peak hours.
The overall grid will be more efficient as the utility companies can generate
more constant power output with a flatter demand across the day and the




There are existing Markov based wind forecast models to estimate power
output via probability and there are numerous solutions offering ways to
make an electric grid smarter but there isn’t any known study that bridges
the gap between them to mitigate the additional load caused by the influx of
the electric vehicles.
The model developed in chapter 2 can be used by the charging stations
or a centralized control center to forecast renewable energy a day ahead,
and guide or incentivize consumers to possibly charge ahead of time. If the
forecasted renewable energy is too low, the battery banks at charging sta-
tions can also be charged via the conventional grid during off-peak hours to
reduce the surge during upcoming peak hours.
The results from near future energy depletion caused by the PEVs and
resource estimation, chapters 3 and 4, can be used to make long term bud-
get plans to invest in the recommended resources. Using results from this
research and solutions from other smart grid applications, the problem of
imbalanced grid and insufficient power supply due to the influx of PEVs
can be very reasonably solved.
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Chapter 6
Discussion and future work
There are many other possibilities to mitigate the issue addressed by this
research. Some of the other supplementary and/or complementary solutions
and future work are discussed here.
6.1 Indirect coupling of battery banks and the grid
Keeping the charging stations indirectly coupled may provide significant
benefits. For instance, if the wind and solar forecast for next day is too low,
the battery bank at a charging station can be charged during off peak hours,
to be well prepared to offset peak demand during peak hours. On the other
hand, when multiple PEVs connect to the charging station at high amperage
and voltage difference for quick charging, there will not be sudden voltage
drops imposed on the conventional grid.
6.2 Smart or decentralized charging algorithm
Some PEVs, such as Tesla Model S, have a charge mode selection capability
to select standard range or maximum range. Similarly, that feature can prob-
ably extended to let the user decide how much time the EV has to charge
to desired capacity. As described in [7], the EV battery capacity, charging
price, speed and deadlines can be used as part of a distributed algorithm for
scheduling via signal processing. The EVs can be capable of computing a
charging profile that intends to reduce the combined demand from all PEVS
at a time. If the aggregated demand is too high, the utility or the control
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center can set a higher utility price and guide the EVs voluntarily adapt to a
different charging profile based on user constraints mentioned before.
6.3 Benefits for consumer, utility companies and the envi-
ronment
Sustainable energy can be used along with electric vehicle signal process-
ing capabilities to schedule the EVs to charge at a higher or faster rate when
there is a higher energy forecast and less when there is a lesser energy fore-
cast. This benefits the customer as the time to be charged can be picked to
be when the utility rates are low. The utility companies benefit as they gain
more control to balance the grid and could potentially use electricity from
the EVs to support the grid during occasional surge in electricity demand
(based on user configuration), etc [29].
6.4 Future Work
Similar to a Markov chain model, there seem to be atleast two other models
that can be used for short term wind power forecasting. A reference was
made by [36], that a Auto Regressive Moving Average model can also be
used for wind power forecast. As mentioned in Chapter 1.2 (Historical Re-
view), neural network models can also be used for wind power forecast. The
same data and conditions can be tested with those models to observe if they
yield more accurate results.
As previously noted in Section 2.1 (Overview section of Renewable En-
ergy Supply Forecast Model), a solar forecast model could not be integrated
into research due to delays in equipment installation. It will be beneficial
to experiment with existing solar forecast models, to evaluate how accu-
rately solar energy can be forecasted in hourly intervals for the next day,
using standard hourly weather forecast as an input. In addition, when the
Golisano Institute for Sustainability or any other entity provides access to
data from a wind and solar energy hybrid system, where all resources are
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present in the same location, the wind and solar complementarity analysis
will yield more accurate results than the ones presented in this research.
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Energy Supply Forecast Model Matri-
ces
See the attached CD-ROM
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Appendix B
Energy Demand Forecast Figures
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