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16.1 Introduction
In the stochastic approach to index numbers, prices are viewed as draws
from some distribution, and the price index is viewed as a measure of the
trend change in prices, with an estimable standard error. The most com-
prehensive treatment of this problem is by Selvanathan and Rao (1994),
but the idea dates back to Keynes (1909) and earlier writers, such as Jevons
and Edgeworth. Keynes points out that the price changes reﬂect both a
common trend (generalized inﬂation) and commodity-specif ﬁc trends,1
which make the common trend diﬃcult to identify. Selvanathan and Rao
(1994, 61–67) attempt to solve this problem using purely statistical tech-
niques, as we describe in section 16.2, and the standard error of their price
index reﬂects the precision of the estimate of the trend. Keynes does not
oﬀer a solution, but elsewhere he observes that changes in the purchasing
power of money can occur for three distinct reasons: “The ﬁrst of these rea-
sons we may classify as a change in tastes, the second as a change in envi-
ronment, and the third as a change in relative prices” (1930, 85).
Robert C. Feenstra is a professor of economics at the University of California, Davis, and
a research associate of the National Bureau of Economic Research. Marshall B. Reinsdorf is
a senior research economist at the U.S. Department of Commerce, Bureau of Economic
Analysis.
We are grateful to Angus Deaton, Jack Triplett, and Charles Hulten for helpful comments.
1. In Keynes (1909) essay on “Index Numbers,” section VIII deals with the “Measurement
of General Exchange Value by Probabilities,” which is the stochastic approach. He writes:
“We may regard price changes, therefore, as partly due to causes arising from the commodi-
ties themselves raising some, lowering others, and all diﬀerent in degree, and, superimposed
upon the changes due to these heterogeneous causes, a further change aﬀecting all in the same
ratio arising out of change on the side of money. This uniform ratio is the object of our inves-
tigations” (from The Collected Writing of John Maynard Keynes, volume XI, 106).
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In practice, therefore, Professor Fisher’s formula may often do
no harm. The objection to the formula is . . . that it does not
bring home to the computer, as the previous methods in-
evitably do, the nature and the degree of the error which is
involved.
—John Maynard KeynesThe ﬁrst factor identiﬁed by Keynes—changing tastes—can be ex-
pected to aﬀect the weights in a price index and not just the prices. Accord-
ingly, we will derive the standard error of a price index when both prices
and tastes (or technology) are treated as stochastic. The rationale for our
treatment of stochastic tastes (or technology) comes from the economic
approach to index numbers (e.g., Diewert 1976), which shows that certain
price indexes, known as exact indexes, equal the ratio of expenditures
needed to obtain a ﬁxed level of utility at two diﬀerent prices. This ratio
of expenditures depends on the tastes of the consumer, so if the taste pa-
rameters are stochastic, then the exact index number is also. Section 16.3
describes how we allow for bothrandom prices and random tastes, thereby
integrating the stochastic and economic approaches to index numbers.
We use our integrated approach to stochastic index numbers to derive
estimators for index number standard errors for two well-known models
oftastes or technology. The ﬁrst of these is the constant elasticity of substi-
tution (CES) expenditure function (for a consumer) or cost function (for a
ﬁrm). In section 16.4, we suppose that the CES taste parameters are ran-
dom and obtain a simple speciﬁcation for demand that depends on the ran-
dom parameters and on prices. The estimated error from this demand
equation can be used to infer the standard error of the exact price index.
Inverting the demand equation, we also obtain a simple speciﬁcation in
which price changes depend on a trend (the price index) and a component
(log changes in expenditure shares) that has an average of zero, just as is
supposed for the error term in an identical set of equations derived under
the stochastic approach. The CES case therefore provides a good compar-
ison to the speciﬁcation used by Selvanathan and Rao (1994). In section
16.5, we extend our treatment of the CES case to deal with both random
prices and random tastes, allowing an additional comparison to the Sel-
vanathan and Rao results.
We next apply our integrated approach to stochastic index numbers to
the translog case, considering the eﬀects of random tastes in section 16.6
and the eﬀects of both random tastes and random prices in section 16.7.
The demand equations estimated are the familiar translog expenditure
share equations, and, again, the error in this system of regressions is used
to infer the standard error of the exact price index. Although the CES sys-
tem provides a particularly clear comparison with the conventional sto-
chastic approach, a linear relationship between the shares and the taste pa-
rameters makes the translog system easier to implement than the nonlinear
CES system, and we recommend the translog for future use.
In section 16.8, we provide an application of our results to Asian pro-
ductivity growth and, in particular, productivity growth in Singapore. The
extent to which the East Asian countries are “exceptional” or not in terms
of their productivity growth has been a topic of debate between the World
Bank (1993) and Young (1992, 1995). Citing the estimates of zero or nega-
484 Robert C. Feenstra and Marshall B. Reinsdorftive productivity growth in Singapore found by Young and also Kim and
Lau (1994), Krugman (1994) popularized the idea the growth in some East
Asian countries is mainly due to capital accumulation and, in that respect,
is not much diﬀerent than the former Soviet Union: certainly not a mir-
acle.Recently, however, Hsieh (2002) has reexamined the productivity per-
formance of several East Asia countries using dual measures of total fac-
tor productivity (TFP) and for Singapore ﬁnds positive productivity
growth, contrary to Young. The diﬀerence lies in Hsieh’s use of “external”
rates of return for capital computed from three diﬀerent sources, which are
then used in a dual calculation of productivity growth; this contrasts with
Young’s calculation of primal productivity growth, which implicitly uses
an “internal” return on capital.
We use Hsieh’s three diﬀerent rates of return on capital to compute the
standard error of that series, and of estimates of TFP, where we also incor-
porate the error in ﬁtting the translog function. In the results, we ﬁnd that
TFP growth in Singapore is insigniﬁcantly diﬀerent from zero for any
single year in the sample. The same holds true when estimating cumulative
TFP growth over any ﬁve-year or ten-year period of the sample. For the
ﬁfteen-year period, however, we ﬁnd that cumulative TFP growth in Sin-
gapore is signiﬁcantly positive. Thus, the estimates of Hsieh (2002) are in-
deed statistically diﬀerent from those of Young (1992, 1995), provided that
cumulative TFP over a long enough time period is considered. Part of the
diﬀerence between these results is found to be due to the use of diﬀerent
measures of the rate of return for capital. Drawing on Berndt and Fuss
(1986), Hulten (1986) shows that when capital is not at a long-run equilib-
rium level, TFP measured using ex post returns—Young’s (1992, 1995) ap-
proach—diﬀers from TFP measured using ex ante returns—Hsieh’s ap-
proach—by an amount that reﬂects the overutilization or underutilization
of capital. We implement a theorem of Hulten to show that part of the dif-
ference between Hsieh’s TFP estimates and Young’s TFP estimates arises
from the greater ex post returns on capital investment associated with
levels of capital that are below the equilibrium level.
16.2 The Stochastic Approach to Index Numbers
An example of the stochastic approach to price indexes is a model where
price changes satisfy the equation:
(1) ln      t   eit, i   1, . . . , N,
where the errors are independent and heteroscedastic satisfying E(eit)   0
and var(eit)    2/wi, where wi are some exogenous values that sum to unity,
ΣN
i 1wi   1. Under these conditions, an unbiased and eﬃcient estimate of
trend change in prices  t is,
pit  
pit 1
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N
i 1
wi ln   ,
which can be obtained by running weighted least squares (WLS) on equa-
tion (1) with the weights  wi  . An unbiased estimate for the variance of 
  ˆt is
(3) s2
    ,
where s2
p   ΣN
i 1 wi(  ln pit –   ˆt)2.
Diewert (1995) criticizes the stochastic approach and argues that (a) the
common trend  t in equation (1) is limiting; (b) the variance assumption
var(eit)    2/wi is unrealistic; and (c) some choices of wi (such as budget
shares) will not be exogenous. In assessing these criticisms, we believe that
a distinction should be made between lower-level and higher-level aggrega-
tion. At higher levels, these criticisms seem apt, and simple extensions to
the model in equation (1) are unable to resolve them in completely satis-
factory ways. In particular, to avoid the assumption of a single common
trend for all prices, Selvanathan and Rao (1994, 61–67) add commodity-
speciﬁc trends  i to equation (1):
(1 )l n    t    i   eit, i   1, . . . , N,
where again the errors are independent and satisfy E(eit)  0 and var(eit)  
 2/wi, with ΣN
i 1wi 1. For the estimator of the common trend  tto be iden-
tiﬁed, some assumption is needed on  i. Selvanathan and Rao show that
the estimator for  t is still given by equation (2) under the assumption that




wi i   0.
The justiﬁcation for equation (4) is purely statistical, that is, it allows  t to
be identiﬁed, though we will suggest an economic interpretation in section
16.4.
In contrast, at the lowest level of aggregation, prices from diﬀerent sell-
ers of the same commodity are typically combined into indexes for indi-
vidual commodities or for narrow classes of closely related commodities.
At this level, the assumption of a common trend, such as  tin equation (1),
will often be realistic. The stochastic approach in equations (1)–(3) can
then be used to form the elementary indexes that are combined at higher





N   1
pit  
pit 1
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2. The standard error of   ˆt when the commodity eﬀects are used is less than that in equa-
tion (3) as the residual error of the pricing equation is reduced.of commodities. If the expenditure shares needed to compute the weights
wi are unavailable for lower-level aggregates so that wit   1/N is used, the
stochastic approach in equations (1)–(3) amounts to using a simple aver-
age of log changes for prices and its variance.
16.3 Integrating the Economic and Stochastic 
Approaches to Index Numbers
Despite Keynes’ early contribution to the literature on the stochastic
approach to index numbers, he ultimately rejected it. Keynes (1930, 87–88)
wrote,3
I conclude, therefore, that the unweighted (or rather randomly
weighted) Index-Number of Prices—Edgeworth’s indeﬁnite index num-
ber—which shall in some way measure the value of money as such or the
amount of inﬂuence on general prices exerted by “changes on the side
of money” or the “objective mean variation of general prices” as dis-
tinguished from the “change in the power of money to purchase advan-
tages,” has no place whatever in a rightly conceived discussion of the
problems of Price-Levels.
We also believe that index numbers with weights that reﬂect expenditure
patterns are more interesting and informative than index numbers that
have a purely statistical motivation. To motivate the incorporation of ex-
penditure information in our index, we assume that the objective is to esti-
mate an economic index,which, for the consumer problem, is deﬁned as the
ratio of the expenditure function evaluated at current period prices to the
expenditure function evaluated at reference period prices.
Adopting an economic index as the goal of estimation makes the link be-
tween the stochastic properties of the data and the stochastic properties of
the estimator less straightforward than when the goal is simply to estimate
a mean price change. Nevertheless, any kind of index number calculated
from stochastic data is itself stochastic. Moreover, a model of the stochas-
tic processes reﬂected in the data used to calculate the economic index
should allow the derivation of an estimator for its standard error.
Our starting point is the stochastic process for the expenditure shares
used to calculate the weights in the index. To estimate an economic in-
dex requires an assumption about the form of the expenditure function
that describes tastes. (For simplicity, our discussion will be in terms of
the consumer problem although the approach is equally applicable to the
producer problem.) This assumption implies a functional form for the
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3. Keynes’ (1930) argument against stochastic price models with independent commodity-
speciﬁc shocks was that linkages between prices in an economy preclude shocks that aﬀect a
single price in isolation: “But in the case of prices a movement in the price of one commodity
necessarily inﬂuences the movement in the prices of other commodities” (86).equations relating expenditure shares to prices. Because these equations
generally do not ﬁt the data on expenditure shares precisely, they imply the
existence of an error term. We interpret changes in expenditure shares not
explainable by changes in prices as arising from stochastic tastes. If we
were able to take repeated draws from the distribution of the taste param-
eters in the expenditure function while holding prices constant, we would
observe a range of outcomes for expenditure shares: this is one source of
variance in an economic index.
A second source of variance in the price index is sampling error in the price
data.4 When prices are treated as stochastic, we need to decide whether the
expenditure shares are determined by observed prices or by expected prices.
Grunfeld and Griliches (1960, 7), for example, recognize that models of con-
sumer behavior may be speciﬁed using either expected prices (and income)
or observed prices (and income). We shall take the latter approach, and as-
sume that observedprices determine expenditure shares.5In that case, the er-
ror term for prices inﬂuences the expenditure shares, so a component of the
variance of expenditure shares comes from the variance of prices. In our fol-
lowing translog results, we include components representing the variance of
expenditure shares that comes from the variance of prices (see proposition
7). However, for the nonlinear CES model with prices treated as stochastic,
we are unable to include these components in our variance estimator.
In addition to the indirect eﬀects arising from the equations relating
prices to expenditure shares, which are small, price variances have an im-
portant direct eﬀect on the index’s variance. We therefore extend our re-
sults for both the CES model and for the translog model to take account of
the direct eﬀect on the index of sampling error in the measures of prices
used to construct the index. We assume that the lower-level aggregates in
the index are price indexes for individual commodities or for narrow cate-
gories of items that are homogeneous enough to be treated as a single com-
modity. Each commodity has its own nonstochastic price trend, but rather
than summing to zero, as in equation (4), with properly chosen weights
these commodity price trends sum up to the true index expressed as a log-
arithm. As sample estimators of these trends, the lower-level aggregates
used to construct the index are subject to sampling error. Equation (1) de-
scribes the process generating the changes in individual price quotes that
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4. Sampling error in the expenditure shares changes the interpretation and derivation of the
estimator of the index standard error, but not the estimator itself.
5. Under the alternative hypothesis that expected prices are the correct explanatory vari-
able, regression equations for expenditure shares using observed prices must be regarded as
having mismeasured explanatory variables. Measurement error in the prices used to explain
expenditure patterns may imply a bias in the estimates of the contribution of the taste vari-
ance to the index variance, but it does not necessarily do so. If sampling error in the price vari-
ables reduces their ability to explain changes in expenditure shares, too much of the variation
in expenditure shares will be attributed to changes in tastes, and the estimate of the taste vari-
ance will be biased upward. Nevertheless, even if such a bias exists, it will usually be negligible.are combined in a lower-level aggregate. If all the quotes have identical
weights and variances, the variance of the lower-level aggregate can there-
fore be estimated by equation (3).
Finally, in addition to sampling error in tastes and in estimates of com-
modity prices, another source of inaccuracy in an estimate of a cost-of-
living index is that the model used to describe tastes might be misspeciﬁed.
This was thought to be an important problem until Diewert (1976) showed
that by using a ﬂexible functional form, an arbitrary expenditure function
could be approximated to the second order of precision. We do not explic-
itly estimate the eﬀect of possible misspeciﬁcation of the model of tastes on
the estimate of the cost-of-living index, but our standard error estimator
does give an indication of this eﬀect. An incorrectly speciﬁed model of
tastes will likely ﬁt the expenditure data poorly, resulting in a high estimate
of the component of the index’s variance that comes from the variance of
tastes. On the other hand, our estimator will tend to imply a small standard
error for the index if the model ﬁts the expenditure data well, suggesting
that the speciﬁcation is correct, or if growth rates of prices are all within a
narrow range, in which case misspeciﬁcation does not matter.
One source of misspeciﬁcation that can be important is an incorrect as-
sumption of homotheticity. (Diewert’s [1976] approximation result for ﬂex-
ible function forms does not imply that omitting an important variable,
such as income in nonhomethetic cases, is harmless.) In the economic mod-
els considered in this paper, homotheticity is assumed for the sake of sim-
plicity. In applications to producers, or in applications to consumers whose
income changes by about the same amount as the price index, this as-
sumption is likely to be harmless, but when consumers experience large
changes in real income, the eﬀects on their expenditure patterns are likely
to be signiﬁcant. If a model that assumes homotheticity is used and
changes in real income cause substantial variation in expenditure shares,
the estimate of the variance of the index’s weights is likely to be elevated be-
cause of the lack of ﬁt of the model. Knowing that the estimate of the eco-
nomic index has a wide range of uncertainty will help to prevent us from
having too much conﬁdence in results based on an incorrect assumption,
but relaxing the assumption would, of course, be preferable.6
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6. Caves, Christensen, and Diewert (1982) ﬁnd that the translog model that we discuss in
the following can be extended to allow the log of income to aﬀect expenditure patterns and
that the Törnqvist index still measures the cost-of-living index at an intermediate utility level.
However, to model nonhomothetic tastes for index number purposes, we recommend the use
of Deaton and Muellbauer’s (1980) “Almost Ideal Demand System (AIDS).” Feenstra and
Reinsdorf (2000) show that for the AIDS model, the predicted value of expenditure shares at
the average level of logged income and logged prices must be averaged with the Törnqvist in-
dex weights (which are averages of observed shares from the two periods being compared) to
obtain an exact price index for an intermediate standard of living. However, the variance for-
mulas that we derive in the following for the translog model can still be used to approximate
the variance of the AIDS index as long as logged income is included among the explanatory
variables in the regression model for expenditure shares.16.4 The Exact Index for the CES Model 
with Random Technology or Tastes
16.4.1 Exactness of the Sato-Vartia Index in the Nonrandom Case
Missing from the stochastic approach is an economic justiﬁcation for the
pricing equation in (1) or (1 ), as well as the constraint in equation (4). It
turns out that this can be obtained by using a CES utility or production
function, which is given by,




(  1)   
 /(  1)
,
where xt (x1t,  ...  xNt) is the vector of quantities, and at (a1t,  ...  aNt) are
technology or taste parameters that we will allow to vary over time, as de-
scribed in the following. The elasticity of substitution   0 is assumed to
be constant.
We will assume that the quantities xt are optimally chosen to minimize
ΣN
i 1 pitxit, subject to achieving f(xt, at)   1. The solution to this optimiza-
tion problem gives us the CES unit-cost function,




1   
1/(1  )
,
where pt   (p1t,  ...  pNt) is the vector of prices, and bit   a 
it   0, with bt  
(b1t,  ...  bNt). Diﬀerentiating (5) provides the expenditure shares sit implied
by the taste parameters bt:
(6) sit   ∂ ln c(pt, bt)/∂ ln pit   c(pt, bt)  1 bitpit
1  .
Diewert (1976) deﬁnes a price index formula whose weights are func-
tions of the expenditure shares sit–1 and sit as exact if it equals the ratio of
unit-costs. For the CES unit-cost function with constant bt, the price index
due to Sato (1976) and Vartia (1976) has this property. The Sato-Vartia
price index equals the geometric mean of the price ratios with weights wi:
(7)  
N
i 1  
wi
  ,
where the weights wi are deﬁned as:
(8) wi   .
The weight for the with commodity is proportional to (sit – sit–1)/(ln sit – 
ln sit–1), the logarithmic mean of sit and sit–1, and the weights are normalized
to sum to unity.7 Provided that the expenditure shares are computed with
(sit   sit 1)/(ln sit   ln sit 1)
    
∑
N
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7. If sit–1 equals sit, then the logarithmic mean is deﬁned as sit.constant taste parameters bt, the Sato-Vartia index on the left side of equa-
tion (7) equals the ratio of unit-costs on the right, also computed with con-
stant bt. In addition to its ability to measure the change in unit-costs for the
CES model, the Sato-Vartia index is noteworthy for its outstanding ax-
iomatic properties, which rival those of the Fisher index (Balk 1995, 87).
16.4.2 Eﬀect of Random Technology or Tastes
As discussed in the preceding, we want to allow for random technology
or taste parameters bit, and derive the standard error of the exact price in-
dex due to this uncertainty. First, we must generalize the concept of an ex-
act price index to allow for the case where the parameters bt change over
time, as follows:8
Proposition1: Given bt–1  bt, let si denote the optimally chosen shares as
in equation (6) for these taste parameters,   t –1, t, and deﬁne b  i    bi /
ΠN
i 1bi 
wi, using the weights wi computed as in equation (8). Then there exists
b ˜
i between b  it–1 and b  it such that,
(9)  
N
i 1  
wi
  .
This result shows that the Sato-Vartia index equals the ratio of unit-costs
evaluated with parameters b ˜
ithat lie betweenthe normalized values of the bit
in each period. Therefore, the Sato-Vartia index is exact for this particular
value b ˜ of the parameter vector, but the index will change as the random pa-
rameters bt–1 and bt change. The standard error of the index should reﬂect
this variation. The following proposition shows how the variance of the log
Sato-Vartia index is related to the variance of the ln bit, denoted by  2
 :
Proposition 2: Suppose that ln bi  are independently and identically dis-
tributed with variance  2
  for i   1, . . . , N and   t – 1 or t. Using the
weights wi as in equation (8), denote the log Sato-Vartia index by  sv  
ΣN
i 1wi  ln pit. Then conditional on prices, its variance can be approximated
as











where w     Σn
i 1wi
2(  ln pit –  sv)2/ΣN
i 1wi(  ln pit –  sv)2 is a weighted average
of the wi with the weights proportional to wi(  ln pit –  sv)2, and s2
p   ΣN
i 1wi( 
ln pit    sv)2 is the weighted variance of prices.
Equation (10), which is conditional on the observed prices, shows how




c(pt, b ˜ )
 
c(pt 1, b ˜ )
pit  
pit 1
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8. The proofs of all propositions are in an appendix at: http://www.econ.ucdavis.edu/
faculty/fzfeens/papers.html.the taste parameters bt and bt–1. In eﬀect, we are computing the variance in
the price index from the randomness in the weights wiin equation (8) rather
than from the randomness in prices used in the conventional stochastic ap-
proach.
To compare equation (10) to equation (3), note that w   equals 1/N when
the weights wi also equal 1/N. In that case, we see that the main diﬀerence
between our formula (10) for the variance of the price index and formula
(3) used in the conventional stochastic approach is the presence of the term
1/2  2
 . This term reﬂects the extent to which we are uncertain about the pa-
rameters of the underlying CES function that the exact price index is in-
tended to measure. It is entirely absent from the conventional stochastic
approach. We next show how to obtain a value for this variance.
16.4.3 Estimators for  2
  and for the Index Variance
To use equation (10) to estimate the variance of a Sato-Vartia price in-
dex, we need an estimate of  2
 . Changes in expenditure shares not ac-
counted for by the CES model can be used to estimate this variance. After
taking logarithms, write equation (6) in ﬁrst-diﬀerence form as
(11)   ln sit   (  1)  ln ct   (  1)  ln pit   ln bit,
where   ln ct   ln[c(pt, bt)/c(pt–1, bt–1)]. Next, eliminate the term involving 
  ln ct by subtracting the weighted mean (over all the i) of each side of
equation (11) from that side. Then using the fact that ΣN
i 1wi  ln sit   0,
equation (11) becomes,
(12)   ln sit    t   (  1)  ln pit   εit, i   1, . . . , N,
where
(13)  t   (  1) ∑
N
i 1
wi  ln pit,
and
(14) εit   ln bit  ∑
N
i 1
wi  ln bit.
Equation (12) may be regarded as a regression of the change in shares on
the change in prices, with the intercept given by equation (13) and the er-
rors in equation (14). These errors indicate the extent of taste change and
are related to the underlying variance of the Sato-Vartia index.
Denote by   ˆ t and   ˆ the estimated coeﬃcients from running WLSs on
equation (12) over i   1, . . . , N, using the weights wi. Unless the supply
curve is horizontal, the estimate of   may well be biased because of a co-
variance between the error term (reﬂecting changes preferences and shifts
in the demand curve) and the log prices. We ignore this in the next result,
however, because we treat the prices as nonstochastic so there is no corre-
492 Robert C. Feenstra and Marshall B. Reinsdorflation between them and the errors εit. We return to the issue of stochastic
prices at the end of this section and in the next.
The weighted mean squared error of regression (12) is useful in comput-
ing the variance of the Sato-Vartia index, as shown by the following result:
Proposition 3: Deﬁne w    ΣN
i 1wi
2 as the weighted average of the wi, using
wi from equation (8) as weights, with w   as in proposition 2. Also, denote the
mean squared error of regression (12) by sε
2   ΣN
i 1wiε ˆ 2
it, with ε ˆ it   ln sit –
  ˆ t   (  ˆ–  1 )   ln pit. Then an unbiased estimator for  2
  is:
(15) s2
    .
To motivate this result, notice that the regression errors εit in equation
(14) depend on the changes in the bit, minus their weighted mean. We have
assumed that the ln bit are independently and identically distributed with
variance  2
 . This means that the variance of   ln bit   ln bit – ln bit–1 equals
2 2
 . By extension, the mean squared error of regression (12) is approxi-
mately twice the variance of the taste parameters, so the variance of the
taste parameters is about one-half of the mean squared error, with the de-
grees of freedom adjustment in the denominator of (15) coming from the
weighting scheme.
Substituting equation (15) into equation (10) yields a convenient expres-
sion for the variance of the Sato-Vartia index,
(16) var  sv   .
If, for example, each wi equals 1/N, the expression for var  sv becomes sε
2s2
p/
4(N – 2). By comparison, the conventional stochastic approach resulted in
the index variance s2
p/(N – 1) in equation (3), which can be greater or less
than that in equation (16). In particular, when sε
2   4(N – 2)/(N – 1), then
conventional stochastic approach gives a standard error of the index that
is too high, as will occur if the ﬁt of the share equation is good.
To further compare the conventional stochastic approach with our CES
case, let us write regression (12) in reverse form as,
(12 )   ln pit    sv   (  1) 1  ln sit   (  1) 1 εit,
where
(13 )  sv  ∑
N
i 1
wi  ln pit,
and the errors are deﬁned as in equation (14). Thus, the change in prices
equals a trend (the Sato-Vartia index), plus a commodity-speciﬁc term re-
ﬂecting the change in shares, plus a random error reﬂecting changing









2(1   w    w  )
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the role of the commodity-speciﬁc terms  i. Indeed, the constraint in equa-
tion (4) that the weighted commodity-speciﬁc eﬀect sum to zero is auto-
matically satisﬁed when we use equation (12 ) and the Sato-Vartia weight
wi in equation (8) because then ΣN
i 1wi  ln sit   0. Thus, the CES speciﬁca-
tion provides an economic justiﬁcation for the pricing equation (1 ) used in
the stochastic approach.
If we run WLS on regression (12 ) with the Sato-Vartia weights  wi  ,
the estimate of the trend term is exactly the log Sato-Vartia index,   ˆsv  
ΣN
i 1wi  ln pit. If this regression is run without the share terms in equation
(12 ), then the standard error of the trend is given by equation (3) as mod-
iﬁed to allow for heteroscedasticity by replacing N with 1/w  . The standard
error is somewhat lower if the shares are included. Either of these can be
used as the standard error of the Sato-Vartia index under the conventional
stochastic approach.
By comparison, in formula (16) we are using both the mean squared er-
ror sε
2 of the “direct” regression (12), and the mean squared error s2
p of the
“reverse” regression (12 )—run without the share terms. The product of
these is used to obtain the standard error of the Sato-Vartia index, as in
equation (16). Recall that we are assuming in this section that the taste pa-
rameters are stochastic, but not prices. Then why does the variance of
prices enter equation (16)? This occurs because with the weights wi varying
randomly, the Sato-Vartia index  sv   ΣN
i 1wi  ln (pit/pit–1) will vary if and
only if the price ratios (pit/pit–1) diﬀer from each other. Thus, the variance
of the Sato-Vartia index must depend on the product of the taste variance,
estimated from the “direct” regression (12), and the price variance, esti-
mated from the “reverse” regression (12 ) without the share terms.
We should emphasize that in our discussion so far, regressions (12) or
(12 ) are run across commodities i   1, . . . , N, but for a given t. In the ap-
pendix (available at the Web address given in footnote 8), we show how to
generalize proposition 3 to the case where the share regression (12) is esti-
mated across goods i   1, . . . , N and time periods t   1, . . . , T. In that
case, the mean squared error that appears in the numerator of equation
(15) is formed by taking the weighted sum across goods and periods. But
the degrees of freedom adjustment in the denominator of equation (15) is
modiﬁed to take into account the fact that the weights wi in (8) are corre-
lated over time (as they depend on the expenditure shares in period t – 1
and t). With this modiﬁcation, the variance of the taste parameters is still
relatively easy to compute from the mean squared error of regression (12),
and this information may be used in equation (10) to obtain the variance
of the Sato-Vartia index computed between any two periods.
Another extension of proposition 3 would be to allow for stochastic
prices as well as stochastic taste parameters. This assumption is introduced
in the next section under the condition that the prices and taste parameters
494 Robert C. Feenstra and Marshall B. Reinsdorfare independent. But what if they are not, as in a supply-demand frame-
work where shocks to the demand curve inﬂuence equilibrium prices: then
how is proposition 3 aﬀected? Using the mean squared error sε
2 of regres-
sion (12) in equation (15) to compute the variance of the taste distur-
bances, or in equation (16) to compute the variance of the index, will give
a lower-bound estimate. The reason is that running WLS on regression (12)
will result in a downward-biased estimate of the variance of tastes: E[sε
2/2(1
– w  – w  )]   s2
  if taste shocks aﬀect prices because the presence of taste in-
formation in prices artiﬁcially inﬂates the explanatory power of the regres-
sion.
16.5 Variance of the Exact Index for the 
CES Function with Stochastic Prices
Price indexes are often constructed using sample averages of individual
price quotes to represent the price of goods or services in the index basket.9
In these cases, diﬀerent rates of change of the price quotes for a good or
service imply the existence of a sampling variance. That is, for any com-
modity i,   ln pit will have a variance of  i
2, which can be estimated by si
2,
the sample variance of the rates of change of the various quotes for com-
modity i. The variances of the lower-level price aggregates are another
source of variance in the index besides the variances of the weights consid-
ered in proposition 3.10
In the special case where the commodities in the index are homogeneous
enough to justify the assumption of a common trend for their prices and
the log changes in commodity prices all have the same variance, an unbi-
ased estimator for this variance is s2
p/(1 – w  ), where s2
p is deﬁned in propo-
sition 2.11 This special case yields results that are easily compared with the
results from the conventional stochastic approach.
In the more general case, no restrictions are placed on the commodity-
speciﬁc price trends, but we do assume that the price disturbances are in-
dependent of the weight disturbances. Although allowing   ln pit to have a
nonzero covariance with the wi would be appealing if positive shocks to bit
are thought to raise equilibrium market prices, this would make the ex-
Theory and Application to Asian Growth 495
9. Even if every price quoted for a good is included in the sample, we can still adopt an in-
ﬁnite population perspective and view these prices as realizations from a data-generating pro-
cess that is the object of our investigations.
10. Estimates of the variance of the Consumer Price Index (CPI) produced by the Bureau
of Labor Statistics have long included the eﬀects of sampling error in the price measures used
as lower-level aggregates in constructing the CPI. Now they also include the eﬀects of the vari-
ances of the weights used to combine these lower-level aggregates, which reﬂect sampling er-
ror in expenditure estimates. See Bureau of Labor Statistics (1997, 196).
11. The denominator is a degrees of freedom correction derived as follows. Assume for sim-
plicity that E[  ln pit– E(  ln pit)]2   1. Then E(  ln pit–  t)2   E(  ln pit– Σ wj  ln pit)2   E[(1
– wi) ln pit– Σj iwj ln pjt]2 (1 – wi)2 Σj iwj
2 1 – 2wi Σjwj
2. The weighted average of these
terms, Σiwi[1 – 2wi   Σjwj
2], is 1 – Σiwi
2   1 – w  .pression for var  svquite complicated. With the independence assumption,
we obtain proposition 4.
Proposition4: Let prices and weights wiin equation (8) have independent
distributions, and let si
2 be an estimate of the variance of   ln pit, i   1,  ...,
N. Then the variance of the Sato-Vartia price index can be approximated by





2   s2
 s2






2(1   wi)2,
where s2
  is estimated from the mean squared error of the regression (12) as
in equation (15). In the special case when every price variance may be esti-
mated by s2
p/(1 – w  ), equation (17) becomes
(17 ) var  sv     s2
 s2
pw     s2




2(1   wi)2.
This proportion shows that the approximation for the variance of the
price index is the sum of three components: one that reﬂects the variance
of prices, another that reﬂects the variance of preferences and holds prices
constant, and a third that reﬂects the interaction of the price variance and
the taste variance. The ﬁrst term in equation (17) or (17 ) is similar to the
variance estimator in conventional stochastic approach. If each wi equals
1/N, the ﬁrst term in equation (17 ) becomes s2
pw  /(1 – w  )   s2
p/(N – 1), just
as in equation (3). The second term in equation (17) or (17 ) is the same as
the term that we derived from stochastic tastes, in proposition 2. The third
term is analogous to the interaction term that appears in the expected
value of a product of random variables (Mood, Graybill, and Boes 1974,
180, corollary to theorem 3). The presence of this term means that the in-
teraction of random prices and tastes tends to raise the standard error of
the index. If each wi equals 1/N, then the second term in equation (17 ) be-
comes sε
2s2
p/4(N – 2), and the third term becomes [sε
2s2
p/4(N – 2)](1 – 1/N).
16.6 Translog Function
We next consider a translog unit-cost or expenditure function, which is
given by
(18) ln c(pt,  t)    0  ∑
N
i 1





 ij ln pit ln pjt,
where we assume without loss of generality that  ij    ji. In order for this
function to be linearly homogeneous in prices, we must have ΣN
i 1 it 1 and
ΣN
i 1 ij   0. The corresponding share equations are
(19) sit    it  ∑
N
j 1
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but assume that the  ij are ﬁxed. Suppose that  it    i   εit, where the con-
stant coeﬃcients  i satisfy ΣN
i 1 i   1, while the random errors εit satisfy
ΣN
i 1εit   0. Using this speciﬁcation, the share equations are,
(20) sit    i  ∑
N
j 1
 ij ln pjt   εit, i   1, . . . , N.
We assume that εit is identically distributed with E(εit)   0 for each equa-
tion i, though it will be correlated across equations (because the errors sum
to zero) and may also be correlated over time. Because the errors sum to
zero, the autocorrelation must be identical across equations. We will de-
note the covariance matrix of the errors by E(et, e  t)    , and their auto-
correlation is then E(et e  t–1)     .
With this stochastic speciﬁcation of preferences, the question again
arises as to what a price index should measure. In the economic approach,
with  it constant over time, the ratio of unit-costs is measured by a Törn-
qvist (1936) price index. The following result shows how this generalizes to
the case where  it changes:
Proposition 5: Deﬁning    i   ( it    it)/2, and wit   (sit–1   sit)/2, where




i 1  
wit
  .
The expression on the left of equation (21) is the Törnqvist price index,
which measures the ratio of unit-costs evaluated at an average value of the
taste parameters  it. This result is suggested by Caves, Christensen, and
Diewert (1982) and shows that the Törnqvist index is still meaningful when
the ﬁrst-order parameters  i of the translog function are changing over
time.
The variance of the Törnqvist index can be computed from the right
side of equation (21) expressed in logs. Substituting from equation (18),
we ﬁnd that the coeﬃcients    i multiply the log prices. Hence, conditional
on prices, the variance of the log change in unit-costs will depend on the
variance of    i   ( it–1    it)/2    i   (εit–1   εit)/2. The covariance matrix
of these taste parameters is E(   –  )(   –  )  (1    ) /2. This leads to
the next result:
Proposition 6: Let the parameters  it be distributed as  it    i   εit, with
E(et e  t)   and E(ete  t–1)     , and denote the log Törnqvist index by  t  
ΣN
i 1 wit  ln pit. Then, conditional on prices, the variance of  t is




c(pt,    )
 
c(pt 1,    )
pit  
pit 1
Theory and Application to Asian Growth 497Because the errors of the share equations in equation (20) sum to zero,
the covariance matrix   is singular, with      0 where   is a (N   1) vec-
tor of ones. Thus, the variance of  t is equal to,
(23) var  t   (1    )(  ln pt    t)  (  ln pt    t).
The variance of the Törnqvist index will approach zero as the prices ap-
proach a common growth rate, and this property also holds for the vari-
ance of the Sato-Vartia index in proposition 2 and the conventional sto-
chastic approach in equation (3). But unlike the stochastic approach in
equation (3), the variance of the Törnqvist index will depend on the ﬁt of
the share equations. Our formula for the variance of the Törnqvist index is
more general than the one that we obtained for the Sato-Vartia index be-
cause proposition 6 does not assume that the taste disturbances are all in-
dependent and identically distributed.
The ﬁt of the share equations will depend on how many time periods we
pool over, and this brings us to the heart of the distinction between the sto-
chastic and economic approaches. Suppose we estimated equation (20)
over just two periods, t – 1 and t. Then it is readily veriﬁed that there are
enough free parameters  i and  ij to obtain a perfect ﬁt to the share equa-
tions. In other words, the translog system is ﬂexible enough to give a per-
fect ﬁt for the share equation (20) at two points. As we noted in section
16.3, such ﬂexibility is a virtue in implementing the economic approach to
index numbers: indeed, Diewert (1976) deﬁnes an index to be superlative if
it is exact for an aggregator function that is ﬂexible.12 But from an econo-
metric point of view, we have zero degrees of freedom when estimating the
share equations over two periods, so that the covariance matrix   cannot
be estimated. How are we to resolve this apparent conﬂict between the eco-
nomic and stochastic approaches?
We believe that a faithful application of the economic approach requires
that we pool observations over all available time periods when estimating
equation (20). In the economic approach, Caves, Christensen, and Diewert
(1982) allow the ﬁrst-order parameters  it of the translog unit-cost func-
tion to vary over time (as we do in the preceding) but strictly maintain the
assumption that the second-order parameters  it are constant (as we also
assume). Suppose the researcher has data over three (or more) periods. If
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12. Diewert (1976) deﬁnes an aggregator function to be ﬂexible if it provides a second-order
approximation to an arbitrary function at one point, that is, if the parameters can be chosen
such that the value of the aggregator function, and its ﬁrst and second derivatives, equal those
of an arbitrary function at one point. We are using a slightly diﬀerent deﬁnition of ﬂexibility:
if the ratio of the aggregator function and the value of its ﬁrst and second derivatives equal
those of an arbitrary function at two points.over periods two and three, this would clearly violate the assumption that
 ij are constant. Because this is an essential assumption of the economic
approach, there is every reason to use it in our integrated approach. The
way to maintain the constancy of  ijis to pool over multiple periods, which
allows the covariance matrix   to be estimated. Pooling over multiple pe-
riods is also recommended for the CES share equations in equation (12), to
satisfy the maintained assumption that   is constant, even though in the
CES case we do not obtain a perfect ﬁt if equation (12) is estimated over a
single cross section (provided that N   2).
Once we pool the share equations over multiple periods, it makes sense
to consider more general speciﬁcations of the random parameters  it. In
particular, we can use  it    i   t i   εit, where the coeﬃcients  i on the
time trend satisfy ΣN
i 1 i   0. Then the share equations become
(24) sit    i    it  ∑
N
j 1
 ij ln pjt   εit, i   1, . . . , N; t   1, . . . , T.
We make the same assumptions as before on the errors εit. Proposition 5
continues to hold as stated, but now the    i are calculated as    i   ( it–1  
 it)/2    i    i/2   (εit–1   εit)/2. The variance of these is identical to that
calculated above, so proposition 6 continues to hold as well. Thus, includ-
ing time trends in the share equations does not aﬀect the variance of the
Törnqvist index.
16.7 Translog Case with Stochastic Prices
As in the CES case, we would like to extend the formula for the standard
error of the price index to include randomness in prices as well as taste pa-
rameters. For each commodity i, we suppose that   ln pit is random with
variance of  i
2, which can be estimated by si
2, the sample variance of the
rates of change of the various quotes for item i. These lower-level sampling
errors are assumed to be independent across commodities and are also in-
dependent of error εit in the taste or technology parameters,  it    i   εit.
Then the standard error in proposition 6 is extended as proposition 7.
Proposition 7: Let   ln pit, i   1, . . . , N, be independently distributed
with mean 0 and variances estimated by si
2, and also independent of the pa-
rameters  it    i   εit. Using the weights wit   (sit–1   sit)/2, the variance of
the log Törnqvist index is approximated by
(25) var( )  ∑ w2
itsi
2   ∑
i ∑
j
(  ln pit)(  ln pjt) ∑
k
  ˆik  ˆjks2
k 

















Theory and Application to Asian Growth 499  (1    ) ∑   ˆ
ii si
2 .
In the case where all prices have the same trend and variance, we can esti-
mate  i
2 by s2
p/(1 – w  ) for all i and equation (25) becomes
(25 ) var( )   s2
pw  /(1   w  )   [s2




(  ln pit)(  ln pjt) ∑
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  ˆik  ˆjk  
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Thus, with stochastic prices the variance of the Törnqvist index includes
ﬁve terms. The ﬁrst term in equation (25) contains the product of the
squared weights times the price variances, the second term reﬂects the
eﬀect of the price variance on the weights, the third term reﬂects the vari-
ance of the weights that comes from the taste shocks, the fourth term re-
ﬂects the interaction of the price variance component and the component
of the weight variance that comes from the price shocks, and the ﬁfth term
reﬂects the interaction between the price variance and the component of
the weight variance that comes from the taste shocks. The expression for
the variance of the Sato-Vartia index in equation (17) also includes the
analogous expressions for the ﬁrst, third, and ﬁfth terms in equation (25).
The terms in equation (25) reﬂecting the eﬀect of the price shocks on the
weight variance are new, however, and arise because the linearity of the
Törnqvist index allow use to include them; they were omitted for the sake
of simplicity in the CES case. These terms can be omitted from the estima-
tor of the index variance if the model of consumer behavior is speciﬁed
with expected prices, rather than realized prices, as explanatory variables.
16.8 Application to Productivity Growth in Singapore
We now consider an application of our results to productivity growth in
Singapore. As discussed in the introduction, Hsieh (2002) has recently
computed measures of TFP for several East Asian countries and obtains
estimates higher than Young (1992, 1995) for Singapore. The question we
shall address is whether Hsieh’s estimates for productivity growth in Sin-
gapore are statistically diﬀerent from those obtained by Young.
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rental price formula, which Hsieh writes as
(26)   (i   p ˆk    j),
where pj
kis the nominal price of the jth type of capital, pis the GDP deﬂator,
i is a nominal interest rate, p ˆk is the overall inﬂation rate for capital, and  j is
the depreciation rate for the jth type of capital. For the real interest rate (i –
p ˆk), Hsieh uses three diﬀerent measures: (a) the average nominal lending rate
of the commercial banks, less the overall inﬂation rate for capital p ˆk; (b) the
earnings-price ratio of ﬁrms on the stock market of Singapore; and (c) the re-
turn on equity from ﬁrm-level records in the Singapore Registry of Compa-
nies. These are all plotted in ﬁgure 16.1(reproduced from Hsieh 2002, ﬁgure
2), where it can be seen that the three rates are substantially diﬀerent.
To compute the real rental price, capital depreciation is added to all
three series in ﬁgure 16.1, after which the calculation in equation (26) is
made using the investment price deﬂators for ﬁve kinds of capital for pj
k.
Hsieh (2002) weights these ﬁve types of capital by their share in payments
to obtain an overall rental rate corresponding to each interest rate. We will
denote these by rt
k, k   1, 2, 3, depending on the three interest rates used.
The plot of the real rental prices (not shown) looks qualitatively similarly
to ﬁgure 16.1. In ﬁgure 16.2, we show the percent changein the rental prices
(computed as the change in the log of equation [26], times 100), where it is
evident that the dip in the commercial bank lending rate in 1974 has a dra-
matic eﬀect on that rental price. Hsieh (2002, 509) regresses the average
growth of rentals on a constant and time trend, and the coeﬃcient of the
time trend over each sample—representing the average annual growth of
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Fig. 16.1 Real interest rates in Singapore (percentage)Fig. 16.2 Change in the rental prices (percentage)
Table 16.1 Dual total factor productivity (TFP) growth in Singapore
Annual growth rate (%)
Labor Real Real Dual Primal 
share rental wages TFP TFPa
A. Revised from Hsieh (2002)
Real interest rate used
Return on equity (1971–90) 0.511 –0.20 3.64 1.76 –0.69
Bank lending rate (1968–90) 0.511 1.64 2.86 2.26 –0.22
Earnings-price ratio (1973–90) 0.511 –0.50 4.44 2.02 –0.66
B. Computed with annual data, Törnqvist index
Real interest rate used
Return on equity (1973–92) 0.418 –0.85 4.33 1.24
Bank lending rate (1973–92) 0.418 2.50 4.33 3.35
Earnings-price ratio (1973–92) 0.418 1.62 4.33 2.85
Average rental price (1973–92) 0.418 1.09 4.33 2.48
Average SD (1973–92) (17.4) (10.5)
Average rental price (1975–94) 0.424 –0.58 4.02 1.37
Average SD (1975–92) (8.7) (5.0)
Fifteen-year growth (%)
C. Computed with 15-year changes, Törnqvist index
Real interest rate used
Average rental price (end years 
1990–92) 0.422 –6.82 61.0 21.8
Average SD due to error in rentals (6.6) (3.8)
Average SD due to translog error (0.6)
SD due to interaction between errors (0.1)
Total SDb (3.9)
aCalculated by Hsieh from primal estimates in Young (1995), which depend on the sample period used.
bComputed as the square root of the sum of squared standard deviations listed in the preceding.On the wage side, Hsieh distinguishes eight types of workers, by gender
and four educational levels. He uses benchmark estimates for wages and
employment in 1966, 1972, 1980, and 1990 and annual data on income and
employment from labor market surveys beginning in 1973 to calculate the
annual growth rates of wages. The average annual growth of wages over
various times periods is shown in part A of table 16.1.13
The labor share of 0.511 shown in part A is taken from Young (1995) and
is held constant. Then dual TFP growth is computed by the weighted aver-
age of the annual growth in the wage and rental price of capital, using the
constant labor share as the weight on labor. This results in dual TFP
growth ranging from 1.76 percent to 2.46 percent per year, as shown in the
second-to-last column of table 16.1. These estimates are comparable to the
estimates for other Asian countries, but they contrast with the negative
estimates of primal TFP of –0.22 to –0.69 percent per year for Singapore,
from Young (1995), as shown in the ﬁnal column.
The question we wish to address is whether the Hsieh’s (2002) estimates
in the second-to-last column of part A are signiﬁcantly diﬀerent from
Young’s estimates in the last column. Hsieh (table A2, 523) computes con-
ﬁdence intervals on the average growth of each of the real rental prices in
part A using the standard errors from the coeﬃcient on each time trend.
For two of the three alternative measures, the 95 percent conﬁdence inter-
val includes a decline of nearly 1 percent per year. Hsieh uses the bounds
of these conﬁdence intervals for rental price growth to calculate conﬁdence
intervals for TFP growth. The conﬁdence intervals for TFP growth all lie
above 1 percent per year, so according to his calculations, TFP growth is
signiﬁcantly greater than zero.
We would argue that this procedure fails to convey the true uncertainly
associated with the TFP estimates, for two reasons. First, and most impor-
tant, we should treat each interest rate—and associated rental prices on
capital—as an independent observation on the “true” rate and pool across
these to compute the standard error of the rentals. Second, we should dis-
tinguish this standard error in any one year from that over the entire
sample period. Hsieh’s (2002) procedure is to compute average TFP over
the entire sample, along with its standard error, but this does not tell us
whether TFP growth in any one year (or shorter period) is signiﬁcantly
positive. We now proceed to address both these points.
16.8.1 Error in Annual TFP
Before we can construct our estimate of the standard error of dual TFP,
we ﬁrst need to remeasure productivity using annual data on labor shares,
wages, and the rental price. These results are shown in part B of table 16.1.
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13. These results are somewhat higher than reported in Hsieh (2002, 509) because we have
corrected a slight inconsistency in his calculation.Annual data for wages and labor shares are available beginning in 1973,
and the annual data for all three rentals continues until 1992, so that be-
comes our sample period. We ﬁrst aggregate the eight types of labor using
a Törnqvist price index and then compute dual TFP growth using a Törn-
qvist index over the real wage index and real rental price of capital:
(27)  TFPt
k   (sLt   sLt 1)  ln(wt/pt)   (sKt   sKt 1)  ln(rt
k/pt),
where sLt is the labor share in period t, sKt is the capital share with sLt   sKt
  1, wt is the wage index, and r t is the rental price on capital. The labor
shares are computed from Economic and Social Statistics, Singapore, 1960–
1982 and from later issues of the Yearbook of Statistics, Singapore. These
shares range from 0.36 to 0.47 over 1973 to 1992 and average 0.418, which
is less than the labor share shown in part A of table 16.1 and used by Young
(1995) and Hsieh (2002).
In addition to the average labor share, we report in part B the average
growth rates of the rentals prices and wage index, as well as the computed
dual TFP. The average rental price growth diﬀers substantially between
parts A and B. This reﬂects the use of diﬀerent formulas: as noted in the
preceding, Hsieh (2002) uses a regression-based method to compute the
growth rate, whereas we use the average of the diﬀerence in logs of equa-
tion (26), times 100. Hsieh states that his method is less sensitive to the ini-
tial and end points of the sample period, whereas the average of the diﬀer-
ence in log rentals certainly doesdepend on our sample period. It is evident
from ﬁgure 16.2 that the rental price computed with the average bank-
lending rate falls by about 200 percent from 1973 to 1974 and then rises by
about 300 percent from 1974 to 1975, and these values are the largest in the
sample. If instead of using 1973–1992 as the sample period, we use 1975–
1992, then the average growth in the rental price computed with the com-
mercial bank lending rate falls from 2.5 percent per year to –1.4 percent
per year!
The growth rates of wages reported in parts A and B also diﬀer slightly
because of diﬀerences in sample periods and in formulas used.14Dual TFP
based on the Törnqvist index, reported in part B, shows higher growth for
two of the rental price measures and lower growth for one measure than
dual TFP based on average growth rates, reported in part A. Using the
meanof the three alternative rental price estimates, the growth of dual TFP
based on the Törnqvist index is 2.48 percent per year over 1973 to 1992. Yet
this falls dramatically to 1.37 percent per year if 1973–1974 (when one of
the rental prices moved erratically) is omitted.
Our goal is to compute the standard error of the Törnqvist index in
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14. As discussed in the preceding, we use a Törnqvist price index constructed over the eight
types of labor, whereas Hsieh uses an averaging procedure.suring the rental prices of capital, based on the three alternative real inter-
est rates used; (b) error because the annual data will not ﬁt a translog cost
function perfectly. Under the hypothesis that the homothetic translog cost
function model describes the process generating the data, the Törnqvist
price index exactly summarizes the change in the cost function. Thus, we
assume that changes in expenditure shares represent responses to changes
in wages and rental prices in accordance with the translog model, plus
eﬀects of random shocks to expenditures. Ceteris paribus, the greater the
variance of the share changes that is unexplainable by the translog model,
the greater the variance of the random shocks that aﬀect the weights in the
Törnqvist index.
Beginning with error (a), we ﬁrst construct the mean rental price:












where k   1, 2, 3 denotes the three rental prices. Then the sample variance
of the change in mean rental price, denoted by st
2, is
(29) st





t 1)   ln(r   t/r   t 1)]2.
In ﬁgure 16.3, we plot mean TFP growth in each year,
(30)    T  F  P   t   (sLt   sLt 1)  ln(wt/pt)   (sKt   sKt 1)  ln(r   t/pt),
and the 95 percent conﬁdence interval (with 2 degrees of freedom) con-
structed as    T  F  P   t   2.9/2(sKt   sKt–1)  st
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Fig. 16.3 Annual TFP growth, 1974–1992 (percentage)interval on mean TFP growth over 1973 to 1995 is extremely wide, but this
is not surprising given the erratic data on rentals shown in ﬁgure 16.2. In
table 16.1, we report in parentheses the average standard deviation of the
change in rental prices, and the average standard error of mean TFP
growth, over the 1973 to 1992 period. Consistent with ﬁgures 16.2 and
16.3, both of these are extremely large.
Furthermore, even when we restrict attention to the shorter period of
1975–1992 shown in ﬁgure 16.4, the conﬁdence interval of mean TFP
growth still includes zero in every year. This can also be seen from table 16.1,
where we report the average standard deviations of the change in rental
prices and mean TFP growth over 1975 to 1992. The average value of mean
TFP growth is 1.4 percent, but it has an average standard error of 5 percent.
Accordingly, in every year we cannot reject the hypothesis that mean TFP
growth is zero or negative. Thus, on an annual basis, we would be hard
pressed to conclude that the positive productivity estimates of Hsieh are sig-
niﬁcantly diﬀerent from the negative estimates of Young (1995).
16.8.2 Error in Cumulative TFP
Nevertheless, our interest is not in the hypothesis that TFP growth in
each yearis positive but, rather, that cumulativeTFP growth is positive. An
erratic movement in a rental price one year might very well be reversed the
next year, resulting in a negative autocorrelation that reduces the variance
of long-run rental growth. To assess the implications of this, we instead
consider longer diﬀerences in TFP, such as ﬁfteen-year growth,
(31)      T  F  P   t,15   (sLt   sLt 15)[ln(wt/pt)   ln(wt 15/pt 15)] 
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Fig. 16.4 Annual TFP growth, 1976–1992 (percentage)The standard error of this can be measured using the variance of measure-
ment error in the long-diﬀerence of rental prices,
(32) s2





t 15)   ln(r   t/r   t 15)]2.
In ﬁgure 16.5, we plot the mean ﬁfteen-year TFP growth ending in the
years 1988–1992, along with the 95 percent conﬁdence interval      T  F  P   t,15  
2.9/2(sKt   sKt–15) s2
t,15  . We have ﬁve observations for the ﬁfteen-year cumu-
lative TFP growth, and in four out of ﬁve cases the cumulative growth is sig-
niﬁcantly greater than zero. The only exception is 1989, where the erratic
movement in the mean rental from 1974, and its large standard error, makes
that observation on TFP growth insigniﬁcantly diﬀerent from zero. In all
other end years, the conﬁdence intervals on cumulative TFP growth exclude
zero. This can also be seen from part C of table 16.1, where we report the
mean values of the growth in wages, mean rental, and mean TFP growth over
the ﬁfteen-year period, along with their standard deviations. Cumulative
TFP growth of 21.8 percent (averaged over the end-years 1990–1992) vastly
exceeds its standard error of 3.8 percent. Notice that this standard deviation
is actually smaller than the standard deviation of the annual change in TFP
growth in part B, indicating some negative correlation in the measurement
error of rental price changes.15Accordingly, we cannotreject that hypothesis
that ﬁfteen-year mean TFP growth is positive, except in 1989.
16.8.3 Error from Fitting the Translog Function
We still need to check the second source of error in the index, which




Theory and Application to Asian Growth 507
Fig. 16.5 Fifteen-year TFP growth (percentage)
15. The standard deviation of the change in rental prices ﬁrst increases with the lag length
and then falls. That is, let s2
t,T denote the variance of the change in rental prices as in equation
(7), but with a lag length of T. For T   1, 2, 3, 5, 10, 15, the standard deviation of  s2
t,T   (av-
eraged over end years 1990–1992) equals 5.0, 7.5, 8.7, 18.8, 8.8, 6.6 percent.proceed by estimating the share equations for the translog cost function,
using the mean rental price r   t and the Törnqvist wageindex wt.16Dropping
one share equation (because shares sum to unity), we are left with estimat-
ing the capital share equation:
(33) sKt    L    KK ln(r   t/pt)    KL ln (wt/pt)   εKt,
where sKt is the capital share. We allow for ﬁrst-order autocorrelation   in
the error εKtwhen estimating this equation. So losing one observation to al-
low for estimation of  , the sample period becomes t   1974, . . . , 1992, or
t 1976, . . . , 1992 when we exclude the erratic change in rental prices. Re-
sults for both periods are shown in table 16.2.
Over the 1974 to 1992 period, we obtain signiﬁcant estimates for both
 KK and  KL in the ﬁrst regression (row) in table 16.2, but with these esti-
mates we strongly reject the homogeneity restriction that  KK    KL   0. If
we go ahead and impose this constraint, then the results, shown in the sec-
ond regression of table 16.2, are quite poor:  KK – KLis insigniﬁcant, and
most of the explanatory power comes from the autocorrelation   0.91.
This is likely caused by the erratic movement in the mean rental price over
1973 to 1974, so instead we consider estimation over 1976 to 1992. In that
case, unconstrained estimation in the third regression leads to estimates of
 KK and  KL that are opposite in sign, and the homogeneity restriction  KK
  – KL is borderline between being accepted and rejected at the 95 percent
level. Using this restriction, we obtain the estimates in the ﬁnal regression,
with  KK   0.10,   0.10 and a standard error of the regression equal to
0.012. We shall use these estimates in the calculations that follow.
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16. The second error can be assessed by either ﬁtting a translog unit-cost function to the
data on rental prices and the Törnqvist wage index (two factors) or to the data on the rental
prices and wages for each type of labor (nine factors of production). For convenience, we have
used just two factors.
Table 16.2 Translog estimation
Sample Constant ln(real rental) ln(real wage)   SE of regression R2, N
1974–1992 0.63 –0.020 –0.14 0.50 0.010 0.92, 19
(0.02) (0.011) (0.022) (0.23)
Constrained 0.50 –0.015 0.015 0.91 0.015 0.81, 19
(0.08) (0.014) (0.014) (0.10)
1976–1992 0.65 0.005 –0.14 0.44 0.011 0.89, 17
(0.02) (0.048) (0.027) (0.23)
Constrained 0.72 0.10 –0.10 0.10 0.012 0.87, 17
(0.02) (0.011) (0.011) (0.27)
Notes: Dependent variable   capital share. The constraint used is that the coeﬃcients of the log real
rental and real wage should be equal but opposite in sign. This constraint is rejected over the 1974–1992
period, but not rejected over 1976–92. SE   standard error.To construct the standard deviation of ﬁfteen-year TFP growth due to
the translog error, we rewrite the term on the right of equation (22) as
(34) (1    15)[ln(wt/wt 15)   ln(r   t/r   t 15)]2 2
KK,
where  KK is the standard error of the capital-share regression. We obtain
equation (34) from equation (22) by using the simple structure of the co-
variance matrix 
     
, 
which follows as the errors in the capital and labor share equations sum to
zero.
With autocorrelation of   0.10, the term  15is negligible. So taking the
square root of (34), the standard error of ﬁfteen-year TFP growth becomes
(1/ 2  )⏐ln(wt/wt–15) – ln(r   t/r   t–15)⏐ KK. The ﬁfteen-year rise in the wage-
rental ratio is quite large: 68 percent from the values in part C of table 16.1.
But then multiplying by the standard error of the capital-share equation,
which is 0.012, and dividing by  2  , we obtain the small standard error of
0.6 percent shown in parentheses in part C. This is about one-sixth the size
of the standard error due to measurement error in the rentals, so the im-
precision in ﬁtting the translog function does not add very much to the
standard error of the productivity index in this case.
Next, we need to check the various interaction terms between the mea-
surement error in the rentals and in error in ﬁtting the translog function;
these are the second, fourth, and ﬁfth terms on the right of equation (25).
Computing these for the ﬁfteen-year changes in factor prices and using the
estimated coeﬃcient  KK   0.10, we obtain an additional standard error of
0.1 percent, also shown in parentheses in part C. Summing the squares of
these various sources of error in the TFP index and taking the square root,
we obtain the total standard deviation of the ﬁfteen-year TFP growth of
3.9 percent. The 95 percent conﬁdence interval for ﬁfteen-year growth (av-
eraged over 1990 to 1992) is then (10.6 percent, 33.1 percent), which easily
excludes zero. Even after taking into account the errors in computing the
dual Törnqvist index, the conclusion is still that cumulative productivity
growth in Singapore has indeed been signiﬁcantly greater than zero.
16.8.4 An Explanation for the Conﬂicting Results of Hsieh and Young
The ﬁnding of statistical signiﬁcance for the diﬀerence between the esti-
mate of cumulative productivity growth for Singapore from Hsieh (2002)
and the negative estimate of Young (1992, 1995) means that an explanation
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would generally aﬀect the results for any systematic reason. Rather, the
most critical diﬀerence between the studies appears to be in the method
for measuring the rate of return on capital. The internal return to capital
in Young (1992, 1995) is an ex post return, as in Jorgenson and Griliches
(1967): it is the rental computed by subtracting payments to labor from
value added in the economy and then dividing by a capital stock. In con-
trast, some of the rates of return used by Hsieh (2002) are ex ante measures
(particularly [a], based on the average nominal lending rate of the com-
mercial banks). This distinction allows us to apply a theorem due to Hul-
ten (1986), showing how the diﬀerence between TFP measured using ex
post and ex ante returns is inﬂuenced by capital utilization.
Speciﬁcally, Hulten argues that TFP measured using an ex ante rate of re-
turn includes a “capacity utilization” eﬀect because, with gradual adjust-
ment, the capital stock is likely to diﬀer from its long-run equilibrium value,
at which average cost would be minimized. If the capital-output ratio is below
its equilibrium value, the marginal revenue product of capital exceeds the ex
ante return to capital. Under this circumstance, additions to the capital stock
will earn quasi-rents, so the capital stock can be expected to have a higher
growth rate than output. With a growing capital stock, use of the ex ante re-
turn will spuriously attribute some output growth to long-run productivity
growth. For Singapore, capital has been growing faster than output for sev-
eral decades, implying that the capital-output ratio has indeed been below the
equilibrium value. Use of an ex ante rate could, therefore, result in an overes-
timate of the role of productivity in Singapore’s long-run growth.
To see whether this hypothesis could explain the discrepant results of
Young and Hsieh, we apply a theorem due to Hulten. Let TFPex-post equal
TFP growth estimated with an ex post capital rental price. This measure
will reﬂect long-run productivity growth, such as Hicks-neutral shifts in
the production function. Conversely, let TFPex-ante equal TFP growth esti-
mated with an ex ante capital rental price. This measure will reﬂect both
long-run productivity growth and short-run capacity utilization eﬀects.
Then Hulten (1986, 46) shows that
(35) TFPex-ante   TFPex-post          TFPex-post       ,
where (Q ˙ /Q) is the growth rate of output, (K ˙ /K) is the growth rate of cap-
ital, and   measures the ratio of short-run marginal cost to short-run aver-
age cost, less unity. This parameter is related to the utilization of capital:
  0 if capital is overutilized, that is, below its long-run level.
What value to assign to   is hard to know, but the other variables ap-
pearing in equation (35) can be readily measured for Singapore. A value of
–0.5 percent per year for long-run productivity growth TFPex-post is consis-
tent with the TFP estimates of Young reported in the ﬁnal column of table







510 Robert C. Feenstra and Marshall B. Reinsdorf(1995, 658), the diﬀerence between the growth of output and growth of
(weighted) capital for Singapore over 1966 to 1990 is –2.8 percent per year,
so the term in brackets in equation (35) becomes –2.8  0.5  –2.3 percent.
Conversely, the growth in TFPex-ante, measured with an ex ante rental to
capital, averages about 2.0 percent per year from Hsieh (2002), reported in
part A of table 16.1. Then equation (35) becomes, 2.0   –0.5    (2.3),
which holds if and only if   is close to unity.
Based on Hulten’s (1986, 48–49) geometric interpretation of  , a value of
unity for   implies that short-run economic proﬁts (computed after paying
capital its market rental) are 100 percent of short-run costs (or 50 percent
of revenue). This appears rather high. If the value of   is instead one-half,
then about one-half of the diﬀerence in TFP between Young and Hsieh is
explained by capital not being at its long-run level, and similarly if this pa-
rameter is one-quarter, then about one-quarter of the diﬀerence in TFP
is explained. We conclude that some portion of the diﬀerence between
Young’s results and Hsieh’s results is probably explained by the violation
of the assumption underlying Hsieh’s method of a capital-output ratio at
its long-run equilibrium value, but not the entire diﬀerence.
16.9 Conclusions
The problem of ﬁnding a standard error for index numbers is an old one,
and in this paper we have proposed what we hope is a useful solution. We
have extended the stochastic approach to include both stochastic prices
and stochastic tastes.The variance of the taste parameters, which aﬀect the
weights in the price index formula, is obtained by estimating a demand sys-
tem. Our proposed method to obtain the standard error of prices indexes
therefore involves two steps: estimating the demand system, and using the
standard error of that regression (or system), combined with estimates of
the sampling error in the prices measures themselves, to infer the variance
of the price index.
While our methods extend the stochastic approach, they also extend the
economic approach to index numbers by integrating the two approaches.
It is worth asking why standard errors have not been part of the economic
approach to indexes. Consider, for example, the problem of estimating a
cost-of-living index. We could estimate the parameters of a model of pref-
erences from data on expenditure patterns and then use these estimates to
calculate a cost of living index. Yet, if the data ﬁt the model perfectly, the
cost-of-living index calculated from the parameter estimates would have
the same value as an exactindex formula that uses the data on expenditure
patterns directly. Moreover, Diewert’s (1976) paper showed that the types
of preferences or technology that can be accommodated using the exact in-
dex approach are quite general. As a result, econometric modeling was no
longer thought to be necessary to estimate economic index numbers.
A consequence of the lack of econometric modeling is that estimates of
Theory and Application to Asian Growth 511economic index numbers are no longer accompanied by standard errors,
such as those that appear, for example, in Lawrence (1974). Nevertheless,
if the model that underlies an exact index number formula has positive de-
grees of freedom, an error term will usually need to be appended to the
model to get it to ﬁt the data perfectly. This will certainly be the case if the
consumption or production model is estimated over a panel data set with
multiple commodities and years, which is our presumption. Indeed, we
would argue that the assumption of the economic approach that taste pa-
rameters are constant between two years, when applied consistently over a
time series, means that the parameters are constant over all years of the
panel. This will certainly mean that the demand system must have an error
appended, and, as a result, the taste parameters and exact price index are
also measured with error. We have derived the formula for this error in the
CES and translog cases, but our general approach can be applied to any
functional form for demand or costs.
In our application to Asian growth, we have contrasted the TFP esti-
mate of Hsieh (2002) to those of Young (1992, 1995). Hsieh argues that the
available evidence on returns to capital from ﬁnancial sources do not show
the decline that is implicit in the work of Young. Hsieh considers three
diﬀerent measures of the return to capital and their associated rental
prices. While the rental prices diﬀer markedly from each other in some
years, the error in measuring the true rental is not enough to oﬀset the
underlying fact that their decline is much less than the cumulative rise in
real wages: a 6.8 percent cumulative decline in the average rental over ﬁf-
teen years, as compared to a 61 percent increase in the real wage. Even
when including the additional error from ﬁtting a translog function to the
data for Singapore, the standard error on ﬁfteen-year cumulative TFP
growth remains low enough so that its conﬁdence interval is entirely posi-
tive. The evidence that Singapore has enjoyed positive productivity growth
over this long time period is, therefore, strong, in contrast to the conclu-
sions of Young. Finally, although eﬀects of excess returns on investment
caused by violations of an equilibrium assumption could plausibly have
elevated Hsieh’s estimates, these eﬀects are unlikely to be large enough to
account for all of the measured amounts of TFP growth.
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