We obtain asymptotic equalities for upper bounds of approximations of functions from the classes C ψ β,∞ and L ψ β,1 by Weierstrass integrals.
Main Definitions and Auxiliary Statements
Let C be the space of 2π-periodic continuous functions with norm f C = max t f (t) , let L ∞ be the space of 2π-periodic, measurable, essentially bounded functions with norm f ∞ = ess sup t f (t) , and let L be the space of 2π-periodic functions summable on a period with norm
In [1] , classes of periodic functions were introduced as follows: Let f (x) ∈ L and let
be the Fourier series of f. Further, let ψ(k) be an arbitrary fixed function of natural argument and let β be a fixed real number. If the series by M. Without loss of generality, we assume that sequences ψ(k) from the set M are the restrictions of certain positive, continuous, convex-downward functions ψ(t) of continuous argument t ≥ 1 that tend to zero at infinity to the set of natural numbers. The set of these functions is also denoted by M. Thus,
Let M denote the subset of functions ψ(·) from M that satisfy the condition
Further, we introduce the subset M 0 of the set M by using the following characteristic: Let ψ ∈ M and let η(t) = η(ψ; t) be the function related to ψ by the equality
where ψ −1 is the function inverse to ψ. We set µ(t) = µ(ψ; t) = t η(t) − t .
where K is a constant that may depend on ψ. Let f (x) ∈ L. The quantity
where a k and b k are the Fourier coefficients of the function f, is called the Weierstrass integral (see, e.g., [3, p. 150] ). The present paper is devoted to the investigation of the asymptotic behavior of the quantities
and
) as δ → ∞ is found in explicit form, then, following Stepanets [1, p. 198] , we say that the Kolmogorov-Nikol'skii problem is solved for the class N and the Weierstrass integral in the metric of the space X.
Note that the Kolmogorov-Nikol'skii problem for Weierstrass integrals on the classes W r β , W r , etc., was studied by Bausov [4, 5] , Bugrov [6] , Baskakov [7] , and Falaleev [8] .
We set
where ψ(u) is a function defined and continuous for u ≥ 1. Without loss of generality, we assume that the function ψ(u) has the continuous second derivative on [1; ∞).
In the present paper, we denote, generally speaking, different constants by K and K i . Below, we present several definitions and auxiliary statements due to Bausov [5] and Stepanets [1] , which are used in what follows. [5] . Suppose that a function τ (u) is defined on [0, ∞), absolutely continuous, and such that τ (∞) = 0. One says that the function τ (u) belongs to E a if the derivative τ (u) can be extended to the points where it does not exist so that the integrals
Definition 1
Theorem 1 [5, p. 24] . Suppose that τ (u) ∈ E a and sin βπ 2 τ (0) = 0. Then, for the convergence of the integral
it is necessary and sufficient that the integrals
be convergent. Moreover, the following estimate is true:
where ξ(A, B) is the function introduced in [9] as follows:
If 
satisfies the condition α(t) ≥ K > 0 ∀t ≥ 1. 
where c is an arbitrary constant that satisfies the condition c > 1. (6) , its transform
Asymptotic Estimates for
is summable on the entire number axis, then the following equality is true:
where A(τ ) is defined by (7) .
Then the following equality holds as δ → ∞ :
where A(τ ) is defined by (7) and satisfies the following estimate:
Proof. We verify whether the conditions of Lemma 1 are satisfied. To this end, we establish the summability of the transform (12) of the function τ (u), i.e., the convergence of integral (7) . Using Theorem 1 , we estimate the following integrals:
To estimate the first integral in (16), we divide the segment 0; 1 2 into the two parts 0;
Taking into account that τ (u) ≥ 0 on 0; 1 √ δ and using the inequality
we get
we obtain
Let us estimate the first integral on the right-hand side of (21). Since
taking into account the inequalities
Integrating the first integral on the right-hand side of the last inequality by parts and using Theorems 2 and 3 , we obtain
Here and in what follows, we assume that
Taking into account that the function g(u) = u 2 ψ(u) is convex upward or downward for u ≥ b, we get
Using (25) and (26), we obtain the following relation from (24):
Let us estimate the second integral on the right-hand side of (21). Taking into account that,
we obtain the following relation for δ > 4b 2 :
Integrating the first and the second integral on the right-hand side of the last inequality twice and once, respectively, by parts and taking into account that the function ψ(u) decreases on [1; ∞) , we obtain
Since the function
Thus, it follows from (19), (21), and (27)-(29) that
We estimate the second integral in (16). Taking into account that, according to (6) 
and using the fact that |u − 1| ≤ u, u ∈ 1 2 ; ∞ , and
Integrating the first integral on the right-hand side of (33) by parts and using Theorems 2 and 3 , we obtain
To estimate the first integral in (17), we divide the interval [0, ∞) into the three parts 0,
and [1, ∞).
Taking into account (6) and the second relation in (23), we get
According to (6) , for u ∈ 1 √ δ , 1 we have
By virtue of the first inequality in (23) and estimates (25) and (26), we get
It follows from the last relations that
Combining relations (35)-(37), we get
Let us estimate the second integral in (17). For the function τ (u) defined by (6), according to Lemma 1 in [11] the following equality holds for all ψ ∈ M 0 :
where H(τ ) is defined by (8) and λ(u) = e −u 2 . Using the fact that
and relations (30), (34), and (39), we obtain
Thus, taking into account relations (30), (34), (38), and (40) and using Theorem 1 , we establish that the transform (12) of the function τ (u) is summable on the entire number axis. Therefore, by virtue of Lemma 1, equality (13) is true. Using inequalities (9) and (10) and taking into account (30), (34), (38), and (40), we obtain relation (15).
Let us estimate the remainder on the right-hand side of (13). We havê
Integrating the integrals on the right-hand side of equality (41) twice by parts, we get
Substituting (42) and (43) into (41), we obtain
Taking into account that τ (u) ≥ 0 on 0, 1 √ δ and using inequality (18), we get
Let u ∈ 1 √ δ , 1 . Reasoning as in the estimation of the first integral in (16) on the segment
, we obtain the following estimate:
Now let u ∈ [1, ∞). Using equality (31), the first inequality in (32), the inequalities
and Theorem 3 , we get
Combining relations (45)- (47), we deduce the following result from (44):
Hence,
It follows from (48) and (13) that equality (14) (11) , then, as δ → ∞, the following asymptotic equality is true: Thus, for sufficiently large δ and 0 < ε < 2, we have
Using the l'Hospital rule and the fact that lim
Taking into account that
and using relations (50) and (51), we deduce (49) from (14) and (15). 
Then the following asymptotic equality holds as δ → ∞ :
Proof. If the function ψ satisfies conditions (53) and (54), then, using the l'Hospital rule, we get
Taking (51) and (56) into account, we obtain
Using the last estimate and relations (14), (15), and (52)-(54), we get (55).
Note that the conditions of Corollary 2 are satisfied, e.g., by functions of the form ψ(u) = 1
where K > 0 and α > 0.
Corollary 3. Suppose that
Proof. Since the function u 2 ψ(u) is convex downward on the interval [b; ∞) , b ≥ 1, and satisfies condition (57), we conclude that this function is monotonically decreasing for u ≥ b. Thus, for δ > b 2 , we have
Using the last estimates and relations (14), (15), (57), and (58), we get (59). The functions
where K > 0 and 0 ≤ α ≤ 1, can serve as examples of functions ψ satisfying the conditions of Corollary 3.
In particular, for ψ(u) = 1 u 2 , we derive the following asymptotic equality from (59):
this asymptotic equality was obtained by Bausov in 
where f (2) 0 (x) is the Weyl-Nagy (r, β)-derivative for r = 2 and β = 0.
Proof. We represent the function τ (u) defined by (6) in the form τ (u) = ϕ(u) + µ(u), where
Let us verify that the transformsφ β (t) andμ β (t) of the functions ϕ(u) and µ(u) are summable [see (12)]. We show that the integral Integrating twice by parts and taking into account that ϕ(0) = ϕ (0) = 0 and
Since the function ϕ(u) is convex downward on the intervals 0; 1 √ δ and b √ δ ; ∞ and is bounded on the
Using relation (62), the fact that the function u 2 ψ(u) decreases on [b, ∞) and is bounded on [1, b] , and inequality (4.16) in [12, p. 59], we obtain
Changing variables and integrating by parts in the last integral in (65), we get
In the case where
we have
using the l'Hospital rule and the fact that
Since the function ψ(u) decreases for u ≥ 1, we have
By virtue of the summability of the function uψ(u) on [1; ∞) , we get
Using relations (66)- (70) and (65), we obtain
By analogy, one can show that
Using relations (64), (71), and (72), we get
Let us establish the convergence of the integral
Integrating twice by parts and taking into account that µ(0) = µ (0) = 0 and
For
Integrating the first and the second integral on the right-hand side of the last inequality twice and once, respectively, by parts, we get
Using the first and the second inequality from (23), we obtain
Let us estimate the last integral in inequality (76). To this end, we divide the interval of integration 1 √ δ ; ∞ into the two parts 1 √ δ ; 1 and [1; ∞). Using the third inequality from (23), we get
Taking into account the inequality 2u 2 e −u 2 − e −u 2 + 1 ≤ 2, u ∈ R, we obtain
Using relations (76)- (78), we get
Combining relations (73), (74), and (79) and taking into account that
Now consider
Using the inequality
Since ψ ∈ G, it is easy to verify that the function −µ(u) = (e −u 2 + u 2 − 1)ψ( √ δu) is monotonically decreasing beginning with a certain value u 1 ≥ 1.
Since the function −µ(u) decreases monotonically on [u 1 ; ∞) , u 1 ≥ 1, is nonnegative, and tends to zero as u → ∞, we can use inequality (4.16) from [12, p. 59]. As a result, we obtain
Using inequality (83), we get
Changing variables and integrating by parts, we obtain
Since the function ψ(u) decreases for u ≥ 1, we have 1 2
By virtue of the summability of the function uψ(u) on [1; ∞), we have
Taking relations (89)-(92) into account, we obtain the following inequality from (88):
has the form
where a k and b k are the Fourier coefficients of the function f. Therefore,
0 (x),
where f (2) 0 (x) is the Weyl-Nagy (r, β)-derivative for r = 2 and β = 0. Substituting (98) into (97), we get
0 (x)
Substituting (96) into (99), we obtain equality (61). Theorem 2 is proved. can serve as examples of functions for which Theorem 2 is true. Comparing this relation with (13), we arrive at the following theorem: 
Estimates for Upper Bounds of Approximations of Functions on the Classes L
where A(τ ) is defined by (7) and satisfies estimate (15).
Using Theorem 3 and reasoning by analogy with the proof of Corollaries 1-3, we establish the following statements: 
Note that, under the conditions of Corollaries 4-6, equalities (100)- (102) give a solution of the KolmogorovNikol'skii problem for the Weierstrass integrals W δ on the classes L ψ β,1 in the integral metric.
