There are two approaches to maximum likelihood (ML) estimation of the parameter of fractionallyintegrated noise: approximate frequency-domain ML [Fox and Taqqu (1986)] and exact timedomain ML [Sowell (1992b)]. If the mean of the process is known, then a clear finite-sample mean-squared error ranking of the estimators emerges: the exact time-domain estimator is superior. We show in this paper, however, that the finite-sample efficiency of approximate frequency-domain ML relative to exact time-domain ML rises dramatically when the mean is unknown and so must be estimated. The intuition for our result is straightforward: the frequency-domain ML estimator is invariant to the true but unknown mean of the process, while the time-domain ML estimator is not. Feasible time-domain estimation must therefore be based upon de-meaned data, but the long memory associated with fractional integration makes precise estimation of the mean difficult. We conclude that the frequency-domain estimator is an attractive and efficient alternative for situations in which large sample sizes render time-domain estimation impractical.
Introduction
The literature on long-memory time series processes and, in particular, autoregressive fractionally-integrated moving average (ARFIMA) processes has grown rapidly since the early contributions of Granger and Joyeux (1980), Hosking (198 l) , and Geweke and Porter-Hudak (1983) . Recent theoretical work includes Li and McLeod (1986) , Fox and Taqqu (1986) , Robinson (1988 Robinson ( , 1991 , Sowell (1990 Sowell ( , 1992b , Gourieroux, Maurel, and Monfort (1987) , Yajima (1985 Yajima ( , 1988 , Dahlhaus (1989) , and Cheng and Robinson (1992) , among others. ' The theory has been used in applied econometric work, in which flexible characterization of long-run, or low-frequency, dynamics is often of crucial importance.
Examples include real output dynamics and the unit-root hypothesis [Diebold and Rudebusch (1989) , Sowell (1992a) ], disposable income dynamics and the permanent-income hypothesis [Diebold and Rudebusch (1991) ], predictability of stock returns and the efficient-markets hypothesis [Lo (1991) ], variance bounds for the interest-rate term structure and Hicks' expectations hypothesis [Shea (1991) ], real exchange rate dynamics and the purchasingpower-parity hypothesis [Diebold, Husted, and Rush (1991) , Cheung and Lai (1993) ], real wage dynamics and the intertemporal-substitution hypothesis [ Hassett (1990) ], and nominal exchange rate dynamics [Cheung (1993) ].
Most such applied work, however, makes use of estimation procedures whose properties are incompletely understood and are likely to be suboptimal relative to maximum likelihood (ML) estimation under correct model specification.' Hence the interest in recent work on exact time-domain and approximate frequency-domain ML estimation of fractionally-integrated models. In particular, Fox and Taqqu (1986) construct an asymptotic approximation to the likelihood of an ARFIMA process in the frequency domain, and Sowell (1992b) constructs the exact likelihood function of an ARFIMA process in the time domain.
Although the two ML estimators are asymptotically equivalent, their finitesample properties differ. Monte Carlo analyses, in particular Sowell (1992b) , have shown that the time-domain ML estimator is substantially more efficient than the frequency-domain ML estimator, when the mean of the process is known. Thus, in spite of the fact that time-domain ML is more tedious than frequency-domain ML [due to the (TX T) covariance matrix that must be inverted at each evaluation of the likelihood function], it appears to be an attractive estimator.3
In practice, of course, the mean is not known, so that existing Monte Carlo results for time-domain ML correspond to an infeasible estimator. In applied ' Robinson (1990) provides an insightful survey.
*The leading such estimator was proposed in 1983 by Geweke and Porter-Hudak (GPH) a Here and throughout T denotes sample size.
work, a feasible estimator is used, obtained by replacing the unknown population mean by an estimate; that is, the time-domain ML procedure is applied to de-meaned data. What are the properties of this feasible time-domain ML estimator, and how does it compare to the frequency-domain ML estimator? This is the relevant question for applied work, and it is the subject of this paper. We shall motivate it in light of some important differences underlying the construction of the time-and frequency-domain ML estimators, and we shall provide answers.
The paper proceeds as follows. In section 2 we discuss the details of our Monte Carlo experiment, in which we contrast the efficiency of the frequencydomain ML estimator to that of the time-domain ML estimator (with the population mean assumed known and, alternatively, with the sample mean removed prior to analysis). In section 3 we report the results of the Monte Carlo analysis; the efficiency of frequency-domain ML relative to time-domain ML with estimated mean is strikingly different from that with known mean. In section 4 we offer additional discussion. Section 5 concludes.
The Monte Carlo experiment
We work with the stationary and invertible process X, = p + (1 -B))"e,, e, -iid N(0, l), pure fractionally-integrated (1) (2) for t = 1,2, . , T, where B is the backshift operator, -) < d < f, and p< Go ER.
We first consider time-domain ML estimation. Assume first that the mean of the process is known and, without loss of generality, assume that it is zero. Under the normality assumption, construction of the likelihood simply amounts to expressing the autocovariances of the process in terms of the underlying parameters (in this case, d). Evaluation of the likelihood requires inversion of the (T x T) Toeplitz covariance matrix, C(d), with ijth entry,
where l/T(d) = 0 when d is a nonpositive integer.4 The first estimator we explore is precisely the one that maximizes this likelihood with the mean 4Thi~ expression for the covariance matrix may be traced at least to Adenstedt (1974) for the ARFIMA (O,d,O) case. It is extended by Sowell (1992b) to the ARFIMA (p,d,y) case. p assumed known to be zero (and hence not estimated). ' The estimator is denoted MLZ. Formally,
where L( .) denotes the Gaussian likelihood function, andz=(x,-p,.x,-p, . . . , xT -p)'. ML1 is, of course, not feasible in practice, because ,u is never known; however, it will serve as a useful benchmark.
The obvious feasible counterpart to ML1 is obtained by first removing the sample mean from the data,
where L( .) denotes the Gaussian likelihood function and Z = (x1 -X, x2 -x, . . ) XT -X)'. As long as X is consistent for p, the feasible estimator will perform satisfactorily in large samples. 
'It is well known [e.g., Priestley (1980, p. 417) ] that only the zero-frequency periodogram ordinate depends on the mean.
Ten points in the parameter space are explored, corresponding to d = f 0.050, f 0.150, + 0.250, + 0.350, _+ 0.450. Sample sizes of T = 50, 100, 300, 500 are explored. Realizations of the white noise sequence (2) for each T are generated by the IMSL subroutine DRNNOA, and then the corresponding realizations of the fractional noise (1) for each {d, T > configuration are generated by multiplying the vectors of N(0, 1) deviates by the Choleski factor of the covariance matrix of X, as in Geweke and Porter-Hudak (1983) . The sampling properties of the various time-and frequency-domain ML estimators are then explored.
All likelihood maximizations are done with the DavidonFletcher-Powell algorithm as implemented in GQOPT, using the true value of d to start the iterations.
For each {d, T, estimator} configuration, N = 1000 Monte Carlo replications are performed, and the mean-squared error (MSE) and bias across the replications are computed.
Results

Mean-squared error
The finite-sample estimated MSEs of the various estimators are reported in table 1. As expected, for fixed d, the MSE of each estimator decreases as Tincreases. Moreover, the relative efficiency MSE (MLla)/MSE(MLZ) tends to be less than one, reflecting the somewhat better performance of MLla. Due to the asymptotic equivalence of the two estimators, however, relative efficiency tends to increase as T increases, approaching 1.0 in the limit. Importantly, the convergence of the relative efficiency to 1.0 is fast; the performance of the two estimators is nearly identical for T > 150.
A Adenstedt (1974) and Sowell (1990) , who show that for the pure fractionallyintegrated process (l))(2) var(Ctr,,x,) = 0(T1f2d). Thus, T-'12-d~t'=1 x, has a stable limiting distribution, so that T 112-dX has a stable limiting distribution; that is, the convergence rate of the sample mean depends inversely on d. When d = 0, the usual @consistency obtains; convergence is faster or slower than *as d is less than or greater than zero. The larger d is, the more slowly the sample mean converges and the poorer the performance of feasible time-domain ML. The MSE comparison between MLla and ML2 is highlighted in fig. 1 , which shows the MSEs of those estimators for a range of d values and for T = 50, 100, 300, and which makes the points raised in this section visually apparent.
lo Bias will be discussed shortly in section 3.2.
Bias
The squared-error loss with which we evaluate the estimators may be decomposed into the sum of squared bias and variance, so that high bias is acceptable if it is sufficiently offset by low variance. Nevertheless, it may be of interest to examine bias in isolation. For this reason, we report the finite-sample biases of the various estimators in 
for all of the estimators considered in this paper, and by virtue of the independence of our d estimates across Monte Carlo replications, it follows that, for large T and N, (l/N)Cy= ,(d, -d) ' IS approximately normal with variance
72/(NT2x4).
Thus, as N = 1000 in all experiments, approximate standard errors for the MSEs are given by & 0.00054 (T = 50), f 0.00027 (T = loo), f 0.00009 (T = 300), + 0.00005 (T = 500), so that the Monte Carlo uncertainty appears quite small. Similar computations for the bias yield a variance expression of 6/(NTx2), yielding approximate standard errors for the biases given by k 0.00349 (T = 50), _t 0.00247 (T = loo), f 0.00142 (T = 300), $-0.00110 (T = 500), which is again small. I1 Again, this finding accords with Dahlhaus (1988) . (3) and (4) are in close agreement, as expected. For the more important cases of MLIa and ML2, there is greater disagreement, with the standard errors based on (4) being generally larger. Either way, however, it appears that the Monte Carlo variability associated with our MSE estimates is very small.
Identical arguments may be us_ed to obtain a nonasymptotic standard error estimator for the bias. Let bi = (di -d), i = 1,2, . , 1000, so that our reported for the other estimators. In all cases, however, the Monte Carlo variability associated with our estimates is very small.
Additional discussion
Here we focus on certain aspects of the analysis that merit additional discussion, with some attention paid to directions for future research.
First, we intentionally neglect to include the GPH estimator in our Monte Carlo comparison.
Such a comparison would be unfairly biased against the semi-parametric GPH estimator, because we work only under correct model specification.
It might be desirable to study in future work the comparative properties of GPH, time-domain ML, and frequency-domain ML under model misspecification of various types. Such a study, however, would be very challenging in terms of experimental design. Second, we intentionally focus on the case of pure fractional noise, that is, the ARFIMA (0, d, 0) case. The pure fractional noise is of substantial interest in its own right, and moreover, it is best to attempt a thorough understanding of the pure fractional noise before proceeding to more complex processes. The insights gained from its study are likely to provide useful guidance to behavior in more complex environments."
Third, in accord with common practice, we use the arithmetic sample mean to estimate the population mean. The prospects for improving the performance of the feasible time-domain estimator by using alternative estimators of the mean are very limited. Samarov and Taqqu (1988) have shown analytically that, for a variety of sample sizes, the efficiency of the arithmetic mean estimator relative to Adenstedt's BLUE estimator is close to 100 percent over most of the parameter space and for a wide range of sample sizes. Similar results emerge from the Monte Carlo analyses of Mohr (1981) and Graf (1983) .
Fourth, as correctly pointed out by a referee, it should be noted that the tapered frequency-domain estimators are not invariant to the mean of the process. In our Monte Carlo experiment, none of the data used in our frequencydomain procedures was de-meaned. This is irrelevant for the nontapered frequency-domain procedure, as we emphasized. However, it implicitly corresponds to centering the data used for the tapered frequency-domain procedures by the true mean, which is not known in practice. Had an estimated mean been removed, the tapered frequency-domain procedures probably would not have performed as well; the MSEs reported for the tapered frequency-domain estimators should therefore be viewed as lower bounds on the MSEs obtainable in practice. Because of the prohibitive cost involved and the fact that our attention here centers largely on MLla vs. ML2, neither of which involves tapering, we have left detailed exploration of this issue to future research. Finally, we note that inclusion of the determinant term in the frequencydomain Gaussian likelihood is likely to improve the finite-sample performance of the frequency-domain estimator ML2, as indicated by the results of Nerlove et al. (1979) for short-memory processes and Boes, Davis, and Gupta (1989) for long-memory processes. If this conjecture is true, then the prospects for improving the performance of ML2 are not so limited (in contrast to those for MLla), and our main result would be even stronger: The efficiency of a simple variation of ML2 would be even better than that reported here for ML2.
Summary and conclusions
We have examined the finite-sample performance of ML estimators of the parameter of a pure fractionally-integrated process. We first showed that the efficiency of frequency-domain ML relative to time-domain ML is poor when the mean of the process is known; our results were in complete accord with those "Cheung (1990) of Sowell (1992b) . Time-domain ML with known mean is not a feasible estimator, however, whereas frequency-domain ML is. We therefore compared the finite-sample efficiency of the feasible time-domain ML estimator to the frequency-domain estimator. The comparison is of key importance, because it is the one relevant for applied work. The results were striking: the relative efficiency of approximate frequency-domain ML was drastically improved. To determine the ultimate implications of our results for applied work, one must weigh costs and benefits. The feasible time-domain ML estimator, while much less efficient than its infeasible counterpart, nevertheless usually has somewhat lower MSE than the frequency-domain ML estimator for the sample sizes and parameter values examined here. (The biggest differences, of course, arise in the smallest samples.) Time-domain ML, however, requires tedious (TX T) covariance matrix inversion at each evaluation of the likelihood. Conversely, the frequency-domain ML estimator has the virtue of a very light computational burden. One might be tempted to conclude that the lighter computational burden associated with frequency-domain ML more than offsets its slightly higher MSE. We do not necessarily agree. Today's powerful computing environment makes Sowell's exact time-domain estimator viable for the small/medium sample sizes in which it can really make a difference. The good news provided by this paper is that, for the medium/large sample sizes in which time-domain ML is likely to be prohibitively tedious (or impossible), frequency-domain ML is likely to perform very well.
