Abstract-In this paper, we examine the use of differential pulse-position modulation (DPPM) for optical communication systems using intensity modulation with direct detection in the presence of additive white Gaussian noise. We present expressions for the error probability and power spectral density of DPPM. We show that for a given bandwidth, DPPM requires significantly less average power than pulse-position modulation (PPM). We also examine the performance of DPPM in the presence of multipath intersymbol interference (ISI). We find that the ISI penalties incurred by PPM and DPPM exhibit very similar dependencies upon the channel rms delay spread. We discuss the use of chiprate and multichip-rate equalization to combat ISI. Finally, we describe potential problems caused by the nonuniform bit-rate characteristic of DPPM, and we propose several solutions.
I. INTRODUCTION
W IRELESS indoor communication is drawing increasing attention as an emerging technology [1] . Transmission using infrared radiation has recently become a viable option. As a transmission medium, infrared offers several advantages over radio, including a virtually unlimited spectral region that is not regulated worldwide, relative security against eavesdropping, reuse of the same spectrum in every room of a building without interference, and immunity to multipath fading. Many applications of infrared links require high average-power efficiency to minimize ocular hazards [2] and power consumption. Pulse-position modulation (PPM) is a technique that achieves very good average-power efficiency and is widely used in these applications. For example, the infrared data association (IrDA) has designated 4-PPM as the standard modulation technique for 4-Mb/s serial data links [3] , [4] . The National Aeronautics and Space Administration (NASA) has also proposed to use PPM in various free-space communication applications [5] .
Examples of modulation techniques derived from PPM are multiple PPM (MPPM) [6] , combinatorial PPM (CPPM) [7] , and overlapping PPM (OPPM) [8] . Differential PPM (DPPM) is a simple modification of PPM that can achieve improved power and/or bandwidth efficiency. Hard-decision decoding of DPPM on photon-counting channels is analyzed with the window technique in [9] . It is shown that over such channels, DPPM achieves a higher cutoff rate than PPM for a certain range of physical parameters. In [10] , it is shown that DPPM is superior to PPM in optical multiple-access applications. However, channels featuring additive white Gaussian noise (AWGN), such as the infrared wireless channel, are fundamentally different from the photon-counting channel, and the assumptions made in the window technique cause an underestimate of the performance of DPPM. In this paper, we evaluate the performance of optimal soft-decision decoding and hard-decision decoding of DPPM on AWGN channels.
Although infrared channels are not subject to multipath fading, they are subject to multipath dispersion, which causes intersymbol interference (ISI). The effects of ISI are especially severe in diffuse and high bit-rate systems. The ISI power penalties for on-off keying (OOK) and PPM are studied in [11] and [12] . Methods to combat ISI include optimal maximum-likelihood sequence detection (MLSD), equalization, and trellis coding [11] - [13] . We analyze the performance of DPPM over ISI channels and find that it incurs penalties similar to those of OOK and PPM.
The remainder of this paper is organized as follows. In Section II, we review the channel and noise models appropriate for wireless infrared communications. In Section III, the power requirements of hard-decision DPPM are analyzed on ideal and dispersive channels. In Section IV, we discuss the difficulties of implementing soft decisions and present approximate bounds on the error rate with MLSD. In Section V, we propose and analyze two equalization schemes for DPPM. The power spectral density (PSD) of uncoded DPPM signal is presented in Section VI. Methods to remove or mitigate the nonuniform bit-rate problem are proposed in Section VII. Concluding remarks can be found in Section VIII.
II. CHANNEL AND NOISE MODELS
Coherent optical detection is not feasible in the indoor wireless infrared communication environment. Practical wireless infrared links use intensity modulation and direct detection (IM/DD). The appropriate channel model combines the intensity-modulation constraint of photon-counting channel with the multipath distortion and AWGN of conventional radio channels [1] , [12] . An IM/DD system has an equivalent baseband model that hides its carrier frequency. 
where is the average optical-power constraint of the transmitter. The received photocurrent is (2) where is the photodetector responsivity and is the channel impulse response, which is fixed for a given configuration of transmitter, receiver, and intervening reflectors. The received average optical power is , where the channel dc gain is . The optical IM/DD channel is often modeled by a signaldependent Poisson-rate photon-counting model. Wireless infrared links are subject to intense ambient light that gives rise to a high-rate, signal-independent shot noise, which can be modeled as white and Gaussian [1] , [12] . When such ambient light is absent, the dominant noise is preamplifier thermal noise, which is Gaussian. Thus, we model as white, Gaussian, and independent of signal . Infrared links are also subject to cyclostationary noise arising from fluorescent lighting [14] , which we neglect here.
ISI caused by multipath can be neglected at symbol rates below about 10 MBd in diffuse systems and about 100 MBd in directional, line-of-sight systems [16] . To assess the effect of ISI, some previous studies have employed an ensemble of measured channel responses [16] . We model multipath dispersion using the ceiling-bounce model developed by Carruthers and Kahn [17] . This model has been shown to quantify ISI effects with high accuracy. The channel impulse response is given by (3) where is the unit step function. The parameter depends on the room size and the transmitter and receiver positions and is related to the rms delay spread by 
A. PPM and DPPM
PPM is a well-known orthogonal modulation technique [18] . In -PPM, a block of input bits is mapped to one of distinct waveforms, each including one "on" chip and "off" chips. A pulse is transmitted during the "on" chip. DPPM is a simple modification of PPM. A DPPM symbol is obtained from the corresponding PPM symbol by deleting all of the "off" chips following the "on" chip. Specifically, the -DPPM symbol set , using rectangular pulses, is (5) where is the peak power and is the chip duration. The signal waveforms of PPM and DPPM are shown in Fig. 1 . PPM and DPPM can also be conceived as block codes over OOK links. The DPPM or PPM encoder first transforms the source bit sequence into a chip sequence according to the DPPM or PPM coding rule, such as the ones shown in Table I . Note that the code rate of DPPM is not constant. The chip sequence is subsequently transmitted by an OOK transmitter using a pulse shape . Fig. 2(a) shows the block diagram of a DPPM transmitter.
One of the advantages of DPPM over PPM is that symbol synchronization, which is an important requirement for PPM detection, is not necessary with DPPM. But more importantly, DPPM achieves higher power and bandwidth efficiency than PPM. Before presenting the error-rate analysis of DPPM, we will provide an intuitive explanation of its better average- power efficiency. In -PPM, as is increased, the averagepower efficiency improves while the bandwidth efficiency is reduced. This results from increased signal-set dimensionality and higher peak-to-average ratio. In DPPM, we omit the redundant "off" chips following the "on" chip without substantially affecting the error probability. For a fixed , -DPPM has a higher duty cycle and, thus, is less average-power efficient than -PPM. However, for a fixed-average bit rate and fixedavailable bandwidth, one can employ a higher with DPPM than with PPM, resulting in a net improvement in averagepower efficiency.
The fact that DPPM symbols do not have equal duration complicates the analysis and application of DPPM. Note that a single-chip error not only corrupts the bits directly associated with that chip, but also shifts the bits that follow those bits. This makes the usual definition of bit error rate (BER) a meaningless performance measure for DPPM. In our analysis, we compare modulation schemes in terms of packet-error rate because most data networks in use today employ error detection and automatic-retransmission requests for error control. Another distinct property resulting from the nonuniform symbol length is that the symbol boundaries are not known prior to detection. The optimal soft decoding of DPPM requires use of MLSD, even in the absence of errorcontrol coding or ISI. Furthermore, the Viterbi algorithm is not applicable. Therefore, most practical implementations of DPPM would probably employ hard-decision decoding. the transmitter pulse; a slicer at the filter output determines whether chips are "on" or "off." Fig. 2 (c) shows the equivalent discrete-time system for obtaining the detected chip sequence. The discrete-time impulse response is , where is the channel impulse response. Unless the channel is nondispersive, i.e., the rms delay spread is zero, contains a zero tap, a single precursor tap, and possibly multiple postcursor taps.
B. Error-Probability Analysis
We first consider a DPPM system transmitting over a nondispersive channel. Let denote the probability that an "off" chip is detected to be "on," and vice versa for . Throughout this work, we will model the input bit stream to be an independently, identically distributed (i.i.d.) Bernoulli ( ) process. The packet-error rate for an -bit, -chip packet is (6) If the threshold is set at the mean of expected "on" and "off" levels, e.g., , then
where is the (two-sided) noise PSD and is the average bit rate. Choosing is found to introduce less than 0.1-dB optical power penalty at practical packet lengths and packet-error rates, as compared to the optimally chosen threshold. As shown in Section VI, the bandwidth required to support communications at bit rate is using -DPPM, using -PPM, and using OOK [12] . Throughout this paper, we normalize all power requirements to the power required by OOK to send a 1-kB packet at average packet-error rate of . The error probability for an -chip OOK packet is and for an -chip PPM packet is [12] . In Fig. 3 , we display the average optical power and bandwidth requirements of OOK, PPM, and DPPM. Among many choices of -DPPM, 16-DPPM is especially attractive. It provides a 3-dB optical average-power gain over 4-PPM, the modulation format adopted in the IrDA finite impulse response standard [4] , and requires just slightly more bandwidth. 16-DPPM also supports the same bit rate as 16-PPM using less than half of the bandwidth, albeit at 1.4-dB higher average power.
We now consider using unequalized hard-decision detection of DPPM and PPM on dispersive channels. The slicer compares the receiver filter output to a threshold to obtain , the estimate of chip iff
The average chip-error probability is calculated as follows. Note that contains a zero tap, a single precursor tap, and possibly multiple postcursor taps. Suppose that the duration of is taps. Let be an -chip segment randomly taken from a (very long) DPPM packet, be the probability of occurrence of , and be the receiver filter output (excluding noise) of the next-to-last chip of . The error probability of the next-to-last chip of is if it is an "off" chip or if it is an "on" chip. The average chip-error rate for DPPM or PPM is (9) summed over all possible .
The error rates in the above analysis are functions of the slicer threshold. Because "off" chips are more likely than "on" chips, the optimum threshold , which minimizes the chip-error rate, cannot be chosen as , as on nondispersive channels. The optimum threshold is a complicated function of the signal and noise powers, the impulse response , and the order , and is determined here by numerical optimization. On dispersive channels, for a fixed channel dc gain, the optimum threshold is found to decrease as the delay spread increases.
In addition to the optimum threshold, we consider two heuristic thresholds. Heuristic threshold "type 1" is defined by , and "type 2" is defined by . The optical power requirements for unequalized DPPM and PPM systems, using optimum type 1 and type 2 thresholds, are displayed in Fig. 4 . The type 1 heuristic threshold performs nearly as well as the optimum threshold. The type 2 heuristic threshold leads to a significant performance degradation and also leads to error-rate floors at much lower delay spreads than the other two threshold choices. The type 1 heuristic threshold can be implemented in practice by observing the total power received when isolated "on" chips are transmitted.
If the -and -axes in Fig. 4 are changed to represent the ratio of delay spread to chip duration and the optical power penalty due to ISI, respectively, it can be seen that the relationship between these two quantities is very nearly the same for all values of the DPPM order . The same phenomenon has also been observed for PPM [11] . At a given ratio of rms delay spread to chip duration, the ISI penalty is slightly larger for DPPM than for PPM.
IV. MAXIMUM-LIKELIHOOD SEQUENCE DETECTION OF DPPM

A. MLSD on Nondispersive Channels
Because the symbol boundaries are not known prior to detection, the optimal soft decoding of DPPM requires use of MLSD, even in the absence of ISI or error-control coding. In other words, to detect an -chip DPPM packet which encodes bits, the likelihoods of all possible -bit packets with the same packet length must be compared.
Considering each received chip sample to represent an orthogonal dimension, the ML detection criterion is seen to correspond to minimum-Euclidean-distance detection. The minimum-distance errors correspond to situations when the detected packet and the transmitted packet differ in the position of one particular "on" chip. The Hamming distance between these two packets is two. With DPPM, in contrast to PPM, a minimum-distance error packet can be constructed by removing an "on" chip and placing it anywhere in the packet, as long as the resulting packet does not have a run of more than "off" chips. The number of packets lying at Hamming distance two from a given packet is not constant. An estimate for this number is ; this estimate employs the fact that the average packet length measured in chips is and approximately half of the "on" chips correspond to the aforementioned case. For short packets, simulation shows that this is a good approximation. At high signal-to-noise ratio (SNR), minimum-distance errors dominate. An approximate upper bound of the packet-error probability at high SNR is thus (10)
B. MLSD on Dispersive Channels
The equivalent discrete-time model [11] , [18] used to study MLSD and equalization techniques on ISI AWGN channels is shown in Fig. 5 . The continuous-time system consists of the transmitter filter , the channel impulse response , a matched filter , a whitening filter , which is the inverse of the maximum-phase part of , and a detection device. The discrete-time channel impulse response is . Nonnegativity is enforced on , and because they represent optical power. We note that the are proportional to the transmitted optical power.
To calculate the packet-error probability using MLSD, we follow a procedure similar to that introduced by Forney [19] . Let be a vector over ; the leading and ending entries of are nonzero. We define to be an error unit if it does not contain any run of zeros longer than the number of postcursor taps of . An MLSD-detected packet can contain any number of nonoverlapping error units, as long as the overall chipwise sum of these error units is zero, to conserve the number of symbols. In singlet error events, the detected packet contains a single error unit. In doublet error events, it contains two error units, and the chipwise sum of either error unit is nonzero. (Note that a doublet error event is not equivalent to a combination of two singlet error events.) If the length of the packet is not very long (i.e., less than 1 kB), we find that at high SNR, singlet and doublet error events dominate the packet errors. Let be the set containing all error units causing singlet errors and be the set of all error unit pairs ( ) causing doublet errors. The packet-error rate can be approximately upper bounded by (11) where and are the prior probabilities for and . The upper bounds of packet-error probability for OOK and PPM can be similarly found to be (12) and (13) where is the number of nonzero entries in the error event { }. The average optical power requirements of OOK, PPM, and DPPM with MLSD are shown in Fig. 6 .
We would like to point out that the dispersive IM/DD channel conserves the transmitter power but spreads it out in time. The Euclidean distance between "off" and "on" chips is reduced, since . This means that once a pulse is spread out, the "effectiveness" of the optical power is reduced and cannot be recovered.
V. DPPM WITH DECISION-FEEDBACK EQUALIZATION
Decision-feedback equalizers (DFE's) are used in many applications to mitigate ISI. Zero-forcing (ZF) decision-feedback chip-rate and symbol-rate equalization for PPM are proposed and analyzed, respectively, by Barry [12] and Audeh et al. [20] . Although the minimum-mean square-error (MMSE) DFE generally offers better performance than ZF-DFE, we only consider ZF-DFE DPPM systems in our analysis because at low-error rates, the two types of equalizers exhibit nearly identical performance and because the ZF-DFE is easier to analyze. In the following, we use the equivalent discrete-time whitened matched-filtered front-end shown in Fig. 5 .
A. Chip-Rate DFE
The diagram of a hard-decision chip-rate DFE system is shown in Fig. 5(c) . Assuming that the slicer threshold is in the absence of error propagation, the chip-error probability is (14) When compared to the ISI-free channel, the optical power penalty is dB. By employing the appropriate technique to reconstruct symbol sequence from the detected chip sequence, this chip-rate DFE can be applied with DPPM, PPM, and OOK.
B. Multichip-Rate DFE
The chip-rate equalizer makes hard decisions on a chipby-chip basis, utilizing only the transmitted energy in the zero tap of the WMF impulse response in making the decision. One would expect to obtain better performance by using a trellis detector in place of the memoryless threshold device. In this section, we investigate the gain that can be achieved by using a more sophisticated decision device.
In Fig. 5(d) , suppose that the decision device has access to the most recent received chip samples . The postcursor ISI from , in is completely removed by ZF-DFE. The decision device forms a local maximumlikelihood decision of the transmitted chips based on . That is, it chooses a binary sequence to minimize the quantity , and the first chips of are declared as the decisions for . These decisions are used to remove the ISI, and the process is repeated for . In contrast to the chip-rate DFE, the detection and feedback take place every chips. Therefore, the structure shown in Fig. 5(b) is henceforth called the multichiprate equalizer. The multichip-rate DFE can also be used with DPPM, PPM, and OOK.
In the absence of error propagation, the decision-error probability conditioned on the most recently transmitted chips can be upper-bounded by (15) Here, we write for , and is the Euclidean distance between the first samples of and those of . The summation is taken over all -chip sequences whose first chips are not identical to the first chips of . Let the prior probability of be , which depends on the modulation format. The average decision-error probability is (16) The error probability of the multichip-rate DFE with OOK can be calculated using . With PPM and DPPM, in order to simplify the error-rate calculation, we will consider the transmitted chip distribution to be OOK-like. That is, we take for PPM and DPPM, regardless of the order . This is a plausible simplification because the actual chip distribution is much less important than the chip SNR (see Section III). The average optical power requirements for 4- and 16-DPPM with both chip-rate and multichip-rate equalizers are shown in Fig. 7 . The parameters for the multichip-rate DFE are . As expected, both equalizers extend the useful operating range to higher delay spreads. For a 3-dB average optical power penalty, the chip-rate equalized system can tolerate a delay spread approximately three times higher than the unequalized system. The multichip-rate equalized system yields a 0.5-dB optical power gain over the chip-rate equalized system at this delay spread level. Fig. 8 shows the decision-error probability versus optical power for 16-DPPM with multichip-rate DFE.
In the Monte Carlo simulation, an i.i.d. Bernoulli (1/2) sequence is fed into the DPPM transmitter of Fig. 5(a) to generate the transmitted chip sequence. Simulation allows us to observe the error-propagation effects inherent in DFE. In Fig. 8 , the error-probability curve from Monte Carlo simulation merges with the upper bound (16) at chip-error rates below approximately 10 . This demonstrates the tightness of the upper bound and also justifies our simplifying assumptions.
The channel rms delay spread affects the optimum choice of the parameters ( ). First, we find that given a fixed , the decision-error probabilities for DFE's with different are close to each other. Increasing reduces the number of decisions per packet. As a result, the packet-error rate is lowered. However, larger introduces higher complexity because the number of Euclidean distance calculations per detected chip is proportional to . Second, we have found that the difference between and need not be large, even at high delay spreads. By simulation, we have found that when the rms delay spread is 64% of the chip duration , the equalizer gain with saturates after . We should point out that this multichip-rate DFE is fundamentally different from the symbol-rate DFE for PPM introduced in [20] . The latter inherently uses symbol-by- symbol soft decisions. The multichip-rate DFE neglects the underlying symbol structure; therefore, it can never achieve performance approaching MLSD.
VI. SPECTRAL PROPERTIES OF DPPM
As shown in Fig. 2(a) , the transmitted DPPM waveform is . We can view as a cyclostationary process and compute its PSD by using . For a rectangular pulse , sinc
, where we use the definition sinc . , the PSD of the chip sequence, is given by the discrete-time Fourier transform of the chip autocorrelation function , which is defined by . The recurrence relationship for is (17) which can be simplified to and
The solution for is given by . The are the roots of the equation
. The constraints of determine . It is not difficult to show that one of the has value one, and that all other have absolute values strictly less than one. Therefore, converges to a constant asymptotically, in accordance to the intuition that two chips far away from each other have little correlation between them.
We find that , where is a continuous component, and is a discrete component that arises from the nonzero mean of the chip sequence. We find that (19) and (20) We present the spectra for 8-, 16-, and 32-DPPM in Fig. 9 , omitting the discrete spectral lines. The bandwidth occupied by the first spectral lobe of either DPPM or PPM signals is equal to the inverse of the chip duration. It can be seen that the continuous part of the PSD of DPPM does not approach zero at low frequencies, in contrast to PPM. If highpass filtering is employed to reduce the effect of fluorescent light noise or if the channel has a highpass nature, DPPM signals are subject to greater distortion than PPM signals for a fixed highpass filter cutoff frequency.
VII. SYSTEM DESIGN ISSUES
An unusual characteristic of DPPM is that the time required to transmit a packet containing a fixed number of bits is not constant because the DPPM symbols do not have equal durations. The average bit rate is . The actual bit rate, however, varies from to . Packets that require excessive time to transmit can cause transmitter buffer overflow or unacceptable delay of real-time applications, and provisioning for such packets can lead to inefficient utilization of network resources. Packets requiring too little transmission time can cause transmitter buffer underflow, receiver buffer overflow, or a temporary violation of eye-safety requirements.
In the following, we propose two techniques to reduce bit-rate variations. They place different demands upon the network: the first method requires the transmitter to examine the packet contents prior to transmission, and the second requires the use of large packets and relies upon special procedures to transmit packets that would otherwise require excessive transmission time. Both techniques introduce minimal complexity and overhead.
A. Networks Requiring Fixed Throughput
In some networks, every packet containing a given number of source bits must require the same time for transmission. This can be achieved by exploiting the fact that the mapping between source bits and DPPM symbols can be chosen arbitrarily. Examples of two DPPM mapping rules, which we refer to as the "nominal" and the "reverse" mapping rules, are shown in Table I . The two mappings differ in that the roles of thechip symbol and the ( )-chip symbol are interchanged. If an input packet produces an -chip DPPM packet under the nominal mapping rule, then under the reverse mapping rule it produces an -chip packet, where the mean packet length is . Thus, we can have the transmitter examine the packet, choose the mapping rule that yields a shorter packet length, add a flag chip indicating the choice of mapping rule at the beginning of transmission, and append "off" chips at the end of the packet until the packet duration reaches the mean packet duration. The packet duration and the per packet average power both meet exact requirements. Note that the reverse mapping can be easily implemented by applying the nominal mapping rule on the complemented input packets.
The main drawback of this technique is that the transmitter must determine the duration of the packet prior to encoding it, possibly resulting in processing delay. To reduce delay, a packet can be partitioned into smaller blocks. The above algorithm is then applied in a block-by-block fashion, except that the additional "off" chips are appended after the last symbol of the packet to aid the receiver in maintaining proper synchronization. The latency is decreased by a factor of ; however, the overhead associated with the flag chips is increased by a factor of .
B. Networks Not Requiring Fixed Throughput
Assuming that the input bit sequence is i.i.d. and uniform on {0, 1}, the probability that the packet duration deviates from the expected packet length by a factor of can be calculated approximately by using the central limit theorem. Such an approximation is found to be very accurate if the number of symbols in a packet exceeds 100. For example, to transmit a 2-kB 16-DPPM packet, the probability that the packet length is longer than the mean packet length by 10% is about , which is essentially zero.
In some networks, packet transmission times are not required to be fixed. In such networks, it suffices to use a long scrambler and a large packet size to keep the probability of packets with excessively short or long duration under a desired value. Special procedures can be provided to process packets of abnormal duration, depending on the constraints of the network. These special procedures include rescrambling by another scrambling sequence, and partitioning the source packet into smaller units and retransmitting each one as an individual packet.
Variable packet transmission time has important implications for networks employing media-access control (MAC) protocols based on channel reservations. For example, the IrMAC [21] , a MAC protocol being considered by the IrDA, attempts to minimize packet collisions through broadcasting channel reservation/release messages from both the transmitter and the receiver. In order to prevent the "hidden station" problem, whereby stations that fail to detect an ongoing communication start to transmit before the channel is idle, a station wishing to transmit needs to wait for a time interval equal to the mean packet duration plus a guard time before transmitting, unless it receives a channel release message. We note that as the packet duration becomes longer, there is a decrease in the ratio of the required guard time to the mean packet duration. If we model the packet length as a Gaussian random variable, the relation between the guard time and the probability that the duration of an -bit packet is longer than the expected packet duration plus is (21) where To cite another implication of variable packet duration: in order to minimize the power consumption of a portable transceiver, it is best to power down the transceiver until the channel is possibly free. Equation (21) can also be used to estimate the proper duration for transceivers to remain in the "sleep" mode.
VIII. CONCLUSION
We have assessed the performance of DPPM over infrared wireless channels. We have considered several receiver structures, including a simple, unequalized hard-decision receiver, an MLSD, a chip-rate DFE, and a multichip-rate DFE. We find that DPPM always achieves higher power efficiency and lower hardware complexity than PPM. These make DPPM a favorable candidate to replace PPM in many applications.
Using a simple model for the indoor wireless infrared channel, we find that the ISI penalties of DPPM are essentially determined by the ratio of the rms delay spread to chip duration. DFE is an effective technique to combat ISI. In addition to the conventional chip-rate DFE, we propose and analyze ( ) multichip-rate equalization. We find that it offers better performance than the chip-rate DFE, particularly when the ISI is significant.
We derive the PSD of DPPM signals assuming that the transmit pulse shape is rectangular. The PSD does not approach zero at dc. Thus, if highpass filtering is employed to reduce the effect of fluorescent light noise, DPPM signals are subject to greater distortion than PPM signals.
We discuss the potential problems arising from the variable bit rate nature of DPPM. We propose two techniques to control the bit rate variation, which are appropriate for different network requirements.
