First, an integer programming model is proposed to find an α-labeling for quadratic graphs ( , 4 
Introduction
Suppose that = ( , ) is a simple graph without loop and multiple edges which has | | vertices and = | | edges. A graceful labeling for is a one-to-one mapping from the vertex set ( ) to the set {0,1,2, … , } such that for each edge ( ) which connects the vertices , ( ) to each other, the value ̅ ( ) = | ( ) − ( )| is a one-to-one mapping from the set of edges ( ) to the set {1,2, … , }. A graph that has a graceful labeling is called a graceful graph [17] .
Furthermore, graph has an -labeling if and only if 1-it is graceful, and 2-there is a number , 0 ≤ ≤ | ( )|, such that for each edge ( ) with two incident vertices , ( ) , the following condition holds:
min[ ( ), ( )] ≤ < [ ( ), ( )].
2 Salarrezaei and Eshghi The number is named as "middle value". Suppose that a graph has -labeling, if a vertex label is smaller than then it is referred as a "small vertex" and if it is greater than then it is called a "large vertex". In Fig. 1 , six graceful graphs are shown including three graphs with -labeling [15] . A cycle with 8 vertices in this figure has -labeling with small vertices 0,1,2 and large vertices 4,5,7,8. Graceful labeling and -labeling were first introduced by Rosa [17] and since then many graphs have been proved to have graceful or -labeling. The determination of which graphs are graceful or having -labeling has attracted a lot of interest. The conjecture that all trees are graceful is the bestknown open problem in the area of graph labeling. Although many papers have been published on the subject of graph labeling, there are a few particular techniques to use by authors. The graph labeling problem is to find out whether a given graph has a certain type of labeling and if it has it how to label the vertices. The common approach for proof is to construct desired labeling for all cases either by providing a formula or by generating all possible cases. Unfortunately, the process of proving a certain type of labeling by a particular graph G is a very tedious and difficult task for many classes of graphs. The comprehensive studies on various types of labeling and existence of them for different types of graphs can be found in [9, 10] . Here, finding -labeling for a special class of graphs, called quadratic graphs, is discussed. A quadratic graph ( , 4 ) is a 2-regular graph with m components, each of which is a cycle of length 4 . For example, an -labeling of (2,4) is shown in Fig. 2 with = 4.
Figure 2. an -labeling of ( , )
Some of the results found for the quadratic graphs so far are as follows:
-Graph (1, ) is graceful if and only if ≡ 0 or 3 (4) . Furthermore, if it has anlabeling, then ≡ 0 (4) [17] . -For > 0 and ≠ 3, graph ( , 1) has an -labeling. Graph (3,1) is graceful but does not have an -labeling [1] . -For ≥ 2, (3, 4 ) has an -labeling [13] .
-For ≥ 1, (4,4 ) has an -labeling [14] . An Integer Programming Model and a Tabu Search Algorithm 3 -For ≥ 1, (5,4 ) has an -labeling [5] .
-All bipartite graphs, except (3, 1) , that satisfies Rosa's condition ( ≡ 0 (4)) and has at most 24 vertices, has an -labeling [2] .
In previous studies, most results are either theoretical proofs or ad hoc methods to obtain labeling of graphs. Among many papers in this area, only a few of them focus on developing mathematical models or algorithms to obtain the labeling; see Redl [16] , Eshghi and Azimi [7, 8] , Smith [18] , Smith and Puget [19] , Mahmoudzadeh and Eshghi [15] . The authors used different mathematical programming models or approaches to formulate and solve the problem such as integer programming [7, 8] , nonlinear programming [16] , constraint programming [18 ,19] and ant colony optimization algorithm [15] . In all of these studies, the authors construct a model to find labeling for special classes of graphs such as trees, cycles, crowns, etc. Furthermore, their models have some limitations on the size of graphs and can be applied only on graphs having at most forty vertices.
The rest of our work is organized as follows: in Section 2, an integer programming model is developed for solving the problem and in Section 3, a proposed tabu search is described. In Section 4, some details of a labeling procedure are described. Computational results and conclusion are respectively presented in the Sections 5 and 6. In the appendix, the details of -labeling of ( , 4 ) for 6 ≤ ≤ 10 and 2 ≤ ≤ 10, are presented.
Mathematical Formulation of the Problem
In order to formulate the problem, first a corollary obtained by Abraham and Kotzig [3] is used as follows: if graph is 2-regular with vertices/edges, = 4 , and is an -labeling on , then there is exactly one value (0 < < ) such that for every ( ), ( ) ≠ . This value is known as the missing value of the graceful labeling .
Using this result, the middle value can be obtained as follows:  If the missing value x is equal to , then 2 ≤ < 2 + 1 and = 2 .  If the missing value is equal to 3 , then 2 − 1 ≤ < 2 and = 2 − 1.
Graph ( , 4 ) has 4 vertices and 4 edges and in order to formulate the problem, it is assumed that = 3 and = 2 − 1. Therefore, the vertices should be alternatively bigger or smaller than . Thus, in order to label the vertices, two groups of variables are defined as follows:  , = 1,2, … ,2 , for small vertices' labels.  , = 1,2, … ,2 , for large vertices' labels.
Moreover, 4 variables denoted by , = 1,2, … ,4 , are defined to label each an edge.
The labeling and ordering of the vertices and edges in ( , 4 ) are respectively as follows:
cycle :
Variable must be a discrete value from the set = {0, 1, 2, … , 2 − 1} and as a result, variable must assume a value from the set = {2 , 2 + 1, … 
, +2
=
Using the above variables, the constraints of the problem are formulated as follows: 
In this formulation, the constraints (6)- (8) identify the relationships between the vertex and edge labels according to equations (1) and (2) . Constraint (9) specifies the admissible domain for the variables. Constraint (10) assigns a label for each vertex variable . Constraint (11) ensures that each label is assigned to only one vertex. Equations (12)- (17) use the same trend to assign labels to the variables and respectively. Constraint (18) defines the type of variables used in the formulation. Variables , and are defined as integer variables; however, considering equations (9), (12) , (15) , this integer condition can be dropped. Lemma 1. In the proposed model, the constraint (16) always holds and can be removed from the formulation.
Proof by contradiction. Assume that by dropping the constraint (16) , this constraint is violated, meaning that there is ∈ {1,2, … ,4 } such that ∑ ≠ 1
=1
.
Constraints (9)- (14) force the variables to take a value from the set {0,1, … ,2 − 1} and the variables from the set {2 , 2 + 1, … ,3 − 1,3 + 1, … ,4 }. On the other hand, according to constraints (6)-(8) each variable is defined as the difference between a variable x and a variable . Therefore, considering the admissible domain for x and y, must have a value from the set {1,2, … ,4 }.
According to constraint (17) , a total of 4 of the variables are equal to one and the rest of them are equal to zero. Therefore, if all of the terms in ∑ 4 =1
are not equal to zero, there must be ∈ {1,2, … ,4 } such that ∑ = 0 4 =1
. Constraint (15) will force the corresponding to be equal to zero, which contradicts the admissible domain , for = 1,2, … ,4 . Therefore, the result is at hand. ■ Lemma2. In the propose model, constraint (13) is redundant and can be dropped.
Proof by contradiction.
Assume that the constraint (13) does not hold if it gets removed. Constraint (14) causes that only 2 variables of , = 2 + 1,2 + 2, … ,4 , are equal to one and the rest of them are zero. If the constraint (13) is violated, there must be ∈ {1,2, … ,2 } such that ∑ = 0
. Considering equation (12) , must be equal to zero. Constraints (6)-(8) define the variables as the difference between variables x and y and each variable y appear in two of constraints (6)- (8) and since the variables x take their values from the set {0,1, … ,2 − 1} and are different from each other, = 0 causes at least one of the variables e to be negative, which contradicts constraint (15) . Therefore, the proof is complete.■ The -labeling problem is a feasibility problem and the proposed model does not have an objective function and tries only to find a feasible solution. The proposed model has 8 continuous variable and 24 2 2 binary variables and by dropping constraints (13) and (16) it has 22 constraints.
Tabu Search Algorithm for the Problem
Graph labeling problem belongs to the NP-complete class of problems. Acharya et al., proved it by using the graph coloring problem [3] . As a consequence of complex nature of this class of problems, no exact method can solve such a problem in a reasonable amount of time specially when the problem is large. During the past two decades, meta-heuristic algorithms have been used to solve many combinatorial optimization problems of this type.
Tabu search (TS) is a meta-heuristic algorithm that can be used to solve these problems [12] . This algorithm does not guarantee optimality in optimality, class of problems, but in many experiments it has been able to obtain near optimal solutions in a reasonable amount of time. However, our problem is in feasibility class of problems and requires no objective function and so TS requires to generate only feasible solutions.
TS starts with an initial solution and explores its neighborhood. Among these neighborhood solutions, TS chooses the best solution and moves to it. The search procedure continues until the termination criteria are satisfied. In order to avoid from getting trapped in a local optimal solution, TS uses a short term memory. This short term memory keeps track of a certain number of moves that have been performed recently. Specifically, these moves are saved in a list called "Tabu List". In each move, if the move is in the tabu list, it will not be performed and the algorithm will search for another move, except when the "Aspiration Criteria" are met. For more information and details of TS algorithms, see [11] and [12] .
In the following sections, the general steps of the proposed tabu search for solving our problem are illustrated.
Solution Procedure and General Structure of Algorithm
The proposed tabu search algorithm starts with an initial solution with different vertex labels and tries to generate different edge labels. Two strings with the length of 2 are used to save the labels of small and large vertices. Using these two strings, another string with the length of 4 is defined to save edge labels to compute the deviation value of the solution. The general procedure of the proposed TS is as follows:
Step 1:
1-1 Choose an initial solution 0 . 1-2 Set * ⟵ ( 0 ), * ⟵ 0 , = 0. 1-3 Build two tabu lists for small and large vertices.
Step 2: Set = + 1. Consider −1 as the current solution.
2-1 Set: 0 ⟵ −1 and for = 1,2 , … , NSmall , consider is not in tabu list.
. Perform all of the operations in step 2-1 for = 1,2 , … , and perform the neighborhood search on large vertices.
Step 3: If the termination conditions are satisfied then stop, else go to Step 2.
In this study, the termination criteria is assumed to be obtaining a feasible solution or reaching a certain number of iterations. The steps of this algorithm is illustrated in more details in the following sections. 
Initial Solution
The initial solution is obtained according to Figure 3 . In this solution, in each cycle at most one edge label is repeated and if m is odd, then in the cycle with the labels on the sides of the missing value, no edge label is repeated. Edge labels are not repeated in any other cycle, and therefore, this initial solution with m edge label can be a good initial solution. 
Deviation Function
The first idea to define a deviation function is to minimize the number of edge labels that have not been used. But this deviation function cannot be a good function for the selected solution structure. The reasons are as follows:
 A sample space of all of the edge labels between two adjacent vertices includes ( ) = 2 * 2 = 4 2 2 members that have the same probability.  The edge label 1 can only be produced between vertex labels 2 − 1 and 2 , and therefore, its probability is ( ) = ( ) ( ) = 1 4 2 2 .  The edge label 2 can only be produced between the vertex labels 2 − 2 and 2 , or 2 − 1 and 2 + 1, and therefore, its probability is ( ) = ( ) ( ) = 2 4 2 2 .  As a result for other edge labels, the probabilities are presented in Table 1 .
Table1. Probability of generating edge labels. The deviation function defined in this study considers this issue and tries to assign a higher deviation value for the solutions that are less probable to be in a feasible solution. This function is as follows:
, where ( ) is a binary variable and is equal to one if the edge label has been produced, and is equal to zero, otherwise. The value determines the influence level of the previous deviation function. In this study, is set to be equal to ( * )/2.
Neighborhood Structure
In the proposed algorithm, two neighborhood generation schemes are used. It is assumed that small (large) vertex labels are fixed and the neighborhood solutions are generated by swapping the large (small) vertex labels and the best solution that is not in the tabu list or it is but satisfies the aspiration criteria is selected as the next solution.
In each neighborhood, the number of vertices that must be swapped with each other is equal to 2 . Therefore, ( 
Tabu List and Tabu Tenure
As mentioned before in Section 3.4, in one of the neighborhood generation schemes, the small vertex labels remain unchanged and swapping is performed only on the large vertex labels. Therefore, two tabu lists are used to maintain the recently performed moves, one for small vertex labels and one for large vertex labels. When two vertex labels are swapped, one of them is maintained in the tabu list for a certain number of iterations. The tabu list works in a LIFO order, meaning that when a new member is added to the list, the oldest member is removed from the list and the length of the list will An Integer Programming Model and a Tabu Search Algorithm 9 always remain fixed. If the solution is in the tabu list but decreases the best current deviation function value, it will be removed from the list according to the "Aspiration Criteria".
Special Structures for Fixing the Labels of Some Vertices
Here, in order to improve the performance of the mathematical model and the proposed tabu search algorithm, the labels of some vertices are fixed and the other vertices are labeled such that the constraints of -labeling are satisfied for all the vertices. Since some labels of vertices are fixed, the labels of their edges are generated at once and no further search is needed. Therefore, the number of variables corresponding to their vertex and edge labels decrease. This cause a better efficiency of the tabu search and a decrease in the search space.
Therefore, two approaches are followed to fix vertex labels. In the first approach, two cycles are assumed to be fixed and the other vertices of the graph are labeled using the proposed algorithm. In this case, the labels of two cycles are fixed according to Figs. 5 and 6. This type of fixing labels for vertices is a common approach in graph labeling and is called standard labeling [4, 6, 9] . By fixing the labels of these cycles, the edge labels 4( − 1) + 1, 4( − 1) + 2, … ,4 in the first cycle and the edge labels 1, 2, … , 4 in the second label are produced.
In the second policy of fixing the vertex labels, the labels of four cycles are fixed. In this case in addition to the 2 cycles presented in Figs By fixing these cycles, the edge labels 4( − 2) , 4( − 2) + 1, … ,4( − 1) − 1 in the third cycle and the edge labels 4 + 2,4 + 3, … ,8 + 1 in the fourth cycle are obtained. In labeling procedure for other vertices, these edge labels should not be produced.
Both approaches described in this section can generate a series of edge labels that were very time consuming if we used a search technique or a mathematical programming model. Furthermore, this can help us to extend the class of graphs having certain types of labeling [6] .
Computational Results
All computations in this section are performed on a 32 bit operating system with CPU of Core 2 Due 2.10 GHz and 3.00 GB of RAM. The integer programming model proposed in Section 2 has been modeled using IBM ILOG CPLEX 12.2 software and the running time for each graph is reported in Table 2 .
By running the integer programming model and removing the constraints (13) and (16), it is observed that the running time of the algorithm increases. In fact, these redundant constraints can act as cutting planes in the solution space and delete some infeasible solutions, and turn to cause a better running time. These constraints, without omission of any feasible integer point, shrink the search space of feasibility type problem like ours and help the branch and cut algorithm employed by the software to reach the final feasible solution faster. Results of the model after adding these constraints are presented in Table 2 .
The proposed tabu search algorithm was coded in C++ using Visual Studio 2014 compiler and the required time for each graph is presented in Table 3 . The and in the proposed tabu search algorithm are assumed to be equal to each other and are performed with values of 1, 3 and 5. Obviously, if the algorithm reaches the feasible solution for 1 or 3, it will not be run with a larger value. The size of the tabu list for each value of or varies from 1 to 5 until the algorithm reaches a feasible solution. Termination criteria for each value of and and tabu tenure is considered to be performing 10000 iterations for graph with 250 or less vertices and 100000 iterations for other graphs or reaching a feasible solution. Table 2 . Time of -labeling of ( , ) by CPLEX (in seconds). Table 3 . Time of -labeling of ( , ) by tabu search (in seconds). In these tables, the symbols 'α' and 'β' denote that two and four cycles are fixed respectively. The integer programming model for 3C4 , or (1, 3) , shows that there is no feasible labeling for this graph in less than 1 second. Also, the tabu search algorithm shows that no feasible solution for this problem exists in a reasonable amount of time. This result is the same as we have known from the literature [4] . In Table 2 , if the CPLEX cannot reach a feasible solution for a graph in 900 seconds, a '-ʼ character is reported. The tabu search algorithm in each iteration moves to the best neighborhood solution if it is not in tabu list. This new solution may have a worse deviation value than the previous one, and therefore, the values of the deviation function are not necessarily decreasing throughout the run and they fluctuate around a certain point until zero is reached, a feasible solution, or the maximum iteration numbers. Fig. 9 presents the values of the deviation function for different iterations for labeling (9,40) with = = 1 and the tabu list length of 2. The algorithm reaches the feasible solution after 8611 iterations. Furthermore, Fig. 10 shows these values for (10,40) and = = 1 and the tabu list length of 3. As seen in these figures, the proposed algorithm reaches the feasible labeling without any discernible trend in consecutive iterations. Proof. The result is proved by obtaining the labeling for all possible cases not reported in the literature. The -labeling for ( , 4 ) with 6 ≤ ≤ 10, 2 ≤ ≤ 10 are presented, in the appendix. For the remaining cases, see [5] , [13] and [14] , to complte the proof. ■
Conclusion
Here, first, an integer programming model was proposed to find -labeling of quadratic graphs ( , 4 ). By solving the integer programming model, -labelings for graphs with at most 96 vertices were obtained. Then, a tabu search algorithm was proposed. The computational results showed that the proposed tabu search algorithm performed better than the integer programming model and -labeling for ( , 4 ) graphs with , ≤ 10, with the exception of = 3, = 1, were generated in pretty short times. The major contributions of our work can be summarized in three parts: first, modeling and solving a difficult graph theory problem by a mathematical programming model. Next, an example of a feasibility class of problems like graph labeling in which we want to find a feasible solution, rather than optimal solution, was given. Finally, it was shown that how a metaheuristic algorithm could solve the problem. As known, in most optimality class of problems, metaheuristics can generate near optimal solutions but there is no guarantee that they can reach an optimal solution. However, here, using a metaheuristic algorithm, like tabu search, we were able to generate -labelings of all the desired cases.
Appendix
In this section labeling for graph 4 with 6 ≤ ≤ 10 , 2 ≤ ≤ 10 is presented. The labeling for = 6, = 2 is as follows: For the remaining − 4 cycles, the labels are presented in Table 4 . Table 4 . -labelings of the remaining cycles of ( , 4 ).
-labelings of remaining − cycles 
