We consider two optimization problems for cellular telephone networks, that arise in a recently discussed ITU proposal for a traffic load model. These problems address the positioning of base stations (on given possible locations) with the aim to maximize the number of supplied demand nodes and minimize the number of stations that have to be built. We show that these problems are hard to approximate, but their Euclidean versions allow a polynomial-time approximation scheme (PTAS). Furthermore, we consider other related optimization problems.
Introduction
The demand node concept has been used recently as a simplified traffic load model for cellular networks, see, e.g., [12, 11] . A proposal for a standardization of this model is currently discussed by the International Telecommunication Union [8] . In this model, so called demand nodes are used to describe the arising phone traffic quantitatively. A demand node represents the center of an area with a certain teletraffic demand. Each node stands for the same portion of traffic load. Densely populated areas, hence, will lead to large numbers of demand nodes, while rural regions have a sparse distribution of nodes.
One of the main problems to be solved during a network design stage is to answer the question how to position the base stations. Typically, one has to select a base station configuration from a set of possible configurations such that an optimum quality of service is achieved, i.e., as much as possible of the traffic is served while interferences have to be kept to a minimum. In the demand node model, this will usually mean that nearly all demand nodes have to be supplied, where the meaning of "supplied" may depend on a number of parameters.
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We believe that while standardization of the demand node concept is still discussed, it is important to have precise results about (non-) solvability and (non-) approximability of combinatorial problems that arise in this model. In the present paper we consider the following optimization problems:
Maximize number of totally supplied nodes (MTSN):
Given is a set N of demand nodes (DN), a set B of potential locations for base stations (BS), a budget k ¾ AE (i.e., a maximum of k base stations is allowed to be built) and an interference factor γ ¾ É with γ 1. Furthermore, for every i ¾ B and j ¾ N, variables u i j ¾ É · and t i j ¾ 0 1 are given with the following meaning:
The variable t i j expresses if a demand node is supplied by a base station; more precisely, DN j is supplied by BS i if and only if t i j 1. The variable u i j gives us the intensity of the signal of BS i in DN j (if we would build this station).
If DN j is supplied by BS i, we say that it is totally supplied by BS i if and only if the corresponding signal in DN j is essentially stronger than the sum of all other (interfering) signals in this demand node, formally:
Now the aim is to find a collection of at most k base stations, such that the number of totally supplied demand nodes is maximum.
Minimize number of base stations (MBS):
Here we have almost the same situation as in the problem MTSN, with the difference that a number is given instead of the budget k. The task is to find a minimum number of base stations such that at least demand nodes are totally supplied.
Hence, in both problems we consider interferences with signals from other base stations as they appear, e.g., in the present TDMA-based GSM or D-AMPS systems as well as (to a lesser extent) in the IS-95 system or in future UMTS networks that rely on the CDMA technology.
It is known that the above problems are (as decision problems) NP-complete. We first show that their optimization versions are even hard to approximate. Our hardness result builds on the recent characterization of the class NP by so called probabilistically checkable proofs (PCP), leading to strong non-approximability theorems for the CLIQUE problem (see [2] ). We show how CLIQUE reduces to our problems in such a way that the approximation ratio is preserved. This shows that to compute approximate solutions for MTSN and MBS is infeasible. (Our result improves a hardness result from [9] , where, using a reduction from the dominating set problem, only a weaker non-approximability statement was given.) In order to be able to construct efficient algorithms for practical applications, we have to restrict the model in an appropriate way. In this paper, we consider the Euclidean versions of MTSN and MBS, defined as follows:
By EMTSN (EMBS) let us denote the subproblem of MTSN (MBS, resp.) where we make the following assumptions:
-The demand nodes and the base stations are located in the Euclidean plane.
-The activity of the base stations is local (i.e., the intensity of the signal is 0 outside a range of action D).
-There exists a minimal distance d between different base stations that have to be built.
We want to stress that in reality, all these assumptions are certainly given; hence these subproblems still capture the needs of practical network optimization. A result of this paper is that the Euclidean problems have polynomial-time approximation schemes, i.e., for any approximation ratio r there is a polynomialtime approximation algorithm. The algorithms we construct use a refinement of a technique developed by Hochbaum and Maas in [7] , the so called shifting strategy. This technique is applicable to a lot of geometric covering and packing problems. A different approach to approximate hard geometric optimization problems was recently developed by Arora [1] .
Non-Approximability Results
We consider undirected graphs without self-loops. A clique is a subset C of nodes of a given graph such that every two different vertices in C are joined by an edge. The maximization problem of finding a clique as large as possible in a given graph is denoted by CLIQUE (the cost of a clique C is its cardinality). The size of a given CLIQUE-instance is the number of nodes of the corresponding graph, the size of an MTSN-instance is the number of demand nodes.
Let h´nµ 1. We say that an algorithm A is an h´nµ-approximation algorithm for a maximization problem Π, if the solution produced by A for an input of size n is at least the optimal solution divided by h´nµ. We say that an algorithm A is an h´nµ-approximation algorithm for a minimization problem Π, if the solution produced by A for an input of size n is at most the optimal solution times h´nµ. In both cases, h´nµ is called the approximation ratio [3] . Proof. The algorithm A ¼ works as follows. On input of a graph G with n nodes, the algorithm generates an MTSN instance I which consists of n potential locations for base stations and n corresponding demand nodes. I has the interference factor γ 2 and the budget k n, i.e., all possible base stations are allowed to be built. A demand node i is supplied by base station j (i.e., t i j 1) if and only if i j. We introduce three intensities of signals: a weak signal of intensity 1 ´8n 2 µ, a medium signal of intensity 1 ´3nµ and a strong signal of intensity 1 ´2nµ. Demand node j receives a weak (medium) signal from base station i if and only if i j and the nodes i and j are joined (are not joined, resp.). Demand node j receives a strong signal from base station i if and only if i j. Now A ¼ simulates the algorithm A on input I and obtains a collection B of (at most k n) base stations. 
¾
The problem CLIQUE cannot be well-approximated; more precisely, it is known that there is no (n 1 ε )-approximation algorithm for CLIQUE, unless every set in NP has a polynomial-time probabilistic zero-error algorithm (i.e., NP ZPP), and that there is no (n 0 5 ε )-approximation algorithm for CLIQUE, unless every set in NP has a polynomial-time algorithm (i.e., NP P) [6] .
Corollary 1
1. MTSN has no polynomial-time´n 1 ε µ-approximation algorithm (for any ε 0), unless NP ZPP.
2.
MTSN has no polynomial-time´n 0 5 ε µ-approximation algorithm (for any ε 0), unless NP P.
Concerning the non-approximability of the MBS problem we only mention the following result (for details, refer to [5] All in all we see that the problems MTSN and MBS cannot be approximated efficiently. But experience from reality shows that we can make additional assumptions about occuring problem instances. In the next section, we therefore consider the Euclidean versions of both problems, where we additionally assume a maximal radius of activity for each base station, and a minimum distance between different base stations.
An Approximation Scheme for EMTSN
Say that a problem Π admits a polynomial-time approximation scheme (PTAS for short), if for every rational number r 1 there is a polynomial-time algorithm A r that r-approximates Π. The following algorithm constitutes such an approximation scheme for EMTSN.
Given are the sets N of demand nodes, B of base station locations, budget k, interference factor γ and variables t i j , u i j for every i ¾ B, j ¾ N. Additionally we assume that we have a fixed range of action D and minimal distance d between base stations. Let the set N of the given demand nodes in the plane be enclosed in the rectangular area A. We fix an integer l 0, the so called shifting parameter. This number will later determine the approximation ratio of our algorithm. By increasing l we will get better approximations. 
´l 1µD before we obtain the same partition again. Hence there are l 2 ways of partitioning A into grids of width lD. We denote the resulting partitions (we will call them shift partitions) by S 1 S l 2 . Notice that such a partition can be described by the coordinates of a single point in the plane. Therefore, we can fix a partitioning of A in polynomial time even if area A is large.
2. Each partition S i consists of several squares of size´lDµ 2 . Notice that the number of such squares is possibly superpolynomial in the input size, but in this case almost all squares do not contain any demand node. Therefore, it suffices to consider the small number (polynomially bounded in the input size) of non-empty squares, i.e., squares containing at least one demand node. This can be done efficiently because it is possible to keep all demand nodes in a suitable data structure, such that the corresponding square can be easily determined by the position of the demand node in the Euclidean plane. In each such square s we delete all demand nodes that are located in the border-strips of width D; thus we obtain a new square s ¼ of the same size but with no demand nodes located in distance less than D to the border. For 0 j B we want to solve the local maximization problem in s ¼ with budget j, i.e., we maximize the number of totally supplied demand nodes in s ¼ , where we are allowed to build up to j base stations in s ¼ . We can do this by exhaustive search, because we can build at most c d f 4´lDµ 2 ´πd 2 µ base stations; this follows by the simple fact that circles of radius d 2 around every base station are not allowed to intersect because of the minimal distance d between two base stations. A more careful analysis shows that even 2´lDµ 2 ´d 2 Ô 3µ is an upper bound on the number of base stations per square; however, the only important point is that c is a constant. Thus, for each square s, we obtain a´c · 1µ-dimensional vector v s , where the j-th component is the maximal number of totally supplied demand nodes in s ¼ if we are allowed to build at most j base stations.
3. Now we have reached another optimization problem, which is a kind of knapsack-problem. We are given a list L of´c · 1µ-dimensional vectors v s ´v s 0 v s c µ of natural numbers (one vector for each non-empty square s) and a maximal weight k (our budget). We have to find a total mapping f : 1 L 0 c giving us for each square, which contains at least one demand node, the number of base stations to be built such that ∑ 1 i L f´iµ k and ∑ 1 i L v i f´iµ is maximal. In other words, we want to distribute at most k base stations to L squares, such that the number of totally supplied demand nodes is maximal. Since the v i j are small numbers, we can solve this problem in polynomial time with the technique of dynamic programming as we describe next (this technique is a slight modification of an algorithm for the knapsack problem which can be found in [10, pp. 203ff 
]). Let
W´j vµ min¨∑ For the base station problem this means that we can supply v max demand nodes totally if we build at most k base stations. Hence each partition S i induces a number of demand nodes being totally supplied by at most k base stations. Under all these solutions we choose one having the largest number of totally supplied demand nodes. Now we want to show that the relative error of this algorithm is at most 4 l. We fix an optimal solution of the given problem instance I. On the one hand, for each demand node there exist exactly 4l 4 partitions in which this demand node is located on a border-strip. On the other hand there are l 2 partitions at all.
By the pigeon hole principle we obtain that there exists a partition S ¼ such that the following holds: At most a fraction of´4l 4µ l 2 4 l of the totally supplied demand nodes (of the optimal solution) are located on a border-strip. If we delete all demand nodes on all border-strips of S ¼ we obtain a new instance I ¼ of our problem. It is easy to see that the solution for S ¼ obtained by local optimization (first optimize each single square, then solve the knapsack-problem) equals the solution for I ¼ obtained by global optimization, because we have deleted all demand nodes located outside a square and inside the range of action of a base station in this square. Thus base stations in one square cannot influence demand nodes in another square. Therefore, if we carry out this local optimization, we find in polynomial time an optimal solution for problem instance I ¼ .
From the optimal solution for I we obtain a (not necessarily optimal) solution for I ¼ if we hide the (small amount of) totally supplied demand nodes located on the border-strips of S ¼ . This gives OPT I OPT I ¼ ´1 4 lµ, which shows that our approximated solution is near to the optimal solution. Since every optimal solution for I ¼ induces a solution for I, we have:
Therefore, at least for partition S ¼ our algorithm finds a solution having a relative error 4 l, hence the overall solution of the algorithm will not have a larger error.
Since the l in the above argument is a number which we can choose beforehand, we see that for every approximation ratio r 1 we obtain a polynomial algorithm for the EMTSN problem. Hence we proved the following theorem:
Theorem 3 The problem EMTSN admits a PTAS.

Approximating EMBS
Let us now turn to the EMBS problem. We take over the notations from the problem EMTSN, with the difference that , the minimal number of totally supplied demand nodes, is given (instead of budget k). Since EMBS is a minimization problem, where we demand a certain amount of success (at least totally supplied demand nodes), it is possible that there exist problem instances which do not have solutions. Even if an instance has a solution, it could happen that this is the only one, and in this case, every approximation algorithm has to find this optimal solution. So we cannot hope to find an approximation algorithm for this strong problem, and we have to weaken the requirement to supply at least demand nodes. Instead, we proceed as follows:
Starting from the PTAS for EMTSN, for every ε we construct an algorithm A ε such that the following holds: For every instance I, which asks for totally supplied demand nodes and which has an optimal solution of b base station, our algorithm gives a solution with b ¼ b base stations and ¼ ´1 · εµ totally supplied demand nodes.
We now describe the construction of algorithm A ε : Let I be an instance with a set of base stations B and a set of demand nodes N, such that b is the minimal number of base stations which have to be built if we want to supply at least demand nodes totally. Let B ε be the approximation algorithm for EMTSN whose solutions have a relative error ε. On input I, algorithm A ε applies B ε on instance I with budget k 1 B and obtains a list of numbers of totally supplied demand nodes 1 B . Let i be the smallest number with 1 i B such that 
Optimizing Networks without Interferences
In this section we consider some problems neglecting interferences of signals from different base stations.
Minimize number of base station locations (EBSL NI ):
Given is a set N of demand nodes located in the Euclidean plane. The task is to compute a minimum cardinality set of locations for base stations such that all demand nodes are supplied, where here "supplied" means that the demand node is within distance D from a built base station.
In this problem we hence do not fix a set of potential locations for the base stations; the goal consists in computing these potential locations in an optimal way. The algorithm for the disk covering problem presented in [7] immediately shows:
Theorem 5 The problem EBSL NI admits a PTAS.
Finally, let us again consider the problem EMBS. In Sect. 4 we were not able to present a PTAS, due to the particular structure of EMBS, where we want to perform a minimization but it can well be that a solution does not exist. When we do not consider interferences, we are guaranteed that always some solution exists, and for this problem we are able to construct a PTAS.
Minimize number of base stations without interferences (EMBS NI ):
Given is a set N of demand nodes, a set B of potential locations of base stations, and a number . The task is to find a minimum number of base stations such that at least demand nodes are supplied, where again "supplied" means that the demand node is within distance D from a built base station.
Again, we present a polynomial-time approximation scheme.
1. Let the demand nodes be enclosed in the plane in area A. As in the algorithm for EMTSN, construct shift partitions S 1 S l 2 , where each partition divides the plane into a grid of squares of size lD ¢lD.
2. Fix a partition S i . We locally solve the following maximization problems for each square s in S i by exhaustive search: For each number j compute the maximal number v s j of demand nodes in s that can be supplied, when we are allowed to build j base stations. Here, base stations can be build either within s or within the border strips of neighboring squares. Let us denote by U´sµ the square s plus these border strips, so U´sµ is a square of size´l · 2µ ¢´l · 2µ. Hence, the task is to supply a maximal number of nodes within s by building j base stations in U´sµ.
3. Now we have a list L of´c · 1µ-dimensional vectors v s ´v s 0 v s c µ of natural numbers (one vector for each square s; c is a constant bounding the number of base stations that can be built in a square U´sµ, see the description above of the algorithm for EMTSN). The entry v s j gives us the number of nodes in s that can be supplied by building j base stations in U´sµ. The problem we have to solve now is to choose for each square s a number v s j such that the sum of all these is at least , while the number of base stations that have to be build (i.e., the sum of the j's over all picked v s j ) is minimal. This is a knapsack problem which we solve using a dynamic programming approach, analogous to the algorithm for EMTSN.
4. Since l can be an arbitrary number, this algorithm gives us the following theorem:
Theorem 6
The problem EMBS NI admits a PTAS.
Conclusion
We presented polynomial-time approximation schemes (PTAS) for the optimization problems EMTSN, EBSL NI and EMBS NI . Furthermore we gave a similar family of algorithms for EMBS. This means that for any approximation ratio r 1 we wish, there is a polynomial-time approximation algorithm for all four problems. One might ask if there is a uniform approximation scheme, working for all ratios r with a runtime which is polynomial in the input length and 1 ´r 1µ. This would mean that the problems have a so called fully polynomial-time approximation scheme (FPTAS), see [3] . However, for the EBSL NI , EMBS NI and EMBS problems such stronger schemes cannot exist (unless P NP). For the EBSL NI problem, this is due to the fact that the corresponding decision problem is strongly NP-complete and optimization problems for such problems cannot have a FPTAS [4, Theorem 6.8] (this was observed already in [7] ). Since EBSL NI is as hard as (formally: reduces to) the problems EMBS NI and EMBS, the same holds here. We suspect that the decision version of EMTSN is strongly NP-complete as well, hence also for this problem, a PTAS as we presented here is the best we can hope for.
It should be remarked that the algorithm we gave above for the EMTSN problem can in fact be generalized: Our algorithm maximizes the number of totally supplied nodes. In fact, "totally supplied" here can be replaced by any other, even much stronger, condition -let us call it super-supplied. As long as it can be checked in polynomial time whether a node is super-supplied (by a given collection of base stations), our algorithm will produce an approximate solution in polynomial time. This allows us, e.g., to take peculiarities of the landscape (highways, skyscrapers, etc.) into account. Note that we used the fact that the rectangular area A is embedded in the Euclidean plane only to determine the positions of base stations and demand nodes. None of the algorithms above makes any assumption about a metric for the field strength/interferences.
