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In one dimension one can dissect a scattering potential v(x) into pieces vi(x) and use the
notion of the transfer matrix to determine the scattering content of v(x) from that of vi(x). This
observation has numerous practical applications in different areas of physics. The problem of
finding an analogous procedure in dimensions larger than one has been an important open problem
for decades. We give a complete solution for this problem and discuss some of its applications. In
particular we derive an exact expression for the scattering amplitude of the delta-function potential
in two and three dimensions and a potential describing a slab laser with a surface line defect. We
show that the presence of the defect makes the slab begin lasing for arbitrarily small gain coefficients.
Pacs numbers: 03.65.Nk, 42.25.Bs
I. INTRODUCTION
Scattering of waves has been one of the most important
subjects of research in physics for over a century. Most
students of physics begin their study of this phenomenon
in undergraduate courses of quantum mechanics where
they learn time-independent scattering theory and its ap-
plication in solving simple one-dimensional problems. In
more advanced courses they are exposed to the S-matrix
formulation of scattering theory which is of basic impor-
tance in quantum field theories and particle physics [1].
In one dimension, there is an alternative to the S-
matrix, called the transfer matrix, that similarly to the
S-matrix stores all the scattering information about the
scattering potential. To give the definition of the transfer
matrix, we recall that for a scattering potential v, every
solution of the time-independent Schro¨dinger equation,
− ψ′′(x) + v(x)ψ(x) = k2ψ(x), (1)
has the asymptotic form:
ψ(x) = A±e
ikx +B±e
−ikx for x→ ±∞.
The transfer matrix of v is the 2× 2 matrix M satisfying[
A+
B+
]
= M
[
A−
B−
]
. (2)
It is easy to show that the reflection and transmission
coefficients of v are given by the entries of M, [2–4].
The main advantage of the transfer matrix over the
S-matrix is that it satisfies an extremely useful composi-
tion rule which allows for the reduction of the scattering
problem for v to that of any set of constituent potentials
v1, v2, · · · , vn provided that v =
∑
j vj and the support
Ij of vj (i.e., the smallest interval outside which vj van-
ishes) do not intersect except possibly at a single point.
If Mj is the transfer matrix of vj and Ij lies to the left
of Ij+1, the transfer matrix of v is given by
M = MnMn−1 · · ·M1. (3)
This relation makes the transfer matrix into an indispens-
able tool for dealing with a variety of scattering problems
[4]. Typical examples are the study of multilayer optical
systems [5–8], acoustic waves [9–11], transport phenom-
ena in mesoscopic systems [12], photonic band structure
calculations [13, 14], optical potential engineering [15–
17], etc. These applications are however limited to (ef-
fectively) one-dimensional physical systems. This is be-
cause the very definition of a multidimensional transfer
matrix, that contains all the information about the scat-
tering features of the potential and fulfils the composi-
tion property (3), has been lacking. The purpose of the
present article is to introduce such a notion of transfer
matrix and use it to develop an alternative to standard
approach to scattering theory [18, 19] that is capable of
dealing with a variety of intricate scattering problems.
The basic conceptual framework for the present work
is provided by the recent observation that the transfer
matrix in one dimension can be expressed as
M = U(∞,−∞), (4)
where U(x, x0) is the evolution operator for a fictitious
non-unitary two-level quantum system with x playing the
role of the evolution parameter [20, 21]. This was origi-
nally motivated by the fact that the evolution operator of
every quantum system has the same composition (group)
property as the transfer matrix, i.e., (3). It turns that
one can define a two-component state vector Ψ(x) and
an x-dependent effective matrix Hamiltonian H(x) of the
form
Ψ(x) :=
1
2
[
e−ikx[ψ(x) − ik−1ψ′(x)]
eikx[ψ(x) + ik−1ψ′(x)]
]
, (5)
H(τ) :=
v(x)
2k
[
1 e−2ikx
−e2ikx −1
]
, (6)
such that the time-independent Schro¨dinger equation (1)
becomes equivalent to the time-dependent Schro¨dinger
2equation
i∂xΨ(x) = H(x)Ψ(x), (7)
with x playing the role of “time,” [20].
Clearly, there is an infinity of choices for Ψ(x) (and the
corresponding H(x)) that allow for expressing (1) in the
form (7), [22, 23]. Note however that among these, (5)
is the only choice that fulfils the asymptotic boundary
conditions:
Ψ(x)→
[
A±
B±
]
for x→ ±∞. (8)
This relation is the key to the identification of the transfer
matrix M with U(−∞,∞), where U(x, x0) is the evolu-
tion operator for the Hamiltonian (6), i.e., the operator
satisfying
Ψ(x) = U(x, x0)Ψ(x0). (9)
Equation (4) is a direct consequence of (2), (8), and (9)
for x0 → −∞ and x→∞.
Another important consequence of (5) is that the cor-
responding effective Hamiltonian, namely (6), vanishes
for the values of x where v(x) = 0. We can use this ob-
servation to give a derivation of the composition rule for
transfer matrices. Let us denote by Hj(x) and Uj(x, x0)
the effective Hamiltonian and the evolution operator for
the constituent potentials vj , respectively. Suppose that
the support of vj is given by Ij = [aj , aj+1] for some real
numbers aj and aj+1. Then for all x /∈ Ij , Hj(x) = 0.
This in turn implies that whenever the interval (x0, x)
does not intersect Ij , we have Uj(x, x0) = I, where I is
the 2× 2 identity matrix. In particular,
Mj = Uj(∞,−∞) = Uj(aj+1, aj) = U(aj+1, aj), (10)
where the last equality follows from the fact that vj(x) is
the restriction of v(x) to Ij . Next, we recall that because
Ij lies to the left of Ij+1, a1 ≤ a2 ≤ a3 ≤ · · · ≤ an+1.
This together with (4), (9), and (10) imply
U(∞,∞) = U(an+1, an)U(an, an−1) · · ·U(a2, a1).
In light of (4) and (10), this equation is equivalent to (3).
The idea of expressing the transfer matrix of one-
dimensional scattering theory in terms of the evolution
operator for a two-level quantum system has revealed an
intriguing manifestation of geometric phases in semiclas-
sical scattering [24]. It has also been used to devise a
method of computing higher order corrections to semi-
classical scattering calculations [25] and a generalization
of the composition rule (3) to situations where the con-
stituting potentials vj have overlapping support [26]. In
this article, we use this idea as a guiding principle for
developing a transfer matrix formulation of the scatter-
ing theory in two and three dimensions. Since the basic
difficulty that has hindered the progress towards solving
this problem is already present in two dimensions, we
give a more thorough treatment of scattering theory in
two-dimensions. In order to focus on the conceptual de-
velopments and their concrete applications, we give the
technical details of most of the calculations in the appen-
dices.
II. TRANSFER MATRIX IN 2D
Consider the Schro¨dinger equation,[−∂2x − ∂2y + v(x, y)]ψ(x, y) = k2ψ(x, y), (11)
where v is a real- or complex-valued scattering poten-
tial and (x, y) are cartesian coordinates in the plane R2.
Let us identify the x-axis with the scattering axis, use r
to denote the position vector associated with (x, y), and
take the Fourier transform of (11) with respect to y. This
gives [−∂2x + v(x, i∂p)] ψ˜(x, p) = ω(p)2ψ˜(x, p), (12)
where ψ˜(x, p) :=
∫∞
−∞
dye−ipyψ(x, y) is the Fourier trans-
form of ψ(x, y) over y and ω(p) :=
√
k2 − p2. We
identify v(x, i∂p) with the integral operator defined by
v(x, i∂p)φ(p) :=
1
2π
∫∞
−∞
dq v˜(x, p − q)φ(q), where φ is a
test function.
For the scattering problem, we are interested in the
solutions of (12) that tend to a plane wave for x→ ±∞.
These exist provided that |p| ≤ k and |v(x, y)| has a
sufficiently rapid asymptotic decay rate. We therefore
demand that as r :=
√
x2 + y2 → ∞, |v(x, y)| tends to
zero at such a rate that every solution of (11) has the
following asymptotic form for x→ ±∞:
1
2π
∫ k
−k
dp eipy
[
A±(p)e
iω(p)x +B±(p)e
−iω(p)x
]
.
Here A± and B± are coefficient functions vanishing out-
side the interval [−k, k].
We identify the transfer matrix of the potential v with
the 2× 2 matrix operator M satisfying (2). As we show
in the sequel, this notion of transfer matrix not only ful-
fills the composition rule (3), but also possesses complete
information about the scattering properties of v.
We begin our analysis of the properties of M by in-
troducing the following two-dimensional generalization of
the two-component state vector (5) and effective Hamil-
tonian operator (6).
Ψ(x, p) :=
1
2
[
e−iω(p)x[ψ˜(x, p)− iω(p)−1ψ˜′(x, p)]
eiω(p)x[ψ˜(x, p) + iω(p)−1ψ˜′(x, p)]
]
,
(13)
H(x, p) :=
1
2ω(p)
e−iω(p)xσ3v(x, i∂p)K e
iω(p)xσ3 , (14)
where ψ˜′(x, p) := ∂xψ˜(x, p), σi are the Pauli matrices,
and K := σ3+ iσ2. Ψ(x, p) has the following two impor-
tant properties:
3x
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FIG. 1: Support I of a finite-range potential (the enclosed
region) sliced along the x-axis.
1. It satisfies i∂xΨ(x, p) = H(x, p)Ψ(x, p), which is
equivalent to (12). In other words, Ψ(x, p) =
U(x, x0)Ψ(x0, p), where U(x, x0) is the evolution
operator for H(x, p).
2. It tends to
[
A±(p)
B±(p)
]
for x→ ±∞.
By virtue of these properties and Eq. (2), we can express
M in the form
M = U(∞,−∞) = T exp
∫ ∞
−∞
−iH(x, p)dx (15)
= I− i
∫ ∞
−∞
dx1H(x1, p)
+(−i)2
∫ ∞
−∞
dx2
∫ x2
−∞
dx1H(x2, p)H(x1, p) + · · · ,
where T is the “time-ordering” operation [19] with x
playing the role of “time.”
According to (14), for each x satisfying v(x, y) = 0, we
have H(x, p) = 0. Similarly to the case of one dimension,
we can employ this property of H(x, p) together with
Eq. (15) to establish the composition rule (3). This rule
holds true if Ij do not have overlapping projections onto
the scattering (x-) axis except possibly in a discrete set
of points. For example, we can slice the support of v
along the x-axis, label the slices by Ij (with Ij to the left
of Ij+1 as depicted in Fig. 1), and take
vj(r) =
{
v(r) for r ∈ Ij ,
0 for r /∈ Ij ,
where r := (x, y).
In order to see how M relates to the scattering ampli-
tude of the potential v, we consider a left-incident wave
and write the corresponding scattered wave in the form
ψscat(r) = Θ(−x)ψ−(r) +Θ(x)ψ+(r) as r →∞, (16)
where Θ is the Heaviside step function, i.e.,
Θ(x) :=
{
1 for x ≥ 0,
0 for x < 0,
and ψ−(r) and ψ+(r) are respectively the reflected and
transmitted waves given by
ψ±(r) :=
1
2π
∫ k
−k
dp T±(p) e
ipye±iω(p)x for r →∞,
(17)
T+(p) := A+(p)−A−(p), T−(p) := B−(p). (18)
The functions T±(p) yield the momentum representation
of the reflected and transmitted waves ψ±(r).
For a left-incident plane wave with a definite momen-
tum k along the positive x-axis, we have
A−(p) = 2πδ(p), B+(p) = 0, (19)
where δ stands for the Dirac delta-function. Substituting
(19) in (2) and using (18), we can express T±(p) in terms
of the entries Mij of M according to
T+(p) = 2π(M11 − 1−M12M−122 M21)δ(p),
T−(p) = −2πM−122 M21δ(p).
(20)
Next, we write the scattered wave in its standard form,
ψscat(r) =
√
i
kr
eikrf(θ) as r →∞, (21)
where (r, θ) are the polar coordinates of r, and f(θ) is
the scattering amplitude of the potential [27]. A careful
analysis of the right-hand side of (17) gives a closed form
asymptotic expression for ψ±(r) (See Appendix A.) Us-
ing this in (16) and comparing the result with (21), we
obtain
f(θ) = − iω(p)T±(p)√
2π
= − ik| cos θ|√
2π
T±(k sin θ), (22)
where ± := sgn(cos θ).
Equations (20) and (22) show that M includes all the
information about the scattering properties of the po-
tential v. In other words, the solution of the scattering
problem can be achieved by evaluating M using (15) and
computing T±(p) and f(θ) as given by (20) and (22).
Because the effective Hamiltonian H(x, p) scales with
the potential v, Eq. (15) provides a convenient method of
perturbative solution of the scattering problem (similarly
to its one-dimensional analog [21]). We have checked
that if we perform the first order perturbation theory us-
ing our approach, we obtain the known expression for
the scattering amplitude in the first Born approximation
[28]. Here we do not wish to discuss the utility of our
method in perturbation theory. Instead, we demonstrate
its application in providing an exact (non-perturbative)
solution of the old and difficult problem of delta-function
4potential in two dimensions. The perturbation series
solution of the Lippmann-Schwinger equation [18] for
the delta-function potential in two dimensions is plagued
with the emergence of infinities. The same problem arises
in the study of the corresponding spectral problem and
has led to the development of intricate renormalization
schemes that amount to the introduction of a length scale
for the problem [29–38]. The problem of divergences also
arises in the standard treatment of the delta-function po-
tential in 3D. As we show in the sequel, our approach
avoids this problem in both two and three dimensions.
III. DELTA-FUNCTION POTENTIAL IN 2D
Consider
v(x, y) = z δ(x)δ(y), (23)
where z is a real or complex coupling constant. Then
H = zω(p)−1δ(x)δ(i∂p)K/2 and (15) gives
M = I− iz
2ω(p)
δ(i∂p)K. (24)
As we show in Appendix B, the calculation of T±(p)
is more conveniently carried out by substituting (24)
in (2) and making use of (18) and (19). This gives
T±(p) = −2iz/(4+iz)ω(p) which together with (22) yield
the following exact expression for the scattering ampli-
tude of (23).
f(θ) = −
√
2
π
z
4 + iz
. (25)
The first Born approximation corresponds to the linear
approximation of this equation, i.e., f(θ) ≈ −z/2√2π,
which agrees with the results of Ref. [28, 37].
According to (25), f(θ) diverges for z = 4i. This marks
a zero-width resonance that is associated with what
mathematicians call a spectral singularity [39]. In opti-
cal applications [40], v is related to the complex relative
permittivity ε of the medium according to v = k2(1− ε).
In particular, (23) corresponds to a thin wire of non-
magnetic material that is aligned along the z-axis and
described by ε = 1 + iζδ(x)δ(y) for some real parameter
ζ. Denoting the unit vector along the positive z-axis by
ez, we can easily check that
E(x, y, z, t) = e−icktψ(x, y)ez (26)
solves Maxwell’s equations for this system provided that
ψ satisfies (11) for the delta-function potential (23) with
z = −iζk2. In terms of ζ, the condition for the emergence
of a spectral singularity takes the form k2 = −4/ζ. This
shows that the wire begins lasing [40] for k = 2/
√−ζ
whenever ζ < 0 (i.e., it is made of gain material), and
functions as a coherent perfect absorber [41–44] for k =
2/
√
ζ whenever ζ > 0 (it is made of lossy material).
L
x
z
y
FIG. 2: (Color online) A slab of thickness L with a surface
line defect shown by the thick blue line.
IV. A SLAB LASER WITH A SURFACE LINE
DEFECT
As a simple application of the composition property of
our transfer matrix, we address the scattering problem
for electromagnetic waves interacting with an infinite pla-
nar slab of optically active material with a delta-function
line defect on one of its faces as depicted in Fig. 2.
Identifying the location of the slab and the line defect
respectively with 0 ≤ x ≤ L and x = y = 0 (z-axis)
and considering the linearly polarized waves of the form
(26), we can reduce the problem to the two-dimensional
scattering problem for the potential vδ+v˜, where vδ is the
delta-function potential (25) which represents the defect,
and v˜ is a barrier potential of the form
v˜(x, y) :=
{
z˜ for 0 ≤ x ≤ L,
0 otherwise,
(27)
which represents the slab [40]. Here z˜ := k2(1 − ε), ε is
the complex relative permittivity of the slab, and L is its
thickness.
Because, along the x-axis, the support of vδ is to the
left of that of v˜, the transfer matrix M of vδ + v˜ is given
by M = M˜Mδ, where M˜ and Mδ are respectively the
transfer matrices of v˜ and vδ.
We have already computed Mδ. It has the form
(24). We give the details of the calculation of M˜ in Ap-
pendix C. Its entries have the following expression.
M˜11(ω) = M˜22(−ω) = [cos(nLω) + in+ sin(nLω)]e
−iωL
,
M˜12(ω) = M˜21(−ω) = in− sin(nLω)e
−iωL
,
(28)
where n :=
√
1− z˜/ω2 =
√
(ε− 1)(k/ω)2 + 1 and n± :=
(n ± n−1)/2. For p = 0, ω = k, and n coincides with
the complex refractive index of the slab, namely
√
ε. In
this case, (28) gives the known result obtained in one
dimension [40, 45].
Having determined Mδ and M˜, we can use the ex-
pression M = M˜Mδ together with (2), (18) and (19) to
5compute T±. As we show in Appendix D, this gives
ω T− = 2πk[X (k)− 1]δ(p)− izX (k)X (ω)Y(k) ,
ω T+ = 2πk
[
1
M˜22(k)
− 1
]
δ(p)− izX (k)Y(k)M˜22(ω)
,
(29)
where
X (ω) := 1− M˜21(ω)
M˜22(ω)
=
2
(
e−2inLω + n−1
n+1
)
(n+ 1)Z(ω) ,
Y(k) := 2 + iz
π
∫ k
0
X (ω)dω√
k2 − ω2 ,
Z(ω) := e−2inLω −
(
n− 1
n+ 1
)2
.
Substituting (29) in (22), we find the scattering ampli-
tude for the system.
In the absence of the line defect, z = 0, and the condi-
tion for the emergence of a spectral singularity takes the
form M˜22(k) = 0 which is equivalent to Z(k) = 0. This
equation turns out to be equivalent to the laser threshold
and phase conditions for the slab [40]. It is easy to see
that the inclusion of the line defect yields other means of
achieving a spectral singularity. In this case a spectral
singularity occurs also for M˜22(ω) = 0 which is equivalent
to Z(ω) = 0.
Recalling that the gain coefficient g for the slab satisfies
g = −2kκ, where κ is the imaginary part of the refractive
index
√
ε, we can follow the approach of [40] to determine
the threshold gain from Z(ω) = 0. Using the fact that
for generic active material, |κ| ≪ η − 1, where η is the
real part of
√
ε, we then find the following expression for
the threshold gain coefficient
g =
4
√
η2 − sin2 θ
ηL
ln
[√
η2 − sin2 θ + | cos θ|√
η2 − 1
]
. (30)
This is precisely the laser threshold condition for the
oblique TE modes of the slab in the absence of the de-
fect, if we identify θ with the incidence angle [46]. Notice
however that here we have a normally incident TE wave
and θ corresponds to the direction of the scattered wave.
Fig. 3 shows a plot of the threshold gain coefficient
(30) as a function of θ for a generic value of η > 1. As
seen from this graph, g attains its maximum value at
θ = 0, 180◦. If θ deviates from these values, g decreases
monotonically until it reaches its minimum value, which
is zero, at θ = ±90◦. This shows that if the slab consists
of a gain medium, irrespective of how small its gain coef-
ficient is, the defect will make it radiate laser light with
a wavevector in some direction. This is actually easy
to justify. The presence of the defect makes the waves
scatter in different directions. Those that are scattered
through angles closer to θ = ±90◦ follow a longer optical
path within the slab and lase more easily.
-90 0 90 180 270
0
g
Θ HdegreeL
FIG. 3: Graph of the threshold gain coefficient g as a function
of θ for a generic slab laser with a surface line defect.
V. TRANSFER MATRIX IN 3D
First we introduce some useful conventions and no-
tions. We take the scattering axis of our system to be
aligned along the z-axis of a cartesian coordinate system,
label the position vector r with its cartesian coordinates
(x, y, z), and set ~ρ := (x, y) and (~ρ, z) := (x, y, z). In gen-
eral overarrows identify two-dimensional vectors lying in
the x-y plane.
Now, consider a potential v : R3 → C such that for
z → ±∞ every solution of the Schro¨dinger equation,[−∂2x − ∂2y − ∂2z + v(x, y, z)]ψ(x, y, z) = k2ψ(x, y, z),
(31)
has the asymptotic form
1
(2π)2
∫
Dk
d2p ei~p·~ρ
[
A±(~p)e
iω(~p)z +B±(~p)e
−iω(~p)z
]
,
where Dk stands for the disc
{
~p ∈ R2
∣∣|~p| ≤ k}, A± and
B± are coefficient functions vanishing outside Dk, and
ω(~p) :=
√
k2 − ~p 2. We can use (2) to define a transfer
matrix M for the potential v, and check that it satis-
fies (15) if we replace (x, p) by (z, ~p), and define H(z, ~p)
according to
H(z, ~p) :=
1
2ω(~p)
e−iω(~p)zσ3v(i~∂p, z)K e
iω(~p)zσ3 . (32)
Here ~∂p := (∂px , ∂py ), (px, py) are cartesian coordinates
of ~p, and v(i~∂p, z) := v(i∂px , i∂py , z). For details of the
derivation of (32), see Appendix E.
According to (32), H(z, ~p) vanishes for the values of
z for which v(x, y, z) = 0. This together with Eq. (15)
ensure that M satisfies the composition property (3).
In order to relate M to the scattering amplitude for
the potential v, we introduce T±(~p) by changing p to ~p
in (18). These have the same properties as their two-
dimensional analog. We can express them in terms of M
by enforcing (2) and setting
A−(~p) = 4π
2δ(px)δ(py), B+(~p) = 0.
In terms of T±(~p) the reflected (ψ−) and transmitted
(ψ+) waves take the form
ψ±(r) =
1
4π2
∫
Dk
d2p T±(~p)e
i~p·~ρe±iω(~p)z as r →∞.
(33)
6These in turn give the scattered wave ψscat according to
(16) provided that we replace x by z.
Next, we recall that ψscat(r) = f(ϑ, ϕ) e
ikr/r, where f
is the scattering amplitude and (r, ϑ, ϕ) are the spheri-
cal coordinates of r with ϑ and ϕ respectively denoting
the polar and azimuthal angles. Comparing this expres-
sion with the one given by (16) and (33) and using an
argument given in Appendix F, we find
f(ϑ, ϕ) = − ik| cosϑ|
2π
T±(k sinϑ cosϕ, k sinϑ sinϕ),
(34)
where ± := sgn(cosϑ).
VI. DELTA-FUNCTION POTENTIAL IN 3D
For the delta-function potential
v(x, y, z) = z δ(x)δ(y)δ(z), (35)
Eq. (32) gives H(z, ~p) = zω(~p)−1δ(z)δ(i∂px)δ(i∂py )K/2.
Substituting this relation in (15) and making use of (2),
(19), and (34), we find
M = I− iz
2ω(~p)
Kδ(i∂px)δ(i∂py ), (36)
f(ϑ, ϕ) =
−z
4π + ikz
. (37)
In view of the latter relation the scattering length, i.e.,
ξ := − limk→0 f , is given by ξ = z/4π. Therefore, we can
express (37) as f = −(ξ−1 + ik)−1. This coincides with
Eq. (9) of Ref. [35], which is obtained for general unitary
interactions under the assumption that the range of the
interaction is much smaller than the wavelength of the
incident wave.
The standard physical application of delta-function po-
tential is in the study of point defects in condensed mat-
ter systems. For a charged particle moving in a conduct-
ing medium, the presence of a point defect yields a non-
vanishing resistivity, which is related to the scattering
cross section of the defect |f(ϑ, ϕ)|2. Eq. (37) suggests
that it is an isotropic function of space that is inversely
proportional to k2 + µ2 where µ := 4π/|z|.
VII. CONCLUDING REMARKS
Scattering of waves in one dimension is most conve-
niently studied in the framework of the transfer matrix
formulation of scattering theory. This is mainly because
of the practical advantages stemming from the composi-
tion property of the transfer matrix. Despite the enor-
mous interest in the scattering of waves in two- and three-
dimensions, there has been no successful attempt at de-
veloping a general transfer matrix formulation of scatter-
ing theory in these dimensions. In this article, we achieve
this goal by introducing a genuine multi-dimensional no-
tion of transfer matrix which enjoys the niceties of its
one-dimensional analog.
In order to elucidate the practical aspects of our ap-
proach, we have explored its application in addressing the
scattering problem for delta-function potentials in two
and three dimensions. It is known that a proper treat-
ment of the spectral problem for delta-function potential
in two dimensions requires a coupling constant renormal-
ization which makes it run with k and introduces a length
scale for the problem [35, 38]. As far as its physical appli-
cations are concerned, the delta-function potential is an
abstraction for a physical potential whose range is much
smaller than the relevant wavelengths. This provides an
explanation for the length scale arising from the renor-
malization procedure and applies for the delta-function
potential in three dimensions. It is remarkable that the
direct application of our approach to delta function po-
tentials yield finite results that do not rely on any ap-
proximation or renormalization schemes.
The composition property of the transfer matrix al-
lows for extending our results to potentials consisting of
finitely many delta-functions. In two dimensions, these
describe finite arrays of parallel thin wires whose scatter-
ing properties are of direct interest in the study of meta-
materials [47, 48] and nanophotonic devices [49–51]. In
three dimensions, delta-function potentials model point-
like defects. This marks the significance of our approach
for dealing with scattering problems in condensed matter
physics. It is also not difficult to envisage a generalization
of this approach that is capable of treating scattering of
waves inside a waveguide. This will be of importance in
the study of transport phenomena in mesoscopic systems
[12].
To demonstrate the effectiveness of our approach in
dealing with a realist physical system, we have used it to
describe the scattering of electromagnetic ways from an
optically active slab that has a surface line defect. Our
results allow for the determination of the laser threshold
condition for such a slab and reveal the fact that for
any positive value of the gain coefficient the presence of
the defect makes the slab begin emitting laser light in
some direction. It is remarkable that this phenomenon
does not depend on the strength of the delta-function
interaction modeling the defect.
The main impact of the multidimensional transfer ma-
trix formulation of scattering theory that we outline in
this article will be in its numerical implementations. This
is not only because of the composition property of the
transfer matrix, which allows for the reduction of the
scattering problem for a given potential to those of its
truncations, but also because any discretization of this
approach would yield matrix representations for the en-
tries of the transfer matrix operator that could be sub-
stituted in (20) to determine T± and consequently the
scattering amplitude.
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Appendices
In the following we give the details of various calcula-
tions that we refer to in the text of this article.
A: Expressing ψ±(r) and f(θ) in terms of T± in 2D
We wish to determine the asymptotic behavior of the
factor eipye±iω(p)x appearing in (17) for r → ∞. First,
we use (x, y) = (r cos θ, r sin θ) and the identity
cos(α± β) = cosα cosβ ∓ sinα sinβ, (38)
to express this quantity in the form
eipye±iω(p)x = eikr cos(θp−θ
±), (39)
where θ+ := θ, θ− := π − θ, and θp is the real variable
determined by the conditions
|θp| ≤ π
2
, p = k sin θp, ω(p) = k cos θp. (40)
Next, we recall from Ref. [28] that, for r →∞,
eikr cosφ →
√
2
πkr
∞∑
m=0
ǫmi
m cos
(
kr − mπ
2
− π
4
)
cos(mφ),
(41)
where ǫ0 = 1 and ǫm = 2 for m ≥ 1. If we use the
identity (38) to expand the factor cos
(
kr − mπ2 − π4
)
in
(41), split the series into the sum of the terms with odd
and even values of m, and notice that for every integer ℓ,
sin(ℓπ) = cos(ℓπ + π2 ) = 0 and sin(ℓπ +
π
2 ) = cos(ℓπ) =
(−1)ℓ, we have
∞∑
m=0
ǫmi
m cos
(
ξ − mπ
2
)
cos(mφ)
= cos ξ
∞∑
ℓ=0
ǫ2ℓ cos(2ℓφ) + i sin ξ
∞∑
ℓ=0
ǫ2ℓ+1 cos[(2ℓ+ 1)φ]
=
eiξ
2
∞∑
m=0
ǫm cos(mφ) +
e−iξ
2
∞∑
m=0
(−1)mǫm cos(mφ)
= π
[
eiξδ(φ) + e−iξδ(φ+ π)
]
, (42)
where we have introduced ξ := kr− π4 and employed the
identities:
∞∑
m=0
ǫm cos(mφ) =
∞∑
n=−∞
einφ = 2πδ(φ),
∞∑
m=0
(−1)mǫm cos(mφ) = 2πδ(φ+ π).
Next, we change the variable of integration in (17) to θp
and use (39) – (42) to evaluate this integral. Note that for
both θ ∈ [−π2 , π2 ] and θ ∈ [π2 , 3π2 ], we have θ± ∈ [−π2 , π2 ].
Therefore in both cases it is the first delta-function in
Eq.(42) that contributes to the integral. The result is
ψ±(r) =
k cos θ±e−iπ/4eikr√
2πkr
T±(k sin θ
±). (43)
Substituting this relation in (16) and comparing the re-
sult with (21), we obtain
f(θ) =
−ik cos(θ±)√
2π
T±(k sin θ
±) for ± cos θ > 0.
It is not difficult to see that we can express this relation
as Eq. (22).
B: Calculation of T± for delta-function potential in
2D
For v(x, y) = zδ(x)δ(y), the effective Hamiltonian
takes the form H(x, p) = zω(p)−1δ(x)δ(i∂p)K/2. Sub-
stituting this equation in (15) and noting thatK2 = 0, we
obtain Eq. (24), which readsM = 1−izω(p)−1δ(i∂p)K/2.
Next, we recall that
K = σ3 + iσ2 =
[
1 1
−1 −1
]
, (44)
δ(i∂p)φ(p) =
1
2π
∫ k
−k
dp φ(p) =: φ˜, (45)
where φ : R→ C is a test function such that φ(p) = 0 for
|p| > k. If we insert (24) and (19) in (2) and make use of
(44) and (45), we find[
A+(p)
0
]
=
[
A−(p)
B−(p)
]
− iz
2ω(p)
(1 + B˜−)
[
1
−1
]
In light of this equation and (18),
T±(p) = − iz(B˜− + 1)
2ω(p)
. (46)
Because T−(p) = B−(p), this relation in particular im-
plies B−(p) = −iz(B˜− + 1)/2ω(p). Applying δ(i∂p) to
both sides of this equation and employing Eq. (45) and
δ(i∂p)ω
−1(p) =
1
2π
∫ k
−k
dp√
k2 − p2
=
1
2
, (47)
we obtain B˜− = −iz/(4+ iz). Inserting this in (46) gives
(25).
8C: Calculation of the transfer matrix for a slab
without a defect
Consider a scattering potential v in two-dimensions
that does not depend on y. Then Eq. (12) and the effec-
tive Hamiltonian take the form[−∂2x + v(x)] ψ˜(x, p) = ω2(p)ψ˜(x, p),
H(x, p) =
1
2ω(p)
v(x) e−iω(p)xσ3K eiω(p)xσ3 ,
respectively. For the potential given by (27), these reduce
to their one-dimensional analogs for a rectangular barrier
potential [45] provided that we replace k with ω(p) in the
latter. In particular, making this change in Eq. (32) of
Ref. [45], we obtain Eq. (28). Alternatively, one can per-
form the x-dependent transformation of two-component
state vectors: Ψ(x) → Ψˇ(x) := eiω(p)xσ3Ψ(x) that gives
rise to an x-independent effective Hamiltonian Hˇ(p), ob-
tain the corresponding evolution operator, and transform
back to compute M. This also leads to Eq. (28).
D: Calculation of T± for a slab with a line defect
As we noted in the text of the paper, by virtue of
the composition property (2), the transfer matrix for the
potential vδ + v˜ has the form
M = M˜Mδ, (48)
whereMδ and M˜ are respectively given by (24) and (28).
Substituting (24) in (48) and enforcing (2) and (19), we
find
A+(p) = M˜11(ω)
[
2πδ(p)− iz
2ω
(B˜− + 1)
]
+
M˜12(ω)
[
B−(p) +
iz
2ω
(B˜− + 1)
]
, (49)
B−(p) = −M˜−122 (k) M˜21(k)2πδ(p) + (50)
iz
2ω(p)
(B˜− + 1)
(
M˜−122 (ω) M˜21(ω)− 1
)
,
where we have employed (45). Next, we determine B˜−
by operating δ(i∂p) on both sides of (50) and making
use of (47) and (28). This gives B˜− + 1 = 2X (k)/Y(k)
where X (k) and Y(k) are defined in the text of the paper.
Substituting this expression for B˜− + 1 in (49) and (50)
and using (18) and (28) we obtain (29).
E: Expressing M in terms of an evolution operator
in 3D
Following the approach we pursued for treating the
two-dimensional case, we first take the Fourier transform
of both sides of the Schro¨dinger equation (31) over x and
y. This gives
− ∂2z ψ˜(~p, z) + v(i~∂p, z)ψ˜(~p, z) = ω(~p)2ψ˜(~p, z), (51)
where
ψ˜(~p, z) :=
∫ ∞
−∞
dx
∫ ∞
−∞
dy e−i(xpx+ypy)ψ(x, y, z)
is the Fourier transform of ψ(x, y, z) over x and y. Next,
we introduce the two-component state vector
Ψ(z, ~p) :=
1
2


e−iω(~p)z
(
ψ˜(~p, z)− i∂zψ˜(x, ~p)
ω(~p)
)
eiω(~p)z
(
ψ˜(~p, z) +
i∂zψ˜(~p, z)
ω(~p)
)

 ,
and check that it has the same properties as its ana-
logue in two-dimensions. In particular, (51) is equivalent
to i∂zΨ(z, ~p) = H(z, ~p)Ψ(z, ~p) for the effective Hamil-
tonian H(z, ~p) given by (32), and Ψ(z, ~p) →
[
A±(~p)
B±(~p)
]
for z → ±∞. These together with (2) imply M =
U(∞,−∞), where U(z, z0) is the evolution operator
for the effective Hamiltonian H(z, ~p), i.e., U(z, z0) :=
T exp
∫ z
z0
−iH(z′, ~p)dz′.
F: Expressing ψ±(r) and f(θ) in terms of T± 3D
We wish to determine the asymptotic form of the
factor ei~p·~ρe±iω(~p)z that appears in Eq. (33). First,
we introduce θ+ := θ, θ− := π − θ, and r± :=
r(cos θ±, sin θ± cosφ, sin θ± sinφ), where (r, θ, φ) are the
standard spherical coordinates, i.e., z = r cos θ and
~ρ = r sin θ(cosφ, sinφ). Then, in view of p := (ω(p), ~p),
it is not difficult to see that
ei~p·~ρe±iω(~p)z = eip·r± . (52)
We can use the spherical wave expansion of plane waves
[52] to express the right-hand side of this equation in the
form
eip·r± = 4π
∞∑
ℓ=0
iℓjℓ(kr)
ℓ∑
m=−ℓ
Y ∗ℓm(θ
±, φ)Yℓm(θp, φp),
(53)
where jℓ and Yℓm are respectively the spherical Bessel
functions and spherical harmonics, and the parameters
θp ∈
[
0, π2
]
and φp ∈ [0, 2π) are determined by
ω(~p) = k cos θp, ~p = k sin θp (cosφp, sinφp) . (54)
Next, we recall the following asymptotic expression for
the spherical Bessel functions and the completeness rela-
tion for the spherical harmonics [52].
jℓ(x)→
sin
(
x− ℓπ2
)
x
=
(−i)ℓeix − iℓe−ix
2ix
for x≫ ℓ,
(55)
9∞∑
ℓ=0
ℓ∑
m=−ℓ
Y ∗ℓm(θ, φ)Yℓm(θp, φp) = δ(φp−φ)δ(cos θp−cos θ).
Because Yℓm(π − θ, π + φ) = (−1)ℓYℓm(θ, φ), the latter
relation implies
∞∑
ℓ=0
ℓ∑
m=−ℓ
(−1)ℓY ∗ℓm(θ, φ)Yℓm(θp, φp)
= δ(π + φp − φ)δ(cos θp + cos θ).
(56)
In light of (52)–(56), we have the asymptotic formula
ei~p·~ρe±iω(~p)z → −2iπ
kr
[
eikrδ(φp − φ)δ(cos θp − cos θ±)
− e−ikrδ(φp − φ+ π)δ(cos θp + cos θ±)
]
for r→∞,
(57)
which together with d2p = k2 sin θp cos θpdθpdφp allow
us to evaluate the integral in (33). Because for both
θ ∈ [0, π2 ] and θ ∈ [π2 , π], we have θ± ∈ [0, π2 ], in both
cases it is the first term on the right-hand side of (57)
that contributes to this integral. The result is ψ±(r) =
f(θ, φ)eikr/r, where
f(θ, φ) := − i
2π
ω(~k)T±(~k), (58)
± := sgn(cos θ), ω(~k) = k |cos θ|, and ~k =
k sin θ (cosφ, sinφ). In view of (16), (58) is equivalent
to (34).
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