Abstract. We present different techniques for reducing the number of states and transitions in nondeterministic automata. These techniques are based on the two preorders over the set of states, related to the inclusion of left and right languages. Since their exact computation is N P-hard, we focus on polynomial approximations which enable a reduction of the NFA all the same. Our main algorithm relies on a first approximation, which can be easily implemented by means of matrix products with an O(sn 4 ) time complexity, and optimized to an O(sn 3 ) time complexity, where s is the average nondeterministic arity and n is the number of states. This first algorithm appears to be more efficient than the known techniques based on equivalence relations as described by Lucian Ilie and Sheng Yu. Afterwards, we briefly describe some more accurate approximations and the exact (but exponential) calculation of these preorders by means of determinization.
Introduction
By NFA reduction algorithms, we mean algorithms which from a given NFA produce a smaller equivalent NFA w.r.t. the number of states. Actually, the main algorithms given in this paper also reduce the number of transitions, so that there is no ambiguity about which complexity measure is considered as being reduced. Among automata which recognize a given regular language L, the problem of computing one or every minimal NFA w.r.t. the number of states has been shown to be N P-hard in [11] . Indeed, known algorithms like in [12, 13, 4] are quite not practicable. Our present aim is to provide reduction algorithms which have a polynomial complexity w.r.t. the initial number of states in the given NFA. Such algorithms may be useful, for instance, to prevent or moderate the blow up during the determinization of the NFA, or to speed up either its straightforward simulation, or its simulation based on a partial determinization [14, 5] .
Except for the method of Brzozowski [3] , and some algorithms dedicated to acyclic automata like in Watson and Daciuk [6] , the classical reduction algorithms for DFAs, e.g. in [7] , are based on an equivalence relation over the set of states Q which converges step by step toward the coarsest equivalence relation such that all states contained in one equivalence class have the same right language.
Whereas equivalence relations are fully appropriate to the DFAs, the related relations for NFAs seem to be preorders. Our new reduction methods are based on the two preorders
if the right (resp. left) language of q is included in the right (resp. left) language of p.
Valentin Antimirov has given a containment calculus for regular expressions, in the form of a term-rewriting system [2] . Once transposed into our context, this system gives us an inductive calculus of − → ⊆ and ← − ⊆ . See the definitions of − → ⊆ n and ← − ⊆ n in Sect. 6. Unfortunately, computing the exact relations − → ⊆ and ← − ⊆ is known to be N PHard, see e.g. [8] , and indeed, the inductive construction of ← − ⊆ n and − → ⊆ n in Sect. 6 has an exponential time and space complexity. So, the major part of our paper is devoted to a first order approximation of ← − ⊆ and − → ⊆ , which can be computed in time O(sn 3 ) where s is the average number of transitions outgoing from one state and labeled by one letter, and n is the number of states. Indeed, this first approximation is at least as efficient as the best results obtained with equivalence relations by Lucian Ilie and Sheng Yu in [9] , in the sense that every equality detected by the equivalence relation is detected by our preorders through double inclusion. We provide a simple example where our approximations are strictly more efficient. Moreover, we give a detailed algorithm based on matrix products, which can be easily parallelized in the case of the O(sn 4 ) version [10] . Our algorithm can also be easily modified in order to compute the equivalence relation given by Lucian Ilie and Sheng Yu, so that we provide an O(sn 3 ) time complexity implementation of their algorithm.
After having presented a general framework for the merging operation over automata in Sect. 2, the Sect. 3 briefly describes the reduction technique based on equivalence relations. Section 4 introduces the preorders related with the inclusion of left and right languages and their application to detecting states which can be merged. Section 5 dwells on the first order approximation which can be computed in time O(sn 3 ). Section 6 mentions higher order approximations whose complexity increases as they get more accurate. Section 7 sums up the different reduction techniques deduced from the above-mentioned approximations, and finally, Sect. 8 discusses the problem of computing the exact preorders.
Definitions and Basic Properties
Let X be a finite set, its cardinal is denoted |X|, and we let P(X) denote the collection of all its subsets.
An automaton is a quintuple A =< Q, Σ, δ, I, F > where Q is a finite set of states, Σ is the alphabet, δ : Q × Σ → 2 Q is the transition function, I (resp. F ) is a subset of Q whose elements are the initial states (resp. final states). The function δ is extended to P(Q) × Σ * → 2 Q by letting for all E ⊆ Q and a ∈ Σ, δ(E, a) = q∈E δ(q, a) and by the following recursive definition: we let δ(E, ε) = E and for all w ∈ Σ * , δ(E, aw) = δ(δ (E, a) , w). The language recognized by A, denoted L(A) is the set {w ∈ Σ * | δ(I, w) ∩ F = ∅}. Two automata A and B are said to be equivalent if L(A) = L(B).
