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THE FINE MODULI SPACE OF REPRESENTATIONS OF
CLIFFORD ALGEBRAS
EMRE COSKUN
Abstract. Given a fixed binary form f(u, v) of degree d over a field k, the
associated Clifford algebra is the k-algebra Cf = k{u, v}/I, where I is the
two-sided ideal generated by elements of the form (αu + βv)d − f(α, β) with
α and β arbitrary elements in k. All representations of Cf have dimensions
that are multiples of d, and occur in families. In this article we construct fine
moduli spaces U = Uf,r for the irreducible rd-dimensional representations of
Cf for each r ≥ 2. Our construction starts with the projective curve C ⊂ P2k
defined by the equation wd = f(u, v), and produces Uf,r as a quasiprojective
variety in the moduli spaceM(r, dr) of stable vector bundles over C with rank
r and degree dr = r(d+ g − 1), where g denotes the genus of C.
1. Introduction
Let f be a binary form of degree d over a field k. The Clifford algebra Cf
associated to f is the quotient of the tensor algebra on two variables by the two-
sided ideal generated by {(αu + βv)d − f(α, β) | α, β ∈ k}. We will be interested
in the case of degree d > 3. We also assume that f(u, v) is nondegenerate, that is,
f has no repeated roots over the algebraic closure of k.
The structure and representations of Clifford algebras have been a subject of
study in many recent papers. The degree 2 case is classical; for an overview of
the subject, see [11] and [16]. The degree 3 case was examined by Haile in [6].
Assuming that the characteristic of the base field is not 2 or 3, and that f(u, v) is
nondegenerate, he proved that Cf is an Azumaya algebra (see Section 2.3) over its
center. He also proved that the center is isomorphic to the coordinate ring of an
affine elliptic curve J . The curve J is the Jacobian of w3 = f(u, v) and the affine
elliptic curve is the complement of the identity point in J .
Next we describe what is known for d > 3. Let C be the curve over k defined by
the equation wd = f(u, v) in P2k, and let g denote its genus. Since f is assumed to
be nondegenerate, the curve C is nonsingular, and g = (d− 1)(d− 2)/2. Haile and
Tesser proved in [21] that the dimensions of representations of Cf are divisible by d.
Van den Bergh proved in [22] (assuming that the base field k is algebraically closed
of characteristic 0) that the equivalence classes of rd-dimensional representations
of the Clifford algebra Cf are in one-to-one correspondence with vector bundles E
over C having rank r, degree r(d+ g − 1) such that H0(E(−1)) = 0. These vector
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bundles are always semistable and the stable bundles correspond to the irreducible
representations. Then, Haile and Tesser proved in [21] that C˜f = Cf/∩ η, where η
runs over the kernels of the dimension d representations, is Azumaya over its center.
The center of C˜f is then the fine moduli space of d-dimensional representations
(hence r = 1) of Cf . Kulkarni then proved in [9] that this center is the affine
coordinate ring of the complement of a Θ-divisor in the space Picd+g−1C/k of degree
d+ g − 1 line bundles over C.
This article generalizes Kulkarni’s work to the higher rank case, r ≥ 2; under the
assumption that the characteristic of k does not divide d. We begin with Van den
Bergh’s correspondence between equivalence classes of rd-dimensional representa-
tions of Cf and semistable vector bundles over C of rank r and degree r(d+ g− 1),
which can be described as follows. Consider a representation φ : Cf →Mrd(k). Set
αu = φ(u) and αv = φ(v). Then we define a map from S = k[u, v, w]/(w
d−f(u, v))
to Mrd(k[u, v]) by sending u to uIrd, v to vIrd, and w to uαu + vαv. This makes⊕
rd k[u, v] into a graded S-module. It can be proven that the corresponding co-
herent sheaf is a vector bundle. In this way we get a rank r vector bundle E over
C such that q∗E ∼= O
rd
P
1
k
, where q : C → P1k is the map defined by the inclusion
k[u, v] → S. The condition H0(E(−1)) = 0 is equivalent to the condition that
q∗E ∼= O
rd
P
1
k
.
The moduli problem we solve in this article can be stated as follows: Define a
contravariant functor Reprd(Cf ,−) from the category of k-schemes to the category
of sets by sending a k-scheme S to the set of equivalence classes of rd-dimensional
irreducible S-representations of Cf . (For the definition of an S-representation of
Cf , see Definition 2.13.) Procesi proved that this functor is representable by a
scheme U (see Theorem 1.8 in Chapter 4 of [17].) Unfortunately, Procesi’s method
gives no geometric description of U . In this article, we prove that U is isomorphic
to an open subset of the coarse moduli space M(r, r(d + g − 1)) of stable vector
bundles of rank r and degree r(d+ g− 1) over C. Using this geometric description,
we construct the universal representation A of Cf over U .
More explicitly, the universal representation of Cf of a given dimension rd is
a k-algebra homomorphism ψ : Cf → H
0(A), where A is a sheaf of Azumaya
algebras of rank (rd)2 defined over U . The base variety U is the open subset of
M(r, r(d+ g− 1)) consisting of stable vector bundles E such that H0(E(−1)) = 0.
The sheaf A is constructed as follows. There is a Quot scheme Q (see Theorem 2.6),
that parametrizes the quotients of the trivial vector bundle of large enough rank
N over C, having rank r and degree r(d + g − 1), and there is a universal bundle
E over C ×Q. We take the open subset Ω of Q consisting of stable vector bundles
E with H0(E(−1)) = 0. We prove in Lemma 3.4 that the pushforward of E to Ω
under the projection map pi : C ×Ω→ Ω is a rank rd vector bundle. The algebraic
group GL(N) acts on Ω and also on pi∗E . The stabilizer of a point in Ω under
this action is the group of scalar matrices, so the action of GL(N) on Ω descends
to an action of PGL(N). But the scalar matrices act as scalar multiplication on
pi∗E . So we get a PGL(N)-action on End(pi∗E). The resulting Geometric Invariant
Theory quotient is the variety U together with a sheaf of algebras A on it. We then
construct the homomorphism ψ : Cf → H
0(A).
The main theorem of this article is as follows:
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Theorem 1.1. (Main Theorem) Let k be an algebraically closed base field.
Reprd(Cf ,−) is represented by the pair (ψ,A) described above.
For the proof, we construct an isomorphism between (ψ,A) and the universal
representation in Procesi’s theorem. As mentioned above, Procesi showed that the
functor Reprd(Cf ,−) is representable, that is, there is a universal representation
(Ψ,B) consisting of a scheme T , a sheaf of Azumaya algebras B over T , and a
k-algebra homomorphism Ψ : Cf → H
0(B). Since we have an irreducible represen-
tation (ψ,A) over U , we obtain a map α : U → T such that α∗(Ψ,B) ∼= (ψ,A).
The idea of the proof is to construct an inverse to α. To do this, we first consider
irreducible representations of the type (φ, End(ES)), where ES is a vector bundle
of rank rd over S. We construct an associated vector bundle in Lemma 4.2. By
the coarse moduli property of M(r, r(d + g − 1)), this gives us a map f : S → U .
We use this to construct a morphism β : T → U . We then prove that α and β are
inverses, and hence that (ψ,A) represents Reprd(Cf ,−). This finishes the proof of
the theorem.
Let B be a k-algebra. As mentioned above, the functor Repn(B,−) that assigns
the set of irreducible S-representations of B to the k-scheme S is representable by
Procesi’s theorem. However, explicit descriptions of the scheme Repn that repre-
sents Repn are rare. The current article is of interest in this direction because it
provides an explicit description of Repn for the Clifford algebra as an open subva-
riety of the quasiprojective variety that is the coarse moduli space of stable, rank
r and degree r(d + g − 1) vector bundles over the curve C.
Further questions can be asked about this universal representation. A gives a
class in the Brauer group Br(U). Since the Brauer group is torsion, it is natural
to ask what the period and index of this class (as defined in Section 2.3) are. It
is known that the period always divides the index, and the set of primes dividing
both of them is the same. Hence the index divides a power of the period. The
period-index problem is the problem of computing this power. This is part of an
ongoing project.
Second, it is an interesting question to examine the representations of Clifford
algebras of ternary forms. By the results of Van den Bergh in [22], these correspond
to vector bundles over a surface X in P3 defined by the equation zd = f(u, v, w),
whose direct images under the natural projection map X → P2 is a trivial vector
bundle. These will be studied in future articles.
Conventions and notation. Let k be a perfect, infinite base field with charac-
teristic 0 or not dividing d. A variety means a separated scheme of finite type over
k. A variety of dimension 1 is called a curve.
• All rings have an identity element.
• All schemes are locally Noetherian over k and all morphisms are locally of
finite type over k.
• The terms line bundle and invertible sheaf are used interchangeably.
• M(r, d) denotes the coarse moduli space of stable vector bundles of rank r
and degree d over a curve C.
• For any vector bundle E , χ(E) denotes the Euler characteristic of E .
• The projection of a fiber product onto the ith component Xi is denoted
pi, pii, pXi or piXi . When no subscript is indicated, pi is the canonical map
from C × Y → Y for a variety Y .
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• For technical reasons, we assume throughout the article that the binary
form f(x, y) has no repeated factors over the algebraic closure of the base
field k and that the characteristic of k does not divide d.
• q denotes the canonical map from C to P1, where C is the curve wd = f(u, v)
in P2. qS denotes the map q× idS : C ×S → P1×S for any scheme S, and
pS : P1 × S → S is the natural projection.
• For any coherent sheaf F over a scheme X , we denote the ith cohomology
of F by Hi(F) whenever X is clear from the context.
• For a closed point y in a scheme S, and for a vector bundle E over C×S, Ey
denotes the pull-back of E under the canonical map id×iy : C×Spec k(y)→
C × S.
The following lemma will be useful in proving the main theorem.
Lemma 1.2. Let Y be a reduced quasi-projective variety over an algebraically closed
field k. Let f : Y → Y be a morphism of k-varieties that is the identity on closed
points. Then f is the identity morphism.
Proof. First we prove that f is the identity on all points. Let ξ be a non-closed
point. Assume that f(ξ) = η 6= ξ. Then since closed irreducible subsets have
unique generic points in a scheme (see 2.1.2 and 2.1.3 Chapitre 0 and Corollaire
1.1.8 Chapitre 1, [5] Vol. 1 for more details), we have ξ 6= η, where ξ and η denote
the closures of ξ and η, respectively. There are two cases to consider:
Case 1: ξ * η. In this case, ξ \ η is a nonempty open subset V of ξ. Since
V is a quasi-projective variety over k, it has a closed point. Pick a closed point
y ∈ ξ \ η. Then f−1(η) is a closed set that contains ξ, and hence it contains ξ and
in particular y, a contradiction.
Case 2: ξ ( η. Since this is a proper inclusion, the dimension of η is strictly
greater than the dimension of ξ. But since k(η) is a subfield of k(ξ), this is a
contradiction for dimension reasons.
Since f is the identity map on points, it maps affine open subsets to affine open
subsets.
Now since any reduced quasi-projective variety can be covered by reduced open
affine varieties, without loss of generality we may assume that Y affine, and hence it
is the spectrum of a finitely generated reduced k-algebraA = A(Y ) = k[T1, . . . , Tn]/I(Y ).
Let f be induced by the morphism of rings φ : A→ A.
Let a ∈ A. We may view a as a morphism a : Y → A1. Then the composition
a ◦ f : Y → Y → A1 corresponds to φ(a) ∈ A. Since f is the identity on points; as
morphisms Y → A1, a and φ(a) take the same value on all the points on Y . This
means that, for any prime ideal p of A, we have a− φ(a) ∈ p. Since A is reduced,
this means that a− φ(a) = 0 and hence φ is the identity morphism.

2. Preliminaries
In this section, we will review the results to be used in this article.
2.1. Moduli of vector bundles over curves. Here we review how to construct
the moduli spaces of vector bundles over curves. (For more information, see [15],
[10] and [2].) Let C be a nonsingular irreducible projective curve of genus g ≥ 2
and let E be a vector bundle over C. The degree deg(E) is defined to be the degree
of the determinant line bundle det(E) of E, and can be any integer. A family of
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vector bundles over C parametrized by a scheme S is a vector bundle over C × S
that is flat over S; and an isomorphism of families is just an isomorphism of vector
bundles over C×S. For a family E of vector bundles parametrized by S and s ∈ S,
we denote by Es the fiber of E over s.
To be able to define the moduli space of vector bundles over C with rank r ≥ 2
and degree D as a variety, we have to introduce extra conditions on the vector
bundles. To do that, we define the slope of a vector bundle E over C as µ(E) =
deg(E)/rk(E). Then we have the following:
Definition 2.1. A vector bundle E over C is stable (semistable) if, for every
nontrivial subbundle F with F 6= E,
µ(F ) < µ(E) (≤)
With these definitions in place, we can now state the main results about the
moduli space of vector bundles over C:
Theorem 2.2. There exist coarse moduli spaces M(r,D) and Mss(r,D) for stable
and semistable bundles of rank r and degree D over any nonsingular irreducible
projective curve C of genus g ≥ 2. M(r,D) is a nonsingular quasiprojective variety
that is contained in Mss(r,D), which is a projective variety. Mss(r,D) is normal,
and its singular locus is given by Mss(r,D)\M(r,D). The dimension of these
moduli spaces is equal to r2(g − 1) + 1. Moreover, M(r,D) is a fine moduli space
if and only if gcd(r,D) = 1.
The points ofM(r,D) correspond to stable vector bundles of rank r and degree
D over C. To describe the points of Mss(r,D)\M(r,D), we note that for any
semistable bundle E over C, there is a sequence of subbundles
E1 ⊆ E2 ⊆ . . . En = E
such that E1, E2/E1, . . . , En/En−1 are all stable with slopes equal to µ(E). More-
over, it can be shown that the bundle gr E = E1 ⊕ E2/E1 ⊕ . . . ⊕ En/En−1 is
determined up to isomorphism by E. (This is called the Jordan-Ho¨lder filtration.)
We have
Proposition 2.3. Two semistable bundles E and E′ determine the same point of
Mss(r,D) if and only if gr E ∼= gr E′.
Let us now recall how the coarse moduli spaceM(r,D) of stable vector bundles
of rank r and degree D is constructed. The following lemma is crucial:
Lemma 2.4. Let E be a semistable vector bundle over C of rank r and degree D,
and suppose that D > r(2g − 1). Then
(1) H1(E) = 0
(2) E is generated by its sections.
For large enough m, the degree of E(m) = E ⊗OC(m) is greater than r(2g − 1)
and the lemma allows us to write it as a quotient of a trivial vector bundle E =⊕
N OC over C. To determine the necessary rank N of this trivial vector bundle,
which is the same as h0(E(m)), we can simply use the Riemann-Roch theorem:
Theorem 2.5. (Riemann-Roch) Let E be a vector bundle over a curve C with
genus g ≥ 2. Then we have:
χ(E) = h0(E)− h1(E) = (1 − g)rk(E) + deg(E).
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Let r = rk(E), and d = deg(OC(1)) where OC(1) is a fixed very ample line
bundle on C. Note that using the Riemann-Roch theorem, we have
χ(E(m)) = (1 − g)r + deg(E(m)) = (1− g)rk(E) + deg(E) + rdm.
Hence specifying the rank and degree of a vector bundle determines its Hilbert
polynomial P (m).
Let E =
⊕
N OC be as above, and let P be a linear polynomial with integer
coefficients. We denote by Q = Q(E, P ) the family of all coherent sheaves F on
C together with a surjection E → F such that the Hilbert polynomial of F is P .
Now, the main tool in the construction is the following theorem of Grothendieck.
(See The´ore`me 3.1, [4].) The statement below is from Theorem 6.1, [20].
Theorem 2.6. (Grothendieck) There is a unique projective algebraic variety
structure on Q = Q(E, P ), and a surjection θ : p∗1(E) → E of coherent sheaves on
C ×Q, where p1 is the canonical projection C ×Q→ C, such that:
1: E is flat over Q;
2: the restriction of the homomorphism θ : p∗1(E) → E to C × q ∼= C, q ∈ Q;
when viewed as a surjection E → E|C×q, corresponds to the element of Q(E, P )
represented by q;
3: given a surjection φ : p∗1(E) → G of coherent sheaves on C × T , where T is
an algebraic scheme such that G is flat over T , and the Hilbert polynomial of the
restriction of G to C× t ∼= C is P , there exists a unique morphism f : T → Q such
that φ : p∗1(E)→ G is the inverse image of θ : p
∗
1(E)→ E by the morphism f .
Note that the group GL(N) may be identified with the group of automorphisms
of E, hence GL(N) acts on Q, and also on the sheaf E . The action of GL(N) on Q
goes down into an action of PGL(N), but it does not go into an action of PGL(N)
on E . The scalar multiples of identity act as scalar multiplication on E . (This is the
reason why the moduli space for vector bundles over curves is not fine in general.)
Let Rs be the subset of Q consisting of those x in Q for which the bundle Ex is
stable. This is an open subset of Q on which PGL(N) acts freely and hence has a
quotient. This quotient is the moduli space M(r,D′).
Now we discuss some properties of E . We will assume that the rank r and the
degree D are given, and that the vector bundles can be twisted by OC(m) to make
their degrees D′ larger than r(2g − 1), as required in 2.4. By Theorem 5.3, [15],
the bundle E has the local universal property for families of bundles of rank r and
degree D′ which satisfy conditions (1) and (2) in 2.4: Let F be a family of vector
bundles over C with rank r, degree D′ and satisfying (1) and (2); parametrized by
a scheme T and flat over T . Then we can cover T with open subsets Ti and we
can find maps fi : Ti → Q such that F is isomorphic to (idC × fi)
∗E . We do not
require the maps fi to be unique.
Let U denote the subset ofM(r, r(d+g−1)) consisting of vector bundles E over
C such that H0(E(−1)) = 0. We prove that this is a nonempty open subset. The
fact that it is nonempty was proven in [22], Theorem 2.4. To prove that it is open,
we look at the subset Ω of Rs consisting of vector bundles with the same property.
This is a smooth subset. (For details, see [15] and [10].) Then PGL(N) acts freely
on Ω and we can take the GIT-quotient to construct U .
Lemma 2.7. Ω is open in Rs.
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Proof. Note that the second projection C × Rs → Rs is a projective morphism.
Since any affine subset of Rs is noetherian, we can restrict to an affine open subset
after choosing an affine open cover. We also note that E ⊗ p∗COC(−m − 1) is a
coherent sheaf on C × Rs and is flat over Rs, by Grothendieck’s theorem. That
the set Ω is open in Rs now follows from the Semicontinuity Theorem, Thm. 12.8,
[8]. 
2.2. The Clifford algebra and its representations. Let f(u, v) be a binary
form of degree d over k. We define the Clifford algebra of f , denoted Cf to be
the associative k-algebra k{u, v}/I, where I is the two-sided ideal generated by
elements of the form (αu + βv)d − f(α, β), where α and β are arbitrary elements
of k. A representation of Cf is a k-algebra homomorphism φ : Cf → Mm(F ),
where F is a field extension of k. The integer m is called the dimension of the
representation.
Let C be the curve in P2 defined by the equation wd = f(u, v), where u, v and
w are the projective coordinates. We assume that the binary form f(u, v) does not
have any repeated factors over an algebraic closure of k and that the characteristic
of k does not divide d. With these assumptions, we have the following lemma:
Lemma 2.8. C is a smooth curve of degree d.
Proof. It is obvious that C is a curve of degree d. To prove that it is smooth,
consider the partial derivatives of the defining equation wd − f(u, v):
∂w(w
d − f(u, v)) = dwd−1
∂u(w
d − f(u, v)) = −∂uf(u, v)
∂v(w
d − f(u, v)) = −∂vf(u, v)
It is now obvious that for a point [u : v : w] ∈ C to be singular, f(u, v) and both
its partial derivatives have to vanish on it. But since we assumed that f(u, v) has
no repeated factors, this is not possible. 
From now on, C will denote this curve. We note that the genus of C is g =
(d− 1)(d− 2)/2. Assuming that d ≥ 4, we have g ≥ 2. We also note that the map
[u : v : w] 7→ [u : v] defines a degree d map p : C → P1.
We now prove that the rank of a representation of Cf is divisible by d:
Proposition 2.9. ([21], Proposition 1.1) Let f be a binary form of degree d over
an infinite field k with no repeated factors over an algebraic closure of k. If φ is a
representation of the Clifford algebra Cf , then the degree d of f divides the rank of
φ.
We now want to describe representations of Cf in more detail. Let φ : Cf →
Mm(k) be a representation. Let R = k[u, v] have the standard grading and let
S = k[u, v, w]/(wd − f(u, v)). Note that X = Proj S, and the map p is induced by
the inclusion R → S. Let αu = φ(u) and αv = φ(v). These two matrices define a
map of graded algebras φf : S →Mm(R) by sending u to uIm, v to vIm and w to
uαu + vαv. Conversely, if we have such a map, we can define a representation of f
by taking φf (uIm) and φf (vIm). Via this map, R
m becomes a graded S-module.
In this way, we get a vector bundle E over X such that p∗E is trivial of rank m.
This vector bundle E also satisfies H0(E(−1)) = 0.
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2.3. Azumaya algebras. We follow the discussions in [19] and [12] for this review.
Let A be an algebra over a commutative ring R. We assume that R is the center
of A. Then A is called Azumaya over R if A is faithful, finitely generated and
projective as an R-module and the map φA : A⊗R A
◦ → EndR(A) defined by
φA(
∑
i
ri ⊗ si)(r) =
∑
i
rirsi
is an isomorphism.
The following proposition will be useful later:
Proposition 2.10. Let A and B be Azumaya algebras over R. Then A ⊗R B is
Azumaya over R.
By a construction similar to obtaining a quasicoherent sheaf over Spec R using
an R-module M , given an Azumaya algebra A over R, we can obtain a sheaf of
algebras over Spec R. We can use this as the motivation for the definition:
Definition 2.11. Let X be a scheme. An OX -algebra A is called an Azumaya
algebra over X if it is coherent as an OX -module and if, for all closed points x of
X , Ax is an Azumaya algebra over the local ring OX,x.
The conditions in Definition 2.11 imply that A is locally free of finite rank as an
OX -module.
Instead of using the definition to prove that an OX -algebra is Azumaya, we will
make use of the following proposition:
Proposition 2.12. Let A be an OX-algebra that is of finite type as an OX-module.
Then A is an Azumaya algebra over X if and only if there is a flat covering (Ui →
X) of X such that for each i, A⊗OX OUi
∼=Mri(OUi ) for some ri.
Definition 2.13. If S is a k-scheme then an S-representation of dimension n of
B is a pair (φ,OA), where OA is a sheaf of Azumaya algebras of rank n
2 over S
and φ : B → H0(S,OA) is a ring homomorphism. Two representations (φ1,OA1)
and (φ2,OA2) are called equivalent if there is an isomorphism θ : OA1 → OA2
of sheaves of rings such that φ2 = H
0(S, θ) ◦ φ1. A representation of B is called
irreducible if the image of B generates OA locally. Let Repn(B,S) be the set of
equivalence classes of irreducible S-representations of degree n of B. This defines a
contravariant functor Repn(B,−) from the category of k-schemes to the category
of sets.
Theorem 2.14. (Theorem 4.1, [23]) The functor Repn(B,−) is representable in
(Sch/k).
Sometimes it is more convenient and easier to work with representation into endo-
morphism sheaves of vector bundles. Let Gn(B,−) be the subfunctor ofRepn(B,S)
consisting of representations of endomorphism sheaves of vector bundles of rank n.
This is not a sheaf with respect to the flat topology. However, its sheafification
with respect to the flat topology is well-known:
Lemma 2.15. (Lemma 4.2, [23]) Repn(B,−) ∼= Gn(B,−), where Gn(B,−) de-
notes the sheafification of Gn(B,−).
We end this section with a lemma that will be useful later. Let S be a scheme,
and O be a sheaf of OS-algebras over S. A collection of global sections (σi ∈
H0(S,O))i∈I is said to generate O if the stalks (σi)s generate Os for all s ∈ S.
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Lemma 2.16. Let S and O be as above. If the σi(s) generate the fibers O(s) for
closed points s ∈ S, then the σi generate O.
Proof. The statement is local in S, so we will assume that S = Spec R for a ring
R and that O = A∼ for an R-algebra A.
First, we claim that if the σi(s) generate Os for closed points s as a k(s)-algebra,
then the (σi)s generate Os as an Rs-algebra. But this follows from Nakayama’s
lemma.
Second, we claim that if the (σi)s generate Os for closed s, then they generate
Os for all s ∈ S. The σi correspond to elements ai ∈ A. We know that for all
maximal ideals m in R, (ai)m generate Am as an Rm-algebra.
Let B be the R-subalgebra of A generated by the ai. Then Bm = Am. By
Corollary 2.9, [1], A = B and the lemma is proved. 
3. Construction of the Universal Representation
In this section, we construct a sheaf of Azumaya algebras over the variety U de-
fined in the previous section. Recall that there is a coarse moduli spaceM(r,D) of
vector bundles over the curve C with rank r and degree D; this is a quasiprojective
variety. The variety U is the open subset of M(r,D) consisting of stable vector
bundles E over C such that H0(E(−1)) = 0.
We first recall how to construct quotients of vector bundles. Let Y be an integral
algebraic variety and G an algebraic group acting on Y . We have the following
definition:
Definition 3.1. (Definition 8.4.3, [10].) An algebraic vector G-bundle F → Y is
a vector bundle over Y , equipped with a G-action which is linear in each fiber and
such that the diagram
G× F −−−−→ Fy y
G× Y −−−−→ Y
commutes. In other words, for every y ∈ Y , we have a linear map Fy → Fg.y
F is said to descend to M if there is a vector bundle F ′ over M such that the
algebraic vector G-bundles F and pi∗F ′ are isomorphic.
This definition can also be stated in terms of sheaves. Let F denote the sheaf
of sections of the vector bundle F . For every g ∈ G and every open subset V of
Y , we have a linear map F(V )→ F(g.V ). These maps are required to satisfy the
obvious compatibility conditions.
The following lemma gives a necessary and sufficient condition for an algebraic
vector G-bundle F to descend to M : (For the proof, see Theorem 2.3, [14].)
Lemma 3.2. Let G, Y and M be as before. Let F → Y be an algebraic vector
G-bundle over Y . Then F descends to M if and only if for every closed point y of
Y such that the orbit of y is closed, the stabilizer of G at y acts trivially on Fy.
Recall that Ω is the subset of the Quot-scheme Q consisting of vector bundles E
over the curve C such that H0(E(−1)) = 0. We also have the bundle E parametriz-
ing quotients of the trivial vector bundle E having the given Hilbert polynomial P .
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Recall also that GL(N) acts on Ω, and the stabilizers of points are the scalar ma-
trices. Hence, there is an induced action of PGL(N) on Ω, and the good quotient
is the variety U .
When we try to take the quotient of E by PGL(N), however; we are unable to
define an action of PGL(N) on E because of the fact that the scalar multiples of
identity in GL(N) do not act trivially.
We resolve this difficulty as follows. Consider the direct image of E under the
projection pi : C ×Ω→ Ω. Then consider the endomorphism bundle End(pi∗E) and
then define an action of PGL(N) on it. (We prove that pi∗E is a vector bundle below
in Lemma 3.4.) Since GL(N) only acts on the second component of C × Ω, this
gives a GL(N)-action on pi∗E . Now let GL(N) act on End(pi∗E) by conjugation,
see below that the action of GL(N) descends to a PGL(N)-action: The action
of the stabilizer of a point on the fibers of pi∗E is by scalar multiplication, but
on End(pi∗E), this action becomes trivial. So the action of GL(N) on End(pi∗E)
descends to PGL(N).
To be precise, let g ∈ GL(N), f ∈ Γ(V, End(pi∗E)) for an open subset V ⊂ Ω.
Then f is an endomorphism of pi∗E over V , and we define g.f to be an endomorphism
of pi∗E over g.V as follows. Let s be a section of pi∗E over an open subset W ⊂ V .
Then g.f is the endomorphism of pi∗E that sends s to g(f(g
−1s)). It is obvious
that this defines a GL(N)-action on End(pi∗E). Since a scalar matrix λI acts as
multiplication by λ on (pi∗E)x, it can easily be seen as acting trivially on End(pi∗E)x:
(λI · f)(s) = (λI ◦ f ◦ (λI)−1)(s)
= λI ◦ f(
1
λ
s)
= λI ◦
1
λ
f(s)
= λ
1
λ
f(s)
= f(s).
This gives us a PGL(N) action on End(pi∗E). As seen above, we have a quotient
vector bundle End(pi∗E)
PGL(N), which we will denote as A over U .
Recall that there is a canonical map q : C → P1, corresponding to the inclusion
k[u, v]→ k[u, v, w]/(wd − f(u, v)). Recall that for a closed point y in Ω Ey denotes
the pull-back of E under the canonical map id× iy : C × Spec k(y)→ C × Ω.
We prove the following proposition, which follows from a standard result of
Grothendieck.
Proposition 3.3. The coherent sheaf q∗(Ey) is isomorphic to the trivial bundle⊕rd
i=1OP1k(y) .
Proof. We consider the case of an algebraically closed base field k first. Since P1k is
a nonsingular projective curve, any torsion-free coherent sheaf is a vector bundle.
Since q∗ respects torsion-freeness, q∗(Ey) is a vector bundle on P1k. It has rank rd
since Ey has rank r and the map q has degree d. Since any vector bundle on P1k is a
sum of line bundles, we can write q∗(Ey) ∼=
⊕rd
i=1OP1k(ni) for some integers ni. We
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have χ(q∗Ey)) = χ(Ey). Then,
χ(q∗(Ey)) = (rk(q∗(Ey)))(1 − gP1
k
) + deg(q∗(Ey)) = rd +
rd∑
i=1
ni,
χ(Ey) = (rk(Ey))(1− g) + deg(Ey) = r(1 − g) + r(d+ g − 1) = rd.
So we have
∑rd
i=1 ni = 0.
We also have, by the projection formula:
h0(P1, q∗(Ey ⊗OC OC(−1))) = h
0(P1, (q∗Ey)(−1)) = h
0(C, Ey(−1)) = 0.
So it follows that h0(P1, (q∗Ey)(−1)) = 0. This is equal to h0(P1,
⊕rd
i=1OP1(ni−1)).
It then follows that ni− 1 < 0 for all i and hence ni = 0 because the sum of the ni
is equal to 0.
Now assume that k is an arbitrary field, and let k denote its algebraic closure.
Consider the pullback of Ey along the canonical morphism iC : C × k → C × k(y).
Then we have (qk)∗(i
∗
C(Ey))
∼=
⊕
rdOP1 . By Proposition 9.3, Chapter 3, [8]; we have
(qk)∗(i
∗
C(Ey))
∼= (i∗
P1
)(qk(y))∗Ey. But we have Aut((i
∗
P1
)(qk(y))∗Ey) = GLrd(k) and
H1(Galk/k(y), GLrd(k)) = 0 by Hilbert 90. So we have q∗(Ey)
∼=
⊕rd
i=1OP1k(y) . 
We can use this result to prove the following result, which is due to Kulkarni.
(See Proposition 3.5, [9].)
Lemma 3.4. Let pi : C × Ω → Ω denote the projection onto the second factor.
Then pi∗E is a locally free sheaf of rank rd.
Proof. For any point y in Ω, let k(y) be the residue field of y. Denote by Ey the
vector bundle (id× iy)
∗E on Ck(y), where iy is the inclusion of the point y; that is,
Spec k(y)→ Ω. We have to prove that dimk(y)H
0(Ck(y), Ey) is constant, and equal
to rd. Recall that Ω is irreducible, and reduced. So, by Corollary 2 pg. 50, [13], it
will follow that pi∗E is a locally free sheaf of rank rd.
If y is closed, then q∗Ey ∼=
⊕rd
i=1OP1 by Proposition 3.3. So h
0(C, Ey) =
h0(P1, q∗Ey) = rd. It is also well-known that the function y 7→ dimk(y)H0(Ck(y), Ey)
is upper semicontinuous. (See, for example, Theorem 12.8 in Chapter 3, [8].) To-
gether with the fact that Ω is a Jacobson scheme (since it is locally of finite type
over the spectrum of a field), it follows that dimk(y)H
0(Ck(y), Ey) is constant and
equal to rd for all y ∈ Ω. This implies that pi∗E is a vector bundle of rank rd. 
Lemma 3.5. Let S be a scheme, and let f : S → Ω be a morphism. Consider the
commutative diagram:
C × S
idC×f
−−−−→ C × Ω
qS
y yqΩ
P1 × S
id
P1×f−−−−−→ P1 × Ω.
Then the coherent sheaves (idP1 × f)
∗(qΩ)∗E and (qS)∗(idC × f)
∗E are isomorphic.
Proof. Since E is a coherent sheaf on C × Ω = Proj(OΩ[u, v, w]/(w
d − f)), there
exists a sheaf of graded OΩ[u, v, w]/(w
d − f)-modules M such that E is isomorphic
to M˜ . (See [5], II, Sections 3.2 and 3.3.) Then we have the following isomorphisms,
as sheaves of OΩ[u, v]-modules:
(idP1 × f)
∗(qΩ)∗E ∼= (OS [u, v]⊗OΩ[u,v]MOΩ[u,v])
∼,
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and
(qk(y))∗(idC × f)
∗E ∼= (OS [u, v, w]/(w
d − f(u, v))⊗OΩ[u,v,w]/(wd−f(u,v))M)
∼
OS[u,v]
.
But the two graded k(y)[u, v]-modules on the right side of the equations above are
isomorphic. So the lemma is proved. 
For the remainder of this section, we construct a map ψ : Cf → H
0(A) that is
a universal representation for Cf . The next theorem is crucial in this construction.
It is proven in [8] that for any morphism g : X → Y of schemes and a sheaf G of
OX -modules, there is a natural morphism g
∗g∗G → G. This is a consequence of the
adjointness of the functors g∗ and g∗. The proof of the following theorem follows
the discussion in [9] closely. (See, Proposition 3.8, [9].)
Theorem 3.6. Let F = (qΩ)∗E. Then the natural morphism u : p
∗
Ω(pΩ)∗F → F
is an isomorphism. (Recall that pΩ is the canonical projection P1 × Ω→ Ω.)
Proof. We know that (pΩ)∗F = pi∗E is a locally free sheaf of rank rd by Lemma
3.4. So the sheaf p∗Ω(pΩ)∗F is also a locally free sheaf of rank rd on P
1
Ω.
First we claim that F is a locally free sheaf of rank rd on P1Ω. We prove that
dimk(y)F ⊗ k(y) is rd for any closed point y in P
1
Ω. This will be sufficient by the
upper semicontinuity of the dimension function and by the fact that P1Ω is locally
of finite type over k.
For any closed point y in P1 × Ω, consider the following commutative diagram:
Spec k(y) Spec k(y)
i
y yj
P1 × Spec(k(y))
id×iy
−−−−→ P1 × Ω
pk(y)
y ypΩ
Spec k(y)
iy
−−−−→ Ω
We prove that dimk(y)F ⊗O
P1×Ω
k(y) = dimk(y)j
∗F is rd. But dimk(y)j
∗F =
dimk(y)i
∗(id × iy)
∗F . From Lemma 3.5 and Proposition 3.3, it follows that (id ×
iy)
∗F ∼= (id× iy)
∗(qΩ)∗E ∼= q∗(id× i)
∗E ∼= q∗(Ey) is a trivial vector bundle of rank
rd, so that dimk(y)i
∗(id× iy)
∗F is rd.
Now u is a morphism of vector bundles of rank rd. To prove that it is an
isomorphism, it is enough to show that ux : (p
∗
Ω(pΩ)∗F)x → (F)x is bijective for
all points x in P1 × Ω. But it is sufficient to prove this only for closed points ([5],
I, Corollary 0.5.5.7).
By ([5], I, Corollary 0.5.5.6) it is sufficient to prove that
uy ⊗ id : (p
∗
Ω(pΩ)∗F)y/my(p
∗
Ω(pΩ)∗F)y → Fy/myFy
is surjective for all closed points y in P1Ω. But this homomorphism is surjective if
and only if the morphism
j∗u : j∗p∗Ω(pΩ)∗F → j
∗F
is surjective, which is the same as
i∗(id× iy)
∗u : i∗(id× iy)
∗p∗Ω(pΩ)∗F → i
∗(id× iy)
∗F
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being surjective. So it is sufficient to prove that
(id× iy)
∗u : (id× iy)
∗p∗Ω(pΩ)∗F → (id× iy)
∗F
is an isomorphism. But we have the isomorphism
(id× iy)
∗p∗Ω(pΩ)∗F
∼= p∗k(y)i
∗
y(pΩ)∗F .
Note that i∗y(pΩ)∗F is a trivial vector bundle of rank rd, and so
p∗k(y)i
∗
y(pΩ)∗F
∼= p∗k(y)(
⊕
rd
OSpeck(y)) ∼=
⊕
rd
OP1
k(y)
.
This proves that (id×iy)
∗p∗Ω(pΩ)∗F is a trivial vector bundle. Recall that (id×iy)
∗F
is a trivial vector bundle of rank rd. So the morphism (id × iy)
∗u will be an
isomorphism if it is so on the global sections. But the morphism
p∗k(y)i
∗
y(pΩ)∗F → (id× iy)
∗F
on the global sections is an isomorphism if the natural morphism
(pΩ)∗F ⊗OΩ k(y)→ H
0(P1k(y),Fy)
is an isomorphism. By the earlier part, and Corollary 2, p. 50, [13], this is the
case. 
Recall that we have the morphisms qΩ : C × Ω = CΩ → P1 × Ω = P1Ω and pΩ :
P1Ω → Ω. Consider OΩ[u, v] and OΩ[u, v, w]/(w
d − f). These are sheaves of graded
OΩ-algebras generated by degree 1 elements. We can define their homogeneous
spectra Proj(OΩ[u, v]) = P1Ω and Proj(OΩ[u, v, w]/(w
d − f)) = C ×Ω. Recall also
that we have the vector bundle F on P1Ω. That this is a vector bundle follows from
Lemma 3.4 and Theorem 3.6.
Let G be a sheaf of OP1Ω-modules. Define
Γ∗(G) =
⊕
n∈Z
(pΩ)∗(G(n)).
In particular, we have
Γ∗(OP1Ω) =
⊕
n∈Z
(pΩ)∗(OP1Ω(n)).
Γ∗(OP1Ω) is then a sheaf of gradedOP1Ω-algebras and Γ∗(G) becomes a sheaf of graded
Γ∗(OP1Ω)-modules.
Remark 3.7. These are particular cases of constructions carried out in [5], II, 3.3.
By Proposition 7.11, Chapter 2, [8], we have
Γ∗(OP1Ω)
∼= OΩ[u, v]
as sheaves of graded OΩ-modules.
In the next proposition, we use Theorem 3.6 to describe Γ∗(F).
Proposition 3.8. The OΩ[u, v]-module Γ∗(F) =
⊕
n∈Z(pΩ)∗(F(n)) is isomorphic
to (pi∗E)⊗OΩ OΩ[u, v] as a sheaf of graded OΩ[u, v]-modules.
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Proof. By the theorem, it is enough to compute the graded module associated to
the coherent sheaf p∗Ω(pΩ)∗F . By projection formula, we have
(pΩ)∗(F(n)) = (pΩ)∗(F)⊗OΩ (pΩ)∗(OP1Ω(n))
By definition:
Γ∗(F) =
⊕
n∈Z
(pΩ)∗(F(n))
=
⊕
n∈Z
((pΩ)∗(F)⊗OΩ (pΩ)∗(OP1Ω(n)))
∼= (pΩ)∗(F)⊗OΩ (
⊕
n∈Z
(pΩ)∗(OP1Ω(n)))
= (pΩ)∗(F)⊗OΩ Γ∗(OP1Ω)
∼= (pi∗E)⊗OΩ OΩ[u, v]
as desired. 
Next we consider the question of the existence of the universal representation.
This representation will be an algebra homomorphism ψ : Cf → H
0(U,A) that
satisfies a universal property that will be discussed in the next section. Recall that
A is the Azumaya algebra obtained by taking the quotient of End(pi∗E) by the
action of PGL(N).
Theorem 3.9. There exists an algebra homomorphism ψ : Cf → H
0(U,A).
Proof. We prove this theorem by showing the existence of elements in H0(U,A)
that satisfy the relations of the Clifford algebra.
First we make a simple observation. Let pi∗E be as above, and let M be the
graded OΩ[u, v]-module pi∗E ⊗OΩ OΩ[u, v]. Note that M0 = pi∗E . pi∗E is an OΩ-
module and the grading is determined by assigning u and v as degree 1 elements.
Let Mi be the i
th graded piece of M. Then we have
HomOΩ(M0,M1) = uEndOΩ(M0) + vEndOΩ(M0).
This follows from the fact that M1 = uM0 ⊕ vM0.
Consider the vector bundle E on CΩ. We have
Γ∗(E) =
⊕
n∈Z
pi∗(E(n))
=
⊕
n∈Z
(pΩ)∗(qΩ)∗(E(n))
=
⊕
n∈Z
(pΩ)∗((qΩ)∗(E)⊗O
P1
Ω
OP1Ω(n))
=
⊕
n∈Z
(pΩ)∗(F(n))
= Γ∗(F)
Hence, Γ∗(F), which we proved to be isomorphic to (pi∗E)⊗OΩOΩ[u, v], can also be
viewed as a sheaf of graded modules over Γ∗(OCΩ)
∼= OΩ[u, v, w]/(w
d − f). Now w
is a homogeneous element of degree one in this graded OΩ-algebra, so we can view
w (to be precise, the multiplication map by w) as an element of HomOΩ(M0,M1).
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By the comment above, there exist elements αu and αv in EndOΩ(M0) such that
we have the following equality in HomOΩ(M0,M1):
w = uαu + vαv.
Now we can consider the element wd as an element of HomOΩ(M0,Md). The
relation wd = f(u, v) holds in HomOΩ(M0,Md) as well. This shows that the
elements αu and αv in EndOΩ(M0) satisfy the relations of the Clifford algebra Cf .
So we get a homomorphism:
χ : Cf → EndOΩ(M0)
Finally, recall that PGL(N) acts on EndOΩ(M0), as was shown in the beginning
of the section. Since w is invariant under this action, it follows that αu and αv
are also PGL(N)-invariant. Hence they give global sections of A that satisfy the
relationships of the Clifford algebra; and that means that we have a map ψ : Cf →
H0(A). 
Now we prove the following proposition, which will be used in the proof of the
main theorem.
Proposition 3.10. Suppose that k is algebraically closed. Let x ∈ U be a closed
point, and ix : Spec k → U the inclusion. The pullback i
∗
x(ψ,A) is an rd-
dimensional representation of Cf that corresponds to the vector bundle E over C
defined by the point x under Van den Bergh’s correspondence. (See Lemma 2, [22].)
Proof. Note that any closed point x ∈ U can be lifted to a closed point y ∈ Ω. We
have the following diagram:
Spec k(y) Spec k(x)
iy
y yix
Ω −−−−→
q
U
Recall that q : Ω→ U is the good quotient map by the action of PGL(N). Hence,
we have
i∗xA = (q ◦ iy)
∗A
∼= i∗yq
∗A
∼= i∗yEnd(pi∗E)
∼= End(i∗ypi∗E) = End((pi∗E)y)
Since End(pi∗E) is an endomorphism bundle of dimension (rd)
2, i∗xA also has di-
mension (rd)2. Note also that i∗x(αu) and i
∗
x(αv) satisfy the relations of the Clifford
algebra. This proves that i∗xA is an rd-dimensional representation of Cf .
We claim that this is the same representation that corresponds to the point x
under Van den Bergh’s correspondence. Recall the construction of a representation
of Cf from a stable vector bundle E over C with rank r, degree r(d + g − 1), and
H0(E(−1)) = 0: Consider the direct image q∗(E). This is a trivial vector bundle
of rank rd on P1 by Proposition 3.3. Its associated graded module over k[u, v] is⊕
rd k[u, v], and this is also a graded module over k[u, v, w]/(w
d−f(u, v)). The ac-
tion of w gives two matrices inMrd(k) satisfying the relations of the Clifford algebra
and hence a map of algebras Cf → Mrd(k). Conversely, let φ be a representation
of Cf . Consider the two matrices φ(u) and φ(v). The associated graded module of
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the trivial vector bundle of rank rd on P1 over k[u, v] is
⊕
rd k[u, v]. We can define
an action of w given by the images of the generators of the Clifford algebra, i.e. w
acts as uφ(u)+ vφ(v) on
⊕
rd k[u, v]. This makes
⊕
rd k[u, v] into a graded module
over k[u, v, w]/(wd − f). In this way, we get a stable rank r vector bundle E on
the curve C, such that the degree of E is r(d + g − 1) and H0(E(−1)) = 0. (See
Section 1, [22].)
Recall that the two sections αu and αv are defined by the action of w on the
OΩ[u, v, w]/(w
d−f)-module Γ∗(F) = pi∗E⊗OΩOΩ[u, v]. Therefore, the two sections
i∗y(αu) and i
∗
y(αv) are determined by the action of w on the k(y)[u, v, w]/(w
d − f)-
module Γ∗(F)⊗OΩ k(y).
Now we have
Γ∗(F)⊗OΩ k(y)
∼= (pi∗E ⊗OΩ OΩ[u, v])⊗OΩ k(y)
∼= (pi∗E)y ⊗k(y) k(y)[u, v]
as graded k(y)[u, v, w]/(wd − f)-modules and (pi∗E)y , which is the restriction of
pi∗E to the closed point y ∈ Ω, is a vector space of dimension rd. So we have
Γ∗(F)⊗OΩ k(y)
∼=
⊕
rd k(y)[u, v].
Recall that any vector bundle corresponding to a closed point y ∈ Ω is such that
its direct image under q : C → P1 is trivial of rank rd. So the isomorphism class of
Ey is determined by giving an action of w on the k(y)[u, v]-module
⊕
rd k(y)[u, v]
such that wd = f(u, v). Since the two w-actions agree, the corresponding vector
bundles are isomorphic. 
We finish this section by proving that the U -representation (ψ,A) is an irre-
ducible Cf -representation as defined in Section 2.3.
Proposition 3.11. The pair (ψ,A) is an irreducible U -representation of dimension
rd of the Clifford algebra Cf .
Proof. First we have to prove that A is an Azumaya algebra. Using Corollary 8.3.6
of [10], we can cover U with e´tale maps ρi : Vi → U and PGL(N)-equivariant maps
τi : Vi × PGL(N)→ Ω such that the diagrams
Vi × PGL(N)
τi−−−−→ Ω
pr1
y yq
Vi
ρi
−−−−→ U
are cartesian.
Now it is obvious that the composition ρi ◦ pr1 is flat. The pullback of A along
this map is isomorphic to the pullback of A along q ◦ τi. But we have:
(q ◦ τi)
∗A ∼= τ∗i q
∗End(pi∗E)
PGL(N)
∼= τ∗i End(pi∗E)
∼= End(τ∗i pi∗E)
It now follows from Proposition 2.12 that A is an Azumaya algebra. The fact that
the dimension is rd follows from the fact that the pullback of A along the quotient
map Ω → U is a rank rd vector bundle. Finally, the map ψ : Cf → H
0(A) was
constructed in Theorem 3.9 and irreducibility follows from Proposition 3.10 and
Lemma 2.16. 
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4. The Moduli Problem
In this section, we assume k to be algebraically closed.
As stated in the introduction, Procesi proved (see Theorem 1.8, Chapter 4,
[17]) that the functor Reprd(Cf ,−) is representable. In this section, we prove the
main theorem; which states that Reprd(Cf ,−) is represented by U and the U -
representation (ψ,A) as defined in the previous section. Recall that U is defined
to be the open subset of the moduli space M(r, r(d + g − 1)) consisting of stable
vector bundles E over C such that H0(E(−1)) = 0. These correspond to the
irreducible representations of Cf . See [22]. We constructed a sheaf of Azumaya
algebras A on U by considering the direct image pi∗E of the vector bundle E on
C × Ω under the projection map pi : C × Ω → Ω and then considering the action
of PGL(N) on End(pi∗E). Taking the quotient gives us A. In Theorem 3.9, we
constructed an algebra homomorphism ψ : Cf → H
0(A) and in Proposition 3.11
we proved that this makes the pair (ψ,A) into a Cf -representation. In this section,
we will prove that this representation is the universal representation for the functor
Reprd(Cf ,−).
If S is a k-scheme, then by an S-representation of dimension n of Cf we mean
a pair (ψ,OA), where OA is a sheaf of Azumaya algebras of dimension n
2 over S
and ψ : Cf → H
0(S,OA) is a k-algebra homomorphism. Two S-representations
(ψ1,OA1) and (ψ2,OA2) are called equivalent if there is an isomorphism θ : OA1 →
OA2 of sheaves of Azumaya algebras such that ψ2 = H
0(S, θ) ◦ ψ1.
We call an S-representation of Cf is called irreducible if the image of Cf generates
OA locally.
Let Repn(Cf ,−) be the functor that assigns to a k-scheme S the set of equiv-
alence classes of irreducible S-representations of degree n of Cf . Since Azumaya
algebras pull back to Azumaya algebras and irreducible representations are stable
under pull-back, it follows that Repn(Cf ,−) is indeed a functor.
It is known that this functor is representable in Sch/k. See, for example, The-
orem 4.1, [23]. Our goal in this section is to identify the scheme which represents
it. Recall that we have the open subset U of M(r, r(d + g − 1)) before and the
sheaf of Azumaya algebras A = End(pi∗E)
PGL(N) on it. We will prove that this pair
represents the functor Reprd(Cf ,−); and here we use the morphism ψ defined and
proven to exist in the previous section. (See Theorem 3.9 and Proposition 3.11.)
We also consider representations of Cf into endomorphism sheaves of vector bun-
dles. Let Grd(Cf ,−) be the subfunctor of Reprd(Cf ,−) that assigns to a k-scheme
S the set of equivalence classes of irreducible S-representations into endomorphism
sheaves of vector bundles of rank rd. Again, since endomorphism sheaves of vector
bundles pull back to sheaves of the same kind, it follows that this is also a functor.
It is not a sheaf (with respect to the fppf topology); however, it can be proven that
its sheafification Grd is isomorphic to Reprd. (See Lemma 4.2, [23]). This fact will
be useful to us later when we prove the main theorem.
Let η : Cf →Mrd(K) be a representation of Cf , where K is a field extension of
k. Denote the images of the two generators of Cf under η by αu and αv. Consider
the morphism:
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SK =
K[u, v, w]
(wd − f(u, v))
→Mrd(K[u, v])
u, v 7→ uIrd, vIrd
w 7→ uαu + vαv.
With the natural grading on N =
⊕
rdK[u, v], the above morphism is a graded
homomorphism. This makesN into a graded SK-module. So N˜ is a (coherent) sheaf
on X = Proj SK = CK . Note that (qK)∗N˜ ∼=
⊕
rdOP1 . (See the Introduction.)
But we can prove more:
Lemma 4.1. (Lemma 4.3, [9].) N˜ is a rank r, degree r(d + g − 1) vector bundle
on X. This bundle is stable, and it has H0(N˜(−1)) = 0.
Proof. For the first statement, by Proposition 2.5.1, Vol. 4 Part 2, and Lemma
12.3.1, Vol. 4 Part 3, [5]; it is enough to prove the statement for N˜ with the
assumption that K is algebraically closed. We will prove that for any closed point
x ∈ X , dimK(N˜⊗OX,xK) = r. By the usual upper semicontinuity argument, this is
sufficient. Furthermore, it is obvious that u and v cannot be both in a homogeneous
maximal ideal of SK . So it is enough to prove the dimension condition above for
any closed point x in Xv = Spec (SK)(v), because the argument is the same for
Xu. Now we have:
(SK)(v) =
K[u,w]
(wd − f(u, 1))
,
and
N(v) =
⊕
rd
K[u].
Here, u = u/v and w = w/v. u acts in a natural way and w acts as uαu + αv.
Since K is algebraically closed, any closed point in Spec (SK)(v) can be written as
m = (u− a, w − b) for some a, b ∈ K. So we have:
OSpec (SK)(v),x
∼= (
K[u,w]
(wd − f(u, 1))
)(u−a,w−b)
and:
(N(v))x ∼= Ox ⊗(SK)(v) (
⊕
rd
K[u]).
Using these, we get:
(N˜)x ⊗OX,x K
∼=
⊕
rdK[u]
(u− a, w − b)(
⊕
rdK[u])
∼=
⊕
rdK
(aαu + αv − b)(
⊕
rdK)
So the required dimension is dimK(ker(aαu+αv − b)). We have to prove that this
dimension is equal to r. Let us assume that f(a, 1) 6= 0 at first. In this case, there
are exactly d points (a, b) such that bd = f(a, 1). Over each of these points, the
rank of the stalk (N˜)x ⊗OX,x K is at least r by upper semicontinuity. Since they
must add up to rd, each of them must be equal to r.
Consider aαu + αv ∈ Mrd(K). We compute the dimension of its eigenspace of
eigenvalue b. The characteristic polynomial of aαu+αv is t
rd−f(a, 1). This follows
from the fact that when f(a, 1) 6= 0 all the roots are distinct (remember our initial
assumption that char(K) does not divide d); and if f(a, 1) = 0, then the matrix is
nilpotent. Also, if b 6= 0, then f(a, 1) 6= 0 and b is an eigenvalue of multiplicity 1.
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Next, let b = 0. Then we have f(a, 1) = 0. We can find a matrix B ∈ GLrd(K)
such that B(aαu + αv)B
−1 is in Jordan form. If dimK(ker(aαu + αv − b)) > 1,
then we can write, for w ∈ Mrd(K[u, v]), det w = det BwB
−1 = (av − u)ldet w
′
,
where:
BwB−1 =


av − u . . . . .
. . . . . .
. . av − u . . .
. . . 1 . .
. . . . . .
. . . . . 1


w
′
.
There are l diagonal entries (av− u) in the above matrix, and l ≥ r+1. But then,
we have det wd = (av − u)lddet(w
′
)d = f(u, v)d. But we immediately see that
(av − u) is a repeated factor of f(u, v) with multiplicity at least l ≥ 2, which is a
contradiction. So the required dimension condition is proved.
For the second part, consider the projection qK : CK → P1K . Then we have
χ(CK , N˜) = χ(P1K , (qK)∗N˜), and by Riemann-Roch:
r(1 − g) + deg(N˜) = rd(1 − 0) + deg((qK)∗N˜).
But (qK)∗(N˜) ∼=
⊕
rdOP1K and so its degree is 0. This gives us deg N˜ = r(d+g−1).
For the statement that h0(CK , N˜(−1)) = 0, note that we can use the projection
formula to get:
h0(CK , N˜(−1)) = h
0(P1K , (qK)∗N˜(−1)) = 0.
Lastly, we have to prove that the vector bundle N˜ as constructed above is stable.
For this, we follow the discussion in [22]. As in the introduction, we have a vector
bundle N˜ on C such that (qK)∗N˜ ∼= O
rd
P
1
k
. We will make use of the following formula:
deg((qK)∗N˜)/rk((qK)∗N˜) =
deg(N˜)− rk(N˜ )(d+ g − 1)
drk(N˜ )
(4.1)
=
1
d
deg(N˜)
rk(N˜ )
+
1− g
d
− 1(4.2)
Suppose N˜ is strictly semistable. Then let F ⊆ N˜ be a subbundle such that
deg(F)/rk(F) = deg(N˜)/rk(N˜ ). It follows from a formula similar to 4.1 that
deg((qK)∗F) = 0. Recall that since (qK)∗F is a subsheaf of the torsion-free sheaf
(qK)∗N˜ ∼= O
rd
P
1
k
, it is torsion-free itself and hence is a vector bundle. See Lemma
5.2.1, [10]. By Lemma 4.4.1, [10], it is a sum of line bundles on the projective line.
Hence, (qK)∗F ∼=
⊕t
i=1OP1(ni), where
∑
ni = 0. Now note that H
0((qK)∗N˜) = 0
and hence H0((qK)∗F) = 0 as well. Hence, ni ≤ 0 for all i, and since
∑
ni = 0, we
have ni = 0 for all i. So we have (qK)∗F ∼= O
t
P1
. It follows that the corresponding
representation is reducible, which is contrary to our assumptions. This finishes the
proof. 
Next, we prove a relative version of Lemma 4.1. Let S be a k-scheme, and let
(ψ,O) be an element of Grd(Cf , S) so that O = EndOS (E
S) for some vector bundle
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ES of rank rd on S. We will first construct a rank r vector bundle on C ×k S. So
consider the graded sheaf homomorphism
OS [u, v, w]
wd − f(u, v)
→ End(ES)[u, v]
u, v 7→ u, v
w 7→ uψ(x) + vψ(y)
where x and y are the standard generators of Cf . This is a graded homomorphism
of sheaves of OS [u, v]-algebras because the degree of u and v is 1 on the right side.
We can view the right hand side of the above morphism as EndOS (E
S⊗OSOS [u, v]).
So it allows us to view ES ⊗OS OS [u, v] as a sheaf of graded (OS [u, v, w])/(w
d −
f(u, v)))-modules. Since C ×k S ∼= Proj(OS [u, v, w])/(w
d − f(u, v)), we get a
sheaf M over C ×k S. For the rest of the section, for any point s in S, qs
denotes the morphism C ×k k(s) → P1k(s) induced by the inclusion k(s)[u, v] →
(k(s)[u, v, w])/(wd−f(u, v)), ps denotes the projection of the second factor of P1k(s)
onto Spec k(s), and pis denotes the composition ps ◦ qs. We use a similar notation
for an arbitrary field K instead of k(s).
Lemma 4.2. The sheafM is a rank r vector bundle on C×kS of fiberwise constant
degree of r(d+g−1). Moreover, for any closed point s ∈ S, the rank r vector bundle
Ms = M⊗OS Spec k(s) on Ck(s) is stable, has degree r(d + g − 1) and satisfies
h0(Ck(s),Ms(−1)) = 0.
Proof. It is sufficient to prove these assertions when S is affine. So let S = Spec R.
Let CR = C ×k S. Assuming further (without loss of generality) that E is trivial
on S, we have H0(S, ES) ∼=
⊕
rdR, because E is a vector bundle of rank rd. In this
case, let us denote the graded (R[u, v, w]/(wd−f(u, v))-module H0(S, E)⊗RR[u, v]
by M and the corresponding sheaf M by M˜ .
Note that M˜ is flat over S and that pi : C × S → S is a flat morphism. So by
Lemma 12.3.1, Vol. 4 Part 3, [5], it will be enough to prove that for any s ∈ S, M˜s
is a stable, rank r vector bundle on S. Let M˜s = (1 × is)
∗M˜ , where 1 × is is the
morphism Cs = C ×k k(s) → C ×k S. Consider the representation associated to
the point s via ψ:
ψs : Cf →Mrd(k(s)).
Using Lemma 4.1, we obtain a sheaf N˜ which is isomorphic to M˜s. So by Lemma
4.1 we know that M˜s is a rank r, stable vector bundle. Also, along the fibers of the
projection onto the second factor, the degree is r(d+ g − 1).
The second assertion follows from Lemma 4.1. 
Let S be a k-scheme and V be a vector bundle on S. Recall that V [u, v]∼ defines
a coherent sheaf on P1S . It can be shown that p
∗
S(V) is isomorphic to V [u, v]
∼. (See,
for example, Exercise III-47, [7].) We prove the following lemma which will be used
in the main theorem.
Lemma 4.3. We have Γ∗(V [u, v]
∼) ∼= V [u, v].
Proof. Using the definition of Γ∗(V [u, v]
∼), we get
Γ∗(V [u, v]
∼) =
⊕
n∈Z
(pS)∗((V [u, v]
∼)(n))
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∼=
⊕
n∈Z
(pS)∗(p
∗
S(V)(n))
∼=
⊕
n∈Z
V ⊗ (pS)∗(OP1
S
(n))
∼= V ⊗ Γ∗(OP1
S
)
∼= V ⊗OS [u, v]
∼= V [u, v].

We are now in a position to prove the main theorem of this section:
Theorem 4.4. (Main Theorem) Any given degree rd irreducible S-representation
(ψ,OA) can be obtained as the pull-back of the representation (ψ, End(pi∗E)
PGL(N))
by a unique map f : S → U . In particular, (ψ,A) represents the functorReprd(Cf ,−).
Proof. It is already known (see Theorem 4.1, [23]) that the functor Reprd(Cf ,−)
is representable. Let T denote the scheme that represents it and let (Ψ,B) be the
universal representation. Since we have a U -representation (ψ,A), we obtain a
unique map α : U → T such that (ψ,A) ∼= α∗(Ψ,B). We will construct another
map β : T → U and prove that α and β are inverses of each other.
Let (φ, End(ES)) be a degree rd S-representation in Grd(Cf ,−). Using Lemma
4.2, we can construct a vector bundle M on C × S such that for any point s ∈ S,
Ms is stable, has rank r and degree r(d+g−1) and H
0(Ms(−1)) = 0. Recall that
M(r, r(d+g−1)) is a coarse moduli space of vector bundles and U ⊆M(r, r(d+g−
1)). So using the coarse moduli property, we obtain a map f : S →M(r, r(d+g−1))
whose image lies in U .
Since it will be necessary to use the vector bundle E on C×Ω later in this proof,
we use the local lifts of f to Ω. Using the local universal property of Ω, we see
that S can be covered by Zariski open sets Si such that the restriction fi of f to
Si can be lifted (not uniquely) to Ω. In other words, we get maps gi : Si → Ω with
fi = q ◦ gi. (Recall that q : Ω→ U is the good quotient map.) These maps satisfy
(id× gi)
∗E ∼=Mi on Si, where Mi is the restriction of M to C × Si:
Si Si
gi
y yfi
Ω
q
−−−−→ U
We claim that g∗i (χ, End(pi∗E)) is equivalent to (see Definition 2.13) (φ, End(E
Si )),
where ESi is the restriction of ES to C × Si. To prove this claim, we will make
extensive use of the following diagram of maps:
C × Si
idC×gi
−−−−−→ C × Ω
qSi
y yq
P1 × Si
id
P1×gi−−−−−→ P1 × Ω
pSi
y yp
Si
gi
−−−−→ Ω
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On top of this diagram, we have the vector bundle Mi constructed over C × Si
as in Lemma 4.2 and the bundle E on C × Ω as in Grothendieck’s theorem 2.6. In
Lemma 4.2, Mi was defined to be (E
Si ⊗OSi OSi [u, v])
∼, which was viewed as a
graded (OSi [u, v, w])/(w
d−f(u, v))-module. We can see from this that (qSi)∗Mi
∼=
ESi [u, v]∼, viewed as a graded OSi [u, v]-module. Next we compute Γ∗(Mi). Recall
that this is a graded (OSi [u, v, w])/(w
d − f(u, v))-module. Then we have
Γ∗(Mi) =
⊕
n∈Z
(pSi)∗(qSi)∗(Mi(n))
∼=
⊕
n∈Z
(pSi)∗((qSi)∗(Mi)⊗OP1
Si
OP1
Si
(n))
∼= Γ∗((qSi)∗Mi)
∼= Γ∗(E
Si [u, v]∼)
∼= ESi [u, v].
Here, the last line follows from Lemma 4.3. Similarly, we compute Γ∗((idC×gi)
∗E).
Recall also that this is a graded (OSi [u, v, w])/(w
d − f(u, v))-module.
Γ∗((idC × gi)
∗E) =
⊕
n∈Z
pi∗(idC × gi)
∗E(n)
∼=
⊕
n∈Z
(pSi)∗(qSi)∗(((idC × gi)
∗E)⊗OC×Si OC×Si(n))
∼=
⊕
n∈Z
(pSi)∗((qSi)∗(idC × gi)
∗E ⊗O
P1
Si
OP1
Si
(n))
∼=
⊕
n∈Z
(pSi)∗((idP1Si
× gi)
∗(qΩ)∗E ⊗O
P1
Si
OP1
Si
(n))
∼=
⊕
n∈Z
(pSi)∗((idP1Si
× gi)
∗(pΩ)
∗(pi∗E)⊗O
P1
Si
OP1
Si
(n))
∼=
⊕
n∈Z
(pSi)∗((pSi)
∗g∗i (pi∗E)⊗OP1
Si
OP1
Si
(n))
∼= g∗i (pi∗E)⊗
⊕
n∈Z
(pSi)∗(OP1Si
(n))
∼= g∗i (pi∗E)⊗ Γ∗(OP1Si
)
∼= g∗i (pi∗E)⊗OSi [u, v]
∼= g∗i (pi∗E)[u, v].
Since Mi and (idC × gi)
∗E are isomorphic as sheaves, it follows that Γ∗(Mi) and
Γ∗((idC × gi)
∗E) are isomorphic as (OSi [u, v, w])/(w
d − f(u, v))-modules.
Recall that the representation (φ, End(ESi )) is defined by the action of w on
ESi [u, v] and the representation g∗i (χ, End(pi∗E)) is similarly defined by the action
of w on g∗i (pi∗E)[u, v]. Now let η : Γ∗(Mi)
∼= ESi [u, v] → Γ∗((idC × gi)
∗E) ∼=
g∗i pi∗E [u, v] be an isomorphism of (OSi [u, v, w])/(w
d − f(u, v))-modules. Let w act
on ESi by uφ1u + vφ
1
v and on g
∗
i pi∗E by uφ
2
u + vφ
2
v. So we have
η(w) = wη
that is,
η((uφ1u + vφ
1
v)) = (uφ
2
u + vφ
2
v)(η)
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Comparing the u and v components, we see that ηφ1uη
−1 = φ2u and ηφ
1
vη
−1 = φ2v.
Hence the two representations (φ, End(ESi)) and g∗i (χ, End(pi∗E)) are equivalent.
Now we have
(α ◦ fi)
∗(Ψ,B) ∼= f∗i (ψ,A)(4.3)
∼= g∗i q
∗(ψ,A)(4.4)
∼= g∗i (χ, End(pi∗E))(4.5)
∼= (φ, End(ESi )).(4.6)
Next, define morphisms of functors as follows:
Grd(Cf , S)→ HomSch/k(S,U)→ HomSch/k(S, T )
by sending (φ, End(ES)) to the map f defined as above first, and then by sending
f to the composition α ◦ f . Hence the second map is induced by α : U → T .
Recall that we are using the flat topology on (Sch/S). Since the sheafification of
Grd(Cf ,−) is Reprd(Cf ,−), and HomSch/k(−, T ) is a sheaf; we get morphisms of
sheaves as follows:
Reprd(Cf ,−) ∼= HomSch/k(−, T )→ HomSch/k(−, U)→ HomSch/k(−, T ).(4.7)
This sequence induces a sequence of morphisms of schemes T → U → T ; and any
(φ, End(ES)) is mapped to α ◦ f by this composition. Recall that the second map
is α, and we will call the first map β.
Next, let S be a k-scheme and let (γ,G) be an rd-dimensional irreducible S-
representation ofCf . Since G is Azumaya, by Proposition 2.12 we can cover S by flat
maps Si → S such that the pullback of (γ,G) is of the form (φ, End(E
Si )) for some
vector bundle ESi on Si. This gives us a map fi : Si → U as stated earlier in the
proof. Then we can cover Si by Zariski open subsets Si,j over which we can lift the
restrictions fi,j : Si,j → U to Ω. Following the formula 4.3, we see that the pullback
of the universal representation (Ψ,B) along α◦fi,j is isomorphic to (φi,j , End(E
Si,j )).
This means that given any section of the sheaf Reprd(Cf ,−) corresponding to an
irreducible rd-dimensional representation (γ,G) over a k-scheme S, there is a flat
cover of S by maps Si,j → S such that the morphism of functors defined in the
formula 4.7 maps the restriction of (γ,G) to Si,j to the unique map Si,j → T that
pulls the universal representation (Ψ,B) back to (γ,G). Since HomSck/k(−, T ) is a
sheaf, this proves that the composition in 4.7 is the identity. In other words, α ◦ β
is the identity.
Since α ◦ β is the identity on T , and since (ψ,A) pulls back to (Ψ,B) under β,
it is clear that (ψ,A) must pull back to (Ψ,B) under β.
We claim that β is the inverse of α. We only need to prove that the composition
β ◦α : U → T → U is the identity on U . It is clear that the U -representation (ψ,A)
pulls back to itself under β ◦ α.
Denote δ = β ◦ α : U → U for brevity. We claim that δ maps a closed point
x ∈ U to itself. To see this, consider the composition δ ◦ ix : Spec k(x)→ U → U .
Then i∗x(ψ,A) is the irreducible rd-dimensional representation of Cf corresponding
to the closed point x by Proposition 3.10. Let y = δ(x), it is clear that the inclusion
morphism of y is δ ◦ ix. We have
(δ ◦ ix)
∗(ψ,A) ∼= i∗xδ
∗(ψ,A)
∼= i∗x(ψ,A).
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Again, by Proposition 3.10, y must be the closed point corresponding to the rd-
dimensional representation i∗x(ψ,A). But this is the point x. It is now clear that
the map δ is the identity on closed points. Since U is a variety, it now follows from
Lemma 1.2 that β ◦ α is the identity map on U . This finishes the proof. 
5. Galois descent
In the last section, we proved Theorem 4.4 under the assumption that the base
field k is algebraically closed. In this section, we assume that the binary form
f(u, v) is defined over a perfect, infinite field k whose characteristic does not divide
d; and we prove the main theorem in this case.
We denote the algebraic closure of k by k′. Then k′/k is Galois. Let G =
Gal(k′/k) denote the Galois group. Throughout this section, we denote the con-
structs with base field k′ with a superscript ′.
Let V ′ be a variety over k′. Recall that a model for V ′ is a variety V over k such
that V ′ ∼= V ×k k
′.
Proposition 5.1. There is a model U for U ′, where U ′ is the moduli space as
constructed in Section 3 over k′.
Proof. Recall (The´ore`me 3.1, [4]) that the Quot scheme Q parametrizing quotients
of E as defined in 2.1 is defined for an arbitrary base. We have an open subscheme
Ω′ in Q′. Since the canonical map Q′ → Q is open, the image Ω of Ω′ is open in Q.
It is now clear that there is a PGL(N)-action on Ω that induces the PGL(N)-action
on Ω′ and hence a uniform geometric quotient U of Ω by PGL(N) by Proposition
1.9, Chapter 1, [3]. Since this quotient is uniform, we have U ′ = U × k′. 
We now describe how to obtain a U -representation (ψ,A) that is a model for
the universal representation. We consider the trivial bundle E over k with rank N
as described in 2.1, and we consider the Quot scheme Q over k parametrizing the
quotients of E that have rank r and degree r(d+g−1). (Recall that prescribing the
rank and degree is equivalent to prescribing the Hilbert polynomial of a vector bun-
dle by the Riemann-Roch theorem.) Consider the open subset Ω of Q as described
in Proposition 5.1. There is a universal quotient bundle E over Ω as described in
Section 2.1. To show that (ψ′,A′) descends to k, we mimic the construction in
Section 3. The proofs of Lemma 3.4 and Theorem 3.6 carry over. We can then
follow the construction of the universal representation as in Theorem 3.9 to obtain
a sheaf of Azumaya algebras A and a k-algebra homomorphism ψ : Cf → H
0(A).
We now show that (ψ,A) × k′ is isomorphic to (ψ′,A′). By Proposition 9.3,
Chapter 3, [8], we have pi′∗(E
′) ∼= pi∗(E)×k
′, where pi′ : C×Ω′ → Ω′ or pi : C×Ω→ Ω
denotes the projection. It is now clear that End(pi′∗E
′) ∼= End(pi∗E) × k
′. Since A′
is defined to be End(pi′∗E
′)PGL(N) and A is defined to be End(pi∗E)
PGL(N); A′
descends to A.
It now remains to show that the two sections α′u and α
′
v of H
0(A′) defined in
Theorem 3.9 descend to two sections αu and αv of H
0(A). To see this, recall
that α′u and α
′
v were defined by the action of w (considered as an element of
OΩ′ [u, v, w]/(w
d − f)) on Γ∗(F
′). Here, F ′ denotes the pushforward (qΩ′ )∗(E
′).
Now, since the pushforward commutes with flat base change, we have (qΩ′)∗(E
′) ∼=
(qΩ)∗(E) × k
′. This implies that Γ∗(F
′) ∼= Γ∗(F)
′. Consider the two sections αu
and αv of H
0(A) obtained by the action of w on Γ∗(F). Since Γ∗(F
′) ∼= Γ∗(F)
′,
and since the action of w is compatible with base change, it follows that α′u and
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α′v descend to αu and αv respectively. This proves that (ψ,A) × k
′ is isomorphic
to (ψ′,A′).
We now prove the main result of this section.
Theorem 5.2. U represents Reprd.
Proof. Let S be a k-scheme. Denote S′ = S ×k k
′. We have a map Reprd(S) →
Rep′rd(S
′) by taking an S-representation (ψ,OA) to the S
′-representation (ψ′,OA×k
k′) where ψ′ is the induced k′ algebra homomorphism Cf → H
0(OA ×k k
′). It is
clear that (ψ′,OA ×k k
′) is invariant under the action of G. Hence we obtain a
map Reprd(S) → Rep
′
rd(S
′)G ∼= HomSch/k′(S
′, U ′)G = HomSch/k(S,U). Here,
G acts on HomSch/k′(S
′, U ′) by conjugation. In order to show that this map is a
bijection, we need to show that the first arrow is a bijection. Injectivity follows
from Theorem 6, pg. 135, [18]. To prove surjectivity, consider an element (ψ′,O′A)
in Rep′rd(S
′)G. This means that, for every σ ∈ G considered as an automorphism
of S′, σ∗(ψ′,O′A) is equivalent to (ψ
′,O′A). In other words, we can find an isomor-
phism φσ : σ
∗O′A → O
′
A such that the map ψ
′ : Cf → H
0(O′A) is equal to the
composition H0(φσ) ◦σ
∗ψ′. Here, σ∗ψ′ is the induced map Cf → H
0(σ∗O′A). Now
consider φτ ◦ τφσ ◦φ
−1
τσ . This is an automorphism of O
′
A that is the identity on the
two global sections given by the images of x1 and x2 in Cf . Since these two global
sections generate O′A locally, φτ ◦ τφσ ◦ φ
−1
τσ must be the identity. Hence the φσ
form a descent datum for (ψ′,O′A) and there is an S-representation (ψ,OA) that is
a model for (ψ′,O′A). This proves the surjectivity of the map as above and finishes
the proof. 
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