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Abstract:We present a complete classification of all 1D and 2D orbifold compactifications. There
exist 2 one-dimensional and 17 two-dimensional orbifolds. The classification includes orbifolds such
as S1/Z2 or T
2/Zn, as well as less familiar ones like T
2/Dn or the Mo¨bius strip. We derive the
explicit form of the basis functions and prove their orthonormality and completeness. Our study
is based on the classification of space groups, which is well-known from crystallography. We define
these groups in a novel, purely algebraic way. That enables us to determine all possible parities
that can be defined on the orbifolds. We discuss field theories on T 2/Zn with brane kinetic terms,
and describe the derivation of their mass eigenstate bases.
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1. Introduction
In the late 1990s it was realized that extra spatial dimensions are not necessarily linked to the
Planck scale and could potentially be relevant for TeV scale physics [1]. Since then, extra di-
mensional models have enjoyed great popularity among physicists. In many of these models, the
number of dimensions is reduced by compactifying them on so-called orbifolds. Orbifolds are quo-
tient spaces of a manifold modulo a discrete space group. In crystallography, the classification of
these groups is well-established. There exist two one-dimensional (1D) and 17 two-dimensional
(2D) space groups [2]. Based on the classification of these space groups1, we present in this paper
a complete classification of 1D and 2D orbifolds. We derive the explicit form of the corresponding
basis functions and prove their orthonormality and completeness. Higher-dimensional fields de-
fined on the orbifolds can possess various parities including Scherk-Schwarz (SS) phases. Using a
novel algebraic definition of the space groups, we derive the set of all possible parities for each of
the orbifolds. For example, we show that a complex field compactified on T 2/Z6 cannot possess
any SS parities. – In this paper, we present a complete catalogue of all possible 1D and 2D orbifold
1The classification has previously been used in a study of conformal field theories [3].
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compactifications. We hope it will prove to be a helpful tool for model builders. The main results
are summarized in Tables 1 and 2.
The concept of extra dimensions led to new perspectives in nearly all areas of current Beyond
Standard Model research [4, 5]. Take for example neutrino physics. The observed light neutrino
masses are conventionally explained by the seesaw mechanism [6]. It requires a heavy mass scale
that might not be available in some of the extra-dimensional scenarios. One possible alterna-
tive explanation assumes sterile bulk neutrinos coupling to brane-localized Standard Model (SM)
fermions [7, 8]. The light neutrino masses arise now from the volume-suppressed Yukawa couplings.
Any neutrino mass model is intimately linked to other research areas, such as leptogenesis or neu-
trinoless double beta decay [9], and therefore very likely to be experimentally testable. Another
good example is electroweak physics [10, 11]. In the SM, the unitarity of high energy scattering pro-
cesses is ensured by Higgs exchange. In extra dimensional models, no Higgs is necessary. Unitarity
is the consequence of the exchange of an infinite tower of Kaluza-Klein (KK) modes [12, 13, 14]. In
a similar way, extra dimensions play an important role in the study of dark matter [15] and dark
energy [16, 17]. – The majority of the models cited in this paragraph are 5D. They rely on a single
extra dimension. Some more recent papers [8, 11, 17, 18] explore the possibilities of 6D models.
As we will see, 2D orbifold compactifications are more varied and possess a richer structure. They
can also be employed in string compactifications [19].
The paper is organized as follows. In Sections 2 and 3, we discuss in detail each of the 1D and
2D orbifolds. We derive the basis functions and study the possible parities of complex fields on
these orbifolds. In Appendix A, we revisit our study of high energy unitarity on S1/Z2 [13, 14].
We present a simplified proof of important sum rules that were central in our discussion. The
proof relies only on the orthonormality and completeness of the basis and can therefore easily
be adapted for any of the orbifolds discussed in this paper. In Appendix B, we discuss Scherk-
Schwarz phases on 2D orbifolds that were previously ignored in Section 3. In Appendix C, we
describe how to derive the mass eigenstate bases for quantum field theories compactified on T 2/Zn
with brane kinetic terms (BKT) at the orbifold fixed points. Some important compactifications
such as S1/(Z2 × Z′2) [20], T 2/(Z2 × Z′2 × Z′′2) [21] or the Chiral Square [22, 23] do not appear in
Tables 1 and 2. They are being discussed in Section 2.2, Appendix B and Section 3.13 respectively.
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2. 1D Orbifolds
One-dimensional orbifolds are very simple. There are only two of them, the circle and the interval.
Higher-dimensional fields compactified on them can be expanded in terms of exponentials and
sines/cosines respectively. Despite this simplicity we present here a more detailed discussion in
order to prepare for the arguments of Section 3.
Orbifolds are quotient spaces of a manifold modulo a discrete group2. We are not free to choose
any arbitrary discrete group, but are restricted to so-called space groups. An n-dimensional (nD)
space group is defined as a cocompact discrete group of isometries of Rn [27]. These groups are
also known as crystallographic groups or Bieberbach groups, and in 2D as wallpaper groups. Their
classification3 is known for dimensions n ≤ 6.
In the one-dimensional case, we consider quotient spaces R/Γ where Γ stands for one of the
two 1D space groups Z and D∞, see Table 1. The most intuitive way of defining the groups is
by identifying the isometries of R that act as generators of the group4, see Fig. 1(a) and 1(b).
Alternatively, the groups can be characterized in a purely algebraic way.
Z R/Z S1 circle
D∞ R/D∞ S
1/Z2 interval
Table 1: The first column lists the 1D space groups Γ. The following
three columns state the corresponding quotient spaces R/Γ = S1/Γ′ and
their geometry.
Z = 〈t〉 (2.1)
Z2 = 〈r|r2 = 1〉 (2.2)
D∞ = 〈t, r|r2 = 1, (tr)2 = 1〉 (2.3)
⊇ Z,Z2
The set of generators and the relations among them define uniquely the structure of the groups.
Note that D∞ is a natural extension of the definition of the dihedral group Dn (3.19) that we will
encounter in Section 3. The advantage of this representation-independent definition will become
apparent when we discuss the possible parities on these orbifolds. It is important to note that
2A formal definition can be found in William Thurston’s lecture notes [24]. The terminology orbifold was first
used in one of his lecture courses in 1976. The concept itself occurs first in 1956 as V-manifold in [25, 26].
3For n = 1, 2, 3, 4, 5, 6 there are 2, 17, 230, 4 895, 222 018, 28 927 922 space groups respectively [28, 29, 30].
4It is not difficult to convince onself that there are no further 1D space groups apart from Z and D∞. Given a
fundamental ’pattern’ →, there exist only two possible 1D ’wallpapers’, →→→→ and →←→←.
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the choice of generator in the definitions is not unique. For example, the space group D∞ can be
defined equally well in terms of two pi-rotations5, see Fig. 1(c).
D∞ ≃ Z2 ∗ Z2
= 〈r|r2 = 1〉 ∗ 〈r′|r′2 = 1〉 with r′ ≡ tr (2.4)
Let Γ′ ⊆ Γ be the largest subgroup of Γ that does not include translations. By writing the 1D
orbifolds as
R/Γ = S1/Γ′ (2.5)
we make contact with the standard notation. The circle S1 and the interval S1/Z2 are the only
one-dimensional orbifolds, since the classification of 1D space groups is complete. The notation
in the above paragraphs might appear unfamiliar, but the relations in them are well known.
Equations (2.3) and (2.4) correspond to the results (3.42) and (3.43) in [4]. Note that the circle in
Fig. 1(a) has got the radius
R =
1
2pi
. (2.6)
Here and in the rest of the paper, (2.6) sets our scale. That will allow us to write many expressions
in a particular simple form. In the two sections below, we will discuss complex scalar fields ϕ(x, y)
on 1D orbifolds. We will omit the standard four-dimensional spacetime coordinates x in our
notation and specify only the dependence on the extra dimension y, i.e. ϕ(y).
10 y
(a) S1 = R/Z
ldb b
10 y
(b) S1/Z2 = R/D∞
ld ldb b
10 y
(c) S1/Z2 = R/D∞
Figure 1: Fundamental domain of the orbifold (thick gray line). Orbifold fixed points
(black dots). Generators of the 1D space group: translations (solid red arrows), pi-rotation
(red diamond).
5The two rotations r and r′ do not commute, [r, r′] 6= 0. Hence, the free product ∗ and not the cross product ×
appears in (2.4).
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2.1 Circle S1
We construct the quotient space S1 = R/Z by identifying the points
y ∼ y + 1 (2.7)
on R, see Fig. 1(a). The shift (2.7) is a representation of the generator t in (2.1). We consider
complex fields ϕ(y) on the circle S1 and allow for Scherk-Schwarz (SS) phases. It is the higher-
dimensional Lagrangian L5D and not the individual fields ϕ(y) that we demand to be invariant
under transformations (2.7). In the majority of cases, the Lagrangian will include bilinear terms,
say kinetic terms ϕ(y)ϕ∗(y) ⊂ L5D. We therefore restrict the possible SS phases to
p ≡ exp[i2piρ] with ρ ∈ [0, 1) ⊂ Q . (2.8)
A complex field ϕ(y) with SS parity p can be expanded in terms of basis functions f
(p)
k (y).
ϕ(y + 1) = exp[i2piρ]ϕ(y) (2.9)
ϕ(y) =
∞∑
k=−∞
ϕ(k)f
(p)
k (y) (2.10)
f
(p)
k (y) = exp[i2pi(k + ρ)y] (2.11)
= exp[iM
(p)
k y] with M
(p)
k ≡ 2pi(k + ρ) (2.12)
In the following, let j ∈ N be the smallest integer6 such that pj = 1. The set of basis functions is
orthonormal in the following sense.∫ j
0
dy
j
f
(p)
k (y)f
(q)∗
l (y) = δk,lδp,q (2.13)
We have seen that the translation (2.7) sets our scale. It is therefore natural to find the associated
parity p to appear in the spectrum m
(p)
k . In the expressions below, ∂5 ≡ ∂/∂y stands for the
derivative with respect to the compactified dimension.
f
(p)
k (y + 1) = exp[i2piρ] f
(p)
k (y) (2.14)
∂5f
(p)
k (y) = iM
(p)
k f
(p)
k (y) (2.15)[
∂25 +m
(p)2
k
]
f
(p)
k (y) = 0 (2.16)
with m
(p)2
k ≡ M (p)k M (p)∗k =
[
2pi (k + ρ)
]2
There exists an interesting relation between argument and indices of the exponentials. It will prove
to be central for the derivation of the S1/Z2 basis function in the next section.
f
(p)
k (−y) = f (p
∗)
−k (y) (2.17)
6In the case that several complex fields with distinct parities pn ≡ exp[i2piρn] appear in the higher-dimensional
Lagrangian L5D, let j be the the smallest integer such that pjn = 1 for all n. The rational ρn ⊂ Q ensure that there
always exists such a j.
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2.2 Interval S1/Z2
The interval S1/Z2 is the quotient space of the real line modulo D∞. The two generators of the
discrete group D∞ (2.3) are represented by the transformations
y ∼ y + 1 (2.18)
∼ −y (2.19)
in R. The compactification radius (2.6) sets again our scale. The orbifold possesses two distinct
fixed points at y = 0 and y = 1/2. They are invariant under group elements r and tr = r′
respectively. Unlike the circle, the orbifold S1/Z2 puts restrictions on the possible parities that
can be defined on it. Any assignment of parities has to be consistent with the defining relations of
D∞. Solving (2.3) in C, we find four solutions.
t = ± , r = ± (2.20)
Whereas (2.18) and (2.19) are a representation of D∞ in the space of isometric maps in R, (2.20)
is a representation7 in C. A complex field ϕ(y) on the interval can therefore posses four different
parities (p, q) with p, q = ±.
ϕ(−y) = p ϕ(y) (2.21)
ϕ(y + 1) = q ϕ(y) (2.22)
Note that we make a clear distinction between the definition of the orbifold, (2.18) and (2.19),
and any physics (2.21) and (2.22) defined on it. The field ϕ(y) can be expanded in terms of basis
functions F
(p,q)
k (y). Using (2.11) and (2.17), we find their form.
F
(p,q)
k (y) = c
(p,q)
k
[
f
(q)
k (y) + pf
(q)
−k (y)
]
(2.23)
=


√
21−δk,0 cos(2kpiy) for (p, q) = (+,+)√
21−δk,0 cos([2k + 1]piy) for (p, q) = (+,−)√
2i sin(2kpiy) for (p, q) = (−,+)√
21−δk,0i sin([2k + 1]piy) for (p, q) = (−,−)
(2.24)
Since there are only two possible SS phases t = ±, we use j = 2 in (2.13). The basis is orthonormal
in the following sense. ∫ 2
0
dy
2
F
(p,q)
k (y)F
(r,s)∗
l (y) = δk,lδp,rδq,s (2.25)
On S1/Z2, there exist four parities. In (2.25) we integrate four times over the fundamental domain
of the orbifold [0, 1/2], i.e. [0, 2]. On S1, we can work with j different parities {+, p, p2, . . . , pj−1}
and integrate j times over the fundamental domain [0, 1), i.e. [0, j). In general, we always integrate
7The same symbols t and r are used for the group elements in (2.3) and their specific representation in C.
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over a region in R over which any of the basis functions is guaranteed to be periodic. Using (2.13),
we can check the above relation and determine the normalization constants.
c
(p,q)
k =
√
2−1−δk,0 (2.26)
Using (2.17) and one of the orbifold symmetries in (2.23), we find
F
(±,q)
k (−y) = F (±,q)−k (y) = ±F (±,q)k (y) . (2.27)
The second of the above equalities implies that the basis functions are not independent. Unlike in
(2.10), we have to restrict the coefficient in the expansion of the complex field, k ≥ 0.
ϕ(y) =
∞∑
k=0
ϕ(k)F
(p,q)
k (y) (2.28)
Using (2.15) and (2.16), we derive the relations below and find the spectrum m
(q)
k = M
(q)
k . The
distinction between m
(q)
k and M
(q)
k will become relevant in Section 3, where M
(q)
k can be complex.
F
(±,q)
k (−y) = ±F (±,q)k (y) (2.29)
F
(p,±)
k (y + 1) = ±F (p,±)k (y) (2.30)
∂5F
(±,q)
k (y) = iM
(q)
k F
(∓,q)
k (y) (2.31)[
∂25 +m
(q)2
k
]
F
(p,q)
k (y) = 0 with m
(q)2
k ≡ M (q)k M (q)∗k (2.32)
M
(q)
k ≡
{
2pi k for q = +
2pi (k + 1/2) for q = −
(2.33)
Following our discussion in [13, 14], we construct the expansion of the delta function on S1/Z2.
Substituting an even ansatz in the defining relation (2.34), we find (2.36).∫ 2
0
dy
2
ϕ(y)δ∗(y − y′) = ϕ(y′) (2.34)
δ(y) =
∞∑
k=0
F
(+,+)∗
k (0)F
(+,+)
k (y) (2.35)
=
∞∑
k=0
21−δk,0 cos(2piky) (2.36)
Using the explicit expressions (2.24) and (2.36), we can check the completeness of our basis.
Alternatively, we can verify the consistency of orthonormality, completeness and delta function by
substituting (2.37) in (2.34).
δ(y1 − y2) =
∑
p,q=±
∞∑
n=0
F (p,q)n (y1)F
(p,q)∗
n (y2) (2.37)
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It is often convenient to work with a real basis. We can drop the i in (2.24) and hence the complex
conjugation in the orthonormality (2.25)8. In that case, the basis becomes identical to (4)-(7) in
[20]9 with R = 1/pi. Fields of parity (p, q) on an orbifold S1/Z2 with radius R correspond to
parities (p, pq) on S1/(Z2 × Z′2) with radius 2R. Earlier on we discussed the fact that the choice
of the generators of D∞ is not unique. In (2.21) and (2.22), we assign parities to r and t, whereas
the authors of [20] work with r and r′ = tr instead, see Fig. 1(b) and 1(c). We suggest that
S1/(Z2 × Z′2) is not a separate orbifold, but indeed R/(Z2 ∗ Z2) = S1/Z2 with non-trivial SS
phases.
Let us consider the case of trivial SS phases, i.e. our theory includes only fields with parities
(±,+). The orthonormality (2.25) can then be simplified by changing the upper boundary to 1
and removing the normalization factor 1/2 in the integration measure. Our basis becomes then
identical to (B.15) in [14] with radius R = 1/(2pi).
3. 2D Orbifolds
In the previous section, we merely reviewed the known 1D orbifolds. In our discussion below, we
will describe a number of two-dimensional orbifolds that have rarely been used in the literature.
We hope that model builders will find them interesting and useful.
We consider 2D orbifolds as quotient spaces R2/Γ where Γ stands for one of the 17 two-
dimensional space groups listed in Table 2. In this paper, we adopt the crystallographic notation [2,
28] for the space groups. Conway’s orbifold notation [31] is more common among mathematicians
and is listed in the second column of Table 2. The 2D space groups are defined in Figures 2
to 5 by specifying the isometries of R2 that act as generators. The structures in the plane are
much richer than on R. The possible isometries include translations, reflections, 2pi/n-rotations
with n = 2, 3, 4, 6 and so-called glide-reflections, which are translations with a simultaneous mirror
reflection. By acting with the generators on the fundamental domain of the orbifold, it is possible
to map the entire plane. Note that the choice of generators in the definitions is not unique, cf.
Chart 5 in [28].
As done in Section 2, we can also define the space groups in a purely algebraic way. Instead
of specifying a particular representation of the generators, we list the relations among them and
thereby describe the structure of the groups.
8Here we prefer (2.24), since (2.31) is of the same form for all parities.
9The basis in [20] is normalized but not entirely orthogonal in [0, piR/2]. Deviding (4)-(7) by a factor 2, the
basis becomes completely orthonormal in [0, 2piR]. In the final paragraph of Appendix A, we explain why we find
it necessary to work with the slightly modified orthonormality (2.25) instead of the one used in [20]. – Transferring
the normalization factor 1/2 of our integration measure to the basis functions, we divide (2.24) by
√
2.
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p1 ◦ R2/Z2 T 2 torus r, θ
pg ×× R2/pg Klein bottle r
pgg 22× R2/pgg RP 2 real projective plane r
p2 2222 R2/p2 T 2/Z2 4-pillow r, θ
pm ∗∗ R2/(Z× D∞) T 2/Z′2 annulus r
cm ∗× R2/cm T 2/Z′′2 Mo¨bius strip θ
pmm ∗2222 R2/D2∞ T 2/D2 rectangle r
cmm 2 ∗ 22 R2/cmm T 2/D′2 triangle θ
pmg 22∗ R2/pmg T 2/F2 open 4-pillow r
p3 333 R2/p3 T 2/Z3 3-pillow
p3m1 ∗333 R2/p3m1 T 2/D3 triangle
p31m 3 ∗ 3 R2/p31m T 2/F3 open 3-pillow
p4 442 R2/p4 T 2/Z4 3-pillow
p4m ∗442 R2/p4m T 2/D4 triangle
p4g 4 ∗ 2 R2/p4g open 3-pillow
p6 632 R2/p6 T 2/Z6 3-pillow
p6m ∗632 R2/p6m T 2/D6 triangle
Table 2: The first two columns list the 2D space groups Γ in crystallographic [2] and orb-
ifold [31] notation. The following three columns state the corresponding quotient spaces
R2/Γ = T 2/Γ′ and their geometry. In the last column we lists any free parameters that
specify the shape of the space.
p1 ≃ Z2 (3.1)
= 〈t1〉 × 〈t2〉
pg = 〈t2, g|[g2, t2] = 0, t2gt2g−1 = 1〉 (3.2)
⊇ Z2
pgg = 〈r, g|r2 = (g2r)2 = 1〉 (3.3)
⊇ Z2,Z2
p2 = 〈t1, t2, r|r2 = (t1r)2 = (rt2)2 = 1, [t1, t2] = 0〉 (3.4)
⊇ Z2,D∞,Z2
pm ≃ Z× D∞ (3.5)
= 〈t1〉 × 〈t2, f |f 2 = (t2f)2 = 1〉
⊇ Z2,D∞,Z2
cm = 〈t1, t2, f |f 2 = 1, [t1, t2] = 0, ft1 = t2f〉 (3.6)
⊇ Z2,Z2
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pmm ≃ D2∞ (3.7)
= 〈t2, f |f 2 = (t2f)2 = 1〉 × 〈t1t2, r|r2 = (t1t2r)2 = 1〉
⊇ Z2, p2,D∞,D2,Z2
cmm = 〈t1, t2, r, f |r2 = f 2 = (fr)2 = (t1r)2 = (rt2)2 = 1, [t1, t2] = 0, ft1 = t2f〉 (3.8)
⊇ Z2, p2, cm,D2,Z2
pmg = 〈t1, t2, r, f |r2 = f 2 = (t1r)2 = (rt2)2 = 1, [t1, t2] = 0〉 (3.9)
⊇ Z2, p2,F2,Z2
p3 = 〈t1, t2, r|r3 = (t1r)3 = (t2r2)3 = 1, rt1 = t2r, [t1, t2] = 0〉 (3.10)
⊇ Z2,Z3
p3m1 = 〈t1, t2, r, f |r3 = f 2 = (fr)2 = (t1r)3 = (t2r2)3 = 1,
rt1 = t2r, ft1 = t2f, [t1, t2] = 0〉
(3.11)
⊇ Z2, p3,D3,Z3,Z2, cm
p31m = 〈t1, t2, r, f |r3 = f 2 = (frfr2)3 = (t1r)3 = (t2r2)3 = 1,
rt1 = t2r, t
−1
1 ft1 = t
−1
2 ft2, [t1, t2] = 0〉
(3.12)
⊇ Z2, p3,F3,Z3,Z2
p4 = 〈t1, t2, r|r4 = (t1r)4 = (t2r3)4 = 1, rt1 = t2r, [t1, t2] = 0〉 (3.13)
⊇ Z2,Z4,Z2
p4m = 〈t1, t2, r, f |r4 = f 2 = (fr)2 = (t1r)4 = (t2r3)4 = 1,
rt1 = t2r, ft1 = t2f, [t1, t2] = 0〉
(3.14)
⊇ Z2, p4,D4,Z4,Z2, p2, cm, cmm
p4g = 〈r, f |r4 = f 2 = (frfr3)2 = 1〉 (3.15)
⊇ Z2, p4,D2,Z4,Z2
p6 = 〈t1, t2, r|r6 = 1, rt1 = t2r, t1r2t1 = rt1r, [t1, t2] = 0〉 (3.16)
⊇ Z2, p3,Z6,Z3,Z2
p6m = 〈t1, t2, r, f |r6 = f 2 = (fr)2 = 1, rt1 = t2r,
t1r
2t1 = rt1r, ft1 = t2f, [t1, t2] = 0〉
(3.17)
⊇ Z2,D6,D2,Z6,Z3,Z2, p2, cm, cmm
In expressions (3.1) to (3.17) we list all possible subgroups of the space groups. For each Γ, let
Γ′ ⊆ Γ be the largest of the subgroups that does not include translations. The group Γ′ is either
a cyclic group Zn, a dihedral group Dn or one of the two groups
10 F2 and F3.
10There exists no established mathematical notation for these two groups. F2 and F3 are the only new notation
that we introduce in this paper.
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Zn = 〈r|rn = 1〉 (3.18)
Dn = 〈r, f |rn = f 2 = (fr)2 = 1〉 (3.19)
F2 = 〈r, f |r2 = f 2 = 1〉 (3.20)
F3 = 〈r, f |r3 = f 2 = (frfr2)3 = 1〉 (3.21)
We are now able to rewrite the 2D orbifolds as
R2/Γ = T 2/Γ′ . (3.22)
The exceptions are the Klein bottle, the real projective plane RP 2 and R2/p4g. The translations
in the space groups pg, pgg and p4g are not generators but are themselves generated, and hence no
non-trivial subgroups Γ′ exist. We use the T 2/Γ′ notation to label the two-dimensional orbifolds.
It conforms with the standard notation for the orbifolds T 2/Zn. – On the other hand, it is
important to stress that the discussion in this paper is based on the R2/Γ picture of 2D orbifolds.
The translations that appear as generators in (3.1) to (3.17) differ in no way from the other
generators. The SS phases associated with them should not be considered as special, neither
should the fundamental domain of the torus.
What do these orbifolds look like? Let us consider the simple example of R2/Z2. Acting
with the generators of the space group p1 on the fundamental domain in Fig. 2(a), we realize
that opposite edges of the parallelogram are identical. The parallelogram is the surface of a torus
T 2 = R2/Z2. – The orbifold R2/cm turns out to be a more interesting example. Acting with
t1f ∈ cm on the grey triangle in Fig. 3(e), we identify the two short sides as indicated by the
arrows. The third side is invariant under f ∈ cm and hence an orbifold fixed line11. The triangle
is the surface of a Mo¨bius strip. – In the same way, we can identify T 2/Z3 in Fig. 4(a) with a
triangular pillow, or T 2/F2 in Fig. 3(b) with a rectangular pillow with one side slit open. The
results of these constructions are summarized in the fifth column of Table 2.
In each of the Figures 2(a) to 5(b) we highlight the fundamental domain of a torus. Let R1 and
R2 its compactification radii. The radius R1 = R = 1/(2pi) which is associated with a translation
along the x5 axis sets our scale, see (2.6). The radius R2 = rR1 belongs to a second translation
at an angle θ. The parameters r and θ determine the shape of the orbifold. The last column
of Table 2 list which of them can be chosen freely. – In what follows, we discuss complex scalar
fields ϕ(x, y5, y6) on 2D orbifolds. In our notation we will omit the four-dimensional spacetime
coordinates, i.e. ϕ(y5, y6).
11Compare with the orbifold fixed points y = 0 and y = 1/2 in Fig. 1(b), which are invariant under r and tr ∈ D∞
respectively.
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1 x5 = y5
i
x6 y6
(a) T 2 = R2/p1 = R2/Z2
1
ir
x5 = y5
x6
(b) R2/pg
ld
1
ir
(c) RP 2 = R2/pgg
Figure 2: Fundamental domains of the orbifold (gray) and the torus (light
gray). Generators of the 2D space group: translations (solid red arrows), glide-
reflections (dashed red arrows), pi-rotations (red diamond). In some of the
figures, small black arrows indicate which edges of the orbifold fundamental
domain have to be identified.
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ldb b
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1 x5 = y5
i
x6 y6
(a) T 2/Z2 = R
2/p2
ldb b
1
ir
ir/4
x5 = y5
x6
(b) T 2/F2 = R
2/pmg
(c) T 2/Z′
2
= R2/pm = R2/(Z× D∞)
ld
(d) T 2/D2 = R
2/pmm = R2/D2
∞
1 x5 = y5
i
x6 y6
(e) T 2/Z′′
2
= R2/cm
ld
(f) T 2/D′
2
= R2/cmm
Figure 3: Fundamental domains of the orbifold (gray) and the torus (light gray). Gener-
ators of the 2D space group: translations (solid red arrows), reflections (double red lines),
pi-rotations (red diamond). Fixed points (black dots), fixed lines (strong black lines or
double red lines).
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utb
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1 x5 = y5
i
x6
y6
(a) T 2/Z3 = R
2/p3
rsb b
b
1 x5 = y5
i
x6
(b) T 2/Z4 = R
2/p4
ut
(c) T 2/D3 = R
2/p3m1
rs
(d) T 2/D4 = R
2/p4m
utb
(e) T 2/F3 = R
2/p31m
rsb
(f) R2/p4g
Figure 4: Fundamental domains of the orbifold (gray) and the torus (light gray). Generators of
the 2D space group: translations (solid red arrows), reflections (double red lines), 2pi/3-rotations
(triangle), pi/2-rotations (square). Fixed points (black dots), fixed lines (strong black lines or double
red lines).
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bc b
b
1 x5 = y5
i
x6
y6
(a) T 2/Z6 = R
2/p6
bc
(b) T 2/D6 = R
2/p6m
Figure 5: Fundamental domains of the orbifold (gray) and the torus (light
gray). Generators of the 2D space group: translations (solid red arrows), re-
flections (double red lines), pi/3-rotations (red circle). Fixed points (black dots),
fixed lines (strong black lines or double red lines).
3.1 Torus T 2
The space group p1 ≃ Z2 (3.1) is generated by two translations t1 and t2. In the complex plane
they correspond to the transformations
z ∼ z + 1 (3.23)
∼ z + ω , (3.24)
where R1 = R = 1/(2pi) and R2 = rR1 are the two compactification radii and ω = re
iθ. The form
of any SS phases is merely restricted by the invariance of bilinear terms in the higher-dimensional
Lagrangian L6D under transformations (3.23) and (3.24)12.
t1 = exp[i2piρ1], t2 = exp[i2piρ2] with ρ1,2 ∈ [0, 1) ⊂ Q (3.25)
We delay a detailed discussion of SS phases on 2D orbifolds to Appendix B. In the following
sections, we ignore them t1 = t2 = + and restrict our study to periodic complex fields.
ϕ(z + 1) = ϕ(z) (3.26)
ϕ(z + ω) = ϕ(z) (3.27)
They can be expanded in terms of exponentials fk,l(z)
13. Let (x5, x6) be standard Cartesian
coordinates and (y5, y6) coordinates along the translations t1 and t2, see Fig. 2(a).
z = x5 + ix6 (3.28)
= y5 + ωy6 (3.29)
12The symbols t1 and t2 can stand either for the group elements in (3.1) or their representation in C.
13In what follows, we write any function g(z, z∗) in the complex plane short as g(z). Our notation does not imply
these functions to be analytic.
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y5 =
z + z∗
2
− ω + ω
∗
ω − ω∗
z − z∗
2
(3.30)
y6 =
z − z∗
ω − ω∗ (3.31)
fk,l(z) = exp
[
i2pi(ky5 + ly6)
]
(3.32)
= exp
[
i2Re(Mk,lz)
]
(3.33)
Mk,l = 2pi
l − ω∗k
ω − ω∗ (3.34)
ϕ(z) =
∞∑
k,l=−∞
ϕ(k,l)fk,l(z) (3.35)
The orthonormality of the basis functions fk,l(z) can be checked in (y5, y6) coordinates. In the
subsequent sections, we will prefer the complex notation (3.37). The world volume of the compact
dimensions is given by r sin θ = (ω∗ − ω) i/2. For the integration measure we find dy5 dy6 =
dz dz∗/(ω∗ − ω). ∫ 1
0
∫ 1
0
dy5dy6
r sin θ
fk,l(y5, y6)f
∗
m,n(y5, y6) = δk,lδm,n (3.36)∫
i dz dz∗
2(Imω)2
fk,l(z)f
∗
m,n(z) = δk,lδm,n (3.37)
The basis functions are periodic and obey the following relations.
fk,l(z + 1) = fk,l(z + ω) = fk,l(z) (3.38)
∂zfk,l(z) = iMk,l fk,l(z)
∂z∗fk,l(z) = iM
∗
k,l fk,l(z)
(3.39)
We recover the spectrum derived in [32]. Apart from T 2, it is also characteristic for T 2/Z2.[
∂z∂z∗ +m
2
k,l
]
fk,l(z) = 0 (3.40)
m2k,l ≡Mk,lM∗k,l (3.41)
= (2pi)2
l2 + ωω∗k2 − (ω + ω∗)kl
2ωω∗ − ω2 − ω∗2 (3.42)
=
1
sin2 θ
[ k2
4R21
+
l2
4R22
− cos θ
2R1R2
kl
]
(3.43)
As we will see in the following sections, the spectra on different orbifolds correspond to specific
choices for the complex modulus ω.
• ω = ri
The spectrum is characteristic for T 2/Z′2, T
2/D2, T
2/F2, the Klein bottle and the real pro-
jective plane RP 2.
Mk,l = pi[k − il/r] (3.44)
m2k,l = pi
2[k2 + l2/r2] (3.45)
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• ω = exp[iθ]
The spectrum is characteristic for T 2/Z′′2 and T
2/D′2.
Mk,l = pi
[
k + i(k cot θ − l sin−1 θ)] (3.46)
m2k,l =
pi2
sin2 θ
[
k2 + l2 − 2kl cos θ] (3.47)
• ω = exp[i2pi/3]
The spectrum is characteristic for T 2/Z3, T
2/D3 and T
2/F3.
Mk,l = pi
[
k − i√
3
(2l + k)
]
(3.48)
m2k,l =
4pi2
3
[
k2 + kl + l2
]
(3.49)
• ω = i
The spectrum is characteristic for T 2/Z4, T
2/D4 and R
2/p4g.
Mk,l = pi[k − il] (3.50)
m2k,l = pi
2 [k2 + l2] (3.51)
• ω = exp[ipi/3]
The spectrum is characteristic for T 2/Z6 and T
2/D6.
Mk,l = pi
[
k − i√
3
(2l − k)] (3.52)
m2k,l =
4pi2
3
[
k2 − kl + l2] (3.53)
3.2 Klein Bottle R2/pg
The space group pg (3.2) possesses two generators. In the complex plane, we identify them with
a translation t2 along the imaginary axis and a glide reflection g.
z ∼ z + ir (3.54)
∼ z∗ + ir + 1/2 (3.55)
The translation t1 along the real axis can be expressed in terms of the glide reflection as t1 = g
2.
Applying (3.55) twice, we find
z ∼ z + 1 . (3.56)
In order to find all possible parities for complex fields ϕ(z) on the Klein bottle, we solve the
relations (3.2) in C.
t2 = ±, g = exp[i2piρ] with ρ ∈ [0, 1) ⊂ Q (3.57)
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A field ϕ(z) can therefore be described by one discrete and one continuous parity. Unlike t1 =
g2 = exp[i4piρ], the SS phase associated with the translation along the imaginary axis can only be
discrete, t2 = ±. Here we ignore SS phases.
t2 = +, g = ± (3.58)
A complex field ϕ(z) can therefore have only two parities.
ϕ(z∗ + ir +
1
2
) = ±ϕ(z) (3.59)
ϕ(z + ir) = ϕ(z) (3.60)
ϕ(z + 1) = ϕ(z) (3.61)
The field can be expanded in terms of the following basis functions
F
(±)
k,l (z) = c
(±)
k,l
[
fk,l(z)± fk,l(z∗ + ir + 1
2
)
]
(3.62)
where c
(±)
k,l are normalization constants and the exponentials fk,l(z) are given by (3.33) and (3.44).
As in the one-dimensional case (2.17), there exists a helpful relation between argument and indices
of the exponentials
fk,l(z
∗ + ir +
1
2
) = (−)kfk,−l(z) (3.63)
which allows us to simplify the basis functions.
F
(±)
k,l (z) = c
(±)
k,l
[
fk,l(z)± (−)kfk,−l(z)
]
(3.64)
=
√
2−1−δl,0
(
exp
[
i2pi(ky5 + ly6)
]± (−)k exp[i2pi(ky5 − ly6)]) (3.65)
The normalization constants
c
(±)
k,l =
√
2−1−δl,0 (3.66)
have been determined from the orthonormality condition.∫
i dz dz∗
2(Imω)2
F
(p)
k,l (z)F
(q)∗
m,n (z) = δp,q δk,m δl,n (3.67)
The proof of (3.67) relies on the orthonormality of the fk,l(z) on the torus. As in (3.37), we
integrate in the above expression over the fundamental domain of T 2. Note that (3.67) conforms
with our discussion of the one-dimensional case, see paragraph below (2.25). Complex fields ϕ(z)
can have two parities (3.59), and we consequently integrate twice over the fundamental domain of
the orbifold. The functions (3.65) are periodic in 0 ≤ y5,6 ≤ 1.[
∂z∂z∗ +m
2
k,l
]
F
(±)
k,l (z) = 0 (3.68)
The spectrum on the Klein bottle is independ of the parities and given by (3.45). A proof of (3.68)
relies on (3.40) and m2k,l = m
2
k,−l. Zero modes can vanish for both parities.
F
(+)
2k+1,0(z) = F
(−)
2k,0(z) = 0 (3.69)
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Relation (3.63) implies that the basis functions F
(±)
k,l (z) are not independent of each other.
F
(±)
k,l (z
∗ + ir +
1
2
) = (−)kF (±)k,−l(z) = ±F (±)k,l (z) (3.70)
We therefore restrict one of the indices in the expansion of the complex fields, l ≥ 0.
ϕ(z) =
∞∑
k=−∞
l=0
ϕ(k,l)F
(±)
k,l (z) (3.71)
Following our discussion in Section 2.2, we can construct the expansion of the delta function by
substituting an even ansatz14 in the defining relation (3.72) and check the completeness of our
basis. ∫
i dz dz∗
2(Imω)2
ϕ(z)δ∗(z − z′) = ϕ(z′) (3.72)
δ(z) =
∞∑
k=−∞
l=0
F
(+)∗
k,l (0)F
(+)
k,l (z) (3.73)
δ(z1 − z2) =
∑
p=±
∞∑
k=−∞
l=0
F
(p)
k,l (z1)F
(p)∗
k,l (z2) (3.74)
3.3 Real Projective Plane RP 2
We consider the real projective plane15 as a quotient space of the real plane R2 modulo the discrete
space group pgg (3.3). The group is generated by the pi-rotation r and the glide reflection g. In
the complex plane, they correspond to the following transformations.
z ∼ −z (3.75)
∼ z∗ + ir
2
+
1
2
(3.76)
The two translations t1 = g
2 and t2 = [gr]
2 identify the points
z ∼ z + 1 (3.77)
∼ z + ir . (3.78)
In order to determine all available parities on RP 2, we solve the relations (3.3) in C.
r = ±, g = ± (3.79)
14Note that the positive parity implies δ(z∗ + ir + 1/2) = δ(z) 6= δ(−z) and δ(z − z′) 6= δ(z′ − z).
15In [33] the author discusses a 6D grand unified theory compactified on a space topologically equivalent to RP 2.
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Note that no SS phases are possible on the real projective plane, since t1 = g
2 = + and t2 =
[gr]2 = +. A complex field ϕ(z) is therefore described by four distinct parities (p, q) with p, q = ±.
ϕ(−z) = p ϕ(z) (3.80)
ϕ(z∗ +
i
2
+
1
2
) = q ϕ(z) (3.81)
ϕ(z + 1) = ϕ(z) (3.82)
ϕ(z + ir) = ϕ(z) (3.83)
The field can be expanded in terms of basis functions F
(p,q)
k,l (z). Using (3.33), (3.44) and
fk,l(−z) = f−k,−l(z) (3.84)
fk,l(z
∗ +
ir
2
+
1
2
) = (−)k+l fk,−l(z) (3.85)
we find their explicit form.
F
(p,q)
k,l (z) =
√
2−2−δk,0−δl,0
[
fk,l(z) + p f−k,−l(z) + (−)k+lq fk,−l(z) + (−)k+lpq f−k,l(z)
]
(3.86)
=
√
2−δk,0−δl,0
{
cos 2pi(ky5 + ly6) + (−)k+lq cos 2pi(ky5 − ly6) for p = +
i sin 2pi(ky5 + ly6) + (−)k+lqi sin 2pi(ky5 − ly6) for p = −
The normalization constants in the above expression are derived from the orthonormality condi-
tion. In (3.87) we integrate four times over the orbifold fundamental domain, i.e. the torus of
worldvolume r. ∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,r δq,s δk,m δl,n (3.87)
The mass spectrum is given by (3.45), since m2k,l = m
2
−k,−l = m
2
k,−l = m
2
−k,l.[
∂z∂z∗ +m
2
k,l
]
F
(p,q)
k,l (z) = 0 (3.88)
Zero modes vanish for the following combinations of Kaluza-Klein modes and parities.
F
(±,+)
2k+1,0(z) = F
(±,−)
2k,0 (z) = F
(p,p)
0,2k+1(z) = F
(p,−p)
0,2k (z) = 0 with p = ± (3.89)
Using (3.84) and (3.85), we find that the F
(p,q)
k,l (z) are not independent.
F
(p,q)
k,l (z
∗ +
ir
2
+
1
2
) = (−)k+l F (p,q)k,−l (z) = q F (p,q)k,l (z) (3.90)
F
(p,q)
k,l (−z) = F (p,q)−k,−l(z) = pF (p,q)k,l (z) (3.91)
The second equalities in (3.90) and (3.91) restrict the indices l and k respectively, l ≥ 0 and k ≥ 0.
A complex field ϕ(z) can therefore be expanded as follows.
ϕ(z) =
∞∑
k,l=0
ϕ(k,l)F
(p,q)
k,l (z) (3.92)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
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3.4 T 2/Z2
The group p2 (3.4) is generated by the two translations t1 and t2 as well as the pi-rotation r. In
the complex plane, we identify them with the following transformations.
z ∼ z + 1 (3.93)
∼ z + ω with ω = r exp[iθ] (3.94)
∼ −z , (3.95)
Solving (3.4) in C, we find eight solutions.
t1 = ±, t2 = ±, r = ± (3.96)
SS phases on T 2/Z2 will be discussed in Appendix B. Here we will restrict ourselves to
t1 = t2 = +, r = ± . (3.97)
A complex field ϕ(z) can therefore have only two different parities.
ϕ(−z) = ±ϕ(z) (3.98)
ϕ(z + 1) = ϕ(z) (3.99)
ϕ(z + ω) = ϕ(z) (3.100)
The field can be expanded in terms of basis functions F
(±)
k,l (z). Using (3.33), (3.34) and
fk,l(−z) = f−k,−l(z) (3.101)
we find their explicit form.
F
(p)
k,l (z) =
√
2−1−δk,0δl,0
[
fk,l(z) + p f−k,−l(z)
]
(3.102)
=
{√
21−δk,0δl,0 cos 2pi(ky5 + ly6) for p = +√
2i sin 2pi(ky5 + ly6) for p = −
(3.103)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.104) we integrate twice over the orbifold fundamental domain, that is the torus of worldvolume
r sin θ, see Fig. 3(a). ∫
i dz dz∗
2(Imω)2
F
(p)
k,l (z)F
(q)∗
m,n (z) = δp,q δk,m δl,n (3.104)
The mass spectrum is given by (3.41), since m2k,l = m
2
−k,−l. Derivatives relate the different parities
to each other. [
∂z∂z∗ +m
2
k,l
]
F
(p)
k,l (z) = 0 (3.105)
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∂zF
(±)
k,l (z) = iMk,l F
(∓)
k,l (z) (3.106)
∂z∗F
(±)
k,l (z) = iM
∗
k,l F
(∓)
k,l (z) (3.107)
There is only a single vanishing zero mode.
F
(−)
0,0 (z) = 0 (3.108)
Using (3.101), we find that the F
(±)
k,l (z) are not independent.
F
(±)
k,l (−z) = F (±)−k,−l(z) = ±F (±)k,l (z) (3.109)
We restrict the indices to −∞ < k < ∞, l ≥ 0 for k ≥ 0 and l ≥ 1 for k < 0. Unlike in (3.70), a
restriction l ≥ 0 will not do, since F (±)−k,0 and F (±)k,0 are not independent. A complex field ϕ(z) can
therefore be expanded as follows.
ϕ(z) =
∞∑
k=−∞
l=1 for k<0
l=0 for k≥0
ϕ(k,l)F
(±)
k,l (z) (3.110)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.5 T 2/Z′2
The group pm ≃ Z × D∞ (3.5) is generated by the two translations t1 and t2 as well as the
reflection f . In the complex plane, they are identified with the following transformations.
z ∼ z + 1 (3.111)
∼ z + ri (3.112)
∼ z∗ (3.113)
In order to determine all available parities on T 2/Z′2, we solve the relations (3.5) in C.
t1 = exp[i2piρ], t2 = ±, f = ± with ρ ∈ [0, 1) ⊂ Q (3.114)
SS phases associated with (3.111) are unrestricted. The D∞ structure of translation (3.112) and
reflection (3.113) gives rise to the same parities as on S1/Z2, see (2.20). Here we ignore SS phases.
t1 = t2 = +, f = ± (3.115)
A complex field ϕ(z) can therefore be either even or odd.
ϕ(z∗) = ±ϕ(z) (3.116)
ϕ(z + 1) = ϕ(z) (3.117)
ϕ(z + ri) = ϕ(z) (3.118)
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The field can be expanded in terms of basis functions F
(±)
k,l (z). Using (3.33), (3.44) and
fk,l(z
∗) = fk,−l(z) (3.119)
we find their explicit form.
F
(±)
k,l (z) =
√
2−1−δl,0
[
fk,l(z)± fk,−l(z)
]
(3.120)
=
√
2−1−δl,0
[
exp
[
i2pi(ky5 + ly6)
]± exp[i2pi(ky5 − ly6)]] (3.121)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.122) we integrate twice over the orbifold domain, i.e. the torus.∫
i dz dz∗
2(Imω)2
F
(p)
k,l (z)F
(q)∗
m,n (z) = δp,q δk,m δl,n (3.122)
The mass spectrum is given by (3.45).[
∂z∂z∗ +m
2
k,l
]
F
(p)
k,l (z) = 0 (3.123)
Zero modes vanish only for odd basis functions.
F
(−)
k,0 (z) = 0 (3.124)
Using (3.119), we find that the F
(±)
k,l (z) are not independent.
F
(±)
k,l (z
∗) = F
(±)
k,−l(z) = ±F (±)k,l (z) (3.125)
We restrict the second index to l ≥ 0 and expand complex fields as follows.
ϕ(z) =
∞∑
k=−∞
l=0
ϕ(k,l)F
(±)
k,l (z) (3.126)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.6 T 2/Z′′2
The group cm (3.6) is generated by the two translations t1 and t2 as well as the reflection f . In
the complex plane, they correspond to the following transformations.
z ∼ z + 1 (3.127)
∼ z + ω with ω = exp[iθ] (3.128)
∼ ωz∗ , (3.129)
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The relations (3.6) have got the following solutions in C.
t1 = t2 = exp[i2piρ], f = ± with ρ ∈ [0, 1) ⊂ Q (3.130)
The SS phases are continuous, but need to be identical in both directions. Here we ignore these
phases and restrict ourselves to the subgroup Z2 ⊆ cm.
t1 = t2 = +, f = ± (3.131)
A complex field can therefore be either even or odd.
ϕ(ωz∗) = ±ϕ(z) (3.132)
ϕ(z + 1) = ϕ(z) (3.133)
ϕ(z + ω) = ϕ(z) (3.134)
The field can be expanded in terms of basis functions F
(±)
k,l (z). Using (3.33), (3.46) and
fk,l(ωz
∗) = fl,k(z) (3.135)
we find their explicit form.
F
(±)
k,l (z) =
√
2−1−δk,l
[
fk,l(z)± fl,k(z)
]
(3.136)
=
√
2−1−δk,l
[
exp
[
i2pi(ky5 + ly6)
]± exp[i2pi(ly5 + ky6)]] (3.137)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.138) we integrate twice over the orbifold fundamental domain, i.e. the torus.∫
i dz dz∗
2(Imω)2
F
(p)
k,l (z)F
(q)∗
m,n (z) = δp,q δk,m δl,n (3.138)
The mass spectrum is given by (3.47), since m2k,l = m
2
l,k.[
∂z∂z∗ +m
2
k,l
]
F
(p)
k,l (z) = 0 (3.139)
Only odd zero modes vanish.
F
(−)
k,k (z) = 0 (3.140)
Using (3.135), we find that the F
(p)
k,l (z) are not independent.
F
(±)
k,l (ωz
∗) = F
(±)
l,k (z) = ±F (±)k,l (z) (3.141)
We restrict the indices to −∞ < k <∞, l ≥ k and expand complex fields as follows.
ϕ(z) =
∞∑
k=−∞
l=k
ϕ(k,l)F
(±)
k,l (z) (3.142)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
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3.7 T 2/D2
The group pmm ≃ D2∞ (3.7) is generated by the two translations t1 and t2 as well as the pi-rotation r
and the reflection f . They are identified with the following transformations in the complex plane.
z ∼ z + 1 (3.143)
∼ z + ri (3.144)
∼ −z (3.145)
∼ z∗ (3.146)
The relations (3.7) have got 16 solutions in C.
t1 = ±, t2 = ±, r = ±, f = ± (3.147)
Here we ignore SS phases and restrict ourselves to the subgroup D2 ⊆ pmm.
t1 = t2 = +, r = ±, f = ± (3.148)
We consider complex fields ϕ(z) with four distinct parities (p, q) with p, q = ±.
ϕ(−z) = p ϕ(z) (3.149)
ϕ(z∗) = q ϕ(z) (3.150)
ϕ(z + 1) = ϕ(z) (3.151)
ϕ(z + ri) = ϕ(z) (3.152)
The fields can be expanded in terms of basis functions F
(p,q)
k,l (z). Using (3.33), (3.44) and
fk,l(−z) = f−k,−l(z) (3.153)
fk,l(z
∗) = fk,−l(z) (3.154)
we find their explicit form.
F
(p,q)
k,l (z) =
√
2−2−δk,0−δl,0
[
fk,l(z) + p f−k,−l(z) + q fk,−l(z) + pq f−k,l(z)
]
(3.155)
=
√
2−δk,0−δl,0
{
cos 2pi(ky5 + ly6) + q cos 2pi(ky5 − ly6) for p = +
i sin 2pi(ky5 + ly6) + qi sin 2pi(ky5 − ly6) for p = −
(3.156)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.157) we integrate four times over the orbifold domain, i.e. the torus.∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,r δq,s δk,m δl,n (3.157)
The mass spectrum is given by (3.45).[
∂z∂z∗ +m
2
k,l
]
F
(p,q)
k,l (z) = 0 (3.158)
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The following zero modes vanish.
F
(±,−)
k,0 (z) = F
(p,−p)
0,l (z) = 0 with p = ± (3.159)
Using (3.153) and (3.154), we find that the F
(p,q)
k,l (z) are not independent.
F
(p,q)
k,l (−z) = F (p,q)−k,−l(z) = p F (p,q)k,l (z) (3.160)
F
(p,q)
k,l (z
∗) = F
(p,q)
k,−l (z) = q F
(p,q)
k,l (z) (3.161)
We restrict the indices in the expansion to k, l ≥ 0.
ϕ(z) =
∞∑
k,l=0
ϕ(k,l)F
(p,q)
k,l (z) (3.162)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.8 T 2/D′2
The group cmm (3.8) is generated by the two translations t1 and t2 as well as the pi-rotation r and
the reflection f . In the complex plane, they are identified with the following transformations.
z ∼ z + 1 (3.163)
∼ z + ω with ω = exp[iθ] (3.164)
∼ −z (3.165)
∼ ωz∗ (3.166)
Solving (3.8) in C, we find eight solutions.
t1 = t2 = ±, r = ±, f = ± (3.167)
The two SS phases must be identical. Here we ignore them and work with the subgroup D2 ⊆ cmm.
t1 = t2 = +, r = ±, f = ± (3.168)
A complex field ϕ(z) can therefore have four distinct parities (p, q) with p, q = ±.
ϕ(−z) = p ϕ(z) (3.169)
ϕ(ωz∗) = q ϕ(z) (3.170)
ϕ(z + 1) = ϕ(z) (3.171)
ϕ(z + ω) = ϕ(z) (3.172)
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The field can be expanded in terms of basis functions F
(p,q)
k,l (z). Using (3.33), (3.46) and
fk,l(−z) = f−k,−l(z) (3.173)
fk,l(ωz
∗) = fl,k(z) (3.174)
we find their explicit form.
F
(p,q)
k,l (z) =
√
2−2−δk,l−δk,−l
[
fk,l(z) + p f−k,−l(z) + q fl,k(z) + pq f−l,−k(z)
]
(3.175)
=
√
2−δk,0−δl,0
{
cos 2pi(ky5 + ly6) + q cos 2pi(ly5 + ky6) for p = +
i sin 2pi(ky5 + ly6) + qi sin 2pi(ly5 + ky6) for p = −
(3.176)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.177) we integrate four times over the orbifold fundamental domain.∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,r δq,s δk,m δl,n (3.177)
The mass spectrum is given by (3.47).[
∂z∂z∗ +m
2
k,l
]
F
(p,q)
k,l (z) = 0 (3.178)
The following zero modes vanish.
F
(±,−)
k,0 (z) = F
(±,−)
0,k (z) = F
(−,±)
0,0 (z) = F
(±,−)
k,k (z) = F
(±,∓)
k,−k (z) = 0 (3.179)
Using (3.173) and (3.174), we find that the F
(p,q)
k,l (z) are not independent.
F
(p,q)
k,l (−z) = F (p,q)−k,−l(z) = p F (p,q)k,l (z) (3.180)
F
(p,q)
k,l (ωz
∗) = F
(p,q)
l,k (z) = q F
(p,q)
k,l (z) (3.181)
We restrict the indices to −∞ < k <∞ and l ≥ |k|.
ϕ(z) =
∞∑
k=−∞
l=|k|
ϕ(k,l)F
(p,q)
k,l (z) (3.182)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.9 T 2/F2
The group pmg (3.9) is generated by the two translations t1 and t2 as well as the pi-rotation r and
the reflection f . In the complex plane, they are identified with the following transformations.
z ∼ z + 1 (3.183)
∼ z + ri (3.184)
∼ −z (3.185)
∼ z∗ + ir
2
(3.186)
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Solving the relations (3.9) in C, we find 16 solutions.
t1 = ±, t2 = ±, r = ±, f = ± (3.187)
Here we ignore SS phases and restrict ourselves to the subgroup F2 ⊆ pmg.
t1 = t2 = +, r = ±, f = ± (3.188)
A complex field ϕ(z) can have four distinct parities (p, q) with p, q = ±.
ϕ(−z) = p ϕ(z) (3.189)
ϕ(z∗ +
ir
2
) = q ϕ(z) (3.190)
ϕ(z + 1) = ϕ(z) (3.191)
ϕ(z + ri) = ϕ(z) (3.192)
The field can be expanded in terms of basis functions F
(p,q)
k,l (z). Using (3.33), (3.44) and
fk,l(−z) = f−k,−l(z) (3.193)
fk,l(z
∗ +
ir
2
) = (−)l fk,−l(z) (3.194)
we find their explicit form.
F
(p,q)
k,l (z) =
√
2−2−δk,0−δl,0
[
fk,l(z) + p f−k,−l(z) + (−)lq fk,−l(z) + (−)lpq f−k,l(z)
]
(3.195)
=
√
2−δk,0−δl,0
{
cos 2pi(ky5 + ly6) + (−)lq cos 2pi(ky5 − ly6) for p = +
i sin 2pi(ky5 + ly6) + (−)lqi sin 2pi(ky5 − ly6) for p = −
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.196) we integrate four times over the orbifold fundamental domain.∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,r δq,s δk,m δl,n (3.196)
The mass spectrum is given by (3.45).[
∂z∂z∗ +m
2
k,l
]
F
(p,q)
k,l (z) = 0 (3.197)
The following zero modes vanish.
F
(−,+)
0,0 = F
(p,−)
0,0 (z) = F
(p,p)
0,2l+1(z) = F
(p,−p)
0,2l = F
(p,−)
k,0 = 0 with p = ± (3.198)
Using (3.193) and (3.193), we find that the F
(p,q)
k,l (z) are not independent.
F
(p,q)
k,l (−z) = F (p,q)−k,−l(z) = p F (p,q)k,l (z) (3.199)
F
(p,q)
k,l (z
∗ +
ir
2
) = (−)l F (p,q)k,−l (z) = q F (p,q)k,l (z) (3.200)
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We restrict the indices to k, l ≥ 0.
ϕ(z) =
∞∑
k,l=0
ϕ(k,l)F
(p,q)
k,l (z) (3.201)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.10 T 2/Z3
The group p3 (3.10) is generated by the two translations t1 and t2 and the 2pi/3-rotation r. In the
complex plane, they are identified with the following transformations.
z ∼ z + 1 (3.202)
∼ z + ω with ω = exp[i2pi/3] (3.203)
∼ ωz (3.204)
Solving the relations (3.10), we find 9 solutions.
t1 = t2 ∈ {+, ω, ω2}, r ∈ {+, ω, ω2} (3.205)
Here we ignore SS phases and restrict ourselves to the subgroup Z3 ⊆ p3.
t1 = t2 = +, r ∈ {+, ω, ω2} (3.206)
A complex field ϕ(z) can have three different parities.
ϕ(ωz) = ωnϕ(z) (3.207)
ϕ(z + 1) = ϕ(z) (3.208)
ϕ(z + ω) = ϕ(z) , (3.209)
The field can be expanded in terms of F
(p)
k,l (z) with p = +, ω, ω
2 for n = 0, 1, 2 respectively. Using
(3.33), (3.48) and
fk,l(ωz) = fl,−k−l(z) (3.210)
we find their explicit form.
F
(p)
k,l (z) =
√
3−1−δk,0δl,0
[
fk,l(z) + p
2 fl,−k−l(z) + p f−k−l,k(z)
]
(3.211)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.212) we integrate three times over the orbifold fundamental domain.∫
i dz dz∗
2(Imω)2
F
(p)
k,l (z)F
(q)∗
m,n (z) = δp,q δk,m δl,n (3.212)
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Note that the transformation of the indices in (3.210) is cyclic, in accordance with ω3 z = z.
(k, l) → (l,−k − l) → (−k − l, k) → (k, l) (3.213)
The mass spectrum is given by (3.49), since m2k,l = m
2
l,−k−l = m
2
−k−l,k. Derivatives relate the basis
function of different parity. [
∂z∂z∗ +m
2
k,l
]
F
(p)
k,l (z) = 0 (3.214)
∂zF
(p)
k,l (z) = iMk,l F
(ω∗p)
k,l (z) (3.215)
∂z∗F
(p)
k,l (z) = iM
∗
k,l F
(ωp)
k,l (z) (3.216)
There are merely two zero modes vanish.
F
(ω)
0,0 (z) = F
(ω2)
0,0 (z) = 0 (3.217)
Using (3.210), we find that the F
(p)
k,l (z) are not independent.
F
(p)
k,l (ωz) = F
(p)
l,−k−l(z) = p F
(p)
k,l (z) (3.218)
F
(p)
k,l (ω
2z) = F
(p)
−k−l,k(z) = p
2 F
(p)
k,l (z) (3.219)
We restrict the indices to k, l ≥ 0 and k, l ≤ −1. A complex field ϕ(z) can therfore be expanded
as follows.
ϕ(z) =
[ −1∑
k,l=−∞
+
∞∑
k,l=0
]
ϕ(k,l)F
(p)
k,l (z) (3.220)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.11 T 2/D3
The group p3m1 (3.11) is generated by the two translations t1 and t2 as well as the 2pi/3-rotation r
and the reflection f . In the complex plane, we identify them with the following transformations.
z ∼ z + 1 (3.221)
∼ z + ω with ω = exp[i2pi/3] (3.222)
∼ ωz (3.223)
∼ ωz∗ (3.224)
Solving (3.11) in C, we find 6 solutions.
t1 = t2 ∈ {+, ω, ω2}, r = +, f = ± (3.225)
Note the solution r = + is trivial, and (3.225) is indeed a representation of cm ⊆ p3m1 with
θ = 2pi/3, see (3.130). There is no non-trivial representation of p3m1 in C. Ignoring SS phases, we
restrict ourselves to an even smaller subgroup Z2 ⊆ cm ⊆ p3m1, i.e. t1 = t2 = r = + and f = ±.
Our discussion reduces to the one of Section 3.6 with θ = 2pi/3.
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3.12 T 2/F3
The group p31m (3.12) is generated by the two translations t1 and t2 as well as the 2pi/3-rotation
r and the reflection f . In the complex plane, we identify them with the following transformations.
z ∼ z + 1 (3.226)
∼ z + ω with ω = exp[i2pi/3] (3.227)
∼ ωz (3.228)
∼ −ωz∗ − ω2 (3.229)
The relations (3.12) have got 18 solutions in C.
t1 = t2 ∈ {+, ω, ω2}, r ∈ {+, ω, ω2}, f = ± (3.230)
Here we ignore SS phases and restrict ourselves to the subgroup F3 ⊆ p31m.
t1 = t2 = +, r ∈ {+, ω, ω2}, f = ± (3.231)
A complex field ϕ(z) can therefore posses six different parities.
ϕ(ωz) = ωnϕ(z) (3.232)
ϕ(−ωz∗ − ω2) = ±ϕ(z) (3.233)
ϕ(z + 1) = ϕ(z) (3.234)
ϕ(z + ω) = ϕ(z) (3.235)
The field can be expanded in terms of basis functions F
(p,q)
k,l (z) with p = +, ω, ω
2 for n = 0, 1, 2
respectively, and q = ±. Using (3.33), (3.48) and
fk,l(ωz) = fl,−k−l(z) (3.236)
fk,l(−ωz∗ − ω2) = f−l,−k(z) (3.237)
we find their explicit form.
F
(p,q)
k,l (z) = c
(p,q)
k,l
[
fk,l(z) + p
2fl,−k−l(z) + pf−k−l,k(z)
+ qf−l,−k(z) + p
2qfk+l,−l(z) + pqf−k,k+l(z)
] (3.238)
c
(p,q)
k,l =
√
2−1−δk,0−δl,0+δk,0δl,0 3−1−δk,0δl,0 (3.239)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.240) we integrate six times over the orbifold fundamental domain, i.e. the torus.∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,r δq,s δk,m δl,n (3.240)
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Note that the transformation of indices in (3.236) and (3.237) are again cyclic. The mass spectrum
is given by (3.49). [
∂z∂z∗ +m
2
k,l
]
F
(p,q)
k,l (z) = 0 (3.241)
The following zero modes vanish.
F
(+,−)
0,0 = F
(ω,±)
0,0 = F
(ω2,±)
0,0 = F
(+,−)
0,k = F
(+,−)
k,0 = 0 (3.242)
Using (3.236) and (3.237), we find that the F
(p,q)
k,l (z) are not independent.
F
(p,q)
k,l (ωz) = F
(p,q)
l,−k−l(z) = p F
(p,q)
k,l (z) (3.243)
F
(p,q)
k,l (ω
2z) = F
(p,q)
−k−l,k(z) = p
2 F
(p,q)
k,l (z) (3.244)
F
(p,q)
k,l (−ωz∗ − ω2) = F (p,q)−l,−k(z) = q F (p,q)k,l (z) (3.245)
We restrict the indices in the expansion to k, l ≥ 0.
ϕ(z) =
∞∑
k,l=0
ϕ(k,l)F
(p,q)
k,l (z) (3.246)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.13 T 2/Z4
The group p4 (3.13) is generated by the two translations t1 and t2 as well as the pi/2-rotation r.
In the complex plane, we identify them with the following transformations.
z ∼ z + 1 (3.247)
∼ z + i (3.248)
∼ iz (3.249)
Solving the relations (3.13) in C, we find 16 solutions.
t1 = t2 ∈ {+, i, −, −i}, r ∈ {+, i, −, −i} (3.250)
Here we ignore SS phases and restrict ourselves to the subgroup Z4 ⊆ p4.
t1 = t2 = +, r ∈ {+, i, −, −i} (3.251)
A complex field ϕ(z) can therefore posses four parities.
ϕ(iz) = inϕ(z) (3.252)
ϕ(z + 1) = ϕ(z) (3.253)
ϕ(z + i) = ϕ(z) (3.254)
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The field can be expanded in terms of F
(p)
k,l (z) with p = +, i,−,−i for n = 0, 1, 2, 3 respectively.
Using (3.33), (3.50) and
fk,l(iz) = fl,−k(z) (3.255)
we find their explicit form.
F
(p)
k,l (z) = 2
−1−δk,0δl,0
[
fk,l(z) + p
3fl,−k(z) + p
2f−k,−l(z) + pf−l,k(z)
]
(3.256)
=


2−δk,0δl,0
[
cos 2pi(ky5 + ly6) + cos 2pi(ly5 − ky6)
]
for p = +
i sin 2pi(ky5 + ly6) + sin 2pi(ly5 − ky6) for p = i
cos 2pi(ky5 + ly6)− cos 2pi(ly5 − ky6) for p = −
i sin 2pi(ky5 + ly6)− sin 2pi(ly5 − ky6) for p = −i
(3.257)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.258) we integrate four times over the orbifold fundamental domain.∫
i dz dz∗
2(Imω)2
F
(p)
k,l (z)F
(q)∗
m,n (z) = δp,q δk,m δl,n (3.258)
The transformation of the indices in (3.210) is cyclic, in accordance with i4 z = z.
(k, l) → (l,−k) → (−k,−l) → (−l, k) → (k, l) (3.259)
The mass spectrum is given by (3.51), since m2k,l = m
2
l,−k = m
2
−k,−l = m
2
−l,k. Derivatives relate the
different parities. [
∂z∂z∗ +m
2
k,l
]
F
(p)
k,l (z) = 0 (3.260)
∂zF
(p)
k,l (z) = iMk,l F
(−ip)
k,l (z) (3.261)
∂z∗F
(p)
k,l (z) = iM
∗
k,l F
(ip)
k,l (z) (3.262)
The following zero modes vanish.
F
(p)
0,0 (z) = 0 with p ∈ {i, −, −i} (3.263)
Using (3.255), we find that the F
(p)
k,l (z) are not independent.
F
(p)
k,l (iz) = F
(p)
l,−k(z) = p F
(p)
k,l (z) (3.264)
F
(p)
k,l (−z) = F (p)−k,−l(z) = p2 F (p)k,l (z) (3.265)
We restrict the indices to k, l ≥ 0. A complex field ϕ(z) can therefore be expanded as follows.
ϕ(z) =
∞∑
k,l=0
ϕ(k,l)F
(p)
k,l (z) (3.266)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis. As discussed in [23], compactification on T 2/Z4 is equivalent to
compactification on the Chiral Square.
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3.14 T 2/D4
The group p4m (3.14) is generated by the two translations t1 and t2 as well as the pi/2-rotation r
and the reflection f . In the complex plane, we identify them with the following transformations.
z ∼ z + 1 (3.267)
∼ z + i (3.268)
∼ iz (3.269)
∼ iz∗ (3.270)
Solving (3.14) in C, we find 16 solutions.
t1 = t2 ∈ {+, i, −, −i}, r = ±, f = ± (3.271)
Here we ignore SS phases and restrict ourselves to the subgroup D2 ⊆ D4 ⊆ p4m. Note that there
is no non-trivial representation of D4 in C.
t1 = t2 = +, r = ±, f = ± (3.272)
A complex field ϕ(z) can therefore posses four parities.
ϕ(iz) = ±ϕ(z) (3.273)
ϕ(iz∗) = ±ϕ(z) (3.274)
ϕ(z + 1) = ϕ(z) (3.275)
ϕ(z + i) = ϕ(z) (3.276)
The field can be expanded in terms of the basis F
(p,q)
k,l (z) with p, q = ±. Using (3.33), (3.50) and
fk,l(iz) = fl,−k(z) (3.277)
fk,l(iz
∗) = fl,k(z) (3.278)
we find their explicit form.
F
(p,q)
k,l (z) =
√
2−3−δk,0−δl,0−δk,l
(
fk,l(z) + pfl,−k(z) + f−k,−l(z) + pf−l,k(z)
+ q
[
fl,k(z) + pf−k,l(z) + f−l,−k(z) + pfk,−l(z)
]) (3.279)
=


√
2−1−δk,0−δl,0−δk,l
(
cos 2pi(ky5 + ly6) + cos 2pi(ly5 − ky6)
+q
[
cos 2pi(ly5 + ky6) + cos 2pi(ky5 − ly6)
])
for p = +
√
2−1−δk,l
(
cos 2pi(ky5 + ly6)− cos 2pi(ly5 − ky6)
+q
[
cos 2pi(ly5 + ky6)− cos 2pi(ky5 − ly6)
])
for p = −
(3.280)
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The normalization constants in the above expression are derived from the orthonormality condition.
In (3.281) we integrate over the domain of the torus.∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,q δr,s δk,m δl,n (3.281)
Note that the transformations of the indices in (3.277) and (3.278) are cyclic. The mass spectrum
is given by (3.51). [
∂z∂z∗ +m
2
k,l
]
F
(p,q)
k,l (z) = 0 (3.282)
The following zero modes vanish.
F
(+,−)
0,k (z) = F
(−,±)
0,k (z) = F
(+,−)
k,0 (z) = F
(−,±)
k,0 (z) = F
(±,−)
k,k (z) = 0 (3.283)
Using (3.277) and (3.278), we find that the F
(p,q)
k,l (z) are not independent. We restrict the indices
l ≥ k ≥ 0.
F
(p,q)
k,l (iz) = F
(p,q)
l,−k (z) = p F
(p,q)
k,l (z) (3.284)
F
(p,q)
k,l (−z) = F (p,q)−k,−l(z) = F (p,q)k,l (z) (3.285)
F
(p,q)
k,l (iz
∗) = F
(p,q)
l,k (z) = q F
(p,q)
k,l (z) (3.286)
We restrict the indices to l ≥ k ≥ 0 and expand complex fields as follows.
ϕ(z) =
∞∑
k=0
l=k
ϕ(k,l)F
(p,q)
k,l (z) (3.287)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.15 R2/p4g
The group p4g (3.15) is generated by the pi/2-rotation r and the reflection f . In the complex plane,
we identified them with the following transformations.
z ∼ iz (3.288)
∼ −iz∗ + 1 + i
2
(3.289)
The two translations t1 = [fr
3]2 and t2 = [fr]
2 identify the points
z ∼ z + 1 (3.290)
∼ z + i . (3.291)
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The relations (3.15) have got eight solutions in C.
r ∈ {+, i, −, −i}, f = ± (3.292)
Consequently only discrete SS phases t1 = t2 = r
2 = ± are possible on R2/p4g. Here we ignore
these phases t1 = t2 = + and restrict ourselves to the subgroup D2 ⊆ p4g.
r = ±, f = ± (3.293)
A complex field ϕ(z) can posses four distinct parities.
ϕ(iz) = ±ϕ(z) (3.294)
ϕ(−iz∗ + 1 + i
2
) = ±ϕ(z) (3.295)
ϕ(z + 1) = ϕ(z) (3.296)
ϕ(z + i) = ϕ(z) (3.297)
The field can be expanded in terms of basis functions F
(p,q)
k,l (z). Using (3.33), (3.50) and
fk,l(iz) = fl,−k(z) (3.298)
fk,l(−iz∗ + 1 + i
2
) = (−)k+l f−l,−k(z) (3.299)
we find their explicit form.
F
(p,q)
k,l (z) =
√
2−3−δk,0−δl,0−δk,l
(
fk,l(z) + pfl,−k(z) + f−k,−l(z) + pf−l,k(z)
+ (−)k+lq[f−l,−k(z) + pfk,−l(z) + fl,k(z) + pf−k,l(z)]) (3.300)
=


√
2−1−δk,0−δl,0−δk,l
(
cos 2pi(ky5 + ly6) + cos 2pi(ly5 − ky6)
+(−)k+lq[cos 2pi(ly5 + ky6) + cos 2pi(ky5 − ly6)]) for p = +√
2−1−δk,l
(
cos 2pi(ky5 + ly6)− cos 2pi(ly5 − ky6)
+(−)k+lq[cos 2pi(ly5 + ky6)− cos 2pi(ky5 − ly6)]) for p = −
(3.301)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.302) we integrate over the domain of the torus.∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,q δr,s δk,m δl,n (3.302)
Note that the transformations of the indices in (3.298) and (3.299) are cyclic. The mass spectrum
is given by (3.51). [
∂z∂z∗ +m
2
k,l
]
F
(p,q)
k,l (z) = 0 (3.303)
The following zero modes vanish.
F
(p,−p)
0,2k (z) = F
(p,p)
0,2k+1(z) = F
(p,−p)
2k,0 (z) = F
(p,p)
2k+1,0(z) = F
(p,−)
k,k (z) = 0 with p = ± (3.304)
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Using (3.298) and (3.299), we find that the F
(p,q)
k,l (z) are not independent.
F
(p,q)
k,l (iz) = F
(p,q)
l,−k (z) = p F
(p,q)
k,l (z) (3.305)
F
(p,q)
k,l (−z) = F (p,q)−k,−l(z) = F (p,q)k,l (z) (3.306)
F
(p,q)
k,l (−iz∗ +
1 + i
2
) = (−)k+l F (p,q)−l,−k(z) = q F (p,q)k,l (z) (3.307)
We restrict the indices to l ≥ k ≥ 0 and expand complex fields as follows.
ϕ(z) =
∞∑
k=0
l=k
ϕ(k,l)F
(p,q)
k,l (z) (3.308)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.16 T 2/Z6
The group p6 (3.16) is generated by the two translations t1 and t2 as well as the pi/3-rotation r.
In the complex plane, we identified them with the following transformations.
z ∼ z + 1 (3.309)
∼ z + ω with ω = exp[ipi/3] (3.310)
∼ ωz (3.311)
Solving the relations in (3.16) in C, we find six solutions.
t1 = t2 = +, r ∈ {+, ω, . . . , ω5} (3.312)
Note that it is impossible to assign SS phases to complex fields on T 2/Z6. There is no non-trivial
representation of p6 in C. A complex field ϕ(z) can posses six parities.
ϕ(ωz) = ωnϕ(z) (3.313)
ϕ(z + 1) = ϕ(z) (3.314)
ϕ(z + ω) = ϕ(z) (3.315)
The field can be expanded in terms of F
(p)
k,l (z). Using (3.33), (3.52) and
fk,l(ωz) = fl,l−k(z) (3.316)
we find their explicit form.
F
(p)
k,l (z) =
√
6−1−δk,0δl,0
[
fk,l(z) + p
5fl,l−k(z) + p
4fl−k,−k(z)
+p3f−k,−l(z) + p
2f−l,k−l(z) + pfk−l,k(z)
] (3.317)
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The normalization constants in the above expression are derived from the orthonormality condition.
In (3.318) we integrate six times over the fundamental orbifold domain, i.e. the torus.∫
i dz dz∗
2(Imω)2
F
(p)
k,l (z)F
(q)∗
m,n (z) = δp,q δk,m δl,n (3.318)
Note that the transformation of the indices in (3.316) is cyclic.
(k, l) → (l, l − k) → (l − k,−k) → (−k,−l) → (−l, k − l) → (k − l, k) → (k, l) (3.319)
The mass spectrum is given by (3.53), since m2k,l = m
2
l,l−k = · · · . Derivatives relate the basis
functions of different parities. [
∂z∂z∗ +m
2
k,l
]
F
(p)
k,l (z) = 0 (3.320)
∂zF
(p)
k,l (z) = iMk,l F
(ω∗p)
k,l (z) (3.321)
∂z∗F
(p)
k,l (z) = iM
∗
k,l F
(ωp)
k,l (z) (3.322)
The following zero modes vanish.
F
(p)
0,0 (z) = 0 with p ∈ {ω, . . . , ω5} (3.323)
Using (3.316), we find that the F
(p)
k,l (z) are not independent.
F
(p)
k,l (ωz) = F
(p)
l,l−k(z) = p F
(p)
k,l (z) (3.324)
F
(p)
k,l (ω
2z) = F
(p)
l−k,−k(z) = p
2 F
(p)
k,l (z) (3.325)
We restrict the indices to l ≥ k ≥ 1 and k = l = 0, and expand complex fields as follows.
ϕ(z) =
[ ∞∑
k=1
l=k
+
∑
k=l=0
]
ϕ(k,l)F
(p)
k,l (z) (3.326)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
3.17 T 2/D6
The group p6m (3.17) is generated by the two translations t1 and t2 as well as the pi/3-rotation r
and the reflection f . In the complex plane, we identify them with the following transformations.
z ∼ z + 1 (3.327)
∼ z + ω with ω = exp[ipi/3] (3.328)
∼ ωz (3.329)
∼ ωz∗ (3.330)
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Solving the relations in (3.17) in C, we find four solutions.
t1 = t2 = +, r = ±, f = ± (3.331)
Note that it is impossible to assign SS phases to complex fields on T 2/D6. There is no non-trivial
representation of p6m in C. A complex field ϕ(z) can posses four parities.
ϕ(ωz) = ±ϕ(z) (3.332)
ϕ(ωz∗) = ±ϕ(z) (3.333)
ϕ(z + 1) = ϕ(z) (3.334)
ϕ(z + ω) = ϕ(z) (3.335)
The field can be expanded in terms of the basis F
(p,q)
k,l (z) with p, q = ±. Using (3.33), (3.52) and
fk,l(ωz) = fl,l−k(z) (3.336)
fk,l(ωz
∗) = fl,k(z) (3.337)
we find their explicit form.
F
(p,q)
k,l (z) = c
(p)
k,l
(
fk,l(z) + pfl,l−k(z) + fl−k,−k(z) + pf−k,−l(z) + f−l,k−l(z) + pfk−l,k(z)
+ q
[
fl,k(z) + pfl−k,l(z) + f−k,l−k(z) + pf−l,−k(z) + fk−l,−l(z) + pfk,k−l(z)
]) (3.338)
c
(p,q)
k,l =
[
12
(
1 + δk,0 + δl,0 + δk,l + δk,2l + δl,2k + 6δk,0δl,0
)]−1/2
(3.339)
The normalization constants in the above expression are derived from the orthonormality condition.
In (3.340) we integrate over the torus.∫
i dz dz∗
2(Imω)2
F
(p,q)
k,l (z)F
(r,s)∗
m,n (z) = δp,q δr,s δk,m δl,n (3.340)
Note that the transformations of the indices in (3.336) and (3.337) are cyclic. The mass spectrum
is given by (3.53). [
∂z∂z∗ +m
2
k,l
]
F
(p)
k,l (z) = 0 (3.341)
The following zero modes vanish.
F
(±,−)
0,k (z) = F
(±,−)
k,0 (z) = F
(±,−)
k,k (z) = F
(p,−p)
k,2k (z) = F
(p,−p)
2k,k (z) = 0 with p = ± (3.342)
Using (3.336) and (3.337), we find that the F
(p,q)
k,l (z) are not independent.
F
(p,q)
k,l (ωz) = F
(p,q)
l,l−k(z) = p F
(p,q)
k,l (z) (3.343)
F
(p,q)
k,l (ω
2z) = F
(p,q)
l−k,−k(z) = p
2 F
(p,q)
k,l (z) (3.344)
F
(p,q)
k,l (ωz
∗) = F
(p,q)
l,k (z) = q F
(p,q)
k,l (z) (3.345)
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We restrict the indices k ≥ 0 and l ≥ 2k and expand complex fields as follows.
ϕ(z) =
∞∑
k=0
l=2k
ϕ(k,l)F
(p,q)
k,l (z) (3.346)
Following the discussion in Section 2.2, we can find the expansion of the delta function and check
the completeness of our basis.
4. Conclusions
In this paper, we present the complete classification of 1D and 2D orbifold compactifications. We
derive the explicit form of the basis functions and prove their orthonormality and completeness.
For each of the orbifolds, we determine all possible parities that a complex field compactified on
them can possess. The classification includes the familiar orbifolds S1, S1/Z2, T
2 and T 2/Zn.
We show that the compactifications S1/(Z2 × Z′2) [20], T 2/(Z2 × Z′2 × Z′′2) [21] and the Chiral
Square [22, 23] correspond respectively to orbifolds S1/Z2, T
2/Z2 and T
2/Z4 with non-trivial
Scherk-Schwarz phases. The classification does also include a number of less familiar orbifolds
with interesting new properties. For example, orbifolds such as T 2/Dn or T
2/Fn posses orbifold
fixed lines that have so far not been studied in the literature. On the other hand, the Klein bottle
and the real projective plane RP 2 allow for fields with different parities, but do possess neither
fixed lines nor fixed points. Hence, it is possible to define chiral matter without the difficulties
that come with brane kinetic terms.
The novel purely algebraic definition of the space groups is a central part of this paper. It
allows us to determine the possible parities in a simple way. For example, the two Scherk-Schwarz
phases on T 2/Z2 are discrete but independent (3.96). On T
2/Z3 the two SS phases have to be
identical (3.205), and on T 2/Z6 we cannot introduce any SS phases at all (3.312). In this paper, we
restrict our discussion to complex fields. In order to determine all possible parities for non-abelian
fields, it will be necessary to determine matrix solutions for the relations in (3.1)-(3.17). Note that
in that case, commutators such as [t1, t2] in definition (3.13) become relevant.
The project was guided by two principles: (i) We clearly distinguish between the definition
of the orbifolds and any physics that is taking place on them, see for example (3.93)-(3.95) and
(3.98)-(3.100). (ii) We consider the orbifolds as quotients spaces R/Γ and R2/Γ rather than S1/Γ′
or T 2/Γ′, cf. (2.5) and (3.22). All generators in the algebraic definitions of the space groups are
equal. The translations are not singled out. Circle and torus are not special, neither are the SS
phases. A parity t2 = ± in (3.57) is fundamentally not different from r = ± in (3.96).
We would like to comment on the orthonormality relations in Section 2.1 and Appendix B. We
define the scalar products on the functional spaces in this particular way for the following reasons:
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(i) A general proof of the sum rules requires that all non-even basis functions are orthogonal to the
constant function, i.e. the even zero mode, see last paragraph in Appendix A. We are therefore
able to prove sum rules similar to (A.18)-(A.21) for each of the orbifolds in this paper. The entire
programme of [13, 14] (quantization, Ward identities, equivalence theorems, high energy unitarity)
can easily be repeated on any of the orbifolds. (ii) We prefer to work in a basis where any two
basis functions are orthogonal to each other. Orthogonality is not restricted to the functional
subspaces of equal parity. (iii) The orthonormality relations (2.13) and (B.7) respect the second of
the principles discussed in the paragraph above; SS phases are not singled out among the parities.
If a complex field has got n different parities, we integrate n times over the fundamental domain
of the orbifold. In Sections 3.10 for example, we ignore any SS phases and distinguish between
three parities. We therefore integrate over the torus. In Section 2.1, complex fields can posses j
different SS phases, and we integrate j times over the circle. Finally in Appendix B, we find eight
parities and integrate four times over the torus.
In Appendix C, we discuss brane kinetic terms and describe how to construct the mass eigen-
state basis for compactifications on T 2/Zn. Our derivation generalizes an earlier approach that
was first discussed in [14].
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A. Sum rules on S1/Z2
In [13, 14] we studied the high energy unitarity of five-dimensional Yang-Mills theories compactified
on an S1/Z2 orbifold. We found that the fundamental couplings of the 4D effective theory obey a
set of non-trivial sum rules that lie at the heart of the high energy unitarity cancellations. In this
appendix we present a much simplified proof of these rules and correct one of our results.
The fundamental 5D Lagrangian (A.1) includes an additional kinetic term that is localized
at the orbifold fixed point y = 0. This so-called brane kinetic term (BKT) is necessary in order
to renormalize operators arising from quantum corrections of the bulk fields. The dimensionful
coupling rc determines the strength of the BKT and is a free parameter of the theory.
L5D(x, y) = −1
4
[
1 + rc δ(y)
]
F aMNF
a MN + L5DGF + L5D FP (A.1)
The theory is quantized by adding the two terms L5D GF and L5DFP to the higher-dimensional
Lagrangian. We work in the framework of the generalized Rξ gauges where the gauge-fixing
functional is given by (A.4).
L5DGF = −
[
1 + rcδ(y)
] 1
2ξ
(
F [AaM ]
)2
(A.2)
L5D FP =
[
1 + rcδ(y)
]
c¯a
δF [AaM ]
δθb
cb (A.3)
F [AaM ] = ∂
µAaµ − ξ ∂5Aa5 (A.4)
In order to compactify the extra dimension y, we need to expand the higher-dimensional fields in
terms of an orthonormal basis. The form of the basis functions was derived in Appendix B of [14].
fn(y) =
Nn√
2δn,0piR cosmnpiR
×
{
cosmn(y + piR) for − piR < y ≤ 0
cosmn(y − piR) for 0 < y ≤ piR
(A.5)
gn(y) =
Nn√
piR cosmnpiR
×


sinmn(y + piR) for − piR < y < 0
sinmn(y − piR) for 0 < y ≤ piR
0 for y = 0
(A.6)
The BKT in the Lagrangian result in distortion of the standard Kaluza-Klein mass spectrum n/R.
The spectrum mn is now determined by the transcendental equation (A.8).
N−2n = 1 + r˜c + pi
2R2r˜2cm
2
n with r˜c =
rc
2piR
≥ 0 (A.7)
mnrc
2
= − tanmnpiR (A.8)
We can derive an expansion of the delta function in this basis by substituting an even ansatz in
the defining relation (A.9).∫ piR
−piR
dy [1 + rcδ(y)]ϕ(y)δ(y− y′; rc) = ϕ(y′) (A.9)
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δ(y; rc) =
∞∑
n=0
fn(0)fn(y) (A.10)
=
{
1/rc for y = 0
0 for − piR < y < 0 or 0 < y ≤ piR
The basis functions fn(y) and gn(y) are orthonormal and complete. Note that the 5D Lagrangian
is proportional to a common factor [1 + rcδ(y)] which also appears in the integration measures of
(A.9) and (A.11). ∫ piR
−piR
dy
[
1 + rcδ(y)
]
fn(y)fm(y) = δn,m∫ piR
−piR
dy
[
1 + rcδ(y)
]
gn(y)gm(y) = δn,m
(A.11)
δ(y1 − y2; rc) =
∞∑
n=0
[
fn(y1) fn(y2) + gn(y1) gn(y2)
]
(A.12)
After compactifications, we find that the fundamental couplings of the effective 4D theory are
proportional to coefficients such as ∆k,l,n, see (C.2) in [14]. These coefficients are defined as
integrals over products of even and odd basis functions.
∆k,l,n ≡ ∆k,l,n ≡
√
2δk,0+δl,0+δn,0 4piR
∫ piR
−piR
dy [1 + rcδ(y)]fkflfn (A.13)
∆˜k,n,l ≡ ∆k,ln ≡
√
2δn,0 4piR
∫ piR
−piR
dy [1 + rcδ(y)]gkglfn (A.14)
∆k,l,m,n ≡ ∆k,l,m,n ≡ 4piR
√
2δk,0+δl,0+δm,0+δn,0
∫ piR
−piR
dy [1 + rcδ(y)]fkflfmfn (A.15)
∆˜m,n,k,l ≡ ∆k,lm,n ≡ 4piR
√
2δm,0+δn,0
∫ piR
−piR
dy [1 + rcδ(y)]gkglfmfn (A.16)
∆k,l,m,n ≡ 4piR
∫ piR
−piR
dy [1 + rcδ(y)]gkglgmgn (A.17)
In this appendix, we alter our notation slightly and make use of lower and upper indices. In the
new notation, the symmetry among the indices is immediately apparent. The coefficients (A.13)
to (A.17) are invariant under permutations of their lower or upper indices, for example ∆k,ln = ∆
l,k
n .
In Appendix D of [14], we derive sum rules that lead to important cancellations in high energy
scattering amplitudes. In what follows, we present an alternative and far less laborious derivation
of these rules. Let us start with the proof of the following identity.
∞∑
j=0
2−δj,0∆k,l,j∆m,n,j = ∆k,l,m,n (A.18)
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Up to an overall constant, we can write the LHS of (A.18) as
∞∑
j=0
(∫ piR
−piR
dy [1 + rcδ(y)]fk(y)fl(y)fj(y)
)(∫ piR
−piR
dy′ [1 + rcδ(y
′)]fm(y
′)fn(y
′)fj(y
′)
)
.
Rearranging the expression, we recognize the sum in the completeness relation (A.12).
· · · =
∫ piR
−piR
dy dy′ [1 + rcδ(y)][1 + rcδ(y
′)]fk(y)fl(y)fm(y
′)fn(y
′)
∞∑
j=0
fj(y)fj(y
′)
Integrals over odd functions, such as fk(y)fl(y)gj(y), vanish. It is therefore only the delta function
that contributes.
· · · =
∫ piR
−piR
dy dy′ [1 + rcδ(y)][1 + rcδ(y
′)]fk(y)fl(y)fm(y
′)fn(y
′)
(
δ(y − y′; rc)−
∞∑
j=0
gj(y)gj(y
′)
)
Using (A.9), we finally derive the RHS of (A.18).
· · · =
∫ piR
−piR
dy [1 + rcδ(y)]fk(y)fl(y)fm(y)fn(y)
The remaining sum rules can be proven in a similar way. The argumentation relies again on the
completeness of the basis.
∞∑
j=0
2−δj,0∆k,jl ∆
m,j
n = ∆
k,m
l,n (A.19)
∞∑
j=0
2−δj,0∆k,l,j∆
m,n
j = ∆
m,n
k,l (A.20)
∞∑
j=0
2−δj,0∆k,lj ∆
m,n
j = ∆
k,l,m,n = ∆k,l,m,n + Zk,l,m,n (A.21)
It now becomes clear where the term Zk,l,m,n that looked so much out of place in [13, 14] originates
from. We had not introduced a coefficient ∆k,l,m,n, since it did not feature in our Feynman rules.
Following Appendix C in [14], we can do the integration in (A.15) and (A.17) explicitly, and hence
find an analytic expression for the difference of the two coefficients.
Zk,l,m,n =
NkNlNmNnpi
2R2 r˜3c
(−mk +ml +mm +mn)(mk −ml +mm +mn)
× 16(mkml +mmmn)(mkmm +mlmn)(mkmn +mlmm)
(mk +ml −mm +mn)(mk +ml +mm −mn)
(A.22)
Expressions (D.12) in [13] and (D.8) in [14] are incorrect and need to be replaced by (A.22). In
the case of the two special coefficients Yn,m and Xn, we confirm our earlier results.
Yn,m ≡ Zn,n,m,m = 4N2nN2mpi2R2r˜3c (m2n +m2m) (A.23)
Xn ≡ Zn,n,n,n = 8N4npi2R2r˜3cm2n (A.24)
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Unlike in Appendix D of [14], the proof of the sum rules presented above requires no knowledge
of the analytic form of the coefficients. The completeness and orthogonality of the basis functions
that appear in (A.13) to (A.17) are sufficient. It is therefore not difficult to prove sum rules
equivalent to (A.18)-(A.21) for any of the 1D or 2D orbifolds discussed in this paper. The entire
formalism of Ward and Slavnov-Taylor identities introduced in [13, 14] can readily be used in all
of these cases.
The last step of the proof of the sum rule (A.18) relies on the fact that integrals over odd
functions do not contribute. If we want to prove similar rules on other orbifolds, we need to
require that integrals over any non-even basis function vanish. In other words, basis function of
different parities (including different Scherk-Schwarz parities) should be orthogonal to each other.
It is for this reason that we prefer to work with orthonormalities (2.13) and (B.7) in this paper.
B. Scherk-Schwarz mechanism on T 2/Z2
From our discussion of one-dimensional orbifolds we know that the mass spectra and exponentials
possess a dependence on the Scherk-Schwarz phases, see (2.11) and (2.16). In order to keep our
notation simple and the number of indices to a minimum, we ignored SS phases in our study of
2D orbifolds in Sections 3.1 to 3.17. In what follows, we will demonstrate that the bases can easily
be modified in order to accommodate SS phases.
Let us consider the example of T 2/Z2. The construction of the basis of this orbifold relies on
the basis of the torus T 2. Let us therefore retrace the steps of Section 3.1, but now allow for SS
phases.
ϕ(z + 1) = exp[i2piρ1]ϕ(z) (B.1)
ϕ(z + ω) = exp[i2piρ2]ϕ(z) with ρ1,2 ∈ [0, 1) ⊂ Q (B.2)
Complex fields ϕ(z) are no longer periodic but acquire SS phases p1,2 = exp[i2piρ1,2]. The fields
can be expanded in terms of exponentials f
(p1,p2)
k,l (z).
f
(p1,p2)
k,l (z) = exp
[
i2pi([k + ρ1]y5 + [l + ρ2]y6)
]
(B.3)
= exp
[
i2Re(M
(p1,p2)
k,l z)
]
(B.4)
M
(p1,p2)
k,l = 2pi
l + ρ2 − ω∗(k + ρ1)
ω − ω∗ (B.5)
ϕ(z) =
∞∑
k,l=−∞
ϕ(k,l)f
(p1,p2)
k,l (z) (B.6)
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In the following, let j1, j2 ∈ N the smallest integers such that pj1 = pj2 = 1. The basis functions
(B.3) are completely orthonormal in the following sense.
1
j1j2r sin θ
∫ j1
0
dy5
∫ j2
0
dy6 f
(p1,p2)
k,l (y5, y6)f
(q1,q2)∗
m,n (y5, y6) = δp1,q1δp2,q2δk,lδm,n∫
i dzdz∗
j1j2 2(Imω)2
f
(p1,p2)
k,l (z)f
(q1,q2)∗
m,n (z) = δp1,q1δp2,q2δk,lδm,n (B.7)
The above expression generalizes the one-dimensional case (2.13). It can be checked in cartesian
coordinates (y5, y6), where we integrate j1j2 times over the fundamental domain of the torus. In
this appendix, we will again prefer the complex notation (B.7). – As expected, we find that the
mass spectrum m
(p1,p2)
k,l depends on the two SS phases p1 and p2.
∂zf
(p1,p2)
k,l (z) = iM
(p1,p2)
k,l f
(p1,p2)
k,l (z)
∂z∗f
(p1,p2)
k,l (z) = iM
(p1,p2)∗
k,l f
(p1,p2)
k,l (z)
(B.8)
[
∂z∂z∗ +m
(p1,p2)2
k,l
]
f
(p1,p2)
k,l (z) = 0 with m
(p1,p2)2
k,l ≡M (p1,p2)k,l M (p1,p2)∗k,l (B.9)
There exists a relation between indices and arguments of the exponentials that will prove to be
useful later on.
f
(p,q)
k,l (−z) = f (p
∗,q∗)
−k,−l (z) (B.10)
Let us now turn to T 2/Z2. As derived in (3.96), a complex field ϕ(z) on this orbifold can posses
eight different parities (p, q, s).
ϕ(z + 1) = p ϕ(z) (B.11)
ϕ(z + i) = q ϕ(z) (B.12)
ϕ(−z) = s ϕ(z) (B.13)
Since p, q, s = ±, we find j1 = j2 = 2. There are two free parameters that determine the shape of
T 2/Z2, see Table 2. In this appendix, we choose ω = r exp[iθ] = i. The complex field ϕ(z) can be
expanded in terms of functions F
(p,q,s)
k,l (z). Using (B.4) and (B.10), we find their explicit form.
F
(p,q,±)
k,l (z) =
√
2−1−δk,0δl,0
[
f
(p,q)
k,l (z)± f (p,q)−k,−l(z)
]
(B.14)
M
(p,q)
k,l = pi


k − il for (p, q) = (+,+)
k − il + 1/2 for (p, q) = (−,+)
k − il − i/2 for (p, q) = (+,−)
k − il + 1/2− i/2 for (p, q) = (−,−)
(B.15)
The normalization constants in (B.14) are derived from the orthonormality condition below. We
integrate eight times over the fundamental domain of T 2/Z2, i.e. y5,6 = 0→ 2 in Figure 3(a).∫
i
8
dzdz∗ F
(p1,p2,s)
k,l (z)F
(q1,q2,t)∗
m,n (z) = δp1,q1 δp2,q2 δs,t δk,m δl,n (B.16)
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Following the discussion of Section 3.4, we find again that the basis functions F
(p,q,s)
k,l (z) are not
independent. Consequently, we restrict the indices in the expansion.
ϕ(z) =
∞∑
k=−∞
l=1 for k<0
l=0 for k≥0
ϕ(p,q,s)F
(p,q,s)
k,l (z) (B.17)
The expressions below summarize the properties of the basis.
F
(±,q,s)
k,l (z + 1) = ±F (±,q,s)k,l (z) (B.18)
F
(p,±,s)
k,l (z + i) = ±F (p,±,s)k,l (z) (B.19)
F
(p,q,±)
k,l (−z) = ±F (p,q,±)k,l (z) (B.20)
∂zF
(p,q,±)
k,l (z) = iM
(p,q)
k,l F
(p,q,∓)
k,l (z) (B.21)
∂z∗F
(p,q,±)
k,l (z) = iM
(p,q)∗
k,l F
(p,q,∓)
k,l (z) (B.22)[
∂z∂z∗ +m
(p,q)2
k,l
]
F
(p,q,s)
k,l (z) = 0 (B.23)
The mass spectrum m
(p,q)
k,l depends on the two SS phases, p and q.
m
(p,q)2
k,l = pi
2


k2 + l2 for (p, q) = (+,+)
k2 + (l + 1/2)2 for (p, q) = (+,−)
(k + 1/2)2 + l2 for (p, q) = (−,+)
(k + 1/2)2 + (l + 1/2)2 for (p, q) = (−,−)
(B.24)
As in Section 2.2, we can derive an expansion of the delta function and check the completeness
of our basis. The completeness together with the orthonormality (B.16) allows us to derive sum
rules similar to the ones of Appendix A.
δ(z) =
∞∑
k=−∞
l=1 for k<0
l=0 for k≥0
F
(+,+,+)∗
k,l (0)F
(+,+,+)
k,l (z) (B.25)
δ(z1 − z2) =
∑
p,q,s=±
∞∑
k=−∞
l=1 for k<0
l=0 for k≥0
F
(p,q,r)
k,l (z1)F
(p,q,r)∗
k,l (z2) (B.26)
In this final paragraph, we would like to describe how T 2/(Z2 ×Z′2 ×Z′′2), as introduced by Asaka
et al. in [21], fits in our classification of orbifolds. Fields of parity (p, q, s) on T 2/Z2 with radii
R1 and R2 correspond to parities (s, sp, sq) = (ηI , ηPS, ηGG) on T
2/(Z2 × Z′2 × Z′′2) with radii 2R1
and 2R2, see definitions (3)-(5) in [21]. – The arguments should be familiar from our discussion
of S1/(Z2 × Z′2) in Section 2.2. The choice of generators of the space group p2 is not unique. In
(B.11)-(B.13), we assign parities to t1, t2 and r. Asaka et al. choose to work with the generators
r, t1r and t2r instead.
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C. Brane kinetic terms on T 2/Z3
In Appendix B of [14] we derived the basis functions for a 5D quantum field theory compactified on
S1/Z2 with a brane kinetic term (BKT) at y = 0. In this appendix, we would like to demonstrate
that the same approach can be used to find the basis functions for the compactification of 6D
theories on T 2/Zn with BKTs at the orbifold fixed points.
Consider a 5D theory compactified on S1/Z2 without BKTs. The basis functions fulfil a number
of relations, such as orthonormality, wave equations and parity relations. Modifying merely the
integration measure and the spectrum
dy → dy [1 + rcδ(y)] (C.1)
n/R → mn (C.2)
we find equations (B.1), (B.2), (B.5) and (B.7) in [14]. The relations fulfilled by the basis with and
the basis without BKTs are very similar. The new integration measure takes the BKT at y = 0
into account, whereas mn reflects the new spectrum. Substituting an ansatz into these relations,
we find the basis functions (A.5) and (A.6).
Let us now consider the example of a 6D theory compactified on T 2/Z3 with BKTs at the
orbifold fixed points z = 0, z = i/
√
3 and z = 1/2 + i/(2
√
3), see Figure 6. Following closely
the above approach, we will outline the derivation of the mass eigenmode functions G
(p)
k,l (z) of the
theory. We demand the basis functions to obey the following relations.
G
(p)
k,l (ωz) = pG
(p)
k,l (z) (C.3)
∂zG
(p)
k,l (z) = iMk,lG
(ω∗p)
k,l (z) (C.4)[
∂z∂z∗ +m
2
k,l
]
G
(p)
k,l (z) = 0 with m
2
k,l ≡ Mk,lM∗k,l (C.5)∫ [
dz dz∗
]
BKT
G
(p)
k,l (z)G
(q)∗
m,n(z) = δp,qδk,mδl,n (C.6)
These relations are almost identical to the ones encountered in Section 3.10. The integration
measure in the orthonormality relation differs by a multiplicative factor which reflects the presence
of the BKTs.[
dz dz∗
]
BKT
≡ i dz dz
∗
2(Imω)2
[
1 + rcδ
∗
(
z
)
+ rcδ
∗
(
z − i√
3
)
+ rcδ
∗
(
z − 1
2
− i
2
√
3
)]
(C.7)
The G
(p)
k,l (z) are linear combinations of (3.211) which are themselves superpositions of (3.33). The
coefficients Mk,l are replaced by
Mk,l =
ml − ω∗m˜k
ω − ω∗ (C.8)
with ω = exp[i2pi/3]. It is no longer necessary to demand l and k in (3.34) do be integers, since
the G
(p)
k,l (z) are periodic by construction.
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y6
Figure 6: We divide the fundamental domain of the torus into three regions.
Region I: fundamental domain of T 2/Z3. Region II: t1r, t2t1r ∈ p3 acting on
region I. Region III: t2r
2, t1t2r
2 ∈ p3 acting on region I.
Complex fields on S1/Z2 can either be even or odd
16. In the orthonormality relation in [14] we
integrate twice over the fundamental domain of S1/Z2, i.e. over the fundamental domain of the
circle. The two regions −piR < y ≤ 0 and 0 < y ≤ piR are related by the transformation y → −y.
It corresponds to the group element r ∈ D∞. – Fields on T 2/Z3 can possess three parities and
we consequently integrate three times over the fundamental domain of the orbifold, i.e. over the
torus. We divide the torus into three regions as indicated in Figure 6.
Let us make the following ansatz: In region I, the even mass eigenmode function G
(+)
k,l (z) is a
linear combination of the F
(p)
k,l (z). Due to (3.214), G
(+)
k,l (z) obeys therefore the wave equation (C.5).
From the parity relation (C.3) we can deduce the form of G
(+)
k,l (z) in regions II and III. Using (C.4),
we find subsequently the form of the other two parities, G
(ω)
k,l (z) and G
(ω2)
k,l (z).
G
(+)
k,l (z) =


AF
(+)
k,l (z) +B F
(ω)
k,l (z) + C F
(ω2)
k,l (z) for z ∈ I
AF
(+)
k,l (z) +Bω
2 F
(ω)
k,l (z) + Cω F
(ω2)
k,l (z) for z ∈ II
AF
(+)
k,l (z) +Bω F
(ω)
k,l (z) + Cω
2 F
(ω2)
k,l (z) for z ∈ III
(C.9)
G
(ω)
k,l (z) =


C F
(+)
k,l (z) + AF
(ω)
k,l (z) +B F
(ω2)
k,l (z) for z ∈ I
CωF
(+)
k,l (z) + AF
(ω)
k,l (z) +Bω
2 F
(ω2)
k,l (z) for z ∈ II
Cω2 F
(+)
k,l (z) + AF
(ω)
k,l (z) +Bω F
(ω2)
k,l (z) for z ∈ III
(C.10)
G
(ω2)
k,l (z) =


B F
(+)
k,l (z) + C F
(ω)
k,l (z) + AF
(ω2)
k,l (z) for z ∈ I
Bω2 F
(+)
k,l (z) + Cω F
(ω)
k,l (z) + Aω F
(ω2)
k,l (z) for z ∈ II
Bω F
(+)
k,l (z) + Cω
2 F
(ω)
k,l (z) + AF
(ω2)
k,l (z) for z ∈ III
(C.11)
16In this appendix, we ignore any Scherk-Schwarz phases. All fields are invariant under translations, that is under
transformations t ∈ D∞ or t1,2 ∈ p3.
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Substituting the expressions above into the four orthonormality relations∫ [
dz dz∗
]
BKT
G
(p)
k,l (z)G
(p)∗
k,l (z) = 1 with p ∈ {+, ω, ω2} (C.12)∫ [
dz dz∗
]
BKT
G
(+)
k,l (z) = δk,0δl,0 (C.13)
we are able to determine the four complex unknowns of the ansatz, A,B,C ∈ C and ml, m˜k ∈ R.
Note that we follow indeed very closely the derivation on S1/Z2. The ansatz (C.9)-(C.11) and the
relations (C.12)-(C.13) correspond to (B.8) to (B.10) in [14].
It is not difficult to modify the above approach and derive the mass eigenstate bases for BKT
theories compactified on T 2/Zn. The n+1 unknowns of the ansatz are fixed by n+1 orthonormality
relations. Since the bases are orthonormal and complete, we can derive sum rules similar to the
ones discussed in Appendix A.
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