We use logarithmic Sobolev inequalities to study the ergodic properties of stochastic Ising models both in terms of large deviations and in terms of convergence in distribution.
INTRODUCTION
The theme of this article is the interplay between logarithmic Sobolev inequalities and ergodic properties of stochastic Ising models.
To be more precise, let g be a Gibbs state for some potential and suppose {Pt: t > 0} is the semigroup of an associated stochastic Ising model. Then {P,: t > 0} determines on L2(g) a Dirichlet form C g. A logarithmic Sobolev inequality is a relation of the form
for some positive ~ (known as the logarithmic Sobolev constant). In this article we discuss some of the implications that (L.S.) has for the ergodic theory of the stochastic Ising model.
In Section2 we discuss ergodic properties from the standpoint of large-deviation thoery. In particular, we introduced and compare rate functions with which one might hope to measure the large deviations of the normalized occupation time functional. The discussion here is quite general and does not rely on our having (L.S.). Even so, we are able to draw the following qualitative conclusion: given any closed set F of nonstationary states, the probability that the normalized occupation time functional up to time T lies in F goes to zero exponentially fast as T--* oo. Obviously, this result is more interesting in cases when one knows that the only stationary measures are Gibbs states. Utilizing the ideas developed here, we reprove here the result that in dimensions one and two this is the case.
Section 3 begins our use of (L.S.). In the first place, we show that a complete large-deviation princple follows from (L.S.). Second, (L.S.) provides us with a way to estimate the size of large deviations. Finally, we provide a condition under which one can prove not only that (L.S.) holds, but also that there is precisely one stationary measure.
In Section 4 we begin by showing that (L.S.) plus uniqueness of g implies that shift-invariant initial states converge to g at an exponential rate at least 2/e. Noting that (L.S.) implies that P,f-ffdg L2(g)~<exp(-2t/e)f-ffdg L2(g) we see that this rate is the same as the one we would predict from spectral considerations.
Because we only know a few very special situations in which (L.S.) holds, we study in Section 5 what can be daid if our Gibbs state is very mixing and a logarithmic Sobolev inequality holds for each finite-dimensional conditional with a logarithmic Sobolev constant that tends to oo at a certain rate as the size of the system grows. We find that the type of convergence proved in Section 4 (under (L.S.) still occurs, only now at a subexponential rate (depending on the behavior of the logarithmic Sobolev constants for the finite-dimensional conditionals). Section 6 is devoted to the application of Section 5 in the case of one-dimensional Ising models. In this case we find that the above convergence rate is exp(-Tt/log t) for some 7 > 0.
It should be noted that although we have restricted ourselves here to Ising models with continuous spins, much of what we do applies to any situation in which the appropriate logarithmic Sobolev inequalities are available. Thus, the results of Sections 5 and 6 apply equally well to most Ising models with compact spin states. However, at the present time, the only interesting examples of models for which (L.S.) holds are continuousspin-state models.
