In Monte Carlo simulations of lattice field theory with a θ term, one confronts the complex weight problem, or the sign problem. This is circumvented by performing the Fourier transform of the topological charge distribution P (Q). This procedure, however, causes flattening phenomenon of the free energy f (θ), which makes study of the phase structure unfeasible. In order to treat this problem, we apply the maximum entropy method (MEM) to a Gaussian form of P (Q), which serves as a good example to test whether the MEM can be applied effectively to the θ term. We study the case with flattening as well as that without flattening. In the latter case, the results of the MEM agree with those obtained from the direct application of the Fourier transform. For the former, the MEM gives a smoother f (θ) than that of the Fourier transform. Among various default models investigated, the images which yield the least error do not show flattening, although some others cannot be excluded given the uncertainty related to statistical error. §1. Introduction
§1. Introduction
It is believed that the θ term could affect the dynamics at low energy and the vacuum structure of QCD, but it is known from experimental evidence that the value of θ is strongly suppressed in Nature. From the theoretical point of view, the reason for this is not clear yet. Hence, it is important to study the properties of QCD with the θ term to clarify the structure of the QCD vacuum. 1) For theories with the θ term, it has been pointed out that rich phase structures could be realized in θ space. For example, the phase structure of the Z(N ) gauge model was investigated using free energy arguments, and it was found that oblique confinement phases could occur. 2) In CP N −1 models, which have several dynamical properties in common with QCD, it has been shown that a first-order phase transition exists at θ = π. 3), 4), 5) Although numerical simulation is one of the most effective tools to study nonperturbative properties of field theories, the introduction of the θ term makes the Boltzmann weight complex. This makes it difficult to perform Monte Carlo (MC) simulations on a Euclidean lattice. This is the complex action problem, or the sign problem. In order to circumvent this problem, the following method is conventionally employed. 6), 7) The partition function Z(θ) can be obtained by Fourier-transforming the topological charge distribution P (Q), which is calculated with a real positive Boltzmann weight:
[dzdz]e −S+iθQ(z,z)
[dzdz]e −S ≡ Q e iθQ P (Q), (1 . 1) where
2)
The measure [dzdz] Q in Eq. (1 . 2) is such that the integral is restricted to configurations of the field z with topological charge Q. Also, S represents the action.
In the study of CP N −1 models, it is known that this algorithm works well for a small lattice volume V and in the strong coupling region. 6), 4), 8), 9) As the volume increases or in the weak coupling region, however, this strategy too suffers from the sign problem for θ ≃ π. The error in P (Q) masks the true values of Z(θ) in the vicinity of θ = π, and this results in a fictitious signal of a phase transition. 10) This is called 'flattening', because the free energy becomes almost flat for θ larger than a certain value. This problem could be remedied by reducing the error in P (Q). This, however, is hopeless, because the amount of data needed to reduce the error to a given level increases exponentially with V . Recently, an alternative method has been proposed to circumvent the sign problem. 11), 12) Our aim in the present paper is to reconsider this problem from the point of view of the maximum entropy method (MEM). 13), 14), 15), 16), 17) The MEM is well known as a powerful tool for so-called ill-posed problems, where the number of parameters to be determined is much larger than the number of data points. It has been applied to a wide range of fields, such as radio astrophysics and condensed matter physics. Recently, spectral functions in lattice field theory have been widely studied by use of the MEM. 17), 18), 19) , 20) In the present paper, we are interested in whether the MEM can be applied effectively to the study of the θ term and to what extent one can improve the flattening phenomenon of the free energy.
The MEM is based upon Bayes' theorem. It derives the most probable parameters by utilizing data sets and our knowledge about these parameters in terms of the probability. The probability distribution, which is called the posterior probability, is given by the product of the likelihood function and the prior probability. The latter is represented by the Shannon-Jaynes entropy, which plays an important role to guarantee the uniqueness of the solution, and the former is given by χ 2 . It should be noted that artificial assumptions are not needed in the calculations, because the determination of a unique solution is carried out according to probability theory. Our task is to determine the image for which the posterior probability is maximized. In practice, however, it is difficult to find a unique solution in the huge configuration space of the image. In order to do so effectively, we employ the singular value decomposition (SVD).
The flattening of the free energy is an inherent phenomenon in the Fourier transformation procedure. It is quite independent of the models used. We choose a Gaussian form of P (Q), which is realized in many cases, such as the strong coupling region of the CP N −1 model and the 2-d U(1) gauge model. Because the Gaussian P (Q) can be analytically Fourier-transformed to Z(θ), it provides a good example to investigate whether the MEM would be effective. For the analysis, we use mock data by adding noise to P (Q) in the cases with and without flattening. The most probable images of the partition function are obtained. The uncertainty of the images is used as an estimate of the error.
Our conclusion is summarized as follows.
1. In the case without flattening, the results of the MEM are consistent with those of the Fourier transformation and thus reproduce the exact results. 2. In the case with flattening, the MEM yields a smoother free energy density than the Fourier transform. Among various default models investigated, some images with the least errors do not exhibit flattening. With regard to the question of which is the best among such images, further consideration of the systematic error is needed to check the robustness of the images.
This paper is organized as follows. In the following section, we give an overview of the origin of flattening. In § 3, we summarize the procedure for the analysis of the MEM. The results obtained by use of the MEM are presented in § 4. A summary is given in § 5. §2. Sign problem and flattening behavior of the free energy
In this section, we briefly review the flattening phenomenon of the free energy density. It is observed when one employs an algorithm in which Z(θ) is calculated through the Fourier transform. In order to obtain Z(θ), we must calculate P (Q) with high precision. Although P (Q) is calculated over a wide range of orders by use of the set method, 21) the error in P (Q) yields error in Z(θ) through the Fourier transform. This effect becomes serious in the large θ region. Here, we use a Gaussian P (Q) for our investigation. The Gaussian P (Q) is not just a toy model, but indeed it is realized in a variety of models, such as the 2-d U(1) gauge model and in the strong coupling limit of CP N −1 models.
We parameterize the Gaussian P (Q) as
where, in the case of the 2-d U(1) gauge model, c is a constant depending on the inverse coupling constant β, and V is the lattice volume. Hereafter, V is regarded as a parameter and varied in the analysis. The constant A is fixed so that Q P (Q) = 1. The distribution P (Q) is analytically transformed by use of the Poisson sum formula into the partition function
To prepare the mock data, we add noise with variance δ × P (Q) to the Gaussian P (Q). In the analysis, we consider sets of data with various values of δ and study the effects of δ. The distribution P (Q) obtained from MC simulations can be decomposed into two parts, a true value and an error:
where P (Q),P (Q) and ∆P (Q) denote the MC data, the true value and the error, respectively. In order to calculate P (Q) efficiently, which ranges over many orders, the set method and the trial function method are conventionally used. In the set method, the range of Q is divided into several sets, each of which consists of several bins. In each set, the topological charge of the configurations is calculated in order to construct the histogram. The trial function method makes the distribution of the histogram almost flat. This is useful for reducing the error in P (Q). Accordingly, the error is computed as 4)
where δP (Q) is almost independent of Q. Because P (Q) is a rapidly decreasing function, so is the statistical error ∆P (Q). Thus, the dominant contribution to ∆P (Q) comes from that at Q = 0, and the partition function Z(θ) has an error ∆P (0) ≈ δP (0)P (0) ≈ δP (0). The free energy density for the MC data is approximately given by 4) wheref (θ) is the true free energy density. The value of e −Vf (θ) decreases rapidly as the volume V and/or θ increase (see Fig. 2 ), and the magnitude of e −Vf (θ) becomes of order of δP (0) at θ ≃ θ f . Therefore f (θ) cannot be calculated precisely, but f (θ) ≃ const. for θ > ∼ θ f . This is the reason for the flattening behavior for V = 50 in the region θ > ∼ θ f ≃ 2.3, as shown in Fig. 2 . A drastic reduction of ∆P (Q) is necessary in order to properly estimate f (θ) for θ > ∼ θ f . In the case of a large volume, however, this is hopeless, because an exponentially increasing amount of data is needed. Therefore, we do need some other way to calculate f (θ). §3. MEM
In this section we briefly explain the concept of the MEM and the necessary procedures for the analysis in order to make this paper self-contained and to define the notation.
MEM based on Bayes' theorem
In an experiment or a numerical simulation, data are always noisy, and the number of sets of data is finite. It is in principle impossible to reconstruct the true image from such data sets. Hence, it is reasonable to determine the most probable image. From Bayes' theorem, the probability that an image f occurs for a given data set {D} is given by
where prob(A) is the probability that an event A occurs and prob(A|B) is the conditional probability that A occurs under the condition that B occurs. Moreover, one can add to Eq. (3 . 1) 'prior information' I about the image f . The information I includes that obtained from theoretical restrictions as well as knowledge based on previous experiments. With I, Eq. (3 . 1) becomes
where prob(A, B) is the joint probability that events A and B occur simultaneously. The probability prob(f |D, I) is called the posterior probability. When the probability prob(D|f , I) is considered as a function of f for fixed data, it is equivalent to the likelihood function, which expresses how data points vary around the 'true value' corresponding to the true image f . The probability prob(f |I) is called the prior probability and represents our state of knowledge about the image f before the experiment is carried out. The most probable image satisfies the condition
Recently, the MEM has been applied to hadronic spectral functions in lattice QCD. 17), 18) In the analysis of the spectral function A(ω), the correlation function D(τ ) is given by
where K(τ, ω) denotes the kernel of the Laplace transform. In lattice theories, the number of data points is, at most, of order of 10 − 10 2 , due to the finite volume, while the number of the degrees of freedom to describe the continuous function A(ω) is in the range O(10 2 ) − O(10 3 ). Considering theories that include the θ term, what we have to deal with is
Comparing this with Eq. (3 . 4), we see the correspondence
that is, the continuous function Z(θ) must be reconstructed from a finite number of data for P (Q), which constitutes an ill-posed problem. Given this situation, what we would like to do in the present paper is to rely on the MEM, employing the formula
The likelihood function prob(P (Q)|Z(θ), I) is given by
where X L is a normalization constant, and χ 2 is defined by
in our case, where P (Z) (Q) is constructed from Z(θ) through Eq. (3 . 5). Here,P (Q) denotes the average of a data set {P (Q)}, i.e., 10) where N d represents the number of sets of data. The matrix C −1 represents the inverse covariance obtained from the data set {P (Q)}. The prior probability prob(Z(θ)|I) is given in terms of the entropy S as
where α is a real positive parameter and X S (α) denotes an α-dependent normalization constant. The choice of the entropy S is somewhat flexible. Conventionally, the Shannon-Jaynes entropy,
is employed, where m(θ) is called the 'default model'. The default model m(θ) must be taken so as to be consistent with prior knowledge. Therefore the posterior probability prob(Z(θ)|P (Q), I, α, m) can be rewritten as
where it is explicitly expressed that α and m are regarded as new prior knowledge in prob(Z(θ)|P (Q), I, α, m).
The information I restricts the regions to be searched in image space and helps us to effectively determine a solution. We impose the criterion (3 . 14) so that prob(Z(θ) ≤ 0|I, m) = 0. In order to obtain the best image of Z(θ), we must find the solution such that the function
is maximized for a given α:
The parameter α plays the role of determining the relative weights of S and 1 2 χ 2 . For α = 0, the solution of Eq. (3 . 16) corresponds to the maximal likelihood, while for α ≫ 1, Z(θ) = m(θ) is realized as a solution. Therefore, care must be taken in the choice of m(θ).
Procedure for the analysis
In the numerical analysis, the continuous function Z(θ) is discretized: Z(θ) → Z(θ n ) ≡ Z n . Therefore, the integral over θ in Eq. (3 . 5) is converted into a finite summation over θ:
where j = 1, 2, · · · , N q . Note that N q < N θ . Here, P j denotes P (Q) at Q = j − 1. Also, we have used the fact that P (Q) and Z(θ) are even functions of Q and θ, respectively. Equation (3 . 12) is also discretized as 18) where m(θ n ) ≡ m n . We employ the following procedure for our analysis. 13), 17)
1. Maximizing W for fixed α:
In order to find the image that maximizes W in the functional space of Z n for a given α, we calculate Eq. (3 . 16). This yields
where C ij is the covariance matrix in Eq. (3 . 9), and 
Since α is an artificial parameter, the final image that we obtain must have no α dependence. The α-independent final image can be calculated by averaging the image Z (α) n with respect to the probability. The expectation value of Z n is given byẐ
where the measure [dZ] ≡ n dZ n / √ Z n is used. 13) Using the laws of the total probability and the conditional probability, we obtain
Further application of the total probability, the conditional probability and Bayes' theorem to prob(α|P (Q), I, m) yieldŝ
where X W is a normalization constant and
Here, the values λ k are eigenvalues of the real symmetric matrix in θ space,
In deriving Eq. (3 . 23), we have assumed that the probability prob(Z n |α, P (Q), I, m) has a sharp peak around Z (α) n , and W (Z (α) ) denotes the value of W for which
n . The derivation of Eq. (3 . 23) is given in Appendix B.
In averaging over α, we determine a range of α so that prob(α|P (Q), I, m) ≥ (3 . 25)
Error estimation:
One of the advantages of the MEM is that it allows us to estimate the error of constructed images. Because the errors in Z n at different points could be correlated, the error estimation should be performed over some range Θ in θ space. This range Θ is determined systematically by analyzing the Hessian matrix in θ space,
The uncertainty of the final output imageẐ n is calculated as 16), 17)
where (δZ
See Appendix B for details.
In the procedure described in this section, the uniqueness of the final image is guaranteed for α = 0. This requires the conditions that the image Z (α) (θ) be positive definite and the kernel (K t ) nj be real. These are indeed satisfied, as shown in Appendix C . §4. Results
In this section, we present the results of the MEM analysis of the data for P (Q). To prepare data for the analysis, we added to P (Q) Gaussian noise generated with the variance δ × P (Q) for each value of Q. This way of adding noise is based on the procedure which was employed to calculate P (Q) in the simulations of the CP N −1 model. 4) This yields error which amounts to almost constant portion of P (Q) for each Q, as mentioned above Eq. (2 . 4). The parameter δ was varied from 1/10 to 1/600, and we present the results for δ = 1/400. A set of data consists of P (Q) along with the errors from Q = 0 to Q = N q − 1. Employing N d such sets of data, we calculated the covariance matrices in Eq. The number of degrees of freedom in θ space, N θ , is larger than that of the topological charge, N q . The number N q was chosen so as to satisfy P (Q) ≥ 10 −30 in the non-flattening case and P (Q) ≥ 10 −11 in the flattening case, and it varies from 3 to 8, depending on V . The covariance matrix appears in Eq. (3 . 9):
where P (l) (Q) denotes the l-th data of the topological charge distribution andP (Q) is the average Eq. (3 . 10). The inverse covariance matrix is calculated with such precision that the product of the covariance matrix and its inverse has off-diagonal elements that are at most O(10 −27 ). The number of the other degrees of freedom, N θ , was varied from 10 to 100, and it was found that the results are stable for 25 < ∼ N θ . In the following results, N θ is set to be 28. Note that in order to reproduce Z(θ), which ranges over many orders, the analysis must be performed with quadruple precision.
MEM analysis of the data without flattening
Before discussing to what extent the flattening behavior of the free energy is remedied, we discuss the case without flattening. It is a non-trivial question whether the MEM is effective in the application considered here.
The data for V ≤ 20 were used in the analysis. For such data, no flattening behavior is observed (see Fig. 2) . For the present, we concentrate on the data for V = 12. For this value of V , two types of default models were employed, the constant default model, m(θ) = 1.0, and the Gaussian one with γ = 0.4 − 1.0.
The maximal image Z (α) (θ) of Z(θ) for a given α was calculated using Eq. In order to determine which Z (α) (θ) is the most probable, we calculated the posterior probability prob(α|P (Q), I, m) in Eq. (3 . 23). The data for prob(α|P (Q), I, m) were fitted by smooth functions and normalized such that Eq. (3 . 25) holds. The results are plotted in Fig. 4 . For both cases, prob(α|P (Q), I, m) has a peak at a small value of α; for m(θ) = 1.0, the peak is located at α ≃ 12.0, while in the Gaussian case it is located at α ≃ 30.0 (γ = 0.6), α ≃ 50.0 (γ = 0.8) and α ≃ 120.0 (γ = 1.0). Because the functions Z (α) (θ) do not depend on α in the region around the peak, the integrals we must evaluate to obtain the averaged imageẐ(θ) in Eq. (3 . 23) are trivially simple, and the functionsẐ(θ) are approximately in agreement with the exact one.
For V = 8 and 20, similar analyses were carried out. We find that the characteristics of Z (α) (θ) and prob(α|P (Q), I, m) stated above, namely, that Z (α) (θ) is almost independent of α for not so large values (α < ∼ 1000) and prob(α|P (Q), I, m) has a peak at a small value of α, are also observed for V = 8 and 20. Therefore, we obtain the same results forẐ(θ). More generally, in the non-flattening case, where the Fourier transform works well, the fact that the image obtained using the MEM is consistent with the result of the Fourier transform can be understood by carefully considering the equations used in the SVD. This is investigated analytically in Appendix D.
The detailed procedure for estimating the error δẐ(θ) is discussed in the next subsection, and its results are given at the end.
MEM analysis of the data with flattening
Let us now turn to the case with flattening. Unlike the case without flattening, in this case the images of Z(θ) display behavior that differs greatly from those of the Fourier transform. We fix the volume to V = 50 for the time being. Figure 5 displays Z (α) (θ) calculated with m(θ) given by the constant 1.0 and the Gaussian form with γ = 6, which are images determined by maximizing Eq. (3 . 15) for each α. For each of the defaults, the maximal images are free from flattening, and at least for a certain value of α, there exists a Z (α) (θ) which is in reasonable agreement with the exact one, Z pois (θ). This also holds in the case that m(θ) is Gaussian with γ = 4, 5 and 7, although the value of α for which we find the best agreement with Z pois (θ) depends on γ. In the case of m strg (θ), however, we find no agreement, even when α is varied from O(1) to O(10 6 ).
The posterior probability prob(α|P (Q), I, m) was calculated with Eq. (B . 4) appearing in Eq. (3 . 23). Figure 6 displays the behavior of W (Z (α) ) and Λ(α) for various m(θ). We find that as α increases, W (Z (α) ) decreases almost linearly, depending strongly on m(θ), while Λ(α) increases with rather weak α dependence. The sum of W (Z (α) ) and Λ(α) gives prob(α|P (Q), I, m), and the balance between the two determines the location of the peak of prob(α|P (Q), I, m), if it exists. This is shown B B B B B B B B B B B B B B B B B B B B B B B B B B B B III III III III III III III III III III III III III I I I I I I  A  A  A  A  A  A  A  A in Fig. 7 .
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The averaged imageẐ(θ) was calculated using Eq. (3 . 23). Integrating over α, the data for prob(α|P (Q), I, m) were fitted by a smooth function. Then, the fitting function was normalized. Figure 8 displaysẐ(θ) for various m(θ). In the case of a Gaussian m(θ), the parameter γ is varied from 4 to 8. We find reasonably good agreement between the functionẐ(θ) for γ = 5 and 6. This is due to the fact that for these cases, the best value of α for Z (α) (θ) is approximately equal to the location of the peak of prob(α|P (Q), I, m); for γ = 6 the two values are nearly equal(≈ 2000), while for γ = 5 they differ slightly (≈ 1000 for the former and ≈ 650 for the latter). In other words, these images could occur with high probability. In the m(θ) = 1.0 Table I .Ẑ(θ) and error at θ = 3.07 for the various default models depicted in Fig. 8 Gauss γ = 4 2.29×10 −9
7.4×10
−8
Gauss γ = 5 8.99×10
1.9×10 −7
Gauss γ = 6 3.38×10 −7
1.7×10
case, although the best image is in good agreement with Z pois (θ) for α = 300, as shown in Fig. 5 , the peak of prob(α|P (Q), I) is located in the region where α < 40.0. This large difference in α leads to a large deviation ofẐ(θ) from the correct one, Z pois (θ). Similarly, for m strg (θ), the image Z (α) (θ) in agreement with Z pois (θ) occurs with a very low probability, and consequentlyẐ(θ) deviates greatly from Z pois (θ). This is obvious, because Z (α) (θ) never agrees with Z pois (θ) for α = O(1) to O(10 6 ). (Note that the errors are not included in the figure. )
One of the advantages of the MEM analysis is that it allows estimation of the error according to the probability that the images are realized. In fact, the obtained images are meaningless unless their errors are evaluated. We use the formula Eq. (3 . 28) for the error estimates. The error δẐ(θ n ) ofẐ(θ n ) is estimated by integrating θ in Eq. (3 . 28) over the range Θ = θ n−b/2 and θ n+b/2 , where θ m is the abscissa in the Gauss-Legendre N -point (N =100) quadrature formula for the range 0 ≤ θ ≤ π. Figure 9 displays typical behavior of the error as a function of the block size at θ = 3.07 for Gaussian m(θ) with γ = 5.5, where the block size is defined by b + 1. In order to show how large the errors ofẐ(θ) in Fig. 8 are in the region near 1.0E-11
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1.0E-1 Among the default models we have investigated, it turns out that the errors for the Gaussian form with γ = 5.5 are the smallest. Figure 10 plots the partition function with the estimated errors for the Gaussian default model with γ = 5.5. The result is consistent with Z pois (θ) and does not exhibit flattening. For the other default models, m(θ) = 1.0 and m strg (θ), it is found that the errors are too large to obtain reasonable imagesẐ(θ). We applied the same procedure to the data for other volumes. Table II giveŝ Z(θ) and δẐ(θ) at θ = 2.30 and 3.07 for various volumes and default models. Each of the two values of θ was chosen as a reference, where the latter is close to π and the former is near θ f . The default models listed in Table II give almost minimal errors among the defaults we have investigated for each volume. These were used to calculate the free energy density plotted in Fig. 11 . We find by comparing Fig. 2 that the flattening behavior is no longer observed. §5. Summary
We have considered lattice field theory with a θ term. When studied numerically, this theory suffers from the complex Boltzmann weight problem, or the sign problem.
As an attempt at an approach that differs from the conventional procedure, which employs the numerical Fourier transform of P (Q), we have applied the MEM in order to reconstruct the partition function Z(θ). In the MEM analysis, the image of Z(θ) is calculated probabilistically, and the error is estimated as the uncertainty of the image. We have employed the Gaussian P (Q) as a test, because its Fourier transform can be computed analytically. We found that for the data without flattening, the results of the MEM analysis are consistent with those of the Fourier transform, while for those with flattening, the MEM reproduces reasonable images that exhibit no flattening by reducing the error contained in the data of P (Q) (δ ≈ 1/400).
Comments are in order. 1. During the analysis, the condition Z(θ) > 0 in Eq. (3 . 14) was imposed as prior this choice is the magnitude of the errors of the averaged image, which are determined according to the probability. We have investigated various default models and found that γ = 3.4 for V = 30 and γ = 5.5 for V = 50 are the best among those which we have investigated in the flattening case. The purpose of the present paper is to check the feasibility of the application of the MEM to the case with the θ term, and therefore we did not consider a large number of Gaussian defaults with different values of γ. There might be some better default models than those we have investigated here. 3. The final image Z(θ) depends on δ, which controls the magnitude of the error of the mock data P (Q). The parameter δ directly affects the covariance matrix and indirectly influences the error δẐ(θ) of the image, which is the uncertainty of the image. Although we employed the least uncertainty as a criterion, it is still unclear to what extent the obtained best image is close to the true one; i.e., there is a systematic error inẐ(θ), not reflected in δẐ(θ). This is related to the freedom that we have in choosing the default model. Various default models may be allowed within the uncertainty related to δ. To check this point we may as well use the mock data that causes true flattening behavior of the free energy and study the interference of such an effect with the data used in the present study. This will be studied in a forthcoming paper. Furthermore, some objective analysis of the parameter inference is needed with regard to the regularization of the unfolding problem. 22) 4. As the volume increases, the flattening problem becomes more severe, and higher precision of the computations becomes necessary. This is because a more precise calculation is required to obtain the inverse of the covariance matrix of P (Q) as the volume increases. In the case V = 8, for example, the Newton method with double precision is sufficient. For V = 50, however, we need quadruple precision. 5. Because the flattening behavior is inherent in the Fourier procedure, no matter what model one treats, we have used the Gaussian P (Q) as a first attempt. The next step is to apply the MEM to more realistic models, such as the CP N −1 model and QCD, and to investigate its feasibility for them. The MEM analysis might also be applicable to some other models with the sign problem. It may be worthwhile to study whether it is effective for treating theories such as lattice field theory with a finite density.
positive semi-definite, are called the 'singular values' of K t . They could be arranged by appropriate permutations such that
Following Bryan, 13) the first N s column vectors of U = (u 1 , u 2 , · · · , u Nq ) construct a basis in 'singular space', which is a subspace of the N θ -dimensional space whose basis is {u 1 , u 2 , · · · , u Ns }, with u i = (u 1i .u 2i , · · · , u N θ i ) t . One can then place the vector a in singular space
Substituting Eqs. (A . 3) and (A . 5) into Eq. (A . 1), we find
Use of U t U = 1 then yields
To solve λ i , the Newton method is employed. For each iteration, an increment δλ is given by . 8) or in the matrix notation,
where λ and δP are N q -dimensional vectors, and X and Y are N s × N s and N s × N q matrices, respectively:
We then need to calculate the inverse matrix of X to obtain δλ. Note that N s = N q holds for all the cases we have considered in the present paper.
In the second line, the definition of the conditional probability was used. Substituting Eq. (B . 1) into Eq. (3 . 21), we obtain
where we have assumed that the probability prob(Z n |α, P (Q), I, m) has a sharp peak around Z (α)
n . Utilizing Bayes' theorem, the law of the total probability, and the definition of the conditional probability, the probability prob(α|P (Q), I, m) can be rewritten as
where Eq. (3 . 13) has been used and irrelevant factors, such as prob(P (Q)|I, m), have been ignored. Expanding W (Z) around {Z (α) } up to second order, we can perform the Gaussian integration over configurations of {Z}:
where δZ n ≡ Z n − Z 
2. Equation (3 . 28) is derived as follows. The uncertainty of the final output imageẐ n is calculated as follows: 16), 17)
Using [dZ] prob(Z m |P (Q), I, m, α) ≡ 1 and inserting Eq. (3 . 13), we obtain (δZ
When e W (Z) is expanded around {Z (α) } up to second order, and the integral over Z n is performed, Eq. (3 . 28) is derived as (δZ
(B . 9)
Appendix C Uniqueness of the Maximum of W Following Asakawa et. al., 17) let us check that a unique maximum of W exists for α = 0 (> 0). In our case, the kernel is given by that of the Fourier transform. The curvature of W is given by
Introducing any N θ -dimensional real vector y( = 0), let us calculate Therefore, the entropy term is essential to the uniqueness of the maximum.
Appendix D Comparison with the Fourier Method
In the case of no flattening, we show that the analysis in the Newton method leads to the same result as that obtained using the Fourier method. This holds for α = 0 and α = 0 (but only small α > 0). Note that in the Fourier method,
is successfully inverted in the case without flattening. This is because P (Q) is a rapidly decreasing function, and Z(θ), which is given by the Fourier transform, is smooth enough that the contribution from higher Q can be ignored. Thus, one obtains a unique solution for λ i (i = 1, . . . , N q ) for a given default m n . This turns out to give a Z n that is equivalent to that found in the Fourier method. which is the same as Eq. (D . 6). Therefore we obtain a unique solution in this case too.
We thus find that for α = 0 and/or for small values of α, the Newton method leads to the same result Z (α) n as that obtained using the Fourier method. Moreover, if the probability prob(α|P (Q), I, m) dominates for α ≈ 0, then the averaged imageẐ n is also in good agreement with that obtained from the Fourier method. Actually, this is true for the cases without flattening, as discussed in § 4. Start your paper from here.
