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A PHASE FIELD MODEL FOR THE OPTIMIZATION OF THE WILLMORE
ENERGY IN THE CLASS OF CONNECTED SURFACES
PATRICK W. DONDL, LUCA MUGNAI, AND MATTHIAS RO¨GER
Abstract. We consider the problem of minimizing the Willmore energy connected surfaces
with prescribed surface area which are confined to a finite container. To this end, we approx-
imate the surface by a phase field function u taking values close to +1 on the inside of the
surface and −1 on its outside. The confinement of the surface is now simply given by the do-
main of definition of u. A diffuse interface approximation for the area functional, as well as for
the Willmore energy are well known. We address the topological constraint of connectedness
by a nested minimization of two phase fields, the second one being used to identify connected
components of the surface. In this article, we provide a proof of Gamma-convergence of our
model to the sharp interface limit.
1. Introduction
In many applications structures can be described as (local) minimizer of suitable bending ener-
gies. The most prominent example is the variational characterization of shapes of biomembranes
by the use of Helfrich-type functionals of the form
EH(Σ) =
∫
Σ
k1(H −H0)2 dH2 +
∫
Σ
k2K dH2,
where Σ denotes a surface in R3, H and K its mean and Gaussian curvature, and where the
bending moduli k1, k2 and the spontaneous curvature H0 are in the simplest case constant.
Under given constraints on enclosed volume and surface area minimizers in the class of sphere-
type surfaces agree well with typical shapes of biological cells. In the case of zero spontaneous
curvature and if the Gaussian curvature term is neglected, EH reduces to the well-knownWillmore
functional.
Whereas the restriction to topological spheres is natural in many applications it is sometimes
more reasonable to consider the class of orientable connected surfaces of arbitrary genus instead.
For example the inner membrane of mitochondria cells shields the inside matrix from the outside
but shows – in contrast to old textbook illustrations – a lot of of handle-like junctions [15] and
therefore represents a higher genus surface. In this example another natural constraint comes
into play, given by the confinement of the inner membrane to a ‘container’ that is given by the
outer membrane of the mitochondria.
This motivates to consider the following variational problem:
Minimize EH in the class of all compact, connected, orientable surfaces without bound-
ary that are embedded in Ω ⊂ R3 and have prescribed surface area S.
Such optimization problems for curvature energies are in general difficult and only a few rigorous
results are available. Simon [19] proves the existence of minimizers for the Willmore energy
for tori in R3. This result was extended to surfaces with arbitrary prescribed genus [3] and to
surfaces of sphere-type with prescribed isoperimetric ratio [18].
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Instead of solving the problem in its original formulation we here propose an approximation
by a phase field type energy. Such a formulation is very well suited for numerical investigations
and has been used extensively in similar problems (e.g. [10, 11, 13, 7, 8]). In such an approach
the confinement condition is easily imposed and approximations of the Willmore and Helfrich
energy are well-known. The key challenge is therefore to appropriately translate the condition
that the surfaces (in the ‘sharp interface formulation’) should be connected. We take care of this
constraint by a nested minimization, one that is able to detect if multiple separated components
of the boundary exist.
Our approach builds on an previous article by the authors where we have considered the
confined Willmore minimization under a topological constraint in two dimensions[9]. A similar
idea of a nested minimization was already proposed in that paper. However, the approach
presented here is easier to implement and can be applied in the physically relevant case of three
dimensions. An interesting, related approach is presented in [1], where the authors propose using
a logarithmic barrier method in a level set approach in order to prevent topological changes. A
method of tracking topological changes was introduced in [12], where the authors introduce a
diffuse analogue to the Euler number and consider its change with time. This approach could
be fruitfully combined with ours in order to study the topological transitions of connected and
constrained surfaces undergoing a gradient flow with respect to the Willmore energy.
2. The sharp interface minimization problem
Consider n = 2 or n = 3 and let Ω ⊂ Rn be a given open bounded set with smooth boundary.
Denote by M the set of all compact, connected, orientable C2 surfaces without boundary that
are embedded in Ω and have prescribed surface area S, where S > 0 is a given constant. We
associate to Σ ∈ M the enclosed inner region UΣ ⊂ Rn and denote by H the mean curvature
vector of Σ.
In the following we will consider the Willmore energy
W(Σ) :=
∫
Σ
|H |2 dHn−1,
which is a special case of the general Helfrich-type energy EH . Our interest is in the minimization
of the Willmore energy in the classM. Optimal structures, i.e. limit points (in a suitable sense)
of minimizing sequences, can be expected to have touching points with the boundary ∂Ω of
the container or points of self-contact. Therefore such structures are not necessarily embedded
surfaces and do in general not belong to M. The following proposition gives some information
about limit points of sequences in M that are uniformly bounded in Willmore energy.
Proposition 1. Consider a sequence (Σk)k∈N in M, let Ek be the associated inner sets, and
assume
sup
k∈N
W(Σk) < ∞.
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Then there exists a subsequence k →∞, a set E ⊂ Ω¯, and a Radon measure µ on Rn such that
XEk → XE in L1(Rn), (1)
Hn−1⌊Σk → µ as varifolds, (2)
XE ∈ BV (Rn),
µ(Rn) = S,
µ ≥ |∇XE |,
µ is an (n− 1)-dimensional integral varifold
with weak mean curvature ~H ∈ L2(µ) and multiplicity θ(µ, ·).
Moreover we have ∫
| ~H |2 dµ ≤ lim inf
k→∞
W(Σk).
We define M0 to be the class of all pairs (E, µ) of sets in E ⊂ Ω and Radon measures µ on Rn
such that there exists a sequence (Σk)k∈N in M with (1), (2).
Proof. The conclusions follow from the BV-compactness Theorem and Allard’s compactness
Theorem. 
Below we will prove the existence of a recovery sequence of diffuse approximations for the
smaller class of limit structures that can be approximated in energy, more precisely the class
M1 of all pairs (E, µ) ∈M0 such that there exists a sequence (Σk)k∈N in M with (1)-(2) and
W(µ) :=
∫
| ~H |2 dµ = lim
k→∞
W(Σk).
In space dimension n = 2 the classes M0 and M1 in fact coincide, see [9, Proposition 2.2].
Whether such a property also holds in three space dimensions (at least for limits of minimizing
sequences) is at present an open question, that we do not address here.
3. Diffuse interface approximation and main results
In this section we formulate the phase field approximation of our minimization problem and
introduce our main results. In the following we consider n ∈ {2, 3} and an open, bounded set
Ω ⊂ Rn with smooth boundary that represents the confinement condition. We are interested in
an approximation of our minimization problem in the class of smooth phase fields u : Rn → R
that satisfy a boundary condition
u = −1 on Rn \ Ω (3)
(alternatively one could prescribe clamped boundary conditions on ∂Ω). For ε > 0 we choose as
an approximation of the area functional the well-known Modica-Mortola functional
Sε(u) := 1
c0
∫
Ω
(ε
2
|∇u|2 + 1
ε
W (u)
)
dx,
where W is a suitable double well potential that we here chose as W (r) = 14 (1 − r2)2 with the
scaling factor c0 :=
∫ 1
−1
√
2W (s) ds fixed such that Sε Gamma-converges for ε → 0 to the area
functional, see [16]. To a phase field u we associate the diffuse interface measures
µε :=
1
c0
(ε
2
|∇uε|2 + 1
ε
W (uε)
)
dx
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We will restrict ourselves in the following to the Willmore functional as the relevant bending
energy and consider the following diffuse analogue
Wε(u) := 1
c0
∫
Ω
1
ε
(
ε∆u− 1
ε
W ′(u)
)2
dx.
In space dimensions n = 2, 3 the energy Wε Gamma-converges at regular limit points to the
Willmore energy [4, 17].
To detect if multiple connected components are present we define for given u ∈ W 2,2(Ω) a
functional Au,ε :W 1,2(Ω) → R,
Au,ε(ϕ) :=
∣∣∣∣∫
Ω
1
ε
W˜ (u)ϕdx
∣∣∣∣+ ∫
Ω
(
9
ε
3
2
W˜ (λu) + ε
)
W (ϕ) dx +
∫
Ω
(
8
ε
3
2
W˜ (λu) + ε
)
|∇ϕ|2 dx.(4)
Here the function W˜ ∈ C∞c (R) and λ are chosen such that
W˜ (s) =

1 if |s| ≤ 1− λ
0 if |s| > λ−1(1− λ)
monotone otherwise
for 0 < λ < 1 sufficiently small∗ and λ < 1 such that λ
−1
(1 − λ) < 1. Note that the constants
above have been chosen for notational convenience – the important aspect in the functional above
is the scaling relationship between the individual terms.
The idea is to penalize the difference between the infimum of Au,ε and the value of Au,ε for
ϕ = 1. The reasoning behind is that if two isolated components are given, then one could choose
ϕ = 1 and ϕ = −1 in suitable neighborhoods of the components, achieving a smaller value than
for the choice ϕ = 1. In contrast, if the diffuse interface only consists of one component any gain
achieved in the first term of Au,ε will be expensive by the combination of the second and third
term in (4). Finally the additional ε-term in the penalization of the gradient ensures that Au,ε
is coercive in W 1,2(Ω), which is convenient for numerical implementation.
Putting together all contributions we finally obtain the total energy functional. Let S > 0 be
fixed, take ε > 0 and 0 < σ < 1. We then define for u ∈W 2,2(Ω)
Eε(u) :=Wε(u) + 1
ε1−σ
(Sε(u)− S)2+
+
1
ε1/2−σ/2
(
inf
ϕ∈W 1,2(Ω)
Au,ε(ϕ)−
∫
Ω
1
ε
W˜ (u)
)2
.
We then consider the minimization of Eε(u) for u ∈ W 2,2(Ω) subject to the boundary condi-
tions (3).
From a practical point of view, the two-field minimization problem of course yields some
difficulties for implementation. It is necessary that an absolute minimizer ϕ for the non-convex
functional Au,ε is found—and, at least for some configurations, we expect a non-separating ϕ to
still be a local minimizer. One possible way of overcoming such a problem could be by a method
similar to the one introduced by [6] (who are also dealing with a model incoroporating two-phase
fields). In our case, we would add a growing coefficient in front of the first term of Au,ε until
the uniform (i.e., non-separating) ϕ loses stability as a minimizer and then use the resulting ϕ
as a starting point to find the minimizer for the original Au,ε. An implementation is work in
progress.
The main contribution of this paper is the justification of the approximation property in form
of a Gamma convergence result for Eε. The major difficulty thereby is the treatment of the Au,ε
term.
∗As shown in the proof of Theorem 4, a possible choice for λ is 1
61
.
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We first show that the respective functionals admit minimizers.
Proposition 2. The functional Au,ε admits, for any u ∈ W 2,2(Ω), a minimizer in W 1,2(Ω).
The functional Eε admits a minimizer in the class of functions W 2,2(Ω) subject to boundary
condition (3).
Proof. For fixed u ∈ W 2,2(Ω), the direct method of the calculus of variations yields existence of
a minimizer for the functional Au,ε. We claim that the function
A : C0 → R
u 7→ inf
ϕ∈W 1,2(Ω)
Au,ε(ϕ)
is continuous. In oder to see this, consider u1, u2 ∈ W 2,2 ⊂ C0 and assume without loss of
generality that infϕ∈W 1,2(Ω)Au1,ε(ϕ) ≤ infϕ∈W 1,2(Ω)Au2,ε(ϕ). Denote by ϕ1 the minimizer of
Au1,ε. Plugging ϕ1 into Au2,ε yields
Au2,ε(ϕ1) ≤ inf
ϕ∈W 1,2(Ω)
Au1,ε(ϕ) + C(ε,Ω)||u1 − u2||∞
(||ϕ1||L1 + ||W (ϕ1)||L1 + |||∇(ϕ1)|2||L1) .
Noting that all the L1-norms on the right hand side are bounded uniformly for any minimizer
ϕ1 of Au1,ε regardless of u1† by a constant depending also only on ε and Ω, continuity, in fact
even Lipschitz continuity follows.
Using again the direct method of the calculus of variations for the functional Eε we see that
a subsequence of a minimizing sequence converges weakly in W 2,2, thus one can extract another
subsequence which strongly converges in C0,α for some α > 0. This (together with another
compact embedding in W 1,p for p < 6) ensures lower semicontinuity of all lower order terms in
the functional. 
Our main results are a lower and upper bound for the above diffuse approximations of our
minimization problem.
Theorem 3 (Upper bound). Let an arbitrary (E, µ) ∈M1 be given and set u := 2χE−1. Then
there exists a sequence of smooth phase fields uε : R
n → R with (3) such that
uε → u in L1(Rn),
µε → µ as Radon measures
and such that
lim
ε→0
Eε(uε) = W(µ).
Theorem 4 (Lower bound). Consider a sequence (uε)ε>0 of phase fields uε : R
n → R with (3)
and
lim inf
ε→0
Eε(uε) < ∞, (5)
uε → u in L1(Rn), (6)
µε → µ as Radon measures (7)
†To see this, compare with ϕ ≡ 0 as a test function to get a uniform upper bound for infϕ∈W1,2(Ω)Au1,ε(ϕ).
This yields a bound for ||εW (ϕ||L1 and ||ε∇ϕ||L1 . A bound for ||ϕ||L1 follow immediately.
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for a function u ∈ L1(Rn) and a Radon measure µ on Rn. Then the following properties hold.
There exists a set E ⊂ Ω of finite perimeter with u = 2XE − 1, (8)
µ(Rn) = S, (9)
µ ≥ |∇u|, (10)
µ is an (n− 1)-dimensional integral varifold
with weak mean curvature ~H ∈ L2(µ) and multiplicity θ(µ, ·). (11)
Finally, µ represents a connected structure in the sense that there are no two open sets Ω1,Ω2 ⊂
R
n with disjoint closure such that
µ(Ωi) > 0 (i = 1, 2) and µ
(
R
n \ (Ω1 ∪ Ω2)
)
= 0
and we have the lower estimate
W(µ) ≤ lim inf
ε→0
Eε(uε). (12)
We remark that also the corresponding compactness property holds: For an arbitrary sequence
(uε)ε>0 of smooth phase fields with lim infε→0 Eε(uε) < ∞ there exist a subsequence ε → 0,
u ∈ L1(Rn), and a Radon measure µ on Rn with (6), (7).
4. Construction of a recovery Sequence.
In this section, we show that, given u = 2χE − 1 for (E, µ) ∈ M1 as in the statement of
Theorem 3, there exists a sequence uε → u in L1, |∇u| → µ as a Radon measure such that
lim supε→0 Eε(uε) ≤ W(µ). Note that we can, in view of the definition of M1, assume ∂E to be
embedded and C2, and µ = |∇χE |. A diagonal sequence approach will yield the desired result
otherwise. We approximate u by a common optimal profile construction uε, given as follows.
Since ∂E is now an embedded C2 surface, there exists δ > 0 such that the signed distance func-
tion d := sdist(·, ∂E) (taken positive on the inside of E) is of class C2 on {x ∈ Ω : dist(x, ∂E) ≤
δ}. As in [9] we follow the standard construction and consider the optimal one-dimensional
profile q : R→ (−1, 1),
−q′′ +W ′(q) = 0,
q(−∞) = −1, q(+∞) = 1, q(0) = 0
and note that
q′(r) =
√
2W (q(r))
holds for all r > 0. Next fix a smooth symmetric cut-off function η ∈ C∞(R),
0 ≤ η ≤ 1, η(r) = 1 for r ∈ [−1, 1], η(r) = 0 for |r| ≥ 2, η′ ≤ 0.
For δ > 0 as above we then define
qε(r) := η
(2r
δ
)
q
(r
ε
)
+ sgn(r)
(
1− η(2r
δ
))
and claim that
uε(x) := qε(d(x)). (13)
defines a suitable recovery sequence (uε)ε>0.
The choice of uε(x) immediately ensures convergence of the Willmore energy Wε, see for
example [5, 4]. It remains to show that the additional terms in Eε(uε) vanish in the limit ε→ 0.
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With this aim we consider the following parametrization of the δ-strip around ∂E
ψ : ∂E × (−δ, δ) → Ω, ψ(z, t) = z + tν(z),
where ν denotes the inner unit normal of E. By the choice of δ we find that ψ is injective and
continuously differentiable. Its Jacobi-determinant can be estimated by
|detJψ(z, t)− 1| ≤ Ct (14)
with a constant C depending only on the second fundamental form of ∂E. We now calculate,
assuming r := ε1−σ/2 < δ/2,
c0Sε(uε) =
∫
∂E
∫ δ
−δ
(ε
2
q′ε(t)
2 +
1
ε
W (qε(t))
)
detJψ(z, t) dt dHn−1(z)
=
∫
∂E
∫ r
−r
1
ε
(1
2
q′(t/ε)2 +W (q(t/ε))
)
detJψ(z, t) dt dHn−1(z)
+
∫
∂E
∫
{r<|t|<δ}
(ε
2
q′ε(t)
2 +
1
ε
W (qε(t))
)
detJψ(z, t) dt dHn−1(z).
The second term vanishes faster than any power of ε (see [9]), and so does∣∣∣∣∫
∂E
∫ r
−r
1
ε
(1
2
q′(t/ε)2 +W (q(t/ε))
)
dt dHn−1(z)− c0S
∣∣∣∣ .
Using (14) for the first term we deduce∣∣∣ ∫
∂E
∫ r
−r
1
ε
(1
2
q′(t/ε)2 +W (q(t/ε))
)
detJψ(z, t) dt dHn−1(z)
−
∫
∂E
∫ r
−r
1
ε
(1
2
q′(t/ε)2 +W (q(t/ε))
)
dt dHn−1(z)
∣∣∣
≤
∫
∂E
∫ r
−r
1
ε
(1
2
q′(t/ε)2 +W (q(t/ε))
)
C|t| dt dHn−1(z)
≤ rC
∫
∂E
dHn−1(z) ≤ Cε1−σ/2,
which implies
|Sε(uε)− S| ≤ C ε1−σ/2.
This shows that the surface area-penalty term, the second term in the energy Eε, vanishes for
ε→ 0.
We now turn our attention to the third term. The choice ϕ ≡ +1 as a test function shows
immediately that
inf
ϕ∈W 1,2(Ω)
Auε,ε(ϕ) ≤
∫
Ω
1
ε
W˜ (uε). (15)
We now switch to a modified functional in ϕ, where we only allow the argument to take the
values ±1, making it easier to prove a lower bound on the infimum. We will afterwards estimate
the original functional by the modified one from below. Furthermore, we restrict our attention
to the neighborhood of the transition layer where W˜ (uε) > 0. Note that
{x ∈ Ω : W˜ (uε(x)) > 0} = {x ∈ Rn : dist(x, ∂E) < r(ε)},
where r(ε) := εq−1(1− λ), that is r(ε) = εr(1).
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and define
Ur := {x ∈ Rn : dist(x, ∂E) < r}, (16)
in particular, {W˜ (uε) > 0} = Ur(ε). Let now A˜uε,ε : BV (Ur(ε); {−1,+1})→ R be defined by
A˜u,ε(ϕ) =
∣∣∣∣∣
∫
Ur(ε)
1
ε
W˜ (u)ϕdx
∣∣∣∣∣+
∫
Ur(ε)
1
ε
3
2
W˜ (λu) d|∇ϕ| .
Note that for ϕ ≡ 1 or ϕ ≡ −1 the modified functional agrees with the original one.
We thus first need to prove the following estimate on the modified functional, stating that for
sufficiently small ε, the minimizer is trivial.
Proposition 5. There exists ε0 := ε0(n, S, ∂E) such that for every ε < ε0 we have
inf
ϕ∈BV (Ur(ε); {−1,+1})
A˜uε,ε(ϕ) = A˜uε,ε(1) = c˜0S +O(ε
2), (17)
for a c˜0 > 0 independent of ε.
In order to prove Proposition 5 we need the following Poincare´-type estimate, which will be
used to link the gain in the first term of the functional achieved by having ϕ switch signs to a
loss in the second term.
Lemma 6. Let E ⊂ Rn be open and such that ∂E is a connected, compact C2 hypersurface.
For fixed 0 < δ < 1/2κ, where κ := max{∑n−1i=1 |κi(z)| : z ∈ ∂E}, with principle curvatures κi,
consider, for r ∈ (0, δ),
Ur := {x ∈ Rn : dist(x, ∂E) < r}
as above. There exists C := C(n, ∂E) such that for every r ∈ (0, δ) and every A ⊂ Rn with
χA ∈ BVloc(Rn), we have
min
{‖χA‖L1(Ur), ‖1− χA‖L1(Ur)} ≤ (δr
) 1
n−1
C
(∫
Ur
d|∇χA|
)n/n−1
.
Proof. Denote by:
• sdist(·, ∂E) the signed distance from ∂E positive inside E;
• Π∂E the projection on ∂E;
• ν(·) the unit outward normal to ∂E,
• {τi(·)}n−1i=1 an ortho-normal basis for the tangent space of ∂E made of principle directions.
By the smoothness assumption on ∂E and by the choice of δ, for every r ∈ (0, δ) the map
Φr : Uδ → Ur, Φr(x) = Π∂E(x) − r
δ
sdist(x, ∂E)ν(Π∂E(x)),
is C1. Moreover we have [14, Chapter 14.6]
DΦr(x)
[
ν(Π∂E(x))] =
r
δ
ν(Π∂E(x)),
DΦr(x)
[
τi(Π∂E(x))
]
=
(
1− r
δ
sdist(x, ∂E)κi(Π∂E(x))
)
τi(Π∂E(x)).
Since {ν(Π∂E(x)), τ1(Π∂E(x)), . . . , τn−1(Π∂E(x))} form an ortho-normal basis of Rn, and since
by the choice of δ and x ∈ Uδ we have 12 < 1 − rδ sdist(x, ∂E)κi(Π∂E(x)) < 32 , we can conclude
that
r
δ
31−n < detDΦr(x) <
r
δ
3n−1,
r
δ
32−n < Jn−1Φr(x), (18)
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where Jn−1 is the n − 1-dimenstional Jacobian with respect to ∂E. Next choose an arbitrary
A ⊂ Rn such that χA ∈ BVloc(Rn). Without loss of generality we may assume that
‖χA‖L1(Ur) ≤ ‖1− χA‖L1(Ur).
By the two inequalities above and the area formula we get
‖χA‖L1(Ur) =
∫
Φ−1r (A)∩Uδ
detDΦr dx ≤ 3n−1 δ
r
‖χΦ−1r (A)‖L1(Uδ),
|∇χA|(Ur) ≥ δ
r
32−n|∇χΦ−1r (A)|(Uδ).
Moreover by the Poincare´-Wirtinger inequality (see for example [2] in the proof of Lemma 10.3.2.)
we can find C′ := C′(δ, ∂E, n) > 0 such that, for every A˜ ⊂ Rn with χA˜ ∈ BVloc(Rn), we have
‖χA˜‖L1(Uδ) ≤ 2
∥∥∥∥χA˜ − 1L(Uδ)
∫
Uδ
χA˜
∥∥∥∥
L1(Uδ)
≤ C′
(∫
Uδ
d|∇χA˜|
)n/n−1
.
Hence
‖χA‖L1(Ur) ≤3n−1
δ
r
‖χΦ−1r (A)‖L1(Uδ) ≤ 3n−1
δ
r
C′
(|∇χΦ−1r (A)|(Uδ))n/n−1
≤3n−1 δ
r
(r
δ
3n−2
)n/n−1
C′
(|∇χA|(Ur))n/n−1.

We need another Lemma.
Lemma 7. Let uε : Ω → R, ε > 0 be the family of functions defined in (13) and Ur(ε) as
in (16). Then there exists a constant C > 0 that only depends on E, q, W˜ , such that for all
ϕ ∈ L1(Ur(ε); {−1, 1}) with ∫
Ur(ε)
W˜ (uε)ϕdx ≥ 0 (19)
the estimate ∣∣{ϕ < 0} ∩ Ur(ε)∣∣ ≤ C ∣∣{ϕ > 0} ∩ Ur(ε)∣∣
holds.
Proof. Using the transformation Φr from Lemma 6 with r = r(ε) = εr(1) we obtain from (19)
0 ≤
∫
Ur(ε)
W˜ (uε)ϕdx =
∫
Ur(ε)
W (q(
d
ε
))ϕdx
=
∫
Uδ
W˜ (q(
r(1)d
δ
))ϕ ◦ Φr detDΦr
≤ εr(1)
δ
∫
Uδ
W˜ (q(
r(1)d
δ
))ϕ˜ dx,
where we have used (18) and where we have defined ϕ˜ := −31−nX{ϕ◦Φr<0} + 3n−1X{ϕ◦Φr>0}.
Clearly we have {ϕ˜ > 0} = {ϕ ◦ Φr > 0} and {ϕ˜ < 0} = {ϕ ◦ Φr < 0}. Using once more the
transformation formula and (18) we deduce∣∣{ϕ < 0} ∩ {W˜ (uε) > 0}∣∣∣∣{ϕ > 0} ∩ {W˜ (uε) > 0}∣∣ ≤ 3
n−1
31−n
∣∣{ϕ˜ < 0} ∩ Uδ∣∣∣∣{ϕ˜ > 0} ∩ Uδ∣∣ .
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The claim thus follows if we can show the following statement:
For all ϕ˜ ∈ L1(Uδ; {−31−n, 3n−1}) with∫
Uδ
W˜ (q(
r(1)d
δ
))ϕ˜ dx ≥ 0 (20)
we have ∣∣{ϕ˜ < 0} ∩ Uδ∣∣ ≤ C ∣∣{ϕ˜ > 0} ∩ Uδ∣∣.
Since {ϕ˜ > 0} ∩ Uδ = Uδ \ {ϕ˜ < 0} it is sufficient to prove∣∣{ϕ˜ > 0} ∩ Uδ∣∣ ≥ c0
for some c0 > 0. We argue by contradiction and suppose that there is a sequence (ϕ˜k)k∈N
satisfying condition (20) with ∣∣{ϕ˜k > 0} ∩ Uδ∣∣ → 0 as k →∞,
which immediately implies ϕ˜k → −31−nXUδ in L1(Uδ) as k →∞. But then
lim
k→∞
∫
Uδ
W˜ (q(
r(1)d
δ
))ϕ˜k dx < 0,
which contradicts to (20). 
We are now in a position to proceed with the proof of Proposition 5.
Proof of Proposition 5. In the next calculations we fix n = 3. The case n = 2 follows in the same
manner by a somewhat simpler calculation. We have∫
Ur(ε)
W˜ (uε)
ε
dx =
∫ r(ε)
−r(ε)
∫
{dist(·,∂E)=s}
W˜ (qε(s))
ε
dH2ds
=
∫ r(ε)
−r(ε)
W˜ (qε(t))
ε
∫
∂E
J2Ψ(t, z) dH2(z)dt
=
∫ r(ε)
−r(ε)
W˜ (qε(t))
ε
∫
∂E
Π2i=1(1 − tκi(z)) dH2(z)dt
=
∫ r(ε)
−r(ε)
W˜ (qε(t))
ε
∫
∂E
(1 − tH(z) + t2K(z)) dH2(z)dt
= H2(∂E)
∫ r(1)
−r(1)
W˜ (q(r)) dr +
∫ r(ε)
−r(ε)
W˜ (qε(t))
ε
∫
∂E
t2K(z) dH2(z)dt
≤ H2(∂E)
∫ r(1)
−r(1)
W˜ (q(r)) dr +
∫ r(ε)
−r(ε)
t2
ε
∣∣∣ ∫
∂E
K(z) dH2(z)
∣∣∣dt
= H2(∂E)
∫ r(1)
−r(1)
W˜ (q(r)) dr +
2r(1)ε2
3
|
∫
∂E
K dH2|.
We therefore obtain with c˜0 :=
∫ r(1)
−r(1) W˜ (q(r)) dr,
A˜uε,ε(1) =
∫
Ur(ε)
W˜ (uε)
ε
dx = c˜0S +O(ε
2),
which proves the second equality in (17).
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We now proceed by contradiction. Suppose we can find ϕ ∈ BV (Ur(ε); {−1, 1}) such that
A˜uε,ε(ϕ) < A˜uε,ε(1) = c˜0S +O(ε2),
we then have
1
c˜0ε
1
2
∫
Ur(ε)
W˜ (λuε)
ε
d|∇ϕ| < c˜0S +O(ε2). (21)
Without loss of generality we can suppose that∫
Ur(ε)
W˜ (u)ϕdx ≥ 0. (22)
With r(1) = q−1(1 − λ) and r(ε) = εr(1) as above we have
W˜ (uε) ≤ χ{|uε|≤1−λ} = χUεr(1) ≤ W˜ (λuε).
We now set ψ := 1−ϕ2 , ψ : Ω → {0, 1} and observe that by (22) and Lemma 7
Ln(Uεr(1) ∩ {ψ > 0}) ≤ CLn(Uεr(1) ∩ {ψ = 0}).
By this estimate and Lemma 6 we then have∫
Ur(ε)
W˜ (uε)ψ dx ≤Ln(Uεr(1) ∩ {ψ > 0})
≤ max{1, C}min{Ln(Uεr(1) ∩ {ψ > 0}),Ln(Uεr(1) ∩ {ψ = 0})}
≤Cε− 1n−1Hn−1(Uεr(1) ∩ ∂∗{ψ > 0})
≤Cε− 1n−1
(∫
Ur(ε)
W˜ (λuε) d|∇ψ|
) n
n−1
,
and hence, taking into account of (21) and noting that ψ ≡ 1 is excluded by (22),∫
Ur(ε)
W˜ (uε)
ε
ψ dx ≤ C
( ∫
Ur(ε)
W˜ (λuε)
ε
d|∇ψ|
) n
n−1 ≤ Cε
1
2
n−1S
1
n−1
∫
Ur(ε)
W˜ (λuε)
ε
d|∇ψ|.
But then we can find ε0 := ε0(S, n, ∂E) such that for every ε < ε0 if ψ is not constant zero (and
hence ϕ = 1 a.e.) we have
0 > 2
∫
Ur(ε)
1
ε
W˜ (u)ψ dx− 2
ε
1
2
∫
Ur(ε)
W˜ (λuε)
ε
d|∇ψ|
= A˜uε,ε(1)− A˜uε,ε(ϕ),
which contradicts the minimality of ϕ. Therefore ϕ = 1 is optimal and the conclusion follows. 
The functional A˜uε,ε as written above requires its argument ϕ to be a function taking only
values in {−1, 1}. This makes it not suitable for computation. We therefore return to the
original diffuse interface formulation. In the following, we will estimate the infimum of the
diffuse functional Auε,ε from below by the sharp interface version A˜uε,ε
Proposition 8. We have, for ε small enough and uε being the optimal profile construction used
above, that 1
ε1/2−σ/2
(
infϕ∈W 1,2(Ω,R)Auε,ǫ(ϕ)−
∫
Ω
1
εW˜ (uε)
)2
→ 0 as ε→ 0.
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Proof. We will show the statement by reducing it to the case of the function ϕ only admitting
discrete values. We set again Ur(ε) := {W˜ (uε) > 0}, note that W˜ (λu) = 1 on Ur(ε) and calculate
for any ϕ ∈ W 1,2(Ω) that∫
Ur(ε)
(
8
ε
3
2
+ ε
)
W (ϕ) dx+
∫
Ur(ε)
(
8
ε
3
2
W˜ (λuε) + ε
)
|∇ϕ|2 dx
≥
∫
Ur(ε)
8
ε
3
2
√
W (ϕ) |∇ϕ| dx
≥
∫
Ur(ε)∩{ϕ∈(−1/2,1/2]}
1
ε
3
2
|∇ϕ| dx.
We now fix s0 ∈ (−1/2, 1/2] such that∫
Ur(ε)∩{ϕ∈(−1/2,1/2]}
|∇ϕ| dx =
∫ 1/2
−1/2
∫
∂{ϕ<s}∩Ur(ε)
dHn−1(x) ds
≥
∫
∂{ϕ<s0}∩Ur(ε)
dHn−1(x)
and set ϕ˜ := 2χ{ϕ≥s0} − 1. It follows that
A˜uε,ε(ϕ˜) =
∣∣∣∣∣
∫
Ur(ε)
1
ε
W˜ (uε)ϕ˜dx
∣∣∣∣∣+
∫
Ur(ε)
W˜ (λuε)
ε
3
2
d|∇ϕ˜|
≤
∣∣∣∣∫
Ω
1
ε
W˜ (uε)ϕ˜dx
∣∣∣∣+ ∫
Ω
(
8
ε
3
2
+ ε
)
W (ϕ) dx+
∫
Ω
(
8W˜ (λuε)
ε
3
2
+ ε
)
|∇ϕ|2 dx.(23)
In the final step, we need to estimate the potential gain in the first term by switching from
ϕ to ϕ˜ against the remaining term 1
ε
3
2
W (ϕ). So we calculate again assuming without loss of
generality that
∫
Ur(ε) W˜ (uε)ϕ ≥ 0. We have∫
Ur(ε)
(
1
ε
W˜ (uε)ϕ+
1
ε
3
2
W (ϕ)
)
dx ≥
∫
Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ)
)
dx
and split
Ur(ε) = ({ϕ ≥ s0} ∪ {ϕ < s0}) ∩ Ur(ε)
= ({ϕ˜ = 1} ∪ {ϕ˜ = −1}) ∩ Ur(ε).
Now, on the set {ϕ ≥ s0}, we estimate the ‘bad set’, where we the term becomes smaller when
switching to the discrete ϕ˜,
ϕ+
1
ε
1
2
W (ϕ) < ϕ˜
⇐⇒ (1− ϕ)2(1 + ϕ)2 < 4ε 12 (1− ϕ)
=⇒1− ϕ > 0, 1− ϕ < 4ε
1
2
(1 + s0)2
.
A PHASE FIELD MODEL FOR A CONSTRAINED WILLMORE ENERGY 13
Thus, the ‘bad set’ is contained in the set {1− 4ε
1
2
(1+s0)2
< ϕ < 1} and we have∫
{ϕ≥s0}∩Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ)
)
dx
≥
∫
{ϕ≥s0}∩Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx−
∫
{1− 4ε
1
2
(1+s0)
2<ϕ<1}∩Ur(ε)
1
ε
W˜ (uε)(1− ϕ) dx
≥
∫
{ϕ≥s0}∩Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx− 4ε
1
2
(1 + s0)2
(
c˜0S +O(ε
2)
)
. (24)
On {ϕ < s0} ∩ Ur(ε) we make a similar estimate. Note that here
ϕ+
1
ε
1
2
W (ϕ) < ϕ˜
⇐⇒ (1− ϕ)2(1 + ϕ)2 < 4ε 12 (−1− ϕ)
=⇒− 1− ϕ > 0, −1− ϕ < ε 12 .
This implies that∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ)
)
dx
≥
∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx−
∫
{−1−ε 12<ϕ<−1}∩Ur(ε)
1
ε
W˜ (uε)(−1− ϕ)dx
≥
∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx− ε 12
(
c˜0S +O(ε
2)
)
. (25)
Adding (24) and (25) we thus get∫
Ur(ε)
(
1
ε
W˜ (uε)ϕ+ W˜ (λuε)
1
ε
3
2
W (ϕ)
)
dx ≥
∫
Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx−O(ε 12 ) (26)
It remains to show that we also have∫
Ur(ε)
(
1
ε
W˜ (uε)ϕ+ W˜ (λuε)
1
ε
3
2
W (ϕ)
)
dx ≥ −
∫
Ur(ε)
1
ε
W˜ (uε)ϕ˜dx−O(ε 12 ),
since we need to estimate the absolute value of the ϕ˜-term and can only assume without loss of
generality that
∫
Ur(ε)
1
εW˜ (uε)ϕdx ≥ 0. Note however that∫
Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx =
∫
{ϕ≥s0}∩Ur(ε)
−1
ε
W˜ (uε) dx+
∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε) dx.
We can thus estimate∫
{ϕ≥s0}∩Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ) + ϕ˜
)
dx
=
∫
{ϕ≥s0}∩Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ) + 1
)
dx
≥ 2
∫
{ϕ≥s0}∩Ur(ε)
1
ε
W˜ (uε)ϕdx +
∫
{ϕ≥s0}∩{1<ϕ<1+4ε
3
2 }∩Ur(ε)
1
ε
W˜ (uε)(1 − ϕ) dx
≥ 2
∫
{ϕ≥s0}∩Ur(ε)
1
ε
W˜ (uε)ϕdx − 4ε 12
(
c˜0S +O(ε
2)
)
, (27)
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where we have used that
ϕ+ 1 +
1
ε
1
2
W (ϕ) < 2ϕ
⇐⇒ (1− ϕ)2(1 + ϕ)2 < 4ε 12 (ϕ− 1)
=⇒ϕ− 1 > 0, ϕ− 1 < 4ε 12 .
Similarly, we have∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ) + ϕ˜
)
dx
=
∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ) − 1
)
dx
≥ 2
∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)ϕdx−
∫
{ϕ<s0}∩{−1<ϕ< 4ε
1
2
(1+s0)
2−1}∩Ur(ε)
1
ε
W˜ (uε)(ϕ+ 1) dx
≥ 2
∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)ϕdx− 4ε
1
2
(1 + s0)2
(
c˜0S +O(ε
2)
)
, (28)
where we have used that
ϕ− 1 + 1
ε
1
2
W (ϕ) < 2ϕ
⇐⇒ (1− ϕ)2(1 + ϕ)2 < 4ε 12 (ϕ+ 1)
=⇒ϕ+ 1 > 0, ϕ+ 1 < 4ε
1
2
(1 + s0)2
.
Adding now (27) and (28) we get∫
Ur(ε)
1
ε
W˜ (uε)
(
ϕ+
1
ε
1
2
W (ϕ)
)
dx
≥ 2
∫
{ϕ<s0}∩Ur(ε)
1
ε
W˜ (uε)ϕdx −
∫
∩Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx−O(ε 12 )
≥ −
∫
Ur(ε)
1
ε
W˜ (uε)ϕ˜ dx−O(ε 12 ). (29)
Equations (29) and (26) together yield∫
Ω
(
1
ε
W˜ (uε)ϕ+
1
ε
3
2
W˜ (λuε)W (ϕ)
)
dx ≥
∣∣∣∣∫
Ω
1
ε
W˜ (uε)ϕ˜dx
∣∣∣∣−O(ε 12 ). (30)
Adding (23) and (30), and using the result from Proposition 5, we get that∫
Ω
1
ε
W˜ (uε) dx−O(
√
ε) ≤ A˜uε,ǫ(ϕ˜)−O(
√
ε) ≤ Auε,ε(ϕ) ≤
∫
Ω
1
ε
W˜ (uε) dx
for any ϕ ∈ W 1,2(Ω) and ε sufficiently small. The upper bound here is nothing but the trivial
estimate (15). This yields the desired convergence. 
The preceding arguments show that the sequence uε is a suitable recovery sequence. This
finishes the proof of Theorem 3.
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5. Lim inf inequality.
Most of the assertions of Theorem 4 follow immediately from [17]. The difficult part is to prove
that µ is concentrated on a connected structure in the sense of the corresponding statement in
Theorem 4. In the following we assume that (3), (5)-(7) hold. Without loss of generality we can
pass to a subsequence that realizes the lim inf in (12) and for which
αε → α as Radon measures,
αε :=
1
ε
(
ε∆uε − W
′(uε)
ε
)2
Ln⌊Ω,
for some Radon measure α on Ω.
In general we cannot expect that uε converges to ±1 uniformly on compact sets separated
from the support of µ. However, we obtain the following statement.
Lemma 9. There exists some universal θ0 > 0 with the following property: if x0 ∈ Ω \ spt(µ)
satisfies for some r0 > 0 with B(x0, 2r0) ⊂⊂ Ω
lim sup
ε→0
∫
B(x0,r0)
ε−
3
2 W˜ (λuε) dLn > 0 (31)
then α(x0) > θ0 holds. In particular, there are only finitely many points in Ω \ spt(µ) such that
(31) holds.
Proof. We closely follow [17, Lemma 4.8]. Without loss of generality we may assume x0 = 0,
r0 < 1, and we may pass to a subsequence ε → 0 that realizes the lim sup in (31). Choose
β = β(r0) > 0 such that
3
(r0
4
)1−β
≤ r0.
For x ∈ B(0, r/2), 0 < r ≤ r0 ≤ 1, we have B(x, r) ⊂ B(0, 3r0/2) ⊂⊂ Ω and obtain from [17,
Proposition 3.6, Proposition 4.6] that for ε ≤ s ≤ r/4
(r/4)1−nµε(B(x, r/4)) ≥ s1−nµε(B(x, s)) − C
r/4∫
s
̺−1+γ̺1−nµε(B(x, 2̺)) d̺
− Cβε2
r/4∫
s
̺−Mγ−nαε(B(x, 3̺1−β)) d̺− Cβ(r0)εγ
− Cαε(B(x, r/4)), (32)
for all β > 0, a universal M > 0, and all 0 < γ < 1/M .
Next we seek a point x ∈ B(0, r/2) satisfying
ε1−nµε(B(x, ε)) ≥ 2θ¯0 > θ¯0 ≥ Cβε2
r/4∫
ε
̺−Mγ−nαε(B(x, 3̺1−β)) d̺ (33)
for some universal θ¯0 > 0. We consider x ∈ B(0, r/2) with |uε(x)| ≤ 1 − τ for some 0 < τ <
1− λ−1(1− λ)‡. If ε1−nµε(B(x, ε)) ≤ 1, we deduce
ε−n
∫
B(x,ε)
u4ε ≤ C
(
1 +
∫
B(x,ε)
ε−nW (uε)
)
≤ C.
‡That is, such that W˜ (1− τ) still vanishes.
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As for n ≤ 3
‖ εvε(x+ ε·) ‖2L2(B(0,1))≤ Cε2−n
∫
B(x,ε)
v2ε ≤ Cαε(B(x, ε)) ≤ C,
it follows from standard elliptic estimates that
‖ uε(x + ε·) ‖C0,1/2(B(0,1/2))≤ C ‖ uε(x+ ε·) ‖W 2,2(B(0,1/2))≤ C,
hence
|uε| ≤ 1− τ/2 on B(x, c0τ2ε)
for c0 ≪ 1 small enough and
ε1−nµε(B(x, ε)) ≥ ε−n
∫
B(x,c0τ2ε)
W (uε) ≥ c0τ2n+2 := 2θ¯0 > 0.
For c0 ≪ 1 this is also true in case ε1−nµε(B(x, ε)) ≥ 1, and we get
ε1−nµε(B(x, ε)) ≥ 2θ¯0 for x ∈ B(0, r/2) ∩ {|uε| ≤ 1− τ}. (34)
As τ < 1− λ−1(1− λ) we deduce from the definition of W˜ that∫
B(0,r/2)
ε−
3
2 W˜ (λuε) dx =
∫
B(0,r/2)∩{|uε|≤1−τ}
ε−
3
2 W˜ (λuε) dx,
hence, by (31) for all 0 < τ < 1− λ−1(1− λ)
lim inf
ε→0
ε−
3
2Ln
(
B(0, r/2) ∩ {|uε| ≤ 1− τ}
)
≥ lim inf
ε→0
∫
B(0,r/2)∩{|uε|≤1−τ}
ε−
3
2 W˜ (λuε)
= lim inf
ε→0
∫
B(0,r/2)
ε−
3
2 W˜ (λuε) > 0. (35)
To estimate the integral on the right-hand side of (33), we define for 0 < ̺ ≤ r0 the convolution
wε,̺(x) := ̺
−n
(
χB(0,̺) ∗ 1
ε
v2ε
)
(x) = ̺−nαε(B(x, ̺))
and see wε,̺ ∈ L1(B(0, r0/2)) with
‖ wε,̺ ‖L1(B(0,r0/2))≤
∫
B(0,r0/2+̺)
1
ε
v2ε ≤ αε(B(0, 3r0/2)) <∞.
Putting wε :=
∫ r0
0
wε,̺ d̺, we see
‖ wε ‖L1(B(0,r0/2))≤ r0αε(B(0, 3r0/2)) <∞
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and calculate
r/4∫
ε
̺−Mγ−nαε(B(x, 3̺1−β)) d̺
=
3(r/4)1−β∫
3ε1−β
(t/3)(−Mγ−n)/(1−β)αε(B(x, t))t1/(1−β)−13−1/(1−β)(1− β)−1 dt
≤C
3(r/4)1−β∫
3ε1−β
t(−Mγ−n+β)/(1−β)αε(B(x, t)) dt
≤Cε(−Mγ−(n−1)β)/(1−β)
r0∫
0
wε,̺(x) d̺ = Cε
(−Mγ−(n−1)β)/(1−β)wε(x).
Choosing γ, β such that (Mγ + (n− 1)β)/(1− β) < 1/2 we get
lim sup
ε→0
ε−3/2Ln
(
B(0, r/2) ∩
{
Cβε
2
r/4∫
ε
̺−Mγ−nαε(B(x, 3̺1−β)) d̺ ≥ θ¯0
})
≤ lim sup
ε→0
ε−3/2Cβε2−(Mγ+(n−1)β)/(1−β)θ¯−10 ‖ wε ‖L1(B(0,r0/2))
≤ lim sup
ε→0
ε1/2−(Mγ+(n−1)β)/(1−β)Cβ θ¯−10 r0αε(B(0, 3r0/2)) = 0.
Combining with (34) and (35), we see for ε > 0 small enough that x ∈ B(0, r/2) satisfying (33)
exists.
For such x, we claim
(r/2)1−nµε(B(x, r/2)) ≥ 21−nθ¯0 − Cγrγ − Cβ(Ω′)εγ − Cαε(B(x, r/4)). (36)
If not, we put
s := sup{ε ≤ ̺ ≤ r/2 | ̺1−nµε(B(x, ̺)) ≥ 2θ¯0 }.
Clearly ε ≤ s ≤ r/4, as we assume that (36) is not satisfied, and
s1−nµε(B(x, s)) ≥ 2θ¯0,
̺1−nµε(B(x, ̺)) ≤ 2θ¯0 for all s ≤ ̺ ≤ r/2.
Then we obtain from (32) and (33)
2n−1(r/2)1−nµε(B(0, r/2))
≥ (r/4)1−nµε(B(0, r/4))
≥ 2θ¯0 − C
r/4∫
s
2θ¯0̺
−1+γ d̺− θ¯0 − Cβ(Ω′)εγ − Cαε(B(x, r/4))
≥ θ¯0 − Cγrγ − Cβ(Ω′)εγ − Cαε(B(x, r/4))
which yields (36).
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As B(x, r/2) ⊆ B(0, r), we get from (36) for ε→ 0
r1−nµ(B(0, r)) ≥ lim sup
ε→0
21−n(r/2)1−nµε(B(x, r/2))
≥ 41−nθ¯0 − Cγrγ − Cα(B(0, r)).
Approximating r′ ր r, we get for all 0 < r ≪ 1 that
r1−nµ(B(0, r)) ≥ 1
20
θ¯0 − Cα(B(0, r)).
As the left-hand side is zero for r > 0 sufficiently small we deduce that α({0}) ≥ 120C θ¯0 =: θ0. 
We are now prepared to prove the lower bound estimates.
Proof of Theorem 4. As a direct consequence of the results proved in [17] we obtain (8), (10),
(11),and (12). Moreover, (9) follows from (5), as this implies
lim sup
ε→0
|Sε(uε)− S| = lim sup
ε→0
|µε(Ω)− S| ≤ C lim
ε→0
ε1−
σ
2 = 0.
To prove the connectedness of the support as formulated in the Theorem we argue by contra-
diction and suppose that we can find open sets Ω1,Ω2 ⊂ Rn such that Ω1 ∩ Ω2 = ∅, and such
that
µ(Ωi) > 0 (i = 1, 2), µ(R
n \ (Ω1 ∪Ω2) = 0.
By Lemma 9 and a simple covering argument there exists a finite set B ⊂ Ω \ (Ω1 ∪ Ω2) such
that for
U := Ω \ (Ω1 ∪Ω2 ∪B)
and any V ⊂⊂ U ∫
V
ε−3/2W˜ (λuε) → 0 as ε→ 0. (37)
Since δ0 := dist(Ω1,Ω2) > 0 and since B is finite there exist 0 < δ1 < δ2 < δ0 such that
Ω1 ⊂⊂ {dist(·,Ω1) < δ1},
V := {x ∈ Rn : δ1 < dist(x,Ω1) < δ2} ⊂⊂
(
Ω2 ∪B
)c
We then choose ϕ ∈ C∞(Ω) such that
ϕ = −1 on {dist(·,Ω1) < δ1},
ϕ = 1 on {dist(·,Ω1) > δ2}
In particular {|∇ϕ| 6= 0} ⊂ V . We can assume without loss of generality that ∫
Ω
1
εW˜ (u)ϕ ≥ 0
(otherwise interchange the role of Ω1 and Ω2). We then obtain∫
Ω
1
ε
W˜ (uε)ϕdx−
∫
Ω
1
ε
W˜ (uε) dx ≤ −
∫
{dist(·,Ω1)< δ12 }
2
ε
W˜ (uε) dx−
∫
V
1
ε
W˜ (uε) dx
=: −T1 − T2.
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Note that T2 vanishes as ε→ 0 similarly to equation (37). Now, by W˜ (s) = 1 for |s| < 1− λ, we
get
2
ε
W˜ (uε) ≥ 2
ε
W˜ (uε)X{|uε|<1−λ}
≥ 2
ε
W (uε)X{|uε|<1−λ}
=
2
ε
W (uε)− 2
ε
W (uε)X{|uε|≥1−λ}
=
(ε
2
|∇uε|2 + 1
ε
W (uε)
)
−
(ε
2
|∇uε|2 − 1
ε
W (uε)
)
− 2
ε
W (uε)X{|uε|≥1−λ}
=: t11 − t12 − t13.
Note that t12 is nothing but the density of the discrepancy measure, whose integral vanishes
according to [17, Proposition 4.9]. Assuming now λ < 150 , by Proposition 10 below we have∫
{dist(·,Ω1)< δ12 }
t13 dx ≤ 60λ
∫
{|uε|≤1−λ}∩{dist(·,Ω1)<δ1}
ε
2
|∇uε|2 + ω(ε)
with ω(ε)→ 0 for ε→ 0.
Collecting all the terms above, we thus see that∫
Ω
1
ε
W˜ (uε)ϕdx −
∫
Ω
1
ε
W˜ (uε) dx
≤ − c0
(
µε({dist(·,Ω1) < δ1
2
})− 60λµε ({dist(·,Ω1) < δ1})
)
+ ω(ε),
with some function ω(ε) → 0 as ε → 0. Together with (37), we see that in the limit of ε → 0,
we get for any choice of λ < 160 that
lim
ε→0
(
inf
ϕ∈W 1,2(Ω)
Auε,ε(ϕ)−
∫
Ω
1
ε
W˜ (uε)
)2
≥ cµ(Ω1)2 > 0
and the respective term in the energy thus becomes infinite. 
Proposition 10. Consider Ω′′ ⊂⊂ Ω′ ⊂⊂ Ω. For uε as in Theorem 4, we have∫
{|uε|≥1−λ}∩Ω′′
1
ε
W (uε) ≤ 15λ
∫
{|uε|≤1−λ}∩Ω′
ε |∇uε|2 + ω(ε),
where ω(ε)→ 0 as ε→ 0, as long as λ is below 1/50§.
Proof. We follow the arguments in the proof of [17, Proposition 3.4]. Set g(t) := W ′(t) for
|t| ≥ 1−λ, g(t) := 0 for |t| ≤ t0 =
√
3
3 and interpolate g linearly on the two intervals in between.
Fix η ∈ C10 (Ω′), 0 ≤ η ≤ 1, η = 1 on Ω′′ with |∇η| ≤ C. Taking νε = −ε∆uε + 1εW ′(uε), we
calculate ∫
νεg(uε)η
2 =
∫
εg′(uε) |∇uε|2 η2 + 2
∫
ε∇uεg(uε)η∇η
+
∫
1
ε
W ′(uε)g(uε)η2. (38)
Using Young’s inequality and noting that |g| ≤ |W ′|, we get∣∣∣∣∫ νεg(uε)η2∣∣∣∣ ≤ ε2
∫
Ω′
ν2ε +
1
2ε
∫
W ′(uε)g(uε)η2. (39)
§The exact numerical values can of course be improved somewhat, but the estimates given here are of a
magnitude that certainly allows for an implementation in a computer simulation.
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for any M > 0.
Using |g(t)| ≤ 2λ for |t| ≤ 1− λ, we calculate∣∣∣∣2 ∫ ε∇uεg(uε)η∇η∣∣∣∣ ≤ 4λ∫{|uε|≤1−λ} ε |∇uε| η |∇η|+
∣∣∣∣∣2
∫
{|uε|≥1−λ}
ε∇uεW ′(uε)η∇η
∣∣∣∣∣
≤ 4λ
M
∫
{|uε|≤1−λ}∩Ω′
ε |∇uε|2 +MCεLn(Ω′) + τ
∫
{|uε|≥1−λ}
ε |∇uε|2 η2
+ Cε
1
τ
∫
{|uε|≥1−λ}∩Ω′
W ′(uε)2 (40)
for any τ > 0 and any M > 0. Since g′(t) ≥ c1 > 0 for |t| ≥ 1− λ and |g′(t)| ≤ 2λ1−λ−t0 := c2 for|t| ≤ 1− λ, we get from equations (38), (39) and (40) that
c1
∫
{|uε|≥1−λ}
ε |∇uε|2 η2 + 1
2ε
∫
W ′(uε)g(uε)η2
≤
(
c2 +
4λ
M
)∫
{|uε|≤1−λ}∩Ω′
ε |∇uε|2 + τ
∫
{|uε|≥1−λ}
ε |∇uε|2 η2 + ε
2
∫
Ω′
ν2ε
+ ε
(
MC +
C
τ
)
Ln(Ω′) + Cε1
τ
∫
{|uε|≥1}∩Ω′
W ′(uε)2.
Picking now τ sufficiently small,M sufficiently large, and noting thatW ′g ≥W on {|uε| ≥ 1−λ},
the desired result follows using uniform boundedness of ||uε||Lp [17, Proposition 3.6]. 
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