Query expansion terms are often used to enhance original query formulations in document retrieval. Such terms are usually selected from the entire documents or from windows or passages surrounding query term occurrences. Arguably, the semantic relatedness between terms weakens with the increase in the distance separating them. In this paper we report a study that was conducted to systematically evaluate different distance functions for selecting query expansion terms. We propose a distance factor that can be effectively combined with the statistical term association measure of mutual information for selecting query expansion terms. Evaluation of the TREC collection shows that distanceweighted mutual information is more effective than mutual information alone in selecting terms for query expansion.
Introduction
Query expansion (QE) is a technique commonly used in information retrieval (IR) [1, 2] to improve retrieval performance by reformulating the original queryeither adding new terms or reweighting the original terms. Query expansion terms can be automatically extracted from documents or taken from knowledge resources, such as thesauri. The advantages of the former techniques are that expansion terms are extracted from the collection, so there is no vocabulary mismatch problem; and secondly, no expensive human-constructed knowledge bases are required. Typically either top-ranked documents in the initially retrieved document set (blind or pseudo-relevance feedback) or documents judged relevant by the user in the retrieved set (relevance feedback) are used to extract query expansion terms. For short and incomplete queries, a substantial improvement can be achieved by using expanded queries [3, 4] . Query expansion terms ideally should have the following characteristics: (a) be semantically related to the original query terms; (b) be good at discriminating between relevant and non-relevant documents. Different approaches to selecting query expansion terms following relevance or pseudo-relevance feedback have been proposed. For instance, in a probabilistic model of IR [4] query expansion terms are selected on the basis of how well they can discriminate between the relevant and non-relevant documents. There have also been attempts to select query expansion terms on the basis of the strength of their association with the original query terms. There exist several statistical association measures to identify significant word associations (also referred to as co-occurrences or collocations) and these measures are commonly used in corpus linguistics to estimate the degree of semantic Term proximity closeness between words. Such measures include the mutual information (MI), t-score, log-likelihood and chi-square tests [5] . These measures have been used to identify significant word collocations in a variety of applications, such as multiword unit extraction [6] , speech recognition [7] , information retrieval [8] , lexicography and lexical analysis [9] , word sense disambiguation [10] , and analysis of aligned corpora [11] . A few studies have been conducted to evaluate the use of term association measures in query expansion to select words that are closely related to query terms [12, 13] . A common approach in these studies is to select query expansion terms from either the entire document or from sections of the document (passages or windows) surrounding the occurrences of query terms. One disadvantage of such approaches is that a decision needs to be made about the span of text surrounding the occurrences of query terms from which query expansion terms are extracted. Span lengths are usually determined empirically, and the optimal span length may vary depending on the collection. Also, within these spans, the association scores of query expansion terms are not affected by how far they are from the original query terms. A study by Beeferman [14] demonstrates, however, that the strength of association between words decays exponentially with the increase in distance. It is, therefore, possible that more accurate estimates of the strength of association between two words can be achieved, if term association measures are combined with a decaying distance factor.
The term 'collocation' has been used differently in the literature. For example, Manning and Schütze understand word collocations as grammatically bound elements occurring in a certain order and having limited compositionality [5] . On the other hand, Hoey [15] understands collocation as long-distance relationships between semantically related words. We recognize the existence of two types of collocation:
• Collocation due to lexical-grammatical or habitual restrictions. These restrictions limit the choice of words that can be used in the same grammatical structures. Collocations of this type occur within short spans, i.e. within the bounds of a syntactic structure, such as a noun phrase (e.g. 'rancid butter', 'white coffee', 'mad cow disease', 'stainless steel').
• Collocation due to a typical occurrence of a word in a certain thematic environment: two words hold a certain lexical-semantic relation, i.e. their meanings are close semantically, therefore they tend to occur in the same topics in texts. This type of collocation may span over longer distances in text than collocations of the previous type. Examples of some of the collocates of this type, identified using the Z-score statistic, are 'nitrogenpollution', 'school-education' [12] . In our approach to the selection of query expansion terms, no explicit distinction is made between these two types of collocates, therefore collocates of both types can potentially be selected for query expansion using the proposed method. However, we assume that the closer a word occurs to the user's query term in a text, the more likely it is related to it semantically; and we propose a method that rewards words co-occurring closer to the instances of the original user's query terms.
Term proximity has been explored extensively in document ranking studies [16] [17] [18] [19] [20] , where several distance factors were proposed. Two common intuitions underlie these approaches: (1) the closer the terms are in a document, the more likely they are topically related; and (2) the closer the query terms are in a document, the more likely the document is relevant to the query. The reasoning behind these intuitions is that a document may contain different topics or talk about different aspects of the same topic, therefore, if terms occur close to each other they are more likely used in related senses and discuss the same subject than is the case if they are located in different parts of the document. For example, Clarke et al. [16] proposed a technique of scoring documents based on term proximity and density. They introduced the notion of 'cover', which is the shortest span of text containing instances of all query terms. Document score is calculated based on two assumptions: (1) the shorter the cover, the more likely the corresponding document is relevant; and (2) the more covers are in a document, the more likely the document is relevant. Evaluation on the Text REtrieval Conference (TREC) data set proved the effectiveness of the method compared to some standard approaches to QE. A similar technique was proposed by Hawking and Thistlewaite [17, 18] , which also demonstrated promising results on the TREC data set. Approaches to document ranking based on term proximity are particularly suitable for distributed information retrieval systems, as they do not rely on collection-wide statistics such as inverse document frequency and average document length.
A related approach that utilizes term proximity implicitly in query expansion is the use of contextindependent or query-biased summaries for the selection of query expansion terms. For example, Lam-Adesina and Jones [21] have evaluated querybiased and context-independent summarization techniques for QE following pseudo-relevance feedback and achieved improvements over standard QE methods using complete documents on the TREC data set.
Gao et al. [22] proposed a combined measure of mutual information with an exponential decaying distance factor, which they evaluated for query translation tasks in CLIR (Cross-language IR). Their approach will be discussed in more detail in Section 2.2. The goal of our study is to systematically evaluate a number of decaying distance factors in combination with the term association measure of mutual information, and their effectiveness in query expansion. We propose a new decaying distance function that shows improved performance over the distance factor proposed by Gao et al. [22] .
The following two hypotheses were formulated and investigated in this study: Hypothesis 1. Query expansion terms ranked by a combination of mutual information with a decaying distance factor lead to a significant performance improvement over the original query terms. Hypothesis 2. Query expansion terms ranked by a combination of mutual information with a decaying distance factor lead to a significant performance improvement over the query expansion terms ranked by mutual information alone.
The rest of the paper is organized as follows: in Section 2 we present the experiments conducted in this study, Section 3 contains the analysis of results, and Section 4 concludes the paper and outlines future work.
Experiments

Collections and evaluation
Okapi was used as the testbed IR system in this study [3] . Experiments were conducted on TREC document collections FT (Financial Times) and LA (Los Angeles Times), from TREC Research Collection Volumes 4 and 5 respectively, and query topics 301-450 from the ad hoc tracks of TREC-6, TREC-7 and TREC-8 [23] . Query terms were taken from the 'Title' section of the topics, as they most closely resemble the queries users formulate in real search scenarios. The total size of the document collection is 342,054 documents with an average document size of 333 words. The retrieval performance results were averaged over 150 topics. Retrospective evaluation using relevance feedback was conducted, whereby the original queries were expanded with the terms extracted from the top 10 ranked relevant documents, and expanded queries were applied to the same set of documents (the whole collection) from which the documents used for query expansion were derived. The experimental runs were also replicated using frozen-rank evaluation technique to test the effectiveness of the QE methods in retrieving unseen relevant documents.
To retrieve a ranked document set in response to query terms from the 'Title' section of TREC topics, Okapi BM25 function was used. Tuning constant k 1 (controlling the effect of within-document term frequency) was set to 1.2 and b (controlling document length normalization) was set to 0.75 [4] .
Query expansion term selection
The assumption behind this work is that semantically related words are usually located in proximity, and the distance between two words could indicate the strength of their association. The goal of our experiments is to explore the role of term proximity in selecting query expansion terms.
Gao et al. [22] introduced a decaying co-occurrence model used for cross-language query translation. The association measure they proposed was used in selecting a translation word for a query term that was most strongly associated with other query terms' translations. To calculate the strength of association of a query term y with a set of other query terms T, they introduced the notion of cohesion (Equation 1) and a pairwise term similarity score SIM(x, y), which is a combination of mutual information and a distance factor (Equation 2). The distance factor exponentially decreased as the distance between terms increased (Equation 3).
Cohesion(y, T) = log( SIM(x, y))
(1)
D(x, y) is the average distance between words x and y in all the documents in the corpus; α is the decaying rate for the exponential function. The decaying rate α = 0.8 demonstrated the best performance [22] . In our study, cohesion score and similarity score were formulated in the same way as those in [22] . D(x, y) was calculated as the average distance between x T ∈ ∑ query terms x and y in the relevant set, i.e. the topranked documents retrieved in response to the user's query and judged relevant by the user. As our goal was to explore the use of distance in ranking query expansion terms, we investigated other distance functions.
Mutual information.
(Pointwise) mutual information (MI), which has its origins in information theory [24] , is a measure for discovering interesting word collocations [9] . The mutual information score between a pair of words compares the probability that the two words occur as a joint event with the probability that they occur individually and that their co-occurrences are simply a result of chance [11] . The mutual information score grows with the increase in frequency of word co-occurrence. If two words co-occur mainly due to chance their mutual information score will be close to zero. If they occur predominantly individually, then their mutual information will be a negative number.
The standard formula for calculating mutual information is:
where P(x, y) is the probability that words x and y occur together; P(x) and P(y) are the probabilities that x and y occur individually.
Mutual information (Equation 4
) is usually applied where term x immediately follows term y in text, e.g. as used in [9] . The probability that two words occur as a joint event P(x, y) is estimated as f (x, y)/N, where joint frequency f (x, y) denotes the number of times that y appears immediately after x. As we deal with collocates which can occur on either side of the query term within a distance of more than one word, the original MI formula is not suitable. Therefore, we used the MI statistic as proposed in [12] , which provides for unordered co-occurrence within a distance of more than one word (Equation 5). For more details and the justification of the formula see [12] .
where: f r (x, y) is the joint frequency of pair (x, y) in the known relevant documents;
is the frequency of y in the corpus;
is the frequency of x in the known relevant documents; V x (D) is the average length of the known relevant documents; N is the corpus size; R is the number of words in the known relevant documents.
Exponential distance factor
In our query expansion experiments, the following parameters were used. These parameters demonstrated best performance in the preliminary set of experiments [25, 26] :
• The top 10 relevant documents were used in relevance feedback. These documents were taken from the ranked document set retrieved using the user's original query, and their relevance was determined using TREC relevance judgements.
• The original user's query was expanded by the top 20 ranked collocates.
• Collocates were extracted from the entire document. Two baselines were set in our experiments: No_Expan is the run with only the original queries, and is used as the baseline to test Hypothesis 1; MI is the run using mutual information (Equation 5) alone as the Similarity function in Equation 2 (i.e. without a distance factor) to rank query expansion terms. It is used as the baseline run to test Hypothesis 2. The run No_Expan has the average precision (AveP) of 0.2426, and MI has the AveP of 0.3872.
First, the effect of using the exponential distance factor proposed by Gao et al. on ranking query expansion terms was tested (run MID_Exp in Table 1 ). The average precision of MID_Exp (0.3030) is slightly higher than No_Expan, and significantly lower than the average precision of the MI run (0.3872). After the results were analysed further, it was found that the average distance between a pair of terms was usually longer than 20 words and it resulted in some extremely small values of the distance factor. The exponential distance is likely to be compatible with the method that restricts collocates and query terms within smaller windows, for example, sentences. If the distance between a pair is always within the span of a sentence, it would be more reasonable to use the exponential distance factor.
The results of MID_Exp indicate that the exponential distance factor as proposed in [22] does not work well for ranking query expansion terms. Therefore, 
Logarithm distance factors
The exponential distance factor could be replaced by a logarithm-based distance factor, such as the following:
In Equation 6 , df (x, y) is always within the range (0, 1) as D(x, y) is always greater than or equal to 1. Similarly, another distance factor (Equation 7) was proposed.
df (x, y) = log 2 (2 + 1/D(x, y))
The df (x, y) in Equation 7 is always within the range (1, log 2 3] . It emphasizes the importance of MI(x, y) in the similarity score (see Equation 2 ) and de-emphasizes the distance factor df(x, y). Two runs were conducted: MID_lgd, using Equation 6 as the distance factor, and MID_lgd2, using Equation 7. Performance measures of these two runs are presented in Table 1 . The average precision, and precision at 10, 15, 20, 30 and 100 documents are significantly higher in MID_lgd2 than in MID_lgd. However, they are not significantly different from those of the MI run. One problem in the above distance factors could be that the average distance between query terms in the relevant set, D(x, y), is calculated in the same way for frequent and infrequent word pairs. If two words cooccur infrequently, for example only once in the local set, the average distance is still used to calculate their association score. However, mutual information scores for infrequent pairs are not reliable: a pair of lowfrequency words will get a higher MI score than a pair of high-frequency words, with all other parameters being equal. Manning and Schütze [5] reported two possible solutions that have been proposed: (1) to use a cutoff and only consider collocations with a frequency of at least 3; (2) to multiply the MI score of a pair of words by their joint frequency f (x, y). They note that the first solution does not really remove the problem, but simply reduces its effect. In order to emphasize the frequency of word pairs in the local document set, we introduce joint frequency into the distance formula (Equation 8).
where f r (x, y) is the joint frequency in the relevant document set. Table 1 ) puts more emphasis on frequent words, thereby reducing the problem of overweighting lowfrequency words. The performance of MID_lgd3 is somewhat higher than that of MID_lgd2. To test the effect of the constant in the logarithm function, Equation 9 (run MID_lgd4 in Table 1 ) was further proposed, setting the constant as 3. The performance of MID_lgd4 is however worse than that of MID_lgd3.
The distance factor in Equation 8 (run MID_lgd3 in
df (x, y) = log 2 (3 + f r (x, y)/D(x, y))
Next, we evaluated the distance function without the logarithm format (Equation 10).
The run MID_d5 was conducted, and its performance results are presented in Table 1 . After continuous improvement of the distance factor, the best performance was obtained by using Equation 10 . The results suggest that the distance factor df (x, y) performs better without the logarithm format of D(x, y) and f r (x, y). However, it is not clear what effect term proximity alone has on the ranking of query expansion terms. Therefore, we evaluated separately the effect on performance of joint frequency (Equation 11, Run MID_d6) and of distance as a linear function (Equation 12, Run MID_d7).
df (x, y) = 1/D(x, y)
As seen from Table 1 , MID_d6 performs worse than MID_d5, suggesting that term proximity information has some positive effect on query expansion term selection. On the other hand, linear reduction of the MI score with the increase in the average distance between two terms (Equation 12, Run MID_d7) leads to worse performance than a combination of joint frequency and inverse average distance. This result suggests that it is necessary to reward high-frequency collocations to compensate for the MI bias towards low-frequency collocations. The 11-point precisionrecall graphs of runs using different distance factors are presented in Figure 1 . For comparison we also show in Table 1 the results obtained by using Robertson selection value (RSV) [27] , which is a well-known QE term selection method demonstrating consistently high performance in TREC experiments. MID_d5 method does not perform better than RSV in these experimental settings. Our goal was to investigate the effect of term distance on the word association measure of mutual information. The evaluation demonstrates that for the QE task a combination of MI with frequency and distance factors selects overall better terms than MI alone. A combination of MI with frequency and distance factors may also be useful for other tasks in which MI is currently used, such as construction of lexical resources and word sense disambiguation.
It is noteworthy to mention that the evaluation was conducted on a collection of rather short documents from the newswire corpora, and the distance factor may make a stronger contribution to the quality of selected terms in collections of longer documents.
The above runs were also replicated in a more realistic search scenario: instead of using for relevance feedback the top 10 retrieved relevant documents occurring anywhere in the retrieved set, we used only those relevant documents occurring in the top 10 retrieved documents. This approach simulates a more realistic search scenario in which a user looks at the top retrieved documents and judges their relevance. We also used a frozen-rank evaluation technique to evaluate the effectiveness of the above QE techniques in retrieving the unseen relevant documents. The technique consists in freezing the ranks of the top n (here 10) documents retrieved in the baseline run and evaluated for relevance feedback, and re-ranking the rest of the documents in the collection. The advantage of the rank freezing technique over the retrospective evaluation technique is that it evaluates how well a retrieval method ranks previously unseen relevant documents. The results of the frozen-rank evaluation (Table 2) follow the trend that was observed in the retrospective search evaluation: a combination of the MI statistic with distance and frequency factors (MID_d5) performs better than MI alone, while both methods perform better than the original queries. Specifically, AveP of MID_d5 is 4.7% higher than that of MI, and the difference is statistically significant.
Results and analysis
The purpose of the experiments conducted in this study was to systematically evaluate the effect of different distance factors on ranking collocates of the original query terms for query expansion following relevance feedback. The two hypotheses introduced in the beginning of the paper are discussed, and the results of the retrospective evaluation are analysed in this section. 
Hypothesis 1
To determine whether the query expansion ranking method with the highest performance (MID_d5) performs better than No_Expan run, a t-test was conducted. The results are presented in Table 3 . The above significance analysis supports Hypothesis 1. The differences between average precision and precision at all cutoff points of runs in the frozen-rank evaluation are also significant. The use of query expansion terms selected using distance-weighted MI performs significantly better than the original query terms. MID_d5 outperforms original queries (run No_Expan) in 129 topics, improving the mean average precision by 129.2%. However, the average precision deteriorates in 20 topics by 32.8%. One topic has the same average precision.
Hypothesis 2
MID_d5 significantly outperforms the use of mutual information alone for ranking collocates in all but P@5 (precision at 5 documents) measures, as can be seen from Table 4 . The differences between the average precision and precision at all cutoff points (except P@100) of runs in the frozen-rank evaluation are also significant.
MID_d5 has better performance than MI in 104 topics, improving the mean average precision of these topics by 34%, and worse performance in 43 topics, degrading the mean AveP by 27.1%. Three topics have the same average precision. These results show that taking into consideration distance between collocates does help to select better query expansion terms, thereby improving the overall retrieval performance. Hypothesis 2 is, therefore, supported. To gain a better understanding of the effect the distance factor has on the type of selected query expansion terms, further analysis was conducted. We compared the number of instances of query expansion terms selected using MID_d5 and MI grouped into categories by their distance from the original query terms. Term frequencies were counted in the 10 known relevant documents per topic used for query expansion in the retrospective evaluation experiment described earlier in the paper. As can be seen from Table 5 , 4.6% (MID_d5) and 3.7% (MI) term occurrences are within the distance of 10 words from the original query terms. Within the distance of 30 words there are 12.4% of occurrences of MID_d5-selected terms, and 10.9% of MI-selected terms. Interestingly, 55.1% of occurrences of the MI-selected terms are within the span of 50 words from the original query terms; however, only 19.6% of occurrences of MID_d5-selected terms are within this span. On average, however, terms selected by MID_d5 occur slightly closer to the original query terms (231 words) than terms selected by MI (238 words).
As can be seen from Table 5 , terms selected by MID_d5 have substantially more occurrences in the relevant document set used for query expansion than terms selected by MI. This is due to the inclusion of joint frequency f r (x, y) in the distance factor. Comparison of the number of postings (documents) in the entire collection containing the query expansion terms selected by MI and MID_d5 shows even more radical differences between the types of terms selected by the two measures (Table 6 ). Only 2.5% of terms selected by MID_d5 have 1 posting, compared to 30% of terms selected by MI. This means that 30% of MI-selected query expansion terms only occur in the documents which the user has already seen, and are not useful for retrieving other relevant documents. Table 7 shows an example of the top 20 query expansion terms selected by MID_d5 and MI measures for the TREC topic 303 'Hubble Telescope Achievements'. As evident from the table, MI-selected terms contain more rare terms, such as proper names, than the terms selected by MID_d5.
Conclusions and future work
In this study, motivated by earlier studies on term proximity ranking [16, 17, 20] , experiments on query expansion [1, 3, 4, 12, 28] , and word association models [14, 22, 29] , we systematically investigated the use of term proximity information for the ranking and selection of query term collocates as query expansion terms. Through continuous improvement of the distance factor in the collocate-weighting formula we developed a query expansion term selection method, which shows significant performance gains over the use of original user queries. Combining collocation distance, collocation frequency and mutual information helps select better query expansion terms than the use of MI alone. The difference between the two methods is statistically significant in all but one measure (precision at 5 documents). The evaluation conducted in this study suggests that distanceweighted MI is an effective query expansion technique. The proposed distance-weighted MI function might also be useful for other applications, such as word sense disambiguation and lexicography, which rely on word association measures. However, more task-based evaluations need to be conducted.
Other possible avenues for improvement of the query expansion term selection that could be explored are:
• Use of Part-Of-Speech (POS) information. Jing and Croft [30] studied the effect of different POSs on the selection of word co-occurrences, and found that noun phrases achieved the best performance. Xu and Croft [28] only used noun phrases for query expansion. Evert and Kermes [31] also suggested applying linguistic filters before extracting collocations. A method using noun phrases only in the query expansion may improve retrieval performance.
• Use of the number of distinct relevant documents in query expansion term selection. Collocates located in the proximity of query terms are promising expansion terms as shown in this paper. However, words co-occurring with query terms in several relevant documents are likely to be more useful than words co-occurring with query terms in only one relevant document. Therefore, taking into account the number of relevant documents that a word pair co-occurs in may improve the selection of query terms.
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