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Preface
Every linguist knows how colossal Angelika’s impact on our field is. Hearing about
this would not be informative for anybody who might (virtually) pick up this volume,
including Angelika herself. So, instead of writing about, say, Angelika’s crucial role in the
development of our understanding of modality, we will write about what Angelika means
to us, as a teacher, advisor, mentor, colleague, and friend. We know that these words will
resonate with many of you (Angelika has meant so much to so many people). We just get to
be the lucky ones to tell Angelika publicly.
Ilaria: When I was still a confused undergraduate in Italy applying for graduate programs
in the US, I settled on UMass because of Angelika. When the time came during our first
year to form a committee for our generals paper, I naturally went to her, who - also very
naturally - turned me down. That could have been the end of the story (and the end of me).
But it wasn’t; I thought she had her reasons. Although I was a pretty good student in her
class, she hadn’t had the time to assess me outside routine homework assignments, and this
is when I learnt something important about Angelika: she takes everyone and everything
very seriously. So, I wrote my first generals paper in psycholinguistics instead (my second
was in semantics; I did convince her in the end). Through the years, I found out many other
things about Angelika’s views that I tried to incorporate into my own, and I don’t mean just
about semantics. I learnt that every student and every student’s project matters, that being a
honest advisor is as important as being a supportive one, that it is extremely important to
recognize others’ contribution to the discussion of a topic as you carve your space into it,
that as a woman in academia one should not feel obliged to always be pedagogical and that,
as a researcher in general, the best one can do is to become acquainted with the condition of
‘groping in the dark’. The list could go on, but I will stop here. I hope to have done some
justice to the wonderful and affectionate colleague that Angelika has been to everyone of us.
Paula: I would not have become a semanticist if not for Angelika, and I don’t think I would
have stayed one if not for her. She took me in at a time when I was an outsider in the
department (and trying to learn semantics on the side), and has never failed to support me
since. Throughout the whole dissertation writing process she took my work as seriously
as if it were her own (and held me to the same standards she would herself). She worked
alongside me during that long, hot, stress-filled, summer, and even drove to Northampton
once to discuss the final touches of the dissertation (so that I would not waste precious hours
on the trip to Amherst and back!). And, afterwards, when her advisor work was officially
done, she was still there for me at every step of the way. During all this time, I have learned
so many things from her. In her graduate classes I learnt what ‘research in action’ was,
and what ‘striving for the truth’ really meant. Her undergraduate classes showed me that
one could fascinate beginners without sacrificing rigour. She encouraged me (all of us)
to pursue bold hypotheses but to follow them through carefully and systematically. She
showed me how one could support one’s students to incredible extremes without fulfilling
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dangerous gender stereotypes (‘women in academia are expected to be mothers, men are
expected to be brilliant’, she warned me once). I could not have wished for a more brilliant,
generous, amazing advisor, mentor, and friend. Thank you, Angelika.
Rajesh: Angelika has been a dear friend, a valued colleague, and a source of inspiration and
support. I am not sure I would have come to UMass if it had not been for her encouragement.
I have always loved Angelika’s excitement and her mind which has shown me new things
which I hadn’t thought were possible. Angelika is never afraid of the new, of the unknown.
She is not one who relishes the comforts of the familiar. Getting to see her think has been
one of the highlights of my career so far. On a more quotidian note, I am grateful to her for
not one but two sacher tortes from Vienna and for running a cafe in her office, which I am
happy to report is still functional under a new administration.
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Death on the Freeway:
Imaginative resistance as narrator accommodation*
Daniel Altshuler
Hampshire College

Emar Maier
University of Groningen

Abstract We propose to analyze well-known cases of ‘imaginative resistance’ from
the philosophical literature as involving the inference that particular content should
be attributed to either: (i) a character rather than the narrator or, (ii) an unreliable,
irrational, opinionated, and/or morally deviant ‘first person’ narrator who was
originally perceived to be a typical impersonal, omniscient, ‘effaced’ narrator. We
model the latter type of attribution in terms of two independently motivated linguistic
mechanisms: accommodation of a discourse referent and ‘cautious’ updating as a
model of non-cooperative information exchange.

1

Introduction

Consider the following fictional discourse from Weatherson (2004):
(1)

Jack and Jill were arguing again. This was not in itself unusual, but this time
they were standing in the fast lane of I-95 having their argument. This was
causing traffic to bank up a bit. It wasn’t significantly worse than normally
happened around Providence, not that you could have told that from the
reactions of passing motorists. They were convinced that Jack and Jill, and
not the volume of traffic, were the primary causes of the slowdown. They all
forgot how bad traffic normally is along there. When Craig saw that the cause
of the bankup had been Jack and Jill, he took his gun out of the glovebox and
shot them. People then started driving over their bodies, and while the new
speed hump caused some people to slow down a bit, mostly traffic returned
to its normal speed. So Craig did the right thing, because Jack and Jill
should have taken their argument somewhere else where they wouldn’t
get in anyone’s way.

* We would like to thank Angelika Kratzer for sponsoring Emar’s visit to UMass, Amherst during the
2017 fall semester – an opportunity that led to this collaborative effort. Thanks also to the SuSurrus
participants at UMass, Amherst for insightful feedback about fictional truth. Finally, thanks to Phil
Bricker, Patrick Grafton-Cardwell, Chris Meacham, Alejandro Pérez Carballo, Roger Schwarzschild
and again Angelika for providing feedback on many of the ideas developed in this squib. Emar
Maier’s research is supported by NWO Vidi Grant 276-80-004. The usual disclaimers apply.

©2020 Daniel Altshuler and Emar Maier
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Silent anchors: the case for unpronounced indexicality*
Orin Percus
University of Nantes / LLING - UMR 6310

Abstract Diagnostics for indexicality reveal that some constituents exhibit an
indexical behavior that goes beyond that of any inherently indexical words they
contain. I suggest that this is because unpronounced indexicals can occupy world
argument positions associated with predicates.

1 A familiar picture …
In this paper, I will be looking at the consequences of a familiar picture of
sentence interpretation issuing from Kaplan 1977. The picture is designed to
account for a phenomenon that we find in sentences like those in (1). When these
sentences are used to make a claim, the truth of that claim depends on very
specific details of the situation in which the sentence is uttered: on who uttered it,
to whom, when. And this obviously has to do with the existence of particular
words in the sentence: I, you, today.
(1)

a. I am Danish.
b. You are Belgian.
c. Today is Wednesday.

The familiar picture I will be exploring starts from the view that, in the case of
sentences like these, what claim is made by an utterance of the sentence depends
on details of the situation in which the sentence is uttered. That is, I utter (1a) to
*

For many of my own silent anchors I have Angelika to thank. Her path-breaking remarks, her
support at crucial moments, her friendship have all been hugely consequential for me. Following
my year at UMass, I think that in one way or another I got to see Angelika every year or so –
including at the Gare de l’Est – until 2014 when I presented this material in Tübingen. After that,
there was a discontinuity. A number of things got put on hold. Now that I have finally written up
the talk (much as I gave it, without any significant changes), I hope that the rest of the pattern will
fall back into place too.
So this paper is an attempt to catch up. (I fear some will say on reading it: a few decades late.)
I am grateful to have had the opportunity to present this work to audiences at NYU and in Kyoto,
Tokyo and Tübingen back in 2014. I remember thought-provoking observations from Dylan
Bumford, Stefan Kaufmann, Makoto Kanazawa, Maribel Romero and Philippe Schlenker. The
material elaborates on a piece of my ESSLLI 2011 class notes (Percus 2011).
©2020 Orin Percus
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make the claim that Orin is Danish, my neighbor utters (1a) to make the claim that
he is Danish, and so on. And it takes the semantic values of the sentences – the
objects we compositionally derive on the basis of their syntactic structures – to
reflect that. According to the picture, the semantic value that we derive from a
sentence’s structure is a function that gives us a proposition when we supply
information about the utterance situation – more technically, when we supply an
object called a “context” whose features are determined by the utterance situation.
The idea is that, when a speaker utters a sentence like I am Danish, he is saying
that the sentence’s semantic value, applied to the context that corresponds to the
utterance situation, gives a true proposition. In the case of I am Danish, for
example, the semantic value would be a function that accepts a context c and
yields the proposition that a certain feature of the context cI that corresponds to
the utterer is Danish. These aspects of the picture are summarized below in (2).
(2)

An idea about semantic values
a. The semantic value of a sentence is a function that accepts “contexts”
(objects of the kind that make up the relevant features of an utterance
situation) and that returns propositions.
b. A speaker may use the semantic value of a sentence to claim that the
proposition that results from applying the “context of utterance” is a
true one.

(2’) Example1
[[ I am Danish ]], given context 1, yields the proposition that Orin is Danish
[[ I am Danish ]], given context 2, yields the proposition that Ilea is Danish
…
[[ I am Danish ]], given context c, yields the proposition that cI (the utterer) is
Danish
The picture also says something about how these semantic values are built up
compositionally – and thus about how I, for example, comes to be responsible for
the fact that the proposition we derive from I am Danish depends specifically on
the cI feature of the input context. The main idea here is that every constituent has
a semantic value that is a function from contexts, from the words up. Some words
are just constant functions, but words like I are not: the semantic value of I takes a
context and yields the feature corresponding to the utterer. Then semantic
composition generally works in such a way that, if you are a constituent and
contain something whose semantic value is a non-constant function from
contexts, then your semantic value will encode the same kind of dependency on
I use “X” for “the syntactic structure of X.” I use “[[ Y ]]” for “the semantic value of Y.”
Sometimes to talk about semantic values I will write “[[ A ]]” but mean [[ A ]].

1
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context. So, for example, given that the semantic value of me encodes a
dependency on the “I” feature of the context, the semantic value of related to me
and of Somebody is related to me will too:
(3)

An idea about composition
a. The semantic value of any constituent is a function from contexts.
b. The rules of semantic composition guarantee that, if the value of one
constituent given a context depends on a particular feature of the context,
then the value of constituents containing it will behave that way too.
c. Generally speaking, when a complex constituent has a semantic value
that encodes a dependency on context, this will have been inherited from
its pieces via the rules of semantic composition.

(3’) Examples
[[ me ]], given c, yields cI
[[ related to me ]], given c, yields the property of being related to cI
I am not going to question this picture. On the contrary: various arguments
from language can be given in support of it, and I will review them (in section 3).
These arguments specifically have to do with the usefulness of saying that
constituents have semantic values that encode a dependency on particular features
of the context. My main point will then be the following (in section 4): if we
accept these arguments, then we are also led to the position that there are
constituents that encode a dependency on particular features of the context even
though these constituents don’t contain a pronounced item like I to which we
could attribute this dependency. What does this mean? The picture as I presented
it suggests that, when a constituent behaves like that, this behavior is nonetheless
inherited from its pieces in some way. One might conclude, then, that there is an
unpronounced piece somewhere that is creating the dependency. This will in fact
be my conclusion, and (in section 5) I will speculate about what the unpronounced
pieces are and where we find them. (Throughout, I will speak of “unpronounced
indexicality” because I have in mind a technical definition of “indexical” on
which it means “have a semantic value that is a non-constant function from
contexts.”)
It is proper to mention that a lot of what I will be doing has already been
brought up in another setting – in connection with the old debate about the socalled “referential” uses of descriptions. I won’t get to that until the final page,
I’m afraid.
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2 … fleshed out a bit
In telling the story I just promised to tell, I will be assuming some details that will
significantly influence the discussion. Here they are, quickly.
Very importantly for the way I will frame the discussion, I will be assuming
an ontology involving possible worlds. I will also be assuming that the same
individual – like me or my neighbor – may inhabit different worlds, and I will be
assuming that there is a single time line along which events that take place in the
various worlds are ordered. These assumptions allow me to articulate a bit further
the familiar picture that I just presented – as follows.
To begin with, as far as the semantic values of sentences are concerned, I said
“proposition” but will more precisely take this to mean “function from possible
worlds to truth values.”2 And I said “context,” but more specifically what I will
take a context to be is a triple of an individual, a moment on the time line, and a
possible world.3 So I can rephrase. I said: a speaker who utters a sentence claims
that the sentence’s semantic value, applied to the context that corresponds to the
utterance situation, yields a true proposition. I now say4: he claims that the
sentence’s semantic value, applied to the triple made up of him, the moment of
utterance and the actual world, yields a function that returns 1 for the actual
world. (Accordingly, in talking about a speaker X who utters a sentence at time T
in world W, I will use the term “context of utterance” for the triple <X,T,W>.)
To put it another way, a speaker may utter a sentence to claim that in doing so he
is saying something true, and on this approach “say something true” is to be
explicated as in (4c) below.

2

There are some salient alternatives to consider. The objects that we obtain from sentences once
we supply a context might need more than just a possible world to make a truth value. They might
instead be properties of times – needing a moment on the time line as well – or “centered
propositions” – needing an individual too (and thus, overall, all the elements of a context as
construed just below). I think it could be useful to review the arguments in section 3 bearing these
alternatives in mind.
3
Cf. Haas-Spohn 1995.
4
For the record, I don’t mean to dismiss altogether the possibility of a speaker using a sentence to
claim that its semantic value yields a true proposition when applied to some other context. But,
when it comes to the examples I consider in this paper, I will take the position that the claims
made concern the utterance context (in the sense here). I think it reasonable to regard this as the
typical case.
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(4)

Semantic values
a. The semantic value of a sentence, given a context, yields a function from
worlds to truth values. (Ex. [[ I am Danish ]] = ck. ws. cI is Danish in w. )
b. Contexts are individual-time-world triples. (Notation: c has members cI,
cT and cW.)
c. A speaker X who uses a declarative sentence S at time T in world W says
something true (… false) when [[S]](<X,T,W>)(W) = 1 (...0).

Then to fill out the picture, as far as semantic composition is concerned, I will
assume standardly that the composition rules generally pass up the context
argument. (5) shows what I mean. The standard notation for this (in the box) uses
a superscript to talk about application of a semantic value to a context, and it is
customary in this case to talk about “evaluation at a context.” I will sometimes
use that notation (for readability’s sake), but not always.
(5)

Composition
[[ I ]] = ck. cI
[[ you ]] = ck: cI is addressing someone at cT
in cW. cI’s addressee at cT in cW
[[ Danish ]] = ck. xe. ws. x is Danish in w.

Usual notation
[[ I ]]c = cI
[[ you ]]c = cI’s addressee at cT in cW
(defined only if there is one)
[[ Danish ]]c = xe.ws. x is Danish in w.

[[ I Danish ]] = ck. [[Danish]](c) ( [[I]](c) )
[[ I Danish ]]c = [[Danish]]c ( [[I]]c)
= ck. ws. cI is Danish in w.
= ws. cI is Danish in w.
[[ you Danish ]] = ck. [[Danish]](c) ([[you]](c))
[[you Danish ]]c = [[Danish]]c ( [[you]]c)
=
= 
(In these cases, composition is via functional application “passing up the context argument.”)

I can now be a little more precise about the plot as well. I said that the
discussion would take me to the position that there are constituents that encode a
dependency on particular features of the context even though they don’t contain
familiar items like I or you or now. Specifically, we will see that the constituents
encode a dependency on the world feature of the context. You can see looking at
(5) that the way in which we arrive at functions from worlds to truth values has to
do with the fact that predicates select for a world argument.5 What I will suggest

Although I didn’t include this for Danish in (5), I assume that predicates can take time arguments
too. In accordance with my assumption that the semantic values of sentences take us from contexts
to functions characterizing sets of possible worlds (rather than, say, to properties of times as
alluded to in fn. 2), I will imagine that matrix present tense generally indicates the presence of an
indexical time argument. I won’t be very careful with temporal aspects of interpretation in this
paper – maybe a more careful consideration would lead to a slightly different view about the

5
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is that the special indexicality of our constituents arises from a silent indexical
filling the world argument slot of a predicate.
3 Arguments for a picture of this kind
In this section I will review arguments for the picture I just described – a picture
on which sentences have semantic values that are functions from contexts to
propositions, and on which they are built out of ingredients whose semantic
values are also functions from contexts, in the way I indicated. (My discussion
here owes a lot to Heim 2004.6)
In light of the details I provided in section 2, you can see that there is in fact a
clear alternative. Look again at (4c) and you will see that, at least when it comes
to explicating what it means for an uttered sentence to be true, we are not making
use of all aspects of a sentence’s semantic value. We could have said just the
same thing by writing the condition as in (4c’) below, so really we are only
making use of the piece of the semantic value that I underlined there (Stalnaker’s
“diagonal,” essentially). In the case of I am Danish, this piece comes out to the
function ck. cI is Danish in cW , a function that characterizes contexts whose
individual coordinate is Danish in their world coordinate. This makes one wonder
if we could instead adopt a picture on which the semantic value of a sentence is
this simpler function.
(4)

c’. Equivalent to (4c):
A speaker X who uses a declarative sentence S at time T in world W says
something true when c.[[S]](c)(cW)(<X,T,W>) = 1.

The arguments, then, are arguments that we need the additional structure for
something. In particular, their point will be that there is a notion that our more
complicated picture makes available that is relevant for natural language.
Specifically, our picture allows us to talk about the semantic value of an
expression evaluated in its utterance context, and this is the notion that turns out
to be useful. Kaplan calls this an expression’s “content” given its utterance
context. I will call it the expression’s “utterance value”:

semantic values of sentences. I will continue to approximate (probably) and to imagine that
Danish doesn’t take a time argument.
6
These lecture notes on indexicality by Irene Heim contain an exceptionally comprehensive and
rigorous discussion of arguments for the position I am defending here. Heim specifically brings up
the argument from propositional anaphora in subsection 3.2 (only to return to it more skeptically
in Heim 2011), and the other arguments I present are largely inspired by her discussion. The
arguments discussed by Heim build to some degree on remarks in Stalnaker 1970.
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(6)

When a sentence with constituent A is uttered by X at T in W, the utterance
value of A is [[ A ]](<X,T,W>).

For example, the utterance value of I when uttered by me is me, Orin. Similarly,
the utterance value of I am Danish when uttered by Barack Obama is the
proposition that Barack Obama is Danish, that is, ws. Obama is Danish in w.
Here are some phenomena that the notion of utterance value makes it possible,
or natural, to describe.
3.1 Ellipsis
One phenomenon that utterance values seem necessary to describe is ellipsis. My
examples here will involve VP ellipsis, and I will take the position that they
literally contain unpronounced VPs (marked “”). To indicate possible
interpretations for the unpronounced VP, I will write in brackets expressions that
have those interpretations – and that thus constitute candidates for the VP that
goes unpronounced:
(7)

A: John thinks that Mary hates Fred.
B: Does he really? I know he thinks that Jane does  [ hate Fred ].

The kind of example that is of interest to us here is (8). In the context of A’s
utterance in (8), B’s response can be interpreted in the way the potential response
in (9a) with hates you would be. It cannot be interpreted in the way the potential
response in (9b) with hates me would be. So to characterize the way in which we
are allowed to interpret elided constituents, we need a notion that allows us to
pinpoint what connection there is between A’s utterance and the potential
response in (9a) that we do not find between A’s utterance and the potential
response in (9b) (which nonetheless contains the same literal VP that A’s sentence
does).
(8)

A: John thinks that Mary hates me.
B: Does he really? I know he thinks that Jane does  [√ hate you, # hate
me].

(9)

a. ... B: Does he really? I know he thinks that Jane hates you.
b. ... B: Does he really? I know he thinks that Jane hates me.

The notion of utterance value does this. As illustrated in (10), if B had uttered
the response with hates you, the utterance value of B’s hates you would have been
the same as the utterance value of A’s hates me, while, if B had uttered the
response with hates me, the utterance value of B’s hates me would not have been
the same as the utterance value of A’s hates me. (In (10), for ease of presentation,
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I include some details that – unless I specify otherwise – I will generally assume
in this paper when I consider utterances that take place in the same world: the
utterances take place in a world I call ; the utterances occur on November 8,
2014.)
(10) a. [[ hates me ]]c = xe. ti. ws. In w, at t, x hates cI.
b. [[ hates you]]c = xe.ti. ws. In w, at t, x hates cI’s addressee at cT in cW.
(9a) : [[ hates me ]]<A, 08.11.2014..., > = xe. ti. ws. In w, at t, x hates A.
[[ hates you ]]<B, 08.11.2014..., > = xe. ti. ws. In w, at t, x hates A.
(9b) : [[ hates me ]]<A, 08.11.2014..., > = xe. ti. ws. In w, at t, x hates A.
[[ hates me ]]<B, 08.11.2014..., > = xe. ti. ws. In w, at t, x hates B.
So the notion of utterance value is useful in describing how we interpret elided
VPs (or, if you prefer, in describing what VPs can be elided). Apparently, we are
forced to take the elided VP in (8) as having the same utterance value as a
constituent of A’s utterance. In (11) I wrote the generalization that comes to mind
instantly given the kind of data we have just seen. According to this naïve
generalization, a VP can only go unpronounced when it has the same utterance
value as a constituent in its environment.
(11) Generalization (naive version): The utterance value of an elided VP must be
the same as the utterance value of a constituent of a salient sentence.
I did say that the generalization in (11) is naïve. There is a lot of controversy
about how to formulate the identity condition relevant for ellipsis, and nobody
these days would think that this is all there is to say about the conditions under
which constituents can be elided. But at the same time I think it is clear that,
whatever the right condition is, it will have to make reference to utterance values.
For example, take the view that much discussion in the past two decades has
started from: a VP can be elided when you can find a constituent including it that
contrasts with another syntactic constituent in the vicinity. On this view, what lies
behind the successful interpretation of the ellipsis in (8) would be the fact that B’s
utterance contains a constituent like [JaneF hate you] that contrasts with the
constituent [Mary hate me] of A’s utterance7. But, in what sense does the
constituent [JaneF hate you] of B’s utterance contrast with the constituent [Mary
hate me] of A’s utterance? In the sense that, when we consider the alternatives
evoked by [JaneF hate you] and look at their values at B’s context of utterance
For simplicity, I imagine here that the contrast is between untensed constituents – constituents
that we have before the level at which the verb’s time argument makes its appearance. My reason
for writing hate rather than hates is just to make this salient. I don’t wish to take a position on
where the verbal inflection is (if anywhere) in the structure that is interpreted.

7
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(that is, the utterance values they would have had if B had uttered them instead, so
to speak), we find among them the value of [Mary hate me] at A’s context of
utterance. Specifically, among the alternatives evoked by [JaneF hate you] is
[Mary hate you], and [[ Mary hate you ]]<B, 08.11.2014..., > = [[ Mary hate me ]]<A,
08.11.2014..., >
.
Given what I just said, you can probably see that one can give a similar
argument on the basis of deaccenting phenomena, where parallel contrasts obtain:
(12) A: John hates Mary.
B: That’s not surprising given that BILL has a poor opinion of Mary.
(13) A: John hates me.
B: That’s not surprising given that BILL has a poor opinion of you / # me.
I won’t go into this, but what matters for deaccenting seems to be precisely that,
when we look at the focus alternatives and consider the utterance values they
would have had, we find among them one that is entailed by the utterance value of
the antecedent.
3.2 Anaphora
Our picture allowed us to describe the ellipsis cases we just saw by saying that the
utterance value of the elided constituent was the same as the utterance value of a
constituent in the environment. In fact, the utterance values of nearby constituents
seem to be relevant to anaphora more generally – a point made explicitly by Heim
2004, who uses the term “content anaphora.”
In (14) I give an example along the lines of Heim’s where that is used as a
“propositional anaphor.” The contrasts in (14) are reminiscent of our ellipsis
contrasts. We can describe what is happening there by saying that that can be
resolved in such a way that its utterance value is identical to that of a suitably
local clause – and that it is not sufficient merely for its semantic value to be the
same. So there is a second argument for the utility of the notion of utterance
value.8

8

Very possibly, the same kinds of considerations that motivate a more sophisticated view of
ellipsis interpretation can be used to motivate an analogously more sophisticated view of thatinterpretation. But, as was the case with ellipsis, utterance values would remain important.
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(14) A: John and I are cousins.
B: That [ # John and I are cousins, √ John and you are cousins ] is unlikely.
B’: That [ # John and I are cousins, √ John and you are cousins ]’s not true.
B’’: I learned that [ # John and I are cousins, √ John and you are cousins ]
yesterday.
(15) That can be resolved in such a way that its utterance value is identical to
that of a clause in the environment (and merely having the same semantic
value is not sufficient).
3.3 “Saying the same thing”
Perhaps relatedly, the notion of utterance value also seems to be useful when it
comes to explicating what we mean when we say that people “are saying the same
thing.”9 Consider (16). There is a sense in which A, B and C all “say the same
thing” here. What is this sense? Arguably, it is that their sentences all have the
same utterance value: as sketched in (17), each sentence evaluated at its own
context of utterance yields the same proposition, namely the proposition that New
York is A’s birthplace.
(16) A (in NY): I was born here.
B (to A): You were born in NY.
C: A was born in NY
(17) a. [[ I was born here ]]
= ck:...ws. In w, cI is born in the location of cI at cT in cW.
b. [[ You were born in New York ]]
= ck:...ws. In w, cI’s addressee at cT in cW is born in NY.
c. [[ A was born in New York ]] = ck.ws. In w, A is born in NY.
[[ I was born here ]]<A, 08.11.2014, > = ws. In w, A is born in NY.
[[ You were born in New York ]]<B, 08.11.2014..., >
= ws. In w, A is born in NY.
This argument can be seen as reflecting Stalnaker’s (1970) view that utterance values serve as
the “common content” associated with utterances of different linguistic expressions, together with
Kaplan’s view that the utterance value of a sentence constitutes “what is said.” It exemplifies a
form of argument discussed by Heim 2004, according to which utterance values are useful for
explicating intuitively natural relations between utterances. Frege described the basic intuition
here in a quote that Kaplan (1977/1989: 501) cites: “If someone wants to say the same today as he
expressed yesterday using the word ‘today’, he must replace the word with ‘yesterday’. Although
the thought is the same its verbal expression must be different ….”
9
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[[ A was born in New York ]]<C, 08.11.2014..., > = ws. In w, A is born in NY.
(18) One sense of “say the same thing” is “utter a sentence with the same
utterance value.”
At this point, it is only fair to mention a skeptical response to this kind of
argument for the utility of utterance values. As Lewis 1980 emphasizes, there are
many different ways to understand “say the same thing” and sameness of
utterance value would correspond to only one of them. To take a simple example,
there is also a use of “say the same thing” which corresponds to “utter the same
words”: it thus makes sense to say that, if B had said “I was born here,” then A
and B would have said the same thing. But then how useful really is the notion of
utterance value if it only serves to account for one use of many? Wouldn’t we
prefer an explication of “say the same thing” that accounts for all its uses and that
doesn’t need as background a picture that allows us to talk about utterance
values? The same kind of objection can be levelled against the previous argument.
Anaphora to utterance values would only correspond to one use of that.
Reference to utterance values doesn’t seem to be relevant when it comes to the
deictic use of that, for example (“That was certainly a surprise!”). Wouldn’t we
prefer a theory of that that accounts for all of its uses and that doesn’t need as
background a picture that allows us to talk about utterance values? It is possible
(though perhaps not correct) to read Lewis, and also Heim 2011, as making
objections of this kind.
Honestly, I don’t really know what to say against this objection. I do agree
that it would be nice to have a comprehensive analysis of “say the same thing”
and of that. But I also think that, if talking about utterance values allows us to
describe what is happening in the kinds of examples that I just brought up, then it
is useful to be able to talk about utterance values. Maybe this says something
about my standards.
3.4 “A priori but contingent” truth
Finally, as many people have emphasized in one way or another – notably Kaplan
– a position on which propositions are the utterance values of sentences gives us a
natural way to describe the special character of sentences like (19a). (19a) is in a
certain sense true a priori – when uttered, we know that it is true simply by virtue
of knowing the language. But at the same time it is contingently true – that is, true
by virtue of the way the world is. This contingent aspect is revealed by the
coherence of the continuation in (19b).
(19) a. I am uttering a sentence now.
b. But things could have been otherwise!
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Our picture allows us a simple way to explicate this dual character. (19a) is
true a priori in the sense that, on any occasion of utterance of (19a), its utterance
value will always be true. But it is contingently true in the sense that the utterance
value, even if it is true in the world of utterance, will be false in other worlds. For
example, if I had uttered this sentence on November 8, 2014, the resulting
proposition, the proposition that Orin is uttering a sentence at the time in question
on November 8, 2014, would have been true, but this proposition would have
characterized some worlds and not others:
(20) [[ (19a) ]]c = ws. In w, at cT, cI is uttering a sentence.
For any event of (19a)’s utterance by X at T in W, [[ (19a) ]]<X,T,W> (W) = 1.
But at the same time, for a given event of (19a)’s utterance, its utterance
value [[ (19a) ]]<X,T,W> will be a function that yields different values for
different worlds.
(Incidentally, when it comes to the continuation But things could have been
otherwise, arguably we have another instance of the kind of anaphora we
considered when we considered that: in this example, the expression otherwise
behaves like different from that, where that is resolved to the utterance value of
the first sentence.)
4 More indexicality than we might have expected
We have now seen some arguments for our overall picture. The claim at the heart
of these arguments is that certain phenomena should be described by making
reference to utterance values – ellipsis, certain kinds of anaphora resolution, and
so on.
If we accept this claim, then that means that we can use those kinds of
phenomena to diagnose utterance values – to draw conclusions about utterance
values in particular cases. That will be my point of departure now. I will suggest
that, when we proceed in this way, we discover that some constituents have an
analysis beyond those we might have expected prior to this discussion, an analysis
with some extra indexicality. Notably, the indexicality that these constituents
exhibit implicates the world feature of the context.
(21) gives an example of what I mean. In (21) I wrote side by side the kind of
semantic value that we would standardly expect for My mother is Danish ((21b))
and the kind of semantic value that I am claiming that the sentence has on a
second analysis ((21c)). The kind of semantic value that we would standardly
expect is the kind of value we would get, say, if we gave all predicates a variable
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as their world argument and if we bound all those variables with a binder at the
top. By contrast, in the second analysis, the world feature of the context plays a
role. Looking at these two semantic values side by side, you can see that finding
evidence for the second analysis isn’t easy. Both semantic values are associated
with the same truth conditions: both imply that, in uttering the sentence, X utters
something true at T in W if, in W, the mother in W of X is Danish. Their
utterance values, however, will not generally be the same. This is why our
diagnostics for utterance values will be important.
(21) a. My mother is Danish.
b. ck.ws:... In w, cI’s mother in w is Danish.
c. ck:...ws. In w, cI’s mother in cW is Danish.
In what follows, I will concentrate on sentences with definite descriptions. As
I will make clear later, however, this choice is not crucial. It’s just easier this way
to construct the kinds of arguments I want to construct. By proceeding in this
manner, I am staying close to the literature where these issues have come up.
Others too have taken the position that sentences with definite descriptions may
be analysed in a way that involves some extra indexicality. I will signal below
some of the precedents for the arguments I invoke.
4.1 Ellipsis
We have seen that we can use ellipsis as a diagnostic for utterance values. I will
start with that. In this discussion I will be focusing my attention on the sentence I
saw the woman on my right – or, to be honest, the fragment “the woman on my
right” in a context where it very plausibly realizes the sentence I saw the woman
on my right. The context is this one:
(22) A (at time T, whispering to B and nodding in Mary’s direction): ... And you
know who I saw at that party twenty years ago? The woman on my right!
...
If we just think about the truth conditions here, there seems to be a kind of
temporal indexicality that is relevant to the description. After all, A is saying, in
effect, “I saw the individual who is a woman now [let’s say she was a girl then]
and who is on my right now.” What he is saying is true iff, in his world , at a
certain party twenty years prior to T, A saw the individual who is a woman at T in
 and who is on the right of A at T in . But it seems to me that with ellipsis we
can construct an argument that the sentence has an analysis with even more
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indexicality than that. We need some elaborate stage directions for this, though,
so here is the full scene:
(22’) A (at time T, whispering to B and nodding in Mary’s direction): ... And you
know who I saw at that party twenty years ago? [I saw] The woman on my
right!
(Mary gets up and starts walking toward the dance floor. Sally approaches
and B exchanges a few words with her – she knows that Sally was at that
long-ago party and wants to verify A’s claim. Sally shakes her head.)
B (at time T + 15 seconds, to A): Sally thinks you didn’t.
Intuitively, what B expresses here is that Sally thinks that A didn’t see Mary.
And this is the result we would get if the VP see the woman on my right had a
semantic value as in (23a), one that encodes a dependency not only on the
individual and time coordinates of the context but also on the world coordinate. If
see the woman on my right has the semantic value in (23a), then the
corresponding utterance value of see the woman on my right when A utters his
sentence is the property of seeing Mary ((23b)), and the constraints on ellipsis will
insure that this is also the utterance value of the elided VP:
(23) Right for this case:
a. [[ see the woman on my right ]]c
= xe.ti. ws. In w, at t, x sees the individual who is a woman at cT
in cW and who is on the right of cI at cT in cW.
b. [[ see the woman on my right ]]<A,T,>
= xe.ti. ws. In w, at t, x sees Mary.
Given that the elided VP has the same utterance value, this correctly
predicts that B’s sentence attributes to Sally the belief that A didn’t see
Mary.
By contrast, we would not get the right result from a semantic value for the VP as
in (24a), where the world argument of the context does not play a role. In that
case, the corresponding utterance value would be different ((24b)), and the use of
an elided VP with the same utterance value would wind up expressing a different
claim. The details are complicated, but B’s sentence would then express a
proposition whose truth depends on Sally situating herself in a world where there

131

Silent anchors: the case for unpronounced indexicality

is an individual to the right of A.10 This is not the right result: in our scenario, B
clearly does not mean to imply that Sally has an opinion about anyone being on
the right of A at any point.
(24) Not right for this case:
a. [[ see the woman on my right ]]c
= xe.ti. ws: There is a unique individual who is a woman at cT in
w and who is on the right of cI at cT in w. In w, at t, x
sees the individual who is a woman at cT in w and
who is on the right of cI at cT in w.
b. [[ see the woman on my right ]]<A,T,>
= xe.ti. ws: There is a unique individual who is a woman at T in w
and who is on the right of A at T in w. In w, at t, x
sees the individual who is a woman at T in w and
who is on the right of A at T in w.
Given that the elided VP would have the same utterance value, B’s sentence
would end up attributing to Sally a belief according to which there is a
woman to the right of A.
So the conclusion from the ellipsis example seems to be that the VP see the
woman on my right can have the semantic value in (23a). That will give us the
utterance value that the elided VP seems to have accessed. This is not necessarily
to deny that the VP admits an analysis on which it has the semantic value in (24a).
It is rather to add that it admits an analysis on which it has this other semantic
value with some extra indexicality.11 One might reasonably speculate that the
indexicality is present at the level of the definite description:

10
In a nutshell, this is because the compositional semantics works in such a way that the utterance
value of the whole complement of think “inherits” the partiality in the utterance value of the elided
VP. The utterance value of the complement of think thus comes out to be a function whose domain
is limited to worlds in which there is a single woman at T who is on the right of A at T.
11
This suggests a possible conjecture: in cases where a sentence admits two different analyses that
give rise to the same truth conditions, both analyses may be used to provide antecedents for
ellipsis. The traditional explanations of strict-sloppy ambiguities in ellipsis assumed something
like this. (And by the way, now that we have found cases of ellipsis whose antecedents seem to
contain indexical descriptions, I think it worth noting that studies of strict-sloppy identity in
ellipsis have not taken this into account. It might be useful to revisit them with this in mind.)
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(25) A possible speculation
[[ the woman on my right ]]c
= the individual who is a woman at cT in cW and who is on the right of
cI at cT in cW
4.2 Propositional anaphora
The idea here will be similar: that-anaphora diagnoses an utterance value that
could only have come from a constituent with some extra indexicality. The
argument from anaphora is actually the main kind of linguistic argument that has
appeared in the literature for the indexicality of descriptions – see Dahl 1973, and
the discussion of Stalnaker in Heim 2011. Here is the example to consider 12, with
stage directions again:
(26) (B enters the office A shares with Mary.)
A (at time T, smiling): My office mate got the University X job!
B: (to Mary) Congratulations, Mary! I actually learned that yesterday.
(to A) You know, I only realized now that you shared your office. You’re
lucky to have Mary as an office mate.
When you learn a proposition, you acquire the belief that the proposition is
true ((27)). What is the proposition that B is saying that he learned? It is the
proposition that Mary got the University X job. So we can explain what is
happening here if that is resolved in the same way that we imagined earlier, as the
utterance value of A’s sentence, and if the utterance value of A’s sentence is the
proposition that Mary got the University X job. This is the result that we get if
A’s sentence has a semantic value as in (28a), one that gives a role to the world
coordinate of the context argument:
(27) [[ learn ]]c
= p<s,t>. xe. ti. ws. As of t and not earlier, all of x’s candidates in
w for the actual world are p-worlds (...and...)

12

My use of the verb learn in this example echoes an argument from Heim 2004.
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(28) Right for this case:
a. [[ My office mate got the University X job ]]c
= ws. In w, prior to cT, cI’s office mate at cT in cW gets the
University X job.
b. [[ My office mate got the University X job ]] <A,T,>
= ws. In w, prior to T, Mary gets the University X job.
If that receives the same utterance value, this correctly predicts that B’s
sentence expresses that the proposition he learned the previous day is that
Mary got the University X job.
Again, we would not get the right result from a semantic value as in (29a) without
this little bit of extra indexicality. Using the utterance value that this generates
would amount to B conveying that, as of the previous day, he situated himself in a
world where A had, or was going to have, an office mate, and B specifically states
that this is not the case.
(29) Not right for this case:
a. [[ My office mate got the University X job ]]c
= ws:... In w, prior to cT, cI’s office mate at cT in w gets the
University X job.
b. [[ My office mate got the University X job ]] <A,T,>
= ws:... In w, prior to T, A’s office mate at T in w gets the
University X job.
If that received the same utterance value, B’s sentence would imply that he
already situated himself the previous day in a world containing an office
mate of A.
As before, it is natural to suppose that this little bit of extra indexicality is
already present at the level of the description:
(30) A possible speculation
[[ my office mate ]]
= ck: cI has a unique office mate at cT in cW. cI’s office mate at cT in cW
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4.3 “Saying the same thing”
I claim that the notion of “saying the same thing” that unites A, B and C’s
utterances in our old example (16) also includes the case just below in (31). I
think that this is really the intuition.
(31) A’s husband: My wife was born in NY.
(A, B, C and A’s husband all say the same thing.)
But then, maintaining the position that the relevant notion of “saying the same
thing” is having the same utterance value, this suggests that My wife was born in
NY can have the semantic value in (31’), with a dependency on the world feature
of the context. This semantic value will give us the same utterance value that we
had in the other cases – the proposition that New York is A’s birthplace.
(31’) [[ My wife was born in NY ]]
= ck:...ws. In w, the wife at cT in cW of cI is born in NY.
4.4 Contingency
Finally, our discussion of sentences like I am uttering a sentence now, and
specifically of the intuition that they are contingent, suggested that intuitions of
contingency could also serve as a diagnostic of utterance value. I think that these
kinds of intuitions too support the view that sentences can have some additional
world-related indexicality. (See Zimmermann 2012 for a similar argument.13)
Look at the sentences in (32a) and (32b). Intuitively, these sentences have
contingent readings. They have readings that make it quite sensible to say that
things could have been otherwise. What would I be expressing in saying that
things could have turned out otherwise? In the case of (32a), it seems to be that
things could have turned out in such a way that I was not born in New York, the
city where I was born in actual fact – things could have been such that I was born
elsewhere. In the case of (32b), it seems to be that things could have turned out in
such a way that Ora, the individual who happens in actual fact to my mother, did
not give birth to me – things could have been such that she gave birth to someone
else instead, for example.14 These intuitions about what I am saying might not
have come to pass suggest that the utterance value of (32a) is the proposition that
I – Orin – was born in New York and that the utterance value of (32b) is the
proposition that Ora gave birth to me.
13

Zimmermann discusses the sentence The German chancellor is a politician.
Or, if you don’t think that my having Ora as a mother is an essential property of mine, things
could have been such that someone else gave birth to me instead. I find this reading quite natural
when my mother is accented.
14
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(32) a. I was born in my birthplace. (But things could have been otherwise.)
b. My mother gave birth to me. (But things could have been otherwise.)
Again, this is the result that we would get from an analysis of these sentences
with some world-related indexicality at the level of the description but not from
an analysis without one. The analysis with the additional world-related
indexicality is in (33). It is also informative to look at what I am supposing would
be the result of an analysis without one; this is in (34). Basically, the utterance
values of the sentences would come out to be “restricted tautologies,” true in
every world of their domain. That is not the way these sentences sound, I
believe.15
(33) Right:
a. [[ (32a) ]]c = ws. In w, cI is born in the birthplace of cI in cW.
a’. [[ (32a) ]]<Orin,...,the actual world> = ws. In w, Orin is born in NY.
b. [[ (32b) ]]c = ws. In w, the mother of cI in cW gives birth to cI.
b’. [[ (32b) ]]<Orin,...,the actual world> = ws. In w, Ora gives birth to Orin.
(34) Not right:
a. [[ (32a) ]]c
= w: cI has a birthplace in w. In w, cI is born in the birthplace of cI in w.
a’. [[ (32a) ]]<Orin,...,the actual world>
= ws: Orin has a birthplace in w. In w, Orin is born in the birthplace of
Orin in w.
b. [[ (32b) ]]c
= ws: cI has a mother in w. In w, the mother of cI in w gives birth to cI.
b’. [[ (32b) ]]<Orin,...,the actual world>
= ws: Orin has a mother in w. In w, the mother of Orin in w gives birth
to Orin.

Compare them for example to the “restricted tautologies” below:
(i)
?? Either Mary has quit smoking or she still smokes. (But things could have been
otherwise.)
(ii)
?? Either Mary knew at the time that John was born in New York or she was unaware of
that. (But things ...)
Now, the semantic values in (34) do abstract away from the contribution of tense. Maybe the real
semantic values are not literally “restricted tautologies.” I acknowledge this, but I don’t think that
this detail seriously affects the point.

15
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5 Where does the indexicality come from?
As promised, by taking the arguments for our overall picture seriously, we found
evidence that a variety of constituents have an analysis with more indexicality
than we might otherwise have expected. Specifically, we found that they can have
semantic values that encode dependencies on the world feature of the context.
But what does this mean? Those constituents must have a syntactic structure
for which the rules of semantic composition yield a semantic value with this kind
of dependency, but what structure? Given our overall picture, it is natural to think
that, in our sentences with descriptions like the woman on my right or my wife or
my mother, the dependency at the level of the sentence’s semantic value is
inherited from a dependency in the description’s semantic value. In that case, the
descriptions would have semantic values as in (35). But what ingredient of the
description – if any – is responsible for the description’s indexicality?
(35) a. [[ my wife ]]
= ck: cI has a unique wife at cT in cW. the wife of cI at cT in cW
b. [[ my mother ]] = ck: cI has a mother in cW. the mother of cI in cW
c. [[ the woman on my right ]]
= ck: Exactly one individual is a woman at cT in cW and on the right
of cI at cT in cW. the individual who is a woman at cT in cW
and on the right of cI at cT in cW
Here is one speculation. In the same way that we have an element whose
semantics makes its utterance value the individual coordinate of the context of
utterance – I – we also have, for example, an element whose semantics makes its
utterance value the world coordinate of the context of utterance – call it W*. The
thing about W* is that it’s unpronounced. Those indexical descriptions get to be
indexical because their structures include indexical elements like that.
The kind of picture that this proposal assumes as background is a picture on
which predicates project (or at least may project) all their arguments, even their
time and world arguments. That is, there are syntactic positions available for the
time and world arguments of predicates. We might not pronounce the items that
occupy these positions, but they are there. This idea itself is pretty familiar: it is a
common view that silent variables can occupy positions like that. What I am
suggesting now is that the elements occupying these positions need not be silent
variables: they could instead be silent indexicals. If the variables that occupy
those positions are unpronounced, then it is in a certain sense unsurprising that the
indexicals are too. Maybe those positions are simply never phonetically realized.
This proposal comes naturally to mind if one starts from the view that the
utterance values of sentences are propositions, i.e., functions from possible worlds
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to truth values.16 In that case, it is natural to think that there is a silent time
indexical – call it T* – that can occupy a position reserved for time arguments.17
There is some evident indexicality involving the time feature of the context, and it
can be accounted for in just this way. On the one hand, it is easy to find predicates
that behave as though they are modified by a silent “now” – think of On that day I
met my wife or my initial remarks about I saw the woman on my right – and that is
essentially what T* is, a silent “now.” On the other hand, we have to account for
the connection between matrix present tense and reference to the time of
utterance, and one way to do so is to say that present tense on a matrix predicate
reflects the presence of T* in the predicate’s time argument position. What comes
out of these considerations is an analysis of simple present tense sentences of the
kind I sketch in (36)-(37), where, in accordance with the view that silent variables
may occupy the world argument position, you see silent world variables and
binders for them.18 (In these examples, for ease of exposition, I assume that the
interpreted structures involve reconstruction into VP.) In this picture, there is an
obvious place for an analogous element W* ((38)). W* will allow us to generate
structures for our definite descriptions ((39)) that have the kinds of semantic
values we wanted.

16

But should we? I have done so here, but, as I mentioned in an earlier footnote, there are
alternatives to consider. Also, even if we do imagine that the utterance values of sentences are
propositions, it is not obvious that matrix present tense deserves exactly the analysis I sketch
below. It is worth thinking about what treatment would allow us to maintain the generalizations I
argued for in my discussion of utterance values – as noted earlier, in that discussion I abstracted
away from the semantic contribution of tense, to a great extent.

17

See Kusumoto 2005 for an earlier, somewhat related use of T*.
To say that there are variables and binders for them is to move to a picture slightly different
from the one I started out with. It means adopting a view on which semantic values take an
additional assignment argument. Following standard assumptions, just like the context argument,
the assignment argument is generally passed up by the semantic composition rules (hence the
additional g superscript in (36) and subsequent examples); there is however a special rule for
calculating the semantic value of a constituent beginning with a binder. Adding this further
assignment argument has consequences: everything I have said here from page 1 on has to be
reformulated in order to take the assignment argument into account. However, it seems to me that
the modifications to make are minor. As far as our basic assumptions about how semantic values
are used, in what follows I will suppose that truth and falsity are now to be explained in terms of
evaluation with respect to the null assignment. (4c) should thus be revised to: A speaker X who
uses a declarative sentence S at time T in W says something true when [[S]]<X,T,W>,(W) = 1. This
minimal modification implies that there are no free variables, and I think that this is a perfectly
reasonable assumption (the remarks about pronouns in section 6 will indicate why). Below I will
return briefly to the discussion of utterance values, bearing the assignment argument in mind.
18
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Background picture.
(36) a. I love you

(37) a. My mother loves me

b. 1 [VP w1 [T* pres] I love you ] ]

b. 1 [VP w1 [T* pres]
[the [2 w1 x2 my mother ] loves me ] ]

[[ love ]]c,g = xe. ye. ti. ws. In w, at
t, y loves x.
[[ I ]]c,g = cI
[[ you ]]c,g = cI’s addressee at cT in cW
(defined as long as cI has one)
c,g
[[ T* ]] = cT
[[ pres ]]c,g = ti : t = cT. t

[[ mother ]]c,g = xe. ye. ws. In w, y
is mother to x.
[[ the ]]c,g = f<e,t>: | f | = 1. the unique
element of f

c. [[ (36b) ]]c,g = ws. In w, at cT, cI loves
cI’s addressee at cT in cW.
(defined as long as cI has one)

c. [[ (37b) ]]c,g = ws: cI has a mother in
w. In w, at cT, the
mother of cI in w
loves cI.

(38) [[ W* ]]c,g = cW (just as [[ T* ]]c,g = cT)
(39) a. [the [ 2 W* T* x2 my wife ] ]
b. [the [ 2 W* x2 my mother ] ]
c. [the [ 2 W* T* x2 woman ][ 2 W* T* x2 on my right ] ]
A variant of this proposal would say that, rather than silent indexicals, we
have silent indexicalizing operators like those in (40). The counterpart of T*
((40a)) would combine with a predicate at the point when it wants its time
argument; the counterpart of W* ((40b)) would combine with a predicate at the
point when it wants its world argument.
(40) a. [[ IT]]c,g = P<i,st>: P(cT) is defined. P(cT)
b. [[ IW]]c,g = P<s,t>: P(cW) is defined. P(cW)
This would break the parallel with I, but, at the moment at least, I don’t see a real
difference overall – after all, as I have presented these operators, they would
combine at exactly the points where the silent indexicals combine. I mention this
variant in part because it resembles an actual well-known proposal whose effect is
not exactly the same. Kaplan famously formulated an indexicalizing operator
dthat which he specifically imagined to apply to functions that yield individuals.
An operator like Kaplan’s would account for indexical individual-denoting
definite descriptions, and indeed the cases of unpronounced indexicality that have
been entertained in the literature generally involve expressions seen in that way.
The picture that I have been suggesting here is different in that the indexicality
does not start with the definite description: the predicate itself, the complement of
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the, is indexical. I like my picture better because I think that predicates can
behave as though they have indexical world arguments even in cases that do not
involve descriptions of an individual. For instance, (41) and (42) contain
examples involving quantifiers which seem to behave like the examples with
definites that we have seen. In (41), B is expressing that Sally thinks that A didn’t
say hello to all (or any) of those people; in (42), B is expressing that he learned
yesterday that those people got rejected from Conference X.19
(41) A: I think I have the right to go over to the bar now. I’ve been sociable. I
said hello to everyone / someone on my right.
...
B: Sally thinks you didn’t.
(42) A (who just arrived at the hotel): Everyone else on my floor got his paper
rejected from Conference X.
B: I know. Actually, I learned that yesterday.
There are two further remarks that I would like to make here about the
proposal I have just put on the table. They concern its relation to problems
discussed in the recent literature.
One remark has to do with the skeptical voices that I alluded to earlier when I
discussed the arguments for the relevance of utterance values. In Heim 2011,
there is a comment that one can see as a challenge to those who wish to use thatanaphora to make the argument I made there. Though going into the fine details
would be complicated, I think that the view that I put forward can potentially
meet this challenge, so I would like to say a few words about this. Heim
specifically reacts to the claim that the instance of that in the second sentence of
(43) is anaphoric to the utterance value of the first sentence, and that the
description in the first sentence should therefore be analyzed as in (44a). (She
attributes this claim, or something like it, to Stalnaker.) The challenge is how we
could account in the same way for the contribution of the apparently parallel use
of that in (45).

19

I do feel that it is easier to come up with examples of indexical predicates when one looks at
definite descriptions than it is when one looks at indefinites and examples with other determiners.
I suspect that pragmatic factors are at work here. One factor, I conjecture, is that we refrain from
using silent indexicals to create predicates whose utterance value might be empty. When we use an
indexical predicate, we thus presuppose the existence of individuals satisfying it – and, plausibly,
due to additional factors (see Section 6), we presuppose of a certain set of individuals that they are
the ones satisfying it. The pattern then becomes understandable to the extent that, in cases where
we presuppose this kind of thing in connection with a predicate, there is pressure to apply a
definite determiner. But this is just a conjecture. It doesn’t follow from anything I have said.
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(43) The man in the purple shirt won. I had expected that [i.e. that that person
would win]. (Heim 2011: 1016, ex. 49)
(44) a. [[ the man in the purple shirt ]]c
= the (...) man in cW who wears a purple shirt at cT in cW
b. [[ The man in the purple shirt won ]]c
= ws. In w, prior to cT, the (...) man in cW who wears a purple shirt
at cT in cW wins.
(45) Every time the most controversial candidate got hired, people later claimed
that they had expected that all along [i.e. that the person in question would
get hired]. (Heim 2011: 1017, ex. 50)
In order to address this comment, we need to think about constituents with
bound variables. I entirely ignored the existence of variables in my initial
discussion. Bringing them in means saying that constituents are evaluated not
only “with respect to a context” but also “with respect to an assignment” – once
we supply a context, we have a function from assignments.20 Accordingly,
sticking to the way I have used the term “utterance value” until now, utterance
values would really be functions from assignments. With this in mind, look at the
case of that-anaphora in (46) below, for example. We can potentially account for
the anaphora there in exactly the way we accounted for other instances of thatanaphora. The idea would be21 that we analyze these sentences as having
structures like those I sketched in (46’), involving the same binder, and that gets
resolved in such a way that its utterance value comes out as the utterance value of
he hates me. (I boldfaced in (46’) the constituents whose utterance values are
identified.) Similar remarks apply to (47). In this case, the idea would be that the
binder in the relative clause (where I take the relative pronoun itself to be
uninterpreted) is the same as the binder at the top of the subject’s sister. Note that
this treatment of (47) implies that the relative clause gives us a property, a
function from individuals to propositions, once we supply the context and
assignment arguments.
(46) A: Everybody said that he hates me.
B. Come on, nobody said that [ he hates you ].
(46’) a. everybody 1 t1 said that he1 hates me
b. nobody 1 t1 said that

20

See footnote 18 for details.
Permit me here some assumptions that are dated in the same way that my ellipsis assumptions
were.
21
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(47) Every person who knows you regrets that [he knows you].
(47’) [ every person [ (who) 1 t1 knows you ] ] 1 t1 regrets that
Now we can see how Heim’s example in (45) could perhaps be analyzed. To
begin with, here are the truth conditions we intuitively associate with (45): this
sentence is true when uttered by X at T in W if, for every moment t prior to T
such that the most controversial of the candidates at t in W gets hired at t in W,
there is a moment t’ following t such that someone in W claims at t’ in W to have
expected all along the proposition w’. The most controversial of the candidates
at t in W gets hired at t in w’. Before we brought assignments into the picture, we
would have said that this suggests an analysis according to which, when we
provide a context c, we get the proposition below. Now that we have assignments,
we would say22 that, when we provide a context c, we get a (constant) function
that takes an assignment and yields this proposition:
(45’) w. For every moment t prior to cT such that the most controversial of the
candidates at t in cW gets hired at t in w, there is a moment t’ following
t such that someone in w claims at t’ in w to have expected all along the
proposition w’. The most controversial of the candidates at t in cW
gets hired at t in w’.
Heim’s example is a lot like the example we just saw with a relative clause:
instead of every person we have every time. Suppose we say, then, that along with
every time we have two properties of moments, and that these two properties
come from constituents headed by the binder 2. Looking at (45’), it should be
clear that we will be able to arrive at the desired meaning if the material that
combines with the binder in the first constituent has the semantic value in (48),
and if that picks up the corresponding utterance value. Well, it is clear how our
approach allows us to form a structure for the most controversial candidate get
hired with the semantic value in (48). We would use a silent world indexical,
together with silent time and world variables.
 c. g. w. The most controversial of the candidates at moment g(2) in cW
gets hired at g(2) in w.
The second remark that I wish to make concerns the way in which my
proposal adds to an existing discussion that concerns structures where world
argument positions are projected. It is well known by now that assuming
structures with world variables comes at a cost: not all variable binding
configurations seem to be possible, and an explanation has to be given for why.
The kind of example that is relevant here is the one in (49)-(50) (see Keshet 2011
22

See footnote 18 if it is not clear why.
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for a catalogue of such cases). It seems that the world argument position
underlined in (50a) – the position reserved for the world argument of the
embedded predicate Canadian – cannot be occupied by a variable bound at the
top. In other words, the structure in (50b) seems to be excluded. The reason for
saying this is that the sentence Mary thinks that my brother is Canadian does not
seem to have the interpretation that would derive from a structure like that. But
now let us bring in world indexicals. A structure with a world indexical in a given
position will give us the same truth conditions that we would get from a parallel
structure where that position is occupied by a world variable bound at the top –
indeed, it was in a certain sense this fact that forced us to chase after arguments
for world-related indexicality. But this means that, in addition to ruling out a
structure like (50b), we also need to rule out a structure like (50c) with a world
indexical. (50c) would give rise to the same unavailable interpretation that (50b)
does. Is there a lesson to be drawn from this? I don’t think that these
considerations should make us immediately suspicious of the world indexical
idea. Rather, they tell us that the reason that we find for excluding the use of
structures like (50b) with world variables bound at the top should extend to the
use of parallel structures with a world indexical. To summarize: the facts show us
that, even if some predicates can behave as though their world arguments are
variables bound at the top, not all predicates behave this way; the facts also show
us that, even if some predicates can behave as though they have an indexical
world argument, not all predicates behave this way; our position on one of these
problems should inform our position on the other.
(49) Mary thinks that my brother is Canadian.
(50) a. 1 w1 T* Mary thinks [ 2
[the ... w2 ... my brother] Canadian ]
b. * 1 w1 T* Mary thinks [ 2 w1 [the ... w2 ... my brother] Canadian ]
c. * 1 w1 T* Mary thinks [ 2 W* [the ... w2 ... my brother] Canadian ]
Let me close this section by addressing a possible doubt. I have endorsed a
picture in which we have both indexicals and variables – a picture where semantic
evaluation is both with respect to a context and with respect to an assignment.
The remarks that I just made attended to the consequences of a picture like that:
the first was about what it allows us to capture; the second was about the costs
that come with adopting it. Now that variables have entered the scene, however,
one might begin to have second thoughts about the arguments that I gave earlier.
I argued (in good company) that a picture where there is selection for a context
argument allows us to capture generalizations that we could not express
otherwise, and I argued that a picture with silent indexicals allows us to maintain
these generalizations in face of data that might at first sight look problematic.
However, when I argued this I did not entertain the possibility that constituents
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were evaluated with respect to an assignment, and maybe that makes a difference.
Maybe, once we entertain this possibility, we have other ways available of
expressing or maintaining these generalizations.
I think this is worth thinking about, but my hunch is that other ways that
suggest themselves will essentially amount to notational variants of the picture we
developed. To see what I mean, take the following aspects of the picture I have
been pushing: every constituent up to the sentence level is a function from both
contexts and assignments, and the context argument is always passed up by the
composition rules. In a certain sense, these aspects were not necessary. We could
imitate our picture perfectly with a different picture where only the lexical items
that we identified as indexicals select for a context argument, where composition
rules only pass up the assignment argument, and where those lexical items
combine in the syntax with a designated silent context variable. This imitation
picture – look at (51) and (52) – would yield different semantic values for
sentences. They would be functions just from assignments to propositions, rather
than functions from contexts and assignments to propositions. At the same time,
there is a way of translating into the new picture’s terms everything we said on
the old picture. In particular, wherever before we needed to invoke the value of a
constituent with respect to a context c and an assignment g, we would now invoke
the value of the corresponding constituent with respect to the assignment g  [ 0
 c ]. So for example there is a way of recovering our old utterance values: to
arrive at our old utterance values for a constituent A uttered by X at T in W, we
now take g. [[A]](g  [ 0  <X,T,W> ] ). My point is that, to the extent that
these two pictures are completely intertranslatable – and they seem to be – they do
not constitute alternative hypotheses in any substantive way. I suspect that we
will find the same thing when we try to imagine alternatives that make more
sophisticated use of the assignment argument.23
23
If you are fond of free variables – if you think of pronouns that way, for example – then more
alternatives will suggest themselves. Someone who thinks that free variables can happily inhabit
sentences, and who adopts a view where semantic evaluation is with respect to a context as well as
an assignment, would say something along these lines about when we say that a sentence is true: a
speaker X who uses a declarative sentence S at time T in W with an assignment g “in mind” says
something true when [[S]]<X,T,W>,g (W) = 1. (The idea would be that a speaker X has an
assignment g “in mind” when the codomain of g is made up of items X intends as values for the
free variables in S.) And, in order to describe what is going on in our basic cases of ellipsis and
so forth, an adherent of this position would probably invoke a slightly different notion of utterance
value: when a sentence with constituent A is uttered by X at T in W with assignment g “in mind,”
the utterance value of A is [[ A ]](<X,T,W>)(g). This point of view opens up another possibility
for sentences that we have analyzed as having a structure like (52a) with a silent world indexical.
Perhaps the cases that we have analyzed in this way should instead be analyzed as having a
structure with a silent free world variable whose intended value is the world of evaluation. Here
too, I believe that there is ultimately no substantive difference – what we can do one way with a
free variable, we can imitate perfectly the other way with an indexical expression. It does seem to
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(51) John likes me.
a. 1 w1 [T* pres] John likes me.
b. 1 w1 [T* c0][pres c0] John likes [me c0]
[[ (51b) ]] = g. w. In w, at g(0)T, John likes g(0)I

old
new

(52) John likes my mother.
a. 1 w1 [T* pres] Mary likes the [ 2 W* x2 my mother ]
old
b. 1 w1 [T* c0][pres c0] Mary likes the [ 2 [W* c0] x2 [my c0] mother ] new
[[ (52b) ]] = g. w. In w, at g(0)T, John likes the mother of g(0)I in g(0)W
6 Some notes for the future and the past
This was a starting point. Here are some directions to think about for the future.
If what I have said is on the right track, then many sentences are ambiguous
between different structures that are ultimately associated with the same truth
conditions – but via different semantic values. My mother is Danish would be like
that, for instance. The question then arises whether, in such cases, we prefer using
one structure over another, and, if so, why. I think that future work could usefully
address these issues of pragmatics. Stalnaker has argued for one principle that
could end up making a difference: the claim is that we try to use sentences in such
a way that it is unambiguous what the utterance value is.24 This implies that, in a
situation where it is not established which individual is my mother, I would avoid
using the structure for My mother is Danish that makes my mother indexical.
There are also other principles that one can imagine: for example, all else being
equal, we might choose to avoid structures with partial utterance values. This
would imply that, in a situation where it is established which individual is my
mother, I would prefer using the structure for My mother is Danish that makes my

me that the treatment of constituents with bound variables would lead to intricacies that I have
done without here.
24
If we want to entertain this idea seriously, then it would seem something has to change in the
assumptions that I have made up to here. I have imagined that there are time indexicals all over,
and in particular that matrix present tense typically contributes a time indexical – though in
sentences with predicates like Danish I have been able to abstract away from this. In that case, to
the extent that we never know at what point on the time line we are located, we will rarely if ever
be able to satisfy this condition perfectly. Because our different candidates for the utterance
context contain different time coordinates, they will generally lead to different candidate
propositions for utterance values. One way of avoiding this difficulty might be to move to a
system in which sentences evaluated at contexts yield temporal properties rather than propositions,
and accordingly to treat present tense differently. (One could perhaps imagine the level at which
we supply a time in order to obtain a proposition as a separate, temporal tier of indexicality.)
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mother indexical. Our diagnostics for utterance values might give us a way of
investigating empirically whether these kinds of claims are correct.
I have suggested that silent indexicals can appear in positions where silent
variables can appear. I think that it could be interesting to search for useful
applications of this idea. Pronouns might be worth a look.25 Modern views of
pronouns see them as syntactically complex items in which features combine
together with other expressions. This syntactic complexity contains room for
silent variables, and thus potentially for silent indexicals. Take a case like (53a).
Since the features are what determines a pronoun’s pronunciation, it is perfectly
conceivable that the bulk of the pronoun in (53a) is something that is itself
syntactically complex, even a full description that would be pronounced on its
own like my uncle. As for the gender feature sitting next to this expression (the
only feature I will consider here), we can plausibly see it as selecting for a world
argument and insuring that the expression’s referent is male in the world that it
takes as an argument. The structure of the embedded clause would then be as in
(53b), where two co-bound world variables occur within the pronoun – one that
belongs to the description and one that is selected by the feature. In principle,
though, the same pronunciation he could equally well realize an indexical
description together with a feature taking an indexical world argument. With this
in mind, it is worth recalling an older view of pronouns. The old Cooper treatment
of a pronoun like he or she views the pronoun’s gender as essentially indexical –
as reflecting the gender of the pronoun’s referent in the actual world. (53a) shows
that this view is too simple. It just doesn’t seem right to say that the pronoun in
(53a) has a referent who inhabits the actual world. But, if there are silent
indexicals that can serve as an argument to the gender feature, then that older
view was onto something.
(53) a. Mary thinks I have an uncle. She thinks he [= my uncle] is Danish.
b. ... 1 w1 [[the ... w1… my uncle][ masc w1]] Danish
Finally, I think that more thought should be given to the relation between the
semantic values of constituents and the objects that we have derived as their
utterance values. I claimed that, in order to characterize a variety of linguistic
phenomena, we need to make reference to objects that are one step away from
semantic values. Everything we saw, however, was equally consistent with the
idea that these objects we need to make reference to are in fact two or more steps
25

I have specifically argued that, when it comes to understanding the use of pronouns in F(ree)
I(ndirect) D(iscourse), it is helpful to see pronouns as potentially realizing indexical descriptions
(Percus 2013). Readers familiar with Schlenker’s 2004 analysis of FID might not find this
surprising. For Schlenker, the treatment of FID pronouns as variables is important, and the
remarks to come suggest that those pronouns that have been analyzed as free individual variables
could alternatively be analyzed as indexical descriptions.
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away from semantic values. We pursued an idea according to which the semantic
value of a sentence like I am related to you needs a context c and yields the
proposition that cI is related to cI’s addressee at cT; on this idea, the object we
need is what we get by applying this semantic value to the sentence’s context of
utterance. However, an equally viable idea given what we have seen would have
been that the sentence needs a context c and a context d and yields the proposition
that cI is related to dI’s addressee at dT; in that case, we would say that the object
that we need is what we get by applying the sentence’s semantic value to the
context of utterance, twice. How many context arguments should we imagine,
then? In reality, at least two, I would think – one that is relevant for expressions
like I and you, and one that is relevant for certain perspective terms (and maybe
for “shifting indexicals” which I have steered clear of here). And then, to the
extent that there are silent expressions of one variety, it is likely that there are also
silent expressions of the others.
It is healthy to think about the future but we mustn’t forget the past that made
us what we are. There is one prominent place in the literature where indexical
descriptions have played a role, and that is in the context of Donnellan’s
distinction between “referential” and “attributive” uses of descriptions (Donnellan
1966). It would be wrong to conclude without saying a few words related to this,
and here they are, as a brief appendix to this paper.
Donnellan illustrated his distinction with the sentence Smith’s murderer is
insane – to keep things as close as possible to our discussion up to this point, we
can replace this by Smith’s daughter is Danish.26 We can utter this sentence to
convey that a certain individual is Danish, presupposing that that individual is
Smith’s daughter; in that case, according to Donnellan, we are using Smith’s
daughter “referentially.”27 We can also utter this sentence without meaning to
take a position in doing so on who Smith’s daughter is; in that case, we are using
Smith’s daughter “attributively.” The historical connection with our topic is that
a number of authors (and notably Kaplan 1978) have suggested that Donnellan’s
pragmatic distinction results from a semantic distinction, and in particular that the
“referential” use is the use of an indexical description. I would endorse this line of
I have my reasons. I would like to continue to abstract away from the contribution of tense – this
has to do with the difficulties alluded to two footnotes back.
27
I use “presuppose” here to mean “take it as established for the purpose of the conversation.” I
am actually departing slightly here from what Donnellan said. Donnellan talked about cases where
the speaker believes that his own background assumptions will be recognized – where “we expect
and intend our audience to realize whom we have in mind when we speak of Smith’s [daughter]
and, most importantly, to know that it is this person about whom we are going to say something.”
(Donnellan 1966: 285) My way of putting things thus diverges from Donnellan’s in the case of
deliberate misdescriptions.
26
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thought. Once we take the view that descriptions can be indexical, we are in a
position to naturally explicate a number of the intuitions discussed by Donnellan.
To begin with, if the speculations about pragmatics at the start of this section
are correct, then someone who utters Smith’s daughter is Danish is to use the
indexical variant of Smith’s daughter exactly when it is established of a certain
individual that she is Smith’s daughter. This would mean that the indexical
description is indeed specifically tied to a “referential” use, supporting the way in
which Donnellan has been interpreted, and also suggesting that his distinction is a
significant one. (And, just as far as the term “referential” is concerned, it is clear
that an indexical description of this kind can legitimately be said to be referential.
The description’s utterance value is a particular individual, and the utterance
value of the sentence as a whole will be the same proposition that we would arrive
at if we were to replace the description by another expression denoting that
individual.)
Our view also lends itself to explaining a further intuition that Donnellan
famously called attention to. Suppose Smith has no daughter. Suppose that
someone who clearly takes Johanna to be Smith’s daughter says, while looking at
her as she eats open sandwiches and peruses a book by Kierkegaard: “Smith’s
daughter is Danish!” If Johanna is indeed Danish, then there is an intuition that in
some sense the person who uttered the sentence said something true – even if he
misdescribed Johanna. Arguably, the way in which we are liberal with a truth
judgment here isn’t general. (If alternatively Johanna is Smith’s daughter and is
not Danish, there is no sense in which a speaker wrongly convinced of Johanna’s
Danishness says something true when he says “Smith’s daughter is Danish.”)
Donnellan’s position was that these cases of truth despite misdescription involve
“referential” uses of the description. On our view, they come out as cases where
the speaker has used an indexical description believing its utterance value to be
different from what it is. As a result, the speaker is also mistaken about the
utterance value of the sentence, and we say “true in some sense” to say that the
intended utterance value holds of the actual world. Specifically, in the case at
hand, the speaker made a mistake as to what he took to be established for the
purposes of the conversation – he took it to be established (or easily
accommodated) that Johanna was Smith’s daughter – and this fact led him to use
the indexical variant of Smith’s daughter. He was wrong but, if he had been right,
the structure he used for the sentence would have had as its utterance value the
proposition that Johanna is Danish.
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Abstract Factive predicates are at the nexus of two challenging topics that are central for a theory of how natural language is understood in context. They syntactically
embed clausal complements and semantically express attitudes towards propositional content. Importantly, the content of their complement clause is generally
assumed to be presupposed. From the very beginning, it has been clear that there
is an additional complication in terms of apparent variation between factive predicates. The present paper reports experimental data relating two recent approaches
to variation among factives to one another. These two approaches apply a roughly
parallel theoretical approach to separate empirical domains. The core theoretical
notion is that the presupposition of factives may or may not simultaneously be part
of the entailed content for a given factive verb. Chierchia (2016) puts this notion to
use to explain variation in NPI-licensing of factives in English and Italian. Djärv,
Zehr & Schwarz (2017) present experimental evidence for differences between
cognitive and emotive factives in English, which they also explain based on this
notion. The natural next move in an attempt to integrate these works is to extend the
experimental paradigm from the latter to Italian, which is what we do in this paper.
Overall, the results for Italian do not exhibit the differences from English that we
would expect given the two proposals. They thus pose a challenge for maintaining a
uniform theoretical approach to the two sets of empirical observations. We consider
some potential avenues for understanding the full set of data theoretically, but have
to leave a resolution of the theoretical conundrum for future work.

1

Introduction

Factive predicates are at the nexus of two challenging topics that are central for
a theory of how natural language is understood in context. They syntactically
* We are grateful to numerous colleagues and audiences at various occasions, as well as attendees of
lab meetings at the University of Pennsylvania, for feedback and discussion on this project. Special
thanks to Gennaro Chierchia for ongoing discussions of the work we refer to here. Andrea Ceolin
provided crucial help with Italian translations, and Jacopo Romoli provided additional feedback —
we’re grateful for their input. The work reported here received financial support from NSF grant
BCS-1349009 to Florian Schwarz.
©2020 Florian Schwarz, Kajsa Djärv and Jérémy Zehr
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embed clausal complements and semantically express attitudes towards propositional
content. Importantly, the content of their complement clause is generally assumed
to be presupposed. From the very beginning, it has been clear that there is an
additional complication in terms of apparent variation between factive predicates.
The present paper reports experimental data that relates two recent approaches to
variation among factives to one another. These approaches apply a roughly parallel
theoretical approach to separate empirical domains. The core theoretical notion is
that the presupposition of factives may or may not simultaneously be part of the
entailed content for a given factive verb. Chierchia (2016) puts this notion to use
to explain variation in NPI-licensing of factives in English and Italian. Djärv et al.
(2017) present experimental evidence for differences between cognitive and emotive
factives in English, which they also explain based on this notion. The natural next
move in an attempt to integrate these works is to extend the experimental paradigm
from the latter to Italian, which is what we do in this paper. Overall, the results for
Italian do not exhibit the differences from English that we would expect given the
two proposals. They thus pose a challenge for maintaining a uniform theoretical
approach to the two sets of empirical observations. We consider some potential
avenues for understanding the full set of data theoretically, but have to leave a
resolution of the theoretical conundrum for future work.
The paper is structured as follows: Section 2 reviews the core theoretical notion
shared by both approaches, as well as its application to the respective sets of data.
Section 3 presents the new experimental results on Italian. Section 4 assesses the
tension between the theoretical perspective and the overall empirical situation, and
presents some tentative explorations of possible new avenues for reconciling the
results. Section 5 concludes.
2
2.1

Background
Entailed vs. non-entailed presuppositions

A central, and — as it turns out — extremely intricate, question in presupposition
theory is whether there are lines to be drawn between different types of presupposition triggers, and if so, how to analyze these differences. This was already
noted in seminal work by Karttunen (1971), but the issue didn’t play an overly
prominent role in the theoretical literature until more recently, with a variety of
proposals, perhaps most prominently the soft vs. hard distinction, motivated by
differences in the availability of suspension in if -clauses (Abusch 2002: also see
Abusch 2010), as well as a variety of others (see, e.g., Zeevat 1992; Simons 2001;
Romoli 2012). For present purposes, we focus on another theoretical take, variations
of which have been presented by various authors in slightly different contexts, most
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explicitly by Sudo (2012) and Klinedinst (2010), with more or less direct precursors
in Glanzberg (2005), Yablo (2006), and Gajewski (2011). The core notion is that
some triggers simultaneously contribute their presupposed content at the levels of
entailment and presupposition, whereas others are purely presuppositional. This is
illustrated schematically in (1) and (2), following the notational convention from
Heim & Kratzer (1998) in representing presupposed content between the colon and
the period to indicate that the proposition is only defined for worlds in which the
presupposition holds true.1
(1)

a. Angelika sneezed again.
b. Angelika continued sneezing.

(2)

a. λ w : t 0 < t p & sneezew (a)(t 0 ). sneezew (a)(t p )
b. λ w : t 0 < t p & sneezew (a)(t 0 ). t 0 < t p & sneezew (a)(t 0 ) & sneezew (a)(t p )

Taking the presupposition triggers again and continue, which give rise to similar
presuppositions with regards to there having been prior events of the same sort as
described in the current sentence, the central idea is that triggers like again only
introduce the notion of, say, there having been a relevant prior sneezing event as
part of the presupposed content (between the colon and the period), whereas triggers
like continue introduce it both there and as part of the entailed content (underlined,
following the period).
At first sight, it may not be obvious what is gained by such a distinction, as
the ‘doubling’ of the presupposed content as entailed content doesn’t really add
anything, and in particular won’t make a difference for which worlds are mapped to
true by these partial functions. However, as first noted by Sudo (2012), one context
in which predictions of these two renderings come apart is that of non-monotonic
quantificational environments, e.g., the scope of quantifiers like exactly one: in
particular, assuming that the quantificational claim introduced by the quantifier only
pertains to the entailed content, it matters whether or not what is presupposed is also
entailed. For example, based on an analysis along the lines of (2a), (3) is predicted to
be false in a situation where two students sneezed, even if only one of them sneezed
before:
(3)

Exactly one student sneezed again.

1 We are glossing over many important details, in particular with regards to tense and aspect, for the
sake of illustrating the general idea. t p and t 0 represent the time indicated by the past tense and a
contextually salient preceding time respectively. A quantificational analysis of tense (as well as the
preceding time introduced by the presupposition triggers) gives rise to the Binding Problem, i.e.,
variables in the presuppositional and entailment parts would need to be bound by the same existential
quantifier. See Sudo 2012 for a proposal to address this issue.

152

Florian Schwarz, Kajsa Djärv and Jérémy Zehr

This is because if the presupposition plays no role in the entailed content and
the quantificational claim is only evaluated relative to the entailed content, then all
that is counted is how many students sneezed at the time introduced by the past
tense, regardless of their prior sneezing history. In contrast, extending the analysis
in (2b) to (4), the students’ prior sneezing history does matter for evaluating the
quantificational claim introduced by exactly one, and correspondingly, the sentence
is predicted to be true in a context where multiple students are sneezing at the time
introduced by the past tense, but only one student sneezed previously.
(4)

Exactly one student continued sneezing.

Assessing the empirical adequacy of these predictions is by no means trivial,
especially given the potential additional impact of local accommodation (Heim
1983), but initial experimental results reported by Zehr & Schwarz (2016) and
Zehr & Schwarz (to appear) support the general notion of a contrast along these
lines between triggers (though perhaps most clearly for the comparison between
also and stop). For present purposes, all we aim to convey is the general notion
of the distinction between what we will refer to as ‘entailing’ and ‘non-entailing’
presupposition triggers and a sense of how the relevant triggers should behave
differently in certain environments.
2.2

Factives, entailment, and NPI-licensing

An entirely separate line of work has alluded to a parallel notion to account for NPIlicensing phenomena. In particular, Gajewski (2011) (also see Gajewski & Hsieh
2014; Gajewski 2016) models differences between singular and plural definites with
respect to the availability of NPIs in their noun phrase in terms of a contrast in their
entailment, namely whether or not the existential presupposition is also part of the
entailed content. Chierchia (2016) extends this approach to account for differences
in NPI-licensing between English and Italian factives. This section sketches the core
line of reasoning of the latter with respect to both phenomena.
While plural definites readily allow NPIs in their scope, singular definites don’t
(second example modeled after those in Chierchia 2016, but altered in response to
native speaker feedback to yield clearer intuitions):
(5)
(6)

a. The clients that had any complaints were rare.
b. ∗ The client that had any complaint was refunded.
(Chierchia 2016)
a. The students in this class who have {ever} taken {any} statistics will
quickly notice that the data is unreliable.
b. ∗ The student in this class who has {ever} taken {any} statistics will quickly
notice that the data is unreliable.
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This is puzzling at first sight, especially if one wants to maintain an overall
uniform analysis of the definite article for both cases. However, following Gajewski,
Chierchia argues that the following denotations for the singular and plural definite
article can explain this difference, crucially because they differ in whether or not
the existence condition is part of the entailed content or not (while being uniformly
presupposed):
(7)

[[T HE PL ]] = λ Pλ Qλ w : ∃xPw (x) & ∀yPw (y) → y ≤ x.∀x[Pw (x) → Qw (x)]

(8)

[[T HE SG ]] = λ Pλ Qλ w : ∃xPw (x) & ∀yPw (y) → y ≤ x.∃x[Pw (x) & Qw (x)]

More specifically, these two meanings differ in whether or not the nominal
restrictor of the respective definites constitutes a downward entailing environment
or not. This is the case for the plural, but not the singular. Given an account of
NPI-licensing in terms of downward entailingness (and assuming that this property
is only relevant at the level of entailed content), this explains the pattern above
(Chierchia spells out a specific proposal along these lines based on contradictions
resulting from obligatory exhaustification; see his manuscript for details).
Turning to the phenomenon we are concerned with in this paper, Chierchia
(2016) extends Gajewski’s account of the contrast between singular and plural
definites (which Chierchia shows to also hold in Italian) to a cross-linguistic contrast
in NPI-licensing by factives, illustrated in (9) and (10):
(9)

a. She was surprised that there was any food left.
b. I am sorry that I ever met him.

(10)

a. *Lei si
sorprese
che ci
fosse
alcun cibo
She REFL was surprised that there was-SUBJ any food
‘She was surprised that there was any food’
b. *Mi
dispiace di averlo
mai incontrato
(I) REFL am sorry to have-him ever met
‘I am sorry I ever met him’

This intriguing cross-linguistic difference raises important questions about the
nature of NPI-licensing and possible sources of cross-linguistic variation. Chierchia
proposes to locate variation in a functional element, namely the complementizer that
(and its correlates), rather than positing variation in how NPIs are licensed in different
languages. The contrast between the ‘weak’ and ‘strong’ variants of a factive C-head
that he posits mirrors closely that between the singular and plural definite articles, in
that they vary in whether the presupposed content is also entailed. This is illustrated
for the sentence in (11) below (note that rendering of the presuppositional dimension,
which is constant across the two possible analyses, is ignored here, as in Chierchia):
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(11)

John regrets that he {ever} met Mary.
a. English: ‘weak’ factive C (presupposition not entailed)
∀w0 [[Sw (w0 ) & ¬∃t ∈ D[metw0 (mary)(john)(t)]] → ¬regretfulw0 (john)]
b. Italian: ‘strong’ factive C (presupposition entailed)
∃t ∈ D[metw (mary)(john)(t)] &
∀w0 [[Sw (w0 ) & ¬∃t ∈ D[metw0 (mary)(john)(t)]] → ¬regretfulw0 (john)]
(adapted from Chierchia 2016)

Parallel to the case of singular vs. plural definites, the two versions differ with
regards to whether an existential statement, corresponding to what is presupposed
by the respective expressions, is included as part of the entailed content. In the
case of factives, this corresponds to the complement clause, represented here by
an existential statement about there being a time t at which John met Mary. In
Italian, this presupposition is posited to be entailed, and correspondingly, NPIs
in the complement clause are not expected to be licensed, given that this part of
the representation of the entailed content does not constitute a downward entailing
environment. In contrast, in English, this statement is not part of the entailed content,
but rather merely included as a presupposition (not shown here). The restrictor of
the universal quantification over worlds in the other clause of the entailed content,
where the embedded clause is also factored in, is of course a downward entailing
context. This then accounts for the fact that in English, NPIs are possible in this
environment.
For reasons of space, we have to gloss over various other details of Chierchia’s
account here (among other things, he also discusses the inability of cognitive factives
to license NPIs when no negation is involved, as well as intervention effects), and
refer the reader to the original work. What is crucial for present purposes however,
is that there is a puzzle about cross-linguistic variation in NPI-licensing by emotive
factives, for which there is an account based on the notion that some presupposition
triggers simultaneously introduce their presupposed content as entailed content,
while others do not. The locus of variation is in the type of complementizer available
in different languages, mirroring the variation in definites discussed in prior work,
thereby making it possible to maintain a uniform approach to NPI-licensing across
languages based on downward entailingness.
2.3

Results from the Yes, but. . . paradigm

As noted in the introduction, the question of whether there are classes of presupposition triggers that need to be distinguished has played a central role in the theoretical
literature, and there is a growing body of experimental work on this question as well
(for an overview, see Schwarz 2016). Most relatedly to the experiments reported
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below, Cummins, Amaral & Katsos (2013) and Amaral & Cummins (2015) investigate various triggers in questions and test the acceptability of Yes, although and No,
because answers that deny the presupposed content:2
(12)

Q: Did Brian lose his wallet again?
A: Yes, although he never lost it before.
A’: No, because he never lost it before.

(13)

Q: Did John stop smoking?
A: Yes, although he never smoked before.
A’: No, because he never smoked before.

While such answers contradicting a presupposition in a question were overall degraded compared to controls, the triggers in their results seem to be grouped into two
classes with regards to the extent to which Yes- and No-responses differ from one another: for expressions such as stop and still, the Yes-versions were significantly worse
than No-versions, but for triggers like again and too, both answer versions yielded
comparable acceptability ratings. Cummins et al. (2013) interpret their results in
terms of a distinction between ‘lexical’ and ‘resolution’ triggers (Zeevat 1992), and
allude to differences in the availability of local accommodation, corresponding to
variation in the acceptability of No-responses. A further dimension to the variation
that comes into play (also related to Zeevat’s notion of lexical triggers), is that, as
Amaral & Cummins (2015: 169) put it, in the case of certain triggers ‘the responses
in condition [A; Yes-continuation] appear self-contradictory, if we assume that the
presupposition is a logical prerequisite for the at-issue content of the trigger.’ In
other words, the content introduced in the question cannot be affirmed independently
of the presupposition. This roughly corresponds to the notion we have built on in
experimental approaches to factives, though we couch it in terms of the entailment
contrast introduced above.3
The central idea is that Yes-responses relate differently to entailed and presupposed content. While the default is likely that in general, a Yes-response is understood
to endorse both types of content (e.g., that a plain Yes answer to (12) effectively
indicates both that Brian lost his wallet AND that he did so before), it is in principle
possible to exclusively target the entailed content, making a Yes-response followed
by a denial of the presupposition possible. Assuming that it holds for some triggers,
such as stop, that their presupposition is also part of the entailed content, while for
2 Similar tasks involving the selection of the best answer from a set of options had previously been
used to investigate clefts and focus (Onea & Beaver 2011; Velleman, Beaver, Destruel, Bumford,
Onea & Coppock 2012; Destruel, Velleman, Onea, Bumford, Xue & Beaver 2015).
3 Another closely related notion in the literature is that of ‘Obligatory Local Effects’ of the presuppositions of certain triggers (Tonhauser, Beaver, Roberts & Simons 2013).
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others, such as again, it is not, we then expect a difference in acceptability of yes,
although/but. . . continuations of the sort above, in line with the reported findings.
In Djärv et al. (2017), we adopted this paradigm to experimentally compare
cognitive and emotive factives, starting from the hypothesis that the former entail
their presupposition (that the embedded clause is true), whereas the latter do not.
We used an acceptability rating task to assess the acceptability of Yes and No
continuations. The latter provide an important point of reference with regards to
the relative availability of local accommodation (which can also be related to the
entailment contrast; for discussion, see Klinedinst 2010). Sample items are provided
in (14).
(14)

Q. {Is Maria aware /happy} that [P Mike is moving back to Chicago]?
A1. Yes, although he isn’t.
A2. No, because he isn’t.

Participants had to rate how natural the answer sounds in light of the question, on
a scale from 1 (‘completely unnatural’) to 7 (‘completely natural’). In line with our
hypothesis, the results from 62 participants — summarized in Figure 1 — showed
this type of Yes-continuation to be more acceptable for emotive factives than for
cognitive factives, with the latter showing no difference from unacceptable control
items. In contrast, there was no difference in the acceptability of No-responses
for cognitive and emotive factives, which in turn were close to ceiling based on a
comparison to acceptable controls.
Yes

No

Score (0=Compl. unnatural, 6=Compl. natural)

6

4

2

0
Bad control Cognitive

Emotive Good control

Bad control Cognitive

Emotive Good control

Type

Figure 1

Mean ratings by answer type and predicate type.
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3

Experiment: Yes, but. . . with Italian factives

3.1

Predictions for Italian

A logical next step in investigating the properties of factives, specifically with regards
to the posited entailment contrast, is to put the predictions of the two empirical
applications of this contrast together and test them. This is precisely the endeavor we
report on here. Recall that Chierchia’s explanation of the contrast between Italian and
English emotive factives in NPI-licensing rested on the assumption that the former
entail their presupposition whereas the latter do not. This is of course perfectly
in line with our previous finding for English emotive factives, which also suggest
that English emotive factives do not entail their presupposition, and therefore allow
Yes-responses to target their entailed content only. Assuming that in both cases, what
is operative is indeed the entailment contrast, we expect Italian emotive factives to
differ from the English ones, if the former do entail their presupposition. The current
study addresses this issue by extending our yes, but. . . paradigm to Italian factives.
3.2

Design & materials

The design of the experiment was completely parallel to the English one reported
in Djärv et al. (2017). The sentences were translated to Italian with some minor
adjustments, yielding versions of each item with a cognitive and an emotive factive
in a yes/no question, paired with either a Yes- or a No-answer containing a direct
denial of the factive presupposition in the question. The emotive factive predicates
used were felice (‘happy’) and apprezato (‘appreciated’), and the cognitive ones
consapevole (‘aware’) and realizzato (‘realized’). An illustration is provided in
(15)-(16).
(15)

(16)

a. Anna è felice che Ryan stia
venendo al
matrimonio?
Anna is happy that Ryan is.SUBJ coming to.the wedding
‘Is Anna happy that Ryan is coming to the wedding?’
b. Anna è consapevole che Ryan sta venendo al
matrimonio?
Anna is aware
that Ryan is coming to.the wedding
‘Is Anna aware that Ryan is coming to the wedding?’
a. Sì, anche se
lui non sta venendo.
Yes, although REFL he not is coming
‘Yes, although he isn’t coming.’
b. No, perché lui non sta venendo.
No, because he not is coming
‘No, because he isn’t coming.’
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One choice point concerned the use of mood for the emotive factives. While
cognitives only allow for the indicative, both subjunctive and indicative are in
principle available for emotives. We decided on the subjunctive, as it is generally
noted to facilitate NPI-licensing in Italian, although, according to Chierchia (2016),
this does not prevent emotive factives with NPIs from being unacceptable. Since
our hypothesis is that there is a link between NPI-licensing and entailment of
presuppositions, using the subjunctive for emotive factives then amounts to the
most conservative choice, by virtue of providing otherwise favorable conditions for
NPI-licensing.
The experiment included 24 critical items in four conditions. In addition, there
were 48 filler items, 24 using pensa (‘thinks’) and 24 using conjunctions. Half of
these were respectively presented with good Yes- and No-continuations, which did
not directly contradict an endorsement or denial of the proposition put forth in the
question, and the other half had continuations that were contradictory based on the
respective answer given.
3.3

Participants & procedure

We recruited 59 speakers of Italian through prolific.ac, who completed the study
online via IBEX. Critical items were counterbalanced across participant groups such
that every participant only saw each item in one condition. Yes- and No continuations
were separated into two blocks to simplify the task, and the order of blocks was
counterbalanced across participants. Fillers were divided evenly across blocks, with
Yes- or No-continuations matching the critical items in their block.
3.4

Results

Given that the central prediction of our hypothesis is that Yes-answers for Italian emotive factives should differ in acceptability from those for English emotive factives,
specifically in comparison to cognitive factives and No-answers, we pooled the data
from the two experiments for statistical analysis, adding a third factor of Language
to the previously considered factors of Emotive type and Yes- vs. No-continuation,
yielding a 3-way interaction design. Recall that the proposal for accounting for
the inability of Italian emotive factives to license NPIs under consideration is that
in contrast to their English counterparts, they entail their presupposition. Thus,
assuming with Djärv et al. (2017) that Yes-answers invariably commit you to the
entailed content put forward by the question, Italian emotive factives should be
just as incompatible with continuations denying the presupposition as cognitive
factives. Correspondingly, the nature of the expected 3-way interaction would be
that the 2-way interaction found for English, with Yes-answers for emotives being
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rated relatively better than for cognitives, in comparison to comparable ratings for
No-answers, is not present in Italian, as Yes-answers for emotives should be on par
with those for cognitives. The overall results are summarized in Figure 2, and exhibit
a parallel pattern for English and Italian in the Yes-answers, and lower acceptability
ratings for No-answers in Italian.

Language

5

Rating

Italian
English

4

YesNo
Yes

3

No
2
Cog

Emo

FactType

Figure 2

Mean ratings by answer type and predicate type.

To assess the outcome patterns statistically, we ran mixed effect models in R,
using the lmer function of the lme4-package. Results from maximally complex
converging models are reported here (Barr, Levy, Scheepers & Tily 2013). For
the initial 3-way interaction analysis, all three predictors were centered. Overall,
we find a significant 3-way interaction (β = 0.54, SE = 0.19, t = 2.87), as well as
2-way interactions between Factive type and Yes/No-answers (β = 0.60, SE = 0.09,
t = 6.45) and Language and Yes/No-answers (β = 0.65, SE = 0.31, t = 2.13).
Furthermore, there were main effects of Answer type, with No-answers rated much
higher overall (β = 2.89, SE = 0.15, t = 18.89), as well as Factive type, with slightly
higher overall ratings for emotives (β = 0.32, SE = 0.07, t = 4.71), but no main
effect of language.
Follow-up analyses using treatment coding with different baselines were conducted to shed further light on the nature of the observed interactions. Setting Italian
emotives (with Yes-continuations) as the baseline revealed a contrast between factive
types parallel to English, with a simple effect showing emotive Yes-continuations to
receive higher ratings than those for cognitives (β = 0.48, SE = 0.12, t = 4.02), as
well as different patterns for Yes and No-continuations, reflected in an interaction
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between Answer type and Factive type (β = 0.33, SE = 0.13, t = 2.44). The pattern
for emotives across Answer types was not significantly different across languages, as
reflected by the interaction term for Language and Answer type. However, a parallel
analysis with Cognitives and No-answers as baseline did reveal an interaction of
Language and Answer type for Cognitives (β = 0.92, SE = 0.32, t = 2.88), as well
as a simple effect of Language (β = 0.76, SE = 0.28, t = 2.76), with higher ratings
for English No-continuations than for their Italian counterparts (no such effect was
found for Yes-answers).
Taken together, these results reveal Italian emotives to parallel English emotives
in yielding greater acceptability than the respective cognitives. The main difference
found between languages that is driving the 3-way interaction is in No-continuations
for cognitives, which are significantly less acceptable in Italian than in English.
Thus, while some potentially interesting differences between languages emerge,
the pattern predicted by an account of differences between factives based on the
entailment contrast, in line with both of the two prior approaches reviewed above, is
not found in the present results.
Two additional aspects of the data should be noted here to highlight some nuances
of interest. First, there are suggestive indications in the data that the differences in
patterns between English and Italian are largely driven by the adjectival items, as
can be seen in Figure 3. While there seem to be differences in the acceptability of
No-answers for both adjectives and verbs, the relative pattern for the within language
2-way interactions is entirely parallel for verbs, but different for adjectives, with the
key difference in the relative goodness of emotive and cognitive No-continuations
in Italian. Including the adjective vs. verb distinction as an additional factor in
an analysis using centered predictors yielded a 4-way interaction that seems to be
approaching significance (β = 0.71, SE = 0.37, t = 1.92). Since we are only looking
at one lexical item in each of these categories, it remains an open question not only
to what extent this effect can be substantiated and broken down statistically, but also
whether it generalizes to the relevant classes of lexical items (an interesting related
experimental result comes from Bacovcin & Djärv 2017 who find a difference in the
‘projection’ behavior of verbal and adjectival non-factives). However, we have to
leave more detailed exploration of these issues for future investigation.
The second point to note here, again without great elaboration of detail, is that
some differences emerged between the Italian and English materials with regards
to the fillers as well, specifically for the case of the think-fillers: in particular, the
‘good’ fillers, designed to be fully acceptable, are significantly lower in both the Yes
and No versions, while the other fillers, using conjunctions, seem comparable, as
can be seen in Figure 4. It’s unclear what this effect should be due to. One relevant
point to note is that these fillers, like the cognitive factives but unlike the emotive
factives, used the indicative in the embedded clause. That alone, however, does
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Adj

Verb

Language

5

Rating

Italian
English

4

YesNo
Yes

3

No
2
Cog

Emo

Cog

Emo

FactType

Figure 3

Mean ratings by answer type and predicate type split by Adjectives and
Verbs.

not provide a straightforward explanation of the apparent pattern in the data, as the
No-continuations for the two types of verbal factives seem to be equally acceptable,
despite the use of subjunctive with emotives and indicative with cognitives. Further
analyses and broader considerations are needed here as well, but have to be left to
future work.
No

Yes

No

Yes

6

6

FactType

Cog

4

numans

numans

FactType
Conj
Emo
2

Cog

4

Conj
Emo
2

Think

0

Think

0
Adj Verb Bad Good

Adj Verb Bad Good

Adj Verb Bad Good

AdjVerb

Figure 4

Adj Verb Bad Good

AdjVerb

Mean ratings for fillers vs controls in English (left) vs. Italian (right).
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4

Discussion: factives, entailment and (lack of?) variation

In a nutshell, the results for the Italian variant of the yes, but. . . study, in comparison
to earlier results for English, do not conform to the neat prediction that we get
from combining the accounts in Chierchia 2016 and Djärv et al. 2017. If both
the cross-linguistic variation in NPI-licensing and the interpretation of the increase
acceptability of Yes-continuations with denials of the presupposition introduced
in a preceding yes/no-question were to be attributable to variation with regards to
whether the relevant factives do or do not entail their presupposition, then the Italian
Yes, but. . . -data should look quite different from the English data, precisely with
respect to Italian emotives. While we do find some differences, they are in no way
straightforwardly relatable to the theoretically predicted contrast. To the contrary,
Italian emotives look remarkably similar to English emotives in this paradigm.
So something will have to give. Maintaining the strong assumption that the
cross-linguistic entailment contrast is present at a general level, due to its source
in the inventory of functional elements, specifically complementizers, leaves us
with little wiggle room. Either the entailment contrast is not to blame for the NPIlicensing variation between English and Italian factives, or the relative increase
in acceptability of Yes-answers with presupposition denials is not indicative of
presupposition entailment. If one weakens the cross-linguistic assumption the space
of options becomes broader, but also less elegant and simple in theoretical terms. For
example, one could allow different factives within each language to choose which
type of complementizer they go with, and correspondingly whether or not they entail
their presupposition. In this regard, it’s worth noting that the particular emotive
factives we looked at, be happy and appreciate, don’t license NPIs in English to
begin with. That shouldn’t matter if the complementizer choices are general across
either entire languages or classes of factives (in particular cognitive vs. emotive,
as would need to be posited for English). But if there is more language-internal
variation in presupposition entailment, then our results may simply indicate that
the specific emotive factives we are looking at do not entail their presupposition,
consistent with the Yes, but. . . result, and fail to license NPIs for other reasons.
But without further motivation of what factive predicates are of what type, such a
perspective of course is unsatisfying with regards to its explanatory potential.
Another possibility to consider is that the Yes, but. . . test does not provide
a diagnostic after all for whether or not a presupposition is entailed. A possible
starting point for such a rethinking of this paradigm might be the observation that
emotive factives are generally richer in content, specifically in terms of expressing
an emotive relation between the attitude holder and the embedded proposition that is
at least largely, and perhaps entirely, independent of whether or not the embedded
proposition is true (see for instance Djärv 2017 for an account of factivity and the
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associated yes/no contrast, which does not rely on the notion of entailment, for either
type of trigger). Thus, a presupposition denying Yes, but. . . response can be seen as
endorsing one fairly independent part of the information presented in the question
while denying another. In the case of cognitive factives this would seem harder,
as the relevant doxastic attitude ascription is more directly linked to the speaker
endorsing the truth of the complement clause. The conjunction fillers were intended
as a control for this possibility, as a Yes, but. . . reply that goes on to deny one of the
conjuncts also has the property of a partial endorsement of separately introduced
information in the question. However, the status of the relevant pieces of information
may well be different in the cases of emotive factives and conjunction, so that the
different results we observe for them need not entirely debunk this possibility.
5

Conclusion and Outlook

We set out to test the predictions of combining two accounts of intricate empirical
data from a unified theoretical perspective, based on the idea of the entailment
contrast between presupposition triggers. In some ways, it might have been too
good to be true to find a new empirical result for Italian that neatly confirms this
perspective. What we are left with then, is a situation all too familiar in theoretically
ambitious and empirically well-grounded research on natural language meaning:
intricate theoretical proposals accounting for different types of empirical data, which
lead to new puzzles once we attempt to unify the various accounts. Unsurprisingly,
we are not in a position to resolve the new puzzle presented by the endeavor we
report on here. But in line with what the first author was taught by his advisor in
graduate school, learning that intriguing and interesting theoretical proposals are (at
least in part) wrong is every bit as important as finding further confirming evidence
for what seems to be a successful analysis, as is finding new problems and puzzles.
For the time being, we therefore are happy to leave a possible resolution of the
puzzle arising from the considerations above to the reader, and to the future.
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The Representation of Focus, Givenness and Exhaustivity
Roger Schwarzschild
MIT
Abstract This paper ends with rules of interpretation for a grammar in which an expression
can have an N-marking (‘novel’), an F-marking (‘focus’), both or neither. Silent exhaustivity
operators associate with focus and are susceptible to intervention by overt associators. Fmarking can trigger N-marking on an expression even though it represents old information.
A second occurrence focus is a focus that is not N-marked.

1

Introduction

Focus boosts intonational prominence, givenness weakens it. What happens when an
expression is both given and focused? We’ll look at a suite of examples pointing to three
conflicting answers to this question. In one case, the result is reduced prominence, in one
case increased prominence, and in one case the result is infelicitous. I will negotiate a path
out of the conflict by embracing the following hypotheses:
 Givenness and focus co-exist in the grammar. Each is represented with its own
syntactic marker associated with its own phonological consequence.1
 Givenness status is determined relative to the discourse context and the immediate
syntactic context in which an expression is found in a way that minimizes the amount
of material deemed novel (Schwarzschild 1999).
 Every focus associates with a focus-sensitive operator2
 There are silent exhaustivity operators that associate with focus (Chierchia 2013,
Fox 2007, Katzir 2013 a.o.)
 Structures containing nested focus-sensitive operators in which all the associated
foci are in the scope of the inner operator are problematic. (Beck & Vasishth 2009)
My analysis of the conflicting examples is offered as further support for these hypotheses. The discussion will also produce a new corollary to the theory of givenness. In
1 This view is endorsed in some form in Beaver & Velleman (2011), Féry & Ishihara (2009), Féry & SamekLodovici (2006), Katz & Selkirk (2011), Kiss (1998), Kratzer & Selkirk (2009, 2017), Rochemont (2016) and
Selkirk (2008).
2 “The focus theory that forms the foundation of this discussion must be explicitly distinguished from the
semantic association-with-focus theories, such as the structured meaning theory of focus (see Jacobs (1983,
1991b), and von Stechow (1991)) or the theory of alternative semantics (Rooth (1985)). Within these theories
it is assumed that every focus-sensitive particle is associated with a focus and, conversely, that every
focus is associated with a focus-sensitive operator.” Winkler (1997)
©2020 Roger Schwarzschild
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Schwarzschild (1999), I did not discuss association with focus, but once foci are added to
the mix, it turns out that an expression which otherwise would be deemed Given, acquires
novel status because of the presence of focus. Such expressions will appear to confuse the
phonology of givenness and the phonology of focus.
The data to be discussed will include the crêpes example, which has been a matter
of some controversy in the literature on second occurrence focus. I will propose that the
difficulty with this example has to do with nested focus-sensitive operators. So I side with
Büring (2015, 2016) in viewing these examples as problematic, but with Rooth (2010)
and with Beaver & Velleman (2011) in thinking the problem is not the business of focus
phonology.
Finally I will break ranks with the abovementioned authors for whom second occurrence
focus is the result of a competition among foci, as well as those who take it to be anaphorato-focus (Selkirk 2008, Krifka 2004). Rather, I endorse the idea that second occurrence
focus results from the confluence of independently derived focus and givenness marking
simultaneously implemented in the phonology as in Féry & Ishihara (2009).
2

Ingredients for intonation

In this section, we’ll briefly review factors that determine how an expression is intoned.
Intonation and Meaning (Büring 2016) is a remarkably comprehensive and clear treatment
of this question. The diagram in (1) below, based on Chapter 6 of that book, reflects the role
played by syntax:
(1)

In (1), prosodic structure and pitch accents are associated with the sentence Jack ate eel.
The construction is guided by constraints that refer to syntax, such as the following:
(2)

•
•

The right edge of an XP aligns with the right edge of a ϕP
The head of ÌP is aligned with the head of its rightmost daughter

As a consequence of these constraints, if an adjunct is added to the sentence, the nuclear
accent, felt to be the highpoint of prominence in the utterance, shifts to the adjunct. This is
indicated with SMALL CAPS in (3).
(3)

Jack ate eel in VENICE.
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Sometimes, a word or phrase will fail to receive the prominence expected based on its
syntax because it expresses content previously introduced in the discourse. In this case, we
say that the expression is Given. Such is the fate of the dog in (4)B, which unlike eel in (1)
does not receive a nuclear accent. Likewise, (5)B differs from (3) because in (5)B, Venice is
Given so its prominence is weakened and the accent remains on the object.
(4)

A:
B:

Jack is getting better. He now has an apartment and a dog.
Has he NAMED the dog?

(5)

A:
B:

What did Jack eat in Venice?
He ate EEL in Venice.

Sometimes the location of main prominence is correlated with a difference in content.
(6) is one such case.
(6)

a.
b.

Jack only ate EEL in Venice.
Jack only ate eel in VENICE.

(6)a is felt to convey that in Venice, Jack ate eel and nothing else, while (6)b is felt to
convey that Jack ate eel in Venice and nowhere else. EEL is focused in (6)a and only is a
focus sensitive operator that associates with it. In (6)b, only associates with the focused
occurrence of VENICE.
3

Focus meets Givenness: The Puzzles

Consider the following interchange:
(7)

Q: What food would Renee only eat in PARIS?
A: She’ll only eat CRÊPES in Paris.

At first, the response in (7)A sounds fine. But upon reflection one has the intuition that the
wrong question has been answered, that (7)A says that Renee eats nothing but crêpes in
Paris making it inappropriate as an answer to (7)Q. Here’s an intuitive analysis: to get a
felicitous interpretation only has to associate with focused Paris but the accent on crêpes
gets in the way and the lack of accent on Paris, due to its Givenness status, doesn’t help
matters. The problem is solved by fronting crêpes, taking it out of the scope of only:
(8)

a.
b.

Crêpes, she’d only eat in Paris.
It’s crêpes she’d only eat in Paris.

We draw two tentative conclusions from (7):
(9)

(a) If an expression is focused but also Given, it doesn’t get an accent, or at least
not a nuclear accent. (Paris)
(b) A focus-sensitive operator cannot associate with a reduced focused phrase

169

Roger Schwarzschild

across an intervening accented expression. (only)
The conclusion in (9)(b) is contradicted by this next example, and others like it in Büring
(2016: §7.3.3):
(10)

Q: Radiology? Why did you take radiology?
A: because they only OFFERED radiology.

In (10)A, only associates with radiology. We readily understand that radiology was all
that was offered. Despite its focus status, radiology is not accented because it’s Given, in
keeping with (9)(a). The surprising fact is that the prominence on offered does not interfere
with the focus-association. In fact, the more emphatically one pronounces offer, the better it
gets, while in (7), the more emphatically you pronounce crêpes, the worse it gets.
The next example, in (11) below, was offered by Tony Kroch (pc) as a challenge to the
Givenness account invoked earlier regarding (4)B, NAMED the dog. In that case, the object
DP the dog is Given, so prominence falls on the transitive verb. That’s not what happens in
(11)A2 :
(11)

A1 : Jack had a car and a yacht.
B: What did he do when he lost his money?
A2 : He sold the YACHT.

In Kroch’s example, yacht intuitively contrasts with car. So one might say, and I will,
that yacht is focused. And then one might go on to say that the prominence falls on yacht
because of focus. But that can’t be right, for recall in the last two examples we saw that an
expression that is focused and Given does not get an accent, (9)(b).
Summarizing now, our first example seems to show that an intervening prominence
interferes with association with focus. Our second example shows it doesn’t. Our first
two examples show that Givenness leads to deaccenting even if there is focusing. Our last
example showed that it doesn’t. In the next three sections, I’ll say more about how focus
and givenness works. Following that, we’ll return to our examples with a fresh perspective.
4

Givenness: N marking

Below is brief summary of the theory of Givenness3 as presented in Beaver & Velleman
(2011) using the syntactic marker N, reserving F for focus. N is mnemonic for not-given or
it can be taken to stand for new so long as new can be understood in a relative sense. When
I replace the knob on the front door, the door is old but the knob is new. The knob is new
because it was just made or it’s new, in the relative sense, because it just became part of the
door.
The theory runs on an implication relation that relates expressions, propositional and
non-propositional alike. It subsumes coreference and entailment relations and it generalizes
3 See Büring(2016: chapters 3-5) and Rochemont (2016) for balanced discussion of this theory. The theory is
presented in this section somewhat informally. There is a precise statement in the final section of the paper.
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to functional types by raising or lowering the type of any predicative expression to propositional type by existentially quantifying arguments. Constituent questions are understood to
be predicates of propositions. The relation is illustrated in (12) and the rules for deploying
N markers are in (13). Following that are examples to illustrate how it works.
(12)

IMPLY

relation

• Generalized entailment
Jack ate eel in Venice IMPLIES Jack ate eel.
ate eel in Venice IMPLIES ate eel
• Coreference
if [the senator]i and shei corefer, then [the senator]i

IMPLIES

shei

• Constituent questions behave like existential statements
What did Jack eat? IMPLIES Jack ate something
What did Jack eat? IMPLIES ate something
• Yes/No questions behave like declaratives
Has he named the dog? IMPLIES named the dog
(13)

Givenness Rules
(I) If an expression α is not N-marked, then it must be that:
a. α is implied by a piece of prior discourse.
or
b. the result of existentially quantifying any N-marked parts of α is IMPLIED
by a piece of prior discourse
(II) N-mark as little as possible

The main prominence falls on eel in an utterance of Jack ate eel in Venice when uttered in
response to the question What did Jack eat in Venice?
(14)

{What did Jack eat in Venice?}
Jack ate EEL in Venice.

Let’s see why that is so. With the exception of eel, all the words in the sentence can satisfy
(I) without N marking because they’re IMPLIED by words in the question. Since they can
be without N-marking, by (II) they should remain un-N-marked. eel cannot satisfy (I) so it
must be N-marked. Next, we consider constituents within the sentence:
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(15)

1
Jack

2
3
[eel]N

ate

4
in

Venice

4 satisfies (I), it’s implied by the same expression in the question. 2 also satisfies (I).
Since eel is N-marked, 2 requires an antecedent that IMPLIES:
(16)

∃x ∃y x ate y in Venice.

The question IMPLIES (16). Note that the first existential, ‘∃x’ is from generalized entailment
and the second existential is due to the N-marking. By similar reasoning, 3 and 1 satisfy
(I) and so by (II) none of these constituents should be N-marked. Next we adopt the rule in
(17) correlating N-marking with prominence:
(17)

N-marking Phonology
If α and β are sisters, and α is N-marked or contains an N-marked expression and
β is not N-marked and does not contain N-marking, then α is more prominent than
β.

This rule entails that eel will be more prominent than any other expression in (15). It will
bear the nuclear accent. (17) is not in Schwarzschild (1999) or in Beaver & Velleman
(2011). It can be thought of as a constraint ranked high relative to syntactic constraints like
those in (2). Recall that those constraints by themselves require nuclear accent on Venice.
Givenness, expressed here as lack of N-marking, reduces prominence on Venice. The object
the dog suffers a similar fate in (18):
(18)

{Jack owned an apartment and a dog}
Has he NAMED the dog?

IP
He

AspP
has

VP
[named]N

DP
the

dog

the dog is Given due to prior utterance of a dog4 while named is not Given, hence it
must be N-marked.
4 This reasoning requires it to be the case that a dog in (18) IMPLIES the dog. That constrains our choice of
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To best illustrate the way in which N represents new in the relative sense, we turn to an
example in which, to use Beaver and Velleman’s phrase, there is N-marking “for the sake of
a larger expression”.
(19)

{Who did Mary name when Doug was in the courtroom?}
She named [DOUG]N

All the words in (19) satisfy Givenness rule (I) so by rule (II), none of them should be
N-marked. But the story doesn’t end here. Turning to the constituents of She named Doug,
(20)

1
She

2
named

Doug

we find that 1 does not satisfy (I); nothing in prior discourse IMPLIES that Mary named
Doug. In fact, nothing IMPLIES that anyone named Doug, so 2 also fails to satisfy (I).
Consider now what happens when Doug is N-marked:
(21)

1
she

2
named [Doug]N

The preceding discourse IMPLIES that she named someone. This means that in (21), both
1 and 2 satisfy (I) and, in fact, N marking Doug achieves this result with the least
amount of N-marking.5 Summarizing, the structure in its entirety demands N-marking of
Doug even though the word itself is not newly mentioned.
semantics for definites and indefinites. One option is to treat them as non-quantificational and coreferential in
(18) at the level at which the Givenness rules apply.
5 In (21), N-marking on Doug is determined at the node immediately above it. Compare that to (i) below from
Sauerland (2005):
(i)

{Which of praising and applauding did Mary do to John?}
She PRAISED John.

Sauerland observes that “the verb and the object are given, but the verb phrase is not.” This means that there
must be an N-marker on praised or on John, but as Sauerland’s discussion implies, an N-marker on either
word will suffice. It’s only at the next level that the choice is made. The question which did Mary do to John?
IMPLIES that Mary did something to John, making she [praised]N John ok, but nothing IMPLIES that Mary
praised anyone, so she praised [John]N is not ok.
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5

Association with focus: F-marking

(6) above displays a correlation between locus of intonational prominence and truth conditional content. That connection between sound and meaning is mediated by a logical form
that includes F-marking. The examples with the F-marking are repeated in (22). Below
each example is a gloss instantiating the general statement in (23) of the interpretation of
F-marking.
(22)

a.
b.

(23)

He only1 ate [eel]F1 in Venice.
‘he ate eel and nothing else in Venice’
He only1 ate eel in [Venice]F1 .
‘he ate eel in Venice and nowhere else’

F-marking contributes to truth conditions by determining what alternatives are
excluded by only6

In (22), I’ve coindexed only with the F-marker. I anticipate examples featuring more
than one operator and the indexing will help us keep track of the intended associations. The
coindexation confers a level of expressiveness that has been questioned; more on this below.
The locus of intonational prominence in these examples would be determined through
N-marking with a contribution from F-marking. The N-marking in (22) would work as
in previous examples. Paired with a context, we’d determine where to sparingly place
N-marks to guarantee compliance with Givenness rule (I). F-marking enters in to that
calculation insofar as it affects the truth conditional content. This applies to all the parts of
(22) including only itself which I assume can be N-marked, as in the following example
from Beaver & Velleman (2011: 1677):
(24)

a.
b.

Mary eats vegetables?
That’s not all.
She [only]N eats vegetables.

1
she

2
[only]N

3
eats

vegetables

3 in the structure on the right in (24) is IMPLIED by the question in (24)a., so it needs no
N-marking. However, if there were no N-marking at all in the sentence, 1 would violate
Givenness, for nothing entails that Mary only eats vegetables. N-marking only, allows 1
to obey Givenness, since the question in (24)a. IMPLIES (25) below, assuming that the
identity function is a possible value for X.
(25)

∃X She X eats vegetables.

6 There is a precise formalization in the final section of the paper.
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Katz & Selkirk (2011) detected a “super-high H tone” on only in all-new utterances.
Lee (2012) reports the same for the Korean adverb ozik ‘only’. These observations lend
some plausibility to the idea that only participates in intonationally relevant N-marking. I
will assume that whenever only is newly uttered it is N-marked.
I defer discussion of the phonetics of F-marking to a later section.
6

Exhaustivity: silent EXH

There is a robust intuition that (26)A can be used as an exhaustive answer to the question in
(26)Q.
(26)

Q: What did Jack eat?
A: Jack ate [eel]N .

By this we mean that (26)A can be used to convey that Jack ate eel and nothing else.
According to a growing consensus, an exhaustive interpretation is a sign of a silent operator
that may associate with focus (see eg Chierchia 2013: §2.3.2, Katzir 2013: 341, Spathas
2010: §2.5). If we spell out that operator in (26)A using the notation in Fox (2007) we get:
(27)

Q:
A:

What did Jack eat?
EXH 1 Jack ate [eel]F1

The action of EXH is described in (28) below, which makes reference to Fi -alternatives. An
Fi -alternative for a sentence α is a proposition that would be expressed by α if its Fi -marked
parts had meanings other than the ones they actually do (Rooth 1985). The proposition that
Jack ate oatmeal is a reasonable F1 alternative to Jack ate [eel]F1 . Unreasonable alternatives
to Jack ate [eel]F1 would be that Jack ate food or that Jack ate baby eel (see Bar-Lev & Fox
2017 and references therein for a theory of what counts as a reasonable alternative)
(28)

For any sentence α, “EXHi α” is true just in case α is true and any reasonable
Fi -alternative to α is false.

The reply in (26)A includes N-marking and the one in (27)A includes F-marking. Putting
those together we get:
(29)

Q:
A:

What did Jack eat?
EXH 1 Jack ate [[eel]F1 ]N

According to the Givenness rules, (29)A is felicitous, because:
(30)

What did Jack eat?

IMPLIES

∃X(EXH1 Jack ate X)

Since there are no F-marks left in ‘(EXH1 Jack ate X)’, there are no F-alternatives and so
EXH is innocuous. In the final section of the paper, we’ll spell out the interpretation of Fand N-markings in such a way that when the Givenness rules are applied, an expression that
is N marked is treated in one and the same way whether or not it is also F-marked. But
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that shouldn’t be taken to mean there is no interaction between F-marking and N-marking,
focus and givenness. Consider the following example:
(31)

Q:
A:

Did Karen buy a horse or did Marc buy a horse?
EXH 1 [[ KAREN ]F1 ]N bought a horse.

The presence of EXH and its associated F-marker accords with the exhaustivity inference
one feels here: Marc did not buy a horse. But what about the N-marking? There is a
piece of preceding discourse, the first disjunct, that IMPLIES Karen buy a horse and all
subconstituents thereof, so why should there be any N-marking? Here’s where the focus
is relevant. No part of the preceding discourse IMPLIES the exhaustified proposition,
that Karen, but not Marc, bought a horse. So having no N-marking in (31)A would be
unacceptable. On the other hand, if Karen is N-marked, then the exhaustification plays no
role in Givenness, just as in (29)-(30) above. This is a special case of N-marking (Karen)
for the sake of a larger expression, the whole sentence.
The presence of N-marking on Karen will have the effect of attracting the nuclear
accent, due to the phonological rule in (17). The N-marking in turn was caused by the
F-marking. So an unsuspecting observer might misattribute the intonational prominence to
the F-marking, taking the accent placement to be a marker of exhaustivity.
In the two examples of exhaustivity discussed so far, I’ve posited an EXH operator based
on an intuition that the utterance gives rise to an exhaustive inference. I haven’t given a
theory of when EXH is present. In both (29) and (31) and in examples to be discussed, one
can easily see that a speaker without guile would desire to produce an utterance with an
exhaustive interpretation. Nevertheless, as the papers cited earlier make clear, there’s more
to the distribution of EXH than forthright conversation.
Armed now with a matured understanding of focus, givenness and exhaustivity, we
return to the puzzles with which we began.
7

Annotating the puzzles

We return now to the puzzles that triggered our investigation. Using the tools developed
above, we’ll show that across the three examples, expressions that are focused and given
(+F, -N) are never prominent relative to their surroundings. This resolves one of the
contradictions with which we began. Following that, we’ll turn our attention to the infelicity
of the crêpes example.
Our crêpes example is repeated in (32), newly annotated.
(32)

Q:
A:

What food would Renee only2 eat t [in PARIS]F2 ?
EXH 1 She’d only2 eat [[ CRÊPES ]F1 ]N [in Paris]F2 .

Crêpes

Concentrating first on the F-marking, EXH1 . . . F1 is what makes (32)A an exhaustive
answer. The presence of exhaustivity is what allowed us earlier to paraphrase (32)A with a
cleft:
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(33)

It’s crêpes that she only eats in Paris.

only2 . . . F2 appears in the answer because it appears in the question. Together the two
foci and their associated operators should produce the proposition that: crêpes is such that
Renee eats them in Paris and nowhere else, and it’s the only such thing. Moving now
to N-marking, observe that crêpes must be N-marked because it has not been IMPLIED.
No further N-marking is necessary. To see this consider that the entire sentence satisfies
Givenness rule (I) because:
(34)

(32)Q IMPLIES ∃X(EXH1 She’d only2 eat X [in Paris]F2 )

The F-marking on in Paris does not trigger N-marking, unlike in (31) above. That’s because
in this case there is an antecedent, (32)Q, that IMPLIES the exhaustive/only meaning. Since
there is no N-marking on Paris and there is N-marking on crêpes, the nuclear accent falls
on crêpes making it more prominent than Paris as required by the our phonological rule in
(17).
Next, we turn to our radiology example:
(35)

Q: Radiology? Why did you take radiology?
A: [They]N [only2 ]N [OFFERED]N [radiology]F2

Radiology

In this case, there is no evidence of an EXH operator, at least not one that associates with an
expression within the answer. If there is any exhaustive inference, it’s that (35)A is the only
reason that radiology was taken. Evidence of the F-marking on radiology comes from the
intuition that A is saying that nothing but radiology was offered. Turning now to N-marking,
except for radiology, every word, including only requires an N-mark. No N-marking is
needed on higher constituents because:
(36)

you take radiology IMPLIES ∃XYV (X YV ed radiology)

The F-marking on radiology does not trigger N-marking, again, unlike in (31) above. This
time the reason is that only itself is N-marked, an option I assume is unavailable to silent
EXH . Since there is no N-marking on radiology and there is N-marking on offered, the
nuclear accent falls on offered making it more prominent than radiology as required by the
rule in (17).
We turn now to our final example:
(37)

A1 : Jack owned a car and a yacht.
B: What did he do when he lost his money?
A2 : EXH1 He soldN [[the-YACHT]F1 ]N

Yacht

Given the context of A2 ’s remark, the question of selling the car must be salient. As this
was not confirmed, an eavesdropper would assume that the car was not sold. Indeed, (37)A2
is understood to convey that, hence the presence of EXH. . . F1 . In this case, the F-marking
does trigger N-marking, as in (31). sold also requires N-marking since it is not Given.
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This means that the phonological rule in (17) is silent on their relative prominence and the
syntactic constraints with which we began lead the nuclear accent to the object. yacht, it
turns out, is not a focus and given phrase, despite the fact that yacht has been mentioned.
It’s another example of N-marking for the sake of a larger expression. This example should
be contrasted with (4) repeated below:
(38)

A: Jack is getting better. He now has an apartment and a dog.
B: Has he NAMED the dog?

In this case, since apartments are not normally named, the question of naming the apartment
is not salient, so no EXH is called for and so there is no F-marking on dog to trigger
N-marking.
At this point, we’ve addressed the status of focused-given expressions. They uniformly
display reduced prominence. In the next section, we’ll briefly discuss the phonology of
F-marking and its role in focus-given phrases. For now we return to the murky status of the
crêpes example and we begin by noticing a telltale arrangement of foci and the operators
that associate with them.
(39)

Q:
A:

What food would Renee only2 eat t [in Paris]F2 ?
EXH 1 She’d only2 eat [[ CRÊPES ]F1 ]N [in Paris]F2 .

Crêpes

In (39)A, focus sensitive only intervenes between EXH and its associate, crêpes. Examples of this kind with pairs of overt operators have been discussed (Krifka 1991, 2004, Rooth
1996a, Wold 1996) with some debate about their acceptability. Beck & Vasishth (2009)
conducted an experimental study showing “that such configurations are very problematic”.
Beck (2016) traces the problem to the inner operator which cannot help but associate with
all the foci in its scope. Concretely, that means that the indices on EXH and only represent
intended but unrealizable interpretations.7 On that analysis, (39)A excludes Renee’s eating
anything but crêpes in Paris and that entailment spells trouble in the discourse in (39).
In the literature cited above, various combinations of overt focus sensitive operators are
considered, however the one that is most relevant to our concerns, only. . . only is, as far as I
know, not mentioned. Here’s an example of that type:
(40)

Alan, Bob and Carl are in a restaurant enjoying a bottle of red wine together. Alan
remarks “Bob only drinks wine in RESTAURANTS” Bob corrects him with “I only
said I only drink WHITE wine in restaurants”.

(41)

#I only1 said I only2 drink [[WHITE]F1 ]N wine in [restaurants]F2 .

Bob’s remark sounds odd because only2 appears to associate with white giving rise to an
interpretation according to which Bob drinks white wine in restaurants but not red wine.
That conflicts with the fact that Bob is in a restaurant drinking red wine. The intended
7 Beck and Vasishth viewed their experiment results as evidence against Kratzer’s (1991)’s analysis of foci in
terms of distinguished variables, represented here as indices on the F-markers and adopted in the formalization
in the last section of this paper. This conclusion is unwarranted and was dropped in Beck (2016).
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interpretation glossed in (42) would have been felicitous in this discourse:
(42)

It’s only about white wine that I said I only drink it in restaurants.

The trouble in (39) has to do with the arrangement of foci and the operators that associate
with them within the answer. Answerhood per se is not a factor. Here’s an example in which
the troublesome constellation is created in a correction context:
(43)

{Darlene only gave peanuts to the ELEPHANTS}
#No, she only gave WATER to the elephants.
EXH 1 She only2 gave [[ WATER ]F1 ]N [to the elephants]F2 .

Assuming the difficulty in the crêpes example is indeed to do with nested operators
allows us to make sense of the following observation:
(44)

“Rooth (2010) points out that (31b) [RS Crêpes] becomes felicitous if uttered with
‘a rising intonation indicating a partial answer on the first focus crêpes.’ We agree
with these judgments, and have verified them with several consultants.” Beaver &
Velleman (2011)

If rising intonation indicates a partial answer, it must mean there is no EXH operator, no
focus on crêpes and no intervention. crêpes is N-marked but not F-marked.
(45)

A:

She’d only2 eat [CRÊPES]N [in Paris]F2 .

As reported earlier, the crêpes example is often initially perceived as felicitous and on
second thought sounds inappropriate. Suppose that speakers understand only as associating
just with crêpes:
(46)

A:

She’d only1 eat [[CRÊPES]F1 ]N in Paris.

The N-marking would still satisfy Givenness, so the intonation would not give a reason to
think there is problem and if crêpes is the only thing she eats in Paris, as (46) says, then it
must be the only thing she eats in Paris and nowhere else, assuming there is such a thing.
So (46) would satisfy the questioner and would do so exhaustively. Moreover, we might be
inclined to imagine the question is restricted to exotic foods. In that case, it’s less disturbing
to say that Renee eats only crêpes. The following example tries to control for that effect:
(47)

Guest1 :We’ve just finished an extensive study of who gets called on in our college
classes, with a break down by gender and ethnicity.
Host:I read the report. Can you tell our audience which group only gets called on
in PHILOSOPHY courses?
Guest2 : Ah yes. Interesting. We only call on AMERICAN MEN in philosophy
courses. But then everyone is called on in those classes.

In this case, the alternatives to American men are fixed in the discourse, so if one were to
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choose (48) in place of (49), the result would be infelicitous. I do get a clearer negative
judgment in this case.
(48)

Guest2 :We only2 call on [[AMERICAN MEN]F2 ]N in philosophy classes.

(49)

Guest2 :EXH1 We only2 call on [[AMERICAN MEN]F1 ]N in [philosophy classes]F2 .

There is another confound here pointed out to me by Simon Charlow. If crêpes were to
move prior to interpretation outside the scope of only it would eliminate nesting. In his
discussion of overt nested operators, Rooth (1996a) considered this possibility which is why
you’ll find examples there where both foci are locked inside an island. I don’t know why
QR doesn’t just save the crêpes example. Maybe it does for some speakers.
In stating our puzzles, we began with the two claims in (50). For each claim, we had
validating and contradicting examples. In both cases, exhaustivity turned out to be the
missing ingredient.
(50)

(a) If an expression is focused but also Given, it doesn’t get an accent, or at least
not a nuclear accent.
(b) A focus-sensitive operator cannot associate with a reduced focused phrase
across an intervening accented expression.

The first conclusion appeared to be challenged by the yacht example. In the end, we
determined that yacht was not in fact Given. Although it was recently mentioned, it was
focused and associated with EXH. That association changed the meaning in such as way,
that N-marking was needed on yacht, for the sake of the exhaustified utterance. The second
conclusion turned out to be wrong in general. It’s not an intervening accented expression
that causes a problem, it’s an intervening focus, in this case, a focus whose presence has to
do with exhaustification.
I’ve restricted attention to a small number of key examples which might lead to spurious
generalizations, one of which I’d like to dispel. The intervening accented expression in the
crêpes example is a DP while in the radiology example it’s a verb. What follows are two
examples where matters are reversed.
(51)

A: I steam any kind of vegetable – even eggplant or potatoes. Then there are
special cooking techniques that I reserve for particular vegetables.
B: Really? What method do you only use on celery?
A: #I only BRAISE celery.
EXH 1 I only2 [[ BRAISE ]F1 ]N [celery]F2

This example is odd like the crêpes example due to the presence of nested foci. In this case,
the offending focus is on a verb, braise.
(52)

A1 : I gave Stella a book.
B: Just a book? Why?
A2 : because I only1,N gave [MANNY]N [a book]F1 .
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(52)A2 is ok, just like the radiology example, but this time the unoffending intervening
accented expression is a DP. There’s no call for an EXH associating with Manny; he isn’t
the only one who got a book.8
8

Focus phonology

F-marking is often hard to hear. The following are the results of laboratory studies:
(53)

Phonetics of associated foci9
(a) If an expression is N-marked,
adding an F-mark associated with only increases duration and pitch prominence.
(b) If an expression is pre-nuclear and not N-marked,
adding an F-mark associated with only increases duration and pitch prominence.
(c) If an expression is post-nuclear and not N-marked,
adding an F-mark associated with only increases duration and intensity.

The statement in (53)c. applies to the words radiology and Paris in our examples (7) and
(10). While the presence of F-marking is hard to detect on lexical items in the absence of
phonetic measurements, Hoeksema & Zwarts (1991) observed that weak Dutch pronouns
could be used as detectors because they resist increased duration and intensity. Susanne
Tunstall independently made the same observation for English and von Fintel (1994)
employed pronouns as a tool for detecting foci, a tool which has since been used extensively.
Applying it here, we replace radiology with it in (7) to dramatic effect:
(54)

Q:
A:

Why did you take radiology?
they only OFFERED it.

# because

it cannot be F-marked and Given.10 Once F-marking it is ruled out in (54), for some reason,
8 This N-marking is also plausible - given B’s remark:
A1 EXH1 I gave Stella [a book]F1 .
A2 : because I only1 gave [MANNY]N [a book]F1 .
9 Rooth (1996b), Beaver, Clark, Flemming, Jaeger & Wolters (2007), Féry & Ishihara (2009), Wagner, Breen,
Flemming, Shattuck-Hufnagael & Gibson (2010), Katz & Selkirk (2011). The language of N-marking and
F-marking is mine, not that of the authors whose results I’m summarizing.
10 I find (i) below more or less ok:
(i)

The robot only pointed at Jane and Jane only pointed at IT.

So it’s the increased duration and intensity without accent that seems to be a problem for it. Verena Hehl
observed that pronominalization with that instead of it does not cause the kind of disruption seen in (54).
Krifka (2004) notes this contrast as well. Rooth (1996b) and Beaver & Clark (2008) say that phonological
reduction of a pronoun (any pronoun) is what causes the effect seen in (54).
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one interprets only as associating with offer and in this case that sounds nonsensical. A
comparison of (54) with (55) confirms that the problem lies in the F-marking not merely in
the lack of N-marking that steers the nuclear accent to the verb:
(55)

Q: Why did you take radiology?
A: because they OFFERED it.

I’ve portrayed the pronunciation of radiology/Paris as jointly determined by the phonology
of N-marking and F-marking. As Féry & Ishihara (2009: 303) write, “focus boosts prominence (higher pitch/longer duration), givenness weakens prominence (lower pitch/shorter
duration)” and an expression that is “both focused and given, is subject to both effects.” In
the remainder of this section, I briefly recount other approaches to muted foci like those on
radiology and Paris.
Rooth (1996, 2010), Büring (2015,16) and Beaver & Velleman (2011) offer accounts in
which foci compete, with the loser muted. They would begin with the assumption that offer
is focused as in (56) below and then they would show that it trumps radiology forcing it to
be less prominent.11
(56)

Q: Radiology? Why did you take radiology?
A: [They]N [only2 ]N OFFEREDN,F [radiology]F2 .

The additional F-marking that these accounts rely on is not implausible, for there is an
intuitive contrast between offer and take. But the contrast intuition is weaker or nonexistent
in the second lines of the examples in (57) presented in Selkirk (2008) as a challenge to
focus-competition analyses (Selkirk uses acute accents to mark pitch accents. G stands for
‘given’ and corresponds where marked to lack of N-marking).
(57)

Only [Eleanor]F was introduced to Franklin by his mother.
And his whóle life, he lóved only [Eleanor]F,G
The New York Times gives only [newspaper subscriptions]F to the city’s poor.
I don’t thínk they can líve on only [newspaper subscriptions]F,G .

The effect brought about with the pronoun it may arise less dramatically with short lexical items. I
perceive it in Rooth’s (1992) celebrated rice example: people who GROW rice, generally only EAT rice. I often
hear that as excluding alternatives to eating, which is not the intended reading. This feeling goes away when
the noun phrase rice is expanded: people who GROW genetically modified rice, generally only EAT genetically
modified rice. Rooth (2010) suggests that the same is happening in our crêpes example - in Paris is too short
to be a muted focus. But here I don’t find that expansion helps:
(ii)

What food would Rosa only eat at the beach in Belgium?
She’d only eat MUSSELS at the beach in Belgium.

11 In this particular case, as Büring discovered, the competition rules according to Rooth (1996b) or Büring
(2016) would either yield no winner or the wrong one depending on the scope of the focus on offer (‘scope of
focus’ is a term of art crucial to the rules of competition). Rooth (2010) is a response to that predicament.
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We were ordered to only think [good thoughts]F .
But we were bóred by only thinking [good thoughts]F,G .
In one of Beaver and Velleman’s own examples, repeated in (58) below, it is hard to see
what notion of contrast is being invoked. Earlier we discussed the N-marking of only in
this small discourse (see (24)). But N-marking is not sufficient in Beaver and Velleman’s
system to draw the primary accent away from vegetables. To accomplish that goal, “only
must be F-marked in addition to being N-marked, because it is being contrasted with what
has come before”.
(58)

a.
b.

Mary eats vegetabels?
That’s not all.
She ONLYF,N eats vegetablesF

Beaver and Velleman (21-22)

In Selkirk’s view there is no competition among foci, rather, for an expression to be
focused and G-marked, previous discourse must imply not only the expression’s content but
also the contribution of the focus marking. For the radiology example, that would imply a
focus in the antecedent12
(59)

Q: [Radiology]F ? Why did you take [radiology]F ?
A: [They] [only2 ] OFFERED [radiology]F2,G .

In (59)Q, a focused antecedent for (59)A seems plausible, but that isn’t always the case.
Beaver and Velleman discuss Rooth’s (1992) example, people who grow rice, generally
only eat rice. They point out that the second occurrence of rice bears only secondary accent
even though the first occurrence is not focused. Assuming the second occurrence of rice
is focused and associated with only, the secondary accent would require F, G marking but
with no antecedent focus, as Selkirk’s theory would require. A similar point can be made
with the following dialogue:
(60)

Q: How was your trip?
A1 : Hmm. . . we ate crickets in Mexico.
A2 : Unfortunately, we ONLY ate crickets in Mexico.

(60)A2 has several readings, one of which is that crickets were all we ate. That reading
12 I should add that an actual prior F-marking is not required. Selkirk’s G-Marking Condition is semantic. It
makes references to ‘focus semantic values’. Consider Vallduví’s (1990) example (287):
(i)

{A last-minute guest arrives at the host’s house. The host has known the guest’s family for years}
Host: I’m glad you could come for dinner. Had I known before, I wouldn’t have made pig’s feet.
Guest: I love pig’s feet. It’s my SISTER who only eats prime cuts.

Clearly the guest understands the host to have implied that the guest likes only prime cuts. That’s sufficient to
treat prime cuts as focused and given. While Krifka’s (2004) term “second occurrence focus” is generally
applied to muted foci like on prime cuts none of the theories surveyed here follow Krifka in requiring an
antecedent focused utterance (Rooth 1996b example (25) addresses this point).
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corresponds to an LF in which only associates with a focus on crickets, which is then
focused and Given. If crickets is pronominalized, making the focus + Given phonology
difficult, another reading surfaces:
(61)

Unfortunately, we [ONLY1 ]N ate them in [Mexico]F1 .

Depending on the reading, crickets or Mexico would have to be F, G-marked in A2 on
Selkirk’s account, requiring the corresponding expression to be focused in A1 .
9

Contrastive focus

In our discussion above of Beaver and Velleman’s analysis, an F-mark was added to offered:
(62)

Q: Radiology? Why did you take radiology?
A: [They]N [only2 ]N OFFEREDN,F [radiology]F2 .

The marking was supposed to represent a felt contrast with take. That intuition remains,
regardless of who is right about muted foci. In the proposed representation in (62)A,
no operator associates with that contrast F-mark. Earlier, we explained the difference in
acceptability between this example and the crêpes example in terms of an operator, EXH,
that associates with a focus in the scope of only. So if there is an operator associating with
a possible contrast focus, it must not interact with only the way EXH did. This could be
because it is attached directly to the contrasting expression or because it doesn’t interact
with only. (The latter option does not make sense on the Beck theory of nested foci adopted
here).
Kiss (1998) argued for a distinction between identificational focus and information
focus. Kiss’s “informational focus” corresponds more or less to N-marking. Among the
identificational foci, Kiss distinguished those that are [+exhaustive] and those that are
[+contrastive]. [+exhaustive] corresponds more or less to association with only or EXH.
Büring (2016: 203) proposes as much for Hungarian based on Horvath (2010). This leaves
[+contrastive] defined as operating “on a closed set of entities whose members are known to
the participants of the discourse” That fairly describes the added focus in (62). Repp (2016)
recommends the term explicit alternatives. The theory presented here needs to be further
developed to create a home for this category and whatever coherence relations might go
with it (Kehler 2005).
Zimmermann (2006) presents a different idea about linguistic devices categorized as
‘contrastive focus’. According to him, the key pragmatic feature is low expectation on the
part of the hearer. That type of contrast could involve an associated operator, if Chierchia
(2013: §2.3.2) is right that there are covert counterparts of even alongside covert counterparts
of only. And if there are covert evens, there could be trouble when they have an only in their
scope. Consider the following example:
(63)

A:

I’ve only2 eaten rabbit in [Paris]F2 .
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B:

That’s nothing. I’ve only eaten MEAT in Paris.

(63)B doesn’t work as intended, assuming the speaker means to say that Paris is the only
place she’s eaten meat and not that meat is the only thing she’s eaten in Paris. B’s intended
message can be paraphrased as:
(64)

I’ve eaten meat in Paris and nowhere else.
Eating meat in Paris and nowhere else is more surprising than eating rabbit in Paris
and nowhere else.

The surprise part of (64) looks like the kind of thing you find with scalar even, leading to
(65):
(65)

EVEN 1

I’ve only2 eaten [[MEAT]F1 ]N in [Paris]F2 .

And now we have the familiar nested configuration, in which only grabs the focus on meat
meant for the higher operator.
‘Contrastive focus’ is a cover term for distinct types of focus (Repp 2010). Some of
them are F-marking associated with a covert counterpart of only or even and some require
a different kind of analysis. And yet other prominences that are described as contrastive
focus might simply arise from uneven N-marking (see (58) in the previous section).
10

New

Kratzer & Selkirk (2017) insist that “grammar is blind to Newness: There are no phonological, syntactic, or semantic operations that are sensitive to the mere newness of a constituent.”
The proposal made here adheres to that negative generalization, if by new we mean simply
‘not previously mentioned’. But if the intention is the relative notion of new, the one
captured in the rules for N-marking, then I understand the point to be that we must do away
with N-marking and instead use G-marking (Féry & Samek-Lodovici 2006, Selkirk 2008,
Kratzer & Selkirk 2017, Büring 2016: 74-76 and elsewhere). This would mean adding a
G-marker to any un-N-marked constituent discussed so far and removing all N-markers.
And it would mean rewriting our rules changing ‘N-marked’ to ‘not G-marked’ and ‘not
N-marked’ to ‘G-marked’. This may seem like a trivial move, but it would complicate
the precise statement of the semantics of givenness (see the next section). Here are some
considerations:
• For Kratzer & Selkirk (2017), information structure markers are syntactically potent
and not merely a device to aid in the statement of the pragmatics-phonology interface.
As such, G-markers may play a role in the production of marked word orders in
which given material precedes new material (Neeleman & Van De Koot 2016).
A left periphery operator, for example, might be attracting G-marked constituents
(pace Kučerová 2012 for whom givenness stays in the semantics). By contrast,
Rochemont (2013) argues that the novelty of a constituent is never motivation for its
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displacement (pace Petrova & Speyer 2011).
• The N-marking Phonology rule in (17) suffices for this paper. But a more serious
account of the interface may require relating prominence to givenness, as in the
works cited above. If we assume that information structure markers are privative
features then we would need to choose G marking.
• According to the Givenness rules, a given expression is a type of anaphor. And that
anaphora can be selective (Schwarzschild 1999: §5). Spelling this anaphora relation
out in detail could involve having a G-marker to hang an index on.
11

Formalization

In this section, you will find a precise formulation of the rules of Givenness and an interpretation for EXH. Following Kratzer (1991), I treat F-markers as variables and I extend
that treatment to N-markers. I adopt Wold’s (1996) method for working this out with a
single assignment function parameter. Expressions are interpreted relative to a world and an
assignment function. Declarative sentences are assigned truth-values.
Following Beck’s (2016) discussion of nested operators, I interpret only/EXH unselectively, so that an occurrence of one of these operators associates with all foci in its scope.
This follows Kratzer’s treatment, although the ingredients are there to make only selective
as Wold had it.
11.1
(66)

Three kinds of indices
Plain indices, N-markers and F-markers.
N = {0, 1, 2, 3, · · · }, TYPE is the set of type labels.
plain indices:
N-markers:
F-markers:

P = N × TYPE
(eg h5, eti ∈ P)
N = {Ni : i ∈ N × TYPE} (eg Nh5, eti ∈ N )
F = {Fi : i ∈ N × TYPE} (eg Fh5, eti ∈ F)

The type of an index or marker constrains the kind of value it is assigned.
EXAMPLE

g(Nh5, eti) ∈ Det .

If the type label is e , it may be left off.
(67)

Rules for interpreting F- and N-marked expressions
a. if Fi 6∈ dom(g), JαFi Kw,g = JαKw,g
b. if Fi ∈ dom(g), JαFi Kw,g = g(Fi)
c. if Ni 6∈ dom(g), JαNi Kw,g = JαKw,g
d. if Ni ∈ dom(g), JαNi Kw,g = g(Ni)
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EXAMPLES

F1 6∈ dom(g), N3 6∈ dom(g) ⇒ J[Jack]F1 ]N3 Kw,g = Jack
F1 6∈ dom(g), N3 ∈ dom(g) ⇒ J[Jack]F1 ]N3 Kw,g = g(N3)
F1 ∈ dom(g), N3 6∈ dom(g) ⇒ J[Jack]F1 ]N3 Kw,g = g(F1)
F1 ∈ dom(g), N3 ∈ dom(g) ⇒ J[Jack]F1 ]N3 Kw,g = g(N3)
11.2

Meaning for only/EXH

The meaning of EXH is given below. I assume EXH attaches to t-type expressions. My
definition is uninformed by recent advances in alternatives-research (Bar-Lev & Fox 2017).
I want to imbue EXH with the power to ignore any prior assignments to F-markers and
to start fresh. To that end, I introduce an operator ‘+’ on assignment functions defined as
follows:
(68)

+ operation on assignment functions
For any assignment functions g, h:
(i) dom([g + h]) = (dom(g) ∪ dom(h))
(ii) for any u ∈ dom([g + h]):
if u ∈ dom(h), then [g + h](u) = h(u)
if u 6∈ dom(h), then [g + h](u) = g(u)

(69)

JEXH ϕKw,g = 1 i f f JϕKw,g = 1∧∀pst ((p(w) = 1∧ p ∈ ALTg −ϕ) ⇒ p |= λ w.JϕKw,g )
ALT g -ϕ

def

= {λ w.JϕKw,g+h : dom(h) = F}

Observe that if ϕ contains no F-marking, then JEXH ϕKw,g = JϕKw,g .
This meaning for EXH will also serve to a first approximation as the meaning of only.
What’s missing is the presupposition and possible arguments for only not of type t.
11.3

Givenness rules

The Givenness rules rely on entailment generalized to all types. This generalization is carried
out by an operator ExClo which has the effect of existentially quantifying arguments:
(70)

ExClo (existential closure – raising to type t)
If ϕ is a meaning of type t: ExClo(ϕ) = ϕ

187

Roger Schwarzschild

If α is a meaning of type ab: ExClo(α) = 1 iff ∃ua ExClo(α(u)) = 1
EXAMPLE

ExClo(JattackKw,g ) = 1 iff
∃xe ExClo(JattackKw,g (x)) = 1 iff
∃xe ∃ye ExClo(JattackKw,g (x)(y)) = 1 iff
∃xe ∃ye JattackKw,g (x)(y) = 1

∴ For any w, ExClo(JattackKw,g ) = 1 iff someone was attacked in w
The next EXAMPLE presupposes with Karttunen (1977) that a Wh-interrogative denotes a
function that characterizes the set of its true propositional answers. For example,
Jwho smiled?Kw,g = λ p ∃x x is human in w ∧ p = λ w0 [x smiled in w0 ] ∧ p(w) = 1
EXAMPLE

ExClo(Jwho smiled?Kw,g ) = 1 iff
∃p ExClo(Jwho smiledKw,g (p)) = 1 iff
∃p (Jwho smiled?Kw,g (p)) = 1 iff
∃p ∃x x is human in w ∧ p = λ w0 [x smiled in w0 ] ∧ p(w) = 1 iff
∃x x is human in w ∧ x smiled in w

∴ For any w, ExClo(Jwho smiled?Kw,g ) = 1 iff someone smiled in w
For Yes/No questions, the propositional kernel, before any question operator is added, may
serve as a GIVENness antecedent.
An utterance in a context c is interpreted relative to a contextually supplied assignment
function, gc , that assigns values only to plain indices and only to those that are free in
the utterance. Since the Givenness Constraint will apply to any expression within an
utterance, it will apply to expressions containing locally free pronouns and traces that are
bound higher up. To take care of this, we’ll make use of assignment functions g0 that assign
values to all plain indices. Given (68) above and our assumptions about gc , if g0 assigns
values to all plain indices, then [g0 + gc ] is just like gc for the indices that are free in the
utterance and all other indices get the values assigned by g0 .
(71)

Givenness Constraint
For every g0 such that dom(g0 ) = P, when β is uttered in context c, there must be
an antecedent α that is salient in c and (i) or (ii) below holds:
(i)

0

0

∃h (dom(h) ⊆ N ∧ JαKw,g +gc = Jβ Kw,g +gc +h ) and β is type e.
0

0

(ii) ∀w [ExCLo(JαKw,g +gc ) = 1 ⇒ ∃h (dom(h) ⊆ N ∧ExClo(Jβ Kw,g +gc +h )) = 1]
This constraint does not apply if:
β is not assigned a meaning (β is syncategorematic – eg EXH)
β is of the form [α]Ni (eg [Jill]Ni , [VP see Fred]Ni )

EXCEPTIONS
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β has Ni as its sister: (eg [Jill]Ni )
The world quantifier in (ii) could be restricted to worlds compatible with salient common
ground propositions. That would allow it to cover cases where an antecedent is as much as
expressed (see footnote 12).
[EXAMPLE]
(72)

{Q Who smiled ?}
A: [Jack]Nh1, ei smiled.
A0 : EXH [[Jack]Fh2, ei ]Nh1, ei smiled.

For any g0 , dom(g0 ) = P,
0

i. ∃h (dom(h) ⊆ N ∧ ExClo(JJackNh1, ei smiledKw,g +gc +h )) = 1 iff
0
ii. ∃h (dom(h) ⊆ N ∧ JJackNh1, ei smiledKw,g +gc +h ) = 1 iff someone smiled in w
In line (ii), g0 and gc play no role. h assigns some entity to the index Nh1, ei.
0

iii. ∃h (dom(h) ⊆ N ∧ ExClo(JEXH [[Jack]Fh2, ei ]Nh1, ei smiledKw,g +gc +h )) = 1 iff
0
iv. ∃h (dom(h) ⊆ N ∧ JEXH [[Jack]Fh2, ei ]Nh1, ei smiledKw,g +gc +h ) = 1 iff someone smiled in w.
In line (iv), g0 and gc play no role. h assigns some entity to the index Nh1, ei and that takes
care of ‘[[Jack]Fh2, ei ]Nh1, ei ’. EXH is idle.
Jack is the locus of prominence in either answer in (72). To an extent there is redundancy
in the grammar. In simple cases, question-answer congruence follows from givenness as
well as from the pragmatics of exhaustivity. That’s partly why “there does not seem to be a
one-to-one mapping between particular formal features (focus marking devices) and focus,
neither from a cross-linguistic perspective, nor within individual languages.” Zimmermann
& Onea (2011).
12
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1

Introduction

We know since Grice’s work on conversational maxims that the choices that
speakers make in conversation are in part guided by considerations of relevance
(Grice 1975). A feature of a scenario may be relevant in one conversational
context but irrelevant in another, so that a cooperative speaker would be expected
to mention that feature in the former context, but may ignore it in the latter one.
Consider the following scenario, for example:
(1)

Scenario: Sam, Josh and Toby are participating in a baking competition.
Both Sam and Josh feel that they deserve the prize, but Sam, who is rather
shy, expresses this in the form of a whisper, whereas Josh, the more
extrovert of the two, shouts it. Claudia wanted to know who felt that they
deserved the prize, so she asked Leo.
Claudia:
Leo:

Who said that they deserve the prize?
Sam and Josh said that they deserve the prize.

In this context, the difference in the manner of Sam’s and Josh’s speech acts is
irrelevant, and hence rather than using the verbs whisper or shout Leo uses the
*
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thank Valentina Brunetto, Guillermo Del Pinal, Andreas Haida, Manfred Krifka, Idan Landau,
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leading to these results has received funding from the People Programme (Marie Curie Actions) of
the European Union’s Seventh Framework Programme (FP72007-2013) under grant agreement
no. 618871 and the Bundesministerium für Bildung und Forschung (BMBF) (Grant Nr.
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weaker term say, which is compatible with both. That the dynamics of
conversation permit a speaker to ignore irrelevant features of a situation when
formulating her contribution is unsurprising; communication would be a great
deal more cumbersome if this were not possible. In this paper, we want to argue
for a more surprising result: under certain circumstances, and subject to
constraints, it is possible for addressees to ignore irrelevant features of a situation
when evaluating a speaker’s contribution for truth. We shall call this second
aspect of linguistic communication – which has received relatively little attention
in the semantic and pragmatic literature – backgrounding. Our case study is
attitude reports involving the distinction between so-called de se and de re
construals of pronouns and anaphora; we illustrate these construals in the next
section. Along the way, we develop a new way of probing intuitions about such
cases, involving judgments of incompatibility of pairs of attitude reports, where
existing theories predict that it should be possible to resolve the incompatibility
by construing one report de se and the other de re.
The paper is structured as follows. In Section 2, we set out some
background on the de se/de re distinction, describing the landscape of construals
for pronouns and obligatorily controlled PRO as it is currently understood.
Section 3 adds a new observation to the mix: certain verbs, such as boast,
introduce a de se entailment as a matter of their lexical semantics; we call this
‘lexical de se’. Sections 3-5 describe three puzzles concerning de se construal
with respect to PRO vs. boast; the observations in Sections 3 and 4 are based on
introspective judgments, while Section 5 presents data collected through
experimental means. Section 7 sketches the beginnings of a solution to these
puzzles, couched within a Kratzerian approach to attitude reports. Section 8
concludes.
2

Background

Consider the following scenario.
(2)

Bake sale scenario 1: At a bake sale, Mary eats a cookie, not realizing that
it is one that she herself baked. She says, ‘This cookie is delicious!
Whoever baked it is a wonderful baker.’

a.
b.

'Mary claimed PRO to be a wonderful baker.'
‘Maryi claimed that shei was a wonderful baker.’

The received wisdom in the formal semantics literature is that (a), which has the
covert element PRO in the understood subject position of the infinitive, is false in
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the scenario in (2), but its counterpart with an overt pronoun in (b) is true. The
falsity of (a), the story goes, is due to the fact that when Mary says ‘Whoever
baked this cookie is a wonderful baker’, she is unaware that she is talking about
herself (Morgan 1970, Chierchia 1990). By contrast, although Mary and she are
coreferential in (2b), the sentence does not entail that Mary knows that she is
talking about herself (at least on one reading). This contrast between PRO and
overt pronouns forms the core of our paper.
In general, it seems that communicative acts and mental attitudes that are
in some intuitive sense ‘about’ the attitude holder fall into two classes: (i)
attitudes that the attitude holder is aware are about herself, and (ii) attitudes that
the attitude holder is not aware are about herself. Call the former class of attitude
an attitude ‘de se’, and the latter class an attitude ‘de re’.
(3) Attitude de se
A de se attitude (a mental state or speech act) is an attitude that
(i) is in an intuitive sense about the attitude holder; and
Aboutness condition
(ii) the attitude holder is aware is about herself
Awareness condition
[cf. Pearson (2013)]
Intuitively, a de se attitude is one that the attitude holder would be likely to
express by using the first-person pronoun; for this reason, this class of attitudes is
often characterized as involving a first personal perspective. In bake sale scenario
(1), Mary refers to herself with the description whoever baked it (the cookie); had
she been aware that she was talking about herself, she would instead have used I.
Her utterance thus expresses a de re attitude about herself, rather than a de se
attitude.
Based on introspection, linguists have followed Morgan (1970) and
Chierchia (1990) in assuming that obligatory control sentences formed with an
attitude predicate as the matrix verb can only be used to report attitudes de se,
whereas their counterparts with an overt pronoun are ambiguous between a
reading on which they report an attitude de se, and a reading on which they report
an attitude de re. For brevity, we will say that PRO is unambiguously construed
de se, and overt pronouns are ambiguous between a de se and a de re reading. The
claim that the resources of natural language include pronominal and anaphoric
expressions such as PRO that are unambiguously construed de se has traditionally
been taken as a key piece of evidence that the grammar is sensitive to the
distinction between first personal and third personal ways of thinking about
oneself (eg Chierchia 1990, Schlenker 1999, Anand 2006, Pearson 2013, 2018).
What has to our knowledge received little attention until now, however, is the
capacity of certain verbs, nouns and adjectives to impose a requirement of de se
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interpretation upon the reports in which they occur – what we shall call lexical de
se. In this squib, we shall discuss examples motivating the notion of lexical de se,
and present a series of puzzling cases where lexical de se behaves differently from
the de se requirement that has in the literature been associated with obligatorily
controlled PRO. We contend that the source of the differences between PRO and
lexical de se is that the former, but not the latter, is amenable to ‘backgrounding’
of the de se requirement. That is, under appropriate linguistic and contextual
conditions, the de se requirement can be treated as though it is pragmatically
irrelevant to the truth value of a control sentence; we shall see that this
interpretive latitude is not available for sentences formed with lexically de se
predicates such as boast, however.
3

Lexical de se

Here’s a further data point to add to the mix. When we replace claim with boast
as the embedding predicate, the sentence can only be judged false in bake sale
scenario (1).
(4)

Bake sale scenario 1: At a bake sale, Mary eats a cookie, not realizing that
it is one that she herself baked. She says, ‘This cookie is delicious!
Whoever baked it is a wonderful baker.’

a.
b.

Maryi boasted that shei was a wonderful baker.
A: Did Maryi boast that shei was a wonderful baker?
B: No/#Yes.

False

The falsity of (4a) and the infelicity of answering A’s question in the affirmative
in (4b) is due to the fact that Mary does not know that she is talking about herself.
This can be shown by comparison with a scenario where the ‘awareness’
condition associated with de se reports is fulfilled:
(5)

Bake sale scenario 2: At a bake sale, Mary eats one of her own cookies.
She says, ‘My cookie is delicious! I am a wonderful baker.’
Maryi boasted that shei was a wonderful baker.

True

Notice that this sensitivity of boast-sentences to the awareness condition is
despite the fact that boast embeds a finite clause rather than a control
complement, and hence the subject of the embedded clause is an overt pronoun
rather than PRO. Even though overt pronouns generally allow de re readings, the
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sentence as a whole in (4) does not. Thus it seems that boast itself imposes a de se
requirement: since Mary wasn’t aware that she was talking about herself, her
ascription of the property of being a wonderful baker to herself does not – on any
reading – count as boasting.
Furthermore, we can check that the de se requirement imposed by boast
isn’t merely an instance of a more general inability to substitute co-referring terms
salva veritate in the scope of this verb. In the following scenario, a de re construal
of Chomsky is available in the scope of boast.
(6)

Chomsky scenario 1: Sally reads a paper by Chomsky, but doesn’t realize
that he is the author. She says, ‘I’m smarter than whoever wrote this
paper’.
Sally boasted that she was smarter than Chomsky.

True

Yet the same sentence is judged false in a scenario where the author of the paper
is Sally herself, and she doesn’t realize it:
(7)

Chomsky scenario 2: Sally reads a paper that she herself wrote a long time
ago, but doesn’t realize that she is the author. She says, ‘Whoever wrote
this paper is smarter than Chomsky’.
Sally boasted that she was smarter than Chomsky.

False

Thus, it seems that boast imposes a de se requirement, and this requirement
cannot be reduced to a mere instance of a Frege puzzle. This observation holds
quite generally across syntactic categories for lexical items formed from the root
boast: Mary’s speech act counts as a boast or boasting in bake sale scenario 2 but
not in bake sale scenario 1. Likewise, the event in bake sale scenario 2 could be
held up as evidence that Mary is boastful, but that in bake sale scenario 1 could
not.1
A small class of lexical items displays this sensitivity to whether or not the
bearer of the attitude is aware that she is thinking about herself. For example, in
bake sale scenario 2 Mary is proud of her cookie, but not in bake sale scenario 1.
Or suppose that Tom gets sick after eating one of Mary’s cookies. If Mary doesn’t
1

Note also that boast cannot take a control complement in English:
(i) *Mary boasted to be a wonderful baker.

We leave it to future work to investigate whether this fact hold across languages, or whether it is a
more idiosyncratic property of English.
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know that the cookie Tom ate was one of hers she might feel bad about what
happened, but she won’t feel embarrassed or ashamed or even guilty or
remorseful unless she knows that it was her baking that made him sick.2
The lesson of this section then is that there is such a thing as lexical de se:
unambiguous de se construal that is not associated with a pronoun or anaphor
such as PRO, but rather is imposed by the lexical semantics of the predicate in
question. In the next three sections we highlight some differences between lexical
de se and the de se inference associated with PRO.
4

First puzzle: hedges

So far, we have presented a standard picture – endorsed by both philosophers of
language and linguists – and simply added to it the observation that not only
pronominal or anaphoric elements but also certain predicates can be a source of
obligatory de se interpretation. In what follows, we shall present a series of
challenges to the standard picture.
As a general tendency, it seems that even with ordinary pronouns, there is
a preference for the de se reading: many speakers are more inclined to judge the
relevant sentences false than true in mistaken identity scenarios, or report that
they find the reading on which the sentence is true difficult to detect. Nonetheless,
it is generally assumed in the literature that there is a contrast between (2a) and
(2b) (repeated below), and that a grammar of attitude reports ought to capture this
contrast.
(8)

Bake sale scenario 1: At a bake sale, Mary eats a cookie, not realizing that
it is one that she herself baked. She says, ‘This cookie is delicious!
Whoever baked it is a wonderful baker.’

a.
b.

‘Mary claimed PRO to be a wonderful baker.’
‘Maryi claimed that shei was a wonderful baker.’

False
True

One strategy for bringing out the de re reading of the ordinary pronoun is by
adding some additional linguistic material signaling that Mary didn’t realize that
she was talking about herself, as in the following examples.3

2

Emotions such as pride, embarrassment, shame and guilt that characterize feelings about oneself
are known in psychology as self-conscious emotions (eg. Tracy and Robins 2004). It is perhaps not
surprising that words describing this class of emotions should be the place to look for lexical items
that carry with them a de se requirement.
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(9)

a. Mary unwittingly claimed that she was a wonderful baker.
b. Mary unintentionally claimed that she was a wonderful baker.
c. In effect, Mary claimed that she was a wonderful baker.
d. In a sense, Mary claimed that she was a wonderful baker.
e. Without realizing it, Mary claimed that she was a wonderful baker.

In these cases, it seems easy enough to see that the sentences are true in bake sale
scenario 1. In fact, the additional material need not be a modifier within the same
sentence, but can appear in a separate clause:
(10)

Mary doesn’t realize it, but she just claimed that she was a wonderful
baker.

Here’s the surprising part: the same strategy changes our judgments concerning
the counterpart of the attitude report with PRO. To our ears, the examples in (11)
and (12) also sound true in the same scenario.4
(11)

a. Mary unwittingly claimed PRO to be a wonderful baker.
b. Mary unintentionally claimed PRO to be a wonderful baker.
c. In effect, Mary claimed PRO to be a wonderful baker.
d. In a sense, Mary claimed PRO to be a wonderful baker.
e. Without realizing it, Mary claimed PRO to be a wonderful baker.

(12)

Mary doesn’t realize it, but she just claimed PRO to be a wonderful
baker.

Yet if it is hard-wired into the grammar that PRO cannot receive a de re reading,
the addition of this material ought not to change the truth value judgment that the
sentence receives; rather, the sentences should still be judged false, or perhaps
even infelicitous or contradictory. The point is particularly striking in the case of
(12), where the additional material is not even in the same clause, and therefore
cannot be analyzed as an operator manipulating the semantic content of the
sentence in which PRO occurs; rather the first clause in (10) seems to perform a
manipulation of the context. This suggests that the picture regarding the
Another strategy is to set up the mistaken identity scenario in such a way that the mistaken
identity is incidental to the goals of the protagonist. This is the strategy that we employed in the
experiment discussed in section 5.
4
That adverbs like unwittingly and unintentionally apparently remove the de se requirement for
PRO was pointed out to us by Tom McFadden (p.c.), while Wataru Uegaki made a similar
observation regarding in effect in a Facebook post.
3
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interpretation of PRO vs. pronouns in attitude reports is more complex than has
until now been appreciated, and that the availability of de re readings is
susceptible to contextual influence in a manner that is not captured by current
theories.
Do the modifiers discussed above simply permit a relaxation of the de se
requirement across the board? Not in the case of lexical de se. The examples
discussed above can be compared with the following:
(13)

a. Mary unwittingly boasted that she was a wonderful baker.
b. Mary unintentionally boasted that she was a wonderful baker.
c. In effect, Mary boasted that she was a wonderful baker.
d. In a sense, Mary boasted that she was a wonderful baker.
e. Without realizing it, Mary boasted that she was a wonderful baker.

(14)

Mary doesn’t realize it, but she just boasted that she was a wonderful
baker.

Here, the addition of the bolded material does not help: if Mary didn’t know that
she was talking about a cookie that she herself made, then what she said simply
doesn’t count as boasting, and no further modifiers or hedges can change that.5
Indeed, the examples in (13) and (14) are not merely false, but somewhat
infelicitous (at least out of the blue). Yet it is not true across the board that these
modifiers fail to combine with boast to yield a felicitous sentence, nor that they
can never be recruited to signal that some sort of mistaken identity has taken
place. When the mistaken identity concerns someone other than the subject of
boast, the resulting sentences are judged felicitous and true, as can be seen by
returning to Chomsky scenario 1:
(15)

Chomsky scenario 1: Sally reads a paper by Chomsky, but doesn’t realize
that he is the author. She says, ‘I’m smarter than whoever wrote this
paper’.

a.
b.
c.
d.
e.

Sally unwittingly boasted that she was smarter than Chomsky.
True
Sally unintentionally boasted that she was smarter than Chomsky. True
In effect, Sally boasted that she was smarter than Chomsky.
True
In a sense, Sally boasted that she was smarter than Chomsky.
True
Without realizing it, Sally boasted that she was smarter than
Chomsky.
True

5

Note that our claim is not that it is in general impossible to boast without realizing it, but rather
that being unaware that one is talking about oneself is not among the routes to unwitting boasting.
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f.

Sally doesn’t realize it, but she just boasted that she was smarter than
Chomsky.
True

So, our first puzzle has two pieces: (i) the putative de se requirement imposed by
PRO can be relaxed by the addition of hedging material; (ii) the same hedging
material cannot relax the lexical de se requirement imposed by items such as
boast.
5. Second puzzle: (non-)contradictions
Suppose we present our Semantics 1 students with the following apparent
paradox:
(16)

‘Imagine I tell you that yesterday, Mary didn’t boast that she was a
wonderful baker, but she did claim that she was a wonderful baker. How
can that possibly be?’

Of course, one possible answer is that sincerely claiming to be a wonderful baker
doesn’t count as boasting – it’s just a statement of fact (or at least, sincerely held
opinion). But let’s close off that route by stipulating that if you go around saying
‘I’m a wonderful baker’ – no matter your grounds for that assertion – you are
indeed boasting. Still a second route is available: by appealing to a situation like
bake sale scenario 1. Our students will agree that in that situation, Mary didn’t
boast that she was a wonderful baker (because she didn’t know that she was
talking about herself), but she did claim that she was a wonderful baker (even
though she didn’t know that she was talking about herself.
In this case, what permits ‘x boasted that she VP’ to be judged false and ‘x
claimed that she VP’ to be judged true at one and the same time is the appeal to a
scenario where the awareness condition is not met – since this factor is always
relevant to the truth of boast-sentences, but it need not be relevant to the truth of
claim-sentences with overt embedded pronouns (at least on one reading of such
sentences), it is possible for their truth value to differ.
The task of our students in the above case is to explain how ‘Mary didn’t
boast that she was a wonderful baker’ and ‘Mary claimed that she was a
wonderful baker’ could express compatible propositions, by thinking up a
scenario where the two sentences are true; because of the de se requirement
imposed by boast, a mistaken identity scenario fits the bill perfectly. So given the
standard picture of de se and de re construals of pronouns and anaphora, the same
thing ought to hold for sentences of form ‘x claimed PRO to VP’ and ‘x claimed
that she VP’. Let’s see if the prediction is borne out:
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(17)

‘Imagine I tell you that yesterday, Mary didn’t claim to be a wonderful
baker, but she did claim that she was a wonderful baker. How can that
possibly be?’

It seems to us to be less obvious that in bake sale scenario 1, Mary didn’t claim to
be a wonderful baker, but she did claim that she was a wonderful baker; even in
this scenario, one cannot help but hear the sentence as a contradiction.6 Likewise,
whereas (18) is a sensible alternative question to ask with respect to bake sale
scenario 1, with (19) one has the intuition that one is being asked to decide
between two options that actually amount to the same thing:7
(18)

Did Mary boast that she was a wonderful baker, or did she (merely) claim
that she was?

(19)

#Did Mary claim to be a wonderful baker, or did she claim that she was?

As with the effects of hedges that we saw in the previous section, the de se
requirement associated with PRO behaves differently from that associated with
lexical items like boast. This is puzzling if both are taken to share the core
semantic property of imposing a de se semantics. In the case of the riddle, one
might be tempted to reply that the de se requirement is for some reason more
salient with boast than it is with PRO, so that the difference in judgments is due
not to a semantic difference between the two, but rather to a difference in metalinguistic awareness of that semantics. But if this were the explanation, then we
should expect that researchers who have studied the connection between PRO and
de se should be sufficiently attuned to the admittedly subtle factors at work in (18)
and (19) to be able to make sense of these sentences. Yet we too share the
intuition that in bake sale scenario 1, (16) and (18) sound coherent but (17) and
(19) do not.
The point can be illustrated further by examining intuitions of (non-)
contradictoriness in other cases. For example, (20) sounds contradictory, which is
as expected if the first sentence carries an entailment that the awareness condition
was satisfied and hence that the subject knew that she was talking about herself.

6

We leave it to the reader to verify that the perceived contradiction persists regardless of
intonational contour. It is there regardless of whether stress is placed on that, she or was in the
second conjunct.
7
The apparent impossibility of hearing (19) as a coherent question is all the more striking when
one considers the linguistic gymnastics that hearers perform in order to make sense of cases such
Did she order a salad, or did she order a SALAD salad?
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(20)

#Mary boasted that she was a wonderful baker, although she didn’t know
that she was talking about herself.

By the same reasoning, a counterpart of (18) with claim + PRO instead of boast
ought to sound contradictory. Yet it does not strike us as particularly bad, and we
clearly perceive a contrast between the two examples.
(21)

(?)Mary claimed to be a wonderful baker, although she didn’t know that
she was talking about herself.

In this section we have employed a novel diagnostic involving judgments of
(in)compatibility of attitude reports, in order to identify a second puzzle that again
has two pieces. The diagnostic involves conjoining two sentences not p and q,
where the putative meaning of p and q differs only insofar as p entails a de se
interpretation but q does not: this difference should render a judgment that the
resulting conjunction is not a contradiction, because it can be true in a mistaken
identity scenario. Application of this diagnostic revealed that (i) the putative de se
requirement imposed by PRO makes incorrect predictions regarding perceived
(non-)contradictions; (ii) these same predictions are borne out for the lexical de se
requirement imposed by items such as boast. The general picture is this: both with
cases involving hedges and judgments of contradiction, lexically de se predicates
behave as expected, but PRO does not.
6

Third puzzle: experimental evidence

6.1

Overview

So far, we have been relying only on our own introspective judgments about the
cases of interest; indeed up until now, there has to our knowledge been almost no
investigation of de se and de re construals using experimental means.8 One
challenge in this undertaking is that as mentioned in section 3 there appears to be
a strong bias for construing a pronoun with respect to the de se reading. Indeed, in
a pilot study we found that participants almost always judged attitude reports false
in ‘mistaken identity’ scenarios where the awareness condition was not met. This
judgment held regardless of whether the subject position of the embedded clause
was occupied by PRO or an overt pronoun.
This bias for de se readings presents two related challenges for an
investigation of the interpretation of PRO. First, participants’ reluctance to
8

Two exceptions, with a somewhat different emphasis, are Pearson and Dery (2014) and Dery and
Pearson (2016).
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interpret either PRO or overt pronouns with respect to the de re reading led to a
ceiling effect, where it was not possible to detect a significant interpretive
difference between a critical experimental item with PRO and a control item with
an overt pronoun. A further issue is the general difficulty of demonstrating the
absence of a reading. For instance, there are in principle two possible conclusions
to draw from a judgment that a given attitude report is false in a mistaken
scenario: one is that the sentence lacks a de re reading, and another is that the
sentence has a de re reading, but the speaker evaluated the truth of the sentence
with respect to the de se reading. In the latter case, the inference from a judgment
of falsity to the conclusion that some expression such as PRO lacks a de re
reading would be unwarranted.
We designed experimental items with the goal of overcoming these
difficulties. Participants read stories such as the one described in the introduction,
repeated here:
(22)

Mary, Bob and John all like baking. Their teacher, Mr. Smith, wanted to
know which of them baked the best cookies. He had an idea. Each of them
would bake a batch of cookies, and then one of them would taste them and
decide which one he or she thought was the best. Mr. Smith would give a
prize to whoever's cookie was judged the best. Mr. Smith picked Mary to
be the judge, and decided that she should wear a blindfold for the tasting
so she wouldn't know whose cookie was whose. When Mary tasted her
own cookie, she couldn't tell that it was hers. She said, 'This is the best
cookie. Whoever baked this cookie deserves the prize.' Sam had been
keeping track of who made which cookie, so that he could go and tell the
results to Mr. Smith. He went to Mr. Smith and said:
(a) 'Mary claimed to deserve the prize.'
(b) ‘Maryi claimed that shei deserved the prize.’

A feature of this scenario is that it introduces a protagonist who has a goal for
which the de se/de re distinction is irrelevant. We are told that Mr. Smith wants to
determine who to award a prize to. If he is told, ‘Mary claimed to deserve the
prize’ or ‘Mary claimed that she deserved the prize’, then if the sentence is true on
the de re reading but false on the de se reading, this nonetheless constitutes
sufficient grounds for Mr. Smith to give the prize to Mary. Moreover, since Mr.
Smith determined that Mary should be blindfolded so as not to know who made
which cookie, then he is likely to interpret the target sentence with respect to the
de re reading, not the de se one.
Participants gave truth value judgments for three types of sentences:
attitude reports with claim and PRO (eg (23a)), attitude reports with claim and an
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overt pronoun (eg (23b)), and attitude reports with boast and an overt pronoun
(23c).
(23)

a. Mary claimed to deserve the prize.
b. Mary claimed that she deserved the prize.
c. Mary boasted that she deserved the prize.

Additionally, stories fell into two different types, giving a 3 x 2 design. In the
‘mistaken identity’ type of story, the speaker was unaware that she was talking
about herself. In the ‘no mistaken identity’ story type, the awareness condition
was met, and the speaker referred to herself using the first-person pronoun.
Sentence type was a within subjects factor, and story type a between subjects
factor.
The experiment was conducted on Amazon Mechanical Turk. 60
participants were tested with 4 items per condition and 12 fillers. After each story
they were asked ‘Is what x said to y true?’, and ‘Why/why not?’ In the mistaken
identity condition, an affirmative answer to the first question was coded as a de re
response, and a negative answer was coded as a de se response.
Given the standard characterization of the facts in the formal semantics
literature, we predicted that the pronoun/mistaken identity condition would elicit a
high rate of de re responses, and that the PRO/mistaken identity condition would
elicit a low rate of such responses. Furthermore, we noticed based on our own
introspection that sentences with boast are unambiguously false in mistaken
identity situations. For example, ‘Mary boasted that she deserves the prize’
seemed to be false in the baking competition scenario. Boast type sentences
therefore served as a control condition against which to compare the rate of de re
responses for PRO sentences; if PRO is indeed unambiguously de se, then PROsentences and boast sentences should both elicit low rates of de re responses in
the mistaken identity condition.
6.2

Results

Our scenario was fairly successful in overcoming the de se bias and thereby
avoiding a ceiling effect: de re responses were recorded for 42.31% of answers in
the pronoun/mistaken identity condition. Surprisingly, PRO elicited de re
responses at roughly the same rate: participants judged these sentences true
43.56% of the time. By contrast, sentences in the boast type elicited few de re
responses (15.84%). These results are summarized below.
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Results, Experiment 2
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As expected, sentences in both the PRO and the pronoun sentence types were
almost always judged true in the ‘no mistaken identity’ condition (96.67% and
95.83% respectively). Boast sentences also yield a high rate of affirmative
answers (81.67%).
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Inspection of the reasons that participants gave for their answers verified that they
read the stories carefully and reasoned about them in the expected way, paying
attention to whether or not the speaker whose utterance is reported in the target
sentence was aware that she was talking about herself. Participants who gave de
re responses in the mistaken identity condition understood that in the story, a
character had said something about herself without realizing that she was talking
about herself. They deemed the fact that the awareness condition was not met
irrelevant to the truth value of the target sentence, saying things like ‘She picked
her cookie as the best, not knowing it was hers, and claimed whoever (being her)
deserved the prize’, or ‘She picked her own cookies, knowingly or not’.
6.3

Discussion

Our results are surprising in that they show that participants give roughly the
same rate of de re responses regardless of whether the sentence is formed with a
control infinitive or a finite clause with an overt pronoun; the putative contrast
observed in the theoretical literature is not attested in our data. The justifications
given for participants’ answers confirm that they understood the scenarios and
reasoned about them in an appropriate way; in particular, in the mistaken identity
condition they understood that the relevant protagonist said something about
herself without realizing that she was talking about herself. Furthermore, the
responses in the boast/mistaken identity condition show that this cannot be due to
participants failing to use the awareness condition as a basis on which to
determine a truth value judgment: participants judged sentences in this condition
false, citing the fact that the speaker did not know that she was talking about her
own cookie. This is further supported by comparison with the boast/no mistaken
identity condition trials, where we found a high rate of ‘yes’ response. This
confirms that the crucial factor in participants’ rejection of boast sentences in the
mistaken identity condition was indeed the awareness condition, as opposed to
some other factor (say a general reluctance to describe a certain utterance as
‘boasting’, given the negative connotations of the word).
7

Comparing the semantics of lexically de se predicates and obligatory
control

We have discovered a series of differences in the behaviour of lexically de se
predicates such as boast and obligatorily controlled PRO both in terms of
introspective judgments and through data collected by experimental means. These
constitute a puzzle that we will not be able to provide a definitive solution to in
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this short paper; however, a first step is to set out a few assumptions about the
semantics of boast versus control sentences formed with claim.
7.1

The semantics of boast

Suppose we adopt a Kratzerian approach to the semantics of attitude reports (eg
Kratzer 2006, Moulton 2009, Kratzer 2013, Bogal-Allbritten 2016, Elliott 2017),
according to which the clause introduced by an attitude verb is in fact a modifier
(a predicate of eventualities, type <v,t>)9. Then a sentence containing boast such
as (24a) will have the truth conditions in (24b).10
(24)

a. Mary boasted that she deserved the prize.
b. $e [boast(e) & AG(e) = Mary & CON(e) = lw. Mary deserves the prize
in w]
Where CON(e) is that function from attitudinal eventualities e to
propositions p such that p is the content of e.
‘There is an eventuality e such that (i) e is a boasting eventuality, (ii) the
Agent of e is Mary and (iii) the content of e is the proposition that Mary
deserves the prize in w.

Note additionally that boast does not have to combine with a that-clause:
(25)

a. Yesterday Mary was boasting.
b. $e [boast(e) & AG(e) = Mary]

What does it mean for an event to count as a boasting event? It seems that x
boasted is true just in case (i) x uttered some sentence S and (ii) x’s intention in
uttering S was to cause her addressee to be impressed with herself. Crucially, the
condition in (ii) should be understood on a de se reading of the reflexive. If
instead x’s intention was to cause her addressee to be impressed with some
individual whom she does not realize is herself – as when Mary unwittingly

9

We use the term ‘eventualities’ here to cover both states and events. Their type is v. Attitudinal
eventualities are eventualities that have content – beliefs, desires, speech acts of various kinds, etc.
10
We adopt the slightly unorthodox assumption that the content of the attitude (CON(e)) is
identical to the set of worlds denoted by the embedded clause, rather than being a subset of that
set; see Elliott (2017) for motivation of this idea. Nothing hinges on this choice for us; we adopt it
simply for expository purposes.
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praises her own baking skills – then her speech act does not count as boasting.
This is why, intuitively, Mary cannot be said to have boasted in this scenario.
In order to capture this intuition in the semantics of boast we will adopt
the orthodox assumption that the contents of de se attitudes are sets of worldindividual pairs <w’, y>, where y is a candidate of the attitude holder’s for herself
– an individual that for all she believes (wants, says, intends, etc.), she might be
(eg Lewis 1979, Chierchia 1990). The dependence of the meaning of boast on
intentions qua eventualities with centred content can then be captured as follows:
(26)

‘x boasts’ is true in w iff
(i) there is some p such that x utters p; and
(ii) for every <w’, y> such that it is compatible with the fulfilment of x’s
intentions in uttering p in w for x to be y in w’, (a) x’s addressees believe
in w’ that p, and (b) x’s addressees’ belief that p causes them to be
impressed with y in w’.11

So the semantics of boast seems to be roughly the following:
(27)

⟦boast⟧ = le. boast(e) =
le. say(e) & there is some proposition p such that CON(e) = p & for every
<w’, y> such that it is compatible with the fulfilment of AG(e)’s intentions
in uttering p in WORLD(e) for AG(e) to be y in w’, (a) AG(e)’s
addressees believe in w’ that p, and (b) AG(e)’s addressees’ belief that p
in w’ causes them to be impressed with y in w’.

So a boasting event is (roughly) a speech act event where the agent is motivated
by an intention to impress her audience (that is, to cause her audience to have a
favourable impression of herself (de se)).12 It is this latter part that introduces a de
se component: the person speaking has an intention that can be paraphrased
roughly as, ‘My addressee should be impressed by me as a result of what I am
saying’. Moreover, this meaning component is part of the semantics of the verb
itself.
Given this semantics, the de se requirement of boast is an entailment
introduced by the verb itself in just the same way as it is entailed that a speech act
took place; the former should be no more amenable to being pragmatically
11

Throughout this paper, we leave open the possibility that mental attitudes such as beliefs and
intentions may be unconscious; our semantics is compatible with such states of affairs.
12
This semantics presupposes that all boasting events involve an addressee; we leave it to future
work to interrogate how (im)plausible this assumption is. In any case, the notion of addressee
should be sufficiently abstract to include such cases as a diarist writing ‘dear Diary’, or even a
speaker who is talking to herself.
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ignored than the latter is. In contrast, certain prototypical properties of boasting
events seem not to be required; a prototypical boast probably involves speaking
loudly, for instance - why bother if your audience aren’t going to hear you? - yet
it is not completely out to say Toby boasted quietly. Since the proposed semantics
is silent on properties of the reported speech act such as volume, this seems just as
it should be.
What our data seem to teach us is that in attitude reports, a component of
meaning that is introduced by the attitude verb itself cannot be backgrounded,
although a component of meaning introduced by the complement clause can
(within certain limits). For instances, the same thing goes for manner speech act
predicates:
(28)

a. Mary whispered (that she deserved the prize).
b. Mary shouted (that she deserved the prize).

It is not enough to judge these true if Mary simply said that she deserved the
prize; she must have done so in the specified manner.
7.2

Formal treatment of de se

So far, we have been assuming that the content of an attitude is of propositional
type – that is, that it is a function from worlds to truth values, type <s,t>. But this
is known to be too coarse-grained a notion of content; in order to capture de se,
the content of attitudes needs to have the type of a property, not a proposition
(<e,<s,t>>) (Lewis 1979, Chierchia (1990), et alia). The idea, roughly, is that if
Sandy believes (de se) that she is the best skateboarder, then she self-ascribes the
property of being the best skateboarder. So it seems that our function CON needs
to be reconsidered not as a function from attitudinal eventualities to propositions,
but as a function from attitudinal eventualities to properties:
(29)

CON: type <v, <e,<s,t>>>

Intuitively, for any attitude e, CON(e) is that property P such that Holder(e) (the
attitude holder) self-ascribes P.
Thus, if Mary believes (de se) that she deserves the prize, then she self-ascribes
(in the form of a belief) the property of deserving the prize. If she says (de se) that
she deserves the prize, then she self-ascribes (in the form of a speech act) the
property of deserving the prize, and so on.

210

Three puzzles about de se

(30)

Mary believes that she deserves the prize.
(De se reading)
∃e [belief(e) & Holder(e) = Mary & CON(e) = λxλw. x deserves the prize
in w]

But this move from a more coarse-grained notion of content (propositions) to a
more fine-grained one (properties) raises a question: how do we handle the areas
where it seems that a more coarse-grained notion is in fact useful?
For example, intuitively, beliefs may be either true or false; Mary may be
right that she deserves the prize, or she may be wrong. (Of course, whether she is
right or wrong may be a matter of opinion, or difficult to settle, but that is a
different matter.) When we judge that Mary’s belief is true or false, we seem to be
saying that the content of her belief is true or false. But properties are not the
kinds of things that are true or false, propositions are.
A property is simply a proposition with an unsaturated individual
argument. So to obtain a truth-evaluable object from a property we can simply
apply the property to the attitude holder, yielding a proposition. It seems then that
we need two notions of content: a fine-grained one (properties), and a coarsegrained one (propositions).
(31)

a. CONFG : function from attitudinal eventualities to properties
(type <v, <e,<s,t>>>)
b. CONCG : function from attitudinal eventualities to propositions
(type <v,<s,t>>)

This looks like extra machinery but it needn’t weigh too heavily once we notice
that there is a straightforward mapping between the two: for any attitudinal
eventuality e, the coarse-grained content of e is obtained by applying the finegrained content of e (a property P) to the attitude holder (Holder(e)).
(32)

For any attitudinal eventuality e with fine-grained content P, CONCG(e) =
P(Holder(e))

This notion of coarse-grained content has a number of uses. For example, we can
use it to capture our intuitions about the circumstances under which Mary’s belief
(de se) that she deserves the prize is true or false.
(33)

For any attitudinal eventuality e, e is TRUE iff CONCG(e)(world(e)) = 1
(‘An attitude is true if and only if the coarse-grained content of the attitude
is true in the world in which the attitude is held.’)
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(34)

Mary believes that she deserves the prize.
(De se reading)
‘Mary’s belief is true iff the proposition that Mary deserves the prize is
true in the world in which Mary holds that belief.’

Another place where the coarse-grained notion of content is useful is with
attitudes that carry a presupposition. Take factives such as know. ‘Trump knows
that he is President of the USA’ seems to presuppose that Trump is President of
the USA. But if the content of Trump’s knowledge were simply the property of
being President of the USA, then we could not capture this; properties are not the
kinds of things that are true or false. Again, the notion of coarse-grained content
helps us. The coarse-grained content of Trump’s knowledge is the property
obtained by applying the property of being President to Trump – ie, the
proposition that Trump is President. So we can say that know presupposes that it’s
coarse-grained content is true.
It seems then that we need a method for switching between (at least) two
notions of content – one that is more fine-grained, and one that is less finegrained. It turns out that Kratzer’s system is particularly well suited to this task.
On the old view, due to Hintikaa, the complements of attitude verbs are
arguments of such verbs. With a de se attitude, the meaning of the complement is
of property type, and the attitude predicate must have a suitable lexical entry for
being fed an argument of this type. With other attitude reports – eg ‘John believes
that it’s raining’, where the question of de se/de re doesn’t arise, the argument is
of propositional type, and the verb must have an appropriate type for taking a type
<s,t> argument. Thus multiple lexical entries are needed for every attitude verb, in
order to avoid type mismatch.
On Kratzer’s view, attitude verbs simply denote predicates of
eventualities, and ‘complement’ clauses are modifiers of such eventualities. The
same attitudinal eventuality e may have a more fine-grained content CONFG(e),
and a more coarse-grained content CONCG(e). Either way, it is the same
eventuality, with the same lexical entry and the same semantic type.
As we have defined them, the difference between a fine-grained notion of
content and a coarse-grained one is that when an attitude is about the attitude
holder herself, then whether or not the attitude holder is aware that her attitude is
about herself (that is, whether the attitude is de se or de re) is distinguished at the
level of fine-grained content, but not at the level of course-grained content. We
should then expect that in a context where the de se/de re distinction is irrelevant
to the truth of the attitude report, it should be sufficient to judge the truth of the
sentence on the basis of the coarse-grained content alone.
One way to implement this idea is by appealing to Lasersohn’s notion of
pragmatic haloes (Lasersohn 1999). Lasersohn observed that if a sentence S is
‘close enough to the truth’ in a context c, then S may be judged true in c. For
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example, in many contexts we are inclined to judge ‘Lisa arrived at 3pm’ true if in
fact Lisa arrived 47 seconds after the hour. Suppose we are in a context c where
it’s good enough for our purposes if Lisa arrived under one minute to the hour or
if she arrived up to one minute after; in such a context, any more fine-grained
distinctions are pragmatically ignorable. We can say that the pragmatic halo for
‘Lisa arrived at 3pm’ in c is a set consisting not also of the proposition that Lisa
arrived at exactly 3pm, but also that she arrived at 3pm and one second, 3pm and
two seconds, and so on, up to 3.01pm (and the same for every interval stretching
back to 2.59pm). In general, a sentence S is considered true in a context c if one
of the elements of the halo of S in c is true. In the case at hand, since the
proposition that Lisa arrived at 3pm and 47 seconds is a member of the halo and
furthermore true, the sentence counts as true.
Returning to the case of attitude reports, it seems that the complement
clause of an attitude verb is associated with a pragmatic halo that makes available
a more coarse-grained content, even when such a content is not made directly
available by the LF or compositional semantics:
(35)

[Mary claimed [PRO to deserve the prize]]

(36)

Pragmatic halo of the infinitive:
{λe. CONFG(e) = λxλw. x deserves the prize in w, λe. CONCG(e) = λw.
Holder(e) deserves the prize in w}

The pragmatic halo consists of (i) the predicate of eventualities generated by the
LF of the report, given standard compositional semantic assumptions, and (ii) the
predicate of eventualites generated by calculating the coarse-grained content,
given our procedure for mapping fine-grained to coarse-grained content.
Lasersohn argues that in a context where some truth condition of a
sentence predicted by the compositional semantics is pragmatically ignorable (eg
because it is not relevant to the task at hand), that truth condition may be ignored
for the purposes of evaluating the truth or falsity of the sentence, providing that
there is an element of the pragmatic halo that, when it enters the semantic
composition, yields the weaker truth conditions. This seems to be precisely the
situation that we are in in the baking competition scenario. There, we set up a case
where it is irrelevant to the task at hand (determining who should be given the
prize) whether Mary is or is not aware that she is talking about her own cookie.
So, it is permitted to pick from the pragmatic halo the weaker element, which is
constructed on the basis of a notion of coarse-grained content. Thus, a truth value
judgment is given on the basis of the following truth conditions:
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(37)

Mary claimed PRO to deserve the prize.
∃e [claim(e) & Holder(e) = Mary & CONFG(e) = λw. Holder(e) deserves
the prize in w]

Why is the same option not available for boast? Actually, it might be, in the sense
that the null hypothesis should be that complement clauses of all attitude verbs
are associated with a pragmatic halo encoding the different options for granularity
of content. But in this case, picking the predicate of eventualities that is based on
the more coarse-grained notion won’t help us: the source of the de se
interpretation lies in the predicate itself. As we have seen above, it is part of what
it is for something to count as a boast or boasting that it must involve an intention
that is itself inherently de se. No pragmatic context for a boast sentence will ever
render the de se/de re distinction irrelevant, because the mere use of the word
boast renders that distinction relevant, just as the use of the word whisper renders
the volume of the utterance relevant.
8

Conclusion

We have made three observations about obligatorily controlled PRO that are
puzzling in light of the widely held assumption that PRO is obligatorily read de
se. Firstly, the addition of hedges such as unwittingly and in effect has the effect
of relaxing the de se requirement in control contexts. Secondly, questions
conforming to the schema ‘Did x claim PRO to VP or did xi claim that shei VP’
are perceived as contradictory, even though it ought to be possible to avoid a
contradiction by interpreting PRO de se and the overt pronoun de re. Finally, in an
experimental set up where the relevance of ‘mistaken identity’ was lowered,
sentences with PRO were judged true at comparable rates to their counterparts
with an overt pronoun.
It seems tempting to consider these findings merely as evidence of a
general interpretive latitude; perhaps the participants in our experiment were
simply ‘charitable’, or perhaps modifiers such as in effect signal that the speaker
diverges from the literal meaning of what she says. But such interpretive latitude
has clear limits: the baseline case of boast is simply impervious to the effect that
we have dubbed ‘backgrounding’ of the de se requirement. Backgrounding occurs
when features of a context that are judged pragmatically irrelevant are ignored for
the purposes of evaluating the truth of a sentence.
We have tentatively suggested that the mechanism underpinning this
effect is Lasersohn’s ‘pragmatic halo’ – a set consisting of the denotation of the
offending expression (the complement clause in the case of de se reports), along
with further elements that differ from it in ways that are pragmatically ignorable.
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In the cases at hand, the pragmatic halo is a set consisting of (i) the denotation of
the complement clause (a set of attitudinal eventualities with fine-grained content)
and (ii) a set of attitudinal eventualities whose content is just like the content of
the eventualities in (i), except that their content is coarse- rather than fine-grained.
Such a halo makes no difference in the case of boast sentences: the source of the
de se requirement associated with these sentences is the verb itself, rather than the
complement clause. Much work remains to be done in order to understand these
phenomena better, but for now we hope that we have managed to give an
indication of how a Kratzerian approach to attitude reports can begin to shed
some light upon a rather surprising trio of puzzles.
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