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Abstract
Direct transcription methods are used to solve optimal control problems in many industrial settings. Models for physical systems
often take the form of differential algebraic equations (DAEs). The index of the DAE traditionally is viewed as an important factor
in deciding whether a particular numerical approach should be used. Recently it has been observed that what the user thinks is the
index of the DAE may not be the same as the index available to the optimization software. An investigation of this fact is underway
in order to develop guidelines to assist users of various numerical optimal control packages. This paper develops some theoretical
results that will be needed for this development.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Formany types of control problems the initial formulation consists of a number of equations relating various variables
x, some of their derivatives, and control variables u. The result is a differential algebraic equation (DAE) [13]
F(x′, x, u, t) = 0. (1.1)
A number of optimal control codes [5] have been developed which accept DAE models such as (1.1) with various
restrictions. DAEs also arise in optimal control problems when inequality constraints, which are almost always present
in real applications, become active. If Fx′ is nonsingular, then (1.1) is equivalent to an ODE and is called index zero. If
Fx′ is identically singular, then (1.1) has index greater than or equal to one assuming the index is deﬁned. This paper
presupposes some familiarity with optimal control and DAEs [13]. There are several deﬁnitions of the index but we
are interested here in whether a given formulation is, or is not, index one so that we do not need to distinguish between
them.
Direct transcription codes are a popular method for solving optimal control problems in industrial applications
because of the simplicity of applying them and their success in solving many problems. In a direct transcription
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approach the dynamics and cost are discretized, the resulting large nonlinear programing problem is solved, the solution
evaluated, the discretization reﬁned, and the process repeated until a termination criteria is met. It has become clear in
recent years that direct transcription codes can sometimes solve problems that the traditional numerical theory would
suggest would be impossible for them to solve [6,8–10,17,21,22]. A research effort is under way to try and delineate
exactly what types of problems can be solved and to also develop guidelines which will enable users to exploit these
capabilities [7,11,12]. In particular, we seek theory backed heuristics that can either be incorporated into the software
or employed by users who are not experts in optimal control or numerical analysis, without requiring extensive problem
modiﬁcation.
We also seek to derive analytical results to support this guidance to the user. This has a number of consequences
which make the focus of this paper different from much of the cited literature. For a variety of reasons many direct
transcription codes use explicit or implicit Runge–Kutta discretizations. Thus if we wish to be able to use a transformed,
or simpliﬁed form, to tell us about the behavior of numerical methods on the original problem, these transformations
must not alter the numerical behavior of the relevant RK methods.
Often only some of the variables appear differentiated in (1.1) so that we actually have a system in the form
F(x′1, x1, x2, u, t) = 0. (1.2)
The variables x1 are sometimes referred to as differential variables and the x2 variables as algebraic variables.
In a direct transcription code, for example with the industrial optimal control code SOCS [4,5] developed at the
Boeing Company, the variables (x2, u) are treated the same. Thus the user thinks of u as the control and x2 as part of
the state but the optimization software has the option of thinking otherwise. Computational studies, and some analysis
in [21,22], show that what is often important is the existence of a good control and how it appears in the cost function.
There has been considerable study of the question of determining what is a good control, and using various types
of feedback to get a better behaved control problem. See for example [29,30] or [34]. It is important to note that
our problem is related but different. In particular, motivated by our numerical application, we have a more restrictive
deﬁnition of what is a good control. The user of a code such as SOCS must tell the optimizer which variables are
differential and which are algebraic. Thus the distinction between x1 and (x2, u) is made by the user. Also the user may
have practical reasons for choosing u to be some particular set of variables which he can realistically use as a control.
However, the software need not distinguish between x2 and u. This information is then used by the optimization software
to generate discretizations. These two sets of variables x1 and (x2, u) are treated differently within the algorithm. In
addition, we are interested in numerical results. A general change of coordinates, such as a nonlinear feedback, may
not preserve the order of the approximations. For example, the order of approximation of some implicit Runge–Kutta
methods varies with whether some relationships hold explicitly or implicitly and what the index is. Analysis of a
coordinate transformation to show it makes the DAE nice is not enough. It is also necessary to determine the effect
on the numerical approximation. In particular, the transformation cannot include differentiation operators [36] or alter
which are the differential and algebraic variables [25,26]. Thus our interest here differs from that of the behavioral
approach.
As described below it has been conjectured that the fact that the Euler–Lagrange necessary conditions for an optimal
control problem can sometimes have lower index than the dynamics might be related to the sometimes improved
performance of direct transcription codes. This paper will show that the control selection problem is closely related to
the index of the Euler–Lagrange equations. Thus one contribution of this paper is the conﬁrmation of this conjecture for
an important class of problems. The papers [21,22] illustrate through computational studies and analysis the connection
between control selection in our sense and the behavior of direct transcription solutions. The papers [21,22] should be
viewed as companion papers to this one. In the interest of brevity, we do not repeat their results here.
1.1. The usual control selection problem
A step in many design procedures is to choose some portion of the variables to be control variables. Several con-
siderations drive this choice of control variables. One is that the variables need to correspond to quantities that are
physically reasonable to use as controls. Often this includes such quantities as orientation angles, torques, etc. A second
consideration is that the response of the system to the control should be nice in some sense. This second criteria usually
rules out choosing part of x1 as a control since it becomes differentiated when entering the system.
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Suppose then that we have
F(x′1, x1, x˜2, t) = 0, (1.3)
where x˜2 denotes all the algebraic variables. If some portion of the algebraic variables x˜2 are chosen as control variables
and denoted u, and the remaining portion of x˜2 denoted x2, we wind up with the system (1.2). Eq. (1.2) is interpreted
as a DAE in x1, x2 with a forcing or input function u. That is, it is a controlled DAE. Physical considerations may rule
out some choices of control variables, but an important question is whether there is a choice of control for which the
DAE in (1.2) is solvable index one. In this case x1, x2 will be at least as smooth as u and there will be no constraints
on the control variable. That is, for every piecewise continuous u, there will exist x1, x2 satisfying (1.2) and x1, x2 are
uniquely determined by their initial values. The control can be free to achieve desired control objectives. We shall refer
to this problem of identifying a good control as the control selection problem and it is one aspect of the questions that
we consider in this paper.
Since our discussion at times appears similar to the usual control selection literature it is important to reiterate that
we are assuming that the user has already made a control selection in an optimal control problem and has then asked
a numerical package to solve the problem. We are interested in whether the existence of other, better behaved con-
trol selections will impact the numerics without these alternative control selections ever having actually been made.
Furthermore, since this alternative selection cannot impact on the implicit Runge–Kutta discretization and because
it must be available to a code that distinguishes between algebraic and differential variables this alternative control
selection must be available in a more restrictive sense than that usually considered in the literature. We are also in-
terested in whether an understanding of this behavior can lead to suggestions to make to the users about problem
formulation and, in particular, cost formulation since the latter is usually the easiest part of the modeling process
to change.
As an illustration we note the constrained controlled mechanical system of [21,22] which may be thought of as a
vehicle pushing an object with the point of contact lying on a ﬂat pushing surface (blade). The algebraic variables
are the location and orientation of the blade and the force it generates on the object. The blade position is the natural
control and results in an index three DAE. SOCS is able to solve this problem for some cost functions even though the
standard theory says it should only work for index one problems. We will return to this example later.
In the simplest case, x2, u can be chosen by a partitioning of x˜2 which in turn comes from a partitioning of x. However,
in the general case nonlinear time varying maps(
x1
x˜2
)
= K1(x, t),
(
x2
u
)
= K2(x1, x˜2, t) (1.4)
may be required. This is especially likely in problemswhere different subsystems are deﬁned in terms of local coordinate
systems. However, unlike the other theories we have cited, there are additional restrictions on the Ki in our setting.
Since we are interested ultimately in analyzing optimal control problems, particularly those that can be formulated in
SOCS which uses RK discretizations, we need to take K1 the identity and we need K2 to only depend on x˜2, t .
If it is desired to actually perform a control selection, a complicating factor is that the systems can be large, complex,
and have implicitly deﬁned constraints. Thus it is also desirable to have a computational algorithm for the control
selection problem in terms of the original system if possible.
While the user may think of x2 and u in (1.2) differently from a control, or equivalently an input-state, point of view,
this distinction disappears when we consider optimal control. Consider, for example, the control problem
minu
∫ T
0
L(x1, x2, u, t) dt , (1.5a)
F(x′1, x1, x2, u, t) = 0. (1.5b)
From the point of view of this optimization problem, there is no difference between x2 and u.
It has been noted by a number of authors that if one writes down the Euler–Lagrange necessary conditions for
(1.5), then one gets a DAE in {x1, x2, u, }. If (1.5b) is an ODE, then the Euler–Lagrange equations are index at least
one, with the index being determined by the way u appears in the cost. However, this variational DAE can also be
index one when the original DAE (1.5b) has index above one. In fact, these Euler–Lagrange equations can result in a
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solvable DAE even if the dynamics (1.5b) are not solvable (do not have uniquely determined solutions). In general,
the addition of a cost criteria (1.5a) can result in a Euler–Lagrange DAE which has higher or lower index than the
original DAE (1.5b). A recent analysis [31] provides conditions and analysis which amount to characterizing when the
Euler–Lagrange equations are a solvable index one DAE. In this note we show that this characterization of when the
Euler–Lagrange equations are index one provides a characterization of a control selection that results in an index one
plant. We also discuss how this is related to the solution by direct transcription of optimal control problems.
Before proceeding we give two simple, but informative, examples.
Example 1.1. Consider the system
x′1 − x1 − x2 − x3 = 0, (1.6a)
x1 + x2 = 0. (1.6b)
If we consider the control variable to be u=x2, then we get an index two DAE in x1, x3 and the response in x3 involves
derivatives of u. On the other hand, if we consider the control to be x3, then we get a solvable index one DAE in x1, x2.
Also, x1, x2 are one order smoother than x3.
Example 1.2. Consider the system
x′1 − x1 − x2 + x4 = 0, (1.7a)
x′2 − x1 − x2 − x3 = 0, (1.7b)
x1 + x2 = 0. (1.7c)
Here x1, x2 are differential variables and x3, x4 are algebraic variables. For this problem any choice for the control of
the form u= k1x3 + k2x4, and remaining state of the form x̂3 = k3x3 + k4x4, results in an index two DAE in x1, x2, x̂3.
It should be pointed out that the question examined here is different from that examined in the literature on feedback
regularization of descriptor (DAE) systems. That literature, see [16,15,19,35] for example, starts with a system of the
form (1.2) along with an output equation. Then a feedback control is sought so that the resulting closed loop system is
index one. In this feedback approach the way the control enters the system is ﬁxed, the state is ﬁxed, and a feedback loop
is attached. Physically this means that extra connections are added to the original system. Also, what are considered
state variables are not changed. The dynamics is changed. In contrast, in the problem we consider no extra feedback
loops are added to the system. We are asking about what choices of inputs and state lead to the original system being
index one.
Finally, we should comment on our model formalism. SOCS accepts problems in the semi-explicit form
x′1 = f1(x1, x2, u, t), (1.8a)
0 = f2(x1, x2, u, t). (1.8b)
Originally it was thought that (1.8) needed to be index one as a DAE in (x1, x2), but that is not always the case as we
have noted. Also, the more general form
0 = F1(x′1, x1, x2, u, t), (1.9a)
0 = f2(x1, x2, u, t) (1.9b)
can be put in the form of (1.8) as follows:
x′1 = x3, (1.10a)
0 = F1(x3, x1, x2, u, t), (1.10b)
0 = f2(x1, x2, u, t). (1.10c)
For a simulation one has to worry about the initial condition of x3 but that is not the case in a direct transcription
formulation since initial and ﬁnal values can be free parameters. The transformation from (1.9) to (1.10) is known to
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increase the index of the DAE in terms of x1, x2 and then x1, x2, x3 [13]. However, if F1/x′1 is nonsingular, this
transformation does not change the property of the constraints having a full rank Jacobian with respect to all the algbraic
variables so that this transformation can be used along with the results of this paper to enlarge the class of systems to
which they are applicable.
It will be convenient, and informative, to present our results in a more general framework than (1.8). However, it
is important that when the system is in the form of (1.8), that a transformation used by the theory preserve all the
properties of an implicit Runge–Kutta including order, convergence, and consistency. Thus these transformations may
only involve the algebraic variables.
2. Linear time invariant case
We shall ﬁrst brieﬂy discuss the linear time invariant case since it is then easier to see what is happening. The next
section concerns the technically more complicated linear time varying case. Finally, in Section 5 we consider nonlinear
systems.
We suppose that we have a process in the form of
Ex′ + Fx = 0 (2.1)
and thatEs+F has a nontrivial null space for all s. We also assume thatEs+F has more columns than rows since that
is the important case for our intended application to numerical optimal control. Note that considering Ex′ + Fx = g
where g are some source terms does not change the analysis presented here so we omit these source terms. Source
terms are important, in the general theory of DAEs. We also assume that we have a cost to be minimized of the form
J (x) = 1
2
∫ 
0
xTWx dt (2.2)
where W is positive semi-deﬁnite and > 0 is ﬁnite. By performing constant coordinate changes in (2.1) we may
assume without loss of generality that we have
x′1 − F11x1 − F12x˜2 = 0, (2.3a)
F21x1 + F22x˜2 = 0. (2.3b)
System (2.3) is in the form of (1.8). By assumption F22 is not square and has more columns than rows. All the
transformations from (2.1) to (2.3) are permitted when characterizing the DAE behavior of the necessary conditions.
But when talking about the RK methods we need to add assumptions about E. In those discussions we take (2.3) as our
starting point.
The Hamiltonian is H = 12 xTWx − T1 (x′1 − F11x1 − F12x˜2) − T2 (F21x1 + F22x˜2), which results in the necessary
conditions
x′1 = F11x1 + F12x˜2, (2.4a)
0 = F21x1 + F22x˜2, (2.4b)
−′1 = F T111 + F T212 + W11x1 + W12x˜2, (2.4c)
0 = F T121 + F T222 + W12x1 + W22x˜2, (2.4d)
where the Wij are the blocks of W when it is partitioned conformably with the partition of F. Note that system (2.4) is
square with respect to all of the x,  variables. Thus it will be a solvable DAE provided the matrix pencil deﬁning it is
regular [13]. A matrix pencil {A,B} is regular if sA + B is invertible for some s.
The system (2.3) has a control selection from x˜2 which results in an index one plant if and only if F22 is full row
rank. In this case there exists invertible, in fact, orthogonal matrices H so that
F22H = (F̂22 F̂23), (2.5)
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where F̂22 is nonsingular. If we let x˜2 = Hx̂, then we get that (2.3) becomes
x′1 − F11x1 − F̂12x̂2 − F̂13x̂3 = 0, (2.6a)
F21x1 + F̂22x̂2 + F̂23x̂3 = 0. (2.6b)
Since F̂22 is invertible, if we choose x̂3 as the control variable, we get (2.6a) is an index one DAE in {x1, x̂2}. For this
choice we get that the state x̂2 will generally have the same level of smoothness as the control x̂3 since they are linked
algebraically. If we choose H so that we also have F̂23 = 0, then the state depends on an integral of the control and will
be smoother.
The requirement that F̂22 be invertible in (2.5) does not uniquely determine either H or its action on any subspace.
When we add the requirement that F̂23 = 0, then HT must send the subspace ker F22 to 0 ⊕ Rp.
We turn now to asking when (2.4) is index one in {x1, x2, 1, 2}. This will happen when
P =
(
F22 0
W22 F
T
22
)
is nonsingular. This implies that F22 is full row rank. Then using the H which makes F̂23 = 0 we get
where Ŵ = HTW22H . The matrix P will be invertible if and only if Ŵ22 > 0. That is, the weighting matrixW is positive
deﬁnite on the subspace chosen for the control variable. In the context of the constrained mechanical problem from
[21] mentioned earlier, the corresponding subspace Ŵ22 turns out to be the force variable. Thus the correct regularizing
part of the cost needs to be put on the force term and not the control u as usually advocated.
Proposition 2.1. There exists a control selection for (2.3)whichgives an indexoneDAE if andonly if theEuler–Lagrange
equations for problem (2.2) are index one for any positive deﬁnite weighting matrix W.
Other than the Ŵ22 > 0 condition, the particular choice of W is not important theoretically. However, there could be
some numerical consequences which need to be investigated.
3. Linear time varying case
We now turn to the more difﬁcult linear time varying case. Suppose that, instead of (2.1), we have
E(t)x′(t) + F(t)x(t) = 0, (3.1)
where we again have omitted any source terms since they do not affect the solution of the control selection problem. In
control problems the control is not always differentiable. If we wish to consider solutions where only some components
of x are smooth, or have a higher level of smoothness, it is convenient to consider
(E(t)x(t))′ + F˜ (t)x(t) = 0 (3.2)
instead of (3.1). Note that (3.1) can be written in the form of (3.2) with F˜ = F − E′. The problems to be solved
include:characterizing when there exist a proper control selection in our sense for (3.1) and (3.2), relating this to the
Euler–Lagrange equations, giving an algorithm for computing these subspaces, and characterizing when we can get the
response is smoother than the control. The calculations are made technically more difﬁcult by the fact that solvability
(or tractability) of a DAE (3.1) involves much more than just regularity of a pencil as was true in the time invariant
case.
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In the linear time invariant case we ﬁrst separated out the differential variables and then the algebraic variables. Now
we suppose that, instead of (2.1), we have
D(t)(E(t)x(t))′ + F(t)x(t) = 0, t ∈ I := [0,] (3.3)
with continuous in t matrix coefﬁcients. For convenience we take  to be a ﬁnite number. The cost is again in the
form (2.2). The weighting matrix in the cost now depends continuously on t. System (3.3) contains k equations,
x(t) ∈ Rm, and D(t) has size k × n,E(t) is n × m,F(t) is k × m. For continuously differentiable E, note that
Ex′ = EE+Ex′ = EE+(Ex)′ − EE+E′x. Letting D = EE+, where E+ is the Moore–Penrose generalized inverse
[18] of E, we see that Eq. (3.2) can be considered a special case of (3.3). Note also that (3.3) includes the semi-explicit
system (2.3) with D =
(
I
0
0
0
)
, E =
(
1
0
0
0
)
. Here the D22 and E22 are different sized zero blocks. Thus (3.3) includes
the cases of immediate interest and also allows us to use some of the results and machinery in the literature.
The weighting matrix W(t) in (2.2) is supposed to be symmetric and positive semi-deﬁnite for all t ∈ I. W(t) is
m × m, n ≤ k <m.
The leading term in the DAE (3.3) is assumed to be stated properly. That is, the coefﬁcients D and E are well-matched
so that there is no gap and no overlap between the subspaces kerD(t), which is the null space of D(t), and imE(t)
which is the range of E(t) in Rn. More precisely, we assume
kerD(t) ⊕ imE(t) = Rn, t ∈ I (3.4)
(⊕ denotes the direct sum) and suppose these two subspaces are spanned by continuously differentiable basis functions.
This will happen, for example, if D,E are continuously differentiable and have constant rank.
LetR(t) denote then×n projectormatrix onto imE(t) along kerD(t). That is, imR(t)=imE(t), kerR(t)=kerD(t)
for t ∈ I. Then R(t) is also continuously differentiable in t.
Under these assumptions D(t), E(t) and the product D(t)E(t) := G0(t) have common constant rank on I, say
r, where r ≤ n. As pointed out in Theorem 4.5 of [2], in view of the Hamiltonian properties in the inherent explicit
ODE, it is preferable to model the problem with r =n, kerD(t)=0, R(t)= Ir . In the following we drop the argument
t almost everywhere. Then the relations are meant pointwise for each t ∈ I. A solution of (3.3) is a continuous
function x:I→ Rm, such that Ex is continuously differentiable, and (3.3) is satisﬁed for all t ∈ I. Let C1E(I,Rm)
be {x ∈ C(I,Rm):Ex ∈ C1(I,Rn)}. Deﬁne G0, P0,Q0,G1,W0,G1 by
G0 = DE, P0 = G+0 G0 = E+E, Q0 = Im − P0,
W0 = Ik − G0G+0 = Ik − DD+,
G1 = G0 + FQ0,
G1 = G0 +W0FQ0.
To understand the important role that these time varying matrices will play, note that x=P0x+Q0x. If we let x1 =P0x
and x2 = Q0x, then (3.3) becomes
D(Ex1)
′ + FP 0x1 + FQ0x2 = 0 (3.5)
which should be compared to (1.2) and (2.3). Also, if we multiply (3.5) byW0, then we getW0F(Q0x2 +P0x1)= 0.
We will see thatW0FQ0 also plays an important role.
In terms of the linear time invariant matrix pencil {E,F } from (2.1), we have that if E,F are square, then G1 =E +
F(I −E+E) being full rank is just the usual condition for the pencil to be index one and regular where regular means
that det(sE + F) is not identically zero. However, let us stress once more that we do not consider square coefﬁcients
but those with m columns and k <m rows.
The orthogonal projections P0,Q0,W0 are continuous in t since G0 is continuous and has constant rank.
Observe that
G1 = G0 +W0FQ0 + G0G+0 FQ0 = G1(Im + G+0 FQ0),
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and
G0 +W0F = (Ik +W0FG+0 )G1
with invertible factors Im + G+0 FQ0 and Ik +W0FG+0 . Therefore, all three matrices G1,G1, and G0 +W0F have
the same rank. Below, the conditions for G1 to have full row rank k will play an important role. It means that there are
no redundant equations in (3.3). In the context of (time invariant) controlled descriptor systems this is controllability
at inﬁnity [2,3].
The problem of minimizing the cost (2.2) subject to the DAE (3.3) and the initial condition
D(0)E(0)x(0) = z0 (3.6)
where z0 ∈ im (D(0)E(0)) is given, is closely related to the boundary value problem
D(Ex)′ + Fx = 0, (3.7a)
−E(D)′ + F= Wx, (3.7b)
D(0)E(0)x(0) = z0, (3.7c)
E()D()() = 0. (3.7d)
This BVP states a sufﬁcient optimality condition, which is also a necessary condition if it is also assumed that G1
has full row rank (Theorem3.1 below). We will refer to the DAE (3.7a), (3.7b) as the optimality DAE. Note that it also
has a properly stated leading term. From Theorem 3.3 of [2] we have
Proposition 3.1. The optimality DAE (3.7a), (3.7b) is regular with (tractability) index one, if and only if
(i) G1 has full row rank k on I, and
(ii) (G0 + FW0︸ ︷︷ ︸
k
WQ0︸ ︷︷ ︸
m
) has full row rank m.
Note that G0 + FW0 = (G0 + W0F) and G1 have the same rank. Further versions of condition (ii) are
ker
(
G0
W0F
Q0W
)
= 0, or
〈Wz, z〉> 0, for all z ∈ kerG0 ∩ kerW0F, z /∈ 0, (3.8)
that is, W is strictly positive deﬁnite on this subspace.
Theorem 3.1. If x∗ ∈ C1E(I,Rm), ∗ ∈ C1D(I,Rk) are a solution of the BVP (3.7), then x∗ is a minimizer for (2.2),
(3.3), (3.6). Conversely, if G1 has full row rank k, and x∗ ∈ C1E(I,Rm) minimizes (2.2), (3.3), (3.6), then there exists
a ∗ ∈ C1D(I,Rk) such that x∗, ∗ solve the BVP (3.7).
Proof. We prove the ﬁrst statement ﬁrst. Let x∗, ∗ solve the BVP (3.7) and let x ∈ C1E(I,Rm) satisfy the DAE (3.3)
as well as the initial condition (3.6). Let x = x − x∗. Then
J (x) − J (x∗) = 12
∫ 
0
〈x(t),W(t)x(t)〉 dt +A,
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where A=
∫ 
0
〈W(t)x(t), x∗(t)〉 dt =
∫ 
0
〈x(t),W(t)x∗(t)〉 dt
=
∫ 
0
〈x(t),−E(t)(D(t)∗(t))′ + F(t)∗(t)〉 dt
=
∫ 
0
{−〈E(t)x(t), (D(t)∗(t))′〉 + 〈F(t)x(t), ∗(t)〉} dt
=
∫ 
0
{〈(E(t)x(t))′,D(t)∗(t)〉 + 〈F(t)x(t), ∗(t)〉} dt
=
∫ 
0
〈D(t)(E(t)x(t))′ + F(t)x(t), ∗(t)〉 dt = 0.
Taking into account the positive semideﬁniteness of W we ﬁnd that J (x) − J (x∗)0 and x∗ is a global minimum.
We now prove the second statement. Let x∗ ∈ C1E(I,Rm) be a minimizer of the cost (2.2) subject to (3.3), (3.6).
Since G1 = G0 +W0FQ0 has full row rank k, there is a (continuous in t) orthogonal m × m matrix H such that
[20,23,24]
G1H = ( K︸︷︷︸
k
0︸︷︷︸
m−k
),K invertible.
This leads to (G0 +W0FQ0)H
(
0
0
0
Im−k
)
= 0. But imG0 = imD and imW0 = (imD)⊥. Thus
G0H
(0 0
0 Im−k
)
= 0, W0FQ0H
(0 0
0 Im−k
)
= 0. (3.9)
Taking into account that E = RE = RD+DE = RD+G0, we ﬁnd that
EH
(0 0
0 Im−k
)
= RD+G0H
(0 0
0 Im−k
)
= 0,
and hence EH = ( E˜︸︷︷︸
k
0︸︷︷︸
m−k
).
Let P˜0=E˜+E˜, Q˜0=Ik−P˜0, andFH =( F˜︸︷︷︸
k
B˜︸︷︷︸
m−k
). Notice that
(
Q˜0
0
0
Im−k
)
=HQ0H is the orthogonal projection
onto kerEH . Next we transform
x = H
(
x˜
u˜
) }k
}m − k (3.10)
so that (3.3) becomes
D(E˜x˜)′ + F˜ x˜ + B˜u˜ = 0 (3.11)
which looks like a controlled DAE. Because of Ex =EH
(
x˜
u˜
)
= (E˜ 0)
(
x˜
u˜
)
= E˜x˜, the smooth part of the variables in
(3.11) is E˜x˜. The DAE (3.11) has a properly stated leading term, and, considered as a controlled DAE with u˜ being the
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control, (3.11) is regular with (tractability) index one. Namely, we have
G˜1 := DE˜ +W0F˜ Q˜0 = DEH
(
Ik
0
)
+W0(F˜ B˜)
(
Q˜0 0
0 Im−k
)(
Ik
0
)
=DEH
(
Ik
0
)
+W0FH
(
Q˜0 0
0 Im−k
)(
Ik
0
)
= DEH
(
Ik
0
)
+W0FQ0H
(
Ik
0
)
=G1H
(
Ik
0
)
= (K 0)
(
Ik
0
)
= K .
Hence, G˜1 is invertible, and so is G˜1 := DE˜+F˜ Q˜0. This proves the index-one property.Moreover, sinceP0H
(
0
Im−k
)
=
G+0 G0H
(
0
Im−k
)
= 0 and (3.9) holds, it follows that
W0B˜ =W0FH
( 0
Im−k
)
=W0F(P0 + Q0)H
( 0
Im−k
)
=W0FQ0H
( 0
Im−k
)
= 0.
This means that the control u˜ in (3.11) is just directed to the explicit inherent ODE. Consequently, for each given
control u˜ ∈ C(I,Rm−k), the initial value problem for (3.11) with the initial condition
D(0)E˜(0)˜x(0) = z0 (3.12)
has exactly one solution x˜ ∈ C1
E˜
(I,Rk).
Let HWH =:
(
W˜
S˜
S˜
K˜
)
, where W˜ , K˜ are symmetric and consider the transformed cost
J˜ (˜x, u˜) := J
(
H
(
x˜
u˜
))
= 1
2
∫ 
0
(
x˜(t)
u˜(t)
) ( W˜ (t) S˜(t)
S˜(t) K˜(t)
)(
x˜(t)
u˜(t)
)
dt . (3.13)
where
(
x˜∗
u˜∗
)
= Hx∗ is now an optimal pair for (3.13) subject to (3.11), (3.12). By Theorem 2.12 of [1], there is a
function ˜∗ ∈ C1D(I,Rk) such that x˜∗, ˜∗, u˜∗ form a solution of the BVP
D(E˜x˜)′ + F˜ x˜ + B˜u˜ = 0, (3.14a)
−E˜(D˜)′ − W˜ x˜ + F˜˜− S˜u˜ = 0, (3.14b)
−S˜x˜ + B˜˜− K˜u˜ = 0, (3.14c)
D(0)E˜(0)˜x(0) = z0, (3.14d)
E˜()D()˜() = 0. (3.14e)
Put Eqs. (3.14b) and (3.14c) together to get
−
(
E˜
0
)
(D˜)′ +
(
F˜
B˜
)
˜=
(
W˜ S˜
S˜ K˜
)(
x˜
u˜
)
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and scale by H, which leads to
−E(D˜)′ + F˜= Wx,
that is, to (3.7b). Now we realize that ∗ := ˜∗ satisﬁes Eq. (3.7b) for x = x∗. Since
E()D()∗() = (D()E())˜∗()
= (D()E()H()H())˜∗() = (D()(E˜() 0)H())˜∗()
=H()
(
E˜()
0
)
D()˜∗() = 0
this function ∗ satisﬁes the end conditions (3.7d), too. 
Theorem 3.1 generalizes results of [1,31], and provides a shorter and more transparent proof. While [31] is devoted
to controlled DAEs of the form (E(t)x(t))′ +F(t)x(t)=B(t)u(t) ( E(t) with constant rank), we consider here DAEs
(3.3) whose leading term is formulated by means of two well-matched matrix functions. In comparison with [1] we
do without the ﬁrst one of the two constant-rank conditions assumed in Theorem 5.8 in [1]. It is now clear that this
condition was a purely technical one, only required because of the completely different proof given in [1] which used a
transformation into an extended Hessenberg form. Our full-rank condition for G1 corresponds to the second condition
used in [1], Theorem 5.8. It is worth mentioning that, if G1 fails to have full row rank, then it may happen that there is
no corresponding costate ∗. This important fact is shown in [1] by means of Example 2.11. In the light of this example,
Theorem 3 in [28] which claims the general existence of a costate ∗, is wrong. Notice further that in [28] they look for
C1 costates, while we accept those from C1
DT
. Therefore, stronger smoothness is required for the coefﬁcients in [28].
The proof of the second assertion in Theorem 3.1 has implications for a good control selection in (3.3). We
have proved.
Proposition 3.2. If G1 = DE + FQ0 in (3.3) has full row rank k, then there is a control selection x = H
(
x˜
u˜
)
, H
continuous and orthogonal, such that the resulting controlled DAE (3.11) is regular with index one, and the responses
x˜ are smoother than the controls (˜x ∈ C1
E˜
for u˜ ∈ C).
There are several papers such as [16,29,30] dealing with feedback regularizations within the framework of what they
call the strangeness index, in particular, with proportional state feedback. This question is related to the one studied
here. However, while we work with the transformation x =H
(
x˜
u˜
)
, H orthogonal, directly applied to the original DAE
and the original variable x, in [16] the original DAEs have to be transformed into their condensed forms ﬁrst (with
transformed variables
(
x˜
u˜
)
) in order to be further processed by a transformation
(
x˜
u˜
)
=
(
I
F
0
I
) (
x˜
u˜
)
that corresponds
to the feedback. The strangeness index has to be assumed to be well-deﬁned for this DAE, i.e., the DAEs are again
subjected to additional restrictions. The theoretical statements in [16], refer to the already transformed, condensed
forms only, whereas we work with the original data as in[29,30]. However, the results of [16,29,30] are derived without
distinguishing between algebraic and differential variables at each step so they are not directly related to the problems
we consider here. Finally, because of the questions we consider, we also avoid the higher derivatives of the DAE
coefﬁcients in the derivative arrays (inﬂated systems).
In Example 1.2 above, where no good control selection leading to an index one DAE exists, the corresponding matrix
G1 is
G1 =
⎛
⎜⎝
1 0 0 −1
0 1 −1 0
0 0 0 0
⎞
⎟⎠
and G1 obviously does not have full row rank. The next assertion says that this is also the general situation: The full
rank condition for G1 is necessary for an index-one control selection.
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Proposition 3.3. If there is a control selection x =H
(
x˜
u˜
) }k
}m − k for (3.3), H differentiable and invertible, such that
EH = (E˜ 0), FH =: (F˜ B˜), and the resulting controlled DAE
D(E˜x˜)′ + F˜ x˜ + B˜u˜ = 0
is regular with (tractability) index one, then G1 has full now rank k.
Proof. Due to the index-one property, the k × k matrix DE˜ +W0F˜ is invertible. Compute G0 +W0F = (G0H +
W0FH)H−1 = (DE˜ +W0F˜ W0B˜)H−1. Hence rank (G0 +W0F)rank(DE˜ +W0F)= k. Also G0 +W0F has
rank k, and so does G1. 
In summary we have shown that if there is a index one control selection for the DAE (3.3), then the optimality DAE
(3.7a), (3.7b) has index one for all weighting matricesW which are positive deﬁnite on the subspace kerG0 ∩kerW0F .
We have also shown that conversely, if the optimality DAE (3.7a), (3.7b) has index one, then there is a good control
selection, and W is positive deﬁnite on the subspace kerG0 ∩ kerW0F .
It is important to note that for the semi-explicit case, that in terms of the system (2.3), that H has the extra structure(
x1
x˜2
)
=
(
I 0
0 H1
)( x1
x2
u
)
so that only algebraic variables are changed by H and RK properties are preserved which conﬁrms the discussion of
Section 2.
4. Practical realization of the control selection
As noted our primarymotivation is the examination of numerical methods for optimal control. The preceding analysis
provides insight into how to modify a cost function so that the problem becomes solvable by a direct transcription
approach. The preceding analysis also provides the basis for a control selection algorithm if one wishes to make such
a selection or seeks guidance on how to modify the cost function. This section will summarize that algorithm.
In general, if one has a continuous matrix functionG(t) and takes its singular value decomposition (SVD) the factors
do not vary continuously in t due to discrete numerical decisions in the implementations. It is possible to get continuous
factors by using a continuous SVD [14,27,33].
Apply a (continuous) SVD to G0 = DE to get
G0 =U
( 0
0 0
)
V,  is r × r, and invertible. (4.1)
This gives the projectors
Q0 =V
(0 0
0 Im−r
)
V, W0 =U
(0 0
0 Ik−r
)
U.
Let
G1 =U
( 0
0 0
)
V+U
(
I 0
0 Ik−r
)
UFV
(0 0
0 Im−r
)
V.
Then
G1 =U
(
 0
0 F22
)
︸︷︷︸
r
︸︷︷︸
m−r
V
where UFV =
(
F¯11 F¯12
F¯22 F¯22
)
︸︷︷︸
r
︸︷︷︸
m−r
}r
}k − r .
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Next we compute a continuous in t orthogonal Hˇ such that
HˇF22 =
(
Kˇ
0
) }k − r (4.2)
and put
H =V
(
Ir 0
0 Hˇ
)
. (4.3)
We can see that this yields the correct H since
HG1 =
(
Ir 0
0 Hˇ
)
VV
( 0
0 F22
)
U=
⎛
⎜⎝
 0
0 Kˇ
0 0
⎞
⎟⎠U
=:
(
K
0
) }k
}m − k .
Note that to actually carry out this procedure only requires ﬁrst computing (4.1) and noting the size of . Then
UFV is computed and F22 extracted. Then we do (4.2) and ﬁnally (4.3). A full SVD is not needed. We only need
U,V orthogonal and continuous and  invertible
The analysis and algorithms greatly simplify if we have a semi-explicit DAE such as
x′1 + F11x1 + F12x2 = 0, }k1 (4.4a)
F21x1 + F22x2 = 0, }k2 (4.4b)
as a special case of (3.3) with time varying F, k = k1 + k2, r = n = k1. We merely have to choose an orthogonal
(continuous) (m − k1) × (m − k1) matrix function Hˇ such that
HˇF22 =
(
Kˇ
0
)
with Kˇ nonsingular and let H =
(
Ir
0
0
Hˇ
)
. Since F22 has full row rank this computation is often numerically
well conditioned.
5. Nonlinear systems
Suppose now that we have a nonlinear system of the form
F((E(t)x(t))′, x(t), t) = 0. (5.1)
If we have a trajectory x∗ and linearize around x∗, we get a linear time varying DAE in  = x − x∗. If we have a
continuous invertible function H(t), it is straightforward to show that performing the change of coordinates x = Hxˆ
either before or after the linearization results in the same linear time varying DAE. What happens if we apply the
control selection algorithm to the linearization and then use this control choice for the nonlinear system?
It is easy to see that if the original DAE is semi-explicit, then the control selection computed by the algorithm of
this paper will provide a local control selection for the original nonlinear DAE. A local selection cannot be used to
determine global numerical convergence rates without information about the transition from one local set of coordinates
to another but it could be useful in guiding cost formulation. The only thing that might be lost is the state being smoother
than the control. In the following we show the same to be true for a further large class of nonlinear DAEs.
Let the functionF in (5.1) be given as
F(y, x, t) = D(x, t)y + f (x, t), x ∈ Rm, y ∈ Rn, t ∈ I, (5.2)
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where D(x, t) is a k × n matrix, f (x, t) ∈ Rk . Let E(t) and D(x, t) be well-matched, that is
kerD(x, t) ⊕ imE(t) = Rn, x ∈ Rm, t ∈ I (5.3)
and kerD(x, t) is independent of x.F is assumed to be continuous with continuous partial derivativesFy = D and
Fx . The two subspaces involved in (5.3) are assumed to be spanned by continuously differentiable basis functions. In
summary, Eq. (5.1) is now a quasi-linear DAE of the form
D(x(t), t)(E(t)x(t))′ + f (x(t), t) = 0
that has a properly stated leading term [32]. The homogeneous part of the linear DAE resulting from linearization along
a given function (not necessarily a solution) x∗ ∈ C1E(I,Rm) is [32]
D∗(t)(E(t)(t))′ + F∗(t)(t) = 0, t ∈ I, (5.4)
where
D∗(t) = D(x∗(t), t) =Fy((E(t)x∗(t))′, x∗(t), t),
F∗(t) =Fx((E(t)x∗(t))′, x∗(t), t).
Observe that the linearized DAE (5.4) also has a properly stated leading term. Hence, we may apply the results given
in Sections 3 and 4.
We continue using the orthogonal projections
P0(t) = E(t)+E(t), Q0(t) = I − P0(t)
as well as the continuous matrices
G∗0(t) = D∗(t)E(t), G∗1(t) = G∗0(t) + F∗0(t)Q0(t)
introduced in Section 3 for the linear DAE (3.3). Here by ∗ we indicate the application of these ideas to the linearized
DAE (5.4). Additionallywe introduce for the nonlinearDAE (5.4) thematricesG0(x, t), G1(y, x, t), which are deﬁned
pointwise for y ∈ Rn, x ∈ Rn, t ∈ I, by
G0(x, t) = D(x, t)E(t),
G1(y, x, t) = G0(x, t) +Fx(y, x, t)Q0(t).
By construction it follows that
G0(x∗(t), t) = G∗0(t), G1((E(t)x∗(t))′, x∗(t), t) = G∗1(t). (5.5)
Next, assuming G∗1(t) to be of full row rank k, we compute a good (continuous) control selection H∗ = (H∗1 H∗2) for
the linearized DAE (5.4) as described in Sections 3 and 4. Recall that we then have EH ∗ = (E˜∗ 0), F∗H =: (F˜∗ B˜∗),
and Q˜∗0 := HT∗1Q0H∗1 is the orthogonal projection of Rk onto ker E˜∗. Moreover, G˜∗1 := D∗E˜∗ + F˜∗Q˜∗0 remains
nonsingular due to the index-one property of the resulting controlled linear DAE.
Applying the transformation
x = H∗
(
x˜
u˜
)
= H∗1x˜ + H∗2u˜ (5.6)
to the nonlinear DAE (5.1) and taking into account that Ex = E˜∗x˜ holds, we obtain
F((E˜∗(t)x˜(t))′, H∗1(t)x˜(t) + H∗2(t)u˜(t), t) = 0 (5.7)
which we can consider to be a controlled DAE. Note that (5.7) is again a DAE with properly stated leading term.
We will now show this DAE is regular with tractability index one locally around the transformed functions
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x˜∗ = (I 0)HT∗ x∗, u˜∗ = (I 0)HT∗ x∗. The corresponding test matrices for the controlled nonlinear DAE (5.7) are [32]
G˜0(x˜, t, u˜) = D(H∗1(t)x˜ + H∗2(t)u˜, t)E˜∗(t),
G˜1(y, x˜, t, u˜) = G˜0(x˜, t, u˜) +Fx(y,H∗1(t)x˜ + H∗2(t)u˜, t)H∗1(t)Q˜∗0(t)
for y ∈ Rn, x˜ ∈ Rk, t ∈ I, u˜ ∈ Rm−k .
The k × k matrix G˜1(y, x˜, t, u˜) depends continuously on its arguments, and we have
G˜1((E˜∗(t)x˜∗(t))′, x˜∗(t), t, u˜(t)) = D∗(t)E˜∗(t) + F∗(t)H∗1(t)Q˜∗0(t)
=D∗(t)E˜∗(t) + F˜∗(t)Q˜∗0(t) = G˜∗1(t).
Note that G˜∗1(t) remains nonsingular onI. Thus there is a neighborhood of the trajectory T∗ := {((E(t)x∗(t))′, x˜∗(t),
t, u˜(t)): t ∈ I} in Rn ×Rk ×R×Rm−k , where G˜1(y, x˜, t, u˜) is nonsingular and, hence, the DAE (5.7) has index one.
Proposition 5.1. Suppose that the nonlinear DAE (5.1) has a full-row-rank matrix G1(y, x, t) for all x, y, t . Then for
each arbitrary reference function x∗ ∈ C1E(I,Rm), there is a continuous linear control selection H∗ which transforms
the DAE (5.1) locally into a controlled regular index one DAE.
Proof. SinceG1(u, x, t) has uniformly rank k, relation (5.5) ensures the full-rank property forG∗1(t), which is needed
for computing the control selection H∗. 
If the nonlinear functionF deﬁning the DAE (5.1) is not given globally onRn×Rm×I but on a subsetG×I, G ⊆
Rn × Rm open, one can proceed similarly, keeping all function values x∗(t), etc. in the right domains.
5.1. Computational issues
Before concluding we will brieﬂy comment on computational issues.
If one actually wants to compute the control selection as a function of t, then one has to worry about continuity and
the other usual concerns about smooth SVDs. This has been amply discussed, for example, in [16,27,29]. However,
we do not believe that is the way that these results will be most often used. Rather we envision the following.
The user of a software package such as SOCS formulates an optimal control problem. Generally it is a complex
problem, with various constraints. Some of the functions may involve table lookups and interpolation of data. The user
will be doing a number of computational studies with the same problem. However, either by experience, or on the basis
of initial computer runs, the user feels that they need to regularize the problem in some sense to get better convergence
and more reliable results.
The simplest way to regularize the problem is to try and add penalty terms in the cost. This has the effect of not
altering the dynamics but making the solution suboptimal. For applications where accurate trajectories are needed,
be they for manufacturing of parts or operating a robot, this tradeoff is usually preferable to one where the dynamics
are altered.
Traditional guidance has been to penalize the control variable. We have shown that for high index DAE problems it
may be better to penalize part of what the user thinks is the state. In this situation, if the user does not want to penalize
all of the state, then they can carry out the algorithms of Sections 3–5 at one, or a few t values, in order to get guidance
on what this penalty term should include.
It is worth noting that this type of penalization could be used to remove isolated singularities. This could occur,
for example, if f2/x2 in (1.8) has a singularity, and a good control selection exists which gives a uniformly index
one problem.
6. Conclusion
We have shown that the existence of a control selection strictly from the algebraic variables which gives index one
dynamics is closely related to when the Euler–Lagrange equations of an optimal control problem are index one. If the
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DAE dynamics are higher index in the original control variable, then the Euler–Lagrange equations will be index one
provided a good control selection in our sense exists and there is positive weighting on a certain subspace related to
the good control.
In practice, when solving a numerical optimal control it is common to sometimes add a penalty term depending on
the control to the cost in order to regularize the problem. This is especially the case with some minimum fuel and time
optimization problems where there can be jump discontinuities in the control if no penalty term is used. Traditionally
this penalty term has depended on what the user thinks is the control. Computational studies reported elsewhere have
shown that robust numerical solution of an optimal control problem which appears to have higher index dynamics
can instead depend on including the “good control” in the cost and not what the user thinks is the control. Numerical
research remains to be done on the impact on accuracy for such cost modiﬁcations. Also, the question of considering
more general types of state and control manipulation and their effects on the numerics also remains to be developed.
This paper has laid the foundation for those studies.
As a secondary beneﬁt, we have presented a solution of the control selection problem which leads to computational
algorithms for determining a good control selection for both linear and many nonlinear system. The algorithm not only
computes such a good control selection when it exists but also tells us when no such selection exists. Application of
the algorithm does not require any prior manipulation of the system to put it into some special form. The algorithms
for control selection presented here may be applied directly to the original system. We envision the major use for such
algorithms in determining regularizing penalty terms to add to the cost.
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