Abstract. Optic Disc (OD) localization is an important pre-processing step that significantly simplifies subsequent segmentation of the OD and other retinal structures. Current OD localization techniques suffer from impractically-high computation times (few minutes/image). In this work, we present an ultrafast technique that requires less than a second to localize the OD. The technique is based on reducing the dimensionality of the search space by projecting the 2D image feature space onto two orthogonal (x-and y-) axes. This results in two 1D signals that can be used to determine the x-and y-coordinates of the OD. Image features such as retinal vessels orientation and the OD brightness and shape are used in the current method. Four publicly-available databases, including STARE and DRIVE, were used to evaluate the proposed technique. The OD was successfully located in 330 images out of 340 images (97%) with an average computation time of 0.65 seconds.
Introduction
The risk of visual disabilities and blindness due to retinal diseases, whether primary or secondary to other diseases such as diabetes mellitus, could be greatly minimized by early diagnosis. An ophthalmologist needs to examine a large number of retina images to diagnose each patient; therefore, there is a significant need to develop computer-assisted diagnostic (CAD) tools for retina image analysis. The first step in any retina analysis system is to localize the optic disc (OD) [1] . The detected OD location can serve as a seed for OD segmentation, locating other structures such as the fovea [2] , classifying left and right eyes in fovea-centered images, and/or a landmark to compensate large translations between retina images before applying any registration algorithm [1] . Although the OD has well defined features, developing fast and robust methods to automatically locate the OD is not an easy task due to retinal pathologies that alter the appearance of the OD significantly.
Several OD localization methods are available in literature. These methods can be classified into two main categories, appearance-based methods and model-based methods [3] . Appearance-based methods identify the location of the OD as the location of the brightest round object within the retina image. These methods include techniques such as simple threshold, highest average variation, and Principle Component Analysis (PCA) [4] . Although these methods are simple, they fail to correctly localize the OD in diseased retina images where the pathologies have similar properties to the OD.
Model-based methods depend on analyzing the retinal vessels structure. All the currently available techniques segment the retinal vessels as a starting step. These methods incorporate techniques such as geometrical models [1] , template matching [5] , and convergence of vasculature [6] . Although they have relatively high accuracy, they are computationally very expensive. For example, the geometrical model-based method described in [1] achieves a success rate of 97.5% in STARE database with a computation time of 2 minutes per image. In [2] , a new OD localization method based on vasculature convergence has been described. The method achieves an accuracy of 98.77% in STARE database with a computation time of 3.5 minutes per image.
In this work, a novel ultrafast technique for OD localization is proposed. The method is based on converting the search space from a one 2D space (image space) to two 1D spaces (two 1D signals). The dimensionality reduction of the search space is achieved by projecting certain image features onto two perpendicular axes (horizontal and vertical), resulting in a significant reduction of computation time. Geometric and appearance features of the OD and the vasculature structure have been incorporated into the technique to correctly identify the location of the OD. Evaluation of the proposed method using four publicly available databases showed that it achieves an accuracy of 97% with an average computation time of 0.65 seconds.
Theory and Methods

Dimensionality Reduction and Image Features
Searching for the OD location in a 2D space (image space) renders any localization algorithm highly expensive in terms of computational time. The idea of the proposed method is to significantly enhance the speed of the algorithm by converting the 2D localization problem into two 1D localization problems, i.e. search space dimensionality reduction. This reduction is achieved by projecting certain features of the retina image onto two orthogonal axes (horizontal and vertical). The resulting two 1D signals are then used to determine the horizontal and vertical coordinates of the OD location. The key factor needed for the success of the dimensionality reduction step is to determine the set of features that, when projected on either axes, produce a meaningful signal that can be used to localize the OD. A possible meaningful horizontal/vertical signal is a signal whose maximum value location indicates the horizontal/vertical location of the OD.
In this work, two features are selected to create the two 1D projection signals. The first, and most fundamental, feature is based on the simple observation that the central retinal artery and vein emerge from the OD mainly in the vertical direction and then branch into two main horizontal branches, see fig. 1 (a). This retinal vascular structure would suggest that a vertical window (with height equal to image height and a proper width) would always be dominated by vertical edges (vertical vessels) when centered at the OD, location 1 in fig. 1(a) . Although the window may contain vertical edges at other locations, e.g. small vascular branches and lesions at location 2 in fig. 1 (a), it will always be populated by strong horizontal edges, i.e. the edges of the two main horizontal branches of the retinal vessels. Therefore, the integration of the difference between the vertical and horizontal edges, over a region represented by this window, can be taken as a scoring index of the horizontal location of the OD. The directionality of the retinal vessels is described by the direction of their corresponding edges in the vertical and horizontal edge maps of the retina image. The simple gradient operator [1 0 -1] and its transpose are used to produce the vertical and horizontal edge maps of the retina image, respectively.
The second feature that is used in this work is based on the fact that the OD is usually a bright region. That is, the projection of the intensity values inside the window (which has height and width equal to the OD diameter) has a maximum value at the location of the OD. The following two sections will show the details of projecting these features to reduce the dimensionality of the localization problem. 
Horizontal Localization of the OD
Consider a sliding window whose width and height are equal to double the thickness of a main retinal vessel and the image height, respectively. Let this window scan a retinal image from left to right and project the image features within this window onto a horizontal axis to form a 1D signal. For simplicity, assume that the only image features of interest are the image's horizontal and vertical edges. Fig. 1(a) shows an example of a retina image with the sliding window placed at two different locations (1 & 2) . When the window is located over the OD (location 1), it encloses a large number of vertical edges and almost no horizontal edges. Also at location 1, the projection of pixels' intensity within the window returns a minimum value, i.e. the window contains a large number of vessels represented by low intensity pixels. At any other location in the image (location 2), the window may enclose a large number of vertical edges, but it will always contain a large number of horizontal edges (representing the main horizontal branches of the retinal vessels). Fig. 1(b) shows the 1D signal resulting from projecting the two features described above on the horizontal axis. Notice that the horizontal location of the optic disc is easily identified as the location of the maximum peak of the 1D signal.
Vertical Localization of the OD
To determine the vertical location of the OD, the image features are projected onto a vertical axis. A vertically sliding window, centered at the pre-determined horizontal location, is defined to scan the image from top to bottom. The height and width of the window are equal to the diameter of the OD. Fig. 2(a) shows an example of a retinal image with the sliding window centered at the pre-determined horizontal location. When the sliding window is located over the OD, it encloses a large number of both vertical and horizontal edges. Also over the OD, the projection of pixels' intensity within the window returns a maximum value (the window contains a maximum number of bright pixels). At any other location along the vertical line defining the predetermined horizontal location of the OD, the window encloses fewer edges and less bright pixels. Fig. 2(b) shows the 1D signal resulting from projecting the features described above on the vertical axis. Notice that the vertical location of the optic disc is easily identified as the location of the maximum peak of the 1D signal. It is worth noting that the areas outside the camera aperture (circular region) are excluded using a binary mask generated by thresholding the red component of the image based on the method described in [7] . 
Algorithm
The vertical location of the optic disc (cand_V) is the location of the maximum value in V projection
Improving the Technique Robustness
In some cases, the 1D signal resulting from projecting the image features on the horizontal axis (H projection ) has multiple peaks that are close in their values (not a single prominent peak). These peaks result from various situations: (1) when the small vertical branches of the vessels are represented by strong edges and, at the same time, the OD region in the image is blurred, (2) when the image contains some artifacts. In order to improve the robustness of the proposed technique, a candidate list containing the locations of the two maximum peaks (cand_H1 & cand_H2) in H projection is constructed. At each horizontal location, the vertical location is determined as described in section 2.3, which results in two possible candidate locations of the OD. To determine which one is the correct location of the OD, the geometric properties of the bright regions around these candidates are examined. A basic assumption in this process is that if we center a vertical window at the true location of the OD, it would contain a compact bright region with eccentricity close to unity. The eccentricity is defined as the ratio of the object's major axis length to the object's minor axis length [8] and is used to measure the object's roundness, with the eccentricity of a circle equaling one. The vertical window's size is not critical and can be assumed a rectangle of dimensions: image height × OD diameter. A scoring index is defined for each candidate and is weighed by the eccentricity as follows. The brightest 3.5% pixels within the window are selected. If there is a bright object at the candidate OD location, the eccentricity of this object is calculated and the scoring index of this location, equal to H projection (cand_H1), is multiplied by the eccentricity of this object. If there is no object present at the candidate location, the eccentricity is set to be 0.1 and the scoring index of this location is multiplied by this eccentricity.
Results
Four publicly available databases were used to evaluate the accuracy and the computation time of the proposed technique. The four databases are: (1) STARE database (605 × 700 pixels) [9], (2) DRIVE database (565 × 584 pixels) [10] , (3) Standard Diabetic Retinopathy Database 'Calibration Level 0' (DIARETDB0) (1500 × 1152 pixels) [11] and (4) Standard Diabetic Retinopathy Database 'Calibration Level 1' (DIARETDB1) (1500 × 1152 pixels) [11] . Accuracy and computation time results of evaluating the proposed method using these databases are summarized in Table 1 . Number of images in each database is also included. The detected location of the OD is considered correct if it falls within 60 pixels of a manually identified OD center, as proposed by A. Hoover et al. in [6] , M. Foracchia et al. in [1] and A. Youssif et al. in [2] . The center of the OD is manually identified as the point from which all the retinal vessels emerge.
The proposed method achieved a total accuracy of 97% when tested using the four databases, i.e. the OD was correctly located in 330 images out of the 340 images tested. The OD was correctly located in 75 images out of STARE's 81 images (92.6%) in 0.46 seconds per image with an average error of 14 pixels and a standard deviation (STD) of 15 pixels. In addition, the OD was correctly located in all the 40 images of DRIVE (100%) taking an average of 0.32 seconds per image with an average error of 11 pixels and a STD of 11 pixels. Fig. 3(a) -(e) show samples of successful localization results when applying the proposed method to selected images from STARE database. The technique of vasculature convergence [6] failed to locate the OD correctly in the first three images, while the method in [2] failed to correctly locate the OD in the 4 th image. The OD was correctly located in the 4 th image by selecting the 2 nd peak instead of the first one using the method described in section 2.5. The geometrical model-based technique [1] failed to locate the OD in the 5 th image. Fig 3(f) shows an example of an image in which the proposed method failed to locate the OD because it is partially hidden. Both methods described in [1, 6] also failed to locate the OD in this image.
Discussion
The proposed method reduces the dimensionality of the search space from a 2D space (image space) of order n × m to two 1D spaces (two 1D signals) of order n+m, with n and m being the image dimensions. This dimensionality reduction is achieved through the projection of certain image features onto two orthogonal axes (horizontal and vertical). Two features are selected. The first one is the structure of the retinal vessels. The second feature is the intensity profile of the OD. In order to increase the accuracy of the proposed method, two candidate locations of the OD are identified and additional scoring of these candidates is done by incorporating the OD geometry (represented by the eccentricity) into the technique. By investigating these two candidate locations instead of one location only, the total accuracy of the technique increased from 93.8% to 97%. As shown in fig. 3 , even in the presence of retinal pathologies and/or image artifacts, the selected features were unique to the OD and thus allowed proper localization with relatively high accuracy.
The most computationally demanding operation is convoluting the image with the 3 × 1 gradient mask used to get the edges. This operation is negligible if compared to the initial step of extracting the retinal vessels, which is required in all model-based techniques. The latter is usually achieved by applying a 2D matched filter (typically 10 × 15 mask) with several orientations (typically at 12 different angles) [12] .
Conclusion
A new method for OD localization in retinal fundus images is presented. The method is based on reducing the dimensionality of the search space; that is, decomposing the 2D problem into two 1D problems by projecting certain image features onto two perpendicular axes. The proposed method achieves accurate results in a significantly short computation time relative to currently available techniques.
