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Abstract. We consider almost minimizers of variational integrals whose integrands are quasi-
convex. Under suitable growth conditions on the integrand and on the function determining the
almost minimality, we establish almost everywhere regularity for almost minimizers and obtain results
on the regularity of the gradient away from the singular set. We give examples of problems from the
calculus of variations whose solutions can be viewed as such almost minimizers.
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1. Introduction. One of the most basic questions in the calculus of variations
is that of existence and regularity of minimizers of regular functionals subject to some
sort of boundary conditions. To fix ideas we consider a functional
F(u) =
∫
U
f(x, u,Du) dx(1.1)
for x ∈ U , a domain in Rn, u mapping U into RN ; then F is regular if f(x, u, p) is
convex in p. Appropriate growth conditions on f can be imposed to ensure that the
Euler equation corresponding to F is elliptic, or at least degenerate elliptic; however,
even under reasonable assumptions on f , in the case of systems of equations (i.e.,
N>1) one cannot, in general, expect that minimizers of F will be classical, i.e., C2-
solutions. This was first shown by De Giorgi [DeG]; we refer the reader to [G1,
Chapter II.3] for further discussion. It is thus of interest to consider questions of
partial regularity. The regular set of a solution u is defined by
Regu = {x ∈ U | u is continuous on a neighborhood of x}
and the singular set by
Singu = U \ Regu.
Partial regularity theory involves estimating the size of Singu (i.e., showing that
Singu has zero n-dimensional Lebesgue measure or better, controlling the Hausdorff
dimension of Singu), and showing higher regularity on Regu. There is a wealth of
literature covering the existence and regularity of minimizers (and, more generally, of
stationary points) of regular functionals; we refer the reader to the monographs [G1],
[G2], and the literature contained therein.
The condition (for F to be regular) that the integrand be convex in the gradient
is quite restrictive. There are a number of interesting and important problems in the
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calculus of variations which are not regular; in addition, weak lower semicontinuity,
an essential notion for showing the existence of minimizers, is implied by convexity
(in appropriate Sobolev spaces), but not vice versa. This led Morrey to introduce the
notion of quasi convexity in the paper [M1]; we postpone giving a precise definition
until section 2 and simply note here that Morrey showed that, in many circumstances,
quasi convexity and weak lower semicontinuity are equivalent, and refer the reader
additionally to [Da], [Ba], and [AF] for discussion, literature, and further references.
The first results on partial regularity for minimizers of general quasi-convex in-
tegrands were obtained by Evans [Ev]. He considered integrals of the form F(u) =∫
U
f(Du) dx and showed, under the principle assumption of uniform strict quasi con-
vexity (see (H2) of the current paper), that a minimizer u of such an F satisfies
Ln(Singu) = 0 and that Du is Ho¨lder continuous for all exponents between 0 and 1;
see [Ev, section 2] for precise statements. These results were extended independently
by Fusco–Hutchinson [FH] and Giaquinta–Modica [GM] to more general functionals
of the form (1.1) under assumptions comparable to our (H1)–(H4) and to an addi-
tional assumption concerning the Ho¨lder continuity of the integrand f(x, u, p) in x
and u; see [FH, section 2] and [GM, Theorem 1.1]. Note in particular that in these
results Du is shown to be Ho¨lder continuous for some exponent depending on the
Ho¨lder continuity of the integrand f .
In the current paper we wish to consider a more general class of functions than
minimizers, namely, almost minimizers. Writing F(u;D) for ∫
D
f(x, u,Du) dx, an
almost minimizer (at x0) for F is a function u for which
F(u;Bρ(x0)) ≤ F(u+ ϕ;Bρ(x0)) + ω(ρ)
∫
Bρ(x0)
(1 + |Du|2 + |Dϕ|2)dx(1.2)
for all suitable test functions ϕ with suppϕ ⊂ Bρ(x0); see Definition 2.1 for a pre-
cise statement. Here ω is a real-valued function. Obviously ω identically vanishing
corresponds to the case of F-minimizers, and minimal conditions on ω (continuous
and nondecreasing at 0 with ω(0) = 0) ensure that the term almost minimizer makes
sense. In the next section we impose some additional (mild) conditions on ω and
give examples that show that solutions of a number of problems in the calculus of
variations (precisely, minimizers subject to certain constraints) are almost minimizers
of suitable functionals; hence the notion of an almost minimizer is in fact useful.
A comparable but more restrictive definition of an almost minimizer was given
by Anzellotti [An]. In that paper the author shows partial regularity for almost
minimizers of the (regular) functional with integrand given by aαβ(x)DαuDβu+ g(x)
for suitably regular aαβ and g; see [An, Theorem 1.5]. Anzellotti’s definition was
more restrictive in two respects; he required Ho¨lder continuity for the function ω and
required a sharper inequality than (1.2). We also mention that there is another related
concept for regular integrands, namely, that of a quasi minimizer (or Q-minimizer);
here the right-hand side of (1.2) is replaced by QF(u+ ϕ;Bρ(x0)) for some constant
Q ≥ 1; see [G1, Chapter IX] for details and further references.
We also note here that there are close ties between the current setting and the
study of elliptic parametric variational problems in geometric measure theory. In
particular, our notion of an almost minimizer is analogous to Almgren’s definition of
an (F, ε, δ)-minimizer; see [Al, Chapter III]. Indeed our regularity result, Theorem
2.2, is the analogue of Almgren’s regularity theorem [Al, Theorem III.3.7] in the
current setting; of course [Al, Theorem III.3.7] is broader in scope, and the proof
is considerably more involved than the proof of our regularity result. We refer the
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ALMOST MINIMIZERS OF QUASI-CONVEX INTEGRALS 667
reader to [Ev, section 1] for more comments on the connections to geometric measure
theory and restrict ourselves here to noting the above-mentioned work of Almgren
[Al], as well as the paper of Bombieri [Bo]. The closest analogue of the current paper
in the setting of geometric measure theory is the paper [DS], where the authors prove
optimal regularity results for almost minimizing rectifiable currents of general elliptic
integrands.
The main regularity result of this paper is given in Theorem 2.2. We consider
integrals of the form F (u) =
∫
U
f(Du) dx and show, under reasonable conditions on
f (the main one being uniform strict quasi convexity) and the function ω, that (F, ω)-
minimizers are regular away from a set of zero-measure. In addition we obtain an
optimal local modulus of continuity for Du on Regu. The structure of the proof and
the nature of our definition of an almost minimizer enable us to extend this result
to families of such integrals. This allows us to obtain, as an easy corollary, partial
regularity for minimizers of integrals of the form F (u) =
∫
U
f(x,Du) dx, where f
is quasi-convex, but where we only require a Dini condition (cf. [HW, section 1]) on
the continuity of the coefficients in x. In particular, we do not need to assume that
the coefficients are Ho¨lder continuous with respect to x, in contrast to the results of
[FH] and [GM] (of course, the results there admit u-dependency, in contrast to the
current paper). Indeed, even for minimizers of regular integrals of the form F (u) =∫
U
f(x,Du) dx, in the case of systems (i.e., N > 1) this appears to be the first time
that partial regularity results have been obtained for coefficients which are not Ho¨lder
continuous (there are a number of results for scalar valued problems; we mention here
specifically [HW] and the recent paper [Ko]).
We wish to briefly comment on our technique. The central idea in our proof is
that of A-harmonic approximation, as expressed in Lemma 4.2. This idea, too, has
its origins in the field of geometric measure theory, specifically in Simon’s proof of
the regularity theorem of Allard [A]; see [S1, section 23], and cf. [Bo]. The point
here is to show that for A ∈ Bil(Hom(Rn,RN )), which is rank-one elliptic, a function
which is “approximately A-harmonic,” i.e., a function g for which
∫
U
A(Dg,Dϕ) dx is
sufficiently small for all test functions ϕ, lies L2-close to some A-harmonic function.
Lemma 4.2 is due to Duzaar–Steffen (see [DS, Lemma 3.3]). The lemma is also vital
to the paper [DG], where the authors give an elementary, self-contained approach to
partial regularity for nonlinear elliptic systems of divergence type.
Many of the advantages of the approach of [DG] are relevant in the current paper.
In particular we note that the arguments in both papers avoid the technical compli-
cations associated with using Gehring’s lemma [Ge]; as noted above, in the current
setting this is essential to obtaining the optimal modulus of continuity. Furthermore
the A-harmonic approximation lemma is the only time where we argue indirectly;
hence we keep some control on the sensitivity to the structure constants in our proof.
In section 2 we discuss our assumptions on the integrand f and the function ω and
give a number of examples (as discussed above, these are concerned with applications
of the partial regularity theorem and with showing that the notion is in fact useful;
we also show how the result is optimal in a certain sense). The remainder of the paper
is concerned with the proof of the regularity theorem.
We close this section by briefly summarizing the notation we use in this paper. As
noted above, we consider a domain U ⊂ Rn and maps from U to RN , where we take
n ≥ 2, N ≥ 1. For a given set X we denote by Ln(X) its n-dimensional Lebesgue
measure. We write Bρ(x0) = {x ∈ Rn : |x − x0| < ρ}, and further Bρ = Bρ(0),
B = B1. For bounded X ⊂ Rn we denote the average of a given g ∈ L1(X) by
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668 F. DUZAAR, A. GASTEL, AND J. F. GROTOWSKI∫−Xg dx, i.e., ∫−Xg dx = 1Ln(X) ∫X g dx. In particular, we write gx0,ρ = ∫−Bρ(x0)g dx.
We let αn denote the volume of the unit ball in R
n, i.e., αn = Ln(B). We write
Bil(Hom(Rn,RN )) for the space of bilinear forms on the space Hom(Rn,RN ) of linear
maps from Rn to RN .
2. Assumptions, examples, and the partial regularity theorem. We con-
sider a function ω : [0,∞)→ [0,∞), and define
Ω(r) :=
(∫ r
0
√
ω(ρ)
ρ
dρ
)2
.
We impose the following conditions:
(ω0) ω is nondecreasing;
(ω1) r → ω(r)/r2α is nonincreasing for some α ∈ (0, 1);
(ω2) ω(r) ≤ 1 for all r; and
(ω3) Ω(r) is finite for some r > 0.
Note that all the arguments involving ω in this paper are local in nature; therefore
(ω2) is always realizable. In addition (ω3) shows that Ω(r) is in fact finite for all
positive r. Before we discuss some of the consequences of (ω0)–(ω3) we define the
central concept of the paper, that of an almost minimizer.
Definition 2.1. Consider a functional F defined on H1,2loc (U,RN ) and ω : [0,∞)
→ [0,∞). A function u ∈ H1,2loc (U,RN ) is called (F , ω)-minimizing at x0 ∈ U if, for
all ρ > 0 with Bρ(x0) ⊂⊂ U , there holds
F(u;Bρ(x0)) ≤ F(u+ ϕ;Bρ(x0)) + ω(ρ)
∫
Bρ(x0)
(1 + |Du|2 + |Dϕ|2) dx(2.1)
for all ϕ ∈ H1,20 (Bρ(x0),RN ).
A function u is (F , ω)-minimizing if u is (F , ω)-minimizing at each x0 ∈ U .
We now note some less immediate consequences of the above conditions, which
we will need in section 5. From (ω1) we see
ω(tr) ≤ t2αω(r) for t ≥ 1,(2.2)
and from the definition of Ω we thus have
Ω(tr) ≤ t2αΩ(r) for t ≥ 1.(2.3)
We further have, for 0 < τ < 1, r > 0, j ∈ N ∪ {0}
1
α
(1− τα)
√
ω(τ jr) =
√
ω(τ jr)
(τ jr)α
∫ τjr
τj+1r
ρα−1 dρ ≤
∫ τjr
τj+1r
√
ω(ρ)
ρ
dρ.(2.4)
This estimate has two useful consequences. We first note
∞∑
j=0
√
ω(τ jr) ≤ α
1− τα
√
Ω(r).(2.5)
In addition we see
ω(r) ≤ Ω(r)(2.6)
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ALMOST MINIMIZERS OF QUASI-CONVEX INTEGRALS 669
for all r > 0. We note further that (ω0) and (ω1) imply continuity of ω at 0, as well
as ω(0) = 0.
We now discuss our assumptions on the functional in question. We consider
functionals of the form
F (u) :=
∫
U
f(Du) dx,
where U is a domain in Rn, and f : Hom(Rn,RN )→ R satisfies the following condi-
tions:
(H1) there exist positive constants c1 and c2 such that, for all p ∈ Hom(Rn,RN ),
c−11 |p|2 − c2 ≤ f(p) ≤ c1|p|2 + c2;
(H2) the function f is (uniformly) strictly quasi-convex , i.e., there exists λ > 0
such that for all Bρ(x0) ⊂⊂ U , p ∈ Hom(Rn,RN ), ϕ ∈ C10 (Bρ(x0),RN ) there holds∫
Bρ(x0)
(
f(p+Dϕ)− f(p)
)
dx ≥ λ
∫
Bρ(x0)
|Dϕ|2 dx;
(H3) the function f is C2 and there exists a nonnegative constant L such that
for all p ∈ Hom(Rn,RN ) there holds |D2f(p)| ≤ L.
Note that the upper bound in (H1) follows from (H3), and the lower bound is
only useful for questions of existence; cf. [M2, 4.4.7], [Ev, p. 228]. We include the
condition here largely for completeness in the examples which follow.
Condition (H2) implies the Legendre–Hadamard condition; see [M2, 4.4.3, 4.4.1]
or [Fe, 5.1.10], i.e.,
N∑
i,j=1
n∑
α,β=1
∂2f
∂piα∂p
j
β
(p)ξiξjηαηβ ≥ λ|ξ|2|η|2(2.7)
for all p ∈ Hom(Rn,RN ), ξ ∈ RN , and η ∈ Rn.
From condition (H3) we have
|Df(p)−Df(p˜)| ≤ L|p− p˜| ;(2.8)
this condition also implies the existence of a modulus of continuity of D2f , more
precisely of a family of monotone nondecreasing, concave functions ν(M, ·) : [0,∞)→
[0,∞) for M > 0 satisfying ν(M, 0) = 0 and
|D2f(p)−D2f(p˜)| ≤ ν(M, |p− p˜|2)(2.9)
for all p, p˜ ∈ Hom(Rn,RN ) with |p| ≤M .
For the proof of our main theorem we will initially strengthen (H3) by further
imposing
(H4) D2f is uniformly continuous.
In conjunction with (H3) this leads to the existence of a monotone nondecreasing,
concave function ν : [0,∞)→ [0,∞) satisfying ν(0) = 0 and
|D2f(p)−D2f(p˜)| ≤ ν(|p− p˜|2)(2.10)
for all p, p˜ ∈ Hom(Rn,RN ). At the end of the paper (Corollary 5.3) we show how the
arguments can be modified to remove (H4).
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670 F. DUZAAR, A. GASTEL, AND J. F. GROTOWSKI
We are now in a position to state our main result.
Theorem 2.2. On a domain U ⊆ Rn consider a function ω satisfying (ω0)–
(ω3), and a function f which satisfies (H2) and (H3). Let F be the functional on
H1,2(U,RN ) given by F (u) =
∫
U
f(Du) dx. Let u ∈ H1,2(U,RN ) be (F, ω)-minimizing
on U . Then there exists a relatively closed subset of U , Singu, such that
u ∈ C1(U \ Singu) .
Further Singu ⊆ Σ1 ∪ Σ2, where here
Σ1 =
{
x0 ∈ U : liminf
ρ→0+
−
∫
Bρ(x0)
|Du− (Du)x0,ρ|2 dx > 0
}
, and
Σ2 =
{
x0 ∈ U : sup
ρ>0
|(Du)x0,ρ| =∞
}
;
in particular Ln(Singu) = 0.
In addition, in a neighborhood of any x0 ∈ U\Singu and for any β with α < β < 1,
Du has a modulus of continuity given by
µ(r) = c
(
rβ +
√
Ω(r)
)
,
where c is a constant depending only on lim supρ→0 |(Du)x0,ρ|, on β, on the dimensions
n and N , on the structural parameters λ, L, and α, and on the functions ω(·) and
ν(·).
With a view to applications (see, in particular, Example 1 below) we are also in-
terested in being able to consider a different functional at each point, i.e., a functional
of the form
Fx0(u) :=
∫
U
fx0(Du) dx
for x0 ∈ U . Given a family of such functionals, the analogues of (H2) and (H3) are
(h2) the functions fx0 are uniformly strictly quasi-convex , i.e., there exists λ > 0
such that for all Bρ(x0) ⊂⊂ U , p ∈ Hom(Rn,RN ), ϕ ∈ C10 (Bρ(x0),Rn) there holds∫
Bρ(x0)
(
fx0(p+Dϕ)− fx0(p)
)
dx ≥ λ
∫
Bρ(x0)
|Dϕ|2 dx;
(h3) the functions fx0 are C
2 and there exists L ≥ 0 such that for all p ∈
Hom(Rn,RN ) and x0 ∈ U there holds |D2fx0(p)| ≤ L.
Just as we imposed the additional condition (H4) to obtain a uniform modulus
of continuity above, we will have occasion to require that
(h4) the second derivatives D2fx0 admit a uniform modulus of continuity, i.e.,
there exists a monotone nondecreasing, concave function ν : [0,∞)→ [0,∞) satisfying
ν(0) = 0 and
|D2fx0(p)−D2fx0(p˜)| ≤ ν(|p− p˜|2)(2.11)
for all p, p˜ ∈ Hom(Rn,RN ) and x0 ∈ U .
We can now state the regularity result for families of functionals: the proof follows
exactly the same lines as the proof of Theorem 2.2.
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ALMOST MINIMIZERS OF QUASI-CONVEX INTEGRALS 671
Corollary 2.3. The conclusion also holds when {Fx0}x0∈U is a family of func-
tionals arising from functions {fx0}x0∈U satisfying (h2), (h3), and (h4), ω is as above,
and u ∈ H1,2(U,RN ) is (Fx0 , ω)-minimizing at each x0 ∈ U .
We now give a few examples of almost minima and applications of the partial
regularity result.
Example 1. Consider u minimizing a functional of the form
G(u) :=
∫
U
g(x,Du) dx ,
where here the frozen coefficients
gx0(p) := g(x0, p)
satisfy (h2), (h3), and (h4), and in addition
|g(x, p)− g(x˜, p)| ≤ ω(|x− x˜|)(1 + |p|2)(2.12)
for all x, x˜ ∈ U and all p ∈ Hom(Rn,RN ) for some ω satisfying (ω1)–(ω3). Writing
Gx0(u) :=
∫
U
gx0(Du) dx =
∫
U
g(x0, Du) dx,
we have that u is (Gx0 , ω)-minimizing at each x0 ∈ U .
Example 2 (solutions of an obstacle problem). We wish to minimize
∫
U
|Dv|2 dx
amongst all functions v ∈ H1,20 (U,RN ) satisfying
vi ≥ ψi, (i = 1, . . . , N),
where the given functions ψi are nonpositive on ∂U and in the class C1,α. In or-
der to see that a minimizer u is an almost minimizer of the Dirichlet integral with
ω(ρ) = cρ2α (for a positive constant c), we argue as follows. (Note that this exam-
ple is essentially the same as [An, Example 3.2], but for completeness we repeat the
arguments here.)
Fix Bρ(x0) ⊂⊂ U and let h : Bρ(x0) → RN be the (vector-valued) harmonic
function coinciding with u on ∂Bρ(x0). Since h is harmonic (and hence minimizing),
we have ∫
Bρ(x0)
|Du|2 dx =
∫
Bρ(x0)
|Dh|2 dx+
∫
Bρ(x0)
|D(u− h)|2 dx(2.13)
≤
∫
Bρ(x0)
|D(u+ ϕ)|2 dx+
∫
Bρ(x0)
|D(u− h)|2 dx
for all ϕ ∈ H1,20 (Bρ(x0),RN ). On the other hand, the harmonicity of h and the
minimality of u also imply∫
Bρ(x0)
D(u− h) ·D(u− v) dx =
∫
Bρ(x0)
Du ·D(u− v) dx
=
1
2
d
dt
∣∣∣∣∣
t=0+
[∫
Bρ(x0)
|Du|2 dx−
∫
Bρ(x0)
|(1− t)Du+ tDv|2 dx
]
≤ 0
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672 F. DUZAAR, A. GASTEL, AND J. F. GROTOWSKI
for all v ∈ H1,2(Bρ(x0),RN ) with v = u on ∂Bρ(x0) and vi ≥ ψi. We set vi =
hi ∨ ψi = max{hi, ψi} for i = 1, . . . , N and infer∫
Bρ(x0)
D(u− h) ·D(u− h ∨ ψ) dx ≤ 0;
hence ∫
Bρ(x0)
|D(u− h)|2 dx ≤
∫
Bρ(x0)
D(u− h) ·D(h ∨ ψ − h) dx
≤ 1
2
∫
Bρ(x0)
|D(u− h)|2 dx+ 1
2
∫
Bρ(x0)
|D(h ∨ ψ − h)|2 dx
and therefore ∫
Bρ(x0)
|D(u− h)|2 dx ≤
∫
Bρ(x0)
|D(h ∨ ψ − h)|2 dx.(2.14)
The last integral can be estimated by cρn+2α, as can be seen by the inequality∫
Bρ(x0)
|D(hi ∨ ψi − hi)|2 dx
=
∫
Bρ(x0)
(D(hi ∨ ψi)− (Dψi)x0,ρ) ·D(hi ∨ ψi − hi) dx
≤
∫
Bρ(x0)
|D(hi ∨ ψi)− (Dψi)x0,ρ| |D(hi ∨ ψi − hi)| dx
=
∫
{hi≤ψi}
|Dψi − (Dψi)x0,ρ| |D(ψi − hi)| dx
≤ 1
2
∫
Bρ(x0)
|Dψi − (Dψi)x0,ρ|2 dx+
1
2
∫
Bρ(x0)
|D(hi ∨ ψi − hi)|2 dx
for i = 1, . . . , N , which implies∫
Bρ(x0)
|D(h ∨ ψ − h)|2 dx ≤
∫
Bρ(x0)
|Dψ − (Dψ)x0,ρ|2 dx ≤ cρn+2α.(2.15)
Combining (2.13), (2.14), and (2.15), we have shown the asserted almost minimality
of u. If we only know that the ϕi’s are in C1(U), with a modulus of continuity given
by
|Dψ(x0)−Dψ(x)| ≤ µ(|x0 − x|) ,
the same argument can be applied to show the almost minimality for a function ω
given by ω(s) = µ2(s).
Example 3 (almost minimizers of the Dirichlet integral; optimality). As a more
general result, we have that every function u : U → RN of class C1,α is an almost
minimizer of the Dirichlet integral with ω(ρ) = cρ2α for some constant c > 0. The
proof is a simplified version of the arguments in Example 2, consisting of establishing
(2.13) and the inequality∫
Bρ(x0)
|D(u− h)|2 dx ≤
∫
Bρ(x0)
|Du− (Du)x0,ρ|2 dx ≤ cαnρn+2α,(2.16)
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ALMOST MINIMIZERS OF QUASI-CONVEX INTEGRALS 673
which is proved exactly like (2.15).
Note in particular that this example shows that our regularity theorem is optimal
in the case of Ho¨lder-continuous moduli of continuity. We can in fact show the same
for an arbitrary ω satisfying conditions (ω0)-(ω3).
We begin by noting for an arbitrary u ∈ C1(Bρ(x0),RN ) that we can combine
(2.13) and (2.16) to see∫
Bρ(x0)
|Du|2 dx ≤
∫
Bρ(x0)
|D(u+ ϕ)|2 dx+
∫
Bρ(x0)
|Du− (Du)x0,ρ|2 dx.(2.17)
In order to construct our example, we first consider v : R→ R given by
v(s) =
∫ s
0
√
Ω(|t|) dt .
We calculate
1
2
∫ ρ
−ρ
|v′(s)− v′0,ρ|2 ds =
∫ ρ
0
∣∣∣∣√Ω(s)−−∫ ρ
0
√
Ω(r) dr
∣∣∣∣2 ds(2.18)
=
∫ ρ
0
[
√
Ω(s)]2 ds+
1
ρ
(∫ ρ
0
√
Ω(s) ds
)2
− 2
ρ
(∫ ρ
0
√
Ω(s) ds
)2
=
∫ ρ
0
Ω(s) ds− 1
ρ
(∫ ρ
0
√
Ω(s) ds
)2
.
Since
√
ω(r) = r(
√
Ω)′(r), (ω0) can be expressed as r(
√
Ω)′(r) ≤ s(√Ω)′(s) for r ≤ s.
Using this in (2.18), we see
1
2
d
dρ
∫ ρ
−ρ
|v′(s)− v′0,ρ|2 ds = Ω(ρ) +
(
−
∫ ρ
0
√
Ω(s) ds
)2
− 2
√
Ω(ρ)−
∫ ρ
0
√
Ω(s) ds
=
(√
Ω(ρ)−−
∫ ρ
0
√
Ω(s) ds
)2
=
(
−
∫ ρ
0
(∫ ρ
s
(
√
Ω)′(t) dt
)
ds
)2
≤
(
−
∫ ρ
0
(∫ ρ
s
ρ
t
(
√
Ω)′(ρ) dt
)
ds
)2
=
(∫ ρ
0
(log ρ− log s) ds
)2
[(
√
Ω)′(ρ)]2
= ρ2[(
√
Ω)′(ρ)]2
= ω(ρ).(2.19)
Integrating this expression, we see
1
2
∫ ρ
−ρ
|v′(s)− v′0,ρ|2 ds ≤
∫ ρ
0
ω(s) ds ≤ ρω(ρ).(2.20)
Consider now a real-valued function u defined on B, the unit ball in Rn, given by
u(x) =
∫ x1
0
√
Ω(|t|) dt.
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674 F. DUZAAR, A. GASTEL, AND J. F. GROTOWSKI
In view of (ω3) we see that u ∈ C1(B), and the modulus of continuity of Du is given
by
√
Ω. We consider an arbitrary ball Bρ(x0) ∈ B; due to the symmetry of u with
respect to x1, it suffices to consider x0 with x
1
0 ≥ 0. We first consider the case that
x10 < 2ρ. We have, using (2.20) and (2.2),∫
Bρ(x0)
|Du− (Du)x0,ρ|2 dx ≤ αn−1ρn−1
∫ x10+ρ
x10−ρ
|v′(s)− v′x10,ρ|
2 ds(2.21)
≤ αn−1ρn−1
∫ x10+ρ
x10−ρ
|v′(s)− v′0,x10+ρ|
2 ds
≤ αn−1ρn−1
∫ x10+ρ
−x10−ρ
|v′(s)− v′0,x10+ρ|
2 ds
≤ 2αn−1ρn−1(x10 + ρ)ω(x10 + ρ)
≤ 2 · 31+2ααn−1ρnω(ρ) .
For x10 ≥ 2ρ we begin by noting that
√
Ω is monotone nondecreasing on the interval
(x10 − ρ, x10 + ρ). Keeping this in mind, and using (ω1) twice, we have∫ x10+ρ
x10−ρ
|v′(s)− v′x10,ρ|
2 ds =
∫ x10+ρ
x10−ρ
∣∣∣√Ω(s)− (√Ω)x10,ρ∣∣∣2 ds
≤
∫ x10+ρ
x10−ρ
∣∣∣√Ω(s)−√Ω(x10 − ρ)∣∣∣2 ds
≤
∫ x10+ρ
x10−ρ
[∫ s
x10−ρ
√
ω(σ)
σ
dσ
]2
ds
≤ ω(x
1
0 − ρ)
(x10 − ρ)2α
∫ x10+ρ
x10−ρ
[∫ s
x10−ρ
dσ
σ1−α
]2
ds
≤ ω(ρ)
α2ρ2α
∫ x10+ρ
x10−ρ
[sα − (x10 − ρ)α]2 ds
≤ 2ρω(ρ)
α2ρ2α
[(x10 + ρ)
α − (x10 − ρ)α]2
≤ 2(3α − 1)2α−2ρω(ρ) .
Hence we have∫
Bρ(x0)
|Du− (Du)x0,ρ|2 dx ≤ αn−1ρn−1
∫ x10+ρ
x10−ρ
|v′(s)− v′x10,ρ|
2 ds(2.22)
≤ 2(3α − 1)2α−2αn−1ρnω(ρ) .
In view of (2.17), the estimates (2.21) and (2.22) show that u is an ω-almost
minimizer for the Dirichlet integral on the unit ball B.
Example 4 (volume-constrained minimizers). For a fixed v0 ∈ H1,2(U,RN ) we
define Hv0 to be the set of functions v in H1,2(U,RN ) such that v = v0 on ∂U and∫
U
v dx =
∫
U
v0 dx. We then consider u ∈ Hv0 such that∫
U
|Du|2 dx ≤
∫
U
|Dv|2 dx(2.23)
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ALMOST MINIMIZERS OF QUASI-CONVEX INTEGRALS 675
for all v ∈ Hv0 ; that is, the function u minimizes the Dirichlet integral amongst
all functions satisfying a given (vector-valued, signed) volume constraint. We will
show here that u is an almost minimizer for the Dirichlet integral, for a function
ω(r) = Cr for a suitable constant C. This example was also given by Anzellotti
[An, Example 3.2]. In the current situation, due to our more general definition of
an almost minimizer (see the comments in the introduction) the calculations are
somewhat easier; in particular, in contrast to the result of Anzellotti, the constrained
minimizer is an almost minimizer for the same functional. Having said that, we should
also state that our calculations are similar to those in [An].
We wish to show for all x0 ∈ U∫
Bρ(x0)
|Du|2 dx ≤
∫
Bρ(x0)
|D(u+ ϕ)|2dx(2.24)
+ Cρ
∫
Bρ(x0)
(1 + |Du|2 + |Dϕ|2) dx
for all test functions ϕ ∈ H1,20 (Bρ(x0),RN ), for all ρ with Bρ(x0) ⊂⊂ U . Define R0 =
supx∈U{sup{r |Br(x) ⊂⊂ U}}, and set ρ0 = ρ0(x0) = min{R0/4,dist(x0, ∂U), 1}.
Obviously it suffices to establish (2.24) for all ρ with 0 < ρ ≤ ρ0. Let ψ be a
fixed function in H1,20 (BR0/4,R
N ) with
∫
BR0/4
ψi = 0, i = 1, . . . , N . We fix y0 ∈ U
such that B′ = BR0/4(y0) ⊂ U and B′ ∩ Bρ(x0) = ∅. Define η ∈ H1,20 (B′,RN ) by
η(x) = ψ(x− y0).
For a given test function ϕ ∈ H1,20 (Bρ(x0),RN ), for i = 1, . . . , N we define ti ∈ R
by
ti =
− ∫
Bρ(x0)
ϕi dx∫
B′ η
i dx
=
− ∫
Bρ(x0)
ϕi dx∫
BR0/4
ψi dx
.(2.25)
Poincare´’s inequality yields the estimate
|ti| ≤ c3ρn2+1
(∫
Bρ(x0)
|Dϕi|2 dx
)1/2
(2.26)
for a constant c3 depending only on n, U , and the fixed function ψ.
We next define a function w via
wi(x) =

ui(x) + ϕi(x), x ∈ Bρ(x0),
ui(x) + tiη
i(x), x ∈ B′,
ui(x), x ∈ U \ (Bρ(x0) ∪B′)
for i = 1, . . . , N . We see immediately that w ∈ H1,2(U,RN ) and that w∣∣
∂U
= u
∣∣
∂U
=
v0
∣∣
∂U
. From (2.25) we also have that
∫
U
w dx =
∫
U
u dx, meaning that w ∈ Hv0 . We
thus have from (2.23)∫
Bρ(x0)
|Du|2 dx ≤
∫
Bρ(x0)
|D(u+ ϕ)|2 dx+
∫
B′
|Du+ tDη|2 dx(2.27)
−
∫
B′
|Du|2 dx ,
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676 F. DUZAAR, A. GASTEL, AND J. F. GROTOWSKI
where tDη denotes {tiDαηi}α=1,...,ni=1,...,N . We then estimate∫
B′
|Du+ tDη|2 dx−
∫
B′
|Du|2 dx ≤ 2
∣∣∣ N∑
i=1
∫
B′
Dui ·Dηi dx
∣∣∣+ N∑
i=1
t2i
∫
B′
|Dηi|2 dx .
Using (2.26), we see that the second term on the right can be bounded above by
c4ρ
n+2
∫
Bρ(x0)
|Dϕ|2 dx for c4 depending only on n, U , and ψ. We further have, after
applying the Cauchy–Schwarz and then Young inequalities, and taking into account
(2.23),
2
∣∣∣∣∣
N∑
i=1
ti
∫
B′
Dui ·Dηi dx
∣∣∣∣∣ ≤ 2
(∫
U
|Du|2 dx
)1/2( N∑
i=1
t2i
∫
B′
|Dηi|2 dx
)1/2
≤ 2
(∫
U
|Dv0|2 dx
)1/2(
c4ρ
n+2
∫
Bρ(x0)
|Dϕ|2 dx
)1/2
≤ c5
(
ρn+1 + ρ
∫
Bρ(x0)
|Dϕ|2 dx
)
for c5 = c4 +
∫
U
|Dv0|2 dx.
Combining these estimates in (2.27), we have (noting that c5 ≥ c4, ρ ≤ 1)∫
Bρ(x0)
|Du|2 dx ≤
∫
Bρ(x0)
|D(u+ ϕ)|2 dx+ c5ρn+1 + (c5ρ+ c4ρn+2)
∫
Bρ(x0)
|Dϕ|2 dx
≤
∫
Bρ(x0)
|D(u+ ϕ)|2 dx+ 2c5ρ
(
1 +
∫
Bρ(x0)
|Dϕ|2 dx
)
,
which is the desired estimate.
We also note (again, cf. [An, section 3]) that the same arguments hold for func-
tionals of the form
∫
U
Aαβ(x)DαuDβu dx, under suitable assumptions on the functions
{Aαβ}.
Finally, it should be mentioned here that comparable examples exist in the setting
of geometric measure theory; see, e.g., [Al], [Ta], and [DS].
3. The Caccioppoli inequality. We begin by stating an elementary technical
lemma from Fusco–Hutchinson, [FH, Lemma 3.2] (cf. [G1, Chapter V, Lemma 3.1]);
for completeness we include the result here.
Lemma 3.1. Let h be nonnegative and bounded on [ρ/2, ρ], and satisfy
h(t) ≤ θh(s) +A(s− t)−2 +B
for positive constants A, B, and θ with 0 < θ < 1, for all s and t with ρ/2 ≤ s < t < ρ.
Then there exists a constant c depending only on θ such that
h(ρ/2) ≤ c(Aρ−2 +B) .
We now prove a suitable version of the Caccioppoli inequality. The proof is close
to that of [Ev, Lemma 5.1] and [GM, Proposition 4.1].
Lemma 3.2. Let f satisfy (H2) and (H3), and ω satisfy (ω0), (ω1), and (ω2).
Let F be the functional on H1,2(U,RN ) given by F (u) =
∫
U
f(Du) dx. Then there
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ALMOST MINIMIZERS OF QUASI-CONVEX INTEGRALS 677
exist positive constants ρ1 = ρ1(λ, ω( · )) and c6 = c6(λ,L) (without loss of generality
we take c6 ≥ 1) such that for every Bρ(x0) ⊂⊂ U with ρ ≤ ρ1, p0 ∈ Hom(Rn,RN )
and every u ∈ H1,2(Bρ(x0),RN ) which is (F, ω)-minimizing at x0 there holds∫
Bρ/2(x0)
|Du− p0|2 dx(3.1)
≤ c6
[
ρ−2
∫
Bρ(x0)
|u− p0(x− x0)|2 dx+ αnω(ρ)ρn(1 + |p0|2)
]
.
Proof. For ρ2 ≤ t < s ≤ ρ choose η ∈ C∞0 (Bρ(x0), [0, 1]), η ≡ 1 on Bt(x0), η ≡ 0
outside Bs(x0), and |∇η| ≤ 2/(s− t). We set
ϕ := η(u− p0(x− x0)),
ψ := (1− η)(u− p0(x− x0)).
Then
Dϕ+Dψ = Du− p0(3.2)
and, with v(x) := u(x)− p0(x− x0),
|Dϕ|2 ≤ 2|Du− p0|2 + 8
(s− t)2 |v|
2,(3.3)
|Dψ|2 ≤ 2|Du− p0|2 + 8
(s− t)2 |v|
2.(3.4)
From (H2) and (3.2) we have
λ
∫
Bs(x0)
|Dϕ|2 dx ≤
∫
Bs(x0)
[f(p0 +Dϕ)− f(p0)] dx = I + II + III ,(3.5)
where
I =
∫
Bs(x0)
[f(Du−Dψ)− f(Du)] dx ,
II =
∫
Bs(x0)
[f(Du)− f(Du−Dϕ)] dx, and
III =
∫
Bs(x0)
[f(p0 +Dψ)− f(p0)] dx .
The (F, ω)-minimality and (3.3), along with (ω2), imply
II ≤ ω(s)
∫
Bs(x0)
(
1 + |Du|2 + |Dϕ|2
)
dx(3.6)
≤ ω(s)
∫
Bs(x0)
(
1 + 2|p0|2 + 4|Du− p0|2 + 8
(s− t)2 |v|
2
)
dx
≤ λ
2
∫
Bs(x0)
|Du− p0|2 dx+ 8
(s− t)2
∫
Bs(x0)
|v|2 dx
+ 2αnω(ρ)ρ
n(1 + |p0|2),
D
ow
nl
oa
de
d 
12
/1
5/
15
 to
 1
30
.1
02
.8
2.
11
0.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
678 F. DUZAAR, A. GASTEL, AND J. F. GROTOWSKI
as long as ρ is sufficiently small that 8ω(ρ) ≤ λ; by (ω0) and (ω1) we can choose
ρ1 > 0 such that this holds for all ρ ∈ (0, ρ1]. For the other terms we have (via (2.8)
and (3.2), as well as (3.4))
I + III ≤ L
∫
Bs(x0)
(
|Du− p0|+ |Dψ|
)
|Dψ| dx(3.7)
= L
∫
Bs(x0)\Bt(x0)
(
|Du− p0|+ |Dψ|
)
|Dψ| dx
≤ L
2
∫
Bs(x0)\Bt(x0)
|Du− p0|2 dx+ 3L
2
∫
Bs(x0)\Bt(x0)
|Dψ|2 dx
≤ 7L
2
∫
Bs(x0)\Bt(x0)
|Du− p0|2 dx+ 12L
(s− t)2
∫
Bs(x0)
|v|2 dx.
Combining (3.6) and (3.7) in (3.5) and noting Dϕ = Du− p0 on Bt(x0) we see
λ
2
∫
Bt(x0)
|Du− p0|2 dx ≤ 7L+ λ
2
∫
Bs(x0)\Bt(x0)
|Du− p0|2 dx(3.8)
+
12L+ 8
(s− t)2
∫
Bs(x0)
|v|2 dx+ 2αnω(ρ)ρn(1 + |p0|2).
Thus we have ∫
Bt(x0)
|Du− p0|2 dx ≤ 7L+ λ
7L+ 2λ
∫
Bs(x0)
|Du− p0|2 dx(3.9)
+
24L+ 16
7L(s− t)2
∫
Bs(x0)
|v|2 dx+ 4
7L
αnω(ρ)ρ
n(1 + |p0|2).
Since 7L+λ7L+2λ < 1 we can apply Lemma 3.1 to conclude (3.1).
4. Approximate A-harmonicity and A-harmonic approximation. The
next lemma is a prerequisite for applying the A-harmonic approximation technique.
Lemma 4.1. Let ω satisfy (ω2), and f satisfy (H2), (H3), and (H4). Let F
be the functional on H1,2(U,RN ) given by F (u) =
∫
U
f(Du) dx. Then there exists
c7 = c7(n,L) such that for every u ∈ H1,2(U,RN ) that is (F, ω)-minimizing at x0,
every ball Bρ(x0) ⊂⊂ U , and every p0 ∈ Hom(Rn,RN ) we have∣∣∣∣∣ρ−n
∫
Bρ(x0)
D2f(p0)(Du− p0, Dϕ) dx
∣∣∣∣∣(4.1)
≤ c7
[
ω1/2(ρ)(1 + Φ + |p0|2) + ν1/2(Φ)Φ1/2
]
sup
Bρ(x0)
|Dϕ|
for all ϕ ∈ C10 (Bρ(x0),RN ). Here we write
Φ = Φ(x0, ρ, p0) := −
∫
Bρ(x0)
|Du− p0|2 dx.(4.2)
Proof. Without loss of generality we take x0 = 0. We first note∫
Bρ
Df(Du) ·Dϕ dx =
∫
Bρ
Df(Du) ·Dϕ dx−
∫
Bρ
Df(p0) ·Dϕdx
=
∫
Bρ
∫ 1
0
D2f(p0 + τ(Du− p0)) (Du− p0, Dϕ)dτdx.(4.3)
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ALMOST MINIMIZERS OF QUASI-CONVEX INTEGRALS 679
Initially we assume |Dϕ| ≤ 1 on Bρ. For positive s we have from the (F, ω)-minimality
of u ∫
Bρ
D2f(p0)(Du− p0, Dϕ) dx(4.4)
≥ 1
s
[∫
Bρ
(f(Du)− f(Du+ sDϕ)) dx− ω(ρ)
∫
Bρ
(
1 + |Du|2 + s2|Dϕ|2
)
dx
]
+
∫
Bρ
D2f(p0)(Du− p0, Dϕ) dx
≥ 1
s
[
−
∫
Bρ
∫ s
0
d
dt
f(Du+ tDϕ) dt dx+ s
∫
Bρ
D2f(p0)(Du− p0, Dϕ) dx
− ω(ρ)
∫
Bρ
(
1 + s2 + |Du|2
)
dx
]
since |Dϕ| ≤ 1
=
1
s
[∫
Bρ
∫ s
0
(
Df(Du)−Df(Du+ tDϕ)
)
·Dϕdt dx
+ s
∫
Bρ
∫ 1
0
(
D2f(p0)−D2f(p0 + τ(Du− p0))
)
dτ(Du− p0, Dϕ) dx
− ω(ρ)
∫
Bρ
(
1 + s2 + |Du|2
)
dx
]
via (4.3)
≥ −1
s
[
L
2
s2αnρ
n + s
√
2L
∫
Bρ
ν1/2(|Du− p0|2)|Du− p0| dx
+ ω(ρ)
∫
Bρ
(
1 + s2 + |Du|2
)
dx
]
via (2.8), (2.10), (H3)
≥ −L
2
sαnρ
n dx−
√
2Lαnρ
nν1/2
(
−
∫
Bρ
|Du− p0|2 dx
)(
−
∫
Bρ
|Du− p0|2 dx
)1/2
− ω(ρ)
s
∫
Bρ
(
1 + s2 + 2|Du− p0|2 + 2|p0|2
)
dx
≥ −αnρn
[
L
2
s+
√
2Lν1/2(Φ)Φ1/2 +
2ω(ρ)
s
(1 + s2 +Φ+ |p0|2)
]
;
we have used the Jensen and Ho¨lder inequalities to obtain the second to last inequality.
Completely analogously we see∫
Bρ
D2f(p0)(Du− p0, Dϕ) dx(4.5)
≤ αnρn
[
L
2
s+
√
2Lν1/2(Φ)Φ1/2 +
2ω(ρ)
s
(1 + s2 +Φ+ |p0|2)
]
.
By choosing s := ω1/2(ρ) and using (ω2) we have the desired conclusion for ϕ such
that |Dϕ| ≤ 1 with c7 = αn(4 + L). By a simple scaling argument this yields the
result for general ϕ.
We close this section by giving a result which is central to our technique, the
A-harmonic approximation lemma. The lemma was first proven in [DS, Lemma 3.3];
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680 F. DUZAAR, A. GASTEL, AND J. F. GROTOWSKI
cf. [S2, section 1.6] for the case A = id (i.e., the harmonic approximation lemma); for
completeness, we quote it here.
Lemma 4.2. Consider fixed positive λ and L, and n, N ∈ N with n ≥ 2. Then for
any given ε > 0 there exists δ = δ(n,N, λ, L, ε) ∈ (0, 1] with the following property: if
A ∈ Bil(Hom(Rn,RN )) is rank-one elliptic with ellipticity constant λ > 0 and upper
bound L, then for any u ∈ H1,2(Bρ(x0),RN ) (for some ρ > 0, x0 ∈ Rn) satisfying
ρ−n
∫
Bρ(x0)
|Du|2 dx ≤ 1, and
∣∣∣∣∣ρ−n
∫
Bρ(x0)
A(Du,Dϕ) dx
∣∣∣∣∣ ≤ δ(n,N, λ, L, ε) sup |Dϕ|
for all ϕ ∈ C10 (Bρ(x0),RN ), there exists an A-harmonic function h∈H1,2(Bρ(x0),RN )
such that
ρ−n
∫
Bρ
|Dh|2 dx ≤ 1 and ρ−n−2
∫
Bρ
|h− u|2 dx ≤ ε.
Here h is called A-harmonic if∫
Bρ
A(Dh,Dϕ) dx = 0
for all ϕ ∈ C∞0 (Bρ(x0),RN ).
5. Proof of the main theorem. To prove the result we follow the general lines
of [DG, section 3]. We first establish appropriate smallness conditions sufficient to
deduce growth estimates on Φ.
Proposition 5.1. Consider u satisfying the conditions of Theorem 2.2, and β
fixed, α < β < 1. We write Φ(x0, r) for Φ(x0, r, (Du)x0,r). Then we can find positive
constants c8, c9, and δ, and θ ∈ (0, 1) (with c8 depending only on n, N , λ, and L,
and with c9, θ, and δ depending only on these quantities as well as β) such that the
smallness conditions ρ ≤ ρ1,
ν(Φ(x0, ρ)) + Φ(x0, ρ) ≤ δ2/2 ,(5.1)
and
c8ω(ρ)(1 + |(Du)x0,ρ|4) ≤ δ2(5.2)
together imply the growth condition
Φ(x0, θρ) ≤ θ2βΦ(x0, ρ) + c9ω(ρ)(1 + |(Du)x0,ρ|4).(5.3)
Here ρ1 depending on λ and ω(·) is given in Lemma 3.2.
Proof. From Lemma 4.1 we have (with c10 := 1 +
√
2c7)∣∣∣∣∣ρ−n
∫
Bρ(x0)
D2f(p0)(Du− p0, Dϕ) dx
∣∣∣∣∣ ≤ c10[Φ(x0, ρ, p0)(5.4)
+ν1/2(Φ(x0, ρ, p0))Φ
1/2(x0, ρ, p0) + (ω(ρ)/2)
1/2(1 + |p0|2)
]
sup
Bρ(x0)
|Dϕ|.
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We set
w =
u− p0(x− x0)
2c10
√
Φ(x0, ρ, p0) + δ−2ω(ρ)(1 + |p0|2)2
(5.5)
and deduce from (5.4) that for all ϕ ∈ C∞c (Bρ(x0),Rn) there holds∣∣∣∣∣ρ−n
∫
Bρ(x0)
D2f(p0)(Dw,Dϕ) dx
∣∣∣∣∣(5.6)
≤ 12
[
Φ1/2(x0, ρ, p0) + ν
1/2(Φ(x0, ρ, p0)) + δ/
√
2
]
sup
Bρ(x0)
|Dϕ|
≤
[
ν(Φ(x0, ρ, p0)) + Φ(x0, ρ, p0) + δ
2/2
]1/2
sup
Bρ(x0)
|Dϕ|
and (since c10 ≥ max{αn, 1}),
ρ−n
∫
Bρ(x0)
|Dw|2 dx ≤ αn
4c210
≤ 1.(5.7)
We further set
A(ξ, η) := D2f(p0)(ξ, η).(5.8)
From (2.7) we see that the bilinear form A satisfies the conditions of Lemma 4.2.
For positive ε to be determined later, we denote by δ = δ(n,N, λ, L, ε) ∈ (0, 1] the
corresponding constant from Lemma 4.2; via this lemma the smallness condition
ν(Φ(x0, ρ, p0)) + Φ(x0, ρ, p0) ≤ δ2/2(5.9)
guarantees the existence of an A-harmonic h ∈ H1,2(Bρ(x0),RN ) satisfying
ρ−n
∫
Bρ(x0)
|Dh|2 dx ≤ 1 and(5.10)
ρ−n−2
∫
Bρ(x0)
|w − h|2 dx ≤ ε.(5.11)
We also note that h satisfies the estimate
ρ−2 sup
Bρ/2(x0)
|Dh|2 + sup
Bρ/2(x0)
|D2h|2 ≤ c11ρ−n−2
∫
Bρ(x0)
|Dh|2dx ≤ c11
ρ2
,(5.12)
with c11 = c11(n,N, λ, L) (without loss of generality we take c11 ≥ 1). For elliptic
A the first inequality follows from a standard argument due to Campanato (see [Ca,
Teorema 9.2]) combined with the Sobolev and Poincare´ inequalities; the same argu-
ments are valid in the current setting because the Legendre–Hadamard condition is
satisfied; cf. [Ev, p. 236]. The second inequality follows from (5.10). For θ ∈ (0, 1/4]
we can thus apply Taylor’s theorem to h at x0 to deduce
sup
x∈B2θρ(x0)
|h(x)− h(x0)−Dh(x0)(x− x0)|2 ≤ c11
ρ2
(2θρ)4 = 16c11θ
4ρ2.
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Thus we have, using also (5.11),
(2θρ)−n−2
∫
B2θρ(x0)
|w − h(x0)−Dh(x0)(x− x0)|2dx(5.13)
≤ 2(2θρ)−n−2
(∫
B2θρ(x0)
|w − h|2dx+
∫
B2θρ(x0)
|h− h(x0)−Dh(x0)(x− x0)|2dx
)
≤ 2(2θρ)−n−2(ρn+2ε+ 16c11αn(2θρ)nθ4ρ2)
= 2−n−1θ−n−2ε+ 8c11αnθ2.
We now set γ = 2c10
√
Φ(x0, ρ, p0) + δ−2ω(ρ)(1 + |p0|2)2. Taking advantage of the
fact that u and u − (p0 + γDh(x0))(x − x0) have the same mean value on balls
centered at x0 we have
(2θρ)−n−2
∫
B2θρ(x0)
|u− ux0,2θρ − (p0 + γDh(x0))(x− x0)|2dx(5.14)
≤ (2θρ)−n−2
∫
B2θρ(x0)
|u− p0(x− x0)− γ(h(x0) +Dh(x0)(x− x0))|2dx
= γ2(2θρ)−n−2
∫
B2θρ(x0)
|w − h(x0)−Dh(x0)(x− x0)|2dx
≤ 4c210
(
2−n−1θ−n−2ε+ 8c11αnθ2
) (
Φ(x0, ρ, p0) + δ
−2ω(ρ)(1 + |p0|2)2
)
≤ c12
(
θ−n−2ε+ θ2
) (
Φ(x0, ρ, p0) + δ
−2ω(ρ)(1 + |p0|2)2
)
,
where we have used (5.13) in the second to last line; here we have set c12 = (2
1−n +
32αnc11)c
2
10 + 1, which depends only on n, N , λ, and L. We now fix p0 = (Du)x0,ρ.
With P = (Du)x0,ρ + γDh(x0) we deduce from (5.14), assuming ρ ≤ ρ1,
Φ(x0, θρ) = α
−1
n (θρ)
−n
∫
Bθρ(x0)
|Du− (Du)x0,θρ|2 dx
≤ α−1n (θρ)−n
∫
Bθρ(x0)
|Du− P |2 dx
≤ 2nc6α−1n (2θρ)−n−2
∫
B2θρ(x0)
|u− ux0,2θρ − P (x− x0)|2 dx
+ 2nc6ω(2θρ)(1 + |P |2)
≤ 2nc6c12α−1n
(
θ−n−2ε+ θ2
) (
Φ(x0, ρ) + δ
−2ω(ρ)(1 + |(Du)x0,ρ|2)2
)
+ 2nc6ω(ρ)(1 + |P |2) ;(5.15)
here the second to last inequality follows from Lemma 3.2, the last from (5.14). Under
the additional smallness condition
2c11γ
2 ≤ 1(5.16)
we have, using (5.10) and (5.12),
1 + |P |2 ≤ 1 + 2|(Du)x0,ρ|2 + 2γ2|Dh(x0)|2(5.17)
≤ 1 + 2|(Du)x0,ρ|2 + 2c11γ2ρ−n
∫
Bρ(x0)
|Dh|2 dx
≤ 1 + 2|(Du)x0,ρ|2 + 2c11γ2
≤ 2(1 + |(Du)x0,ρ|2) .
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We now fix θ sufficiently small that
2n+1c6c12α
−1
n θ
2 ≤ θ2β ,(5.18)
and then set ε := θn+4, which also fixes δ; without loss of generality we assume that
δ is sufficiently small that we have 8c210c11δ
2 < 1. Note that θ, ε, and δ depend on n,
N , λ, L, α, and β.
We now set c8 = 32c
2
10c11 and c9 = 2
n+2c6(δ
−2 + 1). In view of the smallness
conditions (5.9), (5.16), and (5.18), inequalities (5.15) and (5.17) then yield the desired
result.
For a given M > 0 we can find Φ0(M) > 0 (dependent also on n, N , λ, L, β, and
ν( · )) sufficiently small that
ν(2Φ0(M)) + 2Φ0(M) ≤ δ2/2 and(5.19)
Φ0(M) ≤ 1
4
M2θn(1− θβ)2.(5.20)
Given this, we can also find ρ0(M) ∈ (0, ρ1] (dependent also on n, N , λ, L, β, ν( · ) and
ω( · )) so small that, writing c13(M) for c8+c9θ2α−θ2β (1 + 16M4) (with c13 thus depending
also on n, N , λ, L, α and β), we have
c13(M)ω(ρ0(M)) ≤ min{δ2,Φ0(M)} and(5.21)
c13(M)Ω(ρ0(M)) ≤ 14M2θn(1− θα)2.(5.22)
If the quantities Φ(x0, ρ) and ρ are sufficiently small for some Bρ(x0), the next lemma
shows that we can iterate Proposition 5.1.
Lemma 5.2. For M0 > 0 and Bρ(x0) ⊂⊂ U , suppose that the conditions
(i) |(Du)x0,ρ| ≤M0,
(ii) ρ ≤ ρ0(M0), and
(iii) Φ(x0, ρ) ≤ Φ0(M0)
are satisfied. Then the smallness conditions (5.1) and (5.2) are fulfilled on Bθjρ(x0)
for all j ∈ N. Furthermore there exists
Υx0 := lim
j→∞
(Du)x0,θjρ,
and there exists c14 depending only on n, N , λ, L, α, β, and M0 such that for all
r < ρ there holds
−
∫
Br(x0)
|Du−Υx0 |2 dx ≤ c14
(( r
ρ
)2β
Φ(x0, ρ) + Ω(r)
)
.(5.23)
Proof. In order to show the first part of the lemma we prove two statements by
induction. Precisely, for j ∈ N ∪ {0} we shall show
(I)j Φ(x0, θ
jρ) ≤ θ2βjΦ(x0, ρ) + c13(M0)ω(θjρ) and
(II)j |(Du)x0,θjρ| ≤ 2M0 .
D
ow
nl
oa
de
d 
12
/1
5/
15
 to
 1
30
.1
02
.8
2.
11
0.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
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Note first that (II)j combined with (5.21) and (iii) yields
(I ′)j Φ(x0, θjρ) ≤ 2Φ0(M0) .
We now proceed to the proof by induction. The case j = 0 follows immediately
from (5.19), (5.21), and the monotonicity of ν and of ω. We assume (I) and (II) for
: = 0, . . . , j − 1. We first calculate, using (5.3), (II) for : = 0, . . . , j − 1 and (ω1),
Φ(x0, θ
jρ) ≤ θ2βjΦ(x0, ρ) + c9
j−1∑
 =0
θ2β ω(θj− −1ρ)(1 + |(Du)x0,θj−−1ρ|4)
≤ θ2βjΦ(x0, ρ) + c9θ−2α
(
j−1∑
 =0
θ2(β−α) 
)
ω(θjρ)(1 + 16M40 )
≤ θ2βjΦ(x0, ρ) + c9(1 + 16M
4
0 )
θ2α − θ2β ω(θ
jρ)
≤ θ2βjΦ(x0, ρ) + c13(M0)ω(θjρ) ,
showing (I)j. To show (II)j we estimate
|(Du)x0,θjρ| ≤M0 +
j∑
 =1
|(Du)x0,θρ − (Du)x0,θ−1ρ| via (iii)
≤M0 +
j∑
 =1
[
−
∫
B
θρ
(x0)
|Du− (Du)x0,θ−1ρ|2 dx
]1/2
≤M0 + θ−n/2
j∑
 =1
[
−
∫
B
θ−1ρ(x0)
|Du− (Du)x0,θ−1ρ|2 dx
]1/2
≤M0 + θ−n/2
j−1∑
 =0
√
θ2β Φ(x0, ρ) + c13(M0)ω(θ ρ) via (I) , : = 0, . . . , j−1
≤M0 + θ−n/2
(√
Φ(x0, ρ)
1− θβ +
√
c13(M0)
1− θα
√
Ω(ρ)
)
via (2.5)
≤M0 + θ−n/2
(√
Φ0(M0)
1− θβ +
√
c13(M0)Ω(ρ0(M0))
1− θα
)
via (iii), (ii)
≤ 2M0 via (5.20), (5.22).
The conclusion of the lemma then follows from (I ′)j and (II)j after taking into account
(5.19) and (5.21).
Analogously we calculate, for k > j,
|(Du)x0,θjρ − (Du)x0,θkρ| ≤
k∑
 =j+1
|(Du)x0,θρ − (Du)x0,θ−1ρ|
≤ θ−n/2
(√
Φ(x0, ρ)
1− θβ θ
βj +
√
c13(M0)
1− θα
√
Ω(θjρ)
)
;
this shows that {(Du)x0,θjρ} is a Cauchy sequence. For
Υx0 := lim
j→∞
(Du)x0,θjρ
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we thus have, with c15 =
√
2θ−n/2
(
1+
√
c13(M0)
1−θα
)
depending only on n, N , λ, L, α, β,
and M0,
|(Du)x0,θjρ −Υx0 | ≤ c15
[
θ2βjΦ(x0, ρ) + Ω(θ
jρ)
]1/2
for all j. Combining this with (I)j and setting c16 = 2(c13(M0) + c
2
15) (note that c16
has the same dependencies as c15) we have, using also (2.6),
−
∫
Bθjρ(x0)
|Du−Υx0 |2 dx ≤ 2Φ(x0, θjρ) + 2|(Du)x0,θjρ −Υx0 |2
≤ 2θ2βjΦ(x0, ρ) + 2c13(M0)ω(θjρ) + 2c215
(
θ2βjΦ(x0, ρ) + Ω(θ
jρ)
)
≤ c16
(
θ2βjΦ(x0, ρ) + Ω(θ
jρ)
)
.
For 0 < r ≤ ρ we can find j ∈ N ∪ {0} with θj+1ρ < r ≤ θjρ. For this j we have
−
∫
Br(x0)
|Du−Υx0 |2 dx ≤ θ−n −
∫
Bθjρ(x0)
|Du−Υx0 |2 dx(5.24)
≤ c16θ−n
(
θ2jβΦ(x0, ρ) + Ω(θ
jρ)
)
= c16θ
−n
(
θ2(j+1)β
θ2β
Φ(x0, ρ) + Ω
(
θj+1ρ
θ
) )
≤ c16θ−n
(( r
ρ
)2β
θ−2βΦ(x0, ρ) + θ−2αΩ(θj+1ρ)
)
≤ c16θ−n−2β
(( r
ρ
)2β
Φ(x0, ρ) + Ω(r)
)
;
here we have used (2.3) to obtain the second to last inequality. This shows (5.23)
with c14 = c16θ
−n−2β (note that c14 has the correct dependencies).
We are now in a position to complete the partial-regularity proof.
Proof of Theorem 2.2. We give the proof of (i); the proof of (ii) is completely
analogous. We assume that for some x0 ∈ U and M0 > 0 we have
|(Du)x0,ρ| < M0 and Φ(x0, ρ) < Φ0(M0)
on Bρ(x0), where B2ρ(x0) ⊂⊂ U with 0 < ρ ≤ ρ0(M0). Such a ρ can always be
found for each x0 belonging neither to Σ1 nor to Σ2. Since the functions z → (Du)z,ρ
and z → Φ(z, ρ) are continuous there exists a ball Bσ(x0) ⊂⊂ U , such that for all
z ∈ Bσ(x0) we have Bρ(z) ⊂⊂ U , and further there holds
|(Du)z,ρ| < M0 and Φ(z, ρ) < Φ0(M0) for all z ∈ Bσ(x0).(5.25)
We can thus apply Lemma 5.2 on Br(z) for any z ∈ Bσ(x0) and r with 0 < r ≤ ρ to
deduce
−
∫
Br(z)
|Du−Υz|2 dx ≤ c14
(( r
ρ
)2β
Φ(z, ρ) + Ω(r)
)
.(5.26)
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For z, z˜ ∈ Bσ(x0) with r = |z − z˜| < 2σ and a = (z + z˜)/2 we obtain
|Υz −Υz˜|2 =
1
αn(r/2)n
∫
Br/2(a)
|Υz −Υz˜|2 dx
≤ 2
n
αnrn
∫
Br(z)∩Br(z˜)
|Υz −Υz˜|2 dx
≤ 2n+1
[
−
∫
Br(z)
|Du−Υz|2 dx+−
∫
Br(z˜)
|Du−Υ
z˜
|2 dx
]
≤ 2n+1c14
[( r
ρ
)2β(
Φ(z, ρ) + Φ(z˜, ρ)
)
+ 2Ω(r)
]
≤ 22n+2c14
[( |z − z˜|
ρ
)2β
Φ(x0, 2ρ) + Ω(|z − z˜|)
]
.
Here we have used (5.26) in the third to last inequality, and the fact that Φ(z, ρ) +
Φ(z˜, ρ) ≤ 2n+1Φ(x0, 2ρ) in obtaining the final inequality. Since Υz is the Lebesgue-
representative of Du(z), we can conclude the desired continuity.
As noted in section 2 we can weaken the hypotheses of the theorem by omitting
(H4). This entails essentially only notational changes in the proof: in (5.1), (5.9),
and (5.18) we need to replace ν( · ) by ν(M + 1, · ) for |(Du)x0,ρ| (respectively, |p0|)
less than M and check that this is preserved in the iteration. Analogous changes also
need to be made in Lemma 4.1. We thus have the following corollary.
Corollary 5.3. The conclusion of Theorem 2.2 also follows if we omit the
hypothesis (H4).
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