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Abstract
In this thesis we investigate the dynamics of coupled liquid sloshing systems, which consist
of a one-dimensional array of vessels, partially filled with fluid, being connected together
by nonlinear springs. The fluid motion induces a hydrodynamic force on the side walls of
the vessel, which induces the vessel to move. The vessel movement is also controlled via a
restoring force of the attached springs, which in turn causes the fluid to alter its motion.
The simplest coupled liquid sloshing system consists of one vessel connected to a side wall via
a spring. We review this example and investigate the techniques documented in the literature
to study the linear problem of such a system. Then we extend this linear theory to multi-
vessel systems, in particular focussing on the 2-vessel system which introduces the notion of
modes being in-phase or out-of-phase with each other. In the general N -vessel system we
also identify the existence in parameter space of internal resonances, where different modes
oscillates at the same frequency. Such a resonance provides a mechanism for energy exchange
between modes in the nonlinear system.
The nonlinear dynamics of the coupled liquid sloshing system are studied by employing a
symplectic integration scheme based on a variational principle, to the shallow-water form of
the governing equations. We present results for the shallow-water scheme in the linear, weakly
nonlinear and fully nonlinear regimes. The shallow-water numerical scheme has trouble
dealing with breaking waves, so we perform a feasibility study where we attempt to use a
similar approach for a non-shallow fluid system. The governing equations are derived and
results presented in the linear amplitude regime for the 1-vessel system.
Finally, we develop variational principles for the coupled liquid sloshing system in the Eulerian
framework based on the principle of constrained variations to derive the governing fluid
equations and free-surface boundary conditions, from a natural Lagrangian functional. We
use this constrained variational approach to derive the fully rotational 2D Euler equations
and its stream function formulation.
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Chapter 1
Introduction
1.1 The coupled sloshing problem
Fluid dynamics is the study of fluid motions which are complex in nature, and it is a widely
researched area as fluid flow is ubiquitous. An introduction to the subject can be found in
[1]. Of particular interest in this thesis are sloshing problems where the fluid is enclosed in a
partially filled vessel of a given geometry, and the fluid free-surface, which is exposed to air,
undergoes wave-like motions. More precisely, sloshing means any motion induced by fluid
free-surface inside its vessel, and it is caused by any disturbance to the vessel, to the fluid
itself or both [37]. The vessel itself can either be fixed, or in motion due to the hydrodynamic
forces induced by the fluid or by stipulated external forces, such as the forced motion of a
ship due to an external wave field.
When a fluid sloshes back and forth in a moving vessel, it generates a resulting hydrodynamic
force on the vessel walls which can, in some circumstances, destabilise the vessel motion. This
destabilisation can have far reaching consequences, for example it can cause fishing boats to
capsize [19, 2, 22] when trapped water on deck creates enhanced roll moments, it can lead to
the destruction of fuel tanks excited by earthquakes [20], and it can even make us spill our
coffee [48]! The understanding of liquid sloshing is also of great importance in areas such as
maritime, terrestrial and space transport. For example, the study of liquid fuel sloshing in
rockets and missiles is of great importance to the understanding of their stability in flight,
as highlighted in [37].
On the other hand, the liquid sloshing system can also be used as a system stabiliser. For
example, tuned liquid dampers suppress unwanted vibrations in large structures such as
skyscrapers and offshore wind turbines. They do this by dissipating energy through fluid
viscosity and wave breaking, as well as through the use of baﬄes [41, 8, 37]. Liquid dampers
have gained popularity since their first applications to buildings in the 1980’s [49, 59], as
they are cheaper and easier to maintain than traditional mass dampers.
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Furthermore, recent studies on fluid sloshing in rotating-translating rectangular containers
[11, 9, 63, 61, 6, 5, 15, 62, 66] have furthered the understanding of the OWEL (Offshore Wave
Energy Ltd) wave energy converter. This has been via the design of a suitable numerical
scheme to simulate the system [11, 6, 5, 15, 62, 66], the theory on the linear system [9] and
the nonlinear resonance mechanism in the system [63], which can have a positive impact on
the efficiency of the energy conversion.
The works of Moiseyev & Rumyantsev [50], Ibrahim [37] and Faltinsen & Timokha [24],
and references therein, highlight additional consequences of sloshing fluids. Therefore, the
identification and classification of the destabilisation mechanism, and understanding how to
control it, is of great practical importance. Despite the vast amount of research conducted
in fluid sloshing, there are still numerous phenomena which are not fully understood. This
is due to the fact that the equations which describe the fluid motion and the position of the
free-surface, are a set of nonlinear coupled partial differential equations in both space and
time. Assumptions which simplify these equations are usually made to conduct analytical
studies of the liquid sloshing problem, however many important aspects of the system are
lost in the process.
In this thesis our emphasis is on rectangular vessels that are quasi-two-dimensional, i.e. the
effect of the front and back walls of the vessels can be neglected and the fluid is open to
the atmosphere. The vessels are restricted to undergo one-dimensional horizontal motions
only, with no friction between the vessels and the horizontal plane on which they slide, and
fluids inside the vessels are assumed to be inviscid and incompressible. Even under these
modest assumptions, the resulting systems still contain many interesting unanswered and
unexplored questions. We often have to first study the linear problem to make any analytical
progress. To study the system in its linear regime we assume the vessel displacement and
the free-surface disturbance are small compared to the fluid depth.
For a fixed, symmetric vessel, the contained fluid experiences so-called ‘free sloshing’, i.e. the
fluid motion is not affected by the motion of the vessel and vice versa. The natural frequencies,
ω, which the fluid oscillates in the absence of any damping or external forces, are those
determined by a characteristic equation of the form ∆(ω) = 0. This equation has infinitely
many solutions, and each solution can be classified as either a symmetric or anti-symmetric
spatial eigenmode. Therefore we can decompose ∆(ω) such that ∆(ω) = P(ω)D(ω) = 0,
where P(ω) = 0 is the characteristic equation for the symmetric sloshing modes and D(ω) =
0 is the characteristic equation for the anti-symmetric sloshing modes. If h∗(x, t) is the
deflection of the free-surface of the fluid away from its horizontal quiescent level, where t
denotes time and x is the coordinate along the vessel with side walls at x = 0 and x = L > 0,
then the symmetric modes have the reflectional symmetry h∗(0, t) = h∗(L, t) about x = L/2,
while the anti-symmetric modes have the rotational symmetry h∗(0, t) = −h∗(L, t) about
x = L/2. Note that the fluid exerts zero resultant force on the vessel walls for symmetric
modes due to their associated symmetric pressure fields (when the vessel is symmetric).
The study of vessel, free to move, where the fluid and the vessel motions are intrinsically
coupled, has received significant attention in the past few decades. Here the fluid exerts
a hydrodynamic force on the walls of the vessel causing it to move, and usually the vessel
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has some additional restoring force mechanism to generate a force back on the fluid. One
of the first such studies was by Cooker [21] who investigated the pendulum sloshing system
where the vessel is suspended as a bifilar pendulum. This support structure, in this so called
‘Cooker problem’, prevents the vessel from rotating and maintains a horizontal base. In the
same year, an independent study on the bifilar pendulum system was also carried out by
Weidman [70]. Tuned liquid dampers (TLDs) can also be coupled systems [38, 26, 9]. The
vessel motion of a TLD is restricted to horizontal movement only, and it is governed by a
spring-mass-damper model.
In Cooker’s work [21], a theoretical analysis of the coupled sloshing system under the assump-
tions of a shallow-water fluid model coupled with a linear pendulum equation for the vessel
motion was carried out. Cooker derived the characteristic equation for the anti-symmetric
sloshing modes, and the corresponding natural frequencies were confirmed by experiment.
Furthermore, the characteristic equation for a non-shallow water fluid model using a velocity
potential formulation was also derived for the first anti-symmetric mode using the hydro-
static pressure approximation in the vessel equation. Ikeda & Nakagawa [38] approached the
non-shallow water coupled sloshing problem for TLDs using a finite modal expansion con-
sisting of the first symmetric and the anti-symmetric modes coupled with the vessel motion,
and the theoretical results were confirmed by comparing them against numerical and experi-
mental results. Then, Frandsen [26] solved the linear non-shallow water TLD problem using
an infinite cosine eigenmode expansion, with the characteristic equations being expressed in
an infinite-product form, and the linear theory was used to validate their numerical scheme.
This numerical scheme was then used to simulate the nonlinear TLD system, which provides
insights into its nonlinear behaviour. One key assumption made in [26] is the exclusion of
symmetric modes as they do not contribute to vessel motion. Independently, Yu [71] used
an infinite vertical eigenfunction expansion to solve the non-shallow water sloshing version of
Cooker’s problem, with the general solution being expressed as a summation of a wave mode
and infinitely many evanescent modes. At this point it is worth noting that while the fully
nonlinear TLD and Cooker’s model are fundamentally different systems, they are equivalent
in the linear, small amplitude oscillation setting if we neglect any damping elements and
external forcings [9].
Later, Alemi-Ardakani et al. [9] derived an alternative form of the characteristic equation for
the non-shallow water coupled sloshing system, solved by using an infinite cosine eigenmode
expansion in an infinite-summation form as opposed to the infinite-product form derived
in [26]. They showed that the general form of the characteristic equation should still be
considered as the product of the characteristic equations associated with symmetric and anti-
symmetric modes respectively (i.e. ∆(ω) = P(ω)D(ω) = 0). Hence the general characteristic
equation is satisfied if either characteristic equation is zero. This leads to the identification
of internal resonances between the symmetric and anti-symmetric modes for the coupled
sloshing system. The most interesting resonance to consider is the 1 : 1 resonance which
occurs when two sloshing modes have identical natural frequencies, which is equivalent to
both terms in the full characteristic equation being equal to zero simultaneously (i.e. P(ω) =
D(ω) = 0). This resonance was first identified and explained by Alemi-Ardakani et al. [9].
Additionally, close to the 1 : 1 resonance for the Cooker experiment, Turner & Bridges [63]
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identified a heteroclinic orbit for one critical fluid depth, which connected the first symmetric
sloshing mode to the first anti-symmetric coupled mode. This orbit allowed energy to transfer
between the modes producing erratic system behaviours, such as the vessel coming to rest
when all the energy passes to the symmetric modes, or a symmetric sloshing mode bifurcating
and inducing vessel motion.
Recently, Huang & Turner [36] generalised the coupled sloshing system in a TLD to the case of
N vessels connected by springs in a one-dimensional chain. This system could be considered
as a model for a coupled array of maritime vessels transporting fluid or as a coupled system
of offshore wave energy converters. The characteristic equations of the system for both
the symmetric and the anti-symmetric modes were derived. Similar to the 1-vessel case,
the characteristic equation for the symmetric modes was found to be decoupled from the
system and independent of vessel motions. This part of the characteristic equation consists
of products of the individual characteristic equations for the symmetric modes in each vessel.
Due to the structure of the full system, the characteristic equation for the anti-symmetric
modes was given by the zero determinant of a Toeplitz matrix. Additionally, an analytical
expression for the condition for the existence of the (N + 1)-fold 1 : · · · : 1 resonance between
the first symmetric mode in each vessel and the first anti-symmetric mode for the case of
identical vessels was found. Unlike the 1-vessel system, in the N -vessel system, there exists
the notion of two vessels being in-phase or out-of-phase of each other. When two vessels are in-
phase with one another, their motions are in the same direction, while for out-of-phase vessels
their motions are in opposite directions to each other. The existence of multi-resonance in
this problem resembles the work of Turner et al. [61], where the vessel in the 1-vessel system
is partitioned into N distinct sections via N − 1 non-porous baﬄes. Here, resonances from
the 1 : 1 to the (N + 1)-fold 1 : · · · : 1 resonances are also possible.
In practice, it is difficult to set up an experiment or scenario for which a single sloshing
mode is the observed solution, because the solution contains infinitely many symmetric and
anti-symmetric modes. Therefore, to understand physical systems it is necessary to study
the linear initial value problem of the coupled sloshing system, in which the initial data is
a superposition of all these sloshing modes. Weidman & Turner [68] investigated the linear
initial value problem of the 1-vessel coupled sloshing system in the shallow-water limit. They
found that as the fluid mass was reduced (for a fixed vessel mass) the dominant sloshing
mode number of the system increased. This means that as the fluid mass is reduced the
system frequency, in particular the vessel frequency, ‘switches’ to successively higher modes
until the system frequency tends to that of the dry vessel system.
Analytical techniques are useful in studying the linear behaviour of the coupled sloshing
problem. However, nonlinear effects are also important, both in theory and in practice, since
many nonlinear phenomena, such as energy exchange between symmetric and anti-symmetric
modes, and the nonlinear interaction between different sloshing modes, cannot be explained
by linear theory. Numerical simulations are important in this aspect as there is currently
no analytical methodology for solving the fully nonlinear system. The main difficulty for
numerically solving the coupled sloshing system lies in the treatment of the fluid. Numerical
solutions for liquid sloshing is also difficult due to the need to solve for the position of the
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free-surface as part of the solution.
In general, there are two descriptions for fluid flows, the Lagrangian approach and the Eu-
lerian approach [14]. In the Lagrangian frame of reference, we assign a label to each fluid
particle, and we track its position and any quantities, such as the pressure, that are associ-
ated with it. In the Eulerian frame of reference, properties of the fluid flow are measured at a
fixed location, with quantities (possibly varying in time) being assigned to this location. The
Lagrangian description of the fluid is more natural mathematically as its variational principle
is straightforward and it has a Hamiltonian structure with constant symplectic operator. The
Eulerian description on the other hand is more widely studied, because measurements at a
fixed location are easier in practice.
Two-dimensional inviscid fluid flows are governed by the 2D Euler equations which consist of
two momentum equations and one mass continuity equation, the latter of which can be recast
as an equation which determines the pressure field. For incompressible flows, the pressure
acts as a Lagrange multiplier to enforce the mass continuity equation, however numerically it
bears no physical meaning since only the pressure gradient is required in the calculations. In
a computational fluid dynamics (CFD) approach, this can cause numerical problems in the
system as odd and even numerical grid points decouple, leading to a ‘checkerboard’ pattern of
undershoot and overshoot [25]. In the Eulerian framework, a staggered grid arrangement [31]
was developed to resolve this issue. In the conventional grid arrangement, or collocation grid
arrangement, all variables at any specific location are stored at the centre of the corresponding
grid cell, whereas in the staggered grid arrangement, the components of the velocity field are
stored at cell faces and only the pressure is stored at the cell centre. However, the staggered
grid arrangement is only applicable in the Eulerian description of the fluid. A comprehensive
introduction to computational fluid dynamics and the issues discussed can be found in [25].
If the fluid is assumed to be irrotational, then the velocities can be represented by a velocity
potential which allows the nonlinearity of the governing equations to be shifted to the free-
surface conditions, and as a consequence, the pressure is decoupled from the system using
the dynamic boundary condition. This greatly simplifies the analysis since the interior of
the fluid is solely determined by Laplace’s equation for the velocity potential, which in a
rectangular vessel can be readily solved using separation of variables.
In 2D fluid flows, the velocity field can also be represented by a stream function which is
automatically divergence-free, i.e. it satisfies the mass continuity equation, and hence the
pressure is decoupled from the system. The stream function representation has the added
advantage that it can describe rotational fluid motion. However, the system remains difficult
to solve as the interior equations are governed by the 2D vorticity equation which is nonlinear
and contains high order spatial derivatives of the stream function.
If the vertical velocity and acceleration variation of the fluid is small, then we can approxi-
mate the horizontal velocity everywhere by the horizontal velocity at the free-surface. This
decouples the vertical velocity from the system, thus making the pressure hydrostatic. This
is called the shallow-water approximation which drastically reduces the complexity of the
original system since the effects of vertical motion are eliminated. For the 1-vessel coupled
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sloshing problem in the shallow-water limit, Alemi-Ardakani & Bridges [7] derived and im-
plemented an efficient numerical scheme via a discretised variational principle. Their scheme
is accurate and efficient, however its biggest strength lies in its ability to produce long-time
simulations, as it conserves, on average, the total energy of the system. The scheme also
preserves the energy partition between the fluid motion and the vessel motion throughout
the simulations. The scheme is based on the Lagrangian description of the fluid, which is
symplectic as the underlying system is expressed as a Hamiltonian system, and the discretised
equations are derived via a variational principle.
For the 1-vessel non-shallow water coupled sloshing problem, Frandsen [26] developed a
numerical scheme to simulate irrotational fluid flows. The scheme transforms the fluid domain
to a rectangular computational domain via a time-independent conformal map, and the
solution for the velocity potential on the whole domain, governed by a modified Laplace’s
equation, is found using an iterative method. For the same problem, Turner & Bridges
[65] derived a numerical scheme using a time-dependent conformal mapping [17] to map
the physical fluid domain to a time-dependent rectangular computational domain using a
generalization of the Hilbert transform. The transformed variables are constructed such that
Laplace’s equation in the interior domain is automatically satisfied. The results produced by
both schemes showed excellent agreement. The time-dependent conformal mapping method
is more efficient than that of [26] as the scheme only has to solve two explicit PDEs on the
free-surface, whereas in [26] a modified form of Laplace’s equation needs to be solved in the
interior at each time step, hence many more grid points are required. However, an extension
to 3D flows using conformal mappings method is not possible.
Variational principles, which are based on the idea of extremising the functional that describes
the full dynamics of the underlying system, are an important tool in studying the coupled
sloshing problem. This is because they correctly capture all aspects of the coupled system,
from the vessel motion to the fluid motion and how they are coupled together. For rectilinear
vessel motions, the vessel aspect of the coupled system is trivial to derive using a variational
principle as it is in the form for the classical Hamilton’s principle. However, the fluid aspect
of the coupled sloshing system can be challenging to derive using the variational principle
approach, especially in the Eulerian description of fluid flow. The first variational principle
for incompressible and irrotational fluid flows in the Eulerian framework is given by Luke
[46]. In his work, the Lagrangian density was taken to be the pressure which was expressed
using Bernoulli’s equation written in terms of the velocity potential for irrotational fluids.
Using the standard Hamilton’s principle, the correct governing equations and the free-surface
boundary conditions were obtained. But this choice of the Lagrangian density is not natural
in the sense that it is not an energy functional. Also this approach is restricted to irrotational
flows.
In the Lagrangian description, variational principles are straightforward because the inde-
pendent variables, i.e. the labels, belong to a vector space, and thus the natural Lagrangian
which is written in terms of the kinetic energy, potential energy and the constraint, has the
standard Hamilton’s principle. In the Eulerian description, the classical Hamilton’s principle
for the natural Lagrangian fails to produce the required governing equations. This is due to
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the fact that the Lagrangian variables differ from the Eulerian variables, and thus the Eule-
rian variations are not arbitrary, but instead they are expressed in terms of the Lagrangian
variations which are free. This brings us to the notion of the constrained variation which is
also known as the Euler-Poincare´ framework. Readers are referred to [34] for a comprehensive
introduction to the subject. Understanding the variational principle for the coupled sloshing
problem is important, as numerical schemes based on the discretised variational principle
are symplectic and have excellent energy conservation properties, and thus are highly desir-
able for long-time simulations. More information on symplectic integrators can be found in
[47, 30, 44].
1.2 Outline of the thesis
The main bulk of this thesis is divided into six chapters. Chapters 2 - 4 are on the linear
theory of the coupled sloshing system for 1, 2 and N vessels respectively. Chapters 5 - 6
contain numerical simulations of the coupled sloshing system for the 2-vessel system and
the 1-vessel system respectively, using symplectic integrators in the Lagrangian framework.
Chapter 7 is on the variational principle for the fluid dynamic part of the coupled sloshing
problem for the 1-vessel system, in the Eulerian framework.
In Chapter 2, we review the 1-vessel coupled sloshing system based on the work of Alemi-
Ardakani et al. [9]. We identify the governing equations and derive the vessel equation via an
Euler-Lagrange equation using a reduced Lagrangian approach. By assuming the contained
fluid is inviscid, incompressible and irrotational, the coupled system can be determined solely
in terms of the vessel displacement and a velocity potential. To investigate the natural fre-
quencies of the system we examine time-harmonic solutions of the linearised system. Using an
infinite cosine eigenmode expansion for the inhomogeneous term on the free-surface boundary
condition, the general solution can be split into two parts which correspond to symmetric
and anti-symmetric modes. Based on the work by Yu [71], we also present an alternative
method for solving the linear system by shifting the inhomogeneous term to the side wall
boundary conditions and expand as a vertical eigenfunction expansion. The two methods
are compared and their advantages and disadvantages are discussed.
In Chapter 3, we extend the work in Chapter 2 by introducing an additional vessel to the
system, with the two vessels (can be non-identical) connected via a nonlinear spring. The
symmetric modes in each vessel are decoupled, but the anti-symmetric modes are affected
by the motion of both vessels and the fluid motion within them. In the 2-vessel system,
the vessels can be in-phase or out-of-phase with respect to each other, and in some cases,
one of the vessels can be almost stationary. Numerical results of the natural frequencies are
presented for identical and non-identical vessels. The non-dimensional form of the system
is also given, and the weakly-coupled vessel system is analysed via an asymptotic expansion
in terms of the middle spring linear stiffness coefficient. Finally, we investigate the linear
initial value problem of the 2-vessel system. Given a flat initial free-surface the dominant
anti-symmetric mode can change as the quiescent fluid depth in each vessel varies, and for
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identical vessels moving in-phase the results are in exact agreement with [68]. However, for
the 2-vessel system, the initial displacements of the vessels in the initial condition, can also
influence the distribution of the in-phase and out-of-phase anti-symmetric sloshing modes
present in the general solution.
In Chapter 4, we extend the work from the previous chapter, to an array of N connected
vessels. The general solution for the linear modes and the characteristic equations of the
symmetric and the anti-symmetric modes are derived. Numerical results of the characteristic
equation for the anti-symmetric modes for identical vessels are presented for specific cases.
The chapter also includes analytical and numerical evidence for the existence of internal
resonances. Special attention has been paid to the 2-vessel case, as it turns out that the
1 : 1 : 1 resonance only occurs for out-of-phase anti-symmetric modes when the vessels are
identical. Additionally, the (N + 1)-fold 1 : 1 : · · · : 1 internal resonance condition for N
identical vessels are presented. Part of the work in this chapter has been published in [36].
In Chapter 5, the nonlinear behaviour of the system is investigated for the 2-vessel coupled
sloshing system, when the contained fluids are in the shallow-water limit, using a symplectic
numerical scheme. We introduce and derive the Lagrangian particle path (LPP) formulation,
and the corresponding Hamiltonian formulation of the 2-vessel coupled sloshing shallow-
water system via a Legendre transform. The Hamiltonian of the system is discretised based
on the symplectic method implemented in [7], then the resulting semi-discretised equations
are numerically integrated in time via a symplectic integrator. The scheme is validated by
comparing the numerical simulations against the linear solution for a single anti-symmetric
mode, and the convergence properties of the scheme tested. Using this scheme, we are able to
verify the theory for the initial value problem in Chapter 3, when the fluid depths are small.
Furthermore, weakly nonlinear simulations for a single mode initial conditions are presented
and the excitation of higher frequency modes is observed. Additionally, simulations for the
system with nonlinear springs are presented, and erratic behaviours are observed near a
saddle point of the nonlinear spring equations. Lastly, simulations of large amplitude waves
where shocks (spatially discontinuous waves) occur are also included, and issues, limitations
and possible remedies of the numerical scheme are discussed.
In Chapter 6, we extend the LLP formulation to the non-shallow water case, and the corre-
sponding Hamiltonian system is derived. A feasibility study of the numerical scheme using
the discretised variational principle approach in Chapter 5 is conducted, and it is concluded
that under the current formulation this approach is unfeasible due to the limitation of the
numerical spatial derivative approximation for the boundary and the corner points. Hence, in
order to investigate the behaviour of the Lagrangian particle path formulation of the 1-vessel
coupled sloshing system we choose to discretise Hamilton’s equations directly. However, this
means we lose the symplecticity of the scheme. The resulting semi-discretised equations are
time-integrated using a symplectic integrator with a constraint, and hence a quasi-Newton
method is used at each integration time step such that the constraint of mass continuity is
satisfied. In the Lagrangian framework, the kinematic boundary condition is automatically
satisfied as the vertical fluid position evaluated at the free-surface label is the free-surface.
This is because the free-surface consists of fluid particles which are Lagrangian particles. How-
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ever, it is found that a unique solution which satisfies both the dynamic boundary condition
and the continuity equation on the free-surface is not possible under the current numerical
setup, and thus methods to enforce these conditions are presented. Linear simulations of the
system using this method show excellent agreement with the linear solution, but only for the
first anti-symmetric mode.
In Chapter 7, we develop the theory of the variational principle for the fluid equations in
the Eulerian framework. The idea of constrained variations is introduced, and the explicit
forms in terms of the free variations for the constrained variations are derived, such that
the kinematic boundary condition is automatically derived during the process. The natural
Lagrangian for the full rotational Euler equations in the Eulerian setting is given by the
kinetic energy minus the potential energy with the mass-conservation constraint enforced by
a Lagrange multiplier. Using the constrained variations, the 2D Euler equations are derived
provided we choose the pressure to be the material derivative of the Lagrange multiplier
plus the total energy of the fluid. Gavrilyuk et al. [27] derived an alternative form of
the dynamic boundary condition, which makes the dynamic boundary condition derivable
using a variational principle. By taking the same approach, the Euler equations in the
stream function formulation and the Green-Naghdi equations [28], which are the shallow-
water equations with an added higher order contribution from the vertical fluid velocity, are
also derived via variational principles. The standard shallow-water equations can be recovered
if we neglect the kinetic energy from the vertical velocity, in the natural Lagrangian density.
Aspects of this work on the variational principle for the 2D Euler equations in terms of the
stream function has been published in [12].
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Chapter 2
Review of the 1-Vessel Coupled
Sloshing Problem
The purpose of this chapter is to review the work undertaken in the literature thus far which
is significant to the work in this thesis. This allows us to have a firm grasp of the problem,
and the mathematical techniques required for solving such problems. This will help us to
extend the system beyond a single vessel in later chapters. Here we derive the nonlinear
governing equations and review the linear theory for coupled sloshing of a liquid with a
free-surface, within a rectangular vessel holding that fluid. This vessel is assumed to undergo
horizontal rectilinear translations in one-dimension connected to a spring as a restoring force.
See Figure 2.1 for a schematic diagram of the experimental setup, and [9] for full details.
2.1 Nonlinear governing equations
The fluid motion within the rectangular vessel in Figure 2.1 is assumed to be inviscid and
incompressible, and it is further assumed that the motion can be modelled as a quasi-two-
dimensional system, i.e. the effect of the front and back walls of the vessel can be neglected.
This assumption has been justified in experimental studies, for example [21], [68] or the case
without a restoring spring [32]. Under these assumptions the fluid is governed by the two-
dimensional Euler equations, which in a frame of reference moving with the vessel are given
by
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= −1
ρ
∂P
∂x
− q¨ , (2.1.1)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= −1
ρ
∂P
∂y
− g , (2.1.2)
∂u
∂x
+
∂v
∂y
= 0 , (2.1.3)
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Figure 2.1: Setup of the single vessel sloshing problem with vessel connected to a nonlinear
spring with linear spring coefficient ν, nonlinear spring coefficient µ and natural spring length
`. The quantity q(t) is the horizontal vessel displacement from its equilibrium position where
the spring is neither compressed or stretched. Coordinate system (X, Y ) is in the lab frame,
while coordinate system (x, y) is in the body frame.
where the overdot denotes an ordinary derivative with respect to time t. The functions
u(x, y, t) and v(x, y, t) are the velocity components in the x and y directions respectively,
P(x, y, t) is the pressure, g is the constant acceleration due to gravity which is assumed to act
down the y-axis and taken as 9.81m s−2 throughout this work, ρ is the constant fluid density
and q(t) is the horizontal displacement of the vessel from its equilibrium point. The (x, y)
coordinate system is fixed to the vessel, which is rectangular in shape, with impermeable side
walls at x = 0 and x = L, and a horizontal impermeable bottom at y = 0. The vessel is
assumed to have a width of 1m (in the z-direction). The fluid has an unknown free-surface
elevation at y = h(x, t) which is to be found as part of the analysis, and the free-surface is
open to the atmosphere which has constant pressure.
The moving coordinate system of the vessel is related to a fixed coordinate system (X, Y )
which is expressed in terms of the moving coordinates
X = x+ `+ q(t), Y = y , (2.1.4)
where ` is the natural length of the spring.
Without loss of generality we set the atmospheric pressure to zero, hence at the unknown
free-surface the dynamic boundary condition is
P (x, h(x, t), t) = 0 , for 0 ≤ x ≤ L. (2.1.5)
On the bed and two solid walls, the boundary conditions are the inviscid no penetration
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conditions
u(0, y, t) = 0 , (2.1.6)
u(L, y, t) = 0 , (2.1.7)
v(x, 0, t) = 0 . (2.1.8)
On the free-surface, we also have the kinematic boundary condition. This condition can be
interpreted as the condition that any particles on the free-surface remain on the free-surface
for all time. This condition can be written as
D
Dt
(y − h(x, t))
∣∣∣∣
y=h(x,t)
= 0 ,
where
D
Dt
=
∂
∂t
+u
∂
∂x
+v
∂
∂y
is the two-dimensional material derivative. Hence this condition
becomes
∂h
∂t
+ u
∂h
∂x
= v , on y = h(x, t) . (2.1.9)
The time-dependent displacement of the vessel from its equilibrium position, q(t), could be
defined a priori, and then equations (2.1.1) – (2.1.9) would be solved for a given q(t) to
determine the fluid motion. This would constitute a forced sloshing problem. Solving forced
sloshing problems is non-trivial, see [37] and [24] for an overview. However, our problem
of interest is to consider the coupled sloshing problem where the vessel is connected to a
nonlinear spring, modelled as a Duffing oscillator (cubic nonlinearity) with linear spring
coefficient ν > 0 and cubic nonlinear coefficient µ ∈ R. The coupled sloshing problem adds
an additional level of complexity compared to the forced problem because the displacement
of the vessel also needs to be calculated. The spring exerts a restoring force on the vessel
and the fluid exerts a hydrodynamic force on the vessel walls, due to the sloshing motion of
the fluid, which also contributes to the vessel motion.
To determine the equation of motion for the vessel, we consider a reduced Lagrangian L =
T − V of the system which incorporates the vessel equation but not the fluid equation. Here
T and V are the kinetic and potential energies respectively of the system which incorporates
the vessel motion. The full Lagrangian which incorporates irrotational fluid motion, can be
obtained from the Lagrangian given in [63], which is based on Luke’s variational principle [46].
A Lagrangian which derives the full Euler equations, based on the method of Euler-Poincare´
reduction is discussed in Chapter 7.
The kinetic energy of the system is
T =
1
2
∫ L
0
∫ h(x,t)
0
ρ
[
(u + q˙)2 + v2
]
dy dx +
1
2
mv q˙
2 , (2.1.10)
where the integral denotes the contribution from the fluid and the final term gives the con-
tribution from the empty vessel, of mass mv . The system’s potential energy is given by
V =
∫ L
0
∫ h(x,t)
0
ρgy dy dx +
1
2
νq2 − 1
4
µq4 , (2.1.11)
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where the integral gives the gravitational potential energy due to the fluid and the remaining
terms are the spring’s potential energy. Therefore, we have the reduced Lagrangian functional
L(q, u, v, q˙) = T − V =1
2
∫ L
0
∫ h(x,t)
0
ρ
[
(u + q˙)2 + v2
]
dy dx +
1
2
mv q˙
2
−
∫ L
0
∫ h(x,t)
0
ρgy dy dx − 1
2
νq2 +
1
4
µq4 .
(2.1.12)
Applying the variational principle for the extension of the spring, gives the Euler-Lagrange
equation
d
dt
(
∂L
∂q˙
)
− ∂L
∂q
= 0 .
For the Lagrangian (2.1.12) we find
∂L
∂q
= −νq + µq3 , (2.1.13)
∂L
∂q˙
=
∫ L
0
∫ h(x,t)
0
ρu dy dx + (mf +mv) q˙ , (2.1.14)
d
dt
(
∂L
∂q˙
)
=
d
dt
[∫ L
0
∫ h(x,t)
0
ρu dy dx
]
+ (mf +mv) q¨ , (2.1.15)
where mf =
∫ L
0
∫ h(x,t)
0
ρ dy dx = ρLH is the mass of the fluid in the vessel, and H =
1
L
∫ L
0
h(x, t) dx is the mean fluid depth. Hence we have the Newton’s second law for the
vessel motion
(mf +mv) q¨ + νq − µq3 = − d
dt
∫ L
0
∫ h(x,t)
0
ρu(x, y, t) dy dx . (2.1.16)
The right-hand side of (2.1.16) is a forcing term due to the fluid motion and is related to the
difference between the average pressure force on each side wall due to the fluid. By using
Reynolds transport theorem, it can be shown that [13]
d
dt
∫ L
0
∫ h(x,t)
0
ρu dy dx =
∫ L
0
∫ h(x,t)
0
ρ
(
∂u
∂t
+ u ·∇u + u∇ · u
)
dy dx , (2.1.17)
where u = (u, v)T. Using the fact that ∇ ·u = 0 for an incompressible flow and substituting
in the horizontal momentum equation (2.1.1), (2.1.17) gives
d
dt
∫ L
0
∫ h(x,t)
0
ρu dy dx = −
∫ L
0
∫ h(x,t)
0
ρ
(
1
ρ
∂P
∂x
+ q¨
)
dy dx ,
= −mf q¨ −
∫ L
0
∫ h(x,t)
0
∂P
∂x
dy dx ,
= −mf q¨ +
∫ L
0
P (x, h(x, t), t)
∂h
∂x
dx −
∫ L
0
∂
∂x
(∫ h(x,t)
0
P dy
)
dx ,
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= −mf q¨ −
(∫ h(L,t)
0
P (L, y, t) dy −
∫ h(0,t)
0
P (0, y, t) dy
)
,
where we have used the dynamic boundary condition in the third line. Therefore, an alter-
native form of the vessel equation is
mv q¨ + νq − µq3 =
∫ h(L,t)
0
P (L, y, t) dy −
∫ h(0,t)
0
P (0, y, t) dy . (2.1.18)
2.1.1 Governing nonlinear equations for irrotational flow
Assuming waves on free-surface do not overturn, and as the base of the vessel in Figure 2.1
is constrained to remain horizontal throughout its motion, the flow inside the vessel can be
modelled as an irrotational flow. Hence we can define a velocity potential φ(x, y, t) such that
∂φ
∂x
= u,
∂φ
∂y
= v . (2.1.19)
Substituting this form of u and v into (2.1.1) and (2.1.2) leads to
∂
∂x
(
∂φ
∂t
+
1
2
(
∂φ
∂x
)2
+
1
2
(
∂φ
∂y
)2
+ q¨x +
P
ρ
)
= 0 , (2.1.20)
∂
∂y
(
∂φ
∂t
+
1
2
(
∂φ
∂x
)2
+
1
2
(
∂φ
∂y
)2
+ gy +
P
ρ
)
= 0 . (2.1.21)
We can rewrite the above equations as
∂
∂x
(
∂φ
∂t
+
1
2
(
∂φ
∂x
)2
+
1
2
(
∂φ
∂y
)2
+ q¨
(
x − 1
2
L
)
+ g (y −H) + P
ρ
)
= 0 , (2.1.22)
∂
∂y
(
∂φ
∂t
+
1
2
(
∂φ
∂x
)2
+
1
2
(
∂φ
∂y
)2
+ q¨
(
x − 1
2
L
)
+ g (y −H) + P
ρ
)
= 0 , (2.1.23)
which is done to make the subsequent analysis more straightforward. Integrating (2.1.22)
and (2.1.23) gives
∂φ
∂t
+
1
2
(
∂φ
∂x
)2
+
1
2
(
∂φ
∂y
)2
+ q¨
(
x − 1
2
L
)
+ g (y −H) + P
ρ
= Be(t) , (2.1.24)
where Be(t) is an arbitrary function of time only, known as the Bernoulli function. This
function can be absorbed into the velocity potential by defining a new velocity potential
φ˜ = φ −
∫
Be(t) dt . (2.1.25)
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Hence, after dropping the ‘∼’, we have a modified version of Bernoulli’s equation
∂φ
∂t
+
1
2
(
∂φ
∂x
)2
+
1
2
(
∂φ
∂y
)2
+ q¨
(
x − 1
2
L
)
+ g (y −H) + P
ρ
= 0 , (2.1.26)
which is valid throughout the fluid domain. Evaluating this on the free-surface y = h(x, t)
and using (2.1.5) leads to the dynamic boundary condition of the form
∂φ
∂t
+
1
2
(
∂φ
∂x
)2
+
1
2
(
∂φ
∂y
)2
+ q¨
(
x − 1
2
L
)
+ g (h −H) = 0 . (2.1.27)
The other boundary conditions are also modified by directly substituting in the form (2.1.19),
and the problem in terms of the unknown velocity potential φ, the free-surface h and the
vessel displacement q satisfies the following nonlinear boundary value problem
∂2φ
∂x2
+
∂2φ
∂y2
= 0 , in 0 < x < L, 0 < y < h(x, t) , (2.1.28)
∂h
∂t
+
∂φ
∂x
∂h
∂x
=
∂φ
∂y
, on y = h(x, t) , (2.1.29)
∂φ
∂t
+
1
2
[(
∂φ
∂x
)2
+
(
∂φ
∂y
)2]
+ q¨
(
x − 1
2
L
)
+ g (h −H) = 0 , on y = h(x, t) , (2.1.30)
∂φ
∂y
= 0 , on y = 0 , (2.1.31)
∂φ
∂x
= 0 , on x = 0, L . (2.1.32)
This is coupled to the vessel equation (2.1.16), which in terms of the velocity potential is
(mf +mv) q¨ + νq − µq3 = − d
dt
∫ L
0
∫ h(x,t)
0
ρ
∂φ
∂x
dy dx . (2.1.33)
In the next two sections we examine time-periodic solutions of (2.1.28) – (2.1.33) for small
fluid and vessel displacements in order to determine the characteristic frequencies of the
linear system, i.e. the natural frequencies at which the system wants to oscillate. Finding
these frequencies will help us understand the time-evolution of the linear problem and how
this might evolve in a nonlinear regime.
2.1.2 Linearised boundary value problem
In order to determine the characteristic frequencies to the problem in (2.1.28) – (2.1.33) we
consider small amplitude perturbations to the free-surface, fluid velocity and vessel displace-
ment and linearise the governing equations. We linearise about a quiescent fluid of constant
mean depth H, hence we define
φ(x, y, t) = φ∗(x, y, t) +O(2) , (2.1.34)
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h(x, t) = H + h∗(x, t) +O(2) , (2.1.35)
q(t) = q∗(t) +O(2) , (2.1.36)
where we assume   1 and the starred variables are O(1). We can easily justify this
assumption by rewriting the above expressions as
φ(x, y, t) = HU
(

φ∗(x, y, t)
HU +O(
2)
)
,
h(x, t) = H
(
1 + 
h∗(x, t)
H
+O(2)
)
,
q(t) = H
(

q∗(t)
H
+O(2)
)
,
where U = max ({|u|, |v|}) is the maximum fluid velocity which acts as a velocity scale.
Since both H and U are O(1) quantities, the fractions φ∗/HU , h∗/H and q∗/H which are
non-dimensional quantities are also O(1), and this implies that  1.
Note that the velocity potential evaluated on the free-surface can be expanded as a Taylor
series about y = H, hence
φ(x, h(x, t), t) = φ∗(x,H + h∗(x, t), t) +O(2) ,
= φ∗(x,H, t) +O(2) ,
(2.1.37)
and derivatives of φ can be similarly expanded.
We now substitute expressions (2.1.34) – (2.1.36) into (2.1.28) – (2.1.33), giving

∂2φ∗
∂x2
+ 
∂2φ∗
∂y2
+O(2) = 0 , in 0 < x < L, 0 < y < H , (2.1.38)

∂h∗
∂t
= 
∂φ∗
∂y
+O(2) , on y = H , (2.1.39)

∂φ∗
∂t
+ q¨∗
(
x − 1
2
L
)
+ gh∗ +O(2) = 0 , on y = H , (2.1.40)

∂φ∗
∂y
+O(2) = 0 , on y = 0 , (2.1.41)

∂φ∗
∂x
+O(2) = 0 , on x = 0, L , (2.1.42)
(mf +mv) q¨
∗ + νq∗ = − d
dt
∫ L
0
∫ H
0
ρ
∂φ∗
∂x
dy dx +O(2) . (2.1.43)
Dropping the stars on the perturbation quantities and neglecting terms of O(2), we have the
set of linearised equations
∂2φ
∂x2
+
∂2φ
∂y2
= 0 , in 0 < x < L, 0 < y < H , (2.1.44)
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∂h
∂t
=
∂φ
∂y
, on y = H , (2.1.45)
∂φ
∂t
+ q¨
(
x − 1
2
L
)
+ gh = 0 , on y = H , (2.1.46)
∂φ
∂y
= 0 , on y = 0 , (2.1.47)
∂φ
∂x
= 0 , on x = 0, L , (2.1.48)
with the linearised vessel equation
(mf +mv) q¨ + νq = − d
dt
∫ H
0
ρ (φ(L, y, t)− φ(0, y, t)) dy ,
= −
∫ H
0
ρ
(
∂φ
∂t
∣∣∣∣
x=L
− ∂φ
∂t
∣∣∣∣
x=0
)
dy ,
(2.1.49)
where we have switched the order of integration on the first line of (2.1.49) and used Reynolds
transport theorem on the second line.
The two free-surface equations (2.1.45) and (2.1.46) can be combined to eliminate h, thus
producing a boundary value problem in terms of φ and q only. Therefore, we now have a
linear PDE problem with three homogeneous boundary conditions and one inhomogeneous
boundary condition, namely
∂2φ
∂x2
+
∂2φ
∂y2
= 0 , in 0 < x < L, 0 < y < H , (2.1.50)
∂2φ
∂t2
+ g
∂φ
∂y
+
...
q
(
x − 1
2
L
)
= 0 , on y = H , (2.1.51)
∂φ
∂y
= 0 , on y = 0 , (2.1.52)
∂φ
∂x
= 0 , on x = 0, L , (2.1.53)
together with the vessel equation
(mf +mv) q¨ + νq = −ρ
∫ H
0
(
∂φ
∂t
∣∣∣∣
x=L
− ∂φ
∂t
∣∣∣∣
x=0
)
dy . (2.1.54)
2.2 Time-harmonic oscillatory problem
The form of the linear equations (2.1.50) – (2.1.54) suggests seeking solutions in the form of
harmonic oscillations. Hence we write
φ(x, y, t) = φ̂(x, y) cos(ωt+ θ) , (2.2.1)
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q(t) = q̂ sin(ωt+ θ) , (2.2.2)
where ω is a constant frequency to be determined. The quantity q̂ is the vessel amplitude
and θ is an arbitrary constant phase, which are both determined by the initial conditions.
This leads to the boundary value problem for hatted variables
∂2φ̂
∂x2
+
∂2φ̂
∂y2
= 0 , in 0 < x < L, 0 < y < H , (2.2.3)
∂φ̂
∂y
=
ω2
g
φ̂ +
ω3
g
(
x − 1
2
L
)
q̂ , on y = H , (2.2.4)
∂φ̂
∂y
= 0 , on y = 0 , (2.2.5)
∂φ̂
∂x
= 0 , on x = 0, L , (2.2.6)
−ω2 (mf +mv) q̂ + νq̂ = ρω
∫ H
0
(
φ̂(L, y)− φ̂(0, y)
)
dy . (2.2.7)
The free-surface h(x, t) can be recovered from (2.1.45) giving
∂h
∂t
=
∂φ̂
∂y
cos(ωt+ θ) , on y = H , (2.2.8)
so
h(x, t) = H +
1
ω
∂φ̂
∂y
∣∣∣
y=H
sin (ωt+ θ) . (2.2.9)
2.2.1 Solution to time-harmonic problem using a cosine series ex-
pansion
There are two possible approaches to solving the linear system (2.2.3) – (2.2.7), a cosine
eigenfunction expansion and a vertical eigenfunction expansion. The difference between the
two methods lies in how the basis of the general solutions are expanded. Alemi-Ardakani et
al. [9] have shown the resulting characteristic equations of the two methods to be equivalent.
Later in §2.2.2 we consider the vertical eigenfunction expansion method, in order to discuss
the advantages and disadvantages of the two approaches. In this section, we solve the system
(2.2.3) – (2.2.7) using a cosine expansion in the x-direction. The key here is to expand the
linear x term which appears explicitly in free-surface equation (2.2.4) using the same cosine
series so that all terms have the same basis and thus coefficients of the orthogonal basis
functions can be compared. This will be discussed later.
The strategy is to solve Laplace’s equation (2.2.3) first, using separation of variables
φ̂(x, y) = X (x)Y(y) . (2.2.10)
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Substituting this expression into equation (2.2.3) gives
−XxxX =
Yyy
Y , (2.2.11)
where the subscripts denote ordinary derivatives. The left-hand side of equation (2.2.11) is
now solely a function of x while the right-hand side is a function of y only, and so this can
only be true if both sides equal the same separation constant λ.
For λ = 0 we have
Xxx = 0 , Yyy = 0 , (2.2.12)
giving the solutions
X (x) = A1x +B1 , Y(y) = A2y +B2 , (2.2.13)
where A1, B1, A2 and B2 are constants.
Substituting these expressions into the boundary conditions (2.2.5) and (2.2.6) leads to
X (x) = B1 , Y(y) = B2 , (2.2.14)
which when substituted into the free-surface condition (2.2.4) yields
0 =
ω2
g
B1B2 +
ω3
g
(
x − 1
2
L
)
q̂ . (2.2.15)
Since B1 and B2 are constants, we must have q̂ = 0, and hence either
B1 = 0 , or B2 = 0 .
Hence, the solution is trivial for λ = 0.
For λ < 0 we have
Xxx − (−λ)X = 0 , Yyy + (−λ)Y = 0 , (2.2.16)
which have the solutions
X (x) = A1 cosh(
√−λx) +B1 sinh(
√−λx) , (2.2.17)
Y(y) = A2 cos(
√−λy) +B2 sin(
√−λy) . (2.2.18)
Substituting the expression for X into the side wall boundary conditions (2.2.6), leads to
B1
√−λ = 0 , A1
√−λ sinh(√−λL) = 0 . (2.2.19)
Since λ 6= 0 and λ ∈ R, this implies A1 = B1 = 0, and so again φ̂ is trivial.
Hence the only possibility is λ > 0. In this case, we have two decoupled ODEs
Xxx + λX = 0 , Yyy − λY = 0 . (2.2.20)
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These equations have general solutions of the form
X (x) = A1 cos(
√
λx) +B1 sin(
√
λx) , (2.2.21)
Y(y) = A2 cosh(
√
λy) +B2 sinh(
√
λy) , (2.2.22)
for constants A1, B1, A2 and B2.
Applying the boundary condition Yy|y=0 = 0, which can be derived from (2.2.5), leads to
B2 = 0, and
Y(y) = A2 cosh(
√
λy) , (2.2.23)
then, applying the boundary conditions Xx|x=0 = Xx|x=L = 0, derived from (2.2.6), yields
B1 = 0 , −
√
λA1 sin(
√
λL) = 0 , (2.2.24)
which implies √
λ =
npi
L
, (2.2.25)
where n ∈ N, as λ > 0 in order to have a non-trivial solution. Thus we have the solutions
X (x) = A1 cos(npix/L) , Y(y) = A2 cosh(npiy/L) . (2.2.26)
Therefore, by the principle of superposition, as our governing set of equations are linear, we
have the general solution
φ̂(x, y) =
∞∑
n=1
Cn cos(npix/L) cosh(npiy/L) , (2.2.27)
where Cn is an arbitrary constant at this stage, i.e. the solution for φ̂ is an infinite cosine
expansion in the x-direction.
In order to distinguish between even and odd modes, we define
αn = 2(n+ 1) , βn = 2n+ 1 , (2.2.28)
where we have shifted n→ n− 1 for convenience sake, and hence now n ∈ N0. We then split
the solution into the two summations
φ̂(x, y) =
∞∑
n=0
Cαn cos(αnpix/L) cosh(αnpiy/L) +
∞∑
n=0
Cβn cos(βnpix/L) cosh(βnpiy/L) . (2.2.29)
The first summation corresponds to ‘symmetric’ modes. These modes have a free-surface
given by (2.2.9) which has reflective symmetry about x = L/2, with h∗(0, t) = h∗(L, t). The
second summation corresponds to ‘anti-symmetric’ modes which have a free-surface with the
property h∗(0, t) = −h∗(L, t). The free-surfaces shown in Figure 2.2 are examples of the first
three modes of each type.
The constants Cαn and Cβn are determined by substituting the expression (2.2.29) into
the free-surface boundary condition (2.2.4) and equating coefficients of cos(αnpix/L) and
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0 L
(a) Symmetric modes
0 L
(b) Anti-symmetric modes
Figure 2.2: Free-surface profiles for the first three (a) symmetric modes and (b) anti-
symmetric modes (with t = 0 and θ = pi/2), with mode 1: dashed line, mode 2: dashed-dotted
line, mode 3: solid line
cos(βnpix/L). In order to do this we must first express
(
x − 1
2
L
)
as a Fourier cosine series.
In other words, we represent x as
x =
∞∑
n=0
dn cos(npix/L) , 0 ≤ x ≤ L , (2.2.30)
where dn is the Fourier coefficient. Using Fourier analysis (see Appendix A) we show that
d0 =
1
2
L , (2.2.31)
dn =
2L
n2pi2
(cos(npi)− 1) , n > 0 , (2.2.32)
thus, we have the expansion
x =
1
2
L +
∞∑
n=1
2L
n2pi2
(cos(npi)− 1) cos(npix/L) . (2.2.33)
26
Splitting the expansion into even and odd modes, we write
x − 1
2
L =
∞∑
n=0
2L
α2npi
2
(cos(αnpi)− 1) cos(αnpix/L) +
∞∑
n=0
2L
β2npi
2
(cos(βnpi)− 1) cos(βnpix/L) ,
x − 1
2
L = −
∞∑
n=0
4L
β2npi
2
cos(βnpix/L) ,
as cos(αnpi) = 1 and cos(βnpi) = −1 ∀n ∈ N0. Substituting the above expression and the
definition of φ̂ in (2.2.29) into the free-surface boundary condition (2.2.4), and equating
coefficients of the symmetric and the anti-symmetric modes, we find that(
αnpi
L
tanh(αnpiH/L)− ω
2
g
)
Cαn = 0 , (2.2.34)(
βnpi
L
tanh(βnpiH/L)− ω
2
g
)
Cβn = − 4Lq̂ω
3
β2npi
2g cosh(βnpiH/L)
, (2.2.35)
for all n ∈ N0.
Similarly, by substituting the general form of φ̂ in (2.2.29) into the vessel equation (2.2.7),
we find an equation linking the vessel oscillation amplitude q̂ and coefficients of the anti-
symmetric modes Cβn ,
−ω2 (mf +mv) q̂ + νq̂ =ρω
∫ H
0
(
φ̂(L, y)− φ̂(0, y)
)
dy ,
=ρω
∫ H
0
[ ∞∑
n=0
Cαn cos (αnpi) cosh
(
αnpiy
L
)
+
∞∑
n=0
Cβn cos (βnpi) cosh
(
βnpiy
L
)
−
∞∑
n=0
Cαn cos (0) cosh
(
αnpiy
L
)
−
∞∑
n=0
Cβn cos (0) cosh
(
βnpiy
L
)]
dy ,
=ρω
∫ H
0
[ ∞∑
n=0
Cαn cosh
(
αnpiy
L
)
−
∞∑
n=0
Cβn cosh
(
βnpiy
L
)
−
∞∑
n=0
Cαn cosh
(
αnpiy
L
)
−
∞∑
n=0
Cβn cosh
(
βnpiy
L
)]
dy ,
=− 2ρω
∫ H
0
∞∑
n=0
Cβn cosh
(
βnpiy
L
)
dy ,
again using cos(αnpi) = 1 and cos(βnpi) = −1. Hence, by evaluating the integral, the vessel
equation can be written in the form
(−ω2 (mf +mv) + ν) q̂ = −2ρLω
pi
∞∑
n=0
Cβn
βn
sinh
(
βnpiH
L
)
. (2.2.36)
An interesting observation here is that the symmetric modes do not generate any force in
the vessel equation regardless of the choice of Cαn , whereas the anti-symmetric modes do
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give a non-zero contribution to the vessel motion as seen on the right-hand side of equation
(2.2.36). This means that Cβn is related to q̂. Equations (2.2.34) – (2.2.36) form a system of
equations for the unknowns q̂, Cαn and Cβn . Note that equations (2.2.34) are decoupled as
the symmetric modes do not contribute to the vessel motion and Cαn = 0 unless
ω2m =
αmpig
L
tanh(αmpiH/L) . (2.2.37)
in which case Cαm is arbitrary. These frequencies are the natural frequencies of the symmetric
sloshing modes for m = 1, 2, . . . [37, 24].
Substituting Cβn from (2.2.35) into the vessel equation (2.2.36) we get the following equation
for q̂−ω2 (mf +mv) + ν − 8mfLω4pi3Hg
∞∑
n=0
tanh(βnpiH/L)(
βnpi
L
tanh(βnpiH/L)− ω
2
g
)
β3n
 q̂ = 0 , (2.2.38)
where we have used the relation mf = ρLH. For non-trivial solutions we require q̂ 6= 0,
hence the bracketed term gives an implicit equation for the natural frequencies ω of the
anti-symmetric modes.
Since Cβn is related to q̂, the whole system, including both symmetric and anti-symmetric
modes, can be expressed as
α1pi
L
tanh(α1piH/L)− ω
2
g
0 0 . . . 0
0
. . . 0 . . . 0
0 0
αnpi
L
tanh(αnpiH/L)− ω
2
g
. . . 0
...
...
. . . . . .
...
0 0 0 . . . D1(ω)


Cα1
...
Cαn
...
q̂

=

0
...
0
...
0

,
(2.2.39)
where
D1(ω) = −ω2 (mf +mv) + ν − 8mfLω
4
pi3Hg
∞∑
n=0
tanh(βnpiH/L)(
βnpi
L
tanh(βnpiH/L)− ω
2
g
)
β3n
. (2.2.40)
The subscript ‘1’ denotes the number of vessels in the problem, and this notation becomes
useful when we consider multiple vessels in later chapters. Therefore, for non-trivial symmet-
ric and anti-symmetric solutions the general characteristic equation for the system is obtained
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Figure 2.3: Characteristic equation D1(ω) for the anti-symmetric modes for the 1-vessel
system with L = 1 m, H = 0.1 m, ρ = 1000 kg m−3, mv = 10 kg and ν = 250 kg s−2. The
circles correspond to the location of roots of D1(ω) = 0.
by requiring the determinant of the matrix in (2.2.39) to be zero, which can be expressed as
∆1(ω) = P1(ω)D1(ω) = 0 , (2.2.41)
where
P1(ω) =
∞∏
n=0
(
αnpi
L
tanh(αnpiH/L)− ω
2
g
)
. (2.2.42)
When P1(ω) = 0, the characteristic equation gives a symmetric mode frequency which does
not couple to the vessel motion while when D1(ω) = 0, (2.2.41) gives a coupled anti-symmetric
vessel frequency. For now we consider non-resonant coupled solutions, i.e. the case when
D1(ω) = 0 with P1(ω) 6= 0. In chapter 4 we consider internal resonances for a multiply
connected vessel system when ω is such that DN(ω) = PN(ω) = 0 where N is the number of
connected vessels.
A plot of D1(ω) for a chosen set of parameters, is given in Figure 2.3 in order to display
the structure of the solutions. The plot shows that there is an infinite set of coupled modes
given by the roots of D1(ω) = 0, this is in contrast to the case of an empty vessel (mf = 0)
which only has one positive frequency (i.e.
√
ν/mv). Note in Figure 2.3 we have truncated
the infinite summation in (2.2.40) to 500 terms which is sufficient to ensure that D1(ω) has
converged to graphical accuracy.
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The general solution of the linear velocity potential takes the form
φ(x, y, t) =
∞∑
n=0
Cαn
cos
(
αnpi
L
x
)
cosh
(
αnpi
L
y
)
cosh
(
αnpi
L
H
) cos (ωnt+ θn)
−
∞∑
k=1
q̂k
∞∑
n=0
4Lω3k cos
(
βnpi
L
x
)
cosh
(
βnpi
L
y
)
β2npi
2g
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
k
g
)
cosh
(
βnpiH
L
) cos (ωkt+ θk) ,
(2.2.43)
where the values of Cαn , q̂n, θn and θk are determined by the initial conditions. In the
numerical evaluation of (2.2.43), the terms in the form cosh(A)/ cosh(B) need to be rewritten
in exponential form
cosh(A)
cosh(B)
=
(
1 + e−2A
)
e−(B−A)
1 + e−2B
, (2.2.44)
and we notice that A ≤ B. This avoids numerical overflow during the calculation. Numerical
evaluation of (2.2.40) to find the values of the roots denoted by the circles in Figure 2.3 is
done via Newton’s method and this is discussed in detail in §3.2.
One observation to note is that for the symmetric modes, only one corresponding cosine
mode is present in the solution, while for the anti-symmetric coupled modes there is an
infinite number of cosine modes for each anti-symmetric mode. This is due to the cosine
modes being intrinsically coupled in the coupled sloshing case.
2.2.2 The vertical eigenfunction expansion
As mentioned in §2.2.1 there is an alternative eigenfunction expansion for the solution of the
boundary value problem in §2.2 the vertical eigenfunction expansion [45]. For completeness
we derive the alternative form of the characteristic equation and discuss the advantages and
disadvantages of the two approaches.
The general strategy here is to shift the inhomogeneous term (x− L/2) q¨ from the linearised
dynamic free-surface boundary condition (2.1.46) to the side wall boundary conditions. This
can be achieved by defining a new velocity potential Φ(x, y, t) such that
Φ(x, y, t) = φ(x, y, t) + q˙(t)
(
x − L
2
)
. (2.2.45)
Now, making the harmonic assumption in (2.2.1) and (2.2.2) with
Φ(x, y, t) = Φ̂(x, y) cos(ωt+ θ) , (2.2.46)
where ω is the unknown natural frequency (to be determined) and θ is an arbitrary phase
we have
Φ̂(x, y) = φ̂(x, y) + ωq̂
(
x − L
2
)
. (2.2.47)
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Substituting this expression into the linearised equations (2.2.3) – (2.2.7) leads to
∂2Φ̂
∂x2
+
∂2Φ̂
∂y2
= 0 in 0 < x < L, 0 < y < H , (2.2.48)
∂Φ̂
∂y
− ω
2
g
Φ̂ = 0 on y = H , (2.2.49)
∂Φ̂
∂y
= 0 on y = 0 , (2.2.50)
∂Φ̂
∂x
= ωq̂ on x = 0, L , (2.2.51)
−ω2mv q̂ + νq̂ = ρω
∫ H
0
(
Φ̂(L, y)− Φ̂(0, y)
)
dy . (2.2.52)
As for the cosine expansion we seek separable solutions of the form
Φ̂ = K(x)ψ(y) , (2.2.53)
where ψ(y) is the vertical eigenfunction which will form the basis of the solution. To de-
termine the form of the vertical eigenfunctions, we substitute (2.2.53) into equation (2.2.48)
which leads to
1
ψ
d2ψ
dy2
= − 1
K
d2K
dx2
= −λ , (2.2.54)
where λ 6= 0 is the eigenvalue that needs to be determined. Again we substitute (2.2.53)
into the wall conditions (2.2.49) and (2.2.50), and thus, for the eigenfunction ψ we solve the
problem
d2ψ
dy2
+ λψ = 0 in 0 < y < H , (2.2.55)
dψ
dy
=
ω2
g
ψ on y = H , (2.2.56)
dψ
dy
= 0 on y = 0 . (2.2.57)
The form of (2.2.55) for λ > 0 suggests the eigenfunction has the form
ψ(y) = A cos
√
λy +B sin
√
λy , (2.2.58)
where A and B are constants. Applying the boundary conditions, we find
−A
√
λ sin
(√
λH
)
= A
ω2
g
cos
(√
λH
)
, (2.2.59)
B
√
λ = 0 . (2.2.60)
Therefore, B = 0 for non-trivial solutions and with A 6= 0 we have the following transcen-
dental equation for λ √
λ tan
(√
λH
)
+
ω2
g
= 0 , (2.2.61)
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which possesses infinitely many solutions. For the case λ < 0, i.e.
√−λ > 0, we note this
equation can be rewritten as
√−λ tanh
(√−λH)− ω2
g
= 0 , (2.2.62)
using the identity i tan(ix) = − tanh(x) where i = √−1. The form of equation (2.2.62)
suggests that there is one solution for λ < 0. Let k0 =
√−λ0 > 0 and kn =
√
λn > 0
for n = 1, 2, . . . be the solutions to equations (2.2.62) and (2.2.61) so we have the pair of
equations
k0H tanh (k0H) =
ω2H
g
, knH tan (knH) = −ω
2H
g
, (2.2.63)
for n = 1, 2, . . ., and thus we have the vertical eigenfunctions
ψ0(y) = A0 cosh k0y , ψn(y) = An cos kny . (2.2.64)
Since A0 and An for n = 1, 2, . . . are free parameters, we can choose them such that the
eigenfunctions have unit norm, i.e.
1
H
∫ H
0
ψ2n dy = 1 , (2.2.65)
for n ∈ N0, which leads to
A0 =
1√
1
2
+
sinh(2k0H)
4k0H
, An =
1√
1
2
+
sin(2knH)
4knH
. (2.2.66)
The eigenfunctions ψ0 and ψn for n = 1, 2, . . . now provide an orthonormal basis (see Ap-
pendix B for details). Thus we can expand any smooth function a(y) as an infinite sum of
the vertical eigenfunctions
a(y) =
∞∑
n=0
anψn(y) , (2.2.67)
where
an =
1
H
∫ H
0
a(y)ψn(y) dy . (2.2.68)
The unknown function K(x) from (2.2.54) satisfies
d2K
dx2
− λK = 0 in 0 < x < L , (2.2.69)
with the horizontal boundary conditions (2.2.51)
ψ
dK
dx
= ωq̂ on x = 0 , L . (2.2.70)
For λ < 0 (λ = −k20), we have
K0(x) = C0 cos(k0x) +D0 sin(k0x) , (2.2.71)
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while for λ > 0 (λ = k2n), we have
Kn(x) = Cn cosh(knx) +Dn sinh(knx) , (2.2.72)
where C0, D0, Cn and Dn are constants.
Immediately, we notice that the inhomogeneous boundary condition presented in (2.2.70)
means we have to expand the right-hand side in terms of the vertical eigenfunctions in order
to equate eigenfunctions on both sides. Thus we expand the function 1 in terms of ψn for
n = 0, 1, 2, . . ., so by setting a(y) = 1 in (2.2.67) we obtain the expansion
1 = a0ψ0(y) +
∞∑
n=1
anψn(y) , (2.2.73)
where
a0 =
A0
k0H
sinh(k0H) , an =
An
knH
sin(knH) . (2.2.74)
Hence, we can rewrite the horizontal boundary conditions as
dKn
dx
= ωq̂an on x = 0 , L , (2.2.75)
for n ∈ N0. This leads to the following conditions
−C0k0 sin(k0 · 0) +D0k0 cos(k0 · 0) =ωq̂a0 , (2.2.76)
−C0k0 sin(k0L) +D0k0 cos(k0L) =ωq̂a0 , (2.2.77)
Cnkn sinh(kn · 0) +Dnkn cosh(kn · 0) =ωq̂an , (2.2.78)
Cnkn sinh(knL) +Dnkn cosh(knL) =ωq̂an , (2.2.79)
for n ∈ N. Hence, the unknown constants are found to be
D0 =
ωq̂a0
k0
, (2.2.80)
Dn =
ωq̂an
kn
, (2.2.81)
Cn =
ωq̂an (1− cosh(knL))
kn sinh(knL)
= −ωq̂an
kn
tanh
(
knL
2
)
. (2.2.82)
Note the constant C0 is a free parameter since sin(k0L/2) = 0 is a possible solution. Therefore
the general solutions are written in terms of the parameters C0 and q̂
K0(x) =
ωq̂a0
k0
sin(k0x) + C0 cos(k0x) , (2.2.83)
Kn(x) =
ωq̂an
kn
(
sinh(knx)− tanh
(
knL
2
)
cosh(knx)
)
. (2.2.84)
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The general form of the velocity potential is thus given by
Φ̂(x, y) =a0k0HC0
cosh(k0y)
sinh(k0H)
cos(k0x) + ωHq̂
[
a20 cosh(k0y)
sinh(k0H)
sin(k0x)
+
∞∑
n=1
a2n cos(kny)
sin(knH)
(
sinh(knx)− tanh
(
knL
2
)
cosh(knx)
)]
,
(2.2.85)
where the terms that are proportional to either C0 or q̂ correspond to the symmetric part or
the anti-symmetric part of the general solution, respectively. Substituting the general form
of Φ̂ into the vessel equation (2.2.52) leads to
(−ω2mv + ν) q̂ =ρω ∫ H
0
(a0k0HC0 cos(k0L)− a0k0HC0 cos(k0 · 0)) cosh(k0y)
sinh(k0H)
dy
+ ρω2Hq̂
[
a20
k0
sin(k0L)− a
2
0
k0
sin(k0 · 0) +
∞∑
n=1
a2n
kn
(Sn(L)− Sn(0))
]
,
=− 2ρωa0HC0 sin2
(
k0L
2
)
+ 2ρω2Hq̂
[
a20
k0
sin
(
k0L
2
)
cos
(
k0L
2
)
+
∞∑
n=1
a2n
kn
tanh
(
knL
2
)]
,
where
Sn(x) = sinh(knx)− tanh
(
knL
2
)
cosh(knx) . (2.2.86)
This equation, together with the wall conditions at x = 0, L
−C0k0 sin(k0L) + ωq̂a0 cos(k0L) = ωq̂a0 ,
gives a system of two equations for the two unknowns C0 and q̂, written as
2k0 sin
(
k0L
2
)
cos
(
k0L
2
)
2ωa0 sin
2
(
k0L
2
)
2ρωa0H sin
2
(
k0L
2
)
Θ

C0
q̂
 =
0
0
 , (2.2.87)
with
Θ = −ω2mv + ν − 2ρω2H
[
a20
k0
sin
(
k0L
2
)
cos
(
k0L
2
)
+
∞∑
n=1
a2n
kn
tanh
(
knL
2
)]
. (2.2.88)
For non-trivial values of C0 and q̂ we must have zero determinant for the matrix in (2.2.87),
leading to
2k0Θ sin
(
k0L
2
)
cos
(
k0L
2
)
− 4ρω2a20H sin4
(
k0L
2
)
= 0 , (2.2.89)
which, after some algebra, simplifies to
k0 sin (k0L)
(
−ω2mv + ν − 2ρω2H
[
a20
k0
tan
(
k0L
2
)
+
∞∑
n=1
a2n
kn
tanh
(
knL
2
)])
= 0 . (2.2.90)
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Equation (2.2.90) is of the form
k0 sin (k0L) D
V
1 (ω) = 0 , (2.2.91)
where the superscript ‘V’ denotes this is the characteristic equation in terms of vertical
eigenfunctions.
We note that k0 = 0 is not a solution to (2.2.91) as equations (2.2.63) cannot be satisfied for
non-zero ω. Hence the full characteristic equation is
∆V(ω) = PV1 (ω)D
V
1 (ω) , (2.2.92)
where
DV1 (ω) = −ω2mv + ν −
2ω2mf
L
[
a20
k0
tan
(
k0L
2
)
+
∞∑
n=1
a2n
kn
tanh
(
knL
2
)]
, (2.2.93)
and
PV1 (ω) = sin
(
k0L
2
)
. (2.2.94)
It is easy to see that PV1 (ω) = 0 corresponds to the symmetric modes, by noting that (2.2.87)
in this case is reduced to
Θq̂ = 0 , (2.2.95)
but Θ 6= 0 in general, which means q̂ = 0, i.e. these are symmetric modes.
2.2.3 Comparison of vertical and cosine eigenfunction expansions
Unlike in the horizontal cosine expansion where wave numbers are given explicitly by (2.2.28),
the wave numbers using vertical eigenfunction expansion are not explicitly given and need
to be numerically computed via (2.2.63). Furthermore, these wave numbers depend on the
natural frequency ω, which means that a nested numerical procedure is required to determine
the natural frequency ω, i.e. solutions to the characteristic equation (2.2.90). The numerical
procedure in this case involves using Newton’s method to find all wave numbers kn for n =
0, 1, 2, · · · ,M for all query frequencies, where M + 1 is the number of vertical eigenfunction
expansions. Then, a Newton’s method using the same approach as in the cosine expansion
case is implemented to find the natural frequencies. See §3.2 for details.
One major benefit of the vertical eigenfunction representation is that, numerically, the so-
lutions converge much faster (i.e. fewer terms are needed to approximate the truncated
summation) than the horizontal cosine representation as shown in Table 2.1 using the pa-
rameter values in Table 2.2. We see the vertical eigenfunction expansion is able to converge
to three decimal places accuracy with merely two terms while the cosine eigenfunction ex-
pansion has difficulty in obtaining higher frequency modes with ten terms. Both methods
converge to the same value as the number of terms increases. Despite the property of need-
ing fewer terms in the summations, the vertical eigenfunction expansion can be slower to
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compute numerically due to the implicit nature of solving equations (2.2.63) for k0 and kn.
The main drawback to using the vertical eigenfunction expansion is that this method has
difficulties satisfying the wall boundary conditions. Recall that we have used the vertical
eigenfunction to approximate the function a(y) = 1 via (2.2.67) with
a0ψ0 =
sinh(k0H) cosh(k0y)
k0H
(
1
2
+ sinh(2k0H)
4k0H
) , and anψn = sin(knH) cos(kny)
knH
(
1
2
+ sin(2knH)
4knH
) ,
for n ≥ 1. Hence the series anψn for n ∈ N0 converges since kn → ∞ as n → ∞. This
permits us to exchange the order of the differential operator and the summation operator.
Differentiating both sides of equation (2.2.67) with respect to y yields
0 =
∞∑
n=0
an
dψn
dy
. (2.2.96)
However, the free-surface boundary condition is
dψ
dy
=
ω2
g
ψ on y = H , (2.2.97)
which leads to
0 =
ω2
g
∞∑
n=0
anψn(y) . (2.2.98)
We now have a contradiction since 1 6= 0. This implies that the vertical eigenfunction cannot
truly satisfy the side wall boundary conditions, especially for higher frequency modes. This
can be seen in Figures 2.4 and 2.5, which show that (2.2.67) is satisfied well, over most of the
domain, except close to y = H, where there is a overshoot. The parameters used are again
those in Table 2.2.
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Root number 1 3 5 7
Cosine (5 terms) 0.55808490 9.71532088 14.69883230 -
Vertical Eig. (1 term) 0.55808505 9.75824825 14.70623491 18.41815855
Cosine (10 terms) 0.55808477 9.71528819 14.69881915 18.41562923
Vertical Eig. (2 terms) 0.55808476 9.71598137 14.69899613 18.41569657
Cosine (20 terms) 0.55808475 9.71528462 14.69881815 18.41562861
Vertical Eig. (5 terms) 0.55808475 9.71529401 14.69882237 18.41563098
Cosine (50 terms) 0.55808475 9.71528417 14.69881804 18.41562855
Vertical Eig. (10 terms) 0.55808475 9.71528464 14.69881829 18.41562872
Cosine (100 terms) 0.55808475 9.71528414 14.69881804 18.41562855
Vertical Eig. (20 terms) 0.55808475 9.71528417 14.69881805 18.41562856
Root number 9 11 13 15
Cosine (5 terms) - - - -
Vertical Eig. (1 term) 21.50356512 24.19989594 26.62494521 28.84701091
Cosine (10 terms) 21.50237601 24.19923069 - -
Vertical Eig. (2 terms) 21.50240885 24.19924896 26.62454136 28.84673926
Cosine (20 terms) 21.50237547 24.19922987 26.62452930 28.84673109
Vertical Eig. (5 terms) 21.50237691 24.19923080 26.62452994 28.84673154
Cosine (50 terms) 21.50237543 24.19922984 26.62452927 28.84673106
Vertical Eig. (10 terms) 21.50237555 24.19922993 26.62452935 28.84673112
Cosine (100 terms) 21.50237542 24.19922984 26.62452927 28.84673106
Vertical Eig. (20 terms) 21.50237543 24.19922985 26.62452928 28.84673107
Table 2.1: Comparison of the two eigenfunction expansions for the convergence of the first
ten natural frequencies ω. The hyphen ‘-’ is in place when a root cannot be found numerically
due to insufficient Fourier terms.
Figure 2.4: Approximation of the function 1 via (2.2.67), using the vertical eigenfunction
for different values of ω computed via (2.2.90), with 10 terms (including n = 0). Errors
on the wall are |a(H) − 1| = 3.3831 × 10−4 for ω1, |a(H) − 1| = 4.3582 × 10−2 for ω2 and
|a(H)− 1| = 1.0219× 10−1 for ω3.
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Figure 2.5: Approximation of the function 1 via (2.2.67), using the vertical eigenfunction
for different values of ω computed via (2.2.90), with 20 terms (including n = 0). Errors
on the wall are |a(H) − 1| = 1.6493 × 10−4 for ω1, |a(H) − 1| = 2.1235 × 10−2 for ω2 and
|a(H)− 1| = 4.9943× 10−2 for ω3.
Parameter Value Parameter Value
g 9.81 m s−2 mf 500 kg
H 0.5 m mv 300 kg
L 1 m ν 250 kg s−2
δ = H/L 0.5 ρ 1000 kg m−3
Table 2.2: Parameter values used in Table 2.1 and for Figures 2.4 and 2.5.
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2.3 Conclusions
In this chapter we have reviewed the 1-vessel coupled sloshing problem in a 2D rectangular
vessel. The governing fluid equations were derived from the 2D incompressible Euler equa-
tions with kinematic and dynamic conditions imposed on the free-surface and impermeable
conditions on the solid boundaries of the vessel. These equations are coupled to a vessel
equation, modelled as a nonlinear Duffing oscillator via the interaction of the horizontal fluid
velocity on the side walls of the vessel. We then simplified these equations by assuming
the fluid is irrotational which allowed us to use a velocity potential representation for the
system and thus we reduced the interior fluid equations to Laplace’s equations for the ve-
locity potential in the interior and Bernoulli’s equation on the free-surface which couples
the fluid motion and the vessel motion. Then the system of equations were linearised and
solved for the velocity potential and the vessel displacement by seeking time-periodic solu-
tions for some unknown frequency ω. In order to solve these equations the coupling term in
Bernoulli’s equation was expanded using a cosine series. Note, we also presented a different
approach to solving the linear system, which involved shifting the coupling term to the side
wall boundaries and seeking a solution as an infinite sum of vertical eigenfunctions. The
vertical eigenfunction expansion was found to converge faster than the cosine series when
determining the characteristic frequency ω (i.e. requires less terms for convergence to some
tolerance). However, the vertical eigenfunction series is slower to compute and does not sat-
isfy the free-surface boundary condition exactly. In fact, on the free-surface the convergence
of the vertical eigenfunction series is very slow. Therefore, if an accurate form of the eigen-
function is required, the cosine expansion is preferred. In later chapters, the cosine expansion
is our preferred eigenfunction expansion.
The general solution for the fluid motion (i.e. the velocity potential and the free-surface)
consists of a sum of symmetric modes and anti-symmetric modes, with the symmetric modes
not contributing to the vessel motion. The full form of the characteristic equation is the
product of the characteristic equation for the symmetric modes and the characteristic equa-
tion for the anti-symmetric modes. The full characteristic equation is zero if either equation
is zero in the case of non-resonant interactions. However, internal resonances can occur if
both the symmetric and the anti-symmetric modes parts of the characteristic equation are
zero, simultaneously. This resonance phenomenon is discussed in detail in Chapter 4.
39
Chapter 3
The 2-Vessel Coupled Sloshing
Problem
In this chapter we develop the methods and techniques considered in Chapter 2 and apply
them to a coupled system consisting of two linked vessels. This system could be one which
models, two fluid-carrying vehicles, connected together, such as two connected lorries or
ships, or a coupled pair of wave energy converters. This could also be a model for a pair
of coupled tuned liquid dampers (TLDs) [26]. The particular system we consider is that
considered in Chapter 2 with an additional rectangular vessel added to the system which is
connected to an opposing wall by a spring, and joining the two vessels together is a third
spring. The three springs are all modelled as Duffing oscillators. The middle spring plays
an important role in the dynamics of the 2-vessel system, as it enables an interaction of the
vessels which generates additional modal solutions, and in the nonlinear regime leads to more
complex motions. A diagram of the system is in Figure 3.1.
3.1 Derivation of the nonlinear governing equations
The fluid motion in each vessel is assumed to be inviscid and incompressible, and is governed
by the Euler equations, which in frames of reference moving with the vessels are
∂u1
∂t
+ u1
∂u1
∂x1
+ v1
∂u1
∂y1
= − 1
ρ1
∂P1
∂x1
− q¨1 , (3.1.1)
∂v1
∂t
+ u1
∂v1
∂x1
+ v1
∂v1
∂y1
= − 1
ρ1
∂P1
∂y1
− g , (3.1.2)
∂u1
∂x1
+
∂v1
∂y1
= 0 , (3.1.3)
∂u2
∂t
+ u2
∂u2
∂x2
+ v2
∂u2
∂y2
= − 1
ρ2
∂P2
∂x2
− q¨2 , (3.1.4)
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Figure 3.1: Schematic of the 2-vessel sloshing problem.
∂v2
∂t
+ u2
∂v2
∂x2
+ v2
∂v2
∂y2
= − 1
ρ2
∂P2
∂y2
− g , (3.1.5)
∂u2
∂x2
+
∂v2
∂y2
= 0 . (3.1.6)
Here the subscripts 1 and 2 on the parameters and variables denote that they correspond
to vessels 1 and 2 respectively, which are numbered from left to right in Figure 3.1, and q1
and q2 are the displacements of each vessel from their equilibrium positions. The coordinate
systems (x1, y1) and (x2, y2) are fixed to vessel 1 and vessel 2 respectively, with x1 ∈ [0, L1],
y1 ∈ [0, h1(x1, t)], x2 ∈ [0, L2] and y2 ∈ [0, h2(x2, t)] while (u1, v1) and (u2, v2) correspond to
the horizontal and vertical velocities in each fluid.
In the 2-vessel system, the moving coordinate system of each vessel is related to one fixed
coordinate system (Xi, Yi) for i = 1, 2 which are expressed in terms of the moving coordinates
X1 = x1 + `1 + q1(t), Y1 = y1 , (3.1.7)
X2 = x2 + `1 + `2 + L1 + q2(t), Y2 = y2 , (3.1.8)
where `1 is the natural length of the first spring with spring coefficients ν1 and µ1, and `2 is
the natural length of the second spring with spring coefficients ν2 and µ2. The third spring
numbered from left to right in Figure 3.1, has spring coefficients ν3 and µ3.
We again assume that both fluids are open to the atmosphere, and that the atmospheric
pressure is zero, hence at the two unknown free-surfaces h1(x1, t) and h2(x2, t) we have the
dynamic boundary conditions
P1(x1, h1(x1, t), t) = 0 , P2(x2, h2(x2, t), t) = 0 . (3.1.9)
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The three solid wall boundary conditions on the side walls and the base of each vessel are
u1(0, y1, t) = 0 , u2(0, y2, t) = 0 , (3.1.10)
u1(L1, y1, t) = 0 , u2(L2, y2, t) = 0 , (3.1.11)
v1(x1, 0, t) = 0 , v2(x2, 0, t) = 0 , (3.1.12)
and on the free-surfaces, we have the kinematic boundary conditions
∂h1
∂t
+ u1
∂h1
∂x
= v1 on y1 = h1(x1, t) , (3.1.13)
∂h2
∂t
+ u2
∂h2
∂x
= v2 on y2 = h2(x2, t) . (3.1.14)
Note that the fluid equations of the two vessels are decoupled (i.e. no subscripted 2 variables
appear in the vessel 1 equations and vice versa) and hence can be solved independently using
the same approach as the 1-vessel problem.
The vessel equations are similar to the 1-vessel system, except we now have two equations
that are coupled by the spring coefficient of the middle spring. We can again derive our vessel
equations using the reduced Lagrangian formulation. The kinetic energy of the system is
T =
1
2
∫ L1
0
∫ h1(x1,t)
0
ρ1
[
(u1 + q˙1)
2 + v21
]
dy1dx1 +
1
2
m[1]v q˙
2
1
+
1
2
∫ L2
0
∫ h2(x2,t)
0
ρ2
[
(u2 + q˙2)
2 + v22
]
dy2dx2 +
1
2
m[2]v q˙
2
2 ,
(3.1.15)
where m
[1]
v , m
[2]
v are the masses of empty vessel 1 and 2 respectively. The potential energy of
the system is
V =
∫ L1
0
∫ h1(x1,t)
0
ρ1gy1 dy1dx1 +
1
2
ν1q
2
1 −
1
4
µ1q
4
1
+
∫ L2
0
∫ h2(x2,t)
0
ρ2gy2 dy2dx2 +
1
2
ν3q
2
2 −
1
4
µ3q
4
2 +
1
2
ν2 (q2 − q1)2 − 1
4
µ2(q2 − q1)4 ,
(3.1.16)
with each of the springs modelled as a Duffing oscillator, with linear coefficients νi and cubic
nonlinear parameters µi for i = 1, 2, 3.
Therefore the reduced Lagrangian of the system is
L =
2∑
i=1
(∫ Li
0
∫ hi(xi,t)
0
[
1
2
ρi
(
(ui + q˙i)
2 + v2i
)− ρigyi] dyidxi + 1
2
m[i]v q˙
2
i
)
− 1
2
ν1q
2
1 +
1
4
µ1q
4
1 −
1
2
ν3q
2
2 +
1
4
µ3q
4
2 −
1
2
ν2 (q2 − q1)2 + 1
4
µ2(q2 − q1)4 ,
(3.1.17)
and we observe that the interaction between the two vessels comes from the terms ν2 (q2 − q1)2
and µ2(q2−q1)4 in (3.1.16). If we set ν2 = µ2 = 0, the Lagrangian would produce two separate
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decoupled 1-vessel systems of equations. This would be equivalent to two 1-vessel systems
oscillating independently of the other, and we would then expect the system to consist of a
set of characteristic frequencies due to the motion of vessel 1 and a second set of independent
characteristic frequencies due to the motion of vessel 2. The interest in this work is in the
coupled state when ν2 6= 0 and the two vessels interact.
Applying the variational principle with respect to the vessel displacements q1(t) and q2(t),
to the reduced Lagrangian gives Euler-Lagrange equation for each vessel
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
= 0 , for i = 1, 2 . (3.1.18)
By noting that
∂L
∂q1
= −ν1q1 + µ1q31 + ν2(q2 − q1)− µ2(q2 − q1)3 , (3.1.19)
∂L
∂q˙1
=
∫ L1
0
∫ h1(x1,t)
0
ρ1u1 dy1dx1 +
(
m
[1]
f +m
[1]
v
)
q˙1 , (3.1.20)
d
dt
(
∂L
∂q˙1
)
=
d
dt
[∫ L1
0
∫ h1(x1,t)
0
ρ1u1 dy1dx1
]
+
(
m
[1]
f +m
[1]
v
)
q¨1 , (3.1.21)
∂L
∂q2
= −ν3q2 + µ3q32 − ν2(q2 − q1) + µ2(q2 − q1)3 , (3.1.22)
∂L
∂q˙2
=
∫ L2
0
∫ h2(x2,t)
0
ρ2u2 dy2dx2 +
(
m
[2]
f +m
[2]
v
)
q˙2 , (3.1.23)
d
dt
(
∂L
∂q˙2
)
=
d
dt
[∫ L2
0
∫ h2(x2,t)
0
ρ2u2 dy2dx2
]
+
(
m
[2]
f +m
[2]
v
)
q¨2 , (3.1.24)
we arrive at the vessel equations(
m
[1]
f +m
[1]
v
)
q¨1 + (ν1 + ν2) q1 − ν2q2 − µ1q31 + µ2(q2 − q1)3 = −
d
dt
∫ L1
0
∫ h1
0
ρ1u1(x1, y1, t) dy1dx1 ,
(3.1.25)(
m
[2]
f +m
[2]
v
)
q¨2 + (ν3 + ν2) q2 − ν2q1 − µ3q32 − µ2(q2 − q1)3 = −
d
dt
∫ L2
0
∫ h2
0
ρ2u2(x2, y2, t) dy2dx2 ,
(3.1.26)
where
m
[i]
f =
∫ Li
0
∫ hi(xi,t)
0
ρi dyidxi = ρiLiHi ,
for i = 1, 2 are the fluid masses in each vessel, and Hi for i = 1, 2 are the respective mean
fluid depths. We again assume the fluid motions are irrotational. Thus we define the velocity
potentials φ1 and φ2 such that
∂φi
∂xi
= ui,
∂φi
∂yi
= vi , for i = 1, 2 . (3.1.27)
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Making these substitutions into the governing equations leads to two sets of equations as in
(2.1.28) – (2.1.33) for the 1-vessel system of Chapter 2, for this reason we do not rewrite these
equations here. These governing nonlinear equations can then be linearised as in §2.1.2, and
solved by seeking the same harmonic form shown in §2.2, namely
φ1(x1, y1, t) = φ̂1(x1, y1) cos(ωt+ θ) , (3.1.28)
φ2(x2, y2, t) = φ̂2(x2, y2) cos(ωt+ θ) , (3.1.29)
q1(t) = q̂1 sin(ωt+ θ) , (3.1.30)
q2(t) = q̂2 sin(ωt+ θ) , (3.1.31)
where we are interested in situations where both vessels oscillate at the same frequency ω.
As [9] showed that the cosine and the vertical eigenfunction expansions considered in §2.2.1
and §2.2.2 are equivalent, we choose to formulate our solution here in terms of the infinite
cosine expansion only. Thus following the same procedure as in §2.2.1, we arrive at
φ̂1(x1, y1) =
∞∑
n=0
C [1]αn cos(αnpix1/L1) cosh(αnpiy1/L1) +
∞∑
n=0
C
[1]
βn cos(βnpix1/L1) cosh(βnpiy1/L1) ,
(3.1.32)
φ̂2(x2, y2) =
∞∑
n=0
C [2]αn cos(αnpix2/L2) cosh(αnpiy2/L2) +
∞∑
n=0
C
[2]
βn cos(βnpix2/L2) cosh(βnpiy2/L2) ,
(3.1.33)
where the constants C
[1]
αn, C
[2]
αn, C
[1]
βn and C
[2]
βn are determined by substitution into the dynamic
boundary conditions giving(
αnpi
L1
tanh(αnpiH1/L1)− ω
2
g
)
C [1]αn = 0 , (3.1.34)(
αnpi
L2
tanh(αnpiH2/L2)− ω
2
g
)
C [2]αn = 0 , (3.1.35)(
βnpi
L1
tanh(βnpiH1/L1)− ω
2
g
)
C
[1]
βn = −
4L1q̂1ω
3
β2npi
2g cosh(βnpiH1/L1)
, (3.1.36)(
βnpi
L2
tanh(βnpiH2/L2)− ω
2
g
)
C
[2]
βn = −
4L2q̂2ω
3
β2npi
2g cosh(βnpiH2/L2)
, (3.1.37)
where again αn = 2(n+ 1) and βn = 2n+ 1. The vessel equations (3.1.25) and (3.1.26) then
become[
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2
]
q̂1 − ν2q̂2 = −2ρ1L1ω
pi
∞∑
n=0
C
[1]
βn
βn
sinh
(
βnpiH1
L1
)
, (3.1.38)
[
−ω2
(
m
[2]
f +m
[2]
v
)
+ ν3 + ν2
]
q̂2 − ν2q̂1 = −2ρ2L2ω
pi
∞∑
n=0
C
[2]
βn
βn
sinh
(
βnpiH2
L2
)
, (3.1.39)
where the coupling between the vessels through ν2 6= 0 is clear.
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Inserting the forms of C
[1]
βn and C
[2]
βn, from (3.1.36) and (3.1.37), leads to[
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2
]
q̂1 − ν2q̂2 =
8m
[1]
f L1ω
4q̂1
pi3H1g
∞∑
n=0
tanh(βnpiH1/L1)(
βnpi
L1
tanh(βnpiH1/L1)− ω
2
g
)
β3n
,
[
−ω2
(
m
[2]
f +m
[2]
v
)
+ ν3 + ν2
]
q̂2 − ν2q̂1 =
8m
[2]
f L2ω
4q̂2
pi3H2g
∞∑
n=0
tanh(βnpiH2/L2)(
βnpi
L2
tanh(βnpiH2/L2)− ω
2
g
)
β3n
.
We can rewrite these equations in matrix form as
Aq̂ = 0 , (3.1.40)
with
A =

−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω) −ν2
−ν2 −ω2
(
m
[2]
f +m
[2]
v
)
+ ν3 + ν2 − F2(ω)
 ,
where we define
Fi(ω) =
8m
[i]
f Liω
4
pi3Hig
∞∑
n=0
tanh(βnpiHi/Li)(
βnpi
Li
tanh(βnpiHi/Li)− ω
2
g
)
β3n
, (3.1.41)
for i = 1, 2, and q = (q1, q2)
T. Hence, for non-trivial solutions for q̂1 and q̂2, we require
det(A) = 0 which leads to the characteristic equation for the anti-symmetric fluid modes
D2(ω) =
(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
)(
−ω2
(
m
[2]
f +m
[2]
v
)
+ ν3 + ν2 − F2(ω)
)
− ν22 = 0 .
(3.1.42)
Hence, as for the 1-vessel problem, the general characteristic equation of the 2-vessel problem
takes the form
∆2(ω) = P2(ω)D2(ω) = 0 , (3.1.43)
where P2(ω) = P
(1)
2 (ω)P
(2)
2 (ω) with
P
(1)
2 (ω) =
∞∏
n=0
(
αnpi
L1
tanh(αnpiH1/L1)− ω
2
g
)
, (3.1.44)
P
(2)
2 (ω) =
∞∏
n=0
(
αnpi
L2
tanh(αnpiH2/L2)− ω
2
g
)
, (3.1.45)
and D2(ω) is given by (3.1.42).
The values of q̂1 and q̂2 are not independent and are related to one another through (3.1.40).
Hence either
q̂2 =
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
ν2
q̂1 , (3.1.46)
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or
q̂2 =
ν2
−ω2
(
m
[2]
f +m
[2]
v
)
+ ν3 + ν2 − F2(ω)
q̂1 , (3.1.47)
where ω is found by solving D2(ω) = 0 in case of a non-resonant mode. These two equations
are equivalent as ω is the root of (3.1.42). We choose to write
c =
q̂2
q̂1
=
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
ν2
, (3.1.48)
and name this quantity the amplitude ratio. Thus we have
q̂2 = cq̂1 , (3.1.49)
i.e. if one stipulates an initial displacement q̂1 of vessel 1 from equilibrium then vessel 2 must
have an initial displacement of cq̂1. For any given ω obtained from solving (3.1.42), if the
resulting amplitude ratio, c, is positive then we call this anti-symmetric mode an in-phase
mode and both vessels move in the same direction, and if c is negative then we call this an
out-of-phase mode and the vessels move in opposite directions.
Note that for the case of identical vessels (L1 = L2, H1 = H2, ρ1 = ρ2, ν1 = ν3, m
[1]
v = m
[2]
v ),
the relationship (3.1.48) simplifies to
q̂2 = ±q̂1 . (3.1.50)
This can be seen by noticing the characteristic equation in the identical case can be written
as
D2(ω) =
(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
)2
− ν22 = 0 , (3.1.51)
which can be arranged to
ν2 = ±
(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
)
. (3.1.52)
Substituting this expression for ν2 back to equation (3.1.49) along with (3.1.48) gives
q̂2 =
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
±
(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
) q̂1 ,
= ±q̂1 .
This means that both vessels are moving with the same amplitude. A consequence of this is
that the middle spring does not get stretched or compressed for in-phase modes. This will be
seen when we perform asymptotic analysis on the weakly coupled 2-vessel system in §3.3.2.
However, for the case of out-of-phase modes, the motion of the vessels are exactly opposite
one another. We use this fact to help validate our numerical scheme in Chapter 5.
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If the symmetry of the system is broken by having non-identical side springs ν1 6= ν3 only
(keeping identical vessels and fluids), then the characteristic equation for the anti-symmetric
modes can be written as
D2(ω) =
(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
)
×(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν3 + ν2 − F1(ω)
)
− ν22 = 0 ,
=ν22
(
c2 +
ν3 − ν1
ν2
c− 1
)
= 0 .
Thus the amplitude ratio c in this case, is given by
c =
ν1 − ν3
2ν2
±
√(
ν1 − ν3
2ν2
)2
+ 1 .
This means that the roots still come in pairs of in-phase modes and out-of-phase modes, as
c has one negative and one positive root, but the vessel amplitudes are no longer equal.
All the analysis in this thesis is performed on the infinite cosine expansion characteristic
equation (3.1.43). For completeness the corresponding vertical eigenfunction expansion char-
acteristic equation is derived and presented in Appendix C.
3.2 Numerical solutions of the characteristic equation
for coupled anti-symmetric modes
In the non-resonant scenario, the natural frequencies of the coupled anti-symmetric sloshing
modes are found by solving D2(ω) = 0 which is a nonlinear, implicit equation for ω with
infinitely many solutions. Explicit analytical expressions of the solutions are not possible,
hence we use Newton’s method to find numerical solutions of this equation. Newton’s method
for finding the root of (3.1.42) is defined as
ω
(m)
j+1 = ω
(m)
j −
D2(ω
(m)
j )
D′2(ω
(m)
j )
, (3.2.1)
where ω
(m)
j for j = 0, 1, 2, . . . are successive iterative approximations to the m
th root of
(3.1.42), ω
(m)
0 is the initial guess, and the dash denotes the derivative with respect to ω.
We continue with the iterative process until the distance between successive iterations is
sufficiently small. For most of the results presented in this thesis we choose |ω(m)j+1 − ω(m)j | <
10−10.
The form of D2(ω) is given by (3.1.42), hence
D′2(ω) =
(
−2ω
(
m
[1]
f +m
[1]
v
)
− F ′1(ω)
)(
−ω2
(
m
[2]
f +m
[2]
v
)
+ ν3 + ν2 − F2(ω)
)
+
(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
)(
−2ω
(
m
[2]
f +m
[2]
v
)
− F ′2(ω)
)
,
(3.2.2)
47
where Fi(ω) is given by (3.1.41) and
F ′i (ω) =
32m
[i]
f Liω
3
pi3Hig
∞∑
n=0
tanh(βnpiHi/Li)(
βnpi
Li
tanh(βnpiHi/Li)− ω
2
g
)
β3n
+
16m
[i]
f Liω
5
pi3Hig2
∞∑
n=0
tanh(βnpiHi/Li)(
βnpi
Li
tanh(βnpiHi/Li)− ω
2
g
)2
β3n
,
for i = 1, 2. Note, here dashes denote derivatives with respect to ω. One problem when
using Newton’s method is the scheme needs a good initial guess for the root ω
(m)
0 to converge
to the correct root. To determine a ‘good’ initial guess for each of the roots in a particular
range, ω ∈ [0, ωmax], we discretise the range [0, ωmax] into N regions
ω = (0,∆ω, 2∆ω, . . . , k∆ω, (k + 1)∆ω, . . . , N∆ω) , (3.2.3)
where ∆ω = ωmax/N , and k ∈ N0, N ∈ N and k < N . The value of N is chosen to be
sufficiently large such that ∆ω is small. Then, for k = 0, 1, 2, . . . , N − 1, we compare the
product D2(k∆ω)D2((k + 1)∆ω), and when
D2(k∆ω)D2((k + 1)∆ω) < 0 , (3.2.4)
and
|D2(k∆ω)−D2((k + 1)∆ω)| < 100 , (3.2.5)
this implies that a root lies between the two values k∆ω and (k+1)∆ω. The second condition
distinguishes the difference between a root and a singularity of D2(ω). The singularities of
D2(ω) are located at
ωSingn =
√
βnpig
Li
tanh(βnpiHi/Li) , (3.2.6)
for i = 1, 2 and n ∈ N0, as these correspond to a zero in one of the denominators of Fi(ω).
We then choose the midpoint of k∆ω and (k+ 1)∆ω as the initial guess for a particular root
in (3.2.1)
ω0 =
(2k + 1)∆ω
2
. (3.2.7)
3.2.1 Identical vessel results
48
ω0 2 4 6 8 10 12 14 16 18 20
D
(ω
)
×104
-5
0
5
10
(a) ν2 = 0 kg s
−2.
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(b) ν2 = 250 kg s
−2.
Figure 3.2: Plot of D2(ω), with the blue dots marking characteristic frequencies for L1 = L2 =
1 m, H1 = H2 = 0.1 m, ρ1 = ρ2 = 1000 kg m
−3, m[1]v = m
[2]
v = 16 kg and ν1 = ν3 = 250 kg s
−2.
49
Table 3.1: The first fourteen roots (ω) of the results in Figures 3.2 – 3.4.
Root number 1 2 3 4 5 6 7 8 9 10 11 12 13 14
ω in Figure 3.2(a) 1.36 1.36 5.49 5.49 9.45 9.45 12.46 12.46 14.79 14.79 16.75 16.75 18.48 18.48
ω in Figure 3.2(b) 1.36 2.04 5.49 6.09 9.45 9.70 12.46 12.55 14.79 14.83 16.75 16.77 18.48 18.49
ω in Figure 3.3(a) 0.97 0.98 2.86 2.93 3.95 4.85 5.03 6.52 6.88 7.18 8.77 8.81 10.64 10.65
ω in Figure 3.3(b) 0.31 0.31 0.93 0.93 1.56 1.56 2.18 2.18 2.80 2.80 3.42 3.42 3.95 4.04
ω in Figure 3.4(a) 1.38 2.05 5.36 6.02 9.25 9.63 12.31 12.52 14.72 14.82 16.72 16.76 18.47 18.49
ω in Figure 3.4(b) 1.40 2.05 5.15 5.97 8.82 9.60 11.96 12.51 14.51 14.81 16.62 16.76 18.43 18.49
ω in Figure 3.4(c) 1.41 2.05 5.12 5.96 8.74 9.60 11.89 12.51 14.47 14.81 16.59 16.76 18.42 18.49
ω in Figure 3.4(d) 0.97 1.59 2.92 4.68 5.20 6.26 6.95 8.78 9.60 10.65 12.47 12.51 14.27 14.81
Table 3.2: The amplitude ratio c that appears in q̂2 = cq̂1 for the first fourteen roots of the results in Figures 3.2 – 3.4.
Root number 1 2 3 4 5 6 7 8 9 10 11 12 13 14
c in Figure 3.2(a) N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A
c in Figure 3.2(b) 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
c in Figure 3.3(a) 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
c in Figure 3.3(b) 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1
c in Figure 3.4(a) 0.96 -1.03 1.4 -0.76 3.05 -0.46 5.64 -0.32 7.02 -0.27 6.25 -0.27 4.25 -0.34
c in Figure 3.4(b) 0.92 -1.03 2.03 -0.56 10.31 -0.26 79.92 -0.17 788.63 -0.13 128.99 -0.12 43.8 -0.12
c in Figure 3.4(c) 0.91 -1.03 2.13 -0.54 12.74 -0.24 1765.9 -0.16 -128.78 -0.12 -1144 -0.11 82.21 -0.11
c in Figure 3.4(d) 1.53 0.54 -28.23 3.52 1.9 -1.64 -5.17 11.33 -0.26 -7.86 0.69 -0.2 -30.54 -0.09
.
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(a) H1 = H2 = 0.01 m.
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(b) H1 = H2 = 0.001 m.
Figure 3.3: Plot of D2(ω), with the blue dots marking characteristic frequencies for L1 =
L2 = 1 m, ρ1 = ρ2 = 1000 kg m
−3, m[1]v = m
[2]
v = 16 kg and ν1 = ν3 = ν2 = 250 kg s
−2.
We now consider two particular cases of experimental setups, identical vessel systems where
L1 = L2, H1 = H2, ρ1 = ρ2, ν1 = ν3, m
[1]
v = m
[2]
v , and non-identical systems where any
one of these conditions is broken. For the identical vessel system, the characteristic equation
consists of infinitely many catenary-like curves separated by vertical asymptotes, with each
part of the curve giving two roots, as seen in Figures 3.2(a) and 3.2(b). This can be shown
to be expected, because the characteristic equation for identical vessels has the form
D2(ω) =
(
−ω2
(
m
[1]
f +m
[1]
v
)
+ ν1 + ν2 − F1(ω)
)2
− ν22 , (3.2.8)
which, in the case when ν2 = 0, gives repeated roots as shown in Figure 3.2(a) and the
tabulated values in Table 3.1. For ν2 6= 0, the curves of D2(ω) drop below the ω-axis
producing an additional root for each curve. From Table 3.2 we can see that the modes
produced alternate between in-phase and out-of-phase modes with equal amplitudes. An
interesting phenomenon we observe here is that the first root of each pair is the same as the
corresponding double root from the ν2 = 0 case (see Table 3.1). This is because the first root
of each pair produces an in-phase mode where the middle spring has no effect on the motion
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(a) H2 = 0.09 m.
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(b) H2 = 0.077 m.
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(c) H2 = 0.075 m.
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(d) H2 = 0.01 m.
Figure 3.4: Plot of D2(ω), with the blue dots marking characteristic frequencies for L1 = L2 =
1 m, H1 = 0.1 m, ρ1 = ρ2 = 1000 kg m
−3, m[1]v = m
[2]
v = 16 kg and ν1 = ν3 = ν2 = 250 kg s
−2.
of the system, i.e. the spring does not stretch or compress during the subsequent motion.
This will be shown analytically in §3.3.2.
If we consider reducing the fluid depth H1 = H2 in each vessel simultaneously for fixed ν2,
see Figures 3.3(a), 3.3(b) and Table 3.1, we notice that the curves become more compressed
in the horizontal direction which in turn makes the roots more densely populated for a fixed
range of ω values. This is the same observation as for the 1-vessel system from [9].
3.2.2 Non-identical vessel results
For non-identical vessels, the characteristic curve becomes much less structured. The catenary-
like curves seen in the identical vessel case become hyperbola-like if we break the symmetry
in H1 and H2 slightly, as shown in Figures 3.4(a) and 3.4(b). This is due to the additional
asymptote generated by (3.2.6). If the difference between H1 and H2 is increased, then D2(ω)
consists of a mixture of catenary-like, hyperbola-like and tangent-like curves as shown in Fig-
ures 3.4(c) and 3.4(d). A good example of this is that the ninth and the tenth roots shown
in Figure 3.4(b), which correspond to a pair of in-phase and out-of-phase modes, which turn
into two out-of-phase modes as H2 is reduced, as shown in Figure 3.4(c). We also notice
that the values of c for some roots are quite large, meaning small displacement of one vessel
compared to the other for such modes.
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3.3 Non-dimensionalisation and the weakly coupled ves-
sel system
In the last section we identified that in the case of an identical vessel system the natural
frequencies of the in-phase modes are exactly equal to the frequencies of the ν2 = 0 system,
i.e. the uncoupled system. In this section we study this analytically by considering a weakly
coupled system (ν2  1). First, we consider a non-dimensionalised system, which will also
be of use in §3.4.
3.3.1 Non-dimensional system
We introduce the following non-dimensional parameters for the 2-vessel problem which are
motivated by those of the 1-vessel problem introduced in [21]. These are
R1 =
m
[1]
v
m
[1]
f
, R2 =
m
[2]
v
m
[1]
f
, M =
m
[2]
f
m
[1]
f
,
G1 =
L21ν1
4gH1m
[1]
f
, G2 =
L21ν2
4gH1m
[1]
f
, G3 =
L21ν3
4gH1m
[1]
f
,
δ1 =
H1
L1
, δ2 =
H2
L2
, L̂ =
L2
L1
, s =
L1ω
2
√
gH1
, P =
δ1L̂
δ2
,
(3.3.1)
where R1, R2 are the ratios of vessel mass to fluid mass in vessel 1, M is the ratio fluid
masses, G1, G2 and G3 are the non-dimensional spring coefficients, δ1 and δ2 are the non-
dimensional mean fluid depths, and L̂ is the ratio of the vessel lengths. The quantity s is a
non-dimensional frequency. The general characteristic equation in non-dimensional form can
then be written as
∆(s) = P2(s)D2(s) = 0 . (3.3.2)
The explicit forms of P2(s) and D2(s) are found by substituting (3.3.1) into (3.1.44) – (3.1.42),
giving
P2(s) = P
(1)
2 (s)P
(2)
2 (s) , (3.3.3)
where
P
(1)
2 (s) =
∞∏
n=0
(
αnpi
4δ1
tanh(αnpiδ1)− s2
)
, (3.3.4)
P
(2)
2 (s) =
∞∏
n=0
(
αnpi
4L̂δ1
tanh(αnpiδ2)− s2
)
, (3.3.5)
after division by the non-zero constant of proportionality (4δ1/L1)
2. The anti-symmetric
characteristic equation in non-dimensional form is given by
D2(s) =
(− (1 +R1) s2 +G1 +G2 − F1(s)) (− (M +R2) s2 +G2 +G3 − F2(s))−G22 = 0 , (3.3.6)
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after division by a different non-zero constant of proportionality
(
4gH1m
[1]
f /L
2
1
)2
, where
F1(s) =
32s4
pi3
∞∑
n=0
tanh(βnpiδ1)
(βnpi tanh(βnpiδ1)− 4δ1s2) β3n
, (3.3.7)
F2(s) =
32ML̂δ1s
4
δ2pi3
∞∑
n=0
tanh(βnpiδ2)
(βnpi tanh(βnpiδ2)− 4δ2Ps2) β3n
. (3.3.8)
Note that we have reused the notation P2 and D2 with the understanding that P2(ω) and
D2(ω) signify the dimensional form while P2(s) and D2(s) denote the non-dimensional form.
In this case, q̂1 and q̂2 are related by q̂2 = ĉq̂1 where
ĉ =
− (1 +R1) s2 +G1 +G2 − F1(s)
G2
. (3.3.9)
The expression for the characteristic equation can be further simplified by writing γn = βnpi,
which leads to
D2(s) =
(
− (1 +R1) s2 +G1 +G2 − 32s4
∞∑
n=0
tanh(γnδ1)
(γn tanh(γnδ1)− 4δ1s2) γ3n
)
×(
− (M +R2) s2 +G2 +G3 − 32MPs4
∞∑
n=0
tanh(γnδ2)
(γn tanh(γnδ2)− 4δ2Ps2) γ3n
)
−G22 = 0 .
(3.3.10)
3.3.2 The weakly-coupled system
In this section we investigate a system where the two vessels are weakly coupled, i.e. the
linear spring coefficient of the middle spring is small (G2  1). We expand the frequency in
terms of the small parameter, G2 such that
s = s0 +G2s1 +G
2
2s2 +G
3
2s3 +O(G
4
2) . (3.3.11)
Since the symmetric modes do not generate vessel motions, we need only consider the anti-
symmetric modes. The characteristic equation of the anti-symmetric modes can be written
in the form
D2(s) = F̂1(s)F̂2(s)−G22 , (3.3.12)
where
F̂1(s) = − (1 +R1) s2 +G1 +G2 − 32s4
∞∑
n=0
tanh(γnδ1)
(γn tanh(γnδ1)− 4δ1s2) γ3n
, (3.3.13)
F̂2(s) = − (M +R2) s2 +G2 +G3 − 32MPs4
∞∑
n=0
tanh(γnδ2)
(γn tanh(γnδ2)− 4δ2Ps2) γ3n
. (3.3.14)
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Now, by Taylor expanding F̂1(s) and F̂2(s) about s = s0 after inserting (3.3.11) we have
D2(s) =
(
f1 +G2(1 + f
′
1s1) +G
2
2
(
f ′1s2 +
f ′′1
2
s21
)
+G32
(
f ′1s3 + f
′′
1 s1s2 +
f ′′′1
6
s31
)
+O(G42)
)
×(
f2 +G2(1 + f
′
2s1) +G
2
2
(
f ′2s2 +
f ′′2
2
s21
)
+G32
(
f ′2s3 + f
′′
2 s1s2 +
f ′′′2
6
s31
)
+O(G42)
)
−G22 ,
=f1f2 +G2 [f1(1 + s1f
′
2) + f2(1 + s1f
′
1)]
+G22
[
f1
(
s2f
′
2 +
1
2
s21f
′′
2
)
+ (1 + s1f
′
2) (1 + s1f
′
1) + f2
(
s2f
′
1 +
1
2
s21f
′′
1
)
− 1
]
+G32
[
f1
(
s3f
′
2 + s1s2f
′′
2 +
1
6
s31f
′′′
2
)
+ (1 + s1f
′
1)
(
s2f
′
2 +
1
2
s21f
′′
2
)
+(1 + s1f
′
2)
(
s2f
′
1 +
1
2
s21f
′′
1
)
+ f2
(
s3f
′
1 + s1s2f
′′
1 +
1
6
s31f
′′′
1
)]
+O(G42) = 0,
where
fi := fi(s0) = F̂i(s0)−G2 , for i = 1, 2 , (3.3.15)
and all its derivatives evaluated at s0. Here a dash denotes derivatives with respect to s.
Let us first consider a non-symmetric system where f1 6= f2. At order O(G02) we have the
choice of either f1(s0) = 0 or f2(s0) = 0, and the value of s0 can only be found numerically,
e.g. using Newton’s method. For the next orders up to O(G32), if we assume f1(s0) = 0, the
subsequent hierarchy of equations can be solved to give
s1 = − 1
f ′1
, (3.3.16)
s2 =
f ′21 − 12f2f ′′1
f2f ′31
, (3.3.17)
s3 =
f ′1f
′′′
1 f
2
2 − 3f ′′21 f 22 + 6f ′21 f ′′1 f2 + 6f ′31 f ′2 − 6f ′41
6f 22 f
′5
1
. (3.3.18)
If f2(s0) = 0, then the subsequent terms in the asymptotic expansion are
s1 = − 1
f ′2
, (3.3.19)
s2 =
f ′22 − 12f1f ′′2
f1f ′32
, (3.3.20)
s3 =
f ′2f
′′′
2 f
2
1 − 3f ′′22 f 21 + 6f ′22 f ′′2 f1 + 6f ′32 f ′1 − 6f ′42
6f 21 f
′5
2
. (3.3.21)
The difference here is that the subscripts 1 and 2 for fi and its derivatives are interchanged.
A comparison of the first six roots of D2(s) = 0, denoted by s
(i) for i = 1, 2, 3, 4, 5, 6, with
the full linear solution as a function of G2 is shown in Figure 3.5. We see the asymptotic
form of s agrees well with the exact values from D2(s) = 0 as G2 decreases, as expected. In
particular for G2 ≤ 1 the agreement is good.
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Figure 3.5: Plot of the first 6 roots of D2(s) = 0, for a non-symmetric system as a function
of G2 for R1 = R2 = 0.5, G1 = 1.0, G3 = 3.0 and δ1 = δ2 = 0.1. The dashed lines give the
asymptotic form of s from (3.3.11) including cubic terms.
In an identical system case then f1 = f2, which means that if f1 = f2 = 0, then the
characteristic equation simplifies to
D2(s) = G
2
2
[
(f ′1s1 + 1)
2 − 1
]
+G32
[
2 (f ′1s1 + 1)
(
1
2
f ′′1 s
2
1 + f
′
1s2
)]
+O(G42) . (3.3.22)
The O(G2) equation is thus identically zero, and so we use the next order term to determine
a value for s1. There exists two solutions for s1, namely
s1 = 0 , or s1 = − 2
f ′1
, (3.3.23)
and their respective next order solutions are
s2 = 0 , or s2 = −2f
′′
1
f ′31
, (3.3.24)
s3 = 0 , or s3 = −4f
′′′
1
3f ′41
− 4f
′′2
1
f ′51
, (3.3.25)
where the value of s3 is determined by the O(G
4
2) term which is not shown explicitly here.
The case with sj = 0 for j ≥ 1, corresponds to the in-phase mode since this asymptotic
solution does not depend on the spring coefficient of the middle spring, i.e. the middle spring
does not get stretched or compressed during the motion. This means that sj 6= 0 for j ≥ 1
corresponds to the out-of-phase mode. A comparison of the numerical and asymptotic results
for the first four roots of s as a function of G2 for this case is shown in Figure 3.6. Here we
see pairs of in-phase and out-of-phase modes turn into in-phase modes with double roots for
G2 = 0. As G2 increases, the natural frequencies for the in-phase modes remain constant as
only the O(1) term is non-zero for in-phase modes in an identical system.
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Figure 3.6: Plot of the first 6 roots of D2(s) = 0, for the identical, symmetric system as a
function of G2 for R1 = 0.5, G1 = 1.0 and δ1 = 0.1. The dashed lines give the asymptotic
form of s from (3.3.11) including cubic terms. The asymptotic and numerical results for s(1),
s(3) and s(5) are indistinguishable.
3.4 The shallow-water limit
Here we examine how the dispersion relation, and thus the natural frequencies of the system,
approximate in the limit of the shallow-water fluid layers. We have already identified what
happens numerically in Figure 3.3, but here we identify the approximate form of the charac-
teristic equation in this limit. The form of the characteristic equation was first derived in [21]
for the 1-vessel system in the shallow-water limit. Here we extend it to the 2-vessel system
as it will be useful for the numerics of the 2-vessel sloshing system in the shallow-water limit
in Chapter 5. The shallow-water limit occurs when the fluid depth in the vessel is small
compared to the vessel length, namely when δ1  1 and δ2  1. For simplicity we assume
both fluid layers are shallow. In this limit, the Taylor series expansion of the hyperbolic
tangent function in (3.3.10) leads to
tanh(γnδ1) = γnδ1 +O(δ
3
1) ,
tanh(γnδ2) = γnδ2 +O(δ
3
2) .
Therefore, the non-dimensional shallow-water characteristic equation for anti-symmetric modes
is given by
DSW2 (s) =
(
− (1 +R1) s2 +G1 +G2 − 32s4
∞∑
n=0
1
(γ2n − 4s2) γ2n
)
×(
− (M +R2) s2 +G2 +G3 − 32MPs4
∞∑
n=0
1
(γ2n − 4Ps2) γ2n
)
−G22 = 0 .
(3.4.1)
The summation expression in the first bracket can be split using partial fractions into
1
(γ2n − 4s2) γ2n
=
1
4s2 (γ2n − 4s2)
− 1
4s2γ2n
, (3.4.2)
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Figure 3.7: Comparison of the roots for the non-shallow depth case, panel (a), and in the
shallow-water limit, panel (b), with R1 = R2 = 0.16, G1 = G2 = G3 = 0.64, M = 1, L̂ = 1
and varying δ1 = δ2. Here we see the location of the frequencies from the full linear system
(a) tend to that of the shallow-water approximation (b) as δ1 = δ2 → 0. For large δ1 = δ2,
the frequencies are more closely spaced as seen in [9] for the 1-vessel problem.
and using results derived in Appendix D we have the following identities
∞∑
n=0
1
(γ2n − 4s2) γ2n
=
∞∑
n=0
[
1
4s2 (γ2n − 4s2)
− 1
4s2γ2n
]
=
1
32s2
(
tan s
s
− 1
)
, (3.4.3)
and
∞∑
n=0
1
(γ2n − 4Ps2) γ2n
=
∞∑
n=0
[
1
4Ps2 (γ2n − 4Ps2)
− 1
4Ps2γ2n
]
=
1
32Ps2
tan
(√
Ps
)
√
Ps
− 1
 . (3.4.4)
Thus, the non-dimensional form of the shallow-water characteristic equation for anti-symmetric
modes can be rewritten as
DSW2 (s) =
(−R1s2 +G1 +G2 − s tan s)×(
−R2s2 +G2 +G3 − M√
P
s tan
(√
Ps
))
−G22 = 0 .
(3.4.5)
We note that DSW2 (s) does not depend on the individual non-dimensional fluid depths ex-
plicitly, but only the ratio of the two through the parameter P . This means that the natural
frequencies of the system remain the same if the non-dimensional fluid depths in both vessels
vary simultaneously. This is demonstrated in Figure 3.7(b).
In the shallow-water limit, the amplitude coefficients q̂1 and q̂2 are related by
q̂2 = ĉ
SW q̂1 , (3.4.6)
where
ĉSW =
−R1s2 +G1 +G2 − s tan s
G2
. (3.4.7)
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Figure 3.8: Comparisons of the characteristic equations for the anti-symmetric modes in non-
shallow depth and in the shallow-water limit, with R1 = R2 = 0.16, G1 = G2 = G3 = 0.64,
M = 1, L̂ = 1 and δ1 = δ2 = 0.1. Here we see the first two frequencies from the shallow-water
approximation agree well with the first two frequencies of full linear system. However, higher
frequencies require smaller δ1 and δ2 for similar agreement.
We can see from Figures 3.8, 3.9 and Table 3.3 that the results obtained from the shallow-
water approximation agree with those of the non-shallow water problem provided δ1  1 and
δ2  1. The first eight frequencies can be obtained with reasonable accuracy for δ1 = δ2 <
0.01 (see Figure 3.7). The shallow-water approximation of the characteristic equation is still
implicit in s, i.e. the values of s can only be obtained numerically, however, the absence of
infinite sums makes it much easier to work with than the non-shallow water system.
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Figure 3.9: Comparisons of the characteristic equations for the anti-symmetric modes in non-
shallow depth and in the shallow-water limit, with R1 = R2 = 0.16, G1 = G2 = G3 = 0.64,
M = 1, L̂ = 1 and δ1 = δ2 = 0.01. Here we see the difference between the first eight
frequencies from the shallow-water approximation and the full linear system is small.
Table 3.3: The first eight natural frequencies for results in Figures 3.8 and 3.9
Root number 1 2 3 4 5 6 7 8
s in Figure 3.8(a) 0.6859 1.0317 2.7709 3.0736 4.7716 4.8955 6.2898 6.3372
s in Figure 3.8(b) 0.6862 1.0346 2.9029 3.2212 5.6192 5.7538 8.5161 8.5724
s in Figure 3.9(a) 0.6862 1.0345 2.9015 3.2196 5.6077 5.7421 8.4755 8.5317
s in Figure 3.9(b) 0.6862 1.0346 2.9029 3.2212 5.6192 5.7538 8.5161 8.5724
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3.5 The linear initial value problem
Thus far we have considered each modal solution separately. However, to generate only
one mode in an experiment would require perfect initial conditions. In general the solution
observed in an experiment is a superposition of all (or a subset of) these modes with specified
amplitudes. The work in [68] compares theoretical system frequencies results against those
measured in an experiment for a single vessel. The experiment is of Cooker type, conducted
in [68] and is equivalent to the 1-vessel scenario in Figure 2.1 from Chapter 2, with a non-
zero initial horizontal displacement of the vessel and a quiescent fluid with a flat free-surface.
Although the setup of the problem in [68] is different to the problem in Figure 2.1, the
linearised problem is the same provided that
ν =
g
l
(mf +mv) , (3.5.1)
where l is the length of the bifilar pendulum in the Cooker setup [21].
The single vessel experiments for the Cooker problem [68] showed that as the fluid depth
decreased, the experimental system would ‘switch’ to oscillating with the frequency of suc-
cessively higher frequency modes. This was shown to be due to the amplitudes of the modes
in the superposition changing values (and hence changing their dominance) as a function of
fluid depth. In this section we examine how to determine the eigenmodes’ coefficients, and
examine whether or not this behaviour also occurs in a 2-vessel system.
Assuming we can calculate ω(i) for i = 1, 2, 3, . . ., where ω(i) denotes the ith frequency of
the system, the only quantities which remain unknown are the amplitudes of each mode q̂
(i)
1
and q̂
(i)
2 . In order to determine these amplitudes we specify initial conditions, namely the
initial vessel displacements q1(0) and q2(0), and free-surface profiles of the fluids, h1(x1, 0)
and h2(x2, 0).
Recall, the free-surface is related to the velocity potential in (2.2.43) and can be recovered
by using (2.2.9), and hence for anti-symmetric modes it is given by
h1(x1, t) = H1 + 
∞∑
i=1
[
q̂
(i)
1
1
ω(i)
∞∑
n=0
βnpiC˜
(i)
βn1
L1
sinh
(
βnpiH1
L1
)
cos
(
βnpix1
L1
)
sin
(
ω(i)t+ θ
)]
,
(3.5.2)
h2(x2, t) = H2 + 
∞∑
i=1
[
q̂
(i)
2
1
ω(i)
∞∑
n=0
βnpiC˜
(i)
βn2
L2
sinh
(
βnpiH2
L2
)
cos
(
βnpix2
L2
)
sin
(
ω(i)t+ θ
)]
,
(3.5.3)
together with the vessel displacements
q1(t) = 
∞∑
i=1
q̂
(i)
1 sin
(
ω(i)t+ θ
)
, (3.5.4)
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q2(t) = 
∞∑
i=1
q̂
(i)
2 sin
(
ω(i)t+ θ
)
. (3.5.5)
Here the constants C˜
(i)
βn1
and C˜
(i)
βn2
are given by
C˜
(i)
βn1
= − 4L1
(
ω(i)
)3
β2npi
2g cosh(βnpiH1/L1)
(
βnpi
L1
tanh(βnpiH1/L1)−
(
ω(i)
)2
g
) , (3.5.6)
C˜
(i)
βn2
= − 4L2
(
ω(i)
)3
β2npi
2g cosh(βnpiH2/L2)
(
βnpi
L2
tanh(βnpiH2/L2)−
(
ω(i)
)2
g
) , (3.5.7)
where the subscripts 1 and 2 refer to vessels 1 and 2 respectively. The small parameter  was
useful when conducting the linear analysis, but here we redefine q̂
(i)
1 as q̂
(i)
1 and q̂
(i)
2 as q̂
(i)
2
with the understanding that q̂
(i)
1 and q̂
(i)
2 are now small, and we reuse notation for simplicity.
With the initial velocities being zero, this particular set of initial conditions lead to
θ =
pi
2
. (3.5.8)
Thus, the general solutions for the free-surfaces and the vessel displacements reduce to
h1(x1, t) = H1 +
∞∑
i=1
[
q̂
(i)
1
1
ω(i)
∞∑
n=0
βnpiC˜
(i)
βn1
L1
sinh
(
βnpiH1
L1
)
cos
(
βnpix1
L1
)
cos
(
ω(i)t
)]
,
(3.5.9)
h2(x2, t) = H2 +
∞∑
i=1
[
q̂
(i)
2
1
ω(i)
∞∑
n=0
βnpiC˜
(i)
βn2
L2
sinh
(
βnpiH2
L2
)
cos
(
βnpix2
L2
)
cos
(
ω(i)t
)]
,
(3.5.10)
q1(t) =
∞∑
i=1
q̂
(i)
1 cos
(
ω(i)t
)
, (3.5.11)
q2(t) =
∞∑
i=1
q̂
(i)
2 cos
(
ω(i)t
)
. (3.5.12)
A realisable experimental setup, similar to that in [68], would be to displace each vessel
from their respective equilibrium points with the contained fluids at rest, with zero initial
velocities for both the vessel and the free-surface (i.e. released from rest). Hence we choose
q1(0) = Q1 , h1(x1, 0) = H1 , (3.5.13)
q2(0) = Q2 , h2(x2, 0) = H2 , (3.5.14)
q˙1(0) = 0 ,
∂h1
∂t
(x1, 0) = 0 , (3.5.15)
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q˙2(0) = 0 ,
∂h2
∂t
(x2, 0) = 0 , (3.5.16)
where Q1 and Q2 are given initial displacements of the vessels.
In practice, we truncate all the series to a finite number of N roots ω(i), and we require this
to be an even number in the analysis which follows. Then, if N is chosen sufficiently large,
say N = 50, the first five amplitudes are accurate to at least five decimal places in general.
We now impose the initial conditions
h1(x1, 0) = H1 +
N∑
i=1
[
q̂
(i)
1
1
ω(i)
∞∑
n=0
βnpiC˜
(i)
βn1
L1
sinh
(
βnpiH1
L1
)
cos
(
βnpix1
L1
)]
= H1 , (3.5.17)
h2(x2, 0) = H2 +
N∑
i=1
[
q̂
(i)
2
1
ω(i)
∞∑
n=0
βnpiC˜
(i)
βn2
L2
sinh
(
βnpiH2
L2
)
cos
(
βnpix2
L2
)]
= H2 , (3.5.18)
q1(0) =
N∑
i=1
q̂
(i)
1 = Q1 , (3.5.19)
q2(0) =
N∑
i=1
q̂
(i)
2 = Q2 . (3.5.20)
Hence we have the following set of equations for q̂
(i)
1 and q̂
(i)
2 to satisfy
N∑
i=1
1
ω(i)
[ ∞∑
n=0
βnpiC˜
(i)
βn1
L1
sinh
(
βnpiH1
L1
)
cos
(
βnpix1
L1
)]
q̂
(i)
1 = 0 , (3.5.21)
N∑
i=1
1
ω(i)
[ ∞∑
n=0
βnpiC˜
(i)
βn2
L2
sinh
(
βnpiH2
L2
)
cos
(
βnpix2
L2
)]
q̂
(i)
2 = 0 , (3.5.22)
N∑
i=1
q̂
(i)
1 = Q1 , (3.5.23)
N∑
i=1
q̂
(i)
2 = Q2 , (3.5.24)
where again, everything is known except q̂
(i)
1 and q̂
(i)
2 . These equations can be further sim-
plified by noting that q̂
(i)
2 = ciq̂
(i)
1 where ci is given by (3.1.48), meaning we have only the
N unknowns q̂
(i)
1 to determine. Equations (3.5.23) and (3.5.24) give two equations, and the
other N − 2 equations come from evaluating (3.5.21) at the 1
2
(N − 2) collocation points
x
(k)
1 = (k − 1)∆x1, for k = 1, 2, . . . , 12(N − 2), and (3.5.22) at the remaining 12(N − 2) col-
location points x
(k)
2 = (k − 1)∆x2, for k = 1, 2, . . . , 12(N − 2), with ∆x1 = L1/(N − 2) and
∆x2 = L2/(N − 2). To simplify the notation we define
h
∗(i)
1 (x1, 0) =
1
ω(i)
[ ∞∑
n=0
βnpiC˜
(i)
βn1
L1
sinh
(
βnpiH1
L1
)
cos
(
βnpix1
L1
)]
, (3.5.25)
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h
∗(i)
2 (x2, 0) =
1
ω(i)
[ ∞∑
n=0
βnpiC˜
(i)
βn2
L2
sinh
(
βnpiH2
L2
)
cos
(
βnpix2
L2
)]
, (3.5.26)
then the unknown amplitudes q̂
(i)
1 can be found by solving the system of N linear equations
1 1 . . . 1
c1 c2 . . . cN
h
∗(1)
1 (0, 0) h
∗(2)
1 (0, 0) . . . h
∗(N)
1 (0, 0)
h
∗(1)
1 (∆x1, 0) h
∗(2)
1 (∆x1, 0) . . . h
∗(N)
1 (∆x1, 0)
h
∗(1)
1 (2∆x1, 0) h
∗(2)
1 (2∆x1, 0) . . . h
∗(N)
1 (2∆x1, 0)
...
...
. . .
...
h
∗(1)
1 (
L1
2
−∆x1, 0) h∗(2)1 (L12 −∆x1, 0) . . . h∗(N)1 (L12 −∆x1, 0)
c1h
∗(1)
2 (0, 0) c2h
∗(2)
2 (0, 0) . . . cNh
∗(N)
2 (0, 0)
c1h
∗(1)
2 (∆x2, 0) c2h
∗(2)
2 (∆x2, 0) . . . cNh
∗(N)
2 (∆x2, 0)
c1h
∗(1)
2 (2∆x2, 0) c2h
∗(2)
2 (2∆x2, 0) . . . cNh
∗(N)
2 (2∆x2, 0)
...
...
. . .
...
c1h
∗(1)
2 (
L2
2
−∆x2, 0) c2h∗(2)2 (L22 −∆x2, 0) . . . cNh∗(N)2 (L22 −∆x2, 0)


q̂
(1)
1
q̂
(2)
1
...
q̂
(N)
1

=

Q1
Q2
0
0
0
...
0
0
0
0
...
0

.
Note we only discretise half the domain, and exclude the mid point to avoid having redundant
information stored in the matrix which leads to linearly dependent rows and thus a singular
matrix.
3.5.1 Numerical results
In this section we shall discuss and interpret the results obtained numerically. We choose to
fix the following parameters in the results which follow
L1 = L2 = 1 m , (3.5.27)
m[1]v = m
[2]
v = 16 kg , (3.5.28)
ρ1 = ρ2 = 1000 kg m
−3 , (3.5.29)
and shall vary the quiescent fluid depths H1 and H2, which in turn vary the mass of fluid in
each vessel.
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Figure 3.10: Initial modal amplitudes q̂i as a function of H1 = H2, for the parameters
ν1 = ν3 = ν2 = 50 kg s
−2, Q1 = 0.1 m and Q2 = 0.1 m. The vessels are identical and
symmetric with equal initial displacement in the same direction.
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Figure 3.11: Initial modal amplitudes q̂i as a function of H1 = H2, for the parameters
ν1 = ν3 = ν2 = 50 kg s
−2, Q1 = 0.1 m and Q2 = −0.1 m. The vessels are identical and
symmetric with equal initial displacement in the opposite direction.
In Figure 3.10 we consider the case when vessels are identical and symmetric with equal
initial displacement in the same direction, i.e. Q1 = Q2 = 0.1 m. Here we find the amplitude
coefficients behave in the same manner as for the 1-vessel system, since both vessels undergo
identical motions without compressing or stretching the middle spring. The first mode with
frequency ω(1) dominates for H1 = H2 & 0.03 m, while at H1 = H2 ≈ 0.01 m the third mode
with frequency ω(3), dominates, but over a much shorter range of H1 values. This ‘switching’
of modes continues as H1 is reduced, and the frequency of the dominant mode tends to that
of the in-phase mode for identical dry vessels (i.e.
√
ν1/m
[1]
v ) as H1 = H2 tends to zero. Note
that the even-numbered modes have zero amplitudes because the out-of-phase modes are not
present in the solution.
In Figure 3.11 we consider the same parameters as in Figure 3.10 except here we set Q1 =
−Q2. Here we find the amplitude coefficients of both vessels are the same but with an
opposite sign. The odd-numbered modes have zero amplitudes since the in-phase modes are
not part of the solution (recall that the in-phase and the out-of-phase modes come in pairs
for the symmetric system with identical vessels). Here the structure is like the case when
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Figure 3.12: Initial modal amplitudes q̂i as a function of H1 = H2, for the parameters
ν1 = ν3 = ν2 = 50 kg s
−2, Q1 = 0.1 m and Q2 = 0 m. The vessels are identical and symmetric
with zero initial vessel displacement for vessel 2.
Q1 = Q2, in the sense that the shallower the fluids, the higher the frequency for the dominant
out-of-phase mode, and the value of the dominant frequency tends to the out-phase-mode
for identical dry vessels (i.e.
√
3ν1/m
[1]
v ) as H1 = H2 tends to zero. The first out-of-phase
mode (in this case the second anti-symmetric mode) dominates as the fluid depths H1 = H2
increase.
In Figure 3.12 we again consider the same parameters as in Figures 3.10 and 3.11 except here
Q2 = 0 m. Unlike in Figure 3.10 where only in-phase modes are present and in Figure 3.11
where only out-of-phase modes are present, here we find the solutions consist of both in-phase
and out-of-phase modes. For H1 = H2 & 0.1 m the system is dominated by two almost equal
amplitude modes, one in-phase and one out-of-phase, but again as H1 = H2 → 0 the solution
becomes dominated by a single mode, which, for those modes presented, alternate between
out-of-phase and in-phase modes. The interesting feature observed in this example is that
the switching of the modes is not sequential, with the ω(4) mode dominating at H1 ≈ 0.02 m
and the ω(3) mode dominating at H1 ≈ 0.01 m. For small fluid depths H1 and H2, we see
from Figure 3.13 that the values of the roots, ω(i), are more closely spaced. This agrees with
the results presented in Figure 3.3 in §3.2.1.
In Figure 3.14 we consider the same system parameters as in Figure 3.10 except the linear
spring coefficients are five times larger in order to investigate the effect of spring stiffness.
In this case we see that the modal amplitude curves are more stretched, i.e. the amplitude
coefficients vary more slowly with H1 = H2. This is due to the greater restoring forces of the
springs which creates a system that is less sensitive to the mass of fluid in the vessels (recall
that the fluid mass is proportional to the fluid depth). I.e. for a large spring coefficient the
system will ‘switch’ to a higher frequency mode at a larger fluid depth.
Next, in Figure 3.15 we break the symmetry of the system by having twice the fluid depth
in vessel 2 compare to vessel 1, i.e. H2 = 2H1. In this case the modal amplitudes behave in
a much more complicated way, with the signs of the modal amplitude coefficients for both
vessels changing with varying fluid depths. For the case Q1 = Q2 = 0.1 m in Figure 3.15 we
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Figure 3.13: H1 = H2, ν1 = ν3 = ν2 = 50 kg s
−2. The values of ω with varying fluid depths
from (3.1.42). The red dots denote the in-phase (≈ 1.8 s−1) and the out-of-phase (≈ 3.1 s−1)
frequencies for dry vessels.
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Figure 3.14: Initial modal amplitudes q̂i as a function of H1 = H2, for the parameters
ν1 = ν3 = ν2 = 250 kg s
−2, Q1 = 0.1 m and Q2 = 0.1 m. Same setup as Figure 3.10 except
the linear spring coefficients are five times as large.
notice that the dominant mode in each region of fluid depth H1 is an in-phase mode as the
initial vessel displacements are in-phase. However, some of these modes change from out-of-
phase modes to in-phase modes (or vice versa) as H1 decreases, as can be seen in the plot of
c(H1) in Figure 3.16. Additionally, Figure 3.15 shows, in a very similar manner to Figures
3.10 and 3.14, the first anti-symmetric mode (also an in-phase mode) remains dominant for
large values of fluid depths. Note that in Figure 3.17 where the initial vessel displacements
are Q2 = −Q1 = −0.1 m, the first anti-symmetric mode (also an in-phase mode) is no longer
the dominant mode for large values of H1 = 0.5H2. The second anti-symmetric mode (out-
of-phase mode for H1 = 0.5H2 > 0.0355 m) becomes the dominant mode, which is expected
as the initial condition is out-of-phase. In general, low frequency modes dominate the general
solution in non-shallow water whereas high frequency modes take over in the shallow-water
limit.
We notice that in Figure 3.16, the modes can change from in-phase to out-of-phase and
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Figure 3.15: Initial modal amplitudes q̂i as a function of H1 = 0.5H2, ν1 = ν3 = ν2 =
250 kg s−2, Q1 = 0.1 m and Q2 = 0.1 m. The symmetry of the system is broken by having
twice the fluid depth in vessel 2.
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Figure 3.16: H1 = 0.5H2, ν1 = ν3 = ν2 = 250 kg s
−2. The amplitude ratio c with varying
fluid depths.
then back and forth, as the fluid depth is varied. These changes can be smooth (such as
the fifth mode) or discontinuous (e.g. second or fourth modes). However, we note that this
discontinuity just means q̂1 is close to zero since c = q̂1/q̂2. Note for this example the first
and third modes do not change mode type with varying fluid depths.
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Figure 3.17: Initial modal amplitudes q̂i as a function of H1 = 0.5H2, ν1 = ν3 = ν2 =
250 kg s−2, Q1 = 0.1 m and Q2 = −0.1 m. The symmetry of the system is broken by having
twice the fluid depth in vessel 2.
69
3.6 Conclusions
In this chapter we investigated the 2-vessel coupled sloshing system where two 1-vessel sys-
tems are connected by a middle spring. This coupling adds an additional layer of complexity
to the problem since the 2-vessel system introduces the concept of vessels being in-phase or
out-of-phase to each other. We observe that vessels move with the same amplitude when the
vessels and springs are identical, with the middle spring being unstretched or uncompressed
for in-phase motion. If the vessels are not identical, then the picture becomes more com-
plex as modes are no longer guaranteed to appear in pairs of one in-phase mode and one
out-of-phase mode.
We non-dimensionalised the system and showed that the infinite sums in the characteristic
equation for the anti-symmetric modes can be written in terms of the tangent function and is
independent of individual non-dimensional fluid depth in the shallow water limit. However,
the non-dimensional spring coefficients are still functions of the dimensional fluid depths.
Then we applied asymptotic analysis for the weakly coupled vessels system (small middle
spring stiffness) where we proved that both vessels move independently for in-phase modes
when the vessels and springs are identical. There are fewer parameters in the non-dimensional
system, which led to a simpler derivation of the characteristic equation of the 2-vessel system
for shallow waters. However, the non-dimensional system remains very complex as the values
of its natural frequencies depend on all non-dimensional parameters.
Finally we have examined the amplitude coefficients of the eigenmodes in the superposed
solution for experimentally realisable initial conditions, consisting of given initial vessel dis-
placements and flat initial free-surface displacements. The results show that as H1 = H2 → 0
the system switches to successive higher frequency modes for both the identical in-phase and
out-of-phase systems. For non-identical systems the solution structure is more complicated,
but we found that typically the low frequency modes dominate for larger fluid depths, while
the higher frequency modes become more significant as H1 = H2 → 0. Some of these results
are used for validating the numerical scheme derived in Chapter 5.
70
Chapter 4
The N-Vessel Problem and Internal
Resonances
In Chapter 3 the focus was on the 2-vessel system in order to identify new features of the
coupled sloshing system with the key notion that vessels can be in-phase or out-of-phase with
each other. Furthermore our attention has been on the non-resonant case so far. However,
resonances, such as the 1 : 1 resonance, have been found to be of practical interest [63].
A 1 : 1 resonance is a situation where a symmetric sloshing mode has exactly the same
frequency as that of a coupled anti-symmetric mode. Close to such a 1 : 1 resonance for the
Cooker experiment, Turner & Bridges [63] identified a heteroclinic orbit for one critical fluid
depth, which connected these two modes. This orbit allowed energy to transfer between the
modes producing erratic vessel behaviours, such as a moving vessel due to an anti-symmetric
sloshing mode coming to rest when all the energy passes to a symmetric mode.
In this chapter we focus on the general coupled sloshing system where N vessels are connected
together in a one-dimensional chain of springs. As well as identifying and presenting the
non-resonant behaviour, similar to the 2-vessel problem in Chapter 3, we shall show that this
system can exhibit a variety of resonance situations from the 1 : 1 resonance to (N + 1)-fold
1 : · · · : 1 resonance, i.e. that the coupled anti-symmetric modes can have identical frequency
to a symmetric mode in one vessel, or to the symmetric modes in all vessels. Note that the
system also contains the more general r : s : · · · : t resonances for natural numbers r, s, t
but those are not considered here. We shall focus in particular on determining the existence
of regions of parameter space where the (N + 1)-fold 1 : · · · : 1 resonance can be found.
The work in this chapter led to the publication [36].
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Figure 4.1: Schematic diagram of the one-dimensional array of N rectangular vessels coupled
together by springs.
4.1 Governing equations
We consider N rectangular vessels arranged in a one-dimensional array, partially filled with
fluids of differing masses and with each vessel being connected to its two neighbouring vessels
(or a side wall) by a linear spring, see Figure 4.1 for a schematic diagram. This setup has
similarities to the coupled harmonic oscillator problem [57], but with the inclusion of the
fluid in the vessels, the range of possible motions and frequencies increases greatly. The
ith vessel (i = 1, ..., N) has mass m
(i)
v , length Li, is of unit width, and has an impermeable
bottom at yi = 0 where (xi, yi) are moving coordinates attached to the vessel with the origin
at the bottom left corner of the vessel. We assume that the fluid motion in the vessel is
predominately two-dimensional, so the contribution from the front and back walls can be
neglected. The moving coordinate system for each vessel is related to a fixed coordinate
system (Xi, Yi) such that in vessel i the fixed coordinates are given by
Xi = xi +
i∑
j=1
`j +
i−1∑
j=1
Lj + qi(t), Yi = yi, (4.1.1)
where `i is the natural length of the i
th spring, and qi(t) is the time dependent extension of
the spring from its natural length. The velocity of the fluid in the ith vessel, relative to the
moving frame is denoted by ui = (ui(xi, yi, t), vi(xi, yi, t)), and the fluid motion is assumed
to be inviscid and incompressible, and thus it is governed by the Euler equations. As the
motion of each vessel is rectilinear with the bottom remaining horizontal (i.e. no rotational
vessel motion), the flow in the ith vessel is assumed to be irrotational, as in the 1-vessel and
the 2-vessel systems investigated in the previous chapters and expressed in terms of a velocity
potential, φi(xi, yi, t), such that (ui, vi) = (
∂φi
∂xi
, ∂φi
∂yi
). We again neglect any frictional effects
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between the vessels and the plate they slide on. The governing nonlinear equations for the
fluid motion in vessel i (i = 1, ..., N) are then given by
∂2φi
∂x2i
+
∂2φi
∂y2i
= 0 , in 0 < xi < Li, 0 < yi < hi(xi, t) , (4.1.2)
∂φi
∂t
+
1
2
[(
∂φi
∂xi
)2
+
(
∂φi
∂yi
)2]
+ ghi + q¨ixi = 0 , on yi = hi(xi, t) , (4.1.3)
∂hi
∂t
+
∂φi
∂xi
∂hi
∂xi
=
∂φi
∂yi
, on yi = hi(xi, t) , (4.1.4)
∂φi
∂yi
= 0 , on yi = 0 , (4.1.5)
∂φi
∂xi
= 0 , on xi = 0 and Li , (4.1.6)
where hi(xi, t) is the position of the unknown free surface and the over-dots signify ordinary
derivatives with respect to time.
To close the problem, the motions of the fluids are coupled to the motion of the vessels
themselves through a series of forced pendulum equations. The equation for each vessel
can be derived by considering a variational approach. In Chapter 3 we saw the 2-vessel
problem had two amplitude equations, and following the same reduced Lagrangian approach
(a detailed formulation can be found in [36]) we find the N -vessel problem has N vessel
equations, and the ith vessel equation, in terms of the velocity potential formulation, is
(m(i)v +m
(i)
f )q¨i+νi(qi−λiqi−1)−νi+1(λi+1qi+1−qi) = −
d
dt
∫ Li
0
∫ hi(xi,t)
0
ρi
∂φi
∂xi
dyi dxi, (4.1.7)
where m
(i)
f =
∫ Li
0
ρihi dxi is the mass of the fluid, ρi is the fluid density and νi > 0 is the
linear spring stiffness of the ith spring. The switch λi deals with the two end springs attached
to the side walls in Figure 4.1, and
λi =
{
0 if i = 1 or i = N + 1
1 otherwise
.
This is due to the two equations for q1 and qN being slightly different as the springs are
connected to side walls rather than another vessel. This feature does not exist in the 2-vessel
system as both vessels are connected to side walls. The first case for this to occur is when
N = 3 where the second vessel is attached to vessels on either side. Therefore by applying
this switch to q1 and qN , the corresponding vessel equations are
(m(1)v +m
(1)
f )q¨1 + ν1q1 − ν2(q2 − q1) = −
d
dt
∫ L1
0
∫ h1(x1,t)
0
ρ1
∂φ1
∂x1
dy1 dx1,
(m(N)v +m
(N)
f )q¨N + νN(qN − qN−1) + νN+1qN = −
d
dt
∫ LN
0
∫ hN (xN ,t)
0
ρN
∂φN
∂xN
dyN dxN .
Note that by setting N = 2, these two equations are identical to (3.1.25) and (3.1.26) in
Chapter 3. The system of governing fluid equations (4.1.2)-(4.1.6) and vessel equations
(4.1.7) are solved simultaneously (i = 1, ..., N) to find the coupled motion of the vessels and
the fluid contained within, following a similar approach to Chapter 3.
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4.2 Natural frequencies of the linearised system
4.2.1 Linearised equations
In order to determine the natural frequencies of the system, we solve the linearised form of
(4.1.2)-(4.1.6) in each vessel, as well as the accompanying set of vessel equations (4.1.7). We
seek a linear solution about a vessel and fluid which are at rest, using the same approach as
the 2-vessel system. Hence, in summary we have
∂2φi
∂x2i
+
∂2φi
∂y2i
= 0, in 0 < xi < Li, 0 < yi < Hi , (4.2.1)
∂2φi
∂t2
+ g
∂φi
∂yi
+
...
qi
(
xi − 1
2
Li
)
= 0 on yi = Hi , (4.2.2)
∂φi
∂yi
= 0 , on yi = 0 , (4.2.3)
∂φi
∂xi
= 0 , on xi = 0 and Li , (4.2.4)
where the overhead bar denotes the linearised variables. The main difference here lies in the
form of the linearised vessel equations which are
(m(i)v +m
(i)
f )q¨i + νi(qi − λiqi−1)− νi+1(λi+1qi+1 − qi) = −
d
dt
∫ Li
0
∫ Hi
0
ρi
∂φi
∂xi
dyi dxi. (4.2.5)
4.2.2 Natural frequencies and the characteristic equation
In order to determine the natural frequencies of the system, and hence the governing charac-
teristic equation, we again seek time-periodic solutions for φi, hi and qi, i = 1, ..., N , of the
form
φi(xi, yi, t) = φ̂i(xi, yi) cosωt, hi(xi, t) = ĥi(xi) sinωt, qi(t) = q̂i sinωt,
where ω is the unknown frequency of the solutions. Thus for i = 1, ..., N φ̂i and q̂i satisfy
(4.2.1)-(4.2.4), with φi replaced with φ̂i, along with the free-surface conditions
g
∂φ̂i
∂yi
− ω2φ̂i − ω3
(
xi − 1
2
Li
)
q̂i = 0, on yi = Hi, (4.2.6)
and the vessel equations
−ω2(m(i)v +m(i)f )q̂i + νi(q̂i − λiq̂i−1)− νi+1(λi+1q̂i+1 − q̂i) = ω
∫ Li
0
∫ Hi
0
ρi
∂φ̂i
∂xi
dyi dxi. (4.2.7)
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Similar to the 2-vessel problem, by using the infinite cosine eigenmode expansion method,
the side wall and bottom boundary conditions suggests a solution for each φ̂i of the form
φ̂i(xi, yi) =
∞∑
n=1
C(i)αn cos(α̂
(i)
n xi)
cosh(α̂
(i)
n yi)
cosh(α̂
(i)
n Hi)
+
∞∑
n=0
C
(i)
βn cos(β̂
(i)
n xi)
cosh(β̂
(i)
n yi)
cosh(β̂
(i)
n Hi)
, (4.2.8)
where α̂
(i)
n = 2npi/Li and β̂
(i)
n = (2n+1)pi/Li are wavenumbers synonymous with the symmet-
ric and anti-symmetric sloshing modes respectively. The coefficients C
(i)
αn and C
(i)
βn are deter-
mined from the free-surface conditions (4.2.6) by noting that xi− 12Li =
∑∞
n=0 p
(i)
n cos(β̂
(i)
n xi)
in each vessel, where p
(i)
n = −4/((β̂(i)n )2Li). This leads to(
α̂(i)n tanh(α̂
(i)
n Hi)−
ω2
g
)
C(i)αn = 0 ,(
β̂(i)n tanh(β̂
(i)
n Hi)−
ω2
g
)
C
(i)
βn = −
4ω3
(β̂
(i)
n )2Lig
q̂i,
for i = 1, ..., N where again the first equation relates to the symmetric sloshing modes in
each vessel. To determine how these sloshing modes couple to the motion of the vessels we
substitute (4.2.8) into (4.2.7) and evaluate the integral to give
−ω2(m(i)v +m(i)f )q̂i + νi(q̂i − λiq̂i−1)− νi+1(λi+1q̂i+1 − q̂i) = −2ωρi
∞∑
n=0
C
(i)
βnT
(i)
n
β̂
(i)
n
,
=
8ω4ρiq̂i
Li
∞∑
n=0
T
(i)
n
(β̂
(i)
n )3(gβ̂
(i)
n T
(i)
n − ω2)
,
for i = 1, ..., N , where T
(i)
n = tanh(β̂
(i)
n Hi). This system of equations can be expressed more
coherently as
−λiνiq̂i−1 + Fi(ω)q̂i − λi+1νi+1q̂i+1 = 0, for i = 1, ..., N, (4.2.9)
where
Fi(ω) = νi + νi+1 − ω2(m(i)v +m(i)f )−
8ω4ρi
Li
∞∑
n=0
T
(i)
n
(β̂
(i)
n )3(gβ̂
(i)
n T
(i)
n − ω2)
.
The system of equations (4.2.9) can be written in matrix form
Aq̂ = 0, (4.2.10)
where q̂ = (q̂1, q̂2, ..., q̂N)
T and
A =

F1 −ν2 0 . . . 0
−ν2 F2 −ν3 . . . ...
0 −ν3 . . . . . . 0
...
. . . . . . . . . −νN
0 . . . 0 −νN FN
 , (4.2.11)
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is a symmetric tridiagonal matrix. Therefore the system (4.2.10) has a non-trivial solution
if DN(ω) = det(A) = 0, which for a tridiagonal matrix occurs when
DN(ω) = KN(ω), (4.2.12)
where KN(ω) is the N
th continuant [52], which for the notation in A is defined recursively
as
K0(ω) = 1, K1(ω) = F1(ω),
Ki(ω) = Fi(ω)Ki−1(ω)− ν2iKi−2(ω), for i = 2, ..., N.
Therefore the full characteristic equation for the N -vessel system incorporating both sym-
metric and anti-symmetric modes is
∆N(ω) = PN(ω)DN(ω) = 0, (4.2.13)
where DN(ω) is the characteristic equation for the coupled anti-symmetric modes defined in
(4.2.12) and
PN(ω) =
N∏
i=1
∞∏
n=1
(
tanh(α̂(i)n Hi)−
ω2
α̂
(i)
n g
)
,
is the characteristic equation for the symmetric modes. The symmetric sloshing modes do
not couple to the vessel motion, as observed in the evaluation of (4.2.9). However, their
contribution to the characteristic equation is important for the calculation of any possible
system resonances. Note the double product occurs, because there are an infinite number of
symmetric mode choices (n), in each of the N vessels.
When solving DN(ω) = 0 in (4.2.13) to determine the eigenvalue ω, we also determine a
corresponding eigenvector for the system (4.2.10). If we assume that one element of this
eigenvector is arbitrary, q̂1 6= 0 say, then the eigenvector gives a vector of coefficients ci such
that q̂ = (1, c2, ..., cN)q̂1. The values of the amplitude coefficients c2, ..., cN are determined
via the recurrence relation
c1 = 1, c2 =
F1
ν2
,
ci =
1
νi
(Fi−1ci−1 − νi−1ci−2) , for i = 3, ..., N.
The significance of the ci values are, when cicj > 0 for any i 6= j, then those modes are
in-phase modes, whereas if cicj < 0 then these are out-of-phase modes.
Obtaining exact solutions of (4.2.13) for the coupled modes is not possible, but numerical
results for various parameter values are given in §4.3. In order to simplify parameter space,
we non-dimensionalise the problem, using quantities from the first vessel as our typical length
and mass scales. Hence we introduce the non-dimensional quantities
Ri =
m
(i)
v
m
(1)
f
, Mi =
m
(i)
f
m
(1)
f
, Gi =
L21νi
4gH1m
(1)
f
, s =
L1ω
2
√
gH1
,
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δi =
Hi
Li
, L̂i =
Li
L1
, T (i)n = tanh(γnδi), γn = (2n+ 1)pi.
Substituting these variables into (4.2.12) and simplifying gives the non-dimensional form of
the anti-symmetric mode part of the characteristic equation as
DN(s) = K̂N(s) =
(
L21
4gH1m
(1)
f
)N
KN(ω), (4.2.14)
where
K̂0(s) = 1, K̂1(s) = F̂1(s),
K̂i(s) = F̂i(s)K̂i−1(s)−G2i K̂i−2(s), for i = 2, ..., N,
and
F̂i = Gi +Gi+1 − (Ri +Mi)s2 − 32δ1MiL̂i
δi
s4
∞∑
n=0
T
(i)
n
γ3n(γnT
(i)
n − 4δ1L̂is2)
. (4.2.15)
We use the symbol DN for both the dimensional and dimensionless coupled part of the
characteristic equation for brevity, but note that we will deal with the non-dimensional
form hereafter. Therefore the complete non-dimensional form of the characteristic equation
(4.2.13) is
∆N(s) = PN(s)DN(s), where PN(s) =
N∏
i=1
∞∏
n=1
(
1
2L̂iδ1
tanh(2npiδi)− s
2
npi
)
. (4.2.16)
For completeness, note that the non-dimensional form of the amplitude coefficients ĉi are
given by
ĉ1 = 1, ĉ2 =
F̂1
G2
, (4.2.17)
ĉi =
1
Gi
(
F̂i−1ĉi−1 −Gi−1ĉi−2
)
, for i = 3, ..., N. (4.2.18)
4.3 Numerical results
Before examining the resonance conditions, we first consider, DN(s), the anti-symmetric part
of the characteristic equation (4.2.14) in the case where vessels are identical with identical
springs, in order to highlight the structure of the solution.
The forms of D3(s), D5(s), D8(s) and D10(s) for the parameters Ri = 0.5, δi = 0.1 for
i = 1, ..., N and Gi = 1.0 for i = 1, ..., N + 1 are used as specific examples to highlight the
general results, and are plotted in Figure 4.2. The plots show that for this problem the infinite
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Figure 4.2: Plot of DN(s) for the symmetric system when Ri = 0.5, δi = 0.1, L̂i = Mi = 1
for i = 1, ..., N and Gi = 1.0 for i = 1, ..., N + 1.
number of roots of the characteristic equation come in sets of N . This can be deduced from
the form of DN , which in this case, by recalling that F̂1/G1 = ĉ2 and F̂i = F̂1, i = 2, ..., N ,
comes from the determinant of a tri-diagonal-Toeplitz matrix with ĉ2 in every element along
the leading diagonal and −1 in every element along the lower and upper diagonals. Hence,
DN(s) has N real roots for ĉ2 which are given by
ĉ
(j)
2 = 2 cos
(
pij
N + 1
)
, j = 1, ..., N, (4.3.1)
see Appendix E, and they are ordered such that ĉ
(j)
2 decreases from left to right. The
eigenvectors of a tri-diagonal-Toeplitz matrix are known exactly [58, 43], and thus lead to
the values of the other amplitude coefficients
ĉ(j)n =
sin
(
jnpi
N+1
)
sin
(
jpi
N+1
) , n = 1, ..., N, (4.3.2)
for the jth root of ĉ2 given in (4.3.1) (see Appendix E). For the specific cases in Figure 4.2
these give the corresponding eigenvectors as
q̂1 = (1,
√
2, 1)T q̂1, q̂2 = (1, 0,−1)T q̂1, q̂3 = (1,−
√
2, 1)T q̂1,
for N = 3,
q̂1 = (1, 1.73, 2, 1.73, 1)
T q̂1,
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q̂2 = (1, 1, 0,−1,−1)T q̂1,
q̂3 = (1, 0,−1, 0, 1)T q̂1,
q̂4 = (1,−1, 0, 1,−1)T q̂1,
q̂5 = (1,−1.73, 2,−1.73, 1)T q̂1,
for N = 5,
q̂1 = (1, 1.88, 2.53, 2.88, 2.88, 2.53, 1.88, 1)
T q̂1,
q̂2 = (1, 1.53, 1.35, 0.53,−0.53,−1.35,−1.53,−1)T q̂1,
q̂3 = (1, 1, 0,−1,−1, 0, 1, 1)T q̂1,
q̂4 = (1, 0.35,−0.88,−0.65, 0.65, 0.88,−0.35,−1)T q̂1,
q̂5 = (1,−0.35,−0.88, 0.65, 0.65,−0.88,−0.35, 1)T q̂1,
q̂6 = (1,−1, 0, 1,−1, 0, 1,−1)T q̂1,
q̂7 = (1,−1.53, 1.35,−0.53,−0.53, 1.35,−1.53, 1)T q̂1,
q̂8 = (1,−1.88, 2.53,−2.88, 2.88,−2.53, 1.88,−1)T q̂1,
for N = 8, and
q̂1 = (1, 1.92, 2.68, 3.23, 3.51, 3.51, 3.23, 2.68, 1.92, 1)
T q̂1,
q̂2 = (1, 1.68, 1.83, 1.40, 0.52,−0.52,−1.40,−1.83,−1.68,−1)T q̂1,
q̂3 = (1, 1.31, 0.72,−0.37,−1.20,−1.20,−0.37, 0.72, 1.31, 1)T q̂1,
q̂4 = (1, 0.83,−0.31,−1.09,−0.59, 0.59, 1.09, 0.31,−0.83,−1)T q̂1,
q̂5 = (1, 0.28,−0.92,−0.55, 0.76, 0.76,−0.55,−0.92, 0.28, 1)T q̂1,
q̂6 = (1,−0.28,−0.92, 0.55, 0.76,−0.76,−0.55, 0.92, 0.28,−1)T q̂1,
q̂7 = (1,−0.83,−0.31, 1.09,−0.59,−0.59, 1.09,−0.31,−0.83, 1)T q̂1,
q̂8 = (1,−1.31, 0.72, 0.37,−1.20, 1.20,−0.37,−0.72, 1.31,−1)T q̂1,
q̂9 = (1,−1.68, 1.83,−1.40, 0.52, 0.52,−1.40, 1.83,−1.68, 1)T q̂1,
q̂10 = (1,−1.92, 2.68,−3.23, 3.51,−3.51, 3.23,−2.68, 1.92,−1)T q̂1,
for N = 10. Hence the modes are a combination of in-phase and out-of-phase vessels, along
with one mode where all vessels are in-phase with one another.
4.4 Internal resonances
The form of the characteristic equation (4.2.16) suggests there exists the possibility for various
types of resonances in the N -vessel system. Of particular interest in this study is the (N+1)-
fold 1 : · · · : 1 resonance, but lower order 1 : 1 : · · · : 1 resonances which incorporate non-zero
vessel motion are of interest too. These resonances occur at multiple roots of the characteristic
equation (4.2.16). Clearly the function PN(s) alone could contain multiple roots, but these
would correspond to 1 : 1 : · · · : 1 resonances between symmetric sloshing modes only, and
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hence would not be linked to a moving vessel system. Therefore these resonances are not of
interest here.
The simplest possible resonance in the system is the 1 : 1 resonance where DN(s) = 0 and
PN(s) = 0 simultaneously at a simple zero. This would be a resonance between the coupled
vessel motion, and a symmetric sloshing mode in one of the N vessels. Without loss of
generality, let us assume that this resonance occurs with the mth symmetric mode in the first
vessel, i = 1. Thus from (4.2.16) this leads to the resonant frequency
s(1)m =
√
mpi
2δ1
tanh(2mpiδ1). (4.4.1)
Substituting this value into (4.2.14) leads to an expression linking the system parameters at
this 1 : 1 resonance. In this section we present results showing regions of parameter space
where observing resonances may be possible, and those regions where a resonance cannot
exist. Higher order resonances, up to the (N + 1)-fold 1 : · · · : 1 resonance occur when the
frequency s
(1)
m leads to additional zeros of PN(s) in the other vessels, i.e. the condition where
DN(s) = PN(s) = 0.
Here we present numerical results for the non-dimensional characteristic equation (4.2.16),
firstly for the case N = 2 in §4.4.1 to highlight the particular features of the solutions, and
then for general values of N in §4.4.2 to identify how the existence of the (N+1)-fold 1 : · · · : 1
resonance generalises in this system.
4.4.1 Two vessels (N = 2)
For the case of two vessels coupled through a spring with stiffness G2, the dispersion relation
is ∆2(s) = P2(s)D2(s) where
P2(s) =
2∏
i=1
∞∏
n=1
(
1
2L̂iδ1
tanh(2npiδi)− s
2
npi
)
,
and
D2(s) = F̂1(s)F̂2(s)−G22,
=
(
G1 +G2 − (R1 + 1)s2 − 32s4
∞∑
n=0
T
(1)
n
γ3n(γnT
(1)
n − 4δ1s2)
)
×(
G2 +G3 − (R2 +M2)s2 − 32s4 δ1M2L̂2
δ2
∞∑
n=0
T
(2)
n
γ3n(γnT
(2)
n − 4δ1L̂2s2)
)
−G22, (4.4.2)
which is a repeat of (3.3.10) from Chapter 3. Here we again note that the amplitude coefficient
ĉ2 = F̂1/G2. Roots of ∆2(s) = 0 which correspond to roots of D2(s) = 0 are found by first
plotting D2(s) and the approximate roots from this approach are used as initial guesses in
a Newton iteration scheme to determine more accurate root values where necessary. More
details can be found in Chapter 3.
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Figure 4.3: Contour plot of the value of G1max ≥ 0 from (4.4.3) as a function of (R1, δ1).
Symmetric system
Recall from Chapter 3, in the case of a symmetric system the amplitude ratio is reduced to
ĉ2 = ±1, i.e. the modes are either in-phase or out-of-phase with one another with identical
amplitude magnitudes.
Now, let us consider parameter ranges when the symmetric, identical system exhibits resonant
solutions. For the identical system this resonance will constitute a 1 : 1 : 1 resonance of the
system. Assuming that the resonance occurs with the mth mode in vessel 1 (also the mth
mode in vessel 2), then s
(1)
m is given by (4.4.1). Substituting this into (4.4.2) and rearranging
for G2 leads to
G2 = −1
2
(G1 −G1max) , G1max = (R1 + 1)(s(1)m )2 + 32(s(1)m )4
∞∑
n=0
T
(1)
n
γ3n(γnT
(1)
n − 4δ1(s(1)m )2)
,
(4.4.3)
which is an equation linking the four parameters R1, G1, δ1 and G2. Fixing any two of these
parameters gives a contour in the remaining parameter space where a resonance occurs. Here
we choose to fix R1 and δ1, in which case the contours in the (G1, G2)-plane are straight lines
with gradient −1
2
. Therefore if the G2-axis intercept is negative then there can be no 1 : 1 : 1
resonance (as by definition G2 > 0) but if the intercept is positive then there is a range of
spring stiffnesses 0 ≤ G2 ≤ G1max for which the 1 : 1 : 1 resonance occurs. It turns out that
the intercept is positive for physically realistic problems, so we focus on calculating the value
of G1max, which is plotted as contour plots in Figure 4.3 for the cases (a) m = 1 and (b)
m = 2. These plots show the 1 : 1 : 1 resonance exists in the system for all combinations of
(R1, δ1), but as R1 is increased, small values of δ1 require an increasingly more stiff spring in
order to observe this resonance. The increase in spring stiffness becomes more significant as
m is increased to m = 2, see Figure 4.3(b).
Finally we observe that we can write
ĉ2 =
(G1 +G2 −G1max)
G2
=⇒ ĉ2 = −1,
when using (4.4.3) to replace G2. Thus the 1 : 1 : 1 resonance highlighted here only occurs
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Figure 4.4: Plot of (a) the resonance contour (4.4.4) for the non-symmetric, two-vessel system
in the (G1, G2)− plane for G3 = 3.0, L̂2 = M2 = 1, m = 1, δ1 = δ2 = 0.1 with R1 = R2 = 0.25
(blue line), R1 = R2 = 0.5 (red line) and R1 = R2 = 1.0 (green line). The remaining panels
show contour plots of G2 for (b) the case shown in panel (a), (c) the case shown in panel
(a) but with m = 2 and (d) the case G3 = 3.0, L̂2 = M2 = 1, m = 1 and R1 = R2 = 1.0.
The arrows indicate the 1 : 1 : 1 resonance value. The ‘in’ and ‘out’ in each region signifies
whether the 1 : 1 resonance is an in-phase or out-of-phase mode respectively.
with out-of-phase anti-symmetric modes, which makes sense because we know that for this
system the in-phase modes do not stretch or compress the middle spring, and instead behave
as two decoupled 1-vessel systems.
Non-symmetric system
The symmetry of the system can be broken in a number of ways: either we have R1 6= R2,
G1 6= G3, δ1 6= δ2 or a combination of any of these. In this section, for simplicity, we assume
the symmetry is broken in two ways, either the end springs are different G1 6= G3 with two
identical vessels, filled with an identical mass of fluid (δ1 = δ2, L̂2 = M2 = 1, R1 = R2)
or δ1 6= δ2 with R1 = R2, G1 = G3 and L̂2 = M2 = 1, which means the fluid depth and
density is varied in one vessel. Qualitatively similar behaviour occurs when other situations
are considered.
For the symmetric system, the only multi-fold 1 : · · · : 1 resonance possible which incorpo-
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rated the vessel motion was the 1 : 1 : 1 resonance, due to the symmetry of the system.
However, once we remove this restriction, we can now have a 1 : 1 resonance between the
anti-symmetric modes and the symmetric modes in either of the two vessels. We assume that
the 1 : 1 resonance occurs with the symmetric modes in the first vessel, hence s
(1)
m is given
by (4.4.1) which upon substituting into (4.4.2) and rearranging for G2 gives
G2 = −(F̂1(s
(1)
m )−G2)(F̂2(s(1)m )−G2)
(F̂1(s
(1)
m ) + F̂2(s
(1)
m )− 2G2)
. (4.4.4)
This resonance criteria gives rise to contours such as those plotted in Figure 4.4(a) for the
case G3 = 3.0, L̂2 = M2 = 1, m = 1, δ1 = δ2 = 0.1 with R1 = R2 = 0.25 (blue line),
R1 = R2 = 0.5 (red line) and R1 = R2 = 1.0 (green line). We observe that the contour
structure is different to that for the 1 : 1 : 1 resonance in (4.4.3) as here the contour can
cross the G1-axis when the numerator is zero, as for the 1 : 1 : 1 resonance, but now can
also have an asymptote when the denominator is zero. This has the potential to lead to
two distinct regions of G1 values where the 1 : 1 resonance is observable. A contour plot
of G2 in the (R1, G1)-plane for this case is shown in Figure 4.4(b). This figure shows that
for R1 < 0.3427 there is only one small region where the 1 : 1 resonance is observable (as
depicted by the blue line in panel (a)), but for R1 > 0.3427 there are two regions (as depicted
by the red and green lines in panel (a)) where the 1 : 1 resonance can be seen. The arrow
at (0.3427, 3.0) represents the 1 : 1 : 1 resonance for this case. When m = 2 in Figure 4.4(c)
the regions where no 1 : 1 resonance exists reduce in size, but so also do the regions where
G2 is of moderate magnitude (i.e. a realistic spring stiffness). In panel (d) we consider the
case when G3 = 3.0, L̂2 = M2 = 1, m = 1, R1 = R2 = 1.0 and δ1 = δ2. In this case the
two regions of the (δ1, G1)-plane where the 1 : 1 resonance exists increase in size up to the
1 : 1 : 1 resonance value δ1 = δ2 = 0.6915, beyond which there is only one smaller region of
resonate values.
4.4.2 (N + 1)-fold 1 : · · · : 1 resonance in systems with N ≥ 3
In this section we focus on identifying regions of parameter space where the (N + 1)-fold
1 : · · · : 1 resonance can occur in systems with N ≥ 3. As we are identifying the (N + 1)-fold
1 : · · · : 1 resonance we consider the case where all the vessels are identical and filled to
the same level, so Ri = R1, δi = δ1, m
(i)
f = m
(1)
f , L̂i = Mi = 1 for i = 2, ..., N . We also
assume that all the springs have the same non-dimensional stiffness, G1, except for one, which
without loss of generality we assume to be G2 6= G1, which can be tuned to give a resonance
in the system.
To investigate the regions of parameter space where a possible (N+1)-fold 1 : · · · : 1 resonance
occurs between the m = 1 symmetric mode in vessel 1, we note from (4.4.1) that this occurs
when s = s
(1)
1 , and as G2 is allowed to take different values from G1, we further note that
from (4.2.15) we can write
F̂1 = F̂2 = G2 + ξ,
83
where
ξ = G1 − (R1 + 1)s2 − 32s4
∞∑
n=0
T
(1)
n
γ3n(γnT
(1)
n − 4δ1s2)
,
and all other F̂i = G1 + ξ for i = 3, ..., N . In this notation D2 = ξ(ξ + 2G2) = 0, leading
to (4.4.3) when solved for G2 at resonance. The general formula for G2 at the (N + 1)-fold
1 : · · · : 1 resonance for N ≥ 3 is given by
G2 =
ξ
(
ξÂN−2 −G21ÂN−3
)
2ξÂN−2 −G21ÂN−3
, (4.4.5)
where
ÂN =
N∏
j=1
(
ξ +G1
(
1− 2 cos
(
jpi
N + 1
)))
, (4.4.6)
is the determinant of an N × N tri-diagonal-Toeplitz matrix with G1 + ξ in every element
along the leading diagonal, and −G1 in every element along the lower and upper diagonals
[58, 43]. Note that Â0 = 1. The resonance condition (4.4.5) is derived in Appendix E. For
the specific cases N = 3, N = 5, N = 8 and N = 10 respectively, the resonance criteria
becomes
G2 = −
ξ
(−G12 +G1ξ + ξ2)
−G12 + 2G1ξ + 2ξ2
,
G2 = − ξ(−3G1
3 + 3G1ξ
2 + ξ3)
−4G13 +G12ξ + 6G1ξ2 + 2ξ3
,
G2 = − ξ(5G1
6 − 15G14ξ2 − 5G13ξ3 + 9G12ξ4 + 6G1ξ5 + ξ6)
6G1
6 − 2G15ξ − 24G14ξ2 − 5G13ξ3 + 19G12ξ4 + 12G1ξ5 + 2ξ6
,
G2 = − ξ(−G1
9 − 3G18ξ + 15G17ξ2 + 18G16ξ3 − 29G15ξ4 − 35G14ξ5 + 7G13ξ6 + 20G12ξ7 + 8G1ξ8 + ξ9)
−G19 − 3G18ξ + 21G17ξ2 + 21G16ξ3 − 53G15ξ4 − 55G14ξ5 + 21G13ξ6 + 41G12ξ7 + 16G1ξ8 + 2ξ9
.
Contours of these conditions in the (R1, G1)-plane for δ1 = 0.1 are plotted in Figure 4.5. Note
that the white regions indicate regions where G2 < 0 (i.e. unphysical) and so no resonance is
possible in these regions. Note that these expressions are all in the form of G2 = ξf(G1/ξ).
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Figure 4.5: Contour plot of G2 showing the regions of the (R1, G1) parameter space where
a possible (N + 1)-fold 1 : · · · : 1 resonance can exist for δ1 = 0.1, m = 1 with (a) N = 3,
(b) N = 5, (c) N = 8 and (d) N = 10. Here Ri = R1, δi = δ1, L̂i = Mi = 1 ∀ i ≥ 2 and
Gi = G1, ∀ i ≥ 3. Panels (e) and (f) plot contours of ĉ2 and ĉ3 respectively for the N = 3
result in panel (a).
85
These plots show that as N increases, the region of the (R1, G1)-plane where a (N + 1)-
fold 1 : · · · : 1 resonance can occur reduces slightly, while the number of regions where the
resonance occurs increases. For this particular problem the number of regions where the
(N + 1)-fold 1 : · · · : 1 resonance occurs is given by{
N − 1 when N = 3j − 1, j ∈ N
N otherwise
.
This result is not true in general and is specific to the considered case when all the vessels
are identical and filled to the same height. The reason this result holds is because DN(ξ)
contains a factor of ξ using the notation in this section, as does (4.4.5) when N = 3j + 2
because from (4.4.6) one term in the product ÂN−3 is ξ for this value of N . Thus a common
factor divides out of the numerator and denominator of the resonance condition reducing the
power of both polynomials by one, and thus one region is removed from the (R1, G1)-plane.
Determining the eigenvector at the (N +1)-fold 1 : · · · : 1 resonance is not as straightforward
as the N = 2 case, where it was always an out-of-phase mode. From inspection one might
assume that each region corresponds to one of the eigenvectors of the identical system, such
as those given above for N = 3, N = 5, N = 8 and N = 10, however the plots of ĉ2 and ĉ3 for
the N = 3 case plotted in Figures 4.5(e) and 4.5(f) show this not to be the case. These figures
show that the lower region consists of resonances with modes where ĉ2 < 0 and ĉ3 > 0 while
the uppermost region consists of modes with all modes in-phase with one another (ĉ2 > 0
and ĉ3 > 0). The middle region consists of both of these two types of modes, with the solid
black line depicting where ĉ2 = 0 (with ĉ3 < 0), hence giving modes of the form of q̂2 for
N = 3 above. For the case when N > 3, e.g. N = 8 the picture is even more complicated,
but each of the eight eigenvectors of the identical system can be observed, including modes
where all vessels are in-phase with each other, the mode for which the 1 : 1 : 1 resonance
does not occur when N = 2.
4.5 Conclusions
In this chapter we investigated the characteristic frequency and mode structure for a system
of N rectangular vessels connected together with springs in a one-dimensional array, dynam-
ically coupled to the sloshing motion of an inviscid, incompressible fluid within the vessels.
The system was shown to contain a wide array of resonant behaviours when the system pa-
rameters were tuned accordingly, most notably the (N + 1)-fold 1 : · · · : 1 resonance where
the anti-symmetric sloshing modes, and hence the motion of the vessels, resonate with the
symmetric sloshing modes in each of the N vessels.
In the case of a 2-vessel system, when the two vessels are identical and filled with the same
mass of fluid, a 1 : 1 : 1 resonance is identifiable for all values in the (R1, δ1)-plane, where
R1 = m
(1)
f /m
(1)
v and δ1 = H1/L1. It is shown that this resonance occurs only for the out-
of-phase modes. The 1 : 1 resonance is also identified in this system when the vessels are
not identical and the anti-symmetric modes couple with the symmetric sloshing modes in
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only one of the two vessels. In this case regions of the (R1, G1) and (δ1, G1)-planes where the
1 : 1 resonance exists are found but solutions do not exist for the whole plane. The different
regions correspond to the 1 : 1 resonance occurring with the in-phase and out-of-phase modes.
For the system with N ≥ 3 the resonance behaviour becomes more interesting as the system
could contain an array of resonance possibilities up to and including the (N+1)-fold 1 : · · · : 1
resonance. For the case of identical vessels, filled with identical fluid masses, it is shown that
when N = 3j − 1 with j ∈ N the (R1, G1)-plane contains N − 1 different regions where the
(N+1)-fold 1 : · · · : 1 resonance exists, while for all other values of N there exists N separate
regions. Unlike the N = 2 case, the highest order (N + 1)-fold 1 : · · · : 1 resonance for N ≥ 3
can now occur as a mode where all vessels are in-phase with one another.
Internal resonances such as those identified here are interesting, and important in systems
because they are the precursors to erratic motions when nonlinear effects of the fluid and the
springs are included. For the 1-vessel system, Turner & Bridges [63] showed that close to the
1 : 1 resonance the nonlinear equations exhibited a set of normal form equations which con-
tained a heteroclinic orbit linking the anti-symmetric and symmetric modes for a particular
fluid depth. The heteroclinic orbit allows energy to exchange between the two sets of modes,
leading to complex motion in the system. For the multiple vessel problem considered here,
a similar set of normal form equations exist and can be studied, although, even in the case
of the 1 : 1 : 1 resonance, the derivation of the normal form is extremely complicated due to
the large number of terms in each equation and the complexity of the coefficients which arise
as integrals of the linear and higher order terms. See the supplementary material of [63, 64].
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Chapter 5
The 2-Vessel Shallow-Water Sloshing
System via Lagrangian Particle Paths
In this chapter we investigate in depth the nonlinear, coupled sloshing problem for the 2-vessel
system. Unlike the linear theory presented in Chapter 3, analytical progress cannot readily
be made in the nonlinear problem, and we resort to solving the system numerically. One issue
with general numerical schemes is that they contain some amount of numerical dissipation
and so do not conserve the total energy of the system [29]. Also they tend not to preserve
the energy partition between the fluid and vessel motions, ultimately leading to inaccurate
solutions [47, 30, 44]. To overcome these issues in this work we consider numerical integra-
tors that possess excellent energy conservation properties, such as the so called symplectic
integrators [47, 30, 44]. A numerical integrator is said to be symplectic if it preserves the
symplectic structure of the Hamiltonian flow [47, 30, 44]. Symplectic schemes are known for
their excellent energy conservation properties and more importantly the preservation of the
volume-preserving property of the Hamiltonian system. This is sometimes more important
than the conservation of energy and angular momentum [30]. Therefore, we consider such a
symplectic scheme for our system, the likes of which have been successfully implemented in
the shallow-water and Lagrangian frameworks via the Sto¨rmer-Verlet and implicit midpoint
methods [7, 8, 62]. In this chapter we implement a symplectic integration method on the
2-vessel system. We also consider a modification to the spatial discretisation used in works
such as [7], in such a way that the scheme contains no preferred direction, e.g. it maintains
the system symmetry when the vessels are symmetric.
5.1 Derivation of governing shallow-water equations cou-
pled to rectilinear vessel motions
In this section we give a brief derivation of the shallow-water equations coupled with vessel
motion for the 2-vessel system. The derivation in the 1-vessel case is given in [7]. Another
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way of deriving this set of equations using the Euler-Poincare´ approach can be found in
Chapter 7.
The motion of the fluid inside each vessel, with moving coordinates (xi, yi) attached to vessel
i for i = 1, 2, are given by (3.1.1) – (3.1.6). In order to derive the corresponding set of
equations in the shallow-water limit with vessel motion, we impose the following shallow-
water assumptions
ui(xi, yi, t) = Ui(xi, t) , on 0 ≤ xi ≤ Li , 0 ≤ yi ≤ hi(xi, t) , (5.1.1)∣∣∣∣DviDt
∣∣∣∣ g , on 0 ≤ xi ≤ Li , 0 ≤ yi ≤ hi(xi, t) , (5.1.2)
where Ui(xi, t) is the horizontal fluid velocity on the free-surface hi(xi, t), for i = 1, 2. The
first condition states that the horizontal fluid velocity is equal to the velocity on the free-
surface everywhere, i.e. the horizontal velocity is independent of yi. The second condition says
the vertical fluid acceleration is much smaller than the gravitational acceleration. In other
words, there is a hydrostatic balance in the vertical direction. With these two assumptions,
the vertical momentum equation of Euler equations becomes
∂pi
∂yi
= −ρig . (5.1.3)
Integrating with respect to yi over the interval between a general point yi and the free-surface
hi(xi, t) gives ∫ hi(xi,t)
yi
∂pi
∂yi
dyi = −
∫ hi(xi,t)
yi
ρig dyi ,
and thus
pi(xi, yi, t) = ρig (hi − yi) ,
where we have used the dynamic boundary condition, i.e. pi(xi, hi(xi, t), t) = 0 in each
vessel. Substituting this expression for the pressure into equations (3.1.1) and (3.1.4), and
using condition (5.1.1), leads to the shallow-water momentum equation coupled with vessel
motion
∂Ui
∂t
+ Ui
∂Ui
∂xi
= −g∂hi
∂xi
− q¨i , on 0 ≤ xi ≤ Li . (5.1.4)
Now, by using condition (5.1.1) again and integrating the continuity equations (3.1.3) and
(3.1.6) we have ∫
∂ui
∂xi
dyi =
∫
∂Ui
∂xi
dyi = −
∫
∂vi
∂yi
dyi , (5.1.5)
and hence
vi(xi, yi, t) = −yi∂Ui
∂xi
, (5.1.6)
where we have used the impermeable boundary condition vi(xi, 0, t) = 0. This leads to
vi(xi, hi, t) = Vi(xi, t) := −hi∂Ui
∂xi
, (5.1.7)
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where Vi(xi, t) is the vertical component of fluid velocity on the free-surface hi(xi, t), for i =
1, 2. Substituting this expression into kinematic boundary conditions (3.1.13) and (3.1.14),
leads to the mass conservation equation in the shallow-water limit
∂hi
∂t
+ Ui
∂hi
∂xi
= −hi∂Ui
∂xi
, or
∂hi
∂t
+
∂
∂xi
(hiUi) = 0 . (5.1.8)
The vessel equations (3.1.25) and (3.1.26) in the shallow-water limit, are given by(
m
[1]
f +m
[1]
v
)
q¨1 + (ν1 + ν2) q1 − ν2q2 − µ1q31 + µ2(q2 − q1)3 = −
d
dt
∫ L1
0
∫ h1(x1,t)
0
ρ1U1 dy1 dx1 ,
(5.1.9)(
m
[2]
f +m
[2]
v
)
q¨2 + (ν3 + ν2) q2 − ν2q1 − µ3q32 − µ2(q2 − q1)3 = −
d
dt
∫ L2
0
∫ h2(x2,t)
0
ρ2U2 dy2 dx2 ,
(5.1.10)
which simplify to(
m
[1]
f +m
[1]
v
)
q¨1 + (ν1 + ν2) q1 − ν2q2 − µ1q31 + µ2(q2 − q1)3 = −
d
dt
∫ L1
0
ρ1h1U1 dx1 ,
(5.1.11)(
m
[2]
f +m
[2]
v
)
q¨2 + (ν3 + ν2) q2 − ν2q1 − µ3q32 − µ2(q2 − q1)3 = −
d
dt
∫ L2
0
ρ2h2U2 dx2 .
(5.1.12)
Therefore the governing equations which need to be solved are (5.1.4) and (5.1.8) for i = 1, 2
and (5.1.11) – (5.1.12).
5.2 Lagrangian particle path formulation
In order to be able to apply a symplectic integration scheme, such as the one described in
[7], we first need to transform our equations from the Eulerian setting to the Lagrangian
coordinate setting. We consider the mapping
(τ, ai) 7→ (t, xi(ai, τ)) , (5.2.1)
where ai is the Lagrangian parcel label in vessel i = 1, 2, with 0 ≤ ai ≤ Li and τ ≥ 0. Note
that we employ different notations for the Eulerian and the Lagrangian time to distinguish
the two settings, but we note that they are equivalent, i.e. τ = t.
The derivatives of the variables for i = 1, 2, are related by
∂
∂τ
∂
∂ai
 =

∂t
∂τ
∂xi
∂τ
∂t
∂ai
∂xi
∂ai


∂
∂t
∂
∂xi
 =

1
∂xi
∂τ
0
∂xi
∂ai


∂
∂t
∂
∂xi
 . (5.2.2)
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In terms of Lagrangian variable derivatives, this relation can be found by inverting the system
of equations (5.2.2), to give
∂
∂t
∂
∂xi
 = 1∂aixi

∂xi
∂ai
−∂xi
∂τ
0 1


∂
∂τ
∂
∂ai
 , (5.2.3)
where ∂X denotes the partial derivative with respect to X, for brevity. The total time
derivative in the Eulerian setting is equivalent to the partial time derivative in the Lagrangian
setting, i.e.
d
dt
= ∂t + Ui∂xi ,
= ∂τ − ∂τxi∂ai
∂aixi
+
∂τxi∂ai
∂aixi
,
= ∂τ ,
and so
Ui(xi(ai, τ), t(τ)) := ∂τxi(ai, τ) . (5.2.4)
Therefore, by using the relation (5.2.3) the shallow-water equations in the Lagrangian setting
can be written as
∂τhi − ∂τxi∂aihi
∂aixi
+
∂τxi∂aihi + h∂τaixi
∂aix
= 0 ,
∂2τxi −
∂τxi∂τaixi
∂aixi
+
∂τxi∂τaixi
∂aixi
+
g∂aihi
∂aixi
+ ∂2τ qi = 0 ,
which simplify to
∂τ (hi∂aixi) = 0 , (5.2.5)
∂2τxi +
g∂aihi
∂aixi
+ ∂2τ qi = 0 . (5.2.6)
Integrating equation (5.2.5) gives rise the τ -independent quantity
Gi(ai) = hi∂aixi , (5.2.7)
for i = 1, 2. Thus in each vessel the free-surface elevation hi is given by
hi(ai, τ) =
Gi
∂aixi
, (5.2.8)
where the form of Gi(ai) comes from the initial condition. Substituting this definition of hi
into (5.2.6) leads to
∂2τxi +
g∂aiGi
(∂aixi)
2 −
gGi∂
2
ai
xi
(∂aixi)
3 + ∂
2
τ qi = 0 , or ∂
2
τxi +
g
∂aixi
∂ai
(
Gi
∂aixi
)
+ ∂2τ qi = 0 . (5.2.9)
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The vessel equations in the Lagrangian setting become(
m
[1]
f +m
[1]
v
)
∂2τ q1 + (ν1 + ν2) q1 − ν2q2 − µ1q31 + µ2(q2 − q1)3 = −∂τ
∫ L1
0
ρ1h1∂τx1∂a1x1 da1 ,(
m
[2]
f +m
[2]
v
)
∂2τ q2 + (ν3 + ν2) q2 − ν2q1 − µ3q32 − µ2(q2 − q1)3 = −∂τ
∫ L2
0
ρ2h2∂τx2∂a2x2 da2 ,
which can be written as(
m
[1]
f +m
[1]
v
)
∂2τ q1 + (ν1 + ν2) q1 − ν2q2 − µ1q31 + µ2(q2 − q1)3 = −∂2τ
∫ L1
0
ρ1x1G1 da1 , (5.2.10)(
m
[2]
f +m
[2]
v
)
∂2τ q2 + (ν3 + ν2) q2 − ν2q1 − µ3q32 − µ2(q2 − q1)3 = −∂2τ
∫ L2
0
ρ2x2G2 da2 . (5.2.11)
Equations (5.2.9) – (5.2.11) could be numerically solved directly, but we are interested in a
symplectic scheme, so we need to form the system Hamiltonian and integrate the given 1st
order system of Hamilton’s equations.
5.3 Lagrangian functional formulation
Our goal is to find a Hamiltonian that describes the shallow-water system so that a symplectic
numerical integrator can be used. In order to achieve this one would need to take the Legendre
transform of the Lagrangian of the system. The Lagrangian for the 1-vessel system is given
in [7] which can be readily extended to the 2-vessel system as
L =L(u1, h1, q1, q˙1, u2, h2, q2, q˙2)
=
2∑
i=1
(∫ Li
0
[
1
2
ρihi (Ui + q˙i)
2 − 1
2
ρigh
2
i
]
dxi +
1
2
m[i]v q˙
2
i
)
− 1
2
ν1q
2
1 +
1
4
µ1q
4
1 −
1
2
ν3q
2
2 +
1
4
µ3q
4
2 −
1
2
ν2 (q2 − q1)2 + 1
4
µ2(q2 − q1)4 ,
(5.3.1)
which leads to (5.1.4), (5.1.8), (5.1.11) and (5.1.12), by taking the respective variations,
i.e. with respect to Ui, hi, q1 and q2. Note that the variations for producing (5.1.4) and
(5.1.8) require a constrained variational principle (see Chapter 7 for details). Applying the
coordinate transformation (5.2.3) and replacing hi by (5.2.8), the Lagrangian for shallow-
water system in the LPP framework is given by
L =L(q1, x1, ∂τq1, ∂τx1, ∂a1x1, q2, x2, ∂τq2, ∂τx2, ∂a2x2)
=
2∑
i=1
(∫ Li
0
[
ρiGi
2∂aixi
(∂τxi + ∂τqi)
2 − ρigG
2
i
2 (∂aixi)
2
]
∂aixi dai +
1
2
m[i]v (∂τqi)
2
)
− 1
2
ν1q
2
1 +
1
4
µ1q
4
1 −
1
2
ν3q
2
2 +
1
4
µ3q
4
2 −
1
2
ν2 (q2 − q1)2 + 1
4
µ2(q2 − q1)4 ,
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which can be simplified to
L =
2∑
i=1
(∫ Li
0
[
ρiGi
2
(
(∂τxi + ∂τqi)
2 − gGi
∂aixi
)]
dai +
1
2
m[i]v (∂τqi)
2
)
− 1
2
ν1q
2
1 +
1
4
µ1q
4
1 −
1
2
ν3q
2
2 +
1
4
µ3q
4
2 −
1
2
ν2 (q2 − q1)2 + 1
4
µ2(q2 − q1)4 ,
(5.3.2)
where we have used the fact that Ui(ai, t) = ∂τxi and hi(ai, t) = Gi/∂aixi. It is straightforward
to show that the Lagrangian (5.3.2) gives rise to the set of LPP shallow-water equations
(5.2.9) – (5.2.11) by taking the directional derivatives with respect to xi and qi, by following
a similar procedure to the 1-vessel system shown in [7].
In order to formulate the Hamiltonian from the Lagrangian (5.3.2) we define the following
momentum variables
pi(t) =
∂L
∂ (∂τqi)
=
∫ Li
0
(∂τxi + ∂τqi) ρiGi dai +m
[i]
v ∂τqi , (5.3.3)∫ Li
0
wi(ai, t)ρiGi dai =
∂L
∂ (∂τxi)
=
∫ Li
0
(∂τxi + ∂τqi) ρiGi dai , (5.3.4)
where the second equation amounts to defining
wi(ai, t) = ∂τxi + ∂τqi . (5.3.5)
Solving these equations for ∂τxi and ∂τqi gives
∂τqi =
1
m
[i]
v
(pi − σi) , (5.3.6)
∂τxi =wi − 1
m
[i]
v
(pi − σi) , (5.3.7)
where
σi(τ) =
∫ Li
0
wiρiGi dai , (5.3.8)
for i = 1, 2. Now, we define the weighted inner product
〈pi, ∂τqi〉G =
∫ Li
0
(wi∂τxi) ρiGi dai + pi∂τqi , (5.3.9)
where
pi =
 pi(τ)
wi(ai, τ)
 , qi =
 qi(τ)
xi(ai, τ)
 . (5.3.10)
The Hamiltonian comes from applying the Legendre transform to the Lagrangian, and is
written in terms of the momentum variables. Strictly speaking the Lagrangian (5.3.2) admits
a multi-symplectic Hamiltonian system via a full Legendre transform [16]. However, we shall
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only be applying a partial Legendre transform to eliminate the time derivative in a similar
manner as in [7]. The resulting Hamiltonian is given by
H(q1, x1, p1, w1, q2, x2, p2, w2) =
2∑
i=1
〈pi, ∂τqi〉G − L(q1, x1, ∂τq1, ∂τx1, q2, x2, ∂τq2, ∂τx2) . (5.3.11)
This can be written more explicitly as
H =
2∑
i=1
(
1
2
∫ Li
0
w2i ρiGi dai +
1
2m
[i]
v
(pi − σi)2 + 1
2
∫ Li
0
gGi
∂aixi
ρiGi dai
)
+
1
2
ν1q
2
1 −
1
4
µ1q
4
1 +
1
2
ν3q
2
2 −
1
4
µ3q
4
2 +
1
2
ν2 (q2 − q1)2 − 1
4
µ2(q2 − q1)4 ,
(5.3.12)
after some algebra. The variation of H with respect to the state variables z
z = (q1, x1, ∂aix1, p1, w1, q2, x2, ∂aix2, p2, w2) , (5.3.13)
is defined as
d
ds
∣∣∣∣
s=0
H(z+sẑ) = 〈∇H, ẑ〉G =
2∑
i=1
(∫ Li
0
[(
∂H
∂xi
− ∂
∂ai
(
∂H
∂aixi
))
x̂i +
∂H
∂wi
ŵi
]
ρiGi dai +
∂H
∂qi
q̂i +
∂H
∂pi
p̂i
)
.
where ẑ is the perturbation to z which is arbitrary and vanishes at the end points. Hamilton’s
equations for the Hamiltonian (5.3.12) are thus defined to be
∂τqi =
∂H
∂pi
,∫ Li
0
∂τxiρiGi dai =
∂H
∂wi
,
∂τpi =− ∂H
∂qi
,∫ Li
0
∂τwiρiGi dai =− ∂H
∂xi
+
∂
∂ai
(
∂H
∂aixi
)
.
There are several ways to obtain the functional derivatives of H. One way is to find the direc-
tional derivatives of H in all directions. Alternatively, we can work out the partial derivatives
ofH with respect to each variable and take the inner product with the corresponding variable,
and therefore〈
∂H
∂pi
, p̂i
〉
G
=
[
1
m
[i]
v
(pi − σi)
]
p̂i ,〈
∂H
∂wi
, ŵi
〉
G
=
∫ Li
0
[
wi − 1
m
[i]
v
(pi − σi)
]
ŵiρiGi dai ,〈
∂H
∂q1
, q̂1
〉
G
=
[
ν1q1 − ν2 (q2 − q1)− µ1q31 + µ2 (q2 − q1)3
]
q̂1 ,
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〈
∂H
∂q2
, q̂2
〉
G
=
[
ν3q2 + ν2 (q2 − q1)− µ3q32 − µ2 (q2 − q1)3
]
q̂2 ,〈
∂H
∂xi
, x̂i
〉
G
= 0 ,〈
∂H
∂aixi
, ∂aix̂i
〉
G
=
d
ds
∣∣∣∣
s=0
H (∂aixi + s∂aix̂i, z \ {∂aixi}) ,
=
d
ds
∣∣∣∣
s=0
(∫ Li
0
[
gGi
2∂ai (xi + sx̂i)
]
ρiGi dai
)
,
=
∫ Li
0
[
− gGi
2 (∂aixi)
2
]
∂aix̂iρiGi dai ,
=
[
− ρigG
2
i
2 (∂aixi)
2 x̂i
]Li
0
−
∫ Li
0
ρig
2
(
2 (∂aixi)
2Gi∂aiGi − 2G2i∂aixi∂2aixi
(∂aixi)
4
)
x̂i dai ,
=
∫ Li
0
[
g∂aiGi
(∂aixi)
2 −
gGi∂
2
ai
xi
(∂aixi)
3
]
x̂iρiGi dai ,
for i = 1, 2. Note that ẑ is arbitrary and hence the functional derivatives of H with respect
to z are given by
∂H
∂pi
=
1
m
[i]
v
(pi − σi) , for i = 1, 2 ,
∂H
∂wi
=
∫ Li
0
(
wi − 1
m
[i]
v
(pi − σi)
)
ρiGi dai , for i = 1, 2 ,
∂H
∂q1
=ν1q1 − ν2 (q2 − q1)− µ1q31 + µ2 (q2 − q1)3 ,
∂H
∂q2
=ν3q2 + ν2 (q2 − q1)− µ3q32 − µ2 (q2 − q1)3 ,
∂H
∂xi
=0 ,
∂
∂ai
(
∂H
∂aixi
)
=−
∫ Li
0
(
g∂aiGi
(∂aixi)
2 −
gGi∂
2
ai
xi
(∂aixi)
3
)
ρiGi dai , for i = 1, 2 .
Therefore, Hamilton’s equations of the 2-vessel system are
∂τqi =
1
m
[i]
v
(pi − σi) , for i = 1, 2 , (5.3.14)
∂τxi =wi − 1
m
[i]
v
(pi − σi) , for i = 1, 2 , (5.3.15)
∂τp1 =− ν1q1 + ν2 (q2 − q1) + µ1q31 − µ2 (q2 − q1)3 , (5.3.16)
∂τp2 =− ν3q2 − ν2 (q2 − q1) + µ3q32 + µ2 (q2 − q1)3 , (5.3.17)
∂τwi =− g∂aiGi
(∂aixi)
2 +
gGi∂
2
ai
xi
(∂aixi)
3 , for i = 1, 2 , (5.3.18)
where i = 1, 2 denotes the vessel number.
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5.3.1 Spatial discretisation
The governing set of shallow-water equations (5.3.14) – (5.3.18) are a set of first order nonlin-
ear partial integro-differential equations. To implement a symplectic time integrator such as
the implicit midpoint rule scheme, they first need to be converted into a set of ordinary dif-
ferential equations by discretising the continuous spatial variable ai ∈ [0, Li] onto Ni uniform
intervals. In other words, we discretise ai at the Ni + 1 discrete points
a
(j)
i = (j − 1)∆ai , (5.3.19)
for i = 1, 2 and j = 1, . . . , Ni + 1. Here ∆ai is the interval length given by ∆ai = Li/Ni.
The semi-discretisation of the system (5.3.14) – (5.3.18) is trivial except the choice of quadra-
ture rule for the integral σi(τ) and the treatment of the spatial derivatives which appear in
(5.3.18). We shall follow a similar approach to [7]. Firstly we need to decide how we discretise
the spatial derivatives which appear in equation (5.3.18). The method used in [7] is, rather
than discretise the equations directly, go back to the Hamiltonian (5.3.12) and discretise the
functional
Fi(xi) = −1
2
∫ Li
0
gGi
∂aixi
ρiGi dai , (5.3.20)
for i = 1, 2, where the right-hand side of (5.3.18) is then ∂ai (∂H/∂aixi). This functional
contains a first order spatial derivative which is discretised using a forward-difference scheme
in [7]. However, the forward-difference scheme is not symmetric as it approximates the
derivative using the current and the next data points. For example, if we consider the
same initial condition in each vessel with the respective fluids moving in opposite directions,
then this system can evolve in a different manner if one employs only the forward-difference
scheme, to the correct behaviour which is that they evolve with reflected symmetry. The
backward-difference scheme does the opposite, where the derivative is approximated using
the previous and the current data points. A natural remedy for this issue is to consider the
average of the two schemes. Hence we discretise (5.3.20) as
Fi(xi) ≈ 1
2
(
− 1
2
Ni∑
j=1
 gGi(a(j)i )∆ai
xi
(
a
(j+1)
i , t
)
− xi
(
a
(j)
i , t
)ρiGi(a(j)i )∆ai

− 1
2
Ni+1∑
j=2
 gGi(a(j)i )∆ai
xi
(
a
(j)
i , t
)
− xi
(
a
(j−1)
i , t
)ρiGi(a(j)i )∆ai
) ,
(5.3.21)
where xi =
(
xi(a
(1)
i , t), xi(a
(2)
i , t), . . . , xi(a
(Ni+1)
i , t)
)
for i = 1, 2. From now onward, we shall
use a superscript (j) as a shorthand notation for the grid node label, e.g. G
(j)
i denotes Gi(a
(j)
i )
etc., for brevity. Taking the variation of Fi with respect to each component of xi leads to
d
ds
∣∣∣∣
s=0
Fi(xi + sx̂i) =
d
ds
∣∣∣∣
s=0
− g∆ai4
 Ni∑
j=1

(
G
(j)
i
)2(
x
(j+1)
i + sx̂
(j+1)
i
)
−
(
x
(j)
i + sx̂
(j)
i
)

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+Ni+1∑
j=2

(
G
(j)
i
)2(
x
(j)
i + sx̂
(j)
i
)
−
(
x
(j−1)
i + sx̂
(j−1)
i
)

ρi∆ai
 ,
=
g∆ai4
Ni∑
j=1

(
G
(j)
i
)2 (
x̂
(j+1)
i − x̂(j)i
)
(
x
(j+1)
i − x(j)i
)2
+ Ni+1∑
j=2

(
G
(j)
i
)2 (
x̂
(j)
i − x̂(j−1)i
)
(
x
(j)
i − x(j−1)i
)2

ρi∆ai ,
=
g∆ai
4
Ni+1∑
j=2

(
G
(j−1)
i
)2
x̂
(j)
i(
x
(j)
i − x(j−1)i
)2
− Ni∑
j=1

(
G
(j)
i
)2
x̂
(j)
i(
x
(j+1)
i − x(j)i
)2

+
Ni+1∑
j=2

(
G
(j)
i
)2
x̂
(j)
i(
x
(j)
i − x(j−1)i
)2
− Ni∑
j=1

(
G
(j+1)
i
)2
x̂
(j)
i(
x
(j+1)
i − x(j)i
)2

ρi∆ai ,
=
Ni∑
j=2
g∆ai
4G
(j)
i

(
G
(j−1)
i
)2
+
(
G
(j)
i
)2
(
x
(j)
i − x(j−1)i
)2 −
(
G
(j)
i
)2
+
(
G
(j+1)
i
)2
(
x
(j+1)
i − x(j)i
)2
 x̂(j)i ρiG(j)i ∆ai

+
g∆ai
4

(
G
(Ni)
i
)2
+
(
G
(Ni+1)
i
)2
(
x
(Ni+1)
i − x(Ni)i
)2 x̂(Ni+1)i −
(
G
(1)
i
)2
+
(
G
(2)
i
)2
(
x
(2)
i − x(1)i
)2 x̂(1)i
ρi∆ai ,
for i = 1, 2. Note that x̂
(j)
i for j = 2, . . . , Ni are arbitrary, and x̂
(1)
i = x̂
(Ni+1)
i = 0 as x̂i
vanishes at its end points. Hence we have discretised equation (5.3.18) into
∂τw
(j)
i =
g∆ai
4G
(j)
i

(
G
(j−1)
i
)2
+
(
G
(j)
i
)2
(
x
(j)
i − x(j−1)i
)2 −
(
G
(j)
i
)2
+
(
G
(j+1)
i
)2
(
x
(j+1)
i − x(j)i
)2
 , (5.3.22)
for i = 1, 2 and j = 2, . . . , Ni. Comparing this with the wτ equation in (6.2) of [7] we can
clearly see that if we neglect the 2nd bracketed term in the numerator in each fraction and
multiply by 2 we recover their equation. Thus Hamilton’s equations with discretised spatial
derivatives can be written as
∂τqi =
pi
m
[i]
v
− 1
m
[i]
v
σi , (5.3.23)
∂τx
(j)
i =w
(j)
i −
pi
m
[i]
v
+
1
m
[i]
v
σi , (5.3.24)
∂τp1 =− ν1q1 + ν2 (q2 − q1) + µ1 (q1)3 − µ2 (q2 − q1)3 , (5.3.25)
∂τp2 =− ν3q2 − ν2 (q2 − q1) + µ3 (q2)3 + µ2 (q2 − q1)3 , (5.3.26)
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∂τw
(j)
i =
g∆ai
4G
(j)
i

(
G
(j−1)
i
)2
+
(
G
(j)
i
)2
(
x
(j)
i − x(j−1)i
)2 −
(
G
(j)
i
)2
+
(
G
(j+1)
i
)2
(
x
(j+1)
i − x(j)i
)2
 , (5.3.27)
for i = 1, 2 and j = 2, . . . , Ni. N.B. it was noted in [7] that discretising integrals via the
trapezoidal rule preserves the symplecticity of the 1-vessel system, whereas the Simpson rule
results in a non-symplectic spatial discretisation. Therefore we too choose to discretise the
integral σi(τ) using the trapezoidal rule, so
σi(τ) ≈
Ni∑
j=1
1
2
(
w
(j)
i G
(j)
i + w
(j+1)
i G
(j+1)
i
)
ρi∆ai ,
=
(
1
2
(
w
(1)
i G
(1)
i + w
(Ni+1)
i G
(Ni+1)
i
)
+
Ni∑
j=2
w
(j)
i G
(j)
i
)
ρi∆ai .
(5.3.28)
The impermeable boundary conditions at the side walls are ∂τxi = 0, and hence in the
Lagrangian framework we have
xi(a
(1)
i , τ) = 0 , xi(a
(Ni+1)
i , τ) = Li . (5.3.29)
A consequence of this from (5.3.24), leads to boundary conditions for the momentum wi
wi(a
(1)
i , τ) = wi(a
(Ni+1)
i , τ) =
1
m
[i]
v
(pi(τ)− σi(τ)) . (5.3.30)
Using these boundary conditions allows us to rewrite σi(τ) as
σi =
(
1
2
(
1
m
[i]
v
(pi − σi)G(1)i +
1
m
[i]
v
(pi − σi)G(Ni+1)i
)
+
Ni∑
j=2
w
(j)
i G
(j)
i
)
ρi∆ai , (5.3.31)
which rearranging for σi, gives
σi(τ) =
γi
1 + γi
pi +
ρi∆ai
1 + γi
Ni∑
j=2
w
(j)
i G
(j)
i , (5.3.32)
where
γi =
ρi∆ai
2m
[i]
v
(
G
(1)
i +G
(Ni+1)
i
)
. (5.3.33)
We have discretised the system of nonlinear partial integro-differential equations into a set
of nonlinear ODEs, albeit much larger in dimension. The new system has 2N1 + 2N2 + 8
equations with 2N1 + 2N2 + 8 unknowns. However, the eight equations on the boundaries
are obtained separately by using (5.3.29) and (5.3.30). Therefore, with the known boundary
values for xi and wi for i = 1, 2, the number of equations required for solving the system
is reduced to 2(N1 + N2). The exact form of these equations will be considered after we
discretise the system in time.
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5.3.2 Temporal discretisation
Here, equations (5.3.23) – (5.3.27) can be solved either via an explicit or implicit integration
scheme. Explicit methods are generally easier and more straightforward to implement as one
would update the next time step using only known quantities. A well-known explicit scheme
is the Sto¨rmer-Verlet method [47, 30, 44], which is a second-order symplectic method for
solving a system of the form
qτ = f(p) , pτ = r(q) , (5.3.34)
where q and p are the state and momentum vectors respectively. Then the system is discre-
tised via the formula
pn+ 1
2
= pn +
∆τ
2
r(qn) , (5.3.35)
qn+1 = qn + ∆τf
(
pn+ 1
2
)
, (5.3.36)
pn+1 = pn+ 1
2
+
∆τ
2
r(qn+1) , (5.3.37)
where the time derivative of the position variables are approximated using the central-
difference scheme, and the momentum variables are updated via a two-step process with
the first half and the second half updated using half-step forward-difference and backward-
difference schemes, respectively.
On the other hand, implicit methods are much harder to implement as they involve solving
a system of nonlinear equations. This means that many computations are spent solving
these equations using iterative numerical schemes such as Newton’s method which involves
calculating the Jacobian matrix and solving the corresponding linear system. This approach
can be slow for small grid sizes which are generally required for simulating problems with
high frequency solutions. However, implicit methods are generally more stable and hence
allow for a larger time step size.
The 1-vessel system in [7] was solved using the Sto¨rmer-Verlet method which is explicit. Here
we choose to use an implicit method since it is more stable and allows for larger time step
sizes, which are useful for long-time simulations.
One of the most popular implicit schemes is the implicit midpoint rule [47, 30, 44]. It is a
second-order symplectic integrator which conserves angular momentum [47]. For a system of
first-order ODEs of the form
∂τz = f̂ (z, τ) , (5.3.38)
where z(τ) is the state vector, and f̂ is the vector of ODEs, the implicit midpoint rule is
defined as
z(τn+1) = z(τn) + ∆τ f̂
(
z(τn) + z(τn+1)
2
,
τn + τn+1
2
)
, (5.3.39)
where ∆τ is the step size of the discretised Lagrangian time and τn = n∆τ for n ∈ N0. In
general, the formula (5.3.39) cannot be used to update z(τn+1) explicitly, and thus we rewrite
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it as a system of nonlinear equations for z(τn+1), which is
f (z(τn+1)) = 0 . (5.3.40)
For the semi-discretised system (5.3.23) – (5.3.27), the discretised state vector is
z =
(
q1, x
(2)
1 , . . . , x
(N1)
1 , p1, w
(2)
1 , . . . , w
(N1)
1 , q2, x
(2)
2 , . . . , x
(N2)
2 , p2, w
(2)
2 , . . . , w
(N2)
2
)
, (5.3.41)
and we define
z
[n
2
]
:=
z(τn) + z(τn+1)
2
, (5.3.42)
for brevity. In this case the exact expression of f (z(τn+1)) is given in Appendix F. There
are 2(N1 +N2) equations for 2(N1 +N2) unknowns excluding the eight boundary points x
(1)
i ,
x
(Ni+1)
i , w
(1)
i and w
(Ni+1)
i for i = 1, 2 which are given by (5.3.29) and (5.3.30). This system is
solved using Newton’s method
z[m+1](τn+1) = z
[m](τn+1)− J−1
(
z[m](τn+1)
)
f
(
z[m](τn+1)
)
, (5.3.43)
where the superscript m inside the square bracket denotes the iteration number, and the form
of J with N1 = N2 = N can be found in Appendix F. Equations (5.3.43) involve the inverse
of the Jacobian matrix which can be expensive to compute for large N1 + N2. Therefore,
rather than calculating J−1 directly, one would instead solve
J
(
z[m](τn+1)
)
∆z[m+1] = −f (z[m](τn+1)) , (5.3.44)
for ∆z[m+1] = z[m+1](τn+1)− z[m](τn+1), using an appropriate linear system solver. However,
for very large system, even evaluating the Jacobian matrix J at every iteration and each time
step can be computational intensive. This together with solving the linear system (5.3.44)
can be difficult to implement in an efficient manner. One approach to overcome this is
to apply Broyden’s method [18], which is a higher dimensional generalisation of the secant
method, where the inverse of the Jacobian H [m] = J−1
(
z[m](τn+1)
)
at the current iteration
is updated via
H [m] = H [m−1] +
∆z[m] −H [m−1]∆f [m]
(∆z[m])
T
H [m−1]∆f [m]
(
∆z[m]
)T
H [m−1] , (5.3.45)
where ∆f [m] = f
(
z[m](τn+1)
) − f (z[m−1](τn+1)) and the T denotes the transpose. Hence
the state vector for the next iteration is found using the relation
z[m+1](τn+1) = z
[m](τn+1)−H [m](τn+1)f
(
z[m](τn+1)
)
. (5.3.46)
One thing to note here is that H = J−1 needs only to be computed explicitly once at the
initial step and then all subsequent values are updated via (5.3.45), provided the time step
size is sufficiently small. The advantage of using this approach is that the computation of J−1,
except for the very first iteration at τ = 0, involves only matrix multiplications. However,
this then slightly restricts our choice for ∆τ , as Broyden’s method may fail to converge for
large ∆τ as the difference in H between time steps can be substantial especially in nonlinear
simulations.
Although Broyden’s method is more efficient for large system, Newton’s method for moderate
N1 + N2 is still superior not only in terms of convergence rate but also in allowing a larger
time step size due to the Jacobian J being exact for all iterations at each time step.
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5.4 Linear solutions and natural frequencies
In order to validate the results of our numerical scheme, we consider linear solutions of the
system. One approach to obtaining these solutions is to consider the shallow-water limit
δi/Li → 0 for both vessels simultaneously for the linear results in §3.5, and then convert
the solutions from Eulerian variables to Lagrangian variables. Here instead, we choose to
re-derive the shallow-water form of these solutions directly from the shallow-water LPP
equations (5.2.8) – (5.2.11). This acts as a useful check on the results in §3.5.
Let us assume the solutions are perturbed from the quiescent state and define the following
xi(ai, τ) =ai + x
∗
i (ai, τ) , (5.4.1)
hi(ai, τ) =Hi + h
∗
i (ai, τ) , (5.4.2)
qi(τ) =q
∗
i (τ) , (5.4.3)
where Hi is the quiescent fluid depth in vessel i = 1, 2 and  1. We also have the boundary
conditions
xi(0, τ) = 0 , xi(Li, τ) = Li , (5.4.4)
which lead to
x∗i (0, τ) = x
∗
i (Li, τ) = 0 . (5.4.5)
From (5.2.7) we have
Gi(ai) = (Hi + h
∗
i ) (1 + ∂aix
∗
i ) ,
=Hi +  (h
∗
i +Hi∂aix
∗
i ) +O
(
2
)
.
Since the left hand side contains only O(1) quantities then we set
h∗i = −Hi∂aix∗i , (5.4.6)
which relates h∗i to x
∗
i . Substituting (5.4.1) – (5.4.3) into (5.2.6) gives rise to
∂2τx
∗
i + g
∂aih
∗
i
1 + ∂aix
∗
i
+ ∂2τ q
∗
i = 0 , (5.4.7)
which after applying the Taylor series expansion to the second term and neglecting O(2)
terms, leads to
∂2τx
∗
i + g∂aih
∗
i + ∂
2
τ q
∗
i = 0 . (5.4.8)
Finally, by using relation (5.4.6) we arrive at the equation
∂2τx
∗
i − gHi∂2aix∗i + ∂2τ q∗i = 0 , (5.4.9)
for each vessel i = 1, 2. Following the same approach, the vessel equations (5.2.10) and
(5.2.11) become(
m
[1]
f +m
[1]
v
)
∂2τ q
∗
1 + (ν1 + ν2) q
∗
1 − ν2q∗2 = −
m
[1]
f
L1
∂2τ
∫ L1
0
x∗1 da1 , (5.4.10)
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(
m
[2]
f +m
[2]
v
)
∂2τ q
∗
2 + (ν3 + ν2) q
∗
2 − ν2q∗1 = −
m
[2]
f
L2
∂2τ
∫ L2
0
x∗2 da2 , (5.4.11)
after neglecting terms of O(2) and writing ρiHi = m
[i]
f /Li. Taking the same approach as we
did for the linear theory for non-shallow depth fluids in Eulerian variables, we seek harmonic
solutions of the form
x∗i (ai, τ) =x̂i(ai) cos(ωτ + θ) , (5.4.12)
h∗i (ai, τ) =ĥi(ai) cos(ωτ + θ) , (5.4.13)
q∗i (τ) =q̂i cos(ωτ + θ) . (5.4.14)
Substituting the above ansatz into (5.4.9) leads to a linear second order inhomogeneous ODE
∂2aix̂i + α
2
i x̂i = −α2i q̂i . (5.4.15)
where
αi =
ω√
gHi
.
The general solution of (5.4.15) in each vessel is
x̂i(ai) = Ai cos(αiai) +Bi sin(αiai)− q̂i , (5.4.16)
which, using the boundary conditions (5.4.5), i.e. x̂i(0) = x̂i(Li) = 0, leads to
Ai − q̂i =0 , (5.4.17)
Bi sin(αiLi) =q̂i (1− cos(αiLi)) . (5.4.18)
The first condition leads to
x̂i(ai) = q̂i (cos(αiai)− 1) +Bi sin(αiai) , (5.4.19)
for i = 1, 2. However, (5.4.18) cannot be simplified at this stage. If αiLi = 2npi such that
sin (αiLi) = 0 and cos (αiLi) = 1, then Bi is arbitrarily (resonance case), if this is not the
case then we can write Bi = q̂i tan (αiLi/2) (non-resonance case).
The vessel equations (5.4.10) and (5.4.11) after evaluating the integrals can be written as
−ω2
(
m
[1]
f +m
[1]
v
)
q̂1 + (ν1 + ν2) q̂1 − ν2q̂2 =
ω2m
[1]
f
L1
(
q̂1
(
sin(α1L1)
α1
− L1
)
−B1
(
cos(α1L1)
α1
− 1
α1
))
,
−ω2
(
m
[2]
f +m
[2]
v
)
q̂2 + (ν3 + ν2) q̂2 − ν2q̂1 =
ω2m
[2]
f
L2
(
q̂2
(
sin(α2L2)
α2
− L2
)
−B2
(
cos(α2L2)
α2
− 1
α2
))
.
Together with (5.4.18) and for i = 1, 2, we have a system of equations for the unknown
coefficients Bi and q̂i
Aq̂ = 0 , (5.4.20)
where
q̂ = (B1, B2, q̂1, q̂2)
T ,
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and
A =
sin (α1L1) 0 cos (α1L1)− 1 0
0 sin (α2L2) 0 cos (α2L2)− 1
ω2m
[1]
f (cos (α1L1)− 1)
α1L1
0 Θ1 −ν2
0
ω2m
[2]
f (cos (α2L2)− 1)
α2L2
−ν2 Θ2

=
2 sin
(
α1L1
2
)
cos
(
α1L1
2
)
0 −2 sin2
(
α1L1
2
)
0
0 2 sin
(
α2L2
2
)
cos
(
α2L2
2
)
0 −2 sin2
(
α2L2
2
)
−2ω
2m
[1]
f
α1L1
sin2
(
α1L1
2
)
0 Θ1 −ν2
0 −2ω
2m
[2]
f
α2L2
sin2
(
α2L2
2
)
−ν2 Θ2

,
where
Θi = −ω2m[i]v + νi + νi+1 −
2ω2m
[i]
f
αiLi
sin
(
αiLi
2
)
cos
(
αiLi
2
)
,
for i = 1, 2. Therefore, for non-trivial amplitude coefficients we require the determinant of
matrix A to be zero, giving
2 sin
(
α1L1
2
)
cos
(
α1L1
2
)Θ1 − 2ω2m[1]fα1L1
sin3
(
α1L1
2
)
cos
(
α1L1
2
)
×
2 sin
(
α2L2
2
)
cos
(
α2L2
2
)Θ2 − 2ω2m[2]fα2L2
sin3
(
α2L2
2
)
cos
(
α2L2
2
)

−4ν2 sin
(
α1L1
2
)
cos
(
α1L1
2
)
sin
(
α2L2
2
)
cos
(
α2L2
2
)
= 0 .
We note that cos (αiLi/2) 6= 0 for i = 1, 2, and hence the characteristic equation can be
rewritten in the form
PSW2 (ω)D
SW
2 (ω) = 0 , (5.4.21)
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where
PSW2 (ω) = sin
(
α1L1
2
)
sin
(
α2L2
2
)
, (5.4.22)
and
DSW2 (ω) =
(
ν1 + ν2 − ω2
(
m[1]v +
2m
[1]
f
α1L1
tan
(
α1L1
2
)))(
ν3 + ν2 − ω2
(
m[2]v +
2m
[2]
f
α2L2
tan
(
α2L2
2
)))
−ν22 .
(5.4.23)
This form of the characteristic equation agrees with the linear results for both the horizon-
tal Cosine expansion and the vertical Eigenfunction expansion for non-shallow depth fluid,
derived in Chapter 3 in the shallow-water limit.
We recognise that PSW2 (ω) = 0 corresponds to symmetric modes in either or both vessels,
since (5.4.20) in this case leads to q̂i = 0 with Bi arbitrary, and D
SW
2 (ω) = 0 corresponds
to the anti-symmetric modes that couple the two vessels. Internal resonances are possible
where PSW2 (ω) = D
SW
2 (ω) = 0, but here we consider only the non-resonant solutions, thus
Bi = q̂i tan (αiLi/2) in what follows.
The general solutions of the anti-symmetric modes where DSW2 (ω) = 0, are the superposition
of these modes
xi(ai, τ) =ai + 
∞∑
j=1
q̂
(j)
i
(
cos(α
(j)
i ai) + tan
(
α
(j)
i Li
2
)
sin(α
(j)
i ai)− 1
)
cos(ω(j)τ + θ(j)) ,
(5.4.24)
hi(ai, τ) =Hi + 
∞∑
j=1
q̂
(j)
i α
(j)
i Hi
(
sin(α
(j)
i ai)− tan
(
α
(j)
i Li
2
)
cos(α
(j)
i ai)
)
cos(ω(j)τ + θ(j)) ,
(5.4.25)
qi(τ) =
∞∑
j=1
q̂
(j)
i cos(ω
(j)τ + θ(j)) , (5.4.26)
where we have used equation (5.4.6) to obtain the expression for hi. The amplitude q̂
(j)
i is
determined by the initial condition, and
α
(j)
i =
ω(j)√
gHi
,
where ω(j) is the jth positive root of DSW2 (ω) = 0.
For completeness, when Bi is arbitrary, we also have the general solutions of the symmetric
modes where PSW2 (ω) = 0 for i = 1 or i = 2, which are
xi(ai, τ) =ai + 
∞∑
j=1
B
(j)
i sin(αiai) cos(ω
(j)τ + θ(j)) , (5.4.27)
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hi(ai, τ) =Hi − 
∞∑
j=1
B
(j)
i αiHi cos(αiai) cos(ω
(j)τ + θ(j)) , (5.4.28)
qi(τ) =0 , (5.4.29)
where B
(j)
i is determined by the initial condition and the natural frequency in this case is
given explicitly by
ω
(j)
i =
2jpi
√
gHi
Li
, (5.4.30)
for i = 1, 2 and j ∈ N. This is the exact same solution to the linear shallow-water motion in
a fixed tank [37, 24].
5.5 Small amplitude simulations
5.5.1 Scheme validation
The system of equations (5.3.14) – (5.3.18) and the numerical scheme documented in §5.3.1
and §5.3.2 can be validated in multiple ways. For example, the numerical simulations should
agree with the exact linear solutions in the small amplitude regime for sufficiently small ∆ai
and ∆τ . Also the Hamiltonian should remain approximately constant as the system has
no energy dissipation or external forces to add additional energy to the system. We should
also find that the nonlinear simulations converge to a single trajectory as ∆ai and ∆τ tend
to zero. It is important to first validate our numerical simulations against the exact linear
solutions to ensure the robustness of the scheme.
Parameter Value Parameter Value
g 9.81 m s−2 m[1]v 11.025 kg
H1 0.06 m m
[2]
v 11.025 kg
H2 0.054 m ν1 350 kg s
−2
L1 0.525 m ν2 350 kg s
−2
L2 0.525 m ν3 245 kg s
−2
m
[1]
f 31.5 kg ρ1 1000 kg m
−3
m
[2]
f 28.35 kg ρ2 1000 kg m
−3
µ1 0 kg m
−2 s−2 ∆τ (may vary) 0.000625
µ2 0 kg m
−2 s−2 ∆a1 (may vary) 0.00525
µ3 0 kg m
−2 s−2 ∆a2 (may vary) 0.00525
Table 5.1: Values of parameters used in the simulations of §5.5.1 and §5.6
To validate our scheme in the linear regime, we consider simulations of the third natural fre-
quency of the characteristic equation (5.4.23) which is an in-phase mode, using the parameter
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values given in Table 5.1. The corresponding natural frequencies and amplitude ratios for the
first eight anti-symmetric modes given in Table 5.2. Our choice of initial condition consists
of Q1 = 0.00027 m, Q2 = 1.47Q1 and
xi(ai, 0) =ai +Qi
(
cos(α
(3)
i ai) + tan
(
α
(3)
i Li
2
)
sin(α
(3)
i ai)− 1
)
, (5.5.1)
hi(ai, 0) =Hi +Qiα
(3)
i Hi
(
sin(α
(3)
i ai)− tan
(
α
(3)
i Li
2
)
cos(α
(3)
i ai)
)
, (5.5.2)
with Gi being given via relation (5.2.7), for i = 1, 2, and zero initial vessel and free-surface
velocities in each vessel. The values of parameters shown in Table 5.1 are specifically chosen
such that they coincide with the ones used in [7]. This is done for the ease of code verification
with the scheme used previously on the 1-vessel system via Sto¨rmer-Verlet. We can mimic
the 1-vessel system by having identical vessels undergo in-phase motion where the middle
spring does not get stretched or compressed.
The system for this set of parameters is not symmetric since we wish to present results
different to the 1-vessel system. From Figure 5.1 we see excellent agreement between the
simulation and the exact linear solution, with overlapping trajectories for the vessel dis-
placements. Furthermore the Hamiltonian fluctuation of the simulation, which we define as
H(τ)−H(0), is small and bounded for its entirety as shown in Figure 5.2. This is expected
as the total energy should be conserved to within some numerical error (e.g. less than 10−8)
depending on initial conditions and system parameters.
To validate the convergence of the scheme we evaluate the integral of the difference between
the shallow-water simulation and the exact linear solution over the whole time-interval for
the vessel displacement, using the trapezoidal quadrature rule, for different values of ∆τ and
∆a1 = ∆a2. Thus we define the error function as
Ei(∆ai,∆τ) =
∫ τN
0
∣∣qi(τ)− qLi (τ)∣∣ dτ ≈ 12
TN∑
k=1
(∣∣qi(τ (k))− qLi (τ (k))∣∣+ ∣∣qi(τ (k+1))− qLi (τ (k+1))∣∣)∆τ ,
(5.5.3)
where qi is the vessel displacement for the numerical simulation and q
L
i is the exact linear
solution with τN being the maximum simulation time and TN = bτN/∆τc is the number of
discretised points in that time frame, for i = 1, 2. The results shown in Figures 5.3 and
5.4 confirm that the numerical simulation converges to the linear solution as the stepsizes
decrease, in both time and space. In each case the convergence rate is approximately propor-
tional to (∆τ)2 and (∆ai)
2, respectively (modulo a small constant error term due to constant
∆ai and ∆τ respectively). Hence the numerical scheme is convergent for small amplitude
sloshings.
106
Root number Natural frequency ω(j) (s−1) Amplitude ratio c(j)
1 2.405 1.136
2 3.521 −0.807
3 7.530 1.470
4 9.231 −0.726
5 14.635 7.916
6 15.667 −0.290
7 22.712 −86.148
8 24.047 −0.087
Table 5.2: Natural frequencies ω(j) and the associated amplitude ratios c(j) for parameters
values given in Table 5.1
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Figure 5.1: The initial and latter 20 seconds of the simulation with exact linear initial
conditions of the third mode and Q1 = 0.00027 (see Table 5.2). Linear solution: solid line,
nonlinear simulation: dotted line.
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Figure 5.2: The plot of H(τ)−H(0) of the simulation with exact linear initial conditions of
the third mode and Q1 = 0.00027 (see Table 5.2), given in Figure 5.1.
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Figure 5.3: The plots for the temporal convergence of the simulation with exact linear initial
conditions of the third mode and Q1 = 0.00027 witb ∆a1 = ∆a2 = 0.00525 (see Table 5.2).
Blue circles: Ei for vessel 1, red circles: Ei for vessel 2. The solid lines are proportional to
(∆τ)2 (modulo a small constant error term due to nonzero ∆ai value).
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Figure 5.4: The log plots for the spatial convergence of the simulation with exact linear
initial conditions of the third mode and Q1 = 0.00027 with ∆τ = 0.0025 (see Table 5.2).
Blue circles: Ei for vessel 1, red circles: Ei for vessel 2, blue line. The solid lines are
proportional to (∆ai)
2 (modulo a small constant error term due to nonzero ∆τ value).
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5.5.2 Switching of linear modes with varying fluid depth
In §3.5 we looked into how different values of the fluid depth in each vessel can affect the
number of the linear modes which are significantly present in the solution, with a given initial
condition where the free-surface in each vessel is flat and the fluid is quiescent. In this section,
we run simulations to test against the results we obtained from §3.5. This would be another
method for validating the linear theory presented in §3.5, and our numerical scheme. The
initial conditions we consider here are
hi(ai, 0) = Hi , xi(ai, 0) = ai , wi(ai, 0) = 0 , Qi = 0.001 m , pi(0) = 0 , (5.5.4)
for i = 1, 2. The parameter values of the simulations in this section are given in Table 5.3.
To detect which different modes exist in the simulation we define the frequency response
function as
Ki(ω) =
∫ τN
0
qi(τ) cos(ωτ)dτ , (5.5.5)
where qi is the simulated vessel displacement and τN is the maximum simulation time, for
i = 1, 2. The function Ki(ω) is approximated using the trapezoidal rule. This provides us
with a way to identify which characteristic frequencies exist within the time series of the
vessel motions, and with their approximate amplitudes. Note that the simulation needs to
be sufficiently long in time, in order for the calculation of Ki(ω) to capture all the frequencies
accurately.
For the simulations shown in Figures 5.5(a) – 5.5(c) we see the solutions are dominated by
a single mode (black dashed line). However, this dominant mode is not necessarily the first
anti-symmetric coupled mode, as the simulation shown in Figure 5.5(b) has the dominant
mode being its fifth anti-symmetric coupled mode. The simulations shown in Figures 5.5(d)
– 5.5(f) are more complicated as multiple modes have significant presence in the solutions,
though the most dominant mode in each solution can still be identified by looking into the
frequency domain, as shown in Figure 5.6. We note that the dominant modes here, are all
in-phase modes, which makes sense since the initial vessel displacements are in-phase.
In Figure 5.6(a) we see that the frequency spectrum agrees with the result in Figure 3.14
when H1 = H2 = 0.1 m, as only the first, the third and the fifth anti-symmetric have a visible
contribution to the simulation with the first mode being dominant as predicted by the linear
theory. In the same figure when H1 = H2 = 0.009 m, the theory predicts that the fifth mode
dominates, and this is again confirmed by the frequency spectrum shown in Figure 5.6(b).
When the symmetry of the system is broken by having twice the amount of fluid in vessel
2 compare to vessel 1, we see from Figure 3.15 that the amplitude coefficient of the second
anti-symmetric mode is small in vessel 1. This is reflected in the simulations presented in
Figures 5.6(d) – 5.6(f) where the frequency response of the second natural frequency in vessel
1 is smaller than in vessel 2. Also, similar to the symmetric case, the frequency spectrums of
the simulations are in excellent agreement with the linear theory prediction shown in Figure
3.15. Note that the results shown in Figures 5.6(a) – 5.6(f) are obtained using simulations
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of 200 seconds in length, i.e. those simulations in Figures 5.5(a) – 5.5(f) are extended out to
τ = 200 s for more accurate frequency domain calculations.
From Figures 5.6(a) – 5.6(c) we see the simulations for these cases are dominated by a single
mode, while in Figures 5.6(d) – 5.6(f) the vessel motions have modes with similar presence in
the solution, and we observe two almost equally dominant modes (the third and fourth anti-
symmetric modes) in 5.6(f) where H1 = 0.015 m and H2 = 2H1 = 0.03 m. These results agree
with the findings in §3.5. Therefore, our numerical scheme is capable of correctly simulating
solutions with a linear superposition of modes.
Parameter Value Parameter Value
g 9.81 m s−2 m[1]v 16 kg
H1 varies m
[2]
v 16 kg
H2 varies ν1 250 kg s
−2
L1 1 m ν2 250 kg s
−2
L2 1 m ν3 250 kg s
−2
m
[1]
f varies ρ1 1000 kg m
−3
m
[2]
f varies ρ2 1000 kg m
−3
µ1 0 kg m
−2 s−2 ∆τ 6.25× 10−4 s
µ2 0 kg m
−2 s−2 ∆a1 0.01 m
µ3 0 kg m
−2 s−2 ∆a2 0.01 m
Table 5.3: Values of parameters
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(a) Vessel displacements with H1 = H2 = 0.1 m
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(c) Vessel displacements with H1 = 0.1 m and H2 = 2H1
Figure 5.5: Continued on next page.
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(d) Vessel displacements with H1 = 0.035 m and H2 = 2H1
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(e) Vessel displacements with H1 = 0.021 m and H2 = 2H1
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(f) Vessel displacements with H1 = 0.015 m and H2 = 2H1
Figure 5.5: Simulations with varying fluid heights, in both vessels for an initial condition with
a quiescent fluid with a flat free-surface. The initial vessel amplitudes are Q1 = Q2 = 0.001 m,
and values of parameters are given in Table 5.3. Step sizes are ∆τ = 6.25 × 10−4 s and
∆a1 = ∆a2 = 0.01 m. Blue line: vessel 1, red line: vessel 2, black dashed line: 0.001 cos(ωτ)
with ω = 1.3594 s−1 in panel (a), ω = 3.9095 s−1 in panel (b), ω = 1.1617 s−1 in panel (c).
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(a) Frequency spectrum with H1 = H2 = 0.1 m
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(b) Frequency spectrum with H1 = H2 = 0.009 m
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(c) Frequency spectrum with H1 = 0.1 m and H2 = 2H1
Figure 5.6: Continued on next page.
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(d) Frequency spectrum with H1 = 0.035 m and H2 = 2H1
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(f) Frequency spectrum with H1 = 0.015 m and H2 = 2H1
Figure 5.6: Frequency spectrum of the results in Figure 5.5. Blue line: vessel 1, red line:
vessel 2.
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5.6 Weakly nonlinear fluid simulations with linear springs
In this section we use the same values of the parameters as in §5.5.1, with the exception of
larger initial vessel displacements. Here we choose Q1 = 0.0027 which is ten times larger than
the value we used in §5.5.1, and as the amplitudes of the vessel oscillations (and free-surface
displacements) increase we expect the simulation results to deviate from the linear solution
and nonlinear effects to become evident. This can be observed in Figure 5.7, where despite
using an initial condition consisting of the exact third linear mode, we see that the subsequent
evolution consists of a superposition of modes through a nonlinear interaction of the modes.
This effect is more noticeable in vessel 2 as it has a larger amplitude, and hence we expect
the nonlinear interactions to be larger than in vessel 1. We see from Figures 5.8(a) and 5.8(b)
that during the initial 20 seconds of the motion the vessel displacements are almost identical
between the numerical simulation and the linear solution. The nonlinear effects, e.g. phase
shift and amplitude modulation shown in Figures 5.8(c) and 5.8(d), become observable at
later times once the nonlinear effects have the chance to accumulate.
Similarly, in Figure 5.9 we see the free-surface profiles in each vessel are identical initially.
However, higher frequency modes appear at later times, which cause phase shifts due to the
interaction of higher frequency modes. Note that as for the plots of q1 and q2, the nonlinear
effects reduce the amplitude of the free-surface displacements when compared to the exact
linear solutions. To detect the emergence of different modes in the simulation we use the
frequency response function Ki(ω) defined in (5.5.5). As an example, the function Ki(ω)
for linear simulation of a single mode should only produce a single spike centered at that
particular natural frequency, whereas we expect more peaks to be present due to the nonlinear
interaction between the different modes for simulations in the nonlinear regime with a single
linear mode as the initial condition.
The ripples on the free-surface in vessel 2 are the result of higher frequency modes, which are
known as Wilton’s Ripples (see [67]). This is reflected in the frequency spectrum shown in
Figure 5.10(b), where a small response is seen close to the seventh natural frequency. The first
eight natural frequencies and their corresponding amplitude ratio are given in Table 5.2 for
information. Overall, we notice that in this case a nonlinear fluid model with linear springs
only causes a small nonlinear effect on the vessel motion. This agrees with the findings in
[8].
∆τ in Figure 5.12(a) 6.2500e-04 1.2500e-03 2.5000e-03 5.0000e-03 1.0000e-02
Corresponding
∫ τN
0
q1 dτ -5.0284e-04 -5.0301e-04 -5.0334e-04 -4.9921e-04 -3.9544e-04
Corresponding
∫ τN
0
q2 dτ -3.3616e-04 -3.3620e-04 -3.3648e-04 -3.3709e-04 -2.5878e-04
∆a1 = ∆a2 in Figure 5.12(b) 1.7500e-03 2.6250e-03 3.5000e-03 5.2500e-03 1.0500e-02
Corresponding
∫ τN
0
q1 dτ -5.0503e-04 -5.0480e-04 -5.0441e-04 -5.0334e-04 -4.5098e-04
Corresponding
∫ τN
0
q2 dτ -3.4216e-04 -3.4092e-04 -3.3890e-04 -3.3648e-04 -2.9836e-04
Table 5.4: Values of
∫ τN
0
qi dτ for different ∆τ (Figure 5.12(a)) and ∆a1 = ∆a2 (Figure
5.12(b)).
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(a) Linear theoretical solution from (5.4.24) – (5.4.26)
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(b) Nonlinear simulation
Figure 5.7: Comparison of the simulation with exact linear initial conditions of the third
mode and the respective linear solution, with Q1 = 0.0027 (see Table 5.2). Blue line: q1, red
line: q2.
The value of H(τ) − H(0), shown in Figure 5.11 for the nonlinear result in Figure 5.7, is
bounded, and thus the total energy of the system is numerically conserved, though it now
consists of a superposition of frequencies. For validation of the numerical scheme we fix
∆a1 = ∆a2 whilst varying ∆τ and vice versa, to check whether the total vessel displacement
in each vessel converges for decreasing step sizes. This approach differs from the linear simu-
lation since the vessel motion is no longer in the linear regime, so we have no benchmark to
compare the simulations against. We see from Figures 5.12(a) and 5.12(b) that the simula-
tions converge as the temporal step size ∆τ decreases, and they also converge as the spatial
step size ∆a1 = ∆a2 decreases. Hence the scheme is also convergent in the weakly nonlinear
regime. We use the integral
∫ τN
0
qi dτ for i = 1, 2 as a measure to test the convergence of the
weakly nonlinear simulations, with the corresponding numerical values given in Table 5.4.
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(a) Vessel 1: the initial 20 seconds
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(b) Vessel 2: the initial 20 seconds
80 85 90 95 100
-3
-2
-1
0
1
2
3 10
-3
(c) Vessel 1: the latter 20 seconds
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(d) Vessel 2: the latter 20 seconds
Figure 5.8: The initial and latter 20 seconds snapshots of Figure 5.7. Linear solution: solid
line, nonlinear simulation: dotted line.
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Figure 5.9: Eulerian free-surface plots for the simulation in Figure 5.7 with exact linear initial
conditions of the third mode and Q1 = 0.0027 (see Table 5.2). Blue line: h1, red line: h2;
Linear solution: dashed line, nonlinear simulation: solid line.
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Figure 5.10: Frequency spectrum for vessel displacements shown in Figure 5.7. Blue line: q1,
red line: q2.
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Figure 5.11: The plot of H(τ) − H(0) of the simulation with exact linear initial conditions
of the third mode and Q1 = 0.0027 (see Table 5.2) for the results in Figure 5.7.
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(b) ∆τ = 0.0025
Figure 5.12: The temporal and spatial convergence of the weakly nonlinear simulation with
exact linear initial conditions of the third mode and Q1 = 0.0027 (see Table 5.2). Blue circles:
q1, red circles: q2.
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5.7 Coupled motion with nonlinear springs
The unforced and undamped Duffing oscillator equation has been considered as a model for
the vessel equation in a closely related 1-vessel system in [8], in which the vessel is divided
into separate, self-contained compartments using baﬄes. The nonlinearity of the spring is
due to the inclusion of the cubic term µq3 where µ is the nonlinear spring coefficient. Springs
with positive values of µ are known as soft springs while springs with negative values of µ are
known as hard springs [60]. The main difference in the behaviour of these spring types lies
in their phase plane structure. The phase plane of the soft spring consists of both bounded
and unbounded solutions separated by separatrices, while the phase plane of the hard spring
consists of only bounded solutions. The addition of the nonlinear cubic spring term in the
vessel equation can affect the solution by altering the frequency of the system. In the 1-vessel
system, for a soft spring the system possesses three critical points with one center and two
saddle nodes, whereas a hard spring only has a center. Here we consider the 2-vessel system,
however in a similar way the vessel equations with all three positive (soft) nonlinear spring
coefficients for the 2-vessel system, possess one center and many more saddle points, at least
in the case for identical vessels and springs as we shall show analytically in the next section.
In the case where the initial condition is away from all the stationary points, and by consid-
ering the first out-of-phase mode (second anti-symmetric mode with Q1 = 0.0085 m) with the
same set of parameters given in Table 5.1, we see in Figure 5.13 that the vessel displacements
of each vessel are very similar for different values of the middle nonlinear spring coefficient
µ2, as well as to the linear solution. However, on closer inspection we see that the sign (and
value) of µ2 in this case does influence the vessel displacements by either compressing (hard
spring with µ2 < 0) or stretching (soft spring with µ2 > 0) the solution curves (see Figure
5.14), i.e. altering the frequency of the system. The results in these figures show that the
hard spring (green line) has a higher frequency than the linear spring case (blue line), while
the soft spring (red line) has a lower frequency. This agrees with the result in Figure 11 of
[8].
It has been shown in [35] that sinusoidal external forces can cause a system with an initial
condition close to one of its saddle points, to undergo complicated non-periodic motion or
even chaotic motion depending on parameter values. This is due to the interaction of the
external force and the saddle node. For the coupled sloshing system here, a suitable choice
of initial free-surface profile can also influence the system in a similar fashion. We shall
demonstrate this in the next two sections.
For small vessel displacements it is difficult to observe the nonlinearity induced by the non-
linear spring coefficients, and thus these parameters need to be sufficiently large so that the
nonlinear effect is observable. However, the values of the nonlinear spring coefficients can be
unrealistically large for small initial vessel displacements, potentially like those considered in
this section, which could mean the simulation is unphysical. The nonlinearity of the spring
has its maximum effect on the overall system when the initial displacement is close to a
saddle node. Hence we expect to see a larger nonlinear effect when we choose parameters
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with µ2 = 35000 kg m
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with µ2 = −35000 kg m−2 s−2 (hard spring)
Figure 5.13: Vessels displacements with the second natural frequency (out-of-phase mode)
as the initial condition, and Q1 = 0.0085 (see Table 5.2) for a case with nonlinear springs.
Blue line: q1, red line: q2.
such that we are near a saddle node. We consider such points in the next section.
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(a) The initial 20 seconds of q1
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Figure 5.14: Vessels displacements with second natural frequency (out-of-phase mode) as
initial conditions, and Q1 = 0.0085 (see Table 5.2). A zoomed-in of the first and final
20 seconds of the results in Figure 5.13. Blue line: µ2 = 0 kg m
−2 s−2, red line: µ2 =
35000 kg m−2 s−2, green line: µ2 = −35000 kg m−2 s−2.
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5.7.1 Stationary points for the 2-vessel system
For the 2-vessel system, the stationary points are found by solving the following steady
equations from (5.2.10), (5.2.11), (5.2.6) and (5.2.7)
(ν1 + ν2) q
∗
1 − ν2q∗2 − µ1q∗31 + µ2(q∗2 − q∗1)3 = 0 , (5.7.1)
(ν3 + ν2) q
∗
2 − ν2q∗1 − µ3q∗32 − µ2(q∗2 − q∗1)3 = 0 , (5.7.2)
g∂aih
∗
i
∂aix
∗
i
= 0 , (5.7.3)
h∗i∂aix
∗
i = Gi(ai) , (5.7.4)
where Gi(ai) = (hi∂aixi)|τ=0, for i = 1, 2, and we have used asterisk to denote the stationary
points of the respective variables. These equations are decoupled with solutions to (5.7.3)
and (5.7.4) being given by
h∗i (ai) = Hi , x
∗
i (ai) =
1
Hi
∫
(hi∂aixi)|τ=0 dai ,
or
h∗i (ai) = Hi , x
∗
i (ai) = ai , (5.7.5)
for a flat initial free-surface condition. In other words, we consider the fluid as a rigid mass
in order to determine the stationary points, and then we consider the effect of sloshing close
to these points.
Equations (5.7.1) and (5.7.2) do not have analytical solutions in general, except in specific
cases. Let us consider the case of identical vessels and springs, i.e. m
[1]
v = m
[2]
v , m
[1]
f = m
[2]
f ,
ν1 = ν2 = ν3 and µ1 = µ2 = µ3, then equations (5.7.1) and (5.7.2) can be written in the form
(q∗1 + q
∗
2)
(
q∗21 − q∗1q∗2 + q∗22 −
ν1
µ1
)
= 0 , (5.7.6)
(q∗1 − q∗2)
(
q∗21 − q∗1q∗2 + q∗22 −
ν1
µ1
)
= 0 . (5.7.7)
This pair of equations have the solution
(q∗1, q
∗
2) = (0, 0) , (5.7.8)
or a set of continuous points (q∗1, q
∗
2) that satisfy the ellipse equation
q∗21 − q∗1q∗2 + q∗22 −
ν1
µ1
= 0 . (5.7.9)
This leads to
q∗1 =
q∗2 ±
√
4ν1
µ1
− 3q∗22
2
, (5.7.10)
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provided that
|q∗2| ≤ 2
√
ν1
3µ1
. (5.7.11)
To classify these stationary points we rewrite equations (5.7.6) and (5.7.7) as a system of 1st
order equations, and the corresponding Jacobian matrix is given by
J (q∗1, q
∗
2) =
3µ1
m
[1]
v +m
[1]
f

0 0
(
m
[1]
v +m
[1]
f
)
3µ1
0
0 0 0
(
m
[1]
v +m
[1]
f
)
3µ1
q∗21 −
2ν1
3µ1
+ (q∗2 − q∗1)2
ν1
3µ1
− (q∗2 − q∗1)2 0 0
ν1
3µ1
− (q∗2 − q∗1)2 q∗22 −
2ν1
3µ1
+ (q∗2 − q∗1)2 0 0

.
Therefore, the eigenvalues of this system satisfy det (J − λI) = 0 which leads to the following
characteristic polynomial
λ4 −
(
m
[1]
v +m
[1]
f
)
3µ1
(
3
(
q∗21 − q∗1q∗2 + q∗22 −
ν1
µ1
)
−
(
q∗1q
∗
2 −
5ν1
3µ1
))
λ2
+

(
m
[1]
v +m
[1]
f
)
3µ1
2(q∗21 − q∗1q∗2 + q∗22 − ν1µ1
)(
q∗21 − q∗1q∗2 + q∗22 −
ν1
3µ1
)
= 0 .
(5.7.12)
For the point (0, 0),
λ2 = −
ν1
(
m
[1]
v +m
[1]
f
)
3µ21
, or λ2 = −
ν1
(
m
[1]
v +m
[1]
f
)
9µ21
, (5.7.13)
which makes (0, 0) a center, similar to the single vessel system.
For the stationary points given by (5.7.9) the characteristic polynomial reduces to
λ4 +
(
m
[1]
v +m
[1]
f
)
3µ1
(
q∗1q
∗
2 −
5ν1
3µ1
)
λ2 = 0 . (5.7.14)
Note that the product q∗1q
∗
2 ∈
[
− ν1
3µ1
,
ν1
µ1
]
if we constrain it with (5.7.9) using the Lagrange
multiplier method, i.e. extremising the function F (q∗1, q
∗
2, χ) = q
∗
1q
∗
2+χ (q
∗2
1 − q∗1q∗2 + q∗22 − ν1/µ1),
which has the critical points
q∗1 =
(
±
√
ν1
µ1
,±
√
ν1
3µ1
)
, q∗1 =
(
±
√
ν1
µ1
,∓
√
ν1
3µ1
)
, χ =
(
−1, 1
3
)
.
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Therefore, the eigenvalues in this case are given by
λ2 = 0 , or λ2 =
5ν1
3µ1
− q∗1q∗2 ∈
2ν1
(
m
[1]
v +m
[1]
f
)
9µ21
,
2ν1
(
m
[1]
v +m
[1]
f
)
3µ21
 , (5.7.15)
which makes it a saddle point. Therefore, equation (5.7.10) describes an ellipse of continuous
saddle nodes.
5.7.2 Numerical simulations close to saddle points
In this section we investigate the evolution of the 2-vessel system with initial parameter
values which lie on the saddle point curve (5.7.9), purely from a mathematical standpoint,
with the understanding that the results may not be physically realisable in an experiment.
For the initial condition we consider that of a flat initial free-surface and zero vessel momen-
tum in each vessel, and the initial vessel displacements are equal to any of the saddle points
of the system, i.e.
xi(ai, 0) = ai , wi(ai, 0) = 0 , Qi = q
∗
i , pi(0) = 0 , (5.7.16)
for i = 1, 2, such that q∗1 and q
∗
2 satisfy (5.7.9). Note that any perturbation from equilibrium
can topple the system into motion that either is bounded and oscillatory or leads to blow-up.
The subsequent bounded motion is nonlinear since the saddle nodes only exist for three soft
springs (µ1 > 0, µ2 > 0 and µ3 > 0). Here we choose to perturb the system by setting a
non-flat free-surface in vessel 1. The profile of this free-surface needs to be carefully chosen
such that there is just enough force on the system in the desired direction to set the system
into a periodic motion while avoiding going into a blow-up region of parameter space. We
choose a linear profile h1(a1, 0) = H1 − 0.05Q1a1 as the initial free-surface in vessel 1 and
a flat free-surface in vessel 2 (i.e. h2(a2, 0) = H2). One thing to note is that we cannot
guarantee the simulation will stay bounded for large values of τ due to the unpredictability
of its nonlinearity. The set of parameters used in this section can be found in Table 5.5 and
the corresponding natural frequencies and amplitude ratios for the first eight anti-symmetric
modes can be found in Table 5.6.
For the simulation with µ1 = µ2 = µ3 > 0 shown in Figure 5.15 we see the vessel displace-
ments of the nonlinear simulation have significantly lower amplitudes than the initial vessel
displacements. The nonlinear effect is more noticeable than before since several sporadic
smaller envelopes can be observed in Figure 5.15(b), and this phenomenon is absent in the
case for linear springs shown in Figure 5.15(a).
We notice that there are several peaks in H(τ) − H(0) shown in Figure 5.16(b). These
peaks occur at around the same values of τ where the smaller envelopes occur in the vessel
displacements, which is an indication that this phenomenon may not be physical since the
nonlinear spring coefficients are extremely large. The size of H(τ) − H(0) is still small
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Parameter Value Parameter Value
g 9.81 m s−2 m[1]v 11.025 kg
H1 0.06 m m
[2]
v 11.025 kg
H2 0.06 m ν1 350 kg s
−2
L1 0.525 m ν2 350 kg s
−2
L2 0.525 m ν3 350 kg s
−2
m
[1]
f 31.5 kg ρ1 1000 kg m
−3
m
[2]
f 31.5 kg ρ2 1000 kg m
−3
µ1 (0 or) 8.75× 107 kg m−2 s−2 ∆τ 7.8125× 10−5 s
µ2 (0 or) 8.75× 107 kg m−2 s−2 ∆a1 0.00525 m
µ3 (0 or) 8.75× 107 kg m−2 s−2 ∆a2 0.00525 m
Table 5.5: Values of parameters
Root number Natural frequency ω(j) (s−1) Amplitude ratio c(j)
1 2.546 1
2 3.576 −1
3 7.907 1
4 9.422 −1
5 15.407 1
6 15.833 −1
7 23.986 1
8 24.103 −1
Table 5.6: Natural frequencies ω(j) and the associated amplitude ratios c(j) for parameters
values given in Table 5.5
however, although larger than the linear spring result in Figure 5.16(a), and so the scheme
is still conserving energy well.
The frequency spectrum of the vessel displacements shown in Figures 5.17(a) and 5.17(b)
compare the linear and nonlinear spring simulations. It is evident that the nonlinear spring
case has a more sporadic and spread out frequency spectrum than the corresponding linear
case. There is a spreading out of frequencies in the vicinity of the linear natural frequencies.
The erratic responses at low frequencies shown in Figure 5.17(b) are primarily caused by
the slow motion initially near the stationary point. Overall, this phenomenon is a good
indication that the vessel motions are highly unpredictable and possibly chaotic, although
we have not pursued a numerical verification of this here. Ultimately these results are likely
to be unattainable in a physical setup, and we should keep in mind that the nonlinear spring
coefficients are very large to compensate for the small amplitudes of the vessel motions.
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(a) Vessel displacements with µ1 = µ2 = µ3 = 0 kg m
−2 s−2
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(b) Vessel displacements with µ1 = µ2 = µ3 = 8.75× 107 kg m−2 s−2
Figure 5.15: Simulations with and without nonlinear springs, with h1(a1, 0) = −0.05Q1a1,
and flat free-surface in vessel 2 as initial condition, where Q1 =
√
ν1/(3µ1) ≈ 1.1547× 10−3
and Q2 = −Q1 (see Table 5.5) are on a saddle point. Step sizes are ∆τ = 7.8125× 10−5 and
∆a1 = ∆a2 = 0.00525. Blue line: vessel 1, red line: vessel 2.
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(a) H(τ)−H(0) with µ1 = µ2 = µ3 = 0 kg m−2 s−2
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(b) H(τ)−H(0) with µ1 = µ2 = µ3 = 8.75× 107 kg m−2 s−2
Figure 5.16: The plot of H(τ)−H(0) for the simulations in Figure 5.15.
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(a) Frequency spectrum with µ1 = µ2 = µ3 = 0 kg m
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(b) Frequency spectrum with µ1 = µ2 = µ3 = 8.75× 107 kg m−2 s−2
Figure 5.17: The frequency spectrum for the simulations in Figure 5.15. Blue line: vessel 1,
red line: vessel 2.
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5.8 Large amplitude simulation
In this section we consider the effect on the system when we consider larger initial amplitudes,
i.e. strongly nonlinear simulations compared to those in §5.6. Here we consider parameters
as in Table 5.5 and the initial conditions are
Q1 = 0.0284 , Q2 = 0 , hi(ai, 0) = Hi , xi(ai, 0) = ai , wi(ai, 0) = 0 , pi(0) = 0 , (5.8.1)
for i = 1, 2. For large amplitude sloshing simulations we observe a decrease in the amplitudes
for the vessel motions as τ increases, shown in Figure 5.18. Panels (b), (c) and (d) show the
nonlinear result at various grid resolutions showing that the nonlinear result has converged.
For more clarity the first and final 20 seconds of each panel in Figure 5.18 are given in Figure
5.19. The plot of H(τ) − H(0) for the case ∆τ = 0.0003125 and ∆a1 = ∆a2 = 0.002625
in Figure 5.20 shows that in these nonlinear simulations the total energy increases slightly,
before levelling off at later times. While this drift is undesirable it is a consequence of the
nonlinear amplitudes and has also been observed in [7, 8]. While undesirable, the energy
increase is still small and can be shown to reduce for smaller numerical time steps, showing
its dependence on ∆τ . The growth in H(τ) is due to the high amplitude dispersive waves
forming as a consequence of the shock formation, which can be seen in Figures 5.21 and 5.22,
which display the nonlinear results (solid lines) and the linear results (dashed lines) for the
free-surface profiles.
We see now that the main limitation of the numerical scheme is the occurrence of a shock wave
with a steepened wave front in large amplitude simulations, which subsequently produces a
dispersive wave train with the speeds of the trailing waves depend on the size of individual
wave. Since new dispersive shock waves can form each time the initial shock wave hits the
side wall of the vessel, and because the scheme is symplectic with good energy conservation
property, the free-surface will eventually transform into an unphysical mess, as shown in
Figure 5.22(d). The formation of the dispersive wave train is due to numerical dispersion while
the classical shallow-water equations are not dispersive. This numerical dispersion is due to
having no dissipation to damp out the small scale waves which arise due to the neglected
vertical acceleration. Here we use the definition of dispersion loosely as it is traditionally
defined for continuous wave numbers whereas it is not the case for sloshing problem in
general. There is minimal, to no, numerical dissipation since the scheme is symplectic. Thus
the major truncation error comes from numerical dispersion naturally, through the finite-
difference scheme.
An approach to filter out these unphysical dispersive wave trains has been used in [8] where
high frequency Fourier modes were suppressed using a smoothed hyperbolic tangent cut off
function in the spectral domain. However, this filter causes the numerical scheme to no
longer be symplectic. Other potential remedies for this issue include considering the fully
dispersive shallow-water (Green-Naghdi) equations and the 2D Euler equations, both in the
LPP setting. The shallow-water equations with dispersion is briefly discussed in §8.2.1, and
the approach using Euler equations is explored in Chapter 6.
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(b) Nonlinear simulation with ∆τ = 0.0003125
and ∆a1 = ∆a2 = 0.002625
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(c) Nonlinear simulation with ∆τ = 0.000625
and ∆a1 = ∆a2 = 0.0013125
0 20 40 60 80 100
-0.03
-0.02
-0.01
0
0.01
0.02
(d) Nonlinear simulation with ∆τ = 0.0003125
and ∆a1 = ∆a2 = 0.0013125
Figure 5.18: Linear solutions and nonlinear simulation with flat free-surface initial conditions.
The initial amplitudes are Q1 = 0.0284 and Q2 = 0 (see Table 5.5). Blue line: q1, red line:
q2.
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(a) First 20 seconds of the linear solutions
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(c) First 20 seconds of the nonlinear simulation
with ∆τ = 0.0003125, ∆a1 = ∆a2 = 0.002625
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(d) Last 20 seconds of the nonlinear simulation
with ∆τ = 0.0003125, ∆a1 = ∆a2 = 0.002625
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(e) First 20 seconds of the nonlinear simulation
with ∆τ = 0.000625, ∆a1 = ∆a2 = 0.0013125
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(f) Last 20 seconds of the nonlinear simulation
with ∆τ = 0.000625, ∆a1 = ∆a2 = 0.0013125
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(g) First 20 seconds of the nonlinear simulation
with ∆τ = 0.0003125, ∆a1 = ∆a2 = 0.0013125
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(h) Last 20 seconds of the nonlinear simulation
with ∆τ = 0.0003125, ∆a1 = ∆a2 = 0.0013125
Figure 5.19: Zoomed-in of Figure 5.18.
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Figure 5.20: Plot of H(τ)−H(0) for the nonlinear simulation in Figure 5.18(b) with ∆τ =
0.0003125 and ∆a1 = ∆a2 = 0.002625.
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Figure 5.21: Free-surface profiles at small values of τ with flat free-surface initial conditions,
and Q1 = 0.0284, Q2 = 0, ∆τ = 0.0003125, ∆a1 = ∆a2 = 0.0013125 (see Table 5.2). Blue
line: h1, red line: h2; Linear solution: dashed line, nonlinear simulation: solid line.
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Figure 5.22: Free-surface profiles at moderate to large values of τ with flat free-surface initial
conditions, and Q1 = 0.0284, Q2 = 0, ∆τ = 0.0003125, ∆a1 = ∆a2 = 0.0013125 (see Table
5.2). Blue line: h1, red line: h2; Linear solution: dashed line, nonlinear simulation: solid
line.
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5.9 Conclusions
In this chapter we re-formulate the governing fluid equations of the 2-vessel system in the
shallow-water limit, in the Lagrangian framework where the fluid positions are tracked by
label variables. Then we recast the system in terms of Hamiltonian variables, which is in the
form for a symplectic integration scheme where the Hamiltonian structure of the system is
preserved.
Then we used a symplectic integration scheme based on a variational method described
in [7] to discretise the problem. We modified the scheme by adding a backward-difference
approximation to the approximation of the spatial derivatives in the discretised Hamiltonian.
The reason for implementing this way was to ensure that the scheme has no preferred direction
during the numerical integration.
Next, we tested the scheme for small motions when the system is in the linear regime, with
a single modal initial condition. Then we increased the amplitude of the motion such that
the system is in the weakly nonlinear regime where the generation of higher frequency modes
become significant. In both cases, the scheme has proven to be convergent.
When nonlinear springs were introduced to the system, the nonlinear spring coefficients were
set to be large in value in order to offset the small vessel amplitudes in the simulation.
We identified phase shifts in the vessel displacements for different values of the nonlinear
spring coefficients, which agree with the findings in [8]. Then we looked at the system as a
dynamical system, and performed a simulation close to a saddle point of the system. Here
we see a drastic difference in the trajectories of the vessels compare to simulation with linear
springs only. However, we noted that the unphysical parameter values used to achieve this
phenomenon make it unlikely to be physically realisable.
Finally we simulated the system for large amplitude vessel motions. This time the fluid free-
surface tried to overturn, but due to the limitations of the shallow-water model this instead
created a dispersive shock wave, trailed by a small scale, high frequency, wave train. These
unphysical ripples can be filtered out of the numerical solution using the method described
in [8], in exchange for losing the symplecticity of the scheme. In the next chapter we shall
look into the formulation for a symplectic numerical integration scheme for non-shallow water
problems, which provides a possible remedy for this problem. Although additional challenges
do arise.
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Chapter 6
Non-Shallow Fluid Sloshing via the
Lagrangian Particle Path Method
In Chapter 5 we explored numerical simulations for the 2-vessel coupled sloshing system where
the fluid in each vessel was assumed to be in the shallow-water limit. The symplectic numer-
ical scheme used to simulate those flows produced sensible results for small and moderate
amplitude simulations, where wave steepening does not occur. When wave steepening occurs,
shock waves can form which can lead to the development of unphysical dispersive waves in
the solution. To try and remove this restriction, we attempt to extend the numerical scheme
in Chapter 5 to include non-shallow water coupled sloshing.
Past works on 2D non-shallow fluid sloshing include Frandsen [26] who employed a numerical
scheme that maps the physical fluid domain to a rectangular domain for computation. A
different approach was taken in the work undertaken by Turner and Bridges [65], where they
used a time-dependent conformal mapping, and a generalisation of the Hilbert transform, to
map the physical fluid domain to a time-dependent rectangular computational domain. The
transformed variables satisfy the Cauchy-Riemann equations which means they also satisfy
Laplace’s equation which is the governing fluid equation in the interior of the domain. The
scheme is very efficient as only equations for the evolution of the free-surface needed to be
solved at each integration time step, meaning that high spatial resolutions can be achieved
along the free-surface. Two downsides of these approaches are that both schemes are non-
symplectic and the fluid is assumed to be irrotational.
In this chapter we aim to formulate a symplectic numerical scheme for the fully rotational 2D
Euler equations in the Lagrangian framework. This is possible since a standard variational
principle can be applied to derive the equations of motion for the fluid. Compared to the
Euler equations in an Eulerian framework, its Lagrangian variant is less well-known and
hence less extensively studied. This is due to the fact that measurements are taken at fixed
physical locations in the Eulerian setting, which is of vital importance in areas such as
weather prediction. However, this is not as important in coupled sloshing problems and so
a Lagrangian approach is acceptable. Also, the LPP setting permits a symplectic numerical
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scheme which is suitable for simulations which preserve the energy partition between the
fluid and the vessel.
Here we consider the LPP formulation in the non-shallow water limit. We focus the formu-
lation on the 1-vessel coupled system to simplify the analysis and we use this problem as
a feasibility study to understand whether or not this is a viable numerical approach to the
non-shallow water problem in the case of rotational fluids. If successful the approach could
be extended to the multi-vessel problem considered in previous chapters.
6.1 Lagrangian to Eulerian map
The one-dimensional time-dependent LPP map derived in Chapter 5 can be extended to
two-dimensions to include the velocity in the vertical direction. This map has the form
(a, b, τ) 7→ (x(a, b, τ), y(a, b, τ), t) , (6.1.1)
where a ∈ [0, L] and b ∈ [0, H] for positive values of L and H which are the vessel length
and quiescent fluid depth respectively. The Eulerian time is again taken to be equal to the
Lagrangian time, i.e. t = τ . The Lagrangian for an incompressible, inviscid fluid in non-
shallow depth coupled with sloshing, in the Lagrangian particle path formulation is given
by
L =
∫ τ2
τ1
L̂(q, x, y, qτ , xτ , yτ , P ) dτ , (6.1.2)
where
L̂(q, x, y, qτ , xτ , yτ , P ) =
∫ L
0
∫ H
0
[
ρA(a, b)
(
1
2
(xτ + qτ )
2 +
1
2
y2τ − gy
)
+ P (xayb − xbya − A(a, b))
]
db da+
1
2
mvq
2
τ −
1
2
νq2 +
1
4
µq4 ,
(6.1.3)
where P (a, b, τ) is the Lagrange multiplier which also doubles as the fluid pressure. The term
xayb − xbya − A(a, b) is the incompressibility condition where the Jacobian of (6.1.1) is
J = xayb − xbya 6= 0 , (6.1.4)
which is constrained to remain time-invariant. The fluid part of the Lagrangian (6.1.3)
was introduced in [23], where in that case the variables were non-dimensionalised such that
A(a, b) = 1. In this case the Jacobian is a function of a and b, which depends on the initial
conditions, and is analogous to the functions G1(a1) and G2(a2) from Chapter 5. To prove
the time independence of the Jacobian J , we note that the Lagrangian derivatives under the
138
change of coordinates are expressed as
∂
∂τ
∂
∂a
∂
∂b

=

1 xτ yτ
0 xa ya
0 xb yb


∂
∂t
∂
∂x
∂
∂y

. (6.1.5)
Inverting the Jacobian matrix, we obtain the Eulerian derivatives in terms of the Lagrangian
derivatives 
∂
∂t
∂
∂x
∂
∂y

=
1
J

J xbyτ − xτyb xτya − xayτ
0 yb −ya
0 −xb xa


∂
∂τ
∂
∂a
∂
∂b

. (6.1.6)
Recall the mass continuity equation for 2D incompressible flows is
ux + vy = 0 , (6.1.7)
and note that Lagrangian velocities can be rewritten as xτ (a, b, τ)
yτ (a, b, τ)
 =
 xτ (x−1(x, y, t), y−1(x, y, t), t)
yτ
(
x−1(x, y, t), y−1(x, y, t), t
)
 =
 u(x, y, t)
v(x, y, t)
 , (6.1.8)
where x−1(x, y, t) can be thought of as the inverse map of x(a, b, τ) etc. Therefore, the mass
continuity equation for incompressible flow in Lagrangian variables is given by
1
J
(yb(xτ )a − ya(xτ )b − xb(yτ )a + xa(yτ )b) =0 ,
1
J
(xayb − xbya)τ =0 ,
1
J
Jτ =0 .
The map (6.1.1) is assumed to be nondegenerate (J 6= 0), and hence the continuity equation
is equivalent to the condition
J = A(a, b) , (6.1.9)
where A(a, b) is an arbitrary time-invariant function.
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6.2 Hamiltonian formulation
As for the 2-vessel shallow-water sloshing problem, our aim is to derive a symplectic numerical
scheme for the non-shallow depth fluid coupled sloshing problem. The first step is to derive
the Hamiltonian via the Legendre transformation of (6.1.3).
We define the momentum variables as
p =
∂L̂
∂qτ
= mvqτ +
∫ L
0
∫ H
0
ρ(xτ + qτ )A db da ,∫ L
0
∫ H
0
ρwA db da =
∂L̂
∂xτ
=
∫ L
0
∫ H
0
ρ(xτ + qτ )A db da ,∫ L
0
∫ H
0
ρηA db da =
∂L̂
∂yτ
=
∫ L
0
∫ H
0
ρyτA db da ,
or
p =mvqτ +
∫ L
0
∫ H
0
ρ(xτ + qτ )A db da , (6.2.1)
w =xτ + qτ , (6.2.2)
η =yτ . (6.2.3)
Thus, we express the velocities in terms of the momenta
qτ =
p
mv
− 1
mv
∫ L
0
∫ H
0
ρwA db da ,
xτ =w − p
mv
+
1
mv
∫ L
0
∫ H
0
ρwA db da ,
yτ =η .
We define the weighted inner product as
〈p, qτ 〉A =
∫ L
0
∫ H
0
(wxτ + ηyτ ) ρA db da+ pqτ , (6.2.4)
where
p =

p(τ)
w(a, b, τ)
η(a, b, τ)
 , q =

q(τ)
x(a, b, τ)
y(a, b, τ)
 . (6.2.5)
The Hamiltonian is defined as the Legendre transformation of the Lagrangian, and hence is
written as
Ĥ(q, x, y, p, w, η, P ) = 〈p, qτ 〉 − L̂(q, x, y, qτ , xτ , yτ , P ) , (6.2.6)
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which simplifies to
Ĥ =
∫ L
0
∫ H
0
[(
1
2
w2 +
1
2
η2 − 1
mv
wp+ gy
)
ρA− P (xayb − xbya − A)
]
db da
+
1
2mv
(∫ L
0
∫ H
0
wρA db da
)2
+
1
2mv
p2 +
1
2
νq2 − 1
4
µq4 ,
(6.2.7)
or
Ĥ =
∫ L
0
∫ H
0
[(
1
2
w2 +
1
2
η2 + gy
)
ρA− P (xayb − xbya − A)
]
db da
+
1
2mv
(p− σ)2 + 1
2
νq2 − 1
4
µq4 ,
(6.2.8)
where
σ(τ) =
∫ L
0
∫ H
0
wρA db da . (6.2.9)
To derive Hamilton’s equations we take the directional derivatives of (6.2.8) and seek its
minimum, i.e.
d
ds
∣∣∣∣
s=0
Ĥ(q + sqˆ, x+ sxˆ, y + syˆ, p+ spˆ, w + swˆ, η + sηˆ, P + sPˆ ) = 0 , (6.2.10)
which leads to∫ L
0
∫ H
0
[(
w − 1
mv
p+
1
mv
σ
)
ŵ + ηη̂ +
(
Payb − Pbya
ρA
)
x̂+
(
Pbxa − Paxb
ρA
+ g
)
ŷ
−
(
xayb − xbya − A
ρA
)
P̂
]
ρA db da+
(
1
mv
p− 1
mv
σ
)
p̂+
(
νq − µq3) q̂ = 0 . (6.2.11)
By chain rule (6.2.10) leads to
∂Ĥ
∂x
x̂+
∂Ĥ
∂y
ŷ +
∂Ĥ
∂q
q̂ +
∂Ĥ
∂w
ŵ +
∂Ĥ
∂η
η̂ +
∂Ĥ
∂p
p̂+
∂Ĥ
∂P
P̂ = 0 , (6.2.12)
and Hamilton’s equations are given by
qτ =
∂Ĥ
∂p
, pτ = −∂Ĥ
∂q
,∫ L
0
∫ H
0
xτρA db da =
∂Ĥ
∂w
,
∫ L
0
∫ H
0
wτρA db da = −∂Ĥ
∂x
,∫ L
0
∫ H
0
yτρA db da =
∂Ĥ
∂η
,
∫ L
0
∫ H
0
ητρA db da = −∂Ĥ
∂y
,
0 =
∂Ĥ
∂P
.
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Equating (6.2.11) and (6.2.12) we obtain the following form of Hamilton’s equations
qτ =
1
mv
p− 1
mv
σ , (6.2.13)
xτ =w − 1
mv
p+
1
mv
σ , (6.2.14)
yτ =η , (6.2.15)
pτ =− νq + µq3 , (6.2.16)
wτ =
Pbya − Payb
ρA
, (6.2.17)
ητ =
Paxb − Pbxa
ρA
− g , (6.2.18)
0 =xayb − xbya − A , (6.2.19)
subject to the impermeable boundary conditions
x(0, b, τ) = 0 , x(L, b, τ) = L , y(a, 0, τ) = 0 . (6.2.20)
As these are valid for all τ , combining these boundary conditions with (6.2.14) and (6.2.15)
leads to further boundary conditions
w(0, b, τ) = w(L, b, τ) = qτ =
1
mv
(p− σ(τ)) , η(a, 0, τ) = 0 , (6.2.21)
where we have used equation (6.2.13) to express time derivative of q in terms of the momentum
variables. The Eulerian free-surface in parametric form can be recovered by noting that on
the surface we have
X(a, τ) = x(a,H, τ) , Y (a, τ) = y(a,H, τ) . (6.2.22)
Hence the Eulerian free-surface is defined as
h(X, t) = Y
(
X−1 (X, t) , t
)
. (6.2.23)
One remark to make here is that the nonlinearity of the fluid equations enters through
the pressure terms and the continuity equation in the Lagrangian framework unlike in the
Eulerian setting where the nonlinear contribution comes from the convective derivative terms.
6.3 Spatial discretisation via the discretised Hamilto-
nian’s principle
Here we approach the spatial discretisation of the governing equations in the same manner as
the scheme used for the 2-vessel shallow-water sloshing problem in Chapter 5 to see whether it
is a feasible approach in the non-shallow water case. We note that one major difference in the
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non-shallow depth case is that some of the variables are governed by PDEs at the boundary
and corner points rather than being simply stipulated. This becomes more apparent once
the Hamiltonian (6.2.8) has been discretised.
We discretise the spatial variables a and b as
aj = (j − 1)∆a , bi = (i− 1)∆b , (6.3.1)
for j = 1, 2, . . . , N + 1, and i = 1, 2, . . . ,M + 1, where N + 1 and M + 1 are the numbers of
data points in the horizontal and the vertical directions respectively, and the interval sizes
are given by ∆a = L/N and ∆b = H/M .
Due to the form of the full Hamilton’s equations (6.2.13) – (6.2.19) we shall again use the
average of the forward and backward finite-difference schemes for the integrals that involve
spatial derivatives, and the trapezoidal rule for the remaining integrals.
The trapezoidal rule for the integral σ(τ) is
σ(τ) ≈ ρ∆a∆b
4
M∑
i=1
N∑
j=1
[
w
(i)
j A
(i)
j + w
(i)
j+1A
(i)
j+1 + w
(i+1)
j A
(i+1)
j + w
(i+1)
j+1 A
(i+1)
j+1
]
, (6.3.2)
where we have adopted the shorthand notation
w(aj, bi, τ) := w
(i)
j . (6.3.3)
Notice that for a general function f(a, b) the trapezoidal rule of its double integral can be
written as∫ L
0
∫ H
0
fρA db da ≈ρ∆a∆b
4
M∑
i=1
N∑
j=1
[
f
(i)
j A
(i)
j + f
(i)
j+1A
(i)
j+1 + f
(i+1)
j A
(i+1)
j + f
(i+1)
j+1 A
(i+1)
j+1
]
,
=
ρ∆a∆b
4
(
4
M∑
i=2
N∑
j=2
[
f
(i)
j A
(i)
j
]
+ 2
N∑
j=2
[
f
(1)
j A
(1)
j + f
(M+1)
j A
(M+1)
j
]
+ 2
M∑
i=2
[
f
(i)
1 A
(i)
1 + f
(i)
N+1A
(i)
N+1
]
+ f
(1)
1 A
(1)
1 + f
(1)
N+1A
(1)
N+1
+ f
(M+1)
1 A
(M+1)
1 + f
(M+1)
N+1 A
(M+1)
N+1
)
.
(6.3.4)
This implies that the interior points of the variables in the discretised Hamilton’s equations
coincide with their continuous counterparts. There is a factor of 1/2 for the boundary points
and a factor of 1/4 for the corner points, and we should note that they are consistent in the
sense that both sides of equations (6.2.14) and (6.2.15) are discretised using trapezoidal rule,
which means that the corresponding factors will cancel out.
However, the right hand sides of equations (6.2.17) and (6.2.18) are discretised differently
due to the spatial derivatives. In these cases, the average of the forward and backward finite-
difference schemes will be used, which means that the factors appearing in these equations for
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the boundary and the corner points will not cancel out, and hence have to be included in the
final discretised equations. This will become clear once we have semi-discretised Hamilton’s
equations.
As for the shallow-water problem in Chapter 5, to discretise equations (6.2.17) and (6.2.18),
we derive them directly from the discretised Hamiltonian. The term that gives rise to both
of these equations, without the gravity term, is
F (x, y, P ) =
∫ L
0
∫ H
0
P (xayb − xbya − A) db da . (6.3.5)
Let us first proceed with the forward-forward difference scheme
F ff(x,y,P ) =
M∑
i=1
N∑
j=1
P
(i)
j

(
x
(i)
j+1 − x(i)j
)(
y
(i+1)
j − y(i)j
)
∆a∆b
−
(
y
(i)
j+1 − y(i)j
)(
x
(i+1)
j − x(i)j
)
∆a∆b
− A(i)j
∆a∆b .
(6.3.6)
Taking the variation in the x and y directions only, leads to
δF ff =
d
ds
∣∣∣∣
s=0
F ff(x+ sx̂,y + sŷ,P )
=
M∑
i=1
N∑
j=1
P
(i)
j
(
x̂
(i)
j
(
y
(i)
j+1 − y(i)j − y(i+1)j + y(i)j
)
+ ŷ
(i)
j
(
x
(i+1)
j − x(i)j − x(i)j+1 + x(i)j
)
+ x̂
(i)
j+1
(
y
(i+1)
j − y(i)j
)
− ŷ(i)j+1
(
x
(i+1)
j − x(i)j
)
− x̂(i+1)j
(
y
(i)
j+1 − y(i)j
)
+ ŷ
(i+1)
j
(
x
(i)
j+1 − x(i)j
))
.
Now we shift the indices in the summations and split the integral such that the free variations
x̂
(i)
j and ŷ
(i)
j are the subjects of the summations. We do this to separate the interior, the
boundary and the corner points, thus
δF ff =
M∑
i=1
N∑
j=1
[
P
(i)
j
(
x̂
(i)
j
(
y
(i)
j+1 − y(i+1)j
)
+ ŷ
(i)
j
(
x
(i+1)
j − x(i)j+1
))]
+
M∑
i=1
N+1∑
j=2
[
P
(i)
j−1
(
x̂
(i)
j
(
y
(i+1)
j−1 − y(i)j−1
)
− ŷ(i)j
(
x
(i+1)
j−1 − x(i)j−1
))]
+
M+1∑
i=2
N∑
j=1
[
P
(i−1)
j
(
−x̂(i)j
(
y
(i−1)
j+1 − y(i−1)j
)
+ ŷ
(i)
j
(
x
(i−1)
j+1 − x(i−1)j
))]
,
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which can be rewritten as
δF ff =
M∑
i=2
N∑
j=2
[
x̂
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
y
(i)
j+1 − y(i+1)j
)
+ P
(i)
j−1
(
y
(i+1)
j−1 − y(i)j−1
)
− P (i−1)j
(
y
(i−1)
j+1 − y(i−1)j
))
+ ŷ
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
x
(i+1)
j − x(i)j+1
)
− P (i)j−1
(
x
(i+1)
j−1 − x(i)j−1
)
+ P
(i−1)
j
(
x
(i−1)
j+1 − x(i−1)j
))]
+
N∑
j=2
[
x̂
(1)
j
A
(1)
j
A
(1)
j
(
P
(1)
j
(
y
(1)
j+1 − y(2)j
)
+ P
(1)
j−1
(
y
(2)
j−1 − y(1)j−1
))
− x̂(M+1)j
A
(M+1)
j
A
(M+1)
j
P
(M)
j
(
y
(M)
j+1 − y(M)j
)
+ ŷ
(1)
j
A
(1)
j
A
(1)
j
(
P
(1)
j
(
x
(2)
j − x(1)j+1
)
− P (1)j−1
(
x
(2)
j−1 − x(1)j−1
))
+ ŷ
(M+1)
j
A
(M+1)
j
A
(M+1)
j
P
(M)
j
(
x
(M)
j+1 − x(M)j
)]
+
M∑
i=2
[
x̂
(i)
1
A
(i)
1
A
(i)
1
(
P
(i)
1
(
y
(i)
2 − y(i+1)1
)
− P (i−1)1
(
y
(i−1)
2 − y(i−1)1
))
+ x̂
(i)
N+1
A
(i)
N+1
A
(i)
N+1
P
(i)
N
(
y
(i+1)
N − y(i)N
)
+ ŷ
(i)
1
A
(i)
1
A
(i)
1
(
P
(i)
1
(
x
(i+1)
1 − x(i)2
)
+ P
(i−1)
1
(
x
(i−1)
2 − x(i−1)1
))
− ŷ(i)N+1
A
(i)
N+1
A
(i)
N+1
P
(i)
N
(
x
(i+1)
N − x(i)N
)]
+ x̂
(1)
1
A
(1)
1
A
(1)
1
P
(1)
1
(
y
(1)
2 − y(2)1
)
+ x̂
(1)
N+1
A
(1)
N+1
A
(1)
N+1
P
(1)
N
(
y
(2)
N − y(1)N
)
− x̂(M+1)1
A
(M+1)
1
A
(M+1)
1
P
(M)
1
(
y
(M)
2 − y(M)1
)
+ ŷ
(1)
1
A
(1)
1
A
(1)
1
P
(1)
1
(
x
(2)
1 − x(1)2
)
− ŷ(1)N+1
A
(1)
N+1
A
(1)
N+1
P
(1)
N
(
x
(2)
N − x(1)N
)
+ ŷ
(M+1)
1
A
(M+1)
1
A
(M+1)
1
P
(M)
1
(
x
(M)
2 − x(M)1
)
.
(6.3.7)
The variations in red vanish due to boundary conditions (6.2.20), and we notice from the
discrete variational principle (6.3.7) that there is a difference in the form between the points
on the bottom and the left walls to the points on the top and the right walls respectively.
Furthermore, the top right corner point is missing from the variation. This is due to the
asymmetric nature of the forward-difference scheme. Hence we also need to derive the varia-
tion using a backward-backward approach and the mixture of the two difference schemes so
that every point has an associated governing equation with no preferred directions. The cor-
responding forms of the backward-backward, forward-backward and backward-forward form
of δF are given in Appendix G. Hence the discretised momentum equations are derived by
taking the variation of the average of the discretised functional F with respect to x and y,
using different finite-difference schemes, i.e.
δF =
δF ff + δF bb + δF bf + δF fb
4
= 0 . (6.3.8)
Similarly, the set of discretised continuity equations are derived by taking the variation of
the average of the discretised functional F with respect to P , using different finite-difference
schemes, namely
d
ds
∣∣∣∣
s=0
F ff
(
x,y,P + sP̂
)
+ F bb
(
x,y,P + sP̂
)
+ F bf
(
x,y,P + sP̂
)
+ F fb
(
x,y,P + sP̂
)
4
= 0 .
(6.3.9)
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The discretised form of Hamilton’s equations for the position variables are readily given by
∂τq =
1
mv
p− 1
mv
σ(τ) , (6.3.10)
∂τx
(i)
j =w
(i)
j −
1
mv
p+
1
mv
σ(τ) , i ∈ [1,M + 1] , j ∈ [1, N + 1] , (6.3.11)
∂τy
(i)
j =η
(i)
j , i ∈ [1,M + 1] , j ∈ [1, N + 1] , (6.3.12)
where the discretised form of σ(τ) is given by (6.3.2). The set of discretised momentum
equations are given by
∂τp = −νq + µq3 , (6.3.13)
∂τw
(i)
j =
1
4ρ∆a∆bA
(i)
j
(
P
(i)
j−1
(
y
(i+1)
j−1 − y(i−1)j−1
)
+ P
(i−1)
j
(
y
(i−1)
j−1 − y(i−1)j+1
)
P
(i)
j+1
(
y
(i−1)
j+1 − y(i+1)j+1
)
+ P
(i+1)
j
(
y
(i+1)
j+1 − y(i+1)j−1
))
,
(6.3.14)
∂τw
(1)
j =
1
2ρ∆a∆bA
(i)
j
(
P
(1)
j
(
y
(1)
j+1 − y(1)j−1
)
+ P
(2)
j
(
y
(2)
j+1 − y(2)j−1
)
P
(1)
j−1
(
y
(2)
j−1 − y(1)j−1
)
+ P
(1)
j+1
(
y
(1)
j+1 − y(2)j+1
))
,
(6.3.15)
∂τw
(M+1)
j =
1
2ρ∆a∆bA
(M+1)
j
(
P
(M+1)
j
(
y
(M+1)
j−1 − y(M+1)j+1
)
+ P
(M)
j
(
y
(M)
j−1 − y(M)j+1
)
P
(M+1)
j−1
(
y
(M+1)
j−1 − y(M)j−1
)
+ P
(M+1)
j+1
(
y
(M)
j+1 − y(M+1)j+1
))
,
(6.3.16)
∂τη
(i)
j =
1
4ρ∆a∆bA
(i)
j
(
P
(i)
j−1
(
x
(i−1)
j−1 − x(i+1)j−1
)
+ P
(i−1)
j
(
x
(i−1)
j+1 − x(i−1)j−1
)
P
(i)
j+1
(
x
(i+1)
j+1 − x(i−1)j+1
)
+ P
(i+1)
j
(
x
(i+1)
j−1 − x(i+1)j+1
))
− g ,
(6.3.17)
∂τη
(M+1)
j =
1
2ρ∆a∆bA
(M+1)
j
(
P
(M+1)
j
(
x
(M+1)
j+1 − x(M+1)j−1
)
+ P
(M)
j
(
x
(M)
j+1 − x(M)j−1
)
P
(M+1)
j−1
(
x
(M)
j−1 − x(M+1)j−1
)
+ P
(M+1)
j+1
(
x
(M+1)
j+1 − x(M)j+1
))
− g ,
(6.3.18)
∂τη
(i)
1 =
1
2ρ∆a∆bA
(i)
1
(
P
(i)
1
(
x
(i+1)
1 − x(i−1)1
)
+ P
(i)
2
(
x
(i+1)
2 − x(i−1)2
)
P
(i−1)
1
(
x
(i−1)
2 − x(i−1)1
)
+ P
(i+1)
1
(
x
(i+1)
1 − x(i+1)2
))
− g ,
(6.3.19)
∂τη
(i)
N+1 =
1
2ρ∆a∆bA
(i)
N+1
(
P
(i)
N+1
(
x
(i−1)
N+1 − x(i+1)N+1
)
+ P
(i)
N
(
x
(i−1)
N − x(i+1)N
)
P
(i−1)
N+1
(
x
(i−1)
N+1 − x(i−1)N
)
+ P
(i+1)
N+1
(
x
(i+1)
N − x(i+1)N+1
))
− g ,
(6.3.20)
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∂τη
(M+1)
1 =
1
ρ∆a∆bA
(M+1)
1
(
P
(M+1)
1
(
x
(M+1)
2 − x(M)1
)
+ P
(M)
1
(
x
(M)
2 − x(M)1
)
P
(M+1)
2
(
x
(M+1)
2 − x(M)2
))
− g ,
(6.3.21)
∂τη
(M+1)
N+1 =
1
ρ∆a∆bA
(M+1)
N+1
(
P
(M+1)
N+1
(
x
(M)
N+1 − x(M+1)N
)
+ P
(M)
N+1
(
x
(M)
N+1 − x(M)N
)
P
(M+1)
N
(
x
(M)
N − x(M+1)N
))
− g ,
(6.3.22)
all valid for j = 2, . . . , N , and i = 2, . . . ,M . The discretised continuity equations are given
by
x
(i)
j+1y
(i+1)
j − x(i+1)j y(i)j+1 + x(i)j−1y(i−1)j − x(i−1)j y(i)j−1 + x(i−1)j y(i)j+1 − x(i)j+1y(i−1)j
+x
(i+1)
j y
(i)
j−1 − x(i)j−1y(i+1)j − 4∆a∆bA(i)j = 0 , (6.3.23)
x
(1)
j+1y
(2)
j − x(1)j+1y(1)j + x(1)j y(1)j+1 − x(2)j y(1)j+1 + x(1)j−1y(1)j − x(1)j−1y(2)j
+x
(2)
j y
(1)
j−1 − x(1)j y(1)j−1 − 2∆a∆bA(1)j = 0 , (6.3.24)
x
(M+1)
j+1 y
(M+1)
j − x(M+1)j+1 y(M)j + x(M)j y(M+1)j+1 − x(M+1)j y(M+1)j+1 + x(M+1)j−1 y(M)j
−x(M+1)j−1 y(M+1)j + x(M+1)j y(M+1)j−1 − x(M)j y(M+1)j−1 − 2∆a∆bA(M+1)j = 0 , (6.3.25)
x
(i)
2 y
(i+1)
1 − x(i)1 y(i+1)1 + x(i+1)1 y(i)1 − x(i+1)1 y(i)2 + x(i)1 y(i−1)1 − x(i)2 y(i−1)1
+x
(i−1)
1 y
(i)
2 − x(i−1)1 y(i)1 − 2∆a∆bA(i)1 = 0 , (6.3.26)
x
(i)
N+1y
(i+1)
N+1 − x(i)N y(i+1)N+1 + x(i+1)N+1 y(i)N − x(i+1)N+1 y(i)N+1 + x(i)N y(i−1)N+1 − x(i)N+1y(i−1)N+1
+x
(i−1)
N+1 y
(i)
N+1 − x(i−1)N+1 y(i)N − 2∆a∆bA(i)N+1 = 0 , (6.3.27)
x
(1)
2 y
(2)
1 − x(1)1 y(2)1 + x(2)1 y(1)1 − x(1)2 y(1)1 + x(1)1 y(1)2 − x(2)1 y(1)2
−∆a∆bA(1)1 = 0 , (6.3.28)
x
(1)
N+1y
(2)
N+1 − x(1)N y(2)N+1 + x(1)N y(1)N+1 − x(2)N+1y(1)N+1 + x(2)N+1y(1)N − x(1)N+1y(1)N
−∆a∆bA(1)N+1 = 0 , (6.3.29)
x
(M+1)
2 y
(M+1)
1 − x(M+1)2 y(M)1 + x(M+1)1 y(M)1 − x(M+1)1 y(M+1)2 + x(M)1 y(M+1)2
−x(M)1 y(M+1)1 −∆a∆bA(M+1)1 = 0 , (6.3.30)
x
(M+1)
N y
(M)
N+1 − x(M+1)N y(M+1)N+1 + x(M+1)N+1 y(M+1)N − x(M+1)N+1 y(M)N+1 + x(M)N+1y(M+1)N+1
−x(M)N+1y(M+1)N −∆a∆bA(M+1)N+1 = 0 . (6.3.31)
each for j = 2, . . . , N , and i = 2, . . . ,M . Due to their length and complexity, we consign the
derivation of the discretised momentum equations and continuity equations to Appendix G.
The discretised boundary conditions are
x
(i)
1 = 0 , x
(i)
N+1 = L , w
(i)
1 = w
(i)
N+1 =
1
mv
p− 1
mv
σ(τ) , i ∈ [1,M + 1] , (6.3.32)
y
(1)
j = 0 , η
(1)
j = 0 , j ∈ [1, N + 1] . (6.3.33)
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The boundary conditions for the horizontal fluid momentum are implicit for w
(i)
1 and w
(i)
N+1
respectively, as these terms are also in the quantity σ(τ). Using the vector notation
w =
(
w
(1)
1 , . . . , w
(M+1)
1 , w
(1)
N+1, . . . , w
(M+1)
N+1
)T
, (6.3.34)
we can explicitly express the discretised boundary conditions for the horizontal fluid momen-
tum as
w = w
(1)
1 1 , (6.3.35)
where w
(1)
1 is given by 1 + ρ∆a∆b
4mv
2(M+1)∑
n=1
an
w(1)1 = p− σ˜(τ)mv , (6.3.36)
and 1 is the 2 (M + 1)× 1 vector with all entries being equal to one. The quantities
an =

2A
(n)
1 , if 1 < n < M + 1 ,
2A
(n−(M+1))
N+1 , if M + 2 < n < 2(M + 1) ,
A
(n)
1 , if n = 1,M + 1 ,
A
(n−(M+1))
N+1 , if n = M + 2, 2(M + 1) ,
(6.3.37)
for n = 1, 2, . . . , 2(M + 1), where A
(i)
j for i ∈ [1,M + 1] and j ∈ [1, N + 1] denotes the
discretised initial Jacobian of the Lagrangian map. A detailed derivation of this formula can
be found in Appendix H.
6.4 Temporal discretisation using Sto¨rmer-Verlet method
The total numbers of the governing equations, constraints and boundary conditions are 2×
(2(N−1)(M−1)+3(N−1)+2(M−1)+3), (N+1)(N+1) and 2× ((N−1)+2(M−1)+6)
respectively. For example if we choose N = M = 50 (51 × 51 grid), we will have 10100
coupled ODEs together with 2601 constraints to solve! Even without the constraints the
implicit midpoint rule would require the calculation of a 10100 × 10100 Jacobian matrix at
each time step. This is rather impractical since even simple matrix multiplication can be
cumbersome not to mention the evaluation of its inverse which requires a huge amount of
computer memory and it has the efficiency of O(n3) where n is the size of the matrix. Hence
the only viable approach is using iterative methods such as the generalized minimal residual
method (GMRES) [56]. However, the constraints from the discretised continuity equations
add another layer of complexity to the system. Hence, due to the complexity of the problem
we choose to time-integrate equations (6.3.10) – (6.3.22) using an explicit time-integration
scheme since explicit methods are generally easier to implement as one would update the next
time step using only known quantities. One caveat of using explicit method is the requirement
of a smaller time step for stability. However, if this LPP approach proves feasible, then the
implicit midpoint rule could be applied giving a more stable system.
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A well-known explicit symplectic method is the Sto¨rmer-Verlet method [47, 30, 44], as high-
lighted in §5.3.2. For the problem we are considering in §6.2, we need to consider a variation
of this numerical method which also incorporates constraints.
6.4.1 Sto¨rmer-Verlet with constraints
Consider the constrained Hamiltonian system of the form
∂τq =∇pH = f(p) , (6.4.1)
∂τp =−∇qH = r(q,P ) , (6.4.2)
where P is a vector containing the Lagrange multipliers, subject to the constraints
g(q) = 0 , (6.4.3)
G(q)f(p) = 0 , (6.4.4)
where G(q) is the Jacobian matrix of g(q). Here (6.4.4) is the momentum constraint that is
mathematically equivalent to the position constraint g(q) = 0 being valid for all τ , namely
G(q)f(p) =
d
dτ
g(q) . (6.4.5)
Numerically we need (6.4.4) to constrain the velocity vector ∂τq which then correctly updates
the Lagrange multiplier P . Hence, the constrained Sto¨rmer-Verlet scheme is given by
pn+
1
2 =pn +
1
2
∆τr
(
qn,P n+
1
2
)
, (6.4.6)
qn+1 =qn + ∆τf
(
pn+
1
2
)
, (6.4.7)
g
(
qn+1
(
pn+
1
2
(
P n+
1
2
)))
=0 , (6.4.8)
pn+1 =pn+
1
2 +
1
2
∆τr
(
qn+1,P n+1
)
, (6.4.9)
G(qn+1)f
(
pn+1
(
P n+1
))
=0 . (6.4.10)
This scheme is also known as RATTLE [44, 3]. The difficult part is calculating the Lagrange
multipliers P n+
1
2 that satisfy (6.4.8) and subsequently P n+1 which satisfies (6.4.10). Two
approaches will be discussed later in this thesis, with one based on solving systems of nonlinear
equations and the other one being a PDE approach which is potentially more desirable.
The computational effort of calculating the Jacobian matrix G(q) is huge even though its
explicit expression is available (see Appendix I). Therefore, rather than calculating G(q)
directly, we determine the governing equations for the velocity (momentum) constraint by
considering the τ derivative of the continuity equation (6.2.19) before its semi-discretisation.
This approach is discussed in §6.5.1.
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6.5 Spatial discretisation derived from Hamilton’s equa-
tions
The spatial discretisation in the previous sections was derived directly from the Hamiltonian
(6.2.8). This approach is a natural extension of the scheme used for simulating the shallow-
water system in Chapter 5. However, the method has the problem that some of the boundary
and corner points have differential equations governing some of the variables, which need to
be solved as part of the calculation in the non-shallow depth system. These points are only
first order accurate compare to the second order accuracy of the interior points, due to the
nature of the quadrature rule applied to the derivative terms in the Hamiltonian. Hence it
is potentially less desirable.
As we are undertaking a feasibility study of this LPP approach in the non-shallow depth case,
we consider a simpler form of spatial discretisation in order to determine whether sensible
results can be obtained. Therefore we spatially discretise Hamilton’s equations directly using
second order finite-differences. Using this approach we lose the symplecticity of the time
integration scheme, however if this approach is fruitful then the fully symplectic derivation
can be considered in a future study.
The second order forward-difference scheme for the first order derivative of a function u(x)
at point xj is given by
duj
dx
=
−3uj + 4uj+1 − uj+2
2∆x
, (6.5.1)
and the backward-difference scheme is given by
duj
dx
=
3uj − 4uj−1 + uj−2
2∆x
, (6.5.2)
with the central-difference scheme being
duj
dx
=
uj+1 − uj−1
2∆x
. (6.5.3)
Applying these formulae to (6.2.17) – (6.2.19), we obtain a set of spatially discretised equa-
tions which are second order accurate at every point. Explicit expressions of these equations
can be found in Appendix J.
We notice that for interior points the discretised continuity equation (J.3) is equivalent to
equation (G.52) which was derived directly from the discretised Hamiltonian. However, this
is not the case for the momentum equations. The discretised momentum equations (6.3.14)
and (6.3.17) use diagonal data points whereas the discretised momentum equations (J.1) and
(J.2) use adjacent points. This suggests the order for taking the functional derivative and
the discretisation of the Hamiltonian, matters for the spatial integrals of derivatives, but it
does not affect the spatial integrals of functions in the Hamiltonian. The derivation of the
spatial discretisation directly from Hamilton’s equations is much simpler and more compact,
and it allows the same order of accuracy for all points which is of great importance as lower
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accuracy solutions on the boundary and corner points can affect the overall solution accuracy
and even the stability of the whole system. The disadvantage however is that it is no longer
symplectic.
6.5.1 A different treatment of the velocity constraints
The velocity constraint (6.4.4) was derived by taking the temporal derivative of the discretised
continuity equation. This results in a large linear system of equations which are not only
difficult to implement but also time-consuming to compute. Here we present an alternative
approach that is much simpler to implement and has a similar structure to the discretised
continuity equation.
Let us write down the explicit form of the position constraint which is simply the continuity
equation
A = xayb − xbya .
By taking the τ derivative and using (6.2.14) – (6.2.18), we have
0 = wayb + xaηb − wbya − xbηa . (6.5.4)
The resulting equation is the velocity constraint for the momenta, which can be discretised the
same way as the continuity equation using second order finite-difference schemes. Explicit
expressions for the spatially discretised velocity constraints can be found in Appendix J.
These equations can then be used in the constrained Sto¨rmer-Verlet scheme to update the
momentum variables.
6.6 Linear solutions for irrotational flow in Lagrangian
variables
Recall from Chapter 2 that the linear solutions for the vessel amplitude and velocity potential
for a single coupled mode, and for which the symmetric mode component is zero (Cαn ≡ 0),
are given from (2.2.2) and (2.2.43) as
q(t) = q̂ sin (ωt+ θ) ,
φ(x, y, t) = −q̂
∞∑
n=0
4Lω3 cos
(
βnpi
L
x
)
cosh
(
βnpi
L
y
)
β2npi
2g
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) cos (ωt+ θ) ,
where the phase θ = pi/2 has been chosen to give an initial condition with zero initial velocities
qt(0) = 0 and φt(x, y, 0) = 0, and βn = 2n + 1 is the anti-symmetric mode number. The
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amplitude q̂ is determined by the initial value q(0), and ω is a solution of
D(ω) = −ω2 (mf +mv) + ν − 8mfLω
4
pi3Hg
∞∑
n=0
tanh
(
βnpiH
L
)
β3n
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
) ,
which is the characteristic equation for the coupled anti-symmetric modes.
The vessel displacement q(t) is the same in the Lagrangian description just with t 7→ τ . How-
ever, to convert the velocity potential to Lagrangian variables, we assume that the Lagrangian
position variables have the form
x(a, b, τ) = a+ x∗(a, b, τ) , y(a, b, τ) = b+ y∗(a, b, τ) , (6.6.1)
where x∗  1 and y∗  1. Therefore the linearised Lagrangian velocities are given by
xτ (a, b, τ) =
∂φ
∂x
,
= q̂
∞∑
n=0
4ω3 sin
(
βnpi
L
a
)
cosh
(
βnpi
L
b
)
βnpig
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) cos(ωτ + pi
2
)
+ . . . ,
yτ (a, b, τ) =
∂φ
∂y
,
= −q̂
∞∑
n=0
4ω3 cos
(
βnpi
L
a
)
sinh
(
βnpi
L
b
)
βnpig
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) cos(ωτ + pi
2
)
+ . . . ,
where the higher order terms come from expanding terms such as sin (βnpix/L) etc. Hence,
to leading order after integrating with respect to τ we have
x(a, b, τ) =a+ q̂
∞∑
n=0
4ω2 sin
(
βnpi
L
a
)
cosh
(
βnpi
L
b
)
βnpig
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) sin(ωτ + pi
2
)
,
(6.6.2)
y(a, b, τ) =b− q̂
∞∑
n=0
4ω2 cos
(
βnpi
L
a
)
sinh
(
βnpi
L
b
)
βnpig
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) sin(ωτ + pi
2
)
.
(6.6.3)
By considering the linearised form of the modified Bernoulli equation
∂φ
∂t
+ q¨
(
x − 1
2
L
)
+ g (y −H) + P
ρ
= 0 ,
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inserting (6.6.2) and (6.6.3), and retaining the leading order term gives
P (a, b, τ) =− ρq̂
∞∑
n=0
4Lω4 cos
(
βnpi
L
a
)
cosh
(
βnpi
L
b
)
β2npi
2g
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) sin(ωτ + pi
2
)
− ρg(y(a, b, τ)−H) + ρ
(
a− L
2
)
q̂ω2 sin
(
ωτ +
pi
2
)
.
(6.6.4)
We note that except for moderately shallow depths (i.e. H/L . 0.2) the linearised pressure
in the Lagrangian setting does not display higher Fourier modes in its solution profile as it
takes on the appearance of the first anti-symmetric mode regardless the mode number. This
could be due to the neglected higher order terms in the linear solution when transformed
from Eulerian to Lagrangian variables, being important in non-shallow depths. Thus (6.6.4)
may not be suitable as an initial pressure profile for simulating any anti-symmetric mode
greater than the first anti-symmetric mode in non-shallow water using the numerical scheme
described in this chapter. A solution to this issue is left for future work.
We can show that the initial Jacobian A(a, b) for linear irrotational flow, up to leading orders,
is
A(a, b) = 1 + q̂
∞∑
n=0
4ω2 cos
(
βnpi
L
a
)
cosh
(
βnpi
L
b
)
Lg
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) sin(ωτ + pi
2
)
− q̂
∞∑
n=0
4ω2 cos
(
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L
a
)
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(
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L
b
)
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(
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L
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(
βnpiH
L
)
− ω
2
g
)
cosh
(
βnpiH
L
) sin(ωτ + pi
2
)
,
= 1 ,
(6.6.5)
which confirms that the linearised A(a, b) at leading order is τ -invariant. However, in practice,
due to numerical round-off error, we should always set A(a, b) to be equal to the initial
Jacobian, i.e.
A(a, b) = (xayb − xbya)|τ=0 , (6.6.6)
even if the simulation is in the linear regime.
Finally the linearised momenta are given by
p(τ) =ρq̂
∞∑
n=0
8ω3L2 tanh
(
βnpiH
L
)
β3npi
3g
(
βnpi
L
tanh
(
βnpiH
L
)
− ω
2
g
) cos(ωτ + pi
2
)
+
(
mv +mf
)
ωq̂ cos
(
ωτ +
pi
2
)
, (6.6.7)
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∞∑
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, (6.6.8)
η(a, b, τ) =− q̂
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.
(6.6.9)
6.7 The quasi-Newton approach
The simplest way to solve the system (6.4.6) – (6.4.10) is to solve it as a system of nonlinear
equations using the quasi-Newton method. The system can be split into two parts. The first
set of equations is solved to update the position variables and the second set of equations
updates the momentum variables. The first set of equations are (6.4.6) and (6.4.7) with the
constraint
ĝ (X) = 0 , (6.7.1)
where ĝ (X) = g
(
qn+1
(
pn+
1
2 (X)
))
and X = P n+
1
2 . Newton’s method for solving this
system is via the iteration
X(k+1) = X(k) −
(
∂ĝ
∂X
∣∣∣∣
X=X(k)
)−1
ĝ
(
X(k)
)
, (6.7.2)
with the initial guess being the pressure value from previous time step . We choose the
infinity vector norm as a measure for the stopping criterion, since we require the continuity
equation to be satisfied at all grid points, to some predefined tolerance. Since an analytical
form of the Jacobian is difficult to produce, due to the complexity of the function ĝ, we
instead approximate it using a finite-difference approximation
∂ĝ
∂X
≈

δĝ1
δX1
δĝ1
δX2
. . .
δĝ1
δX(N+1)(M+1)
δĝ2
δX1
δĝ2
δX2
. . .
δĝ2
δX(N+1)(M+1)
...
...
. . .
...
δĝ(N+1)(M+1)
δX1
δĝ(N+1)(M+1)
δX2
. . .
δĝ(N+1)(M+1)
δX(N+1)(M+1)

. (6.7.3)
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Obvious choices for the finite-difference method are the first order forward-difference/backward-
difference and the second order central-difference schemes. In theory the central-difference
scheme should provide a faster convergence to the solution as it evaluates the derivatives
more accurately. However, it also requires one more function evaluation than the first order
forward-difference scheme, and the cost of evaluating the function ĝ can be high as the num-
ber of grid points gets larger, which in turn increases the overall computation time. Hence we
shall choose the first order forward-difference scheme to numerically evaluate the Jacobian
matrix
δĝi
δXj
=
ĝi (Xj + ∆X)− ĝi (Xj)
∆X
. (6.7.4)
In practice the Jacobian of the system has a high condition number. This is due to the
fact that a small change in each grid point only affects a limited number of surrounding
grid points, which creates a matrix with large sparsity. Thus the non-zero elements of the
matrix are congregated around the leading diagonal. The ill-conditioned Jacobian poses
difficulty for solving the system since multiple solutions may exist. Many linear solvers
fail to produce meaningful result as the matrix is close to singular. One solution is to
take the pseudoinverse of the Jacobian. One of the most popular method is the Moore-
Penrose pseudoinverse [51, 54]. This method effectively removes the null space of the matrix
using singular value decomposition (SVD) which is a generalisation of eigendecomposition,
and constructs a solution with minimal Euclidean norm. Since we have approximated the
Jacobian, the choice of ∆X can also affect which solution we will obtain. The best value
for ∆X is not known a priori, and it may alter depending on the numerous parameters in
the problem, such as the integration step size, and thus has to be determined via numerical
experiment.
Something not apparent at first glance in system (6.7.2) is that it actually consists of four
independent systems, which ultimately leads to the decoupling of the pressure and creates a
checkerboard pattern. This is a well-known problem in the Computational Fluid Dynamics
(CFD) community [25], as the spatial discretisation of the momentum equations and the
constraints are based on 2-grid space differences, and also the lack of the dynamic equation
for the pressure in incompressible flows. For incompressible flows, the pressure itself bears no
physical meaning and only its spatial derivatives, the pressure gradient, are presented in the
governing equations. Remedies of this issue include the use of a staggered grid [31] and the 1-
grid based interior and exterior derivatives of the pressure equation [25]. The use of staggered
grid is a popular method based on the concept of storing variables at different locations, and
the use of ghost points whose values depend on the boundary conditions. However, this
method is only viable in the Eulerian setting due to the advection term possessing a special
form, and the linearity of the continuity equation, which is not the case in the Lagrangian
setting. Furthermore, the method is used for viscous flows since the values of the ghost
points depend on both the impermeable and the no-slip boundary conditions. The alternative
pressure equation method shall be discussed in more detail along with the PDE approach in
§8.2.2.
The velocity constraint is treated in a similar manner to the position constraint, by solving
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the second set of equations (6.4.9) and the constraint
Ĝ(Y ) = 0 , (6.7.5)
where Ĝ (Y ) = G(qn+1)f (pn+1 (Y )) and Y = P n+1, and it is solved using the quasi-Newton
method approach
Y (k+1) = Y (k) −
(
∂Ĝ
∂Y
∣∣∣∣∣
Y =Y (k)
)−1
Ĝ
(
Y (k)
)
, (6.7.6)
with initial guess being the final iteration of (6.7.2) from the position constraint.
6.7.1 Treatment of the dynamic boundary condition
The kinematic boundary condition is automatically satisfied in the Lagrangian setting as
the exact positions of fluid particles are being solved at each time step, unlike in the Eule-
rian setting where it is the fluid velocities which are being solved for. In other words, the
free-surface is equivalent to y(a,H, τ) in the LPP setting. However, the implementation of
the dynamic boundary condition is problematic due to the pressure P being the Lagrange
multiplier for the constraint, which means that if P (a,H, τ) = 0 then the continuity equation
on the free-surface has no degrees of freedom, and this leads to blow-up in the system, caused
by the continuity equation not being satisfied on the free-surface. As mention before, the
systems (6.7.2) and (6.7.6) are ill-posed, meaning it admits infinitely many solutions. What
we can do is to force Newton’s method to find a solution with the smallest absolute pressure
value on the free-surface. One method to achieve this is to introduce an additional term
that penalises a non-zero pressure value on the free-surface, in an effort to direct Newton’s
method to search for a solution with P (a,H, τ) being as close to zero as possible. The way
we achieve this is by adding a penalty term to the y momentum equation on the free-surface,
thus on the free-surface
∂τ η̂
(M+1)
j = ∂τη
(M+1)
j + κP
(M+1)
j , (6.7.7)
for 1 ≤ j ≤ N + 1. The penalty parameter κ is taken to be large to ensure that P (M+1)j is
small. The advantage of this method is that it not only enforces the desired solution but
the artificial pressure term also prevents the pressure points from becoming decoupled and
leading to the checkerboard effect. The disadvantages of this method is that the results can
become inaccurate, especially for long-time simulations where errors accumulate. This is
due to the pressure on the free-surface only being close to, but not exactly equal to, zero.
Furthermore, the method is only really viable for linear simulations, as our simulations show
the scheme fails to converge as the amplitude increases.
Alternatively, one simply sets Pa = 0 for all discretised momentum equations on the free-
surface. However, this method is also not optimal since Pa|b=H is not exactly zero numerically,
which again leads to inaccurate solution in long-time runs.
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6.7.2 Small amplitude simulations using Quasi-Newton’s method
In this section we present numerical simulations where the initial vessel amplitude is small.
The enforcement of the dynamic boundary condition are achieved by setting Pa|b=H = 0 on
the discretised momentum equations, and by including the penalty term.
For the simulations we consider a vessel with L = H = 1 m, ρ = 1000 kg m−3, mv = 11.025 kg,
ν = 350 kg s−2 and µ = 0 kg m−2 s−2 with time step ∆τ = 0.01 s and grid sizes ∆a = ∆b =
0.025 m. The initial conditions are given by (6.6.2), (6.6.3) and (6.6.4) with q̂ = 1×10−6 m and
ω = 0.5875 s−1 which corresponds to the first anti-symmetric mode, and all initial momenta
are taken to be zero. The values of the penalty parameter κ are given in figure captions.
For simulations of the first anti-symmetric mode, the scheme produces results that have
excellent agreement with the linear solution, as shown for q(τ) in Figure 6.1. Additionally,
the simulation results for the free-surface and the fluid particle positions at b = H/2 show
excellent agreement with the exact linear solution, as shown in Figures 6.2 and 6.3. However,
upon closer inspection of Figure 6.4(a) where the penalty parameter κ = 0, we see the value
of H(τ)−H(0) slowly drifts away from being bounded in this case, which indicates build-up
of errors in the simulation. This can lead to incorrect results for large value of τ . Note the
Hamiltonian, here may not be conserved due to our spatial discretisation meaning a non-
symplectic scheme, however it remains a useful measure of how much error has accumulated
in the solution over time.
As mentioned before, one of the main reasons for the inaccuracy in the solution is due to
the difficulty in enforcing the dynamic boundary condition whilst simultaneously satisfying
the continuity equation on the free-surface. It is also due to the fact that the pressure at
neighbouring grid points is decoupled, with the decoupling becoming more severe over time,
as observed in Figure 6.5(b) to Figure 6.5(e). This can cause numerical inaccuracy and
the divergence of quasi-Newton’s iteration in solving the pressure, and ultimately leads to
instability of the system. These issues can be observed in Figures 6.5 and 6.6. From these
figures we also see the advantages of imposing the penalty term in the momentum equations
on the free-surface, as it leads to strongly coupled pressure points and a better satisfied
dynamic boundary condition P (a,H, τ) = 0. However, the penalty term can also lead to
unphysical result if any of the pressure points deviates from zero.
A further problem we have encountered is that higher frequency linear modes are difficult to
simulate using quasi-Newton’s method due to greater changes in the structure of the fluid
particles at each integration step. These changes appear too sensitive for the quasi-Newton’s
approach and hence the iterative scheme fails to converge. The same problem also occurs for
simulations with larger initial vessel amplitudes. Therefore, it might be that the scheme in its
current form is unsuitable for simulating finite-depth flows, and requires further investigation.
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Figure 6.1: Simulation of the vessel displacement q(τ) using the first anti-symmetric mode
frequency ω = 0.5875 s−1 in (6.6.2) – (6.6.4) with 500 terms of Fourier series, as the initial
condition, for different values of κ. Linear solution: red dash-dotted line, simulation: blue
solid line.
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Figure 6.2: Snapshots of the free-surface profiles y(a,H, τ), for the simulations shown in
Figure 6.1. Linear solution: red dots, simulation: blue circles.
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Figure 6.3: Snapshots of y(a,H/2, τ), for the simulations shown in Figure 6.1. Linear solu-
tion: red dots, simulation: blue circles.
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Figure 6.4: Plot of H(τ)−H(0) for the corresponding simulation results shown in Figure 6.1.
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Figure 6.5: Snapshots of the pressure profile P at b = H −∆b, for the simulations shown in
Figure 6.1.
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Figure 6.6: Snapshots of the pressure profile P at b = H, for the simulations shown in Figure
6.1.
161
6.8 Conclusions
In this chapter we derived a numerical scheme for the coupled sloshing system, where the
depth of the fluid can be non-shallow, in the Lagrangian framework. Unlike in the Eule-
rian framework, it is straightforward to recast the system as a Hamiltonian system. By
adopting the same strategy as the shallow-water case, namely discretising the Hamiltonian
of the system with spatial derivatives approximated by finite-differences and integrals being
approximated by trapezoidal rule, the discretised equations of motion can be found. How-
ever, due to the nature of this approach the discretised equations on the boundaries have
lower order accuracy than those in the interior, which can lead to numerical instability. Thus
we chose to discretise the equations directly from Hamilton’s equations, where the bound-
ary points can be approximated by second order forward-difference or backward-difference
schemes which have the same accuracy order as the central-difference scheme. The resulting
semi-discretised equations are time-integrated using the constrained explicit Sto¨rmer-Verlet
scheme (RATTLE).
We note that the discretised momentum equations possess different forms depending on
the order of discretisation. The resulting discretised momentum equations derived from
the discretised Hamiltonian differ from those derived by discretising Hamilton’s equations
directly. For example, the discretised interior momentum equation at the label position
(i)
j utilises its diagonal data points if derived from the discretised Hamiltonian, as shown
on (6.3.14) and (6.3.17), compared to the same value derived from discretising Hamilton’s
equations directly, which utilises the adjacent points shown in (J.1) and (J.2).
Away from the shallow-water limit, the task of solving Euler equations in the Lagrangian
particle path formulation has proven to be extremely challenging, even in the 2D incom-
pressible setting. This is due to the fact that both the continuity equation and the dynamic
boundary condition need to be satisfied simultaneously on the free-surface. However, both
conditions depend on the pressure, which leads to an ill-posed system with no solution, mul-
tiple solutions or even an infinite set of solutions. Furthermore, because only the pressure
gradients are required in solving the fluid motion for incompressible flow, and the fact that
a staggered grid arrangement cannot be used in Lagrangian coordinates due to the form of
the equations, the decoupling of the pressure points based on the two-space central-difference
scheme in the collocation grid arrangement is another unsolved problem. The addition of
a penalty term in the vertical fluid momentum equation on the free-surface addresses the
decoupling issue in the linear simulation of the first anti-symmetric mode. However, how to
successfully employ a penalty term for nonlinear simulations is unclear.
Due to the lack of a dynamic equation for the pressure, it cannot be time-integrated in
the same manner as the fluid position equations. In this chapter, we implemented a quasi-
Newton method to solve the discretised continuity equations for the pressure, as a system of
nonlinear equations. This method produces good results for linear simulations of the first anti-
symmetric mode with excellent energy conservation, especially with the aid of the penalty
term. However, the quasi-Newton method fails to converge for higher order modes and
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nonlinear simulations. Hence we propose a method which recasts the continuity equations as
a inhomogeneous PDE for the pressure with appropriate boundary conditions, in an attempt
to produce more useful numerical results, in future work. This can be found in §8.2.2.
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Chapter 7
Eulerian Variational Principle for 2D
Sloshing
In Chapter 6 we derived the 2D inviscid and incompressible Euler equations in the Lagrangian
framework. However, the more popular frame of reference in the research literature is the
Eulerian framework, since measurements are taken at fixed physical locations as opposed to
following the trajectory of the fluid particles in the LPP setting. The Lagrangian framework
is useful for sloshing problems since one is more interested in the effect on the overall system
caused by the motion of the fluid. However, the Eulerian approach is more important in
areas such as weather prediction since one wishes to know the state such as wind velocities,
at a fixed specified location, rather than tracking the location of wind parcels as they move.
Unfortunately, variational principles for the fluid motion in the Eulerian setting are more
complex as the variations of the Eulerian velocity field are not free. There are limited studies
on symplectic numerical schemes for simulating fluid motion in the Eulerian framework due
to its complexity, although efforts to develop such schemes have grown in recent years, with
work such as [55].
In general, for a given Lagrangian functional, the Euler-Lagrange equations are the resulting
equations of motion from the variational principle. However, the Euler-Lagrange equations
may fail to hold if the dependent functions live on a manifold. In this case the variations of
these functions are not arbitrary in general, but are constrained and are instead expressed
in terms of arbitrary quantities. When the underlying configuration space is a Lie group the
resulting equations of motion are called the Euler-Poincare´ (EP) equations which are based
on the so called Euler-Poincare´ reduction principle [33, 34].
The theory behind the derivation of the Euler-Poincare´ equations is very involved and will
not be considered here. It is the idea of constrained variations that we would like to explore,
and its application to the rectilinear sloshing problem. The Lagrangian functional of the
sloshing system consists of two parts, the vessel motion and the fluid motion.
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One of the most studied examples for the Euler-Poincare´ reduction principle is rigid body
motion which has rotational symmetry, i.e. the underlying rotation matrixQ has the property
Q−1 = QT. For fixed coordinates, one can choose to parametrise the rotation matrix of
the rigid body motion using Euler angles [10, 53]. However, the Euler-Poincare´ reduction
principle can derive the equations of motion without parametrising the rotational matrix.
To achieve this, its underlying group symmetry is exploited, which is the special orthogonal
group SO(3). For general vessel motion, i.e. vessel rotation and translation in all directions,
the underlying group is the special Euclidean group SE(3). A more detailed description can
be found in [12]. In this thesis we consider only the case where vessels undergo 2D horizontal
motion, which makes the group trivial in the sense that the vessel variations are free. The
vessel equations were derived in Chapters 2, 3 and 4 where the equations of motion for the
vessels are the standard Euler-Lagrange equations. Hence the focus in this chapter is on the
fluid motion.
For its counterpart, Hamilton’s equations in Hamiltonian variables, there is an equivalent
formulation with its equations of motion being known as the Lie-Poisson equations. However,
this is less used in practice due to the key required feature of a Hamiltonian system, the
symplectic structure can now vary in time, i.e. the symplectic operator is no longer constant.
7.1 The 2D incompressible Euler equations
The variational principle for the Euler equations in the Lagrangian frame of reference is
straightforward since the independent spatial variables are the labels (a, b) which belong
to the Euclidean space R2 with the spatial location (x(a, b, τ), y(a, b, τ)) being dependent
variables. However, the independent spatial variables in the Eulerian frame of reference, are
the positions (x, y) of the fluid particles. More precisely, x and y belong to the diffeomorphism
group Diff (R2) (i.e. smooth function with input in R2 and has smooth inverse) which is not
a vector space. For our purposes, and without involving ourselves too deeply into differential
geometry, as it is not the focus of this thesis, this means that x and y need to be smooth
functions with smooth inverses. This becomes more obvious if we write down the label-to-
space mappings
x = x(a, b, τ) , y = y(a, b, τ) , (7.1.1)
with the inverse mappings
a = x−1(x, y, t) , b = y−1(x, y, t) . (7.1.2)
To avoid ambiguity and for simplicity we shall use a different notation for the transformation
map, i.e.
x = ϕ(a, τ) , (7.1.3)
with its inverse given by
a = ϕ−1(x, t) , (7.1.4)
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where
a =
(
a
b
)
, x =
(
x
y
)
, ϕ =
(
ϕ1
ϕ2
)
. (7.1.5)
With these notations, the Lagrangian fluid velocity is given by
xτ (a, τ) =
.
ϕ (a, τ) , (7.1.6)
with the understanding that the overdot denotes the partial derivative with respect to τ . To
convert variables from Lagrangian to Eulerian, we need to use the inverse mappings, and this
leads to the definition of the Eulerian velocity fields in terms of these mappings
u(x, t) =
.
ϕ
(
ϕ−1(x, t), t
)
, (7.1.7)
where u = (u, v)T. From this expansion we can deduce that the variations δu and δv are not
arbitrary, but can be written in terms of the free variations
z(x, t) = δϕ
(
ϕ−1(x, t), t
)
= δϕ(a, τ) , (7.1.8)
where δ denotes the functional variation and z = (z1, z2)
T is the free variation of ϕ in
Eulerian coordinates. The technique of constraining the variations using the free variations
of the Lagrangian variables is known as the Euler-Poincare´ framework. We do not include
the theory of Euler-Poincare´ in this work as it is a rather large subject on its own, and that
level of depth is not required in our case.
7.1.1 Dynamic boundary condition as a conservation law
The dynamic boundary condition for inviscid flow, in the absence of surface tension, is simply
the pressure on the free-surface being equal to the atmospheric pressure, which we have
assumed to be zero in this work, i.e. P (x, h(x, t), t) = 0. However, a variational principle for
deriving this form of the dynamic boundary condition is not obvious. Thus we wish to find
an alternative form of the dynamic boundary condition. We start by taking the x derivative
of the dynamic boundary condition
∂
∂x
(
P |y=h
)
= 0 ,
(Px + Pyhx)|y=h = 0 ,
−ρ [ut + uux + vuy + q¨ + (vt + uvx + vvy + g)hx]|y=h = 0 ,
where we have used the Euler equations on the last line. Let us introduce the following
quantities
K = ρ [U + q˙ + V hx] , Ξ = ρ
[
1
2
(U + q˙)2 +
1
2
V 2 − gh
]
, (7.1.9)
where U(x, t) = u(x, h(x, t), t) and V (x, t) = v(x, h(x, t), t) are the surface velocities. We
note that
Kt =ρ (ut + uyht + q¨ + vthx + vyhxht + vhxt)|y=h , (7.1.10)
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Ξx =ρ (uux + uuyhx + q˙ux + q˙uyhx + vvx + vvyhx − ghx)|y=h , (7.1.11)
(UK)x =ρ
(
2uux + 2uuyhx + q˙ux + q˙uyhx + vuxhx + vuyh
2
x + uvxhx + uvyh
2
x + uvhxx
)∣∣
y=h
.
(7.1.12)
By using the kinematic boundary condition and its x derivative
(ht + Uhx − V )x =
(
hxt + uxhx + uyh
2
x + uhxx − vx − vyhx
)∣∣
y=h
= 0 , (7.1.13)
we arrive at an alternative form of the dynamic boundary condition that has no explicit
dependence on the pressure
Kt + (UK − Ξ)x = 0 , (7.1.14)
which is also in the form of a conservation law which was first discussed by Gavrilyuk et al.
[27], and we shall call it the GKK conservation law henceforth. This form of the dynamic
boundary condition is more desirable because it can be derived via a variational principle.
7.1.2 Constrained variations in terms of free variations
The key to deriving the fluid equations using a variational principle in the Eulerian framework
is to write down the constrained variations in terms of the free variations, which are z(x, t)
defined in (7.1.8). The variations of the Eulerian fluid velocity field can be found by taking
the variation of (7.1.6) and by using (7.1.7), which leads to
δ (
.
ϕ (a, τ)) = δ (u (ϕ(a, τ), τ)) ,
= δu (ϕ(a, τ), τ) + (∇u)T δϕ(a, τ) ,
= δu(x, t) + (∇u)T z(x, t) .
(7.1.15)
Similarly we take the partial derivative of (7.1.8) with respect to τ , which leads to
∂
∂τ
(δϕ(a, τ)) =
∂
∂τ
(z (ϕ(a, τ), τ)) ,
=
D
Dt
(z(x, t)) ,
= zt(x, t) + (∇z)T u(x, t) .
(7.1.16)
where we have used the fact that the partial τ derivative is equivalent to the total time
derivative. We note that taking the variation and taking the partial τ derivative commute,
so equating (7.1.15) and (7.1.16) leads to the variations of the Eulerian velocities
δu = ∂tz + (∇z)T u− (∇u)T z , (7.1.17)
which is normally written in the form
δu = ∂tz + u ·∇z − z ·∇u , (7.1.18)
167
or in component form
δu = ∂tz1 + u∂xz1 + v∂yz1 − z1∂xu− z2∂yu , (7.1.19)
δv = ∂tz2 + u∂xz2 + v∂yz2 − z1∂xv − z2∂yv . (7.1.20)
To derive the free-surface boundary conditions we need the variation of the free-surface in
terms of free variations. The free-surface in Eulerian variables can be expressed in terms of
Lagrangian variables. The boundary location, y = h(x, t), in Lagrangian coordinates is
h(x, t) = h(ϕ1(a,H, τ), τ) = ϕ2(a,H, τ) . (7.1.21)
Taking the total time derivative of h(x, t) leads to
D
Dt
(h(x, t)) = ∂τ (h(ϕ1(a,H, τ), τ)) = ϕ˙2(a,H, τ) , (7.1.22)
which is the kinematic boundary condition if we change from the Lagrangian framework to
the Eulerian framework. Now suppose we take the variation of (7.1.21)
δ (h(x, t)) = δ (h(ϕ1(a,H, τ), τ)) = δϕ2(a,H, τ) , (7.1.23)
which leads to an expression for the variation of the free-surface
δh+ Z1∂xh = Z2 , =⇒ δh = Z2 − Z1∂xh , (7.1.24)
where we denote Z1(x, t) = z1(x, h(x, t), t) and Z2(x, t) = z2(x, h(x, t), t) which correspond to
the variations of x and y on the free-surface, respectively. However, we note that Z1 and Z2
are not arbitrary since the free-surface is not a fixed boundary. This means that we need to
find a way to parametrise Z1 and Z2 in terms of the free variation. First we note that (z1, z2)
is divergence-free, which can be proven by taking the variation of the continuity equation in
the Lagrangian coordinates
δ (xayb − xbya − A) = ybδxa − yaδxb − xbδya + xaδyb = ∂xz1 + ∂yz2 = 0 , (7.1.25)
where we have used (6.1.6) to transform partial derivatives from Lagrangian to Eulerian co-
ordinates. Therefore, (z1, z2) can be parameterised by a stream function type term w(x, y, t).
Let us introduce the variation w(x, y, t) such that
wy = z1 , wx = −z2 . (7.1.26)
We can think of w as the combined variation of (z1, z2), which is also free. Therefore δh can
be expressed as
δh = − wx|y=h − wy|y=h ∂xh = −Wx , (7.1.27)
where W (x, t) = w(x, h(x, t), t) is also a free variation. We can also express the velocity
variations in a similar way
δu = (wt + uwx + vwy)y =
(
Dw
Dt
)
y
, (7.1.28)
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δv = − (wt + uwx + vwy)x = −
(
Dw
Dt
)
x
. (7.1.29)
The main reason for choosing this form is to express the velocity variations on the free-surface
in terms of free variations. The following form of the velocity variations can be expressed as
(hxδu− δv)|y=h =
(
Dw
Dt
∣∣∣∣
y=h
)
x
.
Using the kinematic boundary condition we can rewrite the above expression as
(hxδu− δv)|y=h =
(
DW
Dt
)
x
, (7.1.30)
which is in terms of the free variation W (x, t) = w(x, h(x, t), t), and DW/Dt = Wt + UWx.
This will be useful for deriving the dynamic boundary condition in the form of the GKK
conservation law.
To justify the use of the variation W (x, t) for deriving the dynamic boundary condition, we
recall the variational principle for the mass constraint in the Lagrangian framework is
δ
∫ T
0
∫ L
0
∫ H
0
P (xayb − xbya − A) db da dτ .
The variation δP gives rise to the continuity equation in the Lagrangian framework. The
variations δx and δy are zero on solid boundaries, and thus the remaining terms are∫ T
0
∫ L
0
[
(Pxaδy − Pyaδx)|b=H +
∫ H
0
(Pbya − Payb) δx+ (Paxb − Pbxa) δy db
]
da dτ .
The terms inside the triple integral give rise to the pressure gradients in the Lagrangian
framework. Let us focus on the first term which corresponds to the dynamic boundary
condition. This can be shown as the dynamic boundary condition by using (7.1.26) which in
Lagrangian variables, are
z1(x, y, t) = δx(a, b, τ) =
1
A
(xawb − xbwa) , (7.1.31)
z2(x, y, t) = δy(a, b, τ) =
1
A
(yawb − ybwa) . (7.1.32)
Therefore we have∫ T
0
∫ L
0
(Pxaδy − Pyaδx)|b=H da dτ =
∫ T
0
∫ L
0
− P |b=HWa da dτ =
∫ T
0
∫ L
0
(P |b=H)aW da dτ ,
where we have used the continuity equation and the fact that W (0, τ) = W (L, τ) = 0. Since
W (a, τ) is arbitrary, we require
(P |b=H)a = 0 , (7.1.33)
which is indeed the dynamic boundary condition in the Lagrangian framework.
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7.1.3 Variational principle for the Euler equations
The power of the Euler-Poincare´ reduction lies in its ability to derive the corresponding
equations of motion from a Lagrangian functional via a variational principle in the most
natural way. Similar to the Lagrangian for the Euler equations in the LPP setting, the
Lagrangian for the Euler equations in the Eulerian framework is given by the kinetic energy
minus the potential energy of the system, and we also need to constrain the system such that
the total mass of the fluid is conserved. Hence we can write down this Lagrangian as
L =
∫ T
0
∫ L
0
∫ h(x,t)
0
ρ
(
1
2
(u+ q˙)2 +
1
2
v2 − gy
)
− λ (ux + vy) dy dx dt , (7.1.34)
where λ is the Lagrange multiplier that enforces the continuity equation of the system. We
have only included the fluid energy in the Lagrangian as the vessel equations are obtained
the same way as in earlier chapters. Using δu = ∂tz + u ·∇z − z ·∇u, the variational
principle of this Lagrangian is given by
δL =
∫ T
0
∫ L
0
[ (
ρ
(
1
2
(u+ q˙)2 +
1
2
v2 − gh
)
− λ (ux + vy)
)∣∣∣∣
y=h
δh
+
∫ h(x,t)
0
ρ ((u+ q˙) δu+ vδv)− (ux + vy) δλ− λ (δux + δvy) dy
]
dx dt .
(7.1.35)
Integrating with respect to y by parts leads to
δL =
∫ T
0
∫ L
0
[ (
ρ
(
1
2
(u+ q˙)2 +
1
2
v2 − gh
)
− λ (ux + vy)
)∣∣∣∣
y=h
δh+ (λδu)|y=h hx −
∂
∂x
(∫ h(x,t)
0
λδu dy
)
− (λδv)|y=h + (λδv)|y=0 +
∫ h(x,t)
0
ρ ((u+ q˙) δu+ vδv)− (ux + vy) δλ+ λxδu+ λyδv dy
]
dx dt .
(7.1.36)
Let us first focus our attention on the interior equations, which correspond to the triple
integral terms
δL̂INT =
∫ T
0
∫ L
0
∫ h(x,t)
0
(ρ (u+ q˙) + λx) δu+ (ρv + λy) δv − (ux + vy) δλ dy dx dt . (7.1.37)
We note that δλ is a free variation as it is a Lagrange multiplier. The variations of the
velocity field δu and δv can be expressed in terms of the free variations z1 and z2, which are
given by (7.1.19) and (7.1.20). Thus we can write down this variational principle in terms of
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free variations. The term ρuδu can be simplified to∫ T
0
∫ L
0
∫ h
0
ρuδu dy dx dt =
∫ T
0
∫ L
0
∫ h
0
ρu (∂tz1 + u∂xz1 + v∂yz1 − z1∂xu− z2∂yu) dy dx dt ,
=ρ
∫ T
0
∫ L
0
[
∂
∂x
(∫ h
0
u2z1 dy
)
+
∂
∂t
(∫ h
0
uz1 dy
)
− (uz1 (ht + uhx − v))|y=h
− (uvz1)|y=0 +
∫ h
0
− (ut + (u2)x + (uv)y + uux) z1 − uuyz2 dy] dx dt ,
=− ρ
∫ T
0
∫ L
0
∫ h
0
(
ut + (u
2)x + (uv)y + uux
)
z1 + uuyz2 dy dx dt ,
where we have applied Leibniz integral rule for the interior integral, and used the impermeable
boundary conditions, the kinematic boundary condition, and the fact that z1 vanishes at the
time end points
z1(x, y, 0) = z1(x, y, T ) = 0 .
Similarly, the term ρvδv can be simplified to∫ T
0
∫ L
0
∫ h
0
ρvδv dy dx dt =
∫ T
0
∫ L
0
∫ h
0
ρv (∂tz2 + u∂xz2 + v∂yz2 − z1∂xv − z2∂yv) dy dx dt ,
=ρ
∫ T
0
∫ L
0
[
∂
∂x
(∫ h
0
uvz2 dy
)
+
∂
∂t
(∫ h
0
vz2 dy
)
− (vz2 (ht + uhx − v))|y=h
− (v2z2)∣∣y=0 + ∫ h
0
− (vt + (uv)x + (v2)y + vvy) z2 − vvxz1 dy] dx dt ,
=− ρ
∫ T
0
∫ L
0
∫ h
0
(
vt + (uv)x + (v
2)y + vvy
)
z2 + vvxz1 dy dx dt ,
using the same conditions as above. For the term ρq˙δu, we employ the exact same approach,
which leads to∫ T
0
∫ L
0
∫ h
0
ρq˙δu dy dx dt = −ρ
∫ T
0
∫ L
0
∫ h
0
(q¨ + q˙ (ux + vy) + q˙ux) z1 + q˙uyz2 dy dx dt ,
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and the term λxδu+ λyδv can be simplified to∫ T
0
∫ L
0
∫ h
0
λxδu+ λyδv dy dx dt =
∫ T
0
∫ L
0
[
∂
∂x
(∫ h
0
λxuz1 + λyuz2 dy
)
+
∂
∂t
(∫ h
0
λxz1 + λyz2 dy
)
− ((λxz1 + λyz2) (ht + uhx − v))|y=h − ((λxz1 + λyz2) v)|y=0
+
∫ h
0
− (λxt + (λxu)x + (λxv)y + λxux + λyvx) z1
− (λyt + (λyu)x + (λyv)y + λxuy + λyvy) z2 dy
]
dx dt ,
=−
∫ T
0
∫ L
0
∫ h
0
(λxt + (λxu)x + (λxv)y + λxux + λyvx) z1
+ (λyt + (λyu)x + (λyv)y + λxuy + λyvy) z2 dy dx dt .
The remaining terms are given by
−
∫ T
0
∫ L
0
∫ h
0
(ux + vy) δλ dy dx dt .
Collecting the z1, z2 and δλ terms and equating them to zero as z1, z2 and δλ are arbitrary,
we have
ρ [ut + uux + vuy + (ux + vy)u+ uux + vvx + q¨ + q˙ (ux + vy) + q˙ux]
+λxt + uλxx + uxλx + vλxy + vxλy + (ux + vy)λx = 0 ,
ρ [vt + uvx + vvy + (ux + vy)v + uuy + vvy + q˙uy]
+λyt + uλxy + uyλx + vλyy + vyλy + (ux + vy)λy = 0 ,
ux + vy = 0 ,
respectively, which can be simplified to
ρ
Du
Dt
+
1
2
ρ
(
u2 + v2
)
x
+
(
Dλ
Dt
)
x
+ ρq¨ + ρq˙ux = 0 ,
ρ
Dv
Dt
+
1
2
ρ
(
u2 + v2
)
y
+
(
Dλ
Dt
)
y
+ ρq˙uy = 0 ,
ux + vy = 0 ,
where we have invoked the last equation, i.e. the continuity equation, on the first two
equations. Therefore, to achieve a functional extremum on the interior, we have the following
equations
ρ
Du
Dt
+
(
Dλ
Dt
+
1
2
ρ (u+ q˙)2 +
1
2
ρv2
)
x
= −ρq¨ , (7.1.38)
ρ
Dv
Dt
+
(
Dλ
Dt
+
1
2
ρ (u+ q˙)2 +
1
2
ρv2
)
y
= 0 , (7.1.39)
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ux + vy = 0 . (7.1.40)
These equations become the Euler equations if we choose the pressure to be
P (x, y, t) =
Dλ
Dt
+
1
2
ρ (u+ q˙)2 +
1
2
ρv2 + ρgy + f(t) , (7.1.41)
which is the sum of the material derivative of the Lagrange multiplier and the total energy
of the system with the addition of an arbitrary function of time f(t) which is determined
by the initial conditions. In practice, the pressure P (x, y, t) is used in place of the Lagrange
multiplier λ(x, y, t), to enforce the continuity equation.
7.1.4 Dynamic boundary condition
The variational principle of the free-surface terms correspond to the double integrals in
(7.1.36), which are given by
δLFS =
∫ T
0
∫ L
0
[ (
ρ
(
1
2
(u+ q˙)2 +
1
2
v2 − gh
)
− λ (ux + vy)
)∣∣∣∣
y=h
δh
+ (λδu)|y=h hx − (λδv)|y=h
]
dx dt ,
(7.1.42)
where we have used the fact that δu(0, y, t) = δu(L, y, t) = δv(x, 0, t) = 0, due to impermeable
boundary conditions. Using (7.1.27) and (7.1.30) we have
δLFS =
∫ T
0
∫ L
0
[(
−ρ
(
1
2
(U + q˙)2 +
1
2
V 2 − gh
)
+ Λ (ux + vy)|y=h
)
Wx+Λ
(
DW
Dt
)
x
]
dx dt ,
where Λ(x, t) = λ(x, h(x, t), t). Now, using integration by parts and the fact that
W (0, t) = W (L, t) = W (x, 0) = W (x, T ) = U(0, t) = U(L, t) = 0 ,
we have the variational principle∫ T
0
∫ L
0
(
Λt + UΛx + ρ
(
1
2
(U + q˙)2 +
1
2
V 2 − gh
)
− Λ (ux + vy)|y=h
)
x
W dx dt = 0 .
(7.1.43)
Using the fact that
(ux + vy)|y=h = 0 , (7.1.44)
leads to
(Λx)t + (UΛx + Ξ)x = 0 , (7.1.45)
which is the GKK conservation law (7.1.14) provided that
Λx = −ρ (U + q˙ + V hx) = −K . (7.1.46)
This completes the variational principle of the 2D Euler equations and all the free-surface
boundary conditions. We now have a variational principle for the fluid motion. However, it
is not clear how one might devise a numerical scheme based on this variational principle.
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7.2 Stream function formulation
The EP principle for the 2D Euler equations using the stream function representation was
first done in [12] with the vessel being capable of undergoing both rotation and translation
motions, but here we consider only rectilinear vessel motion. The main difficulty in the Euler
equations is the treatment of the pressure which acts as a Lagrange multiplier, enforcing the
continuity equation. Due to the lack of a dynamic term for the pressure and only the pressure
gradients appearing in the velocity equations, the pressure itself is not unique, except on the
free-surface where dynamic boundary condition requires a specific value of the pressure. This
poses many challenges numerically as was seen in Chapter 6.
To decouple the pressure from the system we parametrise the velocity field such that the
continuity equation is satisfied automatically. For 2D flows, the simplest method to achieve
this is via the stream function representation, where the velocities are given in terms of the
stream function ψ(x, y, t)
u = ψy , v = −ψx . (7.2.1)
The continuity equation
ux + vy = ψyx − ψxy = 0 , (7.2.2)
is then automatically satisfied, and it decouples the pressure from the system. By taking the
curl of the velocity equations, the component perpendicular to the (x, y)-plane gives us the
vorticity equation
D
Dt
(vx − uy) + (ux + vy) (vx − uy) = 0 . (7.2.3)
Using the stream function representation vx − uy = −∆ψ where ∆ = ∂2x + ∂2y is the Laplace
operator, and the continuity equation lead to
−D∆ψ
Dt
= − (ψxxt + ψyyt + ψyψxxx + ψyψxyy − ψxψxxy − ψxψyyy) = 0 . (7.2.4)
We notice that the gravity and vessel forces also disappear from the governing equation.
Their contribution comes from the dynamic boundary condition which can be written in the
form of the GKK conservation law
Kt +
(
ψy|y=hK − Ξ
)
x
= 0 , (7.2.5)
where
K = ρ
[
ψy|y=h + q˙ − ψx|y=h hx
]
, Ξ = ρ
[
1
2
(
ψy|y=h + q˙
)2
+
1
2
(
ψx|y=h
)2
− gh
]
. (7.2.6)
We notice another advantage of the GKK conservation law, is that it is independent of the
pressure, which completely decouples the pressure from the system. The kinematic boundary
condition is given by
ht + ψy|y=h hx + ψx|y=h = ht + Ψx = 0 . (7.2.7)
where Ψ(x, t) = ψ(x, h(x, t), t). The impermeability boundary conditions are given by
ψy(0, y, t) = ψy(L, y, t) = ψx(x, 0, t) = 0 . (7.2.8)
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7.2.1 Variational principle
The Lagrangian using the stream function representation is
L =
∫ T
0
∫ L
0
∫ h(x,t)
0
[ρ
2
(
(ψy + q˙)
2 + (ψx)
2)− ρgy] dy dx dt . (7.2.9)
We do not have the constraint of mass conservation in this case since the velocity field in terms
of the stream function is always divergence-free. The Lagrangian (7.2.9) has the variational
principle
δL = ρ
∫ T
0
∫ L
0
[ (
1
2
(
(ψy + q˙)
2 + ψ2x
)− gy)∣∣∣∣
y=h
δh+
∫ h(x,t)
0
(ψy + q˙) δψy + ψxδψx dy
]
dx dt .
By using Leibniz’s rule we have
∂
∂x
(∫ h(x,t)
0
ψxδψ dy
)
= (ψxδψ)|y=h hx +
∫ h(x,t)
0
ψxxδψ + ψxδψx dy ,
which leads to
δL = ρ
∫ T
0
∫ L
0
[ (
1
2
(
(ψy + q˙)
2 + ψ2x
)− gy)∣∣∣∣
y=h
δh+ (ψy + q˙ − ψxhx)|y=h δψ|y=h
− (ψy + q˙)|y=0 δψ|y=0 +
∂
∂x
(∫ h(x,t)
0
ψxδψ dy
)
−
∫ h(x,t)
0
(ψxx + ψyy) δψ dy
]
dx dt .
Using (7.1.28) and (7.1.29), we can deduce that the variation of the stream function is
δψ = wt + ψywx − ψxwy + f˜(t) .
Evaluating δψ at y = 0 and use the fact that ψx(x, 0, t) = w(x, 0, t) = 0, we have
δψ|y=0 = f˜(t) = 0 , (7.2.10)
since stream function is constant on a solid boundary. This leads to
δψ = wt + ψywx − ψxwy = Dw
Dt
. (7.2.11)
Thus the variation δψ on the free-surface is given by
δψ|y=h = (wt + ψywx − ψxwy)|y=h = Wt + ψy|y=hWx , (7.2.12)
where we have used the kinematic boundary condition to get to the last expression. Using
these expressions and the impermeable boundary conditions (7.2.8), the variational principle
can be written as
δL = ρ
∫ T
0
∫ L
0
[ (
1
2
(
(ψy + q˙)
2 + ψ2x
)− gy)∣∣∣∣
y=h
(−Wx) + (ψy + q˙ − ψxhx)|y=h
DW
Dt
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−
∫ h(x,t)
0
(ψxx + ψyy)
Dw
Dt
dy
]
dx dt .
Finally, by using integration by parts, the kinematic boundary condition and the impermeable
boundary conditions, and the fact that the free variations W (x, t) and w(x, y, t) vanish on
solid boundaries, the variational principle is simplified to
δL = ρ
∫ T
0
∫ L
0
[((
1
2
(
ψy|y=h + q˙
)2
+
1
2
(
ψx|y=h
)2
− gh
)
x
− D
Dt
(
ψy|y=h + q˙ − ψx|y=h hx
))
W
+
∫ h(x,t)
0
D
Dt
(ψxx + ψyy)w dy
]
dx dt .
(7.2.13)
Since W (x, t) and w(x, y, t) are free variations, we then require
Kt +
(
ψy|y=hK − Ξ
)
x
= 0 ,
D
Dt
∆ψ = 0 , (7.2.14)
which are the dynamic boundary condition in the form of the GKK conservation law and the
2D vorticity equation respectively.
7.2.2 Stream function formulation in the Lagrangian framework
The stream function representation for the 2D Euler equations has the advantage that the
interior fluid motion is governed only by one equation as opposed to the two momentum
equations and the continuity equation in the primitive variable formulation. However, we
do have to solve an equation with high order spatial derivatives at each time step, with a
similar difficulty for solving the pressure equation. Although the pressure is decoupled from
the system, it can still be recovered by using any of the velocity equations.
In the Lagrangian framework, it appears that the vorticity equation does not evolve in time.
We can see this by applying a change of coordinates, which leads to
∂
∂τ
∆Lψ = 0 , =⇒ ∆Lψ = B(a, b) , (7.2.15)
where ∆L is the Laplace operator in Lagrangian derivatives and the arbitrary function B(a, b)
is determined by initial conditions. This means that the system only evolves through the
dynamic boundary condition (7.2.5). However, we note that ∆L has explicit dependence
on x(a, b, τ) and y(a, b, τ) from the change of coordinates between Eulerian derivatives and
Lagrangian derivatives. This is due to the fact that we do not have an explicit expression for
x(a, b, τ) and y(a, b, τ) in terms of the stream function ψ(a, b, τ) since
xτ =
xaψb − xbψa
A
, yτ =
yaψb − ybψa
A
, (7.2.16)
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where we have used the relation (7.2.1). We see that the position vector of the fluid particles
is intrinsically coupled to the stream function.
Therefore it is not clear whether the system in the Lagrangian framework can be represented
solely by a single stream function. Furthermore the stream function representation is less
useful in 3D as the stream function itself and the vorticity equation are no longer scalar.
7.3 The shallow-water equations
The Euler-Poincare´ reduction principle can also be applied to derive the shallow-water equa-
tions. A variational principle to derive the 2D dispersive shallow-water (Green-Naghdi)
equations in the Eulerian framework was first done in [39]. In this section, we shall derive
the governing fluid equations following the strategy in this chapter.
We first need to note that unlike the free-surface described by the kinematic boundary con-
dition for Euler equations, the dependent variable h(x, t) in the shallow-water equation acts
like a density as it possesses the same form as the 1D compressible fluid density [33, 34], and
the fluid density ρ does not play a role in the dynamics of the shallow-water fluid system in
any way. The Lagrangian for the fluid in this case, is given by
L = ρ
∫ T
0
∫ L
0
[
1
2
h (U + q˙)2 − 1
2
gh2 +
1
6
h3U2x
]
dx dt , (7.3.1)
where the last term is the dispersion contribution from the kinetic energy of the vertical fluid
velocity.
Using (7.1.19), the variation of the horizontal surface velocity can be found by noting that
δU = (δu)|y=h + uy|y=h δh , (7.3.2)
where
(δu)|y=h = (∂tz1 + u∂xz1 + v∂yz1 − z1∂xu− z2∂yu)|y=h ,
= ∂tZ1 + U∂xZ1 − Z1∂xU − uy|y=h (Z2 − Z1∂xh) ,
= ∂tZ1 + U∂xZ1 − Z1∂xU − uy|y=h δh .
We should note that the variation δh here, is the variation of the free-surface. Thus the
variation of the surface velocity is given by
δU = ∂tZ1 + U∂xZ1 − Z1∂xU , (7.3.3)
where Z1(x, t) is arbitrary for the shallow-water fluid system, since the interior fluid domain
has been projected onto the free-surface.
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The variation of the surface density h(x, t) can be found by noting that∫ L
0
δh(x, t) dx = δ
∫ L
0
h(x, t) dx ,
= δ
∫ L
0
hxa da ,
=
∫ L
0
hδxa + xaδh da ,
=
∫ L
0
hδxa + xaδ
(
G
xa
)
da ,
=
∫ L
0
−haδx− G
xa
δxa da ,
= −
∫ L
0
xa
xa
(hδx)a da ,
= −
∫ L
0
(hZ1)x dx ,
where we have used the fact that δx(0, τ) = δx(L, τ) and h = G(a)/xa. Another way of
looking at this is to notice that the free-surface variation δh in the shallow-water limit can
be rewritten as
δh = Z2 − hxZ1 = −h∂xZ1 − hxZ1 = − (hZ1)x ,
where we have used the relation Z2 = −h∂xZ1, following the shallow-water approximation
z1(x, y, t) = Z1(x, t) , =⇒ z2(x, y, t) = −y∂xZ1 , (7.3.4)
using (7.1.25) and the solid boundary condition z2(x, 0, t) = 0. Therefore the surface density
variation is given by
δh(x, t) = − (hZ1)x . (7.3.5)
Following a similar procedure by using (7.1.22), we immediately obtain the mass equation
ht = −(hU)x , (7.3.6)
synonymous to the kinematic boundary condition for Euler equations.
Taking the variation of (7.3.1), leads to
δL =ρ
∫ T
0
∫ L
0
[(
h (U + q˙)− 1
3
h3Uxx − h2hxUx
)
δU
+
(
1
2
(U + q˙)2 − gh+ 1
2
h2U2x
)
δh
]
dx dt ,
(7.3.7)
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where we have used the fact that δU(0, t) = δU(L, t) = 0. By using the definitions of δU and
δh given by (7.3.3) and (7.3.5) we have the variational principle
δL = −ρ
∫ T
0
∫ L
0
[(
h (U + q˙)− 1
3
h3Uxx − h2hxUx
)
t
+ U
(
h (U + q˙)− 1
3
h3Uxx − h2hxUx
)
x
+ 2Ux
(
h (U + q˙)− 1
3
h3Uxx − h2hxUx
)
− h
(
1
2
(U + q˙)2 − gh+ 1
2
h2U2x
)
x
]
Z1 dx dt .
(7.3.8)
Since Z1 is arbitrary in the shallow-water system, the variational principle requires terms
inside the square bracket to be zero, which are given by(
h (U + q˙)− 1
3
h3Uxx − h2hxUx
)
t
+ U
(
h (U + q˙)− 1
3
h3Uxx − h2hxUx
)
x
+ 2Ux
(
h (U + q˙)− 1
3
h3Uxx − h2hxUx
)
− h
(
1
2
(U + q˙)2 − gh+ 1
2
h2U2x
)
x
= 0 .
By using the mass conservation equation (7.3.6) to replace ht, we have
h
(
Ut + q¨ + UUx + ghx − 1
3
h2Uxxt − hhxUxt + 1
3
h2UxUxx − hhxUUxx + hhxU2x −
1
3
h2UUxxx
)
= 0 ,
which is the momentum equation of the 2D Green-Naghdi equations coupled with the vessel
displacement q(t)
h (Ut + q¨ + UUx + ghx) +
(
1
3
h3
(
U2x − Uxt − UUxx
))
x
= 0 , (7.3.9)
which is the standard shallow-water momentum equation coupled with vessel motion given
in (5.1.4) but with added dispersive terms.
Similar to the stream function representation, the shallow-water system satisfies the continu-
ity equation automatically. The shallow-water system has the advantage of eliminating the
dynamic motion in the vertical direction. With the Green-Naghdi correction the shallow-
water system is capable of describing nonlinear waves with frequency dispersion.
There is a LPP formulation for the 2D Green-Naghdi system coupled with vessel motion, and
its Hamiltonian form. These are derived in §8.2.1. One interesting property of the Green-
Naghdi system in the LPP setting is cancellation of the term with third spatial derivative
in the momentum equation. However, numerical implementation is difficult since the system
does not have the form required by the standard symplectic integrators.
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7.4 Conclusions
In this chapter, we have derived the fluid equations for the sloshing system, for inviscid
and incompressible flows in the Eulerian framework using a variational principle. The key
to deriving the equations in a non-inertial frame of reference using a variational approach
is the Euler-Poincare´ reduction principle, where the concept of constrained variations is of
vital importance. These constrained variations are expressed in terms of free variations
using the lab-to-body map, which is the Lagrangian-to-Eulerian map in the case of the fluid
problem. We have used the Euler-Poincare´ variational principle to derive the Euler equations,
in both its velocity form and the divergence-free stream function representation. The free-
surface conditions were also derived via the variational principle, with the dynamic boundary
condition being expressed in the form of the GKK conservation law. We have also derived
the dispersive shallow-water (Green-Naghdi) equations using the variational principle.
The Euler-Poincare´ variational principle presented in this chapter can potentially be incor-
porated into numerical schemes, as it captures the full complex geometric properties of the
fluid flow in the Eulerian setting, supported by the theory in the Lagrangian setting.
The very first variational principle for Eulerian fluid problem was Luke’s variational principle
[46], which provided a variational approach to derive the governing equations for irrotational
flow in terms of velocity potential. One major shortcoming of their approach lies in the choice
of the Lagrangian density, which was taken as the fluid pressure. However, the pressure is
not the energy of the fluid. Despite this, Luke’s variational principle is the only variational
principle for deriving fluid equations for irrotational flows using the velocity potential repre-
sentation. The reason for this is it is unclear what the constrained variation of the velocity
potential should be in terms of a free variation via the Euler-Poincare´ reduction principle.
180
Chapter 8
Conclusions and Future Work
8.1 Conclusions
In this thesis we began by reviewing the existing analytical techniques in the literature
used for studying the linear 1-vessel coupled sloshing problem. This problem consists of a
rectangular vessel partially filled with an inviscid, incompressible fluid which is free to undergo
frictionless 1D translational motions. The vessel is connected to a wall by a spring which
acts as a restoring force on the vessel motion. An important structural feature of the system
is in the form of the characteristic equation, which determines the natural frequencies of the
system. The resulting characteristic equation is a product of the characteristic equation for
purely symmetric sloshing modes and the characteristic equation for coupled anti-symmetric
modes. This structure is observed in solutions obtained using both the cosine series expansion
and vertical eigenfunction expansion. The two solution approaches are compared, with the
conclusion that while the vertical eigenfunction converges much faster (i.e. fewer modes are
required to approximate the infinite summation which appears in the characteristic equation),
the cosine expansion is the preferred solution approach as this form satisfies the free-surface
and side wall boundary conditions exactly.
This linear theory is extended to incorporate a second vessel into the system, which now
consists of two 1-vessel systems connected by an additional middle spring. This coupling in-
troduces the concept of vessels oscillating in-phase or out-of-phase to each other. We observe
that vessels move with identical magnitude when the springs have identical stiffness and the
vessels are identical with the same fluid mass. For out-of-phase motion this equal amplitude
motion is in opposite directions, while for in-phase motion it is in the same direction, and
hence in this case the middle spring is unstretched or uncompressed (essentially the two
1-vessel systems decouple). If the vessels are not identical, then the picture becomes more
complex as modes are no longer guaranteed to appear in pairs of one in-phase mode and one
out-of-phase mode. Note that, in general, the solution observed in a physical experiment
is a superposition of different modes with specific given amplitudes. Hence we have also
examined the amplitude coefficients in the solution for an experimentally realisable initial
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condition consisting of given initial vessel displacements and flat initial free-surface displace-
ments. The results show that as the quiescent fluid depths simultaneously decrease, the
system ‘switches’ to successive higher frequency modes for both the identical in-phase and
out-of-phase systems in such a way that the natural frequency of the system tends to the dry
vessel frequency in the appropriate limit. For non-identical systems the solution structure is
again more complicated, but we found that typically the low frequency modes dominate the
solution for larger fluid depths, with the higher frequency modes become more significant as
the quiescent fluid depths decrease.
We then extend the linear theory further to consider an N -vessel coupled sloshing system
and conducted an internal resonance investigation. An internal resonance is when two (or
more) modes each oscillate with identical frequencies. The system was shown to contain a
wide array of resonant behaviours when the system parameters were tuned accordingly. Most
notably, the (N + 1)-fold 1 : · · · : 1 resonance is present where the anti-symmetric sloshing
modes, and hence the motion of the vessels, resonate with a symmetric sloshing mode in
each of the N vessels. In the case of a 2-vessel system, when the two vessels are identical
and filled with the same mass of fluid, a 1 : 1 : 1 resonance is identified and it is shown that
this resonance occurs only for an out-of-phase mode. The 1 : 1 resonance is also identified in
this system, when the vessels are not identical, and the anti-symmetric modes couple with a
symmetric sloshing mode in either of the two vessels. Similar to the 1 : 1 : 1 resonance, the
1 : 1 resonance in this case only occurs for a subset of the parameter space, moreover this
subset is divided into two different regions. The different regions correspond to regions where
the 1 : 1 resonance occurs with the in-phase and out-of-phase modes, respectively. For the
system with N ≥ 3 the resonance behaviour becomes more interesting as the system could
contain an array of resonance possibilities up to, and including, the (N + 1)-fold 1 : · · · : 1
resonance. For the case of identical vessels, filled with identical fluid masses, it is shown that
when N = 3j − 1 with j ∈ N the (R1, G1)-plane contains N − 1 different regions where the
(N+1)-fold 1 : · · · : 1 resonance exists, while for all other values of N there exists N separate
regions. Unlike the N = 2 case, the highest order (N + 1)-fold 1 : · · · : 1 resonance for N ≥ 3
can now occur as a mode where all vessels are in-phase with one another.
Internal resonances such as those identified here, are interesting when nonlinear effects of the
fluid and the springs are included. For the 1-vessel system, close to the 1 : 1 resonance the
nonlinear equations exhibited a set of normal form equations which contained a heteroclinic
orbit linking the anti-symmetric and symmetric modes for a particular fluid depth [63]. The
heteroclinic orbit allows for energy to exchange between the two sets of modes leading to
complex motion in the system. The multi-vessel coupled sloshing system possesses a similar
set of normal form equations, although, even in the case of the 1 : 1 : 1 resonance, the
derivation of such normal form equations is extremely complicated due to the large number
of terms in each equation and the complexity of the coefficients which arise as integrals of the
linear and higher order terms. However, due to the increased number of parameter regimes in
the multi-vessel system, the chance of observing this nonlinear energy exchange mechanism
is likely to increase as there are likely more critical fluid heights where heteroclinic orbits
exist.
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To investigate the nonlinear motion of the coupled sloshing system in the 2-vessel case, we
re-formulated the governing fluid equations of the 2-vessel system in the shallow-water limit,
using the Lagrangian particle path (LPP) formulation. The system was recast in terms
of Hamiltonian variables, and discretised via a symplectic integration scheme based on a
variational method. We modified this scheme by adding a backward-difference approximation
to the approximation of the spatial derivatives in the discretised Hamiltonian, to ensure that
the scheme has no preferred direction. This semi-discretised system was then time-integrated
using the implicit midpoint rule. The scheme was tested and validated by comparing the
simulations against exact linear solutions, and its convergence properties in both linear and
nonlinear regimes were examined.
When nonlinear springs were introduced to the system, the nonlinear spring coefficients were
set to be large in magnitude so that their significance could be investigated despite the small
amplitude motions of the simulation. We showed that hard springs increase the frequency
of the system, while soft springs decrease the frequency of the system, when compared to
a system with linear springs only. We then considered the system as a dynamical system,
and performed simulations close to a saddle point of the system. Here we saw a dramatic
difference in the motion of the vessels compared to simulations with linear springs only.
However, we noted that in order to identify this phenomenon we needed to use unphysical
system parameter values. Finally we simulated the system for large amplitude motions. In
this case the fluid free-surface tried to overturn, however due to the limitation of the shallow-
water model this created a dispersive shock wave trailed by small scale high frequency wave
train.
To incorporate the coupled sloshing system with non-shallow depth fluids, we again used a
Lagrangian approach and derived a numerical scheme by adopting the same strategy as in the
shallow-water case. Namely, we discretised the Hamiltonian of the system with the spatial
derivatives approximated by finite-difference approximation and the integrals approximated
by trapezoidal rule. However, due to the nature of this approach the discretised equations on
the boundaries have lower order accuracy than the interior equations, which in turn can lead
to numerical instability of the method through inaccuracy. Thus we chose to discretise the
equations directly from Hamilton’s equations, with the boundary points approximated by
second order forward-difference or backward-difference schemes which have the same order
of accuracy as the central-difference scheme in the interior. The resulting semi-discretised
equations were time-integrated using the constrained explicit Sto¨rmer-Verlet scheme (RAT-
TLE). The resulting discretised momentum equations derived from the discretised Hamilto-
nian differ from those derived by discretising Hamilton’s equations directly. In particular,
the discretised interior momentum equation at the label position
(i)
j utilises diagonal data
points if derived from the discretised Hamiltonian, compared to the same value derived from
discretising Hamilton’s equations directly, which utilises adjacent data points.
The task of solving the fully rotational 2D Euler equations in the Lagrangian particle path
formulation has proven to be extremely challenging. This is due to the fact that both the
continuity equation and the dynamic boundary condition need to be satisfied simultaneously
on the free-surface. However, both conditions depend on the pressure, which leads to an
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ill-posed system with no solution, multiple solutions or even an infinite set of solutions.
Furthermore, because only the pressure gradients are required in solving the fluid motion
for incompressible flow, and the fact that a staggered grid arrangement cannot be used in
Lagrangian coordinates, due to the form of the nonlinear terms in the governing equations,
the decoupling of the neighbouring pressure points is another unsolved problem. The addition
of a penalty term in the vertical fluid momentum equation on the free-surface addresses the
decoupling issue in the linear simulation of the first anti-symmetric mode. However, how to
successfully employ a penalty term for nonlinear simulations is unclear. Due to the lack of a
dynamic equation for the pressure, we cannot time-integrate the semi-discretised continuity
equations in the same manner as the fluid position equations. Hence, we implemented a
quasi-Newton method to solve the discretised continuity equations for the pressure, as a
system of nonlinear equations. This method produced good results for linear simulations
of the first anti-symmetric mode with excellent energy conservation, especially with the aid
of the penalty term. However, the quasi-Newton method fails to converge for higher order
modes and nonlinear simulations.
Finally, we derived the governing fluid equations of the sloshing system, for inviscid and
incompressible flows in the Eulerian framework using variational principles. The key to de-
riving the equations in a non-inertial frame of reference using variational approach is the
Euler-Poincare´ reduction principle, where the concept of constrained variations is of vital
importance. These constrained variations are expressed in terms of free variations using the
lab-to-body map which is the Lagrangian-to-Eulerian map in the case of the fluid problem.
We used the Euler-Poincare´ variational principle to derive the Euler equations, in both its
velocity form and the divergence-free stream function representation. The free-surface con-
ditions were also derived via the variational principle with the dynamic boundary condition
being expressed in the form of the GKK conservation law. We also derived the dispersive
shallow-water (Green-Naghdi) equations using the variational principle. The Euler-Poincare´
variational principle presented can potentially be incorporated into numerical schemes, as
it captures the full complex geometric properties of the fluid flow in the Eulerian setting,
supported by the theory in the Lagrangian setting.
8.2 Future work
The main difficulty in numerically solving the coupled sloshing system lies in the complexity
of the fluid equations. Although in this thesis we have explored the symplectic numerical
schemes in both shallow and non-shallow depths, there remain many challenging aspects and
unresolved issues, which are open to future studies. Here we discuss and outline possible
directions this thesis can lead. The first of which is the extension to the 2D shallow-water
symplectic scheme implemented in Chapter 5. By including the higher order ‘dispersion’ term
from the vertical component of fluid velocity, it is expected to produce higher quality results
in large amplitude simulations and in relatively deeper fluids. The second open problem is
using a different numerical implementation of the numerical scheme present in Chapter 6,
by recasting the continuity equation as a partial differential equation for the fluid pressure.
184
This equation can then be solved numerically such that the mass constraint for the fluid is
satisfied. It is believed this approach will yield better results than the current quasi-Newton
approach, where only the first anti-symmetric sloshing mode can be correctly and consistently
simulated.
8.2.1 Green-Naghdi equations in the Lagrangian framework
From §5.8 we see the emergence of a dispersive wave train when the original wave front
steepened. This was caused by numerical dispersion rather than a physical phenomenon as
the standard shallow-water equations are not dispersive. To incorporate dispersion to the
system we need to include in (5.3.1) the kinetic energy of the vertical fluid velocity to the
Lagrangian which is then given by
L =
2∑
i=1
(∫ Li
0
[
1
2
ρihi
(
(Ui + q˙i)
2 +
1
3
h2i (∂xiUi)
2
)
− 1
2
ρigh
2
i
]
dxi +
1
2
m[i]v q˙
2
i
)
− 1
2
ν1q
2
1 +
1
4
µ1q
4
1 −
1
2
ν3q
2
2 +
1
4
µ3q
4
2 −
1
2
ν2 (q2 − q1)2 + 1
4
µ2(q2 − q1)4 .
(8.2.1)
The term 1
6
ρih
3
i (∂xiUi)
2 inside the integral is the contribution from the vertical acceleration
term, and is ignored in the shallow-water assumption. However, this term is important if
one wishes to derive the dispersive shallow-water equations or the Green-Naghdi equations
[28], where the next order correction term becomes relevant due to greater fluid depth or the
existence of a steepened wave front without breaking, or both. The resulting fluid equations
from (8.2.1) are the dispersive shallow-water equations or the Green-Naghdi equations which
were first derived in [28], and we have also derived these equations for the 1-vessel case in
Chapter 7 using a constrained variational principle in the Eulerian frame.
For the 2-vessel system, the Green-Naghdi equations coupled with vessel motion in Eulerian
variables are given by
∂thi + Ui∂xihi + hi∂xiUi = 0 , (8.2.2)
∂tUi + ∂
2
t qi + Ui∂xiUi + g∂xihi + hi∂xihi
(
(∂xiUi)
2 − ∂xi∂tUi − Ui∂2xiUi
)
(8.2.3)
+
1
3
h2i
(
∂xiUi∂
2
xi
Ui − ∂2xi∂tUi − Ui∂3xiUi
)
= 0 , (8.2.4)
for i = 1, 2, where Ui(x, t) is the horizontal free-surface velocity and hi(x, t) is the fluid eleva-
tion, as before. The Green-Naghdi equations tend to the classical shallow-water equations for
small surface elevations and small surface gradients. However, the gradient of the free-surface
becomes large when the surface wave steepened in the large amplitude simulations, and hence
this is one of the main culprits that causes our numerical scheme to become unphysical.
The Green-Naghdi equations in the Lagrangian framework can be derived using the trans-
formation map (5.2.3). The higher order terms in the Green-Naghdi equations in Lagrangian
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variables are given by
∂xi
(
1
3
h3i
(
∂xiU
2
i − ∂xi∂tUi − Ui∂2xiUi
))
=
1
∂aixi
∂ai
(
G3i
3 (∂aixi)
4
(
2
∂aixi
(∂ai∂τxi)
2 − ∂ai∂2τxi
))
.
(8.2.5)
where Gi(ai) = ∂aixihi stems from the mass equation which remains unchanged. Expanding
the above expression and adding it to the shallow-water equations (5.2.9), leads to a single
equation
∂2τxi + ∂
2
τ qi +
g∂aiGi
(∂aixi)
2 −
gGi∂
2
ai
xi
(∂aixi)
3 +
Gi∂aiGi
(∂aixi)
4
(
2
2∂aixi
(∂ai∂τxi)
2 − ∂ai∂2τai
)
+
G2i
3 (∂aixi)
4
(
4
∂aixi
∂ai∂τxi∂
2
ai
∂τxi +
4
∂aixi
∂2aixi∂ai∂
2
τxi −
10
(∂aixi)
2∂
2
ai
xi (∂ai∂τxi)
2 − ∂2ai∂2τxi
)
= 0 .
(8.2.6)
The system is closed with qi(τ) for i = 1, 2 being determined by the vessel equations (5.2.10)
and (5.2.11). The fluid motion in each vessel is determined by the scalar equation (8.2.6) since
the free-surface elevation is decoupled from the system, and the highest spatial derivative is
only second order, as opposed to the third order in the Eulerian framework. However, the
terms with mixed derivatives make the system difficult to solve numerically.
Derivation using variational principle
The Green-Naghdi equations in Lagrangian coordinates can also be recovered using the vari-
ational approach. The corresponding Lagrangian density can be found by writing (8.2.1) in
Lagrangian variables
L =
2∑
i=1
[∫ Li
0
ρi
(
Gi
2
(∂τxi + ∂τqi)
2 − gG
2
i
2∂aixi
+
G3i
6 (∂aixi)
4 (∂ai∂τxi)
2
)
dxi +
1
2
m[i]v (∂τqi)
2
]
− 1
2
ν1q
2
1 +
1
4
µ1q
4
1 −
1
2
ν3q
2
2 +
1
4
µ3q
4
2 −
1
2
ν2 (q2 − q1)2 + 1
4
µ2(q2 − q1)4 .
(8.2.7)
The derivation of the vessel equations remains the same as before. The fluid equations are
given by the Euler-Lagrange equation
− ∂L
∂xi
+
∂
∂τ
∂L
∂ (∂τxi)
+
∂
∂ai
∂L
∂ (∂aixi)
− ∂
2
∂ai∂τ
∂L
∂ (∂ai∂τxi)
= 0 , (8.2.8)
with
∂L
∂xi
=0 , (8.2.9)
∂
∂τ
∂L
∂ (∂τxi)
=
∫ Li
0
ρ
[
Gi
(
∂2τxi + ∂
2
τ qi
) ]
dai , (8.2.10)
∂
∂ai
∂L
∂ (∂aixi)
=
∫ Li
0
ρ
[
10G3i
3 (∂aixi)
6∂
2
ai
xi (∂ai∂τxi)
2 − 4G
3
i
3 (∂aixi)
5∂ai∂τxi∂
2
ai
∂τxi
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− 2G
2
i∂aiGi
(∂aixi)
5 (∂ai∂τxi)
2 − gG
2
i
(∂aixi)
3∂
2
ai
xi +
gGi∂aiGi
(∂aixi)
2
]
dai , (8.2.11)
∂2
∂ai∂τ
∂L
∂ (∂ai∂τxi)
=
∫ Li
0
ρ
[
20G3i
3 (∂aixi)
6∂
2
ai
xi (∂ai∂τxi)
2 − 8G
3
i
3 (∂aixi)
5∂ai∂τxi∂
2
ai
∂τxi
− 4G
3
i
3 (∂aixi)
5∂
2
ai
xi∂ai∂
2
τxi +
G3i
3 (∂aixi)
4∂
2
ai
∂2τxi
− 4G
2
i∂aiGi
(∂aixi)
5 (∂ai∂τxi)
2 +
G2i∂aiGi
(∂aixi)
4 ∂ai∂
2
τxi
]
dai , (8.2.12)
which simplifies to∫ Li
0
ρGi
[
∂2τxi + ∂
2
τ qi +
g∂aiGi
(∂aixi)
2 −
gGi∂
2
ai
xi
(∂aixi)
3 +
Gi∂aiGi
(∂aixi)
4
(
2
2∂aixi
(∂ai∂τxi)
2 − ∂ai∂2τai
)
+
G2i
3 (∂aixi)
4
(
4
∂aixi
∂ai∂τxi∂
2
ai
∂τxi +
4
∂aixi
∂2aixi∂ai∂
2
τxi −
10
(∂aixi)
2∂
2
ai
xi (∂ai∂τxi)
2 − ∂2ai∂2τxi
)]
dai = 0 .
for i = 1, 2. Hence the resulting equation from the variational principle agrees with (8.2.6).
Hamiltonian formulation
From a different perspective, we can also formulate the system given by the Lagrangian
density (8.2.7) in terms of Hamiltonian variables, by defining the momentum variables
pi =
∂
∂τ
∂L
∂ (∂τqi)
= m[i]v ∂τqi +
∫ Li
0
ρGi (∂τxi + ∂τqi) dai ,∫ Li
0
ρGiwi dai =
∂
∂τ
∂L
∂ (∂τxi)
=
∫ Li
0
ρGi (∂τxi + ∂τqi) dai ,∫ Li
0
ρGiζi dai =
∂
∂τ
∂L
∂ (∂ai∂τxi)
=
∫ Li
0
ρGi
(
G2i
3 (∂aixi)
4
)
∂ai∂τxi dai ,
or
pi = m
[i]
v ∂τqi +
∫ Li
0
ρGiwi dai , wi = ∂τxi + ∂τqi , ζi =
G2i
3 (∂aixi)
4∂ai∂τxi . (8.2.13)
The Legendre transform is given by∫ T
0
L dτ =
∫ T
0
(
2∑
i=1
[
pi∂τqi +
∫ Li
0
ρGi (wi∂τxi + ζi∂ai∂τxi) dai
]
−H (q1, p1, x1, w1, ζ1, ∂a1x1, q2, p2, x2, w2, ζ2, ∂a2x2)
)
dτ .
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By fixing the vessel displacement and its momentum, the variational principle gives rise to∫ T
0
δL dτ =
∫ T
0
2∑
i=1
[∫ Li
0
(
−ρGi∂τwi + ρGi∂ai∂τζi −
∂H
∂xi
+
∂
∂ai
∂H
∂ (∂aixi)
)
z1
+
(
ρGi∂τxi − ∂H
∂wi
)
δwi +
(
ρGi∂ai∂τxi −
∂H
∂ζi
)
δζi dai
]
dτ = 0 ,
(8.2.14)
where all the variations vanish at the boundaries. The velocity and its gradient, in terms of
the momenta are given by
∂τqi =
1
m
[i]
v
pi − 1
m
[i]
v
σi , ∂τxi = wi − 1
m
[i]
v
pi +
1
m
[i]
v
σi , ∂ai∂τxi =
3 (∂aixi)
4
G2i
ζi . (8.2.15)
where σi is given by (5.3.8).
By applying Legendre transform on the Lagrangian density (8.2.7), the Hamiltonian density
is given by
H =
2∑
i=1
[∫ Li
0
ρiGi
(
1
2
w2i +
gGi
2∂aixi
+
3 (∂aixi)
4
2G2i
ζ2i
)
dai +
1
2m
[i]
v
(pi − σi)2
]
+
1
2
ν1q
2
1 −
1
4
µ1q
4
1 +
1
2
ν3q
2
2 −
1
4
µ3q
4
2 +
1
2
ν2 (q2 − q1)2 − 1
4
µ2(q2 − q1)4 .
(8.2.16)
Therefore, Hamilton’s equations for the fluid motion in each vessel, are given by
∂τxi =wi − 1
m
[i]
v
pi +
1
m
[i]
v
σi , (8.2.17)
∂τwi − ∂ai∂τζi =−
g∂aiGi
(∂aixi)
2 +
gGi∂
2
ai
xi
(∂aixi)
3 −
6∂aiGi
G3i
(∂aixi)
3 ζ2i
+
18
G2i
(∂aixi)
2 ∂2aixiζ
2
i +
12
G2i
(∂aixi)
2 ζi∂aiζi , (8.2.18)
∂ai∂τxi =
3 (∂aixi)
4
G2i
ζi , (8.2.19)
for i = 1, 2, with vessel equations given by (5.3.14), (5.3.16) and (5.3.17). Due to the implicit
form of the τ derivatives in these equations, standard symplectic schemes such as Sto¨rmer-
Verlet and implicit midpoint rule, are not applicable. A customised numerical scheme may be
required to solve this particular system symplectically. Despite the increased complexity of
the governing equations, this improved system is more accurate for large amplitude sloshing
simulations, and it may even eliminate the inaccuracy caused by numerical dispersion, since
it is dispersive [42].
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8.2.2 A PDE approach for solving the continuity equation of the
coupled sloshing system in non-shallow depth
The quasi-Newton method approach presented in Chapter 6 provides a good approach for
solving the non-shallow water problem in the Lagrangian particle path setting but it also
identifies underlying issues of this numerical approach. We find that this approach struggles
to solve problems which are outside the linear regime. At least this is the case for the quasi-
Newton approach where one uses an approximated Jacobian. The analytical Jacobian is
simply too cumbersome to obtain and even so, it does not guarantee to produce a robust
numerical method. We shall now examine an alternative approach that satisfies the constraint
by solving a PDE for the pressure. Recall the continuity equation in the Eulerian frame of
reference is
ux + vy = 0 .
Differentiating with respect to time we have
utx + vty = 0 ,(
−Px
ρ
− q¨ − uux − vuy
)
x
+
(
−Py
ρ
− g − uvx − vvy
)
y
= 0 ,(
−Px
ρ
− uux − vuy
)
x
+
(
−Py
ρ
− uvx − vvy
)
y
= 0 ,(
−Px
ρ
− (u2)x − (uv)y + uux + uvy
)
x
+
(
−Py
ρ
− (uv)x − (v2)y + vux + vvy
)
y
= 0 ,(
−Px
ρ
− (u2)x − (uv)y
)
x
+
(
−Py
ρ
− (uv)x − (v2)y
)
y
= 0 .
After rearranging this equation we have
Pxx + Pyy = −ρ
(
(u2)xx + 2(uv)xy + (v
2)yy
)
, (8.2.20)
which is a Poisson equation for the pressure if the velocity fields are given. The pressure
equation (8.2.20), has the boundary conditions
P = 0 , on y = h(x, t) , (8.2.21)
Px = −ρq¨ , on x = 0, L , (8.2.22)
Py = −ρg , on y = 0 . (8.2.23)
The first boundary condition is simply the dynamic boundary condition. The other three
boundary conditions are derived by evaluating the Euler equations at the impermeable bound-
aries. The four boundary conditions for the pressure, result in a well-posed problem for the
pressure for given velocity fields.
We note that the pressure equation (8.2.20) is equivalent to the continuity equation. Hence it
can be solved to find divergence-free velocity fields. This equation is well-known in the CFD
community, and many methods have been proposed to numerically solve for the pressure
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which ensure the velocity fields are divergence-free [25]. We are interested in the Lagrangian
formulation of (8.2.20). Recall, for nondegenerate label-to-space mapping, the continuity
equation in the Lagrangian frame of reference is
(xayb − xbya)τ = wayb + xaηb − wbya − xbηa = 0 .
Following a similar procedure we differentiate this equation with respect to τ and use (6.2.17)
and (6.2.18)
(wayb + xaηb − wbya − xbηa)τ = 0 ,
wτayb + ητbxa + 2waηb − wτbya − ητaxb − 2wbηa = 0 ,(
Pbya − Payb
ρA
)
a
yb +
(
Paxb − Pbxa
ρA
)
b
xa + 2waηb
−
(
Pbya − Payb
ρA
)
b
ya −
(
Paxb − Pbxa
ρA
)
a
xb − 2wbηa = 0 ,
which, after expanding the derivatives, can be written as(
(xb)
2 + (yb)
2
)
Paa − 2 (xaxb + yayb)Pab +
(
(xa)
2 + (ya)
2
)
Pbb +K1Pa +K2Pb = 2ρ (waηb − wbηa) .
(8.2.24)
Here
K1 = xbxab + ybyab − xaxbb − yaybb + Aa
A
(
(xb)
2 + (yb)
2
)− Ab
A
(xaxb + yayb) , (8.2.25)
and
K2 = xaxab + yayab − xbxaa − ybyaa − Aa
A
(xaxb + yayb) +
Ab
A
(
(xa)
2 + (ya)
2
)
. (8.2.26)
The boundary conditions in this case, are
P = 0 , on b = H , (8.2.27)
ybPa − yaPb = −ρAqττ , on a = 0, L , (8.2.28)
xaPb − xbPa = −ρAg , on b = 0 . (8.2.29)
Notice that
qττ =
(
p
mv
− 1
mv
∫ L
0
∫ H
0
ρAw db da
)
τ
,
and therefore, equation (8.2.28) can be rewritten as
ybPa − yaPb = −ρA
mv
(
−νq + µq3 +
∫ L
0
∫ H
0
ybPa − yaPb db da
)
, on a = 0, L . (8.2.30)
These are a pair of integro-differential equations for the pressure for given q(τ) and y(a, b, τ)
from the previous iteration, and we have used the dynamic equations to replace the momenta
p(τ) and w(a, b, τ).
The solution of this problem is left for future work, but it is expected to give more consistent
results compared to the penalty method of §6.7.1.
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Appendices
A Fourier analysis for Cosine expansion
We have {cos(npix/L)|n ∈ N0} as our orthogonal basis on the real interval [a, a+L] for any
a ∈ R. Here we choose a = 0 for simplicity. Thus, for any integers n and m
∫ L
0
cos (npix/L) cos (mpix/L) dx =

0, if n 6= m,
L, if n = m = 0 ,
1
2
L, if n = m 6= 0 .
(A.1)
This can be readily proved by considering different cases of n and m.
For n 6= m, we have∫ L
0
cos (npix/L) cos (mpix/L) dx =
1
2
∫ L
0
cos
(
(n−m)pix
L
)
+ cos
(
(n+m)pix
L
)
dx ,
=
1
2
[
L
(n−m)pi sin
(
(n−m)pix
L
)
+
L
(n+m)pi
sin
(
(n+m)pix
L
)]L
0
,
= 0 .
For n = m = 0, we have ∫ L
0
cos2 0 dx =
∫ L
0
1 dx ,
= L .
For n = m 6= 0, we have∫ L
0
cos2 (npix/L) dx =
1
2
∫ L
0
1 + cos
(
2npix
L
)
dx ,
=
1
2
[
x+
L
2npi
sin
(
2npix
L
)]L
0
,
=
1
2
L .
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Using the above orthogonality condition (A.1) we can represent any 2L-periodic function
f(x) as the cosine series
f(x) =
∞∑
n=0
dn cos (npix/L) , (A.2)
and we can find the coefficient dn by noting∫ L
0
f(x) cos(mpix/L) dx =
∫ L
0
∞∑
n=0
dn cos(npix/L) cos(mpix/L) dx ,
=
∞∑
n=0
dn
∫ L
0
cos(npix/L) cos(mpix/L) dx .
This leads to
d0 =
1
L
∫ L
0
f(x) dx , for m = 0 , (A.3)
dn =
2
L
∫ L
0
f(x) cos(npix/L) dx , for m = n > 0 . (A.4)
Thus for the function f(x) = x in (2.2.30), we have
d0 =
1
L
∫ L
0
x dx =
1
2
L , (A.5)
dn =
2
L
∫ L
0
x cos(npix/L) dx =
2L
n2pi2
(cos(npi)− 1) , n > 0 . (A.6)
Materials used here are included in [4] where more details are available.
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B Orthogonality of the vertical eigenfunctions
For the vertical eigenfunctions ψ0 and ψn for n = 1, 2, · · · , given in (2.2.64) we can show that
they form an orthogonal basis on the real interval [0, H], as∫ H
0
ψ0ψn dy =A0An
∫ H
0
cosh(k0y) cos(kny) dy ,
=A0An
∫ H
0
cos(ik0y) cos(kny) dy ,
=A0An
(
sin((ik0 − kn)H)
2(ik0 − kn) +
sin((ik0 + kn)H)
2(ik0 + kn)
)
,
=
A0Anω
2(cos(ik0H) sin(knH) + sin(ik0H) cos(knH))
2g(k20 + k
2
n)
×
sin(ik0H) cos(knH)− cos(ik0H) sin(knH) + cos(ik0H) sin(knH)− sin(ik0H) cos(knH)
sin(ik0H) sin(knH)
,
=0 ,
where we have used (2.2.63) to substitute for k0 and kn.
We also need to prove that ψn and ψm are orthogonal on [0, H] for n 6= m, thus∫ H
0
ψnψm dy =AnAm
∫ H
0
cos(kny) cos(kmy) dy ,
=AnAm
(
sin((kn − km)H)
2(kn − km) +
sin((kn + km)H)
2(kn + km)
)
,
=
AnAmω
2(cos(knH) sin(kmH) + sin(knH) cos(kmH))
2g(k2n − k2m)
×
sin(knH) cos(kmH)− cos(knH) sin(kmH) + cos(knH) sin(kmH)− sin(knH) cos(kmH)
sin(knH) sin(kmH)
,
=0 ,
where we have again used (2.2.63) to substitute for kn and km. Then using the normalisation
(2.2.66), we conclude that the set of functions {ψn(y)|n ∈ N0} forms an orthonormal basis
on [0, H].
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C The 2-vessel characteristic equation via the vertical
eigenfunction expansion
The solution in terms of vertical eigenfunctions follows the approach laid out in §2.2.2, with
the main difference being the coupled vessel equations which in terms of the new velocity
potentials
Φi(xi, yi, t) = φi(xi, yi, t) + q˙i(t)
(
xi − Li
2
)
, for i = 1, 2 , (C.1)
are
−ω2m[1]v q̂1 + (ν1 + ν2)q̂1 = ρ1ω
∫ H1
0
(
Φ̂1(L1, y1)− Φ̂1(0, y1)
)
dy1 , (C.2)
−ω2m[2]v q̂1 + (ν3 + ν2)q̂2 = ρ2ω
∫ H2
0
(
Φ̂2(L2, y2)− Φ̂2(0, y2)
)
dy2 . (C.3)
Integrating the right-hand side and seeking a non-trivial solution to this system leads to the
characteristic equation of the anti-symmetric modes for the 2-vessel problem
DV2 (ω) = (−ω2m[1]v + ν1 + ν2 − F˜1(ω))(−ω2m[2]v + ν3 + ν2 − F˜2(ω))− ν22 , (C.4)
where, for i = 1, 2, we have
F˜i =
2ω2m
[i]
f
Li

(
a
[i]
0
)2
k
[i]
0
tan
(
k
[i]
0 Li
2
)
+
∞∑
n=1
(
a
[i]
n
)2
k
[i]
n
tanh
(
k
[i]
n Li
2
) , (C.5)
and
k
[i]
0 tanh
(
k
[i]
0 Hi
)− ω2
g
= 0 , k[i]n tan
(
k[i]n Hi
)
+
ω2
g
= 0 . (C.6)
The general characteristic equation can be found by following a similar procedure used to
obtain (2.2.90). We have a system of equations for two free parameters C
[1]
0 , C
[2]
0 and the
amplitude of each vessel q̂1, q̂2 of the form
Aq̂ = 0 , (C.7)
where q̂ =
(
C
[1]
0 , C
[2]
0 , q̂1, q̂2
)T
, and
A =
2k
[1]
0 sin
(
k
[1]
0 L1
2
)
cos
(
k
[1]
0 L1
2
)
0 2ωa
[1]
0 sin
2
(
k
[1]
0 L1
2
)
0
0 2k
[2]
0 sin
(
k
[2]
0 L2
2
)
cos
(
k
[2]
0 L2
2
)
0 2ωa
[2]
0 sin
2
(
k
[2]
0 L2
2
)
2ρ1ωa
[1]
0 H1 sin
2
(
k
[1]
0 L1
2
)
0 Θ1 −ν2
0 2ρ2ωa
[2]
0 H2 sin
2
(
k
[2]
0 L2
2
)
−ν2 Θ2

,
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where
Θi = −ω2m[i]v +νi+νi+1−2ρiω2Hi

(
a
[i]
0
)2
k
[i]
0
sin
(
k
[i]
0 Li
2
)
cos
(
k
[i]
0 Li
2
)
+
∞∑
n=1
(
a
[i]
n
)2
k
[i]
n
tanh
(
k
[i]
n Li
2
) .
For non-trivial C
[1]
0 , C
[2]
0 , q̂1 and q̂2 values we require
det (A) =
(
2k
[1]
0 Θ1 sin
(
k
[1]
0 L1
2
)
cos
(
k
[1]
0 L1
2
)
− 4ρ1ω2
(
a
[1]
0
)2
H1 sin
4
(
k
[1]
0 L1
2
))
×
(
2k
[2]
0 Θ2 sin
(
k
[2]
0 L2
2
)
cos
(
k
[2]
0 L2
2
)
− 4ρ2ω2
(
a
[2]
0
)2
H2 sin
4
(
k
[2]
0 L2
2
))
− 4k[1]0 k[2]0 ν22 sin
(
k
[1]
0 L1
2
)
cos
(
k
[1]
0 L1
2
)
sin
(
k
[2]
0 L2
2
)
cos
(
k
[2]
0 L2
2
)
= 0 .
Following a similar argument to the 1-vessel case, the above expression can be simplified into
the form
PV2 (ω)D
V
2 (ω) = 0 , (C.8)
where DV2 (ω) is given by (C.4) and P
V
2 (ω) = P
V(1)
2 (ω)P
V(2)
2 (ω) with
P
V(1)
2 (ω) = sin
(
k
[1]
0 L1
2
)
, P
V(2)
2 (ω) = sin
(
k
[2]
0 L2
2
)
. (C.9)
The general solutions for the velocity potentials are then given by
Φ̂i(xi, yi) =a
[i]
0 k
[i]
0 HiC
[i]
0
cosh(k
[i]
0 yi)
sinh(k
[i]
0 Hi)
cos(k
[i]
0 xi) + ωHiq̂i
[(
a
[i]
0
)2
cosh(k
[i]
0 yi)
sinh(k
[i]
0 Hi)
sin(k
[i]
0 xi)
+
∞∑
n=1
(
a
[i]
n
)2
cos(k
[i]
n yi)
sin(k
[i]
n Hi)
(
sinh(k[i]n xi)− tanh
(
k
[i]
n Li
2
)
cosh(k[i]n xi)
)]
,
(C.10)
for i = 1, 2.
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D Series summations in the shallow-water limit
An exact expression for
∞∑
n=0
1
γ2n
=
∞∑
n=0
1
(2n+ 1)2pi2
,
can be found by considering the Fourier series expansion of |x| on the interval x ∈ [−pi, pi].
We can write
|x| = A0 +
∞∑
n=1
An cos (nx) ,
where
A0 =
1
2pi
∫ pi
−pi
|x| dx = pi
2
,
An =
1
pi
∫ pi
−pi
|x| cos (nx) dx = 2 (cos (npi)− 1)
n2pi
,
and hence
|x| = pi
2
− 4
∞∑
n=0
cos ((2n+ 1)x)
(2n+ 1)2pi
, (D.1)
as the n even terms are all zero. Evaluating this Fourier series at x = 0 gives
0 =
pi
2
− 4
∞∑
n=0
1
(2n+ 1)2pi
, (D.2)
and so ∞∑
n=0
1
(2n+ 1)2pi2
=
1
8
. (D.3)
We also use Fourier analysis to determine an exact expression for
∞∑
n=0
1
γ2n − 4s2
=
∞∑
n=0
1
(2n+ 1)2pi2 − 4s2 .
This time we approximate the function cos(sx) on the interval x ∈ [−1, 1], with the Fourier
series
cos(sx) = Â0 +
∞∑
n=1
Ân cos (npix) ,
where
Â0 =
1
2
∫ 1
−1
cos(sx) dx =
sin(s)
s
,
Ân =
∫ 1
−1
cos(sx) cos (npix) dx = −2s cos(npi) sin(s)
n2pi2 − s2 ,
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and hence
cos(sx) =
sin(s)
s
−
∞∑
n=1
2s(−1)n sin(s) cos (npix)
n2pi2 − s2 . (D.4)
Evaluating this Fourier series at x = 1 gives
cos(s) =
sin(s)
s
−
∞∑
n=1
2s sin(s)
n2pi2 − s2 , (D.5)
while dividing both sides of this expression by sin(s), we end up with
cot(s) =
1
s
−
∞∑
n=1
2s
n2pi2 − s2 . (D.6)
Note that
cot(s)− 2 cot(2s) = 1
s
−
∞∑
n=1
2s
n2pi2 − s2 −
1
s
+
∞∑
n=1
8s
n2pi2 − 4s2 ,
= −
∞∑
n=1
2s
n2pi2 − s2 +
∞∑
n=1
8s
n2pi2 − 4s2 ,
= −
∞∑
n=1
2s
n2pi2 − s2 +
∞∑
n=1
8s
(2n)2pi2 − 4s2 +
∞∑
n=0
8s
(2n+ 1)2pi2 − 4s2 ,
=
∞∑
n=0
8s
(2n+ 1)2pi2 − 4s2 .
Therefore, by using the identity tan s = cot s− 2 cot(2s) we have shown that
∞∑
n=0
1
(2n+ 1)2pi2 − 4s2 =
tan s
8s
. (D.7)
Using identities (D.3) and (D.7), in (3.4.2) we have
∞∑
n=0
1
(γ2n − 4s2) γ2n
=
∞∑
n=0
[
1
4s2 (γ2n − 4s2)
− 1
4s2γ2n
]
=
1
32s2
(
tan s
s
− 1
)
. (D.8)
Using a similar approach we can prove the identity (3.4.4). Materials used here are included
in [4, 40] where more details are available.
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E Amplitude coefficient and the internal resonance con-
dition for the N-vessel system with identical vessels
The non-dimensional characteristic polynomial for a symmetric system of N vessels is given
by
DN(s) = ÂN =
∣∣∣ÂN ∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣∣
G1 + ξ −G1 0 . . . 0
−G1 G1 + ξ −G1 . . . ...
0 −G1 . . . . . . 0
...
. . . . . . . . . −G1
0 . . . 0 −G1 G1 + ξ
∣∣∣∣∣∣∣∣∣∣∣∣
= 0 ,
where
ξ = G1 − (R1 + 1)s2 − 32s4
∞∑
n=0
T
(1)
n
γ3n(γnT
(1)
n − 4δ1s2)
.
We note that the matrix ÂN is a tridiagonal Toeplitz matrix, and [58, 43] showed the eigen-
values of a tridiagonal Toeplitz matrix
M =

a c 0 . . . 0
b a c
. . .
...
0 b
. . . . . . 0
...
. . . . . . . . . c
0 . . . 0 b a
 ,
are given by
λj = a− 2
√
bc cos
(
jpi
N + 1
)
,
for j = 1, . . . , N . Hence, by using the fact that the determinant of a matrix is equal to
the product of all its eigenvalues, the characteristic polynomial of ÂN has the analytical
expression
ÂN =
N∏
j=1
(
ξ +G1
(
1− 2 cos
(
jpi
N + 1
)))
. (E.1)
Recall the amplitude ratio between vessel 1 and vessel 2 is given by
ĉ2 =
G1 + ξ
G1
,
which leads to
G1
N∏
j=1
(
ĉ2 − 2 cos
(
jpi
N + 1
))
= 0 ,
and thus
ĉ
(j)
2 = 2 cos
(
jpi
N + 1
)
. (E.2)
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From the relation (4.2.18) we can write down a linear second order difference equation for
the general ratio ĉn
ĉn = ĉ
(j)
2 ĉn−1 − ĉn−2 , (E.3)
where ĉ
(j)
2 is given by (E.2). Equation (E.3) can be solved exactly. By using the boundary
conditions
ĉ1 = 1 , ĉ2 = 2 cos
(
jpi
N + 1
)
,
the general solution of (E.3) is given by
ĉ(j)n = cos
(
(n− 1)jpi
N + 1
)
+ cot
(
jpi
N + 1
)
sin
(
(n− 1)jpi
N + 1
)
,
which can be simplified to
ĉ(j)n =
sin
(
jnpi
N+1
)
sin
(
jpi
N+1
) . (E.4)
Now suppose G2 6= G1, the characteristic polynomial in this case becomes∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
G2 + ξ −G2 0 0 . . . 0
−G2 G2 + ξ −G1 0 . . . ...
0 −G1 G1 + ξ −G1 . . . 0
0 0 −G1 G1 + ξ . . . 0
...
...
. . . . . . . . . −G1
0 0 . . . 0 −G1 G1 + ξ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0 .
By expanding along the top row and then repeating the process, leads to
(2G2 + ξ) ξÂN−2 −G21 (G2 + ξ) ÂN−3 = 0 .
Rearranging for G2, gives the resonance condition
G2 =
ξ
(
ξÂN−2 −G21ÂN−3
)
2ξÂN−2 −G21ÂN−3
. (E.5)
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F Discretised 2-vessel shallow-water system for implicit
midpoint rule
The components of f(z) for the fully discretised 2-vessel sloshing system in the shallow-water
limit using implicit midpoint rule are given by
f (1) =q1(τn+1)− q1(τn)−∆τ
(
1
m
[1]
v
p1
[n
2
]
− 1
m
[1]
v
σ1
[n
2
])
, (F.1)
f (2) =x
(2)
1 (τn+1)− x(2)1 (τn)−∆τ
(
w
(2)
1
[n
2
]
− 1
m
[1]
v
p1
[n
2
]
+
1
m
[1]
v
σ1
[n
2
])
, (F.2)
...
f (N1) =x
(N1)
1 (τn+1)− x(N1)1 (τn)−∆τ
(
w
(N1)
1
[n
2
]
− 1
m
[1]
v
p1
[n
2
]
+
1
m
[1]
v
σ1
[n
2
])
, (F.3)
f (N1+1) =p1(τn+1)− p1(τn)−∆τ
(
− ν1q1
[n
2
]
+ ν2
(
q2
[n
2
]
− q1
[n
2
])
+ µ1
(
q1
[n
2
])3
− µ2
(
q2
[n
2
]
− q1
[n
2
])3)
, (F.4)
f (N1+2) =w
(2)
1 (τn+1)− w(2)1 (τn)−∆τ
g∆a1
4G
(2)
1
( (
G
(1)
1
)2
+
(
G
(2)
1
)2
(
x
(2)
1
[
n
2
]− x(1)1 [n2 ])2
−
(
G
(2)
1
)2
+
(
G
(3)
1
)2
(
x
(3)
1
[
n
2
]− x(2)1 [n2 ])2
)
, (F.5)
...
f (2N1) =w
(N1)
1 (τn+1)− w(N1)1 (τn)−∆τ
g∆a1
4G
(N1)
1
( (
G
(N1−1)
1
)2
+
(
G
(N1)
1
)2
(
x
(N1)
1
[
n
2
]− x(N1−1)1 [n2 ])2
−
(
G
(N1)
1
)2
+
(
G
(N1+1)
1
)2
(
x
(N1+1)
1
[
n
2
]− x(N1)1 [n2 ])2
)
, (F.6)
f (2N1+1) =q2(τn+1)− q1(τn)−∆τ
(
1
m
[2]
v
p2
[n
2
]
− 1
m
[2]
v
σ2
[n
2
])
, (F.7)
f (2N1+2) =x22(τn+1)− x22(τn)−∆τ
(
w22
[n
2
]
− 1
m
[2]
v
p2
[n
2
]
+
1
m
[2]
v
σ2
[n
2
])
, (F.8)
...
f (2N1+N2) =x
(N2)
2 (τn+1)− x(N2)2 (τn)−∆τ
(
w
(N2)
2
[n
2
]
− 1
m
[2]
v
p2
[n
2
]
+
1
m
[2]
v
σ2
[n
2
])
, (F.9)
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f 2N1+N2+1 =p2(τn+1)− p2(τn)−∆τ
(
− ν3q2
[n
2
]
− ν2
(
q2
[n
2
]
− q1
[n
2
])
+ µ3
(
q2
[n
2
])3
+ µ2
(
q2
[n
2
]
− q1
[n
2
])3)
, (F.10)
f (2N1+N2+2) =w
(2)
2 (τn+1)− w(2)2 (τn)−∆τ
g∆a2
4G
(2)
2
( (
G
(1)
2
)2
+
(
G
(2)
2
)2
(
x
(2)
2
[
n
2
]− x(1)2 [n2 ])2
−
(
G
(2)
2
)2
+
(
G
(3)
2
)2
(
x
(3)
2
[
n
2
]− x(2)2 [n2 ])2
)
, (F.11)
...
f (2N1+2N2) =w
(N2)
2 (τn+1)− w(N2)2 (τn)−∆τ
g∆a2
4G
(N2)
2
( (
G
(N2−1)
2
)2
+
(
G
(N2)
2
)2
(
x
(N2)
2
[
n
2
]− x(N2−1)2 [n2 ])2
−
(
G
(N2)
2
)2
+
(
G
(N2+1)
2
)2
(
x
(N2+1)
2
[
n
2
]− x(N2)2 [n2 ])2
)
, (F.12)
where
σi
[n
2
]
=
γi
1 + γi
pi
[n
2
]
+
ρi∆ai
1 + γi
Ni∑
j=2
w
(j)
i
[n
2
]
G
(j)
i , (F.13)
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for i = 1, 2. Therefore, the 2(N1 +N2)× 2(N1 +N2) Jacobian matrix J , which corresponds
to the system of equations f (z(τn+1)), is written as
J (z ) =
J
(1)
1 J
(2)
1 . . . J
(N)
1 J
(N+1)
1 J
(N+2)
1 . . . J
(2N)
1 J
(2N+1)
1 J
(2N+2)
1 . . . J
(3N)
1 J
(3N+1)
1 J
(3N+2)
1 . . . J
(4N)
1
J
(1)
2 J
(2)
2 . . . J
(N)
2 J
(N+1)
2 J
(N+2)
2 . . . J
(2N)
2 J
(2N+1)
2 J
(2N+2)
2 . . . J
(3N)
2 J
(3N+1)
2 J
(3N+2)
2 . . . J
(4N)
2
...
. . .
...
. . .
...
. . .
...
. . .
J
(1)
N J
(2)
N . . . J
(N)
N J
(N+1)
N J
(N+2)
N . . . J
(2N)
N J
(2N+1)
N J
(2N+2)
N . . . J
(3N)
N J
(3N+1)
N J
(3N+2)
N . . . J
(4N)
N
J
(1)
N+1 J
(2)
N+1 . . . J
(N)
N+1 J
(N+1)
N+1 J
(N+2)
N+1 . . . J
(2N)
N+1 J
(2N+1)
N+1 J
(2N+2)
N+1 . . . J
(3N)
N+1 J
(3N+1)
N+1 J
(3N+2)
N+1 . . . J
(4N)
N+1
J
(1)
N+2 J
(2)
N+2 . . . J
(N)
N+2 J
(N+1)
N+2 J
(N+2)
N+2 . . . J
(2N)
N+2 J
(2N+1)
N+2 J
(2N+2)
N+2 . . . J
(3N)
N+2 J
(3N+1)
N+2 J
(3N+2)
N+2 . . . J
(4N)
N+2
...
. . .
...
. . .
...
. . .
...
. . .
J
(1)
2N J
(2)
2N . . . J
(N)
2N J
(N+1)
2N J
(N+2)
2N . . . J
(2N)
2N J
(2N+1)
2N J
(2N+2)
2N . . . J
(3N)
2N J
(3N+1)
2N J
(3N+2)
2N . . . J
(4N)
2N
J
(1)
2N+1 J
(2)
2N+1 . . . J
(N)
2N+1 J
(N+1)
2N+1 J
(N+2)
2N+1 . . . J
(2N)
2N+1 J
(2N+1)
2N+1 J
(2N+2)
2N+1 . . . J
(3N)
2N+1 J
(3N+1)
2N+1 J
(3N+2)
2N+1 . . . J
(4N)
2N+1
J
(1)
2N+2 J
(2)
2N+2 . . . J
(N)
2N+2 J
(N+1)
2N+2 J
(N+2)
2N+2 . . . J
(2N)
2N+2 J
(2N+1)
2N+2 J
(2N+2)
2N+2 . . . J
(3N)
2N+2 J
(3N+1)
2N+2 J
(3N+2)
2N+2 . . . J
(4N)
2N+2
...
. . .
...
. . .
...
. . .
...
. . .
J
(1)
3N J
(2)
3N . . . J
(N)
3N J
(N+1)
3N J
(N+2)
3N . . . J
(2N)
3N J
(2N+1)
3N J
(2N+2)
3N . . . J
(3N)
3N J
(3N+1)
3N J
(3N+2)
3N . . . J
(4N)
3N
J
(1)
3N+1 J
(2)
3N+1 . . . J
(N)
3N+1 J
(N+1)
3N+1 J
(N+2)
3N+1 . . . J
(2N)
3N+1 J
(2N+1)
3N+1 J
(2N+2)
3N+1 . . . J
(3N)
3N+1 J
(3N+1)
3N+1 J
(3N+2)
3N+1 . . . J
(4N)
3N+1
J
(1)
3N+2 J
(2)
3N+2 . . . J
(N)
3N+2 J
(N+1)
3N+2 J
(N+2)
3N+2 . . . J
(2N)
3N+2 J
(2N+1)
3N+2 J
(2N+2)
3N+2 . . . J
(3N)
3N+2 J
(3N+1)
3N+2 J
(3N+2)
3N+2 . . . J
(4N)
3N+2
...
. . .
...
. . .
...
. . .
...
. . .
J
(1)
4N J
(2)
4N . . . J
(N)
4N J
(N+1)
4N J
(N+2)
4N . . . J
(2N)
4N J
(2N+1)
4N J
(2N+2)
4N . . . J
(3N)
4N J
(3N+1)
4N J
(3N+2)
4N . . . J
(4N)
4N

,
where we have used the shorthand z to denote z(τn+1), and the elements of the Jacobian J
are given by
J
(1)
1 =
∂f (1)
∂q1
=1 ,
J
(j)
1 =
∂f (1)
∂x
(j)
1
=0 , for j = 2, . . . , N ,
J
(N+1)
1 =
∂f (1)
∂p1
=−∆τ 1
2m
[1]
v
(
1− γ1
1 + γ1
)
,
J
(N+j)
1 =
∂f (1)
∂w
(j)
1
=∆τ
1
2m
[1]
v (1 + γ1)
ρ1G
(j)
1 ∆a1 , for j = 2, . . . , N ,
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J
(2N+1)
1 =
∂f (1)
∂q2
=0 ,
J
(2N+j)
1 =
∂f (1)
∂x
(j)
2
=0 , for j = 2, . . . , N ,
J
(3N+1)
1 =
∂f (1)
∂p2
=0 ,
J
(3N+j)
1 =
∂f (1)
∂w
(j)
2
=0 , for j = 2, . . . , N ,
J
(1)
k =
∂f (k)
∂q1
=0 , for k = 2, . . . , N ,
J
(j)
k =
∂f (k)
∂x
(j)
1
=δjk , for j and k = 2, . . . , N ,
J
(N+1)
k =
∂f (k)
∂p1
=∆τ
1
2m
[1]
v
(
1− γ1
1 + γ1
)
, for k = 2, . . . , N ,
J
(N+j)
k =
∂f (k)
∂w
(j)
1
=−∆τ
(
1
2
δjk +
1
2m
[1]
v (1 + γ1)
ρ1G
(j)
1 ∆a1
)
, for j and k = 2, . . . , N ,
J
(2N+1)
k =
∂f (k)
∂q2
=0 , for k = 2, . . . , N ,
J
(2N+j)
k =
∂f (k)
∂x
(j)
2
=0 , for j and k = 2, . . . , N ,
J
(3N+1)
k =
∂f (k)
∂p2
=0 , for k = 2, . . . , N ,
J
(3N+j)
k =
∂f (k)
∂w
(j)
2
=0 , for j and k = 2, . . . , N ,
J
(1)
N+1 =
∂f (N+1)
∂q1
=∆τ
(
ν1
2
+
ν2
2
− 3µ1
2
(
q1
[n
2
])2
− 3µ2
2
(
q2
[n
2
]
− q1
[n
2
])2)
,
J
(j)
N+1 =
∂f (N+1)
∂x
(j)
1
=0 , for j = 2, . . . , N ,
J
(N+1)
N+1 =
∂f (N+1)
∂p1
=1 ,
J
(N+j)
N+1 =
∂f (N+1)
∂w
(j)
1
=0 , for j = 2, . . . , N ,
J
(2N+1)
N+1 =
∂f (N+1)
∂q2
=−∆τ
(
ν2
2
− 3µ2
2
(
q2
[n
2
]
− q1
[n
2
])2)
,
J
(2N+j)
N+1 =
∂f (N+1)
∂x
(j)
2
=0 , for j = 2, . . . , N ,
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J
(3N+1)
N+1 =
∂f (N+1)
∂p2
=0 ,
J
(3N+j)
N+1 =
∂f (N+1)
∂w
(j)
2
=0 , for j = 2, . . . , N ,
J
(1)
N+k =
∂f (N+k)
∂q1
=0 , for k = 2, . . . , N ,
J
(j)
N+k =
∂f (N+k)
∂x
(j)
1
=

−∆τ
g∆a1
((
G
(k−1)
1
)2
+
(
G
(k)
1
)2)
4G
(k)
1
(
x
(k)
1
[
n
2
]− x(k−1)1 [n2 ])3 , if j = k − 1,
∆τ
g∆a1
4G
(k)
1

(
G
(k−1)
1
)2
+
(
G
(k)
1
)2
(
x
(k)
1
[
n
2
]− x(k−1)1 [n2 ])3 +
(
G
(k)
1
)2
+
(
G
(k+1)
1
)2
(
x
(k+1)
1
[
n
2
]− x(k)1 [n2 ])3
 , if j = k,
−∆τ
g∆a1
((
G
(k)
1
)2
+
(
G
(k+1)
1
)2)
4G
(k)
1
(
x
(k+1)
1
[
n
2
]− x(k)1 [n2 ])3 , if j = k + 1,
for k = 2, . . . , N ,
J
(N+1)
N+k =
∂f (N+k)
∂p1
=0 , for k = 2, . . . , N ,
J
(N+j)
N+k =
∂f (N+k)
∂w
(j)
1
=δjk , for j and k = 2, . . . , N ,
J
(2N+1)
N+k =
∂f (N+k)
∂q2
=0 , for k = 2, . . . , N ,
J
(2N+j)
N+k =
∂f (N+k)
∂x
(j)
2
=0 , for j and k = 2, . . . , N ,
J
(3N+1)
N+k =
∂f (N+k)
∂p2
=0 , for k = 2, . . . , N ,
J
(3N+j)
N+k =
∂f (N+k)
∂w
(j)
2
=0 , for j and k = 2, . . . , N ,
J
(1)
2N+1 =
∂f (2N+1)
∂q1
=0 ,
J
(j)
2N+1 =
∂f (2N+1)
∂x
(j)
1
=0 , for j = 2, . . . , N ,
J
(N+1)
2N+1 =
∂f (2N+1)
∂p1
=0 ,
J
(N+j)
2N+1 =
∂f (2N+1)
∂w
(j)
1
=0 , for j = 2, . . . , N ,
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J
(2N+1)
2N+1 =
∂f (2N+1)
∂q2
=1 ,
J
(2N+j)
2N+1 =
∂f (2N+1)
∂x
(j)
2
=0 , for j = 2, . . . , N ,
J
(3N+1)
2N+1 =
∂f (2N+1)
∂p2
=−∆τ 1
2m
[2]
v
(
1− γ2
1 + γ2
)
,
J
(3N+j)
2N+1 =
∂f (2N+1)
∂w
(j)
2
=∆τ
1
2m
[2]
v (1 + γ2)
ρ2G
(j)
2 ∆a2 , for j = 2, . . . , N ,
J
(1)
2N+k =
∂f (2N+k)
∂q1
=0 , for k = 2, . . . , N ,
J
(j)
2N+k =
∂f (2N+k)
∂x
(j)
1
=0 , for j and k = 2, . . . , N ,
J
(N+1)
2N+k =
∂f (2N+k)
∂p1
=0 , for k = 2, . . . , N ,
J
(N+j)
2N+k =
∂f (2N+k)
∂w
(j)
1
=0 , for j and k = 2, . . . , N ,
J
(2N+1)
2N+k =
∂f (2N+k)
∂q2
=0 , for k = 2, . . . , N ,
J
(2N+j)
2N+k =
∂f (2N+k)
∂x
(j)
2
=δjk , for j and k = 2, . . . , N ,
J
(3N+1)
2N+k =
∂f (2N+k)
∂p2
=∆τ
1
2m
[2]
v
(
1− γ2
1 + γ2
)
, for k = 2, . . . , N ,
J
(3N+j)
2N+k =
∂f (2N+k)
∂w
(j)
2
=−∆τ
(
1
2
δjk +
1
2m
[2]
v (1 + γ2)
ρ2G
(j)
2 ∆a2
)
, for j and k = 2, . . . , N ,
J
(1)
3N+1 =
∂f (3N+1)
∂q1
=−∆τ
(
ν2
2
− 3µ2
2
(
q2
[n
2
]
− q1
[n
2
])2)
,
J
(j)
3N+1 =
∂f (3N+1)
∂x
(j)
1
=0 , for j = 2, . . . , N ,
J
(N+1)
3N+1 =
∂f (3N+1)
∂p1
=0 ,
J
(N+j)
3N+1 =
∂f (3N+1)
∂w
(j)
1
=0 , for j = 2, . . . , N ,
J
(2N+1)
3N+1 =
∂f (3N+1)
∂q2
=∆τ
(
ν3
2
+
ν2
2
− 3µ3
2
(
q2
[n
2
])2
− 3µ2
2
(
q2
[n
2
]
− q1
[n
2
])2)
,
J
(2N+j)
3N+1 =
∂f (3N+1)
∂x
(j)
2
=0 , for j = 2, . . . , N ,
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J
(3N+1)
3N+1 =
∂f (3N+1)
∂p2
=1 ,
J
(3N+j)
3N+1 =
∂f (3N+1)
∂w
(j)
2
=0 , for j = 2, . . . , N ,
J
(1)
3N+k =
∂f (3N+k)
∂q1
=0 , for k = 2, . . . , N ,
J
(j)
3N+k =
∂f (3N+k)
∂x
(j)
1
=0 , for j and k = 2, . . . , N ,
J
(N+1)
3N+k =
∂f (3N+k)
∂p1
=0 , for k = 2, . . . , N ,
J
(N+j)
3N+k =
∂f (3N+k)
∂w
(j)
1
=0 , for j and k = 2, . . . , N ,
J
(2N+1)
3N+k =
∂f (3N+k)
∂q2
=0 , for k = 2, . . . , N ,
J
(2N+j)
3N+k =
∂f (3N+k)
∂x
(j)
2
=

−∆τ
g∆a2
((
G
(k−1)
2
)2
+
(
G
(k)
2
)2)
4G
(k)
2
(
x
(k)
2
[
n
2
]− x(k−1)2 [n2 ])3 , if j = k − 1,
∆τ
g∆a2
4G
(k)
2

(
G
(k−1)
2
)2
+
(
G
(k)
2
)2
(
x
(k)
2
[
n
2
]− x(k−1)2 [n2 ])3 +
(
G
(k)
2
)2
+
(
G
(k+1)
2
)2
(
x
(k+1)
2
[
n
2
]− x(k)2 [n2 ])3
 , if j = k,
−∆τ
g∆a2
((
G
(k)
2
)2
+
(
G
(k+1)
2
)2)
4G
(k)
2
(
x
(k+1)
2
[
n
2
]− x(k)2 [n2 ])3 , if j = k + 1,
for k = 2, . . . , N ,
J
(3N+1)
3N+k =
∂f (3N+k)
∂p2
=0 , for k = 2, . . . , N ,
J
(3N+j)
3N+k =
∂f (3N+k)
∂w
(j)
2
=δjk , for j and k = 2, . . . , N ,
where we have assumed that N1 = N2, and δjk is the Kronecker delta function
δjk =
{
0 , if j 6= k,
1 , if j = k,
. (F.14)
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G Derivation of the semi-discretised equations of the
1-vessel non-shallow water sloshing system via the
discretised Hamiltonian’s principle
For the functional
F (x, y, P ) =
∫ L
0
∫ H
0
P (xayb − xbya − A) db da , (G.1)
the forward-forward difference scheme is given by
F ff(x,y,P ) =
M∑
i=1
N∑
j=1
P
(i)
j

(
x
(i)
j+1 − x(i)j
)(
y
(i+1)
j − y(i)j
)
∆a∆b
−
(
y
(i)
j+1 − y(i)j
)(
x
(i+1)
j − x(i)j
)
∆a∆b
− A(i)j
∆a∆b .
(G.2)
Taking the variation in x and y directions only, leads to
δF ff =
d
ds
∣∣∣∣
s=0
F ff(x+ sx̂,y + sŷ,P )
=
d
ds
∣∣∣∣
s=0
M∑
i=1
N∑
j=1
P
(i)
j

((
x
(i)
j+1 + sx̂
(i)
j+1
)
−
(
x
(i)
j + sx̂
(i)
j
))((
y
(i+1)
j + sŷ
(i+1)
j
)
−
(
y
(i)
j + sŷ
(i)
j
))
∆a∆b
−
((
y
(i)
j+1 + sŷ
(i)
j+1
)
−
(
y
(i)
j + sŷ
(i)
j
))((
x
(i+1)
j + sx̂
(i+1)
j
)
−
(
x
(i)
j + sx̂
(i)
j
))
∆a∆b
− A(i)j
∆a∆b ,
=
M∑
i=1
N∑
j=1
P
(i)
j
((
x̂
(i)
j+1 − x̂(i)j
)(
y
(i+1)
j − y(i)j
)
+
(
x
(i)
j+1 − x(i)j
)(
ŷ
(i+1)
j − ŷ(i)j
)
−
(
ŷ
(i)
j+1 − ŷ(i)j
)(
x
(i+1)
j − x(i)j
)
−
(
y
(i)
j+1 − y(i)j
)(
x̂
(i+1)
j − x̂(i)j
))
,
=
M∑
i=1
N∑
j=1
P
(i)
j
(
x̂
(i)
j
(
y
(i)
j+1 − y(i)j − y(i+1)j + y(i)j
)
+ ŷ
(i)
j
(
x
(i+1)
j − x(i)j − x(i)j+1 + x(i)j
)
+ x̂
(i)
j+1
(
y
(i+1)
j − y(i)j
)
− ŷ(i)j+1
(
x
(i+1)
j − x(i)j
)
− x̂(i+1)j
(
y
(i)
j+1 − y(i)j
)
+ ŷ
(i+1)
j
(
x
(i)
j+1 − x(i)j
))
.
Now we shift the indices in the summations and split the integral such that the free variations
x̂
(i)
j and ŷ
(i)
j are the subjects of the summations. We do this to separate the interior, the
boundary and the corner points
δF ff =
M∑
i=1
N∑
j=1
[
P
(i)
j
(
x̂
(i)
j
(
y
(i)
j+1 − y(i+1)j
)
+ ŷ
(i)
j
(
x
(i+1)
j − x(i)j+1
))]
+
M∑
i=1
N+1∑
j=2
[
P
(i)
j−1
(
x̂
(i)
j
(
y
(i+1)
j−1 − y(i)j−1
)
− ŷ(i)j
(
x
(i+1)
j−1 − x(i)j−1
))]
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+
M+1∑
i=2
N∑
j=1
[
P
(i−1)
j
(
−x̂(i)j
(
y
(i−1)
j+1 − y(i−1)j
)
+ ŷ
(i)
j
(
x
(i−1)
j+1 − x(i−1)j
))]
,
which can be rewritten as
M∑
i=2
N∑
j=2
[
x̂
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
y
(i)
j+1 − y(i+1)j
)
+ P
(i)
j−1
(
y
(i+1)
j−1 − y(i)j−1
)
− P (i−1)j
(
y
(i−1)
j+1 − y(i−1)j
))
+ ŷ
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
x
(i+1)
j − x(i)j+1
)
− P (i)j−1
(
x
(i+1)
j−1 − x(i)j−1
)
+ P
(i−1)
j
(
x
(i−1)
j+1 − x(i−1)j
))]
+
N∑
j=2
[
x̂
(1)
j
A
(1)
j
A
(1)
j
(
P
(1)
j
(
y
(1)
j+1 − y(2)j
)
+ P
(1)
j−1
(
y
(2)
j−1 − y(1)j−1
))
− x̂(M+1)j
A
(M+1)
j
A
(M+1)
j
P
(M)
j
(
y
(M)
j+1 − y(M)j
)
+ ŷ
(1)
j
A
(1)
j
A
(1)
j
(
P
(1)
j
(
x
(2)
j − x(1)j+1
)
− P (1)j−1
(
x
(2)
j−1 − x(1)j−1
))
+ ŷ
(M+1)
j
A
(M+1)
j
A
(M+1)
j
P
(M)
j
(
x
(M)
j+1 − x(M)j
)]
+
M∑
i=2
[
x̂
(i)
1
A
(i)
1
A
(i)
1
(
P
(i)
1
(
y
(i)
2 − y(i+1)1
)
− P (i−1)1
(
y
(i−1)
2 − y(i−1)1
))
+ x̂
(i)
N+1
A
(i)
N+1
A
(i)
N+1
P
(i)
N
(
y
(i+1)
N − y(i)N
)
+ ŷ
(i)
1
A
(i)
1
A
(i)
1
(
P
(i)
1
(
x
(i+1)
1 − x(i)2
)
+ P
(i−1)
1
(
x
(i−1)
2 − x(i−1)1
))
− ŷ(i)N+1
A
(i)
N+1
A
(i)
N+1
P
(i)
N
(
x
(i+1)
N − x(i)N
)]
+ x̂
(1)
1
A
(1)
1
A
(1)
1
P
(1)
1
(
y
(1)
2 − y(2)1
)
+ x̂
(1)
N+1
A
(1)
N+1
A
(1)
N+1
P
(1)
N
(
y
(2)
N − y(1)N
)
− x̂(M+1)1
A
(M+1)
1
A
(M+1)
1
P
(M)
1
(
y
(M)
2 − y(M)1
)
+ ŷ
(1)
1
A
(1)
1
A
(1)
1
P
(1)
1
(
x
(2)
1 − x(1)2
)
− ŷ(1)N+1
A
(1)
N+1
A
(1)
N+1
P
(1)
N
(
x
(2)
N − x(1)N
)
+ ŷ
(M+1)
1
A
(M+1)
1
A
(M+1)
1
P
(M)
1
(
x
(M)
2 − x(M)1
)
.
(G.3)
The variations in red vanish due to boundary conditions (6.2.20), and we notice from the
discrete variational principle (6.3.7) that there is a difference in the form between the points
on the bottom and the left walls to the points on the top and the right walls. Furthermore,
the top right corner point is missing from the variation. This is due to the asymmetric
nature of the forward-difference scheme. Hence we also need to derive the variation using a
backward-backward approach and the mixture of the two difference schemes so that every
point has an associated governing equation with no preferred directions.
The backward-difference scheme for the functional F is given by
F bb(x,y,P ) =
M+1∑
i=2
N+1∑
j=2
P
(i)
j

(
x
(i)
j − x(i)j−1
)(
y
(i)
j − y(i−1)j
)
∆a∆b
−
(
y
(i)
j − y(i)j−1
)(
x
(i)
j − x(i−1)j
)
∆a∆b
− A(i)j
∆a∆b .
(G.4)
Following a similar procedure we arrive at
d
ds
∣∣∣∣
s=0
F bb(x+ sx̂,y + sŷ,P ) =
M+1∑
i=2
N+1∑
j=2
[
P
(i)
j
(
x̂
(i)
j
(
y
(i)
j−1 − y(i−1)j
)
+ ŷ
(i)
j
(
x
(i−1)
j − x(i)j−1
))]
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+
M∑
i=1
N+1∑
j=2
[
P
(i+1)
j
(
x̂
(i)
j
(
y
(i+1)
j − y(i+1)j−1
)
− ŷ(i)j
(
x
(i+1)
j − x(i+1)j−1
))]
+
M+1∑
i=2
N∑
j=1
[
P
(i)
j+1
(
−x̂(i)j
(
y
(i)
j+1 − y(i−1)j+1
)
+ ŷ
(i)
j
(
x
(i)
j+1 − x(i−1)j+1
))]
,
which again, can be rewritten as
M∑
i=2
N∑
j=2
[
x̂
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
y
(i)
j−1 − y(i−1)j
)
− P (i)j+1
(
y
(i)
j+1 − y(i−1)j+1
)
+ P
(i+1)
j
(
y
(i+1)
j − y(i+1)j−1
))
+ ŷ
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
x
(i−1)
j − x(i)j−1
)
+ P
(i)
j+1
(
x
(i)
j+1 − x(i−1)j+1
)
− P (i+1)j
(
x
(i+1)
j − x(i+1)j−1
))]
+
N∑
j=2
[
x̂
(1)
j
A
(1)
j
A
(1)
j
P
(2)
j
(
y
(2)
j − y(2)j−1
)
+ x̂
(M+1)
j
A
(M+1)
j
A
(M+1)
j
(
P
(M+1)
j
(
y
(M+1)
j−1 − y(M)j
)
− P (M+1)j+1
(
y
(M+1)
j+1 − y(M)j+1
))
− ŷ(1)j
A
(1)
j
A
(1)
j
P
(2)
j
(
x
(2)
j − x(2)j−1
)
+ ŷ
(M+1)
j
A
(M+1)
j
A
(M+1)
j
(
P
(M+1)
j
(
x
(M)
j − x(M+1)j−1
)
+ P
(M+1)
j+1
(
x
(M+1)
j+1 − x(M)j+1
))]
+
M∑
i=2
[
− x̂(i)1
A
(i)
1
A
(i)
1
P
(i)
2
(
y
(i)
2 − y(i−1)2
)
+ x̂
(i)
N+1
A
(i)
N+1
A
(i)
N+1
(
P
(i)
N+1
(
y
(i)
N − y(i−1)N+1
)
+ P
(i+1)
N+1
(
y
(i+1)
N+1 − y(i+1)N
))
+ ŷ
(i)
1
A
(i)
1
A
(i)
1
P
(i)
2
(
x
(i)
2 − x(i−1)2
)
+ ŷ
(i)
N+1
A
(i)
N+1
A
(i)
N+1
(
P
(i)
N+1
(
x
(i−1)
N+1 − x(i)N
)
− P (i+1)N+1
(
x
(i+1)
N+1 − x(i+1)N
))]
+ x̂
(1)
N+1
A
(1)
N+1
A
(1)
N+1
P
(2)
N+1
(
y
(2)
N+1 − y(2)N
)
− x̂(M+1)1
A
(M+1)
1
A
(M+1)
1
P
(M+1)
2
(
y
(M+1)
2 − y(M)2
)
+ x̂
(M+1)
N+1
A
(M+1)
N+1
A
(M+1)
N+1
P
(M+1)
N+1
(
y
(M+1)
N − y(M)N+1
)
− ŷ(1)N+1
A
(1)
N+1
A
(1)
N+1
P
(2)
N+1
(
x
(2)
N+1 − x(2)N
)
+ ŷ
(M+1)
1
A
(M+1)
1
A
(M+1)
1
P
(M+1)
2
(
x
(M+1)
2 − x(M)2
)
+ ŷ
(M+1)
N+1
A
(M+1)
N+1
A
(M+1)
N+1
P
(M+1)
N+1
(
x
(M)
N+1 − x(M+1)N
)
,
(G.5)
where the variations in red vanish due to boundary conditions, similar to the forward scheme.
In this case the bottom left corner point is missing, which makes sense since we are performing
the discretisation in the opposite direction.
The backward-forward-difference scheme for the functional F is given by
F bf(x,y,P ) =
M+1∑
i=2
N∑
j=1
P
(i)
j

(
x
(i)
j+1 − x(i)j
)(
y
(i)
j − y(i−1)j
)
∆a∆b
−
(
y
(i)
j+1 − y(i)j
)(
x
(i)
j − x(i−1)j
)
∆a∆b
− A(i)j
∆a∆b .
(G.6)
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Following a similar procedure we arrive at
d
ds
∣∣∣∣
s=0
F bf(x+ sx̂,y + sŷ,P ) =
M+1∑
i=2
N∑
j=1
[
P
(i)
j
(
x̂
(i)
j
(
y
(i−1)
j − y(i)j+1
)
+ ŷ
(i)
j
(
x
(i)
j+1 − x(i−1)j
))]
+
M+1∑
i=2
N+1∑
j=2
[
P
(i)
j−1
(
x̂
(i)
j
(
y
(i)
j−1 − y(i−1)j−1
)
− ŷ(i)j
(
x
(i)
j−1 − x(i−1)j−1
))]
+
M∑
i=1
N∑
j=1
[
P
(i+1)
j
(
x̂
(i)
j
(
y
(i+1)
j+1 − y(i+1)j
)
− ŷ(i)j
(
x
(i+1)
j+1 − x(i+1)j
))]
,
which again, can be rewritten as
M∑
i=2
N∑
j=2
[
x̂
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
y
(i−1)
j − y(i)j+1
)
+ P
(i)
j−1
(
y
(i)
j−1 − y(i−1)j−1
)
+ P
(i+1)
j
(
y
(i+1)
j+1 − y(i+1)j
))
+ ŷ
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
x
(i)
j+1 − x(i−1)j
)
− P (i)j−1
(
x
(i)
j−1 − x(i−1)j−1
)
− P (i+1)j
(
x
(i+1)
j+1 − x(i+1)j
))]
+
N∑
j=2
[
x̂
(1)
j
A
(1)
j
A
(1)
j
P
(2)
j
(
y
(2)
j+1 − y(2)j
)
+ x̂
(M+1)
j
A
(M+1)
j
A
(M+1)
j
(
P
(M+1)
j
(
y
(M)
j − y(M+1)j+1
)
+ P
(M+1)
j−1
(
y
(M+1)
j−1 − y(M)j−1
))
− ŷ(1)j
A
(1)
j
A
(1)
j
P
(2)
j
(
x
(2)
j+1 − x(2)j
)
+ ŷ
(M+1)
j
A
(M+1)
j
A
(M+1)
j
(
P
(M+1)
j
(
x
(M+1)
j+1 − x(M)j
)
− P (M+1)j−1
(
x
(M+1)
j−1 − x(M)j−1
))]
+
M∑
i=2
[
x̂
(i)
1
A
(i)
1
A
(i)
1
(
P
(i)
1
(
y
(i−1)
1 − y(i)2
)
+ P
(i+1)
1
(
y
(i+1)
2 − y(i+1)1
))
+ x̂
(i)
N+1
A
(i)
N+1
A
(i)
N+1
P
(i)
N
(
y
(i)
N − y(i−1)N
)
+ ŷ
(i)
1
A
(i)
1
A
(i)
1
(
P
(i)
1
(
x
(i)
2 − x(i−1)1
)
− P (i+1)1
(
x
(i+1)
2 − x(i+1)1
))
− ŷ(i)N+1
A
(i)
N+1
A
(i)
N+1
P
(i)
N
(
x
(i)
N − x(i−1)N
)]
+ x̂
(1)
1
A
(1)
1
A
(1)
1
P
(2)
1
(
y
(2)
2 − y(2)1
)
+ x̂
(M+1)
1
A
(M+1)
1
A
(M+1)
1
P
(M+1)
1
(
y
(M)
1 − y(M+1)2
)
+ x̂
(M+1)
N+1
A
(M+1)
N+1
A
(M+1)
N+1
P
(M+1)
N
(
y
(M+1)
N − y(M)N
)
− ŷ(1)1
A
(1)
1
A
(1)
1
P
(2)
1
(
x
(2)
2 − x(2)1
)
+ ŷ
(M+1)
1
A
(M+1)
1
A
(M+1)
1
P
(M+1)
1
(
x
(M+1)
2 − x(M)1
)
− ŷ(M+1)N+1
A
(M+1)
N+1
A
(M+1)
N+1
P
(M+1)
N
(
x
(M+1)
N − x(M)N
)
,
(G.7)
where the variations in red vanish due to the boundary conditions.
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The forward-backward-difference scheme for the functional F is given by
F fb(x,y,P ) =
M∑
i=1
N+1∑
j=2
P
(i)
j

(
x
(i)
j − x(i)j−1
)(
y
(i+1)
j − y(i)j
)
∆a∆b
−
(
y
(i)
j − y(i)j−1
)(
x
(i+1)
j − x(i)j
)
∆a∆b
− A(i)j
∆a∆b .
(G.8)
Following a similar procedure we arrive at
d
ds
∣∣∣∣
s=0
F fb(x+ sx̂,y + sŷ,P ) =
M∑
i=1
N+1∑
j=2
[
P
(i)
j
(
x̂
(i)
j
(
y
(i+1)
j − y(i)j−1
)
− ŷ(i)j
(
x
(i+1)
j − x(i)j−1
))]
+
M+1∑
i=2
N+1∑
j=2
[
P
(i−1)
j
(
−x̂(i)j
(
y
(i−1)
j − y(i−1)j−1
)
+ ŷ
(i)
j
(
x
(i−1)
j − x(i−1)j−1
))]
+
M∑
i=1
N∑
j=1
[
P
(i)
j+1
(
−x̂(i)j
(
y
(i+1)
j+1 − y(i)j+1
)
+ ŷ
(i)
j
(
x
(i+1)
j+1 − x(i)j+1
))]
,
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which again, can be rewritten as
M∑
i=2
N∑
j=2
[
x̂
(i)
j
A
(i)
j
A
(i)
j
(
P
(i)
j
(
y
(i+1)
j − y(i)j−1
)
− P (i−1)j
(
y
(i−1)
j − y(i−1)j−1
)
− P (i)j+1
(
y
(i+1)
j+1 − y(i)j+1
))
+ ŷ
(i)
j
A
(i)
j
A
(i)
j
(
− P (i)j
(
x
(i+1)
j − x(i)j−1
)
+ P
(i−1)
j
(
x
(i−1)
j − x(i−1)j−1
)
+ P
(i)
j+1
(
x
(i+1)
j+1 − x(i)j+1
))]
+
N∑
j=2
[
x̂
(1)
j
A
(1)
j
A
(1)
j
(
P
(1)
j
(
y
(2)
j − y(1)j−1
)
− P (1)j+1
(
y
(2)
j+1 − y(1)j+1
))
− x̂(M+1)j
A
(M+1)
j
A
(M+1)
j
P
(M)
j
(
y
(M)
j − y(M)j−1
)
+ ŷ
(1)
j
A
(1)
j
A
(1)
j
(
− P (1)j
(
x
(2)
j − x(1)j−1
)
+ P
(1)
j+1
(
x
(2)
j+1 − x(1)j+1
))
+ ŷ
(M+1)
j
A
(M+1)
j
A
(M+1)
j
P
(M)
j
(
x
(M)
j − x(M)j−1
)]
+
M∑
i=2
[
− x̂(i)1
A
(i)
1
A
(i)
1
P
(i)
2
(
y
(i+1)
2 − y(i)2
)
+ x̂
(i)
N+1
A
(i)
N+1
A
(i)
N+1
(
P
(i)
N+1
(
y
(i+1)
N+1 − y(i)N
)
− P (i−1)N+1
(
y
(i−1)
N+1 − y(i−1)N
))
+ ŷ
(i)
1
A
(i)
1
A
(i)
1
P
(i)
2
(
x
(i+1)
2 − x(i)2
)
+ ŷ
(i)
N+1
A
(i)
N+1
A
(i)
N+1
(
− P (i)N+1
(
x
(i+1)
N+1 − x(i)N
)
+ P
(i−1)
N+1
(
x
(i−1)
N+1 − x(i−1)N
))]
− x̂(1)1
A
(1)
1
A
(1)
1
P
(1)
2
(
y
(2)
2 − y(1)2
)
+ x̂
(1)
N+1
A
(1)
N+1
A
(1)
N+1
P
(1)
N+1
(
y
(2)
N+1 − y(1)N
)
− x̂(M+1)N+1
A
(M+1)
N+1
A
(M+1)
N+1
P
(M)
N+1
(
y
(M)
N+1 − y(M)N
)
+ ŷ
(1)
1
A
(1)
1
A
(1)
1
P
(1)
2
(
x
(2)
2 − x(1)2
)
− ŷ(1)N+1
A
(1)
N+1
A
(1)
N+1
P
(1)
N+1
(
x
(2)
N+1 − x(1)N
)
+ ŷ
(M+1)
N+1
A
(M+1)
N+1
A
(M+1)
N+1
P
(M)
N+1
(
x
(M)
N+1 − x(M)N
)
,
(G.9)
where the variations in red vanish due to boundary conditions.
Thus the discretised constraint using the average of the forward-difference and backward-
difference schemes is
d
ds
∣∣∣∣
s=0
F ff
(
x,y,P + sP̂
)
+ F bb
(
x,y,P + sP̂
)
+ F bf
(
x,y,P + sP̂
)
+ F fb
(
x,y,P + sP̂
)
4
=
1
4
 M∑
i=1
N∑
j=1
P̂
(i)
j

(
x
(i)
j+1 − x(i)j
)(
y
(i+1)
j − y(i)j
)
∆a∆b
−
(
y
(i)
j+1 − y(i)j
)(
x
(i+1)
j − x(i)j
)
∆a∆b
− A(i)j
∆a∆b
+
M+1∑
i=2
N+1∑
j=2
P̂
(i)
j

(
x
(i)
j − x(i)j−1
)(
y
(i)
j − y(i−1)j
)
∆a∆b
−
(
y
(i)
j − y(i)j−1
)(
x
(i)
j − x(i−1)j
)
∆a∆b
− A(i)j
∆a∆b
212
+
M+1∑
i=2
N∑
j=1
P̂
(i)
j

(
x
(i)
j+1 − x(i)j
)(
y
(i)
j − y(i−1)j
)
∆a∆b
−
(
y
(i)
j+1 − y(i)j
)(
x
(i)
j − x(i−1)j
)
∆a∆b
− A(i)j
∆a∆b
+
M∑
i=1
N+1∑
j=2
P̂
(i)
j

(
x
(i)
j − x(i)j−1
)(
y
(i+1)
j − y(i)j
)
∆a∆b
−
(
y
(i)
j − y(i)j−1
)(
x
(i+1)
j − x(i)j
)
∆a∆b
− A(i)j
∆a∆b
 ,
=
∆a∆b
4
 M∑
i=2
N∑
j=2
P̂ (i)j

(
x
(i)
j+1 − x(i)j
)(
y
(i+1)
j − y(i)j
)
∆a∆b
−
(
y
(i)
j+1 − y(i)j
)(
x
(i+1)
j − x(i)j
)
∆a∆b
− A(i)j

+
N∑
j=2
P̂ (1)j

(
x
(1)
j+1 − x(1)j
)(
y
(2)
j − y(1)j
)
∆a∆b
−
(
y
(1)
j+1 − y(1)j
)(
x
(2)
j − x(1)j
)
∆a∆b
− A(1)j

+
M∑
i=2
P̂ (i)1

(
x
(i)
2 − x(i)1
)(
y
(i+1)
1 − y(i)1
)
∆a∆b
−
(
y
(i)
2 − y(i)1
)(
x
(i+1)
1 − x(i)1
)
∆a∆b
− A(i)1

+ P̂
(1)
1

(
x
(1)
2 − x(1)1
)(
y
(2)
1 − y(1)1
)
∆a∆b
−
(
y
(1)
2 − y(1)1
)(
x
(2)
1 − x(1)1
)
∆a∆b
− A(1)1

+
M∑
i=2
N∑
j=2
P̂ (i)j

(
x
(i)
j − x(i)j−1
)(
y
(i)
j − y(i−1)j
)
∆a∆b
−
(
y
(i)
j − y(i)j−1
)(
x
(i)
j − x(i−1)j
)
∆a∆b
− A(i)j

+
N∑
j=2
P̂ (M+1)j

(
x
(M+1)
j − x(M+1)j−1
)(
y
(M+1)
j − y(M)j
)
∆a∆b
−
(
y
(M+1)
j − y(M+1)j−1
)(
x
(M+1)
j − x(M)j
)
∆a∆b
− A(M+1)j

+
M∑
i=2
P̂ (i)N+1

(
x
(i)
N+1 − x(i)N
)(
y
(i)
N+1 − y(i−1)N+1
)
∆a∆b
−
(
y
(i)
N+1 − y(i)N
)(
x
(i)
N+1 − x(i−1)N+1
)
∆a∆b
− A(i)N+1

+ P̂
(M+1)
N+1

(
x
(M+1)
N+1 − x(M+1)N
)(
y
(M+1)
N+1 − y(M)N+1
)
∆a∆b
−
(
y
(M+1)
N+1 − y(M+1)N
)(
x
(M+1)
N+1 − x(M)N+1
)
∆a∆b
− A(M+1)N+1

+
M∑
i=2
N∑
j=2
P̂ (i)j

(
x
(i)
j+1 − x(i)j
)(
y
(i)
j − y(i−1)j
)
∆a∆b
−
(
y
(i)
j+1 − y(i)j
)(
x
(i)
j − x(i−1)j
)
∆a∆b
− A(i)j

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+
N∑
j=2
P̂ (M+1)j

(
x
(M+1)
j+1 − x(M+1)j
)(
y
(M+1)
j − y(M)j
)
∆a∆b
−
(
y
(M+1)
j+1 − y(M+1)j
)(
x
(M+1)
j − x(M)j
)
∆a∆b
− A(M+1)j

+
M∑
i=2
P̂ (i)1

(
x
(i)
2 − x(i)1
)(
y
(i)
1 − y(i−1)1
)
∆a∆b
−
(
y
(i)
2 − y(i)1
)(
x
(i)
1 − x(i−1)1
)
∆a∆b
− A(i)1

+ P̂
(M+1)
1

(
x
(M+1)
2 − x(M+1)1
)(
y
(M+1)
1 − y(M)1
)
∆a∆b
−
(
y
(M+1)
2 − y(M+1)1
)(
x
(M+1)
1 − x(M)1
)
∆a∆b
− A(M+1)1

+
M∑
i=2
N∑
j=2
P̂ (i)j

(
x
(i)
j − x(i)j−1
)(
y
(i+1)
j − y(i)j
)
∆a∆b
−
(
y
(i)
j − y(i)j−1
)(
x
(i+1)
j − x(i)j
)
∆a∆b
− A(i)j

+
N∑
j=2
P̂ (1)j

(
x
(1)
j − x(1)j−1
)(
y
(2)
j − y(1)j
)
∆a∆b
−
(
y
(1)
j − y(1)j−1
)(
x
(2)
j − x(1)j
)
∆a∆b
− A(1)j

+
M∑
i=2
P̂ (i)N+1

(
x
(i)
N+1 − x(i)N
)(
y
(i+1)
N+1 − y(i)N+1
)
∆a∆b
−
(
y
(i)
N+1 − y(i)N
)(
x
(i+1)
N+1 − x(i)N+1
)
∆a∆b
− A(i)N+1

+ P̂
(1)
N+1

(
x
(1)
N+1 − x(1)N
)(
y
(2)
N+1 − y(1)N+1
)
∆a∆b
−
(
y
(1)
N+1 − y(1)N
)(
x
(2)
N+1 − x(1)N+1
)
∆a∆b
− A(1)N+1

 .
Finally, by taking the average of (6.3.7) and (G.5) and recall from (6.3.4), the full spatially
discretised Hamilton’s equations are hence given by
∂τq =
1
mv
p− 1
mv
σ(τ) ,
ρ∆a∆b
M∑
i=2
N∑
j=2
∂τx
(i)
j A
(i)
j =ρ∆a∆b
M∑
i=2
N∑
j=2
(
w
(i)
j −
1
mv
p+
1
mv
σ(τ)
)
A
(i)
j ,
ρ∆a∆b
2
N∑
j=2
∂τx
(1)
j A
(1)
j =
ρ∆a∆b
2
N∑
j=2
(
w
(1)
j −
1
mv
p+
1
mv
σ(τ)
)
A
(1)
j ,
ρ∆a∆b
2
N∑
j=2
∂τx
(M+1)
j A
(M+1)
j =
ρ∆a∆b
2
N∑
j=2
(
w
(M+1)
j −
1
mv
p+
1
mv
σ(τ)
)
A
(M+1)
j ,
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ρ∆a∆b
2
M∑
i=2
∂τx
(i)
1 A
(i)
1 =0 ,
ρ∆a∆b
2
M∑
i=2
∂τx
(i)
N+1A
(i)
N+1 =0 ,
ρ∆a∆b
4
∂τx
(1)
1 A
(1)
1 =0 ,
ρ∆a∆b
4
∂τx
(1)
N+1A
(1)
N+1 =0 ,
ρ∆a∆b
4
∂τx
(M+1)
1 A
(M+1)
1 =0 ,
ρ∆a∆b
4
∂τx
(M+1)
N+1 A
(M+1)
N+1 =0 ,
ρ∆a∆b
M∑
i=2
N∑
j=2
∂τy
(i)
j A
(i)
j =ρ∆a∆b
M∑
i=2
N∑
j=2
η
(i)
j A
(i)
j ,
ρ∆a∆b
2
N∑
j=2
∂τy
(1)
j A
(1)
j =0 ,
ρ∆a∆b
2
N∑
j=2
∂τy
(M+1)
j A
(M+1)
j =
ρ∆a∆b
2
N∑
j=2
η
(M+1)
j A
(M+1)
j ,
ρ∆a∆b
2
M∑
i=2
∂τy
(i)
1 A
(i)
1 =
ρ∆a∆b
2
M∑
i=2
η
(i)
1 A
(i)
1 ,
ρ∆a∆b
2
M∑
i=2
∂τy
(i)
N+1A
(i)
N+1 =
ρ∆a∆b
2
M∑
i=2
η
(i)
N+1A
(i)
N+1 ,
ρ∆a∆b
4
∂τy
(1)
1 A
(1)
1 =0 ,
ρ∆a∆b
4
∂τy
(1)
N+1A
(1)
N+1 =0 ,
ρ∆a∆b
4
∂τy
(M+1)
1 A
(M+1)
1 =
ρ∆a∆b
4
η
(M+1)
1 A
(M+1)
1 ,
ρ∆a∆b
4
∂τy
(M+1)
N+1 A
(M+1)
N+1 =
ρ∆a∆b
4
η
(M+1)
N+1 A
(M+1)
N+1 ,
∂τp =− νq + µq3 ,
ρ∆a∆b
M∑
i=2
N∑
j=2
∂τw
(i)
j A
(i)
j =
ρ∆a∆b
4ρ∆a∆b
M∑
i=2
N∑
j=2
(
P
(i)
j
(
y
(i)
j+1 − y(i+1)j
)
+ P
(i)
j−1
(
y
(i+1)
j−1 − y(i)j−1
)
− P (i−1)j
(
y
(i−1)
j+1 − y(i−1)j
)
+ P
(i)
j
(
y
(i)
j−1 − y(i−1)j
)
− P (i)j+1
(
y
(i)
j+1 − y(i−1)j+1
)
+ P
(i+1)
j
(
y
(i+1)
j − y(i+1)j−1
)
+ P
(i)
j
(
y
(i−1)
j − y(i)j+1
)
+ P
(i)
j−1
(
y
(i)
j−1 − y(i−1)j−1
)
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+ P
(i+1)
j
(
y
(i+1)
j+1 − y(i+1)j
)
+ P
(i)
j
(
y
(i+1)
j − y(i)j−1
)
− P (i−1)j
(
y
(i−1)
j − y(i−1)j−1
)
− P (i)j+1
(
y
(i+1)
j+1 − y(i)j+1
))A(i)j
A
(i)
j
,
ρ∆a∆b
2
N∑
j=2
∂τw
(1)
j A
(1)
j =
ρ∆a∆b
4ρ∆a∆b
N∑
j=2
(
P
(1)
j
(
y
(1)
j+1 − y(2)j
)
+ P
(1)
j−1
(
y
(2)
j−1 − y(1)j−1
)
+ P
(2)
j
(
y
(2)
j − y(2)j−1
)
+ P
(2)
j
(
y
(2)
j+1 − y(2)j
)
+ P
(1)
j
(
y
(2)
j − y(1)j−1
)
− P (1)j+1
(
y
(2)
j+1 − y(1)j+1
))A(1)j
A
(1)
j
,
ρ∆a∆b
2
N∑
j=2
∂τw
(M+1)
j A
(M+1)
j =
ρ∆a∆b
4ρ∆a∆b
N∑
j=2
(
− P (M)j
(
y
(M)
j+1 − y(M)j
)
+ P
(M+1)
j
(
y
(M+1)
j−1 − y(M)j
)
− P (M+1)j+1
(
y
(M+1)
j+1 − y(M)j+1
)
+ P
(M+1)
j
(
y
(M)
j − y(M+1)j+1
)
+ P
(M+1)
j−1
(
y
(M+1)
j−1 − y(M)j−1
)
− P (M)j
(
y
(M)
j − y(M)j−1
))A(M+1)j
A
(M+1)
j
,
ρ∆a∆b
2
M∑
i=2
∂τw
(i)
1 A
(i)
1 =0 ,
ρ∆a∆b
2
M∑
i=2
∂τw
(i)
N+1A
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for j = 2, . . . , N , and i = 2, . . . ,M , and σ(τ) is given by (6.3.2). The boundary conditions
(6.2.20) require the boundary and corner points to be
x
(i)
1 = 0 , x
(i)
N+1 = L , (G.10)
w
(i)
1 =
1
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(p− σ(τ)) , w(i)N+1 =
1
mv
(p− σ(τ)) , (G.11)
y
(1)
j = 0 , η
(1)
j = 0 , (G.12)
for j = 1, 2, . . . , N + 1, and i = 1, 2, . . . ,M + 1.
Therefore the governing form of Hamilton’s equations for the position variables are
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σ(τ) , (G.13)
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for j = 2, . . . , N , i = 2, . . . ,M , and the momentum equations are
∂τp = −νq + µq3 , (G.23)
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for j = 2, . . . , N , and i = 2, . . . ,M . The constraints are(
x
(i)
j+1 − x(i)j
)(
y
(i+1)
j − y(i)j
)
−
(
y
(i)
j+1 − y(i)j
)(
x
(i+1)
j − x(i)j
)
+
(
x
(i)
j − x(i)j−1
)(
y
(i)
j − y(i−1)j
)
−
(
y
(i)
j − y(i)j−1
)(
x
(i)
j − x(i−1)j
)
+
(
x
(i)
j+1 − x(i)j
)(
y
(i)
j − y(i−1)j
)
−
(
y
(i)
j+1 − y(i)j
)(
x
(i)
j − x(i−1)j
)
+
(
x
(i)
j − x(i)j−1
)(
y
(i+1)
j − y(i)j
)
−
(
y
(i)
j − y(i)j−1
)(
x
(i+1)
j − x(i)j
)
− 4∆a∆bA(i)j = 0 ,
(G.33)
(
x
(1)
j+1 − x(1)j
)(
y
(2)
j − y(1)j
)
−
(
y
(1)
j+1 − y(1)j
)(
x
(2)
j − x(1)j
)
+
(
x
(1)
j − x(1)j−1
)(
y
(2)
j − y(1)j
)
−
(
y
(1)
j − y(1)j−1
)(
x
(2)
j − x(1)j
)
− 2∆a∆bA(1)j = 0 ,
(G.34)
(
x
(M+1)
j − x(M+1)j−1
)(
y
(M+1)
j − y(M)j
)
−
(
y
(M+1)
j − y(M+1)j−1
)(
x
(M+1)
j − x(M)j
)
+
(
x
(M+1)
j+1 − x(M+1)j
)(
y
(M+1)
j − y(M)j
)
−
(
y
(M+1)
j+1 − y(M+1)j
)(
x
(M+1)
j − x(M)j
)
− 2∆a∆bA(M+1)j = 0 ,
(G.35)(
x
(i)
2 − x(i)1
)(
y
(i+1)
1 − y(i)1
)
−
(
y
(i)
2 − y(i)1
)(
x
(i+1)
1 − x(i)1
)
+
(
x
(i)
2 − x(i)1
)(
y
(i)
1 − y(i−1)1
)
−
(
y
(i)
2 − y(i)1
)(
x
(i)
1 − x(i−1)1
)
− 2∆a∆bA(i)1 = 0 ,
(G.36)
(
x
(i)
N+1 − x(i)N
)(
y
(i)
N+1 − y(i−1)N+1
)
−
(
y
(i)
N+1 − y(i)N
)(
x
(i)
N+1 − x(i−1)N+1
)
+
(
x
(i)
N+1 − x(i)N
)(
y
(i+1)
N+1 − y(i)N+1
)
−
(
y
(i)
N+1 − y(i)N
)(
x
(i+1)
N+1 − x(i)N+1
)
− 2∆a∆bA(i)N+1 = 0 ,
(G.37)(
x
(1)
2 − x(1)1
)(
y
(2)
1 − y(1)1
)
−
(
y
(1)
2 − y(1)1
)(
x
(2)
1 − x(1)1
)
−∆a∆bA(1)1 = 0 , (G.38)(
x
(1)
N+1 − x(1)N
)(
y
(2)
N+1 − y(1)N+1
)
−
(
y
(1)
N+1 − y(1)N
)(
x
(2)
N+1 − x(1)N+1
)
−∆a∆bA(1)N+1 = 0 , (G.39)(
x
(M+1)
2 − x(M+1)1
)(
y
(M+1)
1 − y(M)1
)
−
(
y
(M+1)
2 − y(M+1)1
)(
x
(M+1)
1 − x(M)1
)
−∆a∆bA(M+1)1 = 0 ,
(G.40)(
x
(M+1)
N+1 − x(M+1)N
)(
y
(M+1)
N+1 − y(M)N+1
)
−
(
y
(M+1)
N+1 − y(M+1)N
)(
x
(M+1)
N+1 − x(M)N+1
)
−∆a∆bA(M+1)N+1 = 0 ,
(G.41)
for j = 2, . . . , N , and i = 2, . . . ,M . Upon expanding equations (G.23) – (G.41), we have the
simplified expressions for the discretised momentum equations
∂τp = −νq + µq3 , (G.42)
∂τw
(i)
j =
1
4ρ∆a∆bA
(i)
j
(
P
(i)
j−1
(
y
(i+1)
j−1 − y(i−1)j−1
)
+ P
(i−1)
j
(
y
(i−1)
j−1 − y(i−1)j+1
)
P
(i)
j+1
(
y
(i−1)
j+1 − y(i+1)j+1
)
+ P
(i+1)
j
(
y
(i+1)
j+1 − y(i+1)j−1
))
,
(G.43)
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∂τw
(1)
j =
1
2ρ∆a∆bA
(i)
j
(
P
(1)
j
(
y
(1)
j+1 − y(1)j−1
)
+ P
(2)
j
(
y
(2)
j+1 − y(2)j−1
)
P
(1)
j−1
(
y
(2)
j−1 − y(1)j−1
)
+ P
(1)
j+1
(
y
(1)
j+1 − y(2)j+1
))
,
(G.44)
∂τw
(M+1)
j =
1
2ρ∆a∆bA
(M+1)
j
(
P
(M+1)
j
(
y
(M+1)
j−1 − y(M+1)j+1
)
+ P
(M)
j
(
y
(M)
j−1 − y(M)j+1
)
P
(M+1)
j−1
(
y
(M+1)
j−1 − y(M)j−1
)
+ P
(M+1)
j+1
(
y
(M)
j+1 − y(M+1)j+1
))
,
(G.45)
∂τη
(i)
j =
1
4ρ∆a∆bA
(i)
j
(
P
(i)
j−1
(
x
(i−1)
j−1 − x(i+1)j−1
)
+ P
(i−1)
j
(
x
(i−1)
j+1 − x(i−1)j−1
)
P
(i)
j+1
(
x
(i+1)
j+1 − x(i−1)j+1
)
+ P
(i+1)
j
(
x
(i+1)
j−1 − x(i+1)j+1
))
− g ,
(G.46)
∂τη
(M+1)
j =
1
2ρ∆a∆bA
(M+1)
j
(
P
(M+1)
j
(
x
(M+1)
j+1 − x(M+1)j−1
)
+ P
(M)
j
(
x
(M)
j+1 − x(M)j−1
)
P
(M+1)
j−1
(
x
(M)
j−1 − x(M+1)j−1
)
+ P
(M+1)
j+1
(
x
(M+1)
j+1 − x(M)j+1
))
− g ,
(G.47)
∂τη
(i)
1 =
1
2ρ∆a∆bA
(i)
1
(
P
(i)
1
(
x
(i+1)
1 − x(i−1)1
)
+ P
(i)
2
(
x
(i+1)
2 − x(i−1)2
)
P
(i−1)
1
(
x
(i−1)
2 − x(i−1)1
)
+ P
(i+1)
1
(
x
(i+1)
1 − x(i+1)2
))
− g ,
(G.48)
∂τη
(i)
N+1 =
1
2ρ∆a∆bA
(i)
N+1
(
P
(i)
N+1
(
x
(i−1)
N+1 − x(i+1)N+1
)
+ P
(i)
N
(
x
(i−1)
N − x(i+1)N
)
P
(i−1)
N+1
(
x
(i−1)
N+1 − x(i−1)N
)
+ P
(i+1)
N+1
(
x
(i+1)
N − x(i+1)N+1
))
− g ,
(G.49)
∂τη
(M+1)
1 =
1
ρ∆a∆bA
(M+1)
1
(
P
(M+1)
1
(
x
(M+1)
2 − x(M)1
)
+ P
(M)
1
(
x
(M)
2 − x(M)1
)
P
(M+1)
2
(
x
(M+1)
2 − x(M)2
))
− g ,
(G.50)
∂τη
(M+1)
N+1 =
1
ρ∆a∆bA
(M+1)
N+1
(
P
(M+1)
N+1
(
x
(M)
N+1 − x(M+1)N
)
+ P
(M)
N+1
(
x
(M)
N+1 − x(M)N
)
P
(M+1)
N
(
x
(M)
N − x(M+1)N
))
− g ,
(G.51)
for j = 2, . . . , N , and i = 2, . . . ,M , together with simplified expressions of the discretised
continuity equations
x
(i)
j+1y
(i+1)
j − x(i+1)j y(i)j+1 + x(i)j−1y(i−1)j − x(i−1)j y(i)j−1 + x(i−1)j y(i)j+1 − x(i)j+1y(i−1)j
+x
(i+1)
j y
(i)
j−1 − x(i)j−1y(i+1)j − 4∆a∆bA(i)j = 0 ,
(G.52)
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x
(1)
j+1y
(2)
j − x(1)j+1y(1)j + x(1)j y(1)j+1 − x(2)j y(1)j+1 + x(1)j−1y(1)j − x(1)j−1y(2)j
+x
(2)
j y
(1)
j−1 − x(1)j y(1)j−1 − 2∆a∆bA(1)j = 0 ,
(G.53)
x
(M+1)
j+1 y
(M+1)
j − x(M+1)j+1 y(M)j + x(M)j y(M+1)j+1 − x(M+1)j y(M+1)j+1 + x(M+1)j−1 y(M)j − x(M+1)j−1 y(M+1)j
+x
(M+1)
j y
(M+1)
j−1 − x(M)j y(M+1)j−1 − 2∆a∆bA(M+1)j = 0 ,
(G.54)
x
(i)
2 y
(i+1)
1 − x(i)1 y(i+1)1 + x(i+1)1 y(i)1 − x(i+1)1 y(i)2 + x(i)1 y(i−1)1 − x(i)2 y(i−1)1
+x
(i−1)
1 y
(i)
2 − x(i−1)1 y(i)1 − 2∆a∆bA(i)1 = 0 ,
(G.55)
x
(i)
N+1y
(i+1)
N+1 − x(i)N y(i+1)N+1 + x(i+1)N+1 y(i)N − x(i+1)N+1 y(i)N+1 + x(i)N y(i−1)N+1 − x(i)N+1y(i−1)N+1
+x
(i−1)
N+1 y
(i)
N+1 − x(i−1)N+1 y(i)N − 2∆a∆bA(i)N+1 = 0 ,
(G.56)
x
(1)
2 y
(2)
1 − x(1)1 y(2)1 + x(2)1 y(1)1 − x(1)2 y(1)1 + x(1)1 y(1)2 − x(2)1 y(1)2 −∆a∆bA(1)1 = 0 , (G.57)
x
(1)
N+1y
(2)
N+1 − x(1)N y(2)N+1 + x(1)N y(1)N+1 − x(2)N+1y(1)N+1 + x(2)N+1y(1)N − x(1)N+1y(1)N −∆a∆bA(1)N+1 = 0 ,
(G.58)
x
(M+1)
2 y
(M+1)
1 − x(M+1)2 y(M)1 + x(M+1)1 y(M)1 − x(M+1)1 y(M+1)2 + x(M)1 y(M+1)2 − x(M)1 y(M+1)1
−∆a∆bA(M+1)1 = 0 ,
(G.59)
x
(M+1)
N y
(M)
N+1 − x(M+1)N y(M+1)N+1 + x(M+1)N+1 y(M+1)N − x(M+1)N+1 y(M)N+1 + x(M)N+1y(M+1)N+1 − x(M)N+1y(M+1)N
−∆a∆bA(M+1)N+1 = 0 .
(G.60)
for j = 2, . . . , N , and i = 2, . . . ,M .
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H Explicit formula for boundary conditions of the hor-
izontal fluid momentum using trapezoidal quadra-
ture rule in non-shallow water
The discretised boundary conditions of the horizontal fluid momentum are given by
w
(i)
1 = w
(i)
N+1 =
1
mv
p− 1
mv
σ(τ) , i ∈ [1,M + 1] . (H.1)
These expressions are implicit for w
(i)
1 and w
(i)
N+1 respectively. However, we note that σ(τ)
given by (6.3.2) can be rewritten as
σ(τ) ≈ρ∆a∆b
4
M∑
i=1
N∑
j=1
[
w
(i)
j A
(i)
j + w
(i)
j+1A
(i)
j+1 + w
(i+1)
j A
(i+1)
j + w
(i+1)
j+1 A
(i+1)
j+1
]
,
=
ρ∆a∆b
4
M∑
i=1
[
N−1∑
j=2
[
w
(i)
j A
(i)
j + w
(i)
j+1A
(i)
j+1 + w
(i+1)
j A
(i+1)
j + w
(i+1)
j+1 A
(i+1)
j+1
]
+ w
(i)
1 A
(i)
1 + w
(i)
2 A
(i)
2 + w
(i+1)
1 A
(i+1)
1 + w
(i+1)
2 A
(i+1)
2
+ w
(i)
N A
(i)
N + w
(i)
N+1A
(i)
N+1 + w
(i+1)
N A
(i+1)
N + w
(i+1)
N+1 A
(i+1)
N+1
]
,
=
ρ∆a∆b
4
M∑
i=1
[
N−1∑
j=2
[
w
(i)
j A
(i)
j + w
(i)
j+1A
(i)
j+1 + w
(i+1)
j A
(i+1)
j + w
(i+1)
j+1 A
(i+1)
j+1
]
+ w
(i)
2 A
(i)
2 + w
(i+1)
2 A
(i+1)
2 + w
(i)
N A
(i)
N + w
(i+1)
N A
(i+1)
N
]
+
ρ∆a∆b
4
M∑
i=1
[
w
(i)
1 A
(i)
1 + w
(i+1)
1 A
(i+1)
1 + w
(i)
N+1A
(i)
N+1 + w
(i+1)
N+1 A
(i+1)
N+1
]
,
=σ˜(τ) +
ρ∆a∆b
4
M∑
i=1
[
w
(i)
1 A
(i)
1 + w
(i+1)
1 A
(i+1)
1 + w
(i)
N+1A
(i)
N+1 + w
(i+1)
N+1 A
(i+1)
N+1
]
,
=σ˜(τ) +
ρ∆a∆b
4
(
2
M∑
i=2
[
w
(i)
1 A
(i)
1 + w
(i)
N+1A
(i)
N+1
]
+ w
(1)
1 A
(1)
1 + w
(M+1)
1 A
(M+1)
1
+ w
(1)
N+1A
(1)
N+1 + w
(M+1)
N+1 A
(M+1)
N+1
)
,
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where
σ˜(τ) =
ρ∆a∆b
4
M∑
i=1
[
N−1∑
j=2
[
w
(i)
j A
(i)
j + w
(i)
j+1A
(i)
j+1 + w
(i+1)
j A
(i+1)
j + w
(i+1)
j+1 A
(i+1)
j+1
]
+ w
(i)
2 A
(i)
2 + w
(i+1)
2 A
(i+1)
2 + w
(i)
N A
(i)
N + w
(i+1)
N A
(i+1)
N
]
,
(H.2)
does not sum over the boundary points. Using the above result we can derive explicit formulae
for the boundary conditions of the horizontal fluid momentum (6.3.32)(
1 +
ρ∆a∆b
2mv
A
(i)
1
)
w
(i)
1 =
1
mv
p− σ˜(τ)− ρ∆a∆b
4
(
2
M∑
k=2,k 6=i
[
w
(k)
1 A
(k)
1
]
+ 2
M∑
k=2
[
w
(k)
N+1A
(k)
N+1
]
+ w
(1)
1 A
(1)
1 + w
(M+1)
1 A
(M+1)
1 + w
(1)
N+1A
(1)
N+1 + w
(M+1)
N+1 A
(M+1)
N+1
) ,
(H.3)(
1 +
ρ∆a∆b
2mv
A
(i)
N+1
)
w
(i)
N+1 =
1
mv
p− σ˜(τ)− ρ∆a∆b
4
(
2
M∑
k=2
[
w
(k)
1 A
(k)
1
]
+ 2
M∑
k=2,k 6=i
[
w
(k)
N+1A
(k)
N+1
]
+ w
(1)
1 A
(1)
1 + w
(M+1)
1 A
(M+1)
1 + w
(1)
N+1A
(1)
N+1 + w
(M+1)
N+1 A
(M+1)
N+1
) ,
(H.4)(
1 +
ρ∆a∆b
4mv
A
(1)
1
)
w
(1)
1 =
1
mv
p− σ˜(τ)− ρ∆a∆b
4
(
2
M∑
k=2
[
w
(k)
1 A
(k)
1
]
+ 2
M∑
k=2
[
w
(k)
N+1A
(k)
N+1
]
+ w
(M+1)
1 A
(M+1)
1 + w
(1)
N+1A
(1)
N+1 + w
(M+1)
N+1 A
(M+1)
N+1
) ,
(H.5)(
1 +
ρ∆a∆b
4mv
A
(M+1)
1
)
w
(M+1)
1 =
1
mv
p− σ˜(τ)− ρ∆a∆b
4
(
2
M∑
k=2
[
w
(k)
1 A
(k)
1
]
+ 2
M∑
k=2
[
w
(k)
N+1A
(k)
N+1
]
+ w
(1)
1 A
(1)
1 + w
(1)
N+1A
(1)
N+1 + w
(M+1)
N+1 A
(M+1)
N+1
) ,
(H.6)(
1 +
ρ∆a∆b
4mv
A
(1)
N+1
)
w
(1)
N+1 =
1
mv
p− σ˜(τ)− ρ∆a∆b
4
(
2
M∑
k=2
[
w
(k)
1 A
(k)
1
]
+ 2
M∑
k=2
[
w
(k)
N+1A
(k)
N+1
]
+ w
(1)
1 A
(1)
1 + w
(M+1)
1 A
(M+1)
1 + w
(M+1)
N+1 A
(M+1)
N+1
) ,
(H.7)
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(
1 +
ρ∆a∆b
4mv
A
(M+1)
N+1
)
w
(M+1)
N+1 =
1
mv
p− σ˜(τ)− ρ∆a∆b
4
(
2
M∑
k=2
[
w
(k)
1 A
(k)
1
]
+ 2
M∑
k=2
[
w
(k)
N+1A
(k)
N+1
]
+ w
(1)
1 A
(1)
1 + w
(M+1)
1 A
(M+1)
1 + w
(1)
N+1A
(1)
N+1
) ,
(H.8)
for i = 2, . . . ,M , and we notice that the above equations can be written as a system of linear
equations of the form
(αA+ I)w =
p− σ˜(τ)
mv
1 , (H.9)
where I is the 2(M + 1)× 2(M + 1) identity matrix and 1 denotes the 2(M + 1)× 1 vector
with all entries being one. The constant α is given by
α =
ρ∆a∆b
4mv
, (H.10)
and the entries of the unknown vector w is
w =
(
w
(1)
1 , . . . , w
(M+1)
1 , w
(1)
N+1, . . . , w
(M+1)
N+1
)T
. (H.11)
The entries of the singular matrix
A =

a1 a2 . . . a2(M+1)
a1 a2 . . . a2(M+1)
...
...
. . .
...
a1 a2 . . . a2(M+1)

, (H.12)
are
an =

2A
(n)
1 , if 1 < n < M + 1 ,
2A
(n−(M+1))
N+1 , if M + 2 < n < 2(M + 1) ,
A
(n)
1 , if n = 1,M + 1 ,
A
(n−(M+1))
N+1 , if n = M + 2, 2(M + 1) ,
(H.13)
for n = 1, 2, . . . , 2(M + 1). From (G.11) we notice that the elements of w are identical.
Therefore we only have to solve the one algebraic equation to find w. This can be achieved
by solving 1 + α 2(M+1)∑
n=1
an
w(1)1 = p− σ˜(τ)mv , (H.14)
which gives rise to
w = w
(1)
1 1 . (H.15)
where 1 is the 2 (M + 1)× 1 vector with all entries being equal to one.
227
I Explicit form of G(q)
If we choose to write the position vector as
q =
(
q x
(2)
2 x
(2)
3 x
(2)
N x
(3)
2 x
(M)
N x
(1)
2 x
(1)
N x
(M+1)
2 x
(M+1)
N
y
(2)
2 y
(M)
N y
(M+1)
2 y
(M+1)
N y
(2)
1 y
(M)
1 y
(2)
N+1 y
(M)
N+1 y
(M+1)
1 y
(M+1)
N+1
)T
,
(I.1)
then the Jacobian matrix G(q) of the constraints is given by
G(q) =

∂q1g1 ∂q2g1 . . . ∂q10g1
∂q1g2 ∂q2g2 . . . ∂q10g2
...
...
. . .
...
∂q1g9 ∂q2g9 . . . ∂q10g9

=

G1,1 G1,2 . . . G1,10
G2,1 G2,2 . . . G2,10
...
...
. . .
...
G9,1 G9,2 . . . G9,10

, (I.2)
where g1, g2, . . . , g9 are given by (6.3.23) – (6.3.31) respectively, and
q1 =
(
q
)
, q2 =

x
(2)
2
x
(2)
3
...
x
(2)
N
x
(3)
2
...
x
(M)
N

, q3 =

x
(1)
2
...
x
(1)
N
 , q4 =

x
(M+1)
2
...
x
(M+1)
N
 , q5 =

y
(2)
2
y
(2)
3
...
y
(2)
N
y
(3)
2
...
y
(M)
N

,
q6 =

y
(M+1)
2
...
y
(M+1)
N
 , q7 =

y
(2)
1
...
y
(M)
1
 , q8 =

y
(2)
N+1
...
y
(M)
N+1
 , q9 = ( y(M+1)1 ) , q10 = ( y(M+1)N+1 ) .
Let i and j be the indices that keep track of the components of the constraints g =
(g1, g2, . . . , g9)
T, and î, ĵ for tracking the components of the position vector q = (q1, q2, . . . , q10)
T.
Hence the entries of G(q) are given by
G1,1 = 0 , (I.3)
G1,2 =

y
(i−1)
j − y(i+1)j , if î = i, ĵ = j − 1, j 6= 2 ,
y
(i+1)
j − y(i−1)j , if î = i, ĵ = j + 1, j 6= N ,
y
(i)
j+1 − y(i)j−1, if î = i− 1, ĵ = j, i 6= 2 ,
y
(i)
j−1 − y(i)j+1, if î = i+ 1, ĵ = j, i 6= M ,
0, otherwise ,
(I.4)
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G1,3 =
{
y
(2)
j+1 − y(2)j−1, if î = i− 1, ĵ = j, i = 2 ,
0, otherwise ,
(I.5)
G1,4 =
{
y
(M)
j−1 − y(M)j+1 , if î = i+ 1, ĵ = j, i = M ,
0, otherwise ,
(I.6)
G1,5 =

x
(i+1)
j − x(i−1)j , if î = i, ĵ = j − 1, j 6= 2 ,
x
(i−1)
j − x(i+1)j , if î = i, ĵ = j + 1, j 6= N ,
x
(i)
j−1 − x(i)j+1, if î = i− 1, ĵ = j, i 6= 2 ,
x
(i)
j+1 − x(i)j−1, if î = i+ 1, ĵ = j, i 6= M ,
0, otherwise ,
(I.7)
G1,6 =
{
x
(M)
j+1 − x(M)j−1 , if î = i+ 1, ĵ = j, i = M ,
0, otherwise ,
(I.8)
G1,7 =
{
x
(i+1)
2 − x(i−1)2 , if î = i, ĵ = j − 1, j = 2 ,
0, otherwise ,
(I.9)
G1,8 =
{
x
(i−1)
N − x(i+1)N , if î = i, ĵ = j + 1, j = N ,
0, otherwise ,
(I.10)
G1,9 = 0 , (I.11)
G1,10 = 0 , (I.12)
G2,1 = 0 , (I.13)
G2,2 =
{
y
(1)
j−1 − y(1)j+1, if î = i, ĵ = j, i = 2 ,
0, otherwise ,
(I.14)
G2,3 =

y
(1)
j+1 − y(1)j−1, if î = i− 1, ĵ = j, i = 2 ,
y
(1)
j − y(2)j , if î = i− 1, ĵ = j − 1, i = 2, j 6= 2 ,
y
(2)
j − y(1)j , if î = i− 1, ĵ = j + 1, i = 2, j 6= N ,
0, otherwise ,
(I.15)
G2,4 = 0 , (I.16)
G2,5 =
{
x
(1)
j+1 − x(1)j−1, if î = i, ĵ = j, i = 2 ,
0, otherwise ,
(I.17)
G2,6 = 0 , (I.18)
G2,7 = 0 , (I.19)
G2,8 = 0 , (I.20)
G2,9 = 0 , (I.21)
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G2,10 = 0 , (I.22)
G3,1 = 0 , (I.23)
G3,2 =
{
y
(M+1)
j+1 − y(M+1)j−1 , if î = i, ĵ = j, i = M ,
0, otherwise ,
(I.24)
G3,3 = 0 , (I.25)
G3,4 =

y
(M+1)
j−1 − y(M+1)j+1 , if î = i+ 1, ĵ = j, i = M ,
y
(M)
j − y(M+1)j , if î = i+ 1, ĵ = j − 1, i = M, j 6= 2 ,
y
(M+1)
j − y(M)j , if î = i+ 1, ĵ = j + 1, i = M, j 6= N ,
0, otherwise ,
(I.26)
G3,5 =
{
x
(M+1)
j−1 − x(M+1)j+1 , if î = i, ĵ = j, i = M ,
0, otherwise ,
(I.27)
G3,6 =

x
(M+1)
j+1 − x(M+1)j−1 , if î = i+ 1, ĵ = j, i = M ,
x
(M+1)
j − x(M)j , if î = i+ 1, ĵ = j − 1, i = M, j 6= 2 ,
x
(M)
j − x(M+1)j , if î = i+ 1, ĵ = j + 1, i = M, j 6= N ,
0, otherwise ,
(I.28)
G3,7 = 0 , (I.29)
G3,8 = 0 , (I.30)
G3,9 =
{
x
(M+1)
2 − x(M)2 , if î = i+ 1, ĵ = j − 1, i = M, j = 2 ,
0, otherwise ,
(I.31)
G3,10 =
{
x
(M)
N − x(M+1)N , if î = i+ 1, ĵ = j + 1, i = M, j = N ,
0, otherwise ,
(I.32)
G4,1 = 0 , (I.33)
G4,2 =
{
y
(i+1)
1 − y(i−1)1 , if î = i, ĵ = j, j = 2 ,
0, otherwise ,
(I.34)
G4,3 = 0 , (I.35)
G4,4 = 0 , (I.36)
G4,5 =
{
x
(i−1)
1 − x(i+1)1 , if î = i, ĵ = j, j = 2 ,
0, otherwise ,
(I.37)
G4,6 = 0 , (I.38)
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G4,7 =

x
(i+1)
1 − x(i−1)1 , if î = i, ĵ = j − 1, j = 2 ,
x
(i)
1 − x(i)2 , if î = i− 1, ĵ = j − 1, i 6= 2, j = 2 ,
x
(i)
2 − x(i)1 , if î = i+ 1, ĵ = j − 1, i 6= M, j = 2 ,
0, otherwise ,
(I.39)
G4,8 = 0 , (I.40)
G4,9 =
{
x
(M)
2 − x(M)1 , if î = i+ 1, ĵ = j − 1, i = M, j = 2 ,
0, otherwise ,
(I.41)
G4,10 = 0 , (I.42)
G5,1 = 0 , (I.43)
G5,2 =
{
y
(i−1)
N+1 − y(i+1)N+1 , if î = i, ĵ = j, j = N ,
0, otherwise ,
(I.44)
G5,3 = 0 , (I.45)
G5,4 = 0 , (I.46)
G5,5 =
{
x
(i+1)
N+1 − x(i−1)N+1 , if î = i, ĵ = j, j = N ,
0, otherwise ,
(I.47)
G5,6 = 0 , (I.48)
G5,7 = 0 , (I.49)
G5,8 =

x
(i−1)
N+1 − x(i+1)N+1 , if î = i, ĵ = j + 1, j = N ,
x
(i)
N − x(i)N+1, if î = i− 1, ĵ = j + 1, i 6= 2, j = N ,
x
(i)
N+1 − x(i)N , if î = i+ 1, ĵ = j + 1, i 6= M, j = N ,
0, otherwise ,
(I.50)
G5,9 = 0 , (I.51)
G5,10 =
{
x
(M)
N+1 − x(M)N , if î = i+ 1, ĵ = j + 1, i = M, j = N ,
0, otherwise ,
(I.52)
G6,1 = 0 , (I.53)
G6,2 = 0 , (I.54)
G6,3 =
{
y
(2)
1 − y(1)1 , if î = i− 1, ĵ = j, i = 2, j = 2 ,
0, otherwise ,
(I.55)
G6,4 = 0 , (I.56)
231
G6,5 = 0 , (I.57)
G6,6 = 0 , (I.58)
G6,7 =
{
x
(1)
2 − x(1)1 , if î = i, ĵ = j − 1, i = 2, j = 2 ,
0, otherwise ,
(I.59)
G6,8 = 0 , (I.60)
G6,9 = 0 , (I.61)
G6,10 = 0 , (I.62)
G7,1 = 0 , (I.63)
G7,2 = 0 , (I.64)
G7,3 =
{
y
(1)
N+1 − y(2)N+1, if î = i− 1, ĵ = j, i = 2, j = N ,
0, otherwise ,
(I.65)
G7,4 = 0 , (I.66)
G7,5 = 0 , (I.67)
G7,6 = 0 , (I.68)
G7,7 = 0 , (I.69)
G7,8 =
{
x
(1)
N+1 − x(1)N , if î = i, ĵ = j + 1, i = 2, j = N ,
0, otherwise ,
(I.70)
G7,9 = 0 , (I.71)
G7,10 = 0 , (I.72)
G8,1 = 0 , (I.73)
G8,2 = 0 , (I.74)
G8,3 = 0 , (I.75)
G8,4 =
{
y
(M+1)
1 − y(M)1 , if î = i+ 1, ĵ = j, i = M, j = 2 ,
0, otherwise ,
(I.76)
G8,5 = 0 , (I.77)
G8,6 =
{
x
(M)
1 − x(M+1)1 , if î = i+ 1, ĵ = j, i = M, j = 2 ,
0, otherwise ,
(I.78)
G8,7 =
{
x
(M+1)
1 − x(M+1)2 , if î = i, ĵ = j − 1, i = M, j = 2 ,
0, otherwise ,
(I.79)
G8,8 = 0 , (I.80)
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G8,9 =
{
x
(M+1)
2 − x(M)1 , if î = i+ 1, ĵ = j − 1, i = M, j = 2 ,
0, otherwise ,
(I.81)
G8,10 = 0 , (I.82)
G9,1 = 0 , (I.83)
G9,2 = 0 , (I.84)
G9,3 = 0 , (I.85)
G9,4 =
{
y
(M)
N+1 − y(M+1)N+1 , if î = i+ 1, ĵ = j, i = M, j = N ,
0, otherwise ,
(I.86)
G9,5 = 0 , (I.87)
G9,6 =
{
x
(M+1)
N+1 − x(M)N+1, if î = i+ 1, ĵ = j, i = M, j = N ,
0, otherwise ,
(I.88)
G9,7 = 0 , (I.89)
G9,8 =
{
x
(M+1)
N − x(M+1)N+1 , if î = i, ĵ = j + 1, i = M, j = N ,
0, otherwise ,
(I.90)
G9,9 = 0 , (I.91)
G9,10 =
{
x
(M)
N+1 − x(M+1)N , if î = i+ 1, ĵ = j + 1, i = M, j = N ,
0, otherwise ,
(I.92)
where i = 2, . . . ,M , and j = 2, . . . ,M , unless specified otherwise.
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J Explicit form of the semi-discretised Hamilton’s equa-
tions for non-shallow water sloshing system
Upon applying the second order forward-difference, backward-difference and central-difference
schemes on the spatial derivatives in (6.2.17) – (6.2.19) the resulting spatially discretised
Hamilton’s equations of the momenta and the continuity equations for interior points can be
written as
∂τw
(i)
j =
(
P
(i+1)
j − P (i−1)j
)(
y
(i)
j+1 − y(i)j−1
)
−
(
P
(i)
j+1 − P (i)j−1
)(
y
(i+1)
j − y(i−1)j
)
4ρA
(i)
j ∆a∆b
, (J.1)
∂τη
(i)
j =
(
P
(i)
j+1 − P (i)j−1
)(
x
(i+1)
j − x(i−1)j
)
−
(
P
(i+1)
j − P (i−1)j
)(
x
(i)
j+1 − x(i)j−1
)
4ρA
(i)
j ∆a∆b
− g , (J.2)
A
(i)
j =
(
x
(i)
j+1 − x(i)j−1
)(
y
(i+1)
j − y(i−1)j
)
−
(
x
(i+1)
j − x(i−1)j
)(
y
(i)
j+1 − y(i)j−1
)
4∆a∆b
, (J.3)
for 1 < j < N + 1 and 1 < i < M + 1,
w
(i)
j =
1
mv
(p− σ(τ)) , (J.4)
∂τη
(i)
j =
(
−3P (i)j + 4P (i)j+1 − P (i)j+2
)(
x
(i+1)
j − x(i−1)j
)
−
(
P
(i+1)
j − P (i−1)j
)(
−3x(i)j + 4x(i)j+1 − x(i)j+2
)
4ρA
(i)
j ∆a∆b
− g ,
(J.5)
A
(i)
j =
(
−3x(i)j + 4x(i)j+1 − x(i)j+2
)(
y
(i+1)
j − y(i−1)j
)
−
(
x
(i+1)
j − x(i−1)j
)(
−3y(i)j + 4y(i)j+1 − y(i)j+2
)
4∆a∆b
,
(J.6)
for j = 1 and 1 < i < M + 1,
w
(i)
j =
1
mv
(p− σ(τ)) , (J.7)
∂τη
(i)
j =
(
3P
(i)
j − 4P (i)j−1 + P (i)j−2
)(
x
(i+1)
j − x(i−1)j
)
−
(
P
(i+1)
j − P (i−1)j
)(
3x
(i)
j − 4x(i)j−1 + x(i)j−2
)
4ρA
(i)
j ∆a∆b
− g ,
(J.8)
A
(i)
j =
(
3x
(i)
j − 4x(i)j−1 + x(i)j−2
)(
y
(i+1)
j − y(i−1)j
)
−
(
x
(i+1)
j − x(i−1)j
)(
3y
(i)
j − 4y(i)j−1 + y(i)j−2
)
4∆a∆b
,
(J.9)
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for j = N + 1 and 1 < i < M + 1,
∂τw
(i)
j =
(
−3P (i)j + 4P (i+1)j − P (i+2)j
)(
y
(i)
j+1 − y(i)j−1
)
−
(
P
(i)
j+1 − P (i)j−1
)(
−3y(i)j + 4y(i+1)j − y(i+2)j
)
4ρA
(i)
j ∆a∆b
,
(J.10)
η
(i)
j =0 , (J.11)
A
(i)
j =
(
x
(i)
j+1 − x(i)j−1
)(
−3y(i)j + 4y(i+1)j − y(i+2)j
)
−
(
−3x(i)j + 4x(i+1)j − x(i+2)j
)(
y
(i)
j+1 − y(i)j−1
)
4∆a∆b
,
(J.12)
for 1 < j < N + 1 and i = 1,
∂τw
(i)
j =
(
3P
(i)
j − 4P (i−1)j + P (i−2)j
)(
y
(i)
j+1 − y(i)j−1
)
−
(
P
(i)
j+1 − P (i)j−1
)(
3y
(i)
j − 4y(i−1)j + y(i−2)j
)
4ρA
(i)
j ∆a∆b
,
(J.13)
∂τη
(i)
j =
(
P
(i)
j+1 − P (i)j−1
)(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)
−
(
3P
(i)
j − 4P (i−1)j + P (i−2)j
)(
x
(i)
j+1 − x(i)j−1
)
4ρA
(i)
j ∆a∆b
− g ,
(J.14)
A
(i)
j =
(
x
(i)
j+1 − x(i)j−1
)(
3y
(i)
j − 4y(i−1)j + y(i−2)j
)
−
(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)(
y
(i)
j+1 − y(i)j−1
)
4∆a∆b
,
(J.15)
for 1 < j < N + 1 and i = M + 1,
w
(i)
j =
1
mv
(p− σ(τ)) , (J.16)
η
(i)
j =0 , (J.17)
A
(i)
j =
1
4∆a∆b
[ (
−3x(i)j + 4x(i)j+1 − x(i)j+2
)(
−3y(i)j + 4y(i+1)j − y(i+2)j
)
−
(
−3x(i)j + 4x(i+1)j − x(i+2)j
)(
−3y(i)j + 4y(i)j+1 − y(i)j+2
) ]
,
(J.18)
for j = 1 and i = 1,
w
(i)
j =
1
mv
(p− σ(τ)) , (J.19)
η
(i)
j =0 , (J.20)
A
(i)
j =
1
4∆a∆b
[ (
3x
(i)
j − 4x(i)j−1 + x(i)j−2
)(
−3y(i)j + 4y(i+1)j − y(i+2)j
)
−
(
−3x(i)j + 4x(i+1)j − x(i+2)j
)(
3y
(i)
j − 4y(i)j−1 + y(i)j−2
) ]
,
(J.21)
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for j = N + 1 and i = 1,
w
(i)
j =
1
mv
(p− σ(τ)) , (J.22)
∂τη
(i)
j =
1
4ρA
(i)
j ∆a∆b
[ (
−3P (i)j + 4P (i)j+1 − P (i)j+2
)(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)
−
(
3P
(i)
j − 4P (i−1)j + P (i−2)j
)(
−3x(i)j + 4x(i)j+1 − x(i)j+2
) ]
− g ,
(J.23)
A
(i)
j =
1
4∆a∆b
[ (
−3x(i)j + 4x(i)j+1 − x(i)j+2
)(
3y
(i)
j − 4y(i−1)j + y(i−2)j
)
−
(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)(
−3y(i)j + 4y(i)j+1 − y(i)j+2
) ]
,
(J.24)
for j = 1 and i = M + 1,
w
(i)
j =
1
mv
(p− σ(τ)) , (J.25)
∂τη
(i)
j =
1
4ρA
(i)
j ∆a∆b
[ (
3P
(i)
j − 4P (i)j−1 + P (i)j−2
)(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)
−
(
3P
(i)
j − 4P (i−1)j + P (i−2)j
)(
3x
(i)
j − 4x(i)j−1 + x(i)j−2
) ]
− g ,
(J.26)
A
(i)
j =
1
4∆a∆b
[ (
3x
(i)
j − 4x(i)j−1 + x(i)j−2
)(
3y
(i)
j − 4y(i−1)j + y(i−2)j
)
−
(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)(
3y
(i)
j − 4y(i)j−1 + y(i)j−2
) ]
,
(J.27)
for j = N + 1 and i = M + 1.
Similarly, the discretised velocity constraints are given by
0 =
(
w
(i)
j+1 − w(i)j−1
)(
y
(i+1)
j − y(i−1)j
)
−
(
w
(i+1)
j − w(i−1)j
)(
y
(i)
j+1 − y(i)j−1
)
4∆a∆b
+
(
x
(i)
j+1 − x(i)j−1
)(
η
(i+1)
j − η(i−1)j
)
−
(
x
(i+1)
j − x(i−1)j
)(
η
(i)
j+1 − η(i)j−1
)
4∆a∆b
,
(J.28)
for 1 < j < N + 1 and 1 < i < M + 1,
0 =
(
−3w(i)j + 4w(i)j+1 − w(i)j+2
)(
y
(i+1)
j − y(i−1)j
)
−
(
w
(i+1)
j − w(i−1)j
)(
−3y(i)j + 4y(i)j+1 − y(i)j+2
)
4∆a∆b
+
(
−3x(i)j + 4x(i)j+1 − x(i)j+2
)(
η
(i+1)
j − η(i−1)j
)
−
(
x
(i+1)
j − x(i−1)j
)(
−3η(i)j + 4η(i)j+1 − η(i)j+2
)
4∆a∆b
,
(J.29)
for j = 1 and 1 < i < M + 1,
0 =
(
3w
(i)
j − 4w(i)j−1 + w(i)j−2
)(
y
(i+1)
j − y(i−1)j
)
−
(
w
(i+1)
j − w(i−1)j
)(
3y
(i)
j − 4y(i)j−1 + y(i)j−2
)
4∆a∆b
+
(
3x
(i)
j − 4x(i)j−1 + x(i)j−2
)(
η
(i+1)
j − η(i−1)j
)
−
(
x
(i+1)
j − x(i−1)j
)(
3η
(i)
j − 4η(i)j−1 + η(i)j−2
)
4∆a∆b
,
(J.30)
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for j = N + 1 and 1 < i < M + 1,
0 =
(
w
(i)
j+1 − w(i)j−1
)(
−3y(i)j + 4y(i+1)j − y(i+2)j
)
−
(
−3w(i)j + 4w(i+1)j − w(i+2)j
)(
y
(i)
j+1 − y(i)j−1
)
4∆a∆b
+
(
x
(i)
j+1 − x(i)j−1
)(
−3η(i)j + 4η(i+1)j − η(i+2)j
)
−
(
−3x(i)j + 4x(i+1)j − x(i+2)j
)(
η
(i)
j+1 − η(i)j−1
)
4∆a∆b
,
(J.31)
for 1 < j < N + 1 and i = 1,
0 =
(
w
(i)
j+1 − w(i)j−1
)(
3y
(i)
j − 4y(i−1)j + y(i−2)j
)
−
(
3w
(i)
j − 4w(i−1)j + w(i−2)j
)(
y
(i)
j+1 − y(i)j−1
)
4∆a∆b
+
(
x
(i)
j+1 − x(i)j−1
)(
3η
(i)
j − 4η(i−1)j + η(i−2)j
)
−
(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)(
η
(i)
j+1 − η(i)j−1
)
4∆a∆b
,
(J.32)
for 1 < j < N + 1 and i = M + 1,
0 =
1
4∆a∆b
[ (
−3w(i)j + 4w(i)j+1 − w(i)j+2
)(
−3y(i)j + 4y(i+1)j − y(i+2)j
)
−
(
−3w(i)j + 4w(i+1)j − w(i+2)j
)(
−3y(i)j + 4y(i)j+1 − y(i)j+2
)
+
(
−3x(i)j + 4x(i)j+1 − x(i)j+2
)(
−3η(i)j + 4η(i+1)j − η(i+2)j
)
−
(
−3x(i)j + 4x(i+1)j − x(i+2)j
)(
−3η(i)j + 4η(i)j+1 − η(i)j+2
) ]
,
(J.33)
for j = 1 and i = 1,
0 =
1
4∆a∆b
[ (
3w
(i)
j − 4w(i)j−1 + w(i)j−2
)(
−3y(i)j + 4y(i+1)j − y(i+2)j
)
−
(
−3w(i)j + 4w(i+1)j − w(i+2)j
)(
3y
(i)
j − 4y(i)j−1 + y(i)j−2
)
+
(
3x
(i)
j − 4x(i)j−1 + x(i)j−2
)(
−3η(i)j + 4η(i+1)j − η(i+2)j
)
−
(
−3x(i)j + 4x(i+1)j − x(i+2)j
)(
3η
(i)
j − 4η(i)j−1 + η(i)j−2
) ]
,
(J.34)
for j = N + 1 and i = 1,
0 =
1
4∆a∆b
[ (
−3w(i)j + 4w(i)j+1 − w(i)j+2
)(
3y
(i)
j − 4y(i−1)j + y(i−2)j
)
−
(
3w
(i)
j − 4w(i−1)j + w(i−2)j
)(
−3y(i)j + 4y(i)j+1 − y(i)j+2
)
+
(
−3x(i)j + 4x(i)j+1 − x(i)j+2
)(
3η
(i)
j − 4η(i−1)j + η(i−2)j
)
−
(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)(
−3η(i)j + 4η(i)j+1 − η(i)j+2
) ]
,
(J.35)
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for j = 1 and i = M + 1,
0 =
1
4∆a∆b
[ (
3w
(i)
j − 4w(i)j−1 + w(i)j−2
)(
3y
(i)
j − 4y(i−1)j + y(i−2)j
)
−
(
3w
(i)
j − 4w(i−1)j + w(i−2)j
)(
3y
(i)
j − 4y(i)j−1 + y(i)j−2
)
+
(
3x
(i)
j − 4x(i)j−1 + x(i)j−2
)(
3η
(i)
j − 4η(i−1)j + η(i−2)j
)
−
(
3x
(i)
j − 4x(i−1)j + x(i−2)j
)(
3η
(i)
j − 4η(i)j−1 + η(i)j−2
) ]
,
(J.36)
for j = N + 1 and i = M + 1.
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