A porous medium equation involving the infinity-Laplacian. Viscosity
  solutions and asymptotic behaviour by Portilheiro, Manuel & Vazquez, Juan Luis
ar
X
iv
:1
00
7.
22
84
v2
  [
ma
th.
AP
]  
18
 Se
p 2
01
1
A porous medium equation involving the
infinity-Laplacian. Viscosity solutions and asymptotic
behaviour
Manuel Portilheiro∗
Juan Luis Va´zquez†
November 2, 2018
Abstract
We study a nonlinear porous medium type equation involving the infinity Laplacian operator. We
first consider the problem posed on a bounded domain and prove existence of maximal nonnegative
viscosity solutions. Uniqueness is obtained for strictly positive solutions with Lipschitz in time data. We
also describe the asymptotic behaviour for the Dirichlet problem in the class of maximal solutions. We
then discuss the Cauchy problem posed in the whole space. As in the standard porous medium equation
(PME), solutions which start with compact support exhibit a free boundary propagating with finite
speed, but such propagation takes place only in the direction of the spatial gradient. The description
of the asymptotic behaviour of the Cauchy Problem shows that the asymptotic profile and the rates of
convergence and propagation agree for large times with a one-dimensional PME.
1 Introduction
In order to understand modes of nonlinear diffusion with preferential propagation in some directions, we
consider here the following variation of the porous medium equation,
(1.1) ρt = ∆∞(ρm),
where m > 1 and ∆∞ denotes the 1-homogeneous version of the infinity-Laplacian,
∆∞ u := |Du|−2
d∑
i,j=1
uxixjuxiuxj .
This equation is related to the standard porous medium equation (PME): ρt −∆(ρm) = 0. It represents a
diffusion of porous medium type, but taking place only in the direction of the spatial gradient of ρ. Moreover,
if a solution of (1.1) is radial (i. e., u = u(|x|, t)), it corresponds exactly to a solution of a 1-d PME with
spatial variable r = |x|.
Here we examine the general non-radial case with the intention of proving that there exists a natural
evolution process that still looks like a 1-d directional PME, at least for large times. However, in this case
the diffusion chooses the direction of the gradient, that varies with space and time. The first difficulty in
devising a theory is to define a suitable concept of generalized solution for this nonlinear equation, which is
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formally parabolic but can be degenerate or singular at some points: Here we use a well-known trick of the
PME theory, the so-called density-to-pressure transformation, and introduce the variable
(1.2) u :=
m
m− 1 ρ
m−1.
Proceeding formally, it is easy to see that, if everything is smooth, u must solve
(1.3) ut = k u∆∞ u+ |Du|2
with k = m − 1 > 0. We propose to work out the existence and uniqueness theory for the latter equation,
translating back the results to equation (1.1) via (1.2). We study such problems both in a bounded domain
and in the whole space, and we establish regularity, finite propagation, and asymptotic behaviour under
convenient assumptions on the data.
1.1 Results on a bounded domain
We couple equation (1.3) with initial and boundary data:
(1.4) u(x, t) = g(x, t) on Γ,
where Γ = ∂pQ is the parabolic boundary if our domain Q = Ω × [0, T ], Ω ⊂ Rd. As mentioned above, if
the problem is posed in a ball with radially symmetric data it is observed that the solutions are equivalent
to solutions for the 1-d porous medium equation, for which there is a weak theory that gives existence and
uniqueness. Such a theory is not available for more general solutions of the fully-nonlinear equation (1.3).
Therefore, we introduce the concept of viscosity solution. Since the equation is both singular and degenerate,
we adapt the modified notion of viscosity solution introduced in [CV] and [BV] and the viscosity method to
tackle degenerate problems. Our first main result concerns solutions with strictly positive data.
Theorem 1.1. Let Ω be an open and bounded domain in Rd. For each g ∈ C(Γ), g > c, there exists a
viscosity solution u ∈ C(Q) of (1.3) satisfying u = g on Γ. Moreover, u > c and the modulus of continuity
of u can be estimated in terms of the modulus of continuity of g; in particular, if g is Lipschitz, then so is
u. If g is Lipschitz on the lateral portion of Γ, then the solution is unique.
Our main interest lies however in treating nonnegative data that may vanish somewhere, in the spirit of
porous medium equations with finite speed of propagation. This is not so easy. If we do not assume the
data to be strictly positive, we can still obtain a maximal viscosity solution.
Theorem 1.2. Given g ∈ C(Γ) with g > 0, there exists a viscosity solution of (1.3), u¯ ∈ C(Q), satisfying
u¯ = g on Γ, and such that if v is another viscosity solution of (1.3) with the same initial and boundary data,
then u¯ > v. Moreover, if g is Lipschitz continuous, then u¯ is also Lipschitz continuous.
Maximal viscosity solutions are our choice of good class of solutions to work with.
Let us outline the organization of the proofs of this and related results. In Section 2 we define viscosity
sub- and supersolutions for this problem and prove a useful lemma to simplify testing a solution.
In Section 3 we consider strictly positive solutions. We prove two comparison results: a “weak” and a
“strong” version. The strong version is valid for functions which are Lipschitz on the lateral boundary, and
is in fact just a regular comparison result.
In Section 4 we compute some explicit solutions. Of particular interest are the Barenblatt functions, which
are similarity solutions, and the traveling waves.
For existence, the idea is to regularize the problem as is done in [JK] for the infinity Laplacian evolution,
and obtain estimates independent of the approximation process. In Section 5 we prove the existence of
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maximal viscosity nonnegative solutions and give some properties of these solutions, in particular we prove
a uniqueness result for this problem in a nice domain (slightly more than star shaped).
Section 6 is the longest and contains the more technical proof of the main result, Theorem 1.1.
To complete the study in bounded domains, Section 7 discusses the large time behaviour of solutions of the
Dirichlet problem, which is described in the following theorem.
Theorem 1.3. Let u be the maximal solution of (1.3)–(1.4) with g(x, t) = 0 for x ∈ ∂Ω. Then,
(1.5) lim
t→∞ t u(x, t) = U(x) = UΩ(x) = [FΩ(x)]
m−1,
where U is a Lipschitz continuous function, positive in Ω which vanishes on ∂Ω.
As an interesting consequence of our study here, we obtain existence of solution of the elliptic eigenvalue
problem
(1.6) −∆∞G = λGp, p < 1.
As in [CV] and [BV], we approximate the data with a strictly positive function and then take the limit. This
allows us to obtain the asymptotic behaviour of solutions for the Dirichlet problem in Theorem 1.3 as saying
that u(x, t) approaches the so-called Friendly Giant, U(x, t) = t−1FΩ(x), whose existence is well-known in
the PME theory. Our results are also consistent with the asymptotic profile obtained by Laurenc¸ot and
Stinner [LS] for the infinity heat equation.
Remark. We will show that the function FΩ is in fact a constant multiple of the solution of the elliptic
eigenvalue problem in Ω (7.3).
1.2 Results on the whole space
In Section 8 we discuss the Cauchy problem, posed in the whole space for nonnegative solutions. We assume
that the initial function is nonnegative and bounded. We prove existence of a maximal solution. We can not
obtain a complete comparison result in this case, but for compactly supported data the results for maximal
solutions are valid, namely the propagation of the free boundary and its regularity in the form of the following
theorem.
Theorem 1.4. Let us assume that ρ0 : R
d → R is continuous, nonnegative, bounded and compactly sup-
ported. If u(x, t) is the maximal solution of the Cauchy problem (8.1), then there exists a constant R > 0
which depends on m,n and the initial data ρ0, such that as t→∞, ρ(x, t) =
[
m−1
m u
]1/(m−1)
satisfies
(1.7) t
1
m+1 |ρ(x, t)− βR(x, t)| → 0
uniformly in x ∈ Rn, where βR is the Barenblatt function defined in (4.3). Moreover, we have convergence
of the supports
(1.8) BR1(t)(0) ⊂ {x : ρ(x, t) > 0} ⊂ BR2(t)(0)
where Ri(t)/t
1/(m+1) → R = R(m,n, ρ0).
The Barenblatt function βR(r, t) is explained in formula (4.3) and R is its radius at t = 1. There is to our
knowledge no simple formula to express the dependence of the asymptotic constant R on the data ρ0. Such
a difficulty is relatively frequent in problems in nonlinear mechanics, see [KPV].
The paper ends with an appendix on special solutions.
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1.3 Extension
A natural development of the main idea of this work leads to consider similar models of propagation in a
preferential direction. One option is to use interpolation of the regular Laplacian with the infinity Laplacian.
We propose as the simplest example the family of equations
(1.9) ρt = Lε(ρ
m), where Lε = ε∆+ (1− ε)∆∞
with 0 < ε < 1. Since the standard p-Laplacian operator, 1 < p <∞, is defined as
(1.10) ∆pu = div(|Du|p−2Du) = |Du|p−2
∑
i,j
uxixj
{
δij + (p− 2) uxi|Du|
uxj
|Du|
}
,
if we put ε = 1/(p− 1) we can also write this proposed model as
(1.11) ρt = ε |D(ρm)|2−p∆p(ρm).
Many of the results of the present paper apply, at least partially, to the interpolated family. In particular,
we note that, at least for radial solutions, (1.9) is like a (PME) in dimension 1+ε(d−1). We will not pursue
such an analysis in the present work.
Notations
We consider equations defined on some subdomain of the whole Euclidean space-time S = Rd × R. For
a point P0 = (x0, t) ∈ S, we say that U is a parabolic neighbourhood of P0 if P0 ∈ Q ⊂ U , where Q is a
cylinder centered at P0, that is, Q = Br(x0)× (t0 − τ, t0] for some r, t > 0. We denote by C+(D) the space
of nonnegative continuous functions from D to R, whereas C2,1(D) will denote those functions which are
twice differentiable in x and once in t. Whenever Q is a cylinder of the form Q = Ω × [0, T ], with Ω ⊂ Rd
open, we denote its parabolic neighborhood by Γ = ∂pQ = (∂Ω× [0, T ]) ∪ (Ω× {t = 0}).
For a function u ∈ C2,1(D), Du and D2u will denote the spatial gradient and the d × d matrix of second
derivatives of u, respectively,
Du = (ux1 , . . . , uxd) , D
2u =
((
uxixj
))d
i,j=1
.
Given a symmetric d× d matrix with real coefficients A, we define
Λ(A) := max
ω∈Sd−1
(Aω) · ω, λ(A) := min
ω∈Sd−1
(Aω) · ω,
in other words, the largest and smallest eigenvalues of A, respectively. We will also need an approximation
function, βc, which is a smooth real function satisfying βc(z) = |z| if |z| > c and βc(z) > c/2 everywhere.
2 Viscosity solutions
Following [CV] and [BV], we define viscosity solutions for the modified equation (1.3). Note that because the
equation is singular at points where the gradient of the function vanishes, the usual definition of viscosity
solution needs to be adapted at the singular points. We adapt the definition from [CGG], see also [JK].
Definition 2.1. Given u ∈ C+(Q), we say u is a nonnegative viscosity subsolution of (1.3) in Q if
and only if for every P0 ∈ Q and every function φ ∈ C2,1(Q) which touches u from above at P0, the following
holds at the point P0:
φt 6 k φ ∆∞ φ+ |Dφ|2 if Dφ 6= 0,
φt 6 k φΛ(D
2φ) if Dφ = 0.
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As in [JK] we can weaken the second condition.
Lemma 2.2. Let the function u satisfy the following: given P0 ∈ Q and φ ∈ C2,1(Q) such that u − φ has
an absolute maximum at the point P0 and u(P0) = φ(P0), it follows that at the point P0
φt 6 k φ ∆∞ φ+ |Dφ|2 if Dφ 6= 0,
φt 6 0 if Dφ = 0, D
2φ = 0.
Then u is a viscosity subsolution of (1.3).
Proof. Step 1. Assume u is not a viscosity subsolution of (1.3) but satisfies the condition of the lemma.
Then there exist P0 = (x0, t0) ∈ Q and φ ∈ C2,1(Q) such that u − φ has an absolute maximum at P0,
u(P0) = φ(P0), Dφ(P0) = 0, D
2φ(P0) 6= 0, and at P0
φt > k φΛ(D
2φ).
Let us define
wj(x, t, y, s) := u(x, t)− φ(y, s)− j
4
|x− y|4 − j
2
|t− s|2
and let (xj , tj , yj, sj) be a point of maximum for wj in Q × Q. It is easy to see that (xj , tj , yj , sj) →
(x0, t0, x0, t0) as j →∞.
Step 2. Let us check that for j large enough we can not have xj = yj. Assume xj = yj and let us define a
new function
θj(y, s) := − j
4
|xj − y|4 − j
2
|tj − s|2
Then φ−θj has a local minimum at the point (yj , sj) and hence, at this point φt = θj,t and D2φ > D2θj = 0.
From our assumption, for j large enough we have
j(tj − sj) = θj,t(yj, sj) = φt(yj , sj) > k φ(yj , sj)Λ(D2φ(yj , sj)) > 0.
Similarly, with
ζj(x, t) :=
j
4
|x− yj |4 + j
2
|t− sj |2
the function u − ζj has a maximum at (xj , tj) and both Dζj and D2ζj vanish at (xj , tj), because xj = yj .
Therefore, ζj + C satisfies the condition of the lemma and we conclude that
j(tj − sj) = ζj,t(xj , tj) 6 0,
a contradiction.
Step 3. We have concluded that xj 6= yj for large j. Let us now check that this also leads to a contradic-
tion. By our assumption, and using the continuity of P 7→ Λ(D2φ(P )), there exists ε > 0 such that in a
neighbourhood of (x0, t0)
ε < φt − k φΛ(D2φ) − |Dφ|2.
Therefore, for large j, using the fact that φ− θj has a minimum at (yj , sj),
ε <
(
φt − k φ ∆∞ φ− |Dφ|2
)
(yj , sj)
6 j(tj − sj)− k φ(yj , sj)|xj − yj |2 〈D
2θj(yj , sj) · (xj − yj), (xj − yj)〉
− j2|xj − yj |6.
On the other hand, we can still apply the condition of the lemma to ζj , but now Dζj 6= 0. Using this and
the fact that u− ζj has a maximum at (xj , tj) we have
j(tj − sj)− j2|xj − yj |6 6 k u(xj , tj)|xj − yj |2 〈D
2ζj(xj , tj) · (xj − yj), (xj − yj)〉.
Since D2ζj(xj , tj) = −D2θj(yj , sj), this and the above equation lead to a contradiction for large j.
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Definition 2.3. Given u ∈ C+(Q), we say u is a nonnegative classical free-boundary solution of
(1.3) if and only if:
(i) on the positivity set P(u) = {P ∈ Q | u(P ) > 0}, the function u is smooth and solves (1.3) in the
classical sense;
(ii) the boundary of the positivity set Γ = ∂P(u) ∩Q is a smooth hypersurface and u ∈ C2,1(P(u) ∩ Γ);
(iii) on the hypersurface Γ we have
(2.1) σn = |Du|,
where σn denotes the normal speed of boundary Γ.
If instead of condition (i) above we have
ut 6 k u ∆∞ u+ |Du|2,
in the positivity set and instead of (2.1) we have
σn 6 |Du|,
then we say that u is a classical free-boundary subsolution. If in Definition 2.3 we impose the extra condition
(iv) |Du| 6= 0 on Γ,
then we say that u is a classical moving free-boundary solution. Replacing all the inequalities with 6 by
inequalities with > we define classical (moving) free-boundary supersolution.
Given two functions u, v ∈ C+(D), we say that u is strictly separated (from above) from v if u is
compactly supported and u(x) < v(x) for every x ∈ supp(u), in this case we write u ≺ v.
Definition 2.4. Given u ∈ C+(Q), we say u is a nonnegative viscosity supersolution of (1.3) if and
only if the following conditions are satisfied:
(i) For every P0 ∈ Q where u(P0) > 0 and every function φ ∈ C2,1(Q) which touches u from below at P0
we have at the point P0
φt > k φ ∆∞ φ+ |Dφ|2 if Dφ 6= 0,
φt > k φλ(D
2φ) if Dφ = 0.
(ii) If w is a classical moving free-boundary subsolution of (1.3) which is strictly separated from u at time
t1, w(·, t1) ≺ u(·, t1) and which satisfies w < u on Γt1,t2 = {(x, t) ∈ ∂pQ | t1 6 t 6 t2}, the portion of
lateral boundary of Q for times between t1 and t2 (when the space domain is not the whole R
d), then
w can not cross u for times in [t1, t2], i.e. w(·, t) 6 u(·, t) for every t ∈ [t1, t2].
See [BV] for a motivation of these definitions. The main idea of comparing with free-boundary solutions
goes back to [CV]. Finally we can define viscosity solutions.
Definition 2.5. A function in C+(Q) is a nonnegative viscosity solution of (1.3) if it is simultaneously
a viscosity subsolution and a viscosity supersolution.
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Other ways to define viscosity solutions
It is possible to define viscosity solutions directly for equation (1.1)
(2.2) ρt = ∆∞ ρm
or, taking w = ρm and β(z) = z
1
m , for the alternate equation
(2.3) β(w)t = ∆∞ w.
This last formulation, in particular, has exactly the same kind of degeneracy as the equation (1.3) we use
to define viscosity solutions and obtain existence. However, the “Barenblatt” solutions for these equations
would not have a nonzero normal boundary derivative, and hence they seem to be less natural regarding the
free boundary propagation. It is interesting to note, however that using the transformations u = mm−1ρ
m−1
and w = ρm on test functions, we can go back and forth from the definition of viscosity solution of one
formulation to the other. In fact, without having defined it, we will use this “jumping” between formulations
in the proof of Theorem 7.3.
3 Strictly positive solutions on bounded domains
To obtain maximal viscosity solution for (1.3), we have to approximate the solution from above by positive
solutions. Hence, we need to establish comparison and obtain estimates for positive solutions. In what
follows, Q denotes a cylinder of the form Ω× (0, T ), where Ω is an open and bounded domain in Rd, and Γ
its parabolic boundary, Γ = (Ω× {0}) ∪ (∂Ω× [0, T ]).
If a function u is a strictly positive classical solution of (1.3) in Q, in the sense that there exists c such that
u(x) > c > 0 for every x ∈ Q,
then u is also a viscosity solution (with obvious adaptations in the above definitions) of the equation
(3.1) ut = k βc(u)∆∞ u+ |Du|2.
where βc is as defined in the notations at the end of the introduction. Therefore, it is enough to establish
the results for such functions.
3.1 Comparison
We prove two comparison results. The proof of the first comparison result is typical and its idea is similar
to the proof of Lemma 2.2, however it is weaker than the second. We sketch it here for convenience.
Theorem 3.1. Assume u and v are viscosity sub- and supersolutions of (3.1), respectively, in Q and satisfy
u, v > c,
u(P ) < v(P )
for every P ∈ Γ. Then u 6 v in Q. If v is a strict supersolution or u is a strict subsolution, then this
inequality is strict.
Proof. Step 1. Let us assume the statement of the theorem is false,
sup
P∈Q
(u(P )− v(P )) > 0.
7
If we consider instead of v the function v¯(x, t) = eγtv(x, h(t)), where h(t) = e
γt−1
γ , with γ sufficiently small
we must still have v¯ > u on ∂p(Ω× [0, T − ε(γ))) (where ε(γ) is a small number depending on γ) and now v¯
is a strict supersolution. To see this, assuming v is smooth, we compute
v¯t = γv¯ + e
2γtvt(x, τ) > γv¯ + kv¯∆∞ v¯ + |Dv¯|2.
This computation can be carried for the test functions in the definition of viscosity solution, whence our
claim follows. Therefore we assume v is a strict supersolution. By considering a shorter time interval we can
also assume
sup
P∈Q
(u(P )− v(P )) = 0.
This supremum must occur at an interior point, P0 = (x0, t0) ∈ Q.
As in the proof of Lemma 2.2 we take
wj(x, t, y, s) := u(x, t)− v(y, s)− j
4
|x− y|4 − j
2
(t− s)2
and let Pj = (xj , tj , yj , sj) be a point of maximum of wj in Q×Q. Once again, for j large enough, xj , yj ∈ Ω,
tj , sj ∈ (0, T ) and Pj → (x0, t0, x0, t0) as j →∞.
Step 2. If xj = yj , then, with θj as in Lemma 2.2, (v − θj)(y, s) has a local minimum at the point (yj , sj),
and since v is a strict supersolution we get δ < j(tj − sj). Similarly, u− ζj has a local maximum at (xj , tj)
from where we get the contradiction 0 > j(tj − sj).
Step 3. Since u(P0) = v(P0), the case xj 6= yj can be treated exactly as in the proof of Lemma 2.2.
If either u is a strict subsolution or v is a strict supersolution, then we can obtain the contradiction without
rescaling the function, and hence, without taking the limit of the rescaled solution and loosing the strict
inequality.
Corollary 3.2. If u is a subsolution and u 6M on Γ, then u 6M in Q. Similarly, if u is a supersolution
and u > c > 0 on Γ, then u > c in Q.
Proof. These facts follow from the theorem noting thatM +ε and c−ε are positive solutions of the equation
for sufficiently small ε.
The comparison theorem 3.1 is too weak to prove uniqueness because we assume a strict relation v > u on
the boundary. However, the transformation we used in its proof to obtain a strict supersolution v¯ above the
subsolution u will work with an extra Lipschitz condition on the data.
Theorem 3.3. Assume u and v are viscosity sub- and supersolutions of (3.1) in Q, respectively, they satisfy
u, v > c > 0, and
u(P ) 6 v(P )
for every P ∈ Γ. Assume also that either vt is bounded below or ut is bounded above on the lateral boundary
of Q. Then u 6 v in Q.
Proof. Step 1. The proof is the same as for Theorem 3.1 once we check that for γ sufficiently small the
function
v¯(x, t) = h′(t)v (x, h(t)) , with h(t) =
eγt+γ
3 − 1
γ
,
stays strictly above u on the parabolic boundary of Q. This is clear on the bottom portion; we claim this
is also the case on the lateral portion of the boundary. We give the proof under the assumption that vt is
bounded below. The argument when ut is bounded above is completely symmetric.
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Step 2. Let us assume for the moment that the following condition holds,
(3.2) vt > −2v
t
.
Let us fix x ∈ ∂Ω and write g(t) = v(x, t). Suppose that for some t > 0
v¯(x, t) = h′(t)g(h(t)) 6 g(t) = v(x, t).
Noting that
h′(t)− 1 = eγt+γ3 − 1 = γt+O(γ2)
and
h(t)− t = γt
2
2
+O(γ2),
we must have
g′(t) =
g(h(t))− g(t)
h(t)− t + o(1) 6 −
h′(t)− 1
h(t)− t g(t) + o(1) = −
2g(t)
t
+ o(1).
This is in contradiction with (3.2) for γ sufficiently small, therefore we must have v¯(x, t) > v(x, t) as claimed.
Step 3. Finally, we remove the condition (3.2). Since we are assuming vt bounded below, and v > c > 0,
this condition must surely hold for small t, hence, v > u on Ω × [0, t¯] for small t¯. Since the equation is
invariant under translations in t, we can now reapply the result to the intervals of the form [kt¯, (k + 1)t¯],
k = 1, 2, 3, . . ., successively, considering u˜(x, t) = u(x, t− kt¯) and v˜(x, t) = v(x, t− kt¯).
4 Special solutions
We look briefly at concrete examples of solutions with a free boundary which are smooth on their set of
positivity. All the solutions obtained in this section are classical moving free-boundary solutions in the sense
of Definition 2.3. These solutions are important as particular examples, and also as models of asymptotic
behavior of general classes of solutions as t→∞.
4.1 Separation of variables
Solutions of the form
ρ(x, t) = T (t)F (x)
are usually of interest. Using the equation, we get the explicit formula for T
(4.1) T (t) = [C + (m− 1)λt]− 1m−1
and the equation for F
(4.2) ∆∞ Fm(x) + λF (x) = 0.
A special case of separation of variables is when ρ is independent of t, which corresponds to taking λ = 0.
In this case the equation is nothing more than the infinity Laplace equation. Thus, if v is any nonnegative
solution of ∆∞ v = 0 in Ω, then ρ(x, t) := v
1
m (x) is a solution of (1.1) in Q.
Solving the nonlinear elliptic equation (4.2) is nontrivial. This can nonetheless be done explicitly when F
is radial (we show there is a solution in a non-radial domain in Theorem 7.3). Since the solutions obtained
this way are known to exist, we postpone their derivation to Appendix A (although their explicit form seems
to be new). As observed in the Introduction, the radial solutions are essentially solutions of the 1-d (PME).
In fact, all the explicit solutions we obtain are of this kind.
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4.2 Similarity solutions
If we look for nonnegative solutions of (1.1) of the form
ρ(x, t) = t−αf(η),
with η = t−βx and further assume that f is radial and α = β = 1/(m+ 1) we obtain the following solution:
f(r) =
[
A− β(m− 1)
2m
r2
] 1
m−1
+
.
By analogy with the porous medium equation, we call this type of solution the Barenblatt functions. The
solution ρ takes the form
(4.3) βR(x, t) :=
γm
t
1
m−1
[(
Rt
1
m+1
)2
− |x|2
] 1
m−1
+
,
where γm = [(m− 1)/(2m(m+ 1))]
1
m−1 . Observe that R denotes the radius of the support of βR at time
t = 1. As observed above, these Barenblatt functions are closely related to the Barenblatt functions in
[BV, formula (4.2)], more precisely, they are the (m− 1)-th power of our functions in dimension 1, which is
consistent with the intuition that ∆∞ is a one dimensional second derivative.
We will need these solutions for the modified problem, that is, we want to apply the pressure-to-density
transformation u = (m/(m− 1))ρm−1. Therefore, we get the Barenblatt functions for (1.3)
BR(x, t) = 1
(m+ 1)t
[(
Rt
1
m+1
)2
− |x|2
]
+
.
It will, of course, be convenient to consider translations of these functions, in particular in t, to avoid a
singularity at t = 0: for (x0, t0) ∈ Rd × R+0 , define
BR(x, t;x0, t0) := BR(x− x0, t+ t0)
Remark. The choice α = β is the only one that makes
∫
Rd
[ρ(x, t)]ddx constant in time. This is in some
sense the “correct” behaviour for the infinity-Laplacian, as the “fundamental” solution of ut = ∆∞ u,
Γ(x, t) = t−
1
2 exp(−|x|2/4t) satisfies this type of conservation.
4.3 Traveling waves
For functions which depend only on one space variable, the infinity-Laplacian is just a regular second deriva-
tive. Therefore, if we take ρ of the form ρ(x, t) = f(η), η = x1 − ct, with c > 0, we have
(fm)′′ + cf ′ = 0.
This is the exact same equation obtained, under similar assumptions, for the regular porous medium equation
(PME), ut = ∆(u
m), so we get the same solutions, namely,
ρ(x, t) = c[a+ ct− x1]+.
The traveling wave solution for (1.3) is therefore given by
u(x, t) =
m
m− 1c[a+ ct− x1]
m−1
+ .
For more general planar waves of the form ρ(x, t) = A(t)U(x1 − s(t)), the equation for A and U is again
the same as for the (PME), and we still have the same solutions.
It is easy to see that both the Barenblatt functions and the traveling waves satisfy the definition of classical
free boundary solutions.
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5 Maximal viscosity solutions in a bounded domain
In this section we prove existence of the maximal viscosity solution of (1.3) for nonnegative data as stated
in Theorem 1.2. The idea is to approximate the data with a strictly positive function.
Proof of Theorem 1.2. Step 1. For n ∈ N let gn = g+ 1n and let un be the unique viscosity solution of (1.3),
satisfying un = gn on Γ, given by Theorem 1.1. From the comparison results, we have that 0 < un 6 ul in
Q for l < n. Hence, (un)n∈N has a limit as n → ∞, u¯. From the estimate of Theorem 1.1 we immediately
see that u¯ is continuous—if g is Lipschitz, we see that u¯ is also Lipschitz continuous. Note also that because
u¯ is continuous and (un)n is decreasing, the convergence is locally uniform.
Step 2. Next we check that u¯ is a viscosity subsolution of (1.3). The argument goes exactly as in [BV,
Proposition 5.1] for the nonsingular part of the inequality in Definition 2.1. Take a smooth function φ
touching u¯ from above at a point P0 = (x0, t0) and assume first that Dφ(P0) 6= 0. Since un converges locally
uniformly to u¯, in some neighborhood of P0, Qr = Br(x0)× (t0− r2, t0], for large n the function φn = φ+ cn
touches un from above at a point Pn → P0 as n → ∞. Note that cn is chosen so that the maximum of
un − φn (at Pn) is exactly 0 and for n sufficiently large Dφn 6= 0 in Qr. It is clear that cn → 0 as n → ∞,
and since un is a positive viscosity solution,
φnt 6 kφ
n∆∞ φn + |Dφn|2 at Pn,
letting n→∞ we obtain the required inequality for φ,
φt 6 kφ∆∞ φ+ |Dφ|2 at P0.
If Dφ(P0) = 0, from Lemma 2.2 we can also assume D
2φ(P0) = 0 and need only check that φt 6 0. With a
similarly constructed family (φn)n∈N, we have that at the point Pn either
φnt 6 kφ
n∆∞ φn + |Dφn|2, if Dφn(Pn) 6= 0, or
φnt 6 kφ
nΛ(D2φn), if Dφn(Pn) = 0.
In any case, letting n→∞, we get
φt 6 0,
as required.
Step 3. To prove that u¯ is a viscosity supersolution we need to check conditions (i) and (ii) of Definition 2.4.
Condition (i) follows just as in step 2 of this proof. Let us check the second condition. Assume v is a classical
moving free boundary subsolution of (1.3) strictly separated from u¯ at t = t1 and on the portion of the lateral
boundary Γt1,t2 . From our construction, we have u¯ 6 u
n in Q, in particular v < un at t = t1 and on Γt1,t2 .
Since v is classical at points where it is positive, we obtain from the comparison result for positive solutions
that v can not touch un from below. Passing to the limit we get that v can not cross u¯.
Step 4. Finally, let us check that u¯ is maximal. Suppose w is another viscosity solution with the same
data as u¯ which is strictly greater than u¯ at some point. For n sufficiently large, w touches un from below
for the first time at some point Pn = (xn, tn) with tn > 0. Since w = u¯ = g on Γ and u
n = g + 1n
on this set, Pn must be an interior point. Furthermore, since w(Pn) = u
n(Pn) > 0, it is possible to find
Qn ⊂ Ω× [tn − δn, tn] such that Pn ∈ Qn, w > 0 in Qn and w < un on ∂pQn. By the comparison result, we
get a contradiction. To see that Qn must exist with the desired properties, note that since w = g = u
n − 1n
on Γ and w(Pn) = u
n(Pn) > 0, the open set Wn = {x ∈ Ω | w(x, tn) > minw(Pn)/2} contains the point Pn
and w = w(Pn)/2 on ∂Wn. By continuity, there exists δn > 0 such that w > w(Pn)/4 on Wn × [tn − δn, tn].
This set satisfies the above requirements.
Maximal solutions are ordered according to their data.
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Theorem 5.1. If g1 and g2 are functions in C(Γ) and g1 6 g2, then the maximal solutions u1 and u2,
obtained by the above process with data g1 and g2, respectively, satisfy u1 6 u2 in Q. In particular, maximal
solutions are unique.
Proof. The approximations gn1 and g
n
2 from the previous proof satisfy g
n
1 6 g
n
2 , therefore, from the strong
comparison result we have un1 6 u
n
2 , and in the limit u1 6 u2.
It is worth noting that in Step 3 of the proof of existence of a maximal solution, we in fact prove that a
maximal solution which is strictly separated at some time from a solution below can not be crossed by this
solution at later times.
Theorem 5.2. Let u be a maximal solution and v another solution such that v ≺ u at t = t1. Then v 6 u
for all t > t1.
Here u ≺ v means u is strictly separated from v as defined in Section 2. The following facts are useful and
easy to check.
Theorem 5.3. The Barenblatt functions and the traveling wave solutions of the previous section are maximal
solutions (in the whole space) of (1.3).
Proof. We check this for the Barenblatt functions of the form BR(x, t + t0) with t0 > 0. Take r ≫ R and
consider the approximation given in the proof of Theorem 1.2 at the beginning of this section, un with initial
condition gn = max{1/n, B(·, t0)} on the cylinder Qr = B(0, r)× [0, t]. In radial coordinates, the equation is
simply the regular (PME) in one spacial dimension, therefore, as was proved in [BV], as n→∞, the solution
converges to the Barenblatt function in Qr. A similar argument works for the traveling wave solutions.
It is worth recording the following fact about the independence of the maximal solution on the approximation
procedure to obtain it.
Theorem 5.4. Let {hn | n > 1} be a family of functions defined on Γ satisfying hn > hn+1 > 0, hn is
continuous on Γ and Lipschitz continuous on the vertical portion of Γ for each n > 1 and limn hn = g. Let
vn be the unique solution of (1.3). Then limn v
n is the maximal viscosity solution from Theorem 1.2.
Proof. The proof of Theorem 1.2 can be reproduced to show that v = limn v
n is a viscosity solution of (1.3).
It is therefore enough to observe that for any given n > 1 there exists m > n such that gm < hn on Γ (where
gn is as in the proof of Theorem 1.2) and use the comparison result to conclude that um 6 vn. Now take
the limit in m and in n to see that u 6 v.
Uniqueness of viscosity solutions. If the domain Ω is sufficiently nice and the normal derivative on ∂Ω
does not vanish, then we can obtain a uniqueness result. We will assume Ω satisfies the following contracting
property, which is slightly stronger than being star shaped: there exist x0 ∈ Ω, λ∗ < 1 and α > 0 such that
(CP) for every x ∈ ∂Ω and every λ ∈ [λ∗, 1), d(x0 + λ(x− x0), ∂Ω) > αλ.
Theorem 5.5. Assume ∂Ω ∈ C1 and Ω satisfies the above contracting property (CP). Assume further that
u0 ∈W 1,∞(Ω) and that the normal derivative of u0 on ∂Ω satisfies
∂u0
∂ν
∣∣∣∣
∂Ω
6 −m < 0.
Then the maximal solution of the Dirichlet problem (7.2) is the unique viscosity solution of this problem.
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Proof. Suppose u is the maximal viscosity solution and v is another solution of (7.2). After a translation we
can assume x0 = 0. For λ ∈ [λ∗, 1) define uλ : Ωλ → R,
uλ(x, t) := λ2+γu
(x
λ
, λγt
)
,
where Ωλ := λΩ = {λx | x ∈ Ω} and γ will be chosen below. Likewise define uλ0 (x) = λ2+γu0(x/λ). The
function uλ is a viscosity solution of the equation in Ωλ ⊂ Ω with initial data uλ0 . From the assumptions on
Ω and Du0 we see that choosing λ˜ > λ∗ sufficiently close to 1 and for x ∈ Ω \ Ωλ˜ we have
d
dλ
uλ0 (x)
∣∣∣∣
λ=1−
= (2 + γ)u0(x) −Du0(x) · x > mα > 0.
On the other hand, for x ∈ Ωλ˜ we can choose γ independent of λ > λ˜ such that
d
dλ
uλ0 (x)
∣∣∣∣
λ=1−
= (2 + γ)u0(x)−Du0(x) · x > (2 + γ)min
Ω
λ˜
u0 − LR > 0,
where L is the Lipschitz constant of u0 and R is the radius of a ball containing Ω. Hence, we conclude that
for λ ∈ (λ˜, 1) the function uλ0 is strictly below u0 in Ωλ.
We can apply the comparison result in Qλ := Ωλ × [0, T ] to conclude that uλ < v in this set. Letting
λ→ 1− we obtain u 6 v. Since u is maximal, this means that u = v.
6 Existence and regularity. Proof of Theorem 1.1
The existence portion of Theorem 1.1 is obtained, with the necessary adaptations, following the approxima-
tion procedure introduced in [JK]. Define, for ε > 0 and δ > 0,
Lε,δu = ε∆u+ kβc(u)|Du|2 + δ2 〈D
2u ·Du,Du〉,
with βc as above, and consider the equation
(6.1)
{
ft = Lε,δf + |Df |2 in Q,
f(P ) = g(P ) on Γ.
We estimate the solutions of the approximations and then first let ε→ 0 and then δ → 0.
6.1 Lipschitz estimate in time
We start with Lipschitz regularity in t and then prove the regularity in x.
Theorem 6.1. Suppose g ∈ C2(Q), g > c > 0 and f = f ε,δ is a smooth solution of (6.1). Then there exists
K1 > 0 depending only on ‖D2g‖∞, ‖Dg‖∞, ‖g‖∞ and ‖gt‖∞ such that
|f(x, t)− g(x, 0)| 6 K1t
in Q. If g is only continuous in x and bounded in t then the modulus of continuity of f on Ω × [0, t∗] (for
small t∗) can be estimated in terms of ‖g‖∞ and the modulus of continuity of g0 := g(·, 0) in x.
Proof. Step 1. Assume g ∈ C2 and λ > 0. If we define
v+(x, t) = g0(x) + λ(e
λt − 1) = g(x, 0) + λ(eλt − 1),
13
then v+ is a supersolution. Indeed,
v+t − Lε,δv+ − |Dv+|2
= λ2eλt − ε∆ g0 − k g0 + λ(e
λt − 1)
|Dg0|2 + δ2 〈D
2g0 ·Dg0, Dg0〉 − |Dg0|2
> eλt
(
λ2 − ‖D2g0‖∞λ
)− ((ε+ k‖g0‖∞)‖D2g0‖∞ + ‖Dg0‖2∞)
> 0
if we choose λ > 0 large enough. In fact, if ‖D2g0‖∞ 6 1 we can choose λ > 1 +
√
(1 + k‖g‖∞) + ‖D2g0‖∞
and if ‖D2g0‖ > 1 we can take λ > max(2‖D2g0‖, 1 + k‖g0‖∞ + ‖Dg0‖2∞). Also, for x ∈ ∂Ω and t > 0,
v+(x, t) = g0(x) + λ(e
λt − 1) > g0(x) + t‖gt‖∞ > g(x, t),
if λ is large, for example λ >
√
‖gt‖∞. Clearly, v+(x, 0) = g(x, 0), therefore, by the classical comparison
(see for example [LSU]),
f(x, t) 6 v+(x, t) = g0(x) + λ(e
λt − 1),
for every (x, t) ∈ Q. Similarly, with
v− = g0(x)− λ(eλt − 1)
we obtain the symmetric inequality, and hence
(6.2) |f(x, t)− g0(x)| 6 K0t
for t ∈ [0, T ] where K0 is a constant depending only on the stated norms of g (as it is, it also depends on T ,
but we can take this inequality on a bounded interval [0, θ] and then iterate it).
Step 2. Assume now g0 is only continuous and let ω0 be its modulus of continuity. Let us fix a point x0 ∈ Ω
and 0 < ρ < min(dist(x0, ∂Ω), 2
√
‖g‖∞). Let us also define
g±(x, t) = g0(x0)± ω0(ρ)± 2‖g‖∞
ρ2
|x− x0|2.
It is easy to see that g− 6 g 6 g+ on Γ and thus, again from the comparison principle, f− 6 f 6 f+, where
f± is the solution of (6.1) with initial and boundary condition g±. Since g± are in C2(Rd × R), we can use
estimate (6.2) to conclude that
|f±(x0, t)− g±0 (x0)| 6 K+0 t
where K+0 depends on ‖g‖∞ and ρ. Therefore,
|f(x0, t)− g0(x0)|
6 |f(x0, t)− f±(x0, t)|+ |f±(x0, t)− g±(x0, 0)|+ |g±(x0, 0)− g0(x0)|
6
1
2
|f+(x0, t)− f−(x0, t)|+K+0 t+ ω0(ρ)
6
1
2
|f+(x0, t)− g+(x0, 0)|+ 1
2
|f−(x0, t)− g−(x0, 0)|
+
1
2
|g+(x0, 0)− g−(x0, 0)|+K+0 t+ ω0(ρ)
6 2K+0 t+
3
2
ω0(ρ).
With this inequality it is straightforward to conclude the proof.
The full Lipschitz estimate in time now follows easily.
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Theorem 6.2. If f is a solution if (6.1) in Q and g ∈ C2(Q), then there exists K2 > 0 depending only on
‖D2g‖∞, ‖Dg‖∞, ‖g‖∞ and ‖gt‖∞ such that
|f(x, t)− f(x, s)| 6 K2|t− s|
for every x ∈ Ω, t, s ∈ (0, T ). If g is merely continuous, we can estimate the modulus of continuity of f on
Q in terms of ‖g‖∞ and the modulus of continuity of g.
Proof. Taking τ > 0 and
fˆ(x, t) := f(x, t+ τ),
using the lemma it is immediate to get
|f(x, t)− fˆ(x, t)| 6 K2t
in Ω× [0, T − τ ]. The case when g is only continuous is done in a similar fashion to the previous proof.
6.2 Ho¨lder continuity in space
Theorem 6.3. Let f be the strictly positive solution of (6.1) with g ∈ C2(Q) ∩ Lip(Q), g > c > 0. There
exist α ∈ (0, 1), and constants K3 > 1 and ρ3, depending only on α, ‖g‖∞, ‖Dg‖∞, ‖gt‖∞ and α, such that
for every ε and δ sufficiently small and for every P0 = (x0, t0) ∈ Γ and x ∈ Ω with |x− x0| 6 ρ3 we have
|f(x, t0)− g(x0, t0)| 6 K3|x− x0|α.
Proof. Step 1. Let us define
v+(x, t) = g(x0, t0) +K∗|x− x0|α + λ (t0 − t) ,
where K∗ > 1 and λ > 0 are constants which we will choose in such a way as to make v+ a supersolution
lying above f on the appropriate domain. Let us take x ∈ Ω∩Bρ3(x0) and t ∈ (0, t0). An easy computation,
using the fact that |x− x0| 6 ρ3 6 1, yields
v+t − Lε,δv+ − |Dv+|2 = −λ−K2∗α2|x− x0|2α−2
+K∗α|x − x0|α−2
(
(1 − α)kv+(x, t)
1 + (δ|x− x0|1−α/K∗α)2
− ε(d+ α− 2)
)
> −λ+ K∗α|x− x0|2−α
(
(1− α)kc
1 + (δ/K∗α)
2 − ε(d+ α− 2)−K∗α|x− x0|α
)
.
Now note that if δ 6 α < 1 then 1 + (δ/K∗α)
2
6 2; furthermore, we have ε(d + α − 2) 6 (1 − α)kc/4 for
ε 6 (1−α)kc4(d−1) , the inequality being trivial if d = 1. We can also choose ρ3 < 1 such that
K∗α|x − x0|α 6 (1− α)kc
8
for |x− x0| 6 ρ3. Indeed, this is the case if we require that
αK∗ρα3 6 (1− α)kc/8.
Hence, for δ and ε in the specified range and with this choice for ρ3, K∗ and α, we have
v+t − Lε,δv+ − |Dv+|2 > −λ+K∗αρα−23
(1 − α)kc
8
> 0
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provided
K∗αρα−23 >
8λ
(1− α)kc .
Step 2. We want to prove that v+ > f on Q∗ = (Ω ∩ Bρ3) × (t0 − t∗, t0), where we take t∗ := min{1, t0}.
Let P = (x, t) ∈ ∂pQ∗. Let us first assume P is on the lateral boundary of Q∗. If x ∈ ∂Ω, then, since f = g
on ∂Ω and ρ3 < 1,
f(P ) 6 f(P0) + ‖Dg‖∞|x− x0|+ ‖gt‖∞(t0 − t)
6 g(P0) +K∗|x− x0|α + λ(t0 − t) = v+(P ),
provided K∗ > ‖Dg‖∞ and λ > ‖gt‖∞. If, on the other hand, x ∈ Ω∩ ∂Bρ3(x0), then, using comparison,
f(P ) 6 ‖g‖∞ 6 f(P0) +K∗ρ3 + λ(t0 − t) 6 v+(P ),
provided K∗ > ‖g‖∞/ρ3.
Step 3. We have to consider the case when P is on the bottom of the cylinder Q∗. Let us first assume
x ∈ Ω ∩Bρ3(x0) and t = t0 − 1. In this case, again using comparison, we get
f(P ) 6 ‖g‖∞ 6 f(P0) +K∗|x− x0|α + λ = v+(P ),
as long as λ > ‖g‖∞. Finally, when t0 < 1, and hence Q∗ = (Ω ∩Bρ3) × (0, t0), we have that f = g on the
bottom, therefore
f(P ) = f(x, 0) = g(x, 0) 6 g(x0, t0) + ‖Dg‖∞|x− x0|+ ‖gt‖∞t0
6 g(P0) +K∗|x− x0|α + λt0 = v+(P ),
provided, once again, K∗ > ‖Dg‖∞ and λ > ‖gt‖∞.
Step 4. To summarize, we have v+ > f on ∂pQ
∗, and hence, by comparison, v+ > f in Q∗, if
K∗αρα3 6
(1− α)kc
8
,
K∗αρα−23 >
8λ
(1− α)kc
λ > max {‖gt‖∞, ‖g‖∞} ,
K∗ > max
{
‖Dg‖∞, ‖g‖∞
ρ3
}
,
δ 6 α and ε 6
(1 − α)kc
4(d− 1) .
This can be achieved, for example, taking
λ = max {‖gt‖∞, ‖g‖∞} , ρ3 < min
{ ‖g‖∞
‖Dg‖∞ ,
kc
16
}
, α = min
{
1
2
,
kc
16‖g‖∞
√
ρ3
}
and K∗ = ‖g‖∞ρ−13 .
Therefore, we have
f(x, t0)− g(x0, t0) 6 v+(x, t0)− g(P0) = K∗|x− x0|α.
Using the barrier v− := g(P0)−K∗|x− x0|α + λ(t− t0) we get the reverse inequality,
f(x, t0)− g(x0, t0) > −K∗|x− x0|α.
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We can extend the estimate to the interior of the domain. We will use the following notation for convenience.
For z ∈ Rd, we define Ωz = z + Ω = {x + z | x ∈ Ω} and for r > 0, Ωr = {x ∈ Ω | dist(x, ∂Ω) > r}. Given
x, y ∈ Rd we define the closed segment [x, y] := {θy + (1 − θ)x | 0 6 θ 6 1}. The semi-open and open
segments [x, y), (x, y] and (x, y) are defined analogously.
Theorem 6.4. The conclusion of Theorem 6.3 is valid in the interior of Q, that is, there exists K4, depending
only on ‖g‖∞, ‖Dg‖∞ and ‖gt‖∞, such that for ε and δ sufficiently small and for every x, y ∈ Ω
|f(x, t)− f(y, t)| 6 K4|x− y|α.
Proof. Step 1. Take a vector z ∈ Bρ3(0) and let V = Ω ∩ Ωz. Let us define fz(x) := f(x − z). From
Theorem 6.3 we have that |f(x) − fz(x)| 6 K3|z|α on ∂V (x ∈ ∂V implies that x ∈ ∂Ω or x − z ∈ ∂Ω).
Hence, using the comparison principle we have that fz(x)−K3|z|α 6 f(x) 6 fz(x)+K3|z|α for x ∈ V . This
means that whenever x, y ∈ Ωx−y∩Ω or x, y ∈ Ωy−x∩Ω, with |x−y| 6 ρ3, we have |f(x)−f(y)| 6 K3|x−y|α.
In particular, the same is true whenever x, y ∈ Ω|x−y|.
Step 2. When |x− y| > ρ3, using the comparison principle we obtain the conclusion of the theorem taking
K4 = 2‖g‖∞/ρα3 . Let us therefore assume that |x− y| 6 ρ3 and x− y /∈ Ω|x−y|. Let us first further assume
that [x, y] ⊂ Ω. In this case we can take the two segments [x,w] and [w, y], where w = (x + y)/2 is the
midpoint of [x, y], let z = y−w and note that w, y ∈ Ωz ∩Ω and x,w ∈ Ω−z ∩Ω. Hence, from the first step
of this proof, we have
|f(x)− f(y)| 6 |f(x)− f(w)|+ |f(w)− f(y)| 6 K3(|x− w|α + |w − y|α)
6 21−αK3|x− y|α.
Step 3. If the segment [x, y] is not completely in Ω, then we can certainly find w1, w2 ∈ ∂Ω ∩ [x, y] (not
necessarily different) such that [x,w1) ∈ Ω and (w2, y] ∈ Ω. In this case we can apply Theorem 6.3 directly to
get |f(x)−f(w1)| 6 K3|x−w1|α and |f(w2)−f(y)| 6 K3|w2−y|α. Since |f(w1)−f(w2)| 6 ‖Dg‖|w1−w2| 6
K3|w1 − w2|α, we easily get the result with K4 = 41−αK3. This finishes the proof.
6.3 Lipschitz estimate in space
Observe that, even though the function (x, t) 7→ K∗|x − x0|+ λ(t0 − t) is a viscosity supersolution of (1.3)
when x0 ∈ ∂Ω—on the backward cylinder, and for appropriate choices of the constants K∗ and λ—it is the
ε∆u term that prevents this function from being a viscosity supersolution of (6.1), as it gives rise to a bad
term with the wrong sign. It is therefore necessary to let ε → 0 to obtain the Lipschitz estimate. We start
by obtaining a Lipschitz estimate on the boundary.
Theorem 6.5. Let g ∈ Lip(Q), g > c > 0, and suppose f is a (strictly positive) solution of
(6.3)
{
ft = L0,δf + |Df |2 in Q,
f(P ) = g(P ) on Γ.
There exist constants K5 and ρ5, depending only on ‖g‖∞, ‖Dg‖∞ and ‖gt‖∞ (independent of δ ∈ (0, 1)),
such that for every P0 = (x0, t0) ∈ ∂Ω× (0, T ) and x ∈ Ω ∩Bρ5(x0) we have
|f(x, t0)− g(x0, t0)| 6 K5|x− x0|.
Moreover, if g is only continuous, then the modulus of continuity of f can be estimated in terms of ‖g‖∞
and the modulus of continuity of g.
Proof. Step 1. Let K∗, L∗, θ and λ be positive constants and define
v+(x, t) = g(P0) + L∗|x− x0| −K∗|x− x0|2 + λ(t0 − t) + θ.
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We will check v+ is a viscosity strict supersolution on Q∗ (Q∗ defined as in the proof of Theorem 6.3) above
g for an appropriate choice of constants L∗, K∗ and λ. Another easy computation gives
v+t −L0,δv+ − |Dv+|2
> −λ+ 2kcK∗
1 +
(
δ
L∗−2K∗|x−x0|
)2 − |L∗ − 2K∗|x− x0||2
> −λ+ kcK∗ − (L∗ − 1)2 > 0,
provided |x− x0| 6 1/2K∗, L∗ > 2 and K∗ > ((L∗ − 1)2 + λ)/(kc).
Step 2. We now need to choose the constants so that v+ > f on the parabolic boundary of Q∗. Take
P = (x, t) be a point in Γ∗ = ∂pQ∗. If x ∈ ∂Ω, as before
f(P ) = g(P ) 6 g(P0) + ‖Dg‖∞|x− x0|+ ‖gt‖∞(t0 − t)
6 g(P0) + (L∗ − 1)|x− x0|+ λ(t0 − t) < v+(P ),
provided L∗ > ‖Dg‖∞ + 1 and |x− x0| 6 1/2K∗. If x ∈ Ω ∩ ∂Bρ5(x0), then
f(P ) 6 ‖g‖∞ 6 g(P0) + (L∗ − 1)|x− x0|+ λ(t0 − t) 6 v+(P ),
provided L∗ > ‖g‖∞ + 1 and yet again |x− x0| 6 1/2K∗.
Step 3. When P = (x, t) is on the bottom of the cylinder Q∗, as before we consider two cases. When t0 > 1,
t = t0 − 1 and
f(P ) 6 ‖g‖∞ 6 g(P0) + λ < v+(P )
as long as λ > ‖gt‖∞, L∗ > 1 and |x− x0| 6 1/2K∗. On the other hand, if t0 < 1, t = 0 and hence
f(p) = g(P ) 6 ‖g‖∞ 6 g(P0) + λ < v+(P )
under the exact same conditions as for the previous formula.
Step 4. Hence we have f 6 v+ on Γ∗, and thus by comparison on Q∗, as long as we take
λ > ‖gt‖∞,
L∗ > max {2, ‖Dg‖∞ + 1, ‖g‖∞ + 1} ,
K∗ >
(L∗ − 1)2 + λ
kc
,
ρ5 6
1
2K∗
.
Therefore, using once more the comparison principle, we have that for x ∈ Ω ∩Bρ5(x0),
f(x, t0) 6 v
+(x, t0) 6 g(P0) + L∗|x− x0|+ θ.
Since θ is arbitrary, we have
f(x, t0) 6 g(P0) + L∗|x− x0|.
Using instead the barriers
v−(x, t) = g(P0)− L∗|x− x0|+K∗|x− x0|2 + λ(t− t0)− θ
we obtain the reverse inequality, and as a consequence the Lipschitz estimate.
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Step 5. Let us finally merely assume that g is continuous and let ωg(σ) be a modulus of continuity at P0.
More specifically, let ωg be a continuous, decreasing function in σ such that |g(P )−g(P0)| 6 ωg(σ) whenever
max{|x− x0|, |t− t0|} 6 σ. Let σ ∈ (0, t0) and define the smooth functions
g±(x, t) := g(x0, 0)± ωg(σ)± 4‖g‖∞
σ2
|x− x0|2 ± 2‖g‖∞
σ
|t− t0|.
If max{|x− x0|, |t− t0|} 6 σ, then
g−(P ) 6 g(P0)− ωg(σ) 6 g(P ) 6 g(P0) + ωg(σ) 6 g+(P ),
and if max{|x− x0|, |t− t0|} > σ then
g−(P ) 6 −‖g‖∞ 6 g(P ) 6 ‖g‖∞ 6 g+(P ).
Therefore, if f± are the solutions of (6.3) with initial data g±, by comparison f− 6 f 6 f+ on Q. Since f±
are smooth we can apply the first part of the theorem to deduce that
|f±(x, t0)− g±(P0)| 6 K+5 |x− x0|,
where K+5 depends on ‖g‖∞ and σ. From these inequalities we get
|f(x, t0)− g(P0)|
6 |f(x, t0)− f±(x, t0)|+ |f±(x, t0)− g±(P0)|+ |g±(P0)− g(P0)|
6
1
2
|f+(x, t0)− f−(x, t0)|+K+5 |x− x0|+ ωg(σ)
6
1
2
|f+(x, t0)− g+(P0)|+ 1
2
|f−(x, t0)− g−(P0)|
1
2
|g+(P0)− g−(P0)|+K+5 |x− x0|+ ωg(σ)
6 2K+5 |x− x0|+
3
2
ωg(σ).
This finishes the proof.
It is now straightforward to obtain the interior Lipschitz estimate.
Theorem 6.6. Let g and f be as in Theorem 6.5. For every x, y ∈ Ω and t ∈ (0, T )
|f(x, t)− f(y, t)| 6 K5|x− y|,
where K5 is the constant given in that theorem. If g is only continuous, then the modulus of continuity of
x 7→ f(x, t) can be estimated in terms of ‖g‖∞ and the modulus of continuity of g in x.
Proof. Step 1. The proof is very similar to the proof of Theorem 6.4, but in this case it is easy to get the
optimal Lipschitz constant. Take z ∈ Rd such that |z| 6 ρ5. Define V = Ω ∩ Ωz and let fz(x) := f(x− z).
From previous theorem we know that |f(x) − fz(x)| 6 K5|z| on ∂V . Using comparison, we have that
fz(x) − K5|z| 6 f(x) 6 fz(x) + K5|z| in V . Therefore, |f(x) − f(y)| 6 K5|x − y| if x, y ∈ Ωx−y, and in
particular the same is true if x, y ∈ Ω|x−y|. Ωr = {x ∈ Ω | dist(x, ∂Ω) > r}.
Step 2. Suppose now x− y /∈ Ω|x−y| and let us first assume that the whole segment [x, y] = {z ∈ Rd | z =
θy+(1−θ)x, 0 6 θ 6 1} is in Ω. Let us assume without loss of generality that ρ = dist(x, ∂Ω) 6 dist(y, ∂Ω).
We can find points xi, 0 6 i 6 n such that x = x0, xn = y, xi ∈ [xi−1, xi+1] (1 6 i 6 n − 1), and
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ρi = |xi − xi−1| 6 ρ (1 6 i 6 n). Noting that xi, xi−1 ∈ Ωxi−xi−1 we can use the previous step to conclude
that |f(xi)− f(xi)| 6 K5|xi − xi−1|, and hence
|f(x)− f(y)| 6
n∑
i=1
|f(xi)− f(xi−1)| 6 K5|x− y|.
Step 3. If, on the other hand [x, y] /∈ Ω, then we can find points x1, x2 ∈ ∂Ω ∩ [x, y] such that [x, x1) ⊂ Ω
and [x2, y] \ {x2} ⊂ Ω. We can further choose w1 ∈ [x, x1], with |w1 − x1| 6 ρ5 and w2 ∈ [x2, y], with
|w2−x2| 6 ρ5. Then we apply step 2 above to obtain |f(x)−f(w1)| 6 K5|x−w1|, |f(w2)−f(y)| 6 |w2−y|,
while from the previous theorem, |f(wi)− f(xi)| 6 K5|wi − xi|. Putting all these inequalities together gives
the Lipschitz estimate for this last case.
The proof of the statement with the modulus of continuity follows as in the proof of Theorem 6.4.
We finally prove Theorem 1.1. Existence can be proved piecing out the results in theorems 6.2, 6.4 and 6.6,
and using the standard compactness arguments. Uniqueness follows directly from the strong comparison
result, Theorem 3.3.
Proof of Theorem 1.1. Step 1. Assume first g ∈ C2(Q)∩Lip(Q). The comparison principle and theorems 6.2
and 6.4 imply that the family of functions {f ε,δ} is uniformly bounded and equicontinuous, therefore, for
some sequence εk → 0, f εk,δ → f δ, which, by a standard argument of viscosity solutions (see the proof of
Theorem 1.2 above for a similar argument), is a solution of (6.3).
Using now theorems 6.2 and 6.6 (note that the estimate in Theorem 6.2 is independent of ε and δ), we can
use the same compactness argument to find a sequence f δk → f . The usual arguments for viscosity solutions
work here to show that viscosity subsolution of (1.3) and satisfies condition (i) of Definition 2.4 (we make
the details explicit in the similar argument for Theorem 1.2 below). The second condition is trivial because
our functions are strictly positive.
Step 2. Let us suppose that v is a classical moving free-boundary subsolution of (1.3) which is strictly
separated from f at t1 and on the portion of the lateral boundary of Q with times between t1 and t2, Γt1,t2
(see Definition 2.4). Suppose that v crosses f for the first time at an interior point of Qt1,t2 = Q∩Rd×[t1, t2),
P∗ = (x∗, t∗). Since f(P∗) > 0, we get a contradiction from the comparison result, Theorem 3.1, applied to
a sufficiently small cylinder around P∗, choosing c appropriately.
Step 3. Since the estimates for the Lipschitz constant (or modulus of continuity) of the approximation f δ is
independent of δ, and the convergence is locally uniform, the statements of the theorem concerning Lipschitz
continuity (respectively modulus of continuity) readily follow.
7 The Dirichlet problem in a bounded domain. Large time be-
haviour
If Ω is bounded but not a ball, or the data are not radially symmetric, then the exact asymptotic behaviour
is not the same as in the standard (PME). We treat the general situation here, where Ω ⊂ Rd is bounded
and
(7.1) g0(x, t) =
{
0 if x ∈ ∂Ω,
u0(x) if t = 0,
and u0 is a Lipschitz continuous function, positive in Ω and vanishing on ∂Ω. The Dirichlet problem in
Q = Ω× [0, T ] is
(7.2)
{
u solves (1.3) in Q and
u = g0 on Γ = ∂Q× [0, T ] ∪Q× {t = 0}.
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Here is a first result on asymptotic behaviour.
Proposition 7.1. Let u be the maximal solution of (7.2). Then u decays like O(t−1). More precisely, we
have
[F1(x)]
m−1
6 t u(x, t) 6 [F2(x)]
m−1
where Fi(x) is the profile given by (A.2) for two different radii Ri, i = 1, 2.
Proof. Take x0 ∈ Ω and let B1 = BR1(x0) and B2 = BR2(x0) be such that B1 ⋐ Ω ⊂ B2. Let u1 and u2 be
the solutions given by (A.4) with t0 = ti and R = Ri, i = 1, 2, respectively, and choosing ti < 0 such that
u1 < u0 < u2 at t = 0. The theorem follows from the comparison result.
Remark. If Ω is a ball, then we can successively take the balls B1 and B2 sandwiching Ω and obtain the
exact asymptotic behaviour u(x, t) ∼ t−1[F (x)]m−1, where F is the profile for the ball Ω given in (A.2).
In order to get a more precise asymptotic behaviour we need to solve the nonlinear elliptic problem
(7.3) −∆∞ Fm = λF
in Ω. We will obtain the result backwards, that is, we will prove that there is an asymptotic profile and then
show that it solves the elliptic problem (7.3) with null boundary conditions.
In order to prove that in fact there is a profile, we need the following lemma which is adapted from a similar
result for the (PME) of Be´nilan-Crandall [BC] (see [V, Lemma 8.1] for a simple proof for the (PME)).
Lemma 7.2. The maximal viscosity solution of the Dirichlet problem (7.2), satisfies
(7.4) ut > −u
t
.
Proof. Let us for convenience define for λ > 1 the operator Tλ : C(Q) 7→ C(Qλ), Qλ = Ω× [0, λT ],
Tλ[u](x, t) := λu(x, λt).
Consider the approximation un from the proof of Theorem 1.2, Section 5, and define unλ = Tλ[un]. It
is straightforward to check that unλ solves (1.3) with data g
n
λ = λg
n(x, λt). Therefore, for λ > 1, using
comparison, we see that unλ > u
n in Q. Hence, from Theorem 5.4 uλ = limn u
n
λ is the maximal solution of
(7.2) with data gλ = λg(x, λt) and satisfies uλ > u in Q. In fact, we must have uλ = Tλ[u], since un → u
implies unλ = Tλ[un]→ Tλ[u].
Since uλ > u and these functions are Lipschitz (from Theorem 1.1), we can compute
0 6
duλ(x, t)
dλ
∣∣∣∣
λ=1+
= u(x, t) + tut(x, t),
which immediately gives (7.4)
We are now in position to establish the following:
Proof of Theorem 1.3. The above estimates for u and ut suggest the following rescaling:
(7.5) v(x, τ) = V(u)(x, τ) :=
[
αe(m−1)τu
(
x, e(m−1)τ
)] 1
m−1
,
where α = (m− 1)2/m. The bounds t−1u(x, t) 6 C, from Theorem 7.1, and (7.4) in terms of v are
v(x, τ) 6 C and vτ > 0.
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It is not hard to check that in fact, at least formally, v solves
(7.6) vt = ∆∞ vm + v.
The estimates for v now imply that there exists G = GΩ such that
lim
τ→∞
v(x, τ) = G(x).
The function FΩ from the statement of the theorem is just FΩ = α
− 1
m−1G = α−
1
m−1GΩ.
Theorem 7.3. The function GΩ(x) from the previous proof is a positive viscosity solution of the eigenvalue
problem (7.3) in Ω with λ = 1 and null boundary condition.
Proof. Step 1. Let φ be a smooth function touching G from above at a point x0 ∈ Ω and assume as usual
that G− φ has an absolute maximum at x0. Define the functions η, ηε ∈ C1(R) by
η(s) :=
{
s2 if |s| < 1,
2|s| − 1 if |s| > 1, and ηε(s) := εη
(
s− 1
ε
)
.
Define also φε(x, τ) := φ(x) + ηε(τ) and
ψε(x, t) := V−1(φε)(x, t) = 1
αt
φε
(
x, log
[
t
1
m−1
])m−1
.
Now observe that v(x, τ)− φε(x, τ) 6 G(x)− φ(x) 6 0, therefore, there exists cε > 0 such that v− (φε − cε)
has a maximum 0 at a point (xε, τε). Since vτ > 0, it must be that τε > 1/ε, as for τ < 1/ε, φε,τ (x, τ) < 0.
Noting that the convergence of v as τ → ∞ is monotone, the uniform Lipschitz estimates imply that G is
Lipschitz and the convergence is uniform. Therefore, we must have (xε, τε)→ (x0,∞) and cε → 0 as ε→ 0.
Step 2. The transformation V is monotone in the sense that, with τ = log(t 1m−1 ), V(u1)(x, τ) < V(u2)(x, τ)
whenever u1(x, t) < u2(x, t). Hence, the function ψε must touch u from above at the point (xε, tε), tε =
exp{(m− 1)τε} and consequently, at this point,
ψε,t 6 kψε∆∞ ψε + |Dψε|2 if Dψε 6= 0,
ψε,t 6 kψεΛ(D
2ψε) if Dψε = 0.
This in terms of φε translates into
φε,τ 6 ∆∞ φmε + φε if Dφε 6= 0,
φε,τ − φε 6 Λ
(
D2φmε
)
if Dφε = 0
at the point (xε, τε). Here we used the fact that when Dw = 0, D
2(wl) = lwl−1D2w. Now let ε → 0.
Observing that |φε,τ | = |εη′| 6 2ε and Dφε = Dφ, we get
0 6 ∆∞ φm + φ if Dφ 6= 0,
0 6 Λ
(
D2φm
)
+ φ if Dφ = 0.
This shows G is a viscosity subsolution of (7.3) according to the definition of [CGG].
Step 3. To prove G is a viscosity supersolution take now a smooth function φ touching G from below at a
point x0 ∈ Ω. Let
φε(x, τ) := φ(x) − ε− 1
ετ2
+
2σε
ετ
,
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where σε is chosen so that φε touches v from below at some point (xε, τε). Let us check that such a choice
is indeed possible. First observe that for σε = ε we get
φε
(
x0,
1
ε
)
= φ(x0) = G(x0) > v
(
x0,
1
ε
)
,
that is, φε crosses or touches v. On the other hand, letting τ
∗
ε be such that τ > τ
∗
ε implies v(x, τ) > G(x)−ε
(recall that the convergence as τ →∞ is uniform), if σε < −(τ∗ε )2εLv/2, where Lv is the Lipschitz constant
for v, then φε < v. Indeed, for τ > τ
∗
ε we have φε(x, τ) < G(x) − ε < v(x, τ) and for τ < τ∗ε we compute
φε,τ (x, τ) =
2
ετ3 − 2σεετ2 > Lv, which means we must have v(x, τ) > φ(x, τ). Therefore, there must exist
σε ∈
(−(τ∗ε )2εLv/2, ε) such that φε touches v from below at a point (xε, τε). Note also that the above
implies τε > 1/ε, hence we have limε→0(xε, τε) = (x0,+∞). The rest of the argument goes as in step 2
above.
8 The Cauchy problem
In this section we consider briefly the Cauchy problem
(8.1)
{
ut = ku∆∞ u+ |Du|2, in Rd × [0, T ],
u(x, 0) = u0(x), for x ∈ Rd.
When u0 : R
d → R is uniformly continuous, positive and has compact support we can readily apply the
foregoing theory in a sufficiently large cylinder to obtain existence and uniqueness of a maximal solution,
which necessarily has compact support as well. On the other hand, for positive data u0 > 0, we can
obtain the solution by considering first strictly positive data and approximating the problem posing it in
Ωr = B2r(0)× [0, T ],
(8.2)
{
ut = kβc(u)∆∞ u+ |Du|2, in Ωr,
u(x, t) = ur0(x), if (x, t) ∈ ∂pΩr.
In principle we could take ur0(x) = u0(x), but for technical reasons we will have it depend on r. In any
case, we choose it so that {ur0} is uniformly equicontinuous on compact sets, ur0 > c > 0 and its modulus of
continuity is bounded by the modulus of u0. For each r > 0, let
ur0(x) =


u0(x) if |x| 6 r,
M if |x| = 2r,
max
{
u0(x),M + λ
[
u0
(
r x|x|
)
−M
]}
if |x| = 2r − λr.
Theorem 8.1. Given u0 : R
d → R uniformly continuous, bounded and such that u0(x) > c > 0, there exists
a maximal bounded viscosity solution of (8.1). The modulus of continuity of u can be estimated in terms of
the modulus of continuity of u0 and ‖u0‖∞.
Proof. Step 1. Let ur be the unique solution of (8.2) given by Theorems 1.1 and 3.3. Fix R > 0 and
consider the family {ur}r>R. By the estimates of Theorem 1.1, this family is uniformly bounded and
equicontinuous on ΩR. Therefore, using a diagonal argument, we can extract a sequence which converges
locally uniformly on Rd × [0, T ] to a continuous function u whose modulus of continuity depends on the
modulus of continuity of u0 and ‖u0‖∞ (and is Lipschitz continuous whenever u0 has this property). Note
also that infRd u = lim infr infRd ur > c > 0. The proof that u is a viscosity solution goes as in the proof of
Theorem 1.2 above.
Step 2. To show that the solution obtained in Step 1 is maximal, let v be another solution. We prove in the
next lemma that v 6M . Since ur >M on the lateral boundary and ur0 > u0 = v on {t = 0}, by comparison
we immediately obtain the result.
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In the proof of maximality above, we have used the following version of the technical Lemma 5.2 from [BV].
Lemma 8.2. If u is a bounded viscosity solution of (8.1) such that 0 < c 6 u0 6M , then u 6M everywhere.
Proof. We consider the same function as in [BV, Lemma 5.2]
V (x, t) = N + b
|x|2
2T − t + λt
and easily check that V is a classical strict supersolution if
1 > 2(k + 2)b and λT (1− 2kb) > 2kNb.
These inequalities are satisfied if we select b small enough and λ not too small. In particular, this is true
for b = ε, N = M + ε and λ = 8kMT ε = O(ε) with ε small enough. This function is strictly greater than u0
at t = 0 and, because we are assuming u is bounded, it is also strictly above u for all large |x| uniformly in
[0, T ]. If V is not strictly larger than u everywhere, there exists P1 = (x1, t1) ∈ Rd × [0, T ] where V touches
u from above. At this point, from the definition of viscosity solution, we have
Vt(P1) 6 kV (P1)∆∞ V (P1) + |DV (P1)|2.
This contradicts the fact that V is a strict supersolution in a small parabolic neighbourhood of P1, hence
we conclude that u 6 V on Rd × [0, T ]. Letting ε→ 0 we conclude that u 6M everywhere.
Using the same ideas as above, we can let c→ 0 to obtain maximal solution for nonnegative data.
Theorem 8.3. Given u0 : R
d → R uniformly continuous, bounded and such that u0(x) > 0, there exists a
maximal viscosity solution of (8.1). The modulus of continuity of u can be estimated in terms of the modulus
of continuity of u0 and ‖u0‖∞.
8.1 Large time behaviour
Considering data u0 with compact support, using the Barenblatt functions and the traveling waves solutions,
it is interesting that the ideas of the classical (PME) can be used to obtain properties for the support of
super- and subsolutions and in particular to obtain the asymptotic behaviour as t→∞.
Proposition 8.4. We have the following properties:
(a) The support of any viscosity supersolution is nondecreasing in time and penetrates the whole space as
t→∞.
(b) The support of any viscosity solution expands in a continuous way.
In particular, any solution whose initial condition has compact support, has support in a set expanding like
O(t
1
m+1 ) as t→∞.
The proofs of (a) and (b) are identical to the proofs of [BV, Propositions 6.1 and 6.2] and the last statement
follows from sandwiching the support of the solution between to Barenblatt functions. We can now prove
our final theorem.
Proof of Theorem 1.4. Step 1. The first step is to sandwich ρ(x, t1) for some t1 > 0 between two 1-d
Barenblatt solutions with 1-d masses 0 < M1 < M2 (note that Mi = 2
∫∞
0 ρi(r, 0)dr), and this has been
explained above. Such bounds will preserved for all times t > t1.
24
Step 2. Next, we copy from the study of asymptotic behaviour of the 1-d PME to define a family of rescaled
solutions ρλ for all λ > 1 as follows
(8.3) ρλ(x, t) = λ
1
m+1 ρ(λ
1
m+1x, λt).
It is easy to see that the ρλ are maximal viscosity solutions of the Cauchy Problem (with rescaled initial data).
The bounds with Barenblatt solutions imply that on any compact time interval [t1, t2] with 0 < t1 < t2 <∞
the family ρλ is continuous, uniformly bounded, and supported in a uniform ball BR∗(0).
Step 3. Now we use Aleksandrov’s principle, as explained for instance in [CVW], to show that for a solution
ρ(x, t) with initial data ρ0(x) > 0 supported in the ball BR(0) we have for all t > 0 and all r > R
inf
|x|=r
ρ(x, t) = max
|x|=r+2R
ρ(x, t)
If this is applied to the rescaled solutions, we get for all |x| > Rλ = Rλ−1/(m+1)
inf
|x|=r
ρλ(x, t) = max|x|=r+2Rλ
ρλ(x, t)
Step 4. We now fix t = 1, λ very large, so that Rλ 6 ε is very small, and define
ρ˜1(r) = inf|x|=r
ρλ(x, 1), ρ˜2(r) = max|x|=r
ρλ(x, 1),
We easily verify that ρ˜2(r), ρ˜2(r) are nonnegative and radially symmetric functions, both supported in the
same ball BR∗(0), they are nonincreasing as functions of r for r > ε, and we also have
ρ˜2(r) > ρ˜1(r) > ρ1(r + ε)
for all r > ε. It is then easy to verify that the 1-d mass of ρ2(r)− ρ1(r) is less than Cε.
Step 5. If ρ˜1(r, t) and ρ˜2(r, t) are the corresponding solutions of the 1-d PME with initial data at t = 1
given by ρ˜1(r) and ρ˜2(r), respectively, we have for all t > 1
ρ˜1(r, t) 6 ρλ(x, t) 6 ρ˜2(r, t)
In view of the convergence result for the 1-d PME, cf. [V, Theorem 18.1], the result follows.
A Radial solutions with separation of variables
Let us look more closely at solutions of the form
ρ(x, t) = T (t)F (x)
with T and F as in (4.1) and (4.2). We further assume that F is radial, F (x) = F (r), with r = |x|.
A.1 Radial solutions with λ > 0
Let g(r) = λ−
m
m−1Fm(r). Then from (4.2) we get
g′′ + gp = 0,
This equation can be integrated and yields
g(r)√
a
2F1
(
1
p+ 1
,
1
2
; 1 +
1
p+ 1
,
gp+1(r)
a
)
= ±kr + C,
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where 2F1 is the hypergeometric function and C and a are arbitrary constants, a > 0, and k =
√
2
p+1 . Let
us for convenience define Hp(z) :=
z√
a 2
F1
(
1
p+1 ,
1
2 , 1 +
1
p+1 ,
zp+1
a
)
, which satisfies H ′p(z) =
1√
a−zp+1 . Note
that Hp is left-continuous at z = a
1
p+1 . In fact, we can compute
Hp(0) = 0 and Hp(a
1
p+1 ) = a
1
p+1− 12
√
π Γ
(
1 + 1p+1
)
Γ
(
1
2 +
1
p+1
) =: Ap.
We have solved the equation for g implicitly, Hp(g(r)) = ±kr + C, where k =
√
2/(p+ 1). Since we want
g > 0, we need to define Hp on the interval Ip = [0, a
1
p+1 ]. On this interval, H ′p > 0, therefore Hp has an
inverse, Gp : Jp → Ip, where Jp = [0, Ap], and G′p > 0. Then we have
(A.1) g(r) = Gp(±kr + C).
Depending on whether we choose the plus or minus sign on this identity, we get two different types of
solution.
A.1.1 Solutions defined on a ball
Taking the minus sign in (A.1) we get g(r) = Gp(k(R− r)), which is defined and smooth for r ∈ [0, R] with
kR = Ap, that is
R =
√
π Γ
(
1 + 1p+1
)
Γ
(
1
2 +
1
p+1
) √ 2
p+ 1
a
m−1
2(m+1) .
The function g is radially decreasing, vanishes at r = R and has a maximum at r = 0, g(0) = a
1
p+1 =MR
2
m−1 ,
where M is a constant depending on m.
The solution ρ(x, t) = T (t)F (x) is given by (4.1) and
(A.2) F (x) = λ
1
m−1
[
Gp
(√
2m
m+ 1
(R− |x|)
)] 1
m
,
that is,
(A.3) ρ(x, t) =
1
[(m− 1)(t− t0)] 1m−1
[
Gp
(√
2m
m+ 1
(R− |x|)
)] 1
m
.
For the transformed equation (1.3) we get the solution
(A.4) u(x, t) =
m
(m− 1)2(t− t0)
[
Gp
(√
2m
m+ 1
(R− |x|)
)]m−1
m
.
Note that u and ρ have infinite gradient at the boundary of the domain {|x| = R}.
A.1.2 Solutions defined on an annulus
If we take the plus sign in (A.1) instead, we get the solutions defined on an annulus {R1 < r < R2}, where
R2 = Ap/k. These solutions are
(A.5) ρ(x, t) =
1
[(m− 1)(t− t0)] 1m−1
[
Gp
(√
2m
m+ 1
(|x| −R1)
)] 1
m
,
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for (1.1), and
(A.6) u(x, t) =
m
(m− 1)2(t− t0)
[
Gp
(√
2m
m+ 1
(|x| −R1)
)]m−1
m
for (1.3). These functions vanish on the inner boundary of the annulus, are radially increasing and have
maxima on the outer boundary equal to the maxima which the solutions of (A.3) and (A.4) attain at x = 0.
If −Ap/k < R1 6 0, then the same formulas define solutions on the annulus {0 < r < R2}, which are
continuous but not differentiable at x = 0.
A.2 Radial solutions with λ < 0
For negative λ, we let ℓ = |λ| and still assuming that F is radial, we let g(r) = ℓ− mm−1Fm(r). Then g solves
g′′ − gp = 0.
Integrating once as in the previous case, we now get
g′√
a+ gp+1
= ±
√
2
p+ 1
.
We now need to distinguish three cases: a > 0, a = 0 and a < 0.
A.2.1 Case a > 0
We compute Ip(g(r)) = ±
√
2
p+1r + C, where Ip(z) =
z√
a 2
F1
(
1
p+1 ,
1
2 ; 1 +
1
p+1 ,− z
p+1
a
)
. This function is
1–to–1 from [0,∞) onto itself with Ip(0) = 0, Ip′(0) = 1√a , Ip(z) ∼ 21−pz
1−p
2 as z → +∞. Let Jp denote the
inverse of Ip on this interval. The function Jp is also a bijection of [0,+∞) onto itself, Jp(0) = 0, Jp′(0) =
√
a,
Jp(z) grows like z
2
1−p as z → +∞ and Jp′(z) grows like z
1+p
1−p = z
m+1
m−1 . Since g(r) = Jp
(
±
√
2
p+1r + C)
)
we
have two possible types of solution depending on which sign we take. If we choose the plus sign,
F (r) = ℓ
1
m−1
[
Jp
(√
2m
m+ 1
(|x| −R)
)] 1
m
,
ρ(x, t) =
1
[(m− 1)(t0 − t)] 1m−1
[
Jp
(√
2m
m+ 1
(|x| −R)
)] 1
m
and
u(x, t) =
m
(m− 1)2(t0 − t)
[
Jp
(√
2m
m+ 1
(|x| −R)
)]m−1
m
.
For R > 0, these functions are defined on {|x| > R} × (−∞, t0) with u, ρ ≡ +∞ the top portion of its
boundary, t = t0, u, ρ = 0 on the lateral boundary, |x| = R, and again Du,Dρ = +∞ on the lateral
boundary. As |x| → ∞, ρ grows like |x| 2m−1 and u grows like |x|2. For R = 0 the situation is identical. The
function is defined in all space but Dρ has a singularity at x = 0. Finally, if R < 0, then ρ is defined for all
x but the gradient, though bounded near the origin, is discontinuous at x = 0.
If we take a minus sign in the implicit identity for g, using the same inverse for Ip, we get functions defined
on a ball with a finite but discontinuous gradient at the origin.
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A.2.2 Case a = 0
The integral for g is 21−pg
1−p
2 (r) = ±
√
2
p+1r + C, therefore
g(r) =
[
1− p√
2(p+ 1)
r + C
] 2
1−p
.
In this case we have
(A.7) F (x) = ℓ
1
m−1
[
m− 1√
2m(m+ 1)
(|x| − k)
] 2
m−1
,
ρ(x, t) =
(
(m− 1)2
2m(m+ 1)
) 1
m−1
[
(|x| −R)2
(t0 − t)
] 1
m−1
and
u(x, t) =
1
2(m+ 1)
(|x| −R)2
(t0 − t) .
For R > 0 these functions can be defined either on the interior or the exterior of the ball {|x| 6 R}. For
R < 0 they are smooth in the whole space minus the origin and for R = 0 the function u is a smooth solution
of (1.3).
A.2.3 Case a < 0
In this case the integral of g is Kp(g) = ±
√
2
p+1r + C, where Kp : [|a|
1
p+1 ,+∞) → [0,+∞) satisfies
Kp
′(z) = 1√
zp+1−|a| and Kp(a
1
p+1 ) = 0. This function grows at infinity like z
1−p
2 and at z = |a| 1p+1 we have
Kp = 0 and Kp
′(z) ∼ 1√
(p+1)(z−|a|
1
p+1 )
. If we denote by Lp : [0,+∞)→ [|a|
1
p+1 ,+∞) the inverse of Kp, we
have Lp(0) = |a|
1
p+1 , Lp
′(z) ∼
√
(p+ 1)z as z → 0, while as z → +∞, Lp(z) ∼ z
2
1−p and Lp
′(z) ∼ z 3+p1−p . We
then have
(A.8) F (x) = l
1
m−1
[
Lp
(
±
√
2m
m+ 1
|x|+ C
)] 1
m
and
ρ(x, t) =
1
[(m− 1)(t0 − t)] 1m−1
[
Lp
(
±
√
2m
m+ 1
|x|+ C
)] 1
m
.
Since Lp(z) is like a power z
2 at z = 0, the conclusions regarding ρ and u are similar to the case a = 0, we
have functions defined on the interior and on the exterior of {|x| = r}.
Comments and open problems
We do not analyze here the fine behavior nor regularity for the free boundary. This might in fact be a key
component for a full uniqueness result as it happens with the (PME) (see [CV]), which is possibly the main
open problem related to this equation.
Another idea we do not explore is how to develop a numerical scheme, both for the equation and the free
boundary.
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We are planning to pursue the ideas of interpolated models mentioned in the introduction separately.
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