The Monte Carlo optimisation technique simulated annealing has been used to sample the possible values of the permanent of fully indecomposable (0,l )-matrices. The basic idea in simulated annealing is that a Markov chain explores the space of feasible solutions, each of which has an associated "energy" (here minus the permanent of the matrix).
Mathematical definitions
The permanent of a matrix was introduced by Cauchy in 1812. At that time, while developing the theory of determinants, he also defined a certain subclass of symmetric functions which later Muir named permanents [ 121. Let A = (aij) be an y1 x n matrix.
The permanent of A, written Per(A), can be calculated in the same manner as its determinant, except that the signs of the summands are all positive:
where 0 runs over all permutations of 1,. . . , n. At first glance it would appear that this function is easier to compute than the determinant of the same matrix, but that is not true.
All known methods of calculation grow exponentially with the size of the matrix.
In fact, the complexity of computing the permanent of an IZ x n (O,l)-matrix is NP-hard [6, 8, 171 . Valiant [ 171 proved that the permanent function is a member of the #P class.
He also proved that the permanent problem is "complete" and that it is as hard as the number of satisfying assignments or number of "solutions" to a perfect matching in a bipartite graph. The direct evaluation of the permanent of an IZ x n matrix by formula (1) requires O((n + I)!) multiplications. Ryser's formula for computing the permanent of a matrix involves (n -1)(2n -1) multiplications. Nijenhuis and Wilf's implementation of Ryser's method reduces the number of multiplications by a factor of two and the number of additions by a factor of n/2 [12] . This is the implementation used in the present work. More recently a group at the University of Edinburgh [7] came up with an exponential approximation algorithm for the permanent. But still Nijenhuis and Wilf's implementation of Ryser's method for exact computation is more efficient for general non-negative matrices.
In this paper we consider permanents of fully indecomposable n x II (0, 1)-matrices.
There is a one-to-one correspondence between digraphs (directed graphs) and (O,l)-matrices. Assuming that the vertices of a digraph G are numbered 1,. . . , n in some arbitrary manner, then the adjacency matrix representation of G consists of an IZ x n matrix A = (aij) such that 1 if there is an edge from i to j, aij = 0 otherwise.
(2)
Conversely, given an n x n (O,l)-matrix A, one can define a corresponding digraph G(A) as follows: The vertices of G(A) are the rows (or columns) of A and there is a directed edge from vertex i to vertex j iff aij # 0. Since we require self-loops in our digraphs [2] there are always ones on the diagonal of the corresponding matrix. Central to our work is the notion of a handle basis for a finite strongly connected digraph G. In other words, a handle is a path which starts from any previous handle and ends on any previous handle but is otherwise disjoint from the digraph of the previous handles. 2. Bounds on the permanent Mint [12] proved that the bounded by permanent of a non-negative n X n matrix A = (LZij) is (3) where, if Ai = (ail,. _ _ ,a;,} is the ith row of A, then (a,*,, . . . ,a:) denotes the n-tuple Ai arranged in non-increasing order and (ui,, . . . , a,!,,) denotes the same n-tuple arranged in non-decreasing order. Later Donald et al. [4, 5] proved that
where A is a fully indecomposable n x n matrix, and cj and ri are the column sums and row sums of A, respectively. Foregger [ 131 has obtained another bound for the permanent of an n x n matrix A with non-negative entries:
where S(A) is the sum of all the entries of A.
Since we are considering a matrix as well as its digraph representation, we show that the sum of all the ones in a (0,l )-matrix can be computed knowing just the number of vertices and handles of the digraph.
The number of ones in a (0, 1)-matrix representation of a handle basis of a digraph G is
where d is the number of handles and n is the number of vertices in the digraph.
To prove this, suppose that digraph G has n > 1 vertices (see Fig. 1 (b) ). By definition each vertex has a self loop which means that each vertex is connected to itself; this represents n ones in the matrix. The digraph G is strongly connected, therefore at least Max[Per(A)] = 2d-' + 1.
A related lower bound is [5] Min[Per(
Graphically the value in Eq. (7) is achieved for a digraph G(A) in which all handles start and end on handle number zero H [O] and are oriented in the same direction (see 
Simulated annealing
Many problems which arise in practice are concerned with finding a best configuration. These kinds of problems are global optimisation problems. One can draw an analogy between annealing of solids and combinatorial optimisation problems. In statistical mechanics the ground state or meta-stable states of a system are preferentially populated at low temperature. Although low temperature is not a sufficient condition for finding the ground state, for many systems experiments show that by careful annealing and staying long enough at each temperature one may actually obtain the ground state [lo].
Combinatorial optimisation is often applied to problems which are central to the disciplines of computer science and engineering, e.g. the travelling salesman problem, the hill climbing problem, and VLSI layout. Research in this area aims at developing efficient techniques for finding minimum or maximum values of a function called the cost function. Blind random search and iterative improvement can be used and do give acceptable approximations to the global minimum if only limited computer time is available. In order to improve the performance of these algorithms we need to escape from local minima and generate statistically independent configurations. In addition to comparing the cost of the current configuration with the cost of a newly generated one, an acceptance function can be evaluated on the basis of the two costs and a random number. If a true value is returned by the acceptance function, the newly generated configuration becomes the current configuration.
Since the acceptance function returns true with a nonzero probability even for moves which increase the cost, this type of algorithm is called probabilistic hill climbing. Simulated annealing algorithms represent one class of such hill climbing algorithms.
The Metropolis ulyorithm
Annealing is the process of slowly cooling a physical system in order to obtain configurations with minimum energy. The cooling rate of annealing is usually very slow in order to reduce the number of defects in the structure of the system and thus to minimise the potential energy stored in the molecular configuration. 
be the cost function and T the temperature. We assume that for each state s in S there exists a set N(s), with N(s) c S, known as the move class or the set of neighbours of the state s. A "meta-graph" structure on a state is thus defined by N(s), s E S.
Obviously, the move classes N(s) must eventually connect the entire state space S.
Otherwise, separate regions would not be able to equilibrate. At each step of the Metropolis algorithm a state s' E N(s) is selected at random from the neighbourhood of the current state s. If the energy E(s') is lower than the energy E(s), the acceptance function returns a true value. In this case the move is accepted, and the new state becomes the current state. If the energy of the new state is higher than the energy of the current state, the acceptance probability for s' to become the next state is (10)
where AE = E(d) -E(s). A pseudo-random
number is generated with a uniform distribution on [O,l] . If the random number is less than the acceptance probability, the move is accepted, otherwise it is rejected and the random walk remains in the old state Simulated annealing uses the Metropolis algorithm with a gradually decreasing temperature. Initially the control parameter T is given a very high value which will assure acceptance of essentially any proposed state. This is then lowered in each step until a given time or temperature is reached. Therefore a combinatorial optimisation problem can be solved as outlined in pseudo-C in Fig. 3 .
Simulated annealing probabilistically transforms each current state to one of its neighbours. This random walk can be described by a Markov chain. Markov chains are discrete stochastic processes in time and state with the property that the next state does not depend on the states that have preceded the current state [9] . For a Markov chain which means that P is a stochastic matrix.
The move class
(11) (12) As part of our Monte Carlo approach we will introduce a random walk on the space of strongly connected d-dimensional digraphs. This in turn requires introducing a digraph structure on this space. In each digraph handles are numbered from 0 to d -1, where handle number 0 represents the simple cycle. As mentioned before our interest is in strongly connected digraphs. Since we are considering digraph structures, each handle has a direction. The vertex which starts a handle is called its tail and the vertex which ends a handle is called its head. We employ two ways of moving a handle: one is reversing its direction, the other is pushing its head or tail which means that its point of attachment moves in either direction, randomly chosen, on the handle with lower handle value.
We require that all moves preserve strong connectivity and define our move class to be any digraph obtained by one of the following operations:
(1) For any handle number zero through d -1, reverse the direction of the handle.
(2) For any handle number one through d -1, either reverse the direction of the handle or push its head past the next confluence point (in either direction), or push its tail past the next confluence point (in either direction). In either of the two latter cases the handle which makes the move should move over handles with lower handle number, otherwise the move will not be accepted. This move class satisfies the following theorem:
Theorem. In a handle basis B of a digraph G, the above move class preserves strong connectivity. C does not lose its strong connectivity either. In the latter case, nothing changes on sub-digraph C, therefore it remains strongly connected.
In a previous move class [14] we had to check for strong connectivity after each attempted move. The difference between the two move classes is in step 2 where previously any randomly picked handle could move over any other handle, and this might result in broken connectivity. With the new move class we do not have to check for strong connectivity of the digraph after each move since the strong connectivity is preserved by this move class. Fig. 4 shows the number of moves visiting a particular energy during one run. It can be seen that the new move class visits states of large permanent value (low energy) more frequently than the previous move class does.
Neighbourhood of the global minimum
In order to investigate the neighbourhoods of minima we took the last state at the end of each annealing process as the starting point for two thousand attempted moves. These two thousand neighbours, chosen at random, were then compared with an exhaustive search of the neighbourhood of the state. The results show that the two searches, statistical and exhaustive, are in good agreement with each other. We have also looked at the last two thousand attempted moves before reaching the minimum state. Fig. 5 shows a comparison of these different sets of data. It is obvious that the states visited before reaching the minimum state are more diverse than the neighbours of the minimum states. This shows that the program did not reach the minimum state long before the program stopped, indicating that the annealing schedule was adequate and did not waste time sitting in the minimum state, which in this case is the global minimum.
Temperature schedule
Choosing the annealing schedule r(t), including the starting and stopping temperatures, is a major issue in simulated annealing. Kirkpatrick et al. This exponential cooling schedule has been used in a large number of papers due to its simplicity, including this study. However a more efficient annealing is achieved by using an adaptive schedule based on finite-time thermodynamics
[ 11.
Here we have chosen the starting temperature G = 2 x Max[Per], such that it is sufficiently high that the system is able to pass all energy barriers and get out of local minima. We obtained the best results with the rate parameters x = 0.9995 and the stopping temperature ztop = 0.5.
Permanent values
The spectrum of possible values for the permanent of a (0,l) fully irreducible matrix is not yet fully understood. There has not been much work on the missing values (gaps) Fig. 6 ).
We have found one unpublished paper by Donald et al. [3] in which the authors transform the permanent problem into another problem, counting the Number of Independent Sets (NIS) for Handle Order Graphs (hog). There they prove the existence of gaps for d 2 9. As acknowledged in that paper, this relationship between the gaps and NIS is not clear, since some bounds are not sharp. The new range, with the newly found permanent values, still does not satisfy this theorem, since gaps exist which are not covered by the formula in their theorem. We have done a very careful search to find these missing values, and we have found some, but there are still values in the spectra of the permanents of (0,l) fully irreducible matrices which we cannot be sure are real gaps. For the small digraphs we will have smaller matrix representations and therefore an exhaustive search can confirm the existence of gaps.
Thermodynamic portraits
We used the technique introduced in [l] to estimate the thermodynamic properties of the system. From the data collected during the annealing process at infinite temperature we were thus able to estimate the density of states P(E), the mean energy E(T), the heat capacity C(T), and the relaxation time E(T).
As mentioned in Section 3.1, the random walk during the annealing process can be described by a Markov chain. The transition probabilities from any state i to any other state j is
Assuming that state i has IN(i)/ neighbours, the transition probability matrix at infinite temperature is defined by Eq. (11). The matrix P is a stochastic matrix since each of its rows sums to one. Then for a stochastic matrix P and an occupation probability vector m satisfying microscopic reversibility fiji?ti = 4iTVlj ( 
14)
The stationary distribution of a Markov chain is this unique (normalised) vector m for which Most thermodynamic properties of a system can be deduced from its transition probability matrix P, the elements of which are the infinite temperature transition probabilities between different states [l] .
In principle these states should be the individual micro-states of the system. However, their number is usually extremely large, making the matrix P totally unmanageable.
Instead one may, to a good approximation, work with energy levels instead, i.e. lumping all states of a given energy into a single level. This reduces the size of the problem by orders of magnitude.
The transition probabilities can be estimated during the Metropolis algorithm by keeping track of attempted moves in a matrix Q where Qu = number of attempted moves from i to j. A good estimate of the transition probability matrix is then [l] (16) which is also the degeneracy of the energy levels (i.e. number of microscopic states in that energy level). From there the partition function
can be computed and one can estimate all thermodynamic properties, e.g. average energy E(T), heat capacity C(T), and relaxation time E(T) in the usual statistical mechanical manner.
We have chosen graphs with 5,6,7, and 8 handles. 
Applications
Permanents are connected to problems in combinatorics and in applied problems of enumerative nature. Especially permanents of doubly stochastic matrices have applications in probability, combinatorics, and statistical mechanics. Some of the applications of permanents are in graph theory and #P complete enumeration problem [7, 161. Caianiello [ 121 used permanents in connection with renormalization problems in quantum field theory. He used permanents and Hafnians to express in algebraic form perturbation expansions of field theory for describing Boson propagators in the same way as determinants and Pfaffians appear in the expressions related to Fermion propagators. In the areas of physics and chemistry where statistical methods are used to study the phenomena that are outcomes of the combined action of a very large number of items permanents are also usetil. Such problems in order-disorder statistics, in solidstate chemistry, and in physical chemistry can be formulated as enumeration problems involving lattices [ 121.
The use of the simulated annealing algorithm in the present study has been rather unconventional since we did not seek the minimum energy state-that was known at the outset-but rather used simulated annealing to perform a random search for new permanent values strongly weighted towards the low energy region. A similar biased search may be useful in other situations as well.
