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Abstract—Developing efficient and effective decision making
support includes identifying means to reduce repeated manual
work and providing possibilities to take advantage of the ex-
perience gained in previous decision situations. For this to be
possible, there is a need to explicitly model the context of a
decision case, for example to determine how much the evidence
from one decision case can be trusted in another, similar context.
In earlier work, context has been recognized as important when
transferring and understanding outcomes between cases. The
contribution of this paper is threefold. First, we describe different
ways of utilizing context in an envisioned decision support
system. Thereby, we distinguish between internal and external
context usage, possibilities of context representation, and con-
text inheritance. Second, we present a systematically developed
context model comprised of five types of context information,
namely organization, product, stakeholder, development method
& technology, and market & business. Third, we exemplary
illustrate the relation of the context information to architectural
decision making using existing literature.
I. INTRODUCTION
Architectural design of complex software systems includes
making many important decisions that can significantly impact
the quality of the developed system in terms of, for example,
performance, security and maintainability, as well as cost
and timeliness of the development project. As a result, it is
desirable that key decisions are made in a structured, less ad-
hoc, manner, to reduce the risk of making wrong decisions,
increase the confidence in the decision and to be able to
provide a more explicit motivation.
In theory, the more data (stored knowledge) decision-makers
have access to, the better decisions they can make, but the
additional effort of collecting and managing this data can
easily outweigh the benefits. Thus, finding the optimal balance,
and identifying key information that contributes significantly
to the decision quality while not being prohibitively costly to
establish and manage, is an important aspect when developing
architectural decision support. One way to facilitate this is to
improve the way in which information can be reused within
and between decision cases. Such reuse, however, requires a
good understanding of the context in which a decision is made.
In the decision making literature, context is, for example, used
to determine the conditions under which an outcome related
to a decision can be achieved [1].
Context data is a representation of the external relevant
information describing a situation that decision-makers are
interested to have access to, prior a decision or during a de-
cision process. Context, in theory, captures the characteristics
of a certain decision situation (decision case), including for
instance industry domain, organizational and product infor-
mation. The amount of information represented must not be
overly complex but still capture in sufficient detail how the
situation of a decision is interrelated with its surroundings.
As a result, the amount of context data often becomes overly
large, residing on several interrelated hierarchical levels and
thus difficult to manage. Therefore, it is desirable that context
data is as much as possible structured and prioritized, so that
they can be implemented and used via successive model trans-
formations based on model-driven engineering approaches.
Brezillon, in relation to decision making, points out that sev-
eral decisions are generally necessary when modeling context,
namely: “What are the limits of the systems? What parts of the
context are relevant or not? Has every relevant contextual trait
been involved in the system during the knowledge acquisition
and how could the knowledge acquirer establish it?” [1].
This paper proposes a model of context information for use
in a decision support system targeting architectural decisions
related to component origin, e.g., if a new feature should be
developed from scratch (with reuse or not) in-house, ordered
from a sub-supplier, constructed from existing open source
software, or developed in some other way. This includes
both formal decision making processes (a structured process
followed in a company) and informal processes where a
decision maker may view previous decisions as input to make
his or her own decision. We investigate the different roles that
context information plays in the decision process and propose
a number of relevant context model constituents. This work
extends the existing work in the following ways:
• The context model complements existing checklists of
context information (e.g. [2]) with additional context
information to be considered.
• We describe scenarios, representation, and inheritance of
context information in architectural decision making.
• The context model is also related with architectural
decision making through existing literature.
The rest of the paper is organized as follows: Section II
gives an overview of the envisioned decision process and
support system, followed by a survey of related work in
Section III. Section IV describes how context information is
used in the decision process and outlines a number of key
context model properties. In Section V, we present a first
outline of a context model for architectural decision support.
Finally, Section VI concludes the paper and presents our
planned future work.
II. BACKGROUND
The research has been carried out within the ORION
research project1, addressing improved support for architec-
tural decisions related to component selection and sourcing
for software-intensive systems. The overall decision support
framework envisioned in the project is based on four key
concepts [3]:
• Decision Models capturing the alternatives to consider,
the criteria with respect to which they should be com-
pared, and the stakeholders that need to be involved;
• Property Models representing key attributes of the al-
ternatives and methods for estimating them;
• Context Models describing the environment in which the
decision is taken; and an
• Evidence-based Knowledge Repository for storing his-
torical information to be used as evidence.
Together, these entities support a flexible decision process
where decision makers iteratively select appropriate models
and fill them with information related to the current decision
case. The knowledge repository acts both as a source of spe-
cific information that can be reused from previous cases, and
knowledge that help guide the process and model selection.
It is worth pointing out that the goal is not a fully automated
decision process, so the output of the decision support system
is a recommendation, including motivation and supporting
evidence, that serves as input to the final, manual, decision
making.
A dedicated taxonomy, the GRADE taxonomy [4], has been
constructed to support defining the entities in decision-making
in the development of software-intensive systems. The taxon-
omy combines elements of roles, properties, requirements and
constraints, including context aspects, to make feasible their
characterization and definition. It provides enough information
to primarily clarify their meaning, and in addition, documen-
tation is supplied based on scientific references, glossaries and
standards.
III. RELATED WORK
Ghaisas et al. [5] address the related, but wider, question of
how to generalize from observations in several similar cases.
They argue that case studies have different context attributes
and as soon as the attributes of reported cases vary from a
newly observed case, the researcher may not be able to predict
the outcome of the project. In order to do an assessment of
whether findings from previous cases may be generalized to
a new case, they propose a process for reasoning. First the
context characteristics of past cases are described, in particular
1http://orion-research.se
the interaction of actors and their capabilities are highlighted.
Second, a reasoning should be provided how the context
characteristics relate to the findings of the past cases. Third, the
new case is compared to the previous cases and similarities and
differences are analyzed. Thereafter an analysis is conducted
to determine whether the similarities justify the generalization
of findings between cases, and whether the differences do not
hinder the generalization. In order to achieve the reasoning of
generalizability between cases, different proposals for docu-
menting the context have been made.
Dyba˚ et al. [6] suggest an omnibus context description
approach, putting a phenomenon into context. They propose to
ask what (a phenomenon, such a particular architectural style)
works for whom (the subjects, such as professional system
architects in the automotive domain designing the architecture)
where (the location, such as an automotive company develop-
ing a safety-critical component) when (the time, related to the
life-cycle of a product and why (rationale, the reasoning of why
the architectural style works well in relation to the artifacts or
why not).
Petersen and Wohlin [2] complement the omnibus context
description with a discrete context description, providing an
initial checklist of what to report in studies conducted in
the industry. An object of study is embedded in a number
of context elements (product characteristics; process charac-
teristics; practices, tools, and techniques; and people). These
context elements are part of an organization with its own
characteristics, and the organization operates within a market.
Each context element has an exemplified list of potential
attributes of interest, though it is by no means complete.
Clarke and O’Connor [7] suggested a reference framework
of situational factors affecting the software development pro-
cess grouped in 8 classifications: Personnel, Requirements,
Application, Technology, Organization, Operation, Manage-
ment and Business. Initially, from 397 elements in 5000
citations they resulted to the 44 factors and 170 subfactors,
from which the authors acknowledge that their scope of
domains was restricted and did not include among other topics,
architecture.
Cartaxo et al. [8] conducted a systematic literature review to
systematically identify and synthesize findings on supporting
the documentation and characterization of context for empir-
ical studies in software engineering. Given that context is
a common term, they identified 13,355 studies initially, but
only 12 were selected as relevant for the final set. None of
the references has a focus on architecture and how context
relates to architectural decision making. Thus, this paper
complements existing work by summarizing relevant context
information and their properties, and relates it to architectural
decision making.
IV. CONTEXT USAGE AND REPRESENTATION
Most of the information captured during a decision process
is considered to be part of the decision case rather than the
context. This includes, for example, the overall goal or goals of
the decision, the alternatives and their properties, the involved
decision makers and the criteria against which alternatives are
judged. The context, on the other hand, captures aspects of the
environment in which the decision is made, which although
not directly part of the decision case can influence it indirectly
or be significant to understand how the decision was made.
This section investigates the different ways in which context
information is used in envisioned decision support systems,
and elaborates on key aspects of context representation and
inheritance.
A. Internal and External Context Usage
As described in Section II, context information is one of
the key concepts in the envisioned approach, and it plays a
central role in several decision making activities. The usage
of context information can be divided in two basic categories:
internal and external context usage.
Internal context usage refers to the need for explicit context
representation within a single decision making case. Most
context aspects can remain implicit internally, since the in-
volved individuals typically have a well established com-
mon understanding of the context of the decision. However,
explicitly capturing some context aspects can be beneficial.
One benefit is consistent use of contextual information when
deriving other properties, for example estimating the effort
needed to either implement a new functionality or modifying
an existing component. If this is done using a method that uses
the velocity of the development team as a parameter, having
an explicit representation of this context aspect would improve
consistency between the two estimates also if they are done
at different points in time or by different persons.
Internal context information could also be useful when
automating specific parts of the decision process. For example,
property models that are applicable only in certain domains of
under certain basic assumptions, could be hidden from the user
in contexts where these criteria are not satisfied.
Contrasting this, external context usage relates to the context
information that is needed in order to judge and benefit from
experience gathered in one decision case when faced with a
similar decision situation. For example, knowing if any similar
decisions have been made previously, in the same company
ore elsewhere, could be valuable both directly as input when
evaluating the alternatives but also in terms of what criteria
were considered to be important in those previous cases, what
methods were used to establish the properties of interest, etc.
To support such knowledge reuse, context information must
be associated with the stored knowledge. This can either be
manually checked to determine to what extent the knowledge
is relevant in the current situation, but if external context
information is defined also for the current case, this opens
up for support in form of automated filtering and searching
among the stored knowledge.
Since external context usage involves persons with very lim-
ited knowledge of the relevant context factors, the information
must cover a much wider scope than for internal context usage.
It should for example contain basic information about the com-
pany, the application domain, the product under development,
etc., which does not have to be explicitly modeled internally.
B. Context Representation
The list of possibly relevant types of context information is
endless, and the relative relevance of different aspects varies
between domains and between different types of decisions.
Thus, any attempt to formulate a final, fixed context represen-
tation is bound to be both partial and not detailed enough.
Instead, we propose an open hierarchical model that can
be extended and adjusted to fit different settings, while still
providing as many relevant common concepts as possible.
The hierarchical structure allows users to select a level
of granularity suitable for their particular needs. A context
category that is considered of less importance can be described
at the top level, while others can be defined in more detail
using subcategories on lower levels.
Such a representation is possible as long as the various
parts of the context can be defined independently from each
other. If more complex context models are needed, e.g., also
representing relations between different context aspects, a full
meta-model could be defined that the context models should
conform to. For the context usage envisioned in our decision
support system, however, the benefits associated with this
additional complexity is not likely to be worth the increased
effort of managing complex context models.
The intended usage of context information implies that it
should be represented in a form that is easily understandable
by human users, rather than encoding it in formats accessible
only to machines. A typical usage will involve a decision
maker considering the context of a stored case in order to
decide to what extent the information is relevant to the current
case. However, using a common set of concepts and well
defined domains for the values available to define each con-
cept, makes it possible to automate some search and filtering
activities to reduce the required manual effort. For example,
standardizing that the context concept organization size should
be represented by a range or an integer denoting the number
of employees, would let a decision maker filter stored cases
to only see those that were made in organizations of similar
size as her own.
C. Context Inheritance
So far, we have focused on the context information associ-
ated with a single case, but in order to reduce the manual effort
of defining context information, we want to facilitate reuse of
previously defined contexts. One way to accomplish this is by
context inheritance, where each context model can inherit from
one other context model and then add information missing in
the inherited context, or replace inherited information that is
not valid in the more specific context.
This allows, for example, the definition of a standard context
for a company, another for a division within that company, and
a third context for a specific decision case. Information such
as organization size can be defined in the company context
and inherited to the division- and decision contexts. Product
complexity would probably remain undefined in the company
context, and instead appear in the division context. As an
example of replacement, the division context could specify
that the typical Development Process is the V-model, but this
could be replaced in the decision context if that particular
project uses Scrum.
V. THE CONTEXT MODEL
In this section we present the context model, which may
serve as a checklist for researchers to report relevant contextual
factors, as well as for practitioners to obtain the relevant in-
formation for their architectural decisions. The context model
was created in a systematic manner, utilizing the following
steps:
• A workshop was held to brainstorm and group poten-
tially relevant context information and a clustering was
conducted.
• Collected context information was complemented by a
review of literature, and recorded in a spread sheet.
• The spread sheet was reviewed by peers involved to check
for the understandability, completeness, and redundancy
of context elements.
• Context elements closely related to each other were
further clustered.
• The final list was reviewed by an expert in architec-
tural decision making, who also has substantial industrial
experience from the automotive domain. The key goal
was to assure that the documented context information
is understandable from both a researcher and practitioner
point of view.
We first present the context model, and thereafter exem-
plary discuss how the context information relates to software
architecture and architectural decision making.
A. Description of the context model
The purpose of the context model is to identify which
context properties are important for efficient and effective
decision making and enable documentation of architectural
decisions. We suggest a first outline of the model with a
number of relevant context model constituents which can
support knowledge reuse and associate contextual information
with stored knowledge. Initially five constituents structure
the model, namely organization, product, stakeholder, de-
velopment methods & technologies and market & business.
These are considered essential for studying the contextual
elements of the phenomenon of architectural decision making
and the effectiveness of modern, complex, strategic, tactical
and operational decisions.
The five main categories of the context model can be
described in the following way:
• Organization: Information that characterizes the organi-
zation type in which the implementation is carried out
or intended for, i.e., structure, model of management,
distribution, etc.
• Product: Describes the properties of the system devel-
oped, and all contextual information related to the current
state of the product (prior to any decision or change made
on the architecture).
• Stakeholder: Describes the type of organizations or peo-
ple that might affect an architectural decision or that are
affected by the decision. These are not taking part in
the decision making process directly, but can represent
the end-users of the decision, and thus are opt to be
differentiated from the decision makers.
• Development method & technology: Describes any sys-
tematic approach or technology used in or by the orga-
nization and is affecting the development of the product.
• Market & business: Describes the current state of the
market and the business in general, outside the organi-
zation boundaries, i.e., involves customers, competitors,
partners, ecosystems, etc.
Under each of these perspectives second level information
is prepared, along with descriptions (see Tables I – V), for
identifying the basic modeling needs of context information
for usage in the envisioned decision support system targeting
architectural decision making.
B. Relation to architecture decision making
For each of the context dimensions (Tables I to V) we briefly
and exemplary discuss their relevance to architectural decision
making.
Organization: Betz and Wohlin [9] argue that there are
four important perspectives in software engineering, namely
business, architecture, process, and organization. As they state,
“If one perspective is altered, the other perspectives will be
affected”. Hence, when talking about architecture, one has
to be aware of them. For the organizational model (O10)
it was argued that the model is strongly associated with
the organizational structure (Conway’s law [10]) and if the
architecture changes the structure will (also referred as the
rubber-band effect [11]). Hence, the architectural structure
needs to be reflected on in the light of the organizational
structure. Similarly, this thus also relates to the stability of
the organization (O3) and the distribution of the development,
which influences how the communication will take place (O2).
The openness of the organization also affects the architecture,
for example, if the ecosystem should continue to develop based
on a core system component (compositional approach), the
architecture has to support that, while in a closed environ-
ment (integration centric approach), a different structure of
the architecture can be found (see e.g. [12]). Consequently,
understanding these relations will help in reasoning about the
reasons for success and failure of decisions in the respective
contexts when comparing cases (as discussed in the related
work by Ghaisas et al. [5]).
Product: The characteristics of the system developed such as
quality (P7) typically relate to principal architectural decisions
made [13]. For instance, to achieve a high performance real-
time type of system (P3), then the design needs to manage
appropriately the time behaviour of the system and its parts
(i.e., how they inter-communicate, and the frequency, volume
and delays caused by the internal parts’ communication). A
TABLE I
SECOND LEVEL OF CONTEXT INFORMATION – ORGANIZATION
ID Description
O1 Application domain of the organization(s) (e.g. working
with automotive, avionics, telecommunication, etc.)
O2 Distribution of the development (e.g. local or
global/distributed development with multiple development
sites, multiple geographical locations, national or
international)
O3 Stability of the organization (frequency of changes to
organizational environment, policies, etc.)
O4 Business strategy or general goal referring to what the
organization wants to achieve in the future
O5 Organizational and team complexity (size in terms of
number of employees, typical size of development teams)
O6 Maturity and process certification (maturity of the organi-
zation with respect to their process capabilities, e.g. initial,
repeatable, defined, managed and optimized processes,
certified through e.g. ISO and CMMI)
O7 Capacity and team resources (availability of critical re-
sources for projects, such as availability of physical work-
ing environments, housing facilities, skilled team, experts,
senior managements’ commitment)
O8 Throughput and velocity of the organization (e.g. number
of projects/year, average meantime between project deliv-
eries, flexibility of the organization in terms of ability to
change)
O9 Policies, principles, rules, and guidelines (formulated or
adopted by an organization to reach its long-term goals
and typically published in a booklet or other form that is
widely accessible)
O10 Organizational model – how the organization is structured,
can be restrictive, flexible, hierarchical, flat, authoritarian
(centralized or distributed control), bureaucratic, etc.
O11 Openness of the organization – related with openness in
the ecosystem, defined by the type of relations it maintains
with customers, partners, suppliers and competitors
requirement that all sensitive data has to be secured might
result in the use of data sensitivity classification schemes in
the architecture, and controlling and protecting access policies
among the system parts, again causing design alterations.
Another example (from [14]) suggests that removing or paying
attention to architectural smells and performing refactoring,
reduces a products’ technical debt (P2). Therefore, having
in mind the contextual information of the product developed
influences architectural decisions.
Stakeholder: Different than the system stakeholders, con-
textual stakeholders are the ones surrounding the direct par-
ticipants in the architectural decision making process and
relate with the system in different ways. They are con-
cerned with different aspects of the properties of the system,
such as product vision, general goal, forms of collaboration,
alignment to regulations/legislation. Important properties to
consider are their level of influence (e.g., strategic, tactical)
(S1), previous experience (S2), skills and competence (S3)
TABLE II
SECOND LEVEL OF CONTEXT INFORMATION – PRODUCT
ID Description
P1 Maturity of the product (related to how long it has been on
the market, how many releases were there, certifications
obtained, etc.)
P2 Technical debt in the product
P3 System type (e.g. embedded, real-time, information sys-
tem)
P4 Product complexity (technical complexity, size of the
product)
P5 Degree to which the system or parts of the system (build-
ing blocks such as components) can be reused
P6 Openness and control (accessibility of source code –
white/black box, level of control over the product devel-
opment and evolution)
P7 Which quality attributes are prioritized as important for the
product (such as usability, maintainability, performance,
robustness)
P8 Certification and rules/regulations/standards (e.g. manda-
tory compliances to for example safety, security)
P9 Functional requirements posed on the product
P10 Programming languages used in the product
P11 Intellectual property rights (e.g., patents, copyrights and
trademarks)
TABLE III
SECOND LEVEL OF CONTEXT INFORMATION – STAKEHOLDER
ID Description
S1 Stakeholder level with respect to the organization level
S2 Stakeholder experience with respect to the product
S3 Stakeholder competence and skills with respect to devel-
opment method and technology
S4 Presence of stakeholders from departments business, sales
& marketing, etc.
S5 Presence of stakeholders with external roles e.g. consul-
tants, quality assurance
S6 External agencies, governments, regulators, legal depart-
ments, authorities
S7 External stakeholders having relations with the organiza-
tion, like partners, suppliers, ecosystem players
that will affect the project dynamics. In [12] for instance,
effects of harmonizing the views on business and “delivery
story” between the business partners was shown as important
to establish fruitful collaboration and trust. Also, efforts in
strengthening communication between product owner, project
owner and vendors increased the visibility of the decisions
or changes made during the project. Therefore, the degree,
frequency and quality of relations and interactions of the roles
within an “ecosystem” of operation (S7) can be important
for maintaining the control of the project schedule, plan and
TABLE IV
SECOND LEVEL OF CONTEXT INFORMATION – DEVELOPMENT METHOD &
TECHNOLOGY
ID Description
M1 Development process (e.g. Scrum, V-model)
M2 Development methods (e.g. pair-programming, test-driven
development)
M3 Development practices (e.g. continuous integration, con-
tinuous deployment)
M4 Type of development environment and CASE tools
M5 Level of maturity of development methods, technologies,
CASE tools
M6 Availability and accessibility of the development methods,
tools and technologies
TABLE V
SECOND LEVEL OF CONTEXT INFORMATION – MARKET & BUSINESS
ID Description
B1 Type of market and market structure (perfect competition,
monopoly, monopolistic competition)
B2 Rules, regulations, and standards (e.g. certification, gov-
ernment imposed requirements)
B3 The value of the business case, if entering/leaving a market
is worth in terms of the trade-offs, as explained by cost
(e.g. ROI), risk, benefit etc.
B4 Ecosystem effects, the consequences caused from the fact
that the organization is part of, wants to be part of or is
excluded from a specific ecosystem in the business domain
B5 Market trends, evolution of the domain, marketing activi-
ties and time-to-market requirements
B6 Political considerations/pressures (include factors arising
in relation to the interplay among individuals and orga-
nized groups which results in the exercise of will.) For
example legal considerations are treated as the means of
expression of political will.
B7 Complexity and stability of the relations of the organi-
zation, outside, with other stakeholders, ecosystems (in-
cludes level of trust, support, commitment among the
affected parties)
B8 Type of contract or agreements related to the requirements,
payments, etc., (whether these are signed from the start
and are stable/fixed, or created and discussed during the
project, more flexible/adaptable)
budget.
Development method & technology: Development processes
(M1), methods (M2) and practices (M3) play an important role
in how architecting is done, and which challenges occur. For
example, agile practitioners consider architecting work to be
different in agile and plan-driven development, e.g. up-front
architecting is too effort intensive [15]. Specific architecture
related challenges in an agile context were identified by [16],
such as a lack of consideration for quality requirements and
planning for system structures to fulfill quality requirements
in the long run. From a practice perspective, such as continu-
ous integration, solutions that enable continuous delivery are
beneficial, among them cloud infrastructures. The relationships
between continuous delivery, agile, and cloud are, for example,
discussed by Brueno et al. [17]. Thus, the method and practice
context information relates to how we architect, and what
challenges as well as tools we may choose (e.g., specific tools
for the development of cloud infrastructures (M4)).
Market & business: Tofan et al. [18] conducted a survey
with 43 architects from industry and report that one of the main
reasons professional architects consider taking architectural
decisions as ’difficult’ is the fact that they have major business
impact (B3) and related serious negative consequences. Betz
and Wohlin [9], besides arguing for the alignment between
architecture, organization, and process also highlighted the
need to take market considerations into account (B5). One, for
example, has to trade-off whether a major architectural change
should be considered when it would likely to deteriorate the
architecture, or is particularly hard to implement. This may be
worthwhile if the market trend and value of the business case
(B3) was significant enough in another case (e.g. competitor
product).
VI. CONCLUSION
Context is important to transfer lessons learned and evidence
gathered between cases, also referred to as generalizability. A
means to achieve this is to specify how to utilize the context
information, and how to document it. Only few suggestions
can be found in literature of how to describe and utilize
context information. In this paper we provided scenarios of
how to utilize context, and we provided a model that allows
to explicitly represent the context in architectural decision
making. Explicit context modeling brings multiple benefits to
a decision making process, both internally and externally.
The context model proposed comprises of two levels, em-
phasizing the relevance of the context constituents with respect
to architectural decision making. On the top level, five types
of context information were proposed, namely: organization,
product, stakeholder, development method & technology, and
market & business. The elements under each type of context
information were defined based on literature, and were iterated
and reviewed to make them easily understandable to both
practitioners and researchers.
While relating the context information to existing research
on architecture and design decisions it became clear that the
context information relating to the outcome of decisions is
important to understand. In particular, earlier studies highlight
the effects of different product types, development methods,
and organization structures on the architecture. Thus, this
paper may be used by practitioners to become more familiar
with the context and what information to look for in past
decisions when utilizing them as input to future decision
making. Furthermore, researchers may utilize them to make
informed decisions for which context information to report
in their scientific studies, be it in an academic or industrial
environment.
One potential limitation of the proposed context model
is the completeness, i.e., there may be important context
elements that were not reported in the studied literature or
observed by the external experts. Hence, in the future further
validations and prioritization of the most relevant context
information is needed. Furthermore, there is a potential bias
in the interpretation and structuring of context information
by researchers, e.g., due to previous experiences influencing
the interpretation. This threat is reduced by the involvement
of researchers from different institutions, research areas, and
background.
Another limitation is that we do not know which of the
many context elements are most relevant from a practitioners
point of view when making a decision. From our own expe-
rience presenting existing evidence to practitioners, they were
doubtful when the evidence was not coming from their own
application domain. Thus, as future work we plan an empirical
study to determine the relative importance of the various
context aspects identified in the proposed context model, as
well as identify missing aspects that are considered important.
Using hierarchical cumulative voting [19], the importance of
the main categories as well as the relative importance of
second-level constituents can be investigated. This needs to
be done also considering different stakeholders. For one type
of stakeholder (e.g., system manager) the context information
needed may be different compared to another stakeholder (e.g.,
technical expert).
Moreover, in future work the proposed concepts will be
implemented in a decision support system, to better under-
stand the interplay between context, decision models and
the knowledge repository. This will also make it possible
to eventually carry out industrial evaluations of the overall
approach. Therefore, it is of importance to further detail and
specify the context information presented in this article. For
example, sub-categories need to be identified so that two
decision contexts can be classified and their similarities and
differences can be unambiguously documented.
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