A finite-state automaton (FSA) is an abstract machine with finite working memory, whose input is a string from a finite alphabet, which reads the input one character at a time, and which has a deterministic transition function. An FSA is symmetric if its output is independent of the order in which the input symbols are read, i.e., if the output is invariant under permutations of the input. We show that, given a symmetric FSA A, there is a deterministic divide-and-conquer process that simulates A whose intermediate results are no larger than the size of A's memory. In comparison, for a general (not necessarily symmetric) FSA, a similar divide-and-conquer implementation has long been known via functional composition but entails an exponential increase in the size of the state space. Our result has applications to parallel processing and to symmetric FSA networks.
Introduction
One of the simplest meaningful models of computation is the finite state automaton (FSA). Despite the simplicity of this model it is very useful as a conceptual tool, e.g., in string matching [1] and in system modeling (queues are discussed in [4] ).
In [5] we consider FSAs that are symmetric. That is to say, an automaton under our consideration will produce the same output even if its inputs are permuted. Symmetric FSAs turn out to be natural building blocks for computation networks that act in a fault-tolerant way. Although this characterization is empirical and does not apply to every fault-tolerant network task, the toolkit of a symmetric FSA-based network includes 2-approximate census (via an algorithm due to Milgram [3] ), network search (via breadth-first search and greedy traversal), basic connectivity problems (finding all bridges), and leader election.
Precisely, the finite-state symmetric graph automaton (FSSGA) model introduced in [5] is that a copy of the same symmetric automaton is placed at every node of a network; when a node "turns on" to advance its state, it obtains one input from each neighbour without regard to order. Thus FSSGA are a generalization of symmetric cellular automata. Three models of symmetric automata are given in [5] : in the sequential model each automaton is an FSA, in the parallel model each automaton uses divide-and-conquer on its inputs, and in the mod-thresh model each automaton applies a finite-size formula (analogous to a regular expression) to update its state. One of the main results of [5] is that these three models are equivalent, so for example, a symmetric FSA (the sequential model) can be simulated by a divide-and-conquer process (the parallel model). Unfortunately, for the particular construction given in [5] , a doubly exponential increase in the state space is required.
In fact, a more efficient way to simulate an FSA with divide-and-conquer has been known for decades; the basic technique is sometimes called functional composition as applied to parallel prefix. Ladner and Fischer used the technique in 1977 [2] on the PRAM model of parallel computing; see also [4] for an implementation in mesh networks. The basic idea is that for any single character σ, the transition of the FSA on that character can be viewed as function f σ from the FSA's state space back to itself, and the computation of the FSA on a string w = w 1 w 2 · · · w k is essentially determined by the composition of functions f w := f w k • · · · • f w 2 • f w 1 . In turn, this composition problem lends itself easily to divide-and-conquer: break the string into two parts w = uv, compute the compositions f u and f v for the two parts, and return f v • f u . The size of the intermediate results, compared to the memory size of the original FSA, is exponentially larger: for a state space Q there are |Q| |Q| functions from Q to Q. Even so, this is a more general and efficient simulation result than the one we mentioned from [5] .
The main contribution of this paper is that, for a symmetric FSA (as in the FSSGA model), even the singly exponential increase is not needed, and indeed no increase whatsoever is required. We present the formal result after introducing our notation. Two basic applications of this result are an increase in the efficiency of parallel simulations of sequential FSSGA automata, and increased efficiency in the algorithms of [2, 4] in the special case of symmetric automata.
Notation
We denote an FSA by the tuple (Σ, Q, q 0 , {f σ } σ∈Σ , O, β). Here Σ is a finite set called the input alphabet, Q is a finite set called the working state space, q 0 is an element of Q called the initial state, each f σ is a function from Q to Q called the transition function of σ, O is a finite output set, and β is an output function from Q to O.
Let Σ * denote the set of all strings over Σ, and let f • g denote the functional composition of f and g, defined by (f • g)(x) = f (g(x)). It is convenient to extend the definition of f to strings via functional composition. Namely, for a string w = w 1 w 2 · · · w k , define
and by convention, where λ denotes the empty string, let f λ be the identity function on Q. In particular, we obtain the identity f uv (q) = f v (f u (q)) for any strings u, v ∈ Σ * and any q ∈ Q. Let Σ + denote the set of nonempty strings over Σ; the empty string is excluded to agree with the divideand-conquer model later on. Our definition of f w affords a concise description of computation for an FSA.
Note that the simpler (and traditional) model where the FSA accepts or rejects strings depending on the final working state can be modeled by setting O = {accept, reject} and defining β(q) = accept iff q is an accepting state. We use the multi-output version because it is more natural in some settings, e.g., the FSSGA model.
To represent a divide-and-conquer automaton we use a tuple (Σ, Q, α, c, O, β). As before Σ is the input alphabet, Q is the working state space, O is the output set and β is the output function. Here α is an input function from Σ to Q and c is a combining function from Q× Q to Q. Informally, the divide-and-conquer automaton 1) applies α to all inputs, 2) combines working states using c until just a single working state q * is left, and 3) outputs β(q * ).
Our formal definition follows; we use a set-valued function χ that maps each nonempty string to a subset of Q so that q * ∈ χ(w) iff, dividing inputs arbitrarily, the input w could produce q * as the final working state. We denote the length of w by |w|. 
where (u, v) ranges over all partitions of w into two nonempty substrings. We say that A ′ is a divide-and-conquer automaton (DCA) if for all w ∈ Σ + ,
The previous definition amounts to saying that the output of a divide-and-conquer automaton should be well-defined regardless of how the dividing is performed. For a singleton set S let the.member.of(S) be a function that returns the element of S, i.e., it "unwraps" the set.
We mentioned the following well-known (e.g., [2] ) result earlier:
where Q Q denotes the set of all functions from Q to Q, and we define c(
Likewise, any divide-and-conquer automaton can be trivially rewritten in sequential form, as was observed in [5] . The particular result we want to prove pertains only to symmetric automata, which we now define formally.
Definition 6. Suppose that A is an FSA or a DCA. We say that A is symmetric if for every w ∈ Σ + and every permutation w ′ of w, ν A (w) = ν A (w ′ ).
The main result of the present paper is the following, which is a more efficient version of Theorem 5 for symmetric FSA. We introduce a supporting lemma in the next section, after which comes the proof of Theorem 7.
3 Looking Inside A Symmetric FSA
The key to the proof of Theorem 7 is to focus on automata with a specific irredundancy property. Symmetry of an automaton is defined as a black-box property -the definition only cares about the correspondence of final outputs when the inputs are permutations of one another, regardless of how the automaton is "built". However, under certain irredundancy requirements, the transition functions of a symmetric FSA must satisfy f σσ ′ = f σ ′ σ for all σ, σ ′ ∈ Σ; in other words the f 's generate an abelian semigroup action on Q. For such an automaton, finishing the proof is straightforward.
Definition 8. Let A = (Σ, Q, q 0 , f, O, β) be an FSA and fix a state q ∈ Q. The state q is said to be inaccessible if for each string w ∈ Σ * , f w (q 0 ) = q.
Definition 9. Let A = (Σ, Q, q 0 , f, O, β) be an FSA and fix two states q, q ′ ∈ Q. The states q and q ′ are said to be equivalent if for each string w ∈ Σ * , β(f w (q)) = β(f w (q ′ )).
Definition 10. An FSA is irredundant if it has no inaccessible state and no pair of equivalent states.
Informally, an inaccessible state can never be reached, while equivalent states can never be distinguished. Given an FSA A = (Σ, Q, q 0 , f, O, β), we claim that it is possible to construct another FSAÂ that is equivalent (meaning ν A = νÂ) with no inaccessible states, no equivalent pairs of states, and whose working state space is no larger than Q. Precisely, 1. To determine if any inaccessible state exists, construct the following directed graph G: the vertex set is Q and for each q ∈ Q and each σ ∈ Σ there is a directed edge (q, f σ (q)). State q is inaccessible iff q is not reachable from q 0 in G. If inaccessible states exist, they can all be removed from Q without affecting ν A .
2. To determine if q and q ′ are equivalent, construct the following directed graph H: the vertex set if Q × Q and for each (q 1 , q 2 ) in Q × Q and each σ ∈ Σ there is a directed edge ((q 1 , q 2 ), (f σ (q 1 ), f σ (q 2 ))). States q and q ′ are equivalent iff for every node (q 1 , q 2 ) reachable from (q, q ′ ) in H, we have β(q 1 ) = β(q 2 ). If q and q ′ are equivalent, then all occurrences of q ′ in the output of the transition functions can be replaced by q, and then q ′ can be deleted from Q, without affecting ν A .
So to make an FSA irredundant we iterate the first step, and the second step for all pairs q, q ′ of states, until the FSA is irredundant. Since a state is deleted in each iteration at most |Q| iterations occur 1 . Furthermore, since reachability in a graph can be computed in linear time, the total time complexity is poly(|Σ|, |Q|); we do not care to optimize this (standard) step. Once these properties are in place, we obtain the main lemma.
Lemma 11 (Commutativity Lemma). Let A = (Σ, Q, q 0 , f, O, β) be an irredundant symmetric FSA. Then the functions {f σ } σ∈Σ commute.
Proof. Suppose for the sake of contradiction that not all of the functions f commute. Then
We want to show that this discrepancy can be "continued" to a violation of symmetry. Let q 1 denote f σ 2 (f σ 1 (q)) and q 2 denote f σ 1 (f σ 2 (q)). First, since q is not inaccessible, there exists some string w ℓ such that f w ℓ (q 0 ) = q. Second, since q 1 and q 2 are not equivalent, there exists some string w r such that β(f wr (q 1 )) = β(f wr (q 2 )). Now putting things together we have
Hence A outputs different values under the inputs w ℓ σ 1 σ 2 w r and w ℓ σ 2 σ 1 w r ; since these inputs are permutations of one another, this means A is not symmetric.
Proof of Theorem 7
Here assume that A = (Σ, Q, q 0 , f, O, β) is an irredundant symmetric FSA. For each q ∈ Q, define r[q] ∈ Σ * to be a fixed representative string that generates state q from q 0 , i.e., such that
holds. Each r[q] is guaranteed to exist since q is not inaccessible. These r[q] remain fixed for the remainder of the proof. We need the following claim, which roughly says that every string w is interchangeable with the representative string r[f w (q 0 )]. We know they are interchangeable when they are read first, but using the commutativity of the f 's, we can show they are interchangeable when read later.
Proof. For any q ∈ Q, alternately applying the definition of r[·] and the commutativity of the f 's, we have
The Construction
Here we define the divide-and-conquer automaton A ′ = (Σ, Q ′ , α, c, O, β ′ ). Namely, let Q ′ = Q, β ′ = β, define α(σ) := f σ (q 0 ) and define c(q, q ′ ) := f r[q ′ ] (q). It remains to prove that the construction is correct, i.e., that ν A = ν A ′ . Our recursive proof uses the idea outlined previously, that each string w is essentially interchangeable with r[f w (q 0 )].
Claim 13. For any string w ∈ Σ + , χ A ′ (w) is a singleton set and the.member.of(χ A ′ (w)) = f w (q 0 ).
Proof.
We proceed by induction on |w|.
Base case: If w has length 1, say it consists of the character σ, then f w (q 0 ) = f σ (q 0 ), and by the definition of χ, we have χ A ′ (w) = {α(σ)} = {f σ (q 0 )}. Thus the claim is satisfied.
Inductive step: Now w has length 2 or more. The induction statement to be proved is χ A ′ (w) = {f w (q 0 )}. Recalling Equation (1), which defines χ in this case, this is equivalent to saying that for all partitions w = uv of w into two nonempty substrings, c(the.member.of(χ A ′ (u)), the.member.of(χ A ′ (v))) = f w (q 0 ).
By the induction hypothesis, the left-hand side of (2) equals c(f u (q 0 ), f v (q 0 )). Applying the definition of c, this is in turn equal to f r[fv(q 0 )] (f u (q 0 )). Finally, applying Claim 12 we see that the left-hand side of (2) is equal to f v (f u (q 0 )) = f w (q 0 ), as desired.
Proof of Theorem 7. As outlined previously, can bring A to irredundant form without changing ν A and without increasing |Q|. Use the construction given to define a divide-and-conquer automaton A ′ ; the working state space Q of A ′ is the same (size) as the working state space Q of A. Then on any input w ∈ Σ + , using Claim 13,
Hence A and A ′ compute the same function.
We conclude with a remark: even though the given construction is simple, the lack of equivalent pairs of states is crucial. It seems to be for this reason that an analogue of Theorem 7 may not hold for general (not necessarily symmetric) FSAs.
Extensions
There are several possible extensions to Theorem 7 that warrant investigation.
First, the functional composition view of FSAs (e.g., in the proof of Theorem 5) also works for nondeterministic automata (where q 0 , f σ and β can be multi-valued functions) and stochastic automata (where for each σ and q, the result of f σ (q) is determined by an independent sample from some probability distribution over Q). It might be possible to obtain a result analogous to our main result (Theorem 7) for these models, but the prospects are not as promising because it is less clear what restrictions symmetry places on the FSA -i.e., it is unknown if some result analogous to the commutativity lemma (Lemma 11) should hold.
Second, the main result of this paper is not suitable in all situations. The proof of Theorem 7 depends on the fact that A is irredundant, either by assumption, or by explicitly iterating the two steps given in Section 3. However, consider the case that the FSA A is given implicitly in the following way: the input alphabet Σ is the set {0, 1} m of all m-bit binary strings, the state space Q is the set {0, 1} k of all k-bit binary strings, and the transition function f σ (q) is some Turingcomputable function of σ and q (and similarly for β). Such an FSA is easy to use in practice and indeed, if f, β are computable in time poly(m + k), then the output of A on w can be computed in |w| · poly(m + k) time. However, bringing the automaton to irredundant form will take 2 m+k time and even without this step the DCA resulting from Theorem 7 requires a large explicit table for its transition functions. (A similar point was raised in [5] .) The question here is whether there exists a method to simulate an FSA with a DCA "on the fly," that is to say, without preprocessing, that is more efficient than functional composition (Theorem 5).
Providing constructions or simple counterexamples for any of these situations would be very interesting.
