exists and is independent of the direction in which z → z 0 . 5. -A function has an antiderivative iff it is path independent. Let f : U ⊂ C → C be continuous. Then the following are equivalent: * There exists F : U → C s.t. for all z ∈ U , F (z) = f (z) * For any C 1 path γ ⊆ U , R γ f (z) dz depends only on the endpoints of γ * For any closed C 1 contour γ ⊆ U , H γ f (z) dz = 0 -Cauchy-Riemann Equations * * * -Cauchy's Theorem * C 1 version Theorem for C 1 Functions Let f : U → C be analytic and C 1 . Let γ : [0, 1] → U be a simple closed piecewise C 1 curve. Then H γ f (z) dz = 0 Proof Let z = x + iy and f = u + iv. Then H γ f (z) dz = H γ u dx − v dy + i H γ v dx + u dy and use the Cauchy Riemann equations to show it is zero. Application * Cauchy-Goursat on Rectangle Theorem Let R ⊆ U be a rectangle with boundary ∂R. Suppose f : U → C is analytic. Then H ∂R f (z) dz = 0. Proof Note: H 1 dz = 0 and H x dz = 0 since they have antiderivatives.
Bisect R 0 so that
f dz˛≤˛H ∂R j f dz˛for all j ≥ 1. Let z * = lim R j and use the fact that˛H R j f (z) dz˛=
|z − z * | dz ≤ 1 4 j C for |z − z * | < δ Application * Cauchy-Goursat with finite singularity on Rectangle Theorem Let R ⊆ U be a rectangle with boundary ∂R. Suppose f : U → C is analytic except for finitely many points a j at which limz→a j (z − a j )f (z) = 0. Then H ∂R f (z) dz = 0. Proof Application * Cauchy-Goursat with singularity on Disk Let D(P, r) ⊆ U be a disk with radius r centered at P ∈ C with boundary ∂D. Suppose f : U → C is analytic except for finitely many points a j at which limz→a j (z − a j )f (z) = 0. Then
Proof Note: Can be proved. if it is assumed only that the integral of f around the boundary of every rectangle in U or around every triangle or every disc in U is 0. Application Converse to Cauchy's Theorem, Can be used to prove: If {f j } is a sequence of holomorphic functions on a domain U and if the sequence converges uniformly on compact subsets of U to a limit function f , then f is holomorphic on U .
-Goursat Theorem Theorem Proof Application
• Cauchy's Integral Formula -Winding Number Theorem If the piecewise differentiable closed curve γ does not pass through the point a, then the value of the integral R
dt which is defined and continuous on [α, β] and h (t) = z (t) z(t)−a whenever z (t) is continuous.
Then (e −h(t) (z(t) − a)) = 0 except at a finite number of points and must reduce to a constant since it is continuous. Then
. Since zβ = z(α) then e h(β) = 1. Therefore h(β) is a multiple of 2πi.
Applications: Cauchy integral Formula, helps define the index of the point a with respect to the curve γ: n(γ, a) = 1 2πi
Theorem Suppose that f (z) is analytic in an open disk , and let γ be a closed curve in . For any point not on
where n(γ, a) is the index of a with respect to γ.
Proof Apply Cauchy's Theorem to the function
which is analytic for z = a. For z = a it is not defined,
is called the radius of convergence of the power series. * Power series converges inside disc of radius r and diverges outside this disk * The root test * Power series converges uniformly and absolutely on any disk of radius R where 0 ≤ R < r = radius of convergence. * If two powere series converge on a disk of radius r > 0 and are equal on that disk, then a j = b j .
-Power Series * Theorem Let U ⊆ C be an open set and let f be holomorphic on U . Let P ∈ U and suppose that D(P, r) ⊆ U . Then the complex power series
(z − P ) k has a radius of convergence at least r. It converges to f (z) on D(P, r). * * -Laurent Series. Formal Expression P +∞ j=−∞ a j (z − P ) j * Uniqueness of the Laurent Expansion. Let 0 ≤ r 1 < r 2 ≤ ∞. If the Laurent series converges on D(P, r 2 )\d(P, r 1 ) to a function f, then, for any r satisfying r 1 < r < r 2 and each j ∈ Z a j = 1 2πi
In particular, the a j 's are uniquely determined by f .
* Existence of Laurent Expansion
Theorem The Cauchy Integral formula for an annulus Theorem Existence of Laurent Expansions * -Cauchy Estimates Theorem Let f : U → C be a holomorphic function on an open set U , P ∈ U and assume that the closed discDP, r, r > 0
Proof Estimate with Cauchy Integral Formula Application Liouville's Theorem, Uniform limits of analytic functions (key difference from continuous real functions) -Liouville's Theorem Theorem A bounded entire function is constant.
Proof Use Cauchy estimate with k = 1
∂z k (P ) = 0 for all P and all k ≥ 1. Therefore the power series of the f at P contains only the constant term-all others are zero. Since the power series converges to f on all of C, it follows that f is constant. Application Fundamental Theorem of Algebra -Fundamental Theorem of Algebra Theorem Let p(z) be a polynomial of degree n, Then there exists a z 0 ∈ C s.t. p(z 0 ) = 0 Proof Suppose p(z) were never zero, then the function
is analytic in the whole plane. We know limz→∞ p(z) = +∞ and therefore
tends to zero and therefore bounded because the absolute value is continuous on the Riemann Sphere and therefore has finite maximum. Hence,
must be constant by Liouville's theorem ⇒ p(z) is constant. But this is a contrdiction. So p(z) must have a zero. Continue bu induction. Alternative Proof If p(z) is a nonconstant polynomial and p(z) never vanishes, then h(z) = 1/p(z) is an entire function (hence, continuous) which vanishes at ∞. Therefore, h has a maximum at some point P 0 |inC. By looking at Taylor expansion of h about P 0 you can see tha this conclusion is impossible.
. Then Q has degree 2N ≥ 2 and Q takes real valus on the real axis. Of course Q is never zero on R so the polynomial Q must be of one sign on the real axis. Say Q > 0 on R. Now, with D =unit disc.
NowQ is a nonvanishing polynomial; hence the integrand is holomorphic. Therefore the integrals above equal zero. This is a contradiction. Application -Theorem If f : C → C is an entire function and if for some real number M and some positive integer k it holds that |f (z)| ≤ M |z| k for all z with |z| > 1, then f is a polynomial in z of degree at most k.
Proof Idea Show ∂ k+l ∂z k+l f (0) = 0 for all l > 0 by Cauchy estimates so the power series of f about 0 has only finitely many terms.
-Partial Differential Equations
-Isolated Singularities * Types of Isolated Singularities 1. Removable singularity: |f (z)| is bounded on D(P, r)\{P } for some r > 0 with D(P, r) ⊆ U ; that is, there is some r > 0 and some M > 0 s.t. |f (z)| ≤ M for all z ∈ U ∩ D(P, r)\{P } ⇐⇒ a j = 0 for all j < 0 in the Laurent series. Proof Applications 2. Pole Singularity: lim z→P |f (z)| = +∞ ⇐⇒ for some k > 0, a j = 0 for all −∞ < j < −k Proof Applications 3. Essential Singularity: Neither of the above statements hold Proof Applications * Theorem's Regarding Essential Singularities · Picard's Great Theorem Theorem Let f have an essential singularity at z 0 and let U be any (arbitrarily small) deleted neighborhood of z 0 . Then for all w ∈ C, except one value, the equation f (z) = w has infinitely many solutions z ∈ U Restated Theorem Let U be region in the plane, P ∈ U , and suppose that f is holomorphic on U \{P } and has an essential singularity at P . If , then the restriction of f to U ∩ D(P, )\{P } assumes all complex values except possible one.
Theorem The image of an entire nonconstant function misses at most one point of C. Proof Application · Casorati-Weierstrass Theorem Theorem Let f have an (isolated) essential singularity at z 0 and let w ∈ C. Then there is a sequence z 1 , z 2 , z 3 , . . . in C s.t. zn → z 0 and f (zn) → w Restated Theorem If f : D(P, r 0 ) → C is holomorphic and P is an essential singularity of f , then f (D(P, r(\{P }) is dense in C for any 0 < r < r 0 . Proof Enough to prove for r = r 0 . Suppose theorem fails. Then there is a λ ∈ C and > 0 s.t. |f (z) − λ| > for all z ∈ D(P, r 0 )\{P }. Consider the function g :
which is holomorphic on D(P, r 0 )\{P } since f (z) − λ is nonvanishing on D(P, r 0 )\{P }. Moreover |g(z)| < 1/ for all z ∈ D(P, r 0 )\{P } by assumption. By the Riemann removable singularities theorem, there is a holomorphic functionĝ : D(P, r 0 ) → C such thatĝ(z) = g(z) for all z ∈ D(P, r 0 )\{P }. Notice that the only point in D(P, r 0 ) at whichĝ could vanish is at P itself. This we may solve the equationĝ(z) = g(z) = 1 f (z)−λ away from the point P and obtain f (z) = λ + 1 g(z)
. Now there are two possibilities: 1.ĝ(P ) = 0 orĝ(P ) = 0. In case 1, lim z→P |f (z)| = lim z→P˛λ + 1 g(z)˛= +∞. In other words, f has a pole at P . In case 2, we see that the RHS of
is holomorphic on all of D(P, r 0 ); in other words, f has a removable singularity at P . In either case we see that f does not have an essential singularity at P and this is a contradiction. Application -Removable Singularities Theorem * Theorem * Proof * Applications -Local Structure of Analytic Function * Schwarz's Lemma Lemma Let f be analytic (holomorphic) n the unit disc. Assume that: 1) |f (z)| ≤ 1 for all z, and 2) f (0) = 0. Then |f (z)| ≤ |z| and |f (0)| ≤ 1. If either |f (z)| = |z| for some z = 0 or is |f (0)| = 1, then f is a rotation f (z) = αz for some complex constant α of unit modulus.
Proof Consider the function g(z) =
On the circle |z| = r < 1 it is over absolute value ≤ 1/r and hence |g(z)| ≤ 1/r for |z| = r. Letting r → 1 we find |g(z)| ≤ 1 for all z. Done. If equality holds at a single point, it means that |g(z)| attains its maximum value and hence that g(z) must reduce to a constant. 
• Argument -Zeros of an analytic function * Theorem Let U ⊂ C be a connected open set and let f : U → C be holomorphic. Let Z={z ∈ U : f (z) = 0}. If there are a z 0 ∈ Z and {z j } ∞ j=1 ⊂ \{z 0 } s.t z j → z 0 , then f ≡ 0. Proof Applications * Corollary If f and g are entire holomorphic functions and if f (x) = g(x) for all x ∈ R ⊂ C, then f ≡ g.
Application All functional identities that are true for all real values of the variables are also true for complex values of the variable. (Ex. sin 2 z + cos 2 z = 1 ∀ z ∈ C * -Calculus of Residues * Theorem Let f (z) be analytic except for isolated singularities a j in a region Ω. Then 1 2πi R γ f (z) dz = P j n(γ, a j )Resz=a j f (z) for any cycle γ which is homologous to zero. in Ω and does not pass through any of the points a j . * Proof * Applications Cauchy's Integral Formula is a special case of the Residue Theorem with the function
-Argument Principle * Theorem If f (z) is meromorphic in Ω with zeros a j and the poles b k , then
-Rouche's Theorem * Theorem Let γ be homologous to zero in Ω and s,t, n(γ, z) is either 0 or 1 for any point z not on γ. Suppose that f (z) and g(z) are analytics in Ω and satisfy the inequality |f (z) − g(z)| < |f (z)| pn γ. Then f (z) and g(z) have the same number of zeros enclosed by γ. * Restated Theorem Suppose that f, g : U → C are holomorphic functions on an open set U ⊆ C. Suppose also that D(P, r) ⊆ U and that, for each ζ ∈ ∂D(P, r),
, . ζ * Proof Assumption implies that f (z) and g(z) are zero-free on γ.
on γ are contained in disk centered at 1 with radius 1. Using the above theorem (Argument Principle) * Applications Then w (t) = f (z(t))z (t). At z 0 = z(t 0 ), we have arg w (t 0 ) = arg f [z(t 0 )] + arg z (t 0 ) =⇒ the angle between the directed tangents to γ at z 0 and to γ at w 0 is equal to arg f (z 0 ) (independent of curve γ. * The mapping w = f (z) is said to be conformal at all points with f (z 0 ) = 0 * A mapping that preserves the magnitude of the angle between two smooth arcs but not necessarily the sense is called an isogonal mapping.
-Fractional Linear Transformations * A Fractional Linear Transformation is a bijective conformal map of the extended complex plane (i.e. the complex plane augmented by the point at infinity, also known as Riemann sphere). * The general form of a Fractional Linear Transformation is given by z → az+b cz+d where a, b, c, d are any complex numbers satisfying ad − bc = 0. (If ad = bc the rational function defined above is a constant.) This definition can be extended to the whole Riemann sphere. * Decomposition into elementary transformations, Preservation of angles, inverse like matrix inverse, cross ratio preservation/implicit form, transforms circles and lines into circles and lines * -Riemann Map * Theorem Given any simply connected region Ω which is not the whole plane, and a point z 0 ∈ Ω, there exists a unique analytic function f (z) in Ω, normalized by the conditions
defines a a one-to-one mapping of Ω onto the disk |w| < 1. * Proof * Application -Schwartz Reflection * Theorem Let Ω + be the part of the upper half plane of a symmetric region Ω and let σ be the part of the real axis in Ω.
Suppose that v(x) is continuous in Ω + ∪ σ, harmonic in Ω + , and zero on σ. Then v has a harmonic extension to Ω which satisfies the symmetry relation v(z) = −v(z). In the same situation, if v is the imaginary part of an analytic function f (z) in Ω, then f (z) has an analytic extension which satisfies f (z) = f (z). * Proof * Application -Schwartz-Christoffel Map * Theorem The functions z = F (w) which maps |w| < 1 conformally onto polygons with angles α k π(k = 1, 2, 3, . . . , n)
are of the form F (w) = C R w 0 Q n k=1 (w − w k ) −β k dw + C where β k = 1 − α k , the w k are the points on the unit circle, and C, C are complex constants. * Proof * Application
Theorem If the arcs γ 1 and γ 2 are homotopic in Ω, and if a given germ of f at the initial point can be continued along all arcs contained in Ω, then the continuations of this germ along γ 1 and γ 2 lead to the same germ at the terminal point. Proof Application Two analytic continuations along the same curve yield the same result at the curve's endpoint. However, given two different curves branching out from the same point around which an analytic function is defined, with the curves reconnecting at the end, it is not true in general that the analytic continuations of that function along the two curves will yield the same value at their common endpoint. Indeed, one can consider the complex logarithm defined in a neighborhood of a point (a, 0) and the circle centered at the origin and radius a. Then, it is possible to travel from (a, 0) to (a, 0) in two ways, counterclockwise, on the upper half-plane arc of this circle, and clockwise, on the lower half-plane arc. The values of the logarithm at (a, 0) obtained by analytic continuation along these two arcs will differ by 2πi. If, however, one can continuously deform one of the curves into another while keeping the starting points and ending points fixed, and analytic continuation is possible on each of the intermediate curves, then the analytic continuations along the two curves will yield the same results at their common endpoint. This is called the monodromy theorem.
• Harmonic Functions -Harmonic Functions * * * -Relation to Analytic Functions -Poisson Formulas * * * -Poisson-Jensen * Jensen's Formula: Relates modulus |f (z)| on a circle to the moduli of the zeros.
• Special Functions -Infinite Products * Infinite Products · We have the product Q ∞ n=1 pn and it is said to converge iff at most a finite number of the factors are zero and if the partial products formed by the nonvanishing factors tend to a finite limit which is different from zero. · Change to Q ∞ n=1 . So, an → is a necessary condition of convergence. If no factor is zero, then take log =⇒ P ∞ n=1 log(1 + an) and take the principal branch. Convergence of this sum is a necessary and sufficient condition for the product to converge. · Theorem The infinite product Q ∞ n=1 (1+an) with 1+an = 0 converges simultaneously with the series P ∞ n=1 log(1+ an) whose terms repsresent the values of the principal branch of the logarithm · Theorem A necessary and sufficient conditionfor the absolute convregence of the product Q ∞ n=1 (1 + an) is the convergence of the series P ∞ n=1 log |an| * Canonical Products · g(z) entire ⇒ f (z) = e g(z) is entire and not 0. Conversely, if f (z) is entire and never zero then f (z) is of the form e g(z) .
1 2 ) * Stirling's Formula: Behavior of Γ(z) for very large z.
) n Proof There exist many. Ahlfors uses calculus of residues and second log derviative. Can use Stirling's Approximation to prove Γ(z) = R ∞ 0 e −t t z−1 dz How? Let F (z + 1) = R ∞ 0 e −t t z dz = z R ∞ 0 e −t t z−1 dz (Int. by Parts). Then solves same functional equation as Γ(a) and then
is 1-periodic ⇒ F (z) can be defined in the whole plane although integral representation is only valid in a half plane. Now neew to show
is bounded in the strip. Use Stirling's Formula to find a lower bound: log |Γ(z)| = That is, λ is the smallest number s.t. M (r) ≤ e r λ+ for any given as soon as r is sufficiently large. * Theorem The genus and the order of an entire function satisfy the double inequality h ≤ λ ≤ h + 1 * Corollary An entire function of fractional order assumes every finite value infinitely many times Proof Note that f and f − a have the same order for any constant a. Only NTS for zeros. Suppose f only has a finite number of zeros. Then you can divide by a polynomial and obtain a function of the same order without zeros which is of the form e g(z) where g is a polynomial. But the order of e g(z) is the degree of the polynomial and hence and integer. But this is a contradiction.
• Important Examples -Example of a pwer series P ∞ k=0 a k z k which converges for every complex value of z and which sums to zero for infinitely many values of z but which is not the identically zero series.
-Example of a nonconstant power series P ∞ k=0 a k z k which converges for every value of z but which sums to zero for no value of z.
-Power series expansion for f (x) = 1 a+x 2 about x = 0 converges only when |x| < 1. But f is real analytic on all of R. Whye does the power series not converge at all values of R?
Give an example of a function f : D(0, 1) → C s.t. f ∈ C k (D) but f / ∈ C k+1 (D) (Need only fail at a point). Do it so that f is not (k + 1) times differentiable at any point.
-Example of a C ∞ function f : (−1, 1) → R whose Taylor expansion about 0 converges only at 0.
