1. Introduction. Berry and Tabor conjecture in [1] that the distribution of local spacings between the eigenvalues of the quantization of the Hamiltonian for generic completely integrable systems follows the distribution of local spacings between random numbers. (This is often called the "Poissonian" distribution.) In [5] , Sarnak shows that the pair correlations of eigenvalues on almost all two-dimensional flat tori have this behavior. The key is that for two-dimensional flat tori, the Berry-Tabor conjecture reduces to a statement about the values at integers of homogeneous twovariable quadratic forms (see also [2] for another approach to the spacing of these forms). In [6] the author extends Sarnak's results to almost all nth-degree forms in n variables in a measure-theoretic sense. In this paper we consider a set of measure zero (and thus not covered by [6] ) among all four-variable homogeneous quartic forms: those that are the squares of four-variable homogeneous quadratics. These correspond to the eigenvalues of four-dimensional flat tori (and thus the Berry-Tabor conjecture) in a manner that we now explain.
Consider a positive-definite homogeneous polynomial P (x 1 , . . . , x 4 ) of degree 4. We are interested in the values taken by P at integers, a discrete set that can be ordered 0 = λ 0 < λ 1 ≤ λ 2 ≤ · · · .
(We make the "desymmetrized" restriction that we do not count P ( x) and P (− x) separately, but as only one instance.) The number of λ's less than N (counted with multiplicity) is essentially c P N, where c P is the volume of the region {P ( x) < 1}/( x ∼ − x). The average spacing between λ's is thus constant, so we may investigate the distribution of the local spacings λ j −λ k and the consecutive spacings λ j +1 −λ j . We define R P (a, b 
to be their pair correlations and
to be their consecutive spacing distribution. If the λ's are distributed evenly by a random process, then with probability one, where c P is the density of the λ's.
The eigenvalues of the Laplacian on a 2n-dimensional torus are the values at integers of a positive-definite quadratic form in 2n variables. The number of such values less than T grows as T n , so we must take the nth powers of such forms to get a spectrum with mean spacing one. (This process is usually referred to as "unfolding.") Thus, to meaningfully calculate the pair correlation of eigenvalues of a four-dimensional flat torus, we must consider the values of R P for P the square of a four-variable quadratic form (with the desymmetrization condition on which x's are used in the sum). In this article we use the methods of [5] and [6] to prove the following. On the other hand, if a < 0 < b, the limit as N goes to infinity of R P (a, b, N) , when P is the square of a rational four-variable quadratic form, is unbounded. To see this, note that if F is a four-variable quadratic with integer coefficients, the equation This behavior also occurs with two-variable quadratics (and can easily be extended to 2k-variable quadratics), in that there are dense sets of polynomials with two markedly different types of pair correlations. In [5] it is shown that this implies the existence of a topologically generic set of two-variable quadratics whose pair correlations do not converge. That argument extends directly to this case, so Theorem 1.1 also implies the following.
Corollary 1.3. There is a set of second Baire category among the four-dimensional flat tori for which the consecutive spacing distribution does not converge.
We expect that Corollaries 1.2 and 1.3 hold for flat tori of any even dimension. The methods of this paper depend heavily on a factorization that is unique to fourdimensional flat tori, so they do not generalize immediately to higher dimensions. Petridis [4] shows, using different techniques, that for tori in arbitrary dimensions, the corresponding unfolded eigenvalues can have arbitrarily small consecutive spacings, which is at least consistent with the expectations presented here.
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The main proof. Let
2 + · · · + α 10 x 3 x 4 be a positive-definite quadratic form. Since P α takes roughly cT 2 values less than T , to talk about its spacings we must renormalize and look at the spacings of P 2 α . We prove Theorem 1.1 for a set of α of full measure among those for which P α is positivedefinite.
We
We also define
where f and are C ∞ functions of compact support on R and R 8 , respectively. The approximation argument that allows us to go from smooth f 's to χ [a,b] and from smooth 's to the support function of the set
can be found in [5] and [6] ; we do not give the details here. By we mean that
In addition, the desymmetrization restriction means that if x is in the support of , then (− x) = 0. Let φ 1 , . . . , φ 10 be positive C ∞ functions of compact support with φ j supported a positive distance away from the region of semidefinite forms, and let dV ( α) = φ i (α i )d α. As shown in [5] and [6] , it is enough to prove that in L 2 (dV ), the following proposition is true. Proposition 2.1. We have
Proof. We show that
and that for any fixed differentiable test function h( α),
We start with the convergence of the L 2 norms; the proof of weak convergence is far simpler and is discussed at the end of this section. We use the same strategy as in [6] , showing that when certain integer determinants are large, a change of variable converts S to G ; when they are small the corresponding terms contribute negligible amounts to S .
Convergence of norms.
In this section we prove the following.
Proposition 2.2. Given f , , and V , there exists a δ > 0 such that
where both norms are in L 2 (dV ).
We write
where
Next we change variables to get rid of the Q α 's. The key difference between this proof and those of [5] and [6] is that Q α is no longer linear in the α's, so the variable changes detailed there do not work. Instead, we set
Making similar changes in y 3 , y 4 and setting y 5 , . . . , y 10 equal to the coefficients of the terms that have no x 1 gives the change-of-basis matrix
Elementary row operations show that the determinant of this matrix is 16 det
Let 
We may thus reexpress (5) as
where 1 and 2 are products of various φ j 's. We define
Since m = n = 0 does not appear in the sum, a is a lower bound on y 1 and y 3 . (We may assume a > 0 because we may assume is supported away from the region in which P α is only positive-semidefinite.) Likewise, y 1 and y 3 are bounded by cT 2 for some c that depends only on and f . We make the second change of variable ω 1 = y 1 y 2 , ω 2 = y 3 y 4 , so that the integral is now
Since f , 1 , and 2 are bounded with compact support and since y 1 , y 3 ∈ [a , cT 2 ], this integral is T for any > 0. Since ω 1 , ω 2 , 1/y 1 , 1/y 3 are all bounded, if |M| is large (bigger than T 8−η for some fixed 1 > η > 0 is enough) we may treat M −1 (0, ω 1 /y 1 , 0, ω 2 /y 3 ) as an error term. This allows us to perform the ω integration and convert our sum to
From here, we use the techniques from [5] and [6] to convert this to ||G || 2 2 . Our choice of M is arbitrary, and as long as at least one of the possible changeof-variable matrices has determinant larger than T 8−η we may take similar steps to get to the appropriate part of the G integral. To complete the argument requires two things: that the portion of the ||G || 2 2 integral in which all determinants are bounded by may be ignored, and that the portion of the ||S (T )|| 2 2 sum in which all determinants are bounded by T 8−η may be ignored. The former works exactly the same as the latter except that in the former we may ignore all remainder terms coming from sets of measure zero (such as when various determinants are zero), making it much easier. We skip that part of the proof (a weaker version for general forms appears in [6] ) and focus on showing that we may ignore all terms in the sum in which every possible determinant of a change-of-basis matrix is less than T 8−η . Most of this paper is devoted to proving the following. We show that the number of choices of m, n for which 0 < Ꮽ 4 < T 8−η is the largest determinant (assuming at least one is nonzero) is bounded by T 8−δ Ꮽ 4 . Since each such term contributes at most Ꮽ −1 4 T to (5) (since the integral after the change of variable is bounded by T ), a dyadic sum over Ꮽ 4 then completes the job.
There are also smaller matrices whose determinants can be used to bound the contribution to (5) for a given m, n. For example, using the change of variable Likewise, we may make the additional change y 3 = P α (n 1 , n 2 , n 3 , n 4 )−P α (n 5 , n 6 , n 7 , n 8 ) to get a bound of T /|M | on each term in (5), where
It is important to note that we cannot do the same thing with pluses on the bottom row of M , because we have no automatic lower bounds on
In a similar manner, we can only make the change of variable
In Section 5, we show that it is enough to prove Proposition 2.3 when none of the coordinates of m or n is zero.
Since the proof depends on showing that there are few terms in (5) with small determinants, we need to have a count on the number of integer vectors giving k × k determinants of various sizes. The key in counting the number of vectors generating various determinants is the following.
of whose entries are bounded by T in absolute value, the number of integer vectors x of length less than T for which
in which the ith coordinate has been removed from each v j . 
Proof. We first note that
Both corollaries follow from the lemma and an area argument. We now resume our study of m 1 m 5 n 1 n 5 A 4 , which we assume to be less than T 8−η . In Section 5 we show that we need only consider cases in which all coordinates of m, n are nonzero, and we also show that we may ignore cases when A 4 = 0. Let P denote the largest absolute value of m i m i+4 n i n i+4 as 1 ≤ i ≤ 4. It is enough to show that the number of m, n, for which P A 4 is less than T γ , is bounded by T 8+γ −δ whenever γ < 8 − η.
Lemma 2.7. Given a positive number P , the number of integer solutions to (1/2)P < |abcd| < P with 0 < |a|, |b|, |c|, |d| < T is bounded by P T for any > 0.
Proof. The number of possible values for the d's is bounded by P /abc (if this
is less than one, there are no possible d's), and summing this over a, b, c gives the desired result.
, the lemma and corollaries imply that the number of v 3 , v 4 giving A 3 as the largest 3 × 3 subdeterminant is bounded by
Throwing in the number of v 2 gives an extra factor of min(P , T (
We may sum the number of ( v 1 , v 2 , v 3 ) dyadically over A 2 (the largest term comes from A 2 ∼ | v 1 |P 1/3 T −1/3 ) and sum this over all | v 1 | > P 1/4 to bound the total contribution to (5) by
This is dominated by T 8−δ A 4 P unless P is at least T 4−12δ/5 , so we are done unless each of m 1 , m 5 , n 1 , n 5 is greater than T 1−δ for a δ > 0 depending only on δ. Likewise, if any of the other products (say, m j m j +4 n j n j +4 ) is less than P T −4δ/3 , we may switch v 1 and v j and repeat the argument, getting
Thus every coordinate in m, n must be at least T 1−δ in absolute value for some δ depending only on δ. Now suppose that A 2 < T 2−2δ . The number of choices for the variables is then bounded by
which is again small enough to ignore. Thus the largest 2×2 subdeterminant must be at least T 2−2δ . In fact, if any 2 ×2 subdeterminant of A 4 is less than T 2−3δ , we may relabel the vectors and replace one of the (1+A 2 /| v 1 |) terms by T 1−2δ to accomplish the same result. Thus every possible 2 × 2 subdeterminant must be at least T 2−3δ . In a similar manner one can show that all 3×3 subdeterminants must be at least T 3−5δ . 4 are all essentially as large as possible and point in relatively different directions. The only way for A 4 to be small is if all four are close to being in the same three-dimensional subspace. We eliminate this possibility by using two more change-of-variable matrices, namely,
Using an obvious notation, we refer to the columns of these matrices as v 2 1 , v 1 v 2 , and so on. To finish the proof, we show that if their determinants are no larger than P A 4 , then v 1 v 4 , v 2 v 4 , and v 3 v 4 must be in essentially the same hyperplane, which restricts the number of possible values for v 4 . We now quantify this idea.
If either of the determinants in (13) is larger than A 4 P , denote it by Ꮽ 4 , else let
we can use the matrix corresponding to Ꮽ 4 for a change of variable, bounding those terms of (5) by T −δ (A 4 P ) −1 . Since there are only T 8+ A 4 P such terms, their contribution to (5) 
has length no larger than Ꮽ 4 . We fix n 8 , for which there are essentially T possibilities. The other three coordinates in v 4 must lie in a region enclosed by
times a cube with side length Ꮽ 4 /(m 1 m 5 n 1 n 5 ). The inverse matrix scales each of the dimensions of the cube by a factor of no more than T kδ for some fixed k (its determinant and cofactors are all within a factor of T 3δ of equaling one), the 's scale by another T −3+3δ , and m 1 m 5 n 1 n 5 > T 4−4δ , so there are at most T −7+kδ Ꮽ 4 + 1 possible values for each of m 4 , m 8 , n 4 . Since there are at most T 12 possible v 1 , v 2 , v 3 , there are at most 
These hyperplanes intersect in Span{ v 1 }, and their normals subtend a solid angle of at least T −2kδ , so for v 4 to be within T −2+kδ of each of them requires it to be within 4 ] is thus bounded by T k δ . However, we have already seen that this matrix has a determinant of at least T 2−3δ , so picking δ sufficiently small furnishes a contradiction and completes the proof of Proposition 2.2.
Weak convergence.
In this section we prove the following, which combined with Proposition 2.2 is enough to prove the L 2 (dV ) convergence of T −4 S (T ) tô f (0)G at a rate that is polynomial in T . As shown in [5] and [6] , this is enough to give Theorem 1.1.
Proposition 2.8. Given f, , and V , and given h with bounded derivative in the support of dV , there exists a δ > 0 such that
The techniques involved here are essentially the same as those in the proof of Proposition 2.2. We may make the same sort of variable changes as in the proof of Proposition 2.3, setting
The determinant of this matrix is
Once again, there are many other choices for possible change-of-variable matrices of this sort. We use A 2 to denote the various matrices of the form m i m j m i+4 m j +4 that result. As before, the only difficulty in the proof is showing that the terms in which this matrix (and the others like it) has a small determinant can be ignored.
If all of the m's are nonzero and at least one of the A 2 's is nonsingular, then the proof proceeds as in the previous section: one shows that a term may be ignored unless each of the products m i m i+4 is at least T 2−δ , and then that each of the 2 × 2 determinants is at least T 2−δ . At this point, however, the proof is complete, since the change-of-variable determinant is then automatically at least T 4−3δ .
On 
S ( α)h( α) dV
are negligible, and we may proceed as shown in [5] and [6] to complete the proof of Proposition 2.8.
A 4 is singular
Proposition 3.1. The contribution to (5) from terms in which the matrix
is singular is dominated by T −δ for some δ > 0.
We prove in Section 5 that we may assume that all variables are nonzero, so for this section we may assume otherwise. We may assume without loss of generality that m 1 is the largest variable in absolute value. If we use the matrix [m 2 1 −m 2 5 ] as our change-of-variable matrix (when it is nonzero) the contribution to (5) Thus we may always assume that the largest variable is at least T 8/15−δ for some δ > 0. We now focus on matrices of the form 
using the same notation as before for v i . The key is that the 3 × 3 subdeterminants of the first three columns of (16) take the form (m
As in the previous section, we will show that many of the subdeterminants of Ꮽ 3 are large, and then we use this to show that the vectors point in essentially different directions. 
The first three terms of (17) 3 . Likewise, to keep all the 3 × 3 subdeterminants zero there are at most T 3 choices for n 2 , n 3 , n 4 , n 6 , n 7 , n 8 , and so we can use is then enough to bound the contribution to (5) in the same fashion as above, and the proof of the lemma is complete.
Thus there is a rearrangement of the columns and rows of A 4 so that m 1 is the largest element, Ꮽ 3 ( v 1 , v 2 ) > 0 (and is the largest of the Ꮽ 3 ( v 1 , v j )'s), and its largest 2 × 2 subdeterminant factor is at least T 1+δ . We let D denote this largest subdeterminant. Lemma 3.3. Given a, b, e, f < T nonzero with af − be = D and given Ꮽ 3 > 0, the number of c, g, for which (1/2)Ꮽ 3 < |ag − ce||bg − cf |D < Ꮽ 3 > 0, is bounded by
Proof. Assume that |ag − ce| ∼ D 2 and |bg − cf | ∼ D 3 , so that Ꮽ 3 ∼ DD 2 D 3 . First we find a number-theoretic bound. The number of possible values for |ag − ce| is at most D 2 /(a, e). For a given k, the solution to ag − ce = k is (c 0 , g 0 ) +  m(a/(a, e), e/(a, e) ). Thus 
is the longer of the two sides, the parallelogram is contained inside a rectangle with a height of D 3 / max(b, f ) and a base of (2D 2 /D) max(b, f ) , and the number of lattice points inside this rectangle is dominated by
Combining the two estimates and assuming that D 2 ≥ D 3 , the number of c, g is bounded by
We consider three possible ranges for Ꮽ 3 :
, and the second term is still at most T . Since
The two terms in the "min" are equal when D 3 = √ T Ꮽ 3 /D, which falls in this range (and is less than T here).
We can ignore this case, because af − be = (−a(bg − cf ) + b(ag − ce))/c, and the right side is at most 
There ), and since Ꮽ 3 D 2 /T T 1+2δ , this can be ignored.
Case two:
We denote this product by Ꮽ 3 . By Lemma 3.3, the number of v 1 , v 2 is bounded by
We may assume that m 1 > m 5 , so that the number of m 5 , m 6 is bounded by D. The sum is thus bounded by T 2+ times a dyadic sum on D of
Since D dominates Ꮽ 1/3 3 and T 1+δ , this is bounded by Ꮽ 3 T −δ , so multiplying by the number of v 3 , v 4 and dividing by T 8 Ꮽ 4 gives T −δ , as desired.
Case three:
3 T δ . We use the same method as in case 2. Using Ꮽ 3 Ꮽ 3 , we get T 2+ times a dyadic sum on D of
This is no more than than Ꮽ 3 T −δ , which is enough. A relabeling of the rows lets us repeat the above arguments to show that |n 1 n 6 − n 2 n 5 | must also be at least DT −2δ . Thus all 2 × 2 submatrices of
, and the proof is complete.
Since we have already restricted to the case when D > T 1+δ , this means that all 2 × 2 subdeterminants of
is the largest of the subdeterminants, and suppose that |m 1 | ≥ |m 5 |. Then by Lemma 3.3, the number of n 1 , n 2 , n 5 , n 6 is dominated by
We may also assume that |m 1 | ≥ |m 5 |, so the number of possible m 5 , m 6 giving D in a dyadic range is bounded by D. Thus the total number of v 1 , v 2 , given m 1 , m 2 , is bounded by the dyadic sum
Summing over m 1 , m 2 gives the desired result.
We return to the matrix
, * ] and consider the determinants when v 1 v 3 or v 2 v 3 is the fourth column. If both determinants are zero, then
are nonsingular, the normals to these two spans are distinct, so v 3 ∈ Span( v 1 , v 2 ). The same argument holds with v 4 , so either the rank of A 4 is 2 (a case we handle in Section 4) or we may assume that at least one of 
is nonsingular. Let Ꮽ 4 denote the larger of these two determinants. Now that v 1 , v 2 , v 3 are linearly independent, the dependence assumption on the matrix A 4 of the previous section implies that there are at most T 3 choices for v 4 .
Given Ꮽ 3 (which we again assume to be the uppermost 3×3 subdeterminant of the
, the number of choices for n 7 is bounded by Ꮽ 4 /(Ꮽ 3 max(n 5 , n 6 )) + 1, so (combining with the T 3 choices for m 3 , m 7 , n 3 and the T 3 choices for v 4 ) the total number of v 3 , v 4 is bounded by
If max(|n 5 |, |n 6 |) > T δ , we may ignore the first term, since there are T 2+ Ꮽ 3 choices for v 1 , v 2 . If |n 6 |, |n 6 | < T δ , a sum of the first term over all v 1 , v 2 gives a total of
so again we may ignore the first term. Thus we are done unless the second term of (19) dominates, which means that Ꮽ 4 < max(n 1 , n 2 )Ꮽ 3 . But (using the T 2+ Ꮽ 3 count on v 1 , v 2 ) the total number of terms is bounded by T 8+ Ꮽ 3 , so we are done unless 
The angle between these two vectors is at least
(This last inequality is a result of Lemma 3.4, which shows that all of the i 's are approximately equal.) Thus all possible integer values of v 3 giving a determinant of at most Ꮽ 4 are in a box with two sides of length T and the other two at most
Multiplying the dimensions of the box, the number of v 3 is bounded by 
The second and third terms can be dropped, since D > T 1+δ and Ꮽ 4 < Ꮽ 3 , so we are done unless Ꮽ 4 < T −1+δ Ꮽ 3 . By (21), we may now assume that there are at most T 2 choices for v 3 . We may do the same thing for v 4 : either it is in Span( v 1 , v 2 ) or the above argument applies, so there are at most T 2 choices for it as well. Thus the total choices for the variables is bounded by T 4 (T 2+ Ꮽ 3 ) = T 6+ Ꮽ 3 , and dividing by T 8 Ꮽ 4 shows that we are done unless
2 ) is at most T −2+δ , and since multiplying coordinate-wise by v 1 can only serve to increase distances, the distance from v 3 to Span(
. These two hyperplanes (whose normals are proportional to the vectors in (20)) meet at an angle of at least 4 ] is singular, and all of its entries are nonzero.
As mentioned before, this means that v 3 and v 4 are orthogonal to  6 ] is parallel to one of those top three rows. We may also assume that it is no longer than the row to which it is parallel (otherwise we relabel again to make it the shorter one, increasing |Ꮽ 3 | in the process), and we consider the two possibilities of which top row is parallel to it.
Case one: 6 , and combined with the T 2 choices for v 3 , v 4 , we see that the contribution to (5) We now consider S 2 ( α). By Lemma 5.1, it is
We have already used the first term in the previous sections, and the second term clearly has a contribution to (5) bounded by T −δ . In this section, we show that the integral with respect to dV of the last three terms is bounded by T 8−δ , so their contributions to (5) may be ignored. Of these three terms, the last is controlled by the weak convergence of S (2) , which has already been proved (even with some variables equal to zero) in Proposition 2.8, so we need only consider the first two.
The first term.
We start with the integral of S (2) 00 S (2) ii , which is ] is enough to bound the sum by T 7+ . Likewise, if the n's are not proportional but the m's are, we may use the determinant n 2 n 6 (n 2 n 7 − n 3 n 6 ) to bound the sum by T 6+ .
Case two: two zeroes. We may assume that n 1 = n 2 = n 5 = n 6 = 0. If we can relabel the columns so that the matrix in (26) Case two: two zeroes. We assume that the first two coordinates are zero. If |m 3 | = |m 7 |, there are at most T 7 choices for m, n, so the sum is bounded by T −1 . But if they are not equal, we may use the determinant m 2 3 − m 2 7 in the usual way, getting a bound of T −2+ .
Case three: three zeroes. There are at most T 4 choices for m, n, so the contribution to (5) is trivially bounded by T −4 . This completes the cases, and with it the proof.
