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Abstract
In computational models of atmospheric pressure surface barrier discharges (SBDs) the role of
heating of the dielectric material and the quiescent gas is often neglected, impacting the
accuracy of the calculated chemical kinetics. In this contribution, a two-dimensional fluid model
of an SBD was developed and experimentally validated to determine the relative contribution of
the dominant heat transfer mechanisms and to quantify the impact of discharge heating on the
resultant chemistry. Three heating mechanisms were examined, including electron heating of
the background gas due to inelastic collisions, ion bombardment of the dielectric surface and
dielectric heating by the time-varying electric field. It was shown that electron heating of the
background gas was not significant enough to account for the experimentally observed increase
in temperature of the dielectric material, despite being the dominant heating mechanism of the
gas close to the electrode. Dielectric heating was ruled out as the frequency response of typical
dielectric materials used in SBD devices does not overlap with the experimentally observed
power spectrum of an SBD excited at kHz frequencies. The ionic flux heating was found to be
the dominant heating mechanism of the dielectric material and the downstream flow driven by
the SBD. The largest impact of plasma heating on discharge chemistry was found in reactive
nitrogen species (RNS) production, where the densities of RNSs increased when an appropriate
treatment of heating was adopted. This had a marked effect on the discharge chemistry, with the
concentration of NO2 increasing by almost 50% compared to the idealized constant temperature
case.
Supplementary material for this article is available online
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1. Introduction
The surface barrier discharge (SBD) is a simple electrode
configuration that is often employed for the generation of
atmospheric-pressure plasma. In an SBD a dielectric layer
Original content from this workmay be used under the terms
of the Creative Commons Attribution 4.0 licence. Any fur-
ther distribution of this work must maintain attribution to the author(s) and the
title of the work, journal citation and DOI.
separates the two electrodes driving the discharge. When
a suitably high potential difference is applied between the
electrodes, gas breakdown occurs, generating plasma on the
surface of the dielectric.
Recently, SBDs have seen increased interest, driven by the
fact that when operated in air, they generate a variety of react-
ive species, including O3, NO2, O2+, free radicals and many
other species. As many of these species are highly effective at
inactivating bacteria [1–3], SBDs are suitable for a wide range
of applications including the decontamination of industrial
materials [4, 5], food processing equipment [6, 7], and biolo-
gical tissues [8, 9]. Another advantage of SBDs which makes
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them suitable for a range of applications is their scalability in
comparison to many other discharge configurations [10–12].
Considering that applications vary in terms of the reactive spe-
cies they require, determining the chemical processes lead-
ing to the generation of reactive species has been the focus of
many studies [13–15]. Experimental techniques such as Four-
ier transform infrared spectroscopy and ultraviolet spectro-
scopy have been used to determine and quantify the generated
reactive species in SBDs [16]. Despite the valuable informa-
tion such techniques provide, they cannot be used to decipher
all of the intricate chemical pathways leading to the formation
of important chemical species; thus, numerical models often
play a key role in improving our understanding of the physi-
cochemical properties of the discharge [13, 15, 17–19].
A common simplifying assumption in many numerical
models is that both the discharge and the dielectric have a
constant, uniform temperature distribution throughout. Exper-
imentally, atmospheric pressure discharges in air are known
to heat up as they operate for an extended period, where they
take minutes of operation until arriving to their steady-state
operation temperatures. A noticeable change in the gas tem-
perature can influence multiple aspects of the discharge. These
include a change in the electron and ion transport properties;
chemical reaction rates; maximum streamer velocity; sheath
thickness and maximum streamer length [20]. Some reaction
coefficients are highly sensitive to temperature. For example,
the rate coefficient of the reaction between O3 and NO to gen-
erate NO2, being one of the dominant reactions for generating
NO2 [16], increases by 32% for an increase of 20 ◦C from
room temperature. Clearly, an accumulation of such factors
in large chemistry models could alter the results significantly,
ultimately resulting in large errors in the predicted densities of
the species involved in those reactions.
Few studies have focused on heating in SBDs. For example,
Nudnova et al [21] reported that in an atmospheric pressure
air system operating under 1000 Td, up to 54% of the dis-
charge power goes into heating, the temperature distribution in
an SBD was characterized using infrared thermography (IRT)
measurements. In the work of Tirumula and colleagues [22] it
was suggested that heat transfer to the downstream region is
predominately through convection, but that the near electrode
region may be heated by ion bombardment. Using the same
technique, it was reported that surface temperature increases
linearly with frequency and quadratically with voltage amp-
litude in an SBD [23]. IRT was also used to experimentally
identify a positive correlation between the applied voltage and
the dielectric surface temperature. This showed that different
dielectric materials produce different thermal responses [24],
which can either be due to different dielectric heating prop-
erties or different plasma properties. It has also been reported
using IRT that a hotter dielectric surface produced higher flow
velocities but also consumed more power [25].
Despite the wide use of IRT experimentally, its accur-
acy is unclear when dealing with plasmas because their
emissivity is non-uniform [24]. Consequently, only meas-
urements of the gas temperature distributions in the after-
glow, i.e. after the plasma is switched off, can be accur-
ately obtained experimentally to avoid the uncertainty in the
plasma’s emissivity. Gas or surface temperatures outside the
discharge region could also be measured during discharge
operation. Considering that most of the chemical processes
occur in the discharge region during operation, it is vital to
obtain accurate temperature distributions for this region during
the operation of the discharge. In this work, an experimentally
validated model of an SBD is developed and used to compute
the temperature as function of space and time of a typical SBD,
in addition to identifying the dominant heating mechanisms.
Considering that SBD discharges consist of many stream-
ers with a high-power density yet typically short duration of
tens of nanoseconds [26], it is possible to identify the poten-
tial routes of heat transfer in a typical SBD. When the plasma
is first ignited in air it is known to heat the gas at the point of
ignition [27], primarily through electron–gas molecule colli-
sions, which can lead to convective heat transfer to the dielec-
tric surface. This mechanism is referred to as electron heating.
Secondly, when streamers propagate on the dielectric surface,
ions from the streamer heads bombard the dielectric surface
with relatively high energy that may extend up to hundreds of
eV [28]. The kinetic energy of the ions then dissipates into
the dielectric as heat, causing the dielectric temperature to rise
and thus causing a convective heat transfer from the dielec-
tric to the gas. This is referred to as ion-flux heating. A third
potential mechanism is dielectric heating. This occurs due to a
time-varying electric field in the GHz frequency range, where
a peak exists in the imaginary component of the permittivity
for most dielectric materials [29]. Physically this means that
the dielectric molecules align themselves with the electric field
lines. As the field is constantly oscillating, the molecules con-
tinually rotate to re-align, dissipating their kinetic energy into
heat, causing the dielectric temperature to rise. This causes
convective heat transfer from the dielectric to the gas.
2. Methods
A two-dimensional (2D) plasma fluid model was developed
based on our previous work [16], describing the plasma
dynamics and the resulting flow and heating of the background
gas and dielectric. Then the chemical model from [16] is used
to evaluate the impact of heating on the discharge chemistry.
The geometry describes that of an experimental setup shown
in figure 1, which was used to validate the model by compar-
ing the measured dielectric temperature to that predicted by
the model under identical operational parameters.
2.1. Experimental setup
To validate the model, an experiment was set up to measure the
average temperature increase in the dielectric of an SBD. The
dielectric was a 2 mm thick slab made from alumina (Al2O3),
while aluminum (Al) was used to form the four fingered shape
powered electrode around which the discharge formed, as
seen operating in figure 1(d). The powered electrode measured
35 mm across and 35 mm long, with four fingers with widths
of 5 mm and lengths of 30 mm, each separated by a 5 mm
gap. The ground electrode was formed by a planar aluminum
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Figure 1. (a) Schematic of the electrode geometry; (b) close-up of the computational domain of the model; (c) complete computational
domain; (d) an image of the electrode during discharge operation.
sheet measuring 40 × 40 mm2 adhered to the opposing side
of the dielectric. A K-type thermocouple was attached to the
alumina surface near the powered electrode using thermally
conductive epoxy and was used to measure the temperature of
the dielectric during discharge operation. The thermocouple
was attached to the dielectric at one of its corners. The point of
attachment made no difference to the measured temperature.
The experiment was carried out at atmospheric pressure
with the ambient environment being at a typical room temper-
ature of 299 K. The setup was not insulated in any way, so heat
could be freely convected away from the SBD. A home-made
power source was used to apply a 25 kHz sinusoidal voltage,
with a variable voltage to the powered electrode. Current and
voltage waveforms were recorded on a Tektronix DPO 5054
digital oscilloscope using a Pearson 115 617 current probe and
a Tektronix P6015A voltage probe. The discharge power was
calculated by oscilloscope by multiplying the current and the
voltage waveforms and averaging the product over multiple
periods. Temperature measurements were taken every 10 s for
the first minute of operation, then every 60 s after that for dis-
charge powers of 5, 10 and 15 W.
2.2. Numerical model
The numerical model consisted of two parts: a plasma model
and a fluid dynamics model. The plasma model is the most
computationally intensive, hence it was only solved over a
period of one applied voltage waveform and only in the spa-
tial domain immediately above the electrode, as shown in
figure 1(b). The computational domain represents a vertical
cross-section of the discharge configuration, which assumes
the discharge configuration is symmetrical around the domain,
i.e. mirrored at x = 0. The plasma model consisted of the
mass continuity equation (1), which was solved for all spe-

















= Se − E⃗ ·
−→
Γe (3)
where nk is the number density of the kth species (m−3); t is
time (s); Γ⃗k is the flux of the kth species (m−2 s−1). The index
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plasma model also accounted for 13 common reactions among
these species, listed in the supplementary material (available
online at stacks.iop.org/JPD/54/175202/mmedia) and are rep-
resented in equation (1) by the term Rk, which is the rate
expression of the kth species (m−3 s−1). Equation (2) explains
the flux term where E⃗ is the electric field (V m−1); µk is the
mobility (m2 V−1 s−1) of the kth species, where it is 0 for
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neutral species and Dk is the diffusion coefficient of the kth
species (m2 s−1). In equation (3), nε is the electron energy
density (eV m−3), Se is the electron collisional energy loss
(eV m−3 s−1); Γ⃗e is the electron flux (m−2 s−1). To solve
these equations, the mobility and diffusion coefficient of all
six species must be found. For all species but electrons, the
diffusion coefficient was taken from [13] while the mobility
was calculated using the Einstein relation [31]. For electrons,
the transport parameters of the electron density and the energy
density were calculated fromLXcat [32] data using BOLSIG+
[33], which provided the transport coefficients as functions of
the electron temperature. In addition to equations (1) and (3),
the plasma model solves the Poisson equation in the plasma
domain and in the dielectric, which is given by equation (4):




In equation (4), V is the electric potential (V), which is used to
determine the electric field using E⃗=−∇V, εr is the relative
permittivity of the media, which was set to 1 for air and 9.8
for alumina [34], ε0 is the free space permittivity (F m−1), and
ρv is the charge density (C m−3). Finally, the plasma model
solves for the surface charge density ρs on the surface of the















where qe is the charge of an electron (C), n̂ is the normal vec-
tor to the dielectric surface and Γ represents the flux of the
denoted species. This calculation assumes that the charges of
all particles incident to the surface are ±1 and no reflection
occurs. The fluxes are computed in equation (1).
While the plasma model is solved, three variables are eval-
uated at each time step and integrated in time. These are the
instantaneous electro-hydro-dynamic (EHD) forces, given by
equation (6) and inelastic losses by electrons due to rota-
tional and vibrational excitations, given by equation (7). It
is assumed that all inelastic energy losses by electrons are
converted into heat dissipated to the background gas. The
third variable is the ionic energy flux to the surface, given
by equation (8), which represents the heat flux to the surface
due to ion bombardment. These time-integrated variables are
divided by the period, thus giving the time-averaged variables
used as inputs to the fluid dynamics model.
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In equation (7), ∈j is the energy cost per excitation (eV) and
kj is the rate coefficient of the jth reaction (m3 s). The first
summation is for excitation of nitrogen while the second is for
the excitation of oxygen. In equation (8), Γheat is the heat flux
term to the surface (W m−2), and EN +2 to EO -2 are the kinetic
energies of the ions as they arrive at the surface (J).
The fluid dynamics model solves for the velocity field of
the mixture and the temperature everywhere in the computa-
tional domain. Consequently, the heat equation is solved in
the gas and the dielectric. Its computational domain is shown
in figure 1(c), which extends beyond that of the plasma model,
and is solved for 60 s, which is enough to obtain a clear picture
of the heating without a need to update the plasma model. This
is justified by experimental observations that the applied dis-
charge power remains relatively constant over tens of seconds
of operation. The fluid dynamics model consists of the con-
tinuity equation of the mixture (1); the heat equation (9) and








+ ρu⃗ ·∇u⃗=−∇P+ ς∇2u⃗+FEHD. (10)
where P is the pressure (Pa); ς is the viscosity of air (Pa s)
and FEHD is the time-averaged electrohydrodynamic force
(N m−3). The initial temperature of the model is set to match
that in experiment at time 0.
It should be noted that because the model is not bi-
directionally coupled, meaning that the output of the fluid
dynamic model does not feed into the input of the plasma
model, the validity of the model is restricted to short run times,
where the rise in temperature does not significantly affect
the plasma’s physical parameters. Therefore, the investigation
presented in this work is restricted to 60 s only.
To evaluate the impact of the temperature on the chemistry,
the chemical model, described fully in our previous works [16]
and briefly in the supplementary material, is used in conjunc-
tion with the fluid dynamics model described here. Initially,
the temperature and the flow are calculated in the fluid dynam-
ics model and are used as inputs to the chemical model. It
should be noted that the chemistry model includes more spe-
cies than the list of species given in the plasma model earlier.
Typically, plasma created on the surface of an SBD con-
sists of streamers which are thin plasma filaments, with typ-
ical widths of 10–100 µm, that propagate at typical speeds
of 106 m s−1 above the dielectric surface. They have a high
current density and a short lifetime of a few to tens of nano-
seconds [27]. Figure 2(a) shows the instantaneous power in
two cycles of the discharge, where every point is an average
of 100 cycles, processed and calculated using MATLAB [35].
The power spikes both in the positive and negative half-cycle,
which are clearly visible in figure 2(b), are attributed to stream-
ers forming in the discharge.
As figure 2(c) shows, there are multiple localized streamers
on the dielectric surface at a given time. This poses a challenge
to any 2D model because it does not allow multiple stream-
ers to ignite and propagate independently from one another.
Consequently, applying a sinusoidal waveform in the model,
despite being more consistent with experiments, will inevit-
ably lead to a nonphysical interaction between the streamers
4
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Figure 2. (a) Plot of the instantaneous power over two periods; (b) a zoomed-in view of the instantaneous power in the positive cycle; (c)
ICCD images showing the streamers on the SBD. The panels shown in this figure are all for the 5 W case.
as they are forced into forming at the same position. To address
this problem, an effective waveformwas conceived and imple-
mented to facilitate a direct comparison with the experiment-
ally applied sinusoidal waveform. Both waveforms lead to the
same time-averaged plasma power. It should be noted that
this approach provides a compromise by partially capturing
the filamentary nature of the discharge without the computa-
tional complexity of 3D models required to fully resolve the
filaments. The used approach does not capture the independ-
ent nature of the different filaments igniting at different posi-
tions and different times on the electrode. Further information
on the effective waveform can be found in the supplementary
material.
To analyze the influence of the non-physical interaction
between streamers as a result of using a 2Dmodel to describe a
3D phenomenon, the model was run with two different wave-
forms. The first was a sinusoidal waveform with parameters
matching those in the experimental setup. The second was an
‘effective’ pulsed waveform that is representative of a single
streamer, where the rising and the falling edges of the pulse
represent streamers in the positive half-cycle and the negative
half-cycle of the sinusoidal applied waveform, respectively.
The rise and fall times of the effective waveform were chosen
such that the power deposited in the model agrees with that
reported in the experimental setup.
The model was solved using the two waveforms for a
plasma power of 10 W. All the geometric parameters and the
material properties used in the model were set to match the
experimental setup. The powers calculated by the model devi-
ated by less than 10% from the corresponding experimental
powers.
3. Results and discussion
3.1. Sinusoidal versus effective excitation of the model
Despite the two waveforms resulting in a similar deposited
power in the model, the plasma parameters were found to
be very different. Figure 3 shows the logarithms of the elec-
tron density at the time where the peak instantaneous power is
reached for figure 3(a) the sinusoidal case and figure 3(b) the
effective pulsed case. It is clear from a comparison of the peak
electron densities that the effective pulsed waveform yields
an electron density two orders of magnitude higher than that
achieved with the sinusoidal waveform. Notably, the densities
calculated for the pulsed case are closer to those reported for
streamers in an air plasma [36–38], compared to those calcu-
lated for the sinusoidal case.
The changes in the discharge produced by the two wave-
forms can be explained by figure 3(c), which shows the instant-
aneous power density for both waveforms. The sinusoidal
waveform has a lower instantaneous power density over a long
period. On the other hand, the effective pulsed waveform has a
higher instantaneous power density over a short period. Hav-
ing a higher power density leads to having a high electron
density. It should be noted here that figure 3(c) shows the cal-
culated dissipated power; this is not the same as the exper-
imentally measured instantaneous power, shown in figure 2,
which includes a reactive contribution that cannot be removed.
Figure 3(c) also shows that the instantaneous power in
the sinusoidal case, despite being driven by a waveform that
matches experiments, shows significant deviation from the
spikes shown in figure 2. While the instantaneous power in
the effective waveform closely resembles the high-amplitude,
short-duration spike observed in the measured experimental
data shown in figure 2(b). This implies that the most suitable
description of an SBD discharge is determined by whether
the phenomena of interest stems from the filamentary nature
of the discharge or the average behavior of all filaments. For
example, studies of EHD force-induced flow in sinusoidal
SBDs have shown to be captured correctly by models with
sinusoidal excitation [39].
3.2. Model validation
Whether or not heat transfer in an SBD discharge is driven
by the filamentary nature of the discharge can be inferred by
solving the heat equation for both waveforms. Experimental
validation of the model, in addition to providing informa-
tion on the quantitative agreement between the model and
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Figure 3. The logarithm of the electron density when the instantaneous power is at maximum assuming (a) sinusoidal waveform; (b)
effective waveform; (c) a comparison of the instantaneous power density at the electrode between the sinusoidal case and the effective
pulsed case. The curve seems discontinuous as the values drop below 0.1, which was chosen as the lower limit to highlight the details of the
plotted curve. The instantaneous power at a given time is defined as the product of the voltage at the electrode at that time, multiplied by the
surface integral of all charged species fluxes to the electrode at that time, which gives the current and consequently the power at that time.
the experimental setup, also enables identification of the most
suitable description to follow when modelling heat transfer
in SBDs. The time-averaged heat flux to the dielectric sur-
face by both excitations is shown in figure 4(a), where it can
be observed that the time-averaged heat flux in the effective
excitation case is three orders of magnitude higher than that
of the sinusoidal excitation case. This is a direct consequence
of the difference in the plasma conditions as discussed in
section 3.1.
Figure 4(b) shows a comparison between the measured
average temperature of the dielectric and those computed by
the model for two different powers and the two assumed excit-
ations. The effective excitation is more consistent with exper-
imental data. This indicates that the heat transfer processes in
SBD discharges are dependent on its filamentary nature. In the
rest of this work, the predictions of the model refer exclusively
to the effective excitation case.
Comparing the model’s results to experimental measure-
ments, figure 4(b), shows there is a close agreement between
them, with better consistency in the 10 W case. At an oper-
ating power of 5 W, the model underestimates the dielectric
temperature. Critically, under such conditions the discharge
appeared spatially uniform to the naked eye; however, at such
low operating powers, previous intensified charged couple
device (ICCD) imaging has shown that the discharge is likely
to be non-uniform across the powered electrode, which will
undoubtedly affect the dielectric heatingwithin the experiment
and thus explain the discrepancy with the model result.
Figure 4(b) also shows that at approximately 60 s, the tem-
perature increases slowly in comparison to the first 10 s. This
occurs as the dielectric gets closer to thermal equilibrium with
its surroundings.
3.3. Dominant heating mechanisms
There are many possible mechanisms by which the plasma
can heat the electrode and the background gas. In formulat-
ing the model, inelastic electron heating and ion flux heat-
ing were considered. The third mechanism, namely dielectric
heating, was ruled out as the imaginary permittivity of alumina
is very low in the range of frequencies observed in SBDs (0–
100 MHz) [40].
Electron heating of the background gas is one possible
mechanism that occurs due to inelastic collisions between the
electrons and N2 and O2 molecules, which leads to vibrational
and rotational excitation of these molecules. It is assumed that
all the electron energy lost in rotational and vibrational excit-
ations ultimately results in a rise of transitional temperature
in the background gas. This assumption is based on the fast
quenching of vibrationally excited states at atmospheric pres-
sure, which limits the number ofmolecules reaching the higher
vibrational levels necessary for chemical reactions, which is
applicable even at pressures as low as 100 Torr [41]. The
second possible heating mechanism is the ionic flux to the
dielectric surface. The propagation of a streamer is driven
by the strong electric field at its head. When the streamer
head propagates on a surface, as is the case in an SBD, the
streamer head accelerates the ions and drives them to bom-
bard the dielectric surface. To convert that energy into a heat
flux, it is assumed that all of the kinetic energy the ions have
as they bombard the surface is dissipated as heat. This is jus-
tified by the experimental evidence that air plasmas in contact
with an alumina surface show no evidence of sputtering des-
pite extended periods of operation time [42]. Thus, both mech-
anisms were deemed unlikely to be significant. Data on energy
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Figure 4. (a) The time-averaged heat fluxes to the dielectric surface for the sinusoidal and the effective waveforms. (b) A comparison of the
average temperature of the dielectric between measured values and those calculated by the model.
reflection coefficients are scarce. Nevertheless, most available
data indicates that the energy reflection coefficient for incident
ions is low for normal incidence and is further reduced as the
energy of the ions increases [43].
To investigate the contribution of each mechanism indi-
vidually, the model was run with only electron heating, calcu-
lated by the heat equation. Then, the results were compared to
the solution that included both mechanisms. Figure 5 shows
the increase in the temperature after 60 s, where figure 5(a)
shows the electron heating contribution while figure 5(b)
shows the total contribution of both included heating mech-
anisms. Focusing on figure 5(a), the strongest effect of elec-
tron heating by the plasma is observed at the tip of the
electrode, where an increase of 15 ◦C is observed. This
increase becomes significantly weaker further from the elec-
trode, reaching almost ambient temperature approximately
1 mm downstream. This is attributed to the strong electric
field at the edge of the electrode, which leads to high mean
electron energy in that region. Considering that the flow velo-
city on the surface is zero due to friction, it becomes clear
why the maximum temperature increase occurs on the surface.
Moving further from the surface, convection driven by EHD
forces causes gas cooling. It should be noted that EHD forces
in an SBD cause the gas to flow in the direction of propaga-
tion of the streamers. In the SBD configuration considered in
this investigation, the streamers from two opposite electrodes
meet in the center of the gap where the discharge occurs. The
flows induced by both streamers coalesce, forming a perpen-
dicular flow to the dielectric’s surface as shown at x = 0 in
figure 5 [44].
Figure 5 also shows that there is a plume of hot gas at x= 0,
which coincides with the perpendicular flow described earlier.
Its formation can be explained by the fact that the gas feeding
into the perpendicular flow passes by the electrode’s edge and
the dielectric surface, which due to convective cooling carries
some of the heat away with it. This results in the perpendicular
gas flow becoming hotter than the ambient flow, appearing as
a plume at the boundary x = 0.
In terms of the heating of the dielectric and the subsequent
induced perpendicular flow, electron heating plays a minimal
role. This can be understood in terms of the difference in dens-
ity between air (1.2 kg m−3) and alumina (3.9× 103 kg m−3).
Considering that alumina’s density is three orders of mag-
nitude higher, a very large thermal flux is required to raise its
temperature, which will require a very large difference in tem-
perature between air and alumina.
When the ionic heat flux contribution is added, as shown
in figure 5(b), the temperature at the edge of the electrode
increased by 5 ◦C in comparison to the case of electron heat-
ing only. This shows that the gas heating at the edge of
the electrode is dominated by electron heating. Figure 5(b)
also shows that the dielectric’s temperature increased by
13 ◦C, indicating that the increase in the dielectric temper-
ature is entirely due to ionic heat fluxes. The induced per-
pendicular flow at x = 0 has a temperature increase of 6 ◦C
when the ionic flux is considered. Based on these results it
can be concluded that the dominant heating mechanism of
the perpendicular flow is convective heat transfer from the
dielectric.
These findings have two important implications for the
modelling of the chemical dynamics in an SBD. The first is
related to the chemistry generated in the discharge. Consider-
ing that electron heating is dominant close to the edge of the
electrode, where it has been reported that most of the chem-
ical reactions of short-lived species occur [13], this region has
the greatest impact on the discharge chemistry. As chemical
reactions between the long-lived species predominantly occur
in the perpendicular flow induced by the SBD [16], the dis-
sipated power within the discharge affects the chemistry of
the long-lived species indirectly through heating of the dielec-
tric material, which in turn heats the resultant perpendicular
gas flow.
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Figure 5. A 2D map of the increase in temperature after 60 s of discharge operation, calculated by the model for a power of 10 W assuming
(a) electron heating only is calculated, and (b) electron heating and ionic fluxes are calculated.
Another heating mechanism that was considered but not
included in themodel was dielectric heating, where it is known
that the imaginary part of the permittivity of most dielectrics
has a peak in the GHz frequency range. This has the poten-
tial to correspond with the characteristic time of the ignition
and propagation of streamers in SBD. For Al2O3, the dielec-
tric response peaks at 10 GHz [40]. By performing a Four-
ier transform on the dissipated plasma power (data shown in
supplementary material), it was found that a significant por-
tion of the total power lies in the frequency spectrum below
60MHz. This makes it unlikely that the power in the frequency
range corresponding to the peak of the dielectric response is
enough to cause any noticeable heating. In addition, the dielec-
tric response of Al2O3 is known to be small [45]. Based on
this analysis it is unlikely that dielectric heating would have a
noticeable impact.
3.4. Impact on chemical kinetics
To quantify the significance of accounting for the described
heatingmechanismswhenmodelling SBDs, figure 6 shows the
impact of each heating mechanism on the density of various
reactive species. Figure 6(a) shows the 2D density of O3 for the
10 W case with the temperature distribution computed by the
model. The O3 concentration is highest at the electrode’s edge
where most of the short-lived species are generated as reported
in [16], and where the velocity is close to zero due to the prox-
imity of the dielectric surface and the electrode, which results
in a longer residence time and thus a higher density. Further
from the electrode, gas convection transports O3 into the per-
pendicular flow thus reducing its density on the dielectric sur-
face. Figures 6(b) and (c) show the densities of O3 and NO2
along the symmetry axis at x= 0, thus showing the densities as
a function of distance from the surface of the dielectric. Both
O3 and NO2 were specifically shown in figures 6(c) and 6(d)
as they show the least and the most affected species respect-
ively when the temperature is varied. All other species vary
in that range. The chemical model was solved under a con-
stant plasma power with three test cases in terms of temperat-
ure. The first is assuming that the temperature everywhere in
the domain is the room temperature (ignoring heating com-
pletely). This is the approach taken by most SBD models.
The second test case assumed the temperature at any point is
computed by the model, which represents the self-consistent
method for modelling the chemistry (the temperature distribu-
tion is shown in figure 5(b). The third test case sets the elec-
trode temperature at 55 ◦C (30 ◦C above room temperature),
allowing the heat to be convected to the gas. The assumption
of this temperature is made to provide an upper limit analysis
of the influence of temperature on the chemistry. Such tem-
peratures have been recorded after minutes of SBD operation
under high power conditions [21, 23].
Comparing the densities computed for the three cases, the
difference that temperature alone makes can be observed. The
difference in the density of O3 among the three test-cases
is negligible. Conversely, NO2 density shows a clear posit-
ive correlation with temperature. Therefore, a comprehensive
treatment of plasma heating mechanisms noticeably increases
the rate of NO2 production due to the strong dependence of
its dominant production mechanism on the temperature. In the
simulated case, an increase by a factor of 20% is observed in
NO2 density along the perpendicular flow axis.
For the case where a temperature of 55 ◦C is assumed for
the dielectric, the NO2 density increases by a factor of 40% in
comparison to that of having room temperature. Other species
densities that are affected includeNO, which increases by 14%
8
J. Phys. D: Appl. Phys. 54 (2021) 175202 B Gilbart et al
Figure 6. (a) 2D map of the O3 density around the discharge in parts per million; (b) the temperature along the boundary shown in the red
box in (a) for the three test case; (c) a cut-line of the O3 density along the boundary shown in a red box in a) when ignoring plasma heating
(black solid line), including plasma heating (red dashed line) and when only the heat from the electrode (blue dotted line); (d) a cut-line of
the NO2 density along the line shown in a red box in (a) when ignoring plasma heating (black solid line), including plasma heating (red
dashed line) and when only the heat from the electrode (blue dotted line). The densities of the species were calculated over the entire
computational domain but shown here close to the electrode as that is the area of interest in the domain.
for plasma heating assumption and by 27% for the constant
dielectric temperature assumption. N2O also increases by 15%
under the plasma heating assumption and by 27% for the con-
stant dielectric temperature assumption. These results indic-
ate that taking the discharge heating into account is of vital
importance for the accurate modeling of the discharge chem-
istry in an SBD. It should be noted here that this reported
increase becomes increasingly significant when the residence
time is considered. Considering that both the simulation and
experiments are done assuming the discharge operates in open
air, this means the residence time of the gas in the discharge
region is small. In closed systems, however, the residence time
is much longer and thus the difference due to plasma heating
will amplify significantly over time.
4. Conclusion
In this work, a 2D experimentally validated numerical model
was developed and implemented to determine the underlying
mechanisms responsible for heat transfer in an SBD. It was
shown that many aspects of the filamentary nature of an SBD
can be captured using a 2D model through the use of an
effective pulsed waveform. The results showed that heating
in an SBD occurs primarily due to the filamentary nature
of the plasma, rather than being a result of a spatially aver-
aged effect across the entire discharge length. Three mech-
anisms of heating were considered: the electron heating of
the background gas, ionic heat fluxes, and dielectric heating,
where the time-dependent electric field in the streamer heads
causes the dipoles in the dielectric to oscillate. The results of
the model show that the increase in the dielectric temperat-
ure is almost entirely due to ionic fluxes bombarding it. It is
also shown that 84% of the temperature increase in the per-
pendicular gas flow was a result of heat convection from the
dielectric surface to the gas. Thus, the ionic flux heating is the
dominant heating mechanism downstream. Electron heating
of the background gas accounted for approximately 75% of
the temperature increase of the background gas close to the
electrode, but the increase in temperature in the dielectric and
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the perpendicular flow induced by EHD forces was found to
be insignificant. Dielectric heating was ruled out as a signific-
ant portion of the plasma power is in a frequency range where
there is no overlap with the dielectric response of the dielectric
material used.
The model was subsequently used to quantify the impact
of accounting for gas heating mechanisms on the generation
and loss of chemical species, where it was shown that reactive
nitrogen species (RNSs) species are strongly affected while
reactive oxgen species (ROSs) are not. The species which had
the largest variation included NO2 which increased by a factor
of 20%–40%. Indicating that plasma heating must be con-
sidered to adequately describe the discharge chemistry.
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