The anterior caudate nucleus is essential for goal-directed behavior because it links outcome information to actions. It is well known that caudate neurons provide a variety of reward-related and action signals. However, it is still unclear how the two signals are integrated. We investigated whether and how outcome risk modulates spatial representation. We recorded neural activity in the anterior caudate nucleus while monkeys made saccades to multiple spatial targets, each associated with either fixed (safe) or variable (risky) amount of reward. We report that individual neurons combined the outcome reward signal with spatial information about the direction of saccades. These signals could be reliably read out from the populations of neurons. Moreover, the prospect of a risky outcome improved the quality of spatial information. These results provide direct evidence that global spatial representation in the caudate is modulated by outcome, which can be important for flexible control of behavior, particularly during learning and habit formation, when outcomes vary.
Introduction
Knowledge about variability in the potential outcomes of actions is important for learning about the environment. It helps an organism to form expectations about the consequences of its actions and to evaluate them accurately. Impaired ability to evaluate and learn based on outcome information characterizes pathological risk taking and addiction, which are often observed with compromised basal ganglia function (Volkow and Li, 2004; Kuhnen and Knutson, 2005) .
The anterior caudate nucleus in the basal ganglia is important for both predicting and evaluating actions based on outcome information, consistent with its role in goal-directed behavior (Hikosaka et al., 2000; Graybiel, 2008; Balleine and O'Doherty, 2010) . Lesions to this structure abolish the ability to select actions based on associated rewards (Yin et al., 2005) . Neurons code expected and received reward (Hollerman et al., 1998; Hassani et al., 2001; Cromwell and Schultz, 2003) and the learned contingencies between actions and outcomes (Kimchi and Laubach, 2009a, 2009b; Stalnaker et al., 2010) . These rewardrelated signals are present even after actions, suggesting a role in evaluation of behavior based on outcome (Thorn et al., 2010; Kim et al., 2013) .
Despite the established view that the anterior caudate nucleus is essential in integrating actions and outcomes in a flexible manner (Pasupathy and Miller, 2005; Williams and Eskandar, 2006; Kimchi and Laubach, 2009b; Balleine and O'Doherty, 2010) , the neural basis of how outcome information modulates spatial representations is still unclear. Some studies have found that caudate neurons show a trade-off in their selectivity between actions and outcomes (Schmitzer-Torbert and Redish, 2004; Lau and Glimcher, 2007; Thorn et al., 2010) . Others have found that individual neurons integrate reward information (i.e., small or large reward) with specific actions (Ding and Hikosaka, 2006; Stalnaker et al., 2010; Nakamura et al., 2012) . Many of these studies have focused on describing position-specific reward mappings in binary action tasks, but did not address how the overall spatial representation of caudate neurons is modulated by the outcome information.
Our main goal was to describe whether and how reward variability or risk modulate spatial representation in the anterior caudate nucleus. Specifically, we investigated whether the prospect of a risky outcome enhanced or suppressed spatial representation at the level of single neurons and in neuronal populations. We recorded neural activity during a spatial delayed memory saccade task in which each position was associated with both safe and risky outcomes. To exclude any decision-related confounds, we evaluated the representation of these signals in the absence of choice. Although individual neurons multiplexed selectivity for either spatial location or risk, both signals were read out accurately based on their population activity. Moreover, the prospect of a risky outcome improved spatial representation in the caudate. Therefore, the current data provide evidence for the view that outcome and action signals are both present in individual caudate neurons, but can be separated through their population readout. A separable representation allows for general action-outcome mappings and may complement representations in which large or small rewards are associated with specific actions.
Materials and Methods
Surgical and recording procedures. Two adult male rhesus monkeys (Macaca mulatta; Monkey C: 8.2 kg and Monkey F: 11.5 kg) were used in the experiments. All experimental procedures and treatments were in accordance with National Institutes of Health guidelines and were approved by the Institutional Animal Care and Use Committee at Columbia University and the New York State Psychiatric Institute. Before the experiments, each animal was implanted with a scleral search coil, head post, and recording chamber under aseptic conditions using isoflurane anesthesia. The animals received postoperative analgesics during postsurgical recovery. The positions of the recording chambers were guided by monkeys' individual MRI atlases. The recording chamber (20 mm in diameter) for Monkey C was placed on the skull over the arcuate sulcus positioned at stereotaxic coordinates 20 mm anterior and 15 mm lateral, allowing access to the anterior caudate nucleus via the frontal eye fields (FEFs). Monkey F was sequentially implanted with two different recording chambers. The first recording chamber (20 mm in diameter) was placed at 25 mm anterior and 18 mm lateral positioned over the acruate sulcus. The second recording chamber (20 ϫ 30 mm) was placed at 15 mm anterior and 12 mm lateral. We used tungsten polymide or glasscoated electrodes with impedance ranging from 1-3.5 M⍀. The signals were amplified, filtered and passed to a real-time action potential timeamplitude discriminator (FHC). Action potentials were converted to digital pulses that were time stamped and stored with the behavioral data. We also stored individual waveforms on each channel for further offline analysis.
To identify the anterior caudate nucleus we used a number of criteria, we used depth measurements and identified the position of the caudate relative to the FEF. In addition, the dorsal edge of the caudate was identified by the presence of injury potentials. We identified putative projection neurons or phasically active neurons by their low spontaneous baseline activity (1-3 Hz) and a characteristic task-related activity in bursts of spikes. On each recording track, we made sure to identify a tonically active neuron (4 -8 Hz); during some sessions, we simultaneously recorded a pair of tonically and phasically active neurons.
Behavioral task. Monkeys were trained to sit in a primate chair for the duration of the experiments with their heads restrained. They performed behavioral experiments and received liquid reward for executing the behavioral task correctly. We trained two monkeys to perform a memoryguided saccade task with a variable outcome. Each trial started with the animal fixating a central fixation cue for 500 ms. The fixation cue was one of two colors, red or blue, indicating whether a safe or risky reward was available, respectively. Then, a white visual cue was presented for 300 ms in one of 8 spatial locations (0°, 45°, 90°, …, 360°). After a delay period of random variable length (750 -1250 ms), the fixation cue disappeared, cuing the animal to make a saccade to the remembered location within 500 ms. Monkeys were required to fixate on the spatial location while the reward was collected. The trials were separated by a 2000 ms intertrial interval. On trials with safe outcome, monkeys received a fixed number of drops (2 or 3 drops of water, 0.1 ml each). On trials with risky outcome, monkeys received one of two sizes of reward, such that the average reward was the same between safe and risky trials. This was done to ensure that the animals received, on average, the same amount of reward for both safe and risky trials. Specifically, the most common reward combination (61% of sessions) was two drops of water as safe reward and one or three drops of water as risky rewards. The second reward combination (32% of sessions) was three drops of water as safe reward and two or four drops of water as risky rewards. Typically, animals performed the task with only one type of reward combination. However, occasionally (7% of sessions), monkeys performed the task with both reward combinations, which were introduced sequentially. For these multiprotocol sessions, we only analyzed trials with one type of reward combination, the one with the largest number of trials. The task had a block-randomized design. Each trial type (two outcomes ϫ eight directions for a total of 16) was presented randomly during each block by randomly drawing one trial type from 16 trial types without replacement. In each block, animals had to complete each trial type to progress to the next block. We analyzed a total of 14,579 trials across 98 recording sessions. The monkeys performed, on average, similar numbers of trials with safe and risky outcome across all spatial locations (mean safe: 109 Ϯ 6 trials; mean risky: 100 Ϯ 5; paired t test, p ϭ 0.22). They performed, on average, 14 Ϯ 2 trials for each saccade direction across both outcomes during each recording session.
Behavioral and neuronal data analysis. We measured the reaction time as the time from the end of the delay period to the time of the saccade onset. We determined the onset of saccades offline based on velocity (Ͼ30 deg/s) and acceleration (Ͼ500 deg/s 2 ). We excluded all trials in which animals broke fixation any time during the trial. We identified all task related phasically active neurons by a bootstrap test ( p Ͻ 0.05) comparing baseline firing rate during the initial fixation period (500 ms) with the average spike counts during each of 4 different task periods: cue (0 -300 ms), delay (0 to Ͻ800 ms), saccade (200 -400 ms), and reward (0 -600 ms). A neuron was considered to be task responsive if there was a significant modulation of neural activity during any of the periods of the task relative to the baseline either on trials with safe, risky, or both outcomes. If a neuron was found to be task responsive in any period of the task, we then found an optimal response interval during this task period. We first computed mean spike count over 1 ms intervals [peristimulus time histogram (PSTH)] and then fitted a Gaussian function to the PSTH for trials at the neuron's preferred direction (i.e., the direction that evoked the maximum spike count). We defined the length of the optimal interval as twice the SD of the fitted Gaussian. We then defined the onset of this interval empirically with 1 ms resolution. For each time step, we calculated variance in spike counts within the interval across all trials and all conditions. We obtained the variance for direction tuning and outcome and then found the optimal window where the sum of the variances for direction and outcome was maximal. The same optimal interval was used for each neuron for all consequent analyses.
Single neuron metric. We calculated an outcome selectivity index (OI) by taking the difference in spike count between safe and risky outcome trials normalized by their sum at each neuron's preferred direction. The index varied between Ϫ1 and 1, with positive values corresponding to a greater preference for safe compared with risky outcome. As a control, we also computed the OI on spike counts across trials for three directions (one preferred and two near preferred). The results were highly correlated (R 2 ϭ 0.95). To quantify direction selectivity, we calculated the circular variance of spike counts across all directions separately for safe and risky outcome trials and then converted it into a direction selectivity index (DI) by subtracting from 1. Therefore, DI ranged between 0 and 1, with values closer to 1 indicating a greater direction selectivity.
Neuronal population metric. We sought to determine how accurately the information about the type of outcome (safe/risky) and direction of action was represented in neural activity across anterior caudate neurons. We simultaneously inferred the outcome and direction from the observed population response during the cue/delay, saccade,and reward periods of the task. We computed the likelihood function that represents the conditional probability of observing a neural response given an outcome and saccade direction evaluated across all outcome types and saccade directions. We made two assumptions to estimate this likelihood function.
First, we assumed that neural responses were statistically independent. The log likelihood of the direction d j ( j ϭ 1:16, where j ϭ 1:8 for directions with the safe outcome and j ϭ 9:16 for directions with the risky outcome) for the population response r i was then written as follows:
where N is the total number of neurons.
Second, we assumed that the neural responses were described by Poisson statistics, yielding:
where f i (d) is the direction and outcome tuning of neuron i.
To avoid taking the log(0), we assumed that at least one spike was fired for a given condition. The estimate corresponding to the population activity was then the outcome and direction maximizing the log likelihood. This decoder has been widely used in previous studies (Jazayeri and Movshon, 2006; Graf et al., 2011) .
We performed cross-validation by using a leave-one-out approach (Duda et al., 2001) . We trained the decoder on one trial and tested the decoder on the remaining trials. We avoided overfitting the data because the estimates of accuracy were not obtained on the same trials on which the decoder was trained. The neurons were recorded across days and varied in the number of trials for each direction and reward outcome. To perform cross-validation, we used the same number of trials (n ϭ 10) for each neuron in the population. If for a given direction there were more than n ϭ 10 trials, we randomly selected n ϭ 10 trials; otherwise, we reconstructed some of the trials (25% of trials for the safe outcome; 27% of trials for the risky outcome) for some neurons by adding firing rate drawn from a Poisson distribution with the mean equal to the empirical data mean (26% and 24% percent of neurons were reconstructed for safe and risky outcomes, respectively). To evaluate decoding accuracy (i.e., prediction accuracy, fraction of correct estimates) we randomly drew 1000 times without replacement and then averaged the decoding accuracy for either direction (eight dimensions) or outcome (two dimensions) separately. The data from the two monkeys were combined because they were qualitatively similar.
Results

Behavioral performance
We trained two monkeys to perform a memory-guided saccade task with either safe or risky outcome (Fig. 1A) . On each trial, one of two colored fixation cues (red/blue) instructed the monkey about the upcoming reward outcome (safe p ϭ 1.0; risky p ϭ 0.5, respectively), which was delivered after a saccade to 1 of 8 spatial locations. The trials with different saccade directions and outcomes were interleaved in a semirandom block design (see Materials and Methods). The monkeys received, on average, an equal amount of reward on safe and risky trials for each direction (twoway ANOVA for reward outcome and direction, p ϭ 0.36; Fig.  1B ). They had very few fixation breaks for either type of trial and there was no difference in the proportion of fixation breaks on trials with different saccade directions or outcomes (mean safe: 1.7% and risky: 2.4%; two-way ANOVA (direction, outcome), p ϭ 0.27). We found that reaction time of the animals' eye movement responses on trials with safe and risky outcomes collapsed across all spatial locations was not significantly different (safe: 267 Ϯ 2 ms; risky: 271 Ϯ 2 ms; paired t test, p ϭ 0.06; Fig. 1C ). There was a nonsignificant trend toward slower reaction times in response to risky compared with safe outcomes, possibly indicating an aversion to uncertainty, at least at the liquid reward vol- Figure  2 , A-F, shows examples of typical neurons. The first two neurons (Fig. 2 A, D) responded equally strongly on trials with safe (red) and risky (blue) reward outcome across all spatial locations dur- ing the saccade period of the task. We fit circular Gaussian functions to the average spike count at eight directions, separately for safe and risky trials (R 2 , 81% Ͼ0.7). The neuronal activity of these neurons shows sharp direction tuning for both types of reward outcome ( Fig. 2A,D , small plots), but no differentiation between safe and risky trials. Therefore, the activity of these two neurons was modulated only by direction of saccade. The second type of neurons (Fig. 2B ,E) were also tuned directionally for safe and risky outcome, but, in addition, these neurons responded with a preference for either safe (Fig. 2B) or risky (Fig. 2E ) outcomes during the reward and saccade periods, respectively. These neurons were modulated by both direction and risk. Finally, the other neurons (Fig. 2C,F ) also responded with a strong preference for either safe (Fig. 2C) or risky ( Fig. 2F ) outcomes during the reward period of the task, but were not tuned directionally. This last type of neuron was only modulated by the type of outcome. These different neurons illustrate the variety of modulation types during different periods of the task. A closer look at Table 1 shows that, whereas direction tended to modulate neuronal activity during early periods of the task, risk tended to modulate responses of caudate neurons later in the trial. To better understand the time course of these modulation effects during the trial, we performed a two-way ANOVA on a sliding window (window: 200 ms, step: 20 ms). Figure 3A illustrates the results. We found that the proportion of neurons modulated by direction increased rapidly during the cue and remained high during the delay and saccade, but then decreased during the reward period of the task. In contrast, the proportion of neurons modulated by risk was low during the cue and delay periods and then began to increase during the saccade and into the reward period of the task. These results show that direction and risk signals modulated the activity of neurons differently: neurons tended to represent direction of action early in the trial and outcome risk later in the trial. To further evaluate the representation of reward outcome and direction information during different periods of the task, we analyzed outcome and direction selectivity separately for the three groups of neurons: cue/delay, saccade, and reward. Due to the phasic response properties of these neurons, for each responsive cell, we identified a temporal interval (optimal interval, see Materials and Methods). Although the onset and duration of optimal intervals varied across the population of neurons, for each cell, we used the same interval for all analyses (Fig.  3B ).
Selectivity to outcome risk
We first investigated whether the neuronal activity of anterior caudate neurons differentiated between safe and risky outcome trials. For each neuron, we found a spatial location/saccade direction that elicited the maximum neuronal response (i.e., preferred direction) for either safe or risky trials and then computed an OI (see Materials and Methods) . This index varies between Ϫ1 and 1, with positive values indicating a greater response to safe than risky outcomes. During all periods, on average, neurons were equally likely to have either positive or negative OIs ("safepreferring" and "risky-preferring," respectively) because none of the distributions was significantly shifted from zero (one-sample t test, cue/del mean OI: 0.06, p ϭ 0.37; saccade mean OI: 0.02, p ϭ 0.4; reward mean OI: 0.21, p ϭ 0.6; Fig. 4A-C) . We then used the sign of the OI to sort neurons during each of the three periods of the task into safe-preferring and risk-preferring groups. Figure 5 , A-F, shows the average tuning curves of each group to safe and risky outcomes separately during each period of the task. Although the direction tuning remained strong during all periods of the task, the strongest modulation by reward outcome occurred during the reward delivery, which is consistent with the time course modulation results (Fig. 3A) .
We next examined whether there were differences across task periods in the neurons' preferred directions between trials with safe and risky outcome. We quantified the difference in preferred directions by computing the circular mean for safe and risky trials and then taking the difference between the two (⌬dir). We found that there were small, not significant, differences in the average magnitude of the difference between neurons' preferred directions for safe and risky trials among the cue/delay (mean ⌬dir: 24 Ϯ 6°), saccade (mean ⌬dir: 26 Ϯ 6°), and reward periods of the task (mean ⌬dir: 41 Ϯ 9°, bootstrap test, p ϭ 0.11). These subtle differences in the average ⌬dir occurred either through clockwise or counterclockwise shift relative to the preferred direction with maximum neuronal response during any periods of the task.
Previous studies have also shown that neurons in the caudate differentially represent reward magnitudes (Cromwell and Schultz, 2003 ; Nakamura et al., 2012). To investigate whether neurons responding during the reward period of the task encoded the magnitude of reward, we performed a two-way ANOVA (3 reward sizes ϫ 8 directions, p Ͻ 0.01). We found that 10 of 25 neurons had significant effect of direction and reward size. To determine whether these neurons respond to reward size in a linear manner, we fitted a linear regression model to spike counts across three reward sizes (low risky, intermediate safe, and high risky) for each neuron. We found that a small subset of neurons (5/25, 20%) encoded reward size in a linear manner (data not shown, linear regression, p Ͻ 0.05), suggesting that these neurons encode the magnitude of reward.
Selectivity for saccade direction
We next studied the direction selectivity of anterior caudate neurons. First, we determined whether neurons had differences in direction selectivity on trials with safe and risky outcomes. We calculated a direction selectivity index separately for trials with safe and risky outcomes for the cue/delay, saccade and reward periods of the task. For each neuron, we calculated a circular variance separately for safe and risky trials and converted it into the direction selectivity index (DI) (Lau and Glimcher, 2007). The DI varied from 0 (no tuning) to 1 (sharp tuning). Figure 6 , A-C, shows the DIs between safe and risky outcome trials for each period of the task. We noticed that, in all three plots, the points tended to scatter around the equality line (diagonal line), suggesting that there were differences in the DIs between safe/risky outcome trials. To quantify these differences, we calculated an additional index, a direction ratio index (RI dir ), which indicated how well individual neurons differentiated direction selectivity between safe and risky outcomes. We computed the unsigned RI dir by taking the absolute difference between the safe and risky direction selectivity indexes normalized by their sum for each period of the task (RI dir varied from 0 to 1, with 1 indicating maximum differentiation between safe and risky). We reasoned that significant differences in the direction selectivity between safe and risky outcomes would result in a distribution of RI dir shifted away from zero, whereas no differences would result in a distribution of RI dir that peaked at zero and showed a rapid decay away from it. We found that the means of the distributions of RI dir indexes during all periods of the task were shifted away from zero (insert plots; mean Ϯ SEM RI dir : cue/delay: 0.2 Ϯ 0.03, saccade: 0.13 Ϯ 0.02, p ϭ 0.06; reward: 0.28 Ϯ 0.03; Fig. 6A-C) . These results show that there were significant changes in the direction selectivity of anterior caudate neurons between safe and risky outcome trials. 
Comparison of reward outcome and direction selectivity
The above results show that there are different trends in outcome and direction selectivity before and during reward delivery. It raises the question of whether there is a trade-off between outcome and direction selectivity at the level of single neurons, similar to sensorimotor caudate (Lau and Glimcher, 2007) . We compared the outcome index and the direction selectivity index across all periods of the task. For each neuron, we took either safe or risky direction selectivity depending on which condition evoked the maximum response. We found that neuronal activity during the cue/delay and saccade periods had significantly stronger selectivity for the spatial location/saccade direction compared with the outcome selectivity (Wilcoxon rank-sum test, p Ͻ 0.01 and p Ͻ 0.01, respectively; Fig. 7 A, B ). In contrast, neural activity during the reward period of the task had the greater selectivity to the outcome compared with the direction selectivity (Wilcoxon rank-sum test, p Ͻ 0.001; Fig. 7C ). We obtained similar results when we compared the outcome selectivity with direction selectivity separately for safe and risky trials.
The selectivity of these neurons tends to be greater for the most pertinent information currently available to these neurons. Therefore, before reward delivery, anterior caudate neurons have greater selectivity for direction information, whereas during the reward delivery, they show greater selectivity for outcome compared with the direction of the preceding saccade. A caveat is that one might argue that the spatial tuning is an eye position signal rather than a movement signal because it happens after the saccade. We analyzed the saccade neurons with significant presaccade and postsaccade neural activity (12 of 31 neurons, bootstrap test, p Ͻ 0.05). We found a strong correlation between the preferred directions for the presaccade and postsaccade neural activity (R 2 ϭ 0.84, p Ͻ 0.002). These results suggest that caudate neurons coded a saccade direction signal, not an eye-position signal, because their direction tuning was not modified by the change in eye position.
Population coding of outcome risk and direction
We next investigated whether the joint representation of action and outcome at the level of single neurons provided sufficient information for decoding both signals from the population response. We predicted for each trial the direction of action and outcome (for a total of 16 conditions ϭ 8 ϫ 2) based on the neuronal activity of populations of independently recorded neurons (see Materials and Methods). To evaluate the prediction accuracy, we used proportion of correct estimates for either direction or outcome. We found that the population activity provided a reliable readout of both directions and outcomes with above chance accuracy during all periods of the task (Fig. 8A-C) . The average proportion of correct estimates for direction (black bars) for each (0 -315°) and averaged across all directions, for both safe and risky outcome, was significantly above chance (0.125) for populations with activity during the cue/delay, saccade, and reward periods, respectively, at 0.58 Ϯ 0.07, 0.86 Ϯ 0.07, and 0.41 Ϯ 0.07 (Fig. 8A-C, left column) . The prediction accuracy for the outcome (gray bars) was also significantly above chance (0.5; safe: 0.59 Ϯ 0.04, 0.79 Ϯ 0.4, and 0.71 Ϯ 0.04; risky: 0.69 Ϯ 0.04, 0.86 Ϯ 0.4, and 0.86 Ϯ 0.4, respectively, for three neuronal populations; Fig. 8A-C, right column) .
We further evaluated the prediction accuracy for spatial and outcome representation for each neuronal population without comparing across them due to different sampling in each population. We noticed that the prediction accuracy for outcome (Fig.  8A -C, right column) was significantly higher for risky compared with safe trials based on population activity during the cue/delay, saccade, and reward periods, respectively (risky vs safe: p Ͻ 0.002, p Ͻ 0.001, and p Ͻ 0.01, respectively, one-way ANOVA). Consistently, the average prediction accuracy for direction was also significantly higher for risky compared with safe trials for each population, respectively (Dir risky vs Dir safe : p Ͻ 0.001, p Ͻ 0.008, and p Ͻ 0.001, respectively, one-way ANOVA). This was also true when we compared errors in direction prediction showing deviation in degrees from the true direction. The errors in direction predictions, averaged across all directions, were significantly smaller, with risky compared with safe outcome for three populations, respectively (17 Ϯ 2°vs 23 Ϯ 3°, p Ͻ 0.0001; 24 Ϯ 2°vs 27 Ϯ 2°, p Ͻ 0.05; 46 Ϯ 3°vs 52 Ϯ 2°, p Ͻ 0.001; paired t test). The better prediction of reward and spatial representation with risky outcome may be due to its greater salience, which is known to modulate caudate activity (Asaad and Eskandar, 2011), compared with safe, less salient, outcome. To better understand any possible differences in the prediction accuracy for risky compared with safe outcomes, we further evaluated the decoding performance by classifying each estimate on a given trial depending on whether the decoder jointly predicted the direction and outcome correctly or not. This would give us an insight into whether the neuronal population activity provided a reliable representation of action direction under both safe and risky conditions or only under the more salient risky cue. Therefore, each estimate was classified as one of four: a correct or one of three types of errors (Fig. 9) . The correct estimate (purple) occurred when both the direction and outcome were identified correctly. The error occurred when the decoder misidentified the direction, misclassified the outcome, or both. We defined three types of these errors: type I (blue) when only the direction was misidentified, type II (orange) when only the outcome was misclassified, and type III (brown) when both the direction and the outcome were misclassified (Fig. 9) . Figure 9 , A-C, summarizes the proportion of estimates for safe (bright colors) and risky (pale colors) trials sorted by the direction (left column) and by the estimate type (right column) for each neuronal population. Within each population, we found no differences between safe and risky trials in the frequency of each estimate type (Fischer probability test, p ϭ 0.7, p ϭ 0.1, and p ϭ 0.4, for each population, respectively; Fig. 9A-C, right column) . Therefore, qualitatively, the types of estimates (correct or errors) produced by the decoder were similar between safe and risky trials in each neuronal population. The higher prediction accuracy for risky compared with safe outcome (Fig. 8A-C) was not explained by the ability of the decoder to extract more or less direction information.
We also evaluated the prediction accuracy for the direction and outcome as a function of the number of neurons. We obtained the average prediction accuracy (either across directions or across outcomes) for populations of different sizes (i.e., number of neurons) by randomly drawing without replacement separately from pools of neurons comprising each neuronal population with activity during different periods of the task. We extended each neuronal population to obtain predictions on a hypothetical population of neurons with the similar distribution of all possible selectivity combinations for the direction and outcome. We then scaled the average prediction accuracy by Ϫ chance 1 Ϫ chance , where is the average prediction accuracy and chance level is 0.125 or 0.5 for the direction or outcome, respectively. Figure 10 , A-C, summarizes the results by showing the trends in the decoding accuracy as a function of population size. The prediction accuracy increases for population sizes Ͻ100, suggesting a distributed code, as opposed to a sparse code with few highly selective neurons. Notably, the code was selectively distributed such that the most behaviorally relevant variable for each population (i.e., direction in Fig. 10 A, B , black curve, and outcome in Fig. 10C , gray curve) was coded in a less distributed, more sparse manner (curve is above) compared with the other variable (i.e., outcome in Fig. 10 A, B , gray curve, and direction in Fig. 10C , black curve). The selectively distributed code may result from neurons with mixed selectivity to multiple variables.
Contribution of individual neurons to the population code
To better understand the nature of the distributed code, we examined the contribution of individual neurons to the prediction accuracy for direction and outcome. To use both the direction and outcome selectivity for each neuron, we calculated a difference index (RI diff ) by taking the difference between outcome and direction selectivity normalized by their sum (RI diff varied between Ϫ1 and 1). We ranked neurons based on their RI diff score (values Ͻ0 indicated stronger direction selectivity and values Ͼ0 indicated neurons with stronger outcome selectivity). We then calculated a change in prediction accuracy (i.e., decoding contribution, percent correct) when a given neuron was added to a small subset of neurons (n ϭ 4), repeated 100 times, each time with a new set of randomly selected neurons from each extended population in Figure 10 , A-C. Figure 11 illustrates the results. We confirmed the previous results for the distributed code (Fig. 10) , but also found that many neurons showed a trade-off in their contributions to the prediction of direction and outcome, which were consistent with their selectivity to each. This trend was particularly strong during the saccade period of the task (Fig.  11C,D) . Most cells made a small, positive contribution to the decoding accuracy of both the direction (positive contribution: 28/31, 90%; mean Ϯ SEM: 0.05 Ϯ 0.006; Fig. 11C ) and outcome (positive contribution: 22/25, 88%; mean Ϯ SEM: 0.03 Ϯ 0.007; Fig. 11D ). The contribution was significantly greater to the direc- tion prediction accuracy compared with the outcome (paired t test, p Ͻ 0.0001). Moreover, there were significant correlations of different signs between neurons' ranked RI diff scores and decoding contribution to direction (R 2 ϭ 0.34, p Ͻ 0.001) and outcome (R 2 ϭ 0.13, p Ͻ 0.04). Neurons with the stronger selectivity to direction compared with outcome (RI diff Ͻ0) tended to make greater positive contribution to the direction prediction, but smaller, sometimes even negative, contributions to the outcome prediction. The other periods of the task, the cue/delay (Fig. 11 A, B) and reward (Fig. 11 E, F ) , yielded similar but qualitatively weaker results. Although there was a significant negative correlation between RI diff scores and neurons' contribution to the direction prediction for both the cue/delay (R Fig. 11F , respectively). The average contribution to the direction compared with the outcome prediction was significantly greater in the cue/delay population (paired t test, p Ͻ 0.003), but not the reward population (paired t test, p ϭ 0.43). Therefore, anterior caudate neurons tended to make greater contributions to the direction coding compared with the expected outcome before reward delivery, but they contributed similarly to the direction and outcome representation when the outcome was revealed.
Discussion
The results of this study show that outcome risk and spatial signals were jointly represented in the anterior caudate nucleus, at both the level of single neurons and their population activity. Risk and spatial signals were present in the same neurons even though risk was not linked to a particular visual location or movement direction. Although individual neurons showed a trade-off in their selectivity to outcome risk and direction of action, the population response provided a reliable representation of both variables on a trialby-trial basis. Moreover, the neuronal population read out of the spatial information was more accurate when the reward outcome was risky. These findings suggest that the anterior caudate nucleus jointly represents both spatial and reward risk information, but that these signals can be separated by a population readout. A separable code represents all combinations of location and reward risk and is therefore more flexible than the nonseparable association between reward magnitude and specific movement directions proposed by others ( Signals related to outcome uncertainty have been found in a wide network of brain areas, including the orbitofrontal cortex (Critchley et al., 2001; Tobler et al., 2007; Kepecs et al., 2008; O'Neill and Schultz, 2010) , cingulate cortex (Critchley et al., 2001; McCoy and Platt, 2005) , midbrain (Fiorillo, 2011) , and hippocampus (Vanni-Mercier et al., 2009) . The outcome risk signals in the anterior caudate can potentially derive from some of these inputs, most likely from the orbitofrontal and cingulate cortex (Yeterian and Van Hoesen, 1978; Calzavara et al., 2007; Haber and Calzavara, 2009) . Orbitofrontal neurons code the risk (or uncertainty) of reward (O'Neill and Schultz, 2010) and decision uncertainty (Kepecs et al., 2008) , but these signals tend to be independent of actions. Conversely, posterior cingulate neurons provide information about the risk associated with specific ac- tions (McCoy and Platt, 2005) . Therefore, it is very likely that the outcome risk signals in the anterior caudate reflect the incoming cortical inputs. Future studies are needed to compare and contrast these multi-areal signals.
Our findings that the spatial representation was more reliable with risky compared with safe outcome suggest that the greater salience of variable outcome can possibly account for the better spatial selectivity. Salience-related signals have also been reported in the caudate nucleus (Asaad and Eskandar, 2011) . These results are intriguing given the known role of the anterior caudate in associative learning (Williams and Eskandar, 2006; Kimchi and Laubach, 2009b) . Typically, reward outcome is variable during learning and the greater salience of the variable outcome can possibly account for better spatial selectivity of the neurons, thus contributing to learning. Notably, better spatial representation with risky outcome was revealed with the population-level analysis, not by averaging spatial selectivity across individual neurons (Fig. 3) . Therefore, even small differences at the level of single neurons could result in reliable readout across their population. Given a variety of decision and learning signals in the caudate nucleus (Williams and Eskandar, 2006; Ding and Gold, 2010) , it will be of interest to study how variability in outcome modulates spatial selectivity, particularly at the population level.
Our findings are consistent with the growing evidence for the strong contribution of the anterior caudate to postaction evaluation (Lau and Glimcher, 2007; Ding and Gold, 2010; Stalnaker et al., 2010; Thorn et al., 2010; Kim et al., 2013) . In our study, we chose an optimal interval for data analysis by finding a temporal interval that carried maximal information for both the spatial and nonspatial signals. Many of these intervals happened to be in the postaction period (Fig. 3B) , mostly right after the action, with relatively few neurons responding later during the reward delivery. Previous studies found that postaction signals in the caudate were not maintained by single neurons; instead, each neuron responded only in a given window and the signals were sustained by a sequential activation across the population of cells (Kim et al., 2013) . Here, we show that the population of such sequentially activated neurons can reliably code multiple parameters. The postdecision activity is related to memory traces for specific actions linking them to outcomes (Lau and Glimcher, 2007; Curtis and Lee, 2010; Kim et al., 2013) . Such signals can potentially influence subsequent behavior by providing selective and dynamic updating in contrast to a more global updating through a reward prediction error.
We were able to predict reliably and simultaneously the spatial and nonspatial outcome signals from populations of broadly tuned neurons. Our findings of the distributed code appear in contrast with single-unit findings suggesting a sparser coding of mixed selectivity in the striatum (Schmitzer-Torbert and Redish, 2004; Lau and Glimcher, 2007; Thorn et al., 2010) . Sparse coding at the level of single neurons is not necessarily advantageous for population coding, because downstream areas need to sample many sparsely or selectively responding neurons. Conversely, distributed coding is more robust and may even be more informative (Kim et al., 2012) . Many broadly tuned neurons respond at any given time, so such a population is not affected strongly by the loss of cells or the presence of neural noise (Eurich and Wilke, 2000; Sanger, 2003) . Our results are consistent with previous findings showing that reward information is coded in a redundant manner in the orbitofrontal cortex, with many cells making small contributions to the population code (van Duuren et al., 2007; van Duuren et al., 2009 ). Future studies need to address the nature of the population code for multiple task-related variables.
