The dynamics of a homogeneous population of spiking neurons are analyzed. It is shown that signal transmission can be rapid. The cut-o frequency of signal transmission depends on the noise level and on synaptic time constants rather than on the membrane time constant. In the low noise limit, transients of the population activity can be immediate.
Introduction
Mammals can react rapidly to unknown stimuli. Humans, for example, can classify complex visual scenes into two groups (animal/not animal) within less than four hundred milliseconds 1]. If we assume that half of the time is needed for motor commands (pressing or releasing a button), this leaves about 200 milliseconds for the recognition task. Since it is generally assumed that recognition involves many processing steps, each processing step in some iterative scheme must be completed within 10 or 20 milliseconds. This implies that the network of neurons in the brain does not have the time to reach a stationary state. Most of the processing has to be done during the initial transient. If we aim for a better understanding of the brain, we must therefore be interested in the dynamics of neural systems.
While the relevance of dynamics is commonly recognized, most standard problems in arti cial neural network are formulated as static tasks. In a stationary state, neu- The dynamics (1) is completely ad hoc. In particular, the interpretation of the time constant is not clear. For a step-like stimulus which is switched on at time t 0 , the time constant characterizes the transient of the approach to the new stationary state. Is the membrane time constant of the neuron? This is the central question of this paper and the answer will be negative. Before we can answer this question, we must discuss the interpretation of the variable a. Is a the temporally averaged ring rate of a single neuron? If so, would be related to the time window of temporal averaging and have no physical meaning. On the other hand, a may represent the activity of a population of neurons. It is this second interpretation that we will study in this contribution. We will see that transients in a population of spiking neurons can be fast compared to the time scale of the membrane time constant. It will turn out that the time constant of the transient is rather related to the level of noise than to the membrane time constant.
Formally we de ne the population activity A by counting the spikes in a pool of neurons averaged over an in nitesimal time window t A(t) = lim In a simple model, the kernel~ can be approximated by a low-pass lter (s) = 1 e ?s= (8) with the membrane time constant .
Noise
In the deterministic version of the model, we can calculate the next ring time of a neuron i with potential u(tjt i ) from the threshold condition (3). Let us now assume that there is some intrinsic noise source. In this case, we cannot predict the exact ring time of neuron i but only the probability density P h (tjt i ) that a spike occurs at t given that the last spike occurred att i . The lower index h is intended to remind the reader that the ring density at time t depends on the input potential h i (t 0 ) fort i < t 0 < t.
A noise model which is particularly convenient is escape noise. We assume that neuron i may emit a spike even though its membrane potential u i (tjt i ) has formally not yet reached the threshold #. Similarly, the neuron may stay quiescent even though the membrane potential is already above threshold. At each instant of time, the probability density of ring (escape rate ) depends only on the momentary distance between u and the threshold: (t) = f u i (tjt i ) ? #] : (9) We may for example take or f(u ? #) = (u ? #) H(u ? #) f 0 with some constant f 0 . For f 0 ! 1 we are back to the noise-free case.
We emphasize that (9) describes a noise source which is intrinsic to the neuronal dynamics. Given that in recordings with wellde ned intracellular stimuli neurons seem to be nearly noiseless such intrinsic noise sources do not seem to play a major role. The apparent`noisiness' of cortical neurons is probably a network e ect, as supported by theoretical studies 9, 10]. Noise should then better be described as stochastic spike arrival. It can, however, be shown that stochastic spike arrival and escape noise give, under a wide range of stimulus conditions, rise to rather similar behavior 11].
The advantage of the escape noise model compared to other noise models is that we is then the probability of`surviving' fromt i to t times the probability of ring at t, viz., P h (tjt i ) = (t) S h (tjt i )
= (t) exp ?
Z t ti (t 0 ) dt 0 :
In the following sections, we will make repeated use of (11) . Survivor function and interval distribution for constant input potential h(t) = h 0 are plotted in Figs. 1 and 2, respectively.
3 Population dynamics
Population equations
In this section we derive the equations describing the population dynamics in a homogeneous pool of neurons. For the sake of simplicity we consider a single population. All neurons have identical parameters, homogeneous coupling w ij = w 0 =N, and receive the same external input J ext I ext .
Given the de nition of the activity (2) (13) (13) has a rather intuitive interpretation. All neurons which have red att will contribute to the activity A(t) at time t > t with a weight P h (tjt). Note that even though (13) looks like a linear equation, it is, in fact highly nonlinear since the ring density P h (tjt) de ned in (11) depends nonlinearly on h and h depends via (12) on A. (12) and (13) de ne the population dynamics in a homogeneous pool of neurons. In the following two subsections we will analyze the equations in some special cases.
Steady state
A steady state may be de ned by a constant activity A(t) = A 0 . Given a constant input I ext = I 0 the input potential is h 0 = w 0 A 0 + J ext I 0 : (14) For constant input, the ring density P h (tjt) depends only on the time di erence P h0 (tjt) = P 0 (t ?t) : (15) We may think of P 0 (s) as the interspike- 
Linearization
Let us suppose that the network activity is close to a stationary state, A(t) = A 0 + A(t). We want to linearize (13) to rst order in A. Before we do the linearization, it is convenient to rewrite (13) The rst term on the right-hand side of (19) describes the e ect of previous variations
A on the present activity. The second term is due to variations in the input potential. We emphasize that the second term is proportional to the derivative of a low-pass ltered version of the input potential. Examples of the lter L(s) are shown in Fig. 3 .
Transients
To keep things simple, we set the coupling 
The absolute value of (22) Note that inhibitory coupling w 0 < 0) generates anti-correlations in the ring of the neurons. Anti-correlations lower the noise spectrum in a given frequency range. As a result, signal transmission in this frequency range has considerably less noise than would be predicted from pure Poisson ring. Thus even with as little as 100 neurons in a population signals can be transmitted rapidly and with a low noise level.
Discussion
The dynamics of populations of neurons has been studied by several researchers 2, 5, 14, 15, 9, 10, 16, 17, 18, 19] . The present theory aims at understanding the population dynamics from the uni ed point of view of an integral equation valid for renewaltype point processes 20, 13] in the limit of N ! 1. Signal transmission via the population activity is a`rate' code where the rate is de ned by a spatial rather than a temporal average. Even though it is a rate code, computation by pools of spiking neurons can be fast 14, 21, 22, 8] .
