Abstract. Test coverage refers to the extent to which a given software verification activity has satisfied its objectives. There are several type of coverage analysis exists to check the code correctness. Usually the less strict analysis methods require fewer test cases to satisfy their requirements and it consumes less resources. Chosing test methods is a compromise between the code correctness and the available resources. However this selection should based on quantitative consideration. In this paper we concern to the Decision Coverage and the more strict Modified Condition / Decision Coverage. We examined several projects written in Ada programming language. Some of them are developed in the industry and the others are open source. We analyzed them in several aspects: McCabe metric, nesting and maximal argument number in decisions. We discuss how these aspects are affected the difference of the necessary test cases for these testing methods.
Introduction
Coverage refers to the extent to which a given verification activity has satisfied its objectives. Coverage measures can be applied to any verification activity, although they are most frequently applied to testing activities. Appropriate coverage measures give the people doing, managing, and auditing verification activities a sense of the adequacy [17] of the verification accomplished. [11] The code coverage analysis contains three main steps [18] , such as: finding areas of a program not exercised by a set of test cases, creating additional test cases to increase coverage and determining a quantitative measure of code coverage, which is an indirect measure of quality. Optionally it contains a fourth step: identifying redundant test cases that do not increase coverage.
The code coverage analysis is a structural testing technique (white box testing), where it compares test program behavior against the apparent intention of the source code [9] . Different types of analysis requires different set of test cases. We concern to Decision Coverage (DC), and Modified Condition / Decision Coverage (MC/DC) testing methods. The DC only requires that every lines of code in a subprogram must be executed and every decisions must be evaluated both to true and false. The MC/DC is more strict. It contains the requirements of DC and it demands to show that every condition in a decision independently affects the outcome. It is clear, there are more test cases are needed to satisfy the requirements of MC/DC than DC. But it is not so trivial how much can be spared when testing by DC instead of MC/DC. In this paper we answer that question by analyzing several projects used in the industry. These projects were written in Ada programming language and we analyzed them in several aspects: McCabe metrics [12] , nesting, and maximal argument number in decisions. We examined how these aspects affected the difference of the necessary test cases.
In the second chapter we describe the most frequently used coverage metrics. In the third chapter we give a detailed description about how we analyzed the source codes of projects. Then we discuss the results of our analysis in the fourth chapter. And the summary and the conclusion comes in the fifth chapter.
Coverage Metrics
In this chapter we describe some commonly used coverage metrics.
Statement Coverage
To achieve statement coverage, every executable statement in the program is invoked at least once during software testing. The main advantage of this method is that it can applied directly in object code and is not necessary to process source code. But this method is insensible to some control structure. Let us see the following example:
In this example only one test case (where the condition is true) is enough to achieve 100% statement coverage because every statement is invoked once. In that case our program works fine, and we recognize it is faultless. But in the real usage, the condition can be false, and it causes in-deterministic behavior or segmentation fault.
Decision Coverage
This method requires that every statement must be invoked at last once and every decision must be evaluated as true and as false. In this case the error from the previous example turns out in testing time. This metric has the advantage of simplicity without the problems of statement coverage. A disadvantage is ignoring branches within boolean expressions which occur due to short-circuit operators. Let us see to following example:
Two test cases where (A = true, B = false and A = false, B = false) can satisfy the requirements of DC, but the effect of B is not tested. Thus these test cases cannot distinguish between the decision (A or B) and the decision A.
Modified Condition / Decision Coverage
The MC/DC criterion requires that every statement must be invoked at least once, every decision must be evaluated as true and as false, and each condition must be shown to independently affect the outcome of the decision. The independence requirement ensures that the effect of each condition is tested relative to the other conditions. In our example three test cases (where A = true, B = true and A = true, B = false and A = false, B = true) provide MC/DC. The MC/DC is refined by Condition / Decision Coverage. You can read more information of these coverage methods in [11] , [10] , [18] . MC/DC is used for various environments, from test generation [14] to measure complexity [8] .
Analysis Method
In this chapter we describe our method to analyze the source codes written in Ada programming language. We used Antlr [19] parser generator with [20] grammar file to create the Abstract Syntax Tree (AST) of the source code. Our analysis is used on this AST.
Counting Test Cases for Decision Coverage
The Decision Coverage requires that every decision must be evaluated as true and as false at least once. So we need at least two test cases for every decision to satisfy these requirements. But th decision (i = 1..n) where n is the number of decisions. If there are identical decisions in same level we classify them. The identical decisions will be placed into the same class. Then we consider the max(A j + B j ) where A j , B j belongs to the j th class. We calculate A j and B j in the following way:
where k is the number of the decisions in class j. A j l and B j l are the number of necessary test cases for true and false consequences of the corresponding decision. (l = 1..k)
Counting Test Cases for Modified Condition / Decision Coverage
In this case we have two main steps. First we count how many test cases are needed to cover the decisions separately [2] and then we check how these decisions affect each other. If a decision contains more than 15 arguments, then we calculate with argument number plus one test cases, which comes from [11] .
Analyzing decisions separately
-If the decision contains only one argument or the negation of that argument we need exactly two test cases. Dealing with this case is same as we do in Decision Coverage. -If the decision contains two arguments with logical operator and, and then, or, or else, or xor we need exactly three test cases: -TT, TF, FT for and -TT, TF, one of FT, FF for and then -FF, FT, TF for or -FF, FT, one of TF, TT for or else -three of TT, TF, FT, FF for xor where T means true and F means false.
-If the decision contains more arguments, then we use the following algorithm:
1. Transform the AST that belongs to the decision to contain information about the precedence of logical operators. (The AST, which generated by [19] is a bit different.) 2. Generate all the possible combinations of values for the arguments. (2 n combinations, where n is the number of arguments.) These are the potential test cases.
Eliminate the masked test cases. For example let us consider A and B,
where B is false. In this occasion the whole logical expression is false and independent of A. But A is not necessarily a logical variable. It can be another logical expression too and in this case the outcome value of A does not affect the whole logical expression. Therefore this test case is masked for A and it can be eliminated (for A). You can find a more detailed description and examples in [11] about this step. 4. For every logical operator in the decision: we collect the non-masked test cases which satisfy one of its requirements. So we get a set of test cases for every requirement of every logical operator. If one of these sets is empty the decision cannot be covered 100% by MC/DC. If this happens we try to achieve the highest possible coverage. 5. Calculate the minimal covering set of these sets. We do it in the following way: let us suppose we have n arguments in a decision. The maximum number of test cases is m = 2n and we number them 0..m − 1. Of course almost all will be masked. Let us suppose all of the logical operators has two arguments (neither of them are not), so we have s = 3 * (n − 1) sets. We calculate the minimal covering set by Integer Programming, where for every s i set we have a disparity which is:
Where χ α is 1 if α is true and 0 otherwise. Our target function is:
With constraint: the value of every x k can be only 0 or 1. When the result is calculated we get the minimal covering set. Every test case indexed with k is a member of the minimal covering set if x k is 1.
To do that calculation we used Lemon graph library [5] with glpk linear programming kit [6] .
Analyzing decisions together
Like in DC one test case can test several decisions when they are in same level, and one decision may require more test cases when it has nested decisions. But the way to calculate this is a bit more difficult because we have to deal with conditions in a decision. Here is an example about the problem of decisions in same level: Now three test cases are not enough because in the first decision, a has to be true twice and false once. And in the second decision it must be true once and false twice. So we need four test cases and two of them have to evaluate a as true and two others as false.
The method to calculate how many test cases are needed for decisions standing in same level: Decision 1 has n variables: a 1 , ..., a n 
If there are more than two decisions, we start the algorithm again with c 1 , ..., c k , and the variables of the next decision, and repeat it until all the decisions are processed. Number of test cases:
We deal with the nested decisions in the following way. Let us see an example: There are three test cases that are needed for both decisions: TF, FT, FF for the first and TT, TF, FT for the second. The variables are independent, so we can test them simultaneously. But in the third case the first decision is false, therefore the second decision cannot be executed. So we need an extra test case -where the first decision is true -to exercise the third requirements of the nested decision.
In general we calculate the maximum number of test cases that are needed to exercise the requirement of true and false consequences of decisions (m true , m f alse are the corresponding values). Then we get the set of test cases which cover the decision. We calculate how many of them are evaluated as true and how many are false. We always consider the variables in nested decisions independent from the variables of outer decisions. Our future work is to refine this method to deal with the same variables.
Measurement and results
We analyzed twelve projects written in Ada programming language. Six of them were provided by an industrial company and the rest were open source projects downloaded from sourceforge.net. In every project about half of the subprograms have no decisions. These are the initialiser, getter and setter subprograms. About twenty five per cent of the subprograms have only one argument in their decisions. We used only those files which contain at least one subprogram definition, not only declarations. Let us see the overall details:
Number 18 14 13 9 4 4 1 1 1 4 
Differences and the Nesting
In this chapter we grouped the subprograms by the deepness of the nested structures. The orientation of the tables are the same as in the previous chapter. An increase in the maximum nesting value causes the increase of the ratio very slightly, thus it does not affect the difference of necessary test cases significantly.
Differences and the Maximum Argument Numbers
Here we can see how the largest decision (which contains the most arguments) affects the difference in the number of necessary test cases for DC and MC/DC. We grouped the subprograms by the number of arguments of the largest decisions. The orientation of the tables are the same as in the previous chapters. In the first two cases there is no difference between DC and MC/DC. It comes from the definition of these testing methods. As the number of arguments increases in decisions, the difference is increasing as well. Decisions with more than ten arguments in subprograms require almost twice as many test cases for MC/DC than DC.
Differences Overall
In this chapter the differences can be seen for the whole projects separately and in the last row together. The DC and MC/DC columns mean how many test cases are needed to cover all the subprograms in the projects for DC and MC/DC. The Diff and the Rat columns contain the difference and the quotient of DC and MC/DC columns. A means the all subprograms of the projects. In B, we excluded those subprograms which have no decisions at all. And in C, we excluded those subprograms that either have no decisions or there are no decisions with more than one argument. 
Conclusion and future work
We analyzed several projects written in Ada programming language and estimated the difference of the required test cases of Decision Coverage and the more strict Modified Condition / Decision Coverage. We found that the difference is about five to ten per cent because the decisions in most subprograms have only one argument and there are several subprograms which do not contain decisions at all. If we exclude these subprograms we get a difference that is four times larger. Most importantly, the maximum number of arguments in decisions affects the difference. For those subprograms where there are decisions with more than six arguments, almost twice as many MC/DC test cases are needed as DC. But these subprograms are only less than one per cent of the whole project. In general we can say five to ten per cent more test cases are needed to satisfy the requirements of MC/DC then DC.
Our future work is to refine our analyzer program to do a better estimation in some exceptional cases, and we plan to do this analysis more other projects. We would also consider exceptions and exception handling as a branching statement and extend our survey to manage these cases.
