We prove new enclosures for the spectrum of non-selfadjoint operator matrices associated with second order linear differential equationsz(t) + Dż(t) + A 0 z(t) = 0 in a Hilbert space. Our main tool is the quadratic numerical range for which we establish the spectral inclusion property under weak assumptions on the operators involved; in particular, the damping operator only needs to be accretive and may have the same strength as A 0 . By means of the quadratic numerical range, we establish tight spectral estimates in terms of the unbounded operator coefficients A 0 and D which improve earlier results for sectorial and selfadjoint D; in contrast to numerical range bounds, our enclosures may even provide bounded imaginary part of the spectrum or a spectral free vertical strip. An application to small transverse oscillations of a horizontal pipe carrying a steady-state flow of an ideal incompressible fluid illustrates that our new bounds are explicit.
Introduction
Many linear stability problems in applications, in particular in elasticity theory and hydromechanics, are modeled by second order differential equations of the form z(t) + Dż(t) + A 0 z(t) = 0 (1) in a Hilbert space H where A 0 is a self-adjoint and uniformly positive operator in H and D is a linear operator in H representing e.g. the damping of the underlying system. Here we consider the case that A is bounded and accretive. Both A 0 and D may be unbounded, D may be equally strong as A 0 and need not be self-adjoint, and for some results, D need not even be sectorial.
By means of the standard substitution x = (z,ż) ⊤ , the second order differential equation (1) is equivalent to a first-order systemẋ (t) = Ax(t)
in a suitably defined product Hilbert space. More precisely, if we equip the space H 
Under stronger assumptions on the damping operator D such as self-adjointness and/or stronger relative boundedness, operators of this form and applications in elasticity theory or hydromechanics have been studied intensively in the literature for more than 20 years, see e.g. [3, 4, 6, 7, 8, 15, 16, 18, 19, 21, 23, 30, 33, 34] . In particular, it was proved that A is boundedly invertible, has spectrum in the closed left half-plane, and generates a strongly continuous semigroup of contractions on H 1 2 ×H, see e.g. [33, Proposition 5.1] . Another example for a differential equation (1) and corresponding operator A are abstract Klein-Gordon equations originating in quantum mechanics, see e.g. [29] and the references therein. In this case A 0 has the form A 0 = H 0 − V 2 and D = 2V where H 0 is a self-adjoint uniformly positive operator, e.g. −∆ + mc 2 on R n with particle mass m > 0, and V is a symmetric operator such that V H is bounded. By means of indefinite inner product methods, the spectrum of A was analyzed and criteria on D were found ensuring that A generates a group of bounded unitary operators in a Pontryagin space in [28] .
The aim of this paper is to establish new enclosures for the spectrum of the operator A in (3) under rather weak assumptions on the damping operator D, allowing it to be as strong as A 0 so that even very general perturbation results such as [11] do not apply. To this end, we do not only use the classical numerical range of A, but also the so-called quadratic numerical range. The latter was introduced in 1998 for operator matrices with bounded off-diagonal entries in [27] , shortly after studied in great detail for bounded operator matrices in [25, 26] , and in 2009 generalized to diagonally dominant and off-diagonally dominant operator matrices in [31] . Unlike the numerical range, the quadratic numerical range is not convex: it may consist of two components which need not be convex either. Since the quadratic numerical range is always contained in the numerical range, see [32] , it may give tighter spectral enclosures.
We show that this is indeed always the case here, for uniformly accretive, for sectorial and even for self-adjoint damping operator D (see .
If D is only assumed to be uniformly accretive relative to A 0 in H (and hence uniformly accretive in H) and its numerical range is e.g. a half-plane, then the numerical range cannot provide a better spectral enclosure than the left half-plane since it is convex and contains the numerical ranges of the diagonal elements D and 0 of A. The quadratic numerical range yields a non-convex enclosing set to the left of the imaginary axis and, under a certain additional condition, it provides a vertical strip free of spectrum, see Theorem 6.1.
If D is assumed to be sectorial with angle < π and uniformly accretive in H, then the quadratic numerical range of A always yields an enclosure with corner at 0, whereas the numerical range may still be a half-plane; if D is uniformly accretive relative to A 0 in H, the former is even contained in a sector, while the latter only gives a parabolic enclosure, see Theorem 6.2 and Proposition 3.8. In fact, it was proved in [26] for the bounded case that, while every corner of the numerical range must belong to the spectrum σ(A), corners of the quadratic numerical range may also belong to the spectrum of a diagonal entry of A. Here 0 / ∈ σ(A), but 0 belongs to both numerical range and quadratic numerical range; hence 0 cannot be a corner of W (A), but 0 may be, and indeed is, a corner of W 2 (A) since it belongs to the spectrum of the zero operator on the diagonal of A.
Even for self-adjoint D, the difference between numerical range and quadratic numerical range is substantial. Whereas the imaginary part of the numerical range is always unbounded if A 0 is unbounded, the quadratic numerical range may have bounded imaginary part, may be partly confined to the negative real axis or may even be entirely real, see Theorem 7.2! In the latter case, under a certain additional condition, it may even consist of two disjoint real intervals.
There are two key problems we have to solve before we can take advantage of the quadratic numerical range. Firstly, the operator A in (3) is not an operator matrix itself since its domain does not decompose according to the decomposition H 1 2 × H of the space in which A acts; in fact, A is merely the closure of the operator matrix A| H 1 ×H 1 and only the quadratic numerical range of A| H 1 ×H 1 is defined. Secondly, the operator matrix A| H 1 ×H 1 with its three unbounded entries I :
→ H, and D : H → H, is neither diagonally dominant nor off-diagonally dominant; in fact, in the first column the stronger entry is the off-diagonal A 0 , while in the second column the stronger entry is the diagonal D.
Our first main result is the so-called spectral inclusion property of the quadratic numerical range, i.e. the set of inclusions
for the point and approximate point spectrum of A| H 1 ×H 1 and A, respectively. As usual, one has to require the existence of at least one point of the resolvent set ρ(A) in each component of C \ W 2 (A| H 1 ×H 1 ) to obtain the full chain of spectral enclosures
Although neither the numerical range nor the quadratic numerical range may be determined precisely, analytic estimates for either of them provide bounds for the spectrum via the enclosures (4). We derive an estimate for W (A) and a series of estimates for W 2 (A| H 1 ×H 1 ) in terms of various constants relating the "real part" of the operator D to A 0 and, if D is sectorial with angle < π, in terms of its sectoriality angle. In all cases, the quadratic numerical range yields tighter bounds than the numerical range since it allows for finer estimates. Moreover, we compare all the obtained estimates for W 2 (A| H 1 ×H 1 ) and combine them to further improve the enclosure for the spectrum.
As an application and illustration of our results, we consider an operator of the form (3) arising in the investigation of small transverse oscillations of a pipe carrying steady-state flow of an ideal incompressible fluid. The corresponding second order equation (1) is of the form
where u(r, t) denotes the transverse oscillation at time t and position r, and E, C, K are positive physical constants. Here both operator coefficients
with appropriate domains are fourth order differential operators and hence have the same strength. We use this example to show that all constants involved in our abstract results may be determined analytically and we establish a new enclosure for the spectrum of this problem. In particular, we derive a threshold for the damping constant C at which a spectral free strip opens up (see Figures 9, 10 below) .
Throughout this paper we use the following notation. For a closable densely defined linear operator S in some Banach space X we denote by ρ(S) the resolvent set, by σ p (S) the point spectrum, and by σ ap (S) the approximate point spectrum, i.e. the set of all λ ∈ C for which there (ii) The second equality in (14) is immediate from (i). The inclusion (13) implies that inf (Re W (A)) ≤ −γ, cf. Remark 3.1; the opposite inequality follows since for λ ∈ W (A), by Remark 3.3, there exists g ∈ H 1 2 with g ≤ 1 such that either λ = 0 ≥ −γ if g = 0 or else, if 
Dg n , g n = 0, which shows that the imaginary part of W (A) is unbounded.
The last claim follows from Remark 3.3 if we use that A 0 bounded implies D bounded and that in (12) we can estimate |2 A
The following example shows that the numerical range W (A) may indeed fill the entire closed left half-plane.
satisfies (A2) and (A3). As usual, we denote by e j := (δ ij ) i∈N , j ∈ N, the sequence of unit vectors in
and, by (12) since De 2n+1 = 0,
Altogether, the convexity of W (A), see e.g. [22, Theorem V.3.1], implies that W (A) is the entire closed left half-plane,
Due to the spectral inclusion property (8), estimates for the numerical range yield estimates for the approximate point spectrum. For the spectrum of A, we obtain the following. 
and the same inclusion holds if γ < ∞ and δ > 0.
Proof. By Proposition 2.2, we know 0 / ∈ σ(A). Thus, by Proposition 3.4 and Lemma 3.2, in all claims it suffices to prove that σ(A) ⊂ W (A). As W (A) is convex, the set C \ W (A) consists of one or two components. By [22, Theorem V.3.2] , if a component Ω of C \ W (A) contains a point λ 0 ∈ ρ(A), then Ω ⊂ ρ(A). Since 0 ∈ ρ(A) by Proposition 2.2 and ρ(A) is open, we always have {z ∈ C | Rez > 0} ∩ ρ(A) = ∅ and thus (i) follows. The assumption in (ii) ensures that also {z ∈ C | Rez < −γ} ∩ ρ(A) = ∅. By Lemma 3.2 the assumptions in (iii) guarantee that A is bounded which implies that σ(A) ⊂ W (A) and hence the claim follows. If the operator D has some sectoriality property, then the numerical range of A is contained in some parabolic region, as the following result shows. We point out that the numerical range cannot lie in a sector with corner 0: recall from Proposition 3.4 (i) that 0 ∈ W (A). Thus 0 being a corner of W (A) would imply 0 ∈ σ(A), cf. [26] , a contradiction to Proposition 2.2. (17) and (18), we find
which proves the inclusion for W (A) in (16) . This and the convexity of the set W (A) ensures that the complement C \ W (A) has only one component, in both cases γ = ∞ and γ < ∞. Now the inclusion σ(A) ⊂ W (A) in (16) follows from [22, Theorem V.3.2] in the same way as the inclusion in Corollary 3.6 since we know 0 ∈ ρ(A).
The quadratic numerical range (QNR) of A
In this section we establish new spectral enclosures for the operator A in (6) 
The set of all eigenvalues of all these 2×2 matrices A f,g ,
is called the quadratic numerical range of the operator matrix
The quadratic numerical range is either connected or consists of two components; thus it is in general not convex, and even its components need not be so (see e.g. [25] , [32, p. 4/5] ).
An important property of the quadratic numerical range is that it is always contained in the numerical range. Together with Proposition 3.4, we obtain:
Proof. The first inclusion was proved in [32, Theorem 2.5.3], the second one is obvious, and the third one was shown in Proposition 3.4 (ii).
In general, the quadratic numerical range may be considerably smaller than the numerical range. The next proposition shows that the extreme points of their real parts are the same.
and hence inf Re
Proof. Since dim H 1
2
, dim H > 1, the numerical ranges of the diagonal elements of A| 
Theorem 5.1. We have
and hence
Proof. It suffices to prove the inclusions (24); the inclusions (25) follow from (24) by means of (23) .
The inclusion of the point spectrum in (24) was proved in [32, Theorem 2.5.9]. To prove the inclusion of the approximate point spectrum, let λ ∈ σ ap (A| H
Then we have
Without loss of generality, we may assume that
exists. Then b := lim n→∞ g n 2 = 1 − a, by (26) . If a = 0, then (27) and (10) imply that b = 0, a contradiction to b = 1 − a. Hence we have a > 0. Now we consider the sequence of polynomials
By (27) we obtain lim
It follows that lim n→∞ A 0 f n , g n = λa. Note that (g n ) n∈N is bounded in H by (26) . Thus, using (28) and the definitions of a, b, we deduce that
Then, by (29) , (30) and (31), it follows that ∆(f n , g n ; z) → det −za λa −λa λa + λb − zb =: ∆(z), n → ∞, uniformly for z in compact subsets of C. It is easy to see that ∆(λ) = 0 and ∆ ≡ 0 since λa = 0. Hence, by Hurwitz' theorem (see e.g. [10, Theorem VII.2.5]), for every ε > 0 there exists N ∈ N with the property that, for n ≥ N , the quadratic polynomial ∆(f n , g n ; z) has a zero z n,1 ∈ C with |z n,1 − λ| < ε. Since z n,1 ∈ W 2 (A| H 1 ×H 1 ), it follows that λ ∈ W 2 (A| H 1 ×H 1 ).
Proposition 5.2. If, in addition to the assumptions (A2), (A3), the operator D maps the space
Proof. By Theorem 5.1, we only have to prove the first identity.
we see that also g ∈ H 1 , and σ p (A) = σ p (A| H 1 ×H 1 ) follows. The following inclusion of the spectrum is immediate from Theorem 5.1.
Proof. The claim follows from Theorem 5.1 and the fact that the boundary of the spectrum 6 Uniformly accretive and sectorial damping:
estimates for QNR and spectrum
In this section and the next we show how special properties of the damping operator D such as uniform accretivity and sectoriality are reflected in the quadratic numerical range W 2 (A| H 1 ×H 1 ). As a result we obtain new bounds on the spectrum of A which improve the bounds by the numerical range, see Proposition 3.8, considerably.
In particular, we show that the spectrum may have a gap around Reλ = − β 2 if δ > 0; in this case, D is uniformly accretive with inf (Re W (D)) = β ≥ a 2 0 δ > 0, see (9) and (11) . Note that the spectral free strip has to lie between −β and 0 since W (−D) ⊂ W 2 (A| H 1 ×H 1 ) by (21) . We also show that, unlike the numerical range, W 2 (A| H 1 ×H 1 ) may lie in a sector with corner 0 even though 0 / ∈ σ(A) since the zero operator on the diagonal of A has 0 in its spectrum, cf. [26, Theorem 3.1].
Theorem 6.1. Suppose that δ > 0 and hence β > 0, so that D is uniformly accretive. Then,
where I 0 is a (possibly empty) interval centred at β 2 , given by
and
in particular, if βδ > 4, then A has a spectral free strip around Reλ = −
If γ < ∞ and there is a λ 0 ∈ ρ(A) with Reλ 0 < −γ, then σ(A) ∩ {λ ∈ C | Reλ < −γ} = ∅.
Proof. If we show that W 2 (A| H 1 ×H 1 ) \ {0} satisfies the asserted inclusion, then so does σ(A) due to Theorem 5.4, the fact that 0 ∈ ρ(A) by Proposition 2.2 and that h 0 is bounded on the subinterval in [0,
where it is defined with h 0 (0) = 0.
Together with
Using this estimate and Re Dg, g ≥ β > |Reλ| > 0, we obtain
which proves the claimed spectral inclusion. Note that, if βδ > 4, then estimating the left hand side above further by |Reλ| 2 ≤ |Reλ| 2 + |Imλ| 2 yields that |Reλ| must satisfy the inequality |Reλ|(β − |Reλ|) ≤ 
where
if γ < ∞ and there is a λ 0 ∈ ρ(A) with Reλ 0 < −γ, then
is defined by h iii (t) being the largest non-negative solution y of
which satisfies the estimates
Remark 6.3. (a) If k > 0, then the function µ → k µ is strictly decreasing on (0, ∞) from a pole at µ = 0 to lim µ→∞ k µ = k; for k = 0, it is strictly decreasing on (0, 2) and equal to 0 for µ ≥ 2,
Note that, in general, k µ = k if and only if k = 0 and µ ≥ 2.
(b) The spectral enclosure (40) by the quadratic numerical range in Theorem 6.2 (iii) is better than the one by the numerical range in Proposition 3.8; indeed, the term 2t δ in the last upper bound for h iii in (42) is better than the corresponding term there by a factor of √ 2.
Proof of Theorem 6.2. If we show that W 2 (A| H 1 ×H 1 ) \ {0} satisfies the asserted inclusions, then so does σ(A) due to Theorem 5.4, the fact that 0 ∈ ρ(A) by Proposition 2.2, and h k (0) = 0 for k ∈ {i, ii, iii}. Let λ ∈ W 2 (A| H 1 ×H 1 ) \ {0}. Proposition 4.3 implies that −γ ≤ Reλ ≤ 0, so we only have to show the estimates for Imλ. Further, we can assume that Imλ = 0 since all enclosing sets contain {t ∈ R | −γ ≤ t < 0}. By Definition 4.1, there exists (f, g) ⊤ ∈ H 1 × H 1 with f H 1/2 = g = 1 such that (34) holds. Dividing by λ and taking real and imaginary parts, we obtain
Since in all cases β > 0 and hence Re Dg, g = 0, (44) implies Reλ = 0 and hence we conclude
Re Dg, g |Reλ|
(i) Assume that |Reλ| < β 2 . By (44) and the definition of β in (9), we have
Then, from (44), (45), (35) and the above estimate it follows that
(ii) By (44) and (45) we obtain Re Dg, g Reλ
Multiplying this identity by |λ| 2 (Re Dg, g ) 2 , we infer that
Using f H 1/2 = g = 1 and the definition of µ in (9), we estimate | f, g H 1/2 | ≤ g H 1/2 ≤ 1 µ Re Dg, g . Thus from the sectoriality of D, i.e. from (35), it follows that
The latter is a quadratic inequality for
, we see that this inequality is satisfied if and only if
µ , due to the definition of k 2 µ . The inequalities for k µ are not difficult to check: for the lower bound we note that k 2 µ is strictly decreasing in µ and lim µ→∞ k 2 µ = k 2 ; for the upper bound we use the inequality
(iii) Multiplying (47) by |Reλ| Imλ |λ| 2 Re Dg, g , we conclude that
Re Dg, g |Reλ| Imλ.
From the sectoriality of D, i.e. from (35), the inequality
, and the definition of δ in (9), it follows that
which is satisfied if and only if |Imλ| ≤ h iii (|Reλ|) by definition of h iii . The three upper bounds for h iii in (42) are not difficult to check: for the first bound in the first inequality we use the estimate 2ty ≤ t 2 + y 2 on the right hand side of (41), while for the second bound in the first inequality we use y 2 ≤ (y 2 + t 2 ) on the left hand side of (41); the very last bound is obvious. Note that due to (11), µ > 0 implies β > 0, and δ > 0 implies µ > 0 and thus β > 0. Therefore if, in Theorem 6.2, (ii) applies then so does (i) and if (iii) applies, then so do (i) and (ii).
In the following Proposition 6.5 we work out the precise form of the corresponding intersections of the bounding sets in Theorem 6.1 and Theorem 6.2 (i), (ii), and (iii). Figures 1-4 below illustrate how the spectral enclosures by means of the quadratic numerical range (red for colour online/pdf version, dark grey for black and white print) compare to those obtained by means of the numerical range (in light grey) and how the enclosures improve successively for the cases β > 0, µ > 0, δ > 0, and βδ > 4. 
Then the spectrum of A satisfies the following inclusions:
(a) if µ > 0 (and hence β > 0), then where I 0 , h 0 are as defined in Theorem 6.1, k µ , h iii are as defined in Theorem 6.2, and I 0,µ is a (possibly empty) interval centred at Figure 4 .
Depending on µ, for β, δ fixed, the interval I 0,µ is decreasing for increasing µ since k µ decreases, see Remark 6.3 (a). More precisely, since µ 2 ≥ βδ by (11), starting from I 0, √ βδ = λ i,ii , λ ii,iii for µ 2 = βδ, the interval I 0,µ shrinks down to a (possibly empty) limiting interval I 0,∞ obtained from I 0,µ by replacing k µ by its limit lim µ→∞ k µ = k. For k > 0, we have Proof of Proposition 6.5. A straightforward computation shows that, for t ∈ (0,
To compare the functions h ii and h iii we consider the equation (41) defining h iii (t) with y replaced by h ii (t) = k µ t, which leads to the equation
By definition (39), k µ satisfies
Therefore, if k µ > k, we obtain a unique solution of (48),
for which h ii (t) ≤ h iii (t) if and only if t ≤ λ ii,iii . If k µ = k, then k µ = k = 0 due to Remark 6.3 (a) and thus, in this case, h ii (t) = 0 for all t ∈ [0, ∞) and λ ii,iii = ∞.
Since βδ ≤ µ 2 by (11), it is easy to see that
Finally, if δ > 0, we compare the enclosures of Theorem 6.2 with Theorem 6.1. It is not difficult to see that, for t ∈ [0, β),
≤ 1, it is obvious that I 0 ⊂ I 0,µ and I 0,µ = I 0 if and only if k µ = 0. By (49) one obtains
; since µ 2 ≥ βδ, it follows that I 0,µ = λ i,ii , λ ii,iii if and only if µ 2 = βδ. Now the inclusion I 0,µ ⊂ λ i,ii , λ ii,iii for µ 2 > βδ follows if we recall that I 0,µ is decreasing for increasing µ, see Remark 6.6.
7 Self-adjoint damping: estimates for QNR and spectrum
In this section we assume that the damping operator is not only sectorial but even self-adjoint, i.e. A 
Hence the spectrum σ(A) of A is symmetric with respect to the real line, see [24, Satz I.2] . This property is reflected by both the numerical range and the quadratic numerical range. 
| 2 has real coefficients and so its zeros are symmetric with respect to the real line.
For the next claim it remains to be noted that H 1 × H 1 is a core (cf. Proposition 2.2) and thus W (A) = W (A| H 1 ×H 1 ) by [22, Problem V.3.7] .
Finally, let λ ∈ σ(A). Then either λ ∈ σ ap (A) and hence λ ∈ W 2 (A| H 1 ×H 1 ) by Theorem 5.1, or λ ∈ σ r (A). In the latter case we obtain λ ∈ σ p (A) ⊂ W 2 (A| H 1 ×H 1 ) by [5, Theorem VI.6.1] since A is J -selfadjoint. Hence λ ∈ W 2 (A| H 1 ×H 1 ) by the symmetry shown before. 
−2 
see e.g. [30] . Here u(r, t) denotes the transverse displacement at time t and position r, and E, C, K are positive physical constants. The last term on the left hand side of (54) is called the gyroscopic term. If the pipe is pinned at both endpoints, the boundary conditions Proof. All claims follow from Proposition 6.5 and Remark 6.6 if we note that here βδ = µ 2 whence λ ii,iii has the claimed form and I 0,µ = λ i,ii , λ ii,iii . The form of the spectral free strip |Reλ| / ∈ I 0 is obtained by inserting the constants from Proposition 8.1 into (33). the corresponding spectral inclusion in Theorem 8.2 is displayed in Figure 9 . Note that here Theorem 8.2 does not yield a spectral gap since C = 1 < 10/π 2 = 2 √ E/π 2 . If we increase C to the critical value 2 √ E/π 2 , i.e. if we choose E = 25, C = 10 π 2 , K = 14, then λ i,ii ≈ 19.852, λ ii,iii ≈ 78.844; Figure 10 shows the corresponding spectral inclusion in Theorem 8.2 right before the opening of the spectral free strip.
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