In this paper, we study the existence and uniqueness of solutions to stochastic differential equations driven by G-Brownian motion with an integral-Lipschitz condition for the coefficients.
Introduction
The objective of this paper is to study the existence and uniqueness of solutions to stochastic differential equations driven by G-Brownian motion with integral-Lipschitz coefficients in the framework of sublinear expectation spaces.
Motivated by uncertainty problems, risk measures and the superhedging in finance, Peng [7, 8, 9] introduced G-Brownian motion. The expectation E[·] associated with G-Brownian motion is a sublinear expectation which is called G-expectation. The stochastic calculus with respect to the GBrownian motion has been established [9] .
In this paper, we study the solvability of the following stochastic differential equation driven by G-Brownian motion: (1) where t ∈ [0, T ], the initial condition x ∈ R n is given and ( B, B t ) t≥0 is the quadratic variation process of G-Brownian motion (B t ) t≥0 .
It is well known that under a Lipschitz condition on the coefficients b, h and σ, the existence and uniqueness of the solution to (1) has been obtained, see Peng [9] and Gao [3] .
In this paper, we establish the existence and uniqueness of the solution to equation (1) under the following so-called integral-Lipschitz condition: A typical example of (2) is :
|b(t, x 1 ) − b(t, x 2 )| + |h(t, x 1 ) − h(t, x 2 )| +|σ(t, x 1 ) − σ(t, x 2 )| ≤ |x 1 − x 2 |(ln
Under this condition, the existence and uniqueness results for classical finite dimensional stochastic differential equations can be found in WatanabeYamada [11] and Yamada [14] , while the infinite dimensional case can be found in Hu-Lerner [4] . In our paper, in the G-expectation framework, under the condition (2) we will prove the existence and uniqueness of the solution to (1) still hold.
We also establish the existence and uniqueness of the solution to equation (1) under a "weaker" condition on b and h, i.e., |b(t, x 1 ) − b(t, x 2 )| ≤ ρ(|x 1 − x 2 |); |h(t, x 1 ) − h(t, x 2 )| ≤ ρ(|x 1 − x 2 |).
A typical example of (3) is:
|h(t, x 1 ) − h(t, x 2 )| ≤ |x 1 − x 2 | ln 1
In the classical case, the uniqueness result can be found in WatanabeYamada [11] and the existence can be found in Hu-Lerner [4] . In our paper, we obtain both the uniqueness and existence results in the G-expectation framework.
Yamada-Watanabe [11] and Hu-Lerner [4] have also obtained the pathwise uniqueness result for the classical one-dimensional stochastic differential equations. The reader interested in the G-Brownian motion case is referred to Lin [6] .
This paper is organized as follows: Section 2 gives the necessary preliminaries which include a short recall of some elements of the G-stochastic calculus and some technique lemmas which will be used in what follows. Section 3 proves the existence and uniqueness theorem for G-stochastic differential equations, while Section 4 studies the G-BSDE case.
Preliminaries

G-Brownian motion and G-Capacity
The aim of this section is to recall some basic definitions and properties of G-expectations, G-Brownian motions and G-stochastic integrals, which will be needed in the sequel. The reader interested in a more detailed description of these notions is referred to [9] . Now we begin to introduce the definition of G-Brownian motion and Gexpectation.
is the viscosity solution of the following PDE defined on [0, ∞) × R d :
where
and
In particular, E[ϕ(X)] = u(1, 0), and by Peng [9] it is easy to check that, for a G-normal distributed random vector X, there exists a bounded, convex and closed subset Γ of R d , which is the space of all d × d matrices, such that for each A ∈ S d , G(A) = G X (A) can be represented as
Consequencely, we can denote the G-normal distribution by N (0, Σ), where Σ := {γγ T , γ ∈ Γ}.
Let Ω denote the space of all R d -valued continuous paths (ω t ) t≥0 with ω 0 = 0, equipped with the distance
and we denote the canonical process by
it is clear that L 0 ip (F) is a vector lattices.
By Peng [9] , the construction of G-expectation is explicit and natural. We denote by
We also denote the extension by E.
From the above definition we know that each G-expectation is determined by the parameter G, which is determined by Γ, where Γ is some bounded convex closed subset of R d×d . Let P be the Wiener measure on Ω. The filtration generated by the canonical process (B t ) t≥0 is denoted by
Let A Γ 0,∞ be the collection of all Γ−valued {F t , t ≥ 0} adapted processes on the interval [0, ∞), i.e., θ ∈ A Γ 0,∞ if and only if θ t is F t measurable and θ t ∈ Γ, for each t ≥ 0. For each fixed θ ∈ A Γ 0,∞ , let P θ be the law of the process ( t 0 θ s dB s ) t≥0 under the Wiener measure P.
We denote by P = {P θ : θ ∈ A Γ 0,∞ } and definē
From Theorem 1 of [2] , we know P is tight andC is a Choquet capacity. For each X ∈ B(Ω), E θ (X) exists for each θ ∈ A Γ 0,∞ . Set
then we can introduce the notion of "quasi sure"(q.s.). 
From Denis, Hu and Peng [2] and Gao [3] , we also have the following monotone convergence theorem:
(4) In [9] , a generalized Itô integral and a generalized Itô formula with respect to G-Brownian motion are established:
, where (a, B t ) denotes the scalar product of a and B t .
Definition 2.9 For each
we define
and the mapping can be continuously extended to I :
We denote by ( B a t ) t≥0 the quadratic variation process of process (B a t ) t≥0 , we know from [9] that ( B a t ) t≥0 is an increasing process with B a 0 = 0, and for each fixed s ≥ 0,
The mutual variation process of B a and Bā is defined by
Definition 2.10 Define the mapping M 1,0
as follows:
Then Q can be uniquely extended to
Remark: For any a ∈ R d , B a t is a one dimensional G a -Brownian motion where
By Corollary 5.3.19 of [9] we have
At the end of the subsection, we give Itô's formula for the G-stochastic calculus.
Theorem 2.11 (Proposition 6.3 of [9] ) Let α ν , η νij and
d be bounded processes and consider
where the repeated indices ν, µ, i and j imply the summation.
Technical lemmas
In order to present our main results, we introduce here some technical lemmas which will be needed in the sequel. In the framework of G-expectation, by a classical argument, we also have the following Jensen's inequality and Fatou's lemma:
Lemma 2.12 Let ρ : R → R be a continuous increasing, concave function defined on R, then for each X ∈ L 1 G (F), the following inequality holds:
Lemma 2.13 Suppose {X n , n ≥ 0} is a sequence of random variables in
Proof: By the representation theorem of G-expectation in [8] , we have
Taking supremum on the left side, we can easily get the result. And the other part of the lemma can be proved in a similar way.
Then we introduce two important BDG type inequalities for G-stochastic integrals.
Lemma 2.14 (Theorem 2.1 of [3]) Let p ≥ 2 and η
= {η s , s ∈ [0, T ]} ∈ M p G ([0, T ]). For a ∈ R d , set X t = t 0 η s dB a s .
Then there exists a continuous modificationX of X, i.e., on someΩ
where 0 < C p < ∞ is a positive constant independent of a, η and Γ.
Lemma 2.15 (Theorem 2.2 of [3]) Let
Remark: By the above two Theorems, we can assume that the stochastic integrals The last two lemmas can be regarded as the starting point of this paper, and the proof of the lemma 2.17 can be found in [1] .
Lemma 2.16
Suppose that g is a given function satisfying g(·, x) ∈ M 2 G ([0, T ]; R n ) for all x ∈ R n and for all x, x 1 and
Remark: We shall prove this lemma in the appendix. Based on this lemma, the G-stochastic differential equation (1) is well-defined under the integral-Lipschitz condition. and let u be a measurable, non-negative function defined on (0, +∞) satisfying
where a ∈ [0, +∞), and β : [0, T ] → R + is Lebesgue integrable. We have:
(ds/ρ(s)), t ∈ [0, +∞), where t 0 ∈ (0, +∞), then
3 Solvability of G-stochastic differential equations
In this section, we give the main result of this paper, that is the existence and uniqueness of a solution to G-stochastic differential equation with integral-Lipschitz coefficients.
Consider the following stochastic differential equation (1) driven by a ddimensional G-Brownian motion, and we rewrite it in an equivalent form:
where t ∈ [0, T ], the initial condition x ∈ R n is a given vector, and b, h ij , σ j are given functions satisfying b(·, x), h ij (·, x), σ j (·, x) ∈ M 2 G ([0, T ]; R n ) for all x ∈ R n and i, j = 1, . . . , d. We assume further that the following conditions are satisfied, for all x, x 1 , x 2 ∈ R n :
where 
Theorem 3.1 We suppose (H1) and (H2), then there exists a unique continuous process
Proof: We begin with the proof of uniqueness. Suppose X(·; x) is a solution of (7), we have
From Lemma 2.14, Lemma 2.15 and (H1) we notice that, for some constants K 1 , K 2 and K 3 > 0:
Now let us put:
then we have, due to the sub-additivity property ofĒ [·] , that for some positive constants C 1 and C 2 ,
As ρ is concave and increasing, we deduce from Jensen's inequality (Lemma 2.12):
From (6), we obtain:
In particular, if x 1 = x 2 , we obtain the uniqueness of the solution to (7). Now we give the proof of the existence to (7). We define the Picard sequence of processes {X m (·), m ≥ 0} as follows:
Because of the basic assumptions and (H1), the sequence
From (8), we deduce by Lemma 2.14 and Lemma 2.15 that, for some positive constants C 1 and C 2 ,
Hence,
then p is the solution of
By recurrence, it is easy to prove that for any m ≥ 0,
From the definition of the sequence {X m (·), m ≥ 0}, we have
By the same method as in the proof of uniqueness, we deduce that, for some positive constant C,
Finally, we define:
Since ρ is continuous and v k (t) ≤ 4p(t), we have
Hence, by Lemma 2.17,
we notice that, for some positive constants K 1 , K 2 and K 3 ,
since ρ is continuous and ρ(0+) = 0, we have X(·) ∈ M 2 G ([0, T ]; R n ) satisfies (7) . The proof of the existence of the solution to (7) is now complete.
Furthermore, we consider the existence and uniqueness of a solution to the stochastic differential equation (7) under some weaker condition than (H2).
Theorem 3.2 We suppose the following condition: for any
Lebesgue integrable, and ρ 1 , ρ 2 : (0, +∞) → (0, +∞) are continuous, concave and increasing, and both of them satisfy (5) . Furthermore, we assume that
is also continuous, concave and increasing, and
Then there exists a unique solution
X in M p G ([0, T ]; R n ) to
the equation (7).
Example: If ρ 1 (r) = r ln 1 r , ρ 2 (r) = r ln 1 r , then the conditions for Theorem 3.2 are satisfied but not for Theorem 3.1.
Remark: Fang and Zhang prove in [12] a similar uniqueness result for stochastic differential equations, where ρ need not to be concave by a stopping time technique. They derive existence by the well-known YamadaWatanabe theorem which says that the existence of weak solution and pathwise uniqueness imply the existence of strong solution. For the stochastic differential equation driven by G-Brownian motion, neither the stopping time technique nor the corresponding Yamda-Watanabe result are available.
Proof: We start with the proof of existence. Firstly we define a sequence of processes {X m (·), m ≥ 0} as follows:
Because of the assumptions of this theorem and thanks to Theorem 3.1,
In order to apply Itô's fomula, we first define the trunction functions b N , h N ij and σ N j . For i, j = 1, . . . , d and N ≥ 0, we set
It is easy to verify that b N , h N ij and σ N still satisfy (H1) and (H2). Define
By the definition of the Itô integral, for a fixed m ≥ 0, the sequenceThen, for a fixed m > 0, we have
, from Theorem 59 of [2] , as N → +∞, the right side converges to 0. Thus, X m,N converges to
Note that as |x| is not C 2 , we approximate |x| by F ε ∈ C 2 , where
for a given ε > 0. We notice that Applying G-Itô formula to F ε (X k+1+m,N (t) − X k+1,N (t)), and we take the G-expectation on both sides. From Lemma 2.15, for some positive constant K, we get
ds.
For a fixed ε > 0, define
Hence, the left side of (9) uniformly converges toĒ[F ε (X k+1+m (t)−X k+1 (t))] as N → +∞.
On the other hand, ρ 2 : (0, +∞) → (0, +∞) are continuous, concave and increasing, then for arbitrary fixed δ > 0, there exist some positive constants K δ , such that ρ 2 (x) ≤ K δ x, for x > δ. Choosing M > 0 sufficiently large, for some positive constant C ε and α > 0, lim sup
Since M can be arbitrary large, and sup
Taking N → +∞ and ε → 0 on both side of (9), we deduce from monotone convergence theorem in [2] and [3] that,
For some positive constant C,
By Lemma 2.17,
, m ≥ 1} such that fixed δ > 0, there exist some positive constants K δ , such that ρ 1 (x) ≤ K δ x, for x > δ. Hence, for some positive constant K, we have lim sup
Since ε can arbitrary small, then we have
Similarly we get
Then the proof of the existence of the solution to (7) is complete.
Now we turn to the proof of uniqueness. Suppose X 1 , X 2 ∈ M 2 G ([0, T ]; R n ) are two solutions satisfying (7) . We define the truncation sequence as fol- Similarly to the proof of existence, we have X N 1 , X N 2 converge to X 1 , X 2 in M 1 G ([0, T ], R n ) respectively. For a fixed ε > 0, applying G-Itô's formula to F ε (X N 1 (t) − X N 2 (t)), 
ds.
Letting N → +∞ and ε → 0, we havē 
Appendix
In this appendix, we give the proof of Lemma 2.16. For simplicity, we assume that g is bounded, and the unbounded case can be proved as in the existence part of Theorem 3.2 with a series of truncation function g N , for N ≥ 0.
Let J ∈ C ∞ 0 (R n ) be a nonegative function satisfying supp(J) ⊂ B(0, 1) and R n J(x)dx = 1, and for λ > 0, put
and g λ (t, x) = R n J λ (x − y)g(t, y)dy, x ∈ R n , t ∈ [0, T ].
By a classic analytic argument, g λ is uniformly Lipschitz. Then, for any X ∈ M 2 G ([0, T ]; R n ), we have g λ (·, X · ) ∈ M 2 G ([0, T ]; R n ). We only need to verify that g(·, X · ) is the limit of g λ (·, X · ) in M 2 G ([0, T ]; R n ). 
