Abstract. A parallel algorithm is presented for triangular system solving on a distributed-memory MIMD computer with a square mesh topology. The algorithm is based on the square grid (scattered) distribution of matrix elements across the processors. The theoretical time complexity is 12/p q-O(n), for p processors and an n x n matrix. Experimental timings of an implementation in occam 2 on a square mesh of p 36 transputers confirm the theoretical time model. The scaled speedup achieved for n 1200 is 24 on a 36 transputer mesh. This corresponds to a computing rate of 11.7 Mflop/s.
makes use of spanning trees to broadcast newly computed components of x. A formal derivation of our algorithm for a completely connected network (the "QWERTY" algorithm) has been published elsewhere [12] .
In many situations, the data distribution for the triangular solve cannot be chosen freely, because the data are already distributed as a result of previous calculations, and the cost of redistribution would be higher than the cost of the triangular solve itself. Our motivation in developing the algorithm described in this paper was the desire to solve triangular systems with L and U factors in square grid distribution, since this is the optimal distribution for the LU decomposition It turns out that our grid-oriented algorithm for triangular system solving has good load balancing properties and a low communication overhead. A theoretical analysis shows that the computation complexity of the algorithm is n2/Q: + 5 n floating point operations, and that the communication complexity is 4n neighbour-to-neighbour communications.
2. Outline of the algorithm. The purpose of this section is to establish the notation, state the assumptions, and present an outline of the parallel triangular system solving algorithm. The algorithm consists of the parallel composition of p Q2 processes (s, t), 0=<s, t< Q, each executing on one processor, denoted by (s, t). To simplify the exposition of the algorithm, it is assumed that n mod Q 0. Each processor has a local memory. The processors use a square mesh communication network without wraparound links to pass messages between them. Two processors, (s, t) and (s', t'), 0_-< s, s', t, t'< Q, are therefore able to communicate if and only if s-s'l+lt-t'[ 1. The communication mechanism may be either synchronous or asynchronous. The only assumption made is that message order is preserved between pairs of communicating processors. To simplify the following program text, it is assumed that communications are safeguarded against the crossing of mesh boundaries. For example, a processor (s, t) with s 0 executes the statement "send y to process (s 1, t)" as "skip." Similarly, it executes the statement "receive y from process (s-1, t)" as "y := 0."
The vector denotes the unique solution of (1.1). It satisfies
because L is unit lower triangular. The matrix L is distributed across the processes according to the square grid distribution, which assigns element Lij, 0<= i, j < n to process (s, t)= (imod Q, j mod Q). Define an n x Q matrix , whose elements are the partial sums Fig. 1 . The constants and are used only in assertions; they do not occur in the program text itself. The matrix L and the vector b are constants which are known at the start of the program, so that they can be used both in the program text and in assertions.
The following program consists of the parallel composition of Q2 processes (s, t), each of which executes an initialisation, followed by a loop of n Q steps, numbered k 0, Q, 2Q, , n Q. Each step consists of four phases, lettered (a)-(d). In step k of the program the values k, k+l,""", k+O-1 are computed. To achieve this, every process (s, t) keeps two process invariants [6] In phase (a), the processes in the right upper corner of the mesh (s =< t) cooperate in computing Wright -,t-<--q<O 'k+s,q for any of these processes. Phase (a) consists of Q independent fan-ins from right to left. In phase (b), the processes in the left lower corner (s > t) cooperate in computing weft Yo<=q<=t k+,q for any of these processes and Wleft YO<=q<t k+,q for the diagonal processes (s t). Each The use of data elements in these phases is illustrated in Fig. 1. 3. Phases of the algorithm. This section presents and verifies the four phases of one step of the algorithm. Each step has been divided into phases in such a way that no communication between processes in different phases is necessary. Therefore, each phase can be verified as a separate parallel program, which consists of the parallel composition of Q2 processes. For each phase a precondition and a postcondition [6] is stated. The precondition of a phase equals the postcondition of the previous phase.
To verify a phase it is necessary to check whether its postcondition follows from its precondition and from the execution of its program.
A phase is verified by usi'-g assertions in the process text. Similarly to the Gries-Owicki theory 13], [ 14] Phase (a) consists of Q simultaneous fan-ins (see Fig. 2(a) ). The longest fan-in is from process (0, Q-1) to process (0, 0), and involves Q-1 communications and Q-1 additions. The time ta of this phase is Tseq __/,/2_ n, An efficiency of 50 percent or more is achieved if Tpar2Tseq/P, i.e., if p<-pl/2 n/(4a+5).
The algorithm can be generalised to solve triangular systems with multiple righthand sides. Exploitation of pipelining increases the efficiency in this case. The algorithm for nb right-hand .sides has n/Q steps k, each of which consists of nb times phase (a), followed by nb times phase (b), and so on. The complexity of nb consecutive executions of phase (a) is (rib-1)a higher than the complexity of one execution, assuming that flops are overlapped with subsequent communications. The same holds for phases (b) and (c). Table 1 shows the time Tp(n) of triangular system solving for an n x n matrix on a square mesh of p transputers. Table 1 shows that the time Tp(n) is a monotonously decreasing function ofp, for a fixed matrix order n. Asymptotically the function reaches a lower bound (-1.8 ms for n 50). The simple theoretical model (4.5) explains this behaviour: the term n2/p decreases with p, and the term (4a + 5)n stays constant. This implies that all p <-_ n 2 processors available can be used to speed up the computations. There is no need to estimate a possible optimal number of processors. where tflop is the time needed to perform one flop, and/3 is, in the first approximation, a constant which does not depend upon p and n. The experimental timing data were used in a least-squares fit to determine tflop 1.89 Is and/3 38.0 Is. These empirical constants were inserted into (5.1), and the resulting times were compared with the experimental times. In most cases the difference between model and experiment was less than 5 percent. The notable exceptions are the cases where both p and n are small, so that O(n/x/-fi) terms are significant compared to O(n) terms and also compared to O(n2/p) terms, and hence cannot be neglected as in the derivation of (4.5). The maximum relative error (for n 50 and p-4) was 32 percent. A least-squares fit to a more refined model which included three terms, hElp, n, and n/v, gave an error of typically less than 1 percent, and maximally 9 percent. Figure 4 shows the efficiency of parallel triangular system solving. time becomes more important relative to the decreasing computing time. The figure shows that 36 transputers achieve an efficiency of 50 percent for n >-_ nl/2-650, which is close to the value nil2 p/tnop 724 obtained from (5.1).
An alternative performance measure for parallel algorithms on distributed-memory computers is the scaled speedup [7] , defined as the ratio between the parallel and the sequential computing rate, for a fixed problem size per processor. In our case the scaled speedup is Rp(n) (5.3) S,( n Rseq( n/v/-)
The scaled speedup achieved for n 1200 and p 36 is about 24.
6. Conclusions. We have presented an efficient algorithm for parallel triangular system solving on a square mesh of processors. The algorithm is simple to use, since no knowledge of the optimal number of processors is required: using all processors available will solve the problem in the shortest time. The time complexity of the algorithm is n2/p + O(n), so that full efficiency is achieved asymptotically (for n ). and hence a high communication-to-computation ratio a. For example, the Intel iPSC/2 has a ratio a 59 [2, Table 4 ]. Our algorithm is inefficient on such machines. In the case of multiple right-hand sides the situation is better, because messages belonging to different right-hand sides can be combined into larger messages, and these in turn can be pipelined.
The present study was performed on a square mesh, since this network has sufficient connectivity for parallel linear algebra algorithms such as LU decomposition and triangular system solving, and since it is trivially embedded in many other topologies such as a square torus, a hypercube of even dimension, and a fully connected network. On networks with a richer topology the algorithm can be.executed without modification, or with adjustments to exploit the additional connectivity. The gains that can be obtained from richer connectivity are limited: in the best case, for a fully connected network, the communication complexity is reduced by a factor of two, from 4an to 2an 12]. This is also the communication complexity for a hypercube of even dimension [9] .
An interesting extension of the present work is the generalisation of the triangular system solving algorithm for a square Q x Q mesh to an algorithm for a rectangular M x N mesh, using the corresponding rectangular grid distribution 1]. Under mild constraints (M_-> N and M mod N 0) on the mesh dimensions it is easy to derive a generalised algorithm which has n/M steps, each with phases similar to the phases of the original algorithm. The generalised algorithm has the same complexity n2/p+ O(n) as the original algorithm. The particular choice M =p and N 1 leads to a new so-called immediate-update row-wrapped (ji-r) algorithm [15] , which differs from the ji-r algorithm of [15] , for instance, because its communication complexity is independent of the number of processors.
In conclusion, a grid-based parallel algorithm has been presented for triangular system solving that can be used in combination with grid-based LU decomposition algorithms. Experiments on a square mesh of transputers have shown that the algorithm can be implemented efficiently on a distributed-memory MIMD computer with a low communication-to-computation ratio.
