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Abstract
We give a general method to construct a complete set of linearly independent Casimir operators of a
Lie algebra with rank N. For a Casimir operator of degree p, this will be provided by an explicit calculation
of its symmetric coefficients gA1A2..Ap . It is seen that these coefficients can be described by some rational
polinomials of rank N. These polinomials are also multilinear in Cartan sub-algebra indices taking values
from the set I◦ ≡ {1, 2, .., N}. The crucial point here is that for each degree one needs, in general,
more than one polinomial. This in fact is related with an observation that the whole set of symmetric
coefficients gA1A2..Ap is decomposed into some sub-sets which are in one-to-one correspondence with these
polinomials. We call these sub-sets clusters and introduce some indicators with which we specify different
clusters. These indicators determine all the clusters whatever the numerical values of coefficients gA1A2..Ap
are. For any degree p, the number of clusters is independent of rank N. This hence allows us to generalize
our results to any value of rank N.
To specify the general framework, explicit contructions of 4th and 5th order Casimir operators of AN
Lie algebras are studied and all the polinomials which specify the numerical value of their coefficients are
given explicitly.
e-mail: karadayi@sariyer.cc.itu.edu.tr
2I. INTRODUCTION
For a classical or exceptional Lie algebra G, the problem of finding explicit expressions for Casimir
operators and their eigenvalues is of principal importance both in physics and in mathematics. A Casimir
operator I(p) of degree p can be expressed by
I(p) ≡
∑
A1≤A2≤...≤Ap
gA1,A2..Ap sym(TA1TA2 ..TAp) (I.1)
where the sum is over indices taking values from the set
S ≡ {1, 2, ..dimG} . (I.2)
The coefficients gA1,A2..Ap can be assumed to be completely symmetric and hence sym(...) means complete
symmetrization with weight 1 for the generators TA of G. For a D-dimensional representation, corresponding
eigenvalues can then be expressed by
1
D
Trace(I(p)) . (I.3)
The expression (I.1) is in principle due to Poincare-Birkhoff-Witt (PBW) theorem while (I.3) is a
result of Schur lemma [1]. One must note here that (I.1) has an abstract meaning which is valid for any
representation ofG whereas (I.3) must be calculated for each representation separately. In physics litterature,
there are several works [2] dealing with appropriate descriptions of these two expressions. We also emphasize
the works of Okubo and Patera [3] concerning a study of fourth and fifth order Casimirs which we now
consider as preliminaries to our work. Extensions to superalgebras are made in some relatively recent works
[4] and there are recent efforts for generalizations to q-superalgebras [5]. For affine Kac-Moody algebras, an
extension of the generalized second order Casimir element to higher orders has also been accomplished [6].
On the other hand, the results of all these efforts find applications in string theories. A spectacular
example is the well-known anomaly cancellation mechanism [7] which is based on some very special non-linear
relationships among eigenvalues (I.3) of operators (I.1). These were for the days of first string revolution. In
the present days of second string revolution [8], it is seen that all Casimir invariants are involved in a highly
non-trivial way . For instance, the relevant operators of N=2 supersymmetric models [9] can be expressed
in terms of Casimir operators.
Beside applications, it is known [2] that a complete knowledge for a Lie algebra can be obtained
with a complete knowledge for all its independent Casimir operators and their eigenvalues. Hence, for all
irreducible representations, an actual calculation of (I.3) is a worthwhile task in principle as well as in
practical applications. To this end, one of the essential problems is to calculate the multiplicity of weights
participating in representations and this problem is also at the root of Weyl character formulas or recursive
multiplicity formulas which are due to Freudenthal and Kostant. Explicit calculation of traces could still be
complicated for irreducible matrix representations having higher dimensions. This will be considered in the
second part of our work which is based on the mechanism presented in a previous article [10].
Another problem appears in the determination of the relationships which are known to exist among
different Casimir operators of the same Lie algebra. This is indeed a natural problem when one considers
that Casimir elements are generally defined on the universal enveloping algebra with a PBW basis. As
is known [1], a PBW basis is formed by monomials constructed from multiple products of Lie algebra
generators. It is therefore natural to ask some relationships among different Casimir elements if one wants
only a finite number of them. One can think such relationships in two ways:
(i) Non-linear dependences among Casimir elements of different orders,
(ii) Linear dependences among Casimir elements of the same order.
Due to illuminating works of Borel and Chevalley [11] and possibly some others working on group cohomolo-
gies, the problem (i) has been solved with the calculation of Betti numbers of topological spaces formed
by group manifolds. These Betti numbers are known, in the same time, to be exponents which specify
the degrees of Racah invariants [12]. The Racah invariants also provide us a way to determine the Casimir
operators which are independent non-linearly. Gruber and O’Raifertaigh [13] show us a generalization of
3these invariants. It is however well-known that all these constructions are not unique, i.e. there could always
be some other choices and clearly this has to do with (ii). If one recalls, on the contrary of our choice in
(I.1), that Casimir elements are in general non-homogeneous superpositions of PBW monomials, it is seen
that this last problem has also some basic features. In two successive works, we will give a unified picture
for these problems. For AN Lie algebras, a general solution to (i) is as in the following
Let κ(p) be the number of linearly independent Casimir operators expressed in the homogeneous form
of (I.1). Then,
κ(p) = the number of partitions of p into all positive integers except 1 .
Some examples will be instructive here:
(i) κ(4) = 2 due to 4 = 2 + 2
(ii) κ(5) = 2 due to 5 = 3 + 2
(iii) κ(6) = 4 due to 6 = 4 + 2 = 3 + 3 = 2 + 2 + 2
(iv) κ(7) = 4 due to 7 = 5 + 2 = 4 + 3 = 3 + 2 + 2
Our solutions for the numerical values of coefficients gA1,A2..Ap have the generic form for p=4,5
P parameter(1) +Q parameter(2) . (I.4)
As will be shown in the following sections, the choice of two free parameters in (I.4) will be made as being
in line with the partitions 4 = 2+2 or 5 = 3+2. The coefficients P and Q are rational polinomials of
rank N and they are also multi-linear in Cartan sub-algebra indices i1, i2, ..ip taking values from the set
I◦ ≡ {1, 2, ..N}. It is crucial to note here that we always need several P and Q polinomials in order
to describe the whole set of coefficients gA1,A2..Ap . To this end, we introduce two novel concepts:
clusters and indicators. The clusters are defined to be subsets of coefficients gA1,A2..Ap with the same
numerical value and the whole set of these coefficients has a direct sum decomposition in terms of these
clusters. It is seen that a unique polinomial P or Q can be assigned only to a cluster and hence we need in
general more than one polinomial for the whole set of coefficients. The indicators, on the other hand, are
defined in such a way that they take different values on different clusters and hence they count the number of
different clusters. The procedure which is introduced by the clusters and indicators works in an independent
way from the rank N and this allows us to extend our results for all values of the rank N.
Within the scope of this work, we expose only the results for p=4,5. The generalizations beyond p=7
begin to be difficult because the number of indicators increases and at present we can not be able to find a
systematic procedure to determine all the indicators completely.
In section II, we will give some useful notation and introduce some generalized scalar products with
which we define indicators. Our results for degrees p=4,5 will be given respectively in sections (III) and
(IV). Some features will also be emphasized in the last section.
II. CLUSTERS AND INDICATORS
Let us begin with a detailed description of the generator basis TA for a Lie algebra G (≡ AN) which is
defined by
[TA, TB] = F
C
AB TC . (II.1)
FCAB’s here are structure constants and indices A,B,C take values from the set S, as in (I.2). We assume
it has a triangular decomposition S ≡ S+ ⊕ S− ⊕ S◦ in such a way that:
(i) S+ ≡ {1, 2, ..
1
2N(N + 1)}
(ii) S− ≡
1
2N(N + 1)⊕ S+
(iii) S◦ ≡ N(N + 1)⊕ I◦
For i ∈ I◦, the generators which correspond to simple roots αi can be chosen by
eαi ≡ Ti , fαi ≡ Ti+ 1
2
N(N+1) , hαi ≡ [eαi , fαi ] = Ti+N(N+1) . (II.2)
4and explicit matrix representations are always exist so that the set {eαi , fαi , hαi} forms aChevalley basis.
For the whole set of generators, one has a similar triangular decomposition G ≡ G+ ⊕G− ⊕G◦ where G◦ is
a Cartan sub-algebra and G+ ⊕G◦ one of its Borel sub-algebras. For this and other relevant techniques of
Lie algebras, we will refer the excellent book of Humphreys [14]. For any irreducible representation specified
by a dominant weight Λ, trace operations can be fixed by
Trace(TATB) = c2(Λ) gAB (II.3)
where gAB is Killing-Cartan metric having the explicit matrix form g = diagonal(X , K). Here X is a
N(N + 1)×N(N + 1) dimensional symmetric sub-matrix with non-zero elements Xa,a+N(N+1)/2 = 1 for
a ∈ S+ ⊕ S− and K is just the Cartan matrix. c2(Λ) here is sometimes called the second index and it is
normalized by
c2(λi) = Binomial(N − 1, i− 1) (II.4)
for elementary representations of AN Lie algebras. Elementary representations are defined to be the ones
characterized by fundamental dominant weights λi which are duals of simple roots αi. They consist
of only one Weyl orbit and hence exhibit no complications due to multiplicity problems encountered in their
explicit matrix constructions. The numerical values of structure constants FCAB are also fixed by
FDACF
C
BD ≡ 2 (N + 1) gAB . (II.5)
Now and then, summation is adopted over the repeated indices. All these completely determine the normal-
izations for which we use in the explicit construction of matrix representations.
The starting point now is
F
{C1
AB g
C2...Cp−1}B = 0 (II.6)
which is the result of invariance property of Casimir operators. Two-indexed solutions of (II.6) is just the
inverse g−1AB ≡ g
AB of Killing-Cartan metric. The following properties of coefficients gA1,A2,..Ap would be
quite helpful before solving (II.6) explicitly for p ≥ 4 :
Invariance : gA1,A2,..Ap ’s are non-zero only for
αA1 + αA2 + ...+ αAp = 0
where αI ≡ 0 for I ∈ S◦ ,
Parity : gA1,A2,..Ap ≡ gP (Ap),P (Ap−1),..P (A1) where αP (A) ≡ −αA ,
Duality : gA1,A2,..Ap ≡ (−1)σgA1
⋆,A2
⋆,..Ap
⋆
where αA⋆ is just the conjugate of αA under diagram
automorphism of AN Lie algebras and σ is a real phase which will be specified later ,
Weyl Symmetry : Let us consider the action of Weyl group W: Θ(αa) ≡ αθ(a) for all Θ ∈ W . Note
that Θ is also an automorphism of subset S+⊕S−. This will give us the possibility to extend Weyl reflections
over the coefficients ga1,a2,..ap as in the following natural way:
Θ(ga1,a2,..ap) ≡ gθ(a1),θ(a2),...θ(ap) , a1, a2, ...ap ∈ S+ ⊕ S− . (II.7)
It could be useful to explain all the notation here with an example. For this, let us consider, say, A5
Lie algebra. As is defined above, the generator indices take values from the sets
(i) S+ ≡ {1, 2, ..15} for positive non-zero roots ,
(ii) S− ≡ {16, 17, ..30} for negative non-zero roots ,
(iii) S◦ ≡ {31, 32, ..35} for zero-roots .
5One has a lexicographical ordering for the composite roots in terms of simple roots αi (i=1,.. 5) :
α6 = α1 + α2 , α7 = α2 + α3 , α8 = α3 + α4 , α9 = α4 + α5 ,
α10 = α1 + α2 + α3 , α11 = α2 + α3 + α4 , α12 = α3 + α4 + α5 ,
α13 = α1 + α2 + α3 + α4 , α14 = α2 + α3 + α4 + α5 ,
α15 = α1 + α2 + α3 + α4 + α5
(II.8)
It will be instructive to show here that how invariance, parity, duality and Weyl-symmetry properties reduce
the number of coefficients before solving them from (II.6). It is clear, for instance, that g1,2,3,25 fulfills the
invariance property while its equivalents are
g1,2,3,25 ∼ g10,16,17,18 ,
g1,2,3,25 ∼ g3,4,5,27
due respectively to parity and duality properties. It has also several equivalents under the actions of Weyl-
symmetry. With respect to simple roots of A5, its equivalents will be respectively
g1,2,3,25 ∼ g3,6,16,26 ,
g1,2,3,25 ∼ g6,7,17,25 ,
g1,2,3,25 ∼ g1,7,18,21 ,
g1,2,3,25 ∼ g1,2,8,28 ,
g1,2,3,25 ∼ g1,2,3,25
due to Weyl-symmetry.
All these properties restrict to some extent the number of coefficients gA1,A2,..Ap which are unknowns
of the equations (II.6) but it is readily seen that there are still a huge number of free parameters which
simply made the generalizations difficult. It is therefore clear that the existence of clusters formed out of
the coefficients gA1,A2,..Ap having the same numerical value is of fundamental importance here and our
main observation is that they can be determined by a set of properly chosen indicators. In order to define
these indicators for degrees p=4,5, we need two kinds of scalar products κ1 and κ2. First one of these is the
usual one:
κ1(a, b) ≡ (αa, αb) , a, b ∈ S+ ⊕ S− . (II.9)
For root or weight lattices of classical and exceptional Lie algebras, such a scalar product are always defined
on simple roots αi by Cartan matrix elements Kij ≡
2 (αi,αj)
(αj ,αj)
. This can then be extended to the whole root
or weight lattice when one recalls that roots are Z-linear and weights are Q-linear combinations of simple
roots.
Our second scalar product is defined by
κ2(i, αj + ...+ αj+k) = n− , i < j
κ2(i, αj + ...+ αj+k) = n◦ , j ≤ i ≤ j + k
κ2(i, αj + ...+ αj+k) = n+ , i > j + k .
(II.10)
n+, n◦, n− here represent three different numbers. A choice n− = −1 , n◦ = 2 , n+ = 1 will be made in
following chapters.
III. FOURTH ORDER SOLUTIONS
In chapters (III) and (IV), we assume a1, a2, ... ∈ S+⊕S− , I1, I2, ... ∈ S◦ and i1, i2, ... ∈ I◦. It is now
useful to study the whole set of coefficients gA1,A2..Ap in the following four sub-classes:
(T (0)) ga1,a2,a3,a4 ,
(T (1)) ga1,a2,a3,I1 ,
(T (2)) ga1,a2,I1,I2 ,
(T (4)) gI1,I2,I3,I4 .
(III.1)
6It would be helpful to recall here that indices a1, a2, .. are for non-zero roots while I1, I2, .. correspond to zero
roots. Such a classification could therefore be considered to be suitable because, as we emphasized above,
for the numerical values of coefficients gA1,A2..Ap we expect some polinomials which are rational in N and
also multi-linear in indices coming from the zero roots only. Within such a framework, it is natural to expect
one polinomial for each one of the sub-classes in (III.1). This is trivial for T (4) but the more will be seen
below for the other sub-classes. It will be seen that each sub-class T (s) is a direct sum of their clusters and
each cluster is represented by a different polinomial. To specify the clusters, following definition of indicators
seem to be the most convenient ones:
IND(T (0)) ≡ Σ0(κ1(a1, a2), κ1(a1, a3), κ1(a1, a4), κ1(a2, a3), κ1(a2, a4), κ1(a3, a4)) ,
IND(T (1)) ≡ Σ1(κ2(I1, αa1), κ2(I1, αa2), κ2(I1, αa3)) ,
IND(T (2)) ≡ Σ2(Γ(κ2(I1, αa1), κ2(I1, αa2)) , Γ(κ2(I2, αa1), κ2(I2, αa2))) .
(III.2)
Let us first study the action of these indicators on T (0). It is sufficient to make this in the A5 example given
above because the results are independent of rank N. A set of appropriately chosen representatives is now
g1,1,16,16 , g1,2,3,25 , g1,2,16,17 , g1,3,16,18 ∈ T (0) (III.3)
on which the indicators act as
IND(g1,1,16,16) = Σ0(−2,−2,−2,−2, 2, 2) ≡ Σ0(1)
IND(g1,2,3,25) = Σ0(−1,−1,−1,−1, 0, 0) ≡ Σ0(2)
IND(g1,2,16,17) = Σ0(−2,−2,−1,−1, 1, 1) ≡ Σ0(3)
IND(g1,3,16,18) = Σ0(−2,−2, 0, 0, 0, 0) ≡ Σ0(4)
(III.4)
The quantities Σ are assumed to be completely symmetrical in their indices. Calculations can be made by
the aid of simple fortran-programs for all other elements of T 0 and for any AN other than A5. The results
then show us that there are nothing else other than Σ0(k)’s for k=1,2,3,4. We outline this fact by saying
that the indicators receive four different values on the sub-class T 0. The following result reflects
the relevance here:
For any AN , any two elements g(1),g(2) ∈ T
0 have the same numerical value on condition that
IND(g(1)) = IND(g(2)) .
This is the main observation which reveals us the existence of sub-sets which we would like to call clusters.
The similar analysis shows us that indicators take 4 and 6 different values on T (1) and T (2) respectively.
To see this, it is sufficient to consider the representatives
g1,2,21,31 , g1,2,21,32 , g2,3,22,31 , g1,2,21,33 ∈ T (1)
g2,17,31,31 , g2,17,31,32 , g2,17,31,33 , g1,16,31,31 , g1,16,32,32 , g1,16,31,32 ∈ T (2)
(III.5)
with corresponding actions
IND(g1,2,21,31) = Σ1( 1, 2, 2) ≡ Σ1( 1)
IND(g1,2,21,32) = Σ1(−1, 2, 2) ≡ Σ1(−1)
IND(g2,3,22,31) = Σ1( 1, 1, 1) ≡ Σ1( 2)
IND(g1,2,21,33) = Σ1(−1,−1,−1) ≡ Σ1(−2)
(III.6)
7and
IND(g2,17,31,31) = Σ2( 1, 1) ≡ Σ1( 1)
IND(g1,16,32,32) = Σ2(−1,−1) ≡ Σ1(−1)
IND(g2,17,31,32) = Σ2( 1, 2) ≡ Σ1( 2)
IND(g1,16,31,32) = Σ2(−1, 2) ≡ Σ1(−2)
IND(g2,17,31,33) = Σ2(−1, 1) ≡ Σ1( 3)
IND(g1,16,31,31) = Σ2( 2, 2) ≡ Σ1( 4) .
(III.7)
It is seen here that we need to define an extra generator Γ with the following values on sub-class T (2) :
Γ( 1, 1) ≡ Γ( 1) ,
Γ(−1,−1) ≡ Γ(−1) ,
Γ( 2, 2) ≡ Γ( 2)
(III.8)
As a result of this discussion, for any one of the coefficients gA1,A2,A3,A4 of the fourth order Casimir we have
one of the following polinomials:
ga1,a2,a3,a4 ≡ g4(N) yk(N) , k = 1, ..4 ,
ga1,a2,a3,I1 ≡ g4(N) yk(i1, N) , k = 1, 2 ,
ga1,a2,I1,I2 ≡ g4(N) yk(i1, i2, N) , k = 1, ..4 ,
gI1,I2,I3,I4 ≡ g4(N) y(i1, i2, i3, i4, N)
(III.9)
A point which is important especially for higher order Casimirs is the fact that the coefficients gA1,A2,A3,A4
are in general rational polinomials of the rank N. It is therefore crucial to know here that
g4(N) ≡
1
N (N − 1) (N − 2)
. (III.10)
Before attacking to solve (II.6), one must also recall that the number of coefficients with different numerical
values is further reduced by the aid of the properties mentioned in section II. To this end, it is important to
notice, in view of decompositions (III.9), that duality properties can be given most conveniently as in the
following:
y−k(i1, N) = (−1)
1 yk(N + 1− i1, N) , k = 1, 2 ,
y−k(i1, i2, N) = (−1)
2 yk(N + 1− i2, N + 1− i1, N) , k = 1, 4 ,
y(i1, i2, i3, i4, N) = (−1)
4 y(N + 1− i4, N + 1− i3, N + 1− i2, N + 1− i1, N) .
(III.11)
All these have in mind, we can easily solve equations (II.6) for only a highly reduced number of unknown
coefficients. This can be repeated for several values of rank N which make the following generalizations
possible. For this, it will be useful to define some auxiliary polinomials ρr(N) , (r = 0, ..4) with the
following definitions:
ρ0(N) = (N − 1) u(1)−N u(2)
ρ1(N) = 2 (N − 1) (2 N − 1) u(1)− 3 N
2 u(2)
ρ2(N) = −(N − 1) (N
2 − 2 N + 3) u(1) +N (N2 −N + 1) u(2)
ρ3(N) = −2 (N − 1) (N
2 + 2) u(1) +N (2 N2 +N + 2) u(2)
ρ4(N) = (N − 1) (N − 2) ((2 N − 10) u(1)− 3 N u(2)) .
(III.12)
The two free parameters u(1) and u(2) here are chosen with the following values of the unique polinomial
representing elements of the subset T (4):
y(1, 1, 1, 1, N) ≡ u(1) , y(1, 1, 2, 2, N) ≡ u(2) . (III.13).
8Note here that the choices (III.13) is in correspondence with partitions 4 = 2+2. In result, the polinomials
representing fourth order Casimir of AN Lie algebras are obtained in the following forms:
y1(N) = −
1
3
ρ4(N)
y2(N) =
1
6
(N + 1) ρ1(N)
y3(N) = −
1
6
ρ4(N)
y4(N) = ρ2(N)
(III.14)
for subset T (0),
y1(i1, N) =
1
6
ρ1(N) (N + 1− 3 i1)
y2(i1, N) = −
1
2
ρ1(N) i1
(III.15)
for subset T (1),
y1(i1, i2, N) = i1 ((N + 1) i2 ρ0(N) + ρ2(N))
y2(i1, i2, N) =
1
2
i1 (2 (N + 1) i2 ρ0(N) + ρ3(N))
y3(i1, i2, N) = −(N + 1) i1 (N + 1− i2) ρ0(N)
y4(i1, i2, N) =
1
6
(6 (N + 1) ρ0(N) i1 i2
+ 3 ρ3(N) i1 − 3 ρ1(N) i2 + 2 (N + 1) ρ1(N))
(III.16)
for subset T (2),
y(i1, i2, i3, i4, N) = i1 (N + 1− i4) ((3 i2 i3 − (N + 1) (2 i2 + i3)) ρ0(N) + ρ1(N)) (III.17)
for subset T (4).
IV. FIFTH ORDER SOLUTIONS
In this section we summarize our solutions to equations (II.6) for p=5. As being in line with the former
section, we study the whole set of coefficients gA1, ..., A5 in the following five sub-classes:
(T (0)) ga1,a2,a3,a4,a5 ,
(T (1)) ga1,a2,a3,a4,I1 ,
(T (2)) ga1,a2,a3,I1,I2 ,
(T (3)) ga1,a2,I1,I2,I3 ,
(T (5)) gI1,I2,I3,I4,I5 .
(IV.1)
There should be no confusion between (IV.1) and (III.1) because the notations are clear. We now want to
show that these sub-classes have the following direct sum decompositions in their clusters:
T (0) ≡
4⊕
k=1
T (0)(k) ,
T (1) ≡
13⊕
k=−7
T (1)(k) ,
T (2) ≡
6⊕
k=−4
T (2)(k) ,
T (3) ≡
6⊕
k=−4
T (3)(k) .
(IV.2)
9On each particular sub-class, we define the indicators act in the following ways:
IND(T (0)) ≡ Σ0(κ1(a1, a2), κ1(a1, a3), κ1(a1, a4), κ1(a1, a5), κ1(a2, a3) ,
κ1(a2, a4), κ1(a2, a5), κ1(a3, a4), κ1(a3, a5), κ1(a4, a5)) ,
IND(T (1)) ≡ Σ1(Γ11(κ1(a1, a2), κ1(a1, a3), κ1(a1, a4), κ1(a2, a3), κ1(a2, a4), κ1(a3, a4)) ,
Γ12(κ2(I1, αa1), κ2(I1, αa2), κ2(I1, αa3), κ2(I1, αa4))) ,
IND(T (2)) ≡ Σ2(Γ2(κ2(I1, αa1), κ2(I1, αa2), κ2(I1, αa3)) ,
Γ2(κ2(I2, αa1), κ2(I2, αa2), κ2(I2, αa3))) ,
IND(T (3)) ≡ Σ3(Γ3(κ2(I1, αa1), κ2(I1, αa2)) ,
Γ3(κ2(I2, αa1), κ2(I2, αa2)) ,
Γ3(κ2(I3, αa1), κ2(I3, αa2))) .
(IV.3)
It is seen that in all these actions the scalar products are just the same as in the 4th order. This reflects
the similarity in the construction of 4th and 5th order Casimir operators of AN Lie algebras. As will be
explained elsewhere, for 6th and 7th order Casimirs we know that one needs an additional scalar product κ3
to define corresponding indicators.
Note also that we need to introduce several Γ-generators in (IV.3). Explicit calculations show that they
take the following different values:
Γ11(−2,−2,−2,−2, 2, 2) ≡ Γ11( 1)
Γ11(−1,−1,−1,−1, 0, 0) ≡ Γ11( 2)
Γ11(−2,−2,−1,−1, 1, 1) ≡ Γ11( 3)
Γ11(−2,−2, 0, 0, 0, 0) ≡ Γ11( 4)
(IV.4)
Γ12( 1, 1, 1, 1) ≡ Γ12( 1)
Γ12( 1, 1, 2, 2) ≡ Γ12( 2)
Γ12( 2, 2, 2, 2) ≡ Γ12( 3)
Γ12(−1, 1, 2, 2) ≡ Γ12( 4)
Γ12(−1,−1, 1, 1) ≡ Γ12( 5)
Γ12(−1,−1,−1,−1)≡ Γ12(−1)
Γ12(−1,−1, 2, 2) ≡ Γ12(−2) .
(IV.5)
Γ2( 1, 2, 2) ≡ Γ2( 1) ,
Γ2( 1, 1, 1) ≡ Γ2( 2) ,
Γ2(−1, 2, 2) ≡ Γ2(−1) ,
Γ2(−1,−1,−1) ≡ Γ2(−2)
(IV.6)
Γ3( 1, 1) ≡ Γ3( 1)
Γ3( 2, 2) ≡ Γ3( 2)
Γ3(−1,−1) ≡ Γ3(−1)
(IV.7)
Both Γ and Σ-generators are assumed to be completely symmetrical in their indices.
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We can continue now in the A5 example again. By using above values of Γ-generators, one can easily
show that indicators take the following values on chosen elements of corresponding sub-classes:
IND(g1,1,2,16,21) = Σ0(−2,−2,−1,−1,−1,−1,−1, 1, 1, 2) ≡ Σ0(1)
IND(g1,2,3, 4,28) = Σ0(−1,−1,−1,−1,−1, 0, 0, 0, 0, 0) ≡ Σ0(2)
IND(g1,2,3,16,22) = Σ0(−2,−1,−1,−1,−1,−1, 0, 0, 1, 1) ≡ Σ0(3)
IND(g1,2,4,19,21) = Σ0(−2,−1,−1,−1, 0, 0, 0, 0, 0, 0) ≡ Σ0(4) .
(IV.8)
IND(g1, 1,16,16,32) = Σ1(1, 1) ≡ Σ1( 1)
IND(g1, 2, 3,25,34) = Σ1(2, 1) ≡ Σ1( 2)
IND(g1, 2,16,17,33) = Σ1(3, 1) ≡ Σ1( 3)
IND(g1, 3,16,18,34) = Σ1(4, 1) ≡ Σ1( 4)
IND(g1, 2, 3,25,33) = Σ1(2, 2) ≡ Σ1( 5)
IND(g1, 2,16,17,32) = Σ1(3, 2) ≡ Σ1( 6)
IND(g1, 3,16,18,33) = Σ1(4, 2) ≡ Σ1( 7)
IND(g1, 1,16,16,31) = Σ1(1, 3) ≡ Σ1( 8)
IND(g2,10,21,22,32) = Σ1(2, 3) ≡ Σ1( 9)
IND(g1, 6,16,21,31) = Σ1(3, 3) ≡ Σ1(10)
IND(g2,10,17,25,32) = Σ1(4, 3) ≡ Σ1(11)
IND(g1, 2, 3,25,32) = Σ1(2, 4) ≡ Σ1(12)
IND(g1, 3,16,18,32) = Σ1(4, 5) ≡ Σ1(13)
IND(g1,2,21,32,32) = Σ2( 1, 1) ≡ Σ2(1)
IND(g1,2,21,32,33) = Σ2( 2, 1) ≡ Σ2(2)
IND(g1,2,21,33,33) = Σ2( 2, 2) ≡ Σ2(3)
IND(g2,3,22,31,33) = Σ2(−2, 1) ≡ Σ2(4)
IND(g1,2,21,31,32) = Σ2(−1, 1) ≡ Σ2(5)
IND(g2,3,22,31,34) = Σ2(−2, 2) ≡ Σ2(6)
IND(g1,16,32,32,32) = Σ3( 1, 1, 1) ≡ Σ3(1)
IND(g2,17,31,32,32) = Σ3(−1, 2, 2) ≡ Σ3(2)
IND(g2,17,31,33,33) = Σ3(−1, 1, 1) ≡ Σ3(3)
IND(g1,16,31,32,32) = Σ3( 1, 1, 2) ≡ Σ3(4)
IND(g1,16,31,31,31) = Σ3( 2, 2, 2) ≡ Σ3(5)
IND(g2,17,31,32,33) = Σ3(−1, 1, 2) ≡ Σ3(6) .
(IV.9)
As in the fourth order calculations, to factor out their rational parts is crucial to obtain polinomial
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expressions for coefficients gA1,A2,A3,A4,A5 . This is provided by the following appropriate assumptions:
ga1,a2,a3,a4,a5 ≡ g5(N) yk(N) , k = 1, ..4
ga1,a2,a3,a4,I1 ≡ g5(N) yk(i1, N) , k = 1, ..13
ga1,a2,a3,I1,I2 ≡ g5(N) yk(i1, i2, N) , k = 1, ..6
ga1,a2,I1,I2,I3 ≡ g5(N) yk(i1, i2, i3, N) , k = 1, ..6
gI1,I2,I3,I4,I5 ≡ g5(N) y(i1, i2, i3, i4, i5, N)
(IV.10)
where
g5(N) ≡
1
N (N − 1) (N − 2) (N − 3)
. (IV.11)
Note here that there should be no confusion between y-polinomials defined in expressions (III.9) and (IV.10).
In all expressions above some Σ-generators come also together with their conjugates having negative argu-
ments. For instance, Σ1(1) has a conjugate Σ1(−1) whereas there is no need to introduce a conjugate for
Σ1(13). This in effect is due to transformations properties of coefficients under duality transformations
mentioned in section II. These properties are properly reflected by the following expressions:
y−k(i1, N) = (−1)
1 yk(N + 1− i1, N) , k = 1, ..13
y−k(i1, i2, N) = (−1)
2 yk(N + 1− i2, N + 1− i1, N) , k = 1, ..6
y−k(i1, i2, i3, N) = (−1)
3 yk(N + 1− i3, N + 1− i2, N + 1− i1, N) , k = 1, ..6
y(i1, i2, i3, i4, i5, N) = (−1)
5 y(N + 1− i5, N + 1− i4, N + 1− i3, N + 1− i2, N + 1− i1, N) .
(IV.12)
As in (III.12), it would also be useful to define here some auxiliary polinomials τr(N) (r = 0, ..8):
τ0(N) = −(5 N − 9) v(1) + 5 N v(2)
τ1(N) = (N − 2) (N − 3) ((N − 7) v(1)− 2 N v(2))
τ3(N) = (N
3 − 2 N2 + 2 N − 3) v(1)−N (N2 + 1) v(2)
τ2(N) = (N + 1) ((11 N
2 − 23 N + 6) v(1)− 10 N2 v(2))
τ4(N) = (N
3 + 9 N2 − 21 N + 3) v(1)−N (N2 + 10 N + 1) v(2)
τ5(N) = (3 N
3 + 5 N2 − 17 N − 3) v(1)−N (N + 3) (3 N + 1) v(2)
τ6(N) = −(3 N
3 + 16 N2 − 40 N + 3)v(1) +N (3 N2 + 20 N + 3) v(2)
τ7(N) = (9 N
3 − 7 N2 − 5 N − 21) v(1)−N(9 N2 + 10 N + 9) v(2)
τ8(N) = −(6 N
3 −N2 − 11 N − 12) v(1) + 2N(3 N2 + 5 N + 3) v(2)
(IV.13)
for which the two free parameters v(1) and v(2) are chosen by
y(1, 1, 1, 1, 1, N) ≡ v(1) , y(1, 1, 1, 2, 2, N) ≡ v(2) . (IV.14)
Note here that the choices (IV.14) are compatible with partitions 5 = 3+2. In result, the polinomials
assigned to sub-classes T (s) will thus be given as in the following:
y1(N) = −
1
12
(N + 1) τ1(N)
y2(N) =
1
24
(N + 1) τ2(N)
y3(N) = −
1
24
(N + 1) τ1(N)
y4(N) = −
1
2
(N + 1) τ3(N)
(IV.15)
for subset T (0),
12
y1(i1, N) =
1
3
i1 τ1(N)
y2(i1, N) = −
1
6
i1 τ2(N)
y3(i1, N) =
1
6
i1 τ1(N)
y4(i1, N) = 2 i1 τ3(N)
y5(i1, N) =
1
24
(N + 1− 4 i1) τ2(N)
y6(i1, N) = −
1
24
(N + 1− 4 i1) τ1(N)
y7(i1, N) = −
1
2
(N + 1− 4 i1) τ3(N)
y8(i1, N) = −
1
6
(N + 1− 2 i1) τ1(N)
y9(i1, N) =
1
12
(N + 1− 2 i1) τ2(N)
y10(i1, N) = −
1
12
(N + 1− 2 i1) τ1(N)
y11(i1, N) = −(N + 1− 2 i1) τ3(N)
y12(i1, N) =
1
12
(N + 1− 2 i1) τ2(N)
y13(i1, N) = −(N + 1− 2 i1) τ3(N)
(IV.16)
for subset T (1),
y1(i1, i2, N) =
1
24
(12 i1 i2 τ4(N) + 2 (N + 1− 2 i2) τ2(N)
− 4 i1 (N + 1)τ5(N))
y2(i1, i2, N) =
1
12
(6 i1 i2 τ4(N)− 2 i1 (N + 1) τ5(N))
y3(i1, i2, N) =
1
4
(2 i1 i2 τ4(N)− 2 i1 (N + 1) τ3(N)
y4(i1, i2, N) =
1
6
(N + 1− i2) (τ2(N)− 3 i1 τ4(N))
y5(i1, i2, N) =
1
48
(24 i1 i2 τ4(N) + 2 (3 (N + 1)− 4 i2) τ2(N)
+ 8 i1 (N + 1) τ6(N) )
y6(i1, i2, N) = −
1
2
i1 (N + 1− i2) τ4(N)
(IV.17)
for subset T (2),
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y1(i1, i2, i3, N) = i1 i2 i3 (N + 1) τ0(N)− i1 (N + 1− 4 i2 − 2 i3) τ3(N)
y2(i1, i2, i3, N) =
1
6
(N + 1− i3)×
(3 i1(N + 1− 2 i2) (N + 1) τ0(N) + 2 τ2(N)− 3 i2 τ4(N))
y3(i1, i2, i3, N) = −(N + 1− i3) (i1 i2 (N + 1) τ0(N) + 2 i1 τ3(N))
y4(i1, i2, i3, N) =
1
2
(2 i1 i2 i3 (N + 1) τ0(N)
− i1 (3 (N + 1)− 4 i3) τ3(N) + i1 i2 τ7(N))
y5(i1, i2, i3, N) = −
1
24
× (12 i1 i3 (N + 1− 2 i2) (N + 1) τ0(N)
− 2 (3 (N + 1)− 4 i3) τ2(N)− 12 i2 i3 τ4(N)
− 4 i2 (N + 1) τ6(N)− 12 i1 i2 τ7(N)− 8 i1 (N + 1) τ8(N))
y6(i1, i2, i3, N) =
1
2
i1 (N + 1− 2 i2) (N + 1− i3) (N + 1) τ0(N)
(IV.18)
for subset T (3),
y(i1, i2, i3, i4, i5, N) = i1 (N + 1− i5)× (
(4 i2 i3 i4 − (N + 1) (3 i2 i3 + 2 i2 i4 + i3 i4)) τ0(N)
+ τ2(N)− i4 τ4(N)− (2 i2 + i3) τ5(N))
(IV.19)
for subset T (5).
V. CONCLUSIONS
In sections (III) and (IV), our general framework is outlined to construct the most general operatorial
forms of fourth and fifth order Casimir elements of AN Lie algebras. The most general here means that
everything is expressed in terms of two free parameters which are specified in (III.13) for p=4 and in (IV.14)
for p=5. We have obtained some generalizations for p=6 one interesting feature of which is that an additional
scalar product κ3 is also necessary. This procedure could be proceeded step by step beyond sixth order but
we do not know at present how many new indicators will be needed as the degree of Casimir operators
increases.
The second point which we would like to emphasize here is for the sub-class T (0) of Casimir coefficients
ga1,a2,a3,a4 . As we point out in section (III), it has the form
T (0) = T (0)(1)⊕ T (0)(2)⊕ T (0)(3)⊕ T (0)(4)
in terms of its clusters T (0)(k), k=1,2,3,4. For a given value of rank N, T (0) contains totally
dim(T (0)) =
1
2
(N + 1) N (3 N2 − 5 N + 6)
number of elements while its clusters have the following dimensions:
dim(T (0)(1)) = 1 Binomial(N + 1, 2) ,
dim(T (0)(2)) = 3 Binomial(N + 1, 3) ,
dim(T (0)(3)) = 6 Binomial(N + 1, 4) ,
dim(T (0)(4)) = 3 Binomial(N + 1, 4) .
Let us note here that these numbers are calculated in view only of invariance property of coefficients
ga1,a2,a3,a4 .
14
A similar calculation gives the following results for ga1,a2,a3,a4,a5 :
dim(T (0)(1)) = N3 − (N + 1)
dim(T (0)(2)) =
1
5
(N5 − 5 N4 + 5 N3 + 5 N2 − 6 N + 5)
dim(T (0)(3)) = 24 Binomial(N + 1, 4)
dim(T (0)(4)) = 20 Binomial(N + 1, 5)
with
dim(T (0)) =
1
30
(N + 1) N (N − 1) (11 N2 − 25 N + 36)
number of elements totally. For any one of these numbers, there is a coincidence with dimensions of some
Weyl orbits of AN Lie algebras. This however could not only be a coincidence because each particular cluster
T (0))(k) forms an irreducible sub-space of T (0)), that is
Θ(T (0))(k)) ≡ T (0))(k) , k = 1, 2, 3, 4.
under Weyl reflections
Θ(ga1,a2,a3,a4) ≡ gθ(a1),θ(a2),θ(a3),θ(a4) , a1, ...a4 ∈ S+ ⊕ S−
or
Θ(ga1,a2,a3,a4,a5) ≡ gθ(a1),θ(a2),θ(a3),θ(a4),θ(a5) , a1, ...a5 ∈ S+ ⊕ S−
One can therefore said that indicators which are defined in expressions (III.2) and (IV.3) are to be naturally
assigned to subsets T (0) if one recals here that the scalar product κ1 is Weyl invariant. As will be considered
in another publication, this leads us to ask some more fundamental symmetry underlying all the picture
here.
As a final remark, we point out that Casimir elements of other Lie algebras can be handled in terms
of their most appropriate AN sub-algebras. Following examples are A2 , A5 , A7 , A8 for respectively
G2 , E6 , E7 , E8. An exception is seem to be F4 which is studied in terms of B4 [15] more conveniently.
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