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YAMABE EQUATION ON SOME COMPLETE NONCOMPACT
MANIFOLDS
GUODONG WEI
Abstract. In this paper, we consider the Yamabe equation on a complete noncompact
Riemannian manifold and find some geometric conditions on the manifold such that the
Yamabe problem admits a bounded positive solution.
1. Introduction
Let (M, g) be a complete Riemannian manifold of dimension n ≥ 3. The Yamabe
problem on a compact Riemannian manifold without boundary consists of finding a con-
stant scalar curvature metric g˜ which is pointwise conformally related to g. It is well
known that this problem is equivalent to showing the existence of a positive solution to
the equation
∆gu− n− 2
4(n− 1)Rgu+Ku
n+2
n−2 = 0,
if one sets g˜ = u
4
n−2 g. Usually, one writes this equation as
∆gu− c(n)Rgu+Kup−1 = 0 on M, (1.1)
where ∆g is the Laplace-Beltrami operator associated with g, Rg is the scalar curvature
of g, c(n) = n−2
4(n−1)
, p = 2n
n−2
, and K is a constant satisfying K = c(n)Rg˜ where Rg˜ is
the scalar curvature of g˜. As is well known, the existence of minimizing solution to the
Yamabe problem on a compact manifold was established through the combined works of
Yamabe [19], Trudinger [18], Aubin [4] and Schoen [16].
In the 1980’s, Yau [20] and Kazdan [10] suggested the study of (1.1) in a noncompact
complete manifold. In the book [4], this study was proposed again by Aubin. For the case
(M, g) is noncompact complete manifold with nonpositive scalar curvature, Aviles and
McOwen have ever established some existence results in [5]. However, the understanding
on the case (M, g) is of nonnegative scalar curvature is still rather limited. Some existence
and nonexistence results on the case (M, g) is of positive scalar curvature have been
established in [12], [21] and [9]. In [11] and [12], S. Kim introduced a functional Y∞(M)
(which may be called the Yamabe constant at infinity) to study the Yamabe problem on a
complete noncompact manifold and got an existence result merely under the assumption
Y (M) < Y∞(M) for such manifold (M, g) with positive scalar curvature. However, Zhang
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[21] found a gap in Kim’s proof, and fixed the gap under an additional assumption on
the volume growth of geodesic balls.
In this paper, we focus on the solvability of the Yamabe problem on a complete noncom-
pact Riemannian manifold without the nonnegativity assumption on its scalar curvature,
and intend to improve and generalize some results obtained in [21] and [11]. More con-
cretely, firstly we try to prove a similar existence result with that in [21] under a weaker
assumptions on the volume growth of geodesic balls except for the nonnegativity of the
scalar curvature of (M, g) is not be assumed. Then, we try to replace the hypothesis on
the volume growth of geodesic balls of M by some other geometric hypotheses to derive
some existence results.
In order to state our results, we need to clarify some notations. Generally, (M, g)
denotes a complete noncompact manifold with dim(M) ≥ 3. O is a fixed point in M and
d(x) = d(x,O) denotes the distance from O to any x ∈ M with respect to g, Rm is the
curvature tensor and Vg(Br(x)) denotes the volume of Br(x). Let Y (M) and Y∞(M) be
the Yamabe constant and the Yamabe constant at infinity on M respectively.
Throughout this article, we always assume M satisfies the following conditions:
Y (M) < Y∞(M) and Y∞(M) > 0. (1.2)
It is worthy to point out that Y∞(M) > 0 implies that Y (M) > −∞ by Theorem 1.7 in
[8]. Now we are ready to state our main results.
Theorem 1.1. Let (M, g) be a complete noncompact Riemannian manifold of dimension
n ≥ 3 and satisfy (1.2). Suppose that there exists a positive constant C such that Rg ≥
−Cd(x)−2 when d(x) is large . Then there exists a constant ρ0 (n, Y (M), Y∞(M)) > 0
such that, if Vg(B(O, r)) ≤ Crn+ρ for all large r where ρ is a number with ρ < ρ0, then
the Yamabe equation (1.1) admits a positive solution u with K = 1, 0,−1 corresponding
to Y (M) is positive, 0 and negative respectively. Moreover, we have
lim
d(x)→∞
d(x)αu(x) = O(1),
where α = α(n, ρ) > 0.
The method we used here is inspired by Zhang [21] and S.Kim [12]. Under the control
condition on volume growth stated in the above theorem, we can derive a priori decay
estimate of the ‘approximate solutions {ui}’ (see the detail in Theorem 2.2). Hence, it
follows that, if the sequence {ui} blows up, then the blow up points must lie in a compact
subset of M .
Remark 1.2. In the case ρ < 0 and the scalar curvature of (M, g) is nonnegative, we
have
lim
d(x)→∞
d(x)
n−2
2 u(x) = o(1),
which is just the main result in Q. Zhang [21].
Remark 1.3. There are a lot of manifolds satisfying the condition Y (M) < Y∞(M),
such as M is not locally conformally flat and there exists a compact subset M0 such that
M\M0 admits a conformal map to Sn (see Schoen and Yau [17] and S.Kim [12]). In [21],
Q.Zhang constructed a explicit example on warped product manifold.
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By the volume comparison theorem, the following corollary is an immediate conse-
quence of Theorem 1.1.
Corollary 1.4. Let (M, g) be a complete noncompact Riemannian manifold of dimension
n ≥ 3 with nonnegative Ricci curvature. Suppose Y (M) < Y∞(M). Then the Yamabe
equation admits a positive solution u with K = 1 and
lim
d(x)→∞
d(x)
n−2
2 u(x) = O(1).
It is natural to ask what happens without the assumption on volume growth? In
this situation, one will encounter a new difficulty that, if {ui} blows up, maybe the
blow up points tend to infinity of M . To overcome this difficulty, we need to analyze the
convergence of the pointed manifolds induced by {ui} under the pointed Cheeger-Gromov
topology by providing certain suitable conditions, then we discuss the blowup behavior
of ui on the limit pointed manifold. We obtain the following results.
Theorem 1.5. Let (M, g) be a complete noncompact Riemannian manifold of dimension
n ≥ 3 and satisfy (1.2). Assume |Ric(M)| ≤ C0 and inj(M) ≥ i0 where C0 and i0 are
positive constants. Then (1.1) has a positive solution with K = 1, 0,−1 corresponding to
Y (M) is positive, 0 and negative respectively. Moreover, there holds true
lim
d(x)→∞
u(x) = O(1).
If we do not have a priori positive lower bound of the injective radius, by Anderson [1]
and [2] we can also get the following conclusion .
Theorem 1.6. Let (M, g) be a complete noncompact Riemannian manifold of dimension
n ≥ 3 and satisfy (1.2). Suppose
(i) there exist positive constants C0, v0 and C such that Ric(M) ≤ C0, Vg(B(p, 1)) ≥
v0 for any p ∈M , and
∫
M
|Rm|n2 dVg ≤ C respectively;
(ii) the length of the shortest inessential (null-homotopic) geodesic loops, denoted by
lM , is positive, i.e. lM ≥ l > 0, or M is odd-dimensional, oriented manifold.
Then, the Yamabe equation (1.1) has a positive solution.
The paper is organized as follows: In section 2, we recall some basic notations, prove
some basic facts about Yamabe functional and discuss the variational approach as in the
compact case. In section 3, we give the proof of Theorem 1.1. In section 4 we prove
the Theorem 1.5 and 1.6 by analyzing the blowup behavior of {uj} under the pointed
Cheeger-Gromov topology.
2. Some basic notations and known results
In this section, we will recall some basic notations and definitions such as the Yamabe
constants Y (M) and Y∞(M). Then we discuss the existence of ‘smooth approximate
solutions ui’ corresponding to the exhaustion of M . The main methods and techniques
used in this section can be found in the survey paper [14]. For the sake of clarity and
completeness, we shall still write it down. At last, we recall the definition of pointed
Cheeger-Gromov topology.
3
2.1. Yamabe constant on noncompact manifold. For any υ ∈ C∞c (M)\{0}, define
Eg(υ) =
∫
M
(|∇υ|2 + c(n)Rgυ2)dVg,
then Yamabe constant of (M, g) is defined by
Y (M) = inf
{
Eg(υ)
‖υ‖2Lp(g)
|υ ∈ C∞c (M)\{0}
}
.
In [11] and [12], S.Kim defined a new functional called the Yamabe constant at infinity for
noncompact manifold as follow: Choose an exhaustion {Ki}i∈N of M , which is composed
of bounded set, and define
Y∞(M) = lim
i→∞
Y (M\Ki).
Obviously Y∞(M) does not depend on the exhaustion we choose.
Lemma 2.1. For any complete non-compact manifold M , there always holds
−c(n)‖(Rg)−‖Ln2 ≤ Y (M) ≤ Y∞(M) ≤ Λ,
where Λ = n(n−2)
4
ω
2
n
n is the best Sobolev constant on Rn and (Rg)− is the negative part of
the scalar curvature on M .
Proof. The first inequality is derived by Ho¨lder inequality and the second holds evidently
by the definition of Y (M) and Y∞(M).
In order to prove the inequality on the right hand side, we need to take the following
arguments. Let
uα =
(
α
α2 + |x|2
)n−2
2
.
It is well-known that we may obtain the best Sobolev constant in Rn by this family {uα}.
In other words, there holds∫
Rn
|∇uα|2dx = Λ
(∫
Rn
upα dx
) 2
p
.
For any q ∈ M\Ki, we choose the normal coordinates around q. It is well-know that, in
the normal coordinates, there holds dVg = (1 + O(r)). Given ǫ > 0, let Bǫ denote the
ball of radius ǫ in Rn. We choose a smooth radial cutoff function 0 ≤ η(r) ≤ 1 which is
supported in B2ǫ and η ≡ 1 on Bǫ. Setting ϕ = ηuα, we have∫
Rn
|∇ϕ|2 dx =
∫
B2ǫ
(η2|∇uα|2 + 2ηuα〈∇η,∇uα〉+ u2α|∇η|2) dx
≤
∫
Rn
|∇uα|2 dx+ C
∫
Aǫ
(uα|∇uα|+ u2α) dx, (2.1)
where Aǫ denotes the annulus B2ǫ\Bǫ. Since
uα ≤ αn−22 r2−n and |∇uα| ≤ (n− 2)αn−22 r1−n,
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then, for fixed ǫ, the second term on the right hand side of the above inequality is O(αn−2)
as α→ 0. For the first term of (2.1), we have∫
Rn
|∇uα|2 dx = Λ
(∫
Bǫ
upα dx+
∫
Rn\Bǫ
upα dx
) 2
p
≤ Λ
(∫
B2ǫ
ϕp dx+
∫
Rn\Bǫ
αnr−2n dx
) 2
p
≤ Λ
(∫
B2ǫ
ϕp dx
) 2
p
+O(αn−2).
Therefore, on M , we have the following:∫
B2ǫ
(|∇ϕ|2 + c(n)Rgϕ2) dVg
≤ (1 + Cǫ)
(
Λ‖ϕ‖2Lp + Cαn−2 + C
∫ 2ǫ
0
∫
Sr
u2αr
n−1 dωdr
)
.
The last term on the right hand side of the above inequality is actually bounded by a
constant multiple of α. Obviously,∫ 2ǫ
0
u2αr
n−1 dr = α2
∫ 2ǫ
α
0
σn−1(σ2 + 1)2−n dσ,
noting that σ2 ≤ σ2 + 1 ≤ 2σ2 for σ ≥ 1 we can see that there holds true
C1
(
C + α2
∫ 2ε
α
1
σ3−n dσ
)
≤ α2
∫ 2ǫ
α
0
σn−1(σ2 + 1)2−n dσ ≤ C2
(
C + α2
∫ 2ε
α
1
σ3−n dσ
)
.
A simple computation shows
α2
∫ 2ε
α
1
σ3−n dσ ≤

α if n = 3,
−α2 logα if n = 4,
α2 if n ≥ 5.
Thus, choosing first ǫ and then α small, we can arrange that
Eg(ϕ)
‖ϕ‖2Lp
≤ (1 + Cǫ)(Λ + Cα).
Since ǫ and α can be arbitrarily small, it follows that
Eg(ϕ)
‖ϕ‖2Lp
≤ Λ.
Thus, we complete the proof. 
It is worthy to point out that we do not assume that the injective radius of M is of the
positive lower bound in the proof of the above lemma.
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2.2. The variational approach. In this subsection, let Br(O) denote the geodesic ball
centered at O with radius r on M (M is noncompact), where O is a fixed point in M .
Denote
Yj = inf
φ∈W 1,20 (Bj(O))\{0}
{
Eg(φ)
‖φ‖2Lp(g)
}
We have the following proposition:
Proposition 2.2. Assume Yj < Λ. Then, the following Dirichlet problem admits a
positive solution uj with ‖uj‖Lp = 1
∆uj − c(n)Rguj + Yjup−1j = 0, in Bj(O), (2.2)
uj = 0, on ∂Bj(O). (2.3)
To prove this proposition, we need to establish some lemmas. Firstly, for s ∈ (2, p], we
define
Qs(u) =
Eg(u)
‖u‖2Ls(g)
and
λs = inf{Qs(u)|u ∈ W 1,20 (Bj(O))\{0}}.
Lemma 2.3. ([3]) For Qs(u) and λs defined as above, there always holds
lim sup
s→p
λs ≤ Yj.
Moreover, if λs ≥ 0, then λs → Yj.
Lemma 2.4. For any s ∈ (2, p), there exists us ∈ C∞(Bj(O)), us > 0 in Bj(O), us = 0
on ∂Bj(O) and ‖us‖Ls = 1 such that Qs(us) = λs and satisfying the following equation:
∆us − c(n)Rgus + λsus−1s = 0. (2.4)
Proof. Take a minimizing sequence {ui} ⊂ W 1,20 (Bj(O))\{0} s.t Qs(ui) → λs. Since
Qs(|u|) ≤ Qs(u) and Qs(tu) = Qs(u) , we can assume ui ≥ 0 and ‖ui‖Ls = 1. Then we
have
Qs(ui) = Eg(ui) = ‖∇ui‖22 + c(n)
∫
Bj(O)
Rgu
2
idVg → λs.
Hence we have ‖∇ui‖2L2 ≤ c1 + c2‖ui‖2L2. By Ho¨lder inequality, we also have
‖ui‖2L2 ≤ C(Vg(Bj(O))‖ui‖2Ls = C(Vg(Bj(O)).
Therefore, {ui} is a bounded sequence in W 1,20 (Bj(O). Then, neglecting a subsequence,
there exists us ∈ W 1,20 (Bj(O)) such that {ui} converges weakly to us in W 1,2(Bj(O)).
On the other hand side, we also know that W 1,2 →֒ Lr is compactly embedded when
0 ≤ r < p. Hence we have
‖∇us‖L2 ≤ lim inf
i→∞
‖∇ui‖L2 , (2.5)∫
Rgu
2
i dVg →
∫
Rgu
2
s dVg, (2.6)
‖us‖Ls = lim
i→∞
‖ui‖Ls = 1. (2.7)
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Combining the above three inequalities we infer
Qs(us) ≤ lim inf
i→∞
Qs(ui) = λs.
Then, the definition of λs tells us Qs(us) = λs. This means that us is the weak solution
of (2.4). Using Lp estimate and Schauder estimate, we take a standard boot-strapping
argument to deduce us ∈ C2,α(Bj(O)).
Since ui ≥ 0, it follows that us ≥ 0. Hence, it is easy to see that there exist some
constant c ≥ 0 such that ∆us − cus ≤ 0. By the maximal principle, we have us > 0
in Bj(O). Since t
s−1 is a smooth function when t > 0, it follows that us−1s is a smooth
function. Hence, the standard elliptic theory tells us that us ∈ C∞(Bj(O)). 
Lemma 2.5. {us|s0 ≤ s < p} is uniformly bounded with respect to s for some constant
s0 ∈ (2, p).
Proof. Since each us satisfies the equation (2.4) and us = 0 on ∂Bj(O). Let b > 0 be
a constant which will be determined later. Multiplying (2.4) both side by u1+2bs and
integrating by parts, we obtain∫
Bj(O)
(〈∇us, (1 + 2b)u2bs ∇us〉+ c(n)Rgu2+2bs ) dVg = λs ∫
Bj(O)
us+2bs dVg.
If we set w = u1+bs , then the above equality can be written as
1 + 2b
(1 + b)2
∫
Bj(O)
|∇w|2dVg =
∫
Bj(O)
(
λsw
2us−2s − c(n)Rgw2
)
dVg.
Now, applying the sharp Sobolev inequality, for any ǫ > 0, there exists some C(ǫ) such
that
‖w‖2Lp ≤
(1 + ǫ)
Λ
∫
Bj(O)
|∇w|2dVg + C(ǫ)
∫
Bj(O)
w2dVg
≤ (1 + ǫ)(1 + b)
2
1 + 2b
∫
Bj(O)
λs
Λ
w2us−2s dVg + C
′(ǫ)‖w‖2L2
≤ (1 + ǫ)(1 + b)
2
1 + 2b
λs
Λ
‖w‖2Lp‖us‖s−2Ln(s−2)/2 + C ′(ǫ)‖w‖2L2. (2.8)
Since s < p, we have (s− 2)n/2 < s. By Ho¨lder inequality, we have
‖us‖Ln(s−2)/2 ≤ C(s)‖us‖Ls = C(s),
where C(s)→ 1 as s tends to p.
Now, we need to consider the following two cases:
Case 1: 0 ≤ Yj < Λ. In this case we have λs ≥ 0. Moreover, by Lemma 2.3 we know
that there exists some s0 ∈ (0, p) such that there holds λs/Λ ≤ µ < 1 for any s ∈ [s0, p).
Thus, we can choose ǫ and b small enough such that the coefficient of the first term above
(1 + ǫ)
(1 + b)2
1 + 2b
λs
Λ
< 1.
So, it follows from (2.8) that
‖w‖2Lp ≤ C‖w‖2L2.
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Case 2: Yj < 0. For this case the same result holds obviously. Indeed, as Yj is less than
zero, it follows Lemma 2.3 that λs. We apply the Ho¨lder inequality to derive
‖w‖L2 = ‖us‖1+bL2(1+b) ≤ C‖us‖1+bLs ≤ C.
Therefore, we have ‖w‖Lp = ‖us‖1+bLp(1+b) is bounded uniformly with respect to s. By Lp
estimates and Sobolev embedding theorem, we know that the lemma is true. 
Proof of Proposition 2.2. By Lemma 2.5, we know us is uniform bounded in C
k,α(Bj(O)).
Hence, there exists a subsequence of {us} which converges to a solution of (2.1) and (2.2).
2.3. Pointed Cheeger-Gromov topology. At the last part of this section, we recall
the definition of convergence of manifolds under the pointed Cheeger-Gromov topology.
Definition 2.6. A sequence of pointed complete Riemann manifolds is said to converge
in pointed Cm,α Cheeger-Gromov topology (Mi, pi, gi) → (M, p, g) if for every R > 0 we
can find a domain BR(p) ⊂ Ω ⊂ M and embeddings Fi : Ω → Mi for large i such that
Fi(Ω) ⊃ BR(pi) and F ∗i gi → g on Ω in the Cm,α topology.
Note that Cm,α type convergence implies pointed Gromov-Hausdorff convergence.
3. Proof of theorem 1.1
We proceed now to the proof of Theorem 1.1. Its proof will be divided into four
steps. The basic idea we used here is to employ the finite domain exhaustion of M and
then consider the subsolution sequence ui of Yamabe equations corresponding to this
exhaustion. A crucial step is to establish a decay estimate of ui near infinity.
3.1. Step 1. By condition Y (M) < Y∞(M) and Lemma 2.1, we have Y (M) < Λ. On the
other side, by the definition of Yj, we know that {Yj} converges decreasingly to Y (M).
So, when j is large enough, we have Yj < Λ. Using Theorem 2.2, we know there is a
positive solution uj solving the following equation:
∆uj − c(n)Rguj + Yjup−1j = 0, in Bj(O),
uj = 0, on ∂Bj(O).
Next, we extend uj to the whole manifold by defining uj(x) = 0 when x /∈ Bj(O). The
extended function, we still denote it by uj, is continuous and a subsolution to the equation
∆u− c(n)Rgu+ Yjup−1 = 0, on M.
3.2. Step 2. In this step, we will establish a priori decay estimate for {uj}.
Lemma 3.1. Then there exists a ρ0(n, Y (M), Y∞(M)) > 0, such that for any ρ < ρ0, if
Vg(B(O, r)) ≤ Crn+ρ for all large r,, then we have
lim
d(x)→∞
lim
j→∞
d(x)αuj(x) = O(1),
where ρ can be negative and α = α(ρ, n) > 0.
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Proof. Given R > 1, first we fix a point x0 ∈ M such that d(x0) = 2R2, then we scale
the metric by g˜ = g/R4. Let d1, ∇1, Rg˜, ∆1 and dVg˜ be the corresponding distance,
gradient, scalar curvature, Laplace-Beltrami operator and volume element with respect
to the rescaled manifold (M, g˜). Define vj(x) = R
n−2uj(x). Since
∆uj − c(n)Rguj + Yjup−1j ≥ 0, on M.
A direct computation shows
∆1vj − c(n)Rg˜vj + Yjvp−1j = Rn+2
(
∆uj − c(n)Rguj + Yjup−1j
) ≥ 0, (3.1)∫
d1(x0,x)≤1
vpj dVg˜ =
∫
d(x0,x)≤R2
upj dvolg ≤
∫
M
upj dVg = 1. (3.2)
Take φ ∈ C∞[0,∞) such that 0 ≤ φ ≤ 1 and |φ′(r)| ≤ C, which satisfies that φ(r) = 1,
when r ∈ [0, 1/2]; φ(r) = 0, when r ∈ [1,∞). Let G(s) = sβ and define
F (t) =
∫ t
0
G′(s)2ds =
β2
2β − 1t
2β−1.
By a simple computation, we see that, as β > 1, there holds true
sF (s) ≤ s2G′(s)2 = β2G(s)2. (3.3)
Let η(x) = φ(d1(x0, x)), we know the support spt(η
2F (v)) ⊆ M \ BR2/2(O). We
multiply (3.1) by η2F (v) and then integrate by parts to obtain that, for some ǫ > 0,
(1− ǫ)‖
∫
|∇1v|2G′(v)2η2dVg˜ ≤ β2ǫ−1
∫
|∇1η|2G(v)2dVg˜
− β
2
2β − 1
∫
c(n)Rg˜G(v)
2η2dVg˜ + Yj
∫
vp−2vF (v)dVg˜,
where ǫ may be chosen arbitrarily small. By the condition Rg ≥ −Cd−2(x,O), we have
that, when R is large enough, Rg˜ ≥ −C. Hence, from the above inequality it follows
‖∇1(G(v)η)‖2L2 +
∫
c(n)Rg˜(G(v)η)
2dVg˜
≤Cβ2‖∇1η‖2L∞
∫
G(v)2dVg˜ +
Yj
1− ǫ
∫
vp−1F (v)η2dVg˜. (3.4)
Next, we need to consider the following two cases:
Case 1: Y (M) ≥ 0. Since Yj converges decreasingly to Y (M), it follows that Yj ≥ 0.
On the other side, by the assumption Y∞(M) > 0 and the fact Y (M\Br(O)) increases
with respect to r, we have Y (M\Br(O) > 0 when r is large enough. Let
C0 =
1
Y
(
M\BR2
2
(O)
) .
It is easy to see that C0 > 0 as R is large. Since spt(η
2F (v)) ⊆ M\BR2/2(O), by the
definition of the Yamabe quotient we have
‖G(v)η‖2Lp ≤ C0‖∇1(G(v)η)‖2L2 + C0
∫
d1(x0,x)≤1
c(n)Rg˜[G(v)η]
2dVg˜.
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Here, all the norms were taken on the domain d1(x0, x) ≤ 1 with respect to the rescaled
metric g˜. By the fact that Yj ≥ 0 and (3.3), we obtain
‖G(v)η‖2Lp ≤ CC0β2‖∇1η‖2L∞
∫
G(v)2 dVg˜ + C0Yj(β
2 + ǫ)
∫
vp−2G(v)2η2 dVg˜ (3.5)
≤ CC0β2‖∇1η‖2L∞
∫
G(v)2 dVg˜ + C0Yj(β
2 + ǫ)‖G(v)η‖2Lp
(∫
vp dVg˜
) 2
n
≤ CC0β2‖∇1η‖2L∞
∫
G(v)2 dVg˜ + C0Yj(β
2 + ǫ)‖G(v)η‖2Lp. (3.6)
Here we have used inequality (3.2) in the last inequality.
By the assumption Y (M) < Y∞(M), we have, when R sufficiently large,
Y (M) < Y
(
M\BR2
2
(O)
)
.
Noting Yj ↓ Y (M) as j →∞, we have that, when j is large enough,
Yj < Y
(
M\BR2
2
(O)
)
=
1
C0
.
Hence, there exists β0 > 1 such that, for all j and small enough ǫ,
(β20 + ǫ)C0Yj < 1. (3.7)
Substitute (3.7) to (3.6) to obtain
‖vβ0η‖2Lp ≤ C‖∇1η‖2L∞
∫
v2β0dVg˜. (3.8)
By the definition of η and Ho¨lder inequality, we infer from (3.8)(∫
B1(x0,
1
2
)
v
2nβ0
n−2 dVg˜
)n−2
n
≤ ‖vβ0η‖2Lp ≤ C
∫
B1(x0,1)
v2β0 dVg˜
≤ C
(∫
B1(x0,1)
vp dVg˜
)β0(n−2)
n
(Vg˜(B1(x0, 1)))
n−(n−2)β0
n
≤ C (Vg˜(B1(x0, 1)))
n−(n−2)β0
n . (3.9)
Now, we proceed to a consideration of the possible growth rate of volume of geodesic
ball such that the Yamabe equation (1.1) on M is solvable. If Vg (B(O, r)) ≤ Crn+ρ for
all r large, then we have
Vg˜(B1(x0, 1))) =
Vg (BR2(x0))
R2n
≤ Vg (B4R2(O))
R2n
≤ CR2ρ.
Therefore, we obtain the following(∫
B1(x0,
1
2
)
v
2nβ0
n−2 dVg˜
)n−2
n
≤ CR 2ρ[n−(n−2)β0]n . (3.10)
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Subsequently we will use a standard Moser iteration argument to finish the proof the
lemma. Given 0 < r2 < r1 <
1
2
, by taking G(v) = vβ we have∫
B1(x0,r1)
vp−2G(v)2 dVg˜ ≤
(∫
B1(x0,r1)
v
2nβ0
n−2 dVg˜
) 2
nβ0
(∫
B1(x0,r1)
G(v)
2nβ0
nβ0−2 dVg˜
)nβ0−2
nβ0
≤
(∫
B1(x0,r1)
v
2nβ0
n−2 dVg˜
) 2
nβ0
(∫
B1(x0,r1)
G(v)
2nδ
n−2 dVg˜
)n−2
nδ
,
where
δ =
(n− 2)β0
nβ0 − 2 < 1.
Therefore, by combining (3.10) with the above inequality we have∫
B1(x0,r1)
vp−2G(v)2dVg˜ ≤ CR
4ρ
n−2
n−(n−2)β0
nβ0
(∫
B1(x0,r1)
G(v)
2nδ
n−2dVg˜
)n−2
nδ
. (3.11)
Noting that
nδ
n− 2 =
nβ0
nβ0 − 2 > 1,
we use again the Ho¨lder inequality to obtain∫
B1(x0,r1)
G(v)2 dVg˜ ≤
(∫
B1(x0,r1)
G(v)
2nδ
n−2 dVg˜
)n−2
nδ
Vg˜ (B1(x0, 1))
nδ−n+2
nδ
≤ C
(∫
B1(x0,r1)
G(v)
2nδ
n−2 dVg˜
)n−2
nδ
R
4ρ
nβ0 . (3.12)
For 0 < r2 < r1 <
1
2
, we choose η to be a radial function, supported in B1(x0, r1), such
that η = 1 if x ∈ B1(x0, r2) and |∇1η| ≤ 2r1−r2 . We also note that (3.5) remains valid for
such η and any fixed β > 1,i.e.
‖G(v)η‖2Lp ≤ CC0β2‖∇1η‖2L∞
∫
G(v)2 dVg˜ + C0Yj(β
2 + ǫ)
∫
vp−2G(v)2η2 dVg˜. (3.13)
Substituting (3.11) and (3.12) into the right hand side of (3.13), we obtain
‖G(v)χr2‖L 2nn−2 ≤ C
R
2ρ
nβ0 β
r1 − r2‖G(v)χr1‖L 2nδn−2 . (3.14)
Here χri is the characteristic function of B1(x0, ri).
By taking β = δ−m and rm =
r1(2+2−m)
4
, the standard Moser iteration shows that
‖v‖L∞(B1(x0, r12 )) ≤ CR
2ρδ
nβ0(1−δ) = CR
(n−2)ρ
n(β0−1) .
Note that, if (n−2)ρ
n(β0−1)
< n− 2, i.e., ρ < n(β0 − 1), there holds
uj(x0) =
vj(x0)
Rn−2
≤ Cd−α(x0),
11
where
α =
n− 2
2
− (n− 2)ρ
2n(β0 − 1) .
From the above arguments, we know that ρ0 can be chosen as n(β0 − 1). Here, β0
should be chosen such that (3.7) holds as well as β0 <
n
n−2
. So, by a simple computation,
we have
ρ0 = min
(
n
√
Y∞
Y (M)
− n, 2n
n− 2
)
.
Case 2: Y (M) < 0. In this case, we have Yj ≤ 0 when j sufficiently large, since {Yj}
converges decreasingly to Y (M). Thus we can directly drop the last term in (3.4). Then
(3.5) turns out to be
‖G(v)η‖2Lp ≤ CC0β2‖∇1η‖2L∞
∫
G(v)2 dVg˜. (3.15)
For the present situation, we may directly choose ρ0 =
2n
n−2
and take the same argument
as in Case 1 to deduce
lim
d(x)→∞
lim
j→∞
d(x)αuj(x) = O(1)
where α = n−2
4n
(2n− ρ(n− 2)). Thus we complete the proof. 
3.3. Step 3. Now we turn to showing {uj} is uniformly bounded with respect to j.
For this purpose, we prove it by contradiction. If not, then there exists a subsequence
{k} ⊆ {j}, zk ∈M , such that
uk(zk) = maxuk , mk → +∞.
By Lemma 3.1, we know there exists a sufficiently large R0 such that zk ∈ BR0(O) . Thus
we can assume zk → z0. Take a normal coordinate system at z0. It is well-known that,
in the normal coordinate system, we have
gij(x) = δij +O(|x|2), and det(gij(x)) = 1 +O(|x|2).
Denote the coordinates of zk at this atlas by xk. Then, xk → 0 as k →∞. With respect
to this coordinate chart, uk satisfies the following equation:
1√
det g
∂i(
√
det ggij∂juk)− c(n)Rg(x)uk + Ykup−1k = 0 (3.16)
Without loss of generality, we may assume the above equation can be defined in {x : |x| <
1}. Now define
vk = m
−1
k uk(δkx+ xk)
where δk = m
1−p/2
k → 0. Then vk can be defined on the ball centered at 0 with radius
ρk = (1− |xk|)/δk →∞ in Rn. Moreover, vk satisfying the following equation
1
bk
∂i(bka
ij
k ∂jvk)− ckvk + Ykvp−1k = 0, (3.17)
where
aijk (x) = g
ij(δkx+ xk)→ δij , (3.18)
12
bk(x) =
√
det g(δkx+ xk)→ 1, (3.19)
ck(x) = c(n)m
2−p
k Rg(δkx+ xk)→ 0. (3.20)
The above convergence is actually C1 uniform convergence on any finite domain of Rn.
Noting that
0 ≤ vk ≤ vk(0) = 1.
By Lp and Schauder estimate we obtain that, for any R > 0, there exists C(R) > 0 and
k(R) > 0, such that
‖vk‖C2,α(BR) ≤ C(R), ∀ k ≥ k(R).
Picking Rm → +∞, we take a standard diagonal argument to know that there exists a
subsequence {vm}, such that vm → v ∈ C2(Rn) with respect to C2-norm on every BRm .
Let m→∞, in view of (3.17), (3.18), (3.19) and (3.20) we know that v is a nonnegative
solution of the following equation
∆v + Y (M)vp−1 = 0, (3.21)
with v(0) = 1. By the maximal principle, we have v > 0.
By changing of the variables, we obtain∫
|x|≤ 1
2
δ−1k
vpkbk dx =
∫
B 1
2
(xk)
upk
√
det g dx ≤ ‖uk‖pLp = 1. (3.22)
Since {vpmbm} converges to vp uniformly on any bounded domain in Rn, by Fatou’s
lemma we obtain ∫
Rn
vpdx ≤ 1. (3.23)
Similarly, we have∫
|x|≤ 1
2
δ−1k
|∇vk|2bk dx =
∫
B 1
2
(xk)
|∇uk|2
√
det g dx ≤ ‖∇uk‖2L2(BR0 (O)). (3.24)
By Lp estimate, we have
‖uk‖
W
2, 2nn+2 (BR0 (O))
≤ C.
Then the Sobolev embedding theorem yields
‖∇uk‖L2(BR0 (O)) ≤ C.
Combining the above inequality and (3.24), by Fatou’s lemma again we obtain∫
Rn
|∇v|2dx <∞. (3.25)
Choose η ∈ C∞0 (Rn) such that 0 ≤ η ≤ 1, η = 1 when x ∈ B1(0), η = 0 when x ∈
R
n\B2(0). Define
vR(x) = η(
x
R
)v(x).
Then, obviously we have∫
Rn
(|∇(v − vR)|2 + |v − vR|p) dx→ 0, as R→∞. (3.26)
13
Multiplying (3.21) by vR and integrating by parts, we get∫
Rn
∇v · ∇vR dx = Y (M)
∫
Rn
vp−1vR dx. (3.27)
In view of (3.26), we let R→∞ in (3.27) to obtain∫
Rn
|∇v|2 dx = Y (M)
∫
Rn
vp dx. (3.28)
Now, by virtue of (3.23), (3.28) and the Sobolev inequality we get
Λ
(∫
Rn
vp dx
) 2
p
≤
∫
Rn
|∇v|2 dx = Y (M)
∫
Rn
vp dx. (3.29)
So we have
Λ ≤ Y (M)
(∫
Rn
vp dx
) 2
n
≤ Y (M). (3.30)
This contradicts the assumption Y (M) < Λ.
3.4. Step 4. The convergence of {uj}.
By the standard elliptic theory, uj is uniformly bounded in C
k,α, ∀k ∈ N. Hence, there
exists a subsequence of {uj} which converges to u satisfying
∆u− c(n)Rgu+ Y (M)up−1 = 0.
However, we do not know whether or not u 6= 0. The next theorem tells us that, under
the hypothesis Y (M) < Y∞(M), there holds u 6≡ 0.
Proposition 3.2. Assume that u is the limit function of {uj} as above. If Y (M) <
Y∞(M), then u 6≡ 0.
Proof. We prove this lemma by contradiction. If u ≡ 0, then we know uj converge to 0 on
any compact set of M . For any fixed R, let η(r) be a smooth function such that η(r) = 1
when r ≥ 2R; η(r) = 0 when r ≤ 3
2
R. Then we have∫
M
(|∇uj|2 + c(n)Rgu2j) dVg
=
∫
M\BR
(|∇uj|2 + c(n)Rgu2j) dVg +
∫
BR
(|∇uj|2 + c(n)Rgu2j) dVg
=
∫
M\BR
(|∇ηuj|2 + c(n)Rgη2u2j) dVg +
∫
B2R\BR
(|∇uj|2 + c(n)Rgu2j) dVg
−
∫
B2R\BR
(|∇ηuj|2 + c(n)Rgη2u2j) dVg +
∫
BR
(|∇uj|2 + c(n)Rgu2j) dVg
≥ Y (M\BR)
(∫
M\BR
|ηuj|p dVg
) 2
p
+
∫
B2R\BR
(|∇uj|2 + c(n)Rgu2j)dVg
−
∫
B2R\BR
(|∇ηuj|2 + c(n)Rgη2u2j) dVg +
∫
BR
(|∇uj|2 + c(n)Rgu2j)dVg, (3.31)
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and ∫
M\BR
|ηuj|p dVg = 1−
∫
B2R
upj dVg +
∫
B2R\BR
(ηuj)
p dVg. (3.32)
Substitute (3.32) to (3.31), then let j →∞ to get
Y (M) ≥ Y (M\BR) .
Since the above inequality holds for any fixed R, let R→∞, we obtain
Y (M) ≥ Y∞(M). (3.33)
So we have
Y (M) = Y∞(M)
which contradicts to the hypothesis. 
By Proposition 3.2 we know u 6≡ 0. Using maximal principle, we obtain u(x) > 0.
Now after a suitable dilation, we can obtain a positive solution to (1.1) with K = 1, 0,−1
when Y (M) is positive, 0 and negative respectively. This completes the proof.
medskip
4. Proof of Theorem 1.5 and Theorem 1.6
In this section, we will study the blowup behavior of {ui} under the pointed Cheeger-
Gromov topology. First of all, we prove a uniform estimate of uj near the boundary. The
method used here is the Giorgi-Nash-Moser iteration just as in the argument in the step
2 of the above section.
Let uj be the positive solution obtained in Proposition 2.2 and
Uj = {x ∈ Bj(O)|d (x, ∂Bj(O)) < 1
8
}.
In order to prove Theorem 1.5 and 1.6, we need to establish the following theorem.
Theorem 4.1. There exists a positive constant C which does not depend on j such that
uj(x) ≤ C for all x ∈ Uj when j is large enough.
Proof. Extend uj to the whole manifold by defining uj(x) = 0 when x /∈ Bj(O). The
extended function, still denoted it by uj, is continuous and satisfies
∆uj − c(n)Rguj + Yjup−1j ≥ 0 on M. (4.1)
Let G(s) = sβ and define
F (t) =
∫ t
0
G′(s)2ds =
β2
2β − 1t
2β−1.
By a simple computation, we have that, as β > 1, there holds true
sF (s) ≤ s2G′(s)2 = β2G(s)2. (4.2)
Take φ ∈ C∞[0,∞) such that 0 ≤ φ ≤ 1; φ(r) = 1, when r ∈ [0, 1/2]; φ(r) = 0,
when r ∈ [1,∞); and |φ′(r)| ≤ C. For any fixed xj ∈ ∂Bj(O), let η(x) = φ(d(xj, x)).
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Obviously, spt(η2F (v)) ⊆ M \ B j
2
(O). Multiplying the both side of (4.1) by η2F (v) and
integrating by parts yields that, for some ǫ > 0,
‖∇(G(uj)η)‖2L2 +
∫
c(n)Rg(G(uj)η)
2dVg
≤Cβ2‖∇η‖2L∞
∫
G(uj)
2dVg + (β
2 + ǫ)Yj
∫
up−2j G(uj)
2η2dVg,
where ǫ can be chosen arbitrary small.
Since Y (M\Br(O)) is increasing with respect to r, we infer from the assumption
Y∞(M) > 0 that Y (M\Br(O)) > 0 when r is large. Let
Cj =
1
Y
(
M\B j
2
(O)
) .
Noting spt(η2F (uj)) ⊆M \B j
2
(O), by the definition of the Yamabe quotient we have
‖G(uj)η‖2Lp ≤ Cj‖∇(G(uj)η)‖2L2 + Cj
∫
B1(xj)
c(n)Rg[G(uj)η]
2dVg.
By a similar argument with that in the step 2 of Section 3, we derive from the above
inequality
‖G(uj)η‖2Lp ≤ CCjβ2‖∇η‖2L∞
∫
G(uj)
2dVg + CjYj(β
2 + ǫ)
∫
up−2j G(uj)
2η2dVg(4.3)
≤ CCjβ2‖∇η‖2L∞
∫
G(uj)
2dVg + CjYj(β
2 + ǫ)‖G(uj)η‖2Lp. (4.4)
By the hypothesis, we have
lim
j→+∞
CjYj =
Y (M)
Y∞(M)
< 1.
Hence, we can choose β0 sufficiently close to 1, j sufficiently large and ǫ sufficiently small
such that
(β20 + ǫ)CjYj ≤ λ < 1. (4.5)
Substituting (4.5) into (4.4) leads to
‖uβ0j η‖2Lp ≤ C
∫
|∇η|2u2β0j dVg. (4.6)
By the definition of η and Ho¨lder inequality∫
B 1
2
(xj)
u
2nβ0
n−2
j dvolg

n−2
n
≤ ‖uβ0j η‖2Lp ≤ C
∫
B1(xj)
u2β0j dVg
≤ C(Vg(B1(xj))
n−(n−2)β0
n ≤ C.
Here we have used the volume comparison theorem in the above inequality. Then, by
almost the same iteration argument as in the previous section we can show that
‖uj‖L∞(B r1
2
(xj)) ≤ C,
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where r1 <
1
2
is any fixed positive number. Thus we complete the proof. 
Proof of Theorem 1.5. It is sufficient to show that {uj} is uniformly bounded on any
given compact set on M . If not, then the following two situations appear.
Case 1. {uj} blow up at ‘interior’ of M , i.e. there exists a subsequence {k} ⊆ {j},
zk ∈M , such that
uk(zk) = maxuk , mk → +∞,
where zk ∈ K and K ⊆M is a compact subset. By the same arguments as in the step 3
of the previous section, we know this is impossible.
Case 2. {uj} blow up at ‘infinity’ of M , i.e there exists a subsequence {k} ⊆ {j},
zk ∈M , such that
uk(zk) = maxuk , mk → +∞,
where zk → ∞. If this case occurs, we can not choose a normal coordinate system at
“infinity” just as in Case 1. To overcome this difficulty, we consider the sequence of
pointed manifold (M, zi, g). By Theorem 1.1 and Remark 2.4 in [2], we know there exists
a subsequence denoted by {zj} such that {(M, zi, g)} converges in the C1,α topology to a
complete pointed Riemann manifold (M∞, z∞, g∞) under the assumption |Ric| ≤ c and
inj(M) ≥ a > 0.
Take a normal coordinate system {xi} around z∞ on M∞. Without loss of generality,
we can assume this coordinate chart is defined on B 1
16
(z∞). By the definition 2.6, we
know there exist Fi such that Fi(z∞) = zi, Fi(B 1
16
(z∞)) ⊂ B 1
8
(zi) when i is sufficiently
large, and F ∗i g → g∞ on B 1
16
(z∞) in the C
1,α topology. Moreover, by Theorem 4.1, we
have B 1
8
(zi) ⊂ Bi(O) when i is large enough. Denote
F ∗i g = gi and vj = uj ◦ Fj . (4.7)
Then vj satisfies the following equation on B 1
16
(z∞)
∆gjvj − c(n)(Rg ◦ Fj)vj + Yjvp−1j = 0. (4.8)
Let v˜k = m
−1
k vk(δkx), where mk and δk is the same as that in Case 1. Obviously, the
definition domain of v˜j is the ball centered at 0 with radius ρk =
1
16δk
→ ∞ in Rn.
Moreover v˜k satisfies the following equation
1
b˜k
∂i(b˜ka˜
ij
k ∂j v˜k)− c˜kv˜k + Ykv˜p−1k = 0, (4.9)
where
a˜ijk (x) = g
ij
k (δkx)→ δij , (4.10)
b˜k(x) =
√
det gk(δkx)→ 1, (4.11)
c˜k(x) = c(n)m
2−p
k (Rg ◦ Fk)(δkx)→ 0. (4.12)
Here,
0 ≤ v˜k ≤ v˜k(0) = 1. (4.13)
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By Lp estimate we obtain that, for any R > 0 and q > 0, there exists C(R) > 0 and
k(R) > 0 such that
‖v˜k‖W 2,q(BR) ≤ C(R), ∀ k ≥ k(R).
The Sobolev embedding theorem yields v˜k ∈ C1,α(BR(0)). Hence, by taking a subsequence
we get
v˜k → v in C1,α.
It is easy to see that v is a C1,α weak solution of the following equation
∆v + Y (M)vp−1 = 0 in BR(0).
Since v ≤ 1, the standard elliptic theory tells us that v is smooth.
Choosing Rm → +∞ and taking a standard diagonal argument we know that there
exists a subsequence {vm} such that vm → v with respect to the C1,α norm on every
compact subset in Rn. Letting m → ∞, in view of (4.9), (4.10), (4.11) and (4.12) we
know that v is a nonnegative solution with v(0) = 1 of the following equation
∆v + Y (M)vp−1 = 0. (4.14)
The maximal principle yields v > 0.
Similarly, we have ∫
Rn
vpdx ≤ 1 and
∫
Rn
|∇v|2dx <∞.
For the present situation, it is easy to see that v also satisfies (3.26), (3.27), (3.28), (3.29)
and (3.30). Thus we can get the same contradiction.
From now on we know {uj} is uniformly bounded on M . By the standard elliptic
theory, uj is uniformly bounded in C
2,α on any compact set K ⊆M . Hence, there exists
a subsequence which converges to u satisfying
∆u− c(n)Rgu+ Y (M)up−1 = 0.
By Proposition 3.2 again, we know u is a positive solution. Then, by a suitable scaling
we can obtain a positive solution to (1.1) with K = 1, 0,−1 when Y (M) is positive, 0
and negative respectively. Thus we complete the proof. 
Proof of Theorem 1.6. By Theorem 2.6 in [2], we know pointed manifolds (Mi, zi, gi)
satisfying the condition (i) in Theorem 1.6 will converge in the pointed Gromov-Hausdorff
topology, to an n dimensional orbifold (V, g) with finite number of singular points, each
having a neighborhood homeomorphic to the cone C(Sn−1/Γ) with Γ a finite subgroup
of O(n). Furthermore, this convergence is C1,α off the singular points. However, if these
manifolds satisfy the additional condition (ii) in Theorem 1.6, then the singularities of
this orbifold do not arise, see Theorem A′ in [1], Remark 2.7 and Corollary 2.8 in [2]. All
in all, we have (M, zi, g) converge in the C
1,α topology to a complete pointed Riemann
manifold (M∞, z∞, g∞). The proof of this Theorem is exactly the same as the proof of
Theorem 1.5. 
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